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Einfu¨hrung
Lokalkonvexe Tensorprodukte gehen im wesentlichen auf A. Grothendieck zuru¨ck, der sie Anfang
und Mitte der 50er Jahre ausfu¨hrlich studierte ([Gro]). Ihre immense Bedeutung verdanken diese
u.a. der Tatsache, daß oftmals Ra¨ume von Operatoren, vektorwertigen Funktionen etc. Tensor-
produktdarstellungen besitzen. Die dortigen Surjektivita¨tsprobleme, wie die von vektorwertigen
partiellen Differentialoperatoren mit konstanten Koeffizienten, korrespondieren dann mit Exakt-
heitsbetrachtungen der Tensorierung, vgl. [KabVog] und [Vog9].
Anfang der 70er Jahre legte V.P. Palamodov mit seiner Arbeit [Pal] das Fundament fu¨r den Ge-
brauch kategorieller und homologischer Methoden in der Funktionalanalysis, ohne jedoch Tensor-
produktfunktoren und deren Rechtsableitungen zu erwa¨hnen. Wa¨hrend in der Folgezeit Ext1 fu¨r
Fre´chetra¨ume, deren Verschwinden mit dem Zerfallen von sogenannten Erweiterungen gleichkommt,
vor allem in Arbeiten von D. Vogt ([Vog1], [Vog7]) beru¨cksichtigt wurde, wurde bei Resultaten bzgl.
der Exaktheit tensorierter Sequenzen bisher ganz auf homologische Methoden verzichtet.
Jenen Rechtsableitungen von Tensorproduktfunktoren, die von der Kategorie der Fre´chetra¨ume in
die Kategorie der linearen Ra¨ume agieren und deren Verschwinden im engen Zusammenhang mit
der Exaktheit von tensorierten Sequenzen stehen, ist diese Arbeit gewidmet.
In Kapitel 1 wird das Problem der Exaktheit, wenn man so will, in seine Grundbestandteile zerlegt:
Tensorierung und Vervollsta¨ndigung. Hervorzuheben sind hierbei Bedingungen an die vorgegebene
exakte Sequenz bzw. an den an die Sequenz tensorierten Raum, welche zwangsla¨ufig zu den soge-
nannten ⊗-Sequenzen von W. Kaballo und D. Vogt ([KabVog]) bzw. den pi- und ε-Ra¨umen von R.
Hollstein ([Hol1, Hol2, Hol3]) fu¨hren.
In einem zweiten Kapitel wird das homologische Werkzeug aufbereitet und eines der zentralen
Theoreme dieser Arbeit formuliert und bewiesen. Dieses stellt in Anwendungssituationen eine enge
Verbindung zwischen der ersten Rechtsableitung von sogenannten σ-stabilen Funktoren und proj1
her. Die Annullierung von proj1 wurde von vielen Autoren studiert. An erster Stelle sind sicherlich
die Urva¨ter V.P. Palamodov ([Pal]) und V.S. Retakh zu nennen.
Im dritten Kapitel werden wir mit ga¨ngigen Methoden der proj1-Theorie und unter der Langen-
bruch’schen Beobachtung ([Lan]), daß man bei den hinreichenden Bedingungen fu¨r proj1 = 0 in
[BraVog] bzw. [FreWen] die Reihenfolge der Quantoren umstellen kann, notwendige und hinrei-
chende Bedingungen fu¨r das Verschwinden von Tor1 herleiten, die wir S3-Bedingungen nennen
wollen. Hierbei beschra¨nken wir uns bei der Tensorierung auf die Struktur von (LB)-Ra¨umen. Ver-
tauschungseigenschaften von (LB)-Ra¨umen mit Banachra¨umen im tensoriellen Sinne erweisen sich
dabei rechentechnisch als sehr gu¨nstig.
Im darauffolgenden Kapitel werden wir die Vogt’schen vier Standardfa¨lle der Ext-Theorie ([Vog1],
[FreWen]) u¨bertragen, sprich eine Charakterisierung fu¨r Tor1 = 0 in nuklearen und (Ko-)Ko¨the-
Situationen angeben. Dabei kristallisiert sich eine gewisse Symmetrie heraus. Wa¨hrend die nuklea-
ren Situationen unabha¨ngig von der gewa¨hlten Tensornorm sind, fallen die (Ko-)Ko¨the-Fa¨lle bzgl.
der Betrachtung der projektiven bzw. injektiven Tensornorm auseinander.
Kapitel 5 ist einem Resultat von A. Grothendieck gewidmet, der in [Gro] die Tonneliertheit des
vollsta¨ndigen projektiven Tensorprodukts eines Ko-Ko¨theraums vom Typ eins mit einem Ko¨the-
raum vom Typ eins charakterisierte. Wir werden dieses Resultat unter milden Voraussetzungen
fu¨r beliebige Fre´chetra¨ume verallgemeinern, eine Verbindung zu Vogts S∗2 -Bedingung und Tor
1 = 0
herstellen.
Abschließend wollen wir mittels einer Zerlegunsgsmethode von H.J. Petzsche ([Pet]) in A-(Ω)-
Situationen hinreichende Bedingungen fu¨r Tor1 = 0 angeben, was mit der Vogt-Wagner’schen
Splitting-Theorie im Ext-Fall korrespondiert (vgl. [Vog1], [Vog6], [Vog7]) und als Abstraktion der
Resultate in [Vog6] und [Vog8] anzusehen ist.
Sowohl theoretische als auch praktische Anwendungen sind an entsprechenden Stellen in die Arbeit
eingebaut. Hierzu geho¨ren Charakterisierungen der Eigenschaft A, von Quojektionen etc. mittels
Tor1 = 0 und die Betrachtung von vektorwertigen partiellen Differentialoperatoren mit konstanten
Koeffizienten.
iv
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1 Pra¨liminarien
Wir setzen voraus, daß der Leser mit den Begriffen Kategorie, Funktor und natu¨rliche Transforma-
tion vertraut ist. Wenn wir von einem Funktor sprechen und nichts dazu schreiben, so sei dieser
kovariant. Des weiteren seien die in dieser Arbeit auftretenden lokalkonvexen Ra¨ume, wenn nichts
anderes gesagt wird, separiert. Ist F ein lokalkonvexer Raum, so notieren wir mit U0(F ) das System
aller Nullumgebungen in F und mit cs(F ) das aller stetigen Halbnormen auf F . Eine absolutkon-
vexe Teilmenge B eines linearen Raumes E heißt Banachkugel, falls Span(B) =
⋃
t>0 t ·B, versehen
mit dem Minkowski-Funktional pB(x) := inf {t > 0 | x ∈ t · B}, ein Banachraum ist. Fu¨r die-
sen Banachraum schreiben wir dann kurz EB bzw. [B]. Die absolutkonvexe Hu¨lle einer Teilmenge
A eines linearen Raumes E bezeichnen wir mit Γ(A). Mit BX notieren wir den abgeschlossenen
Einheitsball eines normierten Raumes X.
Fu¨r weitere Standardbezeichnungen lokalkonvexer Ra¨ume und die, hier teilweise nicht explizit zi-
tierten, klassischen Sa¨tze der Funktionalanalysis verweisen wir auf das Lehrbuch [MeiVog].
1.1 Grundbegriffe der Kategorientheorie
Wie in der Einleitung na¨her beschrieben, wollen wir die Exaktheit der Fortsetzung tensorierter
Sequenzen zu ihrer Vervollsta¨ndigung untersuchen. Dazu werden wir uns in diesem Abschnitt
zuna¨chst mit dem kategoriellen Exaktheitsbegriff bescha¨ftigen und die dafu¨r no¨tigen Definitionen
aus [Pal] wiederholen. Bevor wir uns dann ganz dem Vervollsta¨ndigungsfunktor zuwenden, wollen
wir uns kurz mit projektiven und induktiven Limesfunktoren befassen.
Eine Kategorie C heißt additiv, falls sie folgende Eigenschaften erfu¨llt:
i) Die Morphismenmengen von C tragen abelsche Gruppenstruktur, so daß die Verknu¨pfung von
Morphismen bilinear ist.
ii) C besitzt ein Nullobjekt 0, d.h. fu¨r jedes C-Objekt F sind die Morphismenmengen Mor(0, F )
und Mor(F, 0) einpunktig. Wir notieren dann fu¨r C-Objekte F,G die Komposition F → 0 →
G mit 0 := 0F,G.
iii) C hat endliche Koprodukte, d.h. zu jeder endlichen Familie (Fλ)λ∈Λ von C-Objekten exi-
stiert ein C-Objekt ⊕λ∈Λ Fλ zusammen mit einer Familie (iµ : Fµ → ⊕λ∈Λ Fλ)µ∈Λ von C-
Morphismen, so daß folgende universelle Eigenschaft gilt: Zu jeder Familie (fµ : Fµ → G)µ∈Λ
von C-Morphismen existiert genau ein C-Morphismus f : ⊕λ∈Λ Fλ → G mit f ◦ iµ = fµ fu¨r
alle µ ∈ Λ.
Wir nennen einen Funktor R : C → D zwischen additiven Kategorien additiv, falls R(f + g) =
R(f) +R(g) fu¨r alle f, g ∈ MorC(F,G) gilt (F,G ∈ Obj(C)).
Sei nun C eine additive Kategorie und f : F → G ein C-Morphismus. Wir definieren: Ein C-Objekt
ker (f) zusammen mit einem C-Morphismus k : ker (f) → F mit f ◦ k = 0 heißt Kern von f , falls
folgende universelle Eigenschaft erfu¨llt ist: Fu¨r jeden C-Morphismus g : H → F mit f ◦ g = 0
existiert genau ein C-Morphismus h : H → ker (f) mit k ◦ h = g:
=0︷ ︸︸ ︷
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Dual hierzu wird (coker (f), p), der Kokern von f , eingefu¨hrt:
=0︷ ︸︸ ︷
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im (f) := ker (coker (f)) und coim (f) := coker (ker (f)) heißen das Bild bzw. Kobild von f . Wei-
ter nennen wir f einen Monomorphismus (Epimorphismus), falls ker (f) = 0 (coker (f) = 0) ist.
Monomorphismen, die zugleich Epimorphismen sind, heißen Bimorphismen.
Besitzt f Kern und Kokern, so existiert nach den universellen Eigenschaften von im (f) und coim (f)
genau ein C-Morphismus f : coim (f)→ im (f), so daß das folgende Diagramm kommutiert:
F G
coim (f) im (f).
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u
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Ist f ein Isomorphismus (d.h. es gibt einen C-Morphismus g mit f ◦ g = id und g ◦ f = id), so heißt
f ein Homomorphismus. Diesen nennen wir Monohomomorphismus (Epihomomorphismus), falls er
zusa¨tzlich ein Monomorphismus (Epimorphismus) ist.
Damit ko¨nnen wir nun halb-abelsche Kategorien definieren, die eine besondere Rolle in der funk-
tionalanalytischen Kategorientheorie spielen:
Definition 1.1.1 Eine additive Kategorie C, in der jeder C-Morphismus f Kern und Kokern besitzt
und der induzierte C-Morphismus f ein Bimorphismus ist, heißt halb-abelsch. Ist zudem jeder C-
Morphismus ein Homomorphismus, so nennen wir C abelsch.
Beispiel 1.1.2 Betrachten wir einige Beispiele, mit denen wir arbeiten werden:
i) Die Kategorie LKR der nicht notwendig separierten lokalkonvexen Ra¨ume und stetigen li-
nearen Abbildungen ist halb-abelsch. Ist f : F → G eine stetige lineare Abbildung zwischen
lokalkonvexen Ra¨umen, so werden ker (f) durch f−1({0}) versehen mit der Teilraumtopologie
von F und coker (f) durch G/f(F ) versehen mit der Quotiententopologie gegeben. f ist genau
dann ein Homomorphismus, falls f offen auf im (f) = f(F ) ist. Sind F und G Fre´chetra¨ume,
so sieht man mittels des Satzes von der offenen Abbildung, daß f genau dann ein Homomor-
phismus ist, wenn f(F ) abgeschlossen in G ist.
Wir weisen den Leser nochmals darauf hin, daß wir in erster Linie separierte lokalkonvexe
Ra¨ume betrachten. Da sich manche der eingefu¨hrten kategoriellen Begriffe wie Homomor-
phismus etc. der Kategorie der separierten lokalkonvexen Ra¨ume LKRsep von denen in LKR
unterscheiden, werden wir, um im Einklang mit der ga¨ngigen Literatur zu bleiben, LKRsep
als Unterkategorie von LKR auffassen und die entsprechenden Begriffe dort verwenden.
ii) Die Kategorie FR der Fre´chetra¨ume und stetigen linearen Abbildungen ist halb-abelsch.
iii) Die Kategorie LR der linearen Ra¨ume und linearen Abbildungen ist abelsch.
iv) Sei C eine beliebige Kategorie mit Nullobjekt. Ein C-Kokomplex (A•, d) besteht aus einer
Folge von C-Objekten und C-Morphismen
· · · −→ An−1 d
n−1
−→ An d
n
−→ An+1 −→ · · ·
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mit dn ◦ dn−1 = 0 fu¨r alle n ∈ Z. Wir werden C-Kokomplexe oft als C-Sequenzen bezeichnen.
Ein Morphismus f : (A•, d) → (B•, e) zwischen C-Kokomplexen ist eine Folge fn : An → Bn
von C-Morphismen, so daß das folgende Diagramm kommutiert:
· · · An−1 An An+1 · · ·
· · · Bn−1 Bn Bn+1 · · ·
w wdn−1
u
fn−1
wdn
u
fn
u
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w
w w
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Damit erhalten wir die Kategorie C-KK der C-Kokomplexe, wobei die Verknu¨pfung der Mor-
phismen stufenweise erkla¨rt sei. Mit C ist dann auch C-KK halb-abelsch (abelsch).
Fu¨r jedes n ∈ Z haben wir die (wohldefinierten) additiven Kohomologie-Funktoren
Hn : LR-KK → LR, (A•, d) 7→ ker (dn)/im (dn−1), f 7→ ([z] 7→ [fn(z)]).
Sei nun C eine halb-abelsche Kategorie. Wir nennen einen Morphismus f : (A•, d) → (B•, e)
in C-KK nullhomotop, falls es eine Folge (sn : An → Bn−1)n∈Z von C-Morphismen mit
fn = en−1 ◦ sn + sn+1 ◦ dn
gibt, n ∈ Z. Zwei C-Kokomplexmorphismen f, g : (A•, d) → (B•, e) heißen homotop, falls
f − g nullhomotop ist. Ist dies in LR-KK der Fall, so folgt aus obiger Zerlegung fu¨r f − g
sofort Hn(f − g) = 0 bzw. Hn(f) = Hn(g) fu¨r alle n ∈ Z.
Sei im folgenden C eine halb-abelsche Kategorie. Eine C-Sequenz
· · · −→ An−1 d
n−1
−→ An d
n
−→ An+1 −→ · · ·
heißt exakt an der Stelle An, falls dn−1 und dn Homomorphismen sind und im (dn−1) = ker (dn)
gilt. Wir nennen sie exakt, falls sie an jeder Stelle exakt ist.
Ein additiver Funktor R : C → D zwischen halb-abelschen Kategorien heißt
i) linksexakt, falls fu¨r jede exakte C-Sequenz 0 → F → G → H die D-Sequenz
0 → R(F ) → R(G) → R(H) exakt ist.
ii) exakt, falls fu¨r jede exakte C-Sequenz 0 → F → G → H → 0 die D-Sequenz
0 → R(F ) → R(G) → R(H) → 0 exakt ist.
Dual hierzu nennt man einen additiven, kontravarianten FunktorR : C → D zwischen halb-abelschen
Kategorien linksexakt (exakt), falls Rop : Cop → D linksexakt (exakt) ist.
Beispiel 1.1.3 (Projektive und induktive Limesfunktoren) Projektive und induktive Spek-
tren und deren Limiten spielen zum einen eine wichtige Rolle in der Strukturtheorie von Fre´chet-
und (DF)-Ra¨umen und fu¨r die Anwendung von Banachraumtheorie auf letztere Ra¨ume, zum an-
deren entpuppt sich der projektive Limesfunktor, genauer seine erste Rechtsableitung, als eines
unserer zentralen Studienobjekte. Fu¨r eine ausfu¨hrlichere Darstellung u¨berwiegender Teile des hier
pra¨sentierten Stoffes sei auf [MeiVog, §24 und §25] und [FloWlo, §26] verwiesen.
Sei C eine beliebige Kategorie. Unter einem (abza¨hlbaren) projektiven C-Spektrum F = (Fn, ρnn+1)
verstehen wir eine Folge von C-Objekten Fn und C-Morphismen ρnn+1 : Fn+1 → Fn. Die C-
Morphismen ρnn+1 heißen auch verbindende Abbildungen, und fu¨r m ≥ n notieren wir die Ver-
knu¨pfung ρnn−1 ◦ · · · ◦ ρm−1m kurz mit ρnm. Ein Morphismus f : F = (Fn, ρnn+1) → G = (Gn, φnn+1)
zwischen projektiven C-Spektren ist nichts anderes als eine Folge von C-Morphismen fn : Fn → Gn
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mit fn ◦ ρnn+1 = φnn+1 ◦ fn+1 fu¨r alle n. Die Kategorie der projektiven C-Spektren wollen wir im
folgenden mit CN bezeichnen. Mit C ist auch CN halb-abelsch (abelsch).
Sei nun C = LR. Der projektive Limes eines projektiven LR-Spektrums F = (Fn, ρnn+1) wird
gegeben durch den linearen Raum
projF := projnFn := {x ∈
∞∏
n=1
Fn : ρnn+1(xn+1) = xn fu¨r alle n }.
Wir haben dann fu¨r jedes n ∈ N natu¨rliche Abbildungen ρn : projF → Fn. Jeder Morphismus
f : F → G projektiver LR-Spektren induziert eine lineare Abbildung proj(f) : projF → projG,
(xn)n 7→ (fn(xn))n. Wie man sich leicht u¨berzeugt, ist dann der Funktor
proj : LRN → LR, F 7→ projF , f 7→ proj(f)
linksexakt. Ist zum Beispiel F ein freies projektives LR-Spektrum, d.h. F ist isomorph zu einem
projektiven LR-Spektrum vom Typ
G1 ← G1 ×G2 ← G1 ×G2 ×G3 ← · · · ,
wobei die verbindenden Abbildungen die Projektionen seien, so ist projF ∼=∏nGn.
Wir nennen ein projektives Spektrum F = (Fn, ρnn+1) lokalkonvexer Ra¨ume (und stetiger linearer
Abbildungen) bzw. seinen projektiven Limes F := projF reduziert, falls ρn(F ) dicht in Fn ist fu¨r
alle n. Zum Beispiel la¨ßt sich jeder Fre´chetraum (F, ‖ · ‖1 ≤ ‖ · ‖2 ≤ . . .) topologisch als reduzierter
projektiver Limes seiner lokalen Banachra¨ume
Fn := (F/ker ‖ · ‖n, ‖ · ‖n)˜
darstellen, wobei projFn mit der Teilraumtopologie von
∏∞
n=1 Fn versehen sei.
Vo¨llig dual zum Konzept projektiver C-Spektren sind induktive C-Spektren, wobei wir hier nur
sogenannte Einbettungsspektren betrachten wollen. Ein induktives Spektrum
E = (EN , iN+1N )
linearer Ra¨ume besteht aus einer Folge linearer Ra¨ume EN und Monomorphismen iN+1N : EN ↪→
EN+1. Ein Morphismus f : E = (EN , iN+1N ) → D = (DN , jN+1N ) induktiver Spektren linearer
Ra¨ume ist eine Folge linearer Abbildungen fN : EN → DN , so daß jN+1N ◦ fN = fN+1 ◦ iN+1N fu¨r
alle N gilt. Die abelsche Kategorie der induktiven Spektren linearer Ra¨ume notieren wir mit LRN.
Unter dem induktiven Limes zu E wollen wir den linearen Raum
ind E := indN EN :=
⋃
N
EN
verstehen. Fu¨r einen Morphismus f : E → D induktiver Spektren linearer Ra¨ume setzen wir
ind(f)(x) := fN (x) fu¨r x ∈ EN und erhalten damit den exakten Funktor
ind : LRN → LR, E 7→ ind E , f 7→ ind(f).
Analog definiert man nun ein induktives Spektrum E lokalkonvexer Ra¨ume und versieht den Limes
E := ind E mit der feinsten (evtl. nicht separierten) lokalkonvexen Topologie TE , die alle Inklusionen
iN : EN ↪→ E stetig macht. Wir werden jedoch stets voraussetzen, daß TE separiert ist, was in
einem wichtigen Fall automatisch gewa¨hrleistet wird: Ist E ein induktives Spektrum lokalkonvexer
Ra¨ume, das regula¨r ist, d.h. jede beschra¨nkte Teilmenge von (E, TE) ist in einer Stufe EN enthalten
und dort beschra¨nkt, so ist TE separiert, da der lineare Raum {0}E beschra¨nkt in einer separierten
Stufe EN ist.
Limiten induktiver Spektren von Banachra¨umen nennt man auch (LB)-Ra¨ume. Mittels des Grothen-
dieckschen Faktorisierungssatzes ([MeiVog, 24.33]) sieht man leicht, daß das Spektrum E eines
(LB)-Raumes E genau dann regula¨r ist, wenn E lokal vollsta¨ndig ist, d.h. jede absolutkonvexe,
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beschra¨nkte, abgeschlossene Teilmenge von E ist eine Banachkugel. Nach dem Lemma von W.
Robertson ([MeiVog, Lemma 23.13 und Korollar 23.14]) sind vollsta¨ndige Limiten von (LB)-Ra¨umen
lokal vollsta¨ndig und damit regula¨r.1
Wir haben schon gesehen, daß sich Fre´chetra¨ume als reduzierte projektive Limiten ihrer loka-
len Banachra¨ume darstellen lassen. Ist E ein bornologischer (DF)-Raum mit Fundamentalfolge
B1 ⊆ B2 ⊆ . . . von absolutkonvexen, abgeschlossenen, beschra¨nkten Mengen, so ist E der Limes
des induktiven Spektrums der normierten Ra¨umen EBN , die falls E lokal vollsta¨ndig ist, sogar Ba-
nachra¨ume sind. Umgekehrt ist jeder Limes eines induktiven Spektrums von normierten Ra¨umen
EN ein bornologischer (DF)-Raum mit Fundamentalfolge von beschra¨nkten Mengen (BEN
E
)N .
Das Beispiel abschließend wollen wir noch mo¨gliche Dualita¨ten induktiver und projektiver Spektren
betrachten. Fu¨r ein induktives Spektrum E eines (LB)-Raumes E mit Inklusionsabbildungen iN :
EN ↪→ E u¨berlegt man sich leicht, daß durch x′ 7→ (itN (x′))N ein algebraischer Isomorphismus
von E′b auf projE
′
N gegeben wird. Dieser ist nach dem Satz von der offenen Abbildung sogar
topologisch. Ist umgekehrt F ein Fre´chetraum, der Limes eines reduzierten projektiven Spektrums
von Banachra¨umen ist, so ist F ′ algebraisch isomorph zum Limes des zugeho¨rigen dualen Spektrums,
welches aufgrund der dichten Verbindungsabbildungen ein induktives Spektrum in unserem Sinne
ist. Um topologische Isomorphien zu erhalten, bieten sich nach obigem distinguierte Fre´chetra¨ume
an, d.h. solche Fre´chetra¨ume F , fu¨r die F ′b bornologisch ist.
Wenden wir uns nun Exaktheitsbetrachtungen fu¨r den Vervollsta¨ndigungsfunktor zu. Fu¨r ein LKR-
Objekt F bezeichne jF : F → F˜ die natu¨rliche Abbildung von F in seine Hausdorff-Vervollsta¨ndi-
gung F˜ , und fu¨r einen LKR-Morphismus f : F → G sei f˜ : F˜ → G˜ die nach der universellen
Eigenschaft von jF : F → F˜ eindeutig bestimmte, stetige lineare Abbildung, die folgendes Dia-
gramm zum Kommutieren bringt:
F˜ G˜
F G.
wf˜u
jF
w
f
u
jG
Die Frage, wie sich exakte Sequenzen lokalkonvexer Ra¨ume bei ihrer Fortsetzung auf die Ver-
vollsta¨ndigung verhalten, wird durch den folgenden Satz (siehe [Pal, Proposition 10.3]) gekla¨rt.
Satz 1.1.4 Ist 0 → F f−→ G g−→ H → 0 eine LKR-Sequenz, welche an den ersten beiden Stellen
exakt ist, so gilt dies auch fu¨r die LKR-Sequenz
0 → F˜ f˜−→ G˜ g˜−→ H˜.
Mit anderen Worten ist der Funktor˜: LKR −→ LKR, F 7→ F˜ , f 7→ f˜
linksexakt. Ist g sogar ein Epihomomorphismus, so besitzt g˜ dichtes Bild.
Statt eines direkten Beweises dieses Satzes, welcher mittels Bemerkung 5.1.3 ebenfalls denkbar ist,
wollen wir hier V. P. Palamodov folgen und einen Beweis angeben, der die eingefu¨hrten Begriffe und
ein sehr interessantes Lemma (Lemma 1.1.7) benutzt. Dafu¨r beno¨tigen wir ein paar Vorbereitungen,
die an spa¨terer Stelle noch verwendet werden.
Definition 1.1.5 Ein Objekt I einer halb-abelschen Kategorie C heißt injektiv, falls fu¨r jeden
Morphismus h : F → I und Monohomomorphismus f : F → G eine Fortsetzung l : G→ I existiert,
1Die Frage, ob die Umkehrung dieser Aussage gilt, sprich ob regula¨re (LB)-Ra¨ume vollsta¨ndig sind, geht auf A.
Grothendieck zuru¨ck und ist ein noch ungelo¨stes Problem der Funktionalanalysis.
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d.h. es kommutiert das Diagramm:
I
0 F G.w
u
h
w
f
\
\
\^
∃ l
Erfu¨llt ein C-Objekt P die duale Eigenschaft hierzu, so heißt P projektiv.
Beispiel 1.1.6 Produkte injektiver Objekte sind wieder injektiv. Fu¨r eine nicht-leere Menge M
ist der Banachraum
l∞(M) := { b :M → K : ‖b‖ := sup
m∈M
|b(m) |<∞}
ein injektives Objekt in LKR: Ersetzen wir I in obigem Diagramm durch l∞(M), so existiert wegen
der Stetigkeit von h ein p ∈ cs(F ) mit ‖ · ‖ ◦ h ≤ p. Bezeichnet nun hm die Verknu¨pfung von h mit
der m-ten Projektion von l∞(M), so finden wir nach dem Hahn-Banach-Theorem ein lm ∈ G∗ mit
lm ◦ f = hm und | lm |≤ p. Mit l(y)(m) := lm(y) folgt die Behauptung.
Damit ko¨nnen wir nun die folgenden linksexakten, kontravarianten Funktoren definieren:
HM : LKR −→ LR, F 7→ MorLKR(F, l∞(M)), f 7→ f∗ = · ◦ f.
Das untenstehende Lemma ([Pal, Proposition 4.2], siehe auch [Wen, Theorem 2.2.2]) zum Beweis
von Satz 1.1.4 beschreibt algebraisch u.a. den – wie es V. P. Palamodov ausdru¨ckt – ”nicht-
homomorphen Charakter“ von Morphismen lokalkonvexer Ra¨ume und ist daher auch von allgemei-
nem Interesse.
Lemma 1.1.7 Fu¨r eine LKR-Sequenz F f−→ G g−→ H sind die folgenden Bedingungen a¨quivalent:
a) im (f) ist dicht in ker (g), und g ist ein Homomorphismus.
b) Fu¨r jede Menge M ist die Sequenz HM (F )
f∗←− HM (G) g
∗
←− HM (H) exakt.
c) Es gibt eine Menge M mit |M | ≥ |coim (g)′ |, so daß die Sequenz unter b) exakt ist.
Beweis: a)⇒ b): Sei h ∈ HM (G) mit h ◦ f = 0. Dann gilt h(ker (g)) = h(im (f)) ⊆ h(im (f)) =
{0} = {0} (da l∞(M) separiert ist), womit die lineare Abbildung
h : coim (g) → l∞(M)
x+ ker (g) 7→ h(x)
wohldefiniert und stetig ist. Da l∞(M) injektiv und g ein Homomorphismus ist, la¨ßt sich h auf H
fortsetzen. Bezeichnet l eine Fortsetzung, so folgt g∗(l) = h.
b)⇒ c): √
c)⇒ a): Man macht sich leicht klar, daß die Gu¨ltigkeit von b) fu¨r eine Menge M die fu¨r jede
Teilmenge N ⊆ M nach sich zieht. Wa¨hlt man N einpunktig, so folgt die (algebraische) Exaktheit
der dualen Sequenz
F ′
ft←− G′ g
t
←− H ′,
d.h. fu¨r alle y′ ∈ G′ mit y′|im (f) = 0 existiert ein z′ ∈ H ′ mit y′ = z′ ◦ g und damit y′|ker (g) = 0. Es
folgt ker (g) ⊆ im (f) nach einer Hahn-Banach Variante ([Jar, Corollary 7.2.2 (a)]).
Sei nun U = Γ(U) ∈ U0(G). Nach obigem gilt fu¨r die MengeM := ( 12 ·U+im (f))◦ = ( 12 ·U+ker (g))◦,
so daß wir auf natu¨rliche Weise M als Teilmenge von (coim (g))′ betrachten ko¨nnen. Setzen wir
h(y)(y′) := y′(y)
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fu¨r y ∈ G und y′ ∈ M , so ist per Definition h ∈ HM (G) und h ∈ ker (f∗). Nach Voraussetzung
finden wir ein l ∈ HM (H) mit g∗(l) = l◦g = h. Weiter existiert ein V ∈ U0(H) mit l(V ) ⊆ Bl∞(M).
Damit haben wir fu¨r y′ ∈M und y ∈ g−1(V ) die Abscha¨tzung
|y′(y) |=|h(y)(y′) |=|(l ◦ g(y))(y′) |≤ 1,
d.h. ( 12 · U + im (f))◦ =M ⊆ g−1(V )◦, womit nach dem Bipolarensatz
g−1(V ) ⊆
(
1
2
· U + im (f)
)◦◦
=
1
2
· U + im (f) ⊆ U + im (f)
gilt. Anwendung von g impliziert, daß g ein Homomorphismus ist, was den Beweis abschließt. 2
Beweis von Satz 1.1.4: Wir beweisen zuna¨chst die zusa¨tzliche Behauptung im Satz. Ist g surjektiv,
so folgt g˜(G˜) = g˜(jG(G)) = jH(g(G)) = H˜.
Da die angegebene Sequenz an den ersten beiden Stellen exakt ist, erhalten wir durch zweimalige
Anwendung von Lemma 1.1.7 fu¨r jede Menge M die Exaktheit der Sequenz linearer Ra¨ume
0 ← HM (F ) f
∗
←− HM (G) g
∗
←− HM (H).
Nach der universellen Eigenschaft der Hausdorff-Vervollsta¨ndigung haben wir einen funktoriellen
Isomorphismus HM (F ) ∼= HM (F˜ ), womit die Sequenz
0 ← HM (F˜ ) f˜
∗
←− HM (G˜) g˜
∗
←− HM (H˜)
ebenfalls exakt ist. Wiederum nach Lemma 1.1.7 folgt wegen der Exaktheit an der Stelle HM (F˜ ),
daß f˜ ein Homomorphismus ist und {0} = {0} = ker (f˜) gilt. Aus der Exaktheit an der StelleHM (G˜)
erhalten wir, daß g˜ ein Homomorphismus und im (f˜) dicht in ker (g˜) ist. Nach obigem ist aber f˜ ein
Monohomomorphismus und daher mit F˜ auch im (f˜) vollsta¨ndig. Es folgt die Abgeschlossenheit
von im (f˜). 2
Mit Lemma 1.1.7, Satz 1.1.4 und seinem Beweis folgert man nun sofort:
Korollar 1.1.8 Fu¨r LKR-Morphismen f : F → G und g : G→ H gilt:
a) Ist g ein Homomorphismus, so ist ker (g˜) = k˜er (g).
b) Ist f ein Monohomomorphismus, so ist im (f˜) = i˜m (f).
c) g ist genau dann ein (Mono-)Homomorphismus, wenn g˜ ein (Mono-)Homomorphismus ist.
Ist E = indNEN ein nicht vollsta¨ndiger (LB)-Raum, so ist die Vervollsta¨ndigung des kanonischen
Epihomomorphismus g : ⊕NEN → E, (xN )N 7→
∑
xN nicht mehr surjektiv und daher auch kein
Epihomomorphismus. Im metrisierbaren Fall verhalten sich Epihomomorphismen jedoch gut:
Lemma 1.1.9 Ist g : G → H eine Epihomomorphismus zwischen metrisierbaren lokalkonvexen
Ra¨umen, so auch g˜. Insbesondere ist also nach Satz 1.1.4 fu¨r jede exakte Sequenz metrisierbarer
lokalkonvexer Ra¨ume die vervollsta¨ndigte Sequenz ebenfalls (topologisch) exakt.
Beweis: Nach dem Schauder-Lemma reicht es zu zeigen, daß g˜ fast offen ist, d.h. fu¨r jede Nullum-
gebung U˜ von G˜ ist g(U˜) eine Nullumgebung in H˜. Sei dazu U˜ ∈ U0(G˜), o.E. U˜ = jG(U) fu¨r ein
U ∈ U0(G). Da g(U) ∈ U0(H) ist, folgt mit g˜(U˜) = g˜(jG(U)) = jH(g(U)) das Lemma. 2
Abschließend wollen wir noch die Vervollsta¨ndigung von Monomorphismen, sprich injektiven, ste-
tigen linearen Abbildungen, untersuchen.
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Beispiel 1.1.10 Fu¨r einen Monomorphismus f : F → G zwischen lokalkonvexen Ra¨umen ist f˜ i.A.
kein Monomorphismus mehr, was man z.B. wie folgt sieht: Sei (X, ‖ · ‖) ein beliebiger unendlich-
dimensionaler Banachraum, (yn)n∈N eine Folge linear unabha¨ngiger Elemente in X, die o.E. auf 1
normiert seien, Y := Span({y1, y2, . . .}) und Z ein algebraisches Komplement zu Y in X. Dann
la¨ßt sich jedes x ∈ X in eindeutiger Weise schreiben als x = y + z = ∑Nn=1 λnyn + z mit y =∑N
n=1 λnyn ∈ Y , N ∈ N, λn ∈ K und z ∈ Z. Setzen wir
‖|x‖| :=
N∑
n=1
n· |λn | +‖z‖,
so erhalten wir eine weitere Norm auf X, fu¨r die zwar ‖ · ‖ ≤ ‖| · ‖| gilt, aber welche nicht a¨quivalent
zu ‖ · ‖ ist. Bezeichnet nun f : (X, ‖| · ‖|) → (X, ‖ · ‖) die identische Abbildung, so sieht man
mit Hilfe des Satzes von der offenen Abbildung, daß f˜ zwar ein Epihomomorphismus, aber nicht
injektiv ist.
1.2 Tensorprodukte
Viele vektorwertige Funktionenra¨ume besitzen unter schwachen Zusatzvoraussetzungen Tensorpro-
duktdarstellungen, so daß die Surjektivita¨t tensorierter Abbildungen im engen Zusammenhang mit
Liftingproblemen von vektorwertigen Funktionen steht (siehe [KabVog]). Wir wollen nun alge-
braische und lokalkonvexe Tensorprodukte einfu¨hren (siehe auch [Jar] und [DefFlo1]) und folgende
Problematik na¨her untersuchen:
Fragestellung: Fu¨r jeden linearen Raum E und jede exakte Sequenz 0 → F → G → H → 0
linearer Ra¨ume ist die tensorierte Sequenz 0 → E ⊗ F → E ⊗G → E ⊗H → 0 ebenfalls exakt,
wie wir gleich sehen werden. Was a¨ndert sich, wenn wir obige Situation mit lokalkonvexen Struk-
turen versehen und zur Vervollsta¨ndigung u¨bergehen?
Seien E, F lineare Ra¨ume. Ein linearer Raum E ⊗ F zusammen mit einer bilinearen Abbildung
⊗ : E × F → E ⊗ F, (x, y) 7→ x⊗ y
heißt Tensorprodukt von E und F , falls fu¨r jede bilineare Abbildung ϕ : E × F → G von E × F in
einen linearen Raum G genau eine lineare Abbildung Lϕ : E ⊗ F → G mit Lϕ ◦ ⊗ = ϕ existiert.
Das Tensorprodukt zweier linearer Ra¨ume ist eindeutig bis auf Isomorphie und existiert auch stets:
Bezeichnet B(E,F ;K) den linearen Raum der Bilinearformen auf E × F , so wird durch E ⊗ F :=
Span im⊗ und ⊗ : E × F → E ⊗ F, (x, y) 7→ ⊗(x, y) ein Tensorprodukt von E und F gegeben,
wobei ⊗ : E × F → B(E,F ;K)∗, (x, y) 7→ (ν 7→ ν(x, y)) sei.
Zum Beispiel ist, wie man sich leicht klar macht,
E∗ ⊗ F ∼= F(E,F ) := { f : E → F linear : dim im (f) <∞}.
Fu¨r zwei lineare Abbildungen h1 : E1 → E2 und h2 : F1 → F2 sei h1 ⊗ h2 die nach der universellen
Eigenschaft des Tensorprodukts E1 ⊗ F1 eindeutig bestimmte lineare Abbildung, welche folgendes
Diagramm zum Kommutieren bringt:
E1 × F1 E2 × F2
E1 ⊗ F1 E2 ⊗ F2.
u
⊗
wh1×h2
u
⊗
w∃ !
Bezeichnet LR wieder die abelsche Kategorie der linearen Ra¨ume, und ist E ein linearer Raum, so
ist der Funktor
E ⊗ · : LR → LR, F 7→ E ⊗ F, f 7→ idE ⊗ f
exakt, d.h. es gilt folgendes
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Lemma 1.2.1 Fu¨r jede exakte Sequenz 0 → F f−→ G g−→ H → 0 linearer Ra¨ume ist die Se-
quenz 0 → E ⊗ F id⊗f−→ E ⊗G id⊗g−→ E ⊗H → 0 ebenfalls exakt.
Beweis: Sei x ⊗ z ∈ E ⊗ H. Da g surjektiv ist, existiert ein y ∈ G mit g(y) = z. Es folgt
(id ⊗ g)(x ⊗ y) = x ⊗ z und hieraus die Surjektivita¨t von id ⊗ g. Die u¨brigen Exaktheitsaussagen
erhalten wir aus der nu¨tzlichen Formel (siehe [DefFlo1, 2.7 (4)])
kerh1 ⊗ h2 = kerh1 ⊗ F1 + E1 ⊗ kerh2 (⊆ E1 ⊗ F1),
wobei h1 : E1 → E2, h2 : F1 → F2 zwei lineare Abbildungen seien. 2
Seien nun E und F lokalkonvexe Ra¨ume. Der lineare Raum E ⊗ F versehen mit der feinsten
lokalkonvexen Topologie pi auf E ⊗ F , welche die natu¨rliche Abbildung ⊗ : E × F → E ⊗ F
stetig macht, heißt projektives Tensorprodukt von E und F und wird mit E ⊗pi F notiert. Eine
Nullumgebungsbasis wird gegeben durch die Familie Γ(U ⊗ V ), wobei U ∈ U0(E) und V ∈ U0(F )
seien. Fu¨r die Vervollsta¨ndigung von E ⊗pi F schreiben wir kurz E⊗˜piF .
Analog zu obigem erfu¨llt das projektive Tensorprodukt eine entsprechende universelle Eigenschaft
fu¨r lokalkonvexe Ra¨ume, m.a.W. ist das projektive Tensorprodukt das Tensorprodukt in der Ka-
tegorie der lokalkonvexen Ra¨ume. Fu¨r stetige lineare Abbildungen h1 : E1 → E2, h2 : F1 → F2
zwischen lokalkonvexen Ra¨umen ist die lineare Abbildung h1 ⊗ h2 : E1 ⊗pi F1 → E2 ⊗pi F2 stetig.
Diese bezeichnen wir auch mit h1 ⊗pi h2 und ihre Fortsetzung zur Vervollsta¨ndigung mit h1⊗˜pih2.
Das projektive Tensorprodukt respektiert Epihomomorphismen im folgenden Sinne:
Satz 1.2.2 Seien h1 : E1 → E2, h2 : F1 → F2 Epihomomorphismen zwischen lokalkonvexen Ra¨um-
en. Dann ist h1 ⊗pi h2 : E1 ⊗pi F1 → E2 ⊗pi F2 ebenfalls ein Epihomomorphismus. Sind alle
auftretenden Ra¨ume metrisierbar, so ist auch h1⊗˜pih2 ein Epihomomorphismus.
Beweis: Die Surjektivita¨t von h1 ⊗ h2 folgt wie im Beweis von Lemma 1.2.1. Seien U1 ∈ U0(E1),
V1 ∈ U0(F1). Nach Voraussetzung existieren U2 ∈ U0(E2), V2 ∈ U0(F2) mit h1(U1) ⊇ U2 und
h2(V1) ⊇ V2. Damit gilt (h1 ⊗ h2)(U1 ⊗ V1) ⊇ U2 ⊗ V2, und daher ist (h1 ⊗ h2)(Γ(U1 ⊗ V1)) ⊇
Γ(U2 ⊗ V2). Wir schließen, daß h1 ⊗pi h2 : E1 ⊗pi F1 → E2 ⊗pi F2 ein Homomorphismus ist. Nach
Lemma 1.1.9 ist im metrisierbaren Fall h1⊗˜pih2 ebenfalls ein Epihomomorphismus. 2
Der obige Satz gilt nicht mehr fu¨r Monohomomorphismen:
Beispiel 1.2.3 Sei im folgenden K = R, F2 ein unendlichdimensionaler, reflexiver Banachraum, der
nicht isomorph zu einem Hilbertraum ist (z.B. F2 = l3). Das Theorem von Lindenstrauss-Tzafriri
(siehe [MeiVog, Bemerkung nach 11.7]) garantiert uns die Existenz eines nicht komplementierten,
abgeschlossenen Teilraumes F1 von F2. Betrachte h : F1 ↪→ F2. Angenommen, idF ′1 ⊗pi h ist
ein Monohomomorphismus. Bezeichnet g : F ′1 ⊗pi F1 → R die stetige Linearform, welche durch die
Linearisierung der Bilinearform (y′, y) 7→ y′(y) gegeben wird, so ko¨nnen wir nach dem Hahn-Banach
Theorem g zu einer stetigen Linearform G : F ′1 ⊗pi F2 → R fortsetzen. Mit P : F2 → F1 = F ′′1 , y 7→
(y′ 7→ G(y′ ⊗ y)) erhalten wir dann eine stetige Projektion von F2 auf F1. Widerspruch.
Die Situation ist wesentlich besser bei dichten bzw. komplementierten Unterra¨umen, da diese vom
projektiven Tensorprodukt respektiert werden ([Jar, 15.2.3]). Insbesondere gilt also fu¨r zwei lokal-
konvexe Ra¨ume E und F die nu¨tzliche Beziehung E⊗˜piF = E˜⊗˜piF˜ .
Bemerkung 1.2.4 Zusammenfassend liegt mit Korollar 1.1.8 a), Lemma 1.2.1 und Satz 1.2.2 fol-
gende Situation vor: Sei E ein lokalkonvexer Raum und 0 → F f−→ G g−→ H → 0 eine exakte
Sequenz lokalkonvexer Ra¨ume. Dann hat die Sequenz
0 → E⊗˜piF id⊗˜pif−→ E⊗˜piG id⊗˜pig−→ E⊗˜piH → 0
die Eigenschaften, daß im (idE⊗˜pif) dicht in ker (idE⊗˜pig) und idE⊗˜pig ein Homomorphismus ist.
Man vergleiche hierzu Lemma 1.1.7. Wie das Beispiel 1.2.3 zeigt, ist idE⊗˜pif i.A. kein Monohomo-
morphismus mehr. An spa¨terer Stelle werden wir sehen, daß idE⊗˜pif generell noch nicht einmal
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injektiv ist (Bemerkung 2.1.9). Die Abbildung idE⊗˜pig hat zwar nach Satz 1.2.2 und Satz 1.1.4 dich-
tes Bild, aber ist i.A. nicht surjektiv: Man betrachte dazu eine nukleare, nicht zerfallende exakte
Sequenz vollsta¨ndiger lokalkonvexer Ra¨ume, z.B. die Borel-Sequenz
0 → J{0} −→ E([−1, 1]) g−→ ω → 0
mit g(f) := (f (n)(0))n∈N0 (vgl. [MeiVog, Aufgabe 1, §30]). Dann ist die Abbildung
idH′⊗˜pig : H ′⊗˜piG = L(H,G)→ L(H,H) = H ′⊗˜piH
nicht surjektiv, da ein Lifting von idH eine Rechtsinverse von g wa¨re.
Kommen wir nun zum injektiven Tensorprodukt zweier lokalkonvexer Ra¨ume E und F , das wir
mittels des ²-Produktes einfu¨hren wollen: Das Schwartzsche ²-Produkt E²F ist definiert als der
Raum Le(E′c, F ) der stetigen linearen Abbildungen von E
′, versehen mit der Topologie c = c(E′, E)
der gleichma¨ßigen Konvergenz auf absolutkonvexen, kompakten Teilmengen von E, nach F , wobei
L(E′c, F ) selbst die Topologie e der gleichma¨ßigen Konvergenz auf gleichstetigen Teilmengen von E′
trage.2 Ein Halbnormensystem fu¨r diese lokalkonvexe Topologie wird gegeben durch:
²U◦,p(f) := sup
x′∈U◦
p(f(x′)) (U ∈ U0(E), p ∈ cs(F )).
Mittels der Linearisierung der Bilinearform
χ : E × F → L(E′c, F )
(x, y) 7→ (x′ 7→ (x′(x) · y))
ko¨nnen wir E⊗F als linearen Unterraum von L(E′c, F ) auffassen. E⊗F versehen mit der Teilraum-
topologie ε von E²F wird als injektives Tensoprodukt bezeichnet und mit E ⊗ε F notiert. Fu¨r die
Vervollsta¨ndigung schreiben wir wieder E⊗˜εF . Aus der Normformel ([MeiVog, Satz 22.14]) folgt
unmittelbar, daß die ε-Topologie auf E ⊗ F gegeben wird durch die Halbnormen
εU,V (
n∑
j=1
xj ⊗ yj) := sup
x′∈U◦
y′∈V ◦
|
n∑
j=1
x′(xj) · y′(yj) | (U ∈ U0(E), V ∈ U0(F )).
Da die natu¨rliche Abbildung ⊗ : E × F → E ⊗ε F offenbar stetig ist, folgt ε ≤ pi.
Sind h1 : E1 → E2, h2 : F1 → F2 stetige lineare Abbildungen zwischen lokalkonvexen Ra¨umen,
so auch h1²h2 : E1²F1 → E2²F2, f 7→ h2 ◦ f ◦ h′1. Wie man leicht nachrechnet, ist das folgende
Diagramm kommutativ:
E1²F1 E2²F2
E1 ⊗ε F1 E2 ⊗ε F2.
wh1²h2u
y w
h1⊗h2
u
y
Fu¨r die stetige lineare Abbildung h1 ⊗ h2 : E1 ⊗ε F1 → E2 ⊗ε F2 schreiben wir auch h1 ⊗ε h2 und
fu¨r die Fortsetzung zur Vervollsta¨ndigung h1⊗˜εh2.
Wir haben mit Satz 1.2.2 gesehen, daß das projektive Tensorprodukt Epihomomorphismen respek-
tiert. Dual hierzu ist der
Satz 1.2.5 In der Notation von oben gilt folgendes: Sind h1 und h2 Monomorphismen, so auch
h1²h2 und h1⊗ε h2. Falls zudem E1 und F1 vollsta¨ndig sind, so ist h1⊗˜εh2 ebenfalls ein Monomor-
phismus. Mit h1 und h2 sind auch h1²h2, h1 ⊗ε h2 und h1⊗˜εh2 Monohomomorphismen.
2H. Jarchow verwendet in [Jar] statt der Topologie c die feinste lokalkonvexe Topologie, die auf gleichstetigen
Mengen mit der σ(E′, E)-Topologie u¨bereinstimmt. Fu¨r vollsta¨ndiges E sind diese Topologien aber gleich ([MeiVog,
24.21]).
10
Beweis: Seien h1 und h2 Monomorphismen. Dann hat h′1 schwach dichtes Bild und es folgt, daß
auch h1²h2 und damit h1⊗εh2 ein Monomorphismus ist. Da mit E1 und F1 auch E1²F1 vollsta¨ndig
ist ([Jar, 16.1.5]), erhalten wir in diesem Fall durch U¨bergang zur Vervollsta¨ndigung in obigem
kommutativen Diagramm, daß h1⊗˜εh2 ein Monomorphismus ist.
Seien nun h1 und h2 Monohomomorphismen. Die Offenheit von h1²h2 aufs Bild sieht man wie
folgt: Sei U ∈ U0(E1) und p ∈ cs(F1). Da h1 ein Monohomomorphismus ist, ko¨nnen wir o.E.
U = h−11 (V ), V ∈ U0(E2), annehmen, und da h2 ein Homomorphismus ist, existieren q ∈ cs(F2),
C ≥ 0 mit q ◦h2 ≤ C ·p, womit man nun sofort ²V ◦,q ◦ (h1²h2) ≤ C ·²U◦,p nachrechnet. Des weiteren
folgern wir, daß h1 ⊗ε h2 und daher nach Satz 1.1.4 auch h1⊗˜εh2 Monohomomorphismen sind. 2
Wir wollen nun kurz skizzieren, daß das injektive Tensorprodukt i.A. keine Epihomomorphismen
respektiert:
Beispiel 1.2.6 Da jeder separable Banachraum isomorph zu einem Quotienten von l1 ist, existiert
ein Epihomomorphismus h : l1 → l2. Angenommen,
idl′2⊗˜εh : l′2⊗˜εl1 = F(l2, l1)
L(l2,l1) = K(l2, l1) → l′2⊗˜εl2 = K(l2, l2)
f 7→ h ◦ f
wa¨re ein Epihomomorphismus. Dann wu¨rde jeder kompakte Operator l2 → l2 u¨ber l1 faktorisieren
und wa¨re damit ein Hilbert-Schmidt-Operator ([Jar, 20.5.2]). Widerspruch.
Betrachten wir nun die zu Anfang dieses Abschnitts angedeutete Fragestellung. Stellt man lediglich
Bedingungen an die vorgegebene Sequenz, so fu¨hrt dies zu den sogenannten ⊗-Sequenzen von W.
Kaballo und D. Vogt. Fu¨r einen Beweis des folgenden Satzes siehe [KabVog, Satz 1.1].
Definition/Satz 1.2.7 Eine exakte Sequenz 0 → F f−→ G g−→ H → 0 lokalkonvexer Ra¨ume
heißt ⊗-Sequenz, falls sie eine der folgenden a¨quivalenten Bedingungen erfu¨llt:
a) idE ⊗pi f ist ein Monohomomorphismus fu¨r jeden lokalkonvexen Raum (Banachraum) E.
b) idE ⊗ε g ist ein Epihomomorphismus fu¨r jeden lokalkonvexen Raum (Banachraum) E.
c) Fu¨r alle U ∈ U0(F ) existiert ein V ∈ U0(G), so daß fu¨r alle endlich-dimensionalen Unterra¨ume
M von G eine lineare Abbildung LM :M → F existiert mit
i) LM (V ∩M) ⊆ U ,
ii) LM (x) = x fu¨r alle x ∈M ∩ F .
In [KabVog] findet man weitere a¨quivalente Bedingungen, die wie c) von lokaler Natur sind. Alle
diese Bedingungen reflektieren ein Resulat von A. Grothendieck, daß eine exakte Sequenz von
Banachra¨umen genau dann eine ⊗-Sequenz ist, wenn die duale Sequenz zerfa¨llt (vgl. [KabVog]).
Ein fu¨r uns wichtiges Beispiel einer ⊗-Sequenz werden wir gleich kennenlernen. Wir wollen vorher
noch kurz aufzeigen, welche Bedeutung ⊗-Sequenzen fu¨r unsere Fragestellung haben (siehe [KabVog,
Satz 1.5]):
Korollar 1.2.8 Es gelten folgenden Aussagen:
a) Ist 0 → F → G → H → 0 eine ⊗-Sequenz lokalkonvexer Ra¨ume, so sind fu¨r jeden lokal-
konvexen Raum E die Sequenzen
0 → E⊗˜piF → E⊗˜piG → E⊗˜piH und 0 → E⊗˜εF → E⊗˜εG → E⊗˜εH
topologisch exakt.
b) Ist 0 → F → G → H → 0 eine exakte Sequenz von Fre´chetra¨umen, so sind die folgenden
Bedingungen a¨quivalent:
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i) 0 → F → G → H → 0 ist eine ⊗-Sequenz.
ii) Die E⊗˜pi · -tensorierte Sequenz ist exakt fu¨r jeden Fre´chetraum (Banachraum) E.
iii) Die E⊗˜ε · -tensorierte Sequenz ist exakt fu¨r jeden Fre´chetraum (Banachraum) E.
Beweis: Zu a) Dies folgt aus Lemma 1.2.1, den Sa¨tzen 1.2.2 bzw. 1.2.5 und Satz 1.1.4.
Zu b) Die Implikationen i) ⇒ ii) und i) ⇒ iii) erha¨lt man aus a) und Korollar 1.1.9, die Ru¨ckrich-
tungen aus Korollar 1.1.8 c) und Lemma 1.2.1. 2
Um das angeku¨ndigte Beispiel einer ⊗-Sequenz zu bringen, beno¨tigen wir Lp-Ra¨ume, die grob
gesprochen Banachra¨ume sind, welche ”lokal“ l
m
p -Strukturen aufweisen:
Definition 1.2.9 (J. Lindenstrauss, A. Pelczynski) Sei 1 ≤ p ≤ ∞ und 1 ≤ λ < ∞. Ein
Banachraum X heißt Lp,λ-Raum, falls es zu jedem endlich-dimensionalen Unterraum N ⊆ X
einen endlich dimensionalen Unterraum N ⊆ M ⊆ X mit d(M, ldimMp ) ≤ λ gibt, wobei fu¨r zwei
normierte Ra¨ume X und Y
d(X,Y ) := inf{ ‖T‖ · ‖T−1‖ : T : X → Y Isomorphismus }
den Banach-Mazur-Abstand von X und Y bezeichnet und lmp := (Km, ‖ · ‖p) ist. Wir nennen X
einen Lp-Raum, falls ein λ existiert, so daß X ein Lp,λ-Raum ist.
Fu¨r alle ε > 0 sind die Lebesgue-Ra¨ume Lp(µ) beispielsweise Lp,1+ε-Ra¨ume, und C(K) ist ein
L∞,1+ε-Raum fu¨r jedes Kompaktum K. Nach [LinTza, Theorem II.5.25] sind L∞-Ra¨ume gerade
diejenigen Banachra¨ume, welche die kompakte Fortsetzungseigenschaft besitzen. Insbesondere sind
also injektive Banachra¨ume L∞-Ra¨ume.
Satz 1.2.10 ([KabVog]) Ist 0 → F → G → H → 0 eine exakte Sequenz von Banachra¨umen
und F ein L∞-Raum, so liegt eine ⊗-Sequenz vor.
Beweis: Sei F ein L∞,λ-Raum. Wir rechnen die Bedingung c) aus Definition/Satz 1.2.7 nach. Sei
dazu o.E. U = BG ∩ F . Wir setzen V := 1λ+1 · BG. Weiter sei M2 ⊆ G ein endlich-dimensionaler
Unterraum und M1 := M2 ∩ F . Dann existiert nach Voraussetzung ein endlich-dimensionaler
Unterraum M1 ⊆ M˜1 ⊆ F und ein Isomorphismus T1 : M˜1 → ldim M˜1∞ mit ‖T1‖ · ‖T−11 ‖ ≤ λ + 1.
Nach komponentenweiser Hahn-Banach-Fortsetzung finden wir eine normgleiche Fortsetzung T2
von T1 auf G. Mit P := T−11 ◦ T2 : G → M˜1 erhalten wir dann eine Projektion von G auf M˜1 mit
‖P‖ ≤ λ+ 1. Sei LM2 := P |M2 , so folgt die Behauptung. 2
Betrachten wir nochmals die Fragestellung zu Anfang dieses Abschnitts, indem wir diesmal Bedin-
gungen an den Raum E stellen. Dies fu¨hrt dann zu den sogenannten ε- bzw. pi-Ra¨umen von R.
Hollstein.
Definition 1.2.11 Ein lokalkonvexer Raum E heißt ε-Raum (pi-Raum), falls fu¨r jeden Epihomo-
morphismus g (Monohomomorphismus f) lokalkonvexer Ra¨ume idE ⊗ε g (idE ⊗pi f) wieder ein
Homomorphismus ist.
R. Hollstein zeigte, daß es genu¨gt, obige Bedingungen fu¨r Epihomomorphismen bzw. Monoho-
momorphismen zwischen Banachra¨umen zu testen ([Hol2, Proposition 1.3 und 1.4]), und daß die
ε-Banachra¨ume (pi-Banachra¨ume) gerade die L∞-Ra¨ume (L1-Ra¨ume) sind ([Hol2, Remarks and
examples 1.5 (1)]). Da fu¨r einen nuklearen lokalkonvexen Raum projektives und injektives Tensor-
produkt mit einem weiteren lokalkonvexen Raum zusammenfallen, sind nukleare Ra¨ume sowohl pi-
als auch ε-Ra¨ume. Weitere Beispiele werden wir an spa¨terer Stelle noch betrachten.
Vo¨llig analog zum Beweis von Korollar 1.2.8 erhalten wir nun:
Korollar 1.2.12 Es gelten folgende Aussagen:
a) Ist E ein ε-Raum (pi-Raum), so ist der Funktor
E⊗˜ε · : LKR → LKR (E⊗˜pi · : LKR → LKR)
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linksexakt.
b) Ein Fre´chetraum E ist genau dann ein ε-Fre´chetraum (pi-Fre´chetraum), falls der Funktor
E⊗˜ε · : FR → LR (E⊗˜pi · : FR → LR)
exakt ist.
Auch wenn wir unsere ganze Aufmerksamkeit den projektiven und injektiven Tensorprodukttopo-
logien widmen wollen, werden wir in manchen Situationen in der Lage sein, ohne großen Zusatzauf-
wand Resulate auf sogenannte Tensornormtopologien zu transferieren. Diese wurden von J. Harksen
in seiner Dissertation (siehe [Har]) aufbauend auf den von A. Grothendieck ausfu¨hrlich studierten
Tensornormen eingefu¨hrt:
Definition 1.2.13 Eine Tensornorm α ordnet jedem Paar (E,F ) normierter Ra¨ume eine Norm
α = α( · ;E,F ) auf E ⊗ F zu, so daß folgendes gilt:
i) α ist vernu¨nftig , d.h. ε ≤ α ≤ pi.
ii) α hat die (metrische) Abbildungseigenschaft , d.h. je zwei stetige lineare Abbildungen T1 :
E1 → E2 und T2 : F1 → F2 erfu¨llen die Abscha¨tzung
‖T1 ⊗α T2 : E1 ⊗α F1 → E2 ⊗α F2‖ ≤ ‖T1‖ · ‖T1‖.
Hierbei notieren wir wieder mit E ⊗α F den Raum E ⊗ F versehen mit der Norm α. Es sei
E⊗˜αF seine Vervollsta¨ndigung.
Sind E und F lokalkonvexe Ra¨ume, so u¨berzeugt man sich mittels der Abbildungseigenschaft leicht,
daß jede Tensornorm α eine lokalkonvexe Topologie auf E ⊗ F durch die Halbnormen
p⊗ q(z) := α(ρp ⊗ ϕq(z);Ep, Fq)
induziert, wobei p ∈ cs(E), q ∈ cs(F ) und ρp : E → Ep, ϕq : F → Fq die kanonischen Abbildungen
in die lokalen Banachra¨ume sind.
Fu¨r stetige lineare Abbildungen h1 : E1 → E2 und h2 : F1 → F2 zwischen lokalkonvexen Ra¨umen
ist dann die Abbildung h1 ⊗ h2 : E1 ⊗α F1 → E2 ⊗α F2 stetig. Wir bezeichnen diese wieder mit
h1 ⊗α h2 und ihre Fortsetzung zur Vervollsta¨ndigung mit h1⊗˜αh2.
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2 Kohomologie
V.P. Palamodov fu¨hrte, soweit dem Autor bekannt, als erster (ko)homologische Methoden in die
Funktionalanalysis ein. Seine in der Hinsicht fundamentale Arbeit [Pal] wird auch Grundlage unserer
Betrachtungen sein. Fu¨r ein Lehrbuch der homologischen Algebra verweisen wir auf [Rot] und [Wei].
2.1 Rechtsableitungen
Wir wollen an dieser Stelle zuna¨chst kurz andeuten, welche Rolle Rechtsableitungen im Zusam-
menhang mit der Fragestellung aus Abschnitt 1.2 spielen. Details hierzu werden wir an spa¨terer
Stelle ausfu¨hren: Sei C eine ”genu¨gend scho¨ne“ Kategorie und R : C → LR ein additiver Funktor.
Dann kann man R die Folge seiner Rechtsableitungen Rl : C → LR zuordnen. Diese haben dann
die Eigenschaft, daß jede exakte C-Sequenz 0 → F → G → H → 0 eine exakte LR-Sequenz, die
sogenannte lange exakte Kohomologie-Sequenz,
0 → R0(F ) → R0(G) → R0(H) → R1(F ) → R1(G) → R1(H) → R2(F ) → . . .
induziert. Falls fu¨r jedes C-Objekt F ein Monohomomorphismus F ↪→ G mit R1(G) = 0 existiert,
gilt folgende einfache, aber zentrale
Beobachtung 2.1.1 Ist R ' R0, so ist R genau dann exakt, falls R1(F ) = 0 fu¨r alle F ist.
Diese abstrakte Reformulierung der Exaktheit eines Funktors ist fu¨r uns Anlaß genug, die Annulie-
rung der ersten Kohomologiegruppen R1(F ) na¨her zu untersuchen bzw. Mo¨glichkeiten aufzuzeigen,
um sie berechnen zu ko¨nnen.
Definition 2.1.2 Sei C eine halb-abelsche Kategorie. Unter einer injektiven Auflo¨sung eines C-
Objektes F verstehen wir eine exakte C-Sequenz
0 → F ε−→ F 0 i
0
−→ F 1 i
1
−→ · · ·
mit injektiven C-Objekten F l, l ∈ N0. Wir sagen, daß C genu¨gend viele Injektive besitzt, falls zu
jedem C-Objekt F ein Monohomomorphismus ε : F → F 0 in ein injektives C-Objekt F 0 existiert.
Bemerkung 2.1.3 Besitzt C genu¨gend viele Injektive, so hat jedes Objekt eine injektive Auflo¨sung.
Beweis: Sei ε : F → F 0 ein Monohomomorphismus mit injektivem F 0. Nach Voraussetzung finden
wir dann auch einen Monohomomorphismus coker (ε) → F 1 in ein injektives C-Objekt F 1. Daher
ist 0 → F → F 0 → F 1 eine exakte C-Sequenz mit injektiven C-Objekten F l. Die Bemerkung
folgt nun induktiv. 2
Beispiele 2.1.4 Die folgenden Kategorien besitzen genu¨gend viele Injektive:
a) Die Kategorie FR der Fre´chetra¨ume.
b) Die Kategorie LR der linearen Ra¨ume.
c) Die Kategorie LRN der projektiven LR-Spektren.
Beweis: Zu a) Sei F ein Fre´chetraum mit Nullumgebungsbasis U1 ⊇ U2 ⊇ . . .. Nach dem Satz
von Alaoglu-Bourbaki ist U◦n σ(F ′, F )-kompakt und damit σ(F ′, F )-beschra¨nkt. Durch
ε : F →
∏
n
l∞(U◦n), y 7→ (y′n 7→ y′n(y))n
wird dann ein Monohomomorphismus gegeben. Da
∏
n l∞(U
◦
n) nach Beispiel 1.1.6 ein injektives
Objekt von FR ist, folgt a).
Zu b) Mittels Basiserweiterung sieht man sofort, daß alle Objekte von LR injektiv sind.
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Zu c) Sei F = (Fn, ρnn+1) ein projektives Spektrum linearer Ra¨ume. Betrachten wir das zugeho¨rende
freie Spektrum I = (In, pnn+1), d.h. In =
∏n
j=1 Fj und p
n
n+1 ist die entsprechende Projektion, so
folgt sofort, daß
ε : F → I, εn : Fn → In, y 7→ (ρ1n(y), . . . , ρn−1n (y), y)
ein Monohomomorphismus ist. Da freie Spektren stets injektiv sind, folgt c). 2
Sei nun C eine halb-abelsche Kategorie mit genu¨gend vielen Injektiven und f : F → G ein C-
Morphismus. Weiter seien
0 → F ε−→ F 0 i
0
−→ F 1 i
1
−→ · · · und 0 → G η−→ G0 j
0
−→ G1 j
1
−→ · · ·
injektive Auflo¨sungen von F bzw. G. Setzen wir Fn := Gn := 0 fu¨r n < 0, so folgt per Induktion
unter Ausnutzung der Injektivita¨t der Gn (siehe dualisierte Aussage zu [Rot, Theorem 6.9]), daß
ein bis auf Homotopie eindeutig bestimmter C-KK-Morphismus f˜ : (F •, i) → (G•, j) existiert, der
f liftet, d.h. es gilt f˜ 0 ◦ ε = η ◦ f :
0 F F 0 F 1 · · ·
0 G G0 G1 · · ·
w wε
u
f
wi0
u
f˜ 0
u
f˜ 1
wi1
w w
η
w
j0
w
j1
Mit obiger Liftungseigenschaft und Beispiel 1.1.2 iv) folgen leicht die Wohldefiniertheiten in der
folgenden
Definition 2.1.5 Sei C eine halb-abelsche Kategorie mit genu¨gend vielen Injektiven und R : C →
LR ein additiver Funktor. Dieser induziert dann kanonisch einen additiven Funktor C-KK → LR-
KK, welchen wir ebenfalls mit R bezeichnen.
Weiter seien F ein C-Objekt und f : F → G ein C-Morphismus. Fu¨r eine injektive Auflo¨sung
0 → F ε−→ F 0 i
0
−→ F 1 i
1
−→ · · · von F und l ∈ N0 setzen wir
Rl(F ) := H l(R(F •, i)) (Fn := 0 fu¨r n < 0).
Ist 0 → G η−→ G0 j
0
−→ G1 j
1
−→ · · · eine injektive Auflo¨sung von G, so sei fu¨r l ∈ N0:
Rl(f) := H l(R(f˜)),
wobei wie oben f˜ : (F •, i)→ (G•, j) ein C-KK-Morphismus sei, der f liftet. Wir erhalten fu¨r l ∈ N0
auf diese Weise bis auf natu¨rliche Isomorphie eindeutige, additive Funktoren
Rl : C → LR
und nennen diese Rechtsableitungen von R.
Bemerkung 2.1.6 Unmittelbar aus der Definition leitet man ab:
a) Ist F ein injektives C-Objekt, so ist R0(F ) ∼= R(F ) und Rl(F ) = 0 fu¨r alle l ≥ 1.
b) Ist R linksexakt, so ist R0 ' R.
Sei nun E ein lokalkonvexer Raum. Wir wollen vor allem die Rechtsableitungen der folgenden
Funktoren genauer unter die Lupe nehmen:
i) Den Hom-Funktor L(E, · ) : FR → LR, F 7→ L(E,F ), f 7→ f∗ = f ◦ · .
ii) Die Tensorprodukt-Funktoren E⊗˜α · : FR → LR, F 7→ E⊗˜αF, f 7→ idE⊗˜αf . Hierbei ist
α = pi, ε oder allgemein eine Tensornorm.
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Die Rechtsableitungen obiger Funktoren bezeichnen wir wie folgt:
Definition 2.1.7 Fu¨r einen lokalkonvexen Raum E, eine Tensornorm α und l ∈ N0 seien
Extl(E, · ) := L(E, · )l : FR → LR und Torlα(E, · ) := (E⊗˜α · )l : FR → LR.
Bemerkung 2.1.8 a) Das Verschwinden von Ext1(E,F ) wurde von D. Vogt u.a. erfolgreich
fu¨r die sogenannten vier Standardfa¨lle (siehe Theorem 2.2.13) untersucht. Wir werden diese
Resultate spa¨ter zitieren.
b) Fu¨r einen lokalkonvexen Raum E ko¨nnten wir natu¨rlich auch den ²-Produkt-Funktor
E² · : FR → LR, F 7→ E²F, f 7→ idE²f = f∗
und seine Rechtsableitungen betrachten. Nun sind aber fu¨r einen vollsta¨ndigen lokalkonvexen
Raum E mit der Approximationseigenschaft (A.E.), d.h. fu¨r jeden lokalkonvexen Raum F ist
E ⊗ F dicht in E²F , die obigen Funktoren E² · und E⊗˜ε · (und damit ihre Rechtsableitun-
gen) natu¨rlich isomorph, da fu¨r vollsta¨ndige lokalkonvexe Ra¨ume das ²-Produkt vollsta¨ndig
ist. Weil sehr viele in der Praxis vorkommenden lokalkonvexen Ra¨ume die Approximationsei-
genschaft haben (siehe [Jar, Kapitel 18]), sprich obige Voraussetzungen mild sind, werden wir
die Rechtsableitungen des ²-Produkt-Funktors im folgenden nicht betrachten. Wir halten fu¨r
diese Situation fest: Ist E ein lokalkonvexer Raum mit der A.E., so gilt fu¨r alle l ∈ N0:
Torlε(E, · ) ' Extl(E′c(E′,E˜), · ) und E⊗˜ε · : FR → LR ist linksexakt.
Man beachte hierbei, daß mit E auch E˜ die A.E. hat ([Jar, 18.1.2]) und E⊗˜ε · ' E˜⊗˜ε · gilt.
Unser na¨chstes Ziel wird es sein, die, am Anfang dieses Abschnitts erwa¨hnte, lange exakte Kohomo-
logie-Sequenz bereitzustellen. V.P. Palamodov setzt in [Pal, Proposition 2.1] hierfu¨r die Semi-
Injektivita¨t des Funktors R voraus, d.h. R fu¨hrt Monohomomorphismen in solche u¨ber, ohne jedoch
diese Eigenschaft explizit fu¨r die Herleitung der langen exakten Kohomologie-Sequenz zu gebrau-
chen. Aus diesem Grund und wegen der zentralen Bedeutung der langen exakten Kohomologie-
Sequenz werden wir dieses Resultat ohne diese zusa¨tzliche Voraussetzung zeigen. Trotzdem wollen
wir einige Bemerkungen zur Semi-Injektivita¨t machen, da diese im Zusammenhang mit unseren
Untersuchungen aus Abschnitt 1.2 steht:
Bemerkung 2.1.9 Der Funktor L(E, · ) ist linksexakt und daher auch semi-injektiv. Fu¨r einen
lokalkonvexen Raum E ist E⊗˜ε · ebenfalls semi-injektiv (Satz 1.2.5). Ist E ein pi-Raum, so ist auch
E⊗˜pi · semi-injektiv, was i.A. nicht der Fall sein wird: Sei E ein Banachraum ohne die A.E.3 Nach
A. Grothendieck ist dies a¨quivalent dazu, daß ein Banachraum F existiert, so daß die kanonische
Abbildung E⊗˜piF → E⊗˜εF nicht injektiv ist (vgl. [DefFlo1, 5.6]). Man betrachte nun einen
Monohomomorphismus f : F → G in einen injektiven Banachraum G. Letzterer ist ein L∞-Raum
und hat damit die A.E. Die Kommutativita¨t des Diagramms
E⊗˜piF E⊗˜εF
E⊗˜piG E⊗˜εG
w
u
idE⊗˜pif
z
u
idE⊗˜εf
y w
3Die Existenz eines solchen Banachraumes wurde erstmals von P. Enflo nachgewiesen. Da jeder Banachraum mit
Basis die A.E. hat, lo¨ste P. Enflo damit das sogenannte Basisproblem von A. Grothendieck.
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zeigt, daß idE⊗˜pif nicht mehr injektiv ist. In Anlehnung an die obige Charakterisierung der A.E.
fu¨r Banachra¨ume erhalten wir jedoch eine interessante hinreichende Bedingung fu¨r die Semi--
Injektivita¨t: Ein lokalkonvexer Raum E besitze die verallgemeinerte Approximationseigenschaft
(v.A.E.), falls fu¨r alle lokalkonvexen Ra¨ume F die kanonische Abbildung E⊗˜piF → E⊗˜εF injektiv
ist. Ist nun E ein lokalkonvexer Raum mit der v.A.E., so folgt mit der Injektivita¨t von idE⊗˜εf in
obigem kommutativen Diagramm die Semi-Injektivita¨t des Funktors E⊗˜pi · . Die folgenden und wei-
tere sehr interessante Aussagen rund um die v.A.E. findet man in [DefFlo2]: Die v.A.E. impliziert
stets die A.E. Falls zu jedem Banachraum X und z ∈ E⊗˜piX ein Kompaktum K ⊆ E mit
z ∈ Γ(K ⊗BX)E⊗˜piX
existiert, so fallen die Begriffe A.E. und v.A.E. zusammen. Insbesondere ist dies also nach einem
Satz von A. Grothendieck ([Jar, 15.6.4]) fu¨r jeden Fre´chetraum E der Fall. Ist E = indN EN ein
(LB)-Raum, so daß fu¨r alle Banachra¨ume X
E⊗˜piX = indN (EN ⊗˜piX)
gilt, so erfu¨llt E wiederum nach obigem Satz von A. Grothendieck obige Bedingung. Vertauschungs-
eigenschaften von Tensorprodukten mit induktiven Limiten sind fu¨r uns von zentraler Bedeutung.
Wir werden sie an spa¨terer Stelle noch ausfu¨hrlich studieren.
Kommen wir zuru¨ck zur Herleitung der langen exakten Kohomologie-Sequenz gema¨ß [Pal]. Hierfu¨r
beno¨tigen wir noch einige Vorbereitungen. Fu¨r das folgende Lemma vergleiche man auch Lemma
1.1.7:
Lemma 2.1.10 Sei C eine halb-abelsche Kategorie und
(∗) F f−→ G g−→ H
eine C-Sequenz. Dann gilt:
a) Ist (∗) rechtsexakt, d.h. im (f) = ker (g) und g ist ein Homomorphismus, so ist fu¨r jedes
injektive C-Objekt I die folgende LR-Sequenz ebenfalls exakt:
(∗∗) MorC(F, I) f
∗
←− MorC(G, I) g
∗
←− MorC(H, I)
b) Ist (∗∗) exakt fu¨r ein injektives C-Objekt I, so daß ein Monohomomorphismus j : coker (f)→ I
existiert, so gilt auch die Umkehrung in a).
Beweis: Zu a) Sei h ∈ ker (f∗), d.h. h◦f = 0. Nach der universellen Eigenschaft von coker (im (f)) =
coker (ker (g)) = coim (g) ∼= im (g) und der Injektivita¨t von I haben wir dann das folgende kommu-
tative Diagramm:
im (f) G im (g) H
I.
w
[
[
[[]=0
u
h
w
ﬀ
ﬀ
ﬀﬀﬂ
∃! l
y wBBBBBBBBBD ∃ l˜
Wegen g = (G → im (g) ↪→ H) folgt l˜ ◦ g = h. Also ist h ∈ im (g∗).
Zu b) Man betrachte das folgende Diagramm:
coker (f) I coker (j)
F G coim (g) im (g) H.
u
t
wj ws
w
f




ﬁ
p
w
r
w
g
\
\
\
\
\^
u
w
i
\
\
\
\
\^
k
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Hierbei sind p, r, g, i und s die natu¨rlichen Morphismen. Wir wollen nun die Existenz der gestrichel-
ten Pfeile zeigen. Mit j ◦ p ◦ f = 0 folgt j ◦ p ∈ ker (f∗) = im (g∗). Daher existiert ein Morphismus
k mit k ◦ g = j ◦ p. Aus i ◦ g ◦ r ◦ f = g ◦ f = 0 folgern wir r ◦ f = 0, weil i und g Monomorphis-
men sind. Aufgrund der universellen Eigenschaft von p : G → coker (f) finden wir den in obigem
Diagramm eingezeichneten Morphismus t mit t ◦ p = r. Mit s ◦ k ◦ i ◦ g ◦ r = s ◦ k ◦ g = s ◦ j ◦ p = 0
erhalten wir s ◦ k ◦ i = 0, da g und r Epimorphismen sind. Weil j der Kern von s ist, existiert
wiederum nach dessen universeller Eigenschaft ein Morphismus u mit k ◦ i = j ◦ u. Weiter folgt
j ◦ u ◦ g ◦ r = k ◦ i ◦ g ◦ r = k ◦ g = j ◦ p, also u ◦ g ◦ r = p. Insgesamt erhalten wir mit einem
Zyklustrick:
1) (id− t ◦ u ◦ g) ◦ r = r − t ◦ u ◦ g ◦ r = r − t ◦ p = 0, also t ◦ u ◦ g = id.
2) (id− g ◦ t ◦ u) ◦ g ◦ r = g ◦ r − g ◦ t ◦ u ◦ g ◦ r = g ◦ r − g ◦ t ◦ p = 0, also g ◦ t ◦ u = id.
3) (id− u ◦ g ◦ t) ◦ p = p− u ◦ g ◦ t ◦ p = p− u ◦ g ◦ r = 0, also u ◦ g ◦ t = id.
1) und 2) implizieren, daß g ein Isomorphismus und damit g ein Homomorphismus ist. Aus 1)
und 3) folgt, daß t : coker (f) → coim (g) ein Isomorphismus und daher im (f) = ker (coker (f)) =
ker (coim (g)) = ker (g) ist. 2
Das untenstehende Resultat, auch Hufeisenlemma genannt, du¨rfte aus funktionalanalytischer Sicht
das Key-Lemma fu¨r die Existenz der langen exakten Kohomologie-Sequenz sein:
Lemma 2.1.11 Sei C eine halb-abelsche Kategorie mit genu¨gend vielen Injektiven und
0 → F f−→ G g−→ H → 0
eine exakte C-Sequenz. Dann existiert ein kommutatives Diagramm in C
...
...
...
0 F 1 G1 H1 0
0 F 0 G0 H0 0
0 F G H 0
0 0 0
w
u
w
u
w
u
w
w
u
w
u
w
u
w
w
u
w
f
u
wg
u
wu u u
mit exakten Zeilen und Spalten, wobei die F l, Gl und H l injektiv sind (l ≥ 0).
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Beweis: Seien κ : H → H0 und ε′ : G → F 0 Monohomomorphismen in injektive Objekte. Damit
konstruieren wir folgendes kommutative Diagramm:
0 0 0
0 coker (ε) coker (η) coker (κ) 0
0 F 0 F 0 ×H0 H0 0
0 F G H 0
0 0 0
w
u
w
u
w
u
w
w
u
w
u
w
u
w
w
u
ε:=ε′◦f
w
f
u
η:=ε′×(κ◦g)
w
g
u
κ
wu u u
Die mittlere Zeile besteht aus den kanonischen Morphismen; die Morphismen der oberen Zeile erha¨lt
man aus den universellen Eigenschaften von coker (ε), coker (η) und der Kommutativita¨t der beiden
unteren Diagramme.
Die beiden unteren Zeilen sind exakt. Um die Exaktheit der Spalten zu zeigen, mu¨ssen wir noch
nachweisen, daß ε und η Monohomomorphismen sind: Als Komposition von Monohomomorphismen
ist auch ε ein solcher. Da ε′ = (G
η−→ F 0 ×H0 −→ F 0) ein Monohomomorphismus ist, ist auch
η ein Monohomomorphismus. Sei nun I ein beliebiges injektives C-Objekt. Mit der Exaktheit des
Funktors MorC( · , I) folgt nach dem Neuner-Lemma fu¨r die Kategorie LR (siehe [Rot, Exercise
6.16]) die Exaktheit der LR-Sequenz
0 → MorC(coker (κ), I) → MorC(coker (η), I) → MorC(coker (ε), I) → 0.
Nach Voraussetzung besitzt aber C genu¨gend viele Injektive, so daß nach Lemma 2.1.10, b) die
Kokern-Sequenz an jeder Stelle rechts-exakt und damit exakt ist. Das Lemma folgt nun sukzessiv,
indem man die untere Zeile durch die obere ersetzt. 2
Theorem 2.1.12 Sei C eine halb-abelsche Kategorie mit genu¨gend vielen Injektiven und R : C →
LR ein additiver Funktor. Dann induziert jede exakte C-Sequenz
0 → F f−→ G g−→ H → 0
eine (natu¨rliche) exakte LR-Sequenz der folgenden Art:
0 → R0(F ) → R0(G) → R0(H) → R1(F ) → R1(G) → R1(H) → R2(F ) → . . .
Beweis: Nach Lemma 2.1.11 existieren injektive Auflo¨sungen 0 → F → F •, 0 → G → G• und
0 → H → H• und eine exakte C-KK-Sequenz
0 → F • → G• → H• → 0 (mit F l := Gl := H l := 0 fu¨r l < 0).
Mit anderen Worten ist fu¨r jedes l ∈ Z die C-Sequenz
0 → F l → Gl → H l → 0
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exakt. Da alle F l injektiv sind, zerfallen diese Sequenzen, d.h. es existiert eine Rechtsinverse zu
Gl → H l, und wir erhalten wegen der Additivita¨t des Funktors R die Exaktheit der LR-Sequenzen
0 → R(F l) → R(Gl) → R(H l) → 0,
was a¨quivalent zur Exaktheit der LR-KK-Sequenz
0 → R(F •) → R(G•) → R(H•) → 0
ist. Das Theorem folgt nun aus den dualen Aussagen zu [Rot, Theorem 6.3 und 6.4]. 2
Beispiel 2.1.13 Notieren wir fu¨r den projektiven Limesfunktor proj : LRN → LR aus Beispiel
1.1.3 seine l-te Rechtsableitung mit projl : LRN → LR, so gelten fu¨r jedes projektives LR-Spektrum
F = (Fn, ρnm) folgende Aussagen:
proj0 F ∼= projF = ker (σ(F)), proj1 F = coker (σ(F)) und projl F = 0 fu¨r l ≥ 2,
wobei die lineare Abbildung σ(F) = σ :∏n Fn →∏n Fn durch x 7→ ρnn+1(xn+1)−xn gegeben wird.
Sind F = (Fn, ρnm) und G = (Gn, φnm) a¨quivalente projektive LR-Spektren, in Zeichen F ∼ G, d.h.
es existieren Folgen natu¨rlicher Zahlen (kn)n, (ln)n mit n ≤ ln ≤ kn ≤ ln+1 und LR-Morphismen
un, vn, so daß das folgende Diagramm kommutiert:
Fk1 Fk2 · · ·
Gl1 Gl2 Gl3 · · ·

ﬂ
u1
u
ρ
k1
k2

ﬂ
u2
u
ρ
k2
k3

ﬂ
u3
u
φ
l1
l2
[
[^
v2
u
φ
l2
l3
[
[^
v3
u
φ
l3
l4
so gilt projl F ∼= projl G fu¨r alle l.
Beweis: Wir betrachten die folgende Sequenz von LR-Spektren:
0 → F ε−→ I i−→ J −→ 0 −→ 0 −→ · · ·
Hierbei ist ε der Monohomomorphismus von F in das zu F geho¨rende freie projektive Spektrum I
aus dem Beweis zu Beispiel 2.1.4, c) und i wird gegeben durch
in : In =
n∏
j=1
Fj → Jn :=
n−1∏
j=1
Fj
x 7→ (ρ12(x2)− x1, . . . , ρn−1n (xn)− xn−1).
Man rechnet leicht nach, daß obige Sequenz exakt und damit eine injektive Auflo¨sung von F ist.
Da I und J injektiv sind, folgt aus der langen exakten Kohomologie-Sequenz die Exaktheit der
LR-Sequenz
0 → proj0 F → proj0 I → proj0 J → proj1 F → 0 → 0 → proj2 F → 0 → · · ·
und hieraus sofort projl F = 0 fu¨r l ≥ 2; und mit der Kommutativita¨t des Diagramms
proj0 I proj0 J
∞∏
j=1
Fj
∞∏
j=1
Fj
w
u
∼=
u
∼=
w
σ
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folgt weiter proj1 F ∼= coker (σ) und proj0F ∼= ker (σ) = projF . Letzteres kann man auch direkt
aus der Linksexaktheit von proj folgern. Fu¨r projl F ∼= projl G, falls F ∼ G ist, sei z.B. auf [Wen,
Proposition 3.1.7] verwiesen. 2
Mit den u¨blichen Voraussetzungen ko¨nnen wir nun auch die Beobachtung 2.1.1 und ”mehr“ zeigen:
Korollar 2.1.14 Ein linksexakter Funktor R : C → LR ist genau dann exakt, falls Rl = 0 fu¨r alle
l ≥ 1 (oder nur fu¨r l = 1) gilt.
Beweis: Aus der langen exakten Kohomologie-Sequenz folgt insbesondere, daß R genau dann links-
exakt ist, falls R0 ' R gilt, womit die Ru¨ckrichtung klar ist. Sei nun R exakt und 0 → F →
F 0
i0−→ F 1 i
1
−→ . . . eine injektive Auflo¨sung eines C-Objekts F . Wir setzen F−1 := 0, i−1 := 0
und betrachten die exakte C-Sequenz
0 → im (il−1) → F l → coim (il) → 0.
Mit (F l−1 → F l) = (F l−1 ³ im (il−1) ↪→ F l) und (F l → F l+1) = (F l ³ coim (il) ↪→ F l+1)
erhalten wir auch Faktorisierungen
(R(F l−1) → R(F l)) = (R(F l−1)³ R(im (il−1)) ↪→ R(F l))
und
(R(F l) → R(F l+1)) = (R(F l)³ R(coim (il)) ↪→ R(F l+1)).
Da die Sequenz 0 → R(im (il−1)) → R(F l) → R(coim (il)) → 0 wieder exakt ist, folgt damit
Rl(F ) = ker (R(F l) → R(F l+1))/im (R(F l−1) → R(F l))
= ker (R(F l)³ R(coim (il)))/im (R(im (il−1)) ↪→ R(F l))
=
{
R(F ), l = 0,
0, l ≥ 1.
2
Die Bemerkung in der Klammer folgt auch daraus, daß man die ho¨heren Rechtsableitungen wie folgt
auf die erste zuru¨ckfu¨hren kann: Wir betrachten die obige injektive Auflo¨sung von F und setzen
Zn := ker (in), n ∈ N0. Wegen F ∼= Z0 ist auch Rl+1(F ) ∼= Rl+1(Z0). Da
0 → Z1 ↪→ F 1 i
1
−→ . . .
eine injektive Auflo¨sung von Z1 ist, gilt Rl+1(Z0) = Rl(Z1). Induktiv folgt Rl+1(F ) ∼= R1(Zn).
Bemerkung 2.1.15 Man ist natu¨rlich an schwa¨cheren, aber dafu¨r anwendungsfreundlicheren Ver-
sionen von Korollar 2.1.14 interessiert. Eine mo¨gliche Anwendungssituation ko¨nnte die folgende
sein: Wir betrachten eine exakte C-Sequenz
0 → F f−→ G g−→ H → 0,
die mit F startet. Angenommen, der Funktor R ist darauf linksexakt, und eine Berechnung zeigt
R1(F ) = 0. Dann kann die Frage, ob R(g) wieder surjektiv ist, mittels der langen exakten Ko-
homologie-Sequenz beantwortet werden, sobald man R0(G) ∼= R(G) und R0(H) ∼= R(H) weiß.
Letzteres macht aber allgemeingu¨ltige Aussagen fu¨r die Tensorproduktfunktoren E⊗˜α · : FR →
LR (vor allem fu¨r α = pi) schwierig (vgl. auch Beispiel 3.1.1).
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2.2 Berechnung von Rechtsableitungen
In diesem Abschnitt wollen wir fu¨r einen additiven Funktor R : FR → LR und einen Fre´chetraum F
Methoden zur Berechnung der Gruppe R1(F ) entwickeln. Unser zentrales Hilfsmittel dafu¨r wird die
lange exakte Kohomologie-Sequenz und die erste Rechtsableitung des Funktors proj : LRN → LR
sein.
Definition 2.2.1 Ein projektives Spektrum F = (Fn, ρnm) von Banachra¨umen heißt Fundamen-
talsystem von Banachra¨umen fu¨r den Fre´chetraum projF , falls F a¨quivalent zu einem reduzierten
projektiven Spektrum von Banachra¨umen ist.
Den essentiellen Wert obiger Definition werden wir erst an spa¨terer Stelle sehen, vorher noch eine
Bemerkung 2.2.2 a) Jeder nukleare Fre´chetraum besitzt ein Fundamentalsystem von lp-Ra¨um-
en (1 ≤ p ≤ ∞), was man leicht mittels nuklearer Darstellungen der verbindenden Abbildun-
gen sieht.
b) Man kann zeigen, daß ein projektives Spektrum F = (Fn, ρnm) von Banachra¨umen genau dann
ein Fundamentalsystem ist, falls zu jedem n ein m ≥ n existiert, so daß fu¨r alle k ≥ m
die Inklusion ρnm(Fm) ⊆ ρnk (Fk)
Fn gilt (siehe z.B. [Kar, Lemma 1.11], [Pal]). Letzteres ist
a¨quivalent dazu, daß zu jedem n ein m ≥ n existiert mit ρnm(Fm) ⊆ ρn(F )
ρnm(Fm), wobei
ρnm(Fm) mit der Teilraumtopologie von Fn versehen sei.
Wir wollen noch ein weiteres wichtiges Beispiel fu¨r ein Fundamentalsystem von Banachra¨umen
bringen. Dazu verweisen wir fu¨r unsere Notation von Ko¨thera¨umen auf [MeiVog, §27] und erinnern
kurz an die Definition von quasinormablen Ra¨umen: Ein lokalkonvexer Raum F heißt quasinorma-
bel, falls zu jedem U ∈ U0(F ) ein V ∈ U0(F ) existiert, so daß es fu¨r alle ε > 0 eine beschra¨nkte
Teilmenge B ⊆ F mit V ⊆ B+ εU gibt. (DF)-Ra¨ume und Schwartzra¨ume sind typische Vertreter
der Klasse der quasinormablen Ra¨ume. Fu¨r das folgende Beispiel siehe [Vog1].
Beispiel 2.2.3 Der Ko¨theraum λ∞(B) ist genau dann quasinormabel, falls (λ∞n (B), ρ
n
m) ein Fun-
damentalsystem von Banachra¨umen fu¨r λ∞(B) ist. Hierbei ist
λ∞n (B) := l∞((bl,n)l) := {x ∈ ω : ‖x‖n := sup
l
|xl | · bl,n <∞} und ρnm(x) := x.
Beweis: Klar ist, daß λ∞(B) = projn λ∞n (B) gilt. Wir werden folgende Bemerkung verwenden:
λ∞(B) ist genau dann quasinormabel, falls zu jedem n ein m ≥ n existiert, so daß es fu¨r alle ε > 0
ein λ ∈ λ∞+ (B) := {x ∈ λ∞(B) : xl ≥ 0 fu¨r alle l } gibt mit
(∗) b−1l,m ≤ max (λl, ε · b−1l,n) fu¨r alle l,
was durch Polarisation unmittelbar daraus folgt, daß die Mengen {x : | xl | ≤ λl fu¨r alle l } ein
Fundamentalsystem von beschra¨nkten Mengen in λ∞(B) bilden ([MeiVog, 27.6]).
” =⇒ “ Zu gegebenem n wa¨hlen wir ein m ≥ n nach der Vorbemerkung. Seien x ∈ λ
∞
m (B) mit
1 ≥ ‖x‖m > 0 und ε > 0. Zu ε‖x‖m existiert nach der Bemerkung ein λ ∈ λ∞+ (B), so daß fu¨r alle l
(∗) gilt. Sei J := { l : |xl | ≤ λl } und J := N− J . Dann gilt fu¨r alle l:
|xl | ≤ ‖x‖m · b−1l,m ≤ ‖x‖m ·max (λl,
ε
‖x‖m · b
−1
l,n),
woraus wir |xl | ≤ ε · b−1l,n fu¨r alle l ∈ J folgern. Setzen wir nun
yl :=
{
xl, l ∈ J,
0, sonst
so ist y ∈ λ∞(B) und ‖x − y‖n = supl∈J | xl | ·bl,n ≤ ε. Insgesamt existiert also zu jedem n ein
m ≥ n mit
(∗∗) ρnm(λ∞m (B)) ⊆ ρn(λ∞(B))
ρnm(λ
∞
m (B))
.
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” ⇐= “ Zu gegebenem n wa¨hlen wir ein m ≥ n, so daß (∗∗) erfu¨llt ist. Sei ε > 0. Setzen wir
xl :=
{
b−1l,m, fu¨r bl,m > 0, ,
0, sonst
so ist x ∈ λ∞m (B), und wir finden ein λ ∈ λ∞(B) mit ‖x − λ‖n ≤ ε. Aus der Dreiecksungleichung
folgt fu¨r alle l mit bl,m > 0 die Abscha¨tzung b−1l,m− |λl |≤ ε · b−1l,n bzw.
b−1l,m ≤ 2 ·max (|λl |, ε · b−1l,n).
Fu¨r solche l mit bl,m = 0 ist obige Ungleichung trivial erfu¨llt. 2
Die folgende Definition erweist sich im Zusammenhang mit der Berechnung von Rechtsableitungen
fu¨r unsere Situationen als sehr gu¨nstig:
Definition 2.2.4 Wir nennen einen additiven Funktor R : FR → LR σ-stabil, falls:
a) Der Funktor R vertausche mit abza¨hlbaren Produkten im folgenden Sinne: Der durch die
Folge der Projektionen
∏
n Fn → Fm induzierte Morphismus pF : R(
∏
n Fn) →
∏
nR(Fn)
sei ein ”funktorieller“ Isomorphismus, d.h. fu¨r jede Folge fn : Fn → Gn von FR-Morphismen
gelte
pG ◦R((fn)n) = (R(fn))n ◦ pF .
b) Zu jedem projektiven FR-Spektrum F = (Fn, ρnm) kommutiere das Diagramm
R(
∏
n
Fn) R(
∏
n
Fn)
∏
n
R(Fn)
∏
n
R(Fn).
u
pF ∼=
wR(σ(F))
u
∼= pF
w
σ(R(F))
Beispiel 2.2.5 Fu¨r einen lokalkonvexen Raum E und eine Tensornorm α sind die Funktoren
L(E, · ), E⊗˜α · : FR → LR σ-stabil.
Beweis: Der Funktor L(E, · ) vertauscht mit (abza¨hlbaren) Produkten aufgrund der universellen
Eigenschaft des Produktes. Fu¨r die Tensorproduktfunktoren gilt dies nach [Har, Korollar 2.12],
siehe auch [Jar, 15.4 und 16.3] fu¨r α = pi bzw. ε. Wir rechnen die Eigenschaft b) nur fu¨r die
Tensorproduktfunktoren nach. Die Behauptung folgt durch Berechnung auf Elementartensoren
x⊗ (yn)n x⊗ (ρnn+1(yn+1)− yn)n
(x⊗ yn)n (x⊗ ρnn+1(yn+1)− x⊗ yn)n
v w
v
u
v
u
v
u
v w
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und der Kommutativita¨t des Diagramms
E⊗˜α
∏
Fn E⊗˜α
∏
Fn
E ⊗α
∏
Fn E ⊗α
∏
Fn
∏
E ⊗α Fn
∏
E ⊗α Fn
∏
E⊗˜αFn
∏
E⊗˜αFn.
u
w
u
2'
'
'
'
'*
dicht
u
w
c[[
[[
[]
u
f[[[[[^
w
/'
'
'
'
')
w
Mit obiger Definition ko¨nnen wir nun unser Theorem zur Berechnung der Rechtsableitungen for-
mulieren:
Theorem 2.2.6 Sei R : FR → LR ein σ-stabiler Funktor. Dann haben wir fu¨r jedes l ∈ N und
jedes Fundamentalsystem von Banachra¨umen F = (Fn, ρnm) fu¨r einen Fre´chetraum F eine exakte
LR-Sequenz:
0 → proj1Rl−1(Fn) → Rl(F ) → projRl(Fn) → 0.
Beweis: Wir zeigen zuna¨chst, daß mit R auch seine Rechtsableitungen Rl σ-stabil sind. Dazu
wa¨hlen wir uns jeweils injektive Auflo¨sungen
0 → Fn εn−→ F 0n
i0n−→ F 1n
i1n−→ · · ·
Diese induzieren dann eine injektive Auflo¨sung
0 →
∏
Fn
(εn)n−→
∏
F 0n
(i0n)n−→
∏
F 1n
(i1n)n−→ · · ·
Weiter finden wir fu¨r alle n ∈ N einen (bis auf Homotopie eindeutigen) Morphismus ((ρnn+1)l)l, der
ρnn+1 liftet:
0 Fn+1 F 0n+1 F
1
n+1 · · ·
0 Fn F 0n F
1
n
· · · ,
w wεn+1
u
ρnn+1
wi0n+1
u
(ρnn+1)
0
u
(ρnn+1)
1
wi1n+1
w wεn wi0n wi1n
womit wir auch die projektiven FR-Spektren F l := (F ln, (ρnn+1)l) betrachten ko¨nnen. Die ent-
scheidende Beobachtung ist die folgende: Der bis auf Homotopie eindeutige Morphismus (σl)l, der
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σ = σ(F) liftet
0
∏
Fn
∏
F 0n
∏
F 1n · · ·
0
∏
Fn
∏
F 0n
∏
F 1n · · ·
w w(εn)n
u
σ
w(i0n)n
u
σ0
u
σ1
w(i1n)n
w w
(εn)n
w
(i0n)n
w
(i1n)n
wird schon durch σl = σ(F l) gegeben, denn mit σ(F−1) := σ(F), i−1n := εn, F−1n := Fn gilt fu¨r alle
l ∈ N0 und x ∈
∏
F l−1n :
σ(F l) ◦ (il−1n )n(x) = ((ρnn+1)l ◦ il−1n+1(xn+1)− il−1n (xn))n
= (il−1n ◦ (ρnn+1)l−1(xn+1)− il−1n (xn))n
= (il−1n ((ρ
n
n+1)
l−1(xn+1)− xn))n
= (il−1n )n ◦ σ(F l−1)(x).
Da R σ-stabil ist, ko¨nnen wir damit fu¨r alle l ∈ N0 diesmal mit σ(F−1) := 0, i−1n := 0 und F−1n := 0
das folgende kommutative Diagramm aufbauen:∏
R(F l−1n )
∏
R(F ln)
∏
R(F l+1n )
R(
∏
F l−1n ) R(
∏
F ln) R(
∏
F l+1n )
∏
R(F l−1n )
∏
R(F ln)
∏
R(F l+1n )
R(
∏
F l−1n ) R(
∏
F ln) R(
∏
F l+1n ).
w
σ(R(Fl))
w
u
[[
[[]∼=
w
u
u
w
[[
[[]∼=
w
u
R(σ(Fl)) u
w
[[
[[]∼=
u
w w
[[
[[]∼=
ww
[[
[[]∼=
ww
[[
[[]∼=
Durch U¨bergang zur Kohomologie erhalten wir nun damit nach Definition der Rechtsableitungen
die σ-Stabilita¨t der Rl, l ∈ N0.
Wie wir an spa¨terer Stelle sehen werden (Theorem 2.2.11 a) und lange exakte Kohomologie-
Sequenz), ist die kanonische Sequenz
0 → F ρ−→ ∏Fn σ−→ ∏Fn → 0
exakt, wobei ρ(x) := (ρn(x))n sei. Anwendung der langen exakten Kohomologie-Sequenz liefert die
Exaktheit der LR-Sequenz
· · · → Rl−1(
∏
Fn)
Rl−1(σ)−→ Rl−1(
∏
Fn)
∆−→ Rl(F ) R
l(ρ)−→ Rl(
∏
Fn)
Rl(σ)−→ Rl(
∏
Fn) → · · ·
Hieraus erhalten wir mit der σ-Stabilita¨t der Rechtsableitungen und Beispiel 2.1.13 die Isomorphis-
men
kerRl(ρ) = im∆ ∼= coim∆ ∼= cokerRl−1(σ) ∼= proj1Rl−1(Fn)
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und imRl(ρ) = kerRl(σ) ∼= projRl(Fn). Die Exaktheit der Sequenzen
0 → kerRl(ρ) → Rl(F ) → imRl(ρ) → 0
impliziert letztlich das Theorem. 2
Bemerkung 2.2.7 Ohne na¨her auf alle Details einzugehen, bemerken wir, daß neben der langen
exakten Kohomologie-Sequenz Spektralsequenzen zur Berechnung von Kohomologiegruppen eine
wichtige Rolle spielen. Speziell die Grothendiecksche Spektralsequenz, siehe [Wei, Theorem 5.8.3]
und [Pal, Proposition 2.2] fu¨r die Umsetzung auf halb-abelsche Kategorien, dient grob gesprochen
dazu, die Rechtsableitungen der Komposition zweier Funktoren zu bestimmen. Wendet man diese
auf das Diagramm
FRN LRN
LR
wR
u
proj◦R



ﬂ
proj
an, wobei der von R induzierte Funktor FRN → LRN ebenfalls mit R bezeichnet sei, so erha¨lt man
unter der Voraussetzung der Vertauschbarkeit des Funktors R mit abza¨hlbaren Produkten (damit
gehen freie projektive Spektren in solche u¨ber) und Beachtung von proj2 X = 0 fu¨r alle l ∈ N eine
exakte LR-Sequenz
0 → proj1Rl−1(Fn) → (proj ◦R)l(F) → projRl(Fn) → 0.
Dieses Resultat la¨ßt sich mit unseren Betrachtungen im Beweis von Theorem 2.2.6 auch mit [Wei,
Theorem 3.5.8] erzielen, wo allerdings eine klassische Mittag-Leﬄer Bedingung als Voraussetzung
herangezogen wird, die als hinreichende Bedingung fu¨r proj1 X = 0 in einem gewissen Sinne mit der
Eigenschaft, ein Fundamentalsystem von Banachra¨umen zu sein, korrespondiert. In beiden Fa¨llen
bleibt immer noch (proj ◦R)l(F) zu berechnen.
Anwendungstauglich wird Theorem 2.2.6 erst durch die
Definition 2.2.8 Wir nennen einen Fre´chetraum F
a) R-azyklisch , falls Rl(F ) = 0 fu¨r alle l ≥ 1 gilt.
b) lokal R-azyklisch , falls F ein Fundamentalsystem von R-azyklischen Banachra¨umen besitzt.
c) lokal injektiv (lokal projektiv), falls F ein Fundamentalsystem von injektiven (projektiven)
Banachra¨umen besitzt.
Nach Bemerkung 2.1.6 a) sind injektive Fre´chetra¨ume R-azyklisch. Insbesondere ist also jeder lokal
injektive Fre´chetraum lokal R-azyklisch. Nukleare Fre´chetra¨ume und quasinormable λ∞(B)-Ra¨ume
sind lokal injektiv nach Bemerkung 2.2.2 bzw. Beispiel 2.2.3.
Bemerkung 2.2.9 Ist F ein R-azyklischer Fre´chetraum, so gilt R0(F ) = R(F ).
Beweis: Nach einem Resultat von A. Grothendieck kann man zur Definition von Rl(F ) statt injek-
tive Auflo¨sungen auch R-azyklische Auflo¨sungen heranziehen (vgl. [Wei, Exercise 2.4.3]). Wendet
man dieses auf 0 → F → F → 0 → 0 → · · · an, so folgt die Behauptung. 2
Korollar 2.2.10 Sei R : FR → LR ein σ-stabiler Funktor und F ein Fre´chetraum mit Fundamen-
talsystem von Banachra¨umen F = (Fn, ρnm). Dann gilt:
a) R1(F ) = 0 ⇒ proj1R0(Fn) = 0.
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b) Rl(F ) = 0 fu¨r l ≥ 2 und R1(F ) = proj1R(Fn), falls F lokal R-azyklisch ist. Insbesondere gilt
dies fu¨r lokal injektive Fre´chetra¨ume.
Beweis: Dies folgt aus Theorem 2.2.6 und der vorigen Bemerkung, wobei man beachtet, daß projl
invariant bzgl. a¨quivalenten Spektren ist (Beispiel 2.1.13). Man kann natu¨rlich auch direkt die
lange exakte Kohomologie-Sequenz auf die kanonische Auflo¨sung von F anwenden und mit der σ-
Stabilita¨t des Funktors R argumentieren, was einem Beweis von Theorem 2.2.6 fu¨r obige Situationen
gleichkommt. 2
Wie das obige Korollar zeigt, ist es von immenser Bedeutung, notwendige und hinreichende Bedin-
gungen fu¨r proj1 X = 0 zu haben.
Theorem 2.2.11 Fu¨r ein projektives Spektrum X = (Xn, ρnm) linearer Ra¨ume gelten folgende
Aussagen:
a) Fu¨r jedes n ∈ N sei eine Folge (Bn,N )N von Banachkugeln in Xn gegeben, die Xn u¨berdecken,
so daß das Bild von Bn+1,N unter ρnn+1 in einem Bn,M enthalten ist. Dann gilt proj
1 X = 0
genau dann, wenn es zu jedem n eine Banachkugel Dn ⊆ Xn gibt mit:
i) ρnn+1(Dn+1) ⊆ Dn fu¨r alle n,
ii) fu¨r alle n existiert ein m ≥ n, so daß fu¨r alle k ≥ m gilt: ρnm(Xm) ⊆ ρnk (Xk) +Dn.
Ist proj1 X = 0, so finden wir eine Folge (Nj)j mit Dn = ∩nj=1(ρjn)−1Bj,Nj . Insbesondere gibt
es also fu¨r alle n ein N und ein m ≥ n, so daß fu¨r alle k ≥ m die folgende Inklusion gilt:
ρnm(Xm) ⊆ ρnk (Xk) +Bn,N .
b) Fu¨r jedes n sei ein System Bn von Banachkugeln in Xn gegeben, die Xn u¨berdecken, bzgl.
der Mengeninklusion gerichtet und stabil bzgl. der Multiplikation mit Skalaren sind, so daß
das Bild von jeder Banachkugel von Bn+1 unter ρnn+1 in einer Banachkugel von Bn enthalten
ist. Dann gilt proj1X = 0, falls folgende Bedingung erfu¨llt ist: Fu¨r alle n existiert ein m ≥ n,
so daß es fu¨r alle k ≥ m ein B ∈ Bn gibt, so daß fu¨r alle M ∈ Bm ein K ∈ Bk existiert mit:
ρnm(M) ⊆ ρnk (K) +B.
Teil a) des Theorems geht auf V.P. Palamodov und V.S. Retakh zuru¨ck (vgl. [Pal, Theorem 5.4]),
wa¨hrend das Resultat unter b) in dieser Form auf einer Beobachtung von M. Langenbruch ([Lan])
beruht, daß man in den von R. Braun und D. Vogt ([BraVog]) bzw. L. Frerick und J. Wengenroth
([FreWen]) voneinander unabha¨ngig erzielten Ergebnissen die Reihenfolge der Quantoren wie oben
getrennt nach Stufen und interpolierenden Bedingungen umstellen kann. Fu¨r ein intensives Studium
obiger Resultate sei auf die Habilitationsschrift von J. Wengenroth ([Wen]) verwiesen.
Abschließend wollen wir noch einige Resultate der Ext-Theorie zitieren. Wir betrachten im folgen-
den nur den wichtigen Fall, daß fu¨r den Funktor L(E, · ) : FR → LR der lokalkonvexe Raum E als
Fre´chetraum vorausgesetzt sei.
Bemerkung 2.2.12 Fu¨r Fre´chetra¨ume E und F sind die folgenden Bedingungen a¨quivalent:
a) Ext1(E,F ) = 0.
b) Der Funktor L(E, · ) ist exakt auf jeder kurzen exakten FR-Sequenz, die mit F startet.
c) Jede Erweiterung von (E,F ), d.h. jede exakte FR-Sequenz 0 → F → G → E → 0, zerfa¨llt.
Beweis: Fu¨r die A¨quivalenz von a) und b) siehe Korollar 2.1.14. Fu¨r b) ⇒ c) lifte man idE .
c) ⇒ b): Sei dazu 0 → F f−→ G2 g−→ H → 0 eine exakte FR-Sequenz und ϕ ∈ L(E,H) vorge-
geben. Dann induziert G := { (x, y) ∈ G2×E : g(x) = ϕ(y) } auf kanonische Weise eine Erweiterung
von (E,F ). Ist R = (R1, R2) eine Rechtsinverse der Projektion G → E, so ist g∗(R1) = ϕ. 2
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Aufgrund obiger Bemerkung sind notwendige und hinreichende Bedingungen fu¨r Ext1(E,F ) = 0 von
großem Interesse, zumindestens fu¨r Ra¨ume, die in der Praxis oft vorkommen. Dies gelang in [Vog1]
und [FreWen]. Eine Analyse dieser Arbeiten und der Langenbruch’schen Beobachtung zeigt, daß
in den vier Standardfa¨llen die untenstehende Bedingung (SK′3 )0 charakterisierend ist. Die Notation
ist wie folgt: E ist ein echter Fre´chetraum, d.h. kein Banachraum, mit Fundamentalfolge von
Halbnormen ‖ · ‖1 ≤ ‖ · ‖2 ≤ . . . und (Fn, ρnm) ein Fundamentalsystem von Banachra¨umen fu¨r den
Fre´chetraum F , Un := BFn . Weiter verwenden wir die abku¨rzende Notation ‖x‖L := ‖φLK(x)‖EL
fu¨r x ∈ EK und K ≥ L, wobei φLK : EK → EL die kanonische Abbildung zwischen den lokalen
Banachra¨umen von E sei.
Theorem 2.2.13 (Haupttheorem Ext-Theorie) Unter einer der folgenden Voraussetzungen
i) F = λ∞(A) ii) E nuklear iii) F nuklear iv) E = λ1(A)
gilt Ext1(E,F ) = 0 genau dann, wenn das Paar (E,F ) der folgenden Bedingung genu¨gt:
(SK′3 )0 Fu¨r alle n existiert ein m ≥ n, so daß es fu¨r alle k ≥ m ein N gibt, so daß fu¨r alle
M ≥ N und ε > 0 ein K ≥M und ein S > 0 existiert mit
‖x‖M · ρnm(Um) ⊆ S · ‖x‖K · ρnk (Uk) + ε · ‖x‖N · Un
fu¨r alle x ∈ EK .
Des weiteren zeigte D. Vogt in [Vog1], daß in den vier Standardfa¨llen Ext1(E,F ) = 0 gilt, falls E die
Eigenschaft (DN) und F die Eigenschaft (Ω) hat. Hierbei sind die linear topologischen Invarianten
(DN) und (Ω) wie folgt definiert:
Definition 2.2.14 Seien E und F Fre´chetra¨ume mit wachsenden Fundamentalfolgen von Halbnor-
men (‖ · ‖N )N bzw. (‖ · ‖n)n.
a) Wir sagen E habe die Eigenschaft (DN), falls ein N existiert, so daß es fu¨r alle M ≥ N und
θ ∈]0, 1[ ein K ≥M und ein S > 0 gibt mit
‖x‖M ≤ S · ‖x‖θK · ‖x‖1−θN
fu¨r alle x ∈ E. Die N -te Halbnorm ist offenbar eine Norm und heißt dominierende Norm.
b) F habe die Eigenschaft (Ω), falls fu¨r alle n ein m ≥ n existiert, so daß es fu¨r alle k ≥ m ein
δ ∈]0, 1[ und C > 0 gibt mit
‖y′‖∗m ≤ C · (‖y′‖∗k)δ · (‖y′‖∗n)1−δ
fu¨r alle y′ ∈ F ′. Hierbei ist ‖y′‖∗l := sup‖x‖l≤1 |y′(x) |∈ [0,∞].
(DN) vererbt sich auf Unterra¨ume, (Ω) auf Quotienten. Potenzreihenra¨ume unendlichen Typs
haben (DN) und (Ω), wa¨hrend die von endlichem Typ stets (Ω) und niemals (DN) haben. Mit
obigen Definitionen gelang D. Vogt der Durchbruch in der Strukturtheorie des Raumes s der schnell
fallenden Folgen. Die Unterra¨ume von s sind die nuklearen Fre´chetra¨ume mit (DN), die Quotienten
von s die nukleare Fre´chetra¨ume mit (Ω) und die komplementierten Unterra¨ume von s die nuklearen
Fre´chetra¨ume mit (DN) und (Ω) (siehe [MeiVog, §31]).
Eine sehr grobe Beweisskizze des Haupttheorems liest sich folgendermaßen: Nach Korollar 2.2.10
a) folgt aus Ext1(E,F ) = 0 stets proj1L(E,Fn) = 0. Damit geht man nun in das Theorem
2.2.11 a) und bekommt erste notwendige Bedingungen, die letztlich zu (SK′3 )0 fu¨hren. Da unter
milden Zusatzvoraussetzungen, welche man aus der Bedingung (SK′3 )0 ableiten kann, in den vier
Standardfa¨llen Ext1(E,F ) = proj1L(E,Fn) gilt (vgl. Korollar 2.2.10 b)), rechnet man schließlich
mit (SK′3 )0 und sogenannter Zerlegungslemmata die Voraussetzungen von Theorem 2.2.11 b) nach.
Unser Ziel wird es sein, obige Resultate unter Beachtung der Beweisskizze so gut wie mo¨glich auf
die Tor-Theorie zu u¨bertragen. Genauer bedeutet dies, daß wir Tor1α(E,F ) = 0 fu¨r (DF )-Ra¨ume
E und Fre´chetra¨ume F diskutieren wollen.
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3 Die erste Rechtsableitung der Tensorproduktfunktoren
Bevor wir notwendige und hinreichende Bedingungen fu¨r das Verschwinden von Tor1α(E,F ) herleiten
und diese im na¨chsten Kapitel auf die vier Standardfa¨lle anwenden, wollen wir zuna¨chst in einem
separaten Abschnitt zum Teil sehr schlichte Beispiele angeben, die zum besseren Versta¨ndnis der
Materie beitragen ko¨nnen.
3.1 Allgemeine Betrachtungen
Wir werden uns nun mit der Bemerkung 2.1.15 bescha¨ftigen. Der Funktor idE⊗˜ε · : FR → LR ist
fu¨r jeden lokalkonvexen Raum E mit der A.E. linksexakt (Bemerkung 2.1.8 b)). Insbesondere gilt
dann
Tor0ε(E,F ) = E⊗˜εF
fu¨r jeden Fre´chetraum F (Bemerkung 2.1.6 b)). Die Konstruktion eines Gegenbeispiels fu¨r obige
Identita¨t wird fu¨r das injektive Tensorprodukt aufgrund der nicht leichten Handhabung von lokal-
konvexen Ra¨umen ohne die A.E. komplizierter sein. Fu¨r das projektive Tensorprodukt haben wir
jedoch:
Beispiel 3.1.1 Sei K = R. Es gelten folgende Aussagen:
a) l2⊗˜pil2  Tor0pi(l2, l2).
b) Der Funktor l2 : FR → LR ist nicht linksexakt.
Beweis: Zu a) Wir betrachten das folgende kommutative Diagramm
0 l2 F 0 F 1 · · ·
coker (ε)
w y wε '
')
q
wi0 wi1
c[[]
wobei die Zeile die gewohnte injektive Auflo¨sung von l2 sei, d.h. F 0 = l∞(B◦l2) usw. Durch Anwen-
dung des Funktors l2⊗˜pi · erhalten wir das kommutative Diagramm
0 l2⊗˜pil2 l2⊗˜piF 0 l2⊗˜piF 1
l2⊗˜picoker (ε)
w y widl2 ⊗˜piε

idl2 ⊗˜piq
widl2 ⊗˜pii0
IAAAC
Hierbei beachte man Satz 1.2.2 und die Semi-Injektivita¨t des Funktors l2⊗˜pi · (Bemerkung 2.1.9).
Nun gilt nach Korollar 1.1.8 a) und Lemma 1.2.1
Tor0pi(l2, l2) = ker (idl2⊗˜pii0) = ker (idl2⊗˜piq) =
(
ker (idl2 ⊗pi q)
)˜
=
(
im (idl2 ⊗pi ε)
)˜
= im (idl2 ⊗pi ε)
l2⊗˜piF 0
und l2⊗˜pil2 = im (idl2⊗˜piε). Folglich reicht es zu zeigen, daß idl2⊗˜piε kein abgeschlossenes Bild hat
bzw. in unserer Situation kein Monohomomorphismus ist. Angenommen, dies wa¨re doch der Fall.
Bezeichnet ϕ die Fortsetzung der Linearisierung der Bilinearform (x, y) 7→ 〈x, y〉 auf l2⊗˜pil2, so
finden wir aufgrund unserer Annahme nach dem Satz von Hahn-Banach eine stetige Fortsetzung φ
von ϕ auf l2⊗˜piF 0. Setzen wir nun
P : F 0 → l2 = l′2
y 7→ (x′ 7→ φ(x′ ⊗ y)),
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so ist nach dem Riesz’schen Darstellungssatz P eine stetige Projektion von F 0 = l∞(B◦l2) auf l2.
Also ist l2 komplementiert in einem injektiven Banachraum und daher selbst injektiv. Widerspruch.
Zu b) Der Funktor l2⊗˜pi · ist nicht linksexakt auf der exakten Sequenz 0 → l2 → F 0 → F 1, wie
der Beweis zu a) zeigt. 2
Aus Korollar 2.1.14 und Korollar 1.2.12 a) erhalten wir unmittelbar:
Beispiel 3.1.2 Sei E ein α-Raum (α = pi oder ε). Dann sind a¨quivalent:
a) Fu¨r jede exakte FR-Sequenz 0 → F → G → H → 0 ist die E⊗˜α · tensorierte Sequenz
0 → E⊗˜αF → E⊗˜αG → E⊗˜αH → 0
topologisch exakt.
b) Tor1α(E,F ) = 0.
Mit demselben Argument (diesmal mit Korollar 1.2.12 b)) folgert man das folgende Sa¨tzchen zur
Charakterisierung von pi- bzw. ε-Fre´chetra¨umen:
Satz 3.1.3 Ein Fre´chetraum E ist genau dann ein α-Raum (α = pi oder ε), falls Tor0α(E, · ) '
E⊗˜α · und Tor1α(E, · ) = 0 ist.
Mit obigem Satz ko¨nnen wir einfach zeigen, daß die Funktoren Tor1pi(E, · ) und Tor1ε(E, · ) i.A.
voneinander verschieden sind.
Beispiel 3.1.4 Es gibt einen Fre´chetraum F (sogar Banachraum) mit
Tor1pi(l1, F ) = 0 6= Tor1ε(l1, F ).
Beweis: l1 ist ein pi-Raum und damit Tor1pi(l1, F ) = 0 fu¨r jeden Fre´chetraum F . Da l1 die A.E. hat,
ist der Funktor l1⊗˜ε · linksexakt und daher Tor0ε(l1, · ) ' l1⊗˜ε · . Wa¨re nun Tor1ε(l1, F ) = 0 fu¨r alle
Fre´chetra¨ume F , so mu¨ßte nach Satz 3.1.3 der Banachraum l1 ein ε-Raum sein. Diese sind aber
gerade die L∞-Ra¨ume. Widerspruch. 2
Das folgende Beispiel trennt die Funktoren Tor0pi(E, · ) und Tor0ε(E, · ) voneinander:
Beispiel 3.1.5 Da l1 ein pi-Banachraum ist, l∞ nicht nuklear ist und l1 die A.E. hat, gilt
Tor0pi(l1, l∞) = l1⊗˜pil∞ 6= l1⊗˜εl∞ = Tor0ε(l1, l∞).
Andererseits ist aufgrund der Injektivita¨t von l∞: Tor1pi(l1, l∞) = 0 = Tor
1
ε(l1, l∞).
Daß fu¨r (DF)-Fre´chetraum-Situationen eine Dualita¨t der Tor- und Ext-Theorie im Sinne von
Tor1pi(E, · ) = Ext1(E′b, · )
gilt, ist i.A. schon fu¨r Banachra¨ume E falsch:
Beispiel 3.1.6 Es gibt einen Fre´chetraum F mit
Tor1pi(l1, F ) = 0 6= Ext1(l∞, F ).
Wa¨re dies nicht der Fall, so wa¨re der Funktor L(l∞, · ) exakt und damit l∞ projektiv. Widerspruch.
Ein konkreteres Gegenbeispiel hierfu¨r ist das folgende: Da jeder Banachraum Quotient eines l1(I)-
Raumes ist (I geeignet), existiert eine exakte Sequenz
0 → ker (q) i−→ l1(I) q−→ l∞ → 0.
Ext1(l∞, ker (q)) = 0 wu¨rde implizieren, daß l∞ komplementiert in l1(I) und daher projektiv ist.
Widerspruch.
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Den folgenden Satz findet man in einem allgemeineren Setting in [KabVog, 1.10].
Satz 3.1.7 Sei E = indN EN ein kompakt-regula¨rer (LB)-Raum , d.h. jede kompakte Teilmenge
von E sitzt in einer Stufe und ist dort kompakt. Weiter habe jedes EN die A.E. Dann ist fu¨r jede
⊗-Sequenz
0 → F i−→ G q−→ H → 0
von Banachra¨umen die Sequenz
0 → E⊗˜εF → E⊗˜εG → E⊗˜εG → 0
topologisch exakt.
Beweis: Wir wollen zuna¨chst drei Vorbemerkungen machen:
a) E ist kompakt-retraktiv, d.h. fu¨r jedes Kompaktum K ⊆ E existiert ein N mit K ⊆ EN und
TE |K = TEN |K , denn nach Voraussetzung finden wir ein N mit K ⊆ EN , so daß (K, TEN |K)
kompakt ist. Da (K, TEN |K) → (K, TE |K) eine stetige Bijektion und E separiert ist, folgt
TE |K = TEN |K .
b) E ist vollsta¨ndig, was z.B. aus a) folgt.
c) Nach [Jar, Proposition 18.2.5] besitzt E ebenfalls die A.E.
Aus b) und c) erhalten wir E⊗˜εL = E²L fu¨r jeden vollsta¨ndigen lokalkonvexen Raum L. Da die
vorgegebene Sequenz eine ⊗-Sequenz ist, ist nach Korollar 1.2.8 a) die Sequenz
0 → E⊗˜εF → E⊗˜εG → E⊗˜εH
topologisch exakt, so daß wir nur noch die Surjektivita¨t von idE⊗˜εq = idE²q zeigen mu¨ssen.
Sei dazu A ∈ E⊗˜εH = E²H vorgegeben. Gesucht ist ein B ∈ E²G mit idE²q(B) = A. Wir
betrachten At ∈ H²E = L²(H ′c, E) und setzen U := BH . Da H vollsta¨ndig ist, gilt nach dem Satz
von Banach-Dieudonne´ ([MeiVog, Lemma 24.21])
(∗) c(H ′,H) ist die feinste lokalkonvexe Topologie, die auf gleichstetigen Mengen mit σ(H ′,H)
u¨bereinstimmt.
Nach Alaoglu-Bourbaki ist daher U0 sogar c(H ′,H)-kompakt und damit At(U◦) kompakt in E.
Nach a) existiert ein N mit At(U◦) ⊆ EN und TE |At(U◦) = TEN |At(U◦). Folglich ist die Abbildung
At : (U◦, σ(H ′,H)|U◦) → EN stetig und nach (∗) ist At ∈ L²(H ′c, EN ) = H²EN . Da wir eine
⊗-Sequenz vorliegen haben, ist nach Korollar 1.2.8 b) iii) die Sequenz
0 → F²EN → G²EN → H²EN → 0
topologisch exakt, und wir finden ein C ∈ G²EN ⊆ G²E, das At ∈ H²EN liftet. Aus der Kommu-
tativita¨t des Diagramms
G²E H²E
E²G E²H
w
w
u
∼=
u
∼=
folgt nun mit B := Ct ∈ E²G die Behauptung. 2
Da in obigem Satz E die A.E. besitzt, ist der Funktor E⊗˜ε · : FR → LR linksexakt. Hieraus und
der langen exakten Kohomologie-Sequenz folgt mit Satz 1.2.10 sofort das
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Beispiel 3.1.8 Sei E = indN EN ein kompakt-regula¨rer (LB)-Raum, und jedes EN habe die A.E.
Dann ist Tor1ε(E,L∞) = 0.
Man ko¨nnte genauso Tor1ε(E,F ) = 0 folgern, falls eine ⊗-Sequenz von Banachra¨umen
0 → F → G → H → 0
mit injektivem G existiert. Da injektive Banachra¨ume L∞-Ra¨ume sind, kann man hieraus aber
schon schließen, daß auch F ein L∞-Raum sein muß ([KabVog, Satz 1.9]).
W. Kaballo zeigte in [Kab, 2.13] eine ”duale“Aussage zu Satz 3.1.7: Ist E = indN EN ein kompakt-
regula¨rer (LB)-Raum, wobei jedes EN ein L∞-Raum sei, so ist fu¨r jeden Epihomomorphismus
q : G→ H zwischen Banachra¨umen die Abbildung idE²q : E²G→ E²H ebenfalls surjektiv. Ist nun
X ein beliebiger Banachraum und
0 → X → G → H → 0
eine exakte Sequenz von Banachra¨umen mit injektivem G, so folgt wegen E⊗˜ε · = E² · (siehe
Beweis von Satz 3.1.7) aus der langen exakten Kohomologie-Sequenz
Beispiel 3.1.9 Sei E ein kompakt-regula¨rer (LB)-Raum mit L∞-Stufen. Dann ist
Tor1ε(E,X) = 0
fu¨r jeden Banachraum X. Die Anmerkung direkt im Anschluß zu Korollar 2.1.14 zeigt sogar
Torlε(E,X) = 0 fu¨r alle l ≥ 1. Jeder Banachraum ist also E⊗˜ε · -azyklisch.
Nach Korollar 2.2.10 a) gilt fu¨r jedes Fundamentalsystem (Fn, ρnm) fu¨r einen Fre´chetraum F stets
die Implikation
Tor1α(E,F ) = 0 ⇒ proj1Tor0α(E,Fn) = 0,
wobei E ein lokalkonvexer Raum und α eine Tensornorm ist. Rechentechnisch ist es natu¨rlich von
großem Nutzen, Tor0α(E,Fn) = E⊗˜αFn zu haben, was zum Beispiel mit lokal injektiven Fre´chet-
ra¨umen realisierbar ist. Wir wollen letzteres leicht abschwa¨chen:
Definition 3.1.10 Wir nennen einen Fre´chetraum F einen (FSL∞)-Raum, falls F ein Fundamen-
talsystem von L∞-Ra¨umen besitzt.
Beispiele fu¨r (FSL∞)-Ra¨ume sind nukleare Fre´chetra¨ume und C(R) = projn C([−n, n]), wobei die
Verbindungsabbildungen durch die Restriktionen gegeben seien.
Satz 3.1.11 Ist E ein lokalkonvexer Raum und F ein (FSL∞)-Raum, so gilt
Tor1ε(E,F ) = 0 ⇒ proj1E⊗˜εFn = 0.
Hat zudem E die v.A.E., so gilt dies auch fu¨r das projektive Tensorprodukt.
Beweis: Nach Korollar 2.2.10 genu¨gt es, Tor0ε(E,X) ∼= E⊗˜εX fu¨r jeden L∞-Raum X zu zeigen.
Sei 0 → X i→ X0 p→ X1 → . . . eine injektive Auflo¨sung von X. Fu¨r die erste Behauptung reicht
es, die Exaktheit der Sequenz
0 → E⊗˜εX idE⊗˜εi−→ E⊗˜εX0 idE⊗˜εp−→ E⊗˜εX1
nachzuweisen. Nach Satz 1.2.10 ist 0 → X → X0 → im p → 0 eine ⊗-Sequenz und damit
0 → E⊗˜εX → E⊗˜εX0 → E⊗˜εim (p)
ebenfalls exakt. Da E⊗˜ε · Monohomomorphismen in solche u¨berfu¨hrt, folgt die Injektivita¨t der
Abbildung E⊗˜εim (p) → E⊗˜εX1. Daher gilt ker idE⊗˜εp = im idE⊗˜εi, und wir erhalten das
Gewu¨nschte.
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Hat E die v.A.E., so ist auch E⊗˜piim (p) → E⊗˜piX1 injektiv, und der obige Beweis bleibt fu¨r das
projektive Tensorprodukt gu¨ltig. 2
Nach Satz 3.1.3 sind Fre´chetra¨ume L∞⊗˜ε · -azyklisch, was man auch aus dem folgenden Beispiel
herausziehen kann.
Beispiel 3.1.12 Fu¨r einen (FSL∞)-Raum E gilt Torlε(E, · ) = 0 fu¨r l ≥ 1.
Beweis: Es reicht, dies fu¨r l = 1 zu zeigen. Nach [Kab, Satz 2.5] hat E die A.E., und fu¨r je-
den Epihomomorphismus q zwischen Fre´chetra¨umen ist idE⊗˜εq wieder ein Epihomomorphismus.
Wenden wir die lange exakte Kohomologie-Sequenz auf eine exakte FR-Sequenz
0 → F → G → H → 0
mit injektivem G an, so folgt mit Tor0(E, · ) = E⊗˜ε · die Behauptung. 2
3.2 Notwendige Bedingungen fu¨r das Verschwinden
Wir wollen in diesem Abschnitt notwendige Bedingungen fu¨r das Verschwinden der ersten Rechts-
ableitung der Tensorproduktfunktoren herleiten. Fu¨r eine Tensornorm α, einen lokalkonvexen Raum
E und einen Fre´chetraum F mit Fundamentalsystem von Banachra¨umen (Fn, ρnm) haben wir nach
Korollar 2.2.10 a) die folgende Implikation zur Verfu¨gung:
Tor1α(E,F ) = 0 ⇒ proj1Tor0α(E,Fn) = 0.
Gilt nun Tor0α(E,Fn) = E⊗˜αFn fu¨r alle n, so ko¨nnen wir mittels des Theorems von Palamodov-
Retakh (Theorem 2.2.11 a)) erste notwendige Bedingungen fu¨r Tor1α(E,F ) = 0 angeben, sobald
wir die Voraussetzungen des Theorems zeigen ko¨nnen. Mit anderen Worten sind wir an geeigneten
(beschra¨nkten) Banachkugeln in E⊗˜αFn interessiert. Hierfu¨r beno¨tigen wir noch einige Vorberei-
tungen:
Definition 3.2.1 a) Ein lokalkonvexer Raum E heißt large,4 falls es zu jeder beschra¨nkten Teil-
menge C von E˜ eine beschra¨nkte Teilmenge B von E mit C ⊆ jE(B) gibt.
b) Wir sagen, daß ein lokalkonvexer Raum F die beschra¨nkte Approximationseigenschaft (b.A.E.)
hat, falls ein gleichstetiges Netz (gi : F → F )i∈I endlich-dimensionaler Operatoren existiert,
das punktweise gegen idF konvergiert.
Da auf gleichstetigen Mengen von L(F, F ) die schwache Topologie mit der Topologie der gleichma¨ßi-
gen Konvergenz auf absolutkonvexen kompakten Mengen u¨bereinstimmt, impliziert die b.A.E. stets
die A.E. Banachra¨ume mit Basis und L∞-Ra¨ume haben die b.A.E. Teil a) des folgenden Lemmas
geht auf A. Grothendieck zuru¨ck, Teil b) findet man in [PerBon].
Lemma 3.2.2 Es gelten folgende Aussagen:
a) (DF)-Ra¨ume sind large.
b) Sind E, F vollsta¨ndige, lokalkonvexe Ra¨ume, α eine Tensornorm und hat F die b.A.E., so ist
E ⊗α F large.
Beweis: Zu a) Sei E ein (DF)-Raum und B1 ⊆ B2 ⊆ . . . eine Fundamentalfolge von beschra¨nkten
Teilmengen in E, die o.E. absolutkonvex und abgeschlossen seien. Wir zeigen: (Bn)n ist eine
Fundamentalfolge von beschra¨nkten Teilmengen in E˜, wobei wie im folgenden der Abschluß in E˜
gemeint ist.
4Allgemein heißt ein Teilraum E eines lokalkonvexen Raumes G large, falls es fu¨r jede beschra¨nkte Teilmenge
C von G eine beschra¨nkte Teilmenge B von E mit C ⊆ B gibt. Da wir die Eigenschaft large zu sein nur im
Zusammenhang mit der Vervollsta¨ndigung beno¨tigen, lassen wir diesen Zusatz im folgenden einfach weg.
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Angenommen, dies ist nicht der Fall. Dann existiert eine beschra¨nkte Teilmenge C von E˜, so daß
es fu¨r alle n ein xn ∈ C mit xn /∈ n ·Bn gibt. Daher existieren Un = Γ(Un) ∈ U0(E) mit
(xn + 2n · Un) ∩ n ·Bn = ∅.
Folglich ist xn /∈ n · Bn + Un ⊆ n · (Bn + 2 · Un). Da die Folge (xn)n beschra¨nkt ist, kann
also ∩nBn + Un und damit auch ∩n(Bn + Un) keine Nullumgebung in E˜ sein. Andererseits ist
∩n(Bn + Un) eine Nullumgebung in E, da E ℵo-quasi-tonneliert ist. Widerspruch.
Zu b) Nach Voraussetzung existiert ein gleichstetiges Netz (gi : F → F )i∈I endlich-dimensionaler
Operatoren, das punktweise gegen idF konvergiert. Damit konvergiert offenbar auch das Netz
(idE ⊗α gi)i∈I punktweise gegen idE⊗αF und ist wegen der metrischen Abbildungseigenschaft
q1 ⊗α q2(x⊗ y) ≤ q1(x) · q2(y) (q1 ∈ cs(E), q2 ∈ cs(F ), x ∈ E, y ∈ F )
wieder gleichstetig. Folglich ist das Netz (idE⊗˜αgi)i∈I gleichstetig.
Wir wollen nun zeigen, daß (idE⊗˜αgi)i∈I punktweise gegen idE⊗˜αF konvergiert. Seien dazu z˜ ∈
E⊗˜αF und U ∈ U0(E⊗˜αF ) beliebig. Wir wa¨hlen ein V ∈ U0(E⊗˜αF ) mit V + V + V ⊆ U . Weiter
existiert eine kreisfo¨rmige Nullumgebung W ⊆ V mit⋃
i
idE⊗˜αgi(W ) ⊆ V
und dazu ein z ∈ E ⊗α F mit j(z)− z˜ ∈W , wobei j := jE⊗αF sei. Da die Zwischenbehauptung fu¨r
z˜ ∈ j(E ⊗α F ) klar ist, existiert ein i0, so daß fu¨r alle i ≥ i0 gilt: idE⊗˜αgi(j(z)) − j(z) ∈ W . Es
folgt fu¨r alle i ≥ i0:
idE⊗˜αgi(z˜)− z˜ = (idE⊗˜αgi(z˜)− idE⊗˜αgi(j(z))) + (idE⊗˜αgi(j(z))− j(z)) + (j(z)− z˜)
∈ V + V + V ⊆ U.
Sei nun B ⊆ E⊗˜αF beschra¨nkt. Da jedes gi endlich-dimensional ist, ist E ⊗α gi(F ) (⊆ E ⊗α F )
vollsta¨ndig. Damit faktorisiert jedes idE⊗˜αgi u¨ber E ⊗α F . Aufgrund der Gleichstetigkeit des
Netzes (idE⊗˜αgi)i∈I ist dann
C :=
⋃
i
idE⊗˜αgi(B)
eine beschra¨nkte Teilmenge von E ⊗α F . Die punktweise Konvergenz des Netzes gegen idE⊗˜αF
impliziert nun B ⊆ CE⊗αF . 2
Kommen wir nun zuru¨ck zu notwendigen Bedingungen fu¨r Tor1α(E,F ) = 0. Fu¨r den Rest dieses
Kapitels verwenden wir, wenn nichts anderes gesagt wird, das folgende:
Setting 3.2.3 Es sei stets α eine Tensornorm, E = indN EN ein vollsta¨ndiger (LB)-Raum mit
verbindenden Abbildungen
iN+1N : EN ↪→ EN+1 und iN : EN ↪→ E.
Dieser sei als echter (LB)-Raum vorausgesetzt, d.h. E ist kein Banachraum. Des weiteren nehmen
wir o.E. an, daß eine Fundamentalfolge von abgeschlossenen, beschra¨nkten Teilmengen von E durch
B1 := BE1 ⊆ B2 := BE2 ⊆ · · · gegeben wird. Fu¨r einen Fre´chetraum F mit Fundamentalsystem
von Banachra¨umen (Fn, ρnm) notieren wir fu¨r spa¨tere Zwecke Un := BFn , n ∈ N. Es gelte
a) Tor1α(E,F ) = 0 ⇒ proj1E⊗˜αFn = 0
und fu¨r ein (evtl. verschiedenes) Fundamentalsystem von Banachra¨umen eine der Bedingungen
b1) indN (EN ⊗α Fn) = E ⊗α Fn, und jedes Fn habe die b.A.E.
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b2) indN (EN ⊗˜αFn) = E⊗˜αFn, und jedes EN oder jedes Fn habe die A.E.
Man beachte hierbei, daß proj1 X invariant bzgl. a¨quivalenter Spektren ist und wir (LB)-Ra¨ume
als Einbettungsspektren vorausgesetzt haben. Fu¨r das projektive und injektive Tensorprodukt ist
letzteres in obigem Setting erfu¨llt, wie das folgende Lemma zeigt. Es sei angemerkt, daß das Lemma
fu¨r endlich erzeugte Tensornormen α gu¨ltig bleibt, siehe dazu [DefFlo1, 21.7].
Lemma 3.2.4 Sei α = pi oder α = ε, X ein Banachraum. Im Falle α = pi habe jedes EN oder
X die A.E. Dann sind die Abbildungen EN ⊗˜αX → E⊗˜αX und EN ⊗˜αX → EN+1⊗˜αX ebenfalls
injektiv. Insbesondere gilt dieses auch fu¨r EN ⊗α X → E ⊗α X und EN ⊗α X → EN+1 ⊗α X.
Beweis: Wir mu¨ssen die Behauptung lediglich fu¨r das projektive Tensorprodukt zeigen. Nach Vor-
aussetzung sind die Abbildungen EN ⊗˜piX → EN ⊗˜εX injektiv. Die Kommutativita¨t des folgenden
Diagramms
EN ⊗˜piX E(N+1)⊗˜piX
EN ⊗˜εX E(N+1)⊗˜εX
w
z
u u
y w
impliziert die Behauptung. 2
Wir wollen noch Beispiele fu¨r das Setting 3.2.3 angeben.
Beispiel 3.2.5 1) Fu¨r einen nuklearen Fre´chetraum F werden wir uns vollsta¨ndig auf das pro-
jektive Tensorprodukt zuru¨ckziehen ko¨nnen (Satz 4.3.2). Sei in diesem Fall also α = pi. Da
F lokal injektiv ist, gilt nach Korollar 2.2.10 sogar Tor1pi(E,F ) = proj
1E⊗˜piFn fu¨r jedes
Fundamentalsystem von Banachra¨umen (Fn, ρnm) fu¨r F . Andererseits besitzt F auch ein Fun-
damentalsystem bestehend aus l1-Ra¨umen. Nach einem Resultat von S. Melikhov (siehe [Mel,
Theorem 5])5 folgt
indN (EN ⊗˜pil1) = E⊗˜pil1
fu¨r regula¨re (LB)-Ra¨ume E. Folglich sind a) und b2) erfu¨llt.
2) Sei α = ε und F ein (FSL∞)-Raum. Nach Satz 3.1.11 gilt Bedingung a) und nach [PerBon,
11.4.45]
indN (EN ⊗ε L∞) = E ⊗ε L∞.
Also ist b1) erfu¨llt. Ist E sogar kompakt-regula¨r, so gilt nach [Hol1, Corollary 4.4] auch
entsprechendes fu¨r das vollsta¨ndige injektive Tensorprodukt. In diesem Fall ist also b2) erfu¨llt.
3) Sei α eine Tensornorm und E besitze eine Zerlegung der Eins, so ist b1) erfu¨llt, da dann
indN (EN ⊗α X) = E ⊗α X
fu¨r jeden Banachraum X gilt ([Har, Korollar 2.14]).
Dabei heißt eine Folge stetiger linearer Abbildungen (ψN : E → EN )N eine Zerlegung der Eins
fu¨r E, falls fu¨r alle N die Identita¨t ψM ◦ iN = 0 fu¨r fast alle M und idE =
∑
N iN ◦ ψN gilt.
Abza¨hlbare direkte Summen und der Raum D(Ω) = indN D(KN ) der C∞-Funktionen mit
kompaktem Tra¨ger, ∅ 6= Ω ⊆ Rn offen mit kompakter Ausscho¨pfung (KN )N , sind kanonische
Beispiele fu¨r Ra¨ume mit Zerlegung der Eins, die den Begriff rechtfertigen.
5S. Melikhov teilte mir wa¨hrend einer AG-Pause mit, daß man sein Resultat mit allgemeineren Methoden von A.
Pietsch ebenfalls erzielen kann.
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Weitere Beispiele werden wir in Abschnitt 5.1 kennenlernen. Die Bedingung b2) ist recht stark (dafu¨r
rechentechnisch sehr gu¨nstig), wa¨hrend die Vertauschungseigenschaft unter b1) fu¨r das projektive
Tensorprodukt stets erfu¨llt ist ([Jar, 15.5.4])! Daher wollen wir notwendige Bedingungen zuna¨chst
mit dem Setting a) und b1) durchrechnen und an spa¨terer Stelle auf b2) zuru¨ckkommen.
Nach Lemma 3.2.2 b) liegt dann fu¨r jedes n folgende Situation vor:
indN (EN ⊗α Fn) = E ⊗α Fn E⊗˜αFn.y wlarge
Folglich ist (BEN⊗αFn
E⊗˜αFn)n eine Fundamentalfolge von beschra¨nkten Teilmengen in E⊗˜αFn.
Sei Cn,1 := 1. Da die Abbildungen iN+1N ⊗α idFn stetig sind, finden wir induktiv eine Folge von
Konstanten Cn,N ≥ N mit
iN+1N ⊗α idFn(Cn,N ·BEN⊗αFn) ⊆ Cn,N+1 ·BEN+1⊗αFn .
Wir setzen
Bn,N := Cn,N ·BEN⊗αFn
E⊗˜αFn
.
Damit gelten dann folgende Aussagen:
i) (Bn,N )N ist eine aufsteigende Folge von beschra¨nkten Banachkugeln in E⊗˜αFn,
ii) E⊗˜αFn =
⋃
N Bn,N ,
iii) Fu¨r alle n,N existiert ein N˜ mit idE⊗˜αρnn+1(Bn+1,N ) ⊆ Bn,N˜ .
i) erha¨lt man nach dem Lemma von Robertson ([MeiVog, 23.13 und 23.14]) und der Definition der
Bn,N . Die Aussage ii) folgt daraus, daß (BEN⊗αFn
E⊗˜αFn)n eine Fundamentalfolge von beschra¨nkten
Teilmengen in E⊗˜αFn und Cn,N ≥ N ist. Mit
idE⊗˜αρnn+1(Bn+1,N ) ⊆ idE⊗˜αρnn+1(Cn+1,N ·BEN⊗αFn+1)
E⊗˜αFn
(1)
= idEN ⊗α ρnn+1(Cn+1,N ·BEN⊗αFn+1)
E⊗˜αFn
⊆ C ·BEN⊗αFn
E⊗˜αFn
⊆ B
n,N˜
fu¨r geeignete C = C(N,n) > 0 und N˜ = N˜(n,N) folgt auch iii). Nach Theorem 2.2.11 a) gilt also:
Lemma 3.2.6 Mit den obigen Bezeichnungen ist
(S˜2) Fu¨r alle n existiert ein N und ein m ≥ n, so daß fu¨r alle k ≥ m gilt:
idE⊗˜αρnm(E⊗˜αFm) ⊆ idE⊗˜αρnk (E⊗˜αFk) +Bn,N
eine notwendige Bedingung fu¨r proj1E⊗˜αFn = 0.
Wir wollen nun die Bedingung (S˜2) weiter modifizieren, um einfachere Bedingungen zu erhalten.
Hierzu dienen die folgenden Lemmata, die uns grob gesprochen Schritt fu¨r Schritt einer hinreichen-
den Bedingung fu¨r proj1E⊗˜αFn = 0 na¨her bringen. Man vergleiche hierzu zum Beispiel [Vog4,
Abschnitt 2].
Lemma 3.2.7 In der Notation von oben ist
(S2) Fu¨r alle n existiert ein N und ein m ≥ n, so daß fu¨r alle M ≥ N und k ≥ m
es ein K ≥M und S > 0 gibt mit
idE⊗˜αρnm(Bm,M ) ⊆ S · (idE⊗˜αρnk (Bk,K) +Bn,N )
eine notwendige Bedingung fu¨r (S˜2).
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Beweis: Seien n,N,m und k wie in (S˜2). Wir erinnern daran, daß es sich bei den Bk,K um
beschra¨nkte Banachkugeln handelt. Folglich ist die Summe GK := [idE⊗˜αρnk (Bk,K)] + [Bn,N ] ein
Banachraum mit Einheitsball idE⊗˜αρnk (Bk,K) +Bn,N . Da (Bk,K)K eine aufsteigende Folge ist, ist
auch (GK)K eine aufsteigende Folge von linearen Unterra¨umen von E⊗˜αFn. Wir versehen den
linearen Raum G := ∪KGK mit der Teilraumtopologie von E⊗˜αFn. Nun ist wegen E⊗˜αFk =
∪KBk,K die rechte Seite von (S˜2) in G enthalten. Es gilt [idE⊗˜αρnk (Bk,K)]
stet
↪→ G und [Bn,N ] stet↪→ G,
folglich auch GK
stet
↪→ G. Sei nun M ≥ N beliebig. Insgesamt haben wir nach obigem das folgende
Diagramm mit stetigen linearen Abbildungen
[Bm,M ] E⊗˜αFm G
GK
z
u
∃K
y w widE⊗˜αρnm
/''''
''''
'''')
Nach dem Grothendieckschen Faktorisierungsatz finden wir ein K (und damit auch ein K ≥M), so
daß idE⊗˜αρnm u¨ber GK faktorisiert. Die Stetigkeit der gestrichelten Abbildung idE⊗˜αρnm impliziert
nun die Existenz einer Konstanten S > 0 mit idE⊗˜αρnm(Bm,M ) ⊆ S · (idE⊗˜αρnk (Bk,K)+Bn,N ). 2
Lemma 3.2.8 (S2) impliziert die Bedingung
(S′2) Fu¨r alle n existiert ein N und ein m ≥ n, so daß fu¨r alle M ≥ N und k ≥ m
es ein K ≥M und S > 0 gibt, so daß fu¨r alle x′ ∈ E′ gilt:
‖x′‖∗M · ρnm(Um) ⊆ S · (‖x′‖∗K · ρnk (Uk) + ‖x′‖∗N · Un)
Beweis: Sei o.E. x′ ∈ E′ − {0}. Wegen ‖x′‖∗M = supx∈BM |x′(x)| finden wir fu¨r alle M ∈ N ein
x0 = x0(M) ∈ BM mit
‖x′‖∗M ≤ 2 · x′(x0).
Fu¨r y ∈ Um ist also x0 ⊗α y ∈ BEM⊗αFm und daher x0⊗˜αy ∈ Cm,M · BEM⊗αFm
E⊗˜αFm = Bm,M .
Mit (S2) folgt damit
‖x′‖∗M · ρnm(Um) ⊆ 2 · x′(x0) · ρnm(Um)(2)
⊆ 2 · x′⊗˜αidFn(x0⊗˜αρnm(Um))
⊆ 2 · x′⊗˜αidFn(idE⊗˜αρnm(Bm,M ))
⊆ 2 · S · x′⊗˜αidFn(idE⊗˜αρnk (Bk,K) +Bn,N )
= 2 · S · x′⊗˜αρnk (Bk,K) + 2 · S · x′⊗˜αidFn(Bn,N ).
Wir zeigen nun folgende Inklusionen:
i) x′⊗˜αidFn(BEN⊗αFn) ⊆ ‖x′‖∗N · Un,
ii) x′⊗˜αρnk (BEK⊗αFk
E⊗˜αFk) ⊆ ‖x′‖∗K · ρnk (Uk).
Mit x′⊗˜αidFn(BEN⊗αFn) = x′|EN ⊗α idFn(BEN⊗αFn) ⊆ ‖x′|EN ⊗α idFn‖ ·Un ⊆ ‖x′‖∗N · 1 ·Un folgt
i). Betrachten wir die Abbildung ρnk : Fk → Fn und versehen ρnk (Fk) mit der Quotientennorm, so
ist ρnk (Uk) der Einheitsball in ρ
n
k (Fk) und ‖ρnk : Fk → ρnk (Fk)‖ = 1. Wir erhalten
x′⊗˜αρnk (BEK⊗αFk
E⊗˜αFk) = (idK⊗˜αρnk ) ◦ (x′⊗˜αidFk)(BEK⊗αFk
E⊗˜αFk)
⊆ ρnk (‖x′‖∗K · 1 · Uk)
= ‖x′‖∗K · ρnk (Uk)
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und damit ii). Insgesamt gilt nun mit i) und ii):
‖x′‖∗M · ρnm(Um) ⊆ 2 · S · x′⊗˜αρnk (Bk,K) + 2 · S · x′⊗˜αidFn(Bn,N )
= 2 · S · (x′⊗˜αρnk (Ck,K ·BEK⊗αFk) + x′⊗˜αidFn(Cn,N ·BEN⊗αFn))
⊆ 2 · S · (Ck,K · ‖x′‖∗K · ρnk (Uk) + Cn,N · ‖x′‖∗N · Un)
⊆ S˜ · (‖x′‖∗K · ρnk (Uk) + ‖x′‖∗N · Un),
wobei S˜ = max {2 · S · Ck,K , 2 · S · Cn,N} sei. Es folgt die Behauptung. 2
Die folgende Bedingung (S′2)0 entpuppt sich als Dreh- und Angelpunkt unserer weiteren Betrach-
tungen.
Lemma 3.2.9 Unter den obigen Voraussetzungen ist
(S′2)0 Fu¨r alle n existiert ein N und ein m ≥ n, so daß fu¨r alle M ≥ N , k ≥ m und ε > 0
es ein K ≥M und ein S > 0 gibt, so daß fu¨r alle x′ ∈ E′ gilt:
‖x′‖∗M · ρnm(Um) ⊆ S · ‖x′‖∗K · ρnk (Uk) + ε · ‖x′‖∗N · Un
eine notwendige Bedingung fu¨r (S′2).
Beweis: Wir wollen aus (S′2) zuna¨chst die folgende Bedingung folgern:
(Q) Fu¨r alle n existiert ein n˜ ≥ n, so daß es fu¨r alle k ≥ n˜ und ε > 0 ein S˜ > 0 gibt mit:
ρnn˜(Un˜) ⊆ S˜ · ρnk (Uk) + ε · Un.
Dazu wa¨hlen wir zu n ein N und ein m ≥ n nach (S′2) und setzen n˜ := m. Da E ein echter regula¨rer
(LB)-Raum ist, ist auch E′b ein echter Fre´chetraum, womit einM ≥ N mit ‖ · ‖∗M  ‖ · ‖∗N existiert.
Folglich gilt
inf
x′∈E′
‖x′‖∗
M
6=0
‖x′‖∗N
‖x′‖∗M
= 0,
und wir finden eine Folge (x′L)L in E
′ mit ‖x′L‖∗M 6= 0 fu¨r alle L und limL→∞ ‖x
′
L‖∗N
‖x′
L
‖∗
M
= 0. Seien nun
k ≥ n˜ und ε > 0 beliebig. Nach (S′2) existieren K ≥M und S > 0, so daß fu¨r alle L gilt:
‖x′L‖∗M · ρnn˜(Un˜) ⊆ S · (‖x′L‖∗K · ρnk (Uk) + ‖x′L‖∗N · Un).
Sei nun L so groß gewa¨hlt, daß ‖x
′
L‖∗N
‖x′
L
‖∗
M
< εS ist. Mit S˜ := S · ‖x
′
L‖∗K
‖x′
L
‖∗
M
folgt dann die Bedingung (Q).
Kommen wir nun zur Bedingung (S′2)0. Sei n gegeben. Wir wa¨hlen n˜ ≥ n nach (Q) und wenden
(S′2) auf n˜ an, was uns ein N und ein m ≥ n˜ liefert. Seien nun M ≥ N , k ≥ m und ε > 0 beliebig.
Aus (S′2) folgt, daß es ein K ≥M und ein Sˆ > 0 gibt, so daß fu¨r alle x′ ∈ E′ gilt:
‖x′‖∗M · ρn˜m(Um) ⊆ Sˆ · (‖x′‖∗K · ρn˜k (Uk) + ‖x′‖∗N · Un˜).(3)
Wenden wir nun (Q) auf k und ε
Sˆ
an, so finden wir ein S˜ mit
ρnn˜(Un˜) ⊆ S˜ · ρnk (Uk) +
ε
Sˆ
· Un.
Aus (3) erhalten wir damit
‖x′‖∗M · ρnm(Um) ⊆ Sˆ · (‖x′‖∗K · ρnk (Uk) + ‖x′‖∗N · ρnn˜(Un˜))
⊆ Sˆ · (‖x′‖∗K · ρnk (Uk) + ‖x′‖∗N · (S˜ · ρnk (Uk) +
ε
Sˆ
· Un))
⊆ Sˆ · (1 + S˜) · ‖x′‖∗K · ρnk (Uk) + ε · ‖x′‖∗N · Un.
Mit S := Sˆ · (1 + S˜) folgt nun (S′2)0. 2
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Der folgende Satz ist von zentraler technischer Bedeutung und bewahrt uns, wie wir spa¨ter sehen
werden (siehe Bemerkung 4.3.5), vor sta¨rkeren Voraussetzungen an den Raum E, um existierende
notwendige Bedingungen als hinreichend zu entlarven.
Satz 3.2.10 Besitzt F ein Fundamentalsystem von Banachra¨umen (Fn, ρnm), so daß im Setting
3.2.3 b2) erfu¨llt ist, so ko¨nnen wir statt (S′2)0 die Bedingung
(SK′2 )0 Fu¨r alle n existiert ein N und ein m ≥ n, so daß fu¨r alle M ≥ N , k ≥ m und ε > 0
es ein K ≥M und S > 0 gibt, so daß fu¨r alle x′ ∈ E′K gilt:
‖x′‖∗M · ρnm(Um) ⊆ S · ‖x′‖∗K · ρnk (Uk) + ε · ‖x′‖∗N · Un
folgern. Hierbei sei ‖x′‖∗L := supx∈BL |x′(x)| fu¨r L ≤ K.
Beweis: Mittels des Theorems von Retakh-Palamodov hatten wir erste notwendige Bedingungen
fu¨r das Verschwinden von proj1E⊗˜αFn erhalten. Da proj1 X invariant bzgl. a¨quivalenten Spektren
ist, ko¨nnen wir annehmen, daß jedes Fn b2) erfu¨llt. Insbesondere ist indN EN ⊗˜αFn wieder regula¨r,
so daß wir
(B
EN ⊗˜αFn)N = (BEN⊗αFn
E⊗˜αFn)N
als aufsteigende Fundamentalfolge von beschra¨nkten, abgeschlossenen Mengen in E⊗˜αFn betrachten
ko¨nnen.
Im folgenden wollen wir die entsprechenden Modifikationen in diesem Abschnitt angeben, um in
(S′2) und in (S
′
2)0 ”x
′ ∈ E′“ durch ”x
′ ∈ E′K“ ersetzen zu ko¨nnen.
Die Lemmata 3.2.6 und 3.2.7 ko¨nnen wortwo¨rtlich mit den dort stehenden Beweisen u¨bernommen
werden. Wir wollen hervorheben, daß idE⊗˜αρnn+1(Bn+1,N ) in einem skalaren Vielfachen von Bn,N
enthalten ist, was man sofort an der Inklusionskette (1) sieht. Daher gilt auch
idE⊗˜αρnk (Bk,K) ⊆ Skalar ·Bn,K fu¨r alle k, n,K.(4)
Im Beweis von Lemma 3.2.8 ersetze man x′ ∈ E′ − {0} durch x′ ∈ E′K − {0}. Wegen (4) macht
die Inklusionskette (2) wieder Sinn. Den Rest des Beweises kann man wiederum wortwo¨rtlich
u¨bernehmen. Um im Beweis von Lemma 3.2.9 die Bedingung (Q) zu folgern, muß man dann
natu¨rlich (SK′2 ) auf die Folge (i
′
K(x
′
L))L statt (x
′
L)L anwenden. In (3) ersetze man x
′ ∈ E′ durch
x′ ∈ E′K . 2
Auch wenn wir im allgemeinen mit (SK′2 )0 als notwendige Bedingung fu¨r Tor
1
α(E,F ) = 0 arbeiten
werden, sei angemerkt, daß die bekanntere Bedingung (S∗2 )0 ebenfalls notwendig ist:
Korollar 3.2.11 Besitzt F ein Fundamentalsystem von Banachra¨umen (Fn, ρnm), so daß im Setting
3.2.3 b2) erfu¨llt ist, so ist die Bedingung
(S∗2 )0 Fu¨r alle n existiert ein N und ein m ≥ n, so daß fu¨r alle M ≥ N , k ≥ m und ε > 0
es ein K ≥M und ein S > 0 gibt, so daß fu¨r alle x′ ∈ E′K und y′ ∈ F ′n gilt:
‖x′‖∗M‖y′‖∗m ≤ max {S · ‖x′‖∗K‖y′‖∗k, ε · ‖x′‖∗N‖y′‖∗n} .
notwendig fu¨r Tor1α(E,F ) = 0. Hierbei ist ‖y′‖∗l := supy∈Ul |y′(ρnl (y))| fu¨r y′ ∈ F ′n und l ≥ n.
Beweis: Da die Bedingung (SK′2 )0 invariant bzgl. a¨quivalenten Spektren von F ist, sei o.E. (Fn, ρ
n
m)
reduziert, womit das duale Spektrum ein Einbettungsspektrum ist. Wir machen folgende Fallun-
terscheidung:
a) ‖x′‖∗N 6= 0. Aus (SK′2 )0 folgt durch Polarisation bzgl. 〈Fn, F ′n〉 wegen (A+B)◦ ⊇ 12 ·(A◦∩B◦)
die Inklusion
1
2
·
(
1
S · ‖x′‖∗K
· (ρnk (Uk))◦ ∩
1
ε · ‖x′‖∗N
· U◦n
)
⊆ 1‖x′‖∗M
· (ρnm(Um))◦.
Dies impliziert schon (S∗2 ), denn fu¨r y
′ ∈ F ′n − {0} gilt:
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i) y
′
‖y′‖∗n ∈ U
◦
n, also
1
2 · ‖ 1ε·‖x′‖∗
N
· y′‖y′‖∗n ‖
∗
m · ‖x′‖∗M ≤ 1,
ii) y
′
‖y′‖∗
k
∈ (ρnkUk)◦, also 12 · ‖ 1S·‖x′‖∗
K
· y′‖y′‖∗
k
‖∗m · ‖x′‖∗M ≤ 1.
b) ‖x′‖∗N = 0. Dies folgt wie im Fall a), indem man dort die Terme mit ‖x′‖∗N wegla¨ßt und die
Fa¨lle ‖x′‖∗M 6= 0 bzw. = 0 unterscheidet. 2
Fu¨r spa¨tere Zwecke wollen wir noch kurz untersuchen, welche Informationen u¨ber das Paar (E,F )
sich aus unseren Bedingungen (SK′2 ) bzw. (S
K′
2 )0 gewinnen lassen. Man siehe hierzu [Vog1].
Definition 3.2.12 Ein Fre´chetraum G heißt abza¨hlbar normiert, falls ein Fundamentalsystem von
Halbnormen ‖ · ‖1 ≤ ‖ · ‖2 ≤ . . . fu¨r G existiert, so daß die verbindenden Abbildungen φMM+1 :
GM+1 → GM zwischen den lokalen Banachra¨umen injektiv sind.
Bemerkung 3.2.13 Ist G abza¨hlbar normiert, so besitzt G ein Fundamentalsystem von Normen.
Insbesondere hat dann G eine stetige Norm.
Beweis: Nach Voraussetzung existiert ein Fundamentalsystem von Halbnormen wie in der Defini-
tion. Sei N beliebig und es gelte ‖x‖N = 0 fu¨r ein x ∈ G. Es reicht, ‖x‖M = 0 fu¨r M > N
nachzurechnen. Aus der Kommutativita¨t des Diagramms
G GN
GM .
wφN
u
φM
"

ﬁ
φNM
und ‖φN (x)‖N = ‖x‖N folgt auch φM (x) = 0. Daher ist ‖x‖M = ‖φM (x)‖M = 0. 2
Fre´chetra¨ume mit der Eigenschaft (DN) sind abza¨hlbar normiert, was man per Induktion mittels
der definitorischen (DN)-Eigenschaft folgert (vgl. Beweis von Lemma 3.2.15). Ein weiteres
Beispiel 3.2.14 λ∞(A) ist genau dann abza¨hlbar normiert, falls ein N existiert mit aj,N > 0 fu¨r
alle j.
Beweis: Nach Bemerkung 3.2.13 existiert ein N , so daß auch ‖x‖N = supj aj,N · | xj | eine Norm
ist. Dies zeigt die Notwendigkeit der Bedingung. Es gelte nun aj,N > 0 fu¨r alle j. Dann ist fu¨r alle
M ≥ N die identische Abbildung
λ∞M+1(A) := l∞((aj,M+1)j) → λ∞M (A) := l∞((aj,M )j)
injektiv, und die Behauptung folgt aus der Kommutativita¨t des Diagramms
(λ∞(A))M+1 (λ∞(A))M
l∞((aj,M+1)j) l∞((aj,M )j).
z
u
w
z
u
y w
2
Lemma 3.2.15 Sei G ein Fre´chetraum mit Fundamentalsystem von Banachra¨umen (GN , φNM ). Ist
G nicht abza¨hlbar normiert, so finden wir zu jedem N ein M > N , so daß fu¨r alle K > M ein
x ∈ GK existiert mit φMK (x) 6= 0, aber φNK(x) = 0.
Beweis: Wir zeigen die Kontraposition der Behauptung. Es gilt mit verneinten Quantoren zu
obigen die Implikation φNK(x) = 0 ⇒ φMK (x) = 0 fu¨r alle x ∈ GK . Folglich ist die Abbildung
φNM : φ
M
K (GK) → GN injektiv. Wir setzen K1 := N , K2 := K(N + 1), K3 := K(K2) usw. und
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erhalten so ein a¨quivalentes Spektrum (GKl , φ
Kl
Kl+1
) fu¨r G. Zur Vereinfachung der Notation sei o.E.
Kl = l fu¨r alle l ∈ N. Die Kommutativita¨t der Diagramme
φll+1(Gl+1) φ
l−1
l (Gl)
G1
z
u
wφl−1l
[[[[[^
impliziert die Injektivita¨t der Abbildungen φl−1l : φ
l
l+1(Gl+1) → φl−1l (Gl). Wir betrachten die
beschra¨nkten Banachkugeln φll+1(BGl+1) und setzen
G˜l := φll+1(Gl+1) ⊆ Gl mit ‖ · ‖l˜ := pφl
l+1(BGl+1 )
und φ˜ll+1 := φ
l−1
l |G˜l .
Da die Diagramme
Gl Gl+1
G˜l G˜l+1
u

ﬂ
φll+1f[
[[^
u |
φ˜ll+1
f[
[[^
kommutieren, ist (G˜l, φ˜ll+1) ein a¨quivalentes Spektrum mit injektiven Verbindungsabbildungen. 2
Die folgende Definition geht auf S. Bellenot, E. Dubinsky und A. Grothendieck zuru¨ck.
Definition 3.2.16 Ein Fre´chetraum F heißt Quojektion, falls er isomorph zu einem projektiven
Limes von Banachra¨umen ist, wobei die verbindenden Abbildung surjektiv sind. A¨quivalent: Fu¨r
jede stetige Halbnorm p auf F ist der Quotient F/ker (q) ein Banachraum.
Korollar 3.2.17 Es gelte die Bedingung
(SK′2 ) Fu¨r alle n existiert ein N und ein m ≥ n, so daß fu¨r alle M ≥ N und k ≥ m
es ein K ≥M und ein S > 0 gibt, so daß fu¨r alle x′ ∈ E′K gilt:
‖x′‖∗M · ρnm(Um) ⊆ S · (‖x′‖∗K · ρnk (Uk) + ‖x′‖∗N · Un).
Dann ist E′b abza¨hlbar normiert oder F eine Quojektion.
Beweis: Ist E′b nicht abza¨hlbar normiert, so gilt die Bedingung aus Lemma 3.2.15 mit G = E
′
b.
Einsetzen dieser Bedingung in (SK′2 ) liefert fu¨r alle n ein m ≥ n, so daß fu¨r alle k ≥ m eine
Konstante Ck > 0 mit
ρnm(Um) ⊆ Ck · ρnk (Uk)
existiert. In Analogie zu Lemma 3.2.15 konstruiert man sich damit ein a¨quivalentes Spektrum fu¨r
F mit surjektiven Verbindungsabbildungen. 2
Bemerkung 3.2.18 Wie man leicht u¨berpru¨ft, kann man sa¨mtliche Resultate dieses Abschnitts
auch mittels entsprechender S3-Bedingungen formulieren und beweisen, d.h. statt der ersten not-
wendigen Bedingung (S˜2) startet man mit der schwa¨cheren Bedingung
(S˜3) Fu¨r alle n existiert m ≥ n, so daß es fu¨r alle k ≥ m ein N gibt mit:
idE⊗˜αρnm(E⊗˜αFm) ⊆ idE⊗˜αρnk (E⊗˜αFk) +Bn,N
usw. Ein solches Vorgehen wu¨rde zwar die bestehende Theorie in sich geschlossener darstellen, aber
wir verzichten darauf und arbeiten auf der notwendigen Seite mit den sta¨rkeren S2-Bedingungen,
wa¨hrend wir fu¨r hinreichende und in der Regel auch fu¨r charakterisierende Situationen die schwa¨che-
ren S3-Bedingungen benutzen.
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3.3 Hinreichende Bedingungen fu¨r das Verschwinden
Wir verwenden die Bezeichnungen aus dem letzten Abschnitt, siehe Setting 3.2.3. Aufgrund von
Theorem 2.2.11 b) fallen unsere Untersuchungen fu¨r hinreichende Bedingungen recht kurz aus.
Bemerkung 3.3.1 Aus (SK′2 )0 folgt unmittelbar die Bedingung
(SK′3 )0 Fu¨r alle n existiert ein m ≥ n, so daß es fu¨r alle k ≥ m ein N gibt, so daß fu¨r alle
M ≥ N und ε > 0 ein K ≥M und ein S > 0 existiert mit
‖x′‖∗M · ρnm(Um) ⊆ S · ‖x′‖∗K · ρnk (Uk) + ε · ‖x′‖∗N · Un
fu¨r alle x′ ∈ E′K .
Die generelle Strategie, um nun in speziellen Fa¨llen (SK
′
3 )0 als hinreichend fu¨r Tor
1
α(E,F ) = 0
nachzuweisen, ist grob gesprochen wie folgt: Aus (SK′3 )0 wollen wir je nachdem, ob wir genauere
Informationen u¨ber E und/oder F haben, durch Polarisation Bedingungen herleiten, um dann mit
diesen Elementartensoren zu zerlegen. Genauer wollen wir
(S⊗3 )0 Fu¨r alle n existiert ein m ≥ n, so daß es fu¨r alle k ≥ m ein N gibt, so daß fu¨r alle
M ≥ N und ε > 0 ein K ≥M und ein S > 0 existiert mit
idE⊗˜αρnm(BEM ⊗BFm) ⊆ S · idE⊗˜αρnk (BEK⊗˜αFk) + ε ·BEN ⊗˜αFn
als notwendig fu¨r (SK′3 )0 nachweisen. Eine weitere Bedingung in diesem Zusammenhang ist
(S⊗˜3 )0 Fu¨r alle n existiert ein m ≥ n, so daß es fu¨r alle k ≥ m ein N gibt, so daß fu¨r alle
M ≥ N und ε > 0 ein K ≥M und ein S > 0 existiert mit
idE⊗˜αρnm(BEM ⊗˜αFm) ⊆ S · idE⊗˜αρ
n
k (BEK⊗˜αFk) + ε ·BEN ⊗˜αFn .
Lemma 3.3.2 Fu¨r das projektive Tensorprodukt gilt stets die Implikation
(S⊗3 )0 ⇒ (S⊗˜3 )0.
Besitzt zudem F ein Fundamentalsystem von Banachra¨umen (Fn, ρnm), so daß Setting 3.2.3 b2) gilt,
so folgt weiter:
(S3)0 Fu¨r alle n existiert ein m ≥ n, so daß es fu¨r alle k ≥ m ein N gibt, so daß fu¨r alle
M ≥ N und ε > 0 ein K ≥M und S > 0 existiert mit:
idE⊗˜piρnm(Bm,M ) ⊆ S · idE⊗˜piρnk (Bk,K) + ε ·Bn,N .
Beweis: Dazu bemerken wir zuna¨chst, daß fu¨r alle z ∈ B
EM ⊗˜piFm Folgen (λj)j ∈ l1 mit ‖(λj)j‖1 ≤ 2,
(xj)j ∈ BEM und (yj)j ∈ BFm existieren, so daß sich z schreiben la¨ßt als z =
∑
j λj · xj ⊗ yj . Dies
sieht man wie folgt: Nach Definition gilt
1 ≥ pi(z) = inf

∞∑
j=1
‖x˜j‖ · ‖y˜j‖ : z =
∞∑
j=1
x˜j ⊗ y˜j
 .
Folglich existiert eine Darstellung z =
∑∞
j=1 x˜j⊗ y˜j mit
∑∞
j=1 ‖x˜j‖ ·‖y˜j‖ ≤ 2. Mit λj := ‖x˜j‖ ·‖y˜j‖,
xj :=
x˜j
‖x˜j‖ und yj :=
y˜j
‖y˜j‖ erhalten wir die Zwischenbemerkung, wobei Summanden gleich Null
nicht beru¨cksichtigt werden.
Fu¨r z =
∑
j λj · xj ⊗ yj ∈ BEM ⊗˜piFm wie oben gilt nach (S
⊗
2 )0:
idE⊗˜piρnm(z) =
∑
j
λj · (S · idE⊗˜piρnk (wj) + ε · vj)
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mit (wj)j ∈ BN
EK⊗˜piFk
und (vj)j ∈ BN
EN ⊗˜piFn
. Da (λj)j ∈ l1 ist und die Folgen (wj)j , (vj)j
beschra¨nkt sind, konvergieren die Reihen∑
j
λj · wj ∈ 2 ·BEK⊗˜piFk und
∑
j
λj · vj ∈ 2 ·BEN ⊗˜piFn .
Insgesamt gilt also
idE⊗˜piρnm(z) = S · idE⊗˜piρnk
(∑
j
λj · wj
)
+ ε ·
∑
j
λj · vj
∈ 2 · S · idE⊗˜piρnk (BEK⊗˜piFk) + 2 · ε ·BEN ⊗˜piFn .
Hieraus folgt die erste Behauptung. Wegen Setting 3.2.3 b2) ko¨nnen wir nun annehmen, daß
Bm,M = Cm,M ·BEM ⊗˜piFm ist, was den Beweis abschließt. 2
Der entscheidende Punkt in obiger Beweisfu¨hrung ist der, daß wir fu¨r Elemente des vollsta¨ndigen
projektiven Tensorprodukts EM ⊗˜piFm explizite Darstellungen besitzen. Ein mo¨glicher Ansatz fu¨r
ein entsprechendes Resultat fu¨r das injektive Tensorprodukt ist der, daß man sich auf Ra¨ume mit
der A.E. zuru¨ckzieht, um dann mit Operatoren zu argumentieren. Da wir dies an keiner Stelle
dieser Arbeit beno¨tigen, verzichten wir darauf.
Satz 3.3.3 (S3)0 ist nach Theorem 2.2.11 b) eine hinreichende Bedingung fu¨r das Verschwinden
von proj1E⊗˜αFn. Ist zudem F lokal E⊗˜α · -azyklisch, so gilt nach Korollar 2.2.10 sogar
0 = proj1E⊗˜αFn = Tor1α(E,F ).
Fu¨r α = pi kann man nach Lemma 3.3.2 fu¨r obige Aussagen die Bedingung (S3)0 durch (S⊗3 )0
ersetzen, sobald Setting 3.2.3 b2) gilt.
43
4 Die vier Standardfa¨lle
Wir wollen uns nun der U¨bertragung der vier Standardfa¨lle aus Theorem 2.2.13 auf die Tor-Theorie
zuwenden. Wie wir sehen werden, liegen diese ”symmetrisch“: Die nuklearen Situationen sind
unabha¨ngig von der gewa¨hlten Tensornorm, wa¨hrend die Ext-Fa¨lle F = λ∞(B) und E = λ1(A) mit
F = λ∞(B), α = ε bzw. E = k1(A), α = pi korrespondieren.
4.1 F = λ∞(B) und das injektive Tensorprodukt
Zuna¨chst werden wir ein Resultat fu¨r das injektive Tensorprodukt bringen, welches wir mittels eines
Arguments u¨ber a¨quivalente Funktoren sehr schnell auf Theorem 2.2.13 zuru¨ckfu¨hren ko¨nnen, und
das uns damit aufzeigt, daß auch fu¨r Tor-Situationen S3-Bedingungen die richtigen sind, die studiert
werden sollten. Dazu beno¨tigen wir
Lemma 4.1.1 Es sei E ein (DFM)-Raum mit der A.E. und F ein Fre´chetraum. Dann gilt E⊗˜εF =
E²F = L(E′c, F ) = L(E
′
b, F ) und der durch (x, y) 7→ (x′ 7→ x′(x) · y) gegebene Isomorphismus
ψF : E⊗˜εF → L(E′b, F ) ist funktoriell in F , d.h. fu¨r jeden FR-Morphismus f : F → G kommutiert
das Diagramm
L(E′b, F ) L(E
′
b, G)
E⊗˜εF E⊗˜εG
wf∗u
ψF ∼=
w
idE⊗˜εf
u
∼= ψG
Beweis: Die Kommutativita¨t verifiziert man unmittelbar auf dem dichten Teilraum E ⊗ε F von
E⊗˜εF . 2
Als Folgerung ko¨nnen wir nun festhalten:
Theorem 4.1.2 Sei E ein (DFM)-Raum mit der A.E. und F ein Fre´chetraum. Dann gelten fol-
gende Aussagen:
i) Torlε(E,F ) = Ext
l(E′b, F ) fu¨r alle l ≥ 0.
ii) E⊗˜ε · : FR → LR ist linksexakt, insbesondere gilt Tor0ε(E,F ) = E⊗˜εF .
iii) Es gilt Tor1ε(E,F ) = 0 genau dann, wenn fu¨r jede exakte FR-Sequenz
0 → F → G → H → 0
die E⊗˜ε · -tensorierte Sequenz
0 → E⊗˜εF → E⊗˜εG → E⊗˜εH → 0
(topologisch) exakt ist.
iv) Torlε(E,F ) = 0 fu¨r F = λ
∞(B) quasinormabel und l ≥ 2.
v) Ist E ein echter (DFM)-Raum mit der A.E. und F = λ∞(B), so gilt Tor1ε(E,F ) = 0 genau
dann, wenn die Bedingung
(SK′3 )0 Fu¨r alle n existiert ein m ≥ n, so daß es fu¨r alle k ≥ m ein N gibt, so daß fu¨r
alle M ≥ N und ε > 0 ein K ≥M und ein S > 0 existiert mit
‖x′‖∗M · ρnm(Um) ⊆ S · ‖x′‖∗K · ρnk (Uk) + ε · ‖x′‖∗N · Un
fu¨r alle x′ ∈ E′K
erfu¨llt ist, wobei (Fn, ρnm) ein Fundamentalsystem von Banachra¨umen fu¨r F sei.
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Beweis: Nach Lemma 4.1.1 sind die Funktoren
E⊗˜ε · ' L(E′b, · ) : FR → LR
natu¨rlich a¨quivalent, so daß sie (bis auf natu¨rliche A¨quivalenz) dieselben Rechtsableitungen besitzen.
Hieraus erhalten wir i) und ii). Fu¨r iii) verwende man die lange exakte Kohomologie-Sequenz und
fu¨r iv) beachte man Beispiel 2.2.3. Ist E ein echter (DFM)-Raum, so ist sein Dualraum E′b ein
echter Fre´chetraum, und nach Theorem 2.2.13 folgt auch die Behauptung unter iv). 2
Abschließend noch
Bemerkung 4.1.3 a) Es wa¨re gerechtfertigter gewesen, diesen Abschnitt mit ”E (DFM)-Raum
mit der A.E. und das injektive Tensoprodukt“ zu betiteln, da unter v) auch andere Fa¨lle
als F = λ∞(B) denkbar sind und unsere Argumentation vor allem auf der A¨quivalenz der
Funktoren E⊗˜ε · ' L(E′b, · ) basiert. Fu¨r andere Fa¨lle werden wir allerdings bessere Theoreme
zeigen. Andererseits sei fu¨r F = λ∞(B) folgendes angemerkt: Ist E = indNEN ein kompakt-
regula¨rer (LB)-Raum und F zudem quasinormabel (man beachte Beispiel 2.2.3 und Beispiel
3.2.5 2)), so steht man wegen EM ⊗˜εFm = EM ⊗˜ε(l1(b−1j,m))′b = K(l1(b−1j,m), EM ) vor dem
Problem, kompakte Operatoren geeignet in solche zu zerlegen! Es scheint unklar zu sein, ob
dieses mo¨glich ist.
b) Fu¨r einen (DFM)-Raum E vom Ko-Ko¨the-Typ k∞(A) werden wir spa¨ter sehen, daß man in
obigem Theorem 4.1.2 iv) und v) ganz auf weitere Voraussetzungen an den Fre´chetraum F
verzichten kann (Theorem 5.2.5).
4.2 E ein nuklearer (DF)-Raum
A¨hnlich wie im letzten Abschnitt liegt auch hier eine Besonderheit vor, da wir wieder mittels eines
Arguments u¨ber a¨quivalente Funktoren uns auf Theorem 2.2.13 zuru¨ckziehen ko¨nnen.
Bemerkung 4.2.1 Ein lokalkonvexer Raum E ist nach A. Grothendieck genau dann nuklear, falls
die Funktoren E⊗˜pi · und E⊗˜ε · : FR → LR identisch sind. Insbesondere gilt dies dann auch fu¨r
jede Tensornorm α.
An dieser Stelle ko¨nnen wir schon das Hauptresultat dieses Abschnitts formulieren und beweisen:
Theorem 4.2.2 Fu¨r einen nuklearen (DF)-Raum E, einen Fre´chetraum F und eine Tensornorm
α gelten folgende Aussagen:
i) Torlα(E,F ) = Ext
l(E′b, F ) fu¨r alle l ≥ 0.
ii) E⊗˜α · : FR → LR ist linksexakt, insbesondere gilt Tor0α(E,F ) = E⊗˜αF .
iii) Es gilt Tor1α(E,F ) = 0 genau dann, wenn fu¨r jede exakte FR-Sequenz
0 → F → G → H → 0
die E⊗˜α · -tensorierte Sequenz
0 → E⊗˜αF → E⊗˜αG → E⊗˜αH → 0
(topologisch) exakt ist.
iv) Torlα(E,F ) = 0 fu¨r l ≥ 2.
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v) Ist E ein echter nuklearer (DF)-Raum, so gilt Tor1α(E,F ) = 0 genau dann, wenn die folgende
Bedingung erfu¨llt ist:
(SK′3 )0 Fu¨r alle n existiert ein m ≥ n, so daß es fu¨r alle k ≥ m ein N gibt, so daß fu¨r
alle M ≥ N und ε > 0 ein K ≥M und ein S > 0 existiert mit
‖x′‖∗M · ρnm(Um) ⊆ S · ‖x′‖∗K · ρnk (Uk) + ε · ‖x′‖∗N · Un
fu¨r alle x′ ∈ E′K .
Hierbei ist wieder (Fn, ρnm) ein Fundamentalsystem von Banachra¨umen fu¨r F .
Beweis: Aufgrund der Nuklearita¨t ko¨nnen wir o.E. α = ε annehmen. Bekanntermaßen haben
nukleare Ra¨ume die A.E., und die starken Dualra¨ume von nuklearen (DF)-Ra¨ume sind nukleare
Fre´chetra¨ume.
Wir wollen das Theorem zuna¨chst fu¨r vollsta¨ndiges E beweisen: In diesem Fall ist E ein (DFM)-
Raum mit der A.E., und nach Lemma 4.1.1 sind die Funktoren E⊗˜ε · und L(E′b, · ) natu¨rlich
a¨quivalent. Hieraus folgen mit Theorem 2.2.13 wieder sa¨mtliche Behauptungen wie im Beweis von
Theorem 4.1.2. Fu¨r ii) kann man natu¨rlich auch Korollar 1.2.12 a) verwenden und fu¨r iv), daß jeder
Banachraum E⊗˜α · -azyklisch ist (was zum Beispiel daraus folgt, daß E′b lokal projektiv ist).
Ist nun E ein nuklearer (DF)-Raum, so ist nach Bemerkung 4.2.1 und dem Beweis von Lemma 3.2.2
die Vervollsta¨ndigung E˜ wieder ein nuklearer (DF)-Raum. Nach letzterem Lemma sind (DF)-Ra¨ume
large. Folglich gilt b(E˜′, E˜) = b(E′, E). Insgesamt folgt also E⊗˜ε · ' E˜⊗˜ε · ' L(E˜′b, · ) ' L(E′b, · ),
was den Beweis abschließt. 2
4.3 F ein nuklearer Fre´chetraum
Wir zeigen zuna¨chst folgendes: Fu¨r einen lokalkonvexen Raum E, einen nuklearen Fre´chetraum F
und eine Tensornorm α ko¨nnen wir uns fu¨r Betrachtungen bezu¨glich Tor1α(E,F ) = 0 o.E. auf das
projektive Tensorprodukt zuru¨ckziehen. Hierfu¨r beno¨tigen wir das folgende Lemma ([Jar, Proposi-
tion 17.3.8]):
Lemma 4.3.1 Sei E ein lokalkonvexer Raum und ρ : F → G eine nukleare Abbildung zwischen
lokalkonvexen Ra¨umen. Dann ist die Abbildung idE ⊗ ρ : E ⊗ε F → E ⊗pi G stetig.
Beweis: Sei ρ(y) =
∑∞
j=1 λj · y′j(y) · zj eine nukleare Darstellung von ρ, λ ∈ l1, {y′j} ⊆ V ◦ mit
V = Γ(V ) ∈ U0(F ) und {zj} ⊆ G beschra¨nkt. Weiter seien U = Γ(U) ∈ U0(E), W = Γ(W ) ∈
U0(G) und a =
∑L
l=1 xl⊗ yl ∈ E⊗F beliebig. Da {zj} ⊆ G beschra¨nkt ist, existiert ein C > 0 mit
pW (zj) ≤ C fu¨r alle j ∈ N. Mit der Normformel und kanonischer Schreibweise fu¨r die definierenden
Halbnormensystem von E ⊗pi G bzw. E ⊗ε F erhalten wir die Abscha¨tzung
piU,W (idE ⊗ ρ(a)) = piU,W
( L∑
l=1
xl ⊗
( ∞∑
j=1
λj · y′j(yl) · zj
))
= piU,W
( ∞∑
j=1
λj ·
( L∑
l=1
y′j(yl) · xl
)
⊗ zj
)
≤
∞∑
j=1
|λj | · sup
x′∈U◦
∣∣∣ L∑
l=1
y′j(yl) · x′(xl)
∣∣∣ · pW (zj)
≤ C ·
∞∑
j=1
|λj | · sup
x′∈U◦
y′∈V ◦
∣∣∣ L∑
l=1
y′(yl) · x′(xl)
∣∣∣
= C · ‖λ‖1 · εU,V (a),
und hieraus das Lemma. 2
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Sei nun α eine Tensornorm, E ein lokalkonvexer Raum und (Fn, ρnm) ein Fundamentalsystem von
Banachra¨umen fu¨r den nuklearen Fre´chetraum F , so daß die verbindenden Abbildungen ρnn+1 :
Fn+1 → Fn nuklear sind. Nach Lemma 4.3.1 ist die Abbildung idE ⊗ ρnn+1 : E ⊗ε Fn+1 → E ⊗pi Fn
stetig und damit auch idE⊗˜ρnn+1 : E⊗˜αFn+1 → E⊗˜piFn. Wie man sofort auf Elementartensoren
nachrechnet, ist daher das folgende Diagramm
E⊗˜piFn E⊗˜piFn+1
E⊗˜αFn E⊗˜αFn+1
AAAD˜id
u
idE⊗˜piρnn+1
AAAD˜id
u
idE⊗˜αρnn+1

 idE⊗˜ρnn+1
kommutativ, womit die projektiven Spektren (E⊗˜αFn, idE⊗˜αρnm) und (E⊗˜piFn, idE⊗˜piρnm) a¨quiva-
lent sind. Nach Beispiel 2.1.13 gilt also
proj1E⊗˜αFn = proj1E⊗˜piFn.
Da F nuklear ist, besitzt F ein Fundamentalsystem von injektiven Banachra¨umen, und wir erhalten
nach Korollar 2.2.10
Tor1α(E,F ) = proj
1E⊗˜αFn.
Insgesamt ko¨nnen wir also festhalten:
Satz 4.3.2 Fu¨r eine Tensornorm α, einen lokalkonvexen Raum E und einen nuklearen Fre´chetraum
F mit Fundamentalsystem von Banachra¨umen (Fn, ρnm) gilt:
Tor1α(E,F ) = proj
1E⊗˜αFn = proj1E⊗˜piFn = Tor1pi(E,F ).
Mit einem a¨hnlichen Argument ko¨nnen wir folgendes zeigen:
Bemerkung 4.3.3 Ist α eine Tensornorm, H ein distinguierter Fre´chetraum und F ein nuklearer
Fre´chetraum, so gilt Tor1α(H ′b, F ) = Ext
1(H,F ).
Beweis: Nach Satz 4.3.2 ko¨nnen wir o.E. α = pi annehmen. Es sei ‖ · ‖1 ≤ ‖ · ‖2 ≤ · · · eine
Fundamentalfolge von Halbnormen fu¨r H und (Fn, ρnm) ein Fundamentalsystem von l1-Ra¨umen fu¨r
F mit nuklearen Verbindungsabbildungen. Dann faktorisiert die Abbildung
L(H,Fn+1) = indNL(HN , Fn+1)
(ρnn+1)∗−→ L(H,Fn) = indNL(HN , Fn)
offenbar u¨ber indNN (HN , Fn) = indNH ′N ⊗˜piFn = H ′b⊗˜piFn (Beispiel 3.2.5 1)) und es kommutiert
das Diagramm
H ′b⊗˜piFn H ′b⊗˜piFn+1
L(H,Fn) L(H,Fn+1).
AAAAD
u
idH′ ⊗˜piρnn+1
AAAAD
u
(ρnn+1)∗


Hierbei bezeichnen wir mit N (X,Y ) den Raum der nuklearen Abbildungen von X nach Y , wobei
X und Y Banachra¨ume seien. Es folgt wieder Tor1pi(H ′b, F ) = proj
1H ′b⊗˜piFn = proj1L(H,Fn) =
Ext1(H,F ). 2
Kommen wir nun zum allgemeinen Fall. Dazu sei nach obigem o.E. α = pi. Des weiteren sei
E = indNEN ein echter, vollsta¨ndiger (LB)-Raum, o.E. B1 = BE1 ⊆ B2 = BE2 ⊆ · · · eine Funda-
mentalfolge von abgeschlossenen, beschra¨nkten Teilmengen von E, und F ein nuklearer Fre´chetraum
mit Fundamentalsystem von Banachra¨umen (Fn, ρnm), Un := BFn .
Unter Beachtung von Bemerkung 3.2.10 haben wir in Kapitel 3 die Bedingung (SK′3 )0 als notwendig
fu¨r Tor1pi(E,F ) = 0 nachgewiesen, so daß wir nun zum eigentlichen Hauptresultat dieses Abschnitts
u¨bergehen ko¨nnen:
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Satz 4.3.4 In unserer Notation von oben impliziert (SK′3 )0 die Bedingung
(S⊗3 )0 Fu¨r alle n existiert ein m ≥ n, so daß es fu¨r alle k ≥ m ein N gibt, so daß fu¨r alle
M ≥ N und ε > 0 ein K ≥M und ein S > 0 existiert mit
idE⊗˜piρnm(BEM ⊗BFm) ⊆ S · idE⊗˜piρnk (BEK⊗˜piFk) + ε ·BEN ⊗˜piFn
Beweis: Wir wollen aus (SK′3 )0 zuna¨chst die Bedingung
(Pol) Fu¨r alle n existiert ein m ≥ n, so daß es fu¨r alle k ≥ m ein N gibt, so daß fu¨r alle
M ≥ N und ε > 0 ein K ≥M und ein S > 0 existiert mit
‖y′‖∗m ·BM ⊆ S · ‖y′‖∗k ·BK + ε · ‖y′‖∗n ·BN
fu¨r alle y′ ∈ F ′n
folgern. Hierbei ist ‖y′‖∗l := supy∈Ul |y′(ρnl (y))| fu¨r y′ ∈ F ′n und l ≥ n.
Analog zu Korollar 3.2.11 ist auch eine entsprechende Bedingung
(S∗3 )0 Fu¨r alle n existiert ein m ≥ n, so daß es fu¨r alle k ≥ m ein N gibt, so daß fu¨r alle
M ≥ N und ε > 0 ein K ≥M und ein S > 0 existiert mit
‖x′‖∗M‖y′‖∗m ≤ max {S · ‖x′‖∗K‖y′‖∗k, ε · ‖x′‖∗N‖y′‖∗n}
fu¨r alle x′ ∈ E′K und y′ ∈ F ′n
notwendig fu¨r (SK′3 )0. Sei nun o.E. y
′ ∈ F ′n−{0}. Dann gilt ‖y′‖∗j 6= 0 fu¨r j = n,m, k. Im folgenden
polarisieren wir bzgl. des Dualsystems 〈EK , E′K〉. Aus (S∗3 )0 folgt
1
S · ‖y′‖∗k
·B◦K ∩
1
ε · ‖y′‖∗n
·B◦N ⊆
1
‖y′‖∗m
·B◦M .
Eine wiederholte Polarisation liefert wegen (A ∩B)◦ ⊆ A◦ +B◦ und dem Bipolarensatz:
‖y′‖∗m ·BM ⊆ ‖y′‖∗m · (BM )◦◦ ⊆ S · ‖y′‖∗k ·BK + ε · ‖y′‖∗n ·BN
EK
EK
⊆ 2 · S · ‖y′‖∗k ·BK + ε · ‖y′‖∗n ·BN
EK
⊆ 2 · S · ‖y′‖∗k ·BK + ε · ‖y′‖∗n · (BN +
S
ε
· ‖y
′‖∗k
‖y′‖∗n
·BK)
⊆ 3 · S · ‖y′‖∗k ·BK + ε · ‖y′‖∗n ·BN .
Hieraus erhalten wir die Implikation (SK′3 )0 ⇒ (Pol). Bevor wir mit dem Beweis fortfahren,
folgende
Bemerkung 4.3.5 Wu¨rde man (S′3)0 statt (S
K′
3 )0 zugrunde legen, so mu¨ßte man oben bzgl. des
Dualsystems 〈E,E′〉 polarsieren und wu¨rde
‖y′‖∗m ·BM ⊆ S · ‖y′‖∗k ·BK + ε · ‖y′‖∗n ·BN
E
erhalten. Um diesen Abschluß zu eliminieren, mu¨ßte man dann zum Beispiel E als Dualraum oder
als retraktiv annehmen, d.h. fu¨r jede beschra¨nkte Teilmenge B ⊆ E existiert ein N mit B ⊆ EN
und TE |B= TN |B , denn B := S · ‖y′‖∗k ·BK + ε · ‖y′‖∗n ·BN ist beschra¨nkt in E, und wir finden ein
K˜ ≥ K mit TE |B= TK˜ |B . Damit folgt dann
B
E
= B
E
K˜ ⊆ 2 · S · ‖y′‖∗k ·BK˜ + ε · ‖y′‖∗n ·BN .
Da F nuklear ist, besitzt F ein reduziertes projektives Spektrum (Fn, ρnm) aus Hilbertra¨umen und
nuklearen Verbindungsabbildungen ρnn+1. Bezeichne 〈 · , · 〉n das Skalarprodukt in Fn.
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Im folgenden nehmen wir stets k ≥ m ≥ n + 2 an. Da ρn+1k+1 : Fk+1 → Fn+1 nuklear ist, existieren
ein Orthonormalsystem (ej)j in Fk+1, eine Orthonormalbasis (fj)j in Fn+1 und eine Folge (aj)j
positiver Zahlen, so daß fu¨r alle y ∈ Fk+1 gilt:
ρn+1k+1(y) =
∑
j
aj · 〈y, ej〉k+1 · fj .
Um (S⊗3 )0 zu zeigen, beno¨tigen wir noch ein paar allgemeine Abscha¨tzungen bzgl. der nuklearen
Verbindungsabbildungen ρνν+1 (siehe [Vog1]). Diese sind insbesondere Hilbert-Schmidt-Operatoren.
Bezeichne im folgenden ν1 die nukleare und ν2 die Hilbert-Schmidt-Norm. Fu¨r ν ∈ N und jedes
Orthonormalsystem (gj)j in Fν+1 gilt nach der Ho¨lderschen und Besselschen Ungleichung fu¨r alle
x ∈ Fν+1:∑
j
| 〈x, gj〉ν+1 | ·‖ρνν+1(gj)‖ν ≤ ν2(ρνν+1) · ‖x‖ν+1.
Also ist δν+1 : Fν+1 → l1, x 7→ (〈x, gj〉ν+1 · ‖ρνν+1(gj)‖ν)j ein stetiger linearer Operator und damit
δν+1 ◦ ρν+1ν+2 wieder nuklear. Da wir einen isometrischen Isomorphismus N (Fν+2, l1) = l1⊗˜piF ′ν+2 =
l1(F ′ν+2) haben, folgt weiter, daß ν1(δν+1 ◦ ρν+1ν+2) gleich der l1-Summe der Folge(
sup
‖x‖ν+2≤1
| 〈ρν+1ν+2(x), gj〉ν+1 | ·‖ρνν+1(gj)‖ν
)
j
ist. Daher existiert eine positive Folge (λ(ν)j )j ∈ l1 mit∑
j
λ
(ν)
j ≤ 2 · ν1(δν+1 ◦ ρν+1ν+2) ≤ 2 · ‖δν+1‖ · ν1(ρν+1ν+2)(5)
≤ 2 · ν2(ρνν+1) · ν1(ρν+1ν+2) =: L(ν)
und
sup
‖x‖ν+2≤1
| 〈ρν+1ν+2(x), gj〉ν+1 | ·‖ρνν+1(gj)‖ν ≤ λ(ν)j fu¨r alle j.(6)
Wir setzen γ(ν)j := (λ
(ν)
j )
−1 · ‖ρνν+1(gj)‖ν . Aus (6) folgt fu¨r alle x ∈ Fν+2:
sup
j
γ
(ν)
j · | 〈ρν+1ν+2(x), gj〉ν+1 |≤ ‖x‖ν+2.(7)
Mit der stetigen Linearform y′j ∈ F ′n+1, y′j(y) := 〈y, fj〉n+1 gilt mittels der nuklearen Darstellung
von ρn+1k+1 fu¨r alle x ∈ Fk+2:
y′j(ρ
n+1
k+2(x)) = 〈ρn+1k+1(ρk+1k+2(x)), fj〉n+1 = aj · 〈ρk+1k+2(x), ej〉k+1.
Mit ν = k und gj = ej in (7) folgt weiter
sup
j
γ
(k)
j · a−1j · ‖y′j‖∗k+2 = sup
j
sup
‖x‖k+2≤1
γ
(k)
j · | 〈ρk+1k+2(x), ej〉k+1 |≤ 1.(8)
Mit ν = n und gj = fj in (7) erhalten wir analog
sup
j
γ
(n)
j · ‖y′j‖∗n+2 ≤ 1.(9)
Kommen wir zuru¨ck zum Beweis von (S⊗3 )0. Sei A ∈ BEM ⊗ BFm gegeben. Fu¨r j ∈ N betrachten
wir den stetigen linearen Operator ϕj : EM ⊗pi Fm → EM , x⊗ y 7→ 〈ρn+1m (y), fj〉n+1 ·x und setzen
Aj := ϕj(A) ∈ EM . Fu¨r x′ ∈ E′ mit ‖x′‖∗M ≤ 1 gilt dann
|x′(Aj)| = |x′(ϕj(A))| ≤ ‖ϕj(A)‖EM ≤ ‖ϕj‖ = sup
z∈BEM⊗piFm
‖ϕj(z)‖EM ≤ ‖y′j‖∗m.
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Also ist Aj ∈ ‖y′j‖∗m ·BM . Sei nun n in (S⊗3 )0 vorgegeben. Nach (Pol) angewandt auf n+ 2 finden
wir ein m ≥ n+ 2, so daß wir fu¨r vorgegebenes k ≥ m in (S⊗3 )0 bzw. fu¨r k + 2 ≥ m in (Pol) ein N
finden, so daß fu¨r alle M ≥ N und ε > 0 in (S⊗3 )0 bzw. M ≥ N und ε˜ := εL(n) in (Pol) ein K ≥M
und S˜ > 0 existieren und sich obiges Aj schreiben la¨ßt als Aj = Bj+Cj , wobei Bj ∈ S˜ ·‖y′j‖∗k+2 ·BK
und Cj ∈ ε˜ · ‖y′j‖∗n+2 ·BN sind.
Wir definieren nun B ∈ EK⊗˜piFk und C ∈ EN ⊗˜piFn durch
B :=
1
L(k) · S˜ ·
∑
j
a−1j ·Bj ⊗ ρkk+1(ej) und C :=
1
L(n) · ε˜ ·
∑
j
Cj ⊗ ρnn+1(fj).
Mit
pi(B) ≤ 1
L(k) · S˜ ·
∑
j
a−1j · ‖Bj‖EK · ‖ρkk+1(ej)‖k
≤ 1
L(k) · S˜ ·
∑
j
a−1j · S˜ · ‖y′j‖∗k+2 · ‖ρkk+1(ej)‖k
(5)
≤ sup
j
a−1j · ‖y′j‖∗k+2 · γ(k)j
(8)
≤ 1
folgt die absolute Konvergenz der Reihe B in EK⊗˜piFk (und damit in E⊗˜piFk) und B ∈ BEK⊗˜piFk .
Entsprechend erha¨lt man
pi(C) ≤ 1
L(n) · ε˜ ·
∑
j
‖Cj‖EN · ‖ρnn+1(fj)‖n
≤ 1
L(n) · ε˜ ·
∑
j
ε˜ · ‖y′j‖∗n+2 · ‖ρnn+1(fj)‖n
(5)
≤ sup
j
‖y′j‖∗n+2 · γ(n)j
(9)
≤ 1.
Letztlich gilt mit S := L(k) · S˜ und A = x⊗ y folgende Identita¨t:
S · idE⊗˜piρnk (B) + ε · C = idE⊗˜piρnk
(∑
j
a−1j ·Bj ⊗ ρkk+1(ej)
)
+
∑
j
Cj ⊗ ρnn+1(fj)
=
∑
j
a−1j ·Bj ⊗ ρnn+1(ρn+1k+1(ej)) +
∑
j
Cj ⊗ ρnn+1(fj)
=
∑
j
Bj ⊗ ρnn+1(fj) +
∑
j
Cj ⊗ ρnn+1(fj)
=
∑
j
Aj ⊗ ρnn+1(fj)
=
∑
j
(〈ρn+1m (y), fj〉j+1 · x)⊗ ρnn+1(fj)
= x⊗ ρnn+1
(∑
j
〈ρn+1m (y), fj〉j+1 · fj
)
= idE⊗˜piρnm(A),
womit (S⊗3 )0 gezeigt wa¨re. 2
Wir fassen unsere Resultate zusammen:
50
Theorem 4.3.6 Fu¨r einen lokalkonvexen Raum E, einen nuklearen Fre´chetraum F und eine Ten-
sornorm α gelten folgende Aussagen:
i) Torlα(E,F ) = Tor
l
pi(E,F ) fu¨r alle l ≥ 0.
ii) Es gilt Tor0α(E,F ) = E⊗˜αF .
iii) Ist Tor1α(E,F ) = 0, so ist fu¨r jede exakte nukleare FR-Sequenz
0 → F → G → H → 0
die E⊗˜α · -tensorierte Sequenz
0 → E⊗˜αF → E⊗˜αG → E⊗˜αH → 0
(topologisch) exakt ist.
iv) Torlα(E,F ) = 0 fu¨r l ≥ 2.
v) Ist E ein echter vollsta¨ndiger (LB)-Raum und (Fn, ρnm) ein Fundamentalsystem von Ba-
nachra¨umen fu¨r den nuklearen Fre´chetraum F , so gilt Tor1α(E,F ) = 0 genau dann, wenn
die folgende Bedingung erfu¨llt ist:
(SK′3 )0 Fu¨r alle n existiert ein m ≥ n, so daß es fu¨r alle k ≥ m ein N gibt, so daß fu¨r
alle M ≥ N und ε > 0 ein K ≥M und ein S > 0 existiert mit
‖x′‖∗M · ρnm(Um) ⊆ S · ‖x′‖∗K · ρnk (Uk) + ε · ‖x′‖∗N · Un
fu¨r alle x′ ∈ E′K .
Beweis: Zu i) Dies folgt aus Satz 4.3.2, iv) und aus ii) unter Beachtung der Nuklearita¨t von F .
Zu ii) Sei (Fn, ρnm) ein Fundamentalsystem von injektiven Banachra¨umen. Mit Tor
l
α(E,
∏
n Fn) =∏
nTor
l
α(E,Fn) = 0 fu¨r l ≥ 1 folgt, daß die kanonische Auflo¨sung
0 → F → ∏n Fn → ∏n Fn → 0
von F eine E⊗˜α · -azyklische Auflo¨sung ist. Da F nuklear ist, ist diese zugleich eine ⊗-Sequenz.
Damit folgt ii) nach Korollar 1.2.8 a).
Zu iii) Aufgrund der Nuklearita¨t ko¨nnen wir o.E. α = pi annehmen. Da zum Beispiel F nuklear
ist, liegt wieder eine ⊗-Sequenz vor, so daß nach Korollar 1.2.8 a) nur noch die Surjektivita¨t von
E⊗˜piG → E⊗˜piH zu zeigen ist. Diese erhalten wir aber unmittelbar aus der langen exakten
Kohomologie-Sequenz unter Beachtung von ii).
Zu iv) Folgt aus Korollar 2.2.10.
Zu v) Dies folgt aus dem vorigen Satz 4.3.4, Beispiel 3.2.5 1) und Satz 3.3.3. 2
An dieser Stelle sei angemerkt, daß der Leser in einem Anhang zu dieser Arbeit eine Beweisskizze
zur Charakterisierung von Tor1pi(E,F ) = 0 fu¨r nukleares F und eine U¨bersicht zu den wichtigsten
S2- und S3-Bedingungen in Quantorschreibweise findet.
4.4 E = k1(A) und das projektive Tensorprodukt
Wir betrachten in diesem Abschnitt fu¨r eine Ko¨the-Matrix A den vollsta¨ndigen (LB)-Raum
k1(A) := c0(A)′b = indN l1(a
−1
•,N ),
der als echter (LB)-Raum vorausgesetzt sei (fu¨r den Banachraum-Fall siehe Satz 3.1.3). Hierbei
bezeichnet l1(a−1•,N ) den Banachraum {x ∈ KN : ‖x‖N :=
∑∞
j=1 a
−1
j,N · |xj |<∞}, wobei 0−1· |xj |:=
∞ fu¨r |xj |6= 0 und 0 sonst sei. Analog definiert man l1(X; a−1•,N ) fu¨r einen Banachraum X.
Um eine Charakterisierung von Tor1pi(k
1(A), F ) = 0 zu gewinnen, beno¨tigen wir noch den Begriff
der strikten Mackey-Bedingung, der dual zur Quasinormabilita¨t ist:
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Definition 4.4.1 Ein lokalkonvexer Raum E genu¨gt der strikten Mackey-Bedingung (s.M.B.), falls
es zu jeder beschra¨nkten Teilmenge B von E eine absolutkonvexe, beschra¨nkte Teilmenge C von E
mit B ⊆ C gibt, so daß der normierte Raum EC auf B die Topologie von E induziert.
Ausformuliert liest sich die Bedingung wegen der Stetigkeit von EC ↪→ E wie folgt: Zu jeder
beschra¨nkten Teilmenge B von E existiert eine weitere absolutkonvexe, beschra¨nkte Teilmenge C
von E mit B ⊆ C, so daß wir fu¨r alle ε > 0 ein U ∈ U0(E) mit U ∩B ⊆ ε ·C finden. Nach [MeiVog,
Lemma 26.6 b)] erfu¨llen metrisierbare lokalkonvexe Ra¨ume die s.M.B. Ist E quasi-tonnelliert, so
ist jede bornivore Tonne in E eine Nullumgebung. Damit folgt nun durch Polarisation und dem
Bipolarensatz
Bemerkung 4.4.2 Sei E ein lokalkonvexer Raum. Ist E quasi-tonnelliert, so ist E genau dann
quasinormabel, wenn E′b der s.M.B. genu¨gt. Erfu¨llt E die s.M.B., so ist E
′
b quasinormabel. Fu¨r
quasi-tonnellierte Ra¨ume E gilt auch die Umkehrung.
Dualra¨ume von quasinormablen Fre´chetra¨umen genu¨gen also der s.M.B., so daß wir eine große Klasse
von Beispielen zur Verfu¨gung haben. Aus obiger Bemerkung und [MeiVog, Satz 27.20] erhalten wir
Korollar 4.4.3 k1(A) genu¨gt der s.M.B. genau dann, wenn folgende Bedingung erfu¨llt ist: Zu
jedem n existiert ein m, so daß wir fu¨r alle k und ε > 0 eine Konstante S > 0 finden mit
a−1j,m ≤ S · a−1j,k + ε · a−1j,n
fu¨r alle j ∈ N.
Die untenstehende Bemerkung werden wir erst im na¨chsten Kapitel beweisen, siehe Korollar 5.1.9
und Lemma 5.2.2:
Bemerkung 4.4.4 k1(A) erfu¨lle die s.M.B. Dann gelten fu¨r einen Fre´chetraum F mit Fundamen-
talsystem von Banachra¨umen (Fn, ρnm) und jeden Banachraum X die Aussagen:
a) k1(A)⊗˜piX = indN l1(a−1•,N )⊗˜piX,
b) Tor1pi(k1(A), F ) = proj
1 k1(A)⊗˜piFn.
Satz 4.4.5 k1(A) genu¨ge der s.M.B., so ist Tor1pi(k
1(A), F ) = 0 genau dann, wenn die Bedingung:
(SK′2 )0 Fu¨r alle n existiert ein N und ein m ≥ n, so daß es fu¨r alle M ≥ N , k ≥ m und ε > 0
ein K ≥M und ein S > 0 gibt, so daß fu¨r alle j gilt:
aj,M · ρnm(Um) ⊆ S · aj,K · ρnk (Uk) + ε · aj,N · Un.
erfu¨llt ist.
Beweis: Nach Bemerkung 4.4.4 b) genu¨gt es, die A¨quivalenz proj1 k1(A)⊗˜piFn = 0 ⇔ (SK′2 )0 zu
zeigen.
” =⇒ “ Aus Satz 3.2.10 folgt unter Beachtung von Bemerkung 4.4.4 a) die Bedingung
(SK′2 )0 Fu¨r alle n existiert ein N und ein m ≥ n, so daß es fu¨r alle M ≥ N , k ≥ m und ε > 0
ein K ≥M und ein S > 0 gibt, so daß fu¨r alle x′ ∈ E′K gilt:
‖x′‖∗M · ρnm(Um) ⊆ S · ‖x′‖∗K · ρnk (Uk) + ε · ‖x′‖∗N · Un.
Mit x′ = ej erhalten die Notwendigkeit von (SK′2 )0.
” ⇐= “ Nach Bemerkung 4.4.4 a) und [Jar, Korollar 15.7.6] gilt fu¨r alle n:
Xn := k1(A)⊗˜piFn = indN l1(a−1•,N )⊗˜piFn = indN l1(Fn; a−1•,N ).
Die verbindenden Abbildungen idk1(A)⊗˜piρnm korrespondieren dann mit den folgenden Abbildungen,
die wir zur Vereinfachung ebenfalls mit ρnm bezeichnen:
ρnm : Xm → Xn
l1(Fm; a−1•,N ) 3 y 7→ (ρnm(yj))j ∈ l1(Fn; a−1•,N ).
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Wir wollen jetzt die Bedingung aus Theorem 2.2.11 b) nachrechnen, die sich in unserem Fall wie
folgt liest: Fu¨r alle n existiert ein m ≥ n, so daß wir fu¨r alle k ≥ m ein N finden, so daß fu¨r alle
M ≥ N ein K˜ ≥M existiert mit:
M · ρnm(Bl1(Fm;a−1•,M )) ⊆ K˜ · ρ
n
k (Bl1(Fk;a−1
•,K˜
)) +N ·Bl1(Fn;a−1•,N ).
Es gelte nun (SK′2 )0. Weiter sei y = (yj)j ∈ Bl1(Fm;a−1•,M ) gegeben, d.h.
∑
j a
−1
j,M · ‖yj‖Fm ≤ 1. Mit
λj := a−1j,M · ‖yj‖Fm gilt also∑
j
λj ≤ 1 und yj ∈ λj · aj,M · Um.
Nach (SK′2 )0 finden wir u˜j ∈ Uk und v˜j ∈ Un mit
ρnm(yj) = S · ρnk (λj · aj,K · u˜j) + ε · (λj · aj,N · v˜j).
Mit u = (λj · aj,K · u˜j)j und v = (λj · aj,N · v˜j)j gilt daher∑
j
a−1j,K · ‖uj‖Fk ≤
∑
j
λj ≤ 1 und
∑
j
a−1j,N · ‖vj‖Fn ≤
∑
j
λj ≤ 1.
Folglich ist u ∈ Bl1(Fk;a−1•,K) und v ∈ Bl1(Fn;a−1•,N ). Des weiteren haben wir die Zerlegung
ρnm(y) = S · ρnk (u) + ε · v.
Startet man nun mit ε = NM in (S
K′
2 )0 und wa¨hlt K˜ ≥ max (S ·M, K), so folgt die Behauptung. 2
Bemerkung 4.4.6 Obiger Satz 4.4.5 wird Bestandteil eines allgemeineren Theorems sein (Theorem
5.2.1), wo wir aus historischen Gru¨nden mit S2-Bedingungen statt S3-Bedingungen arbeiten werden.
Wie der obige Beweis zeigt, ha¨tten wir genausogut (SK′3 )0 statt (S
K′
2 )0 verwenden ko¨nnen.
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5 U¨ber ein Theorem von A. Grothendieck
A. Grothendieck bewies in seiner Dissertation 1955 folgendes (siehe [Gro, Theorem 15] und [KroVog,
Theorem 3.1]):
Theorem: Es sind a¨quivalent:
a) k1(A)⊗˜piλ1(B) ist bornologisch.
b) k1(A)⊗˜piλ1(B) ist tonneliert.
c) Es gilt die Bedingung
(GB) Fu¨r alle n existiert ein N , so daß es fu¨r alle M ≥ N und λ ∈ λ∞+ (A)
ein S > 0 gibt, so daß fu¨r alle j, l gilt:
aj,M
bl,N
≤ S ·max
{
1
λj ·bl,M ,
aj,N
bl,n
}
Wie J. Krone und D. Vogt zeigten, ist Grothendiecks Bedingung (GB) a¨quivalent zu (S∗2 ) fu¨r das
Paar (λ1(A), λ1(B)). U¨bergeordnet ist die Frage nach topologischen Eigenschaften des (vollsta¨ndi-
gen) pi-Tensorprodukts eines (DF)-Raumes mit einem Fre´chetraum und des Raumes der stetigen
linearen Operatoren zwischen Fre´chetra¨umen (versehen mit der Topologie der gleichma¨ßigen To-
pologie auf beschra¨nkten Mengen). Mittels (S∗2 ) gelang eine Charakterisierung der Tonneliertheit
von Lb(λ1(A), F ), siehe [KroVog, Theorem 2.1] fu¨r einen Schwartz-Raum λ1(A) und F = λ1(B)
und [Man, Corollary 3.1.3] fu¨r distinguiertes λ1(A) und beliebigen Fre´chetraum F . Man vergleiche
hierzu D. Vogts Arbeiten [Vog2] und [Vog4], wo die Thematik mit abstrakteren Methoden behandelt
wird.
Wir werden in diesem Kapitel Grothendiecks Resultat unter der Voraussetzung der s.M.B. an k1(A)
fu¨r beliebige Fre´chetra¨ume F statt λ1(B) verallgemeinern, das Theorem um weitere Bedingungen
(siehe Abschnitt 4.4) erweitern und ein entsprechendes Theorem fu¨r das injektive Tensorprodukt
beweisen.
5.1 Tensorprodukte und induktive Limiten
Vorbereitend fu¨r den Beweis des Theorems werden wir in diesem Abschnitt zeigen, daß unter der
Voraussetzung der s.M.B. an k1(A) fu¨r jeden Banachraum X die Vertauschungseigenschaft
k1(A)⊗˜piX = indN l1(a−1•,N )⊗˜piX
gilt. Aufgrund des Settings 3.2.3 ist es fu¨r uns auch allgemein wichtig, Situationen zu untersuchen,
wann vollsta¨ndige (LB)-Ra¨ume E = indN EN mit allen Banachra¨umen X tensoriell im folgenden
Sinne vertauschen:
E ⊗α X = indN (EN ⊗α X) bzw. E⊗˜αX = indN (EN ⊗˜αX) (α = pi oder ε).
Fu¨r das projektive Tensorprodukt gilt nach [Jar, 15.5.4] fu¨r alle Banachra¨ume X stets
E ⊗pi X = indN (EN ⊗pi X).
Definition 5.1.1 Wir sagen, daß ein vollsta¨ndiger (LB)-Raum E eine lokale Zerlegung der Eins
besitzt, falls E ⊗ε X = indN (EN ⊗ε X) fu¨r alle Banachra¨ume X gilt.
Fu¨r einen Beweis des folgenden Satzes, der die Situation fu¨r das (vollsta¨ndige) injektive Tensorpro-
dukt hinreichend kla¨rt, siehe [Hol3, 2.4 und 3.2] und [Per, Theorem 4.5] fu¨r den Zusatz.
Satz 5.1.2 Sei E = indN EN ein vollsta¨ndiger (LB)-Raum. Es sind a¨quivalent:
a) E hat eine lokale Zerlegung der Eins.
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b) Die topologisch exakte Sequenz 0 → ker (q) −→ ⊕NEN q−→ E → 0 ist eine ⊗-Sequenz, wo-
bei q(x) =
∑
N xN sei.
Genu¨gt E der s.M.B., so ist eine weitere a¨quivalente Bedingung
c) E⊗˜εX = indN (EN ⊗˜εX) fu¨r alle Banachra¨ume X.
Wie R. Hollstein weiter in [Hol3] zeigte, ist b) erfu¨llt, falls ker (q) ein ε-Raum oder jedes EN
hilbertisierbar oder E ein pi-Raum ist (vgl. auch [KabVog, Satz 1.6]).
Wir wollen uns nun dem projektiven Tensorprodukt zuwenden. Die folgende einfache, aber sehr
nu¨tzliche Bemerkung zum Vergleich von lokalkonvexen Topologien findet man zum Beispiel in [BMS,
Lemma 1.2].
Bemerkung 5.1.3 Es sei i : (F,S) ↪→ (E, T ) ein Monomorphismus lokalkonvexer Ra¨ume und D
eine in (F,S) dichte Teilmenge. Ist T |D = S|D, so ist i ein Monohomomorphismus.
Beweis: Wegen der Stetigkeit von i gilt T |F ≤ S, und es bleibt S ≤ T |F zu zeigen. Sei dazu
U = U ∈ U0(F,S). Da die Topologien T und S auf D u¨bereinstimmen, finden wir eine offene
Nullumgebung V ∈ U0(E, T ) mit V ∩ D ⊆ U ∩ D. Wegen der Dichtheit folgt schon V ∩ F ⊆
V ∩ F = V ∩D ⊆ U ∩D = U , was den Beweis abschließt. 2
Die im folgenden Satz ([Man, Proposition 1.1.1]) angegebene Bedingung d) zeigt, daß Vertau-
schungseigenschaften mit induktiven Limiten sehr gu¨nstig fu¨r das konkrete Rechnen sind, wa¨hrend
c) als Kriterium dienen wird, um Vertauschungen explizit nachzupru¨fen.
Satz 5.1.4 Sei E = indN EN ein vollsta¨ndiger (LB)-Raum, so daß jedes EN die A.E. hat, und X
ein Banachraum. Es sind a¨quivalent:
a) E⊗˜piX = indN (EN ⊗˜piX) algebraisch.
b) E⊗˜piX = indN (EN ⊗˜piX) topologisch.
c) indN (EN ⊗˜piX) ist vollsta¨ndig.
d) Fu¨r alle z ∈ E⊗˜piX existiert ein N , so daß sich z darstellen la¨ßt als
z =
∞∑
j=1
λj · xj ⊗ yj
mit λ ∈ Bl1 , {xj} ⊆ EN und {yj} ⊆ X beschra¨nkt.
Beweis: Nach A. Grothendieck besitzt jedes Element z des vollsta¨ndigen projektiven Tensorprodukts
zweier metrisierbarer lokalkonvexer Ra¨ume eine Darstellung wie in d). Daher reicht es zu zeigen, daß
indN (EN ⊗˜piX) dicht in E⊗˜piX ist. Nach Lemma 3.2.4 haben wir Monomorphismen EN ⊗˜piX ↪→
E⊗˜piX und daher auch einen Monomorphismus
i : indN (EN ⊗˜piX) ↪→ E⊗˜piX.
Da EN ⊗pi X dichter Teilraum von EN ⊗˜piX ist, ist auch indN (EN ⊗pi X) dichter Teilraum von
indN (EN ⊗˜piX). Mit indN (EN ⊗pi X) = E ⊗pi X ([Jar, 15.5.4]) folgt der Satz nun aus Bemerkung
5.1.3. 2
A. Grothendieck stellte in seiner Dissertation 1955 u.a. die folgenden beru¨hmten Fragen ([Gro,
questions non re´solues no. 2 et 10]), welche von J. Taskinen knapp 30 Jahre spa¨ter im negativen
Sinne beantwortet wurden:
i) Proble´mes des Topologies: Seien E und F Fre´chetra¨ume. Ist jede beschra¨nkte Teilmenge
B ⊆ E⊗˜piF lokalisierbar, d.h. existieren beschra¨nkte Teilmengen C ⊆ E und D ⊆ F mit
B ⊆ Γ(C ⊗D)?
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ii) Ist E ⊗ε F fu¨r (DF)-Ra¨ume E und F wieder ein (DF)-Raum?
Wir wollen nun kurz Resultate von A. Peris bzgl. der Raumklassen (QNO) und (QNO)′ zitieren,
die in engem Zusammenhang mit obigen Problemen stehen und Beispiele fu¨r unsere Untersuchungen
hinsichtlich Vertauschungseigenschaften liefern. Diese Raumklassen fu¨hrte A. Peris in seiner Disser-
tation in Anlehung an die Quasinormabilita¨t bzw. die s.M.B. ein. Fre´chetra¨ume mit (QNO) bzw.
(DF)-Ra¨ume mit (QNO)′ liefern positive Antworten auf obige Fragen ([Per, Corollary 4.3]). Des
weiteren erfu¨llt ein quasinormabler Fre´chetraum E genau dann Bedingung i) mit jedem Banachraum
F , falls E′b die Eigenschaft (QNO)
′ hat ([Per, Theorem 4.7]).
Definition 5.1.5 Sei E ein lokalkonvexer Raum.
a) E ist quasinormabel durch Operatoren (kurz (QNO)), falls zu jedem U ∈ U0(E) ein V =
Γ(V ) ∈ U0(E) existiert, so daß wir fu¨r alle ε > 0 ein P ∈ L(E,E) finden mit
i) P (V ) ist beschra¨nkt.
ii) (idE − P )(V ) ⊆ ε · U .
b) E genu¨gt der s.M.B. durch Operatoren (kurz (QNO)′), falls zu jeder beschra¨nkten Teilmenge
B ⊆ E eine beschra¨nkte Teilmenge C = Γ(C) ⊆ E existiert, so daß wir fu¨r alle ε > 0 ein
P ∈ L(E,E) finden mit
i) P−1(C) ∈ U0(E).
ii) (idE − P )(B) ⊆ ε · C.
Umformung der jeweiligen Bedingung ii) zeigt sofort, daß (QNO) (bzw. (QNO)′) die Quasinorma-
bilita¨t (bzw. s.M.B.) impliziert. Durch Polarisation erha¨lt man wieder:
Bemerkung 5.1.6 Genu¨gt E der Bedingung (QNO)′, so hat E′b die Eigenschaft (QNO). Ist E
ein quasi-tonnelierter lokalkonvexer Raum mit (QNO), so hat E′b die Eigenschaft (QNO)
′.
Beispielsweise haben normierte Ra¨ume (QNO) und (QNO)′. Da die Raumklasse (QNO) gute Per-
manenzeigenschaften hat (komplementierte Unterra¨ume, Produkte, direkte Summen, Vervollsta¨ndi-
gung und Tensorprodukte (!) ([Per, Proposition 3.3. und 3.4])), erha¨lt man dadurch viele Beispiele.
Fu¨r uns interessant ist, daß quasinormable Ra¨ume c0(A) die Eigenschaft (QNO) haben ([Per, S.
183]). Hieraus folgt nach den Bemerkungen 4.4.2 und 5.1.6:
Beispiel 5.1.7 Genu¨gt k1(A) der s.M.B., so hat k1(A) die Eigenschaft (QNO)′.
Kommen wir zuru¨ck zu Vertauschungseigenschaften fu¨r das vollsta¨ndige projektive Tensorprodukt
mit (LB)-Ra¨umen. Ein Banachraum X hat die Radon-Nikodym-Eigenschaft, falls zu jedem end-
lichen Maß µ jeder stetige linearer Operator T : L1(µ) → X darstellbar ist, d.h. es existiert eine
µ-meßbare Funktion g mit
T (f) =
∫
f · g dµ.
Reflexive und separable Dualra¨ume haben die Radon-Nikodym-Eigenschaft ([Jar, 17.6.3]).
Satz 5.1.8 Sei E = indN EN ein vollsta¨ndiger (LB)-Raum, so daß jedes EN die A.E. hat und X
ein Banachraum. Gilt eine der Bedingungen
a) E hat (QNO)′,
b) die EN und X sind duale Banachra¨ume, wobei die verbindenden Abbildungen von E trans-
ponierte seien, und jedes EN hat die Radon-Nikodym-Eigenschaft,
so ist indN (EN ⊗˜piX) = E⊗˜piX.
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Beweis: Wir wollen hier nur einen Beweis von a) wiedergeben. Fu¨r b) siehe [Man, Proposition
1.2.1]. Da E insbesondere regula¨r ist, ko¨nnen wir o.E. B1 := BE1 ⊆ B2 := BE2 ⊆ · · · als
Fundamentalfolge von beschra¨nkten Teilmengen in E annehmen. (QNO)′ liest sich dann wie folgt:
Fu¨r alle N existiert ein M , so daß wir fu¨r alle ² > 0 ein P ∈ L(E,E) finden mit
i) P−1(BM ) ∈ U0(E).
ii) (idE − P )(BN ) ⊆ ε ·BM .
Sei nun UN := Γ(BN ⊗ BX) ∈ U0(EN ⊗pi X), N ∈ N. Zu N wa¨hlen wir ein M nach (QNO)′. Ist
V ∈ U0(EM ⊗pi X) beliebig, so existiert ein δ > 0 mit δ ·UM ⊆ V . Wir setzen ε := 12 · δ und finden
einen Operator P gema¨ß (QNO)′. Des weiteren existiert ein C > 0 mit BN ⊆ C · P−1(BM ). Mit
Q := P ⊗pi idX gilt dann:
i)′ Q(Γ(P−1(BM )⊗BX)) ⊆ UM ⊆ δ−1 · V .
ii)′ (idE⊗piX −Q)(UN ) = ((idE − P )⊗ idX)(UN ) ⊆ 12 · δ · UM ⊆ 12 · V .
Mit i)′ folgt, daß W := Q−1( 12 · V ) ∈ U0(E ⊗pi X) ist und es gilt mit ii)′:
W ∩ UN ⊆ Q(W ∩ UN ) + (idE⊗piX −Q)(W ∩ UN ) ⊆
1
2
· V + 1
2
· V ⊆ V.
Insgesamt existiert also zu jedem N ein M , so daß E ⊗pi X = indN (EN ⊗pi X) und EM ⊗pi X
dieselbe Topologie auf der Nullumgebung UN ∈ U0(EN ⊗piX) induzieren, d.h. indN (EN ⊗piX) hat
die Eigenschaft (M) von V.S. Retakh, und daher hat auch indN (EN ⊗˜piX) diese Eigenschaft ([Man,
0.3.7]). Dies impliziert die Vollsta¨ndigkeit. Die Behauptung folgt damit aus Satz 5.1.4. 2
Als Folgerung aus den bisherigen Resultaten erhalten wir nun
Korollar 5.1.9 Fu¨r einen Banachraum X gilt
k1(A)⊗˜piX = indN l1(a−1•,N )⊗˜piX,
falls k1(A) der s.M.B. genu¨gt oder X ein Dualraum ist.
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5.2 Verallgemeinerung des Theorems
Das angeku¨ndigte Theorem liest sich wie folgt:
Theorem 5.2.1 Fu¨r k1(A) mit der s.M.B. und einen Fre´chetraum F mit Fundamentalsystem von
Banachra¨umen (Fn, ρnm) sind die folgenden Bedingungen a¨quivalent:
a) k1(A)⊗˜piF ist (ultra)bornologisch.
b) k1(A)⊗˜piF ist tonneliert.
c) Es gilt Grothendiecks Bedingung:
(GB) Fu¨r alle n existiert ein N , so daß es fu¨r alle M ≥ N und λ ∈ λ∞+ (A)
ein S > 0 gibt, so daß fu¨r alle j und y′ ∈ F ′n gilt:
aj,M · ‖y′‖∗N ≤ S ·max
{
1
λj
· ‖y′‖∗M , aj,N · ‖y′‖∗n
}
d) Es gilt die Bedingung
(S∗2 ) Fu¨r alle n existiert ein N und ein m ≥ n, so daß fu¨r alle M ≥ N , k ≥ m
es ein K ≥M und ein S > 0 gibt, so daß fu¨r alle j und y′ ∈ F ′n gilt:
aj,M · ‖y′‖∗m ≤ S ·max {aj,K · ‖y′‖∗k, aj,N · ‖y′‖∗n} .
e) proj1 k1(A)⊗˜piFn = 0.
f) Tor1pi(k1(A), F ) = 0.
g) Fu¨r jede exakte FR-Sequenz 0 → F −→ G q−→ H → 0 ist die Sequenz
0 → k1(A)⊗˜piF → k1(A)⊗˜piG → k1(A)⊗˜piH → 0
topologisch exakt.
Beweis: Wir ko¨nnen im folgenden annehmen, daß k1(A) ein echter (LB)-Raum ist, da im Banach-
raumfall obige Bedingungen trivial sind. Weil die Bedingungen unter c), d) und e) invariant bzgl.
a¨quivalenten Spektren von F sind, werden wir des weiteren o.E. (Fn, ρnm) als reduziert voraussetzen.
Wir wollen uns zuna¨chst mit den Implikationen bescha¨ftigen, die unmittelbar aus der Literatur ge-
folgert werden ko¨nnen. Da (Fn, ρnm) ein reduziertes Spektrum ist und das projektive Tensorprodukt
dichte Unterra¨ume respektiert, ist auch fu¨r (k1(A)⊗˜piFn, idk1(A)⊗˜piρnm) reduziert. Letztere Ra¨ume
k1(A)⊗˜piFn sind nach Korollar 5.1.9 vollsta¨ndige (LB)-Ra¨ume. Aus der allgemeinen Theorie fu¨r
proj1 X = 0 fu¨r reduzierte Spektren von (LB)-Ra¨umen (siehe [Vog4, Theorem 3.4]) erhalten wir
mit proj k1(A)⊗˜piFn = k1(A)⊗˜piF die Implikation e) ⇒ a) und wegen der Vollsta¨ndigkeit von
k1(A)⊗˜piF sofort a) ⇒ b).
Ist P := k1(A)⊗˜piF = c0(A)′b⊗˜piF tonneliert, so ist P ′b folgenvollsta¨ndig. Nach [Vog7, Proposition
4.4] folgt hieraus die dortige Bedingung (S∗2 ). Einsetzen der Einheitsvektoren x = ej ∈ c0(A)
impliziert d). Damit ist b) ⇒ d) gezeigt.
Aus Korollar 5.1.9 und Korollar 1.1.8 c) folgt sofort, daß k1(A) ein pi-Raum ist.6
Lemma 5.2.2 Es gelten folgenden Aussagen:
a) Tor0pi(k
1(A), F ) = k1(A)⊗˜piF fu¨r alle Fre´chetra¨ume F .
b) Hat k1(A) die s.M.B., so gilt Torl(k1(A), X) = 0 fu¨r alle Banachra¨ume X und l ≥ 1, d.h.
jeder Banachraum ist k1(A)⊗˜pi · -azyklisch.
6Nach [Hol3, Proposition 4.1 a)] ist k1(A) aufgrund einer reduzierten projektiven Darstellung von l1(λ)-Ra¨umen
stets ein pi-Raum, auch ohne die Voraussetzung der s.M.B.
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Beweis: Zu a) Dies folgt aus der Vorbemerkung und Korollar 1.2.12 a).
Zu b) Sei 0 → X → X0 → X1 → · · · eine injektive Auflo¨sung von X mit injektiven Banach-
ra¨umen X l. Da l1(a−1•,N )⊗˜pi · fu¨r alle N exakt auf dieser Sequenz und der induktive Limesfunktor
algebraisch exakt ist, folgt das Lemma aus Korollar 5.1.9. 2
Nach Korollar 2.2.10 b) erhalten wir aus dem Lemma 5.2.2 b) also die A¨quivalenz e) ⇔ f).
Wie wir gesehen haben, ist k1(A) ein pi-Raum. Daher gilt f) ⇔ g) nach Beispiel 3.1.2.
Das folgende Lemma zeigt, daß c) ⇔ d) ist:
Lemma 5.2.3 Die Bedingungen (GB) und (S∗2 ) sind unter den Voraussetzungen des Theorems
a¨quivalent.
Beweis: Wir zeigen zuna¨chst, daß (S∗2 ) zur folgenden Bedingung a¨quivalent ist:
(S∗2 )
GB Fu¨r alle n′ existiert ein N ′ ≥ n′, so daß es fu¨r alle M ′ ≥ N ′
ein K ′ ≥M ′ und S′ > 0 gibt, so daß fu¨r alle j und y′ ∈ F ′n′ gilt:
aj,M ′ · ‖y′‖∗N ′ ≤ S′ ·max {aj,K′ · ‖y′‖∗M ′ , aj,N ′ · ‖y′‖∗n′}
Der Beweis hierfu¨r ist straight-forward: Es gelte (S∗2 )
GB . Sei n ∈ N, n′ := n. Man wa¨hle N ′ nach
(S∗2 )
GB , N := N ′, m := N ′. Seien M ≥ N und k ≥ m. Wir setzen M ′ := max {M, k} und wa¨hlen
K ′ ≥ M ′, S′ > 0, so daß fu¨r alle j und y′ ∈ F ′n′ die Bedingung (S∗2 )GB gilt. Weiter sei K := K ′,
S := S′. Damit folgt:
aj,M · ‖y′‖∗m ≤ aj,M ′ · ‖y′‖∗N ′ ≤ S′ ·max {aj,K′ · ‖y′‖∗M ′ , aj,N ′ · ‖y′‖∗n′}
≤ S ·max {aj,K · ‖y′‖∗k, aj,N · ‖y′‖∗n} .
Umgekehrt gelte nun (S∗2 ). Es sei n
′ ∈ N, n := n′. Man wa¨hle N , m ≥ n nach (S∗2 ). Wir setzen
N ′ := max {N, m}. Es sei M ′ ≥ N ′, M :=M ′, k :=M ′. Weiter wa¨hle man K ≥M und S > 0, so
daß fu¨r alle j und y′ ∈ F ′n die Bedingung (S∗2 ) gilt. Mit K ′ := K, S′ := S folgt:
aj,M ′ · ‖y′‖∗N ′ ≤ aj,M · ‖y′‖∗m ≤ S ·max {aj,K · ‖y′‖∗k, aj,N · ‖y′‖∗n}
≤ S′ ·max {aj,K′ · ‖y′‖∗M ′ , aj,N ′ · ‖y′‖∗n′} .
Kommen wir nun zur A¨quivalenz (GB) ⇔ (S∗2 ).
” ⇐= “ Nach Voraussetzung gilt (S
∗
2 )
GB . Sei n ∈ N, n′ := n. Wir wa¨hlen N ′ nach (S∗2 )GB und
setzen N := N ′. Weiter seien M ≥ N und λ ∈ λ∞+ (A), d.h. supj aj,l · λj ≤ Cl fu¨r alle l ∈ N. Wir
setzen M ′ :=M und wa¨hlen K ′ ≥M ′, S′ > 0, so daß fu¨r alle j und y′ ∈ F ′n′ die Bedingung (S∗2 )GB
gilt. Mit K := K ′ und S := max {S′, S′ · CK} folgt:
aj,M · ‖y′‖∗N = aj,M ′ · ‖y′‖∗N ′ ≤ S′ ·max {aj,K′ · ‖y′‖∗M ′ , aj,N ′ · ‖y′‖∗n′}
≤ S′ ·max
{
CK
λj
· ‖y′‖∗M ′ , aj,N ′ · ‖y′‖∗n′
}
≤ S ·max
{
1
λj
· ‖y′‖∗M , aj,N · ‖y′‖∗n
}
.
” =⇒ “ Wir machen folgende Fallunterscheidung:
1. k1(A)′b ist nicht abza¨hlbar normiert, d.h. fu¨r alle N existiert ein j = j(N) mit aj,N = 0
(Beispiel 3.2.14). Wir zeigen, daß dann F schon eine Quojektion sein muß. Zu n = 1 wa¨hlen
wir uns ein N1 ≥ n gema¨ß (GB) und ein j1 mit aj1,N1 = 0. Weiter sei N ′1 > N1 mit aj1,N ′1 > 0
und λ ∈ λ∞+ (A) mit λj1 > 0. Aus (GB) folgt mit CM := Sλj1 ·aj1,M die Abscha¨tzung:
‖y′‖∗N1 ≤ CM · ‖y′‖∗M
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fu¨r alle M ≥ N ′1 und y′ ∈ F ′M (↪→ F ′n). Analog zu obigem wa¨hlt man sich nun zu N ′1 ein
N2 ≥ N ′1 gema¨ß (GB) und ein j2 mit aj2,N2 = 0. Weiter sei N ′2 > N2 mit aj2,N ′2 > 0 und
λ ∈ λ∞+ (A) mit λj2 > 0. Aus (GB) folgt nun wieder mit CM := Sλj2 ·aj2,M die Abscha¨tzung
‖y′‖∗N2 ≤ CM · ‖y′‖∗M
fu¨r alle M ≥ N ′2 und y′ ∈ F ′M . Induktiv folgt, daß das Einbettungsspektrum (F ′Np , (ρ
Np
Np+1
)′)
strikt und damit F eine Quojektion ist ([DieZar, Proposition 1]).
Ist nun ρ : G→ H eine stetige lineare Surjektion zwischen Banachra¨umen, so auch k1(A)⊗˜piρ
(Korollar 5.1.9). Da F eine Quojektion ist, gilt folglich
proj1 k1(A)⊗˜piFn = 0
fu¨r jedes Fundamentalsystem von Banachra¨umen (Fn, ρnm) fu¨r F und daher die Bedingung
(SK′2 ). Durch Polarisation erha¨lt man hieraus wie in Korollar 3.2.11 die gewu¨nschte Bedingung
(S∗2 ).
2. k1(A)′b ist abza¨hlbar normiert, d.h. es existiert ein N mit aj,N > 0 fu¨r alle j. Es sei o.E.
N = 1. Wir zeigen nun (S∗2 )
GB . Dazu sei n′ ∈ N, n := n′. Wir wa¨hlen N gema¨ß (GB) und
setzen N ′ := N . Weiter sei M ′ ≥ N ′, M := M ′. Angenommen, es existieren keine K ′ ≥ M ′,
S′ > 0, so daß (S∗2 )
GB gilt. Dann finden wir Folgen j(K ′) ∈ N und y′K′ ∈ F ′n′ mit
aj(K′),M ′ · ‖y′K′‖∗N ′ > K ′ ·max
{
aj(K′),K′ · ‖y′K′‖∗M ′ , aj(K′),N ′ · ‖y′K′‖∗n′
}
.
Notwendigerweise ist dann schon y′K′ ∈ F ′N ′ − {0}. Es folgt:
aj(K′),M ′ > K
′ · aj(K′),N ′ · ‖y
′
K′‖∗n′
‖y′K′‖∗N ′
≥ K ′ · aj(K′),N ′ .
Also ist (j(K ′))K′ eine unbeschra¨nkte Folge natu¨rlicher Zahlen. Wir wa¨hlen uns eine Teilfolge
j(K ′p) ↑ ∞ und setzen
λj :=
{
1
aj(K′p),K′p
, j = j(K ′p),
0, sonst.
Dann ist λ ∈ λ∞+ (A), und mit K ′p > S liegt ein Widerspruch zu (GB) vor. 2
Sei jetzt (S∗2 ) erfu¨llt. Ist k
1(A)′b nicht abza¨hlbar normiert, so zeigen Lemma 5.2.3 und sein Beweis,
daß F eine Quojektion ist, und daher e) gilt. Sei also o.E. k1(A)′b = λ
∞(A) abza¨hlbar normiert, d.h.
es existiert einN mit aj,N > 0 fu¨r alle j (Beispiel 3.2.14). Es sei o.E.N = 1. Im folgenden betrachten
wir wieder das Dualsystem 〈Fn, F ′n〉. Aus (S∗2 ) folgt unmittelbar mit denselben Quantoren:
1
S
·
(
a−1j,K · (ρnk (BFk))◦ ∩ a−1j,N ·B◦Fn
)
⊆ a−1j,M · (ρnm(BFm))◦.
Polarisation liefert wegen (A ∩B)◦ ⊆ A◦ +B◦:
aj,M · ρnm(BFm) ⊆ S · aj,K · (ρnk (BFk))◦◦ + aj,N ·BFn
Fn
⊆ S · (aj,K · ρnk (BFk) + 3 · aj,N ·BFn) .
Also gilt (SK′2 ). Hieraus folgt wie in Lemma 3.2.9 die Bedingung (S
K′
2 )0 und damit nach Satz 4.4.5
und seinem Beweis e), womit auch die Implikation d) ⇒ e) gezeigt wa¨re. Dies schließt den Beweis
ab. 2
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Bemerkung 5.2.4 Wie der Beweis und Korollar 5.1.9 zeigen, gilt Theorem 5.2.1 auch ohne die
Voraussetzung der s.M.B. an k1(A), falls F ein reduziertes Fundamentalsystem von dualen Ba-
nachra¨umen besitzt.
Wir wollen nun aus Gru¨nden der Vollsta¨ndigkeit ein Analogon zu Theorem 5.2.1 fu¨r k∞(A) und das
injektive Tensorprodukt angeben und beweisen (vergleiche auch [Man, Corollary 3.1.3]). Hierbei
notieren wir fu¨r eine Ko¨the-Matrix A den vollsta¨ndigen (LB)-Raum
indN l∞(a−1•,N )
mit k∞(A), wobei l∞(a−1•,N ) den Banachraum {x ∈ ω : ‖x‖N := supj a−1j,N · | xj |< ∞} bezeichne
(0−1· | xj |:= ∞ fu¨r | xj |6= 0 und 0 sonst). Wir erinnern daran, daß k∞(A) genau dann ein
(DFM)-Raum ist, falls die Bedingungen des Satzes von Dieudonne´-Gomez gelten ([MeiVog, Satz
27.9]).
Theorem 5.2.5 Ist k∞(A) ein (DFM)-Raum und F ein Fre´chetraum mit Fundamentalsystem von
Banachra¨umen (Fn, ρnm), so sind die folgenden Bedingungen a¨quivalent:
a) k∞(A)⊗˜εF ist (ultra)bornologisch.
b) k∞(A)⊗˜εF ist tonneliert.
c) Es gilt die Bedingung
(S∗2 ) Fu¨r alle n existiert ein N und ein m ≥ n, so daß fu¨r alle M ≥ N , k ≥ m
es ein K ≥M und ein S > 0 gibt, so daß fu¨r alle j und y′ ∈ F ′n gilt:
aj,M · ‖y′‖∗m ≤ S ·max {aj,K · ‖y′‖∗k, aj,N · ‖y′‖∗n} .
d) proj1 k∞(A)⊗˜εFn = 0.
e) Tor1ε(k
∞(A), F ) = 0.
f) Fu¨r jede exakte FR-Sequenz 0 → F → G → H → 0 ist
0 → k∞(A)⊗˜εF → k∞(A)⊗˜εG → k∞(A)⊗˜εH → 0
topologisch exakt.
Ist k∞(A) sogar ein (DFS)-Raum, so sind sa¨mtliche Bedingungen aus Theorem 5.2.1 und diesem
Theorem a¨quivalent.
Beweis: Es sei wieder o.E. k∞(A) ein echter (LB)-Raum und (Fn, ρnm) reduziert. Da k∞(A) ein
(DFM)-Raum mit der A.E. ist, folgt die A¨quivalenz der Funktoren
k∞(A)⊗˜ε · ' Lb(k∞(A)′b, · ) = Lb(λ1(A), · ) und damit Torlε(k∞(A), · ) ' Extl(λ1(A), · )
fu¨r alle l ∈ N0. Damit ko¨nnen wir nun das Theorem vollsta¨ndig auf die Ext-Theorie reduzieren.
Nach obigem ist der Funktor k∞(A)⊗˜ε · topologisch linksexakt, und nach [Vog1, Lemma 1.4] ist
jeder Banachraum k∞(A)⊗˜ε · -azyklisch. Damit gelten dann wieder die A¨quivalenzen d) ⇔ e)
⇔ f). Wegen k∞(A)⊗˜ε · ' Lb(λ1(A), · ) folgt d) ⇒ a). Die Implikation a) ⇒ b) gilt stets.
Fu¨r b) ⇒ c) wende man wieder [Vog7, Proposition 4.4] an, diesmal auf den Raum Lb(λ1(A), F ).
Die fehlende Implikation c) ⇒ d) ist einer der vier Standardfa¨lle der Ext-Theorie und folgt zum
Beispiel aus dem Beweis von [FreWen, Theorem 3.1].
Fu¨r den Zusatz beachte man, daß fu¨r (DFS)-Ra¨ume k∞(A) die Voraussetzungen beider Theoreme
erfu¨llt sind (siehe [MeiVog, Satz 27.20]). 2
An dieser Stelle wollen wir einige Anwendungen obiger Theoreme bringen. Wir beginnen mit der
Charaktersierung von Quojektionen:
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Satz 5.2.6 Sei α eine Tensornorm und F ein Fre´chetraum. Es sind a¨quivalent:
a) F ist eine Quojektion.
b) Tor1α(E,F ) = 0 fu¨r jeden nuklearen (DF)-Raum E.
c) E⊗˜αF ist tonneliert fu¨r jeden nuklearen (DF)-Raum E.
d) ϕ⊗˜αF ist tonneliert.
e) Tor1α(ϕ,F ) = 0.
Beweis: Da die auftretenden Ra¨ume nuklear sind, sei o.E. α = pi.
a) ⇒ b): Es sei (Fn, ρnm) ein darstellendes Spektrum fu¨r F mit surjektiven Verbindungsabbildungen.
Da E nuklearer (DF)-Raum und F eine Quojektion ist, ist proj1E⊗˜piFn = 0. Weiter ist jeder
Banachraum E⊗˜pi · -azyklisch, und mit Korollar 2.2.10 folgt
Tor1pi(E,F ) = proj
1E⊗˜piFn.
b) ⇒ c): Nach obigem erhalten wir c) wieder mit [Vog4, Theorem 4.2].
c) ⇒ d) ist klar.
d) ⇒ e): Dies folgt aus Theorem 5.2.1 mit ϕ = k1(A), wobei A die obere Dreiecksmatrix mit lauter
Einsen sei.
e) ⇒ a): Aus Tor1α(ϕ,F ) = 0 folgt die Bedingung (SK′2 ). Da ϕ′ = ω nicht abza¨hlbar normiert ist,
muß F eine Quojektion sein (Korollar 3.2.17). 2
Dual hierzu ist, daß fu¨r einen (DFS)-Raum E und eine Tensornorm α der Dualraum E′b genau dann
abza¨hlbar normiert ist, falls ein nuklearer Fre´chetraum F nicht isomorph zu ω mit Tor1α(E,F ) = 0
existiert. Fu¨r einen Beweis dieser Aussage siehe [Vog7, Theorem 5.8].
Wir wollen an dieser Stelle zeigen, daß sich in azyklischen Situationen die Eigenschaft Tor1α(E,G) =
0 auf Quotienten von G vererbt.
Bemerkung 5.2.7 Sei α eine Tensornorm, E ein lokalkonvexer Raum und G ein Fre´chetraum. Des
weiteren gelte Tor1α(E,G) = 0. In den folgenden Fa¨llen ist dann auch Tor
1
α(E,H) = 0 fu¨r jeden
Quotienten H von G:
a) E ein nuklearer (DF)-Raum.
b) F = ker (G → H) ist lokal E⊗˜α · -azyklisch, z. B. G nuklear.
c) E = k1(A) mit der s.M.B., α = pi.
d) E = k∞(A) ein (DFM)-Raum, α = ε.
Beweis: Nach Korollar 2.2.10 b) gilt in all unseren Situationen Torlα(E,F ) = 0 fu¨r alle l ≥ 2. In
den Fa¨llen a), c) und d) ist sogar jeder Banachraum E⊗˜α · -azyklisch. Wenden wir nun die lange
exakte Kohomologie-Sequenz auf die exakte FR-Sequenz 0 → F → G → H → 0 an, so erhalten
wir die Exaktheit der LR-Sequenz
· · · → Tor1α(E,G) → Tor1α(E,H) → Tor2α(E,F ) → · · ·
und hieraus Tor1α(E,H) = 0. 2
Leider steht uns im Gegensatz zur Ext-Situation keine lange exakte Kohomologie-Sequenz fu¨r den
Funktor · ⊗˜αF zur Verfu¨gung, womit wir eine entsprechende Permanenzeigenschaft fu¨r Teilra¨ume
von E beweisen ko¨nnten. Die Tatsache, daß man diese fu¨r den kontravarianten Funktor L( · , F )
trotz des Fehlens von genu¨gend vielen Projektiven fu¨r die Kategorie FR bekommt, basiert vor allem
auf der Exaktheit des Funktors L( · , I) fu¨r injektives I.
Die untenstehende Charakterisierung der Eigenschaft (Ω) fu¨r nukleare Fre´chetra¨ume kann man
wegen s′⊗˜pi · = L(s, · ) auch sofort ohne jeden Aufwand aus den Vogt’schen Resultaten [Vog7,
Theorem 2.5 b) und 4.9] folgern.
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Satz 5.2.8 Fu¨r einen nuklearen Fre´chetraum F sind die folgenden Bedingungen a¨quivalent:
a) F hat die Eigenschaft (Ω).
b) s′⊗˜piF ist bornologisch.
c) Tor1pi(s
′, F ) = 0.
Beweis: Wir betrachten den nuklearen (DF)-Raum s′ = k1(A) mit A = (jk)j,k.
a) ⇒ b): Da ((s′)′, s) = (s, s) ∈ (DN)× (Ω) ist, gilt die Bedingung d) in Theorem 5.2.1, vgl. auch
Bemerkung 6.1.5 und [Vog1, Theorem 5.1]. Also ist s′⊗˜pis bornologisch. Die Behauptung folgt
damit aus der vorigen Bemerkung 5.2.7. Man kann natu¨rlich auch Theorem 5.2.1 direkt auf das
Paar (s′, F ) anwenden.
b) ⇒ c) folgt aus Theorem 5.2.1.
c) ⇒ a): Diese Implikation folgert man am besten aus [Vog1, Theorem 4.1]. 2
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6 A− (Ω)-Situationen
In [Vog5] benutzt D. Vogt eine Methode von H. J. Petzsche ([Pet]) zur Zerlegung nuklearer Operato-
ren in (DNϕ), (Ωψ)-artigen Situationen, um grob gesprochen die Zerfallungsgu¨te von kurzen exakten
Sequenzen gradierter nuklearer Fre´chetra¨ume zu messen. Wir wollen uns nun dieser Methode bedie-
nen, um in solchen Fa¨llen Elementartensoren zu zerlegen und Tor1pi(E,F ) = 0 zu charakterisieren.
In einem zweiten Abschnitt werden wir dann unsere Resultate in typischen Situationen anwenden.
6.1 Zerlegungslemma
Definition 6.1.1 a) Ein (DF)-Raum E habe die Eigenschaft A, falls E′b die Eigenschaft (DN)
besitzt.
b) Ein vollsta¨ndiger (LB)-Raum E = indNEN heißt schwach-azyklisch, falls proj1E′N = 0 gilt.
Es sei angemerkt, daß sich die (DN)-Bedingung aus der Eigenschaft A herauskristallisierte, und
daß die Bedingung unter b) von technischer Natur ist, wie wir gleich sehen werden. Wir nehmen im
folgenden wieder an, daß B1 = BE1 ⊆ B2 = BE2 ⊆ · · · eine Fundamentalfolge von beschra¨nkten,
abgeschlossenen Mengen fu¨r den regula¨ren (LB)-Raum E = indNEN ist.
Lemma 6.1.2 Es sei E ein schwach-azyklischer (LB)-Raum mit der Eigenschaft A. Dann gibt es
ein N , so daß fu¨r alle M ≥ N und θ ∈]0, 1[ ein K ≥M und S > 0 existieren mit
‖x′‖∗M ≤ S · (‖x′‖∗K)θ · (‖x′‖∗N )1−θ
fu¨r alle x′ ∈ E′K .
Beweis: Wegen proj1E′N = 0 folgt nach einer Variante des Theorems von Palamodov-Retakh, daß
fu¨r alle K ein K˜ ≥ K existiert mit
(iK˜K)
′E′
K˜
⊆ i′K(E′) + ε ·DK
fu¨r alle ε > 0, wobei DK eine beschra¨nkte Banachkugel in E′K ist ([Vog4, Bemerkung nach Theorem
2.1]). Insbesondere existiert fu¨r alle K ein K˜ ≥ K mit
(iK˜K)
′E′
K˜
⊆ i′K(E′)
E′K
.
Es gelte nun die Eigenschaft A mit den Quantoren wie in (DN). Zu K wa¨hlen wir ein K˜ ≥ K
wie oben. Sei nun x′ ∈ E′
K˜
beliebig. Dann finden wir nach obigem eine Folge (x′L)L in E
′ mit
(iK˜K)
′(x′) = limL→∞ i′K(x
′
L). Insgesamt folgt mit der Eigenschaft A:
‖x′‖∗M = ‖(iK˜M )′(x′)‖∗M
= ‖(iKM )′ ◦ (iK˜K)′(x′)‖∗M
= lim
L→∞
‖i′M (x′L)‖∗M
≤ lim sup
L→∞
S · (‖i′K(x′L)‖∗K)θ · (‖i′N (x′L)‖∗N )1−θ
= S · (‖(iK˜K)′(x′)‖∗K)θ · (‖(iK˜N )′(x′)‖∗N )1−θ
≤ (S · ‖(iK˜K)′‖)θ) · (‖x′‖∗K˜)
θ · (‖x′‖∗N )1−θ.
Hieraus erhalten wir die Behauptung. 2
Wir beno¨tigen noch das
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Lemma 6.1.3 Sei E = indNEN ein schwach-azyklischer (LB)-Raum mit der Eigenschaft A und F
ein Fre´chetraum mit der Eigenschaft (Ω). Dann gilt:
α) Es gibt ein N , so daß fu¨r alle M ≥ N und θ ∈]0, 1[ ein K ≥M und C2 > 0 existieren mit
‖x′‖∗M ≤ max
{
1
C2
· r1− 1θ · ‖x′‖∗K , r · ‖x′‖∗N
}
fu¨r alle x′ ∈ E′K , r ≥ 1.
β) Fu¨r alle n existiert ein m ≥ n, so daß fu¨r alle k ≥ m ein δ ∈]0, 1[ und C1 > 0 existieren mit
‖y′‖∗m ≤ max
{
C1 · s 1δ−1 · ‖y′‖∗k,
1
s
· ‖y′‖∗n
}
fu¨r alle y′ ∈ F ′n, s ≥ 1.
Beweis: Wir zeigen zuna¨chst (β). Nach Voraussetzung haben wir die Abscha¨tzung
‖y′‖∗m ≤ C · (‖y′‖∗k)δ · (‖y′‖∗n)1−δ
fu¨r alle y′ ∈ F ′n. Wie man leicht nachrechnet, gilt fu¨r a, b > 0
min
t>0
(t · a+ t1− 1δ · b) = δ−1 · (δ−1 − 1)δ−1 · a1−δ · bδ.
Daher ist obige Abscha¨tzung a¨quivalent dazu, daß es eine Konstante C ′ > 0 gibt mit
‖y′‖∗m ≤ C ′ · (t · ‖y′‖∗n + t1−
1
δ · ‖y′‖∗k)
fu¨r alle t > 0, y′ ∈ F ′n. Mit s := 12·C′·t folgt dann
‖y′‖∗m ≤
1
2 · s · ‖y
′‖∗n + C ′ ·
(
1
2 · C ′ · s
)1− 1δ
· ‖y′‖∗k
≤ max
{
1
s
· ‖y′‖∗n, (2 · C ′)
1
δ · s 1δ−1 · ‖y′‖∗k
}
.
Mit C1 := (2 · C ′) 1δ erhalten wir (β).
Kommen wir nun zu (α). Nach Lemma 6.1.2 gilt
‖x′‖∗M ≤ S · (‖x′‖∗K)θ · (‖x′‖∗N )1−θ
fu¨r alle x′ ∈ E′K . Analog zu obigem finden wir ein S′ > 0 mit
‖x′‖∗M ≤ S′ · (t · ‖x′‖∗N + t1−
1
θ · ‖x′‖∗K)
fu¨r alle t > 0, x′ ∈ E′K . Es sei C2 := (2 · S′)−
1
θ . Mit r := 2 · S′ · t folgt auch (α). 2
Die Bedingung γ) in der folgenden Bemerkung entpuppt sich als sehr gu¨nstig, um Elementartensoren
zu zerlegen.
Bemerkung 6.1.4 Setzen wir in α) mit ϕ(r) := C2 · r 1θ−1 und in β) mit ψ(s) := C1 · s 1δ−1 an
und wa¨hlen in α) zudem θ so klein, daß 1δ − 1θ + 1 < 0 gilt, so folgt mit rj := 2j ↑ +∞ und
sj := 2(1+δ)·j ↑ +∞:
γ)
∑∞
j=1
rj
sj−1
< +∞ und ∑∞j=1 ψ(sj)ϕ(rj) < +∞.
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Beweis: Es gilt
rj
sj−1
= 2j−(1+δ)·(j−1) = 21+δ · (2−δ)j
und folglich
∑∞
j=1
rj
sj−1
< +∞. Mit C := C1C2 erhalten wir wegen 1δ − 1θ + 1 < 0:
ψ(sj)
ϕ(rj)
= C · 2(1+δ)·j·( 1δ−1)−j·( 1θ−1)
= C · 2j· 1δ+j−j−j·δ−j· 1θ+j
= C · (2 1δ−δ− 1θ+1)j
≤ C · (2−δ)j
und damit
∑∞
j=1
ψ(sj)
ϕ(rj)
< +∞. 2
Wir wollen nun zum besseren Versta¨ndnis eine Verbindung zu unseren S2-Bedingungen herleiten:
Bemerkung 6.1.5 Unter den Voraussetzungen von Lemma 6.1.3 gilt:
(S+2 )0 Fu¨r alle n existiert ein N und ein m ≥ n, so daß fu¨r alle M ≥ N und k ≥ m
es ein K ≥M gibt, so daß fu¨r alle ε > 0 ein S > 0 existiert,
so daß fu¨r alle x′ ∈ E′K und y′ ∈ F ′n gilt:
‖x′‖∗M‖y′‖∗m ≤ max {S · ‖x′‖∗K‖y′‖∗k, ε · ‖x′‖∗N‖y′‖∗n} .
Man beachte hierbei die Reihenfolge der Quantoren und vergleiche diese mit denen von (S∗2 )0.
Beweis: Wir zeigen (S+2 )0 mittels der modifizierten dualen (DN) (Lemma 6.1.2) und der Bedingung
(Ω). Sei n vorgegeben. Wir wa¨hlen uns ein N nach (DN) und m ≥ n nach (Ω). Seien M ≥ N und
k ≥ m beliebig, δ ∈]0, 1[ und C > 0 nach (Ω) gewa¨hlt. Wir setzen θ := δ und wa¨hlen uns K ≥ M
und S˜ > 0 nach (DN). Sei nun ε > 0 beliebig. Dann gilt fu¨r x′ ∈ E′K , y′ ∈ F ′n entweder
a) ‖x′‖∗M · ‖y′‖∗m ≤ ε · ‖x′‖∗N · ‖y′‖∗n oder
b) ‖x′‖∗M · ‖y′‖∗m > ε · ‖x′‖∗N · ‖y′‖∗n.
Im Fall a) sind wir fertig. Gilt b), so folgt mit (DN) und (Ω):
‖x′‖∗M · ‖y′‖∗m ≤ C · S˜ · (‖x′‖∗K)θ · (‖x′‖∗N )1−θ · (‖y′‖∗k)θ · (‖y′‖∗n)1−θ
≤ C · S˜
ε1−θ
· (‖x′‖∗K · ‖y′‖∗k)θ · (‖x′‖∗M · ‖y′‖∗m)1−θ
bzw.
‖x′‖∗M · ‖y′‖∗m ≤
(
C · S˜
ε1−θ
) 1
θ
· ‖x′‖∗K · ‖y′‖∗k.
Setzen wir S :=
(
C·S˜
ε1−θ
) 1
θ
, so schließt das den Beweis ab. 2
Kommen wir zuru¨ck zum Zerlegungslemma dieses Abschnitts:
Lemma 6.1.6 Sei E = indNEN ein schwach-azyklischer (LB)-Raum mit der Eigenschaft A und
F ein Fre´chetraum mit der Eigenschaft (Ω). Dann lassen sich Elementartensoren zerlegen, d.h. es
gilt:
(S⊗3 )0 Fu¨r alle n existiert ein m ≥ n, so daß es fu¨r alle k ≥ m ein N gibt, so daß fu¨r alle
M ≥ N und ε > 0 ein K ≥M und ein S > 0 existiert mit
idE⊗˜piρnm(BEM ⊗BFm) ⊆ S · idE⊗˜piρnk (BEK⊗˜piFk) + ε ·BEN ⊗˜piFn .
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Beweis: Die Quantorenreihenfolge in (S⊗3 )0 erlaubt es uns Bemerkung 6.1.4 anzuwenden, so daß
wir α), β) und γ) voraussetzen ko¨nnen. Im folgenden seien ϕ und ψ wie in Bemerkung 6.1.4.
Durch weglassen von Summanden ko¨nnen wir annehmen, daß 4 ·∑∞j=1 rjsj−1 ≤ ε2 gilt, und s0 so
klein gewa¨hlt ist, daß ρnm(Um) ⊆ 2s0 ·Un gilt, ohne die Konvergenz der Reihe
∑∞
j=1
ψ(sj)
ϕ(rj)
< +∞ zu
gefa¨hrden. Hierbei bezeichnet Uj den abgeschlossenen Einheitsball in Fj .
Es sei A = x⊗y ∈ BEM ⊗BFm . Aus α) folgt durch zweimaliges Polarisieren bzgl. des dualen Paares
〈EK , E′K〉:
BM ⊆ 2 · 1
ϕ(r)
·BK + r ·BN
fu¨r alle r ≥ 1 und aus β) erhalten wir durch zweimaliges Polarisieren bzgl. des dualen Paares
〈Fn, F ′n〉:
ρnm(Um) ⊆ ψ(s) · ρnk (Uk) + 2 ·
1
s
· Un
fu¨r alle s ≥ 1. Fu¨r j ∈ N wa¨hlen wir uns yj ∈ ψ(sj) · Uk, so daß
ρnm(y)− ρnk (yj) ∈
2
sj
· Un
gilt und setzen zj := yj − yj−1. Wegen ψ(sj−1) ≤ ψ(sj) ist dann zj ∈ 2 · ψ(sj) · Uk. Mit sj−1 ≤ sj
folgt weiter
ρnk (zj) = (ρ
n
m(y)− ρnk (yj−1))− (ρnm(y)− ρnk (yj)) ∈
4
sj−1
· Un.
Des weiteren ko¨nnen wir y0 := 0 annehmen (wegen ρnm(y) ∈ ρnm(Um) ⊆ 2s0 · Un ist das okay). Mit∑∞
j=1
1
sj
< +∞ folgt dann
ρnm(y) =
∞∑
j=1
ρnk (zj).
Fu¨r j ∈ N seien xj ∈ rj ·BN , so daß
x− xj ∈ 2 · 1
ϕ(rj)
·BK
gilt. Wir setzen
B˜ :=
∞∑
j=1
(x− xj)⊗ zj und C˜ :=
∞∑
j=1
xj ⊗ ρnk (zj).
Dann folgt ‖B˜‖
EK⊗˜piFk ≤ 4 ·
∑∞
j=1
ψ(sj)
ϕ(rj)
< +∞ und ‖C˜‖
EN ⊗˜piFn ≤ 4 ·
∑∞
j=1
rj
sj−1
≤ ε.
Mit C := 1ε · C˜, S := 4 ·
∑∞
j=1
ψ(sj)
ϕ(rj)
und B := 1S · B˜ erhalten wir letztendlich
S · idE⊗˜piρnk (B) + ε · C = idE⊗˜piρnk (B˜) + C˜
=
∞∑
j=1
(x− xj)⊗ ρnk (zj) +
∞∑
j=1
xj ⊗ ρnk (zj)
= x⊗
∞∑
j=1
ρnk (zj)
= x⊗ ρnm(y)
= idE⊗˜piρnm(A),
was zu zeigen war. 2
Wir wollen unsere Ergebnisse zusammenfassen:
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Theorem 6.1.7 Sei E = indNEN ein schwach-azyklischer (LB)-Raum mit der Eigenschaft A und
F ein Fre´chetraum mit der Eigenschaft (Ω). Weiter gelte
indN EN ⊗˜piFn = E⊗˜piFn
fu¨r ein Fundamentalsystem (Fn, ρnm) von Banachra¨umen fu¨r F . Dann ist proj
1E⊗˜piFn = 0. Ist F
zudem lokal E⊗˜pi · -azyklisch, so ist Tor1pi(E,F ) = 0.
Beweis: Die Behauptung folgt aus Lemma 6.1.6 und Satz 3.3.3. 2
6.2 Anwendungen
Als unmittelbare Folgerung aus Theorem 6.1.7, Satz 4.3.2 und Beispiel 3.2.5 1) erhalten wir
Satz 6.2.1 Sei E ein schwach-azyklischer (LB)-Raum mit der Eigenschaft A, F ein nuklearer
Fre´chetraum mit der Eigenschaft (Ω) und α eine Tensornorm. Dann ist Tor1α(E,F ) = 0.
Mit Theorem 4.3.6 iii) folgt weiter das Vogtsche Resultat [Vog8, Satz 4.2], vgl. auch [Vog6, Theorem
7.5]:
Korollar 6.2.2 Die Voraussetzungen seien wie im Satz zuvor. Dann ist fu¨r jede exakte nukleare
FR-Sequenz
0 → F → G → H → 0
die E⊗˜α · -tensorierte Sequenz
0 → E⊗˜αF → E⊗˜αG → E⊗˜αH → 0
topologisch exakt.
Als weitere Folgerung halten wir eine der mo¨glichen Charakterisierungen der Eigenschaft A fest:
Satz 6.2.3 Fu¨r einen schwach-azyklischen (LB)-Raum E sind die folgenden Aussagen a¨quivalent:
a) E hat die Eigenschaft A.
b) Tor1pi(E, s) = 0.
Beweis: a) ⇒ b) folgt aus Satz 6.2.1.
b) ⇒ a) Nach E. Borel existiert eine exakte nukleare FR-Sequenz
0 → s −→ s q−→ ω → 0
([MeiVog, Lemma 31.3]). Aus der langen exakten Kohomologie-Sequenz folgt also, daß es einen
Epihomomorphismus q : s→ ω gibt, so daß idE⊗˜piq surjektiv ist. Nach [Vog8, Proposition 4.5] hat
dann E die Eigenschaft A. 2
Sei nun Ω ⊆ Rn offen. Wir wollen lineare partielle Differentialoperatoren mit konstanten Koeffizi-
enten P (D) : E(Ω)→ E(Ω) betrachten, welche den folgenden beiden Bedingungen genu¨gen:
1) P (D) ist surjektiv (PDO1),
2) Der Nullraum N(Ω) := ker (P (D)) hat die Eigenschaft (Ω) (PDO2).
Es ist ein offenes Problem, ob (PDO2) nicht automatisch erfu¨llt ist. Fu¨r einen vollsta¨ndigen lokal-
konvexen Raum E notieren wir mit E(Ω;E) den Raum der beliebig oft differenzierbaren E-wertigen
Funktionen auf Ω und beachten E(Ω)⊗˜εE = E(Ω;E) ([Tre, Theorem 44.1]). Aus Korollar 6.2.1
folgt:
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Korollar 6.2.4 Es gelte (PDO1) und (PDO2). Weiter sei E ein schwach-azyklischer (LB)-Raum
mit der Eigenschaft A. Dann ist die Abbildung
P (D)⊗˜εidE : E(Ω)⊗˜εE = E(Ω;E)→ E(Ω)⊗˜εE = E(Ω;E)
surjektiv, d.h. die vektorwertige Situation ”P (D)f = g“ ist fu¨r alle rechte Seiten g ∈ E(Ω;E) lo¨sbar.
Positive Beispiele fu¨r (PDO1) und (PDO2) sind die untenstehenden.
Beispiel 6.2.5 In den folgenden Fa¨llen sind (PDO1) und (PDO2) erfu¨llt:
a) P (D) ist elliptisch.
b) Ω ist konvex.
Beweis: Zu a) siehe [Vog9, Proposition 2.5 b)].
Zu b) siehe [Wie, Proposition 2.2.6]. Wir wollen den Beweis fu¨r (PDO2) fu¨r irreduzibles P ausfu¨hren.
Da Ω konvex ist, gilt nach [MeiTayVog, 4.3] mit V := { z ∈ Cn : P (−z) = 0 } die Dualita¨t:
N(Ω)′b ∼= { f ∈ H(V ) : ∃m ∈ N mit ‖f‖∗m := sup
z∈V
|f(z)| exp(−Hm(Im(z))−m log(1 + |z|2)) <∞}.
Hierbei ist
Hm(y) := sup
w∈Ωm
〈w, y〉 = sup
w∈Ωm
n∑
j=1
wj · yj
das m-te Tra¨gerfunktional zu einer konvexen Ausscho¨pfung (Ωm)m von Ω mit relativ kompakten
Ωm. Durch Translation in den Ursprung ko¨nnen wir o.E. 0 ∈ Ω1 annehmen. Nach obigem mu¨ssen
wir also noch folgendes nachweisen: Fu¨r alle n gibt es ein m, so daß fu¨r alle k ein δ ∈]0, 1[ und ein
C > 0 existiert mit
‖f‖∗m ≤ C · (‖f‖∗k)δ · (‖f‖∗n)1−δ
fu¨r alle f ∈ H(V ). Dazu sei n < m < k fest. Es reicht zu zeigen, daß es ein δ ∈]0, 1[ und C > 0
gibt mit
exp(−Hm(Im(z))−m · log(1 + |z|2))
≤ C · exp(−Hk(Im(z))− k · log(1 + |z|2))δ · exp(−Hn(Im(z))− n · log(1 + |z|2))1−δ
bzw. nach a¨quivalenter Umformung(
δ ·Hk(Im(z)) + (1− δ) ·Hn(Im(z)
)
+
(
δ · k · log(1 + |z|2) + (1− δ) · n · log(1 + |z|2)
)
≤ Hm(Im(z)) +m · log(1 + |z|2) + log(C).
Wa¨hlen wir ein δ mit δ · k+(1− δ) ·n ≤ m, so bleibt nach der Definition der Tra¨gerfunktionale Hm
nur noch zu zeigen, daß ein δ (kleiner als das obige) existiert mit
sup
w∈δ·Ωk
〈w, y〉 + sup
w∈(1−δ)·Ωn
〈w, y〉 ≤ sup
w∈Ωm
〈w, y〉
fu¨r alle y ∈ Rn mit ‖y‖2 = 1. Dazu sei δ1 so klein, daß ein r > 1 existiert mit r · (1− δ1) ·Ωn ⊆ Ωm.
Fu¨r δ ∈]0, δ1[ folgt dann
sup
w∈(1−δ)·Ωn
〈w, y〉 ≤ 1
r
· sup
w∈Ωm
〈w, y〉
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fu¨r alle y mit ‖y‖2 = 1. Als na¨chstes zeigen wir, daß es ein δ2 ≤ δ1 (unabha¨ngig von y) gibt mit
sup
w∈δ2·Ωk
〈w, y〉 ≤ (1− 1
r
) · sup
w∈Ωm
〈w, y〉,
was den Beweis dann mit obiger Abscha¨tzung abschließt. Da Ωk beschra¨nkt ist, reicht es dafu¨r zu
zeigen, daß
inf
‖y‖2=1
sup
w∈Ωm
〈w, y〉 > 0
ist. Wegen 0 ∈ Ω1 finden wir ein ε > 0 mit ε ·B ⊆ Ωm, wobei B = { y : ‖y‖2 = 1 } der Einheitsball
im Rn sei. Also gilt
inf
‖y‖2=1
sup
w∈Ωm
〈w, y〉 ≥ inf
‖y‖2=1
sup
w∈ε·B
〈w, y〉 ≥ inf
‖y‖2=1
〈ε · y, y〉 = ε.
2
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Anhang
Wir wollen hier kurz die Vorgehensweise, um notwendige und hinreichende Bedingungen fu¨r das
Verschwinden von Tor1α(E,F ) zu erhalten, im Falle des projektiven Tensorprodukts α = pi und
der Nuklearita¨t von F skizzieren. Gleichzeitig findet der Leser hier eine U¨bersicht der wichtig-
sten S2- und S3-Bedingungen in Quantorschreibweise. Im folgenden sei E = indN EN ein ech-
ter, vollsta¨ndiger (LB)-Raum mit Fundamentalfolge von beschra¨nkten, abgeschlossenen Mengen
B1 = BE1 ⊆ B2 = BE2 ⊆ · · · und F ein nuklearer Fre´chetraum mit Fundamentalsystem von
Banachra¨umen (Fn, ρnm). Weiter sei Bn,N := Cn,N · BEN⊗piFn
E⊗˜piFn mit geeigneten Konstanten
Cn,N ≥ N und Un := BFn .
Tor1pi(E,F )
F lok.inj.
= proj1E⊗˜piFn = 0
⇓ Palamodov-Retakh
(S˜2) ∀
n
∃
N
m≥n
∀
k≥m
id⊗˜piρnm(E⊗˜piFm) ⊆ id⊗˜piρnk (E⊗˜piFk) +Bn,N
⇓ G.F.S.
(S2) ∀
n
∃
N
m≥n
∀
M≥N
k≥m
∃
K≥M
S>0
id⊗˜piρnm(Bm,M ) ⊆ S · (id⊗˜piρnk (Bk,K) +Bn,N )
⇓ Vertauschungseigenschaft
(SK′2 ) ∀
n
∃
N
m≥n
∀
M≥N
k≥m
∃
K≥M
S>0
∀
x′∈E′
K
‖x′‖∗M · ρnm(Um) ⊆ S · (‖x′‖∗K · ρnk (Uk) + ‖x′‖∗N · Un)
⇓ E echt
(SK′2 )0 ∀
n
∃
N
m≥n
∀
M≥N
k≥m,ε>0
∃
K≥M
S>0
∀
x′∈E′
K
‖x′‖∗M · ρnm(Um) ⊆ S · ‖x′‖∗K · ρnk (Uk) + ε · ‖x′‖∗N · Un
⇓
(SK′3 )0 ∀
n
∃
m≥n
∀
k≥m
∃
N
∀
M≥N,
ε>0
∃
K≥M,
S>0
∀
x′∈E′
K
‖x′‖∗M · ρnm(Um) ⊆ S · ‖x′‖∗K · ρnk (Uk) + ε · ‖x′‖∗N · Un
⇓ Polarisation
(Pol) ∀
n
∃
m≥n
∀
k≥m
∃
N
∀
M≥N,
ε>0
∃
K≥M,
S>0
∀
y′∈F ′n
‖y′‖∗m ·BM ⊆ S · ‖y′‖∗k ·BK + ε · ‖y′‖∗n ·BN
⇓ Zerlegungslemma
(S⊗3 )0 ∀
n
∃
m≥n
∀
k≥m
∃
N
∀
M≥N,
ε>0
∃
K≥M,
S>0
id⊗˜piρnm(BEM ⊗BFm) ⊆ S · id⊗˜piρnk (BEK⊗˜piFk) + εBEN ⊗˜piFn
⇓
(S⊗˜3 )0 ∀
n
∃
m≥n
∀
k≥m
∃
N
∀
M≥N,
ε>0
∃
K≥M,
S>0
id⊗˜piρnm(BEM ⊗˜piFm) ⊆ S · id⊗˜piρ
n
k (BEK⊗˜piFk) + ε ·BEN ⊗˜piFn
⇓
(S3)0 ∀
n
∃
m≥n
∀
k≥m
∃
N
∀
M≥N,
ε>0
∃
K≥M,
S>0
id⊗˜piρnm(Bm,M ) ⊆ S · id⊗˜piρnk (Bk,K) + ε ·Bn,N
⇓ Hinr. Bed. fu¨r proj1 X = 0
Tor1pi(E,F )
F lok.inj.
= proj1E⊗˜piFn = 0
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