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a b s t r a c t
In this paper we consider the problem of estimating semiparametric panel datamodels with cross section
dependence, where the individual-specific regressors enter the model nonparametrically whereas the
common factors enter the model linearly. We consider both heterogeneous and homogeneous regression
relationships when both the time and cross-section dimensions are large. We propose sieve estimators
for the nonparametric regression functions by extending Pesaran’s (2006) common correlated effect
(CCE) estimator to our semiparametric framework. Asymptotic normal distributions for the proposed
estimators are derived and asymptotic variance estimators are provided.Monte Carlo simulations indicate
that our estimators perform well in finite samples.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Recently there has been a growing interest in the estimation of
panel data models with cross section dependence. See Bai (2009),
Coakley et al. (2002), Greenaway-McGrevy et al. (2008), Harding
(2007), Kapetanios and Pesaran (2005), Moon andWeidner (2008),
Pesaran (2004, 2006), Pesaran and Tosetti (2007), Phillips and Sul
(2003, 2007), among others, for an overview. All of these papers
focus on the linear specification of the regression relationship.
In this paper, we consider a semiparametric panel data model
with cross section dependence. Let yit be the observation on the
ith cross section unit at time t for i = 1, . . . , n; t = 1, . . . , T .
We suppose that yit is generated according to the following
semiparametric panel data generating process
yit = gi(xit)+ γ ′1i f1t + eit , (1.1)
where xit ∈ Xi ⊂ Rd is a vector of observed individual-specific
regressors on the ith cross section unit at time t , gi(·) ∈ Gi,Gi
is a specified class of continuous function from Xi to R, f1t is a
q1×1 vector of observed common factors, and γ1i, i = 1, . . . , n, are
factor loadings. Throughout the paper we assume that f1t includes
the intercept term and impose the condition E[gi(xit)] = 0 in order
to identify gi(·).1 The error term eit in (1.1) follows themulti-factor
∗ Correspondence to: School of Economics, Singapore Management University,
90 Stamford Road, Singapore 178903, Singapore. Tel.: +65 6828 0386.
E-mail address: ljsu@smu.edu.sg (L. Su).
1 Write f1t = (1, f ∗′1t )′ . As a referee suggested, one can also allow f ∗1t to enter (1.1)
nonparametrically, in which case (1.1) will become yit = gi(xit , f ∗1t ) + γ1i + eit , or
structure
eit = γ ′2i f2t + εit , (1.2)
where f2t is a q2 × 1 vector of unobserved common factors,
εit is the individual-specific (idiosyncratic) error assumed to be
independently distributed of (xit , f1t , f2t ), and γ2i, i = 1, . . . , n, are
factor loadings. We are interested in the estimation of gi(.) in the
presence of multi-factor error structure. Like Bai (2009), Pesaran
(2006), andMoon andWeidner (2008), we focus on the casewhere
both the cross-section dimension (n) and the time dimension (T )
are large unless otherwise stated.
Like Pesaran (2006), the unobserved factors f2t could be
correlated with (xit , f1t ). To allow for such a possibility, we follow
Pesaran (2006) and adopt the following fairly generalmodel for the
individual-specific regressors,
xit = Γ ′1i f1t + Γ ′2i f2t + vit , (1.3)
where Γ1i and Γ2i are q1×d and q2×d factor loadingmatrices, and
vit is a d× 1 vector of individual-specific components of xit .
The model specified in (1.1)–(1.3) is fairly general and includes
a variety of panel data models as special cases. First, Pesaran’s
(2006) model corresponds to the case where gi(x) = β ′i x for
yit = gi(xit ) + hi(f ∗1t ) + γ1i + eit where hi(·) is an unknown smooth function. The
theory developed below allows some component of xit in (1.1) not to vary across i,
and thus the former case can be treated as a special case of (1.1), where in (1.1) xit
includes some observable common factors and f1t ≡ 1. The latter case is a special
case of the former case where an additivity structure is imposed.
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some d× 1 vector βi so that model (1.1) becomes yit = β ′i xit + γ ′1i
f1t + eit . Second, it includes the conventional fixed or random
effects models, the models of Bai (2003, 2009), Bai and Ng (2002),
and Stock and Watson (2002), where the focus may be different
from ours. Third, it includes the usual nonparametric panel data
model yit = g(xit)+αi+υt+εit , where the individual effectsαi and
the time effects υt enter the model additively. See Henderson et al.
(2008) and Huang (2006) for kernel estimation of such models.
In practice, onemay also be interested in estimating a restricted
submodel of (1.1)
yit = g(xit)+ γ ′1i f1t + eit . (1.4)
That is, gi(x) = g(x) for all i in model (1.1). In the case where
γ1i = 0, (1.4) can be regarded as a nonparametric extension
of Bai’s (2009) linear panel data model with multi-factor error
structure or a simple extension of Huang’s (2006) nonparametric
panel data from his single-factor error structure to multiple-factor
error structure. We call the regression functions homogeneous
when gi(x) = g(x) for all i as in (1.4) and heterogeneous otherwise.
To proceed, it is worth mentioning that the study of the
estimation of gi(·) is important in several contexts despite the fact
that for given i, it essentially involves only time series regression.
First, if we do not want to impose homogeneous regression
relationship that gi(·) is the same across i, we can only estimate
gi(·) or certain averages of these functions. Second, the estimation
of gi(·) for i = 1, . . . , n, will serve as a basis for testing the
homogeneous regression relationship in (1.4). For example, Jin
and Su (2010) consider a test statistic based upon the measure
Υ ≡n−1i=1 nj=i+1  (gi(x)− gj(x))2w(x)dxwherew(·) is a weight
function. Third, the presence of unobservable common factor f2t
complicates the analysis of the estimate of gi(·) to a great deal.
Fourth, the analysis of the estimate of gi(·)will facilitate the study
of the homogeneous regression relationship g(·).
In the following we study the sieve estimation of both the het-
erogeneous regression function gi(.) in (1.1) and the homogeneous
regression function g(.) in (1.4) under the assumption that both
the error term eit and the individual specific regressors xit exhibit
multi-factor structures defined in (1.2)–(1.3), respectively. In ei-
ther case, we can extend the common correlated effect (CCE) es-
timator of Pesaran (2006) to our semiparametric model. We show
that the CCE estimators of both the heterogeneous and homoge-
neous regression functions are consistent as both n and T tend
to infinity, as long as certain rank condition concerning the mean
of (Γ2i, γ2i) is satisfied. We establish the asymptotic normality
of these estimators and propose consistent estimators for their
asymptotic variances. A small set of Monte Carlo simulations are
conducted to investigate the finite sample performance of our es-
timators. We find that our estimators perform quite well in finite
samples.
The rest of the paper is structured as follows. Section 2 mo-
tivates and proposes the sieve-based CCE estimation of hetero-
geneous and homogeneous regression functions. In Section 3 we
make some basic assumptions that underlie our asymptotic analy-
sis. Sections 4 and 5 study the asymptotic properties of the estima-
tors for the heterogeneous and homogeneous regression functions,
respectively. A small set of Monte Carlo simulation results are re-
ported in Section 6. Final remarks are contained in Section 7. All
technical details are relegated to the Appendix.
Notation. Throughout the paper we adopt the following notation
and conventions. For a real matrix A, we denote its Euclidean norm
as ∥A∥ = [tr(AA′)]1/2 and its generalized inverse as A−. When
A is symmetric, we use λmin(A) and λmax(A) to its minimum and
maximum eigenvalues, respectively. For any real square matrices
A and B, we write A ≤ B to signify that B − A is positive
semidefinite (p.s.d.). For a vector a ≡ (a1, . . . , aT )′, diag (a)
denotes a diagonal matrix with ai as a typical diagonal element.
IT denotes a T × T identity matrix. The operator p→ denotes
convergence in probability,
a.s.→ convergence almost surely, and d→
convergence in distributions. We use (n, T ) → ∞ to denote the
joint convergence of n and T in Section 4, and it denotes the case
where T is either fixed or passing to∞ as n →∞ in Section 5.
2. Motivation and estimation
In this section we first motivate the idea of CCE estimation and
then propose sieve-based CCE estimators for the heterogeneous
and homogeneous regression functions in (1.1) and (1.4), respec-
tively.
2.1. Motivation
Let xt ≡ n−1ni=1 xit and yt ≡ n−1ni=1 yit . Then (1.1)–(1.3)
implies that
xt
yt

=

Γ
′
1
γ ′1

f1t +

Γ
′
2
γ ′2

f2t +

vt
g t + εt

, (2.1)
where Γ 1, Γ 2, γ 1, γ 2, vt , and εt are sample averages of
Γ1i,Γ2i, γ1i, γ2i, vit , and εit over i, respectively, and g t =
n−1
n
i=1 gi(xit). Let Γ
∗
2 ≡ (Γ 2, γ 2). Following the lead of Pesaran
(2006), we can premultiply both sides of (2.1) by Γ ∗2 and solve for
f2t :
f2t = (Γ ∗2Γ ∗′2 )−1Γ ∗2

xt
yt

−

Γ
′
1
γ ′1

f1t −

vt
g t + εt

(2.2)
provided that
rank(Γ ∗2) = q2 ≤ d+ 1 for sufficiently large n. (2.3)
As n → ∞, vt p→ 0, εt p→ 0 and g t p→ 0 for each t under weak
conditions. It follows
f2t −

Γ
∗
2Γ
∗′
2
−1
Γ
∗
2

xt
yt

−

Γ
′
1
γ ′1

f1t

p→ 0
as n →∞. (2.4)
The last line suggests that we can use ht ≡ (f ′1t , x′t , yt)′ as
observable proxies for f2t . As we shall see later, we can consistently
estimate gi(.) or g(.) by augmenting the semiparametric regression
of yit on xit with ht . Following Pesaran (2006), we call such an
estimator as the common correlated effect (CCE) estimator.
2.2. Common correlated effect estimation of gi(.) and g(.)
(1.1) and (1.4) are additive panel data models. We propose to
estimate gi(.) or g(.) by sieve methods. For an excellent review on
sieve methods, see Chen (2007).
To proceed, let {pl(x), l = 1, 2, . . .} denote a sequence of
knownbasis functions that can approximate any square-integrable
function of x very well (to be more precise later). Let K ≡ K(T ) (in
the estimation of gi(.) in (1.1)) or K ≡ K(n, T ) (in the estimation
of g(.) in (1.4)) be some integer such that K → ∞ as n →
∞ or as (n, T ) → ∞. Let pK (x) = (p1(x), p2(x), . . . , pK (x))′,
pit = pK (xit), pi = (pi1, pi2, . . . , piT )′, and P = (p′1, p′2, . . . , p′n)′.
Obviously we have suppressed the dependence of pit , pi, and P on
K , T , or n. In particular, pi is a T × K matrix and P is of dimension
nT × K .
Under fairly weak conditions, we can approximate gi(x) in (1.1)
very well by α′gip
K (x) for some K × 1 vector αgi , and g(x) in (1.4)
very well by α′gpK (x). In estimating gi(x), one can allow K to be i-
dependent and write K as Ki. But we keep using the same notation
K in estimating gi(x) and g(x) for notational simplicity.
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Estimation of gi(.)
To estimate αgi , we run the regression of yit on p
K (xit) and
ht ≡ (f ′1t , x′t , yt)′
yit = α′gipK (xit)+ ϑ ′i ht + uit (2.5)
where uit is the new error term. Let yi = (yi1, yi2, . . . , yiT )′, h =
(h1, h2, . . . , hT )′, and ui = (ui1, ui2, . . . , uiT )′. We can rewrite (2.5)
in vector form
yi = piαgi + hϑi + ui. (2.6)
By the formula for partitioned regression, the estimator of αgi in
(2.5) or (2.6) is given by
αgi = (p′imhpi)−p′imhyi, (2.7)
where mh ≡ IT − h(h′h)−h, and (·)− denotes any symmetric
generalized inverse. The estimator of gi(x) is then given bygi(x) = pK (x)′αgi . (2.8)
We will show that gi(x) is a consistent estimator of gi(x) and
establish its asymptotic normality under suitable assumptions.
Estimation of g(.)
Ifmodel (1.4) is assumed to be correctly specified in conjunction
with (1.2)–(1.3), we can estimate g(.) by pooling all the data
together and obtain the CCE pooled estimator. Let Y =
(y′1, . . . , y′n)′,U = (u′1, . . . , u′n)′, ϑ = (ϑ ′1, . . . , ϑ ′n)′, and H =
In ⊗ h. We can rewrite (2.6) in matrix form
Y = Pαg + Hϑ + U . (2.9)
By the formula for partitioned regression, the estimator of αg in
(2.9) is given by
αg = (P ′MhP)−P ′MhY =  n
i=1
p′imhpi
− n
i=1
p′imhyi, (2.10)
whereMh = In ⊗mh. The estimator of g(x) is then given byg(x) = pK (x)′αg . (2.11)
We will show later thatg(x) is a consistent estimator of g(x) and
establish its asymptotic normality under suitable assumptions.
3. Basic assumptions
In this section, we provide a set of basic assumptions that are
used in the asymptotic analysis.
Assumption 1. (i) For each i, the process {(εit , vit) : t ≥ 1} is a
strictly stationary and α-mixing process with mixing coefficient
αi(j) such that
∞
j=1 j2αi(j)η/(4+η) ≤ C1i for some C1i < ∞ and
η > 0. (ii) The common factors process {(f1t , f2t) : t ≥ 1} is a
strictly stationary and α-mixing process with mixing coefficient
α0(j) such that
∞
j=1 j2α0(j)η/(4+η) ≤ C2 < ∞. (iii) (f1t , f2t) is
distributed independently of the individual-specific errors εis and
vis for all i, t, and s.E[(f ′1t , f ′2t)′(f ′1t , f ′2t)] is positive definite. (iv) The
individual-specific errors εit and vjs are distributed independently
for all i, j, t , and s. (v) Let εi ≡ (εi1, εi2, . . . , εiT )′ and vi ≡
(vi1, vi2, . . . , viT )
′.(εi, vi) are independently distributed across i
with zero means. (vi) supn≥1 max1≤i≤n E|ζi|4+η ≤ µ4+η < ∞ for
ζi = εi1, vi1, gi(xi1), f11, and f21. (vii)Ψi,T ≡ Var(εi) has the smallest
eigenvalue that is bounded away from zero and bounded largest
eigenvalue. (viii) n−1
n
i=1
∞
j=1 j2αi(j)η/(4+η) ≤ C3 < ∞. (ix)
E[gi(xit)] = 0 for each i.
Assumption 1(i)–(ii) specify that the processes {εit , vit} and
{f1t , f2t} are strictly stationary and α-mixing with mixing rates
decaying to zero sufficiently fast. They imply that αi(j), i =
0, 1, . . . , n, are of order o(j−(3+16/η)). The smaller η is, the faster
these mixing rates decay to zero. It is worth mentioning that these
assumptions are quite weak in the sense that many time series
processes satisfy the α-mixing conditions. Assumptions 1(iii)–(v)
are also made in Pesaran (2006), which greatly facilitate the
asymptotic analysis. Assumption 1(vi) specifies the moment con-
ditions on εit , vit , gi(xit), f1t , and f2t . A combination of Assump-
tion 1(vi) with Assumptions 1(i)–(ii) reflects the typical trade-off
between the mixing coefficients and moments. In addition, notice
that we rule out weak cross sectional dependence in {εit , vit} in
Assumption 1(iv)–(v) while Bai and Ng (2002) allow for it.
Assumption 1(vii) is typically assumed in the literature when the
data are independently distributed, see Andrews (1991a). It is au-
tomatically satisfied if {εit , t ≥ 1} is a martingale difference se-
quence with finite positive variance σ 2i , in which caseΨi,T = σ 2i IT .
Assumption 1(viii) facilitates the presentation of our results. As-
sumption 1(ix) is an identification condition because we assume
that f1t contains the intercept term.
Assumption 2. (i) The unobserved factor loadings γ2i and Γ2i are
independently and identically distributed (IID). γ2i and Γ2i are
independent of the individual-specific errors εjt and vjt , and the
common factors (f1t , f2t) for all j and t . The (4+η)-thmoment ofΓ2i
is finite. (ii) Γ1i are either fixed factor loadings that are uniformly
bounded or random factor loadings that are IID across iwith finite
(4+ η)-th moments and are independent of Γ2j, εjt , vjt , f1t and f2t
for all j and t . (iii) Let Γ ∗2 = E(Γ ∗2i) where Γ ∗2i ≡ (Γ2i, γ2i). rank
(Γ ∗2 ) = q2 ≤ d+ 1.
Assumption 2(i) imposes restrictions on the loadings for the
unobserved factors and they allow for random factor loadings.
Our results still hold when these loadings are nonrandom as in
Bai (2003). Assumption 2(ii) imposes conditions on the loadings
for the observed factors. Assumptions 2(i)–(ii) in conjunction with
Assumptions 1(v)–(vi) imply that ht ≡ (f ′1t , x′t , yt)′ has finite
(4 + η)-th moments. Similarly, combining Assumptions 2(i)–(ii)
with Assumption 1(i)–(ii) implies that {xit , t ≥ 1} is also an
α-mixing process with the mixing coefficients jointly determined
by αi(j) and α0(j). The rank condition in Assumption 2(iii) ensures
that rank (Γ ∗2) = q2 ≤ d+1with probability approaching 1 (w.p.a.
1) as n →∞. To see this, letς ≡ Γ ∗2−Γ ∗2 . Then byAssumption 2(i)
and the strong law of large numbers, ς
a.s.→ 0 as n → ∞. By
Assumption 2(iii) and Theorem 7.2.2. of Wang et al. (2004), this
implies that for sufficiently large n, rank (Γ ∗2) = q2 ≤ d+ 1 a.s.
To estimate the unknown function gi(.) well by the sieve
methods, we assume that gi(x) is smooth in some sense with
respect to x. Let Xi denote the support of the individual-specific
regressor xit . Typical approximation and estimation of regression
functions require that Xi be compact. See Newey (1994, 1995,
1997), Li (2000), Baltagi and Li (2002), and Li et al. (2003), among
others. To allow for the unboundedness ofXi (e.g.,Xi = Rd), we
follow Chen et al. (2005) (see also Blundell et al. (2007)) and use a
weighted sup-norm metric defined as
∥gi∥∞,ω ≡ sup
x∈Xi
|gi(x)|[1+ ∥x∥2]−ω/2 for some ω ≥ 0.
Clearly, the choice of ω = 0 leads to the usual sup-norm which is
suitable ifXi is a bounded subset of Rd.
Recall that a typical smoothness assumption requires that a
function b : X→Rbelongs to aHölder space. Let a ≡ (a1, . . . , ad)′
denote a d-vector of non-negative integers and |a| ≡dk=1 ak. For
any x = (x1, . . . , xd)′ ∈ Rd, the |a|-th derivative of a function
b : X→R is denoted as ∇ab(x) = ∂ |a|b(x)/∂xa11 · · · ∂xadd . Let ⌈λ⌉
denote the largest integer that is strictly smaller than λ. The Hölder
space Λλ(X) of order λ > 0 is a space of functions b : X→R
such that the first ⌈λ⌉ derivatives are bounded, and the ⌈λ⌉-th
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derivatives are Hölder continuous with the exponent λ − ⌈λ⌉ ∈
(0, 1]. Define the Hölder norm:
∥b∥Λλ ≡ sup
x∈X
|b(x)| + max
|a|=⌊λ⌋
sup
x≠x∗
|∇ab(x)−∇ab(x∗)|
(∥x− x∗∥)λ−[λ] <∞.
The following definition is adopted from Chen et al. (2005).
Definition 1. Let Λλ(X, ω) = {b : X→R such that b(.)[1 +
∥.∥2]−ω/2 is in Λλ (X)} denote a weighted Hölder space of
functions. A weighted Hölder ball with radius c is
Λλc (X, ω) ≡ {b ∈ Λλ(X, ω) : ∥b(.)[1+ ∥.∥2]−ω/2∥Λλ ≤ c <∞}.
A function b(.) is said to be H(λ, ω)-smooth onX if it belongs to a
weighted Hölder ballΛλc (X, ω) for some λ > 0, c > 0 and ω ≥ 0.
As Chen et al. (2005) remark, the weighted Hölder ball with
ω = 0 reduces to the standard Hölder ball Λλ (X) condition,
which is usually a sufficient condition when the supportX of the
regressor is a bounded support of Rd. WhenX = Rd, the standard
Hölder ballΛλ (X)may exclude simple functions such as b(x) = x.
Let
Qipp = E[pitp′it ], Qiph = E[pith′t ], Qhh = E[hth′t ],
and Qi = Qipp − QiphQ−1hh Q ′iph, (3.1)
where we have suppressed the dependence of Qhh(≡Qn,hh) on n
through ht . The K × K matrices Qipp and Qi play an important role
in this paper. The conditions in the following assumption are quite
similar to those imposed by Chen et al. (2005).
Assumption 3. (i) For each i, gi(.) is H(λi, ωi)-smooth on Xi for
some λi > d/2, ωi ≥ 0. (ii) For each i,

(1 + ∥x∥2)ωidFi(x) < ∞
for some ωi > ωi + λi, where dFi(x) = fi(x)dx, and fi(x) is the
probability density function of xit . (iii) For any H(λi, ωi)-smooth
gi(.) on Xi, there is a function Π∞Kgi ≡ α′gipK (.) in the sieve
space GK ≡ {f (.) = a′pK (.)} such that ∥gi(.) − Π∞Kgi(.)∥∞,ωi =
O(K−λi/d). (iv) For each i, sup1≤j≤K E|pj(xi1)|4+η < ∞ for the
same η defined in Assumption 1(i), Qi has the smallest eigenvalues
bounded away from zero, Qipp has bounded largest eigenvalues
uniformly in K , and Qhh ≡ Qn,hh tends to a positive definite matrix
as n →∞.
Assumption 3(i) imposes a weighted smoothness condition on
gi(.). If we are only interested in the consistency of the estimator
of gi(.), we can simply require λi > 0. The requirement λi > d/2
will ensure the CCE estimator of gi(.) to achieve the Stone’s (1982)
optimal rate of convergence. Assumption 3(ii) imposes conditions
on the tail behavior of the marginal densities. In fact, the weight
function (1 + ∥x∥2)−ωi/2 can be regarded as an alternative to the
trimming function. It is used to deal with unbounded support as
in Ai and Chen (2003), and Chen et al. (2005). Assumption 3(iii)
quantifies the approximation error of functions in H(λi, ωi) by
the linear sieve basis functions pK (x). Assumption 3(iv) is a little
stronger than what is typically assumed for sieve estimation in the
IID framework (e.g., Newey, 1997).
4. Asymptotic properties ofgi(x)
In this section, we study the asymptotic properties of gi(x).
Let f1 = (f11, f12, . . . , f1T )′, f2 = (f21, f22, . . . , f2T )′, εi =
(εi1, εi2, . . . , εiT )
′, and gi = (gi(xi1), gi(xi2), . . . , gi(xiT ))′. Using
(1.1), (1.2), and the approximation for gi(.)we have
yi = piαgi + f1γ1i + f2γ2i + εi + (gi − piαgi). (4.1)
Thereforeαgi − αgi = (p′imhpi)−p′imhεi + (p′imhpi)−p′imhf2γ2i
+ (p′imhpi)−p′imh(gi − piαgi). (4.2)
The first term on the right hand side (r.h.s.) of the above expression
is present even if there is no multi-factor error structure and
gi(x) is linear in x; the second term is due to the presence of the
unobserved factors in the error term; and the third term is due to
the approximation of gi(x) by pK (x)′αgi . As shown in the proof of
the following theorem, each of the three terms on the r.h.s. of (4.2)
contributes to the convergence rate ofgi.
Theorem 4.1 (Convergence Rate). Under Assumptions 1–3, (i) T−1T
t=1[gi(xit)−gi(xit)]2 = Op(K/T+K−2λi/d+K/n), (ii) x∈Xi [gi(x)−
gi(x)]2dFi(x) = Op(K/T + K−2λi/d + K/n).
Remark 1. The above theorem states the results for both sample
mean square error (c.f. Newey, 1994) and integrated mean
square error (c.f. Newey, 1997). Let ∥b∥2 ≡ {

Xi
b(x)2dFi(x)}1/2.
If the common factors f2t were observable, we can run the
semiparametric regression of yit on xit , f1t and f2t . In this case,
∥gi − gi∥2 = Op(√K/T + K−λi/d) and the optimal choice of
K would balance the standard deviation (
√
K/T ) part and the
bias (K−λi/d) part by choosing K ∝ T d/(d+2λi). In this case,
∥gi − gi∥2 = Op(T−λi/(d+2λi)), which is the renowned optimal
convergence rate of Stone (1982) for nonparametric least-squares
regression, see also Theorem 1 of Newey (1997). Here, due to the
use of proxies for f2t , even though the standard deviation part
(
√
K/T ) in Theorem 4.1 is of the same order as the standard case,
the bias part (K−λi/d + √K/n) in Theorem 4.1 has an extra term
(
√
K/n). In order to achieve the above optimal rate of convergence,
one would require K ∝ T d/(d+2λi) and that n/T → c ∈ (0,∞]
as (n, T ) → ∞, and the latter holds in conventional panel data
models where there are a large number of observations across
individuals and a short span over time.
To derive the asymptotic normality of gi(x), we add the
following assumption.
Assumption 4. (i) Either of the following conditions hold: (a)
For fixed i, {εit ,Fit} is a martingale difference sequence (MDS),
where Fit ≡ σ(εis : 1 ≤ s ≤ t); (b) the α-mixing
condition in Assumption 1 is strengthened to φ-mixing with mix-
ing coefficientsαi(j) replaced byφi(j), andφ(j) ≡ supn≥1 max0≤i≤n
φi(j) = O(j−1−ϵ) for some ϵ > 0; (c) the α-mixing condition in
Assumption 1 holds, and E[pitp′itpitp′it ] has bounded largest eigen-
value for each K . (ii) For every K ≡ K (T ), it satisfies K 3/T →
0, KT/n → 0, and TK−2λi/d → 0 as (n, T )→∞.
We prove the asymptotic normality of gi(x) under different
conditions specified in Assumption 4(i). Under Condition (a), a
martingale central limit theorem (CLT) is needed, whereas under
Condition (b) or (c) a CLT for double-array mixing processes is
called upon. Assumption 4(ii) imposes some additional conditions
on the choice of K and they also restrict the relative size of
n versus T . The condition KT/n → 0 guarantees the proxy
error is asymptotically negligible. Such a condition corresponds
to Pesaran’s (2006) condition T/n2 → 0 when gi is linear,
and it would not be needed if the common factors f2t were also
observable. The condition TK−2λi/d → 0 ensures that the bias
of gi(x) due to the sieve approximation error is asymptotically
negligible.
Let VinT = pK (x)′(p′imhpi)−p′imhΨi,Tmhpi(p′imhpi)−pK (x) and
AinT = V−1/2inT , where Ψi,T is defined in Assumption 1(vii). The
following theorem establishes the asymptotic normality ofgi(x).
Theorem 4.2 (Asymptotic Normality). Let x ∈ Xi be given and
∥pK (x)∥ > c for some constant c > 0. Under Assumptions 1–4,
AinT [gi(x)− gi(x)] d→ N(0, 1).
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Remark 2. The asymptotic normality result in Theorem 4.2 is
similar to that obtained in Andrews (1991a) and Newey (1997)
who considered the nonparametric series estimation in the IID
setup. Even though it is not explicitly revealed, gi(x) converges
to gi(x) at a rate slower than the usual
√
T -parametric rate as
K →∞. To see this explicitly, observe that
limn,T→∞TVinT ≥ λmin(Ψi,T )limn,T→∞[pK (x)′(p′imhpi/T )−pK (x)].
The reverse inequality holdswithλmin(Ψi,T ) replacedbyλmax(Ψi,T ).
By Lemma A.1, ∥p′imhpi/T − Qi∥ = op(1), where Qi is defined
in (3.1). Hence the exact convergence rate of gi(x) depends on
pK (x)′Q−1i pK (x). Since Assumption 3(iv) implies that Qi has the
smallest eigenvalue bounded away from zero and bounded largest
eigenvalue, we have
[λmax(Qi)]−1∥pK (x)∥2 ≤ pK (x)′Q−1i pK (x)
≤ [λmin(Qi)]−1∥pK (x)∥2.
This implies that the convergence rate ofgi(x) is given by√T/K as
∥pK (x)∥2 = O(K).
For statistical inference, we need to estimate the variance VinT .
The case where {εit ,Fit} is an MDS is trivial. So we only consider
the case where {εit ,Fit} is not an MDS. Since φ-mixing implies α-
mixing, we focus on the α-mixing case. Let
SinT ≡ T−1p′imhΨi,Tmhpi. (4.3)
Then TVinT = pK (x)′(p′imhpi/T )−SinT (p′imhpi/T )−pK (x). A cru-
cial step in the estimation of VinT is to estimate SinT . Let gi =
(gi(xi1), . . . ,gi(xiT ))′,ei ≡ mh(yi −gi), andpi = mhpi. Follow-
ing the studies on heteroskedasticity and autocorrelation consis-
tent (HAC) estimation of covariance matrices (e.g., White and Do-
mowitz (1984), Newey andWest (1987), Andrews (1991b), and Pe-
saran (2006)), we propose to estimate SinT by
SinT ≡ ΛinT ,0 + lT
j=1
wTj(ΛinT ,j + Λ′inT ,j), (4.4)
where ΛinT ,j ≡ T−1Tt=j+1pitp′i,t−jeitei,t−j, lT is the window size,2
wTj is a weight function such that supj |wTj| ≤ cw < ∞ and
limT→∞ |wTj| = 1 for each j,eit is the tth element ofei, andp′it
is the tth row ofpi. A typical choice of wTj is wTj = 1 − j/ (lT + 1)
for j ≤ lT and 0 otherwise.
Let VinT ≡ TpK (x)′(p′imhpi)−SinT (p′imhpi)−pK (x) and AinT ≡V−1/2inT . The following theorem establishes the consistency ofSinT ,VinT , andAinT and justifies the replacement of AinT byAinT for
statistical inference.
Theorem 4.3 (Variance Estimation). Suppose Assumptions1–3 and4
(ii) hold and ∥pK (x)∥ > c > 0. If (i) supj |wTj| ≤ cw < ∞
and limT→∞ |wTj| = 1 for each j, (ii) (lTK)(√K/T + K−λi/d +√
K/n)→ 0 and l3TK 2/T → 0 as (n, T )→∞, (iii) there exists some
α0 > 0 such that
∞
j=1 jα0α
η/(2+η)
i (j) < ∞,
lT
j=1 l
α0
T α
η/(2+η)
i (j) <
∞ and Kl−α0T → 0 as (n, T ) → ∞, then (i) ∥SinT − SinT∥ =
op(1); (ii)VinTV−1inT p→ 1,AinTA−1inT p→ 1; (iii)AinT [gi(x) − gi(x)] d→
N(0, 1).
Remark 3. The first additional assumption in Theorem 4.3 is
standard in the literature on HAC estimation. The second and
third additional assumptions impose conditions on the window
2 In practice, lT can be i-dependent if one is interested in the estimation of gi(x)
for certain i. In this case the notation liT may be preferred.
size (lT ), the number of sieve approximation terms (K ), and the
α-mixing coefficients on the stochastic processes. These conditions
can easily be satisfied for well chosen lT and K . Nevertheless, there
is no such a simple rule as requiring lT = o(T 1/4) in Newey
and West (1987). The choice of lT and K relies highly on the
mixing coefficients. In particular, if the mixing coefficients decay
to zero sufficiently fast such that αη/(2+η)(j) = o(j−(α0+1)) for
some α0 > 0, then we have
∞
j=1 jα0αη/(2+η)(j) < ∞, andlT
j=1 l
α0
T α
η/(2+η)(j) < ∞. For such α0, it is easy to see one
can choose lT and K such that other conditions on lT and K are
simultaneously met.
Remark 4. The above results can be extended to study the
estimates of various functionals of gi(·), such as the derivatives,
average derivatives, or weighted derivatives of gi(x). Let Φ(gi)
denote the estimand, where Φ is a function from Gi to Rd and Gi
is defined after (1.1). We focus on three cases of Φ: (a) Φ(gi) =
∂gi(x)/∂x for some x ∈ Xi; (b) Φ(gi) = T−1Tt=1 ∂gi(xit)/∂x;
(c) Φ(gi) =

Xi
∂gi(x)/∂xw(x)dx for some weight function w(·) :
Xi → R. Note that we have suppressed the dependence ofΦ on T
in (b) and one could allow theweight function in (c) to dependon T .
For each case, we can estimateΦ(gi) byΦ(gi). Since the functional
Φ(·) is linear here, we have
Φ(gi) = Φ(pK (x)′αgi) = φK ′αgi
where φK = (φ1, . . . , φK )′ ∈ RK×d, and φk = Φ(pk(·)) ∈
Rd for k = 1, . . . , K . Clearly, corresponding to cases (a)–(c),
the kth column of φK ′ is ∂pk(x)/∂x, T−1
T
t=1 ∂pk(xit)/∂x, and
Xi
∂pk(x)/∂xw(x)dx, respectively. DefineVinT ≡ φK ′(p′imhpi/T )−
SinT (p′imhpi/T )−φK , and AinT = V−1/2inT . We make the following
additional assumption:
Assumption D. (i) There exists some specific norm | · |s such that
∥Φ(gi)∥ ≤ C1|gi|s for some C1 < ∞ and for any gi ∈ Gi. (ii)√
T |gi(.)−Π∞Kgi(.)|s → 0 as T →∞. (iii) λmin(φK ′φK ) > c0 > 0
for some c0 as T →∞.
Then under the conditions of Theorem 4.2 and Assumption D,
we can modify the proof of that theorem and show that
AinT [Φ(gi)− Φ(gi)] d→ N(0, 1). (4.5)
A consistent estimate ofAinT is also available by replacing SinT in
its definition by SinT defined above. Clearly, if Xi is compact as
in Newey (1997), it is reasonable to define |gi|s as the Sobolev
norm of derivative order 1, i.e., |gi|s ≡ ∥gi∥1,Xi ≡ supx∈Xi |gi(x)|+supx∈Xi ∥∂gi(x)/∂x∥, and Assumption D(i) is trivially satisfied for
all three cases under investigation (see Andrews (1991a)). When
Xi is not compact, some weighted norm like the weighted Hölder
normmay be desired. Assumption D(ii) is a smoothness condition,
which places the same role as Assumption 3(iii). Assumption D(iii)
is trivially verified if d = 1 and it otherwise implies that the
above result is obtained for vectors of estimandswhose asymptotic
distribution is nonsingular.
5. Asymptotic properties ofg(x)
In this section, we study the asymptotic properties of g(x)
when (1.4) is correctly specified and both the error term eit and
the individual specific regressors xit exhibit multi-factor structures
defined in (1.2)–(1.3), respectively. We assume that Assumption 3
holdswith gi(.) replaced by g(.). The largen and large T assumption
is relaxed to large n only. In other words, as n → ∞, T can
either be fixed or pass to ∞, and this dual possibility is denoted
by continuing writing (n, T )→∞.
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Let γ1 = (γ ′11, γ ′12, . . . , γ ′1n)′, γ2 = (γ ′21, γ ′22, . . . , γ ′2n)′,
ε = (ε′1, ε′2, . . . , ε′n)′, and g = (g′1, g′2, . . . , g′n)′, where gi now
becomes gi = (g(xi1), . . . , g(xiT ))′. Using (1.4), (1.2), and the
approximation for g(.), we have
Y = Pαg + F1γ1 + F2γ2 + ε + (g− Pαg), (5.1)
where Fj = In ⊗ fj for j = 1, 2. Thereforeαg − αg = (P ′MhP)−P ′Mhε + (P ′MhP)−P ′MhF2γ2
+ (P ′MhP)−P ′Mh(g− Pαg). (5.2)
As above, the first term on the r.h.s. of (5.2) is present even if there
is nomulti-factor error structure and g(x) is linear in x; the second
term is due to the presence of the unobserved factor in the error
term; and the third term is due to the approximation of g by Pαg .
To state the main results, we make the following additional
assumption.
Assumption 5. (i) Let Q n ≡ n−1
n
i=1 Qi where Qi is defined
in (3.1). For each K ≡ K(n, T ), the K × K matrix Q n has
the smallest eigenvalue that is bounded away from zero and
bounded largest eigenvalue as n → ∞. (ii) As n → ∞,
T is either fixed or tends to ∞, and K 2/n → 0. (iii) If T is
fixed, ∥(nT )−1ni=1Tt=1[pitp′it − E(pitp′it)]∥ = op(K−1/2) and
∥(nT )−1ni=1Tt=1[pitz ′t − E(pitz ′t)]∥ = op(K−1/2) where zt ≡
(f ′1t , f
′
2t)
′; if T → ∞, K 3/T → 0 as (n, T ) → ∞. (iv) Let
α(j) ≡ supn≥1 max0≤i≤n αi(j).
∞
j=1 j2α(j)η/(4+η) ≤ C4 < ∞; 0 <
cΨ ≤ min1≤i≤n λmin(Ψi,T ) ≤ max1≤i≤n λmax(Ψi,T ) ≤ cΨ <
∞;max1≤i≤n sup1≤j≤K E|pj(xi1)|4+η
<∞ for the same η defined in Assumption 1(i).
Assumption 5(i) requires that the average ofQi behave properly.
If xit are identically distributed across i, then Qi does not depend
on i. In this case, we can simply write the K × K matrices Qi
and Q n as Q . The first part of Assumption 5(iii) is a high level
assumption which can be verified easily in the case where T →
∞, and the second part is weak. Assumption 5(iv) strengthens
Assumptions 1(vii)–(viii) and 3(iv).
The following theorem establishes the convergence rate ofg .
Theorem 5.1 (Convergence Rate). Suppose Assumptions 1–2 and 5
hold. Suppose that Assumption 3 holds with gi(·) replaced by g(·). If
model (1.4) holds in conjunction with (1.2)–(1.3), then (nT )−1
n
i=1T
t=1[g(xit) − g(xit)]2 = Op(K−2λ/d + K/(nT ) + K/n2), where
λ ≡ min1≤i≤n λi.
Remark 5. In the above theorem, we only establish the conver-
gence rate of the sample mean square error. If xit are identically
distributed over i with common supportX and cumulative distri-
bution function F(.), then we can also follow the proof of Theo-
rem 4.2(ii) and show that

x∈X[g(x)− g(x)]2dF(x) = Op(K/(nT )+
K−2λ/d + K/n2).
Let ΨnT ≡ Var(ε). Let VnT ≡ pK (x)′(P ′MhP)−P ′MhΨnTMhP(P ′
MhP)−pK (x) and AnT ≡ V−1/2nT . The following theorem establishes
the asymptotic normality ofg(x).
Theorem 5.2 (Asymptotic Normality). Let x be given and ∥pK
(x)∥ > c for some constant c > 0. Suppose the conditions
in Theorem5.1hold. Suppose that λmax(E(γ2γ
′
2)) = O(rn), rnK/n →
0, KT/n → 0, and nTK−2λ/d → 0 as (n, T ) → ∞, where λ ≡
min1≤i≤n λi. Then AnT [g(x)− g(x)] d→ N(0, 1).
Remark 6. Remarks similar to those after Theorem 4.2 hold here.
Since AnT = Op(√nT/K),g(x) has a faster convergence rate thangi(x). This reflects the benefit by pooling the data together to
estimate the homogeneous regression relationship.
Remark 7. For statistical inference, we need to estimate VnT . Let
SnT ≡ P ′MhΨnTMhP/(nT ). Then
nT VnT = pK (x)′

P ′MhP
nT
−
SnT

P ′MhP
nT
−
pK (x).
Note that SnT = n−1ni=1 SinT , where SinT is defined in (4.3). We
can estimate SnT bySnT ≡ n−1ni=1SinT in the case of diverg-
ing T , and bySnT ≡ n−1ni=1SinT in the case of fixed T , whereSinT is defined in (4.4), SinT ≡ ΛinT ,0 + T−1j=1 (ΛinT ,j + Λ′inT ,j),
and ei used in the definition of SinT and ΛinT ,j is now defined
byei ≡ mh(yi − gi) withgi ≡ (g(xi1), . . . ,g(xiT ))′. WithSnT ,
we propose to estimate AnT by AnT , where AnT = V−1/2nT , andVnT ≡ nTpK (x)′(ni=1 p′imhpi)−SnT (ni=1 p′imhpi)−pK (x). The valid-
ity of the replacement of AnT byAnT in statistical inference follows
directly from Theorem 4.3 in the case of diverging T . When T is
fixed, we canmodify the proofs of LemmaA.8 and Theorem 4.3 and
show thatAnT [g(x)− g(x)] d→ N(0, 1) by requiring only n →∞.
In particular, we realize that the result in Lemma A.8(i) now be-
comes (nT )−1∥e − ε∥2 = Op(K/(nT ) + K−2λi/d + K/n2) wheree = (e′1, . . . ,e′n)′, and the consistent estimation of SnT will not rely
upon large T .
6. Monte Carlo simulations
In this section we conduct a small set of Monte Carlo
simulations to evaluate the finite sample performance of our
estimators.
6.1. Data generating process
We consider the following data generating process (DGP):
yit = gi(xit,1, xit,2)+ γ1i + γ2i,1f2t,1 + γ2i,2f2t,2 + εit ,
gi(xit,1, xit,2) = exp(xit,1)/(exp(xit,1)+1)+ δi(0.5xit,2− 0.25x2it,2),
xit,s = Γ1i,s + Γ2i,s1f2t,1 + Γ2i,s2f2t,2 + vit,s, s = 1, 2,
for i = 1, 2, . . . , n, and t = 1, 2, . . . , T . In this DGP, there are two
individual-specific regressors (xit = (xit,1, xit,2)′), one observed
common factor (f1t = 1), and two unobserved common factors
(f2t = (f2t,1, f2t,2)′). The heterogeneous regression functions are
composed of two parts: gi1(xit,1) ≡ exp(xit,1)/(exp(xit,1) + 1),
and gi2(xit,2) = δi(0.5xit,2 − 0.25x2it,2). The former is the same
across all cross-section units while the latter is heterogeneous
unless δi remains a constant across i. In the sequel, we will refer
to δi as the heterogeneous interaction parameter. Noting that γ1i
is not separately identifiable from gi(., .), we are interested in the
estimation of gci (·) = gi(·) − E[gi(xit)] (see Assumption 1(ix)).
Such an identification restrictionwill be imposed in the estimation
procedure.
We next specify how to generate the individual-specific errors,
unobserved factors, factor loadings, heterogeneous interaction
parameter, and other aspects in the DGP.
1. The individual-specific errors of yit are generated indepen-
dently of each other as stationary AR(1) processes with zero
means and variance σ 2i : εit = ρε,iεi,t−1 + σi(1 − ρ2ε,i)1/2ϱit ,
where ρε,i are IIDU[0, 0.95] across i, σ 2i are IIDU[0.5, 1] across
i, and ϱit are IIDN(0, 1) across i and t . The individual-specific er-
rors vit,s of xit,s (s = 1, 2) are generated in the same way as εit
are generated. For each i, the three processes {εit}, {vit,1}, and{vit,2} are generated independently of each other.
2. The unobserved common factors f2t,s (s = 1, 2) are generated as
independent stationary AR(1) processes with zero means and
variances 1: f2t,s = 0.5f2,t−1,s+ (1−0.52)1/2ξit,s, where ξit,s are
IIDN(0, 1) across i and t.
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3. The factor loadings of the observed common factorγ1i andΓ1i =
(Γ1i,1,Γ1i.2)
′ are generated as follows: γ1i = 0.5xi,1 + 0.5xi,2,
and
Γ1i ∼ IIDN

0
0

,

1 0.5
0.5 1

,
where xi,s = T−1Tt=1 xit,s, s = 1, 2. The factor loadings
γ2i = (γ2i,1, γ2i,2)′ of the unobserved common factors in
the yit equation are generated in the same way as Γ1i are
generated. For the factor loadings Γ2i of the unobserved
common factors in the xit equation, we consider two different
cases that we denote by A and B, respectively: vec(Γ2i) =
(Γ2i,11,Γ2i,12,Γ2i,21,Γ2i,22)
′ ∼ IIDN(Γ2,τ , I4), τ = A, B. In Case
A, the rank condition in Assumption 2(iii) is satisfied andΓ2,A =
(1, 0, 0, 1)′. In Case B, the rank condition in Assumption 2(iii) is
not satisfied and Γ2,B = (1, 1, 0, 0)′.
4. The heterogeneous interaction parameters are generated ac-
cording to two experiment designs: Experiment 1: δi ∼ IIDU(0,
1). Experiment 2: δi = 0.5 for each i. So Experiment 1 corre-
sponds to heterogeneous regression functions whereas Experi-
ment 2 corresponds to homogeneous regression functions.
In the following experiments, we only generate γ2i,Γ1i and Γ2i
for i = 1, 2, . . . , n once and they are kept fixed across replications.
Other variables or parameters are generated independently across
replications.
6.2. Estimators and evaluation criterion
Under Experiment 1, after generating the data on yit , xit , and f2t
(recall f1t = 1 here), we compute the CCE estimatorgi(x) of gi(x)
for each i. In addition, we compute three other estimators: (1) the
infeasible estimatorg(IF)i (x) that includes the unobserved common
factors f2t in the sieve regression of yit on (xit , 1), (2) the naive
estimatorg(N)i (x) that excludes f2t in the sieve regression of yit on
(xit , 1), and (3) Pesaran’s (2006) CCE estimator of gi(x) by using
the linear specification for gi(x). The infeasible estimatorg(IF)i (x)
provides an upper bound to the efficiency of the CCE estimator
whereas the naive estimatorg(N)i (x) signifies the bias due to the
neglect of unobserved common factors. Similarly, Pesaran’s (2006)
CCE estimator g(P)i (x) indicates the bias due to functional form
misspecification.
To obtain the first three estimators, we need to choose sieve
bases. We have tried both cubic spline polynomials and Hermite
polynomials (see Blundell et al., 2007) and found that the results
are quantitatively similar. Sowewill only focus on the case of cubic
spline polynomials. Since gi(x1, x2) has the additive structure and
can be written as the sum of gi1(x1) and gi2(x2), we approximate
either component by the cubic splines:
p J+4s = [1, xs, x2s , x3s , (xs − vs1)3+, . . . , (xs − vsJ)3+]′ (6.1)
where (xs − v)3+ = max{(xs − v)3, 0}, s = 1, 2, j = 1, . . . , J .
Here {vsj}Jj=1 are the knots. In the simulation, for any given number
of knots value J , the knots {vsj}Jj=1 are simply chosen as the
empirical quantiles of xit,s, i.e., vsj = j/(J + 1)-th quantile of
xit,s. Note that the convergence rates of the estimators mainly
depend on the time dimension T and the cross-section dimension
does not play any essential roles. To evaluate how the estimators
are sensitive to the choice of J , we will consider choosing J =
c⌊T 1/5⌋ for different values of c , where ⌊a⌋ denotes the integer
part of a. In this case, the total number of approximating terms
in the sieve base is given by K = 6 + 2c⌊T 1/5⌋. (We delete
the column of ones in the construction of pi to avoid perfect
collinearity as f1t ≡ 1.) We will consider the (n, T ) pairs with
n, T = 25, 50, 100. For evaluation, we first calculate the root
mean squared error (RMSE) for each replication, for example,
RMSE(g ) =  1nT ni=1Tt=1[gi(xit)− gci (xit)]2, and then obtain
the final RMSE by averaging RMSE(g ) across replications.
Under Experiment 2, we consider five estimators of g(x): our
CCE pooled estimatorg(xit), the infeasible estimatorg(IF)(x), the
naive estimatorg(N)(x), Pesaran’s (2006) CCEmean group (CCEMG)
and CCE pooled (CCEP) estimators, whereg(IF)(x) andg(N)(x) are
defined analogously tog(IF)i (x) andg(N)i (x), respectively. The RMSEs
of these estimators are defined in the same way as above. We also
used the cubic splines to construct the sieve bases. Noting that
the cross-section and time dimensions are equally important to
the convergence rates so we will consider the (n, T ) pairs with
n = 25, 50, 100, and T = 8, 25, 100, and choose J = c⌊(nT )1/5⌋
in the above definition of cubic splines.
In each scenario, the number of replications in the Monte Carlo
study is 10,000.
6.3. Simulation results
Table 1 reports the results of Experiment 1 for estimating
heterogeneous regression functions. In the casewhere the full rank
condition in (2.3) is satisfied,we summarize themain findings from
the upper panel of Table 1. (a) The choice of J (or equivalently K )
has some effect on the RMSEs of our CCE estimator, the infeasible
estimator, and the naive estimators, but the effect is not large.
(b) The increase of n does not help with the estimation of the
unknown heterogeneous regression relationships, which is as
expected since larger n implies more heterogeneous relationships
and the convergence rate of gi(x) mainly depends on the time
dimension. (c) As T increases, RMSEs decrease for all estimators.
(d) For all the sample sizes under investigation, our CCE estimator
significantly outperforms Pesaran’s (2006) CCE estimator, and
the naive estimator that ignores the multi-factor error structure
performs poorly in all cases. (e) Compared with the infeasible
estimator, our CCE estimator loses little efficiency. For example,
when (n, T ) = (100, 100), the RMSE of our CCE estimator is
about 4% higher than that of the infeasible estimator for all J under
investigation. The lower panel in Table 1 reports the results for the
case when the rank condition in (2.3) is not satisfied. Clearly, in the
rankdeficient case, our CCE estimator is outperformed significantly
by the infeasible estimator in terms of RMSE. But it still dominates
the naive estimator and Pesaran’s (2006) estimator in all cases.
Table 2 reports the results of Experiment 2 for estimating
homogeneous regression functions. The upper panel of Table 2
reports the results for the full rank case. We find that: (a) as
in the case of estimating heterogeneous regression functions,
the effect of J on the RMSEs of our CCE pooled estimator, the
infeasible estimator, and the naive estimators is not large; (b) as
either n or T increases, the RMSEs of our CCE pooled estimator,
and the infeasible estimators decrease significantly as expected;
(c) in comparison with the infeasible estimator, our CCE pooled
estimator has little efficiency loss for large n even when T is
small; (d) Pesaran’s CCEMG and CCEP estimators are significantly
outperformed by our CCE pooled estimators, and the RMSEs of
these parametric estimators may not decrease at all as either n
or T increases. The lower panel of Table 2 reports the results
for the rank deficient case. We find that: (a) as either n or T
increases, the RMSEs of our CCE pooled estimator and the naive
estimator also decrease but at a smaller rate than the full rank case;
(b) the infeasible estimators are largely unaffected by the rank
deficiency as expected; (c) Pesaran’s CCEMG and CCEP estimators
are significantly outperformed by all nonparametric estimators
and their RMSEs may not decrease at all as either n or T increases;
(d) our CCE pooled estimators have larger efficiency loss relative to
the infeasible estimator than the full rank case.
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Table 1
RMSE comparison in experiment 1 (heterogeneous regression).
Estimator n \ T J = ⌊T 1/5⌋ J = 2⌊T 1/5⌋ J = 3⌊T 1/5⌋
25 50 100 25 50 100 25 50 100
Case A: full rankgi(x) 25 1.061 0.736 0.538 1.155 0.795 0.570 1.276 0.858 0.600
50 0.932 0.646 0.457 1.021 0.707 0.492 1.129 0.769 0.526
100 0.996 0.674 0.470 1.089 0.736 0.505 1.205 0.798 0.538g(IF)i (x) 25 1.032 0.705 0.493 1.114 0.762 0.526 1.214 0.822 0.558
50 0.878 0.616 0.431 0.952 0.673 0.466 1.037 0.731 0.499
100 0.930 0.646 0.452 1.005 0.704 0.486 1.096 0.762 0.518g(N)i (x) 25 1.228 1.197 1.158 1.267 1.239 1.181 1.304 1.280 1.204
50 1.188 1.152 1.101 1.230 1.199 1.126 1.271 1.244 1.152
100 1.235 1.196 1.142 1.279 1.244 1.169 1.321 1.292 1.196g(P)i (x) 25 1.622 1.524 1.493
50 1.028 0.916 0.862
100 1.098 0.963 0.897
Case B: rank deficientgi(x) 25 1.112 0.906 0.796 1.186 0.953 0.818 1.279 1.003 0.840
50 0.961 0.731 0.587 1.041 0.786 0.616 1.138 0.842 0.645
100 1.062 0.859 0.745 1.137 0.910 0.770 1.231 0.961 0.795g(IF)i (x) 25 1.034 0.707 0.494 1.116 0.764 0.527 1.215 0.824 0.558
50 0.889 0.622 0.435 0.963 0.680 0.470 1.050 0.738 0.503
100 0.925 0.644 0.450 1.000 0.701 0.484 1.091 0.759 0.516g(N)i (x) 25 1.245 1.220 1.187 1.281 1.259 1.208 1.316 1.297 1.229
50 1.220 1.196 1.156 1.258 1.237 1.178 1.294 1.277 1.200
100 1.263 1.234 1.190 1.302 1.277 1.213 1.341 1.320 1.237g(P)i (x) 25 1.298 1.242 1.228
50 0.898 0.791 0.735
100 1.040 0.962 0.927
Note:gi,g(IF)i ,g(N)i , andg(P)i refer to our CCE estimator, the infeasible estimator, the
naive estimator, and Pesaran’s (2006) estimator, respectively.
Table 2
RMSE comparison in experiment 2 (homogeneous regression).
Estimator n \ T J = ⌊(nT )1/5⌋ J = 2⌊(nT )1/5⌋ J = 3⌊(nT )1/5⌋
8 25 100 8 25 100 8 25 100
Case A: full rankg(x) 25 0.528 0.245 0.143 0.575 0.263 0.152 0.615 0.278 0.161
50 0.344 0.164 0.095 0.380 0.180 0.104 0.411 0.195 0.111
100 0.245 0.115 0.065 0.268 0.126 0.072 0.287 0.136 0.078g(IF)(x) 25 0.394 0.205 0.110 0.427 0.224 0.121 0.456 0.240 0.131
50 0.268 0.139 0.073 0.296 0.156 0.083 0.321 0.170 0.092
100 0.192 0.101 0.055 0.210 0.112 0.063 0.226 0.122 0.070g(N)(x) 25 0.563 0.524 0.494 0.607 0.548 0.503 0.644 0.569 0.511
50 0.447 0.410 0.386 0.483 0.429 0.392 0.516 0.446 0.398
100 0.291 0.241 0.208 0.325 0.261 0.217 0.353 0.277 0.224g(P1)(x) 25 1.548 1.492 1.560
50 0.876 0.813 0.842
100 0.899 0.885 0.913g(P2)(x) 25 1.385 1.489 1.560
50 0.771 0.810 0.842
100 0.838 0.884 0.913
Case B: rank deficientg(x) 25 0.535 0.358 0.312 0.581 0.373 0.318 0.623 0.387 0.323
50 0.333 0.176 0.120 0.372 0.193 0.127 0.406 0.208 0.135
100 0.245 0.137 0.099 0.273 0.150 0.106 0.297 0.162 0.112g(IF)(x) 25 0.395 0.206 0.110 0.427 0.224 0.121 0.456 0.240 0.131
50 0.267 0.139 0.074 0.295 0.155 0.083 0.321 0.170 0.092
100 0.192 0.101 0.055 0.210 0.112 0.063 0.227 0.122 0.069g(N)(x) 25 0.521 0.461 0.412 0.569 0.490 0.424 0.609 0.514 0.434
50 0.446 0.406 0.378 0.484 0.426 0.386 0.517 0.443 0.392
100 0.328 0.295 0.275 0.358 0.311 0.282 0.384 0.326 0.288g(P1)(x) 25 1.237 1.104 1.121
50 0.734 0.624 0.623
100 0.782 0.734 0.739g(P2)(x) 25 1.081 1.108 1.136
50 0.634 0.626 0.628
100 0.725 0.732 0.739
Note: g, g(IF),g(N),g(P1) , and g(P2) refer to our CCE estimator, the infeasible
estimator, the naive estimator, and Pesaran’s (2006) CCEMG and CCEP estimators,
respectively.
Table 3
RMSE comparison in experiment 2 (homogeneous regression): no additive
separability is imposed.
Estimator n \ T J = ⌊(nT )1/5⌋ J = 2⌊(nT )1/5⌋ J = 3⌊(nT )1/5⌋
8 25 100 8 25 100 8 25 100
Case A: full rankg(x) 25 1.102 0.373 0.205 2.368 0.473 0.249 6.212 0.540 0.273
50 0.728 0.267 0.145 1.333 0.336 0.173 2.042 0.372 0.186
100 0.460 0.189 0.106 0.659 0.239 0.129 0.846 0.268 0.138g(IF)(x) 25 0.681 0.315 0.172 1.052 0.402 0.217 1.748 0.457 0.240
50 0.484 0.232 0.125 0.716 0.294 0.154 0.928 0.324 0.166
100 0.324 0.166 0.097 0.434 0.213 0.119 0.520 0.239 0.129g(N)(x) 25 0.879 0.775 0.678 1.055 0.894 0.733 1.190 0.963 0.764
50 0.671 0.560 0.475 0.832 0.644 0.505 0.929 0.686 0.519
100 0.512 0.413 0.328 0.650 0.498 0.367 0.735 0.543 0.383
Case B: rank deficientg(x) 25 1.034 0.481 0.369 2.031 0.573 0.404 4.698 0.634 0.423
50 0.707 0.287 0.174 1.351 0.359 0.202 2.176 0.398 0.215
100 0.479 0.234 0.154 0.686 0.296 0.181 0.873 0.331 0.193g(IF)(x) 25 0.681 0.317 0.173 1.042 0.402 0.216 1.657 0.454 0.238
50 0.484 0.231 0.125 0.734 0.295 0.155 0.992 0.327 0.168
100 0.323 0.166 0.097 0.434 0.213 0.119 0.521 0.239 0.129g(N)(x) 25 0.870 0.758 0.650 1.048 0.878 0.703 1.181 0.946 0.733
50 0.680 0.566 0.475 0.850 0.659 0.509 0.948 0.706 0.526
100 0.543 0.459 0.389 0.677 0.540 0.424 0.760 0.584 0.440
Note:g,g(IF) , andg(N) refer to our CCE estimator, the infeasible estimator, and the
naive estimator, respectively.
6.4. Discussion
In the above subsection we have imposed the additive
separability to obtain the nonparametric sieve estimates when
we estimate the nonparametric heterogeneous or homogeneous
regression function. The same restriction was also imposed for the
Pesaran’s parametric estimates. In this sense, we think that the
comparison of these estimates is fair.
Nevertheless, as a referee remarked, in practice the additivity
of the nonparametric relationship may be unknown to us and it
is advisable to estimate the nonparametric relationship without
imposing additivity. To this goal, we now consider the case where
the additivity of gi(x1, x2) or g(x1, x2) is ignored in our sieve
estimation procedure. In this case, we also include terms by
interacting the univariate cubic splines, i.e., terms that are formed
from the product of elements of p J+41 and those of p
J+4
2 , where
recall p J+4s (s = 1, 2) is defined in (6.1). After we delete redundant
terms and 1 (as f1t ≡ 1) in the construction of pi, the total number
of terms in pi is K ≡ (J + 3)2 + 2(J + 3) = (J + 4)2 − 1. Even
for as small values as J = 3, 4, 5, this would result in K =48, 63,
and 80 terms for the sieve estimation. Therefore one cannot expect
to estimate the heterogeneous regression function gi(x1, x2) very
well for the values of T (= 25, 50, 100) under study, and we only
focus on the estimation of the homogeneous regression function
g(x1, x2).
Table 3 reports the results of Experiment 2 for estimating
homogeneous regression functionswhen the additivity of g(x1, x2)
is not imposed. The upper and lower panels of Table 3 report
the results for the full rank and rank deficient cases, respectively.
We find that the results in Table 3 are comparable with the
corresponding components in Table 2. The noticeable difference is
thatwhen additivity is not imposed, the inclusion of the interaction
terms tend to yield estimates with larger variance and thus larger
RMSE than the case where additivity is imposed correctly. Despite
this, the nonparametric sieve estimates outperform Pesaran’s
CCEMG and CCEP estimates (in Table 2) significantly.
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7. Concluding remarks
In this paper we propose sieve estimation of semiparametric
panel data models with multi-factor error structure. We develop
the asymptotic theory under fairly general conditions when
both the cross section and time dimensions are large. If only
homogeneous regression relationships are of interest, the time
dimension need not pass to infinity. Our simulation results
indicate that the proposed estimators are well behaved for both
heterogeneous and homogeneous regressions when the rank
condition is satisfied. If the rank condition is violated, our CCE
pooled estimators deteriorate a little but still outperform both
naive and parametric estimators.
Our asymptotic results can be useful in several aspects. First,
they serve as a base for testing the linearity of gi(x) or g(.). Either
the generalized likelihood ratio test of Fan et al. (2001) or the
consistent specification test of Li et al. (2003) can be extended to
our framework. Second, one can consider testing the constancy of
the nonparametric relationship over individuals in the presence
of multi-factor error structure. Possible approaches include but
are not limited to those of Baltagi et al. (1996) (or Fan and Li
(1996)), Stinchcombe and White (1998), and Vilar-Fernández and
González-Manteiga (2004). Third, onemay consider the estimation
of the factor loadings and the unobserved factors as well, say, by
extending the Bai and Ng’s (2002) and Bai’s (2003) procedures to
our framework.
In addition, it is worth mentioning the limitation of our model.
As a referee noted, the restriction in (1.3) is fundamental to the
approach taken here. If it is violated, the proposed CCE estimators
are likely not to work any more. In this case, if we are only
interested in estimating the homogeneous regression functions
g(·), we conjecture that one can extend the seminal work of Bai
(2009) to our framework by combining the sieve method with the
principal component analysis. We leave this for future research.
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Appendix
Let C signify a generic constant whose exact value may vary
from case to case. Let D = {(xit , f1t , f2t) : i = 1, . . . , n, t =
1, . . . , T }. Let ED(.) and VarD(.) denote the conditional expecta-
tion and variance givenD , respectively.
A.1. Proof of results in Section 4
In this appendix, we first state several lemmas that are used
in the proof of the main results in Section 4, and then prove
Theorems 4.1–4.3. The proof of all lemmas can be found at http://
www.mysmu.edu/faculty/ljsu/Publications/Sieve10_supp.pdf.
Lemma A.1. Suppose Assumptions1–3(iv)hold, then (i) E∥T−1p′ipi−
Qipp∥2 = O(K 2/T ); (ii) E∥T−1p′ih − Qiph∥2 = O(K/T ); (iii)
∥T−1p′imhpi−Qi∥ = Op(K/
√
T ); (iv) λmax(p′imhpi/T ) = λmax(Qi)+
Op(K/
√
T ) = Op(1); (v) λmin(p′imhpi/T ) ≥ λmin(Qi)/2 with proba-
bility approaching 1 (w.p.a.1).
Lemma A.2. Suppose Assumptions 3(i)–(iii) hold, then T−1E∥gi −
piagi∥2 = O(K−2λi/d).
Lemma A.3. Suppose Assumptions 1(i), (v), (vi), and (viii) hold, then
nE[vv′] ≤ CIT and nE[εε′] ≤ CIT for some C < ∞, where v =
(v1, v2, . . . , vT )
′ and ε = (ε1, ε2, . . . , εT )′.
Lemma A.4. Suppose Assumptions1(iii), (iv) and (vii),2(i)–(ii), and
Assumption 3 (iv) hold, then E∥T−1p′imhεi∥2 = O(K/T ).
Recall ht ≡ (f ′1t , x′t , yt)′. Let zt ≡ (f ′1t , f ′2t)′. Then by (2.2), we
have
ht = Γ ′zt + v∗t , (A.1)
where
Γ
(q1+q2)×(q1+d+1)
=
 Iq1 Γ 1q1×d γ 1q1×1
0
q2×q1
Γ 2
q2×d
γ 2
q2×1
 ,
v∗′t
1×(q1+d+1)×1
=

0′
1×q1
v′t
1×d
g t + εt
1×1

. (A.2)
Let z ≡ (z1, z2, . . . , zT )′, and v∗ ≡ (v∗1, v∗2, . . . , v∗T )′. We can
rewrite (A.1) in matrix form: h = zΓ + v∗. Let h =diag(∥h1∥, . . . ,
∥hT∥) and pi=diag(∥pi1∥, . . . , ∥piT∥). The following two lemmas
study the approximation error due to the replacement of zΓ by h.
Lemma A.5. Suppose Assumptions 1, 2(i)–(ii) and Assumption 3(iv)
hold, then (i) E∥T−1p′ih − T−1p′izΓ ∥ = O(
√
K/n); (ii) E∥T−1f ′2h −
T−1f ′2zΓ ∥ = O(1/
√
n); (iii) E∥T−1(h′h − Γ ′z ′zΓ )∥ = O(1/√n).
If in addition Assumption 2(iii) holds, then (iv) mbf2 = 0
w.p.a.1 as n → ∞, where b ≡ zΓ and mb ≡ IT −
b(b′b)−1b′; (v) ∥T−1(p′imhf2 − p′imbf2)γ2i∥ = Op(
√
K/n); (vi)
∥T−1(p′imhεi − p′imbεi)∥ = Op(
√
K/nT ).
Lemma A.6. Suppose Assumptions1,2(i)–(ii), andAssumption3(iv)
hold, then (i) E∥T−1(h − zΓ )∥ = O(√1/nT ), E∥T−1h(h −
zΓ )∥ = O(√1/nT ), and E∥T−1pi(h − zΓ )∥ = O(√K/nT );
(ii) ∥T−1(mhf2 − mbf2)∥ = Op(√1/nT ), ∥T−1h(mhf2 − mbf2)∥ =
Op(
√
1/nT ), and ∥T−1pi(mhf2 −mbf2)∥ = Op(√K/nT ).
The next lemma is used in the proof of Theorem 4.2.
Lemma A.7. Let x ∈ Xi be given and ∥pK (x)∥ > c for some
constant c > 0. Suppose Assumptions 1–3(iv), and 4 hold, then
TinT ≡ AinTpK (x)′(p′imhpi)−p′imhεi d→ N(0, 1).
Letei = (ei1,ei2, . . . ,eiT )′. The following lemma is used in the
proof of Theorem 4.3.
Lemma A.8. Suppose Assumptions 1–4 hold, then (i) T−1∥ei −
εi∥2 = Op(K/T + K−2λi/d + K/n); (ii) T−1∥h(ei − εi)∥2 =
T−1
T
t=1 ∥ht∥2(eit − εit)2 = Op(K(K/T + K−2λi/d + K/n)); (iii)
T−1∥pi(ei − εi)∥2 = T−1Tt=1 ∥pit∥2(eit − εit)2 = Op(K 2(K/T +
K−2λi/d + 1/n)).
Proof of Theorem 4.1. By (4.2),αgi − αgi = (p′imhpi)−p′imhεi + (p′imhpi)−p′imhf2γ2i
+ (p′imhpi)−p′imh(gi − piαgi)
≡ Di1 + Di2 + Di3. (A.3)
By Assumption 3(iv), Lemmas A.1(v) and A.4,
∥Di1∥2 = ε′imhpi(p′imhpi)−(p′imhpi)−p′imhεi
≤ [λmin(p′imhpi/T )]−2∥T−1p′imhεi∥2
= Op(1)Op(K/T ) = Op(K/T ). (A.4)
L. Su, S. Jin / Journal of Econometrics 169 (2012) 34–47 43
Similarly, by Assumption 3(iv), Lemmas A.1(v) and A.5 (iv)–(v),
∥Di2∥2 = γ ′2i f ′2mhpi(p′imhpi/T )−(p′imhpi/T )−p′imhf2γ2i/T 2
≤ [λmin(p′imhpi/T )]−2{∥p′imhf2γ2i∥2/T 2}
= Op(1)Op(K/n) = Op(K/n). (A.5)
Now, let wi ≡ mhpi(p′imhpi)−p′imh. Noting that wi is a projection
matrix and thus positive semidefinite (p.s.d.) with λmax(wi) = 1,
we have by Assumption 3(iv), Lemmas A.1(v) and A.2,
∥Di3∥2 = (gi − piαgi)′mhpi(p′imhpi)−(p′imhpi)−p′imh(gi − piαgi)
≤ [λmin(p′imhpi/T )]−1(gi − piαgi)′wi(gi − piαgi)/T
≤ [λmin(p′imhpi/T )]−1λmax(wi){∥gi − piαgi∥2/T }
= Op(1)Op(K−2λi/d) = Op(K−2λi/d). (A.6)
By (A.3)–(A.6) and the triangle inequality,
∥αgi − αgi∥ ≤ ∥Di1∥ + ∥Di2∥ + ∥Di3∥
= Op(

K/T +K/n+ K−λi/d). (A.7)
Then by (A.7), Lemmas A.1(i) and A.2, Assumption 3(iv), and the
Markov inequality, we have
1
T
T
t=1
[gi(xit)− gi(xit)]2 = 1T
T
t=1
{pK (xit)′(αgi − αgi)
+ [pK (xit)′αgi − gi(xit)]}2
≤ 2(αgi − αgi)′(T−1p′ipi)(αgi − αgi)
+ 2T−1∥gi − piαgi∥2
≤ 2λmax(T−1p′ipi)∥αgi − αgi∥2
+ 2T−1∥gi − piαgi∥2
= Op(1)Op(K−2λi/d + K/T + K/n)
+Op(K−2λi/d)
= Op(K−2λi/d + K/T + K/n).
In addition, noting that

Xi
pK (x)pK (x)′dFi(x) = Qipp, by LemmaA.2
we have
Xi
[gi(x)− gi(x)]2dFi(x)
=

Xi
{pK (x)′(αgi − αgi)+ [pK (x)′αgi − gi(x)]}2dFi(x)
≤ 2(αgi − αgi)′Qipp(αgi − αgi)
+ 2

Xi
[pK (x)′αgi − gi(x)]2dFi(x)
≤ 2λmax(Qipp)∥αgi − αgi∥2 + 2T−1E∥gi − piαgi∥2
= Op(K−2λi/d + K/T + K/n)+ Op(K−2λi/d)
= Op(K−2λi/d + K/T + K/n). 
Proof of Theorem 4.2. Recall VinT = pK (x)′(p′imhpi)−p′imhVar(εi)
mhpi(p′imhpi)−pK (x) and AinT = V−1/2inT . By Assumptions 1(vii) and
3(iv), the fact that ∥pK (x)∥ > c > 0 for some constant c , and
Lemma A.1,
TVinT = TpK (x)′(p′imhpi)−p′imhVar(εi)mhpi(p′imhpi)−pK (x)
≥ Tλmin(Var(εi))pK (x)′(p′imhpi)−pK (x)
≥ λmin(Var(εi))∥pK (x)∥2/λmax(p′imhpi/T ) > C > 0 (A.8)
for large (n, T ). Write
AinT [gi(x)− gi(x)] = AinTpK (x)′(αgi − αgi)
+ AinT [pK (x)′αgi − gi(x)]
= AinTpK (x)′(p′imhpi)−p′imhεi
+ AinTpK (x)′(p′imhpi)−p′imhf2γ2i
+ AinTpK (x)′(p′imhpi)−p′imh(gi − piαgi)
+ AinT [pK (x)′αgi − gi(x)]
≡ EinT ,1 + EinT ,2 + EinT ,3 + EinT ,4. (A.9)
By Lemma A.7, EinT ,1
d→ N(0, 1).We are left to show that EinT ,s =
op(1) for s = 2, 3, 4.
We first show EinT ,2
p→ 0 as (n, T ) → ∞. By the
Cauchy–Schwarz inequality, Assumptions 1(vii), 3(iv) and 4(ii),
Lemmas A.1(v) and A.5(iv)–(v),
|EinT ,2| = |AinTpK (x)′(p′imhpi)−p′imhf2γ2i|
≤ [A2inTpK (x)′(p′imhpi)−pK (x)]1/2
×[γ ′2i f ′2mhpi(p′imhpi)−p′imhf2γ2i]1/2
≤ [A2inTpK (x)′(p′imhpi)−p′imhVar
× (εi)mhpi(p′imhpi)−pK (x)/λmin(Var(εi))]1/2
×[γ ′2i f ′2mhpi(p′imhpi)−p′imhf2γ2i]1/2
≤ [1/λmin(Var(εi))]1/2[λmin(p′imhpi/T )]−1/2
×{∥p′imhf2γ2i∥/
√
T }
= O(1)Op(1)Op(

KT/n) = op(1).
Similarly, by the Cauchy–Schwarz inequality, Assumptions 1(vii),
3(iv) and 4(ii), Lemmas A.1(v) and A.2,
|EinT ,3| = |AinTpK (x)′(p′imhpi)−p′imh(gi − piαgi)|
≤ [A2inTpK (x)′(p′imhpi)−pK (x)]1/2
×[(gi − piαgi)′(gi − piαgi)]1/2
≤ [1/λmin(Var(εi))]1/2∥gi − piαgi∥
≤ O(1)Op(
√
TK−λi/d) = op(1).
Note that |EinT ,4| = AinT |pK (x)′αgi − gi(x) = [1/VinT ]1/2|pK|(x)′αgi − gi(x)| for (n, T ) large. In addition, by (A.8), Assump-
tions 3(iii) and 4(ii),
|EinT ,4| ≤ CT 1/2{|pK (x)′αgi − gi(x)|[1+ ∥x∥2]−ωi/2}
× [1+ ∥x∥2]ωi/2
≤ C(∥gi(.)−Π∞KpK (.)∥∞,ωi)2[1+ ∥x∥2]ωi/2
= O(√TK−λi/d) = o(1).
This completes the proof. 
Proof of Theorem 4.3. (i) Proof of Theorem 4.3(i): ∥SinT − SinT∥ =
op(1). Recall pi = mhpi and p′it denotes the tth row of pi. Let
ηit ≡pitεit andηit ≡piteit . Then
SinT =p′iVar(εi)pi = T
s=1
T
t=1
p′isE(εisεit)pit , and
SinT = T−1 T
t=1
ηitη′it + T−1 lT
j=1
wTj
T
t=j+1
(ηitη′i,t−j +ηi,t−jη′it).
Let S inT = T−1Tt=1 ηitη′it + T−1lTj=1wTjTt=j+1(ηitη′i,t−j +
ηi,t−jη′it). It follows by the triangle inequality and the form of S inT
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that
∥SinT − SinT∥ ≤ ∥SinT − S inT∥ + ∥S inT − SinT∥
≤ ∥SinT − S inT∥
+
T−1 T
t=1
[ηitη′it − ED(ηitη′it)]

+
T−1 lT
j=1
wTj
T
t=j+1
[(ηitη′i,t−j + ηi,t−jη′it)
− ED(ηitη′i,t−j + ηi,t−jη′it)]

+
T−1 T
t=1
ED(ηitη′it)+ T−1
lT
j=1
wTj
×
T
t=j+1
ED(ηitη′i,t−j + ηi,t−jη′it)− SinT

≡ ξiT1 + ξiT2 + ξiT3 + ξiT4.
We will show ξiTs = op(1), s = 1, 2, 3, 4, in the following four
steps.
Step 1. ξiT1 = ∥SinT − S inT∥ = op(1). By the triangle inequality and
the forms ofSinT and S inT ,
ξiT1 ≤
T−1 T
t=1
(ηitη′it − ηitη′it)

+ 2
T−1 lT
j=1
wTj
T
t=j+1
(ηitη′i,t−j − ηitη′i,t−j)

≡ ξiT1,a + 2ξiT1,b. (A.10)
By the triangle inequality,
ξiT1,a ≤
T−1 T
t=1
(ηit − ηit)(ηit − ηit)′

+ 2
T−1 T
t=1
(ηit − ηit)η′it

≡ ξiT1,a1 + 2ξiT1,a2. (A.11)
Observe thatηit − ηit =pit(eit − εit) = p′imh,.t(eit − εit), where
mh,.t denotes the t-th column of mh. Let mh,ts denote the (t, s)th
element ofmh. Then
T
s=1
∥pismh,ts∥ =
T
s=1
∥pis(1(s = t)− h′t(h′h)−1hs)∥
≤ ∥pit∥ + T−1
T
s=1
∥h′t(h′h/T )−1hsp′is∥
≤ ∥pit∥ + α2T∥ht∥, (A.12)
where 1(.) is the usual indicator function and
α2T ≡ ∥(h′h/T )−1∥T−1
T
s=1
∥pish′s∥ = Op(
√
K). (A.13)
It follows from the symmetry of mh, the triangle inequality, and
(A.12) that
∥p′imh,.t∥ =
 T
s=1
pismh,st
 ≤ T
s=1
∥pismh,ts∥
= ∥pit∥ + α2T∥ht∥. (A.14)
By the triangle and Cauchy–Schwarz inequalities, (A.12), and
Lemmas A.8(ii)–(iii),
ξiT1,a1 =
T−1 T
t=1
p′imh,.t(eit − εit)2m′h,.tpi

≤ T−1
T
t=1
∥p′imh,.t∥2(eit − εit)2
≤ T−1
T
t=1
[2∥pit∥2 + 2α22T∥ht∥2](eit − εit)2
= 2T−1∥pi(ei − εi)∥2 + 2α22TT−1∥h(ei − εi)∥2
= Op(K 2(K/T + K−2λi/d + K/n))
+Op(K)Op(K(K/T + K−2λi/d + K/n))
= Op(K 3/T + K−2λi/d+2 + K 3/n). (A.15)
Similarly, by the triangle inequality, (A.14), the Cauchy–Schwarz
inequality, and Lemma A.8,
ξiT1,a2 =
T−1 T
t=1
p′imh,.t(eit − εit)εitm′h,.tpi

≤ T−1
T
t=1
∥p′imh,.t∥2|(eit − εit)εit |
≤ T−1
T
t=1
[2∥pit∥2 + 2α22T∥ht∥2]|(eit − εit)εit |
= 2T−1
T
t=1
∥pit∥2|(eit − εit)εit |
+ 2α22TT−1
T
t=1
∥ht∥2|(eit − εit)εit |
≤ 2

T−1
T
t=1
(eit − εit)21/2 T−1 T
t=1
∥pit∥4ε2it
1/2
+ 2α22T

T−1
T
t=1
(eit − εit)21/2 T−1 T
t=1
∥ht∥4ε2it
1/2
= Op(

K/T + K−λi/d +K/n)Op(√K)
+Op(K)Op(

K/T + K−λi/d +K/n)Op(1)
= Op(K(

K/T + K−λi/d +K/n)). (A.16)
Hence by (A.11), (A.15) and (A.16),
ξiT1,a = Op(K(

K/T + K−λi/d +K/n)) = op(1). (A.17)
By the uniform boundedness of wTj, arguments similar to those in
the analysis of ξiT1,a and the Cauchy–Schwarz inequality, we can
show
ξiT1,b = Op(lTK)Op(

K/T + K−λi/d +K/n) = op(1). (A.18)
Combining (A.10), (A.17) and (A.18) yields ξiT1 = op(1).
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Step 2. ξiT2 = ∥T−1Tt=1[ηitη′it − ED(ηitη′it)]∥ = op(1). Let pi,.j
denote the jth column of the T × K matrix pi. Then
E[ξiT2]2 = E
T−1 T
t=1
p′imh,.tm
′
h,.tpi[ε2it − E(ε2it)]

2
=
K
j=1
K
k=1
E[ϖjk]2,
where ϖjk ≡ T−1Tt=1 p′i,.jmh,.tm′h,.tpi,.k[ε2it − E(ε2it)]. Observe
that E(ϖjk) = 0. Using the Davydov inequality we can show that
E(ϖ 2jk) = O(T−1). Hence E[ξiT2]2 = O(K 2/T ). It follows that
ξiT2 = Op(K/
√
T ) = op(1).
Step 3. ξiT3 = T−1∥lTj=1wTjTt=j+1[(ηitη′i,t−j+ ηi,t−jη′it)− ED(ηit
η′i,t−j + ηi,t−jη′it)]∥ = op(1). Let χi,tj = (ηitη′i,t−j + ηi,t−jη′it) −
ED(ηitη′i,t−j + ηi,t−jη′it). Then ξiT3 = T−1∥
lT
j=1wTj
T
t=j+1 χi,tj∥.
By the arguments used in the proof of Lemma A.1(i), we can show
E∥T−1Tt=j+1 χi,tj∥2 = Op(K 2/T ). Because maxj |wTj| ≤ cw , for
any ε > 0,
P(∥ξiT3∥ > ε) = P

T−1
 lT
j=1
wTj
T
t=j+1
χi,tj
 > ε

≤ P

T−1
lT
j=1
|wTj|
 T
t=j+1
χi,tj
 > ε

≤
lT
j=1
P

T−1
 T
t=j+1
χi,tj
 > ε/(cw lT )

≤ (cw lT )
2
ε2
lT
j=1
E
T−1 T
t=j+1
χi,tj

2
= O(l3TK 2/T ) = o(1).
That is, ξiT3 = op(1).
Step 4. ξiT4 = ∥T−1Tt=1 ED(ηitη′it) + T−1lTj=1wTjTt=j+1
ED(ηitη′i,t−j + ηi,t−jη′it)− SinT∥ = op(1). By the triangle inequality
ξiT4 ≤
T−1 lT
j=1
|wTj − 1|
T
t=j+1
ED(ηitη′i,t−j + ηi,t−jη′it)

+
T−1 T−1
j=lT+1
T
t=j+1
ED(ηitη′i,t−j + ηi,t−jη′it)

≡ ξiT4,a + ξiT4,b.
First, by Assumption 1, the additional assumption in Theorem 4.3,
the Davydov inequality, and (A.14)
E|ξiT4,b| = 2E
T−1 T−1
j=lT+1
T
t=j+1
p′imh,.tm
′
h,.t−jpiE[εitεi,t−j]

≤ 2T−1E∥p′imh,.1∥2
T−1
j=lT+1
T
t=j+1
|E[εitεi,t−j]|
≤ 2CK
T−1
j=lT+1
α
η/(2+η)
i (j){E|εit |2+η}2/(2+η)
≤ 2C{Kl−α0T }
∞
j=lT+1
jα0αη/(2+η)i (j){E|εit |2+η}2/(2+η)
→ 0.
where the last line follows because Kl−α0T = o(1) and
∞
j=lT+1
jα0αη/(2+η)i (j) < ∞. Now, by the triangle inequality, ξiT4,a ≤
T−1
lT
j=1 |wTj − 1| ∥
T
t=j+1 ED(ηitη
′
i,t−j + ηi,t−jη′it)∥. By the
Davydov inequality, E∥T−1Tt=j+1 ED(ηitη′i,t−j + ηi,t−jη′it)∥ ≤
CKαη/(2+η)(j). By the additional assumption in Theorem 4.3,
K
lT
j=1
α
η/(2+η)
i (j) ≤ {Kl−α0T }
lT
j=1
lα0T α
η/(2+η)
i (j) <∞.
Since limT→∞wTj = 1 for each j, it follows from the dominated
convergence theorem that
E|ξiT4,a| ≤
lT
j=1
|wTj − 1|E
T−1 T
t=j+1
ED(ηitη′i,t−j + ηi,t−jη′it)

→ 0.
Consequently, ξiT4 = op(1). Combining Steps 1–4 yields ∥SinT −
SinT∥ = op(1).
(ii) Proof of Theorem 4.3(ii): VinTV−1inT p→ 1,AinTA−1inT p→ 1. By
Assumption 3(iv), Lemma A.1(v), and the result in Theorem 4.3(i),
|T (VinT − VinT )| = |pK (x)′(p′imhpi/T )−
× (SinT − SinT )(p′imhpi/T )−pK (x)|
≤ ∥pK (x)∥2[λmin(p′imhpi/T )]−2∥SinT − SinT∥
= ∥pK (x)∥2op(1).
Similarly, by Assumptions 1(vii) and 3(iv) and Lemma A.1(iv),
T−1A2inT = T−1{pK (x)′(p′imhpi)−p′imhΨi,Tmhpi
× (p′imhpi)−pK (x)}−1
≤ [λmax(Ψi,T )]−1{pK (x)′(p′imhpi/T )−pK (x)}−1
≤ [λmax(Ψi,T )]−1λmax(p′imhpi/T )∥pK (x)∥−2
= ∥pK (x)∥−2Op(1).
It follows that
|VinTV−1inT − 1| = |A2inTVinT − A2inTVinT |
= (T−1A2inT )|T (VinT − VinT )|
≤ ∥pK (x)∥−2Op(1)∥pK (x)∥2op(1) = op(1).
The second conclusion follows from this result and the Slutsky
theorem. Alternatively, we have |A2inTA−2inT − 1| = |V−1inTVinT − 1| =
|V−1inTVinT ||VinTV−1inT − 1| p→ 1× 0 = 0.
(iii) Proof of Theorem 4.3(iii):AinT [gi(x) − gi(x)] d→ N(0, 1).
WriteAinT (gi(x)− gi(x)) = (AinTA−1inT )AinT (gi(x)− gi(x)). The result
follows from the results in Theorems 4.2 and 4.3(ii), and the Slutsky
theorem. 
A.2. Proof of results in Section 5
In this Appendix, we first state some lemmas that are used
in the proof of the main results in Section 5 and then prove
Theorems 5.1–5.2. The proof of all lemmas can be found at http://
www.mysmu.edu/faculty/ljsu/Publications/Sieve10_supp.pdf.
Lemma A.9. Suppose the conditions in Lemma A.1 and Assump-
tion 5(i) hold, then (i) ∥(nT )−1P ′MhP − Q n∥ = op(K−1/2); (ii)
λmax(P ′MhP/(nT )) = λmax(Q n) + op(K−1/2) = Op(1); (iii)
λmin(P ′MhP/(nT )) ≥ λmin(Q n)/2 w.p.a.1.
Lemma A.10. Suppose Assumptions 3(i)–(iii)hold with gi(.) re-
placed by g(.), then (nT )−1E∥g − Pag∥2 = O(K−2λ/d) where
g = (g′1, . . . , g′n)′, gi = (g(xi1), . . . , g(xiT ))′, and λ = min1≤i≤n λi.
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Lemma A.11. Suppose assumptions 1(iii), (iv) and (vii), 2(i)–(ii),
and 3(iv) hold, then E∥(NT )−1P ′Mhε∥2 = O(K/(nT )).
Lemma A.12. Let Mb = In⊗mb. Suppose Assumptions 1–3(iv) hold
and λmax(E(γ2γ
′
2)) = O(rn), then ∥(P ′MhF2 − P ′MbF2)γ2∥/
√
nT =
Op(
√
rnK/n+√KT/n).
Lemma A.13. Suppose the conditions in Theorem 5.2 hold, then
TnT ≡ AnTpK (x)′(P ′MhP)−P ′Mhε d→ N(0, 1).
Proof of Theorem 5.1. The proof is analogous to that of The-
orem 4.1(i) and we only sketch it. By (4.2), αg − αg =
(P ′MhP)−P ′Mhε+(P ′MhP)−P ′MhF2γ2+(P ′MhP)−P ′Mh(g−Pαg) ≡
D1 + D2 + D3. First, by Assumption 5(i), Lemmas A.9(iii) and A.11,
∥D1∥2 = ε′MhP(P ′MhP)−(P ′MhP)−P ′Mhε
≤ [λmin(P ′MhP/(nT ))]−2{∥P ′Mhε∥2/(nT )2}
= Op(K/(nT )).
Similarly, by Assumption 5(i) and Lemmas A.9(iii), A.5 and A.12(iv),
∥D2∥2 = γ ′2F ′2MhP(P ′MhP/(nT ))−
× (P ′MhP/(nT ))−P ′MhF2γ2/(nT )2
≤ [λmin(P ′MhP/(nT ))]−2γ ′2F ′2MhPP ′MhF2γ2/(nT )2
≤ [λmin(P ′MhP/(nT ))]−2
∥P ′MhF2γ2∥2/(n2T 2)
= Op(1)Op(1)Op(rnK/(n2T )+ K/n2)
= Op(K/(nT )+ K/n2) as rn ≪ n.
Let W ≡ MhP(P ′MhP)−P ′Mh. Then W is symmetric and idempo-
tent and thus λmax(W ) = 1. It follows from Assumption 5(i) and
Lemmas A.9(iii) and A.10 that
∥D3∥2 = (g − Pαg)′MhP(P ′MhP/(nT ))−(P ′MhP)−P ′
×Mh(g− Pαg)/(nT )
≤ [λmin(P ′MhP/(nT ))]−1(g− Pαg)′
×MhP(P ′MhP)−P ′Mh(g− Pαg)/(nT )
≤ [λmin(P ′MhP/(nT ))]−1λmax(W ){∥g− Pαg∥2/(nT )}
= Op(1)Op(K−2λ/d) = Op(K−2λ/d).
By the triangle inequality,
∥αg − αg∥ ≤ ∥D1∥ + ∥D2∥ + ∥D3∥
= Op(

K/(nT )+

K/n2 + K−λ/d). (A.19)
By the Chebyshev inequality, it is straightforward to show that
∥(nT )−1P ′P − n−1ni=1 Qipp∥ = op(1). Noting that λmax(A+ B) ≤
λmax(A) + λmax(B) for any two real symmetric square matrices
A and B, we have λmax((nT )−1P ′P)
p→ λmax(n−1ni=1 Qipp) ≤
n−1
n
i=1 λmax(Qipp) = O(1). Then by (A.19), Lemma A.10,
Assumption 3(iv) with gi replaced by g , and theMarkov inequality,
we have
1
nT
n
i=1
T
t=1
[g(xit)− g(xit)]2
= 1
nT
n
i=1
T
t=1
{pK (xit)′(αg − αg)+ [pK (xit)′αg − g(xit)]}2
≤ 2(αg − αg)′((nT )−1P ′P)(αg − αg)+ 2(nT )−1∥g− Pαg∥2
≤ 2λmax((nT )−1P ′P)∥αg − αg∥2 + 2(nT )−1∥g− Pαg∥2
= Op(1)Op(K−2λ/d + K/(nT )+ K/n2)+ Op(K−2λ/d)
= Op(K−2λ/d + K/(nT )+ K/n2). 
Proof of Theorem 5.2. Recall VnT = pK (x)′(P ′MhP)−P ′MhΨnTMh
P(P ′MhP)−pK (x) and AnT = V−1/2nT , where ΨnT = E(εε′). Write
AnT [g(x)− g(x)] = AnTpK (x)′(αg − αg)+ AnT [pK (x)′αg − g(x)]
= AnTpK (x)′(P ′MhP)−P ′Mhε
+ AnTpK (x)′(P ′MhP)−P ′MhF2γ2
+ AnTpK (x)′(P ′MhP)−P ′Mh(g− Pαg)
+ AnT [pK (x)′αg − g(x)]
≡ E1nT + E2nT + E3nT + E4nT .
By Lemma A.13, E1nT
d→ N(0, 1). It remains to show that EsnT =
op(1) for s = 2, 3, 4.
We first show E2nT
p→ 0 as (n, T ) → ∞. By the
Cauchy–Schwarz inequality, Assumptions 1(v), (vii), and 5(i), and
Lemmas A.9(iii), A.5 and A.12(iv)
|E2nT | = |AnTpK (x)′(P ′MhP)−P ′MhF2γ2|
≤ [A2nTpK (x)′(P ′MhP)−pK (x)]1/2
×[γ ′2F ′2MhP(P ′MhP)−P ′MhF2γ2]1/2
≤ [1/λmin(ΨnT )]1/2[λmin(P ′MhP/nT )]−1/2
×{∥P ′MhF2γ2∥/
√
nT }
= Op(1)Op(1)Op(1)Op(

rnK/n+

KT/n)
= op(1).
Next, by the Cauchy–Schwarz inequality, Assumption 1(v) and
(vii), and Lemma A.10,
|E3nT | = |AnTpK (x)′(P ′MhP)−P ′Mh(g− Pαg)|
≤ [A2nTpK (x)′(P ′MhP)−P ′MhMhP(P ′MhP)−pK (x)]1/2
×[(g− Pαg)′(g− Pαg)]1/2
≤ [A2nTpK (x)′(P ′MhP)−P ′MhΨnTMhP(P ′MhP)−pK
× (x)/λmin(ΨnT )]1/2∥g− Pαg∥
≤ [1/λmin(ΨnT )]1/2∥g− Pαg∥
= Op(1)Op(
√
nTK−λ/d)
= op(1).
Now, write |E4nT | = AnT |pK (x)′αg − g(x)| = [1/VnT ]1/2|pK (x)′αg −
g(x)| for (n, T ) large. ByAssumption 1(v), (vii) andAssumption 5(i),
Lemma A.9(ii), and the fact that ∥pK (x)∥ > c > 0 for some
constant c ,
nTVnT = nTpK (x)′(P ′MhP)−P ′MhΨnTMhP(P ′MhP)−pK (x)
≥ λmin(ΨnT )[pK (x)′(P ′MhP/(nT ))−pK (x)]
≥ λmin(ΨnT )[λmax(P ′MhP/(nT ))]−1∥pK (x)∥2
≥ C > 0 w.p.a.1.
Hence, |E4nT | ≤ C(nT )1/2|pK (x)′αg − g(x)| = O((nT )1/2K−λ/d)
= o(1). This completes the proof. 
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