Abstract. Let n n (C) be the algebra of strictly upper-triangular n × n matrices and X 2 = {u ∈ n n (C) : u 2 = 0} the subset of matrices of nilpotent order 2. Let B n (C) be the group of invertible upper-triangular matrices acting on n n by conjugation. Let B u be the orbit of u ∈ X 2 with respect to this action. Let S 2 n be the subset of involutions in the symmetric group S n . We define a new partial order on S 2 n which gives the combinatorial description of the closure of B u . We also construct an ideal I(B u ) ⊂ S(n * ) whose variety V(I(B u )) equals B u .
1. Introduction 1.1. Let G = SL n (C) be the special linear group of degree n over field C. Let B = B n (C) be the standard Borel subgroup of G, that is the subgroup of all invertible upper-triangular matrices.
Take g = sl n and let g = n ⊕ h ⊕ n − be its standard triangular decomposition where n = n n is a subalgebra of strictly upper-triangular matrices, h = h n is a subalgebra of diagonal matrices of trace zero and n − = n − n is a subalgebra of strictly lower-triangular matrices in sl n .
We identify n − with (n + ) * through the Killing form on g. For any Lie algebra a, let S(a) denote its symmetric algebra.
For any u ∈ n let O u := {AuA −1 | A ∈ G} be its (adjoint) G-orbit and B u := {BuB −1 | B ∈ B} to be its (adjoint) B-orbit.
For any u ∈ n, its only characteristic value is 0. So, O u is a nilpotent orbit and every nilpotent orbit is obtained in such a way. Also, the Jordan form of a nilpotent orbit is described by a partition of n. Obviously, B u ⊂ O u ∩ n. Let O be a nilpotent orbit and v ∈ n. We say that B v is associated to O if B v ⊂ O. It is obvious that B v is associated to O if and only if O v = O. As shown in [2] for n ≥ 6, the number of B v orbits associated to O can be infinite. However, the G orbits of nilpotent order 2 decompose into finitely many B orbits and so are a nice exception.
Let X 2 be the set of elements of nilpotent order 2 in n, that is X 2 := {u ∈ n | u 2 = 0} where u 2 is defined by associative multiplication of matrices. Let S n be the symmetric group on n elements. Let S 2 n be the set of involutions in S n , that is S 2 n := {σ ∈ S n | σ 2 = Id}. As shown in [12] there is a natural bijection between B-orbits in X 2 and S 2 n . In this paper we define a new partial order on S 2 n which completely describes a B-orbit closure for B-orbits in X 2 via this bijection. The combinatorial description of this order is natural and very simple. Moreover, for a given B-orbit B ⊂ X 2 we construct (via generators) an ideal I(B) ∈ S(n − ) whose variety V(I(B)) equals B and use it to prove our main Theorem 3.5.
In addition we apply these results to the study of orbital varieties in X 2 .
On the one hand, the ideas of N. Spaltenstein gave me the inspiration for the order defined here. On the other hand, we apply the results on B-orbits to the study of orbital varieties. So we would like to give a brief description of orbital varieties.
1.2. Orbital varieties derive from the works of N. Spaltenstein [17, 18] , and R. Steinberg [19, 20] written during their studies of the unipotent variety of a complex semisimple group G. Translation from the unipotent variety of G to the nilpotent cone of g = Lie(G), gave the notion of an orbital variety. It is defined as follows.
Consider the adjoint action of G on g. Fix some triangular decomposition g = n h n − . A G orbit O in g is called nilpotent if it consists of nilpotent elements, that is if O = G x for some x ∈ n. The intersection O ∩ n is a Lagrangian subvariety of O. It is reducible in general. Its irreducible components are called orbital varieties associated to O. Orbital varieties play a key role in the study of primitive ideals in the enveloping algebra U(g). They also play an important role in Springer's Weyl group representations.
The first role above can be detailed as follows. Since g is semisimple, we can identify g * with g through the Killing form. This identification gives an adjoint orbit a symplectic structure. Then, by [18] , [19] and [6] , an orbital variety U associated to a nilpotent orbit is a Lagrangian subvariety. Following the orbit method one would like to attach an irreducible representation of the enveloping algebra U(g) to U. This should be a simple highest weight module. Combining the results of A. Joseph and T. A. Springer one obtains a one to one correspondence between the set of primitive ideals of U(g) containing the augmentation ideal of its centre (thus corresponding to integral weights) and the set of orbital varieties in g corresponding to Lusztig's special orbits (see for example [1] ). The picture is especially beautiful for g = sl n . In this case, all orbits are special and by [10] the associated variety of a simple highest (integral) weight module is irreducible. By [1] and [6] in general orbital variety closures are the irreducible components of an associated variety of a simple highest weight module. Whilst for g = sl n orbital variety closures are themselves associated varieties and therefore give a natural geometric understanding of the classification of primitive ideals. This makes their study especially interesting.
1.3. There are two descriptions of orbital varieties. The first one, valid only for sl n was given by Spaltenstein. The second one is a general construction for any semisimple Lie algebra. It was obtained by Steinberg. We will consider the first one in what follows. Both descriptions give a very nice combinatorial characterization of orbital varieties in sl n in terms of Young tableaux. However, both descriptions are not very satisfactory from a geometric point of view.
The ultimate description of an orbital variety U would be via the ideal I(U) ⊂ S(n − ) of definition of U, that is a radical ideal I whose variety V(I) equals U. In [7, Lecture 7] the general form that such an ideal should take is suggested. Let N be the generic matrix of n − + 1d. Then I(U) should be generated by a 1 , a 2 , · · · , a k . Here a i = gr (m i ), where m i are some minors of N and filtration is by degree. This suggestion derived from an algorithm for Ann U (n − ) U based on the Enright functor [6, 8.4 ] together with calculations in [2] .
Of course, the above does not tackle the difficult question as to which minors m i to choose. However, in [9] the ideal of definition of orbital varieties of codimension 1 in a nilradical was constructed. This is the simplest non-trivial case since such a variety closure is a complete intersection, thus we had to find only one non-trivial generating polynomial.
As explained in 1.1, here we apply the results for B orbits in X 2 , to orbital varieties associated to nilpotent orbits of nilpotent order 2. We use the fact shown in [11, 4.13] that an orbital variety U ⊂ X 2 admits a dense B-orbit B U . Applying our results to B U we obtain an ideal I(U) := I(B U ) whose variety V(I(U)) equals U. Then the ideal of definition of U is the radical of I(U).
1.4.
Another natural problem connected to studying orbital variety closures is their description as a union of irreducible varieties each one lying in some nilpotent orbit. In particular, one can ask whether an orbital variety closure consists of orbital varieties only or it includes some other B stable varieties.
If g = sl n an orbital variety closure is not necessarily [15] a union of orbital varieties. However, the construction only works outside sl n . One can conjecture that in sl n an orbital variety closure is a union of orbital varieties. This conjecture holds for orbital varieties of Richardson type as it is shown in [13] . As well it is supported by the computations for all orbital varieties for n ≤ 6.
In this paper we show in 4.5 that this conjecture holds for orbital varieties in X 2 .
Given orbital varieties U, W ∈ n we say that W G ≥ U if W ⊂ U. In [14] we give the combinatorial description of this order for orbital varieties in X 2 in terms of Young tableaux. Thus, the result in 4.5 completes the combinatorial description of an orbital variety closure in X 2 in terms of Young tableaux. Although an orbital variety in X 2 has a much simpler structure then an orbital variety in general even this relatively simple case already demonstrates the complexity of the theory.
1.5. The ideas we use to study B u are derived from Spaltenstein's characterization of orbital varieties in sl n by Young tableaux. Let us recall it in short.
A nilpotent orbit O u is described by a partition giving the length of blocks in the Jordan form of u. Suppose the Jordan form of u consists of k non-zero blocks. We order blocks in non-increasing order and put λ
Recall that a Young tableau T associated to the Young diagram D λ is obtained by filling the boxes of D λ with numbers 1, . . . , n so that the numbers increase in rows from left to right and in columns from top to bottom. Given a Young tableau T associated to D λ its shape is defined to be λ and denoted as sh (T ). Given u ∈ n∩O λ its Young diagram is again defined to be λ and denoted as D n (u), or simply D(u). Now consider canonical projections π 1,n−i : n n → n n−i acting on a matrix by deleting the last i columns and the last i rows.
. Put 1 into the unique box of D 1 (u). For any i : 1 ≤ i ≤ n − 1 note that D i+1 (u) differs from D i (u) by a single "corner" box. Put i + 1 into this box. This gives a bijection from the set of the chains (D 1 (u), D 2 (u), . . . , D n (u)) to the set of standard Young tableaux T of shape D n (u). In other words, we view a standard Young tableau as a chain of Young diagrams. For u ∈ n put ϕ(u) := T if T corresponds under this bijection to φ(u). Set ν T := {u ∈ n | ϕ(u) = T }.
By Spaltenstein [17] orbital varieties associated to O λ are parameterized by standard Young tableaux of shape λ as follows. Let {T i } be the set of Young tableaux of shape λ. Set U T i := ν T i ∩ O λ . Then {U T i } is the set of orbital varieties associated to O λ .
1.6. We would like to push Spaltenstein's construction a little bit further. In a similar way define projections π i,n : n → n i,n (cf. 2.3) acting on a matrix by deleting the first i − 1 rows and the first i − 1 columns. Set
by a single "corner" box. Insert n − i + 1 into the left hand corner by inverting "jeu de taquin" (cf. [16] ). This gives a second bijection from the set of chains
) to the set of standard Young tableaux T of shape D n (u). In other words, we again view a standard Young tableau as a chain of Young diagrams. For u ∈ n put ϑ(u) := T if T corresponds under this bijection to θ(u). Again, set ν T := {u ∈ n | ϑ(u) = T }. By symmetry about the anti-diagonal it follows that any orbital variety U associated to O λ is obtained as
On the other hand, ϑ(u) can differ from ϕ(u). For standard tableaux T, S of shape λ put ν
For any i, j : 1 ≤ i ≤ j ≤ n using jeu de taquin to delete 1, . . . , i − 1 from a tableau T and deleting boxes containing n, n − 1, . . . , j + 1 from T we define π i,j (T ) -a tableau with j − i + 1 boxes filled in with i, . . . , j. Set D i,j (T ) := sh (π i,j (T )). In that way we can consider each Young tableau as a double chain through
Correspondingly, we can define the projection π i,j : n n → n j−i+1 acting on a matrix by deleting the first i − 1 rows and the first i − 1 columns and the last n − j rows and the last n − j columns. Set
. Moreover, using Steinberg construction one gets that U T = ν ′ T ∩ O λ . This construction provides us the power rank conditions introduced in [21] . In turn these conditions define an ideal I T ⊂ S(n − ) such that its variety V(I T ) contains U T . However, in general for n ≥ 6 this ideal is far away from being an ideal of definition of U T since the variety of the ideal is not irreducible and can include even another orbital variety associated to the same nilpotent orbit (cf., for example, [21] ).
1.7. Now we can explain the way we construct I(B) for B ⊂ X 2 . Note that adjoint B action is compatible projection, that is
. Thus, we can use the same construction of double chains not only for orbital varieties but for B-orbits as well. Note that a double chain defined by some Young tableau corresponds in general to some set of B-orbits, however, a double chain defined by a B-orbit will not correspond in general to a standard Young tableau. This double chain can be described by power rank conditions exactly in the same way as in the case of an orbital variety. Thus, as in the case of orbital varieties we can construct an ideal I(B) ⊂ S(n − ) as it is explained in detail in 2.8, 2.9. Again, the variety V(I(B)) always contains B but in general it contains B−orbits not from B as well (cf. 2.10).
However, for B ⊂ X 2 the variety V(I(B)) = B. This is the main technical result of the paper.
1.8. In this paper we do not touch upon two very important problems connected to our results. The first problem is whether the ideals we construct are ideals of definition. To show this we have to show that they are radical ideals. This is a complex question. For some cases we can answer positively using technique introduced in [4] , in particular if B is associated to the minimal (non-zero) orbit. Indeed, for the nilpotent orbit of the smallest non-zero dimension, the ideal constructed in 2.9 for an orbital variety associated to it, coincides with the ideal of definiton for such orbital varieties given in [3] . These computations give us a hope that our ideals are ideals of definition. However, I am far away from complete answer to this question.
The second problem is closely connected to the first one. It is the construction of a strong quantization of orbital varieties in X 2 . Again, as it is shown in [8] the problem is far from being easy even for the minimal nilpotent orbit.
Another question, that we do not consider here, which however could be solved using our construction is the description of intersections of orbital varieties of nilpotent order 2.
1.9. The body of the paper consists of three sections. In section 2 we explain all the background essential in the subsequent analysis to make the paper self-contained. In section 3 we formulate and prove the results on B-orbit closures in X 2 . Finally, in section 4 we explain the results connected to orbital varieties of nilpotent order 2 and apply the results of section 3 to complete the combinatorial description of their closures.
In the end one can find the index of notation in which symbols appearing frequently are given with the subsection where they are defined. We hope that this will help the reader to find his way through the paper.
I would also like to express my gratitude to the referee. His numerous remarks helped to improve the presentation and alter some proofs. His remarks and the remarks of A. Joseph helped me to bring this paper to a more clear and, hopefully, readable form.
Geometric and Combinatorial Preliminaries
2.1. Let P (n) denote the set of partitions of n. For all λ := {λ 1 ≥ λ 2 ≥ · · · ≥ λ k > 0} ∈ P (n) we define the Young diagram D λ to be the array of k columns of boxes each starting at the first row with the i-th column containing λ i boxes. Let D n denote the set of all Young diagrams with n boxes.
Recall as well that λ * denotes the dual partition.
For example, take λ = (4, 2, 2). Then λ * = (3, 3, 1, 1) and
It is convenient to replace sl n by gl n . This makes no difference to the nilpotent cone N whilst the adjoint action (conjugation) by G = GL n on N factors to SL n . Let B be the (Borel) subgroup of upper-triangular matrices in G. Let b = Lie (B) = n ⊕ h be the corresponding subalgebra of gl n .
Recall the O u defined in 1.1 and the O λ defined in 1.5. For u ∈ n ∩ O λ set sh (u) := λ and sh (O u ) := sh (u).
In particular, O (l,k) denotes the nilpotent orbit with k Jordan blocks of length 2 and l − k Jordan blocks of length 1.
2.3. Let e i,j be a matrix having 1 in the ij-th entry and 0 elsewhere. Then {e i,j } n i,j=1 is a basis of g.
Let R ⊂ h * denote the set of non-zero roots, R + the set of positive roots corresponding to n and Π ⊂ R + the resulting set of simple roots.
Take i < j and let α i,j be the root which is the weight of e i,j . Set α j,i = −α i,j . We write
Let X α i,j := X i,j := Ce i,j be the root space defined by α i,j ∈ R.
For α i ∈ Π, let P α i be the standard parabolic subgroup of G with Lie (
Let M i,j be the unipotent radical of P i,j and L i,j its Levi factor. Set B i,j := B∩L i,j . Set m i,j := Lie (M i,j ) and
We have decompositions B = M i,j ⋉ B i,j and n = n i,j ⊕ m i,j . They define projections π i,j : B → B i,j and π i,j : n → n i,j which we mentioned in 1.6. For the matrix u = (u s,t ) n s,t=1 where u ∈ n or u ∈ B one has
. Let D u be the resulting "matrix" of projections shapes, that is
For any u ∈ n and A ∈ B one has π i,j (AuA
) and D Bu := D u is well defined. By the discussion in 1.6 one sees that 
2.4. Let W be Weyl group of (g, h). For α ∈ R + let s α ∈ W be the corresponding reflection. For α i ∈ Π set s i := s α i . We identify W with S n by taking s i to be the elementary permutation interchanging i, i + 1.
Then the multiplication map gives a bijection S i,j × D i,j ≃ S n . Let π i,j : S n → S i,j be the projection onto the first factor. 2.5. Let us define the decomposition of X 2 into B−orbits.
Recall that S 2 n denotes the subset of involutions in S n . Write σ ∈ S 2 n as a product of disjoint cycles of length 2. Order entries inside a given cycle to be increasing. Unless mentioned to the contrary (in section 4) we order the cycles so that the first entries increase. Thus, σ = (i 1 , j 1 )(i 2 , j 2 ) . . . (i k , j k ) where i s < j s for any 1 ≤ s ≤ k and i s < i s+1 for any 1 ≤ s < k.
Note that N σ is the upper-triangular part of the permutation matrix M σ . Set B σ := B Nσ . By [12, 2.2] one has
This finiteness property is particular for X 2 . For n ≥ 6 and X k = {X ∈ n | X k = 0} where k ≥ 3 the number of B orbits in X k is infinite in general for any infinite field as it is shown in [2] .
Proof.
Indeed, N σ ∈ X 2 and its rank is k. Thus, its Jordan form contains k blocks of length 2 and n − k blocks of length 1.
Given
For example, take σ = (1, 6)(3, 4)(5, 7). Then l(σ) = 3 and r 2 = 0, r 3 = 2 + 1 = 3.
By [12, 3.1] one has
By a result of Gerstenhaber (cf. [5] , for example) one has
By the Jordan form, sh (O u ) = (λ 1 , . . . , λ k ) if and only if
Moreover, by the above result of Gerstenhaber u ′ ∈ O u , if and only if
We call these the power rank conditions. Each power rank condition can be translated into polynomials in S(g * ) as follows. Let us identify S(g * ) with S(g) through the coordinate functions
Setting x i,j = e j,i identifies g * with g. Now, Rank u i ≤ j if and only if every minor of order j + 1 of u i is equal to 0. Let N be the matrix with indeterminate x i,j in the ij-th place .
Let {P
be the set of all minors of order j of N i . Then O λ is the zero variety of the ideal of S(g * ) generated by P
, where
2.9. Identify S(n * ) with S(n − ) through 2.8 ( * ). Take u ∈ n and put B := B u . Let us apply 2.8 to B.
Let D B be the matrix defined in 2.3. From D B define an ideal I(B) (or simply I) of
For any u ∈ B one has by definition of D B that the power rank conditions on π i,j (u) (cf. [21] ) are as follows:
In turn, these power rank conditions translate to polynomials in S(n − ) by 2.8.
Note that if u ∈ X 2 then the power rank conditions provide us polynomials of 2 types: quadratic polynomials given by the conditions π i,j (u 2 ) = 0 and polynomials of order Rank (π i,j (u)) + 1 -these are the minors of order Rank (π i,j (u)) + 1 of matrix π i,j (u) (cf.
for the details).
Note that for any u ∈ n one has
any possible i, j.
Let I (i,j) (B) be the ideal generated by power rank conditions of (D B ) i,j .
For r : 1 ≤ r ≤ n − 1 and i : 1 ≤ i ≤ n − r let us call the set of elements (i, i + r) of a matrix, its r−th set. Let I r (B) be the ideal generated by the power rank conditions (translated into corresponding minors) of sets 1, . . . , r, of D B (so that I r (B) = I r−1 (B) + n−r i=1 I (i,i+r) (B) and I(B) = I n−1 (B)). Lemma. Let B be a B orbit in n. Let I r−1 (B) be the ideal generated by the power rank conditions of sets 1, . . . , r − 1 of D B Let λ = (λ 1 , λ 2 , . . .) be either the partition D i,i+r−1 or D i+1,i+r . For some l ∈ N we can write D i,i+r = (λ 1 , . . . , λ l + 1, . . .). Then the polynomials generated by power rank conditions coming from D i,i+r for powers less than l belong to the ideal I r−1 . In particular,
Proof.
where µ l = λ l + 1 for some l ∈ N and µ s = λ s for any s = l. The power rank conditions give us
Define N as in 2.8. Let {m p i,j (N s )} be the set of minors of order p of (π i,j (N)) s , where π i,j (N) is obtained by deleting the first i−1 rows and columns and the last n−j rows and columns. Since N is upper-triangular one has
Let us determine I(B) for the example in 2.3. Recall that
In our notation we get I 1 (B) = P 1 = x 3,2 , P 2 = x 4,3 , P 3 = x 5,4 . As for the entries of the second set one has D i,i+2 = (2, 1) = (D i+1,i+2 , 1) for all i : 1 ≤ i ≤ 3, thus, the second set does not add new generating polynomials, so that I 2 (B) = I 1 (B). Again, since
then by our lemma we do not get new generating polynomials from this condition. The only possible new generating polynomial produced by the third set obtains from D 2,5 = (2, 2) and it comes from Rank (π 2,5 (N 2 )) = 0. This gives us P 3 = x 5,3 x 3,2 + x 5,4 x 4,2 however P 3 = P 1 x 5,3 + x 4,2 P 3 so that it is in I 1 (B). Finally, D 1,5 = (2, 2, 1) = (D 2,5 , 1) so that again by our lemma we do not get new generating polynomials. Thus, I(B) = I 1 (B) = x 3,2 , x 4,3 , x 5,4 . 
Given two
2.11. From the previous subsections we see that we can define two partial orders on B orbits in n. The first one is defined by inclusion of B orbit closures and the second one by inverse inclusion of the ideals generated by power rank conditions defined by a B orbit. We call the first order geometric and the second order algebraic. From 2.10 we see that in general the algebraic order is a proper extension of the geometric order. Now consider just B orbits of nilpotent order 2 in n. They are in bijection with S 2 n so both these orders induce partial orders on S 2 n .
The geometric order on S 2 n is induced by B orbit closures inclusion, that is for σ, σ ′ ∈ S 2 n we set σ
The algebraic order on S 2 n is induced by inverse inclusions of
We show in what follows that on S 2 n the geometric and the algebraic orders coincide and we have the precise combinatorial description of this order.
Since π i,j is a projection it is continuous, one has
Lemma. For B-orbit B and any i, j :
2.13. We need also the following notation for σ ∈ S 2 n . We write (i, j) ∈ σ if it is one of the cycles of σ.
. In our example π 2,6 (σ) = (2, 5)(3, 4).
B-orbit closures in X 2
3.1. For a matrix u ∈ n recall the notion B u from 1.1 and D u , D Bu from 2.3. For i, j : 1 ≤ i < j ≤ n set R i,j (u) = Rank π i,j (u) and let R u denote the corresponding (upper-triangular) matrix of ranks:
Obviously, for any v ∈ B u one has R v = R u so that we may write R Bu := R u exactly as we have defined D Bu .
Note that R u can be read off from
In general, the information encoded in D u is much reacher than the information encoded in R u . However, in the case of u ∈ X 2 these two matrices give exactly the same information since
Adding one row or one column to a matrix can at most increase its rank by one, so for any u ∈ n the matrix R u has the following properties
By 2.5 for any u ∈ X 2 there exist a unique σ ∈ S 2 n such that B u = B σ . We get R u = R Nσ which we denote by R σ := R Nσ = R Bσ . By the definition of N σ in each row and each column there is not more than one non-zero entry, thus, (R σ ) i,j is simply the number of ones in the matrix π i,j (N σ ).
For example, take σ = (1, 7)(2, 3)(4, 6) ∈ S 8 . Then 
In particular, just by the form of N σ one has that (N σ ) i,j = 1 implies
Moreover, we get
On the other hand, assume that (R σ ) i+1,j = (R σ ) i,j−1 = (R σ ) i+1,j−1 . This means by the form of N that N i,k = N t,j = 0 for any k : 1 ≤ k ≤ j − 1 and for any t :
Thus, by ( * ), ( * * ) and the lemma, any R = R σ for σ ∈ S 2 n has the following additional property
3.2. Let us study the structure of R σ more explicitly.
Lemma. Let R = R σ for some σ ∈ S 2 n . For any i, j : 1 ≤ i < j ≤ n only one of the following is possible
In each of the above cases R can be presented graphically as follows:
Proof.
Consider some N σ . The first case is simply equivalent to N k,j = N i,s = 0 for any k ≥ i and any s ≤ j. The second case is equivalent to the existence of k > i and of s < j such that N k,j = N i,s = 1. Since R i,j is the number of ones in the submatrix N (i,j) it is obvious that R i,j = R i+1,j−1 + 2 in that case. The third case occurs if N i,j = 1 and, thus, N k,j = N i,s = 0 for any k > i and any s < j so that R i+1,j = R i,j−1 = R i+1,j−1 . The fourth case occurs if N i,s = 0 for all s ≤ j and N k,j = 1 for some k > i. Finally, the fifth case occurs if N k,j = 0 for all k ≥ i and N i,s = 1 for some s < j.
We have seen already that R σ ∈ R 2 n for all σ ∈ S 2 n . On the other hand, consider some R ∈ R 2 n and let N be the matrix defined by
By property (i) N i,j = 0 for any i, j : i ≥ j. Note that if N i,j = 1 then N i,k = 0 for any k = j. Indeed, R i,k = R i+1,k for k < j and R i,k−1 = R i+1,k−1 + 1 for k > j by property iii(a) so that conditions ( * ) are not satisfied for any (i, k) for which k = j. Exactly in the same way we get by iii(b) that N k,j = 0 for any k = i. Again, by iii(c) no N j,k and N k,i can satisfy conditions ( * ), thus, N j,k = N k,i = 0. Hence, N = N σ for σ defined by non-zero entries of N. It remains to show that R σ = R. This is a straightforward corollary of (i) and (ii) of 3.1.
For example, R 3.4. Let I 2 ⊂ S(n − ) be the ideal generated by
Given σ ∈ S 2 n let B σ be the corresponding B orbit in X 2 . D Bσ (cf. 2.3) defines as in 2.9 the ideal I(B σ ) or simply I(σ) of S(n − ). which has two types of generating polynomials. The polynomials of the first type are quadratic (homogeneous) polynomials generating I 2 since I 2 ⊂ I(σ). The generating polynomials of the second type in I σ are determined by Rank (π i,j (N σ )) that is by (R σ ) i,j . We translate this fact into the set of minors of π i,j (N) of size (R σ ) i,j + 1. These polynomials are homogeneous of degree (R σ ) i,j + 1. Let us denote the ideal generated by the polynomials of the second type by I 1 (σ). Put I Rσ := I σ := I 2 + I 1 (σ). Set V Rσ := V σ := V(I σ ).
Note that π i,j (N σ ) provides new polynomials generating I 1 (σ) compared to those obtained from π i+1,j (N σ ) and π i,j−1 (N σ ) only in the situation when (R σ ) i,j = (R σ ) i+1,j−1 . Indeed, by lemma 2.9(ii) if (R σ ) i,j = (R σ ) i+1,j−1 + 1 then all the new generating polynomials obtained from (R σ ) i,j are in I 2 . 
Moreover, one can easily check that I (1,2)(3,4) is a prime ideal.
By the definition of I σ one can see at once that N σ ∈ V σ . Hence,
Let us define a partial order on
The aim of this part is to prove
Theorem. For any σ ∈ S 2 n one has
To do this we study the inclusion relation on {I σ } σ∈S 2 n and show that it coincides with inverse inclusion relation on {B σ } σ∈S 2 n . Then the result obtains as a corollary.
3.6. All the power rank conditions in the case of X 2 are defined just by ranks of the minors of the lower-triangular matrix of indeterminants (and the common conditions coming from
The proof is by induction on n. It holds trivially for n = 2. Assume it holds for n − 1.
(ii) By 2.12 this implies as well that π 1,n−1 (B σ ′ ) ⊂ π 1,n−1 (B σ ). By the induction assumption this provides R π 1,n−1 (σ ′ ) ≤ R π 1,n−1 (σ) . (iii) Exactly in the same way we get π 2,n (B σ ′ ) ⊂ π 2,n (B σ ) and, thus, R π 2,n (σ ′ ) ≤ R π 2,n (σ) .
By (ii) and (iii) we get (R σ ′ ) i,j ≤ (R σ ) i,j for any (i, j) = (1, n) and by (i) one has (R σ ′ ) 1,n ≤ (R σ ) 1,n . Thus, R σ ′ ≤ R σ .
3.7.
To show that V σ ′ ⊂ V σ implies B σ ′ ⊂ B σ let us consider the following two subsets of {σ ′ : σ ′ < σ} :
is the set of the maximal elements of length l(σ) which are smaller than σ with respect to the order defined in 3.5.
For every
is the set of the maximal elements of length less than l(σ) which are smaller than σ with respect to the order defined in 3.5.
We begin with the construction of D 2 (σ). Then we construct D 1 (σ). Both constructions are straightforward but the proofs are rather long.
Recall from 2.5 that we write σ = (i 1 , j 1 )(i 2 , j 2 ) . . . (i k , j k ) where i s < j s for any s : 1 ≤ s ≤ k and i s < i s+1 for any s : 1 ≤ s < k. Recall notation (i, j) ∈ σ, I(σ) and J(σ) from 2.13. Set M(σ) := {s : s = 1 or s > 1 and j s > max{j 1 , . . . j s−1 }}.
The following lemma is straightforward.
Lemma. If s ∈ M(σ) then for any (i, j) ∈ σ such that (i, j) = (i s , j s ) one has that either i > i s or j < j s . In particular, fix m := max{s ∈ M(σ)} then j m = max{j ∈ J(σ)}. Proof.
Assume that there exists σ
In particular, for any (i, j) ∈ σ − s we have either i > i s or j < j s by lemma 3.7. Hence,
3.9.
Proposition.
By lemma 3.8 it remains to show that for any σ ′ such that σ ′ < σ and l(σ
The proof is by induction on n. It is trivially true for σ ∈ S 2 2 . Assume it is true for
n such that σ ′ < σ and k ′ < k. In the induction step we can consider recursion either to π 1,n−1 or to π 2,n . This involves the interplay between all possible (R σ ′ ) i,j where i = 1, 2, j = n − 1, n. The argument is broken into the five claims below. We formulate the assumptions of each claim both in terms of J(σ ′ ), J(σ) (resp. I(σ ′ ), I(σ)) and in terms of (R σ ′ ) 1,n−1 , (R σ ) 1,n−1 (resp. (R σ ′ ) 2,n , (R σ ) 2,n ) for greater clarity. The conclusion of each claim is the existence of s ∈ M(σ) such that σ
By symmetry about the anti-diagonal it is enough to consider the case
In that case π 1,n−1 (σ ′ ) = σ ′ and π 1,n−1 (σ) = σ. By the induction hypothesis there exists s ∈ M(σ) such that σ > σ Claim 2. Assume that n ∈ J(σ ′ ) and n ∈ J(σ) (resp. 1 ∈ I(σ ′ ) and 1 ∈ I(σ)). This is equivalent to
Proof.
Again, by symmetry about the anti-diagonal it is enough to consider the case (
We are left with the case 1 ∈ I(σ ′ ) and n ∈ J(σ ′ ). We have two subcases which we consider in three claims below.
Note that in both cases the inequality is strict since in both cases (R σ − s
The remaining case is when 1 ∈ I(σ ′ ) and n ∈ J(σ ′ ), but (1, n) ∈ σ ′ . We consider two cases according to whether n is or is not contained in J(σ).
If n ∈ J(σ) then π 1,n−1 (σ) = σ and l(π 1,n−1 (σ)) − l(π 1,n−1 (σ
This inequality permits us to use the induction hypothesis twice. Thus, there exists s ∈ M(σ) and
On the other hand (R
) l,n−1 + 1 for any l by definition of (σ 
In claims 1-5 we have considered all the possible cases described in lemma 3.2. Therefore, the proof is completed.
For example, take σ = (1, 6)(2, 3)(4, 5)(7, 8)(9, 12)(10, 11). Then D 2 (σ) = (2, 3)(4, 5)(7, 8)(9, 12)(10, 11), (1, 6)(2, 3)(4, 5)(9, 12)(10, 11), (1, 6)(2, 3)(4, 5) (7, 8)(10, 11) 3.10. Now we construct D 1 (σ). It consists of four types of elements. In the next four subsections we define these types and show that an element of the given type is in D 1 (σ). Then in subsection 3.15 we show that D 1 (σ) consists of these four types of elements only.
In the next five sections we set σ = (i 1 , j 1 ) . . . (i k , j k ) where i s < i s+1 for any s : 1 ≤ s < k and i s < j s for any s : 1 ≤ s ≤ k.
(i) Assume that I(σ) = I(σ ′′ ). Then by definition of a rank matrix (R
(ii) is obtained exactly in the same way.
3.11. Let (i s , j s ) ∈ σ. Suppose there exists m < i s satisfying both
(ii) Either m = i s − 1 or for any t : m < t < i s one has t ∈ I(π 1,js (σ)) ∪ J(π 1,js (σ)).
Then define σ is↑ to be obtained from σ by just changing (i s , j s ) to (m, j s ). By the definition such an m is unique, if it exists. If such an m does not exist put σ is↑ := ∅.
For example, take σ = (2, 5)(3, 4)(7, 9)(8, 10). Then σ 2↑ = (1, 5)(3, 4)(7, 9)(8, 10), σ 3↑ = ∅, σ 7↑ = (2, 5)(3, 4)(6, 9)(8, 10) and σ 8↑ = (2, 5)(3, 4)(7, 9)(6, 10).
Thus, σ is↑ < σ.
Proof.
The proof is by induction on n. The minimal n which permits such a situation to occur is n = 3. In S 2 3 there is a unique case of this type: σ = (2, 3) and σ 2↑ = (1, 3). It is obvious that σ 2↑ ∈ D 1 (σ). Assume the claim is true for n − 1.
Note that by definition J(σ) = J(σ is↑ ). By lemma 3.10 this implies J(σ ′ ) = J(σ). Set J := J(σ).
Assume first that n ∈ J. Passing to π 1,n−1 we get π 1,n−1 (σ) = σ, π 1,n−1 (σ ′ ) = σ ′ and π 1,n−1 (σ is↑ ) = σ is↑ so that by the induction hypothesis either σ ′ = σ or σ ′ = σ is↑ .
Now assume that n ∈ J. We have to consider two cases: either j s = n or j s < n.
,j whenever j < n. This is equivalent to (i r , j r ) ∈ σ if and only if (i r , j r ) ∈ σ is↑ and thus also if and only if (i r , j r ) ∈ σ ′ whenever r = s.
By ( * ) and the structure of the rank matrices (
Thus, by the structure of the rank matrices we get
Further, by the definition of σ is↑ for any t : m < t < i s one has t ∈Î ∪ J so that either i
(a) Suppose (i r , n) ∈ σ (then (i r , n) ∈ σ is↑ as well) and (i ′ r , n) ∈ σ ′ . Let us show that i ′ r = i r . Indeed, by definition of σ is↑ one has either i r > i s or i r < m. In both cases one has by ( * ) that (R σ is↑ ) ir,n−1 = (R σ ) ir,n−1 and
By the structure of the rank matrices this implies i
3.12. Again, let (i s , j s ) ∈ σ. Suppose there exists m > j s satisfying both
(ii) Either m = j s + 1 or for any t : j s < t < m one has t ∈ I(π is,n (σ)) ∪ J(π is,n (σ)).
Then define σ js→ to be obtained from σ just by changing (i s , j s ) to (i s , m). Again, such an m is unique, if it exists. If such an m does not exist put σ js→ := ∅.
For example, take σ = (2, 5)(3, 4)(7, 9)(8, 10) ∈ S 2 11 . Then σ 5→ = (2, 6)(3, 4)(7, 9)(8, 10), σ 4→ = ∅, σ 9→ = (2, 5)(3, 4)(7, 11)(8, 10) and σ 10→ = (2, 5)(3, 4)(7, 9)(8, 11).
By symmetry of the rank matrix about the anti-diagonal if σ js→ = ∅ then σ js→ < σ and
Exactly as in 3.11 we get the
3.13. Consider (i s , j s ) ∈ σ for s ≥ 2 and suppose there exists j r < i s satisfying one of the conditions: either j r = i s −1 or for any t : j r < t < i s one has t ∈ I(π ir,js (σ))∪J(π ir ,js (σ)). Then define σ jr,is to be obtained from σ just by changing the cycles (i r , j r ), (i s , j s ) to the cycles (i r , i s ), (j r , j s ).
Note that for a given i s there can exist a few possible j r . Let us denote the set of all possible σ jr,is for a given i s by C is↑→ (σ). If there is no r < s such that j r satisfies conditions put C is↑→ (σ) := ∅. When σ jr,is is defined one has
Thus, σ jr,is < σ.
Let s : 2 ≤ s ≤ k and r : r < s be such that σ jr,is exists. Then σ jr,is ∈ D 1 .
The proof is by induction on n. The minimal n which permits such a situation to occur is n = 4. In S 2 4 there is a unique case of this type: σ = (1, 2)(3, 4) and σ 2,3 = (1, 3)(2, 4). It is obvious that σ 2,3 ∈ D 1 (σ). Assume the claim is true for n − 1.
Note that I(σ)∪J(σ) = I(σ jr,is )∪J(σ jr ,is ). In particular, one has 1 ∈ I(σ) if and only if 1 ∈ I(σ jr,is ). By ( * * ) (R σ ) 2,n = (R σ jr ,is ) 2,n , thus, (R σ ′ ) 2,n = (R σ ) 2,n . Also, (R σ ) 2,n = k − 1 if and only if 1 ∈ I(σ). Hence, 1 ∈ I(σ ′ ) ⇐⇒ 1 ∈ I(σ).
Assume first that 1 ∈ I(σ). Passing to π 2,n we get π 2,n (σ) = σ, π 2,n (σ ′ ) = σ ′ and π 2,n (σ jr,is ) = σ jr,is so that by the induction hypothesis either σ ′ = σ or σ ′ = σ jr,is . Now, let 1 ∈ I(σ).
(i) Assume first that i r > 1. Then π 2,n (σ jr,is ) = (π 2,n (σ)) jr,is , thus, by the induction hypothesis π 2,n (σ jr,is ) ∈ D 1 ((π 2,n (σ))) so that either π 2,n (σ
Assume that i r = 1. In that case r = 1 and π 2,n (σ j 1 ,is ) = (π 2,n (σ)) is↑ . Thus, by Lemma 3.11 either π 2,n (σ
By the conditions on the construction of σ j 1 ,is this implies j
Again, by the conditions on construction of σ j 1 ,is this implies j
3.14. In the construction of the last type we use the notion M(σ) from 3.7.
For example, take σ = (1, 8)(2, 5)(3, 4)(6, 7). Then
When σ is,it is defined one has,
In what follows we also need the following form of ( * * * ):
The proof is by induction on n. The minimal n which permits such situation to occur is n = 4. In S 4 there is a unique case of this type: σ = (1, 4)(2, 3) and σ 1,2 = (1, 3)(2, 4). It is obvious that σ 1,2 ∈ D 1 (σ). Assume the claim is true for n − 1.
Note that I(σ) = I(σ is,it ) and J(σ) = J(σ is,it ). Thus, by lemma 3.10 I(σ ′ ) = I(σ) and J(σ ′ ) = J(σ). We will denote I := I(σ) and J := J(σ).
Assume first that 1 ∈ I(σ). Passing to π 2,n we get π 2,n (σ) = σ, π 2,n (σ ′ ) = σ ′ and π 2,n (σ is,it ) = σ is,it so that by the induction hypothesis either σ ′ = σ or σ ′ = σ is,it . Now, let 1 ∈ I(σ).
(i) Assume first that s > 1. Then π 2,n (σ is,it ) = (π 2,n (σ)) is,it , thus, by induction hypothesis π 2,n (σ is,it ) ∈ D 1 ((π 2,n (σ))) so that either π 2,n (σ ′ ) = π 2,n (σ) or π 2,n (σ ′ ) = (π 2,n (σ)) is,it . In both cases i ′ 1 = 1 and j
(ii) Now assume that s = 1. Consider π 2,n (σ), π 2,n (σ ′ ) and π 2,n (σ 1,it ). Note that I(π 2,n (σ ′ )) = I \ {1} = I(π 2,n (σ)) = I(π 2,n (σ 1,it )). Further note that for any m = t we get by the definition of M [1,js] (σ) that either j m < j t , or i m > i t thus by ( * * * ) (R σ 1,i t ) p,r = (R σ ) p,r for p = i m , i m + 1 and r = j m , j m − 1. This forces also (R σ ′ ) p,r = (R σ ) p,r for p = i m , i m + 1 and r = j m , j m − 1. By Lemma 3.1 j ′ m = j m for any m : m > 1 and m = t. In other words for any m = 1, t one has (i m , j m ) ∈ σ ′ . Since I(σ ′ ) = I and J(σ ′ ) = J we get that either (1,
3.15.
Let us denote
C is↑↓ (σ). By lemmas 3.11-3.14 it remains to show that for any σ ′ = (i
This is a straightforward but rather long computation. It involves the comparison of I(σ) and J(σ) with I(σ ′ ) and J(σ ′ ). As in the proof of proposition 3.9 the argument is broken into the six claims.
Since s ∈ M(π q+1,n (σ)) and q ∈ I(σ) one has σ is↑ = ∅. Moreover m ≥ q. Hence,
By symmetry of the rank matrix around the anti-diagonal we get the same result for the case q ∈ J(σ ′ ). We need the complete formulation of this result in what follows.
Claim 2. Assume that there exists
Now we have to consider the case
The proof is by induction. For n = 4 it holds trivially, as we have seen in 3.13, 3.14. Assume it for n − 1.
Since n ∈ J(σ), J(σ ′ ) one has π 1,n−1 (σ) = σ and π 1,n−1 (σ ′ ) = σ ′ . Thus, by the induction hypothesis there exists σ
′′ as an element of S 2 n we get the result. Now assume that n ∈ J(σ). Possibly changing the order of pairs we write σ = (i 1 , j 1 
Let us start with the case
. We consider each case in a separate claim.
Note also that t ∈ M [i,n] (σ) so that σ i,it exists. By 3.14 ( * * * ′ )
If there exists r ∈ M(π 1,i−1 (σ)) such that m < i then σ jr→ = ∅ and σ jr→ ≥ σ ′ . Indeed, π 1,n−1 (σ jr→ ) = (π 1,n−1 (σ)) jr→ so that (R σ jr → ) p,q ≥ (R σ ′ ) p,q whenever q < n and by ( * ′ ) of 3.12 (R σ jr → ) p,n = (R σ ) p,n ≥ (R σ ′ ) p,n for any p.
If for every r ∈ M(π 1,i−1 (σ)) one has m = i then σ jr,i exists for every r. Let us take maximal such r. Let us show that σ jr,i ≥ σ ′ .
(ii) By 3.13 ( * * ) (R σ jr ,i ) p,n = (R σ ) p,n whenever either
(iv) Since r is maximal and m = i by definition of σ jr→ one has t ∈ I(σ) for any t : j r < t < i, thus, also t ∈ I(σ jr,i ) for any such t. Therefore, for any t : j r < t < i, one has (R σ jr ,i ) t,n = (R σ jr ,i ) i,n + (t − i). On the other hand by the form of the rank matrix (R σ ′ ) t,n ≤ (R σ ′ ) i,n + (t − i), so that (R σ ′ ) t,n ≤ (R σ jr ,i ) t,n for any t : j r < t < i.
(ii) Ifσ = (π 1,n−1 (σ)) jr,iq then either i q < i or j r > i so thatσ(i, n) = σ jr,iq .
(iii) Ifσ = (π 1,n−1 (σ)) is↑ and either i s < i or m > i thenσ(i, n) = σ is↑ .
(iv) Ifσ = (π 1,n−1 (σ)) js→ and either j s > i or m < i thenσ(i, n) = σ is→ .
Setting σ ′′ =σ(i, n) we get the result.
It is left to consider the two cases when i ∈ I(σ) ∪ J(σ).
(ii) Ifσ = (π 1,n−1 (σ)) js→ and m(j s ) = i we need a more subtle analysis. First note that in this case (
statements (a) and (b) are equivalent to (a') p ∈ I(σ) implies p ∈ I(σ ′ ) for any p : i < p < j; (b') j ∈ I(σ) and j ∈ I(σ ′ ). Thus by (b') (R σ ) j,n−1 = (R σ ) j+1,n−1 + 1 and (
Thus, by Proposition 3.9 there exists t such that π i+1,n−1 (σ
which implies by the definition that σ i,it exists and σ ′ ≤ σ i,it .
This completes the proof of Proposition 3.15.
3.16. The two previous propositions involve in their proofs long and tricky combinatorics. At least I have not succeeded to find shorter and simpler proofs. On the other hand the proof of the following lemma is more straightforward.
Lemma. For any σ ∈ S 2 n and for any σ
Since the metric topology has more open sets than the Zariski topology it is enough to show that N σ ′ ∈ B σ for the metric topology on End C n . We construct a one parameter family of matrices {A k } ∈ B such that lim
the metric topology. Each A k will be an elementary uppertriangular matrix or a product of elementary upper-triangular matrices. We construct them explicitly. Let E i (a) and E i+j (a) be the invertible matrices defined as follows
One checks that
k where A k are given as follows
3.17. As a corollary of Lemma 3.6, Propositions 3.9 and 3.15 and Lemma 3.16 we get
First of all note that by 2.5 and B stability of V σ each V σ is a union of some of the B σ ′ . 
Thus by 3.17(i) one has σ ′ < σ. That means that there exists i, j such that (R σ ′ ) i,j > (R σ ) i,j , so that B σ ′ ⊂ V σ . Hence, dim V σ = dim B σ and B σ is the only component of this dimension in V σ . This together with 3.8 and 3.11 gives:
The result follows by induction on order. Indeed, it is immediate that V σ = B σ = B σ {0} for σ = (1, n) which is the minimal non-zero orbit. Now assume that this is true for all σ ′ > σ then
4.
Results on orbital varieties of nilpotent order 2 4.1. Let us apply the results of section 3 to the study of orbital varieties of nilpotent order 2 in sl n . First we recall some facts about such orbital varieties and then in subsections 4.4, 4.5 formulate and prove the corollaries of section 3 for orbital varieties.
Recall the notion of a Young tableau from 1.5. We fill the boxes of D λ ∈ D n with n distinct positive integers (instead of integers 1, . . . , n) in such a manner that entries increase in rows from left to right and in columns from top to bottom. We call such an array a Young tableau or simply a tableau. If the numbers in a Young tableau form the set of integers from 1 to n, then the tableau is called a standard Young tableau. Again, for any Young tableau T associated to D λ we put sh (T ) = λ.
Let T n denote the set of all standard Young tableaux of size n. In [14, 3.18 ] D(T ) is described explicitly.
Given T = (T 1 , T 2 ) where T 1 = 
Proof.
Indeed, by 4.1 U T = B T and by 3.5 V(I σ T ) = B T thus I(U T ) = I B T .
We get also
Theorem. For T ∈ T 2 n one has
Since B T is dense in U T we get
On the other hand by theorem 3.5
Further, by definition of D 2 (σ) we get that for any σ ′ such that σ ′ < σ and l(σ ′ ) < l(σ) there exists σ ′′ ∈ D 2 (σ) such that σ ′′ ≥ σ ′ . In other words, by theorem 3.5, B σ ′ ⊂ B σ ′′ . Thus, we get
Let us show that D 2 (σ T ) = {σ S } S∈D(T ) . Indeed, take T = (T 1 , T 2 ) where
. . . t i 1 ,1 , t 1,2 ) . . . (t i k ,1 , t k,2 ) where t i 1 ,1 = max{t s,1 : t s,1 < a 1,2 } and t i j ,1 = max{t s,1 : t s,1 ∈ T 1 \ {t i 1 ,1 , . . . , t i j−1 ,1 }, t s,1 < t j,k } whenever j > 1. Since now the cycles of σ T are ordered so that the second entries increase, one has j ∈ M(σ T ) ⇐⇒ t i j ,1 = max{t i 1 ,1 , . . . , t i j ,1 } so that j ∈ M(σ T ) if and only if (σ T ) − j = σ T t j,2 for some T t j,2 ∈ D(T ). Thus, we get B T = U T S∈D(T )
The proof is completed by the induction on rank of U T . If λ(T ) = (n − 1, 1) that is Rank U T = 1 it is obvious that U T = U T {0} = S≥T U S . Assume that this is true for S of rank less than k. Let T be of rank k. Note that that for any S > T one has Rank (S) ≤ k − 1. Thus,
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