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Abstract
We classify outer actions (or G-kernels) of discrete amenable groupoids on in-
jective factors. Our method based on unified approach for classification of discrete
amenable groups actions, and cohomology reduction theorem of discrete amenable
equivalence relations. We do not use Katayama-Takesaki type resolution group
approach.
1 Introduction
In the theory of operator algebras, research of automorphism groups and group actions
is one of the central subject. In particular, classification of automorphisms and group
actions has been developed by many hands since seminal works of A. Connes. Here we
focus on classification of G-kernels and groupoid actions.
Classification of group actions and G-kernels was first taken place by A. Connes [4],
[3]. Since then, G-kernels on injective, semifinite factors has been classified by V. F. R.
Jones [8] for finite groups, and A. Ocneanu [20] for general discrete amenable groups.
As the generalization of these works, Katayama-Takesaki classified G-kernels of discrete
amenable groups on injective factors of type III. (In what follows, we use the term “outer
actions” instead of “G-kernels” according to Katayama-Takesaki.) Their method based
on clarification of cohomological aspect of outer actions, and they reduced classification
to that of genuine group actions, which have been completely classified in [14].
On the other hand, classification of discrete amenable measurable groupoids on injec-
tive factors has been also developed, motivated by classification of compact abelian group
actions. In [9], V. F. R. Jones and M. Takesaki classified actions of compact abelian groups
on semifinite injective factors. By the Pontrjagin duality theorem, they first reduced clas-
sification to that of discrete abelian group actions on semifinite von Neumann algebras.
Then they reduced to classification of groupoid actions on semifinite factors. This method
has been further extended by Sutherland-Takesaki [24], and Kawahigashi-Takesaki [17].
In this paper, we further generalize these result and classify outer action of an amenable
discrete groupoid on injective factors. We also realize actions with given invariant.
Our main idea is similar to [15], [12], [13], Namely, we split groupoid actions to isotropy
part and equivalence relation part. We apply [18] to classify isotropy part, and [23]
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to classify equivalence relation part. However there are two big difference between our
argument and proceeding ones.
The first point is that we do not use the idea of resolution groups in classification of
outer actions. Indeed, Katayama and Takesaki’s method is the following. They clarified
cohomological aspect of outer actions, and reduced all problems to those of genuine ac-
tions of discrete amenable groups by means of resolution groups. One must note that
the construction of resolution groups is not canonical. (We explain more detail in the
beginning of §4.)
The second point is that we do not use model action type argument in our proof. In
[9], [24], [17], model actions with special property were used to erase some obstruction
arising in classification. As explained above, we split classification to those of isotropy
part and equivalence relation part. Thus one must combine these two parts to obtain
complete classification. In this procedure, some obstruction may arise to obtain cocycle
conjugacy classification. In our approach, however, such obstruction does not arise, and
we can avoid use of model actions, since our classification of group actions in [18] is slightly
stronger than [14] and we apply [23] more carefully.
This paper is organized as follows. In §2, we give basic definition of outer actions
of groupoids, introduce characteristic invariants of outer actions, and state main classifi-
cation theorem. In §3, we show necessary facts on outer actions of a discrete amenable
group. In particular, we present the classification theorem of outer actions of discrete
amenable groups on injective factors. In §4, we present the proof of main classification
theorem. In §5, we briefly review random walks of groupoids due to [11] [2], which is
necessary to construct model actions. In §6, we construct model actions which realize
given invariants. Main part is the construction of free actions on the injective factor of
type II1, where we use results in §5. In Appendix, we discuss relationship between our
invariants and Katayama-Takesaki’s invariants for outer actions of discrete groups.
Acknowledgements. The author is supported by JSPS KAKENHI Grant Number
16K05180.
2 Preliminaries on outer actions of groupoids
Our standard references for operator algebras are [26], and for amenable groupoids is [1].
Let M be a von Neumann algebra, and (M˜, θ, τ) be its continuous core covariant
system. Put C = Z(M˜), and Autθ(C) := {α ∈ Aut(C) | α ◦ θt = θt ◦ α, t ∈ R}. Let
α˜ ∈ Aut(M˜) be the canonical extension of α ∈ Aut(M), the Connes-Takesaki module
mod(α) ∈ Autθ(C) the restriction of α˜ on C, and Cntr(M) = {α ∈ Aut(M) | α˜ ∈ Int(M˜)}.
For a groupoid G, we use the following notation. Its source map, range map and unit
space are denoted by s(g), r(g) and G(0), respectively. For S ⊂ G, x ∈ G(0), Sx := {g ∈
S | r(g) = x}, Sx := {g ∈ S | s(g) = x}, S
x
y = Sy ∩ S
x. We denote x ∼ y, x, y ∈ G(0), if
there is g ∈ G with s(g) = x, r(g) = y, which is an equivalence relation. Let
G(n) := {(t1, t2, · · · tn) | ti ∈ G, s(ti) = r(ti+1), 1 ≤ i ≤ n− 1}.
Let (G, λ, ν) be a discrete measured groupoid. Namely, Gx is at most countable, ν is
a quasi-invariant measure on G(0), and λ = {λx}x∈G(0) is the Haar system, where λ
x is the
countable measure on Gx. In the following, we simply write (G, λ, ν) by G.
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Let H and K be its isotropy part and equivalence relation part, i.e., H = {g ∈ G |
s(g) = r(g)}, and K = {(y, x) ∈ G(0) × G(0) | y ∼ x}. Hereafter we assume that G
is amenable, and ergodic. Amenability of G implies that amenability of Hx, and AF
property of K. Since K is generated by a single ergodic transformation [5], we can embed
K in G, and express G as a semidirect product G = H⋊K (see [24, p.1091]).
For a measurable family of groups {G(x)}x∈G0, let C
n(G, {G(x)}) be a set of maps on
G(n) such that f(g1, · · · gn) ∈ G(r(g1)), and f(g1, · · · , gn) = e if any of gi is in G
(0).
Definition 2.1 (1) An outer action of G (or G-kernel) on a measurable family of factors
{M(x)}x∈G(0) is a triple (α,wα, c) consisting of a map
α : g ∈ G→ αg ∈ Iso
(
M(s(g)),M(r(g))
)
,
wα ∈ C
2(G, {U(M(x))}) and c ∈ C3(G,T) satisfying
αg ◦ αh = Adwα(g, h) ◦ αgh,
αg(wα(h, k))wα(g, hk) = c(g, h, k)wα(g, h)wα(gh, k).
Here Iso(M1,M2) is a set of all isomorphisms from M1 onto M2. Note that c(g, h, k)
satisfies the 3-cocycle identity
c(g, h, k)c(g, h, kl)c(g, hk, l)c(gh, k, l)c(h, k, l) = 1, (g, h, k, l) ∈ G(4).
(2) Two outer actions (α,wα, c) and (β, wβ, c) of G with same 3-cocycle c are said to
be cocycle conjugate if there exist a measurable family {θx}x∈G(0), θx ∈ Aut(M(x)), and
u ∈ C1(G, {U(M(x))}) such that
Adu(g) ◦ αg = θr(g) ◦ βg ◦ θ
−1
s(g), u(g)αg(u(h))wα(g, h)u(gh)
∗ = θr(g)(wβ(g, h)).
If we can take θx ∈ Int(M(x)), we say that they are strongly cocycle conjugate.
We introduce invariants of α in a similar way as in the usual group action case. Let
{M˜(x), θx} and {C(x), θx} be the continuous core of M(x), and the flow of weights of
M(x), respectively. The first invariant is the Connes-Takesaki module mod(αg).
We next introduce the characteristic invariant of (α,wα, c). Let (α
x, wxα, c) be the
restriction of (α,wα, c) on Hx. Of course (α
x, wxα, c) is an outer action of Hx on M(x).
Let Nα,x ⊂ Hx be a normal subgroup defined by
Nα,x := {g ∈ Hx | α
x
g ∈ Cntr(M(x))}.
Let Vα(n, g) := wα(g, g
−1ng)wα(n, g)
∗ for n, g ∈ G. Then we have
αg ◦ αg−1ng ◦ α
−1
g = Ad(Vα(n, g)) ◦ αn.
Fix u˜xα ∈ C
1
(
Nα,x,U(M˜(x))
)
such that α˜xn = Ad u˜
x
α(n). Define λ(n, g), µ(m,n), d(n, t) ∈
U(C(x)) by
αg(u˜
s(g)(g−1ng)) = Vα(n, g)λ(n, g)u˜
r(g)(n),
u˜xα(m)u˜
x
α(n) = µ(m,n)w
x
α(m,n)u˜
x
α(mn),
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θxt (u˜
x
α(n)) = d(n, t)u˜
x
α(n).
These unitaries enjoy the following relations:
(CC1) λ(n, g)∗θt(λ(n, g)) = d(n, t)
∗α˜g(d(g
−1ng, t)),
(CC2) d(m, t)d(n, t)d(mn, t)∗ = µ(m,n)∗θt(µ(m,n)),
(CC3) µ(l, m)µ(lm, n) = c(l, m, n)µ(m,n)µ(l, mn),
(CC4) λ(n, gh) = α˜g(λ(g
−1ng, h))λ(n, g)
× c(g, g−1ng, h)c(n, g, h)c(g, h, h−1g−1ngh),
(CC5) λ(mn, g)λ(m, g)∗λ(n, g)∗ = µ(m,n)αg(µ(g
−1mg, g−1ng)∗)
× c(m, g, g−1ng)c(g, g−1mg, g−1ng)c(m,n, g),
(CC6) λ(n,m) = µ(m,m−1nm)µ(n,m)∗,
(CC7) d(n, t+ s) = θt(d(n, s))d(n, t),
for g, h ∈ G, m,n ∈ N, t, s ∈ R.
This (λ, µ, d) is called the characteristic cocycle of α. The triple (λ, µ, d) depends on
the choice of u˜x(n). If we replace u˜x(n) by zx(n)u˜x(n) for zx(n) ∈ U(C(x)), then the
characteristic cocycle changes into
(
αg(z
s(g)(g−1ng))λ(n, g)zr(g)(n)∗, zx(m)zx(n)µ(m,n)zx(mn)∗, θt(z
x(n))d(n, t)zx(n)∗
)
.
The above relation is an equivalence relation on the set of characteristic cocycle for
(α,wα, c). Thus the equivalence class, say χ(α) = [λ, µ, d], is a true invariant of α.
Now we define the invariant of α by Inv(α) = (Nα,mod(α), χ(α)).
The main classification theorem is as follows.
Theorem 2.2 Let G an ergodic, amenable discrete groupoid, {M(x)}x∈G(0) be a measur-
able family of injective factors, and (α,wα, c) and (β, wβ, c) be two free outer actions of
G on {M(x)}x∈G(0) with same 3-cocycle c. Then α and β are strongly cocycle conjugate if
and only if Inv(α) = Inv(β).
The proof of Theorem 2.2 will be presented in §4.
3 Preparation on outer actions of a group
In this section, we mainly treat group actions.
Let G be a discrete group, and M be a factor. We gift the topology on C1(G,U(M))
by pointwise convergence in the strong topology of U(M).
In a similar way as in [18], we can classify outer actions of a discrete amenable group
on an injective factor.
Theorem 3.1 Let M be an injective factor, G a discrete amenable group. Let (α,wα, c),
and (β, wβ, c) be two outer actions of G on M with same 3-cocycle c. Then α and β are
strongly cocycle conjugate if and only if (Nα,mod(α), χ(α)) = (Nβ,mod(β), χ(β)) holds.
Namely, there exist v ∈ C1(G,U(M)), and θ ∈ Int(M) such that
Ad v(g) ◦ αg = θ ◦ βg ◦ θ
−1, v(g)αg(v(h))wα(g, h)v(gh)
∗ = θ(wβ(g, h)).
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Since the proof is parallel to that of [18], we omit the proof.
Let (α,wα, c) and (β, wβ, c) be as in Theorem 3.1, N := Nα = Nβ, [λ, µ, d] := χ(α) =
χ(β), and fix u˜α, u˜β ∈ C
1(N,U(M˜)) so that
α˜g(u˜α(g
−1ng)) = λ(n, g)Vα(n, g)u˜α(n), β˜g(u˜β(g
−1ng)) = λ(n, g)Vβ(n, g)u˜β(n),
u˜α(m)u˜α(n) = µ(m,n)wα(m,n)u˜α(mn), u˜β(m)u˜β(n) = µ(m,n)wβ(m,n)u˜β(mn),
θt(u˜α(n)) = d(n, t)u˜β(n), θt(u˜α(n)) = d(n, t)u˜β(n).
If we carefully examine the proof in [18], it turns out that we can choose v ∈ C1(N,U(M))
so that
v(n)u˜α(n) = θ(u˜β(n)).
This choice is crucial in our argument.
In what follows, we assume that M, α are as in Theorem 3.1, and fix the choice of u˜α.
Let Γα be a set of (θ, v) ∈ Ker(mod)× C
1(G,U(M)) satisfying
(Γ1) Ad v(g) ◦ αg = θ ◦ αg ◦ θ
−1, g ∈ G,
(Γ2) v(g)αg(v(h))wα(g, h)v(gh)
∗ = θ(wα(g, h)), g, h ∈ G,
(Γ3) v(n)u˜α(n) = θ(u˜α(n)), n ∈ N.
We follow [9], [24], [17] for the definition of Γα. However, there is one different point
comparing with their definition, that is, we further assume the third condition. (Strictly
speaking, our definition coincides with one in [24], and differ from ones in [9], [17].) It
turns out that the condition (Γ3) avoids us to use model actions in the proof of Theorem
2.2.
Define a group structure of Γα by
(θ1, v1)(θ2, v2) = (θ1θ2, θ1(v2(·))v1(·)), (θ, v)
−1 = (θ−1, θ−1(v(·)∗)).
By the product topology, we regard Γα as a Polish group.
Let Γ0α := {(Adw,wαg(w
∗)) | w ∈ U(M)}. Then Γ0α is a normal subgroup of Γα.
Remark. When α is a genuine action of G, Γα is identified with
{θ ∈ Aut(M⋊α G) | αˆ ◦ θ = (θ ⊗ id) ◦ αˆ, θ˜ = id on M˜
′ ∩ (M˜⋊α˜ G)}
as topological groups, where αˆ is the dual coaction, and Γ0α is {Adw | w ∈ U(M)} via
this identification.
Lemma 3.2 We have Γ0α = Γα.
Proof. The proof is similar to that of [9, Lemma 2.5.6]. Fix a free ultrafilter ω over
N. Take (θ, v) ∈ Γα. By [16, Theorem 1], θ ∈ Int(M). Let {wn} ⊂ U(M) such
that θ = lim
n→∞
Adwn, and set W = (wn) ∈ M
ω. Since θ ◦ αg ◦ θ
−1 = Ad v(g) ◦ αg,
V (g) := W ∗v(g)αg(W ) ∈ Mω. We also have v(g)αg(v(h))wα(g, h)v(gh)
∗ = θ(wα(g, h)) =
Wwα(g, h)W
∗. Thus
V (gh)αg(V (h))V (gh)
∗ = W ∗v(g)αg(W )αg(W
∗v(h)αh(W ))V (gh)
∗
= W ∗v(g)αg(v(h))wα(g, h)αgh(W )wα(g, h)
∗V (gh)∗
= W ∗v(g)αg(v(h))wα(g, h)αgh(W )αgh(W
∗)v(gh)∗Wwα(g, h)
∗
= W ∗v(g)αg(v(h))wα(g, h)v(gh)
∗Wwα(g, h)
∗
= 1.
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Hence V (g) is a 1-cocycle for αg.
We next show V (n) = 1 for n ∈ Nα. By the definition of Γα and the fact M
ω ⊂ M˜ω
[19], we have
v(n)u˜α(n) = θ(u˜α(n)) =Wu˜α(n)W
∗,
and
V (n) = W ∗v(n)αn(W ) =W
∗v(n)u˜α(n)Wu˜α(n)
∗ = 1.
Thus we can regard V (·) as a G/Nα-cocycle on Mω. Again by [16, Theorem 1], α is
centrally free as an action of G/Nα. By the 1-cohomology vanishing [20], we can take
Z ∈ U(Mω) with Zαg(Z
∗) = V (g), and choose a representing sequence WZ = (w′n),
w′n ∈ U(M). Then (Adw
′
n, w
′
nαg(w
′∗
n ))→ (θ, v) as n→ ω. ✷
4 Classification
In this section, we present a proof of Theorem 2.2 by proving several lemmas.
Before the proof, we briefly explain Katayama-Takesaki’s method in [15]. Assume
a discrete amenable group G and its 3-cocycle c ∈ Z3(G,T) is given. At first, they
construct a discrete amenable group G(c) (called the resolution group for c) and its
normal subgroup H such that G(c)/H = G and [π∗(c)] ∈ H
3(G(c),T) is trivial, where
π : G(c) → G is a quotient map. Then they reduce the problem to construction of
genuine actions of G(c). Let αc be an action of G(c) on a given injective factor R such
that H ⊂ {g ∈ G(c) | αg ∈ Int(R)}. Fix a section s : G = G(c)/H → G(c). Then
αp := α
c
s(p) is an outer action of G on R. The modified HJR-exact sequence [15, Theorem
2.7] describes relation between Inv(α) and Inv(αc), and it is shown that any outer action
of G arises as above. In this way, they reduced all problems of outer actions to those of
genuine actions, and obtained desired results by applying [14].
Here we remark that G(c) is not the canonical object, and heavily depends on the
choice of representative of a 3-cocycle c as remarked in [15, Remark 2.15]. This is an
unsatisfactory point of Katayama-Takesaki’s method. Therefore, we do not take this ap-
proach, and classify and construct outer actions directly without use of resolution groups.
In this section, we mainly denote elements ofHx by roman alphabet g, h, · · · , and those
of K by Greek letter γ, δ, · · · . We can assume wα(γ, δ) = wβ(γ, δ) = 1 for γ, δ ∈ K, and
hence α|K and β|K are genuine actions, since K is generated by a single transformation.
By Theorem 3.1, αx and βx are strongly cocycle conjugate for a.e. x ∈ G(0) with
conjugating automorphism θx. By replacing θr(g) ◦ βg ◦ θ
−1
s(g) with βg and θx(u˜
x
β(n)) with
u˜xβ(n) respectively, we can assume that
Ad vx(g) ◦ αxg = β
x
g ,
mod(αγ) = mod(βγ),
vx(g)αxg(v
x(h))wxα(g, h)v
x(gh)∗ = wxβ(g, h),
αγ(u˜
x
α(γ
−1nγ)) = Vα(n, γ)λ(n, γ)u˜
y
α(n),
βγ(u˜
x
β(γ
−1nγ)) = Vβ(n, γ)λ(n, γ)u˜
y
β(n),
vx(m)u˜xα(m) = u˜
x
β(m)
for x ∈ G(0), g, h ∈ Hx,m ∈ Nx, n ∈ Ny, γ = (y, x) ∈ K, and some v
x ∈ C1(Hx,U(M(x))).
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Let Γ(x) := Γαx , Γ
0(x) := Γ0αx . As in [9], we can see that {Γ(x)} is a Borel family of
Polish groups.
For our purpose, it is convenient to extend the definition of Γ(x) as follows. For
γ = (y, x) ∈ K, ξ ∈ C2 (Hy,T), and a ∈ C
1 (Ny,U(C(y))), let Γ(γ, ξ, a) be the set of
(σ, u) ∈ Iso(M(x),M(y))× C1 (Hy,U(M(y))) such that
(Γ0)′ mod(σ) = mod(αγ),
(Γ1)′ σ ◦ αxγ−1gγ ◦ σ
−1 = Ad u(g) ◦ αyg , g ∈ Hy,
(Γ2)′ u(g)αyg(u(h))w
y
α(g, h)u(gh)
∗ = ξ(g, h)σ(wxα(γ
−1gγ, γ−1hγ)), g, h ∈ Hy
(Γ3)′ a(n)u(n)u˜yα(n) = σ(u˜
x
α(γ
−1nγ)), n ∈ Ny.
Of course, we have Γ((x, x), 1, 1) = Γ(x) in this notation.
Define product (σ1, u1)(σ2, u2), and inverse (σ, u)
−1 by(
σ1σ2, σ1(u2(γ
−1
1 gγ1))u1(g)
)
, (σ, u)−1 =
(
σ−1, σ−1(u(γgγ−1))∗
)
for (σ, u) ∈ Γ(γ, ξ, a), (γ1, γ2) ∈ K
(2), (σ1, u1) ∈ Γ(γ1, ξ1, a1), and (σ2, u2) ∈ Γ(γ2, ξ2, a2).
For ξ ∈ C2 (Hx,T), a ∈ C
1 (Nx,U (C(x))), and γ = (y, x) ∈ K, define γ∗(ξ) ∈
C2 (Hy,T), and γ∗(a) ∈ C
1(Ny,U(C(y))) by
γ∗(ξ)(g, h) = ξ(γ
−1gγ, γ−1hg) γ∗(a)(n) = mod(αγ)(a(γ
−1nγ)).
Lemma 4.1 We have following.
(1) Let (γ1, γ2) ∈ K
(2). Then (σ1, u1)(σ2, u2) ∈ Γ(γ1γ2, ξ1γ1∗(ξ2), a1γ1∗(a2)) holds for
(σ1, u1) ∈ Γ(γ1, ξ1, a1), and (σ2, u2) ∈ Γ(γ2, ξ2, a2).
(2) For (σ, u) ∈ Γ(γ, ξ, a), (σ, u)−1 ∈ Γ(γ−1, γ−1∗ (ξ)
∗, γ−1∗ (a)
∗).
(3) We have (σ1, u1)(θ, v)(σ2, u2)
−1 ∈ Γ(y) for γ = (y, x), (σ1, u1), (σ2, u2) ∈ Γ(γ, ξ, a),
and (θ, v) ∈ Γ(x),
Proof. It is routine to show (1) and (2). Then (3) follows from (1) and (2). (Note
mod(σ1) = mod(σ2) = mod(αγ).) ✷
Lemma 4.2 Put
ζγ(g, h) := c(g, h, γ)c(g, γ, γ
−1hγ)c(γ, γ−1gγ, γ−1hγ), g, h ∈ H, γ ∈ K,
ηγ1,γ2(g) := c(γ1, γ
−1
1 gγ1, γ2)c(γ1, γ2, γ
−1
2 γ
−1
1 gγ1γ2)c(g, γ1, γ2), g ∈ H, γ1, γ2 ∈ K.
We have
(1) Vα(g, γ)α
y
g(Vα(h, γ))w
y
α(g, h)Vα(gh, γ)
∗ = ζγ(g, h)αγ(w
x
α(γ
−1gγ, γ−1hγ)).
(2) αγ1(Vα(γ
−1
1 gγ1, γ2))Vα(g, γ1) = ηγ1,γ2(g)Vα(g, γ1γ2).
Proof. We only present the proof of (1);
Vα(g, γ)α
y
g(Vα(h, γ))w
y
α(g, h)Vα(gh, γ)
∗
= wyα(γ, γ
−1gγ)wyα(g, γ)
∗αyg(w
y
α(γ, γ
−1hγ)wyα(h, γ)
∗)wy(g, h)
× wyα(gh, γ)w
y
α(γ, γ
−1ghγ)∗
= c(g, h, γ)wyα(γ, γ
−1gγ)wyα(g, γ)
∗αyg(w
y
α(γ, γ
−1hγ))wyα(g, hγ)w
y
α(γ, γ
−1ghγ)∗
= c(g, h, γ)c(g, γ, γ−1hγ)wyα(γ, γ
−1gγ)wyα(gγ, γ
−1hγ)wyα(γ, γ
−1ghγ)∗
= c(g, h, γ)c(g, γ, γ−1hγ)c(γ, γ−1gγ, γ−1hγ)αγ(w
x
α(γ
−1gγ, γ−1hγ)).
The second equation can be verified in a similar way. ✷
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Lemma 4.3 For γ = (y, x) ∈ K, set W (g, γ) = βγ(v
x(γ−1gγ)∗)Vβ(g, γ)v
y(g). Let
π1(γ) = (αγ, Vα(g, γ)), and π2(γ) = (βγ ,W (g, γ)).
(1) π1(γ), π2(γ) ∈ Γ(γ, ζγ, λ(·, γ)).
(2) πi(γ1)πi(γ2) = (id, ηγ1,γ2)πi(γ1γ2) for (γ1, γ2) ∈ K
(2) and i = 1, 2.
Proof. (1) By the definition of Vα(g, γ), λ(n, γ), ζγ and Lemma 4.2(1), the fact π1(γ) ∈
Γ(γ, ζγ, λ(·, γ)) follows.
For π2(γ), by the definition of W (g, γ), λ(n, γ), ζγ and Lemma 4.2(1), it is clear that
π2(γ) satisfies (Γ0)
′, (Γ1)′, (Γ2)′. We verify (Γ3)′. By the choice of u˜xα(n), u˜
x
β(n), and
vx(n), we have
βγ(u
x
α(γ
−1nγ)) = βγ(v
x(γ−1nγ)∗)βγ(u
x
β(γ
−1nγ))
= λ(n, γ)βγ(v
x(γ−1nγ)∗)Vβ(n, γ)u
y
β(n)
= λ(n, γ)W (n, γ)uyα(n).
The statement (2) follows from Lemma 4.2(2). ✷
Lemma 4.4 For γ = (y, x) ∈ K, define Fγ : Γ(x)→ Γ(y) by
Fγ(θ, v) := π1(γ)(θ, v)π1(γ)
−1
Then (Γ(x), Fγ) gives a Borel functor in the sense of [23, Definition 4.1] with Fγ(Γ
0
x) = Γ
0
y.
Proof. By Lemma 4.1 and Lemma 4.3, Fγ : Γ(x)→ Γ(y) is well-defined. It is clear that
Fγ(Γ
0
x) = Γ
0
y. Since (id, ηγ1,γ2) commutes with all elements of Γ(r(γ1)), Fγ1Fγ2 = Fγ1γ2 by
Lemma 4.3(2). ✷
Lemma 4.5 Define ρ(γ) ∈ Γ(y), γ = (y, x), by ρ(γ) = π2(γ)π1(γ)
−1. Then ρ is a cocycle
in the sense ρ(γ1γ2) = ρ(γ1)Fγ1(ρ(γ2)).
Proof. By Lemma 4.1 and Lemma 4.3, ρ(γ) ∈ Γ(y). Since (id, ηγ1,γ2) commutes with all
element of Γ(y),
ρ(γ1)Fγ1(ρ(γ2)) = π2(γ1)π1(γ1)
−1π1(γ1)π2(γ2)π1(γ2)
−1π1(γ1)
−1
= π2(γ1)π2(γ2)π1(γ2)
−1π1(γ1)
−1
= (id, ηγ1,γ2)π2(γ1γ2)π1(γ1γ2)
−1(id, ηγ1,γ2)
−1
= π2(γ1γ2)π1(γ1γ2)
−1
= ρ(γ1γ2).
✷
Remark. We can not show π2(γ) ∈ Γ(γ, ζγ, λ(·, n)), and ρ(γ) ∈ Γ(y) without the condi-
tion vx(n)u˜xα(n) = u˜
x
β(n), which is missing in the proof of [24, Lemma 4.2].
We will explain this point in detail. In our choice, v(n) satisfies the following three
equation simultaneously:
vx(n)u˜xα(n) = u˜
x
β(n),
αγ(u˜
x
α(γ
−1nγ)) = λ(n, γ)u˜yα(n), βγ(u˜
x
β(γ
−1nγ)) = λ(n, γ)u˜yβ(n).
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By the traditional model action splitting argument, we can not get the condition
vx(n)u˜xα(n) = u˜
x
β(n), and only have v
x(n)u˜xα(n) = c
x(n)u˜xβ(n) for some c
x(n) ∈ C(x).
In the rest of this remark, we use notation in [24]. (Actions αk, mk in [24] correspond to
βγ and αγ in our notation.) In [24, p.1109], they define a unitary a(n) = v(n)u(n), claim
λα = λm, and conclude αk(a(k
−1nk)) = λ(n, k)a(n). (Unitaries a(n), v(n), u(n) corre-
spond to u˜xβ(n), v
x(n), u˜xα(n) respectively, in our notation.) However in their definition,
λα = λm is not clear, and in fact we can only say that λα(n, k) = c(k
−1nk)c(n)∗λm(n, k)
for some c(n) ∈ T, and the proof of [24, Lemma 4.2(2)] fails. (Of course, this problem
occurs only if Nα is non-trivial.)
We also remark that such problem does not arise in [9], [17], because they treat abelian
groups, use the fact that any character of a subgroup of an abelian group can be extended
to whole group, and apply the cohomology lemma [23, Theorem 5.5] to groups which are
slightly different from our Γ(x). Anyway some model action type argument can not be
avoided.
We continue the proof of Theorem 2.2. It is obvious that γ = (y, x)→ (id, 1) ∈ Γ(y)
is a cocycle. By [23, Theorem 5.5], there exists P (x) ∈ Γ(x) such that
(id, 1) ≡ P (y)ρ(γ)Fγ(P (x))
−1 mod Γ0(y),
i.e., for each γ = (y, x) ∈ K, there exists U(γ) ∈ U(M(y)) such that
(AdU(γ), U(γ)αyg(U(γ)
∗)) = P (y)ρ(γ)Fγ(P (x))
−1.
Lemma 4.6 Let P (x) = (θx, z
x(g)), and U(g) = θx(v
x(g))zx(g) for g ∈ Hx . Then
AdU(g) ◦ αxg = θx ◦ β
x
g ◦ θ
−1
x , g ∈ Hx,
AdU(γ) ◦ αγ = θy ◦ βγ ◦ θ
−1
x , γ = (y, x) ∈ K,
and
θy(wβ(g, γ)
∗)U(g)αyg(U(γ))wα(g, γ)
= θy(wβ(γ, γ
−1gγ)∗)U(γ)αγ(U(γ
−1gγ))wα(γ, γ
−1gγ), g ∈ Hy, γ = (y, x) ∈ K.
hold.
Proof. Since (θx, z
x(g)) ∈ Γ(x),
AdU(g) ◦ αg = Ad (θx(v
x(g))zx(g)) ◦ αxg = Ad θx(v
x(g)) ◦ θx ◦ α
x
g ◦ θ
−1
x = θx ◦ β
x
g ◦ θ
−1
x .
By
(AdU(γ), U(γ)αyg(U(γ)
∗)) = P (y)ρ(γ)Fγ(P (x))
−1
= P (y)π2(γ)π1(γ)
−1π1(γ)P (x)
−1π1(γ)
−1.
we have (
AdU(γ), U(γ)αyg(U(γ)
∗)
)
π1(γ)P (x) = P (y)π2(γ).
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The left hand side is
(
AdU(γ), U(γ)αyg(U(γ)
∗)
)
π1(γ)P (x)
=
(
AdU(γ), U(γ)αyg(U(γ)
∗)
)
(αγ, Vα(g, γ))(θx, z
x(g))
=
(
AdU(γ), U(γ)αyg(U(γ)
∗)
) (
αγθx, αγ(z
x(γ−1gγ))Vα(g, γ)
)
=
(
AdU(γ)αγθx, U(γ)αg(z
x(γ−1gγ))Vα(g, γ)α
y
g(U(γ))
∗
)
.
The right hand side is
P (y)π2(γ) = (θy, z
y(g))(βγ,W (g, γ))
= (θyβγ, θy(W (g, γ))z
y(g)) .
By comparing the first component, we have AdU(γ) ◦ αγ = θy ◦ βγ ◦ θ
−1
x .
We next compare the second component;
U(γ)αg(z
x(γ−1gγ))Vα(g, γ)α
y
g(U(γ))
∗ = θy(W (g, γ))z
y(g)
= θyβγ(v
x(γ−1gγ))∗θy(Vβ(g, γ))θy(v
y(g))zy(g)
= U(γ)αγ(v
x(γ−1gγ))∗U(γ)∗θy(Vβ(g, γ))U(g).
In the last equality, we used AdU(γ) ◦ αγ = θy ◦ βγ ◦ θ
−1
x . Hence we obtain
U(γ)αγ(U(γ
−1gγ))Vα(g, γ)α
y
g(U(γ))
∗ = θy(Vβ(g, γ))U(g).
Hence we get the conclusion by Vα(g, γ) = wα(γ, γ
−1gγ)wα(g, γ)
∗. ✷
We extend the definition of U(·) for whole G by
U(gγ) := θy(wβ(g, γ)
∗)U(g)αyg(U(γ))wα(g, γ), g ∈ Hy, γ = (y, x) ∈ K.
By the above result, we also have
U(gγ) = θy(wβ(γ, γ
−1gγ)∗)U(γ)αγ(U(γ
−1gγ))wα(γ, γ
−1gγ).
We can easily see AdU(g) ◦ αg = θr(g) ◦ βg ◦ θ
−1
s(g), g ∈ G.
Remark. Here we emphasize that the condition vx(n)u˜xα(n) = u˜
x
β(n) is essential to deduce
Lemma 4.6. Without this condition, we can say only weaker statement, i.e.,
U(gγ) = ϕ(g, γ)θy(wβ(γ, γ
−1gγ)∗)U(γ)αγ(U(γ
−1gγ))wα(γ, γ
−1gγ)
for some ϕ(g, γ) ∈ T, which is an obstruction for cocycle conjugacy of actions. In [9], [24],
[17], such obstruction appears, and model actions with special property are used to get
rid of ϕ(g, γ).
By verifying following lemma, we finish the proof of Theorem 2.2.
Lemma 4.7 We have
U(g)αg(U(h))wα(g, h)U(gh)
∗ = θr(g)(wβ(g, h)), g, h ∈ G.
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Proof. We denote θr(g) by θ for simplicity. We first show lemma for wα(gγ, h) and
wα(gγ, δ) for g ∈ Hy, h ∈ Hx, γ, δ ∈ K. First note that
wα(gγ, δ) = c(g, γ, δ)wα(g, γ)
∗wα(g, γδ).
Then we have
U(gγ)αgγ(U(δ))wα(gγ, δ)U(gγδ)
∗
= c(g, γ, δ)θy(wβ(g, γ)
∗)U(g)αg(U(γ))wα(g, γ)αgγ(U(δ))wα(g, γ)
∗wα(g, γδ)
× wα(g, γδ)
∗αg(U(γδ)
∗)U(g)∗θ(wβ(g, γδ))
= c(g, γ, δ)θy(wβ(g, γ)
∗)U(g)αg(U(γ))αgαγ(U(δ))αg(U(γδ)
∗)U(g)∗θ(wβ(g, γδ))
= c(g, γ, δ)θy(wβ(g, γ)
∗)U(g)αg(U(γδ))αg(U(γδ)
∗)U(g)∗θ(wβ(g, γδ))
= c(g, γ, δ)θy(wβ(g, γ)
∗wβ(g, γδ))
= θ(wβ(gγ, δ)).
In a similar way, we have
wα(gγ, h) = wα(γγ
−1gγ, h)
= c(γ, γ−1gγ, h)wα(γ, γ
−1gγ)∗αγ(wα(γ
−1gγ, h))wα(γ, γ
−1gγh).
Thus
U(gγ)αgγ(U(h))wα(gγ, h)U(gγh)
= θ(wβ(γ, γ
−1gγ)∗)U(γ)αγ(U(γ
−1gγ))wα(γ, γ
−1gγ)αgγ(U(h))
× c(γ, γ−1gγ, h)wα(γ, γ
−1gγ)∗αγ(wα(γ
−1gγ, h))wα(γ, γ
−1gγh)
× wα(γ, γ
−1gγh)∗αγ(U(γ
−1gγh))∗U(γ)∗θ(wβ(γ, γ
−1gγh))
= c(γ, γ−1gγ, h)θ(wβ(γ, γ
−1gγ)∗)U(γ)αγ(U(γ
−1gγ))αγαγ−1gγ(U(h))
× αγ
(
wα(γ
−1gγ, h)
)
αγ
(
U(γ−1gγh)
)∗
U(γ)∗θ(wβ(γ, γ
−1gγh))
= c(γ, γ−1gγ, h)θ(wβ(γ, γ
−1gγ)∗)θβγθ
−1
(
U(γ−1gγ)αγ−1gγ(U(h))wα(γ
−1gγ, h)u∗γ−1gγh
)
× θ(wβ(γ, γ
−1gγh))
= c(γ, γ−1gγ, h)θ(wβ(γ, γ
−1gγ)∗)θβγ
(
wβ(γ
−1gγ, h)
)
θ(wβ(γ, γ
−1gγh))
= θ(wβ(gγ, h)),
and hence the statement holds for any wα(g, h), g ∈ G, h ∈ H, or h ∈ K.
Finally, by using the equality
wα(g, hγ) = c(g, h, γ)αg(wα(h, γ))
∗wα(g, h)wα(gh, γ), g ∈ G, h ∈ H, γ ∈ K,
we can show the statement in a similar way as follows;
U(g)αg(U(hγ))wα(g, hγ)U(ghγ)
∗
= U(g)αg (θ(wβ(h, γ)
∗)U(h)αh(U(γ))wα(h, γ))
× c(g, h, γ)αg(wα(h, γ))
∗wα(g, h)wα(gh, γ)U(ghγ)
∗
= c(g, h, γ)U(g)αgθ(wβ(h, γ)
∗)αg(U(h))αgαh(U(γ))wα(g, h)wα(gh, γ)U(ghγ)
∗
= c(g, h, γ)θβg(wβ(h, γ)
∗)U(g)αg(U(h))wα(g, h)αgh(U(γ))wα(gh, γ)U(ghγ)
∗
= c(g, h, γ)θβg(wβ(h, γ)
∗)θ(wβ(g, h)wβ(gh, γ))
= θ (wβ(g, hγ)) .
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✷Thus we have shown Theorem 2.2, which is a generalization of [24] to outer action
case.
5 Random walks on groupoids
In this section, we make preparation for construction of model actions. For this purpose,
we collect necessary facts on random walks on groupoids. Contents of this section is
mainly based on [11], [2].
Let f be a function on G. We often denote its restriction on Gx by fx. Let f be a
function on Gx, and g ∈ Gyx. Then g · f(a) := f(g
−1a) is a function on Gy.
Definition 5.1 Let µ be a measurable function on G. We say µ is a family of probability
measure if each µx is a probability measure on Gx, and often denote it by µ = {µx}x∈G(0) .
Let f ∈ ℓ1(Gx), and µ = {µx}x∈G(0) be a family of probability measures on G such that
the support of µx is included in Gx. Define f ∗ µ ∈ ℓ1(Gx) by
f ∗ µ(a) =
∑
h∈Gs(a)
f(ah−1)µr(h)(h) =
∑
y∼x
∑
h∈G
y
s(a)
f(ah−1)µy(h)
=
∑
y∼x
∑
h∈Gxy
f(h)µy(h−1a) =
∑
y∼x
∑
h∈Gxy
f(h)h · µy(a).
Lemma 5.2 We have ‖f ∗ µ‖1 ≤ ‖f‖1 for f ∈ ℓ
1(Gx), where equality holds when f is
positive.
Proof.
‖f ∗ µ‖1 =
∑
a∈Gx
|f ∗ µ(a)| =
∑
z∼x
∑
a∈Gxz
|f ∗ µ(a)|
=
∑
z∼x
∑
a∈Gxz
∣∣∣∣∣∣
∑
(y,x)∈K
∑
h∈G
y
z
f(ah−1)µy(h)
∣∣∣∣∣∣
≤
∑
z∼x
∑
a∈Gxz
∑
(y,x)∈K
∑
h∈G
y
z
∣∣f(ah−1)∣∣µy(h)
=
∑
z∼x
∑
(y,x)∈K
∑
h∈G
y
z
∑
a∈Gxy
|f(a)|µy(h)
=
∑
(y,x)∈K
∑
h∈Gy
∑
a∈Gxy
|f(a)|µy(h) =
∑
y∼x
∑
a∈Gxy
|f(a)|
= ‖f‖1
If f is positive, the forth inequality becomes an equality. ✷
Let µ = {µx}, and ν = {νx} be families of probability measures. By Lemma 5.2,
{µx∗ν} is also a family of probability measures. Hence we can define a family of probability
measure µ ∗ ν by (µ ∗ ν)x := µx ∗ ν.
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Let µ be a family of probability measures on G. For each x ∈ G(0), define a positive
operator P xµ on ℓ
∞(Gx) by
P xµ (f)(g) =
∑
h∈Gx
µs(g)(g−1h)f(h) =
∑
h∈Gs(g)
f(gh)µs(g)(h).
Lemma 5.3 P xµ is a unital positive operator, and P
x
µP
x
ν = P
x
µ∗ν .
Proof. Positivity of P xµ is clear. We first show P
x
µ (1) = 1;
P xµ (1)(g) =
∑
h∈Gx
µs(g)(g−1h) =
∑
h∈Gs(g)
µs(g)(h) = 1.
We next show P xµP
x
ν = P
x
µ∗ν . Let y = s(g). Then
P xµP
x
ν (f)(g) =
∑
z∼x
∑
h∈Gxz
µy(g−1h)Pν(f)(h)
=
∑
z∼x
∑
h∈Gxz
∑
k∈Gx
µy(g−1h)νz(h−1k)f(k)
=
∑
k∈Gx

∑
z∼x
∑
h∈Gxz
µy(g−1h)νz(h−1k)

 f(k)
=
∑
k∈Gx

∑
z∼x
∑
l∈Gz
s(k)
µy(g−1kl−1)νz(l)

 f(k)
=
∑
k∈Gx
µy ∗ ν(g−1k)f(k)
= P xµ∗ν(f)(g).
✷
Lemma 5.4 For θ ∈ ℓ1(Gx), define θP xµ ∈ ℓ
1(Gx) by
〈θP xµ , f〉 = 〈θ, P
x
µ f〉, f ∈ ℓ
∞(Gx).
Then θP xµ is given by θ ∗ µ.
Proof.
〈θ, P xµ f〉 =
∑
y∼x
∑
g∈Gxy
θ(g)P xµ (f)(g)
=
∑
y∼x
∑
g∈Gxy
∑
h∈Gx
θ(g)µy(g−1h)f(h)
=
∑
h∈Gx

∑
y∼x
∑
g∈Gxy
θ(g)µy(g−1h)

 f(h)
=
∑
h∈Gxz
θ ∗ µ(h)f(h)
= 〈θ ∗ µ, f〉
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✷In [2, Proposition 5.4], C- H. Chu and X. Li proved the following result by using the
Reiter condition, which is equivalent to the amenability of G [1, Proposition 3.2.14], and
concluded that an amenable groupoid is Liouville, i.e., the Poisson boundary of P xµ is
trivial.
Theorem 5.5 Let G be an amenable, discrete measured groupoid. Then there exists a
family of probability measures µ = {µx} such that lim
n
‖g · µ∗n,s(g) − µ∗n,r(g)‖1 = 0 for a.e.
x ∈ G(0) and every g ∈ Gx, where µ∗n = µ ∗ · · · ∗ µ︸ ︷︷ ︸
n-times
.
If we look their proof, we can see that µ can be chosen so that supp(µx) = Gx. Thus we
always assume supp(µx) = Gx, when we apply Theorem 5.5.
For our purpose, we need stronger result than the Liouville property.
Theorem 5.6 Let G be an amenable, discrete measured groupoid, and take µ = {µx} as
in Theorem 5.5. Then the tail boundary of P xµ is trivial for a.e. x ∈ G
(0).
Proof. We denote P xµ by P for simplicity. Let {un} ⊂ ℓ
∞(Gx) be a bounded harmonic
sequence, i.e., P (un+1) = un, n ∈ N, and supn ‖un‖∞ =M <∞. Since the tail boundary
of P is identified with the space of all bounded harmonic sequences [10], we only have to
show that un is a constant function for any n ∈ N. Let e ∈ G
(0),x a unit element. On one
hand, P k(un+k) = un, and hence we have
δgP
k(un+k)− δeP
k(un+k) = 〈δg − δe, un〉 = un(g)− un(e).
On the other hand, we have
∣∣δgP k(un+k)− δeP k(un+k)∣∣ = ∣∣〈δg ∗ µ∗k − δe ∗ µ∗k, un+k〉∣∣
≤ ‖δg ∗ µ
∗k − δe ∗ µ
∗k‖1‖un+k‖∞
≤M‖g · µ∗k,s(g) − µ∗k,x‖1
→ 0
as k → ∞ for all g ∈ Gx by Lemma 5.3, Lemma 5.4 and the choice of µ. Hence un is a
constant function, and un = P (un+1) = un+1. ✷
Remark. (1) By [10, Theorem 2.1], the tail boundary of P = P xµ is trivial if and only if
lim
n→∞
‖δeP
n+d−νP n‖1 = 0 for any d ∈ N, and probability measure ν on G
x with ν ≺ δeP
d.
We can prove Theorem 5.6 by verifying this condition.
(2) If we assume G is an etale groupoid, then G is topologically amenable if and only if
measurewise amenable, i.e., (G, ν) is amenable for every quasi-invariant measure ν on G(0)
by [1, Theorem 3.3.7]. Then G has a Reiter condition by [1, Corollary 3.3.8], and we can
get rid of “a.e.” in Theorem 5.6.
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6 Construction of model actions
In this section, we construct an outer action of G with given invariant. As stated in §4,
we do not use resolution group method of Katayama-Takesaki [15].
We first construct a free outer action on the injective factor of type II1 in §6.1. This
construction is inspired by ones in subfactor theory [21], [6].
Then we realize outer actions with given invariant in §6.2 by the same method used
in [18].
6.1 Existence of free actions
Let G be a discrete measurable groupoid. (For instance, we do not assume the amenability
of G.) We use the following notations;
Gx,(n) := {(t1, t2, · · · tn) ∈ G
(n) | t1 ∈ G
x},
G(n)y := {(t1, t2, · · · tn) ∈ G
(n) | tn ∈ Gy}
and G
x,(n)
y = Gx,(n) ∩ G
(n)
y .
Define Bn(k) and An(x), k ∈ G, x ∈ G
(0), n ≥ 1, by
Bn(k) := B
(
ℓ2
(
G
r(k),(n)
s(k)
))
, An(x) :=
⊕
k∈Gx
Bn(k).
Let us denote a matrix unit of Bn(k) by es,t, s, t ∈ G
r(k),(n)
s(k) . For g ∈ G, and t =
(t1, t2, · · · tn) ∈ G
s(g),(n), define gt = (gt1, t2, · · · tn) ∈ G
r(g),(n).
Fix a 3-cocycle c of G. Define ung (k), w
n(g, h)(k), In(k, l), by
ung (k) :=
∑
t∈G
s(g),(n)
s(k)
c(g, t1, t
−1
1 g
−1k)egt,t ∈ B
(
l2(G
s(g),(n)
s(k) ), l
2(G
r(g),(n)
s(k) )
)
, n ≥ 1.
wn(g, h)(k) :=
∑
t∈G
s(h),(n)
s(k)
c(g, h, t1)eght,ght ∈ Bn(k), n ≥ 1,
In(k, l) :=
∑
t∈G
r(k),(n−1)
s(k)
c(t1, t
−1
1 k, l)et,t ⊗ ell ∈ Bn(kl), n ≥ 2.
Of course, ung (k) and w
n(g, h)(k) are unitaries, and In(k, l)In(k, l)
∗ = In(k, l)
∗In(k, l)
∗ =
1⊗ ell.
Define two injective homomorphisms αng : An(s(g)) → An(r(g)), and φ
x
n : An(x) →
An+1(x) by
αng (a)(k) := Ad u
n
g (k)
(
a(g−1k)
)
,
and
φxn(a)(k) :=
∑
l∈Gs(k)
In+1(kl−1, l)
(
a(kl−1)⊗ 1
)
In+1(kl−1, l)∗
respectively for a =
⊕
k∈Gx a(k).
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Lemma 6.1 We have following relations.
(1) ung (k)u
n
h(g
−1k) = c(g, h, h−1g−1k)wn(g, h)(k)ungh(k).
(2) c(g, g−1k, l)In+1(k, l)(u
n
g (k)⊗ 1) = u
n+1
g (kl)In+1(g
−1k, l).
Proof. (1) It is shown as follows;
ung (k)u
n
h(g
−1k) =

 ∑
s∈G
s(g),(n)
s(k)
c(g, s1, s
−1
1 g
−1k)egs,s



 ∑
t∈G
s(h),(n)
s(k)
c(h, t1, t
−1
1 h
−1g−1k)eht,t


=
∑
t∈G
s(h),(n)
s(k)
c(g, ht1, t
−1
1 h
−1g−1k)c(h, t1, t
−1
1 h
−1g−1k)eght,t
=
∑
t∈G
s(h),(n)
s(k)
c(g, h, t1)c(g, h, h
−1g−1k)c(gh, t1, t
−1
1 h
−1g−1k)eght,t
= c(g, h, h−1g−1k)wn(g, h)(k)ungh(k).
Here we apply the 3-cocycle identity
c(g, h, t1)c(g, h, h−1g−1k)c(g, ht1, t
−1
1 h
−1g−1k)c(gh, t1, t
−1
1 h
−1g−1k)c(h, t1, t
−1
1 h
−1g−1k)
= 1
for (g, h, t1, t
−1
1 h
−1g−1k) at the third equality.
(2) The left hand side becomes as follows;
In+1(k, l)(u
n
g (k)⊗ 1)
=

 ∑
s∈G
r(k),(n)
s(k)
c(s1, s
−1
1 k, l)es,s ⊗ ell



 ∑
t∈G
s(g),(n)
s(k)
c(g, t1, t
−1
1 gk)egt,t ⊗ 1


=
∑
t∈G
s(g),(n)
s(k)
c(gt1, t
−1
1 g
−1k, l)c(g, t1, t
−1
1 gk)egt,t ⊗ ell.
The right hand side is as follows;
un+1g (kl)In+1(g
−1k, l)
=

 ∑
s∈G
s(g),(n+1)
s(l)
c(g, s1, s
−1
1 g
−1kl)egs,s



 ∑
t∈G
s(g),(n)
s(k)
c(t1, t
−1
1 g
−1k, l)et,t ⊗ ell


=
∑
t∈G
s(g),(n)
s(k)
c(g, t1, t
−1
1 g
−1kl)c(t1, t
−1
1 g
−1k, l)egt,t ⊗ ell.
By the 3-cocycle identity
c(g, t1, t
−1
1 g
−1k)c(g, t1, t
−1
1 g
−1kl)c(g, g−1k, l)c(gt1, t
−1
1 g
−1k, l)c(t1, t
−1
1 g
−1k, l) = 1
for (g, t1, t
−1
1 g
−1k, l), we have
c(g, g−1k, l)In+1(k, l)(ug(k)⊗ 1) = u
n+1
g (kl)In+1(g
−1k).
✷
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Lemma 6.2 We have following.
(1) wn+1(g, h) = φ
r(g)
n (wn(g, h)), (g, h) ∈ G(2).
(2) φ
r(g)
n ◦ αng = α
n+1
g ◦ φ
s(g)
n .
(3) αng ◦ α
n
h = Adw
n(g, h) ◦ αgh, (g, h) ∈ G
(2).
(4) α
(n)
g (w1(h, k))wn(g, hk) = c(g, h, k)wn(g, h)wn(gh, k), (g, h, k) ∈ G(3).
Proof. It is easy to see (1).
(2) On one hand, we have
φr(g)n α
n
g (a)(k)
=
∑
l∈Gs(k)
In+1(kl−1, l)
(
αng (a)(kl
−1)⊗ 1
)
In+1(kl−1, l)∗
=
∑
l∈Gs(k)
In+1(kl−1, l)
(
ung (kl
−1)a(g−1kl−1)ung (kl
−1)∗ ⊗ 1
)
In+1(kl−1, l)∗
=
∑
l∈Gs(k)
In+1(kl−1, l)
(
ung (kl
−1)⊗ 1
) (
a(g−1kl−1)⊗ 1
) (
ung (kl
−1)∗ ⊗ 1
)
In+1(kl−1, l)∗.
On the other hand,
αn+1g φ
s(g)
n (a)(k) = u
n+1
g (k)φ
s(g)
n (a)(g
−1k)un+1g (k)
∗
=
∑
l∈Gs(k)
un+1g (k)I
n+1(g−1kl−1, l)
(
a(g−1kl−1)⊗ 1
)
In+1(g−1kl−1, l)∗un+1g (k)
∗.
By Lemma 6.1, φ
r(g)
n αng (a) = α
n+1
g φ
s(g)
n (a) holds.
(3) By Lemma 6.1, we have
αngα
n
h(a)(k) = Adug(k)
(
αh(a)(g
−1k)
)
= Ad
(
ug(k)uh(g
−1k)
) (
a(h−1g−1k)
)
= Ad
(
w(n)(g, h)ungh(k)
) (
a(h−1g−1k)
)
= Ad
(
w(n)(g, h)
)
αngh(a)(k)
and the statement (3) holds.
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(4) At first, we consider the case n = 1.
α1g(w
1(h, k))(l)w1(g, hk)(l)
=

 ∑
t∈G
s(k)
s(l)
c(h, k, t)eghkt,ghkt



 ∑
s∈G
s(k)
s(l)
c(g, hk, s)eghks,ghks


=
∑
t∈G
s(k)
s(l)
c(h, k, t)c(g, hk, t)eghkt,ghkt
=
∑
t∈G
s(k)
s(l)
c(g, h, k)c(g, h, kt)c(gh, k, t)eghkt,ghkt (by the 3-cocycle identity)
= c(g, h, k)

 ∑
s∈G
s(k)
s(l)
c(g, h, s)es,s



 ∑
t∈G
s(k)
s(l)
c(gh, k, t)eghkt,ghkt


= c(g, h, k)w1(g, h)(l)w1(gh, k)(l).
By (1) and (2), we have αng (w
n(h, k))wn(g, hk) = c(g, h, k)wn(g, h)wn(gh, k) for all n ∈ N.
✷
By Lemma 6.2, we get the model action in C∗-level.
Theorem 6.3 Let A(x) := limn(An(x), φ
x
n) be an inductive limit C
∗-algebra. Then we
can define an isomorphism αg : A(x)→ A(y), g ∈ G
y
x, by αg(a) = α
n
g (a), a ∈ An(x), and
(αg, w(g, h)) is an outer action of G with 3-cocycle c(·, ·, ·).
We will construct a suitable state ψxn on A(x) for W
∗-completion. Let µ = {µx} be
a family of probability measures on G with supp(µx) = Gx. Denote the non-normalized
trace on Bn(k)
(
= B
(
ℓ2
(
G
r(k),(n)
s(k)
)))
by Trn,k.
Let
ρn(k) :=
∑
t∈G
r(k),(n)
s(k)
∑
y∼r(k)
µr(k)(kt−1n t
−1
n−1 · · · t
−1
1 (r(k), y))µ
y((y, r(k))t1)µ
x2(t2) · · ·µ
xn(tn)et,t,
ψxn(a) :=
∑
k∈Gx
Trn,k(ρn(k)a(k)), a ∈ An(x),
Exn(a)(k) :=
∑
l∈Gs(k)
µr(l)(l) (id⊗ Tr1,l)
(
In+1(k, l)∗a(kl)In+1(k, l)
)
, a ∈ An+1(x).
(Note that we insert (y, r(k)) before t1 in the definition of ρn(k).)
Lemma 6.4 (1) ψxn is a faithful state on An(x).
(2) ψxn+1(φ
x
n(a)b) = ψ
x
n(aE
x
n(b)), a ∈ An(x), b ∈ An+1(x). Thus E
x
n is a ψ
x
n+1-preserving
conditional expectation via identification An(x) with φ
x
n(An(x)) ⊂ An+1(x).
(3) αng ◦ E
s(g)
n = E
r(g)
n ◦ αn+1g .
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Proof. (1) Let k ∈ Gx. Since we insert (y, r(k)) before t1 in the definition of ρn(k), we
have
Trn,k(ρn(k))
=
∑
y∼x
∑
t∈G
r(k),(n)
s(k)
µr(k)(kt−1n t
−1
n−1 · · · t
−1
1 (r(k), y))µ
y((y, r(k))t1)µ
r(t2)(t2) · · ·µ
r(tn)(tn)
=
∑
y∼x
∑
t∈G
y,(n)
s(k)
µr(k)(kt−1n t
−1
n−1 · · · t
−1
1 )µ
y(t1)µ
r(t2)(t2) · · ·µ
r(tn)(tn)
= µ∗(n+1),x(k).
Hence ψxn(1) =
∑
k∈Gx µ
∗(n+1),x(k) = 1. Since each ρn(k) is a non-singular positive element,
ψn is a faithful normal state.
(2) At first note the following relation.
ρn+1(kl)(1⊗ ell)
=
∑
t∈G
r(k),(n+1)
s(l)
∑
y∼r(k)
µx(klt−1n+1t
−1
n · · · t
−1
1 (r(k), y))µ
y((y, r(k))t1)µ
x2(t2) · · ·µ
xn+1(tn+1)et,t
× (1⊗ ell)
=
∑
t∈G
r(k),(n)
s(k)
∑
y∼r(k)
µx(kt−1n · · · t
−1
1 k
−1)µr(k)(kt1)µ
x2(t2) · · ·µ
xn(tn)µ
r(l)(l)et,t ⊗ ell
=µr(l)(l)ρn(k)⊗ ell.
On one hand, we have
ψxn+1(φ
x
n(a)b)
=
∑
k∈Gx
Trn+1,k (ρn+1(k)φ
x
n(a)(k)b(k))
=
∑
k∈Gx
∑
l∈Gs(k)
Trn+1,l
(
ρn+1(k)In+1(kl
−1, l)
(
a(kl−1)⊗ ell
)
In+1(kl
−1, l)∗b(k)
)
=
∑
k∈Gx
∑
l∈Gs(k)
Trn+1,kl (ρn+1(kl)(1⊗ ell)In+1(k, l) (a(k)⊗ 1) In+1(k, l)
∗b(kl))
=
∑
k∈Gx
∑
l∈Gs(k)
µr(l)(l) Trn+1,kl ((ρn(kl)⊗ ell)In+1(k, l) (a(k)⊗ 1) In+1(k, l)
∗b(kl))
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On the other hand,
ψxn(aE
x
n(b)) =
∑
k∈Gx
Trn,k (ρn(k)a(k)E
x
n(b)(k))
=
∑
k∈Gx
∑
l∈Gs(k)
µr(k)(l) Trn,k (ρn(k)a(k)(id⊗ Tr1,l) (In+1(k, l)
∗b(kl)In+1(k, l)))
=
∑
k∈Gx
∑
l∈Gs(k)
µr(l)(l) Trn+1,kl ((ρn(k)a(k)⊗ 1) In+1(k, l)
∗b(kl)In+1(k, l))
=
∑
k∈Gx
∑
l∈Gs(k)
µr(l)(l) Trn+1,kl (In+1(k, l) (ρn(k)a(k)⊗ 1) In+1(k, l)
∗b(kl))
=
∑
k∈Gx
∑
l∈Gs(k)
µr(l)(l) Trn+1,kl ((ρn(k)⊗ ell)In+1(k, l) (a(k)⊗ 1) In+1(k, l)
∗b(kl)) .
Here note In+1(k, l) and ρn(k)⊗ ell commute. Hence we have ψ
x
n+1(φ
x
n(a)b) = ψ
x
n(aE
x
n(b)),
a ∈ An(x), b ∈ An+1(x), and E
x
n is a ψ
x
n+1-preserving conditional expectation.
(3) It is shown as follows;
Er(g)n α
n+1
g (a)(k)
=
∑
l∈Gs(k)
µr(l)(l) (id⊗ Tr1,l) (In+1(k, l)
∗αn+1g (a)(kl)In+1(k, l))
=
∑
l∈Gs(k)
µr(l)(l) (id⊗ Tr1,l) (In+1(k, l)
∗un+1g (kl)a(g
−1kl)un+1g (kl)
∗In+1(k, l))
=
∑
l∈Gs(k)
µr(l)(l) (id⊗ Tr1,l)
(
(ung (k)⊗ 1)In+1(g
−1kl)a(g−1kl)In+1(g
−1kl)(ung (k)
∗ ⊗ 1)
)
= (id⊗ Tr1,l)
(
(ung (k)⊗ 1)φ
s(g)
n (a)(g
−1k)(ung (k)
∗ ⊗ 1)
)
= αngE
s(g)
n (a)(k).
In the third equality, we used Lemma 6.1. ✷
By Lemma 6.4, we can define a state ψx on A(x) by ψx(a) = ψxn(a), a ∈ An(x). Let
(πx, Hx, ξx) be the GNS triple of A(x) by ψx, and M(x) := πx(A(x))
′′.
Let σψ
x
be the modular automorphism group. By Lemma 6.4, the restriction of σψ
x
on An(x) is σ
ψxn , and there exists the ψx-preserving conditional expectation F xn : M(x)→
An(x).
Theorem 6.5 The center Z(M(x)) is identified with the tail boundary of P xµ . Hence if
µ satisfies the condition in Theorem 5.5, then M(x) is a factor for a.e. x.
Proof. We simply denote F xn and E
x
n by Fn and En, respectively. Take z ∈ Z(M(x)), and
set wn = Fn(z). Then wn ∈ Z(An(x)) = ℓ
∞(Gx), and ‖wn‖∞ ≤ ‖z‖. Since Fn = EnFn+1,
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En(wn+1) = wn, and
En(wn+1)(k) =
∑
l∈Gs(k)
µl(l)(id⊗ Tr1,l)(I(k, l)(wn+1(kl)⊗ ell)In+1(k, l)
∗)
=
∑
l∈Gs(k)
wn+1(kl)µ
r(l)(l)(id⊗ Tr1,l)(1⊗ ell))
=
∑
l∈Gs(k)
wn+1(kl)µ
r(l)(l)
= P xµ (wn+1)(k)
holds. Hence {wn}n is a bounded harmonic sequence for P
x
µ . Note that limn wn = z
in the σ-weak topology by the martingale convergence theorem. This implies that z ∈
Z(M(x)) 7→ {wn} is an injective map.
Suppose that a bounded harmonic sequence {wn} is given, and M = supn ‖wn‖∞. We
regard wn ∈ Z(An(x)). Let Cn := {a ∈ M(x) | Fn(a) = wn, ‖a‖ ≤ M}. Then {Cn} is
a decreasing sequence of non-empty σ-weakly compact sets, since wm ∈ Cn for m ≥ n.
Hence
⋂
n Cn 6= ∅. Take a ∈
⋂
nCn 6= ∅. By the martingale convergence, a = limn wn in
σ-weak topology. Let u ∈ Am(x) be an arbitrary unitary. Then uau
∗ = limn uwnu
∗, and
uwnu
∗ = wn for n ≥ m. Thus uau
∗ = a, and hence a ∈ Z(M(x)) holds. These results
implies z ∈ Z(M(x)) 7→ {wn} is a bijection map.
Take µ as in Theorem 5.5. Then wxn(·) is a constant function on G
x by Theorem 5.6,
and hence M(x) is a factor. ✷
In the following, we fix a µ as in Theorem 5.5. We next consider the lift of α to M(x).
Lemma 6.6 Define a positive operator dng =
⊕
k∈Gx d
n
g (k) affiliated with An(x) by
dng (k) =
∑
t∈G
r(k),n
s(k)
√√√√√√
∑
y∼r(g)
µ(gkt−1n · · · t
−1
1 g
−1(r(g), y))µ((y, r(g))gt1)
∑
z∼r(k)
µ(kt−1n · · · t
−1
1 (r(k), z))µ((z, r(k))t1)
et,t.
(1) We have ψ
r(g)
n (αg(a)) = ψ
s(g)
n (dngad
n
g ) for a ∈ An(s(g)).
(2) φxn(d
n
g ) = d
n+1
g .
Proof. (1) The left hand side is as follows;
ψr(g)(αg(a)) =
∑
k∈Gs(g)
Tr(ρn(gk)αg(a)(k))
=
∑
k∈Gs(g)
Tr(ug(k)
∗ρn(gk)ug(gk)a(k))
=
∑
k∈Gs(g)
ψs(g)n (ug(k)
∗ρn(gk)ug(gk)ρn(k)
−1a(k)).
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Here
ug(gk)
∗ρn(gk)ug(gk)ρn(k)
−1
=
∑
t∈G
r(k),(n)
s(k)
∑
y∼r(k)
µr(k)(gkt−1n t
−1
n−1 · · · t
−1
1 g
−1(r(k), y))µy((y, r(k))gt1)µ
x2(t2) · · ·µ
xn(tn)et,t
×

 ∑
z∼r(k)
µr(k)(kt−1n t
−1
n−1 · · · t
−1
1 (r(k), z))µ
z((z, r(k))t1)µ
x2(t2) · · ·µ
xn(tn)et,t


−1
= dng (k)
2.
Thus ψ
r(g)
n (αg(a)) = ψ
s(g)
n (dngad
n
g ) holds. (Note that ρn(k) and d
n
g (k) commute.)
(2)
φn(d
n
g )(k)
=
∑
l∈Gs(k)
In+1(kl
−1, l)(dng (kl
−1)⊗ 1)In+1(kl
−1, l)∗
=
∑
l∈Gs(k)


∑
t∈G
r(k),(n)
r(l)
√√√√√√
∑
y∈[r(g)]
µ(gkl−1t−1n · · · t
−1
1 g
−1(r(g), y))µ((y, r(g))gt1)
∑
z∈[r(k)]
µ(kl−1t−1n · · · t
−1
1 (r(k), z))µ((z, r(k))t1)
et,t ⊗ ell


=
∑
t∈G
r(k),(n+1)
s(k)
√√√√√√
∑
y∈[r(g)]
µ(gkt−1n+1t
−1
n · · · t
−1
1 g
−1(r(g), y))µ((y, r(g))gt1)
∑
z∈[r(k)]
µ(kt−1n+1t
−1
n · · · t
−1
1 (r(k), z))µ((z, r(k))t1)
et,t
= dn+1g (k)
✷
By Lemma 6.6, there exists a positive operator dxg affiliated with M(x) such that
ψr(g)(αg(a)) = ψ
s(g)(d
s(g)
g ad
s(g)
g ).
Lemma 6.7 We can extend αg to an isomorphism in Iso
(
M(s(g)),M(r(g))
)
.
Proof. Let x = s(g), y = r(g). Define an operator U ∈ B(Hx, Hy) by U(aξx) =
αg(a(d
x
g)
−1)ξy. Then
‖U(aξψ)‖
2 = ‖αg(a(d
x
g)
−1)ξψ‖
2 = ψy
(
αg((d
x
g)
−1a∗a(dxg)
−1)
)
= ψx(a∗a) = ‖aξx‖
2.
An adjoint U∗ is given by U∗(aξy) = α
−1
g (a)dgξx. Then it is easy to see U
∗U = UU∗ = 1.
Hence U is a unitary. We can verify Uπx(a)U
∗ = πy(αg(a)) as follows:
Uπx(a)U
∗bξy = Uπx(a)α
−1
g (b)d
x
gξx = Uaα
−1
g (b)d
x
gξx
= αg(aα
−1
g (b)d
x
g(d
x
g)
−1)ξy = πy(αg(a))bξy.
Similarly, we have U∗πy(a)U = πx(α
−1
g (a)). Thus UM(x)U
∗ = M(y) holds, and AdU is
an extension of αg. ✷
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Theorem 6.8 Let G be an amenable measurable discrete groupoid. Then there exists an
outer free action of G on the injective factor of type II1 R0 with given 3-cocycle c.
Proof. Let (α, c) be an outer action on {M(x)}x∈G(0) constructed in Lemma 6.7. Let
R∞ be the injective factor of type III1, and consider α ⊗ id on M(x) ⊗ R∞, which is an
injective factor of type III1. Then the canonical extension α˜⊗ id is a trace preserving
outer action on an injective factor of type II∞. By the standard argument, we get an
outer action (α0, w0, c) of G with 3-cocycle c on an injective factor of type II1 R0.
If we apply the above construction to a trivial 3-cocycle, then we get a genuine faithful
action of G on R0. By taking an infinite tensor product, we get a free genuine action σ of
G on R0. (Such an action is also constructed in [24].) Then (α
0⊗σ, w0⊗ 1, c) is a desired
one. ✷
6.2 Realization of actions with given invariants
Once we have a free outer action of G on R0, we can construct model actions with given
invariants as in [18]. Let (α0, w0, c) be a free outer action of G with 3-cocycle c on R0.
Let us {N, β, χ} be given, where N ⊂ G is a normal subgroupoid, β is a genuine action
of G on a family of ergodic flows {C(x), θx} such that βn = id for n ∈ N, and χ = (λ, µ, d)
is a characteristic invariant. Thus we are given a family of ergodic flows {C(x), θx}, and
χ = (λ, µ, d) for some λ(n, g), µ(m,n), d(n, t) ∈ U(C(x)). We will construct an outer
action α with Inv(α) = {N, β, χ}. Let P(x) be an injective factor, whose flow of weights
is {C(x), θx}.
At first we recall the following fact [25].
Theorem 6.9 Let R be an injective factor, and {C, θ} the flow of weights of R. Then
the following exact sequence splits.
1 −→ Int(R) −→ Aut(R)
mod
−→ Autθ(C) −→ 1.
In a similar way, we can show an action β of G on {C(x), θx}x∈G(0) can be lift to that
on {P(x)}x∈G(0) , which we denote by β.
Let ϕx be a dominant weight on P(x), Q(x) := P(x)ϕx , P(x) = Q(x) ⋊θx R the
continuous decomposition, and ux(s) ∈ P(x) be the implementing unitary. We may
assume that ϕs(g) = ϕr(g) ◦ βg for all g ∈ G.
Let σxn := σ
ϕx
d(n)∗ be an extended modular automorphism for 1-cocycle d(n, ·)
∗. Then
(σxn, µ(·, ·)) is an outer action of Nx with 3-cocycle c(·, ·, ·) by the relation (CC2) and
(CC3). Hence (σxm ⊗ α
0
m, µ(m,n) ⊗ w
0(m,n)) is a free cocycle crossed action of Nx on
P(x)⊗ R0.
Let M(x) := (P(x)⊗ R0)⋊ Nx, and define αg ∈ Iso(M(x),M(y)), x = s(g), y = r(g)
by
αg(a) = βg ⊗ α
0
g(a), a ∈ P(x)⊗ R0,
αg(v
x(g−1ng)) = (λy(n, g)⊗ d0(n, g))vy(n),
where vx(n) is the implementing unitary in M(x), and d0(n, g) = w0(g, g−1ng)w0(n, g)∗.
Theorem 6.10 Let α be an outer action of G constructed above. Then we have Inv(α) =
(β,N, χ).
Proof is similar to that of [18], so we omit the detail.
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A Relation with Katayama-Takesaki’s classification
Let (α,wα, c) be an outer action of a discrete group G on a factor M. We will describe
outline of correspondence between Inv(α) = (N,mod(α), χ) and Katayama-Takesaki’s
invariant, and explain their classification theorem follows from Theorem 3.1.
Let Q := G/N , and π : G→ Q the quotient map. In this section, we use letters g, h, k
for general elements in G, p, q, r for those in Q, and l, m, n for those in N .
Fix a section p ∈ Q→ p˜ ∈ G, and let n(p, q) = p˜q˜p˜q−1 ∈ N .
We recall the definition of modular obstruction Obm defined by Katayama-Takesaki
[15]. At first note that α˜p˜ is a Q-kernel on M˜. Fix z ∈ C
2(Q,U(M˜)) such that α˜p˜ ◦ α˜q˜ =
Ad z(p, q) ◦ α˜p˜q. Then we get d1 ∈ Z
3(Q,U(C)) and d2(s; p, q) ∈ U(C) by
α˜p˜(z(q, r))z(p, qr) = d1(p, q, r)z(p, q)z(pq, r), θs(z(p, q)) = d2(p, q; s)z(p, q)
We can see
d1d2((p, s), (q, t), (r, u)) := d1(p, q, r)d2(s; q, r) ∈ Z
3(Q× R,C(U))
and hence get an element in H3(Q× R,C(U)). We have another invariant
ν : N → H1θ (R,U(C))
by ν(n) = [d(n, ·)]. The invariant ν relates with d2 by ν(n(p, q)) = [d2(·; n(p, q))] in
H1θ (R,U(C)). By definition, Obm(α) = ([d1d2], ν) is the modular obstruction for α.
In what follows, we denote the canonical extension of αp˜ by the same symbol αp˜.
To describe relation between Inv(α) = (N,mod(α), χ) and Obm(α), it is convenient
to replace (α,wα) with suitable form.
Note that any element of G can be expressed as lp˜, l ∈ N , p ∈ Q, uniquely . Define
αˆlp˜ = αl ◦ αp˜. Let
ŵα(m,n) = wα(m,n),
ŵα(p˜, n) = wα(p˜, n)wα(p˜np˜
−1, p˜)∗,
ŵα(p˜, q˜) = wα(p˜, q˜)wα(n(p, q), p˜q)
∗
for m,n ∈ N , p, q ∈ Q. Then we have
αˆm ◦ αˆn = Ad ŵα(m,n) ◦ αˆmn,
αˆp˜ ◦ αˆn = Ad ŵα(p˜, n) ◦ αp˜np˜−1 ◦ αp˜ = Ad ŵα(p˜, n) ◦ αˆp˜n,
αˆp˜ ◦ αˆq˜ = Ad ŵα(p˜, q˜) ◦ αn(p,q) ◦ αp˜q = Ad ŵα(p˜, q˜) ◦ αˆp˜q˜.
Define
ŵα(mp˜, nq˜) = αm(ŵα(p˜, n))αmαp˜np˜−1 (ŵα(p˜, q˜)) ŵα(m, p˜np˜
−1)ŵα(mp˜np˜
−1, n(p, q)).
We can see that αˆg ◦ αˆh = Ad ŵα(g, h) ◦ αˆgh. Let cˆ ∈ Z
3(G,T) be a 3-cocycle associated
with (αˆ, ŵα). Then we have [cˆ] = [c] in H
3(G,T).
In what follows, we replace (α,wα) with (αˆ, ŵα). In particular, we have wα(n, p˜) = 1
and hence αnp˜ = αnαp˜. We also fix z(p, q) as z(p, q) = wα(p˜, q˜)u˜n(p,q). Then we have
αp˜ ◦ αq˜ = Ad z(p, q) ◦ αp˜q, and d(n(p, q), s) = d2(n(p, q; s)).
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Definition A.1 Let χ = [λ, µ, d] be a characteristic invariant for (α,wα). Define δ[λ, µ] ∈
C3(Q,U(C)) by
δ[λ, µ](p, q, r) = λ(p˜n(q, r)p˜−1, p˜)µ(p˜n(q, r)p˜−1, n(p, qr))µ(n(p, q), n(pq, r))∗.
The map δ is an analogue of Huebschmann-Jones-Ratcliffe map, [7], [8], [22].
At first we express d1 in terms of λ, µ and c.
Lemma A.2 We have
d1(p, q, r) = c(p˜, q˜, r˜)δ[λ, µ](p, q, r).
Proof. By
αp˜(wα(p˜, q˜))wα(p˜, q˜r˜) = c(p˜, q˜, r˜)wα(p˜, q˜)wα(p˜q˜, r˜),
we have
αp˜(wα(p˜, q˜))wα(p˜, n(q, r))αp˜n(q,r)p˜−1(wα(p˜, q˜r))wα(p˜n(p, q)p˜
−1, n(p, qr))
= c(p˜, q˜, r˜)wα(p˜, q˜)αn(p,q)(wα(p˜q, r˜))wα(n(p, q), n(pq, r)).
Recall that we have fixed z ∈ C2(Q,U(C)) as z(p, q) = wα(p˜, q˜)u˜n(p,q). Then
d1(p, q, r) = αp˜(z(q, r))z(p, qr)z(pq, r)
∗z(p, q)∗
= αp˜
(
wα(q˜, r˜)u˜n(q,r)
)
wα(p˜, q˜r)u˜n(p,qr)u˜
∗
n(pq,r)wα(p˜q, r˜)
∗u˜∗n(p,q)wα(p˜, q˜)
∗
= λ(p˜n(q, r)p˜−1, p˜)αp˜ (wα(q˜, r˜))wα(p˜, n(q, r))u˜p˜n(q,r)p˜−1wα(p˜, q˜r)u˜n(p,qr)
× u˜∗n(pq,r)wα(p˜q, r˜)
∗u˜∗n(p,q)wα(p˜, q˜)
∗
= λ(p˜n(q, r)p˜−1, p˜)αp˜ (wα(q˜, r˜))wα(p˜, n(q, r))αp˜n(q,r)p˜−1 (wα(p˜, q˜r))
× u˜p˜n(q,r)p˜−1 u˜n(p,qr)u˜
∗
n(pq,r)u˜
∗
n(p,q)αn(p,q) (wα(p˜q, r˜)
∗)wα(p˜, q˜)
∗
= λ(p˜n(q, r)p˜−1, p˜)µ(p˜n(q, r)p˜−1, n(p, qr))µ(n(p, q), n(pq, r))∗
× αp˜ (wα(q˜, r˜))wα(p˜, n(q, r))αp˜n(q,r)p˜−1 (wα(p˜, q˜r))wα(p˜n(q, r)p˜
−1, n(p, qr))
× wα(n(p, q), n(pq, r))
∗αn(p,q) (wα(p˜q, r˜)
∗)wα(p˜, q˜)
∗
= c(p˜, q˜, r˜)δ[λ, µ](p, q, r).
✷
Conversely, we can recover the 3-cocycle c from d1, λ, µ as following lemma.
Lemma A.3 Put
a(mp˜, nq˜) = λ(p˜np˜−1, p˜)∗µ(m, p˜np˜−1)∗µ(mp˜np˜−1, n(p, q))∗.
Then
c(g, h, k) = ∂(a)(g, h, k)d1(π(g), π(h), π(k)).
Here
∂(a)(g, h, k) = αg(a(h, k))a(g, hk)a(gh, k)
∗a(g, h)∗.
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Proof. At first we express wα(g, h) by z, λ, µ, u˜n. Let g = mp˜, h = nq˜.
wα(mp˜, nq˜)
= αm(wα(p˜, n))αmαp˜np˜−1 (wα(p˜, q˜))wα(m, p˜np˜
−1)wα(mp˜np˜
−1, n(p, q))
= αm(wα(p˜, n))wα(m, p˜np˜
−1)αmp˜np˜−1 (wα(p˜, q˜))wα(mp˜np˜
−1, n(p, q))
= αm(wα(p˜, n))wα(m, p˜np˜
−1)u˜mp˜np˜−1z(p, q)u˜
∗
n(p,q)u˜
∗
mp˜np˜−1wα(mp˜np˜
−1, n(p, q))
= µ(m, p˜np˜−1)∗µ(mp˜np˜−1, n(p, q))∗αm(wα(p˜, n))u˜mu˜p˜np˜−1z(p, q)u˜mp˜np˜−1n(p,q)
= µ(m, p˜np˜−1)∗µ(mp˜np˜−1, n(p, q))∗u˜mwα(p˜, n)u˜p˜np˜−1z(p, q)u˜mp˜np˜−1n(p,q)
= µ(m, p˜np˜−1)∗µ(mp˜np˜−1, n(p, q))∗λ(p˜np˜−1, p˜)∗u˜mαp˜(u˜n)z(p, q)u˜mp˜np˜−1n(p,q)
Put
a(mp˜, nq˜) = λ(p˜np˜−1, p˜)∗µ(m, p˜np˜−1)∗µ(mp˜np˜−1, n(p, q))∗.
For g ∈ G, let p = π(g) and n(g) = gp˜−1. Then we have
wα(g, h) = a(g, h)u˜n(g)αp˜(u˜n(h))z(π(g), π(h))u˜
∗
n(gh).
We compute the 3-cocycle c for (α,wα). Let p = π(g), q = π(h), r = π(k). Then
c(g, h, k)
= αg(wα(h, k))wα(g, hk)wα(gh, k)
∗wα(g, h)
∗
= αn(g)αp˜
(
a(h, k)u˜n(h)αq˜(u˜n(k))z(q, r)u˜
∗
n(hk)
)
× a(g, hk)u˜n(g)αp˜(u˜n(hk))z(p, qr)u˜
∗
n(ghk)
×
(
a(gh, k)u˜n(gh)αp˜q(u˜n(k))z(pq, r)u˜
∗
n(ghk)
)∗
×
(
a(g, h)u˜n(g)αp˜(u˜n(h))z(p, q)u˜
∗
n(gh)
)∗
= ∂(a)(g, h, k)αn(g)αp˜
(
u˜n(h)αq˜(u˜n(k))z(q, r)u˜
∗
n(hk)
)
× u˜n(g)αp˜(u˜n(hk))z(p, qr)u˜
∗
n(ghk)
× u˜n(ghk)z(pq, r)
∗αp˜q(u˜
∗
n(k))u˜
∗
n(gh) × u˜n(gh)z(p, q)
∗αp˜(u˜
∗
n(h))u˜
∗
n(g)
= ∂(a)(g, h, k)u˜n(g)αp˜
(
u˜n(h)αq˜(u˜n(k))z(q, r)u˜
∗
n(hk)
)
× αp˜(u˜n(hk))z(p, qr)z(pq, r)
∗αp˜q(u˜
∗
n(k))z(p, q)
∗αp˜(u˜
∗
n(h))u˜
∗
n(g)
= ∂(a)(g, h, k)u˜n(g)αp˜
(
u˜n(h)αq˜(u˜n(k))
)
× αp˜(z(q, r))z(p, qr)z(pq, r)
∗z(p, q)∗αp˜αq˜(u˜
∗
n(k))αp˜(u˜
∗
n(h))u˜
∗
n(g)
= ∂(a)(g, h, k)d1(p, q, r).
Thus c is given by c(g, h, k) = ∂(a)(g, h, k)d1(p, q, r). ✷
Remark.
(1) The formula in Lemma A.3 is obtained by Katayama-Takesaki in [15, Lemma 2.11].
(2) In Katayama-Takesaki’s formulation, λ and µ do not appear explicitly. However
we can recover these by ν(mn) = ν(m)ν(n) and mod(αg)(ν(g
−1ng)) = ν(n), which are
equivalent to the relation (CC1) and (CC2), respectively.
With a bit of effort, we can show that the above correspondence preserves equivalence
classes of invariants. By Theorem 3.1, we can show Katayama-Takesaki’s classification.
Namely, we can conclude the following.
Theorem A.4 Let α and β be outer actions on an injective factor M. Then α and β
are conjugate in Out(M) if and only if σ(mod(α),Obm(α)) = (mod(β),Obm(β)) for some
σ ∈ Autθ(C).
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