Prior research suggests that public negative feedback on social knowledge sharing platforms can be powerfully demotivating to newcomers, particularly when it involves peer feedback mechanisms such as ratings and commenting systems. What is the impact on newcomer retention when feedback is private, and from a single peer reviewer? We study these effects using the example of the Humanitarian OpenStreetMap Team, a Wikipedia-style social mapping platform where the review process is closer to a teacher-learner model rather than a public peer review. We observe peer feedback for early contributions by 1,300 newcomers, and assess the impact of different classes of feedback, including performance feedback, corrective feedback, and verbal rewards. We find that verbal rewards and immediate feedback can have a powerful effect on newcomer retention. In order to better support such positive engagement effects, we recommend that system designers conceptually distinguish between mechanisms for quality control and for learner feedback. 
INTRODUCTION
Studies of peer feedback in social media and online community platforms have shown that public feedback mechanisms can have unintended long-term consequences. Strongly negative contribution feedback may be discouraging to newcomers [15] , and public peer ratings and commenting systems can yield harmful feedback effects affecting contributor behaviour [7, 23] . Such effects may arise in part because public peer feedback fosters a desire to build reputation and social standing [29, 32] . Do these outcomes differ on platforms where peer feedback is given in private?
We observe the impact of private peer feedback on newcomer engagement in the novel setting of the Humanitarian OpenStreetMap Team (HOT). HOT is a volunteer platform which provides maps for regions in humanitarian need, it seeks to grow a vast contributor community so it can better cover the vast scales of affected geographic regions. While participation is online and open
Summary of Contributions
We present the first large-scale quantitative study of the HOT validation process, with a focus on its effects on newcomer retention. The present study reproduces classic engagement effects of newcomer feedback in a novel setting. Much of the existing research of social knowledge sharing platforms is focused on feedback mechanisms that are public, such as peer ratings and commenting systems. In comparison, in HOT the review process is closer to a teacher-learner model: feedback is private and from a single reviewer, rather than socially negotiated. We assess whether this variation of the review model has an impact on engagement outcomes.
Our large-scale study contributes new knowledge which can support the analysis and design of social knowledge-sharing platforms. In particular, we provide an empirical expectation of the effects of private peer feedback on newcomer retention, and discuss how this can differ from public peer feedback. Better understanding of their effects can support the design of improved feedback mechanisms, for example by avoiding negative social feedback loops where they may be harmful to newcomer retention.
Prior work on the engagement impact of contribution feedback can be found in a wide range of settings. Research in behavioural psychology can provide general expectations for the impact of different kinds of feedback. In the more specific context of social media and online platforms, further effects have been identified for social review sites, Q&A sites, and peer production platforms. Research on the role of feedback in education can provide additional expectations for settings where feedback is not socially negotiated.
Contributor Motivations as Engagement Drivers
Kraut et al. (2012) provide a comprehensive discussion of a wide range of empirically tested theories to help interpret engagement effects in the context of online community platforms. Among the many factors that are discussed, contributor motivations are one of the most important drivers for sustained participation. When they are appropriately considered in platform design, they can provide triggers for action, and support rewarding experiences that can sustain contributor engagement for long periods. However, when the contribution experience comes in conflict with existing contributor motivations, participants are unlikely to remain active.
In motivational theory, a distinction is made between intrinsic motivations by the participant, such as curiosity or a desire for social standing, and extrinsic motivations that are provided to the participant by others, for example in the form of rewards or punishment. The relationship between the two is complex, and subject to a number of moderating factors [6] . Verbal rewards such as expressions of appreciation and gratitude by peers have been shown to strengthen intrinsic motivations. Conversely, tangible rewards such as badges or access to higher social status do not always have the desired effect. For tangible rewards, performance-contingent rewards which are linked to performance are found to be more effective than task-contingent rewards, which are merely linked to the completion of a task [6, 16] .
In volunteer communities, constraints in the capacity and ability of participants may pose further barriers to sustained participation. Newcomers can easily be demotivated by strongly negative feedback, compared to participants who are more experienced [15, 35, 36] . It may be possible to address this difference with targeted interventions to improve newcomer self-efficacy, for example by nurturing and educating new contributors, and by fostering a belief that participation is possible and will be welcomed [4] .
Feedback and Ratings on Online Platforms
In social media and online community platforms, motivational aspects are often further moderated by social factors. This is particularly the case when feedback for contributions is made public, or when it is socially negotiated. As a result, contribution feedback in these settings can have unintended long-term consequences [7] .
Empirical findings to date reveal a complex picture. On one hand, peer feedback can be a basis for important social learning effects. A study of Q&A sites finds that votes, favourites, and answers to questions provide a form of contributor feedback which can improve future question quality. The study further finds that effects are dependent on the content of such feedback, not merely the volume of feedback [2] . In an evaluation of Wikipedia socialisation tactics, it is observed that early user retention was increased by the use of welcome messages, assistance, and constructive criticism [8] . An effort to provide easy access to peer advice in the form of a Q&A forum yielded a significant increase in newcomer retention [25] . Other Wikipedia efforts to provide opportunities of social encounter yielded comparable outcomes [18, 26] . This suggests that to new participants, access to social encounter can make a significant difference in their decision to keep contributing.
On the other hand, organisers need to consider a trade-off between participant motivations and outcome quality. Positive and social feedback can increase participant motivation [36] , however strongly negative feedback can harm motivation. On Wikipedia, reverts to article modifications can improve article quality, but they are powerfully demotivating to newcomers [15] . As a consequence it may be advisable to provide more nuanced feedback, rather than an outright rejection of an entire contribution. When negative feedback is less strong and more directive, for example by providing recommendations for future improvement, it can improve task performance without harming motivation [36] .
In some settings, negative feedback can have long-term social effects relating to community regulation. In a rating system for online news, early negative feedback was linked to significant behavioural changes that are detrimental to the community. Negatively reviewed authors became more likely to review others negatively, while positive reviews had no such effect. Authors who received no feedback were most likely to leave a community, suggesting that the social affirmation of positive feedback may be an important prerequisite for sustained engagement [7] . Similar feedback effects were found on an online travel site. Here, early negative reviews of a venue affected the tone of subsequent reviews, resulting in a herding effect [23] .
Public feedback can further affect the reputation and social standing of participants. On Q&A sites, perceived reputation can be an important driver for participation, and reputation-building strategies are widespread across a range of participants [29, 32] . This is even more pronounced in online market places, competitive environments where feedback is given strategically in order to gain a market advantage [10, 30] .
Feedback Models in Education
Hattie and Timperley (2007) provide an overview of contemporary theories of feedback in education. Of particular relevance to the present study are empirical expectations of learner engagement after receiving different types of feedback [17] .
Performance feedback includes feedback about how well a task is being accomplished, for example by distinguishing correct and incorrect answers [16] . Positive performance feedback on a task of high interest to the learner can increase future motivation [9] , or can increase self-efficacy for learners who showed low initial performance [17] . In contrast, negative performance feedback for participants with low self-efficacy or initial performance can reduce motivation [5, 24] .
Corrective feedback includes specific and directed suggestions for further actions, for example by helping to distinguish correct from incorrect answers, and by providing more information that aids understanding and helps build procedural knowledge. When it corrects faulty interpretations, corrective feedback can improve self-efficacy and enhance existing motivation [22, 33] .
The timing of feedback can play an important role, both in micro and macro scales. On the micro scale of individual tasks, immediate feedback was found to be a more effective driver for improved future task performance [17] . On the macro scale of a learner's journey, feedback was found to be more impactful at the beginning: newcomers are particularly receptive to external feedback, and more eager to adopt social norms and practices of their new environment [3] .
In online education, certain types of private peer feedback are associated with higher attainment. In a study across multiple online education platforms, students reported an increase in course enjoyment from peer feedback, and stated that the resulting exposure to alternative problem-solving approaches improved their learning experience [1] . Among high school students interacting through an online platform, positive affective peer feedback such as socio-emotional support was shown to increase student motivation and self-efficacy, which in turn can increase their performance.
However, peer grading and task feedback on the platform had no measurable effect on either motivation or future performance [21] .
Knowledge Gaps
Much existing research of peer feedback in social media and social knowledge production platforms is focused on social feedback mechanisms that are public, such as peer ratings and commenting systems. It was shown that public feedback mechanisms are subject to social feedback effects including herding, and that they can foster a desire to build reputation and social standing.
In comparison, in HOT the review process is closer to a teacher-learner model: feedback is private and from a single reviewer, rather than socially negotiated. As a consequence, it is feasible that the absence of strong social feedback mechanisms changes the effects of the received feedback. To our knowledge, no existing empirical studies assess the relationship between peer feedback and subsequent newcomer retention in such a novel setting. Do outcomes differ from the online and education settings observed in previous studies?
Our large-scale study contributes new knowledge which can support the analysis and design of social knowledge-sharing platforms. In particular, we provide an empirical expectation of the effects of private peer feedback on newcomer retention, and discuss how this relates to public peer feedback. Better understanding of such effects can support the design of improved feedback mechanisms, for example by avoiding negative social feedback loops.
RESEARCH QUESTIONS
We regard validation feedback as an intervention that may have an effect on subsequent newcomer retention, and seek to determine under which circumstances the intervention becomes effective. We distinguish between the validation verdict, which is the decision whether a given contribution was accepted or rejected, and the validation message which can accompany a verdict with more detailed feedback. Together they constitute the validation feedback.
RQ1. What is the Impact of the Validation Verdict?
How important is a positive validation outcome for newcomer engagement? Can an early rejection discourage further participation? The theory suggests that when intrinsic motivation is present, positive task feedback can foster repeat participation [9, 17] . However such feedback should be performance-contingent, not merely task-contingent: positive feedback is only effective if it is linked to contribution performance [6, 16] . In contrast, negative feedback can reduce motivation when initial self-efficacy is low [5, 24] . Are these effects observable for newcomers in HOT?
RQ2. What is the Impact of the Validation Message?
We consider the content of validation messages beyond the verdict alone, and distinguish between feedback directed at the task performance, and feedback directed at the self. In relation to task performance we observe uses of positive and negative performance feedback [9, 17] , and of corrective feedback [22, 33] . We further observe uses of verbal rewards [6] , a kind of affective feedback which includes signs of appreciation and encouragement. Do these different types of feedback have an impact on subsequent newcomer engagement?
RQ3. What is the Impact of Delayed Feedback?
Does the timing of the verdict matter? According to the theory, task-specific feedback is more likely to be effective if it is given early [17] . Is overall retention affected when feedback is delayed?
METHOD 4.1 Dataset
Our evidence is derived from two data sources. A primary source is the HOT Tasking Manager, it provides a public list of all HOT projects. 1 Each project seeks to map specific features in a particular region of the world, typically in preparation for humanitarian field work, for example in response to an environmental disaster. The Tasking Manager divides the mapping work for each project into manageable tasks, and provides instructions and a participation history. It also stores a private record of the subsequent validation process, including validation verdicts and validation messages.
A second data source is the OSM edit history, a large data set which captures map contributions over time. All map contributions by HOT volunteers are immediately made public on OSM and captured by this edit history, however they can then be amended and reverted by validators and other contributors. The full data set is freely available for download. 2 In an initial stage we link these two data sets, identifying the map contributions made by HOT contributors while participating in particular HOT projects. Since summer 2015, OSM editing tools automatically annotate map contributions with a HOT project identifier, which makes such an identification straightforward. For earlier records, map contributions can be identified and linked based on their location, date, and contributor ID. The resulting connected data set allows us to identify the specific map contributions for every contributor during a project participation, including any map edits by validators.
This yields an annotated participation history which forms the basis of our analysis. In an initial stage, we identify a set of basic features for every contributor. The feature join_day records the date of a newcomer's first HOT contribution, in days since 1st January 2014. It can serve as control variable to capture changes in newcomer retention over time.
Study Population
We observe first-time HOT contributors with no prior OSM experience. We start our observation period in October 2014, the first month when HOT contributors were shown a notification for all validation messages in the Tasking Manager interface. We only include newcomers who join at least 90 days before the end of the available edit history at the time of study. This allows us to observe their retention over time. In particular, we select first-time contributors to HOT who:
• first contributed between 1st October 2014 and 20th June 2016 (both inclusive),
• have no more than one prior day of OSM contribution experience outside of HOT,
• have a task validated within the first 45 days of joining,
• were sent a validation message along with their verdict.
Almost 1,300 contributors match these criteria. For each newcomer, we identify the first validation message they received, these form the basis of our study. For each of the 1,300 messages we determine delay, the delay between submission and feedback message in days, and the binary indicator low_delay which marks message that were received before the median delay of 28 hours.
For these initial cases, the average task acceptance rate is 34%. We do not consider any subsequent messages newcomers may have received: our study is focused on the impact of early interventions during a newcomer's participation history, in part to avoid confounding factors in later participation stages, but also to ensure consistency in our analysis. Furthermore, it is comparatively rare to receive multiple messages: only 15% of participants received more than one message throughout their participation lifetime, and only 3% received more than 5.
Message Classification
We characterise the content of the 1,300 validation messages by means of a thematic analysis. Informed by a review of the literature we distinguish multiple complementary aspects of learner feedback: positive and negative performance feedback [9, 17] , corrective feedback [22, 33] , taskcontingent rewards [6, 16] , and the use of verbal rewards [6] . They are not mutually exclusive: each message can contain combinations of these.
Validation messages tend to be short, at an average of 100 characters, which makes it feasible to manually label the full corpus. Each message is reviewed by the first author to determine whether it satisfies the specified criteria for one or more of these feedback techniques. This labelling process is only concerned with the message content. We further discard 74 messages which were written in languages other than English.
To support this process and ensure labelling consistency, in an initial labelling stage we iteratively develop a codebook that is then used as a reference. This codebook includes a definition and example phrases for every code. To build it, we first label a random sample of 100 and then 500 messages, collecting example phrases for each code, and clarifying our definition statements when necessary. We repeat the process until we reach a saturation point where the definition statements and example phrases allow an unambiguous distinction between all codes across the samples. We then manually label each message in the full corpus, recording the presence or absence of each code. To increase confidence, a second rater labels a randomly sampled subset of 500 messages, after receiving one hour of training. We measure rater agreement with Cohen's Kappa for each individual code. Across the labelled codes, we find an agreement between 0.82 and 0.97 among raters, these Kappa scores fall within the range of almost perfect agreement [20] .
These codes will be discussed in turn. Three codes describe feedback that is focused on the task:
• Positive Performance Feedback (PPF). Phrases that express a positive assessment of the merit of the current contribution. Example phrases include: good job, great work, looks good, this is high quality, good interpretation of the imagery, nice mapping, etc.
• Negative Performance Feedback (NPF). Phrases that express a negative assessment of the merit of the current contribution, for example by highlighting omissions or mistakes. Example phrases include: doesn't look complete, missing, needs improvement, not done yet, not mapped, not very accurate, still not traced, untagged, needed squaring, etc.
• Corrective Feedback (CF). Phrases that provide procedural guidance about the contribution process, typically to improve future work. This can include explicit requests for specific acts, including detailed instructions, or references to external documentation. It can include implicit request for action, for example a negative merit assessment. It can also include invitations to consider a particular concern, clarify community expectations, or other means of fostering deeper understanding. Example phrases include: could you, can you correct, don't use, double check that, read the instructions, learn how to, look for, make sure, please complete, missing, untagged, please do not, please trace, should be drawn, etc.
During early iterations, we further observed a significant number of instances where validators accepted contributions which contained errors or were otherwise incomplete. Instead of rejecting them, they corrected the mistakes themselves, marked the task as 'accepted', and attached a message where they summarised their refinements. This can be seen as an example of a task-contingent reward [6] , in an attempt to avoid rejecting a newcomer's early work. We introduced an additional code for such cases to assess their impact:
• Generous Acceptance (GA). Tasks that have been marked as accepted, but where the validator message includes either CF or NPF. A correlation analysis confirmed that GA places additional burden on the validator: newcomers whose validation messages is labelled with GA had a larger share of their contributions removed by a validator (Spearman correlation coefficient ρ S = 0.32, p < 0.001). In comparison, "strict" acceptance without CF or NPF also incurred such deletions, but to a lesser degree (ρ S = 0.10, p < 0.001).
Finally, we include verbal rewards as a feedback category that is more broadly focused on the contributor, and which can help strengthen self-efficacy in early learners. For the purpose of this study, we consider verbal rewards to be any feedback that shows appreciation and encouragement, including PPF:
• Verbal Rewards (VR). Phrases that express positive assessment of merit, gratitude, or encouragement. This includes any instance of PPF. Further example phrases include: thank you, thank you for mapping, thanks for your contribution, keep mapping, keep up the good work, please don't hesitate, please keep mapping, etc. Figure 1 shows a frequency distribution of all feedback techniques for the full message corpus. The distributions show that most messages are corrective: CF and NPF are the most widely used feedback types, they are included in approximately 80% of all messages. NPF almost always is used as part of a correction (i.e., along with CF), rather than merely by itself. This suggests an overall constructive tone of the peer feedback. GA is the least widely used technique, at 28%. Only 4% of messages include none of the feedback techniques and remain unlabelled, many of these are instances where submitters accidentally marked a task as completed.
Newcomer Retention
Newcomer retention is measured by means of a survival analysis, capturing activity during an observation period of 45 days. We record the relative date of the last observed contribution as feature last_day, measured in days since the initial contribution. We confirm death events (censure) by ensuring that there is no activity within the next 45 days after this initial observation period, this is recorded as binary feature has_died.
We fit a Kaplan Meier survival model to establish base survival rates, these provide a basic expectation of overall newcomer retention. The resulting survival plot is shown in Figure 2 . The base expectation of survival is low: only 14% of newcomers are projected to still be active 10 days after their initial contribution, 9% after 20 days, and 6% after 30 days. The 95% confidence interval for this model is within ±3% throughout the observed period, suggesting a high model fit. In other words, the base expectation is that newcomers will not be retained, regardless of any intervention they may experience. 
Contextual Factors
While we primarily seek to observe the impact of validation feedback, we need to account for any other factors that are likely to influence newcomer retention in a significant manner. This includes contributor-specific factors such as intrinsic motivation, but also any project-specific factors which may have an effect on subsequent retention. Much prior work on online communities has shown that intrinsic motivation and commitment to goals is a strong predictor of future engagement [19] . We cannot easily capture contributor motivation at large scale, however we can estimate it based on initial contribution behaviour. To this purpose we measure the initial effort as initial_hours, the number of hours for which each newcomer contributes to HOT during their first 24 hours of activity. A correlation analysis confirms that this measure is highly correlated with the subsequent survival period last_day (Spearman correlation coefficient ρ S = 0.50, p < 0.001). This makes it a suitable proxy measure for intrinsic motivation. We further determine hiдh_initial_hours, a binary indicator to identify newcomers whose initial effort was above the median of 74 minutes.
Prior work has shown that urgent disaster-related HOT campaigns can be significant recruiting events, but tend to have lower average retention rates than other more sustained campaigns [12] . To account for this, we include a final control variable disaster _campaiдn to capture whether a newcomer's first HOT contributions were during such a campaign.
Analysis
We regard validation feedback as an intervention that may have an effect on newcomer retention, and seek to determine under which circumstances the intervention becomes effective.
A Cox proportional hazards model is used to explain the survival rates we observed, based on a set of features and control variables. This is comparable to a regression analysis, but specifically intended to model participant survival. In the context of this study, the term 'hazard' is a synonym for the risk of abandoning HOT participation. A hazards model yields a rate of risk for each covariate, denoting the relative increase in hazard per unit increment. The model fit for such a model is described by its concordance, where 0.5 is equivalent to the performance of a random predictor, and 1.0 denotes perfect prediction accuracy. We further compute 95% confidence intervals for all covariates. In cases when an effect cannot be found, we employ a power calculation method proposed by [14] to determine whether our models have sufficient statistical power to identify an effect. A Cox model relies on two basic assumptions: first, that all covariates are multiplicatively related to the hazard, capturing an effect relative to an initial baseline hazard. Second, that all observed effects are time invariant: all covariates are constant throughout the observation period. In the present study, this assumption can be justified based on a conceptual observation: we seek to model the impact of a specific intervention at the start of the observation period. We derive a feature vector per first-time contributor using the available features and control variables. Table 1 shows the full feature vector per newcomer which is used for our analysis; different subsets of these features are used to test specific effects. All models include the covariate disaster _campaiдn to control for project-specific factors, and join_day and initial_hours to control for engagement factors related to the contributor. These variables have been discussed in previous sections. This basic model has a condition index of 2.5, indicating low multicollinearity, and a concordance of 0.68. A 10-fold cross-validation shows that the model is stable when presented with different subsets of the data: the median concordance across iterations is 0.68, with a low standard deviation of 0.02.
To set a basic expectation of potential outcomes, the Q-Q plots in Figure 3 visually compare the survival distributions associated with different message classes. These figures show that acceptance of a task, generous acceptance, and verbal rwards are associated with longer survival periods, while the remaining features are not clearly associated with a single outcome. These are mere associations, hazard models in later sections will confirm whether they indicate real relationships. 
Limitations
Although we make an effort to reduce the chance of confounding effects, this observational study can only reveal associative rather than causal relationships. We are further limited to an assessment of existing practices, rather than an exhaustive assessment of all possible practices. Our study is specifically focused on contributor engagement, and an analysis of the impact on task performance is out of scope, including an assessment of the impact on future contribution quality. Analyses of such effects are presented with methodological challenges which exceed the scope of the present study. In particular, it is not evident how contribution quality can easily be measured at the scale of this study. A fundamental challenge is the absence of a reliable ground truth: by definition, the maps produced by HOT are the first of their kind, and there typically are no other maps to compare against. As a consequence, the few early studies of HOT data quality either rely on specific contextual knowledge of particular geographies, or they assess quality by reproducing the volunteer work with other means, both of which limits their scale [13, 34] .
Due to a limitation in the setting, we are not able to determine whether certain messages would reactivate contributors who have previously been inactive. This is because messages sent during the validation process do not result in an email notification, instead they are displayed prominently on the Tasking Manager the next time a contributor logs in. In the current form, HOT messaging requires contributors to actively log in in order to receive a new message. As a consequence, we can only assess the impact of validation messages on contributors who return at least once. Table 2 . Proportional hazards model for the effect of task acceptance on newcomer retention, when compared to task rejection.
FINDINGS 5.1 RQ1. Validation Verdict
In order to assess the engagement impact of the validation verdict, we build multiple Cox hazard models to compare the effects of three different validation verdicts: acceptance, generous acceptance, and rejection. An initial hazard model compares the impact of acceptance and rejection outcomes across the full study population. The feature vector includes all control variables, and accepted as a predictor.
The impact of GA is tested with two separate models. GA is first compared with 'strict' acceptance, these are instances where the validation message did not include instances of NPF or CF. This test is computed across those in the study population whose contributions have been accepted, and GA is used as the predictor. A second test compares GA with rejection, here the test is computed across those who have received a GA or rejection verdict, and GA is the predictor.
For each of these three basic models, we further derive three variants: the full model, and versions of the model that only include high-effort or only low-effort contributors, as determined by hiдh_initial_hours. This allows us to identify effects that are dependent on intrinsic contributor motivation, as expressed by their initial contribution effort.
We find that none of the models show an effect associated with the respective predictor. Power analysis suggests that we may simply not have sufficient data to establish an effect: in each model, the statistical power of the feature of interest is below 0.2 (p<0.05). Instead, the strongest effects involve contributor-related factors: in all models, the control variable initial_hours is significant. In some models, the control variable disaster _campaiдn is significant, indicating engagement effects relating to contributor recruitment. Table 2 shows an example of such an outcome, in this case for a model comparing acceptance and rejection, with a concordance of 0.679. In this model, the intervention covariate accepted is not found to be significant. This covariate only has a statistical power of 0.14 (p<0.05), which suggests there is insufficient evidence available to identify a significant effect.
In other words, we find no evidence that the task verdict has an impact on newcomer retention. In particular, we find no evidence that rejection of work harms retention, or that task-contingent rewards through GA improve retention.
RQ2. Validation Message
To assess the impact of the validation message, we determine the engagement effect of each feedback type. We build a separate model for each PPF, NPF, CF, and VR, using the respective feedback type as a predictor. To identify interactions for sub-populations, we further build variants of these models to only include those who have been accepted, those who have been rejected, and those who showed high or low initial effort. We find a significant effect for VR, at a concordance of 0.644. The full model is shown in Table 3 . According to this model, for newcomers whose initial contribution effort is below the median, VR reduces the hazard rate to 78%. In other words, among contributors who contributed for less than 75 minutes on the first day, those who received a message with a verbal reward were more likely to remain active in HOT. Compared to the baseline, their likelihood to stop contributing drops to 78%. The 95% confidence interval for this feature provides further support for the presence of an effect (lower threshold at 62.4% hazard rate, upper threshold at 97.6% hazard rate).
For models involving PPF, NPF, and CF, the predictors are not significant. In all other cases, power analysis for the feature of interest never exceeds 0.3 (p<0.05), suggesting a lack of sufficient evidence to identify a significant effect.
Models for pairwise combinations of all features are similarly inconclusive, with two exceptions: for newcomers whose initial contribution effort is below the median, the pairwise combinations of VR/CF and VR/NPF both reduced the hazard rate to 77% and 76%, respectively (p<0.05, both at concordance 0.646). They can be regarded as more specific extensions of the previously observed effect involving VR.
RQ3. Timing
To assess the impact of feedback timing, we first test whether early feedback was associated with improved retention. Across the validation messages analysed for the study, feedback was sent relatively quickly. 40% of messages were sent within 12 hours after task submission, the median was at 28 hours. The 25% slowest validation responses were sent a week or more after submission.
A hazards model for early feedback is shown in Table 4 . It includes low_delay as a predictor, this feature denotes whether a newcomer received their first feedback within 28 hours after submitting. The model shows that early feedback matters: it yields a reduction of the hazard rate to 79%, at a model concordance of 0.672. The 95% confidence interval for this feature further supports this (lower threshold at 69.9%, upper threshold at 88.3%).
A separate model for delay as predictor showed that each additional day of delay incurs a proportional hazard increase of 1.4% (with a 95% confidence interval of 0.7% to 2.1%).
DISCUSSION
Across all models we computed, the most consistently predictive factor for high contributor retention was a contributor's initial contribution effort, as measured by initial_hours. The second-most frequent predictive factor was disaster _campaiдn, controlling for the particular recruitment effects during event-centric disaster campaigns which can yield lower average newcomer retention [12] . Both support the general expectation in the literature that intrinsic motivation is one of the strongest predictors for future participation [6, 9, 11, 28] . Two further aspects related to peer feedback were found to have a powerful effect on newcomer retention: the use of verbal rewards in validation messages, and feedback that was sent without much delay.
Verbal rewards lead to a significant increase in retention (a reduction in hazard rate to 80%) among newcomers who had contributed for less than the median 75 minutes during their first day, possibly indicating low intrinsic motivation or self efficacy. The finding suggests that verbal rewards may increase self-efficacy, which may in turn increase retention. In comparison, newcomers who already start with a high degree of self-efficacy may not require such affective-supportive feedback to remain engaged.
The literature offers a range of possible interpretations for this outcome: the importance of fostering a belief that participation is possible and will be welcomed [4] , the importance of positive affective feedback such as socio-emotional support [21] , and the importance of positive interactions as a baseline behaviour instead of harmful silence [7] , all suggesting that the social affirmation of positive feedback may be an important prerequisite for future participation. The process of contributing to HOT can be considered a depersonalised form of interaction: it is often focused on the task, rather than the learner. In the absence of other prominent social cues, small phrases of support may have a large effect.
This interpretation is further supported by the second significant effect, the importance of early feedback. Peer feedback that is sent a week after a contribution is significantly less likely to still have a motivational impact. In comparison, feedback that is sent within 28 hours or less yielded a reduction of the hazard rate to 78%. Any additional day of delay increased the hazard rate. These findings suggest that the absence of any feedback message likely also increases hazard, supporting a prior observation that contributors who receive no feedback are more likely to leave [7] . However, this does not necessarily mean that delayed feedback cannot also be effective. Rather, this is in part a limitation in the setting: in the current form, HOT messaging requires contributors to actively log in in order to receive a new message. It is feasible that delayed feedback can still be effective when it is coupled with an email notification mechanism, so that contributors receive feedback messages even after they have stopped actively contributing.
In contrast to prior studies involving public feedback, we could not confirm that negative feedback has a negative impact on retention. This includes both the rejection of contributions, and the use of negative performance feedback. These forms of negative feedback in HOT are comparatively mild compared to other platforms: for example they do not necessarily result in a discarding of all contributions. Furthermore, because the feedback is private, it does not incur a risk of reputational damage or other social feedback effects.
We can confirm that task-contingent rewards do not improve future engagement, which confirms prior expectations in the motivational literature [6, 16] . These were issued by some validators in the form of generous acceptance. Additionally, task acceptance in itself appears to have no effect. We further cannot confirm an engagement effect for corrective feedback, possibly because such feedback is targeted at task performance rather than contributor motivation. However, the evidence basis for these tests is low, which suggests we may simply not have sufficient data to establish an effect. In this respect, it should be highlighted that an initial survival analysis of all participants established the base expectation that newcomers will not be retained, regardless of any intervention. It is further worth pointing out that we encountered a highly imbalanced distribution for certain kinds of feedback: both NPF and CF are used in the vast majority of messages (>80%), suggesting there may not be sufficient counter-examples to capture their effect.
These findings also raise the question whether we successfully captured the most important contributing factors. Our model captures existing theory of the effects of peer feedback well, which is reflected in our detailed labelling process. However, many factors relating to the more general concern of participant retention are not included, in large part because they are unobservable to us. For example, we cannot currently capture prior familiarity with mapping practice outside of OSM, nor the extent to which participants experience peer interactions outside of the observed setting, be it online or in person.
Implications
We believe that our findings are relevant for a wide range of social knowledge sharing platforms. HOT participation as observed here is open to a lay audience, and the observed feedback effects are independent of the specific mechanics of the HOT contribution workflow. Further, our study places a focus on a transferrable concern: the extent to which private peer interactions can help foster sustained newcomer engagement.
Based on our findings, we recommend that system designers consider the role of peer feedback beyond quality assurance: verbal rewards in peer feedback can have important effects on newcomer retention. To better support such effects, system designers need to distinguish between two separate concerns: on one hand, assessing contribution quality, which is a concern of global task coordination; on the other, guiding newcomers in early skills development, which is a concern of community capacity-building and newcomer training.
Many online platforms conflate these two concepts, so that a single mechanism is responsible for both quality assurance and learner feedback, for example in the form of peer ratings and commenting systems. While the resulting public recognition may be motivating to some, a wide range of studies has shown that negative feedback in such public settings can be demotivating [7, 10, 15, 23, 29, 30, 32, 35, 36] . Our findings demonstrate that private peer feedback is an alternative design option to effectively support community capacity-building while avoiding this particular risk of newcomer discouragement.
In the specific case of HOT, we find that current validation workflows conflate these two concerns, which in turn affects the tone of validation feedback. In the current form, more HOT validation messages include negative performance feedback than verbal rewards, suggesting that validators focus on regulating contribution quality, and that they may not be aware of the motivational impact of their feedback. To address this, we recommend that improved validation interfaces should regard quality control and learner feedback as separate concerns. Organisers may further seek to provide guidance on how best to articulate impactful feedback. For example, they could emphasise that the specific wording of a feedback message matters, and that the recipient of a validation message may appreciate encouragement by a peer. Furthermore, we see potential to introduce further workflows to accompany mappers throughout their early experiences, and to help identify contributors who might benefit from early feedback, ensuring that newcomers have access to peer contact and mentoring.
Based on the available evidence, we have not found an engagement effect related to generous task acceptance. This validation strategy may be beneficial when timely completion of a project is of importance, however it places a burden on validators to finish the mapping work themselves. In comparison, other strategies may be similarly acceptable when timely completion is not a concern, including the rejection of low-quality contributions when accompanied with a supportive message. This is an area that warrants further research and experimentation.
From a theoretical perspective, we see opportunities for further research in this novel setting. Our findings suggest that private peer feedback on HOT may not suffer from the negative social feedback loops observed on platforms where peer feedback is publicly negotiated. For example, HOT contributors may be less concerned about building a public reputation. However the full implications of this difference are not yet evident, and warrant further research.
CONCLUSION
Contributing to HOT can be considered a depersonalised form of interaction: it is often focused on the task, rather than the learner. In light of this, it is not surprising to find that the social affirmation of peer feedback can be an important factor in future participation. In the absence of other prominent social cues, small phrases of support can have a large effect. Through this study, we find evidence that verbal rewards and a timely response can significantly improve newcomer retention. On the other hand, we cannot find evidence that feedback related to task performance has an effect on newcomer retention. In particular, we do not find that negative feedback harms retention, as is found on platforms where feedback is publicly negotiated, and where negative feedback can harm one's reputation.
As a consequence of these findings, we propose that public and private peer feedback can be considered complementary mechanisms which can foster different kinds of outcomes. Better understanding of such effects can support the design of improved feedback mechanisms, for example by avoiding negative social feedback loops where they may be harmful to newcomer retention.
Future Work
There is much scope to further identify specific effects associated with private peer feedback on social knowledge sharing platforms, and relate them to the more well-known effects of public peer feedback. To complement the findings to date, further research may seek to identify the role of social messaging in peer feedback, in particular the use of personal and impersonal language. In addition, the role of the peer reviewer deserves closer scrutiny. What is the effect of reviewer experience level, feedback style, or their standing in the community? For example, do more experienced contributors write different reviews than one-off or first-time reviewers? Does this have an impact on the motivation of the reviewed? There is further research potential to assess the impact of peer feedback on task performance, including contribution quality. What kind of peer feedback is most beneficial for future task performance? There is further scope to observe the longerterm development of those that remain active. Are participants receptive to different feedback throughout their learning trajectory? For example, are newcomers more receptive to being taught by unknown peers, compared to more experienced participants? Finally, there are opportunities to study the extent to which peer feedback supports newcomer socialisation. Is early messaging an effective means of propagating social norms, for example by encouraging polite and constructive exchange? Do norms that are acquired in this manner propagate to future contributor generations, as newcomers become experts and review the contributions of others?
