We study the dynamical stability of pulse coupled networks of leaky integrateand-fire neurons against infinitesimal and finite perturbations. In particular, we compare current versus fluctuations driven networks, the former (latter) is realized by considering purely excitatory (inhibitory) sparse neural circuits. In the excitatory case the instabilities of the system can be completely captured by 
Introduction
It is known that cortical neurons in vivo present a high discharge variability, even if stimulated by current injection, in comparison with neurons in vitro [1, 2] . In particular, these differences are peculiar of pyramidal neurons, while inter-neurons reveal a high neuronal firing variability in both settings [3] . This variability is usually measured in terms of the coefficient of variation CV of the single neuron inter-spike interval (ISI), defined as the normalized standard deviation of the ISI, i.e, CV = ST D(ISI)/ ISI [4] . For cortical pyramidal neurons CV ≃ 1.0 in vivo [1] and CV < 0.3 in vitro [2] , while for cortical inter-neurons CV ≃ 1.0 − 1.2 [3] in both settings. The variability of the spike emissions in vivo resembles a stochastic (Poissonian) process (where CV = 1), however the neural dynamics features cannot be accounted by simple stochastic models [1] . These phenomena can be instead modelized by considering a deterministically balanced network, where inhibitory and excitatory activity on average compensate one another [5, 6, 7, 8] . Despite the many papers devoted in the last two decades to this subject, is still unclear which is the dynamical phenomenon responsible for the observed irregular dynamics [9, 10, 11, 12] .
A few authors pointed out the possibility that Stable Chaos [13] could be intimately related to the dynamical behavior of balanced states [14, 15, 16, 17, 18, 19] . Stable Chaos is a dynamical regime characterized by linear stability (i.e. the maximal Lyapunov exponent is negative), yet displaying an erratic behavior over time scales diverging exponentially with the system size. Stable Chaos has been discovered in arrays of diffusively coupled discontinuous maps [20] and later observed also in inhibitory neural networks [14] . This phenomenon is due to the prevalence of nonlinear instabilities over the linear (stable) evolution of the system. This leads in diffusively coupled systems to propagation of information (driven by nonlinear effects) and in diluted inhibitory networks to abrupt changes in the firing order of the neurons [13] .
Clear evidences of Stable Chaos have been reported in inhibitory δ-coupled networks by considering conductance based models [14] as well as current based models with time delay [15, 16, 17, 18] . In particular, these analysis focused on the characterization of the time needed for the transient irregular dynamics to relax to the final stable state, the authors convincingly show that these transients diverge exponentially with the system size, a key feature of Stable Chaos.
Furthermore, in [16, 17] it has been shown that, by considering time extended post-synaptic pulses leads to a transition from stable to regular chaos, where fluctuation driven dynamics is apparently maintained [17] .
In this paper, we would like to compare the dynamics of a balanced network, whose dynamics is driven by fluctuations in the synaptic inputs, with neural networks composed of tonically firing neurons. Similar comparisons have been performed in several previous studies [21, 22] , however here we would like to focus on the role of nonlinear instabilities and in particular on indicators capable to measure finite amplitude instabilities in such networks. The effect of finite perturbations is relevant from the point of view of neuroscience, where the analysis is usually performed at the level of spike trains, and a minimal perturbation corresponds to the removal or addition of a spike. This kind of perturbations can produce a detectable modification of the firing rate in vivo in the rat barrel cortex [23] . This has been reported as the first experimental demonstration of the sensitivity of an intact network to perturbations in vivo, or equivalently of an erratic behavior in neural circuits. It is however unclear if this sensitivity should be associated to linear or nonlinear effects. In particular the authors in [23] considered a network composed of excitatory and inhibitory neurons, where an extra spike in the excitatory network is soon compensated by an extra spike in the inhibitory network, indicating a sort of balance in the activity of the studied neural circuit. The ability of a perturbed balanced network to restore rapidly the steady firing rate has been discussed also in [19] for a minimal model. Furthermore, Zillmer et al. [16] have shown that a finite perturbation in a stable regime can cause a divergence of the trajectories. These further studies, together with the fact that the addition of an extra spike is clearly a finite perturbation from the point of view of dynamical systems, suggest that the results reported in [23] can represent an experimental verification of Stable Chaos.
Even though all these findings are congruent with the nature of Stable Chaos [13] , a careful characterization of this regime in neural networks in terms of finite amplitude indicators is still lacking. The only previous study examining this aspect in some details concerns a purely inhibitory recurrent Leaky Integrateand-Fire (LIF) neural network with an external excitatory drive, which can sustain balanced activity [19] . Starting from this analysis, which was limited to δ-pulses, we have considered an extension the model to finite width pulses.
Furthermore, we have characterized the linearized evolution via usual Lyapunov exponents and the nonlinear effects in terms of the response of the system to finite perturbations. This analysis has been performed by employing previously introduced indicators, like Finite Size Lyapunov Exponents (FSLEs) [24] or the probability that a finite perturbation can be (exponentially) expanded [19] , and new indicators capable to capture nonlinear instabilities.
The paper is organized as follows: Section 2 is devoted to the introduction of the neural network model used through this paper, together with the indicators able to characterize linear and nonlinear instabilities. Section 3 presents a comparative study of the linear and nonlinear stability analysis with emphasis on the influence of the pulse-width and of the size of the network on the dynamical behavior. Finally, in Sect. 4 we discuss our results with respect to the existing literature and we report possible future developments of our research.
Model and methods
We will consider a network of N Leaky Integrate-and-Fire (LIF) neurons, where the membrane potential v i of the i-th neuron evolves aṡ
where a > 1 is the supra-threshold neuronal excitability, and I i represents the synaptic current due to the pre-synaptic neurons projecting on the neuron i.
Whenever a cell reaches the threshold value v th = 1 a pulse is emitted instantaneously towards all the post-synaptic neurons, and its potential is reset to v r = 0. The synaptic current I i (t) = gE i is the superposition of the presynaptic pulses s(t) received by the neuron i with synaptic strength g, therefore the expression of the field E i reads as
Where the sum extends to all the spikes emitted in the past in the network, Θ(t − t n ) is the Heaviside function and the parameter γ controls the scaling of the normalization factor with the number K of pre-synaptic neurons. Proper normalization ensures homeostatic synaptic inputs [25, 26] . The elements of the N × N connectivity matrix C ij are one (zero) in presence (absence) of a connection from the pre-synaptic j-th neuron to the post-synaptic i-th one. In this paper we limit our analysis to random sparse networks, where each neuron receives exactly K pre-synaptic connections and this number remains fixed for any system size N . The model appearing in Eqs. (1) and (2) is adimensional, the transformation to physical units is discussed in Appendix I.
By following [5] , we assume that the pulses are α-functions, s(t) = α 2 t exp(−αt), in this case the dynamical evolution of the fields E i (t) is ruled by the following second order differential equation (ODE):
which can be conveniently rewritten as two first ODEs, aṡ
by introducing the auxiliary field P i =Ė i − αE.
The equations (1) and (4) can be exactly integrated from the time t = t n , just after the deliver of the n-th pulse, to time t = t n+1 corresponding to the emission of the (n + 1)-th spike, thus obtaining an event driven map [27, 28] which reads as
where τ (n) = t n+1 − t n is the inter-spike interval associated to two successive neuronal firing in the network, which can be determined by solving the transcendental equation
here m identifies the neuron which will fire at time t n+1 by reaching the threshold value v m (n + 1) = 1.
The explicit expression for H i (n) appearing in equations (5c) and (6) is
The model is now rewritten as a discrete-time map with 3N − 1 degrees of freedom, since one degree of freedom, v m (n + 1) = 1, is lost due to the event driven procedure, which corresponds to perform a Poincaré section any time a neuron fires.
Our analysis will be devoted to the study of sparse networks, by considering a constant number K of afferent synapses for each neuron, namely K = 20.
Therefore, the normalization factor K γ appearing in the definition of the pulse amplitude is somehow irrelevant, since here we limit to study a specific value of the in-degree connectivity, without varying K. However, to compare with previous studies, we set γ = 1 for purely excitatory neurons, where g > 0, similarly to what done in [29, 30] , and γ = 1/2 for purely inhibitory networks, where g < 0,
following the normalization employed in [15, 17, 31, 19] . The reasons for these different scalings rely on the fact that in the excitatory case, the dynamics of the system are current driven (i.e. all neurons are tonically firing even in absence of coupling, being supra-threshold), therefore the synaptic input should be normalized with the number of afferent neurons to maintain an average homeostatic synaptic input [25, 26] . The situation is different in presence of inhibitory coupling, here the supra-threshold excitability of the single neuron can be balanced by the inhibitory synaptic currents, thus maintaining the neurons in proximity of the firing threshold. In this case, the network dynamics is fluctuation driven,
because the fluctuations in the synaptic inputs are responsible of the neuronal firing. In order to keep the amplitude of the fluctuations of the synaptic current constant, the normalization is now assumed proportional to the square root of the number of the synaptic inputs [11] . In the present analysis we have tuned the model parameters in order to be in a fluctuation driven regime whenever the inhibitory coupling is considered. In particular, we will study, not only the dependence of the dynamics on the pulse shape, but also on the system size, by maintaining a constant number of incoming connections K. However, we will not assume that the excitatory external drive (in our case represented by the neuronal excitability a) will diverge proportionally to √ K, as done in [32, 19] , since we are not interested in the emergence of a self-tuned balanced state in the limit K → ∞, for 1 << K << N [32, 19] .
Linear Stability Analysis
To perform the linear stability analysis of the system, we follow the evolution of an infinitesimal perturbation in the tangent space, through the following set of equations obtained from the linearization of the event driven map (5a,5b,5c)
The boundary condition δv m (n + 1) ≡ 0 is a consequence of the event driven evolution. The expression of δτ (n) can be computed by differentiating (6) and
where
In this paper, we will limit to measure the maximal Lyapunov exponent λ to characterize the linear stability of the studied models. This is defined as the the average growth rate of the infinitesimal perturbation
through the equation
where δ 0 is the initial perturbation at time zero. The evolution of the perturbation δ(t) has been followed by performing at regular time intervals the rescaling of its amplitude to avoid numerical artifacts, as detailed in [33] . Furthermore, since our system is time continuous one would expect to have always a zero Lyapunov exponent, which in fact is the maximal Lyapunov if the system is not chaotic. However, this does not apply to the event driven map because the evolution is based on a discrete time dynamics, where the motion along the orbit between two successive spikes is no more present due to the performed Poincaré section.
Finite Size Stability Analysis
Besides the characterization of the stability of infinitesimal perturbations, we are also interested in analyzing how a perturbation grows according to its amplitude. To perform this task several indicators have been introduced in the last years, ranging from Finite Size Lyapunov Exponents (FSLE) [24, 34, 35, 36] to the propagation velocity of finite perturbations [37] . FSLEs have been mainly employed to charaterize Stable Chaos in spatially extended systems [13] and
Collective Chaos in globally coupled systems [38, 39, 40] .
We have performed several tests by employing the usual FSLE definition [36] . In particular FSLE can be defined by considering an unperturbed tra-
, obtained by randomly perturbing all the coordinates (both the fields E and P as well as the membrane potentials) of the generic configuration x on the attractor. Then we follow the two trajectories in time by measuring their distance ∆(t) = x(t) − x ′ (t) , by employing the absolute value norm. Whenever ∆(t k ) crosses (for the first time) a series of exponentially spaced thresholds θ k , where θ k = rθ k−1 , the crossing times t k are registered. By averaging the time separation between consecutive crossings over different pairs of trajectories, one obtains the FSLE [36, 24] 
; where
For small enough thresholds, one recovers the usual maximal Lyapunov exponent, while for large amplitudes, FSLE saturates to zero, since a perturbation cannot be larger than the size of the accessible phase-space. In the intermediate range, λ F tells us how the growth of a perturbation is affected by nonlinearities. However, as a general remark, we have noticed that it is extremely difficult to get reliable results from the FSLE analysis, probably because the estimation of λ F relies on measurements based on single trajectory realizations, which presents huge fluctuations. In order to overcome this problem, the single trajectory should be smoothed before estimating the passage times from one threshold to the next one and we observed that the results strongly depend on the adopted smoothing procedure, in particular for the fluctuation driven case.
Therefore, in order to investigate the growth rate of finite amplitude perturbations we have decided to adopt different indicators rather than the FSLE. In particular, an estimation of finite size stability can be obtained by defining the following indicator
where the average · is performed over many different initial conditions. In the limit ∆(t) → 0 we expect to recover the maximal Lyapunov exponent λ. In order to ensure that the dynamics of the perturbed trajectory will also occur on the attractor associated to the studied dynamics, we have considered extremely The studied models present discontinuities of O (1) in the membrane potentials v i , due to the reset mechanisms, and of O(α 2 /K γ ) in the fields P i , due to the pulse arrival. In order to reveal, without any ambiguity, the presence of nonlinear instabilities at finite amplitudes, for the estimation of the FSLE and of the indicator D we mainly limit our analysis to the continuous fields {E i }.
In particular, to characterize the finite amplitude instabilities, we consider the following distance between the perturbed and unperturbed orbits
In some cases we have also analyzed the distance ∆ (v,E,P ) between all the variables associated to the unperturbed and perturbed state with a clear meaning of the adopted symbol.
Unfortunately, the indicator D(∆) as well as the FSLE cannot be employed in the case of stable chaos, when λ < 0, because in this case small perturbations are quickly damped and one cannot explore the effect of perturbation of growing amplitude by following the dynamics on the attractor. In this situation, one should employ different indicators, as done in [34, 41] for coupled map lattices.
In particular, we proceed as follow, we consider two orbits at an initial distance ∆ 0 and we follow them for a time interval T , then we measure the amplitude of the perturbation at the final time, namely ∆(T ). We rescale one of the two orbits to a distance ∆ 0 from the other one, keeping the direction of the perturbation unchanged, and we repeat the procedure several times and for several values of ∆ 0 . Then, we estimate the finite amplitude growth rate, as
where the angular brackets denote the average over a sufficiently large number of repetitions. To allow the perturbed orbit to relax on the attractor, we initially perform ≃ 10 3 rescalings, which are not included in the final average. However, also this procedure does not guarantee that the attractor is always reached, in particular for very large perturbations. Furthermore, the perturbed dynamics is no more constrained to evolve along the tangent space associated to the event driven map. As a matter of fact, whenever λ < 0 the indicator R T (∆ 0 ) converges to zero and not to the Lyapunov exponent associated to the discrete time map evolution.
Finally, following the analysis reported in [19] , we consider the probability P S (∆ 0 ) that a perturbation of amplitude ∆ 0 induces an exponential separation between the reference and perturbed trajectory. In particular, we perturb the reference orbit with an initial perturbation ∆ 0 and we follow the evolution of the trajectories for a time span T . Whenever ∆(T ) is larger than a certain threshold θ L this trial contributes to the number of expanding initial perturbations N S (∆ 0 ), otherwise is not counted. We repeat this procedure N T times for each perturbation of amplitude ∆ 0 , then P S (∆ 0 ) = N S (∆ 0 )/N T . For the two latter indicators, namely R T and P S , we have always employed the total distance ∆ (v,E,P ) , to confront our findings with the results reported in [19] .
Results
As already mentioned, we will compare a current driven excitatory network and a fluctuation driven inhibitory network. In particular, the excitatory network is studied in a regime where it presents a collective non trivial partial synchronization [42, 30] . This state is characterized by quasi-synchronous firing events, as revealed by the raster plot reported in the upper panel of Fig. 1(a) , and almost periodic oscillations of the effective current connectivity induces chaotic dynamics in the network, which persists even in the thermodynamic limit [30] . At variance with diluted networks, where the average connectivity scales proportionally to the system size (K ∝ N z , with 1 ≥ z > 0). In this latter case, in the limit N → ∞ the system will recover a regular evolution, similarly to fully coupled networks [28, 29] .
For the inhibitory network, we observe radically different dynamics, this because now I ef f (t) oscillates around one, therefore the neurons fire in a quite CV ≃ 0.7 − 1 (see Fig. 2(a) ). Narrower pulses (larger α values) are associated to somehow more regular dynamics and smaller ISI, however we have verified that the ISI and CV saturates to some finite value in the thermodynamic limit (as shown in Fig. 3 (a) and (b) ). This suggests that fluctuations will not vanish for N → ∞ and that the system will remain fluctuation driven even in such a limit. 
Lyapunov analysis
As previously shown, the fluctuation driven regime is observable for the inhibitory network for all the considered pulse widths. In this Subsection we would like to investigate whether such variability is related to a linear instability of infinitesimal perturbations (measured by the maximal Lyapunov exponent λ) or to other (nonlinear) instabilities present in the system. Let us start examining the Lyapunov exponent for such systems, as a first result we observe a strong dependence of λ on the pulse-width (see Fig. 4(a) ): the system is chaotic for wide pulses and becomes stable for sufficiently narrow ones. These results are in agreement with previously reported results in [16, 17] for an inhibitory net- work of LIF neurons with delayed synapses. In these papers the authors show that chaos can arise only for sufficiently broad pulses, conversely for δ-pulses the system is always stable. It is worth to notice that the critical α-value at which occurs the transition to chaos becomes larger as the system size increases, pointing to the question whether the stable regime still exists for finite pulses in the thermodynamic limit or if it is merely a finite size property [17] . Extensive simulations for sizes of the network up to N = 10, 000 have shown that the stable regime is present even for such a large size (see Fig.4(b) ). Furthermore, we have found an empirical scaling law describing the increase of λ with N , i.e.
where λ ∞ denotes the asymptotic value in the thermodynamic limit and η is the scaling exponent. For the two representative cases here studied, the exponent was quite similar, namely η ≃ 0.24 (η ≃ 0.22) for α = 3 (α = 5), thus suggesting an universal scaling law for this model when fluctuation driven, with an exponent η = 1/4. This exponent is different from the one measured for the current driven case, in such situation for sparse connectivity λ converged to its asymptotic value as 1/N [30] . An exponent η = 1 has been previously measured for coupled map lattices exhibiting spatio-temporal chaos and the-oretically justified in the framework of the Kardar-Parisi-Zhang equation [43] .
The scalings we are reporting in this paper are associated to random networks, therefore they demand for a new theoretical analysis. Furthermore, the asymptotic values λ ∞ = 0.335(1) (λ ∞ = −0.034(1)) indicate that a critical threshold separating stable from chaotic dynamics persists in the thermodynamic limit. 
Finite size perturbation analysis
Stable chaos in spatially extended systems is due to the propagation of finite amplitude perturbations, while infinitesimal ones are damped. In inhibitory neural networks, the origin of Stable Chaos has been ascribed to abrupt changes in the firing order of neurons induced by a discontinuity in the dynamical law, while infinitesimal perturbations leave the order unchanged [14, 13, 17] . In particular, by examining a conductance based model, in [13] it has been shown that a spike was able to induce a finite perturbation in the evolution of two (not-symmetrically) connected neurons, given that the inhibitory effect of a spike was related to the actual value of the membrane potential of the receiving neuron. Therefore two ingredients are needed to observe Stable Chaos in neural models, a non symmetric coupling among neurons, together with the fact that the amplitude of transmitted pulses should depend on the neuron state. These requirements are fulfilled also in the present model, despite being current based, since any current based model can be easily transformed in a conductance based one via a nonlinear transformation [5, 44] . However, the problem is to quantify this effect in terms of some indicator, similarly to what done in spatially extended systems, where Stable Chaos has been characterized in terms of the FSLE and of the velocity of propagation of information [37, 41] . Fig. 1 , apart that for the inhibitory case the inverse of the pulse width is set to α = 3.
As a first indicator we consider the FSLE, associated to the norm ∆ (E) , the corresponding results are reported in Fig. 5 for the current and fluctuation driven cases. In the former case the FSLE is never larger than the usual Lyapunov exponent λ, with which it coincides over a wide range of perturbation amplitudes. In particular, λ F (∆ (E) ) < λ for small amplitudes, due to the fact that initially the perturbation needs a finite time to align along the maximal expanding direction. Furthermore, due to the folding mechanism, the perturbation is contracted also for large perturbations of the order of the attractor system size. In summary, for current driven dynamics only the instability associated to infinitesimal perturbation is present, as reported also in [40] . The estimation of the FSLE, as already mentioned, suffers of several numerical problems in these systems. Therefore we decided to consider the indicator D(∆ (E) (t)), for simplicity denoted as D (E) , which is less affected by the single orbit fluctuations, since its estimation is based on the time derivative of the averaged distance log ∆(t) . In Fig. 6 we report log ∆ (E) (t) and D corresponding λ at all scales, apart the final saturation effect (see Fig. 8(a) ).
Notice that λ, for these system sizes, strongly depends on N (as shown in [30] ), the saturation at the asymptotic value is expected to occur for N > 5000.
For the fluctuation driven set-up, a peak (larger than λ) is always present in D (E) at finite amplitudes (see Fig. 8(b) ). The peak broadens for increasing N extending to larger amplitudes and also its height increases. The presence of more neurons in the network renders stronger the finite amplitude effects, while nonlinear instabilities are present at larger and larger perturbation amplitudes.
So far we have considered only chaotic regimes, both in the fluctuation driven and in the current driven case. However, even in linearly stable cases the dynamics can be erratic, as shown in Fig. 1 for the fluctuation driven case corresponding to α = 5 for which the maximal Lyapunov is negative at any system size (see Fig. 4 (b) ). This kind of erratic behavior, known as Stable Chaos [13] , is one the most striking examples of dynamics driven by nonlinear effects, since the linear instabilities are asymptotically damped. In this situation neither the FSLE nor the indicator D(∆) can be measured. The reason is that, in order to ensure that the dynamics will take place on the associated attractor, finite amplitude perturbations are reached only by starting from very small initial perturbations, which in this case are damped. Therefore, we should employ different indicators, namely the finite amplitude growth rate R T (∆ 0 ) and the probability P S (∆ 0 ).
As shown in Fig. 9(a T reveals a logarithmic increase with N . Thus suggesting that this indicator will diverge to infinity in the thermodynamic limit, similarly to the results previously reported in [32, 19] . However, at variance with these latter studies, in the present context the connectivity remains finite even in the limit N → ∞.
The analysis of P S (∆ 0 ), reported in Fig. 9(b) , reveals that the curve can be well fitted as
analogously to what done in [19] . The parameter β can be considered as a critical amplitude, setting the scale over which nonlinear instabilities take place.
At variance with the results reported by Monteforte & Wolf in [19] , we observe a linear decrease with N of the critical amplitude β (see Fig. 10(b) ) and an exponent µ ≃ 2.3 − 2.5, depending on the employed system size. Instead,
Monteforte & Wolf reported a scaling β ∝ 1/ √ N and an exponent µ = 1.
Furthermore, we have verified for various continuous α pulses, with α ∈ [4; 7] , that the measured exponent µ does not particularly depend on α. The model here studied differs for the shape of the post-synaptic currents from the one examined in [19] , where δ-pulses have been considered. In our opinion, these two latter indicators, R T and P S bear essentially the same information: they measure the propensity of a perturbation ∆ 0 to be amplified on a short time scale T . This is confirmed by the fact that (as shown in Fig. 10 ) the values of ∆ This argument explains as well the logarithmic increase of R M T with the system size. Furthermore, the decrease of ∆ M 0 and β with N seems to indicate that in the thermodynamic limit any perturbation, even infinitesimal, will be amplified. This is clearly in contradiction with the fact that the system is linearly stable and it appears to remain stable by increasing N (as shown in Fig. 4(b) ). In systems exhibiting Stable Chaos, it has been reported many times the fact that the thermodynamic limit and the infinite time limit do not commute [20] . For finite system size, at sufficiently large times (diverging exponentially with N ) a stable state is always recovered, while if the thermodynamic limit is taken before the infinite time one, the system will remain erratic at any time [13] .
In the present case, it seems that a different non commutativity between the thermodynamic limit and the limit of vanishingly small perturbations is present, similar conclusions have been inferred also in [19] . Therefore, we can apparently conclude that a fluctuation driven system, which is linearly stable, but presents nonlinear instabilities, will become unstable at any amplitude and time scales in the thermodynamic limit. However, one should be extremely careful in deriving any conclusion from these indicators, since they are not dynamical invariant and their values depend not only on the considered variables but also on the employed norm. Furthermore, in the present context there is an additional problem related to the meaningful definition of the norm in an infinite space, as that achieved in the thermodynamic limit.
To understand the limit of applicability of R T , we have examined this indicator also in the chaotic fluctuation driven case, namely for α = 3. Also in this case we observe that ∆ M 0 will vanish for diverging system size, but with a different scaling law, namely ∆ reported in Fig. 8(b) , for this latter indicator the position of the peak is not particularly affected by N . In particular, finite amplitude instabilities affect larger and larger scales, contrary to what seen for R T (see Fig. 9(a) ). The same behavior is observable for D (v,E,P ) , data not shown. These contradictory results point out the limits of indicators like R T and P S relying on dynamical evolutions not taking place on the attractor of the system. Finally, in order to study the effect of the pulse shape on the finite amplitude behavior as measured by R T , we proceeded to calculate this indicator for various α-values. As shown in Fig. 11 , for increasing α (corresponding to narrower peaks) the position of the maximum ∆ M 0 moves towards larger amplitudes. This effect can be explained by the fact that the maximal Lyapunov exponent decreases with α (as shown in Fig. 4(a) ) and therefore perturbations of bigger and bigger amplitudes are required to destabilize the system for vanishingly pulse width. Consistently also the parameter β associated to P S increases for increasing α-values, as shown in the inset of Fig. 10 (b) .
Discussion
We have investigated the dynamics and stability of current and fluctuation driven neural networks, the former (latter) have been realized as a purely excitatory (inhibitory) pulse coupled network of leaky integrate-and-fire (LIF) neurons with a sparse architecture. In particular, we considered random networks with a constant in-degree K = 20 for any examined size.
The excitatory network, despite being chaotic, reveals a low spiking variability. On the other hand, in the fluctuation driven case the variability is high for any considered pulse width and system size (CV ≃ 0.7 − 1.0). However, a different picture arises when studying the stability of infinitesimal perturbations: the system is chaotic for slow synapses and it becomes stable for sufficiently fast synaptic times (≤ 4 ms). Furthermore, a chaotic state for the inhibitory network is observable already at small connectivity K ∼ O(10 1 ) contradicting what reported in [16] , where the authors affirmed that a large connectivity is a prerequisite to observe chaotic motion in these models.
The maximal Lyapunov exponent λ tends towards an asymptotic value for increasing system sizes with a power-law scaling. The exponent η associated to this scaling is different in the current (fluctuation) driven case, in particular η ≃ 1 (η ≃ 1/4) [30] . In the fluctuation driven situation the exponent is the same in the chaotic and stable phases. The origin of the observed scaling demands for new theoretical analysis, similar to the one developed for spatio-temporal chaotic systems [43] .
Quite astonishingly even in the linearly stable regime an erratic evolution of the network is observable. A similar phenomenon has been already observed in several systems ranging from diffusively coupled chaotic maps to neural networks, and it has been identified as stable chaos [13] . In this context, finite amplitude perturbations are responsible for the erratic behavior observed in the system. In diffusively coupled systems this nonlinear instabilities has been characterized in terms of the propagation velocity of the information and of suitable Finite Size Lyapunov Exponents (FSLEs) [37, 41] . FSLEs have been previously employed in the context of fully coupled neural networks, where they revealed that the origin of the chaotic motion observed in two symmetrical coupled neural populations was due to collective chaos in the mean-field variables driving the single LIF neurons [28] . In the context of randomly coupled systems the concept of propagation velocity on a lattice looses his sense, while FSLEs reveal serious problems in their numerical implementation.
However, FSLEs clearly show also in our case that in the current driven case to linear and nonlinear information velocities for diffusively coupled systems [13] .
As a final point we have studied nonlinear instabilities in linearly stable systems emerging in fluctuation driven inhibitory networks for sufficiently narrow postsynaptic currents. For the characterization of these instabilities we have employed the average finite amplitude growth rate R T (∆ 0 ), measured after a finite time interval T , analogously to what what done in [34, 41] , and the probability P S (∆ 0 ) that an initial perturbation induces an exponential separation between the perturbed and the reference orbits, previoulsy introduced in [19] .
Both these indicators reveal the existence of instabilities associated to finite perturbations, in particular the characteristic amplitude scales associated to these indicators vanish in the thermodynamic limit as 1/N . Thus suggesting that instabilities in these systems can occur even for infinitesimal perturbations in clear contradiction with the fact that these systems are linearly stable at any system size, as revealed by the Lyapunov analysis. This contradiction has lead
Monteforte & Wolf to conjecture in [19] that the thermodynamic limit and the limit of of vanishingly small perturbations do not commute in these models.
Furtermore, we measure a logarithmic divergence with the system size of the peak height of R T (∆ 0 ), suggesting that in the thermodynamic limit the value of these indicator will become infinite, similarly to what found in the high connectivity limit for a binary neuronal model in the balanced state [32] and for LIF with δ-pulses in [19] . However, in our study the connectivity remains finite and small in the limit N → ∞. 
Appendix I
The LIF model is usually expressed in physical units as follows [45] τ m dV dt = −(V (t) − V 0 ) + R m I ext + τ mĝÊ (t) ,
where R m is the specific mebrane resistance, τ m the membrane time constant, and V 0 the resting potential. The transformation of the adimensional model (1) to (18) can be obtained by performing the following set of transformations
where V th is the firing threshold value. Notice thatα = α/τ m andÊ = E/τ m have the dimensionality of a frequency andĝ of a potential. Realistic values for the introduced parameters, are τ m = 20 ms, V 0 = −60 mV, V th = −50 mV [46] .
The postsynaptic current rise times 1/α employed in this article range from
