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a b s t r a c t
Ageneral framework formodeling and solving cyclic scheduling problems is presented. The
objective is to minimize the cycle time. The model covers different cyclic versions of the
job-shop problem found in the literature, robotic cell problems, the single hoist scheduling
problem and tool transportation between the machines.
It is shown that all these problems can be formulated as mixed integer linear programs
which have a common structure. Small instances are solved with CPLEX. For larger
instances tabu search procedures have been developed. The main ideas of these methods
are indicated.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
In this paper we present a general mixed integer linear programming framework for modeling cyclic scheduling
problems. We show that the model covers some cyclic versions of the job-shop problem such as the robotic cell problem,
the single hoist scheduling problem, and cyclic scheduling with tool transportation.
The basis for our framework is a general model to describe cyclic machine scheduling problems without blocking
proposed by [12]. Furthermore, Hanen shows that this problem can be described by a mixed integer formulation and
proposed a branch& bound procedure to solve cyclic job-shop-scheduling problems. In a cyclicmachine scheduling problem
we have:
• operations (tasks) i = 1, . . . , n,
• a set M = M1, . . . ,Mm of machines (processors). i must be processed without preemption on a dedicated machine M(i).
A machine can process only one operation at a time,
• each operation must be repeated infinitely often. 〈i; k〉 is the kth occurrence of i. A schedule is defined by the starting
times t(i; k). A schedule is called periodic with cycle time α if
t(i; k) = t(i; 0)+ αk for all i and k ∈ Z,
• generalized precedence constraints between 〈i; k〉 and 〈j; k+ Hij〉 given by
t(i; k)+ Lij ≤ t(j; k+ Hij)
where Lij can take any rational value and Hij can take any integer value.
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We have to find a periodic schedule with minimal cycle time satisfying all precedence and machine constraints.
In the following sections this model will be generalized by introducing blocking operations. Such a framework can be
used to model cyclic job-shop problems, and robotic cells.
We present mixed integer programming formulations for these general cyclic scheduling problems. These cyclic
scheduling problems are generalization of well-known non-cyclic scheduling problems (see e.g. job-shop problems with
blocking in [22] or job-shop problems with transportation robots in [16]). Furthermore, we review the main applications of
cyclic scheduling. For each application we present a small instance and a Gantt chart of a corresponding optimal solution
which has been calculated by applying CPLEX to the corresponding mixed integer program. We also indicate how larger
problems can be solved.
In [2] a tabu search method for the same model is developed. The basis for the tabu search is the basic cyclic scheduling
problem (BCSP) which has been studied by many different scientists (see e.g. [26,25,7,8,10,13]).
Additionally, a model for cyclic job-shop-scheduling problems with blocking and a generalization of the local search
approach are developed in [4]. More details on the local search approach and its extensions to problemswith transportation
robots can be found in [17].
The paper is organized as follows. In Section 2, we present a mixed integer linear programming formulation of the
problem. In Section 3, the BCSP is discussed in more detail. In Section 4, it is shown that major applications of cyclic
scheduling fall within this framework. We also discuss some computational results in connection with these applications.
Section 5 contains some concluding remarks.
2. Mathematical model for disjunctive cyclic scheduling problems
The general basic cyclic scheduling problem (GBCSP) can be described as follows: Let T = {1, . . . , n} be a set of generic
operations. Operation i has a processing time pi > 0 and must be performed infinitely often. We denote by 〈i; k〉 the kth
occurrence of the generic operation i. A schedule assigns a starting time t(i; k) to each occurrence 〈i; k〉. A schedule is called
periodicwith cycle time α if
t(i; k) = t(i; 0)+ αk for all i ∈ T, k ∈ Z.
We define ti := t(i; 0) ≥ 0 for all i ∈ T. A periodic schedule is defined by the vector (ti)i∈T and the cycle time α ≥ 0. We
also postulate that the (k + 1)th occurrence of operation i can only start if the kth occurrence is finished. Thus, we get the
following constraints for all i ∈ T and integers k:
t(i; k+ 1) ≥ t(i; k)+ pi. (1)
Furthermore, there is given a graph G = (T, E)with vertex set T and arc set E. Each arc (i, j) ∈ E is supplied by two values
Lij and Hij. Lij is called (start–start) delay and Hij is called the height (or distance). The delays are assumed to be rational
numbers and the heights are assumed to be arbitrary integers.
This graph leads to the following precedence constraints which are usually called uniform precedence constraints:
t(i; k)+ Lij ≤ t(j; k+ Hij) for all (i, j) ∈ E and k ∈ Z. (2)
One has to find a cyclic schedule satisfying the constraints (1) and (2). The basic cyclic scheduling problem (BCSP) is the
special case of the GBCSP in which the delays are restricted to be non-negative rational numbers.
The basic cyclic machine scheduling problem (BCMSP) is an extension of the GBCSP. We get this problem by adding
resource constraints. We introduce disjunctive resource constraints as follows:
Associated with each operation i ∈ T, there is a dedicated machine M(i) ∈ M = {M1, . . . ,Mm}, on which each occurrence
〈i; k〉 of imust be processed. Occurrences of different operations to be processed on the same machine cannot overlap.
Nowwe derive the constraints for the case that the jobs cannot be stored in buffers. We assume that each operation i has
at most one successor. We denote such a successor of i by s(i) if it exists. Operations with a successor are either blocking or
non-blocking. If i is a blocking operation then M(i) must remain idle in each time interval [t(i; l) + pi, t(s(i); l)]. Thus, if we
have operations i, i′ with M(i) = M(i′) where i is blocking and 〈i′, k〉 is processed after 〈i, l〉 on M(i) then t(s(i), l) ≤ t(i′, k)
must hold. Otherwise, if i is a non-blocking operation and 〈i′, k〉 is processed after 〈i, l〉 onM(i) = M(i′) then t(i, l)+pi ≤ t(i′, k)
must hold. If we define
b(i) =
{
s(i) if i is blocking
i otherwise
and
pbi =
{
0 if i is blocking
pi otherwise
then the previous two cases can be combined to
t(b(i), l)+ pbi ≤ t(i′, k).
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Thus we have
t(b(i); l)+ pbi ≤ t(i′; k) ∨ t(b(i′); k)+ pbi′ ≤ t(i; l) (3)
for all k, l ∈ Z and for all operations i, i′ with M(i) = M(i′).
Notice that, if operation i is a blocking operation, then the next occurrence of operation i can only start if the succeeding
operation s(i) of operation i is started. If i is a non-blocking operation, then due to the introduced loops the (k + 1)th
occurrence of operation i can start right after the kth occurrence of operation i is finished. Thus, we get
t(b(i); k)+ pbi ≤ t(i; k+ 1) (4)
for all i ∈ T and k ∈ Z.
Theorem 1. The cycle time minimization problem for cyclic job-shop problems with blocking constraints can be written as
minα (5)
s.t.
ti′ − ti ≥ pi − αHii′ (i, i′) ∈ E (6)
ti′ − tb(i) ≥ pbi − αKb(i)i′ i, i′ ∈ T, i 6= i′,M(i) = M(i′) (7)
Kb(i)i′ + Kb(i′)i = 1 i, i′ ∈ T, i 6= i′,M(i) = M(i′) (8)
Kb(i)i′ , Kb(i′)i ∈ Z i, i′ ∈ T, i 6= i′,M(i) = M(i′). (9)
The proof of this theorem can be found in [4]. If we fix the integer variables of the previous mixed integer linear program
we get the GBCSP. The main results concerning the GBCSP are discussed in the next section.
3. The general basic cyclic scheduling problem
The GBCSP can be formulated as
minα (10)
s.t.
ti + Lij − αHij ≤ tj (i, j) ∈ E (11)
ti + pi ≤ ti + α i ∈ T. (12)
In the following we assume that the constraints (12) are included in (11) by adding loops (i, i)with Lii = pi and Hii = 1 to
E.
Let µ be a circuit in E. Then we denote by
L(µ) := ∑
(i,j)∈µ
Lij
and
H(µ) := ∑
(i,j)∈µ
Hij
the delay and the height of µ, respectively.
We will show that problem (10)–(12) is a generalization of the minimum cost-to-time cycle problem. This problem has
been considered under the assumption that all Hij-values are non-negative and all cycles have positive height.
The following theorem describes the conditions under which we can find a solution for the problem (10)–(12). Note, a
very similar theorem is given in e.g. [13] and [11] for positive delays and heights.
Theorem 2. The GBCSP has a feasible periodic solution with cycle time α > 0 if and only if each circuit µ fulfills one of the
following three conditions
1. The circuit µ has a positive height and arbitrary delay,
2. The circuit µ has a negative height and a negative delay,
3. The circuit µ has height zero and a non-positive delay,
and additionally to the three conditions if the following inequalities
min
{
L(µ)
H(µ)
|µ is a circuit with H(µ) < 0
}
≥ α ≥ max
{
L(µ)
H(µ)
|µ is a circuit with H(µ) > 0
}
(13)
hold.
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Table 1
Data for the job-shop instance given in Example 5
Job 1 2 3
Operation 1 2 3 4 5 6 7 8 9
Processing time 1 2 2 2 1 1 2 2 2
Machine 1 2 3 3 2 1 3 2 1
Fig. 1. Precedence constraints for the instance in Example 5.
Note that if no circuit µ with H(µ) < 0 exists, then min
{
L(µ)
H(µ)
|µ is a circuit with H(µ) < 0
}
is set to ∞. By the
inclusion of loop constraints (12) into the set E, there always exist circuits with positive delay and height. Thus,
max
{
L(µ)
H(µ)
|µ is a circuit with H(µ) > 0
}
> 0 holds.
Theorem 2 leads to the following definition:
Definition 3. A graph G is called consistent if each circuit in G fulfills one of the Conditions (1)–(3) of Theorem 2 and the
interval described by (13) is not empty.
The next theorem describes how to compute the optimal cycle time α. Consider a circuit µ. Then V(µ) := L(µ)/H(µ) is
called the value of µ. The circuits with the maximum value and positive height are called critical circuits.
Theorem 4. Assume that the GBCSP has a feasible periodic solution. Then the optimal cycle time is equal to the value of a critical
circuit.
We generalized an algorithm introduced in [15] which was adapted in [9] to the minimum cost-to-time ratio cycle
problem in which all cycles have positive heights. It turned out to be the fastest algorithm for our problem.
4. Applications and some computational results
The classical job-shop problem may be defined as follows: We have n jobs (J = 1, . . . , n). Each job j ∈ J consists of nj
operations O1j, . . . ,Onj j. For l = 1, . . . , nj − 1 we call operation Ol+1 j the succeeding operation of Olj. In a similar way for
l = 2, . . . , nj we call operation Ol−1 j the preceding operation of Olj. O1j and Onj j are the first and last operations of job j,
respectively. The set of all operations of all jobs is denoted by T. Each operation i ∈ T has a processing time pi and belongs
to a job j(i). The set of all operations of job j is denoted by O(j). s(i) denotes the succeeding operation of i, if it exists and p(i)
denotes the preceding operation of i, if it exists.
Furthermore, we have precedence constraints of the form ts(i) ≥ ti + Lij between two succeeding operations i and s(i) of
the job j(i)with delay Lij = pi, where ti defines the starting time of operation i in a schedule.
Each operation i has to be processed on a dedicated machine M(i) ∈ M = {M1, . . . ,Mm}. Each machine can only process
one operation at a time. If several operations are processed on the same machine, we need to fix an order between all
operations that are processed on this machine.
4.1. Cyclic job-shop problems
Example 5. In this example we give an instance of a classical job-shop-scheduling problem which is extended in the
following examples in several differentways leading to different cyclic job-shop-scheduling problems. The example consists
of three jobs. Each job has three different operations. The data for this instance are given in Table 1. The graph given by the
precedence constraint is given in Fig. 1.
P. Brucker, T. Kampmeyer / Discrete Applied Mathematics 156 (2008) 2561–2572 2565
Fig. 2. Precedence constraints for a cyclic job-shop instance for Example 6.
Fig. 3. Optimal schedule for Example 6 with H?0 = 1.
Fig. 4. Optimal schedule for Example 6 with H?0 = 2.
This classical job-shop problem can be generalized to cyclic job-shop problems in three different ways, which are all
considered in the literature. All models have in common that the height Hi s(i) of the precedence constraints between the
operation i and its succeeding operation s(i), if it exists, is set to Hi s(i) = 0.
The first model is directly derived from the non-cyclic job-shop problem. In the second model, the job chains described
by the precedence constraints between the operations of the same job are repeated. In contrast to this, the machine chains
are repeated in the third model. These types of problems are called cyclic job-shop problems.
In the following, we discuss how to model these problems within our framework. We start with the first model.
This model is used in [12] and [2].
In the following we present an example for the first type of cyclic job-shop problem and also describe the influence of
the height H?0 of the arc (?, 0).
Example 6. Example 5 is changed so that we get a cyclic job-shop problem. The new graph defining the precedence
constraints is given in Fig. 2.
Note that in this and the following graphs describing the precedence constraints all disjunctive arcs (e.g. between the
operations 1,6 and 9) are missing due to the clarity of the graphs.
If we fix the height of the arc (?, 0) to H?0 = 1, we get an optimal schedule with cycle time α = 8. The Gantt chart for the
optimal schedule is given in Fig. 3. In this case the occurrence numbers of all operations processed in the same period are
the same and the occurrence number increases by one from period to period.
If we increase the height of the arc (?, 0) to H?0 = 2, the optimal cycle time decreases to α = 6. The corresponding
schedule can be found in Fig. 4.
Due to increasing the height of H?0 to 2, it is now feasible that operations with occurrence numbers which differ by at
most one are processed in the same period. This leads to a decrease of the optimal cycle time.
The second model is not widely used. It is introduced in [2] and is called cyclic job-shop problems with job repetition.
In the following we reuse Example 5 to get a problem with job chain repetition.
Example 7. The graph given by the precedence constraints for the extended example for the cyclic job-shop problem with
job repetition is given in Fig. 5.
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Fig. 5. Precedence constraints for the cyclic job shop with job repetition instance for Example 7.
Fig. 6. Optimal schedule for Example 7 with HJob = 1.
Fig. 7. Optimal schedule for Example 7 with HJob = 2.
If we set HJob to 1, we get the following optimal schedule with cycle time α = 7 which is given in the Gantt chart in Fig. 6.
If we increase the height HJob by one, the optimal cycle time reduces to α = 6. The optimal Gantt chart can be found in
Fig. 7.
IfHJob = 1 holds, the (k+1)th occurrence of operations of a job can only start if the kth occurrences of all operations of the
same job are finished. However, if we increase HJob to 2, the (k+ 1)th occurrence of an operation can already start although
the kth occurrence of the operation is not yet finished. This can be seen in Fig. 7. In this figure the (k+1)th occurrence of the
first operation of job 2, i.e. operation 4, is already started although the kth occurrences of the second and third operations
of job 2 are still not processed by its machines. Thus, the increase of HJob leads to a better utilization of the machine and
therefore, to a decrease of the optimal cycle time.
The third model is widely used in the literature. We call this type of problems cyclic job-shop problems with machine
repetition. It was first introduced byHitz [14]. He defines aminimal part set (MPS)whichmust be repeated a certain number
of times. As an example, assumewewant to produce 100 units of job A, 200 of job B, and 200 of job C. Then the question is how
to set up aMPS. There are various ways to choose a MPS. Normally, selecting the makeup of a MPS is done in advance [20]. If
theMPS is fixed to (1A, 2B, 2C), then it has to be produced 100 times tomeet the production requirements. Furthermore, the
machine processing order in each produced MPS is the same. The aim is, as before, to find a periodic schedule with minimal
cycle time.
Lee and Posner [20] extended the disjunctive graph model, developed by Roy and Sussmann [27], to describe solutions
for this problem. In the following, we describe how to model these problems in our framework. If we analyse the proposed
extension of the disjunctive graph model by Lee and Posner [20], we can easily see that the only difference from the
application described before is that the chains on each machine have to be repeated.
Example 8. Example 5 is changed so that we get a cyclic job-shop problem with machine chain repetition. The graph given
by the precedence constraints is shown in Fig. 8. For eachmachineMi a dummy start operation 0i and a dummyend operation
?i are introduced. 0i and ?i are connected by an arc with delay 0 and height HMPS.
The optimal Gantt chart with cycle time α = 7 and HMPS = 1 is given in Fig. 9. The optimal Gantt chart with HMPS = 2 is
shown in Fig. 10. Here the optimal cycle time decreases to α = 6.
If we compare the Gantt chart of Fig. 9 with the Gantt chart in Fig. 10, we can see that in Fig. 9 the kth occurrences of all
operations which are processed on the machine must be finished until the next occurrence can start. Due to the increase of
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Fig. 8. Precedence constraints for the cyclic job shop with machine chain repetition for Example 8.
Fig. 9. Optimal schedule for Example 8 with HMPS = 1.
Fig. 10. Optimal schedule for Example 8 with HMPS = 2.
Fig. 11. Optimal schedule for Example 9 with HMPS = 1.
the height HMPS, this restriction is relaxed and a new occurrence of an operation can already start although not all operations
of the previous occurrences are finished.
Note that all these types of problems can be easily extended to the presence of blocking. The cyclic job-shop problem
extended by blocking is considered in [3]. McCormick et al. [23] and Song and Lee [28] consider the cyclic job-shop problem
with machine repetition extended by blocking.
In the following, we present an example for a cyclic job-shop problem with machine repetition and blocking.
Example 9. Example 8 is changed so that we get a cyclic job-shop problem with machine chain repetition and blocking.
The optimal Gantt chart with cycle time α = 7 and HMPS = 1 is given in Fig. 11. The optimal Gantt chart with HMPS = 2 is
given in Fig. 12. Here the optimal cycle time is also α = 7.
In both problems the only timewhere blocking occurs is after the processing of each occurrence of operation 7 is finished.
4.2. Cyclic job shop with transportation robots
In this section we describe how to model cyclic scheduling problems in the presence of one transportation robot. Here
we distinguish between two cases.
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Fig. 12. Optimal schedule for Example 9 with HMPS = 2.
Fig. 13. Optimal schedule for Example 10.
Table 2
Data for the instance given in Example 10
Operation 1 2 3 4
Processing time 2 1 2 1
In the first case, we describe a problem in which the robot carries special tools to the machines which are needed for
processing operations at this machine. In the second case, the robot carries the jobs from one machine to another. These
types of problems are a direct generalization of the classical non-cyclic shop problem with transportation (see e.g. [18]).
The first problem is discussed in [19] and is called cyclic machine scheduling with tool transportation. The problem
can be described as follows:
There are given M identical jobs (j = 1, . . . ,M) and M identical machines (1, . . . ,M). Each job j ∈ {1, . . . ,M} consists of
N operations (1, . . . ,N)with processing time pi > 0(i = 1, . . . ,N). All operations of job jmust be processed on the machine
j. The succeeding operation of operation i is denoted again by s(i).
There are given N tools (i = 1, . . . ,N). For processing operation i of job j tool imust be present at machine j. These tools
are transported from onemachinem to the next machinem+1 cyclically by a robot. The robot can transport only one tool at
a time. The tool i for the processing of operation i of job j is taken by the robot frommachine j−1 tomachine j. This transport
operation is denoted by Ti j. The corresponding traveling time is denoted by dj−1 j which also equals the time to move the
robot from machine j back to j − 1. Thus, dj−1 j = dj j−1 holds. For this application we identify machine M with machine 0.
Thus, d01 denotes the traveling time from machine M to 1.
The starting time of the kth occurrence of operation i of job j onmachine j is denoted by t(i; k). The starting time of the kth
occurrence of the transport operation Ti j is denoted by t(Ti j; k). The set of operations which are performed on the machines
is denoted by T, whereas the set of transport operations is denoted by Trobot.
Example 10. An instance for the cyclicmachine schedulingwith tool transportation problem is given in Table 2. The instance
consists of three jobs each with four operations 1, 2, 3 and 4.
The time it takes the robot to move from one machine m1 to m2 equals 1 if m2 6= m1, for all machines m1,m2 ∈ {1, 2, 3}.
If m1 = m2, then dm1 m2 = dm1 m1 equals 0. The graph given by the precedence constraints is given in Fig. 14. The Gantt chart
with optimal cycle time α = 12 is given in Fig. 13. Note that all transport operations Ti j ∈ Trobot are done by one robot,
although all transport operations that arrive at machine m are drawn in the Gantt chart as an additional machine.
In the Gantt chart, we can see that the robot always transports a tool from one machine to another. This is a very special
case. In most problems the robot has to perform some empty move, this means that the robot moves empty to a machine to
pick up a tool.
This is shown in the Gantt chart in Fig. 15. For example after performing the transport T21 the robot moves back empty
to machine M3 to perform the transport T31.
Now we consider the second case in which the robot carries instead of tools, jobs from one machine to another. This
problem is based on the Cyclic Job-Shop Problemwithmachine chain repetition. But nowall operations are blocking operations.
Between two operations p(i) and i of a job j(i) a transport operation Ti occurs, if operation i has a preceding operation, which
is denoted by p(i). This transport operation is done by a robot, which takes the job j(i) from machineM(p(i)) and brings the
job to machineM(i) so that the processing of operation i of j(i) can start. Note that the processing of job j(i) at machineM(i)
can only start if the machine M(i) is available.
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Fig. 14. Precedence constraints for Example 10.
Fig. 15. Schedule with empty robot moves.
The transport robot can only perform one transport operation at a time and a job can only be picked up by a robot if the
robot is empty. The time it takes to bring job j(i) from machine M(p(i)) to machine M(i) is denoted by dM(p(i))M(i), and the
time to load or unload a job from the machine m is denoted by m. Thus, the processing time of the transport operation Ti is
defined as pTi := M(p(i)) + dM(p(i))M(i) + M(i). The first operation of each job is always available at its machine.
Example 11 (Robotic Flow Shop Scheduling Problem). The instance consists of two jobs each with two operations.
The data are given in Table 3. The time to move the robot from any machine i to any machine j, i 6= j, i, j ∈ {0, 1, 2, 3}
where machine 0 and 3 correspond to the input and output stations equals dij = 1. The time for loading and unloading also
equals m = 1 for all machines m ∈ {0, 1, 2, 3}.
This instance can be presented by the graph shown in Fig. 16. Arcs (Ti, i) and (i, Ti)with delay 3 and−3, respectively, are
introduced because processing of operation i on machine M(i) must start immediately after unloading j(i) on M(i). Notice,
that the delay 3 results from the fact that each of the robot operations loading, transportation and unloading takes one time
unit.
Arcs (i, Ti+1) indicate that job j(i) cannot be transported from machine M(i) before finishing at M(i).
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Fig. 16. Precedence constraints for Example 11.
Fig. 17. Optimal schedule for Example 11.
Table 3
Data for the instance given in Example 11
Job 1 2
Operation 1 2 4 5
Processing time 2 3 3 1
Machine 1 2 1 2
Arcs (Ti+1, Ti) for i = 1, 2 and i = 4, 5with labeling (4, 1) are introduced because the (k+1)th occurrence of the transport
operation Ti cannot start before the kth occurrence of Ti+1 has been performed (which takes three times units) and the robot
has returned to the previous machine or input station (which takes one time unit).
Nodes 0i and ?i and the connecting dotted arcs are introduced because we have a machine chain repetition model.
The dashed arcs (T2, 4) and (T5, 1) model the blocking restrictions on operations 1 and 4. If on machine M1 operation 1
is processed before operation 4 then the succeeding operations of 4 the transport operation T2 has to be performed before
operation 4 can be processed. This is indicated by arc (T2, 4). Alternatively, we have arc (T5, 1) if operation 1 is processed
after operation 4. Similarly, we have the arcs (T3, 5) and (T6, 2) because the operations 2 and 5 are also blocking operations.
Additionally, there exist disjunctive arcs between all pairs of transport operations. These disjunctive arcs are not shown
in Fig. 16. Due to the arc (Ti+1, Ti) and the path (Ti, i, Ti+1) the disjunctive arc (Ti, Ti+1)must be fixed to 0 and the disjunctive
arc (Ti+1, Ti) must be fixed to 1 for i ∈ {1, 2, 4, 5}. All other integer values would lead to circuits with positive length and
non-positive height which lead to a infeasible solution (see Theorem 2).
Furthermore, due to the existing conjunctive arcs and possible fixed disjunctive arcs one can compute possible integer
values for the height of the disjunctive arcs. This idea of constraint propagation can be used to restrict the search space in a
local search approach (see [17]).
The Gantt chart with the optimal cycle time α = 24 is given in Fig. 17.
The hoist scheduling problem is a special case of the previous problem in which we have only one job and each operation
has a minimal and a maximal processing time.
Example 12 (Hoist Scheduling Problem). The instance consists of one job with three operations. Each operation of a job has
to be processed on a machine Mm where m = {1, 2, 3}. The data are given in Table 4. The time to move the robot which is
called hoist from anymachine i or the input station to anymachine j, i 6= j, equals dij = 1. The time for loading and unloading
also equals m = 1 for all machines m ∈ {0, 1, 2, 3, 4}.
The graph given by the precedence constraints is given in Fig. 18. Again not all disjunctive arcs are shown in Fig. 18.
Similarly to the previous example there exist disjunctive arcs between all pairs of transport operations.
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Fig. 18. Precedence constraints for Example 12.
Fig. 19. Optimal schedule for Example 12.
Table 4
Data for the instance given in Example 12
Job 1
Operation 1 2 3
Minimal processing time 2 10 8
Maximal processing time 3 12 10
Table 5
Height of the disjunctive arcs
Arc (T1, T3) (T1, T4) (T2, T4)
Height 0 −1 −1
Delay 4 4 4
Alternative Arc (T3, T1) (T4, T1) (T4, T2)
Height 1 2 2
Delay 4 4 4
Table 6
Comparison of the different formulation for the single product–single hoist problem
Instances Formulation of [24] New formulation
CPU time (s) Number of nodes CPU time (s) Number of nodes
P& U 116.911 59816 9.17 789
Cu 1.096 29 0.03 0
Zinc 4.936 1455 0.14 0
Mini 1.266 538 0.41 54
BO1 5.7 2922 3.37 316
BO2 5.968 3286 2.14 398
The optimal schedule is given in the Gantt chart in Fig. 19. The optimal cycle time is α = 22. The corresponding height of
the disjunctive arcs is given in Table 5. Note that the disjunctive arcs create together with conjunctive arcs several circuits
with negative height and negative delay, e.g. one circuit is (T1, T4, 3, T3, 2, T2, 1, T1)with delay−30 and height−1.
4.3. Some computational results
Aswe developed for each application a correspondingmixed integer linear program (MILP), it is a straightforward idea to
solve theMILP by CPLEX (see [1]), which is aMILP solver. CPLEX is one of the leading andwell-known products to solveMILP
in the scheduling community (see e.g. [5,6]). In our experiments, it turns out that CPLEX is unable to solve larger instances
(more than 10 jobs and 5 machines) in a reasonable time. The only application which can be solved by CPLEX is the single
hoist–single product problem. Here it turns out that with our new mixed integer formulation the problem can be solved
much faster compared to the formulation which is developed by Phillips and Unger [24] and which is still used to describe
the problem in recent papers (see [21]).
Using the two different formulations, we applied CPLEX to solve benchmark problems listed in [21]. The tests were
performed on a Celeron 1.8 GHz computer with operating system Linux and 256 MB memory. Table 6 summarizes the
results of these tests.
The main result is that the new mixed integer formulation outperforms the previously known formulation.
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As the single product–single hoist problem is the only problem which can be solved by CPLEX also for larger instances,
we need to develop a different approach to solve cyclic machine scheduling problems.
For larger instances we have developed tabu search procedures which are based on the fact that if we fix the integer
variables in the mixed integer linear programming formulation the resulting problem is equivalent to the GBCSP which is a
linear program (without integer variables). When moving from one solution to the next one we fix the integer variables in
a different way. Details on the tabu search procedures and computational results can be found in [17].
5. Concluding remarks
We presented a general model for cyclic machine scheduling problems and a corresponding mixed integer linear
programming formulation. The linear programming formulation can be used in two ways. Firstly, special instances can be
solved by CPLEX if their size is small. We demonstrated this by presenting optimal solutions for examples of different types
of cyclic job-shop problems, and of a robotic cell problem. Secondly, the mixed integer linear programming formulation can
be used as a basis for solving larger instances by local search methods. We reviewed some of our results in this direction.
We described only some applications of the general model and discussed promising solution methods. There are other
applications described in [17] and also new applications are likely. Furthermore, the existing solution methods, especially
those for cyclic scheduling problems with blocking, need to be improved. Besides the objective to minimize the cycle time
another objective is to minimize the flow time. It seems that by fixing the heights of return arcs one has some influence
on the flow time, i.e. we minimize the cycle time for some upper bound on the flow time. It is worthwhile to study these
connections in more detail. It would be also of interest to develop methods for minimizing the flow time, given an upper
bound on the cycle time.
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