Abstract. The collocation nite element method was applied to obtain solitary wave solutions to Korteweg-de Vries equation with power law nonlinearity. The stability and error analyses were also carried out for these waves. Additionally, conservation laws were studied numerically.
Introduction
The dynamics of shallow water waves has been an active research area during the past several decades. In this context, there are several models that govern this wave ow. A few of these commonly studied models are Boussinesq equation [1] , Kawahara equation [2] , Peregrine equation [3] , Benjamin-Bona-Mahoney equation [4] , and several others [5] [6] [7] [8] . This paper studies the model with the aid of Korteweg-de Vries (KdV) equation. In order to keep this on a generalized setting, power law nonlinearity is considered; note that the KdV equation and modi ed KdV equation become special cases.
There are several analytical and numerical schemes that are applied to understand the shal-*. Corresponding author.
E-mail address: turgut.ak@yalova.edu.tr (T. Ak) doi: 10.24200/sci.2017.4518 low water wave phenomena [9] [10] [11] [12] [13] . Some of these algorithms are exp-function method, G 0 =G-expansion scheme [14, 15] , method of undetermined coe cients, semi-inverse variational principle, Galerkin method [16, 17] , Petrov-Galerkin method [18] , collocation method [19] [20] [21] , and several others [22] [23] [24] . Also, the solutions to some fractional di erential equations have been discussed [25, 26] . This paper studies power law KdV equation by using collocation nite element method. The stability analysis as well as conservation laws are both addressed.
The well-known Korteweg-de Vries (KdV) equation:
U t + "UU x + U xxx = 0;
where " and are the nonlinear and dispersion coe cients, respectively, is the generic model for the study of weakly nonlinear long waves [27] . It arises in physical systems, which involve a balance between nonlinearity and dispersion at leading-order [28] . For example, it describes surface waves of long wavelength and small amplitude on shallow water and internal waves in a shallow density-strati ed uid [28] . This nonlinear wave equation has been studied extensively by numerical methods [29] [30] [31] [32] [33] [34] [35] . The generalized KdV equation with power law nonlinearity is given by: U t + "U p U x + U xxx = 0;
with p 2 R. In particular, the case p = 1 leads to the regular KdV equation (1) . Here, the rst term is the evolution term, while the second term represents the nonlinear term and the third term is the dispersion term. As value of p increases, the solitary wave breaks down. The solitary waves blow up at p = 4 [36, 37] . In this paper, the collocation nite element method based on quintic B-spline functions is successfully applied to the generalized KdV equation to examine the motion of a single solitary wave whose analytical solution is known. Also, evolution of solitons is studied with Gaussian and undular bore initial conditions.
Governing equation and quintic B-spline basis functions
In this study, we consider the generalized Korteweg- 
The quintic B-splines m (x) (m = 2(1)N + 2) at the knots x m are de ned over the interval [a; b] by the relationships [38] shown in Box I. The set of functions f 2 (x); 1 (x); 0 (x); ; N+1 (x); N+2 (x)g forms a basis for functions de ned over [a; b] . The approximate solution U N (x; t) to the exact solution U(x; t) is given by:
where j (t) are time dependent parameters to be determined from the boundary and collocation conditions. Each quintic B-spline covers six elements so that each element [x m ; x m+1 ] is covered by six splines. The values of m (x) and its derivative may be tabulated as in Table 1 . Using trial function (Eq. (6)) and quintic Bsplines (Eq. (5)), the values of U, U 0 , U 00 , U 000 and U iv , at the knots are determined in terms of the element parameters m by: 
where the symbols 0 , 00 , 000 , and iv denote the rst, second, third, and fourth di erentiation with respect to x, respectively. 
We obtain a recurrence relationship between two time levels n and n + 1 relating two unknown parameters in 
The system (11) consists of (N + 1) linear equations including (N + 5) unknown parameters ( 2 ; 1 ; ; N+1 ; N+2 ) T . To obtain a unique solution to this system, we need four additional constraints. They are obtained from the boundary conditions and can be used to eliminate 2 , 1 and N+1 , N+2 from the system in Eq. (11), which later becomes a matrix equation for the N + 1 unknowns d = ( 0 ; 1 ; ; N ) T of the form:
The matrices A and B are pentagonal (N +1) (N +1) and can be solved by using the pentagonal algorithm. However, two or three inner iterations are implemented for the term n = n + 1 2 ( n n 1 ) at each time step to cope with the non-linearity caused by Z m . Before the solution process begins iteratively, the initial vector 
Thus, we have the following matrix form of the initial vector d 0 : 
and:
This matrix system can be solved be e ciently by using a variant of Thomas algorithm.
Stability analysis
The stability analysis is based on the Von Neumann theory. The growth factor of the error in a typical mode of amplitude n is: n m = n e imkh ; (19) where k is the mode number and h, the element size, is determined by linearization of the numerical scheme. 
is used in Eq. (20) and this equation is simpli ed, we get the following growth factor:
which gives:
where: 
The modulus of is 1 and therefore, the linearized scheme is unconditionally stable.
Error analysis
The e ciency and acceptability of a numerical scheme depend on its stability and rate of convergence. In this study, we approximated the model problem using piecewise polynomials for spatial approximations with collocation approach and a method of lines for the temporal approximation. Here, we aim for a short discussion about the accuracy of the above-mentioned space time scheme without formal proof. For a detailed analysis and discussion about this issue, the readers can refer to Bochev and Gunzburger [39] and the references therein. Here, we use some constants C i 0, which are not necessarily the same in all the cases. Polynomials play an important role in numerical integrations and analysis [37, 40] . Global polynomial interpolations can be used to integrate the solutions to di erential equations when the unknown curves are considered to be very smooth. However, there are many practical situations in engineering and physical problems that the solutions are not su ciently smooth to support global polynomial approximation. In these cases, piecewise polynomial interpolations play an important role and work very well to integrate the solutions. One of the main bene ts of using polynomial basis functions is that they have smooth curves. In general, if we have k + 1 data points, then there is exactly one polynomial of degree at most k passing through the data points and the error in the interpolating polynomial is proportional to the power of the distance between the data points. A detailed discussion about the polynomial approximation and least squares piecewise polynomials approximations can be found in [37, 39, 40] . Moreover, the main bene t of using collocation scheme is that it gives super-convergence pointwise approximation. Compared with the Galerkin inner product approach, the collocation approach does not require an extra integral for evaluation. Thus, this approach is simpler and more e cient to compute solutions.
Let H r ( ) be the space of r times di erentiable kv(x) v h (x)kC x k+1 kvk k+1 ; 1 k < r; (25) and v h stands for interpolation by piecewise polynomials of degree r (considering = [ i i ). This error is preserved by the Galerkin nite element approximation as well [40] . It can be easily observed [39, 40] that if w h is a suitable B-spline de ned by a polynomial of degree less than or equal to k, then:
kw(x) w h (x)kC x l+1 kwk l+1 ; 1 l < k; (26) for any w 2 H k ( ). In this study, we use quintic Bsplines for space integration. Thus, from the above discussion, one sees that we obtain an O( x 6 ) accuracy for the spatial approximation in L 2 ( ) norm, because for time, we use the Crank-Nicolson scheme, which is of O( t 2 ) accuracy in L 2 ([0; T ]) norm for some T > 0, followed by a forward di erence scheme, which is of O( t) accuracy in L 2 ([0; T ]) norm for some T > 0 [40] .
Therefore, we obtain the error bound as:
ku(x; t) u h (x; t)k C 1 x 6 + C 2 t 2 + C 3 t = C 1 x 6 + C 2 t; (27) for suitable C 1 0 and C 2 0.
In addition, the convergence order of CrankNicolson method for the temporal variable is quadratic. The development of stability and higher order convergence scheme according to time variable is subject of the further investigations.
Numerical simulations
Numerical results of the gKdV equation are obtained for two problems: the motion of single solitary wave, evolution of solitons with Gaussian and undular bore initial conditions. We use the error norm L 2 that is de ned as:
and the error norm L 1 :
to calculate the di erence between analytical and numerical solutions at some speci ed times. The generalized KdV equation (Eq. (2)) possesses only three invariants by:
which correspond to conversation laws. In the simulation of solitary wave motion, the invariants I 1 , I 2 , and I 3 are monitored to check the conversation of the numerical algorithm.
The motion of single solitary wave
The single solitary wave solution of the gKdV equation (Eq. (2)) considered by the boundary conditions U ! 0 as x ! 1 is given by:
where A = [ c(p+1)(p+2) Table 2 . It can be seen from Table 2 that the error norms L 2 and L 1 are small enough and the invariants are nearly unchanged during the process time. It is observed in the tables that percentages of relative changes of I 1 , I 2 , and I 3 are 6:33 10 4 , 3:41 10 7 , and 7:53 10 7 , respectively. Table 2 Table 3 . As can be seen in Table 3 , the error norms L 2 and L 1 are reasonably small and the invariants remain almost constant as the time increases. The agreement between numerical and analytical solutions is excellent. Table 3 Table 4 , the error norms L 2 and L 1 are sensibly small and the quantities of the invariants remain almost constant during the computer run. Table 4 norms for di erent space and time steps. In Figure 3 , the propagation of single solitary wave is illustrated with " = 1, = 4:84 10 4 , c = 0:3, h = 0:01, and t = 0:005 at selected times from t = 0 to t = 3. Finally, for p = 1, 2, and 3, errors distributions at time t = 3 are depicted in Figure 4 to show the errors between the analytical and numerical results over the problem domain. Also, the invariants and error norms are examined in Table 5 for di erent values of p.
In the light of all these studies, it is observed that as the value of p increases, amplitude of the single solitary waves, error norm, and relative changes of the conserved quantities increase. values of , space step, and time step are presented in Table 6 . Also, Figure 5 illustrates the development of the Gaussian initial condition into solitons at t = 12:5. As it is seen from Figure 5 , a soliton and an oscillating tail are drawn for = 0:04. Three solitons are found when = 0:01. Nine solitons moving to the right are observed for = 0:001.
Case II. For p = 2, computations are performed with " = 1 carried out from t = 0 to t = 12:5. In Table 7 , the values of the three invariants of motion for di erent values of , space step, and time step are tabulated. For = 0:04, a soliton and an oscillating tail are visualized. When = 0:01, two solitons are shown. For = 0:001, six solitons moving to the right are illustrated. These cases are shown in Figure 6 at t = 12:5.
Case III. For p = 3, computations are accomplished by taking the parameter " = 1 from t = 0 to Table 8 . For = 0:04, a soliton and an oscillating tail are formed. When = 0:01, two solitons are shown. For = 0:001, ve solitons moving to the right are drawn. Also, Figure 7 displays the evolution of the solitons at t = 12:5. Consequently, the initial perturbation breaks up into a number of solitons in the course of time depending on the chosen value of . Thus, if the value of is decreased, then the number of solitons, amplitude, and velocity increase with the same value of p. Also, as p increases, the number of solitons decreases at selected times.
Undular bore initial condition
As the last test problem, evolution of a train of solitons of the gKdV equation are studied using the undular bore initial condition:
and boundary condition:
U( 50; t) = U(150; t) = 0; t > 0; (36) leading to the production of a train of solitons depending upon the value of gKdV equation. The Table 9 . Figure 8 shows that the initial perturbation evolves into a well-developed train of solitons.
Case II. For p = 2, parameters are chosen as " = 0:2, = 0:1, c = 0:3, h = 0:4, and t = 0:05. Simulation is done up to time t = 800. In Table 10 , the values of the three invariants of motion are reported. It is seen from Figure 9 that as the simulation proceeds, undulations begin to develop and grow.
Case III. Table 11 . The developed undular bore is simulated in Figure 10 at selected times. It is observed from the Figure 10 that train of solitons disintegrates at t = 800.
As a result, as the value of p increases, train of the solitons breaks down. In addition, relative changes of the conserved quantities increase and the number of solitons decreases.
Conclusion
This paper studied KdV equation with power law nonlinearity to understand the dynamics of shallow water waves. The numerical scheme implemented in this paper was collocation nite element approach. The results gave way to meaningful simulations that were of great value in this study. A few special cases for power law nonlinearity were considered to illustrate the scheme. It was shown that KdV equation with power law nonlinearity failed to maintain stability for a particular value of this parameter. The results of this paper stand on a strong footing for further research in future. The perturbation terms need to be included for a complete study of shallow water waves. These perturbations are inevitable and, thus, cannot be ignored. Two layered shallow water waves need to be considered as well. In this context, Bona-Chen model and Gear-Grimshaw equations can be studied. This will lead to several interesting and important observations that will be of prime importance in shallow water wave dynamics. This numerical scheme will later be applied to other models as enumerated earlier in this paper. The new results in this direction will be a project of our future work and will be communicated in due course. 
