An Optical Character Recognition (OCR) approach for handwritten Indian digit is presented in this paper, by using the proposed sector approach. In this approach, the normalized and thinned digit image is divided into sectors with each sector covering a fixed angle. The features totaling 24 include vector distances, angles. For recognition, the K-Nearest-Neighbours classifier is used. This method was tested using 45 patterns for each digit with different writers. The sample images were divided into 20 training and 25 test images. Images in the test set did not appear in the training sets. This method performs extremely well with recognition rates 82.8%. This is a very good performance.
Abstract
An Optical Character Recognition (OCR) approach for handwritten Indian digit is presented in this paper, by using the proposed sector approach. In this approach, the normalized and thinned digit image is divided into sectors with each sector covering a fixed angle. The features totaling 24 include vector distances, angles. For recognition, the K-Nearest-Neighbours classifier is used. This method was tested using 45 patterns for each digit with different writers. The sample images were divided into 20 training and 25 test images. Images in the test set did not appear in the training sets. This method performs extremely well with recognition rates 82.8%. This is a very good performance.
Introduction
Optical Character Recognition (OCR) is a type of document image analysis where a scanned digital image that contains either machine printed or handwritten script is input into an OCR software engine and translating it into an editable machine readable digital text format (like American Standard Code for Information Interchange ASCII text) [1] .
Text capture is a process to convert analogue text based resources into digitally recognizable text resources. These digital text resources can be represented in many ways such as searchable text in indexes to identify documents or page images, or as full text resources. An essential first stage in any text capture process from analogue to digital will be to create a scanned image of the page side. This will provide the base for all other processes. The next stage may then be to use a technology known as Optical Character Recognition to convert the text content into a machine readable format [1] .
Document Image processing has been a frontline research area in the field of human machine interface for the last few decades. The need for efficient and robust algorithms and systems for recognition is being felt in Arabic language, especially in the postal department for sorting mail and for preserving out-of-print old books by digitizing them. Number recognition can also form a part in applications like intelligent scanning machines, text to speech converters, and automatic language-to-language translators [2] .
The importance of recognizing Indian digits is also to be considered by Arabic non-speaking people such as Farisi, Curds, and Persians, and speaking who use the Indian digits in writing although the pronunciation is different [2] .
For the above reasons and because of the benefits of (OCR) and after carefully studying the problems for recognized Indian digit, we construct recognition software [3] .
This paper produce a technique for recognizing handwritten Indian digits using feature extraction properties which where analyzed by using statistical analysis correlation for the normalized and thinned image, the K-Nearest-Neighbours classifier is used for pattern classification methods.
Document Recognition Architecture:
Handwriting document recognition is the task of transforming image document into its symbolic representation; see Figure 1 , [4] . 
Preprocessing
It is necessary to perform several document analysis operations prior to recognizing digits in scanned documents. In any OCR system preprocessing includes the connection of segmentation and normalization. It is generally consists of a series of image-image transformation. It dose not increase our knowledge of the contents of the document, but may help to extract it [5] .
Thresholding
The task of thresholding is to extract the foreground (ink, writing) from the background (paper) [6] . The histogram method is used for thresholding, the task of determining the threshold gray-scale value (above which the gray-scale value is assigned to white and below which it is assigned to black) [7] .
Segmentation
To correctly recognize digits, we have to segment a binary image to set of images which only contain one digit. These digit images will be passed to the OCR module for recognizing. This is accomplished by examining the horizontal histogram profile. Line separation is usually followed by a procedure that separates the text line into words and characters. It focuses on identifying physical gaps using only the components [4] .
Size Normalization
In OCR, very small and very large word or character images are often scaled to standard size, even though the outlines of characters of different Original Image Segmentation Normalizing
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Input Output Feature extraction size in the same type face are not congruent. Size normalization is used to reduce the variation in size. Directly scaling all images to an identical size will result in significant deformation in many cases.
Size normalization for binary image f(x,y) applied in this OCR, so that the size of the rectangle circumscribing the pattern is 32 x 32 pixel. Consequently, the normalization image f'(x,y) is described as follow : 
Where width and height are that of the pattern, respectively. Then δx and δy are the horizontal and vertical distance between the left-top corners of the image and the rectangle, respectively [5] .
Thinning
Thinning is an image processing operation in which binary valued image regions are reduced to lines that approximate the centre lines, or skeletons, of the regions. The purpose of thinning is to reduce the image components to their essential information so that further analysis and recognition are facilitated. For instance, a line drawing can be handwritten with different pens giving different stroke thicknesses, but the information presented is the same [8] .
Numerous algorithms have been proposed for thinning the plane region. This research uses an algorithm for thinning binary regions described in [9] . Region points are assumed to have 1 and background points to have 0. The method applied to the contour points of the given region (a contour point is any pixel of value 1 and having at least one 8-neighbor value 0). The thinning algorithm is as illustrated below: 
Feature Extraction
The key issue of handwritten digits Recognition Software is feature extraction. Feature extraction abstracts high level information about individual patterns to facilitate recognition. Selection of feature extraction method is probably the single most important factor in achieving high recognition performance
Proposed Approach for Feature Extraction:
In this research structural features are explored in view of difficulty with topological and structural features for achieving high recognition rates.
Figure (3) : Formation of sectors
In this approach, we consider the center of the digit matrix as the fixed point. This change makes the features more robust as they do not depend on the centroid. In this method, the normalized and thinned image is partitioned into a fixed number of sectors from the center of the image by selecting an angle. The number of sectors could be increased or decreased by changing the angle. However, from the experimentation, an angle of 30 degrees that leads to 12 sectors has been found to be an optimum choice. Here, we consider geometric features consisting of vector distances and angles. The pictorial representation of digit '4' subdivided into 12sectors is shown in Fig.3 . The first sector is from 0 to 30 degrees; the second sector is from 30 to 60 and so on. Once the digit is bifurcated into sectors, the portions lying in each sector is used for the extraction of features [11] .
Extraction of Distance and Angle Features
Let nk be number of '1' pixels present in a sector k, with k=1,2,....,12. For each sector, the normalized vector distance, which is the sum of distances of all '1' pixels in a sector divided by the number of '1' pixels present in that sector is
Where, (xi , yi) are the co-ordinates of a pixel in a sector and (xm , yn) are the co-ordinates of the center of the digit image [10] .
This normalized vector distance Dk is taken as one set of features. Next, for each sector the corresponding angles of pixels are also calculated. The normalized angle, Ak which is taken as another set of features, is calculated as: 
Both vector distances Dk and vector angles Ak constitute 24 features from 12 sectors.The relation for digit sample had been found through using vectors (DK,AK) properties which where analyzed by using statistical analysis correlation [11] . Table ( 1) represent the statistical data for each digit in the sample(1) see Figure ( 
The K Nearest-Neighbours Classifier
When using the K nearest-neighbours classifier (KNN), for each class V in the training set, the ideal feature vectors are given as fv. Then we detect and measure the features of the unknown digit (represented as U). To determine the class R of the digit we measure the similarity with each class by computing the distance between the feature vector fv and U the distance measure used here is the Euclidean distance [12] . Then the distance computed dv of the unknown digit from class V is given by
where J=1,2,…, N (N is the number of the features considered). The digit is then assigned to the class R such that:
where (R=1,…., no of classes) [12] .
Experimental Result
A number of experimental were carried out to show the effectiveness of the proposed algorithms. Forty five samples for each digit were selected. For the purpose of the classification the sample images were divided into 20 training and 25 test images Figure(4) . Images in the test set did not appear in the training sets. The images measure [175×175] with eight bits per pixel and the digits have been labeled manually. In this database, 45samples belong to category [0-9]. Table 2 lists the distribution of each category in our digits database. Some of samples from the database are shown in Fig. 4 .
Table (2): Distribution of each category in test and recognition database Category
No. 0  25  21  1  25  20  2  25  22  3  25  21  4  25  20  5  25  19  6  25  23  7  25  20  8  25  21  9 25 20
Number of Digits tested

Number of digits recognized
This method performs extremely well with recognition rates 82.8% for 250 data base digit category.
Conclusion
In this paper we have presented a technique for recognizing handwritten Indian digit. A number of experiments have been conducted. The experiment used 25 samples for each digit. Features were extracted from digit image by divided it into sectors with each sector covering a fixed angle. The features totaling 24 include vector distances, angles. Recognition was performed through using K Nearest-Neighbours (K-NN) classification.
The results obtained were very promising and recognition as high as 82.8% was indicated.
All of this demonstrates that the new method is able to handle handwritten Indian digit task efficiently. It is a promising technique for recognition handwritten Indian digit.
