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Abstract
In this work, we revisit the classical Holling type II three species food
chain model with a different viewpoint. Two critical parameters λ1 and λ2
dependent on other six parameters are defined. We show that local sta-
bilities and existence of all equilibria can be reformulated by λ1 and λ2,
and the complete classifications of parameters and its corresponding dy-
namics are given. Three global extinction results are showed by comparison
principle analytically. Moreover, some interesting numerical simulations, in-
cluding the chaotic phenomena, and the bi-stability phenomena, including
equilibrium-cycle bistability and cycle-cycle bistability, are presented nu-
merically. Finally, a brief discussion and biological implications are given.
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1 Introduction
In this work, we consider the following three species food chain model with the
Holling Type II interaction among the populations,
dX
dT
=RX(1− X
K
)− M1
C1
XY
A1 +X
,
dY
dT
=−D1Y + M1XY
A1 +X
− M2
C2
Y Z
A2 + Y
, (1.1)
dZ
dT
=−D2Z + M2Y Z
A2 + Y
,
X(0) ≥0, Y (0) ≥ 0, Z(0) ≥ 0,
where the species X is a renewable resource, Y is the intermediate predator which
eats X, and Z is the top predator which eats Y . The constant R is the intrinsic
growth rate; K is the environmental carrying capacity of species X; C1 and C2
are conversion rates of prey to predator for species Y and Z, respectively; D1 and
D2 are constant death rates for species Y and Z, respectively; M1, M2, A1 and
A2 parametrize the saturating functional response where A1 and A2 are the prey
population levels where the predation rate per unit prey is half its maximum value.
The food chain model (1.1) have been investigated by many researchers [2, 6,
7, 8, 11, 12, 9, 10, 15, 14, 19, 18, 17, 20, 23, 26, 27, 28, 30, 32, 33, 34, 35] over
the past fifty years. Since the food chain model is the simplest one of all three
trophic level in ecosystems, but it has rich dynamics including chaos. Chaotic
dynamics is an important branch of complexity science and a hot subject in the
recent 30 years. Chaos refers to seemingly random irregular motions occurring in
deterministic systems. Many simulation studies have also shown that food chain
models can have chaotic dynamics, generally obtained through a cascade of period
doublings. Please refer to the cited references above and references therein.
To simplify the investigation, we rewrite the model (1.1) in non-dimensional
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form. Letting
t =RT,
x =
X
K
, y =
M1Y
C1KR
, z =
M1M2Z
C1C2KR2
,
m1 =
M1
R
, m2 =
M2
R
,
a1 =
A1
K
, a2 =
M1A2
C1KR
,
d1 =
D1
R
, d2 =
D2
R
,
then system (1.1) takes the form
dx
dt
=x(1− x− y
a1 + x
),
dy
dt
=y(−d1 + m1x
a1 + x
− z
a2 + y
), (1.2)
dz
dt
=z(−d2 + m2y
a2 + y
),
with initial conditions x(0) ≥ 0, y(0) ≥ 0, z(0) ≥ 0.
Motivated by [22], two critical parameters λ1 and λ2 which are dependent on
the six parameters of (1.2) are defined by λi =
aidi
mi−di for i = 1, 2, which represent
the minimum prey population density that can support a given predator. In this
article, parameters λi play an important role on the existence and stabilities of
equilibria. Moreover, these two parameters can be used to classify the dynamics of
system (1.2) completely in Table 1. Based the classification, we show two global
extinction results analytically similar to [7] by a different strategy, and, by using
the same method, we also obtain a global stability result of the limit cycle on the x-
y plane analytically if the top-predator z is extinct eventually. For our knowledge,
the result of stability of limit cycle on x-y plane does not appear in other research
articles.
Unfortunately, based on our classification, there are many cases that we can-
not prove analytically. Instead, by using numerical simulations, we present some
interesting numerical phenomena, including the chaos, point-cycle bi-stability and
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cycle-cycle bi-stability. In a certain range of parameters of system (1.2), chaotic
phenomena are fantastic to attract attentions of researchers investigated by using
numerical simulation [2, 20, 25, 29] or presenting theoretical analysis [11, 12, 9, 10].
We also get some similar numerical results. On the other hand, the bi-stability
phenomena are not rare in ecological models. For example, it is well known that
bi-stability occurs in the two competitive model, and recently it is also found in
the intraguild predator model [24]. Conventionally, the bi-stability is the so-called
point-point bi-stability, which means that there are two boundary stable equilibria
separated by an interior saddle equilibrium. However, in this article, we find the
point-cycle bi-stability and cycle-cycle bi-stability.
In system (1.2), there is a two dimensional subsystem on x-y plane, which is
the well known the predator-prey model with Holling type II functional response.
It is also well known that two asymptotically states can occur only. One is globally
asymptotically stable equilibrium, and another one is the unique stable limit cycle.
When there is the limit cycle on x-y plane, for some parameters, we can find
two interior positive equilibria in the positive cone of R3, where one is always
saddle and another one may be stable or unstable. So we call the point-cycle
bi-stability which means that there is the limit cycle on the x-y plane and one
stable interior equilibrium separated by the saddle interior equilibrium. Similarly,
we call the cycle-cycle bi-stability which means that there is the limit cycle on the
x-y plane and one stable interior periodic solution separated by the saddle interior
equilibrium. In the food chain models, all these bi-stability phenomena seems to
be discovered here for the first time.
Our contributions for this work are following. Firstly, two key parameters
λ1 and λ2 are introduced to completely classify all dynamics of models (1.2).
Secondly, two global stability of boundary equilibrium and one global stability of
boundary limit cycle are showed analytically when the top predator is extinct.
Thirdly, based on the complete classification, all cases are generically performed
numerical simulations beside the proved cases analytically, and the new point-
cycle and cycle-cycle bi-stabilities are discovered. Finally, a brief discussion and
biological implications are given.
The remainder of this article is organized as follows. In Section 2, we first show
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that system (1.2) is well behaved, then we recall all well known results of two-
dimensional predator-prey systems. In Section 3, with parameters λ1 and λ2, the
local stabilities of all boundary equilibria in R3 are discussed, and we also obtain
the necessary and sufficient conditions to guarantee the existence and multiplicity
of the positive equilibrium. The local stability of coexistence is investigated by
the Routh-Hurwitz criterion, and three global results of the boundary equilibrium
or boundary cycle are established by comparison principle. In final section, some
numerical simulations complementary to the theoretical results are performed,
then a brief discussion and some biological interpretations are given.
2 Preliminary Results
2.1 Boundedness of Solutions
First of all, we can easily see that the solutions of (1.2) with non-negative/positive
initial conditions are non-negative/positive. So the state space of (1.2) can be
restricted on the positive octant,
R3+ =
{
(x, y, z) ∈ R3 : x > 0, y > 0, z > 0} ,
if we consider the dynamics in R3. Moreover, it can be be showed [14], by compari-
son principle, that all solutions of (1.2) initiating in R3+ are bounded and eventually
enter the attracting set
{
(x, y, z) ∈ R3+ : x ≤ 1, x+ y ≤ 1 +
1
4d1
, x+ y + z ≤ 1 + 1
4d1
+
1
4d2
}
.
Here is an easy global extinction result which means that if species y cannot
overcome its natural death rate by getting benefit from species x then it will die
out. Consequently, so is species z. The proof can be obtained easily by comparison
principle, so we omit it.
Lemma 2.1. If m1 ≤ d1 then limt→∞ y(t) = 0 and limt→∞ z(t) = 0
Hence we assume that m1 > d1 throughout this work.
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2.2 Dynamics of (1.2) on Invariant Subspaces
In this subsection, we recall some well-known results of one-dimensional and two-
dimensional subsystems of (1.2) on its corresponding invariant subspaces.
It is clear that the system (1.2) have three invariant subspaces, H1 = {(x, 0, 0) :
x ≥ 0}, H2 = {(x, y, 0) : x > 0, y > 0}, and H3 = {(0, y, z) : y > 0, z > 0}. We list
all well known results of system (1.2) on these subspaces.
(i) On H1, system (1.2) is actually one-dimensional system
x˙ = x(1− x), (2.1)
which has two equilibria E0 = (0, 0, 0) and Ex = (1, 0, 0). Equilibria E0 is
unstable and Ex is globally asymptotically stable on H1.
(ii) On H3, equilibrium E0 = (0, 0, 0) is globally asymptotically stable on H3.
(iii) On H2, system (1.2) can be reduced to the following two-dimensional sub-
system dxdt = x(1− x−
y
a1+x
),
dy
dt
= y(−d1 + m1xa1+x).
(2.2)
We will show that, in Proposition 3.1, if d1 ≥ m1/(a1 +1) then limt→∞ y(t) =
0 for system (2.2). Hence it is natural to ask that d1 < m1/(a1 + 1) which
implies d1 < m1 clearly. Introduce a key parameter,
λ1 ≡ a1d1
m1 − d1 , (2.3)
which is defined in [22], and it will play an important role in this work. We
can easily obtain three equilibria, E0 = (0, 0, 0), Ex = (1, 0, 0) and Exy =
(x¯∗, y¯∗, 0), of subsystem (2.2) where x¯∗ = λ1 and y¯∗ = p(λ1) where
p(x) ≡ (1− x)(a1 + x), (2.4)
if λ1 < 1 which is equivalent to d1 <
m1
a1+1
. Similarly, on H2, equilibrium E0
is unstable, and Ex are unstable if 0 < λ1 < 1. Furthermore, the Jacobian
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matrix evaluated at Exy = (x¯∗, y¯∗) can be obtained by direct computations,
A(x¯∗, y¯∗) =
[
−x¯∗ + x¯∗y¯∗(a1+x¯∗)2 − x¯∗a1+x¯∗
a1m1y¯∗
(a1+x¯∗)2
0
]
,
and the characteristic equation of A(x¯∗, y¯∗) is
λ2 − x¯∗(−1 + y¯∗
(a1 + x¯∗)2
)λ+
a1m1x¯∗y¯∗
(a1 + x¯∗)3
= 0.
Therefore, equilibrium Exy is locally asymptotically stable and it is actually
global asymptotically stable (GAS) [21] if
−1 + y¯∗
(a1 + x¯∗)2
< 0
which is equivalent to
x¯∗ = λ1 >
1− a1
2
. (2.5)
For a1 ≥ 1, it is clear that (2.5) is always true, hence Exy is GAS on H2.
However, for 0 < a1 < 1 and λ1 =
1−a1
2
, system (2.2) happens Hopf bifurca-
tion. If 0 < a1 < 1 and λ1 <
1−a1
2
then Exy becomes an unstable spiral, and
there exists a uniqueness stable limit cycle [4].
We summarize all well known one- and two-dimensional results [3, 4, 5] in the
following proposition.
Proposition 2.2. (i) The trivial equilibrium E0 of (2.2) is always saddle.
(ii) The semi-trivial equilibrium Ex of (2.2) is globally asymptotically stable if
λ1 ≥ 1, or it is saddle if 0 < λ1 < 1.
(iii) The coexistence state Exy of speceis x and y for (2.2) exists uniquely if and
only if 0 < λ1 < 1. Moreover, Exy is global asymptotically stable in H2 if
(2.5) holds. For 0 < a1 < 1, if λ1 < (1 − a1)/2, then Exy is an unstable
focus on x-y plane and it is surrounded by a unique stable limit cycle Γ, and
a supercritical Hopf bifurcation takes place at λ1 = (1− a1)/2.
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3 Dynamics in R3+
In this section, we investigate local and some global dynamics of (1.2) with positive
initial conditions. First of all, let us make these two assumptions,
(A1) 0 < λ1 < 1,
(A2) d2 < m2,
based on the following two extinction results, Proposition 3.1 and Lemma 3.2.
With assumptions, (A1) and (A2), there are three boundary equilibria, E0 =
(0, 0, 0), Ex = (1, 0, 0), and Exy =
(
x¯∗, y¯∗, 0) = (λ1, p(λ1), 0
)
. Next the local
stabilities of these three boundary equilibria of system (1.2) are investigated. Then
the existence of positive equilibrium will be showed by taking some constrains,
and its corresponding stability is verified by Routh-Hurwitz criterion. Finally, a
complete classifications of all parameters are given.
Proposition 3.1. If d1 ≥ m1a1+1 , then
lim
t→∞
y(t) = 0 and lim
t→∞
z(t) = 0.
Furthermore, the equilibrium Ex is globally asymptotically stable.
Proof. We only show that if d1 ≥ m1a1+1 , then limt→∞ y(t) = 0. Since the extinction
of species y implies extinction of species z and the global stability of species x,
consequently.
We may assume x(t) ≤ 1 for t large enough without loss of generality. Consider
the case d1 >
m1
a1+1
, and let µ1 = d1 − m1a1+1 > 0. Then, by differential inequality,
we obtain
y˙(t)
y(t)
= −d1 + m1x
a1 + x
− z
a2 + y
≤ −d1 + m1x
a1 + x
≤ −d1 + m1
a1 + 1
= −µ1.
This inequality implies limt→∞ y(t) = 0 which implies limt→∞ z(t) = 0, and system
(1.2) will asymptotically approach the limiting system (2.1) by the Markus limiting
theorem [31]. Hence the equilibrium Ex is globally asymptotically stable.
For the case d1 =
m1
a1+1
,
y˙ = y
(
− d1 + m1x
a1 + x
− z
a2 + y
)
≤ y(−d1 + m1x
a1 + x
) ≤ y(−d1 + m1
a1 + 1
) = 0,
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so y(t) is monotone decreasing. Suppose that limt→∞ y(t) = ξ > 0, we would like
to get a contradiction. By the third equation of (1.2), we have
z˙(s)
z(s)
= −d2 + m2y(s)
a2 + y(s)
≥ −d2 + m2ξ
a2 + ξ
= −d2 + m2ξ
a2 + ξ
,
which implies that z(t) ≥ z(0)e(−d2+
m2ξ
a2+ξ
)t
. By this inequality, we can see that the
inequality −d2 + m2ξa2+ξ ≤ 0 should be true easily. Otherwise, z will be unbounded
which is a contradiction.
If −d2 + m2ξa2+ξ = 0, then it is easy to show that z is monotone increasing. Then
y˙(t)
y(t)
= −d1 + m1x
a1 + x
− z
a2 + y
≤ −d1 + m1
a1 + 1
− z
a2 + y
= − z
a2 + y
≤ − z(0)
a2 + y(0)
< 0,
which implies limt→∞ y(t) = 0 and contradicts to limt→∞ y(t) = ξ > 0.
On the other hand, if −d2 + m2ξa2+ξ < 0, then
lim sup
t→∞
z˙(t)
z(t)
= −d2 + lim sup
t→∞
m2y(t)
a2 + y(t)
= −d2 + m2ξ
a2 + ξ
< 0,
which implies that z˙(t)/z(t) is less than a negative constant for time large enough.
Therefore, we have limt→∞ z(t) = 0, and, by taking limit of the second equation
of (1.2), also obtain
lim
t→∞
m1x(t)
a1 + x(t)
= d1 and lim
t→∞
x(t) =
a1d1
m1 − d1 = 1.
Then a contradiction can be obtained by taking limit of the first equation of system
(1.2), and we complete the proof.
Similarly, by the monotonicity of function y
a2+y
, if d2 ≥ m2 then we have
z˙
z
= −d2 + m2y
a2 + y
≤ −d2 + m2yM
a2 + yM
< 0
where yM = maxt≥0 y(t). Consequently, we have the following lemma.
Lemma 3.2. If d2 ≥ m2 then z(t) approaches 0 as t approaches to ∞.
By preceding two results, system (1.2) can be reduced to a one-dimensional
or two-dimensional subsystem if d1 ≥ m1a1+1 or d2 ≥ m2, respectively. Hence it is
reasonable to avoid these trivialities by making assumptions (A1) and (A2) in
the remainder of this work.
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3.1 Local Stability of Boundary Equilibria in R3
It is easy to obtain variational matrix of (1.2),
A(x, y, z) =

1− 2x− a1y
(a1+x)2
, − x
a1+x
, 0
a1m1y
(a1+x)2
, −d1 + m1xa1+x − a2z(a2+y)2 , −
y
a2+y
0, a2m2z
(a2+y)2
, −d2 + m2ya2+y
 ,
by direct computations.
(i) For equilibrium E0 = (0, 0, 0): The variational matrix evaluated at E0 is
A(E0) =
 1, 0, 00, −d1, 0
0, 0, −d2
 .
Hence E0 is a saddle point with two-dimensional stable subspace H3 and
one-dimensional unstable subspace H1.
(ii) For equilibrium Ex = (1, 0, 0) : The variational matrix evaluated at Ex is
A(Ex) =
 −1, −
1
a1+1
, 0
0, m1
a1+1
− d1, 0
0, 0, −d2
 .
It is easy to see that A(Ex) have two negative eigenvalues, −1 and −d2, with
the x-axis and z-axis as their eigen-subspace, respectively. Moreover, there
is a positive eigenvalue, m1
a1+1
− d1 = m1−d1a1+1 (1 − λ1), because of assumption
(A1). Hence Ex is a saddle point.
(iii) For equilibrium Exy = (x¯∗, y¯∗, 0): The variational matrix evaluated at Exy is
A(Exy) =

−x¯∗ + x¯∗y¯∗(a1+x¯∗)2 , − x¯∗a1+x¯∗ , 0
a1m1y¯∗
(a1+x¯∗)2
, 0, − y¯∗
a2+y¯∗
0, 0, −d2 + m2y¯∗a2+y¯∗

with its characteristic polynomial,(
λ+ d2 − m2y¯∗
a2 + y¯∗
)(
λ2 − (− x¯∗ + x¯∗y¯∗
(a1 + x¯∗)2
)
λ+
m1a1x¯∗y¯∗
(a1 + x¯∗)3
)
= 0.
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Hence Exy is asymptotically stable if and only if
−x¯∗ + x¯∗y¯∗
(a1 + x¯∗)2
< 0 and − d2 + m2y¯∗
a2 + y¯∗
< 0. (3.1)
Using the equality, y¯∗ = (1− x¯∗)(a1 + x¯∗), the first inequality is equivalent to
x¯∗ = λ1 >
1− a1
2
which is the same as the case (iii) of two-dimensional subsystem (2.2) in
Proposition 2.2. The second inequality of (3.1) is equivalent to
y¯∗ = p(x¯∗) = p(λ1) <
a2d2
m2 − d2 ≡ λ2 (3.2)
where the quadratic polynomial p(x) is defined in (2.4).
Let us summarize all local stabilities of boundary equilibria as follows.
Proposition 3.3. Let assumptions (A1) and (A2) hold.
(i) The trivial equilibrium E0 is a saddle point with two-dimensional stable sub-
space H3 and one-dimensional unstable subspace H1.
(ii) The equilibrium Ex is a saddle point with the x-axis and z-axis as its stable
subspace and unstable eigenvector pointed to interior of first octant.
(iii) The equilibrium Exy is asymptotically stable if inequalities (2.5) and (3.2)
hold.
3.2 Existence of Coexistence State and its Local Stability
To find the positive equilibrium E∗ = (x∗, y∗, z∗), we should solve the following
system
0 =1− x− y
a1 + x
,
0 =− d1 + m1x
a1 + x
− z
a2 + y
, (3.3)
0 =− d2 + m2y
a2 + y
.
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With assumption (A2) and by solving the last equation of (3.3), we can easily get
y∗ = λ2 which is defined in (3.2). From the first equation of (3.3), we can obtain
x∗ by solving the quadratic polynomial
(1− x∗)(a1 + x∗) = p(x∗) = λ2 (3.4)
with the conditions, x∗ < 1 and y∗ = λ2 < 1 + a1. Finally, with the preceding x∗
and y∗ and by solving the second equation of (3.3), we obtain
z∗ = (
m1x∗
a1 + x∗
− d1)(a2 + y∗) (3.5)
where z∗ is positive if and only if x∗ > λ1. Summarizing the above discussions,
the positive equilibrium E∗ exists if and only if we can find a positive number
x∗ ∈ (λ1, 1) satisfying (3.4). Based on the above discussions, we present a results
for existence of positive equilibrium.
Proposition 3.4. Let assumptions (A1) and (A2) hold.
(i) If E∗ exists, then 0 < λ2 < min{1 + a1, (1+a1)24 }.
(ii) If 1 ≤ a1, then there is a unique E∗ if and only if 0 < λ2 < p(λ1).
(iii) For 0 < a1 < 1,
(a) if λ1 ≥ 1−a12 , then there exists a unique E∗ if and only if 0 < λ2 < p(λ1);
(b) if 0 < λ1 <
1−a1
2
, then E∗ exists if and only if 0 < λ2 ≤ (1+a1)24 . Fur-
thermore, E∗ is unique either λ2 =
(1+a1)2
4
or λ2 ≤ p(λ1), and E∗ can be
solved exactly with multiplicity two if p(λ1) < λ2 <
(1+a1)2
4
.
Proof. It is easy to see that the quadratic polynomial p(x) = (1 − x)(a1 + x) is
concave down with two real roots 1 and −a1 and maximum (1+a1)24 occurred at
1−a1
2
. The necessary condition for the existence of E∗, the statement of (i), can be
verified easily by the above discussion.
The remainder of this proposition, we consider two cases, 1 ≤ a1 and 0 < a1 <
1. For the case a1 ≥ 1, the function p(x) is monotone decreasing on (0, 1) since
p(x) attains its global maxima at (1− a1)/2 ≤ 0. For any given 0 < λ1 < 1, there
12
1λ1−a1
λ2
x∗
(a) 1 ≤ a1
1λ1−a1
λ2
x∗
(b) 0 < a1 < 1 and λ1 ≥ 1−a12
1λ1−a1
λ2
x∗ x∗
(c) 0 < a1 < 1 and 0 < λ1 <
1−a1
2
Figure 1: Three possible generic cases for the intersection of the two straight lines
L1 and L2 for category (III).
is one and only one x∗ ∈ (λ1, 1) such that p(x∗) = λ2 if λ2 < p(λ1). Please refer
the Figure 1 (a). This complete the proof of (ii).
For 0 < a1 < 1, the results of cases λ1 ≥ (1− a1)/2 and λ1 < (1− a1)/2 can be
obtained by similar arguments. Please refer the Figure 1 (b) and (c). So we omit
the proof of (iii).
We are on the position to investigate local stability of positive equilibrium
E∗ = (x∗, y∗, z∗). By direct computations, the variational matrix evaluated at E∗
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is
J(E∗) =

−x∗ + x∗y∗(a1+x∗)2 , − x∗a1+x∗ , 0
a1m1y∗
(a1+x∗)2
, y∗z∗
(a2+y∗)2
, − y∗
a2+y∗
0, a2m2z∗
(a2+y∗)2
, 0
 . (3.6)
To simplify the notations, we set
A =
x∗
(a1 + x∗)
, B =
y∗
(a1 + x∗)
, C =
a1m1
(a1 + x∗)
,
D =
y∗
(a2 + y∗)
, E =
a2m2
(a2 + y∗)
, F =
z∗
(a2 + y∗)
,
then (3.6) can be simplified to the form,
J(E∗) =
 −x∗ + AB, −A, 0BC, DF, −D
0, EF, 0

and the corresponding characteristic equation is
P (λ) = λ3 + b2λ
2 + b1λ+ b0 = 0, (3.7)
where
b2 = x∗ − AB −DF,
b1 = (E − x∗)DF + ABDF + ABC, (3.8)
b0 = (x∗ − AB)DEF.
By Routh-Hurwitz criterion, the positive equilibrium E∗ is asymptotically stable
if and only if all coefficients, bi, are positive and b2b1 > b0 where the inequality
b2b1 > b0 is equivalent to
−x∗DF (x∗ − AB)−D2F 2(E − x∗)+
(x∗ − AB −DF )(ABDF + ABC) > 0. (3.9)
With the substitution,
y∗ = λ2 = (1− x∗)(a1 + x∗), (3.10)
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we can rewrite x∗ − AB as the form,
x∗ − AB = x∗ − x∗y∗
(a1 + x∗)2
= x∗(1− y∗
(a1 + x∗)2
) =
x∗
a1 + x∗
(a1 − 1 + 2x∗).
Hence x∗ > AB if and only if
x∗ >
1− a1
2
. (3.11)
This is a necessary condition of the stability of E∗. On the other hand, if x∗ > AB
and F  1, then it is easy to verified that parameters b0, b1 and b2 are positive, and
(3.9) holds by taking the limit F = z∗
a2+y∗
→ 0, or, equvalently, z∗ → 0. By (3.5),
we can find a positive number ε such that x∗ ∈ (λ1, λ1 + ε) implies E∗ is stable.
We will discuss some biological meanings in the last section. Let us summarize
the results as follows.
Theorem 3.5. Let assumptions (A1) and (A2) hold and E∗ exist. If E∗ is asymp-
totically stable, then (3.11) holds. Moreover, if conditions (3.11) hold, then there
exists a positive number ε such that x∗ ∈ (λ1, λ1 + ε) implies E∗ is asymptotically
stable.
We classify and summarize the existence and stabilities of all equilibria in
the Table 1. Some global dynamics of system (1.2) will be showed in the next
subsection, and some remarks are given below.
Remark 3.6. (i) In the case of (iii) (b) of Proposition 3.4, we show that there
are exactly two positive equilibria with one’s x-coordinate less than 1−a1
2
and
another one’s x-coordinate greater than 1−a1
2
. Hence the positive equilibrium
with x∗ < 1−a12 is always unstable.
(ii) We find a sufficient condition, F = z∗
a2+y∗
 1, to guarantee the stability
of E∗. This sufficient condition is reasonable and common in real word.
For example, let species x, y and z be the plant, herbivore and carnivore,
respectively. It is easy to see that F → 0 if and only if z∗ → 0, which means
that the amount of the top predator should be few to stabilize a simple food
chain model. This biological implication is compatible with our common
sense.
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Table 1: Classification of parameters
Ex Exy E∗ Results
(I) λ1 ≥ 1 GAS @ @ Theorem 3.1
(II) 0 < λ1 < 1
(1) a1 ≥ 1(⇒ λ1 > 1−a12 )
(a) λ2 > p(λ1) GAS in R3+ @ Theorem 3.9
(b) 0 < λ2 < p(λ1)
GAS in H2 ∃! Uniformly
Saddle in R3+ Persistence [16]
(2) 0 < a1 < 1
(a) λ1 ≥ 1−a12
(i) λ2 > p(λ1) GAS in R3+ @ Theorem 3.9
(ii) 0 < λ2 < p(λ1)
GAS in H2 ∃! Uniformly
Saddle in R3+ Persistence [16]
(b) λ1 <
1−a1
2
(i) λ2 > (
1+a1
2
)2
Unstable Spiral in H2 @ Theorem 3.13∃ Limit Cycle in H2
(ii) λ2 = (
1+a1
2
)2
Unstable Spiral in H2 ∃! Open∃ Limit Cycle in H2
(iii) p(λ1) < λ2 < (
1+a1
2
)2
Unstable Spiral in H2 ∃2 Open∃ Limit Cycle in H2
(iv) 0 < λ2 ≤ p(λ1)
Unstable Spiral in H2 ∃! Open∃ Limit Cycle in H2
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(iii) It is naturally to question that is E∗ globally asymptotically stable when
it is stable by Routh-Hurwitz criterion? By some numerical simulations of
next section, the answer is Yes or No which is dependent on the dynamics
of two-dimensional x-y subsystem on H2. However, it can be showed that
the system is uniformly persistent in the cases (II) (1)(b) and (II)(2)(a)(ii)
of Table 1 by the results in [16], and some details will be discussed in Section
4.
3.3 The Global Stability for the case of Extinction of Top-
Predator
In this subsection, we show a novel result to improve the result of Lemma 3.2.
Intuitively, the inequality, d2 ≥ m2, means that species z cannot overcome its
natural death rate by getting benefit from the maximal resource y. However, we
can obtain a weaker condition to show the extinction of species z.
Actually, Chiu and Hsu [7] consider the following food chain model,
X˙ = RX
(
1− X
K
)
− M1XY
A1 +X
,
Y˙ =
(
M1X
A1 +X
−D1
)
Y − M2Y Z
A2 + Y
,
Z˙ =
(
M2Y
A2 + Y
−D2
)
Z,
X(0) > 0, Y (0) > 0, Z(0) > 0,
(3.12)
which is equivalent to system (1.1) and (1.2) except for conversion rates, C1 and
C2, of nonlinear interactions between different species by comparing system (3.12)
and system (1.1). So the model (3.12) is a special case of (1.2) with C1 = C2 = 1.
Two dimensional subsystem of (3.12) only containing species X and Y has a
unique equilibrium
(X∗, Y∗) =
(
A1D1
M1 −D1 ,
R
M1
(1− X∗
K
)(A1 +X∗)
)
which is equivalent to (x¯∗, y¯∗) =
(
λ1, p(λ1)
)
of system (1.2). Let
(
X(t), Y (t), Z(t)
)
be a solution of system (3.12). Chiu and Hsu show that, by extending the Lyapunov
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functions introduced by Ardito and Ricciardi [1], if
X∗ ≥ K − A1
2
and
M2Y∗
A2 + Y∗
−D2 ≤ 0 (3.13)
then (X(t), Y (t), Z(t)) → (X∗, Y∗, 0) as t → ∞. This result covers the cases
(II)(1)(a) and (II)(2)(a)(i) of Table 1 with C1 = C2 = 1. In the following, we
will show the generic results of cases (II)(1)(a) and (II)(2)(a)(i) except for the
equality sign by different method. Moreover, our method can also cover the case
(II)(2)(b)(i) with a sufficient condition. It is easy to see that inequalities (3.13)
are equivalent to λ1 ≥ 1−a12 and p(λ1) ≤ λ2 except for the equality.
Lemma 3.7. If λ1 >
1−a1
2
and p(λ1) < λ2, then Exy is global asymptotically stable
in the positive cone of x-y plane and locally asymptotically stable in R3+.
We would like to show that the conclusions are true if λ1 >
1−a1
2
and p(λ1) < λ2
hold. This can be obtained easily by Proposition 2.2 (iii) and Proposition 3.3 (iii),
so we omit the proof.
Lemma 3.8. Let
(
x(t), y(t), z(t)
)
be a solution of (1.2) starting from the positive
cone of R3. With the same assumption of Lemma 3.7, we have
lim sup
t→∞
y(t) ≤ p(λ1) and lim inf
t→∞
x(t) ≥ λ1.
Proof. Let
(
x(t), y(t), z(t)
)
be the solution (1.2) starting from the positive initial
point (x0, y0, z0), and let
(
x¯(t), y¯(t)
)
be the solution of (2.2) starting from the
positive initial point (x0, y0). By comparing y-coordinate of vector field of this two
models, it is easy to see that
−d1y + m1xy
a1 + x
≥ −d1y + m1xy
a1 + x
− yz
a2 + y
.
Hence we have y¯(t) ≥ y(t) for t ≥ 0 and limt→∞ y¯(t) = p(λ1) ≥ lim supt→∞ y(t)
by Lemma 3.7. Similarly, by comparing x-coordinate of vector field of this two
models,
x(1− x)− xy¯
a1 + x
≤ x(1− x)− xy
a1 + x
,
we also have x¯(t) ≤ x(t) for all t > 0 and limt→∞ x¯(t) = λ1 ≤ lim inft→∞ x(t). We
complete the proof.
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Theorem 3.9. With the same assumption of Lemma 3.7, we have limt→∞ z(t) = 0
and Exy is global asymptotically stable in R3+.
Proof. Without loss of generality, we may assume that λ1 ≤ x(t) ≤ 1 for time
is large enough which implies that 0 ≤ p(x) ≤ p(λ1) for λ1 ≤ x ≤ 1 under the
assumptions of Lemma 3.7. Then, by the first and last equations of (1.2), we
obtain
(a1 + x)
x˙
x
+
(
a2 + y
m2 − d2
)
z˙
z
= p(x)− λ2 ≤ p(λ1)− λ2 < 0
where p(x) is defined on (2.4). By this inequality, we have
a1
x˙
x
+
(
a2
m2 − d2
)
z˙
z
< (a1 + x)
x˙
x
+
(
a2 + y
m2 − d2
)
z˙
z
< 0
which also implies
x(t)a1z(t)η → 0 as t→∞
where η = a2
m2−d2 .
We claim that solutions of (1.2) will approach to Exy as t→∞. Based on the
last inequality, we only need to consider two cases. The first one is that x(t) is
bounded below by a positive number for all time large enough. The other one is
that there is a sequence of time {tk} such that x(tk)→ 0 as k →∞. If the first one
happens, then z(t) → 0 as t → ∞. Applying Markus Limiting Theorem, system
(1.2) asymptotically approaches 2-dimensional subsystem (2.2). By the previous
lemma, Exy is global asymptotically stable in the positive cone of x-y plane, hence
we complete the proof of the case one.
We assume that the second case happens. Let φ(t; p) =
(
x(t), y(t), z(t)
)
be
a solution of (1.2) with initial positive condition. The assumption, x(tk) → 0 as
k → ∞, implies that there a point q1 on y-z plane belonging to the omega limit
set of p, ω(p). Moreover, by Proposition 3.3 (i) and invariance of omega limit set,
we have E0 ∈ ω(p). However, φ(t; p) does not converge to E0, hence there is a
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point q2 ∈ H1 such that q2 ∈ ω(p) by Butler-McGehee Lemma. Similarly, there
is a point q3 ∈ H2 such that q3 ∈ ω(p). Finally, by global stability of Exy on H2,
Exy ∈ ω(p). Summarize all results, we have that Exy belong to the omega limit
set of any solution of (1.2) with positive initial condition, that is, all solutions of
(1.2) will close to Exy as we wish as can for some time. Consequently, all solutions
converge to Exy since it is asymptotically stable. The proof is completed.
3.4 Global Stability of the limit cycle Γ on H2
Now we consider the case (II)(2)(b)(i) of Table 1. A known result for this case is
recalled [5].
Lemma 3.10. Let a1, λ1 ∈ (0, 1) and λ1 < 1−a12 and , then there exits a unique
limit cycle Γ of (2.2) on H2.
Using similar methods of the previous theorem, we can show the following
proposition.
Proposition 3.11. With the same hypothesis of Lemma 3.10 and λ2 > (
1+λ1
2
)2,
the periodic solution Γ of (1.2) on H2 is globally asymptotically stable in R3 if it
is locally asymptotically stable in R3.
Proof. By the first and last equations of (1.2), we obtain
(a1 + x)
x˙
x
+
(
a2 + y
m2 − d2
)
z˙
z
= p(x)− λ2 ≤
(
1 + a1
2
)2
− λ2 < 0
which also implies
x(t)a1z(t)η → 0 as t→∞,
since
(
1+a1
2
)2
is the global maximum of p(x) occurred at 1−a1
2
. The remainder of
the arguments are similar to Theorem 3.9.
Similarly, we only need to consider two cases. The first one is that x(t) is
bounded below by a positive number for all time large enough. The other one is
that there is a sequence of time {tk} such that x(tk) → 0 as k → ∞. If the first
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one happens, by applying Markus Limiting Theorem, system (1.2) asymptotically
approaches 2-dimensional subsystem (2.2). By the previous lemma, we complete
the proof of the case one.
If the other case happens, by similar arguments of Theorem 3.9 and the Butler-
McGehee Lemma, all solutions of (1.2) will close to the limit cycle of H2 as we
wish as can for some time. Consequently, all solutions converge to the periodic
solution of H2 since it is asymptotically stable. The proof is completed.
If we wish to complete the analysis of case (II)(2)(b)(i) of Table 1, the local
stability of Γ should be established where this is the main difference between this
case and the previous two cases, (II)(1)(a) and (II)(2)(a)(i). Since it is well known
that the local stability of an equilibrium can be verified more easily than the one
of a periodic solution.
Lemma 3.12. Let ξ˜ ∈ Γ and ¯`(t) : [0,∞)→ R2 satisfy the periodic linear system
d¯`
dt
=
1− 2x˜(t; ξ˜)− a1y˜(t;ξ˜)(a1+x˜(t;ξ˜))2 − x˜(t;ξ˜)a1+x˜(t;ξ˜)
a1m1y˜(t;ξ˜)
(a1+x˜(t;ξ˜))2
−d1 + m1x˜(t;ξ˜)a1+x˜(t;ξ˜)
 ¯`, (3.14)
where x˜(t; ξ˜) and y˜(t; ξ˜) are coordinates the periodic solution Γ with initial point
ξ˜. Then limt→∞ ¯`(t) = 0.
Proof. Let φ¯(t; ξ¯) and φ˜(t; ξ˜) be the solutions of (2.2) with initial points ξ¯ and ξ˜,
respectively, and ξ¯ is close to ξ˜. Define h¯(t) ≡ φ¯(t; ξ¯) − φ˜(t; ξ˜). It is easy to see
that
dh¯
dt
=
d
dt
φ¯(t; ξ¯)− d
dt
φ˜(t; ξ˜)
= F¯ (φ¯(t; ξ¯))− F¯ (φ˜(t; ξ˜))
= DF¯ (φ˜(t; ξ˜))h¯(t) + o(||φ¯(t; ξ¯)− φ˜(t; ξ˜)||) (3.15)
for some neighborhood of Γ where F¯ : R2 → R2 is the right hand side function of
(2.2). The linear system (3.14) is exactly the linear part of (3.15). Since Γ is a
limit cycle of (2.2), we complete the proof.
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Theorem 3.13. With the same hypothesis of Proposition 3.11, if
−d2 + 1
T
∫ T
0
m2y˜(t)
a2 + y˜(t)
dt < 0, (3.16)
where y˜ is the y-coordinate of the unique limit cycle Γ on H2, then Γ is globally
asymptotically stable in R3+.
Proof. By Proposition 3.11, it is sufficient to show that Γ is locally asymptotically
stable in R3+. Let ξ ∈ R3+, and ξH2 is the projection of ξ on H2. To show the local
stability of Γ, it is sufficient to show that there is a positive number ε such that if
d(ξ,Γ) < ε then d(φ(t; ξ),Γ) → 0 as t → ∞, where φ(t; ξ) is the solution of (1.2)
with initial point ξ and d is the standard metric. It is easy to see that
d(φ(t; ξ),Γ) ≤ d(φ(t; ξ), φ(t; ξH2)) + d(φ(t; ξH2),Γ)
and d(φ(t; ξH2),Γ)→ 0 as t→∞. Hence we define
h(t) =
h1(t)h2(t)
h3(t)
 ≡ φ(t; ξ)− φ(t; ξH2).
Then
dh
dt
=
h˙1(t)h˙2(t)
h˙3(t)
 = d
dt
φ(t; ξ)− d
dt
φ(t; ξH2)
= F (φ(t; ξ))− F (φ(t; ξH2))
= DF (φ(t; ξH2))h(t) + o(||φ(t; ξ)− φ(t; ξH2)||), (3.17)
where F : R3 → R3 is the right hand side function of (1.2). For some neighborhood
of Γ, we can ignore the higher order terms and get the same dynamics of (3.17)
by consider the following nonautonumous linear system,
d`
dt
=
 ˙`1˙`2
˙`
3
 = DF (φ(t; ξH2))
`1`2
`3

=

1− 2x− a1y
(a1+x)2
− x
a1+x
0
a1m1y
(a1+x)2
−d1 + m1xa1+x −
y
a2+y
0 0 −d2 + m2ya2+y

`1`2
`3
 , (3.18)
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where φ(t; ξH2) = (x(t; ξH2), y(t; ξH2), 0). Let
δ = d2 − 1
T
∫ T
0
m2y˜(s)
a2 + y˜(s)
ds > 0,
and consider the third equation of (3.18). Then
d2 − 1
T
∫ T
0
m2y(t0 + s; ξH2)
a2 + y(t0 + s; ξH2)
ds = d2 − 1
T
∫ t0+T
t0
m2y(s; ξH2)
a2 + y(s; ξH2)
ds >
δ
2
for some t0 large enough. We have, for any natural number n,∫ t0+nT
t0
˙`
3(t)
`3(t)
dt =
∫ t0+nT
t0
−d2 + m2y(t; ξH2)
a2 + y(t; ξH2)
dt
=
(∫ t0+T
t0
+ · · ·+
∫ t0+nT
t0+(n−1)T
)
− d2 + m2y(t; ξH2)
a2 + y(t; ξH2)
dt
< −nδ
2
,
which implies that
`3(t0 + nT ) ≤ `3(t0)e−nδ/2.
Hence `3(t0 +nT )→ 0 as n→∞ which implies system (3.18) approaching asymp-
totically to system (3.14). This completes the proof.
4 Brief Discussions, Biological Implications and
Numerical Simulations
In this work, we investigate the well studied food chain model (1.1). After rescal-
ing to (1.2), six parameters, ai, di and mi for i = 1, 2, can be reformed to two
critical parameters λ1 and λ2 defined firstly in [22] which represent the minimum
prey population densities, x and y, that can support given predators, y and z, re-
spectively. Then all well known two-dimensional results are recalled, Proposition
2.2, including the extinction of the predator, the existence of positive equilibrium
and the existence and uniqueness of the periodic solution, where these facts help
us to identify the dynamics of the three dimensional system.
Based on two extinction results, Proposition 3.1 and Lemma 3.2, we make
assumptions (A1) and (A2). With these two assumptions, parameters λ1 and
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λ2 can be used to classify the existence and dynamics of all equilibria of (1.2) in
Proposition 3.3, Proposition 3.4, and summarize in Table 1. Furthermore, two
global extinctions results, Theorem 3.9 and Theorem 3.11 covered cases (II)(1)(a),
(II)(2)(a)(i) and (II)(2)(b)(i) of Table 1, are proved by the comparison principle.
In particular, we provide an alternative proof comparing with [7] which is showed
by Lyapunov method for the extinction of species z and the global stability of
equilibrium Exy. In addition, we also show the extinction of species z and the global
stability of the limit cycle on x-y plane by the same method. In our knowledge,
this is a novel result of food chain model with Holling type II functional response.
Finally, by performing numerical simulations with xppaut[13] via Python in-
terface, let us discuss some observed numerical phenomena. With Table 1 as the
blueprint, generically, there are only two cases should be considered. The first
one is that the boundary equilibrium Exy is globally asymptotically stable on H2
including cases (II)(1)(b) and (II)(2)(a)(ii) of Table 1. The second one, including
cases (II)(2)(b)(iii)- (II)(2)(b)(iv), is that the boundary equilibrium Exy is unstable
spiral and there is the unique limit cycle on H2.
For the first case, (II)(1)(b) and (II)(2)(a)(ii) of Table 1, although Exy is GAS
on H2, it is also unstable in R3+. Since the inequality λ2 < p(λ1) implies that
existence of E∗ and Exy is unstable by (3.2). So it is naturally to query that is
E∗ stable or even GAS in R3+? By Theorem 3.5, E∗ is stable when x∗ is close to
λ1, and we conjecture, by numerical simulations, that it is GAS. However, it will
be an unstable spiral and a periodic solution appear when x∗ is far away from λ1.
Actually, the uniformly persistence of cases (II)(1)(b) and (II)(2)(a)(ii) of Table 1
are proved in Theorem 5.1 of [16].
For the second case, (II)(2)(b)(iii) and (II)(2)(b)(iv) of Table 1, on the bound-
ary H2 the equilibrium Exy is unstable spiral and there is the stable periodic solu-
tion. How the global dynamics of system (1.2) effecting by the interplay between
the boundary periodic solution and the interior equilibrium or interior periodic
solution ? Let us see more numerical simulations in the following.
We set parameters, a1 = 0.3, m1 = 5/3, d1 = 0.4, a2 = 0.9, d2 = 0.01, and vary
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m2 from 0.02 to 0.15 with step-size 0.001. The values,
1− a1
2
= 0.35, λ1 ≈ 0.09473684210526316,(
1 + a1
2
)2
= 0.4225, and p(λ1) ≈ 0.3573407202216067,
are fixed, and only λ2 are various. It can be easily obtained that λ2 ≈ (1 + a1)2/4
for m2 ≈ 0.0313 and λ2 ≈ p(λ1) for m2 ≈ 0.0351. Some specific values of m2 are
taken to simulate the dynamics of system (1.2). Please refer the case (c) of Figure
1 and the following Table 2.
Table 2: Set fixed parameters, a1 = 0.3, m1 = 5/3, d1 = 0.4, a2 = 0.9, d2 = 0.01,
and vary m2 with different values in the first row. The corresponding λ2 and its
classification by Table 1 are showing in the row 2 and 3, respectively.
m2 0.02 0.033 0.042 0.065
λ2 0.9 ≈ 0.3913 ≈0.28 ≈0.164
Classification (II)(2)(b)(i) (II)(2)(b)(iii) (II)(2)(b)(iv)
(i) m2 = 0.02 : The positive coexistent state does not exist. The solution
converges to the limit cycle of the x-y plane numerically. Please refer the
time courses of all species, the left panel of Figure 2, and the trajectory in
R3, the right panel of Figure 2.
(ii) m2 = 0.033 : For this case, in fact, the positive equilibrium can be solved
with multiplicity 2, and we get the explicit form for the positive equilibrium
x∗ =
1− a1 ±
√
(1 + a1)2 − 4λ2
2
≈ 0.1734, 0.5266.
y∗ = λ2 ≈ 0.3913,
z∗ = (a2 + y∗)
( m1x∗
a1 + x∗
− d1
)
≈ 0.2717, 0.8546.
Recall from (3.11) that the necessary condition for the stability of E∗ is
x∗ > 1−a12 . Hence the equilibrium (0.1734, 0.3913, 0.2717) is unstable. More-
over, we numerically check the stability of equilibrium (0.5266, 0.3913, 0.8546)
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by Routh-Hurwitz criterion, (3.8) and (3.9), and obtain that it is stable.
For these parameters, there are a stable positive equilibrium and one limit
cycle on H2 which we do not know the stability in R3+. So here is an in-
teresting question that how to interplay between these two invariant sets ?
However, it is difficulty to check the stability of the limit cycle on H2, so
we perform some numerical simulations instead. Two trajectories are sim-
ulating by setting parameters which previously mentioned and m2 = 0.033
with two different initial points, (0.5266229095386921, 0.39130434782608703,
0.8546) and (0.17337709046130786, 0.39130434782608703, 0.2717), which are
close two positive equilibria, respectively. By referring Figure 3, panels
(a) and (b) are the time course of all species and trajectory in R3 respec-
tively with initial point (0.5266229095386921, 0.39130434782608703, 0.8546),
and panels (c) and (d) are similar with initial point (0.17337709046130786,
0.39130434782608703, 0.2717). It is clear that one trajectory converges to
the stable positive equilibrium and one trajectory converges to the limit cy-
cle on H2. We plot these two trajectories simultaneously in the panel (e).
This phenomenon can be taken as a bi-stability. By our knowledge, this
numerical finding is the first one in the foodchain models.
(iii) m2 = 0.042 : For this case, there is only one positive equilibrium, and we find
that it is unstable by using the approximating point (0.7472330772318172,
0.26470588235294124, 0.9192068875570567) to check the stability via Routh-
Hurwitz criterion, (3.8) and (3.9). Similarly, we simulate two trajectories of
(1.2) whose initial points are close to the positive equilibrium (panels (a) and
(b) of Figure 4) and close to H2 (panels (c) and (d) of Figure 4), respectively.
Putting these two trajectories simultaneously (panel (e) of Figure 4), we
also get a bi-stability phenomenon between two stable periodic solutions,
numerically.
(iv) m2 = 0.065 : For this case, there is also only one positive equilibrium, and
it is unstable by checking the R-H criterion. Similarly, we simulate two
trajectories of (1.2) whose initial points are close to the positive equilibrium
(panels (a) and (b) of Figure 5) and close to H2 (panels (c) and (d) of Figure
5), respectively. It can be observed that the limit cycle on H2 is not stable
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(a) time courses of all species (b) dynamics of (1.2)
Figure 2: Set parameters, a1 = 0.3, m1 = 5/3, d1 = 0.4, a2 = 0.9, d2 = 0.01, and
m2 = 0.02. It is easy to see that the numerical solution of (1.2) with initial point
(0.1, 0.1, 0.1) converges to the limit cycle of the x-y plane. The left panel presents
all time courses of all species, and the right panel shows the trajectory in R3.
(a) time courses of all species (b) dynamics of (1.2)
(c) time courses of all species (d) dynamics of (1.2) (e) dynamics of (1.2)
Figure 3: Set parameters, a1 = 0.3, m1 = 5/3, d1 = 0.4, a2 = 0.9, d2 = 0.01, and
m2 = 0.033. There is a stable interior equilibrium and a limit cycle on H2. The
behavior of asymptotic dynamics is dependent on the initial condition. Please see
the details in the context.
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(a) time courses of all species (b) dynamics of (1.2)
(c) time courses of all species (d) dynamics of (1.2)
(e) dynamics of (1.2)
Figure 4: Set parameters, a1 = 0.3, m1 = 5/3, d1 = 0.4, a2 = 0.9, d2 = 0.01, and
m2 = 0.042. There is a stable interior periodic solution and a limit cycle on H2.
The behavior of asymptotic dynamics is dependent on the initial condition. Please
see the details in the context.
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anymore by checking the time course of species z (green line) in the panel
(c) of Figure 5. Moreover, in panels (a) and (b) of Figure 5, we can see a
strange attractor similar to the results in [20].
(a) time courses of all species (b) dynamics of (1.2)
(c) time courses of all species (d) dynamics of (1.2)
Figure 5: Set parameters, a1 = 0.3, m1 = 5/3, d1 = 0.4, a2 = 0.9, d2 = 0.01, and
m2 = 0.065. There is a strange attractor and a limit cycle on H2 which is not
stable. It is easy to see that solutions with small z coordinate is attracted to the
strange attractor in the panel (c). Please see the details in the context.
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