Abstract. We study the problem of parameter estimation for stochastic differential equations with small noise and fast oscillating parameters. Depending on how fast the intensity of the noise goes to zero relative to the homogenization parameter, we consider three different regimes. For each regime, we construct the maximum likelihood estimator and we study its consistency and asymptotic normality properties. A simulation study for the first order Langevin equation with a two scale potential is also provided.
Introduction
Data obtained from a physical system sometimes possess many characteristic length and time scales. In such cases, it is desirable to construct models that are effective for large-scale structures, whilst capturing small scales at the same time. Modeling this type of data via diffusion type models may be well-suited in many cases. Thus, multiscale diffusion models have been used to describe the behavior of physical phenomena in scientific areas such as chemistry and biology [6, 15, 23, 26] , ocean-atmosphere sciences [20] , finance and econometrics [1, 14] . In many of these problems, the noise is taken to be small because one may, for example, be interested in modeling (a): rare 1 transition events between equilibrium states of a rough energy landscape [8, 15, 26] , or (b): short time maturity asymptotics for fast mean reverting stochastic volatility models [10, 11] . See also [13, 18] for a thorough discussion on different mathematical and statistical modeling aspects of perturbations of dynamical systems by small noise.
Parameter estimation in multiscale models with small noise is a problem of great practical importance, due to their wide range of applications, but also of great difficulty, due to the different separating scales. The goal of this paper is to develop a theoretical framework for the estimation of unknown parameters in a multiscale diffusion model with vanishing noise. More specifically, let T > 0 be given and consider the d-dimensional process X ǫ .
= {X ǫ t , 0 ≤ t ≤ T } satisfying the stochastic differential equation (SDE) The rate of convergence of δ and ǫ to zero determines the type of equation that one obtains in the limit. For example, if δ is of order 1 as ǫ goes to zero, then equation (1.1) reduces to a deterministic ODE that we obtain if we set ǫ equal to zero. On the other hand, if ǫ is of order 1 as δ goes to zero, then homogenization occurs and this results to an equation with homogenized coefficients. When both parameters ǫ and δ go to zero together, then we need to consider three different regimes depending on how fast ǫ goes to zero relative to δ: We mention here that asymptotic problems for models like (1.1) have a long history in the mathematical literature. We refer the interested reader to classical manuscripts such as [4, 13, 24] for averaging and homogenization results and to the more recent articles [7, 12] for large deviations results and [9, 8] for importance sampling results on related rare event estimation problems.
In (1.1) we assume that the drift term, through the functions b θ and c θ , depends on a physical parameter θ. Generally, from a statistical inference point of view, the main questions of interest are the following:
2 (i) How can one estimate the fast oscillating parameter δ and the intensity of the noise ǫ?
(ii) How can one estimate the unknown parameter θ?
The first question is undoubtedly a quite difficult one and is not addressed in the current work;
see [21] for some related results for specific equations and further references. Instead, we focus on the second question. Thus, assuming that the regime of interaction between ǫ and δ is known, we want to estimate the unknown parameter θ at time T , based on the continuously observed process X ǫ up to this time.
In order to do so, we will follow the maximum likelihood method. Maximum likelihood estimation in multiscale diffusions with noise of order O(1) has been studied by different authors and under different settings, see for example [2, 3, 17, 23, 22] . We also refer the reader to the manuscripts [5, 19, 25] for general results on statistical estimation for diffusion processes. The novelty of the present paper stems from the fact that we address the problem of parameter estimation when both multiscale effects and small noise are present, for all three regimes in (1.2), which requires a different approach for the construction of maximum likelihood estimators.
Indeed, in [23, 22] , assuming that the noise is of order O(1), the authors fit the data from the prelimit process to the log-likelihood function of the limiting process, i.e., of the process to which X ǫ=1,δ converges to, as δ ↓ 0. However, when the diffusion coefficient vanishes in the limit, the limiting process is no longer the solution of an SDE, but of an ODE (see Theorem 2.6), thus it is deterministic and does not have a well defined likelihood. Therefore, instead of working with the likelihood function of the limiting process, we work with the log-likelihood of the original multiscale model and we infer consistency and asymptotic normality (under conditions as described below)
by studying its limit.
In particular, under Regime 1 with b = 0 and under Regimes 2 and 3 (see (1.2)), we prove that the maximum likelihood estimator (MLE) is consistent and asymptotically normal under broad conditions. The situation of Regime 1 with b = 0 is more complicated, because the original loglikelihood function does not have a well defined limit as ǫ ↓ 0, due to the ǫ/δ ↑ ∞ terms. We address this issue by introducing a modified (pseudo) log-likelihood which is well defined in the limit. It turns out that the resulting pseudo MLE is not consistent, however its "bias" can be computed exactly. This is a known problem in multiscale parameter estimation problems [1, 2, 3, 17, 23, 22] ; see Section 3 for some more details on this.
3 Remark 1.1. In this article, by "bias" we mean the remainder term when we compute the limit of the estimator in probability, that isθ ǫ → in P θ + bias . The reason why we use quotes is because bias is usually defined as the remainder of the L 2 -limit of the estimator.
Under Regime 1 with b = 0, we support our findings with a simulation study for a small noise diffusion in a two-scale potential field, a model of interest in the physical chemistry literature, [8, 15, 24, 26] . For this particular model, we can construct an estimator that is consistent and normal.
The rest of the paper is organized as follows. In Section 2, we establish the necessary notation and we present the main ingredients and assumptions needed in the sequel. In Section 3 we discuss the maximum likelihood estimation problem for all three regimes. For Regimes 2 and 3 and Regime 1 when b = 0, we prove the consistency of the MLE, studying the limit of the log-likelihood function,
in Section 4, whereas we prove a central limit theorem for the MLE in Section 5. Finally, in Section 6 we study a particularly interesting case for Regime 1, when b = 0; a small noise diffusion in a two-scale potential field, we prove a central limit theorem for the pseudo MLE in this particular setup and we present a simulated study illustrating the theoretical findings.
Preliminaries, notation and assumptions
We work with the canonical filtered probability space (Ω, F, P θ ) equipped with a filtration F t that satisfies the usual conditions, namely, F t is right continuous and F 0 contains all P θ -negligible sets.
Regarding the SDE (1.1) we impose the following condition.
where Θ is open, bounded and convex. Also, the coefficients b θ (x, y), c θ (x, y) are Lipschitz continuous in θ.
(ii) The functions b θ (x, y), c θ (x, y), σ(x, y) are Lipschitz continuous and bounded in both variables. Moreover, they are periodic with period λ in the second variable in each direction.
In the case of Regime 1 we additionally assume that they are
x with all partial derivatives continuous and globally bounded in x and y.
(iii) The diffusion matrix σσ T is uniformly nondegenerate.
For notational convenience we define the operator · : ·, where for two matrices
Under Regime 1, we also impose the following condition.
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Condition 2.2. Consider the second order elliptic partial differential operator
equipped with periodic boundary conditions in y (x is being treated as a parameter here). Let µ 1 θ (dy; x) be the unique invariant measure corresponding to the operator L 1 x,θ . Under Regime 1, we assume the standard centering condition (see [4] ) for the drift term b:
Under Conditions 2.1 and 2.2, Theorem 3.3.4 in [4] guarantees that for each ℓ ∈ {1, . . . , d} there is a unique, twice differentiable function χ ℓ (x, y) that is one periodic in every direction in y and which solves the following cell problem:
We write χ θ = (χ 1,θ , . . . , χ d,θ ).
Under Regime 3, we also impose the following condition.
Condition 2.3. Under Regime 3 and for any θ ∈ Θ and x ∈ R d , we assume that the ordinary differential equation
has a unique invariant measure that is Lipschitz continuous in
Notice that the existence of a unique smooth invariant measure is immediately implied for Before stating the main results, we need additional notation and definitions. We borrow some notation from [7] and modify it to fit our needs.
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Definition 2.4. For the three possible Regimes i = 1, 2, 3 defined in (1.2) and for
We also define for Regime i a function λ i (x, y), i = 1, 2, 3, as follows.
Definition 2.5. For the three possible Regimes i = 1, 2, 3 defined in (1.2) and for
where χ θ = (χ 1,θ , . . . , χ d,θ ) is defined by (2.1) and I is the identity matrix.
Based on the results in [7] , we obtain the following theorem, which essentially is the law of large numbers for (1.1). Given the results in [7] , the additional steps required in order to prove this theorem are minimal, so we include a short proof in this section as well. 
where for Regime i,X i is the unique solution to the deterministic equation
and µ i θ (dy; x) is the invariant measure corresponding to the operator L i x from Definition 2.4.
Proof. Under our assumptions, Theorem 2.8 in [7] guarantees weak convergence of X ǫ · toX i · in C([0, T ]) for any T > 0. Since, the limiting processX i t is deterministic and weak convergence to constants implies convergence in probability, we obtain the claim of the theorem. Also, due to our assumptions, the limiting ODE's in (2.3) are well defined and have a unique solution in their corresponding regime.
Maximum likelihood estimation
Assume that we observe the process X ǫ in continuous time and denote by X T .
the data we obtain. The log-likelihood function for estimating the parameter θ in the statistical model (1.1) can be expressed as follows
where we denote α(x, y) = σσ T (x, y) and for any positive definite matrix K
The notation used in (3.1) is slightly unusual and the brackets (x t , x t /δ) outside of the integral are the integrand variables. This notation is chosen for presentation purposes only, since if we used the arguments to each function in the stochastic integrals, this would result in long and complicated-looking formulas.
Sometimes, we will omit the subscript K if K = I. Essentially, we define the likelihood function as the Radon-Nikodym derivative
where P θ is the measure for (1.1) and P * θ the measure for (1.1) when the drift term is equal to zero. Therefore, for fixed ǫ, δ, we define the maximum likelihood estimator (MLE) of θ to bê
The presence of the small parameters ǫ and δ complicate the estimation of θ significantly. Our approach is to find the limiting likelihood (in the appropriate sense) for each Regime i = 1, 2, 3,
Then, we prove consistency and derive asymptotic properties of the MLEθ ǫ , by studying properties of the prelimiting log-likelihood Z ǫ θ,T (X T ) and of the limiting log-likelihoodZ i θ,T (X i · ). In particular, as we shall see in Section 4.1, based on the analysis of the log-likelihood function (3.1) we prove that the MLE is a consistent estimator of the true value θ 0 , under Regime 1 with b = 0 and Regimes 2 and 3. Under the same framework, we also prove, in Section 5, that the MLÊ θ ǫ is asymptotically normal.
On the other hand, as we shall see in Section 4.2, things get more complicated under Regime 1 when b = 0. In this case, the likelihood function (3.1) does not necessarily have a well defined limit due to the terms that are multiplied by ǫ/δ (recall that in this case ǫ/δ ↑ ∞ as ǫ ↓ 0). We choose to resolve this issue, by taking the limit in an appropriately re-scaled and centered version of the original log-likelihood (a pseudo log-likelihood). Under certain conditions, this pseudo log-likelihood approach overcomes the convergence issue and a well defined limit exists. However, the pseudo maximum likelihood estimator is consistent, even though the "bias" is explicitly characterized.
The consistency issue of the maximum likelihood estimation in the presence of "unbounded drift terms", such as the term
ds with ǫ/δ ↑ ∞ is well known in the literature. In the context of ǫ = 1 and δ ↓ 0, which corresponds to Regime 1, the problem has also been studied in [2, 3, 17, 23, 22] under different scenarios and conditions and it is shown there that the maximum likelihood estimator is not consistent and one may need to result in sub-sampling of the data at appropriate rates in order to produce consistent estimators. In the case that has been studied in [3, 22] the issue was treated with appropriate sub-sampling of the data. The article [17] followed a semi-parametric approach assuming a special structure of the coefficients. In this work we do not address the consistency issue. Nevertheless, we provide an explicit formula for the asymptotic error in the transformed log-likelihood function. Moreover, we apply our results to the case of small noise diffusion in a two-scale potential field, see Section 6. In this case, even though, the original estimator is not consistent, we can construct a consistent estimator and also derive a central limit theorem for the proposed estimator.
We then prove the following Theorem Theorem 4.2. Let the assumptions of Theorem 2.6 hold. Let X T = {x t , 0 ≤ t ≤ T } be a sample path of (1.1) at θ = θ 0 . In the case of Regime 1 we assume that b θ = 0. Then, under Regime i = 1, 2, 3, the sequence Z ǫ θ,T , ǫ > 0 converges in P θ 0 probability, uniformly in θ ∈ Θ toZ i θ,θ 0 ,T X i · from Definition 4.1 and whereX i t is the solution to the corresponding limiting ODE from Theorem 2.6. In particular, for any η > 0
Lastly, in each regime, the functionZ i θ,θ 0 ,T is maximized at θ = θ 0 .
Remark 4.3. Here,X i · =X i · (θ 0 ), i.e., the parameter value is θ = θ 0 . However, throughout this section we use the compact notationX i · instead ofX i · (θ 0 ) for presentation purposes only, in order to simplify the formulas.
Proof. Since X T = {x t , 0 ≤ t ≤ T } is a sample path of (1.1) at θ = θ 0 , we get that
where
Then standard averaging principle for locally periodic diffusions, see Chapter 3 of [4] , and the fact that the corresponding invariant measure µ i θ (dy; x) is continuous as a function of x and Theorem 2.6 imply that for any p ≥ 1
Moreover, the Burkholder-Davis-Gundy inequality [16] applied to the stochastic integral √ ǫI 2,ǫ t and Condition 2.1 imply
for some constant C > 0, uniformly in θ ∈ Θ.
Thus, the proof of the claimed convergence follows by Chebyschev's inequality and the uniform convergence in θ ∈ Θ. The fact that the limit is maximized at θ = θ 0 is easily seen to hold by completing the square in the expressions forZ i θ,θ 0 ,T at Definition 4.1. For example, in the case of Regime 1, it is easy to see that
and thus the maximum is easily seen to be attained at θ = θ 0 . Similarly for Regimes 2 and 3.
Before we continue, we need to impose the following identifiability condition for the true value of the parameter θ. 
. Under Condition 4.4 and the assumptions of Theorem 4.2, the MLE sequence θ ǫ , ǫ > 0 converges in P θ 0 probability to the true parameter. In particular, for any η > 0 we have
Proof. For all η > 0, we have that
Condition 4.4 gives that
The result follows by the uniform convergence of Theorem 4.2.
4.2.
Pseudo Limiting Likelihood for Regime 1 when b = 0. In the case of Regime 1 with b = 0, the situation is more involved because the limit of the log-likelihood Z ǫ θ,T (X T ) by (3.1) is not well defined. This is due to the ǫ/δ and (ǫ/δ) 2 terms that appear in the expression of Z ǫ θ,T (X T ). This leads us to re-parameterize the log-likelihood, so that it will have a well defined limit. However, we need to re-parameterize the log-likelihood in such a way so that the limiting expression will coincide with the expression of Section 4.1 for b = 0 and at the same time maintain tractability and simplicity.
Let us denote by Z ǫ θ,T (X T ; 0) the log-likelihood function (3.1) with b = 0. We define the modified log-likelihood function
To characterize the limit, we first need to define several quantities. But first we impose an additional assumption. Next, we define
For the limiting distribution we prove the following theorem Theorem 4.7. Let Conditions 2.1, 2.2 and 4.6 hold and consider Regime 1.
be a sample path of (1.1) at θ = θ 0 . Then, the sequence Ẑ ǫ θ,T , ǫ > 0 , as defined by (4.2), converges in P θ 0 probability, uniformly in θ ∈ Θ toẐ 1
In particular, for any η > 0
Before proceeding with the proof of the theorem, we make two remarks. is an essential tool in the proof of Theorem 4.7. There does not seem to be an obvious way to reparameterize the likelihood in such a way that it will have a well defined limit and at the same time maintain tractability. However, as we shall see in Section 6, Theorem 4.7 covers one of the 12 cases of interest which is the first order Langevin equation with a two scale potential. To be more precise, it covers the case of a small noise diffusion in two-scale potentials of the form (1.1) with
Proof of Theorem 4.7. After some term rearrangement, we get
We study the limiting behavior of the terms in the right hand side of (4.5). It is relatively easy to see that the
converges to zero in the p-th mean for every p ≥ 1. Moreover, the quadratic variation of the stochastic integral M ǫ T in (4.5) has a well defined limit in p-th mean, which together with the fact that it is multiplied by √ ǫ, gives us that this term on the right hand side of (4.5) converges to zero in p-th mean.
Therefore it remains to study the terms K ǫ 1 , ǫ δ K ǫ 2 and K ǫ 3 . By standard averaging principle for locally periodic diffusions, it can be seen that K ǫ 1 + K ǫ 3 converges in P θ 0 probability, uniformly in θ ∈ Θ to J 1 θ,θ 0 (X 1 · ); see for example [4, 24] . Lastly, we need to study the term ǫ δ K ǫ 2 . For this purpose we apply Itô formula to Φ(x, x/δ) that satisfies (4.3) with x = X ǫ s to get
Hence, recalling that Φ satisfies (4.3), which has a unique, periodic in y, bounded and smooth solution due to Condition 4.6, we obtain
From this statement the result follows immediately since the last term
converges in P θ 0 probability, uniformly in θ ∈ Θ, to H θ,θ 0 (X 1 · ). The rest of the terms on the right hand side of the last display converge to zero in P θ 0 probability, uniformly in θ ∈ Θ, due to the boundedness of Φ and its derivatives and Condition 2.1. This concludes the proof of the theorem.
Central Limit Theorem for Regime 1 when b = 0 and for Regimes 2 and 3
In this section we state and prove a central limit theorem (CLT) for the maximum likelihood estimatorθ ǫ of θ in the case of Subsection 4.1.
The main structural assumption is that under Regime 1 we have that b θ (x, y) = 0. For notational convenience and without loss of generality, we then consider that b θ (x, y) = 0 for all three regimes.
For Regime 2 when b θ = 0 one essentially just replaces in the final formula, the function c θ (x, y), by the function γb θ (x, y) + c θ (x, y). So, without loss of generality, let us assume that b(x, y) = 0 for all three regimes.
We define the normed log-likelihood ratio
With P θ probability 1 we can write that
For notational convenience, we also define the quantities
The Fisher information matrix is defined to be
To this end we recall that the invariant measure µ has, under our assumptions, a smooth, uniformly bounded away from zero density, which is also periodic in the y−variable (Theorem 3.3.4 and Section 3.6.2 in [4] ) for Regimes 1 and 2 and Condition 2.3 for Regime 3. We will denote by m i θ (x, y) the density of µ i θ (dy; x), namely µ i θ (dy; x) = m i θ (x, y)dy. In this section the following condition is imposed. we have that in distribution under P θ , the following central limit result holds
Moreover, the MLE has converging moments for all p > 0, i.e.,
where Z is a standard N (0, I) random vector. 
Mǫ(θ,u 2 ) − e 1 2m
Mǫ(θ,u 1 ) 2m
The proof of this lemma is presented in the appendix.
Lemma 5.5. Under the conditions of Theorem 5.2, and for any p ∈ (0, 1) and compactΘ ⊂ Θ there exists a function gΘ ,p ( u ) with the property
First Order Langevin Equation
A particular model of interest is the first order Langevin equation
where V ǫ is some potential function and 2D the diffusion constant. We are particularly interested in the case where the potential function V ǫ is composed of a large-scale smooth part and a fast oscillating part of smaller magnitude:
Thus the equation of interest can be written as
An example of such a potential is given in Figure 1 . For the potential function drawn in Figure 6 , the unkown parameter θ corresponds to the curvature of V (x) around the equilibrium point.
We are interested in the statistical estimation problem for the parameter θ in the case of Regime 1, i.e., when ǫ/δ ↑ ∞. In Subsection 6.1 we study the estimation problem for θ based on the methodology described in Subsection 4.2. In Subsection 6.2 we study the corresponding central limit theorem. In Subsection 6.3 we present a simulation study.
6.1. Pseudo Limiting Likelihood and Proposed Estimator for θ. To connect to our notation let b θ (x, y) = −∇Q(y), c θ (x, y) = −θ∇V (x), σ(x, y) = √ 2DI and we consider Regime 1. In this case there is an explicit formula for the invariant density µ(y), which is the Gibbs distribution
Moreover, it is easy to see that the centering Conditions 2.2 and 4.6 hold. Notice that in this case the invariant measure does not depend neither on x ∈ R d , nor on θ ∈ R. We also definê
We have the following proposition.
Proposition 6.1. Under the conditions and notation of Theorem 4.7 we have that the error term is given by
Proof. In the case b θ (x, y) = −∇Q(y), c θ (x, y) = −θ∇V (x) and σ(x, y) = √ 2DI, we notice that the solution Φ to the Poisson equation (4.3) is related to the solution of the cell problem χ, (2.1), via the relation
Hence, we have that
This concludes the proof of the proposition.
When we have a separable fluctuating part, i.e. Q(y 1 , y 2 , . . . ,
everything can be calculated explicitly. We summarize the results in the following corollary. This corollary also shows that in this case we can derive a consistent estimator θ 0 in closed form.
Under the conditions and notation of Theorem 4.7, we have that the error term is given by
where λ > 0 is the (common) period of the functions Q i in the corresponding direction,
Furthermore, recall the MLEθ ǫ . If
converges in P θ 0 probability to θ 0 , i.e.,θ ǫ is a consistent estimator of θ 0 .
Proof. The separability assumption of Q(y) gives us
Plugging that into (6.3) we immediately get the simplified representation of the error term.
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The second claim follows from Hölder inequality. Indeed, it is easy to see that
Next, we maximize the limiting log-likelihood function. By straightforward substitution to (4. 4) we see that
We collect things together and writê
Then, it is easy to see that this quantity is maximized for
Then, using Theorem 4.7 we obtain the statement of the theorem.
Central Limit Theorem for the pseudo MLE.
In this section, we prove a central limit for the maximum likelihood estimator of the first order Langevin equation (6.2).
Based on the modified log likelihood function (i.e., on (4.5)), the maximum likelihood estimator can be written
Some algebra manipulation in (6.5) gives us
We have the following theorem Theorem 6.3. Assume Condition 2.1. Consider the first order Langevin equation (6.2) and assume Regime 1. Letθ ǫ be the maximum likelihood estimator of θ 0 based on the modified log likelihood functionẐ ǫ θ,T . Then, we have that in distribution under P θ 0 , the following central limit result holds
ds .
which is (6.4).
Proof. The first statement follows directly from the representation of the maximum likelihood estimator in (6.6) and the central limit theorem for stochastic integrals, see for example Lemma 1.8 in Chapter I of [18] .
The second statement is as follows. Consider the unique, bounded and periodic in y smooth solution of the auxiliary problem
By applying Itô formula to Φ(x, y), (compare with (4.6) and (4.7)) we get
where the term o p (1) converges to zero in probability as ǫ, δ ↓ 0. Therefore, by substituting we obtain that
Then, as in Proposition 6.1 and Corollary 6.2 we can solve the auxiliary PDE (6.7) in closed form and obtain the statement of the theorem.
6.3. A Simulation Study. We apply our results in the case when V ǫ (x,
As we discussed in the previous sections, in this case we need to work with the modified likelihood, since b = 0. As we proved in Proposition 6.1 due to the separability of Q, we can obtain a consistent estimator when properly normalized.
We start by simulating the model. We use an Euler discretization scheme for the multiscale diffusion as follows
where k = 1, . . . , n, n is the number of simulated values. For the simulated data we choose ǫ = 0.1 and δ = 0.01.
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From [9] , we have that the Euler scheme is bounded above by ∆ǫ/δ 2 , where we denote by ∆ the discretization step. Therefore, if we want an error of order 0.001, we need to choose the discretization step ∆ to be equal to 0.001δ 2 /ǫ. For the simulation procedure, we choose ∆ = 10 −6
and n = 10 6 .
The maximum likelihood procedure consists of constructing the pseudo log-likelihood function (4.9). More specifically,
where σ = √ 2D and const is a quantity that is independent of the parameter θ. The maximizer of this quantity computes as
Although our model is continuous as well as our MLE, in practice we obtain data in discrete time. Therefore, we need to discretize our estimator in order to implement it. We directly discretize the stochastic integrals and we obtain
The consistent estimatorθ will be the normalizedθ max . The normalizing term equals (λΓ) 2 , with λ and Γ as defined in Corollary (6.2).
Remark 6.4. It is important to mention here that we do not simplify the stochastic integral using Itô's lemma. The reason is that in order to compute the estimator for θ we need to use just the observations we have available. If we use Itô, then the integral with respect to Brownian motion that appears contains a process (the Brownian motion) that is not observed.
Using simulated data, we construct the MLE for different values of the true parameter θ. The results are summarized in Table 6 .3, along with the corresponding 68% and 95% confidence intervals.
These are both empirical intervals meaning that we repeat the procedure (simulation -estimation) several times (M=100 
Conclusions
In this paper we studied the parameter estimation problem for diffusion processes with multiple scales and vanishing noise. Under certain conditions, we derived consistent estimators and proved perturbed by small noise.
Appendix
Proof of Lemma 5.3. Let us denote θ ǫ,u = θ ǫ + φ(ǫ, θ ǫ )u ǫ , where φ(ǫ, θ) = √ ǫI −1/2 (θ). We assume that θ ǫ belongs in a compact subset of Θ, denoted byΘ, and let u ǫ → u as ǫ ↓ 0. We start by rewriting the normed likelihood ratio as follows
The last line of the previous computation is easily seen to hold by the following chain of identities
which are applied for
The goal is to prove that
, where Φ is distributed as normal N (0, I) and R(ǫ, θ) → 0 as ǫ ↓ 0 in P θ probability uniformly in θ ∈ Θ. This, will establish that the family {P ǫ θ : θ ∈ Θ} is uniformly asymptotically normal with normalizing matrix φ(ǫ, θ) = √ ǫI −1/2 (θ), which then proves the lemma.
It is clear that
Moreover, due to averaging and the law of large numbers result Theorem 2.6, the definition of the Fisher information matrix I(θ) implies that Thus it remains to consider the term R(ǫ, θ) = J ǫ 1 (θ) + J ǫ 3 (θ). We shall show that both terms converge to zero in P θ probability as ǫ ↓ 0, uniformly in θ ∈Θ .
We start by observing that The last convergence is true due to the uniform continuity of ∇ θ c θ in θ ∈Θ and tightness of {X ǫ , ǫ > 0}. Using Itô isometry, the last display implies that This establishes that the family {P ǫ θ : θ ∈ Θ} is uniformly asymptotically normal with normalizing matrix φ(ǫ, θ) = √ ǫI −1/2 (θ), which concludes the proof of the lemma. 
