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Abstract
In this paper the Feynman path integral technique is applied to two-dimensional spaces of non-
constant curvature: these spaces are called Darboux spaces D I–D IV. We start each consideration
in terms of the metric and then analyze the quantum theory in the separable coordinate systems.
The path integral in each case is formulated and then solved in the majority of cases, the
exceptions being quartic oscillators where no closed solution is known. The required ingredients
are the path integral solutions of the linear potential, the harmonic oscillator, the radial harmonic
oscillator, the modified Po¨schl–Teller potential, and for spheroidal wave-functions, respectively.
The basic path integral solutions, which appear here in a complicated way, have been developed
in recent work and are known. The final solutions are represented in terms of the corresponding
Green’s functions and the expansions into the wave-functions, respectively. We also sketch some
limiting cases of the Darboux spaces, where spaces of constant negative and zero curvature
emerge.
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1 Introduction
1.1 General Overview and Recent Work
In recent years there have been an enormous success in developing path integral techniques and
in solving Feynman path integrals. After its invention by Feynman [10], the solution of the
harmonic oscillator has been for a long time the only accessible path integral solution. Several
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textbooks made the path integral more popular, e.g. Feynman and Hibbs [12] and Schulman [60].
However, as a tool in quantum mechanics the path integral remained in a dormant state, whereas
its main applications were in field theory, e.g. [11, 14, 35, 50]. Only later on, the technique of
radial path integrals, i.e. the Cartesian path integral formulated in spherical coordinates, were
developed in the 1960’s by Edwards and Gulyaev [9] and Peak and Inomata [59].
Matters shifted with the first calculation of the path integral for the Hydrogen atom [7, 8] by
Duru and Kleinert. In the textbook [46] a lot of applications and a summary of the development of
this technique can be found, including many references on the subject. The principal development
in their approach was a technique called space-time transformation, sometimes also called “Duru–
Kleinert transformation”, which does not only performs a coordinate transformation in the path
integral but also transforms the time-sclicings ǫ = T/N into new time-sclicings δ. This combined
coordinate and time-transformation usually ends up in manipulating the action in the path
integral in such a way that a given problem is transformed into one of the basic path integrals.
These basic path integrals are roughly speaking, the harmonic oscillator, the radial harmonic
oscillator [59], the (modified) Po¨schl–Teller potential path integrals [1, 6, 13], and the Spheroidal
Path Integral [24, 26]. In our book “Handbook of Feynman Path Integrals” [34] we have given a
thorough overview of all the techniques how to handle and manipulate path integrals, and, most
important, an up-to-date list of several hundreds solvable path integrals and the corresponding
references.
The separation of a particular quantum mechanical potential problem into more than one
coordinate system has the consequence that there are additional integrals of motion and that
the spectrum is degenerate. The Noether theorem [57] connects the particular symmetries of a
Lagrangian, i.e., the invariances with respect to the dynamical symmetries, with conservation
laws in classical mechanics and with observables in quantum mechanics, respectively. In the
case of the isotropic harmonic oscillator one has in addition to the conservation of energy and
the conservation of the angular momentum, the conservation of the quadrupole moment; in the
case of the Coulomb problem one has in addition to the conservation of energy and the angular
momentum, the conservation of the Pauli-Runge-Lenz vector. In total, the additional conserved
quantities in these two examples add up to five functionally independent integrals of motion in
classical mechanics, respectively observables in quantum mechanics.
A topic which appeared in the formulation of the radial path integral and for the (modi-
fied) Po¨schl–Teller potential [1, 6, 13, 47] was path integration over group spaces. This included
the formulation and evaluation of the path integral in spaces of constant curvature, the curva-
ture being positive (spheres), negative (hyperboloids), or zero (Euclidean and pseudo-Euclidean
space). This opened a new rich field of investigations. It required separation of variables in the
Schro¨dinger-, respectively the Laplace–Beltrami equation ∆LB−E, in various coordinate systems
in these spaces. The case of two- and three-dimensional Euclidean space can be found e.g. in [55]
and in the textbooks [54, 56]: In two-dimensional flat space there are four coordinate systems
and in three-dimensional space there are 11 coordinate systems which separate the Helmholtz,
respectively the Schro¨dinger equation.1
A thorough study of separation of variables of the Laplace–Beltrami equation in spaces of
non-zero constant curvature was first performed by Olevski˘ı [58], who studied the two- and three-
dimensional cases of constant curvature. In particular, he found that on the two-dimensional
1As pointed out in [2] there are 17 types of coordinate systems which R-separate the Laplace equation, i.e.
∆LBΦ = 0. However, these additional systems are very complicated except the case of the toroidal coordinate
system.
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hyperboloid there are nine coordinate systems and on the three-dimensional hyberboloid 34 coor-
dinate systems which allow separation of variables in the Laplace–Beltrami equation. However,
only in several cases which exhibit symmetry properties closed solutions in terms of higher tran-
scendental functions are known. In many coordinate systems very little is known about the
corresponding solutions of the Eigenvalue equation in terms of special functions and no closed
solution is known. These coordinate systems are usually parameter-dependent, e.g. ellipsoidal
or paraboloid systems. Usually, only in the non-parameter-dependent coordinate systems, like
spherical and parabolic coordinates, a well-developed theory of higher transcendental functions
is known. In these cases, the relevant eigen-functions can be expressed in terms of hypergeomet-
ric and degenerate hypergeometric functions and we find Legendre polynomials (in cases with a
discrete spectrum) and functions (in cases with a continuous spectrum), Bessel- and Whittaker
functions (in cases with a continuous spectrum) and numerous polynomial solutions (in cases
with a discrete spectrum), and so on.
The only exception of parametric coordinate systems, where a developed theory of the cor-
responding higher transcendental functions exists, are the elliptic and spheroidal coordinate
systems in flat space [53] and on spheres [26]. The important point is that this theory allows one
to expand the exponentiated invariant distance in terms of elliptic and spheroidal wave-functions.
These functions are one-parameter-generalized functions of the well-known spherical harmonics
and Bessel functions. It also allows one to formulate the “Spheroidal Path Integral” which can
be added to the list of Basic Path Integrals.
Based on [58], the theory of [53], and the thorough study of coordinate systems in spaces of
constant curvature [37], we were able to find the solution of the path integral formulations in
these spaces, expressed in its separating coordinate systems [23, 24]. This study included the two-
and three-dimensional Euclidean and pseudo-Euclidean spaces, the two- and three-dimensional
spheres, the two- and three-dimensional hyperboloids, imaginary Lobachevsky space, respectively
the single-sheeted hyperbolic [22], SU(u, v)-path integration [18], hyperbolic spaces of rank one
[19], and Hermitian hyperbolic spaces [19, 25].
Let us finally note that due to Kalnins, Miller, Winternitz, and coworkers there is in a
series of papers an extensive study on separation of variables of the Schro¨dinger-, respectively
the Helmholtz equation in spaces of constant curvature, called ”Lie Theory and Separation of
Variables”. We just would like to refer to Refs. [2, 3, 5, 40, 54] and the textbooks [24, 37] with
their extensive reference list on this subject.
1.2 Introducing Darboux Spaces
An extension of the study of path integration on spaces of constant curvature is the investigation
of path integral formulations in spaces of non-constant curvature. Kalnins et al. [38, 39] denoted
four types of two-dimensional spaces of non-constant curvature, labeled by D I–D IV, which are
called Darboux spaces [48]. In terms of the infinitesimal distance they are described by:
(I) ds2 = (x+ y)dxdy , (1.1)
(II) ds2 =
(
a
(x− y)2 + b
)
dxdy , (1.2)
(III) ds2 = (a e−(x+y)/2 + b e−x−y)dxdy ,
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(IV) ds2 = −a(e
(x−y)/2 + e(y−x)/2) + b
(e(x−y)/2 − e(y−x)/2)2 dxdy . (1.4)
a and b are additional (real) parameters. Kalnins et al. [38, 39] studied not only the solution of
the free motion, but also emphasized on the super-integrable systems in theses spaces. Super-
integrable means that in two dimensions at least three constants of motion must exist, which is
by construction already fulfilled for the free motion. They found appropriate coordinate systems,
and we will consider all of them. In the majority of the cases we will be able to find a solution,
however in some cases this will not be possible due to the quartic anharmonicity of the problems
in question.
The Gaussian curvature in a space with metric ds2 = g(u, v)(du2 + dv2) is given by (g =
det g(u, v))
K = − 1
2g
(
∂2
∂u2
+
∂2
∂v2
)
ln g . (1.5)
Equation (1.5) will be used to discuss shortly the curvature properties of the Darboux spaces,
including their limiting cases of constant curvature.
In the following sections we discuss each of the four Darboux spaces, we set up the La-
grangian, the Hamiltonian, the quantum operator, and formulate and solve (if this is possible)
the corresponding path integral. We also discuss some of the limiting cases of the Darboux-
spaces, i.e. where we obtain a space of constant (zero or negative) curvature. In particular, for
D II we consider the limiting case b = 0 a little bit more explicitly: it gives the two-dimensional
hyperboloid (with constant negative curvature). The other limiting case on D II (a = 0, i.e. IR
2)
is only sketched. In the case of D I there is no limiting case, because we have no free parameter
in the metric to choose from. In the two remaining Darboux-spaces, D III and D IV, the limiting
cases of D III is not very difficult since it is the zero-curvature case IR
2 which emerges. In D IV
we sketch the matter with some notes.
In order to make the paper self-contained we provide in the Appendices some material about
the Basic Path Integral techniques and solutions. We set up the path integral formulation for
general coordinates, including our lattice definition of the time-sliced path integral and shortly
describe several transformation techniques, including coordinate transformation and the space-
time transformation. Also, we summarize some important path integral solutions, like the (radial)
harmonic oscillator, the linear potential, and the modified Po¨schl–Teller potential, including
the corresponding Green’s functions. These solutions including their generalization to related
potentials are indispensable tools in the path integral investigation of Darboux spaces.
2 Darboux Space D I
We start with the consideration of the Darboux Space D I and consider the following coordinate
systems
((u, v)-Coordinates:) x = u+ iv , y = u− iv , (u ≥ a) , (2.1)
(Rotated (r, q)-Coordinates:) u = r cos ϑ+ q sinϑ , (2.2)
v = −r sinϑ+ q cos ϑ, (ϑ ∈ [0, π]), (2.3)
(Displaced parabolic:) u =
1
2
(ξ2 − η2) + a , v = ξη , (ξ ∈ IR, η > 0, a > 0) . (2.4)
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The infinitesimal distance, i.e., the metric is given by
ds2 = (x+ y)dxdy , (2.5)
((u, v)-Coordinates:) = 2u(du2 + dv2) , (2.6)
(Rotated (r, q)-Coordinates:) = 2(r cos ϑ+ q sinϑ)(dr2 + dq2) , (2.7)
(Displaced parabolic:) = (ξ2 − η2 + 2a)(ξ2 + η2)(dξ2 + dη2) . (2.8)
We find e.g. in the (u, v)-system for the Gaussian curvature
K =
1
u4
. (2.9)
There is no further parameter in the metric, therefore this space is of non-constant curvature
throughout for all u > a with a some real constant a > 02.
2.1 The Path Integral in (u, v)-Coordinates on D I
In order to set up the path integral formulation we follow our canonical procedure as presented
in [34]. The Lagrangian and Hamiltonian are given by, respectively:
L(u, u˙, v, v˙) = mu(u˙2 + v˙2), H(u, pu, v, pv) = 1
4mu
(p2u + p
2
v) , (2.10)
and we must require u > a for some a > 0, and v ∈ [0, 2π] can be considered as a cyclic variable
[39]. The canonical momenta are
pu =
~
i
(
∂
∂u
+
1
2u
)
, pv =
~
i
∂
∂v
, (2.11)
and for the quantum Hamiltonian we find
H = − ~
2
2m
1
2u
(
∂2
∂u2
+
∂2
∂v2
)
=
1
2m
1√
2u
(p2u + p
2
v)
1√
2u
. (2.12)
We formulate the path integral (first ignoring the half-space constraint):
K(u′′, u′, v′′, v′;T ) = lim
N→∞
(
m
2πiǫ~
)N N−1∏
j=1
∫
2ujdujdvj exp
 im
~
N∑
j=1
ûj(∆
2uj +∆
2vj)
(2.13)
=
u(t′′)=u′′∫
u(t′)=u′
Du(t)
v(t′′)=v′′∫
v(t′)=v′
Dv(t)2u exp
[
im
~
∫ T
0
u(u˙2 + v˙2)dt
]
(2.14)
(ûj =
√
ujuj−1 ). I have displayed the path integral in our lattice definition, which will be used
throughout this paper. Due to this lattice definition of the path integral, we have no additional
~
2-potential because the dimension of the space of non-constant curvature equals 2, c.f. (A.7).
In this path integral we perform a time transformation according to ∆t(j) = 2ûj∆s(j), i.e. with
2In [39] the condition a ≥ 1
2
is imposed in order to embed D I into a three-dimensional space with coordinates
X,Y, Z such that dX2+dY 2+dZ2 = 2u(du2+dv2). For dX2+dY 2+dZ2 we have v ∈ [0, 2pi). For dX2+dY 2−dZ2
we have v ∈ IR.
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time-transformation function f(u) = 2u =
√
g (g the determinant of the metric tensor), and we
obtain:
K(u′′, u′, v′′, v′;T ) =
∫ ∞
−∞
dE
2π~
e−iET/~
∫ ∞
0
ds′′K(u′′, u′, v′′, v′; s′′) (2.15)
with K(s′′) given by:
K(u′′, u′, v′′, v′; s′′) =
u(s′′)=u′′∫
u(0)=u′
Du(s)
v(s′′)=v′′∫
v(0)=v′
Dv(s) exp
{
i
~
∫ s′′
0
[
m
2
(u˙2 + v˙2) + 2uE
]
ds
}
=
∞∑
l=−∞
eil(v
′′−v′)
2π
exp
(
− i
~
l2~2
2m
s′′
) u(s′′)=u′′∫
u(0)=u′
Du(s) exp
[
i
~
∫ s′′
0
(
m
2
u˙2 + 2uE
)
ds
]
.
(2.16)
The feature that the time-transformation function equals f =
√
g is a general feature of the
Darboux-space path integration. I have separated the v-dependent part of the path integral in
circular waves. The remaining path integral in the variable u is a path integral for the linear
potential. Let us denote the path integrals in the variables u and v by Ku(s
′′) and Kv(s′′),
respectively. We obtain for the product of the two kernels with corresponding energy-dependent
Green-functions Gu(E; Eu) and Gv(E; Ev):
K(u′′, u′, v′′, v′;T )
=
∫ ∞
−∞
dE
2π~
e−iET/~
∫ ∞
0
ds′′Kv(v′′, v′; s′′) ·Ku(u′′, u′; s′′)
=
∫ ∞
−∞
dE
2π~
e−iET/~
∫ ∞
0
ds′′
× 1
2πi
∫
dEv e−iEvs′′/~Gv(E; v′′, v′; Ev) · 1
2πi
∫
dEu e−iEus′′/~Gu(E;u′′, u′; Eu)
=
∫ ∞
−∞
dE
2π~
e−iET/~
~
2πi
∫
dEGv(E; v′′, v′;−E)Gu(E;u′′, u′; E) . (2.17)
Alternatively, in terms of the Green’s function we get
G(u′′, u′, v′′, v′;E) =
~
2πi
∫
dEGv(E; v′′, v′; E)Gu(E;u′′, u′;−E) . (2.18)
Inserting now the explicit form of the v-dependent kernel we obtain:
K(u′′, u′, v′′, v′;T ) =
∫ ∞
−∞
dE
2π~
e−iET/~
∞∑
l=−∞
eil(v
′′−v′)
2π
Gu
(
E;u′′, u′;− l
2
~
2
2m
)
. (2.19)
For the complete solution we must know the kernel Gu(u
′′, u′; E) which we obtain in the following
way. The Green’s function for the linear potential V (x) = kx is given by [34]
G(k)(x′′, x′; E) = 4m
3~
[(
x′ − E
k
)(
x′′ − E
k
)]1/2
×I1/3
[√
8mk
3~
(
x< − E
k
)3/2]
K1/3
[√
8mk
3~
(
x> − E
k
)3/2]
. (2.20)
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Iν and Kν are modified Bessel-functions [15], and x< and x> denote the smaller and larger of x
′
and x′′, respectively. We have to identify E = −L2~2/2m, k = −2E, and x = u. In addition, we
have to recall that the motion in u takes place only in the half-space u > a. In order to construct
the Green’s function in the half-space x > a we have to put Dirichlet boundary-conditions at
x = a [20, 21]. Therefore the Green function for the linear potential in the half-space x > a is
given by:
G(x=a)(u
′′, u′; E) = G(k)(u′′, u′; E)− G
(k)(u′′, a; E)G(k)(a, u′; E)
G(k)(a, a; E) . (2.21)
Therefore we obtain finally:
G(u′′, u′, v′′, v′;E) =
∞∑
l=−∞
eil(v
′′−v′)
2π
4m
3~
[(
u′ − l
2
~
2
4mE
)(
u′′ − l
2
~
2
4mE
)]1/2
×
I˜1/3
(
u< − l
2
~
2
4mE
)
K˜1/3
(
u> − l
2
~
2
4mE
)
−
I˜1/3
(
a− l
2
~
2
4mE
)
K˜1/3
(
a− l
2
~
2
4mE
)K˜1/3(u′ − l2~24mE
)
K˜1/3
(
u′′ − l
2
~
2
4mE
) . (2.22)
And I˜ν(z) denotes
I˜ν(z) = Iν
(
4
√−mE
3~
z3/2
)
,
with K˜ν(z) similarly. The Green’s function (2.22) is rather complicated due to the boundary
condition at u = a, and we will not evaluate the free particle wave-functions. Let us only consider
the following point. According to Langguth and Inomata [49] the modified Bessel function Iν(z)
has the asymptotic expansion
Iν(z) ≃ 1√
2π
ez−ν
2/z (for |z| → ∞), (2.23)
provided ℜ(z) > 0. However, if −3π/2 < arg(z) < π/2 one has
Iν(z) ≃ 1√
2π
ez−ν
2/z +
1√
2π
e−z+ν
2/z+iπ(ν+1/2) (for |z| → ∞). (2.24)
(A similar consideration is valid for Kν .) In our Green’s function (2.22) we now see that due
to the −-sign in the square-root expression in the argument of the modified Bessel functions, its
argument becomes purely imaginary, from which follows that for large u we get “plane” waves
∝ e±iκu3/2 with some wave-number κ, including in- and out-coming waves. This is the well-known
feature of “plane-waves” in the free particle motion, in the present case modified by the curvature
of the space.
Let us note another particularity of the quantum motion in D I. According to [39] the coordi-
nates (u, v) can only be uniquely determined if we embed the space D I into a three-dimensional
Euclidean space with definite or indefinite metric respectively. In the present calculation we have
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chosen the definite case. However, if we chose a metric according d2X+d2Y−d2T = 2u(d2u+d2v),
it is found that the variable v can vary in its range over the entire real line, i.e. v ∈ IR. In the
separation in the path integral (2.16) the only difference would be that the summation over the
discrete quantum number l is replaced by an integration over the continuous quantum number
k, say, including the replacement l→ k in all following formulas from (2.16) on.
The problem of the exact range of the variables (u, v) we will encounter several times, and
for this reason we will leave this range unspecified. Implicitly we assume that when terms ∝ u−2
appear that u is in the range u > 0, i.e, a radial variable. In the other coordinate systems like
parabolic, spherical, elliptic, etc, the usual range of variables is assumed. If however, a coordinate
is treated within the range of IR, but is in fact restricted to be positive or larger than a definite
number, then (2.21) must be applied to find the proper quantum solution.
2.2 The Path Integral in Rotated (r, q)-Coordinates on D I
In order to set up the path integral formulation we follow again our canonical procedure. The
Lagrangian and Hamiltonian are given by, respectively:
L(r, r˙, q, q˙) = m(r cos ϑ+ q sinϑ)(r˙2 + q˙2) , (2.25)
H(r, pr, q, pq) = 1
4m(r cos ϑ+ q sinϑ)
(p2r + p
2
q) . (2.26)
The canonical momenta are
pr =
~
i
(
∂
∂r
+
cos ϑ
2(r cos ϑ+ q sinϑ)
)
, (2.27)
pq =
~
i
(
∂
∂q
+
sinϑ
2(r cos ϑ+ q sinϑ)
)
, (2.28)
The quantum Hamiltonian has the form
H = − ~
2
2m
1
2(r cos ϑ+ q sinϑ)
(
∂2
∂r2
+
∂2
∂q2
)
, (2.29)
=
1
2m
1√
2(r cos ϑ+ q sinϑ)
(p2r + p
2
q)
1√
2(r cos ϑ+ q sinϑ)
. (2.30)
The path integral is formulated in the usual form:3
K(r′′, r′, q′′, q′;T ) =
r(t′′)=r′′∫
r(t′)=r′
Dr(t)
q(t′′)=q′′∫
q(t′)=q′
Dq(t)2(r cosϑ+ q sinϑ)
× exp
[
im
~
∫ T
0
(r cos ϑ+ q sinϑ)(r˙2 + q˙2)dt
]
=
∫
dE
2π~
e−iET/~
∫ ∞
0
ds′′K(r′′, r′, q′′, q′; s′′) (2.31)
3We will assume r, q ∈ IR, otherwise (2.21) must be applied.
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K(r′′, r′, q′′, q′; s′′) =
r(s′′)=r′′∫
r(0)=r′
Dr(s) exp
[
i
~
∫ s′′
0
(
m
2
r˙2 + 2Er cos ϑ
)
ds
]
×
q(s′′)=q′′∫
q(0)=q′
Dq(s) exp
[
i
~
∫ s′′
0
(
m
2
q˙2 + 2Eq sinϑ
)
ds
]
. (2.32)
I have time-transformed the path integral with the time-transformation function f(r, q) =
2(r cos ϑ + q sinϑ) =
√
g. Both path integrals are path integrals in r and q, respectively, for
the linear potential. In order to find the Green’s function we set the Green’s function in the
variable r as Gr(E) and in the variable q as Gq(E), respectively. We get similarly as before:
K(r′′, r′, q′′, q′;T ) =
∫ ∞
−∞
dE
2π~
e−iET/~
~
2πi
∫
dEGr(r′′, r′;−E)Gq(q′′, q′; E) . (2.33)
Together with the solution of the linear potential, this gives the solution
K(r′′, r′, q′′, q′;T ) =
∫
dE e−iET/~
∫
dE
×
(
m
~2
√
2
E cos ϑ
)2/3
×Ai
[
−
(
r′′ − E
2E cos ϑ
)(
4mE cos ϑ
~2
)1/3]
Ai
[
−
(
r′ − E
2E cos ϑ
)(
4mE cos ϑ
~2
)1/3]
×
(
m
~2
√
2
E sinϑ
)2/3
×Ai
[
−
(
q′′ +
E
2E sinϑ
)(
4mE sinϑ
~2
)1/3]
Ai
[
−
(
q′ +
E
2E sinϑ
)(
4mE sinϑ
~2
)1/3]
.
(2.34)
and Ai(z) denotes the Airy function (ξ = 23z
3/2):
Ai(z) =
1
3
√
z
[
I−1/3(ξ)− I1/3(ξ)
]
=
1
π
√
z
3
K1/3(ξ) , (2.35)
Ai(−z) = 1
3
√
z
[
J−1/3(ξ)− J1/3(ξ)
]
. (2.36)
2.3 The Path Integral in Displaced Parabolic Coordinates on D I
In parabolic coordinates the Lagrangian and the Hamiltonian are given by:
L(ξ, ξ˙, η, η˙) = m
2
(ξ2 − η2 + 2a)(ξ2 + η2)(ξ˙2 + η˙2) , (2.37)
H(ξ, pξ, η, pη) = 1
2m
p2ξ + p
2
η
(ξ2 − η2 + 2a)(ξ2 + η2) . (2.38)
The canonical momenta are
pξ =
~
i
(
∂
∂ξ
+
ξ
ξ2 − η2 + 2a +
ξ
ξ2 + η2
)
(2.39)
pη =
~
i
(
∂
∂η
− η
ξ2 − η2 + 2a +
η
ξ2 + η2
)
(2.40)
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The quantum Hamiltonian has the form
H = − ~
2
2m
1
(ξ2 − η2 + 2a)(ξ2 + η2)
(
∂2
∂ξ2
+
∂2
∂η2
)
, (2.41)
=
1
2m
1√
(ξ2 − η2 + 2a)(ξ2 + η2)(p
2
ξ + p
2
η)
1√
(ξ2 − η2 + 2a)(ξ2 + η2) . (2.42)
The path integral formulation is as follows (with the implemented time-transformation function
f(ξ, η) = (ξ2 − η2 + 2a)(ξ2 + η2) = √g ):
K(ξ′′, ξ′, η′′, η′;T ) =
ξ(t′′)=ξ′′∫
ξ(t′)=ξ′
Dξ(t)
η(t′′)=η′′∫
η(t′)=η′
Dη(t)(ξ2 − η2 + 2a)(ξ2 + η2)
× exp
[
im
2~
∫ T
0
(ξ2 − η2 + 2a)(ξ2 + η2)(ξ˙2 + η˙2)dt
]
=
∫
dE
2π~
e−iET/~
∫ s′′
0
ds′′
ξ(s′′)=ξ′′∫
ξ(0)=ξ′
Dξ(s)
η(s′′)=η′′∫
η(0)=η′
Dη(s)
× exp
{
i
~
∫ s′′
0
[
m
2
(ξ˙2 + η˙2) + E
(
ξ4 − η4 + 2a(ξ2 + η2)
)]
ds
}
. (2.43)
This is a path integral of a quartic anharmonic oscillator which cannot be solved.
3 Darboux Space D II
In this section we consider the Darboux Space D II (1.2). We have the following four coordinate
systems
((u, v)-Coordinates:) x =
1
2
(v + iu), y =
1
2
(v − iu) , (3.1)
(Polar:) u = ̺ cos ϑ, v = ̺ sinϑ , (̺ > 0, ϑ ∈ (−π2 , π2 )) , (3.2)
(Parabolic:) u = ξη, v =
1
2
(ξ2 − η2) , (ξ > 0, η > 0) , (3.3)
(Elliptic:) u = d coshω cosϕ, v = d sinhω sinϕ , (ω > 0, ϕ ∈ (−π2 , π2 )) . (3.4)
2d is the interfocal distance in the elliptic system. Separation of variables is possible in all four
coordinate systems. For convenience we also display in the following the special case of the
parameters a = −1 and b = 1 [38]. The infinitesimal distance is given in these four cases:
ds2 =
(
a
(x− y)2 + b
)
dxdy
((u, v)-Coordinates:) =
bu2 − a
u2
(du2 + dv2) =
u2 + 1
u2
(du2 + dv2) , (3.5)
(Polar:) =
b̺2 cos2 ϑ− a
̺2 cos2 ϑ
(d̺2 + ̺2dϑ2) =
̺2 cos2 ϑ+ 1
̺2 cos2 ϑ
(d̺2 + ̺2dϑ2) , (3.6)
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(Parabolic:) =
bξ2η2 − a
ξ2η2
(ξ2 + η2)(dξ2 + dη2)
=
[(
bξ2 − a
ξ2
)
+
(
bη2 − a
η2
)]
(dξ2 + dη2) , (3.7)
=
1 + ξ2η2
ξ2η2
(ξ2 + η2)(dξ2 + dη2) , (3.8)
(Elliptic:) =
bd2 cosh2 ω cos2 ϕ− a
cosh2 ω cos2 ϕ
(cosh2 ω − cos2 ϕ)(dω2 + dϕ2) ,
=
[(
bd2 cosh2 ω +
a
cosh2 ω
)
−
(
bd2 cos2 ϕ+
a
cos2 ϕ
)]
(dω2 + dϕ2) . (3.9)
We can see that the case a = −1, b = 0 leads to the case of the Poincare´ upper half-plane
[17, 23, 24], i.e. the two-dimensional hyperboloid Λ(2). In this case separation of variables is
possible in nine coordinate systems [58]; this has been extensively discussed in [24, 29]. The
parabolic case corresponds to the semi-circular-parabolic system and the elliptic case to the
elliptic-parabolic system on the two-dimensional hyperboloid. On the other hand, the case
a = 0, b = 1 just gives the usual two-dimensional Euclidean plane with its four coordinate
system which allow separation of variables of the Laplace-Beltrami equation, i.e., the Cartesian,
polar, parabolic, and elliptic system. Hence, the Darboux space II contains as special cases a
space of constant zero curvature (Euclidean plane) and a space of constant negative curvature
(the hyperbolic plane). A discussion of a more general case on the question of contracting Lie
algebras corresponding to coordinate systems in spaces of constant curvature can be found in
[36]. This includes the emerging of coordinate systems in flat space from curved spaces.
Table 1: Limiting Cases of Coordinate Systems on D II
Metric: D II Λ
(2)(a=-1,b=0) E2 (a = 0, b = 1)
bu2 − a
u2
(du2 + dv2) (u, v)-System Horicyclic Cartesian
b̺2 cos2 ϑ− a
̺2 cos2 ϑ
(d̺2 + dϑ2) Polar Equidistant Polar
bξ2η2 − a
ξ2η2
(ξ2 + η2)(dξ2 + dη2) Parabolic Semi-circular parabolic Parabolic
bd2 cosh2 ω cos2 ϕ− a
cosh2 ω cos2 ϕ
×(cosh2 ω − cos2 ϕ)(dω2 + d2ϕ2) Elliptic Elliptic-parabolic Elliptic
We find for the Gaussian curvature in the (u, v)-system
K =
a(a− 3bu2)
(a− 2bu2)3 . (3.10)
For b = 0 we find K = 1/a which is indeed a space of constant curvature, and the quantity a
measures the curvature. In particular, for the unit-two-dimensional hyperboloid we have K =
1/a, with a = −1 as the special case of Λ(2). In the following we will assume that a < 0 in order
to assure the positive definiteness of the metric (1.2).
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3.1 The Path Integral in (u, v)-Coordinates on D II
We start with the (u, v)-coordinate system. We formulate the classical Lagrangian and Hamil-
tonian, respectively:
L(u, u˙, v, v˙) = m
2
bu2 − a
u2
(u˙2 + v˙2) , (3.11)
H(u, pu, v, pv) = 1
2m
u2
bu2 − a(p
2
u + p
2
v) . (3.12)
The canonical momenta are
pu =
~
i
(
∂
∂u
+
bu
bu2 − a −
1
u
)
, pv =
~
i
∂
∂v
. (3.13)
The quantum Hamiltonian has the form
H = − ~
2
2m
u2
bu2 − a
(
∂2
∂u2
+
∂2
∂v2
)
(3.14)
=
1
2m
u√
bu2 − a(p
2
u + p
2
v)
u√
bu2 − a . (3.15)
We write down path integral, perform a time-transformation with f(u) = (bu2−a)/u2 = √g and
insert the path integral solution for the free particle in the variable v and the radial harmonic
oscillator [34, 59] in the variable u (λ2 − 1/4 = 2maE/~2):
K(u′′, u′, v′′, v′;T ) =
u(t′′)=u′′∫
u(t′)=u′
Du(t)
v(t′′)=v′′∫
v(t′)=v′
Dv(t)bu
2 − a
u2
exp
[
im
2~
∫ T
0
bu2 − a
u2
(u˙2 + v˙2)dt
]
=
∫ ∞
−∞
dE
2π~
e−iET/~
∫ ∞
0
ds′′
×
u(s′′)=u′′∫
u(0)=u′
Du(s)
v(s′′)=v′′∫
v(0)=v′
Dv(s) exp
{
i
~
∫ s′′
0
[
m
2
(u˙2 + v˙2)− aE
u2
]
ds+
i
~
bEs′′
}
=
∫ ∞
−∞
dE
2π~
e−iET/~
∫ ∞
0
ds′′
2π
∫ ∞
−∞
dk eik(v
′′−v′) exp
(
i
~
bEs′′ − i
~
~
2k2
2m
s′′
)
×
u(s′′)=u′′∫
u(0)=u′
Du(s) exp
[
i
~
∫ s′′
0
(
m
2
u˙2 − ~2λ
2 − 14
2mu2
)
ds
]
=
∫ ∞
−∞
dE
2π~
e−iET/~
∫ ∞
0
ds′′
∫ ∞
−∞
dk eik(v
′′−v′)m
√
u′u′′
i~s′′
× exp
[
i
~
(
bE − ~
2k2
2m
)
s′′ +
i
~
m
2s′′
(u′2 + u′′2)
]
Iλ
(
mu′u′′
i~s′′
)
. (3.16)
We can see that the case a = 0 yields the solution of the free particle in IR2 since λ = ±12 , and
a proper combination of I± 1
2
give exponentials. Together with the integral [15, p.719]∫ ∞
0
e−a/x−bxJν(cx)
dx
x
= 2Jν
[√
2a(
√
b2 + d2 − b)
]
Kν
[√
2a(
√
b2 + d2 + b)
]
(3.17)
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we obtain for the Green’s function (λ resolved and taken on the cut, a < 0)
G(u′′, u′, v′′, v′;E)
=
2m
√
u′u′′
i~
∫ ∞
−∞
dk eik(v
′′−v′)Iλ
√k2 − 2mbE
~2
u<
Kλ
√k2 − 2mbE
~2
u>
 (3.18)
=
~
π3
∫ ∞
−∞
dk eik(v
′′−v′)
×
∫ ∞
0
p sinhπpdp
~2
2m|a|(p
2 + 14)− E
Kip
√k2 − 2mbE
~2
u′
Kip
√k2 − 2mbE
~2
u′′
 , (3.19)
with
λ =
√
1
4
− 2m|a|E
~2
≡ ip . (3.20)
The wave functions and the energy spectrum are read off:
Ψ(u, v) =
eikv√
2π
·
√
2p sinh πp
π
Kip
√k2 − 2mbE
~2
u
 , (3.21)
E =
~
2
2m|a|
(
p2 +
1
4
)
. (3.22)
Here I have used the following identity as used in [32] utilizing [52, p.194] and [15, p.819, p.732],
respectively
Iλ(ax)Kλ(bx) =
1
π
√
ab
∫ ∞
0
dtQλ−1/2
(
a2 + b2 + t2
2ab
)
cosxt
=
1
π
√
ab
∫ ∞
0
dt cos xt
∫ ∞
0
p tanhπp dp
λ2 + p2
Pip−1/2
(
a2 + b2 + t2
2ab
)
=
2
π2
∫ ∞
0
p tanhπp dp
λ2 + p2
Kip(ax)Kip(bx) . (3.23)
Pµ,Qµ are Legendre-functions of the first and second kind, respectively [15, p.999]. The case
a = −1, b = 1 gives the case of [38], i.e. the Green’s function:
G(u′′, u′, v′′, v′;E) =
∫ ∞
−∞
dk eik(v
′′−v′)
×
∫ ∞
0
dp
π2
2p sinh πp
~2
2m (p
2 + 14 )− E
Kip
(√
k2 − (p2 + 14 )u′′
)
Kip
(√
k2 − (p2 + 14) u′
)
. (3.24)
And the wave functions read
Ψ(u, v) =
eikv√
2π
·
√
2p sinh πp
π
Kip
(√
k2 − (p2 + 14 )u
)
. (3.25)
If we take in (3.19) a = −1, b = 0 we obtain the solution for the Poincare´ upper half-plane [32].
We can evaluate (3.16) by means of [15, p.719] yielding
G(u′′, u′, v′′, v′;E) =
m√
2π
∫ ∞
0
e−z cosh dIip(z)
dz√
z
=
m
π
Q− 1
2
−ip(cosh d) , (3.26)
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where
cosh d =
(v′′ − v′)2 + u′2 + u′′2
2u′u′′
, (3.27)
which is the Poincare´ distance on the hyperboloid. For b 6= 0 such an expression cannot be found.
3.2 The Path Integral in Polar Coordinates on D II
In polar coordinates the classical Lagrangian and Hamiltonian are given by
L(r, r˙, ϑ, ϑ˙) = m
2
(
b− a
̺2 cos2 ϑ
)
( ˙̺2 + ̺2ϑ˙2) , (3.28)
H(̺, p̺, ϑ, pϑ) = 1
2m
(
b− a
̺2 cos2 ϑ
)−1(
p2̺ +
1
̺2
p2ϑ
)
. (3.29)
The momentum operators are
p̺ =
~
i
[
∂
∂̺
+
(
b̺ cos2 ϑ
b cos2 ϑ̺2 − a −
1
2̺
)]
, (3.30)
pϑ =
~
i
[
∂
∂ϑ
+
(
tanϑ− b̺
2 sinϑ cos ϑ
b̺2 cos2 ϑ− a
)]
, (3.31)
and the quantum Hamiltonian is given by:
H = − ~
2
2m
(
b− a
̺2 cos2 ϑ
)−1( ∂2
∂̺2
+
1
̺
∂
∂̺
+
1
̺2
∂2
∂ϑ2
)
(3.32)
=
1
2m
(
b− a
̺2 cos2 ϑ
)−1/2(
p2̺ +
1
̺2
p2ϑ
)(
b− a
̺2 cos2 ϑ
)−1/2
−
(
b− a
̺2 cos2 ϑ
)−1
~
2
8m̺2
.
(3.33)
Hence, we get for the path integral
K(̺′′, ̺′, ϑ′′, ϑ′;T ) =
̺(t′′)=̺′′∫
̺(t′)=̺′
D̺(t)
ϑ(t′′)=ϑ′′∫
ϑ(t′)=ϑ′
Dϑ(t)̺
(
b− a
̺2 cos2 ϑ
)
× exp
{
i
~
∫ T
0
[
m
2
(
b− a
̺2 cos2 ϑ
)
( ˙̺2 + ̺2ϑ˙2) +
(
b− a
̺2 cos2 ϑ
)−1
~
2
8m̺2
]
dt
}
. (3.34)
However, this coordinate representation is not very well suited for our purposes, except that we
recover for a = 0 polar coordinate in IR2. We introduce ̺ = eτ2 and cos ϑ = 1/ cosh τ1. This
gives the transformed path integral
τ1(t′′)=τ ′′1∫
τ1(t′)=τ ′1
Dτ1(t)
τ2(t′′)=τ ′′2∫
τ2(t′)=τ ′2
Dτ2(t) cosh τ1
(
b e2τ2
cosh2 τ1
− a
)
× exp
{
i
~
∫ T
0
[
m
2
(
b e2τ2
cosh2 τ1
− a
)
(τ˙21 + cosh
2 τ1τ˙
2
2 )−
(
b e2τ2
cosh2 τ1
− a
)−1
~
2
8m
(
1 +
1
cosh2 τ1
)]
dt
}
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=
∫ ∞
−∞
dE
2π~
e−iET/~
∫ ∞
0
ds′′K(τ ′′1 , τ
′
1, τ
′′
2 , τ
′
2; s
′′) (3.35)
with the time-transformed path integral K(s′′) given by
(
λ =
√
1
4 − 2m|a|E/~2, a < 0
)
:
K(τ ′′1 , τ
′
1, τ
′′
2 , τ
′
2; s
′′) =
τ1(s′′)=τ ′′1∫
τ1(0)=τ ′1
Dτ1(s)
τ2(s′′)=τ ′′2∫
τ2(0)=τ ′2
Dτ2(s) cosh τ1
× exp
{
i
~
∫ s′′
0
[
m
2
(τ˙21 + cosh
2 τ1τ˙
2
2 ) + Eb
e2τ2
cosh2 τ1
− aE − ~
2
8m
(
1 +
1
cosh2 τ1
)]
dt
}
. (3.36)
The path integral in τ2 has now the form of the path integral for Liouville quantum mechanics
[32, 34] yielding
K(τ ′′1 , τ
′
1, τ
′′
2 , τ
′
2; s
′′) =
√
cosh τ ′1 cosh τ ′1 exp
[
i
~
(
|a|E − ~
2
8m
)
s′′
]
× 2
π2
∫ ∞
0
dk k sinh πkKik
(√−2mbE
~
eτ
′
2
)
Kik
(√−2mbE
~
eτ
′′
2
)
×
τ1(s′′)=τ ′′1∫
τ1(0)=τ ′1
Dτ1(s) exp
[
i
~
∫ s′′
0
(
m
2
τ˙21 −
~
2
2m
k2 + 14
cosh2 τ1
)
ds
]
=
√
cosh τ ′1 cosh τ ′1 exp
[
i
~
(
|a|E − ~
2
8m
)
s′′
]
× 2
π2
∫ ∞
0
dk k sinh πkKik
(√−2mbE
~
eτ
′
2
)
Kik
(√−2mbE
~
eτ
′′
2
)
×1
2
∑
±
∫ ∞
0
p sinhπpdp
cosh2 k + sinh2 πp
e−ip
2
~s′′/2mP ipik−1/2(± tanh τ ′1)P ipik−1/2(± tanh τ ′′1 ) , (3.37)
where we have inserted the path integral solution for the special case of the modified Po¨schl–Teller
potential [24]. Performing the s′′-integration gives the energy-spectrum:
E =
~
2
2m|a|
(
p2 +
1
4
)
with the Green’s function
G(τ ′′1 , τ
′
1, τ
′′
2 , τ
′
2;E) =
∑
±
∫ ∞
0
dp
∫ ∞
0
dk
Ψp,k,±(τ ′′1 , τ ′′2 )Ψ∗p,k,±(τ
′
1, τ
′
2)
~2
2m|a| (p
2 + 14 )− E
, (3.38)
and the wave-functions are given by
Ψp,k,±(τ1, τ2)
=
√
2 cosh τ1
π
√
k sinhπkKik
(
i
√
b
|a|
(
p2 +
1
4
)
eτ2
)√
p sinhπpdp
cosh2 k + sinh2 πp
P ipik−1/2(± tanh τ1) (3.39)
Ψp,k,±(̺, ϑ)
=
√
2 sinϑ
π
√
k sinhπkKik
(
i
√
b
|a|
(
p2 +
1
4
)
̺
)√
p sinh πpdp
cosh2 k + sinh2 πp
P ipik−1/2(± sinϑ). (3.40)
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Here, we have inserted the original (̺, ϑ)-coordinate system. For b = 0 we obtain the equidistant
coordinate system on the two-dimensional hyperboloid. For the coordinate τ1, this is obvious.
For the coordinate τ2 we observe that the Kν-Bessel function can be represented in this limit as
[15, p.1063]
Kν(x) =
√
π e−x(2x)νψ(12 + ν, 1 + 2ν, x) ∝
Γ(−2ik)
Γ(12 − ik)
√
π eikτ2 →
√
π
2k sinhπk
eikτ2 , (3.41)
which gives together with the normalization factors the final result of [24].
3.3 The Path Integral in Parabolic Coordinates on D II
The classical Lagrangian and Hamiltonian are given by
L(ξ, ξ˙, η, η˙) = m
2
bξ2η2 − a
ξ2η2
(ξ2 + η2)(ξ˙2 + η˙2) , (3.42)
H(ξ, pξ, η, pη) = 1
2m
ξ2η2
bξ2η2 − a
p2ξ + p
2
η
ξ2 + η2
. (3.43)
The canonical momenta are given by
pξ =
~
i
(
∂
∂ξ
+
bξ + a/ξ3√
g
)
, (3.44)
pη =
~
i
(
∂
∂η
+
bη + a/η3√
g
)
. (3.45)
The quantum Hamiltonian has the form:
H = − ~
2
2m
(
bξ2 + bη2 − a
ξ2
− a
η2
)−1( ∂2
∂ξ2
+
∂2
∂η2
)
(3.46)
=
1
2m
(
bξ2 + bη2 − a
ξ2
− a
η2
)−1/2
(p2ξ + p
2
η)
(
bξ2 + bη2 − a
ξ2
− a
η2
)−1/2
. (3.47)
We obtain for the path integral in parabolic coordinates and a time transformation (the time-
transformation function reads f(ξ, η) = (bξ2η2 − a)(ξ2 + η2)/ξ2η2 = √g ):
K(ξ′′, ξ′, η′′, η′;T )
=
ξ(t′′)=ξ′′∫
ξ(t′)=ξ′
Dξ(t)
η(t′′)=η′′∫
η(t′)=η′
Dη(t)bξ
2η2 − a
ξ2η2
(ξ2 + η2) exp
[
im
2~
∫ T
0
bξ2η2 − a
ξ2η2
(ξ2 + η2)(ξ˙2 + η˙2)dt
]
=
∫ ∞
−∞
dE
2π~
e−iET/~
∫ ∞
0
ds′′K(ξ′′, ξ′, η′′, η′; s′′) , (3.48)
with the path integral K(s′′) given by
K(ξ′′, ξ′, η′′, η′; s′′) = Kξ(ξ′′, ξ′; s′′)Kη(η′′, η′; s′′)
=
ξ(s′′)=ξ′′∫
ξ(0)=ξ′
Dξ(s) exp
{
i
~
∫ s′′
0
[
m
2
ξ˙2 + E
(
bξ2 − a
ξ2
)]
ds
}
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×
η(s′′)=η′′∫
η(0)=η′
Dη(s) exp
{
i
~
∫ s′′
0
[
m
2
η˙2 + E
(
bη2 − a
η2
)]
ds
}
. (3.49)
The Green’s function of the kernel Gη(E) is given by (λ2 = 14 − 2m|a|E/~2, ω2 = −2bE/m,
a < 0):
Gξ(ξ
′′, ξ′; E) = Γ[
1
2(1 + λ− E/~ω)]
~ω
√
ξ′ξ′′Γ(1 + λ)
WE/2~ω,λ/2
(
mω
~
η2>
)
ME/2~ω,λ/2
(
mω
~
η2<
)
. (3.50)
Mµ,ν(z),Wµ,ν(z) are Whittaker functions [15, p.1059]. Inserting the solution for the radial kernel
in ξ we get for G(E) (we can also interchange ξ and η, however, the final result will be symmetric
in ξ and η, so this is not necessary)
G(ξ′′, ξ′, η′′, η′;E) =
m
√
ξ′ξ′′
i~
∫ ∞
0
ωds′′
sinωs′′
exp
[
− mω
2i~
(ξ′2 + ξ′2) cotωs′′
]
Iλ
(
mωξ′ξ′′
i~ sinωs′′
)
×
∫
dE
2πi
e−iEs
′′/~Γ[
1
2(1 + λ− E/~ω)]
~ω
√
η′η′′ Γ(1 + λ)
WE/2~ω,λ/2
(
mω
~
η2>
)
ME/2~ω,λ/2
(
mω
~
η2<
)
=
~
iπ2
∫
dE
2πi
√
ξ′ξ′′
η′η′′
∫ ∞
0
dp p sinhπp
~2
2m|a|(p
2 + 14)− E
×Γ[
1
2(1 + λ− E)]
Γ(1 + λ)
WE/2,λ/2
(
mω
~
η2>
)
ME/2,λ/2
(
mω
~
η2<
)
×
∫ ∞
0
ωds′′
sinωs′′
exp
[
−iEωs′′ − mω
2i~
(ξ′2 + ξ′2) cotωs′′
]
Kip
(
mωξ′ξ′′
i~ sinωs′′
)
. (3.51)
where we have used the dispersion-relation [16]
Iλ(z) =
~
2
π2m
∫ ∞
0
dp p sinh πp
~
2
2m (p
2 + 14)− E
Kip(z) , (3.52)
and have redefined E → E~ω. The s′′-integral in (3.51) is evaluated in the following way: We set
u = ωs′′, followed by a Wick rotation, yielding∫ ∞
0
du
sinhu
exp
[
− uE − mω
2~
(ξ′2 + ξ′2) coth u
]
Kip
(
mωξ′ξ′′
~ sinhu
)
(subsitution sinhu = 1/ sinh v:)
=
∫ ∞
0
dv
(
coth
v
2
)E
exp
[
− mω
2~
(ξ′2 + ξ′2) cosh v
]
Kip
(
mω
~
ξ′ξ′′ sinh v
)
=
~
2mωξ′ξ′′
∣∣∣Γ[12(1 + ip− E)]∣∣∣2WE/2,ip/2(mω
~
ξ′′2
)
WE/2,ip/2
(
mω
~
ξ′2
)
, (3.53)
where we have applied the integral representation [15, p.729]:∫ ∞
0
(
coth
x
2
)2ν
exp
(
− a1 + a2
2
t coshx
)
K2µ(t
√
a1a2 sinhx)dx
=
Γ(12 + µ− ν)
t
√
a1a2Γ(1 + 2µ)
Wν,µ(a1t)Wν,µ(a2t) . (3.54)
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Collecting terms, this gives for G(E)
G(ξ′′, ξ′, η′′, η′;E) =
i~
4π2
(ξ′ξ′′η′η′′)−1/2
∫
dE
×
∫ ∞
0
dp p sinhπp
~2
2m|a|(p
2 + 14)− E
|Γ[12(1 + ip− E)]|2
p˜2
WE/2,ip/2
(
ip˜ξ′′2
)
W ∗E/2,ip/2
(
ip˜ξ′2
)
×|Γ[12(1 + ip− E)]|2WE/2,ip/2(ip˜η2>)
WE/2,ip/2(ip˜η2<)
Γ[12 (1− ip− E)]Γ(1 + ip)
. (3.55)
We have abbreviated ω = i ~m
√
b(p2 + 14)/|a| ≡ i ~m p˜. In order to evaluate this expression on the
cut, we use the following representation as given in Ref. [52, p.298]
Wχ,µ(z) =
π
sin(2πµ)
[
Mχ,−µ(z)
Γ(12 + µ− χ)Γ(1− 2µ)
− Mχ,µ(z)
Γ(12 − µ− χ)Γ(1 + 2µ)
]
. (3.56)
This gives the final expression for the Green’s function:
G(ξ′′, ξ′, η′′, η′;E) = ~(ξ′ξ′′η′η′′)−1/2
×
∫
dE
∫ ∞
0
dp p sinhπp
~2
2m|a|(p
2 + 14)−E
|Γ[12(1 + ip− E)]|4
2πp˜2
×WE/2,ip/2
(
ip˜ξ′′2
)
W ∗E/2,ip/2
(
ip˜ξ′2
)
WE/2,ip/2
(
ip˜ξ′′2
)
W ∗E/2,ip/2
(
ip˜η′2
)
. (3.57)
The wave-functions can be easily read off from this expression:
ΨE,p(ξ, η) =
√
p sinhπp
2πξη
|Γ[12 (1 + ip− E)]|2
p˜
WE/2,ip/2
(
ip˜ξ2
)
WE/2,ip/2
(
ip˜ξ2
)
. (3.58)
Note the simplifications in the case a = −1, b = 1.
Recall that we have redefined E → ~ωE in (3.53). In the limiting case b = 0 and E/~ω
reinserted, this means that E/2~ω → ∞ for ω → 0; however the product of the index and the
argument of the Whittaker-functions (E/2~ω) · (mω/~) is constant. In this limit the Whittaker-
functions yield Kν- and H
(1)
ν -Bessel functions, as it should be for the semi-circular-parabolic
coordinate system on the two-dimensional hyperboloid. Of course, the parabolic system in IR2
can be recovered, e.g. staring from (3.49). This concludes the discussion.
3.4 The Path Integral in Elliptic Coordinates on D II
The classical Lagrangian and Hamiltonian are given by
L(ω, ω˙, ϕ, ϕ˙) = m
2
bd2 cosh2 ω cos2 ϕ− a
cosh2 ω cos2 ϕ
(cosh2 ω − cos2 ϕ)(ω˙2 + ϕ˙2)
=
m
2
[(
bd2 cosh2 ω +
a
cosh2 ω
)
−
(
bd2 cos2 ϕ+
a
cos2 ϕ
)]
(ω˙2 + ϕ˙2) , (3.59)
H(ω, pω, ϕ, pϕ) = 1
2m
cosh2 ω cos2 ϕ
(bd2 cosh2 ω cos2 ϕ− a)(cosh2 ω − cos2 ϕ)(p
2
ω + p
2
ϕ) . (3.60)
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In the following we use
√
g =
bd2 cosh2 ω cos2 ϕ− a
cosh2 ω cos2 ϕ
(cosh2 ω − cos2 ϕ) .
For the momentum operators we obtain
pω =
~
i
[
∂
∂ω
+
tanhω√
g
(
bd2 cosh2 ω − a
cosh2 ω
)]
, (3.61)
pϕ =
~
i
[
∂
∂ϕ
+
tanϕ√
g
(
bd2 cos2 ϕ− a
cos2 ϕ
)]
. (3.62)
This gives for the quantum Hamiltonian
H = − ~
2
2m
cosh2 ω cos2 ϕ
(bd2 cosh2 ω cos2 ϕ− a)(cosh2 ω − cos2 ϕ)
(
∂2
∂ω2
+
∂2
∂ϕ2
)
=
1
2m
1
4
√
g
(p2ω + p
2
φ)
1
4
√
g
. (3.63)
Therefore we obtain for the path integral (the time-transformation function reads f(ω,ϕ) =
√
g )
K(ω′′, ω′, ϕ′′, ϕ′;T )
=
ω(t′′)=ω′′∫
ω(t′)=ω′
Dω(t)
ϕ(t′′)=ϕ′′∫
ϕ(t′)=ϕ′
Dϕ(t)bd
2 cosh2 ω cos2 ϕ− a
cosh2 ω cos2 ϕ
(cosh2 ω − cos2 ϕ)
× exp
[
im
2~
∫ T
0
bd2 cosh2 ω cos2 ϕ− a
cosh2 ω cos2 ϕ
(cosh2 ω − cos2 ϕ)(ω˙2 + ϕ˙2)dt
]
=
∫ ∞
−∞
dE
2π~
e−iET/~
∫ ∞
0
ds′′K(ω′′, ω′, ϕ′′, ϕ′; s′′) , (3.64)
with the path integral K(ω′′, ω′, ϕ′′, ϕ′; s′′) given by (a < 0)
K(ω′′, ω′, ϕ′′, ϕ′; s′′) =
ω(s′′)=ω′′∫
ω(0)=ω′
Dω(s)
ϕ(s′′)=ϕ′′∫
ϕ(0)=ϕ′
Dϕ(s)
× exp
{
i
~
∫ s′′
0
[
m
2
(ω˙2 + ϕ˙2) + Ebd2(cosh2 ω − cos2 ϕ) + |a|E
(
1
cosh2 ω
+
1
cos2 ϕ
)]
ds
}
.
(3.65)
For a = 0 we recover elliptic coordinates in IR2. This path integral has the form of the spheroidal-
coordinate system. Actually, almost the same path integral was investigated in [24, p.122] in
connection with the elliptic-paraboloid coordinate system on the three-dimensional hyperboloid.
Let us set:
λ2 =
1
4
− 2m|a|E
~2
, κ˜2 = −2mbd
2E
~2
.
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In [24] we have derived the following heuristic path integral identity
µ(t′′)=µ′′∫
µ(t′)=µ′
Dµ(t)
ν(t′′)=ν′′∫
ν(t′)=ν′
Dν(t)d2(sinh2 µ+ sin2 ν)
× exp
{
i
~
∫ t′′
t′
[
m
2
d2(sinh2 µ+ sin2 ν)(µ˙2 + ν˙2)− ~
2
2md2
λ2 − 14
sinh2 µ sin2 ν
]
dt
}
= d
√
sin ν ′ sin ν ′′ sinhµ′ sinhµ′′
∞∑
l=0
2l + 1
π
Γ(l − λ+ 1)
Γ(l + λ+ 1)
∫ ∞
0
p2dp e−i~p
2T/2m
×psλ ∗l (cos ν ′; p2d2)psλl (cos ν ′′; p2d2)Sλ (1) ∗l (coshµ′; pd)Sλ (1)l (cosh µ′′; pd) . (3.66)
where S
n (1)
l ,ps
n
l are prolate spheroidal wavefunctions [53]. By considering a proper analytic
continuation and observing
psµν (x; 0) = P
µ
ν (x) , (|x| ≤ 1) , (3.67)
we found the solution (a > 0, |ϑ| < π/2, ̺ ∈ IR):
a(t′′)=a′′∫
a(t′)=a′
Da(t)
ϑ(t′′)=ϑ′′∫
ϑ(t′)=ϑ′
Dϑ(t)cosh
2 a− cos2 ϑ
cosh3 a cos3 ϑ
̺(t′′)=̺′′∫
̺(t′)=̺′
D̺(t)
× exp
[
im
2~
∫ t′′
t′
(cosh2 a− cos2 ϑ)(a˙2 + ϑ˙2) + ˙̺2
cosh2 a cos2 ϑ
dt− 3i~T
8m
]
=
√
cosh a′ cosh a′′ cos ϑ′ cosϑ′′
∫
IR
dκ
2π
eiκ(̺
′′−̺′)
×
∫ ∞
0
dp sinhπp
∫ ∞
0
dk k sinhπk
(cosh2 πk + sinh2 πp)2
e−i~T (p
2+1)/2m
×
∑
ǫ,ǫ′=±1
S
ik (1)
ip−1/2(ǫ tanh a
′′; iκ)Sik (1) ∗ip−1/2(ǫ tanh a
′; iκ)psipik−1/2(ǫ
′ sinϑ′′;−κ2)psip ∗ik−1/2(ǫ′ sinϑ′;−κ2) .
(3.68)
Let us use (3.68): Of course, the variable ̺ is omitted, we use only the emerging parameter κ.
The parameter λ in (3.66) and (3.65) are the same up to the factor |a|. The main difference
is in the parameters κ and κ˜, the latter being imaginary. Inserting in κ˜ the energy-spectrum
|a|E = ~22m (p2 + 14) gives κ˜ = id
√
b(p2 + 14)/|a| ≡ ip˜. Combining (3.66) and (3.68) yields for the
path integral (3.65):
G(ω′′, ω′, ϕ′′, ϕ′;E) =
√
cosϕ′ cosϕ′′
∫ ∞
0
dp sinhπp
~2
2m|a| (p
2 + 14)− E
∫ ∞
0
dk k sinh πk
(cosh2 πk + sinh2 πp)2
×
∑
ǫ,ǫ′=±1
S
ik (1)
ip−1/2(ǫ tanhω
′′;−p˜)Sik (1) ∗ip−1/2(ǫ tanhω′;−p˜)psipik−1/2(ǫ′ sinϕ′′; p˜2)psip ∗ik−1/2(ǫ′ sinϕ′; p˜2) .
(3.69)
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The wave-functions have the form:
Ψp,k;ǫ,ǫ′(ω,ϕ) =
√
cosϕ
√
sinhπpk sinh πk
cosh2 πk + sinh2 πp
S
ik (1)
ip−1/2(ǫ tanhω;−p˜) psipik−1/2(ǫ′ sinϕ; p˜2) .
(3.70)
Of course, the cases a = −1, b = 1 simplify the formulas a little bit. For b = 0 the spheroidal
wave-functions give the limiting case (3.67), therefore the solution of the elliptic-parabolic system
on the two-dimensional hyperboloid emerges [24]. This completes the discussion on D II.
4 Darboux Space D III
The coordinate systems to be considered in the Darboux space D III are as follows:
((u, v)-System) x = v + iu, y = v − iu , (4.1)
(Polar:) ξ = ̺ cosϕ, η = ̺ sinϕ , (̺ > 0, ϕ ∈ [0, 2π]) , (4.2)
(Parabolic:) ξ = 2e−u/2 cos
v
2
η = 2e−u/2 sin
v
2
,
u = ln
4
ξ2 + η2
, v = arcsin
2ξη
ξ2 + η2
, (ξ ∈ IR, η > 0) , (4.3)
(Elliptic:) ξ = d coshω cosϕ, η = d sinhω sinϕ , (ω > 0, ϕ ∈ [−π, π]) , (4.4)
(Hyperbolic:) ξ =
µ− ν
2
√
µν
+
√
µν, η = i
µ− ν
2
√
µν
−√µν , (µ, ν > 0) . (4.5)
For the line element we get (we also display, where the metric is rescaled in such a way that we
set a = b = 1 [38]):
ds2 = (a e−(x+y)/2 + b e−(x+y))dxdy
((u, v)-Coordinates:) = e−2u(b+ a eu)(du2 + dv2) = (e−u + e−2u)(du2 + dv2) (4.6)
(Polar:) = (a+ b4̺
2)(d̺2 + ̺2dϕ2) = (1 + 14̺
2)(d̺2 + ̺2dϕ2) , (4.7)
(Parabolic:) = (a+ b4(ξ
2 + η2))(dξ2 + dη2) = (1 + 14(ξ
2 + η2))(dξ2 + dη2) , (4.8)
(Elliptic:) = (a+ b4d
2(sinh2 ω + cos2 ϕ))d2(sinh2 ω + sin2 ϕ)(dω2 + dϕ2) , (4.9)
(Hyperbolic:) = (a+ b2(µ − ν))(µ+ ν)
(
dµ2
µ2
− dν
2
ν2
)
. (4.10)
For the Gaussian curvature we find
K = − ab e
−3u
(b e−2u + a e−u)4
. (4.11)
For e.g. a = 1, b = 0 we recover the two-dimensional flat space with the corresponding coordinate
systems. To assure the positive definiteness of the metric (1.3), we can require a, b > 0.
4.1 The Path Integral in (u, v)-Coordinates on D III
The classical Lagrangian and Hamiltonian are given by:
L(u, u˙, v, v˙) = m
2
b+ a eu
e2u
(u˙2 + v˙2), H(u, pu, v, pv) = 1
2m
e2u
b+ a eu
(p2u + p
2
v) . (4.12)
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The canonical momenta are given by
pu =
~
i
(
∂
∂u
− 1
2
a e−u + 2b e−2u
a e−u + b e−2u
)
, pv =
~
i
∂
∂v
, (4.13)
and for the quantum Hamiltonian we find
H = − ~
2
2m
1
a e−u + b e−2u
(
∂2
∂u2
+
∂2
∂v2
)
, (4.14)
=
1
2m
√
1
a e−u + b e−2u
(
p2u + p
2
v
)√ 1
a e−u + b e−2u
. (4.15)
Therefore we obtain for the path integral
K(u′′, u′, v′′, v′;T )
=
u(t′′)=u′′∫
u(t′)=u′
Du(t)
v(t′′)=v′′∫
v(t′)=v′
Dv(t)(a e−u + b e−2u) exp
[
im
2~
∫ T
0
(a e−u + b e−2u)(u˙2 + v˙2)dt
]
=
∫ ∞
−∞
dE
2π~
e−iET/~
∫ ∞
0
ds′′K(u′′, u′, v′′, v′; s′′) , (4.16)
with the time-transformed path integral K(s′′) given by (f(u) = (a e−u + b e−2u) = √g)
K(u′′, u′, v′′, v′; s′′)
=
u(s′′)=u′′∫
u(0)=u′
Du(s)
v(s′′)=v′′∫
v(0)=v′
Dv(s) exp
{
i
~
∫ s′′
0
[
m
2
(u˙2 + v˙2) + Eb
(
e−2u +
a
b
e−u
)]
ds
}
. (4.17)
We observe that the path integral in the variable u is a path integral for the Morse potential
V (x) =
V 20 ~
2
2m
(
e−2x − 2α e−x
)
with V0 =
√−2mbE/~ and α = −a/2b; the Green’s functions in u and v are given by [34]
Gu(u
′′;u′; E) = mΓ(
1
2 +
√−2mE/~+ a√−2mbE/2b~)
~
√−2mbE Γ(1 + 2√−2mE/~) e
(u′+u′′)/2
×W−a√−2mbE/2b~,√−2mE/~
(√−8mbE
~
e−u<
)
M−a√−2mbE/2b~,√−2mE/~
(√−8mbE
~
e−u>
)
,
(4.18)
Gv(v
′′; v′; E) = 1
2π
∞∑
l=−∞
eil(v
′′−v′)
~2l2/2m− E . (4.19)
This gives for the Green’s function in (u, v)-coordinates the solution (note
√−2mE/~→ +l)
G(u′′, u′, v′′, v′;E) =
∞∑
l=−∞
eil(v
′′−v′)
2π
mΓ(12 + l + a
√−2mbE/2b~)
~
√−2mbE Γ(1 + 2l) e
(u′+u′′)/2
×W−a√−2mbE/2b~,l
(
2
√−2mbE
~
e−u<
)
M−a√−2mbE/2b~,l
(
2
√−2mbE
~
e−u>
)
. (4.20)
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In order to extract the wave-functions we use the following representation
1
sinα
exp [− (x+ y) cotα]I2µ
(
2
√
xy
sinα
)
(4.21)
=
1
2π
√
xy
∫ ∞
−∞
Γ(12 + µ+ ip)Γ(
1
2 + µ− ip)
Γ2(1 + 2µ)
e−2αp+πpM+ip,µ(−2ix)M−ip,µ(+2iy)dp .
This relation can be derived by using an integral representation as given by Buchholz [4, p.158].
Applying this yields by exploiting E = ~2l2/2m and evaluating the residuum at E = ~2p2/2m:
(ω =
√−2E/m, we set a = b = 1, and utilize the calculation of [16] by inserting the path inte-
gral solution of the radial harmonic oscillator in (4.17) together with an appropriate coordinate
transformation)
G(u′′, u′, v′′, v′;E) =
∞∑
l=−∞
eil(v
′′−v′)
2π
1
πi
∫
dE
~2l2
2m − E
√
−8mE
~2
×
∫ ∞
0
dσ
sinωσ
exp
[
4iaE
~
σ −
√
8mE
~
(
e−u
′
+ e−u
′′
)
cotωσ
]
I√8mE/~
(√
8mE e−(u′+u′′)/2
~ sinωσ
)
=
∞∑
l=−∞
eil(v
′′−v′)
2π
e(u
′+u′′)/2
×
∫ ∞
0
eπp/2dp
~2p2
2m − E
|Γ(12 + l + ip)|2
2πΓ2(1 + 2l)
Mip/2,l
(
− 2ip e−u′
)
M−ip/2,l
(
2ip e−u
′′
)
. (4.22)
And we can read off the wave-functions
Ψp,l(u, v) =
eilv√
2π
· e
πp/4
√
2π
Γ(12 + l + ip/2)
Γ(1 + 2l)
Mip/2,l
(
− 2ie−u
)
, (4.23)
respectively with (a, b) re-inserted:
Ψp,l(u, v) =
eilv√
2π
· e
πp/4
√
2π
Γ(12 + l + iap/2
√
b)
Γ(1 + 2l)
Miap/
√
b2,l
(
− 2ip
√
b e−u
)
. (4.24)
Note that this evaluation is almost the same as in the path integral for the two-dimensional
Coulomb potential [34]. This concludes the discussion of the (u, v)-system on D III.
4.2 The Path Integral in Polar Coordinates on D III
In the coordinates (̺, ϕ) the Lagrangian and Hamiltonian take on the form
L(̺, ˙̺, ϕ, ϕ˙) = m
2
(a+ b4̺
2)( ˙̺2 + ̺2ϕ˙2), H(̺, p̺, ϕ, pϕ) = 1
2m
1
a+ b4̺
2
(
p2̺ +
1
̺2
p2ϕ
)
. (4.25)
The canonical momenta are given by
p̺ =
~
i
(
∂
∂̺
+
b̺
4a+ b̺2
+
1
2̺
)
, pϕ =
~
i
∂
∂ϕ
. (4.26)
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Therefore the quantum Hamiltonian is given by:
H = − ~
2
2m
1
a+ b4̺
2
(
∂2
∂̺2
+
1
̺
∂
∂̺
+
1
̺2
∂2
∂ϕ2
)
(4.27)
=
1
2m
√
1
a+ b4̺
2
(
p2̺ +
1
̺2
p2ϕ
)√
1
a+ b4̺
2
− (a+ b4̺2)
~
2
8m̺2
, (4.28)
and in this case we have an additional quantum potential ∝ ~2. This gives for the path integral
(f(̺) = a+ b4̺
2 =
√
g)
K(̺′′, ̺′, ϕ′′, ϕ′;T )
=
̺(t′′)=̺′′∫
̺(t′)=̺′
D̺(t)
ϕ(t′′)=ϕ′′∫
ϕ(t′)=ϕ′
Dϕ(t)(a + b4̺2)̺
× exp
{
i
~
∫ T
0
[
m
2
(a+ b4̺
2)( ˙̺2 + ̺2ϕ˙2) + (a+ b4̺
2)−1
~
2
8m̺2
]
dt
}
=
∫ ∞
−∞
dE
2π~
e−iET/~
∫ ∞
0
ds′′K(̺′′, ̺′, ϕ′′, ϕ′; s′′) , (4.29)
with the time-transformed path integral K(s′′) given by
K(̺′′, ̺′, ϕ′′, ϕ′; s′′)
=
̺(s′′)=̺′′∫
̺(0)=̺′
D̺(s)̺
ϕ(s′′)=ϕ′′∫
ϕ(0)=ϕ′
Dϕ(s) exp
{
i
~
∫ s′′
0
[
m
2
( ˙̺2 + ̺2ϕ˙2) + E(a+ b4̺
2) +
~
2
8m̺2
]
ds
}
=
∞∑
l=−∞
eil(ϕ
′′−ϕ′)
2π
√
̺′̺′′
̺(s′′)=̺′′∫
̺(0)=̺′
D̺(s) exp
{
i
~
∫ s′′
0
[
m
2
˙̺2 + E
b
4
̺2 − ~2 l
2 − 14
2m̺2
]
ds′′ +
i
~
aEs′′
}
=
∞∑
l=−∞
eil(ϕ
′′−ϕ′)
2π
mω
i~ sinωs′′
exp
[
− mω
2i~
(̺′2 + ̺′′2) cotωs′′ +
i
~
aEs′′
]
Il
(
mω̺′̺′′
i~ sinωs′′
)
(4.30)
(ω2 = −Eb/2m), where I have separated off the ϕ-path integration and in the last step in-
serted the path integral solution for the radial harmonic oscillator [34, 59]. We use the integral
representation [15, p.729]:∫ ∞
0
(
coth
x
2
)2ν
exp
(
− a1 + a2
2
t coshx
)
I2µ(t
√
a1a2 sinhx)dx
=
Γ(12 + µ− ν)
t
√
a1a2Γ(1 + 2µ)
Mν,µ(a1t)Wν,µ(a2t) . (4.31)
Therefore we obtain for the entire Green’s function (rescaling b→ 4b2)
G(̺′′, ̺′, ϕ′′, ϕ′;E)
=
∞∑
l=−∞
eil(ϕ
′′−ϕ′)
2π
∫ ∞
0
mωds′′
i~ sinωs′′
exp
[
− mω
2i~
(̺′2 + ̺′′2) cotωs′′ +
i
~
aEs′′
]
Il
(
mω̺′̺′′
i~ sinωs′′
)
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(substitution u = ωs′′ = ~pbs′′/m, E = ~2p2/2m, and Wick-rotation)
=
∞∑
l=−∞
eil(ϕ
′′−ϕ′)
2π
∫ ∞
0
du
sinhu
exp
[
− ipb
2
(̺′2 + ̺′′2) coth u+ iaup
]
Il
(
ibp̺′̺′′
sinhu
)
(substitution sinhu = 1/ sinh v)
=
∞∑
l=−∞
eil(ϕ
′′−ϕ′)
2π
∫ ∞
0
dv
(
coth
v
2
)iap
exp
[
− ibp
2
(̺′2 + ̺′′2) cosh v
]
Il(ibp̺
′̺′′ sinh v)
(reinserting p =
√
2mE/~)
=
∞∑
l=−∞
eil(ϕ
′′−ϕ′)
2πb
√
̺′̺′′
·
√
− m
2E
Γ[12 (1 + l − a
√−2mE/B/~)]
Γ(1 + l)
×W
a
√
−2mE/b/2~, l
2
b
√
−2mE
~2
̺>
M
a
√
−2mE/b/2~, l
2
b
√
−2mE
~2
̺<
 .(4.32)
In order to extract the wave-functions we use again the the representation (4.21) and obtain
G(̺′′, ̺′, ϕ′′, ϕ′;E) =
∞∑
l=−∞
eil(ϕ
′′−ϕ′)
2π
× 1
2πb
√
̺′̺′′
∫ ∞
0
dp eπp
~2p2
2m − E
|Γ[12 (1 + l + iap)]|2
Γ2(1 + l)
Miap/2,l/2(−ibp̺′)M−iap/2,l/2(ibp̺′′) , (4.33)
and the wave-functions have the form
Ψp,l(̺, ϕ) =
eilϕ√
2π
· e
πp/2
√
2πb̺
Γ[12(1 + l + iap)]
l!
Miap/2,l/2(−ibp̺) . (4.34)
Note that this system is very similar to the (u, v)-system, the principal difference being another
counting in l and the replacement ̺ = e−u.
4.3 The Path Integral in Parabolic Coordinates on D III
The classical Lagrangian and Hamiltonian are given by
L(ξ, ξ˙, η, η˙) = m
2
(a+ b4 (ξ
2+η2))(ξ˙2+η˙2), H(ξ, pξ, η, pξ) = 1
2m
1
a+ b4 (ξ
2 + η2)
(p2ξ+p
2
η) . (4.35)
The canonical momenta are given by
pξ =
~
i
(
∂
∂ξ
+
bξ
a+ b4(ξ
2 + η2)
)
, pη =
~
i
(
∂
∂η
+
bη
a+ b4(ξ
2 + η2)
)
. (4.36)
and for the quantum Hamiltonian we find
H = − ~
2
2m
1
a+ b4(ξ
2 + η2)
(
∂2
∂ξ
+
∂2
∂η2
)
, (4.37)
=
1
2m
√
1
a+ b4(ξ
2 + η2)
(p2ξ + p
2
η)
√
1
a+ b4(ξ
2 + η2)
. (4.38)
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Therefore we obtain for the path integral
K(ξ′′, ξ′, η′′, η′;T )
=
ξ(t′′)=ξ′′∫
ξ(t′)=ξ′
Dξ(t)
η(t′′)=η′′∫
η(t′)=η′
Dη(t)(a+ b4(ξ2 + η2)) exp
[
im
2~
∫ T
0
(a+ b4(ξ
2 + η2))(ξ˙2 + η˙2)dt
]
=
∫ ∞
−∞
dE
2π~
e−iET/~
∫ ∞
0
ds′′K(ξ′′, ξ′, η′′, η′; s′′) , (4.39)
with the time-transformed path integral K(s′′) given by (the time-transformation function reads
f(ξ, η) = (a+ b4 (ξ
2 + η2)) =
√
g)
K(ξ′′, ξ′, η′′, η′; s′′) =
ξ(s′′)=ξ′′∫
ξ(0)=ξ′
Dξ(s)
η(s′′)=η′′∫
η(0)=η′
Dη(s)
× exp
{
i
~
∫ s′′
0
[
m
2
(ξ˙2 + η˙2) + E
b
4
(ξ2 + η2)
]
ds′′ + a
i
~
Es′′
}
. (4.40)
The path integrals in ξ and η are path integrals for the harmonic oscillator, with ω2 = −Eb/2m.
The Green’s function for the harmonic oscillator in the variable ξ is given by [34]
Gξ(ξ
′′, ξ′; E) =
√
m
πω~2
Γ
(
1
2
− E
~ω
)
D− 1
2
+E/~ω
(√
2mω
~
ξ>
)
D− 1
2
+E/~ω
(
−
√
2mω
~
ξ<
)
, (4.41)
and similarly for Gη(η
′′, η′; E). The Dν(z) are parabolic cylinder-functions [15, p.1064]. This
gives (b→ 4b2)
G(ξ′′, ξ′, η′′, η′;E) =
∫
dE m
π~2b
√
− m
2E
Γ
(
1
2
+
aE − E
b~
√
− m
2E
)
Γ
(
1
2
+
E
b~
√
− m
2E
)
×D− 1
2
+ aE−E
b~
√
− m
2E
 4√−8mEb2
~2
ξ>
D− 1
2
+ aE−E
b~
√
− m
2E
− 4
√
−8mEb
2
~2
ξ<

×D− 1
2
+ E
b~
√
− m
2E
 4√−8mEb2
~2
η>
D− 1
2
+ E
b~
√
− m
2E
− 4
√
−8mEb
2
~2
η<
 . (4.42)
Considering (4.40), we observe that it has the same form as the path integral for the Coulomb
potential in two dimensions in parabolic coordinates which was solved in [8, 23, 34, 27]. In the
present case the Coulomb coupling α is replaced by aE/2 and the energy E by bE/4. Introducing
the “Bohr”-radius aB = ~
2/mα = 2~2/maE find for the solution of (4.39) as follows
K(ξ′′, ξ′, η′′, η′;T ) =
∑
e,o
∫
IR
dζ
∫
IR
dp e−i~p
2T/2mΨ
(e,o) ∗
p,ζ (ξ
′, η′)Ψ(e,o)p,ζ (ξ
′′, η′′) , (4.43)
and
∑
e,o denotes the summation over even and odd states respectively; the functions Ψ
(e,o)
p,ζ (ξ, η)
are given by
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Ψ
(e,o)
p,ζ (ξ, η) =
eπ/2ap√
24π2
×
 |Γ(
1
4 − i2p(1/aB + ζ))|2E
(0)
− 1
2
+ i
p
(1/aB+ζ)
(e−iπ/4
√
2p ξ)E
(0)
− 1
2
− i
p
(1/aB+ζ)
(e−iπ/4
√
2p η)
|Γ(34 − i2p(1/aB + ζ))|2E
(1)
− 1
2
+ i
p
(1/aB+ζ)
(e−iπ/4
√
2p ξ)E
(1)
− 1
2
− i
p
(1/aB+ζ)
(e−iπ/4
√
2p η)
 ,
(4.44)
which are δ-normalized according to [51]∫ ∞
0
dν
∫
IR
dξ(ξ2 + η2)Ψ
(e,o) ∗
p′,ζ′ (ξ, η)Ψ
(e,o)
p,ζ (ξ, η) = δ(p
′ − p)δ(ζ ′ − ζ) , (4.45)
and ζ is the parabolic separation constant. The functions E
(0)
ν (z) and E
(1)
ν (z) are even and odd
parabolic cylinder functions in the variable z, respectively [4]:
E(0)ν =
√
2 e−z
2/4
1F1
(
− ν
2
,
1
2
;
z2
2
)
=
√
2π
(
z2
2
)−1/4
Mν/2+1/4,−1/4
(
z2
2
)
,
E(1)ν = 2z e
−z2/4
1F1
(
1− ν
2
,
3
2
;
z2
2
)
=
√
2π
(
z2
2
)−1/4
Mν/2+1/4,1/4
(
z2
2
)
,
 (4.46)
1F1(a; b; z) is the confluent hypergeometric function [15, p.1057], andMχ,µ(z) =Mχ,µ(z)/Γ(1 +
2µ). Note the relation
Dν(z) = 2
ν/2
√
π
2
[
E
(0)
ν (z)
Γ(1−ν2 )
− E
(1)
ν (z)
Γ(−ν2 )
]
. (4.47)
This concludes the discussion.
4.4 The Path Integral in Elliptic Coordinates on D III
The classical Lagrangian and Hamiltonian are given by
L(ω, ω˙, ϕ, ϕ˙) = m
2
d2(a+ b4d
2(sinh2 ω + cos2 ϕ))(sinh2 ω + sin2 ϕ)(ω˙2 + ϕ˙2) , (4.48)
H(ω, pω, ϕ, pϕ) = 1
2m
p2ω + p
2
ϕ
d2(a+ b4d
2(sinh2 ω + cos2 ϕ))(sinh2 ω + sin2 ϕ)
. (4.49)
The canonical momenta have the form
pω =
~
i
(
∂
∂ω
+
bd2 sinhω coshω
4a+ bd2(sinh2 ω + cos2 ϕ)
+
sinhω coshω
sinh2 ω + sin2 ϕ
)
, (4.50)
pϕ =
~
i
(
∂
∂ϕ
− bd
2 sinϕ cosϕ
4a+ bd2(sinh2 ω + cos2 ϕ)
+
sinϕ cosϕ
sinh2 ω + sin2 ϕ
)
, (4.51)
and for the quantum Hamiltonian we find (we use
√
g = d2(a+ b4d
2(sinh2 ω + cos2 ϕ))(sinh2 ω +
sin2 ϕ))
H = − ~
2
2m
1√
g
(
∂2
∂ω2
+
∂2
∂ϕ2
)
=
1
2m
1
4
√
g
(p2ω + p
2
ϕ)
1
4
√
g
. (4.52)
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This give for the path integral
K(ω′′, ω′, ϕ′′, ϕ′;T ) =
ω(t′′)=ω′′∫
ω(t′)=ω′
Dω(t)
ϕ(t′′)=ϕ′′∫
ϕ(t′)=ϕ′
Dϕ(t)√g
× exp
[
imd2
2~
∫ T
0
(a+ b4d
2(sinh2 ω + cos2 ϕ))(sinh2 ω + sin2 ϕ)(ω˙2 + ϕ˙2)dt
]
=
∫ ∞
−∞
dE
2π~
e−iET/~
∫ ∞
0
ds′′K(ω′′, ω′, ϕ′′, ϕ′; s′′) , (4.53)
(time-transformation function (f(ω,ϕ) =
√
g) with the path integral K(s′′) given by
K(ω′′, ω′, ϕ′′, ϕ′; s′′) =
ω(s′′)=ω′′∫
ω(0)=ω′
Dω(s)
ϕ(s′′)=ϕ′′∫
ϕ(0)=ϕ′
Dϕ(s)
× exp
{
i
~
∫ s′′
0
[
m
2
(ω˙2 + ϕ˙2) + E(a+ b4d
2(sinh2 ω + cos2 ϕ))(sinh2 ω + sin2 ϕ)
]
ds
}
. (4.54)
For this kind of problem we do not have any theory of special functions to treat with and we
leave this intractable path integral as it stands. b = 0 gives the elliptic system in IR2 [24].
4.5 The Path Integral in Hyperbolic Coordinates on D III
The classical Lagrangian and Hamiltonian have the form
L(µ, µ˙, ν, ν˙) = m
2
(a+ b2(µ− ν))(µ + ν)
(
µ˙2
µ2
− ν˙
2
ν2
)
(4.55)
H(µ, pµ, ν, pν = 1
2m
µ2p2µ − ν2p2ν
(a+ b2(µ − ν))(µ+ ν)
(4.56)
The canonical momentum operators are given by
pµ =
~
i
[
∂
∂µ
+
1
2
(
+
1
µ+ ν
+
b
a+ b2(µ − ν)
− 1
µ
)]
, (4.57)
pν =
~
i
[
∂
∂µ
+
1
2
(
+
1
µ+ ν
− b
a+ b2(µ − ν)
− 1
ν
)]
, (4.58)
and the quantum Hamiltonian has the form
H = − ~
2
2m
1
(a+ b2(µ − ν))(µ+ ν)
[
µ2
(
∂2
∂µ2
− 1
µ
∂
∂µ
)
− ν2
(
∂2
∂ν2
− 1
ν
∂
∂ν
)]
(4.59)
=
1
2m
 µ√
(a+ b2(µ − ν))(µ+ ν)
p2µ
µ√
(a+ b2(µ − ν))(µ + ν)
− ν√
(a+ b2 (µ− ν))(µ + ν)
p2ν
ν√
(a+ b2(µ− ν))(µ + ν)
 . (4.60)
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Note that from each coordinate there comes a quantum potential ∆V = ~2/8m, however they
are canceling each other due to the minus-sign in the metric in ν. The path integral has the form
K(µ′′, µ′, ν ′′, ν ′;T ) =
µ(t′′)=µ′′∫
µ(t′)=µ′
Dµ(t)
ν(t′′)=ν′′∫
ν(t′)=ν′
Dν(t)(a+
b
2(µ− ν))(µ + ν)
µν
× exp
[
im
2~
∫ T
0
(a+ b2 (µ− ν))(µ + ν)
(
µ˙2
µ2
− ν˙
2
ν2
)
dt
]
=
∫ ∞
−∞
dE
2π~
e−iET/~
∫ ∞
0
ds′′K(µ′′, µ′, ν ′′, ν ′; s′′) , (4.61)
with the time-transformation function f(µ, ν) = (a + b2 (µ − ν))(µ + ν), and the path integral
K(s′′) is given by
K(µ′′, µ′, ν ′′, ν ′; s′′) =
µ(s′′)=µ′′∫
µ(0)=µ′
Dµ(s)
ν(s′′)=ν′′∫
ν(0)=ν′
Dν(s) 1
µν
× exp
{
i
~
∫ s′′
0
[
m
2
(
µ˙2
µ2
− ν˙
2
ν2
)
+ aE(µ+ ν) +
1
2
bE(µ2 − ν2)
]
ds
}
. (4.62)
Each of the last path integrals has a similar form as the one discussed in [16]. One can perform
the transformation µ = ex, ν = ey. This gives e.g. in the variable µ in the short-time element
im
2ǫ~
(∆µ(j))2
µ(j−1)µ(j)
≃ im
2ǫ~
(∆y(j))2 +
im
24ǫ~
(∆y(j))4 =˙
im
2ǫ~
(∆y(j))2 − iǫ~
8m
, (4.63)
where use has been of the identity (∆y(j))4=˙3( iǫ~m )
2, which is, of course, valid only in the sense
of fluctuating paths. Note that a quantum potential ∆V = −~2/8m appears. However, the same
potential arises in the transformation ν = ey, but with the opposite sign, and both contributions
cancel. Therefore the path-integration in (µ, ν) now gives a path-integration in (x, y) of the
following form
K(x′′, x′, y′′, y′; s′′) =
x(s′′)=x′′∫
x(0)=x′
Dx(s)
y(s′′)=y′′∫
y(0)=y′
Dy(s)
× exp
{
i
~
∫ s′′
0
[
m
2
(x˙2 − y˙2) + E( b2e2x + a ex)−E( b2e2y − a ey)
]
ds
}
, (4.64)
and we find the product of two path integrals for the Morse potential. Applying the same
techniques as in [16] we obtain for the Green’s function G(µ′, µ′, ν ′′, ν ′;E) (with the abbreviations
ω =
√−bE/m and rescaling b→ 2b):
G(µ′, µ′, ν ′′, ν ′;E) =
~
2πi
∫
dE
(√−2mE
~2
)2
×
∫ ∞
0
dσ
sinωσ
exp
[
4aiE
~
σ +
√−2mE
~
(µ′2 + µ′′2) cotωσ
]
I√8mE/~
(
2
√−2mEµ′µ′
i~ sinωσ
)
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×
∫ ∞
0
dτ
sinωτ
exp
[
−4aiE
~
τ +
√−2mE
~
(ν ′2 + ν ′′2) cotωτ
]
I√8mE/~
(
2
√−2mEν ′ν ′
i~ sinωτ
)
.
(4.65)
Note that we have due to the minus-sign in ν in the metric an additional minus-sign in E in the
Green’s function in the variable ν. Using now the same integral formula form Ref.[4] as before,
we get (simplifying a = b = 1)
G(µ′, µ′, ν ′′, ν ′;E)
=
1
2πi
42
~2
∫
dE 2mE
~2
∫ ∞
0
dσ
∫ ∞
0
dτ
∫ ∞
−∞
dp1
∫ ∞
−∞
dp2 e
i(4E/~+2iωp1)σ−i(4E/~−2iωp2)τ
× e
π(p1+p2)
µ′µ′′ν ′ν ′′
|Γ(12 + E˜ + ip1)|2
Γ2(1 + 2E˜)
|Γ(12 + E˜ + ip2)|2
Γ2(1 + 2E˜)
×Mip1,E˜
(
−2
√−2mE
~
µ′2
)
M−ip1,E˜
(
2
√−2mE
~
µ′′2
)
×Mip2,E˜
(
−2
√−2mE
~
ν ′2
)
M−ip2,E˜
(
2
√−2mE
~
ν ′′2
)
(4.66)
(E˜ = √8mE/~). Performing the σ− and τ -integrations gives poles for p1 and p2 yielding E =
~
2p21/2m = ~
2p22/2m, as it should be, the e.g. p2-integration evaluates the residuum and we
obtain:
G(µ′, µ′, ν ′′, ν ′;E) =
∫
λdλ
µ′µ′′ν ′ν ′′
∫ ∞
0
e2πpdp
~2p2
2m − E
×|Γ(
1
2 + λ+ ip)|4
4πp2Γ4(1 + 2λ)
Mip,λ
(
− 2ipµ′2
)
M−ip,λ
(
2ipµ′′2
)
Mip,λ
(
− 2ipν ′2
)
M−ip,λ
(
2ipν ′′2
)
,
(4.67)
which gives the normalized wave-functions:
Ψp,λ(µ, ν) =
√
λ
4πµν
|Γ(12 + λ+ ip)|2
Γ2(1 + 2λ)
eπp
p
Mip,λ
(
− 2ipµ2
)
Mip,λ
(
− 2ipν2
)
. (4.68)
This concludes the discussion on D III.
5 Darboux Space D IV
Finally, we consider the Darboux space D IV. We have the coordinate systems:
((u, v)-Coordinates:) x = v + iu, y = v − iu , (u ∈ (0, π2 ), v ∈ IR) , (5.1)
(Equidistant:) u = arctan(eα), v =
β
2
, (α ∈ IR, β ∈ IR) , (5.2)
(Horospherical:) x = log
µ− iν
2
, y = log
µ+ iν
2
, (µ, ν > 0) , (5.3)
(Elliptic:) µ = d coshω cosϕ, ν = d sinhω sinϕ , (ω > 0, ϕ ∈ (0, π2 )) . (5.4)
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We obtain the following forms of the line-element (a > 2b, a± = (a± 2b)/4):
ds2 = −b[e
(x−y)/2 + e(y−x)/2] + a
(e(x−y)/2 − e(y−x)/2)2 dxdy = −
b[ex−y + ey−x] + a
(ex−y − ey−x)2 dxdy
((u, v)-Coordinates:) =
2b cos u+ a
4 sin2 u
(du2 + dv2)
=
(
a+
sin2 u
+
a−
cos2 u
)
(du2 + dv2) (rescaling u2 → u, v2 → v:) , (5.5)
(Equidistant:) =
a− 2b tanhα
4
(dα2 + cosh2 αdβ2) , (5.6)
(Horospherical:) =
(
a+
ν2
+
a−
µ2
)
(dµ2 + dν2) , (5.7)
(Elliptic:) =
(
a−
cosh2 ω cos2 ϕ
+
a+
sinh2 ω sin2 ϕ
)
(cosh2 ω − cos2 ϕ)(dω2 + dϕ2) ,
=
(
a+
sin2 ϕ
+
a−
cos2 ϕ
+
a+
sinh2 ω
− a−
cosh2 ω
)
(dω2 + dϕ2) . (5.8)
We observe that the diagonal term in the metric corresponds to a Po¨schl–Teller potential, a
Rosen–Morse potential, an inverse-square radial potential, and a Po¨schl–Teller and modified
Po¨schl–Teller, respectively. In particular, the (u, v) and the equidistant systems are the same,
they just differ in the parameterization. The limiting cases a = 2b and b = 0 give particular
cases for the metric on the two-dimensional hyperboloid.
Table 2: Limiting Cases of Coordinate Systems on D IV
Metric: D IV Λ
(2) (a = 2b) Λ(2) (b = 0)
2b cosu+ a
4 sin2 u
(du2 + dv2) (u, v)-Coordinates Equidistant Equidistant
a− 2b tanhα
4 (dα
2 + cosh2 αdβ2) Equidistant Equidistant Equidistant(
a
−
µ2
+
a+
ν2
)
(dµ2 + dν2) Horospherical Horicyclic Semi-circular parabolic(
a
−
cosh2 ω cos2 ϕ
+
a+
sinh2 ω sin2 ϕ
)
×(cosh2 ω − cos2 ϕ)(dω2 + dϕ2) Elliptic Elliptic-Parabolic Hyperbolic-parabolic
For the Gaussian curvature we obtain e.g. in the (u, v)-system
K = −
a2+
sin6 u
+
a2−
cos6 u
+
a−a+
sin4 u cos4 u(
a+
sin2 u
+
a−
cos2 u
)3 . (5.9)
The case a = 2b yields a− = 0, and
K = −1
b
, (5.10)
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and therefore again a space of constant curvature, the hyperboloid Λ(2) is given for b > 0. We
have set the sign in the metric (1.4) in such a way that from a = 2b > 0 the hyperboloid Λ(2)
emerges. We could also choose the metric (1.4) with the opposite sign, then a = 2b < 0 would
give the same result. In the following it is understood that we make this restriction of positive
definiteness of the metric and we do not dwell into the problem of continuation into non-positive
definiteness. Because the (u, v)-coordinates and the equidistant system are the same, we do not
evaluate the path integral in the equidistant system. In the following we assume a+ > 0 and
a+ > a−.
5.1 The Path Integral in (u, v)-Coordinates Coordinates on D IV
The classical Lagrangian and Hamiltonian are given by
L(u, u˙, v, v˙) = m
2
2b cos 2u+ a
sin2 2u
(u˙2 + v˙2) , (5.11)
H(u, pu, v, pv) = 1
2m
sin2 2u
2b cos 2u+ a
(p2u + p
2
v) . (5.12)
The canonical momentum operators are given by
pu =
~
i
(
∂
∂u
+ 2cot 2u− 2b sin 2u
2b cos 2u+ a
)
, pv =
~
i
∂
∂v
, (5.13)
and the Hamiltonian operator has the form
H = − ~
2
2m
sin2 2u
2b cos 2u+ a
(
∂2
∂u2
+
∂2
∂v2
)
(5.14)
=
1
2m
sin 2u√
2b cos 2u+ a
(p2u + p
2
v)
sin 2u√
2b cos 2u+ a
. (5.15)
We obtain for the path integral
K(u′′, u′, v′′, v′;T )
=
u(t′′)=u′′∫
u(t′)=u′
Du(t)
v(t′′)=v′′∫
v(t′)=v′
Dv(t)
(
a+
sin2 u
+
a−
cos2 u
)
exp
[
im
2~
∫ T
0
(
a+
sin2 u
+
a−
cos2 u
)
(u˙2 + v˙2)dt
]
.
(5.16)
This formulation in (u, v)-coordinates is unconvenient. Without the term a+/ sin
2 u (5.16) would
be identical with the path integral in the hyperbolic strip [17], which is actually a reformula-
tion of equidistant coordinates on the two-dimensional hyperboloid. Following [17] we perform
the coordinate transformation cos u = tanh τ . Further, we separate off the v-path integra-
tion, and additionally we make a time-transformation with the time-transformation function
f = a+/sin
2 u + a−/cos2 u. Due to the coordinate transformation cos u = tanh τ additional
quantum terms appear according to
exp
(
im
2ǫ~
(∆u(j))2
cos u(j−1) cos u(j)
)
=˙ exp
[
im
2ǫ~
(∆τ (j))2 − i ~
8m
(
1 +
1
cosh2 τ (j)
)]
. (5.17)
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We get for the path integral (5.16)
K(u′′, u′, v′′, v′;T ) =
∫ ∞
−∞
dE
2π~
e−iET/~
∫ ∞
0
ds′′ exp
[
i
~
(
a+E − ~
2
8m
)
s′′
]
K(τ ′′, τ ′, v′′, v′; s′′) ,
(5.18)
and the time-transformed path integral K(s′′) is given by
K(τ ′′, τ ′, v′′, v′; s′′) =
∫ ∞
−∞
dkv
eikv(v
′′−v′)
2π
(cosh τ ′ cosh τ ′′)−1/2
×
τ(s′′)=τ ′′∫
τ(0)=τ ′
Dτ(s) exp
[
i
~
∫ s′′
0
(
m
2
τ˙2 +
a−E
sinh2 τ
− ~
2
2m
k2v +
1
4
cosh2 τ
)
ds
]
. (5.19)
The special case a− = 0 gives the wave-functions on the two-dimensional hyperboloid in equidis-
tant coordinates, respectively on the hyperbolic strip. Inserting the solution for the modified
Po¨schl–Teller potential and evaluating the Green’s function on the cut yields for the path inte-
gral solution on D IV as follows (K(u
′′, u′, v′′, v′;T ) = K(τ ′′, τ ′, v′′, v′;T )):
K(u′′, u′, v′′, v′;T ) =
∫ ∞
−∞
dkv
∫ ∞
0
dp e−iTEp/~Ψp,kv(τ
′′, v′′)Ψ∗p,kv(τ
′, v′) , (5.20)
Ψp,kv(τ, v) =
eikvv√
2πa+ cosh τ
Ψ(η,ik)p (τ) , (5.21)
Ep =
~
2
2ma+
(
p2 +
1
4
)
, (5.22)
where η2 = 14 − 2maeE/~2 and the wave-functions for the modified Po¨schl–Teller functions as
given in the Appendix B. Re-inserting cos u = tanh τ gives the solution in terms of the variable u.
5.2 The Path Integral in Horospherical Coordinates on D IV
The classical Lagrangian and Hamiltonian are given by
L(µ, µ˙, ν, ν˙) = m
2
(
a+
ν2
+
a−
µ2
)
(µ˙2 + ν˙2) , (5.23)
H(µ, pµ, ν, pν) = 1
2m
µ2ν2(p2µ + p
2
ν)
a+µ2 + a−ν2
. (5.24)
For the canonical momentum operators we have
pµ =
~
i
(
∂
∂µ
− ν
2a−/µ
a+µ2 + a−ν2
)
, (5.25)
pν =
~
i
(
∂
∂ν
− µ
2a+/ν
a+µ2 + a−ν2
)
, (5.26)
and for the quantum Hamiltonian we get
H = − ~
2
2m
µ2ν2
a+µ2 + a−ν2
(
∂2
∂µ2
+
∂2
∂ν2
)
(5.27)
=
1
2m
√
µ2ν2
a+µ2 + a−ν2
(p2µ + p
2
ν)
√
µ2ν2
a+µ2 + a−ν2
. (5.28)
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For the path integral we obtain (time-transformation function f(µ, ν) = a+/µ
2 + a−/ν2 =
√
g)
K(µ′′, µ′, ν ′′, ν ′;T ) =
µ(t′′)=µ′′∫
µ(t′)=µ′
Dµ(t)
ν(t′′)=ν′′∫
ν(t′)=ν′
Dν(t)
(
a+
ν2
+
a−
µ2
)
× exp
[
im
2~
∫ T
0
(
a+
ν2
+
a−
µ2
)
(µ˙2 + ν˙2)dt
]
=
∫ ∞
−∞
dE
2π~
e−iET/~
∫ ∞
0
ds′′K(µ′′, µ′, ν ′′, ν ′; s′′) , (5.29)
and the time-transformed path integral K(s′′) is given by
K(µ′′, µ′, ν ′′, ν ′; s′′)
=
µ(s′′)=µ′′∫
µ(0)=µ′
Dµ(s)
ν(s′′)=ν′′∫
ν(0)=ν′
Dν(s) exp
{
i
~
∫ s′′
0
[
m
2
(µ˙2 + ν˙2) + E
(
a+
ν2
+
a−
µ2
)]
ds
}
.
(5.30)
These two path integrals can be solved by means of the solution for the inverse-square ra-
dial potential, by following the approach of [24] for the semi-circular-parabolic system on the
two-dimensional hyperboloid. We insert the path integral solution for the inverse-square radial
potential (kernel and Green’s function) and obtain
G(µ′′, µ′, ν ′′, ν ′;E) =
∫ ∞
0
ds′′K(µ′′, µ′, ν ′′, ν ′; s′′)
=
4m2
~3
√
µ′µ′′ν ′ν ′′
∫
dE
2πi
Iλ
(√
2mE ν<
~
)
Kλ
(√
2mE ν>
~
)
Iλ˜
(√
−2mE µ<
~
)
Kλ˜
(√
−2mE µ>
~
)
=
m2
~3
√
µ′µ′′ν ′ν ′′
∫ ∞
0
ds′′
s′′
∫
dE
2πi
eiEs
′′/~
× exp
[
m
2i~s′′
(ν ′2 + ν ′′2)
]
Iλ
(
imν ′ν ′′
~s′′
)
Iλ˜
(√−2mE µ<
~
)
Kλ˜
(√−2mE µ>
~
)
. (5.31)
I have used the abbreviations (assuming a+ > a−)
λ2 =
1
4
− 2mE
~2
a+, λ˜
2 =
1
4
− 2mE
~2
a− , p˜2 =
a−
a+
(
p2 +
1
4
)
− 1
4
. (5.32)
For the µ-dependent part one uses the dispersion relation (3.52) together with the integral rep-
resentation [15, p.725]∫ ∞
0
e−x/2−(z
2+w2)/2xKν
(
zw
x
)
dx
x
= 2Kν(z)Kν(w) . (5.33)
In order to analyze the ν-dependent part, we first rewrite the ν-dependent part of the Green’s
function according to
Iλ(−ikµ<)Kλ(−ikµ>) = iπ
2
Jλ(kµ<)H
(1)
λ (kµ>) . (5.34)
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and then the wavefunctions on the cut are then obtained by using
Ψk,p(µ
′′)Ψ∗k,p(µ
′) ∝
[
J−ip(kµ′′)H
(1)
−ip(kµ
′)− Jip(kµ′′)H(1)ip (kµ′)
]
= sinh πpH
(1)
ip (kµ
′′)H(1)−ip(kµ
′) , (5.35)
(λ = −ip) and the relation of the Hankel-function, i.e., H(1)ν (z) = i[e−iνπJν(z)− J−ν(z)]/ sinπν.
Therefore with E = ~2κ/2m:
G(µ′′, µ′, ν ′′, ν ′;E) =
√
µ′µ′′ν ′ν ′′
2π2
×

∫
dκ
2πi
Iλ˜(− i
√
κµ<)Kλ˜(− i
√
κµ>)
∫ ∞
0
dp p sinhπp
~2
2ma+
(p2 + 14)− E
Kip(
√
κ ν ′)Kip(
√
κ ν ′)
+(µ↔ ν)
}
=
1
8π2
√
µ′µ′′ν ′ν ′′
∫
dκ
∫ ∞
0
dp p sinhπp sinhπp˜
~2
2ma+
(p2 + 14)− E
×
[
Kip(
√
κ ν ′)Kip(
√
κ ν ′)H(1)−ip˜(
√
κµ′)H(1)−ip˜(
√
κµ′′) + (µ↔ ν)
]
. (5.36)
I have taken into account that the final result must be symmetrical in µ and ν which also accounts
for the additional factor 12 . The wave-functions thus have the form
Ψp,κ(µ, ν) =
√
µν
2
√
2π
√
p sinhπp sinhπp˜
[
Kip(
√
κ ν)H
(1)
−ip˜(
√
κµ) + (µ↔ ν)
]
. (5.37)
Note that a− = 0 gives the horicyclic path integral on the two-dimensional hyperboloid. Then
λ˜ = ±12 , and the corresponding Bessel-functions give exponentials, therefore we obtain the wave-
functions of the horicyclic system. This result completes the calculation.
5.3 The Path Integral in Elliptic Coordinates on D IV
The classical Lagrangian and Hamiltonian are given by
L(ω, ω˙, ϕ, ϕ˙) = m
2
(
a−
cosh2 ω cos2 ϕ
+
a+
sinh2 ω sin2 ϕ
)
(cosh2 ω − cos2 ϕ)(ω˙2 + ϕ˙2) ,
(5.38)
H(ω, pω, ϕ, pϕ) = 1
2m
(
a−
cosh2 ω cos2 ϕ
+
a+
sinh2 ω sin2 ϕ
)−1 p2ω + p2ϕ
cosh2 ω − cos2 ϕ . (5.39)
For the canonical momentum operators we get
pω =
~
i
[
∂
∂ω
+ g−1/2
(
a− tanhω
sinh2 ω
− a+ cothω
cosh2 ω
)]
(5.40)
pϕ =
~
i
[
∂
∂ϕ
+ g−1/2
(
a− tanϕ
sin2 ϕ
− a+ cotϕ
cos2 ϕ
)]
. (5.41)
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the Hamiltonian operator is given by
H = − ~
2
2m
(
a−
cosh2 ω cos2 ϕ
+
a+
sinh2 ω sin2 ϕ
)−1 1
cosh2 ω − cos2 ϕ
(
∂2
∂ω2
+
∂2
∂ϕ2
)
(5.42)
=
1
2m
1
4
√
g
(p2ω + p
2
ϕ)
1
4
√
g
. (5.43)
For the path integral in elliptic coordinates we obtain (note that for a− = 0 we get the path
integral in elliptic-parabolic coordinates on the two-dimensional hyperboloid)
K(ω′′, ω′, ϕ′′, ϕ′;T ) =
ω(t′′)=ω′′∫
ω(t′)=ω′
Dω(t)
ϕ(t′′)=ϕ′′∫
ϕ(t′)=ϕ′
Dϕ(t)√g
× exp
[
im
2~
∫ T
0
(
a+
sin2 ϕ
+
a−
cos2 ϕ
+
a+
sinh2 ω
− a−
cosh2 ω
)
(ω˙2 + ϕ˙2)dt
]
. (5.44)
In order to obtain a convenient form to evaluate (5.44) we perform the coordinate transformation
cosϕ = tanh τ in the same way as in (5.16). Performing the time-transformation with f(ω,ϕ) =√
g, the time-transformed path integral K(s′′) is given by
K(ω′′, ω′, τ ′′, τ ′;T ) =
∫ ∞
−∞
dE
2π~
e−iET/~
∫ ∞
0
ds′′ exp
[
i
~
(
a+E − ~
2
8m
)]
K(ω′′, ω′, τ ′′, τ ′; s′′) ,
(5.45)
and the time-transformed path integral K(s′′) is given by
K(ω′′, ω′, τ ′′, τ ′; s′′) =
ω(s′′)=ω′′∫
ω(0)=ω′
Dω(s)
τ(s′′)=τ ′′∫
τ(0)=τ ′
Dτ(s) cosh τ
× exp
{
i
~
∫ s′′
0
[
m
2
(τ˙2 + cosh2 τ ω˙2) +
a+E
sinh2 τ
+
1
cosh2 τ
(
a+E
sinh2 ω
− a−E
cosh2 ω
− ~
2
8m
)]
ds
}
.(5.46)
The ω-path integration is separated by means of a modified Po¨schl–Teller potential with η2 =
1
4 + 2mEa+/~
2, ν2 = 14 + 2mEa−/~
2 and the τ -path integration is the same as in (5.19). This
gives the solution:
K(ω′′, ω′, τ ′′, τ ′;T ) =
∫ ∞
−∞
dkv
∫ ∞
0
dp e−iTEp/~Ψ∗p,k(ω
′, τ ′)Ψp,k(ω′′, τ ′′) , (5.47)
Ψp,k(ω, τ) = (cosh τ)
−1/2Ψ(η,ν)k (ω)Ψ
(η,ik)
p (τ) , (5.48)
Ep =
~
2
2ma+
(
p2 +
1
4
)
, (5.49)
and we can re-insert cosϕ = tanh τ . This concludes the discussion on the Darboux space D IV.
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6 Summary and Discussion
In this paper I have discussed path integration on Darboux Spaces, labeled by D I to D IV. We set
up the metrics following Kalnins et al. [38, 39]. In each of these spaces the Schro¨dinger equation,
respectively the path integral were separable in several coordinate systems. Our results are
summarized in Table 3.
In the Darboux space D I we found the solutions in the (u, v)- and rotated (u, v)-coordinates.
A closed expression for the Green’s functions could be found, however, the wave-function are only
implicitly known because of the boundary conditions which must be imposed on the system.
A solution in displaced parabolic coordinates was not possible due to its quartic anharmonic
structure of the transformed dynamics.
In the Darboux space D II I succeeded in writing down the Green functions and the cor-
responding expansions into the wave-functions. I found the expressions in the four coordinate
systems, i.e. (u, v)-coordinates, polar, parabolic and elliptic coordinates. Several path integral
techniques from former studies were indispensable tools in the considerations. We stressed the
limiting case of the hyperbolic plane, i.e. the two-dimensional hyperboloid. The Green’s function
and the wave-functions were determined in the soluble systems with the general feature that the
energy-spectrum has the form: E = ~
2p2
2m|a| (p
2 + 14). The additional zero-point energy E0 =
~
2p2
8m|a|
is a characteristic feature the quantum motion on spaces with negative curvature [33].
In the Darboux space D III I found the solutions in the (u, v)-system, the closely related
polar system, the (u, v)-system, and the hyperbolic coordinate system. In elliptic coordinates
no solution could be found. The Green’s function and the wave-functions were determined in
the soluble systems with the general feature that the energy-spectrum has the form: E = ~
2p2
2m ,
which is different in its zero-point valued form D II.
In the Darboux space D IV we found solutions in (u, v)-coordinates, horospherical, and elliptic
coordinates. Here also the limiting case to the two-dimensional hyperboloid was shortly men-
tioned. The Green’s functions and the wave-functions were calculated in the separable coordinate
system. The energy-spectrum has the form: E = ~
2p2
2ma+
(p2 + 14), similarly as on D II.
We were able to solve the various path integral representations, because we have now to
our disposal not only the basic path integrals for the harmonic oscillator, the linear oscillator,
the radial harmonic oscillator, and the modified Po¨schl–Teller Potential, but also path integral
identities derived from path integration on harmonic spaces like the elliptic and spheroidal path
integral representations with its more complicated special functions [24, 26, 34]. This includes
also numerous transformation techniques to find a particular solution based on one of the basic
solutions. Various Green’s function analysis techniques can be applied to find not only an
expression for the Green’s function but also for the wave-functions and the energy spectrum.
The present study continues the analysis of path integrals on curved space [24] with the
simple case of the two-dimensional Euclidean space with its four separating coordinate systems
(Cartesian, polar, elliptic and parabolic) up to the complicated case of the three-dimensional
hyperboloid with its 34 separating coordinate systems.
In our papers [27]–[30] we have studied super-integrable potentials on spaces of constant
curvature, i.e. flat space [27], spheres [28] and two and three-dimensional hyperboloids [27, 28].
In the Euclidean flat spaces IR2 and IR3 a complete list was given, and were called Smorodinski–
Winternitz potentials [61]. We have extended this study by introducing corresponding potentials
on spaces with (non-zero) constant curvature, i.e. on spheres and hyperboloids. Further studies
along these lines for superintegrability on spaces with constant curvature were given by Kalnins
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Table 3: Solutions of the path integration in Darboux spaces
Space and Solution in terms of the wave-functions
Coordinate System
D I
(u, v)-Coordinates Product of Airy functions
Rotated (u, v)-Coordinates Product of Airy functions
Displaced parabolic no solution
D II
(u, v)-Coordinates Exponential times K-Bessel function
Polar Legendre times K-Bessel function
Parabolic Product of W-Whittaker functions
Elliptic Spheroidal wave-functions
D III
(u, v)-Coordinates Exponential times M-Whittaker functions
Polar Exponential times M-Whittaker functions
Parabolic Product of parabolic cylinder functions
Elliptic No solution
Hyperbolic Product of M-Whittaker functions
D IV
(u, v)-Coordinates Exponential times Legendre function
Equidistant Exponential times Legendre function
Horospherical Product of K- and H(1)-Bessel functions
Elliptic Product of Legendre functions
et al. [41] on the complex 2-sphere (five coordinate systems which separate the Laplace-Beltrami
equation), on the complex Euclidean space E2,C [42] (six coordinate systems which separate
the Laplace-Beltrami equation), in IR2 and on the two-dimensional sphere (with emphasis on
the polynomial solutions of the superintegrable potentials) [43], and on the two-dimensional
hyperboloid [44, 45]. In the latter also two potentials were studied which have until-then not
been considered. The focus in those studies were of course on the harmonic oscillator (with
its deformations and generalizations) and the Coulomb potential. As it turns, out in all those
space an harmonic oscillator and a Coulomb potential could be defined and solved in various
coordinate representations. In particular, the three-dimensional Coulomb potential problem
separates in spherical, conical, parabolic, and prolate spheroidal coordinates. These feature
translated also into the three-dimensional sphere and the three-dimensional hyperboloid. This
particular feature of the Coulomb system has its origin in its super-integrability, i.e., beside the
energy and the angular momentum conservation we have an additional conserved quantity, the
Lenz–Runge vector.
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Therefore we have explicitly shown that path integral calculations are not only possible in
flat space (with several potential problems), or in spaces with non-vanishing constant curvature,
but is also applicable in spaces of non-constant curvature.
The most serious drawback of the path integral method in comparison to the operator method
is that in the operator method we can investigate the more complicated parametric coordinate
systems in terms of Lame´-polynomials. For this kind of coordinate systems a path integral
approach exists for the spheroidal wave-functions (elliptic wave-functions in IR2 and spheroidal
wave-functions in IR3) based on the theory of Meixner and Scha¨fke [53], and for the three-
dimensional sphere [26].
It is therefore quite naturally the raise the question of super-integrable system in Darboux
spaces, in fact one of the intentions of [38, 39]. And indeed, analogies of an oscillator and a
Coulomb potential can be found. However, the freedom of choice of free parameters seems some-
what limited in comparison with the spaces of constant curvature. This can be understood by
the feature of the Darboux spaces that the corresponding metric includes already a complicated
“potential”-term, i.e. the metric almost equals a superintegrable potential in IR2. The time-
transformation function is in almost all cases equals to
√
g which is most obvious in the case of
D IV. These issues will be discussed in more detail in a future publication [31].
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A Formulation of the Path Integral in Curved Spaces
In order to set up our notation for path integrals on curved manifolds we proceed in a canonical
way. To avoid unnecessary overlap with our Table of Path Integrals [34] I give in the following
only the essential information required for the path integral representation on curved spaces. For
more details concerning ordering prescriptions, transformation techniques, perturbation expan-
sions, point interactions, and boundary conditions I refer to [34], where also listings of the appli-
cation of Basic Path Integrals will be presented. In the following q denote some D-dimensional
coordinates. We start by considering the classical Lagrangian corresponding to the line element
ds2 = gabdq
adqb of the classical motion in some D-dimensional Riemannian space
LCl(q, q˙) = m
2
(
ds
dt
)2
− V (q) = m
2
gab(q)q˙
aq˙b − V (q) . (A.1)
The quantum Hamiltonian is constructed by means of the Laplace-Beltrami operator
H = − ~
2
2m
∆LB + V (q) = − ~
2
2m
1√
g
∂
∂qa
gab
√
g
∂
∂qb
+ V (q) (A.2)
as a definition of the quantum theory on a curved space. Here are g = det (gab) and (g
ab) =
(gab)
−1. The scalar product for wavefunctions on the manifold reads (f, g) =
∫
dq
√
gf∗(q)g(q),
and the momentum operators which are hermitian with respect to this scalar product are given
by
pa =
~
i
(
∂
∂qa
+
Γa
2
)
, Γa =
∂ ln
√
g
∂qa
. (A.3)
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In terms of the momentum operators (A.3) we can rewrite H
¯
by using a product according to
gab = hachcb [34]. Then we obtain for the Hamiltonian (A.2) (PF - Product-Form)
H
¯
= − ~
2
2m
∆LB + V (q) =
1
2m
hacpapbh
cb +∆VPF (q) + V (q) , (A.4)
and for the path integral
K(q′′,q′;T )
=
q(t′′)=q′′∫
q(t′)=q′
DPFq(t)
√
g(q) exp
{
i
~
∫ t′′
t′
[
m
2
hac(q)hcb(q)q˙
aq˙b − V (q)−∆VPF (q)
]
dt
}
= lim
N→∞
(
m
2πiǫ~
)ND/2 N−1∏
k=1
∫
dqk
√
g(qk)
× exp
{
i
~
N∑
j=1
[
m
2ǫ
hbc(qj)hac(qj−1)∆qaj∆q
b
j − ǫV (qj)− ǫ∆VPF (qj)
]}
. (A.5)
∆VPF denotes the well-defined quantum potential
∆VPF (q) =
~
2
8m
[
gabΓaΓb + 2(g
abΓb),b + g
ab
,ab
]
+
~
2
8m
(
2hachbc,ab − hac,ahbc,b − hac,bhbc,a
)
(A.6)
arising from the specific lattice formulation (A.5) of the path integral or the ordering prescription
for position and momentum operators in the quantum Hamiltonian, respectively. We have used
the abbreviations ǫ = (t′′ − t′)/N ≡ T/N , ∆qj = qj − qj−1, qj = q(t′ + jǫ) (tj = t′ + ǫj, j =
0, . . . , N) and we interpret the limit N → ∞ as equivalent to ǫ → 0, T fixed. The lattice
representation can be obtained by exploiting the composition law of the time-evolution operator
U = exp(−iHT/~), respectively its semi-group property.
Note that the first summand on ∆V corresponds to the quantum potential of the Weyl-
ordered Hamiltonian, respectively a mid-point prescription of the path integral. Note also that
in the case that the metric tensor is diagonal to the unit tensor, i.e. (gab = f
2δab) we obtain
∆V ((q) = ~2
D − 2
8m
∑
a
(4−D)f2,a + 2f · f,aa
f4
. (A.7)
This gives the important special case that for D = 2: ∆V = 0, a property which is quite useful
for the considered two-dimensional Darboux spaces.
The path integral representation (A.5) is not explicitly evaluable in many cases, in particu-
lar if explicitly coordinate-dependent metric terms are present, or potentials like the Coulomb
potential. Here the so-called “time transformation” comes into play which leads in combination
with “coordinate transformation” to general “space-time transformations” (also “Duru–Kleinert
transformation” [7, 8, 46] in path integrals. The time transformation is implemented [46] by
introducing a new “pseudo-time” s′′. In order to do this, one first makes use of the operator
identity (one-dimensional case)
1
H − E = fr(x, t)
1
fl(x, t)(H − E)fr(x, t)
fl(x, t) , (A.8)
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where H is the Hamiltonian corresponding to the path integral K(t′′, t′), and fl,r(x, t) are func-
tions in q and t, multiplying from the left or from the right, respectively, onto the operator
(H −E)−1. Secondly, one introduces a new pseudo-time s′′ and assumes that the constraint∫ s′′
0
dsfl(F (q(s), s)) · fr(F (q(s), s)) = T = t′′ − t′ (A.9)
has for all admissible paths a unique solution s′′ > 0 given by
s′′ =
∫ t′′
t′
dt
fl(x, t)fr(x, t)
=
∫ t′′
t′
ds
F ′2(q(s), s)
. (A.10)
Here one has made the choice fl(F (q(s), s)) = fr(F (q(s), s)) = F
′(q(s), s)) in order that in the
final result the metric coefficient in the kinetic energy term is equal to one. A convenient way
to derive the corresponding transformation formulæ uses the energy dependent Green’s function
G(E) of the kernel K(T ) defined by
G(q′′, q′;E) =
〈
q′′
∣∣∣∣ 1H − E − iǫ
∣∣∣∣q′〉 = i
~
∫ ∞
0
dT ei(E+iǫ)T/~K(q′′, q′;T ) . (A.11)
For the one-dimensional path integral one obtains the following transformation formula
K(x′′, x′;T ) =
∫
IR
dE
2πi
e−iET/~G(q′′, q′;E) , (A.12)
G(q′′, q′;E) =
i
~
[
F ′(q′′)F ′(q′)
]1/2 ∫ ∞
0
ds′′Kˆ(q′′, q′; s′′) , (A.13)
with the transformed path integral Kˆ having the form
Kˆ(q′′, q′; s′′) = lim
N→∞
(
m
2πiǫ~
)1/2 N−1∏
k=1
∫
dqk
× exp
{
i
~
N∑
j=1
[
m
2ǫ
(∆qj)
2 − ǫF ′2(q¯j)
(
V (F (q¯j))− E
)
− ǫ∆V (q¯j)
]}
(A.14)
≡
q(s′′)=q′′∫
q(0)=q′
Dq(s) exp
{
i
~
∫ s′′
0
[
m
2
q˙2 − F ′2(q)
(
V (F (q)− E
)
−∆V (q)
]
ds
}
, (A.15)
and with the quantum potential ∆V given by
∆V (q) =
~
2
8m
(
3
F ′′2
F ′2
− 2F
′′′
F ′
)
. (A.16)
Note that ∆V has the form of a Schwarz derivative of F . A rigorous lattice derivation is far from
being trivial and has been discussed elsewhere [13, 34, 46].
Let us consider a pure time transformation in a path integral. Let (q a D-dimensional
coordinate)
G(q′′,q′;E) =
√
f(q′)f(q′′)
i
~
∫ ∞
0
ds′′
〈
q′′
∣∣∣ exp (− is′′√f (H − E)√f/~)∣∣∣q′〉 , (A.17)
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which corresponds to the introduction of the “pseudo-time” s′′ =
∫ t′′
t′ ds/f(q(s)) and we assume
that the Hamiltonian H is product ordered. Then
G(q′′,q′;E) =
i
~
(f ′f ′′)
1
2
(1−D/2)
∫ ∞
0
K˜(q′′,q′; s′′)ds′′ , (A.18)
with the path integral
K˜(q′′,q′; s′′)
=
q(s′′)=q′′∫
q(0)=q′
Dq(s)√g˜ exp{ i
~
∫ s′′
0
[
m
2
h˜ach˜cbq˙
aq˙b − f
(
V (q) + ∆VPF (q)− E
)]
ds
}
. (A.19)
Here h˜ac = hac/
√
f ,
√
g˜ = det(h˜ac) and (A.19) is of the canonical product form. Note that for
D = 2 the prefactor gives unity.
This latter path integral technique of ”time-transformation” is used in this paper in almost
all cases in order to solve the corresponding path integrals in the various coordinate systems on
Darboux spaces. Of course, the time-transformation is used in such a way that the metric term
(gab) is transformed to unity.
In our calculations we have in all cases a metric which is diagonal, and in almost all cases is
of the form gab = f
2δab. This has the consequence that the quantum potential ∆V = 0 and the
term h˜ac can be transformed to unity. This simplifies the calculations significantly.
B Some Important Path Integral Solutions and Identities
In this Appendix we cite some important path integral solutions, in particular for the (radial)
harmonic oscillator, the linear potential, and for the modified Po¨schl–Teller potential.
B.1 The Path Integral for the Radial Harmonic Oscillator
The calculation of the path integral for the radial harmonic oscillator has first been performed
by Peak and Inomata [59]. For a comprehensive bibliography, see [34]. We have the path integral
representation (r > 0)
r(t′′)=r′′∫
r(t′)=r′
Dr(t) exp
[
i
~
∫ t′′
t′
(
m
2
(r˙2 − ω2r2)− ~2λ
2 − 14
2mr2
)
dt
]
=
mω
√
r′r′′
i~ sinωT
exp
[
− mω
2i~
(r′2 + r′′2) cotωT
]
Iλ
(
mωr′r′′
i~ sinωT
)
(B.20)
Iλ(z) is a modified Bessel function. The energy dependent kernel (Green’s function G(E)) is
given by
i
~
∫ ∞
0
dE eiET/~
r(t′′)=r′′∫
r(t′)=r′
Dr(t) exp
[
i
~
∫ t′′
t′
(
m
2
(r˙2 − ω2r2)− ~2λ
2 − 14
2mr2
)
dt
]
=
Γ[12(1 + λ− E/~ω)]
~ω
√
r′r′′ Γ(1 + λ)
WE/2~ω,λ/2
(
mω
~
r2>
)
ME/2~ω,λ/2
(
mω
~
r2<
)
. (B.21)
Here Mµ,ν(z) and Wµ,ν(z) are Whittaker functions.
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B.2 Green’s Function the Linear Potential
The energy dependent kernel for the linear potential is given by
i
~
∫ ∞
0
dE eiET/~
x(t′′)=x′′∫
x(t′)=x′
Dx(t) exp
[
i
~
∫ T
0
(
m
2
x˙2 − kx
)
dt
]
=
4
3
m
~2
[(
x′ − E
k
)(
x′′ − E
k
)]1/2
K1/3
[√
8mk
3~
(
x> − E
k
)3/2]
I1/3
[√
8mk
3~
(
x< − E
k
)3/2]
.
(B.22)
B.3 Green’s Function for the Harmonic Oscillator
The energy dependent kernel for the harmonic oscillator is given by
i
~
∫ ∞
0
dE eiET/~
x(t′′)=x′′∫
x(t′)=x′
Dx(t) exp
[
im
2~
∫ T
0
(x˙2 − ω2x2)dt
]
=
√
m
π~3ω
Γ
(
1
2
− E
~ω
)
D− 1
2
+ E
~ω
(√
2mω
~
x>
)
D− 1
2
+ E
~ω
(
−
√
2mω
~
x<
)
. (B.23)
The Dν(z) are parabolic cylinder functions.
B.4 The Modified Po¨schl–Teller Potential
The path integral solution for the modified Po¨schl–Teller potential can be achieved by means of
the SU(1, 1)-path integral. For a comprehensive bibliography, see [34]. We have [1, 6, 13, 47]
r(t′′)=r′′∫
r(t′)=r′
Dr(t) exp
{
i
~
∫ t′′
t′
[
m
2
r˙2 − ~
2
2m
(
η2 − 14
sinh2 r
− ν
2 − 14
cosh2 r
)]
dt
}
=
NM∑
n=0
Ψ(η,ν) ∗n (r
′)Ψ(η,ν)n (r
′′) exp
{
i~T
2m
[
2(k1 − k2 − n)− 1
]2}
×+
∫ ∞
0
dpΨ(η,ν) ∗p (r
′)Ψ(η,ν)p (r
′′) exp
(
− i~T
2m
p2
)
. (B.24)
Let us introduce the numbers k1, k2 defined by: k1 =
1
2(1± ν), k2 = 12 (1± η), where the correct
sign depends on the boundary-conditions for r → 0 and r → ∞, respectively. In particular for
η2 = 14 , i.e. k2 =
1
4 ,
3
4 , we obtain wavefunctions with even and odd parity, respectively. The
number NM denotes the maximal number of states with 0, 1, . . . , NM < k1 − k2 − 12 . The bound
state wavefunctions read as (κ = k1 − k2 − n)
Ψ(η,ν)n (r) = N
(η,ν)
n (sinh r)
2k2− 12 (cosh r)−2k1+
3
2
×2F1(−k1 + k2 + κ,−k1 + k2 − κ+ 1; 2k2;− sinh2 r) (B.25)
N (η,ν)n =
1
Γ(2k2)
[
2(2κ − 1)Γ(k1 + k2 − κ)Γ(k1 + k2 + κ− 1)
Γ(k1 − k2 + κ)Γ(k1 − k2 − κ+ 1)
]1/2
. (B.26)
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The scattering states are given by:
Ψ(η,ν)p (r) = N
(η,ν)
p (cosh r)
2k1− 12 (sinh r)2k2−
1
2
×2F1(k1 + k2 − κ, k1 + k2 + κ− 1; 2k2;− sinh2 r) (B.27)
N (η,ν)p =
1
Γ(2k2)
√
p sinh πp
2π2
[
Γ(k1 + k2 − κ)Γ(−k1 + k2 + κ)
×Γ(k1 + k2 + κ− 1)Γ(−k1 + k2 − κ+ 1)
]1/2
, (B.28)
[κ = 12(1+ ip)]. 2F1(a, b; c; z) is the hypergeometric function. The Green’s function has the form
i
~
∫ ∞
0
dE eiET/~
r(t′′)=r′′∫
r(t′)=r′
Dr(t) exp
{
i
~
∫ t′′
t′
[
m
2
r˙2 − ~
2
2m
(
η2 − 14
sinh2 r
− ν
2 − 14
cosh2 r
)]
dt
}
=
m
~2
Γ(k1 − Lν)Γ(Lν + k1 + 1)
Γ(k1 + k2 + 1)Γ(k1 − k2 + 1)(cosh r
′ cosh r′′)−(k1−k2)(tanh r′ tanh r′′)k1+k2+1/2
×2F1
(
− Lν + k1, Lν + k1 + 1; k1 − k2 + 1; 1
cosh2 r<
)
×2F1
(
− Lν + k1, Lν + k1 + 1; k1 + k2 + 1; tanh2 r>
)
. (B.29)
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