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ABSTRACT 
In this paper we consider deterministic and stochastic ver- 
sions of discrete time analogs of optimization problems of the 
Bolza type. The functionals are assumed to be convex, but we make 
no differentiability assumptions and allow for the explicit or 
implicit presence of constraints both on the state xt and the in- 
crements Axt. The deterministic theory serves to set the stage 
for the stochastic problem. We obtain optimality conditions that 
are always sufficient and which are also necessary if the uiven 
problem satisfies a strict feasibility condition and, in the sto- 
chastic case, a bounded recourse condition. This is a new condi- 
tion that bypasses the uniform boundedness restrictions encountered 
in earlier work on related problems'. 
DETERMINISTIC AND STOCHASTIC OPTIMIZATION 
PROBLEMS OF BOLZA TYPE I N  DISCRETE TIME 
R.T. Rocka fe l l a r  
R.J-B. Wets 
1 .  INTRODUCTION 
I n  t h e  c l a s s i c a l  c a l c u l u s  of  v a r i a t i o n s ,  a problem of Bolza 
type  is  one where a f u n c i t o n a l  of t h e  form 
is  minimized over  a space  of  a r c s  x : [ to f t l ]  - R" s u b j e c t  t o  a 
system o f  equa t ions  and i n e q u a l i t y  c o n s t r a i n t s  on t h e  endpoin t  
p a i r  ( x ( t O )  , x ( t l ) )  and t h e  t r i p l e  ( t , x ( t )  , G ( t ) ) .  This  fundamental 
dynamical model has  i n  r e c e n t  y e a r s  been a focus  of  e f f o r t s  to -  
wards developing a v a r i a t i o n a l  t heo ry  n o t  s o  dependent on smooth- 
ness  assumptions,  and i n  which more l i g h t  can be shed on phenomena 
of d u a l i t y .  I n  t h i s  t heo ry ,  t h e  c o n s t r a i n t s  are r ep re sen ted  by 
a l lowing  1 and L ( t , * , * )  t o  be extended-real-valued f u n c t i o n s  on 
R" x R", and o p t i m a l i t y  c o n d i t i o n s  are expressed  i n  terms of  sub- 
g r a d i e n t s ;  see [ I ] ,  [ I l l .  
Our a i n  h e r e  i s  t o  t reat  t h e  ana log  o f  t h i s  problem i n  d i s -  
c r e t e  t i m e ,  imposing convexi ty  assumptions t h a t  l e a d  t o  a c l o s e  
connect ion between t h e  o p t i m a l i t y  c o n d i t i o n s  w e  d e r i v e  and a cer -  
\ t a i n  dua l  problem. A f t e r  t a k i n g  c a r e  of  t h e  d e t e r m i n i s t i c  case, 
which i s  mainly a  m a t t e r  of  applying w e l l  known r e s u l t s  i n  convex 
a n a l y s i s  t o  a  p a r t i c u l a r  s i t u a t i o n ,  we s tudy  t h e  s t o c h a s t i c  ver-  
s i o n  of t h i s  c l a s s  of  o p t i m i z a t i o n  problems. The s i g n i f i c a n t  new 
f e a t u r e ,  n o t  p r e s e n t  i n  t h e  f u n c t i o n a l  form ( 1 . 1 ) ,  i s  a process  
t h a t  models t h e  flow of  informat ion.  Decis ions  t aken  a t  any t ime 
t can on ly  depend on t h e  in format ion  c o l l e c t e d  about  p a s t  random 
e v e n t s ,  t h e  f u t u r e  be ing  on ly  known i n  a  p r o b a b i l i s t i c  sense .  
Whereas i n  t h e  d e t e r m i n i s t i c  model t h e  d e c i s i o n  maker h a s  a t  any 
t i m e  t o t a l  in format ion  about  p a s t  and f u t u r e  c o s t s  a s s o c i a t e d  wi th  
any p l an ,  i n  t h e  s t o c h a s t i c  model a t  any t i m e  t , t h e  u n c e r t a i n t y  
about  t h e  a c t u a l  c o s t  of any d e c i s i o n  p l an  can on ly  be m i t i g a t e d  
by ? a s t  o b s e r v a t i o n s .  
I n  t h e  d e t e r m i n i s t i c  problem i n  d i s c r e t e  t i m e ,  w e  c o n s i d e r  
i n  p l a c e  o f  an a r c  x :  [ to f t l ]  + R n  a  v e c t o r  
and i n  p l a c e  of .  i = d x / d t  t h e  d i f f e r e n c e  
axt = xt - x t- 1 f o r  t = 1 ,  ..., T . 
The problem has  t h e  form: 
minimize ove r  a l l  x  = (xo , x l  , . . . , xT) E ( R  ) T+l  t h e  func t ion  
('det) T 
where 1 and Lt f o r  t =  1 ,  ..., T a r e  f u n c t i o n s  from Rn x Rn t o  RU{+-1, 
none o f  which i s  i d e n t i c a l l y  +a.  We assume t h e s e  f u n c t i o n s  a r e  
l ower  semicon t inuous  and convex .  Then j ,  t o o t i s  lower semicont in-  
uous and convex wi th  v a l u e s  i n  RUE+-) ;  w e  suppose it is  n o t  iden- 
t i c a l l y  +a.  
I t  i s  e s s e n t i a l  t o  a p p r e c i a t e  t h e  f a c t  t h a t  i n  (Pdet)  t h e r e  
a r e  c e r t a i n  c o n s t r a i n t s  i m p l i c i t  i n  t h e  c o n d i t i o n  j ( x )  which 
i s  p r e r e q u i s i t e  t o  a  v e c t o r  x  be ing  of  i n t e r e s t  i n  t h e  minimizat ion.  
Letting 
we can, without loss of generality, restrict attention in (P ) de t 
Tcl which satisfy to minimizing j (x) over the set of all x E  (R ) 
(1.5) Axt E Ft ( x ~ - ~ )  for t = 1,. . . ,T . 
Conversely, if our starting point problem of minimizing a 
function of form j(x) over all the vectors x which satisfy such 
a system of constraints, we can pose this as a problem (Pdet) 
simply by (re-)defining 1 to be + -  everywhere outside of the set 
C, and Lt to be + -  everywhere outside the graph of the multi- 
function F t o  
Implicit in the dynamical constraint (1.5) is the state con- 
straint 
(1.6) xtel E Zt for t = 1,. . . ,m , 
where 
Note that the dynamical constraint could also be put in "control" 
form simply by introducing a parameterization of the sets Ft(zt) 
by a parameter vector ut ranging over some other set Ut, although 
we will not concern ourselves with such additional structure here. 
The stochastic version of our problem requires an underlying 
probability space (R,A,p) and a nest G of a-fields: 
(1.8) G = {GO,G1 ,..., " 1  , where Go CG1 C... CGTCA . 
The field Gt represents information available at time t, and to 
say that a function xt : R + Rn is G -measurable is to say that t 
xt(w) can depend on such information only, not on unobserved de- 
tails of past events, or on random events still in the future. 
Accordingly we restrict attention in our decision making process 
to the (closed) linear function space 
The elements x of this space are said to be n o n a n t i c i p a t i v e  (with 
respect to the system G in (1.8)). The stochastic optimization 
problem is 
minimize over all x =  (xO,xl ,. . . ,xT) E N  the functional 
Here Axt = x - x is Gt-measurable and xt-lis Gt-l-measurable. t t-1 
As in the deterministic case, 1 and the functions Lt ( o f  . 0 )  
for each t =  1, ..., T and w E R  are convex and lower semicontinuous 
from R" x Rn to R u {+a), not identically +a . We assume also that 
the epigraph of Lt(w,*,*) depends Gt-measurably on w, or in other 
words, that Lt is a G -normal interjrand on R x Rn x Rn [lo, p. 1731. t 
Among other things, this ensures that whenever z (w) and wt(w) are t 
Gt-measurable in w, so is L (w, zt (w) , wt (w) ) [lo, Cor. ZB] . Then, t 
certainly, the term Lt (w, xt- (w) , Axt (w) ) is Gt-measurable for any 
xEN. Last among our basic assumptions on L is the condition that t 
for every p > 0 and a > 0 there is a summable function y : R + R such 
that 
L (w, zt,wt) ly(w) a.s. when 1 ztl < p, 1 wtl 2 0  . t - 
From this it follows that for any xEN, each of the terms 
Lt ( W , X ~ - ~  (w),Axt (w) ) in (PSto) majorizes a summable function of 
w and therefore has a well defined expectation, finite or + w .  
Thus J is a well defined functional on N with values in R u { + w ) .  
In fact J is convex and lower semicontinuous (with res~ect to the 
 norm topology on N). We suppose J(x) < w for at least one x E  N. 
Certain constraints are implicit in the stochastic problem, 
just as in the deterministic problem, because only the elements 
x of N which satisfy J(x) < a  can be candidates for the minimum 
of J. Let 
Every x E N with J (x) < a  must satisfy (for C still as in (1.2) ) : 
(1.14) Axt(w) E F ~ ( w , x ~ - ~  (w)) a.s. for t =  1 ,..., T ,  
and consequently 
Thus in (Psto) the minimization could be restricted to those X E N  
that satisfy these constraints, rather than over all of N. 
We have already mentioned earlier that the information pro- 
cess is a significant feature of the stochastic version (PSto) of 
our problem. We have modeled it here by an increasing sequence 
of o-fields Gt, t=O,. ..,T . Each Gt represents the field gener- 
ated by the information-events accessible to the decision maker 
in time period t. We implicitly assume that there is no loss of 
information from one time period to the next, since for all t, 
Gt-l C Vlt . TO gauge the flexibility of this modeling of the in- 
formation process, it is convenient to introduce the increasing 
sequence of c-fields FtCA, t=O,...,T . Each Ft is the o-field 
generated by the random events that occur before or at time t. 
If at time t we only possess partial information about past oc- 
curences, then OtcFt and we can compute the expected value of 
the information loss as 
(1.16) inf XEN J(x) - infxEhlF J(x) , 
where 
The quantity in ( 1.16) is nonpositive since Gt C Ft implies N C YF . 
In this case it is instructive to view the restriction of the de- 
cision process to N as the result of a double constraint. First 
a (strict) nonanticipativity constraint, x can not anticipate t 
any future events, which implies that it needs to be Ft-measurable, 
and second a (partial) information constraint, xt can only depend 
on the information collected about these events, i.e., we need to 
restrict xt further to Gt-measurability. The (marginal) prices 
associated with the constraint x E N  C L* can be decomposed in two 
parts corresponding to the strict nonanticipativity and the partial 
information restrictions. 
But the cases of partial or total information are not the 
only ones covered by our model. In fact, it handles the situation 
equally well when for all t, Ct>Ft, or when there is no inclusion 
in one direction or the other. The case Gt3Ft would model the 
situation when the decision maker has access to a predictor, where- 
as in the latter case some events would only be partially observ- 
able and others could be predicted to some extent. However, our 
model does not include the case of information loss (the Gt's not 
necessarily increasing), or some situations when there is only 
partial observation and the Rt's deoend on previous decisions. 
In our earlier work [ 1 2 ] ,  [I 3 1 ,  [14] various technical con- 
siderations led us to i~pose (uniform) boundedness restric- 
tions. These also appear in the related work of Eisner and 
Olsen [3],[4], Dynkin [2] and Evstigneev [5],[6]. (They are 
partially skirted by Hiriart-Urruty [7] because he deals with the 
nonconvex case and does not seek any duality relations.) Here we 
go a long way towards removing these boundedness conditions. The 
bounded recourse condition, as defined in Section 3, no longer 
requires that the set of feasible solutions be uniformly bounded, 
but--up to an integrability condition--it only requires that the 
feasible solutions, which at time t pass through a bounded set, 
can be "boundedly" extended. By this it is meant that there ex- 
ists a feasible extension of these solutions to time period t+l 
which is also contained in a bounded set, This condition is es- 
sential in the derivation of the necessary conditions. For sto- 
chastic problems of the Bolza type, the bounded recourse condition 
compliments the usual strict feasibility condition required to 
obtain the existence of dual (co-state) variables..' The appropri- 
ate strict feasibility conditions, cf. Definition 2, are somewhat 
weaker than those we have used in the past [13], [I41 but this 
must be attributed to the special structure of the problem, in 
particular to the form of the endpoint conditions. 
The restriction of the decision processes to the space of 
essentially bounded measurable functions is chiefly for technical 
reasons that have mostly to do with the necessity argument. 
Actually, it is not difficult to see that the optimality conditions 
given in Theorem 4 are sufficient for any ~ E s ~ a c e  p 2 1, provided 
that the integrability condition (1.10) be appropriately streng- 
thened. 
2. OPTIMALITY IN THE DETERMINISTIC PROBLEM 
Solutions to problem (Pdet) will now be characterized by re- 
lations analogous to those known for deterministic problems in 
continuous time, where the functional (1.1) is minimized [11,[11]. 
These conditions involve subgradients of the convex functions 1 
and Lt. Recall that for a convex function g : R ~ +  R u I f  - 1 ,  the 
subgradient set ag (u) consists of all the vectors v E Rm such that 
g(ul) ,g(u) + V- (ul- U) for all u'€Rm. Equivalently, 
(2.1) E ag (u) - inful {g (ul) - v-u1 1 is attained at ul= u . 
See [ 8 ]  f o r  more on s u b g r a d i e n t s  and t h e i r  p r o p e r t i e s .  
A key t o  t h e  o p t i m a l i t y  c o n d i t i o n  w e  s h a l l  be  l ook ing  a t  is  
- 
n  T+l p rov ided  by t h e  f u n c t i o n  @ : ( R  ) + R U  {fa} d e f i n e d  f o r  
n  T+l 
Y = ( Y ~ ~ Y ~  t tyT)  E ( R  ) by 
T h i s  f u n c t i o n  is  convex, because  1 and Lt are convex [ 8 , § 5 1 .  
Note t h a t  $ ( 0 )  is  t h e  infimum i n  ( P d e t ) .  W e  can  imagine  $ ( y )  a s  
t h e  infimum o b t a i n e d  when (Pdet) i s  "pe r tu rbed"  by t h e  pa ramete r  
v e c t o r  y. 
THEOREM I. A sufficient condition for t h e  optimality 
of x  in problem (Pdet)  is the eristence o f  some 
p  = ( p O  ,p1 , . . . , pT) E (R") T + l  such t h a t  
( b )  ( a p t + )  E ~ L ~ ( X ~ - ~ , A X , )  f o r  t =  1 , . . . , T  
Indeed, these relations a r e  satisfied by x  a n d  p  if and o n l y  
if x  solves (Pdet)  a n d  p  E  a p  ( 0 )  . 
I n  p a r a l l e l  w i t h  t h e  con t i nuous  t i m e  case, it i s  a p p r o p r i a t e  
t o  speak o f  ( b )  a s  t h e  discrete Euler-Lagrange relation and ( a )  
a s  t h e  t r a n ~ v e r s a l i t ~  relation. The p a i r i n g  o f f  o f  components 
o f  x  and p  co r r e sponds  t o  some e x t e n t ,  a s  w i l l  be  s e e n  below, t o  
t h e  " i n t e g r a t i o n  by p a r t s "  r u l e  t h a t  
Proof of Theorem I. To s a y  t h a t  x  s o l v e s  (Pdet )  and p E  a Q ( 0 )  
i s  t o  s a y  t h a t  x  g i v e s  t h e  infimum i n  ( 2 . 1 2 )  f o r  y  = 0 ,  and 
$ ( 0 )  + p-y  5 $ (y)  f o r  a l l  y  E ( R " ) ~ + ' ,  o r  i n  o t h e r  words 
t h a t  t h e  infimum of  t h e  express ion  
T+l  i s  a t t a i n e d  a t  x ' =  x ,y  = 0 . over  a l l  ~ ' ~ ( 3 ~ 1 ~ ' ~  and y E ( R  
W e  must show t h i s  ho lds  i f  and only i f  ( a )  and (b )  a r e  f u l -  
f i l l e d .  
A change of v a r i a b l e s  w i l l  do t h e  job. For each choice 
of vec to r s  ag , aT ,  and zt,wt, f o r  t =  l , . . . ,T,  t h e r e  e x i s t  un- 
ique x ' ~  ( R n l T + l  and y ~ ( ~ n ) T + l  such t h a t  
x;) + yo = aO and x i  = a  T ' 
(2.5) 
x '  t- 1 = z  and Ax;+yt = w f o r  t = l , . . . , T  . t t 
In terms of  t h e s e  w e  can w r i t e  (by means o f  t h e  i d e n t i t y  ( 2 . 3 )  
f o r  x ' )  : 
Therefore ,  t h e  infimum of ( 2 . 4 )  over  a l l  x '  , y ,  i s  a t t a i n e d  
a t  x ' =  x, y  = 0 ,  i f  and only i f  t h e  infimum of t h e  express ion  
o v e r  a l l  a0 ,aT,z t ,wt ,  i s  a t t a i n e d  a t  
But t h e  l a t t e r  infimum i s  f a c i l i t a t e d  by a n  independence  o f  
arguments:  an  e q u i v a l e n t  a s s e r t i o n  i s  t h a t  
i n f  { l ( a  ,a  -p0*a0 *a 1 i s  attained a t  (a  a  ) =(xo,xT) , 
a O ' a ~  0  T + P T  T 0' T 
(2 .8 )  
O W  1 i s  attained a t  ( z t , w t )  = (xt-l ,Axt) inf {Lt(zt ,wt )  -Apt * Z t  - Pt  
Zt*wt 
T h i s  i s  e x a c t l y  what  ( a )  and ( b )  s a y  a b o u t  x  and p ,  s o  Theorem 
1  h a s  been proved.  0 
I t  i s  clear from Theorem 1 t h a t  whenever (Pdetl i s  such  t h a t  
a $  ( 0 )  # , t h e  c o n d i t i o n  t h a t  t h e r e  e x i s t  a p  s a t i s f y i n g  ( a )  and 
( b )  f o r  a g i v e n  x  i s  n o t  j u s t  s u f f i c i e n t  f o r  t h e  o p t i m a l i t y  o f  x  
b u t  a l s o  n e c e s s a r y .  Any convex f u n c t i o n  $ h a s  a $ ( 0 )  f a  when 
where " r i "  d e n o t e s  r e l a t i v e  i n t e r i o r  ( t h e  i n t e r i o r  o f  a  convex 
se t  r e l a t i v e  t o  i t s  a f f i n e  h u l l  [ E ,  § 61 and 
(2 .10)  dom $ = {v I 4 ( y )  Cm 1 . 
For t h e  f u n c t i o n  $ a t  hand,  w e  c a n  r e d u c e  (2 .9 )  t o  a k i n d  o f  
s t r i c t  f e a s i b i l i t y  a s sumpt ion  on t h e  c o n s t r a i n t s  i n  (Pdet)  , and 
t h i s  y i e l d s  t h e  n e x t  theorem. 
THEOREM 2 .  S u p p o s e  t h e  c o n s t r a i n t s  i n  (P ) a r e  s u c h  d e t  
t h a t  t h e r e  i s  a t  l e a s t  o n e  2 E (R ) T+l  w i t h  
- - - 
( 2 . 1 2 )  X t- 1 E r i  Z t  and Axt E r i  Ft ( x ~ , ~ )  f o r  t = 1 , .  . . ,T . 
T+l t o  be o p t i m a l  i n  (Pdet) i t  i s  n e c e s s a r y ,  Then f o r  an x E  ( R  
T+l  s a t i s f y i n g  a s  w e l l  a s  s u f f i c i e n t ,  t h a t  t h e r e  e x i s t  a  p E  ( R  ) 
r e l a t i o n s  ( a )  and (b) o f  Theorem I .  
Proof o f  Theorem 2 .  T o  r e p r e s e n t  the e f f e c t i v e  domain (2.10) 
of @ i n  a  manner t h a t  w i l l  e x p e d i t e  t h e  c a l c u l a t i o n  of  i t s  
r e l a t i v e  i n t e r i o r ,  w e  d e f i n e  
Ct = dom Lt = gph Ft f o r  t =  1 , . . . , T  
Here G is  a convex se t ,  A1 and A2 a r e  l i n e a r  t r ans fo rma t ions .  
Moreover, 
(2.14) y  ~ d o m  - 3 x  wi th  A, ( x , y )  EG 
This  t e l l s  us t h a t  dom @ = A~(A; '  ( G ) )  . Then from t h e  c a l c u l u s  
of  r e l a t i v e  i n t e r i o r s  of convex sets [8,§6] w e  have 
where moreover 
~t fol lows t h a t  
0  E r i  (dom $1 -- 3 x wi th  A, (;,Y) E r i  G , 
and t h a t  t h e  l a t t e r  cond i t i on  i s  i d e n t i c a l  t o  (2.11) and (2 .12 ) .  
Thus t h e  hypothes i s  of  t h e  theorem i s  e q u i v a l e n t  t o  ( 2 . 9 ) ,  
which a s  we a l r e a d y  know guaran tees  a $ ( 0 )  $ 9  and the reby  y i e l d s  
t h e  d e s i r e d  conc lus ion .  0 
The nex t  two r e s u l t s  c l a r i f y  and e l a b o r a t e  t h e  s t r i c t  f ea s -  
i b i l i t y  p rope r ty  assumed i n  Theorem 2. 
PROPOSITION I .  L e t  C '  be t h e  s e t  o f  a t t a i n a b l e  e n d p o i n t  
p a i r s  f o r  t h e  m u l t i f u n c t i o n s  F1, .  . . ,FT : 
with  A X ~ E F ~ ( X ~ , ~ ) ,  t = 1 , . - . , T  r 
and xo  = a  0 ' x T = aTl . 
Then C' i s  c o n v e z ,  and t h e  h y p o t h e s i s  o f  Theorem 2 i s  
s a t i s f i e d  i f  and o n l y  i f  
Proo f .  A l l  one needs t o  do i s  c a l c u l a t e  r i  C' by t h e  method 
used f o r  r i  (dom $ )  i n  t h e  proof of  Theorem 2, and t h e  r e s u l t  
f a l l s  o u t .  The d e t a i l s  w i l l  be omi t ted .  
PROPOSITION 2 .  The h y p o t h e s i s  o f  Theorem 2 i s  s a t i s f i e d  
n T+l i n  p a r t i c u l a r  i f  f o r  some ; E ( R  ) , E > 0 and numbers a t  ER 
f o r  t = O,l, . . . , T I  one has  
- - (2.18) Lt(zt ,wt)  'at when \ z t  - ~ ~ - ~ l  ' E ,  Iwt-Axt\  ( E  . 
T+l which  s a t i s f i e s  con- Moreover, i n  t h i s  case  any p E ( R  ) 
T+l  must d i t i o n s  ( a )  and (b) o f  Theorem I f o r  some x E  ( R  ) 
have 
Proof .  For  any c h o i c e  o f  v e c t o r s  zt  and wt a s  i n  (2.17)  f o r  
- - 
t = I , . . . , T ,  c o n s i d e r  z '  = z  - x  t W '  = W  - Axt. There  e x i s t  t -1 '  t t 
tn T+l s a t i s f y i n g  T+l  and  y  E (R ) unique  x  E ( R  ) 
- 
X t - l  = X t -1  ' "; and Ax t + y t  = A; t t f  + w l  
and  t h e n  
and c o n s e q u e n t l y  
I n  p a r t i c u l a r ,  t a k i n g  any y  such  t h a t  
(2.22) lyt l  5 €/2 f o r  t = O , l ,  ..., T 
and t a k i n g  
- 
Xt 
= - [ ( T - ~ ) / T ] Y ~  f o r  t = 0 , 1 , - - . ,  T  
t 
w e  have (2 .20)  h o l d i n g  w i t h  
z; = - [ ( T - t + l ) / T l y o  and w ; = y t -  ( l / T ) y O  
and consequently 
This tells us that (2.21) is true whenever (2.22) is true. 
Thus the effective domain (2.10) of $ actually includes a 
neighborhood of 0, so that condition (2.9), which we know 
from the proof of Theorem 2 to be equivalent to the hypothesis 
of Theorem 2, is certainly satisfied. 
Consider now any p and x satisfying conditions (a) and 
(b) of Theorem 1. We have by Theorem 1 that j (x) = $(0) and 
p~ a$(o), SO that 
4 (Y) - > 4 (0) + p-y = j (x) + 
for all y E ( R  ) T+l and in particular for all y satisfying 
(2.22). Since (2.21) holds for such y, we obtain 
T T T 
1 aT-j(x) - > 1 SUP 
t=O t=O I yt I ' €/2 
-
t=O 
and this is the bound (2.19) that we needed to establish. 
The vectors p appearing in the optimality condition in 
Theorem 1 can be characterized by a dual variational principle, 
as is no surprise, inasmuch as we are dealing with a problem in 
the realm of convex analysis. The duality involves the functions 
I* and LE conjugate to 1 and Lt [8,§12]. Let 
Then m and Mt a r e  lower semicontinuous,  convex f u n c t i o n s  from 
R~ x R" t o  R u {+a} which a r e  n o t  i d e n t i c a l l y  +-, and 1 and Lt can 
be recovered from them by t h e  i n v e r s e  formulas  
The ~ r o b l e m  we i d e n t i f y  a s  d u a l  to (Pdet) i s  
maximize -k ( p )  over  a l l  p = (pO , p l , .  . . ,pT) E (R") T f l ,  where 
THEOREM 3. The inequality i n f (Pde t )  2 sup(Paet)  always 
holds. One has p ~ a @ ( O )  if and only if actually 
i n f  (Pdet) = m a ~ ( P $ ~ ~ ) ,  and p is optimal for . 
Proof of Theorem 3. Only a s l i g h t  e x t e n s i o n  o f  t h e  proof o f  
Theorem 1 i s  needed. The infimum of  exp res s ion  ( 2 . 4 )  ove r  
a l l  x '  , y ,  i s  by t h e  d e f i n i t i o n  o f  @ e q u a l  t o  
But t h e  change-of -va r i ab l e  argument i n  Theorem 1 showed t h a t  
t h i s  was a l s o  e q u a l  t o  t h e  infimum o f  t h e  e x p r e s s i o n  (2 .7)  
over  a l l  a0,aT,zt,wt, which by (2.23) and (2.24) i s  
Therefore  t h e  l a t t e r  a g r e e s  wi th  (2.271, and f o r  every  p w e  
have 
Taking t h e  supremum w i t h  r e s p e c t  t o  p ,  w e  see t h a t  sup(Pze t )  
< i n f ( P d e t )  i n  g e n e r a l .  Moreover,  t h e  e q u a t i o n  
-- 
h o l d s  i f  and o n l y  i f  
i n £  { + ( y )  - p - y )  i s  a t t a i n e d  a t  y = 0 ,  
Y 
which i s  t h e  c o n d i t i o n  p ~ a + ( O )  . 
COROLLARY. Under t h e  h y p o t h e s i s  o f  Theorem 2 ( o r  Prop- 
o s i t i o n  1 )  one has i n £  (Pdet) = max(P$et).  
Proo f .  The h y p o t h e s i s  i n  q u e s t i o n  h a s  been shown i n  t h e  
proof  o f  Theorem 2 t o  be  e q u i v a l e n t  t o  c o n d i t i o n  (2.9), 
which g u a r a n t e e s  t h a t  a +  ( 0 )  f a  . 
REMARK. A s t r i c t  f e a s i b i l i t y  c o n d i t i o n  f o r  (Pzet) can  
be s t a t e d  i n  c l o s e  p a r a l l e l  t o  t h e  one f o r  (Pdet) i n  Theorem 2 .  
I t  i m p l i e s  by arguments  d u a l  t o  t h e  o n e s  above t h a t  min(P  ) d e  t 
= s u p ( P J e t ) .  
3 .  SUFFICIENT CONDITIONS FOR OPTIMALITY I N  THE STOCHASTIC PROBLEM. 
An o p t i m a l i t y  c o n d i t i o n  f o r  (Psto) r e s e m b l i n g  t h e  one f o r  
('det ) i n  Theorem 1 c a n  b e  f o r m u l a t e d  i n  terms o f  c o n d i t i o n a l  
e x p e c t a t i o n s .  For t h e  c o n d i t i o n a l  e x p e c t a t i o n  g i v e n  G w e  w r i t e  t r  
E~ ( f o r  t h e  u s u a l  b u t  more cumbersome n o t a t i o n  E ~ ~ ) .  T h i s  i s  t a k e n  
t o  be  a  r e g u l a r  c o n d i t i o n a l  e x p e c t a t i o n ,  i . e . ,  r e p r e s e n t a b l e  a s  
an i n d e f i n i t e  i n t e g r a l  w i t h  r e s p e c t  t o  a  r e g u l a r  c o n d i t i o n a l  pro- 
b a b i l i t y  u t  ( * 1 * ) on A x R . There  i s  r e a l l y  no  l o s s  i n  assuming 
that such regular conditional probabilities exist; in practice 
we can always take (R,A,p) as the range space of certain random 
variables, with R a subset of a finite dimensional space and A 
the Bore1 field on R. 
Given an A-measurable rzndom variable y, the observable as- 
t pects at time t are represented by E y. We shall be interested 
in the gain of information that can be achieved from one time 
period to the next. For these purposes, we introduce the operator 
or in the more standard notation E: = EGt - EGt-l . Note that 
whenever Gt = Gt-l , which means that there is no gain of infor- 
t 
mation from one time period t-1 to the next, the EA terms can 
always be dropped. This should be kept in mind when comparing 
our development for the deterministic and stochastic versions of 
the problem. 
Again a crucial role in the derivation and analysis of opti- 
mality conditons will be played by a perturbational function. For 
we define 
where to keep notation as compact as possible we have suppressed 
indication of the w argument of the functions xt, EtYt-l , etc. 
The functional @ is well defined from LOO to R U {+-I, and it is 
convex. In what follows, we will need to speak of its subgradients 
with respect to the natural pairing between functions y E im and 
functions 
given  by 
The se t  of  s u b g r a d i e n t s  o f  a t  y i n  t h i s  s e n s e  i s  
1  OD (3.6 1 a @ ( y )  = { P E L  - > @ ( y )  + ( p , y f - y )  f o r  a l l   EL 1 
S u b g r a d i e n t s  o f  t h e  f u n c t i o n s  1 and L  ( , , ) w i l l  a l s o  t 
e n t e r  t h e  c o n d i t i o n s  below. W e  w r i t e  
(3 .7)  aLt(w,z,w) = set  o f  s u b g r a d i e n t s  o f  ~ ~ ( w , - , - )  a t  ( z , w ) .  
I n  o t h e r  words, d e s p i t e  what t h e  n o t a t i o n  8Lt might  s u g g e s t ,  w e  
do n o t  i n v o l v e  w i n  t h e  s u b d i f f e r e n t i a t i o n .  
THEOREM 4. A sufficient condition for the optimality 




(a) (E pol (a) b o m d  pT(w) ' bT for some (bo,-bT) E al(Ex0,ExT) , 
( c )  Pt-1 is G -measurable for t = l , . . . , T  . t 
n d ~ e d ,  these relations are satisfied by X E N  and p ~  L 1 
if and only if x  solves (Psto)  and p ~ a @ ( O )  . 
I n  ana logy  t o  t h e  d e t e r m i n i s t i c  case, w e  s h a l l  r e f e r  t o  ( b )  
as t h e  stochastic discrete Euler-Lagrange relation, ( a )  as t h e  
transversality relation'. C o n d i t i o n  (c)  i s  a delayed nonantici- 
pativity which r e f l e c t s  t h e  f a c t  t h a t  t h e  o p t i m a l  " d u a l "  ( o r  co- 
s t a t e )  v a r i a b l e s  pt depend o n l y  on t h e  i n f o r m a t i o n  t o  be  c o l l e c t e d  
d u r i n g  t h e  n e x t  t i m e  p e r i o d  and n o t  on t h e  whole f u t u r e  . 
Proof  o f  Theorem 4 .  The argument i s  p a t t e r n e d  a f t e r  t h e  
proof of  Theorem 1 b u t  has  t o  contend wi th  compl ica t ions  
posed by t h e  d i f f e r e n t  in format ion  f i e l d s  G t .  To say t h a t  
x  s o l v e s  (PSto)  and p  E a 4  ( 0 )  i s  t o  s ay  t h a t  x  f u r n i s h e s  
t h e  infimum i n  (3 .3)  f o r  y  = 0 ,  and (0 )  + ( p, y  ) - < 0 ( y )  f o r  
a l l  y E L m  . This  p rope r ty  of  x  E N and p  E L is  e q u i v a l e n t  
t o  having t h e  infimum o f  t h e  exp res s ion  
ove r  a l l  x f € N  and E La be a t t a i n e d  a t  X I =  x,  y = 0 .  The 
theorem can be e s t a b l i s h e d  by s h o w i n g ' t h a t  t h i s  ho lds  i f  
and on ly  i f  ( a ) ,  (b )  and ( c )  are s a t i s f i e d .  
A s  i n  t h e  proof of  Theorem 1 ,  t h e  t r i c k  is  t o  make t h e  
r i g h t  change o f  v a r i a b l e s  i n  o r d e r  t o  s e p a r a t e  v a r i a b l e s  i n  
c a l c u l a t i n g  t h e  infimum. For a r b i t r a r y  
v e c t o r s  a o , a T ,  i n  Rn and f u n c t i o n s  s o , s T , u ,  and 
~, ,w,,v, ,  f o r  t = 1  ,..., T ,  a l l  i n  L ~ ( ~ ~ , A , ~ ; R ~ )  with  
L L L  
(3.9) t t zt and wt both  Gt-measurable, E v t = O ,  E u = O ,  so 
and st r e s p e c t i v e l y  Go- and GT-measurable, E s o  = 0 ,  
t h e r e  e x i s t  unique X ' E  N and y E La such t h a t  
- 
Exl+EyO = a. and Ex; = a 0 T 
0 
x' + E  yo -Ex;) -EyO = s o  and x' -Ex; = s 0 T T '  
(3.10) x' t - l - E A ~ t - l  = z f o r  t = l , . . . , T  , t t 
t t A X ; + E ~ Y ~ - ~ + E  yt = w f o r  t = l , . . . ,  T , 
t 
t T y t m l - E  yt,l = v f o r  t = l , . . . , T  and y T - E  y T = u  . 
t 
The t r u t h  o f  t h i s  a s s e r t i o n  may n o t  e x a c t l y  "meet t h e  eye" ,  
b u t  it i s  n o t  a s  miserab le  t o  v e r i f y  as one might imagine 
from t h e  complexity o f  t h e  system t o  be  solved.  Namely, w e  
observe a t  t h e  o u t s e t  t h a t  (3.10) imp l i e s  
Next,  s i n c e  z  i s  g i v e n  a s  Gt-measurable,  w e  see by a p p l y i n g  t t E ~ - '  t o  b o t h  s i d e s  o f  t h e  e q u a t i o n  x i  - - EAyt-l = z  t h a t  t h e  t 
l a t t e r  h o l d s  f o r  a  Gt-l-measurable x i - ,  ( a s  r e q u i r e d  by t h e  
c o n d i t i o n  x ' E N  ) i f  and o n l y  i f  
(3 .12)  x '  t 
= EAzt f o r  t = 1 , . .  . ,T  , t- 1  
(3 .13)  t t- 1  E ~ Y t -  1  = E z t - z  f o r  t = l , . . . , T .  t 
These r e l a t i o n s  w i t h  (3 .11)  d e t e r m i n e  a un ique  x v E N  a s  w e l l  
a s  p l a c e  c o n d i t i o n s  on  y  t h a t  must b e  s a t i s f i e d  i f  t h e  s y s t e m  
(3 .10)  i s  t o  b e  s o l v a b l e  a t  a l l .  Another  i m p l i c a t i o n  o f  (3 .10)  
is t h a t  
t t - + X '  t E yt = w - A X ; - E  y  - wt - X t  
t A t - 1  t- 1  - E ~ Y t - l  
(3 .14)  
- +w - x i  f o r  t = l , . . . , T .  
- Z t  t 
T  For  t = T  w e  t h e r e b y  o b t a i n ,  s i n c e  yT - E  y T = u ,  t h a t  
From t h e  i d e n t i t y  
on t h e  o t h e r  hand,  w e  deduce v i a  3 . 1 2 ) , ( 3 . 1 3 ,  (3.14)  and 
t h e  l a s t  c o n d i t i o n  i n  (3 .10)  t h a t  
(3 .17)  ='t- 1  = vt + ( E  t- 1  t - x v  - z t )  + Z t - l  +Wt-l t-, 
= v  - 2  +W t t + % - l  t - 1  f o r  t = 2 , . . . , T  . 
F i n a l l y ,  from t h e  i n i t i a l  c o n d i t i o n s  i n  (3.10) w e  o b t a i n  
Equa t ions  ( 3 . 1 5 ) , ( 3 . 1 7 )  and (3.18) de t e rmine  a  un ique  
GT-measurable y  E LW t o  go w i t h  t h e  un ique  x EN a l r e a d y  de- 
t e rmined  by (3.11 and (3 .12 ) ,  and t h i s  x and y  d o  s a t i s f y  
( 3.10) , a s  c an  r e a d i l y  be  v e r i f i e d .  
~ h u s  i n  t a k i n g  t h e  infimum o f  (3 .8)  o v e r  a l l  X ' E N  and 
w 
FT-measurable y  E L , w e  can  j u s t  as wel lmake  t h e  s u b s t i t u t i o n s  
(3.10) and t a k e  t h e  infimum s u b j e c t  t o  (3 .9 )  . Under t h e  sub- 
s t i t u t i o n  w e  o b v i o u s l y  have 
Fur thermore ,  s i n c e  (3.10) e n t a i l s  ( 3 . 1 5 ) , ( 3 . 1 7 )  and (3 .18 ) ,  
w e  have 
The c o n d i t i o n s  on so t sT  and z l  i n  (3 .9 )  imply a l s o  t h a t  
whi le  t hose  on vt and U g i v e  us  
Therefore ,  when t h e  s u b s t i t u t i o n s  (3.10) a r e  made t h e  infimum 
of  (3.8) over  a l l  x ' ~  N and GT-measurable y  E  L W  is  conver ted  
i n t o  t h e  infimum of  
s u b j e c t  t o  ( 3 . 9 ) .  What we must show i n  o r d e r  t o  prove t h e  
theorem i s  t h a t  ( a ) ,  ( b )  and ( c )  ho ld  f o r  x  E  hl and p  E  L 1  i f  
and on ly  i f  t h i s  infimum is  a t t a i n e d  a t  
( s i n c e  t h e s e  a r e  t h e  r e l a t i o n s  which imply x '  = x  and y = O  i n  
( 3 . 1 0 ) ) .  
We know, of cou r se ,  t h a t  t h e  infimum i n  (3.23) i s  n o t  +a, 
s i n c e  t h e  one i n  (3 .8)  is  n o t  +a (due t o  o u r  assumption i n  5 1  
t h a t  J ( x l )  < m  i n  (PS to )  f o r  a t  l e a s t  one X I E N ) .  I t  i s  p o s s i b l e  
t h e r e f o r e ,  t o  choose t h e  e lements  i n  (3 .9)  i n  such a  manner 
t h a t  t h e  exp res s ion  i n  (3.23) i s  n o t  +a. The infimum i n  (3.23) 
c a n t h e r e f o r e b e  decomposed i n t o  t h e  sum of  t h e  s e p a r a t e  terms 
none of  which can be + a .  I n  each term, t he .min imiza t ion  i s  
s u b j e c t  t o  t h e  r e s t r i c t i o n s  i n  ( 3 . 9 ) .  I n  (3.25) t h e  infimum 




Pt-1 - E P t - l  f o r  t = 1 , .  . . , T  and pT = E PT 
i n  which even t  it i s  0 and a t t a i n e d  a t  v t =  u =  0 :  
s i m i l a r l y  i n  ( 3 . 2 6 ) ,  t h e  infimum is  -a u n l e s s  
0 - T - 
and E pT = EPT t 
i n  which even t  it i s  0 and a t t a i n e d  a t  so = s  = O  . Together T 
t hen ,  it i s  imposs ib le  f o r  t h e  in f ima  i n  (3.25) and (3.26) t o  
be a t t a i n e d  excep t  when they  a r e  a t t a i n e d  by v t = u = s o  = s  = O  T 
and van ish ,  and t h i s  i s  t h e  case i f  and on ly  i f  p  s a t i s f i e s  
0 
cond i t i on  (c) of  t h e  theorem and has  (E  po)  (w) . bo and 
- - 
pT ( w )  . bT f o r  some (bo ,bT) E R"X R" . Then Epo i bo and EpT bT, 
s o  t h e  infimum i n  (3.27) i s  a t t a i n e d  a t  a. = Exo and aT = ExT 
i f  and on ly  i f  c o n d i t i o n  ( a )  of  t h e  theorem holds .  F i n a l l y ,  
s i n c e  Lt i s  a Gt-normal i n t e g r a n d  and zt and wt can be a r b i -  
Q) n  t r a r y  Gt-measurable f u n c t i o n s  i n  L ( R , A , p ; R  ) ,  t h e  infimum i n  
(3.28) can be taken  po in twise  [ l o ,  Theorem 3A]: it reduces  t o  
and i s  a t t a i n e d  by t h e  f u n c t i o n s  z t = ~ t - l  and w =Axt i f  and t 
o n l y  i f  t h e  i n f i m a  o v e r  R" i n  (3 .29)  f o r  e a c h  w are a t t a i n e d  
a l m o s t  s u r e l y  a t  z; = x ~ - ~  ( w )  and w; = (Axt) ( w )  . But t h i s  prop- 
e r t y  i s  t h e  one  i n  c o n d i t i o n  ( b ) .  I n  c o n c l u s i o n ,  it i s  t r u e  
t h a t  ( a ) , ( b )  and (c )  h o l d  f o r  a n  X E N  and p ~ ~ l  i f  and o n l y  
i f  t h e  infimum o f  (3.23)  s u b j e c t  t o  (3 .9)  i s  a t t a i n e d  a t  ( 3 . 2 4 ) .  
T h i s  p roves  Theorem 4. 
4. NECESSLSY CONDITIONS FOR OPTIIIALITV TY TXE STOCHASTIC PROBLEIl 
The q u e s t i o n  now i s  how t o  know when t h e  o p t i m a l i t y  c o n d i t i o n  
i n  Theorem 4 i s  n o t  o n l y  s u f f i c i e n t  b u t  n e c e s s a r y .  From t h e  method 
used  i n  t h e  d e t e r m i n i s t i c  case, t h e  r e a d e r  may e x p e c t  t h a t  a l l  w e  
need t o  do i s  e n s u r e  aO(0) # %  by means o f  some f i n i t e n e s s  p r o p e r t y  
o f  O on an  LOD-neighborhood df 0.  Matters are n o t  so s i m p l e ,  though.  
The b e s t  t h a t  a f i n i t e n e s s  p r o p e r t y  o f  4  c a n  g i v e  u s  i s  t h e  e x i s -  
t e n c e  o f  a s u b g r a d i e n t  w i t h  r e s p e c t  t o  t h e  p a i r i n g  between LOD and 
1  
(LOD)  *. What w e  want h e r e  are s u b g r a d i e n t s  p  E L . A g e n e r a l  ele- 
1  
ment o f  ( LOD) * c o u l d  have ,  b e s i d e s  an  L component, a " s i n g u l a r "  
component [ 9 ] .  To e l i m i n a t e  h a v i n g  t o  d e a l  w i t h  s i n g u l a r  compon- 
e n t s ,  w e  must make f u r t h e r  a s sumpt ions  a b o u t  (Psto) .  These a s -  
sumpt ions  w i l l  a l l o w  u s  t o  a p p l y  ear l ier  r e s u l t s  [ I31  a b o u t  L 1  
m u l t i p l i e r s  f o r  t h e  n o n a n t i c i p a t i v i t y  c o n s t r a i n t  x E N  i n  o r d e r  t o  
o b t a i n  t h e  d e s i r e d  r e s u l t .  
DEFINITION 1. Probtem (Psto) w i l t  be  s a i d  t o  s a t i s f y  
t h e  bounded r e c o u r s e  c o n d i t i o n  i f  
( a )  f o r  e v e r y  p > O  and a > 0  t h e r e  i s  a  summabte f u n c t i o n  
B : R + R  s u c h  t h a t  a l m o s t  s u r e l y  w i t h  r e s p e c t  t o  w €52 ,  
(4 .1)  [zfzt(w) and Iz t  / LP, wt€Ft(w,zt& and ( w t  I - <a1 
(b )  f o r  e v e r y  p > 0 t h e r e  i s  a  p '  > 0 s u c h  t h a t  a l m o s t  
s u r e l y  w i t h  r e s p e c t  t o  U E R ,  
(4.2) [ztEZt(w) and z - 'p ]  - 
[ 3 v  EFt(w,rt) w i t h  Z ~ + W ~ E Z ~ + ~ ( U )  and ~ z t + w t l < p ' l  
t - 
( I n t e r p r e t  Z T + l ( w )  a s  a t 2  o f  R" f o r  t h i s  purpose . )  
Since  L+ (w,  , ) is  lower semicontinuous,  p rope r ty  ( a )  imp l i e s  
L 
t h a t  F , ( w , - )  i s  a m u l t i f u n c t i o n  w i t h  c l o s e d  graph whose domain 
L 
z ~ ( w )  is  a c l o s e d  set. 
The bounded r ecour se  cond i t ion  i s  s a t i s f i e d  i n  p a r t i c u l a r  i f  
f o r  t = 1 , .  . . ,T t h e r e  a r e  bounded s e t s  Bt C R"XR" and summable 
func t ions  Bt such t h a t  almost s u r e l y  i n  w t h e  graph of  t h e  mul t i -  
func t ion  Ft(w, .) i s  inc luded  i n  Bt ,  and a l l  of  i t s  elements  
(zt,wt) s a t i s f y  Lt(w,zt,wt) 5 B t ( w )  and zt + wtE Z t c l  ( w ) .  The 
l a s t  requirement can be weakened t o  t h e  fo l lowins :  f o r  f i x e d  w ,  
a vec to r  senuence x ~ ~ x ~ ~ . . . , x ~  t h a t  s a t i s f i e s  AxT€ FT(w,xT-l)  f o r  
T = l , . . . , t  can be extended almost s u r e l y  by X ~ + ~ , . . . , X ~  t o  a  
sequence t h a t  s a t i s f i e s  AxT E F T ( w , ~ , - l )  f o r  r = I , . .  . , T .  This  
s p e c i a l  ca se  where t h e  bounded recourse  cond i t ion  is s a t i s f i e d  
corresponds t o  t h e  combination of t h e  boundedness and e s s e n t i a l l y  
complete r e source  c o n d i t i o n s  used i n  [ 1 4 ] ,  excent  t h a t  t h e  l a t t e r ,  
when a n ~ l i e d  t o  t h e  o r e s e n t  s i t u a t i o n ,  would a l s o  place r e s t r i c t i o n s  
on t h e  endpoint  s e t  C = dom 1. 
The bounded recourse  cond i t ion  o f  ~ e f i n i t i o n  1 is  a s u b s t a n t i a l  
improvement ove r  such yrev ious  c o n d i t i o n s ,  because it makes t h e  
theo ry  a ~ p l i c a b l e  t o  evo lu t iona ry  systems n o t  n e c e s s a r i l y  modeled 
with  bounded f e a s i b l e  r eg ions ,  such a s  s t o c h a s t i c  dynamic l i n e a r  
models wi th  on ly  nonnega t iv i tv  c o n s t r a i n t s .  I t  can be shown t h a t  
a  mu l t i s t age  s t o c h a s t i c  l i n e a r  ~ r o q r a - m i n g  problem, which can be 
formulated as a s t o c h a s t i c  op t imiza t ion  ~ r o b l e m  o f  Bolza type ,  w i l l  
s a t i s f y  t h e  bounded recourse  cond i t ion  whenever t h e  o r i g i n a l  problem 
sat isf ies  t h e  e s s e n t i a l l y  complete recourse  cond i t ion  and t h e  ma t r i ce s  
involved s a t i s f y  a cond i t ion  somewhat weaker than f u l l  row rank.  The 
f e a s i b i l i t y  s e t s  need n o t  be bounded, much less uniformly bounded. 
The multifunction zt : w + zt (w) is closed-valued under the 
bounded recourse condition, as we have just seen, and it is then 
also nt-neasurable by virtue of the G -normality of Lt. (Namely, t 
Z (w) is a certain projection of the epigraph of Lt ( w ,  , a )  , which t 
depends Gt-measurably on w: see [lo, Cor. 1P1 for the measurability 
of ~rojections of multifunctions.) The need for a stronger 
measurability property of Zt is sugqested, however, by our implicit 
constraint in (PstO) that x ~ - ~  (o) E Zt (a) almost surely, where 
X t- 1 is Gt - l-measurable. Unless Zt is actually Gt-l-measurable, 
we cannot very realistically work with such a constraint, because 
x ~ - ~ ( w )  cannot fully respond to all the possible variations in 
Zt(u). For this reason the assumption of G -measurability of 
t- 1 
Zt will enter the theorem about to be formulated. 
DEFINITION 2. Problem (PstO) w i l l  be  s a i d  t o  s a t i s f y  
t h e  interior feasibility condition i f  f o r  some Z E N ,  E>O, 
and summable f u n c t i o n s  at: Q + R, one' has  
and f o r  t = 1,...,T a l m o s t  s u r e l y  w i t h  r e s p e c t  t o  wE.32, 
z E z (wl and wtE Ft(u,zt) ohen t t 
This is a constraint qualification that corresponds in the 
deterministic case to the one in Proposition 2, rather than the 
milder one in Theorem 2. 
THEOREM 5. Suppose problem (PSto) s a t i s f i e s  t h e  bounded 
r e c o u r s e  c o n d i t i o n  and t h e  i n t e r i o r  f e a s i b i l i t y  c o n d i t i o n ,  and 
t h e  m u l t i f u n c t i o n  Zt i s  Gt - l -measurable  f o r  t = 1,. . . ,T. Then 
f o r  x EN t o  be o p t i m a l  i n  (PstO) , i t  i s  n e c e s s a r y ,  a s  w e l l  a s  
1 
s u f f i c i e n t ,  t h a t  t h e r e  e x i s t  a  p E L ' s a t i s y y i n g  (a), (b) and 
(c) o f  Theorem I .  
The proof of this theorem relies on a result for multistage 
stochastic programs first derived in [ 1 3 ] .  In particular, Theorem 
2 of [ 1 3 ]  shows that if the constraint multifunction is nonanti- 
cipative, the multipliers associated with the nonanticipativity 
1 
constraint (x E N C Lm) can be chosen in L , rather than in the 
dual of LW. (In other words, there is no need to introduce the 
singular part of the continuous linear functionals defined on L~). 
An important consequence of all this is that the optimality con- 
ditions can be given a pointwise representation. This is exploited 
at various stages in the proof. In order to be able to apply 
these results we need some technical facts that relate the bounded 
recourse condition to the constraint-nonanticipativity condition 
as it appears in [ 1 31 . 
n T+l 
DEFINITION 3 .  A compact -va lued  rnu l t i  f u n c t i o n  D:a+ (R ) 
w i l l  be c a l l e d  nonantici~ati~e i f  , for  e a c h  t = 0,1,. . .T 
t h e  p r o j e c t i o n  
(4 .5 )  ~ ~ ( w )  = (xO ,.. . ,xt) 1 3 ( x ~ + ~  ,.. . ,xT) w i t h  
(xO ,... , X ~ , X ~ + ~  ,... ,xT) E D ( w ) ~  
depends  Gt-neasurab l y  on w. 
PROPOSITION 3 .  Suppose prob lem (PSto) s a t i s f i e s  t h e  
bounded r e c o u r s e  c o n d i t i o n ,  and Zt i s  Ot - l - n e a s u r a b l e  f o r  
- 
t = 1, ..., T. Then f o r  a r b i t r a r y  pt > 0, t = OII,...,TI 
- 
t h e r e  e x i s t  c o n s t a n t s  pt pt such  t h a t  t h e  compact -va lued  
m u l t i f u n c t i o n  D : $2 + (R")T+~ d e f i n e d  by 
~ ( u )  = i x  = ( x O , .  . . ,xT) ( 1 xtl 5 pt f o r  t = 0 , 1 , .  . . , T  a n d  
( 4 . 6 )  
Ax E F  ( u , x t e l )  f o r  t =  1  ,..., T }  t t  
i s  n o n a n t i c i p a t i g e .  Moreover ,  t h e r e  a r e  sumrnable f u n c t i o n s  
a  : R + R  s u c h  t h a t  a l m o s t  s u r e l y  t 
( 4 . 7 )  I L ~ ( ~ , x ~ - ~  ,Axt) I L a t ( u )  when x E D ( u )  . 
- 
P r o o f .  S t a r t  w i t h  po = p o ,  a n d  f o r  t h i s  as p i n  (b) of 
D e f i n i t i o n  1 ,  c h o o s e  a c o r r e s p o n d i n g  0 '  = p;) s u c h  t h a t  
( 4 . 2 )  h o l d s  f o r  t = 1 .  T h e n  almost s u r e l y  
(3 Y €Fl(u,.x ) wi th  x  +w €Z2(u) and lx +wll '0;) I , 1  0  0  1  0  - 
- 
o r  i n  o t h e r  w o r d s ,  t a k i n g  P ,  =inax{p ,pA}  , 
[xOEZl(u)  and lxOl 'pol 3 
( 4 . 8 )  
[3 xl  EZ2(u)  w i th  ixl  1 2 p l  and Axl EF l (u ,xo )  l . 
Next a p p l y  (b) of D e f i n i t i o n  1  t o  p = p l  t o  ge t  a P '  = p i  s u c h  
t h a t  ( 4 . 2 )  h o l d s  f o r  t = 2  : 
[xl  EZ2(u)  and Ixl 1 - < p11 * 
[ w  2  E F ~ ( W , X ~ )  wi th  x1 +w2 EZJ(u)  and 1x1 +w2 I - < P; 1 . 
Then t a k i n g  p 2  =max{p2 ,p ; l  w e  have a l m o s t  s u r e l y  
[xl EZ2(w) and Ix1 I - < p l ]  * 
( 4 . 9 )  
[ 3  X2 E Z j ( ~ )  with (x2  ( - < p2 and Ax2 E F ~ ( w , x ~ )  ] . 
- 
Cont inue  i n  t h i s  manner u n t i l  f o r  a c e r t a i n  p T ~ p T  w e  have 
almost s u r e l y  
' 5 -1  EZT(u)  and I x T - l l  (pT-ll * 
[ 3  x T ~ ~ n  with IxT/ .'_PT and Ax EF (w,xT . T T - 
From t h e  c h a i n  o f  i a p l i c a t i o n s  (4 .8 )  , ( 4 . 9 )  , . . . , (4 .10)  , w e  
o b s e r v e  t h a t  almost s u r e l y ,  s t a r t i n g  w i t h  any t and xt EZ ( w )  t + l  
w i t h  lxtl  - < p t t  w e  can g e n e r a t e  X ~ + ~ , . . . , X  such  t h a t  T  
IxTI ' PT  and A x T E F T ( w t x T  - f o r  T = t + l , . . . ,  T .  
I t  f o l l o w s  t h a t  t h e  p r o j e c t i o n  (4 .5)  o f  D ( w )  c a n  b e  w r i t t e n  
t t 
D ( w )  = DO (o)  n { (xO , . . . , x t )  I xt E z t c l  (o)  1 , (4 .11)  
where 
f o r  T =  0  , l , . . . , t  and 
f o r  T =  1 ,... , t l  
W e  need t o  show t h a t  D~ i s  a  -measurable  m u l t i f u n c t i o n .  t 
S i n c e  t h e  m u l t i f u n c t i o n  Z t + l  i s  c losed-va lued  and Gt-measurable,  
so is t h e  m u l t i f u n c t i o n  
t [10,Prop. 1 I 1 .  As for the multifunction Do, let us observe 
that the relation AxT E F, (w, x,-~ ) can be written 
where 
This set is the image of the epigraph of L, (w , -  , - )  under the 
projection (zt,wt,cr) + (zt,wt) , and it is closed as a conse- 
quence of (a) of Definition 1, as noted earlier. Since the 
epigraph of LT(wI0,*) depends GT-measurably on w, it follows 
that C, likewise depends OT-measurably on w. The multifunction 
is therefore closed-valued and Gt-measurable [lo, Prop. 1 I ]  
(recall that G,-measurability implies G -measurability when t 
T <t). 
- 
Moreover, we have 
where 
This implies that D: is closed-valued and Gt-measurable [ 10 I 
Cor. 10 ] and then, since Dt is by (4.11) the intersection of 
two such multifuncitons, we may conclude Dt is itself closed- 
valued (actually compact-valued) and Gt-meausurable [I 0, 
Theorem 1MI. Thus D is nonanticipative as claimed. 
Finally, by applying (a) of Definition 1 with p and a 
large enough, we get the existence of a summable function B 
such that almost surely 
On the other hand, from our basic assumption in 5 1  that (1.10) 
holds for some summable y, we get almost surely 
Combining these two inequalities, we obtain the last assertion 
of Proposition 3, and the proof is finished. n 
?roo f  o f  Theorem 5. The first part of our argument will char- 
acterize the vectors bo and bT which appear in the optimality 
condition in Theorem 4. Only later will a function p be deter- 
mined in its entirety. For each (ao ,aT) E Rn x Rn, let 
The function h is convex from Rn x Rn to R U  {fm), and its ef- 
fective domain 
(4.15) C' = dom h = {(ao,aT) Ih(ao,aT) < a  1 
has nonempty interior under our interior feasibility assumption. 
Indeed, for the function x in this assumption and a function B 
as in property (a) of the bounded recourse assumption for p and 
o sufficiently large, we have 
- 
Lt(~,~;-l(~),Ax;(~)) - <B(w) when IIx'-xII_- < e  , 
hence 
Fur thermore ,  
i n f  (psto) = i n f  { l ( a o , a T )  + h ( a o , a T )  I ( a o , a T )  EC n C V  1 . 
(4 .17)  
= i n f  { l ( a o , a T )  + h ( a o , a T )  / (ao,aT) ~ r i  c n ' i n t c l }  
because  C n i n t C V # j l  by (4 .16)  [8 ,  5 5  6 - 7 1 .  S i n c e  h  i s  convex, 
it cannot  have t h e  v a l u e  -a anywhere u n l e s s  it i s  i d e n t i c a l l y  
on t h e  set  i n t  (dom h )  = i n t  C '  [8 ,57 ]  , i n  which e v e n t  i n f  (psto) 
- -a by ( 4 . 1 7 ) .  I n  Theorem 5 w e  a r e  o n l y  concerned  w i t h  t h e  
s i t u a t i o n  where (PSto) h a s  a  s o l u t i o n  x ,  and t h e n  i n f  (psto) = 
J(x) # - a .  T h e r e f o r e ,  i n  what f o l l ows  w e  may suppose  t h a t  
(4 .18)  h  ( a o  , aT)  > - f o r  a l l  ( ao  , aT )  E R"X R" 
Then t h e r e  i s  no q u e s t i o n  o f  = - a  a r i s i n g  when w e  form l + h  
i n  ( 4 . 1 7 ) ,  and w e  have t h e  fo l l owing  c r i t e r i o n  f o r  o p t i r n a l i t y  : 
x s o l v e s  (Psto) i f  and o n l y  i f  
i n f  {l(ao,aT) +h(a  ,a ) 1 i s  attained a t  (ao,aT) = (Exo,ExT) , (4 .19)  (ao,aT) E R  x R" o T 
(4 .20)  the infimum i n  (4 .14 )  f o r  (a ,a  1 = (Exo,Ex i s  attained at x. 0 T T 
W e  can c h a r a c t e r i z e  (4 .19)  by means o f  s u b g r a d i e n t s  : it 
i s  e q u i v a l e n t  t o  ha v ing  (0,O) E a (1 + h )  (Exo EX^) . s i n c e  
d o m l  n i n t ( d o m h )  # a  by ( 4 . 1 6 ) ,  w e  can  c a l c u l a t e  
[ 8 ,  5161 . Hence (4 .17)  i s  e q u i v a l e n t  t o  
(4 .21)  3 ( b0 , - bT )  E 3 1  (Ex0,ExT) w i t h  ( -bo tbT)  E ah (Ex0,ExT) , 
where t h e  second r e l a t i o n  means 
( 4 . 2 2 )  i n  f, *a } is attained at (Exo,ExT) . (h(ao,aT) +boea0 - bT 
(aO,aT) ER x R" 
But t h i s  and (4 .20)  s a y  t o g e t h e r  t h a t  
is attained at x'= x . 
Our t a s k  t h e r e f o r e  i n  p r o v i n g  Theorem 5 i s  t o  show t h a t  i f  
t h e  l a t t e r  h o l d s  f o r  some (bo ,bT)  and x ,  t h e n  t h e r e  e x i s t s  
p E L1 s a t i s f y i n g  w i t h  t h e s e  e l e m e n t s  t h e  r e l a t i o n s  ( a ) ,  ( b )  , 
and (c )  o f  Theorem 4 .  
Note t h a t  s i n c e  w e  a r e  d e a l i n u  w i t h  a  convex ~ r o b l e m  i n  
( 4 . 2 3 ) ,  any l o c a l  s o l u t i o n  ( w i t h  r e s p e c t  t o  t h e  L~ norm on N )  
is  a  g l o b a l  s o l u t i o n .  I t  s u f f i c e s  t h e r e f o r e  t o  restr ic t  a t -  
- 
t e n t i o n  t o  X ' E  N s a t i s f y i n g  I l  x '  l l  < p , says, where > 0  i s  s u f -  
00, 
- 
f i c i e n t l v  l a r g e  i n  t h e  s e n s e  t h a t  , > maxillxll_, llx ll_}, where x  
i s  t h e  s o l u t i o n  b e i n g  a n a l y z e d  and x i s  t h e  f u n c t i o n  i n  o u r  
i n t e r i o r  f e a s i b i l i t y  assumpt ion .  A p ~ l y i n g  P r o p o s i t i o n  3  w i t h  
- - 
Pt = P f o r  t =  O,. . . ,T ,  w e  may o b t a i n  a n o n a n t i c i p a t i v e  compact- 
v a l u e d  m u l t i f u n c t i o n  D s a t i s f y i n g  (4 .6)  and ( 4 . 7 )  f o r  v e c t o r s  
T+l ( w e  u s e  2 h e r e  i n  p l a c e  o f  x,  s i n c e  x h a s  a l r e a d y  Z E  ( R  1 
been used i n  t h e  ? r e s e n t  argurnent t o  d e n o t e  a  s o l u t i o n  t o  
(P . L e t  
st0 
I - -bT*;IT + 1 L~(U,X~_~,G~) if 1 %  I ( P ~  t-1 (4 .24)  f(w,z) = for t =O, ..., T , I otherwise , 
s o  t h a t  bv t h e  c h o i c e  o f  D w e  have 
and a l s o  
'c. ( 4 . 2 5 )  / ~ ( w , x )  ( -< f i O  + a l ( u )  + .... + a T ( u )  f o r  Z E D ( W )  , 
where 
'CI '1 
a. = )bo I "  + l b l  I p 1  2 IbOoxO -bTexTl  f o r  Z E D ( W )  
and t h e  f u n c t i o n s  a l ,  . . . , a  a r e  summable and s a t i s f y  T 
'1 '1 (4.27) a t  ( w )  1 ~ L ~ ( w , x ~ - ~  ,Axt) I f o r  Z E D ( W )  . 
n  n  
S ince  Lt i s  a  6  -normal i n t eq rand  on Q X R  x 3  , hence a l s o  t 
A-normal, because G t  CA, it fo l lows  from ( 4 . 2 4 )  t h a t  f i s  
T + l  [ 10, P r o n o s i t i o n  2 M 1  . an A-normal i n t e q r a n d  on 9 x ( R  ) 
For xlEV satisfyin9 Ilx'll" - < z, we have x;(w) 1 2 zt aalrrst surely, 
so that  
when llxlllm - < 5 . 
Thus, s i n c e  t h e  s o l u t i o n  x  i n  (4 .23)  s a t i s f i e s  l l  xll < P ,  t h e  
a s s e r t i o n  (4.23) i s  e a u i v a l e n t  t o  
(4.28) i n f  E { f ( w , x '  (w) ) )  i s  a t t a i n e d  a t  x l =  x  . 
x ' E  N 
The eau iva l ence  of (4.23) and (4.28) enab le s  u s  t o  apply 
our  p rev ious  r e s u l t s  i n  11 31 t o  o b t a i n  ~ ~ - r n u l t i ~ l e r s  f o r  t h e  
c o n s t r a i n t  X ' E  N . We have observed t h a t  f i s  an A-normal in -  
t egrand  whose e f f e c t i v e  domain m u l t i f u n c t i o n  D i s  compact-valued, 
uniformly bounded, n o n a n t i c i ~ a t i v e  and such t h a t  t h e  bounds 
( 4 . 2 5 ) ,  ( 4 . 2 6 )  and (4.27) ho ld .  We a l s o  have a v a i l a b l e  t o  u s  
a  func t ion  2 s a t i s f y i n g  t h e  i n t e r i o r  f e a s i b i l i t y  c o n d i t i o n  and 
- 
having 1 1 ~ 1 I m <  p . These o r o ~ e r t i e s  imply t h a t  f o r  some 6 > 0  
s u f f i c i e n t l y  sma l l ,  
and a l s o  
W e  can now a p p l y  [13,p.1811 and conc lude  t h e r e  i s  a  f u n c t i o n  
1  
q = ( a o t q l  ,.. . ,aT) i n  L f o r  which 
and 
(4.31)  i n f  m [ ~ { f  (w,x '  ( w ) )  1 - E{a(w)  *x' ( w )  1 ] 
X ' E  L 
i s  a t t a i n e d  a t  x  = x '  . 
m 
S i n c e  f  i s  A-normal, t h i s  m i n i m i z a t i o n  o v e r  L ( r a t h e r  t h a n  N )  
can  be  reduced t o  p o i n t w i s e  m i n i m i z a t i o n  [ l o ,  Theorem 3A] : 
i n f  i f  (o,iZ) - q ( w )  - 1  i s  a t t a i n e d  a t  z = x ( w )  a . s .  
n  T+l ;; E ( R  
Usinq t h e  d e f i n i t i o n  ( 4 . 2 4 )  o f  f and t h e  f a c t  t h a t  llxllm , 
s o  Ixt(w)I <E<Pt - a l m o s t  s u r e l y ,  and hence 
i s  a t t a i n e d  a t  = x ( w )  a . s .  
But t h i s  means t h a t  a l m o s t  s u r e l y  x(w)  i s  a  s o l u t i o n  t o  a 
y r o b l e ~  i n  t h e  d e t e r m i n i s t i c  f o r m a t ,  deqendinq on w : 
n  T+l 
minimize o v e r  a l l  Z E  (R ) t h e  f u n c t i o n  
where 
For f i x e d  w t h e  h y p o t h e s i s  o f  P r o p o s i t i o n  2  is  s a t i s f i e d  a lmos t  
W 
s u r e l y  f o r  (Pdet)  by ( w )  i n  view o f  (4.29) . There docs  t h e n  
e x i s t  by Theorem 2  a  co r r e spond ing  v e c t o r  5 E ( R  ) T+l w i t h  
5 L1 W ( Q ~ , - D ~ ) E ~ ~  ( x , ( w ) , x ~ ( w ) )  , 
(4 .33)  
(aFt,Gt) E a ~ :  ( x ~ - ~  ( w )   AX^ ( w )  f o r  t = I , .  . . , T , 
and e v e ry  such v e c t o r  h a s  
n  T+l L e t  T ( w )  d en o t e  t h e  se t  of  a l l  5 E  ( R  ) f o r  which (4 .33)  
i s  f u l f i l l e d .  W e  have j u s t  s e e n  t h a t  a lmos t  s u r e l y  T (u )  is  non- 
empty and bounded. We must e s t a b l i s h  n e x t  t h e  e x i s t e n c e  o f  an  
A-measurable f u n c t i o n  D '  such  t h a t  
(From such a  n' w e  w i l l  subseauen t l y  be  a b l e  t o  manufacture  t h e  
1 
d e s i r e d  P E L '  s a t i s f y i n g  ( a ) ,  ( b )  and (c )  o f  Theorem 4 f o r  t h e  
b o , b T  and x  a t  hand.)  I t  s u f f i c e s  t o  v e r i f y  t h a t  t h e  mu l t i f unc -  
t i o n  r : w -t r (u) is  c losed-va lued  and A-measurable [ 10,  or. 1 Cl . 
W e  u s e  t h e  r e p r e s e n t a t i o n  
where 
The subgradient sets C(w) and Ct(o) are of course closed, and 
A is just a linear transformation, so (4.36) implies r (w) is 
closed. As functions on R x Rn x Rn the expressions in (4.321 
are A-normal and the functions nt are A-measurable [10,~ro~.2~]. 
In forminq C (w) and Ct (w) , therefore, we are merely putting 
A-measurable argunents into the subgradient multifunctions as- 
sociated with certain A-normal inteqrands, and this oneration 
is known to preserve A-measurability [lo, Cor. 2x1. Thus 
c and Ct are A-measurable multifunctions in (4.34) , and hence 
so is their Cartesian wroduct [lo, Proo. 1 I I and its inverse 
image under A[10, Cor. lQ] . This Droves the A-measurability 
of r .  
We have established the existence of an A-measurable D '  
such that (4.35) holds, where r (w) consists of the vectors 5 
satisfying (4.33) , and all these are known to obey (4.34) . 
Observing from (4.32) that 
while by (4.26) and (4.27) (since x(w) ED(U) almost surely) 
we see t h a t  when p ' ( w )  i s  s u b s t i t u t e d  f o r  6 i n  (4 .31)  and (4.32)  
we have a l m o s t  s u r e l y  
as w e l l  as 
T h i s  l a s t  i n e q u a l i t y  a s s u r e s  u s  t h a t  p '  E L 1 ,  s i n c e  q E  L 1  and 
t h e  f u n c t i o n s  a t  a r e  summable. 
The f i n a l  s t a ~ e  o f  t h e  proof  h a s  been reached .  W e  d e f i n e  
t + l  pt = E ( p i - q t )  f o r  t = O , 1 ,  ..., T-1 , 
Then pt t 
- 
i s  G -measurable  f o r  t = 1 , .  . . , T  , s o  ( c )  o f  Theorem 
4 i s  f u l f i l l e d .  W e  a l s o  have  v i a  (4 .30)  t h a t  
(4 .39)  t t t t E pt = E p i - E  qt  = E  p i  f o r  t = 0 , 1 ,  ..., T  . 
C o n s i d e r i n g  t h i s  f o r  t = 0 ,  we see from ( 4 . 3 7 )  and t h e  d e f i n i t i o n  
PT = P; - qT t h a t  
which i s  (a)  o f  Theorem 4 .  Another  i m p l i c a t i o n  o f  (4 .39)  i s  
t h a t  
Now t h e  m u l t i f u n c t i o n  on t h e  r i g h t  s i d e  o f  (4.38 i s  Gt- 
measurable ,  because  Lt is  a  Gt-measurable m u l t i f u n c t i o n ,  
and Xt-l  and Axt are bo th  Gt-measurable [ l o ,  Cor. 2X I .  
Since  t h i s  m u l t i f u n c t i o n  i s  a l s o  convex-valued,  w e  can  t a k e  
t h e  c o n d i t i o n a l  e x p e c t a t i o n  w i t h  r e s p e c t  t o  G t  on t h e  l e f t  
s i d e  o f  (4.38) and o b t a i n  by (4.39) and (4 .40)  t h a t  
a lmos t  s u r e l y .  T h i s  i s  r e l a t i o n  ( b )  - o f  Theorem 4 .  
I n  summary, w e  have c o n s t r u c t e d  a  f u n c t i o n  p q  L '  s a t i s f y i n g  
( a ) ,  ( b )  and (c)  f o r  t h e  g iven  s o l u t i o n  x  t o  (PSto)  , and t h i s  
i s  a l l  w e  had t o  do i n  o r d e r  t o  prove Theorem 5.  El 
5.  THE DUAL STOCHASTIC PROBLEM. 
The f u n c t i o n  p i n  t h e  o p t i m a l i t y  c o n d t i o n  i n  Theorem 4 t u r n s  
o u t  t o  s o l v e  a c e r t a i n  d u a l  problem, which w e  now fo rmu la t e .  
Def ine  t h e  f u n c t i o n  m on R" x R" a s  b e f o r e  ( c f .  ( 2 . 2 3 ) )  and l e t  
Then Mt is  a ct-normal i n t e g r a n d  [ l o ,  Theorem 2  K ]  and 
(5 .2)  Lt(w,z t t w t )  = sup  {qt*wt + r t 0 z t  - Mt(q t t r t  1 )  . 
q t t r t  
L e t  
0  f o r  t =  1 , .  .. ,T, and E po and  pT a r e  c o n s t a n t  1 . 
1 This  i s  a c losed  subspace of  L . The problem dua l  t o  (Psto) is  
maximize -K(p) over  a l l  p = ( p o , p l , .  .. ,pT)  E P ,  where 
The f u n c t i o n a l  K i s  wel l -def ined  from P t o  R u {+  1 ,  convex, and 
1 lower semicontinuous wi th  r e s p e c t  t o  t h e  L -norm on P . 
THEOREM 6 .  The i n e q u a l i t y  i n f  (PSto)  - > S U P ( P : ~ ~ )  a lways  
h o l d s .  One has p E a O ( 0 )  i f  and o n l y  i f  actuat2 .y  i n f  (PSto)  = 
m a ~ ( P : ~ ~ ) ,  and w i s  o p t i m a l  f o r  (P:to) . 
Proof o f  Theorem 6 .  This  is  a consequence o f  t h e  proof of  
Theorem 4 ,  j u s t  a s  Theorem 3 was a consequence o f  t h e  proof 
of  Theorem 1 .  The t r i c k  i s  t o  c a l c u l a t e  t h e  conjuga te  O* 
from t h e  d e f i n i t i o n  (3 .6)  o f  @ and t h e  formula 
The change-of-var iables  argument i n  t h e  proof of  Theorem 4 
demonstrates a c t u a l l y  t h a t  
1 ( + f o r  a l l  o t h e r  p E L . 
The argument f o r  Theorem 3 then  t a k e s  ove r ,  word f o r  word, 
and q ives  t h e  claimed r e s u l t  v i a  Theorem 4 .  
COROLLARY. Under t h e  h y p o t h e s i s  o f  Theorem 5 and t h e  
a d d i t i o n a l  a s s u m p t i o n  t h a t  ( "  ) p o s s e s s e s  a  s o l u t i o n ,  one 
st0 
has min(Psto) = max(pfto) . 
Proof. The assumpt ions  i n  q u e s t i o n  imply a c c o r d i n g  t o  Theorem 
5 t h e  e x i s t e n c e  o f  a f u n c t i o n  p  s a t i s f y i n g  ( a ) ,  ( b ) ,  ( c )  f o r  
a s o l u t i o n  x  t o  ( P S t o ) .  Then p E aQ(0) by Theorem 4 ,  and t h e  
d e s i r e d  c o n c l u s i o n  i s  q i v e n  by Theorem 6 .  
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