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ABSTRAK
Kemiskinan merupakan masalah multidimensi dan lintas sektor yang dipengaruhi oleh
berbagai faktor yang saling berkaitan, antara lain tingkat pendapatan, kesehatan,
pendidikan, akses terhadap barang dan jasa, lokasi, geografis, gender, dan kondisi
lingkungan. Untuk itu, dalam rangka menunjang keberhasilan pelaksanaan program
pembangunan terutama yang berkaitan dengan penanggulangan kemiskinan di
Indonesia khususnya di Pulau Jawa, diperlukan suatu penelitian yang dapat mengetahui
informasi mengenai faktor-faktor yang berpengaruh terhadap kemiskinan.Penelitian ini
menggunakan regresi kuantil dengan pendekatan bootstrap, metode ini memiliki
kelebihan dapat mengatasi masalah pencilan (outlier) dan heteroskedastisitas. Nilai
kuantil yang digunakan dalam penelitian yaitu kuantil ke-τ = 0,25; τ = 0,5; τ = 0,75
dan τ = 0,99 denganresampling 500 pada bootstrap standard error.Hasil regresi kuantil
pada masing-masing kuantil dengan resampling 500 bootstrap standard
errormenunjukkan bahwa kuantil τ = 0,25memiliki standar error yang relatif lebih
kecil daripada kuantilτ = 0,5, τ = 0,75 dan τ = 0,99. Model regresi kuantil dalam
penelitian ini mengindikasikan adanya multikolinieritas, sehingga dengan nilai pseudo
R2 sebesar 61,4% terdapat banyak variable yang tidak signifikan dalam model pada ke-
τ = 0,25.
Kata Kunci : Bootstrap standard error, Heteroskedastisitas, Kemiskinan, Regresi
Kuantil
PENDAHULUAN
Analisis regresi merupakan suatu teknik
statistik yang digunakan untuk mendapatkan
hubungan dan model matematis antara
variabel respon (Y) dengan satu atau lebih
variabel prediktor (X).Analisis regresi
bertujuan untuk memperkirakan atau
meramalkan nilai dari variabel respon
apabila nilai dari variabel prdiktor sudah
diketahui [7]. Dalam analisis regresi
pendugaan parameter atau estimasi koefisien
regresi dapat diduga dengan baik melalui
metode kuadrat terkecil atau Ordinary Least
Square (OLS).Metode OLS merupakan salah
satu metode yang populer dan telah sering
digunakan untuk menduga parameter dalam
analisis regresi klasik.Dalam regresi klasik,
[9] menyatakan bahwa untuk mendapatkan
pendugaan yang tak bias atau Best Linear
Unbiased Estimator (BLUE) harus
memenuhi beberapa asumsi dalam
estimasinya. Asumsi yang harus dipenuhi
dalam analisis regresi klasik diantaranya
adalah tidak terjadi multikolinieritas atau
korelasi antar variabel prediktor, residual
atau error berdistribusi normal dengan rata-
rata nol dan memiliki varian yang konstan,
tidak terjadi otokorelasi dan
heteroskedastisitas. [10] menyatakan
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bahwa regresi klasik dengan metode OLS
hanya difokuskan padasampel rata-rata
atau didasarkan pada fungsi distribusi
mean sebagai solusi dari meminimumkan
jumlah kuadrat error. Dengan demikian,
metode OLS menjadi sangat sensitif terhadap
data yang memuat pencilan atau
outlier.Keberadaan pencilan atau outlier
pada data juga dapat menyebabkan residual
(error) semakin besar, sehingga varians pada
residual tidak konstan, yang dalam regresi
klasik dinamakan sebagai pelanggaran
terhadap asumsi homogenitas. Regresi
kuantil memberikan pandangan yang
lebih komprehensif tentang hubungan
antara variabel respondan variabel
prediktor.
Regresi kuantil diperkenalkan pertama
kali oleh [11]. Metode ini merupakan
pengembangan dari OLS pada regresi
klasik, yaitu dengan menduga berbagai
fungsi kuantil dari suatu distribusi Y
sebagai fungsi dari X [13]. Teknik dan
metode ini dapat mendeteksi hubungan
yang lebih halus antara variable respon
dengan prediktor dan sangat berguna jika
distribusi data terdapat pencilan (outlier),
tidak homogen atau terjadi kasus
heterokesdatisitas. Regresi kuantil
memberikan pendugaan parameter yang
lebih stabil dan konsisten, yaitu dengan
membatasi distribusi data yang memiliki
pencilan (outlier) dan heterokesdatisitas.
[14] menyatakan bahwa pendugaan
parameter dalam regresi kuantil diperoleh
berdasarkan minimum jumlah mutlak
dari residual (error) yang terboboti. [10]
pendugaan parameter dalam regresi
kuantil tidak dapat diperoleh secara
analitik akan tetapi menggunakan
algoritma berdasarkan pemrograman
linear. Metode pendugaan parameter
secara iterasi dengan pemrogramanlinear
antara lain yaitu metode simplex, interior
point dan smoothing. [12] metode
simpleks (simplex) memberikan hasil
estimasi yang konsisten pada data yang
berukuran tidak terlalu besar (moderate
sample). [17] melakukan simulasi dengan
algoritma interior-point dan smoothing
dengan sampel data berukuran besar
yaitu n > 105 dan hasilnya menunjukkan
estimasi yang konsisten. Selanjutnya
untuk menghitung selang kepercayaan
pada regresi kuantil dapat dilakukan
dengan tiga pendekatan yaitu pendekatan
sparsity, rank-score, dan resampling.
Metode sparsity digunakan bila residual
(error) terdistribusi identik dan
independen (i.i.d). Pendekatan rank-
score, meng-hitung selang kepercayaan
dengan menggunakan fungsi rank-score
dan resampling dengan menggunakan
teknik bootstrap.
Berbagai penelitian terkait regresi
kuantil, diantaranya adalah [15]
melakukan penelitian tentang pemodelan
tingkat pengangguran terbuka di
indonesia, hasil kajian dengan estimasi
sparsity menunjukkan bahwa hasil
taksiran interval dari regresi kuantil lebih
baik dan fleksibel. [21] membahas
tentang model regresi kuantil pada kasus
Indek Pembangunan Manusia (IPM).
Selanjutnya [18] melakukan penelitian
mengenai data temperatur suhu harian di
Kota Sydney. Penelitian tersebut
menyimpulkan bahwa pada kuantil 10%,
25%, 50%, 75%, dan 90% suhu kemarin
ber-pengaruh terhadap suhu hari ini.
Kemudian pada bidang ekonomi regresi
kuantil digunakan untuk pemodelan
tingkat upah [6] yaitu menentukan
pengaruh tingkat pendidikan,
pengalaman
danserikatkeanggotaanterhadap tingkat
upah. Selanjutnya berkembang juga
aplikasinya di ilmu lingkungan dan
ekologi ([5]; [19]), serta di bidang
kesehatan [1].
Kemiskinan merupakan masalah
multidimensi dan lintas sektor yang
dipengaruhi oleh berbagai faktor yang
saling berkaitan, antara lain tingkat
pendapatan, kesehatan, pendidikan, akses
terhadap barang dan jasa, lokasi,
geografis, gender, dan kondisi
lingkungan [4]. Menelaah kemiskinan
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secara multidimensional sangat
diperlukan untuk perumuskan kebijakan
pengentasan kemiskinan [20].
Berdasarkan uraian di atas, maka
diperlukan suatu penelitian untuk
mengetahui faktor-faktor yang
mempengaruhi tingkat kemiskinan pada
kabupaten / kota di Pulau Jawa, yang
lebih lanjut dapat digunakan sebagai
dasar kebijakan dalam usaha mengatasi
kemiskinan. Untuk itu dalam penelitian
ini, akan menggunakan pendekatan
regresi kuantil pada kasus kemiskinan di
Pulau Jawa. Metode ini memiliki
kelebihan dapat mengatasi masalah
pencilan (outlier) dan heteroskedastisitas.
Sehingga diharapkan memberikan
taksiran parameter yang lebih stabil dan
konsisten dengan menduga berbagai
fungsi kuantil dari suatu distribusi Y
sebagai fungsi dari X. Kajian akan
difokuskan pada pendugaan selang
kepercayaan menggunakan resampling
dengan teknik bootstrap. Metode
bootstrap telah dikembangkan oleh [8]
sebagai alat untuk membantu mengurangi
ketidakandalan yang berhubungan
dengan kesalahan penggunaan distribusi
normal dan penggunaannya. Bootstrap
membuat data bayangan (pseudo data)
dengan menggunakan informasi dari data
asli dengan memperhatikan sifat-sifat
dari data asli, sehingga data bayangan
memiliki karakteristik yang sangat mirip
dengan data asli.
METODE PENELITIAN
Sumber Data dan Variabel Penelitian
Data yang digunakan pada penelitian
ini adalah data sekunder berupa publikasi
“Data dan Informasi Kemiskinan
Kabupaten / Kota Tahun 2011” yang
merupakan hasil olah data triwulanan
Survei Sosial Ekonomi Nasional
(SUSENAS) yang diselenggarakan oleh
Badan Pusat Statistik (BPS). Unit
observasi dalam penelitian ini adalah
faktor-faktor yang mempengaruhi
kemiskinan masing-masing provinsi,
yaitu Kabupaten / Kota di setiap Provinsi
yang terletak di Pulau Jawa. Provinsi
DKI Jakarta (6 kota), Jawa Barat (26
Kabupaten / Kota), Jawa Tengah (35
Kabupaten / Kota), Daerah Istimewa
Yogyakarta (5 Kabupaten / Kota), Jawa
Timur (38 Kabupaten / Kota) dan Banten
(8 Kabupaten / Kota). Enam Provinsi di
Pulau Jawa tersebut selanjutnya
digunakan sebagai unit analisis dalam
regresi kuantil dengan pendekatan
bootstrap untuk mengetahui faktor-faktor
yang mempengaruhi kemiskinan di Pulau
Jawa.
Mengacu pada dasar-dasar analisis
dan identifikasi kemiskinan BPS maka
variabel-variabel yang digunakan dalam
penelitian ini adalah indeks kedalaman
kemiskinan (Y) sebagai variabel respon.
Variabel prediktor yang terdiri dari
indikator kesehatan antara lain Persentase
perempuan pengguna alat KB di rumah
tangga miskin (X1), Persentase balita di
rumah tangga miskin yang proses
kelahirannya ditolong oleh tenaga
kesehatan (X2), Persentase balita di
rumah tangga miskin yang telah
diimunisasi (X3), Persentase rumah
tangga miskin dengan luas lantai
perkapita ≤ 8 m2 (X4), Persentase rumah
tangga miskin yang menggunakan air
bersih (X5), Persentase rumah tangga
miskin yang menggunakan jamban
sendiri / bersama (X6), Persentase rumah
tangga miskin yang mendapatkan
pelayanan jamkesmas (X7). Indikator
SDM antara lain Persentase penduduk
miskin usia 15 tahun keatas yang tidak
tamat SD (X8), Angka Melek Huruf
(AMH) penduduk miskin usia 15-55
tahun (X9), Angka Partisipasi Sekolah
(APS) penduduk miskin usia 13-15 tahun
(X10), Indikator ekonomi antara lain
Persentase penduduk miskin usia 15
tahun keatas yang tidak bekerja (X11),
Persentase penduduk miskin usia 15
tahun keatas yang bekerja di sektor
pertanian (X12), Persentase rumah tangga
yang pernah membeli beras raskin (X
Persentase pengeluaran per kapita untuk
non makanan (X14).
Metode Analisis
Langkah-langkah analisis tersebut
dapat pula digambarkan dalam d
alir seperti terdapat pada Gambar 1 :
Gambar 1. Diagram alir penelitian
HASIL PENELITIAN
Pada bab ini akan diuraikan
pembahasan pemodelan kemiskinan di Pulau
Jawa dengan menggunakan regresi kuantil
pendekatan bootstrap. Beberapa tahapan
yang disajikan dalam bab ini diantaranya
adalah analisis deskriptif dan
variabel-variabel kemiskinan, pendugaan
parameter dan interval prediksi dengan
regresi klasik OLS, melakukan pemeriksaan
terhadap pencilan atau outlier da
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13),
iagram
hasil dan
scaterplot
n
selanjutnya mendapatkan pemodelan dengan
regresi kuantil pendekatan bootstrap
Statistik Deskriptif
Berdasarkan boxplot pada Gambar
2.diatas dapat diketahui bahwa terdapat
keragaman yang cukup tinggi di beberapa
indikator kemiskinan di Pulau Jawa.
terdapat kesenjangan antara
di Pulau Jawa, sesuai dengan karakteristik
wilayah itu sendiri.
Gambar 2. Boxplot Indikator Kemiskinan
Pulau Jawa
Regresi Klasik
Hasil regresi OLS pada
diketahui bahwa terdapat beberapa
indikator kemiskinan yang berpengaruh
signifikan pada tingkat signifikansi
0,05.
Idenstifikasi Pencilan / Outlier
Berdasarkan pada Gambar 3.dan 4
dapat diketahui bahwa scatterplot
variabel respon indeks kedalaman
kemiskinan (Y) dengan 14 (empat belas)
indikator kemiskinan (X
menunjukkan bahwa ada beberapa data
Kabupaten / Kota yang menyimpang dari
sekumpulan data yang lainnya atau
terdapat data yang jauh berbeda
dibandingkan dengan keseluruhan data
Sehingga dapat disimpulkan secara visual
berdasarkan pada scatterplot
variabel respon indeks kedalaman
kemiskinan (Y) dengan 14 (empat belas)
indikator kemiskinan (X
beberapa pengamatan yang
.
Artinya
Kabupaten/ Kota
di
Tabel 1.dapat
ߙ =
antar
1-X14)
.
bahwa
1-X14) terdapat
outlier.
Ket : *Signifikan
Idenstifikasi Pencilan / Outlier
Gambar 3. Scatterplot antara Y dengan
x4, x5, x6
Gambar 4. Scatterplot antara Y dengan
x10, x11, x12, x13, x
.
Deteksi Heterokesdatisitas
Berdasarkan interval prediksi 95% pada
Gambar 5.dan6., dapat diketahui bahwa
terjadi kasus heteroskedastisitas. Hal itu
dapat diketahui dari varians error
konstan.Sebagai contoh, yaitu indikator
persentase rumah tangga miskin yang
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x1, x2, x3,
x7, x8, x9,
14
yang tidak
menggunakan air bersih (X
error yang membesar.
Gambar 5. Regresi Antara Y dengan X
X4, X5 dan X6 berdasarkan Interval
Prediksi 95%
Gambar 6. Regresi Antara Y dengan X
X10, X11, X12, X13
Interval Prediksi
Regresi Kuantil
Regresi kuantil dalam penelitian ini
dilakukan pada kuantil ke-τ
τ = 0,75 dan τ = 0,99 dengan
500 untuk masing-masing koefisien regresi
pada data kemiskinan di Pulau
Jawa.Berdasarkan pada tabel 2.dapat
diketahui bahwa pada kuantil0,25dengan menggunakan
bootstrap 500, standar error yang didapatkan
relatif lebih kecil daripada kuantil0,50,τ = 0,75 dan τ = 0,99
kuantil dalam penelitian ini mengindika
adanya multikolinieritas, hal tersebut dapat
diketahuidari nilai pseudo R
akan tetapi masih terdapat banyak variab
yang tidak signifikan dalam model pada
τ = 0,25
5) dengan varians
1, X2, X3,
7, X8, X9,
dan X14berdasarkan
95%
= 0,25; τ = 0,5;
bootstrap
τ =
resampling
τ =
. Model regresi
sikan
2 sebesar 61,4%,
el
ke-
Tabel 2. Hasil Estimasi Regresi
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Kuantil pada Kuantil ke-0,25, 0,50, 0,75, 0,99 dengan resampling 500
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KESIMPULAN
Hasil estimasi regresi kuantil dengan
kuantil ke-߬= 0,25 pada resampling
bootstrap 500 memiliki standard error
yang relatif lebih kecil, dapat dijelaskan
bahwa terdapat beberapa indikator yang
bepengaruh signifikan terhadap indeks
kedalaman kemiskinan, yaitu indikator
persentase balita di rumah tangga miskin
yang proses kelahirannya ditolong oleh
tenaga kesehatan (X2) berpengaruh
positif dan signifikan terhadap model,
indikator angka Melek Huruf (AMH)
penduduk miskin usia 15-55 tahun (X9)
berpengaruh negatif dan signifikan
terhadap model, indikator Persentase
penduduk miskin usia 15 tahun keatas
yang tidak bekerja (X11) berpengaruh
positif dan signifikan terhadap model,
indikator Persentase penduduk miskin
usia 15 tahun keatas yang bekerja di
sektor pertanian (X12) berpengaruh
positif dan signifikan terhadap model.
ܳ଴,ଶହ(ݕ|ݔ) = 8,4277 − 0,0097ݔଵ+ 0,0257ݔଶ− 0,0109ݔଷ+ 0,0075ݔସ− 0,0145ݔହ+ 0,0026ݔ଺ + 0,0084ݔ଻
− 0,0189଼ݔ − 0,1164ݔଽ
− 0,0077ݔଵ଴ + 0,0483ݔଵଵ+ 0,0375ݔଵଶ + 0,0063ݔଵଷ+ 0,0353ݔଵସ
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