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Spatiotemporal disorder has been recently associated to the occurrence of anomalous nonergodic
diffusion of molecular components in biological systems, but the underlying microscopic mechanism
is still unclear. We introduce a model in which a particle performs continuous Brownian motion with
changes of diffusion coefficients induced by transient molecular interactions with diffusive binding
partners. In spite of the exponential distribution of waiting times, the model shows subdiffusion
and nonergodicity similar to the heavy-tailed continuous time random walk. The dependence of
these properties on the density of binding partners is analyzed and discussed. Our work provides an
experimentally-testable microscopic model to investigate the nature of nonergodicity in disordered
media.
I. INTRODUCTION
Advances in fluorescence-based videomicroscopy have
recently enabled tracking the movement of small parti-
cles and individual molecules with nanometer precision
in living cells [1]. These experiments have allowed the
evaluation of several observables which characterize the
dynamics of a variety of biomolecules. Remarkably, in
many biological systems, they have revealed that the
mean squared displacement (MSD) shows a nonlinear
growth in time
MSD(t) ∼ tα with 0 < α < 1, (1)
and thus deviates from Brownian motion (α = 1).
Such anomalous diffusion can have different physical
origins and a large amount of models have been proposed
for its interpretation, some of the most relevant ones be-
ing recently discussed by Metzler and co-workers [2]. The
detailed analysis of the particle trajectories has shown
that some processes characterized by anomalous diffu-
sion also exhibit differences between ensemble and time
averaged observables, such as the mean squared dis-
placement itself [3–7]. This feature, known as weak-
ergodicity breaking [8], reflects the physical nature of
specific stochastic mechanisms, for which time averages
are random and thus irreproducible in spite of the large
statistics. These properties are captured by a number of
nonstationary stochastic processes [2], such as the heavy-
tailed continuous time random walk (CTRW) [9], or het-
erogeneous diffusion processes [2].
All these models postulate the presence of some form
of kinetic heterogeneity in the system, e.g. a nonconstant
diffusion coefficient, which causes the nonergodic behav-
ior. Recent measurements reporting on the variation of
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diffusion coefficient in space or time [10–12], sometimes
associated with anomalous and nonergodic diffusion [7],
justify these assumptions phenomenologically. However,
some questions remain unanswered: What causes such ki-
netic heterogeneity at the microscopic level? Which is the
associated mechanism leading to nonergodic anomalous
diffusion? Experimental evidences have recently shown
that specific interactions between molecules diffusing on
the cell membrane can temporarily modify their diffusive
behavior [13] but there is lack of a microscopic model en-
compassing a mechanistic link between interactions and
nonergodic subdiffusion.
In this paper, we introduce a model of ordinary CTRW
in which anomalous diffusion and nonergodicity arise as
a consequence of transient molecular interactions with
a population of diffusing binding partners. In our sim-
ple physical picture, the Brownian motion of a random
walker called prey, is temporarily modified upon interac-
tions with a set of random walkers called hunters: as a
consequence of the interaction, the motion of the prey is
altered by a factor randomly drawn from a distribution
with a power law tail. A particular case of this general
scenario is provided by a distribution obtained consid-
ering that the diffusivity is the sum of several squared
Gaussian random variables arising out of many micro-
scopic degrees of freedom [14]. We also consider a case
in which interactions slow down the diffusion of the prey.
From the biophysical point of view, the model reflects the
scenario of a diffusing molecule which, upon interaction
with another molecule, undergoes a transient change of
diffusivity for the time the interaction takes place. An
example of this effect is provided by the formation of
transient dimers and oligomers among chemically identi-
cal molecules [15, 16], as well as by interactions occurring
among different molecular species. Since these scenarios
might include a variety of interactions between a multi-
plicity of cellular components (such as proteins, lipids,
vesicles, or organelles), for the sake of generality we will
refer to the random walkers as prey and hunters.
The broad diffusivity distribution of our model is in
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FIG. 1. (a) Analytical (dashed line) vs numerically-calculated
(solid line) waiting time distribution for σ = 1.6. (b) Ensem-
ble mean squared displacement calculated for different val-
ues of σ, showing the subdiffusive behavior in the asymptotic
regime and the agreement of the exponent α with the theoret-
ical predicted values. The black solid thin line indicates the
exponent α = 1. These results correspond to N = 8 hunters
and L = 20 sites.
agreement with several experimental reports [17]. In ad-
dition, it accounts for the presence of heterogeneity in
interaction products (i.e., formation of clusters with a
varying number of molecules and thus different diffusiv-
ities) as well as in interacting partners (i.e., interactions
with a pool of chemically different species with different
diffusivity) that can be found in the cellular environment.
As for the heavy-tail CTRW, also in this case the er-
godicity breaking is generated by energetic disorder due
to transient chemical binding [9]. However, in the model
discussed here, the waiting times are always drawn from
an exponential distribution; therefore, even while inter-
acting, the prey always perform Brownian motion al-
though with different diffusivities. Following the classifi-
cation given in Ref. [2], our model thus describe a hetero-
geneous diffusion process. A crucial aspect of this model
is that we explicitly introduce a physical mechanism (i.e.,
transient interactions) causing the change of diffusivity.
Moreover, even though the prey experiences the disorder
only for a limited amount of time (i.e., upon interaction),
this is sufficient to generate anomalous diffusion and non-
ergodicity even in the dilute limit. The occurrence of
such interactions can be experimentally verified, e.g. us-
ing multicolor single particle tracking experiments [13].
In addition, the model allows one to estimate microscopic
parameters of the system under investigation. This sets
a great advantage over models with diffusion coefficient
varying in space [18] or time [19]. After describing the
model, we calculate the effective waiting time distribu-
tion and the ensemble-averagedMSD (eMSD), discussing
the origin of subdiffusivity. Next, we present the results
of numerical simulations, for which we also calculate the
time-averaged MSD (tMSD) and the ergodicity breaking
(EB) parameter. Last, we discuss potential applications
and address future developments of the model.
II. THE MODEL
We consider a random walker (prey) interacting with
a system of N independent random walkers (hunters)
moving in d-dimensional regular lattices with m = Ld
sites and d = 1, 2. Periodic boundary conditions ensure
constant hunters’ density in time. Both types of walker
perform a CTRW with waiting times drawn from an ex-
ponential distribution ψ0(t) = (1/τ) exp[−t/τ ]. The in-
teraction between the prey and the hunters is devised as
follows: when the prey coincides at a lattice site with at
least one of the hunters, the waiting time for the next step
is drawn from a distribution ψκ(t) = (1/κτ) exp[−t/κτ ],
with κ stochastically chosen from any probability distri-
bution Pκ (κ), such that as k →∞
Pκ (κ) ≈ κ−σ with σ > 1, (2)
and with Pκ (κ) decaying rapidly to 0 for small κ. Every
time a hunter and the prey meet, a new κ is randomly
drawn; therefore, we will refer to this process as annealed
disorder. Alternatively, we can formulate a similar model
by assigning a different value of κ to every hunter with
the same probability as in Eq. (2). In this case, every
hunter maintains the same κ until it leaves the lattice,
and assumes a new value at reentering. The latter case
represents a quenched disorder of the binding rates κ. We
will show that for large enough densities, the probability
that the prey reencounters the same hunter before hit-
ting a large number of other hunters is negligibly small;
therefore, a different value of κ is sampled at every in-
teraction, thus establishing the equivalence between both
the annealed and quenched realizations of the model.
The probability for the prey to perform n steps with
waiting times ti in a time t =
∑n
i=1 ti is
ψn(t)=
ˆ t
0
. . .
ˆ t
0
ψ(t1) . . . ψ(tn)δ
(
t−
n∑
i=1
ti
)
dt1 . . . dtn,
where the waiting time distribution ψ(t) must account
for the cases of encountering [ψ(t) = ψκ] or not a hunter
[ψ(t) = ψ0]. If pNH is the probability of not hitting a
hunter, and pH = 1 − pNH its complement, we can then
write
ψ(t) = pNH ψ0 (t) + pH
´∞
0 Pκ(κ)ψκ (t) dκ. (3)
For the annealed case, since the hunters have constant
density, perform independent random walks, and can si-
multaneously occupy the same site, pNH results to be con-
stant in time and can be expressed as pNH =
(
m−1
m
)N
.
This expression for the probability does not hold for low
densities in the quenched case. The differences among
these cases are discussed in Sec. III.
We first consider a distribution Pκ (κ) given by a
Gamma distribution:
Pκ (κ) = Aκ
−σe[−
b
κ ], (4)
3with A = b
σ−1
Γ[σ−1] , which has the same functional depen-
dence of the distribution (χ2) one obtains by considering
the inverse rate (i.e., the diffusivity) as the sum of several
squared Gaussian random variables arising out of many
microscopic degrees of freedom [14].
By performing a transformation of variable D = 1/κ,
we can solve the integral in Eq. (3)
A
τ
ˆ ∞
0
Dσ−1e[−Db]e[−
Dt
τ ]dD =
bσ−1
σ
(
b+
t
τ
)−σ
. (5)
Thus the waiting time distribution shows a heavy-tail for
1 < σ < 2.
Another possible scenario is represented by the situ-
ation in which interactions with a hunter can only slow
down the diffusion of the prey, thus corresponding to a
distribution with a minimum value for κ, such as
Pκ (κ) = (σ − 1) · θ [κ− 1] κ
−σ (6)
where θ [·] represents the Heaviside step function.
In this case, the integral in Eq. (3) gives
1
τ
ˆ 1
0
Dσ−1 e[−
D t
τ ]dD =
1
τ
(
t
τ
)−σ
(Γ[σ]− Γ[σ, t/τ ]) ,
(7)
where Γ[σ, t/τ ] =
´∞
t/τ
rσ−1 exp[−r]d r is the upper in-
complete Gamma function.
This function converges exponentially to zero as t →
∞. Therefore, in the long-time limit, it has the same
behavior as the first term of Eq. (3) and they can be
both neglected.
It follows that the waiting time distribution for t→∞
can be approximated as
ψ (t) ≈ pH
Γ[σ]
τ
(
t
τ
)−σ
= 1τ˜
(
t
τ˜
)−σ
, (8)
where ( τ˜τ )
σ−1 = pHΓ[σ].
In order to prove that this distribution leads to a
subdiffusive behavior, we calculate the eMSD M2(t) =
〈x2 (t)〉, where x is the distance of the prey from its initial
position and 〈·〉 represents ensemble average over multi-
ple trajectories. Although the following calculations refer
to the rate distribution in Eq. (6), qualitatively similar
results are obtained for any distribution as in Eq. (2).
The Laplace transform of the eMSD, M2(s), can be
obtained as
M2(s) =
ψ(s)
s [1− ψ(s)]
〈ℓ2〉, (9)
where 〈ℓ2〉 = 1 because the steps are taken on a regu-
lar lattice. According to a Tauberian theorem [20], the
Laplace transform of Eq. (8), once correctly normalized
[i.e., ψ(s→ 0) = 1], gives ψ(s) ≈ 1− τ˜αsα for α = σ − 1
and 1 < σ < 2 . From Eq. (9), it follows that the eMSD
at small s can be expressed as M2(s) ≈ τ˜
−αs−(α+1). As
the behavior at small s determines the one at large t, we
find
M2(t) = L
−1[M2(s)](t) ≈
1
Γ(σ)
(
t
τ˜
)α
. (10)
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FIG. 2. (a) Time averaged mean squared displacement ob-
tained for 20 representative prey trajectories with σ = 1.8,
N = 6 and L = 20. The curves show a linear behavior
but large scattering of their amplitude at all time lags, as
expected for weak nonergodic behavior. Dashed lines corre-
spond to linear behavior and are meant as a guide to the eye.
(b) Ergodicity breaking (EB) parameter calculated as a func-
tion of total time of measurement t for several values of σ
and N = 10. At large t all the curves asymptotically tend
to the value predicted by Eq. (13) [horizontal black lines, line
types correspond to different σ], as expected for a nonergodic
behavior. As σ is reduced, the system departs more from
ergodicity and the EB shows larger asymptotic value.
We note that for σ ≥ 2 one gets α = 1. ThusM2(s) ∝ 1/s
and M2(t) grows linearly for t→∞.
It is worth recalling here that the coefficient τ˜ depends
through pH on both the number of hunters N and of sites
m,
τ˜ = τ˜(N,m) ∝
[
1−
(
m− 1
m
)N] 1α
. (11)
For dilute systems (large m), one can approximate the
probability of hitting a hunter as pH ≈ N/m. This ex-
pression explicitly displays the dependence of the eMSD
on the density of hunters ρ = N/m, which can be ver-
ified both numerically and experimentally, thus provid-
ing a relevant experimental observable to test the model.
We would like to point out that Eq. (11) is obtained for
the case of annealed disorder. For the quenched case,
Eq. (11) still holds assuming that there is a negligible
probability that the prey encounters the same hunter
more than once before hitting a large number of other
hunters. As we will discuss in Sec. III, this happens for
large enough hunter densities.
The presence of nonergodicity implies that time aver-
ages – such as the time-averaged mean square displace-
ment (tMSD),
δ2(t, tlag) =
´ t−tlag
0 [x(t
′ + tlag)− x(t
′)]
2
dt′
t− tlag
,
calculated for different trajectories – remain random vari-
ables at all time lags. To give a quantitative measure of
the nonergodicity, the ergodicity breaking (EB) parame-
4ter was introduced as [21]
EB = lim
t→∞
〈(δ2)2〉 − 〈δ2〉2
〈δ2〉2
. (12)
In the case of an ergodic process the EB parameter should
be zero, while EB > 0 indicates nonergodicity. For a
heavy tailed CTRW, where the waiting times are dis-
tributed according to a power law, the EB parameter is
given by [21]
EB =
2Γ2[σ]
Γ[2σ − 1]
− 1. (13)
This result also applies to the case described here, as one
can rewrite Eq. (8) as ψ(t) ≈ t−(1+α)/|Γ(−α)|.
Finally, we discuss the deviation from Gaussianity of
the propagator P (x, t), which describes the probability
of finding the prey at position x at time t [22–26]. A
standard measurement of such deviation is given by the
functional [27]
ϑ(P (x, t)) =
〈x4〉
a(d)〈x2〉2
− 1, (14)
which is usually called non-Gaussianity parameter of
P (x, t) and it is well defined for any number of spatial
dimensions d. The d-dependent constant a(d) = 1 + 2/d
corresponds to the ratio 〈x
4〉
〈x2〉2 computed with a Gaus-
sian propagator in d dimensions and derived in the Ap-
pendix A. Thus, ϑ is defined to be zero for a Gaussian
process and ϑ(P (x, t)) = 0 is a necessary but not suffi-
cient condition for P (x, t) to be Gaussian. It is worth
noticing that, for a generic process, ϑ is time dependent.
Here, we are interested in calculating the value of ϑ at
late time for a 1D CTRW, for which a(d = 1) = 3. We
assume a CTRW with the waiting time distribution given
in Eq. ( 8) and with a generic distribution p(x) of step
size. In our particular case the steps have all the same
length one, so p(x) = δ(x − 1). In order to obtain ϑ, we
need to calculate M4(t) = 〈x
4(t)〉. As we are interested
in the late time behavior of M4(t), it is convenient to
compute its Fourier-Laplace transform M4(s) at small s.
From the Fourier-Laplace transformed propagator, given
by
P (k, s) =
1− ψ(s)
s
1
1− λ(k)ψ(s)
, (15)
with λ(k) =
´
exp[−ikx]p(x)ds, all moments can be ob-
tained as
Mn(s) = (−i)
n d
nP (k, s)
dkn
∣∣∣∣
k=0
. (16)
It thus follows that
M4(s) =
ψ(s)
s
(
〈ℓ4〉
1− ψ(s)
+
6〈ℓ2〉ψ(s)
(1− ψ(s))2
)
. (17)
Similarly as discussed above, by considering ψ(s) ≈
(1 − τ˜αsα), we get at leading order M4(s) ≈
6〈ℓ2〉2s−1−2ατ−2α, and by comparison with (10), we ob-
tain
M4(t) ≈ 6M2(t)
2, t≫ τ˜ , (18)
for which limt→∞ ϑ(t) = 1. Thus, our process displays a
non-Gaussian propagator, as expected for being a gener-
ical CTRW process.
III. NUMERICAL RESULTS
We simulated the master equation associated to the
system of a prey and N independent hunters by means
of a Monte Carlo method in 1D. We take τ = 1 and
thus we consider long times as t larger than 1 in three
or four orders of magnitude. Unless otherwise stated,
the calculations are performed for the annealed binding
rates case. The numerically-calculated waiting time dis-
tribution is represented in Fig. 1 (a) together with the
analytical prediction ψ(t) in Eq. (3), showing an excel-
lent agreement. In panel (b) of this figure, we also plot
the curves obtained by the calculation of eMSD, showing
the asymptotic subdiffusive behavior ∼ tα for 1 < σ < 2,
as predicted by the theory.
Consistently with the model prediction, the represen-
tative tMSD curves shown in Fig. 2(a) display a linear be-
havior but large scattering of their values at all time lags,
confirming that time averages are random and thus lead
to nonergodicity. To quantitatively corroborate this ob-
servation, we calculated EB with Eq. (12). In Fig. 2(b),
we show that the value of EB converges to the value the-
oretically predicted by Eq. (13) for 1 < σ < 2. As σ
is decreased from 2 towards 1 the system becomes more
nonergodic (larger EB).
Next, we obtain that the long time properties of the
system, like the exponent α quantifying the subdiffu-
sive behavior and the value of the EB parameter, do
not depend on the density of hunters ρ. However, as
ρ is increased, the weight pH also increases, thus the sec-
ond term of the probability distribution Eq. (3) becomes
dominant with respect to the first one at shorter times.
To exemplify this behavior, in Fig. 3(a) we plot the log-
arithmic derivative of the distribution of waiting times
Eq. (3), for different densities. All the curves cross at a
value equal to σ, which can be analytically calculated to
occur at t = στ . In addition, all the curves show a quali-
tatively similar behavior, decreasing to reach a minimum
and then increasing towards the asymptotic value σ. In
Fig. 3(b), we plot the time tmin at which this minimum
is reached as a function of the density, showing that –
as ρ increases – the time at which the curve approaches
its asymptotic value decreases. In Fig. 3(c) we plot the
eMSD for different densities and σ = 1.2. In the same
panel, we also show eMSD obtained for annealed and
quenched disorder of binding rates. In all the cases, the
curves asymptotically tend to a power law with exponent
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FIG. 3. (a) Logarithmic derivative of the distribution of wait-
ing times as in Eq. (3) for σ = 1.6 and different values of the
density of hunters ρ (L = 20). For large t, the derivative tends
to the expected value of −σ [corresponding to the exponent
of Fig. 1(a) at long times]. (b) Time tmin at which the min-
ima of the curve in panel (a) are reached, as a function of the
density. The larger the density, the quicker the logarithmic
derivative of the waiting time distribution tends to its asymp-
totic value σ (shorter tmin) . (c) eMSD for σ = 1.2 in 1D as
obtained at different densities for annealed (continuous lines)
and quenched disorder (dashed lines). The long-time scaling
exponent of the eMSD is independent of the density and the
type of disorder. In the asymptotic regime, curves obtained
for different densities and type of disorder are separated by a
distance ∆. (d) Analytically calculated time tsub at which the
subdiffusive behavior occurs as a function of ρ. (e) eMSD for
σ = 1.2 in two dimensions for different densities and annealed
(continuous lines) or quenched disorder (dashed lines).
α ≃ 0.2, as expected. However, for low densities differ-
ences arise between the two models, with the curves cor-
responding to the quenched disorder reaching the asymp-
totic regime at larger times and thus showing a higher off-
set with respect to the annealed case. This difference is
caused by the fact that, for quenched rates and low den-
sities, the probability of meeting twice the same hunter
before hitting a large number of times other hunters is not
negligible. This implies that it takes more time for the
prey to sample the disorder due to the hunters. In 1D and
high density, this probability becomes negligibly small;
thus the difference between the quenched and annealed
case is very small. In two-dimensional lattices, the dif-
ference between the quenched and annealed case appears
at even smaller densities with respect to 1D, as shown
in Fig. 3(e). Once the asymptotic behavior is reached,
the distance between eMSD curves obtained for differ-
ent number of particles Ni and Nj and the same m is
given by ∆ = log(pH(Nj ,m)/pH(Ni,m)), which reduces
to ∆ = log(Nj/Ni) in the dilute limit [see schematic rep-
resentation in Fig. 3(c)] . Again, for the annealed case
and the quenched case at large density, we found a good
agreement between this analytical prediction and the nu-
merical calculation in 1D and 2D [see Figs. 3(c) and (e)]
For the quenched case, as the density is reduced, the cal-
culations show deviation from this prediction.
Finally, due to the dependence of eMSD on pH, one
can give a lower bound for the time required for the
subdiffusive behavior to appear, tsub. This lower bound
can be obtained as the time at which the logarithm of
the long-time power-law behavior [Eq. (10)] and of the
short-time linear behavior of the eMSD intersect, giving
tsub =
101−α
pHΓ(σ)2
. From the plot of tsub in Fig. 3(d) – evalu-
ated for the annealed case – one can notice that while its
qualitative behavior is similar to tmin [Fig. 3(b)], tsub is
always larger than tmin as expected. Remarkably, for the
same number of hunters and sites, tsub and tmin have in-
verse dependence to Γ(σ). Increasing σ, the heavy tailed
part of the waiting time distribution Eq. (3) becomes
dominant at larger times, while subdiffusion emerges at
shorter times.
IV. CONCLUSIONS
The model discussed in this paper proposes a mech-
anistic explanation for the nonergodic subdiffusion ob-
served in several biological systems [3–7], based on the oc-
currence of specific, transient interactions with a hetero-
geneous population of interacting partners. The model
displays many similarities with the long-time behavior
of the heavy-tail CTRW [9] and the patch model [19].
However, there are crucial differences that, in our opin-
ion, make our model extremely suitable for the inter-
pretation of experimental data of molecular diffusion on
the cell membrane. First, in contrast to the heavy-tail
CTRW model, the waiting time distribution – and thus
the distribution of interaction time between the prey and
a hunter – is exponential as expected for a Markov pro-
cess. Therefore, our model allows one to reproduce non-
ergodic behavior without requiring one to postulate time-
dependent effects to justify power law distributions for
the interactions or trapping time [28]. For the CTRW
with heavy-tail waiting time distribution, the presence
of “annealed” or “quenched” disorder produces different
diffusion laws in d = 1, 2. This is a consequence of the
fact that – when the rate at a given lattice site is constant
(“quenched”) – correlations arise between successive ar-
rival times [29]. Our model can also be formulated in
6two versions, one in which a hunter picks a random rate
every time it encounters a prey (annealed disorder), and
one in which each hunter has a constant rate (quenched
disorder). For both realizations of our model, the sam-
pling of transition rates – and therefore the disorder –
is highly dynamical as it occurs through the hunter-prey
interaction mechanism, and thus induces low correlations
which are smaller for large densities or large dimension-
ality. We find differences between the two realizations
in 1D and low hunter densities and 2D for much smaller
densities. However, in both cases we obtain the same
scaling asymptotic behavior, to which our model exactly
converges to in the high density limit (ρ→∞).
Our model also shows similarities with the long-time
behavior of the time-annealed patch model [19] for the
value of the exponent γ = 1. However, in the patch
model, the disorder is ubiquitous in space and/or time
and the random walker continuously undergoes changes
of diffusivity. In contrast, in our case the prey typically
diffuses in a Brownian fashion with constant D, except
for the local changes of diffusivity experienced for a lim-
ited amount of time upon interactions with the hunter.
Therefore, we show that anomalous diffusion and noner-
godicity can emerge even in the presence of partial dis-
order (small ρ).
The proposed framework relies on the assumption of
a broad distribution of the diffusion rates (or diffusion
coefficients) of the interacting partners. We consider this
assumption rather reasonable since the hunters in our
model might represent different chemical species and on
the basis of broad diffusivity distributions reported for
chemically identical cellular components [17]. Moreover,
our general requirements for the distribution of rates in-
clude the particular case in which the diffusivity is the
sum of several squared Gaussian random variables, e.g.
due to the presence of a large number of degrees of free-
dom [14].
An important feature of the model is the possibility of
being experimentally tested, thus allowing one to distin-
guish its occurrence from other theoretical frameworks.
This is nowadays technologically possible by means of
multicolor single particle tracking techniques. As an
example, in a dual color single particle tracking exper-
iment it is possible to simultaneously follow the mo-
tion of two closely spaced particles with time resolu-
tion of few milliseconds and resolve their relative dis-
tance with a precision of the order of 10 nm [1, 13].
Analogously to single particle tracking, these experi-
ments provide trajectories from which the time- and
ensemble-averaged MSD can be calculated, thus allowing
one to test the appearance of nonergodicity. In addition,
the technical advantages afforded by dual color track-
ing make it possible to experimentally verify the occur-
rence of interactions between diffusing species, measure
the duration of such events, and check whether they af-
fect the diffusivity of the particles involved [13, 15, 16].
These experiments can be carried out by labeling chem-
ically identical components as well as different species,
thus testing the formation of both homo- and hetero-
oligomers. This technique has already been successfully
used to study interactions of several membrane com-
ponents [13, 15, 16]. In addition, other promising ap-
proaches to investigate interaction-dependent diffusion
include hyper-spectral microscopy [12], as well as the
combination of single particle tracking with recent meth-
ods based on advanced statistical tools [10, 30] and on the
spatiotemporal analysis of fluorescence fluctuations [31],
which have been shown to provide a wealth of information
into dynamic molecular processes of biological relevance.
We would like to further stress that, while these ex-
perimental strategies allow one to discriminate on the
occurrence of our theory in a specific system, the model
allows one to directly calculate microscopic parameters of
the system under investigation. Indeed, the timescale for
the onset of subdiffusion in the eMSD curve provides an
estimation of the average density of hunters, thus quan-
tifying the level of crowding experienced by the prey. In
addition, the scaling exponent of the eMSD is a proxy for
the degree of heterogeneity of the environment. However,
for a robust determination of these parameters one needs
to collect a sufficient number of eMSD data points over
the appropriate timescale. For example, in order to pre-
cisely extract the time at which subdiffusion arises, one
needs to collect a sufficient number of eMSD data points
spanning over at least two orders of magnitude centered
around such a timescale. In typical SPT experiments,
this range is bounded by the time-resolution and the tra-
jectory duration [1]. The time resolution (i.e. the inverse
of the recording frame rate), besides setting the shortest
eMSD time point, also determines the lag between suc-
cessive points and thus the number of data points within
the measured range. The maximum trajectory length is
instead ultimately limited by the photon budget of the
fluorescent emitter. Therefore, although it is desirable
to collect a large number of photons in each frame in
order for the precise localization of the particle [1], this
would limit either the number of points or the maximum
duration of the trajectory. Therefore, the experimental
conditions must be finely tuned in order to obtain the
best tradeoff between tracking precision, time resolution
and trajectory length. Although it is currently possible
to obtain eMSD with hundreds of data points between a
few milliseconds to tens of seconds, new strategies have
the potential to push these bounds even further [32]. In
this scenario, we think that our model might be a useful
tool to investigate anomalous transport and its implica-
tions, while providing an alternative interpretation to the
causes of non-ergodic subdiffusion.
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Appendix A: Gaussianity of the propagator
Let us assume a Gaussian propagator with the normal-
ized form
P (x, t) = (4πρ(t))−d/2 exp[−x2/4ρ(t)], (A1)
where x is the displacement in a d-dimensional space Rd,
x its modulus, and ρ(t) is the variance and has dimen-
sions of a length to the square. All momenta are calcu-
lated as
〈x2n〉 =
ˆ
Rd
ddxx2nP (x, t)
=
(4ρ)n
(4πρ)d/2
∂n
∂kn
ˆ
Rd
exp
[
−k x2/4ρ
] ∣∣∣∣∣
k=1
=
(4ρ)n
(4πρ)d/2
∂n
∂kn
[
4πρ
k
]d/2 ∣∣∣∣∣
k=1
= (−4ρ)n
d
2
d+ 2
2
· · ·
d+ 2(n− 1)
2
. (A2)
Therefore, for a Gaussian propagator, the expres-
sion (A2) can be used to show that the ratio between
the fourth moment and the square of the second moment
is given by
a(d) ≡
〈x4〉
〈x2〉2
=
d(d+ 2)
d2
= 1 +
2
d
. (A3)
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