Abstract-Deep neural network-based classifiers are known to be vulnerable to adversarial examples that can fool them into misclassifying their input through the addition of small-magnitude perturbations. However, recent studies have demonstrated that such adversarial examples are not very effective in the physical world-they either completely fail to cause misclassification or only work in restricted cases where a relatively complex image is perturbed and printed on paper. In this paper we propose a new attack algorithm-Robust Physical Perturbations (RP 2 )-that generates perturbations by taking images under different conditions into account. Our algorithm can create spatiallyconstrained perturbations that mimic vandalism or art to reduce the likelihood of detection by a casual observer. We show that adversarial examples generated by RP 2 achieve high success rates under various conditions for real road sign recognition by using an evaluation methodology that captures physical world conditions. We physically realized and evaluated two attacks, one that causes a Stop sign to be misclassified as a Speed Limit sign in 100% of the testing conditions, and one that causes a Right Turn sign to be misclassified as either a Stop or Added Lane sign in 100% of the testing conditions.
I. INTRODUCTION
Even though Deep Neural Networks (DNNs) have been applied with great success in a variety of areas ranging from speech processing [7] to medical diagnostics [4] , recent work has demonstrated that they are vulnerable to adversarial perturbations [3] , [6] , [8] , [10] , [11] , [17] , [18] , [21] . Such maliciously crafted changes to the input of DNNs cause them to misbehave in unexpected and potentially dangerous ways.
Yet the effectiveness of such attacks in the physical world has been disputed by concurrent and independent studies. On the one hand, Lu et al. study the fast gradient sign, the iterative, and the L-BFGS algorithms and claim that perturbations generated for road signs classifiers are not effective under varying viewing conditions (changing angles and distances) when printed on paper [13] . On the other hand, Athalye and Sutskever demonstrate that more sophisticated algorithms can produce perturbed images that are robust to variations of the camera's perspective when printed out [2] .
Although prior studies make significant progress toward mounting attacks on classifiers in the physical world, several * All authors are in alphabetical order. key gaps concerning physical realizability remain. First, it is infeasible to add perturbations to the background of an object. Second, it is harder to hide the perturbations in simple objects such as road signs than it is in the complex images used in concurrent work. Third, there are additional physical limits on the imperceptibility of perturbations-current approaches create such highly subtle perturbations that a camera might not capture them under widely varying conditions (long distances, and wide angles).
In this work, we explore the following key question: "Is it possible to create robust and subtle adversarial perturbations on real-world objects?" We focus on road sign classification due to their critical function in road safety and security. If an attacker can physically and robustly manipulate road signs in a way that, for example, causes a Stop sign to be interpreted as a Speed Limit sign by an ML-based vision system, then that can lead to severe consequences. Our goal is to dive deeply into the nuances of the physical world, and to show that physical adversarial perturbations can exist robustly under realistic assumptions.
Creating adversarial perturbations in the physical world requires overcoming several challenges due to environmental factors: (1) the distance between the camera in the vehicle and the road sign constantly varies depending on the specific road, the specific vehicle, the number of lanes, and the position of the vehicle with respect to the sign; (2) the angle of the camera varies with respect to the sign; (3) lighting; (4) debris either on the road sign or on the vehicle. Additionally, imperfections in the fabrication process of physical perturbations can reduce the effectiveness of an attack. Therefore, a robust and effective attack on DNNs used in vision for vehicles must be able to tolerate multiple sources of error.
Furthermore, current adversarial algorithms aim to create perturbations that are imperceptible to humans [6] . In the physical world, imperceptibility can affect the robustness of the perturbation-the modifications to a road sign can be so subtle that a camera might not be able to perceive those changes. Furthermore, the region where perturbations can be added is limited. In a digital image, an algorithm is free to add perturbations everywhere, including any background imagery that appears behind the road sign at the time the image was taken. In the physical world, it is infeasible to add perturbations to the background of a sign (as there is no fixed background), therefore limiting perturbations to the road sign itself.
Motivated by our analysis above, and by recent work, we design and evaluate Robust Physical Perturbations (RP 2 ), the first attack algorithm that is robust to changing distances, angles and resolutions of a camera. RP 2 only perturbs the region of a sign instead of background which varies in practice. We add a masking matrix to our objective function to realize such spatial constraints for perturbations.
Using the proposed algorithm, we introduce two classes of physical attacks: (1) poster-printing attacks, where an attacker prints an actual-sized road sign on paper and overlays it onto an existing sign, (2) sticker attacks, where an attacker fabricates only the perturbations, and then sticks them to an existing road sign. In order to make our attacks less conspicuous to human observers, we generate sticker perturbations that look like relatively common forms of vandalism. For posterprinting attacks, we demonstrate subtle perturbations-small perturbations (that are noticeable only to very careful observers) that occupy the entire region of the sign (not including any background imagery). For sticker attacks, we demonstrate camouflage attacks with graffiti and abstract art. Both of our attack classes do not require special resources-only access to a color printer and a camera.
Our experimental results on a road sign classifier under different distances, angles, and resolutions indicate that it is possible to create robust physical attacks: In a sticker attack on a real Stop sign with camouflage abstract art perturbations, we show that the Stop sign is reliably misclassified as a Speed Limit 45 sign in all our controlled testing conditions. RP 2 , thus, answers a key, fundamental open question regarding the susceptibility of image classifiers to adversarial inputs in the real world.
Our Contributions.
• We design Robust Physical Perturbations (RP 2 ), the first algorithm that generates perturbations for road signs that are robust against varying conditions, such as distances, angles, and resolutions. Using this algorithm, we introduce two attack classes on different physical road signs:
• Poster-Printing, where an attacker prints an actual-sized road sign with adversarial perturbations and then overlays it over an existing sign.
• Sticker, where an attacker prints perturbations on paper, and then sticks them to an existing sign. For these attacks, we physically realize two types of perturbations: (1) subtle perturbations that occupy the entire region of the sign, and (2) camouflage perturbations that take the form of graffiti and abstract art. These attacks do not require special resourcesonly access to a color printer.
• Given the lack of a standardized method in evaluating physical attacks, we propose an evaluation methodology to study the effectiveness of adversarial perturbations in the physical world. This methodology captures a sampling of real-world conditions an autonomous vehicle might experience (Section IV).
• We evaluate our attacks using the proposed methodology. We find that:
• Given our attacking success under different physical conditions, we believe this work can serve to inform future defense research.
II. RELATED WORK
We survey related work in generating adversarial examples, where all techniques assume digital access to the input vectors. Specifically, given a classifier f θ (x) and an input x with ground truth label y, it is possible to generate an adversarial example x that is close to x but causes the classifier to output f θ (x ) = y (in untargeted attacks), or for a specific y , f θ (x ) = y (in targeted attacks). We also provide discussion on recent efforts at making adversarial examples work in the physical world.
A. Adversarial Examples
Adversarial examples are an active area of research. Goodfellow et al. proposed the fast gradient sign (FGS) method to add small magnitude perturbations that fool classifiers by calculating the gradient once, leading to untargeted attacks [6] . The generated adversarial instance x is computed as:
where P (·) is a projection function that maps each dimension of feature vector x to the valid range of pixel values, i.e. [0, 255] . The loss function J(x, y) computes the classification loss based on feature vector x and the corresponding label y. Here, represents the magnitude of perturbation.
Another approach is to use an iterative optimization based algorithm to search for perturbations under certain constraints [3] , [12] :
arg min
where, the distance function d(x, x ) serves as regularizer. Usually, different functions such as Euclidean distance or L1 norm will be selected based on the actual requirements. Both of the untargeted attack types (FGS and optimization methods) can be easily modified to generate targeted attacks by minimizing the distance between the perturbed instance x and target label y .
Universal Perturbations is an untargeted attack that creates perturbations that can be applied to any image [15] and is therefore useful as a black-box attack. Since this algorithm seeks the nearest class (y ) for misclassification, it is not easy to generate universal perturbations for targeted attacks.
The relevant common properties of the above existing algorithms for generating adversarial examples are: (1) They assume digital access to the input vectors of the DNN. This assumption can be too strong for an autonomous vehicle setting; (2) They require the magnitude of perturbations to be "invisible" to human perception. This assumption makes sense in digital image processing, as the perturbations do not get destroyed when fed into the neural network. However, if such perturbations are fabricated in the physical world, losses at each stage of the process (fabrication imperfections, camera imperfections, environmental interference) can destroy the information contained in very subtle perturbations. Indeed, recent work has demonstrated that three existing algorithms are ineffective in the physical world [13] . In contrast, we contribute the first algorithm that generates robust physical perturbations for road signs.
B. Physical-Realizability of Adversarial Perturbations
Recent work has examined whether adversarial perturbations are effective in the physical world. We group these existing perturbations into two types: (1) subtle perturbations, where the magnitude of perturbations is so small that it is generally imperceptible to casual human observers, 1 and (2) camouflage perturbations, where the perturbations do not necessarily have small magnitude, but are focused in defined regions, and take on inconspicuous shapes such as graffiti or art.
1) Subtle Perturbations: Kurakin et al. have shown how
printed adversarial examples are misclassified when viewed through a smartphone camera [9] . This attack manipulates the digital representation of an image, and then prints that manipulated image, which is fed as input to a classifier through a smartphone camera. Physically realizing such an attack for road signs can raise concern in human observers because the approach requires perturbations to be added to the background of the road sign (in addition to adding perturbations to the main object in the image). See Figure 1 for an example of what we mean by background imagery. In the physical world, there is no fixed background to a road sign-it can change depending on the viewpoint of the observer. This means that a physical deployment of Kurakin's attack needs to have the background printed out on paper, in addition to the road sign itself. The background is a very conspicuous addition to the environment. In contrast, we introduce an optimization-based approach that spatially constrains the perturbation to regions within the road sign. Furthermore, our spatially-constrained perturbations can be applied to a printed-out road sign, and to an existing physical road sign as "sticker perturbations." Additionally, through our evaluation methodology, we show that our attack is robust to a wider range of varying distances and angles.
Lu et al. perform experiments with printed road signs on poster paper [13] . Their approach as well adds subtle perturbations to the background of the road signs. They hypothesize that varying distances and angles affect the ability of adversarial examples and therefore such adversarial examples cannot perform physical attacks. They report on experiments that support this statement. Our work shows that it is possible to generate such kind of physical adversarial perturbations, implying that there are immediate security and safety concerns in cases where DNNs are used for control of physical objects such as cars. 1 This is the most common type of perturbation in existing work. 2) Camouflage Perturbations: Sharif et al. have shown how spectacles with adversarial perturbations printed on them can be used to fool face recognition systems [1] , [20] . This attack is similar to our goals-fabricating a physical object that can be added to an existing object in order to confuse DNNs. The main difference with our work is the environmental differences. Face recognition systems operate in more stable conditions (distance of face from camera, angle, lighting, etc.) than an autonomous vehicle. A face is generally well-lit and positioned at a similar distance and angle with respect to the camera each time an image is taken [20] . In an autonomous vehicle, the magnitude of distance/angle deviations is much larger, making it harder to realize robust physical attacks. A second difference is that face recognition typically occurs in a private environment with limited observers-thus there is no strong requirement for the perturbation to be inconspicuous. However, in the road setting, the road sign is in public view and there maybe an unlimited number of human observers, making it vital that the adversarial perturbation be as inconspicuous as possible.
III. PROBLEM STATEMENT
Typically, a vision subsystem for an autonomous vehicle consists of an object detector, which helps it detect pedestrians, road lights, road signs, other vehicles, etc., and a classifier that characterizes a detected road sign as a Stop or a Yield, for instance. In this work, we focus on the robustness of the classifier itself and show that it is possible to attack the classifier in physical world [9] , [13] . We leave attacking object detectors to future work [5] , [22] .
A. Baseline Road Sign Classifier
Without loss of generality, we focus our work on U.S. road signs. To the best of our knowledge, currently there is no publicly available road-sign classifier for U.S. road signs. Therefore, we used the LISA dataset [14] , a U.S. sign dataset comprised of 47 different road signs and trained a DNN-based classifier. This dataset does not contain equal numbers of images for each sign. In order to balance our training data, we chose 17 common signs with the most number of training examples. Furthermore, since some of the signs dominate the dataset due to how common they are (e.g., Stop or Speed Limit 35), we limited the maximum number examples used per sign to 500. Our final dataset includes commonly used signs such as Stop, Speed Limits, Yield, and Turn Indicators. Finally, the original LISA dataset contained image resolutions ranging from 6x6 to 167x168 pixels. We resized all images to 32x32 pixels, a common input size for other well-known image datasets such as CIFAR10 and MNIST. Table I summarizes our final dataset. 2 We trained a road sign classifier in TensorFlow using our refined dataset. Our model consists of three convolution layers followed by a fully connected layer. We use on the default CNN model provided by the Cleverhans library [16] . We trained the classifier for 100 epochs using AdaDelta, and an initial learning rate of 0.1. Our final classifier accuracy was 91% on the test dataset.
B. Threat Model
Unlike prior work, we seek to physically modify an existing road sign in ways that cause a road sign classifier to output a misclassification, while keeping those modifications inconspicuous to human observers. Here we focus on evasion attacks where attackers can only modify the testing data instead of training data (poisoning attack). Performing poisoning attacks in an autonomous vehicle would mean that the attacker already has a superior level of control over the vehicle running the model, thus negating the need for any kind of adversarial perturbations to the model-the attacker can simply feed malicious data and mislead the model to cause harm. Therefore, we assume that the attacker cannot digitally perturb inputs.
In evasion attacks, an attacker can only change existing physical road signs. Here we assume that an attacker gains access to the classifier after it has been trained ("white-box" access) [17] . This assumption is practical since even without access to the actual model itself, by probing the system, attackers can usually figure out a similar surrogate model based on feedback [3] . Besides, based on Kerckhoffs's principle, we need to evaluate the most powerful attacker in order to inform future defenses that guarantee system robustness [19] .
Based on our threat model, the attack pipeline proceeds as follows: 2 Urdbl stands for unreadable. This means the sign had an additional sign attached, that the annotator could not read due to low image quality 1) Obtain at least one clean image of the target road sign without any adversarial perturbations.
2) The images(s) of the road sign are pre-processed to be input into the classifier. First, the sign is extracted from the image(s) either through the use of a sign detection algorithm or cropping software. Then, the dimensions of the extracted sign are resized to match the input dimensions of the classifier.
3) The classifier and the extracted sign image(s) are processed by the attack algorithm, which outputs an adversarial image. Here the adversarial perturbation consists of only the road sign region instead of the background as in Figure 1 to meet practical requirements. 4) Given a digital adversarial perturbation, a mapping function outputs the corresponding physical locations on the road sign indicating where to apply the perturbation. 5) The digital adversarial perturbation is fabricated and applied to the road sign based on the output of the mapping function.
IV. EVALUATION METHODOLOGY FOR PHYSICAL ADVERSARIAL PERTURBATIONS
We discuss possible factors that affect perturbations in the physical world. Then, we introduce our evaluation methodology that captures a range of physical-world factors.
A. Evaluation Components
Autonomous vehicles experience a range of varying conditions in the physical world-changing distances, angles, lighting, and debris. A physical attack on a road sign must be able to survive such changing conditions and still be effective at fooling the classifier. Additionally, the attacker is restricted to only manipulating the road signs themselves. Such restrictions break assumptions that current adversarial deep learning algorithms make about their level of access to the digital inputs of the classifier, and the kinds of values the adversarial perturbation might contain. Therefore, we list a few main physical components that can affect the ability of adversarial perturbations.
• Environmental Conditions: The distance and angle of a camera in an autonomous vehicle with respect to a road sign continuously varies. The resulting images that are fed into a road sign classifier are taken at different distances and angles. Therefore, any perturbation that an attacker physically adds to a road sign must be able to survive these transformations on the image, as well as other environmental factors including changes in lighting conditions, and debris on the camera or on the road sign.
• Spatial Constraints: Current algorithms work on digital images, and they add adversarial perturbations to all parts of the image, including any background imagery. However, for a physical road sign, the attacker cannot manipulate background imagery. Furthermore, the attacker cannot count on there being a fixed background imagery as it will change depending on the distance and angle of the viewing camera.
• Fabrication Error: In order to fabricate the computed perturbation, all perturbation values must be valid colors that can be reproduced in the real world. Furthermore, even if a fabrication device, such as a printer, can produce certain colors, there will be some reproduction error [20] .
• Resolution Changes: The camera in a vehicle will not necessarily produce images whose dimensions are the same as the size of input of the DNN-some upscaling or downscaling can occur. Adversarial perturbations would need to survive such resolution changes and be correctly mapped to their corresponding physical locations.
• Physical Limits on Imperceptibility: An attractive feature of current adversarial deep learning algorithms is that their perturbations to a digital image are often so minor that they are almost imperceptible the casual observer. However, when transferring such minute perturbations to the real world, we must ensure that a camera is able to perceive the perturbations. Therefore, there are physical limits on how imperceptible perturbations can be, and is dependent on the sensing hardware that an autonomous vehicle may use.
Given these real world challenges, an attacker should be able to account for the above changes in physical conditions while computing perturbations, in order to successfully physically attack existing road sign classifiers. In our evaluation methodology, we focus on three major components that impact how a road sign is classified by, say, a self-driving car.
Distance First, a vehicle approaching a sign will take a series of images at regular intervals. As the distance changes, so does the level of detail captured in an image. Any successful physical perturbation must cause targeted misclassification in a range of distances.
Angle Next, a camera can have a wide range of angles relative to the sign. For instance, the vehicle might be on a lane far away from the shoulder of the road leading to it perceiving the sign from a sharp angle or it could be on the lane closest to the shoulder leading to it perceiving the sign straight-on. Successful attacks need to be able to fool the classifier for images taken from various angles.
Resolution Finally, the perturbations need to cause misclassification under a range of valid resolutions. Since classifiers typically work on a fixed input size, no image taken by a self-driving car camera will be fed to the model without this modification. This might cause the image to stretch or bend and the colors to mix. Besides, different weather or physical conditions could also cause such resolution changes. So for evaluation purposes, we test the resolution condition by resizing the images in a range of valid resolutions to make sure it can attack robustly.
B. Evaluation Methodology
We develop our evaluation methodology to account for the possible physical variations. We obtain images with a (smartphone) camera from various distances and angles. Our methodology proceeds as follows:
1) Obtain a set of clean images C at varying distances d ∈ D, a set of distances, and at varying angles g ∈ G, • , 15
We only use the full set G for d = 5' We choose {0
• , 15
• } for d = 15, 20' and {0
• } for all remaining d. We believe that these angles capture the possible angle/distance combinations in the real world. 3 See Figure  2 for a graphical representation of this setup.
2) Obtain a set of physically perturbed sign images for evaluation using the same angles and distances as when creating C. For c ∈ C, the corresponding adversarial image is represented by A (c) 3) Crop and resize the images in c and corresponding A (c) to the input size for the model being used for classification. 4) Compute the success rate of the physical perturbation using the following formula:
where d and g denote the camera distance and angle for the image, and y is the targeted attacking class. 4 Note that an image A (c) that causes misclassification is considered as successful attack only if the original image c with the same camera distance and angle is correctly classified.
V. ROBUST PHYSICAL PERTURBATIONS
We present our algorithm to generate physically-realizable perturbations that are robust to varying distances and angles. We take an optimization-based approach to generate perturbations. However, unlike prior work, we formulate the objective function to ensure that perturbations are not added to the background of the road sign. We discuss how we physically realize such "bounded" attacks by fashioning "adversarial" signs out of poster paper as well as adding adversarial sticker perturbations to existing physical signs. Without loss of generality, our discussions focus on a Stop sign due to its critical role in safety. Our approach is general, and can be applied to other types of road signs. Later in this section, we discuss an attack on a Turn Right sign.
RP 2 To generate adversarial perturbations in a specific physical region, we search for a small perturbation δ to be added to the original input x = x + δ so that x is misclassified by the model. This can be achieved by taking an optimizationbased approach [3] , [21] . Specifically, to generate untargeted adversarial examples, we approximate the solution to the following objective function:
To generate targeted adversarial examples, we modify the objective function as below.
Here, ||δ|| p denotes the p norm of δ, which is a metric to quantify the magnitude of the perturbation δ.
In the image domain, for a two-dimensional perturbation matrix δ = δ (1,1) , . . . , δ (H,W ) , the p norm for p > 0 is given by:
By convention, the 0 norm is the total number of perturbed pixels while the ∞ norm is the magnitude of the maximum perturbation.
J(· , ·) is the loss function, which measures the difference between the model's prediction and either the ground truth label (non-targeted case) or the adversarial label (targeted case). λ is a hyperparameter that controls the regularization of the distortion.
To ensure that that the generated adversarial perturbations work robustly in the physical world, we collect a set of clean images of road signs by varying environmental conditions (distances, angles, lighting). Therefore, our final loss function is calculated considering all the these data as shown below. For untargeted attacks, the objective function would be:
Similarly, for targeted attacks, our objective function is:
Computing perturbation Masks. The mask is a region within which our algorithm constrains adversarial perturbation. We define masks in the shape of graffiti and abstract art so that the modifications to road signs are inconspicuous, and so that they lead observers to dismiss the modifications to road signs as vandalism. By controlling the size and shape of the mask, perturbations can be made relatively subtle. The perturbation mask is a matrix M x whose dimensions are the same as the size of input to the road sign classifier. M x contains zeroes that indicate regions where no perturbation is added, and ones that indicate regions where a perturbation is added during optimization.
Optimizing Spatially-Constrained Perturbations. Having computed a mask, we modify the above formulation of the objective function to generate targeted, adversarial examples. Specifically, we restrict the terms of the objective function to operate exclusively on masked pixels. In our implementation, we use the Adam optimizer to minimize the following function:
To improve the printability of the adversarial perturbation we can add an additional term to the objective function. Using the approach outlined by Sharif et al. [20] , we can compute the non-printability score (NPS) of an adversarial perturbation. Given a perturbation vector, δ, and a set of printable tuples, P , the non-printability score is given by:
VI. EXPERIMENTAL RESULTS
Using three different perturbations (subtle, camouflage graffiti, and camouflage art) generated by RP 2 , we experiment with two different types of physically realizable perturbations for both targeted and untargeted attacks. In poster-printing attacks, we print a digitally perturbed true-sized image of either a Stop sign or a Right Turn sign, cut the print into the shape of the sign, and overlay it on a physical road sign. Subtle perturbations cause the Stop sign to be misclassified as a Speed Limit 45 sign, the misclassification target, in 100% of test cases. Poster-printed camouflage graffiti caused the Right Turn sign to to be misclassified as a Stop sign, the misclassification target, 66.67% of the time. In sticker attacks, we print the perturbations on paper, cut them out, and stick them to a Stop sign. Sticker camouflage graffiti attacks caused the Stop sign to be misclassified as a Speed Limit 45 sign 66.67% of the time and sticker camouflage art attacks resulted in a 100% targeted misclassification rate.
A. Poster-Printing Attacks
We first show that an attacker can overlay a true-sized poster-printed perturbed road sign over a real-world sign and achieve misclassification into a target class of her choosing. The attack has the following steps:
Step 1. The attacker obtains a series of high resolution images of the sign under varying angles, distances, and lighting conditions. We use 34 such images in our experiments. None of these images were present in the datasets used to train and evaluate the baseline classifier. Step 2. The attacker then crops, rescales, and feeds the images into RP 2 and uses equation (9) as the objective function. She takes the generated perturbation, scales it up to the dimensions of the sign being attacked, and digitally applies it to an image of the sign. Step 3. The attacker then prints the sign (with the applied perturbation) on poster paper such that the resulting print's physical dimensions match that of a physical sign. In our attacks, we printed 30 × 30 Stop signs and 18 × 18 Right Turn signs.
Step 4. The attacker cuts the printed sign to the shape of the physical sign (octagon or diamond), and overlays it on top of the original physical sign.
We use our methodology from Section IV to evaluate the effectiveness of such an attack. In order to control for the performance of the classifier on clean input, we also take images of a real-size printout of a non-perturbed image of the sign for each experiment. We observe that all such baseline images lead to correct classification in all experiments. For the Stop sign, we choose a mask that exactly covers the area of the original sign in order to avoid background distraction. This results in perturbation that is similar to existing work [9] and we hypothesize that it is imperceptible to the casual observer (see Figure 3 for an example). 5 In contrast to some findings in prior work, this attack is very effective in the physical world. The Stop sign is misclassified into our target class of Speed Limit 45 in 100% of the images taken according to our evaluation methodology. The average confidence of the target class is 80.51% with a standard deviation of 10.67%.
For the Right Turn sign, we choose a mask that covers only the arrow since we intend to generate subtle perturbations and we hypothesize that they can only be hidden in this region of the sign. In order to achieve this goal, we increase the regularization parameter λ in equation (9) to guarantee small magnitude of perturbations. See Figure 4 for the result of applying the perturbations and printing the image. Table III shows the results of our experiments.
Our attack reports a 100% success rate for misclassification with 66.67% of the images classified as a Stop sign and 33.7% of the images classified as an Added Lane sign. It is interesting to note that in only 1 of the test cases was the Turn Right in the top two classes. In most other cases, a different warning sign was present. We hypothesize that given the similar appearance of warning signs, small perturbations are sufficient to confuse the classifier. In future work, we plan to explore this hypothesis with targeted classification attacks on other warning signs.
B. Sticker Attacks
Next, we demonstrate how an attacker can generate perturbations that are easier to apply on a real-world sign in the form of a sticker by constraining the modifications to a region resembling graffiti or art. The steps for this type of attack are:
Step 1. The attacker generates the perturbations digitally by using RP 2 just as in Section VI-A.
Step 2. The attacker prints out the Stop sign in its original size on a poster printer and cuts out the regions that the perturbations occupy. 5 We envision that future work conduct a set of user studies to determine whether observer suspicion is raised when they see such road signs.
Step 3. The attacker applies the cutouts to the sign by using the remainder of the printed sign as a stencil.
Figures 5 and 6 show the result of the above steps for two types of perturbations. We achieve a 66.67% misclassification rate into our target class for the graffiti sticker attack and a 100% targeted misclassification rate for the abstract art sticker attack.
1) Camouflage Graffiti Attack:
Following the process outlined above, we generate perturbations in the shape of the text "LOVE HATE" and physically apply them on a real Stop sign ( Figure 5 ). Table II shows the results of this experiment. This attack succeeds in causing 73.33% of the images to be misclassified. Of the misclassified images, only one image was classified as a Yield sign rather than a Speed Limit 45 sign, thus resulting in a 66.67% targeted misclassification success rate with an average confidence of 47.9% and a standard deviation of 18.4%. For a baseline comparison, we took pictures of the Stop sign under the same conditions without any sticker perturbation. The classifier correctly labels the clean sign as a Stop for all of the images with an average confidence of 96.8% and a standard deviation of 3%.
2) Camouflage Abstract Art Attack: Finally, we execute a sticker attack that applies the perturbations resembling abstract art physically to a real-world sign. While executing this particular attack, we noticed that after a resize operation, the perturbation regions were shortened in width at higher angles. This possibly occurs in other attacks as well, but it has a more pronounced effect here because the perturbations are physically smaller on average than the other types. We compensated for this issue by increasing the width of the perturbations physically. In this final test, we achieve a 100% misclassification rate into our target class, with an average confidence for the target of 62.4% and standard deviation of 14.7% (See Figure 6 for an example image).
As future work, we envision adding and evaluating a perturbation-size compensation step to our attack generation pipeline.
VII. CONCLUSION
In this paper, we introduced Robust Physical Perturbations (RP 2 ), an algorithm that generates robust, physically realizable adversarial perturbations. Previous algorithms assume that the inputs of DNNs can be modified digitally to achieve misclassification, but such an assumption is infeasible, as an attacker with control over DNN inputs can simply replace it with an input of his choice. Therefore, adversarial attack algorithms must apply perturbations physically, and in doing so, need to account for new challenges such as a changing viewpoint due to distances, camera angles, different lighting conditions, and occlusion of the sign. Furthermore, fabrication of a perturbation introduces a new source of error due to a limited color gamut in printers.
We use RP 2 to create two types of perturbations: subtle perturbations, which are small, undetectable changes to the entire sign, and camouflage perturbations, which are visible perturbations in the shape of graffiti or art. When the Stop sign was overlayed with a print out, subtle perturbations fooled the classifier 100% of the time under different physical conditions. When only the perturbations were added to the sign, the classifier was fooled by camouflage graffiti and art perturbations 66.7% and 100% of the time respectively under different physical conditions. Finally, when an untargeted posterprinted camouflage perturbation was overlayed on a Right Turn sign, the classifier was fooled 100% of the time. In future work, we plan to test our algorithm further by varying some of the other conditions we did not consider in this paper, such as sign occlusion. and the National Science Foundation under Grant No. TWC-1409915.
