A numerical semigroup is a submonoid of N with finite complement in N. A generalized numerical semigroup is a submonoid of N d with finite complement in N d . In the context of numerical semigroups, Wilf's conjecture is a long standing open problem whose study has led to new mathematics and new ways of thinking about monoids. A natural extension of Wilf's conjecture, to the class of C-semigroups, was proposed by García-García, Marín-Aragón, and Vigneron-Tenorio. In this paper, we propose a different generalization of Wilf's conjecture, to the setting of generalized numerical semigroups, and prove the conjecture for several large families including the irreducible, symmetric, and monomial case. We also discuss the relationship of our conjecture to the extension proposed by García-García, Marín-Aragón, and Vigneron-Tenorio.
Introduction
Let S be a submonoid of N. The hole set of S is defined as H(S) = N \ S. If H(S) is a finite set then S is called a numerical semigroup. Every numerical semigroup S admits a unique, minimal, finite set of generators G(S). Thus, there is a unique finite set G(S) such that every element of S is an N-linear combination of elements in G(S) while no proper subset of G(S) has the same property. Well-known invariants of a numerical semigroup S are e(S) = |G(S)|, F (S) = max{k | k ∈ H(S)}, and n(S) = |{s ∈ S | s < F (S)}|. For relationships between these and other invariants of numerical semigroups see [16] . An intriguing matter of study concerns the conjectured inequality e(S)n(S) ≥ F (S) + 1. This inequality is known as Wilf 's conjecture because of its first appearance in [20] . While Wilf's conjecture has been proved for several classes of numerical semigroups (see for instance [7, 8, 14, 18] ), it is still open in general. The survey [5] is a good reference for the state of the art on this long standing open problem.
A monoid S ⊆ N d is called a generalized numerical semigroup (GNS) if the hole set H(S) = N d \ S is finite. As in the case where d = 1, a generalized numerical semigroup, S, has a unique, minimal, finite set of generators, G(S) and we let e(S) = |G(S)|. Additional properties and features of generalized numerical semigroups are provided in [3, 4, 9] . A problem posed in [9] was to formulate extensions of Wilf's conjecture to the setting of generalized numerical semigroups. A first possible extension was given in [11] for a larger class of semigroups called C-semigroups. Their extension is quite natural and has the additional feature of depending on a monomial order. We propose an alternate generalization of Wilf's conjecture to to the setting of generalized numerical semigroups. Suppose x, y ∈ N d with x = (x (1) , . . . , x (d) ) and y = (y (1) , . . . , y (d) ). There is a natural partial order, ≤ on N d , by setting x ≤ y if and only if x (i) ≤ y (i) for all i = 1, . . . , d. Using this partial order, define n(S) = |{x ∈ S | x ≤ h for some h ∈ H(S)}| and c(S) = |{x ∈ N d | x ≤ h for some h ∈ H(S)}|. With this notation in place, we propose the following generalization of Wilf's conjecture to the setting of generalized numerical semigroups:
Generalized Wilf Conjecture. If S ⊂ N d is a GNS then e(S)n(S) ≥ dc(S).
This paper is concerned with motivating the above conjecture, proving it for several large classes of generalized numerical semigroups, and contrasting it with the extension of Wilf's conjecture proposed in [11] . Throughout this paper we will refer to the above conjecture as the Generalized Wilf Conjecture.
In Section 1 we recall the most important properties about irreducible generalized numerical semigroups, a class studied in [4] . Furthermore, we explain why the Generalized Wilf Conjecture can be considered as a generalization of Wilf's conjecture. In Section 2 we introduce an operation called thickening and in Section 3 we use this operation to prove that irreducible generalized numerical semigroups satisfy the proposed conjecture. In Section 4 we consider the class of monomial semigroups, i.e. semigroups satisfying the statistic n(S) = 1, and we show that elements in this class also satisfy the Generalized Wilf Conjecture. In Section 5 we compare our proposed extension of Wilf's conjecture with the one given in [11] . The last two sections are devoted to providing additional computational evidence for the Generalized Wilf Conjecture and concluding remarks.
Frobenius, irreducible, and symmetric semigroups and the Generalized Wilf Conjecture
In this section, we discuss Frobenius and irreducible generalized numerical semigroups as introduced in [4] . We motivate our statement of the Generalized Wilf Conjecture by considering how Wilf's conjecture can be extended to Frobenius semigroups, and we prove the Generalized Wilf Conjecture for a certain class of Frobenius semigroups. We also fix the basic notation and vocabulary that will be used throughout the paper.
Throughout the paper, S refers to a generalized numerical semigroup. The set of pseudo-Frobenius elements of S is P F (S) = {h ∈ H(S) | h + S ⊂ S} while the set of special gaps is EH(S) = {h ∈ P F (S) | 2h ∈ S}. S is called irreducible if it is not possible to express S as the intersection of two larger generalized numerical semigroups. We have the following theorems.
, Theorem 2.9). Let S ⊆ N d be a GNS. Then the following statements are equivalent:
(1) |P F (S)| = 1.
(2) P F (S) = {f} and f has at least one odd component. 
Recall that S ⊂ N d has a unique finite set of minimal generators (see [3] ). We will use the following notation throughout the paper:
Consider the map:
It is elementary to show that Ψ h is well defined and injective. As a consequence, |N (h)| ≤ |H(h)| ≤ |H(S)|.
This implies that n(S) = |N (S)| = |H(S)|. Since e(S) ≥ 2d by [11, Theorem 11] , we have e(S)n(S) ≥ 2d|H(S)| = d(f (1) + 1) · · · (f (d) + 1) (by Theorem 1.5).
Let S be a symmetric numerical semigroup with Frobenius number F (S), then by Proposition 1.7 with d = 1, S satisfies e(S)n(S) ≥ F (S) + 1. This inequality is known as Wilf's conjecture and has been shown to be satisfied by several classes of numerical semigroups. In general, the conjecture is wide open and is one of the long standing open problems in the study of numerical semigroups. The proposition above suggests a straightforward generalization for the Wilf conjecture for Frobenius generalized numerical semigroups. Observe that, if S ⊆ N d is a GNS and h ∈ H(S) then
The key idea in the previous conjecture is to substitute the value F (S) + 1, for numerical semigroups, with the cardinality of the set C(f) in the case of Frobenius generalized numerical semigroups (S, f), for which there exists a unique Frobenius element. However there are more general situations and F (S) + 1 may be replaced in a different way. Note that if the GNS is a (S, f) Frobenius GNS then
|C(S)| is known as the conductor if S is a numerical semigroup. Proof. Trivial. Example 1.10. In Figure 1 ), we consider the generalized numerical semigroup S = N 2 \ {(0, 1), (1, 0), (1, 1), (1, 2) , (1, 3) , (1, 4) , (2, 1), (3, 0), (3, 2)}.
The minimal system of generators of S is the set G(S) = {(2, 0), (5, 0), (0, 2), (0, 3), (1, 5) , (1, 6) , (3, 1), (4, 1)}.
The holes of S, marked black in Figure 1 If we let c(S), for generalized numerical semigroups, play the role of F (S)+1 in numerical semigroups, we can extend Conjecture 1.8 to arbitrary generalized numerical semigroups as follows.
Remark 1.11. The Generalized Wilf Conjecture can also be stated for the class of C-semigroups considered in [11] . For readability (and to aid intuition) we save discussion of this for a future paper.
Multiplicity and thickenings
A crucial concept for numerical semigroups is multiplicity. There is a natural way to define this notion for generalized numerical semigroups which we will use to verify the Generalized Wilf Conjecture for large classes of generalized numerical semigroups. Now suppose that T ⊂ N d satisfies that every x ∈ N d can be written as x = s + t for some s ∈ S and t ∈ T . Suppose that m ∈ M (S). Then m = s + t for some s ∈ S, t ∈ T . Since the only element of S less than m is 0, we have m = 0 + t = t. Thus M (S) ⊆ T . Remark 2.3. Even when S has infinitely many holes, the set of fundamental holes is finite (see [12] ). From an algebraic perspective this is explained by the fact that the integral closure of a ring is module finite over the ring. Proof. Let ≺ be any total order on N d which refines the natural partial order. Define a map ψ ≺ : N d → M (S)×S as follows: for x ∈ N d , select s = max ≺ {t ∈ S | t ≤ x}. As in the proof of Lemma 2.2, x − s ∈ M (S). Since ≺ is a total order, the decomposition x = s + (x − s) chosen in this way is unique. Define ψ ≺ (x) = (x − s, s). Clearly this is a well-defined injection.
We observe that c(S) = |C(S)|, m(S) = |M (S)|, and |S ∩ C(S)| = n(S), which concludes the proof. In the following, S * denotes S \ 0. Definition 2.6. Write e 1 , . . . , e d+1 for the standard semigroup generators of N d+1 and consider the semigroup isomorphic to N d inside N d+1 generated by {e 1 , . . . , e d+1 } \ e i for some i. By abuse of notation we refer to the latter
where M (S) * is the set of fundamental holes of S.
Proof. We first show that any x ∈ T k (S, i) can be written in terms of the prescribed generators. First, if x ∈ je i + S for some 0 ≤ j ≤ k, then clearly x is the sum of je i and some number of elements of G(S). Now suppose x = (k +1)e i +n for some n ∈ N d+1 . By Lemma 2.2, there is some m ∈ M (S), s ∈ S so that n = m + s. Hence x can be written as a sum of (k + 1)e i , m, and some number of generators of S. For minimality, clearly e i and G(S) cannot be removed from the generating set. If any element of (k + 1)e i + M (S) * is removed from the generating set, then Lemma 2.2 guarantees that all of (k + 1)e i + N d+1 will not be generated. Proposition 2.10. If S satisfies the Generalized Wilf Conjecture (dc(S) ≤ n(S)e(S)) then so does T k (S, i). Moreover, if S has minimal multiplicity and satisfies dc(S) = n(S)e(S), then (d + 1)c(T k (S, i)) = n(T k (S, i))e(T k (S, i)).
Proof. By Corollary 2.9, (d + 1)c(T k (S, i)) = (k + 1)(dc(S) + c(S)) and n(T k (S, i))e(T k (S, i)) = (k + 1)n(S)(e(S) + m(S)). Thus it suffices to show that dc(S) + c(S) ≤ n(S)e(S) + n(S)m(S), with equality if dc(S) = n(S)e(S) and c(S) = n(S)m(S). This follows from Lemma 2.4 and our assumption that S satisfies dc(S) ≤ n(S)e(S).
Remark 2.11. By Proposition 2.10, it suffices to prove the Generalized Wilf Conjecture for semigroups which are not of the form T k (S, i) for a semigroup S of strictly smaller dimension.
Thickening is a process that can be iterated any number of times. We use the following notation.
Definition 2.12. Let S ⊂ N d be a GNS and suppose N d is embedded in N d+t = Span N {e 1 , . . . , e d+t } along the axes e i 1 , . . . , e i d and put {e j 1 , . . . , e jt } = {e 1 , . . . , e d+t } \ {e i 1 , . . . , e i d }. Consider the iterative sequence of thicken-
Remark 2.13. In the sequence S 1 , . . . , S t constructed in Definition 2.12, order does not matter. Thus, once the axis directions j 1 , . . . , j t are chosen, there is a unique way to iteratively thicken S along these axis directions.
Applying Proposition 2.10 repeatedly, we see that if S is a semigroup which satisfies the Generalized Wilf Conjecture, then T k 1 ,...,kt (S, e j 1 , . . . , e jt ) also satisfies the Generalized Wilf Conjecture. We now consider a special case of iterative thickening; this is the case when k = 0 for each step.
Let A be a subset of N d , denote by Span R (A) the R-vector subspace of R d spanned by the elements of A. Recall that a vector subspace of R d is a coordinate linear space if it is spanned by a subset of the standard basis {e 1 , e 2 , . . . , e d }. The results in the second part of this section are inspired by the following proposition. We will use the following notation:
. . , d} \ Axes(S) and put e j = e i j for j = 1, . . . , r. By abuse of notation we write N r for the sub-monoid of N d generated by e 1 , . . . , e r .
Lemma 2.17. The following are equivalent:
. , e ir } and Axes(S) = {j 1 , . . . , j d−r }. Then S ∈ S (r) g,r and S = S ∪ (e j 1 + N r+1 ) ∪ (e j 2 + N r+2 ) ∪ · · · ∪ (e j d−r + N d ) = T 0 (S, Axes(S)).
(2)⇒(1):
Example 2.18. Let S = N 5 \ {(0, 0, 0, 1, 0), (0, 0, 0, 2, 0), (0, 1, 0, 0, 0), (0, 1, 0, 3, 0)}.
The set of minimal generators of S is G(S) = {(1, 0, 0, 0, 0), (0, 0, 1, 0, 0), (0, 0, 0, 0, 1), (1, 0, 0, 1, 0), (0, 1, 0, 1, 0), (0, 0, 1, 1, 0), (0, 0, 0, 1, 1), (0, 0, 0, 3, 0), (1, 0, 0, 2, 0), (0, 1, 0, 2, 0), (0, 0, 1, 2, 0), (0, 0, 0, 2, 1), (0, 0, 0, 5, 0), (0, 0, 0, 4, 0), (1, 1, 0, 0, 0), (0, 1, 1, 0, 0), (0, 1, 0, 0, 1), (0, 2, 0, 0, 0), (0, 2, 0, 1, 0), (0, 3, 0, 0, 0)}. Furthermore e(S) = 20 and g(S) = 4. In this case Axes(S) = {1, 3, 5} and i 1 = 2, i 2 = 4. With the previous construction we 
Observe that a and b generate a numerical semigroup in the i-th axis. We distinguish two cases: 1) a = 2. In such a case H( 2, b ) = {1, 3, 5, . . . , b − 2} and by a simple argument we see that H(S) is the set:
Moreover S is a Frobenius GNS with Frobenius element f = (b − 2)e i + j =i (h (j) − 1)e j and genus g(S) = b−1 2 j =i h (j) . By Theorem 1.5, S is symmetric.
2) a > 2. In such a case we show that S is not a Frobenius GNS, so it is not irreducible. This will prove the claim of this lemma. Let F = ab − a − b be the Frobenius number of a, b and consider the element h = F e i + j =i (h (j) − 1)e j . We show that h is a maximal element in H(S) with respect to the natural partial order in N d . First we prove that h ∈ H(S). If not, h ∈ A and since h − (e i + h (j) e j ) / ∈ N d for all j ∈ {1, . . . , d} \ {i}, then h = λ 1 ae i + λ 2 be i + j =i µ j e j , with λ 1 , λ 2 , µ j ∈ N. But this implies F = λ 1 a + λ 2 b that is a contradiction. So h ∈ H(S), in order to prove that it is a maximal hole it suffices to prove that h + e k ∈ S for all k ∈ {1, . . . , d}. It is obvious that h + e i ∈ S. So let k = i, then For the claim and the proof of the following Lemma we use the same notation of the previous section. (1) If S is symmetric then S is symmetric.
(2) If S is pesudo-symmetric then S is pseudo-symmetric.
Proof. Let {1, 2, . . . , d} \ Axes(S) = {i 1 , i 2 , . . . , i r }. Suppose S is symmetric or pseudo-symmetric and let f = (f (1) , . . . , f (d) ) be the Frobenius element of S.
. . , f (ir) ) is the Frobenius element of S. So both the statements follow easily from Theorem 1.5 and the fact that g(S) = g(S). Proof. The first statement is quite easy, considering that a vector space of dimension r is spanned by exactly r independent vectors. To prove the second statement, suppose that (S, f ) is a pseudo-symmetric GNS. Then f /2, f ∈ H(S), so S must have at least d + 1 holes to have d linearly independent holes. It follows that if g(S) = d then S is not pseudo-symmetric. Proof. Let g = g(S). We know that S has Frobenius element f = (f (1) , . . . , f (d) ) and, by Theorem 1.5 (2), we have 2g − 1 = (f (1) + 1) · · · (f (d) + 1) = c(S). So it suffices to prove that e(S)n(S) ≥ d(2g − 1). If S is pseudosymmetric then, by the map Ψ f , g − 1 = |H(f)| − 1 = |N (f)| = n(S). Furthermore e(S) ≥ 2d + 1 by Lemma 3.1. So e(S)n(S) ≥ (2d
g,d , then by Lemma 3.4 we have that S is not pseudo-symmetric, a contradiction. If r < d then we can consider S ∈ S (r) g,r and by Lemma 3.3 it is pseudo symmetric. Moreover g(S) ≥ r hence by a similar argument we have that S satisfies the Generalized Wilf Conjecture. By Corollary 2.19 the same holds for S.
Combining the previous theorem with Proposition 1.7 we can state the following general result: Theorem 3.6. Let S ⊆ N d be an irreducible GNS. Then S satisfies the Generalized Wilf Conjecture.
Monomial Semigroups
In this section we prove that generalized numerical semigroups satisfying n(S) = 1 satisfy the Generalized Wilf Conjecture. We do this by exploiting a connection between generalized numerical semigroups with n(S) = 1 and monomial ideals. We assume some familiarity with commutative algebra. Throughout this section, if α α α = (α (1) , . . . , α (d) ) ∈ N d , then x α α α means (1) S is a generalized numerical semigroup with n(S) = 1.
(2) S * consists of the exponent vectors of the monomials in a zerodimensional monomial ideal I ⊂ k[x 1 , . . . , x d ] (where k is any field).
Proof. (1)⇒(2): In the polynomial ring k[x 1 , . . . , x d ], consider the ideal I = x α α α | α α α ∈ S * . We claim that if x β β β is a monomial and x β β β ∈ I, then β β β ∈ S * . To see this, notice that x β β β ∈ I means x α α α | x β β β for some α α α ∈ S * . In other words α α α ≤ β β β in the natural partial order. If β β β / ∈ S * then n(S) ≥ 2 since α α α would contribute to the set N (S) = {s ∈ S : s ≤ h for some h ∈ H(S)} whose cardinality is n(S). Hence β β β ∈ S * . It follows that S * is exactly the set of the exponent vectors of the monomials in the ideal I. Since N d \ S * is finite, I is zero-dimensional. In view of Proposition 4.3, we make the following definition. Proof. It is well-known that a minimal generating set for S is provided by S * \ (S * + S * ). We can identify S * with the monomials in I and S * + S * with the monomials in I 2 . It follows that S * \ (S * + S * ) can be identified with the monomials in I but not in (1, 4) , (1, 5) , (1, 6) , (2, 2), (2, 3), (2, 4) , (2, 5) , (3, 1) , (3, 2) , (3, 3) , (3, 4) , (4, 1), (4, 2), (4, 3), (5, 1), (5, 2), (6, 1)}; these are the exponent vectors of monomials in I but not in I 2 . Figure 2 provides a graphical view of this GNS -black points are the holes of the GNS, while the red points are the minimal generators. y) ). So we can rewrite (3), hence also (2), as:
We prove (4) in Lemma 4.8, completing the induction and the proof. Let m be a monomial in R/I, which we view as a monomial in R without the y variable. Since I 2 : y has finite colength, y k m ∈ (I 2 : y) for all k ≫ 0. Let t = min{k : y k m ∈ (I 2 : y)}. We claim that y t−1 m ∈ (I : y) 2 , as follows. Since y t m ∈ (I 2 : y) = I(I : y), y t m = ab where a ∈ I and b ∈ (I : y). Suppose y ∤ a. Then y t | b, so b = y t b ′ and m = ab ′ ∈ I, a contradiction since m / ∈ I. Hence y|a so a = ya ′ for some a ′ ∈ (I : y). Thus y t−1 m = a ′ b ∈ (I : y) 2 . Now we define the map φ : R/I → (I : y) 2 /(I 2 : y). Given m ∈ R/I (regarded as a monomial in R not including the variable y), let φ(m) = y t−1 m, where t is the smallest integer such that y t m ∈ (I 2 : y). By the above argument, φ(m) ∈ (I : y) 2 but not in (I 2 : y). The map φ is clearly injective, so we are done. Remark 4.9. There is a geometric interpretation of the inequality dℓ(R/I) ≤ ℓ(I/I 2 ) if I is a zero-dimensional monomial ideal which is the initial ideal of a radical ideal. Suppose that p 1 , . . . , p n ∈ A d are distinct points in affine d-space with corresponding ideals m 1 , · · · , m n , and put I = m 1 ∩ · · · ∩ m n . We claim that dℓ(R/I) = ℓ(I/I 2 ). Since ℓ(R/I) = n (the number of points), it suffices to show that ℓ(I/I 2 ) = nd. Since I/I 2 has finite length, we have (1) S is ordinary.
(2) S is a monomial semigroup and its corresponding ideal is a complete intersection. Proof. This is immediate from Propositions 4.3 and 4.10.
The following example illustrates the equality dc(S) = e(S) satisfied by ordinary generalized numerical semigroups. ((2, 3) ). These are displayed as the red dots in Figure 3 . (Notice that these red dots correspond to the exponent vectors of monomials in I but not in I 2 , where I = x 3 , y 4 .) The holes of S are marked in black (they are all the elements of C ((2, 3) ) except for (0, 0)), while all points which are red or not marked belong to S. 
Comparison with a different extension of Wilf's conjecture
In [11] another generalization of Wilf's conjecture is given. That generalization involves a larger class of affine semigroups, called C-semigroups. We will only consider the work of [11] in the case of generalized numerical semigroups. We will need some additional notation from [11] (and also [9] ). Let ≺ be a monomial order satisfying that every monomial is preceded only by a finite number of monomials. The maximum of H(S) with respect to ≺ is the Frobenius element of S, denoted by F b(S). By convention, F b(N d ) is the vector (−1, . . . , −1) with d coordinates. Denote by n ≺ (S) the cardinality of the finite set {x ∈ S | x ≺ F b(S)}. The Frobenius number of S is defined as n ≺ (S) + g(S) and denoted by N (F b(S)).
Conjecture 5.1 (Extended Wilf Conjecture, [11] , Conjecture 14) . Let S ⊆ N d be a GNS. Then n ≺ (S)e(S) ≥ N (F b(S)) + 1, for every monomial order ≺ satisfying that every monomial is preceded only by a finite number of monomials.
We would like to compare the Generalized Wilf Conjecture and the Extended Wilf Conjecture 5.1. First of all, we can remark that the Generalized Wilf Conjecture does not depend on the choice of a monomial order. In order to provide a simple link between the two conjectures, we recall the following property, stated in [4] in a more general case: In [11] other classes of generalized numerical semigroups are given for which the Extended Wilf Conjecture 5.1 is satisfied. Now we study the behaviour of those classes with respect to the Generalized Wilf Conjecture. The first class ( [11] , Lemma 15) provides another example, different from ordinary GNS, in which the Generalized Wilf Conjecture holds as an equality: Proposition 5.4. Let h > 1 be a positive integer, i ∈ {1, 2, . . . , d}, k ∈ {1, 2, . . . , d} \ {i}. Consider the GNS S ⊆ N d generated by: For the third class ( [11] , Lemma 17) we prove the following more general result Proposition 5.6. Let Q ⊆ N be a numerical semigroup satisfying Wilf 's conjecture, j ∈ {1, 2, . . . , d} and a set
. . , d} \ {j}} is a GNS and it satisfies the Generalized Wilf Conjecture.
Proof. Consider the numerical semigroup Q on the axis j. Observe that S is obtained by the following sequence of thickenings:
Then S satisfies the Generalized Wilf Conjecture by Proposition 2.10.
Some computational tests
The GAP [10] package numericalsgps [6] offers tools to deal with numerical and affine semigroups. In [2] , in particular, some procedures for generalized numerical semigroups are described and these algorithms are implemented in the development version site of the package. Such tools allow to compute all generalized numerical semigroups of a given genus and to test the Generalized Wilf Conjecture for them. Using this technique we verified that the Generalized Wilf Conjecture is satisfied by all generalized numerical semigroups in N 2 up to genus g = 13, and in N 3 up to genus g = 10. Moreover the function RandomAffineSemigroupWithGenusAndDimension allows to produce a random GNS in N d of genus g, so it is possible to make a random test of the Generalized Wilf Conjecture. Considering a random GNS of genus g, from g = 1 up to g = 500 we checked that different random tests give a positive answer for the Generalized Wilf Conjecture in N d from d = 2 to d = 5. We summarize the computational positive answers to the Generalized Wilf Conjecture in the following Considering the number of such semigroups (see [2] and [11] ) the previous test confirms a positive answer to the Generalized Wilf Conjecture for a wide number of generalized numerical semigroups.
Concluding Remarks
If S ⊂ N d is a GNS, it is natural to ask for a measure of the size of n(S)e(S) − dc(S), which the Generalized Wilf Conjecture postulates is nonnegative. Such a measure could expose additional terms either improving the inequality n(S)e(S) ≥ dc(S) or indicating where one could look for a counterexample. We briefly consider this question for the case where n(S) = 1, so S * is the set of exponent vectors of monomials inside a zero-dimensional monomial ideal I ⊂ k[x 1 , . . . , x d ]. Let a 1 , . . . , a d be the smallest integers such that x a i i ∈ I, and put J = x a 1 1 , . . . , x a d d . Suppose that I 2 = JI. In the language of integral closures, this means that J is a reduction of I and the reduction number of I with respect to J is one (see [19, Chapter 8] ). This is a very special situation -in general the ideal J need not even be a reduction of I, let alone with reduction number one. See for instance the recent preprint [13] which bounds the reduction number of monomial ideals in two variables which have J = x a , y b as a minimal reduction. Proof. Consider the set X = {x a i i · m : m / ∈ I}. We first show that X ⊂ I \ I 2 . Suppose for a contradiction that x a i i m ∈ I 2 where m / ∈ I. Since x a i i m ∈ I 2 and I 2 = IJ, it follows that x a i i m = x a j j n for some 1 ≤ j ≤ d and n ∈ I. As m / ∈ I, x a j j ∤ m. Thus the only way the equation can be satisfied is if j = i and m = n, a contradiction since m / ∈ I. So X ⊂ I \ I 2 . We can just as easily see that monomials of the form x a i i m, x a j j n where m, n / ∈ I must be distinct. Hence |X| = dℓ(R/I). Now suppose n is a monomial satisfying n / ∈ X and n ∈ I \ I 2 . Then n = x b i i where 0 ≤ b i ≤ a i − 1. It follows that the exponent vector of n is in the box B = [0, a 1 − 1] × [0, a 2 − 1] × · · · × [0, a d − 1]. By our assumption that I 2 = IJ, every monomial whose exponent vector is in B is not in I 2 . Notice also that any monomial not in I has an exponent vector which is also in B. Hence the number of monomials which are in I \ I 2 but not in X is exactly i a i − ℓ(R/I). This completes the proof. 
