Abstract
Introduction
There are a number of approaches devoted to scene recognition that have been shown to be particulary successful in recognizing outdoor scenes. However, when these approaches are tested on indoor scene categories the results drop dramatically for most common indoor scenes. Fig. 1 shows results of a variety of state of the art scene recognition algorithms applied to a dataset of fifteen scene categories [10, 3, 8] . Common to all the approaches compared in this graph is their lower performance on indoor categories (RAW: 26.5%, Gist: 62.9%, Sift: 61.9%) in comparison with the performance achieved on the outdoor categories (RAW: 32.6%, Gist: 78.1%, Sift: 79.1%). 1 1 Note that the performances differ from the ones reported in [8] . The difference is that here we have cropped all the images to be square and with 256 × 256 pixels. The original dataset has images of different resolutions and aspect ratios that correlate with the categories providing non-visual discriminant cues. There is some previous work devoted to the task of indoor scene recognition (e.g., [15, 16] ), but to the best of our knowledge none of them have dealt with the general problem of recognizing a wide range of indoor scenes categories. We believe that there are two main reasons for the slow progress in this area. The first reason is the lack of a large testbed of indoor scenes in which to train and test different approaches. With this in mind we created a new dataset for indoor scene recognition consisting of 67 scenes (the largest available) covering a wide range of domains including: leisure, working place, home, stores and public spaces scene categories.
The second reason is that in order to improve indoor scene recognition performance we need to develop image representations specifically tailored for this task. The main difficulty is that while most outdoor scenes can be well characterized by global image properties this is not true of all indoor scenes. Some indoor scenes (e.g. corridors) can indeed be characterized by global spatial properties but others (e.g bookstores) are better characterized by the objects they contain. For most indoor scenes there is a wide range of both local and global discriminative information that needs to be leveraged to solve the recognition task.
In this paper we propose a scene recognition model specifically tailored to the task of indoor scene recognition. The main idea is to use image prototypes to define a mapping between images and scene labels that can capture the fact that images containing similar objects must have similar scene labels and that some objects are more important than others in defining a scene's identity.
Our work is related to work on learning distance functions [4, 7, 9] for visual recognition. Both methods learn to combine local or elementary distance functions. The are two main differences between their approach an ours. First, their method learns a weighted combination of elementary distance functions for each training sample by minimizing a ranking objective function. Differently, our method learns a weighted combination of elementary distance functions for a set of prototypes by directly minimizing a classification objective. Second, while they concentrated on object recognition and image retrieval our focus is indoor scene recognition.
This paper makes two contributions, first we provide a unique large and diverse database for indoor scene recognition. This database consists of 67 indoor categories covering a wide range of domains. Second, we introduce a model for indoor scene recognition that learns scene prototypes similar to start-constellation models and that can successfully combine local and global image information.
Indoor database
In this section we describe the dataset of indoor scene categories. Most current papers on scene recognition focus on a reduced set of indoor and outdoor categories. In contrast, our dataset contains a large number of indoor scene categories. The images in the dataset were collected from different sources: online image search tools (Google and Altavista), online photo sharing sites (Flickr) and the LabelMe dataset. Fig. 2 shows the 67 scene categories used in this study. The database contains 15620 images. All images have a minimum resolution of 200 pixels in the smallest axis.
This dataset poses a challenging classification problem. As an illustration of the in-class variability in the dataset, fig. 3 shows average images for some indoor classes. Note that these averages have very few distinctive attributes in comparison with average images for the fifteen scene categories dataset and Caltech 101 [11] . These averages suggest that indoor scene classification might be a hard task.
Scene prototypes and ROIs
We will start by describing our scene model and the set of features used in the rest of the paper to compute similarities between two scenes.
Prototypes and ROI
As discussed in the previous section, indoor scene categories exhibit large amounts of in-class appearance variability. Our goal will be to find a set of prototypes that best describes each class. This notion of scene prototypes has been used in previous works [12, 17] .
In this paper, each scene prototype will be defined by a model similar to a constellation model. The main difference with an object model is that the root node is not allowed to move. The parts (regions of interest, ROI) are allowed to move on a small window and their displacements are independent of each other. Each prototype T k (with k = 1...p) will be composed of m k ROIs that we will denote by t kj . Fig.4 shows an example of a prototype and a set of candidate ROIs. In order to define a set of candidate ROIs for a given prototype, we asked a human annotator to segment the objects contained in it. Annotators segmented prototype images for each scene category resulting in a total of 2000 manually segmented images. We used those segmentations to propose a set of candidate ROIs (we selected 10 for each prototype that occupy at least 1% of the image size).
We will also show results where instead of using human annotators to generate the candidate ROIs, we used a segmentation algorithm. In particular, we produce candidate ROIs from a segmentation obtained using graph-cuts [6] .
Image descriptors
In order to describe the prototypes and the ROIs we will use two sets of features that represent the state of the art on the task of scene recognition.
We will have one descriptor that will represent the root node of the prototype image (T k ) globally. For this we will use the Gist descriptor using the code available online [10] . This results in a vector of 384 dimensions describing the entire image. Comparison between two Gist descriptors is computed using Euclidean distance. To represent each ROI we will use a spatial pyramid of visual words. The visual words are obtained as in [14] : we create vector quantized Sift descriptors by applying Kmeans to a random subset of images (following [8] we used 200 clusters, i.e. visual words). Fig. 4 .b shows the visual words (the color of each pixel represents the visual word to which it was assigned). Each ROI is decomposed into a 2x2 grid and histograms of visual words are computed for each window [8, 1, 13] . Distances between two regions are computed using histogram intersection as in [8] .
Histograms of visual words can be computed efficiently using integral images, this results in an algorithm whose computational cost is independent of window size. The detection a ROI on a new image is performed by searching around a small spatial window and also across a few scale changes (Fig. 4.c) . We assume that if two images are similar their respective ROIs will be roughly aligned (i.e. in similar spatial locations). Therefore, we only need to perform the search around a small window relative to the original location. Fig. 5 shows three ROIs and its detections on new images. For each ROI, the figure shows best and worst matches in the dataset. The figure illustrates the variety of ROIs that we will consider: some correspond to well defined objects (e.g., bed, lamp), regions (e.g., floor, wall with paintings) or less distinctive local features (e.g., a column, a floor tile). The next section will describe the learning algorithm used to select the most informative prototypes and ROIs for each scene category.
Model

Model Formulation
In scene classification our goal is to learn a mapping from images x to scene labels y. For simplicity, in this section we assume a binary classification setting. That is, each y i ∈ {1, −1} is a binary label indicating whether an image belongs to a given scene category or not. To model the multiclass case we use the standard approach of training oneversus-all classifiers for each scene; at test, we predict the scene label for which the corresponding classifier is most confident. However, we would like to note that our model can be easily adapted to an explicit multiclass training strategy.
As a form of supervision we are given a training set D = {(x 1 , y 1 ), (x 2 , y 2 ) . . . (x n , y n )} of n pairs of labeled images and a set S = {T 1 , T 2 . . . , T p } of p segmented images which we call prototypes. Each prototype T k = {t 1 , t 2 , . . . , t m k } has been segmented into m k ROIs by a human annotator. Each ROI corresponds to some object in the scene, but we do not know their labels. Our goal is to use D and S to learn a mapping h : X → R. For binary classification, we would take the prediction of an image x to be sign(h(x)); in the multiclass setting, we will use directly h(x) to compare it against other class predictions.
As in most supervised learning settings choosing an appropriate mapping h : X → R becomes critical. In particular, for the scene classification problem we would like to learn a mapping that can capture the fact that images containing similar objects must have similar scene labels and that some objects are more important than others in defining a scene's identity. For example, we would like to learn that an image of a library must contain books and shelves but might or might not contain tables.
In order to define a useful mapping that can capture the essence of a scene we are going to use S. More specifically, for each prototype T k we define a set of features functions:
Each of these features represents the distance between a prototype ROI t kj and its most similar segment in x (see section 3 for more details of how these features are computed). For some scene categories global image information can be very important, for this reason we will also include a global feature g k (x) which is computed as the L2 norm between the Gist representation of image x and the Gist representation of prototype k. We can then combine all these feature functions to define a global mapping:
In the above formulation β and λ are the two parameter sets of our model. Intuitively, each β k represents how relevant the similarity to a prototype k is for predicting the scene label. Similarly, each λ kj captures the importance of a particular ROI inside a given prototype. We can now use the mapping h to define the standard regularized classification objective:
The left term of equation 3 measures the error that the classifier incurs on training examples D in terms of a loss function l. In this paper we use the hinge loss, given by l(h(x), y) = max(0, 1 − yh(x)) but other losses such as logistic loss could be used instead. The right hand terms of Equation 3 are regularization terms and the constants C b and C l dictate the amount of regularization in the model.
Finally, we introduce non-negativity constraints on the λ. Since each f kj is a distance between image ROIs, these constraints ensure that their linear combination is also a global distance between a prototype and an image. This eases the interpretability of the results. Note that this global distance is used to induce a similarity measure in the classifier h.
Learning
In this section we describe how to estimate the model parameters {β * , λ * } = argmin β,λ≥0 L(β, λ) from a training set D. The result of the learning stage will be the selection of the relevant prototypes for each class and the ROI that should be used for each prototype.
We use an alternating optimization strategy, which consists of a series of iterations that optimize one set of parameters given fixed values for the others. Initially the parameters are set to random values, and the process iterates between fixing β and minimizing L with respect to λ and fixing λ and minimizing L with respect to β.
We use a gradient-based method for each optimization step. Since our objective is non-differentiable because of the hinge loss, we use a sub-gradient of the objective, which we compute as follows:
Given parameter values, let ∆ be the set of indices of examples in D that attain non-zero loss. Also, to simplify notation assume that parameter λ k0 and feature f k0 correspond to λ kG and g k respectively. The subgradient with respect to β is given by:
and the subgradient with respect to λ is given by:
To enforce the non-negativity constraints on the λ we combine sub-gradient steps with projections to the positive octant. In practice we observed that this is a simple and efficient method to solve the constrained optimization step.
Experiments
In this section we present experiments for indoor scene recognition performed on the dataset described in section 2. We show that the model and representation proposed in this paper give significant improvement over a state of the art model for this task. We also perform experiments using different versions of our model and compare manual segmentations to segmentations obtained by running a segmentation algorithm.
In all cases the performance metric is the standard average multiclass prediction accuracy. This is calculated as the mean over the diagonal values of the confusion matrix. An advantage of this metric with respect to plain multiclass accuracy is that it is less sensitive to unbalanced distributions of classes. For all experiments we trained a one versus all classifier for each of the 67 scenes and combined their scores into a single prediction by taking the scene label with maximum confidence score. Other approaches are possible for combining the predictions of the different classifiers.
We start by describing the four different variations of our model that were tested on these experiments. In a first setting we used the ROIs obtained from the manually annotated images and restricted the model to use local information only by removing the g k (x) features (ROI Annotation). In a a second setting we allowed the model to use both local and global features (ROI+Gist Annotation). In a third setting we utilized the ROIs obtained by running a segmentation algorithm and restricted the model to use local information only (ROI Segmentation). Finally, in the fourth setting we used the ROIs obtained from the automatic segmentation but allowed the model to exploit both local and global features (ROI+Gist Segmentation). All these models were trained with 331 prototypes.
We also compared our approach with a state of the art model for this task. For this we trained an SVM with a Gist representation and an RBF kernel (Gist SVM). In principle other features could have been used for this baseline but as it was shown in Fig. 1 Gist is one of the most competitive representations for this task.
To train all the models we used 80 images of each class for training and 20 images for testing. To train a one versus all classifier for category d we sample n positive examples and 3n negative examples. Figure 6 shows the average multiclass accuracy for the five models: Gist SVM, ROI Segmentation, ROI Annotation, ROI+Gist Segmentation and ROI+Gist Annotation.
Results
As we can see from this figure combining local and global information leads to better performance. This suggests that both local and global information are useful for the indoor scene recognition task. Notice also that using automatic segmentations instead of manual segmentations causes only a small drop in performance. Figure 7 shows the sorted accuracies for each class for the ROI+Gist-Segmentation model. Interestingly, five of the categories (greenhouse, computer-room, inside-bus, corridor and pool-inside) for which we observed some global regularity (see 3) are ranked among the top half best performing categories. But among this top half we also find four categories (buffet, bathroom, concert hall, kitchen) for which we observed no global regularity. Figure 8 shows ranked images for a random subset of scene categories for the ROI+Gist Segmentation model. Figure 9 shows the top and bottom prototypes selected for a subset of the categories. We can see from these results that the model leverages both global and local information at different scales.
One question that we might ask is: how is the performance of the proposed model affected by the number of prototypes used? To answer this question we tested the performance of a version of our model that used global information only for different number of prototypes (1 to 200). We observed a logarithmic growth of the average precision as a function of the number of prototypes. This means that by allowing the model to exploit more prototypes we might be able to further improve the performance.
In summary, we have shown the importance of combining both local and global image information for indoor scene recognition. The model that we proposed leverages both and it can outperform a state of the art classifier for task. In addition, our results let us conclude that using automatic segmentations is similar to using manual segmentations and thus our model can be trained with a minimum amount of supervision.
Conclusion
We have shown that the algorithms that constitute the actual state of the art algorithms on the 15 scene categorization task [10, 3, 8] perform very poorly at the indoor recognition task. Indoor scene categorization represents a very challenging task due to the large variability across different exemplars within each class. This is not the case with many outdoor scene categories (e.g., beach, street, plaza, parking lot, field, etc.) which are easier to discriminate and several image descriptors have been shown to perform very well at that task. Outdoor scene recognition, despite being a challenging task has reached a degree of maturity that has allowed the emergence of several applications in computer vision (e.g. [16] ) and computer graphics (e.g. [5] ). However, most of those works have avoided dealing with indoor scenes as performances generally drop dramatically.
The goal of this paper is to attract attention to the computer vision community working on scene recognition to this important class of scenes for which current algorithms seem to perform poorly. In this paper we have proposed a representation able to outperform representations that are the current state of the art on scene categorization. However, the performances presented in this paper are close to the performance of the first attempts on Caltech 101 [2] . The first three columns correspond to the highest confidence scores. The next five columns show 5 images from the test set sampled so that they are at equal distance from each other in the ranking provided by the classifier. The goal is to show which images/classes are near and far away from the decision boundary.
