Abstract. This paper treats the spatial motion of a deformable nonlinearly viscoelastic rod carrying a heavy rigid body. The ratio of the inertia of the rod to that of the attached rigid body is characterized by a small parameter ε. The boundary conditions on the rod where it is attached to the rigid body are the ordinary differential equations of motion for the rigid body subject to the contact loads exerted on the rigid body by the rod. The entire system is thus governed by a quasilinear parabolic-hyperbolic system of partial differential equations coupled to the ordinary differential equations for the rigid body, with ε appearing in the coefficients of the acceleration terms of the rod. This paper gives a rigorous asymptotic expansion of the solutions of initial-boundary-value problems for this system, consisting of a regular expansion and an initial-layer expansion. The leading term of the regular expansion satisfies the reduced problem, obtained by setting ε = 0 in the governing equations. The reduced problem is governed by a curious set of quasilinear functional-differential equations, the solutions of which exhibit a rich and interesting behavior. (In the absence of dissipation, which is needed for the justification of the asymptotic expansion, the leading term of the regular expansion satisfies a steady-state problem parametrized by time, which enters through the boundary conditions.) The remaining terms of the regular expansion satisfy linear problems. The leading term of the initial-layer expansion satisfies a quasilinear parabolic system, and the remaining terms satisfy linear parabolic systems. Thus the asymptotic expansion leads to greatly simplified equations. The regular and initial-layer corrections to the Principle is not applicable to our parabolic systems. Even for such scalar problems, the Faedo-Galerkin method as used here is far simpler and more efficient.) The main focus of this paper is on the derivation of these estimates.
solution of the reduced problem show that it exhibits the main features of the solution to the whole system.
The justification of the asymptotic expansion consists in estimating the error. For this purpose, a Faedo-Galerkin method is used to obtain sharp estimates for the exponential decay in time of the terms of the initial-layer expansion (satisfying parabolic systems). (This method is far more efficient than the repeated use of the Maximum Principleà la S. N. Bernstein (see Wiegner, Math. Z. 188 (1984) [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] for treating the analogous scalar problem by Yip et al., J. Math. Pures Appl. 81 (2002) 283-309. The Maximum Principle is not applicable to our parabolic systems. Even for such scalar problems, the Faedo-Galerkin method as used here is far simpler and more efficient.) The main focus of this paper is on the derivation of these estimates.
A significant part of the analysis is devoted to handling technical difficulties due to the peculiarities of the geometrically exact equations governing the spatial motion of viscoelastic rods with a general class of nonlinear constitutive equations of strain-rate type invariant under rigid motions.
Introduction.
The simplest problem for the mechanics of deformable bodies is to determine the motion of a mass point on a spring, in which the spring, regarded as massless, is merely a device to communicate a force to the mass point depending solely on the position and velocity of the mass point, so that its motion is governed by a scalar second-order ordinary differential equation. If the spring is reckoned to have small mass, however, and is accordingly governed by a partial differential equation accounting for its material response, then a rigorous asymptotic expansion of the solutions in terms of a small density parameter ε for the spring is possible when there is a sufficiently strong internal dissipation [21] . This analysis gives a precise status to the reduced problem, obtained by setting ε = 0. This reduced problem is not governed by an ordinary differential equation [1, 5] ; its equations exhibit memory effects. The same remarks apply to other motions of a rigid body with one degree of freedom, such as those produced by the shearing or twisting of a light deformable body to which it is attached [20] . (In a series of papers beginning with [7] , Beatty treated such simple motions, governed by scalar second-order ordinary differential equations, of inertialess deformable solids carrying rigid bodies, with the effects of the deformable body on the rigid body inherited from constitutive equations for 3-dimensional bodies.) The limited role of ordinary differential equations as attractors for such problems with the deformable solid having small inertia was treated in [18, 19, 20] . (In 1911, Timoshenko [22, Sec. 4 .9] produced a recipe of limited generality to account for the mass of a spring by a scalar second-order ordinary differential equation.)
If, however, the motion of the deformable body requires more than a single scalarvalued function to describe it, as for the problem of a bob on a deformable pendulum shaft, then the behavior of solutions of the governing equations is far more complicated than that for longitudinal motion of a mass point on a spring. This complexity is exposed in the treatment [3] of the reduced problem for the spatial motion of a rigid body on a light viscoelastic rod, which shows that solutions typically cannot be governed by ordinary differential equations. The text [22] and many others, in stating that motions Kinematics. The motion of a rod that can suffer flexure, extension, torsion, and shear is defined by three vector-valued functions
with d 1 (s, t) and d 2 (s, t) orthonormal. The curve r (·, t) may be interpreted as the configuration at time t of any material curve connecting the "ends" of a slender 3-dimensional body, e.g., a curve of centroids of the cross sections. d 1 (s, t) and d 2 (s, t) may be interpreted as characterizing the configuration of the material section (at) s at time t. We assume that s is the arc-length parameter of the reference configuration of r scaled so that 0 ≤ s ≤ 1. We set
so that for each (s, t), {d k (s, t)} is a right-handed orthonormal basis for E 3 . This orthonormality implies that there are vector-valued functions u and w such that
Let {e 1 , e 2 , e 3 } be the standard basis for R 3 . Then the proper-orthogonal linear transformation taking the orthonormal basis {e k } to the right-handed orthonormal basis
For our asymptotic analysis, we use the rotation tensor D in preference to the basis {d k } because D lacks subscripts that would further clutter up those unavoidable in the asymptotic analysis. We decompose relevant vector-valued functions with respect to the natural basis {d k }:
For any vector z = z k d k we define the triples (z 1 , z 2 , z 3 ) of its components with respect to the basis {d k } by
The triples
are the strain variables for the motion (2.1). They satisfy
Note, however, that
The equality of mixed partial derivatives of the d k implies the compatibility condition A rod-theoretic analog of the 3-dimensional requirement that the Jacobian of the deformation be positive (so that orientation is preserved) is that there be a function (u 1 , u 2 , s) → V (u 1 , u 2 , s) for which V (0, 0, s) = 0, V (u 1 , u 2 , s) > 0 for u α u α > 0, and V (·, ·, s) is convex and homogeneous of degree 1 such that
(2.13)
By imposing appropriate physically natural (but not so obvious) constitutive restrictions, we can ensure that no solution of the initial-boundary-value problems we consider can violate this condition for any finite time [4] . Since the asymptotic representation of the solution that we obtain is only valid for any preassigned finite time, we do not bother to impose such restrictions. Likewise we restrict our attention to motions that have no self-contact or that terminate before such self-contact occurs. Let {i 1 , i 2 , i 3 } be a fixed right-handed orthonormal basis for E 3 . To be specific, we assume that the end s = 0 of the rod is welded to the {i 1 , i 2 }-plane at the origin, so that
(2.14)
(We are effectively identifying the basis {e k } with the basis {i k }.) We assume that the rigid body is rigidly attached to the other end s = 1 of the rod. Its mass center is at r (1, t) + c(t), its mass is μ, and its moment of inertia tensor about the mass center in the reference configuration is the given constant J := J kl e k e l . Its moment of inertia tensor about the mass center in the configuration at time t is thus
Since the rigid body is rigidly attached to the rod,
where the c = (c 1 , c 2 , c 3 ) is a given constant in R 3 . The angular momentum of the rigid body about its mass center is
Thus both c and the orientation of the rigid body are determined by the D (1, t) . The linear momentum and angular momentum of the rod per unit reference length at (s, t) are taken to have the scaled forms
(2.18) where ε is a small nonnegative parameter, χ is a small prescribed function with χ(ε) > 0 for ε > 0, and with χ(0) = 0, ρA is a prescribed positive-valued function and the (ρI γδ )(s) are prescribed components of a positive-definite symmetric 3 × 3 matrix (ρ I)(s) ≡ The parameter ε is interpreted as the ratio of the actual mass of the rod (in the unscaled formulation) to that of the rigid body at its end, and χ(ε) may be interpreted as a ratio of a norm of the moment of inertia matrix for the rod about its mass center in the reference configuration to a norm of the moment of inertia tensor of the rigid body about its mass center. More generally, we could replace ε(ρA)(s) with (ρA)(s, ε) and replace χ(ε)(ρ I)(s) with (ρ I)(s, ε) to account for a strongly varied mass and inertia distribution along the rod. To be specific and to minimize unilluminating complications, however, we limit our attention to (2.18) with 
Note that
25)
Constitutive equations. To simplify many expressions involving the constitutive equations we set
The rod is assumed to be viscoelastic of strain-rate type, so that there are continuously differentiable constitutive functions
such that the rod has constitutive equations (invariant under rigid motions) of the form
where n :
, and where
The superposed dot on ξ has no operational significance: It merely identifies an argument whose slot is to be occupied by a time derivative. The domains of these functions are defined by (2.13) . ϕ is the stored-energy function accounting for the equilibrium response in light of (2.31). We assume that there is a constant c > 0 such that
(2.32) This uniform monotonicity condition ensures that the response is truly dissipative and that the governing equations of motion have a parabolic character. In view of the smoothness of these constitutive functions, (2.32) is equivalent to
which in turn is equivalent to the inequality in which (n,m) is replaced with (n D , m D ). Conditions (2.32) and (2.33) support a global implicit-function theorem (based on degree theory) that asserts that the system of finite-dimensional equationŝ
can be solved uniquely forξ in terms of the other variables:
withξ inheriting the regularity ofn andm and satisfying the monotonicity condition:
Thus (2.30) is equivalent to
Equations first-order in time. To convert our system of equations into one with only first-order time derivatives, let
so that our system is equivalent to
Note the distinctions between the equations in (2.42). We adopt general initial conditions
Compatibility of initial and boundary conditions. To effect the asymptotic analysis, we require the solutions to have a level of smoothness corresponding to the order of the perturbation. For this purpose we require that the initial data be sufficiently regular and satisfy compatibility conditions of higher order at (s, t) = (0, 0), (1, 0). That (2.14)
. . leads to the compatibility equations at (0, 0), with those equations of higher order obtained by exploiting the equations of motion: 
To get a first-order compatibility condition at (s, t) = (1, 0) we eliminate p t (1, t) between (2.39) and (2.43):
where w t (1, 0) is found from an analogous treatment of (2.44), which we do not pause to exhibit. Higher-order compatibility conditions are found similarly.
Stretched equations.
We make the change of variables
and for any function (s, t) → ψ(s, t) we set
The substitution of (2.50) into the system (2.39)-(2.44) puts them into their stretched form
Existence and regularity. Throughout this paper we make the blanket regularity assumption that all datan,m, r
• , ρA, ρ I have as many continuous derivatives as are needed in the analysis. Likewise, we assume that the initial data satisfy corner compatibility conditions of whatever order is needed. The basic (global) existence theory for this problem is given in [4] . Some of the techniques used in this reference are similar to those in Section 8. φ φ φ determines the configuration and ψ ψ ψ determines the velocity. We seek an asymptotic representation for solutions of the governing equations in the form
for all the derivatives ∂ We get the equations for the terms of order l of the regular expansion by substituting the regular expansion into all the governing equations of Section 2 except the second two initial conditions of (2.45), differentiating these equations l times with respect to ε, and setting ε = 0. For this purpose we note that
For treating the terms of the initial-layer expansion, we shall likewise treat the stretched equations (2.51)-(2.56) together with the following versions of (3.2)-(3.4): It would be consistent with our notational scheme but too cumbersome to have the left-hand sides of (3.7)-(3.10) carry stars.
The reduced problem.
Substituting the regular expansion (3.3) into (2.21)-(2.24), (2.37), (2.14), (2.45) and setting ε = 0 yields the reduced problem, which governs the leading terms of the regular expansion:
where
(4.10)
The initial conditions (4.8) and (4.9), as we shall show, are adequate for the unique solvability of the reduced problem. Condition (4.8) implies that
Initial conditions coming from (2.45) 3,4 are coupled with those of the initial-layer expansion, and are therefore not exhibited until Section 6. We sketch the treatment of the reduced problem from [3] : Since (2.6)-(2.12) imply that
an integration by parts yields
14)
where v 0t and u 0t are given by (4.6). If m 0 (1, ·) and n 0 (1, ·) were known, then (4.3)-(4.6), together with (4.13)-(4.15), would constitute a system of ordinary differential equations for the family
That this family of functions is parametrized by s is just the remnant of the full partial differential equations valid for ε = 0. We now show how to augment this system with ordinary differential equations for m(1, ·) and n(1, ·). We first solve (4.4) for w 0t , substitute the result into (4.3), then compute r 0tt from (4.13), and also substitute it into (4.3) to obtain
17) where the ellipses stand for terms that do not contain n 0t (1, t) and m 0t (1, t), their meaning changing in each line. Likewise,
By using the identities
to isolate n 0t (1, t) we write the rightmost integrals of (4.17) and (4.18) as
Let a, b be arbitrary constant vectors in E 3 and let
(4.21) Then the quadratic form for the matrix of coefficients of n 0t (1, t) and m 0t (1, t) 
This expression is positive-definite by virtue of the monotonicity condition (2.36). Thus (4.17) and (4.18) can be uniquely solved for m 0t (1, ·) and n 0t (1, ·) in terms of the other variables. (This proof of the positive-definiteness of (4.22) corrects a gap in the corresponding proof of [3] .) The proof of existence and uniqueness of solutions of initial-value problems for this system of generalized ordinary differential equations is given in [3] . It uses the Contraction Mapping Principle to give the existence of solutions for a short time and uses a priori bounds to ensure existence for all time.
To simplify the terms of the initial-layer expansion, we shall use the reduced form of the compatibility equations (2.41) and (2.42):
(4.23)
Higher-order terms of the regular expansion.
Substituting the regular expansion into the governing equations, differentiating these equations j times with respect to ε, and setting ε = 0, yields the jth-order equations of the regular expansion. E.g., from (2.41), (2.42), and (2.39) we get
and from the constitutive equation n = D ·n(ξ, ξ t , s) we then get
where n − j depends on ξ l , ξ lt , l = 0, 1, . . . , j − 1.
In particular, we differentiate the system (2.39)-(2.44) and (2.5) 2 once with respect to ε, and set ε = 0, to obtain the equations for the first perturbation of the regular expansion:
where the arguments of the derivatives ofξ are the arguments ofξ shown in (4.6), and where
We follow the scheme for the reduced problem: We integrate (5.4) with respect to s and substitute the resulting formula for n 1 into the integral of (5.5) with respect to s to obtain
(5.14) We next substitute these representations into (5.7) to get ξ 1t =ξ ξ · ξ 1 +ξ n ·ñ 1 +ξ m ·m 1 .
(5.15)
From (2.6) 1 and (2.12) we obtain
where v 1t and u 1t are given by (5.15). As in the preceding section, (5.6), (5.15), (5.17) form a system of generalized ordinary differential equations for D 1 , v 1 , u 1 , r 1 provided that n 1 (1, t) and m 1 (1, t) are known. We now find equations for the n 1 (1, t) and m 1 (1, t) . We first use (5.9) and (5.12) to express w 1t (1, t) in terms of the other expressions in these equations. From (5.8), (5.9), (5.17) we obtain
18) where the ellipses contain terms not involving n 1t (1, t) and m 1t (1, t) , and where the arguments of the derivatives ofξ are the arguments ofξ shown in (4.6). This equation and that coming from (5.14) (which is not shown) are virtually identical to the equations of (4.17). It immediately follows from the development of the preceding section that n 1t (1, t) and m 1t (1, t) are uniquely defined functions of the other variables, so that the first perturbation leads to a system of generalized ordinary differential equations. The existence and uniqueness of global solutions to initial-value problems follows from a simplified version of the proof of [3] , briefly described at the end of the preceding section.
The equations governing higher-order perturbations of the regular expansion are just nonhomogeneous versions of the linear system treated in this section, with these nonhomogeneous terms depending on the variables of lower-order perturbations. The treatment of the global existence and uniqueness of their solutions thus follows immediately from that for the first perturbation.
To simplify the terms of the initial-layer expansion, we shall use the first perturbation of the regular expansion for the compatibility equations (2.41) and (2.42):
6. The leading term of initial-layer expansion. Set
To get the leading terms of the initial-layer expansion (of order j = 0), we simply take the limit as ε → 0 in the stretched equations (2.51)-(2.57) and use (4.1), (4.2), (4.11):
3)
where (2.53) and (2.54) imply that
etc. We immediately conclude from (6.6), (6.7), and (6.9) that
) by (4.9). Our constitutive assumptions ensure that (6.2), (6.3), (6.10) form a quasilinear semimonotone parabolic system for p 0 and w 0 . We discuss its solvability in Section 8.
Higher-order terms of the initial-layer expansion.
To get the jth-order terms of the initial-layer expansion we substitute (3.7) and (3.9) into the stretched equations (2.51)-(2.57), noting the difference between the two formulas in (3.4), differentiate these equations j times with respect to ε, set ε = 0, use generalizations of the formulas (3.8) and (3.10), and simplify the resulting equations by using the corresponding equations for the regular expansion. E.g., the substitution of (3.7) and (3.9) into (2.53) (the stretched equation, simplest because it is linear) yields
(7.1) Differentiating (7.1) q times with respect to ε yields
This equation evaluated at ε = 0 is
In particular, the first-order equations of the initial-layer expansion are
+nv ·v +nu ·u }, etc., (7.9) in which the arguments of the derivatives ofn andm are those shown in (6.10). Now (2.55) is
The ε-derivative of this equation at ε = 0 is
).
The use of (6.11) reduces this equation to
We combine (7.12) with (4.3) and use (6.4) and (6.5) to obtain
All the equations of this section can be simplified somewhat: E.g., the substitution of (4.23) and (5.19) into (7.8) reduces it to
(7.14) System (7.5)-(7.9) is typical of all the systems for the higher-order terms of the initiallayer expansion, which are nonhomogeneous versions of the same linear parabolic system. The kth-order terms of the initial-layer expansion depend on the terms of the initial-layer expansion of orders 0 to k − 1 and on terms of the regular expansion of orders 0 to k.
Exponential decay of the initial-layer expansion.
In this section we use a version of the Faedo-Galerkin method [14, 23] (akin to that used by [4] for existence theory) to get exponential decay of the terms of the initial-layer expansion. The tricky estimates that we obtain support a standard proof by this method of the existence and regularity of the solutions of the initial-boundary-value problems of the initial-layer expansion (which are strong semi-monotone parabolic systems). We comment on this matter below.
Expansion functions. For functions
etc. Our Faedo-Galerkin method uses the simplest expansion functions:
which satisfy 
Assumption (2.19) implies that there are positive constants c, C such that
Convention on constants. In the rest of the paper we adopt the convention that C and c denote typical positive constants (with C large and c small) that are supplied as data or that can be estimated in terms of data. Their meanings often change with each appearance (even in the same equation or inequality). A statement of the form g ≤ C means that there exists a C such that this inequality holds, etc.
Inequalities. We use without comment the Cauchy-Bunyakovskiȋ-Schwarz inequality, which states that | f , g | ≤ f g , and the elementary inequality 2αβ ≤ (α/γ) 2 +(βγ) 2 for all α, β, γ ∈ R with γ = 0. In accord with the convention on constants, we often write this inequality as αβ ≤ Cα 2 + cβ 2 .
The weak formulation. A standard weak form of the initial-boundary-value problem (6.2)-(6.11) for p 0 , w 0 (with the components of p 0 (·, τ ), w 0 (·, τ ) in the Sobolev space
} so that the boundary conditions (6.11) are satisfied) is
)
Identities. We first obtain some identities for the leading term of the initial-layer expansion. In view of Section 3, the limits as ε → 0 of the equations
(which come from (2.53), (2.54), (2.5), (2.12)) are
Galerkin approximations. We seek Galerkin approximations of the solutions of (8.7) in the form 
subject to initial conditions coming from (8.13). Equation (8.12) 8 leads to the identity: Standard methods, such as the use of difference quotients [9, 13, 23] , show that these solutions are classical, and in fact have as many derivatives as the data allow.
The uniform bounds (8.25) The classical equations (6.2) and (6.3) have the form 
