The spatiotemporal chaos in the Frenkel-Kontorova (FK) model is studied. A model-free reinforcement learning algorithm is proposed to the design of a controller.
Introduction
In 1938, the Frenkel-Kontorova (FK) model was firstly proposed by Frenkel and Kontorovato to describe the dynamics of a crystal lattice in the vicinity of the dislocation core. [1] Though rather simple, it has the ability to explain many problems in solid-state physics and nonlinear physics. [2] Moreover, dynamical scholars are focusing on this model. Its dynamic behaves the spatiotemporal chaos in the most of applications including open flow in fluid systems, chemical reaction diffusion systems, Josephson junction arrays, spin wave turbulence, solid tribology and in some biological networks etc. [2] [3] [4] [5] Generally, the occurrence of chaotic behaviors limits the systems' performance and may cause instability in turbulence or chemical systems, wear and additional energy dissipation in solid-friction and insufficient output power in electronic applications, so controlling the spatiotemporal chaos in the 2 FK model is of significance. [4] [6] Chaos control has been studied for decades. There is a considerable literature that proposed methods on it. Control methods include the OGY control method [7] , feedback control method [8] [9] [13] [16] , the (non-) linear control method [10] [11] , adaptive control method [12] , which usually depend on the explicit knowledge of the controlled system, involve the calculation of parameters or constants or need to construct mapping. Concerning "real world applications", however, it is difficult to meet those requirements for the high-dimensional dynamic systems such as the FK model. Therefore, the artificial intelligence method is considered to control the spatiotemporal chaos. It only needs enough data to learn the law automatically. The common artificial intelligence method includes neural network-based method, fuzzy [20] However, a long learning stage is needed to produce a successful network. Liu suggested that a new fuzzy impulsive control scheme is presented for chaotic systems based on the Takagi-Sugeno fuzzy model [21] , however, the location of fixed points or unstable periodic orbits (UPOs) need to be known accurately. Additionally, Gadaleta and Dangelmay proposed the reinforcement learning (RL) control method [22] where the optimal state-action value function was approximated by Q-or Sarsa-Learning and the method was verified in the low-dimensional chaotic systems [22] and the coupled one-dimensional and two-dimensional logistic map lattices [23] . Moreover, Q-Learning is typically better than Sarsa-Learning. Their work suggests potential mechanisms for control of the spatiotemporal chaos in FK model using RL.
In this worker, we suggest that the model-free RL control method is applied to control the spatiotemporal chaos in the FK model. It is easier to implement than other artificial intelligence methods. Importantly, there is no need to model the controlled system in the learning process i.e. model-free. Therefore, this method is considered to provide a possibility of "intelligent black box controller", which can be more directly 3 compatible with the actual system making this controller very suitable for the control experiment system.
In this work, we focus on the control of the one-dimensional array of the nonlinear pendulum. The cited system was firstly proposed by Braiman [14] and each isolated pendulum behaves chaotic in the specific parameters' region. Previously, Braiman and Sebastian [14] [15] introduced disorder to randomly vary all of pendulum lengths and phase angles leading to tame chaos. Here, we exert an optimal perturbation policy on two different kinds of parameters, the pendulum lengths or the phase angles, based on the reward feedback from the environment that maximizes its performance. In training step, the optimal state action value function is approximated by Q-Learning and recorded in Q-table. Then, the optimal control action according to Q-table is selected and applied to the pendulum length or phase angle of the system.
Specially, the FK model with spatiotemporal chaos faces dimensional disaster in Q-table. It is hard to search the observation data with high dimension. We propose to reduce the dimension of the observation data. In the cited pendulum, we only observe its mean velocity.
The rest of the paper is organized as follows. In Chapter 2, we firstly introduce the cited pendulum. Then, the proposed chaos control algorithm follows by considering the FK models. In Chapter 3, the proposed method is carried out in numerical experiment.
In this section, the results are shown considering the global and partial control of different parameters (i.e. the lengths of pendulum and the phases introduced by the external forces). Finally, main conclusions are drawn in Chapter 4.
Chaos control of the FK model through RL

The FK model
In this work, we study the FK model with the spatiotemporal chaos. As a typical example， arrays of Josephson junction are generally denoted by the McCumber model which is same as the damped, nonlinear pendulum from the mathematical point of view. So, we consider the one-dimensional coupled array of forced, damped, nonlinear pendulum proposed by Braiman and Lindner [14] . The equation of motion 4 describes ( ) ( ) 11 sin sin , 2 n n n n n n n n n ml + = -mgl
Where n  is the angle of the pendulum, 
The control algorithm on the FK model
Here, we consider controlling the spatiotemporal chaos in FK model by reinforcement learning (RL). Due to the complexities and limitations of actual models, we choose a control strategy that is model-free. This framework avoids model the state transition dynamic. In a RL problem, an agent tries to find an optimal policy successfully accomplishing a task by interacting with the environment-the FK model. 
In the nonlinear pendulum, the mean velocity as the agent input to improve its learning efficiency. Besides, as a criterion for successful control we chose that 5 minimums of the mean velocity must occur at close values. So, we apply proportional pulses to the mean velocity whenever it reached a local minimum, where the mean velocity is denoted by  .
Since the goal of RL is to learn the control policy that maximizes maximize the accumulated rewards with the discounted   0,1   that is described by 
leads to an optimal control policy. Where argmax u denotes the value of u at which the expression that is maximized. 
It is called Q -learning and used to update Q -table after each episode.
Additionally, for convergence to the optimal state-value function * Q , -greedy  policies   is applied to explore the whole state-action space. [27] Here, the optimal action * u is chosen by a policy greedy or deterministic ( 0
The whole learning algorithm is shown in Algorithm1.
Algorithm 1 Model-free Q-learning for Chaos Control
Initialize the Q - 
Numerical simulations
The model-free RL algorithm introduced in the previous section is tested on the one-dimensional nonlinear pendulum. The 1D nonlinear pendulum is applied for the description of coupled map lattices systems. It is expert and explicit to exhibit the spatiotemporal chaos, thus providing a suitable experimental platform for the proposed control approach. In this chapter, we firstly show the dynamic of the nonlinear pendulum in the phase-space, before descriptions of the controlled cases are shown in Sec.3.2 and Sec.3.3.
The uncontrolled system
In this section, we consider the one-dimensional coupled array of forced, damped, nonlinear pendulum is given in Sec.  for all driving forces result in chaotic motion. [14] Specifically, the uncontrolled system, the continuous spatiotemporal system of arrays of N = 128 pendulum, and its mean velocity are plotted in Fig. 1 (a) and (b) . Noting that to ensure the system entering into chaos, we do not consider the transient 60T in numerical simulations. 
Control the lengths
This section illustrates the results of global and local control for the length l of pendulum. The online deterministic Q-Learning with model-free algorithm for the FK model is applied and the successful control can be observed as the follow figures. It is worth noting that we do not consider transient 60 T in this problem. Firstly, the global control for the lengths of arrays of N = 128 pendulums is presented in Fig. 2 . Fig. 2 shows the plots of the controlled system in 60T that only alters the all lengths n l . Fig. 2 (a) performs the time history of average velocity and it is can be seen that the average velocity successfully enters into ordered and periodic orbits at t = 90T compared with Fig. 1 (b) . And, Moreover, compared with Fig. 1 (a) , Fig. 2 (b) implies angular velocities plot of controlled system and the system is controlled successfully and a relatively simple but non-trivial pattern, periodic in space and time, emerges, where the colors code the angular velocities n  . In global control for the lengths, we apply same control action u to all the lengths n l when the mean velocity reaches each local minimum after 60 tT = . Interestingly, from Fig. 2 (b) , it is also found that the control strategy makes the system synchronize in space after . t = 90T But this phenomenon didn't appear in using disorder to tame spatiotemporal chaos by Braiman et al. [14] . So, in our study, we use the error between all oscillators and the mean velocity to show oscillators' synchronization that is described by Eq. (11) and illustrated by Fig. 3. ( ) ( ). controls parameters that are a part of the lengths. We will divide all lengths into eight 10 equal parts and set eight nodes as the controlled variables. Particularly, the first length 1 l and the last one 128 l must be controlled. The results are showed in Fig. 4.   Fig. 4 . In the local control of the parameters From Fig. 4 , the online deterministic RL with model-free is also effective for controlling chaos by the pinning control strategy for the lengths. Fig. 4 (a) show a plot of the mean velocity n v subject to the control perturbations in . 200T In Fig. 4 (b) , it is obvious that the spatiotemporal chaos is tamed directly. 
4.
According to the successful control for the arrays of N = 128 pendulums, we now utilize this method on low-dimensional by only one variable (generally speaking, the intermediate variable is chosen). Therefore, we establish a successful control policy by controlling the arrays of N = 32 pendulums through a controlled variable (i.e. the 16 th pendulum length 16 l ). In Fig. 5 , we show this dynamics and find that a successful policy is established at t = 240T . Fig. 5 (a) is the time history diagrams of the mean velocity ( ) n vt . Fig. 5 (b) is angular velocities plot of controlled system, clearly finding that the system transfers chaos into the periodic pattern.
Control the phase angles
In Sec.3.2, we have fully discussed the problem that the system is controlled by changing the pendulums' length. This section will alter the phase angle  to globally or locally control the system using a similar fashion. Reference vector, actions and learning parameters are illustrated in Sec.2.2.
Firstly, we consider global control of the phases n  of the arrays of N = 128 pendulums and present its results in Fig. 6 . Similarly, we find that the controlled system' oscillators behave perfect synchronization after t = 450T knowing from Fig.  7 . Specially, those results are better the levels of synchronization than in [15] . 
Conclusions
In this work, we generalize the model-free reinforcement learning to control the spatiotemporal chaos in FK model. The FK model with high dimensions shows that the mathematic models are difficultly defined in most cases. In the proposed method, it does not require mathematical models, target states and unstable periodic orbits. It regards the FK model as a black box. The defined state and the corresponding control action (fixed perturbation values) only are inputted then the immediate reward is outputted so that the agent can judge whether the desired goal is achieved. To verify the efficiency of the proposed method, numerical experiments are carried out with the non-linear pendulum as an example. It is found that this method not only achieves control of spatiotemporal chaos and high synchronization by changing all pendulum lengths or phase angles, but it successfully achieves chaos control acting on a small part of pendulum lengths or phase angles.
Specially, the form of patterns depends on the initial values for the angular displacements and velocities and we show that the pinning control strategy, which only changes a small number of lengths or angles, can take into full effect. This found meets different requirements in practical applications such as the non-linear physics, the solid-state physics and the biology. The selected set of environmental states is 14 discrete, however, we strongly hope to find a suitable intelligent method to deal with the continuous set of states, so as to deal with the spatiotemporal chaotic system in larger space even the turbulence.
