Abstract Effect of boundary stress on permeability in porous media at pore-scale is investigated by means of numerical methods for computing deformation of rock material in the presence of pore fluid. We implement a partitioned, strongly coupled solver for transient fluid-solid simulations with independent conformed interface meshes for the fluid and solid domains. Fluid flow and solid computations were performed using the finite element method. External load is prescribed along the solid boundary in gradual steps to examine the extent of pore-scale deformation along internal grain walls while applying a fixed constraint at the opposite end to ensure uniform stress distribution across the media. Hydrodynamic interactions between the pore walls and the matrix leading to interface displacements by fluid viscous forces are also investigated by examining fluid flow with different combinations of Reynolds number. Coupling is achieved via traction and displacements boundary conditions at the interface with respect to Lagrangian coordinates. The role of particle shape in the matrix deformation process is also considered in this paper. In order to examine the how particle shape affects local affects local permeability/stress, we examine fluid movement based on varying Reynolds numbers in Berea sandstone obtained from Micro-CT image scans at high resolution, and artificially constructed random polydisperse 3-D sphere packs. It was found that permeability alteration under the influence of uniaxial stress was more in the sandstone sample than in the sphere-pack and that the sphere-pack deformed less than the actual sample due to pore geometry, surface smoothness, and homogeneity.
Introduction
Pore-scale modeling has become critical in subsurface modeling given the ability to model complex geological processes at the microscale and then upscaling the results. The importance of pore-scale modeling cannot be stressed enough due to gas injection, hydraulic fracturing, CO2 sequestration, enhanced recovery methods, etc. These human factors could result in subsidence and reduction in effective stresses through introduction of fluids with higher pressures leading to internal collapse of the rock mass. Subsurface rocks are therefore continually under the influence of high temperatures, traction at the boundaries owing to plate tectonic driving forces, layer after layer of sediments deposited pressing together tightly otherwise known as overburden pressure or gravitation loading and other external forces such as and human activities e.g., mining and fluid extraction or injection (Anderson, 1951; Terzaghi, 1923) . Such local perturbations, both natural and manmade, can induce large-scale and small-scale stresses which eventually result in deformation of rock masses hence porosity and absolute permeability are altered. Proper characterizing of subsurface conditions, therefore, requires interlinking of physical processes such as hydrothermal, hydromechanical processes, and or hydrothermal-mechanical processes.
There are several cases in literature where fluid flow and solid coupling have been actualized. In biological sciences, complex interactions between fluids and tissues have been used in modeling syrinxes formation in spinal cord (Heil & Bertram, 2016) . In subsurface applications, they have been applied for modeling rock creep formation (Zhu et al., 2014) , carbon-dioxide (CO 2 ) sequestration (Knauss et al., 2005; Rutqvist et al., 2007; Vilarrasa et al., 2010) , hydraulic fracturing (Zheng et al., 2015) , and radioactive waste disposal (Ballarini et al., 2017; Jing et al., 1995) .
Moreover, such a coupling serves as an important starting point for representing solid (i.e., rock) deformation due to various interactions with fluids. Therefore, research on this subject is important because deformation of a rock is not only affected by external loading, but also subjected to the effect of fluid movement in the pore spaces (Verruijt, 2013) . Fluids which reside in the pore spaces apply pore pressure on the fluid-rock interface, and therefore act in tandem with the external stresses to deform the rock material. To study such a behavior, poroelasticity, which is the study of rock deformation in the presence of pore fluid, was first introduced by Terzaghi (Terzaghi, 1923) who developed the theory of consolidation for a one-dimensional case. This seminal work was later extended to 3-D by Biot (1941) . Biot (1957) later developed experiments to determine coupling coefficients for linear elastic rock sample and single-phase flow of slightly compressible fluid. This concept provides an insight into how fluids and solids interact by domain partitioning and coupling via interface boundary conditions. Several studies have been devoted to modeling flow and solid mechanics processes since then.
Coupling between fluid flow through fracture networks and block deformation has been investigated before (Jing et al., 2001) . Fluid deformation of granular materials was studied by MacMinn et al. (2015) . CO 2 sequestration, as a possible solution to climate change, is studied in the prospective of the interactions between CO 2 and the hosting rock. The results have given an understanding on how mechanical equilibrium is affected by increase in pore pressure (Cappa & Rutqvist, 2011; Rutqvist et al., 2016; Szulczewski et al., 2012) .
While these models can describe the interactions between rock and the fluids, they are deliberated on the large-scale models and, thus, fail to address inherent complexities and heterogeneity of the rock in question. Studying the deformation process at pore-scale can provide greater insight into the underlying rock deformation mechanism that occurs at the macroscale, hence providing practical approaches for determining the coefficients of the macroscopic equation (Collis et al., 2017) . Based on the experimental tests performed on saturated rocks, it has been shown that there is a strong connection between microstructure of porous material and the overall poroelastic responses (Collis et al., 2017) . Indeed, a strong correlation has been found between Biot's effective stress coefficient and growth of microcracks (Lydzba & Shao, 2000) . It has been proven that Biot's poroelasticity equations can be derived from Stokes equation and linear elasticity equations using asymptotic homogenization (Burridge & Keller, 1981) and by volume averaging (Pride et al., 1992) .
Several methods have been applied for modeling fluid and solid interaction in a porous media. These methods can be classified as compound or joint. The latter requires the same method be used for solving the fluid and solid equations. The advantage of this being that both grids can easily be produced and aligned on the interface hence no need to establish any complex boundary conditions or source term. A well-known method utilized in this category is FEM. The FEM is used in discretization of both domains into elements in which physical properties such as velocity, pressure, displacements, and temperature are represented by nodal values. Sandström et al. (2016) modeled coupled flow and deformation of a porous material using FEM by applying fictitious elastic properties to the fluid domain Similarly, Popov et al. (2009) investigated fluid flow and solid interaction problems in a porous channel. Xie et al. (2009) explored the results of interactions on transient response between a composite structure and compressible fluids using finite element method. Compound methods have also been applied to solve the fluid solid problem thereby taking advantage of the strength of different solvers. Lattice Boltzmann method (LBM) which is based on the Lattice Gas Automata (LGA) theory has been applied for handling fluid-solid interaction problem whereby the LBM is used as the fluid solver and then a solid solver of choice is coupled at the interface. Advantages of the LBM which could make it attractive as the fluid solver for Fluid-solid interaction applications are that it has the potential for intrinsic linear scalability in parallel computing, because the collision is calculated locally, and it can also handle complex geometries. Some common coupling methods employed are for example with Discrete Element Method (DEM) where the LBM is responsible for solving the fluid flow at the mesoscopic scale while the DEM scheme solves the solid deformation at the microscopic scale. In another study, LBM-DEM coupling was employed to handle the interface reaction of both fluid and solid via Immersed Boundary conditions (Han & Cundall, 2013) . LBM has also been coupled with FEM (MacMeccan et al., 2009) for simulating particle suspensions of deformable particles at high volume fractions where coupling was achieved using the stress integration approach. Fluid-solid coupling has also been achieved using the Smooth Particle Hydrodynamics (SPH). Coupling within the SPH framework was used to simulate fluid interacting with granular materials (Lenaerts & Dutré, 2009) , and porous materials (Lenaerts et al., 2008) . It should be noted that these existing simulation techniques apply simplified porous geometries for their simulations. They did not consider the complexities of the pore structures and heterogeneity observed in naturally occurring porous media. For a naturally occurring porous media, which exhibits high irregularity in pore structure and grain geometries, FEM would be better suited for modeling both solid and fluid equations due to the flexibility in dealing with the complicated computational domain.
In this work, we use FEM, as a solver, for both the solid and fluid parts. We also apply Arbitrary Lagrangian Method (ALE) for capturing the interaction between the solid matrix and the fluid residing in the pore space (van Loon et al., 2007) . We assume that the porous material undergoes small strains and local displacements. Hence the objectives of this study are twofold: (i) investigate the macroscopic flow properties for various structures by carrying out a series of computations for flows through 3-D porous media, including a 3-D polydisperse sphere-pack and a micro-CT image of a sandstone at low Reynolds number without any external load acting on the medium. In this case, we apply a one-way coupling strategy. We then gradually increase the Reynolds number to examine maximum displacements, volumetric strain, and von Mises stress induced by fluid force. (ii) The second objective is to apply uniaxial and hydrostatic compressive stress on the solid boundary to probe how each flow regimes' respective coefficients are imparted by stress.
We apply FEM to solve the fluid-solid interaction problem for the pore-matrix domain, which is based on the actual geometry obtained directly from micro-CT images. In this study, we restrict the system to single-phase incompressible Newtonian fluid. The matrix undergoes linear elastic deformation and we consider singlephase fluid flow with low to moderate Reynolds number.
The paper is organized as follows: in the first section, the utilized micro-CT sandstone image is discussed. Next, the equations and the coupling schemes for the phases in each domain are introduced. Afterward, we discuss our methodology and the loading procedure. Then, the performed computations for the macroscopic flow parameters with and without the influence of external load are discussed. Finally, we consider the role of particle shape in matrix deformation and how fluids under different flow regimes effect displacement of internal grain walls at the fluid-solid interface.
Porous Medium Pore-Scale Imaging and Meshing

Data Analysis
The advent of digital rock samples has equipped engineers and scientists with the ability to study intricate properties of the porous media such as pores, cracks, heterogeneity, and the morphology. Some common imaging tools used for this purpose are Scanning Electron Microscope (SEM) and X-ray Micro Computed Tomography system. X-ray tomography can generate cross-sectional images by measuring the attenuation of X-ray beam as it is rotated at increments within a single plane. To effectively study the effects of external stresses and fluid forces on the sample at the pore-scale, high permeability Berea sandstone was used in this study. Berea sandstone was scanned at a high resolution of 1.5 µm. The data set was later segmented where the data were initially filtered to improve signal to noise ratio and then pore-space and matrix were extracted from the dry image using histogram thresholding method (Khishvand et al., 2016) . Output image was obtained in binarized format where the geometry is defined by:
where 1 representing the pores and 0 the matrix. Z denotes an arbitrary voxel in the binarized image. The final image had a pore volume fraction of 0.255490 with a voxel size of 2.34331 μm
3
. Figure 1a shows one 2-D slice of the 3-D image shown in Figure 1b . Meshing was then carried out based on these voxel-based geometries. In order to prepare the sample for FEM, surfaces are first generated, from which tetrahedral meshes were constructed; see Figures 1c, 1d, 1h , and 1j. For this study, unstructured tetrahedral-based meshes were deemed appropriate because they are able to accurately describe the complex geometries (Zaretskiy et al., 2010) . Surfaces were initially defined based on the binary image, with surface triangulation using Avizo Fire. The surfaces were then further simplified iteratively by gradually increasing the maximum and minimum edge lengths specified. Successive surfaces were subsequently used to create tetrahedral mesh by advancing front algorithm. Our work involved using two data sets, Berea sandstone and a synthetic sample, namely a polydisperse sphere-pack; see Figure 1 . These data are taken from the available data on Pore-Scale Modeling group at Imperial College University (Dong, 2008) . The sandstone consisted of 2,074,984 tetrahedral elements, 18,459 edge elements, and 4,313 vertices, while the sphere-pack has 1,104,097 tetrahedral elements, 11,107 edge elements, and 2,349 vertices. It should be noted that the uncertainty of the initial model can be modeled through the stochastic algorithms by which one can generate various realizations [Tahmasebi et al., 2017b; Karimpouli and Tahmasebi, 2016; Tahmasebi, 2018c; Tahmasebi, 2017] .
Methodology
Fluid-Matrix Interaction Problem
In fluid-matrix interaction, there are solid and fluid subproblems that are solved for and coupled via interface conditions. Coupling the solid and the fluid equations is not straightforward. The inherent complexity stems from the fact that the solid deformation is located in the reference frame (i.e., Lagrangian), while the fluid is controlled by the current frame (i.e., Eulerian). Coupling these two equations can be achieved by using fixed mesh methods such as of the immersed boundary method, fictitious domain method, and the mortar finite element method all of which to some degree involve the Lagrange multiplier approach. Coupling can also be achieved by using the Arbitrary Lagrangian-Eulerian (ALE), which maps one frame to the other by allowing the mesh to follow the moving boundaries and preserve the element shape. The advantages of the ALE approach over the fixed mesh alternatives are that it has the ability to maintain high-quality meshes near the solid interface resulting in a more accurate method to model fluid behavior (Tezduyar et al., 2008) .
It is worth mentioning that the fluid mesh deforms simultaneously with the solid matrix, therefore fluid mesh needs to be remeshed for ALE after every iteration to avoid mesh distortion. Although remeshing during computation can be a troublesome task, ALE is easy to implement as it has low computational cost and is accurate (van Loon et al., 2007) . For the fictitious domain method, coupling is established by constraining the fluid and rigid body at their interface using a Lagrange multiplier and extending this constraint to the inner body. It can be achieved by considering the domain of the fluid to be a virtual solid that is deformed with the moving solid matrix (Sandström et al., 2016) . A disadvantage of this technique is that it is only applicable to slender bodies (Baaijens, 2001 ).
Based on this argument and the availability of existing ALE solvers, ALE method has been chosen for this work. Fluid-matrix interaction can be classified as either monolithic or partitioned. The monolithic solver is very robust; it requires both equations to be fully coupled and solved within the same mathematical framework synchronously. The staggered or partitioned approach involves the separation of the fluid and structure computations, thus leading to exchange of data after every iteration. This method is less memory demanding compared to the monolithic approach. The interfacial conditions for the monolithic solver are implicit in the solution procedure while for the partitioned approach, interfacial conditions communicate explicitly between the fluid and structure solutions (Hou et al., 2012 ).
The solution methods described above can also be classified as one-way or two-way. One-way coupling or weak coupling is used for stationary fluid-matrix interaction computations where the model is one-way coupled. It requires a one-way interaction between the fluid and matrix hence there is no feedback between both phases. Weak coupling applies explicit coupling between both fluid and solid domain while two-way or strong coupling ensures implicit coupling by adding an extra loop in solution algorithm which guarantees mesh deformation is consistent with kinematic and dynamic conditions at the interface.
Pore-Scale Modeling Approach
To model the fluid-matrix problem, we consider the superimposed continua at the pore level. Let us consider a body in space Ω ⊂ R 3 . When t = 0, we assume the initial configuration of the solid and fluid domains are undeformed. We represent the undeformed initial configuration as Ω 0 . The solid domain lies in within the region Ω s 0 while the fluid occupies Ω f 0 . The initial interface between the solid and the fluid is given as:
After time t, the fine-scale domain undergoes deformation from X to x where x represents the deformed configuration's position vector or spatial position vector. The current or deformed configuration is represented by Ω. The reference solid domain and the fluid in the pore-space are such that only open flow problems are considered, i.e., there is a nonempty part of the boundary ∂Ω Γ 0 that the fluid is allowed to pass through. The undeformed configuration is characterized by the Lagrangian description while the deformation is defined in the Eulerian coordinates. We can define the current frame as a function of its displacement and the initial configuration.
If we assume smooth deformation in the medium, the current interface after time t, can be given as:
In similar fashion, the solid domain is mapped by
Considering the flow of an incompressible single-phase fluid in the pore domain, we apply the NavierStokes equations. We also use the linear elasticity for solving the solid deformations. Microscale equations are solved by assuming that the motion of both matrix and fluid are quasi-static, therefore the inertia terms are ignored. Meaning that solution is time-dependent but slow enough so that inertial effects are neglected. Thus, based on the above descriptions, the governing equations for the matrix, fluid, and coupled conditions are discussed accordingly.
Matrix
We assume that the matrix phase obeys Hooke's law. Furthermore, the deformation is considered to be quasistatic. Solid skeleton satisfies quasi-static equilibrium by the expression:
where C is a fourth-order tensor and b is the body force. For a linear, isotropic elastic material is symmetric. The strain component is given as:
The matrix boundary condition is split into Dirichlet, where the all specified boundary conditions are of displacement type:
and Neumann conditions where boundary problems are of traction type:
G s andĜ s represent the Neumann boundary value functions and N s is the unit normal vector with respect to the solid domain.
Fluid
The fluid equation is governed by Navier-Stokes equation. For an incompressible Newtonian fluid, the constitutive equation is given by:
where D is the strain rate tensor. Fluid stress tensor is given as:
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We also assume that the fluid model is incompressible. This can be expressed mathematically as:
Assuming the density is constant throughout the fluid and assuming incompressibility, we obtain the incompressible Navier-Stokes equations in the current domain:
where D t is the total derivate function which includes the convective and acceleration terms. f is the body force. "~" represents the current frame which is where the fluid domain resides. ρ f and e p f represent the density and pressure, respectively.
The matrix is located in the reference frame and cannot be directly coupled to the fluid. One way of addressing this problem is to map the Navier-Stokes equation to the reference domain Ω 0 . To this end, we apply Nanson's formula for boundary integrals:
x is a vector-valued function, n 0 is the unit outward normal in the current domain while N 0 is the unit normal in the reference domain. J is the Jacobian where J ¼ det I þ ∇u ð Þand F is the deformation gradient such that F ¼ I þ ∇u and I is the identity matrix. We can also in like-manner define the gradient matrices of the fluid and solid domains by
The current fluid stress tensor e T f can therefore be mapped to the reference domain by the following relation:
Where T f is the fluid stress tensor in the reference domain. Both stresses are related by Piola transformation:
By mapping the incompressibility and the acceleration terms in a similar manner, the incompressible NavierStokes equation can be formulated in the reference domain as:
Where f 0 is now the body force expressed in the reference coordinate which is related to current body force by f 0 ¼ J f f. Therefore D t and T f are explicitly defined in the reference frame and can now be described as:
where μ f represents dynamic fluid viscosity.
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Coupling Equations
The fluid and matrix equations can be coupled in different ways at the interface. In all cases, however, the conditions of displacement compatibility and traction equilibrium along fluid-solid interface must be satisfied. The matrix equation is given in Lagrangian coordinates system, and, therefore, can be expressed as a First Piola-Kirchoff stress tenor. The traction interface condition is then given by:
For displacement compatibility, velocity of the fluid at the interface should be equal to the solid velocity. This is given byu
The final coupled fluid-matrix equations become:
The coupling mechanism derivation described above is only valid for a quasi-static matrix coupled with a fluid moving in a very slow velocity. For details on coupling solids with nonlinear incompressible or compressible flow, the reader is referred to Bathe and Zhang (2004) .
Computational Domains
In this paper, the complex poroelastic 3-D geometries at the pore-scale are modeled using high-resolution 3-D image of a real rock sample. Before conducting the computations, the 3-D image is meshed using unstructured tetrahedral grids. We assume a linear isotropic solid with a Modulus of Elasticity of 25 GPa, a Poisson ratio of 0.25, and density of 2,119 kg/m 3 . Before discussing the simulation, we briefly look at the parameters studied under the solid and fluid domain.
Matrix Domain: Sample Parameters
In consolidated porous media, where hydraulic gradients are weak compared to external load, fluid flow can be modeled as a continuum problem by accounting for porosity and permeability averaged over many particles (Han & Cundall, 2013) . Hence the influence of fluid flow on the deformation of the solid can be determined from the effective stress. However, when attempting to model consolidated medium simultaneously with fluid flow that exhibits nonlinear hydraulic gradients, application of continuum equations alone cannot explicitly define how the fluid behaves under such loading conditions. It is also necessary to consider the role that grain-shapes and grain-size distribution plays. Pore-scale modeling based on the real pore and solid geometries is thus required and local geometry and mechanical/fluid interaction responsible for consolidation and reduction in fluid pressure need to be considered. For this reason, the grains in the solid matrix need to be modeled explicitly, and the fluid flow in the pore space should be simulated at a fine resolution.
In our work, we investigate the stress response for different rock samples under uniaxial and hydrostatic conditions for Berea sandstone and a synthetically generated polydisperse sphere-pack, under different flow regimes. Both samples exhibit the same porosity and grain-size distribution. The relatively small size of the samples ensured we could simulate the loading sequence under gravity-free conditions. Fixed boundary constraints were applied to the bottom surface against translation normal to the boundary while the top boundary compresses axially. The boundary walls are assumed frictionless, which ensures that the stresses applied on the walls remain normal. Strain is calculated directly from the wall displacements, and the corresponding stress is obtained from the boundary forces.
Sphere Pack Development
The Sphere pack was introduced to investigate the effect of particle shape on deformation. Sphere packs in the past have been created from oblate spheroids stretched in one direction (Schwartz & Banavar, 1989) , linear trigonometric mappings for pack of ellipses and spheres (Pilotti, 1998) , random packs of monodispersed spheres using sequential deposition algorithm (Coelho et al., 1997) , and constructed random packs of nonspherical particles using the discrete element method (DEM) (Garcia et al., 2009) . In this research, the sphere-pack was generated using Monte Carlo simulation. The code initializes a uniform lattice, and then uses the Metropolis algorithm to anneal the particle locations for many iterations. It then calculates the pairwise radial distribution function, averaged over many centers in the set (Kapfer & Krauth, 2013) . Some of the important characteristic parameters of the packing are the number of bed particles (1,000), porosity (ϕ =0.255304), and some Berea grain-size distribution inputs such as average particle (D avg =312.044 μm), maximum grain diameter (D max =615.009μm), and minimum particle diameter (D min =84.8331 μm).
Having generated these computational beds, the coordinates of the sphere centers and radii were written in ASCII format and then were converted to binary image format using in-house C++ code to regenerate the packed spheres. The domain was meshed using the tetrahedral grids. The 2-D mesh surfaces were meshed together to ensure conformity at the interface; however, the 3-D tetra meshes were done separately. Spheres were also contiguous to ensure stress continuity during the loading process.
Fluid Domain: Flow Conditions
As discussed earlier, the Navier Stokes equations are solved for flow in viscous fluids to determine the velocity distribution of fluids in the void space at pore-scale satisfying the specified boundary conditions, while upscaled Darcy law governs flow at macroscale. Fluid flow in a porous media can be characterized by the Reynolds number. In order to carry out flow simulations, boundary conditions, such as the inlet and outlet, need to be specified. Inlet boundary conditions were set on the boundary parallel to the y À z plane from the left, while the outlet boundary conditions were set on boundary directly opposite the inlet. We impose constant inlet boundary condition that is set based on the Reynolds number. The Reynolds number (Re) is a dimensionless number that expresses the ratio of inertial to viscous forces, can be used as a criterion to distinguish between laminar flow occurring at low velocities and nonlinear flow conditions at higher velocities. In pipes, critical Re is about 2,300. Likewise, for a porous media we may define the critical Reynolds number by using:
where μ represents the kinematic viscosity, U is the superficial velocity, and L is the characteristic length, which represents the grain diameter. For a porous media with complicated internal morphology, local or porebased Reynolds number is inversely proportional to pore diameter. Hence for sections with large pore sizes, the local Re may drop below the critical value while some sections would be in the non-Darcy state. Therefore, the phenomenon of flow separation might come into play, inducing turbulence locally (Lage et al., 2002) . Local point measurements where probes are placed at certain locations inside the porous medium have been used to characterize flow regimes (Dybbs & Edwards, 1984) In this paper, however, we use mean particle diameter of the representative element volume (REV). The characteristic length in equation (22) for a porous media is often given as D p , which is the mean particle size diameter then we can redefine the Reynolds number as Re p . This mean particle diameter can be obtained from the particle-size distribution or from d 10 which is the grain size that the size (diameter) of 10% of the material weight (Bear, 2013) . If the particle diameter cannot be easily obtained, the Reynolds number equation can be written as
where β is the non-Darcy coefficient and k is the permeability. If the porosity ϕ and intrinsic velocity u are known, Reynolds number can be written as;
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For a network model,
where r is the pore throat radius. Also, recall that the Mach number Ma ¼ U=c is defined as the ratio of a typical fluid velocity to the speed of sound c. For viscously dominated flows, compressibility effects are negligible when the square of the Mach number is much smaller than the Reynolds number Ma2 ≪ Re ð Þwhich is in the range of fluid flow interest in this paper. Before start of the flow simulation, we apply our boundary conditions. A uniform velocity inlet boundary condition based on the Reynolds number is applied at the inlet. No-slip boundary conditions are applied on the internal walls by using a fixed velocity of zero. The outlet boundary condition is set to zero pressure. A single-phase Newtonian fluid was used in the simulation with a viscosity of 0.001 Pa.s and density of 1,000 kg/m 3 .
Simulation
For the fluid coupled solid model, tetrahedral elements were generated for both the packing and Berea sandstone geometries which ranged from 1,104,097 to 2,074,984. Solving the described equations with such many elements would be computationally expensive as an initial mesh of the biggest sample consisted of 4,313 vertices and 2,074,984 tetrahedral elements. Thus, after each adaptive iteration, a fraction of those elements with the highest error contributions are marked for refinement. Based on the number of elements used in this study, CPU time would be greatly increased as well as the virtual memory.
As a solution, a new geometry had to be obtained by coarsening. To this end, Gaussian pyramid algorithm was used to achieve this (Tahmasebi et al., 2014; Tahmasebi et al., 2017a; Tahmasebi, 2018b; Tahmasebi, 2018a) . This reduced the computational domain drastically. The resized samples are used in solving the coupled equations. Then, the resized samples are used in the described coupled equations. Computations were carried out on a 12 core Intel Xeon® CPU with 256 GB of memory.
Newton-Raphson method was used for the performing the nonlinear finite element computations. Convergence rate of such an iteration process is dependent on initial values used for the problem, and for problems with many degrees of freedom, instability may occur. As a result, multigrid solver system is used to initialize the computation with a coarse mesh and then gradually switch to finer meshes. This is done to remove unwanted transients, which are undesirable, and to further speed up the computations. Then, three scenarios are considered and examined. In the first scenario, we considered fluid flow at very low flow rates through the inlet boundary condition without any external load on the samples. We start by running fluid at several inlet velocities ranging from smallest to a maximum velocity value at the inlet boundary. The flow rates correspond to Reynolds numbers ranging from 0.001 to 1. In the second scenario, the Reynolds number is increased until we observe that fluid begins to deform the matrix slightly. We consider simulations only for laminar flow i.e., no turbulent regimes included. To properly account for the influence of matrix deformation due to increasing fluid pressure gradients, we need to determine when linear laminar flow ends. One way of determining the end of linear flow is through the critical Reynolds number (Re crit ) at which the flow can no longer be as linear. As the behavior turns nonlinear, the flow profile starts changing and become more unstable. It should be noted that although very high Re numbers are not realistic in subsurface modeling, in this study, however, such scenarios are also considered to investigate the effect of such flow regimes on deformation. But, as mentioned, it might not be very realistic and practical.
The third scenario that is applied in this paper is the application of external load on the sample. The solvers are fully coupled in this case and iterations based on data exchange between the fluid and matrix solvers are carried out to investigate how fluid pore pressure gradient is affected by external load. For this aim, we perform uniaxial and hydrostatic loading. Uniaxial compression load is applied to the top boundary while simultaneously repeating the flow sequence from scenario 1. For each velocity and loading condition, average flow velocity and average pressure were computed in order to determine the change in pressure gradient and permeability. Uniaxial load was added from 1 MPa for each simulation separately up to 10 MPa and the effect of stress on the nonlinearity coefficients and permeability was checked numerically based on different pore-
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Permeability Calculations
The macroscopic transport properties of porous media are governed by underlying pore-scale physics. The subsequent goal of pore-scale modeling is to numerically solve the equations governing transport with the goal of recovering macroscopic properties of interest. Darcy's law has been traditionally used for this aim: to relate seepage (Darcy) velocity to pressure gradient. Pore-scale quantities such as fluid velocity u f and fluid pressure p f are obtained from solutions for our coupled equations. For a complex geometry such as Ω, the coupled equations are solved using continuum equations which can averaged over a representative volume Ω REV to obtain local averages of the pore-scale quantities. As a result, the macroscopic pressure P and seepage velocity V can be obtained. Relating both quantities with cross-sectional flow area and fluid viscosity μ gives the permeability. Darcy's law is only valid for permeability computations when the velocity is very small (i.e., creeping flow). It is given as:
where K D is defined as Darcy permeability tensor and ∇P is the pressure gradient.
Permeability obtained in this regime is most closely related to the internal morphology of the porous medium, therefore, is to be constant for the same porous medium subjected to Darcy flow (Baǧci et al., 2014) . However, as the fluid flow rate increases, Darcy's law becomes inapplicable due to the relationship between pressure P and effective velocity V becoming nonlinear. This could also occur due to the curvature of pores or channeling in fractures, molecular effects, ionic effects, and non-Newtonian behavior of the fluid (Kolditz, 2001 ). The linear relationship between pressure drop and flow rate becomes invalid, while, in contrast, the convective acceleration and/or transient effects become important. An additional drag term is therefore incorporated into the Darcy equation to account for the nonlinearity. Such a correction term was added by Forchheimer (Whitaker, 1996) and Dupuit (Dupuit, 1863) . This equation gives the so-called Forchheimer equation as:
where β is known as the inertial flow coefficient or non-Darcy flow factor. When the flow is linear the nonDarcy flow factor term β is negligible and equation reverts back to equation (26). Similar to K D , β is also geometry-dependent. β can be found from experiments at high flow rates. Although the Forchheimer equation is an empirical formula based on experiments, it has still shown to be applicable for modeling permeability in periodic corrugated channels (Panfilov & Fourar, 2006) , metal foams (Dukhan & Minjeur, 2011) , and conductivity proppants (Trykozko et al., 2016) . The results of permeability calculations are reported in Table 1 .
Mesh Convergence Studies
As with any numerical simulation, mesh convergence analysis needs to be carried out to observe the influence of mesh size on flow parameters. Due to this being the first work at this scale considering the pore-scale complexities to the author's knowledge, there are no existing data to compare with or experimental data at this scale. In future, we plan to propose a model for upscaling this model. Grid independence was checked by increasing the number of grid points for a number of different cases. Difference mesh sizes for the solid domain and the fluid domains were examined. After applying the resizing technique by Tahmasebi et al. (2014) , at 780,025 grids, the solution did not change suggesting that this level of refinement was adequate.
Results and Discussion
Determination of Critical Reynolds Number
Determination of critical Reynolds is crucial in this study because we aim to identify at what Reynolds number solid matrix begins to show signs of significant deformation due to fluid forces. The onset of nonlinear flow is usually gradual (Garrouch & Ali, 2001 ) and is dependent on the morphology. One way of determining the end of linear flow is through the critical Reynolds number (Re crti ) at which the flow can no longer be as linear. It has been determined from experiments that Re crti to be about 1-10 ( Barenblatt et al., 1990) . Hassanizadeh and Gray (1987) suggested the critical number to range from 1 to 15. In this study, we choose the critical Reynolds number to be when a reduction in permeability is 1%, which is adequate for our simulations. When flow becomes nonlinear, we apply the Forchheimer equation to obtain the permeability. Equation (27) is defined as quadratic; therefore at least two different conditions are needed for obtaining unknown coefficients. However, we can obtain those by application of least square regression to several data points. As the behavior turns nonlinear, the flow profile starts changing and become more unstable. Figure 2 shows a plot of Dimensionless permeability versus Reynolds number. The average hydraulic conductivity of the 3-D numerical models was estimated from the pore-scale model by dividing the average of local pore fluid velocities by the average hydraulic gradient. Dimensionless permeability K * is then derived as the ratio of the current permeability to the reference permeability.
The sphere-pack is characterized as having more stable recirculation zones and having less tortuous pathways hence will experience a longer period of linear flow. From Figure 2 it can be observed that the sphere-pack attains nonlinear flow later than the realistic sandstone geometry. The critical Reynolds number of the sphere-pack and the sandstone are Re crit =9.2 and Re crit =3.5. The disparity in Re crit is due to the number of contacts between the particles (Yu et al., 2017) . The sphere-pack, in this case, has a fewer number of solid matrix contacts based on its structure.
Matrix Deformation by Fluid Forces
We examine the effect of fluid force on matrix deformation at different flow rates while considering particle shape. In flow through porous media simulations, it is also important to evaluate the forces that the fluid exerts on the grain surface at different flow rates. This is necessary due to the fact that unconsolidated or consolidated grains present some form of obstruction to fluid flow hence there is momentum exchange between both phases in contact. Momentum transferred by fluid flow along the fluid-matrix interfaces introduce additional forces and moments on the solids.
The equilibrium state of the solid matrix could be distorted by matrix bond weakening as a result of high flow rates which could induce grain translation or rotation and changes overall in the connectivity and geometry of pore spaces (Han & Cundall, 2013) . Fluid and solid equations are solved the one-way coupling process. After solving the equations, we extract the fluid domain solutions (i.e., velocity and pressure fields) and then apply it to the solid and then solve for solid deformation. Figures 5a and 5b indicate flow through the porous media at Re p =0.01 and Re p =2, respectively. We can clearly see that local velocities increase when traveling through narrower channels. At this point, it is important to note that there is little or no sign of deformation at the fluid-matrix interface by fluid forces.
The Reynolds number is increased until we observe fluid starting to deform the matrix slightly. This increase results in displacements along the no-slip solid boundary, which leads to deformation at the solid matrix walls due to fluid force. We consider simulations only for laminar flow i.e., no turbulent regimes included. Figures 3c, 3d , 3e, and 3h indicate the results of fluid-induced solid deformation at selected flow rates for both Berea and sphere packing pore geometries respectively. Significant deformation at these rates occur at Re p =5 for the sandstone and Re p =10 for the packing. Both numbers exceed their respective critical Reynolds number hence their flow is characterized as quadratic.
When nonlinear flow begins, the effect of viscous forces starts to diminish, and inertial forces become more significant, hence the fluid flow distribution becomes more unstable leading to more significant interface displacements. This can be explained by the development of adverse pressure gradients, which coincide, with the bending of streamlines. As these adverse gradients increase, the flow direction can reverse, which results in the development of recirculation (Fourar et al., 2004) . Fluid flow is therefore countercurrent downstream close to the solid, leading to formation of eddies and hence modifications of velocity and pressure fields. This condition depends on the pore geometry.
We can observe similar trends in fluid distributions and significant displacements only occurring after nonlinear flow sets in. Morphology plays a major role in the deformation of both samples: the solid displacements for the sandstone ranges from 0.635 to 0.669 µm for the sandstone and 0.2707 to 0.28153 µm for the spherepacking. The rock matrix undergoes varying scales of deformation for both samples at the inlet, which is dominated by reversible structural elasticity. Such a behavior can be interpreted as a result of strong variations in the cavity shape, grain curvature, and tortuosity, despite both samples having similar volume fraction and particle-size distribution.
As can be noticed from Figure 4b , the matrix displacements are relatively constant at low flow rates, which are indicated by red color similarity in the bubbles of the 4-D plot. There has been no notable change in the solid displacement because the viscous drag forces are not strong enough to deform the solid matrix For the small sphere, we can see that it experiences small displacements compared to the displacements in the larger spheres. Effect of fluid force with respect to Reynolds number is depicted in (c). It shows the increase in viscous, pressure and total drag forces with increasing Re. (d) Shows effect of drag forces on crosssectional area. The marked section has a small cross-sectional area hence there is greater deformation at that interface.
at the interface. This regime can be described explicitly at the macroscale by the Biot's linear poroelasticity equations when upscaled by asymptotic homogenization. These equations rely on the fact that fluid-solid interface displacements are infinitely small relative to the pore size. This allows the interface conditions to be applied at the initial position of the fluid-solid interface. Although a wide range of applications, such as soil consolidation, fall into this category, most of the other important poroelasticity problems cannot be considered under such restrictions. As the magnitude of the displacement become proportional to the grain size, the nonlinear Biot's poroelasticity model should be applied (Iliev et al., 2004) . Thus, upscaling of complex porous media to the linear Biot's poroelasticity model and the nonlinear Biot's poroelasticity will be discussed in our future paper and it is not addressed here.
To explain the reason for the discrepancies in the scales of deformation based on the grain shape, we simulate the effects of fluid drag force just before the nonlinear regime, at the pore-scale and compare our results for different shapes to investigate how drag forces are shape-dependent.
Following Fourar et al. (2004) , we can apply the steady-state momentum equation to equation (18), which gives:
where S is the area of the macroscopic surface. The equation simply implies that the sum total of the force acting on the fluid is the same as the momentum acting in the flow direction. T f represnts the total stress tensor which includes the shear stress and pressure force acting on the on the differential surface. The shear stress term ζ (u f ) is given by:
For a one dimensional case in the x-direction, the equation can be expressed as:
S p and S s represents the fluid-grain boundary that experiences pressure force and shear stresses, respectively, while S f is the fluid-fluid surface that both the pressure force and shear stresses act on. ΔP is the pressure drop and A is the surface area of fluid at the entrance to unit cell. The pressure and the viscous drags exerted by the matrix on the fluid in accordance with the macroscopic momentum equation are calculated separately and their contributions to the deviation from Darcy's law are evaluated. From computations, we can access that drag force is affected by cross-section of the grains presented to the fluid. As shown in Figure 4d , the inlet surface with the smallest surface area experiences the most force at the fluid-grain interface. Surface smoothness also affects the drag force. For the sphere-pack with relatively smoother surface than the sandstone, it can be inferred that the sandstone experiences more fluid force at any flow rate than the sphere-pack; see Figure 4c .
Effect of Uniaxial Compression on Permeability
Grain-scale deformation during compaction was analyzed to further undrestand stress-dependent permeability at pore scale. During loading it is imperative that the fluid and the conformed mesh at the fluid-solid interface have high mesh quality considering that the fluid mesh needs to be remeshed after each iteration. Poor mesh quality could lead to mesh inversion or fluid diffusion and hence not converging the equation. It should also be noted that the proposed method in this paper can only be utilized for modeling continuous phases. As a result, the model does not account for grain dispersivity or bulk flow across the porous media. Solid phase needs to be connected along the loading trajectory upto the fixed boundary to ensure stress continuity. Similarly, blind pores need to be eliminated.
To properly model loading cases, we first apply uniaxial compression load to the top boundary while simultaneously repeating the flow sequence from scenario 1. For each flow rate and loading sequence, the average flow velocity and average pressure were computed to determine the change in pressure gradient and permeability. Change in void fraction by external loading leads to alteration in the nonlinear flow behavior of fluid such as the critical Reynolds number Re crit , which is used for characterizing the onset of nonlinear flow. Yu et al. (2017) showed that under constant normal stress, increasing shear displacement alters the void space of a fracture hence leading to changes in both the average aperture and permeability.
The solid matrix was subjected to uniaxial stress during the creeping and nonlinear laminar flow sequence from Re p =0.01 up to Re p =20. Several stress values between 50 and 900 kPa were simulated to ensure significant change in fluid pressure. For both samples, this occurred at about a stress of 950 kPa. Simulations were then carried out from 1 up to 10 MPa. The effect of stress on the nonlinearity coefficients and permeability was checked numerically based on different pore-shape configurations. The results are presented in Figure 5 . From the figure, we can observe that there is a slight reduction in permeability due to external loading for both shapes. This is due to the steep increase in fluid hydraulic gradients as observed in Figures 6a, 6b , 6c, and 6d at the nonlinear flow regime. It is also noticeable that the sphere-pack undergoes less deformation than the Berea sandstone and that permeability reduction is slightly lower in the sphere-pack than in the Berea for the same amount of stress applied in Figure 5 .
At lower flow rates, conductivity profile is nearly constant, which is consistent with linear pressure gradient profiles. However, as the flow rate increases, there is a decrease in the permeability. A lot of research has gone into why this phenomenon occurs for example in operations like hydraulic fracturing for which Zeng and Grigg (2006) has shown to reduce effective fracture conductivity by about 50%. There have been several explanations for this behavior, but none has been generally accepted. In our case, we attribute this trend to flow divergence from large channels into smaller ones and varying effects of pressure gradients.
During simulation, it was noticed that uniaxial compression stress does not alter the linear and nonlinear flow patterns, although it has significant effects on the flow characteristics. At 1 and 10 MPa, the on-set values for linearity remained at Re crit =9.2 for the sphere-pack and Re crit =3.5 for the sandstone.
Hydrostatic Loading
Hydrostatic stresses are prescribed on the external wall boundaries of Berea sandstone and sphere packing and the response of both samples due to change in stress conditions are captured while examining the resulting pore reduction and resulting fluid redistribution. Figures 7a and 7b shows the differential stress σ1Àσ3 versus the axial strain for three different conventional triaxial compression experiments at a fixed pore pressure of 5 MPa. Where σ1 indicates the maximum principal stress and σ3 is the minimum pricipal stress. The confining stresses used are 5, 10 and, 20 MPa. Both respective samples are loaded with vertical stresses while maintaining the confining stress. The vertical stresses are initially equal to the confining stresses then 
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Water Resources Research are later increased for all cases. We can observe that when we apply compressive loading, the permeability changes. This trend is common on both sphere packing and the Berea as indicated from Figures 7c and 7d . The permeability-stress curve indicates that normalized permeability decreases at a higher rate than the sphere packing even when exposed to similar stress conditions. The grain bonding is weakened when subject to loading which causes grain walls to impinge on each other more easily. This eventually inhibits fluid flow path. This goes ahead to emphasize that pore-scale deformation is significantly impacted by the particle shape geometry. Although research has shown that the predominant mechanism for microscale deformation is due to wall thickness (Kader et al., 2017) , in this study, it is indicated that solid deformation and reduction in flow conductivity is mainly due to the particle shapes. The sphere packing was intricately designed to ensure similar structural characteristics as the realistic sandstone geometry. Therefore, the only outstanding factor is grain shape geometry, which differs for both.
The permeability in this work is altered only by hydrostatic deformation and porosity change since we do not consider any effect of damage to the object in our model. It should also be noted that the slopes of the differential stress-axial strain curve in Figure 7a and 7b are nonnegative indicating vertical stresses applied are equal or greater than the confining stress. The deformation model is elastic, however we begin to observe 
Water Resources Research impinging grain contacts due to local compressive stress concentrations as can be observed in Figure 8 . The grain are displaced from the original position and deforms continously until there's grain contact. If loading continues, stress-strain curves would exhibit inelastic structural behavior such as grain crushing, pore collapse, shear bond breakage, and tensile bond breakage (Stahl & Konietzky, 2011) .
Conclusions
In this study, we investigated the role that morphology plays when a rock at pore-scale undergoes elastic deformation by external loading and by fluid force. We also examined the effect of compressive streses on permeability reduction. We demonstrate the use FEM for the coupling fluid and solid and solving for solid deformation at pore scale. ALE was used to capture the interaction between the matrix and fluid domains. Simulations were carried out using realistic pore geometry of Berea sandstone imaged at a resolution of 1.5 µm and an idealistic sphere-pack model that was generated using the same statistics in the Berea sandstone sample.
Both uniaxial and hydrostatic loading conditions were examined. During uniaxial compaction, morphology plays a major role in the deformation of both samples: the maximum solid displacements for the sandstone ranged from 0.635 to 0.669 µm and 0.2707 to 0.28153 µm for the sphere-packing. The rock matrix underwent varying scales of deformation for both samples which was dominated by reversible structural elasticity. Such a behavior was interpreted as a result of strong variations in the cavity shape, grain curvature, and tortuosity, despite both samples having similar volume fraction and particle-size distribution. The sphere-pack represented an array of contiguous ideal pack of spheres which is characterized as being homogenous i.e., grain structure are more organized and the pathways are less tortuous than the sandstone. Hence permeability reduction was less when loading was applied. Hydrostatic loading was also carried out under three confining stress conditions: 5, 10, and 20 Mpa all at constant pore pressure. It was discovered that dimensionless permeability of the sphere-pack abates at a lesser rate than the sandstone. Damage was not incorporated in the coupling model hence the primary retarding factor for permeability were external stress and porosity reduction.
Potential effects of matrix deformation incited by fluid forces at different flow rates were also investigated. Flow condition was characterized by their Reynolds number hence we were able to establish that significant fluid-induced matrix deformation was attributed to the onset of quadratic flow. Sandstone began to deform significantly at Re p ¼ 5 while the sphere pack deformed at Re p ¼ 10. In other words, the samples exhibited significant deformation as inertial forces began to become more potent, hence the fluid's momentum was transferred along the fluid-matrix interfaces introducing additional forces and moments on the solids which weaken grain wall bonding. We also discovered that the reason for this discongruity between the deformation of the Berea and the sphere pack at lower rates, we observed that the permeability in both cases was nearly constant. However, as the flow rate increased, permeability began to reduce at a fast rate. This occurrence was due to divergence of flow from large pore channels into smaller pore elements. Retardation of permeabilty at higher flow rates also occurred because increase in flow rate leads to adverse pressure gradients which in turn results in recirculation and eventually in reversal of flow direction. We also observed that uniaxial compression stress did not alter the linear and nonlinear flow patterns however, it did have significant effects on the flow characteristics. Furthermore, the sphere-pack deforms at a relatively lesser rate than the sandstone due to flow slippage at he fluid-solid interface.
