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Human activity and land use patterns are altering solute concentrations in waterbodies
worldwide, frequently with effects that are delayed and/or displaced from their cause.
Understanding the resulting water quality trends allows managers to tailor interventions and
preemptively respond to likely future conditions. My research addressed two broad questions:
1) How and why does surface water quality vary spatially?
Many U.S. states classify waterbodies according to groups of designated uses, suggesting
that water quality and classifications are correlated. The relationship between classification and
water quality, however, is untested. I analyzed existing data for the State of Connecticut to
identify differences in water quality between waterbody classes and as a function of land cover
(Chapter 1). My results suggest that land cover is a better proxy for water quality than
classification.
2) What is the role of groundwater in delivering nitrogen to streams and rivers, and removing
nitrogen through denitrification?
Reactive nitrogen applied to land surfaces percolates with precipitation and moves along
groundwater flowpaths before discharging to surface waters. Patterns of groundwater discharge
are difficult to measure and predict due to spatial heterogeneity. I explored the feasibility of
using regional groundwater models and thermal infrared imagery to identify areas of
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groundwater discharge at the regional-scale. I implemented a suite of groundwater models using
common assumptions to quantify precision in modeled flowpath characteristics (Chapter 2).
Then, I used thermal infrared imagery and extensive field surveys to compare modeled and
observed patterns (Chapter 3). I found substantial variation in modeled flowpath characteristics
among models, but that thermal infrared imagery was a useful tool for evaluating modeled
patterns.
Groundwater discharges can deliver large nitrogen loads to streams and rivers, but
nitrogen can also be removed by microbial processes along groundwater flowpaths. I analyzed
discharging groundwater from spatially extensive surveys to quantify patterns of nitrogen
loading to surface waters and removal within the groundwater system. Then, I used land cover,
soil, and flowpath characteristics to quantify patterns of nitrogen loading and removal at the
watershed scale (Chapter 4). I found that removal dominates in forested areas, and loading
dominates where development and agriculture overlay coarse sediments.
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Chapter 1: Do Water Body Classifications Predict Water Quality?1
1.1 Abstract
Many states classify waterbodies according to groups of designated uses, which suggests
that classifications may be correlated with water quality. The primary assessments of water
quality in the United States (the Biennial Integrated Water Quality Report) do not consider
classification, so the relationship between classification and water quality is untested.
Additionally, water quality has been shown to be influenced by watershed land use; however,
land use is not typically part of waterbody classification systems. To determine the relationships
between water body classification, water quality, watershed land cover, and forest fragmentation,
we analyzed existing water quality data for the State of Connecticut from the United States
Geological Survey and the Connecticut Department of Energy and Environmental Protection and
land cover data from the National Land Cover Dataset. Connecticut uses a unique classification
system that includes separation of drinking water sources (Class AA) and waterbodies receiving
waste water discharges (Class B). Using a comparison of multiple means, we found that Class B
waters had higher levels of nitrogen, solids, chloride, sodium, dissolved copper, total iron, and
dissolved manganese than Class AA waters. Watersheds upstream of Class B segments had less
forest cover, more development and more impervious cover than watersheds upstream of Class
AA segments. Class A sites had some similarities in water quality and land cover with Class AA
sites and some with Class B sites. The subset of Class B waterbodies with “Class AA-like” water
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quality also had “Class AA-like” land cover. Based on this and a multiple linear regression
analysis, we found that water quality is more closely related to watershed land cover and forest
fragmentation than to water body classification. We recommend that watershed land cover likely
is a better proxy for water quality than waterbody classification.
1.2 Introduction and Background
The United States (US) Federal Water Pollution Control Act of 1972 (Clean Water Act)
(Clean Water Act of 1972, 2002, sec. 303) requires that states identify the designated use(s) for
each water body and develop applicable water quality standards for each designated use.
Common designated uses include drinking water supply, recreation, fishing, and navigation (e.g.
Connecticut Department of Energy and Environmental Protection, 2013; Revisor of Statutes,
State of Minnesota, 2008; State of Maine, 2015; Texas Commission on Environmental Quality,
2014; Washington State Department of Ecology, 2012). This system serves as a relatively simple
regulatory tool for assessing water quality in a binary fashion. Waterbodies are identified as
“supporting” or “not supporting” each designated use and categorized by the number of
supported uses and the need for management intervention (US EPA, 2005).
Some states group designated uses into classifications (sets of designated uses) (e.g.
Connecticut Department of Energy and Environmental Protection, 2014a; Department of
Environmental Protection, State of Florida, 2016). In these systems, each distinct combination of
designated uses is a different class and each water body is assigned to one class. Other states use
class synonymously with designated use (Environmental Protection Division, State of Georgia,
2015; Revisor of Statutes, State of Minnesota, 2008); in this type of system a waterbody is
assigned to one or more classes. For the purposes of this paper, we use classes to refer to sets of
2

designated uses. Classification systems based on designated uses (with associated water quality
standards) could lead one to conclude that water quality metrics are correlated with
classification; however, this may not be the case as the classes are assigned based on desired use
and not measured water quality (for a noteable exception see State of Maine, 2015). Water
quality standards establish the minimum quality necessary for a given use and as such do not
reflect the range in quality that may exist above or below that standard among waterbodies
designated for that use.
The primary means of evaluating the quality of water in the US is the Biennial Integrated
Water Quality Report (IWQR), which is required by the US Environmental Protection Agency
(EPA) of every state and includes an assessment of the waters of the state and an update on the
condition of previously impaired waters (Clean Water Act of 1972, 2002, sec. 305(b)). The
IWQR is an important management tool, but it does not directly address water quality
differences across classes. For example, the 2014 Connecticut IWQR (Connecticut Department
of Energy and Environmental Protection, 2014b) indicates that 78% of assessed rivers meet the
water quality standards for aquatic life (Stevens Jr and Olsen, 2004) but it does not address how
chloride levels (part of the aquatic life standard) vary across waters of different classes
(Connecticut Department of Energy and Environmental Protection, 2014b).
All three freshwater classes of surface water in the Connecticut system (Class AA, Class
A, and Class B) have aquatic life, fish consumption, and recreation as designated uses. The
primary differences between classes are allowable discharges and use (or proposed use) as a
drinking water source (Table 1-1). Approximately 24% of the stream kilometers are Class AA,
64% are Class A, and 12% are Class B (Figure 1-1a and Table A-1). Though a small percentage
3

of stream kilometers, the Class B rivers include many major rivers in the state (Connecticut
Department of Energy and Environmental Protection, 2011).
Table 1-1 Connecticut inland freshwater classifications (Connecticut Department of Energy and Environmental
Protection, 2014a)

Classification

Designated Uses

Discharges

AA

existing or proposed drinking water
supply, fish and wildlife habitat,
recreational use (may be restricted),
agricultural and industrial supply

discharges from public or private drinking water
treatment systems, dredging and dewatering, emergency
and clean water discharges

A

potential drinking water supply; fish
and wildlife habitat; recreational
use; agricultural and industrial
supply and other legitimate uses
including navigation

same as allowed in AA

B

recreational use, fish and wildlife
habitat; agricultural and industrial
supply and other legitimate uses
including navigation

same as allowed in A and cooling waters, discharges
from industrial and municipal wastewater treatment
facilities (providing Best Available Treatment and Best
Management Practices are applied), and other discharges
subject to the provisions of section 22a-430 CGS

The origins of Connecticut’s classification system are in the topography and settlement
patterns of the state, which led to the establishment of most cities in the coastal regions or along
major rivers. This arrangement allowed Connecticut cities to discharge effluent downstream,
towards coastal waters, and to use unpolluted, upland watersheds for water supply. The historic
division between wastewater and drinking water supply and the goal of high quality water was
codified into the Connecticut classification system after the Connecticut Pollution Control Act of
1967 (Appendix A in (Focht, 1969)).
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Figure 1-1 Connecticut freshwater surface water quality classifications (Connecticut Department of Energy and
Environmental Protection, 2011). a) All classified segments; b) Stream segments used in analysis. Legend and scale bar in
panel b apply to both panels. See Table 1-1 for definition of classes.

The complete separation of drinking water supply and wastewater discharge is unique
(see for instance, Department of Environmental Protection, Commonwealth of Massachusetts,
2010; Office of Water Resources, Department of Environmental Management, State of Rhode
Island and Providence Plantations, 2010) and makes Connecticut an ideal context for analyzing
water quality differences across water body classes. The intention is that the separation of
drinking water and wastewater discharge protects drinking water sources, resulting in higher
quality water in those waterbodies. If the water quality in Class B waterbodies is
indistinguishable from the water quality in Class AA waterbodies, this could suggest the need for
a review of the policies that apply to water uses in Class B waterbodies. Here, we test the
hypothesis that Class AA waters have higher water quality than Class B waters in Connecticut.
We expect high variation within classes and some overlap between classes. Designated
use-based classification systems do not directly account for the effects of watershed land cover
and associated non-point source pollution on water quality. However, many studies have found
strong linkages between watershed land cover and water quality, in particular that increased
5

amounts of agriculture, development, and impervious cover are associated with increased levels
of nutrients and solids in downstream waters (Ahearn et al., 2005; Arnold and Gibbons, 1996;
Ballantine and Davies-Colley, 2014; Bellucci, 2007; Mehaffey et al., 2005; Sliva and Dudley
Williams, 2001; Tong and Chen, 2002; Walsh et al., 2005). Therefore, we hypothesize that
variation in water quality within classes and overlap in water quality between classes may be
strongly related to watershed land cover.
Our overarching objective was to quantify patterns in water quality between and within
different water body classes for streams and rivers in Connecticut using existing data from the
United States Geological Survey (USGS) and the Connecticut Department of Energy and
Environmental Protection (CT DEEP). Specifically, we asked four questions: 1) How does water
quality vary within and among classes?; 2) To what extent does water quality overlap between
classes?; 3) Does watershed land cover predict overlap between classes?; and 4) What are the
potential policy implications of these patterns?
1.3 Methods
1.3.1 Data Acquisition and Scope
We used water quality data from the CT DEEP Water Quality Database (Connecticut
Department of Energy and Environmental Protection, 2014c) and the USGS National Water
Information System (United States Geological Survey, 2018) for non-tidal, surface water
sampling stations in streams and rivers in Connecticut during non-storm periods between
October 29, 1996 and November 14, 2011. For each sampling location, we performed a spatial
join in ArcGIS 10.2.2 (ESRI, 2014) using a Surface Water Body Classification layer
(Connecticut Department of Energy and Environmental Protection, 2011) and the NHDplus (US
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EPA and USGS, 2012) to determine the water body classification and stream order, respectively.
We manually checked a subset of the sites to confirm the class and order (see Supplemental
Information for details).
The sampling covered 609 stream segments (Figure 1-1b). Of these, 570 (79 Class AA,
328 Class A, and 163 Class B; 8% of the stream segments in the state; Table A-1) represent
NHDPlus flowline segments in New England (US EPA and USGS, 2012). An additional 9
segments (1 Class A.A, 5 Class A, and 3 Class B) were created by splitting NHDPlus segments
due to mid-segment class changes (e.g. if the upstream portion of an NHDPlus segment is Class
A and the downstream portion Class B, we considered those separate segments). The remaining
30 (4 Class AA, 24 Class A, and 2 Class B) are segments from the CT DEEP waterbody
classification (Connecticut Department of Energy and Environmental Protection, 2011) that are
not mapped in the NHDPlus. The sampled NHDPlus segments are well distributed across the 10
HUC8 areas in the state, encompassing 4-12% of the segments in most areas (Table A-1). Class
AA segments were least frequently sampled (2-7% of segments in most areas), and Class B
segments were the most (13-19% in most areas).

For the land cover analysis, we used accumulated land cover within the upstream
drainage area (i.e., watershed land cover). The data is originally from the 2001 National Land
Cover Dataset (NLCD; 30m resolution) (Homer et al., 2007) and is available in aggregated form
as part of the NHDPlus (US EPA and USGS, 2012). We assumed the 2001 NLCD is
representative of the study period (1996-2011) and did not account for land use changes during
that time. We created a forest fragmentation raster (30m resolution) using Morphological Spatial
Pattern Analysis (MSPA) (Soille and Vogt, 2009) and the forest land cover classes from the 2001
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NLCD. The resulting forest fragmentation raster categorized each forest pixel according to the
following forest fragmentation features: core (all adjacent cells are forested), edge (forest cells at
the perimeter of core forest, adjacent to both forest and non-forested cells), and fragments (all
other forested cells, primarily strips of forest extending from blocks of core forest or small
clusters of forest) (Soille and Vogt, 2009). We used the Catchment Allocation and Accumulation
Tool (CA3TV2) that is available with NHDplus (US EPA and USGS, 2012) to calculate the
percent of upstream land with each forest fragmentation feature for each stream reach.
1.3.2 Water Quality Parameter Selection
We selected the most frequently measured parameters, which we defined as those with
3000 or more samples from 100 or more segments. This list included nine dissolved metals, so
for the sake of comparison we added the corresponding total metals for eight of them, which met
the selection criteria for total sites but were below the sample criteria (1068 – 1377 instead of
3000+ samples). We did not add Total Manganese because the number of sites (34) and number
of samples (329) was well below the selection criteria. The final list contained 38 parameters
(Table 1-2).
Table 1-2 Parameters selected for analysis

Number of
Segments

Number of
Samples

Mean Number of
Samples per Segment

522

6067

12 ± 32

266

5975

22 ± 43

490

5809

12 ± 32

469

5062

11 ± 27

Orthophosphate

493

5430

11 ± 30

a

Total Nitrogen

492

5605

11 ± 30

Ions
Calcium

111

3623

33 ± 48

533

5847

11 ± 28

Parameter
Nutrients
Ammonia
Dissolved Oxygen
Nitrate plus Nitrite
Organic Nitrogen

Chloride

a

a

a
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Fluoride

130

3088

24 ± 37

Magnesium

111

3622

33 ± 48

191

3918

21 ± 39

267

6317

24 ± 44

Aluminum
Cadmium

185 (205)

1080 (4255)

6 ± 12 (21 ± 39)

193 (212)

1375 (4406)

7 ± 16 (21 ± 39)

Chromium

146 (176)

1098 (4000)

8 ± 17 (23 ± 41)

Coppera (Dissolved Copper)

192(225)

1375 (4282)

7 ± 16 (19 ± 38)

170 (224)

1242 (4579)

7 ± 16 (20 ± 38)

191 (211)

1377 (4411)

7 ± 16 (21 ± 39)

a

Sodium

Specific Conductance

a

Metals, Total (Dissolved)

a (Total Iron)

Iron

Lead
Manganese

a

NA (164)

NA (3867)

NA (24 ± 43)

Nickel

149 (179)

1068 (4047)

7 ± 16 (23 ± 41)

Zinc

193 (233)

1277 (4425)

7 ± 13 (19 ± 37)

Other Parameters
Alkalinitya

535

5800

11 ± 29

Dissolved Solidsa

181

3944

22 ± 41

Drainage Area

583

8499

15 ± 34

Escherichia coli

238

3044

13 ± 16

pH

503

5266

10 ± 27

Stream Order

609

8606

14 ± 34

478

5028

11 ± 27

Turbidity

529

4081

8 ± 17

Water Temperature

268

6039

23 ± 43

Total Solids

a

a

Indicates parameters used in the AA-like and B-like analyses

1.3.3 Data Analysis
To prevent bias from differing detection limits (i.e., a sample with a higher detection
limit suggesting a higher concentration), detection limits were standardized for each parameter
by analyzing the range of reported detection limits. The median detection limit for each
parameter was chosen as the standardized limit and values that were reported “at or below”
detection limits below the standardized detection limit were increased to the median. All values
that were reported “at or below” a detection limit higher than our standardized detection limit
were deleted.
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Because multiple sample locations sometimes occurred within the same stream segment
and there was a range in sampling frequency, samples were aggregated by stream segment for all
analyses and the median value was used. We did not include seasonal patterns or annual trends in
this study due to limitations in the number of samples collected across different seasons and
years at most sites. We determined statistically significant differences between classes for water
quality parameters and watershed land cover using the method of analysis of multiple means
described by Herberich et al. (2010), which does not require normality, equal variances or equal
sample sizes. We performed the statistical analysis using R 3.1.2 (R Core Team, 2018).
To quantify the overlap in water quality among water bodies of different classes, we
developed an AA-like Index and a B-like Index that identify waters that consistently have “Class
AA-like” (or “Class B-like”) water quality. For the 12 parameters (those indicated with an a in
Table 1-2) for which we found a difference between Class AA and Class B waters (p≤0.10), we
counted the number of parameters for which the median value for a segment was below the third
quantile for Class AA segments (for the AA-like Index), or above the first quantile for Class B
segments (for the B-like Index). We normalized the two sets of counts using the total number of
parameters (out of the 12) that had been measured in a given segment to determine the AA-like
Index and the B-like Index. To determine if AA-like water quality in Class B waterbodies was
correlated with AA-like land cover, we created three subsets of Class B with AA-like Index
values of 0-25%, 50-75% and 75-100%. We only included segments in the subsets for which 6 or
more of the 12 different parameters had been measured.
We used multiple linear regression (MLR) to analyze the relative strength of watershed
land cover, water body classification, and stream order in predicting AA-like water quality. For
10

land cover variables, we considered percent developed, percent forested, percent impervious, and
the percent of forested land that was core forest. We used a logit transformation (Warton and
Hui, 2011) of the land cover variables to improve normality, standardized the data by subtracting
the mean and dividing by the standard deviation, and then used principle component analysis
(Mardia et al., 1979; prcomp function in R Core Team, 2018) with the highly correlated variables
(|r| = 0.68 to 0.95) to avoid violating the multicollinearity assumptions of multiple regression.
We extracted all four principal components (with variable loadings ≥0.45) and used them as the
land cover inputs for the MLR analysis.
To select the best MLR model, we performed an exhaustive search of models using the
regsubsets algorithm from the leaps package in R (Thomas Lumley using Fortran code by Alan
Miller, 2009), which considers every parameter and every model level. Candidate models
included 8 potential parameters – four land cover metrics derived from our PCA analysis, stream
order, and three water body class metrics: Class AA, Class A, and Class B (i.e., whether or not
the water body is Class AA, Class A, or Class B, respectively). We used the Akaike information
criterion (AIC) (Akaike, 1974) to compare candidate models. All data analyses were completed
using R 3.1.2 (R Core Team, 2018).
1.4 Results
1.4.1 Water Quality
Class B segments (industrial and municipal wastewater discharges allowable) had higher
levels of total nitrogen, nitrate plus nitrite, and organic nitrogen than Class AA or Class A waters
(Figure 1-2a-c). Although the median level of orthophosphate was similar for all three classes
(0.055 mg L -1), the upper range was much greater for Class B waters, resulting in significantly
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higher orthophosphate for Class B waters (Figure 1-2d). Ammonia and dissolved oxygen levels
were not significantly different between classes (Figure 1-2e & f). Thirteen segments (6 of 26
Class A and 7 of 98 Class B) had one or more dissolved oxygen measurements below the
Surface Water Criteria (5 mg L-1) (Connecticut Department of Energy and Environmental
Protection, 2013) and one of the Class A segments was consistently (median value of the
segment) below the limit (Figure 1-2f).

Figure 1-2 Nutrient concentrations and dissolved oxygen across surface waterbody classes for streams and rivers: a) Total
Nitrogen; b) Nitrate plus Nitrite; c) Organic Nitrogen; d) Orthophosphate; e) Ammonia; and f) Dissolved Oxygen (gray
line median, box upper and lower bound = 25% and 75%, whiskers = 1.5 times the interquartile range). The value above
the whiskers is the median value and series with different letters above the whiskers are statistically different at the p
value given in the top left. The dark black lines on the Total Nitrogen graph (a) indicate the boundaries between
mesotrophic and eutrophic (0.6 mg-N L-1) and between eutrophic and highly eutrophic (1 mg-N L-1) (Connecticut
Department of Energy and Environmental Protection, 2013). Gray areas of the Dissolved Oxygen graph indicate areas
below the Surface Water Criteria (Connecticut Department of Energy and Environmental Protection, 2013). Y-axis type
(logarithmic or linear) in each graph was selected to best display the full range of data.

We also found significantly higher levels of sodium, chloride, and specific conductance
in Class B compared to Class AA and A waters (Figure 1-3a-c). Although the median level of
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fluoride was similar in all three classes (0.1 mg L-1), the upper range is much greater among
Class B waters, resulting in statistically higher fluoride for Class B waters (Figure 1-3d).
Calcium and magnesium were not significantly different between Class AA & Class B waters,
but Class B concentrations were higher than Class A (Figure 1-3e & f). The acute and chronic
aquatic life criteria for chloride are 860,000 mg L-1 and 230,000 mg L-1(Connecticut Department
of Energy and Environmental Protection, 2013), respectively, and they were not exceeded in any
of the analyzed segments.

Figure 1-3 Ion concentrations across surface waterbody classes: a) Chloride; b) Sodium; c) Specific Conductance; d)
Fluoride; e) Calcium; and f) Magnesium (gray line median, box upper and lower bound = 25% and 75%, whiskers = 1.5
times the interquartile range). The value above the whiskers is the median value and series with different letters above the
whiskers are statistically different at the p value given in the top left. Gray areas on the Sodium graph indicate areas
above the Surface Water Criteria for Class AA (Connecticut Department of Energy and Environmental Protection, 2013).
Y-axis type (logarithmic or linear) in each graph was selected to best display the full range of data.

Class B waters had higher levels of dissolved copper, total iron, and dissolved manganese
than Class A or AA (Figure 1-4a-c). Although the median values of total copper, total lead,
dissolved nickel, total zinc and dissolved zinc were similar in all classes, the range of
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concentrations is greater among Class B waters, resulting in significantly different series (Figure
1-4d-h). We saw no differences in concentrations of dissolved iron levels (Figure 1-4i). We
found no significant difference in the total or dissolved concentrations of the remaining metals
due to low levels in most samples (the third quantile for each class was the detection limit;
Figure A-1). For five metals (aluminum, cadmium, lead, copper, and zinc) the median dissolved
concentration in some segments was at or above the limit set by the CT Aquatic Life Criteria
(Connecticut Department of Energy and Environmental Protection, 2013). A total of 3 (out of
19) Class A segments exceeded the chronic aluminum criterion (87 μg L-1), 3 segments (1 of 111
Class A and 2 of 85 Class B) exceeded the acute cadmium criterion (1 μg L-1), 8 segments (2 of
19 Class AA and 6 of 84 Class B) exceeded the chronic lead criterion (1.2 μg L-1), 13 segments
(5 of 115 Class A and 8 of 85 Class B) exceeded the acute copper criterion (14.3 μg L-1), 34
segments (13 of 115 Class A and 21 of 85 Class B) exceeded the chronic copper criterion (4.8μg
L-1), and 6 segments (2 of 119 Class A, and 4 of 86 Class B) exceeded the zinc criterion (65 mg
L-1) (Figure 1-4a,g; Figure A-1).
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Figure 1-4 Metal concentrations across surface waterbody classes: a) Copper, Dissolved; b) Iron, Total; c) Manganese,
Dissolved; d) Copper, Total; e) Lead, Total; f) Nickel, Dissolved; g) Zinc, Dissolved; h) Zinc, Total; and i) Iron, Dissolved
(gray line median, box upper and lower bound = 25% and 75%, whiskers = 1.5 times the interquartile range). The value
above the whiskers is the median value and series with different letters above the whiskers are statistically different at the
p value given in the top left. Gray areas, if present, indicate areas above the Acute Aquatic Life Criteria and horizontal
gray lines, if present, indicate areas above the Chronic Aquatic Life Criteria (Connecticut Department of Energy and
Environmental Protection, 2013). Y-axis type (logarithmic or linear) in each graph was selected to best display the full
range of data.

Compared to Class AA waters, Class B waters had higher pH, water temperatures,
alkalinity, solids (total and dissolved), stream order, and drainage area (Figure 1-5a-g). Turbidity
and Escherichia coli were not significantly different among classes (Figure 1-5h&i). Class A
waters were warmer than Class AA, but were indistinguishable in terms of alkalinity, solids
15

(total and dissolved), stream order, pH, and drainage area (Figure 1-5a-g). A total of 52 (out of
151) Class B segments had one or more pH measurements above the Surface Water Criteria for
Class B (6.5 – 8.0) (Connecticut Department of Energy and Environmental Protection, 2013) and
26 (out of 151) Class B segments had one or more pH readings below the Surface Water Criteria
(Figure 1-5a). A total of 175 segments (28 of 33 Class AA, 68 of 116 Class A, and 79 of 89
Class B) had one or more samples that exceeded the single sample maximum Escherichia coli
criterion for swimming (235 / 100 ml) (Connecticut Department of Energy and Environmental
Protection, 2013) and 112 segments (18 of 33 Class AA, 40 of 116 Class A, and 54 of 89 Class
B) had median Escherichia coli levels above the allowable geometric mean (126/100 ml) (Figure
1-5i).
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Figure 1-5 Other parameters across surface waterbody classes: a pH; b Water Temperature; c Alkalinity; d Total Solids;
e Dissolved Solids; f Stream Order; g Drainage Area; h Turbidity; and i Escherichia coli (gray line median, box upper
and lower bound = 25% and 75%, whiskers = 1.5 times the interquartile range). The value above the whiskers is the
median value and series with different letters above the whiskers are statistically different at the p value given in the top
left. Gray areas of the pH graph indicate areas above and below the Surface Water Criteria for Class B. On the
Escherichia coli graph, gray areas indicate areas above the single sample maximum for swimming designated waters, and
horizontal gray lines indicate areas above the geometric mean maximum for recreational use (Connecticut Department of
Energy and Environmental Protection, 2013). Y-axis type (logarithmic or linear) in each graph was selected to best
display the full range of data.

1.4.2 Land Cover
The watersheds of Class AA segments were more forested (70% vs 61%) and less
developed (8.3% vs 16.6%) than the watersheds of Class B segments (Figure 1-6, columns 1-3).
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As with many water quality parameters, the values for Class A fall between those of Class AA
and Class B. There is no difference in the amount of wetlands, cultivated land, herbaceous
vegetation, shrubland or barren land between Class AA and Class B (Figure A-2 - Figure A-6).
Class A watersheds are indistinguishable from Class AA, but have more shrubland than Class B
(1.13% vs. 0.98%). Class B watersheds have more open water than Class AA or Class A (1.96%
vs 0.62% or 0.47%, respectively) (Figure A-7). Class B watersheds also have a greater
percentage of impervious cover than Class AA (4.2% vs 1.1%; Figure 1-6, columns 1-3). We
found no differences in the forest spatial structure between Class AA, Class A, and Class B
(Figure 1-7, columns 1-3). Despite differing amounts of forest, the percent of forested land
classified as core, edge, or fragment is not significantly different among the classes.

Figure 1-6 Land cover patterns in Class AA, A and B. Groupings along the x-axis indicate waterbody classification (AA,
A, or B) or subsets of Class B (<25% AA-like, 50-75% AA-like, 75-100% AA-like). Values below the x-axis indicate the
number of segments in each group. Orange boxes indicate percent of the upstream watershed with developed land cover,
white boxes indicate the percentage of forested land cover, and the purple boxes indicate impervious cover (gray line
median, box upper and lower bound = 25% and 75%, whiskers = 1.5 times the interquartile range). The value above the
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whiskers is the median value and series of the same land cover with different letters above the whiskers are statistically
different at p ≤0.05.

Figure 1-7 Forest spatial patterns in Class AA, A and B. Groupings along the x-axis indicate waterbody classification
(AA, A, or B) or subsets of Class B (<25% AA-like, 50-75% AA-like, 75-100% AA-like). Values below the x-axis indicate
the number of segments in each group. Orange boxes indicate percent of the forested area in the upstream watershed
classified as core forest, white boxes indicate the percentage of forested land cover classified as fragments, and the purple
boxes indicate the percentage of forested area classified as edge (gray line median, box upper and lower bound = 25% and
75%, whiskers = 1.5 times the interquartile range). The value above the whiskers is the median value and series of the
same forest type with different letters above the whiskers are statistically different at p ≤0.05.

1.4.3 Overlap among classes
The median AA-like Index of Class B waters was 50% and the median B-like Index of
Class AA waters was 33% (Figure 1-8a & b), indicating that a greater percentage of Class B
waterbodies have AA-like water quality than the reverse. We found a wide range in the percent
(0-100%) of measured parameters that are below the third quantile of Class AA (Figure 1-8A),
and the same range of measured parameters above the first quartile of Class B (Figure 1-8B). For
both indices, the base class (Class AA for AA-like and Class B for B-like) had the greatest
percentage of overlap, Class A had the second, and the other (Class B for AA-like, Class AA for
B-like) had the least. The most common parameters for Class B segments to overlap with Class
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AA are nitrate plus nitrite, alkalinity, organic nitrogen, specific conductance, and total iron. The
most common parameter for Class AA waters to overlap with Class B is dissolved solids.

Figure 1-8 AA-like Index (a) and B-like Index (b) of waterbodies by class (gray line median, box upper and lower bound =
25% and 75%, whiskers = 1.5 times the interquartile range). The value above the whiskers is the median value.

When we examined the land cover and forest fragmentation patterns for the three Class B
subsets based on the AA-like Index (0-25% AA-like, 50-75% AA-like and 75-100% AA-like),
we found that forest area, developed area, and impervious cover were related to the AA-like
Index (Figure 1-6, columns 4-6). The Class B watersheds with the least AA-like water (0-25%
AA-like) had the least forest cover, most developed area, and most impervious cover of all the
groups (Figure 1-6). The Class B watersheds with more AA-like water (50-75% AA-like and 75100% AA-like) have land cover and impervious cover patterns like Class AA watersheds. The
AA-like Index was also related to forest fragmentation patterns in Class B watersheds (Figure
1-7, columns 4-6). The Class B watersheds with 0-25% AA-like Index had less core forest than
Class AA, A or B (58% of forested area vs 68%, 67% or 67%, respectively), the subset with 5075% AA-like Index was in the middle (71%) with no significant difference between it and Class
20

AA, and the subset with 75-100% had more (76%). This trend remains when combined with the
total amount of forest to compare core forest as a percent of total watershed area (Figure A-8).
1.4.4 Predictors of water quality
Dimensional reduction of the watershed land cover variables (percent developed, percent
forest, percent impervious, and percent of forested land that is core forest) resulted in four
composite land cover variables (LC1-LC4; Table 1-3). The first component accounts for the
majority (86%) of the watershed land cover variation and represents a continuum from
watersheds with high levels of development and impervious cover to watersheds with large
amounts of intact forest. The second component highlights unique watersheds with high levels of
impervious cover and unfragmented forests or low levels of impervious cover and high levels of
forest fragmentation (as might be found with exurban development). The third component
addresses forest fragmentation, ranging from large areas of forest that are fragmented to small
areas of unfragmented forest. The fourth component incorporates the variation in impervious
cover within developed areas, ranging from watersheds with large areas of development that are
not impervious to watersheds with smaller, highly impervious developed areas.
Table 1-3 – Principle component analysis results for all streams. LC1-LC4 indicate the four composite land cover
variables and the numbers indicate the loading to each component of the transformed, standardized land cover data.
Loadings with magnitude < 0.45 were dropped and are indicated by dashes.

Land Cover
Developed
Forest
Impervious
Core Forest
Cumulative Proportion of Variation

LC1
0.52
-0.50
0.50
-0.48
0.86

LC2
-0.56
-0.72
0.95

LC3
0.83
-0.48
0.99

LC4
0.73
-0.66
1.00

The best fit MLR model explained 45% of variation in the AA-like index (i.e., how
similar water quality is to Class AA streams, Table 1-4). The best model included negative
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regression coefficients for class B and stream order (Table 1-5, AA-like Index=68.53-7.90*Class
B-2.24*Stream Order-10.54*LC1), suggesting that AA-like index was lower for Class B and
larger streams. The best fit model also included a positive regression coefficient for the
composite land cover variable (LC1, see Table 1-3), suggesting that AA-like index was lower in
watersheds with higher levels of development and impervious cover. The land cover variable
LC1 was included in best fit models at all parameter levels, and alone explained 42% of the
variation in AA-like index (Table 1-4).
Because Class B was a significant predictor in the best fit model and we were particularly
interested in identifying Class B waters that have AA-like water quality, we also completed
dimensional reduction and MLR selection using only Class B waterbodies. The land cover
components of the Class B waterbodies (LC1_B – LC4_B) were very similar to those of the full
dataset (Table 1-3). For Class B waters, the best fit MLR model explained 48% of variation in
the AA-like index (Table 7). Similar to the best fit model for all water bodies, the best fit model
for Class B waters included a negative coefficient for stream order and a positive coefficient for
the first land cover component (LC1_B) (Table 1-7, AA-like Index=49.06-12.30*LC_B1
+9.27*LC_B3). The best fit model also included a negative coefficient for the third land cover
component (LC3_B), suggesting that forest fragmentation is important for water quality in Class
B waters. Also similar to the best fit model for all stream classes, the best fit model for Class B
streams included LC1_B for all parameter levels (Table 1-6). LC1_B alone explained 48% of
variation in AA-like index for class B waters, suggesting that AA-like index for Class B waters
is strongly driven by the level of development in the watershed (Table 1-6).
Table 1-4 Candidate multiple regression models for AA-like index for all streams using LC1-LC4 (see Table 1-3), class,
and stream order for each possible number of model coefficients (K) including the intercept. Reported statistics include
adjusted r2 (Adj r2), Mallows' Cp, the residual sum of squares (RSS), Akaike information criterion (AIC), and the
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difference between the candidate and best model's AIC (Δ AIC). Candidate model with lowest AIC is in bold, and
coefficients are reported in Table 1-5.

K Adj r2

Model Variables

Cp

RSS

∆ AIC

AIC

LC1

2

0.42

42.00

477873

5429

41

Class B, LC1

3

0.44

6.95

458112

5394

6

Class B, Stream Order, LC1

4

0.45

0.68

453705

5388

0

Class B, Stream Order, LC1, LC2

5

0.45

2.31

453505

5390

2

Class B, Stream Order, LC1, LC2, LC3

6

0.45

4.18

453435

5392

3

Class B, Stream Order, LC1, LC2, LC3, LC4

7

0.45

6.04

453359

5394

5

Class AA, Class B, Stream Order, LC1, LC2, LC3, LC4

8

0.45

8.00

453340

5392

3

Table 1-5 Multiple linear regression coefficient estimates and standard error for all waterbodies model with the lowest
AIC (Table 1-4) for AA-like Index

Variables

Coefficient

Standard Error

P

Intercept

68.53

1.94

≤0.01

Class B

-7.90

1.87

≤0.01

Stream Order

-2.24

0.78

≤0.01

LC1

-10.54

0.43

≤0.01

p

≤0.01

Table 1-6 Candidate multiple regression models for AA-like index for Class B streams using LC_B 1-4 (see Table A-5),
class, and stream order for each possible number of model coefficients (K) including the intercept. Reported statistics
include adjusted r2 (Adj r2), Mallows' Cp, the residual sum of squares (RSS), Akaike information criterion (AIC), and the
difference between the candidate and best model's AIC (Δ AIC). Candidate model with lowest AIC is in bold, and
coefficients are reported in Table 1-7.

Model Variables

Adj r2

K

Cp

RSS

∆ AIC

AIC

LC_B 1

2

0.48

15.18

117859

1771

11

LC_B 1, LC_B 3

3

0.50

4.24

112879

1760

0

Stream Order, LC_B 1, LC_B 3

4

0.50

3.75

111919

1760

0

Stream Order, LC_B 1, LC_B 3, LC_B 4

5

0.50

4.15

111301

1760

0

Stream Order, LC_B 1, LC_B 2, LC_B 3, LC_B 4

6

0.50

6.00

111245

1762

2

Table 1-7 Multiple linear regression coefficient estimates and standard error for Class B model with the lowest AIC
(Table 1-6) for AA-like Index

Variables

Coefficient

Standard Error

p
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Intercept

49.06

1.14

≤0.01

LC_B 1

-12.30

0.80

≤0.01

LC_B 3

9.27

2.58

≤0.01

p

≤0.01

1.5 Discussion
Although we found significant differences in water quality among Class AA, A, and B
river segments (Figure 1-2 - Figure 1-5), there was high variation within classes and some Class
B segments consistently have water quality that is more similar to Class AA than Class B (Figure
1-8). Our results highlight the wide range of variation within classes not directly addressed by
current state classification systems based on designated uses. Water quality variation in Class B
segments is strongly linked to watershed land cover. In general, Class B segments with less
watershed development and more core forests have water quality similar to Class AA waters.
These patterns have implications for both policy and management.
As expected, water quality parameters were significantly different (p≤0.05) between
Class AA and Class B waters, particularly for chloride, sodium, dissolved copper, dissolved
manganese, total iron, total nitrogen, nitrate plus nitrite, organic nitrogen, solids (total and
dissolved), and water temperature. Compared to Class AA water bodies, Class B segments were
warmer, and higher order, with higher levels of contaminants and larger drainage areas. It is
worth noting, however, that even in the Class B segments, the median values seldom exceed
established aquatic life criteria, except sodium, copper, pH, and Escherichia coli (Connecticut
Department of Energy and Environmental Protection, 2013). We considered only a small fraction
of the currently regulated contaminants (US EPA, 2014) and none of the candidate or emerging
contaminants such as pharmaceuticals (Monteiro and Boxall, 2010; Petrie et al., 2015). A more
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thorough assessment of trace contaminants would be needed to further assess the health
implications of the water quality differences.
We also found significant differences between watershed land cover of Class AA and
Class B segments. In our analysis, watersheds of Class B segments were more developed, less
forested, and with more impervious cover. These differences were more pronounced upstream of
the Class B segments with the least AA-like water. The 0-25% AA-like subset is a “Super-B”
subset – highly developed and highly impervious, with small amounts of forest that are highly
fragmented. These land cover differences between classes are likely the combined result of
source water protection efforts, regulations limiting development in drinking water watersheds
(Ainsworth and Jehn, 2005; Connecticut General Statutes § 8-3i, n.d.; Connecticut General
Statutes § 25-43, n.d.; Safe Drinking Water Act, 2002), and the fact that wastewater treatment
plants (and their associated receiving waters, which are Class B) tend to be located in areas of
greater development (e.g. rural areas tend to have septic systems and cities tend to have sewers).
Although median water quality levels did differ between Class AA and Class B segments,
water quality appears to be more closely correlated with watershed land cover than with
waterbody classification. Best fit MLR models for all stream segments and Class B stream
segments included a composite land cover metric that was closely related to the percent of
developed and impervious watershed land cover. In fact the land cover metric alone explained
over 40% of the variation in AA-like index values for all stream segments and Class B stream
segments. The connection between watershed land cover and water quality is not new and has
been the focus of many previous studies. For example, Tong and Chen (2002) found percent
forest to correlate with lower nitrogen, phosphorus, coliforms, and conductivity; and Mehaffey et
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al. (2005) found percent developed and agricultural land to correlate with higher in-stream
nitrogen, phosphorus, and coliforms. Brabec et al. (2002) review the extensive literature linking
increased impervious cover with decreased water quality. In Connecticut, Bellucci et al. (2013)
found impervious cover to be one important predictor of water quality. Sliva and Dudley
Williams (2001) found that urban development increased in-stream pollutant loads and that
forest cover mitigated water quality impairment. Our work suggests that well established
relationships between land cover and water quality may provide useful information that can be
integrated into water body classification systems.
We also found that forest fragmentation patterns may play an important role in
determining water quality, and that intact forest may in some way compensate for the water
quality effects of wastewater discharge. The watershed land cover of the subset of Class B
segments with the highest AA-like Index has significantly more core forest than the land
upstream of Class AA and Class B segments (which are indistinguishable from one another).
Also, the percentage of the watershed that is core forest is part of the composite land cover
variable that is important in our best fit model for Class B stream segments. This is consistent
with work by Riva-Murray et al. (2010), who found forest fragmentation was correlated with
lower stream biotic indicators. Core forest in headwaters regions may deliver fewer pollutants to
the river network than fragmented forests. Alternately, core forest may provide a cleansing
function (Clinton and Vose, 2006), though Harding et al. (2006) did not find this to be the case in
agricultural areas. This pattern may also be driven by small wastewater treatment systems in
largely undeveloped regions. Future research is needed to determine the causal relationship
between water quality and the amount of core forest.
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Although the current classification system does result in water quality differences
between the classes, we caution against using designated use classes to infer water quality,
recommending the use of land cover instead when a water quality proxy is needed. Surface
waterbody classifications based on designated uses can be used as a simple regulatory tool (e.g.
indicating the type and location of allowed discharges), to create a baseline goal for water quality
(sufficient to support the designated uses), and to identify impaired waterbodies (Connecticut
Department of Energy and Environmental Protection, 2014b). The causal link, however, between
classifications and water quality seems to be relatively minor and limited to regulating
discharges. We recommend that the current system in Connecticut be amended to provide
increased watershed protection for Class B waters that have AA-like water (Table A-4). These
watersheds currently have more forest, particularly unfragmented forest, and less development
than other Class B waters and minimizing development in these areas could ensure they continue
to have AA-like water into the future, when they may be needed to meet other uses.
1.6 Conclusion
We found that water quality in Connecticut streams and rivers is related to water body
classification, with Class B waters tending to have higher contaminant levels than Class AA
waters, however water quality is more closely associated with watershed land cover. Some Class
B water bodies consistently have water quality similar to Class AA waters, and their watersheds
tend to have land cover that is also similar to Class AA watersheds. Our results suggest that the
relationships between water quality and land cover could potentially improve water body
classification systems, and we recommend enhanced protections for these Class B watersheds to
maintain their AA-like water quality for potential future drinking water supply.
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Chapter 2: Predicting spatial patterns of groundwater discharge to river networks using
regional groundwater flow models
2.1 Abstract
Groundwater discharge zones supply baseflow, provide critical thermal refugia for
aquatic organisms and serve as point sources of nutrients and contaminants to aquatic
ecosystems. However, because discharge zones are highly spatially heterogeneous, their
distribution across river networks is not accounted for with typical research approaches that have
a limited spatial scope. Regional groundwater flow models are often used to predict net
groundwater discharge at larger scales; here, we examine the effect of model structure and inputs
on specific predicted discharge attributes (i.e. flowpath depth, residence time, finer scale spatial
patterns). We developed a groundwater flow model (MODFLOW-NWT) for a 5th order
watershed in the northeastern United States with scenarios that systematically varied the amount
and type of calibration data (well head and stream elevation); calibration parameters; parameters
related to permeability of the surficial materials, bedrock, and riverbed sediments; the riveraquifer exchange conceptualization (gaining reaches only versus gaining or losing reaches); and
model resolution (25 models total). For all models, we examined calibration residuals and water
table patterns. We found that the majority of models (n = 21 out of 25 models) had similar fit to
typical calibration data types, which are not groundwater discharge specific (i.e. aquifer head
measurements). However, among these models, patterns in discharge location, groundwater
flowpath depth, and subsurface travel time varied substantially, indicating equifinality pitfalls.
Among reasonably fitting models, we found 1) shifts of up to 10% in the fraction of total
discharge going to 1st order streams, 2) three-fold variations in median flowpath depth, and 3)
seven-fold variations in the median subsurface travel times. Our work suggests that common
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approaches to developing and evaluating groundwater flow models do not yield models that can
be used to predict groundwater discharge patterns with reasonable certainty.
2.2 Introduction:
Groundwater discharge zones are hydrologically and ecologically important, supplying
baseflow to streams (Hayashi and Rosenberry, 2002), providing critical aquatic habitat for
temperature sensitive species (Ebersole et al., 2003; Raney et al., 2016; Torgersen et al., 2012)
and delivering both nutrients and contaminants to aquatic systems (Hancock et al., 2005;
Hayashi and Rosenberry, 2002). Identifying areas of groundwater discharge, however, is
challenging. The distribution of discharge zones is heterogeneous (Dahl et al., 2007; Dent et al.,
2001; Ebersole et al., 2003; Payn et al., 2009); field studies are typically limited to the point or
reach scale due to feasibility constraints (Xie et al., 2016); and regional modeling efforts have
not focused on sub-reach scale patterns of groundwater discharge within the river network. Our
ability to predict the spatial patterns of groundwater discharge zones at the scale of regional
river-networks (103 – 105, consistent with Barthel and Banzhaf (2016)) is limited.
With thoughtful implementation, groundwater models may be a viable approach to
quantifying the spatial distribution of groundwater discharge zones in river networks. Models are
often implemented at the regional scale and groundwater discharge to individual river reaches is
included in the outputs of common groundwater flow models (Diersch, 2013; Harbaugh, 2005).
In addition, when combined with particle tracking software, models can provide estimates of
subsurface travel time and flowpath depth (Pollock, 2012). Understanding groundwater
discharge locations in the river network could guide habitat protections for temperature sensitive
species (Torgersen et al., 2012) or management of groundwater sourced contaminants such as
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nitrogen, phosphorus or chloride (Chen et al., 2018; Penn et al., 2014). Reliable estimates of
subsurface travel time could guide plans regarding legacy contaminants, setting reasonable
expectations for the length of the legacy (Meals et al., 2010) or suggesting areas to protect to
prevent future legacies. Reasonable predictions of flowpath depth would be useful for
contaminant remediation and plume characterization, and for understanding geochemical
reactions, as reaction environments typically vary by depth (Barnes et al., 2018; Briggs et al.,
2018; Kolbe et al., 2019) .
The accuracy of modeled groundwater discharge patterns, however, is uncertain. Part of
the uncertainty is because the influence of model parameters on groundwater discharge patterns
is complex. Flow through the groundwater system, from recharge to discharge, results from a
heterogeneous, three-dimensional pattern of recharge rates, groundwater heads, and hydraulic
conductivities. The patterns of head and hydraulic conductivity, in turn, result from the combined
effects of hundreds of possible input parameters. Even with expert knowledge guiding the
parameterization and calibration processes, uncertainty remains regarding the values of many,
potentially interacting parameters.
The effects of some model parameters on groundwater discharge patterns have been
examined individually at local scales. In two related studies using 2-D simulations, Cardenas and
Jiang (2010) and Jiang et al. (2009) demonstrated that decreasing hydraulic conductivity with
depth decreased flowpath depth and shortened subsurface transport times in small (< 6 km)
basins. Working in a small (4.5 hectare) headwaters watershed, Ameli et al. (2018) found that
increasing groundwater recharge increased the fraction of groundwater discharged to streams
versus discharged as groundwater to the larger basin. Based on a combination of fieldwork and
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modeling studies examining spatial patterns of groundwater discharge in a 220 m man-made
stream, Kalbus et al. (2009) found that discharge patterns were primarily controlled by
conductivity patterns in the bulk aquifer, but that homogeneous streambed hydraulic conductivity
dampened local variation in groundwater discharge.
The objective of this work is to characterize the effects of model parameters on modeled
spatial patterns of groundwater discharge at the regional scale. We consider the amount and type
of calibration data (well head and stream elevation), calibration parameters, heterogeneity in
hydraulic conductivity, spatial variation in groundwater recharge, model grid resolution, and
allowed directionality of net river-aquifer exchange. This is an important step in improving our
understanding of modeled patterns of groundwater discharge so that regional models can be used
to identify areas of groundwater discharge.
2.3 Methods:
2.3.1 Overview:
To characterize the effects of model parameters on modeled patterns of groundwater
discharge, we developed a groundwater flow model for a mid-sized (5th order) river network
using a combination of readily available data and literature values. Then we systematically
varied parameters that could alter the flow of water through the aquifer and discharge to surface
water.
Within the model domain, the flow of groundwater is controlled by 1) the rate and spatial
distribution of groundwater recharge, 2) the three dimensional distribution of hydraulic
conductivities, and 3) land surface elevations. The hydraulic conductivity values in each cell are
the result of interpolation from calibrated hydraulic conductivity values at a network of
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preselected points (termed “Pilot Points”) across the watershed. Prior to calibration, we specified
the spatial patterns of groundwater recharge, and parameters controlling vertical heterogeneity in
the surficial material and riverbed hydraulic conductivity. During the calibration process,
hydraulic conductivity values at the pilot points were systematically adjusted to improve the fit
between model output and observations, while constrained by the specified recharge, vertical
heterogeneity and riverbed conductivity parameters.
After implementing the initial model, we systematically varied the following parameters
that we hypothesized would alter spatial patterns of groundwater discharge:
1.

the amount and type of calibration data - We hypothesized that model fit would decrease
with a decrease in the amount and type of calibration data (well heads vs. stream elevations)
because the calibration process would have less information about real-world observations.

2.

the number and arrangement of pilot points - We expected that the number and arrangement
of pilot points (points at which hydraulic conductivity is calibrated) would alter discharge
patterns because those points, through interpolation, determine the hydraulic conductivity
across the watershed, and therefore their distribution controls the horizontal variation in
hydraulic conductivity.

3.

a riverbed hydraulic conductivity factor - Water leaves the model domain primarily through
discharge to streams and rivers, and riverbed hydraulic conductivity, along with the head
difference, controls the flow of water between the aquifer and stream network. This suggests
that riverbed hydraulic conductivity would control discharge patterns; however, work at
both the reach (Kalbus et al., 2009) and regional scale (Reeve et al., 2001) suggests this may
not always be the case.
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4.

a vertical heterogeneity factor - Vertical heterogeneity in the subsurface, in particular the
rate at which hydraulic conductivity decreases with depth, has been shown to affect the
development of local versus regional groundwater flow paths (Jiang Xiao‐Wei et al., 2009);
therefore we hypothesized that faster rates of hydraulic conductivity decay with depth would
shift groundwater discharge to smaller streams and slower rates of decay would shift
groundwater discharge to larger streams and rivers.

5.

spatial patterns of groundwater recharge - Spatial patterns of groundwater recharge
determine the spatial patterns of input into the groundwater system; and therefore we
hypothesized that altering those patterns would alter the resulting patterns of groundwater
discharge.

6.

model resolution - Model resolution determines the model’s ability to reflect finer scale
variation in topography and water table elevations, and influences its ability to represent
finer scale variation in hydraulic conductivity. Therefore, we hypothesized that finer
resolution in the model grid would improve model fit and alter groundwater discharge
patterns, particularly in areas with local flow paths and fine scale variation in topography.

7.

river-aquifer exchange – Rivers can be conceptualized with varying levels of complexity in
groundwater models. In particular, in regional models, net river-aquifer exchange is
sometimes conceptualized to be unidirectional (Befus et al., 2017; Sanford et al., 2012) and
sometimes conceptualized to be bidirectional (Feinstein et al., 2010; Masterson et al., 2016).
Bidirectional exchange means that for any modeled reach, the net flux can be from river to
aquifer or from aquifer to river; it does not mean that complex flow patterns at the sub-reach
scale are simulated. We hypothesized that the allowed directionality of river-aquifer
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exchange would affect groundwater discharge patterns and that bidirectional flow would
improve model fit.
We evaluated all models by examining standard model fit metrics. Then we selected a
subset of the better fitting models in which to examine variations in groundwater discharge. We
considered 1) distribution of discharge among small, mid-sized, and large rivers; 2) subsurface
flowpath depth; 3) subsurface travel time; and 4) spatial patterns of uncertainty in modeled
groundwater discharge.
2.3.2 Site Description:
The study site was the Farmington River watershed (1571 km2), located in northwestern
CT and southwestern MA (Figure 2-1). The Farmington River is a fifth order tributary of the
Connecticut River, which discharges to the Long Island Sound. The principal bedrock aquifers
are the New England Crystalline-rock aquifer and the Mesozoic sandstone and basalt of the
Newark Supergroup (Olcott, 1995). Valley fill stratified drift aquifers cover most of the eastern,
lowland portion of the watershed and isolated areas of the uplands (Olcott, 1995). In the upland
areas the bedrock is overlain with glacial till; in lower areas, particularly along the Farmington
River at the eastern edge of the watershed, the surficial materials consist of coarse and fine
stratified sediments (Soller et al., 2012). Surficial material thickness ranges from 0 to nearly
100m (Soller et al., 2012). Elevation ranges from 5 to 644m, with higher elevations to the
northwest and lower elevations to the southeast (US EPA and USGS, 2012). The eastern edge of
the watershed is bounded by a ridge that rises 150 m above the valley floor (US EPA and USGS,
2012). Groundwater recharge ranges from 40 cm yr-1 in the southern lowlands to 60 cm yr-1 in
the northern highlands (Reitz et al., 2017).
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Figure 2-1 Farmington River Watershed

2.3.3 Groundwater Flow Model Development
Our first step in understanding drivers of modeled patterns of groundwater flow at the
regional scale was implementing a groundwater flow model, MODFLOW-NWT (Niswonger et
al., 2011), using the FloPy module (Bakker et al., 2016) in Python (Oliphant, 2007).
MODFLOW simulates groundwater head and flow for each cell in a 3-D grid using a finite
difference equation solver and user-identified grid dimensions, flow boundaries (e.g.,
groundwater recharge), head boundaries (e.g., stream elevations), and hydraulic conductivity
(Harbaugh, 2005). The NWT implementation of MODFLOW is particularly well suited for
unconfined aquifers because it better accommodates cells that switch from wet to dry
(Niswonger et al., 2011).
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We identified model inputs using a combination of existing data and calibration. We
generated head boundaries from existing data on stream elevations (US EPA and USGS, 2012).
Other inputs from existing data sources included land surface elevations (US EPA and USGS,
2012) and surficial material type and thickness (Soller et al., 2012).
We calibrated hydraulic conductivity in unconsolidated sediments using PEST++ (Welter
et al., 2015) and a network of pilot points. With pilot points, the calibration process focuses on
identifying the hydraulic conductivity at a set of selected locations (the pilot points) (Doherty,
2003). Hydraulic conductivity at all other locations is estimated by horizontal interpolation from
the pilot points. This approach allows hydraulic conductivity to vary spatially without imposing a
rigid structure a priori or calibrating the conductivity for every cell. If desired, pilot points and
grid cells can be assigned to zones based on prior knowledge of geologic structures. To constrain
the calibration process, we employed Singular Value Decomposition and Tikhonov
regularization based on both smoothing and prior values (Doherty, 2015; Fienen et al., 2009).
Further details of the calibration process are given in Appendix B.
To understand model characteristics that best characterize spatial groundwater discharge
patterns, we systematically varied the input parameters (Table 2-1). All models simulate flow
under steady-state conditions, with a uniform horizontal grid, 4 vertical layers of increasing
thickness with depth, and horizontal to vertical conductivity ratio of 50. The upper three layers
are unconsolidated surficial materials and the lowest layer is a bedrock layer. The active model
zone consists of the watershed boundary. The models differ in the calibration data, pilot point
configuration, riverbed hydraulic conductivity factor, bedrock conductivity, vertical
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heterogeneity factor, groundwater recharge rates, horizontal grid resolution, and river-aquifer
exchange conceptualization.
Table 2-1 Groundwater model cases. A notation of “--“ indicates the factor is identical to the Initial Model; “**”
indicates a description in the Notes column; “Cal” indicates the parameter was calibrated; “Uncal.” Indicates literature
values were used; ‡ indicates two versions of the case were made, one using the DRN package and one the RIV package.
One version was made for all other cases using the RIV package.
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--

--

--

--

200 m

100 m

Depth_1

Depth_2

Recharge_1

Grid_1‡

Grid_2‡

--

PP_4

--

--

PP_3

BedK_2‡

--

PP_2

BedK_1

--

PP_1

--

--

Data_5

RivK_3

--

Data_4

--

--

Data_3

--

--

Data_2

RivK_2‡

--

Data_1

RivK_1

300 m

Grid

Initial‡

Name

**

**

--

--

--

--

--

--

--

--

--

--

--

--

none

**

**

**

**

**

Calibration
Data

--

--

--

--

--

--

--

--

--

--

**

**

**

**

--

--

--

--

--

**

Pilot
Points

**

**

--

--

--

**

--

**

**

**

--

--

--

--

--

--

--

--

--

--

--

--

--

--

a = 0.005

Vertical
Decay

--

--

--

--

--

Calibration Data

Uncal.

Bedrock
K

--

--

--

--

--

Recharge
Spatially
Varying

--

--

--

--

--

--

--

--

--

--

---

--

--

--

--

--

--

a=0

a = 0.01

Cal.

Cal.

--

--

--

Model Resolution

--

--

--

Uniform

Groundwater Recharge Spatial Patterns

--

--

--

--

Vertical Heterogeneity

Cal.

Cal.

Bedrock Hydraulic Conductivity

--

--

--

Riverbed Hydraulic Conductivity

--

--

--

--

Pilot Point Arrangement and Prior Values

0.1 m d-1

Riverbed
K

Surficial K scaled by 0.01, 984 wells, 2962 streams

Surficial K scaled by 0.01, 987 wells, 826 streams

Surficial K scaled by 0.01

Surficial K scaled by 0.1

Surficial K scaled by 0.01

Surficial K scaled by 0.002

same as Base, prior values by surficial material

1850 m grid of pilot points, uniform prior values

same as PP_1, except without zones

pilot points by zones, 1000 m grid in non-till areas,
prior values by surficial material

0 wells, 525 streams

52 wells, 0 stream

481 wells, 0 streams

990 wells, 0 streams

Notes (**)
4000 m grid, uniform prior values (1 m d-1), 990
wells, 525 streams

2.3.3.1 Initial Case
We developed the Initial model (Table 2-1) using easily available data, a coarse grid, and
a simple calibration approach. It has a 300m horizontal grid (237 rows, 237 columns, 21125
active cells per layer), and uniform riverbed hydraulic conductivity (0.1 m d-1). Hydraulic
conductivity in the surficial materials (layers 1 – 3) was calibrated using 1 zone of pilot points
uniformly spaced on a 4000m grid and in the bedrock layer was based on literature values
(Domenico and Schwartz, 1997; United States Geological Survey, n.d.). In the surficial materials
layers, hydraulic conductivity decayed exponentially with depth (Jiang Xiao‐Wei et al., 2009).
Rivers and streams were mapped from NHDPlus (US EPA and USGS, 2012) and represented
using the RIV package (Harbaugh, 2005). Groundwater recharge varied spatially (Reitz et al.,
2017). Observation data consisted of head measurements from 990 wells and 525 water levels
from first-order streams in flat areas (land surface slope <= 2%) (United States Geological
Survey, 2018; US EPA and USGS, 2012). For wells with multiple head measurements, we used
the mean level from the period of record. We did not calibrate to baseflow at gages within the
watershed because our recharge dataset (Reitz et al., 2017) was developed using gaged
streamflow.
2.3.3.2 Varying calibration data
In our Initial model, we used all available well head and stream elevation data for the
calibration. We then developed 5 model cases to simulate the effects on model fit and spatial
patterns of discharge of fewer available observations (Table 2-1; Data_1 – Data_5). Data_1 was
calibrated with well head measurements only (n = 990); Data_2 was calibrated with a moderately
reduced set of wells only (n = 481); Data_3 was calibrated with a substantially reduced set of
wells only (n = 52); and Data_4 was calibrated with stream elevations only (n = 525) (Figure
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2-2). Details of the well subset selection process are given in Appendix B. In PEST++ we scaled
both the target measurement objective function and the maximum regularization weight by the
number of calibration data points. In Data_5, all hydraulic conductivity values were based on
literature values (Domenico and Schwartz, 1997) rather than calibrated against the observations
as in all other models; it is the uncalibrated model.

Figure 2-2 Well head observations (A) and stream elevations (B) used in calibrating the models. All models used the full
calibration dataset except Data_1 – Data_5

2.3.3.3 Varying hydraulic conductivity parameters
To understand the effects of heterogeneity in hydraulic conductivity on spatial patterns of
groundwater discharge, we developed four sets of cases.
•

Number and arrangement of calibration pilot points - In PP_1 – PP_4 we varied
the number and arrangement of pilot points for the surficial materials. In PP_1,
we established zones of pilot points based on surficial materials, applied a finer
grid of 1000m for pilot points in zones occupying a smaller area, and used zone40

based preferred values. In PP_2, we used the same pilot points and prior values as
in PP_1, but without the zone designation. In PP_3, we used a uniform 1850m
grid of pilot points. This resulted in approximately the same number of pilot
points as PP_1, but uniformly spaced, without the zone designation, and with
uniform preferred values. Finally, in PP_4, we used the same pilot points as the
Initial case, but assigned preferred values based on surficial materials.
•

Riverbed hydraulic conductivity - In RivK_1 – RivK_3, the riverbed hydraulic
conductivity scales with the terrestrial conductivity of the corresponding model
cell by factors of 0.002, 0.01, and 0.1, respectively. These scenarios represent
naturally formed streambeds clogged to varying degrees by finer sediments.

•

Bedrock conductivity - In BedK_1, we added a second set of pilot points on a
4000m grid and calibrated the hydraulic conductivity of the bedrock. BedK_2
combines BedK_1 and RivK_2 so that the bedrock hydraulic conductivity was
calibrated with a set of pilot points on a 4000m grid and the riverbed conductivity
scales with the surficial material conductivity by a factor of 0.01.

•

Vertical heterogeneity in the surficial materials – Depth_1 and Depth_2 explore
the effects of vertical heterogeneity in the surficial materials; Depth_1 represents
vertically homogeneous surficial materials and in Depth_2 the depth decay of
hydraulic conductivity is accelerated relative to the Initial case.

2.3.3.4 Varying patterns of groundwater recharge
To understand the effects of spatially varying recharge, we developed Recharge_1, in
which the mean recharge rate across the watershed (Reitz et al., 2017) was applied uniformly.
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This represents the situation where data on groundwater recharge is only available at a coarser,
regional scale.
2.3.3.5 Varying model resolution
We developed Grid_1 – Grid_2 to quantify the effects of model resolution on spatial
patterns, with the model cell size decreasing from 300 m to 200 and 100m respectively. The
riverbed conductivity scales with the surficial material by a factor of 0.01 and the bedrock
conductivity was calibrated on a 4000 m grid. Because stream elevation observations were
generated for each model cell with 1st order streams and flat (< 2%) slopes, the number of stream
elevation observations increased with decreasing model resolution. These cases provided insight
into the tradeoffs between the additional computational requirements and the information gained
from the finer grid.
2.3.3.6 River-Aquifer Exchange Directionality
To understand the effects of modeling bidirectional river-aquifer exchange, we developed
unidirectional exchange variations of five models (Initial_drn, RivK_2_drn, BedK_2_drn,
Grid_1_drn, and Grid_2_drn). These models were identical to their respective base model,
except that rivers were conceptualized using the DRN package rather than the RIV package
(Harbaugh, 2005). In the RIV package, flow between the aquifer and the river is bidirectional,
with the flux magnitude dependent upon the head difference between the river and the aquifer
while the water table is above the bottom of the river, and constant when the water table drops
below the river bottom. In the DRN package, flow is unidirectional (from aquifer to river) and
the flux is dependent upon the aquifer head only when it is greater than the river stage; there is
no flow from river to aquifer. The DRN package forces all reaches to be no-flow or gaining
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reaches, which though generally true, is unrealistic at the local scale (Payn et al., 2009). On the
other hand, flows from river to aquifer with the RIV package alter the overall water budget
because they are in addition to inputs to the model via recharge, and the effects of this may be
unrealistically large in some instances.
2.3.4 Groundwater Flow Model Evaluation
We assessed all model cases in two ways. First, we compared the measured and
simulated well head and stream elevation at all well head and stream elevation observation sites
(even though not all sites were used as observations in Data_1 – Data_5), using root mean
squared error (RMSE), mean absolute error (MAE), and mean error (ME). These metrics are
commonly used to evaluate groundwater flow models (Feinstein et al., 2010; Masterson et al.,
2016; Parsen et al., 2016; Sanford et al., 2012) and have differing sensitivities to outliers and
bias. We calculated each measure of fit for all observations and for wells and streams separately.
Second, we assessed model fit based on the observation that the water table is typically
below the land surface and above the bottom of permanent waterbodies in the eastern USA. This
served as a measure of fit that was independent of our calibration data and was based on the
metric developed by Starn and Belitz (2018). We calculated two indices, the percent of nonwaterbody, non-wetland cells with the water table above the land surface (PerFlood) and the
percent of waterbody cells where the water table is below the bottom of the waterbody (PerDry).
Because wetlands are naturally both wet and dry, we excluded cells that overlap wetlands greater
than 0.8 ha from these error metrics. Also, in some models, large volumes of water entered the
model domain through river boundaries due to unrealistically high conductivity values. We
added a third index, PerRivIn, which we defined as 10% of the inflows through river boundaries
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as a percentage of recharge inflows in excess of 5%, as a measure of this error. For example, if
inflows through river boundaries were equal to 7% of recharge, PerRivIn would be equal to 0.2%
(10% * [7% - 5%]). The 5% threshold was selected to allow for the correct representation of
losing reaches and was not exceeded by most model cases. Lower values for all three indices
indicate a better fit and there is frequently a tradeoff between them, therefore we calculated
OverallFit, an area-weighted average of PerFlood and PerDry plus PerRivIn. OverallFit can be
interpreted as the fraction of model cells in error (incorrectly flooded or dry), plus a penalty for
excessive losing reaches. Model fit metrics were calculated in Python using the SciPy computing
stack (Oliphant, 2007).
2.3.5 Evaluating Spatial Patterns of Groundwater Discharge
To characterize spatial patterns of groundwater discharge, we selected all models with
reasonable fit metrics and considered three measures of spatial patterns: 1) shifts in discharge
volume among small streams (1st order), mid-sized streams (2nd order), and large streams and
rivers (3rd - 5th order); 2) maximum flowpath depth; and 3) variations in subsurface travel time.
Reasonable fit was determined based on fit metrics across all models. Models with outlier values
(indicating particularly poor fit) for one or more metrics were considered “unreasonable” fit; all
other models were considered to have reasonable fit metrics.
To quantify patterns in subsurface travel time and flowpath depth, we used particle
tracking software, MODPATH (Pollock, 2012). MODPATH post-processes groundwater flow
model outputs, tracking hypothetical particles forward or backwards through the model domain
and is commonly used to identify flowpaths, contributing areas, plume migration, or travel times
(Atlabachew et al., 2018; Cao et al., 2018; Gusyev et al., 2014; Masterson et al., 2009; Misut,
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2018; Sanford et al., 2012; Starn and Brown, 2007). We ran MODPATH in forward tracking
mode using recharge-scaled particle inputs and a porosity of 0.4 for each model case. We
analyzed the distribution of travel times of particles discharging to each river cell, using the
median time to quantify the spatial patterns of travel times. For each flowpath, we also identified
the maximum depth below the land surface.
To identify areas of greater uncertainty in modeled groundwater discharge patterns, we
calculated the normalized standard deviation in three parameters (discharge rate, travel time, and
flowpath depth) from the better fitting models for each river segment. We also calculated an
overall uncertainty by standardizing and averaging the uncertainty for the three parameters. The
result is four maps (three single parameter maps, one overall) of variation (uncertainty) in model
results.
Evaluation of spatial patterns of discharge was done in R (R Core Team, 2018).
Spearman’s rho as implemented in the smwrStats package (U.S. Geological Survey, 2015) was
used for all correlations due to non-normality.
2.4 Results and Discussion
Despite a wide range in model inputs and parameterizations, most models had similar fits
to standard calibration metrics and the calibration-independent OverallFit metric. Only four
models had substantially poorer fits: Data_3 – Data_5 with reduced calibration data and RivK_3
with high riverbed hydraulic conductivity values (Table 2, Figure 3, Figure B-1 - Figure B-3).
Data_3 – Data_5 fit poorly according to all metrics; RivK_3 fit poorly due to extremely large
volumes of water entering the model through constant-head river boundaries. Among the
remaining models (n=21), RMSE values ranged from 6.33 – 12.03 m (median = 11.11 m), MAE
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ranged from 3.15 – 8.47 m (median = 7.63 m), and ME ranged from 0.98 – 5.35 m (median =
3.70 m), with finer grid models (Grid_1, Grid_2, Grid_1_drn, and Grid_2_drn; Table 2-1) having
lower values. OverallFit, the measure of erroneously flooded or dry cells plus a penalty for
excessive losing reaches, ranged from 5% to 12% (median = 7%) for the same group of models,
and were not substantially different for finer grid models. Among these models, the observation
metrics, RMSE, MAE, and ME, were highly correlated with each other (rho ≥ 0.94, p ≤ 0.05).
The RMSE and MAE were moderately but not significantly correlated with OverallFit (RMSE:
rho = 0.35, p=0.12; MAE: rho=0.39, p=0.08); indicating that these metrics focus on different
aspects of model fit and are useful in combination. The ME was significantly correlated to
OverallFit (ME: rho = 0.44, p=0.05); the ME is a measure of the model bias, so it is not
surprising that it correlates with the OverallFit metric, which is largely a measure of whether the
modeled water table is too high (in terrestrial cells) or too low (in river cells).
The similarity of fit among models with different conceptualizations points to the power
and limits of calibration (Beven, 2006; Doherty, 2015) and the need to look beyond these
standard approaches to model evaluation. Modeling patterns of groundwater discharge with
minimal uncertainty will require new approaches to model calibration and evaluation to avoid
the pitfalls of model equifinality (Beven, 2019, 2006; Savenije, 2001). Equifinality occurs when
different model conceptualizations, with differing structures and parameters, equally reproduce
the observed data. To reduce the set of reasonable models, both qualitative and quantitative data
regarding groundwater discharge dynamics are needed.
Table 2-2 Summary of Model Fit. Models with asterisks were included in the analysis of patterns of groundwater
discharge. Units for RMSE, MAE, and ME are m.
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Figure 2-3 OverallFit across all model cases. Overall Fit is a measure of incorrectly flooded or dry cells, as well as a
penalty for excessive (> 5% of recharge) flow into the model through river boundaries.

2.4.1 Effects of Calibration Data
The amount and type of calibration data had a substantial effect on model fit. All 5 model
cases with reduced calibration data had poorer fit than the Initial model (Table 2-2 and Figure
2-3; Initial and Data_1 – Data_5), when fit was calculated using the full calibration dataset. This
was the case even for well and stream – specific metrics, likely due to the limited scope of the
observation data. The differences were greatest for the PerFlood metric and for Data_3 – Data_5
models (all metrics). In general, the fit improved as the amount of calibration data increased.
However, Data_1 and Data_2 performed similarly despite using 990 and 481 well head
measurements, respectively, likely because the additional wells did not increase the spatial
coverage of observations. Calibrated hydraulic conductivity values in the surficial materials were
significantly lower with less calibration data (p≤0.05; Figure B-4), with Data_1 and Data_2
again performing similarly and only slightly lower than the Initial model. Calibration with stream
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elevations alone (Data_4) resulted in a poorer model fit, even for stream metrics, and hydraulic
conductivity values that were less varied than when both well head measurements and stream
elevations, or only well head measurements, were used (Figure B-4). This is likely because first
order stream elevations represent more hydrologically homogeneous settings than groundwater
wells, though they are more spatially distributed. Interestingly, Data_5, the uncalibrated model,
had lower observation metric values than did Data_3 and Data_4. This is likely because, though
uncalibrated, the hydraulic conductivity values in Data_5 were based on literature values,
whereas in Data_3 and Data_4, the values defaulted to the prior values (1 m d-1) in the absence
of sufficient observations.
2.4.2 Groundwater discharge patterns
The flowpath characteristics differed, sometimes substantially, among models with
similar fit metrics. In particular, we found a wide range of variation in flowpath depth,
subsurface travel time, and the distribution of discharge between streams of different sizes.
2.4.2.1 Spatial patterns of groundwater discharge
Spatial patterns of groundwater discharge varied among models at both the segment
(river lengths between junctions) and watershed scales. At the segment scale, some models
varied widely, with modeled discharge rates both greater and smaller than in the Initial model
and some in opposite directions (from the river into the aquifer or the aquifer into the river
instead of the reverse) (Figure B-8). All models with unidirectional flow between the aquifer and
the river had less variation in groundwater discharge rates than the initial model, likely due to
removal of large values of flow into, and back out of, the aquifer.
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Moving beyond the scale of river segments, we saw substantial variation among the
models in the fraction of groundwater discharging to rivers of different sizes (Figure 2-4). Most
models directed a smaller fraction of their total discharge to small streams (1st order) than did the
initial model, with three models (RivK_2, BedK_2, and Grid_2) shifting more than 8% of the
overall discharge away from 1st order streams. Four models (PP_3, RivK_2_drn, Data_2, and
Data_1) directed more discharge to small streams than the Initial model. For most models, the
direction of change in mid-sized streams (2nd order) was the same as in large streams and rivers
(3rd – 5th order). In some models, the bulk of the decrease in discharge to small streams was
shifted to 2nd order streams, suggesting redistribution within local sub-basins (e.g., RivK_2,
BedK_2, RivK_1, BedK_2_drn), but for some, in particular Depth_1 and PP_1, the largest
increases were in larger 3rd – 5th order streams and rivers, suggesting the formation of largerscale regional pathways. The change in discharge to first order streams (relative to the Initial
model) was inversely correlated with the median hydraulic conductivity in both the bedrock (rho
= -0.55) and the middle layer of surficial materials (rho = -0.54), and slightly correlated with the
median riverbed hydraulic conductivity (rho = -0.41).
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Figure 2-4 Percent of watershed-wide groundwater discharge that is discharged to rivers of varying sizes, represented as
differences from the percents for the Initial model. Numbers at the top of each panel indicate the percent of discharge in
the Initial model to streams of the respective size, with the Large Streams and Rivers values noted for the group and for
each order (in parentheses). Colors indicate changes (red = decrease, blue = increase) from the Initial model.

2.4.2.2 Flowpath Depth
The median flowpath depth varied by a factor of three among the better-fitting models.
In model cases where the bedrock hydraulic conductivity was based on literature values, the
median path depths ranged from 6.4 to 8.2 m (median = 6.9, n=14). When the bedrock hydraulic
conductivity was calibrated, the flowpath depth increased (12.3 – 23.4 m, median = 17.7 m,
n=7), likely as a result of higher calibrated bedrock conductivity values. The deepest median
flowpath occurred in the BedK_1 model. The magnitude of the trends increased with increasing
river size (Figure 2-5). Median flowpath depth was positively correlated with bedrock hydraulic
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conductivity (rho = 0.82) and riverbed hydraulic conductivity (rho = 0.51) and inversely
correlated with the model bias as measured by ME (rho = -0.90). Higher bedrock conductivity
values allow water to enter the deeper subsurface more easily, leading to deeper flowpaths. In
contrast, higher model bias indicates higher water levels, suggesting shallower flowpaths.
The lack of substantial change in flowpath depth with Depth_1 and Depth_2 as compared
to the Initial model was unexpected. Theoretical analysis suggests that flow would be directed
towards deeper, regional flowpaths when hydraulic conductivity does not decrease with depth, as
in the case of Depth_1, and towards shallower paths with accelerated decay, as in Depth_2 (Jiang
Xiao‐Wei et al., 2009). This discrepancy is likely a result of both scale effects and non-linear
parameter interactions, particularly during calibration. The scale is important because effects that
are obvious at the reach scale may be dampened and less clear at the watershed scale. To test the
non-linear effects of calibration, we applied varying rates of conductivity decrease with depth
post-calibration (data not shown) and the expected pattern of decreasing flowpath depth with
faster conductivity decay emerged, though the differences were slight, likely due to the scale
effects.
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Figure 2-5 Maximum modeled flowpath depth below the land surface for flowpaths ending in rivers of different sizes.
Colored circles mark the median depth and the arrows extend to the first and third quartile. Colors indicate changes (red
= decrease, blue = increase) from the Initial model of greater than 10%.

2.4.2.3 Subsurface travel time
Finally, subsurface travel time varied by a factor of seven among the best fitting models
(Figure 2-6) at the watershed scale (2.3 to 17.0 years, median = 3.7 years). The differences
between models, however, were much greater for larger streams and rivers. The median
subsurface travel time to small streams (1st order) ranged from 1.6 to 5.9 years. The range of
subsurface transport time to mid-sized streams (2nd order) was larger, varying from 2.2 to 30.0
years. In large streams and rivers (3rd – 5th order), transport lags ranged from 4.3 to 30.3 years.
Travel times were positively correlated with bedrock hydraulic conductivity (rho = 0.89) and
path depth (rho = 0.72), and inversely correlated with surficial material hydraulic conductivity
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(rho = -0.65) and model bias (ME) (rho = -0.54). Factors that favor deeper flowpaths (such as
increased bedrock conductivity and decreased ME) likely lead to longer subsurface travel times
because hydraulic conductivity, and subsequently flow velocities, are reduced at depth, in
general. Lower surficial material hydraulic conductivity likely leads to longer travel times
through a more direct effect of slower travel through the unconsolidated surficial materials.

Figure 2-6 Modeled subsurface travel time for flowpaths ending in rivers of different sizes. Colored circles mark the
median depth and the arrows extend to the first and third quartile. Colors indicate changes (red = decrease, blue =
increase) from the Initial model of greater than 10%.

2.4.3 Spatial patterns of uncertainty
The extent to which the models produced similar values for groundwater discharge,
subsurface travel time, and flowpath depth varied widely across the study area (Figure 2-7). In
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general, the variation among models in groundwater discharge rates was less than the variation in
travel time or path depth. The overall variation was more tightly correlated with the number of
calibration wells within 5 km (rho = -0.32, p≤0.01), than with the number of stream elevation
observations within 5 km (rho = -0.10, p = 0.08). For all parameters, the variation was greatest in
the northern highlands. These are places where it may be particularly important to evaluate the
modeled discharge patterns with field work to refine the results.
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Figure 2-7 Maps of model uncertainty as indicated by the normalized standard deviation across models in (A)
Groundwater discharge rates, (B) Subsurface transport times, (C) Maximum flowpath depth, and (D) the overall
variation among models. In A – C, lighter colors indicate areas of greater agreement across the models and darker colors
indicate areas of greater variation. In D, dark blue indicates areas of greater agreement and yellow indicates areas of
greater variation.

56

2.4.4 Implications of differing discharge patterns
Our work suggests that common approaches to developing and evaluating groundwater
flow models do not yield models that can be used to predict groundwater discharge patterns with
reasonable certainty. Among our subset of models with similar, reasonable fit metrics, we found
varying spatial patterns of discharge, and widely varying flowpath depths and travel time
estimates. Differences in the 1st stream fraction of total discharge of 5 – 10%, as we saw between
some of our models, would suggest different sustainable groundwater extraction rates to
maintain minimum flows in small streams (Barlow and Leake, 2012; Sophocleous, 2002). In
addition, because groundwater provides both nutrients and temperature moderation (Brunke and
Gonser, 1997; Hancock et al., 2005; Hayashi and Rosenberry, 2002; Snyder et al., 2013),
differing discharge predictions would lead to differing conclusions regarding ecological
resilience and processes in headwaters streams. Three-fold differences in predicted flowpath
depth would substantially alter expected chemical reactions as redox conditions and reactant
availability change with depth (Barnes et al., 2018; Carlyle and Hill, 2001; Green et al., 2018;
Gu et al., 2007; Kolbe et al., 2019; McMahon and Chapelle, 2008; Tesoriero et al., 2000; Wilson
et al., 2018). For example, Barnes et al. (2018) found that shallow flowpaths contributed more
DOC and fewer base cations to rivers than deeper flowpaths. Differences of two decades in
transport lag predictions could render the results unusable for managing legacy contaminants; a
source with an expected lag of 4 years might be managed very differently from one with an
expected lag of 30 years (Chen et al., 2018; Meals et al., 2010; Sanford and Pope, 2013; Van
Meter et al., 2018).
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2.4.5 Recommendations for modeling groundwater discharge
We posit that groundwater flow models can be used to predict groundwater discharge
zones at the regional scale, but we first must develop new approaches to developing models that
reduce the uncertainty in model predictions of groundwater discharge. This work has taken an
important step in developing those new approaches by identifying the effects of model
parameters on spatial patterns of groundwater discharge. Based on our findings, we make the
following recommendations for modeling groundwater discharge:
1.

Use well head measurements and stream elevations.
In addition, when observed head data is particularly limited, thoughtful specification of

prior values for calibration may be important. In contrast, when observations are plentiful, the
importance of well-informed prior values diminishes, as indicated by the lack of substantial
difference in fit or hydraulic conductivity values between the Initial model and PP_4 (Table 2-2
and Figure B-4), where the difference between the models is the starting values of the pilot
points. We also hypothesize that the inclusion of other types of calibration data, such as stream
or groundwater discharge, would further improve model fit.
2.

Pay particular attention to model parameters that control patterns in hydraulic

conductivity.
Median calibrated hydraulic conductivity values in the middle layer of the surficial
materials ranged over nearly an order of magnitude (Glacial Till: 3.5 – 29.5 m d-1, median = 14.0
m d-1; Fine Stratified Sediments: 5.7 – 30.1 m d-1, median=13.1 m d-1; Coarse Stratified
Sediments: 16.7 – 242.7 m d-1, median = 40.8 m d-1; Figure B-4 - Figure B-5) among similarly
fitting models. Lower values were associated with calibration of bedrock conductivity without
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spatially varying riverbed hydraulic conductivity (BedK_1) and with decreased calibration data
(Data_1 and Data_2). Higher values were associated with vertical homogeneity in surficial
materials and spatially varying riverbed hydraulic conductivity. Varying the riverbed hydraulic
conductivity increased the hydraulic conductivity in the surficial materials (Figure B-4; Initial
and RivK_1 – RivK_3), suggesting that low riverbed conductivity values in the Initial model
may have led to higher heads in the near-river environment and decreased calibrated hydraulic
conductivities in upland areas (to minimize further flooding and achieve calibration targets). In
contrast, calibrating the bedrock decreased the hydraulic conductivity in the surficial materials
(p≤0.05, Initial vs BedK_1, Figure B-4). When the bedrock hydraulic conductivity was
calibrated and the riverbed hydraulic conductivity scaled spatially by a factor of 0.01 (BedK_2),
the effects of each were damped. This again points to a compensatory relationship between
hydraulic conductivity in different regions of the model domain that likely affects the flow of
groundwater and the resulting spatial patterns of groundwater discharge.
Based on these results, we recommend calibrating the bedrock hydraulic conductivity and
incorporating spatial variation in riverbed hydraulic conductivity to improve model fit. Spatial
variation in riverbed hydraulic conductivity can be incorporated relatively easily using a fraction
of the surrounding surficial material hydraulic conductivity. We used a constant scaling factor
across the watershed, but further work could explore varying the scaling factor by surficial
material. As the riverbed hydraulic conductivity increases (as is likely with a scaling factor), if
rivers are implemented using approaches that allow losing reaches, it is important to note the
amount of water entering the model domain through river boundaries.
3.

Consider carefully the conceptualization of flow between river and aquifer.
59

In general, the effects of allowing bidirectional vs. unidirectional exchange between the
rivers and aquifer depended upon the amount of flow into the model through river boundaries
when bidirectional flow was allowed. When calibrated flux into the aquifer was large (> 5% of
recharge), both the observation metrics and the OverallFit values increased (indicating a poorer
fit) when flow was limited to unidirectional (Table 2-2, Figure 2-3). In contrast, in the models
with relatively low influx from rivers (totaling < 5% of recharge, Initial, Grid_1, Grid_2),
limiting flow to unidirectional improved most fit metrics, though the percent of dry river cells
increased substantially. In areas where losing reaches are common, net fluxes in either direction
must be allowed, but attention should be paid to the resulting magnitude of fluxes between river
and aquifer, and the added complexity of streamflow routing (e.g., Niswonger and Prudic, 2005)
may be necessary. For study sites in areas where the dominant net flux direction is groundwater
discharge (i.e. losing reaches are rare), we recommend limiting river-aquifer exchange to
unidirectional (e.g., using the DRN package instead of the RIV package in MODFLOW models
(Harbaugh, 2005)).
2.4.6 Future work
The next critical step is to identify and develop regional scale field methods for
evaluating groundwater discharge patterns. For example, thermal infrared imagery (TIR) has
been used been used to map groundwater discharge zones at both broad (Fullerton et al., 2015;
Liu et al., 2016) and fine spatial scales (Briggs et al., 2016; Hare et al., 2015). TIR derived maps
of discharge locations can be paired with discharge measurements at strategic locations from a
variety of common field approaches, such as seepage meters (Rosenberry, 2008; Rosenberry et
al., 2016), temperature profilers (Irvine et al., 2017), tracers (Rosenberry and LaBaugh, 2008), or
recession curve analysis (Rutledge, 1998, 1997) to generate regional scale observations of
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groundwater discharge that can be used to further refine and evaluate regiona l groundwater
models. In addition, basin-scale geophysical approaches (Auken et al., 2017; Christensen et al.,
2015; McLachlan et al., 2017) can be used to better map the depth to bedrock and permeable
streambed sediment zones.
2.5 Conclusions
Different model conceptualizations predict differing spatial patterns of groundwater flow
and discharge, despite having similar fits to observation data. In particular, similarly fitting
models varied in the spatial distribution of discharge between smaller and larger rivers, the depth
of groundwater flowpaths, and the subsurface travel time. These variations were largely driven
by 1) the use of calibration versus literature values for bedrock hydraulic conductivity, and 2)
spatially varying vs uniform riverbed hydraulic conductivity. Although groundwater flow models
have the potential to predict groundwater discharge areas, uncertainty regarding the reliability of
modeled discharge patterns prevents their implementation in this way. Addressing this
uncertainty will have positive implications for environmental management (e.g., protecting
thermal refugia or managing nutrient loads). This work achieved a critical step of identifying the
model parameters that influence patterns of groundwater discharge. An important next step is to
develop and identify approaches to evaluating discharge and flowpath patterns at the regional
scale to be able to select the most representative models.
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Chapter 3: Linking thermal infrared field surveys with regional groundwater models to
characterize spatial patterns of groundwater discharge at the scale of river networks
3.1 Abstract
Characterizing and predicting the spatial distribution of groundwater discharge zones at
the watershed scale is key to protecting critical aquatic habitat and managing contaminant inputs
to streams. Current methods for identifying spatial patterns of groundwater discharge are limited;
many common field methods (e.g., seepage meters, tracers) are impractical at the watershed
scale; and therefore, finer-scale (e.g., 200 m grid) spatial patterns of discharge from watershedscale groundwater flow models are largely unevaluated. Advances in remote sensing technology,
in particular, thermal infrared imagery (TIR), that allow us to efficiently map seepage zones
across space are improving our understanding of groundwater discharge at the watershed scale.
We integrated a groundwater flow model and thermal infrared imagery (TIR) surveys to identify
spatial patterns of groundwater discharge in a 1570 km2 watershed (Farmington River, CT and
MA, USA). TIR allowed us to quickly (1-8 km stream length / survey day, 36 km total) identify
groundwater discharge areas based on their thermal signature (cold anomalies). We compared
the observed patterns to 12 variations of a groundwater flow model (MODFLOW-NWT) with
varying groundwater discharge patterns. Most models (n=11) predicted higher discharge in areas
of observed discharge along a larger (5th order) river, but only six models predicted higher
discharge in areas of observed discharge is smaller (1st & 3rd order) streams. We further
examined spatial patterns of discharge from three models and found that the models accurately
reflected observed differences in the magnitude of discharge across small stream sites.
Comprehensive remote sensing of groundwater discharge zones can inform modeling and
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empirical studies of GW-SW interactions at the watershed scale and has implications for
hydrology, ecology, and fisheries management.
3.2 Introduction
Groundwater discharge zones are important hydrologic and ecologic niches.
Hydrologically, they are the source of baseflow for many streams and rivers (Hayashi and
Rosenberry, 2002). Ecologically, they provide necessary nutrients and major ions to river
systems (Hancock et al., 2005; Hayashi and Rosenberry, 2002), create thermal refugia for
temperature sensitive species (Ebersole et al., 2003; Raney et al., 2016; Torgersen et al., 2012),
and can function as either point sources of contaminants, or dilutants for polluted stream water.
Protecting the beneficial functions (e.g. thermal refugia, “healthy” nutrients) and mitigating the
negative effects (e.g.,contaminant sources) requires an understanding of their spatial distribution,
which is notoriously heterogeneous and based on local recharge and geology (Dahl et al., 2007;
Dent et al., 2001; Ebersole et al., 2003; Payn et al., 2009). In addition, many management plans
are regional in scope (Hypoxia Task Force, 2017; LISS, 2015; Pacific Fishery Management
Council, 2016; Torgersen et al., 2012; US EPA, 2010), requiring a regional (> 103 km2, (Barthel
and Banzhaf, 2016)) understanding of groundwater discharge zones. Unfortunately, we have
lacked effective methods for identifying discharge zones at the regional scale.
Groundwater models are commonly implemented at the regional scale (Befus et al., 2017;
Feinstein et al., 2010; Masterson et al., 2016; Sanford et al., 2012), but their ability to accurately
represent groundwater discharge areas is unknown (Chapter 2). Regional models typically have a
coarse resolution (≥ 200m), which is likely sufficient for representing regional flowpaths that
result from broad patterns in groundwater recharge, topography and hydraulic conductivity
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(driven by patterns in surficial and bedrock materials) (Tóth, 1963). Discharge patterns, however,
are also influenced by local patterns of topography and interface hydraulic conductivity
superimposed on the coarse scale regional patterns (Boano et al., 2014; Cardenas, 2008; Caruso
et al., 2016; Woessner, 2000). Even in high permeability sand and gravel glacial aquifers,
groundwater discharges to surface water are dominated by focused (1-10s m scale) flow along
preferential flow paths (e.g., Rosenberry et al., 2016). These local factors are likely indicators of
broader patterns, but may not be well represented, even in aggregate, in regional groundwater
models.
Modeled patterns of groundwater discharge are seldom evaluated beyond the reach scale,
leading to uncertainty about the accuracy of the results. Common calibration targets incorporate
groundwater head, stream discharge, and occasionally age tracer data (Sanford, 2011; Starn and
Brown, 2007). Discharge rates from individual groundwater seeps (Vaccaro, 2011; Yager et al.,
2008, 2007) , and discharge patterns in small watershed (Ala-aho et al., 2015; Danielescu et al.,
2009) have been used in a few instances, but we know of no studies that explicitly evaluated the
spatial patterns of groundwater discharge at the larger basin scale. This absence of evaluation is
due, in part, to a lack of empirical data that can be meaningfully compared to modeled discharge
patterns.
Existing empirical approaches typically identify and quantify discharge zones at the point
to reach scale. Seepage meters and temperature profilers are robust for measuring groundwater
discharge at discrete points (Caissie and Luce, 2017; Irvine et al., 2016; Kalbus et al., 2006;
Rosenberry, 2008), but each point requires a time consuming measurement. Chemical tracers,
such as NaCl or rhodamine, and differential gauging allow easy calculation of aggregate
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groundwater discharge over discrete reaches assuming conservation of mass (Kalbus et al., 2006;
Kilpatrick and Cobb, 1985; McCallum et al., 2012; Xie et al., 2016), but are difficult to apply to
large rivers and do not spatially characterize seepage zones. Neither point measurement nor
reach-scale aggregations are easy to compare to model outputs due to spatial heterogeneity in
groundwater discharge. Fiber-optic distributed temperature sensing can identify spatial patterns,
as well as temporal variation, in groundwater discharge along linear cables (Hare et al., 2015),
but the requirements of deploying and managing the cables limits the application to shorter river
reaches. Even when these approaches are applied with extensive field surveys, they cover
relatively small fractions of total stream length and conditions within a river network.
Identifying and simulating groundwater discharge zones at the watershed scale requires
an approach that links together empirical methods that are applicable to broad spatial ranges and
regional-scale modeling. We demonstrate that thermal infrared imagery (TIR) in combination
with a regional groundwater flow model, constitute such an approach. TIR provides a picture of
the surface temperature and can be used to identify areas of groundwater discharge when the
differential between groundwater and surface water temperatures is large (Briggs et al., 2016;
Hare et al., 2015), such as during base flow conditions in late summer in northern latitudes. TIR
is easier to implement than other empirical methods (e.g., seepage meters, chemical tracers) and
though it does not calculate discharge rates, it can be used to quickly identify discharge areas
over many stream reaches (Hare et al., 2015) when there is a water or ground surface thermal
signature. The resulting patterns of observed groundwater discharge can potentially be used to
evaluate spatial patterns of groundwater discharge predicted by regional flow models.
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Our primary objective in this project was to evaluate spatial patterns of groundwater
discharge predicted by a regional groundwater model. This is a significant step towards resolving
the disparate scales of detailed stream reach studies and coarse basin-scale simulations. We did
not expect that regional models could represent individual 1-10 m seepage; however, we did
expect coarser-scale model predictions of diffuse discharge to capture the spatial distribution of
the frequency and extent of preferential discharges along river segments. For example, a river
section with multiple observed 1-10 m seeps could be expected to coincide with a model cell
with high predicted discharge. In this project, we evaluated a series of MODFLOW models
(representing different spatial patterns of groundwater discharge but similar model fit metrics)
for a 5th order watershed (Chapter 2) against spatially extensive TIR field survey results.
Ultimately, this paper demonstrates an approach to field verifying the spatial distributions of
groundwater discharge predicted from regional groundwater models.
3.3 Methods
We characterized spatial patterns of groundwater discharge at the watershed scale using
extensive TIR field surveys, then compared the field results to regional groundwater flow
models. We surveyed 36 km of stream length with TIR cameras to map areas of groundwater
discharge across the watershed. We then selected 12 variations of a groundwater flow model
(Chapter 2) with similar fit metrics but differing predicted spatial patterns of groundwater
discharge. We used the mapped spatial distributions of groundwater discharge to evaluate
predicted patterns groundwater discharge from the calibrated models. This independent
evaluation of the models with observed discharge patterns is not typical for groundwater models,
and is a unique strength of our approach.
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3.3.1 Site Description
The study site was the Farmington River watershed (1571 km2), located in northwestern
CT and southwestern MA (Figure 3-1). The Farmington River is a fifth order tributary of the
Connecticut River, which discharges to the Long Island Sound. The principal bedrock aquifers
are the New England Crystalline-rock aquifer and the Mesozoic sandstone and basalt of the
Newark Supergroup (Olcott, 1995). Valley fill stratified drift aquifers cover most of the eastern,
lowland portion of the watershed and isolated areas of the uplands (Olcott, 1995). In the upland
areas the bedrock is overlain with glacial till; in lower areas, particularly along the Farmington
River at the eastern edge of the watershed, the surficial materials consist of coarse and fine
stratified sediments (Soller et al., 2012). Surficial material thickness ranges from 0 to nearly
100m (Soller et al., 2012). Elevation ranges from 5 to 644m, with higher elevations to the
northwest and lower elevations to the southeast (US EPA and USGS, 2012). The eastern edge of
the watershed is bounded by a ridge that rises 150 m above the valley floor(US EPA and USGS,
2012). Groundwater recharge ranges from 40 cm yr-1 in the southern lowlands to 60 cm yr-1 in
the northern highlands (Reitz et al., 2017). Land cover was predominantly forest (67%), with
areas of developed open space (9%), low to high intensity development (7%), wetlands (7%) and
agriculture (5%; 4% Hay / Pasture) (Homer et al., 2015). Development was primarily located in
the south east area of the watershed in the towns of Farmington, Avon, and Simsbury (Homer et
al., 2015).
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Figure 3-1 Study Watershed. Numbers refer to survey sites listed in Table 3-1. Figure modified slightly from Figure 2-1

3.3.2 Field Surveys
To map areas of groundwater discharge, we surveyed 36 km of stream reaches using TIR,
which identifies areas of groundwater discharge based on temperature differences between the
groundwater and the surrounding surface. Due to practical considerations, we surveyed small
streams by wading and larger rivers by canoe. We waded 10 small streams (1st & 3rd order, 5.3
km total) and paddled 31 km of the main stem of the Farmington River (5th order) (Table 3-1)
between July 6 and October 5, 2017. During the surveys, we collected TIR images using three
FLIR cameras (T640, T620, and i7; FLIR Systems, www.flir.com), with emissivities set at 0.96
– 0.98. In areas with thermal anomalies, we recorded the subsurface (11 cm depth) temperature,
the approximate linear seepage zone length along the bank, and seep type. We categorized seeps
by type as a points (one or more individual points of discharge), diffuse (more spatially extensive
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area than points, but with warmer temperatures and without visible water movement or flow
channels in the sediment), and seepage face (extensive lengths, 10s – 100s m, of cold anomalies).
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1

Morgan Brook
Tributary to Salmon
Brook, West Branch

5

70
5
5
5
5
5
5

Farmington River,
Access Point 22 - 23

Farmington River,
Access Point 23 - 24

Farmington River,
Access Point 24 - 25

Farmington River,
Access Point 25 - 26

Farmington River,
Access Point 28 - 29

12

13

14

15

16

3

3

1

Farmington River,
Access Point 21 - 22

Tributary to Scott
Swamp Brook
Farmington River,
West Branch
Sandy Brook

1

11

10

9

8

7

6

Tributary to Punch
Brook

1

Beaver Brook

1

1

Falls Brook

4

1

3

2

1
1

Site Name

Stream
Order

Tributary to Mad
River
Hurricane Brook

Site
Number

5,400

2,500

5,100

3,400

5,500

9,750

100

700

700

650

400

500

300

400

1,300

250

Survey
Length
(m)

P

P

P

P

P

P

W

W

W

W

W

W

W

W

W

W

Survey
Type

SF, Pt

Pt

SF, Pt,
D

SF, Pt,
D

SF, Pt,
D

Pt

Pt

Pt

SF

Pt

Pt

SF, Pt

Pt

Pt

Pt

Pt

Seep
Types

13-Sep-17

6-Jul-17;
27-Sept-17

26-Jul-17;
1-Aug-17

6-Jul-17;
26-Jul-17

26-Jul-17

15-Sept-17;
2-Oct-17

9-Aug-17

11-Sep-17

8-Aug-17

2-Aug-17;
8-Aug-17

8-Sep-17

8-Sep-17

9-Aug-17

7-Aug-17

7-Aug-17

9-Aug-17

Survey
Dates

1518

1303

1292

1279

1235

1202

89

133

3

0.7

8

18

6

0.8

2

0.9

Drainage
Area (km2)

GT
GT

169

29

45

45

45

45

47

245

327

62

201

CG; GT

FG; CG

FG ; CG

CG ; FG

CG

FG; CG

GT

GT

CG; GT

CG

GT

GT

237
266

GT

347

GT

Surficial
Materials
in Survey
Reach

298

306

Survey
Elevation
(m)

Table 3-1 Field Sites (P = Paddled, W = Waded; SF = Seepage Face, Pt = Point Discharge, D = Diffuse; GT = Glacial Till,
CG = Coarse-grained stratified sediment, FG = Fine-grained stratified sediment)

3.3.3 Groundwater Flow Model
We selected a subset of previously implemented groundwater flow models for our study
site (Chapter 2). The models were developed in MODFLOW-NWT (Niswonger et al., 2011) and
they simulate flow under steady-state conditions, with a daily time-step, a uniform horizontal
grid and 4 vertical layers of increasing thickness with depth. The upper three layers are
unconsolidated surficial materials and the lowest layer is a bedrock layer. The models were
calibrated using PEST++ (Welter et al., 2015)), head measurements from 990 wells and
elevations from first-order streams in flat areas (land surface slope <= 2%), and a grid of pilot
points. Pilot points are preselected points at which hydraulic conductivity is calibrated; hydraulic
conductivity at all other locations is interpolated from the pilot points. Further details of model
development are available in Chapter 2.
The selected models differ in the zonation of pilot points, degree of variation in bedrock
and riverbed hydraulic conductivity, vertical heterogeneity in hydraulic conductivity, allowed
directionality of river-aquifer exchange and horizontal grid resolution (Table 3-2). Our Initial
model was developed based on readily available data and common simplifying assumptions. It
has a 300m horizontal grid, uniform riverbed hydraulic conductivity (0.1 m d-1), literature-based
bedrock hydraulic conductivity (Domenico and Schwartz, 1997; United States Geological
Survey, n.d.), and a 4000m grid of pilot points (n = 102 total). Data_2 was calibrated without
stream elevations and with approximately half as many wells (n=481) as the Initial model. In
PP_1, the pilot points are assigned to one of four zones based on surficial materials and a finer
grid (1000 m) was used in zones covering a smaller area (442 pilot points total). RivK_1 and
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RivK_2 are identical to the Initial model, except that the riverbed hydraulic conductivity varies
with the surrounding surficial material conductivity by factors of 0.002 and 0.01, respectively. In
BedK_1, the riverbed hydraulic conductivity is uniform, but the hydraulic conductivity in the
bedrock is calibrated on a 4000m grid of pilot points. BedK_2 combines BedK_1 and RivK_2,
so that the riverbed hydraulic conductivity varies spatially and the bedrock hydraulic
conductivity is calibrated. Depth_1 and Depth_2 are identical to the Initial model, except that
the vertical heterogeneity in the surficial material hydraulic conductivity is removed in Depth_1
and increased in Depth_2. Grid_2 is identical to BedK_2, except that the grid cell size is reduced
to 100m. Finally, BedK_2_drn, and Grid_2_drn are similar to BedK_2, and Grid_2, respectively,
except that rivers are represented using the DRN package instead of the RIV package in
MODFLOW (Harbaugh, 2005).
Table 3-2 Groundwater model cases. A notation of “--“ indicates the model is identical to the Initial Model. Modified from
Table 2-1 and Table 2-2.
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---

--

--

--

--

--

--

--

--

100 m

100m

PP_1

RivK_1

RivK_2

BedK_1

BedK_2

BedK_2_drn

Depth_1

Depth_2

Grid_2

Grid_2_drn

2Riverbed

--

--

--

--

--

--

--

--

--

Zones

--

4000
m grid

Pilot
Points

DRN

--

--

--

DRN

--

--

--

--

--

--

RIV

River
Package

Spatially
Varying2
Spatially
Varying2

--

Spatially
Varying2
Spatially
Varying2
--

Spatially
Varying1
Spatially
Varying2
--

--

--

Uniform
(0.1 m d-1)

Riverbed
K

Calibrated

Calibrated

--

--

Calibrated

Calibrated

Calibrated

--

--

--

--

Literature
Values

Bedrock
K

11.1

A = 0.05

--

6.4

6.3

11.0

A = 0.00
--

10.3

10.2

10.8

10.8

11.6

11.6

--

--

--

--

--

--

12.0

11.3

A = 0.005

--

RMSE
(m)

Vertical
Heterogeneity
Exponent

7.4%

7.6%

6.0%

5.4%

5.8%

5.3%

7.3%

6.2%

6.4%

5.3%

11.3%

7.1%

Overall
Fit

36%

32%

38%

33%

36%

31%

34%

29%

36%

36%

44%

Percent
of
Discharge
to 1st
Order
Rivers
40%

hydraulic conductivity in each reach was 0.002 times the hydraulic conductivity of the surficial materials in the surrounding cell
hydraulic conductivity in each reach was 0.01 times the hydraulic conductivity of the surficial materials in the surrounding cell

--

--

--

--

--

--

--

--

--

Data_2

990 wells,
525 stream
elevations
481 wells

Calibration
Data

300 m

Grid

Initial

Name

1Riverbed
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Max
Flowpath
Depth, IQ
Range
(m)
1.9 – 27.3
1.2 – 24.9
3.5 – 30.8
2.1 – 27.0
4.1 – 29.3
3.5 – 68.4
4.4 – 58.4
4.8 – 61.5
4.1 – 30.8
2.4 – 26.4
5.9 – 56.0
6.1 – 52.8

Subsurface
Travel
Time, IQ
Range (yr)
0.9 – 15.9
1.4 – 15.6
0.6 – 16.5
0.8 – 17.7
0.5 – 19.3
3.2 – 106.5
1.2 – 94.6
1.4 – 101.7
0.6 – 17.6
0.7 – 14.9
1.5 – 99.6
1.4 – 99.4

The twelve models have similar calibration residuals and fit metrics (Table 3-2). We
assessed fit to the calibration data using common metrics [root mean squared error (RMSE),
normalized RMSE (nRMSE), mean error (ME), and mean absolute error (MAE); (Feinstein et
al., 2010; Masterson et al., 2016; Parsen et al., 2016; Sanford et al., 2012)]. RMSE ranged from
6.3 – 12.0 m (median = 10.9), nRMSE ranged from 1.2 to 2.3% (median = 2.1%), MAE ranged
from 3.1 to 8.5 m (median = 7.5 m), and ME ranged from 1.0 to 5.4 m (median = 3.3 m). The
calibration fit metrics were lower for the finer resolution models (Grid_2 and Grid_2_drn). We
also calculated an additional fit metric based on the observation that perennial streams have
water, the land surface is dry, and most streams in the northeastern United States are net gaining.
The OverallFit is a percentage of model cells in error, as noted by flooded terrestrial cells and
dry river cells, plus a penalty for excessive losing reaches (Chapter 2) (modified from Starn and
Belitz, 2018). Values of OverallFit ranged from 5 – 11% (median = 6%), and were not lower
with the finer resolution models. Assessment of the calibrated model was done in R (R Core
Team, 2018) using the hydroGOF package (Zambrano-Bigiarini, 2017) and in Python using the
SciPy computing stack (Oliphant, 2007).
Despite the similarity in model fit, the models had substantial differences in groundwater
flowpath characteristics (Table 3-2 and Figure 3-2). The fraction of groundwater discharge
directed to small (1st order) streams ranged by a factor of 1.5, from 29 – 44%. The median
flowpath depth ranged by a factor of 3.5, from 6.5 to 23.4 m. The median subsurface travel time
ranged by a factor of 7, from 2.3 to 17.0 years. This degree of variation in predicted groundwater
flowpath characteristics could have important implications, for example in maintaining
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ecological flows or managing legacy contaminants (Chen et al., 2014; Kolbe et al., 2019; Meals
et al., 2010; Penn et al., 2014), highlighting the need to better evaluate predicted patterns of
groundwater discharge.

Figure 3-2 Percent of watershed-wide groundwater discharge that is discharged to rivers of varying sizes, represented as
differences from the percents for the Initial model. Numbers at the top of each panel indicate the percent of discharge in
the Initial model to streams of the respective size, with the Large Streams and Rivers values noted for the group and for
each order (in parentheses). Colors indicate changes (red = decrease, blue = increase) from the Initial model. (modified
from Figure 2-4)

3.3.4 Model Evaluation
To evaluate the simulated spatial patterns of groundwater discharge, we compared the
discharge predictions from our model with our field observations by analyzing statistical
differences in modeled discharge rate in stream sections with and without observed discharge
found during TIR surveys. We considered waded and paddled streams separately due to
differences in stream size (small streams vs. larger river) and survey length and aggregated the
observations to model cells and 500 m lengths, respectively. We determined statistically
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significant differences using an analysis of multiple means that does not require normality, equal
variance or equal sample size (Herberich et al., 2010). All statistical analyses were completed in
R (R Core Team, 2018). We identified better performing models based on the fit metrics and
evaluation against the survey observations.
3.4 Results
We observed groundwater discharge across all survey sites. Modeled patterns of
groundwater discharge compared well with the observed patterns in the larger river sites and
across, but not within, small river sites.
3.4.1 Field Observations
We observed groundwater discharge, as noted by relatively cold anomalies, across stream
sizes and in all reaches surveyed. Seeps ranged in size from extensive seepage facie (10 - 100s of
m) to point discharges and diffuse (warmer temperature) seepage zones (Figure 3-3). Seeps in
the paddled (5th order) survey tended to be larger in area (e.g., Figure 3-3A) than seeps in the
smaller streams, though there was substantial variation. Also, some in the larger river had flow
channels visible in the infrared or real color images (note the dark blue flow lines in Figure
3-3A).
At the seeps, surface temperatures ranged from 7.1 to 17.5C, and subsurface (11 cm
depth) temperatures ranged from 7.9 to 17.0 C, with most seeps between 10-15 C on both the
surface and in the subsurface, which is consistent with groundwater temperatures in the area
(United States Geological Survey, 2018) (Figure 3-4). Most of the coldest seeps (surface
temperature < 9.5 C or subsurface temperature < 11.0 C) were in the 5th order survey, though
they were typically separated by warmer seeps and 100s of meters. In the smaller streams,
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channel temperatures tended to be lower, with smaller differentials between stream channel and
groundwater seep temperatures.
Groundwater discharge zones were not uniformly distributed along stream reaches. In
both larger and smaller reaches, seepage points tended to cluster (Figure 3-4 and Figure 3-5) so
that some lengths contained multiple seeps and others were relatively inactive. The clustering of
seepage facie is even more pronounced (Figure 3-5). In the upstream 10 km of the paddled
survey we observed no seepage facie, but in the next 12 km, we observed 12 distinct seepage
facie covering approximately 1.5 km of river length. During the waded surveys, we only
observed extensive areas of seepage at 2 sites, Morgan Brook (Site 4) and the Tributary to Scott
Swamp Brook (Site 8).

Figure 3-3 Examples of focused groundwater discharge zones observed with handheld TIR cameras: A) Stream bank
seepage facie and B) Individual groundwater seeps. In each box, photos on the left are visible color and photos on the
right are the corresponding thermal infrared image. In the thermal infrared images, cooler colors indicated colder
temperatures and warmer colors indicate warmer temperatures. Groundwater discharge areas can be identified by the
dark blue, cold anomalies.
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Figure 3-4 Observed groundwater discharge at 3 example sites. Sites 4 & 8 (A & B) were waded and site 11 (C) was
paddled. Gray boxes indicates boundaries of the 300m model cells. Circles indicate observed seeps, colored by the
observed temperature.
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Figure 3-5 Observed groundwater discharge from the paddled (A) and waded (B) surveys (Figure 3-1). Gray bars (left
axis) indicate the length of seepage facie (extended areas of discharge), circles indicate individual discharge points, and
triangles indicate areas of diffuse discharge within each 1 km reach or cell. The lines are modeled discharge for the
respective reach or cell (right axis). For the paddled survey, observations are binned into 1 km segments from upstream
to downstream. For the waded survey, they are grouped by site (numbers refer to sites from Table 1.) and 100 m model
cells (letters), and ordered from left to right by the number of observed seeps per meter (facie were counted as 1 seep per
10 m). Models with a 300 m resolution (PP_1 and BedK_2_drn) were linearly downscaled to 100m prior to plotting. In km
13 of the paddled survey, the 160 m seepage facie is a continuation of the 20 m seepage facie in km 12. In site 5 of the
waded survey, one 20 m seepage facie extends from cell a into cell b, and in site 8, one 50 m seepage facie extends from cell
b into cell c.

3.4.2 Model Evaluation
In the paddled surveys (larger river), most models predicted significantly higher rates of
groundwater discharge in areas where we observed discharge (p ≤ 0.05, Figure 3-6A). Models
with the greatest differences in mean predicted rates were models with calibrated bedrock
hydraulic conductivity (BedK_1, BedK_2, BedK_2_drn, and Grid_2). In these models the
bedrock hydraulic conductivity was both higher and more varied than in the models that used
literature values. The one model that did not predict a statistically significant difference between
areas with and without observed discharge in the larger river was PP_1, where the pilot points
were assigned to zones based on the surrounding surficial material. The source of this misfit in
the larger river with the PP_1 model may be high rates of calibrated hydraulic conductivity in
coarse stratified sediments (median for PP_1 = 232 m d-1 vs 19 – 107 m d -1 for all other models).
In contrast, in the waded surveys (smaller streams), only half of the models predicted
significantly higher rates of groundwater discharge in areas with visible discharge (p ≤ 0.05,
Figure 3-6B). Two additional models predicted higher discharge with slightly less confidence
(p≤ 0.10). Models with the largest differences in predicted mean discharge rates were PP_1,
Depth_1, and BedK_2_drn. Discharge areas in the waded streams were poorly predicted by
RivK_2, where riverbed hydraulic conductivity varied spatially as a function of the surrounding
surficial material hydraulic conductivity.
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In general, model performance (as measured by the difference in mean predicted values)
in the larger river was inversely correlated with model performance in the smaller rivers (r = 0.68, p ≤ 0.05). Based on differences of the mean in the reaches with and without visible
discharge, we selected the following three models for further examination: 1) PP_1, which well
represents the small rivers but not the larger ones, 2) Grid_2, which well represents the larger
river but not the smaller ones, and 3) BedK_2_drn, which well reflects observed conditions in
both large and small rivers.
In the paddled reaches, all three models reflected the general spatial patterns of discharge
we observed, though the fit was less good with PP_1, consistent with the above analysis (Figure
3-5A). All three models predicted relatively constant discharge from km 1 to km 7 or 8, a section
where we saw little evidence of groundwater discharge. In addition, all three models predicted
the increase in discharge that we observed from km 11 - 22, though the predicted increases began
and ended further upstream (km 10 – 18). None of the models predicted the increased discharge
we observed in km 19 – 22, and surprisingly, only PP_1 predicted the greater discharge we
observed at km 34.
Across most waded sites, the frequency of observed discharge (observations per length of
stream) and the modeled rates of discharge were correlated (rho = 0.93 – 0.98, p≤0.05, when
sites 4 and 7 are excluded), suggesting that the models generally predict well the relative
magnitude of groundwater discharge across small stream sites. None of the models predicted
groundwater discharge at site 7. At site 4, the observed groundwater discharge was primarily to
ephemeral channels adjacent to the main stream channel. Although the predicted rates of
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discharge varied by reach within the waded sites, the variations did not match spatial patterns of
observed discharge within the sites.

Figure 3-6 Modeled discharge grouped by Model (columns), Survey Type (rows), and the presence or absence of visible
groundwater seeps (x axis) during thermal infrared field surveys. Numbers above the boxplots are the p-values for
differences between the groups. Observations from the paddled surveys are aggregated to 500 m sections. Observations
from the waded surveys are aggregated to the model cell.

3.5 Discussion
We demonstrate an approach to linking together empirical observations of groundwater
discharge and regional scale groundwater flow modeling. To our knowledge, this is one of the
most spatially extensive sets of groundwater discharge observations to date, and the first time
observed spatial patterns of discharge have been used to evaluate a regional groundwater flow
model. These results improve our understanding of the spatial patterns of groundwater discharge
at the river network scale.
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Using TIR, we successfully mapped groundwater discharge zones along 36 km of stream
length. We observed areas of groundwater discharge at every site, demonstrating the feasibility
mapping groundwater discharge at the watershed scale using TIR. The distribution of discharge
zones was not uniform; some reaches contained multiple clusters of seeps or larger seepage
facie, and others were relatively inactive. This is consistent with theory and previous
observations (Banks et al., 2011; Lowry et al., 2007), and supports the conclusion that TIR can
accurately capture the discharge patterns. In the larger river, modeled discharge in sections of
the river where we observed less discharge (Figure 5A; km’s 1-10, 23 – 27) was approximately 4
m3 m-1 d-1, suggesting this may be a threshold rate for observing groundwater discharge with TIR
in this system. This threshold likely varies with stream size and bed features, as the modeled
discharge rate in most smaller reaches was below this threshold, even though we observed
discharge.
Although many models predicted higher rates of discharge where we observed discharge,
the range in modeled discharge rates was large (Figure 3-6). This was particularly true, though
not unexpected, for sections of the surveys where we observed discharge. The models also
predicted a sizeable range in discharge rates where we did not observe discharge. The range of
modeled discharge in areas without observed discharge could be a result of both physical
processes and model deficiencies. Higher predicted rates in areas without visible discharge could
reflect widespread diffuse discharge that is not adequately mapped with TIR (i.e. too diffuse to
create a thermal anomaly, but in aggregate, larger than one or more preferential flow seeps that
were clearly visible). Conversely, the higher rates could indicate areas where the models do not
accurately represent the processes driving groundwater discharge.
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3.5.1 Model performance across stream sizes
The models reflected the observed discharge patterns better in some areas of the
watershed than in others. In particular, the regional models worked well 1) in the lower
watershed (paddled surveys) where the main channel flows through a sand and gravel aquifer
and 2) in predicting the relative magnitude of discharge across small stream sites. Within small
stream sites (waded surveys), the models did not reflect observed variation in discharge. These
differences may have been driven by differences in surficial materials, survey type and length,
and river size. We hypothesize that the biggest factor may be a match (or mismatch) in scale
resolution.
In the paddled reaches, the resolution of the model, groundwater discharge drivers, and
survey method matched. The model resolution is relatively coarse (300m or 100m) and is
expected to reflect the general, coarse scale patterns. The paddled reaches traverse a large area of
relatively high hydraulic conductivity (coarse and fine-grained sediments) located between the
upland areas to the west and a bedrock ridge to the east. This topographic position results in both
a head gradient and a flow barrier that together drive discharge towards the river, creating large
areas of groundwater discharge that were easily observed and modeled. By paddling, we were
able to cover extensive distances (3 -5 km per day), and the combination of longer survey lengths
and larger discharges allowed us to better identify differences in observed discharge.
In contrast, within the waded reaches the resolution of the model, groundwater discharge
drivers, and survey method did not match. The model resolution was the same (300m or 100m,
relatively coarse) as in the paddled reaches. Most of the waded reaches, however, were first order
streams, where discharge is more strongly controlled by local scale topography, preferential flow
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paths, and, surficial material patterns than by regional features. It is likely that the resulting
patterns of groundwater discharge were below the resolution of the coarse-scale model, even
when we reduced it to 100m. In addition, wading, in comparison to paddling, is much slower (<
1 km per day), resulting in much shorter total distances, but a finer level of detail. We observed
many individual points of discharge in the waded reaches (many of which we likely would have
missed while paddling), which in combination with shorter surveys, made it more difficult to
distinguish between areas of high and low discharge. Further evidence of the role of scale
resolution can be seen in the comparison across waded sites. Differences in groundwater
discharge volume across sites is likely drive by broader patterns of topography and surficial
materials, and the models were able to predict these differences.
The differences in model fit may also be due to different thermal regimes in the small
versus larger rivers. In the paddled reaches during late summer and early fall, the temperature of
the stream channel was consistently > 20C and the observed seeps were < 15 C (some below 11
C); this large difference made the seeps very obvious. In contrast, the channel temperatures in
the smaller streams tended to be lower, some as cold as 15C, with the result that groundwater
seeps were less apparent with TIR. Cooler stream channels in the small streams is likely a
combination of land cover (the small streams were predominantly in forested areas with closed
canopies, whereas the paddled section had an open canopy and were bordered by agricultural and
developed land) and bidirectional flow between the stream channel and shallow groundwater.
3.5.2 Practical considerations for using TIR at the watershed scale
TIR is a powerful tool for evaluating predicted patterns of groundwater discharge, but
this approach requires attention to a few practical considerations. Seasonal variation in water
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temperature, antecedent flow conditions, and river size and morphology can influence the survey
results.
Identifying groundwater discharge using TIR is based on the precondition that there is a
temperature difference between the stream channel and discharging groundwater. In locations
where the temperature difference changes direction seasonally (e.g., surface water is warmer
than groundwater in the summer and colder in the winter), twice annually the temperatures will
be similar, and therefore groundwater and surface water will be thermally indistinguishable. For
example, in the paddled reaches of our survey, the channel temperature is similar to groundwater
temperature (10 - 15 C ) from mid-October through mid-November and April through May
(United States Geological Survey, 2018; site 01189995), and therefore TIR would not be
effective at mapping groundwater discharge during these months. Even outside of these months,
cold nights or direct sunlight can alter the temperature of riverbanks, reducing the temperature
difference. During seasons when groundwater is warmer than surface water (e.g., winter in
northern latitudes), the warmer groundwater water is more buoyant, and therefore more easily
identified than when it is colder. Winter surveys, however, present additional hazards in the form
of ice and snow that must be considered.
Low flow conditions are also necessary to reliably locate seepage zones with TIR. During
higher flows, elevated river stage can drive stream water into the banks, obscuring the surface
expression of the seep. For example, we observed one seep under two distinct flow conditions.
On July 31, 2017 (at a stage of 1.6 m at the nearest upstream gage (United States Geological
Survey, 2018; site 01188090)), groundwater was clearly visible (surface temp = 11.9 C,
subsurface temp = 12.6 C). On September 15 after the stage increased 0.24m over 7 hrs due to an
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upstream dam release, the groundwater seep was not visible at the surface (surface temp = 16.8
C), but it was visible at depth (subsurface temp = 12.9 C), suggesting the seep remained active,
but was obscured by a plume of warmer river water.
The use of this approach is also limited by river size and morphology. We were unable to
survey high gradient or high velocity streams, due to practical and safety considerations for
walking or paddling in the stream channel. Features that obscure bank seeps (e.g., rip-rap
reinforcing, structures such as bridge abutments or docks, or heavy vegetation) or induce
particularly diffuse discharge (e.g., wetland complexes), present additional challenges. In
reaches with a channel width of 30m, we were able to paddle down the thalweg while scanning
both banks. A larger river might likely require two trips (or two boats), particularly if the reach
has moderate to heavy boat traffic. Streams with substantial areas of groundwater recharge or bidirectional exchange would also be less accurately mapped, as recharge does not leave a
temperature signal and would not be identified by TIR.
One limitation of TIR is that it assumes the majority of the seepage occurs above the
waterline (i.e. bank seeps), so submerged seepage zones in deeper, faster water may be missed
(Hare et al., 2015). In river systems, however, seepage is typically weighted toward the water
line due to expected highest hydraulic gradients and generally decreases with distance from
shore exponentially in homogeneous sediments (Anibas et al., 2011; Pfannkuch and Winter,
1984). Also, fines tend to accumulate in deeper water forming a low-K “cap” that inhibits
discharge, while fines are actively scoured by wave action along the water line (Rosenberry et
al., 2015). In addition, we conducted one survey during an extensive reservoir draw down that
exposed the majority of the streambed and the seeps we observed were at the pre-draw-down
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water line. Together these suggest that submerged seepage zones are a relatively minor
component of the total seepage and will not substantially limit the use of TIR for mapping areas
of groundwater discharge.
3.5.3 Implications for modeling GW discharge at the regional scale
Current approaches to modeling groundwater successfully predict general patterns of
groundwater discharge. This was particularly true in the larger river system, where discharge
patterns were robust across model variations and even the low-data model distinguished between
areas of higher and lower discharge. Across smaller reach sites, models predicted the relative
magnitude of observed discharge across sites, but not the finer-resolution patterns within sites.
This work suggests several important implications for improved modeling of GW
discharge at the regional scale. First, modeling efforts should focus on improving predicted
discharge patterns in smaller reaches. This might involve finer resolution data on surficial
material type and thickness, calibrating by zones based on stream order, or better representing
the bi-directional nature of river-aquifer exchange in headwaters areas. Geophysical methods
could be used to better map the thickness and character of sediments in stream corridors (Auken
et al., 2017; McLachlan et al., 2017). Second, bedrock hydraulic conductivity values should be
calibrated, not based on established literature values. We recommend this step, despite the
additional computational requirements of calibration, because the models with calibrated
bedrock better predicted discharge patterns in the larger river. Third, careful attention should be
paid to the conceptualization of river-aquifer exchange. This is particularly true in the smaller
streams, where bi-directional exchange between groundwater and surface water can be
particularly complex (Payn et al., 2009). Varying the magnitude of the riverbed hydraulic
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conductivity improved the model fit in some instances, but created unreasonably large fluxes
from river to aquifer in other locations. Eliminating losing reaches (limiting river-aquifer
exchange to discharge) improved the model fit in some cases, but prevents accurate
representation of losing reaches.

3.5.4 Next Steps
This work makes an important step in evaluating spatial patterns of groundwater
discharge at the regional scale and demonstrating the viability of TIR as a method of fieldverifying modeled discharge patterns. Refining this approach will involve more extensive
surveys in varied settings and incorporating field methods of quantifying groundwater discharge.
For example, at most of the waded sites, the survey length was less than 800m; longer surveys in
these sites may have highlighted more within-site variation. In this project we were limited to
stream reaches that were accessible through wading or paddling, effectively limiting our surveys
to 1st and some 5th order rivers. Recent advances in remote sensing of focused groundwater
discharge using TIR and unmanned aerial surveys offer a way to survey reaches that were
inaccessible in our work (Liu et al., 2016). In addition, although TIR provides an easy method of
identifying seeps, it does not enable quantification of discharge rates or identification of losing
reaches. Using TIR in combination with a toolbox of quantification approaches (tracers, weirs,
differential gaging, etc) may provide the best evaluation of groundwater discharge patterns.
The models we considered differed in the spatial patterns of modeled discharge, but they
also differed in the predicted subsurface transport time. Accurately understanding subsurface
transport time is essential to answering questions about contaminant and nutrient legacies (Meals
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et al., 2010; Sanford and Pope, 2013; Van Meter et al., 2018). Age tracers are commonly used in
groundwater studies (Sanford, 2011; Starn and Brown, 2007) , but the analysis cost typically
prevents extensive use in regional scale studies. Groundwater models that have been evaluated
with TIR could guide strategic use of age tracers for further model refinement by identifying
areas where modeled age differences are greatest.
3.6 Conclusions
We demonstrate an approach to using TIR to assess groundwater discharge patterns
predicted by regional groundwater flow models. The spatial patterns of discharge identified by
TIR provided a way to differentiate between some of the models and to evaluate the modeled
patterns. In the large (5th order) river, spatial patterns of discharge were relatively well
represented by most models, particularly those where the bedrock hydraulic conductivity was
calibrated instead of based on literature values. In smaller streams (1st and 3rd order), models
predicted the relative magnitude of groundwater discharge across sites, but not the spatial
patterns of discharge within the sites. More extensive surveys, including remotely sensed,
combined with a toolbox of discharge quantification methods, can further refine this work. Our
approach to field verifying the spatial distributions of groundwater discharge predicted from
regional groundwater models has important applications for hydrology, ecology, and fisheries
management.
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Chapter 4: Groundwater discharge and removal of legacy N at the regional scale
4.1 Abstract
Reactive nitrogen (N) applied to land surfaces (e.g., from agriculture, lawn fertilizers, or
septic systems) percolates with precipitation and moves along groundwater flowpaths, creating a
source of legacy N that can be later discharged to surface waters. Not all N entering the
groundwater system, however, is delivered to surface waters. Some fraction is removed by
microbial processes during transport along regional groundwater flow paths, yet removal rates
are highly variable in space. To quantify spatial variation in N loading and removal, we analyzed
samples of naturally-discharging groundwater (n=52) from across a 5th order watershed at
seepage zones identified with thermal infrared imagery. We paired these empirical chemistry
data with modeled rates of groundwater discharge to calculate rates of N loading from
groundwater and N removal through aquifer denitrification. We also regressed measured N
chemistry on soil and landcover variables to predict spatial patterns of N loading and removal at
the watershed scale. At broad spatial scales, patterns of N loading and removal were correlated
with land cover and soil parameters. However, over shorter stream reaches, rates of N loading
and N removal varied widely, particularly along reaches with mixed land cover, highlighting the
high degree of spatial heterogeneity in these processes. Groundwater transported N may be a
substantial component of watershed N budgets, particularly when N sources co-occur with sandy
soils near the watershed outlet. Approaches for managing groundwater transported N that
account for spatial heterogeneity in rates of loading are needed to further reduce watershed N
exports.
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4.2 Introduction
Focused groundwater discharges (preferential seepages) can act as point-sources of
nutrients and confound surface water quality management (Rosenberry et al., 2016). For
example, nitrogen (N) accumulating in aquifers and discharging to streams during baseflow
(Chen et al., 2014; Grimvall et al., 2000; Sanford and Pope, 2013; Sprague et al., 2011) may be
the reason many impaired coastal systems show little improvement, despite years of managerial
attention (Bird and King, 2014; Hypoxia Task Force and US EPA, 2013; Sprague et al., 2011;
US EPA, 2015, 2010). Although half of streamflow in the United States (Wolock, 2003) is
derived from groundwater discharging during baseflow, the vast majority of N transport research
has focused on surface transport (Gomez-Velez et al., 2015; Kiel and Bayani Cardenas, 2014;
Mayorga et al., 2010; Moore et al., 2011; Seitzinger et al., 2010; Stewart et al., 2011; Van
Breemen et al., 2002). As a result, our understanding of groundwater transported N is poorly
developed compared to surface transport dynamics, limiting our ability to predict N exports at
watershed scales.
N not removed by surface processes infiltrates to groundwater where N concentrations
have increased dramatically over the last half century. In agricultural watersheds across the U.S,
N concentrations increased from about 2 mg L in the early 1940s to about 15 mg L in 2003
-1

-1

(Puckett et al., 2011), and groundwater in areas of both developed and agricultural land use have
elevated N (Cole et al., 2006; Gardner and Vogel, 2005; Grady and Mullaney, 1998; Mullaney,
2007). At the proximal end of groundwater flowpaths, elevated N in groundwater discharge to
streams has also been extensively documented (Iqbal, 2002; Miller et al., 2015; Puckett et al.,
2011; Tesoriero et al., 2013).
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Some larger watershed-scale approaches have begun to quantify the temporal effects of
groundwater transport on legacy N transport to surface waters. Using a groundwater model
(MODFLOW) paired with an N mass balance regression model, Sanford and Pope (Sanford and
Pope, 2013) calculated a median groundwater N transport time of 20-40 years in watersheds on
the Delmarva Peninsula draining into the Chesapeake Bay. Using a statistical model that
incorporates time lags, Chen et al. (2014) estimated a seven year lag in N transport through the
Yongan River watershed, which had experienced a substantial reduction in chemical N fertilizer
(40% since 2000). Van Meter and Basu (2017) also used a statistical approach based on
watershed-scale N inputs and exports to estimate 12-34 year time lags for sub-catchments of a
large agricultural watershed (6800 km ). In a separate study, Van Meter et al. (2017) developed a
2

process-based model that explicitly accounts for watershed travel time distributions and found
that 55 and 18% of contemporary N loads from the Mississippi River and Susquehanna River,
respectively, were older than 10 years.
Although these approaches effectively estimate the contribution of groundwater to the
timing and magnitude of N export from watershed outlets, they do not consider the spatial
distribution of groundwater N transport and discharge. Understanding of the spatial distribution
of groundwater N transport is critical because 1) chemical and sediment properties along
groundwater flowpaths determine removal of legacy N within the aquifer, and 2) locations of
groundwater discharge determine the environmental and management implications of excess
legacy N loading to surface waters.
Many processes along groundwater flow paths can retain and transform N, but
denitrification (the microbial reduction of nitrate to dinitrogen gas) has been the focus of the
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majority of research since it removes reactive N from the ecosystem (Seitzinger et al., 2006).
Denitrification occurs in reduced (suboxic) conditions and is primarily controlled by the supply
of organic carbon and nitrate (Groffman et al., 2009; Hedin et al., 1998; Sawyer, 2015).
Denitrification is a multi-step process, and incomplete denitrification results in the production of
nitrous oxide (N2O), a potent greenhouse gas (Groffman et al., 2000; Ravishankara et al., 2009).
Incomplete denitrification is most common with shorter subsurface residence times, elevated N,
and oxic, carbon-poor conditions (Burgin and Groffman, 2012; Weier et al., 1993).
Spatial patterns of groundwater N transport likely control denitrification. When
groundwater N traverses sediments that are suboxic and carbon-rich, denitrification potential is
high (Burgin and Groffman, 2012; Zarnetske et al., 2011a, 2011b) and groundwater flowpaths
may act as filters, potentially reducing the delivery of N to surface waters. In contrast, when
sediments are oxic and carbon-poor, denitrification potential is low and groundwater flowpaths
may act as conduits, directly delivering N to surface waters and increasing N2O emissions.
Preferential groundwater discharge often occurs where surface water intersects high permeability
surficial sediments, and these sand and gravel deposits may inherently have reduced carbon
content. Thus, understanding the spatial juxtaposition of focused groundwater N discharge and
patterns of sediment properties is critical for quantifying spatial patterns in N discharge and the
contribution of groundwater N to watershed N dynamics.
Spatial patterns of groundwater N discharge within the river network are also important
for managerial and environmental reasons. Nitrogen that is discharged higher in the watershed
has a greater likelihood of being retained through denitrification or biological uptake within
stream channels than N that is discharged low in the watershed near the outlet (Mineau et al.,
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2015). From the perspective of a local stream reach, groundwater discharge zones create point
sources of N, that can alter the trophic state of the local aquatic system and lead to eutrophication
(Dodds, 2007, 2006). These local patterns, in turn, affect N dynamics at the river network scale
(Helton et al., 2011).
To integrate groundwater N into watershed scale modeling and management approaches,
it is essential that we understand spatial patterns of groundwater N loading and removal. We
hypothesize that these spatial patterns result from the juxtaposition of land cover (controlling N
input) and soil / groundwater flowpath properties (controlling N removal and discharge rates).
The objective of this project is to identify spatial patterns in groundwater N removal and loading
to streams at the watershed scale. Our approach is 1) to analyze samples of discharging
groundwater collected during extensive field surveys for species of N, 3) to link measured
chemistry and modeled groundwater discharge rates to calculate rates of N loading and removal,
and 3) to use land cover, groundwater flowpath, and soil properties to scale those measurements
to the river network.
4.3 Materials and Methods
4.3.1 Study Site
The study site for this project was the Farmington River watershed (1571 km2, Figure
4-1). The Farmington River is a fifth order tributary of the Connecticut River, which discharges
to the Long Island Sound (LIS). Nitrogen loading to the LIS has been identified as the primary
cause of seasonal hypoxia (LISS, 2015). Despite already sizeable reductions in waste water treatment
plant N loads, decreased agricultural N inputs, and a nearly 30% reduction in atmospheric N
deposition, freshwater N loads to the LIS have not decreased (Bird and King, 2014). In fact, N loads
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have plateaued since 1999 (Bird and King, 2014), with increases in some streams, since 2000
(Mullaney, 2016).

Within the Farmington River watershed, glacial till covers the bedrock in the upland
areas and coarse stratified sediments predominate in the river valleys (Figure 4-1A) (Soller et al.,
2012). Groundwater recharge ranges from 40 cm yr-1 in the southern lowlands to 60 cm yr-1 in
the northern highlands (Reitz et al., 2017). Land cover was predominantly forest (67%), with
areas of developed open space (9%), low to high intensity development (7%), wetlands (7%) and
agriculture (5%; 4% Hay / Pasture) (Figure 4-1B) (Homer et al., 2015). Development was
primarily located in the south east area of the watershed in the towns of Farmington, Avon, and
Simsbury (Homer et al., 2015).
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Figure 4-1 Study Watershed. A. Surficial Materials. B. Land Cover (2011). Numbers refer to survey sites listed in Table
4-1. Figure (A) is from Figure 3-1.

4.3.2 Sample collection
To characterize N dynamics in discharging groundwater, we collected and analyzed
samples of groundwater from locations of apparent groundwater discharge (Table 4-1). To locate
areas of groundwater discharge, we surveyed 36 km of stream length with thermal infrared (TIR)
cameras. Thermal infrared can be used to identify groundwater discharge based on temperature
differences between groundwater and surrounding terrestrial and aquatic surfaces (Briggs et al.,
2016; Hare et al., 2015). We surveyed 5th order portions of the river (31 km, Sites 11 - 16) by
canoe and smaller streams, predominantly 1st order, by foot (5.3 km, Sites 1-10). Sites 11 - 15 are
contiguous sections along the same portion of the river network. Further details of the surveys
are given in Chapter 3.
At select locations of apparent groundwater discharge within each survey site, we
collected sediment water samples using a porewater sampler (“Henry” style,
www.mheproducts.com) (1 - 9 sampling locations per survey site, n=52 total, depth = 23.5 cm
unless local conditions required shallower, Table 4-1). Samples at sites 1-11 and site 16 were
collected in Sept and Oct of 2017 and samples from sites 12 - 15 were collected during July and
August of 2017. We also collected surface water grab samples for comparison from each cluster
of groundwater discharge sites. At each sampling location we collected three subsamples, one
each for analysis of: 1) dissolved aqueous constituents, 2) dissolved greenhouse gases, and 3)
dissolved N2 / O2 / Ar (groundwater only).
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Table 4-1 Field Sites. Numbers correspond to sites on Figure 4-1. Site numbers omitted from this table did not have
samples collected. (P= paddled, W= waded, GW = groundwater, SW = surface water). Modified from Table 3-1.

Site
Number
4
5
6
7
8
9
10
11
12
13
14
16

Site Name
Beaver Brook
Morgan Brook
Tributary to Salmon Brook, West
Branch
Tributary to Punch Brook
Tributary to Scott Swamp Brook
Farmington River, West Branch
Sandy Brook
Farmington River, Access Point 21 - 22
Farmington River, Access Point 22 - 23
Farmington River, Access Point 23 - 24
Farmington River, Access Point 24 - 25
Farmington River, Access Point 28 - 29

Stream
Order
1
1

Survey
Length (m)
300
500

Survey
Type
W
W

Number of Samples
Collected
GW = 3, SW = 1
GW = 3

1

400

W

GW = 3, SW = 3

1
1
3
3
5
5
5
5
5

650
700
700
100
9,750
5,500
3,400
5,100
5,400

W
W
W
W
P
P
P
P
P

GW = 4, SW = 1
GW = 4, SW = 1
GW = 2, SW = 1
GW = 1, SW = 2
GW = 1, SW = 1
GW = 9, SW = 3
GW = 9, SW = 4
GW = 7, SW = 4
GW = 6, SW = 2

4.3.3 Sample Analysis
In the laboratory, we analyzed all water samples for dissolved N species (nitrate (NO3-),
ammonium (NH4+) and Total Dissolved N (TDN)), sulfate (SO42), and dissolved organic carbon
(DOC). Samples were filtered using Whatman GF/F filters and frozen within 24 hours of
collection. We measured NO3- and SO42- on a Thermo Fisher Ion Chromatography System (ICS1100) and TDN (persulfate digestion; American Public Health Association, 1998)and NH4+
(phenate method; American Public Health Association, 1998)) on a SmartChem 200 discrete
analyzer. We calculated DON by difference from TDN, NO3-, and NH4+. We measured DOC by
combustion on a 1020A OI Analytical TOC Analyzer.
Samples for dissolved greenhouse gas analysis were collected using a gas-tight syringe
and injected into pre-evacuated 120 mL glass bottles. Following the methods and calculations in
Helton et al. (2014) and Hudson (2004), we extracted the dissolved gases using headspace
equilibration with N2 and analyzed the headspace gas for N2O, CH4, and CO2 on a PerkinElmer
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Clarus 580 gas chromatograph with a flame ionization detector and methanizer (for CO2 and
CH4) and an electron capture detector (for N2O).
Samples for N2, O2 and Ar analysis were collected using a gas-tight syringe into 12 mL
exetainers that were filled to overflowing. We poisoned each exetainer with 250 uL of 50% w/v
ZnCl2 to halt microbial activity (Lamberti and Hauer, 2017). The exetainers were stored inverted,
underwater, in the refrigerator and analyzed within 60 days. N2, O2, and Ar were analyzed by
Membrane Inlet Mass Spectrometry (MIMS).
4.3.4 Denitrification Indicators
We calculated three denitrification indicators – Total Denitrified N, N2O yield, and the
loading : removal ratio– for each groundwater sample. To calculate the Total Denitrified N, we
first calculated N2 from denitrification (excess N2) using the measured N2 and Ar concentrations
and the assumption that Ar is conservatively transported in groundwater. We removed 16
samples that were depleted in N2 relative to Ar, attributing this depletion to degassing during
sampling. We calculated the N2 from denitrification (Böhlke et al., 2002), assuming a uniform
recharge temperature (11.5 C) based on average groundwater temperatures in the study area
(United States Geological Survey, 2018), and a uniform recharge elevation (275 m), based on an
average across our sites. We calculated 1) the Total Denitrified N by summing the N2 from
denitrification and the measured N2O, 2) the N2O yield by dividing the measured N2O
concentration by the Total Denitrified N, and 3) the loading : removal ratio by dividing TDN by
Total Denitrified N.
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4.3.5 Groundwater model
This site is a focus of a previously implemented groundwater flow model, variation
BedK_2_drn from Chapter 2. The model was developed in MODFLOW-NWT (Niswonger et
al., 2011) and has a 300 m uniform grid, 3 layers of surficial materials and 1 bedrock layer. The
model was calibrated against head measurements from 990 wells and elevations from 525 firstorder streams in areas of flat topography using PEST++ (Welter et al., 2015). Calibration
residuals were reasonable (RMSE = 10.3m, nRMSE = 2%, ME = 1.6 m). Spatial patterns of
modeled discharge were also evaluated against extensive TIR field surveys (Chapter 3), and the
BedK_2_drn variation was selected because it best represented discharge patterns in both larger
and smaller streams. Subsurface travel times and maximum flowpath depth were calculated
using MODPATH (Pollock, 2012) in forward tracking mode with recharge-scaled particle input
densities (1 - 17 particles per cell, median = 14). Model outputs of interest for this project
include 1) groundwater discharge rate, 2) median subsurface travel time, and 3) median flowpath
depth.
4.3.6 Landscape Predictors
With a goal of predicting TDN and the denitrification indicators at the watershed scale,
we regressed TDN, Total Denitrified N, N2O yield and the loading : removal ratio on selected
landcover, soil, and groundwater flowpath properties. We considered two spatial resolutions of
soil and land cover properties – 1 km and 100m – around our sampling points. The larger buffer
(1 km) accounts for landscape properties along the groundwater flowpath (based on our
modeling work the mean distance from recharge to discharge is 1.2 km). The smaller buffer (100
m) was selected to reflect near-stream / riparian properties. For locations on the larger (5th order)
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river, we limited the buffers to the same side of the river as the seep. Groundwater flowpath
properties were available at the model cell resolution (300 m).
To select landcover and soil properties for the regressions, we first identified soil and
land cover properties that we hypothesized would be correlated with N dynamics. Potential
variables included:
1. land cover indicators of N inputs (Percent Forest, Core Forest [forest pixels
surrounded by forest pixels], Agriculture, Development, Human Impacted
[Agriculture or Development], Developed – Open Space, and Cropped
Agriculture),
2. soil hydrologic parameters potentially related to residence time or redox
conditions (horizontal and vertical saturated hydraulic conductivity, minimum
depth to water, available water content, and field capacity),
3. carbon availability (Soil Organic Matter Content),
4. soil texture (bulk density, porosity, soil clay / sand / silt content), and
5. modeled flowpath characteristics (discharge rate, flowpath depth, subsurface
travel time).
We used the 2011 National Land Cover Dataset (NLCD) (Homer et al., 2015) as the basis
for the land cover calculations and depth and area-weighted SSURGO variables for the soil
properties (Soil Survey Staff, 2016a, 2016b; Wieczorek, 2014), and model results from Chapter
2 for the discharge rates, flowpath depth, and subsurface travel time. Core forest was defined to
be pixels (30m) with forested land cover that were bordered on all sides by forested land cover.
Data on core forest cover was generated using the 2011 NLCD (Homer et al., 2015) and
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Morphological Spatial Pattern Analysis as implemented in Guido’s Toolbox (Soille and Vogt,
2009; Vogt and Riitters, 2017). We calculated the correlation between our dependent variables
(TDN, Total Denitrified N, N2O yield and the loading : removal ratio) and each potential
variable at both spatial scales.
Among the variables that were correlated with the dependent variable (p<=0.05), we
selected the most highly correlated variable (and scale) from each of the following categories:
human impacted land cover, forest cover, organic matter, soil texture, hydraulic conductivity,
discharge rate, flowpath depth, and water table height. To identify dimensions of greatest
variation and to remove collinearity among predictor variables, we used principal component
analysis as implemented in FactoMineR (Lê et al., 2008). We extracted all components that
described 5% or more of the variation among the predictors and selected the final model for each
dependent variable with an exhaustive model selection process with the extracted components
using the leaps package in R (R Core Team, 2018; Thomas Lumley using Fortran code by Alan
Miller, 2009) and the AIC (Akaike, 1974) as the model fit metric.
4.3.7 Patterns of N in Groundwater Discharge across the Watershed
We predicted groundwater TDN and the denitrification indicators at the watershed scale
using the best model for each variable. First, we created 1km and 100m buffers around each
reach in the river network. The reaches were the analytical unit for the groundwater model
outputs and were identified by cutting the river network with a uniform 300m grid. Using the
river buffers, we extracted the land cover and soil parameters, calculated the principal
components for each linear model and predicted TDN, Total Denitrified N, N2O yield, and the
loading : removal ratio for each river reach.
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4.3.8 Rates of N loading and removal
We determined rates of N loading and N removal using both measured (and our sampling
locations) and predicted (watershed-wide) N chemistry. To calculate rates of N loading and N
removal, we multiplied N chemistry (TDN and Total Denitrified N) by modeled rates of
groundwater discharge volume per length of stream (m3 m-1 d-1).
4.3.9 Statistical analysis
We determined statistically significant differences in N chemistry using a difference of
means from Herberich et al. (2010) for unbalanced, heteroskedastic series. We used a natural log
transformation to improve normality of non-normally distributed series, except those with
percents or fractions, prior to analysis. Non-normal series with fractional units (land cover and
many soil properties), were transformed with a square-root transformation or a logit
transformation (if the square root transformation did not result in normality). We calculated
correlations using Pearson’s r as implemented in the smwrStats package (U.S. Geological
Survey, 2015). Land cover variables that were 0 for more than 25% of samples were converted to
binary presence / absence variables. We performed all statistical analysis in R (R Core Team,
2018).
4.4 Results
Reactive and denitrified nitrogen concentrations varied substantially across our study
sites. The variation was correlated with land cover, soil and groundwater flowpath properties.
Based on these scaling relationships, in areas where N sources overlay coarse sediments, GW
likely contributes substantial N to surface water.
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4.4.1 Empirical N chemistry
The form and concentrations of dissolved N solutes differed substantially between
surface water and groundwater and between our forested and mixed land cover sites (Figure 4-2).
In particular, the mixed land cover sites (less than 80% forest cover within 1 km of the stream
channel) had higher concentrations of nitrogen [NO3- (Figure 4-2A) and TDN (Figure 4-2B) in
both groundwater and surface water; DON (Figure 4-2C) and N2O (Figure 4-2D) in
groundwater] than the forested sites (greater than 80% forest cover within 1 km of the stream
channel) and a greater fraction of the nitrogen was inorganic (mixed land cover GW median =
83% inorganic vs forested GW median = 29% inorganic; p ≤ 0.05; data not shown). In the mixed
land cover sites, the groundwater had more nitrogen than surface water (Figure 4-2A & B) and a
greater inorganic fraction (median = 85% inorganic in GW vs. 62% inorganic in surface water; p
≤ 0.05). In contrast, in the forested sites, the reverse was true; concentrations of NO3-, TDN, and
DON were higher in the surface water than in the groundwater (Figure 4-2A - C), the inorganic
fraction of TDN was not significantly different (p ≤ 0.05), and the magnitude of concentration
ranges were similar between groundwater and surface water. The small range in concentrations
in surface water at the mixed land cover sites is likely because all but one of those sites are
located longitudinally along the same river, whereas the groundwater samples may reflect
different groundwater flowpaths, and the forested sites were located throughout the watershed.
Median concentrations of NH4+ were slightly higher in surface water than in groundwater, but
the differences were not statistically significant, likely due to low levels in NH4+ in most of the
samples (median across all samples = 0.031 ppmN; interquartile range = 0.040 ppmN).
Indicators of denitrification also varied substantially. Total Denitrified N was of a similar
magnitude to TDN, ranging from 0.01 – 3.0 ppm-N (median = 0.65 ppm-N, Figure 4-3A) across
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all sites. The mean concentration of Total Denitrified N was not statistically different between
the forested and mixed land cover sites, but Total Denitrified N was more varied among the
mixed land cover sites (interquartile range for mixed land cover sites = 1.17 ppm-N vs 0.66 ppmN for forested sites). The N2O yield (fraction of denitrification that stopped at N2O) ranged from
0 to 0.27 (median = 0.0057, Figure 4-2B) and was an order of magnitude higher at the mixed
land cover sites (mixed land cover median = 0.0073, forested land cover median = 0.0006,
p≤0.05). The ratio of N loading to removal was uniformly low (0.01 – 0.10, median = 0.05;
Figure 4-3C) at the forested site, but was both higher and more varied at the mixed land cover
sites (0.01 – 248.10, median = 2.71).
TDN and the denitrification indicators were correlated with electron donors, redox
indicators, and both denitrification products and reactants (Table C-1). Among all sites, TDN
was significantly correlated (p≤0.05) with higher concentrations of O2,(r = 0.38) and SO4-2 (r =
0.46). Total Denitrified N was correlated (p≤0.05) with SO4-2 (r=0.44), CO2 (r=0.43), and DOC
(r=0.42), and inversely correlated with O2 (r=-0.57). The N2O yield was correlated (p≤0.05) with
NO3- (r=0.76), TDN (r=0.55) and O2 (r=0.56), and inversely correlated with carbon [DOC (r=0.52), CO2 (r=-0.44), and CH4 (r=-0.50)], and the DOC:DON ratio (r=-0.39). The N2O yield was
also correlated with lower Total Denitrified N (r=-0.49) and higher loading : removal ratios
(r=0.85). The N loading : removal ratio was correlated (p≤0.05) with N [TDN (r=0.74), DON
(r=0.43), NO3- (r=0.87)] and O2 (r=0.71), and inversely with carbon [DOC (r=-0.60), CO2 (r=0.43)] and the DOC:DON ratio (r=-0.62).
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Figure 4-2 N concentrations – NO3- (A), TDN (B), DON (C), and N2O (D) in groundwater (darker) and surface water
(lighter) at forested (blue) and mixed land cover (brown) sites. Numbers over the boxes are the median values and series
with different letters have statistically different means (p ≤ 0.05).
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Figure 4-3 Denitrification indicators A) Total Denitrified N, B) N2O Yield, and C) Loading :Removal ratio from forested
(Forest, blue boxes) and mixed land cover (Mixed, brown boxes) sites. Numbers over the boxes are the median values and
series with different letters have statistically different means (p ≤ 0.05).

When we paired the empirical concentrations with modeled rates of groundwater
discharge, nitrogen loading rates (TDN) ranged from 0.0 to 35,129 g-N m-1 yr-1 (median = 2,214
g-N m-1 yr-1) and nitrogen removal rates (denitrification) ranged from 0 to 7,286 g-N m-1 yr-1
(median = 713 g-N m-1 yr-1) (Figure 4-4). In the mixed land cover sites, but not the forested sites,
most of the TDN load was NO3- (Figure 4-4). Loading rates for N2O ranged from 0 to 10,745
mg-N m-1 yr-1 (median = 163 mg-N m-1 yr-1).
Rates of loading and removal varied substantially over short spatial differences,
particularly in the mixed land cover areas in the lower watershed. Over a 30 km stretch of the
river, N loading, N removal, and the ratio of loading to removal ranged more than 100-fold. N
loading also differed by side of the river (left bank mean load = 3.5 kg-N m-1 yr-1; right bank
mean load = 11.6 kg-N m-1 yr-1; p≤0.05), but N removal rates did not. Even on the same side of
the river over short distances, N loading, N removal, and their relative ratio varied widely (note
the seeps at 12.8 km on the left bank and the N loading at the seeps at 16.9 km on the right bank
in Figure 4-4).

107

108

Figure 4-4 Nitrogen loading (red bars) and removal (blue bars) rates at the larger river (A) and smaller stream (B) sites.
The N loading bars are divided into TDN load (total bar height) and the NO3- load (lighter red portion). Sites labeled
“Forested” have more than 80% forest cover within 1 km of the sampling point; “Mixed Cover” sites have a mixture of
forest (less than 80%), development and agriculture within 1 km. Asterisks indicate missing data on denitrification rates
due to sample degassing. In the larger river, the sites are ordered longitudinally along the survey reach, with gaps
between clusters of bars indicating gaps of more than 0.75 km between sites.

4.4.2 Landscape predictors
TDN and the denitrification indicators were correlated with land cover, soil, and
groundwater flowpath properties. Across all sites, TDN was correlated (p≤0.05, |r| = 0.31 – 0.65;
Table C-2) with human impacted land cover, saturated soil hydraulic conductivity, soil sand
content, soil bulk density, faster discharge rates and deeper high water levels; TDN was inversely
correlated with forest land cover and soil clay content. Among predictors correlated with TDN,
most of the variation (61%) was described by the first principal component (Table C-4),
representing a gradient from core forest to human impacted land cover and a gradient from low
to high groundwater flow (indicated by increasing saturated hydraulic conductivity and
volumetric groundwater discharge rate, and by decreasing soil clay content). The second TDN
component described an additional 23% of the variation and represented a continuum of soil
texture and saturated hydraulic conductivity (decreasing clay content and increasing
conductivity). A third TDN component (9% of the variation) represented a continuum from
shallow to deep water tables and from high to low groundwater discharge rates). The best model
for TDN used the first and third components (adjusted r2 = 0.45; Figure 4-5A, Table C-5 - Table
C-6).
Total Denitrified N was correlated with soil organic matter (p ≤ 0.05, r=0.38; Table C-2)
and inversely with the presence of agriculture near the sampling point (p ≤ 0.05, r=-0.49). The
first principal component described 80% of the variation in Total Denitrified N and represented a
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continuum of soil organic matter and the presence to absence of near-stream agricultural land use
(Table C-7). The best model of Total Denitrified N used only the first component (adjusted r2 =
0.23; Figure 4-5B; Table C-8 - Table C-9). The lower model fit for Total Denitrified N is
consistent with fewer correlated landscape variables.
N2O yield was correlated (p ≤ 0.05; |r| = 0.34 – 0.62; Table C-2) with agricultural land
cover, saturated hydraulic conductivity, soil sand content, and modeled discharge rate; N2O yield
was inversely correlated with available water capacity, soil organic matter, and core forest land
cover. For predictors correlated with N2O yield, the first principal component (56% of the
variation) represented a continuum from core forest to agricultural land cover, decreasing soil
organic matter and available water capacity, and increasing saturated hydraulic conductivity and
soil sand content (Table C-10). The second component (22% of the variation) described a
continuum of increasing available water capacity and decreasing soil sand content, but increasing
groundwater discharge. The best N2O model used only the first component (adjusted r2 = 0.38;
Figure 4-5C; Table C-11 - Table C-12).
The loading to removal ratio was correlated (p ≤ 0.05; |r| = 0.35 – 0.65; Table C-2) with
agricultural land cover, saturated hydraulic conductivity, discharge rate and deeper high water
tables; the loading to removal ratio was inversely correlated with soil clay content, soil organic
matter, and core forest land cover. For predictors correlated with the N loading to removal ratio,
the first component (52% of the variation) described a gradient from core forest to agricultural
land use, of decreasing soil organic matter and clay content, and increasing saturated hydraulic
conductivity, depth to water, and groundwater discharge (Table C-13). A second component
(18% of variation), described a gradient of increasing groundwater discharge and depth to water,
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but increasing soil clay content. The best model of the N loading to removal ratio used only the
first component (adjusted r2 = 0.41; Figure 4-5D; Table C-14 - Table C-15)
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Figure 4-5 Predictive Model Results for TDN (A), Total Denitrified N (B), N2O Yield (C) and N Loading to Removal ratio
(D). Squares are colored by the observed values. In (A), two components were used for the model and water table depth
(*) was included in both components in opposing directions.

4.4.3 Watershed scale patterns of N loading and removal
At the watershed scale, differing patterns emerged for N loading, N removal
(denitrification), N2O yield and the loading to removal ratio. N loading was greatest in the
eastern lowlands and along larger rivers in the northwest (Figure 4-6A) where N sources
(developed or agricultural land cover) overlay coarse sediments with faster discharge rates (and
likely more oxic conditions). Denitrification rates tended to be higher in the northwest highlands
(Figure 4-6B). This pattern was primarily driven by soil organic matter content, which served as
an electron donor for denitrification, and by the lack of near-stream agriculture. N2O yield was
greatest in the eastern half of the study area, particularly along the larger rivers where
groundwater discharge rates were high, soils were sandy, and agricultural land use was more
common (Figure 4-6C). Over most of the river network, groundwater flowpaths are filters
(loading to removal ratio < 0.5), but in the lowland areas at the eastern edge, groundwater
flowpaths are conduits (loading to removal ratio > 1.5) (Figure 4-6D). The locations of N
conduits are driven by patterns of agricultural land cover (primarily along the eastern edge),
deeper water tables (creating thicker oxic zones), and faster groundwater discharge and higher
soil hydraulic conductivity that shorten residence times in oxic conditions (consistent with coarse
stratified sediments in the eastern river valley).
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Figure 4-6 Watershed Patterns of N Loading (A), N Removal (B), N2O yield (C), and Loading to Removal Ratio (D).In
figure D, “Filter” denotes loading to removal ratio < 0.5, “Balanced” denotes a loading to removal ratio of 0.5 - 1.5, and
“Conduit” denotes a loading to removal ratio > 1.5.
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4.5 Discussion
At the watershed scale, cumulative groundwater N loads to streams are substantial.
Extensive variation exists, however, in spatial patterns of N loading and N removal. In some
locations, groundwater flowpaths primarily function as filters, removing up to 166 times more N
than they delivered. At other locations, they primarily function as conduits, delivering up to 250
times more N to surface water than they remove.
At broad spatial scales, groundwater N loading and removal rates are correlated with both
landcover and soil properties. Groundwater N concentrations are high when N inputs are high (as
indicated by agricultural or developed land use, or low prevalence of core forest), conditions are
more oxic (as indicated by deeper high water tables), discharge rates are higher (as indicated by
modeled rates of groundwater discharge and higher saturated hydraulic conductivity), and soils
have more sand and less clay. Denitrified N are high with more soil carbon (higher soil organic
matter fraction), and in the absence of near-stream cropped agriculture. In addition to the above
factors, the relative magnitude of N loading to N removal tended to be lower (more removal)
when groundwater flowpaths were deeper. These results are consistent with extensive work
linking land cover to N inputs (Ahearn et al., 2005; Barclay et al., 2016; Gardner and Vogel,
2005; Grady and Mullaney, 1998) and on denitrification controls (Groffman et al., 2009; Korom,
1992; Seitzinger et al., 2006; Weier et al., 1993; Zarnetske et al., 2011a, 2011b).
Over shorter spatial ranges, however, patterns of N loading and removal vary widely.
This was particularly true in the mixed land cover area along the eastern edge of the watershed
(Figure 4-4B), where rates of loading and removal, and their relative magnitude, varied over
short spatial distances. For example, the two seeps located 12.8 km into the paddled survey
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(Figure 4-4B) were 60 m apart on the same bank of the river, yet one has a removal to loading
ratio of 61, and at the other it is 0.5. This suggests that other factors such heterogeneity in N
inputs and flowpath characteristics of a finer resolution than our land cover and soil properties
data may be influencing the resulting N load and removal. Examples of these include localized
deposits of organic material or preferential flowpaths (Asano et al., 2006; Cheng et al., 2014;
Hagedorn et al., 1999).
Another cause of variation may be sulfide deposits. Based on our chemical data,
denitrification was correlated with sulfate, which may suggest that denitrification coupled with
sulfide oxidation may be occurring at some sites. Most work on denitrification has focused on
carbon as the electron donor. Though less studied, sulfide and other lithogenic electron donors,
such as reduced iron, may be important in groundwater systems (Burgin and Hamilton, 2008;
Hayakawa Atsushi et al., 2013; Kolbe et al., 2019; Postma et al., 1991; Tesoriero et al., 2000).
The spatial patterns of sulfide deposits likely differ from those of organic carbon (Kolbe et al.,
2019), affecting patterns of N removal. Future work can investigate this further.
Among the mixed land cover sites, N concentrations and the ratio of loading to removal
were less tightly correlated with land cover than in the overall dataset, but denitrified N was
more strongly correlated than in the overall dataset (Table C-3). The increased correlation of
denitrification and land cover and soil parameters may be a result of differences in N saturation
status between the forested and mixed land cover sites. In the forested areas, N concentrations in
both groundwater and surface water were relatively low and N limitation may be masking the
denitrification potential of those sediments, whereas the sediment contribution is more apparent
in the mixed land cover areas where N concentrations are higher.
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Among our forested sites, our results are consistent with extensive work demonstrating
that in relatively unimpacted forested systems, N is tightly cycled, with relatively small fluxes
between pools (Campbell et al., 2000; Dittman et al., 2007; Goodale et al., 2009). Nitrogen
concentrations at the forested sites were lower than in the mixed land cover sites and a larger
fraction of the N was organic. Although we sampled the forested sites in a different season than
most of the mixed land use sites, it is likely that we would have observed similar, or even
greater, differences between the forested and mixed land use N concentrations if we had sampled
them both in the summer. Work at other sites suggests that during the summer, N concentrations
at the forested sites would have been lower than in the fall, due to increased plant uptake
(Campbell et al., 2000; Dittman et al., 2007). Because available reactive N is low in forested
systems, most of it is denitrified, resulting in low N loads and, in comparison to loading rates,
relatively higher rates of denitrification and low N2O yields.
4.5.1 Groundwater N contributions to watershed N dynamics
The importance of groundwater transported N to watershed N dynamics depends on the
rate of loading and the watershed position. In upland areas, N loading from groundwater was
relatively low, and the groundwater flowpaths predominantly acted as filters, removing more
than half (loading to removal ratio of 1) of the N that infiltrated. It is likely that a sizeable
fraction of the N that is delivered to streams via groundwater in these upland areas is removed
prior to the watershed outlet via instream processes over extensive river lengths (Mineau et al.,
2015).
In contrast, in lowland areas, groundwater flowpaths predominantly, though not
exclusively, functioned as conduits, delivering more, sometimes substantially more, N to the
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stream than they removed. The conduit function is largely a result of the juxtaposition of high N
inputs from agriculture and development in areas of sandy soils and large volumes of
groundwater discharge. Unfortunately, due to the relatively proximity of the watershed outlet to
the areas of conduit function and the large size of the channel in this region of the watershed,
most of the N from groundwater is likely to be exported (Helton et al., 2018; Mineau et al.,
2015). This area is also the area of higher N2O yields, likely due to the higher N inputs,
decreased carbon content of the sediments, and faster discharge rates (Burgin and Groffman,
2012; Liu et al., 2015). This juxtaposition of N sources over coarser sediments in watershed
lowlands is a common landscape pattern (Mineau et al., 2015), suggesting our observed conduit
pattern is common across watersheds.
Our work highlights the importance of incorporating spatial patterns of N loading and
removal into studies of watershed N dynamics. The fate of N that infiltrates in the upland areas
where N removal rates are high relative to loading is likely very different than the fate of N that
infiltrates in lowland areas of development or agriculture, which are likely to be carbon poor and
N saturated.
4.5.2 Management Implications
Based on this work, we see opportunities for the development of approaches for
managing groundwater transported N. Extensive efforts have targeted N reductions from point
sources (Bird and King, 2014; Hypoxia Task Force, 2016) and from surficial runoff pathways
(Bachman Matthew et al., 2016; Bird and King, 2014; Koch et al., 2014; Newcomer Johnson et
al., 2014). In contrast, with the exception of increased use efficiency, strategies for mitigating
groundwater transported N are largely lacking.
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4.5.3 Refining the watershed N patterns
As an initial study quantifying spatial patterns of groundwater N loads, we focused on
steady state contributions to river N loads, based on the assumption that groundwater N
concentrations are relatively constant over short time frames (days to months). This assumption
may be less robust in certain areas, particularly where groundwater travel times are short and N
inputs vary seasonally. For example, in part of the 5th order river, the stream is bordered by golf
courses and agricultural fields with only narrow riparian buffer strips. In these areas with
seasonal fertilizer applications over sandy soil in close proximity to the river, we might expect
substantial seasonal variation in groundwater nitrogen concentrations. Future work should
consider seasonal patterns in N loading and removal rates to better constrain groundwater N
dynamics.
We identified groundwater discharge zones based on an observable thermal anomaly.
This approach may have focused our sampling on areas with faster discharge and away from
areas of diffuse discharge. We might expect areas of diffuse discharge to correspond with longer
residence time, increased carbon content, and reduced oxygen, relative to the preferential
discharge areas. With these conditions, areas of diffuse discharge would be expected to have
higher rates of N removal and lower rates of N loading than our estimates (Zarnetske et al.,
2011b, 2011a).
4.6 Conclusions
This work quantifies the importance of N loading and N removal (denitrification) along
groundwater flowpaths at the regional watershed scale. Groundwater transported N may be a
substantial component of watershed N budgets, particularly when N sources co-occur with sandy
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soils near the watershed outlet. Approaches for managing groundwater transported N that
account for spatial heterogeneity in rates of loading are needed to further reduce watershed N
exports.
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Appendix A: Supplemental Information for Chapter 1

A.a. Checking of segment class and order
We manually checked all sampling locations that were 30 m or more from the stream to
which they matched, within 30 m of a junction of streams with two different classifications, and
a subset of all other sampling locations that were randomly selected until at least 10% of the CT
DEEP sites and 10% of the USGS sites were checked. Of sites > 30 m from the nearest stream,
79% had the correct stream order and classification and the remaining 21% had minor errors
(most commonly in stream order) which were corrected. Of the sites within 30 m of two different
classifications, 59% had the correct order and class, 32% had the incorrect class (which was
corrected) and 9% had the incorrect order (also corrected). The remaining sites <30 m from the
nearest stream segment included in the random check were correct. During the course of our
analysis we discovered and corrected 1 sampling site with an incorrect class and 2 with incorrect
order.
Table A-1 Total and sampled stream segments by class and HUC8

HUC8 Code
Segments
in CT
Statewide
Lower
Connecticut
(01080205)
Westfield
(01080206)
Farmington
(01080207)
PawcatuckWood
(01090005)
Quinebaug
(01100001)
Shetucket
(01100002)
Thames
(01100003)
Quinnipiac
(01100004)
Housatonic
(01100005)
Saugatuck
(01100006)
Long Island
Sound
(02030203)

Percent
of CT
Segments

Class Percent of
Segments
AA

A

B

Sampled
Segment
s
Total

Sampled Percent of Segments
Total

AA

A

B

7512

100%

24%

62%

14%

570

8%

4%

7%

16%

1128

15%

12%

76%

12%

86

8%

1%

7%

16%

1

0%

0%

100%

0%

0

0%

--

0%

--

496

7%

25%

49%

26%

59

12%

7%

13%

15%

69

1%

0%

87%

13%

13

19%

--

15%

44%

755

10%

13%

68%

19%

53

7%

11%

4%

14%

530

7%
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Figure A-1 Concentrations of metals with median concentrations at or below the detection limit: a) Aluminum, Dissolved;
b) Aluminum, Total; c) Cadmium, Dissolved; d) Cadmium, Total; e) Chromium, Dissolved; f) Chromium, Total; g) Lead,
Dissolved; and h) Nickel, Total (gray line median, box upper and lower bound = 25% and 75%, whiskers = 1.5 times the
interquartile range). The value above the whiskers is the median value and series with different letters above the whiskers
are statistically different at the p value given in the top left. Gray area, if present, indicate areas above the Acute Aquatic
Life Criteria and horizontal gray lines, if present, indicate areas above the Chronic Aquatic Life Criteria (Connecticut
Department of Energy and Environmental Protection, 2013). Y-axis type (logarithmic or linear) in each graph was
selected to best display the full range of data.
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Figure A-2 Wetlands Land Use

Figure A-3 Cultivated Land Use
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Figure A-4 Herbaceous Vegetation

Figure A-5 Shrubland
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Figure A-6 Barren Land

Figure A-7 Open Water
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Figure A-8 Forest Spatial Patterns as a percentage of the total watershed area
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Table A-2 Class AA Sites by Descending AA-like IndexClass

Class
AA
AA
AA
AA
AA
AA
AA
AA
AA
AA
AA
AA
AA
AA
AA
AA
AA
AA
AA
AA
AA
AA
AA
AA
AA
AA
AA
AA
AA
AA
AA
AA
AA
AA
AA
AA
AA
AA
AA
AA
AA
AA
AA
AA
AA
AA
AA
AA
AA
AA
AA

AA-like Index
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100
92
92
92
90
90
89
86
86
83
83
83
83
83
83
80
75
73
67
67
67
67
67
67
67
67
67
67
67
67

AA-like Fraction
12/12
6/6
6/6
6/6
6/6
11/11
6/6
6/6
6/6
6/6
6/6
6/6
6/6
6/6
6/6
6/6
6/6
7/7
6/6
10/10
12/12
11/11
11/12
11/12
11/12
9/10
9/10
8/9
6/7
6/7
5/6
5/6
5/6
5/6
5/6
5/6
8/10
9/12
8/11
8/12
6/9
4/6
8/12
4/6
4/6
4/6
4/6
4/6
4/6
4/6
8/12

Station
Natchaug River, CHAPLIN
Menunketesuck River, KILLINGWORTH
Valley Brook, HARTLAND
Hubbard Brook, HARTLAND
Mount Hope River, MANSFIELD
Shepaug River, ROXBURY
Bantam River, LITCHFIELD
Mad River, WINCHESTER
Rugg Brook, WINCHESTER
Hurricane Brook, HARTLAND
Branch Brook, EASTFORD
Heft Brook, KILLINGWORTH
BUTTERNUT BROOK, LITCHFIELD
Mott Hill Brook, GLASTONBURY
Stonehouse Brook, CHAPLIN
Aspetuck River, EASTON
Little River, REDDING
BUTTERWORTH BROOK, HAMDEN
West Branch Bantam River, LITCHFIELD
CLEAR BK NR COLLINSVILLE, CT.
NATCHAUG R AT CHAPLIN CT
SHEPAUG R NR ROXBURY, CT
Bantam River, LITCHFIELD
Saugatuck River, REDDING
SAUGATUCK RIVER NEAR REDDING, CT
PHELPS BROOK ON SMITH RD NEAR COLLINSVILLE, CT
Phelps Brook at Mill Dam Road near Collinsville
Shepaug River, WASHINGTON
Bigelow Brook, EASTFORD
Bebbington Brook, ASHFORD
Bantam River, MORRIS
Mianus River, STAMFORD
Charters Brook, TOLLAND
Leadmine Brook, THSoil Organic Matter ContentASTON
Sargent River, BETHANY
Sanford Brook, CHESHIRE
HORSENECK BROOK NEAR STANWICH CONN
Stickney Hill Brook, UNION
North Running Brook, WOODSTOCK
Nepaug River, NEW HARTFORD
Muddy Brook, WOODSTOCK
Wepawaug River, WOODBRIDGE
Mill River, HAMDEN
Coppermine Brook, BRISTOL
Copps Brook, STONINGTON
West Aspetuck River, NEW MILFORD
hunts brook, MONTVILLE
Wepawaug River, WOODBRIDGE
Umpawaug Pond Brook, REDDING
Means Brook, SHELTON
NEPAUG R NR NEPAUG, CT.
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AA
AA
AA
AA
AA
AA
AA
AA
AA
AA
AA
AA
AA
AA

60
57
50
50
50
50
43
36
36
33
33
30
25
17

6/10
4/7
5/10
5/10
3/6
3/6
3/7
4/11
4/11
2/6
2/6
3/10
3/12
1/6

Willow Brook (Hamden)-01, HAMDEN
Still River, EASTFORD
Mill River, HAMDEN
Mill River, NORTH HAVEN
Shepard Brook (6180), HAMDEN
Willow Brook, CHESHIRE
Muddy River, WALLINGFORD
Farm River, NORTH BRANFORD
Mill River, CHESHIRE
Coginchaug River, DURHAM
Farm River, NORTH BRANFORD
Farm River, NORTH BRANFORD
Titicus River, RIDGEFIELD
Honeypot Brook, CHESHIRE
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Table A-3 Class A Rivers by Descending AA-like Index
Cla
ss
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A

AA-like
Index
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100

AA-like
Fraction
6/6
6/6
6/6
6/6
6/6
6/6
6/6
12/12
6/6
6/6
6/6
6/6
6/6
6/6
6/6
7/7
6/6
6/6
6/6
11/11
11/11
6/6
11/11
6/6
6/6
6/6
6/6
11/11
6/6
9/9
7/7
6/6
6/6
6/6
6/6
6/6
6/6
6/6
7/7
6/6
6/6
6/6
6/6
6/6
6/6
6/6
6/6
6/6
6/6
6/6
6/6

Station and Municipality
East Branch Eightmile River, LYME
Eightmile River, LYME
Jeremy River, COLCHESTER
Pattaconk Brook, CHESTER
Poland River, PLYMOUTH
Mill Brook, PLAINFIELD
Hammonasset River, MADISON
Wood Creek, BETHLEHEM
Eightmile Brook, OXFORD
Little River, OXFORD
Hancock Brook, WATERBURY
East Branch Naugatuck River, TORRINGTON
Mill River, FAIRFIELD
Aspetuck River, WESTSoil PorosityT
Eightmile River, EAST HADDAM
Salmon River, COLCHESTER
Beaver Brook, LYME
West Branch Salmon Brook, GRANBY
West Branch Farmington River, BARKHAMSTED
East Branch Salmon Brook, GRANBY
Beach Brook, GRANBY
Sandy Brook, COLEBROOK
Green Fall River, NORTH STONINGTON
Whetstone Brook, KILLINGLY
Quanduck Brook, STERLING
Middle River, STAFFORD
Bonemill Brook, TOLLAND
Sawmill Brook, MANSFIELD
Gardner Brook, BOZRAH
Latimer Brook, EAST LYME
Cranberry Meadow Brook, EAST LYME
Oxoboxo Brook, MONTVILLE
Sherman Brook, COLCHESTER
West River, GUILFORD
Pond Meadow Brook, KILLINGWORTH
Furnace Brook, CORNWALL
Kent Falls Brook, KENT
Weekeepeemee River, WOODBURY
Spruce Brook, LITCHFIELD
Spruce Brook, LITCHFIELD
Branch Brook, THSoil Organic Matter ContentASTON
Burnhams Brook, EAST HADDAM
Sumner Brook, DURHAM
West Branch Salmon Brook, tributary to, GRANBY
West Branch Salmon Brook, HARTLAND
West Branch Farmington River, HARTLAND
Cherry Brook, CANTON
East Branch Salmon Brook, GRANBY
Jim Brook, CANTON
Mallory Brook, BARKHAMSTED
Morgan Brook, BARKHAMSTED
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A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A

100
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100
92
92
92
92
92
92
91
91
91
91
90
90
89
89
89
88
86
86

6/6
6/6
6/6
6/6
6/6
6/6
6/6
6/6
6/6
6/6
6/6
6/6
6/6
6/6
6/6
6/6
6/6
6/6
6/6
6/6
6/6
6/6
6/6
6/6
6/6
6/6
6/6
6/6
6/6
6/6
6/6
6/6
6/6
6/6
6/6
7/7
11/11
11/12
11/12
11/12
11/12
11/12
11/12
10/11
10/11
10/11
10/11
9/10
9/10
8/9
8/9
8/9
7/8
6/7
6/7

Beaver Brook, BARKHAMSTED
PENDLETON HILL BROOK, NORTH STONINGTON
Fivemile River, PUTNAM
Crystal Lake Brook, STAFFORD
Chatfield Hollow Brook, MADISON
Chatfield Hollow Brook, KILLINGWORTH
Macedonia Brook, KENT
Brown Brook, CANAAN
Cobble Brook, KENT
East Aspetuck River, NEW MILFORD
East Spring Brook, BETHLEHEM
East Branch Naugatuck River, TORRINGTON
West Branch Naugatuck River, TORRINGTON
Jakes Brook, TORRINGTON
Nickelmine Brook, TORRINGTON
Day Pond Brook, COLCHESTER
Raymond Brook, HEBRON
Carr Brook, Soil PorosityTLAND
Dickinson Creek, COLCHESTER
Reservoir Brook, Soil PorosityTLAND
Flat Brook, EAST HAMPTON
Roaring Brook, LYME
Hemlock Valley Brook, EAST HADDAM
Bunnell Brook, BURLINGTON
Bunnell Brook, BURLINGTON
Trading Cove Brook, NORWICH
Stony Brook, MONTVILLE
Wintergreen Brook, NEW HAVEN
Stony Brook, KENT
Beaver Brook, ANSONIA
Clarke Brook, TOLLAND
Hunts Brook, WATERFORD
Guinea Brook, SHARON
Sprain Brook, WOODBURY
Beebe Brook, Sharon
Cranberry Meadow Brk at Rte 161 nr Chesterfield CT
SALMON RIVER NEAR EAST HAMPTON, CT
Sandy Brook, COLEBROOK
Indian Meadow Brook, WINCHESTER
Shunock River, NORTH STONINGTON
Sawmill Brook, SHERMAN
Sages Ravine Brook, SALISBURY
Shunock River (Duplicate of 14721?), NORTH STONINGTON
Bunnell Brook, BURLINGTON
Crooked Brook, GRISWOLD
West Branch Saugatuck River, WESTON
BUNNELL (BURLINGTON) BROOK NEAR BURLINGTON, CT
East Aspetuck River, NEW MILFORD
West River, NEW HAVEN
West Branch Salmon Brook, GRANBY
INDIAN RIVER NEAR CLINTON, CT
Latimer Brook nr I-95N Exit 75 nr Flanders CT
Spruce Brook, NAUGATUCK
Hockanum Brook, BEACON FALLS
Roaring Brook, FARMINGTON
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A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A

86
86
83
83
83
83
83
83
83
83
83
83
83
83
83
83
83
83
83
83
83
83
83
83
83
83
83
83
83
83
83
83
83
83
83
83
82
82
82
82
82
82
82
82
82
82
80
80
80
80
80
80
78
78
78

6/7
6/7
10/12
5/6
10/12
5/6
10/12
10/12
10/12
10/12
5/6
10/12
5/6
5/6
10/12
10/12
5/6
5/6
5/6
5/6
5/6
5/6
5/6
5/6
5/6
5/6
5/6
5/6
5/6
5/6
5/6
5/6
5/6
5/6
10/12
5/6
9/11
9/11
9/11
9/11
9/11
9/11
9/11
9/11
9/11
9/11
8/10
8/10
8/10
8/10
8/10
8/10
7/9
7/9
7/9

East Branch Salmon Brook, tributary to, GRANBY
Meadow Brook, COLCHESTER
Eightmile River, LYME
Pequabuck River, PLYMOUTH
Pond Meadow Brook, KILLINGWORTH
Mallory Brook, BARKHAMSTED
Shunock River, NORTH STONINGTON
Rocky Brook, THSoil Organic Matter ContentPSON
Bentley Brook, BOZRAH
Flat Brook, LEDYARD
Poquetanuck Brook (Hewitt Brook), PRESTON
Bull Mountain Brook, KENT
Whiting River, NORTH CANAAN
Guinea Brook, CORNWALL
West Branch Naugatuck River, TORRINGTON
East Branch Byram River, GREENWICH
Ponset Brook, HADDAM
South Mountain Brook, BRISTOL
Slater Brook, KILLINGLY
Dowd Hollow Brook, MADISON
Dowd Hollow Brook, MADISON
Flat Brook, CANAAN
Nonewaug River, WATERTOWN
Jacks Brook, OXFORD
Mill River, FAIRFIELD
Cricker Brook, FAIRFIELD
Moosup River, STERLING
Staddle Brook, ANDOVER
Hop River, COVENTRY
Old Stone Mill Brook, LISBON
Sasco Brook, tributary to, FAIRFIELD
WINTERGREEN BROOK, NEW HAVEN
HALFWAY RIVER, MONROE
Norfolk Brook, Norfolk
E. BR. BYRAM R. BELOW LAKE MEAD AT ROUND HILL
UNNAMED BK ABOVE UNNAMED BK NR GREENFIELD HILL
Clark Creek, HADDAM
Neck River, MADISON
Hollenbeck River, CANAAN
Still Brook, STAFFORD
Fivemile Brook, OXFORD
fourmile river, EAST LYME
East Branch Byram River, GREENWICH
Fourmile River above I-95 nr East Lyme
Fourmile River below I-95 nr East Lyme
E BR BYRAM R AT RIVERSVILLE, CT.
Sandy Brook, COLEBROOK
West Aspetuck River, NEW MILFORD
Oil Mill Brook, EAST LYME
Oil Mill Brook, WATERFORD
Oil Mill Brook nr Oil Mill Rd nr Flanders CT
Oil Mill Brook at Gurley Rd nr East Lyme, CT
Little River, SPRAGUE
Bladdens River, SEYMOUR
Merrick Brook, SCOTLAND
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A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A

75
75
75
75
75
75
75
75
73
73
73
73
73
73
71
71
71
71
71
71
70
70
70
70
70
67
67
67
67
67
67
67
67
67
67
67
67
67
67
67
67
67
67
67
67
67
67
67
64
64
64
64
64

9/12
6/8
9/12
9/12
9/12
9/12
9/12
6/8
8/11
8/11
8/11
8/11
8/11
8/11
5/7
5/7
5/7
5/7
5/7
5/7
7/10
7/10
7/10
7/10
7/10
4/6
4/6
4/6
4/6
4/6
8/12
4/6
6/9
4/6
8/12
8/12
8/12
4/6
4/6
4/6
4/6
4/6
4/6
4/6
4/6
4/6
4/6
4/6
7/11
7/11
7/11
7/11
7/11

A

63

5/8

Beaver Meadow Brook, HADDAM
Comstock Brook, WILTON
Flat Brook, MARLBOROUGH
Mountain Brook, GRANBY
Latimer Brook, EAST LYME
Lake Waramaug Brook, WARREN
Bladdens River, WOODBRIDGE
Saugatuck River, WESTSoil PorosityT
Pomperaug River, SOUTHBURY
Branch Brook, WATERTOWN
Seth Williams Brook, LEDYARD
Hollenbeck River, CANAAN
Pomperaug River above South Brook nr Pomperaug, CT
SASCO BROOK AT SOUTHSoil PorosityT, CT
Salmon Brook, EAST GRANBY
Patagansett River, EAST LYME
Bride Brook, EAST LYME
Beacon Hill Brook, BEACON FALLS
Myron Kinney Brook, VOLUNTOWN
Tenmile River, LEBANON
Roaring Brook, WILLINGTON
Wepawaug River, MILFORD
Stony Brook, WATERFORD
Stony Brook abv Waterford Pky North at Oswegatchie
Stony Brook at Rt 1 near Flanders, CT
East Branch Salmon Brook, GRANBY
Branford River, NORTH BRANFORD
Konkapot River, NORTH CANAAN
Pomperaug River, WOODBURY
Nonewaug River, WOODBURY
Steele Brook, WATERTOWN
Rippowam River, STAMFORD
Tankerhoosen River, VERNON
Tankerhoosen River, VERNON
Mashamoquet Brook, PSoil Organic Matter ContentFRET
Ekonk Brook, PLAINFIELD
Hop River, ANDOVER
Silvermine River, NORWALK
Spice Brook, TOLLAND
Cobble Brook, KENT
Nonewaug River, WOODBURY
West Branch Saugatuck River, WESTSoil PorosityT
Beaver Brook, tributary to, SCOTLAND
Pemberwick Brook, GREENWICH
Susquetonscut Brook, LEBANON
WEWAKA BROOK, BRIDGEWATER
Hop Brook, MIDDLEBURY
Wewaka Brook, BRIDGEWATER
Hop Brook, NAUGATUCK
Wappoquia Brook, PSoil Organic Matter ContentFRET
Sasco Brook, WESTSoil PorosityT
Sasco Brook, FAIRFIELD
SASCO BROOK NEAR SOUTHSoil PorosityT, CT
BROTHERS BR AT MONTGSoil Organic Matter ContentERY PINETUM NR
COS COB CONN
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A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A

58
57
57
57
57
57
56
56
56
55
55
50
50
50
50
50
50
50
50
50
50
50
50
50
50
50
50
50
50
45
45
44
44
43
43
43
43
42
40
40
33
33
33
33
33
33
33
33
33
33
33
33
30
29
27

7/12
4/7
4/7
4/7
4/7
4/7
5/9
5/9
5/9
6/11
6/11
3/6
5/10
3/6
6/12
4/8
3/6
3/6
3/6
3/6
5/10
3/6
5/10
3/6
3/6
3/6
5/10
5/10
5/10
5/11
5/11
4/9
4/9
3/7
3/7
3/7
3/7
5/12
4/10
4/10
3/9
2/6
4/12
2/6
2/6
2/6
2/6
2/6
2/6
2/6
2/6
2/6
3/10
2/7
3/11

Skungamaug River, TOLLAND
Patagansett River, EAST LYME
Nonewaug River (Nonnewaug River), WOODBURY
Wood River, STERLING
Blackwell Brook, CANTERBURY
Mount Misery Brook, VOLUNTOWN
Copps Brook, STONINGTON
Salmon Brook, GLASTONBURY
Susquetonscut Brook, FRANKLIN
Mattabesset River, BERLIN
Cabin Brook, COLCHESTER
Roaring Brook, GLASTONBURY
Stony Brook, SUFFIELD
Hubbard Brook, GLASTONBURY
Limekiln Brook, BETHEL
Mill Brook, CORNWALL
Long Hill Brook, MIDDLETOWN
Wepawaug River, ORANGE
Pond Brook, NEWTOWN
Naromiyocknowhusunkatankshunk Brook (FKA Morrisey), SHERMAN
Indian River, ORANGE
HOP BROOK, MIDDLEBURY
Jordan Brook, WATERFORD
Billings Avery Brook, LEDYARD
Race Brook, ORANGE
Silver Brook, ORANGE
STONY BROOK NEAR WEST SUFFIELD, CT
Jordan Brook abv Waterford Pky North nr Waterford
Jordan Brk blw Waterford Pky South nr Waterford
Kahn Brook, BOZRAH
Fulling Mill Brook, NAUGATUCK
Fenger Brook, NEW LONDON
Fenger Brook at Niles Hill Rd nr New London Conn
Sawmill Brook, MIDDLETOWN
Coppermine Brook, BRISTOL
Transylvania Brook, SOUTHBURY
Town Farm Brook, NEW MILFORD
Farm River, EAST HAVEN
Eagleville Brook, MANSFIELD
Silver Brook, ORANGE
Pequonnock River, TRUMBULL
Rippowam River, STAMFORD
Muddy Brook, SUFFIELD
Bullet Hill Brook, SOUTHBURY
Hatchery Brook, BERLIN
Nod Brook, SIMSBURY
Denison Brook, VOLUNTOWN
Wharton Brook, WALLINGFORD
Lydall Brook, MANCHESTER
TwoMile Brook, ORANGE
Pequonnock River, TRUMBULL
Willow Brook, MERIDEN
Muddy Brook, SUFFIELD
Deep Brook, NEWTOWN
Freshwater Brook, ENFIELD
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A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A

27
27
25
25
22
22
22
22
17
17
17
17
17
17
17
17
17
17
17
14
14
14
14
14
14
11
11
11
0
0
0
0
0
0
0

3/11
3/11
2/8
3/12
2/9
2/9
2/9
2/9
1/6
2/12
1/6
1/6
1/6
1/6
1/6
1/6
1/6
1/6
2/12
1/7
1/7
1/7
1/7
1/7
1/7
1/9
1/9
1/9
0/6
0/7
0/7
0/9
0/6
0/6
0/6

Horseneck Brook, GREENWICH
HORSENECK BROOK NEAR ROCK RIDGE CT
Five Mile River, NEW CANAAN
Pumpkin Ground Brook, STRATFORD
North Branch Park River, HARTFORD
Trout Brook, WEST HARTFORD
Still River, DANBURY
UNNAMED TRIBUTARY TO GREENWICH CREEK NR COS COB
Mattabesset River, BERLIN
Broad Brook, EAST WINDSOR
Belcher Brook, BERLIN
Patton Brook, SOUTHINGTON
Little Brook, BERLIN
Webster Brook, BERLIN
Stony Brook, SUFFIELD
Wharton Brook, WALLINGFORD
Means Brook, SHELTON
North Branch Park River, BLOSoil Organic Matter ContentFIELD
BROAD BROOK AT BROAD BROOK, CT
Misery Brook, SOUTHINGTON
Broad Brook, ELLINGTON
Mill Brook, WINDSOR
Nod Brook, AVON
Thompson Brook, AVON
Broad Brook at Hatheway Road at Ellington, CT
Rainbow Brook, WINDSOR LOCKS
Eagleville Brook, MANSFIELD
ROOSTER RIVER AT FAIRFIELD, CT
Belcher Brook, BERLIN
Seymour Hollow Brook, WINDSOR LOCKS
Sympaug Brook, BETHEL
Limekiln Brook, BETHEL
Wharton Brook, tributary to, WALLINGFORD
Meetinghouse Brook, WALLINGFORD
Bass Brook, NEWINGTON
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Table A-4 Class B Rivers by Descending AA-like Index

B
B
B
B
B
B
B
B
B
B
B
B

AA-like
Index
100
100
100
100
100
100
100
100
100
100
100
100

6/6
6/6
6/6
6/6
6/6
6/6
6/6
6/6
6/6
6/6
6/6
11/11

B

91

10/11

B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B

89
83
83
83
83
83
83
82
82
82
82
82
80
80
78
78
78
78
75
73
73
73
73
73
71
70
70
70
70
70
70
67
67
67
67
67
67

8/9
10/12
5/6
5/6
5/6
5/6
10/12
9/11
9/11
9/11
9/11
9/11
8/10
8/10
7/9
7/9
7/9
7/9
9/12
8/11
8/11
8/11
8/11
8/11
5/7
7/10
7/10
7/10
7/10
7/10
7/10
6/9
4/6
4/6
4/6
6/9
6/9

Class

AA-like
Fraction

Station
Pine Brook, HADDAM
FARMINGTON RIVER, FARMINGTON
Sandy Brook (Still River), COLEBROOK
Still River, BARKHAMSTED
Yantic River, BOZRAH
Ten Mile River, CHESHIRE
Blackberry River, NORTH CANAAN
Sumner Brook, MIDDLETOWN
West Branch Farmington River, NEW HARTFORD
West Branch Naugatuck River, TORRINGTON
Pine Brook, EAST HAMPTON
FARMINGTON RIVER AT UNIONVILLE, CT
CONNECTICUT RIVER AT THSoil Organic Matter
ContentPSONVILLE, CT
SHETUCKET RIVER AT TAFTVILLE, CT
Naugatuck River, TORRINGTON
Hockanum River, VERNON
Shetucket River, WINDHAM
Salmon Creek, SALISBURY
Scantic River, ENFIELD
SHETUCKET R AT SOUTH WINDHAM, CT
East Branch Naugatuck River, TORRINGTON
Moosup River, STERLING
Willimantic River, MANSFIELD
WILLIMANTIC R AT MERROW, CT
HOUSATONIC RIVER AT STEVENSON, CT
Yantic River, NORWICH
YANTIC RIVER AT YANTIC, CT
Mad River, WINCHESTER
Steele Brook, WATERBURY
Little River, PUTNAM
LITTLE R AT PUTNAM CT
FARMINGTON RIVER, CANTON
Quinebaug River, THSoil Organic Matter ContentPSON
Pomperaug River, SOUTHBURY
SCANTIC R AT BROAD BROOK, CT.
QUINEBAUG RIVER AT JEWETT CITY, CT
QUINEBAUG RIVER AT QUINEBAUG, CT
Long Meadow Pond Brook, NAUGATUCK
Hockanum River, ELLINGTON
Hockanum River, VERNON
Willimantic River, STAFFORD
Willimantic River, WILLINGTON
Middle River, STAFFORD
Whitford Brook, GROTON
Still River, WINCHESTER
Little River, WOODSTOCK
Furnace Brook, STAFFORD
Naugatuck River, ANSONIA
Moosup River, PLAINFIELD
Oxoboxo Brook, MONTVILLE
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B
B
B
B
B
B
B
B
B
B
B

67
67
67
67
67
64
64
64
64
60
60

8/12
4/6
4/6
6/9
6/9
7/11
7/11
7/11
7/11
6/10
6/10

B

60

6/10

B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B

58
57
57
57
57
56
56
56
56
50
50
50
50
50
50
50
50
50
50
50
45
44
43
42
42
42

7/12
4/7
4/7
4/7
4/7
5/9
5/9
5/9
5/9
3/6
3/6
6/12
3/6
3/6
3/6
3/6
3/6
3/6
3/6
3/6
5/11
4/9
3/7
5/12
5/12
5/12

B

42

5/12

B

42

5/12

B
B
B
B
B
B
B
B
B
B
B
B

42
38
36
33
33
33
33
33
33
33
33
33

5/12
3/8
4/11
2/6
2/6
2/6
2/6
2/6
2/6
3/9
4/12
3/9

Naugatuck River, THSoil Organic Matter ContentASTON
Farmington River, WINDSOR
Mill River, HAMDEN
STILL R AT WINSTED, CT.
Still River nr Winsted, CT
Farmill River, STRATFORD
Factory Brook, SALISBURY
FARMINGTON RIVER AT TARIFFVILLE, CT
HOUSATONIC RIVER NEAR NEW MILFORD, CT
Naugatuck River, HARWINTON
Naugatuck River, LITCHFIELD
QUINEBAUG RIVER AT WEST THSoil Organic Matter
ContentPSON, CT
Blackberry River, NORTH CANAAN
Little River, SPRAGUE
Willimantic River, MANSFIELD
Norwalk River, WILTON
NORWALK RIVER AT SOUTH WILTON, CT
Pocotopaug Creek, EAST HAMPTON
Mudge Pond Brook, SHARON
Transylvania Brook, SOUTHBURY
Scantic River, EAST WINDSOR
Coginchaug River, MIDDLETOWN
Housatonic River, CORNWALL
Naugatuck River, THSoil Organic Matter ContentASTON
Norwalk River, WILTON
Scantic River, ENFIELD
Quinebaug River, GRISWOLD
Ten Mile River, SHERMAN
Coginchaug River, MIDDLETOWN
Farmington River, SIMSBURY
Housatonic River, CORNWALL
Housatonic River, KENT
COGINCHAUG RIVER AT MIDDLEFIELD, CT
Blackberry River, NORTH CANAAN
Eightmile River, SOUTHINGTON
Hockanum River, VERNON
Naugatuck River, THSoil Organic Matter ContentASTON
Quinebaug River, PUTNAM
HOCKANUM R AT ROCVertical Saturated Hydraulity
ConductivityILLE, CT.
QUINEBAUG RIVER AT COTTON BRIDGE ROAD NR PSoil
Organic Matter ContentFRET
QUINEBAUG RIVER AT PUTNAM, CT
Norwalk River, NORWALK
Housatonic River, CORNWALL
Hockanum River, VERNON
South Fork Hockanum River, MANCHESTER
Pequabuck River, FARMINGTON
Pequabuck River, PLYMOUTH
Pequabuck River, BRISTOL
Pootatuck River, NEWTOWN
Factory Brook, SALISBURY
Naugatuck River, WATERTOWN
Still River, WINCHESTER
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B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B

33
33
33
33
30
27
27
25
25
25
25
25
25
25
25
25
25
22
22
20
18
18
18
17
17
17
17
17
17
17
17
17
17
17
17
17
14
14
14
14
13
13
11
11
11
11
11
11
9
9
9
8
8
8
8

2/6
2/6
2/6
4/12
3/10
3/11
3/11
3/12
3/12
3/12
3/12
3/12
2/8
2/8
2/8
3/12
3/12
2/9
2/9
2/10
2/11
2/11
2/11
2/12
1/6
2/12
1/6
1/6
2/12
2/12
1/6
2/12
1/6
1/6
1/6
2/12
1/7
1/7
1/7
1/7
1/8
1/8
1/9
1/9
1/9
1/9
1/9
1/9
1/11
1/11
1/11
1/12
1/12
1/12
1/12

Hockanum River, MANCHESTER
Quinebaug River, KILLINGLY
Quinebaug River, PUTNAM
NAUGATUCK RIVER NR WATERVILLE,CT.
Still River, DANBURY
French River, THSoil Organic Matter ContentPSON
FRENCH RIVER AT NORTH GROSVENORDALE, CT
Naugatuck River, HARWINTON
Sherwood Ditch, WATERTOWN
Steele Brook, WATERBURY
Steele Brook, WATERTOWN
Norwalk River, NORWALK
Norwalk River, RIDGEFIELD
Naugatuck River, WATERBURY
Norwalk River, REDDING
Steele Brook (6195), WATERBURY
NORWALK RIVER AT WINNIPAUK,CT.
Norwalk River, REDDING
Norwalk River, WILTON
Steele Brook, WATERTOWN
Still River, BROOKFIELD
Sympaug Brook, DANBURY
NAUGATUCK R AT ANSONIA, CT
Mattabesset River, CRSoil Organic Matter ContentWELL
Quinnipiac River, WALLINGFORD
Mad River, WATERBURY
Norwalk River, RIDGEFIELD
Ridgefield Brook, RIDGEFIELD
Five Mile River, NEW CANAAN
Hockanum River, MANCHESTER
Mattabessett River, BERLIN
Norwalk River, WILTON
Pequabuck River, BRISTOL
Bruce Brook, BRIDGESoil PorosityT
Norwalk River, WILTON
MATTABESSET RIVER AT ROUTE 372 AT EAST BERLIN
Pequabuck River, BRISTOL
French River, THSoil Organic Matter ContentPSON
Muddy River, NORTH HAVEN
PEQUABUCK R AT FORESTVILLE, CT.
Byram River, GREENWICH
Ten Mile River, SOUTHINGTON
Piper Brook, NEWINGTON
Quinnipiac River, CHESHIRE
Noroton River, STAMFORD
Still River, DANBURY
Padanaram Brook, DANBURY
BYRAM R AT RIVERSVILLE, CT.
Hockanum River, EAST HARTFORD
HOCKANUM RIVER NEAR EAST HARTFORD, CT
PEQUABUCK R AT FARMINGTON, CT
Naugatuck River, BEACON FALLS
Naugatuck River, WATERBURY
Naugatuck River, NAUGATUCK
NAUGATUCK RIVER AT BEACON FALLS, CT
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B
B
B
B
B
B
B
B
B

8
0
0
0
0
0
0
0
0

1/12
0/9
0/8
0/11
0/6
0/11
0/11
0/11
0/11

Naugatuck R below Fulling Mills Bk at Union City
Willow Brook, BERLIN
Harbor Brook, MERIDEN
Limekiln Brook, DANBURY
Quinnipiac River, Meriden
QUINNIPIAC R AT NORTH HAVEN, CT
QUINNIPIAC R NR MERIDEN, CT
QUINNIPIAC RIVER AT WALLINGFORD, CT
STILL RIVER AT ROUTE 7 AT BROOKFIELD CENTER, CT

Table A-5 Principle component analysis results for Class B streams. LC1_B-LC4_B indicate the four composite land
cover variables and the numbers indicate the loading to each component of the transformed, standardized land cover
data. Loadings with magnitude < 0.45 were dropped and are indicated by dashes.

LC1_B
Developed
Forest
Impervious
Core Forest
Cumulative
Proportion of
Variation

0.53
-0.50
0.50
-0.46
0.83

LC2_B
0.55
0.74
0.94

LC3_B
-0.83
0.48
0.99
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LC4_B
-0.77
0.62
1.00

Appendix B: Supplemental Information for Chapter 2

B.a. Model Calibration
The Initial model was calibrated using 990 well head measurements and 525 stream
elevations. Well head observations were collected from all wells listed in the National Water
Information System database (United States Geological Survey, 2018) located within the
watershed. The mean depth to water measurement from the entire period of record for each well
was used. Depth to water measurements were converted to head measurements using the land
surface elevation of the respective model cell. We used the model cell land surface rather than
the height of land at the well because we assumed the depth to water would better reflect
conditions across the model cell than the specific head at the well. Head observations from wells
that were finished in unconsolidated materials (as indicated by glacial aquifer codes [nat_aqfr_cd
== “N100GLCIAL” or “N999OTHER”] or unconfined type [aqfr_type_cd==”U”]) were
compared to the modeled water table height. Head observations from wells finished in bedrock
(as indicated by glacial aquifer codes [nat_aqfr_cd == “N600NECRSN” or “N300ERLMZC” or
aqfr_cd==”BEDROCK”]) were compared with vertically interpolated modeled head values
based on well depth. For bedrock wells finished above the middle of the bedrock layer, the
modeled head was linearly interpolated between the head in the bedrock layer and the head in the
lowest surficial layer. Wells finished below the center of the bedrock layer were compared with
the modeled head in the bedrock layer.
Stream elevations were generated by taking the midpoint of all first order stream reaches
in the model with land surface slope of < 2% in both the x and y direction.
Streams and wells were considered separate observation groups (with separate objective
functions) with equal group weights. Within each group (wells and streams) all observations
were weighted equally.
For models with reduced numbers of wells, a subset of well was used. The wells were
selected in a stepwise fashion based on a weighted score, with the top 2% of the unselected wells
being added to the subset at each step until the target number of wells in the subset was reached.
The weighted score was based on distance from other wells (z-score standardized minimum
distance to an already selected well, weight = 0.65), number of water level measurements
(ln(number of measurements)/ln(max number of measurements for any one unselected wells),
weight = 0.05), and the length of the period of record (z-score standardized period of record,
weight = 0.30). Score were recalculated after each step.
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B.b. Model fit results

Figure B-1. Modeled and observed water levels across all 25 model cases. Gray circles are well observations, red circles
are stream observations.
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Figure B-2 Map of model head residuals (m) for well observations. For display purposes, residuals with magnitude
greater than 30 m (n = 1798 of 24732 plotted residuals) were displayed with magnitude of 30 m.
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Figure B-3 Map of model head residuals (m) for stream observations. For display purposes, residuals with magnitude
greater than 30 m (n = 61 of 18601 plotted residuals) were displayed with magnitude of 30 m.
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B.c. Patterns in hydraulic conductivity
Calibrated hydraulic conductivity in the surficial materials, riverbed sediments, and
bedrock varied among reasonably fitting models.
B.c.i. Surficial Materials
Median calibrated hydraulic conductivity values in the middle layer of the surficial
materials ranged over nearly an order of magnitude (4.6 – 34.3 m d-1, median = 15.5 m d-1;
Figure B-4) among similarly fitting models. Lower values were associated with calibration of
bedrock conductivity without spatially varying riverbed hydraulic conductivity (BedK_1) and
with decreased calibration data (Data_1 and Data_2). Higher values were associated with vertical
homogeneity in surficial materials and spatially varying riverbed hydraulic conductivity. The
median values were highest in areas of coarse stratified sediments (16.7 – 242.7 m d-1, median =
40.8 m d-1), and slightly lower in areas of fine stratified sediments (5.7 – 30.1 m d-1, median =
13.1 m d-1) and glacial till (3.5 – 29.5 m d-1, median = 14.1 m d-1). These values are consistent
with what is expected for coarse sediments, slightly high for fine sediments, and much higher
than expected for glacial till (Domenico and Schwartz, 1997; Heath, 1983). Fine sediments
occupy relatively small areas of the watershed (Figure 2-1), frequently surrounded by areas of
coarse sediments, and it is likely that the calibration process was unable to resolve differences
between these sediments. In PP_1, where the pilot points and cells were assigned to zones based
on the surficial material, the hydraulic conductivity in the fine sediments was lower than in most
other models (6.5 m d-1), which supports this conclusion. Calibrated hydraulic conductivity
values in areas of glacial till were higher than expected across all models, including the zonebased model (PP_1). In these areas, the higher conductivities may be compensating for flowpaths
that are not well represented in the models, such as preferential flow through bedrock fractures.
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Figure B-4 Hydraulic conductivity in the middle layer of surficial materials across all model cases. All values except
Data_5 are calibrated. Numbers indicate median values for each model. Darker colors indicate greater overlap with the
interquartile range of the Initial model.
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Figure B-5 Hydraulic conductivity in the middle layer of surficial materials across all model cases by surficial material
type. All values except Data_5 are calibrated. Numbers indicate median values for each model.

B.c.ii. Riverbed Sediments
We varied the riverbed sediment hydraulic conductivity in nine models using three
different scaling factors and the resulting riverbed hydraulic conductivity values were both
higher and lower than in the initial model. With the smaller scaling factor (0.002, RivK_1
model), the median riverbed hydraulic conductivity across the model domain was slightly lower
than the value in the Initial model (with uniform riverbed hydraulic conductivity), and with the
larger scaling factors (scaling factor = 0.01 or 0.1), the median riverbed hydraulic conductivity
across the model domain was higher than the Initial model for all models except Grid_1 (Figure
B-6). The patterns of hydraulic conductivity values among models were consistent across
sediment types (data not shown).
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Figure B-6 Calibrated riverbed conductivity across the model domain. Initial: riverbed K = 0.1 m d-1; RivK_1: riverbed
K = hk * 0.002; RivK_2 & RivK_2_drn: riverbed K = hk * 0.01, RivK_3: riverbed K = hk * 0.1; BedK_2, Grid_1, Grid_2,
BedK_2_drn, Grid_1_drn, & Grid_2_drn: riverbed K = hk * 0.01 and bedrock K is calibrated. All models not shown had
uniform riverbed conductivity as in the Initial model. Numbers indicate median values for each series. Series with
different letters are statistically different at p ≤ 0.05.

Varying the riverbed hydraulic conductivity increased the hydraulic conductivity in the
surficial materials (Figure B-4; Initial and RivK_1 – RivK_3), suggesting that low riverbed
conductivity values in the Initial model may have led to higher heads in the near-river
environment and decreased calibrated hydraulic conductivities in upland areas (to minimize
further flooding and achieve calibration targets). Based on these results, we recommend
incorporating spatial variation in riverbed hydraulic conductivity to improve model fit, and using
a fraction of the surrounding surficial material is a relatively easy way to incorporate this
variability. We used a constant scaling factor across the watershed, but further work could
explore varying the scaling factor by surficial material. As the riverbed hydraulic conductivity
increases, if rivers are implemented using bidirectional flow, it is important to note the amount of
water entering the model domain through river boundaries.
In general, the effects of allowing bidirectional vs. unidirectional exchange between the
rivers and aquifer depended upon the amount of flow into the model through river boundaries
when bidirectional flow was allowed. Of the models with both bidirectional (RIV package) and
unidirectional (DRN package) versions, RivK_2 had the greatest flux of water into the model
through losing reaches, and both the observation metrics and the OverallFit values increased
(indicating a poorer fit) when flow was limited to unidirectional (Table 2-2, Figure 2-3), in
addition, median calibrated hydraulic conductivity values decreased substantially Figure B-4). In
contrast, in the models with influx from rivers totaling < 5% of recharge (Initial, Grid_1,
Grid_2), limiting flow to unidirectional improved most fit metrics, though the percent of dry
river cells increased substantially. In these models the terrestrial and riverbed (for Grid_1 and
Grid_2) hydraulic conductivity values increased, though the change was slight for Grid_2 to
Grid_2_drn (Figure B-4 and Figure B-6).
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B.c.iii. Bedrock
We calibrated the bedrock hydraulic conductivity in seven models, and in all cases the
calibrated values were higher than the literature based values of the Initial model (0.27 – 0.51 m
d-1 vs. 0.13 m d-1; Figure B-7). Bedrock in the study site consists of sedimentary rock (primarily
arkose) along the eastern river valley and metamorphic rock (predominantly schist and gneiss) in
the central and western regions (United States Geological Survey, n.d.). In the areas of fine and
coarse surficial sediments (largely overlapping the areas of sedimentary bedrock), median
calibrated bedrock conductivity values ranged from 0.40 to 1.22 m d-1 (median = 0.51 m d-1),
which is at the upper range of expected values for fractured sandstone (Domenico and Schwartz,
1997; Heath, 1983). In the areas of glacial till (largely overlapping the areas of metamorphic
rock), median calibrated bedrock hydraulic conductivities ranged from 0.25 to 0.44 m d-1
(median = 0.27 m d-1), which is within the range of expected values for fractured metamorphic
rock (Domenico and Schwartz, 1997; Heath, 1983).
As with the riverbed hydraulic conductivity, calibrating the bedrock decreased the
hydraulic conductivity in the surficial materials (p≤0.05, Initial vs BedK_1, Figure B-4). When
the bedrock hydraulic conductivity was calibrated and the riverbed hydraulic conductivity scaled
spatially by a factor of 0.01 (BedK_2), the effects of each were damped. The median calibrated
hydraulic conductivity in the surficial materials was between the calibrated bedrock (BedK_1)
and the scaled riverbed conductivity model (RivK_2); the median hydraulic conductivity in the
riverbed sediments was between the Initial model and RivK_2; and calibrated bedrock
conductivity was between the Initial case and the calibrated bedrock case (BedK_1) (Figure
B-6). This again points to a compensatory relationship between hydraulic conductivity in
different regions of the model domain that likely affects the flow of groundwater and the
resulting spatial patterns of groundwater discharge.
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Figure B-7 Hydraulic conductivity values in the bedrock layer. Bedrock hydraulic conductivity is not calibrated in the
Initial model. All models not shown had the same bedrock conductivity values as the Initial model. Numbers indicate
median values for each series. Series with different letters are statistically different at p ≤ 0.05.
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Figure B-8 Modeled groundwater discharge rate in each segment versus the modeled rate in the Initial model. The solid
blue lines are the regression lines, and the dashed black lines are the 1:1 line. Two high discharge outliers in the RivK_2
model (noted with **) are not shown for ease of visualization.
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Appendix C: Supplemental Information for Chapter 4
Table C-1 Correlations between TDN / Denitrification indicators and other chemical analytes (p≤0.05)

TDN / Denitrification
Indicators
TDN

Other Chemical Analytes

Cor

Pval

NO3

-

0.90

≤ 0.01

DON

0.69

≤ 0.01

-2

0.46

≤ 0.01

0.38

0.02

0.44

0.01

CO2

0.43

0.01

DOC

0.42

0.01

O2

-0.57

≤ 0.01

N Loading : Removal ratio

0.85

≤ 0.01

NO3

0.76

≤ 0.01

O2

0.56

≤ 0.01

TDN

0.55

≤ 0.01

DOC : DON ratio

-0.39

0.03

NH4

-0.44

0.01

CO2

-0.44

0.01

Total Denitrified N

-0.49

≤ 0.01

CH4

-0.50

≤ 0.01

-0.52

≤ 0.01

NO3

0.87

≤ 0.01

O2

0.71

≤ 0.01

DON

0.43

0.02

NH4+

-0.41

0.02

CO2

-0.43

0.01

DOC

-0.60

≤ 0.01

DOC : DON ratio

-0.62

≤ 0.01

SO4
O2
Total Denitrified N

N2O Yield

SO4

-2

-

+

DOC
N Loading : Removal ratio

-

Table C-2 Correlations between TDN and denitrification indicators and landscape / soil / flowpath trait. Asterisks (*)
indicate parameters used in the principal component analysis and linear regressions.

Var2

TDN

Var1
*Percent Human Impacted
(Agriculture or Development)
Land (1 km)
Percent Agricultural Land (1
km)
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Cor

Pval

0.61

≤ 0.01

0.59

≤ 0.01

Percent Cropped Agriculture (1
km)

Total Denitrified N

N2O_N2

0.59

≤ 0.01

Stream Order
*Saturated Hydraulic
Conductivity(1 km)

0.58

≤ 0.01

0.53

≤ 0.01

*Groundwater Discharge Rate
Vertical Saturated Hydraulity
Conductivity (1 km)

0.52

≤ 0.01

0.46

≤ 0.01

Soil Sand Content (100 m)
Saturated Hydraulic
Conductivity(100 m)
Vertical Saturated Hydraulity
Conductivity (100 m)
Percent Developed Land (1
km)
Minimum Water Table Depth
(100 m)
*Minimum Water Table Depth
(1 km)

0.44

≤ 0.01

0.43

≤ 0.01

0.41

≤ 0.01

0.39

≤ 0.01

0.38

0.01

0.33

0.02

Soil Sand Content (1 km)
Percent Agricultural Land (100
m)
Percent Developed - Open
Space Land (1 km)

0.31

0.02

0.29

0.04

0.29

0.04

Field Capacity (100 m)

-0.27

0.05

Soil Clay Content (100 m)

-0.40

≤ 0.01

Soil Silt Content (100 m)

-0.41

≤ 0.01

*Soil Clay Content (1 km)
Presence of Forested Land
(100m)
Presence of Core Forest
(100m)

-0.45

≤ 0.01

-0.51

≤ 0.01

-0.56

≤ 0.01

Percent Forested Land (1 km)

-0.61

≤ 0.01

*Percent Core Forest (1 km)
*Soil Organic Matter Content
(1 km)
Presence of Cropped
Agriculture (100m)
*Presence of Agricultural Land
(100 m)
*Percent Agricultural Land (1
km)
Percent Human Impacted
(Agriculture or Development)
Land (1 km)
*Saturated Hydraulic
Conductivity(1 km)
Percent Cropped Agriculture (1
km)
Vertical Saturated Hydraulity
Conductivity (1 km)

-0.65

≤ 0.01

0.38

0.03

-0.49

≤ 0.01

-0.53

≤ 0.01

0.62

≤ 0.01

0.57

≤ 0.01

0.49

≤ 0.01

0.48

≤ 0.01

0.47

≤ 0.01
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N_load_removal_ratio

Saturated Hydraulic
Conductivity(100 m)

0.43

0.01

*Soil Sand Content (1 km)

0.43

0.01

Soil Bulk Density (1 km)
Vertical Saturated Hydraulity
Conductivity (100 m)
*Minimum Water Table Depth
(100 m)

0.37

0.03

0.36

0.04

0.35

0.05

Groundwater Discharge Rate

0.34

0.05

Soil Porosity (1 km)
Presence of Core Forest
(100m)

-0.36

0.04

-0.38

0.03

Soil Clay Content (1 km)

-0.38

0.02

Soil Silt Content (1 km)

-0.39

0.02

Field Capacity (1 km)
Presence of Forested Land
(100m)
Available Water Capacity (1
km)

-0.40

0.02

-0.41

0.02

-0.44

0.01

Percent Forested Land (1 km)
Soil Organic Matter Content (1
km)

-0.48

≤ 0.01

-0.50

≤ 0.01

*Percent Core Forest (1 km)
*Percent Agricultural Land (1
km)
Percent Human Impacted
(Agriculture or Development)
Land (1 km)
Percent Cropped Agriculture (1
km)
*Saturated Hydraulic
Conductivity(1 km)
Percent Agricultural Land (100
m)
Vertical Saturated Hydraulity
Conductivity (1 km)
Saturated Hydraulic
Conductivity(100 m)
Presence of Cropped
Agriculture (100m)
Percent Developed Land (1
km)

-0.51

≤ 0.01

0.65

≤ 0.01

0.62

≤ 0.01

0.50

≤ 0.01

0.46

0.01

0.44

0.01

0.44

0.01

0.41

0.02

0.40

0.02

0.38

0.03

*SGroundwater Discharge Rate
*Minimum Water Table Depth
(1 km)

0.37

0.03

0.37

0.03

Soil Bulk Density (1 km)
Minimum Water Table Depth
(100 m)
Presence of Core Forest
(100m)

0.36

0.03

0.35

0.05

-0.35

0.04

Soil Porosity (1 km)

-0.36

0.04
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Groundwater Flowpath Depth

-0.36

0.04

*Soil Clay Content (100 m)
*Soil Organic Matter Content
(1 km)
Presence of Forested Land
(100m)

-0.39

0.02

-0.42

0.01

-0.51

≤ 0.01

Percent Forested Land (1 km)

-0.57

≤ 0.01

*Percent Core Forest (1 km)

-0.58

≤ 0.01

Table C-3 Correlations of TDN and denitrification indicators and land cover, soil, and flowpath properties at mixed land
cover sites (< 80% forest cover within 1 km)

Var2
TDN

Total Denitrified N

Var1
Percent Agricultural Land
(1 km)
Groundwater Flowpath
Depth

N_load_removal_ratio

Pval

0.34

0.04

-0.34

0.04

-0.37

0.03

0.45

0.02

0.45

0.02

0.44

0.02

0.41

0.03

0.39

0.05

Soil Bulk Density (1 km)
Minimum Water Table
Depth (1 km)
Percent Human Impacted
(Agriculture or
Development) Land (1
km)
Presence of Cropped
Agriculture (100m)
Percent Agricultural Land
(100 m)
Percent Agricultural Land
(1 km)

-0.38

0.05

-0.40

0.04

-0.48

0.01

-0.51

0.01

-0.57

≤ 0.01

0.42

0.03

Soil Bulk Density (1 km)
Percent Agricultural Land
(1 km)
Presence of Cropped
Agriculture (100m)

0.45

0.02

0.45

0.02

0.41

0.04

Soil Clay Content (1 km)
Presence of Forested Land
(100m)
Percent Forested Land (1
km)
Soil Organic Matter
Content (1 km)
Percent Core Forest (1
km)
Soil Porosity (1 km)

N2O_N2

Cor
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Soil Porosity (1 km)

-0.45

0.02

Table C-4 TDN principal component results. Weights with a magnitude below 0.5 are gray.

Comp1

Comp2

Comp3

Comp4

Percent Core Forest (1 km)
Percent Human Impacted
(Agriculture or Development)
Land (1 km)
Saturated Hydraulic
Conductivity(1 km)

-0.92

-0.15

0.06

0.30

0.93

0.19

0.03

-0.22

0.78

-0.57

0.16

0.00

Soil Clay Content (1 km)
Minimum Water Table Depth
(1 km)

-0.52

0.82

0.10

-0.15

0.72

0.42

0.47

0.30

Groundwater Discharge Rate

0.73

0.35

-0.53

0.26

Percent of Variance

61%

23%

9%

5%

Table C-5 TDN model selection results

Adj r2

ModelParams

Cp

Rss

AIC

delta_AI delta_BI
C
C
delta_Cp delta_Rss

BIC

Comp1

0.43

3.49

58.53

10.15

-22.55 1.04

0.00

0.92

5.10

Comp1, Comp3
Comp1, Comp2,
Comp3

0.45

2.57

55.21

9.12

-21.63 0.00

0.92

0.00

1.78

0.45

3.57

54.08

10.04

-18.76 0.92

3.79

1.00

0.65

0.45

5.00

53.43

11.41

-15.44 2.29

7.11

2.43

0.00

Comp1, Comp2,
Comp3, Comp4

Table C-6 Best TDN model

Coefficient

Standard
Error
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P

Intercept

-0.02

0.15

0.88

Comp1

0.50

0.08

0.00

Comp3

-0.34

0.20

0.09

2

Adj R

0.45

P

0.00

Table C-7 Total Denitrified N principal component results. Weights with a magnitude below 0.5 are gray.

Comp1
Soil Organic Matter Content (1
km)
Percent Agricultural Land
(100 m)
Percent of Variance

Comp2

-0.89

0.45

0.89

0.45

80%

20%

Table C-8 Total Denitrified N model selection results

ModelParams

Adj r2

Cp

Rss

AIC

BIC

delta_A
IC

delta_B
IC

delta_
Cp

delta_
Rss

Comp1

0.23

2.15

48.51

16.08

-3.00

0.00

0.00

0.00

1.74

Comp1, Comp2

0.24

3.00

46.77

16.84

-0.72

0.76

2.28

0.85

0.00

Table C-9 Best Total Denitrified N model

Coefficient

Standard
Error

P

Intercept

-0.81

0.21

0.00

Comp1

-0.55

0.17

0.00

2

Adj R

0.23

P

0.00
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Table C-10 N2O Yield principal component result. Weights with a magnitude below 0.5 are gray.

Comp1
Percent Agricultural Land (1
km)

Comp2

Comp3

Comp4

Comp5

0.73

0.37

-0.36

0.44

0.09

Percent Core Forest (1 km)
Soil Organic Matter Content (1
km)
Saturated Hydraulic
Conductivity(1 km)
Available Water Capacity (1
km)

-0.76

-0.32

-0.34

-0.15

0.43

-0.69

-0.34

0.45

0.44

0.13

0.95

-0.19

0.03

0.07

0.12

-0.79

0.54

-0.15

0.21

0.02

Soil Sand Content (1 km)

0.80

-0.57

0.01

0.05

0.14

Groundwater Discharge Rate

0.44

0.74

0.36

-0.18

0.32

Percent of Variance

56%

22%

9%

7%

5%

Table C-11 N2O Yield model selection results

ModelParams

Adj r2

Cp

Rss

AIC

BIC

delta_
AIC

delta_
BIC

delta_
Cp

delta_
Rss

Comp1

0.38

1.14

80.45

33.28

-10.34

0.00

0.00

0.00

5.53

Comp1, Comp2

0.39

1.89

77.21

33.89

-8.21

0.60

2.13

0.75

2.30

Comp1, Comp2,
Comp3

0.38

3.25

75.55

35.15

-5.42

1.87

4.92

2.10

0.64

Comp1, Comp2,
Comp3, Comp4

0.36

5.00

74.91

36.86

-2.18

3.58

8.16

3.86

0.00
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Table C-12 Best N2O Yield model

Coefficient

Standard
Error

P

Intercept

-5.45

0.27

0.00

Comp1

0.63

0.14

0.00

2

Adj R

0.38

P

0.00

Table C-13 Loading to Removal ratio principal component results. Weights with a magnitude below 0.5 are gray.

Comp1
Percent Agricultural Land (1
km)

Comp2

Comp3

Comp4

0.79

-0.18

0.33

0.34

Percent Core Forest (1 km)
Saturated Hydraulic
Conductivity(1 km)
Soil Organic Matter Content (1
km)

-0.83

-0.03

-0.11

0.43

0.81

-0.35

0.04

-0.04

-0.79

-0.17

0.28

-0.44

Soil Clay Content (100 m)
Minimum Water Table Depth
(1 km)

-0.57

0.69

0.23

0.16

0.58

0.56

-0.53

-0.13

Groundwater Discharge Rate

0.59

0.56

0.46

-0.09

Percent of Variance

52%

18%

11%

8%

Table C-14 Loading to Removal Ratio model selection results

Model Parameters Adj r2

Cp

Rss

AIC

BIC

delta_AIC delta_BIC delta_Cp delta_Rss

Comp1

0.41

-0.55

154.63

55.50

-11.82

0.00

0.00

0.00

2.34

Comp1, Comp3

0.40

1.05

152.53

57.03

-8.75

1.54

3.06

1.60

0.25

Comp1, Comp2,
Comp3

0.38

3.00

152.31

58.98

-5.28

3.49

6.54

3.56

0.03
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Comp1, Comp2,
Comp3, Comp4

0.36

5.00

152.28

60.98

-1.76

5.48

10.06

Table C-15 Best N Loading to Removal ratio model

Coefficient

Standard
Error

P

Intercept

0.09

0.38

0.82

Comp1

0.97

0.20

0.00

2

Adj R

0.41

P

0.00
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5.55

0.00
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