Eigenvalues of the MOTS stability operator for slowly rotating Kerr
  black holes by Bussey, Liam et al.
ar
X
iv
:2
01
0.
01
68
2v
1 
 [g
r-q
c] 
 4 
Oc
t 2
02
0
EIGENVALUES OF THE MOTS STABILITY OPERATOR FOR SLOWLY
ROTATING KERR BLACK HOLES
LIAM BUSSEY, GRAHAM COX, AND HARI KUNDURI
Abstract. We study the eigenvalues of the MOTS stability operator for the Kerr black hole with
angular momentum per unit mass |a| ≪ 1. We prove that each eigenvalue depends analytically
on a, and compute its first nonvanishing derivative. Recalling that a = 0 corresponds to the
Schwarzschild solution, where each eigenvalue has multiplicity 2ℓ+ 1, we find that this degeneracy
is completely broken for nonzero a. In particular, for 0 < |a| ≪ 1 we obtain a cluster consisting of
ℓ distinct complex conjugate pairs and one real eigenvalue. Moreover, for ℓ ≥ 1 the real eigenvalue
is a convex function of a, whereas the ℓ = 0 mode (the principal eigenvalue) is concave, and hence
has a maximum at a = 0.
1. Introduction
A classic result of general relativity states that the two-parameter family of Kerr metrics exhausts
the set of all asymptotically flat, stationary and axisymmetric black hole solutions of the vacuum
Einstein equations (see [7, Theorem 3.2] for precise hypotheses). This remarkable result asserts
that the spacetime outside an equilibrium, isolated rotating astrophysical black hole should be
describable to sufficient accuracy by the Kerr solution. On the other hand, most physical processes
of interest involving black holes are dynamical. Asserting the existence of an event horizon requires
full knowledge of the global time evolution of the spacetime, which is a difficult problem even in
highly symmetric settings. Accordingly, a quasi-local characterization of black holes, which can
be stated within the initial value formulation of the Einstein equations, is required to model such
phenomena as the merger of two black holes.
Such a characterization is provided by the notion of a marginally outer trapped surface (MOTS)
[2, 3]. Given a codimension two closed spacelike surface S, one considers the null expansion θ+ of
future pointing outgoing geodesics emanating from S. Such a surface is outer trapped if θ+ < 0.
A MOTS is characterized by θ+ = 0. Importantly, this definition is consistent with the familiar
stationary case: a spatial cross section of the event horizon of a stationary black hole is indeed a
MOTS.
Given a foliation of spacetime into spacelike hypersurfaces Σt, suppose that initially at t = 0,
Σ0 contains a MOTS S0. The authors of [1] proved that provided S0 satisfies a certain stability
condition, then the MOTS will propagate in time into a marginally outer trapped tube, whose
marginally outer trapped leaves St lie in Σt. This stability condition can be intuitively thought
of as a Lorentzian analogue of the notion of stability of a minimal surface. Associated to a given
MOTS S lying in a hypersurface Σ, one may consider the linearization L of the expansion θ+
under smooth variations of S generated by normal deformations lying within Σ (L is defined in
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(9) below). L is a linear, second-order, elliptic differential operator on S. In general it is not self-
adjoint, and hence may have complex eigenvalues. However, its principal eigenvalue λp (defined as
the eigenvalue with smallest real part) is known to be real. The MOTS S is then said to be stable
if λp ≥ 0 and strictly stable if λp > 0.
The stated result of [1] is that S can be smoothly propagated in time if it is strictly stable, but
the same conclusion holds under the significantly weaker assumption that 0 is not an eigenvalue
of L. (Strict stability implies all eigenvalues of L have positive real part, and hence are nonzero.)
The importance of this generalization is made clear by recent numerical simulations of black hole
mergers [16, 17]; these contain MOTS for which the principal eigenvalue is negative, hence one
needs to check whether or not any of the higher eigenvalues vanish. It is also possible to give
analytic examples where the principal eigenvalue is negative (such as the Reissner–Nordstro¨m–de
Sitter spacetime for certain parameter values, see [5]), so the time propagation of the MOTS again
may depend on the higher eigenvalues of L. Furthermore, it has been suggested, via an analogy
with fluid dynamics, that higher eigenvalues are related to dynamical stability [10, 11].
In general, eigenvalues of such differential operators cannot be computed explicitly, except in highly
symmetric situations, such as [14]. In particular, the lack of self-adjointness means that many basic
tools of spectral theory, such as the Courant min-max principle, are not available. We mention in
passing the intriguing “analyticity conjecture” of [12], which proposes that the eigenvalues of L can
be obtained by analytic continuation from an associated self-adjoint operator.
In this paper we study the spectrum of the Kerr MOTS. The Kerr solution is characterized by its
ADM mass M and the angular momentum per unit mass a = J/M ∈ [−1, 1], where J is the ADM
angular momentum. We are interested in the eigenvalues of the stability operator, L(a), for small
values of a. We compute these perturbatively, recalling that when a = 0, the Kerr solution reduces
to the spherically symmetric Schwarzschild solution. In this case the stability operator simplifies
to
L(0) = − 1
4M2
∆S2 +
1
4M2
, (1)
where ∆S2 is the Laplace–Beltrami operator on the two-sphere, and so the eigenvalues are given by
λℓ =
ℓ(ℓ+ 1) + 1
4M2
(2)
for ℓ = 0, 1, 2, . . .. Each eigenvalue λℓ has multiplicity 2ℓ + 1, with an eigenbasis given by the
spherical harmonics Y mℓ (θ, φ) for −ℓ ≤ m ≤ ℓ.
Theorem 1.1. Fix ℓ ≥ 0. In a neighbourhood of a = 0 there exist analytic curves of eigenvalues
λmℓ (a), −ℓ ≤ m ≤ ℓ, with corresponding eigenfunctions ψmℓ (a), such that λmℓ (0) = λℓ, ψmℓ (0) = Y mℓ ,
and
(λmℓ )
′(0) =
3m
8M3
i. (3)
Therefore, λℓ splits completely into 2ℓ+1 distinct eigenvalues, consisting of one real eigenvalue and
ℓ complex conjugate pairs. The rate at which each conjugate pair moves away from the real axis
is proportional to the magnetic quantum number m, but does not depend on ℓ. In particular, the
m = 0 eigenvalue branch is constant to first order in a. The second derivative, however, does not
vanish.
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Theorem 1.2. The eigenvalue curve λ0ℓ (a) is real in a neighbourhood of a = 0, and satisfies
(λ0ℓ )
′(0) = 0, (λ0ℓ )
′′(0) =
3
16M4
(ℓ2 + ℓ− 1)(4ℓ2 + 4ℓ− 1)
(4ℓ2 + 4ℓ− 3) . (4)
The principal eigenvalue of L(0) is λp = λ0 = 1/(4M
2). Since the eigenvalues λmℓ (a) depend
continuously on a, it is guaranteed that λ00(a) will be the principal eigenvalue of L(a) for sufficiently
small a. We therefore obtain
λ′p(0) = 0, λ
′′
p(0) = −
1
16M4
, (5)
as a special case of Theorem 1.2. In particular, for small values of a we conclude that the principal
eigenvalue is a concave function, and hence has a local maximum at a = 0, whereas for every ℓ ≥ 1
the eigenvalue λ0ℓ(a) is convex, with a local minimum at a = 0.
Before proving the results, we make a few remarks, hinting at the proofs and some of the difficulties
encountered therein.
Remark 1.3. The analyticity of the eigenvalues and eigenfunctions in Theorem 1.1 is nontrivial,
since the unperturbed eigenvalue λℓ is degenerate and L(a) is not self-adjoint for a 6= 0. The key
to the proof is the fact that the degeneracy is completely broken at first order in a, i.e. the 2ℓ + 1
numbers appearing in (3) are distinct.
Remark 1.4. The first derivative of L(a) at a = 0 only contains a single term, proportional to
∂/∂φ. This greatly simplifies the computation of (3), and explains why λ0ℓ(a) is constant to first
order in a, as the corresponding eigenfunction ψ0ℓ (a) = Y
0
ℓ +O(a) does not depend on φ at zeroth
order in a.
Remark 1.5. To prove Theorem 1.2 we will show that λ0ℓ (a) is the ℓth eigenvalue of a singular
Sturm–Liouville problem, on a space of functions depending only on θ. For this reduced problem
λ0ℓ(a) is a simple eigenvalue. Moreover, the reduced stability operator depends only on a
2, so we
only need to differentiate once in a2 to obtain (4).
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2. The stability operator on cross sections of the Kerr event horizon
In this preliminary section we define MOTS and the corresponding stability operator, then recall
the Kerr black hole solution and its MOTS, culminating in the explicit formula (21) for the stability
operator L(a).
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2.1. The stability operator. Consider a four-dimensional spacetime (M, g) and a spacelike hy-
persurface Σ lying inM with unit timelike normal field n, induced metric γ and second fundamental
form K. The triple (Σ, γ,K) constitute an initial data set. Let S be a closed 2-surface embedded
in Σ with unit spacelike normal s (note s is tangent to Σ). In the case of interest, Σ will have an
asymptotically flat end and S divides Σ into an ‘outside’ and ‘inside’ with respect to this designated
end. Using these two normals, we construct unit null outward and inward pointing vector fields
l± = n± s.
Definition 2.1. The null expansion scalars of S, denoted θ±, are the divergence of outgoing
and ingoing light rays emerging orthogonally from S, and hence take the form θ± = divS l±.
Using our initial data set (Σ, γ,K), we can express the null expansions in the form (see, e.g. the
exposition [9])
θ± = trqK ±H (6)
where trqK is the trace of the extrinsic curvature tensor with respect to q, the induced metric on
S, and H is the mean curvature of S in Σ. Note that the null expansions of S can be expressed
in terms of initial data alone. The surface S is trapped if both θ+ < 0 and θ− < 0, outer trapped
if θ+ < 0, and marginally outer trapped (MOTS) if θ+ = 0. All quantities are understood to be
evaluated on S.
Let St denote the one-parameter family of surfaces created by deforming a MOTS S an amount tψ
in the outward normal direction, where ψ : S → R is a smooth function. That is,
St =
{
expx
(
tψ(x)sx
)
: x ∈ S} (7)
where exp is the exponential map for Σ and sx ∈ TxΣ is the outward unit normal to S at x.
The stability of S is studied by investigating the change of θ+ along these deformations of S. A
computation shows that
∂θ+
∂t
∣∣∣∣
t=0
= Lψ, (8)
where L is the differential operator [3]
Lψ = −∆qψ + 2q(X, ∂ψ) +
(
Rq
2
− T (n, l+)− 1
2
|χ+|2 + divX − q(X,X)
)
ψ. (9)
In the above, ∆q and Rq are respectively the Laplacian and scalar curvature of (S, q), T is the
spacetime stress-energy tensor, X is the vector field on S obtained by raising the index on the one-
form Xi = Kijs
j
∣∣
S
, and χ+ is the null second fundamental form tensor with components tangential
to S, obtained from decomposing the second fundamental form of Σ and given by
χ±ab = ∇al±b . (10)
2.2. The Kerr black hole. As is well known, the exterior Kerr spacetime (R>0 × R × S2, g)
is a vacuum solution of the Einstein equations. We are mainly concerned with the domain of
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outer communications (the R>0 factor corresponds to a ‘radial’ direction). In Boyer–Lindquist
coordinates (t, r, θ, φ) the metric is given by
g =− (∆− a
2 sin2 θ)
ρ2
dt2 − 2a sin2 θ (r
2 + a2 −∆)
ρ2
dtdφ
+
(
(r2 + a2)2 −∆a2 sin2 θ
ρ2
)
sin2 θdφ2 +
ρ2
∆
dr2 + ρ2dθ2,
(11)
where we defined the functions
ρ2 = r2 + a2 cos2 θ, ∆ = r2 − 2Mr + a2, (12)
withM ≥ 0 and |a| ≤M . The exterior region is covered by the coordinate ranges t ∈ R, r > r+ and
(θ, φ) are standard coordinates on S2. The spacetime contains a smooth event horizon at r = r+,
where r+ =M +
√
M2 − a2 is the largest positive root of ∆.
This event horizon is a Killing horizon with associated null generator
ξ = ∂t +ΩH∂φ, ΩH =
a
r2+ + a
2
. (13)
To obtain an explicit expression for the stability operator, it is useful to introduce a canonical
coordinate system adapted to the initial data. We can decompose the spacetime metric g using the
3 + 1 formulation, separating the temporal and spatial components as follows
ds2 = −α2dt2 + γij(dxi +N idt)(dxj +N jdt), (14)
where α, N i, and γij represent the lapse function, shift vector, and induced metric on Σ, respectively.
In particular, Σ corresponds to a surface t = 0 in this system. One easily reads off
α =
(
∆ρ2
(r2 + a2)2 −∆a2 sin2 θ
)1/2
, N = − 2Mar
(r2 + a2)2 −∆a2 sin2 θ∂φ. (15)
The extrinsic curvature tensor of Σ is related to the time rate of change of the metric using the
following expression:
Kij =
1
2α
(DiNj +DjNi − ∂tγij), (16)
where D denotes the covariant derivative with respect to the metric γij . The above chart is
degenerate at r = r+, as grr diverges. By defining a new radial coordinate rˆ implicitly by
r = G(rˆ) = rˆ +M +
M2 − a2
4rˆ
(17)
we find the induced metric on spatial hypersurfaces is given by
γ =
ρ2
rˆ2
(drˆ2 + rˆ2dθ2) +
(
(r2 + a2)2 −∆a2 sin2 θ
ρ2
)
sin2 θdφ2. (18)
The above form of the metric is manifestly regular at the event horizon, which corresponds to
rˆ = rˆ+ =
√
M2 − a2/2. The original ‘exterior’ region is described by rˆ > rˆ+ and the metric can
be extended to rˆ < rˆ+ to reveal a new asymptotically flat region as rˆ → 0+. Hence (Σ, γ,K)
constitutes a complete vacuum initial data set on R × S2 with two asymptotically flat ends. The
notion of ‘inward’ and ’outward’ expansions are understood to be with respect to the original
asymptotically flat end corresponding to rˆ →∞.
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It is easily checked, using appropriately normalized normals proportional to dt and dr, that the
two-sphere S defined by rˆ = rˆ+ is a MOTS, that is θ+ = 0. The induced metric on S is given by
q = ρ2+dθ
2 +
(r2+ + a
2)2 sin2 θ
ρ2+
dφ2 (19)
where ρ+ = ρ(r+, θ), and has scalar curvature
Rq =
2(r2+ + a
2)(4r2+ − 3ρ2+)
ρ3+
. (20)
A straightforward computation gives the stability operator:
L(a)ψ =− 1
sin θ
∂
∂θ
(
sin θ
ρ2+
∂ψ
∂θ
)
− ρ
2
+
(r2+ + a
2)2 sin2 θ
(
∂2ψ
∂φ2
+ 2Xφ
∂ψ
∂φ
)
+
(
1
4r2+
− a
2
(r2+ + a
2)2
+
3r2+(r
2
+ + a
2)
ρ6+
− 2a
2 + 3r2+
ρ4+
+
(r2+ − a2)(3r2+ + a2)
4r2+(r
2
+ + a
2)ρ2+
)
ψ,
(21)
where X = Xφdφ is given by
X =
Ma sin2 θ(3r4+ + a
2r2+(1 + cos
2 θ)− a4 cos2 θ)
ρ4+(r
2
+ + a
2)
dφ. (22)
When a = 0, (21) reduces simply to (1). Note that (21) depends on three parameters (M,a, r+)
satisfying ∆(r+) = 0. In the following, we will hold the mass M fixed, so that r+ = r+(a). Hence
when linearizing (21) about a = 0 the variation of r+(a) must be taken into account.
3. Degenerate perturbation theory: proof of Theorem 1.1
We now compute the first variation of the degenerate eigenvalue λℓ. To motivate the proof, if we
assume the eigenvalues of L(a) near λℓ can be arranged into analytic branches λ
m
ℓ (a), an easy
calculation (which is given below) shows that the derivatives (λmℓ )
′(0) are precisely the eigenvalues
of the Hellmann–Feynman matrix T defined in (23). To make this rigorous, we use a result from
perturbation theory which guarantees the existence of such analytic branches λmℓ (a) provided: 1)
L(a) is analytic; 2) λℓ is a semi-simple eigenvalue of L(0); and 3) the matrix T has distinct eigen-
values. The first condition follows easily from the definition of L(a), and the second is immediate
because L(0) is self-adjoint. The third condition will be verified below by an explicit computation
of the matrix T .
We view L(a) as an unbounded operator on the Hilbert space L2(S2), with domain H2(S2) inde-
pendent of a. Using (21), we see that for each function ψ ∈ H2(S2), the map a 7→ L(a)ψ ∈ L2(S2)
is analytic on the open disc {a : |a| < M}, and hence L(a) is an analytic family. (Using the
terminology of Kato, it is a holomorphic family of type (A); see [13] for definitions and discussion.)
In general, this is not enough to conclude that the eigenvalues and eigenfunctions depend analyt-
ically (or even differentiably) on a. For instance, the eigenvalues and eigenvectors of the analytic
matrix family M(a) = ( 0 1a 0 ) are continuous but not differentiable at a = 0. The problem here is
that the eigenvalue 0 of M(0) is not semi-simple, i.e. its algebraic and geometric multiplicities do
not coincide.
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Since L(0) is self-adjoint, all of its eigenvalues are semi-simple. It follows from [13, Theorem II-2.3]
that the eigenvalues of L(a) in a small neighbourhood of λℓ, of which there are 2ℓ+1 (counted with
multiplicity), can be represented by continuously differentiable functions of a, whose derivatives are
given by the eigenvalues of the operator PL′(0)P
∣∣
V
, where P denotes orthogonal projection onto
the eigenspace V := ker(L(0)− λℓ).
The self-adjointness of L(0) is still not enough to guarantee higher differentiability of the eigenvalues.
However, it turns out the eigenvalues of PL′(0)P
∣∣
V
are distinct (they are precisely the values
appearing in (3), as will be seen below), and this is enough to get analyticity of the eigenvalues
and eigenfunctions; see [4, §7.3.2] or [13, §II-2.3] for an in depth discussion.
The eigenspace V := ker(L(0) − λℓ) is spanned by spherical harmonics Y mℓ , −ℓ ≤ m ≤ ℓ. In this
basis we can represent the operator PL′(0)P
∣∣
V
by a matrix, which we denote T . It has components
Tmn =
〈
PL′(0)PY nℓ , Y
m
ℓ
〉
L2(S2)
=
∫
S2
(
L′(0)Y nℓ
)
Y mℓ . (23)
Before proving the theorem, we give a formal calculation to motivate the definition of the matrix T
in (23). Let λ(a) denote an eigenvalue curve, with corresponding eigenfunction ψ(a), and assume
that both are differentiable at a = 0. Differentiating the eigenvalue equation L(a)ψ(a) = λ(a)ψ(a)
and setting a = 0, we have
L′(0)ψ(0) + L(0)ψ′(0) = λ′(0)ψ(0) + λ(0)ψ′(0).
Multiplying by Y mℓ and integrating over S
2, we obtain∫
S2
Y mℓ
(
L′(0)ψ(0)
)
= λ′(0)
∫
S2
Y mℓ ψ(0), (24)
where we have used the fact that L(0) is self-adjoint. Finally, since ψ(0) is an eigenfunction for λℓ,
it can be written as a linear combination of spherical harmonics, ψ(0) =
∑ℓ
−ℓ anY
n
ℓ . Substituting
this into (24), we find that
ℓ∑
n=−ℓ
an
∫
S2
Y mℓ
(
L′(0)Y nℓ
)
︸ ︷︷ ︸
Tmn
= λ′(0)am.
That is, the number λ′(0) is an eigenvalue of the matrix T defined in (23), with eigenvector a =
(a−ℓ, . . . , aℓ).
We now give the proof of Theorem 1.1. It follows easily from (21) that
L′(0) =
3
8M3
∂
∂φ
.
Since ∂φY
m
ℓ (θ, φ) = imY
m
ℓ (θ, φ), we have
Tmn =
3
8M3
∫
S2
Y mℓ (inY
n
ℓ ) =
3ni
8M3
δmn,
so T is a diagonal matrix with distinct eigenvalues. It now follows from [4, Theorem 7.3.4 (p. 270)]
that there exist analytic eigenvalue curves λmℓ (a), −ℓ ≤ m ≤ ℓ, with
λmℓ (0) = λℓ, (λ
m
ℓ )
′(0) =
3mi
8M3
.
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Moreover, the eigenvector am = (am
−ℓ, . . . , a
m
ℓ ) of T corresponding to the eigenvalue
3mi
8M3
has entries
amn = δmn, so for each m we can find an analytic curve of eigenfunctions ψ
m
ℓ (a) for which
ψmℓ (0) =
ℓ∑
n=−ℓ
amn Y
n
ℓ = Y
m
ℓ .
This completes the proof of Theorem 1.1.
4. Symmetry reduction: proof of Theorem 1.2
We now calculate the second derivative of the eigenvalue λ0ℓ (a), which is constant to first order in
a. Using a symmetry argument, we can reduce this to finding the derivative of a simple eigenvalue
for a related Sturm–Liouville problem, with the reduced operator containing only even powers of
a. This is a considerable simplification, since the general formula for the second derivative of an
eigenvalue is rather involved even in the simple case (see [13, eq. II-(2.36)]).
Dropping the φ-dependent terms in L(a), we obtain the Sturm–Liouville operator
L˜(a)ψ =− 1
sin θ
∂
∂θ
(
sin θ
ρ2+
∂ψ
∂θ
)
+
(
1
4r2+
− a
2
(r2+ + a
2)2
+
3r2+(r
2
+ + a
2)
ρ6+
− 2a
2 + 3r2+
ρ4+
+
(r2+ − a2)(3r2+ + a2)
4r2+(r
2
+ + a
2)ρ2+
)
ψ.
(25)
This defines an unbounded, self-adjoint operator on the closed subspace L˜2(S2) ⊂ L2(S2) of func-
tions not depending on φ, with dense domain H2(S2) ∩ L˜2(S2). As above, it is easily seen that
L˜(a) is an analytic family of operators.
It follows immediately from the definition that every eigenfunction of L˜(a) is an eigenfunction of
L(a). Conversely, every φ-independent eigenfunction of L(a) is an eigenfunction of L˜(a). Therefore,
λℓ is a simple eigenvalue of L˜(0), corresponding to the eigenfunction Y
0
ℓ , which does not depend
on φ. It follows that there is an analytic curve of eigenfunctions λ˜ℓ(a) for L˜(a), with corresponding
eigenfunctions ψ˜ℓ(a) = Y
0
ℓ + O(a). Comparing to Theorem 1.1, we conclude that λ˜ℓ(a) = λ0ℓ(a),
and hence ψ˜ℓ(a) = ψ
0
ℓ (a).
This means we can obtain the derivative of λ0ℓ (a) by differentiating λ˜ℓ(a), which is simple. Moreover,
from (25) we see that L˜(a) only depends on a2, i.e. it contains no odd powers of a. This means
L˜′(0) = 0, and hence [13, eq. II-(2.36)] implies
(λ˜ℓ)
′′(0) =
〈
L˜′′(0)Y 0ℓ , Y
0
ℓ
〉
L2(S2)
, (26)
so it remains to compute the right-hand side. Our strategy is to write this in terms of integrals of
products of associated Legendre polynomials, which can be calculated explicitly using Wigner 3-j
symbols. Some relevant properties of the 3-j symbols are summarized in Appendix A.
We first recall that the spherical harmonics Y mℓ are given by
Y mℓ (θ, φ) = (−1)m
√
2ℓ+ 1
4π
(ℓ−m)!
(ℓ+m)!
Pmℓ (cos θ)e
imφ, (27)
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with Pmℓ the associated Legendre polynomials. For m = 0 these are just the Legendre polynomials
Pℓ, and we have the relation
∂
∂θ
Pℓ(cos θ) = P
1
ℓ (cos θ). (28)
We now decompose L˜(a) = A(a)+B(a) as in (25), whereA(a) is a second-order differential operator,
and B(a) is zeroth order. For the first term we integrate by parts to find〈
A(a)Y 0ℓ , Y
0
ℓ
〉
L2(S2)
= −
∫ 2π
0
∫ π
0
1
sin θ
∂
∂θ
(
sin θ
ρ2+
∂Y 0ℓ
∂θ
)
Y 0ℓ sin θ dθdφ
= 2π
∫ π
0
sin θ
ρ2+
∂Y 0ℓ
∂θ
∂Y 0ℓ
∂θ
dθ
=
2ℓ+ 1
2
∫ π
0
sin θ
ρ2+
P 1ℓ (cos θ)
2 dθ
and hence 〈
A′′(0)Y 0ℓ , Y
0
ℓ
〉
L2(S2)
=
2ℓ+ 1
16M4
∫ π
0
(2− cos2 θ)P 1ℓ (cos θ)2 sin θ dθ
=
2ℓ+ 1
48M4
∫ 1
−1
(
3 + P 22 (z)
)
P 1ℓ (z)
2 dz,
where we have made the substitution z = cos θ and used the fact that P 22 (z) = 3(1 − z2). Using
the orthogonality relation ∫ 1
−1
P 1ℓ (z)
2 dz =
2ℓ(ℓ+ 1)
2ℓ+ 1
and the identity ∫ 1
−1
P 22 (z)P
1
ℓ (z)
2 dz =
12ℓ2(ℓ+ 1)2
(2ℓ+ 3)(2ℓ + 1)(2ℓ− 1)
from the appendix, we find that〈
A′′(0)Y 0ℓ , Y
0
ℓ
〉
L2(S2)
=
3
8M4
ℓ(ℓ+ 1)(2ℓ2 + 2ℓ− 1)
(2ℓ+ 3)(2ℓ− 1) . (29)
Similarly, for the zeroth-order part we compute
B′′(0) =
3
32M4
(1− 5 cos2 θ)
and so 〈
B′′(0)Y 0ℓ , Y
0
ℓ
〉
L2(S2)
=
3π
16M4
∫ π
0
(1− 5 cos2 θ)
∣∣Y 0ℓ ∣∣2 sin θ dθ
= −2ℓ+ 1
32M4
∫ 1
−1
(
1 + 5P2(z)
)
Pℓ(z)
2 dz.
Using the orthogonality relation ∫ 1
−1
Pℓ(z)
2 dz =
2
2ℓ+ 1
and the identity ∫ 1
−1
P2(z)Pℓ(z)
2 dz =
2ℓ(ℓ+ 1)
(2ℓ+ 3)(2ℓ + 1)(2ℓ− 1)
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from the appendix, we find that
〈
B′′(0)Y 0ℓ , Y
0
ℓ
〉
L2(S2)
= − 3
16M4
3ℓ2 + 3ℓ− 1
(2ℓ+ 3)(2ℓ − 1) . (30)
Adding (29) and (30) and substituting into (26) completes the proof.
Appendix A. Wigner 3-j symbols
Here we review some properties of the Wigner 3-j symbols (as used above in the proof of Theorem
1.2), following the presentation of [15, Appendix C]. It is well known that the integral of three
Legendre polynomials can be written in terms of Wigner 3-j symbols as
∫ 1
−1
Pℓ1(z)Pℓ2(z)Pℓ3(z) dz = 2
(
ℓ1 ℓ2 ℓ3
0 0 0
)2
. (31)
In general the 3-j symbols are difficult to compute explicitly, but the following special case(
2 ℓ ℓ
0 0 0
)
= (−1)ℓ+1
√
ℓ(ℓ+ 1)
(2ℓ+ 3)(2ℓ+ 1)(2ℓ − 1) (32)
is easily obtained from [15, Eq. (C.23b)], so we have∫ 1
−1
P2(z)Pℓ(z)
2 dz =
2ℓ(ℓ+ 1)
(2ℓ+ 3)(2ℓ + 1)(2ℓ− 1) . (33)
More general (and complicated) formulas exist for integrals of associated Legendre polynomials.
For m3 = m1 +m2 we have∫ 1
−1
Pm1ℓ1 (z)P
m2
ℓ2
(z)Pm3ℓ3 (z) dz = 2(−1)m3
√
(ℓ1 +m1)!(ℓ2 +m2)!(ℓ3 +m3)!
(ℓ1 −m1)!(ℓ2 −m2)!(ℓ3 −m3)!
×
(
ℓ1 ℓ2 ℓ3
0 0 0
)(
ℓ1 ℓ2 ℓ3
m1 m2 −m3
)
,
(34)
see [8, eq. (30)]. Choosing m1 = m2 = m3 = 0, we get (31) as a special case. The other case we
need is ℓ1 = ℓ2 = ℓ, ℓ3 = 2, m1 = m2 = 1 and m3 = 2. Using(
ℓ ℓ 2
1 1 −2
)
= (−1)ℓ+1
√
3
2
√
ℓ(ℓ+ 1)
(2ℓ+ 3)(2ℓ + 1)(2ℓ − 1) (35)
together with (32), we find that∫ 1
−1
P 22 (z)P
1
ℓ (z)
2 dz =
12ℓ2(ℓ+ 1)2
(2ℓ+ 3)(2ℓ + 1)(2ℓ− 1) . (36)
EIGENVALUES OF THE MOTS STABILITY OPERATOR FOR SLOWLY ROTATING KERR BLACK HOLES 11
References
1. Lars Andersson, Marc Mars, Jan Metzger, and Walter Simon, The time evolution of marginally trapped surfaces,
Class. Quant. Grav. 26 (2009), 085018.
2. Lars Andersson, Marc Mars, and Walter Simon, Local existence of dynamical and trapping horizons, Phys. Rev.
Lett. 95 (2005), 111102.
3. , Stability of marginally outer trapped surfaces and existence of marginally outer trapped tubes, Adv. Theor.
Math. Phys. 12 (2008), no. 4, 853–888.
4. H. Baumga¨rtel, Analytic perturbation theory for matrices and operators, Operator Theory: Advances and Appli-
cations, vol. 15, Birkha¨user Verlag, Basel, 1985. MR 878974
5. Ivan Booth, Hari K. Kunduri, and Anna O’Grady, Unstable marginally outer trapped surfaces in static spherically
symmetric spacetimes, Phys. Rev. D 96 (2017), no. 2, 024059, 11. MR 3842285
6. Liam Bussey, Investigation of the stability of marginally outer trapped surfaces in Kerr spacetime, B.Sc. Honours
thesis, Memorial University, 2020.
7. Piotr T. Chrusciel, Joao Lopes Costa, and Markus Heusler, Stationary Black Holes: Uniqueness and Beyond,
Living Rev. Rel. 15 (2012), 7.
8. Shi-Hai Dong and R. Lemus, The overlap integral of three associated Legendre polynomials, Appl. Math. Lett. 15
(2002), no. 5, 541–546. MR 1889502
9. Gregory J. Galloway, Constraints on the topology of higher dimensional black holes, pp. 159–179, 2012.
10. Jose´ Luis Jaramillo, A Young-Laplace law for black hole horizons, Phys. Rev. D 89 (2014), no. 2, 021502.
11. Jose´ Luis Jaramillo, Black hole horizons and quantum charged particles, Classical Quantum Gravity 32 (2015),
no. 13, 132001, 9. MR 3354535
12. Jose´ Luis Jaramillo, A perspective on black hole horizons from the quantum charged particle, Journal of Physics:
Conference Series 600 (2015), 012037.
13. Tosio Kato, Perturbation theory for linear operators, second ed., Springer-Verlag, Berlin, 1976, Grundlehren der
Mathematischen Wissenschaften, Band 132. MR 0407617 (53 #11389)
14. Hari K. Kunduri, Spectrum of the MOTS stability operator for self-dual rotating black holes, Phys. Lett. B 797
(2019), 134903, 4. MR 4000735
15. Albert Messiah, Quantum mechanics. Vol. II, Translated from the French by J. Potter, North-Holland Publishing
Co., Amsterdam; Interscience Publishers, a division of John Wiley & Sons, Inc., New Ynrk, 1962. MR 0147125
16. Daniel Pook-Kolb, Ofek Birnholtz, Jose´ Luis Jaramillo, Badri Krishnan, and Erik Schnetter, Horizons in a binary
black hole merger II: Fluxes, multipole moments and stability, arXiv:2006.03940 (2020).
17. Daniel Pook-Kolb, Ofek Birnholtz, Badri Krishnan, and Erik Schnetter, Existence and stability of marginally
trapped surfaces in black-hole spacetimes, Phys. Rev. D 99 (2019), 064005.
Email address: liamb@mun.ca
Email address: gcox@mun.ca
Email address: hkkunduri@mun.ca
Department of Mathematics and Statistics, Memorial University of Newfoundland, St. John’s, NL,
Canada
