Abstract. It is shown that a solution of the time-independent Ginzburg-Landau equations of superconductivity is determined completely and exactly by its values at a nite but su ciently dense set of determining nodes in the domain. If the applied magnetic eld is time dependent and asymptotically stationary, the large-time asymptotic behavior of a solution of the time-dependent Ginzburg-Landau equations of superconductivity is determined similarly by its values at a nite set of determining nodes, whose positions may vary with time.
Introduction
In this article, we prove the existence of a set of determining nodes for the GinzburgLandau equations of superconductivity.
The concept of \determining nodes" was rst introduced in the context of the Navier-Stokes equations for viscous incompressible uids by Foias and Temam 8] .
In an e ort to identify a nite number of parameters controlling a turbulent ow, these authors showed that there exists a set of points (determining nodes) having the property that the values of the velocity vector at these points (nodal values) completely and exactly determine the large-time asymptotic behavior of the ow. The cardinality of the set of determining nodes (N) is unknown but can be estimated in terms of the physical parameters, at least in principle; Jones and Titi 15] give an estimate of N in terms of the Grashof number, G. It has been conjectured on the basis of the Takens imbedding theorem 20] that, for dissipative partial di erential equations like the two-dimensional Navier-Stokes equations, N is in fact independent of the physical parameters and determined entirely by the dimensionality of the spatial domain. This conjecture has been veri ed for the one-dimensional Ginzburg-Landau equation by Kukavica 18] (N = 2) and for the one-dimensional Kuramoto-Sivashinsky equation by Foias and Kukavica 7] (N = 4).
In this article, we explore the notion of determining nodes for the GinzburgLandau equations of superconductivity. These equations are more complicated than the Ginzburg-Landau or amplitude equation commonly considered in the mathematical community and studied, for example, in 18]. The Ginzburg-Landau equations of superconductiviy are two coupled partial di erential equations for the unknown (complex-valued) order parameter and (real vector-valued) vector potential; in timedependent problems there is a third unknown, the real scalar-valued electric potential, which is a diagnostic variable somewhat similar to a Lagrange multiplier.
We show that in the time-independent case a solution of the Ginzburg-Landau equations of superconductivity is determined completely and exactly by a nite number of nodal values, while in the time-dependent case the large-time asymptotic behavior of the solution is determined completely and exactly by the nodal values. In the latter case, we allow for a time-varying but asymptotically stationary applied magnetic eld; the determining nodes themselves may also vary with time.
The Ginzburg-Landau equations of superconductivity admit vortex solutions, which are characterized by singularities of the complex order parameter; see 3]. Vortex solutions are of particular interest in solid-state physics, as well as for techno-logical applications. It is tempting to speculate (but by no means certain) that the determining nodes are related to the vortices. If so, the dynamics of the GinzburgLandau equations of superconductivity are determined entirely by the dynamics of the vortices|a signi cant reduction of dimensionality. Important results in this direction were obtained recently by Jerrard 14] .
The remainder of this article consists of four sections. In Section 2 we give the classical formulation of the Ginzburg-Landau equations of superconductivity, in Section 3 the functional formulation in a Hilbert space. Section 4 contains some auxiliary estimates of the size of a function in terms of its values on a nite point set. In Section 5 we present our results on determining nodes.
Ginzburg-Landau Equations
In this section we present the classical formulation of the Ginzburg-Landau equations of superconductivity; see 10, 1, 4, 22] . We use the symbol to denote the region occupied by the superconducting material, assuming that is an open bounded subset of R n (n = 2; 3) with boundary @ of class C 1;1 .
Time-Independent Equations
The state of a superconductor is described by a complex-valued order parameter and a real vector-valued vector potential A. Identifying (2.10) r r A = J s + r H and r A = 0 in ; (2.11) n r + = 0; n A = 0; n (r A ? H) = 0 on @ : (2.12) Henceforth, we refer to the system of Eqs. (2.10){(2.12) as the \gauged GL equations." This system will be the starting point for the functional formulation in Section 3.2.
Time-Dependent Equations
A generalization of the GL equations to the time-dependent case was rst proposed by Schmid 19] and subsequenly validated by Gor'kov and Eliashberg 12] in the context of the microscopic Bardeen-Cooper-Schrie er (BCS) theory of superconductivity. Because of gauge invariance, the generalization is nontrivial. In addition to the order parameter and the vector potential, a third variable is needed to complete the description of the physical state of the system in a manner consistent with the gauge invariance. This is the electric or scalar potential , a real scalar-valued function of position and time. It is a diagnostic variable, as opposed to the prognostic variables and A. The evolution of and A is described by the equations (2.20) . This system will be the starting point for the functional formulation in Section 3.3.
The gauged TDGL equations generate a dynamical process 6] . If the applied magnetic eld is time independent, the dynamical process is a dynamical system 6, 21] . If the applied magnetic eld is asymptotically stationary, the dynamical process is asymptotically autonomous and approaches a dynamical system; in this case, the omega-limit set of the dynamical process coincides with the attractor of the dynamical These notions will be made more precise in Section 3.
Functional Formulation
In this section we rewrite the Ginzburg-Landau equations in functional form.
De nitions and Notation
We begin with a summary of our notational conventions. Throughout the following analysis, R n (n = 2 or n = 3), is bounded, and @ is of class C 1;1 . The function : @ ! R is Lipschitz continuous, with (x) 0 for all x 2 @ . The symbol C denotes a generic positive constant, not necessarily the same at di erent occurrences; in general, these constants depend on the parameters of the problem ( , , , , and H), but we do not indicate this dependence explicitly. 
Time-Independent Case
The functional formulation of the gauged GL equations requires the homogenization of the boundary conditions (2.12). The vector A H is a weak solution of the boundary-value problem ?r r A H + r H = 0 and r A H = 0 in ; (3.3) n A H = 0 and n (r A H ? H) = 0 on @ :
The mapping H (3.6) r r A 0 = 1 2i ( r ? r )?j j 2 (A 0 +A H ) and r A 0 = 0 in ; (3.7) n r + = 0; n A 0 = 0; n r A 0 = 0 on @ : The equation Au = f, with f = ('; F) a given element of L 2 , is equivalent with two separated boundary-value problems for and A 0 , ?
= ' in ; n r + = 0 on @ ; (3.13) r r A 0 = F and r A 0 = 0 in ; (3.14) n A 0 = 0 and n (r A 0 ) = 0 on @ :
(3.15) Boundary-value problems of this type have been studied by Georgescu (3.17) n r + = 0; n A 0 = 0; n r A 0 = 0 on @ (0; 1): (3.18) In addition, we have the initial conditions = 0 and A 0 = A 0 ? A H (0) on f0g: (3.19) The abstract analog of the system of Eqs. 
Auxiliary Estimates
In this section we present some auxiliary estimates of the size of a function in terms of its values on a nite point set in the domain.
Let N be a xed integer, and let E be a nite point set in , E = fx j 2 : j = 1; : : : ; Ng :
The distance from a point x 2 to E is dist(x; E) = minfjx ? x j j : j = 1; : : : ; Ng:
The mapping x 7 ! dist(x; E) de nes a continuous function in , whose supremum, d d (E) = supfdist(x; E) : x 2 g; where juj E; = supfmaxfju(x j (t); t)j : x j (t) 2 E(t)g : t g and d = supfdist(x; E(t)) : (x; t) 2 ; 1)g:
Results
In this section we present our results. We show how and in what sense a solution of the Ginzburg-Landau equations is, at least in principle, determined completely and exactly by its values on a nite point set. The quali er \in principle" refers to the fact that must be covered su ciently well by the point set, but we do not have an estimate of the cardinality of the point set in terms of the parameters of the problem. 
Time-Independent Case
The remaining terms in Eq. (5.4) depend quadratically on 1 , A 1 , 2 , and A 2 . We estimate each of them separately. For example, using the triangle inequality, H older's inequality, and the continuous imbedding of H 1+ ( ) in L 6 ( ), we have
for some positive constant C that depends on R. But We estimate the quantity in the right member, for each t > 0, as follows. We start with the trivial estimates j(Bu;Au) L 2 j kBuk L 2 kAuk L 2 CkBuk L 2 kuk H 2 : We claim that the operator norm of B : H 1 ! L 2 is bounded.
The proof of the claim proceeds along the same lines as the corresponding proof in the time-independent case. The expression (5.11) has the same structure as the corresponding expression (5.4); the one additional term is estimated like all the others, for any " > 0. Fixing " in the interval (0; 1), we absorb the term "kuk 2 H 2 in the left member of Eq. (5.12) and let = 2(1 ? "). The inequality (5.9) follows.
The following theorem shows that, in the limit of large time, the asymptotic behavior of a solution of the gauged TDGL equations is determined completely and exactly by its asymptotic behavior on a su ciently dense, possibly varying, nite point set. Given any small positive ", we x (") such that Cjuj 2 E; < ". Such a choice is certainly possible, because lim t!1 u(x j (t); t) = 0 for j = 1; : : : ; N. Having thus xed , we nd that ku(t)k 2 H 1 satis es the di erential inequality d dt ku(t)k 2 H 1 + ku(t)k 2 H 1 < "; t > : Then Gronwall's lemma yields the estimate ku(t)k 2 H 1 < ("= ) + e ? (t? ) ku( )k 2 H 1 ; t > : Since " is arbitrarily small, we conclude that lim t!1 u(t) = 0 in the topology of H 1 .
Convergence in the uniform topology on follows from the fact that the orbit of any initial value in D(A (1+ )=2 ) has compact closure in H 1+ and H 1+ is compactly imbedded in the space of continuous functions C( ) if > 1 2 .
Asymptotically Autonomous Case
If the applied magnetic eld is constant or asymptotically stationary in time, we can be more speci c about the long-time asymptotic behavior of the solution of the gauged TDGL equations. Since a constant eld is a special case of an asymptotically stationary eld, we discuss only the latter. Instead of (5. 
