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1. Introduction
In this paper, we are concerned with the existence of anti-periodic solutions for the following semilinear evolution
equations
u′(t) = Au(t)+ f (t,u(t)), t ∈ R, (1.1)
u(t + T ) = −u(t), (1.2)
where A is a closed operator on a Banach space X , f : R × X → X is a given X-valued function.
Anti-periodic problem was motivated by physical problems. For example, the mathematical modeling of a variety of
physical processes gives rise to anti-periodic solutions (see e.g. [4,5,12]). For this reason, existence of anti-periodic solutions
to nonlinear evolution equation in Hilbert spaces has been extensively investigated by many authors in the last decades
(see [1–3,6,7,11,14–16] and the references therein). Recently, Z.H. Liu [13] considered anti-periodic problem of nonlinear
evolution equation in a real reﬂexive Banach space and obtained some existence results by applying the theory of pseu-
domonotone perturbations of maximal monotone mappings. Y. Wang [18] employed the theory of evolution operators to
study the following semilinear nonautonomous evolution equation
u′(t) = A(t)u(t)+ f (t,u(t)), t ∈ R
in a Banach space. Under some assumptions on dissipation, the author proved a Yoshizawa type theorem.
In the present paper, we will discuss the existence of anti-periodic solutions for (1.1)–(1.2) in the framework of semigroup
theory. We point out that the methods used in this work can also be applied to deal with the existence of periodic mild
solutions for Eq. (1.1). Thus we focuses on anti-periodic solutions.
One of the main topological approaches to periodic and anti-periodic problems is to formulate them as ﬁxed point
problems for a proper solution operator in a suitable space of functions deﬁned on the interval [0, T ] or on the whole
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a bounded subset into itself. Indeed, we will deﬁne a solution operator, say, Λ on the Banach space of all anti-periodic
functions from R to X . One of our main assumptions is that the operator A generates a hyperbolic semigroup on X . Under
this condition, for any anti-periodic function u, Λu does not depend on the initial value u(0). As we will see, this fact is
very helpful for estimating the bound of Λu.
We ﬁrst consider the case that f is Lipschitz continuous with respect to the second variable. By applying the Banach
contraction mapping principle we obtain the existence and uniqueness of anti-periodic solution. When the function f does
not necessarily satisfy Lipschitz condition in the second argument, we will apply Schauder’s ﬁxed point theorem to obtain
the existence of anti-periodic solutions. We assume that the semigroup S(t)t0 generated by A is compact. Since the
functions are deﬁned on the whole line and the inverse of the restricted semigroups (Su(t))t0 on the unstable subspace
does not necessarily be compact, more technical problems have to be overcome in our proof for the compactness of the
solution operator Λ. In the second part of Section 3 we show that Λ maps a closed convex bounded subset, say, Yr of
the anti-periodic function space into itself and ΛYr is equicontinuous. Subsequently, we construct a relatively compact set
of functions to approximate a subset of ΛYr . By Schauder’s ﬁxed point theorem we deduce the existence of anti-periodic
solutions. We note that in some literature Schauder’s ﬁxed point theorem was employed to obtain periodic type mild
solutions for semilinear evolution equations. However, their proofs for the compactness of the solution operator rely heavily
on some restrictive conditions. For example, in [9] the function f is assumed to satisﬁed some compactness condition (see
H3 in [9]) which is not required in our result. See also [8] and others where the Banach contraction mapping principle is
applied to periodic type problems.
The rest of this paper is organized as follows. In Section 2 we recall some concepts and prove a preliminary result.
The section that follows contains the main results of this paper with two existence theorems. In the last section we give an
example to illustrate our results.
2. Preliminaries
We begin this section by giving some notations. Let (X,‖ · ‖) be a complex Banach space. By L(X) we denote the
Banach space of all bounded linear operators on X . For any closed linear operator A on X , by σ(A) and ρ(A) we denote
the spectrum and resolvent set, respectively, of A. BC(R, X) will stand for the Banach space of all bounded, continuous
functions from R to X with the uniform norm
‖u‖∞ = sup
{∥∥u(t)∥∥: t ∈ R}.
Given a constant T , by L([0, T ], X) we denote the Banach space of all X-valued Bochner integrable functions deﬁned on
[0, T ] with the norm
‖g‖1 =
T∫
0
∥∥g(t)∥∥dt.
A function u ∈ BC(R, X) is called T -anti-periodic provided that
u(t + T ) = −u(t), ∀t ∈ R.
Denote by PTA(R, X) the set of all T -anti-periodic functions, then PTA(R, X) is invariant under the action of translations.
Equipped with the uniform norm, PTA(R, X) becomes a closed subspace of BC(R, X).
In the sequel, we suppose that the operator A generates a C0-semigroup S = (S(t))t0 on X .
Deﬁnition 2.1. By a mild solution of Eq. (1.1) we understand a function u ∈ BC(R, X) such that for all t > s,
u(t) = S(t − s)u(s) +
t∫
s
S(t − ξ) f (ξ,u(ξ))dξ.
Recall that the semigroup S is said to be hyperbolic if X can be written as a direct sum X = Xs ⊕ Xu of two S-invariant,
closed subspaces Xs, Xu such that the restricted semigroups (Ss(t))t0 on Xs and (Su(t))t0 on Xu satisfy the following
conditions.
(i) The semigroup (Ss(t))t0 is uniformly exponentially stable on Xs .
(ii) The operators Su(t) are invertible on Xu , and the semigroup (Su(t)−1)t0 is uniformly exponentially stable on Xu .
It follows that there exists a projection P ∈ L(X) commutes with (S(t))t0 such that Xs = Rg P , Xu = ker P . Moreover,
there exist constants M, δ > 0 such that
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where Q := I − P and Su(t) := Su(−t)−1 for t < 0.
We recall that S is hyperbolic if and only if σ(S(t)) ∩ Γ = ∅ for one/all t > 0, where Γ = {z ∈ C: |z| = 1}. For more
information on spectral characterization of hyperbolicity, we refer to the monograph of K.J. Engel and R. Nagel [10].
Now we give a lemma.
Lemma 2.1. Assume that the semigroup S is hyperbolic. Given a function g : R → X satisfying the following conditions:
(i) for every t ∈ R, g(t + T ) = −g(t);
(ii) the restriction of g to the interval [0, T ] is in L([0, T ], X),
we set
[Φg](t) :=
t∫
−∞
S(t − s)P g(s)ds −
+∞∫
t
S(t − s)Q g(s)ds, t ∈ R.
Then Φg ∈ PTA(R, X).
Proof. By conditions (i), (ii) and (2.1) we have
∥∥∥∥∥
t∫
−∞
S(t − s)P g(s)ds
∥∥∥∥∥ M
t∫
−∞
e−δ(t−s)
∥∥g(s)∥∥ds
 M
1− e−δT
t∫
t−T
∥∥g(s)∥∥ds
= M
1− e−δT
T∫
0
∥∥g(s)∥∥ds.
Similarly, one has the following estimate
∥∥∥∥∥
+∞∫
t
S(t − s)Q g(s)ds
∥∥∥∥∥ M1− e−δT
T∫
0
∥∥g(s)∥∥ds.
Thus, Φ is well deﬁned and Φg is bounded.
On the other hand, for any t,h ∈ R,
∥∥[Φg](t + h)− [Φg](t)∥∥
∥∥∥∥∥
t+h∫
−∞
S(t + h − s)P g(s)ds −
t∫
−∞
S(t − s)P g(s)ds
∥∥∥∥∥
+
∥∥∥∥∥
+∞∫
t+h
S(t + h − s)Q g(s)ds −
+∞∫
t
S(t − s)Q g(s)ds
∥∥∥∥∥
=
∥∥∥∥∥
t∫
−∞
S(t − s)P(g(s + h)− g(s))ds
∥∥∥∥∥+
∥∥∥∥∥
+∞∫
t
S(t − s)Q (g(s + h)− g(s))ds
∥∥∥∥∥
 2M
1− e−δT
T∫
0
∥∥g(s + h)− g(s)∥∥ds,
which yields that Φg is continuous.
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[Φg](t + T ) =
t+T∫
−∞
S(t + T − s)P g(s)ds −
+∞∫
t+T
S(t + T − s)Q g(s)ds
=
t∫
−∞
S(t − τ )P g(τ + T )dτ −
+∞∫
t
S(t − τ )Q g(τ + T )dτ
= −
t∫
−∞
S(t − τ )P g(τ )dτ +
+∞∫
t
S(t − τ )Q g(τ )dτ
= −[Φg](t).
Therefore, Φg is T -anti-periodic. 
3. Main results
We ﬁrst consider the case the function f is Lipschitz continuous with respect to the second variable. Let us introduce
the following hypotheses.
(H1) The semigroup S = (S(t))t0 is hyperbolic with (2.1) and (2.2) hold true.
(H2) The function f : R × X → X satisﬁes the following conditions.
(i) For all t ∈ R, x ∈ X , f (t + T ,−x) = − f (t, x).
(ii) For each x ∈ X , f (·, x) is measurable. Moreover, there exist a function α ∈ L([0, T ],R+) and a nondecreasing
function Ω : R+ → R+ such that∥∥ f (t, x)∥∥ α(t)Ω(‖x‖), a.e. t ∈ [0, T ], ∀x ∈ X .
(iii) There exists a constant L > 0 such that∥∥ f (t, x)− f (t, y)∥∥ L‖x− y‖, ∀x, y ∈ X, a.e. t ∈ [0, T ].
(H3) 2LM < δ.
We are now ready to state and prove our ﬁrst theorem.
Theorem 3.1. Suppose that the hypotheses (H1)–(H3) are satisﬁed. Then (1.1)–(1.2) admits a unique T -anti-periodic mild solution.
Proof. The proof is divided into the following two steps.
Step 1. We deﬁne a mapping Λ on PTA(R, X) by
[Λu](t) =
t∫
−∞
S(t − s)P f (s,u(s))ds −
∞∫
t
S(t − s)Q f (s,u(s))ds, t ∈ R.
It follows from (H2) that for any u ∈ PTA(R, X), the function g(·) := f (·,u(·)) satisﬁes the conditions in Lemma 2.1. Thus
the mapping Λ is well deﬁned and maps PTA(R, X) into itself.
We now prove that u ∈ PTA(R, X) is a mild solution of (1.1)–(1.2) if and only if u is a ﬁxed point of Λ. It is easy to show
that if u = Λu, then u is a mild solution of (1.1)–(1.2). Let u ∈ PTA(R, X) be a mild solution of (1.1)–(1.2). Then for all t > s,
Pu(t) = S(t − s)Pu(s) +
t∫
s
S(t − ξ)P f (ξ,u(ξ))dξ, (3.1)
Q u(t) = S(t − s)Q u(s) +
t∫
s
S(t − ξ)Q f (ξ,u(ξ))dξ. (3.2)
Noticing the estimates (2.1) and (2.2), letting s → −∞ in (3.1) and s → +∞ in (3.2) one obtains that
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t∫
−∞
S(t − ξ)P f (ξ,u(ξ))dξ,
Q u(t) = −
∞∫
t
S(t − ξ)Q f (ξ,u(ξ))dξ.
Hence, u(t) = [Λu](t) (∀t ∈ R), i.e., u is a ﬁxed point of Λ.
Step 2. Next we show that Λ has a unique ﬁxed point in PTA(R, X). For two given functions u, v ∈ PTA(R, X), we have
∥∥[Λu](t)− [Λv](t)∥∥
∥∥∥∥∥
t∫
−∞
S(t − s)P[ f (s,u(s))− f (s, v(s))]ds
∥∥∥∥∥+
∥∥∥∥∥
∞∫
t
S(t − s)Q [ f (s,u(s))− f (s, v(s))]ds
∥∥∥∥∥.
This, together with (2.1), (2.2) and (H2)(iii), yields that
∥∥[Λu](t)− [Λv](t)∥∥ ML‖u − v‖∞
( t∫
−∞
e−δ(t−s) ds +
∞∫
t
eδ(t−s) ds
)
= 2ML
δ
‖u − v‖∞.
Noticing the condition (H3) we deduce that Λ is a strict contraction, so it follows from the Banach contraction map-
ping principle that Λ admits a unique ﬁxed point u ∈ PTA(R, X), which is the unique T -anti-periodic mild solution of
Eqs. (1.1)–(1.2). 
Next, we would like to consider the case that the function f is not necessary Lipschitz continuous with respect to the
second variable. For any positive number r, set
B¯r :=
{
x ∈ X: ‖x‖ r},
Yr :=
{
φ ∈ PTA(R, X): ‖φ‖∞  r
}
.
We make the following assumptions.
(H2′) The function f : R × X → X satisﬁes the following conditions.
(i) For all t ∈ R, x ∈ B¯r , f (t + T ,−x) = − f (t, x).
(ii) f is a Carathéodory map, i.e., for every x ∈ X , f (·, x) is measurable and for any t ∈ R, f (t, ·) is continuous.
Moreover, there exists a function α ∈ L([0, T ],R+) such that∥∥ f (t, x)∥∥ α(t), a.e. t ∈ [0, T ], ∀x ∈ B¯r .
(H3′)
2M
1− e−δT
T∫
0
α(t)dt  r.
(H4) S = (S(t))t0 is a compact C0-semigroup, i.e., for any t > 0, the operator S(t) is compact.
It follows from (H4) and [17, Theorem 2.3.2] that S is continuous in the uniform operator topology for all t > 0, i.e.,
lim
η→0
∥∥S(t + η)− S(t)∥∥= 0, ∀t > 0. (3.3)
Now we are in position to prove our second theorem.
Theorem 3.2. Suppose that there exists a constant r > 0 such that the hypotheses (H1), (H2′), (H3′) and (H4) are satisﬁed. Then
(1.1)–(1.2) has at least one mild solution in Yr .
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Step 2. We show that Λ maps Yr into itself. For any u ∈ Yr ,
∥∥[Λu](t)∥∥
t∫
−∞
∥∥S(t − s)P f (s,u(s))∥∥ds +
∞∫
t
∥∥S(t − s)Q f (s,u(s))∥∥ds
 M
t∫
−∞
e−δ(t−s)
∥∥ f (s,u(s))∥∥ds + M
∞∫
t
eδ(t−s)
∥∥ f (s,u(s))∥∥ds
 M
1− e−δT
( t∫
t−T
∥∥ f (s,u(s))∥∥ds +
t+T∫
t
∥∥ f (s,u(s))∥∥ds
)
= 2M
1− e−δT
T∫
0
∥∥ f (s,u(s))∥∥ds
= 2M
1− e−δT
T∫
0
α(s)ds.
By (H3′) we have Λu ∈ Yr .
Step 3. Next, we show that Λ is continuous in Yr . Letting u, v ∈ Yr , one has
∥∥[Λu](t)− [Λv](t)∥∥
∥∥∥∥∥
t∫
−∞
S(t − s)P[ f (s,u(s))− f (s, v(s))]ds
∥∥∥∥∥+
∥∥∥∥∥
∞∫
t
S(t − s)Q [ f (s,u(s))− f (s, v(s))]ds
∥∥∥∥∥
 M
t∫
−∞
e−δ(t−s)
∥∥ f (s,u(s))− f (s, v(s))∥∥ds + M
∞∫
t
eδ(t−s)
∥∥ f (s,u(s))− f (s, v(s))∥∥ds
 2M
1− e−δT
T∫
0
∥∥ f (s,u(s))− f (s, v(s))∥∥ds.
Noticing the condition (H2′)(ii), we deduce that Λ is continuous.
Step 4. Now we prove that ΛYr is compact. Let {uk: k 1} ⊂ Yr . We need to show that {Λuk: k  1} is relatively compact
in BC(R, X). To this end, we ﬁrst prove that {Λuk: k 1} is equicontinuous. Set
φk(t) :=
t∫
−∞
S(t − s)P f (s,uk(s))ds, t ∈ R,
ψk(t) :=
∞∫
t
S(t − s)Q f (s,uk(s))ds, t ∈ R.
Then φk,ψk ∈ BC(R, X) and Λuk = φk −ψk . For any t ∈ R, h, η ∈ (0,1),
φk(t + h)− φk(t) =
t+h∫
−∞
S(t + h − s)P f (s,uk(s))ds −
t∫
−∞
S(t − s)P f (s,uk(s))ds
=
t+h∫
S(t + h − s)P f (s,uk(s))ds +
t∫ (
S(t + h − s) − S(t − s))P f (s,uk(s))ds
t t−η
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t−η∫
t−N
(
S(t + h − s) − S(t − s))P f (s,uk(s))ds +
t−N∫
−∞
(
S(t + h − s) − S(t − s))P f (s,uk(s))ds
≡ I1 + I2 + I3 + I4.
Denote by α(t) again the R-extension of the function α(t) obtained by deﬁning α(t + T ) = α(t) for t ∈ R. Then for each k,
by (H2′) one has∥∥ f (t,uk(t))∥∥ α(t), t ∈ R. (3.4)
For any  > 0, by some direct estimation, we can ﬁnd some constant θ ∈ (0,1), independent of k and t , such that
‖I1‖,‖I2‖ <  , provided that h, η < θ . On the other hand, as to I4, we have
‖I4‖
t−N∫
−∞
∥∥(S(t + h − s) − S(t − s))P f (s,uk(s))∥∥ds
 M
t−N∫
−∞
(
e−δ(t+h−s) + e−δ(t−s))α(s)ds
 2Me
−δN
1− e−δT
T∫
0
α(s)ds.
Therefore, for suﬃciently large N , independent of k and t , we have ‖I4‖ <  . Now we ﬁx η and N with N − η = nT for
some natural number n, such that ‖I2‖,‖I4‖ <  . Then
‖I3‖
t−η∫
t−N
∥∥(S(t + h − s) − S(t − s))P f (s,uk(s))∥∥ds

t−η∫
t−N
∥∥(S(t + h − s) − S(t − s))P∥∥α(s)ds
=
t−η∫
t−N
∥∥(S(η + h)− S(η))S(t − η − s)P∥∥α(s)ds
 M
t−η∫
t−N
∥∥S(η + h)− S(η)∥∥e−δ(t−η−s)α(s)ds
 Mn
∥∥S(η + h)− S(η)∥∥
T∫
0
α(s)ds.
Noticing (3.3), we deduce that there exists a constant θ1 ∈ (0, θ), independent of k and t , such that ‖I3‖ <  , provided that
h < θ1. Therefore, for every k,∥∥φk(t + h)− φk(t)∥∥< 4, ∀t ∈ R, h ∈ (0, θ1).
This shows that {φk: k 1} is equicontinuous.
Consider the set {ψk: k 1}. Let t ∈ R, h ∈ (0,1)
ψk(t − h)−ψk(t) =
∞∫
t−h
S(t − h − s)Q f (s,uk(s))ds −
∞∫
t
S(t − s)Q f (s,uk(s))ds
=
t∫
S(t − h − s)Q f (s,uk(s))ds +
t+N∫ (
S(t − h − s) − S(t − s))Q f (s,uk(s))dst−h t
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∞∫
t+N
(
S(t − h − s) − S(t − s))Q f (s,uk(s))ds
≡ J1 + J2 + J3.
Similarly, for any  > 0, there is a constant λ ∈ (0,1), independent of k and t , such that ‖ J1‖ <  for all h < λ. Now we
estimate J3
‖ J3‖
∞∫
t+N
∥∥(S(t − h − s) − S(t − s))Q f (s,uk(s))∥∥ds
 M
∞∫
t+N
(
eδ(t−h−s) + eδ(t−s))α(s)ds
 2Me
−δN
1− e−δT
T∫
0
α(s)ds.
One obtains that for suﬃciently large N , independent of k and t , ‖ J3‖ <  . Now let us ﬁx N with N = nT for some natural
number n, such that ‖ J3‖ <  . Then
‖ J2‖
t+N∫
t
∥∥(S(t − h − s) − S(t − s))Q f (s,uk(s))∥∥ds
=
t+N∫
t
∥∥(S(1− h)− S(1))S(t − s − 1)Q f (s,uk(s))∥∥ds

∥∥(S(1− h)− S(1))∥∥
t+N∫
t
∥∥S(t − s − 1)Q ∥∥∥∥ f (s,uk(s))∥∥ds
 M
∥∥(S(1− h)− S(1))∥∥
t+N∫
t
eδ(t−s−1)α(s)ds
 Mn
∥∥S(1− h)− S(1)∥∥
T∫
0
α(s)ds.
Thanks to (3.3), we can ﬁnd a constant λ1 ∈ (0, λ), independent of k and t , such that ‖ J2‖ <  for all h < λ1. Therefore, for
every k,∥∥ψk(t − h)−ψk(t)∥∥< 3, ∀t ∈ R, h ∈ (0, λ1).
This shows that {ψk: k 1} is equicontinuous and so is {Λuk: k 1}.
In the following we prove that the family of functions {Λuk: k  1} has a Cauchy subsequence in BC(R, X). In fact, for
each k 1, one has
[Λuk](t) =
t− 1n∫
−∞
S(t − s)P f (s,uk(s))ds −
∞∫
t− 1n
S(t − s)Q f (s,uk(s))ds
+
t∫
t− 1n
S(t − s)P f (s,uk(s))ds −
t− 1n∫
t
S(t − s)Q f (s,uk(s))ds
= S
(
1
n
)
[Λuk]
(
t − 1
n
)
+
t∫
t− 1
S(t − s) f (s,uk(s))ds. (3.5)
n
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∥∥∥∥∥
t∫
t− 1n
S(t − s) f (s,uk(s))ds
∥∥∥∥∥ C
t∫
t− 1n
α(s)ds, ∀t ∈ R, k 1.
Set
ρn = sup
{
C
t∫
t− 1n
α(s)ds: t ∈ R
}
.
Since α is a T -periodic function and α ∈ L([0, T ],R+), we have ρn < ∞ and
ρn → 0, as n → ∞. (3.6)
Consider the family of functions {S(1)[Λuk](·−1): k 1}. Clearly, it is a subset of PTA(R, X). Denote by S(1)[Λuk](·−1)
again the restriction of S(1)[Λuk](· − 1) to the interval [0, T ]. As is shown above, {Λuk: k 1} is equicontinuous, and so is
{S(1)[Λuk](· − 1): k 1}. On the other hand, in Step 2 we proved that {Λuk: k 1} ⊂ Yr . This implies that∥∥[Λuk](t − 1)∥∥ r, t ∈ [0, T ], k 1.
Since S(1) is a compact operator, for any t ∈ [0, T ], the set {S(1)[Λuk](t − 1): k 1} is relatively compact in X . Now it fol-
lows from Arzela–Ascoli’s Theorem that {S(1)[Λuk](·−1): k 1} is relatively compact. Therefore, there exists a subsequence
of {Λuk: k 1} denoted by {Λu1k : k 1} such that {S(1)[Λu1k ](· − 1): k 1} is a Cauchy sequence in BC(R, X).
Similarly, we can select a subsequence of {Λu1k : k  1} denoted by {Λu2k : k  1} such that {S( 12 )[Λu2k ](· − 12 ): k  1}
is a Cauchy sequence in BC(R, X). Repeating the above approach and using a diagonal argument, we get a subsequence of
{Λuk: k  1}, say, {Λukk: k  1}, such that for every n, {S( 1n )[Λukk](· − 1n ): k  1} is a Cauchy sequence in BC(R, X). This,
together with (3.5) and (3.6), implies that {Λukk: k  1} is a Cauchy sequence in BC(R, X), i.e., {Λuk: k  1} is relatively
compact in BC(R, X).
Now by Schauder’s ﬁxed point theorem we immediately deduce that the mapping Λ has a ﬁxed point, i.e., (1.1)–(1.2)
have a mild solution. 
Remark 3.1. Similarly, one can show that Eq. (1.1) has at least one T -periodic mild solution provided that the assump-
tion (H2′)(i) in Theorem 3.2 is replaced by the following condition.
(i′) For all t ∈ R, x ∈ B¯r , f (t + T , x) = f (t, x).
As an immediate consequence of Theorem 3.2, we have
Corollary 3.1. Assume that the hypotheses (H1) and (H4) hold true. Suppose that the function f satisﬁes the Carathéodory condition
and
f (t + T ,−x) = − f (t, x), ∀t ∈ R, x ∈ X .
Moreover, there exist a function α ∈ L([0, T ],R+) and a nondecreasing function Γ : R+ → R+ such that∥∥ f (t, x)∥∥ α(t)Γ (‖x‖), a.e. t ∈ [0, T ], ∀x ∈ X,
Ω = lim
r→∞
Γ (r)
r
<
1− e−δT
2M
∫ T
0 α(t)dt
.
Then (1.1)–(1.2) have at least one mild solution in PTA(R, X).
4. Applications
In this section we give an example to illustrate Theorem 3.2. Consider the partial differential equation
∂
∂t
u(t, x) = ∂
2
∂x2
u(t, x)+ pu(t, x)+ f (t,u(t, x)),
u(t,0) = u(t,π) = 0, (4.1)
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by
Aψ := ψ ′′ + pψ, ψ ∈ D(A),
where D(A) := {ψ ∈ L2[0,π ]: ψ ′′ ∈ L2[0,π ], ψ(0) = ψ(π)} ⊂ L2[0,π ]. It is known that A generates a compact C0-
semigroup S = (S(t))t0 on X . Let p = n2 for each n ∈ N. It is easy to check that σ(S(t)) ∩ Γ = ∅ for all t > 0. This
yields that S is hyperbolic.
Suppose that the function f satisﬁes the Carathéodory condition and
f (t + T ,−u) = − f (t,u), ∀t,u ∈ R.
Moreover, we assume that there exist a function α ∈ L([0, T ],R+) and a nondecreasing function γ : R+ → R+ such that
∣∣ f (t,u)∣∣ α(t)γ (|u|), a.e. t ∈ [0, T ], ∀u ∈ R, (4.2)
ω = lim
r→∞
γ (r)
r
= 0. (4.3)
Then for any u(·) ∈ L2([0,π ]), by (4.3) we have γ (|u(·)|) ∈ L2([0,π ]). This, together with (4.2), implies that f (t,u(·)) ∈
L2([0,π ]). Now we deﬁne a nondecreasing function Γ : R+ → R+ by
Γ (r) = sup{∥∥γ (∣∣u(·)∣∣)∥∥L2([0,π ]): u(·) ∈ L2([0,π ]), ∥∥u(·)∥∥L2([0,π ]) = r}.
By (4.3) one can deduce that for any δ > 0, there exists M > 0 such that
γ (r) < δr, ∀r > M. (4.4)
On the other hand, noticing that γ is nondecreasing, one has
γ (r) γ (M), ∀0 r  M. (4.5)
By (4.4) and (4.5) we have the following estimate
∥∥γ (∣∣u(·)∣∣)∥∥L2([0,π ])  δ∥∥u(·)∥∥L2([0,π ]) + γ (M)π, ∀u(·) ∈ L2([0,π ]),
which implies that
Γ (r) δr +πγ (M).
This shows that the function Γ (r) is well deﬁned. Clearly, by the deﬁnition of Γ (r) and (4.2) one has
∥∥ f (t,u(·))∥∥L2([0,π ])  α(t)Γ (∥∥u(·)∥∥L2([0,π ]))
for all u(·) ∈ L2([0,π ]) and a.e. t ∈ [0, T ]. On the other hand, for any  > 0, let δ = 12 . Then Γ (r)/r <  whenever r >
2πγ (M). Therefore,
Ω = lim
r→∞
Γ (r)
r
= 0.
In view of the above, it is clear that Eq. (4.1) can be rewritten in the abstract form (1.1). Therefore, we arrive at the
following result.
Proposition 4.1. Let the above mentioned conditions for the system (4.1) be satisﬁed. Then (4.1) admits at least one anti-periodic mild
solution.
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