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Abstract
A class of nonautonomous semi-ratio-dependent predator–prey systems with functional responses is
investigated. New sufficient conditions for the existence of a positive periodic solution are obtained. Some known
results are generalized and improved.
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1. Introduction
Recently, Wang et al. [1] considered the following semi-ratio-dependent predator–prey systems with
functional responses:

dH (t)
dt
= (r1(t) − b1(t)H )H − f (t, H )P,
dP(t)
dt
=
(
r2(t) − a2(t) PH
)
P,
(1.1)
and they obtained the following theorem.
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Theorem A ([1, Theorem 3.3]). Assume that
(A1) ri (t), i = 1, 2, a2(t), b1(t) are continuous functions on R and are bounded below and above by
positive constants;
(A2) f (t, H ) is continuous with respect to the first variable and is differentiable with respect to the
second variable, and f (t, 0) = 0, ∂ f (t,H)
∂ H > 0 for any t ∈ R, H > 0, and also ∂ f (t,H)∂ H is bounded
with respect to t;
(A3) there exists a constant C0 > 0 such that f (t, H ) ≤ C0 H for any t ∈ R, H > 0; and
(A4) the parameters in system (1.1) are ω-periodic with respect to t
hold. Then, if
C0r 2
b1a2
exp[2(r 1 + r 2)ω] < 1, (1.2)
the system (1.1) has at least one positive ω-periodic solution.
In particular, if f (t, H ) = a1(t)H (t), then system (1.1) can be formulated as follows:

dH (t)
dt
= (r1(t) − a1(t)P(t) − b1(t)H (t))H (t),
dP(t)
dt
=
(
r2(t) − a2(t) P(t)H (t)
)
P(t),
(1.3)
which is known as the Leslie–Gower predator–prey model [2–4].
In [5], Huo and Li obtained the following theorem.
Theorem B. Assume that
(B1) ri (t), ai (t), i = 1, 2, b1(t) are continuous functions on R and are bounded below and above by
positive constants; and
(B2) the parameters in system (1.3) are ω-periodic with respect to t
hold. Then, if
r2(t) > a2(t), (1.4)
the system (1.3) has at least one positive ω-periodic solution.
In this paper, we also explore the system (1.1) and obtain a new existence theorem by using a
new estimation method, which improved on Theorem A by dropping assumption (A3) and condition
(1.2). When our results were applied to the system (1.3), we also improved on Theorem B by dropping
condition (1.4).
First, we need some preparations as follows.
Let X and Z be two Banach spaces. Consider an operator equation
Lx = λNx, λ ∈ (0, 1),
where L : Dom L ∩ X → Z is a linear operator and λ is a parameter. Let P and Q denote two projectors
such that
P : X ∩ Dom L → Ker L and Q : Z → Z/Im L .
In the following, we will use the following result of Mawhin [6, p. 40].
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Lemma 1.1. Let X and Z be two Banach spaces and L be a Fredholm mapping of index zero. Assume
that N : Ω → Z is L-compact on Ω with Ω open bounded in X. Furthermore, assume:
(a) for each λ ∈ (0, 1), x ∈ ∂Ω ∩ Dom L,
Lx = λNx;
(b) for each x ∈ ∂Ω ∩ Ker L,
QNx = 0,
and
deg{QNx,Ω ∩ Ker L , 0} = 0.
Then the equation Lx = Nx has at least one solution in Ω ∩ Dom L.
For convenience, we shall introduce the notation
u = 1
ω
∫ ω
0
u(t)dt,
where u is a periodic continuous function with period ω.
Theorem 1.2. If (A1), (A2), and (A4) hold, then system (1.1) has at least one positive ω-periodic
solution.
Proof. Since
H (t) = H (0) exp
{∫ t
0
[
r1(s) − f (s, H (s))H (s) P(s) − b1(s)H (s)
]
ds
}
,
P(t) = P(0) exp
{∫ t
0
[
r2(s) − a2(s) P(s)H (s)
]
ds
}
,
the solution of system (1.1) remains positive for t ≥ 0; we can let
H (t) = exp{x1(t)}, P(t) = exp{x2(t)} (1.5)
and derive that

dx1(t)
dt
= r1(t) − f (t, exp{x1(t)})
exp{x1(t)} exp[x2(t)] − b1(t) exp[x1(t)],
dx2(t)
dt
= r2(t) − a2(t)exp{x2(t)}
exp{x1(t)} ,
(1.6)
In order to use Lemma 1.1 on system (1.1), we take
X = Z = {x(t) = (x1(t), x2(t))T ∈ C(R, R2) : x(t + ω) = x(t)}
and use the notation
‖x‖ = ‖(x1(t), x2(t))T ‖ = max
t∈[0,ω]
|x1(t)| + max
t∈[0,ω]
|x2(t)|.
Then X and Z are Banach spaces when they are endowed with the norms ‖ · ‖.
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Set
Nx =


r1(t) − f (t, exp{x1(t)})
exp{x1(t)} exp[x2(t)] − b1(t) exp[x1(t)]
r2(t) − a2(t)exp{x2(t)}
exp[x1(t)]

 ,
and
Lx = x ′, Px = 1
ω
∫ ω
0
x(t)dt, x ∈ X, Qz = 1
ω
∫ ω
0
z(t)dt, z ∈ Z .
Evidently, Ker L = {x | x ∈ X, x = R2}, Im L = {z | z ∈ Z , ∫ ω0 z(t)dt = 0} is closed in Z , and
dim Ker L = co dim Im L = 2. Hence, L is a Fredholm mapping of index zero. Furthermore, the
generalized inverse (to L) K p : Im L → Ker P ∩ dom L has the form
K p(z) =
∫ t
0
z(s)ds − 1
ω
∫ ω
0
∫ t
0
z(s)dsdt.
Thus
QNx =


1
ω
∫ ω
0
[
r1(t) − f (t, exp{x1(t)})
exp{x1(t)} exp{x2(t)} − b1(t) exp{x1(t)}
]
dt
1
ω
∫ ω
0
[
r2(t) − a2(t)exp{x2(t)}
exp{x1(t)}
]
dt

 ,
and
K p(I − Q)N =


∫ t
0
[
r1(s) − f (s, exp{x1(s)})
exp{x1(s)} exp{x2(s)} − b1(s) exp{x1(s)}
]
ds
∫ t
0
[
r2(s) − a2(s)exp{x2(s)}
exp{x1(s)}
]
ds


−


1
ω
∫ ω
0
∫ t
0
[
r1(s) − f (s, exp{x1(s)})
exp{x1(s)} exp{x2(s)} − b1(s) exp{x1(s)}
]
dsdt
1
ω
∫ ω
0
∫ t
0
[
r2(s) − a2(s)exp{x2(s)}
exp{x1(s)}
]
dsdt


−


(
t
ω
− 1
2
)∫ ω
0
[
r1(t) − f (t, exp{x1(t)})
exp{x1(t)} exp{x2(t)} − b1(t) exp{x1(t)}
]
dt
(
t
ω
− 1
2
)∫ ω
0
[
r2(t) − a2(t)exp{x2(t)}
exp{x1(t)}
]
dt

 .
Clearly, QN and K p(I − Q)N are continuous and, moreover, QN(Ω), K p(I − Q)N(Ω ) are relatively
compact for any open bounded set Ω ⊂ X . Hence, N is L-compact on Ω ; here Ω is any open bounded
set in X .
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Now we are in a position to search for an appropriate open bounded subset Ω for the application of
Lemma 1.1. Corresponding to equation Lx = λNx , λ ∈ (0, 1), we have

x ′1(t) = λ
[
r1(t) − f (t, exp{x1(t)})
exp{x1(t)} exp{x2(t)} − b1(t) exp{x1(t)}
]
,
x ′2(t) = λ
[
r2(t) − a2(t)exp{x2(t)}
exp{x1(t)}
]
.
(1.7)
Suppose that x(t) = (x1, x2) ∈ X is a solution of system (1.7) for a certain λ ∈ (0, 1). By integrating
(1.7) over the interval [0, ω], we obtain

∫ ω
0
[
r1(t) − f (t, exp{x1(t)})
exp{x1(t)} exp{x2(t)} − b1(t) exp{x1(t)}
]
dt = 0,
∫ ω
0
[
r2(t) − a2(t)exp{x2(t)}
exp{x1(t)}
]
dt = 0.
Hence,∫ ω
0
[ f (t, exp{x1(t)})
exp{x1(t)} exp{x2(t)} + b1(t) exp{x1(t)}
]
dt = r 1ω, (1.8)
and ∫ ω
0
[
a2(t)
exp{x2(t)}
exp{x1(t)}
]
dt = r2ω. (1.9)
From (1.7)–(1.9), we obtain∫ ω
0
|x ′1(t)|dt <
∫ ω
0
[ f (t, exp{x1(t)})
exp{x1(t)} exp{x2(t)} + b1(t) exp{x1(t)}
]
dt +
∫ ω
0
|r1(t)|dt
=2r 1ω, (1.10)
and ∫ ω
0
|x ′2(t)|dt <
∫ ω
0
[
a2(t)
exp{x2(t)}
exp{x1(t)}
]
dt + r2ω = 2r 2ω. (1.11)
Note that (x1(t), x2(t))T ∈ X ; then there exists ξi , ηi ∈ [0, ω], i = 1, 2, such that
xi (ξi) = min
t∈[0,ω]
xi (t), xi (ηi) = max
t∈[0,ω]
xi (t), i = 1, 2. (1.12)
By (1.8) and (1.12), we obtain
r 1ω ≥ b1ω exp{x1(ξ1)}, x1(ξ1) ≤ ln
{
r 1
b1
}
,
and
x1(t) ≤ x1(ξ1) +
∫ ω
0
|x ′1(t)|dt < ln
{
r 1
b1
}
+ 2r 1ω. (1.13)
In addition, from (1.12) and system (1.7), we obtain
r2(ξ2) − a2(ξ2)exp{x2(ξ2)}
exp{x1(ξ2)} = 0,
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together with x2(t) > 0 and (1.12), we have
r2(ξ2) − a2(ξ2) 1
exp{x1(η1)} ≥ 0,
and
x1(η1) ≥ ln
(
a2(ξ2)
r2(ξ2)
)
≥ min
t∈[0,∞]
{
ln
(
a2(t)
r2(t)
)}
. (1.14)
Then
x1(t) ≥ x1(η1) −
∫ ω
0
|x ′1(t)|dt ≥ mint∈[0,∞]
{
ln
(
a2(t)
r2(t)
)}
− 2r 1ω. (1.15)
It follows from (1.13) and (1.15) that
max
t∈[0,ω]
|x1(t)|≤max
{∣∣∣∣ln
{
r1
b1
}
+ 2r 1ω
∣∣∣∣ ,
∣∣∣∣ mint∈[0,∞]
{
ln
(
a2(t)
r2(t)
)}
− 2r 1ω
∣∣∣∣
}
:= M1. (1.16)
In view of (1.9) and (1.12), we have
r2ω ≤ a2ω exp{x2(η2)},
that is
x2(η2) ≥ ln
{
r 2
a2
}
.
Then
x2(t) ≥ x2(η2) −
∫ ω
0
|x ′2(t)|dt < ln
{
r 2
a2
}
− 2r 2ω. (1.17)
By virtue of (1.8), (1.13), and (1.12), we obtain that
r1ω ≥ f (t, 1)
exp{M1}ω exp{x2(ξ2)},
and so
x2(ξ2) ≤ ln
{
r 1 exp{M1}
f (t, 1)
}
.
Then
x2(t) ≤ x2(ξ2) +
∫ ω
0
|x ′2(t)|dt < ln
{
r 1 exp{M1}
f (t, 1)
}
+ 2r 2ω. (1.18)
It follows from (1.17) and (1.18) that
max
t∈[0,ω]
|x2(t)| ≤ max
{∣∣∣∣ln
{
r 2
a2
}
− 2r 2ω
∣∣∣∣ ,
∣∣∣∣ln
{
r 1 exp{M1}
f (t, 1)
}
+ 2r 2ω
∣∣∣∣
}
:= M2.
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Clearly, Mi , i = 1, 2, are independent of λ. By assumption (A2), it is easy to show that the system of
algebraic equations

r 1 − f (v1)
v1
v2 − b1v1 = 0,
r 2 − a2 v2
v1
= 0,
has a unique solution (v∗1 , v∗2)T ∈ int R2+ with v∗i > 0, i = 1, 2. Use the notation M = M1 + M2 + M3,
where M3 > 0 is taken sufficiently large that
‖(ln{v∗1}, ln{v∗2})‖ = | ln{v∗1}| + | ln{v∗2}| < M3,
and define
Ω = {x(t) ∈ X : ‖x‖ < M}.
It is clear that Ω satisfies condition (a) of the Lemma 1.1. When
x = (x1, x2)T ∈ ∂Ω ∩ Ker L = ∂Ω ∩ R2,
x is a constant vector in R2 with ‖x‖ = M . Then
QNx =


r1 − f (exp{x1})
exp{x1} exp{x2} − b1 exp{x1}
r2 − a2 exp{x2}
exp{x1}

 = 0.
Furthermore, in view of the assumption in Theorem 1.2, it can easily be seen that
deg{QNx,Ω ∩ Ker L , 0} = 0.
Now we know that Ω verifies all the requirements of Lemma 1.1 and thus system (1.6) has at least one ω-
periodic solution. By means of Eq. (1.5), we derive that system (1.1) has at least one positive ω-periodic
solution. The proof is complete. 
Remark 1.3. Theorem 1.2 remains valid if some terms are replaced by terms with discrete time delays,
distributed delays (finite or infinite), or state-dependent delays.
Acknowledgements
The first author was supported by the NSF of Gansu Province of China (ZS032-B25-030), the Key
Research and Development Program for Outstanding Groups of Lanzhou University of Technology, and
the Development Program for Outstanding Young Teachers in Lanzhou University of Technology.
References
[1] Q. Wang, M. Fan, K. Wang, Dynamics of a class of nonautonomous semi-ratio-dependent predator–prey system with
functional responses, J. Math. Anal. Appl. 278 (2003) 443–471.
[2] P.H. Leslie, Some further notes on the use of matrices in population mathematics, Biometrika 35 (1948) 213–245.
[3] P.H. Leslie, A stochastic model for studying the properties of certain biological systems by numerical methods, Biometrika
45 (1958) 16–31.
320 H.-F. Huo / Applied Mathematics Letters 18 (2005) 313–320
[4] E.C. Pielou, Mathematical Ecology, John & Sons, New York, 1977.
[5] H.F. Huo, W.T. Li, Periodic solutions of delayed Leslie–Gower predator–prey models, Appl. Math. Comput. 155 (2004)
591–605.
[6] R.E. Gaines, J.L. Mawhin, Coincidence Degree and Nonlinear Differential Equations, Springer, Berlin, 1977.
