A partial pre-distance matrix A is a matrix with zero diagonal and with certain elements fixed to given nonnegative values; the other elements are considered free. The Euclidean distance matrix completion problem chooses nonnegative values for the free elements in order to obtain a Euclidean distance matrix, EDM. The nearest (or approximate) Euclidean distance matrix problem is to find a Euclidean distance matrix, EDM, that is nearest in the Frobenius norm to the matrix A, when the free variables are discounted.
Introduction
An n × n real symmetric matrix D = (D ij ) with nonnegative elements and zero diagonal is called a pre-distance matrix. In addition, if there exist points x 1 , x 2 , . . . , x n in R r such that where E denotes the convex cone of EDMs and S n is the space of n × n real symmetric matrices. The (unknown) EDM is replaced, D ← L(X), where X ∈ P ⊂ S n−1 , P denotes the cone of positive semidefinite matrices, and L is a linear transformation introduced in (3.1) below.
We also consider the exact completion problem, denoted EDMC (see (4. 3) for details) (EDMC) µ * := min f C (X) := 1 2 X 2 s.t.
A(X) = b ∈ R m , X ∈ P.
(1. 4) Here, the EDM problem is translated to a semidefinite programming (SDP) problem. The linear operator A forces the interpolation conditions corresponding to the fixed elements. It is formed using L mentioned above.
In this paper we solve NEDM in (1.3) using SDP. The mapping between EDM and SDP uses the linear transformation L, see e.g. [2, 1] . In particular, we provide a stable algorithm that is particularly effective when the given matrix A is large and sparse. Our algorithm specifically exploits the equivalence between the EDM problem and optimization over the cone of positive semidefinite matrices. The algorithm uses the Gauss-Newton search direction with a preconditioned conjugate gradient method. The approach follows that in [26, 5] .
We then provide an implicit solution for EDMC in (1.4), i.e. the optimal X is found from the solution of a (m × m, positive definite) system of equations. In many instances this implicit solution becomes an explicit solution from a linear system of equations. This approach allows one to solve huge completion problems of order n ∼ = 10 6 , as long as the number of fixed values is only moderately large, of order m ∼ = 10 3 . Our empirical tests show that, generically, these large problems can be solved quickly and robustly.
A discussion of the complexity of EDMC is given in e.g. [20, 19, 18] . Special cases (e.g. chordal graphs) are shown to be completable in polynomial time. The complexity of other models of EDM are given in e.g. [22] . Previous SDP approaches appear in e.g. [4] . A general geometric description of EDM is at http://www.stanford.edu/˜dattorro/EDM.pdf.
Outline
We complete this Section 1 with notation. Section 2 describes the relations between the EDM and SDP cones. We introduce standard linear transformations that map between these two cones. In addition, we present known and new properties for these maps.
Section 3 presents several characterizations of EDM using SDP. These include using the linear operator L, our main tool in our algorithms. Section 4 derives the quadratic SDPs that solve the two EDM problems. We include explicit expressions for the Perron root and vector for both LL * and L * L. The linear operators LL * and L * L hold the cones E ⊂ S n , P ⊂ S n−1 invariant, respectively. Section 5 presents the duality and optimality conditions for both quadratic programs. These are used to derive our two algorithms. We include details on the evaluations of the operators involved in the optimality conditions.
The primal-dual algorithm for NEDM is outlined in Section 6. We include explicit expressions for a diagonal preconditioner. A discussion on computational results for both algorithms appears in Section 7. Concluding remarks are given in Section 8.
Notation
We define several linear transformations between vector spaces. For a linear transformation K : R s → R t , the adjoint is denoted K * and defined by
The unit vectors in R t are denoted by e i and e is the vector of ones.
For a general rectangular matrix M ∈ M m×n , v = vec(M) ∈ R mn forms a vector from the columns of M. The inverse mapping, vec −1 , and the adjoint mapping, vec * , are given by Mat = vec −1 = vec * . The linear transformation diag(X) is the vector formed from the diagonal of the (square) matrix X. Then the adjoint Diag := diag * forms a diagonal matrix from a given vector. We define offDiag(X) := X − Diag(diag(X)).
We use the trace inner product M, N := traceM T N, which induces the Frobenius norm. With this inner product, Mat (and vec) is an isometry. We use the same inner product on the space of n × n symmetric matrices, S n . The identity matrix is denoted by I n or I when the meaning is clear. The basis elements (unit symmetric matrices) are
(e i e T j + e j e T i ), if i / = j , and E ii := e i e T i . The cone of positive semidefinite matrices (SDP) in S n is denoted by P n (or by P, when the meaning is clear). Positive semidefiniteness (resp. definiteness) is denoted by (resp. ). The cone of EDM is denoted by E n (or by E when the meaning is clear).
For X ∈ S n , let x = svec X ∈ R t (n) , with t (n) = n(n + 1)/2, be the vector obtained columnwise from the upper triangular part of X, where the strictly upper triangular part is multiplied by √ 2. The multiplication by √ 2 guarantees that the mapping is an isometry. Let sMat := svec −1 denote the inverse mapping into S n . The adjoint operator sMat * = svec, since
We similarly define usvec, usMat for the strictly upper-triangular part of a symmetric matrix. We also need the operator (and its adjoint)
m×n , the space of m × n real matrices, we let M † denote the MoorePenrose generalized inverse, e.g. [6] . Then P R(M) = MM † and P R(M T ) = M † M are the orthogonal projections onto the ranges of M and M T , respectively.
We collect the definition of various linear transformations and their adjoints in Appendix A.
Geometry of EDM and SDP
We list some known facts about the closed convex cones E, P, see e.g. [23, 13, 15, 24, 4, 27, 8] . We include new relationships between the two closed convex cones. In particular, the dimension of E is n(n − 1)/2 and we can map (one-one and onto) E to any face of P with the same dimension, i.e. any face with matrices in the relative interior having rank n − 1. We now provide some details.
It is well known that a pre-distance matrix D is a EDM if and only if D is negative semidefinite on M, the orthogonal complement of the vector of ones, e,
Define the n × n orthogonal matrix
The subspace M can be represented as the range of V (M = R(V )) and
We also define the matrix
where P R(W ) = P R(V ) denotes the orthogonal projection onto the range of W . Thus V above can be considered as a special case of W with orthonormal columns. Now define the centered and hollow subspaces of S n S C := {B ∈ S n : Be = 0}, 4) and the linear transformations (with their adjoints which are easily verified)
And define the self-adjoint linear operator
The operator −2T is an orthogonal projection onto S C ; thus it is a self-adjoint idempotent. We denote this byT rather than T (the latter notation is customary in the literature, e.g. [10] ) since we modify it below.
Theorem 2.1. The linear operators satisfy
and K |S C andT |S H are inverses of each other.
Proof. See e.g. [13, 16] .
To get a proper relationship for K and K † , we modifyT and use the linear operator
where offDiag denotes the orthogonal projection onto the hollow matrices, i.e. zeroing out the diagonal. We now have the following relationships.
Proposition 2.2. The generalized inverse
Moreover,
(2.10)
The equations in (2.8) now follow from Theorem 2.1 and a dimension argument, i.e. using the fact that the dimensions of S H , R(D e ) are n(n − 1)/2, n, respectively.
The equations in (2.9) follow similarly. The equations in (2.10) now follow from the orthogonality of the nullspace and range space of the adjoint for any linear transformation.
The Moore-Penrose generalized inverse K † can be characterized by: K † equals the inverse of K when restricted to the range of K, S H ; the null space of K † is the orthogonal complement of the range of K, i.e. the orthogonal complement of S H which is the set of diagonal matrices. This follows from Theorem 2.1 and the above proof.
Details on the relationships between the EDM and SDP cones are discussed in the literature, e.g. see [16, 18] . We include the following. 
Proof. Note that F E = {B 0 : Be = 0} = {B 0 : e T Be = 0} = {B 0 : trace ee T B = 0}, i.e. F E is the face of P that is complementary to the face (ray) through ee T in P. The dimension of F E is n(n − 1)/2, which is the same as the dimension of the subspace Sc. And F E = V P n−1 V T = W P n−1 W T , where V , W are defined as in (2.1) and (2.3). The result now follows from Theorem 2.1.
Remark 2.4. From the above Theorem 2.3, we see that we can transform the EDM problem to a SDP problem using the above two linear operators T, K. The cone E is mapped to the face F E so that we can optimize using this face. However, it can be more advantageous to rotate (using e.g. a congruence) and use another face of P, e.g. to exploit the rank deficiency of the face and get a row and column of zeros. We explore these possibilities below.
We now introduce the composite operators
and
where W is defined in (2.3).
Lemma 2.5. Suppose that W satisfies the definition in (2.3). Then
Proof. This immediately follows from Theorem 2.1 and the definition of W . Note that
From (2.3) and (2.5) we get that
is the adjoint operator of K W . The following corollary summarizes useful relationships between E, the cone of Euclidean distance matrices of order n, and P, the cone of positive semidefinite matrices of order n − 1.
Corollary 2.6. Suppose that W is defined as in (2.3). Then
Proof. We saw earlier that D is EDM if and only if D = K(B) with Be = 0 and B 0. Let X = W T BW , then since Be = 0 we have B = W XW T . Therefore, W XW T 0 if and only if X 0; and the result follows using the definitions (2.11) and (2.12) and Lemma 2.5.
Remark 2.7. Note that the n × (n − 1) matrix V as defined in (2.1) is not unique. One example is 
, and H is the orthogonal symmetric matrix
then H BH 0 and (H BH ) nn = 0, which implies that the last row (and column) are zero. We denote the face
SDP characterizations for EDMs
We can exploit the geometry of the EDM and SDP cones and get several different characterizations for EDM. These can have numerical advantages if chosen properly. Many different characterizations appear in e.g. [4, 2, 1] . In this paper we concentrate on a characterization used in [2, 1] , see Item 4 in Theorem 3.2.
We first prove the following.
Proof. The adjoint L * is easily verified.
We show that
This shows that L † is a left inverse of L and so must be the Moore-Penrose generalized inverse. (We note that LL † = offDiag, i.e. it is the orthogonal projection onto the hollow matrices.) 
, for some X ∈ P n−1
Proof. Note that B 0, B nn = 0 implies that the last (nth) row and column of B are zero. We show that Item 1 is equivalent to the other Items.
2. The equivalence follows from Corollary 2.6. 3. The equivalence follows from Item 2 by setting W = W s defined in (2.15). Denote
For X ∈ P n−1 , we now evaluate
4. Let D ∈ E be partitioned in the usual fashion as in (3.1), and set W = W s as in (2.15). Since J is the projection on the orthogonal complement of e, we get
X is a congruence of a positive semidefinite matrix and so X 0. From Lemma 3.1, LL † is the orthogonal projection on the hollow matrices, i.e. we conclude that
Conversely, let X ∈ P n−1 . Then X = ZZ T with Z ∈ M n−1×r . Let
Now for the first column and row of
which shows that p 1 , p 2 , . . . , p n are the n points satisfying the condition in (1.1). Eq. (3.2) is equivalent to the part D e (X) − 2X in L(X), and so L(X) = D is EDM. 5. The equivalence follows from Theorem 2.3. 6. The equivalence follows from the definition of the orthogonal, symmetric matrix H , i.e. the mapping H · H is one-one and onto between the faces F E and Z E .
Formulations into quadratic SDPs

Nearest EDM problem, NEDM
Since A is a given pre-distance matrix, diag(A) = diag(D) = 0. Therefore, we can assume without loss of generality that diag(H ) = 0. 
= 0, see e.g. [9] . Thus, we can assume that the graph of H is connected or the problem can be solved more simply as two smaller problems. It is shown in [4] that Slater's condition holds for NEDM if the graph is connected.
By abuse of notation, define
We now apply Theorem 3.2 and get the following problem, equivalent to NEDM:
Also, note that X ∈ S n−1 . It is in this lower dimensional space that we solve the problem. We can recover the optimal distance matrix using the optimal X and the relation
Using finite precision, we can never solve the approximation problem exactly. In addition, we need to calculate the embedding dimension. The following lemma, from [4] , shows we lose little in the objective function if we choose a small embedding dimension using a numerical rank approach, i.e. if we only discard small eigenvalues, then the change in the objective function is small. Lemma 4.1 [4] . Suppose that X * solves (NEDM). LetX be the closest symmetric matrix to X * with rank k, i.e. we set the smallest n − k eigenvalues of X * to 0,
where γ := max ij H ij .
EDM completion problem, EDMC
We now consider the exact completion problem, i.e. we are given certain fixed elements of a EDM matrix A, while the other elements are unknown (free). We want to complete this matrix to an EDM. We model this as a quadratic programming problem. As above, we assume that we are given a pre-distance matrix A, but with the proviso that it is completable to a EDM, i.e. free elements can be found to obtain a EDM. Therefore, for given b ∈ R m , and a set of indices (columnwise, k ∼ = ij )
define the quadratic program
where b ∈ R |S| has components b k = √ 2A ij and the constraint A = I · L :
thus defining the interpolation operator I. The transformation I is equivalent to usvec, though it only yields a subset of the upper triangular elements of the matrix. Therefore, for s / = t, we assume that the interpolation conditions arise from
Invariant cones and Perron roots 4.3.1. Invariant for NEDM Lemma 4.2. Let H be an n × n symmetric matrix with nonnegative elements and 0 diagonal and with no zero row (or column). Then
X 0 (resp. 0) ⇒ L * (H (2) • L(X)) 0 (resp. 0),
i.e. the cone P (and its interior) is invariant under the operator
given and Y 0 be any other positive semidefinite matrix. Then (2) • L(X)) 0, by the nonnegativity of H and EDM s. Therefore, 
Since the nullspace of L * is the set of diagonal matrices, we conclude that H (2) • L(Y ) = 0. This implies that Y = 0.
Invariance for EDMC
Lemma 4.2 means that we can apply the generalized Perron-Frobenius Theorem to the operator W [25, 12, 7] , i.e. the spectral radius corresponds to a positive real eigenvalue with a corresponding eigenvector in the (relative) interior of the cone. In particular, we can get the following explicit expressions for Perron eigenpairs. 
Proof. We confirm the Perron eigenvector matrix X and Perron root λ, i.e.
where
The eigenvalue-eigenvector equation now yields
i.e.
λα(E
Equating the diagonal terms yields
while the off-diagonal terms yield λα = −4β.
We now solve and get α = −4β
λ . We substitute and get
We can cancel λ in the first term and β on both sides to get
This is equivalent to the quadratic equation
which is clearly positive. Moreover, using induction, we can show β > nα so that X 0.
We get similar results for LL * .
Lemma 4.4. The cone E is invariant under the linear operator
is positive semidefinite, since it is diagonally dominant with nonnegative diagonal, i.e. X 0 by Gerŝgorin's disk theorem. Therefore
is EDM by Theorem 3.2 Part 4. 
Proof. Assume that the eigenvector in E is of the form
.
We now get the eigenvector-eigenvalue equation
This yields the two equations
We can eliminate λ and get 2[(n − 2)α
That D is nonsingular follows by looking at the matrix vector product D t x = 0, i.e. this implies that x T e = 0 which further implies x is a multiple of e, which forces x = 0. This also shows that L † (D) 0.
Duality and optimality conditions
Duality and optimality conditions for NEDM
We work on the equivalent problem to (1.3) stated above, i.e.
where L : S n−1 → S n is given in the simple characterization in Item 4 in Theorem 3.2,
This is again a quadratic cone minimization problem. However, the EDM cone constraint is replaced by the SDP constraint and the dimension is reduced by 1. The Lagrangian dual is
We change the dual to the Wolfe dual by noting that the inner problem is a convex unconstrained minimization. If we let
then the unconstrained inner minimization in (5.2) has optimal solution characterized by the stationary conditions:
where we define H (2) 
Thus we obtain the equivalent dual problem:
0.
Without loss of generality, we can assume that H has no zero rows (or columns). We get the following optimality conditions.
Theorem 5.1. Assume that H has no zero rows (or columns). The primal-dual optimal values satisfy µ * = ν * and the primal-dual pair X, are optimal for (5.1) and (5.4) if and only if
Proof. That Slater's condition holds for the primal is trivial. That it holds for the dual follows from Lemma 4.2.
For our p-d i-e-p algorithm we use X = µI perturbed complementary slackness.
We can substitute the primal and dual feasibility equations into the perturbed complementary slackness equation and obtain a single bilinear equation in x = svec(X) that characterizes optimality for the perturbed log-barrier problem:
Viewing (5.5) as an overdetermined system of nonlinear equations, we solve it using an inexact Gauss-Newton method. Linearizing, we obtain a linear system for the search direction x,
(5.6) Therefore,
Note that
In addition, we note that the operator L * (H (2) • L(·)) is self-adjoint; and the adjoint of · is
To simplify notation, we define the self-adjoint operator Therefore,
Sparse implementation
For an efficient implementation of a conjugate gradient method we must be able to evaluate F µ (x)( x) and F µ (x) * (w) efficiently. We discuss the evaluation of W(y). 
and, by abuse of notation, .16) i.e. we assume that these vectors are extended to vectors in R t (n−1) by adding zeros appropriately. Therefore, to evaluate W(y), where y has the relationships in (5.14), we need only evaluate y H D e u , y hu , y hd , De. We note that the sparsity pattern of W(y) is essentially the same as that of H (except for the diagonal and the first row) and that the evaluation is a sparse operation on the sparse vector y h and the (n − 1)-vector y d . Therefore, all the operations in the evaluations of both F µ (x)( x) and F µ (x) * (w) are sparse operations, though the end result can be (and usually is) a dense vector.
Finally, we remark that the i, j -element
o t h e r w i s e , i.e. this is a sparse evaluation ifH is sparse.
Duality and optimality conditions for EDMC
The objective function for EDMC is strictly convex and coercive. This implies that {X 0 : A(X) = b, f (X) α} is a convex, compact level set for each α ∈ R + . Therefore, the primal problem EDMC is attained and there is no duality gap. (This can also be seen from Slater's condition, which holds for the dual feasibility equation in (5.19) , with e.g. = αI , and α > 0 sufficiently large.) In particular, Corollary 5.3 below implies that strong duality holds, i.e. the dual is attained as well.
The Lagrangian dual is
We get the following characterization of optimality. 18) and B + denotes the projection of the symmetric matrix B ∈ S n−1 onto the cone P n−1 .
Theorem 5.2. Suppose that the feasible set of EDMC is not the empty set. Then the optimal solution of EDMC is D = L([A * (y)] + ), where y is the unique solution of the single equation
A([A * (y)] + ) = b,(5.
Proof. The optimality conditions obtained after differentiation are
complementary slackness (5.19) This means that A * (y) = X − , where both X 0, 0, and X = 0. Therefore the three symmetric matrices W = A * (y), X, are mutually diagonalizable.
We write X = P D X P T , = P D P T , i.e. we conclude that
The following corollary provides an explicit solution for EDMC under the assumption that y 0. This shows that a large class of completion problems can be efficiently solved.
Corollary 5.3. The linear transformation A is onto and AA
* is nonsingular.
is the unique solution of EDMC.
Proof. That A is onto follows from the definitions. The proof continues as in the proof of Lemma 4.4.
Matrix representation A of AA *
Under certain conditions, we can find an explicit solution from a single linear equation in Corollary 5.3. Therefore we need a matrix representation of the operator AA * . We can do this by columns.
For each unit vector e k , we get the kth column of the matrix representation A from applying AA * (e k ). We identify k ∼ = i k j k , i k < j k , i.e. with the kth element in the set S.
E k is a symmetric matrix with zero diagonal and with exactly two nonzero elements equal to 1/ √ 2 corresponding to the k ∼ = 1j k position, i.e. in the first row and j k column. The usual partition of
The kth column is now obtained by applying I, i.e. the lth element of the kth
Note that A is symmetric, A lk = A kl , and the diagonal elements A kk = 2, ∀k in Case 1.
E k is a symmetric matrix with zero diagonal and with exactly two nonzero elements equal to 1/ √ 2 corresponding to the k ∼ = i k j k position. The usual partition of
i.e. two rows and columns are all ones but with two at the diagonal intersection points. This implies that
The kth column is now obtained by applying I, i.e. the lth element of the kth column is
Note, as in Case 1, that A is symmetric, A lk = A kl , and the diagonal elements A kk = 8, ∀k. 
The A lk element is nonzero for each arc emanating from the two nodes i k , j k ∈ V G , i.e. 
Then the matrix representation A is (strictly) diagonally dominant.
Proof. The k ∼ = j 1 j 2 th row of the matrix representation A consists of a 2 in each position corresponding to an arc leaving either node j 1 , j 2 . The result follows since the sum of the orders counts the arc joining the two nodes twice and this latter position is a diagonal element 8.
Remark 5.6. For a given y > 0 with rational numbers, we conclude that b = Ay > 0 and there is a neighbourhood around b where the completion exists and can be found by solving the simple positive definite system defined by A. Therefore, for the given data b found this way, EDMC is a polytime problem, i.e. one can decide if a completion exists and find the exact completion in polynomial time. The latter is equivalent to finding the largest r for which
We now look at the converse perturbation, i.e. given b > 0 but A −1 b is not nonnegative. We look for results on perturbations b + b so that
We would like to study the cone
since this is exactly the set of vectors b for which the EDMC problem can be solved quickly using (AA * ) −1 . We note that
where a S = (trace(SA k )) ∈ R m . (The matrices A k are implicity defined from the above.)
Primal-dual interior-exterior-point algorithm for NEDM
We can use Eq. (5.5) to develop a primal-dual interior-exterior-point (p-d i-e-p) algorithm, i.e., we linearize to find the search direction using a linear least squares problem. We can assume that we start strictly feasible, see Lemma 4.2.
Framework
The p-d i-e-p framework that we use is different in several ways from the common framework for both linear and semidefinite programming, see e.g. [28, 21] . We have eliminated, in advance, the primal and dual linear feasibility equations. We work with an overdetermined nonlinear system rather than a square symmetrized system; thus we use an (inexact) Gauss-Newton approach [17] . We include a centering parameter σ k (instead of the customary predictor-corrector approach). We enforce positive semidefiniteness rather than definiteness in the steplengths. In addition, once we are close enough to the optimum we set the centering parameter σ to zero (crossover step) and we no longer enforce interiority, i.e. we allow negative eigenvalues. This allows for (fast) asymptotic quadratic convergence.
At each iteration, we have available the iterate x and we find a new iterate by taking a step in the (inexact) Gauss-Newton search direction x. Up until the crossover, we ensure that the new iterate x + α x results in both X, sufficiently positive definite; then, we take α = 1 after the crossover. By our construction, the iterates maintain exact primal and dual feasibility.
We let F 0 denote the set of strictly feasible primal-dual points; F denotes the derivative of the function of optimality conditions.
Algorithm 6.1. Primal-dual Gauss-Newton via PCG for NEDM.
Input: Objective: pre-distance and weight matrices A, H ∈ S n Tolerances: δ 1 (gap), δ 2 (crossover) Initialization:
Preconditioning
Preconditioning is essential for efficient solution of the least squares problem (5.7). We find an operator P and find x,the least squares solution of
The inverse is not found explicitly. The operator P has simple structure so that the linear system can be solved efficiently.
Diagonal preconditioning
Optimal diagonal scaling has been studied in, e.g., [14, Section 10.5] and [11, Proposition 2.1(v)]. In the latter reference, it was shown that for a full rank matrix A ∈ M m×n , m n, and using the condition number ω(K) := n −1 trace(K)/ det(K) 1/n , the optimal scaling, i.e. the solution of the optimization problem
Therefore, the operator P is diagonal and is evaluated using the columns of the matrix representation of the operator
The columns are ordered using k = 1, 2, . . . where k represents (i, j ), 1 i j n − 1, for the upper triangular part of the symmetric matrix X, taken columnwise. As above, we let X = sMat(x) and
For the first operator in F µ , we get (by abuse of notation, (s) = sMat(s)):
By abuse of notation we use operators such as L on matrices. For the second operator, we get 
Finally, with e k = E ij ,
Now, for the case k ∼ = (ij ), i < j , W(e k ) with at most 4 nonzero elements positioned at the intersection of the i, j rows and columns, i.e. i.e. it consists of the four equal elements except for the sign. Therefore,
i.e. we need only evaluate it ifH ij / = 0! And, we get
We need to find
Thus we see that here as well, this need only be evaluated ifH ij / = 0! To summarize the evaluation of the diagonal preconditioner for i < j, we continue from (6.4), 
Therefore,
This is true for all the rows of XW excepts for the ith row. (Note that ifH ii = 0, then the ith row in the above expression is all zero). The ith row then is given by (X(W(e k ))) 
(6.8)
To summarize the evaluation of the diagonal preconditioner for i = j , we continue from (6.7), The diagonal preconditioners are inexpensive to calculate. However, in general, they are not strong enough, e.g. [14] .
Computational Results
We now present some preliminary computational results. More extensive tests are being done in [3] .
Explicit completions
Small problems
We first look at applying Theorem 5.2 without the projection, i.e. we test empirically how often we can find the completion explicitly using
We generate a random sparsity pattern for D but ensure that the graph of the pattern is connected . We then generate a random X 0 and set the original distance matrix to D = L(X) and the original data b using the generated sparsity pattern. We start with low dimensional tests since generating the data is time consuming. We see that though most of the randomly generated problems do not yield y = A † b nonnegative, they still generally yield a distance matrix D, i.e. A * (y) 0. The tests were done with n increasing in steps of 10 and the density increasing in steps of .1, i.e. n = 10 : 10 : 100 with density .1 : .1 : .8. Each element of the following matrix Results (dimension versus density) contains the number of failures in 100 tests.
Large problems
We solved many large/huge problems with n several million and m approximately 10 5 . The time taken for these problems was small as generating the matrix is quick; as is solving a positive definite system.
Nearest EDM problem
We applied the primal-dual algorithm outline above in Section 6. We used MATLAB and solved many small problems. The algorithm is robust and an optimal solution (verified) was found in general. However, the algorithm was slow and had difficulties because the Jacobian of the optimality conditions became singular in many sparse instances. This will be studied further in [3] .
Conclusion
We have presented an implicit solution for EDMC, the EDM completion problem. For many completable problems, this algorithm provides an explicit solution technique that can be applied to huge problems.
We also derived a p-d i-e-p algorithm for finding the nearest Euclidean Distance matrix to a given matrix, NEDM. The algorithm uses an inexact Gauss-Newton method with preconditioned conjugate gradients. The preliminary numerical tests show promise. However, the cost for finding the search direction using a least squares approach is still too high. New tests are in progress that take advantage of the high singularity of the Jacobian of the optimality conditions. 
