Characterization of Gram matrices of multimode coherent states by Marwah, Ashutosh S & Lütkenhaus, Norbert
Characterization of Gram matrices of multi-mode coherent states
Ashutosh S Marwah∗ and Norbert Lu¨tkenhaus†
Institute for Quantum Computing, Department of Physics and Astronomy,
University of Waterloo, 200 University Ave W, Waterloo, ON, Canada N2L 3G1
(Dated: May 10, 2019)
Quantum communication protocols are typically formulated in terms of abstract qudit states
and operations, leaving the question of an experimental realization open. Direct translation of
these protocols, say into single photons with some d-dimensional degree of freedom, are typically
challenging to realize. Multi-mode coherent states, on the other hand, can be easily generated
experimentally. Reformulation of protocols in terms of these states has been a successful strategy
for implementation of quantum protocols. Quantum key distribution and the quantum fingerprinting
protocol have both followed this route. In this paper, we characterize the Gram matrices of multi-
mode coherent states in an attempt to understand the class of communication protocols, which can
be implemented using these states. As a side product, we are able to use this characterization to
show that the Hadamard exponential of a Euclidean distance matrix is positive semidefinite. We
also derive the closure of the Gram matrices, which can be implemented in this way, so that we also
characterize those matrices, which can be approximated arbitrarily well using multi-mode coherent
states. Using this we show that Gram matrices of mutually unbiased bases cannot be approximated
arbitrarily well using multi-mode coherent states.
I. INTRODUCTION
It has been shown that the use of quantum resources
offers significant qualitative and quantitative advantages
over classical communication for several problems.
Quantum cryptographic protocols are a prominent
example of the qualitative advantage, while numerous
protocols demonstrating the quantitative advantage in
terms of communication or information complexity have
been developed [1–4]. The theoretical description of
these protocols is usually given in terms of d- dimensional
quantum systems, or qudits. However manipulation and
control of these systems still remains a challenge. Due to
this reason the question of experimental implementation
of these protocols is also left open. The most successfully
implemented quantum protocols are ones which have
been reformulated in terms of coherent states, which
can be produced using lasers, and linear optics. Widely
celebrated quantum key distribution [5–7] and quantum
fingerprinting protocols [8–10] fall in this category, and
as always there is a great impetus towards realizing
more protocols using these tools [11–13].
Consider the quantum fingerprinting protocol as an
example. Fingerprinting is a problem in communication
complexity. Two parties have to check whether the
strings they hold are equal or not in the absence of
shared randomness and with as little communication
as possible. In 2001, Buhrman et al. gave a quantum
protocol for this problem [2], which required exponen-
tially less communication than the optimal classical
protocol for this task. It was not until 2015 [9] though,
that the protocol was implemented experimentally.
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This implementation became possible after the proto-
col had been reformulated such that it required only
coherent states and linear optics, in a way which also
preserved the communication cost [8]. The original
protocol mapped the set of n-bit strings, {si}2ni=1 to qudit
states, {∣ψi⟩}2ni=1 ⊂ Hq, such that for i ≠ j, the overlap,∣ ⟨ψi∣ψj⟩ ∣ ≤ δ for some δ, and dim(Hq) = O(n). Using
this mapping, they showed that one could decide if
two strings were equal or unequal by communicating
only O(logn) qubits. Arrazola et al. [8] showed that
one could instead choose multi-mode coherent states
which satisfy the requirements on the overlap for the
protocol. This naturally leads us to ask under what
conditions can the vectors forming a Gram matrix be
chosen as multi-mode coherent states, so that a protocol
implemented by them may be run using coherent states.
This is the question we answer in this paper. We
characterize the set of Gram matrices of coherent states
and their closure. Not only will such a characterization
help us in reformulating quantum protocols in terms
of coherent states, but it will also shed light on the
fundamental properties of sets of coherent states, which
are the most classical states of light [14–16]. A Gram
matrix of a set of quantum states encodes the informa-
tion about their orientation relative to each other. For
this reason we can very often exchange one set of states
with another in a protocol if their Gram matrices are
the same, though the measurements also need to be
changed correspondingly. Additionally, the set of states
attainable by applying physical tranformations on an
initial set of states also depends on the Gram matrix of
the initial set of states [17, 18]. Therefore, our work also
characterizes all the set of states attainable from a set of
multi-mode coherent states.
The paper is organised as follows. In section II, we
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2establish the notation for the paper. In Section III, we
completely characterize the set of Gram matrices, which
can be constructed using multi-mode coherent states.
This result is stated as Theorem 1. We provide a test
to check if a matrix belongs in this set. We show that
the Hadamard exponential of Euclidean distance matri-
ces can be written as a Gram matrix of multi-mode coher-
ent states, which proves that they are positive semidef-
inite. Moreover in Section IV, we derive the closure of
this set to characterize the Gram matrices, which can be
approximated arbitrarily well using multi-mode coherent
states. This characterization is presented in Theorem 2.
II. NOTATION
In this paper, vectors will be denoted by alphabets,
and should be identified by their spaces. For example,
v ∈ Cn denotes a vector. Fock states will be represented
using a Latin alphabet inside a ket, and coherent states
using Greek alphabets inside kets. For example ∣n⟩ is a
n−photon Fock state, and ∣α⟩ is a coherent state with
complex amplitude α. Recall that a coherent state is
∣α⟩ = e−∣α∣2/2 ∞∑
n=0
αn√
n!
∣n⟩
for α ∈ C. A multi-mode coherent state [19] is simply
n⊗
k=1 ∣αk⟩
for {αk}nk=1 ∈ C. We will use Cn to denote the set of
n-mode coherent states.
Cn ∶= {eiφ n⊗
k=1 ∣αk⟩ ∶ ∀ 1 ≤ k ≤ n, αk ∈ C, φ ∈ R}
This notation can be simplified, by using the map
∥ ⋅ ⟫ ∶ Cn Ð→ Cn
which takes an amplitude vector,
α = (α1 α2 ⋯ αn)T ∈ Cn, and creates a multi-mode
coherent state using its components, that is,
∥α⟫ ∶= n⊗
k=1 ∣αk⟩
Hence, Cn can be written as
Cn = {eiφ∥α⟫ ∶ α ∈ Cn, φ ∈ R} .
During Section III, it will be seen that this notation arises
naturally. The following notation will be used to denote
the standard inner product on a Hilbert Space, H.
⟨ ⋅ , ⋅ ⟩ ∶ H ×H Ð→ C
As an example, the inner product between two multi-
mode coherent states, ∥α⟫ and ∥β⟫ will be denoted as
TABLE I. Notation for frequently used sets
L(X ,Y) The set of linear operators from complex Eu-
clidean space, X to complex Euclidean space, Y.
L(X ) The set of linear operators from complex Eu-
clidean space, X to itself.
U(X ,Y) The set of isometries from complex Euclidean
space, X to complex Euclidean space, Y.
Herm(X ) The set of Hermitian operators in L(X ).
Pos(X ) The set of positive semidefinite operators in
L(X ).[n] The set {1,2,⋯, n}
⟨∥α⟫, ∥β⟫⟩.
For a matrix, P , the notation P ≥ 0 will be used to
indicate that the matrix is positive semidefinite. We will
also define a function which takes an n-tuple of vectors
and maps them to their Gram matrix.
Definition 1. For a Hilbert space, H, we define G to
be the function which takes vectors v1, v2,⋯, vn ∈H and
maps them to their Gram matrix.
G ∶Hn → Pos(Cn)(G (v1, v2,⋯, vn))ij ∶= ⟨vi, vj⟩ for 1 ≤ i, j ≤ n (1)
Given this definition of G, we can introduce the notation,
G(Sn) = {G(v1, v2,⋯, vn) ∶ v1, v2,⋯, vn ∈ S} .
where S ⊂ H is a set of vectors. Throughout the paper,
we consider log function to represent the logarithm to
the base e. Lastly, in Table I, we list the notation for
frequently used sets from linear algebra.
III. CHARACTERIZATION OF GRAM
MATRICES OF MULTI-MODE COHERENT
STATES
In this section, we will prove a theorem which
characterizes Gram matrices of multi-mode co-
herent states. Namely, we will answer the
question: can we write a Gram matrix P , as
P = G(eiφ1∥α1⟫, eiφ2∥α2⟫, ⋯ , eiφn∥αn⟫)?
If indeed the matrix P is a gram matrix of multi-mode
coherent states, then for every i, j
Pij = ⟨eiφi m⊗
k=1 ∣αik⟩ , eiφj m⊗k=1 ∣αjk⟩⟩
for some given number of modes, m ∈ N, a set of ampli-
tudes, {αjk ∶ j ∈ [n], k ∈ [m]} and a set of real phases,
3{φi ∶ i ∈ [n]}. Let us further simplify this:
Pij = ei(φj−φi) m∏
k=1 ⟨∣αik⟩ , ∣αjk⟩⟩= ei(φj−φi) m∏
k=1 exp(−12 (∣αik ∣2 + ∣αjk ∣2 − 2α∗ikαjk))
= exp(i (φj − φi) − 1
2
m∑
k=1 (∣αik ∣2 + ∣αjk ∣2 − 2α∗ikαjk)) .
Define, the vector, αi ∶= (αi1 αi2 ⋯ αim)T ∈ Cm, and
the vector of phases, φ ∶= (φ1 φ2 ⋯ φn)T ∈ Rn for every
i ∈ [n]. This naturally gives rise to the notation men-
tioned earlier for multi-mode coherent states. The inner
product can be written as
Pij = exp(−1
2
(∥αi∥22 + ∥αj∥22 − 2⟨αi, αj⟩) + i (φj − φi))
(2)
or equivalently,
Pij = exp(−1
2
∥αi − αj∥22 + i (Im{⟨αi, αj⟩} + (φj − φi))) .
(3)
For a particular branch of the log functions Eqs. 2 and 3
are equivalent to the existence of {Nij}i,j ⊂ Z for which
log(Pij) − i2piNij = −1
2
(∥αi∥22 + ∥αj∥22 − 2⟨αi, αj⟩)+ i (φj − φi) (4)
or equivalently,
log(Pij) − i2piNij = −1
2
∥αi − αj∥22+ i (Im{⟨αi, αj⟩} + (φj − φi)) (5)
holds for every i, j ∈ [n].
In the Lemma that follows, we characterize matrices
Q which satisfy
Qij = −1
2
(∥αi∥22 + ∥αj∥22 − 2⟨αi, αj⟩) + i (φj − φi)
for some set of complex vectors {αi}i, and real phases,{φi}i. For the statement of this Lemma, we define the
vector, u ∈ Cn to be the vector of all ones, i.e.,
u ∶= (1 1 ⋯ 1)T
Lemma 1. For a matrix, Q ∈ L(Cn), the following are
equivalent:
(I) There exists m ∈ N, a set of complex vec-
tors {αi ∶ i ∈ [n]} ⊂ Cm, and a set of real phases{φi ∶ i ∈ [n]} ⊆ R such that for i, j ∈ [n],
Qij = −1
2
(∥αi∥22 + ∥αj∥22 − 2⟨αi, αj⟩) + i (φj − φi) . (6)
(II) Q ∈ Herm(Cn), Qii = 0 for all i ∈ [n] and there
exists a vector, x ∈ Cn, such that
Q + xu† + ux† ≥ 0. (7)
(III) Q ∈ Herm(Cn), Qii = 0 for all i ∈ [n] and for every
vector, s ∈ Cn, such that ⟨u, s⟩ = 1, it holds that
(1 − us†)Q (1 − su†) ≥ 0. (8)
(IV) Q ∈ Herm(Cn), Qii = 0 for all i ∈ [n] and there
exists a vector, s ∈ Cn, such that ⟨u, s⟩ = 1 and
(1 − us†)Q (1 − su†) ≥ 0. (9)
(V) Q ∈ Herm(Cn), Qii = 0 for all i ∈ [n] and for every
vector, y ∈ Cn, such that ⟨u, y⟩ = 0, it holds that
y†Qy ≥ 0. (10)
Proof. In the characterization presented here, Q behaves
similar to a Euclidean distance matrices [20, 21]. The
equation of the inner products of the vectors in statement
I of the Lemma is similar to the equation for an element
of a distance matrix. The proofs of these statements are
almost the same as the ones given by Gower in Ref. [20]
for the characterization of Euclidean distance matrices.
It should be noted however that Q here is not a distance
matrix, since its entries may be complex. We will prove
the statements of the theorem in the order
(I)⇒ (II)⇒ (I)(II)⇒ (III)⇒ (IV)⇒ (II)(III)⇒ (V)⇒ (III).
We will prove that statement (I)⇒ statement (II). It is
clear from Eq. 6 that Q is Hermitian and that for every
i ∈ [n], Qii = 0. Let H be the Gram matrix of the vectors,{αi}ni=1, that is, Hij ∶= ⟨αi, αj⟩. Then, we have that H is
positive semidefinite, since the set of Gram matrices and
positive semidefinite matrices is equivalent. We can write
Eq. 6 as
Qij = i (φj − φi) − 1
2
(Hii +Hjj − 2Hij) . (11)
Without loss of generality let, H = Q +X for some X.
Then, Hii = Qii +Xii = 0 +Xii = Xii. We substitute this
into Eq. 11 to derive a consistency equation for X.
Qij = i (φj − φi) − 1
2
(Xii +Xjj − 2Qij − 2Xij)
⇒Xij = (1
2
Xii + iφi) + (1
2
Xjj − iφj)
Define x ∈ Cn, as xi ∶= Xii/2 + iφi (Xii = ∥αi∥22 ∈ R, and
φi ∈ R). Then, for i, j ∈ [n] we may write
Xij = xi + x∗j ,
4which is equivalent to
X = xu† + ux†. (12)
Therefore, if statement (I) is true, then
H = Q + xu† + ux† ≥ 0. Thus statement II is true.
For the converse, statement (II) ⇒ statement (I), as-
sume that Q ∈ Herm(Cn), for every i ∈ [n] Qii = 0 and
that there is a vector, x ∈ Cn, such that Q + xu† + ux† ≥ 0.
Let H ∶= Q + xu† + ux†. Then, there exists a set of vec-
tors, {αi}ni=1, such that Hij = ⟨αi, αj⟩, since H is positive
semi-definite. We can now show that these amplitude
vectors satisfy Eq. 6 for an appropriate definition of φ.
To see this, observe that
Hij = Qij + xi + x∗j
Hii = xi + x∗i .
Now let’s evaluate the following expression.∥αi∥22+∥αj∥22 − 2⟨αi, αj⟩=Hii +Hjj − 2Hij= xi + x∗i + xj + x∗j − 2Qij − 2xi − 2x∗j= −2Qij − (xi − x∗i ) + (xj − x∗j )= −2Qij − 2iIm{xi} + 2iIm{xj}
Define, φ ∈ Rn, such that φi ∶= Im{xi} ∈ R. Then, the
right hand side of Eq. 6 is
− 1
2
(∥αi∥22 + ∥αj∥22 − 2⟨αi, αj⟩) + i (φj − φi)= (Qij + iIm{xi} − iIm{xj}) + i (Im{xj} − Im{xi})= Qij .
Hence, given statement (II) one can define a set of
amplitude vectors, {αi}ni=1 ⊆ Cn, and a vector of phases,
φ ∈ Rn such that Eq. 6 is satisfied for all i, j ∈ [n].
Therefore, (I)⇔ (II).
For all the rest of the statements the facts
Q ∈ Herm(Cn) and Qii = 0 for every i ∈ [n] are common.
So, we don’t need to prove them for each statement. We
will assume these and prove the rest of the statements.
To see that statement (II) ⇒ statement (III), choose a
vector, s ∈ Cn, such that ⟨u, s⟩ = 1. We note that for any
such choice(1 − us†)xu† (1 − su†)= (1 − us†) (xu† − x(u†s)u†)= 0. (13)
Using the fact that the expression in Eq. 13 and its conju-
gate are zero, we can now show, starting with statement(II), that
H ∶= Q + xu† + ux† ≥ 0⇒ (1 − us†)H (1 − su†) ≥ 0⇒ (1 − us†)Q (1 − su†) ≥ 0.
This proves that statement (II) ⇒ statement (III).
Statement (III)⇒ statement (IV) trivially.
For statement (IV) ⇒ statement (II), assume that
the vector, s ∈ Cn is such that ⟨u, s⟩ = 1, and
(1 − us†)Q (1 − su†) ≥ 0.
We can write the above as
Q + xu† + ux† ≥ 0,
for the choice, x ∶= 1
2
(s†Qs)u −Qs. Hence, we have
shown the equivalence of the first four statements.
For statement (III) ⇒ statement (V), we have that(1 − us†)Q (1 − su†) ≥ 0 for every s ∈ Cn such that⟨u, s⟩ = 1 using statement (III). Then, for every vector,
y ∈ Cn, such that, ⟨u, y⟩ = 0,
y† (1 − us†)Q (1 − su†) y ≥ 0⇒ y†Qy ≥ 0.
For statement (V) ⇒ statement (III), we assume that
for every vector, y ∈ Cn, such that, ⟨u, y⟩ = 0,
y†Qy ≥ 0.
If we choose any vector s ∈ Cn such that ⟨u, s⟩ = 1, and
any vector v ∈ Cn, then we can construct a vector y with⟨u, y⟩ = 0 by setting y = (1− su†)v. Using statement (V)
with this choice of vector y then gives
v† (1 − us†)Q (1 − su†) v ≥ 0⇒ (1 − us†)Q (1 − su†) ≥ 0,
which proves statement (V)⇒ statement (III).
We can use this Lemma to check if a matrix is a Gram
matrix of multi-mode coherent states. First, we define
the Hadamard logarithm, as(log⊙(P ))ij ∶= logPij .
Using Eq. 4 and Lemma 1, we have that a matrix P
such that Pii = 1 for every i ∈ [n] is Gram matrix of co-
herent states if and only if there exists a matrix of inte-
gers N ∈ Zn×n such that (log⊙(P ) − 2piiN) ∈ Herm(Cn),
2piiNii = log 1 for every i ∈ [n] and
(1 − uu†
n
)(log⊙(P ) − 2piiN)(1 − uu†
n
) ≥ 0.
However, in this form this condition cannot be checked
since there are countably infinite choices for the matrix,
N . Now, we will show that we only need to check this
condition for a finite number of matrices, N . First, we
show that if a matrix can be written as a Gram matrix
of multi-mode coherent states, then one of the coherent
states can be chosen as ∥0⟫.
5Lemma 2. If P = G(eiφ1∥α1⟫, eiφ2∥α2⟫, ⋯ , eiφn∥αn⟫),
then P = G(eiφ′1∥0⟫, eiφ′2∥α′2⟫, ⋯ , eiφ′n∥α′n⟫), where
α′i = αi − α1, and φ′i = φi − Im{⟨αi, α1⟩} for every i ∈ [n].
Proof. This can be proven by just plugging in the values
given above in Eq. 3.
Our goal is to restrict the values the matrix element
Nij can take. We accomplish this by using a complex
log function mapping to the branch, [β,β + 2pi) in the
following equation.
log(Pij) = −1
2
∥αi − αj∥22+ i (Im{⟨αi, αj⟩} + (φj − φi) + 2piNij) (14)
The imaginary part on the left hand side of Eq. 14 is
restricted to the interval [β,β+2pi). If we can bound the
terms in the imaginary part on the right hand side, then
we would be able to bound the terms Nij as well. For
this purpose, we define the parameter,
δ ∶= min
i,j
∣Pij ∣. (15)
If δ = 0, then we know that P ∉ G(C nm), since the in-
ner product between two coherent states cannot be zero
(see Eq. 2). So, we consider δ ≠ 0. If P ∈ G(C nm), then
P = G(eiφ1∥α1⟫, eiφ2∥α2⟫, ⋯ , eiφn∥αn⟫) for some ampli-
tude vectors, {αi}ni=1 with α1 = 0 and real phases, {φi}ni=1
(using Lemma 2). Moreover, we can assume that for ev-
ery i ∈ [n], φi ∈ [0,2pi). Then, for every i, j ∈ [n] we have
that
−2pi ≤ φj − φi ≤ 2pi. (16)
For a matrix P ∈ G(C nm), we have
δ = min
i,j
{exp(−1
2
∥αi − αj∥22)}
= exp(−1
2
(max
i,j
{∥αi − αj∥2})2) .
This implies that
max
i,j
{∥αi − αj∥2} = (−2 log(δ))1/2.
For every i ∈ [n], and amplitude vector, αi in this repre-
sentation of P , we have
∥αi∥2 = ∥αi − 0∥2= ∥αi − α1∥2≤ max
i,j
{∥αi − αj∥2} = (−2 log(δ))1/2.
Further, we have that for every i, j ∈ [n]
∣⟨αi, αj⟩∣ ≤ ∥αi∥2∥αj∥2≤ −2 log(δ) = ∣2 log(δ)∣.
We will use this to bound the Im{αi, αj}, using∣Im{⟨αi, αj⟩}∣ ≤ ∣⟨αi, αj⟩∣ ≤ ∣2 log(δ)∣ (17)
Now, observe that in Eq. 14 if we consider the log func-
tion with [β,β + 2pi) branch, for every i, j ∈ [n] we have
β ≤ 2piNij + Im{⟨αi, αj⟩} + (φj − φi)⇒ β − Im{⟨αi, αj⟩} − (φj − φi) ≤ 2piNij⇒ β − ∣2 log(δ)∣ − 2pi ≤ 2piNij ,
and,
2piNij + Im{⟨αi, αj⟩} + (φj − φi) < β + 2pi⇒ 2piNij < β + 2pi − Im{⟨αi, αj⟩} − (φj − φi)⇒ 2piNij < β + 4pi + ∣2 log(δ)∣,
for which we have used Eqs. 16 and 17. Thus for every
i, j ∈ [n] we have the following bound:
Nij ∈ Z ∩ [ β
2pi
− 1
pi
∣ log(δ)∣ − 1, β
2pi
+ 1
pi
∣ log(δ)∣ + 2) . (18)
To summarize, we have proven that if P ∈ G(C nm), then
there exists an integer matrix N ∈ Zn×n with elements
in the range given by Eq. 18 and a set of vectors, {αi}i
(where α1 = 0 specifically) and phases, {φi}i, such that
for every i, j
log(Pij) − i2piNij = −1
2
(∥αi∥22 + ∥αj∥22 − 2⟨αi, αj⟩)+ i (φj − φi) .
Using the characterization of matrix equations of this
form given in Lemma 1, we have that this is equiv-
alent to (log⊙(P ) − 2piiN) being a Hermitian matrix,
2piiNii = log(1) for every i ∈ [n] and
(1 − uu†
n
)(log⊙(P ) − 2piiN)(1 − uu†
n
) ≥ 0.
Thus, we have proven the following Theorem, which
characterizes the Gram matrices of multi-mode coherent
states. Here we consider the log function with the branch[β,β + 2pi).
Theorem 1. For a matrix, P ∈ Herm(Cn) such that
Pii = 1 for all i ∈ [n], P ∈ G(C nm) for some m ∈ N if
and only if there exists an integer matrix N ∈ Zn×n, such
that (log⊙(P ) − 2piiN) ∈ Herm(Cn), 2piiNii = log(1) for
every i ∈ [n], and
(1 − uu†
n
)(log⊙(P ) − 2piiN)(1 − uu†
n
) ≥ 0. (19)
Further, we can restrict the range of the elements of N
to the following:
Nij ∈ Z ∩ [ β
2pi
− 1
pi
∣ log(δ)∣ − 1, β
2pi
+ 1
pi
∣ log(δ)∣ + 2) (20)
for every i, j ∈ [n], where δ ∶= mini,j ∣Pij ∣ > 0.
6Note that Eq. 19 can be replaced with any of the
statements from Lemma 1. We have used s = u/n in
the statements III and IV of Lemma 1 for simplicity.
Moreover, for every matrix P ∈ Herm(Cn) we only need
to check Eq. 19 for finitely many matrices, N . However,
we need to check the conditions for exp(O(n2)) number
of matrices N , where n is the size of the matrix P .
It might be possible to use semidefinite programming
and rounding methods to create a more efficient al-
gorithm for this task but we do not pursue this lead here.
In the following corollary, we show that we can restrict
the number of modes of the coherent states forming a
Gram matrix to the size of the matrix.
Corollary 1. For every m ∈ N, G (C nn+m) = G (C nn ).
That is, no more than n-modes are required to represent
a Gram matrix of n-vectors.
Proof. A matrix P ∈ Herm(Cn) with Pii = 1 for every
i ∈ [n] can be written as a Gram matrix of coherent
states if and only if there exist complex amplitude vec-
tors, {αi}ni=1 ⊂ Cm (where m is the number of modes)
and a set of real phases {φi}ni=1 such that
Pij = exp(−1
2
(∥αi∥22 + ∥αj∥22 − 2⟨αi, αj⟩) + i (φj − φi)) .
It is clear from the above equation that the collection of
vectors, {αi}ni=1, is isometrically invariant, i.e., if {αi}ni=1
satisfy this equation, then for a U ∈ U(Cm,Cp), the vec-
tors {Uαi}ni=1 also satisfy this equation. Therefore, one
can simply constrain the vectors, {αi}ni=1, to be in an n-
dimensional space (since there are only n vectors), i.e.,
we can choose the number of modes m = n.
Corollary 1 tells us that one cannot do better by
simply increasing the number of modes. With this result
in hand, we can see that the set of Gram matrices, which
can be constructed using coherent states, is just G(C nn ).
Therefore, in Section IV, where we study the closure of
the set of Gram matrices of multi-mode coherent states,
we will just consider the set G(C nn ).
We will demonstrate our characterization result by
using it to show that n multi-mode coherent states,{eiφi∥αi⟫}ni=1 can be chosen such that for i ≠ j the inner
product ⟨eiφi∥αi⟫, eiφj∥αj⟫⟩ = r for some r ∈ (0,1]. That
is, we can choose acute equiangular multi-mode coherent
states.
Example 1. Acute equiangular coherent states
To show that coherent states with the aforemen-
tioned property exist, we show that the Gram matrix,
P ∈ Herm(Cn) such that Pii = 1 for every i ∈ [n], and
Pij = r (where r ∈ (0,1]) for every i ≠ j ∈ [n], can be
constructed using coherent states. For this we choose
the log function with [−pi,pi) branch. Then, log⊙P is
Hermitian. Moreover, logPii = 0 for every i ∈ [n], and
logPij = log(r) for every i ≠ j ∈ [n]. That is,
log⊙P = log(r)uu† − log(r)1.
Then, we have that
(1 − uu†
n
)(log⊙P )(1 − uu†
n
)
= log (1
r
)(1 − uu†
n
) ≥ 0.
Thus, we can choose n coherent states, such that the
inner products between any two of these states is equal
to some r ∈ (0,1].
We can also use our characterization to prove that the
Hadamard exponential of a Euclidean distance matrices
is positive semidefinite. We will formulate this result as
Corollary 2. A matrix, D ∈ L(Rn) is a Euclidean distance
matrix if there exist vectors, {αi}ni=1 ⊂ Rn, such that for
i, j ∈ [n]
Dij = −1
2
∥αi − αj∥22.
In Ref. [20] it has been proven that a matrix is a Eu-
clidean distance matrix if and only if
(1 − uu†
n
)D (1 − uu†
n
) ≥ 0. (21)
Lastly, we define the Hadamard exponential of a matrix,
X as the component wise exponential of a matrix. That
is, (exp⊙(X))ij ∶= exp(Xij).
Corollary 2. The Hadamard exponential of a Euclidean
distance matrix, D is positive semidefinite. That is
exp⊙(D) ≥ 0. (22)
Proof. Let P ∶= exp⊙(D). Since, D is a Euclidean dis-
tance matrix, it is a real matrix and Pij > 0 for every i, j.
If we choose the log function to be the logarithm with
the branch [−pi,pi), then log⊙(P ) = D. Using this fact,
we have
(1 − uu†
n
)D (1 − uu†
n
) ≥ 0
⇒(1 − uu†
n
)(log⊙(P ))(1 − uu†
n
) ≥ 0
⇒ P ∈ G(C nn )⇒ P ≥ 0⇒ exp⊙(D) ≥ 0,
where we have used Theorem 1 in the third step and the
fact that Gram matrices are positive semidefinite in the
fourth step.
7One can, in principle use Theorem 1 to not only
check if a given square matrix, P ∈ L(Cn) (such that
Pii = 1 for every i ∈ [n]) can be represented as a
Gram matrix of coherent states or not, but also to
find a set of coherent states, {eiφi∥αi⟫}i such that
P = G(eiφ1∥α1⟫, ⋯ , eiφn∥αn⟫). One can use the follow-
ing algorithm for example. Choose log to be the loga-
rithm with the branch [−pi,pi). For the given matrix P ,
calculate δ ∶= mini,j ∣Pij ∣. Let
F ∶={N ∈ Zn×n ∶
Nij ∈ Z ∩ [−3
2
− 1
pi
∣ log(δ)∣, 3
2
+ 1
pi
∣ log(δ)∣)
for every i ≠ j ∈ [n], 2piiNii = log(1)
for every i ∈ [n] and(log⊙(P ) − 2piiN) ∈ Herm(Cn)}.
be the set of possible integer matrices. Note that this set
is finite. For every N ∈ F do the following:
1. Let X ∶= (1 − ue†1) (log⊙(P ) − 2piiN) (1 − e1u†).
2. Check if X is positive semidefinite or not.
(a) If it is positive semidefinite, then Theorem
1 (we are using an alternate but equivalent
version of the condition in Eq. 19 for con-
venience) guarantees that you can write your
matrix as a Gram matrix of multi-mode co-
herent states. Moreover, these coherent states
can be found by using the columns of X1/2
(this can be seen through the proof of Lemma
1). If
X1/2 = (α1 α2 ⋯ αn)
where αi ∈ Cn for each i ∈ [n], then we
have P = G(eiφ1∥α1⟫, eiφ2∥α2⟫, ⋯ , eiφn∥αn⟫)
for φi ∶= −Im{logPi1} for each i ∈ [n].
(b) If it is not positive semidefinite, move to the
next integer matrix in F .
Finally, if X is not positive semidefinite for any of the
integer matrices N ∈ F , then P ∉ G(C nn ).
Remark: If we replace e1 with u/n in the above algo-
rithm, then X and X1/2 will have rank at most (n − 1),
which means that one could in fact choose vectors in
Cn−1 to satisfy Eq. 2. Thus, we can choose (n−1)−mode
coherent states to construct any matrix in G(C nn ) or,
G(C nn ) = G(C nn−1). One can also see this through Lemma
2, which allows us to reduce the rank of the amplitude
vectors by at least 1. We state this result as Corollary
1′, a slightly strengthened form of Corollary 1.
Corollary 1′. For n,m ∈ N and n ≥ 2,
G (C nn−1+m) = G (C nn−1).
However, we will continue to use G (C nn ) to represent
the Gram matrices of n multi-mode coherent states for
notational convenience.
Since, it seems hard to decide if a Gram matrix P lies
inG(C nn ) or not, we provide two Corollaries, which would
be helpful in deciding this question in certain cases. Both
of these rely on the fact that it is easy to check if a matrix
is a Euclidean distance matrix (EDM) (see Eq. 21).
Corollary 3. If P ∈ G(C nn ), then the matrix
R ∶= [log(∣Pij ∣)]ij is a Euclidean distance matrix (log
function considered here is the real logarithm function).
Proof. If P ∈ G(C nn ), then for every i, j ∈ [n]
log(∣Pij ∣) = −1
2
∥αi − αj∥22 (23)
for some complex vectors, {αk}nk=1 ⊂ Cn. Define, a 2n- di-
mensional vector βi ∶= (Re{αi}, Im{αi}) for every i ∈ [n].
These vectors would also satisy Eq. 23. Further these
can be rotated into a n-dimensional space using an or-
thogonal matrix, which would leave the distance between
these vectors invariant. Hence, the matrix R would be
an EDM.
One may wonder if the converse also holds in Corol-
lary 3, i.e., given that for a Gram matrix P , the matrix
R ∶= [log(∣Pij ∣)]ij is a Euclidean distance matrix, does
this imply P ∈ G(C nn )? This is seen not to be the case.
A counterexample is the Gram matrix of three equian-
gular vectors in two dimensions,
P = ⎛⎜⎝
1 −0.5 −0.5−0.5 1 −0.5−0.5 −0.5 1
⎞⎟⎠ .
The matrix R ∶= [log(∣Pij ∣)]ij in this case is an EDM,
but one can use the algorithm based on Theorem 1 to
show that P ∉ G(C nn ). However, the converse does hold
when all the elements of the Gram matrix P are real and
positive.
Corollary 4. If P ∈ Herm(Cn) and Pij ∈ R and Pij > 0
for every i, j ∈ [n], then P ∈ G(C nn ) if an only if log⊙P
is a Euclidean distance matrix (log function considered
here is the real logarithm function).
Proof. The fact that if P ∈ G(C nn ) then log⊙P is a Eu-
clidean distance matrix can be seen using Corollary 3
in this case. For the other direction, since log⊙P is an
EDM, we can choose vectors {αi}ni=1 ⊂ Rn such that for
every i, j ∈ [n]
logPij = −1
2
∥αi − αj∥22
⇔ Pij = exp(−1
2
∥αi − αj∥22) ,
which implies that P = G(∥α1⟫, ⋯ , ∥αn⟫) using the fact
that αi are real vectors and Eq. 3.
8We can also connect our work to the coherent state
mapping presented in Ref. [22]. We will assume that
the entries of the Gram matrix, P are close to 1 (and
Pii = 1 for all i ∈ [n]). That is, the angles between the
vectors forming the Gram matrix are small. In order
to recreate this Gram matrix using multi-mode coherent
states, we need to find amplitude vectors, {αi}ni=1 ⊂ Cn,
a phase vector, φ ∈ Rn and an integer matrix such that
Eq. 19 is satisfied. We choose the [−pi,pi) branch of the
log function. Further, for convenience we assume that no
element of P lies on the negative real axis. In this case,
log⊙P is Hermitian, with zero diagonal. We will choose,{αi}ni=1 ⊂ Cn, such that ∥αi∥2 = 1 for all i ∈ [n], φ = 0,
and N = 0. For these choice, we need {αi}ni=1 satisfying
log(Pij) = −1
2
(∥αi∥22 + ∥αj∥22 − 2⟨αi, αj⟩) + i (φj − φi)
= −1
2
(2 − 2⟨αi, αj⟩) .
Using the assumption that the entries of P are close to
1,
Pij − 1 +O((Pij − 1)2) = −1 + ⟨αi, αj⟩⇒ Pij ≈ ⟨αi, αj⟩.
Thus, the problem of finding coherent states in this case
reduces to finding unit vectors forming the Gram matrix,
P . This can be done easily by choosing {αi}ni=1 to be the
columns of B for any B such that P = B†B. Ref. [22]
studies exactly this mapping of qudit states ({αi}i) to
multi-mode coherent states ({∥αi⟫}i). Our results show
that this is indeed well motivated.
IV. CLOSURE OF THE SET OF GRAM
MATRICES OF MULTI-MODE COHERENT
STATES
The set of Gram matrices of n multi-mode coherent
states, G(C nn ) is not closed. For example, one may con-
struct Gram matrices arbitrarily close to the identity ma-
trix using coherent states, but the identity matrix itself
cannot be constructed, since the inner products between
any two coherent states is never zero. In this section,
we will characterize the closure of G(C nn ), which we will
represent as G(C nn ). This set consists of the Gram ma-
trices which can be approximated arbitrarily well us-
ing Gram matrices of coherent states. Experimentally
G(C nn ) is more relevant than G(C nn ). One expects that
block diagonal Gram matrices, where each of the blocks
is a Gram matrix of coherent states, would lie in G(C nn ).
Each block could be realized by the set of corresponding
coherent states, and one could displace the amplitudes
between the sets relative to each other with a sufficiently
large amplitude vector to achieve this. In fact, we will
show that all the matrices in G(C nn ) can be put into such
a block diagonal form. To prove this, we will require two
intermediate results, Lemmas 3 and 4. Lemma 3 relates
the distance between the amplitude vectors of two coher-
ent states with their inner-product with each other and
a third coherent state. Lemma 4 shows that if a Gram
matrix with non-zero entries belongs in G(C nn ), then it
also belongs in G(C nn ). Together these two will allow us
to characterize G(C nn ).
Lemma 3. If ∥α⟫, ∥β⟫, ∥γ⟫ ∈ Cn, are such that∣⟨∥α⟫, ∥β⟫⟩∣ = pαβ and ∣⟨∥α⟫, ∥γ⟫⟩∣ = pαγ , then
(−2 log pαγ)1/2 + (−2 log pαβ)1/2 ≥ ∥β − γ∥2≥ ∣(−2 log pαγ)1/2 − (−2 log pαβ)1/2∣ . (24)
Proof. From Eq. 3, the following can be deduced:
∥α − β∥2 = (−2 log (pαβ))1/2∥α − γ∥2 = (−2 log (pαγ))1/2 .
To establish the lower bound, we use the triangle inequal-
ity in the following manner.
∥γ − β∥2 = ∥ (γ − α) − (β − α) ∥2≥ ∣∥γ − α∥2 − ∥β − α∥2∣≥ ∣ (−2 log pαγ)1/2 − (−2 log pαβ)1/2 ∣
We use the triangle inequality again to establish the up-
per bound.
∥γ − β∥2 ≤ ∥γ − α∥2 + ∥β − α∥2= (−2 log pαγ)1/2 + (−2 log pαβ)1/2
Before we go on further, we would like to point out
that if P ∈ G(C nn ), then Pij ≠ 0 for all i, j ∈ [n]. This can
be seen from Eq. 2. In the lemma that follows, we prove
that if a matrix with non-zero entries belongs in G(C nn ),
then it also belongs in G(C nn ).
Lemma 4. For P ∈ L(Cn) such that Pii = 1 for all i ∈[n], if Pij ≠ 0 for all i, j ∈ [n], then P ∈ G(C nn ) if and
only if P ∈ G(C nn ).
Proof. P ∈ G(C nn ) implies P ∈ G(C nn ) is trivial. For
the other direction, we have that, if P ∈ G(C nn ), then
there exists a sequence, {Pk}∞k=1 ⊆ G(C nn ) such that
limk Pk = P under the 2-norm (where the 2-norm, ∥ ⋅ ∥2
is defined as ∥X∥2 = (Tr(X†X))1/2; all norms are equiv-
alent in a finite dimensional space [23], so we can choose
the 2-norm without loss of generality). Firstly, observe
that P ∈ Pos(Cn) and that Pii = 1 for all i ∈ [n], since
these sets are closed. Moreover, this implies the exis-
tence of integer matrices, {Nk}∞k=1 ⊂ Zn×n, for which each(log⊙(Pk) − 2piiNk) ∈ Herm(Cn), 2pii(Nk)ii = log(1) for
every i and such that for all y ∈ Cn, ⟨u, y⟩ = 0 (we are
9using an alternate characterization of Theorem 1; see
Lemma 1, Statement V)
y†(log⊙(Pk) − 2piiNk)y ≥ 0.
Further, we can assume that for all i, j:
(Nk)ij ∈ Z ∩ [ β
2pi
− 1
pi
∣ log(δk)∣ − 1, β
2pi
+ 1
pi
∣ log(δk)∣ + 2)
where δk ∶= mini,j ∣(Pk)ij ∣, and the branch of the function
log is chosen such that it is continuous at Pij for every
i, j ∈ [n]. Before we proceed further, we show that for
sufficiently large k we can restrict the choice of matrices,
Nk to a finite set.
Claim: For the sequence, {Pk}∞k=1 and integer matrices{Nk}∞k=1 as described above, there exists M ∈ N, such
that for all k ≥M and for all i, j ∈ [n], we have
(Nk)ij ∈ Z ∩ [ β
2pi
− 1
pi
∣ log(δ
2
)∣ − 1, β
2pi
+ 1
pi
∣ log(δ
2
)∣ + 2) ,
where δ ∶= mini,j ∣Pij ∣. This essentially says that the
range of elements of Nk can be made independent of k.
Proof of claim: Since, δ ≠ 0 and the elements(Pk)ij → Pij for every i, j ∈ [n], we can choose M such
that for all k ≥M and i, j ∈ [n]
∣ ∣(Pk)ij ∣ − ∣Pij ∣ ∣ < δ
2⇒ ∣Pij ∣ − δ
2
< ∣(Pk)ij ∣
⇒ δ − δ
2
< ∣(Pk)ij ∣
⇒ δ
2
< ∣(Pk)ij ∣.
Since, this is true for all i, j ∈ [n], for every k ≥ M we
have
δ
2
< min
i,j
∣(Pk)ij ∣ = δk.
Using the fact that ∣ log(x)∣ is decreasing for x ∈ (0,1],
we see that
[ β
2pi
− 1
pi
∣ log(δk)∣ − 1, β
2pi
+ 1
pi
∣ log(δk)∣ + 2)
is a subset of
[ β
2pi
− 1
pi
∣ log(δ
2
)∣ − 1, β
2pi
+ 1
pi
∣ log(δ
2
)∣ + 2) .
This proves the claim for M as chosen above. ∎
Now, we only consider the infinite sequence of matrices,{Pk ∶ k ≥M}, where M is the number as defined in the
claim above. Observe that the integer matrix correspond-
ing to each of these matrices, Nk, is chosen from the finite
set of matrices,F ∶={N ∈ Zn×n∣ for all i, j ∈ [n] ∶
β
2pi
− 1
pi
∣ log(δ
2
)∣ − 1 ≤ Nij < β
2pi
+ 1
pi
∣ log(δ
2
)∣ + 2}.
We can write F = {K1,K2, ⋯ ,Kl}
for some l ∈ N to emphasize the fact that its finite. Since,
this set is finite and the sequence (Nk)k is infinite, there
exists a p ∈ [l] such that Nk = Kp for infinitely many
k. Define K ∶= Kp for convenience. We choose a sub-
sequence of {Pk ∶ k ≥ M}, {Pkt}∞t=1 such that Nkt = K
for all t ≥ 1. Also, as this is a subsequence of {Pk}k,
Pkt → P . Now, observe that for every y ∈ Cn such that⟨u, y⟩ = 0 and for all t ≥ 1,
y†(log⊙(Pkt) − 2piiK)y ≥ 0.
This implies that for such a vector, y,
lim
t→∞ y†(log⊙(Pkt) − 2piiK)y ≥ 0⇒ y†(log⊙( lim
t→∞(Pkt)) − 2piiK)y ≥ 0⇒ y†(log⊙(P ) − 2piiK)y ≥ 0,
where we have used the fact that K is a constant and the
functions– fy(X) = y†Xy, and f(X) = log⊙X are con-
tinuous. The log⊙X function is continuous because we
chose the branch of the log function such that no element
of P lay on the branch cut. Further, 2pii(K)ii = log(1) for
every i, since K = Nk for some k, and log⊙(P )− 2piiK =
limt→∞(log⊙(Pkt) − 2piiK) ∈ Herm(Cn), because the set
of Hermitian matrices is closed. Using an equivalent char-
acterization of Theorem 1, this proves our claim.
We need one final notion to characterize G(C nn ). Observe
that if
G(v1,⋯, vn) ∈ G(C nn ), then
G(vpi−1(1),⋯, vpi−1(n)) = PpiG(v1,⋯, vn)P †pi ∈ G(C nn ),
(25)
for any permutation pi (where Ppi represents the permu-
tation matrix associated with pi). If one can construct a
Gram matrix, Q using coherent states, then all one needs
to do to construct the Gram matrix, PpiQP
†
pi is to per-
mute the order of the coherent states forming Q by pi.
Therefore, Q ∈ G(C nn ) is equivalent to PpiQP †pi ∈ G(C nn ).
In fact, because of the isometric invariance [24] of the 2-
norm, Q ∈ G(C nn ) is equivalent to PpiQP †pi ∈ G(C nn ). We
can use this fact to simplify our analysis of matrices in
G(C nn ). In the rest of the paper, we will refer to a Gram
matrix of the form, Q′ = G(vpi−1(1), vpi−1(2),⋯, vpi−1(n)) as
a rearrangement of the vectors forming the Gram matrix,
Q = G(v1, v2,⋯, vn).
Theorem 2. A matrix, P ∈ L(Cn), is a member of
G(C nn ) if and only if P can be written as
PpiPP
†
pi = m⊕
i=1Pi =
⎛⎜⎜⎜⎝
P1
P2 ⋱
Pm
⎞⎟⎟⎟⎠ (26)
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where, ⊕mi=1 Pi represents a direct sum of matrices,{Pi}mi=1 and for each i ∈ [m], Pi ∈ G(C nini ) for some
ni ∈ N, and Ppi is a permutation matrix.
In other words, P ∈ G(C nn ) if and only if up to a rear-
rangement of the vectors forming it, P can be written as a
block-diagonal matrix where each block is a Gram matrix
that can be realized by multi-mode coherent states.
Proof. We will first prove that if P ∈ G(C nn ), then it has
the aforementioned block diagonal form. This will be
done in two steps. In the first step, we will establish
two properties of elements of such a matrix, P . In the
second step, which primarily relies on linear algebra, we
will show that these two properties suffice to prove that
the matrix, P , has the required block diagonal structure.
Step 1: For a P ∈ G(C nn ), and indices i, k ∈ [n] such
that Pik ≠ 0 we will prove that, if j ∈ [n] such that
Pij = 0, then Pkj = 0 and if j ∈ [n] such that Pij ≠ 0,
then Pkj ≠ 0. The idea is that if two multi-mode
coherent states have a non-zero inner product then their
amplitude vectors have to be a finite distance away from
each other, but if their inner product approaches zero
then the distance between these vectors has to grow
infinitely large.
We will first show that if Pik ≠ 0 and j ∈ [n] such that
Pij = 0, then Pkj = Pjk = 0. To prove this pick a sequence,{Pu}∞u=1 ⊆ G(C nn ) such that,
lim
u→∞Pu = P.
Here, we once again consider the 2-norm without any loss
of generality. Observe that this is equivalent to
lim
u→∞ (Pu)ab = Pab
for all a, b ∈ [n]. Since, Pu ∈ G(C nn ), there exist multi-
mode coherent states, {eiφui∥αui ⟫}ni=1 ⊆ Cn, such that(Pu)ab = ⟨eiφua∥αua⟫, eiφub∥αub ⟫⟩ for all a, b ∈ [n]. Using
Lemma 3, we have,
(−2 log ∣ (Pu)jk ∣)1/2 = ∥αuk − αuj ∥2≥ (−2 log ∣ (Pu)ij ∣)1/2 − (−2 log ∣ (Pu)ik ∣)1/2 .
Taking the limit, u→∞, we have
lim
u→∞ (−2 log ∣ (Pu)jk ∣)1/2 ≥ (−2 log limu→∞ ∣ (Pu)ij ∣)1/2
− (−2 log lim
u→∞ ∣ (Pu)ik ∣)1/2
≥ (−2 log lim
u→∞ ∣ (Pu)ij ∣)1/2− (−2 log ∣Pik ∣)1/2 ,
where we have used the continuity of ∣ ⋅ ∣, log(⋅), and(⋅)1/2 functions. The limit on the RHS tends to ∞ since
limu→∞ ∣ (Pu)ij ∣ = ∣Pij ∣ = 0 and Pik ≠ 0, therefore
(−2 log lim
u→∞ ∣ (Pu)jk ∣)1/2 =∞⇒ lim
u→∞ ∣ (Pu)jk ∣ = ∣Pjk ∣ = 0.
Hence, for Pik ≠ 0, and for every j ∈ [n] such that Pij = 0,
Pkj = Pjk = 0. (27)
since, P is Hermitian.
Now, we will prove that given Pik ≠ 0, if for j ∈ [n]
Pij ≠ 0, then Pkj ≠ 0. For j such that Pij ≠ 0, using the
upper bound given in Lemma 3, we have
(−2 log ∣ (Pu)jk ∣)1/2 = ∥αuk − αuj ∥2≤ (−2 log (∣(Pu)ki∣))1/2 + (−2 log (∣(Pu)ij ∣))1/2 .
Taking the limit, u→∞, we have
lim
u→∞ (−2 log ∣ (Pu)jk ∣)1/2 ≤ limu→∞ (−2 log (∣(Pu)ki∣))1/2+ lim
u→∞ (−2 log (∣(Pu)ij ∣))1/2≤ (−2 log ∣Pki∣)1/2+ (−2 log ∣Pij ∣)1/2 =∶M <∞
where we have defined M to be the upper bound. This
gives us
∣Pjk ∣ ≥ exp(−1
2
M2) > 0.
Therefore, for Pik ≠ 0 and j ∈ [n] such that Pij ≠ 0, we
have
Pjk = P ∗kj ≠ 0. (28)
Therefore, we have proven that for any n ∈ N, a matrix,
P ∈ G(C nn ), and i, j, and k ∈ [n] Eq. 27 and Eq. 28 hold.
These two properties are sufficient to establish the block
diagonal structure of P .
Step 2: We will use induction on the size of the Gram
matrices to prove the statement that if P ∈ G(C nn ), then
P has the block diagonal form given in Eq. 26, up to a
rearrangement of the vectors forming it. First observe
that since the sets, {X ∈ L(Cn) ∶Xii = 1 for all i ∈ [n]}
and Pos(Cn) are closed, P will belong in these sets. The
induction hypothesis is clearly true for n = 1 as P = (1)
is the only Gram matrix in this case and P = G(∥0⟫).
We assume that our hypothesis is true for all p ≤ n. For
P ∈ G(C n+1n+1 ), P can always be put into the form
P = (P ′ x
x† 1
)
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where x ∈ Cn. It can be shown that P ′ ∈ G(C nn ).
Since, P is positive semidefinite, we can write
P = G(v1, v2,⋯, vn+1) for vectors, {vi}n+1i=1 . Then,
P ′ = G(v1, v2,⋯, vn). By the induction hypothesis, there
exists a permutation, pi such that
PpiP
′P †pi = G(vpi−1(1),⋯, vpi−1(n)) = ⎛⎜⎜⎜⎝
P ′1
P ′2 ⋱
P ′m
⎞⎟⎟⎟⎠ (29)
where for every i ∈ [m], P ′i ∈ G(C nini ) for some ni. We can
transform P as
P Ð→ (Ppi 0
0 1
)P (P †pi 0
0 1
)
and prove our claim for this matrix without loss of
generality. So, from now on we will assume that P is
block diagonal in the first n × n entries.
If for every i ∈ [n], P(n+1)i = 0, then our matrix is
already in the required block diagonal form. So, we will
assume that there exists i ∈ [n] such that P(n+1)i ≠ 0.
Observe that the block structure of the first n × n
entries divides the vectors forming the Gram matrix
into orthogonal subspaces. So, we may associate a
subspace with each Gram matrix, P ′l (Eq. 29). Further
assume without loss of generality that the vector,
vi (where P = G(v1, v2,⋯, vn+1)) is in the subspace
associated with the Gram matrix, P ′m (if not one
can always permute the vectors forming P such that
this is true). Then using the fact that for all j such
that Pij = 0, P(n+1)j = 0 (Eq. 27), one can see that
P also has a block diagonal form if one includes the(n + 1)th row and column in P ′m (See Fig. 1 for a
schematic representation of this fact). We will call this
new last block Pm. All the other blocks remain the same.
Furthermore, for every l ∈ [m − 1], P ′l ∈ G(C nlnl ), and if
we prove that the new block, Pm belongs in G(C nm+1nm+1 )
then we would be done. Observe that P ′m ∈ G(C nmnm ),
which means that (P ′m)uv ≠ 0 for all u, v ∈ [nm]. In
addition, using Eq. 28, we can show that for all
u, v ∈ [nm + 1], (Pm)uv ≠ 0. Moreover, Pm ∈ G(C nm+1nm+1 ).
Using Lemma 4, these two imply that Pm ∈ G(C nm+1nm+1 ).
Therefore, if P ∈ G(C nn ), then P has the block diagonal
form given in Eq. 26, up to a rearrangement of the
vectors forming it.
We will prove the converse of the statement by con-
struction. We will present a construction for Gram ma-
trices with 2 blocks, which can be generalised to m blocks
easily. Suppose, we have P1 ∈ G(C n1n1 ) and P2 ∈ G(C n2n2 ),
then we wish to prove that
P = (P1
P2
) ∈ G(C nn )
FIG. 1. In this figure, we schematically represent the matrix,
P ∈ G(C n+1n+1 ), which is diagonal in its first n × n entries. We
consider the case where P(n+1)i ≠ 0. The facts proved in Step
1 of the proof show that the zero (white) and non-zero (gray)
terms in the ith-row (column) coincide with zero and non-zero
terms respectively in the (n + 1)th-row (column).
for n = n1 + n2.
For i = 1,2 let the multi-mode coherent states,{eiφij∥αij⟫}nij=1 be such that
(Pi)uv = ⟨eiφiu∥αiu⟫, eiφiv∥αiv⟫⟩ .
There are at least two ways in which this can be
accomplished. One way would be to put both the sets
of amplitude vectors into the same space, say X = Cn′
for n′ = max{n1, n2}, and to displace one of the sets
by a large amplitude vector, A ∈ X . This way the
inner products of the coherent states belonging to the
same set of states remains invariant for appropriately
defined phases, but the inner product of the coher-
ent states belonging to different sets would tend to
zero as the norm of the vector, A, tends to ∞. The
second way, which we present here, is similar but
it puts the amplitude vectors in different subspaces,
and makes the distance between these subspaces go to ∞.
We will define multi-mode coherent states{eiΦj∥βj(A)⟫}nj=1 dependent on a parameter, A ∈ R,
such that their Gram matrix will approach P as A→∞.
Define,
n ∶= n1 + n2
and,
{βj(A)}nj=1 ⊂ (Cn1 ⊕Cn2)⊕ (C⊕C){Φj}nj=1 ⊂ R
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such that for each j ∈ [n],
βj(A) ∶= {α1j ⊕ 0⊕A⊕ 0 j ≤ n1
0⊕ α2j′ ⊕ 0⊕A j′ = j − n1 > 0
Φj ∶= {φ1j j ≤ n1
φ2j′ j′ = j − n1 > 0
Given these, one can check that the following hold for
u, v ∈ [n1]∥βu(A) − βv(A)∥22 = ∥α1u − α1v∥22
Im{⟨βu(A), βv(A)⟩} = Im{⟨α1u, α1v⟩}
Φu −Φv = φ1u − φ1v,
whic imply that,
⟨eiΦu∥βu(A)⟫, eiΦv∥βv(A)⟫⟩ = ⟨eiφ1u∥α1u⟫, eiφ1v∥α1v⟫⟩.
Similar relations hold for the case when u, v > n1, al-
though one needs to replace u with u′ = u−n1 and v with
v′ = v−n1 on the RHS of these equations. For u ≤ n1 and
v > n1, we have∥βu(A) − βv(A)∥22 = ∥α1u∥22 + ∥α2v′∥22 + 2A2 ≥ 2A2⇒ ∣⟨eiΦu∥βu(A)⟫, eiΦv∥βv(A)⟫⟩∣ ≤ exp(−A2). (30)
The matrix, P (A) = G(eiΦ1∥β1(A)⟫,⋯, eiΦn∥βn(A)⟫) is
a member of G (C nn+2) and also of G (C nn ) (by Corollary
1) for every A ∈ R. For this family of matrices, we have
that
lim
A→∞P (A) = (P1 P2) ∈ G (C nn ).
This together with the observation that
P ∈ G(C nn )⇔ PpiPP †pi ∈ G(C nn ) for a permutation
matrix, Ppi, completes our proof.
We have proven here that an n × n Gram matrix can
be approximated arbitrarily well using Gram matrices
of multi-mode coherent states if and only it can be
put into the form of Eq. 26. Moreover, we have also
shown that if this is the case then we can approximate
it using at most n−mode coherent states. During the
proof of the converse of the theorem, we also suggest a
way to construct such matrices, which would potentially
require only maxi{ni} number of modes (here ni are
the dimensions of the block diagonal matrices in Eq.
26). Secondly, one may wish to understand the energy
requirements for approximating a Gram matrix up to
an error, , using coherent states. In the proof for
the converse presented here, the overlap between the
states of two blocks decreases exponentially fast in the
number of additional photons (Eq. 30). Therefore, we
would only require O(log(1/)) additional photons to
approximate a block diagonal Gram matrix.
We use this characterization of the closure of G(C nn )
to show that one cannot arbitrarily approximate Gram
matrices of mutually unbiased bases using multi-mode
coherent states. Recall that two orthonormal sets of vec-
tors, {∣ei⟩}ni=1 and {∣fi⟩}ni=1 are said to be mutally unbi-
ased [25] if for every i, j ∈ [n]
∣⟨∣ei⟩ , ∣fj⟩⟩∣ = 1
n
. (31)
In standard literature, these sets are bases of Cn. How-
ever, we relax this condition here and consider these to
be sets of vectors in the infinite dimensional Fock space.
Example 2. Gram matrices of mutually unbiased bases
cannot be arbitrarily approximated using multi-mode
coherent states
Consider two mutually unbiased sets of vectors,E = {∣ei⟩}ni=1 and F = {∣fi⟩}ni=1 in the Fock space. E and F
are orthonormal sets satisfying Eq. 31. For these vectors,
define P ∶= G(∣e1⟩ , ∣e2⟩ , ⋯ , ∣en⟩ , ∣f1⟩ , ∣f2⟩ , ⋯ , ∣fn⟩).
Suppose, P ∈ G(C 2n2n ), then using the fact that Pki ≠ 0
and Pji ≠ 0 implies Pkj ≠ 0 for such matrices (equiv-
alent to Eq. 28 in Theorem 2), we have that since
P1(n+1) = ⟨∣e1⟩ , ∣f1⟩⟩ ≠ 0 and P2(n+1) = ⟨∣e2⟩ , ∣f1⟩⟩ ≠ 0,
P12 = ⟨∣e1⟩ , ∣e2⟩⟩ ≠ 0, which is a contradiction. Hence,
P ∉ G(C 2n2n ).
V. CONCLUSION
In this paper, we have successfully characterized the
set of Gram matrices of multi-mode coherent states and
its closure. We provide tests to check if a Gram matrix
belongs to either of these sets. We proved that no more
than (n−1)-modes are required to represent a Gram ma-
trix of n-vectors. These results will hopefully serve as
a toolbox for formulating quantum protocols in terms of
coherent states, and facilitate their experimental imple-
mentation. They also add to our theoretical knowledge
of coherent states, and completely describe sets of states
attainable from them. We also expect our results to be
beneficial towards understanding the kind of quantum
resources a communication protocol requires.
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