In the Heisenberg group H (endowed with its Carnot-Carathéodory structure), we prove that a compact set E ⊂ H which satisfies an analog of Peter Jones' geometric lemma is contained in a rectifiable curve. This quantitative condition is given in terms of Heisenberg β numbers which measure how well the set E is approximated by Heisenberg straight lines.
Introduction
Let (X, d) be a metric space. The geometric traveling salesman problem could be stated as follows: Under which (quantitative) conditions is a compact subset E ⊂ X contained in a rectifiable curve of X (that is a curve of finite length)? Moreover, we would like also to control the length of the shortest curve Γ containing E (if such a curve exists). The Euclidean case has been considered by P. Jones [18] who introduced in [17] the β numbers. Let E be a compact subset of the Euclidean space (R n , d Euc ). For any x ∈ R n and any t > 0, set
where the infimum is taken over all straight lines L in R n . The β numbers measure how well the set E is approximated by straight lines at each point and each scale. Set β Euc (E) = Theorem 1.1. ( [18] , [21] ) Let E ⊂ R n be a compact set. Then, E is contained in a rectifiable curve Γ if and only if β Euc (E) < +∞. Moreover,
(where C > 0 is an absolute constant depending only on n).
Applications of this result to harmonic measures, limit sets of Kleinian groups, Brownian motion, complex dynamics, singular integral operators are given in [4] , [5] , [6] , [14] , [17] . The main goal of this paper is to extend Theorem 1.1 to sub-Riemannian spaces, more precisely to Heisenberg groups. It should be mentionned that a version of the geometric traveling salesman theorem in general metric spaces is given in [16] . In this general setting, β numbers are replaced by the Menger curvature (see the Appendix). However, in the Heisenberg group, we can define β numbers by using Heisenberg straight lines and prove an exact counterpart of Theorem 1.1. Our interest for this problem is basically of geometric nature, being meant to understand more precisely the geometry of curves in the Heisenberg group, in the spirit e. g. of [3] , [15] , [1] , [11] , [12] . Nevertheless, the problem attacked here can be seen as the most simple example of the following situation: consider a mechanical non-holonomic system X (a "robot"), and let E ⊂ X be a set of configurations. We seek conditions on E that guarantee that we can move the system through all the these configurations in a finite time. Before stating our main results, we establish some notations. More details are given in Section 2.
Let H be the (first) Heisenberg group endowed with its Carnot-Carathéo-dory metric d c . The points in H will be denoted as P = [z, t] = [x + iy, t]. If P = [z, t], Q = [ζ, τ] ∈ H, following the notations of [27] , we define the group operation P · Q = [z + ζ, t + τ + 2 m(zζ)].
For s ≥ 0, denote by H s c the s-dimensional Hausdorff measure associated with d c . In this paper, we shall call straight H-line any set of the form = a · r, where a is a point of H and r is any Euclidean straight line through the origin lying in the set {[z, 0] z ∈ C}. We shall denote by G(H, 1) the set of all straight H-lines. In addition, we denote by G 0 (H, 1) the set of all Euclidean straight lines through the origin lying in the set {[z, 0] z ∈ C}, i.e. r ∈ G 0 (H, 1) if and only if r = {([λe iω , 0], λ ∈ R}. [12] that G(H, 1) is in fact the good choice.
Remark 1.1. Seeking an intrinsic notion of straight line we are naturally lead to look for laterals of subgroups that are in addition invariant under dilations and have intrinsic Hausdorff dimension equal to 1. It follows from

An important metric feature of the elements of G(H, 1) is that d is additive on r ∈ G(H, 1).
Let E ⊂ H be a compact set, and let P ∈ H. For t > 0, we set β H (P, t) = inf
L∈G(H,1)
sup
Here, B c (P, t) denotes the closed ball (with respect to d c ) whose center is P and whose radius is t. Set
where dP is the integration with respect to the Hausdorff measure H 
l(Γ) ≤ C(diam E + β H (E)) (where C > 0 is an absolute constant)
The construction of the curve Γ is based on the algorithm given in [18] (see also [22] ). To estimate l(Γ), the main ingredient in [18] is the Pythagorean theorem. In the Heisenberg group, such result does not exist. Our idea is to compare Euclidean triangles and Carnot-Carathéodory triangles. This yields to a curvature type estimate for the Heisenberg group that we now explain.
Let (X, d) be a connected length space. A triangle is a collection of three points (= vertices) x, y, z of X connected by three shortest paths (= sides), denoted by (x, y), (y, z) and (z, This condition means that comparison Euclidean triangles are thinner than triangles in X. Following [8, chapter 10] , an Alexandrov space is a metric space with nonnegative curvature. For Alexandrov spaces, Hausdorff dimension equals topological dimension. But, the Hausdorff dimension of (H, d c ) is 4 whereas its topological dimension is 3 (see below). Thus, the Heisenberg group is not an Alexandrov space. However, for some particular triangles (that is "almost equilateral"), comparison Euclidean triangles are thinner than triangles in the Heisenberg group. More precisely, we have the Theorem 1.3. Suppose P 1 , P 2 , P 3 are points in H such that
and there exist c i,
In addition denote byP i , i = 1, 2, 3 three points in the Euclidean space
and byr 0 the straight line throughP
From this comparison theorem and the classical Pythagorean theorem in the complex plane, we get (with the same assumptions)
This estimate (as in the Euclidean case) is crucial to get a bound of the length of the curve Γ. In fact, we will also prove that (1.4) remains true without the assumption that P 1 and P 2 belong to the same straight line r 0 . It is natural to ask whether the condition (1.5)
is necessary. In other words, to ask whether any compact set E contained in a rectifiable curve γ satisfies (1.5). In the Euclidean case, this has been proved by P. Jones [18] by using complex variables methods for n = 2 and by K. Okikiolu [21] for any n with constants depending on the dimension (see theorem 1.1). Recently, R. Schul [26] has considered the case of (infinite dimensionnal) Hilbert spaces.
The sub-Riemannian case we consider in this paper is quite different from these situations. We will prove that for subsets of regular curves in the Heisenberg group, (1.5) holds. More precisely, we have the Theorem 1.4. For any C 1,α -regular simple horizontal curve γ we have
In particular, (1.6) holds for geodesics.
Notice that the horizontality assumption cannot be dropped: a rectifiable Lipschitz continuous curve is horizontal (see for instance [24] or [25] ), hence a non-horizontal curve cannot be contained in a rectifiable curve. Note also that a geodesic curve is smooth (see [13] or [1] and [3] where explicit equations of geodesics are given).
More details concerning the Heisenberg group and its Carnot-Carathéo-dory structure are given in the next section where the reader will find the proof of Theorem 1.3. Section 3 is dedicated to the construction of the curve Γ. The proof of Theorem 1.4 is given in Section 4. In an Appendix, we collect some useful facts concerning rectifiable curves in general metric spaces.
Some geometric results concerning the Heisenberg group
Background concerning Heisenberg groups
In this paper we denote by H the 1-dimensional Heisenberg group
Points in H will be written as
and r > 0, following the notations of [27] , we define the group operation
and the family of non isotropic dilations δ r defined as
It is also useful to consider the group translations τ P : H → H defined as Q → τ P (Q) := P · Q for any fixed P ∈ H. We remind that P −1 := [−z, −t] is the inverse of P .
We endow H with the homogeneous norm
and define the gauge distance (Korányi's distance) as
We explicitly observe that [27, p. 638] ) and the usual properties related with translations and dilations hold, i.e. for any P, Q, Q ∈ H and for any r > 0
In addition, for any bounded subset Ω of H there exist positive constants [20] ).
From now on, U(P, r) and B(P, r) will be, respectively, the open and closed balls with center P and radius r with respect to the distance d. We notice explicitly that U(P, r) is an Euclidean smooth domain in R 3 . We remind also that Lebesgue measure dL 
For further results about Hausdorff measures, we refer to [10] . Translation invariance and homogeneity under dilations of Hausdorff measures follow as usual from (2.2). More precisely we have
The Lie algebra of the left invariant vector fields of H n is generated by
and the only non-trivial commutation relation is
In the following we shall identify vector fields and associated first order differential operators. The vector fields X, Y define a vector bundle on H (the horizontal vector bundle HH) that can be canonically identified with a vector subbundle of the tangent vector bundle of R 3 . Since each fiber of HH can be canonically identified with a two-dimensional vector subspace of R 3 , each section φ of HH can be identified with a map φ : H → R 3 . At each point P ∈ H the horizontal fiber is indicated as HH P and each fiber can be endowed with the scalar product ·, · P and the norm | · | P that make the vector fields X, Y orthonormal. Hence we shall also identify a section of HH with its canonical coordinates with respect to this moving frame. In this way, a section φ will be identified with a function φ : H → R 2 . As it is common in Riemannian geometry, when dealing with two sections φ and ψ whose argument is not explicitly written, we shall drop the index P in the scalar product writing ψ, φ for ψ(P ), φ(P ) P . The same convention shall be adopted for the norm.
We say also that an absolutely continuous curve γ :
We can remind now the notion of Carnot-Carathéodory distance (ccdistance) in H.
where the infimum is taken over all horizontal curves γ :
Open (respectively closed) balls with respect to d c will be denoted by U c (x, r) and B(x, r).
It is well known ( [28] ) that Proposition 2.4. There exist α 1 , α 2 > 0 such that
Proof. It is enough to notice that
From now on, we call straight H-line any set of the form = a· r, where a is a point of H and r is any Euclidean straight line through the origin lying in the set {[z, 0] z ∈ C}. We shall denote by G(H, 1) the set of all straight H-lines. In addition, we denote by G 0 (H, 1) the set of all Euclidean straight line through the origin lying in the set
In a more intrinsic way, r ∈ G 0 (H, 1) if and only if r is both a subgroup of H that is dilation invariant and a 1-dimensional H-regular submanifold (see [12] ). The elements of r ∈ G(H, 1) are laterals of the elements of r ∈ G 0 (H, 1).
An important metric feature of the elements of G(H, 1) is that d is additive on r ∈ G(H, 1). Lemma 2.6. Let r ∈ G(H, 1) be given, and let P 1 , P 2 , P 3 be successive points in r.
Proof. In fact, it is enough to check this property for r ∈ G 0 (H, 1), since the distance is invariant under left translations. Thus, assume
Indeed we have (keeping into account that m(λ j e iω , λ i e iω )] = 0)
and we are done.
We now give an other property of our straight lines.
Since [(µ − λ)e iω , 0] ∈ r, the proof is complete.
Definition 2.8. We say that a curve γ :
Since H endowed with the distance d c is a complete and locally compact metric length space in the sense of [15] , Definition 1.7, then any two points of H can be joined by (at least) a minimal geodesic ( [15] , Theorem 1.10). If P, Q ∈ H, we denote by [P, Q] a minimal geodesic connecting P and Q. This notion is not mesleading, since, if P, Q ∈ ∈ G(H, 1), then [P, Q] is precisely the segment of with endpoints P and Q.
Let E ⊂ H be a compact set, and let P ∈ H. For t > 0, we set
A curvature type estimate
The main goal of this section is to prove the following statement. As a corollary, we will get theorem 1.3.
and in addition we denote by Q i , i = 1, 2, 3 the points in the Euclidean space R 2 such that
and byr 0 the straight line through Q 1 and Q 2 , then
Proof. By triangle inequality and (2.6), d(P 1 , P 2 ) ≤ 2d(P 1 , P 3 ), and we may assume d(P 1 , P 2 ) < 2d(P 1 , P 3 ), since otherwise the point Q 3 would lie onr 0 , so that d Euc (Q 3 ,r 0 ) = 0, and the assertion would hold trivially. By Lemma 2.7, r 0 = y · r, with r = {([λe iω , 0], λ ∈ R} ∈ G 0 (H, 1). Moreover, by Lemma 2.5, we can assume also ω = 0. Since the distance is invariant under group translations, without loss of generality, we can assume r 0 = r and P 1 = −P 2 .
Thanks to the dilations of the group, we may rescale the picture so that
Let us consider first the case d(
, and
Subtracting we get (2.10)
and then adding
We assume also z i = 0, i = 1, 2, 3. Replacing (2.10) in (2.11) we obtain that (2.10) and (2.11) imply (2.12)
(2.13)
.
, k = 1, 2, 3 (the last restriction will be dropped soon), formula (2.13) becomes (2.14)
After some elementary algebraic manipulations we get (2.15)
Since our aim to provide a lower bound for the distance of P 3 from r 0 when P 3 satisfy (2.8) and (2.9), it is enough to estimate the same quantity when (2.16)
In addition, because of the second identity in (2.15), we must restrict ourselves to those choices of θ and of the sign ± in β such that |β| = |β(θ)| ≤ 2. This implies that β can be written better as follows
In particular
Replacing then (2.16) in (2.15) we get
where
We want to provide a lower bound of
In addition, we can restrict ourselves to assume |η| ≤ 2α, since e.g. for η > 2α we have
The strategy of the proof is the following one: first we check that ψ θ is convex. This implies that
The next step consists of proving the following lemma.
Lemma 2.10.
There exists c 1 > 0 such that
Combining (2.22) and Lemma 2.10, it follows easily that there exists c 2 > 0 such that
Finally, we prove the following lemma.
Lemma 2.11. There exist c 3 > 0 (independent of α) such that
In such a way, we have proved the following estimate.
Proposition 2.12.
There exists c 4 > 0 (independent of α) such that
Proof of Lemma 2.10. We have
and hence
First, we want to show that
Let 1 be a positive number close to zero that will be explicitly chosen later (see (2.29)), and distinguish two cases:
Case i).
In this case (2.27) 1
Thus in this case (2.26) is proved.
Case ii). In this case
by ii). On the other hand
provided we choose 1 sufficiently small. Thus, going back to (2.28), we get
Recall that η ≤ 2α (see above). Thus, combining (2.27) and (2.30), (2.26) follows with
The next step consists of proving that there exists C > 0 such that
An elementary argument and (2.26) yield Proof of Lemma 2.11. Let us write δ := t 1 − α 2 4 , where t > 0 will be fixed later, and distinguish two cases:
Case i). In this case (remember (2.19))
Case ii). By (2.18),
and eventually
Now a direct computation shows that
provided we can choose t > 0 sufficiently small but independent of α such that
By the way, this is possible since 1 ≤ α ≤ 2. Then, in case ii), we have the estimate
Combining (2.33) and (2.34) we achieve the proof of Lemma 2.11.
To achieve now the proof of the Theorem we have but to get rid of the assumption d(P 2 , P 3 ) = 1. Thus, we assume d(
}, we can distinguish two cases:
Suppose first case i) holds. Then, let us show that there exists c 5 > 0 (independent of and α) such that
Notice first that the d-ball B(P 3 , 1− ) is a closed convex set (in the standard sense), since B(0, 1 − ) is convex and group translations carry (Euclidean) straight lines into (Euclidean) straight lines. Thus, keeping into account that P 2 ∈ ∂B(P 3 , 1 − ) and that ∂B(P 3 , 1 − ) does not contain segments, we can conclude that either r 0 ∩ B(P 3 , 1 − ) = {P 2 } and then (2.35) is proved with c 5 = 1, or there exists
Rescaling the picture of a factor 1/(1− ), the points P 2 , Q 1 , and P 3 satisfy the assumption of Proposition 2.12 with
On the other hand, if we consider the points P 1 , Q 1 and P 3 , by triangle inequality we get d(P 1 , Q 1 ) ≤ 2 − . But the distance is additive in r 0 , so that d(P 1 , Q 1 ) = α + h, and hence h ≤ 2 − α − . Replacing in (2.36), we get
But α ≥ 1, and hence 2 − α − ≤ 1 − . Therefore (2.35) holds with
Finally, keeping in mind that α ≤ 2 − by triangle inequality, by (2.35) we get that, if i) holds, then (2.37)
We can consider now the case ii). By continuity, there exists
Rescaling again the picture of a factor 1/(1 − ), the points Q, P 2 , P 3 satisfy the assumption of Proposition 2.12 with α = d(Q, P 2 )/(1 − ), and then we get
On the other hand, by triangle inequality,
and hence, keeping in mind that the distance in r 0 is additive,
because α < 2 − , by triangle inequality. Replacing then (2.39) in (2.38), we get eventually
In other words, (2.37) still holds also in case ii). Notice that Proposition 2.12 is but a particular case of the above statement when = 0.
We can achieve now the proof of Theorem 2.9 providing an estimate from above of d Euc (Q 3 ,r 0 ). Again, we can rescale the picture assuming that
We stress that the rescaling does not affect the final result, since both d and d Euc are homogeneous of degree one under their respective intrinsic dilations, and the rescaling factor d(P 1 .P 3 ) in the Heisenberg group equals by definition the rescaling factor d Euc (Q 1 , Q 3 ) in the Euclidean plane.
We can obtain d Euc (Q 3 ,r 0 ) using Hero's theorem as follows
On the other hand (α − )(α + ) ≤ α 2 , and hence
by (2.40) and (2.37). This completes the proof of Theorem 2.9.
We now can prove theorem 1.3 for the Heisenberg group equiped with the metric d. The case of the Carnot-Carathéodory metric d c follows easily by proposition 2.4 (see also the discussion at the end of section 2.3).
Proof. Without loss of generality we may assume that
We apply Theorem 2.9. To this end, we notice that
By (2.42),
and then we apply Theorem 2.9. Thus we are left with the case
We can rescale the picture assuming t = 1. An elementary argument in the Euclidean plane shows that in this case 0 < c 1 
where c 1 , c 2 are absolute geometric constants depending only on c i,j and C i,j , i, = 1, 2, 3. Thus, we must prove that there exists a geometric constant c 3 > 0 (independent of P i , i = 1, 2, 3) such that
By contradiction, suppose (2.44) fails to hold. Then for any n ∈ N there exist P n i such that
where c i,j and C i,j are the constants of (1.2), and
Since (2.45)-(2.48) are invariant under group translations, without loss of generality we may assume that P n 3 ≡ 0, and hence that P n 1 , P n 2 belong to a compact set, because of (2.47). Thus, we can assume that P n i → P i as n → ∞ for i = 1, 2. By Lemma 2.7, we can assume r
. Again by compactness, we can assume λ n → λ and hence P 1 · [λe iω , 0] = 0, i.e. 0 ∈ r 0 . Since d is additive on r 0 and in addition 0) , then 0 cannot lie between P 1 and P 2 , and, analogously, P 2 cannot lie between 0 and P 1 . Thus we get a contradiction, keeping in mind that all these distances do no vanish (they are in fact comparable to 1). Corollary 2.13. Let P 1 , P 2 , P 3 be as in Theorem 1.3. Then there exists
Proof. With the notations of Theorem 1.3, an elementary argument in the Euclidean plane shows that
Applying (1.3) in Theorem 1.3 we achieve the proof.
We now prove (2.49). For this, let H be the orthogonal projection ofP 3 onr 0 and set h = d Euc (P 3 ,r 0 ). Then, by Pythagorean Theorem, we get
The main estimate
Let t > 0; we are now in position to give a sharp upper bound of the quantity
in terms of max{t
where r 0 ∈ G(H, 1) and P i ∈ H, are i = 1, 2, 3 any three given points at comparable mutual distance with t.
Theorem 2.14. Let r 0 ∈ G(H, 1) and t > 0 be given, and let P 1 , P 2 , P 3 ∈ H be such that
Assume now
Then there exists By definition, U(P i , 3β 0 t) ∩ r 0 = ∅ for i = 1, 2, 3, and, in addition,
Thus, we may choose two couples of points
In addition, we can assume that, giving an order < on the straight line r 0 , then P 1B < P 1A < P 2A < P 2B since the points can be chosen in such a way the segments [P 1B , P 1A ] and [P 2A , P 2B ] are contained respectively in B(P 1 , 3β 0 t) ∩ r 0 and B(P 2 , 3β 0 t) ∩ r 0 and therefore are disjoint.
The core of the following argument consists of applying successively Corollary 2.13 at the scale t to the triplets of points {P i , P jA , P jB }, i = 1, 2, 3, j = 1, 2.
To this end, we have but to show that
Moreover,
By triangle inequality and keeping in mind Corollary 2.13, we get:
Let us recall now that d is additive on r 0 (Lemma 2.6), so that
On the other hand
hence from (2.52) we conclude the proof since
The proof of Theorem 2.14 relies on Theorem 1.3 via Corollary 2.13, as well as on the fact that d is additive on r 0 ∈ G(H, 1). On the other hand, by Proposition 2.4, Theorem 1.3 still holds when we replace d by the CarnotCarathéodory distance d c , and it is easy to see that the same happens for Corollary 2.13. Now, also d c is additive on r 0 ∈ G(H, 1), as we can see by the explicit forms of geodesics in H. Thus, the following theorem holds. 
Theorem 2.15. Let r 0 ∈ G(H, 1) and t > 0 be given, and let
P 1 , P 2 , P 3 ∈ H be such that i) d c (P 1 , P 2 ) ≥ d c (P 1 , P 3 ) ≥ d c (P 2 , P 3 ); ii) there exist c i,j > 0, C i,j > 0 for i, j = 1, 2, 3, i = j such that c i,j t ≤ d c (P i , P j ) ≤ C i,j t.
Assume now
β c := max{t −1 d c (P i , r 0 ) : i = 1, 2, 3} (2.53) ≤ β 0 := 1 4 min{c i,j , i, j = 1, 2, 3 , i = j}.
Then there exists
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since P j ∈ B(P i , C 0 t) for i, j = 1, 2, 3, by ii) and our choice of C 0 .
Thus, we can apply Theorem 2.15, and the assertion follows combining (2.53) and (2.55).
Construction of the curve Γ
Throughout all this section, we assume that the Heisenberg group H is endowed with its Carnot-Carathéodory metric d c . Let E be a compact subset of H. Without loss of generality, we may assume that diamE = 1.
For any j ∈ N, we consider a maximal subset ∆ j of E such that
(ii) For any P ∈ E, there exists
In other words, ∆ j is a 2 −j -dense subset of E and ∪ j∈N ∆ j is a net associated with E. By construction, we may assume that
is Ahlfors-regular of dimension 4. More precisely, there exists C AR ≥ 1 such that, for any P ∈ H, any r > 0,
Remember U c (P, r) denotes the open ball (with respect to d c ) with center P and radius r. Thus, if P is of generation l and if δ > 0, the number of points in A l ∩ U c (P, δ2 −l ) is bounded by a constant depending only on δ. Suppose that β H (E) < +∞. Our goal is to construct a rectifiable curve Γ such that E ⊂ Γ and l(Γ) ≤ C(H 1 (E) + diamE). Here, l(Γ) denotes the length of Γ with respect to d c . Note that it is enough to construct a continuum Γ such that E ⊂ Γ and H 1 c (Γ) ≤ C(β H (E) + diamE). To see this, adapt the argument of [9, Theorem 1.8] (see the Appendix). To construct the continuum Γ, we will follow the algorithm given by P. Jones in [18] . The basic idea is to join the points of ∆ j by geodesics in a reasonnable way to get a continuum Γ j . The continuum Γ will be the limit of the sequence (Γ j ). The first key observation is that we need to "order" the points of ∆ j before joining them and we now discuss how to do this.
Let F be a finite subset of H. We say that [P 0 , . . . , P n ] is an order of F if F = {P 0 , P 1 , . . . , P n } and 
This result remains true if the set F is sufficiently closed to an Heisenberg straigth line. Proof. The fact that F is finite comes from the Ahlfors-regularity of (H, d c ).
Since β H (P, C 0 t) ≤ ε 0 , there exists an Heisenberg straigth line L such that for all Q ∈ U c (P,
whenever i < j < k. Label now the points Q 1 , . . . , Q n of F such that, for
To conclude, we check that [Q 1 , . . . , Q n ] is an order of F .
Remark 3.1. The notion of order could be defined for more general sets in general metric spaces (see [16]): Let E be a subset of a metric space (X, d).
Then, E is said to have an order if there exists an injective map φ : E → R such that, for any distinct points x, y and z in E, φ(x) < φ(y) < φ(z) ⇒ d(x, z) > max(d(x, y), d(y, z)).
For the simplicity of the presentation, we prefer here to consider finite subsets of the Heisenberg group. However, all the previous results remain true in general Carnot groups.
We now start the construction of the Γ j 's. For this, fix C 1 , C 2 > 0 large enough and ε 0 > 0 small enough (see below). On the other hand, the letter C will denote a constant which can vary from one line to the other one. We remind that, if P and Q are in H, [P, Q] denotes a minimizing geodesic segment in H joining P to Q.
To simplify, assume that ∆ 0 = {P 0 , Q 0 }. Then, there exist geodesic seg-
This can be proved by contradiction argument thanks to the fact that the
Assume by induction that continua Γ 1 ,. . . , Γ j−1 have been constructed such that, for any k = 1,. . . , j −1, Γ k is a connected union of a finite number of geodesic segments, that is Γ k = P,Q∈G k [P, Q] (G k is the set of endpoints of geodesics segments of Γ k ). Moreover, we assume that the following holds.
(P1) The set ∆ k is contained in the set G k of endpoints of geodesic segments of Γ k . Moreover, if S is a geodesic segment in Γ k , we assume that at least one endpoint of S is in ∆ k .
Notations. Let S be a geodesic of Γ k . We say that S is a primary segment if its two endpoints are in ∆ k . Otherwise, we call it a secondary segment (that is, when one endpoint of S is in ∆ k , but the other one is outside ∆ k ).
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We now start the construction of Γ j . Let P ∈ A j (that is P ∈ ∆ j \ ∆ j−1 ). Assume that P / ∈ Γ j−1 (Otherwise, there is nothing to do). There ex-
. By "deforming" Γ j−1 in the neighborhood of R 0 , we would like to construct a new curve passing through P . The fact that the "new" curve Γ j satifies (P1) and (P3) is clear and is left to the reader. We will prove at the end of the construction that Γ j satisfies (P2).
a(Q)] is an order of {P, Q, a(Q)}. The "curve" Γ j (S) is obtained by adding the geodesic segment [P, Q] and the geodesic segment [Q, a(Q)] for any
We notice that the symbol Γ j is not correct since what we are dealing with is more precisely the localization of Γ j around the point P at the scale 2 −j . Hence at the very end we have to sum up over all the localizations. Nevertheless we proceed in this way to avoid cumbersome notations.
In this case, by proposition 3.2, ∆ j ∩U c (P, C 1 2 −j ) has (at least) one order [P 1 , . . . , P n ]. This order implies an order on the set
−j ), we can consider an increasing map r : {1, . . . , m} → {1, . . . , n} such that [P r (1) , . . . , P r(m) ] is an order of ∆ j−1 ∩ U c (P, C 1 2 −j ). We emphasize on the fact that property (P2) will be maintained at this step of the construction since we will join the points of ∆ j ∩ U c (P, C 1 2 −j ) by following the order [P 1 , . . . , P n ].
Then, Γ j is obtained by replacing [
We should now estimate
Now we estimate S 1 . Note that, if r(i 0 −1) = r(i 0 )−1, then S 1 = 0. This happens when there is no points of A j "between" Q i 0 −1 and Q i 0 . From now on, we assume that we are not in this situation. To simplify the notation, we assume that r(i 0 − 1) = 1 and r(i 0 ) = s 0 . Then,
To do this, we apply corollary 2.16. Since k < k + 1 < s 0 , the fact that [P 1 , P 2 , . . . , P n ] is an order gives
) and d c (P k+1 , P s 0 ) are mutually comparable. Thus, if ε 0 is small enough, by corollary 2.16, we get
Since the cardinal of U c (P, C 1 2 −j ) ∩ ∆ j is uniformly bounded, we get
For the same reason, we get the same estimate for S 2 . Eventually, this yields to
This segment is either a primary segment or a secondary segment. A crucial observation is that this segment belongs to the continuum Γ (which is obtained as a limit of the Γ j 's). In fact, for any Notation: Let A be the set of (geodesic) segments [R, R ] such that there exists k ∈ N so that for,
For I ∈ A, we denote by τ 1 (I) (respectively τ 2 (I)) the total length added to I by applying case 1 (respectively case 2) of case B2(i). 
Case B2(i):
We would like to insert points "between" Q 1 and R 0 (the case of points between R 0 and Q 2 is similar).
By proposition 3.2, there exists an order [P 1 , . . . , P n ] of U c (P, C 1 2 −j )∩∆ j . We first consider the points Q 1 , P 1 , . . . , P i 0 where R 0 = P i 0 . We assume that such a point P 1 exists (Otherwise, there is nothing to do).
Consider a point a(
It could happen that the same method involving the segment [Q 1 , R 0 ] has been used to construct Γ k (k < j) or will be used to construct Γ k (k > j). Denote by l 0 (l 0 ≤ j) the first generation for which this happens. Note that
−l 0 . Hence, since the same situation could happen at Q 1 , we get
Thus, if C 2 is big enough, we get (3.10)
We use the same method for
−j ) and we get the same estimate, that is
Fix N 0 ∈ N big enough. We go directly to the step j + N 0 of the construction. By proposition 3.2, there exists an order
Then, there exists n ∈ {1, . . . , m} such that P n = R 0 . We first consider the points P 0 , P 1 , . . . , P n . Choose a point a(P 1 ) such that d c (P 1 , a(P 1 )) = C 1 2 −j−N 0 and [a(P 1 ), P 1 , R 0 ] is an order of {a(P 1 ), P 1 , R 0 }. First, we add to Γ j−1 the segments [a(P 1 ),
The key observation is that this case is used only one time for the segment [Q 1 , R 0 ] at R 0 . Indeed, the next time this situation will occur at R 0 , we will use the segment
Thus, since the same situation could also happen at Q 1 , we get
By using the same method as in case B1, we get that
Moreover, if C 1 is big enough, we have
Hence,
−j ) such that R 0 = S m and m > 1. By proposition 3.2, there exists an order [P 1 , . . . , P n ] of U c (P, C 1 2 −j ) ∩ ∆ j such that there exist j 0 < i 0 with S m−1 = P j 0 and R 0 = P i 0 . For the points P j 0 , P j 0 +1 , . . . , P i 0 , use case B1. For the points P i 0 , P i 0 +1 , . . . , P n , use case B2 (i).
The continuum Γ j is constructed by applying the previous procedure to any point P ∈ ∆ j . We now check that Γ j satisfies (P2). For this, consider P ∈ ∆ j such that U c (P,
Case 2. P i and P i+1 are not in A j . Denote by l i and l i+1 the integers such that P i ∈ A l i and P i+1 ∈ A l i+1 . Assume for instance that l i ≥ l i+1 . Note that P i and P i+1 are also neighbour in ∆ l i . If there exists an order in
Hence, since P i and P i+1 are also neighbour in ∆ j , it follows that case B has never been used to insert points between P i and P i+1 in the step k = l i , . . . , j of the construction. Thus,
we conclude as in case 1.
By iterating the following algorithm, we construct a sequence of continua (Γ j ) such that, for any j ∈ N, ∆ j ⊂ Γ j . By theorem 5.1 (see the appendix), (Γ j ) converges (up to a subsequence) to a continuum Γ which contains E.
Moreover, by (3.3), (3.4), (3.10), (3.11) , we get
Recall that the first term of the previous sum comes from case A and case B1, the second and the third one come from case B2, and the last one is the length of Γ 0 . Note that j∈N P ∈∆ j β H (P,
where C is an absolute constant. 
Appendix: Rectifiable curves in metric spaces
In this appendix, we collect some results we used in the special setting of the Heisenberg group. Throughout all this section, (X, d) is a metric space.
Rectifiable curves in metric spaces
A curve γ is a continuous map γ : I → X (or is its image) where I ⊂ R is an interval. If γ is an injective map, we say that γ is a Jordan curve. If γ is a Lipschitz map, we say that γ is a Lipschitz curve. For simplicity, we assume that I is a compact interval, that is of the form I = [a, b], where a < b. The length of the curve γ : I → X is given by
where the supremum is taken over all subdivisions t 0 = a < t 1 < . . .
A curve γ is said to be rectifiable if its length is finite. We define the metric derivative of γ at the point x ∈ I as the limit (if it exists)
We denote by |γ|(x) this limit (whenever this limit exists). For each Lipschitz curve γ : [a, b] → X, the metric derivative exists almost everywhere. Moreover, (γ) = b a |γ|(t)dt (see [2] for more details).
Hausdorff measures and Hausdorff distance
Let A be a subset of X. We define its 1-Hausdorff measure H 1 (A) by
We now recall basic things about Hausdorff distance (see [10] , [2] , [8] for more details). Let A, B be two subsets of the metric space (X, d). We define the Hausdorff distance between A and B by Let M(X) be the set of closed subsets of X. Then, if X is compact, M(X) equiped with the Hausdorff distance is compact.
A sequence of closed sets (K n ) in the metric space (X, d) is said to converge in the Kuratowski sense to a closed set K if the following conditions hold:
(ii) If x ∈ K, then there exists a sequence (x n ) such that x n ∈ K n for any n and x = lim n→+∞ x n .
In fact, if the sequence of closed sets (K n ) converges to the closed set K with respect to the Hausdorff distance, then (K n ) converges to K in the sense of Kuratowski. Moreover, if the space X is compact, then the converse is true.
The classical Golab theorem states that if (K n ) is a sequence of compact connected sets in X which converges to K (in the Hausdorff sense), then K is connected and
From all these results, we get the following statement. 
Recall that a continuum K in X is a compact, connected subset of X which contains more than one point and that a metric space (X, d) is proper if closed balls are compact in X. The fact that (x j n ) j∈Z,n=1,...,N j is a net of E means that, for any j ∈ Z,
Geodesic spaces
We say that γ :
there exists a sub-interval J of I containing a neighborhood of t in I such that the restriction of γ to J is a shortest path. In other words, a geodesic is a curve which is locally a shortest path. A curve γ : I → X is a minimal geodesic if its restriction to any interval J ⊂ I is a shortest path. We say that X is a geodesic space if any pair of points x, y in X can be connected by a shortest path.
The next result says that a continuum with finite 1-Hausdorff measure is almost a rectifiable curve. Proposition 5.2. Let X be a doubling geodesic space and let E be a continuum in X with H 1 (E) < +∞. Then, there exists a Lipschitz curve
Note that L is comparable to (Γ). Hence, Proof. We adapt the proof of Theorem 1.8 of [9] . This argument is based on the following classical result of graph theory, which can be proved by induction on the number of edges.
Lemma 5.3. Let G be a connected graph with only finitely many edges. Then there is a path that traverses each edge exactly twice (once in each direction).
Without loss of generality, we assume that diamE = 1. For any δ ∈ (0, 1), consider a set A δ of points of E such that
Note that, since the metric space (X, d) is doubling, A δ is finite for any δ ∈ (0, 1). Now, we construct a graph E δ associated with A δ in the following way. The vertices of E δ are points of A δ and two vertices x and y are joined by an edge if d(x, y) ≤ 4δ. The graph E δ could be also seen as a subset ∆ δ of X. Indeed, the set ∆ δ is obtained by joining, for any edge (x, y) of E δ , the corresponding points of A δ by a geodesic segment, denoted by [x, y]. The graph E δ has finitely many edges. In order to apply Lemma 5.3, we should prove that E δ is also connected. Assume that this is not the case, that is we can write E δ = Y ∪ Z where Y and Z are disjoint, nonempty, and satisfy d(y, z) > 4δ for any y ∈ Y and any z ∈ Z. Consider now
and A 2 = E ∩ ∪ y∈Z B(x, 2δ) .
Then, A 1 and A 2 are nonempty, closed and disjoint. Moreover, A = A 1 ∪ A 2 by property (P2) above. This contradicts the fact that E is connected. Hence, for any δ ∈ (0, 1), E δ is connected. Moreover, we claim that H 1 (∆ δ ) ≤ CH 1 (E). This follows from these two observations. Let N δ the number of points of A δ . Then, we have 1) Since X is doubling, the number of neighbours in E δ of a point of A δ is bounded uniformly in δ. Thus, H 1 (∆ δ ) ≤ CδN δ (where C > 0 does not depend on δ). 2) Since E is connected, H 1 (E ∩ B(x, δ)) ≥ δ. To see this, fix x ∈ E and r < (diamE)/2. Set φ(y) = d(x, y) for any y ∈ E. It is clear that φ is 1-Lipschitz. 1 (E). Recall that |γ δ | is the metric derivative of γ δ . Now, by the Arzelà-Ascoli theorem, we find a sequence δ j which converges to 0 and such that the γ δ j converge uniformly on [0, 1]. The limit functionγ : [0, 1] → X is Lipschitz continuous, with Lipschitz norm ≤ CH 1 (E) and such thatγ([0, 1]) = E. We get the desired Lipschitz function γ by applying the following reparametriation result (see [2] for a proof). In the book of Blumenthal and Menger [7] is proved the following result.
Theorem 5.5. Let E be a continuum in the metric space (X, d).
(i) If c E (p) < +∞ for p ∈ E, then in a neighborhood of p, E is a rectifiable
Jordan curve.
(ii) If c E (p) < +∞ for all p ∈ E, then E is a rectifiable Jordan curve.
From Theorem 2, we easily get the followings results. (ii) E is a minimal geodesic curve if and only if c(x, y, z) = 0 for all x, y and z in E.
Before giving Hahlomaa's version of the geometric traveling theorem in metric spaces, we need to define β numbers in this general setting. Let E ⊂ X be a compact set and let C 1 ≥ C 2 large enough. For any x ∈ X and any t > 0, set β X (x, t) = sup{c(z 1 , z 2 , z 3 ) : z 1 , z 2 , z 3 ∈ E ∩B(x, t), d(z i , z j ) ≥ C
−1
Recall that ∆ = (∆ k ) k∈Z is a net of E if ∆ k , k ∈ Z, are subsets of E such that (i) For any x, y ∈ ∆ k with x = y, d(x, y) > 2 −k .
(ii) For any x ∈ E, there exists y ∈ ∆ k such that d(x, y) ≤ 2 −k . It should be noted that in a previous version of this paper, we proved Theorem 5.7 under the extra assumptions that the metric space X is doubling and geodesic. Our construction was similar to the one given in Section 3. In [23] , comparison results between Euclidean β numbers and Menger curvature are given. In fact, in the Euclidean setting, β numbers are easier to work with than the Menger curvature. In the special case (X, d) = (R n , d Euc ), Hahlomaa's condition on the β's is equivalent to Jones'one.
