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Abstract
The present work deals with forward and inverse models in optical tomography.
Optical tomography is a non-invasive medical imaging method utilizing near-infrared
light to probe biological tissue in order to infer qualitative or quantitative information
on the optical properties of the tissue. The propagation of light in biological tissue is
usually modeled by the (time-harmonic) mono-chromatic radiative transfer equation.
This equation is analyzed in detail in this work. In particular, a mixed variational
framework for the radiative transfer equation is derived. Within this framework,
results on unique solvability of the radiative transfer equation are proven under
mild assumptions on the parameters. The proofs of these results yield some insight
into the stability of the problem, which will be exploited when deriving stable
approximation schemes. Since the inverse problem of optical tomography, i.e., the
reconstruction of optical properties of the object of interest, is ill-posed, some
standard regularization methods are presented. A detailed analysis of the forward
model, i.e., the relation of optical properties to actual measurements, allows the
verification of the abstract assumptions of standard regularization theory, and in
turn ensures the stability of our approach for reconstructing optical parameters.

Zusammenfassung
Die vorliegende Arbeit beschäftigt sich mit Vorwärts- und Rückwärtsmodellen in
der optischen Tomographie. Mit optischer Tomographie wird ein nicht-invasives
bildgebendes Verfahren bezeichnet, bei dem biologisches Gewebe mit Hilfe von
Licht im nah-infraroten Bereich durchleuchtet wird, um qualitative oder quanti-
tative Informationen über optische Eigenschaften des Gewebes zu erlangen. Die
Ausbreitung von Licht in solchen Geweben wird weithin mit der (zeitharmonischen)
monochromatischen Strahlungstransportgleichung modelliert. Diese Gleichung wird
in der vorliegenden Arbeit detailliert analysiert. Insbesondere wird ein gemischtes
Variationsproblem für die Strahlungstransportgleichung hergeleitet. Innerhalb dieser
Variationsformulierung werden dann Aussagen über die eindeutige Lösbarkeit der
Strahlungstransportgleichung unter schwachen Annahmen an die auftauchenden
Parameter bewiesen. Die Beweise dieser Existenzresultate gewähren eine gewisse
Einsicht in die Stabilität des Problems, die bei der Herleitung stabiler Approxima-
tionsmethoden benutzt wird. Da das inverse Problem der optischen Tomographie,
welches die Rekonstruktion der optischen Parameter des zu untersuchenden Gegen-
standes anhand gegebener Messdaten umfasst, schlecht gestellt ist, werden einige
Methoden der Regularisierungstheorie dargelegt. Eine detaillierte Analyse des Vor-
wärtsmodells, welches den Zusammenhang zwischen den optischen Parametern und
den Messungen beschreibt, erlaubt es, die allgemeinen und abstrakten Annahmen
der Regularisierungstheorie für das hier vorliegende Problem nachzuweisen. Dies
wiederum hat zur Folge, dass der hier diskutierte Ansatz eine stabile Rekonstruktion
der optischen Parameter erlaubt.
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1. Introduction
Optical tomography is a non-invasive imaging technique that utilizes near-infrared light with
wavelength ranging between 700 nm and 900 nm to probe highly scattering media. Some typical
applications are the monitoring of the oxygenation state of blood in the neonatal brain, or the
detection of breast cancer, see for example [5, 47, 56, 57] and the references therein.
A typical work flow in optical tomography has the following structure:
(i) Experiment in which data is collected;
(ii) Derivation of a model in order to simulate the experiment;
(iii) Reconstruction of physical parameters based on the data obtained from experiments.
Item (i) is not addressed in this work. Let us only mention that in a typical experiment
photons are emitted into the object of interest by light sources located at the boundary. The
resulting total outward photon flux is then measured on the boundary of the object. There
exist basically three different measurement setups: continuous wave systems, time-domain
systems and frequency-domain systems [47]. In continuous wave systems, the source either
emits photons with constant intensity or with a modulation frequency of a few kilohertz.
Although the measured data contain less information than the data collected with the other
systems, continuous wave systems are used in practice due to their relatively low costs. In
time-domain systems, a short (picosecond) light pulse is sent into the object and photons leaving
the object are detected with a temporal resolution of picoseconds. Since the photons need a few
nanoseconds to propagate through the object of interest, a huge amount of data is available.
However, time-domain systems are rather expensive. A compromise between cost and data
quality are frequency-domain systems, where intensity modulated light sources are employed.
The modulation frequency ranges typically between 100 MHz and 1 GHz, i.e., the wave number
k is in the order of 10−4 mm−1 to 10−3 mm−1. The measured data are typically the modulation
amplitude and the phase shift. For further details let us refer to [47].
The problem of simulating an optical experiment as addressed in item (ii), which we will
call the forward problem, is considered in Part I of this work. A widely accepted model for
modeling photon propagation in biological tissue is the radiative transfer equation [30, 23, 21],
which will be derived in Chapter 2. After giving some functional analytic background in
Chapter 3, the main results concerning the forward problem are presented in Chapter 4, which
comprises a derivation of a mixed variational framework as well as uniqueness and existence
results for the radiative transfer equation within a wide range of parameters, cf. [41]. The
presented proofs provide some insight in the construction of stable approximation schemes,
which are then discussed in Chapter 5. As an example, we will investigate the widely used PN
approximation [30], for which stability and convergence is proven under certain assumptions
1
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on the parameters. Moreover, starting from P1 approximation, the diffusion approximation is
derived within our mixed variational framework. In combination with a finite element method,
the PN approximation allows to simulate photon propagation, and hence an optical experiment
numerically.
Summarizing, Part I ensures that the forward problem is well-posed in the sense of Hadamard,
i.e., the following three criteria are met [42]:
i) for all admissible data, a solution exists,
ii) for all admissible data, the solution is unique,
iii) the solution depends continuously on the data.
A problem is called ill-posed if one of Hadamard’s criteria is not met.
Part II of this work deals with the stable reconstruction of physically relevant parameters given
certain measurements. This is the inverse problem of optical tomography [5]. As we will see,
the inverse problem is ill-posed. In particular, the reconstructions are sensitive to perturbations
in the measurements, which arise for instance due to measurement noise and even numerical
round-off errors.
In Chapter 8, we will present methods for obtaining reconstructions in a stable way [42].
Moreover, iterative methods, which can be used for actual computations, are investigated. These
methods require the forward problem to satisfy certain properties, which will be verified in
Chapter 9.
Chapter 10 presents a different analysis of the forward problem: Therein, instead of the radiative
transfer equation, the diffusion approximation is employed as a model for photon propagation.
This analysis relies on regularity properties of solutions to second order elliptic equations [39].
However, the diffusion approximation is only valid in certain parameter regimes, i.e., highly
diffusive media with low absorption. In Chapter 11, we will set up the discrete inverse problem
in order to solve the inverse problem numerically. The numerical results presented in Chapter 12
indicate, that it will be worth to utilize higher order models, for instance the PN approximation
with N > 1, for simulating an optical experiment.
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who introduced me to this topic. As the supervisor of my doctoral thesis, I want to thank
him for constant and encouraging advise, for many interesting discussions about the topic, and
careful reading and many comments on the draft of this work.
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like to acknowledge the support by the German Science Foundation (DFG). Finally, I want
to say thanks to all colleagues at the graduate school AICES, RWTH Aachen, for a very nice
atmosphere; especially, Christian, Jochen, Markus, Stefan and Francesca for many fruitful
discussions, a careful reading of parts of the manuscript, and helpful tips for typesetting this
manuscript.
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2. The radiative transfer equation
The motion of particles is guided by different physical phenomena on different scales of interest.
There are basically three different types of scales [35].
1. Microscopic level: equations of motion: Newton’s law, Heisenberg equations.
2. Mesoscopic level: Liouville equation, Boltzmann equation, neutron transport equation,
Vlasov equation.
3. Macroscopic level: Conservation laws or transport equations, e.g., Navier-Stokes equa-
tions, neutron diffusion equations.
In this work, we are interested in quantities which can be observed on the macroscopic level but
which are substantially influenced by phenomena taking place on the mesoscopic level, i.e., we
are interested in calculating the total photon flux leaving the medium of interest, but this flux
is strongly influenced by physical phenomena on the mesoscopic level. In order to account for
these phenomena on the mesoscopic level, we will investigate the radiative transfer equation in
this work. The structure of the radiative transfer equation can be seen as a prototype for many
other transport equations. Therefore, besides in radiative transfer through stellar atmospheres
[23], this type of equation has many practically relevant applications, e.g., neutron transport
[30, 21], or biomedical optics [104]; see also [35] for several other applications.
In the following, we will introduce the basic notation which is necessary to formulate a transport
equation for photon propagation.
2.1. Basic definitions in radiative transfer
Although the following considerations are valid for different types of particles (neutrons, photons,
etc.), we will define all quantities in terms of photons.
Before introducing the necessary notation, let us state some assumptions in order to clarify the
physical phenomena we take into account. These assumptions are standard in linear transport
theory [30, 21, 76].
(i) Photons are considered as points, i.e., the wave nature of photons is neglected.
(ii) Photons (particles) do not interact with each other.
(iii) Between interactions with the background medium photons travel along straight lines
(with constant energy which is proportional to their frequency).
(iv) The material is isotropic, i.e., no distinguished direction exists, and time-independent, i.e.,
photons travel much faster than the background medium changes.
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Let us begin with the basic quantity of interest.
Photon density: The function φ(r, s, t) describes the density of photons at a point r with
direction s, at time t.
Let dA denote a small area with unit normal n. Moreover, let dr denote a small spatial volume
element, ds a small angular volume element and dt a small time interval. Then the expected
number of photons in dr about r with directions lying in ds about s at time t is given by
φ(r, s, t) dr ds.
Photon flux: The number of photons with directions in ds about s crossing dA in time t to
t+ dt is given by
c n · j(r, s, t) ds dt dA,
where j(r, s, t) := csφ(r, s, t) is called the photon flux and c is the speed of light in the medium.
Two physically relevant, i.e., measurable quantities are given next.
Total photon density: The function
Φ(r, t) :=
∫
S
φ(r, s, t) ds (2.1)
is called total photon density and Φ(r, t) dr describes the total number of photons located in dr
around r, at time t.
Total photon flux: The function
J(r, t) :=
∫
S
s φ(r, s, t) ds (2.2)
is called total photon flux. The effective number of photons crossing a small area dA in time t
to t+ dt is given by c n · J(r, t) dA dt.
Sources: The density function q(r, s, t) describes the number density of photons with direction
s gained in r at t, i.e., c q(r, s, t) dr ds dt is the number of photons with directions in ds about s
inserted into the medium at position dr about r between t and t+ dt.
Mean free path: Let us shortly describe the interaction phenomena of photons with the
background medium. We denote by l(r) the mean free path between interactions for a photon
at position r, which by isotropy of the material, is independent of s. Thus, on average a photon
will suffer c/l(r) interactions per second at a point r.
Interaction rates: The inverse mean free path is called transport or attenuation coefficient,
and is denoted by
µt(r) :=
1
l(r) .
The transport coefficient µt(r) models the probability of particle interactions per unit distance
traveled by a photon at position r. In this work, we will distinguish between two types of
interactions, namely absorption and elastic scattering
µt = µa + µs.
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For instance, the scattering rate per unit distance for photons of velocity s at r is described by
µs(r). The average number of photons after an interaction event is described by the fraction
µs/µt. The behavior of the scattering events is specified next.
Scattering kernel: Since we have assumed an isotropic material, the probability for a photon
with direction s′ to be scattered into direction s only depends on s·s′, the cosine of the angle
between s and s′, i.e., the collisions are rotationally invariant. Thus, the probability for a photon
at position r with direction s′ to be scattered into direction s can be described by a function
θ(r, s·s′).
2.2. Derivation of the radiative transfer equation
A derivation of the radiative transfer equation based on balance laws can be found for instance
in [21, 35, 76, 104]; for another derivation based on linearization of the Boltzmann equation see
[22]. We will closely follow the presentation of [21].
In the previous section we have introduced different quantities which can affect the photon
density φ(r, s, t). Either a photon is transported or it undergoes an interaction event. In order
establish a relation between these effects, let us fix some small volume V ⊂ Rd with surface ∂V .
The temporal change of the number of photons with a certain direction s within V in a small
time interval [t, t+ dt] is due to the number of photons which
(1.) leave or enter V through ∂V in dt,
(2.) are absorbed or scattered into a different direction s′ in dt,
(3.) are gained due to a scattering event from a direction s′ to s in dt,
(4.) are emitted by source terms q in V in dt.
Besides these balance considerations, also the relation
change of number of photons in V with direction s about ds in [t, t+ dt] = dsdt
∫
V
∂φ
∂t
dr
holds true. Let us discuss the specific items in detail.
Item (1.) accounts for photons which leave or enter V with no change in velocity. Mathemati-
cally, this can be described by the surface integral of the angular flux
(1.) = ds dt
∫
∂V
j(r, s, t) ·n dσ
where n is the unit outward normal to ∂V at r. By the divergence theorem and the definition
of j we obtain that
(1.) = ds dt
∫
V
c s·∇φ(r, s, t) dr.
Item (2.) accounts for photons being absorbed or changing direction (without changing
position). Thus, by definition of the collision rate we have that
(2.) = ds dt
∫
V
c
l(r) φ(r, s, t) dr.
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Item (3.) accounts for photons scattered from directions s′ ∈ S into direction s ∈ S (without
changing position). Since this takes place with rate c µs, we obtain by definition of θ the
following relation
(3.) = ds dt
∫
V
c µs(r)
∫
S
θ(r, s·s′)φ(r, s′, t) ds′ dr.
Item (4.) accounts for photons emitted in V with direction s at time t
(4.) = ds dt
∫
V
c q(r, s, t) dr.
Since the control volume V was arbitrary, we conclude that the photon density φ must fulfill
the following equation
∂φ(r, s, t)
c ∂t
+ s · ∇φ(r, s, t) + µt(r)φ(r, s, t) = µs(r)
∫
S
θ(r, s·s′)φ(r, s′, t) ds′ + q(r, s, t). (2.3)
This is the time-dependent one-speed (mono-chromatic) radiative transfer equation; sometimes
this equation is called linear Boltzmann equation or linear transport equation.
Remark 2.1. The one-speed (mono-chromatic) transport equation is also of interest if one can
define clearly separated energy levels. If for example the energies lie in the interval [E1, E2], the
domain of integration on the right-hand side of (2.3) would have been [E1, E2]×S instead of only
S. Using Fubini’s theorem in order to split the integral ∫[E1,E2]×S d(s, E) = ∫[E1,E2] ∫S ds dE
and using an integration rule for the outer integral leads to an equation like (2.3), where the
scattering kernel also acts between the different energy groups. This multi-group approximation
arises for instances in neutron transport theory where the material properties for fast neutrons
differ substantially from those for thermal neutrons [30].
Boundary and initial conditions: The photon density φ in a given domain R ⊂ Rd with
boundary ∂R is uniquely determined, if
i) the initial photon density φ0,
ii) the sources q within R and
iii) the photon density g incident on ∂R
are given [21, Chapter 2]. We therefore impose the following boundary and initial conditions
φ(r, s, 0) = φ0(r, s) for all r ∈ R, s ∈ S,
φ(r, s, t) = g(r, s, t) for all t > 0, r ∈ ∂R, s ∈ S such that n·s < 0.
Remark 2.2. One can think of other boundary conditions as well. For example one could consider
reflections at the boundary or periodicity conditions. Although generalizations in this directions
seem feasible, they are not in the scope of this work.
An integral formulation of the time-dependent radiative transfer equation: For later refer-
ence let us shortly describe an integral formulation of the transport equation [20, 21, 30, 80, 27].
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The basic idea is that the homogeneous transport equation (θ = 0, q = 0) decouples into a
linear transport equation for each direction s ∈ S:
∂φ(r, s, t)
c∂t
+ s · ∇φ(r, s, t) + µt(r, s)φ(r, s, t) = 0 for t ≥ 0, r ∈ R,
φ(r, s, 0) = φ0(r, s) for r ∈ R,
φ(r, s, t) = 0 for t > 0, r ∈ ∂R with n·s < 0.
A solution to the homogeneous case is given by integration along the characteristics r − st, i.e.,
for r ∈ R, s ∈ S and t ≥ 0
φhom(r, s, t) = φ0(r − st, s) exp
(
−
∫ t
0
µt(r + (t′ − t)s) dt′
)
,
where we extend all functions by zero on Rd \ R [27]. By the variation of constants formula a
solution φ of the transport equation thus satisfies [27]
φ(r, s, t) = φhom(r, s, t) + φpart(r, s, t), (2.4)
where the particular solution φpart is given by the formula
φpart(r, s, t) =
∫ t
0
exp
(
−
∫ t′
0
µt(r + (t′′ − t)s) dt′′
)
f(r − t′s, s, t− t′) dt′
with
f(r, s, t) :=
∫
S
θ(r, s·s′)φ(r, s′, t) ds′ + q(r, s, t).
The integral formulation (2.4) can be used to prove existence of solutions to the time-dependent
(and stationary) radiative transfer equation, based on the Picard-Lindelöf theorem [46]. The
Picard iteration is closely related to the “source iteration” which is one method to obtain unique
solvability of the radiative transfer equation, cf. Section 4.6. The case of non-homogeneous
boundary conditions can be treated by a lifting argument [27], i.e., the boundary source term g
is suitably extended to a function on R× S, and this extension then appears as a part of the
interior source term.
Let us shortly discuss two simplifications of the time-dependent radiative transfer equation
which are of particular interest in optical tomography:
Stationary radiative transfer equation: In optical tomography the typical length scale of an
object of interest is 10 to 100 mm. Since the speed of light is approximately 0.3 mm/ps the
average residence time of a photon in the object is in the order of nanoseconds. Thus, if the
source terms are constant in time, a stationary state φ(r, s) will be reached immediately. The
radiative transfer equation (2.3) then reduces to the following equation
s · ∇φ(r, s) + µt(r, s)φ(r, s) = µs(r)
∫
S
θ(r, s·s′)φ(r, s′) ds′ + q(r, s) (2.5)
for r ∈ R and s ∈ S. We will complement this equation by the following inflow boundary
condition
φ(r, s) = g(r, s) for all r ∈ ∂R, s ∈ S such that n·s < 0. (2.6)
9
2. The radiative transfer equation
Time-harmonic radiative transfer equation: Another important case arises in optical tomo-
graphy when time-harmonic (intensity modulated) source terms are utilized, i.e.,
q(r, s, t) = q(r, s) exp(iωt) and g(r, s, t) = g(r, s) exp(iωt)
with modulation frequency ω, which is usually given in hundreds of MHz. If we expect the
solution to be time-harmonic as well, that is,
φ(r, s, t) = φ(r, s) exp(iωt),
the time-dependent radiative transfer equation (2.3) reduces to
s · ∇φ(r, s) + (µt(r, s) + ik)φ(r, s) = µs(r)
∫
S
θ(r, s·s′)φ(r, s′) ds′ + q(r, s), (2.7)
where k = ω/c is the wave number. The temporal change in the source terms may be slow
compared to the speed of light, but it is still so fast that a stationary state is not reached. In
order to complement (2.7), consider the boundary condition (2.6), which transforms to
φ(r, s) = g(r, s) for all r ∈ ∂R, s ∈ S such that n·s < 0. (2.8)
Motivated by the applications in optical tomography, we consider the time-harmonic equation
(2.7)–(2.8) with k ≥ 0 in this work. Since the stationary equation and the time-harmonic
equation are formally equal for k = 0, the case of stationary transport is included in our
analysis.
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In this chapter, we introduce the basic notation used in this work. In Section 3.1, we will
introduce and investigate function spaces and their corresponding trace spaces. In particular, a
Poincaré-Friedrichs type inequality and an integration-by-parts formula are given, cf. Lemma 3.6
and Lemma 3.8, see also [79]. In Section 3.2 we will introduce the splitting of functions into its
even and odd part, which will be a fundamental property used in this work. In Section 3.3, we
eventually introduce linear operators which allow to describe the radiative transfer equation
(2.7)–(2.8) in a functional setting.
3.1. Function spaces and traces
In this section, we will introduce spaces with anisotropic regularity for functions depending on
spatial and angular variables as for example the photon density in (2.5), that is, these functions
possess derivatives only in certain directions. Besides definitions, we will give density results,
generalized integration-by-parts formulae, and trace theorems.
Geometry: Since in this work only the mono-chromatic radiative transfer equation is considered,
the set of velocities can be described by the unit sphere S := {s ∈ Rd : |s| = 1}. Moreover, we
define the product domain D := R× S where the domain R ⊂ Rd should have a C1 boundary.
We denote by n(r) ∈ S the unit outward pointing normal vector for a point r ∈ ∂R. The
boundary ∂D := ∂R× S of D, cf. Figure 3.1, can be decomposed into an inflow part
∂D− = {(r, s) ∈ ∂D : n·s < 0},
an outflow part
∂D+ = {(r, s) ∈ ∂D : n·s > 0},
and a remaining tangential part
∂D0 = {(r, s) ∈ ∂D : n·s = 0}.
Let us begin with some elementary properties of this boundary decomposition.
Lemma 3.1. The in- and outflow boundaries ∂D− and ∂D+ are open subsets of ∂D, and ∂D0
is a closed subset of ∂D with (2d− 2)-dimensional measure zero.
Proof. Due to the regularity of the boundary, the mapping (r, s) 7→ n·s is continuous, and hence
the set ∂D0 is closed. With the same arguments, ∂D− and ∂D+ are open. Since ∂R ∈ C1, it is
locally diffeomorphic to a subset of Rd−1. A standard parametrization of the sphere S and the
product structure of ∂D−, ∂D+, ∂D0 ⊂ ∂R× S yield the assertion.
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∂D−XXXXX
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Figure 3.1.: Schematic diagram of the domain D = R× S, with R being the two-dimensional
unit circle. The angular domain S is identified with the interval [0, 2pi) via s =
(cos(α), sin(α))>. The inflow part ∂D− is shaded in dark-gray, while the outflow
boundary ∂D+ is in light-gray. The separating black curves denote ∂D0.
Lemma 3.1 allows us to identify measurable functions defined on ∂D with those defined on
∂D− ∪ ∂D+. Here and below, the subscript ± is used to treat the two cases + (outflow) and −
(inflow) simultaneously.
Functions spaces: Let us introduce
V0 := L2(D),
which is the Lebesgue space of square integrable functions over D, as a basic space for our
analysis. We endow V0 with the scalar product
(v, w)V0 := (v, w)D :=
∫
R
∫
S
v(r, s)w(r, s) ds dr.
Similar notation is used for scalar products defined as integrals over other domains, and the
norm associated with a scalar product ( · , · )∗ is always denoted by ‖v‖∗ :=
√
(v, v)∗. For later
reference let us give the following lemma, cf. Theorem B.8.
Lemma 3.2. C∞0 (D) and C∞(D) are dense in V0.
In view of (2.5) we define the space
V̂1 := {v ∈ V0 : s·∇v ∈ V0}.
Functions in V̂1 have enough regularity to admit the notion of boundary values [79, 27, 4].
Before stating a basic trace theorem, let us introduce the corresponding trace space. Therefore,
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R
sr
r + τ(r, s)s
Figure 3.2.: Travel time τ(r, s) for r ∈ ∂R and s ∈ S where R is the bean-shaped object.
let us consider a point (r, s) ∈ ∂D± on the boundary. The time of travel τ(r, s) is then defined
by
τ(r, s) := sup{t > 0 : r ∓ t′s ∈ R for all 0 < t′ < t}, (3.1)
i.e., τ(r, s) is the length of the longest line segment through r with direction s lying completely
in R [79, 27], cf. Figure 3.2. By T̂±, we then denote the completions of L2(∂D±) with respect
to the norm induced by
(v, w)T̂± := (τ |n·s| v, w)∂D± .
Lemma 3.3. The partial trace operators γ± : V̂1 → T̂± are surjective bounded linear operators.
Proof. For the case of the outflow boundary we recall the proof given in [79]. Since for fixed
s ∈ S, there holds
R = {r + ts : (r, s) ∈ ∂D− and 0 ≤ t ≤ τ(r, s)},
Fubini’s theorem [105] implies that∫
R
f(r) dr =
∫
n·s<0
∫ τ(r,s)
0
f(r + ts)|n·s| dt dσ, (3.2)
for any s ∈ S fixed and any integrable function f .
[Sketch of proof for the formula (d = 2): Let the spatial components of (∂R, s) ∩ ∂D− be
(locally) parametrized by a curve γ(α) = r for r ∈ ∂R with velocity |γ˙| = 1. Then the mapping
(α, t) 7→ γ(α) + ts parametrizes R and induces the following representation of the volume
element:
dr =
√
1− |γ˙ · s|2 dα dt.
Because γ˙ and n are orthonormal and sin(α+ pi/2) = cos(α) and cos(α+ pi/2) = − sin(α), it
follows that
dr = |n·s| dt dσ.
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End of sketch.] Now, for v ∈ C∞(D) and (r, s) ∈ ∂D− let r˜ = r + t˜s ∈ R, t˜ ∈ [0, τ(r, s)], be the
first point where v(r˜, s) is minimal. In particular, there holds
v(r˜, s)2τ(r, s) ≤
∫ τ(r,s)
0
v(r + ts, s)2 dt. (3.3)
By the fundamental theorem of calculus and the chain rule we obtain that
v(r, s)2 = v(r˜, s)2 −
∫ t˜
0
s·∇(v(r + ts, s)2) dt
= v(r˜, s)2 − 2
∫ t˜
0
s·∇v(r + ts, s)v(r + ts, s) dt. (3.4)
By integrating (3.4) over ∂D− with measure τ(r, s)|n·s| dσ ds, using (3.2), (3.3) and τ(r, s) ≤
diam(R), the Cauchy-Schwarz inequality yields∫
∂D−
v(r, s)2τ(r, s)|n·s| dσ ds
=
∫
∂D−
v(r˜, s)2τ(r, s)|n·s| dσ ds
− 2
∫
S
∫
n·s<0
∫ t˜
0
s·∇v(r + ts, s)v(r + ts, s)|n·s|τ(r, s) dtdσ ds
≤
∫
S
∫
n·s<0
∫ τ(r,s)
0
v(r + ts, s)2|n·s|dt dσ ds
+ 2 diam(R)
( ∫
S
∫
n·s<0
∫ τ(r,s)
0
|s·∇v(r + ts, s)|2|n·s| dt dσ ds
)1/2
×
( ∫
S
∫
n·s<0
∫ τ(r,s)
0
|v(r + ts, s)|2|n·s| dt dσ ds
)1/2
= ‖v‖2V0 + 2 diam(R)‖s·∇v‖V0‖v‖V0
≤ ‖v‖2V0 + diam(R)‖v‖2V̂1 .
This shows that for each v ∈ C∞(D) the trace v |∂D− is bounded in T̂−. Hence, by density of
C∞(D) in V̂1, the principle of continuous extension allows to extend the trace operator γ to the
whole of V̂1. To show surjectivity of the trace mapping, let g ∈ T̂− ∩ L∞(∂D−) and define
v(r + ts, s) := g(r, s) for (r, s) ∈ ∂D−, 0 ≤ t ≤ τ(r, s).
By construction v is constant along the line r + ts and hence s·∇v = 0. Moreover, by (3.2)
there holds
‖g‖2
T̂−
=
∫
∂D−
g(r, s)2τ(r, s)|n·s|dσ ds
=
∫
S
∫
n·s<0
∫ τ(r,s)
0
v(r + ts, s)2|n·s| dt dσ ds = ‖v‖2V0 .
The result for the outflow part follows in the same way due to the formula∫
R
f(r) dr =
∫
n·s>0
∫ τ(r,s)
0
f(r − ts)|n·s| dt dσ (3.5)
for s ∈ S fixed.
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Since by Lemma 3.1, the boundary ∂D coincides with the union of ∂D+ and ∂D− up to a set of
measure zero, we can define the space T̂ of measurable functions whose restrictions to ∂D± are
in T̂±. Hence, V̂1 can be defined equivalently as
V̂1 := {v ∈ V0 : s·∇v ∈ V0 and ‖γ(v)‖T̂ <∞},
and V̂1 is a Hilbert space when equipped with the inner product
(v, w)V̂1 := (v, w)D + (s·∇v, s·∇w)D + (τ |n·s| v, w)∂D.
Note that, due to the definition of the norms, the trace operator can now simply be bounded by
‖γ(v)‖T̂ ≤ ‖v‖V̂1 for all v ∈ V̂1.
Since 0 ≤ τ(r, s) ≤ diam(R) <∞ a.e. on ∂D, integrability with respect to τ(r, s)|n·s| ds dσ is
a weaker condition than integrability with respect to |n·s|ds dσ. Hence, for smooth functions
w, v ∈ C∞(D), let us define a stronger inner product by
(v, w)V1 := (v, w)D + (s·∇v, s·∇w)D + (|n·s|v, w)∂D, (3.6)
and let V1 denote the completion of C∞(D) with respect to the associated norm. According to
Lemma 3.3 functions in V1 have well-defined boundary values. Next, we will see that traces
of functions in V1 have more regularity than functions in V̂1. Therefore, let T denote the
completion of L2(∂D) with respect to the norm associated with the inner product
(v, w)T := (|n·s| v, w)∂D.
The following statement is a direct consequence of the construction of the spaces V1 and T.
Lemma 3.4. The trace mapping v 7→ v|∂D defined for v ∈ C1(D) can be extended by continuity
to a bounded linear operator γ : V1 → T with ‖γ(v)‖T ≤ ‖v‖V1 for all v ∈ V1.
We denote by T± := {v|∂D± : v ∈ T} the restriction of functions in T to the inflow and outflow
part of the boundary, respectively. In view of Lemma 3.3 and the definition of V1, it follows that
the partial trace maps γ± : V1 → T±, v 7→ v|∂D± are again surjective bounded linear operators.
The space V1 can therefore be characterized alternatively as proper subspace
V1 = {v ∈ V̂1 : ‖γ(v)‖T <∞} ⊂ V̂1.
For our analysis we require an additional space Vˇ1 defined by
Vˇ1 := {v ∈ V̂1 : γ(v) ∈ Tˇ}
where
Tˇ := {v ∈ T̂ : ‖v‖Tˇ <∞} and ‖v‖2Tˇ := (τ−1|n·s| v, w)D.
Because 0 < τ ≤ diam(R) a.e. on ∂D, it follows that the norm associated to the inner product
(v, w)Vˇ1 := (v, w)D + (s·∇v, s·∇w)D + (τ−1 |n·s|v, w)∂D
is stronger than that of T. Note, that the space Tˇ is again just the space of traces of functions
in Vˇ1. The following result clarifies the relation of the spaces T̂, Tˇ and V̂1, Vˇ1 to the spaces T
and V1, cf. [79].
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Lemma 3.5. The inclusions Tˇ ⊂ T ⊂ T̂ and Vˇ1 ⊂ V1 ⊂ V̂1 are dense and strict. Moreover,
the spaces Vˇ1 and V̂1 as well as Tˇ and T̂ are dual to each other in the sense that
(v, w)V1 ≤ ‖v‖Vˇ1‖w‖V̂1 for all v ∈ Vˇ1, w ∈ V̂1,
and
(v, w)T ≤ ‖v‖Tˇ‖w‖T̂ for all v ∈ Tˇ, w ∈ T̂.
For further details, we refer to [79]. Results concerning the trace operator can also be found in
[27], where conditions are given, under which the combined trace operator γ : V̂1 → T̂ can be
shown to be surjective onto a certain subspace of T̂. See also [4] for a detailed analysis of traces
of functions in V1 or V̂1.
The following integration-by-parts formula will be a central tool in the next section for the
deriving of a weak formulation of the radiative transfer equation.
Lemma 3.6. For any pair of functions v, w ∈ V1 there holds
(s·∇v, w)D = −(v, s·∇w)D + (n·s v, w)∂D. (3.7)
Proof. For smooth functions v ∈ C∞(D), the formula is a direct consequence of Green’s theorem,
cf. Lemma B.18, and the result then follows by density of C∞(D) ⊂ V1.
Note, that Lemma 3.6 does not hold for arbitrary functions in the larger space V̂1, since the
boundary values do not have the required regularity. This issue is treated in the next lemma,
which follows from the duality of Vˇ1 and V̂1 in the sense of Lemma 3.5, by Green’s theorem
and a density argument.
Lemma 3.7. The integration-by-parts formula (3.7) holds for all v ∈ V̂1 and w ∈ Vˇ1.
Poincaré-Friedrichs inequality: Let us end this section with an inequality which establishes a
connection between a function, its directional derivatives, and its incoming boundary values.
Lemma 3.8 (Poincaré-Friedrichs inequality). For v ∈ V1 there holds
‖v‖2V0 ≤ CP (‖s·∇v‖2V0 + ‖v‖2T−)
with CP := 2 max {diam(R)2,diam(R)}.
Proof. A proof can be found in [79] and is included for convenience of the reader. We will use
similar techniques as in the proof of Lemma 3.4. Let us fix (r, s) ∈ D and let r′ = r′(r, s) ∈ ∂R
and 0 ≤ t′ ≤ τ(r′, s) such that r = r′ + t′s. For v ∈ C∞(D) we obtain by the fundamental
theorem of calculus
v(r, s) = v(r′, s) +
∫ t′
0
s·∇v(r′ + ts, s) dt,
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and hence
|v(r, s)|2 ≤ 2|v(r′, s)|2 + 2
∣∣∣ ∫ t′
0
s·∇v(r′ + ts, s) dt
∣∣∣2
≤ 2|v(r′, s)|2 + 2 diam(R)
∫ t′
0
|s·∇v(r′ + ts, s)|2 dt
by the Cauchy-Schwarz inequality. Moreover, since
r′(r + t˜s, s) = r′(r, s) for all 0 ≤ t˜ ≤ τ(r′, s), (3.8)
we obtain by twofold application of (3.2) that∫
R
∫ t′
0
|s·∇v(r′ + ts, s)|2 dtdr ≤
∫
R
∫ τ(r′,s)
0
|s·∇v(r′ + ts, s)|2 dt dr
=
∫
n·s<0
∫ τ(r′,s)
0
∫ τ(r′,s)
0
|s·∇v(r′ + ts, s)|2 dt|n·s| dt˜dσ
≤ diam(R)
∫
n·s<0
∫ τ(r′,s)
0
|s·∇v(r′ + ts, s)|2|n·s|dtdσ
= diam(R)
∫
R
|s·∇v(r, s)|2 dr.
The remaining term |v(r′, s)|2 can be treated similarly as in the proof of Lemma 3.4, namely we
obtain by (3.2) and (3.8) that∫
S
∫
R
|v(r′(r, s), s)|2 dr ds =
∫
S
∫
n·s<0
∫ τ(r′,s)
0
|v(r′(r + ts, s), s)|2|n·s| dt dσ ds
≤ diam(R)
∫
S
∫
n·s<0 |v(r, s)|
2|n·s| dσ ds
= diam(R)‖v‖2T− .
Summarizing, we have shown that
‖v‖2V0 ≤ 2 diam(R)‖v‖2T− + 2 diam(R)2‖s·∇v‖2V0
for all v ∈ C∞(D). The result follows by density of C∞(D) in V1.
3.2. Even-odd splitting
The following splitting is a standard tool in the analysis of the radiative transfer equation, cf.
[76, 1], and will be heavily used in our analysis. To simplify the notation, we will often neglect
the spatial dependence and simply write v(s) instead of v(r, s) in the following.
Definition 3.9. For a measurable function v on S, we define its even (v+) and odd (v−) part
by
v±(s) := 12
(
v(s)± v(−s)). (3.9)
A function v is called even (to have even parity), if v = v+, and odd (of odd parity), if v = v−.
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In the same way as in (3.9), one can define the splitting of functions, which additionally depend
on a spatial variable as follows
v±(r, s) := 12(v(r, s)± v(r,−s)).
We then denote the subspaces of even and odd functions of a space V by
V± := {v± : v ∈ V}.
The following result is a direct consequence of the definition of the spaces and scalar products
given in the previous section.
Lemma 3.10. Any of the spaces V ∈ {V0,V1, Vˇ1, V̂1,T, Tˇ, T̂} can be split into V = V+ ⊕ V−,
and the splitting is orthogonal with respect to the scalar product of V. In particular, there holds
‖v‖2V = ‖v+‖2V + ‖v−‖2V.
Proof. The orthogonality follows by application of the transformation formula, i.e., let v ∈ V+0
and w ∈ V−0 be even and odd functions, respectively. Moreover, let S+ be an arbitrary but fixed
half-sphere and let S− := −S+ be the opposite half-sphere. We obtain by change of variables
s 7→ −s ∫
S
v+w− ds =
∫
S+
v+w− ds+
∫
S−
v+w− ds
=
∫
S+
v+w− ds−
∫
S+
v+w− ds = 0.
For the remaining assertions, observe that s·∇v+s·∇v− and v+v−|n·s| are odd functions of s,
and hence their angular integrals vanish. In order to see that the time of travel τ is an even
function note that for (r, s) ∈ ∂D− one has (r,−s) ∈ ∂D+ and hence by definition (3.1) there
holds
τ(r, s) = τ(r,−s).
The result follows by splitting a function into its even and odd part, respectively, and using
orthogonality of even and odd functions.
By Lemma 3.10, any function v ∈ L2(S) can be split uniquely into its even and odd components,
i.e., v = v++ v−, and this splitting is orthogonal with respect to the L2(S) scalar product.
In Section 4.3 we will require the following technical lemma.
Lemma 3.11. Let v ∈ V̂1. If (n·s v, w+)∂D− = 0 for all w+ ∈ Vˇ+1 , then v = 0 on ∂D−.
Proof. Without loss of generality, let v ∈ V̂1 be continuous. Assume that the assertion does
not hold: Then there exists a point (r0, s0) ∈ ∂D− with a neighborhood U such that U ⊂ D−
and n·s v is strictly positive in U . Now, take the Friedrichs mollification [44] w of the indicator
function of a set V with positive measure and V ⊂ U such that supp(w) ⊂ U . Then w+(r, s) :=
1
2(w(r, s) + w(r,−s)) is well-defined, smooth, zero near ∂D0, and even; hence w+ ∈ Vˇ+1 . By
construction, (n·s v, w+)∂D− = (n·s v, w+)U > 0, which yields a contradiction.
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3.3. Operators in the radiative transfer equation
In the following, we formally introduce the operators appearing in the radiative transfer equation
(2.7), and we summarize their basic properties relying on rather general assumptions on the
parameters. We will utilize these operators to reformulate the radiative transfer equation in an
appropriate functional analytic setting in the next chapter. Most of the results of this section
have been published in [41]; similar statements can be found in [27].
Transport: The advection (transport) operator is defined as
A : V1 → V0, (Av)(r, s) := s·∇v(r, s).
The following basic properties of A follow almost directly from its definition.
Lemma 3.12. A ∈ L(V1,V0), i.e., A :V1 → V0 is a bounded linear operator, and ‖Av‖V0 ≤
‖v‖V1 for all v ∈ V1. Moreover, for any v± ∈ V±1 we have Av± ∈ V∓0 , i.e., A maps even to odd,
and odd to even functions; we say that A is parity reversing.
Proof. Boundedness is a direct consequence of the definition of the norms and the operator.
The parity reversing property then follows from (Av)(−s) = −s·∇v(−s), and inserting either
even or odd functions v.
The next lemma plays an important role when proving existence of weak solutions to the
radiative transfer equation and it extends results, which correspond to solving the equation
Aφ = f by integration along the characteristics of A [21], to functions which obey certain parity
properties.
Lemma 3.13. The operator A :V+1 → V−0 is surjective. Moreover, for each w− ∈ V−0 there is a
function v+ ∈ V+1 with
Av+ = w− and ‖v+‖2T ≤ diam(R)‖w−‖2V0 and ‖v+‖V1 ≤ (1 + CP )‖w−‖V0
where CP is the Poincaré constant from Lemma 3.8.
Proof. Any point (r, s) ∈ D can be written uniquely as (r′ + t′s, s) with (r′, s) ∈ ∂D− and
0 < t′ < diam(R). For given w− ∈ V−0 , let us define
v(r, s) :=
∫ t′
0
w−(r′ + ts, s) dt.
By construction, we have that Av = w− ∈ V−0 . Since Av− ∈ V+0 by Lemma 3.12, the orthogonal
splitting V0 = V+0 ⊕ V−0 implies that Av+ = w−, and hence, there holds
‖Av+‖V0 = ‖w−‖V0 .
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Moreover, by construction v = 0 on ∂D−, and thus
‖v+‖2T ≤ ‖v‖2T+ =
∫
S
∫
n·s>0 v(r, s)
2|n·s|dσ ds
=
∫
S
∫
n·s>0
( ∫ τ(r′,s)
0
w−(r′ + ts, s) dt
)2|n·s|dσ ds
≤ diam(R)
∫
S
∫
n·s>0
∫ τ(r′,s)
0
w−(r′ + ts, s)2 dt|n·s| dσ ds
= diam(R)‖w−‖2V0
by Lemma 3.10, (3.5) and the Cauchy-Schwarz inequality. In sum, we obtain by the Poincaré-
Friedrichs inequality that
‖v+‖V1 ≤ (1 + CP )‖w−‖V0 .
Scattering: The scattering operator Θ, associated with a scattering kernel θ, is defined by
Θ:V0 → V0, (Θv)(r, s) :=
∫
S
θ(r, s·s′)v(r, s′) ds′.
In the following, we assume that the scattering kernel θ satisfies the following conditions.
Assumption 1. (S1) θ is a measurable function and non-negative, i.e.,
θ(r, s·s′) ≥ 0 a.e. r ∈ R and s, s′ ∈ S.
(S2) θ is normalized to one, i.e.,∫
S
θ(r, s·s′) ds′ = 1 for a.e. (r, s) ∈ D.
The assumptions on the scattering kernel imply the following properties of the scattering
operator.
Lemma 3.14. Θ:V0 → V0 is a self-adjoint and bounded linear operator with
‖Θ‖L(V0,V0) = 1.
Moreover, Θv± ∈ V±0 for any v ∈ V0, i.e., the scattering operator is parity preserving.
Proof. Linearity of Θ is obvious, and self-adjointness follows from the symmetry of θ(s·s′)
with respect to s and s′. As in [27, Chapter XXI 2.3.1], we obtain by (S1) and (S2), and the
Cauchy-Schwarz inequality that
‖Θv‖2L2(S) =
∫
S
∣∣ ∫
S
θ(s·s′)v(s′) ds′∣∣2 ds
≤
∫
S
( ∫
S
θ(s·s′) ds′
)( ∫
S
θ(s·s′)|v(s′)|2 ds′
)
ds
=
∫
S
∫
S
θ(s·s′) ds|v(s′)|2 ds′ = ‖v‖2L2(S).
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Integration over R yields the bound ‖Θv‖V0 ≤ ‖v‖V0 . Note that application of Θ to the constant
function v ≡ 1 gives ‖Θ1‖V0 = ‖1‖V0 , so that the bound is optimal. Furthermore, we obtain for
every even function v ∈ V+0 that
(Θv)(s) = 12
∫
S
θ(s·s′)(v(s′) + v(−s′)) ds′
= 12
∫
S
θ(s·s′)v(s′) ds′ + 12
∫
S
θ(−s·s′)v(s′) ds′ = 12
[
(Θv)(s) + (Θv)(−s)],
which shows that Θv is even, whenever v ∈ V+0 . In the same way, one sees that Θv is odd for
v ∈ V−0 . Hence, the scattering operator is parity preserving.
Attenuation: For convenience of our analysis, we represent absorption and scattering by a
single operator. Given two coefficient functions µa and µs, we define the attenuation operator by
C :V0 → V0, (Cv)(r, s) := µa(r)v(r, s) + µs(r)
(
v(r, s)− (Θv)(r, s)).
The first part µa(r)v(r, s) of the attenuation operator models the absorption of photons by the
medium, while the second part µs(r)
(
v(r, s)− (Θv)(r, s)) describes the gain and loss of photons
during the scattering process. In operator notation, one could also write
C = µaI + µs(I −Θ) = µtI − µsΘ,
with I denoting the identity operator. In view of (2.5), the total attenuation of photons for one
particular direction s is governed by µt = µa + µs.
In order to derive useful properties of the attenuation operator, we require some basic assumptions
on the scattering and absorption parameters µs and µa.
Assumption 2. (C1) µs is measurable, non-negative, and bounded, i.e., there exist constants
µ˜s ≥ 0, µ˜s ≥ 0 such that
0 ≤ µ˜s ≤ µs(r) ≤ µ˜s a.e. r ∈ R.
(C2) µa is measurable, non-negative, and bounded, i.e., there exist constants µ˜a ≥ 0, µ˜a ≥ 0such that
0 ≤ µ˜a ≤ µa(r) ≤ µ˜a a.e. r ∈ R.
In absorbing media, i.e., if µ˜a > 0, the attenuation operator C is elliptic and self-adjoint.
Lemma 3.15. C :V0 → V0 is a self-adjoint and bounded linear operator which fulfills
(Cv, v)D ≥ µ˜a‖v‖2V0 and ‖Cv‖V0 ≤ (2µ˜s + µ˜a)‖v‖V0 .
Moreover, C is parity preserving, i.e., Cv± ∈ V±0 for any v ∈ V0.
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Proof. Linearity and self-adjointness follow directly from the definition and the properties of
the scattering operator. By the Cauchy-Schwarz inequality and Lemma 3.14, we obtain that
(v,Θv)S ≤ ‖Θv‖L2(S)‖v‖L2(S) ≤ ‖v‖2L2(S) a.e. r ∈ R.
Multiplying by µs and integrating over R, we obtain that (µsΘv, v)D ≤ (µsv, v)D, and conse-
quently
(Cv, v)D = (µav, v)D + (µsv, v)D − (µsΘv, v)D ≥ µ˜a‖v‖2V0 .
The upper bound then follows from the corresponding bound for the scattering operator and
the triangle inequality. Since Θ and the identity operator are both parity preserving, the same
holds true for the attenuation operator.
By the Lax-Milgram lemma (cf. Theorem A.26), C is boundedly invertible in case µ˜a > 0, andwe can define two norms
‖v‖2C−1 := (C−1v, v)D and ‖v‖2C := (Cv, v)D, (3.10)
on V0, which have the following properties.
Lemma 3.16. Let µ˜a > 0. The norms in (3.10) induced by C and C−1 are equivalent to thenorm of V0, i.e., for all functions v ∈ V0 there holds
c‖v‖2V0 ≤ ‖v‖2C ≤ C‖v‖2V0 and C−1‖v‖2V0 ≤ ‖v‖2C−1 ≤ c−1‖v‖2V0
with equivalence constants given by c = µ˜a and C = 2µ˜s + µ˜a.
Remark 3.17. If Θ is positive semi-definite, the upper bound can be sharpened to C = µ˜s + µ˜a.
This is the case, for instance, if in addition to Assumption 1, the scattering is absolutely forward
dominant, which is true for isotropic, Rayleigh or Thompson scattering [72].
In view of (2.7) let us also introduce the time-harmonic attenuation operator
Ck :V0 → V0, (Ckv)(r, s) := Cv(r, s) + ikv(r, s)
for k ≥ 0. Note that for k = 0, we simply have C0 = C.
Lemma 3.18. The operator Ck :V0 → V0 is a parity preserving bounded linear operator and
satisfies the following estimates√
k2 + c2‖v‖2D ≤ |(Ckv, v)| ≤
√
k2 + C2‖v‖2D for v ∈ V0,
where c and C are the constants from Lemma 3.16. Moreover, if k + µ˜a > 0, Ck is invertiblewith
‖C−1k ‖L(V0,V0) ≤
1√
k2 + c2
,
and
C−1k = (C2 + k2I)−1C∗k ,
where C∗k = C − ikI.
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Proof. To obtain the bounds we estimate the real and imaginary part of
(Ckv, v) = (Cv, v)D + ik(v, v)D
separately. The invertibility of Ck and the estimates then follow from the Lax-Milgram lemma.
Note that C∗kCk = C2 + k2I is self-adjoint, invertible and “real-valued”, i.e., real-valued functions
are mapped to real-valued functions under C∗kCk. Due to commutativity of Ck, C∗k and their
inverses the representation holds. Finally, since C is parity preserving, so is Ck.
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4. Unique solvability of the radiative transfer
equation
In this chapter, we investigate unique solvability of the stationary and time-harmonic radiative
transfer equation (2.5)–(2.6) and (2.7)–(2.8), respectively,
s·∇φ(r, s) + (µt(r, s) + ik)φ(r, s) = µs(r)
∫
S
θ(s·s′, r)φ(r, s′) ds′ + q(r, s),
φ(r, s) = g(r, s).
Using the operators defined in Section 3.3, the radiative transfer equation can be written as
Aφ+ Ckφ = q a.e. in D, (4.1)
φ = g a.e. on ∂D−. (4.2)
Let us fix the notion of a strong solution of the previous equation.
Definition 4.1. Let q ∈ L2(D) and g ∈ L2(∂D−) be given. A function φ ∈ V1 satisfying
(4.1)–(4.2) is called strong solution of the radiative transfer equation.
Thus, we want to investigate the following problem:
Problem 1. Given q ∈ L2(D) and g ∈ L2(∂D−), find a strong solution φ ∈ V1 such that
(4.1)–(4.2) holds.
Remark 4.2. If φ ∈ V̂1 and g ∈ L2(∂D−) such that φ fulfills (4.1)–(4.2), the trace φ |∂D− is in
L2(∂D−). Hence φ+ ∈ L2(∂D) and φ− ∈ L2(∂D) and φ ∈ L2(∂D) ⊂ T. Consequently, φ is a
strong solution in the sense of Definition 4.1.
In the following, we will first derive a mixed variational framework [41], which is based on the
splitting of functions into even and odd parts, cf. Section 3.2. For absorbing media (µ˜a > 0)and small wave number k, we will then prove unique solvability for the variational problem by
standard methods in Hilbert spaces, cf. Appendix A.2.
Having established the existence of weak solutions, we will show that a weak solution of the
variational problem is in fact a strong one solving Problem 1. Moreover, the mixed variational
framework allows to derive an equation for the even part of the solution only, cf. Section 4.4.
In Section 4.5 additional existence theorems will be proven, cf. Theorem 4.26 and Theorem 4.28.
In particular, the cases µ˜a ≥ 0, µ˜s ≥ 0 and k = 0 as well as µ˜a > 0, µ˜s ≥ 0 and k ≥ 0 areconsidered. However, motivated by applications in optical tomography we will focus on the case
µ˜a > 0 and k small in this work. Moreover, in this case, sufficient conditions for stability of
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Galerkin approximations, which are easy to verify in practice, can be inferred from the proofs,
cf. Chapter 5.
At the end of this chapter we discuss several existing methods for investigating unique solvability
to the radiative transfer equation. In particular, we reformulate the so-called source iteration in
terms of our variational framework, and as an byproduct of our analysis we obtain convergence
of the source iteration.
4.1. Derivation of a variational principle
For the following derivation see also [41]. Assume that φ ∈ V1 is a strong solution of the
radiative transfer equation (4.1)–(4.2). Multiplying (4.1) with a test function ψ ∈ V1, and
integrating over the domain D, we obtain the equation
(Aφ, ψ)D + (Ckφ, ψ)D = (q, ψ)D. (4.3)
Using the unique decomposition of functions into even and odd parts, and the parity reversing
property of the operator A, equation (4.3) can be written equivalently as
(Aφ+, ψ−)D + (Aφ−, ψ+)D + (Ckφ, ψ)D = (q, ψ)D. (4.4)
By means of the integration-by-parts formula (3.7), the second term can be transformed as
follows
(Aφ−, ψ+)D = −(φ−,Aψ+)D + (n·s φ−, ψ+)∂D. (4.5)
Noting that s 7→ n·s φ−ψ+ is an even function, and using the boundary condition (4.2), we can
further rewrite the boundary term as
(n·s φ−, ψ+)∂D = 2
∫
∂R
∫
n·s<0 n·s (g − φ
+)ψ+ ds dσ (4.6)
= (φ+, ψ+)T + 2(n·s g, ψ+)∂D− .
The combination of (4.4)–(4.6) then yields the following weak characterization of solutions.
Lemma 4.3. Any strong solution φ of the radiative transfer equation (4.1)–(4.2) also satisfies
the variational principle
B(φ, ψ) = `(ψ) for all ψ ∈ V1, (4.7)
with sesquilinear form B and semilinear form ` defined by
B(φ, ψ) := (Ckφ, ψ)D − (φ−,Aψ+)D + (Aφ+, ψ−)D + (φ+, ψ+)T, (4.8)
`(ψ) := (q, ψ)D − 2(n·s g, ψ+)∂D− . (4.9)
Note that both forms involve only derivatives of the even components φ+ and ψ+ of the solution
and the test function, respectively. This leads us to the definition of the space
W := V+1 ⊕ V−0 (4.10)
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which turns out to be the natural energy space for our analysis. Note, that only the even
components v+ of functions v ∈ W have spatial regularity while functions in V0 are merely
square-integrable. Therefore, we refer to W as space of mixed regularity. Also note that
W+ = V+1 and W− = V−0 . Moreover, W with inherited inner product, i.e.,
(φ, ψ)V1⊕V0 := (φ+, ψ+)V1 + (φ−, ψ−)V0 ,
is again a Hilbert space, and the inclusions V1 ⊂W ⊂ V0 are strict and dense (see Section 3.1).
This shows that the variational form (4.7) is in fact weaker than the strong form (4.1)–(4.2) of
the radiative transfer equation.
The inflow boundary condition is incorporated into the sesquilinear form B in a natural way.
Therefore, the boundary condition does not have to be incorporated into the space W. The
weak form of the radiative transfer equation then leads to the following problem.
Problem 2. Given q ∈ L2(D) and g ∈ L2(∂D−), find φ ∈W which satisfies (4.7).
Definition 4.4. A solution of Problem 2 is called weak solution of the radiative transfer
equation.
Remark 4.5. An alternative variational framework can be obtained, if the integration-by-parts
formula is applied to the term (Aφ+, ψ−)D in (4.4), which leads to an energy spaceW = V+0 ⊕V−1 ;
for details about this approach we refer to [41]. Further variational characterizations will be
summarized in Section 4.6.
4.2. Absorbing media
Firstly, we treat the stationary case (k = 0) for which we particularly establish inf-sup stability
of the sesquilinear form B, which allows us to apply standard arguments on the solvability of
linear equations in Hilbert spaces. Secondly, perturbation arguments then allow to extend the
results to the case 0 ≤ 2k√3 < µ˜a.
For µ˜a > 0, we know from Lemma 3.15 that C is a self-adjoint operator with bounded inverse.As in (3.10) we can thus associate inner products and norms with C and C−1, respectively. With
those norms, we can define an energy norm as follows
‖v‖2W := ‖Av+‖2C−1 + ‖v‖2C + ‖v+‖2T. (4.11)
By application of Lemma 3.16, the energy norm can be shown to be equivalent to the norm of
V+1 ⊕ V−0 .
Lemma 4.6. For µ˜a > 0 there holds
c‖v‖2W ≤ ‖v+‖2V1 + ‖v−‖2V0 ≤ C‖v‖2W, (4.12)
with equivalence constants c = min{µ˜a, 1/(2µ˜s + µ˜a)} and C = max{2µ˜s + µ˜a, µ˜−1a }.
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4.2.1. Proof of unique solvability
The aim of this section is to establish the existence of a unique solution to Problem 2. To do so,
we require some basic properties of the sesquilinear and semilinear forms used in the variational
principle (4.7), which we derive in the following. Consider also [41] where the results of this
section have been proven for real Hilbert space W. Let us begin with the continuity of the
semilinear form ` [41, Proposition 3.6].
Proposition 4.7. The semilinear form ` is bounded on W, i.e., there holds |`(ψ)| ≤ C`‖ψ‖W
for all ψ ∈W, i.e., ‖`‖W′ ≤ C`, with constant C` = (2‖g‖2∂D− + ‖q‖2C−1)1/2.
Proof. By definition of the semilinear form and the Cauchy-Schwarz inequality, we have that
`(ψ) = (q, ψ)D + 2(|n·s| g, ψ+)∂D− ≤ ‖q‖C−1‖ψ‖C + 2‖g‖∂D−‖ψ+‖T− .
The bound then follows from the fact that ‖ψ+‖T =
√
2‖ψ+‖T− , and definition of the norm
‖`‖W′ = sup
ψ∈W\0
|`(ψ)|
‖ψ‖W .
Here and in the following we denote by W′ the vector space of semilinear bounded functionals
acting onW. Continuity of the sesquilinear form follows again almost directly from the definition
of the norm of W [41, Proposition 3.7].
Proposition 4.8. The sesquilinear form B is bounded on W×W with
|B(φ, ψ)| ≤ 2‖φ‖W‖ψ‖W.
Proof. Application of the Cauchy-Schwarz inequality yields
|B(φ, ψ)| ≤ ‖φ‖C‖ψ‖C + ‖φ‖C‖Aψ+‖C−1 + ‖Aφ+‖C−1‖ψ‖C + ‖φ+‖T‖ψ+‖T ≤ 2‖φ‖W‖ψ‖W,
where we used a1b1 + a1b2 + a2b1 + c1c2 ≤ (2a21 + a22 + c21)1/2(2b21 + b22 + c22)1/2 for the second
estimate, which again follows from the Cauchy-Schwarz inequality.
The fundamental properties to ensure unique solvability of Problem 2 are the following stability
conditions, cf. [41, Proposition 3.8].
Proposition 4.9. The sesquilinear form B is inf-sup stable on W×W, i.e., the two estimates
sup
ψ∈W\0
|B(φ, ψ)|
‖ψ‖W ≥ β‖φ‖W and supψ∈W\0
|B(ψ, φ)|
‖ψ‖W ≥ β‖φ‖W (4.13)
hold uniformly for all φ ∈W with stability constant β := (2√3)−1.
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Proof. For φ = 0 the assertion is trivial, hence we can assume that φ ∈W \ {0}.
(i) Choosing ψ := φ, and noting that
(Aφ+, φ−)D − (φ−,Aφ+)D = 2iIm
(
(Aφ+, φ−)D
)
,
we obtain the following equality
Re
(
B(φ, φ)
)
= ‖φ‖2C + ‖φ+‖2T.
(ii) Testing with ψ := C−1Aφ+ ∈W− yields
Re
(
B(φ, C−1Aφ+)) = Re((Cφ−, C−1Aφ+)D)+ (Aφ+, C−1Aφ+)D
= Re
(
(C1/2φ−, C−1/2Aφ+)D
)
+ ‖Aφ+‖2C−1
≥ 12‖Aφ
+‖2C−1 −
1
2‖φ
−‖2C .
(iii) Combining the two estimates, we obtain for ψ := φ+ C−1Aφ+ the inequality
|B(φ, ψ)| ≥ 12‖φ‖
2
W,
while ‖ψ‖W ≤
√
3‖φ‖W. This yields the first estimate. The second estimate is derived in the
same way, but using the testfunction ψ := φ− C−1Aφ+ instead.
Since we have already verified the conditions required in the Babuška-Aziz lemma, cf. Theo-
rem A.27, in Propositions 4.8–4.9, we directly obtain the unique solvability for our variational
problem [41, Theorem 3.10].
Theorem 4.10. For µ˜a > 0, k = 0 and any semilinear functional ` ∈ W′ the variationalproblem
B(φ, ψ) = `(ψ) for all ψ ∈W,
has a unique solution φ ∈W, which satisfies the a-priori bound
‖φ‖W ≤ 2
√
3‖`‖W′ .
Applying Theorem 4.10 to the special choice of ` as defined in (4.9) and using (4.12) as well as
Proposition 4.7, we obtain the following existence result for Problem 2.
Corollary 4.11. For µ˜a > 0 and k = 0, Problem 2 has a unique solution φ ∈W, which satisfiesthe a-priori bound
‖φ‖V1⊕V0 ≤
2
√
3
min{µ˜a, 1/(2µ˜s + µ˜a)}1/2
(
2‖g‖2∂D− + µ˜−1a ‖q‖2V0
)1/2
. (4.14)
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4.2.2. Time-harmonic transport
If we denote by B0 the sesquilinear form resulting from B by putting k = 0, we can split B
into two parts
B(φ, ψ) = B0(φ, ψ) + ik(φ, ψ)D.
Let us denote by S :W→W the operator which maps a function φ˜ to the solution φ of
B0(φ, ψ) = `(ψ)− ik(φ˜, ψ)D.
By Theorem 4.10 the operator S is well-defined. Moreover, Problem 2 is equivalent to the fixed
point problem
φ = S(φ),
i.e.,
B0(φ, ψ) = `(ψ)− ik(φ, ψ)D.
Under the conditions of Banach’s fixed point theorem, a solution can be found via the fixed
point iterations
φn+1 := S(φn) or B0(φn+1, ψ) = `(ψ)− ik(φn, ψ)D. (4.15)
Lemma 4.12. The operator S : W → W is Lipschitz continuous with Lipschitz constant
2k
√
3/µ˜a, i.e.,
‖Sφ− Sφ˜‖W ≤ 2k
√
3
µ˜a ‖φ− φ˜‖W
for all φ, φ˜ ∈W.
Proof. The assertion follows from Theorem 4.10, which states that
‖Sφ− Sφ˜‖W ≤ 2
√
3 sup
ψ∈W\0
|k(φ− φ˜, ψ)|
‖ψ‖W ≤ 2
√
3 k
µ˜a ‖φ− φ˜‖W.
Theorem 4.13. As long as 2k
√
3 < µ˜a, Problem 2 has a unique solution, which satisfies theestimate
‖φ‖W ≤
(
1− 2k
√
3
µ˜a
)−1‖`‖W′ .
The results presented in this section rely on the assumption µ˜a > 0. In Section 4.5 we will givemore general existence results allowing for instance µ˜a = 0 in stationary transport.
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4.3. Regularity of weak solutions
In the following, we will show, that any weak solution of Problem 2 is in fact a strong one in the
sense of Definition 4.1, cf. [41]. Let us return to the weak form (4.7) of the radiative transfer
equation, and recall that any weak solution φ satisfies
(Ckφ, ψ)D − (φ−,Aψ+)D + (Aφ+, ψ−)D + (φ+, ψ+)T = (q, ψ)D − 2(n·s g, ψ+)∂D− (4.16)
for all test functions ψ ∈W. To show the existence of strong solutions, we proceed as follows:
Step 1: We show that φ is a solution of (4.1) in D, which requires to verify that Aφ− ∈ V0.
Let ψ0 ∈ C∞0 (D) be an arbitrary test function. Then, in the sense of distributions, we obtain
that
〈Aφ−, ψ+0 〉 := −(φ−,Aψ+0 )D = (−Ckφ+ + q+, ψ+0 )D,
where we have used (4.16) for the second equality, and the parity preserving and reversing
properties of the operators. Hence Aφ− is a regular distribution, i.e.,
Aφ− = −Ckφ+ + q+ ∈ V0. (4.17)
As a consequence, we obtain that φ− ∈ V̂1, and thus φ ∈ V̂1. Using Lemma 3.7 (integration-by-
parts) for the second term of (4.16), and utilizing that ψ+0 |∂D= 0, we obtain that
(Aφ, ψ0)D + (Ckφ, ψ0)D = (q, ψ0)D,
for all ψ0 ∈ C∞0 (D), and density of C∞0 (D) ⊂ V0 implies that Aφ+ Ckφ = q a.e. in D.
Step 2: In order to show that the boundary conditions (4.2) are fulfilled, we now test equation
(4.16) with a function ψ+ ∈ Vˇ+1 . Applying Lemma 3.7 to the second term of (4.16), and using
equation (4.17) yields
2(n·s g, ψ+)∂D− = (q, ψ+)D − (Ckφ+, ψ+)D − (Aφ−, ψ+)D + (n·s φ−, ψ+)∂D − (φ+, ψ+)T
= 2(n·s φ+, ψ+)∂D− + 2(n·s φ−, ψ+)∂D− .
Here, we used that s 7→ |n·s|φ+ψ+ and s 7→ n·s φ−ψ+ are even functions, in order to transform
the boundary integrals over ∂D into integrals over ∂D−, similar as in (4.6). Hence, we obtain
that (n·s g, ψ+)∂D− = (n·s φ, ψ+)∂D− for all ψ+ ∈ Vˇ1, and it follows again by a density
argument (see Lemma 3.11) that φ = g a.e. on ∂D−. But since g ∈ L2(∂D−), we conclude that
φ |∂D−∈ T−. Using the orthogonal splitting of φ into even and odd parts, we also obtain that
φ |∂D+∈ T+, and hence φ ∈ V1, cf. Remark 4.2. Thus φ is a strong solution of the radiative
transfer equation (4.1)–(4.2).
Summarizing, we have shown that any weak solution is in fact also a strong solution.
Theorem 4.14. Let 2k
√
3 < µ˜a, then for any g ∈ L2(∂D−) and q ∈ L2(D), Problem 1 has aunique strong solution φ ∈ V1, which coincides with the (weak) solution of Problem 2.
Proof. The above considerations and Lemma 4.3 show that any weak solution also is a strong
solution, and vice versa. The result then follows from Theorem 4.13.
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Remark 4.15. For regular data q ∈ L2(D) and g ∈ L2(∂D−), the weak and strong forms of the
radiative transfer equation are equivalent. As can be seen for example in Theorem 4.10, more
general data q ∈W′ are allowed in Problem 2 in which case equivalence does not hold anymore.
4.4. Even-parity equation
In this section, we discuss a reduction of the radiative transfer equation to a single equation
for the even components only. The reduced equation for the even components is referred to
as even-parity equation or second order form of the transport equation, which is an elliptic
problem for the even part of the solution [30, 103, 76, 1, 4].
From a practical point of view the even-parity formulation is usually more convenient than
the solution of the mixed problem, since it involves less unknowns and additionally leads to
self-adjoint systems if k = 0. Moreover, note that some relevant quantities only depend on the
even part φ+ of the solution. For instance, the total outflux of photons defined by
(J ·n)(r) :=
∫
n·s>0 φ(r, s)n·s ds =
∫
S
φ+|n·s|ds+
∫
n·s<0 g(r, s)n·s ds, (4.18)
can be computed without explicit knowledge of the odd component φ−, cf. (2.2) for the definition
of J .
After reduction to a second order equation, we prove unique solvability of this equation for the
stationary case (k = 0) by a different argument than in Section 4.2. Similar to the previous
section the case of a positive wave number (k > 0) is then treated by perturbation arguments.
A similar presentation for k = 0 has previously been published in [41].
4.4.1. Derivation and connection to the mixed variational framework
Let φ ∈ V1 be a weak solution of Problem 2. Testing the variational principle (4.7) with
ψ− ∈W− leads to the following equation
(Ckφ−, ψ−)D + (Aφ+, ψ−)D = (q−, ψ−)D.
Hence, if the operator Ck = C + ikI :W− →W− is invertible, we can express φ− as
φ− = C−1k (q− −Aφ+), (4.19)
which makes sense in W−. Thus, by testing the variational principle (4.7) with ψ+ ∈W+ and
substituting φ− according to (4.19), we obtain another variational principle
Bep(φ+, ψ+) = `ep(ψ+) for all ψ+ ∈W+, (4.20)
with sesquilinear form Bep and semilinear form `ep defined by
Bep(φ+, ψ+) := (C−1k Aφ+,Aψ+)D + (Ckφ+, ψ+)D + (|n·s| φ+, ψ+)∂D, (4.21)
`ep(ψ+) := (C−1k q−,Aψ+)D + (q+, ψ+)D − 2(n·s g, ψ+)∂D− .
Summarizing, we obtain the following reduced variational problem for the even part of the
solution.
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Problem 3. Given q ∈ L2(D) and g ∈ L2(∂D−), find φ+ ∈W+ such that (4.20) holds.
The next theorem states that solving Problem 3 is equivalent to solving Problem 2.
Theorem 4.16. Let Ck restricted to W− be invertible. Then the even-parity Problem 3 and the
variational Problem 2 are equivalent.
Proof. If φ ∈W denotes a solution of Problem 2, then φ+ ∈W+ is also a solution of Problem 3
by construction. For the other direction let φ+ ∈ W+ be a solution of Problem 3. For φ−
defined according to (4.19), φ := φ+ + φ− solves Problem 2.
4.4.2. Unique solvability of the even-parity equation
In the following, we will assume k = 0 if not stated otherwise. In view of (4.21) the sesquilinear
form Bep is basically the inner product associated to the energy norm defined in (4.11). Hence,
it suggests itself to verify the assumption of the Lax-Milgram lemma, cf. Theorem A.26. This is
done in the following lemma.
Lemma 4.17. The semilinear form `ep :W+ → C is bounded, i.e., |`ep(ψ+)| ≤ C`‖ψ+‖W, with
C` as in Proposition 4.7, and Bep :W+ ×W+ → C is continuous and coercive with constants
one.
Proof. The sesquilinear form Bep :W+ ×W+ → C is exactly the inner product associated with
W+, which implies coercivity and boundedness with constants one. Since we assumed k = 0,
the bound for `ep follows from Proposition 4.7.
Existence of a unique solution to Problem 3 now follows from the Lax-Milgram lemma.
Theorem 4.18. Problem 3 has a unique solution φ+ ∈W+ with
‖φ+‖W ≤ (2‖g‖2∂D− + ‖q‖2C−1)1/2.
Moreover, Problem 2 has a unique solution φ := φ+ + C−1(q− − Aφ+) ∈ W for which the
following estimate holds true
‖φ‖W ≤
(
6‖g‖2∂D− + 5‖q‖2C−1
)1/2
.
Proof. To prove the addition, consider (4.19), from which we infer that φ+ +C−1(q−−Aφ+) ∈W
is a solution of Problem 2, and since
‖φ−‖2C = ‖q−‖2C−1 + ‖Aφ+‖2C−1 − 2(q−, C−1Aφ+)D ≤ 2‖q‖2C−1 + 2‖Aφ+‖2C−1 ,
we obtain by Lemma 3.10 that
‖φ‖2W = ‖φ+‖2W + ‖φ−‖2W ≤ 6‖g‖2∂D− + 5‖q‖2C−1 .
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As in Section 4.2.2 a perturbation argument implies the following existence result.
Theorem 4.19. Let µ˜a > 0. For 0 ≤ k < µ˜a Problem 3 has a unique solution. In particularthere holds
‖φ+‖W ≤
µ˜a
µ˜a − k‖`ep‖(W+)′ .
The existence of solutions to Problem 3 for 0 ≤ k < µ˜a can directly be proven by the Lax-Milgram lemma. However, the estimates for coercivity and continuity of Bep get more involved
than for the stationary case.
4.5. Additional existence results
In the previous sections we have analyzed solvability of Problem 2 under the restriction µ˜a > 0.In the following we show, that this assumption can be dropped for stationary transport problems
and thus, by perturbation arguments, also for small wave numbers k. The case of large wave
numbers, which is not contained in the analysis of Section 4.2 or Section 4.4, is then analyzed
again under the assumption µ˜a > 0. The case µ˜a = 0 and k large remains open; cf. Remark 5.3below.
The following existence results rely on slightly different arguments than those presented above.
Therefore, we will reformulate Problem 2 as a mixed variational problem, and show that
this mixed problem is uniquely solvable. For convenience of the reader, we begin with some
standard results on linear equation in saddle-point form [18, 17]. We then derive a weak form
of the radiative transfer equation which exhibits a saddle-point structure. After verifying
the assumptions of the abstract existence theorems, we will give existence results for the
aforementioned parameter configurations.
4.5.1. A saddle-point problem
Linear equations with saddle-point structure: We will call a system of linear or semilinear
equations to be in saddle-point form, if it exhibits the following structure
a(u, v) + b(v, p) = `1(v),
b(u, q) − c(p, q) = `2(q),
where u, v ∈ V and p, q ∈ W for some real or complex Hilbert spaces V and W . The case in
which V and W are real Hilbert spaces is standard [18, 17, 19]. If we require a to be sesquilinear,
then b has to be sesquilinear and `1 ∈ V ′ has to be semilinear. For the second equation, we
infer that c has to be sesquilinear and `2 ∈W ′ must be linear. The sesquilinear form c is often
referred to as penalty term.
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The radiative transfer equation as a saddle-point problem: By testing (4.7) with ψ+ ∈ V+1
and −ψ− ∈ V−0 separately, we obtain the following two equations
(Ckφ+, ψ+)D + (φ+, ψ+)T − (φ−,Aψ+)D = `(ψ+),
−(Aφ+, ψ−)D − (Ckφ−, ψ−)D = `(ψ−).
In order to transform these equations into saddle-point form we replace the second equation by
its complex conjugated. Hence, by defining the following forms
a :V+1 × V+1 → C, a(φ+, ψ+) := (Ckφ+, ψ+)D + (φ+, ψ+)T, (4.22)
b :V+1 × V−0 → C, b(φ+, ψ−) := −(ψ−,Aφ+)D, (4.23)
and
c :V−0 × V−0 → C, c(φ−, ψ−) := (ψ−, Ckφ−)D, (4.24)
we obtain a further variational problem, which is equivalent to Problem 2 due to the identification
W ∼= V+1 × V−0 , where the product space is endowed with the following norm
‖(v+, v−)‖2V1×V0 := ‖v+‖2V1 + ‖v−‖2V0 .
Problem 4. Find (φ+, φ−) ∈ V+1 × V−0 such that for all ψ+ ∈ V+1 and ψ− ∈ V−0 there holds
a(φ+, ψ+) + b(ψ+, φ−) = `(ψ+), (4.25)
b(φ+, ψ−) − c(φ−, ψ−) = −`(ψ−). (4.26)
Abstract solvability results: In the following, we state abstract solvability results for saddle-
point problems [18, 17]. Let us define
K := {φ+ ∈ V+1 : b(φ+, ψ−) = 0 for all ψ− ∈ V−0 }, (4.27)
which is the closed subspace of V+1 associated with the kernel of the transport operator. We
call a K-elliptic, if
|a(φ+, φ+)| ≥ α‖φ+‖2V1 for all φ+ ∈ K, for some α > 0. (4.28)
We begin with Brezzi’s theorem without penalty (c = 0). Although proven for real Hilbert
spaces in [18], see also Theorem A.29, the generalization to our case, where we allow for complex
Hilbert spaces, is straight-forward.
Theorem 4.20 (Brezzi). Assume that the following conditions hold true:
(i) The sesquilinear form a is K-elliptic, i.e., there holds (4.28).
(ii) The sesquilinear form b satisfies the inf-sup condition
sup
φ+∈V+1 \0
|b(φ+, ψ−)|
‖φ+‖V1
≥ β‖ψ−‖V0
for all ψ− ∈ V−0 and for a constant β > 0 (independent of ψ−).
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Then for every semilinear form `1 ∈ (V+1 )′ and linear form `2 ∈ (V−0 )′ the saddle-point problem
a(φ+, ψ−) + b(ψ+, φ−) = `1(ψ+) for all ψ+ ∈ V+1 , (4.29)
b(φ+, ψ−) = `2(ψ−) for all ψ− ∈ V0, (4.30)
has a unique solution (φ+, φ−) ∈ V+1 × V−0 which satisfies
‖(φ+, φ−)‖2V1×V0 ≤ γ(‖`1‖(V+1 )′ + ‖`2‖(V−0 )′)
for some γ > 0.
The next theorem for real Hilbert spaces is well-known [17, 19], see also Theorem A.30. The
generalization to our setting is again straight-forward.
Theorem 4.21. Suppose that the hypotheses (i) and (ii) of Theorem 4.20 are satisfied and that
a is positive semi-definite. Moreover assume that c :V−0 × V−0 → C is continuous and positive
semi-definite. Then for every semilinear form `1 ∈ (V+1 )′ and linear form `2 ∈ (V−0 )′ the saddle
point problem with penalty term
a(φ+, ψ−) + b(ψ+, φ−) = `1(ψ+) for all ψ+ ∈ V+1 , (4.31)
b(φ+, ψ−) − c(φ−, ψ−) = `2(ψ−) for all ψ− ∈ V0, (4.32)
has a unique solution (φ+, φ−) ∈ V+1 × V−0 which satisfies
‖(φ+, φ−)‖2V1×V0 ≤ γ(‖`1‖(V+1 )′ + ‖`2‖(V−0 )′)
for some γ > 0, which depends on the continuity constant of c.
Verification of the assumptions of the general theorems: Let us begin with continuity
properties of the forms a, b and c.
Lemma 4.22. The sesquilinear forms a, b and c defined in (4.22)–(4.24) are continuous and
the following estimates hold true
|a(φ+, ψ+)| ≤ max{1, ‖Ck‖L(V+0 ,V+0 )}‖φ
+‖V1‖ψ+‖V1 ,
|b(φ+, ψ−)| ≤ ‖φ+‖V1‖ψ−‖V0 ,
|c(φ−, ψ−)| ≤ ‖Ck‖L(V−0 ,V−0 ) ‖φ
−‖V0‖ψ−‖V0 .
As a direct consequence of Lemma 3.13 - the surjectivity of A - we obtain the following lemma
which ensures inf-sup stability of the form b.
Lemma 4.23. The sesquilinear form b :V+1 × V−0 → C is inf-sup stable, i.e.,
sup
φ+∈V+1 \0
|b(φ+, ψ−)|
‖φ+‖V1
≥ 11 + CP ‖ψ
−‖V0
holds for all ψ− ∈ V−0 . Here CP is the Poincaré constant from Lemma 3.8.
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Proof. Let 0 6= ψ− ∈ V−0 be given. According to Lemma 3.13 there exists an φ+ ∈ V+1 such
that Aφ+ = ψ− and ‖φ+‖V1 ≤ (1 + CP )‖ψ−‖V0 . Inserting φ+ and ψ− into b yields the inf-sup
estimate
|b(φ+, ψ−)|
‖φ+‖V1
= |(ψ
−,Aφ+)D|
‖φ+‖V1
≥ 11 + CP ‖ψ
−‖V0 .
The behavior of a on K defined in (4.27) is investigated in the next lemma.
Lemma 4.24. The sesquilinear form a is K-elliptic, i.e.,
|a(φ+, φ+)| ≥ 11 + CP ‖φ
+‖2V1
holds for all φ+ ∈ K. Here CP is the Poincaré constant from Lemma 3.8.
Proof. Firstly, observe that
|a(φ+, φ+)|2 = (‖φ+‖2T + (Cφ+, φ+)D)2 + k2‖φ+‖2V0 ≥ ‖φ+‖4T.
Secondly, for φ+ ∈ K there holds
‖Aφ+‖V0 = 0
by Lemma 3.12. Hence, for ε = CP1+CP and using Lemma 3.8, we can estimate as follows
|a(φ+, φ+)| ≥ ‖φ+‖2T + ‖Aφ+‖2V0
≥ (1− ε)(‖φ+‖2T + ‖Aφ+‖2V0)+ εCP ‖φ+‖2V0
= 11 + CP
‖φ+‖2V1 .
4.5.2. Existence results
Pure transport: For later reference let us begin with the case where the time-harmonic
attenuation operator Ck vanishes, that is, µa = µs = k = 0.
Theorem 4.25. For any semilinear functional `+ ∈ (V+1 )′ and linear functional `− ∈ (V−0 )′
Problem 4 has a unique solution (φ+, φ−) ∈ V+1 × V−0 which fulfills the estimate
‖(φ+, φ−)‖V1×V0 ≤ γ−10 (‖`+‖(V+1 )′ + ‖`
−‖(V0)′).
for some γ0 > 0.
Proof. For µa = µs = k = 0 the mixed variational problem (4.25)–(4.26) has exactly the form
(4.29)–(4.30). Due to Lemmata 4.22–4.24, we can apply Brezzi’s theorem, cf. Theorem 4.20,
which ensures the unique existence of (φ+, φ−) ∈ V+1 × V−0 .
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Case of small wave number: The next theorem generalizes the previous theorem to the case
of non-negative parameters. Although k = 0, we allow for complex Hilbert spaces for later use.
Theorem 4.26. Let µs ≥ 0, µa ≥ 0 and k = 0, then for any semilinear functional `+ ∈ (V+1 )′
and linear functional `− ∈ (V−0 )′ Problem 4 has a unique solution (φ+, φ−) ∈ V+1 × V−0 which
fulfills the estimate
‖(φ+, φ−)‖V1×V0 ≤ γ−11 (‖`+‖(V+1 )′ + ‖`
−‖(V−0 )′).
for some γ1 > 0, which depends on the continuity bounds of c.
Proof. In view of Lemmata 4.22–4.24, and since a(φ+, φ+) ≥ 0 for all φ+ ∈ V+1 and c(φ−, φ−) ≥ 0
for all φ− ∈ V−0 , we can apply the penalty version of Brezzi’s theorem, cf. Theorem 4.21, which
ensures unique existence of (φ+, φ−) ∈ V+1 × V−0 .
Since we have allowed complex Hilbert spaces in the previous theorem, we obtain by a pertur-
bation argument similar as in Section 4.2.2 the following corollary.
Theorem 4.27. Let µs ≥ 0, µa ≥ 0. For k < γ1 with γ1 from Theorem 4.26, the mixed
variational problem (4.25)–(4.26) has a unique solution (φ+, φ−) ∈ V+1 × V−0 .
Case of arbitrary wave number and non-vanishing absorption: The following theorem yields
existence for arbitrary k ≥ 0, if we require C to be symmetric positive definite or, equivalently,
if µ˜a > 0.
Theorem 4.28. For µ˜a > 0 Problem 4 has a unique solution (φ+, φ−) ∈ V+1 ×V−0 which fulfillsthe estimate
‖(φ+, φ−)‖V1×V0 ≤ γ−12 (‖`1‖(V+1 )′ + ‖`
−‖(V−0 )′). (4.33)
for some γ2 > 0.
Proof. The idea of the proof is to show inf-sup stability of the original sesquilinear form B.
From Section 4.5.1 we know that the system of equations (4.25)–(4.26) is associated to the
sesquilinear form B by conjugation of (4.26), i.e., B can be written as follows
B(φ, ψ+ − ψ−) = a(φ+, ψ+) + b(φ+, ψ−) + b(ψ+, φ−)− c(φ−, ψ−).
With the same arguments as in the proof of Theorem 4.25, we obtain by Theorem 4.20 unique
solvability of (4.25)–(4.26) for c = 0. Note that in our case k > 0 and µa, µs ≥ 0 in the
sesquilinear form a are admissible. Hence, also the system (4.25)–(4.26) for c = 0 with (4.26)
complex conjugated is boundedly invertible. By the Babuška-Aziz lemma, cf. Theorem A.27,
its associated sesquilinear form, which is just B with c = 0, is inf-sup stable, in particular, for
(φ+, φ−) ∈ V+1 × V−0 the following estimate holds true
sup
(ψ+,ψ−)∈V+1 ×V−0 \0
|a(φ+, ψ+) + b(φ+, ψ−) + b(ψ+, φ−)|
‖(ψ+, ψ−)‖V1×V0
≥ β‖(φ+, φ−)‖V1×V0 (4.34)
for some constant β > 0. For δ > 0 specified below we distinguish two main cases:
Case 1) |a(φ+, φ+) + c(φ−, φ−)| ≥ δ‖(φ+, φ−)‖2V1×V0 .
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Let us make this assumption a bit more explicit by writing
a(φ+, φ+) + c(φ−, φ−) = ‖φ+‖2T + ‖φ‖2C + ik‖φ‖2V0 .
We will distinguish two subcases for the real an imaginary part. In both subcases we choose
ψ = φ+ − φ− as testfunction, in particular ‖(ψ+, ψ−)‖V1×V0 = ‖(φ+, φ−)‖V1×V0 .
Case 1.a) ‖φ+‖2T + ‖φ‖2C ≥ δ/2‖(φ+, φ−)‖2V1×V0 .
Neglecting the imaginary part of B(φ, φ+ − φ−) leads to the estimate
|B(φ, φ+ − φ−)| ≥ ∣∣Re(B(φ, φ+ − φ−))∣∣ = ‖φ+‖2T + ‖φ‖2C ≥ δ2‖(φ+, φ−)‖2V1×V0 .
Case 1.b) k‖φ‖2V0 ≥ δ/2‖(φ+, φ−)‖2V1×V0 .
By Lemma 3.10 and equivalence of norms, i.e., ‖φ‖2V0 ≤ ‖C−1‖L(V0,V0)‖φ‖2C, we obtain
that
∣∣Re(B(φ, φ+ − φ−))∣∣ = ‖φ‖2C + ‖φ+‖2T ≥ δ2k‖C−1‖L(V0,V0) ‖(φ+, φ−)‖2V1×V0 .
Case 2) |a(φ+, φ+) + c(φ−, φ−)| ≤ δ‖(φ+, φ−)‖2V1×V0 .
Since C is boundedly invertible, the following estimate holds true
‖φ−‖2V0 ≤ ‖C−1‖L(V−0 ,V−0 )‖φ‖
2
C ≤ δ‖C−1‖L(V−0 ,V−0 )‖(φ
+, φ−)‖2V1×V0 ,
which implies by continuity of c the following estimate
|c(φ−, ψ−)| ≤ ‖Ck‖L(V−0 ,V−0 )‖φ
−‖V0‖ψ−‖V0
≤ ‖Ck‖L(V−0 ,V−0 )δ
1/2‖C−1‖1/2L(V−0 ,V−0 )‖(φ
+, φ−)‖V1×V0‖(ψ+, ψ−)‖V1×V0 .
The second triangle inequality and (4.34) then yield
|a(φ+, ψ+) + b(φ+, ψ−) + b(ψ+, φ−)− c(φ−, ψ−)|
≥ |a(φ+, ψ+) + b(φ+, ψ−) + b(ψ+, φ−)| − |c(φ−, ψ−)|
≥ (β − ‖Ck‖L(V−0 ,V−0 )‖C
−1‖1/2L(V−0 ,V−0 )δ
1/2)‖φ‖V1×V0‖ψ‖V1×V0
for some (ψ+, ψ−) ∈ V+1 × V−0 .
The choice
δ := β
2
2‖Ck‖2L(V−0 ,V−0 )‖C
−1‖L(V−0 ,V−0 )
implies that
β − ‖Ck‖L(V−0 ,V−0 )‖C
−1‖1/2L(V−0 ,V−0 )δ
1/2 = β/2.
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Summarizing, we have proven the inf-sup estimate
sup
(ψ+,ψ−)∈V+1 ×V−0 \0
|B(φ+ + φ−, ψ+ + ψ−)|
‖(ψ+, ψ−)‖V1×V0
≥ γ2‖(φ+, φ−)‖V1×V0
for γ2 := 12 min
{
β, δ, δ/(‖C−1‖L(V0,V0)k)
}
.
The other inf-sup estimate
sup
(φ+,φ−)∈V+1 ×V−0 \0
|B(φ+ + φ−, ψ+ + ψ−)|
‖(φ+, φ−)‖V1×V0
≥ γ2‖(ψ+, ψ−)‖V1×V0
can be proven analogously. Hence, by the Babuška-Aziz lemma there exists exactly one
(φ+, φ−) ∈ V+1 × V−0 which satisfies
B(φ+ + φ−, ψ+ + ψ−) = `(ψ+ + ψ−) for all (ψ+, ψ−) ∈ V1×V0,
and which is bounded by
‖(φ+, φ−)‖V1×V0 ≤
1
γ2
‖`‖(V1)′×(V0)′ .
Remark 4.29. Under the conditions of Theorem 4.27 or Theorem 4.28, unique existence of strong
solutions in the sense of Definition 4.1 follows with the same arguments as in Section 4.3.
Remark 4.30. From the proof of Theorem 4.28, we observe that for ‖C−1‖L(V0,V0) → ∞ the
inf-sup constant γ2 → 0 in Theorem 4.28. Also, if ‖Ck‖L(V−0 ,V−0 ) → ∞, γ2 → 0 so that the
bounds on the solution operator get worse if the bounds on the parameters grow.
Remark 4.31. The case k  1 and C not boundedly invertible is not contained in our analysis.
To the best of our knowledge this case remains open; cf. Remark on large wave numbers in
Section 5.3 below.
4.6. Other approaches to show solvability of the radiative transfer
equation
Since the 1950’s many articles and books on the question of unique solvability of the transport
equation have been published. In this section, we try to recall some of the proposed methods
and connect them to the mixed variational framework introduced and analyzed in the previous
sections.
4.6.1. Other variational approaches
A mathematically rigorous analysis of transport problems can be found in [4], in which not only
adequate function spaces similar to those of Section 3.1 are introduced and analyzed, but also
40
4.6. Other approaches to show solvability of the radiative transfer equation
different variational principles are formulated and unique solvability of the variational problem
is proven. For all three variational principles it is assumed that 0 < µ˜a + µ˜s.
The first variational principle, which is basically a least squares problem, is based on the
minimization of
G1(v) := ‖v − g‖2T̂− + ‖Av + Cv − q‖
2
V0 → min
v∈V̂1
!
for g ∈ L2(T̂−) and q ∈ V0. Existence and uniqueness of solutions φ ∈ V̂1 with Aφ+ Cφ = q
a.e. in D and φ = g a.e. on ∂D− is proven.
A second variational principle presented in [4] is based on a minimization procedure over a space
V̂1(g) := {v ∈ V̂1 : v = g a.e. on ∂D−}, namely
G2(v) := ‖Av‖2C−1 + ‖v‖2C + ‖v‖2T+ → min
v∈V̂1(g)
!
If g ∈ L2(∂D−) existence of a unique solution φ to this minimization problem has been proven,
and moreover
(Aφ,Aψ)C−1 + (φ, ψ)C + (φ, ψ)T+ = 0
for all ψ ∈ V̂1 with ψ = 0 on ∂D−.
The third variational principle is based on symmetrization, i.e., one introduces new functions
resulting from addition and subtraction of the solution of the transport equation and the
solution of the adjoint equation, respectively. This is very similar to the splitting into even and
odd functions, cf. Section 3.2. The resulting variational principle for the special case that the
scattering operator Θ is self-adjoint, cf. Lemma 3.14, is very similar to the even-parity equation
G3(v) := ‖v‖2T + ‖Av‖2C−1 + ‖v‖2C − 2(q1, v)D − 2(C−1q2,Av)− 2(g1, v)T− − 2(g2, v)T+ → minv∈V1!
Here q1 = 12(q + qa) ∈ V0 and q2 = 12(q − qa) ∈ V0 where q and qa are the source terms in the
transport equation and in the adjoint transport equation, respectively, and g1 ∈ L2(∂D−) and
g2 ∈ L2(∂D+) are the boundary values for the transport equation and its adjoint, respectively.
Also, for this variational problem unique existence of a solution φ1 is proven where more general
data for the interior sources q and qa are admissible. Moreover, the function
φ := φ1 − C−1(Aφ1 − q2),
cf. (4.19), fulfills the following equation
−(φ,Aψ)D + (Cφ, ψ)D = (q, ψ)D + (g, ψ)T−
for all ψ ∈ V1 with ψ = 0 on ∂D+. Let us mention that for all three variational principles the
assumption µ˜a + µ˜s > 0 is made; cf. Theorem 4.27 where also µ˜a + µ˜s = 0 is allowed. Also thecase of positive wave number k > 0 is not considered in these variational principles. Moreover,
the first variational principle makes use of even and odd components, which yields about twice
as much unknowns in the discrete systems discussed in the next chapter than the even-parity
equation analyzed in Section 4.4. The second variational principle incorporates the boundary
values into the space over which is minimized. This can cause some difficulties in numerical
implementations.
41
4. Unique solvability of the radiative transfer equation
Least squares: A further approach for proving existence of solutions to transport equations
via least squares functionals is presented in [78, 79]. In [78] a least squares approach based
on a scaled version of the transport equation for isotropic scattering is analyzed. The scaling
transformation defined by
Σ := (I −Θ) + 1
µt
Θ, Σ−1 := (I −Θ) + µtΘ
leads to the following minimization problem
G4(v) := ‖Σ−1
(
(A+ C)v − q)‖2V0 → minv∈V !
where the space V is defined as the closure of {v ∈ C∞(D) : v = 0 on ∂D−} with respect to
the norm ‖Σ−1Av‖2V0 + ‖µt(I −Θ)v‖2V0 + ‖Θv‖2V0 . Then under the condition 0 ≤ µtµa ≤ 1 and
µt ≥ 1 for dimensionless parameters µt and µa, unique existence of solutions to the minimization
problem is proven. From a practical point of view, it is often unfavorable to work with essential
boundary conditions.
In a following paper [79] the least square approach of [78] is extended to parameters 0 ≤ µa, µt <
∞ and additionally the boundary conditions are incorporated naturally. For the scaling operator
Σ :=

I µt ≤ 1,
µt(I −Θ) + µaΘ µt ≥ 1 and µaµt ≥ 1,
µt(I −Θ) + µ−1t Θ µt ≥ 1 and 0 ≤ µaµt ≤ 1,
the least squares minimization of [79] read as
G5(v) := ‖Σ−1/2
(
(A+ C)v − q)‖2V0 + 2‖v − g‖2T− → minv∈V1!
for which unique solvability is proven. Let us note, that for µt ≥ 1 and µaµt ≥ 1
Σ = µt(I −Θ) + µaΘ = C,
and hence the Euler-Lagrange equation for a minimizer of G5 is the following
(C−1Av,Aw)D + (Cv, w)D + (Av, ψ)D + (v,Aψ)D = (q, C−1Aw + w)D,
which is similar to the even-parity equation but includes also additional transport terms.
Note that in these least-squares approaches φ ∈ V1 is required, i.e., full regularity of the even and
odd components is needed. Moreover, it is not possible to eliminate the odd part of the solution
explicitly as it is possible in the even-parity formulation, cf. Section 4.4. Hence, from a numerical
point of view, the resulting discrete linear systems are about twice as large than those arising
from discretization of the even-parity equation. Also the case k > 0 is not treated. However, in
the stationary case, the least-squares approach yields stable Galerkin approximations for all
parameter configurations, which will not degenerate as µa and µs tend to zero.
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4.6.2. Source iteration
In view of (4.1)–(4.2), the radiative transfer equation can be written as follows
(A+ µtI)φ = µsΘφ+ q in D,
φ = g on ∂D−.
The operator A+ µtI is local with respect to the angular variable, and thus, it can be inverted
easily. This motivates the following iterative scheme:
(A+ µtI)φn+1 = µsΘφn + q in D, n ≥ 0,
φn+1 = g on ∂D−,
φ0 = 0,
the so-called source iteration [80, 2]. The source iteration has the following physical interpretation:
φn corresponds to those photons which have undergone n scattering events. We obtain φn+1 by
propagating Θφn.
With the notation introduced in (4.8)–(4.9) and
(φ, ψ)µt := (µtφ, ψ),
which induces an equivalent norm on V0 if infR µt > 0, the source iteration in our mixed
variational framework can be written as follows
(φn+1, ψ)µt + (φ+n+1, ψ+)T − (φ−n+1,Aψ+)D + (Aφ+n+1, ψ−)D = (
µs
µt
Θφn, ψ
)
µt
+ `(ψ)
for all ψ ∈W. This problem has basically been analyzed in Section 4.2.1, and Theorem 4.10
ensures the unique existence of φn+1 ∈ W, i.e., the iteration is well-defined. Testing the last
equation with ψ = φn+1 and using symmetry of the inner products, yields the estimate (` = 0)
‖φn+1‖2µt ≤ supR
(µs
µt
)
‖Θ‖L(V0,V0)‖φn‖µt‖φn+1‖µt .
Thus, by Banach’s fixed point theorem, the iteration converges (at least) in V0 if the contraction
factor sup(µs/µt) < 1. The fixed point φ solves Problem 2 and hence φ ∈W is also a (strong)
solution of Problem 1.
The source iteration may also serve as a numerical method as it decouples transport, which
is local in the angular domain, and scattering, which is local in the spatial domain. As one
can see, the fixed point iteration converges fast, if sup(µs/µt) 1. However, the convergence
deteriorates if µt ≈ µs, which is for example the case in many biomedical applications where
sup(µs/µt) ≈ 0.999 [104]. Note that for µ˜a = 0 no convergence statement can be made, cf.Theorem 4.26 which covers this case.
The source iteration can also be formulated for an integral formulation of the transport equation,
cf. Section 2.2. For existence results in this direction let us refer to [20, 27] where also unique
solvability of time-dependent transport problems is proven. The extension to time-dependent
transport is also possible for our mixed variational framework.
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4.6.3. Semigroup theory
Another approach for showing existence of solutions to the time-dependent transport equation
is by semigroup-theory [60, 86, 61, 27]. Within this theory mathematical rigorous results on
unique solvability can be obtained. Moreover, for instance in [27] reflection boundary conditions
have been investigated and the spectrum of A+ C is analyzed. Let us also mention [86] where
scattering and absorption are allowed to be nonlinear and an iterative procedure similar to the
source iteration is investigated.
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In this chapter, we apply the Galerkin method in order to discretize the radiative transfer
equation. Therefore, we introduce an approximate variational problem for which we discuss
conditions for unique solvability in Section 5.1.1.
As a special type of angular approximation, we particularly investigate the (truncated) spherical
harmonics expansion of a solution to the transport equation in Section 5.2. We contrast the
classical equations for the moments [30, 21, 35] and the equations stemming from the mixed
variational framework introduced in Section 4.1. We then show stability and convergence for
this approximation in case of absorbing media (µ˜a > 0) and small wave number k. Moreover,we show that the PN approximation of our mixed variational framework for µa = µs = k = 0 is
not stable. However, for the stable case, we will show convergence of the PN approximation by
Galerkin orthogonality and best approximation results in Section 5.2.5. As a special case, we
derive the lowest order spherical harmonics expansion leading to the diffusion approximation, cf.
Section 5.3.
In Section 5.4, we then combine the semi-discrete PN approximation with a finite element
method. We state the resulting linear systems which will be used in the next chapters for
performing numerical simulations.
5.1. Galerkin method
In the Galerkin method we choose a closed subspace Wh ⊂W (e.g., finite dimensional) - see
(4.10) for the definition of W - in which we want to solve Problem 2. This leads to the following
Galerkin problem:
Problem 5. Find φh ∈Wh such that B(φh, ψh) = `(ψh) holds for all ψh ∈Wh.
Since we have chosen Wh ⊂W, Galerkin orthogonality holds true, i.e.,
B(φh − φ, ψh) = 0 for all ψh ∈Wh (5.1)
where φ is a solution of Problem 2 and φh is a solution to the approximate Problem 5. Galerkin
orthogonality is an important property for proving best approximation results.
5.1.1. Conditions for stable approximations
In Problem 5 we could equally choose the sesquilinear form Bep appearing in the even-parity
equation, cf. Problem 3. However, since coercivity and continuity estimates remain true if the
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sesquilinear form is restricted to a subspace, all existence results using the Lax-Milgram lemma,
as for instance Theorem 4.18, remain true in the Galerkin approximation. Therefore, we will
turn our focus to the inf-sup conditions used in the previous chapter.
Absorbing media: For establishing unique solvability of Problem 5, one has to verify the
conditions of the Babuška-Aziz lemma for the space Wh. Note that the inf-sup conditions
depend on the careful choice of the space Wh, i.e., they do not follow from Proposition 4.9.
However, if the discrete inf-sup conditions
sup
ψh∈Wh
|B(φh, ψh)|
‖ψh‖W ≥ βh‖φh‖W and supψh∈Wh
|B(ψh, φh)|
‖ψh‖W ≥ βh‖φh‖W, (5.2)
hold with a constant βh > 0 for all φh ∈Wh, then the unique solvability of Problem 5 is granted.
Theorem 5.1. Assume that (5.2) holds for all φh, ψh ∈Wh with some βh > 0. Then Problem 5
has a unique solution φh ∈Wh, which satisfies
‖φh‖W ≤ β−1h (
√
2‖g‖2∂D− + ‖q‖2C−1)1/2.
Moreover, if φ ∈W denotes the solution of Problem 2, then
‖φ− φh‖W ≤ 2β−1h infvh∈Wh ‖φ− vh‖W, (5.3)
i.e., the error of the Galerkin approximation is bounded by the best approximation error.
Proof. Solvability follows by application of the Babuška-Aziz lemma, cf. Theorem A.27. The
quasi best-approximation result is due to [10] with improvement of the constant as in [110].
Conditions for stable approximation: Let us now discuss the construction of stable ap-
proximation spaces Wh: In the proof of Proposition 4.9, we explicitly used that Aw+ ∈W− for
all w+ ∈W+ for the construction of a suitable test function. If this condition is satisfied also
on the (semi-)discrete level, then the discrete stability conditions hold with the same stability
constant βh = β as on the continuous level [41, Proposition 6.2].
Proposition 5.2. Let µ˜a > 0 and k = 0. Moreover, let Wh be such that Aw+h ∈ W−h for all
w+h ∈W+h . Then the discrete inf-sup conditions (5.2) hold with stability constant βh = (2
√
3)−1.
Note, that for 2
√
3k < µ˜a a perturbation argument yields unique solvability of Problem 5, cf.Section 4.2.2. For a sharper bound on k let us refer to Theorem 4.19.
The general case: The general case, where either k = 0, µa ≥ 0 and µs ≥ 0 or k ≥ 0, µs ≥ 0
and µ˜a > 0, is more involved. For proving inf-sup stability of the sesquilinear form B, thefollowing two conditions are sufficient, cf. Section 4.5:
(i) The transport operator A satisfies the inf-sup condition
sup
v+
h
∈V+1
|(Av+h , w−h )D|
‖v+h ‖V1
≥ γh‖w−h ‖V0 for all w−h ∈W−h (5.4)
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with a constant γh > 0.
(ii) The sesquilinear form
a : W+h ×W+h → C, a(v+h , w+h ) := (Ckv+h , w+h )D + (v+h , w+h )T
is Kh-elliptic, i.e., there exists αh > 0 such that
|a(v+h , v+h )| ≥ αh‖vh‖2V1 (5.5)
for all vh ∈ Kh := {v+h ∈W+h : (w−h ,Av+h )D = 0 for all w−h ∈W−h }.
Proposition 5.3. If the discrete inf-sup condition (5.4) and the discrete Kh-ellipticity condition
(5.5) hold for some γh, αh > 0, then the discrete inf-sup conditions (5.2) hold for some βh > 0.
In Proposition 5.2 we only needed the weaker compatibility condition Av+h ∈ W−h for all
v+h ∈ W+h , which often can be verified easily in practice. Note, that by this compatibility
condition, Kh ⊂ K, i.e., Kh-ellipticity of ah is inherited from K-ellipticity of a, cf. Lemma 4.24.
However, to apply Proposition 5.3 we have to show (5.4) which often needs a much more careful
construction of Wh, cf. Proposition 5.9 below. Moreover, note that in view of Brezzi’s Theorem
condition (5.4) is not only sufficient but also necessary, if (5.5) holds and µa = µs = k = 0 [18].
Let us further investigate the design of stable discretizations: Due to the tensor product structure
of the underlying domain D = R× S, it seems natural (but is not necessary) to consider also
tensor product approximations. In the following, we consider a spherical harmonics expansion
for the discretization of the angular domain [30], while for the spatial variable, we utilize a finite
element approach, see Section 5.4.
5.2. PN approximation
In this section, we will discuss the PN approximation [30, 20], which is a particular Galerkin
approximation for the angular variable. Let us first consider spherical harmonics expansions of
functions in V0 and V1 as well as spherical harmonics representations of the operators introduced
in Section 3.3.
5.2.1. Spherical harmonics expansion in two dimensions
For ease of presentation, we confine ourselves to the two dimensional case in the following. All
necessary facts and representations of spherical harmonics for the three dimensional case are
included in the appendix. The spherical harmonics {Hn}n∈Z for d = 2 are defined by
Hn(s) =
1√
2pi
einα, with s = (cosα, sinα)>, α ∈ [0, 2pi),
and they form an orthonormal system in L2(S). Note that Hn = H+n for n even, and Hn = H−n
for n odd.
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Thus, any function φ ∈ V0 can be expanded into a Fourier series
φ(r, s) =
∑
φn(r)Hn(s) (5.6)
with φn ∈ L2(R) for n ∈ Z. If not stated otherwise, the summation will always be carried out
over Z. The even and odd components of φ are simply given by
φ+(r, s) =
∑
φn(r)H+n (s) and φ−(r, s) =
∑
φn(r)H−n (s).
Properties of the Fourier coefficients: Since Aφ+ ∈ V−0 for φ ∈W, we obtain the following
expansion
Aφ+ =
∑
(Aφ+)nH−n ,
where (Aφ+)n denotes the nth Fourier coefficient of Aφ+. Thus, the Fourier coefficients of a
function φ ∈W with mixed regularity have the following properties:
{‖φn‖R}n∈Z ∈ `2, (5.7)
{‖(Aφ+)2n+1‖R}n∈Z ∈ `2. (5.8)
In particular, H1(R) is a subset of the admissible even Fourier coefficients if the H1-norm of
the coefficients is square summable. Moreover, the even coefficients share the higher spatial
regularity of the even part φ+ ∈ V+1 . For later reference, let us note the following density result
which follows almost by the definition of the spaces V0, V̂1 and V1.
Lemma 5.4. The following equalities hold true
V0 = {v =
∑
vnHn :
∑
‖vn‖2R <∞},
V̂1 = {v =
∑
vnHn ∈ V0 :
∑
‖(Av+)n‖2R <∞},
V1 = {v ∈ V̂1 : v ∈ T}.
Expansion of the scattering operator: The spherical harmonics expansion allows to express
the action of the operators involved in the radiative transfer equation (4.1) in a convenient way:
Since θ(s·s′) only depends on the product s·s′, or equivalently on cos(α−α′), we can calculate
for fixed s′ ∈ S by change of variables α 7→ α− α′
(θ(s·s′), Hn)S = 1√2pi
∫ 2pi
0
θ(cos(α−α′))e−inα dα = H−n(s′)
∫ 2pi
0
θ(cos(α))e−inα dα
= H−n(s′)
∫ 2pi
0
θ(r, cosα) cos (nα) dα.
Hence, for
θn(r) :=
∫ 2pi
0
θ(r, cosα) cos (nα) dα,
the scattering kernel can be expanded as follows
θ(r, s·s′) =
∑
θn(r)H−n(s′)Hn(s). (5.9)
From the previous integral representation and from conditions (S1)–(S2) on the scattering kernel,
we readily obtain the following lemma.
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Lemma 5.5. Let (S1) and (S2) hold. Then the Fourier coefficients θn of the scattering operator
Θ satisfy the following relations
θ0 = 1, |θn| ≤ 1, θ−n = θn, θn ∈ R
for all n ∈ Z.
The expansion of the scattering kernel allows to express the scattering operator Θ as a multipli-
cation operator acting on the Fourier coefficients, i.e.,
(Θφ)(r, s) =
∑
θn(r)φn(r)Hn(s), (5.10)
where φn are the Fourier coefficients of φ, cf. (5.6).
Henyey-Greenstein scattering: As a widely used model for θ, let us discuss the Henyey-
Greenstein scattering kernel, which is given by the following expressions [62, 59]
θ(cosα) = 12pi
1− g2
1 + g2 − 2g cosα for d = 2, (5.11)
θ(cosα) = 14pi
1− g2
(1 + g2 − 2g cosα)3/2 for d = 3, (5.12)
where the anisotropy factor g ∈ (−1, 1) is the mean cosine of the scattering angle. Thus, g = 0
describes isotropic scattering, and g ≈ 1 describes strongly forward peaked scattering. One can
show by direct calculation that θn = gn. Hence, the assumptions (S1)–(S2) on the scattering
kernel are satisfied, and for 0 ≤ g ≤ 1, the scattering operator is positive semi-definite; cf.
Remark 3.17. Note that due to different measures for the sphere, the normalization constants
may vary.
Expansion of the attenuation operator: Since µa and µs do not depend on the angular
variable, we readily obtain that the attenuation operator acts as a multiplication operator on
the Fourier coefficients as Θ does, i.e.,
(Cφ)(r, s) =
∑
cn(r)φn(r)Hn(s), (5.13)
with cn(r) := µa(r) + µs(r)(1− θn(r)). Due to the assumptions (C1)–(C2) on the coefficients
µa and µs, and the bound |θn(r)| ≤ 1 on the coefficients of the scattering kernel, we obtain
that cn(r) ≥ µ˜a, which again shows that C is boundedly invertible if and only if µ˜a > 0 (for the“only if” direction recall θ0 = 1). Similarly, |θn(r)| ≤ 1 implies the bound ‖Θv‖V0 ≤ ‖v‖V0 on
the scattering kernel.
In Section 4.4 in case of stationary transport, we required invertibility of C restricted to odd
functions. In the PN expansion we see that C :V−0 → V−0 is invertible if and only if
µa(r) + µs(r)(1− θn(r)) > 0 for all odd n. (5.14)
If µ˜s > 0 and µ˜a = 0, this is equivalent to requiring |θn| < 1 for n odd. This is for example thecase, if the phase function is the Henyey-Greenstein scattering kernel with scattering parameter
g < 1; particularly for isotropic scattering where θn = δ0,n.
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Expansion of the transport operator: Let us now investigate the transport operator A. Using
the Euler formulas to express the angular variable s in terms of spherical harmonics, we obtain
sHn =
1
2
(
Hn−1 +Hn+1
iHn−1 − iHn+1
)
, (5.15)
and hence the following representation for the transport operator holds true
(Aφ)(r, s) =
∑
(D1φn+1 +D2φn−1)Hn, (5.16)
where have introduced the notation
D1 :=
1
2(∂r1 + i∂r2) =: D2.
5.2.2. PN system
The above derived spherical harmonics expansions of the operators show that the spherical
harmonics {Hn} are an eigensystem of I, Θ and C. Moreover, they almost diagonalize A, i.e.,
the application of the transport operator alters the order in the expansion by ±1. For instance,
if φ ∈ span{Hn}, i.e., φ(r, s) = φn(r)Hn(s), then Aφ ∈ span{Hn−1, Hn+1}. Thus, the spherical
harmonics are a very suitable basis. Moreover, by testing (4.1) with a function ∑ψnHn ∈ V̂1,
and by using the above derived representations for C and A, we can write the full radiative
transfer equation (4.1) equivalently as a coupled system of infinitely many partial differential
equations (
D1φn+1 +D2φn−1 + (cn + ik)φn, ψn
)
R = (qn, ψn)R n ∈ Z,
for which appropriate boundary conditions have to be derived [30].
For ψ = ∑ψnHn ∈W, our mixed variational framework also yields a coupled system of infinitely
many partial differential equations, namely, we obtain for n odd the equation
(D1φn+1 +D2φn−1 + (cn + ik)φn, ψn)R = (qn, ψn)R, (5.17)
and for n even
((cn + ik)φn, ψn)R +
∑
m∈Z
(|n·s|φmH+m, ψnHn)∂D − (φn−1, D1ψn)R − (φn+1, D2ψn)R
= (qn, ψn)R + 2(|n·s|g, ψnHn)∂D− , (5.18)
where boundary conditions are incorporated naturally. Note that the even Fourier coefficients
of all orders are coupled through the boundary functional.
5.2.3. PN approximation
A truncation of the spherical harmonics expansion yields a natural discretization for the angular
variable. Let us define
V0,N :=
{
v(r, s) =
N∑
n=−N
φn(r)Hn(s) : φn ∈ L2(R)
}
.
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As approximation space for Problem 5, we then consider the space WN := W ∩ V0,N with
norm inherited from W. The following result establishes an important property of the PN
approximation.
Lemma 5.6. Let N be odd. Then for every v ∈W+N we have Av ∈W−N.
Proof. The even and odd parts of a function v ∈WN are given by
v+(r, s) =
N−1∑
n=−N+1
vn(r)H+n (s) and v−(r, s) =
N∑
n=−N
vn(r)H−n (s).
Thus, by (5.16) we obtain that
Av+ = D1v−N+1H−N +D2vN−1HN +
N−2∑
n=−N+2
(D1vn+1 +D2vn−1)H−n .
The result follows by noting, that the vn, n even, have the required spatial regularity.
As a consequence of Lemma 5.6 and Proposition 5.2, we obtain that the discrete inf-sup
conditions (5.2) hold for the PN-approximation with N odd with the same constant βh = β as
on the continuous level.
Theorem 5.7. Assume that N is odd, and set Wh := WN. Moreover, let k = 0 and µ˜a > 0.Then B restricted to WN ×WN is inf-sup stable with constant βh = 1/(2√3). Moreover, the
semi-discrete variational Problem 5 has a unique solution φh ∈Wh, which satisfies the a-priori
bound
‖φh‖W ≤ 2
√
3(
√
2‖g‖2∂D− + ‖q‖2C−1)1/2,
and the quasi best-approximation estimate (5.3) holds true.
Using the usual perturbation arguments, one can also derive corresponding results for the case
of small wave number k ≥ 0.
Theorem 5.8. Assume that N is odd, and setWh := WN. For 0 ≤ 2k
√
3 < µ˜a, the semi-discreteProblem 5 has a unique solution φ ∈Wh.
5.2.4. A negative stability result
Let us also give a negative stability result for the PN approximation, which shows that the
discrete inf-sup condition (5.4) is not fulfilled if µa = µs = k = 0; cf. Lemma 4.23 for the
continuous case.
Proposition 5.9. Let N be odd and set Wh := WN. Then there exists a ψ− ∈W−h such that
(Aφ+, ψ−)D = 0 for all φ+ ∈W+h .
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Proof. The proof is inspired by the fact that div(curl(f)) = 0 for smooth f . Let φ+ ∈W+h be
arbitrary. Choose fN ∈ C∞0 (R) such that
D2(D1D2)(N−1)/2fN 6= 0,
D1(D1D2)(N−1)/2fN 6= 0.
Define ψ− via its moments by
ψn :=
(−1)(n+1)/2Dn2 (D1D2)(N−n)/2fN n ≥ 1,(−1)(3−n)/2D|n|1 (D1D2)(N+n)/2fN n ≤ −1,
where −N ≤ n ≤ N is odd. By construction ‖ψ−‖V0 6= 0. Moreover, by performing integration-
by-parts we obtain that
−(Aφ+, ψ−)D = (φ+,Aψ−)D =
N−1∑
n=−N+1, n even
(φn, D2ψn−1 +D1ψn+1)R.
The definition of ψ implies that
D2ψn−1 +D1ψn+1 = 0 for all −N + 1 ≤ n ≤ N− 1, n even,
and hence (Aφ+, ψ−)D = 0.
The previous result shows, that for k = 0 the PN approximation fails generically if µa → 0 and
µs → 0.
5.2.5. Convergence of the PN approximation
We consider the convergence of solutions φN of the PN approximation to the solution φ of
Problem 2. Under the conditions of Theorem 5.7 we have the best approximation property
‖φ− φN‖W ≤ 2β−1h infψ∈WN ‖φ− ψ‖W.
Since ⋃NWN is a dense subset of W by Lemma 5.4, the orthogonal projection PWN : W→WN
defined by the minimization problem
‖φ− PWNφ‖W = inf
ψ∈WN
‖φ− ψ‖W
converges pointwise to IW, i.e., PWNφ → φ in W for all φ ∈ W. We thus have proven the
following convergence theorem.
Theorem 5.10. Let {φN}Nodd be a sequence of solutions of the PN approximation. Then for
the solution φ of Problem 2, we have that
‖φN − φ‖W → 0 as N→∞.
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A note on regularity of solutions: For proving convergence rates we would need regularity
of the solution. If for example φ is k-times continuously differentiable with respect to the
angular variable s, then Jackson’s inequality yields a convergence rate O(N−k) [67, 31]. However,
smoothness with respect to s is directly connected with smoothness with respect to r. For
simplicity, let us parametrize the solution φ ∈ V1 by the angle α instead of s = (cosα, sinα)>.
By differentiating with respect to α, we formally obtain the following equation for φα := ∂αφ
s⊥ · ∇φ+ s · ∇φα + (µt + ik)φα = µs
∫
S
θ(α′)φα(α+ α′) dα′ + qα
where s⊥ := (− sinα, cosα)>. Hence, if φα ∈ V̂1, then
s⊥ · ∇φ ∈ V0 and s · ∇φ ∈ V0.
Since s and s⊥ are orthogonal, we infer φ( · , s) ∈ H1(R) a.e. s ∈ S. However, in contrast to
standard elliptic problems, only very small regularity with respect to the spatial coordinate can
be expected [4].
5.3. P1 sytem and diffusion approximation
In this section, we treat the special case of the P1 approximation and from this we will derive
the diffusion approximation [30]. The approximation space W1 contains odd functions of the
form
φ− = φ−1H−1 + φ1H1 ∈ V0,
where φ−1, φ1 ∈ L2(R), cf. (5.7), and even functions of the form
φ+ = φ0H0 ∈ V1.
Noting that
(Aφ0H0,Aφ0H0)D = 12(∇φ0,∇φ0)R,
we infer that φ0 ∈ H1(R) in the P1 approximation. Thus, for the derivation of the P1
approximation, let χ ∈ L2(R) and ψ ∈ H1(R) be arbitrary functions.
From the previous section we obtain by testing (5.17) with χH−1 and χH1 the following two
equations
(D1φ0 + (c−1 + ik)φ−1, χ)R = (q−1, χ)R,
(D2φ0 + (c1 + ik)φ1, χ)R = (q1, χ)R.
By testing (5.18) with ψH0, we furthermore obtain that
((µa + ik)φ0, ψ)R + (|n·s|φ0H0, ψH0)∂D − (φ−1, D1ψ)R − (φ1, D2ψ)R
= (q0, ψ)R + 2(|n·s|g, ψH0)∂D− .
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Before going on, let us recall from (2.1)–(2.2) two physically relevant quantities, namely the
total photon density Φ and the total photon flux J which were defined as the zeroth and first
moments of φ, respectively:
Φ(r) =
∫
S
φ(r, s) ds, and J(r) =
∫
S
s φ(r, s) ds.
By (5.15) and orthogonality of spherical harmonics, there holds
Φ(r) =
√
2piφ0, and J(r) =
√
2pi
2
(
φ1 + φ−1
iφ1 − iφ−1
)
,
which are the Fourier coefficients of the spherical harmonics expansion of φ of order zero and
one, respectively.
By linear combination of the equations in the P1 system, noting that c0 = µa and c1 = c−1 by
Lemma 5.5, using the definition of Φ and J , respectively, and noting that∫
S
|n·s| ds = 4, and
∫
n·s<0 |n·s|ds = 2,
we obtain under the assumption of isotropic sources, i.e., g(r, s) = g(r) = g0H0 and q(r, s) =
q(r) = q0H0, the following set of equations
((µa + ik)Φ, ψ)R +
2
pi
(Φ, ψ)R − (J,∇ψ)R = (q, ψ)R + 2
pi
(g, ψ)∂R,(
∂r1Φ + 2(c1 + ik)J1, χ
)
R = 0,(
∂r2Φ + 2(c1 + ik)J2, χ
)
R = 0.
This is the variational form of the P1 approximation, namely
(µa + ik)Φ + divJ = q in R, (5.19)
∇Φ + 2(c1 + ik)J = 0 in R,
−n · J + 2
pi
Φ = 2
pi
g on ∂R.
If |c1 + ik| > 0, we can express J by the second equation, i.e.,
J = − 12(c1 + ik)∇Φ. (5.20)
Observe that for k = 0, we automatically obtain Fick’s diffusion law (5.20) for the total photon
flux. Substituting (5.20) into (5.19), we obtain for κ := 1/(2(c1+ik)) the diffusion approximation
−div(κ∇Φ) + (µa + ik)Φ = q in R, (5.21)
κ∂nΦ +
2
pi
Φ = 2
pi
g on ∂R. (5.22)
By ∂nΦ we denote the normal derivative of Φ.
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Justification of the diffusion approximation via asymptotic expansion: In general, since φ is
not smooth, the diffusion approximation is not a good approximation, cf. Section 5.2.5. However,
for certain parameter configurations, namely low absorption and large scattering, we expect
that the solution is very “diffusive”, i.e., the dependence of φ on the angular variable is of low
order (say linear).
The theoretical background for such a diffusive behavior is provided by asymptotic theory
[53, 75, 27]. Here, the photon density φ is expanded in a formal power series in terms of the
(dimensionless) Knudsen number Kn which is defined as the ratio of the mean free path and
the diameter of the domain, i.e., Kn = 1/(µt diam(R)). For the limiting case Kn→ 0 one can
show that the solution of the radiative transfer equation converges to a solution of a diffusion
equation similar to (5.21)–(5.22) [27].
Consider for example photon propagation in biomedical applications. In medical imaging we
typically face values of µs ≈ 10 mm−1, µa ≈ 0.01 mm−1 and diam(R) ≈ 50 mm [104], i.e.,
Kn ≈ 2× 10−3. If the strongly forward peaked character of the scattering process is taken into
account, we obtain a reduced scattering coefficient µ′s := (1− θ1)µs ≈ 1 mm−1, which implies
Kn′ ≈ 2 × 10−2. We conclude that already low-order spherical harmonics expansions should
yield acceptable approximations (at least sufficiently far away from source terms, the boundary
and discontinuities in the parameters).
Remark on large wave numbers: For the P1 approximation we obtain solvability of (5.21)–
(5.22) also for the case of large wave number k and possibly vanishing absorption µ˜a = 0, whichis not covered by Chapter 4. In the following, let us discuss the limiting case µs = µa = 0 by
using a compactness argument.
Obviously, for k > 0 the operator Ck = ikI is invertible. Thus, the reduction to the even-parity
equation is possible and the corresponding diffusion approximation writes as
−∆Φ− 2k2Φ = 2ikq in R, (5.23)
∂nΦ +
4ik
pi
Φ = 4ik
pi
g on ∂R, (5.24)
which is an equation of Helmholtz-type and, in general, it has eigenfrequencies. However, by
G◦arding’s inequality, the linear operator mapping H1(R) onto its dual (H1(R))′, which is
associated to (5.23)–(5.24), is Fredholm with index 0 [81, Theorem 2.34]. Thus the Fredholm
alternative applies, in particular, if the homogeneous equation (q = 0, g = 0) has only the trivial
solution Φ = 0, then (5.23)–(5.24) is uniquely solvable [81, Theorem 2.27].
Thus, let Φ ∈ H1(R) be a solution of (5.23)–(5.24) with g = 0 and q = 0. From (5.24) we infer
Φ ∈ H10 (R) and ∂nΦ = 0 on ∂R. Hence, we can extend Φ by zero to a function Φ˜ on a smooth
domain R˜ ⊃ R with preservation of the regularity class, i.e. Φ˜ ∈ H10 (R˜). Since ∂nΦ = 0 on ∂R,
Φ˜ fulfills (5.23) in R˜ and ∂nΦ˜ = 0 on ∂R˜. Due to regularity results for the Dirichlet-Laplace
problem [48] we obtain Φ˜ ∈ C20 (R˜), and the representation formula for solutions of the Helmholtz
equation [26, Theorem 2.1] yields Φ˜ = 0, which means that (5.23)–(5.24) is uniquely solvable
for all q ∈ L2(R) and g ∈ L2(∂R).
Let us stress that the Fredholm alternative is based on compactness arguments. It is open
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how to generalize such a compactness argument to the full radiative transfer equation, since
the embedding V1 ↪→ V0 is not compact (consider the sequence of spherical harmonics {Hn}).
Moreover, despite Proposition 5.9 the unique existence of solutions to the above Helmholtz
equation is not contradictory to Brezzi’s theorem [18]. This is due to the fact, that for
k > 0 the saddle-point problem introduced in Section 4.5 has a (non-vanishing) penalty term
c(φ−, ψ−) = ik(φ−, ψ−)D.
However, if µa → 0, µs → 0 and k → 0 the approximation degenerates, cf. the considerations
following Propositions 5.3 and Section 5.2.4.
5.4. Spatial discretization via finite elements
In this section, we convert the semi-discrete PN approximation for the mixed variational
formulation derived in the previous sections into a fully discrete scheme, which can be solved
numerically. Therefore, we will introduce appropriate finite element spaces for the even and odd
components in the next section. By fixing certain bases of these finite element spaces, we can
then reformulate the variational equation (4.7) as a linear system of finitely many equations.
5.4.1. Approximation spaces
Let us now turn to the choice of appropriate discrete (finite dimensional) spaces for the coefficient
functions φn(r) in the tensor product expansions (5.6). Based on our analysis, it is natural
to utilize two different spaces Xh1 and Xh0 for the even and odd components φ2n and φ2n+1,
respectively. We assume that the spaces satisfy
Xh1 ⊂ H1(R) and ∇Xh1 ⊂ (Xh0)d. (5.25)
These conditions are satisfied easily by appropriate finite element spaces, e.g., by using continuous,
piecewise linear Lagrange elements for Xh1 , and piecewise constant discontinuous elements for
the space Xh0 . The fully discrete approximation space is then defined as Wh := W+h,N ⊕W−h,N,
with
W+h,N :=
{
v(r, s) =
M∑
m=−M
φ2m(r)H2m(s) : φ2m ∈ Xh1
}
and
W−h,N :=
{
v(r, s) =
M∑
m=−M−1
φ2m+1(r)H2m+1(s) : φ2m+1 ∈ Xh0
}
,
where M = (N− 1)/2.
Note that by definition of the spaces, the even functions have the required spatial regularity,
so we are in the regime of a conforming Galerkin approximation, i.e., Wh,N ⊂ WN ⊂ W, cf.
Section 5.2.1. Moreover, the conditions in (5.25) ensure Av+h ∈W−h,N for all v+h ∈W+h,N. Hence,
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by Proposition 5.2, the discrete inf-sup conditions (5.2) are satisfied, and the Galerkin Problem 5
with Wh substituted by Wh,N can be solved in a stable way, cf. Theorem 5.1.
Discretizations based on a combination of spherical harmonics and finite element methods are
frequently used for the numerical solution of the even-parity formulation [108, 8, 9]. Alternative
approximations based on discrete ordinates and finite differences are for instance discussed in
[63]; see also [69, 7] or [72] for other finite element discretizations. As a third alternative, let us
also mention sparse wavelet finite element discretizations investigated in [107], which were used
for solving a least-squares problem proposed in [78], see also Section 4.6.
5.5. Implementation of the PN-FEM discretization
As preparation for the numerical results stated in the next chapter, let us present some details
concerning the implementation of a fully discrete scheme which can be solved by algebraic
manipulations. Therefore, let us choose basis functions
{ϕi | i = 1, . . . ,p} ⊂ Xh1 and {χi | i = 1, . . . , t} ⊂ Xh0 .
We want to search for solutions φ+h,N ∈W+h,N and φ−h,N ∈W−h,N of Problem 5. Hence, we extend
the ansatz
φ+h,N =
M∑
n=−M
φ2nH2n,
where M = (N− 1)/2, introduced in Section 5.2.3 by expanding each Fourier coefficient in terms
of the basis of Xh1 , i.e.,
φn =
p∑
i=1
φinϕi for n even,
where φin ∈ C. The odd part of the solution φ−h,N may be expanded similarly.
By plugging φ+h,N and φ
−
h,N into the variational principle (4.7) and testing with the basis functions
of Xh1 and Xh0 , respectively, we obtain the following system of two equations
B(φ+h,N + φ
−
h,N, ψ
+
h,N) = `(ψ
+
h,N) for all ψ
+
h,N ∈W+h,N,
B(φ+h,N + φ
−
h,N, ψ
−
h,N) = `(ψ
−
h,N) for all ψ
−
h,N ∈W−h,N,
which can be represented by matrices. Before doing this, let us recall the definitions of B and `
given in (4.8)–(4.9)
B(φ, ψ) = (Ckφ, ψ)D − (φ−,Aψ+)D + (Aφ+, ψ−)D + (φ+, ψ+)T,
`(ψ) = (q, ψ)D − 2(n·s g, ψ+)∂D− .
In the following, each term is discussed separately.
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Transport: The discretization of the transport operator A is given by the matrix Ah ∈
C(N+1)t×Np defined by
(Ah)j,m;i,n := (AϕiHn, χjHm)D,
where 1 ≤ i ≤ p, −N + 1 ≤ n ≤ N−1, n even, 1 ≤ j ≤ t and −N ≤ m ≤ N, m odd. In (5.16) we
have seen that A shifts the spherical harmonics order about ±1. Thus Ah will become a block
tridiagonal matrix. Before giving Ah in matrix form, let us introduce matrix representations of
the differential operators D1 and D2, namely
(D1,h)j,i := (D1ϕi, χj)R =
1
2
∫
R
(∂r1 + i∂r2)ϕiχj dr, 1 ≤ i ≤ p, 1 ≤ j ≤ t,
(D2,h)i,j := (D2ϕi, χj)R =
1
2
∫
R
(∂r1 − i∂r2)ϕiχj dr, 1 ≤ i ≤ p, 1 ≤ j ≤ t.
We thus obtain the following representation for the discrete transport operator
Ah =

D1,h D2,h
D2,h 0 D1,h
D1,h 0 D2,h
D2,h 0 D1,h
D1,h 0 D2,h
. . . . . . . . .

= A1,h ⊗D1,h +A2,h ⊗D2,h
with obvious definitions of A1,h and A2,h.
Attenuation: For the discretization of the attenuation operator Ck, let us first consider even
testfunctions. We then obtain that part of the attenuation operator which acts on the Fourier
coefficients belonging to the even part of a function, i.e.,
(C+h )j,m;i,n := (CkϕiHn, ϕjHm)D =
∫
R
(cn + ik)ϕiϕj dr δn,m,
for 1 ≤ i, j ≤ p and −N + 1 ≤ n,m ≤ N− 1, n,m even and where δn,m denotes the Dirac delta.
With the definition of the spatial part of C+h , namely
(C1,h(µ))j,i :=
∫
R
µϕiϕj dr for 1 ≤ i, j ≤ p,
we can express C+h as the following block diagonal matrix
C+h =

C1,h(c0)
C1,h(c2)
C1,h(c2)
C1,h(c4)
C1,h(c4)
. . .

.
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Similarly, that part of Ck acting on the odd components is given by
(C−h )j,m;i,n := (CkχiHn, χjHm)D =
∫
R
(cn + ik)χiχj dr δn,m,
for 1 ≤ i, j ≤ t and N ≤ n,m ≤ N, n,m odd and where δn,m denotes the Dirac delta. With the
definition of the spatial part of C−h , namely
(C2,h(µ))j,i :=
∫
R
µχiχj dr for 1 ≤ i, j ≤ t,
we can express C−h as follows
C−h =

C2,h(c1)
C2,h(c1)
C2,h(c3)
C2,h(c3)
. . .

.
Boundary functional: Before defining the matrix representing the boundary functional, let us
investigate the angular integral with weight |n·s| of spherical harmonics. Therefore, let r ∈ ∂R
be given and denote by n = (cosβ, sin β) the normal vector at r, then
(|n·s|Hn, Hm)S =
∫ pi
−pi
| cos (α)|Hn(α+ β)H−m(α+ β) dα
= ei(n−m)β
∫ pi
−pi
| cos (α)|Hn(α)H−m(α) dα
= e
i(n−m)β
2pi
∫ pi
−pi
| cos(α)|ei(n−m)α dα.
Since n−m is an even number, the last integral can be calculated as follows∫ pi
−pi
| cos(α)|ei(n−m)α dα = (−1)(n−m)/2 41− (n−m)2 . (5.26)
From this calculation we see that all even moments couple through the boundary functional.
Let us now define the matrix representation of the boundary functional
(R+h )j,m;i,n := (|n·s|ϕiHn, ϕjHm)∂D = (ϕi(|n·s|Hn, Hm)S , ϕj)R
for 1 ≤ i, j ≤ p and −N + 1 ≤ n,m ≤ N− 1, n,m even.
Source terms: Let the source q be given in a spherical harmonics expansion, i.e.,
q(r, s) =
∑
qn(r)Hn(s),
we then readily obtain
(q+h )i,n :=
∫
R
qnϕi dr
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for 1 ≤ i ≤ p and −N + 1 ≤ n ≤ N− 1, n even. Moreover,
(q−h )i,n :=
∫
R
qnχi dr
for 1 ≤ i ≤ t and −N ≤ n ≤ N, n odd. For the incorporation of boundary values observe that
the following decomposition holds true
−2(n·sg, ψ+)∂D− = (|n·s|g+, ψ+)∂D − (n·sg−, ψ+)∂D. (5.27)
The first term leads to a vector R+h g
+
h and the second term leads another vector R
−
h g
−
h where
(g+h )i,n :=
∫
R
gnϕi dr 1 ≤ i ≤ p, −N ≤ n ≤ N, n even,
(g−h )i,n :=
∫
R
qnχi dr 1 ≤ i ≤ t, −N ≤ n ≤ N, n odd.
Let us mention, that the multiplication of n·s with g− yields a shift of spherical harmonics
of order one as the application of A does, cf. (5.16). Because of orthogonality of spherical
harmonics, the matrix R−h is block tridiagonal.
Discrete mixed system: Summarizing, Problem 5 can be written as the following system of
linear equations: (
C+h +R
+
h −A′h
Ah C
−
h
)(
φ+h,N
φ−h,N
)
=
(
q+h
q−h
)
+
(
R+h g
+
h +R
−
h g
−
h
0
)
(5.28)
where A′h := Ah
> and
(φn)i := φin 1 ≤ i ≤ p −N ≤ n ≤ N, n even,
(φn)i := φin 1 ≤ i ≤ t −N ≤ n ≤ N, n odd,
φ+h,N := (φ0,φ−2,φ2, . . . ,φ−N+1,φN−1)
> ∈ CNp,
φ−h,N := (φ−1,φ1, . . . ,φ−N,φN)
> ∈ C(N+1)t.
Discrete even-parity system: For our numerical studies we will utilize the even-parity ap-
proximation, cf. Section 4.4. Thus, we will not consider the linear system (5.28), but rather its
Schur complement, i.e., we want to solve for φ+h,N in(
A′h(C−h )
−1Ah +C+h +R
+
h
)
φ+h,N = R
+
h g
+
h +R
−
h g
−
h + q
+
h +A
′
h(C−h )
−1q−h . (5.29)
Note, if piecewise constant basis functions are chosen as basis for Xh0 , the matrix C−h is diagonal,
and its inversion is trivial. Moreover, (5.29) consists only of Np equations.
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The aim of this chapter is twofold. On the one hand, we want to illustrate the theoretical
results like best approximation in the W-norm by numerical tests. On the other hand, we want
to discuss some applications in optical tomography. Therefore, we will utilize Monte Carlo
simulations to calculate a reference solution.
6.1. Test with exact solutions
In this section, we demonstrate that the W-norm estimates derived in the previous chapters are
parameter independent whereas the V1 ⊕ V0-norm explodes when absorption and scattering
tend to zero. Moreover, we discuss some approximation properties of the numerical solution
in parameter regimes which are relevant in optical tomography. In this section, the domain
of computation is R = [0, 1] × [0, 1] cm2 and the angular domain is S ≡ [0, 2pi). As physical
parameters, which are typical in optical tomography, we have chosen µa = 0.1 cm−1, µs =
10 cm−1 and g = 0.90 [104]. The source term q is constructed in a way such that the following
function is the exact solution of the radiative transfer equation
φ0(x, y) = sin(pix) sin(piy) and φn(x, y) = φ0(x, y)/|n|2 for 1 ≤ |n| ≤ 9.
Thus, the exact solution decays quadratically in the Fourier coefficients. In Table 6.1, we have
depicted the relative errors of the approximation φh,N to the exact solution φ. On the one hand,
we observe, that the error saturates when only the angular variable is refined. On the other
hand, a refinement in the angular variable yields an error reduction only if the spatial mesh is
fine enough. If both refinements are done, we observe an error reduction with factor 1/2 for
each refinement. Moreover, we note that the errors measured in the W-norm and V1 ⊕V0-norm
are similar.
N p = 193 729 2 833 11 169
1 0.349 0.341 0.338 0.338
3 0.113 0.089 0.080 0.078
5 0.088 0.056 0.041 0.036
7 0.082 0.047 0.029 0.021
9 0.081 0.044 0.023 0.019
N p = 193 729 2 833 11 169
1 0.279 0.275 0.274 0.274
3 0.096 0.086 0.083 0.082
5 0.065 0.048 0.043 0.042
7 0.054 0.033 0.025 0.022
9 0.050 0.025 0.017 0.006
Table 6.1.: Left: ‖φ− φh,N‖V1⊕V0/‖φ‖V1⊕V0 . Right: ‖φ− φh,N‖W/‖φ‖W.
As a second test, we want to demonstrate that the approximation quality degenerates, if
µa → 0 and µs → 0. In Table 6.2 we have depicted the relative errors of φh,5 to the exact
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solution. We see exactly the predicted behavior, namely that the estimates in the W-norm are
parameter independent whereas the estimates in the V1 ⊕ V0-norm explode with a factor 1/µa,
cf. Section 5.2.4.
µs = µa = 10−j : j 1 2 3 4 5 6
errV 0.442 4.19 41.1 410 4.1e+003 4.1e+004
errW 0.0283 0.0284 0.0287 0.0288 0.0288 0.0288
Table 6.2.: errV := ‖φ− φh,5‖V1⊕V0/‖φ‖V1⊕V0 , errW := ‖φ− φh,5‖W/‖φ‖W.
6.2. Transport simulations
In this section, we discuss some boundary value problems which are important in optical
tomography. For the case of constant coefficients we will employ Monte Carlo simulations in
order to compute a reference solution. Furthermore, we include one example which combines
void regions (µa  1 and µs = 0) as well as non-void regions. In the following, the computations
are performed in two-dimensional domains, i.e., R ⊂ R2 and S ≡ [0, 2pi).
6.2.1. Monte Carlo simulations
In order to verify our numerical solutions obtained by Galerkin approximations described in the
previous chapter, we will compare these solutions to reference solutions obtained by Monte Carlo
simulations [35, 104]. In Monte Carlo simulations an ensemble of photons is propagated through
the domain. Depending on the interaction rates µa and µs, it is decided whether a photon is
absorbed, scattered or nothing of it. Let us consider for example scattering. According to the
definition of µs the probability that a scattering event occurs in the time-interval [t, t+ dt] is
given by
P (scattering) = 1− exp(−c µs dt),
Therefore, the time of travel until a scattering event happens can be sampled by the following
relation
dt = − 1
cµs
ln(u)
for a uniformly distributed random variable u on (0, 1). Let us furthermore consider sampling
from the Henyey-Greenstein scattering kernel (5.11). Since θ(cosα) is symmetric around zero
for α ∈ [−pi, pi] we obtain the probability for a scattering angle to be in [0, pi] by
θ(cos(α)) =
∫ α
0
1
pi
1− g2
1 + g2 − 2g cosα′ dα
′ = 2
pi
arctan
(1 + g
1− g tan(
α
2 )
)
.
Hence, we can sample the modulus of the scattering angle from a uniform distribution u on
[0, 1] by
|α| = 2 arctan
(1− g
1 + g tan(
upi
2 )
)
.
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For choosing the sign of α another uniform distribution may be used.
For the following test cases, we consider the stationary transport equation (2.5)–(2.6) in a
rectangular domain R := [−10, 10]× [−10, 10] mm2. We will stop the Monte Carlo simulation
at time Tend = 1 ns for which a stationary state can be expected, cf. Section 2.2. In order to
build a histogram of the photon density, we build cell averages where each cell is a square of size
0.4× 0.4 mm2, that is, we have 2 601 cells. In particular the axis r2 = 0 intersects the center of
certain cells. Moreover, for the finite element calculations, which we compare with the results of
the Monte Carlo simulation, we used a structured triangulation of R with 20 000 elements.
Test Case a.1)
• Isotropic point source located at position (−10, 0).
• µa = 0.01 mm−1, µs = 1 mm−1 and g = 0.
The results are plotted in Figure 6.1. We observe a very good agreement for the different models.
However, note that the maximum of the P1 approximation is only about half of the maximum
of the higher order PN approximations.
−10 −8 −6 −4 −2 0 2 4 6 8 10
10−4
10−3
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N = 1
N = 3
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N = 7
Figure 6.1.: Test case a.1) Total photon density Φ calculated by Monte Carlo simulation and
PN approximations on the axis (r1, 0). Parameters µs = 1 mm−1, µa = 0.01 mm−1,
g = 0.0, and isotropic source.
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Test Case a.2)
• Collimated point source located at position (−10, 0) such that the photons enter R
perpendicular to the boundary.
• µa = 0.01 mm−1, µs = 1 mm−1 and g = 0.
The results are depicted in Figure 6.2. Here, the difference between the models is slightly bigger.
At about a distance of 6 mm away from the source all solutions coincide. In the vicinity of the
source, we observe that a P5 approximation already yields reasonable results.
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Figure 6.2.: Test case a.2) Total photon density Φ calculated by Monte Carlo simulation and
PN approximations on the axis (r1, 0). Parameters µs = 1 mm−1, µa = 0.01 mm−1,
g = 0.0, and collimated source.
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Test Case b)
• Isotropic point source located at position (0, 0).
• µa = 0.01 mm−1, µs = 1 mm−1 and g = 0.
Because in optical tomography only boundary sources are considered, the purpose of this test
case is mainly for validation reasons. However, simulating an interior source may be useful for
example in fluorescence optical tomography [84]. The results are plotted in Figure 6.3. About
1 mm away from the source, we observe a very good agreement for all models.
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Figure 6.3.: Test case b) Total photon density Φ calculated by Monte Carlo simulation and PN
approximations on the axis (r1, 0). Parameters µs = 1 mm−1, µa = 0.01 mm−1,
g = 0.0, and isotropic interior source.
Test Case c.1)
• Collimated point source located at position (−10, 0) such that the photons enter the
domain R perpendicular to ∂R.
• µa = 0.01 mm−1, µs = 1 mm−1 and g = 0.9.
The results are plotted in Figure 6.4. We observe big deviations between the different simulations.
Only for N > 7, we obtain acceptable results in the vicinity of the source. If we want to measure
quantities, which are at least 8 mm away from the source, also a P5 approximation may be
acceptable. For illustration we have plotted a P11 approximation of the photon density φ in
Figure 6.5. We observe a beam like behavior of the photon density near the source location.
However, for the non-smooth point source, we also observe the Gibb’s phenomenon, i.e., the
solution oscillates near the source.
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Figure 6.4.: Test case c.1) Total photon density Φ calculated by Monte Carlo simulation and
PN approximations on the axis (r1, 0). Parameters µs = 1 mm−1, µa = 0.01 mm−1,
g = 0.9, and collimated source.
Φ log10 Φ
r1
r2
r1
r2
Figure 6.5.: Test case c.1) Total photon density Φ without (left) and with logarithmic scaling
(right) calculated by P11 approximation.
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Test Case c.2)
• Collimated point source located at position (−10, 0) such that the photons enter the
domain R perpendicular to ∂R.
• µa = 0.01 mm−1, µs = 20 mm−1 and g = 0.9.
The results are shown in Figure 6.6. In this highly diffuse regime, we observe that the solutions
are practically identical. Only very close to the source the P1 approximation underestimates
the photon density slightly.
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Figure 6.6.: Test case c.2) Total photon density Φ calculated by Monte Carlo simulation and PN
approximations on the axis (r1, 0). Parameters µs = 20 mm−1, µa = 0.01 mm−1,
g = 0.9, and collimated source.
6.2.2. Example with a void region
With this example, we want to demonstrate that low order PN approximations may be appro-
priate, if void regions of certain type are present.
As before, we choose R = [−10, 10]× [−10, 10] mm2 and g = 0.90. The configuration for µa and
µs is as follows: µa = 0.01 mm−1 and µs = 2 mm−1, except in the rectangle between 6 mm and
8 mm where µa = 0.0001 mm−1 and µs = 0 mm−1, cf. Figure 6.7. The source is a Gaussian
peak exp(−r22) on the left boundary r1 = −10.
The results for different PN approximations are depicted in Figure 6.8. The P1 and the P3
approximation fail to simulate the total photon density correctly. For N ≥ 5 however, the
solutions are very similar. Thus, if the distance between the source and the void region is several
mean free path length, then low order PN approximations are reasonable.
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Figure 6.7.: Example void region: Left: Scattering coefficient µs. µs = 2 mm−1 in the white
region and µs = 0 mm−1 in the black region. Middle: Total photon density Φ
calculated by a P1 approximation. Right: Total photon density Φ calculated by a
P11 approximation .
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Figure 6.8.: Example void region: Total photon density Φ calculated by different PN approxi-
mations on the axis (r1, 0).
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Inverse problem of optical tomography
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7. Introduction
In this part of the work, we will introduce and analyze the inverse problem of optical tomography
[5]. In an experiment in optical tomography near-infrared light is used to probe the medium of
interest. The light leaving the medium is then measured at the boundary. In the following, let
yδ denote the data obtained by experiments, where the superscript δ indicates that measurement
noise is present. By y we then denote “ideal” measurements, i.e., measurements which do not
contain any noise. The forward problem then establishes a connection between the absorption
coefficient µa and the scattering coefficient µs, and the data yδ, which we describe by the relation
F (µa, µs) = yδ, (7.1)
where F is called forward operator. A thorough definition of F will be given in Chapter 9 and
Chapter 10, respectively.
The inverse problem can then be described as follows: Given some (noisy) measurements yδ,
find parameters µa and µs which solve (7.1) (in a certain sense).
For physical reasons we will assume that a solution to the inverse problem exists. The question
of uniqueness of the solution is not addressed in this work, but we will provide some references
for results in this direction in Section 9.3 and Section 10.4.
This part of the work is concerned with the stable reconstruction of µa and µs when measurement
noise is present. In Chapters 9–10, we will see, that the forward operator F is smoothing, which
in turn implies that the inverse problem is ill-posed in the sense of Hadamard. For instance,
small (oscillatory) parameter perturbations have practically no influence on the data, and they
can therefore not be stably determined, see Section 10.4 for an example. Thus, we will need
some regularization method to obtain a solution of the inverse problem in a stable way. Because
the properties of solutions to the P1 approximation differ essentially from the properties of
solutions to higher order PN approximations, N > 1 odd, we will analyze the forward operators
based on the various models differently. In order not to be repetitive, we will introduce a
general framework for analyzing and solving inverse problems in Chapter 8, where for stable
reconstruction Tikhonov regularization [102] will be investigated. In particular, we will recall
standard results from regularization theory [42], and adopt and generalize them to the particular
setting considered in this work. Moreover, we discuss algorithms for the stable reconstruction
in Section 8.3, where gradient-type and Newton-type methods, respectively, are investigated.
The following two chapters are then concerned with the verification of the assumptions made in
the general regularization theory. In Chapter 9, we will analyze the forward operator based on
the radiative transfer equation, or its even-parity approximations, whereas in Chapter 10 we
will investigate the forward operator based on the diffusion approximation.
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In order to perform the computations numerically, we investigate the discrete inverse problem
and discrete minimization algorithms in Chapter 11. In Chapter 12, we discuss some details on
the implementation, and an example of a reconstruction is presented, which shows that forward
models based on higher order approximations of the radiative transfer equation yield considerably
better reconstructions than forward operators based on the diffusion approximation.
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In this chapter, we want to discuss a general framework for solving ill-posed inverse problems
by using Tikhonov regularization [102]. We recall standard results from regularization theory
[43, 42], and adopt them to the setting required later on. In particular we discuss some
generalization when the operators are subject to perturbations.
Throughout this chapter X and Y will denote Hilbert spaces. We assume that the parameter
space X is real, and in order to deal with time-harmonic problems, we assume that the
measurement space Y is complex.
We are interested in the nonlinear operator equation
F (x) = yδ, x ∈ D(F ), y ∈ Y, (8.1)
where D(F ) ⊂ X is the domain of definition of F , and yδ denotes the (possibly perturbed)
measurement with noise of level δ, i.e.,
‖y − yδ‖Y ≤ δ.
Moreover, due to physical reasons, we will require that for unperturbed data y there exists
x† ∈ D(F ) such that
F (x†) = y.
The basic assumptions of this chapter, which allow to approximate the solution x† by regular-
ization methods, are the following.
Assumption 3. (i) D(F ) is closed and convex.
(ii) F : D(F ) ⊂ X → Y is continuous.
(iii) F is weakly sequentially closed, i.e., for any sequence {xn} ⊂ D(F ), weak convergence of
xn ⇀ x in X and F (xn) ⇀ y in Y imply x ∈ D(F ) and F (x) = y.
(iv) (8.1) is ill-posed, i.e., (8.1) cannot be stably inverted.
Let us specify the notion of solution a little further.
Definition 8.1 (Minimum-norm solution). For x∗ ∈ X an element x† ∈ D(F ) is called an
x∗-minimum-norm solution if
F (x†) = y and ‖x† − x∗‖X = min{‖x− x∗‖X : F (x) = y}.
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8.1. Tikhonov regularization
Because (8.1) is ill-posed, some regularization method has to be used in order to obtain a
solution in a stable way. In the following, we consider Tikhonov regularization, i.e., we define
an approximate solution xδα as a minimizer of the Tikhonov functional
Jα(x) :=
1
2‖F (x)− y
δ‖2Y +
α
2 ‖x− x
∗‖2X (8.2)
for x ∈ D(F ). The element x∗ ∈ X serves as an a-priori guess for the unknown parameters. The
positive regularization parameter α balances between minimizing the residual and respecting
the a-priori information. For α = 0, the Tikhonov functional Jα corresponds to a least-squares
functional, and finding a least-squares solution of (8.1) amounts to minimizing J0. In order to
ensure existence of a minimizer (for general operators), we require α > 0. As an approximation
of the solution x† of (8.1) we will then choose a minimizer of the Tikhonov functional. The
next result guarantees the existence of minimizers provided α > 0. This is a direct consequence
of the weak sequential closedness of F , and the result is proven by the direct method of the
calculus of variations [100].
Theorem 8.2 (Existence of a minimizer). For any α > 0 the Tikhonov functional Jα has a
minimizer xδα ∈ D(F ).
Proof. Since Jα ≥ 0 and Jα(x†) <∞, we can choose a minimizing sequence {xn} such that
Jα(xn)→ inf
x∈D(F )
Jα(x) as n→∞,
in particular {Jα(xn)} is bounded. Since α > 0,
‖xn − x∗‖2X ≤
2
α
Jα(xn) ≤ C
with a constant C independent of n. Since bounded sets in Hilbert spaces are weakly sequentially
compact, there exists a subsequence, again denoted by {xn}, which converges weakly to some
xδα ∈ X . Since D(F ) is weakly sequentially closed, cf. Corollary A.25, there holds xδα ∈ D(F ).
Due to weak lower semi-continuity of the norm, cf. Lemma A.13, and weak sequential closedness
of F , we obtain
Jα(xδα) ≤ lim infn→∞ Jα(xn) = infx∈D(F ) Jα(x) ≤ Jα(x
δ
α).
Hence xδα is a minimizer of Jα.
The following results are taken from [43, 42]. We will provide short proofs in order to highlight
where the assumptions on F are needed and for later reference when we consider perturbations
in F . The following result states, that the regularized solutions depend continuously on the
data, as long as the regularization parameter is positive [42, Theorem 10.2].
Theorem 8.3 (Stability). Let α > 0, and let {yn} be a sequence of data with yn → yδ as
n → ∞. Moreover, let xn denote the minimizers of (8.2) with yδ replaced by yn. Then {xn}
has a convergent subsequence, and the limit of every convergent subsequence is a minimizer of
Jα in D(F ).
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Proof. (See [42, Theorem 10.2]). By the minimization property of xn we obtain for any x ∈ D(F )
the estimate
‖F (xn)− yn‖2Y + α‖xn − x∗‖2X ≤ ‖F (x)− yn‖2Y + α‖x− x∗‖2X . (8.3)
Since {yn} converges, the sequences {‖F (xn)‖Y} and {‖xn‖X } are bounded, and hence possess
weakly convergent subsequences
xn ⇀ x
δ
α ∈ D(F ) and F (xn) ⇀ F (xδα),
where we have used weak closedness of F for the last conclusion. Lower semi-continuity of the
norm implies that
‖xδα − x∗‖X ≤ lim infn→∞ ‖xn − x
∗‖X , (8.4)
‖F (xδα)− yδ‖Y ≤ lim infn→∞ ‖F (xn)− yn‖Y . (8.5)
Thus, together with (8.3) we obtain the following estimate
‖F (xδα)− yδ‖2Y + α‖xδα − x∗‖2X ≤ lim infn→∞ (‖F (xn)− yn‖
2
Y + α‖xn − x∗‖2X )
≤ lim sup
n→∞
(‖F (xn)− yn‖2Y + α‖xn − x∗‖2X )
≤ lim
n→∞ ‖F (x)− yn‖
2
Y + α‖x− x∗‖2X
= ‖F (x)− yδ‖2Y + α‖x− x∗‖2X
for all x ∈ D(F ). Hence, xδα is a minimizer of Jα and
lim
n→∞(‖F (xn)− yn‖
2
Y + α‖xn − x∗‖2X ) = ‖F (xδα)− yδ‖2Y + α‖xδα − x∗‖2X . (8.6)
It remains to show strong convergence xn → xδα. Assume, this is not the case. Then d :=
lim supn ‖xn − x∗‖X > ‖xδα − x∗‖X by (8.4). For a subsequence {xn} which attains the limes
superior, we obtain from (8.6) that
lim
n→∞ ‖F (xn)− yn‖
2
Y = limn→∞(‖F (xn)− yn‖
2
Y + α‖xn − x∗‖2X − αd2)
= |F (xδα)− yδ‖2Y + α‖xδα − x∗‖2X − αd2
< ‖F (xδα)− yδ‖2Y ,
which is a contradiction to (8.5).
If the perturbations of the data go to zero and the regularization parameter is chosen appropri-
ately, then the regularized solutions can be shown to converge [42, Theorem 10.3].
Theorem 8.4 (Convergence). Let {yn} denote a sequence of data with ‖yn − y‖Y ≤ δn. If
δn → 0 and the regularization parameter is chosen such that α(δn) ∼ δn, then any sequence of
minimizers {xn} of the Tikhonov functional (8.2) with yδ replaced by yn contains a convergent
subsequence, and the limit of every convergent subsequence is a x∗-minimum-norm solution of
(8.1).
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Proof. (See [42, Theorem 10.3]). Since xn is a minimizer of Jαn , there holds
‖F (xn)− yn‖2Y + αn‖xn − x∗‖2X ≤ δ2n + αn‖x† − x∗‖2X .
Because the right-hand side of the last equation vanishes for n→∞, we obtain the equality
lim
n→∞ ‖F (xn)‖Y = ‖y‖Y . (8.7)
Moreover,
‖xn − x∗‖2X ≤
δ2n
αn
+ ‖x† − x∗‖2X → ‖x† − x∗‖2X ,
and hence
lim sup
n→∞
‖xn − x∗‖X ≤ ‖x† − x∗‖X . (8.8)
In particular {xn} is bounded, and thus contains a weakly convergent subsequence
xn ⇀ x ∈ X .
Weak sequential closedness of F and (8.7) now imply that x ∈ D(F ) and F (x) = y. In order to
see that x is also a x∗-minimum norm solution, we use the weak lower semi-continuity of the
norm and (8.8) to obtain
‖x− x∗‖X ≤ lim inf
n→∞ ‖xn − x
∗‖X ≤ lim sup
n→∞
‖xn − x∗‖X ≤ ‖x† − x∗‖X .
Since x† is already a x∗-minimum norm solution, we also have that ‖x− x∗‖X = ‖x† − x∗‖X .
This together with the weak convergence implies strong convergence, i.e.,
lim sup
n→∞
‖xn − x‖2X ≤ lim sup
n→∞
‖xn − x∗‖2X + ‖x− x∗‖2X + 2 limn→∞(xn − x
∗, x∗ − x)X
≤ 2‖x− x∗‖2X − 2‖x− x∗‖2X = 0.
8.2. Derivatives and adjoints
In order to obtain quantitative estimates for the distance between xδα and x† as well as the
residual F (xδα)− yδ, we will need the notion of derivative of F , cf. Appendix C. First, let us
specify the admissible directions, i.e., xˆ ∈ X is admissible for x ∈ D(F ), if
x+ txˆ ∈ D(F ) for some 0 < t < 1.
Due to convexity of D(F ), the last assertion then also holds for all t  1. We will call F
directionally differentiable in an admissible direction xˆ ∈ X at x, if
F ′(x)[xˆ] = lim
t→0+
F (x+ txˆ)− F (x)
t
∈ Y.
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If F ′(x)[xˆ] is bounded and linear in xˆ, and the set of admissible directions is dense in X , we
can extend F ′(x) to a bounded linear operator from X to Y, the Gâteaux derivative of F at x.
Furthermore, we call the Gâteaux derivative of F Lipschitz continuous, if there exists L > 0
such that
‖F ′(x1)− F ′(x2)‖L(X ,Y) ≤ L‖x1 − x2‖X for all x1, x2 ∈ D(F ).
Because the Gâteaux derivative is linear and Y is a complex Hilbert space, we have to regard to
F ′(x) as a linear operator acting between complex Hilbert spaces, and we will write F˜ ′(x) to
emphasize this. Thus, for F˜ ′(x) there exists an adjoint operator F˜ ′(x)∗ : Y → X defined by
(F˜ ′(x)∗r, xˆ)X = (r, F˜ ′(x)[xˆ])Y
for r ∈ Y and xˆ ∈ X . Note, that by Lemma C.7 the Lipschitz continuity of F˜ ′ implies the
following estimate
‖F (x2)− F (x1)− F˜ ′(x1)[x2 − x1]‖Y ≤ L2 ‖x2 − x1‖
2
X for all x1, x2 ∈ D(F ), (8.9)
which basically says that the first order Taylor expansion of F around x1 is second order
accurate.
Gradient of the Tikhonov functional: If F is directionally differentiable at x ∈ D(F ) for an
admissible direction xˆ, then so is Jα.
Theorem 8.5. The directional derivative J ′α(x)[xˆ] of the Tikhonov functional at x ∈ D(F ) in
an admissible direction xˆ is given by
J ′α(x)[xˆ] = Re(F ′(x)[xˆ], F (x)− yδ)Y + α(xˆ, x− x∗)X .
Proof. Let us consider the first term in the Tikhonov functional which results from setting
α = 0. Then by the chain rule, we obtain that
J ′0(x)[xˆ] =
1
2(F
′(x)[xˆ], F (x)− yδ)Y + 12(F (x)− y
δ, F ′(x)[xˆ])Y
= Re(F ′(x)[xˆ], F (x)− yδ)Y .
Noting that x and xˆ are real valued, the formula for the remaining derivative of the penalty
term follows similarly.
Using the (complex) extension F˜ ′(x) of F ′(x), we can also extend the directional derivatives
of the Tikhonov functional by continuity to a bounded linear functional from X to R. The
gradient of the Tikhonov functional, which will be needed in the iterative methods below, is
now defined via the Riesz isomorphism, i.e.,
(xˆ,∇Jα(x))X = J ′α(x)[xˆ]
for all xˆ ∈ X . Using the (complex) extension of F ′(x), we can give an explicit representation of
∇Jα as follows [40, Theorem 3.10].
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Theorem 8.6. The gradient of the Tikhonov functional is given by
∇Jα(x) := Re
(
F˜ ′(x)∗(F (x)− yδ))− α(x− x∗).
Proof. By definition of the adjoint of F˜ ′(x), we have that
(F˜ ′(x)[xˆ], F (x)− yδ)Y = (xˆ, F˜ ′(x)∗(F (x)− yδ))X .
and the representation follows from Theorem 8.5.
An a-priori estimate: The following theorem provides some a-priori estimates on the error
xδα − x† and the residual F (xδα) − yδ, if (8.9) and a certain approximate source condition
holds. For ∆ = 0 and F Fréchet differentiable, this is a classical convergence rates result for
Tikhonov regularization, cf. [43] or [42, Theorem 10.4]. However, the condition ∆ = 0 is very
restrictive, since it requires certain smoothness properties of the solution. The approximate
source condition allows to make statements also in the case of non-smooth solutions to (8.1).
Tikhonov regularization with approximate source condition (∆ > 0) has also been considered
in [65, 58]. In [13] approximate source conditions have been used for the analysis of iterative
regularization methods.
Theorem 8.7 (A-priori estimates). Let yδ satisfy ‖y − yδ‖Y ≤ δ. Moreover, assume that x† is
an x∗-minimum-norm solution, and that the following conditions hold:
(i) Let (8.9) hold for some L > 0.
(ii) There exist w ∈ Y and r ∈ X with ‖r‖X ≤ ∆ such that
x† − x∗ = Re(F˜ ′(x†)∗w)+ r. (8.10)
(iii) There holds L‖w‖Y < 1.
Then for the parameter choice α ≈ δ + ∆2, we obtain the (a-priori) estimates
‖F (xδα)− yδ‖Y ≤ C(δ + ∆2) and ‖xδα − x†‖X ≤ C
√
δ + ∆2
for some constant C > 0 which is independent of δ and ∆.
Proof. (Compare to [42, Theorem 10.4]). The minimizing property of xδα implies that
‖F (xδα)− yδ‖2Y + α‖xδα − x∗‖2X ≤ δ2 + α‖x† − x∗‖2X .
Addition of α‖xδα − x†‖2X − α‖xδα − x∗‖2X on both sides yields the estimate
‖F (xδα)− yδ‖2Y + α‖xδα − x†‖2X ≤ δ2 + α(‖x† − x∗‖2X + ‖xδα − x†‖2X − ‖xδα − x∗‖2X )
= δ2 + 2α(xδα − x†, x† − x∗)X . (8.11)
From condition (ii) we infer that
(xδα − x†, x† − x∗)X = (xδα − x†,Re(F˜ ′(x†)∗w) + r)X
= (xδα − x†,Re(F˜ ′(x†)∗w))X + (xδα − x†, r)X
= Re(F˜ ′(x†)[xδα − x†], w)Y + (xδα − x†, r)X . (8.12)
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Item (i) now implies∣∣(F˜ ′(x†)[xδα − x†], w)Y ∣∣ = ∣∣(F (xδα)− F (x†)− F˜ ′(x†)[xδα − x†] + y − yδ + yδ − F (xδα), w)Y ∣∣
≤ (L2 ‖x† − xδα‖2X + δ + ‖yδ − F (xδα)‖Y)‖w‖Y . (8.13)
By using (8.12)–(8.13) to estimate (8.11) we obtain
‖F (xδα)− yδ‖2Y + α‖xδα − x†‖2X
≤ δ2 + 2α(L‖w‖Y2 ‖x† − xδα‖2X + δ‖w‖Y + ‖yδ − F (xδα)‖Y‖w‖Y + ‖xδα − x†‖X∆). (8.14)
By Young’s inequality we estimate for ε ∈ (0, 1)
2α‖xδα − x†‖X∆ ≤ αε‖xδα − x†‖2X +
α
ε
∆2.
Thus, with ε = 12(1− L‖w‖Y), (8.14) can be rearranged to(‖F (xδα)− yδ‖Y − α‖w‖Y)2 + αε‖xδα − x†‖2X ≤ (δ + α‖w‖Y)2 + αε∆2
≤ (δ + α‖w‖Y +
√
α/ε∆)2.
Considering each term on the left-hand side on its own yields for α ∼ δ + ∆2
‖F (xδα)− yδ‖Y ≤ δ + 2α‖w‖Y +
√
α/ε∆ ≤ C(δ + ∆2),
and
‖xδα − x†‖X ≤
1√
αε
(δ + α‖w‖Y +
√
α/ε∆) ≤ C
√
δ + ∆2,
for some constant C > 0 independent of δ and ∆.
Perturbations of the operators: In view of a numerical minimization of the Tikhonov func-
tional, let us discuss some extensions of the previous results to perturbed operators Fh and F˜ ′h.
Assume, that the following conditions hold true
‖F˜ ′h(x†)− F˜ ′(x†)‖L(X ,Y) ≤ h and ‖Fh(x)− F (x)‖Y ≤ h (8.15)
for all x ∈ D(F ). Equation (8.1) then leads to a perturbed operator equation
Fh(x) = yδh for x ∈ D(F ), (8.16)
for yδh := yδ + Fh(x†)− F (x†). Note that for δ = 0, (8.16) possesses a solution x†, and the noise
level can be estimated by δh = δ + h. Moreover, if the approximate source condition (8.10)
holds, than also the following source condition holds
x† − x∗ = Re(F˜ ′h(x†)∗w)+ rh (8.17)
with rh := Re
((
F˜ ′(x†)∗ − F˜ ′h(x†)∗
)
w
)
+ r and ‖rh‖X ≤ ∆h for ∆h := ∆ + h‖w‖Y . In particular,
even if ∆ = 0 in (8.10), we would end up with an approximate source condition on the discrete
level in general. The perturbed Tikhonov functional is then defined as follows
Jα,h(x) :=
1
2‖Fh(x)− y
δ
h‖2Y +
α
2 ‖x− x
∗‖2X (8.18)
for x ∈ D(F ).
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Theorem 8.8. Let the assumptions of Theorem 8.7 be satisfied. Moreover, assume that (8.16)
holds and that xδα,h is a minimizer of Jα,h. Then for δh := δ + h and ∆h := ∆ + h and the
choice α ≈ δh + ∆2h, there hold the following a-priori estimates
‖F (xδα,h)− yδh‖Y ≤ C(δh + ∆2h) and ‖xδα,h − x†‖X ≤ C
√
δh + ∆2h
for some constant C > 0 which is independent of h, δ and ∆.
Proof. We observe, that the perturbed operator Fh fulfills a perturbed second order Taylor
estimate similar to (8.9), i.e.,
‖Fh(xh)− Fh(x†)− F˜ ′h(x†)[xh − x†]‖ ≤
L
2 ‖xh − x
†‖2 + h‖xh − x†‖+ 2h.
Since the perturbed operator fulfills the approximate source condition (8.17), the proof can
further be carried out as the proof of Theorem 8.7.
Inexact minimization: Finally let us shortly consider inexact Tikhonov regularization [43],
which is appropriate for numerical calculations, i.e., find xδ,ηα such that
Jα(xδ,ηα ) ≤ Jα(x) + η for all x ∈ D(F )
where η ≥ 0 is a small parameter. As long as η/α → 0 as α → 0, we infer by inspection
of the proof that Theorem 8.4 remains valid [43]. In order to obtain convergence rates as in
Theorem 8.7 we require η = O(δ2) [43]; see also the proof of Theorem 8.7.
Proposition 8.9. Let η = η(α) be such that η/α → 0 as α → 0. Then the assertion of
Theorem 8.4 with xδα replaced by the inexact minimizer xδ,ηα holds true. Moreover, if the
assumptions of Theorem 8.7 hold true and η = O(δ2), then for the choice α ≈ δ + ∆ there holds
‖F (xδ,ηα )− yδ‖Y ≤ C(δ + ∆2) and ‖xδ,ηα − x†‖X ≤ C
√
δ + ∆2
for some C > 0 which is independent of η, δ and ∆.
8.3. Iterative methods
In the following, we discuss iterative algorithms, which aim at solving the first order optimality
conditions for minimizing the Tikhonov functional over the closed and convex set D(F ), cf. [41].
This means to find x ∈ D(F ) such that [64, Corollary 1.2]
x = PD(F )
(
x− λ∇Jα(x)
)
for any λ > 0. (8.19)
Here, PD(F ) :X → D(F ) denotes the metric projector from X onto D(F ), i.e.,
‖PD(F )x− x‖X = inf
x˜∈D(F )
‖x− x˜‖X .
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8.3.1. Projected gradient method
As a first method, let us consider the projected gradient method
xn+1 = PD(F )
(
xn − λn∇Jαn(xn)
)
n ≥ 0, (8.20)
where we choose some x0 ∈ D(F ) as the first iterate.
Theorem 8.10. Let the sequence {xn} be defined according to (8.20) and αn+1 ≤ αn. Moreover,
assume that ∇Jαn(xn) 6= 0. Then there exists a λn > 0 such that Jαn+1(xn+1) < Jαn(xn).
Proof. For a proof in the case that F is differentiable in a neighborhood of D(F ) and αn = α
is fixed see [15, 64]. The generalization to the present situation (D(F ) may have no interior
points) is possible without changes in the proofs. The assertion for variable αn then follows
from the fact that Jα is monotonically increasing in α.
In order to ensure descent in the projected gradient algorithm, the step size has to be chosen
appropriately. One possible choices is the following:
Armijo rule [15, 45, 64]: Choose the maximal λn ∈ {1, 1/2, 1/4, . . .} such that
Jαn(xn+1)− Jαn(xn) ≤ −
γ
λn
‖xn+1 − xn‖2X (8.21)
for a constant γ ∈ (0, 1). If ∇Jαn(xn) 6= 0, the Armijo rule is well-defined, i.e., there exists a
largest λn such that (8.21) holds, see e.g., [64, Lemma 2.5].
Having established decrease in the Tikhonov functional, the convergence of the stationarity
measure ‖xn − PD(F )
(
xn −∇Jαn(xn)
)‖X to zero is proven in the next theorem.
Theorem 8.11. Let αn → α > 0 from above, and λn be chosen by the Armijo rule. Then
‖xn − PD(F )
(
xn −∇Jαn(xn)
)‖X → 0
as n→∞. Moreover, every cluster point of the sequence {xn} is stationary, and there exists at
least one weak cluster point in D(F ).
Proof. The proof for the case αn = α is classical, and can be found for instance [15, 45, 64].
The statement for αn → α follows similarly and relies on the fact that for αn+1 ≤ αn also
Jαn+1(xn+1) ≤ Jαn(xn+1). Moreover, by definition of the Tikhonov functional we obtain that
‖xn − x∗‖2X ≤
2
αn
Jαn(xn) ≤
2
α
Jα0(x0).
Consequently, there exists a subsequence again denoted by {xn}, which has a weak limit x ∈ X .
Since D(F ) is weakly closed, we obtain that x ∈ D(F ).
The convergence statement of Theorem 8.11 may seem unsatisfactory. However, since F is
nonlinear, the Tikhonov functional is not convex. Thus, convergence of the iterates to local
or global minimizers can in general not be expected without further assumptions, e.g., on the
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nonlinearity of the operator F or the “quality” of the solution. Even weak convergence of the
iterate to a stationary point or the existence of strong convergent subsequences is to the best of
our knowledge an open question.
The following result states that, under the conditions of Theorem 8.7, the iterates of the
projected gradient method satisfy the same error estimate that can be obtained by minimizing
the Tikhonov functional. For this statement, we use the fact that the projected gradient method
amounts to a projected version of a modified Landweber iteration proposed in [95]; see [40,
Theorem 4.6].
Theorem 8.12. Let xn be defined by (8.20) with αn+1 ≥ αn(1− αn) and α0 sufficiently small.
Moreover, let x† satisfy the source condition (8.10), and assume that x0 is sufficiently close to
x†. If the iteration is stopped as soon as αN ≤ (δ + ∆2), then
‖xN − x†‖X = C(
√
δ + ∆2)
with constant C > 0 which is independent of δ and ∆.
Proof. The result follows from the non-expansiveness of the projection operator with similar
arguments as in [95, Section 3]. For a detailed proof see [37]. A particular choice of parameters
satisfying the assumption is given by αn = (n + n0)−1 with n0 sufficiently large. See also
[41].
Under the source condition (8.10), the iteration (8.20) can be shown to converge to a local
minimum of the Tikhonov functional Jα, if αn → α > 0 appropriately. Moreover, this local
minimizer of the Tikhonov functional satisfies the estimates of Theorem 8.7, and therefore, the
iteration (8.20) can be considered to be a convergent minimization algorithm for the Tikhonov
functional Jα. For convergence results based on similar arguments, see [87, 88].
Remark 8.13. If D(F ) = X , then PD(F ) = IX and (8.20) is the usual gradient descent method
[64], i.e.,
xn+1 = xn + λndn,
where dn is a descent direction, i.e., (dn,∇Jαn(xn)) < 0. The choice dn = −∇Jαn(xn) amounts
to the steepest descent method. However, for a self-adjoint positive definite operator Cn the
choice
dn = −C−1n ∇Jαn(xn) (8.22)
also yields a descent direction. If xn is in the vicinity of a local minimum, the Hessian Hn of
Jαn(xn) is a self-adjoint and positive definite operator. Hence, we can choose Cn = Hn, which
yields Newton’s method [64, 73].
8.3.2. Projected Gauß-Newton method
Gradient methods are known to converge slowly if the Hessian of the functional to be minimized
is ill-conditioned. In order to obtain a better convergence behavior, we would like to use
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Newton-type methods. In view of Remark 8.13, we choose Cn = Re(F˜ ′(x)∗F˜ ′(x) + αI), which
is just the Gauß-Newton approximation of the Hessian of Jα. In order to have a well-defined
iteration, we have to apply PD(F ) to the new iterate, i.e., we obtain the following iteration
xn+1 = PD(F )
(
xn −
(
Re(F˜ ′(x)∗F˜ ′(x) + αnI)
)−1∇Jαn(xn)). (8.23)
Under the source condition of Theorem 8.7, an a-priori estimate similar to that of Theorem 8.7
and Theorem 8.12 holds [40, Theorem 4.8].
Theorem 8.14. Let 0 < αn+1 ≤ αn be such such that infn≥0 αn+1αn > 0, and let the source
condition (8.10) hold. Moreover, assume that α0 is sufficiently large, and x0 is sufficiently close
to x†. Then the iterates of the projected Gauß-Newton iteration satisfy
‖xn − x†‖X ≤ C√αn,
for all n such that αn ≥ Cˆ(δ + ∆2) with Cˆ independent of δ and ∆. If the iteration is stopped
as soon as αN ≤ Cˆ(δ + ∆2), then the estimate
‖xN − x†‖X = C(
√
δ + ∆2)
holds for another constant C > 0 which is independent of δ and ∆.
Proof. The proof follows with slight modifications (since F is not Fréchet differentiable here)
from the results in [13, Section 4]; see also [71] for the case ∆ = 0.
Convergence results for the Gauß-Newton method without projection and ∆ = 0 are classical,
and can be found, e.g., in [12, 70]. The generalization to the projected Gauß-Newton method
requires the non-expansiveness of the projection operator PD(F ).
Similarly as for the projected gradient method, one can show that under the source condition
(8.10) and for αn → α > 0, the iterates generated by the projected Gauß-Newton method
converge to a local minimizer xδα of the Tikhonov functional. Since the choice αn → α is allowed
in Theorem 8.14, this local minimizer of the Tikhonov functional satisfies the a-priori estimate
of the theorem.
Summary of convergence results: Under the approximate source condition (8.10), convergence
of the projected Gauß-Newton method and the projected gradient method can be shown, and
(order optimal) error estimates hold.
Under the source condition (8.10) and for αn → α > 0 appropriately, the Tikhonov functional
can be shown to be locally convex around the iterates xn. Moreover, the iterations can be
shown to converge locally to minimizers of the Tikhonov functional; cf. [87, 88].
Some of the presented convergence results require the source condition already to ensure
convergence of the methods. To the best of our knowledge, convergence of the projected gradient
or the Gauß-Newton iteration with weaker or even without any source condition can be proven
only under additional assumptions on the nonlinearity of the operator F , cf. [54, 70]. Such
conditions could however not be verified for the problems considered here.
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In this chapter, we want to introduce the forward operator for optical tomography when the
radiative transfer equation or higher order PN approximations are employed for modeling photon
propagation. In particular, since we are interested in time-harmonic transport in absorbing
media, we will employ the even-parity equation for modeling propagation of light, cf. Section 4.4.
After introducing the inverse problem and fixing the assumptions for this chapter, we will
analyze the forward operator F . In particular, continuity and differentiability properties of
F are proven. Moreover, we will characterize the adjoint operator of the derivative F˜ ′, cf.
Section 8.2, which is needed for the iterative methods discussed in the previous chapter. We
conclude this chapter with some generalizations of the results to different measurement setups.
On the one hand, we treat the practically relevant case where multiple excitations and finitely
many measurements are used, and on the other hand, we will introduced an idealized forward
operator with infinitely many excitations and measurements, which is relevant from a theoretical
point of view.
Let us begin with the forward operator for one excitation and continuous measurements.
9.1. Problem setting
In an optical experiment the object under investigation is illuminated by a light source g at the
boundary, which gives rise to a photon density distribution φ within the object. The resulting
total outward photon flux B(φ) is then measured at the boundary. This establishes a nonlinear
relation between the optical parameters µa and µs, and the photon density φ, which is modeled
by the forward operator
F : (µa, µs) 7→ B(φ). (9.1)
We will use the notation Fg, if we want to emphasize the dependence of the forward operator
on the particular source g.
Since the total outward photon flux can be expressed in terms of the even part φ+ of the photon
density, cf. Section 4.4, we define the measurement operator as follows
Bg :V+1 → L2(∂R), φ+ 7→
∫
S
φ+|n·s|ds+
∫
n·s<0 g(r, s)n·sds (9.2)
where g ∈ L2(∂D−) is a given boundary source, and the subscript g is written to emphasize the
dependence of the measurement on the source; for the defintion of the space V+1 see Section 3.1.
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The behavior of the photon density in absorbing media can be described by the even-parity
equation (4.20), which is given in its variational form as follows
(C−1k Aφ+,Aψ+)D + (Ckφ+, ψ+)D + (φ+, ψ+)T = −2(n·s g, ψ+)∂D− (9.3)
for all ψ+ ∈ V+1 ; for details see Section 4.4. The parameter k allows for time-harmonic transport,
i.e., intensity modulated boundary sources g can be employed. In view of Section 4.4 let us fix
the following assumptions in order to obtain unique solvability of the even parity equation; cf.
Assumption 2 in Section 3.3.
Assumption 4. Let (S1)–(S2) and (C1)–(C2) hold. Moreover, we assume the following:
(C3) 0 ≤ k < µ˜a.
Theorem 9.1. Let µa, µs ∈ L∞(R) satisfy Assumption 4. Then for g ∈ L2(∂D−) the even
parity equation (9.3) has a unique solution φ+ ∈ V+1 which satisfies the following estimate
‖φ+‖V1 ≤ C‖g‖∂D−
with a constant C which only depends on the bounds of the coefficients µa, µs and k.
Proof. Under Assumption 4, Theorem 4.19 yields unique existence of a solution φ+ ∈W+ of
(9.3) which satisfies
‖φ+‖W ≤
√
2
µ˜a
µ˜a − k‖g‖∂D− .
The a-priori estimate follows from the equivalence of the V1- and the W-norm, cf. Lemma 3.16,
and the uniform bounds on the coefficients stated Assumption 4.
Inverse Problem: The inverse problem for optical tomography is to find parameters µa and
µs satisfying Assumption 4, such that for a given measurement yδ there holds
F (µa, µs) = yδ.
Choice of topologies: In view of Theorem 9.1, the forward operator is well-defined for bounded
parameters which satisfy Assumption 4. However, since L∞(R) is not a Hilbert space, we are
not in the setting of Chapter 8 where the admissible set of parameters was assumed to be
a subset of a Hilbert space. In order to work with Hilbert spaces, note that the embedding
H2(R) ↪→ L∞(R) is compact for dimension d ∈ {2, 3} [3, Theorem 6.2]. We therefore define
the admissible set of parameters as follows
D(F ) := {(µa, µs) ∈ H2(R)×H2(R) : Assumption 4 is satisfied}. (9.4)
In particular, we will use the H2-topology to formulate our results. Let us note, that we equally
could choose any space Hs(R) in the definition of D(F ), which is compactly embedded into
L∞(R), to let the following results hold true.
In the following, we will treat the case of one excitation in detail. Generalizations to other
measurement setups are then discussed in Section 9.3.
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9.2. Properties of the forward operator
In the following, we will verify some basic properties of the forward operator which are the
basic assumptions made in Chapter 8. Therefore, let us first fix some elementary properties of
the measurement operator for later reference.
Lemma 9.2. Bg :V+1 → L2(∂R) is affine linear and bounded.
Proof. The boundedness follows from the definition of the norm of V1, cf. (3.6).
9.2.1. Continuity and compactness
We start by showing Lipschitz continuity of the forward operator where we use techniques
similar to those used in [33], but we also consider the time-harmonic case k ≥ 0 here. The
following lemma will be helpful.
Lemma 9.3. For (µa,j , µs,j) ∈ D(F ), j ∈ {1, 2}, let Cj = (µa,j + ik)I + µs,j(I − Θ) be the
associated time-harmonic attenuation operators. Then the following estimate holds true
‖C1v − C2v‖V0 ≤
(‖µa,1 − µa,2‖∞;R + 2‖µs,1 − µs,2‖∞;R)‖v‖V0
for all v ∈ V0. Moreover, C1 and C2 commute and
C−12 − C−11 = C−11 C−12 (C1 − C2).
Proof. The first assertion follows from considering the difference
C1 − C2 = (µa,1 − µa,2)I + (µs,1 − µs,2)(I −Θ)
and the fact that ‖Θ‖L(V0,V0) = 1, cf. Lemma 3.14.
Due to (5.10) C1 and C2 act as multiplication operators on the Fourier coefficients. Since the
multipliers of C1 and C2 commute, the operators commute. The same holds true for their inverses.
Moreover,
C1C2(C−12 − C−11 ) = C1(I − C2C−11 ) = C1 − C2.
Theorem 9.4. The forward operator F :D(F )→ L2(∂R) is Lipschitz continuous in the topology
of H2(R) and L2(∂R).
Proof. Let (µa,j , µs,j) ∈ D(F ), j ∈ {1, 2}, with associated time-harmonic attenuation operators
Cj = (µa,j + ik)I + µs,j(I − Θ). Moreover, let φ+j denote the unique solution to (9.3) with
parameters (µa,j , µs,j). By Theorem 9.1, φ+j is bounded in V1 with bounds depending only on
the bounds of the coefficients. Moreover, the difference w := φ+1 − φ+2 satisfies
(C−11 Aw,Aw)D + (C1w,w)D + (w,w)T = ((C−12 − C−11 )Aφ+2 ,Aw)D + ((C2 − C1)φ+2 , w)D.
87
9. Inverse problem and radiative transfer
With the Cauchy-Schwarz inequality we estimate the terms on the right-hand side step-by-step:
((C−12 − C−11 )Aφ+2 ,Aw)D ≤ ‖(C−12 − C−11 )Aφ+2 ‖D‖Aw‖D,
((C2 − C1)φ+2 , w)D ≤ ‖(C2 − C1)φ+2 ‖D‖w‖D.
Application of Lemma 9.3 and Lemma 3.18 yields the estimate
‖w‖V1 ≤ C
(‖µa,1 − µa,2‖∞;R + 2‖µs,1 − µs,2‖∞;R)‖g‖∂D− .
Continuity and affine linearity of the measurement operator as well as continuity of the embedding
H2(R) ↪→ L∞(R) for d = 2, 3 yield the assertion.
The fact that the concatenation of a compact and a continuous operator is again compact
implies the next statement.
Theorem 9.5. The forward operator F :D(F )→ L2(∂R) is compact and strongly continuous in
the topology of H2(R) and L2(∂R), i.e., (µa,n, µs,n) ⇀ (µa, µs) ∈ D(F ) implies F (µa,n, µs,n)→
F (µa, µs) in L2(∂R).
Proof. Let {(µa,n, µs,n)} ⊂ D(F ) be a sequence of parameters converging weakly to (µa, µs) ∈
D(F ). Due to compactness of the embedding H2(R) → L∞(R) for d = 2, 3, there exists a
subsequence {(µa,nk , µs,nk)} converging strongly in L∞(R) × L∞(R). Then similar as in the
proof of Theorem 9.4 the corresponding sequence of solutions φ+nk of (9.3) with parameters
µa,nk and µs,nk converges strongly to the unique solution φ+ of (9.3) with parameters µa and
µs, i.e., F (µa,nk , µs,nk)→ F (µa, µs) in L2(∂R) by Lemma 9.2. Hence, F is compact.
Since the previous arguments hold for every subsequence of {(µa,n, µs,n)}, and (9.3) is uniquely
solvable, we infer that F (µa,n, µs,n)→ F (µa, µs) in L2(∂R).
Since strong convergence implies weak convergence and D(F ) is weakly closed, we directly
obtain the following.
Corollary 9.6. The forward operator F : D(F ) → L2(∂R) is weakly sequentially closed in
the topology of H2(R) and L2(∂R), i.e., if (µa,n, µs,n) ⇀ (µa, µs) ∈ H2(R)×H2(R), then
(µa, µs) ∈ D(F ) and F (µa,n, µs,n) ⇀ F (µa, µs) in L2(∂R).
9.2.2. Differentiability
As we have seen in the previous chapter, differentiability of the forward operator is an important
property for investigating the inverse problem later on. The next theorem is proven basically in
the same way as Theorem 9.4.
Theorem 9.7. For (µa, µs) ∈ D(F ) the forward operator F is Gâteaux differentiable at (µa, µs).
Moreover, for any µˆa, µˆs ∈ H2(R), the directional derivative of F is given by F ′(µa, µs)[µˆa, µˆs] =
B0w where w solves the sensitivity equation
(C−1k Aw,Aψ+)D + (Ckw,ψ+)D + (w,ψ+)T
= −(C(µˆa, µˆs)φ+, ψ+)D + (C(µˆa, µˆs)C−2k Aφ+,Aψ+)D (9.5)
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for all ψ+ ∈ V1, with
C(µˆa, µˆs)φ := µˆaφ+ µˆs(I −Θ)φ.
Additionally, the estimate
‖F ′(µa, µs)[µˆa, µˆs]‖2;∂R ≤ C
(‖µˆa‖2,2;R + ‖µˆs‖2,2;R)‖g‖∂D− (9.6)
holds true.
Proof. First observe, that for t 1, we have that (µa + tµˆa, µs + tµˆs) ∈ D(F ) by continuous
embedding of H2(R) into L∞(R). Furthermore, let us denote by Ck,t the time-harmonic
attenuation operator associated to (µa + tµˆa, µs + tµˆs). Moreover, let φ+ and φ+t denote the
unique solutions to (9.3) with parameters (µa, µs) and (µa + tµˆa, µs + tµˆs), respectively. The
difference quotient wt := (φ+t − φ+)/t, then satisfies
(C−1k Awt,Aψ+)D + (Ckwt, ψ+)D + (wt, ψ+)T
= 1
t
((C−1k − C−1k,t )Aφ+t ,Aψ+)D +
1
t
((Ck − Ck,t)φ+t , ψ+)D.
Since Ck − Ck,t = −tC(µˆa, µˆs), it follows from Theorem 9.4 that
1
t
((Ck − Ck,t)φ+t , ψ+)D → −(C(µˆa, µˆs)φ+, ψ+)D as t→ 0.
Moreover, by Lemma 9.3, we have that
C−1k − C−1k,t = C−1k C−1t,k (Ck,t − Ck) = tC−1k C−1t,k C(µˆa, µˆs),
and hence
1
t
((C−1k − C−1k,t )Aφ+t ,Aψ+)D → (C(µˆa, µˆs)C−2k Aφ+,Aψ+)D as t→ 0.
From this we infer, that (at least for a subsequence) wt ⇀ w ∈ V+1 , and w is the unique solution
to (9.5), which satisfies
‖w‖V1 ≤ C
(‖µˆa‖2,2;R + ‖µˆs‖2,2;R)‖g‖∂D− .
Then, (9.6) holds by Lemma 9.2. The assertion follows by applying the previous arguments to
any subsequence of {wt} and noting that (9.5) is uniquely solvable, cf. Theorem 9.1.
Theorem 9.8. The Gâteaux derivative F ′ :D(F )→ L(H2(R)×H2(R), L2(∂R)) is Lipschitz
continuous, i.e., for (µa,j , µs,j) ∈ D(F ), j ∈ {1, 2}, the following estimate holds true
‖F ′(µa,1, µs,1)− F ′(µa,2, µs,2)‖L(H2(R)×H2(R),L2(∂R))
≤ CL
(‖µa,1 − µa,2‖2,2;R + ‖µs,1 − µs,2‖2,2;R) (9.7)
with CL = C‖g‖∂D− and a constant C > 0 independent of g.
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Proof. Let (µa,j , µs,j) ∈ D(F ), j ∈ {1, 2}, with associated time-harmonic attenuation operators
Cj = (µa,j + ik)I + µs,j(I − Θ). Moreover, let φ+j denote the unique solution to (9.3) with
parameters (µa,j , µs,j), respectively. By Theorem 9.1, φ+j is bounded as follows
‖φ+j ‖V1 ≤ C‖g‖∂D− ,
with constant C depending only on the bounds of the coefficients. Moreover, for j ∈ {1, 2}
and µˆa, µˆs ∈ H2(R), let wj be the solution to (9.5) with parameters (µa,j , µs,j). The difference
w = w1 − w2 then fulfills
(C−11 Aw,Aψ+)D + (C1w,ψ+)D + (w,ψ+)T
= (C(µˆa, µˆs)(φ+2 − φ+1 ), ψ+)D + (C(µˆa, µˆs)(C−21 Aφ+1 − C−22 Aφ+2 ),Aψ+)D
+ ((C−12 − C−11 )Aw2,Aψ+)D + ((C2 − C1)w2, ψ+)D
for all ψ+ ∈ V+1 . Now the difference φ+2 −φ+1 can be estimate by Theorem 9.4 and the differences
C−12 − C−11 and C2 − C1 can be estimated as in the proof of Theorem 9.4. Moreover, there holds
C−21 Aφ+1 − C−22 Aφ+2 = C−21 A(φ+1 − φ+2 ) + (C−21 − C−22 )Aφ+2
and
C−21 − C−22 = (C−11 − C−12 )(C−11 + C−12 ),
which can estimated by Lemma 9.3. In sum we obtain that
‖w‖V1 ≤ C
(‖µˆa‖∞;R + ‖µˆs‖∞;R)(‖µa,1 − µa,2‖∞;R + ‖µs,1 − µs,2‖∞;R)‖g‖∂D− .
Continuity of the embedding H2(R) ↪→ L∞(R) for d ∈ {2, 3} lets us replace the L∞(R)-norms
on the right-hand side of last estimate by the corresponding H2(R)-norms. By continuity and
affine linearity of the measurement operator as well as the definition of the operator norm the
assertion follows.
9.2.3. Adjoint of the derivative
Since the measurement space L2(∂R) is a complex Hilbert space, we have to regard to the
Gâteaux derivative as a linear operator acting between complex Hilbert spaces, for which we
write F˜ ′(µa, µs), cf. Section 8.2. Let us end this section about properties of the adjoint operator
F˜ ′(µa, µs)∗.
Theorem 9.9. For (µa, µs) ∈ D(F ) the adjoint of F˜ ′(µa, µs) is given by
F˜ ′(µa, µs)∗ :L2(∂R)→ H2(R)×H2(R), r 7→ (δµa, δµs),
where δµs is the solution of the variational problem
(δµs, v)H2(R) =
(
(Aξ+, (I −Θ)C−2k Aφ+)S − (ξ+, (I −Θ)φ+)S , v
)
R
for all v ∈ H2(R),
and δµa is the solution of the variational problem
(δµa, v)H2(R) =
(
(Aξ+, C−2k Aφ+)S − (ξ+, φ+)S , v
)
R
for all v ∈ H2(R).
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Here ξ+ denotes the solution of the adjoint even-parity equation
(C−1k Aξ+,Aψ+)D + (Ckξ+, ψ+)D + (|n·s|ξ+, ψ+)∂D = (|n·s|r, ψ+)∂D
with Ck = C − ikI. In particular, for r ∈ L2(∂R) and µˆa, µˆs ∈ H2(R) there holds
(F˜ ′(µa, µs)∗r, [µˆa, µˆs])H2(R)×H2(R) = (r, F˜ ′(µa, µs)[µˆa, µˆs])∂R. (9.8)
Proof. By definition of F˜ ′(µa, µs), the adjoint equation and the sensitivity equation we have
that
(r, F˜ ′(µa, µs)[µˆa, µˆs])∂R = (r,B0w)∂R = (|n·s|r, w)∂D
= (C−1k Aξ+,Aw)D + (Ckξ+, w)D + (|n·s|ξ+, w)∂D
= (Aξ+, C−1k Aw)D + (ξ+, Ckw)D + (ξ+, |n·s|w)∂D
= −(ξ+, C(µˆa, µˆs)φ+)D + (Aξ+, C(µˆa, µˆs)C−2k Aφ+)D.
Finally, the definition of Ck implies the following equalities
(ξ+, C(µˆa, µˆs)φ+)D = ((ξ+, φ+)S , µˆa)R + ((ξ+, (I −Θ)φ+)S , µˆs)R,
(Aξ+, C(µˆa, µˆs)C−2k Aφ+)D = ((Aξ+, C−2k Aφ+)S , µˆa)R + ((Aξ+, (I −Θ)C−2k Aφ+)S , µˆs)R.
Summarizing, all results of Chapter 8 are applicable.
9.3. Additional results and remarks
In this section, we discuss some generalizations of the results derived in the previous section
regarding the measurement setup, cf. [39]. Moreover, we give some references on uniqueness of
the inverse problem. Finally, we conclude this section with a short discussion of the inverse
problem in the Galerkin approximation discussed in Chapter 5.
Finite observations: In practice, the light intensities at the boundary are measured at finitely
many locations, e.g., by a digital camera. Let the functions ηi ∈ L2(∂R), i = 1, . . . ,d, model
the characteristics of such detectors. Then, the measurement operator can alternatively be
defined as
Bd :V1 → Cd, φ+ 7→
[ ∫
∂R
ηiBgφ
+ dσ
]
1≤i≤d
.
Note that Bd can be obtained from B by projection to a finite dimensional space, i.e., Bd = DB
where D :L2(∂R)→ Cd is a bounded linear operator. This follows from the Cauchy-Schwarz
inequality ∫
∂R
ηiBgφ
+ dσ ≤ ‖ηi‖2;∂R‖Bgφ+‖2;∂R.
Hence by Lemma 9.2, Bd is a continuous (compact) operator from V+1 → Cd, and all properties
derived for the forward operator F with continuous measurements also hold for the operator
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F d := D ◦F with finite measurement setup, if we use an appropriate norm for the measurement
space, for instance
‖F d(µa, µs)− yδ‖2 := 1d |F
d(µa, µs)− yδ|2 = 1d
d∑
i=1
|(F d(µa, µs))i − yδi |2.
If a digital camera is used as detector, each ηi corresponds to one pixel. Since in practice the
number of pixels is very large, it makes sense to consider the case of continuous measurements
as above in order to obtain results which do not depend on the actual number of pixels.
Multiple excitations: As a second extension of our results, let us consider the practically
relevant case of finitely many excitations gj , j = 1, . . . , s. The analysis of this case can be
reduced to the case of a single excitation as follows:
Let us define the forward operator
F :D(F )→ [L2(∂R)]s, (µa, µs) 7→ [Fg1(µa, µs), . . . , Fgs(µa, µs)],
which maps the optical parameters to the collection of measurements corresponding to multiple
sources gj , j = 1, . . . , s. Here Fgj = Bgj (φ+gj ) denotes the forward operator for a single source gj
as defined above. In particular, the functions φ+gj , j = 1, . . . , s, solve the following system of s
even-parity equations:
(C−1k Aφ+g1 ,Aψ+)D + (Ckφ+g1 , ψ+)D + (φ+g1 , ψ+)T = −2(n·s g1, ψ+)∂D−
...
(C−1k Aφ+gs ,Aψ+)D + (Ckφ+gs , ψ+)D + (φ+gs , ψ+)T = −2(n·s gs, ψ+)∂D−
for all ψ+ ∈ V+1 . All properties stated for the operator F = Fg for a single source carry over
verbatim to the case of finitely many excitations. Note that an appropriate norm for the
measurement space would for instance be given by
‖F (µa, µs)− yδ‖2 := 1s
s∑
j=1
‖Fgj (µa, µs)− yδj‖22;∂R.
An appropriate norm for discrete observations and finitely many sources would be given by
‖F d(κ, µ)− yδ‖2 := 1s ·d
d∑
i=1
s∑
j=1
|(F dgj (κ, µ))i − yδj,i|2
where F d is given as above.
Idealized forward operator: From a mathematical point of view, it is also interesting to study
the idealized setting of infinitely many sources. The set of measurements for all possible sources
g ∈ L2(∂D−) defines a bounded linear operator
B :L2(∂D−)→ L2(∂R), g 7→ Bg := Bg(φ+g ),
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which associates to each source g the corresponding measurement of the light intensity φ+g
defined by (9.3). The operator B taking incoming fluxes to outgoing fluxes is called albedo
operator [24]. Let us define the idealized forward operator as follows
F :D(F )→ L(L2(∂D−), L2(∂R)), (µa, µs) 7→ B.
All properties of the forward operator F (for a single source) derived in this section also hold
for the idealized operator F . To see this, note that the statements and proofs of Theorems 9.4,
9.7, 9.8 hold uniformly with respect to the source term g. The corresponding statements for the
idealized forward operator F then are obtained from the properties of F by using the definition
of the norm of L(L2(∂D−), L2(∂R)), i.e.,
‖B‖L(L2(∂D−),L2(∂R)) = sup
g∈L2(∂D−)\0
‖Bg‖2,∂R
‖g‖∂D−
,
and the uniform bounds of the estimates with respect to g. In this way, the results obtained
for a single source can be lifted to the case of infinitely many sources. Note that the space
endowed with the operator norm is a Banach space, but not a Hilbert space. In order to obtain
a Hilbert space structure, one may equip L(L2(∂D−), L2(∂R)) with the Hilbert-Schmidt norm
[89]. However, it is open if B is Hilbert-Schmidt.
Uniqueness: For d ≥ 2 and ∂R ∈ C1, it is known, that the time-dependent albedo operator B,
i.e., the admissible sources g are allowed to depend on time t and direction, and the measurements
are resolved in time and direction, uniquely determines µs and µa (also µsθ) [24]. For stationary
transport, where generically less data is available, the albedo operator uniquely determines µt
and µsθ if d ≥ 3, and µt if d = 2 [25]; cf. [99] for some generalizations. Let us also refer to [66]
and the references therein.
Galerkin approximation: Since the structure of the even-parity equation for the radiative
transfer equation is the same for the Galerkin approximations discussed in Chapter 5, all the
results derived in this chapter also hold, if we use the semi-discrete setting of Section 5.2.3 or
the fully discrete setting of Section 5.4 to model the transport of light. In particular, note that
due to Theorem 5.7, the semi-discrete even-parity equation is uniquely solvable and its solution
is bounded by the data, i.e., Theorem 9.1 holds. The same is true for the fully discrete scheme if
appropriate finite element spaces are chosen for the discretization, cf. Section 5.4. Fully discrete
versions of the forward operator, the measurement operator, the sensitivity equation and the
adjoint equation will be considered in Chapter 11 below.
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approximation
In this chapter, we introduce and analyze the inverse problem of optical tomography when the
diffusion approximation is employed as a model for photon propagation. Hence the name diffuse
optical tomography [5]. We will show that a H1 penalization of the parameters is sufficient
to analyze the inverse problem of diffuse optical tomography, what sharpens the results of
Chapter 9. This is achieved by showing that solutions to elliptic boundary value problems are
elements of W 1,p(R), cf. [52, 39]; see also [91, 68] for related results in impedance tomography.
A detailed derivation of the required regularity results is given in Section 10.3.
Based upon these regularity results, we will verify the assumptions of Chapter 8. In particular,
we will investigate continuity and differentiability properties of the forward operator which allow
to define an adjoint of the derivative of the forward operator.
The results of this section for a real-valued diffusion coefficient κ have been published previously
in [39]. Let us mention that with the results derived in the following or in [39], similar results
can be derived for fluorescence diffuse optical tomography, cf. [38] where similar results for
reduced models in fluorescence diffuse optical tomography have been proven which themselves
do not rely on W 1,p regularity of the solution of the forward problem.
10.1. Setting
In an optical experiment in diffuse optical tomography, we illuminate an object of interest with
a light source g on the boundary. This gives rise to a photon density distribution, and the
resulting complex amplitude of the photon flux is then measured by some detectors on the
boundary of the object. Since in diffuse optical tomography it is assumed that the photon
density depends only weakly on direction [35], a measurement is given in terms of B(Φ), where
B models the characteristics of the detectors, and Φ is the total photon density defined in
Section 2.1. The resulting nonlinear relation between the physical parameters µa and µs is then
described by the following relation
F (κ, µ) = B(Φ),
with complex diffusion coefficient κ = 1/(d(µa + µ′s + ik) and complex absorption coefficient
µ = µa + ik. Here µ′s = (1− θ1)µs is the reduced scattering coefficient; cf. Section 5.3 for details.
From Fick’s law (5.20) and (5.22) we infer the following relation for the outward total photon
flux
J ·n = −κ∂nΦ = ρ(Φ− g).
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Hence, we can define the measurement operator as follows
B :H1(R)→ L2(∂R), Φ 7→ ρ(Φ− g)|∂R, (10.1)
which maps a function Φ ∈ H1(R) to its trace ρ(Φ− g) at the boundary.
The behavior of the total photon density Φ in highly diffusive media is modeled by the diffusion
approximation
−div(κ∇Φ) + µΦ = 0 in R, (10.2)
κ∂nΦ + ρΦ = ρg on ∂R, (10.3)
see (5.21)–(5.22). The coefficient ρ is introduced to handle different refractive indices at the
boundary of the media [96]. Moreover, we will write Φg if the dependence of the solution on the
source g shall be emphasized.
In order to ensure solvability of the boundary value problem (10.2)–(10.3), we assume that the
following assumptions hold.
Assumption 5. (i) The function ρ is uniformly positive and bounded, i.e., there exist positive
constants ρ˜, ρ˜ such that ρ˜ ≤ ρ ≤ ρ˜ on ∂R.
(ii) The function κ ∈ L∞(R) is bounded and the function Re(κ) is uniformly positive and
bounded, and Im(κ) is small, i.e., there exist κ˜, κ˜ > 0 and γ ∈ (0, 1] such that
0 ≤ |Im(κ)| ≤ (1− γ)κ˜ < κ˜ ≤ Re(κ) ≤ |κ| ≤ κ˜ in R.
(iii) The function µ ∈ L∞(R) is bounded and Re(µ) ∈ L∞(R) is non-negative and bounded
from above, i.e., there exists µ˜ such that
0 ≤ Re(µ) ≤ |µ| ≤ µ˜ in R.
Throughout the text, C will denote a generic constant, whose value may depend on the context
but not on other quantities appearing in the same inequality. In particular, C does not depend
on the photon density, the light sources or the actual coefficients except their bounds.
The following result is a special case of Theorem 4.19, which is based on the Lax-Milgram
lemma, cf. Theorem A.26.
Theorem 10.1. Let Assumption 5 hold. Then, for any source g ∈ L2(∂R), the boundary value
problem (10.2)–(10.3) has a unique (complex valued) solution Φ ∈ H1(R) that satisfies
‖Φ‖1,2;R ≤ C‖g‖2;∂R (10.4)
with a constant C depending only on the domain R and the bounds of the coefficients in
Assumption 5.
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Inverse problem: The inverse problem of diffuse optical tomography is to find κ and µ such
that for a given measurement yδ there holds
F (κ, µ) = yδ.
Note, that we could also express the inverse problem in terms of µa and µs via the parametrization
P : (µa, µs) 7→ (κ, µ) = (1/(d(µa + µ′s + ik)), µa + ik).
If µa and µs are chosen appropriately, P is differentiable with Lipschitz continuous derivative and
we could formulate the inverse problem in terms of FP (µa, µs) := F (P (µa, µs) = yδ, cf. Chapter 9
for the handling of FP . For convenience of the reader, we will stay with the parametrization in
terms of κ and µ.
Choice of topologies: Due to Theorem 10.1, the total photon distribution Φ is uniquely
defined if Assumption 5 is satisfied. As pointed out in the previous chapter, because L∞(R) is
not a Hilbert space, we could choose the topology of H2(R) in order to have sufficiently regular
parameters for proving the assumptions of Chapter 8. However, as we will show below, solutions
to (10.2)–(10.3) are in general more regular than solutions to the radiative transfer equation.
Therefore, we can lower the regularity assumptions on the parameters, i.e., we regularize less.
Hence, we can expect better reconstructions, in particular, since the physical parameters can
have strong gradients or even discontinuities.
Therefore, let us define the admissible set as follows
D(F ) := {(κ, µ) ∈ H1(R)×H1(R) : Assumption 5 is satisfied}. (10.5)
Note, that the set of admissible parameters D(F ) is closed and convex, but it has no interior
points, i.e., for any (κ, µ) ∈ D(F ) the ball Kε(κ, µ) := {(κ˜, µ˜) ∈ D(F ) : ‖κ − κ˜‖21,2;R + ‖µ −
µ˜‖21,2;R < ε2} is not completely contained in D(F ) for any ε > 0. Therefore, all results stated
below have to be understood with respect to the relative topology. Let us mention, that we
could require even less regularity on µ, cf. [39].
10.2. Properties of the forward operator
The following results have been published in a slightly more restrictive form in [39]. Here we
extend the results to cover also the case of time-harmonic excitations (k > 0). We investigate in
particular the mapping properties of the forward operator F , i.e., we prove results concerning
continuity and compactness, and we derive certain differentiability properties.
For later reference, let us give the basic properties of the measurement operator, which are a
direct consequence of Theorem B.19, cf. [39, Lemma 2.4].
Lemma 10.2. Let g ∈ L2(∂R) be given and let Assumption 5 hold. Then the observation
operator B :H1(R)→ L2(∂R) is a bounded, compact, affine linear operator.
In the following, we consider in detail the forward operator for a single source g. The extension
to the practically relevant case of finitely many excitations gj , j = 1, . . . , s or to infinitely many
excitations may be done as in Section 9.3.
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10.2.1. Continuity and compactness
The following theorem has been proven in [39, Theorem 3.2].
Theorem 10.3 (Continuity). The operator F :D(F )→ L2(∂R) is continuous in the topology
of H1(R) and L2(∂R).
Proof. (See [39, Theorem 3.2]). Let {(κn, µn)} ⊂ D(F ) be a sequence converging to (κ, µ) in
H1(R)×H1(R). Since the set D(F ) is closed, the limit (κ, µ) ∈ D(F ). Now let Φn and Φ denote
the (weak) solutions of the boundary value problems (10.2)–(10.3) with parameters (κn, µn) and
(κ, µ), respectively. Since by Theorem 10.1, the solutions Φn are uniformly bounded in H1(R),
there exists a weakly convergent subsequence (again denoted by Φn) such that Φn ⇀ ξ weakly
in H1(R) for some ξ ∈ H1(R). By linearity of the equations (10.2), the difference wn := Φn−Φ
satisfies
(κ∇wn,∇v)R + (µwn, v)R + (ρwn, v)∂R (10.6)
= ((κn − κ)∇Φn,∇v)R + ((µn − µ)Φn, v)R =: (∗)
for every v ∈ C∞(R). Using the Cauchy-Schwarz and Hölder inequalities, we obtain the estimate∣∣(∗)∣∣ ≤ ‖κn − κ‖2;R‖∇Φn‖2;R‖∇v‖∞;R + ‖µn − µ‖2;R‖Φn‖2;R‖v‖∞;R. (10.7)
Thus, convergence of κn → κ in H1(R) and µn → µ in H1(R) imply convergence of the
right-hand side of (10.6) to zero. The weak limit w = ξ −Φ then is a solution of the variational
problem
(κ∇w,∇v)R + (µw, v)R + (w, v)R = 0,
and by density of C∞(R) in H1(R) and Theorem 10.1, we obtain w ≡ 0. This shows that
Φn ⇀ Φ weakly in H1(R), and by definition of F and compactness of the observation operator
B, we obtain that F (κn, µn)→ F (κ, µ) strongly in L2(∂R) (for this subsequence). The result
now follows by observing that the same arguments hold for any subsequence of {Φn}, and every
limit satisfies the same variational problem, which has a unique solution.
Note that in view of (10.7), the forward operator F is continuous also with respect to the weaker
topology of L2(R)× L2(R) for the parameter space. Thus, by compactness of the embedding
H1(R) ↪→ L2(R), we directly obtain the following statement [39, Corollary 3.4].
Corollary 10.4 (Compactness). The operator F :D(F )→ L2(∂R) is compact in the topology
of H1(R) and L2(∂R).
In order to apply standard results of regularization theory presented in Chapter 8, we will
require the weak sequential closedness of F , which follows directly from the next theorem [39,
Theorem 3.5 and Corollary 3.6].
Theorem 10.5. The operator F :D(F ) → L2(∂R) is strongly continuous with respect to the
topologies of H1(R) and L2(∂R), i.e., if (κn, µn) ⇀ (κ, µ) weakly in H1(R)×H1(R) then
F (κn, µn)→ F (κ, µ) strongly in L2(∂R).
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Proof. Since D(F ) is closed and convex, it is weakly closed by Lemma A.15, and consequently
the weak limit (κ, µ) ∈ D(F ). Due to the compact embedding of H1(R) ↪→ L2(R), we have
κn → κ (strongly) in L2(R) and µn → µ (strongly) in L2(R). Since F is also continuous in the
topology of L2(R), cf. (10.7), it follows that F (κn, µn) → F (κ, µ) strongly in L2(∂R). Since
these arguments hold for any subsequence of {κn, µn} the assertion follows.
Corollary 10.6 (Weak closedness). The operator F :D(F )→ L2(∂R) is (sequentially) closed
with respect to the weak topologies of H1(R) and L2(∂R), i.e., if (κn, µn) ⇀ (κ, µ) weakly in
H1(R)×H1(R), then (κ, µ) ∈ D(F ) and F (κn, µn) ⇀ F (κ, µ) weakly in L2(∂R).
10.2.2. Hölder and Lipschitz continuity
In the following, we derive Hölder and Lipschitz continuity results for the forward operator. For
proving these properties, we require some additional regularity of solutions to the governing
boundary value problem (10.2)–(10.3), namely we require ∇Φ ∈ Lp(R) for p = 3.
The basis for our results is a theorem due to Meyers [82], which states that the (weak) solution
of the problem
div(κ∇u) = div(f) + h in R,
lies in W 1,p(R) whenever f ∈ Lp(R,Rd) and h ∈ Lq(R), q′ = (p′)◦ for some p > 2 depending
on the domain R and the bounds for the parameter κ, where for 1 < p <∞, we have used the
indices p¯ := ((p′)∗)′, pˆ := ((p′)◦)′ with
(i) p′ := pp−1 is the dual index,
(ii) p∗ := p/(d− p) for p < d and p∗ ∈ (1,∞) otherwise,
(iii) p◦ := (d− 1)p/(d− p) for p < d and p◦ ∈ (1,∞) otherwise.
The indices are defined such that the following embeddings are continuous, cf. Theorem B.19:
W 1,p(R) ↪→ Lp∗(R) and W 1,p(R) ↪→ Lp◦(∂R).
Remark 10.7. The indices p¯, pˆ arise from Hölder’s inequality and embedding theorems. For
dimension d = 2 and p > 2 we have p¯ = 2p/(2 + p) and pˆ = p/2. Similarly, for d = 3 and
p > 3/2 there holds p¯ = 3p/(3 + p) and pˆ = 2p/3. If d = 2 and p ≤ 2, or d = 3 and p ≤ 3/2,
then p¯, pˆ can be chosen to be any number in (1,∞).
The following result is proven in detail in Section 10.3; cf. also [39, Theorem 3.8].
Theorem 10.8. Let κ and µ satisfy Assumption 5. Then there exists a constant p0 > 2
depending only on the domain and the bounds for the coefficients, such that the solution u of
the variational problem
(κ∇u,∇v)R + (µu, v)R + (ρu, v)∂R = (f,∇v)R + (h, v)R + (ρg, v)∂R (10.8)
for all v ∈ C∞(R), lies in W 1,p(R) whenever f ∈ Lp(R,Rd), h ∈ Lp¯(R), and g ∈ Lpˆ(∂R) for
some p′0 ≤ p ≤ p0. Moreover, there holds the a-priori estimate
‖u‖1,p;R ≤ C
(‖f‖p;R + ‖h‖p¯;R + ‖g‖pˆ;∂R)
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with a constant C that depends only on R and the bounds for the coefficients. If the domain R
has a smooth boundary, and if κ˜/κ˜ approaches one, then the maximal p0 such that the statementof the theorem holds, tends to infinity.
By Theorem 10.8, we obtain that a solution to the diffusion approximation has gradients in
some Lp(R) [39, Corollary 3.10].
Corollary 10.9. Let κ and µ satisfy Assumption 5, and let Φ denote the solution of (10.2)–
(10.3) for some g ∈ L2(∂R). Then Φ ∈W 1,p(R) for some p > 2, and there holds the uniform
bound ‖Φ‖1,p;R ≤ C‖g‖2;∂R with a constant C depending only on the domain and the bounds
for the coefficients. If ∂R is smooth and κ˜/κ˜ is sufficiently close to one, then the estimate holdsin particular for every 3/2 ≤ p ≤ 3.
Proof. The assumption g ∈ L2(∂R) implies the condition pˆ ≤ 2, which in view of Remark 10.7
yields the restriction p ≤ 3 for d = 2, 3 space dimensions; the lower bound arises from duality
arguments. The result then follows from Theorem 10.8 and Remark 10.7. Note that the bounds
on p could be relaxed, if g is assumed to be more regular.
Using these a-priori results on regularity of solutions Φ, we can specify the continuous dependence
of the solution Φ on the parameters κ and µ more precisely [39, Theorem 3.11].
Theorem 10.10. Let κ and µ satisfy Assumption 5, and let Φ and Φ˜ denote the solutions of
(10.2)–(10.3) with g ∈ L2(∂R) for parameters (κ, µ) and (κ˜, µ˜), respectively. Then
‖Φ˜− Φ‖1,2;R ≤ C
(‖κ˜− κ‖η1,2;R + ‖µ˜− µ‖1,2;R)‖g‖2;∂R,
with a constant C depending only on the bounds of the parameters and the domain. The Hölder
index is given by η = min{(3p− 6)/p, 1} with p from Theorem 10.8.
Proof. (See [39, Theorem 3.11]). Let us define κˆ := κ˜− κ and µˆ := µ˜− µ. Then w := Φ˜− Φ
satisfies
(κ∇w,∇v)R + (µw, v)R + (ρw, v)∂R = −(κˆ∇Φ˜,∇v)R − (µˆ Φ˜, v)R
for all v ∈ H1(R). By continuous embedding of H1(R) ↪→ L6(R) (in d = 2, 3 space dimensions)
and noting that ‖Φ˜‖1,p;R ≤ C‖g‖2;∂R for some p > 2 by Corollary 10.9, we obtain by Hölder’s
inequality
‖κˆ∇Φ˜‖2;R ≤ ‖κˆ‖2p/(p−2);R‖Φ˜‖1,p;R and ‖µˆ Φ˜‖6/5;R ≤ ‖µˆ‖1,2;R‖Φ˜‖1,2;R.
If p = 3, then ‖κˆ‖2p/(p−2);R = ‖κˆ‖6;R ≤ C‖κˆ‖1,2;R, and the results follows with η = 1. For
2 ≤ p ≤ 3, we obtain by Lemma B.6
‖κˆ‖2p/(p−2);R ≤ C ′κ˜
6−2p
p ‖κˆ‖
3p−6
p
6;R ≤ C‖κˆ‖
3p−6
p
1,2;R,
which yields the result with η = 3(p− 2)/p. Note that for p→ 3 the index η tends to one, and
η → 0 for p tending to 2.
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Theorem 10.11 (Hölder and Lipschitz continuity). Let the assumptions of Theorem 10.10
hold. Then the forward operator F :D(F )→ L2(∂R) is Hölder continuous with respect to the
topologies of H1(R) and L2(∂R) with Hölder index η = min{(3p− 6)/p, 1}.
Moreover, if either d = 2, or if d = 3 and additionally R is smooth and κ˜/κ˜ is sufficiently closeto one, then F is Lipschitz continuous with respect to the topologies of H1(R) and L2(∂R).
Proof. (See [39, Corollary 3.13]). For space dimension d = 2, we have H1(R) ↪→ Lr(R) for all
1 < r <∞, which allows us to estimate ‖κˆ‖2p/(p−2);R ≤ C‖κˆ‖1,2;R, and the result follows along
the lines of the proof of Theorem 10.10. The Lipschitz continuity for d = 3 follows directly from
Theorem 10.10, and the mapping properties of the observation operator B.
10.2.3. Results on differentiability
In view of Theorem 10.11, we assume in the following that d = 2, or that d = 3 and additionally
∂R is at least C1,1 and κ˜/κ˜ is sufficiently close to one, such that the forward operator is Lipschitzcontinuous. Under these conditions the forward operator possesses directional derivatives [39,
Theorem 3.14].
Theorem 10.12 (Differentiability). Let g ∈ L2(∂R) be given, and let (κ, µ) ∈ D(F ) and
κˆ, µˆ ∈ H1(R) such that (κ + tκˆ, µ + tµˆ) ∈ D(F ) for all 0 ≤ t  1. Then the derivative of F
at (κ, µ) in direction (κˆ, µˆ) is given by F ′(κ, µ)[κˆ, µˆ] = ρw|∂R, where w solves the sensitivity
problem
(κ∇w,∇v)R + (µw, v)R + (ρw, v)∂R = −(κˆ∇Φ,∇v)R − (µˆΦ, v)R (10.9)
for all v ∈ H1(R), and Φ denotes the solution of (10.2)–(10.3). Moreover, there holds the
uniform estimate
‖F ′(κ, µ)[δκ, δµ]‖2;∂R ≤ C
(‖κˆ‖1,2;R + ‖µˆ‖1,2;R)‖g‖2;∂R (10.10)
with a constant C depending only on R and the bounds of the coefficients.
Proof. Let Φ and Φt denote the solutions of the boundary value problem (10.2)–(10.3) with
parameters (κ, µ) and (κ+ tκˆ, µ+ tµˆ), respectively. The difference quotient wt := (Φt − Φ)/t
satisfies the following variational problem
(κ∇wt,∇v)R + (µwt, v)R + (ρwt, v)∂R = −(κˆ∇Φt,∇v)R − (µˆΦt, v)R
for all v ∈ H1(R). Since κ+ tκˆ and µ+ tµˆ are bounded, also κˆ and µˆ are bounded. Moreover,
by (10.4) ‖Φt‖1,2;R ≤ C‖g‖2;∂R. Thus, by Theorem 10.8, ‖wt‖1,2;R is uniformly bounded with
respect to t, and we can extract a weakly convergent subsequence such that wt ⇀ w in H1(R)
as t→ 0. Since, by Theorem 10.3, we have that Φt → Φ in H1(R) as t→ 0, it follows that the
weak limit w is the (unique) solution of the variational problem (10.9). By Corollary 10.9 and
continuity of the embedding H1(R) ↪→ L6(R) for d ∈ {2, 3}, we can estimate the right-hand
side of (10.9) as follows
‖κˆ∇Φ‖2;R ≤ ‖κˆ‖6;R‖Φ‖1,3;R ≤ C‖κˆ‖1,2;R‖g‖2;∂R,
‖µˆΦ‖6/5;R ≤ ‖µˆ‖1,2;R‖Φ‖1,2;R ≤ C‖µˆ‖1,2;R‖g‖2;∂R.
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Using the a-priori bound from Theorem 10.8, we thus obtain that
‖w‖1,2;R ≤ C
(‖κˆ‖1,2;R + ‖µˆ‖1,2;R)‖g‖2;∂R. (10.11)
Application of the compact measurement operator yields (at least for another subsequence) that
B0wt → B0w (strongly) in L2(∂R) and
‖ρw‖2;∂R ≤ C
(‖κˆ‖1,2;R + ‖µˆ‖1,2;R)‖g‖2;∂R.
Applying the previous arguments to any subsequence of {wt}, and using unique solvability of
(10.9), yields the assertion.
Since under the assumptions of Theorem 10.12, Φ ∈ W 1,3(R), and hence κˆ∇Φ ∈ L2(R) for
any κˆ ∈ H1(R), the sensitivity equation (10.9) makes sense for all κˆ, µˆ ∈ H1(R). Thus,
the directional derivatives defined in Theorem 10.12 extend to a bounded linear operator
F˜ ′(κ, µ) ∈ L(H1(R) × H1(R) → L2(∂R)). If we use the forward operator FP defined in
Section 10.1, which parametrized the inverse problem by real-valued functions µa and µs, we
have to use the complex extension of F ′P (µa, µs) introduced in Section 8.2.
For the proof of a-priori estimates on the regularized solution of the Tikhonov functional as
well as for the iterates constructed by iterative regularization methods, we will utilize that the
derivative operator is Lipschitz continuous.
Theorem 10.13. Assume that ∂R is smooth, and that either d = 2, or d = 3 and κ˜/κ˜is sufficiently close to one such that Theorem 10.8 holds with p0 = 3. Then the derivative
F˜ ′ :D(F )→ L(H1(R)×H1(R), L2(∂R)) is Lipschitz continuous with Lipschitz constant CL =
C‖g‖2;∂R, i.e.,
‖F˜ ′(κ, µ)− F˜ ′(κ˜, µ˜)‖L(H1(R)×H1(R),L2(∂R)) ≤ C‖g‖2;∂R(‖κ− κ˜‖1,2;R + ‖µ− µ˜‖1,2;R)
for all (κ, µ), (κ˜, µ˜) ∈ D(F ).
Proof. Let w and w˜ denote the solutions of (10.9) in direction (κˆ, µˆ) ∈ H1(R)×H1(R) with
parameters (κ˜, µ˜) and (κ, µ), respectively. Then the function z := w− w˜ satisfies the variational
problem
(κ∇z,∇v)R + (µz, v)R + (ρz, v)∂R
= −(κˆ∇(Φ− Φ˜),∇v)R − (µˆ (Φ− Φ˜), v)R − ((κ− κ˜)∇w˜,∇v)R − ((µ− µ˜) w˜, v)R
for all v ∈ H1(R). The terms (κˆ∇(Φ − Φ˜),∇v)R and (µˆ(Φ − Φ˜), v)R can be handled with
Hölder’s inequality as follows
‖µˆ(Φ− Φ˜)‖3/2;R ≤ ‖µˆ‖2;R‖Φ˜− Φ‖1,2;R,
‖κˆ∇(Φ˜− Φ)‖3/2;R ≤ ‖κˆ‖6;R‖Φ˜− Φ‖1,2;R.
Another application of Hölder’s inequality together with (10.11) yields that
‖(κ− κ˜)∇w˜‖3/2;R ≤ ‖κ− κ˜‖6;R‖w˜‖1,2;R ≤ C‖κ− κ˜‖6;R
(‖κˆ‖1,2;R + ‖µˆ‖1,2;R)‖g‖2;∂R.
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In the same manner, there holds
‖(µ− µ˜)w˜‖3/2;R ≤ C‖µ− µ˜‖1,2;R
(‖κˆ‖1,2;R + ‖µˆ‖1,2;R)‖g‖2;∂R.
Thus, by Theorem 10.8 with p = 3/2, we obtain that z ∈W 1,3/2(R), and the result follows by
continuity of the trace mapping W 1,3/2(R) ↪→ L2(∂R) in d = 2, 3 dimensions and the definition
of the norm in L(H1(R)×H1(R), L2(∂R)).
A careful inspection of the previous proofs reveals, that the topology of H1(R) provides the
minimal regularity for the parameter κ in order to obtain the Lipschitz continuity of the
derivative.
10.2.4. Adjoint of the derivative
If the solution of (10.2)–(10.3) is regular enough, the following representation of the adjoint
operator F˜ ′(κ, µ)∗ of F˜ ′(κ, µ) can be derived with standard argument.
Theorem 10.14 (Adjoint problem). Let (κ, µ) ∈ D(F ) such that the hypothesis of Theo-
rem 10.13 holds true. Then the adjoint of the operator F˜ ′(κ, µ) defined in Theorem 10.12 is
given by
F˜ ′(κ, µ)∗ :L2(∂R)→ H1(R)×H1(R), r 7→ (δκ, δµ),
where δκ ∈ H1(R) and δµ ∈ H1(R) are defined as the solutions of the following boundary value
problems
−∆δκ+ δκ = −∇Φ∇Ψ in R,
∂nδκ = 0 on ∂R,
and
−∆δµ+ δµ = −ΦΨ in R,
∂nδµ = 0 on ∂R.
Here, Φ denotes the solution of the forward problem (10.2)–(10.3), and Ψ is the solution of the
adjoint problem
−div(κ∇Ψ) + µΨ = 0 in R, (10.12)
κ∂nΨ + ρΨ = ρr on ∂R. (10.13)
In particular
(F˜ ′(κ, µ)[κˆ, µˆ], r)∂R = ((κˆ, µˆ), F˜ ′(κ, µ)∗r)H1(R)×H1(R) (10.14)
for all (κˆ, µˆ) ∈ H1(R)×H1(R).
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Proof. By definition of F˜ ′(κ, µ)[κˆ, µˆ] we obtain that
(F˜ ′(κ, µ)∗r, (κˆ, µˆ))H1(R)×H1(R) = (r, F˜ ′(κ, µ)[κˆ, µˆ])∂R = (r, ρw)∂R.
Moreover, by definition of the adjoint problem there holds
(ρr, w)∂R = (κ∇Ψ,∇w)R + (µΨ, w)R + (ρΨ, w)∂R
= (κ∇w,∇Ψ)R + (µw,Ψ)R + (ρw,Ψ)∂R =: (∗).
Since w is a solution of the sensitivity problem (10.9), we obtain that
(∗) = −(∇Ψ, κˆ∇Φ)R − (Ψ, µˆΦ)R.
Hence, there holds
(F˜ ′(κ, µ)∗r, (κˆ, µˆ))H1(R)×H1(R) = −(∇Φ∇Ψ, κˆ)R − (ΦΨ, µˆ)R
= (δκ, κˆ)H1(R) + (δµ, µˆ)H1(R).
Summarizing, all results of Chapter 8 are applicable.
10.3. A refined regularity result
In the following, we will prove Theorem 10.8. For the case Im(κ) = 0 see [39]; the case Im(κ) 6= 0
can then be treated by simple perturbation arguments.
Let us start with a proof of Theorem 10.8 for the special case p0 = 2, and let us postpone the
case p0 > 2 to the end of this section.
Theorem 10.15. Let R ⊂ Rd, d ≥ 2 be a Lipschitz domain, and let Assumption 5 hold. Then
for every f ∈ L2(R,Rd), h ∈ L2¯(R), and g ∈ L2ˆ(∂R), the problem (10.8) of Theorem 10.8 has
a unique solution u ∈W 1,2(R) that satisfies
‖u‖1,2;R ≤ C
(‖f‖2;R + ‖h‖2¯;R + ‖g‖2ˆ;∂R)
with a constant C only depending on the domain R and the bounds for the coefficients in
Assumption 5.
Proof. By Hölder’s inequality, we have that
|(f,∇v)R + (h, v)R + (g, v)∂R|
≤ ‖f‖2;R‖v‖1,2;R + ‖h‖(2∗)′;R‖v‖2∗;R + ‖g‖(2◦)′;∂R‖v‖2◦;∂R,
and application of embedding theorems (cf. Theorem B.19), shows that the right hand side
of (10.8) defines a bounded semilinear functional on H1(R). The result then follows from the
Lax-Milgram lemma, cf. Theorem A.26.
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In order to generalize this theorem to the case p0 > 2, we need the following basic results,
which are a generalization of W 1,p-regularity results for Dirichlet problems [82, 98] to Neumann
boundary conditions.
Theorem 10.16. Let R ⊂ Rd, d ≥ 2 denote a domain with ∂R ∈ C1,1. Then for every
f ∈ Lp(R,Rd) and h ∈ Lp¯(R), the problem
(∇u,∇v)R + (u, v)R = (f,∇v)R + (h, v)R for all v ∈ C∞(R) (10.15)
has a unique solution u ∈W 1,p(R) that satisfies
‖u‖1,p;R ≤ C(‖f‖p;R + ‖h‖p¯;R) (10.16)
with a constant C = C(p,R) which is independent of the data f and h.
Proof. According to [94, Theorem 3.1] there exists a constant C = C(p,R) such that
‖u‖1,p;R ≤ C(‖∆u‖′−1,p;R + ‖u‖0,p;R)
for all functions u ∈ C∞(R). Here ‖ · ‖′−1,p;R denotes the norm of the anti-dual space
W˜−1,p(R) := (W 1,p′(R))′
of semilinear functionals on W 1,p′(R). The result then follows by continuous embedding of
Sobolev spaces, cf. Theorem B.19, and W 2,p-regularity of solutions of the Neumann problem
[51, Proposition 2.5.2.3].
The following results are derived with the arguments of [52], where nonlinear mixed boundary
value problems were considered. In order to keep track of the assumptions and constants, we
carry out the derivation in detail for our linear problem.
Due to Theorem 10.16, the mapping J :W 1,p(R)→ W˜−1,p(R) defined by
〈Ju, v〉 := (∇u,∇v)R + (u, v)R for v ∈W 1,p′(R)
is an isomorphism, and the norm of its inverse is given by
Mp := sup{‖u‖1,p;R : u ∈W 1,p(R), ‖Ju‖′−1,p ≤ 1}.
Note, that by the Riesz representation theorem M2 = 1. The linear mapping
L :W 1,p(R)→ Yp := Lp(R,Rd+1), u 7→ (u,∇u)
is continuous with norm one. By identifying Yp with its dual, the adjoint L∗ maps Yp continuously
into W˜−1,p(R). Thus, there holds J = L∗L. For c :=
√
κ˜κ˜ let us define
A :W 1,p(R)→ W˜−1,p(R)
〈Au, v〉 :=
∫
R
κ∇u∇v + cuv dr for v ∈W 1,p′(R).
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Theorem 10.17. Let ∂R ∈ C1,1. If lγ := 1 − γ(κ˜/κ˜)2 < 1/Mp for some γ ∈ (0, 1] with|Im(κ)| ≤ (1− γ)κ˜, then A is an isomorphism between W 1,p(R) and W˜−1,p(R). In particular,for every semilinear functional ` ∈ W˜−1,p(R), the variational problem
〈Au, v〉 = 〈`, v〉 for all v ∈W 1,p′(R)
has a unique solution u ∈ W 1,p(R) that satisfies ‖u‖1,p;R ≤ C‖`‖′−1,p;R with constant C
depending only on R, p, and the bounds on the coefficients.
Proof. (i) Im(κ) = 0. Compare to the proof of [52, Theorem 1]. For t := κ˜/κ˜2 it is
0 ≤ 1− ct = 1− (κ˜/κ˜)3/2 ≤ l1
as well as
0 ≤ 1− tκ = 1− κ˜κ
κ˜2
≤ l1,
and hence the operator
T :Yp → Yp, y = (y0, y′) 7→ y − t(cy0, κy′)
is Lipschitz continuous with constant l1 < 1/Mp. Moreover, there holds L∗TL = J − tA. The
mapping Q` : W 1,p(R)→W 1,p(R) defined by
Q`u := J−1(L∗TLu+ t`) = u− tJ−1(Au− `)
satisfies
‖Q`u1 −Q`u2‖1,p;R ≤Mpl1‖u1 − u2‖1,p;R;
i.e., Q` is Lipschitz continuous with Lipschitz constant l1Mp < 1 (independent of `). The result
then follows by Banach’s fixed point theorem.
(ii) |Im(κ)| ≤ (1− γ)κ˜. For u ∈W 1,p(R), let us define the semilinear functional `u ∈ W˜−1,p(R)by
`u(v) := −i(Im(κ)∇u,∇v)R,
which is bounded by ‖Im(κ)‖∞;R‖u‖1,p;R. Thus, there holds
‖Q`+`u1u1 −Q`+`u2u2‖1,p;R ≤Mp‖L∗TL(u1 − u2) + t`u1−u2‖′−1,p;R
≤Mp(l1 + t‖Im(κ)‖∞;R)‖u1 − u2‖1,p;R.
By assumption, we obtain that
l1 + t‖Im(κ)‖∞;R = 1− κ˜2/κ˜2 + κ˜‖Im(κ)‖∞;R/κ˜2
≤ 1− γκ˜2/κ˜2 = lγ < 1/Mp.
Thus, the operator Q`+`u is a contraction and possesses a unique fixed point u ∈W 1,p(R).
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(iii) The estimate is obtained by using the fixed point property of u as follows
‖u‖1,p;R = ‖Q`+`uu‖1,p;R = ‖J−1(L∗TLu+ t`u + t`)‖1,p;R
≤Mplγ‖u‖1,p;R +Mpt‖`‖′−1,p;R.
This implies the following estimate
‖u‖1,p;R ≤ Mpt1− lγMp ‖`‖
′
−1,p;R.
Proof of Theorem 10.8: The variational problem of Theorem 10.8 can be written as
(κ∇u,∇v)R + c(u, v)R = ((c− µ)u, v)R − (ρu, v)∂R
+ (f,∇v)R + (h, v)R + (ρg, v)∂R =: 〈`, v〉,
where c :=
√
κ˜κ˜ is defined as above. Let us consider the case 2 ≤ p ≤ 3 first (which is therelevant case for the analysis of Section 10.2), and assume that the conditions of Theorem 10.17
hold. It remains to show that ` is a bounded semilinear functional on W 1,p′(R) that can be
estimated appropriately. By Hölder’s inequality and embedding theorems (cf. Theorem B.19),
we obtain that
|〈`, v〉| ≤ C ′(‖u‖6;R + ‖u‖4;∂R + ‖f‖p;R + ‖h‖p¯;R + ‖g‖pˆ;∂R)‖v‖1,p′;R
≤ C(‖f‖p;R + ‖h‖p¯;R + ‖g‖pˆ;∂R)‖v‖1,p′;R,
where the last inequality follows from Theorem 10.15. The result then follows from Theorem 10.17.
Having established this higher regularity of solutions u, the case p > 3 can be treated by a
boot-strapping argument. The case p ≤ 2 follows with the standard duality arguments. Thus
for smooth domains, and κ˜/κ˜ sufficiently close to 1, Theorem 10.8 holds for any p0 <∞.
10.4. Additional results and remarks
Measurement setup: Generalizations of the previous results with regard to finitely many
measurements, finitely many source, or infinitely many sources can be done in the same way
as in Section 9.3, where these generalizations have been discussed for the radiative transfer
equation as governing equation.
Uniqueness: One can show that under additional assumptions on the parameters, the inverse
problem of diffuse optical tomography has a unique solution, if measurements are taken for
infinitely many excitations, i.e., if the full Robin-to-Neumann map is measured. For results in
this direction see [6, 50, 55]. In case of one single or finitely many excitations, uniqueness cannot
be expected. One then searches for a (κ∗, µ∗)-minimum-norm solution (κ†, µ†), cf. Definition 8.1.
Under additional assumption (cf. Theorem 8.7), this generalized solution can be shown to be
locally unique [42].
107
10. Inverse problem and diffusion approximation
An example for ill-posedness: The following example clarifies the connection between com-
pactness of F and local ill-posedness of the inverse problem.
Let R := [−pi, pi]× [−pi, pi] ⊂ R2. Let (κ, µ) ∈ D(F ) with κ˜ ≤ κ− δ ≤ κ+ δ ≤ κ˜ for some δ > 0.We define
κn := κ+
δ
n
sin (nx) cos (ny)
for n ∈ N. Obviously (κn, µ) ∈ D(F ). Moreover,
‖κn − κ‖22;R =
∫
[−pi,pi]
∫
[−pi,pi]
δ2
n2
sin2 (nx) cos2 (ny) dy dx = δ
2pi2
n2
→ 0
as n→∞, and
‖∇κn −∇κ‖22;R = δ2
∫
[−pi,pi]
∫
[−pi,pi]
cos2(nx) cos2(ny) + sin2(nx) sin2(ny) dy dx = 2pi2δ2.
This shows, first, that κn 9 κ in H1(Ω), and second, that κn is uniformly bounded in H1(R).
Thus, there exists a subsequence of {κn} such that κn ⇀ κ in H1(R). Since F is compact (in
fact F has been shown to be continuous with respect to the L2(R) topology), F (κn, µ)→ F (κ, µ)
as n→∞. Hence, the inverse problem (8.1) cannot be stably inverted.
The gap between P1 and P3: As we have seen, the diffusion approximation is an elliptic
equation with respect to theH1(R)-norm (say for k small). However, it is not longer true that the
higher order even-parity equation is elliptic with respect to the H1(R)M -norm where M denotes
the number of even moments. Consider for example the two-dimensional P3 approximation. By
(5.16) the second order differential operator
A′A =
2D1D2 D2D2 D1D1D1D1 2D2D2 0
D2D2 0 2D1D2

is represented by the matrix
1
4

2 0 1 −i 1 i
0 2 −i −1 i −1
1 i 2 0 0 0
i −1 0 2 0 0
1 −i 0 0 2 0
−i −1 0 0 0 2

which has eigenvalues (0, 0, 12 ,
1
2 , 1, 1). Thus the even-parity equation is not elliptic in the
(H1(R))3-norm. In particular, we cannot infer that the even moments are elements of H1(R).
Hence, the regularity results of Section 10.3 cannot be generalized easily to the PN equations,
N > 1.
For regularity of moments let us refer to the book [4] where regularity results in terms of Besov
spaces are given, see also [49, 32] for regularity of angularly averaged solutions of transport
equations.
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In this chapter, we will introduce the discrete inverse problem of optical tomography. Therefore,
using the notation of Section 5.4, we will define discrete versions of the forward operator, the
derivative of the forward operator and its adjoint, cf. (9.1), Theorem 9.7 and Theorem 9.9.
We will show that in our case it makes no difference, whether we first discretize and then
optimize, or the other way round. In Section 11.2 we will introduce the discretized Tikhonov
functional and discrete iterative minimization algorithms, cf. Chapter 8. Additionally, we give
some remarks on discrete source conditions and the noise level for the discrete operators. The
aspects discussed in this chapter have previously been published for the diffusion approximation
as forward model in [41].
11.1. Discrete forward problem
In Chapter 5 we discussed the discretization of the PN approximation with finite elements. In
order to respect the different properties of the even and odd components of a function in the
space W of mixed regularity, we introduced the approximation spaces Xh1 of piecewise linear,
continuous finite elements, and Xh0 of piecewise constant functions. The p-dimensional space Xh1
and the t-dimensional space Xh0 were spanned by the following basis functions
{ϕi | i = 1, . . . ,p} ⊂ Xh1 and {χi | i = 1, . . . , t} ⊂ Xh0 .
This led to a system of Np linear equations for the coefficients φ+h,N of the even part φ
+
h,N of the
solution to Problem 5, see (11.1) below.
In regard to the numerical solution of the inverse problem of optical tomography, we aim at the
reconstruction of discrete approximations of the absorption coefficient µa and the scattering
coefficient µs, i.e., we assume that µa and µs are elements of finite dimensional subspaces Xa,h
and Xs,h of Hilbert spaces Xa and Xs, respectively. We then denote by µa and µs the coefficient
vectors of µa and µs in a (fixed) basis of Xa,h and Xs,h, respectively. Generally, the subindex h
denotes a function of a finite dimensional approximation space, and the same symbol in bold
notation denotes the coefficient vector (or matrix) in the basis of this approximation space.
Moreover, let Xa and Xs denote the Gram matrices for the chosen basis representing the inner
products of Xa,h and Xs,h, respectively, for instance
(µs,1, µs,2)Xs = µ>s,1Xsµs,2 for µs,1, µs,2 ∈ Xs,h.
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For simplicity we choose Xh1 = Xa,h = Xs,h in the following.
Discrete observation operator and discrete forward operator: In our experiments we will
utilize s boundary sources gh,i, i = 1, . . . , s. Let us denote by g+h the matrix with s columns
containing the basis coefficients gh,i which correspond to the even Fourier coefficients. Moreover,
let g−h be defined accordingly; cf. Section 5.5 for more details about the notation. In particular,
the discrete even-parity system (5.29) for s sources is given by the following matrix equation(
A′h(C−h )
−1Ah +C+h +R
+
h
)
φ+h,N = R
+
h g
+
h +R
−
h g
−
h , (11.1)
where A′h = Ah
>. Note that φ+h,N is a matrix of dimension Np× s. In the following, we will
write C±h (µa,µs, k), if we want to emphasize the dependence of the arguments. Moreover, we
use the notation C±h (µa,µs) := C
±
h (µa,µs, 0).
In the following, let us consider the discretization of the measurement operator. If the linear
functionals ηj ∈ L2(∂R)′, j = 1, . . . , d, model the characteristics of the detectors, each measure-
ment is given by the expression ηj(J ·n), where J ·n is the outward directed total photon flux, cf.
Section 4.4. Furthermore, let us denote by ηj the row vectors of dimension 1×Np with entries
ηj,i,n := ηj(ϕiδ0,n) 1 ≤ i ≤ p, 0 ≤ |n| < N, n even.
By ηh we then denote the matrix of dimension d×Np with rows consisting of ηj .
In view of (5.27), we can represent J ·n as follows
(J ·n)(r) =
∫
S
φ+|n·s|ds+ 12
∫
S
g−n·s ds− 12
∫
S
g+|n·s|ds.
Hence, the linear part of the discrete observation operator is given by the following matrix of
dimension d×Np
Bh = ηhR+h .
A particular measurement is then given by
Bhφ
+
h,N +
1
2ηhR
−
h g
−
h −
1
2Bhg
+
h ,
which yields the following discretization of the forward operator
Fh(µa,µs) := Bhφ+h,N +
1
2ηhR
−
h g
−
h −
1
2Bhg
+
h ,
where φ+h,N is the matrix of solutions of (11.1) with source matrix gh.
Sensitivity equation: The matrix representation of the discretized sensitivity equation intro-
duced in Theorem 9.7 is given by(
A′h(C−h )
−1Ah +C+h +R
+
h
)
ζ+h,N =
A′hC
−
h (µˆa, µˆs)C
−
h (µa,µs, k)
−2Ahφ+h,N −C+h (µˆa, µˆs)φ+h,N (11.2)
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for directions µˆa ∈ Xa,h and µˆs ∈ Xs,h. This yields the following matrix representation of the
discretized derivative of the forward operator
F ′h(µa,µs) :Rp × Rp → Cd×s, (µˆa, µˆs) 7→ Bhζ+h,N.
Note that the matrices C+h and C
−
h depend linearly on µa and µs and hence the discretization
of the sensitivity equation (9.5) and the sensitivity equation for (11.1) coincide.
Adjoint equation: The matrix representation of the discretization of the adjoint equation
introduced in Theorem 9.9 is given by(
A′h(C−h )
−1Ah +C+h +R
+
h
)′
ξ+h,N = B
′
hY r, (11.3)
where r ∈ Cd×s is an element of the discrete measurement space, and Y is the Gram matrix of
the inner product for the measurement space Cd. For the standard euclidean inner product on
Cd the matrix Y just equals the identity matrix. Also, ξ+h,N is a matrix of dimension Np× s.
Before stating the discretization of the adjoint of F ′(µa, µs) note that in general products of
finite element functions are not elements of the finite element space anymore. Let us define the
following two matrices
K(u)i,j :=
∫
R
uϕiϕj dr ∈ Cp×p,
L(v)i,j :=
∫
R
vϕiχj dr ∈ Cp×t,
where u = ∑pi=1 uiϕi and v = ∑ti=1 viχi. Moreover, let us define
P+ : CNp × CNp → Cp, (φ,ψ) 7→K(1)−1
N∑
n=1
K(φn)ψn,
where φn,ψn ∈ Cp; P+ basically maps the product of piecewise linear functions to a piecewise
linear function. In order to map products of piecewise constant functions to piecewise linear
functions, let us furthermore define
P− : C(N+1)t × C(N+1)t → Cp, (φ,ψ) 7→K(1)−1
N+1∑
n=1
L(φn)ψn,
where φn,ψn ∈ Ct. Then, the coefficient vectors of the discretization of δµa and δµs defined in
Theorem 9.9 are given by
δµa =
s∑
i=1
X−1a
(
P−
(
Ahξ
+
h,N,i, (C
−
k )−2Ahφ+h,N,i
)− P+(ξ+h,N,i, φ+h,N,i)), (11.4)
and
δµs =
s∑
i=1
X−1s
(
P−
(
Ahξ
+
h,N,i, C
−
h (0,1)(C
−
k )−2Ahφ+h,N,i
)
− P+(ξ+h,N,i, C+h (0,1)φ+h,N,i)). (11.5)
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Hence, we can define the representation of the discrete adjoint of F˜ ′(µa, µs) as follows
F˜ ′h(µa,µs)∗ :Cd×s → Cp × Cp, r 7→ (δµa, δµs).
By construction, the discrete adjoint F˜ ′h(µa, µs)∗ coincides with the discretization (F˜ ′(µa, µs)∗)h
of the adjoint of the derivative operator, i.e., in matrix representation there holds
(F˜ ′h(µa,µs)∗r, [µˆa, µˆs])Xa×Xs = (r, F˜ ′h(µa,µs)[µˆa, µˆs])Cd×s . (11.6)
11.2. Discrete Tikhonov functional and discrete iterative algorithms
Discrete Tikhonov functional: In view of (8.2), the discrete Tikhonov functional is defined by
Jα(µa,µs) =
1
2‖Fh(µa,µs)− y
δ‖2Y +
α
2
(
‖µa − µ∗a‖2Xa + ‖µs − µ∗s‖2Xs
)
.
Gradient of the discrete Tikhonov functional: The gradient of the discrete Tikhonov func-
tional, which is needed for the methods discussed in Section 8.3, is given in matrix representation
as
∇Jα(µa,µs) =
(
Re(δµa),Re(δµs)
)
+ α
(
µa − µ∗a,µs − µ∗s
)
= Re
(
F˜ ′h(µa,µs)∗
(
Fh(µa,µs)− yδ
))
+ α(µa − µ∗a,µs − µ∗s) ∈ Rp × Rp,
where δµa and δµs are as in (11.4)–(11.5); cf. Theorem 8.6. The gradient of the Tikhonov
functional defined in this way is exactly the gradient of the discrete Tikhonov functional.
Discrete iteration scheme: Using the discrete gradient of the Tikhonov functional, the discrete
counterparts of the iterative algorithms introduced in Section 8.3 are given by the following
iteration
(µa,n+1,µs,n+1) = PD(F )
(
(µa,n,µs,n)− λnC−1n ∇Jαn(µa,n,µs,n)
)
, n ≥ 0.
Here, the choice
Cn = I2p
yields the projected gradient method, whereas the alternative choice
Cn = Re
(
F ′h(µa,n,µs,n)∗F ′h(µa,n,µs,n)
)
+ αnI2p
yields the projected Gauß-Newton method. Note that Cn can be written as Cn = T ∗T for some
matrix T , and hence the update steps can be performed efficiently with the conjugate gradients
for the normal equation method [42, Chapter 7]. Moreover, let us point out, that the projection
step on the discrete level is another (quadratic) optimization program with box constraints; see
[73].
In view of the discussion about Tikhonov regularization with perturbed operators, cf. Section 8.2,
we conclude that results, which correspond to Theorem 8.8, Proposition 8.9, Theorem 8.12 and
112
11.2. Discrete Tikhonov functional and discrete iterative algorithms
Theorem 8.14, also hold for the discrete setting considered here. In particular, since according
to Section 5.2.5 the PN approximation converges, the discrete forward operator converges and
the discrete regularized solutions will converge towards a regularized solution of the continuous
problem (at least up to the noise level δ + ∆2). Moreover, the discrete iterates will locally
approach the discrete minimizers of Jα in the sense of Theorem 8.12 and Theorem 8.14.
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In this section, we present some reconstructions, which show that using higher order angular
approximations yields better reconstructions than the standard diffusion approximation. We
want to point out that the inverse problem of optical tomography is very sensitive to scaling
issues and we comment on this in Section 12.1.
In Section 12.2, we then present some numerical results. In view of the a-priori error estimates
derived in Chapter 8, we need some estimate for the discretization error, see Section 12.2.1. The
obtained discretization errors are then used to choose appropriate regularization paramenters α.
We conclude the chapter with an example of the simultaneous reconstruction of the absorption
and scattering coefficient.
Reconstructions employing the radiative transfer equation as forward model have been considered
previously. An approach based on the discrete ordinates method and finite differences can for
example be found in [34]. Reconstructions based on even-parity finite element discretizations
have been performed for instance in [109]. In [90] the discrete ordinates method in combination
with a finite volume method has been used for the discretization of the radiative transfer
equation in order to solve the inverse problem. See also [74] where finite differences, finite
volume and even-parity discretizations have been employed for solving the inverse problem of
optical tomography.
12.1. Scaling
All results of the previous chapters remain true, if we consider different norms for the finite
dimensional data space. As we have seen in Chapter 6, the total photon intensity decays
exponentially with the distance from the source. Hence, if the source-detector separation is large,
the measurement data is small compared to measurement data belonging to source-detector
pairs with small separation. However, we expect that depth-information are contained in those
measurements which have a large source-detector separation. In order to take account for the
measurement setup, we will weight each source-data pair differently. Therefore, we will utilize a
weighted forward operator Fh,W (µa, µs) in our numerical calculations, namely,
(Fh,W (µa, µs))i,j := Wi,jFh(µa, µs)i,j .
Natural choices for the matrix W ∈ Rd×s are for instance W0 := 1/|Fh(µ∗a, µ∗s)| or Wδ := 1/|yδ|,
where the division and absolute value have to be applied element wise. Such a weighting also
introduces a natural scaling of the problem, i.e., the measurements will always be in the order
of one.
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A logarithmic transformation y˜ = log y is frequently used in practice [5, 97]. The derivative of
such a transformation is given by
[∂y˜]i,j =
[(
log(F (µa, µs))
)′[µˆa, µˆs]]
i,j
= [F (µa, µs)]−1i,j
[
F ′(µa, µs)[µˆa, µˆs]
]
i,j
,
i.e., the derivative [∂y˜] of the transformed measurements is defined as a scaled version of
the derivative ∂y of the original data. For the logarithmic scaling the weighting matrix is
1/Fh(µa, µs), which is similar to the weighting matrix W0 introduced above. Thus, we expect a
similar behavior for both types of scaling. However, the logarithmic scaling introduces additional
nonlinearity in the forward operator, which has not been analyzed yet.
In order to take into account the different orders of magnitude of scattering and absorption, we
will also use a scaled norm for the regularization terms. In our numerical experiments, we use
the scaled norm
‖(µa, µs)‖2 := ‖µa/βa‖21,2;R + ‖µs/βs‖21,2;R,
for regularization with scaling parameters defined by the (positive) mean values of the a-priori
guess µ∗a and µ∗s, i.e.,
βa :=
‖µ∗a‖1;R
|R| and βs :=
‖µ∗s‖1;R
|R| .
Since βa, βs > 0, the scaled penalization terms are equivalent to the original ones, and hence
all results presented in the previous chapters remain true also for this choice of regularization
terms.
12.2. Example
In this section, we report on numerical reconstructions obtained with a projected Gauß-Newton
method, cf. Section 8.3. As a test case we consider a two-dimensional circular domain R with
25 mm radius. The background value for the absorption coefficient is set to 0.015 mm−1 and
the background value for the scattering coefficient is set to 15 mm−1, for the inclusions let
us refer to Figure 12.1, which also shows the arrangement of the 16 sources and 16 detectors.
As modulation frequency we have chosen f = 400 MHz, and we assumed Henyey-Greenstein
scattering with parameter g = 0.9, see Section 5.2.1.
12.2.1. Discretization errors
There are several ways for obtaining discretization error estimates. For instance one could use
a-posteriori goal-oriented error estimators [14] or estimates based on saturation results, for a
discussion on this issue let us refer to [40]. However, since solutions of the forward and adjoint
problem decay fast away from the sources and detectors, we use meshes, which are refined
towards the boundary, cf. Figure 12.1.
In this work, we adopt a more heuristic approach and compare the solutions for different models
to the reference solution obtained by a P9 model on a mesh with p = 10 599 vertices. We ran
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Figure 12.1.: Mesh with p = 2 710 vertices (left) together with source (red) and detector
arrangement (blue); optical parameters used for the reconstructions: absorption
coefficient µa (middle) and scattering coefficient µs (right).
several test with different parameter configurations, which still were in a diffusive regime, and
found a similar behavior of the discretization error in the different calculations, see Table 12.1.
We have measured the error in the standard euclidean norm, i.e., the relative `2 error is given by
err2,N := |FNh (µ†a, µ†s)− F 9h (µ†a, µ†s)|/|F 9h (µ†a, µ†s)|,
where the superscript N should denote the order of the PN approximation used for the calculation
of FNh (µ†a, µ†s). In order to reduce the measurement error significantly one has to refine the
angular as well as the spatial variable. In particular, the P1 model introduces relatively large
discretization errors.
N p = 708 p = 2 710 p = 10 599
1 0.423 0.432 0.435
3 0.198 0.143 0.126
5 0.171 0.072 0.017
7 0.168 0.070 0.005
9 0.170 0.070 0.000
Table 12.1.: Relative errors err2,N of the measurements depicted for different PN approximations
and mesh sizes p.
12.2.2. Choice of parameters
In view of the discretization errors of the different forward models, we have chosen the minimal
regularization parameters αN , which terminates the iterative reconstruction process, according
to Table 12.2. Moreover, for the Gauß-Newton iteration, we then set αn := ζn with ζ = 0.9 for
the P1 approximation and ζ = 0.6 for the higher order models.
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N p = 708 p = 2 710
1 5× 10−1 5× 10−1
3 1× 10−3 1× 10−3
5 6× 10−4 1× 10−4
Table 12.2.: Regularization parameters αN for the projected Gauß-Newton method.
12.2.3. Reconstructions
Additionally to the discretization errors we have added δ = 1% Gaussian noise to the measure-
ments, and in order to avoid inverse crimes we only performed reconstructions for PN models
with N ∈ {1, 3, 5} on meshes with p ∈ {708, 2 710} vertices.
The iteration numbers of the projected Gauß-Newton method are shown in Table 12.3. We note
that the number of iterations depends only on αN and not on the mesh size. Also the number
of conjugate gradient steps for obtaining the Gauß-Newton updates does not deteriorate with
growing number of vertices.
p = 708 p = 2 710
N GN CG GN CG
1 8 43 8 43
3 15 231 16 231
5 16 290 20 620
Table 12.3.: Number of Gauß-Newton iteration (GN) and overall number of conjugate gradient
steps (CG) for solving the Newton updates.
In Table 12.4, we have listed the relative residuals
rN,N := ‖FNh (µa,N , µs,N )− yδ‖2/‖FNh (µa,0, µs,0)− yδ‖2
for the N th Gauß-Newton step, and the relative L2(R) errors of the reconstructed parameters
µa,N and µs,N , i.e.,
ea,N := ‖µa,N − µ†a‖2;R/‖µ†a‖2;R,
es,N := ‖µs,N − µ†s‖2;R/‖µ†a‖2;R.
We observe that the smaller the minimal regularization parameter αN the smaller the resulting
residual rN . Moreover, the final residual rN is in the order of magnitude of the overall noise level,
which is bounded by the sum of the discretization error and δ. Thus, it is not surprising that
the more accurate forward models are able to deliver smaller residuals. This better fit to the
available measurement data is also reflected by lower errors ea,N and es,N for models, which are
more accurate. As predicted by theory, the errors behave like the square root of the noise-level,
and we notice that the errors ea,N and es,N are reduced significantly. However, for the most
accurate model the errors ea,N and es,N are still 30% and 50% smaller than for the coarsest
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rN,N ea,N es,N
N p = 708 p = 2 710 p = 708 p = 2 710 p = 708 p = 2 710
1 38.1 36.4 30.1 30.1 20.9 21.0
3 22.2 16.5 24.8 24.1 14.5 13.7
5 14.0 1.8 24.0 21.3 14.0 10.1
Table 12.4.: Left: Relative residuals rN in % in the N th Gauß-Newton step. Middle: Relative
error ea,N in % for the absorption coefficient. Right: Relative error es,N in % for
the scattering coefficient.
model. Also, in view of Figure 12.2 and Figure 12.3, we observe that the inhomogeneities of the
true solution are not represented in the reconstructions with the P1 model. Let us note, that the
(homogeneous) initial guess for µs is better than the (homogeneous) initial guess for µa, which
explains the difference of about 60% in the errors for absorption and scattering to some extend.
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P1 P3 P5
µa,N
µs,N
Figure 12.2.: Reconstructions on a mesh with p = 708. µa,N (top row) and µs,N (bottom row)
for the P1, P3 and P5 model (from left to right).
P1 P3 P5
µa,N
µs,N
Figure 12.3.: Reconstructions on a mesh with p = 2 710. µa,N (top row) and µs,N (bottom row)
for the P1, P3 and P5 model (from left to right).
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13. Summary and outlook
In this work, we have shown that the stable solution of the inverse problem of optical tomography
is feasible. From a theoretical point of view, it could be shown, that standard results from
regularization theory in Hilbert spaces apply. Still, the question of convergence of the projected
iterative methods to minimizers of the Tikhonov functional under different assumptions than
presented in this work remains open.
Taking advantage of regularity theory for second order elliptic equation, it could be shown that
a H1 penalization of the parameters is sufficient for diffuse optical tomography, and it seems
that these results are sharp. The inverse problem based on the radiative transfer equation has
been analyzed under rather strong assumptions, i.e., H2 regularity of the parameters.
Numerical results based on a careful discretization of the forward model confirmed the theoretical
findings, and showed that higher order approximation schemes for the radiative transfer equation
indeed gave better reconstructions than the standard diffusion model.
The basis for the approximation schemes used here was a mixed variational framework. Within
this framework the unique existence of strong solutions in the L2 sense could be established
under mild assumptions on the parameters. However, the solvability question for the case of
large wave number and possibly vanishing absorption remains open.
The mixed variational framework allowed to give sufficient conditions for a stable approximation
of the radiative transfer equation. Although, only spherical harmonics approximations for the
angular variable have been considered in this work, the presented variational formulation is
amenable also to other approximation schemes.
A common issue for the numerical solution of the radiative transfer equation is the high-
dimensionality of the phase space, i.e., in general, we have at least five independent variables
(three spatial plus two angular). For time-dependent and energy-dependent problems the number
of independent variables increases to seven. Thus, uniform refinement with respect to each
independent variable yields rapidly a problem size, which is computationally intractable. This
“curse of dimensionality” has not been addressed in this work.
To the best of our knowledge, efficient numerical solution strategies for the time-harmonic
radiative transfer equation are either missing or lacking a thorough analysis. However, the
efficient solution of the radiative transfer equation is a basic ingredient for the efficient solution
of the inverse problem of optical tomography. Thus, further research in this direction has to be
conducted.
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A. Hilbert Spaces
The aim of this appendix is to provide the functional analytic foundation required in this work.
The definitions and theorems given in Section A.1 about Hilbert spaces can be found in most
textbooks about functional analysis, e.g., [36, 111, 93, 28].
A.1. Hilbert Spaces
A vector space V over a field K is an additive (Abelian) group together with a multiplication
operation K × V → V, (λ, v) 7→ λv which is compatible with the addition in V . In this work,
we will allow for K ∈ {R,C}.
Let V and W be vector spaces over the complex numbers C. A mapping
s : V ×W → C, (v, w) 7→ s(v, w) =: 〈v, w〉
is called sesquilinear form, if it is linear in the first argument and semilinear in the second one,
i.e.,
〈λv1 + v2, w〉 = λ〈v1, w〉+ 〈v2, w〉 and 〈v, λw1 + w2〉 = λ〈v, w1〉+ 〈v, w2〉,
where λ denotes the complex conjugate of λ ∈ C. If V = W and for all v, w ∈ V
〈v, w〉 = 〈w, v〉,
the sesquilinear form s is called hermitian. Moreover, a sesquilinear form s is hermitian if and
only if
s(v, v) ∈ R for all v ∈ V.
A hermitian form S is called inner product or scalar product, if also s is positive definite, i.e.,
〈v, v〉 ≥ 0 for all v ∈ V and 〈v, v〉 = 0⇔ v = 0
holds. If only 〈v, v〉 ≥ 0 for all v ∈ V , s is called positive semi-definite. s is called negative
semi-definite, if −s is positive semi-definite.
Definition A.1. A vector space V together with an inner product s is called inner product
space or pre Hilbert space. The inner product induces a norm
‖ · ‖ : V → R, v 7→ ‖v‖ :=
√
〈v, v〉.
A vector space V together with a norm ‖ · ‖ is called normed vector space.
The following important estimate will be used frequently in this work
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Lemma A.2 (Cauchy-Schwarz inequality [28]). If V is a vector space over the field K ∈ {R,C}
and 〈 · , · 〉 : V × V → K a positive (or negative) semi-definite hermitian form, then
|〈v, w〉|2 ≤ 〈v, v〉〈w,w〉
holds for all v, w ∈ V .
Definition A.3. A normed vector space (V, ‖ · ‖) is called complete or Banach space if every
Cauchy sequence in the norm of V has a limit in V .
Definition A.4. A complete inner product space (V, S) is called Hilbert space.
A.1.1. Linear Mappings on Vector spaces
Definition A.5. Let V and W be vector spaces over a field K. A mapping T : V → W is a
linear operator, if for all v1, v2 ∈ V and λ ∈ K
T (λv1 + v2) = λT (v1) + T (v2),
T is called semilinear, if
T (λv1 + v2) = λT (v1) + T (v2).
If (V, ‖ · ‖V ) (W, ‖ · ‖W ) are normed vector spaces we can define the operator norm as the
following
‖T‖L(V,W ) := sup
v∈V \{0}
‖Tv‖W
‖v‖V = sup‖v‖V =1
‖Tv‖W .
An immediate consequence of the definition of the operator norm is the following estimate
‖Tv‖W ≤ ‖T‖L(V,W )‖v‖V (A.1)
for all v ∈ V .
Definition A.6. Let T : V →W be a linear operator between normed vector spaces V and W .
T is called bounded, if ‖T‖L(V,W ) <∞. The set of all bounded linear operators from V to W
is denoted by L(V,W ). Together with the operator norm L(V,W ) is a normed vector space.
The following lemma reveals a useful connection between boundedness and continuity of a linear
operator between vector spaces.
Lemma A.7. Let V,W be vector spaces and T : V → W be a linear operator. Then the
following assertions are equivalent:
(i) T ∈ L(V,W ).
(ii) T is continuous.
(iii) T is continuous in 0 ∈ V .
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In view of the estimate (A.1) it follows that continuity of linear operators means in fact Lipschitz
continuity, in particular bounded linear operators are uniformly continuous. The next theorem,
which is valid for all uniformly continuous functions, implies that bounded linear operators on
dense subsets of a vector space V can be extended to bounded linear operators on the whole of
V .
Theorem A.8 (Principle of extension by continuity). Let V,W be normed vector spaces and
let W be complete. If f : U →W is uniformly continuous on the dense subset U ⊂ V , then f
has a unique, uniformly continuous extension f˜ : V →W .
A particular class of continuous linear operators is given, if the image space is the scalar field.
Definition A.9. Let V be a normed vector space over the field K. The set of continuous linear
functionals from V to K, i.e. L(V,K), is called (topological) dual space of V denoted by V ′.
The dual norm on V ′ denoted by ‖ · ‖V ′ is given by the operator norm in L(V,K). Moreover,
the vector space of semilinear functionals endowed with the operator norm L(V,W ) is denoted
by V ′.
If we have a linear operator between Banach spaces, then there is a natural way to define a
linear operator between their dual spaces. This type of linear operators will become important
for gradient methods in Banach spaces. The important special case of Hilbert spaces is treated
in more detail below.
Definition A.10. Let V,W be Banach spaces and T ∈ L(V,W ). The adjoint operator T ′ :
W ′ → V ′ is defined as
(T ′`)(v) := `(Tv) for ` ∈W ′ and v ∈ V.
Often, convergence in norm is too restrictive. A weaker, useful concept is described in the next
definition.
Definition A.11. Let V be a normed vector space. A sequence {vn}n∈N ⊂ V converges weakly
to v ∈ V if
`(vn)→ `(v) as n→∞
for all ` ∈ V ′. We will write
vn ⇀ v as n→∞.
Because of continuity of elements in V ′ and (A.1), norm convergence, i.e., ‖vn − v‖ → 0 as
n→∞, implies weak convergence vn ⇀ v.
Definition A.12. A set A ⊂ V is said to be weakly sequentially compact if every sequence
{vn}n∈N ⊂ A contains a subsequence which converges to a point in V .
Lemma A.13. Let V be a normed vector space. A weakly convergent sequence {vn}n∈N ⊂
V is bounded, its limit v is in the closed linear subspace spanned by {vn}n∈N and ‖v‖ ≤
lim infv→∞ ‖vn‖, i.e., the norm is weakly lower semicontinuous.
127
A. Hilbert Spaces
Definition A.14. Let A be a subset of a vector space V . A is said to be convex if
(1− t)v + tw ∈ A
for t ∈ [0, 1] and all v, w ∈ A.
Lemma A.15 (Mazur’s lemma [93]). A closed and convex subset of a Banach space is weakly
closed.
Definition A.16. Let V be a normed vector space over C or R. The space V is called reflexive
if the mapping
J : V → V ′′, J(v)(`) := `(v)
for v ∈ V and ` ∈ V ′ is bijective.
Remark A.17. By the Hahn-Banach theorem the mapping J : V → V ′′ is an isometry, i.e.,
‖J(v)‖ = ‖v‖. Hence J is always injective.
The next theorem establishes an important connection between reflexivity and compactness.
Theorem A.18 (Banach-Alaoglu [36]). A Banach space is reflexive if and only if its closed
unit sphere is compact in the weak topology.
Theorem A.19. A set in a reflexive space is weakly sequentially compact if and only if it is
bounded.
Let us now turn our focus from Banach spaces to the more special situation of Hilbert spaces.
The next theorem establishes a strong relationship between a Hilbert space and its dual space.
Theorem A.20 (Riesz representation theorem). Let V be a Hilbert space. Then every ` ∈ V ′
uniquely determines a v ∈ V such that
`(w) = 〈w, v〉, w ∈ V.
The mapping jV : V ′ → V, ` 7→ v is bijective and isometric and semilinear.
Remark A.21. The Riesz representation theorem allows us to identify a Hilbert space with its
dual.
Definition A.22. Let V,W be Hilbert spaces and T ∈ L(V,W ). The (Hilbert space) adjoint
operator T ∗ : W → V is defined as
〈T ∗w, v〉 := 〈w, Tv〉 for w ∈W and v ∈ V.
Remark A.23. Let V and W be two Hilbert spaces and jV and jW their Riesz mappings,
respectively. For ` ∈W ′ it is T ′` ∈ V ′ and
(T ′`)(v) = `(Tv) = 〈Tv, jW `〉W for all v ∈ V.
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Moreover jV T ′` ∈ V and
〈jV T ′`, v〉V = (T ′`)(v).
Now with ` = j−1W w for w ∈W , the following relation holds true
T ∗ = jV ◦ T ′ ◦ j−1W .
Thus the Hilbert space adjoint depends on the chosen inner products on the spaces V and W ,
respectively.
Corollary A.24. If V is a Hilbert space, then so is V ′. Moreover, V is reflexive.
Together with the Banach-Alaoglu Theorem we obtain the next corollary.
Corollary A.25. A Hilbert space is weakly complete and a subset is weakly sequentially compact
if and only if it is bounded.
A.2. Linear Equations in Hilbert spaces
For a Hilbert space V the Riesz representation theorem ensures solvability of b(v, w) = `(w) for
all w ∈ V , if b defines an inner product on V and ` ∈ V ′. The next theorem generalizes the
Riesz representation theorem to non-hermitian sesquilinear forms.
Theorem A.26 (Lax-Milgram). Let V be a Hilbert space and b : V × V → C a sesquilinear
form which is
(i) bounded, i.e., there exists C > 0 such that |b(v, w)| ≤ C‖v‖‖w‖ for all v, w ∈ V , and
(ii) coercive, i.e., there exists α > 0 such that |b(v, v)| ≥ α‖v‖2 for all v ∈ V .
Then, for any ` ∈ V ′, there exists a unique solution u ∈ V to the equation
b(u, v) = `(v) for all v ∈ V.
Moreover, u satisfies the estimate
‖u‖V ≤ 1
α
‖`‖
V
′ .
The next theorem is a generalization of the Lax-Milgram lemma. It can be found for example
in [85, 10, 11].
Theorem A.27 (Babuška-Aziz). Let V , W be Hilbert spaces, and b : V ×W → C, ` : W → C
be continuous sesquilinear and semilinear forms, respectively. Additionally, let b satisfy the
stability conditions
(i) sup‖w˜‖W=1 |b(v, w˜)| ≥ β1‖v‖V for all v ∈ V and
(ii) sup‖v˜‖V =1 |b(v˜, w)| ≥ β2‖w‖W for all w ∈W
for constants β1, β2 > 0. Then there exists exactly one element u ∈ V such that b(u,w) = `(w)
for all w ∈W . Moreover, u is bounded a-priori by
‖u‖V ≤ 1
β1
‖`‖
W
′ .
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Remark A.28. The stability conditions (i) and (ii) in Theorem A.27 are often referred to as
inf-sup conditions.
The following existence theorem for saddle point problems can be found for instance in [18, 19, 16].
Theorem A.29 (Brezzi). Let V,W be real Hilbert spaces. Let a : V ×V → R and b : V ×W → R
be continuous bilinear forms which fulfill the following two conditions:
(i) The bilinear form a is K-elliptic, i.e.,
|a(v, v)| ≥ α‖v‖2V
for a constant α > 0 and for all v ∈ K := {v ∈ V : b(v, w) = 0 for all w ∈W}.
(ii) The bilinear form b satisfies the inf-sup condition
sup
‖v‖V =1
|b(v, w)| ≥ β‖w‖W
for all w ∈W and for a constant β > 0 (independent of w).
Then for every f ∈ V ′ and g ∈W ′ the saddle point problem
a(u, v) + b(v, p)= f(v) for all v ∈ V,
b(u, q) = g(w) for all q ∈W,
has a unique solution (u, p) ∈ V ×W which satisfies the following estimates
‖u‖V ≤ 1
α
‖f‖V ′ + 1
β
(
1 + ||a||
α
)‖g‖W ′ ,
‖p‖W ≤ 1
β
(
1 + ||a||
α
)‖f‖V ′ + ||a||
β2
(
1 + ||a||
α
)‖g‖W ′ .
A more general version of Brezzi’s Theorem which includes also a certain penalty term, is given
in the next theorem [17, 19, 16].
Theorem A.30. Suppose that the hypotheses (i) and (ii) of Theorem A.29 are satisfied and
that a(v, v) ≥ 0 for all v ∈ V . In addition, let c : W ×W → R be a continuous bilinear form
with c(w,w) ≥ 0 for all w ∈W . Then the saddle point problem with penalty term
a(u, v) + b(v, p)= f(v) for all v ∈ V,
b(u, q)− c(p, q) = g(q) for all q ∈W,
has a unique solution (u, p) ∈ V ×W .
Remark A.31. Usually, in Theorem A.30 the penalty term is −t2c(p, q), t ∈ [0, 1], instead of
only −c(p, q). This is useful if one is interested in small perturbations t 1, which will not be
the case in this work.
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B.1. Lp spaces
We assume that the reader is familiar with Lebesgue integration theory [105, 92]. Although
most of the results hold true for general measure spaces, we restrict ourselves to bounded
domains R ⊂ Rd with at least Lipschitz regular boundary and the usual Lebesgue measure dr.
For integration along the boundary ∂R of R we use the standard surface measure dσ which
coincides with the d− 1-dimensional Hausdorff measure. As usual we will identify functions
which differ only on a set of measure zero.
Definition B.1. (i) For 1 ≤ p < ∞ the space Lp(R) consists of all (complex) measurable
functions, i.e., equivalence classes, f on R such that
‖f‖p;R :=
( ∫
R
|f |p dr
)1/p
<∞.
(ii) For p =∞ the space L∞(R) consists of all (complex) measurable functions f on R such
that
‖f‖∞;R := ess sup
r∈R
|f(r)| <∞.
(iii) For p = 2 we define the inner product
(u, v)2;R :=
∫
R
uv dr.
for u, v ∈ L2(R).
(iv) Lploc(R) := {u : u ∈ Lp(K) for all K ⊂ R and K compact}.
(v) For 1 < p <∞, we define the dual or conjugate exponent p′ := pp−1 . Moreover, we say
that 1 and ∞ are conjugated exponents, i.e. 1′ =∞ and ∞′ = 1. In particular, we use the
convention 1∞ = 0.
Theorem B.2. For 1 ≤ p ≤ ∞ the spaces Lp(R) are Banach spaces. In particular L2(R) is a
Hilbert space.
Lemma B.3 (Hölder inequality). Let 1 ≤ p, q, r ≤ ∞ such that 1r = 1p + 1q . Then for every
f ∈ Lp(R) and g ∈ Lq(R) there holds fg ∈ Lr(R) and
‖fg‖r;R ≤ ‖f‖p;R‖g‖q;R.
The next lemma, which is a direct consequence of Hölder’s inequality, states that on bounded
domains the spaces Lp(R) are contained in each other.
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Lemma B.4. Let |R| := ∫R 1 dr <∞ and 1 ≤ p ≤ q ≤ ∞. If u ∈ Lq(R), then u ∈ Lp(R) and
‖u‖p;R ≤ |R|1/p−1/q‖u‖q;R.
Corollary B.5. Lp(R) ⊂ L1loc(R) for 1 ≤ p ≤ ∞ and any bounded domain R.
With Hölder’s inequality we obtain the following lemma which we will use later with p0 = 6 and
p1 =∞ and q = 2pp−2 for some p ∈ (2, 3), see Theorem 10.10.
Lemma B.6. For 1 ≤ p0, p1 ≤ ∞, 1q = 1−θp0 + θp1 with 0 < θ < 1 and every u ∈ Lp0(R)∩Lp1(R)
there holds
‖u‖q;R ≤ ‖u‖1−θp0;R‖u‖θp1;R.
Proof. Let u ∈ Lp0(R) ∩ Lp1(R). First observe that
u = u1−θuθ
and hence u1−θ ∈ L
p0
1−θ (R) and uθ ∈ L p1θ (R). By Hölder’s inequality u ∈ Lq(R) with desired
estimate.
Remark B.7. Results of this type can also be proven with the help of interpolation theory, cf.
[77].
Finally let us give an approximation result by infinitely often differentiable functions with
compact support in R
C∞0 (R) := {ϕ ∈ C∞(R) : suppϕ ⊂ R}.
Theorem B.8. C∞0 (R) is dense in Lp(R) if 1 ≤ p <∞.
B.2. Sobolev spaces
For the study of partial differential equations it is often too restrictive to consider differentiable
functions. Alternatively, one often multiplies the equation by a test function, integrates over the
domain R and performs integration-by-parts in order to lower the differentiability requirements
of the solution. Moreover, the derivatives have merely to be integrable, i.e., they have to
exist only almost everywhere (a.e.). Thus the space in which solutions are sought is extended.
The solution of this weaker equation is called weak solution. It is weaker in the sense that
by construction a solution in the classical sense also fulfills the weak form of the equation.
On the other hand, in order to prove that a weak solution is also a solution in the classical
sense - which is not always possible - one has to show regularity of the solution to reverse the
integration-by-parts, and one also needs density of the test functions. A prototype of density
arguments is the following lemma which can be proven by mollification [44].
Lemma B.9. Let R ⊂ Rd be a domain and f ∈ L1loc(R). If∫
R
fϕdr = 0 for all ϕ ∈ C∞0 (R),
then f = 0 a.e. in R.
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Definition B.10 (Weak derivative). Suppose u, v ∈ L1loc(R) and α ∈ Nd0 is a multi-index. If∫
R
u∂αϕ dr = (−1)|α|
∫
R
vϕdr
for all ϕ ∈ C∞0 (R), we say that v is the αth-weak partial derivative of u and we write ∂αu := v.
Definition B.11 (Sobolev space). (i) For k ∈ N0 and 1 ≤ p ≤ ∞ we define the Sobolev
space W k,p(R) as the space consisting of all u ∈ Lp(R) which have weak derivatives
∂αu ∈ Lp(R) for all multi-indices α with |α| ≤ k.
(ii) For u ∈W k,p(R) and 1 ≤ p <∞ we define the norm
‖u‖k,p;R :=
( ∑
0≤|α|≤k
‖∂αu‖pp;R
)1/p
,
and for u ∈W 1,∞(R) we define the norm
‖u‖k,∞;R := max
0≤|α|≤k
‖∂αu‖∞;R.
Theorem B.12. For k ∈ N0 and 1 ≤ p ≤ ∞ the Sobolev space W k,p(R) is a Banach space.
Theorem B.13. For k ∈ N0 the Sobolev space W k,p(R) is separable if 1 ≤ p <∞, and reflexive
if 1 < p <∞. In particular W k,2(R) is a Hilbert space with the inner product
(u, v)k,2;R :=
∑
0≤|α|≤k
(∂αu, ∂αv)2;R.
Remark B.14. For p = 2 we write Hk(R) = W k,2(R). Traditionally, for p < ∞ the space
Hk,p(R) is defined as the closure of W k,p(R) ∩ C∞(R) with respect to the norm of W k,p(R).
In [83] it is shown that H = W . In particular, C∞(R) is dense in W k,p(R). Note that for this
result no regularity assumption on the boundary is needed.
We obtain a stronger approximation result if we demand regularity of the boundary.
Theorem B.15. If ∂R ∈ C0,1 and k ∈ N0 then C∞(R) is dense in W k,p(R) for 1 ≤ p <∞.
This theorem establishes a connection between the definition of Sobolev spaces used in [52] and
the definition of Sobolev spaces given above, see also Section 10.3.
In order to deal with boundary values, it is necessary to introduce the notion of traces of Sobolev
functions.
Theorem B.16 (Traces [101, 51]). If R ⊂ Rd is a bounded domain with ∂R ∈ C0,1, then there
exists a bounded linear operator
γ : W 1,p(R)→ Lp(∂R)
such that
(i) γu = u |∂R, if u ∈W 1,p(R) ∩ C0(R) and
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(ii) ‖γu‖p;∂R ≤ C‖u‖1,p;R.
For convenience we will write u ≡ γu ≡ u |∂R if no confusion arises.
Lemma B.17 (Outward unit normal [51]). If R ⊂ Rd is a bounded domain with ∂R ∈ C0,1,
then the unit outward normal vector n ∈ L∞(∂R,Rd) exists almost everywhere. Moreover, if
∂R ∈ Ck,1 then n ∈ Ck−1,1(∂R,Rd), and if ∂R ∈ C1(∂R,Rd) then n ∈ C0(∂R,Rd).
Equipped with the notion of normal vectors and traces of Sobolev functions, we can formulate
the next lemma which is useful for deriving a weak formulation of a differential equation.
Lemma B.18 (Integration-by-parts [101]). For any R ⊂ Rd open and bounded with ∂R ∈ C0,1
one has ∫
R
u∂riv + v∂riudr =
∫
∂R
uvni dσ
for all u ∈W 1,p(R) and v ∈W 1,p′(R).
The following statements about embeddings of Sobolev spaces can for example be found in
[3, 29]. These embeddings will become crucial, when dealing with the inverse problem of diffuse
optical tomography.
Theorem B.19 (Embedding theorem). Let R ⊂ Rd be a bounded domain with ∂R ∈ C0,1.
(a) The embedding W 1,p(R) ↪→ Lq(R) is continuous if
(i) d > p and q ≤ dp/(d− p) =: p∗ or
(ii) d ≤ p and 1 ≤ q <∞.
For (i) with q < p∗ or (ii), the embeddings are compact.
(b) The embedding (trace map) W 1,p(R) ↪→ Lr(∂R) is continuous if
(i) d > p and r ≤ (d− 1)p/(d− p) =: p◦ or
(ii) d ≤ p and 1 < r <∞.
Again, for (i) with r < p◦ or (ii), the embedding is compact.
More information about Sobolev spaces can for example be found in [3, 101, 112].
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The content of this chapter can for instance be found in [64].
Definition C.1. Let F :U ⊂ V →W be an operator with Banach spaces V,W and U 6= ∅ open.
i) F is called directionally differentiable at v ∈ U if the limit
F ′(v)[vˆ] = lim
t→0+
F (v + tvˆ)− F (v)
t
∈W
exists for all vˆ ∈ V . In this case, F ′(v)[vˆ] is called directional derivative of F in direction
vˆ.
ii) F is called Gâteaux differentiable (G-differentiable) at v ∈ V if F is directionally differen-
tiable at v and the directional derivative F ′(v) ∈ L(V,W ).
iii) F is called Fréchet differentiable (F-differentiable) at v ∈ U if F is Gâteaux differentiable
at v and if the following approximation condition holds
‖F (v + vˆ)− F (v)− F ′(v)[vˆ]‖W = o(‖vˆ‖V ) for ‖vˆ‖V → 0.
iv) If F is directionally-/G-/F-differentiable at every v ∈ U1, U1 ⊂ U open, then F is called
directionally-/G-/F-differentiable on U1.
Lemma C.2. If F is F-differentiable at v, then F is continuous at v.
Lemma C.3 (Chain rule). If F and G are F-differentiable at v and F (v), respectively, then
H := G ◦ F is F-differentiable at v with
H ′(v) = G′(F (v))F ′(v).
Moreover, if F is G-differentiable at v and G is F-differentiable at F (v), then the chain rule
holds and H is G-differentiable at v.
Lemma C.4. If F is G-differentiable on a neighborhood of v and F ′ is continuous at v, then
F is F-differentiable at v.
Lemma C.5. If F : U × V → W is F-differentiable at (u, v), then F ( · , v) and F (u, · ) are
F-differentiable at u and v, respectively. These derivatives denoted by Fu(u, v) and Fv(u, v) are
called partial derivatives and it holds
F ′(u, v)[uˆ, vˆ] = Fu(u, v)uˆ+ Fv(u, v)vˆ.
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Lemma C.6 (Mean value theorem). If F is G-differentiable in a neighborhood U of v, then
for all vˆ ∈ V with {v + tvˆ : t ∈ [0, 1]} ⊂ U , the following holds
‖F (v + vˆ)− F (v)‖W ≤ sup
0<t<1
‖F ′(v + tvˆ)vˆ‖W .
If t 7→ F ′(v + tvˆ)vˆ, t ∈ [0, 1] is continuous, then
F (v + vˆ)− F (v) =
∫ 1
0
F ′(v + tvˆ)vˆ dt.
The next lemma is well-known, if F is F-differentiable. However, since in this work we mainly
deal with G-differentiability on convex sets, let us include a proof to show the applicability in
our setting.
Lemma C.7. Let F :D(F ) ⊂ V → W be G-differentiable on a convex subset Q ⊂ D(F ) with
Lipschitz continuous derivative F ′, i.e.,
‖F ′(u)− F ′(v)‖L(V,W ) ≤ L‖u− v‖V for all u, v ∈ Q.
Then
‖F (u)− F (v)− F ′(v)(u− v)‖W ≤ 12L‖u− v‖2V for all u, v ∈ Q.
Proof. Fix vˆ = u− v. Since Q is convex the line segment {v+ tvˆ : t ∈ [0, 1]} ⊂ Q. By Lipschitz
continuity of F ′ on Q we obtain that
‖F ′(v + tvˆ)vˆ − F ′(v + t0vˆ)vˆ‖W ≤ L‖vˆ‖2V |t− t0|,
and hence t 7→ F ′(v + tvˆ)vˆ, t ∈ [0, 1] is continuous. By the mean value theorem, we have
F (v + vˆ)− F (v) =
∫ 1
0
F ′(v + tvˆ)vˆ dt.
Hence, there holds
‖F (u)− F (v)− F ′(v)vˆ‖W = ‖
∫ 1
0
F ′(u+ tvˆ)vˆ dt−
∫ 1
0
F ′(v)vˆ dt‖W
≤ L‖vˆ‖V
∫ 1
0
‖u+ tvˆ − v‖V dt
= L‖vˆ‖2V
∫ 1
0
(1− t) dt.
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In this appendix, we collect information about spherical harmonics and give spherical harmonics
representations of the operators appearing in the radiative transfer equation, cf. Section 3.3.
The following facts can for example be found in [106, 21, 76, 26]. The spherical harmonics in
three space dimensions are given by
Hl,m(s) ≡ Yl,m(ϑ, ϕ) =
(2l + 1
4pi
(l − |m|)!
(l + |m|)!
)1/2
(−1) 12 (m+|m|)P |m|l (cosϑ)eimϕ
for l ∈ N0 and −l ≤ m ≤ l, where we identify Hl,m(s) with Yl,m(ϑ, ϕ) which is just the
representation in cartesian and spherical coordinates, respectively. Here P |m|l denote the
associated Legendre polynomials which are defined through the relation
P
|m|
l (x) = (−1)|m|(1− x2)|m|/2
d|m|Pl(x)
dx|m|
,
where Pl is the usual Legendre polynomial of order l. The following orthogonality relation∫
S
Hl,m(s)H l′,m′(s) ds =
∫ pi
0
∫ 2pi
0
Y l,m(ϑ, ϕ)Yl,m(ϑ, ϕ) sinϑ dϕdϑ = δll′δmm′ (D.1)
together with the density of the spherical harmonics system {Hl,m}l∈N0,−l≤m≤l in L2(S), allows
to expand every function φ ∈ L2(S) as a Fourier series
φ(r, s) =
∞∑
l=0
l∑
m=−l
φl,m(r)Hl,m(s). (5.6’)
Even-odd splitting: For our analysis it is crucial to identify even and odd parts of a function,
cf. (3.9). For the Legendre polynomials the relation Pl(−x) = (−1)lPl(x) holds true, and hence,
we have by the chain rule P |m|l (−x) = (−1)l+|m|P |m|l (x). The point reflection s 7→ −s expressed
in spherical coordinates is given by (ϑ, ϕ) 7→ (pi−ϑ, ϕ+pi). Together with cos(pi−ϑ) = − cos(ϑ)
and eim(ϕ+pi) = (−1)meimϕ we then conclude that
Hl,m(−s) = (−1)lHl,m(s),
i.e., spherical harmonics Hl,m with l even (odd) are even (odd) functions. This implies for the
even and odd parity functions defined in (3.9)
φ+(r, s) =
∑
l∈2N0
l∑
m=−l
φl,m(r)Hl,m(s)
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and
φ−(r, s) =
∑
l∈2N0+1
l∑
m=−l
φl,m(r)Hl,m(s)
where we denote 2N0 := {2n|n ∈ N0}. Let us now turn our attention to the representation of
the operators A, C and Θ defined in Section 3.3.
Transport: Let us begin with the transport operator A. First of all, a unit vector s ∈ S in
spherical coordinates is given by
s =
sxsy
sz
 =
sinϑ cosϕsinϑ sinϕ
cosϑ

where ϕ ∈ [0, pi] and ϑ ∈ [0, 2pi). By definition we have
Aφl,mHl,m = s · ∇φl,mHl,m = ∂xφl,msxHl,m + ∂yφl,msyHl,m + ∂zφl,mszHl,m.
With the aid of addition theorems for sine and cosine it is
sxHl,m =
1
2
(
sinϑe−iϕHl,m + sinϑeiϕHl,m
)
,
syHl,m =
i
2
(
sinϑe−iϕHl,m − sinϑeiϕHl,m
)
,
szHl,m = cosϑHl,m
which can be handled with the recurrence relations
cosϑHl,m =
( (l +m)(l −m)
(2l + 1)(2l − 1)
) 1
2
Hl−1,m +
((l +m+ 1)(l −m+ 1)
(2l + 1)(2l + 3)
) 1
2
Hl+1,m,
sinϑeiϕHl,m =
((l −m)(l −m− 1)
(2l + 1)(2l − 1)
) 1
2
Hl−1,m+1−
((l +m+ 1)(l +m+ 2)
(2l + 1)(2l + 3)
) 1
2
Hl+1,m+1,
sinϑe−iϕHl,m = −
((l +m)(l +m− 1)
(2l + 1)(2l − 1)
) 1
2
Hl−1,m−1+
((l −m+ 1)(l −m+ 2)
(2l + 1)(2l + 3)
) 1
2
Hl+1,m−1.
Using the abbreviations
al,m = −12
√
(l +m)(l +m− 1)
(2l + 1)(2l − 1) ,
bl,m =
√
(l +m)(l −m)
(2l + 1)(2l − 1) ,
we obtain
Aφl,mHl,m
= ∂xsxφl,mHl,m + ∂yφl,msyHl,m + ∂zφl,mszHl,m
= ∂xφl,m
(
al,mHl−1,m−1 − al+1,−m+1Hl+1,m−1 − al,−mHl−1,m+1 + al+1,m+1Hl+1,m+1
)
+ i∂yφl,m
(
al,mHl−1,m−1 − al+1,−m+1Hl+1,m−1 + al,−mHl−1,m+1 − al+1,m+1Hl+1,m+1
)
+ ∂zφl,m
(
bl,mHl−1,m + bl+1,mHl+1,m
)
.
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Rearrangement of these terms together with the abbreviations
D1 := ∂x + i∂y, D2 := ∂x − i∂y, D3 := ∂z, (D.2)
gives
Aφl,mHl,m = al,m D1φl,mHl−1,m−1 (D.3)
− al+1,−m+1D1φl,mHl+1,m−1
− al,−m D2φl,mHl−1,m+1
+ al+1,m+1 D2φl,mHl+1,m+1
+ bl,m D3φl,mHl−1,m
+ bl+1,m D3φl,mHl+1,m.
We observe that even spherical harmonics, i.e., Hl,m with l even, are transformed into odd ones
and vice versa, cf. Lemma 3.12.
Scattering and attenuation: A generalization of the trigonometric identity cos(ϕ′ − ϕ) =
cos(ϕ′) cos(ϕ) + sin(ϕ′) sin(ϕ) is given by the addition theorem for spherical harmonics
Pl(s′ · s) = 4pi2l + 1
l∑
m=−l
H l,m(s′)Hl,m(s).
This addition theorem relates products of spherical harmonics to Legendre polynomials.
Since the scattering kernel is assumed to depend only on the s·s′, i.e., the cosine between s and
s′, it can be expanded in Legendre polynomials. We thus obtain the expansion
θ(s·s′) =
∞∑
l=0
l∑
m=−l
θlH l,m(s′)Hl,m(s), (5.9’)
Hence, the scattering operator can be represented by
Θφ(r, s) =
∞∑
l=0
l∑
m=−l
θlφl,m(r)Hl,m(s), (5.10’)
similarly, the attenuation operator has the representation
Cφ(r, s) =
∞∑
l=0
l∑
m=−l
(
µa + (1− θl)µs
)
φl,mHl,m. (D.4)
Integrals of spherical harmonics along the boundary: In the derivation of the variational
formulation integrals of spherical harmonics along ∂D with weight |n·s| appeared where n ∈ S
is a unit outward pointing normal vector for r ∈ ∂R. Let n be parametrized by
n = (sinϑn cosϕn, sinϑn sinϕn, cosϑn).
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Trigonometric identities imply the following
n·s = sinϑn sinϑ cos(ϕn − ϕ) + cosϑn cosϑ.
Let now denote T = {Ti} a triangulation of the domain R, i.e. R = ⋃T i, Ti open for each i
and Ti ∩ Tj = ∅ unless i = j. Then we can split the boundary integration in several terms∫
∂R
∫
S
|n·s|φl,mHl,mψl′,m′H l′,m′ ds dσ
=
∑
T∈T :∂T∩∂R6=∅
∫
∂T∩∂R
φl,mψl′,m′
∫
S
|n·s|Hl,mH l′,m′ ds dσ. (D.5)
In the last formula the weight |n·s| complicates the calculation of the integral over S. In the
following, we will investigate the spherical integration in spherical coordinates∫
S
|n·s|Hl,mH l′,m′ds =
∫ pi
0
(
P
|m|
l (cosϑ)P
|m′|
l′ (cosϑ) sinϑ∫ 2pi
0
| sinϑn sinϑ cos(ϕn − ϕ) + cosϑn cosϑ|ei(m−m′)ϕ dϕ
)
dϑ.
By change of variables for the inner integral (ϕ 7→ ϕ+ ϕn) and then by splitting the interval of
integration into [0, pi] and [pi, 2pi], followed by a transformation of variables ϕ 7→ ϕ− 2pi for the
integral over [pi, 2pi], we obtain that∫ 2pi
0
| sinϑn sinϑ cos(ϕn − ϕ) + cosϑn cosϑ| ei(m−m′)ϕ dϕ (D.6)
=ei(m−m′)ϕn
∫ pi
−pi
| sinϑn sinϑ cosϕ+ cosϑn cosϑ| ei(m−m′)ϕ dϕ.
Since sinϑ > 0 for ϑ ∈ (0, pi), the inequality
sinϑn sinϑ cosϕ+ cosϑn cosϑ ≥ 0,
is equivalent to
cosϕ ≥ − cotϑn cotϑ.
For α = sinϑ sinϑn and β = cosϑ cosϑn, let us define
B :=

arccos(−β/α), |β| ≤ α,
pi, β > α,
0, β < −α.
Furthermore, let us define and calculate the following quantities
F k(a, b) :=
∫ b
a
eikϕdϕ =
b− a, k = 0,1
ik (eikb − eika), k 6= 0,
in particular
F k(−b, b) =
2b, k = 0,2
k sin(bk), k 6= 0.
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Moreover,
Gk(a, b) :=
∫ b
a
cos(ϕ)eikϕdϕ
=

1
2
[
cosϕ sinϕ+ ϕ− 12 i cos2 ϕ
]b
a
, k2 = 1,
1
1−k2
[
ik
(
eikb cos b− eika cos a)+ eikb sin b− eika sin a], k2 6= 1,
and in particular, there holds
Gk(−b, b) =
cos b sin b+ b, k2 = 1,1
k−1 sin((k − 1)b) + 1k+1 sin((k + 1)b), k2 6= 1.
Then for k = m−m′ we obtain the result for the inner integral (D.6)∫ pi
−pi
|α cos(ϕ) + β|eikϕdϕ
=α
(
Gk(−B,B)−Gk(−pi,−B)−Gk(B, pi))+ β(F k(−B,B)− F k(−pi,−B)− F k(B, pi))
where
Gk(−B,B)−Gk(−pi,−B)−Gk(B, pi) =
2 cosB sinB + 2B − pi, k2 = 1,2
k−1 sin((k − 1)b) + 2k+1 sin((k + 1)b), k2 6= 1.
as well as
F k(−B,B)− F k(−pi,−B)− F k(B, pi) =
4B − 2pi, k = 0,4
k sin(Bk), k 6= 0.
Remark D.1. If ϑ and ϑn are interpreted as parameters for the inner integral, we can calculate
the inner integral depending on these parameters analytically. This can be used as follows:
Suppose the integral with respect to ϑ can be handled by an appropriate integration rule. This
integration rule then contains only finitely many integration points for ϑ which in turn enter the
inner integral as parameter. If additionally an integration rule is used in (D.5) for the spatial
integration, the normal elevation angle ϑn of the normal also enters as a parameter for the inner
integration in (D.6).
For the inflow data we obtain by transformation
−2
∫
∂R
∫
n·s<0 gψ
+ ds dσ =
∫
∂R
∫
S
|n·s|g+ψ+ ds dσ −
∫
∂R
∫
S
n·sg−ψ+ dsdσ
The first integral on the right hand side has already been investigated above. For the second
integral, we observe the following relation
n·sHl,m = nxsxHl,m + nysyHl,m + nzszHl,m,
which is basically the same expression as for the transport operator A, if we replace the
differential operators ∂x, ∂y and ∂z by the normal components nx, ny and nz, respectively. Thus
we can again use the shift theorems for spherical harmonics, which led to (D.3), and end up
with integrals of products of spherical harmonics over the whole sphere. Now, orthogonality
of spherical harmonics can be used for calculating the remaining part of the inflow boundary
functional analytically.
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