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Abstract
Fine-scale temporal organization of cortical activity in the gamma range (*25–80Hz) may
play a significant role in information processing, for example by neural grouping (‘binding’)
and phase coding. Recent experimental studies have shown that the precise frequency of
gamma oscillations varies with input drive (e.g. visual contrast) and that it can differ among
nearby cortical locations. This has challenged theories assuming widespread gamma syn-
chronization at a fixed common frequency. In the present study, we investigated which prin-
ciples govern gamma synchronization in the presence of input-dependent frequency
modulations and whether they are detrimental for meaningful input-dependent gamma-me-
diated temporal organization. To this aim, we constructed a biophysically realistic excitato-
ry-inhibitory network able to express different oscillation frequencies at nearby spatial
locations. Similarly to cortical networks, the model was topographically organized with spa-
tially local connectivity and spatially-varying input drive. We analyzed gamma synchroniza-
tion with respect to phase-locking, phase-relations and frequency differences, and
quantified the stimulus-related information represented by gamma phase and frequency.
By stepwise simplification of our models, we found that the gamma-mediated temporal or-
ganization could be reduced to basic synchronization principles of weakly coupled oscilla-
tors, where input drive determines the intrinsic (natural) frequency of oscillators. The
gamma phase-locking, the precise phase relation and the emergent (measurable) frequen-
cies were determined by two principal factors: the detuning (intrinsic frequency difference,
i.e. local input difference) and the coupling strength. In addition to frequency coding,
gamma phase contained complementary stimulus information. Crucially, the phase code
reflected input differences, but not the absolute input level. This property of relative input-to-
phase conversion, contrasting with latency codes or slower oscillation phase codes, may re-
solve conflicting experimental observations on gamma phase coding. Our modeling results
offer clear testable experimental predictions. We conclude that input-dependency of
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gamma frequencies could be essential rather than detrimental for meaningful gamma-medi-
ated temporal organization of cortical activity.
Author Summary
Almost 350 years ago the physicist and polymath Christiaan Huygens first observed the
synchronization between two pendulum clocks attached to a common support. Since then
synchronization has been recognized as a universal phenomenon from astronomy to biol-
ogy. The phase-locking (synchrony) and the phase-relation between the two pendulums
are determined by two principal forces: the synchronization force exerted over the connec-
tion and the tendency to desynchronize due to frequency (speed) differences. We propose
that gamma synchronization (25–80Hz) among oscillating cortical neurons in the brain
can be understood according to the same principles—like a field of many connected
pendula—with the critical addition that input changes the frequency of gamma oscilla-
tions, as shown by recent experimental studies. It has been assumed that input-dependent
changes in oscillation frequency are detrimental for a meaningful role of gamma synchro-
nization in neural processing. To the contrary, our theoretical analysis demonstrates that
because input can change the frequency of the oscillation, phase-locking and phase-rela-
tions among neurons relate systematically to input. By analogy, it is because a local push
to a pendulum will change its frequency, that resulting changes in phase-locking and
phase-relation among the pendula can be used to derive the external force applied.
Introduction
How the millions of neurons in the brain are coordinated to permit meaningful computations
is one of the fundamental questions of neuroscience. Spike synchrony and relative spike timing
play important roles in dynamically coordinating neural activity [1–7] with substantial impact
on neuronal function [8–12]. Synchronization often goes hand in hand with neural oscillations,
of which gamma-band oscillations (*25–80Hz) have received broad attention [13–15].
Gamma oscillations occur in various brain regions and species [13–16]. Gamma oscillations
arise locally from mainly direct interactions between inhibitory and excitatory neurons
[14,15,17,18]. Modulations of gamma oscillation properties (power, frequency) have been
found for various cognitive functions including perception [19–21], attention [22–24], working
memory [23] as well as in psychiatric disorders like psychosis [25,26] and ADHD [27,28]. At
the neuronal level, different roles (that are not mutually exclusive) have been suggested; they
include neural grouping by phase-locking within [21,29–31] and between cortical areas
[13,32,33], phase coding [15,18,34–37], neuronal plasticity [38,39], gain control [18] and nor-
malization [40].
However, the role of gamma oscillations in neural computation is controversial, with judg-
ments ranging from fundamental [13,14,21] to epiphenomenal [41–43]. Experimental studies
have given conflicting evidence on the role of gamma phase coding of input drive. For example,
Vinck et al. [34] have shown that visual cortical neurons receiving different input drive
(through varying stimulus orientation) can exhibit reliable spike timing differences in the
gamma oscillation range. However, Montemurro et al. [44] using natural stimuli could not
find any contribution of visual cortical gamma phase to the encoding of the input. Similarly,
McLelland and Paulsen [45] did not find a rate-to-phase transform for gamma oscillations,
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which would assign a specific level of input to a specific phase of gamma. Moreover, although
various experimental studies [29,31,43] have shown input(stimulus)-dependent changes in
gamma synchronization, theoretical models [21,46,47] have fallen short in convincingly in-
cluding the local and variable nature of gamma oscillations. For example, the dependence of
gamma oscillation frequency on stimulus attributes (e.g. visual contrast [33,42,43]) as well as
the limited spread of gamma phase-locking over cortical distance [48,49] are seen as conflicting
with a functional role of gamma oscillations in neural processing [40–42,50].
Here, we used computational modeling techniques to develop a deeper understanding of
input-dependent cortical gamma synchronization. We focused on the underlying organization
principles of phase and frequency coding of input drive and its relation to spatial synchroniza-
tion and network connectivity. Mathematically, the synchronization principles of interacting
limit-cycle oscillators (and other types, [51]) is well understood [52–54]. In particular, the the-
ory of weakly coupled oscillators (TWCO) (see [55] for review) has proven to be useful and has
been applied in many scientific domains, including neuroscience [52–54,56–60]. In TWCO the
phase of an oscillator (neuron, group of neurons) is defined by an intrinsic (natural) frequency.
The interaction with other oscillators is characterized by the phase response curve (PRC, [61])
which defines how the phase is modified by the interaction. Crucially, the phase-locking be-
tween oscillators depends on the intrinsic frequency difference (described as the detuning
level) as well as interaction strength (or coupling strength), defining the so called Arnold ton-
gues (region of synchronization defined by the interplay of detuning and coupling) [18,55,62].
Note that in TWCO, the coupling strength is considered to be ‘weak’, meaning that the interac-
tions among oscillators mainly change the phases but not the oscillation amplitudes.
A few prior studies have concretely considered TWCO for explaining input-dependent cor-
tical gamma synchronization [18,53,54,63–65]. Of most relevance here, Tiesinga and Sejnowski
[18] first used TWCO in a biophysically realistic gamma network for explaining gamma phase
coding in visual cortex [34]. Several interconnected pyramidal-interneuron-gamma networks
(PING) synchronized on a common frequency, despite receiving different levels of input cur-
rents, and converted input differences into phase-differences.
Despite these important advances, the organization principles of gamma oscillations in cor-
tical networks, characterized by local synchrony and input-dependent oscillation frequencies
over cortical space, have so far not been systematically investigated. In particular, so far, the
theoretical principles that determine the phase-locking and phase-relationship among inter-
connected gamma-oscillating neurons receiving different input levels are as yet not well under-
stood. In the present study, we study whether TWCOmay offer a framework to describe these
organization principles. Moreover, it is currently poorly understood how much information
about the stimulus input is encoded in the phase-relation and frequency differences among
neurons. To answer these questions, we investigated spatially-defined excitatory-inhibitory
(PING) networks that were, similarly to cortical networks, topographically organized with spa-
tially local connectivity and spatially-varying input drive. The network exhibited local spatial
synchrony and could express different gamma frequencies at different locations at the same
time. The gamma frequency ranges were set to match our own observations in awake monkey
V1. We used several networks varying in size and complexity. In all of them, we observed that
phase-locking, phase-relations and frequency differences among neurons resulted from an in-
terplay between detuning (Δintrinsic frequency) and coupling strength, in accord with TWCO
and the Arnold tongue. Critical for the behavior was the property of gamma oscillations to
shift their preferred frequency with input drive. Phase and frequency coding of input was large-
ly complementary in accordance to the Arnold tongue concept, whereby conditions inside the
Arnold tongue lead to phase coding, and conditions outside lead to frequency coding. A com-
bined frequency and phase coding could best reconstruct the stimulus input. Importantly, the
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Arnold-tongue based phase coding implied a relative Δrate-to-phase transform and therefore
gamma phase told little about absolute input levels. Our work has clear theoretical implications
leading to experimentally testable predictions that are elaborated in the Discussion.
Methods
Experimental procedures
Experimental observations in Fig. 1 and associated methods of data collection shown have
been described in a previous publication [33]. We show here only data from monkey S V1 for
illustration purposes only. We re-analyzed the LFP spectra obtained during stimulation (Stim)
with static square-wave grating (2 cycles per degree), using a multi-taper method with discrete
prolate spheroid sequences for frequencies 20 to 60Hz (smoothing ± 3Hz) in non-overlapping
500ms windows starting 350ms after stimulus onset. LFP power in the pre-stimulus baseline
(Base) was calculated from the 500ms period before stimulus onset. Relative power was calcu-
lated as (Stim-Base)/Base, where Stim and Base were calculated separately after averaging over
trials. In Fig. 1B the quantifications of maximum of peak gamma power as well as frequency of
peak power is shown for the Michelson contrast conditions 6.1%,9.7%,16.3%,35.9%,50.3% and
72%. The stimulus contrast conditions 2.5% and 3.7% had very low induced gamma power and
no clear peak in the power spectrum and therefore not included.
Figure 1. Luminance contrast and input-drive dependent gamma oscillation frequency. (A) V1 LFP
mean relative power spectra (20–60Hz, line thickness represents ±1 SEM) during presentation of square
wave gratings of 8 different luminance contrasts (line color), mean data fromMonkey S [8]. (B) Gamma band
peak frequency (top) and power (bottom) as a function of contrast (only the 6 highest contrast conditions). (C)
Schematic architecture of the pyramidal (red)—interneuron (blue) gamma network (PING). (D) Example time
period of population spike histogram (2ms bins) during steady excitatory drive input (0.06 mS/cm2). Spikes of
the excitatory (red) neurons occurred earlier than from inhibitory (blue) neurons within a gamma cycle. (E)
The absolute power spectra for different input excitation levels (mimicking contrast). (F) Quantification of
(upper panel) gamma frequency (black), I-cell spike rate (blue), E-cell spike rate (red) and (lower panel)
gamma power as a function of excitatory input drive.
doi:10.1371/journal.pcbi.1004072.g001
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Computational resource
Intel(R) Xeon(R) CPU E5-1620 0 @3.6GHz with 16GB RAM.
Hodgkin-Huxley network
Minimal single-compartment Hodgkin-Huxley models [66] were used to construct E-cells
(regular-spiking excitatory neurons, RS) and I-cells (fast-spiking inhibitory interneurons, FS).
For the network simulations shown in Fig. 1 and Fig. 2 the networks consisted of 80 E-cells and
20 I-cells. For Fig. 3 the network consisted of 160 E-cells and 40 I-cells neurons. The E-cells in
Fig. 3 had particularly high firing rate matching the network gamma frequencies. This was
done to increase oscillatory stability of the small network which was limited in size due to
Figure 2. Impact of oscillation frequency on the interaction between two PING gamma networks. (A) Illustration of the Arnold tongue. The potential for
two oscillators to synchronize (grey area) is positively correlated with coupling strength and negatively correlated with the difference in intrinsic frequency. (B)
The main structure of the two coupled PING gamma networks. Excitatory drive difference (detuning, Δω) and the coupling strengthC between the two
networks were modulated. (C) Example simulation output from the networks, upper) smoothed LFP signal, arbitrary scaling, lower) time-frequency
representation. (D–F) Example simulations with different network parameters: Left to Right: Arnold tongue: Parameters Δω and Coupling Strength are
indicated as black dot in Arnold tongue diagram. Power spectra, shown in black line for simulated LFP for network 1 and in dashed grey line for network
2. Population raster plots shown for simulation window [2.2sec to 2.55sec]: network 1 = neuron 1–100, network 2 = neurons 101–200. E-cells spikes are
indicated by red dots, I-cells spikes by blue dots. Polar plot of phase difference are shown to the right. Bar length indicates percentage of time (from 5s trial)
within each phase bin. G-I) Reconstruction of Arnold Tongue when manipulating coupling strength and detuning (detuning = input-drivenetwork1—input-
drivenetwork2). Arnold Tongue corresponds to a region with strong phase locking (G, bright colors), common emergent frequency (H, green color), and
systematic phase difference (I, color-coded) between coupled networks, Network 1 lagged in phase compared to network 2 (red in I) when network 1
received a lower drive. Conversely, network 1 had a leading phase relationship with network 2 (blue in I) when network 1 received the higher excitatory drive
Δ phase is only shown for conditions of substantial phase locking (>*0.3) (J) Overlaid representation of emergent frequency difference (black line), intrinsic
frequency difference (dashed line) and phase difference (red line) for simulations with inter-network excitatory connections of 0.6 mS/cm2.
doi:10.1371/journal.pcbi.1004072.g002
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computational constraints. We use Izhikevich-type neurons [67] for replicating our findings in
larger E-and I-cells networks (see S1 Text). In Fig. 3 neurons were ordered along a ring to
avoid network border effects (continuous connectivity). Numerical simulations were computed
using a variable step size Runge-Kutta method of order 8 according to the Dormand and Prince
algorithm [68]. The simulation code was written in FORTRAN95. Analysis of the simulation
output was performed with Matlab (MathWorks, R2012b).
Model summary
Regular-spiking (RS) E-cell:
Cm
dV
dt
¼ gLeakðV  ELeakÞ  INa  IK  IM
Figure 3. Assembly formation and complementary rate/phase code. (A) The overall network ring
structure of the PINGmodel with nearest-neighbor connections (B) Example of a simulation population spike
raster output (top I-cells, bottom E-cells), variation in E-cell excitatory drive is indicated to the right. (C to E)
Detailed results for three example E-cells a, b and c. (C) Location of each example E-cell along the ring
structure is indicated by the level of input-drive (black) as well as the squared derivative of input (red). (D)
Phase-locking values between each example E-cell and all other E-cells (estimated by cross-correlation
peak). (E) Phase difference between example E-cell and all other E-cells with phase-locking threshold>0.25
(for illustration, see Methods). (F) Matrix showing phase-locking between all possible pairs of E-cell pairs,
location in the ring is indicated by the level of input-drive, as in C. (G) Phase difference between all possible
E-cell pairs with same phase-locking threshold as above. Blue indicates that the X-axis neuron leads the Y-
axis neuron, red indicates the reverse.
doi:10.1371/journal.pcbi.1004072.g003
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Fast-spiking (FS) I-cell:
Cm
dV
dt
¼ gLeakðV  ELeakÞ  INa  IK
The leakage reversal potential and conductance were ELeak = −70mV and gLeak = 0.0205mS / cm
2
for E-cells and gLeak = 0.015mS / cm
2 for I-cells. The membrane capacitance was Cm = 1 mF/cm
2.
All kinetic parameters were according to a temperature of 36ºC using standard conductance
equations.
Conductances
Sodium current INa:
RS: ENaE^ ¼ 50E^ mV, gNa ¼ 50mS=cm2 VT ¼ 61:5mV
FS: ENa ¼ 50 mV , gNa ¼ 46mS=cm2 VT ¼ 61:84mV
INa ¼ gNa m3 hðV  ENaÞ
dm
dt
¼ amðVÞð1mÞ  bmðVÞm
dh
dt
¼ ahðVÞð1 hÞ  bhðVÞh
am ¼
0:32ðV  VT  13Þ
exp  VVT13
4
  1
bm ¼
0:28ðV  VT  40Þ
exp  VVT40
5
  1
ah ¼ 0:128 exp 
V  VT  17
18
 
bh ¼
4
1þ exp  VVT40
5
 
Delayed-rectifier potassium current IKd:
RS: EKd ¼ 90E^ mV ; gKd ¼ 4:8mS=cm2 VT ¼ 61:5mV
Role of Gamma Frequency Variation for Neural Coding and Grouping
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FS: EKd ¼ 90 mV ; gKd ¼ 5:1mS=cm2 VT ¼ 61:84mV
IKd ¼ gKd n4 ðV  EkÞ
dn
dt
¼ anðVÞð1 nÞ  bnðVÞn
an ¼
0:032ðV  VT  15Þ
exp  VVT15
5
  1
bn ¼ 0:5exp 
V  VT  10
40
 
Slow non-inactivating potassium current IM:
RS: EKm ¼ 90mV , gKm ¼ 0:15mS=cm2 VT ¼ 61:5mV , tmax ¼ 1123:5ms
IM ¼ gM p ðV  EkÞ
dp
dt
¼ p1ðVÞ  pð Þ=tpðVÞ
p1 Vð Þ ¼
1
1þ exp  Vþ35
10
 
tp Vð Þ ¼
tmax
3:3exp Vþ35
20
 þ exp  Vþ35
20
 
Synapses
Synaptic excitatory AMPA and inhibitory GABA-A potentials were modeled based on [69].
The synaptic current into neuron α was:
Isyn;a ¼ Gin;aðVa  VinÞ þ Gex;aðVa  VexÞ
Here, the total synaptic conductance from inhibitory presynaptic neurons was:
Gin;a ¼
X
b in
gb!asb
The expression for the excitatory synaptic conductance was of the same form. It was as-
sumed that the dynamics of all synapses of a given (presynaptic) neuron were perfectly syn-
chronized. Hence a synaptic gate, though physically located on the post-synaptic neuron α,
followed the potential Vβ of the pre-synaptic neuron β with parameters shown in Table 1. For
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maximum conductance values gβ!α see above.
dsb
dt
¼ ab 1þ tanh
Vb
4
  
ð1 sbÞ 
sb
t b
Connectivity
For Fig. 1–3 the network connectivity parameters (in mS/cm2) are listed in Table 2. The con-
nectivity matrix network was based on the number of neighbor connections m. For example,
m = 8 meant that a neuron connected to the closest 8 other neurons with unit connection
strength. For E-I connections, m meant that I-cell received input from m E-cells (afferent). For
I-E, m meant that I-cell sent input to m E-cells (efferent). The connectivity parameters were
normalized (divided) by the number of connections m. The chosen parameters are listed in
Table 3. We describe effects of changing coupling parameters in S1 Fig.
Network input
The input to each neuron consisted of an external excitatory input plus internal excitatory
and inhibitory input via network connections. The external input consisted of a train of
AMPA synaptic conductance spikes (double exponentials: rising constant = 1ms, decaying
Table 1. The synaptic parameter values for AMPA and GABA-A.
Reversal potentials (mV) αβ(ms
−1) τβ(ms)
AMPA Vin = 0 1 2.4
GABA-A Vex = −80 2 20
From left to right: The reversal potential (in mV), the rising time constant αβ and decay time constant τβ are
shown for AMPA (middle row) and GABA-A (bottom row).
doi:10.1371/journal.pcbi.1004072.t001
Table 2. Connectivity number and strength of synaptic connections in the Hodgkin-Huxley networks
of Fig. 1 and Fig. 2.
Within network Number of connections m Connection strength gβ!α (mS/cm
2)
E! I (afferent) 20 0.6
E! E (afferent) 35 0.05
I! E (efferent) 20 0.8
I! I (efferent) 15 0.5
Between network
E!E (afferent) 10 0–0.07
E!I (afferent) 10 0–0.07
Left column speciﬁes which cell-types are connected. ‘Afferent’ means that the connection number m
deﬁnes how many connections from the sending neuron population a neuron receives. ‘Efferent’ means
how many connections a sending neuron has with the receiving neuron population. Middle column shows
the number of connection m per neuron. The right column shows the synaptic connection strength (E!I or
E!E: AMPA, I!E or I!I: GABA-A).
doi:10.1371/journal.pcbi.1004072.t002
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constant = 5.2ms) with Poisson statistics at a rate of 800Hz (±SD = 100) and spike amplitudes
of default 0.02mS/cm2 (±SD = 0.002). The default mean AMPA input level to each neuron was
0.01mS/cm2 for FS neurons. For Fig. 1 the mean amplitude of the AMPA synaptic potentials
were modulated from 0.02 to 0.08mS/cm2 for RS by modulating the spike amplitude. In Fig. 2
the mean AMPA conductance input level was 0.06 mS/cm2. In Fig. 3 each neuron received a
spatially specific input level depending on its position in the ring architecture. The amplitude
of the sinusoidally modulated AMPA conductance was of 0.006mS/cm2 and the mean conduc-
tance AMPA input 0.06mS/cm2 and 0.055 mS/cm2 for S1 Fig.
Spike detection and network signal
The voltage used as the spike detection level was −17.5mV for both E- and I-cells. The local
field potential (LFP) was estimated in units of microVolt (μV) for Fig. 1 & 2 as an overall net-
work signal. The LFP was the extracellular electrical field potential LFP = LFP (r0,t) at an
electrode position r0. We treated neuron i at position ri as a point-current source I = I (ri,t)
(total transmembrane current into the neuron) in a homogeneous extracellular medium with
conductivity σ (1/σ = 0.3 kOcm), taken from [70]: 0.2–0.4 kOcm). We summed the individual
neuron contributions according to the quasistatic Maxwell equations:
LFP ¼ 1
4ps
XN
i
Iðri; tÞ
R
with R ¼ jri  r0j the distance of the point source to the electrode (R =*1mm). The extra-
cellular voltage signal was smoothed with a pseudo-Gaussian function (width = 4ms).
For computing local synchronous rhythmic activity of local population of neurons in S1 Fig.
to show effects on noise on rhythmic population activity and rhythmic single neuron activity,
we derived a local population average signal (LPA) based on the spike trains of the neurons.
For each position in the network, we aggregated the spike activity of the whole network weight-
ed by a spatially exponentially decaying function.
LPAi ¼
1
N
XN
j¼1
riexp
Di;j=s
With ri being the binary spiking variable, Di,j being the spatial distance between neurons
(deﬁned circularly on the ring in radians). S corresponds to the spatial decay constant which
was chosen to be 0.4. The rationale of the value (similar results were observed for a large range
Table 3. Connectivity number and strength of synaptic connections in the ring-PING network
(Fig. 3).
Number of connections m Connection strength gβ!α (mS/cm
2)
E! I (afferent) 10 0.23
E! E (afferent) 25 0.03
I! E (efferent) 10 0.13
I! I (efferent) 4 0.1
Left column speciﬁes which cell-types are connected. ‘Afferent’ means that the connection number m
deﬁnes how many connections from the sending neuron population a neuron receives. ‘Efferent’ means
how many connections a sending neuron has with the receiving neuron population. Middle column shows
the number of connection m per neuron. The right column shows the synaptic connection strength (E!I or
E!E: AMPA, I!E or I!I: GABA-A).
doi:10.1371/journal.pcbi.1004072.t003
Role of Gamma Frequency Variation for Neural Coding and Grouping
PLOS Computational Biology | DOI:10.1371/journal.pcbi.1004072 February 13, 2015 10 / 44
of values) was that it was large enough to allow for sufﬁcient aggregation to quantify oscillatory
activity and spatially speciﬁc enough to reveal the spatial change of phase-locking and phase-
relation. The LPA was further smoothed with a pseudo-Gaussian function (width = 4ms).
Natural contrast images and intrinsic frequency map
We obtained natural images from the Berkeley segmentation dataset (BSDS500, [71]). We took
the first 100 gray-scale natural images (comprising the Berkeley training dataset). The natural
images were first resampled and squared to fit it to the 100×100 lattice. Then the local root-
mean squared contrast C = C (xc, yc) at image position (xc, yc) (RMS, [72]) was computed:
C ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃXN
i¼1
wi
ðLi  LÞ2
L2
=
XN
i¼1
wi
s
wi ¼ 0:5 cos
p
p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðxi  xcÞ2 þ ðyi  ycÞ2
q 
þ 1
 
L is luminance and i is the pixel index. The summation was over pixels within a patch radius
p of 3 pixels. The local contrast values C were then transformed into intrinsic frequencies ν by
approximating the experimentally observed relationship ν = 25 + 0.25C between gamma fre-
quency and contrast. We defined a minimum (25 Hz) and slope of 0.25Hz per contrast value
(estimated over both monkeys,[33]). Gamma power was not taken into account in the phase-
oscillator model. 20 of 100 images were excluded because not enough segmentation borders
(see criteria below) suitable for phase-locking analysis (minimum of> 10 per image) could
be obtained.
Phase-Oscillator model
We used a modified version of the Kuramoto model [56] as a basic model of the dynamics of a
limit-cycle oscillators that has been used to investigated synchronization between coupled os-
cillators. The network input was set by natural images transformed into local contrast. The in-
trinsic frequency of each oscillator was set by the local contrast at the oscillator’s
corresponding pixel. For each image, the simulation run was 10s with a time step of 2ms. Each
oscillator started with a random phase. During the simulation run the phase of each oscillator
was determined by an intrinsic (natural) frequency (ω), a noise term (z) and an interaction
term describing the impact (phase response curve, PRC) by other coupled oscillators depend-
ing on the coupling constant (K).
dyi
dt
¼ oi þ ζi þ
XN
j¼1
Ki;j sin yj  yi
	 
	 

; i ¼ 1 . . .N
The interaction term (inﬁnitesimal PRC, [56]) was a sinusoidal function such that the cou-
pled oscillators tended to engage in zero-phase synchrony. The coupling constant was an expo-
nential function of distance (D) (in contrast to the all-to-all connectivity in the Kuramoto
model), with a scaling constant (s = 0.4 for ring-network (radians) and s = 0.5 for 2D lattice
network (pixel)) and strength (C = 0.003).
Ki;j ¼ C expDi;j=s
The noise term was pink noise with a power scaling exponent of 1. The strength C was
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scaled at a sufﬁcient level for the model to reach near-zero coherence when oscillators were un-
coupled. The noise was spatially correlated (smoothed with spatial kernel of 3 pixels), to reduce
spurious phase locking over the lattice. This step eased the computation of ‘true’ phase-locking
between distant clusters having very close frequencies (without the use of phase-perturbation
techniques), because synchronous clusters cannot easily average out noise (correlated between
members of a cluster). We also included a time-delay term as function of distance as conduction
delay of cortical horizontal connections can be signiﬁcant for longer cortical distances [73,74].
Ti;j ¼ vDi;j þ vo
Where the time-delay Ti,j was a linear function of distance (pixel units). The slope v was 0.4
and v0 was 2ms. Ti,j was then made then discrete to change in steps of 2ms (simulation time
step). The inclusion of the time-delay factor was not critical for the results of the paper. Natural
images and segmentations by human observers were taken from the Berkeley segmentation data-
set [71]. Images were downsampled from 350×450 pixels to 100×100 pixels using the Matlab in-
built ‘imresize’ function, to ﬁt the size of the lattice model.
Spectral power estimations
In Fig. 1 as well as S2 Fig. we used the Matlab in-built power spectral density function (psd)
with multitaper estimation for estimating the power spectrum. For the time-frequency repre-
sentation (TFR) in Fig. 2c we used the Matlab in-built spectrogram function (Short-time Fou-
rier transform).
Instantaneous phase and frequency estimations
The instantaneous phase (IP) was derived for the LFP (Fig. 1–2) or LPA (S2 Fig.) signals by tak-
ing the Hilbert-transform (HT, [75]) of the signal. The HT gives the analytical signal (complex
numbers) from which the IP can be obtained by taking the argument of the complex number.
The HT is well defined for signals characterized by a single oscillation (mono-component)
which was the case in our simulations. The IP was the output variable of the phase-oscillator
model. The instantaneous frequency (IF) was obtained by taking the derivative of the IP. IF
was estimated by unwrapping the IP, then first applying smoothing (half-cycle rectangular
points smoothing) followed by computing the first derivative. For the phase-oscillator model
(Fig. 5–8), we could directly use the output phase-traces to compute IF. We averaged the IF es-
timation of each time point over the whole simulation (excluding the first 200ms) period to ob-
tain a mean frequency. For single neurons spike trains we used the spike rate, computed as n
spikes per second, as our frequency estimation.
Phase-locking and phase relation estimations
A. Based on Instantaneous phase (LFP,LPA and phase-oscillators)
The phase relation was defined as the mean circular phase difference between two signals (av-
eraged in the complex domain).
yij ¼ arg
1
N
XN
t¼1
expði ðφi  φjÞÞ
 !
with a range of [−π, π]. Arg is the argument function and φ is the IP. For estimating phase-
locking we computed the phase-locking value (PLV, [76]). The PLV was computed by
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averaging the complex values with unit amplitude
cij ¼ j
1
N
XN
t¼1
expði ðφi  φjÞÞj
The PLV ranges from 1, corresponding to full phase consistency, to 0, corresponding to
fully random.
B. Based on spike trains
For computing the phase-relation and locking between two neurons we applied cross-corre-
lation.
CCijðlÞ ¼
1
N
 XN1
n¼0
ri ½nrj½nþ l
!
with ri being the complex conjugate () of spike train (r) of neuron i. The cross-correlation
CCij between neuron I and j was computed with lags not exceeding +/− half mean rate (time
window is assumed to be the period of the oscillation the neurons are locked to). The spike tim-
ing difference (in ms) was deﬁned as
stij ¼ argðmaxðCCijÞÞ
and the locking as
cij ¼ maxðCCijÞ
We converted the spike timing differences into phase-values by dividing twice timing differ-
ence by the mean spike rate of the respective neurons and then multiplied by π.
yij ¼ p
2stij
ðri þ rjÞ=2
 !
Phase-locking and phase-relation matrix
The matrices represent the phase-locking or the phase-relation between all possible pairs of
neurons or oscillators. The diagonal is always 1 (phase-locking with itself) in the phase-locking
matrix and 0 in the phase-relation matrix. For the phase-locking matrix the color were from 0
(black) to 1 (yellow-white), if not otherwise stated. For the phase-relation matrix the color
were – pi/2 (blue) to pi/2 (red). A negative phase relation (blue) means that the neuron/oscilla-
tor X from the x-axis has an earlier/leading phase compared to the neuron/oscillator Y from
the y-axis. The phase-relation matrix was threshold for illustration purposes, because phase-re-
lations from non-synchronized neurons/oscillators are randomly distributed over –pi to pi
making the plot difficult to interpret visually. The threshold was defined as being equal to 3
times the mean phase-locking value between uncoupled neurons/oscillators.
Segmentation border analysis
We used the image segmentations performed by several human observers (n = 30) from the
Berkeley segmentation dataset (BSDS500,[71]). All subjects did not segment all the images, in-
stead, segmentations from a subset of the observers was available (n*= 5) for each image. For
each image the segmentation-border analysis based on different observers was averaged. We
selected 1-dimensional spatial windows of ±15 pixels centered on segmentation lines that
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fulfilled the following criteria: (1). A vertical or horizontal segmentation line should consist of
three consecutive pixels. (2) Within the spatial window no other line should be present.
For the analysis, the horizontal and vertical line segments were concatenated. We then com-
puted the averaged phase-locking matrix (S4 Fig.) between all oscillators as well as the averaged
absolute spatial derivative of contrast values. For computing significance thresholds (permuta-
tion testing, [77]) we constructed a null distribution by choosing random positions for the
same number of spatial windows.
Stimulus reconstruction
The stimulus to be reconstructed Sorig(i) for each network position i was the excitatory
(AMPA) input drive to E-cells for the PING networks and the intrinsic frequency for the
phase-oscillator model. For ring-networks the spatial variation of Sorig was defined by a sinu-
soidal function and for the 2D phase-oscillator lattice network by natural image local contrast,
where each network position corresponded to one pixel. A seemingly easy way of estimating
the stimulus Sorig is by using frequency coding Sest (ω). If it is defined at single neuron level, it is
often termed spike rate. At neuronal population level, the code might be based on the oscilla-
tion frequency. In the Discussion section we discuss these different type of frequency coding
and their relation (see also S1 Fig.). The spike rate is defined as the number of spikes per second
for a given time window (spike count code,[78]). This was used for Fig. 3. The oscillation fre-
quency was determined as the mean instantaneous frequency [79] over the simulation period.
This was used for Fig. 2 (LFP), Fig. 6 and 8 (phase-oscillator) and S1 Fig. (LPA). The Sest (ω)
was simply defined as the frequency of the neuron i
SestðoÞ ¼ oi
The stimulus Sorig, estimated by phase differences between neurons, was defined as follows:
SestðyÞ ¼ ð
Xj¼n
j¼1
yijcijKijÞ=n
θij is the phase-relation, ψij the phase-locking and Kij the connectivity strength between the
reference neuron i and the neighbor neuron j. θij was determined using the whole simulation
period. For analysis based on spike trains, the phase-relation and strength was determined by
cross-correlation analysis (see above), whereas for LPA or phase-oscillator analysis it was
based on the instantaneous phase variable (for LPA determined by Hilbert transform). The
connectivity strength was deﬁned prior to simulation (see above) and was an exponential func-
tion decaying over distance (phase-oscillator model) or was of nearest neighbor type with unit
strengths (PING network). For all network types, the interaction strength (determined by di-
rect and indirect connections) decayed over distance approximated as an exponential decay
function over space with the same parameter used for all network types. Including the connec-
tivity term improved the Sest, in particular for the 2D phase-oscillator lattice model (MI = 0.60
to 0.67). This is because the detuning-to-phase conversion is coupling dependent. The phase
value of each neuron i, was computed by averaging phase-relations to all other neurons in the
network weighted by phase-locking strength and coupling strength. Sest(θ) is an assembly code
using the spike relation between neurons to obtain more information about the stimulus.
For the combined frequency and phase code Sest(ω,θ) the stimulus level Sest for a given neu-
ron was then given as
Sestðo; yÞ ¼ SestðoÞ þ SestðyÞ  F
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where F is a scaling factor determining the contribution of the phase code. The scaling factor F
which maximized the stimulus reconstruction performance was chosen. Intuitively, the opti-
mal scaling factor is the slope of the function between intrinsic frequency and the phase vari-
able (see red line in Fig. 2J & 8IV) for a given coupling value. One common scaling factor was
chosen for all 80 natural image simulations.
Measure of stimulus reconstruction performance
We estimated the reconstruction performance as the Shannon mutual information I(X;Y) [80]
between the intrinsic frequency image X and the reconstructed intrinsic frequency image
Y. The direct method approach gives:
IðX;YÞ ¼
X
y2Y
X
x2X
pðx; yÞlog pðx; yÞ
pðxÞpðyÞ
 
where p(x,y) is the joint probability, p(x) and p(y) are the marginal distributions. We normal-
ized I(X;Y) by dividing by I(X;X). We compare the phase-code, frequency-code and the com-
bined frequency/phase code. For the natural images, we computed a baseline reconstruction
performance, for each image we computed the normalized MI between the simulation output
from that image with the intrinsic frequency maps from all other images. We averaged the 79
MI values (79 MI values per 80 images, each image compared with all other images) to get an
estimate of baseline reconstruction for each image. We used a repeated measures ANOVA to
test for signiﬁcant effect of coding types. For post-hoc pairwise comparisons [81] between dif-
ferent coding types we used the Tukey’s HSD (honest signiﬁcant difference) test (which cor-
rects for multiple comparisons). The Tukey’s HSD was computed as follows:
HSD ¼ ðm1  m2Þﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
MSE=N
p
With μ the mean value of a condition, MSE is the mean sum squared error and N is the number
of values within a condition.
Results
The frequency of gamma oscillations depends on excitatory input drive
During active information processing, a cortical network will receive variable afferent input
drive reflecting sensory variables. By input drive we mean the net excitatory drive to a popula-
tion of neurons resulting from the sum of afferent excitatory and inhibitory connections. The
dependence of gamma oscillations on input drive is central for the understanding of its role
in neural processing. Theoretical [17,33,42] and experimental observations [33,42,43,82,83]
have shown that excitatory drive increases the frequency of gamma oscillations. For example,
recent experimental studies on gamma oscillations in primate visual cortex have shown a
striking relationship between visual contrast, which is considered a proxy for excitatory drive
[33,42,43], and the frequency and power of gamma oscillations. Results from our own experi-
mental work [33] demonstrated the effect of contrast on gamma oscillations in primary visu-
al cortex V1 and in V2 of rhesus monkeys (Fig. 1A). We found a monotonic increase in the
frequency at which the gamma frequency spectrum peaks (Fig. 1B, top) with increased con-
trast, and a non-monotonic modulation of gamma power (Fig. 1B, bottom).
These findings fit with theoretical studies of the two most common gamma oscillation gen-
erating mechanisms [17], the interneuron-gamma network (ING, e.g. [84,85]) and the pyrami-
dal-interneuron gamma network (PING, e.g. [33,86]), which are characterized by increasing
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oscillation frequency with increasing excitatory drive. We replicated this relationship in a
model network consisting of 20 I-cells (fast-spiking type) and 80 E-cells (regular spiking
type) using model neurons based on the Hodgkin-Huxley formalism (Fig. 1C, see Methods,
[66]). Model neurons interacted through model synapses [23] that included AMPA and
GABA-A connections. Each neuronal class received independent external excitatory input,
yet the main excitatory input for I-cells was internally generated by E-cells (Fig. 1C). The
network exhibited pyramidal-interneuron gamma oscillations (PING) characterized by I-
cell spikes lagging E-cell spikes (Fig. 1D). We then (Fig. 1E) systematically modulated exter-
nal excitatory input to the network (modeled as a train of AMPA-spikes), with the mean
level of input ranging from 0.02 to 0.08 milliSiemens per area (mS/cm2). GABA-A decay
time constant (20ms) was defined such that frequencies were in the range as observed in our
own experimental V1 LFP recordings. However, the exact frequency range is not critical for
the conclusions of the paper. We observed input-dependent effects on the model power
spectra based on the estimated LFP (from transmembrane currents, see Methods). Gamma
oscillation frequency increased monotonically with input-drive over a range of*20–25Hz
[33], as did the spike rates (Fig. 1F, top). Oscillation power (Fig. 1F bottom) showed a non-
linear relationship with oscillation frequency, with peak power at intermediate levels of
input [33]. In line with previous work (for review [17]), the main time constant of the PING
network oscillation was set by the inhibitory GABA-A decay time constant and by the time
needed for the E-cells to escape the inhibition, the latter being reduced by higher excitatory
drive. We assume here that synaptic time constants and connectivity strengths did not
change within the time-scale considered here for the stimulation (several 100ms to a few
seconds).
Role of detuning and coupling in regulating synchronization and phase
relations between two interacting gamma PING networks
As described above, there is substantial evidence that gamma oscillations adapt their frequency
as a function of input-drive. But what happens if input-drive varies over cortical space? An ex-
perimental study in macaque V1 [43] with contrast-varying stimuli has shown that the fre-
quency of gamma oscillation can vary over a short cortical distance, with higher contrast
producing higher frequencies. Hence, nearby cortical location can show different oscillation
frequencies. This supports older studies in V1 [31,87] that showed that gamma phase-locking
decayed rapidly over cortical distance at the spatial scale of horizontal connectivity. In the light
of those findings, a theoretical model of cortical gamma oscillation should be able to express
different oscillation frequencies at nearby spatial locations. Such results cannot be simulated in
gamma network models that are characterized by global synchronization and express one
dominant frequency at a time [88]. Gamma oscillation networks with predominantly local spa-
tial connectivity with locally varying input drive could thus be a promising framework for cor-
tical gamma oscillations. We therefore aimed to gain an understanding of the underlying
principles that cause these networks to organize themselves depending on spatially varying
input drive.
A theoretical framework for understanding the self-organization principles of such a net-
work with spatially local emerging oscillations is offered by the theory of weakly coupled oscil-
lators (TWCO). The TWCO describes under which conditions interacting (coupled)
oscillators synchronize. The ability of a population of coupled oscillators [56] to synchronize is
controlled by two opponent forces [55]: their detuning (Δintrinsic frequency) and their interac-
tion strength (here through synaptic interactions), to which we refer as coupling strength. The
region in the two-dimensional parameter space of coupling strength and detuning within
Role of Gamma Frequency Variation for Neural Coding and Grouping
PLOS Computational Biology | DOI:10.1371/journal.pcbi.1004072 February 13, 2015 16 / 44
which synchronization occurs is called the ‘Arnold tongue’ [55]. For conditions within the Ar-
nold tongue (Fig. 2A), the oscillators converge on a common emergent frequency. Within the
Arnold tongue, the initial (intrinsic) frequency difference between the pair is replaced by a con-
sistent phase difference, where the oscillator with the higher intrinsic frequency leads in phase.
Outside the Arnold tongue, intrinsic frequency differences are maintained, precluding a consis-
tent phase relationship (i.e., phase precession instead of synchronization).
We first illustrate these ideas in simulations from a gammamodel consisting of two intercon-
nected PING networks (Fig. 2B, see also [18]). The two PING networks were both identical to
the network introduced in Fig. 1C-F, with inhibitory neurons only projecting locally within their
own network to excitatory (I!E) and inhibitory cells (I!I). The inter-network connectivity
was comprised of excitatory-to-inhibitory connections (E!I, I receiving input from 8 E) and
excitatory-to-excitatory connections (E!E, 8 per neuron). In different model simulations, the
two inter-network connection types (coupling) were modulated jointly from 0 to 0.07 mS/cm2
(note that these values are an order of magnitude lower than in intra-network coupling, see
Methods). Fig. 2C shows an example of simulation output with estimated LFP traces (top) and
corresponding time-frequency representations (TFRs, bottom). In this example, the drive to the
two coupled networks (here coupled with 0.004mS/cm2) was very similar (network 1/2 = 0.069/
0.0635 mS/cm2). This resulted in closely matching oscillation behavior. We then used this model
to study the effects of varying input drive differences and of varying coupling strength.
Fig. 2D-F shows the detailed effects of three combinations of coupling strength and detun-
ing (intrinsic frequency difference) on the ability of coupled oscillating networks to synchro-
nize. Phase locking was estimated here based on the population response of each PING
network (here LFP, see Methods). In Fig. 2D, network 2 (neurons 101–200 in simulated spike
histograms) received (network 1/2 = 0.0598/0.0635 mS/cm2) more excitatory input than net-
work 1 (neurons 1–100). Because of a sufficiently small difference in input and intrinsic fre-
quency at the chosen coupling strength (a parameter constellation falling within the Arnold
tongue, 0.02 mS/cm2), the networks synchronized at a common emergent frequency
(*35.5Hz). This is visible (from left to right) in the overlapping power spectra, in the consis-
tent time difference between spikes of network 1 and 2 in the population spike raster, and in
the narrow phase difference distribution (see Methods). The spike raster and the phase differ-
ence distribution also show that spikes in network 2 were leading spikes in network 1. In
Fig. 2E, the excitation level difference in the networks were approximately reversed (network
1/2 = 0.069/0.0635 mS/cm2) while keeping coupling strength constant. Again, the networks
synchronized at a common frequency (*37Hz), but spikes of network 2 now lagged network
1. In Fig. 2F the coupling (cross E-E, E-I) between networks 1 and 2 was decreased from
0.02 mS/cm2 to 0.004 mS/cm2, while keeping the detuning constant (network 1/2 = 0.069/0.0635
mS/cm2), creating a condition falling outside the Arnold tongue region. The two networks there-
fore did not synchronize but oscillated at different frequencies (network 1/2 =*36Hz /*38Hz).
By systematically modulating the coupling strength and the detuning between the two net-
works, the Arnold tongue could be fully reconstructed: it emerged as a region of high phase-
locking (Fig. 2G) characterized by a common emergent frequency (Fig. 2H) and systematic
phase differences (Fig. 2I). Fig. 2J shows a comparison of the intrinsic frequency of one net-
work observed in the absence of coupling (dashed line), and its emergent frequency when cou-
pling was set to 0.04mS/cm2 (black solid line). As in Fig. 1F, the intrinsic frequency depended
linearly on the input level. However, the emergent frequency during coupling displayed a non-
linear function, whereby frequency was constant within the range of the Arnold tongue. Within
that range synchronization was observed; meaning that a consistent phase relationship
emerged (Δ phase, red line). The phase relationship was linearly related to the input
level difference.
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Input-dependent self-organization of a spatially extended gamma
network
We described above how the behavior of two interacting PING-networks can be understood in
the framework of TWCO. However, to understand the self-organization principles of gamma
oscillation activity in a cortical area, one needs to take into account interactions among large
numbers of interconnected neurons that constitute multiple potential local PING networks.
The local networks may be more easily comparable to anatomically distinct ‘columns’ (which
may or may not underlie functionally defined columns) in some sensory systems (e.g., barrel
cortex) than in others (e.g., visual cortex), but this correspondence is not critical to our argu-
ment. In this study, we used continuous local connectivity and spatially specific input drive as
the more general case. We chose a model architecture in which neurons were organized along
a ring (Fig. 3A, see Methods), to avoid border effects and thus facilitate analysis. For the gener-
ation of the PING mechanism, E-cells and I-cells were designed to have relatively strong local
interactions (E-I, I-E) between neighbors (E-I = 0.23 mS/cm2, 10 per neuron, I-E = 0.13 mS/cm2,
10 per neuron). Inhibitory-to inhibitory connections (I-I) further supported the PING mecha-
nism (I-I = 0.1 mS/cm2, 4 per neuron), yet they were not critical [17,18]. In addition, weak but
numerous RS to RS excitatory connections (E-E) were added (E-E = 0.03 mS/cm2, 25 per neu-
ron) [16]. The topographic input to RS neurons was modulated sinusoidally around the ring
(shading in Fig. 3A). I-cells received most of their input drive from nearby located E-cells (for
details, see Methods). In the ring-network simulations E-cells had similar spike rates to I-cells
and both had spike rates close to the gamma oscillation frequency. This allowed us to use
smaller but stably synchronized networks to increase computational efficiency. However, we
will describe below that our results can be extended to large sparse-firing gamma oscillation
networks in which E-cells (RS) fire much less than the I-cells (FS) and below the
gamma frequency.
In Fig. 3B, an example simulation output is shown, displaying the spike raster for the entire
network (red, E-cells; blue, I-cells). Neuronal spiking was synchronized in the gamma range
(*25–35Hz), but individual neurons displayed spike timing differences relative to each other
that were related to the input-drive differences. Fig. 3C-F describes the detailed relationship be-
tween synchronization and input. This relationship will be described both in terms of the
strength of phase locking among neurons and of the phase differences among synchronized
neurons. Phase locking was estimated by the peak of the cross-correlation histogram computed
over the respective simulated spike trains, and the phase difference by the lag of the cross-cor-
relation peak (divided by cycle length, see Methods). We focus here on E-cells but all observa-
tions for E-cells have been replicated for I-cells (see similar behavior of I-and E-cells in
Fig. 3B).
We found that the spatial extent of phase-locking in the network differed along the sinusoi-
dal input function (Fig. 3C) in close relation to the level of detuning approximated here by the
squared input derivative (red line). Neurons receiving their input around the trough and the
peak of the spatial sinusoidal input engaged in spatially larger ensembles of synchronized
rhythmic activity compared to neurons along the slope of the sinusoidal input (Fig. 3D). To il-
lustrate this, phase locking strength distributions are shown for three reference neurons. Each
distribution refers to locking between a reference neuron and all other neurons in the network.
The three reference neurons were labeled as neuron a (red), neuron b (green), and c (blue), lo-
cated respectively near the trough, slope, and near the peak of the sinusoidal input function.
The spatial extent of phase-locking (Fig. 3D) decreased with increases in the slope of the sinu-
soidal input, corresponding to increases in detuning, yielding much larger distributions for
neurons a and c than for b. Specific features of the input also influenced the distribution of
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phase locking strength. The spatial distribution of phase-locking for neuron b, situated where
the slope of the sinusoid was steepest, was not only small but also symmetric. By contrast, the
larger distributions for neurons a and c, were asymmetric, with a skew towards neurons receiv-
ing more similar input drive. Hence, despite the symmetric synaptic spatial coupling for each
reference neuron with its neighbors, their spatial phase-locking distributions with neighboring
neurons differed. This reflected the spatial variation of input drive to neurons in the vicinity of
reference neurons a, b and c. Moreover, the relation between input drive and synchronization
also led to characteristic phase differences among synchronized neurons (Fig. 3E). This is illus-
trated for each of the same three reference neurons (only phase-relations shown if>.25 phase-
locking, see Methods). The reference neurons had systematically leading phase relationships
with neurons receiving a lower input drive, and a lagging phase relationship with respect to
neurons receiving a higher input drive.
We now consider the combined results of all E-cells in the network. Fig. 3F shows a phase-
locking matrix in which the phase-locking values between all possible pairs of E-cells in the
network (160 × 160 E-cell pairs) are shown. Neurons around the peak or trough of the sinusoi-
dal input function formed large assemblies of synchronized units. Neurons along the steepest
slope of the input function only synchronized with their immediate neighbors (narrow regions
of bright color at the centre and extreme ends of the diagonal). Note that neurons close to, but
not exactly on, the peak/trough had asymmetric distributions of phase-locking values, in spite
of their symmetric connectivity.
In Fig. 3G, phase differences are also shown for all E-cell pair combinations. Within regions
of high synchronization, neurons with higher input drive (negative lag shown in blue) led neu-
rons with lower input drive (positive lag shown in red). Both the behavior of phase-locking and
phase-relation as a function of detuning are in agreement with TWCO. The detuning magni-
tude (large at the sinusoidal slope and small around the peak/trough) strongly determined
whether neurons could synchronize. If synchronized (within the Arnold tongue), the sign and
magnitude of detuning defined the phase-relation.
The synchronization properties of the ring-PING network in Fig. 3 depended on the con-
nectivity patterns. First, sufficiently strong E!I as well as I!E connections were required to
allow for PING type synchronization [17]. Further, we observed that the exact synchronization
properties depended on the number of excitatory connections in relation to the number of in-
hibitory connections (S1 Fig.). In the case of more numerous (or stronger) E-E connectivity,
the spatial extent of synchronization was larger around the sinusoidal peak compared to the
trough. In contrast, in case of strong I-I or I-E connectivity, the spatial extent of synchrony was
larger around the trough compared to the peak. This seemingly odd result can be understood if
one considers the influence of excitatory vs. inhibitory input in terms of the phase response
curve (PRC). Whereas excitatory connectivity will tend to advance the phase of a next spike, in-
hibitory connectivity will delay the occurrence of a next spike. Neurons synchronizing to other
neurons with excitatory connections alone will most optimally entrain neurons with intrinsi-
cally lower frequencies (as excitatory connections speed them up) and hence synchronization
extends further around the peak. In comparison, inhibitory connections entrain best neurons
with intrinsically higher frequencies and will therefore lead to stronger synchronization around
the trough of the sinusoidal input. Therefore the balance of inhibitory and excitatory interac-
tion is critical for understanding how PING networks will self-organize depending on input-
drive. We stress that future studies should further investigate how connectivity patterns affect
the gamma-mediated temporal organization.
In the simulation analysis presented in Fig. 3, network performance was analyzed in terms
of simulated spike output, where phase-locking strength and phase differences were derived
from spike cross correlations. In experimental studies, gamma oscillation properties are often
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investigated in terms of the Local Field Potentials (LFP), which is a population aggregate signal
(mainly reflecting synaptic potentials, [89]). We therefore conducted a similar analysis on E-
cell population activity (representing a LFP-like signal) to test whether the same phase-locking
and phase-relation behavior could be observed. Further, we were interested whether input
noise affected single neuron spike rates differently than the local population oscillation fre-
quency. To estimate the local LFP-like measure, we aggregated the network spiking activity at
each E-cell reference position with an exponentially decaying spatial function (see Methods).
We termed this the local population average (LPA), to make clear that it is not the LFP, yet
sharing the property of being a population signal. Results are shown in S2 Fig. We observed the
same behavior of phase-locking and phase-relation patterns for the LPA estimates. The proper-
ties of the network were relatively robust against input noise (S2 Fig.). Generally, the higher the
input noise, the smaller the extent of synchrony [18,55]. Further, at higher input noise levels,
we observed that the spike rates were no longer highly locked to the local gamma frequency
(estimated based on LPA) and, if rates were estimated over a long time window (here 5 sec),
the single spike rates could reflect input differences between neurons, despite being locked to
the same gamma oscillation frequency. The relationship between population gamma frequency
and single neuron spike rates as well as important issues related to noise and the encoding time
window will be elaborated further in the Discussion section.
One limitation of the above presented ring-PING network was that the E-cells and I-cells
had similar spike rates, both in the range of the local population gamma frequency. However,
experimental studies suggest that neurons, in particular pyramidal neurons (RS-type,
[66,90,91]), have spikes rates lower (sparser) than the gamma oscillation frequency (they do
not spike each gamma cycle). It has been shown in theoretical studies that sparsely firing PING
network regimes exist as long as the number of neurons is sufficiently large [92]. We therefore
replicated the findings shown in S3 Fig. in a larger network with Izhikevich neuron models
[67], which have higher computational efficiency than the Hodgkin-Huxley neuronal model,
but still generate realistic RS and FS spiking patterns. The ring-PING network consisted of
4000 E-cells and 1000 I-cells. Whereas the I-cells still spiked close to the gamma range being
around*40Hz, the E-cells had spike rates around*12Hz. Although the E-cells showed spike
rates much lower than the gamma oscillation frequency, we still observed the phase-locking
and phase-relation among E-cells as described in Fig. 3.
Detuning is transformed into a complementary gamma phase and
frequency code
The results from the two interacting PING-networks (Fig. 2) suggested that reliable phase dif-
ferences corresponded to small local differences in input (small detuning), whereas frequency
differences reflected larger input differences. The same could be observed for the ring-PING
network driven by spatially varying input (Fig. 3). Neurons interacting with small detuning (at
the peak or trough of the sinusoidal input) exhibited reliable phase differences, whereas neu-
rons interacting at larger detuning values (at the steepest slope of the input function) showed
reduced synchrony and large (emergent) frequency differences. This indicates that information
about input drive differences might be present both in frequency and phase in a
complementary manner.
We therefore extended our analysis of the ring-PING network to investigate neural coding
by quantifying explicitly the relationship between the input patterns and the neuronal re-
sponses in terms of their frequency and phase-relation. We will first describe the coding types
and their derivations. The stimulus (Sorig) was the spatially-defined sinusoidal excitatory drive
to the E-cells. The first coding type was the (emergent) ‘frequency code’ (Sest (ω)). We explicitly
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mean the frequency that would be (experimentally) measurable in a network. In our ring-
PING network described above, single neuron spike frequencies (rates) were close to the (LPA)
gamma frequency and neurons were strongly locked to the rhythm. Therefore LPA gamma fre-
quencies or single spike rates gave here similar estimates (see Discussion below). The second
coding type is the ‘phase code’ (Sest (θ)). We described above the phase-relations between neu-
rons in the ring-PING network as function of the spatial sinusoidal input. When neurons were
synchronized, hence sharing a common frequency, the neuron with higher drive occupied a
leading (earlier) phase. In our network, multiple oscillatory frequencies were present and we
therefore had to define the common oscillation frequency by the group of neurons to which it
had substantial phase-locking. This was implemented by weighting each phase-relation be-
tween neurons by their phase-locking strength. The Arnold tongue relationship states also that
a phase-difference between two oscillators depends on their coupling strength. Hence, to
achieve more exact estimates of the input differences from the phase differences, we needed to
make them independent of coupling. This was implemented by multiplying a given phase-dif-
ference by the coupling strength between neurons (see Methods and Discussion). This opera-
tion was necessary as a phase-difference between strongly coupled neurons corresponds to a
higher input difference than the same phase-difference between more weakly coupled neurons.
To summarize, the phase-code was calculated for each neuron as the average phase-relation to
all other neurons weighted by their phase-locking strength and coupling strength. In the com-
bined ‘frequency and phase code’ (Sest (θ,ω)) both the phase code and the frequency code
were summated.
In Fig. 4B, we reconstructed the spatial sinusoidal input (Sori) of the ring-PING network
based on the E-cell spike count (frequency code Sest (ω)), the phase-relation between E-cell
spike trains (phase code Sest (θ)) or by combining both sources of information (combined code
Sest (θ,ω)). The frequency code exhibited plateaus around the peak and trough of the sinusoid,
where synchronization was strongest. The phase code followed the variation around the peak
and trough of the sinusoid, but could not follow the larger input differences (e.g. overall differ-
ence between peak and trough). By combing both coding types the variation of the original si-
nusoidal input was well reconstructed. This was quantified by computing the mutual
information (MI, [80], see Methods) between Sorig and Sest. The lowest reconstruction perfor-
mance was achieved by the phase-code (MI = 0.18), followed by the frequency code (MI = 0.65),
with the highest MI for the combined code (MI = 0.92). The contribution of each coding type
will depend on the exact input characteristics. For example, the higher the synchrony within a
network (e.g. by lower amplitude of the sinusoidal input function) the more information the
phase code will add to the frequency code (see discussion). These results indicate 1) that phase
coding is most suited to resolve fine (small input differences) and local (high coupling) input
variation; 2) that phase coding represents a relative Δrate-phase transform [45]); 3) that phase
coding depends on both input difference and coupling strength (Arnold tongue); and 4) that
phase coding can add complementary information to frequency coding.
Extension to a neural phase-oscillator ring-network model
The Hodgkin-Huxley PING network simulations in Fig. 1–4 have shown that the input-depen-
dent gamma synchronization can be well understood within the TWCO and the Arnold tongue
[55]. In the following result section, we show that the PING spiking neural network can be suc-
cessfully reduced to a basic model [52,53] of weakly-coupled oscillator networks, the phase-os-
cillator model (Kuramoto model, [56]). The reduction to the phase-oscillator model allowed us
to investigate the oscillatory properties of much larger topographic networks exposed to natu-
ral complex input patterns due to the computational efficiency. However, first we will describe
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the rationale of reducing local PING networks to abstract phase-oscillators. We will then show
that the exact same behavior of the ring-PING network can be reproduced by a ring-phase-
oscillator network.
A single phase-oscillator is characterized by an intrinsic (natural) frequency that determines
how fast the phase-variable (the central variable of the model) evolves over time. The intrinsic
frequency is the frequency that characterizes the oscillator in the absence of interactions with
nearby phase-oscillators. A local PING network consisting of a few E- and I- cells is considered
here as equivalent to one phase-oscillator (Fig. 5A). The population frequency of the local
PING network (LPA, Fig. 5B) would be similar to the frequency of the phase-oscillator. The in-
stantaneous phase [75] of the local population rhythm (Fig. 5C) would be equal to the output-
variable of the phase-oscillator model (Fig. 5D). In a network of connected (coupled) oscilla-
tors, there is not only a reduction in terms of units (from a number of E- and I- cells to a single
phase-oscillator), but also a reduction in the complexity of connectivity. Connectivity (cou-
pling) is defined here in terms of one oscillator advancing or delaying the phase of the other in
a manner that is defined by the phase relation between them. Coupling strength refers to the
magnitude of the modulation of the phase-variable in two oscillators which is a function of the
ongoing phase-relation between the phase-oscillators. This function is referred to as the phase-
response curve (PRC). It is a sinusoidal function as defined in the Kuramoto model of weakly
coupled oscillators, with a clear attractor at phase 0. For example, if oscillator 1 at a given mo-
ment is trailing oscillator 2, oscillator 2 will push the phase of oscillator 1 forward while oscilla-
tor 1 will delay the phase of oscillator 2 (assuming sufficiently similar frequencies). This means
that given equal intrinsic frequencies, a network initialized with random phases in each
Figure 4. Reconstruction of stimulus input based on phase and frequency coding. See Methods for
derivations of the coding schemes. A) The stimulus input Sorig to be reconstructed B) Reconstruction based
on frequency Sest(ω) (here E-ell rate) alone C) based phase-differences among E-cells Sest(θ) D) based on a
combined frequency and phase code Sest(ω,θ). E) The reconstruction performance, measured by mutual
information (MI), was from lowest to highest MI = 0.18 for Sest(θ), MI = 0.65 for frequency code Sest(ω) and
MI = 0.92 for combined code Sest(ω,θ).
doi:10.1371/journal.pcbi.1004072.g004
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oscillator will tend to converge towards the attractor phase. In the case of a local-PING net-
work, the interactions with nearby neurons are exerted through excitatory connections (E-E,
E-I) and inhibitory connections (I-E, I-I) which together determine the effective coupling
strength and the phase response curve (PRC) of our network. A further difference between os-
cillator networks and PING networks is the manner in which input modulates ongoing interac-
tions in the network. In PING networks, the oscillation frequency emerged from the
interaction between network properties and excitatory input drive. In phase oscillator net-
works, the intrinsic frequency of a phase-oscillator was set before simulation based on a func-
tion (as established experimentally) linking input strength to oscillation frequency. Further,
whereas in the PING network the gamma rhythm might be not sustainable in some conditions,
e.g. due to low input drive, a phase-oscillator will always oscillate at any arbitrary frequency.
Overall, it must be emphasized that even though not all complexities of the PING network can
be captured by a phase-oscillator model; we argue that it captures the most characteristic prop-
erties of PING network behavior.
To illustrate that phase-oscillator networks capture the behavior of the PING model, Fig. 6
describes a ring-phase oscillator neural network similar to the ring PING network (Fig. 6A), in
which 160 phase-oscillators were locally coupled along a ring (see Methods). The intrinsic fre-
quency of each phase-oscillator was set by a sinusoidal input function (defined over the ring).
Figure 5. Comparison of Hodgkin-Huxley networks (HH) and phase-oscillator model. A) The voltage
membrane of an E-cell and I-cell is shown as modeled by the HH-dynamical equations. The generative
mechanism of PING gamma oscillation is the rhythmic interaction of E- and I-cells. In the middle, the LPA
(local population average of E-cell spikes, see Methods) is shown. The fluctuations in the LPA represent the
synchronous rhythmic interactions among the local population of E- and I-cells. Using the Hilbert transform,
one can easily derive the instantaneous phase of the LPA as shown below. B) The instantaneous phase of a
phase-oscillator is shown. In the phase-oscillator model the phase-variable is modeled directly by one simple
dynamical equation (see Methods) mainly governed by the intrinsic frequency and interactions by other
oscillators. Our assumption in this study is that the instantaneous phase derived from local LPA in the HH-
PING network can be approximated by phase-oscillators.
doi:10.1371/journal.pcbi.1004072.g005
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The simulation output can be seen in Fig. 6B, which shows the output phase-traces of the 160
phase-oscillators. In Fig. 6C-D, we computed the phase-locking and the phase-relation matrix
between all phase-oscillators. The results shown resembled those obtained for the ring-PING
network (Fig. 3F-G). The spatial extent of phase-locking was larger around the peak and trough
of sinusoidal function. The phase-relation patterns within the region of phase locking were the
same as in the ring-PING-network, so that phase-oscillators with higher intrinsic frequency
had a leading phase compared to other phase-oscillators. In Fig.6 E-F, we tested the contribu-
tion of the different coding types to input reconstruction (see Fig. 4B-C for comparison). No-
tice that Sorig (stimulus input) corresponds here to the intrinsic frequency set by an input
function and not to excitatory drive. The same results (here with sinusoidal intrinsic frequency
fluctuation of +/−3Hz) were obtained as in the ring-PING network. The best input reconstruc-
tion was given by the combined frequency and phase code (MI = 0.95), followed by the
Figure 6. Reproduction of Hodgkin-Huxley results of Figs. 3 and 4 by a phase oscillator model. (A) Replication of Fig. 3 Hodgkin-Huxley network
architecture, here with 160 phase-oscillators with the same connectivity structure. B) Example extract of simulation output. Color represents the current
phase of individual oscillators. The location of each oscillator in the ring architecture is indicated by the relative input level (intrinsic frequency) C) Matrix of
phase-locking values between all possible oscillator pairs, equivalent to Fig. 3F. D) Phase relation between all possible oscillator pairs. Pairs with phase-
locking < ∼0.3 (see Method) are masked for illustrative reasons. Blue indicates that the X-axis oscillator leads the Y-axis oscillator, red indicates the reverse.
E) Stimulus reconstruction of Sorig (intrinsic frequency) based on the frequency code Sest(ω), the phase code Sest(θ) and the combined frequency and phase
code Sest(ω,θ) F) The reconstruction performance, measured by mutual information (MI), from lowest to highest MI = 0.17 for phase code Sest(θ), MI = 0.75
for frequency code Sest(ω) and MI = 0.95 for combined code Sest(ω,θ).
doi:10.1371/journal.pcbi.1004072.g006
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frequency code (MI = 0.73), and lastly the phase-code (MI = 0.17). We also reproduced the
asymmetries in spatial synchronization (around peak and trough of sinusoid) which in the
ring-PING network were induced by changing the amount of excitatory connections in rela-
tion to the amount of inhibitory connections (see S1 Fig.). The asymmetries in spatial extent of
synchronization were obtained in the phase oscillator network by modifying the phase-re-
sponse curve (PRC). To model a dominance of excitatory connections, we set all values below
zero (phase delay) to zero, and to model a dominance of inhibitory connections we did the op-
posite. This resulted in the same asymmetries in synchronization around the peak or trough of
the sinusoidal function (S2D Fig.).
Large 2D topographic phase-oscillator networks driven by natural spatial
input-patterns self-organizes along the same Arnold tongue principles
with implications for coding and spatial synchronization
We took advantage of the computational efficiency of the phase-oscillator model and extended
our analysis to a 2D 100×100 lattice networks. The network consisted of 10.000 phase-oscilla-
tors with a total of 108 possible connections. Connections among phase-oscillators decreased
exponentially in strength as a function of distance on the lattice as an approximation for corti-
cal horizontal connectivity (e.g. V1, [73]). Note that the lattice network was an abstract model
of a cortical area aimed to reflect only the essential characteristics of a sensory cortical area (to-
pographical map, spatially local connectivity, feature map). The model was aimed to capture
the essential input-dependent self-organization principles of cortical oscillations, in particular
gamma oscillations. We tested the network behavior using visual images representing natural
and complex intrinsic frequency variation better (Fig. 7A). Inspired by experimental observa-
tions of a close link between visual contrast and gamma oscillation frequency in macaque visual
Figure 7. Phase-oscillator model with natural image input. A) The general approach: The natural image was compressed to 100×100 pixels and
transformed from a luminance image into a contrast image. Contrast values were used to define the intrinsic gamma-frequencies of the 100×100 phase-
oscillator lattice on a one-to-one pixel to oscillator basis. B) Example synchrony fields (color) of two reference oscillators to all other oscillators (color) overlaid
onto border segmentation of the corresponding image. One example (black dot) was located outside of the main object (top row) and the other within the
object (bottom row). Phase relation maps of example oscillators are shown to the left that represent the phase relation to all oscillators with phase-locking
>0.3 (see Methods). Blue (red) indicates that the oscillator leads (lags) compared to the reference oscillator. C) Segmentation-border triggered analysis.
From the online image database [71] segmentation borders as indicated by 30 human subjects are available. We used these segmentation borders to
analyze spatial synchronization around them (see Methods). Borders are thought to be associated with high contrast variation (and hence detuning) [112].
Top plot shows the mean absolute contrast spatial derivative (averaged over the 80 images) confirming that segmentation borders are indeed associated
with higher contrast/detuning. Below the mean synchronization profile for reference oscillators a and c located 3 pixels on each side of the window’s center (i.
e., the boundary location) and reference oscillator b located at the boundary location. Spatial synchronization is reduced over the segmentation border in line
with the higher detuning at the segmentation borders (see S4 Fig. for more details).
doi:10.1371/journal.pcbi.1004072.g007
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cortex V1 and V2 [33], we used the local contrast of natural visual stimuli to define the intrinsic
frequencies of the phase-oscillators. To that aim, we used 80 (grayscale) natural images from
an online database (Berkeley segmentation dataset, see Methods). The images were down-sam-
pled such that each pixel of the image corresponded to one phase-oscillator. Local contrast was
estimated using a root-mean square measure [25] with a spatial kernel of 3 pixels. From the on-
line database, information on the location of boarders between objects, or segments in the
image (segmentation borders), defined by 30 human observers [71], was also available.
In Fig. 7B, we show in the left column the synchronization (black = no phase-locking, yel-
low/white = max phase-locking of 1) and in the right column the phase-relations (blue = earlier
phase, red = later phase, white = below threshold, see Methods) of two reference oscillators
(black dots) as compared to all other oscillators in response to an example image. We will use
these examples to show how the synchronization fields and phase-relations adapt to local
changes of contrast/intrinsic frequency. The ‘synchronization field’ refers to the spatial extent
over which a reference oscillator synchronizes with neighboring oscillators [46]. The synchro-
nization fields were asymmetric, despite symmetric coupling in the network. Within the syn-
chronization fields, off-zero phase-relations could be observed. This was due to the positions of
the two example reference phase-oscillators, which were chosen to be close to an object border
(here a bear) with one reference oscillator located just outside the main object (top row Fig. 7B)
and the other just within (bottom row Fig. 7B). The object border was associated with high
local contrast variation (hence large detuning). The asymmetry of the synchronization fields
followed from the fact that synchronization drops with the rapid increase of local contrast
when moving from the reference oscillator towards the border (increasing detuning) while the
converse was true when moving from the reference oscillator away from the border (decreasing
detuning). Here, synchronization extended far from the reference oscillator towards the interi-
or or ulterior surfaces (because the small detuning within surfaces permits synchronization
over larger spatial extents). Furthermore, within the synchronization fields, the oscillators clos-
er to the border led in phase compared to the reference oscillator, because the border had
higher contrast/intrinsic frequency, while the converse was true when considering oscillators
away from the border. These example synchrony fields indicate that phase-oscillators in the 2D
lattice model behaved similarly to those in the ring-phase oscillator and ring-PING network
models. Moreover, the data suggest that the synchronization fields might capture specific as-
pects of the statistics of contrast distributions in natural images. To further explore this point,
we tested systematically in Fig. 7C how synchronization was affected around segmentation bor-
ders in 80 natural images (available from the Berkeley segmentation dataset [71], see Methods
for more details). We first tested whether contrast variation was significantly modulated
around segmentation borders (see Methods). To quantify these effects, we defined 1-dimen-
sional spatial windows of ± 15 pixels centered on segmentation borders. We then aligned the
different windows and averaged them for each image separately (see Methods for more details).
Population statistics are based on these average windows per image. We then calculated the av-
eraged absolute spatial derivative of contrast values (equivalent to detuning) along each win-
dow. Fig. 7C (top) shows a steep change in contrast as a function of distance to the border.
Mean contrast variability at the center of the window, at the border, was significantly different
from the extremities of the window (paired t-test: t = 7.35, df = 79, p<0.001). We then quanti-
fied the change in synchronization as a function of distance to a border. For initial population
analysis (N = 80), we selected three reference oscillators. Reference oscillators a and c (Fig. 7C
bottom) were located 3 pixels away from each side of the border, and reference oscillator b was
on the border. Relative to reference oscillators a and c, synchronization fields showed a much
more rapid decline of phase-locking strength towards the border than away from the border
(see S4 Fig. for statistics and more details). Thus overall, the asymmetry of synchronization
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fields around reference oscillators a and c in Fig. 7E matched with the asymmetry of synchroni-
zation fields around neurons a and c in Fig. 3C-E of the ring-PING network model. This
input-dependency of spatial synchronization suggests, in line with previous studies
[21,29,46,47,93,94], that oscillatory synchronization might be a useful tool for clustering opera-
tions, for example for visual segmentation.
So far, we have described the behavior of the phase-oscillator model using particular image
examples. We now analyze the network behavior in terms of the principles that underlie its
self-organization behavior independent of the specific image providing the input. If the input-
dependent self-organization of the phase-oscillators is mainly governed by principles of the
TWCO, then one should be able to reconstruct the Arnold tongue from the simulation output.
Figure 8. Arnold reconstruction and information content of the frequency, phase and combined codes for natural image input. A) Arnold tongue
reconstruction from the natural images (n = 80) by using detuning and coupling between all possible pairs of oscillators in the lattice network. We used lattice
distance here as approximation for coupling (see Methods). The resulting Arnold tongue in terms of (I) phase-locking (II) phase-relation and (III) (emergent)
frequency difference is shown. In (IV) a cross-section of the Arnold-tongue with overlaid representation of phase-locking (black), phase-relation (red) and
intrinsic frequency (dashed) for an oscillator-pair of a lattice distance of 3 pixels (direct coupling strength = 0.62). B) Stimulus reconstruction of the natural
image contrast. Intrinsic frequency of all phase oscillators determined by local contrasts of example image Sorig [71] were reconstructed based on the
frequency code Sest(ω), the phase code Sest(θ) and the combined frequency-phase code Sest(ω,θ) C) The reconstruction performance, measured by mutual
information (MI), was from lowest to highest MI = 0.28 for Sest(θ), MI = 0.46 for frequency code Sest(ω) and MI = 0.67 for combined code Sest(ω,θ). Error bars
give ±3 SEM (n = 80).
doi:10.1371/journal.pcbi.1004072.g008
Role of Gamma Frequency Variation for Neural Coding and Grouping
PLOS Computational Biology | DOI:10.1371/journal.pcbi.1004072 February 13, 2015 27 / 44
To test this, we determined for each phase-oscillator pair its coupling strength (direct connec-
tions) and detuning (as derived from the 80 input images). Fig. 8A shows that in the two-di-
mensional parameter space of detuning and coupling strength an Arnold tongue could be
observed in terms of phase-locking (Fig. 8A I), frequency difference (Fig. 8A II) and phase-dif-
ference (Fig. 8A III). Fig. 8A IV represents a horizontal cross-section of the Arnold tongue
(coupling strength = 0.62) where frequency differences (black) and reliable phase differences
(red) are plotted. The dashed line denotes the intrinsic frequencies. As described in Fig. 2 for
PING networks, phase differences better resolved smaller intrinsic frequency variation, where-
as frequency differences reflected best the larger differences. The Arnold tongue reconstruction
was reliable and reconstructions from individual images looked very similar to the averaged
one shown in Fig. 8A. The Arnold tongue properties were similar to the one described from
the two interacting PING networks (Fig. 2G-J). This analysis confirmed that the phase-oscilla-
tor lattice model with complex natural detuning (intrinsic frequency variation) behaved very
similar to the ring-PING network model driven by simple sinusoidal excitatory drive. Hence,
information about the natural image stimulus should be available in a complementary manner
at the level of frequency variation as well as phase variation. We therefore quantified the
amount of information present in the above defined coding types, frequency and phase coding,
as well as a combined coding type (Fig. 8). We used the same approach as used for the ring-
PING network and ring- phase oscillator network. The stimulus Sorig to be reconstructed was
the intrinsic frequency image defined by the local natural image contrast. The frequency code
Sest(ω) was the mean (emergent) frequency of a phase-oscillator. The phase code Sest(θ) for a
given phase-oscillator was the phase differences with all other phase-oscillators weighted by
phase-locking and coupling strength (see Methods). The combined code Sest(ω,θ) was the sum-
mation of both former coding types. In Fig. 8B, the stimulus and the reconstruction estimates
are shown for an example image. The stimulus reconstruction based on frequencies Sest(ω) ap-
peared smoothed compared to the original stimulus Sorig reflecting the loss of fine spatial de-
tails. The reconstruction based on phase-relations Sest(θ) resembled a second derivative of the
original stimulus Sorig. The phase code reflected well local and fine details but it did not reflect
the absolute contrast/intrinsic frequency level. A fair reconstruction of the original stimulus
was achieved by the combined frequency and phase code Sest(ω,θ), which indicates that infor-
mation from the frequency code and phase code were complementary. In Fig. 8C, we quanti-
fied information content, by estimating the (normalized) mutual information (MI) between
the intrinsic frequency image Sorig and the reconstructed image estimates Sest ([80], see Meth-
ods) For the example image in Fig. 8B, the MI was 0.44 for Sest(ω), the MI for Sest(θ) was 0.31,
and the MI for Sest(ω,θ) was 0.69. Over the population of 80 natural images (Fig. 8c), the MI
was 0.46 (SEM = ±910−3) for the frequency code Sest(ω), 0.28 (SEM = ±5 10−3) for the phase
code Sest(θ) and 0.67 (SEM = ±710−3) for the combined frequency and phase code Sest(ω,θ). A
repeated measures ANOVA showed that all three codes were significantly different from one
another (F(2,158) = 881, p<0.001), and all pair-wise comparisons were highly significant ac-
cording to the Tukey’s HSD tests).
Discussion
In the following, we will first discuss the underlying assumptions and limitations of our cortical
gamma network model and relate them to previous modeling approaches. Then, we will turn
to the implications of our findings for gamma phase coding and its relation to frequency/rate
coding, stressing the distinction between the coding of larger versus smaller input variations,
and the effect of noise, encoding time window and connectivity. Further, we will discuss the ex-
perimental and theoretical implications of the relative rate-to-phase transform, as proposed
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here for gamma synchronization, compared to an absolute rate-to-phase transform. This is fol-
lowed by considerations on input-dependent spatial synchronization, in particular in the con-
text of the phase-oscillator network response to natural images, and comparisons to related
modeling approaches more specifically designed for image segmentation. We end with testable
experimental predictions that follow directly from the present study.
Underlying model of cortical gamma oscillations
‘Single oscillator model’ vs. ‘multiple oscillator model’. The exact underlying mechanism of
gamma oscillations is still under debate, even though significant advances have been achieved
over the last decades. A primary distinction [17] has been made between interneuron-network
gamma (ING) versus pyramidal-interneuron network gamma (PING). However, we will first
focus on another key model distinction that has received much less attention so far. In one
class of models, inhibition acts as reference clock to which excitatory neurons at different corti-
cal locations are entrained at different phases [15,84,95,96], whereas in another class of models
I- and E-cells at different cortical locations represent different ‘clocks’ (oscillators) that syn-
chronize at different phases [18,52,54]. We call the former the ‘single-oscillator’model and the
latter the ‘multiple-oscillator model’. The critical distinction is whether I-cells receive spatially
local excitatory drive or whether the I-cell network acts as a (indiscriminative) single unit. In
the latter case, the network can express only one dominant gamma frequency at a time. In prin-
ciple, both types of models can be implemented in either PING or ING mode. Reliable phase-
coding in a single oscillator model regime is not easy to achieve [18] and requires strong inhibi-
tion and relatively high spike timing precision. Phase-coding is determined mainly by how fast
E-cells recover from inhibition (similar to latency coding, [97]). In the ‘multiple-oscillator
model’ a precise entrainment of E-cells by their nearby I-cells is not essential as long as a
gamma rhythm is produced. Phase-relations are established between nearby gamma rhythmic
E- and I-cells through synchronization [55], during which phase-relations are determined by
detuning and coupling strength. In our network models, we observed that the behavior of the
PING network was largely consistent with the multiple-oscillator model. However, the two
models do not necessarily exclude each other.
ING versus PING. It has been shown that an ING [83,84] network of mutually interacting
inhibitory neurons can produce robust gamma oscillations, if the network is driven with suffi-
cient excitatory input. In this model, local pyramidal neurons receive rhythmic inhibition from
the I-cells. An extension of the model is the PING model, where the excitatory drive to the
I-cells originates from the local pyramidal E-cells themselves [15,86]. In the PING model, the
excitatory state of the pyramidal neurons influences the network rhythm, in particular the fre-
quency. In comparison, in the ING model the frequency is determined solely by the excitability
of the inhibitory neurons.
Both ING and PING mechanism likely coexist in cortical networks [92] and the dominance
of one to the other may switch depending on network state [90]. Experimental studies suggest
that cortical gamma oscillation in a stimulus-driven state show properties consistent with the
PING model [15,90]. However, the essential TWCO properties we described in our networks
are not restricted to PING networks. An ING network with locally defined connectivity and
excitatory drive will exhibit similar behavior. Hence, our modeling results are expected to be
independent of specific PING and ING network configurations. However, in the case of E-cells
receiving rhythmic inhibition from an ING network that either does not receive a spatially-
defined drive or is coupled in a manner such that the ING network acts as a single unit, then
the regime is not expected to be in agreement with TWCO (‘single-oscillator model’, see
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above). The same is expected for a PING network where the E!I connections are all-to-all,
such that all I-cells receive the same mean input from E-cells.
Assumptions of the theory of weakly coupled oscillators. Hoppenstaedt and Izhikevich
[52] formulated two basic assumptions in which oscillatory interactions in the cortex would be
expected to occur in the regime of weakly coupled oscillators. First, they assumed that oscilla-
tions are internally (autonomously) generated and second, they assumed that the coupling is
weak between oscillating neural populations.
The first assumption was fulfilled for our study by the PING mechanism. The mean net-
work input had no rhythmic components. Oscillations were generated by the interaction be-
tween E-and I-cells. The second assumption of weak coupling can be understood as oscillatory
interactions between units leading to phase shifts (as defined by the PRC), but not to substan-
tial amplitude changes or perturbation of the rhythm-generating mechanism (or quenching,
[55]). In the case of the two PING networks (Fig. 2), the cross-network connections were an
order of magnitude smaller than the within-network connections. We observed small phase-
dependent amplitude fluctuations (corresponding to a partially synchronized state), but they
did not substantially affect the phase-trajectory of the network oscillations. In the ring-PING
network (Fig. 3), connectivity was spatially continuous and no columnar structures were as-
sumed, thus there was no distinction between within and cross network connectivity. The syn-
aptic connectivity strengths were in the range as normally used for PING networks [18] and
the behavior was stable for a large range of different connection strengths. As described in
Fig. 5, for the reduction of the ring-PING network to the ring-phase-oscillator model we as-
sumed that single phase-oscillators could be equated to pairs of E-cells and I-cells of the PING
network. Further, we assumed that the complex interactions (E-E, I-E, E-I, I-I) could be ap-
proximated by a single PRC-defined connection type. Weak coupling in this context means
that the synaptic coupling between neurons did shift the spike timing and but neither increased
the firing rate substantially nor interfered with the spike generation mechanism. The compari-
son of the ring-PING network with the ring-phase oscillator network indeed revealed striking
similarities (compare Fig. 3 with 6). In conclusion, we showed that our weakly coupled oscilla-
tor network conformed to the assumptions of the TWCO. In addition, our modeling data indi-
cates that discrete columnar network structure (coupling of many individual PING networks)
is not a necessary condition to investigate PING-type oscillations in the weakly coupled
oscillator regime.
Note that principally, the TWCO can be applied to any frequency band. However, to apply
the TWCO in a valid manner to rhythms recorded in the brain, the mechanism generating the
rhythm should be characterized by a link between excitation and intrinsic frequency, and by
the possibility for different frequencies to exist in neighboring neural populations. Arguably,
the generative mechanisms are best understood for gamma [17], and the emergence of local-
ized differences in frequency has to the best of our knowledge only been demonstrated in the
gamma range [43]. Therefore, the implications of our work are meant to be restricted to
gamma oscillations.
Networks with sparsely firing neurons. In Fig. 3, the E-cells had firing rates close to the
gamma oscillation frequency (*30–40Hz), which might be considered as unusual for regular
spiking pyramidal neurons (RS, [66]). E-cells often spike at much lower rates than the gamma
frequency, and in the hippocampus spike rates can be as low as a few Hertz despite gamma
oscillations in the 20 to 80Hz range [98]. It has also been described in the neocortex that Layer
2/3 networks display more sparse-firing properties compared to Layer 4 [99]. In contrast, I-
cells of the fast-spiking type (FS) have firing rates that can be close to the network gamma
rhythm [15]. To demonstrate that the network behavior described above was not restricted to
networks with fast firing E-cells, we constructed a network in which the E-cells had much
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lower spike rates. It has been described that such ‘sparse’ networks need a sufficient number of
neurons to reach stability [92], as each cell contributes a spike only every few cycles. For
computational efficiency we used Izhikevich-type neurons [67] instead of Hodgkin-Huxley
(HH) type to increase the network size by an order of magnitude. We were able to replicate the
findings from the smaller HH-network in a large Izhikevich-type network where E-cells had
3–4 times lower firing rates than the gamma oscillation frequency. Hence, the essential behav-
ior described generalizes to more sparsely firing networks.
Topographic phase-oscillator lattice model. The topographic phase-oscillator neural net-
work was aimed to represent a simplified sensory cortical area (inspired by V1) [73] with pre-
dominantly local connectivity where input features are smoothly represented over cortical
space (feature map). We emphasize however that our topographic network model is not a strict
model of a particular sensory area (such as V1 with columns and hyper-columns, layers).
Moreover, we used natural visual contrast stimuli as an example for natural input pattern to a
visual topographic network, but the described principles of self organization may well apply
across different sensory systems. However, we suggest that the main principles underlying the
network self-organization are perhaps most easily experimentally testable in a cortical area like
V1.
Conduction delay and asymmetric connectivity. In the PING networks the conduction
delay in the interaction was mainly determined by the synaptic postsynaptic potentials
[1–2ms]. The conduction delay did not change with distance between neurons. However, con-
ductional delays of horizontal interactions over cortical space can be significant [73,74]. Con-
duction delays may affect the phase-relation as well as phase-locking. For the phase-oscillator
lattice model we included a time-delay term as a linear function of spatial distance (slope
of 0.4 ms/pixel, offset 1ms). By including this term we observed that the spread of spatial syn-
chronization became more limited, helping to restrict the ‘synchronization fields’. We did not
include the time-delay term explicitly in the reconstruction coding formula, but because it af-
fected the phase-locking strength, it was implicitly included in the weighting of phase-relations
by phase-locking.
An additional factor that is of importance in our models was the assumption of symmetric
coupling, and how it interacts with time-delays. Whereas under conditions of symmetric cou-
pling we expect time-delays to affect phase-locking but not phase-relations, under asymmetric
coupling we expect pronounced effects also on phase-relations [59]. More research will be
needed to investigate the effect of time delays and asymmetries in connectivity on input-depen-
dent gamma synchronization.
Implications for neural coding
Background. The problem of neural coding of sensory signals is a central topic in neuroscience
with a long history (for review [1,100–102]). Despite substantial advances over the last decades,
many fundamental issues remain unresolved. We will give a short review of different perspec-
tives on this issue. A first important conceptual opposition in the literature is that between rate
and time coding. The ‘rate-coding hypothesis’ has a long tradition founded on early discoveries
of a close relationship between spike rate (frequency) and sensory variables. Rate-codes howev-
er are constrained by the length of the encoding time window (integration time constant),
which defines its resolution. Another limitation is represented by the saturation properties of
many spiking neurons in the low and high input range, that is, the limited dynamic range of
neuronal spike rate. In this framework, variability in spike times over time is considered as
noise to be averaged out either over time, or over many neurons. As an alternative to rate cod-
ing, the ‘time-coding hypothesis’ was introduced later, stating that precise spike timing
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contains a significant amount of information about the stimulus [103,104]. Time-codes require
short integration time windows (coincidence detectors, [105]). It is well established that single-
neuron spike timing contains additional information about time-varying stimuli [102]. Howev-
er, the idea that spike-timing relation between different neurons is meaningful has received less
acceptance in the neuroscience community [2]. A further distinction has been made between
‘independent single-neuron coding’ and ‘assembly/ensemble coding’. In an ‘independent’ sce-
nario, each neuron codes its input by its rate and position within a feature map (position cod-
ing) independent of other neurons. All the information is represented in the rate of the single
neuron (input-rate transform) and the position it has within the network. However, experi-
mental observations have shown in many studies [106] that correlations exists between spike
trains at various spatial and temporal scales. We consider here precise correlations of spiking
timing between neurons (synchrony) in contrast to slow time varying (trial-by-trial) fluctua-
tions in spike rate (known as noise correlation, [107]). There have been various experimental
studies showing precise spike synchrony between neurons on a fast-time scale [21,108,109].
The observations of spike synchrony indicates that additional information about the stimulus
might be present in the relative spike-timing between neurons, which has led to the formula-
tion of the ‘assembly/ensemble coding’ hypothesis [3,6,47,110]. Here, information is repre-
sented in the exact spiking pattern of several neurons. The relationship between oscillation
phase coding (assembly code) and single spike rates or population frequency has not been
well studied.
In the following sections, we will discuss in more depth the implications of our theoretical
results for the understanding of gamma phase coding and its relationship to rate/
frequency coding.
Complementary coding between frequency and phase. Our theoretical analysis has shown
that oscillating neural networks with local connectivity represent input patterns in frequency
and phase according to the TWCO. Of particular importance is the Arnold tongue that de-
scribes, as a function of coupling strength and input difference, the transition of frequency cod-
ing to phase coding. Reliable phase coding can only exist if neurons are synchronized (phase-
locked, [18]), or in other words converge on a common frequency. That is the reason why fre-
quency and phase coding are in principle complementary, because the process of synchroniza-
tion ‘transfers’ the information (detuning magnitude) represented at the level of frequency
differences into phase differences (outside vs. inside the Arnold tongue).
We have shown in our models that phase coding can add significant information about the
stimulus. The level of contribution of phase coding will depend both on the input as well as on
the coupling characteristics. A network will rely more on frequency coding if the coupling (in-
teraction) between neurons is weak/sparse and input variability is high, whereas it will rely
more on phase coding if coupling is strong and input variability is low. We argue that in many
cases the network will be situated between these two extremes and would profit from combin-
ing both coding types.
Previous theoretical studies have already suggested the TWCO as the underlying model of
phase-coding. Hoppenstaedt and Izhikevich [52] discussed the theory of weakly coupled oscil-
lators in the context sensory cortical columnar processing. Moreover, Tiesinga and Sejnowski
[18] discussed the behavior of multiple interconnected PING networks using TWCO. They
were able to reproduce the experimentally observed gamma phase coding of stimulus orienta-
tion in primary visual cortex [34]. In their modeling study, each PING network had a different
orientation tuning. During ‘presentation’ of a particular stimulus orientation, the PING net-
works synchronized and the PING network with strongest input (optimal orientation) led in
phase. In other words, the PING networks operated within the Arnold tongue regime (in
which detuning was translated into phase differences). They also described that PING
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networks with weak coupling showed stronger phase shifts than PING networks with stronger
coupling, in line with experimental data [34]. We replicated the main observations of Tiesinga
and Sejnowski [18], but also extended their results. First, we confirmed their observations also
in networks with continuous spatial connectivity (no assumption of columns). Second, we de-
scribed in a systematic way networks which ‘translated’ input/intrinsic frequencies into phase-
relations as well as (emergent) frequencies. Moreover, we quantified explicitly the contribution
of frequency and phase information to the encoding of simple as well as complex
natural stimuli.
We described above the fundamental complementary nature of frequency and phase coding,
as predicted by the Arnold tongue. However, in assessing the complementary aspects of fre-
quency and phase coding, several factors need to be taken into account. First, the transition be-
tween frequency (asynchrony) and phase coding (synchrony) is not sharp, but characterized by
a state of partial synchrony in which both frequency and phase coding can be expressed. Sec-
ond, noise has an important effect on the level of synchrony/partial synchrony. Third, the en-
coding time window is critical for the assessment of the contribution of phase and frequency
coding. These points are also critical to evaluate the relation of oscillation frequency to single
spike rates as described below.
Noise and partial synchrony. Our study indicates that oscillators with different input
strengths/intrinsic frequencies are not necessarily precluded from synchronization, however,
in order to synchronize they must first arrive at an emergent ‘compromise’ frequency. This is
apparently at odds with experimental studies showing that different neurons can be phase-
locked to a rhythm, yet still express different spike rates [34]. Further, this seems at odds with a
study that reported significant gamma synchronization between separate neuronal populations
despite different (mean) gamma frequencies [43]. Importantly, their findings can be accounted
for within the TWCO by ‘partial synchrony’ [55], corresponding to an attraction towards a
synchronous state during brief time periods, including the adoption of a common frequency,
interspersed with periods of asynchrony and separate frequencies.
Noise, largely present in biological systems, plays an important role. As reported also by
Tiesinga & Sejnowski [18], noise shrinks the border of the Arnold tongue, and increases the
amount of partial synchrony [55]. Arnold tongue reconstruction from the PING-networks
(Fig. 2) and the phase-oscillator lattice model (Fig. 8) exhibited large regions of partial syn-
chrony with only a very small region where phase-locking was perfect (close to 1). Therefore,
because partial synchrony inter-mixes states of synchrony and desynchrony (inside/outside
of Arnold tongue) information about stimulus input in a noisy network will be represented
(on average, yet not at the same time) in both the frequency as well as in the phase
differences.
Single spike rates and encoding time window. Single neuron spike rates will be close or
equal the common population frequency if neurons are highly synchronized to the population
rhythm (as in Fig. 3). In noisy and sparsely firing networks however, the synchronization can
be low and a single neuron spike rate can be relatively independent of the population frequency
(yet still exhibit phase coding, [18]). This applies particularly to neurons with spike rates much
lower than the gamma oscillation frequency, because higher-order Arnold tongues are narrow
and hence much more sensitive to noise. This fits with experimental data where a rather low
locking of single neurons to an oscillation rhythm is observed, especially for pyramidal neurons
[90]. In this regime, single neuron spike rates contain additional information compared to the
local population rhythm (see S2 Fig.) and both phase-relation and single neuron spike rate
might contain overlapping (‘redundant’) information.
Yet, an important aspect to consider, is how much time is needed to reliably retrieve the rel-
evant information [78,103,104]. Compared to a rate code, the phase-code can retrieve the
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information in much shorter time windows (in one or a few oscillation cycles). For example,
considering a rate code, a 1Hz spike rate difference can be retrieved with a minimal 1000ms
encoding (integration) time window, whereas with the phase-code a time window of 25–100ms
might be sufficient for a 40Hz oscillation (1–4cycles) to get reliable estimates. Hence, although
information about small input differences might be present in both phase-relation and
spike rates of single neurons over longer time windows, a phase-code could be particularly
beneficial for stimulus reconstruction on a fast-time scale (e.g. within typical saccade intervals
of*300ms).
Δrate-phase transform. Analogous to the common input-rate transform of single neurons,
it has been assumed that oscillations implement a rate-phase transform [15,44,45]. That means
that the higher the input strength to a neuron, the earlier in phase the neuron will spike within
the oscillation cycle. Therefore the phase gives a direct estimate of the absolute input levels.
There is experimental evidence for this type of transform for slower frequency oscillations, in
particular the delta/theta rhythm [44,45]. Strong experimental evidence has been obtained
from hippocampal theta oscillations, where neurons spike at different phases depending on
their input [111]. An explicit experimental test for a rate-phase transform was carried out by
McLelland&Paulsen [45] for the hippocampal theta oscillations. They found that whereas theta
oscillations implemented a rate-phase transform, they did not observe the same for gamma os-
cillations. This seemed to be in line with other observations that did not find a systematic rela-
tion between the input level and the gamma phase under natural stimulation conditions [44].
In addition, stimulus contrast modulations did not yield phase shifts in macaque V1 [43].
However, other experimental studies in macaque V1 have shown that gamma phase can code
for orientation tuning [34], suggesting a role of gamma phase in stimulus encoding. Hence
there are conflicting results whether gamma phase coding can represent input in the same way
as has been reported for slower oscillations. Our computational analysis might help resolve
these seemingly contradictory results. We have shown, in line with previous studies
[18,52,54,59], that the gamma phase coding can be understood in terms of the Arnold tongue,
where phase-relations depends on the input difference/detuning (for a given coupling value).
Hence, the essential parameter is not the absolute input level, but the input difference between
interacting neurons. We term this coding the ‘Δrate-phase transform’. This transform repre-
sents a relative encoding of relative input differences (detuning) between nearby neurons, irre-
spective of mean input levels. Changes in absolute input levels are in turn represented in the
frequency of gamma oscillations. This is in line with the lack of rate-phase transform findings
in the gamma range [45], with the finding of no phase-shifting with contrast [43] and the find-
ing of phase-coding with orientation [34]. Orientation tuning is locally defined in visual cortex
where nearby neurons are driven slightly differently by a given stimulus orientation. In this
case, as shown in Tiesinga and Sejnowski [18], phase-coding should reflect the input differ-
ences between synchronized columns, independently however of overall input drive. We pre-
dict therefore that the gamma phase-coding of orientation should be insensitive to overall
input strength, e.g. stimulus contrast.
Link between coupling and phase coding. According to the Arnold tongue, phase-relations
between oscillating neurons are determined by input (intrinsic frequency) differences as well as
coupling strength. This implies that for an exact interpretation of input differences, knowledge
about the coupling values is required. In our reconstruction formula we multiplied the phase-
differences with coupling values, such that phase-differences of more strongly coupled oscilla-
tors were weighted more strongly than from more weakly coupled oscillators. We conceptual-
ize the included coupling term as a ‘prior’ (representing the general connectivity structure of a
network) that might be used by the brain to optimize the input reconstruction performance
based on phase. In general, we argue that the dependence of gamma phase coding on
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connectivity is of high interest and should be investigated in future studies, because it makes
the code also sensitive to information (e.g. memory) imprinted in the network connectivity
structure [60].
Input-dependent spatial synchronization
We observed synchronization between nearby locations and the formation of gamma synchroni-
zation fields which were shaped by anatomical connectivity constraints and by the spatial pattern
of input. Note that the input variable (excitatory drive) in the present paper has been mapped
on visual contrast, but we expect to see the same network self-organization for stimulus features
other than contrast, such as orientation and motion, which also modulate gamma frequency
[42]. The use of visual contrast as an example parameter is related to the fact that contrast
changes induce especially robust gamma frequency modulations [33,42,43], and that spatial
changes in contrast have been demonstrated to lead localized differences in gamma frequency in
nearby neural populations in visual cortex [43]. To our knowledge, this latter finding, although
expected, has not been empirically demonstrated yet for sensory features other than visual con-
trast. In sum, we suggest that the input to the model can be mapped on many sensory variables.
In our model simulations, synchronization fields emerged in regions of high local input sim-
ilarity (low detuning) where nearby neurons shared similar input properties. The shapes of
those fields were input-specific; being small in regions of high local input variance and large in
regions of low local variance. Their shapes were asymmetric around reference oscillators close
to large discontinuities in input such as borders in a visual image. An analysis of the topograph-
ic network’s response to natural images showed that synchronization fields extended away
from segmentation borders (as indicated by human observers), and did not cross them, in
agreement with the network behavior described above. This network response matches with
the statistics of natural images, in which segmentation borders are often associated with large
local contrast changes [112], whereas the interior of surfaces often shows more modest varia-
tions in local contrast. This indicates that input-dependent spatial synchronization may be
meaningful way to cluster/integrate nearby neurons based on input similarity.
The potential of oscillating neural networks for meaningful segmentation of input patterns
has been well established in computational neuroscience studies [113–115] (in particular visual
segmentation), which were inspired by experimental studies on stimulus-specific gamma syn-
chronization over the last decades [2,21,30]. However, the proposed segmentation mechanisms
differ between studies. In some studies, the clustering is based on a phase-code only
[49,88,94,113], whereas in others it is mainly based on de-/synchronization [47]. Clustering ca-
pacity of a neuronal network model similar to the one proposed in our study has been demon-
strated [116]. Our model architecture differs strongly from model networks characterized by
global synchrony, like the LEGIONmodel (local excitatory global inhibitory oscillator network,
[88]) or the PCNN (pulse-coupled neural network, [113]), where clustering is based on phase
alone and the network has a single main frequency at any given moment. LEGION and PCNN
are powerful for image segmentation tasks, yet, they are not accurate models of cortical gamma
oscillations, which are characterized by local synchrony and variable oscillation frequencies.
However, they might be more appropriate model for slower oscillation phase [95] or latency
coding [117]. In our simulations we did not explicitly investigate the clustering/segmentation
performance of the neural network per se. However, our results give a new perspective into
that matter that might guide future research in field of image segmentation. In particular, the
TWCO offers a more precise understanding on how synchrony and phase in a self-organizing
network relate to stimulus input characteristics and network connectivity. According to the Ar-
nold tongue, input variations are transformed into both frequency (synchrony) and phase
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variations, and therefore both might be useful for clustering. We further suggest that clustering
based on phase and synchrony/frequency would be complementary and represent fine and
coarse spatial scales respectively. Finally, the Arnold tongue is an appropriate framework in
linking clustering based on connectivity with clustering based on synchronization.
Experimental predictions
From our theoretical analysis clear predictions can be derived that can be tested experimental-
ly. We offer three key predictions:
1. For measuring the information content of gamma phase coding, e.g. during natural image
stimulation in visual cortex, we predict that it is critical to measure the excitation differences
between nearby locations, because we predict that gamma phase coding does not capture
absolute input. We also expect that the frequency of gamma oscillations will contain a sig-
nificant amount of information about the stimulus.
2. By manipulating both excitatory drive independently in two nearby cortical locations as
well as the distance (coupling) between the locations, one should be able to reconstruct an
Arnold tongue, assuming that cortical distance is correlated with a declining probability of
connectivity. We expect that large excitation differences are expressed in oscillations fre-
quency differences, whereas lower excitation differences will permit synchronization and a
translation of the excitation differences into phase differences. This idea could be tested
with optogenetic technology [118] by driving pyramidal cells with different intensities at
different locations or by manipulating sensory stimulus features known to manipulate excit-
atory drive (e.g. contrast in V1).
3. Our ‘multiple oscillator model’ predicts that I-cells (e.g. FS) will also exhibit phase-differ-
ences, not just E-cells.
Supporting Information
S1 Text.
• Method S1 Text. Izhikevich-type neural network simulation.
• S1 Table. Parameter of Izhikevich network.
• S1 Code. Two Matlab simulation codes
1. Ring-PING network simulation with Izhikevich-type neurons.
2. Ring-phase-oscillator network simulation
(DOC)
S1 Fig. The effect of changing connection parameters in the ring-PING network. The main
results are that we observed changes in the spatial synchronization properties as a function of
different relative strengths of E-E, E-I, I-E and I-I synaptic connections. We present in this fig-
ure a heuristic for understanding these changes. In A) we show the two main types of connec-
tion in the PING networks, (I) the excitatory type (AMPA) and (II) the inhibitory (GABA-A)
type. In B) we associate these two connection types with respective advancing (I) and delaying
(II) part of the phase-response curve (PRC) assuming type 1 PRC [61]. Type 1 PRC means that
excitatory synaptic input will advance the next spike (occurs earlier) and inhibitory synaptic
input delays the next spike (occurs later). In C) the respective resultant Arnold tongues are de-
picted if only either excitatory (I) or inhibitory (II) would be present. In D) we show the
Role of Gamma Frequency Variation for Neural Coding and Grouping
PLOS Computational Biology | DOI:10.1371/journal.pcbi.1004072 February 13, 2015 36 / 44
resultant phase-locking matrix of the ring-phase-oscillator network simulation. In (I) we kept
only an advancing component of the (infinitesimal) PRC, whereas in (II) only the delaying
part. It can be observed that synchrony is enhanced around the peak of the sinusoidal input
and reduced at the trough (I) and vice versa for (II). Advancing PRC (I) connections are good
for entraining a lower frequency oscillation by a higher frequency oscillation which therefore
leads to stronger synchronization around the higher frequencies of the sinusoidal input (peak).
In E) we show the results of the ring PING network where we strengthened the dominance of
excitatory connections (I) by either strengthening E-E connections (left) or reducing I-I con-
nections (right). The phase-locking matrix resembled the matrix resulting from phase-oscilla-
tor simulations. In F) we strengthened the dominance of inhibitory connections by either
decreasing E-E connections (left) or strengthening I-I connections. Again, the phase-locking
matrix looks similar to the one with phase-oscillator networks with delaying PRC only.
(TIFF)
S2 Fig. The effect of noise on the ring-PING network.Main results are that noise reduced
synchronization (shrinking Arnold tongue, see [18]) and dissociated single E-cell spike rate
from the population gamma oscillation (as measured with LPA). Noise here was a Gaussian
fluctuation of AMPA input rate over time added to the spatially defined sinusoidal mean input
AMPA rate. Top row: A) Mean sinusoidal input (0.055±0.3×10−2mS/cm2) with low noise
(SD = 0.9×10−3mS/cm2). B) The power spectra of the LPA contact points (see Methods) clearly
showed gamma power with mainly two synchronous ‘components’ around the trough and
peak of the sinusoidal input. In C) the phase-locking among all LPAs are shown in phase-lock-
ing matrix. In D) we quantified the gamma frequency (frequency of the maximal power peak).
In E) the single E-cell spike rates are shown. Notice that D) and E) are highly similar. Bottom
row: F) High noise input (SD = 5.6×10−3 mS/cm2). G) The power spectra of the LPAs still show
gamma power with two main ‘components’, however reduced in size. In H) the LPA phase-
locking matrix is shown. The synchronization between oscillators over larger distances is
strongly reduced. In I) the gamma frequency is depicted still exhibiting frequency plateaus.
The E-cell spikes rates in J) however lost these plateaus completely and have spike rates similar
to the rates they would have if unconnected (intrinsic frequency).
(TIFF)
S3 Fig. Replication of Hodgkin-Huxley (HH) results in Fig. 3 using Izhikevich (IZ) neuron
types (E-cell = regular-spiking type, I-cell = fast-spiking type). In the HH-network the E-
cells had firings rates close to the gamma rhythm. However, pyramidal cells (E-cell) often have
spikes rates lower than the gamma rhythm [14,15,92]. We therefore used IZ-type neurons with
E-cells having lower rates than the gamma frequency. We used IZ-types because of their
computational efficiency as it is known that low E-cell rates needs larger networks [85].(A) The
general network architecture of the Izhi-network, replicating the architecture of main text
Fig. 3, however with 80× more cells. (B) Extract of a simulation, where the black line (top) is a
LPA signal, blue line is the voltage membrane of a I-cell (middle) and the red line is voltage
membrane of an E-cell (bottom). Notice that the E-cell is skipping many gamma cycles. (C)
Here the mean gamma frequency (black) estimated from the LPA, the mean E-cell spike rate
(red) and the mean I-cell spike rate (blue) is shown. Whereas the I-cell had spike rates close to
the gamma frequency (*35–40Hz), the E-cell had spike rates much lower (*10–15Hz). In D)
the phase-locking (left) as well as the phase-relation (right) matrix is shown between all E-cell
pairs in the matrix. The phase-relation values were threshold (0.3>) for illustrative reasons.
The network behaved in similar manner as previously described even though individual E-cells
had lower firing rates than the gamma rhythm.
(TIFF)
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S4 Fig. Segmentation-border analysis. A) Capturing spatial windows (sized 31×1 pixels) for
quantitative analysis illustrated in an example image. Windows were centered on a border and
could be horizontal or vertical. All windows were then aligned to each other and concatenated.
B) Mean phase-locking between all possible pairs of oscillators along border-centered spatial
windows. Dashed line represents the 0-axis (position of the border). C) As for B, but phase-
locking matrix was computed from spatial windows located randomly on the image to con-
struct a null distribution. D) Differences in phase-locking between B and C, red colors indicate
higher than expected phase-locking, blue lower than expected. White indicates that differences
were not significant (permutation test, [77]).
(TIFF)
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