We give a geometric approach to the relation between the irreducible components of the characteristic varieties of local systems on a plane curve arrangement complement and the associated pencils of plane curves. In the case of line arrangements, this relation was recently discovered by M. Falk and S. Yuzvinsky [10] and the geometric point of view was already hinted at by A. Libgober and S. Yuzvinsky, see [15] , Section 7. Our study yields new geometric insight on the translated components of the characteristic varieties, relating them to the multiplicities of curves in the associated pencil. We show that the irreducible components W with dim W ≥ 2 are combinatorically determined up to finite ambiguity in the case of a line arrangement.
Introduction
Let A be a line arrangement in the complex projective plane P 2 and let M(A) be the corresponding complement. The characteristic varieties V m (M(A)) (resp. the resonance varieties R m (M(A))) describe the jumping loci for the dimension of the twisted cohomology group H 1 (M(A), L), with L a rank one local system on the complement M(A), (resp. a rank one local system L close to the trivial local system), see for details section 3 below.
Recently M. Falk and S. Yuzvinsky [10] have shown that the existence of a global d-dimensional irreducible component E in R 1 (M(A)) with d ≥ 2 is equivalent to the existence of a pencil C of plane curves on P 2 with an irreducible generic member such that (i) the pencil C has d + 1 fibers C b , for b ∈ B a finite subset of P 1 with |B| = d + 1, each one of them being the union of lines in A (possibly with some multiplicities); (ii) these d + 1 degenerate fibers C b correspond to a partition of the set of lines in A. We say that an arrangement of this type is minimal with respect to the pencil C and the set B ⊂ P 1 , see Definition 2.3 below.
This surprising equivalence is established in [10] via a combinatorial approach, based on the description of the irreducible components of the resonant variety R 1 (M(A)) in terms of generalized Cartan matrices obtained by Libgober and Yuzvinsky [15] .
In this paper, the first aim is to reprove this result in the more general setting of curve arrangement complements M via Arapura's results on the irreducible components of the characteristic variety V 1 (M), see [1] and Theorem 3.9 below. To pass from the irreducible components of the characteristic variety to the irreducible components of the resonance variety, we use one of the main result in [9] (see D.
Cohen and A. Suciu [4] in the case of line arrangements). Though our first main result contained in Theorem 4.1 is not as precise as the description of the line arrangements in [10] , we feel that our geometric approach brings light to what would be otherwise a mysterious property. In fact, we can recover most of the additional results in [10] concerning the combinatoric of the arrangement under the additional hypothesis that all the irreducible curves in our arrangement are smooth and intersecting transversally. In the general case, at each base point one has a pencil of plane curve singularities which can be studied, see for instance [12] and [5] .
The second aim of this paper is to study the translated components of the characteristic varieties V 1 (M). According to Arapura's results, such a component W is described by a pair (f, ρ) where (a) f is a surjective morphism M → S = P 1 \ B, which is nothing else but a not necessarily minimal arrangement with respect to a given pencil C and the set B, see Proposition 2.2. (b) ρ is a torsion character such that W is the translate by ρ of a subtorus constructed via f .
Our results in the last section describe, for a given f , all the possible choices for the character ρ.
When dim W ≥ 2, then Theorem 3.9 implies that there is another component W ′ of the characteristic variety such that 1 ∈ W ′ and W = ρW ′ . In the case of line arrangements, the first property implies that W ′ is combinatorically determined, while the second says that W and W ′ have the same associated mapping f , so f is combinatorically determined as well in this case, see Proposition 3. 16 . It follows that the group T (f ) which parametrizes the possible choices for the character ρ is also combinatorically determined.
The case dim W = 1 is the most mysterious, and Suciu's example of such a component for the deleted B 3 -arrangement given in [17] , [18] played a key role in our understanding of this question. We consider this component in detail in Example 3.11 and at the end of the paper, as a test for our results.
In section 2 we collect some basic facts on rational mappings f : P 2 → P 1 and the associated pencils. Lemma 2.5 intends to clarify the key notion of admissible map used by Arapura in [1] .
In section 3 we give the main definitions and properties of characteristic and resonant varieties. Theorem 3.9 collects some (more or less known) facts on the irreducible components of the characteristic varieties, which are derived by a careful reading of Arapura's paper [1] .
In section 4 we state and prove the first main result of this note, Theorem 4.1. As a consequence, we obtain a necessary numerical condition involving self-intersection numbers for the existence of an essential positive dimensional irreducible component of a characteristic variety. This is practically the same condition as that in Theorem 4.1.1 in Libgober [13] , which was established via the use of adjunction ideals.
In section 5 we discuss the complements M which are in an obvious way K(π, 1)spaces, i.e. for which the mapping f : M → S considered above is a fibration, and we conclude with Example 5.3 where several of the above features are clearly illustrated.
In particular we point out several differences with the case of line arrangements.
In the final section we associate to a map f : M → S as above a finite abelian group T (f ), such that the torsion character ρ is determined by a characterρ of T (f ), see formula (6.7). Then we compute this group T (f ) in terms of the multiplicities of some special fibers of the pencil associated to f , see Theorem 6.3. This result explains why usually T (f ) = 1 and hence there are no translated components associated to f . In the case of a line arrangement, and if f is associated to an irreducible component W with dim W ≥ 2, it follows as explained above that T (f ) is combinatorically determined. We can say that the irreducible components W with dim W ≥ 2 are combinatorically determined up to a finite choice in this situation. This answers in part Question 6.1 from [17] (in fact, up to finite ambiguity and only for components of dimension at least 2).
A list of very interesting related open questions may be found in Libgober [14] . We would like to thank Alexander Suciu for interesting and stimulating discussions on the subject of this paper, and for suggesting several improvements of the presentation.
2.
On rational maps from P 2 to P 1 Let f : P 2 → P 1 be a rational map. Then there is a minimal non-empty finite set A ⊂ P 2 such that f is defined on U = P 2 \ A. We recall the following basic fact. Proposition 2.1. Any morphism f : U → P 1 is given by a pencil C : α 1 P 1 + α 2 P 1 of plane curves having the base locus V (P 1 , P 2 ) the minimal finite set A. This pencil is unique up-to an isomorphism of P 1 .
Proof. We have to show the existence of two homogeneous polynomials P 1 , P 2 ∈ C[X, Y, Z] of same degree D, called the degree of the pencil, such that (1) V (P 1 , P 2 ) = {x ∈ P 2 | P 1 (x) = P 2 (x) = 0} = A (in particular, these polynomials have no common factor), and (2) for any point x ∈ U, one has f (x) = (P 1 (x) : P 2 (x)). It is well known, see for instance [11] , p. 150, that a morphism f : U → P 1 is given by a line bundle L ∈ P ic(U) and two sections s 1 , s 2 ∈ Γ(U, L) which do not vanish both at any point in U. In fact L = f * (O(1)) and s i = f * (y i ), with y 1 , y 2 a system of homogeneous coordinates on P 1 . With this notation, one has f (
Since U is smooth, we have P ic(U) = Cℓ(U) and similarly P ic(P 2 ) = Cℓ(P 2 ), see for instance [11] , p. 145. On the other hand, the inclusion j : U → P 2 induces an isomorphism j * : Cℓ(P 2 ) → Cℓ(U), as codim A = 2, see [11] , p. 133. It follows that j * : P ic(P 2 ) → P ic(U) is also an isomorphism, i.e. any line bundle L ∈ P ic(U) is the restriction to U of a line bundle O(D) and the global sections of L are nothing else but the restrictions of global sections of the line bundle O(D), which are the degree D homogeneous polynomials.
Let C ⊂ P 2 be a reduced curve such that C = ∪ j=1,r C j , with C j irreducible curve of degree d j . We set M = P 2 \ C. Proposition 2.2. Let B ⊂ P 1 be a finite set and denote by S the complement P 1 \B. For any surjective morphism f : M → S there is a pencil C : α 1 P 1 + α 2 P 1 of curves in P 2 such that any irreducible component C j of C is in one of the three following cases.
(1) C j is contained in a curve C b in the pencil C, corresponding to a point b ∈ B;
(2) C j is strictly contained in a curve C s in the pencil C, corresponding to a point s ∈ S; (3) C j is a horizontal component, i.e. C j intersects the generic fiber C t of the pencil C outside the base locus. Moreover, C j is in the first case above if and only if the homology class γ j of a small loop around C j satisfies H 1 (f )(γ j ) = 0 in H 1 (S, Z).
Proof. Let i : S → P 1 be the inclusion and set g = i • f : M → P 1 . Then g is a rational map P 2 → P 1 and there is a minimal non-empty finite set A ⊂ P 2 such that g can be extended to a morphism g 1 : U = P 2 \ A → P 1 . We apply to g 1 Proposition 2.1 and get the corresponding pencil C. Let C j be an irreducible component of C. Then either g 1 (C j ) is a point, which leads to the first two cases, or g 1 (C j ) is dense in P 1 , which leads to the last case. The strict inclusion in the second case comes from the surjectivity of f .
The last claim is obvious. For instance, in the first case, if δ b is a small loop at b, then one has H 1 (f )(γ j ) = m j · δ b , with m j > 0 the multiplicity of the curve C j in the divisor g −1 1 (b) (if the orientations of the loops γ j and δ b are properly chosen).
Definition 2.3. In the setting of Proposition 2.2, we say that the curve arrangement C is minimal with respect to the surjective mapping f : M → S if any component C j of C is of type (1), i.e. C j is contained in a curve C b in the pencil C, corresponding to a point b ∈ B. We say that the curve arrangement C is special with respect to the surjective mapping f : M → S if some component C j of C is of type (2), i.e. C j is strictly contained in a curve C s in the pencil C, corresponding to a point s ∈ S.
Remark 2.4. If |B| > 1, then the base locus X of the pencil C is just the intersection of any two distinct fibers
Note also that the second case cannot occur if all the fibers C s for s ∈ S are irreducible. Note that the fibers C s may be non-reduced, i.e. we consider them usually as divisors. Saying that C j is contained in C s means that C s = m j C j + ..., with m j > 0. On the other hand, C is a reduced curve.
We conclude this section by the following easy fact.
Lemma 2.5. Let X and S be smooth irreducible algebraic varieties, dim S = 1 and let f : X → S be a non-constant morphism. Then for any compactification f ′ : X ′ → S ′ of f with X ′ , S ′ smooth, the following are equivalent.
(i) The generic fiber F of f is connected.
(ii) The generic fiber F ′ of f ′ is connected.
(iii) All the fibers of f ′ are connected.
If these equivalent conditions hold, then f ♯ : π 1 (X) → π 1 (S) and f ′ ♯ : π 1 (X ′ ) → π 1 (S ′ ) are surjective.
Proof. Note that D = X ′ \X is a proper subvariety (not necessarily a normal crossing divisor) with finitely many irreducible components D m . For each such component
To show that (ii) implies (iii) it is enough to use the Stein factorization theorem, see for instance [11] , p. 280, and the fact that a morphism between two smooth projective curves which is of degree one (i.e. generically injective) is in fact an isomorphism.
To prove the last claim for f , note that there is a Zariski open and dense subset S 0 ⊂ S such that f induces a locally trivial topological fibration f : X 0 = f −1 (S 0 ) → S 0 with fiber type F . Since F is connected, we get an epimorphism f ♯ : π 1 (X 0 ) → π 1 (S 0 ). The inclusion of S 0 into S induces an epimorphism as well at the level of fundamental groups. Let j : X 0 → X be the inclusion. Then we have seen that f • j induces an epimorphism as well at the level of fundamental groups. Therefore the same is true for f . The proof for f ′ is completely similar.
3. Local systems, characteristic varieties, and resonance varieties 3.1. Local systems on S. Here we return to the notation S = P 1 \ B, with B = {b 1 , ..., b k } a finite set of cardinal |B| = k > 0. If δ i denotes an elementary loop based at some base point b ∈ B and turning once around the point b i , then using the usual choices, the fundamental group of S is given by
It follows that the first integral homology group is given by
Therefore, the rank one local systems on S are parametrized by the (k−1)-dimensional algebraic torus
Here λ j ∈ C * is the monodromy about the point b j ∈ B. For λ ∈ T(S), we denote by L λ the corresponding rank one local system on S. The twisted cohomology groups H m (S, L λ ) are easy to compute. There are two cases. Case 1 (L λ = C S ). Then we get the usual cohomology groups of S, namely we have dim H 0 (S, L λ ) = 1, dim H 1 (S, L λ ) = k − 1 and H m (S, L λ ) = 0 for m ≥ 2. Case 2 (L λ is nontrivial). This case corresponds to the case when at least one monodromy λ j is not 1. Then we have dim H 0 (S, L λ ) = 0, dim H 1 (S, L λ ) = k − 2 and H m (S, L λ ) = 0 for m ≥ 2.
3.2.
Local systems on M. Let γ j be an elementary loop around the irreducible component C j , for j = 1, ..., r. Then it is known, see for instance [6] , p. 102, that
where d j is the degree of the component C j . It follows that the rank one local systems on M are parametrized by the algebraic group
.., d r ) and e j = d j /D for j = 1, ..., r.
Remark 3.3. If d 1 = 1, then {γ 2 , ..., γ r } is a basis for H 1 (M) and the torus T(M) can be identified to (C * ) r−1 under the projection ρ → (ρ 2 , ..., ρ r ).
Now the computation of the twisted cohomology groups H m (M, L ρ ) is one of the major problems. The case when L ρ = C M is easy, and the result depends on the local singularities of the plane curve C.
To determine the remaining Betti number b 2 (M) = dim H 2 (M, C) is the same as determining the Euler characteristic χ(M) = 3 − χ(C) and this can be done, e.g. by using the formula for χ(C) given in [6] , p. 162.
In the sequel we concentrate on the case L ρ = C M and assume χ(M) known. Then we have H m (M, L ρ ) = 0 for m = 0 and m ≥ 2, and dim
, see for instance [7] , p. 49. To study these cohomology groups, one idea is to study the characteristic varieties Let C(j) be the plane curve obtained from C by discarding the j-th component C j . Let M(j) = P 2 \ C(j) be the corresponding complement. Then the inclusion M → M(j) induces an epimorphism H 1 (M) → H 1 (M(j)) and hence an embedding ι j : T(M(j)) → T(M).
for some j and some irreducible component W j of the m-th characteristic variety V m (M(j)), see [2] , [10] , [13] . An irreducible component W which is not non-essential is called an essential component. Assume given a surjective morphism f : M → S such that f ♯ : π 1 (M) → π 1 (S) is surjective. This gives rise to an embedding f * : T(S) → T 0 (M), which implies in particular k ≤ r. More precisely, if we start with L λ ∈ T(S), then the monodromy ρ j of the pull-back local system f * L λ = L ρ is given by
Corollary 3.7. With the above notation, the pull-back local system f * L λ = L ρ satisfies ρ j = 1 for all j = 1, ..., r if and only if (i) The curve C consists exactly of the fibers of the associated pencil C corresponding to the points in B.
We recall here some of the main results from [1] , applied to the rank one local systems on M, with some additions from [13] , [9] and some new consequences.
). More precisely, the following hold.
Here µ N W denotes the cyclic group of the N W -th roots of unity. Proof. The first claim is just Thm. 1.6 in [1] , section V. Now we prove the claims (i) and (vi). The fact that S W has to be rational in this situation is noted in [13] , and it follows from the fact that a compactification M of M is simply-connected and hence, via Lemma 2.5, we get that a compactification S W of S W is simply-connected as well. A different proof follows from Proposition 5.10 (2) in [9] . When 1 ∈ W , the equality k W = d W + 1 was noted in [13] , see also Proposition 6.3 in [9] .
Consider now the situation 1 / ∈ W . Then there are two cases.
. And this is proved in the final part of the proof of Prop. 1.3 in [1] . Just note that on the last line of this proof, one should replace "which forces ψ|F to be trivial" by "which forces ψ|(F ∩ X) to be trivial". (This is due to the fact that F in [1] denotes the compactification of our F = F (f W ), and X in [1] corresponds to our M.)
The claim (iii) is just the "untwisting" part of the proof of Thm. 1.6 in [1] . The existence of the diagram is explained there via the Stein factorization for f W • p. However, the fact that the morphism q has degree N W depends on the previous claim (ii), and this key point is not mentionned in [1] .
The proof of the claim (iv) is more technical. Using the Projection Formula
for L ∈ W , see for instance [7] , p.42 and then the Leray Spectral Sequence for p, see for instance [7] , p. 33, one gets an isomorphism of µ N W -representations
Following the argument in the proof of Thm. 1.6 in [1] , we get the following
The only point which deserves some attention is the fact that S W and S ′ W do not admit finite triangulations as claimed in [1] , since they are not compact. However, we can replace them by finite simplicial complexes without changing the topology, e.g. S W can be replaced by the compact Riemann surface with boundary obtained from P 1 by deleting small open discs centered at the points in B W .
Finally, the claim (v) is well-known, see for instance [15] or Cor. 6.4 in [9] .
Note that the claim (vi) above is definitely false for d W = 1. By (i) above, any 1dimensional component W is related to a pencil f W : M → C * with two exceptional fibers. (i) The local components, see for instance [17] , subsection (2.3) in the case of line arrangements. The case of curve arrangements runs as follows. Let p ∈ P 2 be a point such that there is a degree d p and an integer k p > 2 such that (1) the set A p = {j | p ∈ C j and deg C j = d p } has cardinality k p ;
(2) dim < f j | j ∈ A p >= 2, with f j = 0 being an equation for C j . If {P, Q} is a basis of this 2-dimensional vector space, then the associated pencil induces a map f p : M → S p where S p is obtained from P 1 by deleting the k p points corresponding to the curves C j , for j ∈ A p . In this way, the point p produces an irreducible component in V 1 (M), namely W p = f * p (T(S p )) of dimension k p − 1, and which is called local because it depends only on the chosen point p. Note that in the case of line arrangements p can be chosen to be any point of multiplicity at least 3.
(ii) The components associated to neighborly partitions, see [15] , corresponds exactly to pencils associated to the line arrangement, as remarked in [10] , see the proof of Theorem 2.4
All these points are illustrated by the following.
Example 3.11. This is a key example discovered by A. Suciu, see Example 4.1 in [17] and Example 10.6 in [18] . Consider the line arrangement in P 2 given by the equation
We number the lines of the associated affine arrangement in C 2 (obtained by setting z = 1) as follows: L 1 : x = 0, L 2 : x − 1 = 0, L 3 : y = 0, L 4 : y − 1 = 0, L 5 : x − y − 1 = 0, L 6 : x − y = 0 and L 7 : x − y + 1 = 0, see the pictures in Example 4.1 in [17] and Example 10.6 in [18] . As stated in Example 4.1 in [17] , there are (i) Seven local components: six of dimension 2, corresponding to the triple points, and one of dimension 3, for the quadruple point.
(ii) Five components of dimension 2, passing through 1, coming from the following neighborly partitions (of braid subarrangements): (15|26|38), (28|36|45), (14|23|68), (16|27|48) and (18|37|46). For instance, the pencil corresponding to the first partition is given by
Then W ⊂ V 1 (M) and W ∩ V 2 (M) consists of two characters, ρ W above and ρ ′ W = (−1, 1, 1, −1, 1, −1, 1, −1). Note that this component W is a translated coordinate component. This is related to the fact that the associated pencil is special. More on this aspect at the end of the paper.
It is clear that any non-essential component is a coordinate component. The following converse result on positive dimensional coordinate components W of V m (M) was obtained by Libgober [13] . For reader's convenience we include a proof here in the case dim W ≥ 2. Let W be a positive dimensional irreducible component of V 1 (M) such that 1 ∈ W . Let f W : M → S W be the corresponding morphism as described above. If W is contained in the subtorus of T 0 (M) given by ρ j = 1, then the discussion before Corollary 3.7 implies that the corresponding component C j of C is not in the first case of Proposition 2.2. This in turn implies the existence of an extension f (j) : M(j) → S W , whose generic fibers are still connected (being obtained from those of f by adding at most finitely many points). It follows that W = ι j (W j ), with W j = f (j) * (T(S W )) an irreducible component in V 1 (M(j)) by Prop. 1.7 in [1] .
The case 1 / ∈ W follows from the above case via Theorem 3.9, (vi).
In view of this result, it is natural to study first the non-coordinate positive dimensional components. Indeed, the other components come from simpler arrangements, involving fewer components C j 's. The situation of translated components is different, e.g. the component W studied in Example 3.11 is NOT coming from a simpler arrangement. The case of 0-dimensional components is very interesting as well, see [2] , [17] , [18] .
3.13. Resonance varieties. Let H * (M) be the cohomology algebra of the surface M with C-coefficients. Right multiplication by an element z ∈ H 1 (M) yields a cochain complex (H * (M), µ z ). The resonance varieties of M are the jumping loci for the degree one cohomology of this complex:
One of the main results in [9] gives the following. For the case of hyperplane arrangements see [4] . (M, C) . In particular, the mapping f E is combinatorically determined in the case of line arrangements.
Proof. First we know that S E is obtained from P 1 by deleting a subset B, with |B| − 1 = dim E. Let k := dim E and assume that the points in B are (0 : 1) and (1 : b j ), for some b j ∈ C, j = 1, ..., k. If (u : v) are the homogeneous coordinates on P 1 , then the cohomology group H 1 (S E , C) has a basis given by
where j = 1, ..., k. As explained in Proposition 2.2, the mapping f E corresponds to a pencil (P, Q), where P and Q are homogeneous polynomials in C[X, Y, Z], of the same degree and without common factors. In terms of this pencil, one has
So, in down-to-earth terms, the question is: how to determine the pencil (P, Q) from the vector space of 1-forms with logarithmic poles E =< f * E (ω j ) | j = 1, ..., k >? Using only logarithmic poles allows us to work with rational differential forms rather than cohomology classes and this is essential for this proof. Start with the curve C 1 in the curve arrangement C and consider the subset
Two cases may occur. where i 2 = −1 and m(C 1 ) is the multiplicity of the irreducible curve C 1 in the divisor C b 1 . It follows that ω / ∈ E 1 if and only if a 1 = 0. This shows that Q − b 1 P is the G.C.D. of the denominators of the forms ω ∈ E \ E 1 . After we have determined the polynomial Q − b 1 P as above, we discard all the curves C j in the arrangement which are contained in the support of the divisor C b 1 . From the remaining curves in C, we can find a new curve, say C 2 , such that
(such a curve exists since |B| ≥ 3). Then C 2 is a component in a new fiber of the pencil (P, Q), say of the fiber C b 2 : Q − b 2 P = 0 and hence Q − b 2 P is the G.C.D. of the denominators of the forms ω ∈ E \ E 2 . The two homogeneous polynomials Q − b 1 P and Q − b 2 P span the same vector space as the polynomials P and Q, i.e. they determine the same pencil up to an automorphism of P 1 .
Minimal arrangements
In this section we prove the following result which applies to an arbitrary plane curve arrangement. (iii) there is a pencil C of plane curves on P 2 with an irreducible generic member and having d+1 fibers C t whose reduced supports form a partition of the set of irreducible components C i , for i = 1, r.
Moreover, for d = 1, (i) always fails and (ii) implies (iii).
Proof. For d ≥ 2, the equivalence between (i) and (ii) follows from Theorem 3.14 and Theorem 3.9, claim (vi). And the equivalence between (ii) and (iii) follows from Arapura's results recalled in subsection 3.8 combined with Proposition 2.2 and Corollary 3.7. The case d = 1 follows from Theorem 3.9, claim (i).
Note that the condition (ii) above can be reformulated as the existence of a global irreducible component W in the characteristic variety V 1 (M) such that 1 ∈ W and dim H 1 (M, L) = d − 1 ≥ 1 for a generic local system L ∈ W .
The following result is similar to Theorem 4.1.1 in Libgober [13] and closely related to the discussion in [15] , just before Proposition 7.2.
Corollary 4.2. Assume the equivalent statements in Theorem 4.1 above hold. Let f : P 2 → P 1 be the rational morphism associated to the pencil C. Let π : X → P 2 be a sequence of blowing-ups such that g = f • π is a regular morphism on X. If C denotes the proper transform of the (reduced) curve C under π, then the self intersection number ofC is non-positive, i.e.
Proof. There is a partition ofC = ∪ i=1,d+1Ci ofC as a union of disjoint curvesC i , such that g(C i ) = b i for i = 1, ..., d + 1. It follows that
Each curve is contained in the support of the positive divisor g −1 (b i ), and hence by Zariski's Lemma, see [3] , p. 90, we get (i) For each base point p ∈ X , the multiplicity
(ii) p∈X n p = D 2 , where D is the degree of the pencil.
(iii) j=1,r m(C j ) = kD, where m(C j ) ≥ 1 is the multiplicity with which C j occurs in the corresponding fiber of the pencil.
To resolve the indeterminacy points of the associated pencil (i.e. to determine the map π : X → P 2 ), one has in this case just to blow-up once the points in the base locus X . This is a direct consequence of the property (i) above.
Assume moreover that m(C j ) = 1 for all j = 1, r, i.e. all C b for b ∈ B are reduced.
Then, again by (i) above, it follows that mult p (C) = kn p for any p ∈ X . On the other hand, by (iii) we get deg C = kD. Finally, in this very special case we get
This happens for instance in Example 3.4 in [10] : the Ceva arrangement given by the pencil ax d + by d + cz d = 0 with (a : b : c) ∈ P 2 satisfying a + b + c = 0. There are 3 special fibers, corresponding to
In the case of a general line arrangement, the conditionC ·C ≤ 0 may bring new non-trivial information on the arrangement. In particular it can be used as a test for candidates to the base locus X of a pencil associated to a given arrangement. In Example 3.6 in [10] the B 3 -arrangement consists of 9 lines, and the base locus X consists of 3 points of multiplicity 4 and 4 other points of multiplicity 3. As a result we haveC
This latter arrangement is associated to the pencil ((x 2 − y 2 )z 2 : (y 2 − z 2 )x 2 ) which has again 3 special fibers (this time non-reduced!), corresponding to (x 2 − y 2 )z 2 , (y 2 − z 2 )x 2 , (x 2 − z 2 )y 2 . Up to a linear change of coordinates, this is the same B 3 -arrangement as in the final subsection (6.7) below.
Fibered complements and K(π, 1)-spaces
Let f : M → S be a morphism associated to a plane curve pencil C with base locus X , as in Theorem 4.1 and Corollary 4.2 above. Consider a fiber C s of the pencil C corresponding to s ∈ S = P 1 \ B. We say that C s is a special fiber of C if either C s \ X is singular , or if C s \ X is smooth and exists a point p ∈ X such that
where µ denotes the Milnor number of an isolated singularity.
Let C spec be the union of all the special fibers in the pencil C. (There is a finite number of such fibers, and they are easy to identify, see [12] , [5] ). Let B ′ be the union of B and the set of all s ∈ S such that C s is a special fiber. We call C ′ = C ∪ C spec the extended plane curve arrangement associated to the plane curve arrangement C and denote by M ′ the corresponding complement. We set S ′ = P 1 \ B ′ . With this notation, we have the following result.
Proposition 5.1. The restriction f ′ : M ′ → S ′ is a locally topologically trivial fibration. The plane curve arrangement complement M ′ is a K(π, 1)-space.
Proof. Note that for any p ∈ X , the family of plane curve isolated singularitis (C s , p) for s ∈ S ′ is a µ-constant family. Using the relation between µ-constant families and Whitney regular stratifications, as well as Thom's First Isotopy Lemma, see for instance [6] , pp. 11-16 and especially the proof of Proposition (1.4.1) on p. 20, we get the first claim above. The second claim is an obvious consequence, as explained already in [10] .
Remark 5.2. With the notation from Theorem 3.9, Libgober has remarked in the proof of Lemma 1.4.3 in [13] that
for almost all local systems L ∈ T(S W ). This implies that a morphism f W : M → S W as in Theorem 3.9 is never a locally trivial fibration in the case S W = C * . Indeed, by definition, dim H 1 (M, L ρ W ⊗ f * W (L)) = 0 while the second dimension would vanish in such a situation. Indeed then f W * (L ρ W ) would be a local system on C * , given by an automorphism A of some C n and we can take L to have a monodromy different from the eigenvalues of A.
Example 5.3. We discuss now the following curve arrangement, considered already in Example 4.8 in [8] . The curve C consists of the following: three lines C 1 : x = 0, C 2 : y = 0 and C 3 : z = 0 and a conic C 4 : x 2 − yz = 0. The corresponding pencil can be chosen to be f = (x 2 : yz), and the set B = {b 1 , b 2 , b 3 } is given by b 1 = (0 : 1), C 1 = 2C 1 , b 2 = (1 : 0), C 2 = C 2 ∪ C 3 , and b 3 = (1 : −1), C 3 = C 4 .
The base locus of this pencil is X = {p 1 = (0 : 0 : 1), p 2 = (0 : 1 : 0)} and it is easy to check that there no special fibers. It follows that f : M → S is a locally topologically trivial fibration with fiber C * (a smooth conic minus two points). Hence the complement M of this curve arrangement is a K(π, 1)-space, where the group π fits into an exact sequence 1 → Z → π → F 2 → 1 with F 2 denoting the free group on two generators.
Note also that mult
hence the property (i) in Example 4.3 does not hold for arbitrary curve arrangements.
A local system L on S is given by a triple (λ 1 , λ 2 , λ 3 ) with λ 1 ·λ 2 ·λ 3 = 1. With this notation, the pull-back local system f * L is given by (ρ 1 , ρ 2 , ρ 3 , ρ 4 ), where ρ 1 = λ 2 1 , ρ 2 = ρ 3 = λ 2 and ρ 4 = λ 3 (recall the discussion before Corollary 3.7). With this, it is easy to check that the irreducible component given by f * T(S) coincide with the irreducible component obtained in Example 4.8 in [8] by computation using the associated integrable connections.
Indeed, the ρ i 's satisfy the equation ρ 1 · ρ 2 · ρ 3 · ρ 2 4 = 1, see Equation (3.5) , and hence we can use (ρ 1 , ρ 2 , ρ 4 ) to parametrize the torus T(M). It follows that the irreducible component given by W = f * T(S) is parametrized by ρ 1 = λ 2 1 , ρ 2 = λ 2 and ρ 4 = λ 3 , i.e. W is given by the equation
2 · ρ 2 4 = 1 which appears in Example 4.8 in [8] with slightly different notation.
Let C be the proper transform on C under the blowing-up π : X → P 2 of the two points in X . Then
This is not in contradiction with Corollary 4.2, since in order to resolve the indeterminacy points of f in this case we have to blow the points p 1 , p 2 ∈ X corresponding to the tangents of the conic C 4 at p 1 and p 2 . The new multiplicities are
and hence for the new proper transformC we get We say in this situation that the component W is associated to the mapping f . In this section we give detailed information on the torsion character ρ ∈ T(M) in terms of the geometry of the associated mapping f : M → S.
6.1. The general setting. Let F be the generic fiber of the mapping f : M → S, i.e. F is the fiber of the topologically locally trivial fibration f ′ : M ′ → S ′ associated to f as in the previous section. Then, we have an exact sequence
as well as a sequence (6.3)
which is not necessarily exact in the middle, i.e. the group (6.4) T (f ) = ker f * im i * is in general non-trivial. Here i : F → M and i ′ : F → M ′ denote the inclusions, and homology is taken with Z-coefficients if not stated otherwise. This group was studied in a compact (proper) setting by Serrano, see [16] , but the results are distinct and no relation to local systems was considered in [16] . The group T (f ) is finite according to Theorem 6.3, an apparently not obvious fact.
The second sequence induces an obvious exact sequence
Since H 1 (S) is a free Z-module, applying the fuctor Hom(−, C * ) to the exact sequence (6.5), we get a new exact sequence
Here T(M) F is the subtorus in T(M) formed by all character χ : H 1 (M) → C * such that χ • i * = 0. This means exactly that the associated local system L χ by restriction to F yields the trivial local system C F . The torsion character ρ ∈ T(M) which occurs in 6.1 is in this subtorus T(M) F , see Theorem 3.9, (ii). Moreover, this character ρ is not unique, but its class
is uniquely determined. From now on, we will regardρ ∈ Hom(T (f ), C * ). Hence, to understand the possible choices forρ, we have to study the group T (f ).
6.2.
The computation of the group T (f ). In order to simplify the presentation, we assume in this subsection that at least one of the curves C j in the curve arrangement C is a line. This covers the case of line arrangements and of curve arrangements in the affine plane C 2 . More specifically, we assume that C 1 is the line at infinity in P 2 and hence M = C 2 \ ∪ j (C 2 ∩ C j ). We assume that ∞ ∈ B and set
For each b ∈ B, consider the following divisor on C 2 (6.8) (Otherwise f is a fibration and hence T (f ) = 1). For each c ∈ C(f ), consider the following divisor on C 2 (6.9)
where g 1 is the extension of f as above, m ′ ca ′ ≥ 1 and m ′′ ca ′′ ≥ 1 are integers, the irreducible curves C ′ ca ′ are curves in our arrangement (corresponding to case (2) in Proposition 2.2, and C ′′ ca ′′ are the new curves to be deleted from M in order to obtain M ′ . Since f : M → S is a surjection, it follows that there is at least one term in the second sum in the equality (6.9). At least some of the first type sums are non-trivial if and only if the arrangement C is special.
Note that M is obtained from C 2 by deleting the curves C ba , C ′ ca ′ and possibly some horizontal components C h . For each irreducible curve Z in C 2 we denote by γ(Z) the elementary oriented loop associated to Z. It follows that H 1 (M) is a free Z-module with a basis given by
is an elementary loop based at b as subsection (3.1). In term of these bases, the morphism f * : H 1 (M) → H 1 (S) is described as follows. Let α ∈ H 1 (M) be given by
Here a ∈ A b , an index set depending on b. This is not written explicitely, in order to keep the notation simpler. Similar remarks apply to the indices a ′ and a ′′ below. Then
In particular α ∈ ker f * if and only if (6.13) a m ba α ba = a m ∞a α ∞a for all b ∈ B 1 . Next, M ′ is obtained from M by deleting the curves C ′′ ca ′′ . Hence, it follows that H 1 (M ′ ) is a free Z-module with a basis given by (6.14) γ(C ba ), γ(C ′ ca ′ ), γ(C h ), γ(C ′′ ca ′′ ). The inclusion j : M ′ → M induces a morphism j * : H 1 (M ′ ) → H 1 (M) which, at coordinate level, is just the obvious projection. Similarly, H 1 (S ′ ) is a free Z-module with a basis given by δ b for b ∈ B 1 , and δ c for c ∈ C(f ).
In term of these bases, the morphism f ′ * : H 1 (M ′ ) → H 1 (S ′ ) is described as follows. Let β ∈ H 1 (M ′ ) be given by
and (6.17)
The exact sequence (6.2) yields ker i ′ * = ker f ′ * . On the other hand im i * = j * (im i ′ * ). It follows that α ∈ H 1 (M) as above is in im i * if and only if there is a β ∈ H 1 (M ′ ) such that (i) β is a lifting of α, i.e. j * (β) = α;
(ii) f ′ * (β) = 0. In terms of our bases this means that (i') β ba = α ba , β ca ′ = α ca ′ , β h = α h ;
(ii') The coordinates of α satisfy the equation (6.13) and there is a choice of coordinates β ca ′′ such that one has Moreover, if all the fibers D c are reduced (i.e. all components occur with multiplicity 1), then T (f ) = 1, and hence there are no translated components in V 1 (M) associated to f in this case.
Remark 6.4. The horizontal components C h play no role in the computation of T (f ), since they are obviously in im i * .
The following consequence does not rule out the possibility of a translated global component, but explains in a sense why they should be quite exceptional. Recall that by Theorem 4.1, a translated global component corresponds to a minimal arrangement. Conversely, a translated coordinate component is more likely to occur, and then it is related to a special arrangement, as in the deleted B 3 -arrangement revisited below. Proof. If C is a minimal arrangement, then there are no indices of type a ′ , so the morphism θ has a simpler form. The fact that im θ is the cyclic subgroup in G(f ) spanned by (m(f ), m(f ), ..., m(f )) follows from the equations (6.13). Corollary 6.6. If f : M → S has no multiple fibers, then there are no translated components in V 1 (M) associated to f . 6.7. The deleted B 3 -arrangement. We return to Example 3.11 and apply the above discussion to this test case. The corresponding mapping f : M → C * has B = {0, ∞} and C(f ) = {1}. Indeed, with obvious notation, we get the following divisors: D 0 = L 1 + L4 + 2L 5 , D ∞ = L 2 + L 3 + 2L 7 and D 1 = L 6 + 2L where L : x + y − 1 = 0 is exactly the line from the B 3 -arrangement that was deleted in order to get Suciu's arrangement. Moreover, the associated fibration f ′ : M ′ → S ′ in this case is just the fibration of the B 3 -arrangement discussed in [10] , Example 4.6.
The line L is the only new component that has to be deleted, therefore m ′′ (1) = 2. Since none of the fibers D c (in our case there is just one, for c = 1) is multiple, Theorem 6.3 implies that T (f ) = Z/2Z.
Let γ i = γ(L i ). We know that ρ(γ i ) = ±1 and to get the exact values we proceed as follows. First note that we can choose ρ(γ 1 ) = 1, since the associated torus is f * (T(C * )) = {(t, t −1 , t −1 , t, t 2 , 1, t −2 , 1) | t ∈ C * }.
(In fact the choice ρ(γ 1 ) = −1 produces the character ρ ′ W introduced in Example 3.11.) Next let α = i=1,7 α i γ i ∈ H 1 (M). Then α ∈ ker f * if and only if (6.19) α 1 + α 4 + 2α 5 = α 2 + α 3 + 2α 7 .
In our case, the morphism θ : ker f * → Z/2Z is given by α → α 2 + α 3 − α 6 It follows that γ 6 ∈ ker f * and θ(γ 6 ) = 1 ∈ Z/2Z. It follows that ρ(γ 6 ) = −1.
Next γ 1 + γ 2 ∈ ker f * and θ(γ 1 + γ 2 ) = 1 ∈ Z/2Z. It follows that ρ(γ 1 )ρ(γ 2 ) = −1, i.e. ρ(γ 2 ) = −1. The reader can continue in this way and get the value of ρ = ρ W given above in Example 3.11.
