Abstract-In order to solve the problem of parameter identification of ship's Maneuvering Motion, a fast convergent iterative least squares algorithm is presented considering nonlinear and non-stationary characteristics of ship motion in time domain. The speed and precision of parameter identification have been improved using this algorithm. Firstly, the models of ship's first-order and secondorder nonlinear response motion were established and made discrete. Then, parameters identification were made using new least squares algorithm which was improved by using iterative learning and introducing p-type learning rate. And the convergence of the algorithm was also analyzed. A Z-Type simulation experiment of first and second order non-linear model of a certain type of ship was conducted using the numerical methods above. At last, the results were compared with the experimental data from the free running model test carried out in Hamburg, Germany pool (HSVA). The experimental results demonstrate that the algorithm is feasible and effective.
INTRODUCTION
Ship maneuverability is one of the focus in the study of ship hydrodynamic performance, and it is related to the ship navigation safety. After nearly 30 years' development, the study on ship maneuverability has received more and more attention and obtained major achievements represented by the "provisional standards of ship maneuvering" and the "official standards". These standards are promulgated successively in 1993 and 2002 by the International Maritime Organization (IMO) after consulting the advice of each member states [1] . Putting forward clear quantitative requirements for ship maneuverability forecast in the design phase and maneuverability index, these standards have greatly promote the study of ship maneuverability forecast. The method of ship maneuverability forecast by establishing the maneuvering motion simulation system in the design phase is the most practical and effective one [2] . This method asks for a mathematical modeling of ship motion model, while to determine the hydrodynamic derivatives of the mathematical model is the key to modeling.
At present, using the method of system identification to determine the hydrodynamic derivatives is one of the most simple and effective method. The least square method is the most basic one in system identification [3] . It has the advantages of low system prior statistical knowledge, simple algorithm, less amount of calculation and good convergence, especially the recursive least squares method which can avoid matrix inversion calculation and realize parameter online identification. But the recursive least squares method needs further improved on the identification precision and speed. By adopting the tactics of "learning in duplicate", the iterative learning method has the memory system and empirical correction mechanism [4] . And when applied in the recursive least squares algorithm, it can make the latter have some kind of intelligence [5] . The iterative learning method can obtain additional information from the system input and output as well as parameter estimation of the past. Through constant training of identification, it provides a possibility to improve the parameter estimation and makes the identification effect better.
In this paper, the idea of iterative learning was adopted on the base of the least square method, and at the same time the vector P type was added in the process of iterative learning to improve the convergence speed and precision of the algorithm. The online identification of nonlinear ship maneuvering parameters based on the fast convergent iterative learning least squares algorithm was completed, and the effectiveness of the proposed method was verified.
II. THE ESTABLISHMENT OF SHIP MANEUVERING MOTION MODEL
At present, there are mainly two kinds of ship maneuvering motion models that has gone through theoretical analysis and practical test: one is the hydrodynamic model and another kind is the response model [6] [7] [8] . In this paper, the classic KT equation was adopted considering its fewer ship maneuvering parameters and good observability. This model contains maneuverability indices such as K , T , and these indices can be obtained by some linear hydrodynamic derivatives.
The first order nonlinear response model is described in equation (1):
Where r is the turn bow angular velocity,  is the rudder Angle, K and T are the maneuverability indices,  is the nonlinear coefficient.
The second order nonlinear response model is described in equation (2): 
Where t  is the Sampling interval. We make 12 T T h  , 12 T T g , and conduct forward difference discretization on equation (2), thus we get the following equation:
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Where 1 a , 2 a , 3 a , 1 b and 2 b are coefficients to be identified, their relationship with the second order nonlinear ship maneuverability indices is as follows: T and  .
We Make
So that equation (3) becomes as following:
Then we make ( ) ( 1) (5) is converted into the following form:
III. A FAST CONVERGENT ITERATIVE LEARNING LEAST SQUARES ALGORITHM

A. Standard recursive least squares method
We use the following model to express the two systems in equation (7) and equation (8):
The principle of the least square method is seeking the estimate () t  for the unknown vector  to make the residual sum of square to the minimum. Equation (10) is the expression for the residual sum of square:
T tt     , So that the performance indicator J can be written as the following form:
The non-recursive least squares estimate of the observation  base on time t can be obtained as following:
In order to eliminate the situation of zero denominator and avoid matrix inversion, the recursive gain least squares estimate is written as the following form:
In the above equations, the initial values (0) 0   , (0) PI   ,  is a very large positive number, and we define
B. Fast convergent iterative learning least squares algorithm
From equation (9) 
Similarly, the least squares algorithm is derived as:
Where
The initial values are given in equation (21):
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After N times iterations when the iterative termination condition is satisfied, we can get the form: ( 
Where  is a small positive number, max N is the preset largest number of iterations.
In order to accelerate the convergence speed, the P-type iterative item is added as follows:
Where  is the p-type iterative coefficient, 
Where  is the largest eigenvalue of () k Pt, then we get:
For  is a very large positive number, the condition of 02   is easy to be satisfied, so the inequality (36) is true, and the convergence of iterative learning least squares is proved.
IV. SIMULATION EXPERIMENT
This simulation experiment described in this paper is mainly about the numerical simulation of a certain type of ship according to reference [10] . The Z-type simulation experiments of 5 /10 was carried out respectively for the first and the second order nonlinear model. In the simulation experiments, the four order runge kutta method was used in integral for the response model and the sampling interval was 0.1 s. In order to simulate the real situation, the in table  1 and table 2 , the course curves of each identification parameters are given in Fig. 1 and table1 . Table I data of the first order nonlinear simulation experiment Figure 1 error curves for the first order nonlinear model parameters Table 1 shows that the basic least square method and the fast convergent iterative least square method can both identify the first order nonlinear motion parameters. The identification errors for K are 0.002 and 0.0015, almost the same. But there is a big difference between the identification errors for T and  gained by the two methods, and the fast convergent iterative least square method is slightly better than the basic least square method. From Fig.1 1 we can see that it takes 60s to converge to the real value when using the basic least square method, while less than 20s is taken when using the fast convergent iterative least square method, thus the rapidity of convergence of the latter is prove. For identification of the second order nonlinear maneuvering motion parameters, these two methods both work. Table 2 shows that the identification errors for K and 3 T are almost the same, differences exist in identification errors for g , h and  , and the fast convergent iterative least square method is proved much better than the basic least square method. We can learn from Fig. 2 that, it takes more than 60s for the identification values of the second order nonlinear parameters to convergence to their corresponding real values by using the basic least square method, while about 20s is used when taking the fast convergent iterative least square method, thus the rapidity of convergence of the latter is proved.
V. Water-tank experiment KVLCC1 has been adopted as the benchmark ship form for inspection of ship maneuverability forecast method. In this paper, the experimental data are from the free running model test carried out in Hamburg, Germany pool (HSVA). In the experiment the ship model was dragged in static and deep water. Reference [11] has introduced the basic parameters of the model. The direct test speed From the above figures we know that the identification of related maneuvering parameters via this algorithm can be a good prediction of the ship maneuvering performance. To sum up, the fast convergent iterative least square method has been improved in terms of convergence speed and identification precision relative to the basic least square method, and the former works better than the later in identification of nonlinear control motion parameters. Due to the introduction of the idea of the iterative learning, the amount of calculation increases. When the biggest iteration steps is set to 200, the existing computer is be able to complete the calculation in a limited time. At the same time, the effectiveness of the algorithm has been proved through contrast between the forecast value and the actual experimental value.
CONCLUSION
In this paper, a fast convergent iterative least square algorithm is proposed and used to solve the problem of parameter identification of ship maneuverability. Introduction of the iterative learning method has ensured the algorithm's efficiency and make the basic least square method have some kind of intelligence. Simulation and practical experiments show that fast convergent iterative least square algorithm's convergence speed and precision are improved, the algorithm is feasible and effective and it is of great significance on the ship parameter online identification.
