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Out-of-equilibrium dynamics in a tuneable homogeneous Bose gas
Jake Andrew Paul Glidden
This thesis describes studies of out-of-equilibrium dynamics in an interacting homogeneous
Bose gas. We use the versatile platform of an ultracold gas of 39K, prepared in an optical box
trap. The experiment features both tuneable interaction strengths and a homogeneous atomic
density. We examine first a weakly interacting near-equilibrium system, followed by far-from-
equilibrium dynamics under moderate interactions, and finally combine strong interactions
with highly non-equilibrium dynamics in studies of the unitary Bose gas.
We start with a theoretical study of the effects of three-body recombination on the temper-
ature of a weakly interacting, partially condensed gas. Contrary to the expectation of heating,
we find that for appropriate values of the condensed fraction and gas parameter, the system
temperature is expected to decrease. Not only do we predict lower temperatures, however, but
also for the condensate fraction to grow.
We then present experiments in which we engineer a far-from-equilibrium momentum dis-
tribution, and study the dynamics as the gas relaxes. As the distribution evolves, we observe
bidirectional dynamic scaling, with a flow of particles to lower momenta while energy is trans-
ported to higher ones. These flows are characterised by spatiotemporal scaling exponents,
which we find do not vary appreciably over a range of moderate interaction strengths.
Finally, we look to the unitary Bose gas, quenching clouds into the strongly interacting
regime. This regime offers insight into universal behaviour that depends only on the interpar-
ticle spacing, as well as being an avenue for the study of Efimov physics. However, few things
come for free; strongly interacting Bose systems are plagued by high atom-loss and heating
rates. We study atom-loss rates and the dynamics of correlations in our gases, isolate the co-
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Quantum mechanics undeniably numbers among the most successful theories in modern-day
physics. Whilst there remain several deep philosophical questions as to what quantum me-
chanics means, the predictive power of the theory speaks for itself: quantum mechanics forms
the basis for our understanding of, e.g., lasers, superfluidity and superconductivity, and tran-
sistors and other semiconductor devices.
Since the early 20th century, descriptions of many-particle systems have been a central part
of the ongoing development of quantum theory. A series of advances in laser cooling tech-
niques from the mid 1970s through the 1980s led to the formation of the first atomic Bose–
Einstein condensates [1, 2] in 1995, and degenerate atomic Fermi gases [3] shortly thereafter.
This launched the research field of ultracold atomic gases, which have since become attractive
experimental platforms for exploring many-body quantum mechanics. These systems offer
many advantages: the gases are typically extremely well isolated from their surroundings,




















Figure 1.1 | Key features of our ex-
perimental platform. The combination
of (a) a uniform trapping potential and
(b) the ability to tune the interparticle in-
teraction strength allows us to study a
range of many-body quantum phenom-
ena in a textbook setting.
resolvable time- and lengthscales, and for some atomic
species, the strength of interactions between atoms can
be tuned via an external magnetic field [4]. Many of
the key achievements of ultracold-atom research are re-
viewed in, e.g., [5–8].
In this thesis we focus on ultracold Bose gases.
These gases have the rather unusual property that,
at low temperatures, they can undergo a statistical
phase transition to form a Bose–Einstein condensate, in
which the quantum-mechanical ground state is macro-
scopically occupied. The equilibrium behaviour of
these gases is generally well understood, in particular
when interactions between particles are weak. Here,
we instead explore the gas’ non-equilibrium behaviour
at interaction strengths ranging from completely non-
interacting through to the strongly interacting and
strongly correlated unitary regime. We conduct our
experiments using ultracold gases of 39K in a quasi-
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1 Introduction
uniform optical box potential [9–11]; this platform combines the aforementioned tuneability
of the strength of interactions between atoms with a homogeneous gas density (Fig. 1.1).
Uniform box potentials are gaining popularity (e.g., [12–14]) over their more traditional har-
monic counterparts, which are more easily realised in experimental settings. Theoretical work
often assumes a homogeneous atomic density, e.g., in infinite-system limits, or by enforcing pe-
riodic boundary conditions. Whilst methods have been developed to extract uniform-system
properties from harmonically trapped samples1, these techniques are expected to break down
for non-equilibrium or critical phenomena, where long-range correlations in the gas become
significant. The use of a uniform potential facilitates direct comparison with theory, in particu-
lar in these latter cases.
1.1 Thesis outline
This thesis is structured as follows. We begin with a brief introduction to the theory of Bose
gases in chapter 2, followed by an overview of our experimental platform in chapter 3. Chap-
ters 4 to 6 closely follow the four papers [15–18]. Chapter 4 introduces our theoretical study of
three-body recombination in both ideal and weakly interacting gases; we show that three-body
loss, which is traditionally associated with heating, can counterintuitively give rise to a cooling
effect. In chapter 5 we turn to the critical dynamics of a far-from-equilibrium Bose gas. Here
we observe dynamic scaling in the evolution of the gas that is reminiscent of the behaviour of
near-equilibrium gases in the vicinity of a second-order phase transition. Chapter 6 explores
the unitary Bose gas, in which interactions between particles are as strong as allowed by quan-
tum mechanics, and the gas displays universal behaviour dependent only on the interparticle
spacing. Finally, in chapter 7 we briefly describe some of our future research avenues.
1 Generally, this involves considering the system as a collection of smaller, locally homogeneous units. Using this
local density approximation in harmonic systems can be advantageous, since under appropriate conditions one
could measure the uniform-system properties at multiple different effective potentials simultaneously.
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1.2 Publications during candidacy
A list of publications that have arisen during my candidacy as a PhD student is provided be-
low. These papers explore various aspects of out-of-equilibrium phenomena in a uniform Bose
gas, ranging from a weakly interacting gas that remains close to equilibrium, through to a gas
quenched into the strongly interacting unitary regime, where the very nature of a possible equi-
librium state remains an open question. The work presented in this thesis closely follows the
first four of these papers.
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This chapter provides an overview of the theoretical concepts that form the basis for the re-
mainder of the thesis. Here we focus on the equilibrium properties of Bose gases comprising a
large number of particles. We first present conceptual arguments leading to the quantum statis-
tics that underpin the phenomenon of condensation developed by Bose and Einstein almost a
century ago [19–21]. We will then make use of the Bose–Einstein distribution to calculate ther-
modynamic properties of non-interacting ultracold Bose gases in geometries relevant for our
experiments, as well as providing a brief introduction to both interatomic interactions and the
nature of excitations above the condensate. Finally, we give an overview of the spatial corre-
lation functions and their applications in the context of this thesis. The bulk of this chapter
echoes arguments provided in several graduate physics texts, for example [22, 23].
2.1 Distinguishability
We work with a three-dimensional gas consisting of identical, indistinguishable atoms, at tem-
peratures where quantum mechanical effects influence the distribution of those atoms amongst
the available energy states. To illustrate the main concept, let us consider a pair of such indis-
tinguishable particles, and write down their joint wavefunction. Denoting the states of the
two particles (s1, s2), and their corresponding single-particle wavefunctions (ψ, ϕ), a first naı̈ve
attempt for such a wavefunction might be a straightforward product of the form
Ψ(s1, s2) = ψ(s1)ϕ(s2) . (2.1)
If the two particles are indeed identical, then swapping them should give a physically equiva-
lent wavefunction that differs at most by a global phase θ, i.e.,
Ψ(s2, s1) = exp(−iθ)Ψ(s1, s2) . (2.2)
Moreover, swapping them a second time must yield the original wavefunction without any
additional phase, i.e.,
Ψ(s1, s2) = exp(−2iθ)Ψ(s1, s2) , (2.3)
which implies that either θ = 0 or θ = π. The combined wavefunction of two identical particles
must therefore either remain unchanged (symmetric), or change only its sign (antisymmetric),
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under exchange of the particles. This argument is readily extended to systems comprising
more than two particles; exchanging any two particles twice must leave the wavefunction un-
changed.
The canonical representation of the joint wavefunction encodes this symmetry explicitly, by




[ψ(s1)ϕ(s2)± ψ(s2)ϕ(s1)] . (2.4)
Pairs of identical particles with joint wavefunctions satisfying the antisymmetric form of Eq. (2.4)
are known as fermions, while those with symmetric joint wavefunctions are known as bosons.
One profound consequence of the wavefunction symmetry is that the state vectors s1 and
s2 can never be equal for a pair of identical fermions; for this to be the case, their joint wave-
function would be identically zero. This is the famous Pauli exclusion principle: the maximum
occupancy of a single-particle state in an ensemble of identical fermions is one. Pauli exclu-
sion has far-reaching consequences, from quantum descriptions of modern chemistry, which
are closely linked to the energy levels of electrons (spin- 12 fermions), through to the degeneracy
pressure that prevents neutron stars from collapsing to form black holes.
Identical bosons, on the other hand, are not subject to such restrictions; they are able to coex-
ist in the same quantum state simultaneously. This is particularly relevant for the lowest-lying
or ground state, which, under appropriate conditions, can become macroscopically occupied
as a Bose–Einstein condensate emerges.
Determining the bosonic or fermionic nature of a particle requires knowledge of its intrinsic
angular momentum, or spin. The spin-statistics theorem [24] connects the symmetry properties
of a particle to its spin1. Particles with a spin that is an integer multiple of the reduced Planck
constant h̄ are bosons, whereas those with half-integer spin are fermions, and include protons,
neutrons, and electrons. The total spin of a composite particle is determined by adding the
spins of its constituent particles. Neutral atoms have equal numbers of protons and electrons,
each of which contributes a half-integer multiple of h̄ to the total spin, and so their combined
sum is an integer multiple of h̄. The fermionic or bosonic nature of neutral atoms is therefore
determined solely by the number of neutrons in the nucleus, with different mass isotopes de-
scribed by different statistics. Neutral atoms with an odd number of neutrons are fermionic,
whereas those with an even number of neutrons are bosonic. The experimental platform used
in this work uses gases of 39K, which is a bosonic isotope of potassium.
1 The connection between spin and (anti-)symmetry requires a relativistic treatment; it arises from requiring invari-




The statistics of classical gases in equilibrium can be modelled by assigning probabilities to the
different sets of microscopic parameters. These probabilities are proportional to the Boltzmann
factor, i.e., ∝ exp (−ε/(kBT)), where ε is the energy corresponding to the configuration, kB
is the Boltzmann constant, and T is the system temperature. Whilst this familiar description
works well at the temperatures of ≈300 K with which we are most familiar from everyday
experience, it breaks down once the typical spacing between energy levels is comparable to
the temperature. At these lower energy scales, the quantum statistics become relevant, and the
distinction between bosons and fermions becomes very important.
Here we consider the effects of distinguishability upon the distribution functions of parti-
cles in equilibrium at low temperatures. Following [25], for example, let us first consider any
single-particle state of a system, e.g., one particular eigenstate of a particle in a box. Let the
corresponding energy of the state, when occupied by a single particle, be ε. We are interested
in finding the average occupancy of the state, given a chemical potential µ and temperature T.
When the state is unoccupied, its energy is simply zero. When occupied by N particles, and
neglecting the effects of interactions between atoms, it is instead Nε. The probability of the

















where Z is the grand partition function, and the sum is to be taken over all permissible values
of N.
For fermions, N can only be zero or one, and so the Fermi probability PF(N) is
PF(N) =
exp[−N(ε− µ)/(kBT)]
1 + exp[−(ε− µ)/(kBT)]
, (2.7)




1 + exp[−(ε− µ)/(kBT)] + exp[−2(ε− µ)/(kBT)] + . . .
= exp[−N(ε− µ)/(kBT)](1− exp[−(ε− µ)/(kBT)]) .
(2.8)
In order for the sum to converge, we must have µ < ε. This must apply to all states, and so for
the bosonic case, µ must be less than the zero-point energy εmin of the ground state.
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Figure 2.1 | Comparison of statistical distributions. Indistinguishability dramatically influences the
particle statistics. The Fermi–Dirac distribution (black) always takes values between 0 and 1, while
the Bose–Einstein distribution (blue) diverges for µ → ε−. Both are asymptotically equivalent to the
classical Boltzmann distribution (red) in the limit ε− µ kBT.





















These are known as the Fermi(–Dirac) and Bose(–Einstein) distributions respectively. The key
difference between the two results is the sign in the denominator.
The distributions are plotted together in Fig. 2.1. In the limit that ε − µ  kBT, both the
Fermi and Bose distributions are asymptotically equivalent. In fact, this corresponds to the
classical or Boltzmann limit familiar from any undergraduate course in statistical mechanics,
which is also plotted in Fig. 2.1 for comparison. In this limit, the number of accessible single-
particle states far exceeds the number of particles that need to be distributed amongst them,
such that the average occupancies are low for all states.
When ε− µ . kBT, however, the differences between the distributions are dramatic. The
Fermi–Dirac distribution takes on values within the interval [0, 1] for all values of ε; low-energy
states (ε  µ) are at most singly occupied. For bosons, however, as µ → ε−min, the occupancy
of the ground state diverges. Physically, µ cannot increase further, as this would cause the
distribution function to become negative. This critical value of µ is the threshold for the onset
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of Bose–Einstein condensation.
2.3 The ideal Bose gas
From now on, we shall restrict our focus to the bosonic case. In this section we present stan-
dard results that link the measurable properties of Bose systems in equilibrium to one another,
namely the atomic density, momentum distribution, temperature, and chemical potential. At
fixed (T, µ), the total number of atoms in all states is given by the sum of Eq. (2.10) over all




The sum in Eq. (2.11) is generally cumbersome to evaluate directly. In most physical applica-
tions, energy levels are densely spaced relative to the thermal energy scale kBT, and the sum is
well-approximated by the integral
Ntot ≈ N0 +
∞∫
0
dε D(ε) N̄B(ε) ≡ N0 + Nth , (2.12)
where the density of states, D(ε), counts the number of states with energy in the interval
[ε, ε + dε]. We have also split the contributions to Eq. (2.11) into two, ‘peeling off’ the num-
ber of atoms N0 in the lowest-lying state from the thermal contribution Nth, and implicitly
taken εmin ≈ 0. This final assumption is valid provided Ntot is sufficiently large; this condition
is satisfied throughout this thesis.





where V is the system volume. We can then directly evaluate the density of atoms in excited
states Nth for a given (T, µ) as
Nth
V
= λ−3T g3/2(exp[µ/(kBT)]) , (2.14)









In the critical case µ → 0, we find that the phase-space density of non-interacting2 thermal
atoms saturates at the value max{Nthλ3T/V} = ζ(3/2) ≈ 2.612, where ζ denotes the Riemann
2 We shall return to the interacting case in section 4.2.1.
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function. The excited states cannot accommodate any additional atoms; the atoms must in-
stead macroscopically occupy the ground state to form a Bose–Einstein condensate3. We first
continue to explore the properties of atoms in thermally occupied states, and return to the
properties of the condensate later in this chapter.
2.3.1 Thermal density and momentum distributions
One can readily determine the density and momentum distribution of the thermal bosons in a
more general confining potential U(r). Recasting Eq. (2.10) as a function over the joint phase















+ U(r) , (2.17)
the sum of independent kinetic and potential energy terms. This is known as the semi-classical
approximation, which is valid when the length scale of variations in the trapping potential is
much larger than λT, i.e., locally the gas behaves as if it were a bulk gas. This approximation
captures the density and momentum distribution of particles in the thermal cloud (both in
the presence or absence of a condensate), whereas particles in the condensate itself generally
require a separate treatment [see section 2.6].
We take the density of quantum states in phase space to be (2πh̄)−3, such that the total







d3k fB(r, k) . (2.18)
The thermal densities in coordinate and momentum space are each given by omitting one of
the two integrals, i.e.,




















We shall use the subscript k throughout this thesis to differentiate between the coordinate- and
momentum-space densities. We will most often concern ourselves with the momentum distri-
bution of our atoms, and so Eq. (2.20) is of most relevance for our applications. The following
two special cases will be of particular interest:
3 The densities of states for one- and two-dimensional infinite uniform systems are D1D(ε) ∝ ε−1/2 and D2D(ε) ∝ ε0




(i) The homogeneous trap
In the ideal case, U(r) is zero within the trapping volume V, and infinite elsewhere.













(ii) The harmonic trap
This potential is parameterised by the three trapping frequencies (ωx, ωy, ωz), with each






















In the discussion so far, we have completely neglected the effect of interactions between the
atoms. This is a significant problem indeed – without interactions, the atoms would never
be able to reach thermal equilibrium in the first place. Modelling interactions between atoms
amounts to describing the scattering events that occur when two atoms collide with one an-
other. Scattering theory is quite a wide area of study, addressed in the context of ultracold
atoms in [26], and more comprehensively in [27]. Here we closely follow the arguments pre-
sented in [4,22]. In this section, we consider only elastic scattering, neglecting the possibility for
atoms to change their internal states or form bound pairs in a collision; a conceptual extension
to a two-channel model follows in the next section.
We consider two atoms, each of mass m, interacting under the influence of a short-range
isotropic scattering potential Uint(r), where r is the separation between the atoms. At large r,
we assume that Uint(r) → 0 and that the atoms have a relative momentum of magnitude h̄k.
We separate the motion into the plane-wave centre-of-mass contribution, and a contribution
for the relative motion. The scattering is captured by writing the wavefunction of the relative
motion as the sum of an incoming planar wave along the z axis, and an outgoing spherical
wave. Asymptotically, we have




where the scattering amplitude f (k, θ) depends on magnitude k of the relative momentum, and
the angle θ that describes the direction of the scattered wave relative to the incoming one. It is
convenient to expand ψrel in the basis of Legendre polynomials4 P`, with angular momentum































with the reduced mass mr = m2/(m + m) = 12 m. The coefficients c` can be determined by de-
manding consistency between the asymptotic and Legendre-expanded forms. The asymptotic
solutions for r → ∞ are given by
ϕk`(r) '
sin(kr− `π/2 + δ`)
k
. (2.26)
in which all details of the scattering potential enter only via the phase shifts δ`. Combining
Eqs. (2.23), (2.24), and (2.26) yields the partial-wave expansion of the scattering amplitude,






(2`+ 1)[exp(i2δ`)− 1]P`(cos θ) . (2.27)
In the low-energy limit, the phase shifts for ` 6= 0 are negligible [28], and the scattering ampli-
tude is dominated by the ` = 0 (s-wave) contribution. In this limit, the phase shift δ0 satisfies
tan δ0 = −ka , (2.28)







which is now independent of the scattering angle θ. The scattering cross section σ is in gen-
eral given by integrating | f (k)|2 over the solid angle. Naı̈vely we would expect a result of
4πa2/(1 + a2k2), however this neglects the effects of indistinguishability. When two identical
particles scatter off one another, the following two outcomes are equivalent: (i) a particle scat-
ters through angle θ, and (ii) the other particle scatters through angle π − θ. This leads to a
doubling of the s-wave amplitude, f (k) → 2 f (k). The solid angle over which we must inte-
grate is also reduced by a factor of two, from 4π → 2π, to avoid any double counting. The





Under typical experimental conditions, the denominator can usually be neglected, i.e., the scat-




The value of the scattering length itself can be determined using the Born approximation.









d3r Uint(r) , (2.31)
such that the whole interaction potential is parameterised by just a single length; the short-
range details of Uint(r) are not probed during the scattering event, and only their integral is
relevant. In fact, any potential giving the same a in Eq. (2.31) is equivalent for our purposes,




δ(3)(r− r′) , (2.32)
where here δ(3) denotes the Dirac delta function. Since this coefficient of the delta function






One particularly attractive feature of ultracold atom experiments is the ability to readily tune
the strength of interatomic interactions, i.e., to vary a. This is achieved through the use of Fesh-
bach resonances, which allow for control over the scattering properties of several commonly
used atomic species by applying an external magnetic field. Here we outline the basic operat-
ing principle as it relates to our experimental platform. For a more detailed treatment, we refer
the reader to [4, 29].
When considering scattering events in the previous section, we considered only one possi-
ble collision channel. In reality, however, there may be several such channels available, corre-
sponding, e.g., to different internal states of the colliding atoms. The basic two-channel model
is depicted in Fig. 2.2. Here, we have one energetically open entrance channel and one closed
channel that admits a bound state: the open channel plays the role of our scattering potential
in the previous section, while the bound state of the closed channel can affect the phase shift
of the scattered wavefunction. The two energies that predominantly influence the phase shift
are the asymptotic (r → ∞) energy of the open channel and the energy of the closed-channel
bound state. These energies can be varied by means of an external magnetic field6 and in gen-
eral, the magnetic moments of the corresponding internal states are not the same, such that for
a fixed change in the magnetic field, the energies of each of the two states change by different
5 Convergence requires that Uint(r) fall off faster than
1
r3+ε
for ε > 0 as r → ∞. In practice, the van der Waal’s




6 The energy levels can also be shifted by other means, e.g., using optical potentials [31].
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amounts. For an appropriate choice of field, therefore, the two energies can be brought into
resonance.







where abg denotes the background scattering length for fields far from the resonance, B∞ is
the resonance position at which the bound-state and open-channel energies are equal, and ∆
is the resonance width. The resonances relevant for our experiments are discussed in more
detail in section 3.3.1. Feshbach resonances provide the experimentalist with an invaluable
control knob; experiments can be performed in the non-interacting limit a → 0, the unitary
regime where |a| → ∞ (see chapter 6), and at all intermediate interaction strengths, whether
repulsive or attractive. Indeed, the scattering length can even be varied during the course of an
experiment to suit the experimentalist’s needs.
The mixing of the open and closed channels near a Feshbach resonance also admits dressed
molecular states. The simplest of these states is a weakly bound two-body state on the positive-a
side of the resonance, with binding energy E2B = −h̄2/(ma2). As the magnetic field is adjusted





















Figure 2.2 | Two-channel model of a Feshbach resonance. (a) Interaction potential as a function of
interatomic separation. A pair of atoms enter along the open-channel (blue) asymptote, acquiring an
additional phase shift from the influence of a closed-channel (red) bound state. (b) The bound-state
and asymptotic open-channel energies vary as a function of the applied magnetic field. Their different
gradients reflect the different magnetic moments of the corresponding internal states. (c) As the two
energies are brought into resonance, the open and closed channels mix significantly, resulting in a pole
in the scattering length a. Figure adapted from [30].
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binding energy. The so-called ‘mean scattering length’ ā is the dominant contribution7 [4, 33],
giving rise to a leading-order refinement to the binding energy,
E2B ≈ −
h̄2
m(a− ā)2 . (2.35)
Further information, including numerical values for several atomic species, can be found in [4].
In general, bound states near a Feshbash resonance may comprise more than two atoms.
We will return to this topic in more detail in chapter 6, considering in particular three-body
Efimov states [34, 35].
2.6 Condensate wavefunction
In section 2.3.1, we considered the coordinate- and momentum-space distributions of atoms
in thermally excited states using the semi-classical approximation. Here we turn to the corre-
sponding properties of atoms in the Bose–Einstein condensate.
We adopt a mean-field approach, and assume that the wave function is a symmetrised
product of single-particle wavefunctions. Moreover, when fully condensed, all bosons occupy
the same single-particle state, and the joint wavefunction for N0 condensed particles is therefore
given by





where the single-particle state ϕ is normalised to unity. The effective Hamiltonian has con-













δ(3)(ri − rj) , (2.37)
with g as in Eq. (2.33). The total energy E is then just the expectation value of Ĥ in our sym-













For N0  1, it is convenient to renormalise, writing the condensate wavefunction ψ =
√
N0ϕ,













the density n(r) = |ψ(r)|2, and N0 =
∫
d3r |ψ(r)|2. Here we have neglected terms O(1/N0).




The ground-state wavefunction is then found by minimising the energy subject to a fixed
value of N0. This is equivalent to solving δE−µδN0 = 0, where we have introduced the chemi-
cal potential µ that plays the role of a Lagrange multiplier in this problem. As the wavefunction
is complex, this must hold true for variations both with respect to ψ and its complex conjugate




∇2ψ(r) + U(r)ψ(r) + g|ψ(r)|2ψ(r) = µψ(r) , (2.40)
which is known as the (time-independent) Gross–Pitaevskii equation (GPE). It takes the form
of the familiar Schrödinger equation, but with two distinct differences: there is an additional
density-dependent interaction energy, and the eigenvalue is the chemical potential, rather than
the average energy per particle.
Armed with the GPE, we are now able to determine the ground state for arbitrary U(r).
The density and momentum distributions of the condensed atoms are then given by




d3r exp (−ik · r)ψ(r)
∣∣∣∣2 . (2.42)
2.6.1 Thomas–Fermi approximation
The solutions to Eq. (2.40) are in general not easy to evaluate. Indeed, the introduction of a
non-linear term precludes analytic solutions for most potentials. Under many experimental
circumstances, however, the kinetic term may be safely neglected; this is known as the Thomas–
Fermi approximation8. In particular, this applies when considering clouds of sufficiently large
spatial extent with repulsive interactions (a > 0). The Thomas–Fermi approximation yields a
derivative-free equation for the ground-state wavefunction,
U(r) + g|ψ(r)|2 = µ , (2.43)





, U(r) < µ
0, elsewhere .
(2.44)
In this context, µ determines both the total number of particles, and the extent to which the
condensate ‘fills its container’.
In the specific case of a uniform potential, with hard-wall boundaries, the atomic density
within the bulk of the trap is also uniform. At the trap walls, however, we must impose a
boundary condition on the density: atoms cannot have infinite energy, and so the condensate
8 In cases where the kinetic energy can not be neglected, a computational approach (e.g. appendix A) is needed.
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wavefunction cannot extend into the wall. On the boundary, the density must be identically
zero. This gives rise to a surface region inside the trap walls within which the density must
‘heal’ from zero to the bulk value. The size of this region is characterised by the healing length













2.7 Overlap of the gas components
A particularly useful quality of the saturated interacting homogeneous Bose gas is that both
the thermal and condensed components have a uniform density, and are completely spatially
overlapped (neglecting ξ). From sections 2.3.1 and 2.6.1, the thermal and condensate densities
within the trapping volume are
nth(r) = λ−3T ζ(
3
2 ) , and (2.46)
nTF(r) = µ/g ; (2.47)
neither explicitly depends on r. This offers an advantage when considering density-dependent
processes: in this homogeneous case, one can simply replace the densities nth → Nth/V and
n0 → N0/V. Here the global, trap-averaged properties are identical to the local ones.
For contrast, in a general trapping potential U(r), the densities of the two components are
functions of the position within the trap, and the two components will have different spatial
extents. Let us take as an example a saturated non-interacting Bose gas in a harmonic trap, and
for convenience we shall take the potential to be isotropic, i.e., U(r) = 12 mω
2|r|2, where ω is






corresponding to the oscillator’s ground state, and from Eq. (2.19) the thermal atoms have
nth(r) = λ−3T g3/2(exp[− 12 mω2|r|2/(kBT)]) . (2.49)






and we find 〈r2〉0 = 3h̄/(2mω) and 〈r2〉th = 3[ζ(4)/ζ(3)]kBT/(mω2). The relative size of the
two components in situ is therefore a function of the ratio kBT/(h̄ω).
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When interatomic interactions are introduced to the problem, the picture becomes more
complex. The condensate, centred at the minimum of the harmonic potential, creates an addi-
tional mean-field potential that repels the thermal atoms. As a consequence, the thermal atoms
are expelled from the trap centre, and they instead occupy the volume surrounding the con-
densate. This corresponds to a modification of the density of states at a global level that further
reduces the overlap between the condensed and thermal components.
Finally, not only do the two components of the gas have different sizes in non-uniform
potentials, but their densities vary throughout the trap, and in general have different functional
dependencies on the position. It is therefore necessary to resolve density-dependent processes
as a function of position. The global nature of the densities for gases in uniform potentials
therefore represents a significant simplification for studying such processes.
2.8 Bogoliubov equations
In order to study excitations in a Bose-condensed gas, one needs to know not only what the
ground state is, but also how the system responds to small perturbations about the ground
state. Analogously to the Schrödinger equation, a generalisation of Eq. (2.40) describes the







∇2ψt(r) + U(r)ψt(r) + g |ψt(r)|2 ψt(r) . (2.51)
The time-dependent form of the ground-state wavefunction is ψ0t (r) = ψ(r) exp(−i[µ/h̄]t), i.e.,
the product of ψ(r) from the previous section with a time-dependent global phase that rotates
at the rate µ/h̄.
To determine the nature of the excitations described by Eq. (2.51), we linearise the equation
by writing ψt as the sum of ψ0t and a small fluctuation term δψ. We assume that the majority
of atoms remain in the condensate, such that the density |ψ0t |2 is left unchanged. In general, δψ
is linearly independent from its complex conjugate, and so we must consider both. Retaining




δψ = − h̄
2
2m
∇2δψ + U(r)δψ + g
[





δψ∗ = − h̄
2
2m
∇2δψ∗ + U(r)δψ∗ + g
[
2|ψ0t |2δψ∗ + (ψ0 ∗t )2δψ
]
. (2.52b)
We have suppressed the arguments of the wavefunctions for brevity. We seek solutions δψ with
well-defined energies, h̄ω, and so we separate the time dependence explicitly in the ansatz
δψ(r) = exp (−i[µ/h̄]t) [u(r) exp (−iωt)− v∗(r) exp (iωt)] , (2.53)
9 This result is obtainable formally by using, e.g., an action-minimisation approach.
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with the two time-independent functions u and v yet to be determined. Inserting the ansatz




∇2 + U(r) + 2gn(r)− µ− h̄ω
]




∇2 + U(r) + 2gn(r)− µ+ h̄ω
]
v(r) = gn(r)u(r) , (2.54b)
where we have, without loss of generality, taken ψ(r) to be real.
Applying these results to a homogeneous gas gives insight into the nature of excitations
present in the experimental system used for the work in this thesis. In a uniform system of
volume V, translational invariance10 requires u and v to take the form of plane waves, i.e.,
u(r) = uk




exp (ik · r)
V1/2
, (2.55b)
and the chemical potential is simply µ = gn. The Bogoliubov equations then become h̄2k22m + µ− h̄ω −µ
−µ h̄2k22m + µ+ h̄ω
uk
vk
 = 0 , (2.56)
which has non-trivial solutions only when the matrix cannot be inverted. This requires that the










For h̄2k2/(2m)  µ, the low-k excitations approximately satisfy ω ' √µ/m k, and correspond
to acoustic modes with sound speed
√
µ/m. In contrast to this, for large k, h̄ω ' h̄2k2/(2m)+µ;
these excitations correspond to free particles with a mean-field shift to their energies of µ. The
healing length ξ = 1/
√
8πna is the characteristic lengthscale determining the position of the
crossover between the acoustic and free-particle regimes.
We note that there are two distinct effects within the Bogoliubov theory that both act to re-
duce the number of atoms in the zero-momentum state. Firstly, there is a mixing of basis states:
the ground state of the interacting gas has some overlap with the finite-k states from the non-
interacting theory, even when there are no real excitations present in the gas. As a consequence,
one expects fewer ground-state atoms to be in the zero-momentum state as compared with the
non-interacting case; this is termed the quantum depletion. Secondly, real thermal excitations
in the finite-k states of the non-interacting theory further deplete the condensate. Adding a
10 Strictly speaking, this argument requires the rather unphysical assumption of an infinitely large system, or peri-
odic boundary conditions, but it nevertheless provides a reasonable approximation in most instances.
19
2 Theoretical background
real excitation with momentum h̄k, while keeping the total atom number constant, reduces the





and increases the thermal atom number by the same amount.
2.9 Spatial correlations
We now consider the degree to which properties of the gas at one position are correlated with
those at a different position. As in the previous section, our system is a homogeneous Bose
gas, prepared in equilibrium at a temperature T. In the T → ∞ limit, the properties of the gas
at two different positions are completely uncorrelated with one another and the gas is said to
be spatially incoherent. In contrast, as T → 0, all of the particles within the gas occupy the
zero-momentum mode and form a pure condensate. This state is perfectly spatially coherent:
neglecting finite-size effects, the phase of the condensate’s wavefunction is equal at all points
within the gas. More generally, including for both finite-temperature and non-equilibrium
states, the degree of spatial coherence can be quantified by evaluating the spatial correlation
functions.
Before we define the correlation functions, however, we will first introduce some useful no-
tation using the second-quantisation formalism. This inherently many-body formalism com-
pactly describes large numbers of particles, and automatically encodes the bosonic exchange
symmetry that we introduced in section 2.1. For a more in-depth treatment of these topics, we
refer the reader to [36, 37].
We describe the quantum state of the system using Fock (or number) states, i.e., we write
|N0, N1, . . . , Ni, . . . 〉 to denote the state with Ni atoms in the ith momentum mode. Each mo-
mentum mode is associated with a mode function ϕi(r). The quantum state can be altered
using the annihilation and creation operators, âi and â
†
i respectively, which we define by their
action on a state,
âi|N0, N1, . . . , Ni, . . . 〉 =
√
Ni|N0, N1, . . . , Ni − 1, . . . 〉 and (2.59a)
â†i |N0, N1, . . . , Ni, . . . 〉 =
√
Ni + 1|N0, N1, . . . , Ni + 1, . . . 〉 . (2.59b)
The operators therefore either destroy or create a particle in the ith momentum mode, and can
be combined in order to extract the number of particles in a given mode, i.e.,
〈N0, N1, . . . , Ni, . . . |â†i âi|N0, N1, . . . , Ni, . . . 〉 = Ni . (2.60)
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The âi and â
†
i operators maintain the exchange symmetry provided they obey certain appropri-










j ] = 0 , (2.61)
where δij is the Kronecker delta. Since we are interested in correlations in the position basis,




and its Hermitian conjugate12. These two new operators destroy and create particles at a posi-
tion r, rather than in one particular momentum mode, and obey the commutation relations[
Ψ̂(r), Ψ̂†(r′)
]




= 0 , (2.63)
which follow from Eq. (2.61), and the completeness and orthonormality of the set of mode
functions, {ϕi(r)}.
Armed with the field operator, we now define the spatial correlation functions. These are
the expectation values of products of the field operator and its Hermitian conjugate. Of partic-
ular interest for us is the simplest such combination, the so-called first-order two-point corre-
lation function,
G(1)(r, r′) = 〈Ψ̂†(r)Ψ̂(r′)〉 , (2.64)
which is a measure of the degree of phase coherence between positions r and r′. The correlation





We note that the two terms under the square root correspond physically to densities at r and r′
respectively. One can show (e.g., [38, 39]) that
g(1)(r, r′) ∝
∫
d3k exp(ik · (r− r′)) nk(k) , (2.66)
i.e., g(1) is proportional to the Fourier transform of the momentum distribution. This equiv-
alence is key to connecting the equilibrium and non-equilibrium dynamics that we will be
considering in chapter 5.
The general jth-order correlation function is given by













11 Fermionic systems can be described with the same formalism, but using instead the anti-commutators in Eq. (2.61).
12 The discrete momentum basis can be extended to a continuous one in the usual way: by replacing sums with
integrals, and particle numbers with momentum-space densities.
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We state here without proof (see, e.g., [36]) that the set of all possible such functions constitutes
complete knowledge of the state of the system, and they are therefore a very powerful tool for
studying quantum systems. Equivalently, the expectation values of all Hermitian operators can
be expressed in terms of the correlation functions. In practice, and particularly for weakly in-
teracting systems, much of the interesting physics is captured using only the first- and second-
order correlation functions. As such, spatial correlation functions can be a relatively compact
representation for approximating a complex many-body system.
Finally, we consider the subset of functions of the form given in Eq. (2.67) for which
{rj+1, . . . , r2j} is a permutation of {r1, . . . , rj}. These functions are usually referred to as the
jth-order density-density correlation functions, given along with their normalised forms by













g(j)(r1, . . . , rj) =
G(j)(r1, . . . , rj)
∏j G(1)(rj, rj)
. (2.68b)
Note the lack of the square root in the denominator here, which is due to the correlations being
density-density ones, rather than correlations in the field itself. These correlation functions give
the probabilities of simultaneously finding one particle at each of the rj, and are useful when
evaluating collision rates for two- and three-body collisions (e.g., as in chapter 4).
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The experiments described in chapters 5 and 6 of this thesis were performed using a gas of
ultracold 39K confined in an optical box trap. Our platform combines the attractive features
of its in-house predecessors: it offers a 3D quasi-uniform trapping potential modelled closely
upon the 87Rb experiment ‘BEC I’ [9,40], but drew inspiration for its general design, and makes
use of the species-specific cooling techniques, from the 39K experiment ‘BEC II’ [41–44]. The
full details of construction and characterisation of the experiment used in this work (aptly
named ‘BEC III’) can be found in [10, 45], with more up-to-date details available in [11]; here
we provide a brief overview to help orient the reader.
In section 3.1 we describe the initial cooling stages of the experiment, which culminate in
the formation of quasi-pure condensates in an optical box trap. Section 3.2 provides details of
the imaging technique we use to detect our atomic samples. Finally, in section 3.3, we conclude
the chapter with a description of some of the tools available to us for manipulating the atoms.
3.1 Producing ultracold samples
Here we outline the initial stages of our experiment, which we use to produce quasi-pure ho-
mogeneous BECs with densities of up to 1019 m−3. Section 3.1.1 contains a general overview
of the experimental apparatus and the cooling methods we use to reach temperatures in the
nanokelvin regime. Section 3.1.2 then describes the phase-imprinting technique we use to cre-
ate a uniform trapping potential, and provides quantitative benchmarks for the uniformity of
the trap.
3.1.1 Bose–Einstein condensation of 39K
The experimental system consists of two optically accessible chambers separated by a long,
narrow feedthrough tube. The chambers are kept under ultra-high vacuum by two ion pumps
that are located along the feedthrough tube; this configuration maintains a pressure differential
between the two chambers.
Our experiments begin at the higher-pressure chamber, where a background vapour of 39K
atoms is maintained by regularly discharging getter material that resides inside the vacuum
chamber. We capture and laser cool a sample of the atoms from the background vapour in a






































Figure 3.1 | Schematic of the science cell surroundings. We show here the laser beams and magnetic-
field coils used to prepare and manipulate our samples of 39K. (a) Side view along −y. (b) View from
above. The optical dipole trap used for evaporation is shown in dark red, the light used to form the
uniform box potential (sheets and tube) is shown in green, and the imaging light is shown in orange.
The atom location is marked with a white circle. The Feshbach coils (blue) create a uniform magnetic
field. The quadrupole coils (purple) trap and transport atoms to the science cell. Compensation coils
(brown), in conjunction with quadrupole coil 2, are used to magnetically levitate the atomic sample.
Auxiliary ‘fast’ coils (cyan) allow the magnetic field to be rapidly changed. Figure reproduced from [11].
with laser beams that are red-detuned from the D2 cooling transition. We then further cool the
sample using a grey molasses technique [46–48] on the D1 line1, reaching sub-Doppler tem-
peratures of ∼ 10 µK. Next, we optically pump the atoms into the 42S1/2 |F = 2, mF = 2〉
hyperfine state, and confine them in a magnetic quadrupole trap. The ∼ 3× 108 magnetically
trapped atoms are then transported mechanically2 along the feedthrough and into the second,
lower-pressure chamber, which we refer to as the ‘science cell’. Here, the ∼ 10−12-mbar pres-
sure supports long sample lifetimes; in the absence of density-dependent loss processes, we
measure lifetimes exceeding 100 s.
Fig. 3.1 shows a detailed overview of the coils and laser beams surrounding the science cell.
With the atoms still magnetically trapped after the transport process, we ramp on an optical
dipole trap (ODT) generated from a 20-W 1070-nm laser beam. The ODT is in a bow-tie con-
figuration, comprising a 30-µm–waist beam crossed with a recycled beam of waist ∼ 100 µm.
Switching off the magnetic trap leaves ∼ 10 % of the atoms trapped in the ODT. The atoms
are then transferred from the |2, 2〉 state to the hyperfine ground state, |1, 1〉, using a radio-
frequency Landau–Zener sweep. We proceed to cool the cloud further by evaporating opti-
cally, reducing the trap depth by a factor ∼ 700 over a period of ∼ 5 s. In order to optimise
1 Sub-Doppler cooling techniques are generally less effective when using the D2 line of 39K because of its small
hyperfine splitting [49].
2 The coils that generate the magnetic quadrupole trap are mounted on a programmable motorised track.
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the efficiency of the evaporation, we tune the rate of scattering events, which redistribute en-
ergy within the sample, using a Feshbach resonance for the |1, 1〉 state (see section 3.3.1). We
typically form BECs in the ODT of up to ∼ 4× 105 atoms with condensed fractions of around
50 %3. The total time to produce such a condensate in the ODT during a single experimental
run is ≈ 20 s.
3.1.2 Optical box potential
We now proceed to load the condensate from the ODT into our quasi-uniform optical box
potential. Our implementation of the box potential follows that used in [9,40], and the technical
details specific to our experiment are described in [10].
The basic idea is as follows. The optical box is formed using a nearly gaussian 532-nm
laser beam, sourced from a Laser Quantum GEM 532 laser. This wavelength is blue-detuned
from the D1 and D2 lines of 39K, such that the light creates a repulsive dipole potential for the
atoms [26]; the atoms reside in the dark regions bounded by the walls. We stabilise the power of
the beam using an acousto-optic modulator and proportional-integral feedback control system.
The stabilised beam is then expanded in a telescope and reflected off a phase-only spatial light
modulator (SLM), which imprints a position-dependent phase profile onto the beam. This
phase information is then converted to intensity by passing the phase-imprinted beam through
a focussing lens. In this manner, we produce three spatially-resolved beams in the focal plane:
one pseudo-Laguerre–Gauss beam that forms the ‘tube’ of the cylinder, and two thin ‘sheet’
beams that form its end caps. We combine these beams to form a cylindrical trap by first
separating the tube beam from the two sheets using a D mirror, and reimaging them4 at a right
angle inside the science cell (see Fig. 3.1). The cylinder’s rotational axis of symmetry lies along
the y direction indicated in the figure.
We partially compensate for aberrations introduced by the optical elements along the beam
path by using a wavefront correction procedure [10] based on previous work [50, 51]. Since
we want the potential to be uniform within the box, we compensate for gravity by magneti-
cally levitating the atoms, and also cancel the residual magnetic fields. We are able to achieve
field gradient cancellation such that the atoms’ net acceleration ∼ 10−4g0, where g0 is the local
acceleration due to gravity.
We load the partially condensed sample from the crossed ODT into the box potential by
first ramping up the intensity of the box, then lowering the intensity of the ODT. To ensure
that the box-trapped condensates are as pure as possible, and to compensate for any effective
3 Whilst evaporating further does achieve higher condensed fractions in the ODT, we find that it actually decreases
the final atom number in the box trap. This is partially due to changes in the size of the condensed component,
and its overlap with the optical box potential.
4 The laser’s short coherence length ∼ 1 cm reduces unwanted interference effects.
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heating due to the mode mismatch between the ODT and the box trap, we perform a final stage
of evaporation in the box5 by lowering the depth to . kB × 50 nK. We produce box-trapped
samples that have condensed fractions > 95 % and atom numbers of up to 3.5× 105, with a
shot-to-shot standard deviation of around 3 %. We can vary the atom number by tuning the
scattering length during the evaporation stage before loading into the box; increased three-
body losses at higher a result in lower final atom numbers.
The thermodynamic properties of our Bose gases, trapped in this quasi-uniform potential,
are consistent with an r15(4) power-law potential [10]. For most purposes in this thesis, how-
ever, it will suffice to treat the trap as a uniform cylindrical box of length L and radius R. The
box dimensions are controlled by parameters of the SLM, which may be varied between ex-
periments6. Typically, we have R ≈ 15 µm and L ≈ 50 µm, however we are able to achieve
reasonable uniformity for box dimensions in the range (10 – 70) µm. At the short end of this
range, finite optical resolution leads to the walls being insufficiently sharp, and the long end of
the range is limited by the residual curvature of the magnetic fields, which is associated with
harmonic (anti-)trapping frequencies of magnitude ≈ 2π × 1 Hz [10, 11].
Should we wish to begin with a thermal or partially condensed sample, rather than a quasi-
pure condensate, we first load a pure condensate into the box as described above, and then
‘reheat’ it. This approach, as opposed to transferring a thermal sample directly from the ODT,
avoids loading cold atoms into trapping regions outside of the box potential7. To heat the
sample, we raise the depth of the box trap by increasing the green laser intensity, and then apply
a magnetic field gradient along the z direction, which we subsequently oscillate at ∼ 100 Hz.
Control over the trap depth, field-gradient amplitude, and initial atom number allows us to
prepare samples at various temperatures . 200 nK and condensate fractions [10].
3.2 Imaging atoms
The entire process described in the previous section, starting from a room-temperature gas in
the MOT chamber, through to a uniform nanokelvin-temperature gas in the science cell, takes
≈ 20 s. We then perform experiments on the gas (typically between 2 µs and several seconds
long), before recording an absorption image [26], from which we are able to determine prop-
erties of the sample including the number of atoms and their energy. A typical experimen-
tal cycle, accounting for the preparation, manipulation, and detection of a sample, as well as
5 Evaporation in a three-dimensional box geometry is generally less efficient than in lower-dimensional and har-
monic traps, which can benefit from runaway evaporation (see, e.g., [52]).
6 The 60-Hz refresh rate of our Hamamatsu X10468-04 SLM precludes dynamic changes on experimentally relevant
timescales.
7 Such regions form, e.g., due to the combined effect of weak residual magnetic trapping along the y direction, and







Figure 3.2 | Absorption images of box-trapped BECs. (a, b) In-situ images using horizontal and vertical
imaging, respectively. The actual optical density in the trap centre is greater than the maximum value of
≈ 3 that we can measure reliably. The scale bar corresponds to 30 µm. (c, d) Time-of-flight images taken
after a period of expansion in the presence of interactions. Figure reproduced from [11].
technical overheads, yields a new image of the atoms every ≈ 30 s. This imaging process is
destructive; after taking an image, we must prepare a fresh ultracold sample starting from a
room-temperature gas.
To image the atoms, we turn off the magnetic fields, optically pump the atoms into the
|F = 2〉manifold8, and then shine an imaging beam onto the atoms, which is resonant with the
|F = 2〉 → |F′ = 3〉 transition of the D2 line. As shown in Fig. 3.1, the imaging beam can be
directed either horizontally, i.e., along the cylinder’s symmetry axis, or vertically. The imaging
beam has a low intensity, I ≈ 0.1 Is, where Is = 1.75 mW cm−2 is the saturation intensity of the
transition9.
After the imaging beam passes through the atoms, we capture its intensity using a camera10.
We calculate the optical density (OD), the logarithm of the ratio of incident to transmitted
intensity, at each position in the beam’s transverse profile. Combining this with the cross-
section for absorption, we can infer the column density of our atomic sample, i.e., the two-
dimensional, line-of-sight–integrated density. In Fig. 3.2 we show typical absorption images of
quasi-pure homogeneous condensates, taken along our two imaging directions. We show in-
8 We pump on the D1 transition, into the |F′ = 2, m′F = 2〉 state, which subsequently decays back to the |F = 2〉
manifold of the 42S1/2 state. The decay branches into both |2, 2〉 and |2, 1〉. Since only the former of these branches
corresponds to a closed imaging transition, our atom-number detection is not 100 % efficient. Replacing the
pumping with an essentially 100-%–efficient LZ transfer increases the measured atom number by a factor of
1.32(1) [11]. We account for this factor in all the data presented in this thesis.
9 Various properties of transitions in potassium are summarised in [30].




situ images in Fig. 3.2(a,b), which highlight the cylindrical shape of the trap. In Fig. 3.2(c,d) we
show time-of-flight absorption images, for which the samples have been allowed to expand in
the presence of interactions; the diamond-like shape reveals the gas’ quantum nature [40,53,54].
3.3 Manipulating the cloud
In this section, we describe some of the tools that are available to us for manipulating and prob-
ing the cloud. We begin in section 3.3.1 with our ability to tune interactions via our Feshbach
coils, and a description of our auxiliary ‘fast’ coils, which allow us to change the interaction
strength on timescales ∼ 1 µs. In section 3.3.2 we describe our radio-frequency spectroscopy,
which we can use both to transfer atoms from |1, 1〉 → |1, 0〉, and to precisely determine the
magnetic field strength at the location of the atoms. Finally, in section 3.3.3, we summarise
the main features of our implementation of Bragg spectroscopy, which can be used to impart
momentum to our atomic samples.
3.3.1 Tuning interactions
One of the key features of our experimental platform is the ability to tune the strength of in-
teractions between atoms in the gas. We discussed in section 2.5 how this can theoretically be
achieved via molecular Feshbach resonances; here we describe our experimental implementa-
tion.
We recall from Eq. (2.34) the dependence of the scattering length a on the magnetic field







where abg is the background scattering length, ∆ is the resonance width, and B∞ is the resonant
field strength. The width is defined as the change in magnetic field between the resonance and
the zero crossing, i.e., a(B∞ − ∆) = 0. In Fig. 3.3 we show a sketch of the resonances for both
the 42S1/2 |1, 1〉 and |1, 0〉 hyperfine states of 39K at around 400 G.
We generate the Feshbach magnetic field using two coils in close-to-Helmholtz configura-
tion [10], as shown in Fig. 3.1. Each coil comprises two layers of seven turns of hollow-core,
4-mm–diameter wire. The coil centres are symmetric about the science cell, located a distance of
≈ 23 mm above and below the atoms, and have an inner diameter of 70 mm. The coils produce
a magnetic field of B ∼ 395 G at an operating current of 167 A. Additional compensation coils
provide fine adjustment of the field orientation, compensation for gravity, and cancellation of
any residual magnetic gradients.
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Figure 3.3 | Feshbach resonances in 39K. We plot the resonances in the |1, 1〉 (red) and |1, 0〉 (blue)
hyperfine states at around 400 G. Vertical dotted lines indicate the approximate positions of the reso-
nance, while the horizontal dashed line shows the background scattering length abg for the |1, 1〉 state;
a0 denotes the Bohr radius. Open circles indicate the positions of the zero crossings. For the |1, 1〉
state, we plot Eq. (3.1) with abg = −29 a0 [55, 56], and the empirical values B∞ = 402.70(3)G [57]
and ∆ = −52.25(4)G [58]. For the |1, 0〉 state, we plot theoretical predictions from [55] (solid)
and [56] (dashed). Inset: Zoom in near the |1, 1〉 resonance, on log-linear axes. The |1, 0〉 state is very
weakly interacting near the |1, 1〉 resonance. Figure reproduced from [11].
We vary B, and therefore a, by adjusting the current in the coils, while endeavouring to
maintain compensation of the B-field gradients throughout. The inductance of the coils restricts
the speed of adjustments to timescales of a few milliseconds [11].
Auxiliary ‘fast’ coils
In experiments that require changes to the scattering length on microsecond timescales, such
as our quench experiments into the unitary regime (see chapter 6), we utilise a set of auxil-
iary ‘fast’ coils in addition to our main Feshbach coils. As shown in Fig. 3.1, there are four
auxiliary coils in total: two are placed symmetrically about the upper Feshbach coil and two
symmetrically about the lower one. Each of the four coils consists of three turns of wire, has
a 25-mm inner diameter, and is positioned ∼ 5 mm above or below the centre of one of the
main Feshbach coils. The currents in the two innermost coils flow in the same direction (i.e.,
Helmholtz-like), so as to add directly to the main Feshbach field; the outer-coil currents flow
in the opposite one. The strategic placement of the coils generates a nearly uniform field at the
location of the atoms, while producing almost zero field in the planes of the main Feshbach
coils. The auxiliary coils therefore have a very low inductive coupling to the Feshbach ones,
and so, provided they have sufficiently small self-inductance, can be used to rapidly change
the magnetic field at the location of the atoms independently of the main coils.
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Figure 3.4 | Circuit diagram of H-bridge used for rapid field switching. The auxiliary B-field coils are
represented by the inductor Lc, which also has an internal resistance Rin. Two FAN7380 half-bridge
drivers control four N-channel IFXN48N50 MOSFETs, ultimately determining whether current flows
through the auxiliary coils from left to right, from right to left, or not at all. The two resistors, R1 and
R2, can be exchanged to adjust the characteristic LR-circuit response time that sets the rate of change of
current in the coil. TTL signals are referenced to the circuit ground.
Fig. 3.4. We represent the coils by the inductor (marked Lc) that also has some internal resis-
tance Rin. The purpose of the circuit is to enable rapid switching of the current flow through
the coils: it can flow from left to right, from right to left, or the coil can be disconnected from
the supply voltage altogether.
We use an Elektroautomatik PS9360-30 1U supply as the coils’ main power source. The
supply output can be changed via analogue inputs with response times ∼ 15 ms. Since the
typical timescales of our experiments using the auxiliary coils are . 2 ms, the power supply
effectively behaves as a charged capacitor. Four N-channel IXFN48N50 MOSFETs act as elec-
tronic switches controlling the route of the conducting path from the supply input to ground.
The conducting states of the MOSFETs are controlled by the two FAN7380 half-bridge–driver
chips. These chips ensure that only one of the two MOSFETs on the left, and one of the two
MOSFETs on the right, is conducting at any given time, thereby preventing short circuits of the
main supply voltage to ground.
The electronics take as inputs two 5-V TTL signals: one for switching the H-bridge output
on and off, and one for the polarity. If the output is set high, and polarity low, then the top-
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Figure 3.5 | Current response of the auxiliary ‘fast’ coils. The programmed pulse length is 20 µs. We
calibrate the field-jump magnitude ∆B using rf-spectroscopy (see section 3.3.2), and assume that ∆B is
proportional to the coil current Iq. Blue: R1 = 0, R2 = 10 Ω. Red: R1 = 10 Ω, R2 = 0.
left and bottom-right MOSFETs are conducting, while the remaining ones are effectively open
circuits. This causes current to flow through the field coils from left to right as depicted in
Fig. 3.4. If both the output and polarity are high, the MOSFETs’ roles are inverted, and the
current flows from right to left. If the output is low, the bottom two MOSFETs are conducting,
while the top two are effectively open circuits. This final configuration isolates the coil from the
supply, allowing the energy stored in the coils’ magnetic field to be dissipated11 over resistances
Rin and R2.
The H-bridge circuit can be used with currents of up to 48 A and voltages of up to 500 V;
above these maximum ratings, the MOSFETs are liable to break down. The half-bridge drivers
have nominal switching times12 of ∼ 200 ns, whereas the typical transient-response timescales
for the resistor combinations we use with the coils are (1 – 10) µs. These transient timescales are
therefore the dominant ones in determining the speed with which the magnetic field produced
by the auxiliary coils changes.
We show the transient behaviour of the current in the coils in Fig. 3.5. Since the coils and re-
sistors form LR circuits, the transient behaviour of the current Iq(t) is described by exponential-
decay curves, i.e., Iq(t) ∝ (1− exp(−t/τin)) when switching on, and
Iq(t) ∝ exp(−t/τQ) when switching off. Here τin = Lc/(R1 +R2 +Rin), and τQ = Lc/(R2 + Rin),
i.e., the resistors R1 and R2 may be exchanged in order to adjust τin and τQ. Note that τin 6= τQ:
when the H-bridge is in the ‘on’ state, current flows through both R1 and R2, however in the
‘off’ state, the current no longer flows through R1. This distinction is important for our studies
of the unitary Bose gas, discussed in chapter 6.
Fitting the curves in Fig. 3.5, along with data from additional combinations of R1 and R2, we
obtain the τQ values listed in Table 3.1. We have verified that these extracted time constants are
11 These MOSFETs always conduct in the reverse direction (i.e., from bottom to top in Fig. 3.4) due to built-in
protective source-drain diodes.
12 This switching time provides a security buffer to prevent shoot-through during switching.
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independent of the choice of the supply voltage. For these data we have kept the sum R1 + R2
constant, and so the rise time τin ≈ 1 µs for all of these combinations. The values given are
consistent with auxiliary coil parameters Lc = 9.5(6)µH and Rin = 0.94(6)Ω.
We calibrate the conversion from coil current Iq to magnetic field ∆B using radio-frequency
spectroscopy (see section 3.3.2). We typically use a 30 µs time window during which the B
field remains constant in order to measure the field with a suitable precision13. Since the tran-
sient behaviour in the auxiliary coils is faster than this, we assume that the current is directly
proportional to the B field14.
3.3.2 Radio-frequency spectroscopy
The scattering length a is a key control parameter for all of our experiments. In order to deter-
mine its value precisely, we first measure the magnetic field strength B where the atoms reside,
and from this field strength we infer a. The cell geometry and the requirement for optical access
to the science cell make the use of conventional B-field probes impractical. Instead, we deter-
mine the B field using radio-frequency (rf) spectroscopy on the atomic samples themselves.
We perform the spectroscopy by driving the transition between two internal hyperfine
states of our atomic ensemble. The energies of the internal states depend on the strength of an
externally applied magnetic field, and can be calculated using the Breit–Rabi formula [59]. The
relevant empirical values for 39K can be found in [60]. In Fig. 3.6(a) we plot the energy shifts,
relative to the zero-field, hyperfine-free values, of states in the 42S1/2 |F = 1〉 and |F = 2〉man-
ifolds of 39K as a function of B . 500 G. For these values of B, both the energies themselves
as well as the energy differences between neighbouring states vary with B. In this regime, one
can therefore infer the magnetic field strength from the rf-photon energy that corresponds to
Table 3.1 | Coil current 1/e fall times τQ for different resistor combinations. We keep R1 + R2 = 10 Ω
constant in all cases, giving a rise time of ≈ 1 µs.






13 This is due to a combination of the limited RF power available and the Fourier broadening of the spectrum for
shorter pulse times.
14 We intend to implement two-photon Raman spectroscopy between the |1, 1〉 and |1, 0〉 states, which may provide
better time resolution for a direct measurement of B than our radio-frequency spectroscopy.
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Figure 3.6 | Radio-frequency spectroscopy. (a) Hyperfine structure in the 42S1/2 ground state of 39K
as a function of B. (b) Measured atom number N in |1, 1〉 (blue) and |1, 0〉 (red) for an on-resonance
pulse of duration τ. (c) Absorption image taken after a pulse transferring half of the atoms, and a 45-ms
period of Stern–Gerlach separation; here B = 399.38(1)G [red bar in (a)], Scale bar corresponds to
50 µm. (d) Radio-frequency spectrum, showing the transferred fraction (TF) as a function of the applied
frequency. The spectrum is centred at ωres = 2π × 98.7471(1)MHz. Figure reproduced from [11].
transitions between the different states15.
For our spectroscopy we use the transition between the ground state, |1, 1〉, in which we
have typically prepared and experimented upon our atomic sample, and the |1, 0〉 state. For the
purposes of this thesis, we are interested in fields for which the |1, 1〉 state has a non-negative
scattering length, i.e., ≈ 350 – 405 G (see Fig. 3.3). In this range, the splitting between the states
increases monotonically with the field strength; the transition frequencies, which lie between
95 MHz and 100 MHz, uniquely determine B with a sensitivity ≈ 50 kHz G−1.
We produce the rf field using an antenna that comprises a single turn of wire wound into a
70-mm–diameter coil, positioned ' 25 mm above the location of the atoms; see [61] for details.
The antenna produces an electromagnetic wave oscillating at angular frequency ω̃rf, introduc-
ing a perturbative Hamiltonian of the form
ĤI(τ) = Ĥ0I cos(ω̃rfτ) , (3.2)
where Ĥ0I ∝ |E0| is a constant, and |E0| is the amplitude of the electric-field oscillation. For an
atom initially prepared in the |1, 1〉 state, such a perturbation results in a probability of finding
15 In contrast, in the large-B limit, or Paschen–Back regime, the stronger B field disrupts the coupling between the
spin and orbital angular momenta of the atom and the energy differences between different internal states are no
longer sensitive to B.
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i.e., the system undergoes so-called Rabi oscillations with Rabi frequency Ω = 〈1, 0|Ĥ0I |1, 1〉/h̄.
Here, δ = ω̃rf − ω0 is the detuning from resonance, and h̄ω0 is the energy-level splitting [e.g.,
Fig. 3.6(a)]. We note that for a single-photon coupling scheme such as this one, Ω scales as
|E0| ∝
√
Prf, where Prf is the supplied rf power. In Fig. 3.6(b) we plot an experimental measure-
ment of the populations of both the |1, 1〉 and |1, 0〉 states as a function of time, while the atoms
undergo a resonant Rabi oscillation with our rf-power–limited maximum Ω ≈ 2π× 9.3 kHz. In
the off-resonant case, as one can see from Eq. (3.3), one expects a suppressed maximum transfer
efficiency and a higher effective Rabi frequency Ωeff =
√
Ω2 + δ2.
Fig. 3.6(c) shows a Stern–Gerlach measurement [62] of the populations of both states, where,
in the presence of a magnetic field gradient, atoms in the two different mF states have separated.
At moderate field strengths of≈ 400 G (as opposed to the zero-field limit), the force on an atom







where ∆EHF is a function of the quantum number mF. We generally apply a magnetic gradient
that cancels gravity for the |1, 1〉 state, i.e., mg0 = (∂∆EmF=1HF /∂B)(∂B/∂z). The corresponding
acceleration for the |1, 0〉 state is then g0[1− (∂∆EmF=0HF /∂B)/(∂∆EmF=1HF /∂B)] ≈ 0.036g0 for the
399.38(1)-G field used for the cloud shown in Fig. 3.6(c). For our 45-ms time of flight, this
would correspond to a separation of ≈ 360 µm, in agreement with our measured16 358(4)µm.
We note also that the two components separate cleanly, with an apparent absence of inter-state
scattering; this reflects the weak inter-state scattering length 0 < a . 10 a0 [56].
We show a typical example of a high-resolution experimental rf spectrum in Fig. 3.6(d). The
precision with which we are able to measure the resonance frequency typically corresponds to
an uncertainty in the field strength at the milligauss level, which is smaller than the ∼ 10-mG
drifts that we measure over the course of a day.
Mains oscillation
We can only achieve the few-milligauss precision in B for experiments in which the time re-
quired for the field-sensitive part of the experiment does not exceed a few millisecond. In
longer experiments, the measured field shows periodic variations in B of amplitude∼ 100 mG,
which occur due to the 50-Hz electric mains cycle.
16 The effective pixel size of the camera, including the magnification of our imaging optics, has been independently
calibrated using both micrometer-precision movements of the quadrupole coil track, and freefall acceleration of
the atoms under gravity.
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Figure 3.7 | Characterising the mains oscillation. We plot the variation in the magnetic field as a func-
tion of time ttrig, synchronised with the 50-Hz mains oscillation. The shaded region is a 2-ms window
we have identified, during which the field changes by . 30 mG. We trigger experiments with dynamics
on timescales 20 ms to begin at the start of this window; longer experiments average over the mains
cycle. Figure reproduced from [11].
The magnetic field and its gradient are produced by a combination of coils (see Fig. 3.1)
that draw current from power supplies connected to the 50-Hz alternating-current mains. This
50-Hz oscillation has a small coupling into each of the coils, and results in a 20-ms–periodic
modulation of B. This ∼ 100-mG variation in field is a dominant contribution to our field
noise, being larger than both the ∼ 10-mG typical drift in the field’s time-averaged value over
the course of a day, and the variations across the cloud from the ≈ 7 G cm−1 field gradient
required to compensate for gravity.
Due to the shape of the Feshbach resonance (see Fig. 3.3), the oscillations in a caused by the
changing B field can be severe for fields near the resonance, whereas closer to the zero crossing,
the variation in a can typically be neglected. As concrete examples, at B = 402.0 G, correspond-
ing to 2000 a0, ∂a/∂B ≈ 2720 a0 G−1. In contrast, for B = 391.0 G, corresponding to 100 a0, the
same gradient is only 11 a0 G−1. Moreover, at these lower values of a, the relevant experimental
timescales are typically much longer than the oscillation period, and so we effectively average
in time over the mains cycle.
We account for the effects of the mains oscillation by synchronising the experimental clock
with the mains cycle immediately before field-sensitive parts of the experiment, including the
rf spectroscopy described in the previous section. We can also map out the variation in B in
detail, by waiting for a variable time ttrig following the mains trigger, and then measuring B
using this same rf-spectroscopy technique. Fig. 3.7 shows the obtained deviation of B from
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its time-averaged value17. The data are well captured by a Fourier series using the first ten




cj sin(2π ν0 j ttrig + ϕj) . (3.5)
The higher harmonics most likely arise due to coupling between the different power supplies
used to control B, however the exact form is not crucial to our experiments.
Our experiments in the unitary regime (see chapter 6) require field stability to within .
30 mG. We identify a 2-ms window following ttrig = 13.2 ms within which the field variations
meet this criterion. We therefore use this value of ttrig in the unitary experiments, and indeed
in any other experiments for which the critically sensitive part of the experiment occurs in
. 20 ms.
3.3.3 Bragg spectroscopy
Two-photon Bragg scattering [63, 64] has become a staple feature of many modern ultracold
atom experiments. An in-depth theoretical treatment can be found, e.g., in [26], and technical
details of our implementation are available in [61, 65]. We include here a brief outline of the
theory, and an overview of our experimental implementation.
In contrast to the historical x-ray diffraction from crystalline atomic lattices [66, 67], the
Bragg spectroscopy used in ultracold atom experiments switches the roles of the light and
atoms: here, it is the atoms that diffract from a periodic potential made of light. We illustrate
the geometry in Fig. 3.8. Since we have a stationary cloud of atoms, we require a moving
optical lattice in order to diffract the atoms. This can be achieved by interfering two beams,
of frequencies ω1 and ω2, propagating with an angle θ between them. The key elements of
the physics are revealed by considering the conservation of energy and momentum as an atom
absorbs a photon from one beam, and reemits it into the second beam. The lattice coherently
couples momentum states |h̄k〉 and |h̄(k + q)〉 that simultaneously satisfy







k · q , (3.7)
via an intermediate state |i〉. In the latter equation, ∆Eint denotes the difference in interaction
energy between the two states, and the final term is the Doppler shift for an atom with a com-
ponent of its momentum initially directed along q.
17 Each point plotted corresponds to the measured centre frequency of a 31-point rf spectrum, and the data were
taken in randomised order. As these particular data were measured over ≈ 12 hours, they are also indicative of
our field stability. We find the field’s central value is stable within ±10 mG over the course of a day, provided
the experiment has been running for & 3 hours. We also find that this curve is reproducible when repeating the
measurements at intervals of several months.
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Figure 3.8 | Schematic of Bragg spectroscopy. (a) Energetics of the spectroscopy (not to scale). Two
laser beams, of angular frequencies ω1 and ω2, couple momentum states |h̄k〉 and |h̄(k + q)〉 via the
intermediate state |i〉. The blue line shows the atoms’ dispersion relation, and the Bragg beams are
resonant for the two states shown when δ = 0. (b) Beam geometry (viewed from above), showing the
intersection of the Bragg beams (red) at the location of the atoms (blue). In reality, the beam waists are
≈ 1 mm, and the box dimensions are ≈ 50 µm. We have access to the three marked angles θ{1, 2, 3},
depending on the direction along which we wish to impart momentum. Figure reproduced from [11].
During the Bragg pulse, atoms undergo Rabi oscillations between the |k〉 and |k+q〉 states.
The probability of measuring an atom in the state |k + q〉 is then given by the same expression
we saw for the rf spectroscopy, Eq. (3.3). In this case, however, the Rabi frequency is given by
the two-photon expression, namely
Ω ' Ω1Ω2/(2∆) , (3.8)
where Ω{1, 2} are the one-photon Rabi frequencies corresponding to each individual laser beam,
∆ is the detuning from the intermediate state, and |∆|  Ω{1, 2}. Since in this case the two-
photon Rabi frequency contains the product of two transition matrix elements, here it is directly
proportional to the light intensity (c.f. the root-power scaling in the single-photon case).
For our implementation, we use a pair of beams that are red detuned by |∆| ≈ 2π × 1 GHz
from the D2 line, such that krec = 2π/λD2 = 8.2 µm−1. The beams are π̂-polarised, and their in-
tensities are equal to within 5 %. Our beams are configured with θ{1, 2, 3} = {66.4°, 113.6°, 180°}





Dissipation is often associated with adverse effects including particle loss, reduced coher-
ence, and heating. It can, however, also be harnessed as a tool to study interesting quantum
states [68–74] and non-equilibrium phenomena [9, 75, 76], or as a control mechanism for quan-
tum computing [77–80]. In the specific context of ultracold Bose gases, atom loss can result in
unexpected cooling effects. Collisions with atoms in the background vapour result in the quan-
tum analogue of Joule–Thomson cooling [81,82] and it has recently been shown that three-body
loss, which is traditionally considered a particularly egregious source of heating [83–85], can
also result in cooling [86, 87]. In this chapter we show that, under the right conditions, three-
body loss can not only reduce the temperature of a Bose gas, but can even purify it, i.e., increase
its condensed fraction. We first give an overview of the system, before reviewing some key re-
quirements for the theory. We then examine the loss processes that underpin the cooling effect.
Next, we examine an ideal-gas calculation1 in order to emphasise the key physics. Finally, we
show that the qualitative results are robust to the introduction of weak mean-field interactions,
Figure 4.1 | Saturation-driven cooling.
Thermal atoms (orange) lost at a rate
ΓthNth lead to a lack of saturation, and
must be (partially) replenished by a flow
of atoms Ṅt (blue arrows) from the zero-
energy condensate. Condensed atoms
(blue) may also be directly lost at a rate
Γ0N0 without affecting the temperature.
Figure adapted from [17].
and identify a realistic region of experimental param-
eter space in which the effect might be able to be ob-
served. The main results of this chapter have been pub-
lished in [17].
4.1 Overview of the system
We consider a partially condensed, homogeneous gas
of N atoms at temperature T. We are interested in
how the thermodynamic properties of the gas evolve
as atoms are removed by some generic loss mecha-
nism, which may be density-dependent. It is assumed
that the gas is undergoing continuous equilibration; at
any instant in time, the number of thermal atoms Nth is
saturated at the critical value for condensation Nc(T),
and the remaining N0 = N − Nc atoms are in the con-
densate.




In Fig. 4.1, we show the three kinds of processes that can take place as atoms are lost from
the trap. Note that while the BEC and thermal components are depicted separately in terms of
their energy, they occupy the same volume. Particles can
(i) be directly lost from the condensate, at a rate Γ0N0;
(ii) be directly lost from the thermal cloud, at a rate ΓthNth; or
(iii) flow from the BEC into the thermal cloud, at a rate Ṅt.
In general, the rates Γ0 and Γth are both functions of N0 and Nth, depending on the specific
details of a particular loss mechanism.
Process (iii) is generically required in order to maintain thermal equilibrium. Atoms lost
from the thermal cloud leave behind vacant thermal states that need to be filled. To remain in
equilibrium, the gas must fill these vacancies using atoms from the condensate reservoir. The
rate Ṅt at which atoms flow from the BEC into the thermal cloud depends on how the system’s
energy is distributed between the two components. In many typical experimental scenarios, the
average energy of a condensate atom is lower than that of an atom in the thermal cloud. When
this is the case, the promotion of the low-energy BEC atoms into the thermal cloud results in a
decrease in the total thermal energy. This is the microscopic origin of saturation-driven cooling.
4.2 Advantages of homogeneity for cooling
It is important for the theory that the gas be homogeneous, with the condensed and thermal
components spatially overlapped. Firstly, this ensures that the thermal component of the gas is
saturated. It also allows us to exploit bosonic bunching to enhance the cooling by preferentially
removing thermal atoms over condensate ones, an effect that is outweighed in harmonic traps
by the much higher densities of condensate atoms [85]. We discuss these two aspects in more
detail in this section, before proceeding to the ideal-gas version of our theory.
4.2.1 Saturation in a weakly interacting gas
In section 2.3, we saw that there exists a critical maximum number of thermal atoms, Nc in an
ideal, fixed-temperature gas of bosons. Whilst the value of Nc is expected to vary in different
trapping geometries, the basic idea that Nth saturates at some Nc applies generically for non-
interacting Bose gases. Naı̈vely, one might expect this to also be true in the case of a weakly
interacting gas. Experiments in harmonic traps, however, have shown both deviations in the
position of the critical temperature [88, 89] as well as equilibrium thermal atom numbers that
are significantly above Nc [39, 82, 90, 91]. Only by extrapolating to the strictly non-interacting
limit could the ideal-gas behaviour be recovered [39, 82].
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Figure 4.2 |Numerical solutions of the Popov equations, shown for various interaction strengths a/λT .
Curves show the deviations of the thermal atom number Nth from its critical value Nc for both uniform
(solid) and harmonic (dashed) traps, as a function of the condensed fraction N0/N. The Popov approx-
imation breaks down in the vicinity of the critical number (shaded box).
The violation of the saturation picture can be modelled at mean-field level using the Popov
approximation [92–96], which extends the Bogoliubov dispersion [section 2.8] by allowing the
condensate density to vary with temperature. We denote the local condensate and thermal
densities n0 and nth respectively, and the local value of the potential is U. The Popov densities






























Note the prefactors of the gn terms in Eq. (4.1c): while thermal atoms experience a mean-field
energy of g(2nth + 2n0), condensate atoms have only g(2nth + n0). This is a consequence of the
absence of exchange terms in the interaction between two atoms in the same (i.e. condensed)
momentum state [22].
The local densities n{0, th} are obtained numerically: after fixing (g, T), selecting n0 uniquely
determines both nth and the difference (µ − U). This gives the mappings f{0, th} : µ − U 7→
n{0, th}, which may be used to generate the solutions for an arbitrary potential. The final solu-
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tions are given by evaluating
N{0, th}(µ) =
∫
d3r f{0, th}(µ−U(r)) . (4.2)
In a fixed geometry, these solutions depend only on the ratio a/λT, where λT is the thermal
wavelength. This can be seen by changing to dimensionless variables. With K = λTk/(2
√
π),
















K2(K2 + 2M0))− 1
]−1
. (4.3c)
The results for both homogeneous and harmonic trapping potentials are shown in Fig. 4.2.
We see a strong violation of Einstein’s ideal-gas picture (dotted line) for harmonic traps, even
at weak interaction strengths, with the thermal atom number increasing significantly above
the critical atom number as the condensed fraction increases. The uniform gas, in contrast,
shows the opposite effect, and the deviation that it shows from the ideal-gas behaviour is much
smaller in magnitude. Since saturation is a crucial ingredient in our cooling effect, homoge-
neous traps provide a significant advantage over their harmonic counterparts.
4.2.2 Loss mechanisms & correlations
Atoms can be lost from a trap by a number of different mechanisms. Ultracold Bose gases can
lose atoms via processes including collisions with particles in the background vapour, interac-
tions with external fields, and n-body collisions between trapped particles. Common examples
of the latter are the two-body spin-exchanging collisions and three-body loss. Here we focus
on the processes most relevant to our study2: background collisions and three-body recombi-
nation.
The probability that any particle in the cloud is lost due to a collision with a particle in the
background vapour is independent of the atomic density. Since only one trapped particle is
involved in this loss process, we refer to this mechanism as one-body loss. The corresponding
loss rate depends on the density of background particles, i.e., species other than the atoms that
we intentionally cool and trap, which is determined by the quality of the vacuum. The pro-
cess is not energy-selective; on average, each collision of a background particle with a trapped
one removes the average energy E/N. The per-particle loss rates of both the thermal and con-
densed components are therefore equal to the trap-averaged rate, Γ1B ≡ −Ṅ/N, i.e.,
Γ1B = Γth = Γ0 . (4.4)
2 Spin-exchanging collisions cannot occur between atoms in the hyperfine ground state.
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i ii iii iv
Figure 4.3 | Three-body recombination events in a partially condensed cloud. Recombination events
involving different numbers of BEC (blue) and thermal (orange) atoms occur at different rates. Bosonic
bunching leads to preferential removal of thermal atoms over condensed ones. The areas of the grey
circles show the relative enhancements of the corresponding processes: the relative rates of processes
i–iv are 1/3!, 1/2!, 1, and 1 respectively. Figure adapted from [17].
Three-body recombination events occur when three atoms in close proximity collide. Typi-
cally, two atoms come together to form a bound dimer, and the third atom is required in order
to conserve both momentum and energy in the collision. This process is traditionally held as
a source of heating in ultracold atom experiments [83–85], but here we show that in a homo-
geneous system, it can in fact be used to preferentially remove thermal atoms over condensed




= g(3)K3n2 , (4.5)
where g(3) denotes the zero-distance three-body correlation function (see section 2.9), and the
three-body–loss coefficient K3 includes the dependence on the scattering length a. In terms of



















This is simply the binomial expansion of the total density (n0 + nth)3, but includes additional
factorials in the denominators of each term accounting for the lack of exchange terms involving
the macroscopically occupied ground state3. The individual terms in Eq. (4.6), from left to right,
correspond to the processes (i-iv) in Fig. 4.3 respectively.
In a uniform system, we can rewrite Γ3B in terms of the total density n = n0 + nth and
condensed fraction η = N0/N, i.e.,
Γ3B = K3n2(6− 9η2 + 4η3) . (4.7)
One then sees that the presence of three-body correlations makes recombination loss an energy-
selective process, with thermal and condensed components of the cloud on unequal foot-
ings [83, 97–99]. The loss rate in a pure BEC (η = 1) is a factor of 3! times smaller than for
a purely thermal gas (η = 0) of the same density. We further quantify this effect by splitting






each term of Eq. (4.6) into two separate contributions: one for each of the thermal and con-
densate loss rates. These contributions reflect the number of BEC and thermal atoms lost in
the distinct process that corresponds to each term. The per-particle loss rates for each of the
components depend on both the thermal and condensed atom numbers as
Γ0N0 = K3( 1 N30 + 6 N
2
0 Nth + 6 N0N
2




ΓthNth = K3( 0 N30 + 3 N
2
0 Nth + 12 N0N
2




or written in terms of the total density and the condensed fraction,
Γ0 = K3n2(6− 6η + η2) , and Γth = K3n2(6− 3η2) . (4.10)
4.3 Ideal-gas theory
We now develop the three-body cooling theory assuming ideal-gas thermodynamics, focussing
on the roles of the saturation of the thermal component, and the three-body correlations. Here
we assume that the only role of two-body interactions is to drive continuous thermalisation,
keeping the system close to equilibrium at all times.
Under continuous equilibration, while the thermal component remains saturated, Nth is
saturated at the critical value,






and the energy, carried only by atoms in the thermal cloud, is given by








The rates of change of the two components of the gas, including the flow Ṅt between them, are
Ṅth = −ΓthNth + Ṅt , and (4.13)
Ṅ0 = −Γ0N0 − Ṅt , (4.14)







= −ΓthEth . (4.15)
Eqs. (4.11–4.15) together give
Γth = − 53 Ṅth/Nth , and Ṅt = − 23 Ṅth = + 25 ΓthNth , (4.16)
i.e., for every 5 atoms lost from the thermal cloud, 2 are replaced from the condensate.
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The fact that Eth is decreasing over time directly implies that T must also decrease. A more
interesting question, however, is whether this decrease in temperature can also result in a de-



















which is proportional to the thermal fraction η̄ = 1 − η = Nth/N. To see whether the gas








= Γ(1−P) , (4.18)
where we have introduced the purification coefficient
P ≡ Ṅth/Nth
Ṅ/N
, or equivalently P − 1 = d[ln(1− η)]
d[ln(N)]
. (4.19)
For P > 0, the thermal atom number decreases, and so the gas cools. If also P > 1, the entropy







which we are now in a position to evaluate for appropriate choices of the loss rates Γ0,th.
The arguments presented thus far are specific to uniform traps, however they apply gen-
erally to any loss process that only differentiates between thermal and condensate atoms, but
is not, e.g., selective between momentum classes within the thermal cloud4. Taking a constant
one-body loss rate Γ = Γth = Γ1B, one obtains
PJT = 35 ; (4.21)
this corresponds to the quantum Joule–Thomson effect [81, 82]. Substituting the three-body




6− 9η2 + 4η3 . (4.22)
We plot P(η) in Fig. 4.4, and see that it monotonically grows from 3/5 at η = 0 to 9/5 at
η = 1. One can understand these limits in terms of the dominant processes in Fig. 4.3. In the
η → 0 limit, processes iii and iv dominate, which have the same combinatorial prefactors (grey
disk areas) and Γ0 ≈ Γth ≈ Γ, as for the Joule–Thomson cooling. In the η → 1 limit, processes
4 This applies also to decoherence-driven cooling observed in [100, 101].
5 Using two-body loss from, e.g., spin-exchange collisions, yields P = 6/(10− 5η2).
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Figure 4.4 | Ideal-gas theory of three-body cooling. The purification coefficient P determines whether
the gas purifies, or cools without purifying. Blue arrows show the direction of the evolution. For con-
densed fractions η above η∗ = 0.76 (red point), P > 1 and η → 1. For η < η∗, P < 1, and the condensate
density decreases towards zero while the gas’ temperature nevertheless decreases. The limit η → 0 is
formally equivalent to the one-body Joule–Thomson case, with P = 3/5 (dashed line). Figure adapted
from [17].
i and ii dominate, which have different combinatorial prefactors: now Γth ≈ 3Γ0 ≈ 3Γ, and
P ≈ 9/5.
The purification coefficient crosses the threshold for purification at P = 1 for all condensed
fractions above the critical value η∗, given by the roots of the cubic equation
5η3 − 9η2 + 3 = 0 , (4.23)
for which only η∗ ≈ 0.7593 falls within the domain of physical values η ∈ [0, 1]. Below this η∗,
the condensed fraction falls to 0 in the long-time limit. Above it, η → 1 and the cloud purifies.
Fig. 4.5 shows representative trajectories for the thermal fraction as a function of the fraction
of remaining atoms. As seen in Eq. (4.19), P − 1 sets the value of the slopes of these trajectories
when plotted with log-log axes. The critical trajectory (red) maintains a constant η = η∗, sep-
arating the purifying (green) and cooling-only (blue) regions. Trajectories in the upper region
(blue) show the condensate disappearing completely, i.e, η → 0, with a finite fraction of atoms
remaining. At this point, this gas is no longer saturated, and so our theory does not apply. One
expects the temperature to continue to decrease beyond this point, but at a slower rate, with the
three-body loss rate now independent of an atom’s energy. The cooling then happens not due
to bosonic bunching, but rather because at fixed E/N in a non-saturated Bose gas ∂T/∂µ ≥ 0,










Figure 4.5 | Evolution of thermal fraction under three-body loss. Here we plot representative trajecto-
ries showing the change in thermal fraction, 1− η, as atoms are lost from a cloud initially containing Ni
atoms. Time runs from right to left in this plot (arrows). The red trajectory shows the critical η∗ ≈ 0.76
which remains constant under three-body loss. In the blue region, where η < η∗, the thermal fraction
increases until the condensate vanishes completely. In the green region, where η > η∗, the condensed
fraction increases over time to give a pure condensate as N → 0. Figure adapted from [17].
4.4 Mean-field theory
In reality, of course, most ultracold Bose gases used in experiments do have interactions be-
tween particles; indeed they are necessary in order for the gas to be able to thermalise in the
first place. We now include this interaction energy into our theory at the mean-field level, to
quantify its impact on the cooling and purification dynamics. The ideal-gas effects should be
dominant when the interaction energy is small compared to the thermal one. The interaction




(N20 + 4N0Nth + 2N
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th) . (4.24)
















The mean-field results are therefore expected to come into effect for values (na3)1/5 ≈ η̄. We
restrict ourselves to studying the regime na3 . 10−5, so that g(3) remains ideal-gas–like6, and
the saturation picture holds [39]. We also assume that the excitations are particle-like.
6 At na3 = 10−5, g(3) for η ≈ 1 has increased from its ideal-gas value by ≈ 11 % [97, 99].
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and we interpret the terms in square brackets as the energy per condensate particle, ε0 (left),
and the energy per thermal particle, εth (right). For the system to remain in equilibrium as it
evolves, the energy must satisfy both














For the latter, one must be careful to first rewrite T ∝ N2/3th in Eq. (4.26). Solving using a similar
procedure as in the previous section yields the mean-field solution for the purification coeffi-
cient,
Pmf =
9(2− η)2 + b1(η)(na3)1/3
5(6− 9η2 + 4η3) + b2(η)(na3)1/3
, where (4.29a)
b1(η) = γ(−12 + 12η + 12η2 − 20η3 + 7η4)(1− η)−5/3 , (4.29b)





≈ 7.39 . (4.29d)
We plot trajectories of the thermal fraction as a function of na3 in Fig. 4.6. The red trajectory
divides the plot into two separate basins of attraction; in the limit na3 → 0, it approaches the
critical η∗ from the ideal-gas theory (c.f. Fig. 4.5). Points below the red curve eventually lead
to a pure condensate, whereas points above it eventually lead to a fully thermal cloud. As in
Fig. 4.5, P − 1 gives the slope of the trajectories when plotted on log-log axes. The background
shading indicates whether the gas is instantaneously purifying (green, P > 1), cooling without
purifying (blue, 0 < P < 1), or heating (P < 0).
At low thermal fractions, contours of constant P follow the scaling η̄ ∝ (na3)1/5. Physically,
these contours are a fixed ratio of thermal to interaction energy; mathematically they corre-
spond to the factor (1− η)−5/3 in the polynomial b1 becoming large. Qualitatively, the cooling
effect can then be thought of as a competition between cooling due to quantum statistics, and
heating due to the repulsive interactions. The P = 0 contour, which separates the heating
and cooling regions of the phase diagram, corresponds to η̄ ≈ (na3)1/5, for which the ratio of
thermal to interaction energy is ≈ 0.4, as we showed in Eq. (4.25). We find that the purification
is less robust when we account for the mean-field interaction energy, but the effect neverthe-
less persists up to interaction strengths na3 ≈ 10−7. The dashed line in Fig. 4.6 corresponds to
gn = 12 kBT. Below it, a significant fraction of the excitations are phononic, rather than particle-
















Figure 4.6 | Three-body cooling in a weakly interacting Bose gas. In the interacting theory, the purifi-
cation coefficient P depends on both the condensed fraction η and the gas parameter na3. The critical
point from the ideal-gas theory is now a critical trajectory (red) separating the parameter space into two
basins of attraction, ultimately leading to either purely thermal, or purely condensed clouds. The log
derivative is given by P − 1, and the background shading indicates whether the gas instantaneously
heats (white), cools (blue), or purifies (green). The dashed line corresponds to gn = 12 kBT, below which
we expect our theory to break down due to the phononic, rather than particle-like, nature of excitations.
Figure adapted from [17].
4.5 Experimental feasibility
Identifying a suitable platform for studying these dynamics experimentally requires careful
consideration of several (coupled) parameters, including:
• K3, the three-body loss coefficient,
• the mean free path between collisions, ∝ (na2)−1,
• the two-body scattering rate, ∝ (na2)/
√
m, and
• the healing length, ∝ (na)−1/2.
The scalings of the mean free path, scattering rate, and healing length collectively favour high
n, low a, and the use of an atom with small mass m. This could be achieved by working near
a zero-crossing of a associated with a Feshbach resonance, where the K3 coefficient is almost
independent of a.
As an example, K3 ≈ 10−29 cm6 s−1 has been measured near the zero-crossings of Feshbach
resonances in both 7Li [102] and 39K [103]. Taking a = 10 a0, an initial n = 1014 cm−3, and
η = 0.9, we calculate na3 = 1.5× 10−8, for which our theory predicts Pmf > 1. This combi-
nation gives Γ3B ≈ 0.1 s−1, which is sufficiently large to dominate over the one-body loss rate,
which in many experiments < 0.01 s−1. The mean free path ` = (8πna2)−1 ≈ 1 mm, and the
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healing length ξ = 1/
√
8πn0a ≈ 1 µm. This would mean that in a box trap of side length
L & 10 µm, which is  `, secondary collisions of the loss products would be negligible, and
since L  ξ, the gas would be homogenous. Ref. [104] argues that a suitable condition for
ensuring continuous thermalisation is Γ2 > 3Ṫ/T, with Γ2 ≈ 8πna2 · η̄
√
8kBT/(πm). In our
saturated homogeneous gas, Ṫ/T = 25 Γth =
2
3PΓ3B ≈ Γ3B. This would comfortably satisfy the
continuous-thermalisation condition for 7Li, and marginally in the case of 39K. Our proposed
initial n, while ambitious, is within an order of magnitude of densities currently realisable in
box traps. The temperatures corresponding to these initial values of n and η, ≈ 200 nK and
≈ 1 µK for 39K and 7Li respectively, are also reasonably accessible. The thermal and condensed
component densities could be determined by using momentum-resolved techniques, e.g., as
outlined in appendix B.
4.6 Conclusion
We’ve developed a theory showing that under realistic experimental conditions, a partially
condensed homogeneous Bose gas can purify under the action of three-body loss. The main
cooling effect is a statistical one, relying only on the saturation of the gas, and is enhanced by
the higher loss rate of thermal atoms relative to condensate ones due to bosonic bunching. In-
cluding mean-field effects gives a dynamical phase diagram which shows qualitative changes
in the behaviour for small changes in the initial conditions. In the future, it would be inter-
esting to investigate this effect in either a more strongly interacting gas, or to fully develop
the theory for very low thermal fractions. This requires accounting for the phononic nature of
interactions, and would connect our work with the analysis in Refs. [86, 87].
50
5 Critical dynamics of a Bose gas
As we discussed in chapter 2, at sufficiently high phase-space densities, the Bose gas under-
goes a phase transition and a Bose–Einstein condensate forms. It is well established, both theo-
retically and experimentally, that spatial correlations within the (near-)equilibrium gas exhibit
universality in the vicinity of this continuous second-order phase transition. In this chapter, we
explore a natural extension of this paradigm in our study of the far-from-equilibrium dynamics
of an isolated quench-cooled Bose gas as it undergoes Bose–Einstein condensation.
We will begin with a brief outline of the physics of critical dynamics in equilibrium systems
near second-order phase transitions in section 5.1. We then turn to the analogous far-from-
equilibrium dynamics, which we discuss in section 5.2 in the context of non-thermal fixed
points. In section 5.3, we present our experimental observation of bidirectional dynamic scal-
ing, a hallmark of the non-thermal–fixed–point paradigm, in an isolated 3D Bose gas far from
equilibrium. Finally, in section 5.4 we connect our work to the foundational problem of the
formation of a BEC by studying the properties of the (quasi)condensate that forms while the
system is thermalising. The results presented in these latter two sections appear in [18].
5.1 Critical phenomena in near-equilibrium systems
One of the great successes of modern physics was the realisation that seemingly disparate
physical systems are actually fundamentally alike. This has led to the classification of (near-
)equilibrium systems into universality classes [105, 106] based on their behaviour near second-
order phase transitions. The key to this classification is the universality seen in the spatial
correlations of these systems as they approach the transitions. In this section, we evaluate the
first-order spatial correlation function, g(1), for a homogeneous Bose gas. We will then briefly
describe the key features of both the scaling hypothesis and a model for the dynamics of the
correlations known as the Kibble–Zurek mechanism; these concepts are to be compared with
their far-from-equilibrium counterparts in section 5.2. An in-depth theoretical treatment of the
topics covered in this section can be found in several texts, e.g., [38, 106].
5.1.1 First-order correlation function in a homogeneous Bose gas
We consider a homogeneous Bose gas prepared in equilibrium with a temperature T that is
initially above the critical temperature for condensation, Tc. We now begin to slowly decrease
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T, e.g., via evaporative methods. Here it is important that the per-atom removal rate of high-
energy atoms is slower than the typical equilibration timescale, so that the system remains close
to equilibrium at all times.
Let us now evaluate the first-order correlation function (see section 2.9) and examine its
properties as the gas approaches the transition temperature. At temperatures far above Tc, the




2π λ−1T . Since the correlation function is proportional to the Fourier transform of the mo-
mentum distribution [Eq. (2.66)], g(1)(r) is also gaussian in this regime, and shows short-range
correlations up to the lengthscale λT/
√
2π. As the temperature begins to decrease, λT increases













for r & λT, and the correlation length `c = λT
√
kBT/(4π|µ|). One sees that the correlations
now extend far beyond λT. Moreover, for |µ|  kBTc and at fixed volume, |µ| ∼ |T− Tc|2, and
so we have
`c ∝ |T − Tc|−1 . (5.3)
Close to the transition, we see that the gas now displays long-range, scale-free correlations, i.e.,
g(1) ∝ 1/r, since `c diverges near the critical point.
The algebraic divergence of `c near a second-order phase transition is a feature common
to many different systems. The important physics is captured by the scaling of `c, which is in
general |T − Tc|−ν, where ν is known as the static critical exponent. For the BEC transition in
the ideal Bose gas, we identify ν = 1. It can be shown that the introduction of weak interatomic
interactions reduces the predicted correlation-length critical exponent to ν ' 0.67 [107, 108],
which has also been verified experimentally [109, 110].
5.1.2 The scaling hypothesis
The scaling hypothesis assumes that near the phase transition, the rapidly diverging `c is the
only relevant length in the problem, and that it is therefore the natural unit for all quantities that
have dimensions of length. Using a renormalisation-group approach [105,111], the correlations
look self-similar under this prescription: near the transition, g(1) takes the form [38]
g(1)(r)→ |r|−ΩC(r/`c) , (5.4)
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where a universal exponent Ω and a universal function C are sufficient to fully characterise the
correlations. In general, both Ω and C are insensitive to the microscopic details of a system, and
depend instead only on macroscopic properties of the system such as the dimensionality, and
the dispersion relation. Then, regardless of the microscopic details, systems which have the
same universal function C and exponent Ω display identical behaviour near their transitions.
This allows us to group them together into a broad universality class [105, 106] labelled by the
shared universal properties {C, Ω}. For example, the BEC transition in a three-dimensional
weakly interacting gas (with ν ' 0.67 as in the previous section) belongs to the same univer-
sality class as the three-dimensional XY model for magnets [107–110].
In the limit that `c → ∞ (or potentially also `c → 0), g(1) takes on a purely algebraic form,
with no reference to a natural lengthscale. This completely scale-invariant scenario corresponds
to a fixed point of the renormalisation-group flow.
5.1.3 Dynamics and the Kibble–Zurek mechanism
The scaling behaviour can be naturally extended to capture the dynamics of a system that is
quenched across the phase transition. When T crosses Tc, a condensate begins to form and the
condensing atoms must spontaneously adopt a phase; this breaks a 1D-unitary-group, or U(1),
symmetry. We must correspondingly keep track of the ensemble-averaged condensate wave-
function in order to account for the reduced symmetry. In a general system, a parameter that
must be introduced like this is known as an order parameter. On the one hand, for a fully adia-
batic quench, long-range correlations would ensure that the choice of the symmetry-breaking
order parameter is the same for all points in the field at the moment the symmetry is broken.
The Kibble–Zurek mechanism [112, 113], on the other hand, provides an elegant framework
for understanding the dynamics as we begin to vary the system a little more quickly. A com-
prehensive review of theoretical and experimental work on the Kibble–Zurek mechanism is
available in [114, 115]; here we merely outline the main features.
The key point to consider here is that it takes time for information to propagate within the
system, and so spatial correlations cannot form instantaneously. We saw earlier in this section
that the divergence of `c ∝ |T − Tc|−ν is captured by the static critical exponent ν. The time τ
needed to establish these correlations is characterised by a complementary exponent known as
the dynamical critical exponent z > 0, as τ ∝ `zc. Now, if T is varied to cross Tc at a non-zero
rate, there will be a point in time during the quench at which the system cannot establish the
correlations sufficiently quickly to adiabatically follow. At this time, the system “freezes” into
finite-size domains that each subsequently select independent values of the order parameter.
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For a linear quench of T/Tc at a rate 1/τQ, the average domain size ` follows a universal scaling
` = λ0(τQ/τ0)b with b = ν/(1 + νz) , (5.5)
where λ0 and τ0 are microscopic length- and timescales characteristic of the specific system.
The dynamic critical exponent for the weakly interacting homogeneous Bose gas, b = 0.35(4),
was measured in [116], and is consistent with the previously measured ν ' 0.67 [107, 108] and
the expected z = 3/2.
The formation of domains, and the corresponding boundaries between them, typically pro-
duces topological defects within the system (e.g, [12, 115, 117]). In the case of the Bose gas,
windings of the complex phase at domain boundaries results in the production of vortices, or
tangles of vortex lines, with an initial density that is determined by `. The dynamics of these
vortices are significant for the subsequent relaxation of the gas to equilibrium [118].
5.2 Universal dynamics in far-from-equilibrium systems
In the previous section, we considered a system undergoing a phase transition, and which
remains close to its instantaneous equilibrium throughout the dynamics. In this section, we
turn to the open question of the behaviour of systems that are far from equilibrium.
To begin, we will consider the system’s instantaneous quantum state as a point in an ab-
stract parameter space. The reader could imagine this point being described, e.g., by a coor-
dinate vector comprising the values of the lowest-order correlation functions at a selection of









Figure 5.1 | Pathways to equilibrium for a system
prepared in different non-equilibrium initial states.
If the initial state is close to equilibrium, the system
relaxes directly (dashed, red). If, instead, it is far
from equilibrium, the system may pass by a non-
thermal fixed point and display universal dynam-
ics. Figure adapted from [119].
the parameter space. Let us then con-
sider how our system could proceed from
some far-from-equilibrium initial condition
to a corresponding thermal equilibrium. We
sketch two possible scenarios in Fig. 5.1.
Firstly, one might reasonably expect that if
the state were close to a new equilibrium,
the system would relax directly to it. Such
thermal equilibria are the stable attractors of
the parameter space; if the system is slightly
displaced from one, it will spontaneously re-
turn back to that same equilibrium. A system
initially prepared far away from equilibrium
may, however, instead explore other regions of the parameter space as it relaxes. For example,
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there may exist additional stationary points that do not possess the same stability features as
thermal equilibria. Of particular interest for us are the possible saddle points, which act as
attractors along some directions in the parameter space, but are instead unstable along other
directions.
5.2.1 Non-thermal fixed points
Recent theoretical work [120–131] proposes that the non-equilibrium parameter space does in-
deed feature saddle points like those described above; they are referred to in the literature as
non-thermal fixed points (NTFPs). These NTFPs are the far-from-equilibrium, dynamic ana-
logue of the renormalisation-group fixed points introduced in section 5.1.2 [128]. NTFPs are
believed to exhibit many features that are reminiscent of the critical points of near-equilibrium
phase transitions: the dynamics in the vicinity of NTFPs are predicted to be critically slowed,
insensitive to the details of the initial state preparation, and able to be described in terms of a
universal dynamical scaling hypothesis. This may lead to a future system for the classification
of systems into new, far-from-equilibrium universality classes. References [126, 128] provide a
comprehensive overview of the theoretical work to date.
One particular scenario that has been the subject of extensive theoretical study in the con-
text of NTFPs is the process of BEC formation in an isolated system following a rapid cooling
quench. We consider here a Bose gas that is initially prepared in equilibrium at a temperature
close to, but slightly above, the critical temperature for condensation. The cooling quench cor-
responds to the sudden removal of all particles with energy above some cutoff; in contrast to
the near-equilibrium case, here the timescale for particle removal is much faster than any pro-
cess that acts to restore the system to thermal equilibrium. Following such a quench, energy
and particle conservation in the closed system imply that a bidirectional redistribution of par-
ticles will take place in momentum space, i.e., the majority of particles are transported toward
lower momenta (infrared, IR) where a condensate forms, while a small number of particles
carry the energy towards higher-momentum states (ultraviolet, UV).
The dynamical scaling hypothesis
NTFP theories predict that if the state resulting from the quench is sufficiently far from equilib-
rium, the system may approach an NTFP, where the dynamics are then universal and exhibit
scaling of the correlation functions similar to Eq. (5.4). Unlike the purely spatial scaling seen
near equilibrium critical points, however, in this case the scaling is spatiotemporal. Letting t
denote the time since the quench, the momentum distribution is predicted to scale, within a
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certain range of momenta, as
nk(t, k) = t̃α nk(t0, t̃βk) . (5.6)
Here we have introduced a reference time t0, t̃ = t/t0, and α and β are the scaling exponents.
We note that this scaling takes the same form as the Family–Vicsek scaling in classical surface
growth [132, 133].
Eq. (5.6) is equivalent to a scaling of the correlation function, since the momentum distribu-
tion is its Fourier transform [Eq. (2.66)]. Under the dynamical scaling hypothesis, knowing α,
β, and the momentum distribution at time t0 is sufficient to fully characterise the dynamics. In
direct analogy with the (static) scaling hypothesis from section 5.1.2, these three quantities are
the labels of a non-equilibrium universality class that is associated with the NTFP.
Conservation laws
Global conservation laws, such as for the total atom number and energy, constrain the scaling
exponents [126,128]. That is to say, α and β are not independent of one another, but are instead
related via the conserved quantities. For example, using Eq. (5.6), the total atom number in a
d-dimensional system is given by
N(t̃) =
∫
ddk t̃α nk(t0, t̃βk) (5.7a)
= t̃α−βd
∫
ddk′ nk(t0, k′) , (5.7b)
where we have substituted k′ = t̃βk. Since a conserved N cannot depend on t̃, a particle-
conserving transport must satisfy α = dβ. A similar calculation shows that, for a system with
quadratic (free-particle) dispersion, energy conservation demands α = (d + 2)β.
In the closed-system dynamics we are considering here, both number and energy are si-
multaneously conserved. At first glance, this seems to present a rather serious issue: the two
constraints of these laws are only satisfied for α = β = 0, for which by definition there are no
dynamics whatsoever. The solution to this dilemma is to divide the dynamics into two separate
momentum ranges, namely the IR and the UV. This bidirectional scaling is then characterised by
two sets of scaling exponents, with distinct values for the particle-transport dynamics in the
IR and for the energy-transport dynamics in the UV, i.e., we have a total of four distinct ex-
ponents: (αIR, βIR, αUV, βUV). Considering Eq. (5.6) in conjunction with the conservation-law
constraints, one can see that both α and β are positive for flows into the IR, and both are nega-
tive for flows into the UV1. The nk curves could then, separately in the IR and UV, be collapsed
onto universal ones.
1 References [134–136] describe an alternative accelerated-wavefront scaling hypothesis in which t̃ ∝ (t∗− t), where
t∗ is the time at which the wavefront reaches either k = 0, or k = ∞. Under this prescription, positive (negative)
scaling exponents correspond to flow into the UV (IR).
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Connection to turbulence
The scaling behaviour associated with NTFPs is reminiscent of the self-similar turbulent cas-
cades [134, 137–139], and the two are indeed closely related. We note, however, that turbulent
cascades generally involve external driving and dissipation forces, and studies have tradition-
ally focussed on the determination of the Kolmogorov–Zakharov exponents that characterise
the power-law dependence of the steady-state momentum distribution on |k|, i.e., nk ∼ |k|−γ.
On the other hand, when studying quench-cooled gases in the context of NTFPs, the isolated
system does not have external driving or dissipation forces, and the momentum distribution
has not yet reached its steady state.
The NTFP dynamics following a vigorous cooling quench are associated with the gas enter-
ing an intermediate stage of strong turbulence [140,141], where coherences between different k
modes significantly influence the evolution. This regime is associated with the formation of co-
herent structures such as vortex tangles and loops [136,142], and the system generally displays
strong phase fluctuations. This is to be compared with the vortex nucleation associated with
domain boundaries in our earlier discussion of the Kibble–Zurek mechanism. Analogously to
the phase-fluctuating equilibrium regimes of low-dimensional Bose systems, this regime is of-
ten referred to as a nonequilibrium quasicondensate. A fully coherent BEC then forms as the
quasicondensate relaxes.
Numerical and experimental evidence
Scaling of the form in Eq. (5.6) has been predicted to occur in diverse contexts including quan-
tum magnets [129], the quark-gluon plasma [124, 125, 130], and ultracold atomic gases [124–
127]. Numerical studies [122,123,143–145] of both single- and two-component Bose gases have
provided significant evidence in support of these theories; however, until recently, experimen-
tal support has been limited. The authors of [119, 146] reported the first observation of NTFP-
like self-similar scaling in the infrared dynamics of one-dimensional Bose gases. In [119], Prüfer
et al. observed universal dynamics in the spin correlations of a quasi-1D spinor BEC of 87Rb,
finding scaling exponents α = 0.33(8) and β = 0.54(6) in the IR. Erne et al. [146] reported
their measurements of the momentum distribution of a harmonically confined gas of 87Rb that
was shock cooled from the 3D into the 1D regime. They observe scaling in the IR dynamics of
the momentum distribution, with exponents α ≈ β ≈ 0.1. Our experiments presented in sec-
tion 5.3 reveal spatiotemporal scaling in both the IR and UV, studied in the textbook context of
a homogeneous 3D Bose gas.
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5.2.2 Bose condensation far from equilibrium
The strong-quench–cooling protocols we have been discussing have a great deal of overlap
with a foundational problem in the context of ultracold atoms: the process of how a Bose–
Einstein condensate forms. Obtaining a general understanding of this dynamical process, in-
cluding in far-from-equilibrium scenarios, has proven challenging [134–136,147–154], and sev-
eral aspects of the problem still remain open [114, 141]. A particularly important question that
has led to intense discussion in the literature is what determines the timescale for condensate
formation in a closed system. Here, we consider two options, either of which could prove to be
dominant, depending on the prevailing experimental conditions.
An early theoretical study [147] took an approach based on kinetic theory, and predicted
that the equilibration of a Bose gas would take place on a timescale on the order of three to
four kinetic collision times, τkin = (nσvT)−1 ∝ a−2, where the mean thermal velocity vT =
√
3kBT/m and a is the scattering length. It was later shown [134–136,149,150] that this kinetic-
theory approach can also be used to describe the transport of particles in momentum space
towards lower energies. This approach, however, is unable to describe the development of
a macroscopic occupation of the zero-momentum (BEC) mode in the absence of seeding or
similar modifications [141]. Including many-body corrections to the two-body scattering rates
at low momenta [148] goes part of the way towards addressing this problem, however all of
the studies mentioned here neglect the effects of coherence between momentum states.
Once phase correlations between low-energy modes become significant, it is more appro-
priate to describe the system in terms of an emergent classical field [155]. In practice, this
means that the evolution can be described via a wavefunction obeying the GPE [Eq. (2.51)].
In this case, the dynamics take place on the coherent timescale τcoh = h̄/µ ∝ a−1. This ap-
proach connects to the strong-turbulence picture described in the previous section: it captures
the formation of an out-of-equilibrium quasicondensate initially riddled with coherent excita-
tions such as vortex loops [136,142] or domain walls [116], and the subsequent relaxation of the
quasicondensate to equilibrium.
5.3 Bidirectional dynamic scaling
5.3.1 Experimental protocol
In this section, we describe our experimental protocol for studying the far-from-equilibrium
dynamics of an isolated Bose gas. The basic idea is depicted in Fig. 5.2. We start with an
equilibrium homogeneous gas of N ≈ 1.2× 105 atoms, confined in our cylindrical box trap. We
set the trap diameter to D ≈ 27 µm, the length to L ≈ 46 µm, and the depth is UD ≈ kB × 1 µK.
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Closed-system
equilibration




Figure 5.2 | Overview of experimental protocol. UD denotes the depth of the optical box trap (green),
and a is the s-wave scattering length. (i) We prepare a fully thermal cloud of N ≈ 1.2× 105 atoms in
equilibrium at T ≈ 130 nK. (ii) We set a → 0 using the Feshbach resonance, lower UD, and allow high-
energy atoms to escape the trap. The remaining atoms cannot thermalise with one another while a = 0.
(iii) UD is raised again to close the system, and the dynamics are then initiated, defining our time origin,
t = 0, by tuning a to a positive value. (iv) Equilibrium state with both thermal (red) and condensed
(blue) components. Figure adapted from [18].
The gas is prepared at a scattering length a = 200 a0, and the initial temperature T ≈ 130 nK is
just above the condensation temperature Tc, such that no condensate is present.
We create a far-from-equilibrium initial condition by realising a quench of the form de-
scribed in section 5.2.1. Our quench removes 77 % of the atoms and 97.5 % of the total energy
E, so the energy per particle decreases by an order of magnitude; in equilibrium, the gas would
then be (partially) condensed. We exploit the tuneability of the scattering length in order to
completely separate this quench (in time) from the subsequent equilibration. First, we switch
off the interactions by tuning a → 0, and then lower UD to kB × 30 nK over 10 ms. A sub-
sequent 2-s wait time at both a = 0 and this low UD allows high-energy atoms, which have
h̄2k2/(2m) & UD, to escape2 without the remaining ones thermalising, and results in a far-
from-equilibrium nk. We then close the system by raising UD, and start the clock for thermali-
sation by tuning a to some non-zero value; in the experiments described in this chapter, we use
100 a0 ≤ a ≤ 800 a0.
Measuring the momentum distribution
To probe the state of the gas after a variable relaxation time t, we turn off both the trap and
the interactions, allow the cloud to expand for a time of flight tToF, and then take an absorption
image of the expanded cloud. We emphasise that we turn off interactions before expanding the
cloud so that the expansion is ballistic, i.e., kinetic-energy dominated. The density distribution
of atoms in these images therefore corresponds to the gas’ momentum distribution, convolved
2 The 2-s wait time allows atoms to leave both the trap and the experimental field of view.
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Figure 5.3 |Measuring the momentum distribution. These data correspond to the pre-quench thermal
distribution, with T ≈ 130 nK and N ≈ 1.2× 105. The distribution is inferred from images taken after
a period tToF of ballistic expansion in time of flight; the 3D nk is reconstructed from its 2D counterpart
using the inverse-Abel transform. To determine nk faithfully over a wide range of k, and with minimal
noise, we combine data that use different times of flight. Dashed lines show the full distributions for
single times of flight, plotted on log-log axes. We retain the data in the region where different-tToF curves
are both empirically consistent with one another (solid lines), and still have reasonable signal-to-noise
ratio. This corresponds to real-space distances on the image between 3 and 10 box diameters from the
centre of the trap; we retain data to lower k for our longest tToF = 80 ms. For this tToF, the shaded region
indicates momenta for which 2h̄ktToF/m < L and finite-size effects dominate.
with the in-situ coordinate-space density, and finally integrated once along the line of sight; in
this case, our imaging axis coincides with the cylinder’s axis of symmetry, and the distributions
are azimuthally symmetric.
In Fig. 5.3 we present an example distribution extracted from the images, plotted on log-
log axes. We infer the momentum distribution from the images by assuming the mapping
h̄k2D = mr/tToF, where r is the distance on the image to the cylinder’s axis. This mapping accu-
rately describes the true momentum distribution provided that 2h̄k2DtToF/m {D, L}, i.e., the
distance travelled by the atoms during the expansion is large relative to the trap dimensions.
We construct the radial momentum distribution by averaging the images azimuthally, then re-
construct the 3D nk using the inverse-Abel transform3 [Appendix C]. Finally, we combine data
taken with various tToF in the range [10 ms, 80 ms]; the longest tToF allows us to access smaller k
without finite-size effects dominating, while shorter ones give better signal-to-noise at large k.
The shaded region in Fig. 5.3 indicates the finite-size–contaminated region for our longest tToF.
Using this method, we measure reliable nk values that vary over 5 orders of magnitude.
3 This assumes spherical symmetry, and in the data presented in this chapter we treat nk as dependent only on
k = |k|.
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Figure 5.4 |Momentum distribution after the quench. In both panels, the dotted black line corresponds
to nk ∝ k−8. (a) Experimental spectral particle densities on log-log axes for the initial thermal cloud
(cyan) and far-from-equilibrium cloud (dark blue) produced by the cooling quench. The lower values
of 4πk2nk for k . 0.2 µm−1 are due to the pre-quench cloud temperature being slightly above Tc. For
comparison with the simulated data, experimental distributions are scaled by the number of atoms in
the original thermal cloud, Nth = 1.2× 105, and λT = 0.78 µm. (b) Monte–Carlo simulations for the
momentum distribution after the quench. Solid lines show the expectation for a cylindrical trap [as in
(a)], whereas the dashed lines show the steeper cut expected for a cubic geometry.
Characterising the post-quench distribution
In Fig. 5.4(a), we plot the momentum distribution that results from the cooling quench. Here
we use the spectral population densityNk = 4πk2nk to better highlight the k-range from which
the quench has removed atoms. One sees that momenta k . 2 µm−1 (corresponding to our
UD = kB × 30 nK) remain relatively unchanged as a result of the quench, whereas the higher-
momentum atoms have been removed. This quench does not produce a perfectly sharp cut in
k, but rather one sees that the distribution falls off as approximately nk ∼ k−8 for k & 2 µm−1.
This is because UD determines the maximum value of only the components of an atom’s mo-
mentum perpendicular to each of the trap walls, and not its total momentum, so in the absence








Figure 5.5 | Classical particle in a
cylindrical box trap.
Fig. 5.4(b) shows the expected distributions based on a
model of non-interacting classical particles in a cylindrical
box. These curves are obtained using Monte–Carlo sam-
pling within the joint phase space of position and momen-
tum. The momentum k is sampled from the Bose distribu-
tion, and its orientation is specified in spherical coordinates
by the polar angle θ and azimuthal angle ϕk. The distance r
of the particle from the axis and its azimuthal angle ϕr are
also randomly assigned. This gives components of the mo-
mentum along the cylinder’s axis of symmetry and in the
perpendicular plane of kz = k cos θ and k⊥ = k sin θ respectively. Considering the in-plane
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Figure 5.6 | Bidirectional thermalisation in an isolated gas. These data are for thermalisation using
a = 300 a0. (a) The total atom number N and energy E are conserved during the dynamics. (b) Evolution
of the spectral distributions of particles, Nk, and energy, Ek, showing net particle flow into the infrared
and energy flow into the ultraviolet. Figure adapted from [18].
geometry shown in Fig. 5.5, one finds that at point where the particle reaches the trap wall, the
component of its momentum perpendicular to the trap wall is given by
kp = k⊥· n̂ = k sin θ
√
1− (2r/D)2 sin2(ϕk − ϕr) . (5.8)
The quench therefore corresponds to retaining particles that satisfy both h̄2k2z/(2m) < UD, and
h̄2k2p/(2m) < UD.
We note that in principle, an atom located at r = D/2 would always be retained in the
quench if its momentum is tangential to the surface, regardless of the magnitude of k. This re-














Figure 5.7 | Apparent temper-
atures independently calculated
from the low-k occupation (Tlow,
red) and position of the peak
of the spectral energy density
(Tpeak, blue). These converge to
the expected equilibrium temper-
ature, Teq, for a saturated gas
with the given energy. The pre-
quench T ≈ 130 nK (dashed). Fig-
ure adapted from [18].
contrast, in a cubic geometry, the maximum total momentum
is set by the condition 3h̄2k2/(2m) < UD, where the factor of
three arises from the projections onto each of the Cartesian
axes. Our quench protocol would therefore give a sharper
cut for a cubic geometry.
5.3.2 Dynamics of the distribution
Having created a far-from-equilibrium distribution, we now
turn to the dynamics as the gas thermalises. We confirm
that our system is a closed one: as shown in Fig. 5.6(a), dur-
ing thermalisation (at 300 a0) the total N and E remain con-
stant. In Fig. 5.6(b) we plot both the spectral population
density Nk = 4πk2nk (left) and the spectral energy density
Ek = Nk h̄2k2/(2m) (right); here the conserved N and E, re-
spectively, correspond to the areas under the curves. As in-
dicated by the arrows, we observe bidirectional dynamics in
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momentum space [134]: while the majority of atoms flow to the IR, where the condensate
emerges, the energy, carried by a small fraction of atoms, flows to the UV.
Apparent temperatures
This bidirectional nature is further highlighted by comparing properties of the Nk and Ek dis-
tributions with the values they would have if the cloud were in equilibrium. In Fig. 5.7 we plot
two different apparent temperatures, Tlow and Tpeak, that are both deduced from the distribu-
tions shown in Fig. 5.6(b) by (incorrectly) assuming equilibrium, and compare them with the
temperature Teq that a cloud with the same N and E would have in equilibrium.
The first apparent temperature, Tlow, is determined from the low-k region of the population
density Nk. We consider momenta k satisfying
√
2m|µ|/h̄2  k 
√
2mkBT/h̄2, where in















where we now take our experimental non-equilibrium Nk in the region of the low-k plateau,
but exclude k . 0.5 µm−1, where the quasicondensate emerges [see, e.g., the 2560-ms data in
Fig. 5.6(b)]. The extracted Tlow is insensitive to small changes in this threshold k value.
The second apparent temperature is related to the momentum kpeak = argmaxk[Ek] at which













where W0(x) is the principal branch4 of the Lambert W function [156, 157], i.e., the values
w > −1 satisfying wew = x. The resulting factor of≈ 0.893 is an effect of the Bose statistics: the
higher occupancies of low-k modes shift the peak to lower k relative to the classical result. We
define the ‘peak’ temperature as




4 The alternative branch W−1 contains the trivial solution W−1(−2e−2) = −2, corresponding to the minimum of
the spectral energy density at k = 0.
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We see in Fig. 5.7 that Tpeak ∝ k2peak is initially far below the equilibrium temperature, Teq ≈
32 nK. On the other hand, the low-k Tlow is initially far above Teq (and close to the pre-quench
temperature). The two apparent temperatures thus evolve in opposite directions, and we find
that they converge to Teq on similar timescales.
5.3.3 Self-similar scaling
In the previous section, we saw the first signs that our experiments generate a bidirectional
flow in momentum space while the gas is thermalising. A more challenging question to ad-
dress, however, is whether the nk curves measured at different t can be collapsed onto a single
universal function using the scaling form in Eq. (5.6). This poses a particular challenge because
the distributions are being scaled along both the k and nk axes, and we do not a priori know the
form of the universal function onto which we are collapsing the data. In this section, we first
describe our optimisation procedure for determining the scaling parameters, before presenting
our experimental results.
Optimisation procedure
Since we do not know the form of the universal function in advance, we have identified an op-
timisation procedure that does not require this knowledge. The optimum values of the scaling
exponents α and β can be determined using an approach based on the F–statistic. This requires
splitting the total variance in a set of data containing multiple subgroups into two components:
the variation between the groups, and the variation within the groups. We first briefly review the
F–statistic, before describing the specific approach we have taken for our experimental data.
F–statistic
We consider a general variable from which K samples of possibly variable size have been taken.
We denote the variable Yij, with the index i ∈ [1, K] corresponding to the sample, and index
j ∈ [1, Ni] corresponding to one of Ni measurements within sample i. The total number of
measurements across all samples is N = ∑i Ni. We define the in-sample and across-sample
5 Here we assume that the equilibrium gas will be partially condensed; in the absence of a condensed component,
one would also need to know N.
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Figure 5.8 | Scaling analysis. (a) We start with a set of distributions nk(t) for several times t. (b) Test
exponents α and β are chosen, and the data are rescaled and binned. (c) The F–statistic is determined
within each bin from the variances ς and σ. (d) The F–statistic, summed over bins, forms a single point
on the surface F(α, β). The (α, β) coordinates that minimise this surface constitute a single estimate of
the optimum parameter values. (e) To determine the uncertainties in α and β, the whole procedure (a-d)






























(Yij − Ȳi)2 + (Ȳi − Ȳ)2
]
. (5.15)
The first of these terms corresponds to the within-group variability, and the latter corresponds












Ni(Ȳi − Ȳ)2 . (5.16)
The ratio of these two is the F–statistic, F = ς/σ, which measures the variance between the
sample means relative to the mean variance within each sample. For gaussian uncertainties,
this ratio is distributed according to the Fisher–Snedecor F–distribution, with degrees of free-
dom (K− 1, N − K) (see, e.g., [158]).
Application to momentum distributions
We use the F–statistic as a basis for constructing the cost function we need to minimise in order
to identify the optimum α and β. The procedure is shown schematically in Fig. 5.8.
6 The cross-term vanishes, as ∑j(Yij − Ȳi) = Ni(Ȳi − Ȳi) = 0.
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Figure 5.9 | Self-similar scaling dynamics. These data were taken with a = 300 a0 during the thermali-
sation dynamics. For scaling according to Eq. (5.6) we have taken t0 = 40 ms. (a) Unscaled distributions
nk. (b) Ultraviolet scaling. Exponents α = −0.70(7) and β = −0.14(2) collapse the curves at scaled
momenta t̃βk & 1 µm−1. The inset shows the same data converted to energy densities in order to better
highlight differences. (c) Infrared scaling. Top: a zoom in of the unscaled data for low k. Bottom: expo-
nents α = 1.15(8) and β = 0.34(5) collapse the curves for t̃βk . 0.5 µm−1. Figure adapted from [18].
Our starting point in Fig. 5.8(a) is a set of momentum distributions for different hold times t,
extracted as described in section 5.3.1. We then select exponents α and β, transform the momen-
tum distributions according to Eq. (5.6), and allocate the data into bins along the now-scaled
t̃βk-axis, as in Fig. 5.8(b). We then calculate F = ς/σ within each t̃βk-bin, treating different-t
data as the different statistical groups [Fig. 5.8(c)]. Our cost function for the {α, β} exponents
is then the sum of the the F–statistics over all bins. We repeat this for many {α, β}, mapping
out the surface F(α, β) as shown in Fig. 5.8(d), and find the α and β that minimise it. In order
to estimate the uncertainty in our extracted scaling exponents, we perform the above analysis
80 times on bootstrap samples from the full dataset [Fig. 5.8(e)]; this means we take randomly-
sampled subsets of our data, and from each subset determine a pair of exponents (αi, βi). The
final values of α and β and their uncertainties are then the mean and standard deviation of the
set of bootstrap-sampling results, and we have verified that the final results are independent of
choices such as the size of k bins, or the bootstrap-sample size.
Experimental results
We now apply the scaling procedure from the previous section to our experimentally deter-
mined nk(k, t). For a = 300 a0 (as in Fig. 5.6), we observe dynamic scaling for t ∈ [20 ms, 160 ms].
In Fig. 5.9(a) we show the unscaled nk(t) curves. For the scaled ones in Fig. 5.9(b,c) we have
arbitrarily set the reference time t0 = 40 ms.
For initial non-equilibrium distributions like ours, knowledge of N and E is enough to de-
termine what the equilibrium distribution must be. Moreover if we know, as we do in this case,
that N and E are such that the equilibrium cloud will be (partially) condensed, the thermal,
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higher-k part of the distribution is determined by E alone. It is therefore natural to assume that
the system energy will determine a natural momentum scale separating the infrared and ultra-
violet dynamics. Here the relevant scales are the inverse thermal wavelength λ−1T ≈ 0.6 µm−1,
and the inverse healing length kξ =
√
8πna ≈ 0.7 µm−1; we have evaluated the former at
T = Teq = 32 nK.
In Fig. 5.9(b) we see UV scaling in a broad momentum range t̃βk & 1 µm−1, with α =
−0.70(7) and β = −0.14(2). In the inset we show the scaled Ek curves, which better high-
light variations in the UV and can be directly compared with the unscaled curves in Fig. 5.6(b).
The ratio of the scaling exponents, α/β ≈ 5, is consistent with energy-conserving transport in a
three-dimensional system with quadratic dispersion. In Fig. 5.9(c) we focus on the complemen-
tary IR range of k, and show both unscaled (top) and scaled (bottom) distributions. Here we
observe collapse for t̃βk . 0.5 µm−1, with α = 1.15(8) and β = 0.34(5), and their ratio α/β ≈ 3



























Figure 5.10 | Probability den-
sities for the extracted expo-
nents. Here one directly sees
the correlation between α and
β. Figure adapted from [18].
We find that the underlying probability distribution for the
extracted exponents shows a strong correlation between the ex-
tracted exponents. We plot a representative probability distribu-
tion in Fig. 5.10, which we have obtained for both our IR and UV
exponents by calculating the covariance in the bootstrap-sampled
distribution of (α, β) derived from the data shown in Fig. 5.9.
Structure function of the distribution
As we noted earlier, a complete characterisation of the scaling
dynamics requires specification of both the scaling exponents α
and β, as well as the corresponding structure function that describes the shape of the distribu-
tion. Whilst the collapsed data in Fig. 5.9 constitute a definition of this structure function in
their own right, the existing theoretical work typically parameterises the function in terms of a
power-law–crossover ansatz, of the form











Here the two universal exponents κ1 < κ2 describe the low- and high-k power-law asymptotes
respectively, and the values kc and A identify the non-universal crossover scales [126, 159].
We fit the collapsed data from Fig. 5.9 using Eq. (5.17) and plot the fitted curves in blue
on log-log axes in Fig. 5.11. For UV fits, we use data for which t̃βk ≥ 1 µm−1, and for the
IR, we use data with t̃βk ≤ 0.5 µm−1. The panel insets show the residuals as an indication of
goodness-of-fit; for this we use the relative deviations of the data from the fitted function, i.e.,
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Figure 5.11 | Parameterisations of the structure function. Data shown are identical to Fig. 5.9(b,c), but
here we use log-log axes. Insets of each panel show the relative residuals ∆rel, defined as in Eq. (5.18).
Solid curves indicate the domain of t̃βk used for fitting. (a) UV scaling region forms: power-law
crossover (blue), exponential (red), and Bose distribution (black). (b) IR scaling using power-law
crossover. Fitting forms and parameters for each of the curves are given in Table 5.1.
we plot
∆rel[t̃−αnk] =
t̃−αnk − f (t̃βk)
f (t̃βk)
. (5.18)
We note that Eq. (5.17) is not the only choice for the functional form, but rather it is sim-
ply taken as a theoretically convenient one. In Fig. 5.11(a) we show the results of exponential
[c.f. Fig. 5.9(b)] and Bose-distribution fits to our UV data, which both also capture the data
well. All of the parameterisations are summarised in Table 5.1. The exponential model is rem-
iniscent of a thermal distribution of phononic excitations; we note, however, that the inverse
healing length kξ =
√
8πan ≈ 0.7 µm−1, with n the coordinate-space density, would suggest
that a phononic description is not suitable for our UV k range. The parameters we obtained for
the Bose fit are not compatible with equilibrium values (c.f. section 2.3.1); however, interest-
ingly, one sees that the UV k range of the distribution takes on the approximate shape of a Bose
distribution long before the system reaches equilibrium.
Table 5.1 | Fitting parameters for the curves shown in Fig. 5.11. Stated uncertainties are standard errors
on the mean.
Form A (µm3) kc (µm−1) κ1 κ2
2A[1 + (t̃βk/kc)κ2 ]−1 [IR] 21(1)× 103 0.27(1) – 3.4(2)
2A[(t̃βk/kc)κ1 + (t̃βk/kc)κ2 ]−1 [UV] 37(8) 2.6(1) 2.8(2) 8.3(6)
A exp(−t̃βk/kc) 7.4(3)× 103 0.483(5) – –
A{exp[(t̃βk/kc)2]− 1}−1 4.6(2)× 102 1.60(2) – –
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Figure 5.12 | Universality for different interaction strengths. (a) Scaling exponents are insensitive to
the value of a during thermalisation; points for α and β are offset horizontally for clarity. The dashed
and dotted lines show our a-averaged values βIR = 0.34 and βUV = −0.14 respectively. (b) Generalising
t → tã in Eq. (5.6) collapses all curves taken in the interval tã ∈ [20 ms, 160 ms]; here ã ≡ a/(300 a0).
Figure adapted from [18].
5.3.4 Universality for different interaction strengths
Having observed bidirectional scaling for a fixed interaction strength, i.e. for a = 300 a0, we
now explore the generalisation of the dynamics to different interaction strengths. We repeat
analogous experiments with a = 150 a0 and 600 a0 during thermalisation at t > 0; the results
are shown in Fig. 5.12. We find that our results for these new values of a remain essentially the
same as our 300-a0 ones if we rescale the thermalisation clock by t→ tã, where ã = a/(300 a0);
t0 = 40 ms throughout. For all a, we observe scaling dynamics in the interaction-normalised
interval tã ∈ [20 ms, 160 ms], and find that the measured scaling exponents are insensitive to a;
our findings are summarised in Fig. 5.12(a). Combining all our data gives a-averaged values of
αIR = 1.08(9), βIR = 0.34(4), αUV = −0.67(6), and βUV = −0.14(2).
In Fig. 5.12(b) we show that, both in the IR and in the UV, generalising t → tã in Eq. (5.6)
collapses all our different-a curves taken within the scaling tã-interval7; here we use our a-
averaged scaling exponents, and for visual clarity in the UV we show scaled Ek curves rather
than nk itself. We see here that, in addition to the insensitivity of the exponents α and β to
a, there are also no significant changes in the underlying structure function, for either the IR
or UV dynamics. Indeed, fixed-tã curves coincide with one another even outside the scaling
7 We have also considered a more general interaction-scaling t ∝ a−p and optimised the collapse of the curves in
Fig. 5.12(b) with respect to p; this gave pIR = 0.9(1) and pUV = 1.1(1).
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Figure 5.13 | Quasi-condensation and phase ordering. (a) We extract the quasi-condensate atom num-
ber, NQC, and momentum-space width, ∆k, from the cumulative particle distribution Fk; here a = 300 a0.
(b) Evolution of NQC and ∆k for various interaction strengths is given by universal curves when plot-
ting against the interaction-scaled time, tã. At long times ∆k approaches the Heisenberg limit (grey bar),
corresponding to a fully coherent condensate. Figure adapted from [18].
region, e.g., in the IR data of Fig. 5.12(b) for (t̃ã)βk & 0.5 µm−1.
This also addresses the fundamental question of time- and energy scales that we intro-
duced in section 5.2.2. Our data show that, for our experimental parameters, the characteristic
timescales are set by the inverse interaction energy, rather than the inverse two-body scat-
tering rate, ∝ 1/a2. Defining the characteristic time set by the inverse interaction energy,
τ = h̄/(gn), where g = 4πh̄2a/m and n is the coordinate-space particle density, the scaling
interval tã ∈ [20 ms, 160 ms] for all a corresponds to t ∈ [8.5 τ, 68 τ].
5.4 Condensate growth
We now turn to the properties of the condensate that emerges during thermalisation. We shall
focus here on the evolution of two main quantities: the number of atoms in the condensate,
and its characteristic momentum width. The IR scaling in Figs. 5.9 and 5.12 implies that the
characteristic momentum width of the condensate, ∆k, is reducing. This is not consistent with
the growth of a BEC that is fully coherent from the moment it first exists; in this scenario, the
condensate would have a fixed Heisenberg-limited width ∆Hk set by the system size [160], with
∆Hk → 0 in the thermodynamic limit. Instead, the reducing ∆k is consistent with the out-of-
equilibrium quasicondensate (QC) picture we introduced in section 5.2.2, which has ∆k > ∆Hk ,
and only with full phase ordering do we expect ∆k → ∆Hk . Generally speaking, ∆−1k is an
alternative representation for the coordinate-space coherence length.
We quantify changes in the quasicondensate properties following the methods in [136]. We








In the thermodynamic limit, for an ideal equilibrium gas of (large) volume V and with N0
condensed atoms, Fk = N0 + cTk for k → 0, where c = VmkB/(π2h̄2). The low-k contribution
of the saturated thermal gas to Fk is linear in k, sinceNk is independent of k in the classical-field
regime [Eq. (5.9)]. The infinite-system-size case has the BEC localised in k = 0, whereas in a
finite-size and/or nonequilibrium gas, the (quasi-)condensate contribution to Fk is spread over
∼ ∆k. In this latter case, however, one can still see a low-k shoulder in Fk and the same linear
regime beginning at slightly larger k [around 1 µm−1 in Fig. 5.13(a)]; here, the slope corresponds
to our earlier definition of Tlow [Eq. (5.10)]. We linearly fit the data for k > 0.8 µm−1 (dotted
lines) and define NQC by the intercept of this fit (where this is positive; negative intercepts
mean NQC = 0). Finally, we define ∆k as the k range that contains an atom number of NQC/2.
In Fig. 5.13(b) we show the evolution of NQC and ∆k, and how, at times beyond the scaling
interval tã ∈ [20 ms, 160 ms], they approach their equilibrium values. We include additional
data taken for various a ∈ [100 a0, 800 a0], which, as we would expect from Fig. 5.12, all fall onto
universal curves when plotted against the interaction-scale time, tã. Since our pre-quench gas
is close to condensation, the QC emerges soon after the start of thermalisation, but initially ∆k is
notably above the Heisenberg limit, suggesting a high density of excitations. At long times, the
condensed fraction NQC/N approaches 40(5)%, consistent with the equilibrium temperature
[Eq. (5.13)] calculated from the total energy E shown in Fig. 5.6(b), while ∆k approaches the
Heisenberg limit, corresponding to a fully coherent BEC.
5.4.1 Determining the Heisenberg width
We obtain the theoretical prediction for the Heisenberg width, ∆Hk , by numerically finding the
ground state of the Gross–Pitaevskii equation (see appendix A). For these calculations, we
model the trap as a hard-wall cylinder with a simulated trap depth much greater than the chem-
ical potential of the condensate, and take the condensate atom number to be 104 atoms. Our
simulations use a spatial grid of 2563 points, spanning a domain of (150 µm)3. Representative
Fk curves obtained in this manner are shown in Fig. 5.14. To ensure a fair comparison between
our experimental data and the theoretical ∆Hk , we also simulate our experimental imaging pro-
cess by integrating the 3D distribution along the imaging direction, and then performing the
inverse-Abel transform (red curves). This ensures that the slight asymmetry between the cylin-
der’s axial and radial directions is accounted for. We find a theoretical Heisenberg width of
∆Hk = 0.18(2)µm
−1 (red curves). Our stated uncertainty accounts for both the weak depen-
dence on a, and the somewhat larger uncertainties in D and L. The simulated ∆Hk values, as
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Figure 5.14 | Determining Heisenberg widths using GPE simulations. The data in both panels are
for simulated data using 104 atoms and a = 100 a0. Blue curves show the Fk curves extracted from the
full 3D distribution. Red curves show the Fk obtained by first integrating along the imaging direction,
and then performing the inverse-Abel transform. Dashed lines indicate Fk/NQC = 0.5 (grey), and the
extracted ∆k values (red, blue). (a) Cylindrical box. (b) Spherical box of equal volume.
well as our long-thermalisation-time ∆k data in Fig. 5.13, are consistent with 0.21(2)µm−1 that
we experimentally observe for a slowly prepared equilibrium condensate of 104 atoms.
One sees in Fig. 5.14(a) that the line-of-sight integration and inverse-Abel transform do
slightly increase our calculated ∆Hk above the value≈ 0.16 µm−1 that we find if we use the fully
3D distribution instead. We verify that this effect is due to the cylindrical geometry by perform-
ing the same simulations using a spherical box of equal volume [Fig. 5.14(b)]; here, as expected,
we see no difference in the Fk extracted from fully 3D distributions, or using the inverse-Abel




only slightly smaller than the cylindrical case.
5.5 Conclusion
The experiments presented in this chapter provide a comprehensive picture of the universal
bidirectional dynamic scaling in an isolated quantum gas, quasi-condensation, and phase or-
dering. We have measured the scaling exponents α and β for both the particle-conserving dy-
namics in the infrared, and the energy-conserving dynamics in the ultraviolet. In both cases our
measured ratios, α/β, are consistent with our expectations based on fundamental conservation
laws. Our experiments provide benchmarks for the values of the individual exponents, which
remain the subject of extensive theoretical work. For the UV dynamics, our βUV = −0.14(2)
is close to the prediction for weak-wave turbulence [137, 161], βUV = −1/6. NTFP theo-
ries [124–128] generally predict βIR = 1/2 for the IR dynamics, but recent work [127, 128] also
suggests the possibility of βIR = 1/3; this latter result is closer to our observed βIR = 0.34(6).
In the future, it would be interesting to perform similar quench experiments starting far above
Tc, since the dynamics on the way to (quasi-)condensation and following its onset are expected
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to be different [141]. Experiments in the (quasi-)2D regime would also be invaluable; here, one
could directly image the vortices that are expected to form as a result of the cooling quench, and
study their role in the NTFP dynamics. It may also be interesting to perform a complementary
study by directly probing the first-order correlation function g(1)(r) using Bragg-based tech-
niques (e.g. [116, 162]).
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6 Bose gases and the unitary regime
We have seen in the previous chapters that the Bose gas is a versatile platform that is well suited
for studying out-of-equilibrium phenomena in weakly and moderately interacting systems.
Thus far, we have focussed on parameter regimes in which the scattering length a is positive
and finite. In this chapter we turn instead to the resonant regime where |a| → ∞, known
as unitarity, or the unitary regime1. Here, interactions are as strong as allowed by quantum
mechanics, and one expects the gas to exhibit strong spatial correlations.
We begin in section 6.1 with a general introduction to the unitary regime. Next, we turn
in section 6.2 to the details of our experiment, focussing in particular on the quench protocol we
use in order to access the regime. Finally, we present the results of our studies of homogeneous
Bose gases quenched into the unitary regime, separating the results according to the initial
condition in which the gas is prepared. Initially degenerate gases are discussed in section 6.3,
and initially thermal gases in section 6.4. The main results of this chapter appear in [15, 16]
and additional detail is available in [11]; the latter sections of this chapter closely follow the
discussions presented therein.
6.1 The unitary regime
The unitary regime has been a very fruitful area of study in the context of Fermi gases [164–166].
Perhaps the most famous example is the crossover between Bardeen–Cooper–Schrieffer super-
conductivity and the Bose–Einstein condensation of diatomic molecules [167–172]. While the
unitary Bose gas promises its own equally intriguing prospects, including novel forms of su-
perfluidity [173–175] and universal behaviour dependent only on the gas density [176, 177],
the unitary Bose gas remains less explored than its Fermi counterpart. The discrepancy in the
depth of study between the unitary Fermi and unitary Bose gas owes itself in part to Pauli
exclusion. Whereas Fermi systems typically have limited densities, Bose gases, especially de-
generate ones, typically feature very high densities. As a consequence strongly interacting
Bose gases are plagued by enhanced density-dependent heating and atom loss. The unitary
Bose gas is therefore an inherently dynamical and non-equilibrium problem, with complex
interplay between the coherent and dissipative dynamics. In spite of these challenges, theoret-
1 Following, e.g., [4, 163] we write |a| → ∞; the rates of physical processes that would normally depend on a do
not, however, show the same divergence, but rather saturate as other lengthscales become relevant.
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Figure 6.1 | Sketch of the equilibrium phase diagram of an interacting Bose gas. By varying the ther-
mal wavelength λ ∝ 1/
√
T via the gas temperature T, and the interaction strength via the scattering
length a, one can systematically eliminate lengthscales. In the bottom-left corner, we identify a region
in parameter space within which we expect to observe universal dynamics that depend solely on the
interparticle spacing, n−1/3. Figure reproduced from [11].
ical [175, 178–204] and recently also experimental [57, 205–211] studies are making progress in
what promises to remain an exciting research avenue into the future.
Let us consider the cartoon sketch of the equilibrium phase diagram of an interacting Bose
gas shown in Fig. 6.1, where we denote the gas density n. At the top right, we have a weakly
interacting thermal gas, which has three relevant lengthscales2: the interparticle spacing n−1/3,
thermal wavelength λ ∝ 1/
√
T, and the s-wave scattering length a. Cooling the gas such that
the temperature T → 0, takes us into the mean-field BEC region, where the condensate dynam-
ics are described with a macroscopic wavefunction obeying the Gross–Pitaevskii equation; in
this T → 0 limit, λ is completely eliminated from the problem, leaving only {n−1/3, a}. In or-
der to access the strongly interacting regions on the left hand side of the figure, we can exploit
the magnetic Feshbach resonance (see section 3.3.1) to increase the scattering length a→ ∞ and
thereby (also) eliminate a.
At the top left of the figure, we have the unitary thermal Bose gas. Here, there are two
lengthscales in the problem, namely n−1/3 and λ. Fortunately, in many cases, the n and T dy-
namics are coupled, so that universal behaviour is possible. For example, experimental studies
using harmonically trapped thermal gases [206, 207, 209] have confirmed universality in the
loss dynamics. We will return to the coupled dynamics of n and λ in greater detail alongside
our experimental results in section 6.4.
In the lower left of Fig. 6.1, we identify a region in which the interparticle spacing is the sole
remaining lengthscale. The corresponding natural momentum, energy, and time scales, known
2 In principle, the trap extent is also relevant for finite-size systems. In this chapter, both the radius and length of
our cylindrical trap are much greater than the (up to) three remaining lengthscales, i.e. effectively infinite.
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Figure 6.2 | Cartoon sketch of the binding energies of Feshbach dimers and Efimov trimers. Here
we sketch the binding energies against the inverse two-body scattering length, 1/a. In addition to the
Feshbach dimers, which have binding energies ∝ 1/a2 (blue), there also exists an infinite series of weakly
bound Efimov trimer (ET) states; we sketch the energies of only the three most tightly bound trimers
(red curves). Shading indicates the continuum regions for three atoms (grey) and for an atom plus a
dimer (blue). Curves are not shown to scale; in reality, the sizes of successive Efimov trimers differ by a
factor of 22.7, and the energies are spaced by a factor of 22.72 ≈ 515. Figure adapted from [163].
as Fermi scales, are then given by
h̄kn = h̄(6π2n)1/3 , En =
h̄2k2n
2m




these definitions apply equally to both Fermi and Bose gases.
The single-scale nature in this parameter region implies that the system’s dynamics will
be universal. For Bose gases this universality can, however, be violated due to a quantum
few-body effect known as the Efimov effect [34, 35, 57, 163, 210, 212–217]. Efimov physics, first
studied in the context of nuclear physics, predicts the existence of an infinite series of three-
body states that cannot be constructed using only two- and one-body states, i.e., these Efimov
trimers can exist even in the absence of two-body bound states.
Fig. 6.2 gives an overview of the energies of both Feshbach dimers and Efimov trimers
(e.g., [163]). The Feshbach dimers we have discussed already in section 2.5; the key features
to remember are that the dimer size is given by a, and close to the resonance (i.e., 1/a → 0)
its binding energy is Eb ≈ h̄2/(ma2). We also make special note of two main features of the
Efimov-state series. Firstly, the trimer states form an infinite geometric series: successive trimer
states differ in size by a factor of 22.7, and the corresponding binding energies along the 1/a→
0 axis differ by a factor of 22.72 ≈ 515. Secondly, whereas the binding energy of the Feshbach
dimers tends to zero in the limit 1/a → 0, the trimer states persist with finite binding energies
at the resonance and indeed also across it, into the negative-a region; as a result, the sizes of
the trimer states introduce additional lengthscales that are believed to influence the otherwise
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universal dynamics at unitarity [175, 191, 196, 214].
Even in the absence of Efimov effects, however, there remain many questions about the
unitary regime. It is, for instance, not clear a priori whether coherent or dissipative dynamics
are expected to dominate; this in turn raises the question of whether the gas has well-defined
equilibrium properties in this regime. It is perhaps natural to expect the unitary Bose gas
to have a ground state with energy of order En. This is indeed in line with theoretical esti-
mates [181, 183, 184, 193, 218] that predict a ground-state energy in the range [0.39 En, 1.75 En].
An early experimental step into the unitary regime [205] corroborates this picture, with the
authors having obtained a lower bound for this same energy of 0.44(8) En.
Rather than focussing on equilibrium properties, however, more recent experiments have
turned towards extracting useful information about the regime using a non-equilibrium ap-
proach. Makotyn et al. spearheaded this shift [208], using rapid interaction-strength quenches
to take a degenerate gas into the unitary regime. Their experiments showed that, during a
variable evolution time at unitarity, the momentum of the gas evolves to a quasi-steady-state
distribution, suggesting that the momentum-redistribution processes take place on a shorter
timescale than the dissipative ones. Although there has been experimental evidence of novel
three-body correlations [57] and Efimov trimers [210], all measured degenerate-unitary-gas dy-
namics [206–210] have been consistent with the universality hypothesis, under which tn is the
only characteristic timescale.
All previous experiments on the unitary Bose gas have been performed with harmonically
trapped gases, and their interpretation relies on knowledge of the inhomogeneous density pro-
files. While this density profile is known for the weakly interacting pre-quench gas, the density-
dependent loss and strong interactions at unitarity complicate the subsequent evolution. In our
experiments, we have a uniform density and so the Fermi scales in Eq. (6.1) are global properties
in our system3, which can be derived from the total atom number N and trapping volume V.
Moreover, one expects the density to remain uniform even as atoms are lost from the trap; we
can therefore study the evolution of the cloud as it dynamically decays and heats, and we are
not constrained to studying the dynamics only immediately after the quench.
6.1.1 Atom-loss scaling laws
A central component of the experimental results we discuss in the coming sections is the rate at
which atoms are lost from the gas while it is in the unitary regime. In this section, we present
theoretical predictions of the relevant atom-loss scaling laws. For the densities and interaction
3 Due to edge effects near the trap walls, the density is never perfectly uniform through the box; however, we assess
that for more than 80 % of the atoms the local En is within 10 % of the trap average value.
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strengths relevant in this chapter, three-body recombination is the dominant loss process4. As
we have seen in chapter 4, the per-particle three-body loss rate is written
Ṅ
N
= −g(3)L3〈n2〉 . (6.2)
where g(3) is the zero-distance three-body correlation function, L3 is the three-body–loss coef-
ficient, and 〈n2〉 denotes the trap-averaged squared density. A thermal Bose gas has g(3) = 3!,
and an ideal-gas condensate has g(3) = 1. For moderately strongly interacting gases, one must
include the beyond-mean-field LHY corrections [219, 220] to g(3) for the condensate,




this correction arises due to the depletion of the condensate. For degenerate gases away from
unitarity5, and neglecting the log-periodic Efimov features, L3 ∝ h̄a4/m [85, 221]; we shall deal
with unitarity-limited L3 values separately below. The homogeneous density in our exper-
iments allows us to simplify Eq. (6.2) by writing 〈n2〉 = N2/V2. Allowing for the possible
(indirect) dependence of L3 on N, we can then re-express Eq. (6.2) in terms of N rather than
〈n2〉, and also integrate to obtain the solution to the differential equation,
Ṅ
N








for an appropriate choice of constant c0 and exponent γ.
Thermal unitary regime
As the result of an interaction-strength quench into the unitary regime, a diverges and is elim-
inated from the problem; physical quantities that normally depend on a in non-unitary gases
must then be given in terms of other lengthscales in the infinite-a limit. In the case of a ther-
mal unitary gas, the diverging a is replaced by the thermal wavelength λ. We then have
L3 ∝ h̄λ4/m ∝ 1/T2, and so Ṅ/N ∝ −N2/T2 in our constant-volume homogeneous gas.






















4 Our one-body lifetime that arises due to collisions with the background gas is > 100 s, and there are no two-body
collisions in the hyperfine ground state; the unitary-gas experiments described in this thesis involve hold times
at unitarity of ≤ 2 ms.
5 We assume that a is nevertheless large compared to the van der Waal’s radius for 39K, ≈ 60 a0.
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in the absence of the theoretically expected weak modulation6 log-periodic in T; here ζ3 =
(1− exp[−4η∗]) is a non-universal prefactor arising from Efimov physics [206, 207, 209, 223–
225]. Specifically, this prefactor accounts for the fraction exp(−4η∗) of three-body collisions
that produce an Efimov trimer, rather than resulting in atom loss; the Efimov width parameter
η∗ links the trimer energy ET with its lifetime h̄/(η∗ET). Loss rates consistent with Eq. (6.5a)
have been measured using thermal unitary gases in harmonic traps [206, 207, 209].
As we alluded to earlier, the N and T dynamics of the thermal unitary Bose gas are coupled.
We therefore seek to replace the explicit 1/T2 dependence of Eq. (6.5b) with an equivalent N
dependence. Whereas three-body loss can cause cooling in weakly interacting homogeneous
gases (see chapter 4), in a thermal unitary gas it results in strong heating. Here, the unitarity-
limited scattering cross-section σ = 8π/(k2 + a−2) ≈ 8π/k2 leads to faster loss rates for atoms
with lower relative momenta [206, 209]. We quantify the heating effect following [206, 209], by
noting that conservation of energy during a loss event requires
αNkBT = α(N + dN)kB(T + dT)− (α− δ3)kBTdN . (6.6)
The left hand side of Eq. (6.6) is the total thermal energy before a collision, with α = E/(kBT) =
3/2 for phase-space densities nλ3  1. The first term on the right hand side corresponds to the
post-recombination energy of atoms that remain trapped, while the second term corresponds
to the atoms that are lost. Here δ3 = 2/3 corresponds to the k-averaged excess energy per












and therefore T ∝ N−4/9. Combining this result with Eq. (6.5b) and comparing with Eq. (6.4),
we have Ṅ/N ∝ N−26/9, and we identify the loss rate power-law scaling exponent γ = 26/9
for the thermal unitary Bose gas.
Degenerate unitary regime
Within the scope of the universality hypothesis [177], the Fermi scales introduced in Eq. (6.1)
are the only length-, time-, and energy scales in the degenerate unitary regime. Since the loss






for some dimensionless constant A; in other words, Ṅ/N ∝ n2/3, and so γ = 2/3. We note that
this argument does not rely on the atom loss being due to three-body recombination, but rather
6 Such a modulation has not been experimentally resolved in bosonic gases. Indeed, this would be a rather chal-
lenging pursuit: for identical bosons the relative oscillation amplitude ≈ 0.022e−2η∗ (a few percent for typical η∗)
is weak, and the log-T period of e4π/s0 ≈ 3× 105 (s0 = 1.00624) leads to extremely slow variation with T [209,222].
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applies equally to all higher-order loss processes7. This degenerate-gas loss-rate scaling has
been experimentally observed [210] for densities spanning more than two orders of magnitude,
using the initial loss rates of a harmonically trapped gas of 85Rb quenched to unitarity. There,
the authors found A ≈ 0.18. As was the case in the thermal unitary regime, however, we do
expect some deviations from universal behaviour; the constant A in general depends on non-
universal Efimov physics via ζ3, and we also expect log-periodic modulation of the loss rate8
as a function of n [198, 226].
6.2 Experimental quench protocol
In this section, we describe our experimental protocol for quenching a Bose gas into the unitary
regime. We have used quenches in our experiments because, for the range of parameters we
are able to explore, the per-particle loss rate exceeds the rate of two-body collisions that drive
thermalisation [11]; this precludes preparation of an equilibrium unitary state. For the experi-
ments described in this chapter, we have used the same trapping parameters throughout: the
cylindrical box potential has an aspect ratio 2R/L ≈ 0.63 and our data are consistent with a
constant trapping volume V ≈ 3× 10−14 m3. We note that variations in the ratio of the typical
energy scale of the gas (kBT for thermal gases, and µ ∝ Na for weakly interacting condensates)
to the trap depth lead to small, yet measurable changes in the effective volume. We account for
these changes by measuring a nominal volume9 for a fixed ratio of gas energy to trap depth,
and correct the remaining data assuming a power-law potential ∼ r15(4) (see section 3.1.2).
We illustrate our quench protocol for an initially degenerate gas in Fig. 6.3. We begin our
experiments by preparing an equilibrium gas in the weakly interacting regime, with n0a3 <
10−3. For our degenerate-gas experiments, we prepare the gas in a trap of depth U0 ≈ kB ×
50 nK and use initial atom numbers in the range 1× 104 ≤ N0 ≤ 22× 104, with corresponding
initial densities 0.4 µm−3 ≤ n0 ≤ 5.2 µm−3 and initial Fermi times 150 µs ≥ tn0 ≥ 27 µs.
In order to access the unitary regime, we exploit the Feshbach resonance of the 39K hyper-
fine ground state centred at B∞ = 402.70(3)G. The range of fields near B∞ for which n0a3 > 1
for our full range of n0 is10 δB ∼ 60 mG. We enter the unitary regime by rapidly quenching
the magnetic field to B∞ using the auxiliary coils described in section 3.3.1. Our field quenches
correspond to a change in magnetic field of up to ∆B ≈ 3.6 G ≈ 60 δB within 2 µs tn0 , setting
7 See [11] for an explicit consideration of the general i-body loss rates.
8 The period of the oscillation corresponds to a change in density of a factor of exp(3π/s0) ≈ 104, where s0 =
1.00624 for identical bosons. The 85Rb data from [210, 226] show a suppression at the predicted position of the
minimum, however systematic uncertainties in the mean density render the results therein inconclusive.
9 Details of both the volume extraction and power-law characterisation of our potential can be found in [10, 11].
10 We note that the magnetic-field gradient we use to cancel out the gravitational force on the atoms gives a variation
of ≈ 25 mG across the cloud.
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na3 < 10-3 na3 < 10-3a → ∞
quench to unitarity quench back




Figure 6.3 | Quench protocol. We prepare a quasi-pure BEC in the weakly interacting regime, with
na3 < 10−3. The gas undergoes a rapid (≈ 2 µs) interaction-strength quench into the unitary regime,
where it is allowed to evolve for a time thold. We then reduce the interaction strength using a variable
ramp-out rateR = −dB/dt. To determine the post-quench momentum distribution nk, we then reduce
a → 0 and allow the cloud to expand ballistically. To measure the atom number N, we instead expand
the cloud with aToF ≈ 103 a0. Figure reproduced from [11].
a lower limit on our pre- and post-quench scattering length of 390 a0. We raise the trap depth
to Uh ≈ kB × 2 µK concurrently with the magnetic-field quench in order to avoid evaporative
effects while the gas is held at unitarity11 for a time thold. We then ramp the magnetic field
away from unitarity, before imaging the atoms after an additional (8 – 32)ms of expansion in
time of flight (ToF).
We ramp the B field away from resonance by disconnecting the auxiliary coils from their
power supply. The coils, in conjunction with external resistors, form an LR circuit, and so the B
field decays exponentially (see section 3.3.1). Since our final magnetic field is always more than
10 δB away from B∞, the changing B field is well approximated as a linear ramp in and near
the unitary regime. The initial ramp-out rate is given by R = −dB/dt = ∆B/τQ, where τQ is
the exponential time constant of the magnetic-field ramp, which we can vary between 1 µs and
10 µs.
Changing the ramp-out speed affects the interpretation of our subsequent measurements of
the atom number N and momentum distribution nk, since the ramp out can result in a mixture
of atoms and (Feshbach and/or Efimov) molecules [210,227–229], and our imaging only detects
the free atoms. An infinitely fast ramp out should correspond to a projective measurement onto
free-atom states, independent of the many-body state of the gas at unitarity. A slow ramp out,
in contrast, allows molecules to form, and we detect fewer atoms using our imaging protocol.
The differences in the observed atom numbers for different ramp speeds provide a measure of
the correlations in the gas.
To faithfully determine both nk and N for the initially degenerate gas, we use two slightly
different approaches. For the former, we tune a → 0 and release the cloud in ToF expansion.
11 In separate studies at finite a (i.e., without quenching to unitarity), we find that the trap-depth quench induces
dynamics at timescales > 100 µs that lead to an overall energy increase . 10 % of the unitarity-induced energy.
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Provided the ToF is sufficiently long, our absorption images can be mapped directly to the
post-quench line-of-sight–integrated momentum distribution (see section 5.3.1), from which
we can reconstruct the three-dimensional nk. For short thold, the gas still closely resembles its
pre-quench quasi-purely condensed state, with a high density of atoms at low k. The low-k
region of the images is therefore too optically dense to permit an accurate determination of N.
To measure N we therefore repeat the quench experiment, but introduce a 40-ms wait time at
≈ 200 a0 following the quench to allow the gas to rethermalise12 and spread the BEC to larger
momenta. We also use an increased scattering length of aToF ≈ 103 a0 during ToF to aid the
expansion13.
Our thermal gas measurements follow a similar protocol to that shown in Fig. 6.3, with
several simplifications. Here we use a constant trap depth of U0 = Uh ≈ kB × 3 µK. The
absence of a high particle densities concentrated at low k (otherwise originating from the pre-
quench BEC) also negates the need to measure nk and N using separate protocols; here the nk
measurements faithfully give both N and the energy per particle E.
6.3 Degenerate Bose gases quenched to unitarity
We begin by exploring the effect of the ramp-out rate in Fig. 6.4, in order to disentangle the
unitary-loss dynamics from the molecule formation that takes place as the gas leaves the uni-
tary regime. We differentiate between the total number of atoms N, and the observed number
Nobs, the latter of which does not contain the atoms that have formed molecules [210], which
we do not detect with our imaging. The open symbols in Fig. 6.4(b) show Nobs as a function
of the inverse ramp-out rate 1/R, for a gas with N0 = 98× 103 at a fixed thold = 80 µs. We
have varied 1/R by changing both 1.8 G ≤ ∆B ≤ 3.6 G and 1 µs ≤ τQ ≤ 10 µs. We fit the data
with an exponential, the characteristic form of a Landau–Zener process [227, 229], and extract
an exponential constant 2.2 µs G−1. By extrapolating 1/R → 0, we assess that our technically
limited fastest ramp-out speed, 1/R = 0.3 µs G−1, yields the true N to within . 10 %, and we
have verified this for our full range of N0 at several thold. We confirm that the reduction in Nobs
occurs due to molecule formation by applying an additional 8-µs pulse (following the ramp
out after thold) to break up any molecules that have formed14. This causes most of the missing
atoms to reappear [solid squares in Fig. 6.4(b)].
In Fig. 6.4(c) we show the evolution of Nobs as a function of thold for both our fastest ramp-
12 During this 40 ms window, the system is essentially closed. Varying Uh by ±20 % does not change Nobs beyond
its error bar, and measurements both with and without this wait time also give equal Nobs when there is no BEC
present.
13 We have verified that this does not introduce additional unwanted three-body loss during the expansion.
14 As in [230], our Nobs shows an oscillation as a function of the time spent at low a; we optimise this time to recover
the maximum number of atoms.
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Figure 6.4 | Atom-loss and correlation dynamics. (a) Quench protocol. A quasi-pure BEC is quenched
to unitarity where it is held for a time thold, before it is ramped back to the weakly interacting regime
with a variable ramp-out rate R = −dB/dt (solid vs. dashed curves). (b) The observed atom number
Nobs as a function of the inverse ramp-out rate, for N0 = 98× 103 and thold = 80 µs. An exponential
fit to the data (solid line) gives a decay constant of 2.2 µs G−1. A second, short magnetic-field pulse to
resonance dissociates molecules formed during the ramp out (solid squares). (c) The evolution of Nobs
as a function of thold for our fastest ramp out (0.3 µs G−1, circles) and a much slower one (5.8 µs G−1,
diamonds). The difference between the curves reveals the correlation dynamics in the unitary gas. The
long-time power-law behaviour of Nobs ∝ t
−9/26
hold (dashed black line) corresponds to the loss expected
for a thermal unitary Bose gas. Figure reproduced from [11, 15].
out speed, and a much slower 1/R = 5.8 µs G−1. We see that the curves coincide at both
short and long thold: this reflects the fact that at early times, the correlations that lead to the
creation of an atom-molecule mixture have not yet built up within the gas, and at long times
these correlations break down again. Indeed, the long-time power-law behaviour of the fast-
ramp data is consistent with the Nobs ∝ t−9/26hold expectation for a thermal rather than degenerate
unitary gas.
Turning our attention to the kinetic energy of the gas, we show representative absorption
images for several thold in Fig. 6.5(a). Initially, there is a dramatic increase in the population
of high-k momentum states. At much later times, the central low-k population disappears,
indicating that the sample heats and eventually becomes thermal. In Fig. 6.5(b) we show the
evolution of the per-particle kinetic energy, shown here on log-log axes. We see a monotonic
increase in E with time, and the long-time behaviour agrees with the thermal-gas energy scal-
ing, E ∝ t2/13hold . This scaling comes from the temperature dependence in Eq. (6.7), assuming that
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Figure 6.5 | Growth of the kinetic energy in a Bose gas at unitarity. The gas is initially degenerate
and consists of N0 = 214× 103 atoms. (a) Absorption images taken along the cylinder axis for various
thold and after 12 ms of ToF expansion. (b) Kinetic energy per particle, E, as a function of thold. The
per-particle interaction energy after the ramp out is < kB × 20 nK. The solid line shows the expected















Figure 6.6 | Atom-loss scaling laws. We numerically differentiate our N(thold) to obtain the instanta-
neous loss rate, plotted here as a function of atom number on log-log axes. Note that on this plot, thold
increases as one moves to the left along the N axis. For these data, N0 = 214× 103. The early-time dy-
namics clearly show the expected degenerate-gas γ = 2/3 scaling, while at later times there is a sharp
crossover to the thermal-gas γ = 26/9 behaviour. Figure reproduced from [15].
E ∝ T.
6.3.1 Universal loss dynamics
We shall now focus on the universal aspects of the atom-loss dynamics of the initially degener-
ate gas; we will return to the correlation dynamics in section 6.3.3. Here we use data taken with
our fastest ramp-out speed, such that Nobs ≈ N. Since we would like to compare our data di-
rectly with Eq. (6.4), we numerically differentiate15 our atom-loss curves, N(thold), to obtain the
instantaneous loss rate as a function of N. Fig. 6.6 shows a log-log plot of the extracted Ṅ ver-
sus N for N0 = 214× 103; here thold increases as one moves to the left along the horizontal axis.
15 Writing our N(thold) as a set of time-ordered points {(ti, Ni) : i = 1, 2, . . . }, we compute the derivatives by
selecting the ith and (i + δi)th points. Then, we take the instantaneous loss rate at N = 12 (Ni + Ni+δi) to be
dN/dt = (Ni+δi − Ni)/(ti+δi − ti); typically we use δi = 3.
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Figure 6.7 | Universal crossover from a degenerate to a thermal unitary gas. (a) The same γ = 2/3
law, Ṅ/N = −0.28/tn (solid line) describes degenerate gases with different initial densities n0. Dashed
lines show the (separate) γ = 26/9 thermal unitary scaling laws for each n0. (b) The crossover between
degenerate- and thermal-gas behaviour occurs at the same N/N0 and thold/tn0 for all n0; solid lines
show the n0-averaged values Nc/N0 = 0.43(4) and tc/tn0 = 4.0(4). (c) Plotting the dimensionless
loss rate Γ [Eq. (6.9)] against E/En against the collapses all our data onto a single universal curve with
the crossover at Ec/En = 1.7(2). The solid line is Γ = 0.28, and the dashed one shows the expected
Γ ∝ (En/E)2. Figure reproduced from [11].
The large-N data (corresponding to small thold) clearly show the degenerate-gas γ = 2/3 be-
haviour, and as N decreases, we see a surprisingly sharp crossover to the thermal-gas γ = 26/9
power law.
In Fig. 6.7(a) we plot similar data for loss curves taken with different N0, in order to explore
the universal features of the crossover between the degenerate- and thermal-gas behaviour16.
We see that these data follow the same pattern as in Fig. 6.6, and indeed all the degenerate-gas
data lie along the same γ = 2/3 line. Writing Ṅ/N = −A/tn as in Eq. (6.8), we obtain a value
A = 0.28(3); we assess that this could overestimate A by up to 0.04 due to the< 10 % difference
between Nobs and the actual N. For comparison, we extract a slightly lower value A ≈ 0.18
using the 85Rb data [210], which is consistent [182] with reported Efimov width parameters:
for the |1, 1〉 state of 39K that we use here, η∗ = 0.09(4) [207], and for the |2, −2〉 state of 85Rb,
η∗ ≈ 0.057(2) [231].
We now turn our attention to the later-time thermal-gas behaviour of the three different-
N0 curves in Fig. 6.7(a). For all N0, the data agree with (separate) γ = 26/9 power laws. We
identify the point at which the behaviour crosses over between the degenerate- and thermal-
16 Here we take into account slight variations in the trap volume that were not included in [15], plotting against n
rather than N in Fig. 6.7(a,b).
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gas cases; this always occurs at the same fraction of N0, and at the same thold expressed in units
of the initial-density Fermi time tn0 [see Fig. 6.7(b)]. The combined data give Nc = 0.43(4) N0
and tc = 4.0(3) tn0 .
In Fig. 6.7 we connect our measured atom-loss rates with the per-particle kinetic energy of
the gas. We define the dimensionless per-particle loss rate
Γ = −tnṄ/N , (6.9)
which corresponds to Γ = A for the degenerate regime, and in the thermal regime
Γ ∝ N4/3/T2 ∝ (En/E)2 [c.f. Eq. (6.7), with E ∝ T].
Fig. 6.7(c) shows Γ plotted against (E/En), with all our data collapsing onto a single uni-
versal curve that has the crossover at Ec/En = 1.7(2). For comparison, in an ideal Bose gas
this energy corresponds to the rather high temperature T ≈ 3Tc, where Tc is the BEC criti-
cal temperature. In the unitary gas, on the other hand, we expect E/En to be of order unity
even in the T → 0 limit [178, 183–185]. These measurements do not distinguish between the
correlation- and heating-related contributions [178, 188, 191, 192, 208] to the initial growth of
E/En; for insight into this, we need to take a momentum-resolved approach.
6.3.2 Momentum-resolved dynamics
Now that we have an understanding of the N and E scaling laws, we next isolate the effects
of the lossless post-quench dynamics by using measurements of the momentum distribution,
nk. Our protocol mirrors that in the previous section [see Fig. 6.8(a)], and we once again use
our fastest ramp-out speed to minimise the conversion of atoms into molecules. We infer nk us-
ing the same procedure as in section 5.3.1: we take line-of-sight–integrated absorption images
along the axis of the cylindrical trap after expanding the cloud, average azimuthally, and use
the inverse-Abel to recover the three-dimensional nk. Our data have ≈ 20 experimental repe-
titions, over which we also average. Finally, we normalise nk such that
∫
dk 4πk2nk = 1. The
finite times of flight we use here mean that our nk are not quantitatively reliable for k . 2 µm−1.
We show our extracted nk for several thold in Fig. 6.8(b). These curves all correspond to a
fixed initial density of n0 = 5.1 µm−3. Fig. 6.8(c) highlights the main features of our experi-
mental observations; each curve here corresponds to the evolution of the momentum density
at a fixed momentum h̄k. We identify three separate stages: a rapid initial growth, followed by
a quasi-steady-state (dashed lines), and finally long-time heating. Interestingly, although the
timescales of these processes are all ∼ tn0 , they are clearly k-dependent; this feature is common
to k/kn0 & 0.8. For each k in this range, we identify the occupation at the plateau nk. We then
use sigmoid fits to the (log-)data (solid lines) to extract the half-way rise time τ, defined by
nk(k, τ(k)) = 12 nk(k).
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Figure 6.8 |Momentum-resolved dynamics of a degenerate Bose gas quenched to unitarity. (a) Quench
protocol. Our fastest ramp-out speed (1/R = 0.3 µs G−1) ensures minimal conversion of atoms into
molecules. (b) Momentum distribution nk for different hold times thold spent in the unitary regime. The
initial gas density is n0 = 5.1 µm−3, which sets the corresponding Fermi momentum kn0 = 6.7 µm
−1
and Fermi time tn0 = 27 µs. (c) Populations of individual k states as a function of thold. These show
an initial period of rapid growth, followed by saturation at (quasi-)steady-state values (dashed lines),
and heating at later times. We extract the initial-growth half-way times using sigmoid fits (solid lines).
Figure reproduced from [16].
We emphasise the k dependence of the timescales: the 1.0 kn0 data reach their plateau region
only after the 2.0 kn0 data have already begun to show the late-time heating. This illustrates
why a quantitative separation of the lossless and recombination dynamics has been historically
elusive. Here, instead, we separately extract nk for different k in order to piece together the
function nk(k). This does not represent the physical distribution of momenta within the gas at
any specific thold, but rather allows us to infer what the steady-state distribution would be in
the absence of atom loss and heating. We assume that at early times (of order tn0) the non-zero
k states are fed primarily from the BEC.
We plot the extracted τ(k) and nk(k) for three different n0 in Fig. 6.9, where all quantities
have been rendered dimensionless using the Fermi scales. Within our experimental errors, all
our data fall onto universal curves. Our data (within the experimentally accessible range of
momenta) are consistent with the scaling τ/tn0 ∝ kn0 /k at low k and τ/tn0 ∝ (kn0 /k)
2 at high
k, scalings which have been predicted for the emergence of a prethermal steady state [181,
182, 186, 192, 232]. This picture has Bogoliubov-like excitations at short times after the quench:
phonon-like excitations at low k and free-particle–like excitations at high k (c.f. section 2.8).
For this prethermal case, the mean-field energy of the weakly interacting theory is replaced by
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Figure 6.9 | Universal post-quench dynamics and steady-state momentum distribution in the degen-
erate Bose gas. We plot (a) the half-way rise time τ(k), and (b) the inferred steady-state nk(k), for three
different n0. Using the Fermi scales to express all quantities in dimensionless form collapses all our
data onto universal curves. The solid line in (b) corresponds to nkk3n0 = 1.53 exp(−3.62 k/kn0 ). Figure
reproduced from [16].
an energy of order En0 , the speed of sound is of order h̄kn0 /m, and the crossover between the
different k regimes happens at k ∼ kn0 . Finally, τ(k) is related to the dephasing time, given
approximately by the inverse excitation energy.
Turning now to nk, we see that over three orders of magnitude our data are well captured
by an exponential, nkk3n0 = A exp(−Bk/kn0), and we extract the fit parameters A = 1.53(3) and
B = 3.62(2). At face value, this previously unanticipated form implies a finite condensed frac-
tion of η = 1−
∫
dk 4πk2nk = 19(4)%. Our data do not feature the asymptotic nk ∼ 1/k4 form
expected at high k [233], but this does not affect our qualitative conclusion; η would change
by less than 3 % if nk were to change to this slower-decaying form beyond our experimental k
range. Our estimate of η is close to predictions for the prethermal state [181, 182, 186, 192, 232],
and we see qualitative similarities between our nk and the theoretical calculations for k . kn.
Emerging theoretical work [234] suggests that non-integrable three-particle processes may lead
to the exponential form we observe for k & kn, rather than the previously held expectation of
1/k4.
6.3.3 Correlation dynamics
Let us now shift our focus to the dynamics of correlations at unitarity. We probe the correlations
indirectly: we define ∆N to be the reduction in Nobs due to a slow ramp out (i.e., converting
some atoms to molecules), relative to our fastest 1/R = 0.3 µs G−1, and study its dynamics as
a function of thold. These ∆N(thold) are shown in Fig. 6.10(a) for three different N0, using the
same (slow) ramp out speed 1/R = 5.8 µs G−1. We rescale these same data in Fig. 6.10(b), plot-
ting the fractional ∆N/N against the dimensionless17 thold/tn0 ; we also include an additional
data series with a differentR. This aligns all our data horizontally, and apart from their heights
17 We use the Fermi scales for the initial density when normalising our data, since the relevance of tn is not a priori
clear once the clouds have significant thermal character.
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Figure 6.10 | Correlation dynamics of a degenerate Bose gas quenched to unitarity. We probe the
correlations indirectly by measuring ∆N, which is a measure of the number of molecules created during
the ramp out from unitarity. (a) We plot ∆N(thold) for different N0, but the same slow ramp-out speed
1/R = 5.8 µs G−1; the legend applies to both panels. (b) Plotting ∆N/N against the dimensionless
thold/tn0 shows the universal nature of the correlation dynamics. The grey shaded region corresponds
to the crossover time tc/tn0 = 4.0(4). We highlight the quasi-equilibrium reached for thold < tc in the
inset by replotting the data with a linear horizontal scale. Figure reproduced from [15].
all the curves look essentially the same, confirming that the initial gas density universally de-
termines the correlation dynamics.
The non-monotonic shape of the ∆N(thold) curves can be qualitatively understood by con-
sidering two competing effects. Firstly, it takes time (∼ tn0) for correlations to develop after
the interaction quench. Then, at long times, the correlations are lost again as the gas heats and
the phase-space density decreases (see also [229, 235]).
We note that Fig. 6.10(b) uses a log scale for the thold/tn0 axis. In the inset, we plot these
same data using a linear horizontal axis instead, in order to emphasise that the fractional ∆N/N
becomes essentially flat well before the crossover time tc/tn0 = 4.0(4). This implies that the
system reaches a quasi-equilibrium while it remains degenerate; in our homogeneous system
this implies a global (quasi)equilibrium (c.f. [208]).
Non-trivial dependence of the peak height ∆N/N could be a sign of Efimov trimer produc-
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Figure 6.11 |Double-quench method for measuring the Feshbach-dimer binding energies. (a) Quench
protocol (following [230]), showing an initial period thold during which correlations build, followed by
a period of evolution at finite a, tb, and a second, short pulse to unitarity of length tp = 8 µs. (b) Up-
per: Observed atom number Nobs as a function of tb, showing oscillations due to the energy difference
between the atomic and Feshbach-dimer states. We show for comparison the total measured atom num-
ber at tb = 0 using fast (dashed line) and slow (dash-dotted line) ramps out, as well as the tb → ∞
limit (dotted line) of an exponential fit to the long-tb data (solid line). These data have N0 = 144× 103,
a = 820 a0 between the pulses, and thold = 60 µs. Lower: A zoom in on the early-time dynamics, show-
ing the damped sinusoidal fits to the data, which we use to extract the oscillation frequency ωb. The
light-blue squares show similar data, but with a = 1380 a0, N0 = 50× 103, and thold = 64 µs. (c) The
extracted values of ωb are consistent with the theoretically-expected ∝ 1/(a − ā)2 dependence of the
dimer binding energy (solid line). We show additional frequency measurements (red points) obtained
using an rf-association technique [239]. Figure courtesy C. Eigen.
tion, and a corresponding breakdown of universality. Based on observations with 85Rb [210],
we believe it is likely that our post-quench gas contains Efimov trimers in the first excited state,
in addition to Feshbach dimers. The ≈ 1 µm on-resonance size of this state could set a scale
separating “small” densities from “large” ones [35, 236–238]. In general, a quantitative under-
standing of the correlation dynamics remains an interesting open problem for future work.
6.3.4 Binding energy of Feshbach dimers
We now take a brief aside to discuss the energies of Feshbach dimers, following the approach
in [230]. In Fig. 6.11(a) we show our double-quench protocol. Here, rather than probing the
unitary regime itself, we are simply using it as a tool to develop correlations in the gas over a
period thold, which subsequently result in the formation of molecules during a slow ramp back
out of the unitary regime. We allow the atom-molecule mixture to evolve for time tb at finite a,
before applying a second, short interaction-strength pulse of duration tp back into the unitary
regime. We then image the cloud as in the previous sections of this chapter and measure Nobs.
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We plot Nobs against the between-pulse time tb in the upper panel of Fig. 6.11(b). Here
we have used a scattering length a = 820 a0 between the unitary pulses; the gas has N0 =
144× 103, thold = 60 µs, and tp = 8 µs. The data show a clear oscillation, which corresponds
to the energy difference between the atomic and Feshbach-dimer states, that decays over ≈
100 µs (note the log scale on the horizontal axis). The horizontal lines mark various limits for
Nobs. The uppermost, dashed line corresponds to N (i.e., using a fast ramp out) with tb = 0,
where we effectively have a single quench of length thold + tp = 68 µs. The dash-dotted line
corresponds to Nobs (i.e., using a slow ramp out) for the same tb = 0. The dotted (horizontal)
line corresponds to the tb → ∞ limit of an exponential fit to the long-tb data (solid black line);
this differs from the dash-dotted slow-ramp data by < 10 %, and for lower-N data these two
agree perfectly.
In the lower panel of Fig. 6.11(b) we replot the early-time data on a linear time axis (dark-
blue circles) and also show similar data (light-blue squares) with a = 1380 a0, N0 = 50× 103,
thold = 64 µs, and tp = 8 µs. We fit these data with a damped sinusoidal oscillation
∝ exp(−tb/τ) sin(ωbtb + ϕ) (solid lines) to extract the oscillation frequency ωb, neglecting
the early times (dashed lines) for which the B field has not yet reached its steady-state value.
In section 2.5 we gave the dimer binding energy as h̄ωb = h̄




= a− ā , (6.10)
such that plotting
√
h̄/(mωb) against a should give a straight line. Fig. 6.11(c) shows exactly
this plot using the frequencies from Fig. 6.11(b), along with similar frequency data we have
obtained using rf association (e.g., [239], red diamonds). Both methods give frequencies con-
sistent with the theoretical prediction using the value ā ≈ 61.2 a0 corresponding to our internal
state.
6.4 Thermal Bose gases quenched to unitarity
In this section we turn from degenerate gases to thermal ones. Here we benefit from the sim-
plification that, although both the lossless and recombination dynamics are slowed down com-
pared to the degenerate gas, the three-body recombination is slowed down more [179,206,207],
leading to a better separation of the two timescales. For instance, we can now identify an in-
termediate plateau region in the evolution of the per-particle kinetic energy, E(thold), shown in
Fig. 6.12(a), separating the rapid initial growth for thold . 100 µs from the later-time heating;
the later-time dynamics match the recombination-heating theory [206] (see section 6.1.1). The
shape of the E(thold) curve now directly displays the two-stage dynamics that only became
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Figure 6.12 | Dynamics of a thermal Bose gas quenched to unitarity. The initial gas density and tem-
perature in (a)-(d) are n = 5.6 µm−3 and T = 150 nK. (a) The rapid initial growth (thold . 100 µs) of
the per-particle kinetic energy E is separated from the heating stage at thold  100 µs. The solid line
is the prediction for recombination heating. (b) Momentum distribution nk for selected hold times at
unitarity. The distribution reaches a quasi-steady state in the first ≈ 60 µs; we measure an almost iden-
tical distribution at thold = 126 µs. (c) Changes in population, 4πk2δnk, as a function of k and thold. The
population remains essentially constant for k0 = 6.0 µm−1. (d) Fixed-k cuts through the plot in (c). Solid
lines are sigmoid fits for extracting the half-way rise times τ(k). (e, f) Extracted τ and change in the
spectral energy density, δε(k) ∝ k4δnk (between the pre-quench and steady states). The blue data have
n0 = 5.6 µm−3 and T = 150 nK; the additional red data have n0 = 1.3 µm−3 and T = 70 nK. Figure
reproduced from [16].
apparent for the degenerate-gas case after resolving the dynamics in k (e.g., Fig. 6.8).
We focus now on the early-time dynamics, for thold . 100 µs. As seen in Fig. 6.12(b), this
suffices to extract the intermediate steady-state properties across our whole k range, since nk is
almost identical for thold = 60 µs and thold = 126 µs. In the degenerate-gas case, we made the
assumption that the macroscopically occupied BEC acts as the primary source of particles for
the growth of all other k modes. Now considering the thermal gas, even before the quench to
unitarity, there is a significant population in k states up to the thermal-wavelength scale, i.e.,
nk is substantial for all k . 1/λ. We therefore look at the redistribution of particles in k space
in terms of the change δnk(k) with respect to thold = 0 and the corresponding change δε in the
spectral energy density, ε = h̄2/(2m)× 4πk4nk.
We plot the time-resolved population changes, 4πk2δnk, as a function of k and thold in
Fig. 6.12(c). One sees that there is a special momentum k0 for which the population does not
change appreciably for thold . 100 µs, and which divides the k domain into regions with de-
creasing (blue) and increasing (red) populations. Fig. 6.12(d) shows vertical cuts through the
data from Fig. 6.12(c), for k = k0, and a representative k value from each of the depletion and
growth regions. We fit sigmoids to these data for all k where we can clearly identify that the
population either grows or declines, and use the fits to extract half-way rise times τ(k) and the
steady-state δε(k). Near k0, where 4πk2δnk is small for all thold, we cannot assign a correspond-
ing τ.
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Figure 6.13 |Universal functions for the thermal Bose gas quenched to unitarity. (a, d) Plotting τ and δε
as functions of kλ horizontally aligns our data for 15 different combinations of n0 and T. (b, e) Assuming
the scaling forms ts ∼ tαtn0 and Es ∼ EαEn0 (kBT)βE for the characteristic time and energy scales respectively,
we optimise the exponents to best collapse our data. We find αt ≈ βt ≈ 12 , and αE ≈ 1 and βE ≈ 0.
(c, f) The dimensionless τ/
√
tn0 tλ and δε/(λEn0 ) are universal functions of kλ to within the experimental
scatter. Figure reproduced from [16].
We plot the extracted τ(k) and δε(k) in Fig. 6.12(e, f), for two different combinations of n
and T. The δε(k) curve conveys both the redistribution of particles from k < k0 (where δε < 0)
to k > k0 (δε > 0), as well as the total per-particle energy ∆E deposited during the thold . 100 µs
dynamics, given by the area under the curve ∆E =
∫
dk δε.
6.4.1 Universal laws for the redistribution of momenta
We now empirically investigate whether the τ(k) and δε(k) curves can be scaled to give univer-
sal dimensionless functions. We find that the natural scale for k is independent of n0, and given
simply by 1/λ [11], where we evaluate λ for the pre-quench T. In Fig. 6.13(a, d) we plot τ and
δε/λ against kλ, for 15 different combinations of n0 and T; we include the additional factor of
1/λ when plotting δε in order to preserve the integral ∆E. We see horizontal alignment of the
curves in both cases, and identify the dimensionless k0λ = 4.40(2).
It remains to determine whether these curves can be collapsed vertically; since they are in
general dependent on both n0 and T, we have two possible timescales, and two possible energy
scales to consider in the process. We introduce a general scaling time ts(n0, T) and energy
Es(n0, T), and assume scaling forms ts ∝ tαtn0 t
βt
λ and Es ∝ E
αE
n0 (kBT)
βE , with tλ = h̄/(kBT). To
determine the α{t, E} and β{t, E} that best collapse the data, we evaluate the standard deviation
across all 15 combinations of n and T at fixed kλ, and integrate over our full kλ range to give the
figure of merit σ. We normalise σ by its value in the absence of any scaling, which we denote
σ0. Our analysis treats α{t, E} and β{t, E} as independent, however on dimensional grounds we
expect αt + βt = αE + βE = 1.
94
6.5 Conclusion
Fig. 6.13(b, e) shows the results of our analysis. For the ts scaling, we find that αt ≈ βt ≈ 12
corresponds to the minimum of σ, suggesting that ts =
√
tn0 tλ. For the Es scaling, we find
αE ≈ 1 and βE ≈ 0 minimises δ, corresponding to Es = En0 . Fig. 6.13(c, f) shows the data from
Fig. 6.13(a, d) scaled according to these results, and we see that these time- and energy scales
do indeed collapse our data onto universal dynamic and thermodynamic functions.
We interpret the ts scaling as follows. Since the particles do not overlap in a thermal gas, in
order to feel the unitary interactions following the quench, they must first meet. The character-
istic time until this meeting takes place is given by the ratio of the interparticle spacing n−1/30 to
the characteristic thermal velocity h̄/(mλ), such that ts ∝ n−1/30 λ ∝
√
tn0 tλ, in agreement with
our empirical result.
The Es scaling is rather unexpected: it implies that although δε(k) depends on both n0 and
T, its integral is no longer T-dependent. The lack of T dependence suggests that the thermal-
gas ∆E/En0 should be equal to the degenerate-gas E/En0 (c.f. section 6.3.2). From the data in
Fig. 6.13(f) we estimate ∆E/En0 = 0.7(1), bearing in mind that we do not observe the very-
high-k tails (for kλ & 12) of the distribution. The exponential form of nkk3n0 in Fig. 6.9(b) gives
a consistent E/En0 = 0.74(4).
6.5 Conclusion
We have presented here comprehensive studies of a Bose gas quenched to unitarity. Using both
thermal and degenerate gases, we have characterised the particle-loss, energy, and correlation
dynamics in the gas. For the degenerate gas in particular, by examining the dynamics in a
momentum-resolved fashion we were able to separate the lossless dynamics from the dissipa-
tive ones. This allowed us to identify a steady-state distribution that has a condensed fraction
≈ 20 %. For the thermal gas, we identified universal functions for the dynamics and thermody-
namics of the gas. Our experiments provide quantitative benchmarks and raise new questions
for the theory of unitary Bose gases.
In the future, it would be interesting to explore the composition of the atom-molecule mix-
tures that we form, including both dimer and Efimov trimer states, as well as the dependence
of the composition on the initial gas density. This may provide deeper insight into the elusive
Efimov trimers, for which theorists have predicted the exciting possibility of a novel molecular
superfluid state [175].
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In the previous three chapters, we discussed a number of interesting aspects of the out-of-
equilibrium homogeneous Bose gas. In doing so we have spanned the range of repulsive inter-
actions, moving progressively further away from the relative comfort of the weakly interacting,
equilibrium Bose gas. Our three-body-recombination cooling study in chapter 4 assumed that
displacements from equilibrium were infinitesimal, and we showed that the effect is expected
in the weakly interacting limit, with na3 . 10−7. Our study of bidirectional dynamic scaling
in chapter 5 saw us increase the gas parameter into the range 1.5× 10−7 . na3 . 8× 10−5,
and explicitly required that we prepare the gas in a far-from-equilibrium initial condition; here
we could nevertheless readily calculate what the corresponding new equilibrium would be.
Finally, our experiments on the unitary Bose gas took us into the unfamiliar and exotic strongly
interacting regime with na3 & 1.
We now take a step back, and outline a few possible future research avenues that share
similar themes with the projects we have discussed in this thesis.
Interaction shift of the critical temperature. At weak-to-moderate interaction strengths in a
homogeneous Bose gas, condensation is believed to occur at a lower phase-space density than
the ideal-gas critical value of 2.612 [39]. Mean-field theory offers a qualitative explanation for
this: since there is no exchange interaction for Bose-condensed atoms, an atom can lower its
interaction energy by leaving the thermal fraction of the cloud in favour of the condensate.
Mean-field theory is, however, unable to make quantitative predictions for the corresponding
shift in the critical temperature in a homogeneous gas, since it incorrectly predicts that the BEC
transition will be first order. After several decades of debate [240–243], a general consensus has






Whilst a beyond-mean-field contribution has been seen indirectly in harmonically trapped
Bose gases [244], our experimental platform is a promising setting for observing this shift di-
rectly. We note, however, that any residual curvature of the trapping potential produces a shift
of opposite sign. It is therefore possible that our ∼ r15 potential will not suffice for measuring
shifts of typically only a few percent. To that end, we are considering the installation of a digital
micromirror device to (partially) replace our phase spatial light modulator. This has potential
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for both the improved trap-wall resolution needed for precision Tc-shift measurements, but
also offers the exciting possibility for moveable trap walls (at up to ≈ kHz frequencies).
Molecular spectroscopy and Efimov physics. We are exploring spectroscopic techniques
(e.g. [230, 239]) for probing molecules and/or creating them using rf association from the con-
tinuum. We hope to use these techniques to study Efimov trimers. In the context of the unitarity
experiments we presented in this thesis, we would like to have more technical flexibility and
control over the B-field ramps that we use to enter and leave the unitary regime. We have
plans to develop control electronics that directly feed back on the current flowing through the
fast auxiliary coils. Here the main challenge is timescales, since we require≈ 1 MHz bandwidth
for the feedback circuitry. Ideally, these driving electronics could serve to create both top-hat
pulses in the magnetic field, as well as a relatively flat-response amplifier for sinusoidal signals
from DC through ≈ 1 MHz. In addition, we would like to develop a method for directly imag-
ing any molecules that we create; this is in contrast to the methods we have described in this
thesis, where we detect the molecules’ absence.
Dimensionality. The quasi-2D 39K experiment in our research group also offers some ex-
citing prospects with connections to the work we have discussed in this thesis. In terms of
non-thermal fixed points, experiments in 2D have access to the defects (i.e. vortices) that are
formed in a strong cooling quench, which would offer a fresh perspective on the physics. Not
only would experiments with a 2D gas bridge the gap between our 3D experiments and the
1D gases [119, 146], but the shift from the second-order BEC transition to the infinite-order





Both the dynamics of a condensate [22], as well as other highly occupied momentum states [155],













Here we outline a method for integrating this equation efficiently for three-dimensional prob-
lems.
Implementation
We discretise ψ on a three-dimensional grid of typically 1283 points, with single-precision
floating-point values for each of the real and imaginary parts of ψ at each point. Starting from
a known state ψ(r, t), it is our goal to determine ψ(r, t + ∆t) = ψ(r, t) + ∆ψ(r, t). We evaluate
the increment ∆ψ(t) using a Runge–Kutta (RK) method [245]. Specifically, we use the so-called
“classic” or fourth-order RK method, which boasts single-step errors ∼ ∆t5, and a total accu-
mulated error ∼ ∆t4. The method may be summarised as follows. Denoting ψ′(t, ψ) = ∂ψ/∂t
from Eq. (A.1), one can define four successive approximations to the rate of change of ψ within
the time interval from t to t + ∆t, namely:
K1 = ψ′(t, ψ) , (A.2a)
K2 = ψ′(t + 12 ∆t, ψ +
1
2 ∆tK1) , (A.2b)
K3 = ψ′(t + 12 ∆t, ψ +
1
2 ∆tK2) , and (A.2c)
K4 = ψ′(t + ∆t, ψ + ∆tK3) . (A.2d)
Here, each of the Ki, as for ψ itself, are functions of (r, t). Finally, we set
ψ(r, t + ∆t) = ψ(r, t) + 16 (K1 + 2K2 + 2K3 + K4) . (A.3)
We note that the kinetic-energy term Ĥkin of Eq. (A.1) is diagonal in the momentum ba-
sis, but the remaining potential and interaction terms are diagonal in the position basis. It is
therefore computationally advantageous to evaluate them separately in their natural bases by
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transforming ψ between the position and momentum bases with a Fourier transform. We must
perform one forward- and one inverse-Fourier transform for each of the Ki. The eight total
transforms are the most computationally expensive part of evaluating the increment ∆t, but
these operations are also highly parallelisable. We therefore perform the full evolution on a
graphics processor (GPU), which is by design better suited to parallelisable problems than the
central processing unit. Optimised libraries for evaluating Fourier transforms with NVIDIA
GPUs are available in the NVIDIA CUDA toolkits.
Our GPE-integration code is available at https://github.com/jakeglidden/gpu gpe.git.
Imaginary-time evolution
If we choose to integrate Eq. (A.1) with an imaginary timestep ∆t → i∆t, it then describes the
decay of ψ. In imaginary-time evolution, excitations decay at a rate proportional to their en-
ergy, and so ψ asymptotically approaches the system ground state, although the wavefunction
amplitude also decreases as the time advances further along the imaginary axis. Renormalis-





Here we provide additional information about possible applications of the Bragg spectroscopy
available on our experiment (see section 3.3.3). We first highlight techniques that have been
used in the research group previously, and are potentially relevant for future extensions of the
work in this thesis, before outlining our own idea for a Bragg thermometer.
Measurement of the correlation function. Bragg techniques can be used to measure the first-
order correlation function g(1)(r), as was done in [116], inspired in turn by [162]. The supple-
mentary information accompanying [116] explains the method in detail. The basic idea is to
use a short Bragg pulse to create a small “copy” of the cloud that moves along the Bragg axis.
The short pulse length ensures a broad frequency span, so that all k modes of the gas are ef-
fectively on resonance. We then wait for a short time t, while the moving “copy” cloud shifts
by a distance x = h̄qt/m, where q is the momentum imparted by the Bragg pulse. A second
Bragg pulse is then applied, which causes the “main” and “copy” clouds to interfere with one
another. Finally, the Bragg-diffracted atoms are allowed to fully separate from the main cloud.














sin2 θ , (B.1)
where L is the trap length along the Bragg axis, and θ is the area of each Bragg pulse (in the
sense that θ = π corresponds to a complete transfer of atoms from the stationary “main cloud”
into the moving “copy”). This result assumes that the separation x < L.
Resolving the condensed and thermal components. Our box-trap experiment features a homo-
geneous gas density, and excellent overlap between the thermal and Bose-condensed compo-
nents. A small drawback, however, is that the momentum distribution of a saturated thermal














which diverges as k−2 for k→ 0. Unfortunately, this is exactly the k-region where a BEC forms,
101
Appendix B
and so it can be difficult to resolve the two gas components in momentum space (a peak on top
of another peak).
Ref. [246] offers a possible solution: again the paper’s accompanying supplementary infor-
mation is very useful. To separate the condensed and thermal components, the authors switch
off the interactions between atoms, then apply a resonant Bragg pulse. The effective momen-
tum width of the Bragg pulse (set by the intensity of the light) is chosen to coincide with the
momentum width of the condensed component. Then, for a pulse of area θ = π, they find that
the majority (& 95 %) of the condensed component is diffracted and begins to move along the
Bragg axis. A measurement can then be performed once the two components have separated.
Bragg thermometry. Here we apply an approach similar to above, but we will be addressing
a slightly different question. We consider a partially condensed 3D homogeneous Bose gas,
and we focus on its momentum distribution along the x axis, i.e., after having integrated over





















respectively, assuming a fully Thomas–Fermi density distribution for the condensate. Here L
is the trap length, λ is the thermal wavelength, and ζ( 32 ) ≈ 2.612 is a value of the Riemann
zeta function. Assuming a thermal fraction η with arbitrary (but known) dependence on the
temperature T, the combined density distribution is then
ntot(kx) = ηnth(kx) + (1− η)nBEC(kx) . (B.6)
During a Bragg pulse, atoms undergo Rabi oscillations between two different k states. In










where Ω is the Rabi frequency (set by the beam power) and δ is the detuning from resonance.
Assuming the Bragg beams are tuned to resonance for the k = 0 mode and impart a momentum
q, we can express δ in terms of kx using the Doppler term from Eq. (3.7), δ = h̄kxq/m. The













Since, after integrating, the right hand side is effectively only a function of the temperature T
for fixed box- and Bragg parameters, the transferred fraction constitutes a measurement of the




We use the inverse-Abel transform to reconstruct the three-dimensional momentum distribu-
tion nk from the two-dimensional profiles n
(2D)
k obtained from our absorption images. Our 2D
profiles are the integral of the three-dimensional distribution along the line of sight. If the 3D

























Formally, this requires that the 3D distribution nk falls to zero faster than 1/k.
It is useful to consider the following special case: where n(2D)k (k) is a power law for all k
above some threshold k0, i.e. n
(2D)
k (k > k0) ∼ k−γ, the inverse-Abel transform yields nk(k >
k0) ∼ k−(γ+1). Note that this result is not strictly true if the power law does not extend to
k→ ∞.
Since our n(2D)k is discretised, with k
′
i ∈ {k′1, k′2, ..., k′m−1, k′m}, we implement the integral as a
sum, and differentiate n(2D)k using finite differences. We also separate out the first term in the
sum (at k′ = k) and analytically approximate its contribution avoid divergent behaviour in the
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