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Abstract
  This thesis consists of two parts. In the first part, the stochastic iteration approach is
proposed for signal set design. A fundamental stochastic iterative algorithm without
energy constraint is proposed, which models a stochastic dynamic system using the
detection probability of a signal set as energy function. Based on this fundamental
algorithm, four practical stochastic iterative algorithms are proposed with respect to two
energy constraints (the average energy constraint and the equal energy constraint) and two
operation modes (sequential mode and batch mode). To study the performance of these
proposed algorithms, many simulation experiments are carried out. Among these
simulation experiments are the studies of almost all existing theoretical results, which
include the optimality of the L1 signal set (consisting of a pair of antipodal signals and
some zero signals), the optimality of the L2 signal set (consisting of three signals located
at the vertices of an equilateral triangle and some zero signals), the truth of the weak
simplex conjecture and two of Dunbridge’s theorems. The L2 signal set is newly
discovered by the simulation and its optimality is shown in this thesis. Given the same
conditions as those in the above theoretical results, the proposed algorithms always
converge to the signal set proved optimal in theory. The influence of SNR and a priori
probabilities on signal set is investigated via simulation. As an example of application of
the proposed algorithms to practical communication system design, in the scenario of
satellite communications in which SNR is very low, the signal sets of eight 2-D signals
are studied by simulation. Two signal sets better than the practically used 8-PSK set are
found in the SNR range of practical satellite communications. All simulation results show
promise of the proposed algorithms.
  In the second part of this thesis, optimal properties of the L2 signal set are analyzed in
the SSC condition (equal a priori probability and average energy constraint) at low
signal-to-noise ratios. We first discuss the properties of the mean width of the polytope
generated by a signal set. Then two classes of signal sets are analyzed. The first to be
analyzed is the class of 2-D signal sets E(M,K) (consisting of K signals equally spaced on
a circle and M− K zero signals).  The L2 signal set is proved to be unique optimal in theIII
class of signal sets E(M,K) and further proved to be unique optimal in 2-D space. The
class of signal sets S(M,K) (consisting of a regular simplex set of K signals and M− K zero
signals) then is analyzed. It is shown that the strong simplex conjecture for M≥ 4 is
disproved by any of the signal sets S(M,K) for 3≤ K≤ M− 1 and is also disproved by S(M,2)
(i.e., the L1 signal set) if M≥ 7. It is proved that the L2 signal set is the unique optimal
signal set in this class of signal sets S(M,K) for all M≥ 4. This disproves the strong
simplex conjecture for all M≥ 4 and also leads to the extension of the following results
obtained by Steiner for all M≥ 7 to all M≥ 4: (1) there is no signal set which is optimal at
all signal-to-noise ratios; (2) with average energy constraint, the optimal solution as SNR
approaches zero is not an equal energy solution. Several other results are also obtained.
Finally, we show that for M≥ 7, there exists an integer K′ <M such that any of the signal
sets E(M,K) for 4≤ K≤ K′  disproves the strong simplex conjecture.
  In this thesis, we found that many signal sets can disprove the strong simplex conjecture
for M≥ 4, although the strong simplex conjecture is long-standing and was not disproved
for many years.IV
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Chapter 1
Introduction
    The design of efficient signal sets for transmission over channels which are
contaminated by Gaussian noise has been an active area of research for many years. A
signal set that is more efficient than another will typically result in a comparable savings
in transmitted energy. Hence the determination of optimal signal sets is an important
problem from a practical communication perspective as well as from a theoretical
standpoint. However, the optimal selection of signal vectors embedded in even the most
fundamental type of noise, white Gaussian noise, is not known in general. In 1948, it was
conjectured that, with finite energy constraints but without constraint on dimension of
signal space, the M optimal signal vectors are vertices of a regular simplex in (M− 1)-
dimensional signal space [2]. This conjecture is referred to as the strong simplex
conjecture (SSC) when the signal vectors are constrained only by an average energy
limitation, and as the weak simplex conjecture (WSC) when the signal vectors are equal-
energy-constrained.
  Under assumption that signal vectors have equal energy, Balakrishnan proved [3] that
the regular simplex is (1) optimal (in the sense of maximizing the detection probability)
as λ  goes to infinity, (2) optimal as λ  goes to zero, and (3) locally optimal at all λ , where
λ
2 is the signal-to-noise ratio. Dunbridge proved further [4] that under an average energy
constraint the regular simplex is (1) the optimal signal set as λ  goes to infinity and (2) a
local extremum at all λ . For the case of M=2, the regular simplex has been proved to be
optimal at all λ  for both the average and equal energy constraint. Dunbridge proved,
under an average energy constraint, that the regular simplex with M=3 is optimal as λ
goes to zero. Work on the weak simplex conjecture in [5] was shown by Farber in [6] to
prove this conjecture for M<5.2
    In 1994, Steiner published several new results [1]. The major result is that a
counterexample signal set, the L1 signal set, was found and disproved the strong simplex
conjecture. It was proved that the L1 signal set is better than the regular simplex signal set
at low signal-to-noise ratios for all M≥ 7. This leads to the result that, for all M≥ 7, there is
no signal set of M signals which is optimal at all signal-to-noise ratios. Furthermore, the
optimal signal set at low signal-to-noise ratios is not an equal energy set for any M≥ 7. The
regular simplex is shown to be the unique signal set which maximizes the minimum
distance between signals. It follows that a signal set which maximizes the minimum
distance is not necessarily optimal. This implies that the criterion of maximizing the
minimum distance of signals, which is usually used in signal set design, is not necessarily
valid in all conditions. The L1 signal set is proven to be the optimal signal set in 1-D
signal space. Steiner’s work changed our view on optimal signal set design. It is clear that
the optimal signal set can only be given in the sense that the dimension of signal space,
number of signals, a priori probabilities, signal-to-noise ratio and energy constraint of a
signal set are given. However, all previous results were obtained only in some simple
cases. It is desirable to establish a constructive method to find better signal sets under
these conditions.
  In Chapter 2 of this thesis, we propose stochastic iteration approach to signal set design.
The detection probability of a signal set is considered to be an energy function of a
stochastic dynamic system. The signal set design problem is viewed as the problem of
finding an attractor of the stochastic dynamic system. Based on this view, a fundamental
stochastic iterative algorithm is derived from the correct detection probability, which is
desired to be maximized in signal set design. No restrictions on the dimension of signal
space, number of signals, a priori probabilities, signal-to-noise ratio and energy
constraint are imposed on the fundamental algorithm. On the basis of the fundamental
algorithm, four practical stochastic iterative algorithms are established with respect to two
energy constraints and two operation modes.
  In Chapter 2 of this thesis, simulations of the proposed algorithms are carried out under
various conditions. Under the conditions of average energy constraint and equal a priori
probabilities at low signal-to-noise ratios in 1-D signal space, it is observed that the3
algorithms always converge to the L1 signal set; this verifies the property proved by
Steiner that the L1 signal set is the optimal set in one-dimensional space. Under the same
conditions but in two- and higher-dimensional signal space, we find that the algorithms
always converge to a signal set called the L2 signal set. The algorithms in the conditions
of equal energy constraint and equal a priori probabilities always converge to a regular
simplex set for M=2,3,...,n+1 and n=2,...,7, which implies that the weak simplex
conjecture is true. Theorem 4 of Dunbridge in [4] is also verified by simulation. The
influence of a priori probabilities on signal sets is also observed. It is also demonstrated
that with different signal-to-noise ratios the algorithms converge to different signal sets in
the SSC condition, which confirms the results of the theoretical analysis for M≥ 7 in [1]
and for M≥ 4 in Chapter 3 of this thesis that there are no signal sets which are optimal at
all signal-to-noise ratios. The convergent performance of the algorithms in sequential and
batch modes is compared via simulation. Finally, application of the proposed algorithms
to practical communication system design is also considered. As an example, in the
satellite communication scenario, the 2-D signal sets of eight signals are studied by
simulation. Two signal sets are found which are shown to be better than the 8-PSK set in
a large SNR range.
  In Chapter 3, the properties of the optimality of the newly-discovered L2 signal set are
studied in the SSC conditions at low signal-to-noise ratios. It is proved that the L2 signal
set is better than the L1 signal set and better than the regular simplex at low signal-to-
noise ratios for all M≥ 4. This extends some of the results obtained by Steiner for M≥ 7 to
all M≥ 4. This also disproves the strong simplex conjecture for 4≤ M≤ 6 and disproves it
again for all M≥ 7. This leads to the result that for all M≥ 4 there are no signal sets which
are optimal at all signal-to-noise ratios. The optimal solution as λ → 0 is not an equal
energy solution for all M≥ 4.  Furthermore, it is proved that the L2 signal set is the unique
optimal signal set in two-dimensional signal space. Finally, it is proved that the L2 signal
set is the unique optimal signal set in the class of signal sets S(M,K) that include all the
regular simplex sets, the L1 signal set, the L2 signal set and all other similar sets that
consist of a regular simplex and some zero signals.4
                                                                                                
Chapter 2
Proposed Stochastic Iterative algorithms
    In this chapter, we formulate the problem of optimal signal set design, propose the
stochastic iterative algorithms and report the simulation results of the proposed
algorithms.
2.1 Problem formulation
  Given one of M signals si∈ R
n for i=1,...,M transmitted through a channel contaminated
with additive white Gaussian noise. After transmission we receive a vector
y = si + n, i=1,...,M (2.1)
and wish to determine which of the M signals was transmitted, where y, n∈ R
n and n is a
zero mean Gaussian vector with covariance matrix equal to the n by n identity matrix.
The optimal detector in terms of maximizing the average probability of correct detection
chooses the signal si such that f(y| si)pi is maximized, where f(y| si) denotes the probability
density function of y conditioned on the transmission of s i, and pi is the a priori
probability of the ith signal. f(y| si)pi can be written as
fp p ii n i
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By defining5
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+ log pi, (2.3)
we find that f(y| si)pi is maximized when the signal corresponding to the maximum of ei(y)
is chosen. The average probability of correct detection is
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are decision regions. The probability of correct detection can be rewritten as
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It is clear that (2.6) can be rewritten further as
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where we note that z is an n-dimensional Gaussian vector with zero mean and n by n
identity covariance matrix. fZ(z) is the probability density function of Z defined as6
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1
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  The task of optimal signal set design is, given the number M of signals, dimension n of
signal space, a  priori probabilities pi’s of signals, signal-to-noise ratio and energy
constraint of signal set, to find a signal set such that the correct detection probability Pd is
maximized.
2.2 Two special constraints
  A special case of the a priori probabilities is equally likely signals, which means that the
a priori probability of every signal is identical to 1/M. Most optimal signal set design
results obtained previously, including the simplex conjectures and Steiner’s result, are
based on this condition. In practical communication systems, the equally likely signal sets
are also commonly considered.
  The energy constraint is usually imposed in the following ways:
  1)  Average energy constraint: the average energy of a signal set is defined as
1
M
si
2
i= 1
M
∑ =λ
2, (2.9)
where λ
2 is called the signal-to-noise ratio (SNR) of the signal set, and ||   ||  denotes the l2
norm.
  2) Equal energy constraint: each signal has equal energy,
||  si ||
2=λ
2, i=1,...,M. (2.10)
  In this thesis, the condition that a signal set is equally likely and is average-energy-
constrained is referred to as the strong simplex conjecture (SSC) condition. And if a
signal set is equally likely and is equal-energy-constrained, it is referred to as under the7
weak simplex conjecture (WSC) condition. We define SSC and WSC conditions in this
way because the strong and weak simplex conjectures were made in the SSC and WSC
conditions, respectively.
2.3 Proposed stochastic iterative algorithms
    Optimal signal set design can be viewed as a problem of finding attractors of a
stochastic dynamic system. The detection probability given above can be treated as an
energy function of the stochastic dynamic system, and its maximum points that are locally
optimal signal sets, are the attractors of the system. Based on this view, the task of
optimal signal set design becomes first to properly establish the stochastic dynamic
system, and then to let the dynamic system operate in some desired conditions and
automatically converge to an attractor, or a signal set.
  The gradient of the detection probability Pd with respect to si is given by
     () () ∇= + − ∫ ∑ ∫
=
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M
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V
i Pe f d e f d
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where  ∆ Vj is the boundary displacement of decision region Vj produced by the
displacement of the ith signal from si to si+dsi. The sum term is negligible compared with
the second term, the integral over Vi. Considering the following deterministic gradient
iterative algorithm,
si(k + 1) = si(k)+ α (k)∇ iPd(k), i=1,2,...,M, (2.12)
where k denotes discrete time or updating step, ∇ iPd(k) is the gradient of the detection
probability Pd with respect to si evaluated at time k, and α (k) is an updating coefficient.
The adjustment of si made in (2.12) is always towards the direction of the gradient of Pd
and so towards the direction along which Pd becomes larger. Theoretically, we can find a
better signal set by using the algorithm (2.12). The difficulty in using it is the8
computation of integrals over different decision regions Vj presented in (2.11) at each
iteration.
  In this thesis, we propose the use of stochastic iterative algorithms.
2.3.1 The fundamental stochastic iterative algorithm
  Let {z(k)} denote a sequence of i.i.d. Gaussian random vectors with zero mean and n by
n identity covariance matrix. The fundamental algorithm is proposed as follows.
  Algorithm 1 (Fundamental algorithm)
  Given si(0), i=1,2,...,M;
  Assume ei(k)= max
1≤≤ jM ej(k), where
ej(k)= z
T(k)sj(k)−
1
2
s j
T(k)sj(k)+ log pj, j=1,2,...,M. (2.13)
  Compute
() ( ) ∆ sz s ii i ke k k k () e x p () () () =− . (2.14)
  Update signal vectors by
si(k + 1) = si(k)+ α (k)∆ si(k), (2.15)
and
s j(k + 1)= sj(k), j≠ i, j=1,2,...,M. (2.16)
  We require that the sequence of updating coefficients {α (k)} satisfy:9
  i) α (k)>0,
  ii)  α (k)=∞
k= 0
∞ ∑  and
  iii)  α
2(k)<∞
k= 0
∞ ∑ .
  We assume that the sequence of updating coefficients in all proposed algorithms in this
thesis satisfy these three conditions. The conditions on α (k) are fairly common for
stability of this class of stochastic dynamic systems. The fundamental algorithm
represents a stochastic dynamic system driven by the random sequence {z(k)}. This
stochastic iterative algorithm approximates the iterative deterministic algorithm (2.12) in
the stochastic sense. The key idea is to approximate the integral in (2.11) as a summation
of effects driven by infinitely many samples of the i.i.d. Gaussian random vectors. In
Algorithm 1, no energy constraint is imposed on the signal set. Algorithm 1 operates in
sequential mode. By using the theory developed in[7]-[9], we analyze the dynamic
behavior of Algorithm 1 in the following case.
  Proposition 2.1: Assume the signal set contains two one-dimensional signals, and pi≠ 0
for i=1,2. Given initial signals si(0), i=1,2, and s1(0)≠ s2(0). By the updating rule given by
Algorithm 1, s1(k) and s2(k) converge to two opposite infinities in R, respectively, with
probability one.
  The proof of Proposition 2.1 is given in Appendix. The result of Proposition 2.1 verifies
the general result on the optimal signal set of two signals, that is, the optimal signal set of
two signals is the opposite infinities if no energy constraint is imposed.
  In the Appendix, (A.7) and (A.8) show that when the distance between the two signals is
large, the speed of the signal change along the trajectory is slow. In other words, if the
signal-to-noise ratio is large, the proposed stochastic iterative algorithm converges very
slowly to a signal set. This is also true for the four energy-constrained algorithms
proposed below, which is verified in our simulation in various cases.10
2.3.2 Energy-constrained algorithms in sequential mode
  In practice, the energy of a signal set has to be constrained because no physical system
can provide infinitely large energy. One of the necessary conditions for an optimal signal
set under the average energy constraint is that the signal vectors must satisfy the
following symmetric condition [4]
pjsj
j= 1
M
∑ = 0. (2.17)
  By considering the symmetric condition and average energy constraint, the following
practical  algorithm  is proposed.
  Algorithm 2 (Average energy constraint, sequential mode)
  Given initial signal vectors si (0), i=1,2,...,M, which satisfy conditions (2.9) and (2.17).
  Assume ei(k)= max
1≤≤ jM ej(k). Compute ∆ si(k) by (2.14). Update the signal vectors by
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  Algorithm 2 guarantees that the signal set satisfies the symmetric condition and average
energy constraint at every updating step. In the algorithm, when the ith signal vector is
adjusted by α (k)∆ si(k), each of the other M− 1  signal  vectors  is  adjusted  by                        
− piα (k)∆ si(k)/ (1− pi) to keep the symmetric condition. In order to avoid cumulative
quantization errors, we use (2.20) rather than c=piα (k)∆ si(k)/ (1− pi) to obtain the
displacement c. The scaling in (2.21) does not affect the signals satisfying the symmetric
condition. For equally likely signals, pi=1/M for i=1,2,...,M. In this case, i.e., in the SSC
condition, c=α (k)∆ si(k)/ (M− 1).
  The following algorithm is proposed for equal energy constraint.
  Algorithm 3 (Equal energy constraint, sequential mode)
  Given initial signal vectors si(0), i=1,2,...,M, which satisfy condition (2.10).
  Assume ei(k)= max
1≤≤ jM ej(k). Compute ∆ si(k) by (2.14). Update signal vectors by
si(k + 1) = λ
si(k)+ α (k)∆ si(k)
si(k)+ α (k)∆ si(k)
(2.22)
and
s j(k + 1)= sj(k), j≠ i, j=1,2,...,M.12
2.3.3 Energy-constrained algorithms in batch mode
    According to (2.13) and (2.14), if the signal-to-noise ratio is large, the amount of
adjustment given by (2.14) at each step is very small with high probability. In other
words, in practical operation, the amount of adjustment of signal vectors is tiny in most
updating steps. This results in slow convergence or even failure of convergence at high
signal-to-noise ratios. We notice that in the sequential algorithms given above, only one
sample is used in each updating step. In order to speed up the convergence, algorithms in
batch modes are established.
  Given i.i.d. Gaussian vectors zl, l=1,2,...,L, with zero mean and n× n identity covariance
matrix. After omission of sum term, (2.11) can be approximated in the Monte Carlo sense
as
() ( ) ∇= −
∈∑ id i l
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li Pk e k
li
() e x p ( ) ()
()
zzs
z
, i=1,2,...,M, (2.23)
where ei(zl) is computed by (2.13) with z(k) replaced by zl, and
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
 ≤≤ zz z
1 .
Note that in (2.23), a constant 1/L is omitted which represents contribution of fZ(z)dz. In
the following two algorithms, if Vi(k) is empty, ∇ iPd(k)=0.
  Algorithm 4 (Average energy constraint, batch mode)
  Given initial signal vectors si (0), i=1,2,...,M, which satisfy conditions (2.9) and (2.17).
  Compute ∇ iPd(k) for i=1,2,...,M by (2.23). Update signal vectors by
() ss c iii d kk k P k ( ) () () () += + ∇ − 1 βα , i=1,2,...,M, (2.24)13
where
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  Algorithm 5 (Equal energy constraint, batch mode)
  Given initial signal vectors si(0), i=1,2,...,M, which satisfy condition (2.10).
 Compute ∇ iPd(k) for i=1,2,...,M by (2.23). Update the signal vectors by
si(k + 1) = λ
si(k)+ α (k)∇ iPd(k)
si(k)+ α (k)∇ iPd(k)
, i=1,2,...,M. (2.27)
2.4 Simulation results
  Simulations on the four practical algorithms are carried out. All simulations use samples
of n-dimensional Gaussian random vectors with zero mean and identity covariance matrix
generated by MATLAB Version 4.2c.1. The initial signal vectors are randomly set to the
vectors in [− 0.5,0.5]
n and then are scaled and translated (if necessary) to satisfy energy
constraints and the symmetric condition. In all simulations, we chose α (k)=
(2M/(k+1))exp(λ
2/2) for k=0,1,2,⋅⋅⋅ . The detection probability of a signal set is obtained
by Monte Carlo simulation in which the samples of a Gaussian vector are the same as14
those used in the stochastic iterative algorithm that obtains the signal set. In all figures
showing a signal set, signals are normalized by dividing by λ .
2.4.1 The L1 signal set and the influence of SNR on a signal set
  Steiner proved in Theorem 5 of [1] that at low SNRs the L1 signal set is unique optimal
in the class of 1-D signal sets that satisfy the SSC condition. Fig. 2.1 shows simulation
results for 1-D signal sets of seven signals in the SSC condition. Algorithm 2 is used. The
number of iterations is 10
6 in obtaining one signal set. As shown in Fig. 2.1, as the SNR
approaches zero, the signal set given by our simulation approaches the L1 signal set. This
verifies Steiner’s theorem. From Fig. 2.1, one can observe how these signal sets change as
SNR changes.
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Fig. 2.1. 1-D signal sets of seven signals in the SSC condition. o’s
denote signal positions to which Algorithm 2 converges for fixed λ . As λ  tends to zero,
the signal set converges to the L1 signal set.
2.4.2 The discovery of the L2 signal set15
  Simulation results for 2-, 3-, and 4-dimensional signal sets in the SSC condition are
shown in Table 2.1. Algorithm 2 is used. The number of iterations is 10
6 for each test.
The purpose of the simulation is to inspect the optimal signal sets at low SNRs in higher-
dimensional spaces. For interpretation of these results, we note that each signal set
satisfies the symmetric condition (2.17), which implies that the sum of the M equally
likely signal vectors is equal to zero. This means that if three of the M signal vectors are
nonzero and all others are zero, all the M signal vectors necessarily lie in a 2-D
hyperplane containing the origin. We also note that the rotation of a signal set around the
origin does not change the detection probability [1].
Table 2.1. Signal sets in the SSC condition
nM λ || s′′′ ′ 1|| || s′ 2|| || s′ 3|| || s′ 4|| || s′ 5|| || s′ 6|| || s′ 7|| set
2 3 1 1.0018 0.9958 1.0024 RS
23 10
− 3 0.9990 0.9945 1.0065 RS
24 10
− 1 1.1558 1.1552 0.0009 1.1531 L2
24 10
− 2 1.1579 1.1512 1.1550 0.0026 L2
25 10
− 1 1.2928 0.0008 1.2890 1.2912 0.0004 L2
26 10
− 1 0.0009 0.0009 1.4149 0.0004 1.4160 1.4117 L2
27 10
− 1 0.0010 1.5226 0.0013 0.0013 1.5319 0.0017 1.5280 L2
3 3 1 1.0165 0.9714 1.0114 RS
33 10
− 3 0.9945 1.0127 0.9926 RS
34 10
− 1 1.1415 1.1548 1.1676 0.0074 L2
355× 10
− 2 1.2787 0.0035 1.3075 1.2866 0.0027 L2
36 10
− 2 1.4097 1.4131 0.0009 1.4199 0.0009 0.0009 L2
37 10
− 2 0.0007 1.5250 1.5286 0.0008 1.5290 0.0008 0.0008 L2
43 10
− 1 1.0142 0.9933 0.9923 RS
44 10
− 2 1.1530 0.0031 1.1611 1.1500 L2
45 10
− 2 1.2918 1.2840 1.2972 0.0055 0.0051 L2
465× 10
− 4 1.4206 1.4082 0.0019 1.4138 0.0019 0.0019 L2
47 10
− 4 0.0021 1.5167 1.5305 1.5353 0.0021 0.0021 0.0021 L2
Note: (i) s′ i= si/λ ; (ii) RS denotes a regular simplex set.
  In terms of Table 2.1, we can make the following conclusions.
  (i) When M=3, at both high and low SNRs Algorithm 2 converges to the regular simplex
set that is proved optimal by Dunbridge [4]. The result is independent of dimension of
signal space.16
  (ii) When M≥ 4, Algorithm 2 always converges to another unique signal set that consists
of three equal energy signals, forming a regular simplex, and M− 3 other signals of zero
energy. In this thesis, we call this signal set the L2 signal set. The structure of the L2
signal set is shown in Fig. 2.2. In Chapter 3, in the SSC condition for all M≥ 4 at low
SNRs, the L2 signal set is proved better than the L1 signal set and better than the regular
simplex, and unique optimal in the 2-D signal space as well as unique optimal in the class
of signal sets S(M,K).
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Fig. 2.2. The L2 signal set. s1, s2 and s3 form a regular simplex set with signal length
ρ = Mλ
2 /3, and all others are zero. The signal vectors are normalized by dividing by ρ .
2.4.3 Confirmation of the weak simplex conjecture
  Table 2.2 and Table 2.3 show simulation results in the WSC condition. Algorithm 5 is
used. In the table,  K  is  the  total  number  of  iterations  and L is the number  of  samples17
used in each iteration.  For  a  given  signal  set  of  M  signals  s1,  s2,  ...,  sM,  the
normalized  signal covariance matrix R(λ ij) is defined by
λ
λ
ij
i
T
j =
ss
2 . (2.28)
Table 2.2. Confirmation of the weak
simplex conjecture. λ =1.
nM K L r set
2 2 40 25,000 0.000041 RS
2 3 40 25,001 0.005437 RS
3 2 60 16,661 0.000039 RS
3 3 60 16,661 0.012505 RS
3 4 120 16,661 0.015922 RS
4 2 80 12,500 0.000855 RS
4 3 100 12,503 0.044211 RS
4 4 80 25,000 0.039054 RS
4 5 80 25,001 0.049154 RS
5 2 100 10,000 0.002450 RS
5 3 100 10,000 0.012932 RS
5 4 100 10,003 0.024094 RS
5 5 100 10,003 0.029823 RS
5 6 150 20,003 0.049433 RS
6 2 120 8,333 0.009148 RS
6 3 100 10,000 0.029793 RS
6 4 100 10,000 0.019601 RS
6 5 100 10,000 0.011376 RS
6 6 100 20,000 0.026863 RS
6 7 200 30,000 0.049494 RS
7 2 500 1,000 0.002748 RS
7 3 500 1,000 0.006143 RS
7 4 100 10,000 0.008566 RS
7 5 100 10,000 0.012829 RS
7 6 300 20,000 0.029619 RS
7 7 300 40,000 0.039947 RS
7 8 500 100,000 0.039618 RS
Table 2.3. Confirmation of the weak
simplex conjecture. λ =0.01.
nMK L r set
2 2 40 25,000 0.000000 RS
2 3 40 25,000 0.005255 RS
3 2 60 16,666 0.000007 RS
3 3 60 16,666 0.002611 RS
3 4 60 16,666 0.022962 RS
4 2 80 12,250 0.000558 RS
4 3 80 12,250 0.020346 RS
4 4 80 12,250 0.023196 RS
4 5 80 12,250 0.047021 RS
5 2 100 10,000 0.001642 RS
5 3 100 10,000 0.021217 RS
5 4 100 10,000 0.034149 RS
5 5 100 10,000 0.040318 RS
5 6 100 10,000 0.040513 RS
6 2 100 10,000 0.000409 RS
6 3 100 10,000 0.019827 RS
6 4 100 10,000 0.019407 RS
6 5 100 10,000 0.033131 RS
6 6 100 10,000 0.025081 RS
6 7 100 10,000 0.024061 RS
7 2 100 10,000 0.019320 RS
7 3 100 10,000 0.020192 RS
7 4 100 10,000 0.024853 RS
7 5 100 10,000 0.035356 RS
7 6 150 10,000 0.038954 RS
7 7 150 10,000 0.020495 RS
7 8 50 50,000 0.022278 RS18
As is well known [10], the normalized signal covariance matrix of a regular simplex
R(γ ij) has identical diagonal entries γ ii = 1 and off diagonal entries  () γ ij M =− − 11 . In
Table 2.2, r is defined as relative difference of normalized signal covariance matrices
between a signal set and the regular simplex,
()
r
ij ij ij
M
ij ij
M =
−
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∑
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,
. (2.29)
  For n=2, 3, 4, 5, 6 and 7, the simulation is done for M=2, ..., n+1. For simplicity, only
those results for M=n+1  with  each  given  n are listed in Table 2.2.  In  all the simulation
results, r<0.0500. We observed that as the number of iterations or the number of samples
used in each iteration increase, the value r continues to decrease. Hence, we can conclude
that in all the simulations, Algorithm 5 converges to regular simplex sets. In summary,
the simulation results verify Farber’s work [6] that the weak simplex conjecture is true for
M≤ 4. And furthermore, all the results for M=5, 6, 7 and 8 suggest that the weak simplex
conjecture is true, which has not been theoretically proved yet.
2.4.4 Influence of a priori probabilities on signal sets
    Fig. 2.3 shows simulation results for n=2,  M=4 and λ =1 under the average energy
constraint. Algorithm 2 is used. The total number of iterations is 10
6 in each operation to
obtain one signal set. Fig. 2.4 shows simulation results for n=2, M=4 and λ =0.5 under the
equal energy constraint. Algorithm 5 is used. The total number of iterations is 25,000 and
the number of samples used in each iteration is 100 in each operation. In Fig. 2.3 and19
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Fig. 2.3. Influence of a priori probabilities on signal sets under the average energy
constraint. λ =1. *: equally likely;
o: p1=0.31, p2=p3=p4=0.23;
x: p1=0.37, p2=p3=p4=0.21;
+: p1=0.43, p2=p3=p4=0.19.
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Fig. 2.4. Influence of a priori probabilities on signal sets under the equal
 energy constraint. λ =0.5. *: equally likely;
o: p1=0.28, p2=p3=p4=0.24;
x: p1=0.31, p2=p3=p4=0.23;
+: p1=0.34, p2=p3=p4=0.22.20
Fig. 2.4, the signal vectors shown are normalized by dividing by λ , and the signal sets are
normalized such that s1’s have a zero phase angle. From Fig. 2.3 and Fig. 2.4 we can see
that the larger the a priori probability of a signal, the larger the decision region of it. As
shown in Fig. 2.3, under the average energy constraint, an unequally likely signal set has a
completely different shape from that of an equally likely signal set.
2.4.5 Verification of Dunbridge Theorem
  Dunbridge proved in [4] that under the equal energy constraint, if a priori probabilities
have ordering p1=...=pN>pN+1≥ ...≥ pM, the optimal signal structure at vanishingly small
SNR is that in which s1,...,sN form an (N− 1)-dimensional regular simplex. This theorem is
verified by the following simulation.
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Fig. 2.5. Signal sets under the equal energy constraint. λ =0.1. *: equally likely
signal set in which signals are equally spaced. o: signal set with p1=p2=p3=0.22,
p4=0.18 and p5=0.16, in which s1, s2 and s3 form a 2-D regular simplex.
Fig. 2.5 shows the simulation result in which λ =0.1. In Fig. 2.5, the signal vectors shown
are normalized by dividing by λ , and the signal sets are normalized such that s1’s have a
zero phase angle. As shown in the figure, when signals are equally likely, the signals are21
equally spaced, which is proved to be optimal in 2-D space [10]. With p1=p2=p3=0.22,
p4=0.18 and p5=0.16, the signal set is that in which s1, s2 and s3 form a 2-D regular
simplex. As indicated by Dunbridge, the other signals of smaller a priori probabilities are
not important and their positions can be arbitrary as SNR is vanishingly small.
2.4.6 Convergent performance of two operation modes
  Algorithms 3 and 5 and Algorithms 4 and 6 are two pairs of algorithms, each of which
operate under the same energy constraint but in a different mode. For comparison of their
convergent performance, simulation is carried out. The result is shown in Fig. 2.6. In Fig.
2.6, n=2, M=4 and λ =1. In batch mode algorithms, i.e., Algorithms 4 and 5, the number of
samples used in each iteration is 100. All four algorithms converge to the equally spaced
signal set. The detection probability of the equally spaced set is  () [] Φ 1 2 0578
2
≈ . ,
where Φ (x)=
1
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π
exp −
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. Note that the initial signal set for Algorithms 2 and 4
is different from that of Algorithms 3 and 5. Meanwhile, also note that Algorithms 2 and
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Fig. 2.6. Comparison of convergent performance. n=2, M=4 and λ =1.22
4 are under the average energy constraint but Algorithms 3 and 5 are under the equal
energy constraint. The comparison makes sense only either between Algorithms 2 and 4
or between Algorithms 3 and 5. As shown in Fig. 2.6, the algorithms in batch mode
converge faster because of use of more samples in each iteration.
  On the other hand, however, we observed that the batch algorithms sometimes converge
to local maximums. The more the samples used in an iteration, the higher the chance that
these algorithms converge to local maximums. This is true in general for a stochastic
iterative algorithm.
2.4.7 An example of application to practical communication system design
    As an example of possible application of the proposed algorithms to practical
communication system design, we study 8-state PSK sets in the scenario of satellite
communications. In satellite communications, the path loss, because of long distance,
coupled with the low satellite transmission power means that the received signal is
usually just above the noise [12]. The phase shift keying modulation schemes are usually
used in the system. One of the schemes is 8-PSK, the set of eight 2-D signals equally
spaced on a circle. In the WSC condition, 8-PSK set is proved to be optimal in 2-D space
[10], but is not necessarily optimal in the SSC condition. In this simulation, we intend to
find better signal sets of eight signals in the SSC condition in 2-D space by using the
proposed algorithms and comparing their error probabilities to that of the 8-PSK set.
  By using Algorithm 2, in the SSC condition with λ =2.51, two signal sets are found. In
this thesis, one is called the E(8,7) signal set in this thesis, in which seven of the eight
signals are equally spaced on a circle, and the left one is at the origin. The other set is
called the X signal set because of its constellation. The two signal sets are shown in Fig.
2.7. In the operation, Algorithm 2 sometimes converged to the E(8,7) signal set and
sometimes to the X signal set.23
E(8,7) set and X set
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Fig. 2.7. Two signal sets of eight signals. o: the E(8,7) signal set; *: the X signal
set. They were found in the SSC condition with λ =2.51 by Algorithm 2.
    Although these two signal sets are found with λ =2.51, we compare their error
probabilities with that of the 8-PSK set in the range λ ∈ [0,8]. The results are shown in
Fig. 2.8. The error probability of the 8-PSK set can be computed by using formula in [10],
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Fig. 2.8. Comparison of error probabilities of the 8-PSK set, the E(8,7) signal set
and the X signal set.
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Fig. 2.9. Comparison of the largest and the smallest error probabilities
of the X signal set to the error probability of the 8-PSK set.
  In Fig. 2.8, k=50,000 and ∆ x=8/k are taken and MATLAB version 4.2c.1 is used to
evaluate  Pe, in which Φ (x) is calculated by the function erf(x) with25
Φ (x)= () () 12 2 + erf x / . The error probabilities of the E(8,7) signal set and the X signal
set are estimated by the Monte Carlo approximation.
  As we can see, the E(8,7) signal set has the smallest error probability in the computed
range of SNR and the 8-PSK set has the largest error probability. Note that the error
probability of a signal set is the average error probability over all eight signals. In many
application cases, it is usually required that the largest error probability of a single signal
in a signal set be smaller than a value. Since the E(8,7) signal set and the X signal set are
unequal length sets, it is interesting to compare the largest and the smallest error
probabilities of single signals among the three signal sets. As shown in Fig. 2.9, the
largest error probability of a signal in the X signal set is always above the error
probability of the 8-PSK set. This implies that a signal in the X signal set has larger error
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Fig. 2.10. Comparison of the largest and the smallest error probabilities
of the E(8,7) signal set to the error probability of the 8-PSK set.
probability than that of any signal in the 8-PSK set, though the average error probability
of the X signal set is lower than that of the 8-PSK set. However, as shown in Fig. 2.10,
for a large range of  λ ∈ [3,8], the error probabilities of all signals in the E(8,7) signal set
are all lower than those of the 8-PSK set. In summary, we can conclude that the E(8,7)26
signal set is the best signal set among the three sets. However, as we are making the
conclusion, we do not take account of the feasibility and possible complexity of practical
implementation brought by the zero energy signal in the E(8,7) signal set.
2.5 Conclusions
    Almost all the previous work on optimal signal set design is based on theoretical
analysis. No constructive approach for finding better signal sets was proposed. In this
thesis, we propose several stochastic iterative algorithms for signal set design. The
algorithms are suitable for operation in various conditions on the dimension of signal
space, number of signals, a priori probabilities, signal-to-noise ratio and energy
constraint of a set. All simulation results show that these algorithms provide a promising
approach to signal set design.
  Simulation results verify the optimality of the L1 signal set, the optimality of the L2
signal set, the weak simplex conjecture, and two of Dunbridge’s theorems. The influence
of  a priori probabilities and signal-to-noise ratio on signal sets is also observed by
simulation. The convergent performance of the algorithms in sequential and batch modes
are demonstrated. By simulation, the sets of eight 2-D signals are studied. Two signal sets
that are shown to be better than the 8-PSK set in the SSC condition are found.
    Among these results, the most interesting is the discovery of the L2 signal set. In
Chapter 3, in the SSC condition at low signal-to-noise ratios, the L2 signal set is proved
to be unique optimal in 2-D signal space and unique optimal in the class of signal sets
S(M,K).
  We observed in simulations that if the number of samples used in one step is too large,
say larger than 500, the batch-mode algorithms may converge to local maximums. In
other words, the sequential algorithms have higher chance to converge to global
maximums.
  Since the proposed algorithms are sensitive to the low signal-to-noise ratios, using the
proposed algorithms is a promising approach to signal set design at low SNRs. The
convergent performance of the algorithms at high SNRs needs to be improved.27
Theoretical analysis of the behavior of the algorithms needs to be done in a more general
condition under the two energy constraints. The continuous time version of the stochastic
dynamic system driven by white Gaussian process can be obtained in the same way as we
derived the discrete time version of the algorithm. We hope that by implementing the
continuous time version of the stochastic dynamic system with hardware, good signal sets
can be more efficiently and more accurately found. Since in Chapter 3 of this thesis the
L2 signal set is proved to be optimal in a very large class of signal sets and is shown to be
the only signal set to which the algorithms converge in our simulations, we conjecture
that the L2 signal set is the unique optimal signal set without dimension limitation in the
SSC condition at low signal-to-noise ratios. Optimal design under a noncoherent
assumption remains unsolved. Optimal signal set design for other kinds of noise channels
are more difficult to analyze than Gaussian channels. Properly establishing some
stochastic dynamic systems for noncoherent channels and other type of channels is an
interesting problem.28
                                                                                                
Chapter 3
On the L2 Signal Set
  In Chapter 2, we proposed the approach of stochastic iteration to signal set design. Four
practical stochastic iterative algorithms were proposed. The algorithms can operate in any
conditions on dimension of signal space, number of signals, a priori probabilities, signal-
to-noise ratio and energy constraint. Simulations on the algorithms in various conditions
were carried out.
  As a result of these simulations, the L2 signal set was discovered. The simulation results
show that in two and higher dimension the L2 signal set is the unique signal set to which
the algorithms converge in the SSC condition at low signal-to-noise ratios for M≥ 4. In
this chapter, we analyze the optimal properties of the L2 signal set in the SSC condition at
low signal-to-noise ratios. The tool we will use is the mean width of polytope generated
by a signal set.
  First, the properties of the mean width of polytope and its relationship to the detection
probability of a signal set at low SNRs are discussed. Secondly, the properties of the class
of signal sets E(M,K) (the signal set in which K signals are equally spaced on a circle and
M− K signals are located at the origin) are analyzed and the unique optimality of the L2
signal set in two-dimensional space is proved. Thirdly, the class of signal sets S(M,K) (the
signal set in which K signal vectors form a regular simplex and M− K signals are located
at the origin) is analyzed and the L2 signal set is proved to be the unique optimal signal
set in this class for all M≥ 4, thus disproving the strong simplex conjecture for all M≥ 4.
3.1 Mean width of polytope and detection probability of signal
set at low SNRs29
  In this section, we discuss the properties of mean width of the polytope generated by a
signal set and its relationship to the detection probability of the signal set at low SNRs.
3.1.1 Mean width of a polytope
  The polytope of a set of M n-dimensional vectors {vi} is the convex hull
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where Ω n is the surface of an n-dimensional unit sphere, yn is a unit vector on  Ω n, dw is a
surface element on Ω n, and wn=22
2 π
n n
/ (/) Γ  is the surface area of the n-dimensional
unit sphere. Γ  is the Gamma function.
  Lemma 3.1: Consider a set of M n-dimensional vectors {vi} that generate a polytope C.
Among the M vectors, v1,...,vK are on the boundary of C and vK+1,...,vM are in the interior
of C. Then the mean width of C depends only on v1,...,vK and is given by
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  Proof: For any j∈ {K+1,...,M}, since vj is in the interior of C, there are α i>0 for i=1,...,M
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M 12 == = ... . It does not change the mean width of the polytope to exclude
the trivial case. Therefore, we have yv yv n
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, 1 . Hence, (3.3) is true.     (Q.E.D.)
    By using the similar procedure in [10, proof  of Theorem 14.5], we can prove the
following lemma.
  Lemma 3.2: Consider {vi} that generate a polytope C. Under total square length
constraint  vi i
M
= ∑ =
1
2
ρ
2, it is necessary for the mean width of C to be maximized that C
contains the origin. ￿
3.1.2 Detection probability of a signal set at low SNRs
  Consider a signal set {β vi} for β >0 with a set of a priori probabilities {pi}. By noticing
that for any function f(y),
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2 2 = y , from (2.6) we can rewrite the detection probability of the signal set as
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  Theorem 3.1: For the n-dimensional signal set {β vi} with a set of a priori probabilities
{pi}, the derivative of the detection probability with respect to β  as β → 0 is
() () ()
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+
=
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n
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ii 0
21 2
2
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,{ },{ }
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(3.5)
where B({pivi})  is the mean width of the polytope generated by {pivi},
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. (3.6)
If the signal set is equally likely,
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where B({vi}) is the mean width of the polytope generated by {vi},
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  Proof: Take derivative on (3.4) with respect to β  and take the limit β → 0
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which, in terms of (3.2) and the definition of the Gamma function [11], yields (3.5) and
(3.6). Let pi=1/M, we obtain (3.7) and (3.8). (Q.E.D.)
    Theorem 3.1 shows how, given derivative of detection probability, the a priori
probabilities are involved in determining the signal set. Theorem 3.1 leads to the
following corollaries.
  Corollary 3.1: For the signal set {β vi} with a priori probability {pi}, a necessary
condition for optimality as β → 0 is that the mean width of the polytope generated by
{pivi} be maximized. If the signal set is equally likely, it is necessary that the mean width
of the polytope generated by {vi} be maximized.       ￿
  Proof: Since for any signal set of M signals the detection probability Pd(β ,{vi},{pi}) as
β → 0 is equal to Pd(0,{vi},{pi})=1/M and Pd(β ,{vi},{pi}) is a continuously differentiable
increasing function of β ∈ [0,∞ ), by means of the theorem of real continuously
differentiable functions, the optimality requires that P′ d(0,{vi},{pi}) be maximized, which
according to Theorem 3.1 requires that the mean width of the polytope generated by
{pivi}, or by {vi} if it is equally likely, be maximized. (Q.E.D.)
  In fact, if P′ d(0,{vi},{pi})>P′ d(0,{v′ i},{p′ i}), following the theorem of real continuously
differentiable function, there exists a neighborhood of β ∈ [0,δ ) such that Pd(β ,{vi},{pi})>
Pd(β ,{v′ i},{p′ i}). This is the basic principle used in [1] to compare the detection
probabilities of  signal sets at low SNRs. In this thesis, the same principle will be used. In
this chapter, the following statements are always equivalent without further referring to
each other: i) {vi} is better than {v′ i} at low SNRs, ii) there exists a neighborhood of
β ∈ [0,δ ) such that Pd(β ,{vi},{pi})>Pd(β ,{v′ i},{p′ i}) and iii) P′ d(0,{vi},{pi})>33
P′ d(0,{v′ i},{p′ i}). Since P′ d(0,{vi},{pi}) is proportional to the mean width of the polytope
generated by {vipi}, the properties of mean width can be used in the comparison.
  Corollary 3.1 is applicable to average and equal energy constraints and applicable to any
set of a priori probabilities. This extends the results in [3] and [4] for equally likely signal
sets.
  Corollary 3.2: Given two signal sets: {β vi} with a set of a prior  probabilities {pi}, and
{β v′ i} with {p′ i}. If pivi=p′ iv′ i for i=1,...,M, then  () () ′ = ′′ ′ Pp Pp di i di i 00 ,{ },{ } ,{ },{ } vv .    ￿
  Proof: Because of  pivi=p′ iv′ i for i=1,...,M, {pivi} and {p′ iv′′′ ′ i} generate the same polytope
and therefore due to  Theorem 3.1,  () () ′ = ′′ ′ Pp Pp di i di i 00 ,{ },{ } ,{ },{ } vv . (Q.E.D.)
  Corollary 3.3: For the two signal sets: {β vi} and {β rvi}, r>0, with the same a priori
probability set {pi},  () ( ) ′ = ′ Pr pr P p di id i i 00 ,{ },{ } ,{ },{ } vv . ￿
  Proof: Since B({pirvi})=rB({pivi}), due to Theorem 3.1,  () ′ = Pr p di i 0,{ },{ } v
() rP p di i ′ 0,{ },{ } v . (Q.E.D.)
    Corollary 3.3 means that the detection probability at low SNRs is proportional to
squared root of SNR. However, this is not true when SNR is higher.
  Lemma 3.3: One of the necessary conditions for the optimal set of signal vectors {si}
with  a priori probabilities {pi} is that the origin is in the interior of the polytope
generated by {pisi}. ￿
  Proof: Under total energy constraint, one necessary condition for optimality is (2.17).
Compared with the definition of a polytope in (3.1), this implies that the origin is in the
interior of the polytope generated by {pisi} since  () 1
1 Mp ii i
M
s0 =
= ∑ . (Q.E.D.)34
  Corollary 3.4: The optimal set of signal vectors {si} with a priori probabilities {pi} at
low SNRs has the signals such that pisi is either on the boundary of the polytope
generated by {pisi} or at the origin. For equally likely signal sets, the statement is true by
replacing pisi with si. ￿
  Proof: Assume that signal set Ξ has p1s1,...,pKsK on the boundary of the polytope CΞ
generated by p1s1,...,pKsK, and pK+1sK+1,..., pMsM in the interior of CΞ but not at the origin.
Lemma 3.3 shows that the origin is necessarily in the interior of CΞ. Due to Lemma 3.1,
CΞ depends only on the signal vectors s1,...,sK and its mean width is
() Bw p d n iK n
T
ii
n
Ξ
Ω
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K 2
1
2
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same total energy. However, the mean width of the polytope CΨ generated by
p1s′ 1,...,pMs′ M is  () Bw p d B B n iK n
T
ii
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Ψ
Ω
ΞΞ = ′ =>
≤≤ ∫ 1
1 maxys w γ . Hence, due to Theorem 3.1, an
optimal solution must have the signals such that pisi is either on the boundary of the
polytope generated by {pisi} or at the origin. (Q.E.D.)
  Corollary 3.5: The mean width of the polytope generated by the regular simplex of M
unit vectors {vi} is given by
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B
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. (3.9)
where x is the standard Gaussian random variable. ￿
  Proof: Consider the regular simplex formed by {λ vi} where vi’s are unit vectors. Its
detection probability is [10, p. 162]35
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Take derivative with respect to λ  and let λ → 0, we obtain
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By means of Theorem 3.1 and noticing M=n+1, we obtain (3.9). (Q.E.D.)
  Theorem  3.2: Given a signal set {β vi} and a set of a priori probabilities {pi}. Let
Pd(β ,Vj) denote the detection probability of the jth signal. If pjvj is in the interior of the
polytope generated by {pivi}, then
′ ≡=
=
PV
PV
dj
dj (, )
(, )
00
0
∂β
∂β
β
. (3.11)36
  Proof: Define an indication function of Vi by I(ryn)=1 for ryn∈ Vi and I(ryn)=0 for
ryn∉Vi. From (3.4) we have
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Since pjvj is in the interior of the polytope generated by {pivi}, there exists an rβ >0, rβ → 0
as β → 0, such that
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Take derivative with respect to β  and let β → 0, P′ r(β ,Vj)=0. (Q.E.D.)
3.2 On the class of two-dimensional signal sets
  In this section and the next section, we assume that all the signal sets satisfy the SSC
condition. That is, the signal set is average-energy-constrained and the signals of a set are
equally likely. In this section, we analyze the optimality of the L2 signal set in two-
dimensional space. Once again, Fig. 3.1 shows the L2 signal set.
  In two-dimensional space, a polytope is a polygon. The mean width of a polygon is
BL d = ∫
1
2 0
2
π
θθ
π
( ) , (3.12)
where L(θ) is the radial distance at angle θ, from the origin to the point where lines drawn
perpendicular to the radial line first intersect the perimeter.37
Fig. 3.1. The L2 Signal set. s1, s2 and s3 have equal length ρ =λ M /3 a n d
form a regular simplex, and all the others are located at the origin.
Fig. 3.2. Calculation of mean width of a polytope in 2-D space.
  Theorem 3.3: Consider a set of M signal vectors {si} which generate a polygon C such
that the M vectors are on the boundary of C and the origin is in the interior of C. Under
the average energy constraint (2.9), the mean width of C is maximized if and only if the
signals are equally spaced on the circle of radius λ . ￿
 s1=(ρ ,0) s4,...,sM
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1
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  Proof: As shown in Fig. 3.2, assume that the signal vector si has magnitude γ i, and the
phase angle difference between two adjacent signal vectors is θi, θi=θi1+θi2. The mean
width of C is then
Bd d d
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obviously the perimeter of C. For any positive real numbers ai and bi, i=1,...,M, due to
Cauchy’s inequality [11],  ab a b ii i
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Since  sin
2x is convex down for ∀ x∈ (0,π ), it is clear that for α i≥ 0 and  α i i
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1 == ∑∑ ≤ , where the equality holds if and only if x1= x2=...= xM.40
Take  α i=1/M and xi=θi1, and notice  θπ i i
M
1 1 =
= ∑ , we obtain   sin
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() MM sin π  in which the equality holds if and only if θi1=π /M. Therefore
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where the equality holds if and only if θθ
π
ii M
12 ==  and γ i=λ  for i=1,...,M.  (Q.E.D.)
  Definition 3.1 (The class of signal sets E(M,K)): For M≥ 2 and 2≤ K≤ M, given K two-
dimensional unit vector v1,...,vK, which are equally spaced on the unit circle. The signal
set E(M,K) consists of K signal vectors λ MK vi, i=1,...,K, and M− K signals at the
origin, i.e., E(M,K) ={λ MK v1, ..., λ MK vK, 0,...,0}. ￿
  The signal sets E(M,K) for M≥ 2 and 2≤ K≤ M have the same average energy λ
2 and
satisfy the average energy constraint (2.9). Meanwhile, for a fixed M, the signal sets
E(M,K) for 2≤ K≤ M have the same total energy Mλ
2. E(2,2) is the antipodal signal set. For
M≥ 3, E(M,2) is the L1 signal set. For M≥ 4, E(M,3) is the L2 signal set. Note that the
signal sets E(M,K) for K<M are excluded in Theorem 3.3 because the zero vectors in the
signal sets E(M,K) are not on the boundary of the polygon. For this class of signal sets,
we have the following lemma.
  Lemma 3.4: The mean width of the polygon C generated by the signal set E(M,K) is
() BEMK
MK
K
(, ) s i n = 
 

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λ
π
π
,  M≥ 2, 2≤ K≤ M, (3.20)
and (i) for M=3, B(E(M,3))>B(E(M,2)); (ii) for M=4, B(E(M,3))>B(E(M,2))=B(E(M,4));
(iii) for M>4, B(E(M,3))>B(E(M,2))=B(E(M,4))>B(E(M,5))>...>B(E(M,M)). ￿41
  Proof: Since the zero signals of E(M,K) are in the interior of the polygon generated by
E(M,K), by means of Lemma 3.1, the mean width of C depends only on the nonzero
signal vectors. In terms of Theorem 3.3, after replacing M in (3.19) by K and λ  by
MK / λ  for equality case, the mean width of C is obtained and is given by (3.20). Now
we need to prove that B(E(M,K))’s have the order given in the lemma. This is equivalent
to show that the real function  () fx x x () s i n = π  has the order of values for integers x≥ 2
in the form: f(3)>f(2)=f(4)>f(5)>⋅⋅⋅ . It is easy to verify  ff f () () () 33 2 2 2 4 =>= = . If
′ < fx () 0  for x≥ 3, the proof is complete. In what follows, we prove this. The derivative
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We have ()() 1 xx cos π >0 for x∈ (2,∞ ). It is clear that there exists a unique point
y0∈ (0,π /2) such that (/) t a n ( ) 12 00 yy = , and (/) t a n () 12 yy <  for ∀ y∈ (0, y 0) and
(/) t a n () 12 yy >  for ∀ y∈ ( y0,π /2). Hence, there exists a unique point x0=π /y0∈ (2,∞ ) such
that  f′ (x0)=0, and f′ (x)>0 for ∀ x∈ (0,x0) and f′ (x)<0 for ∀ x∈ (x0,∞ ). Since
′ =
−
< f () 3
33 2
12 3
0
π
, x0∈ (2,3) and therefore  ′ < fx () 0  for all x≥ 3.    (Q.E.D.)
  Let the detection probability of the signal set E(M,K) be denoted by Pd(λ ,E(M,K)).
  Theorem 3.4: For M≥ 2 and 2≤ K≤ M,
() () () ′ ≡=
=
PE M K
PE M K
M
gK d
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,
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, (3.21)42
where
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
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2
sin
π
,
and (i) for M=3, P′ d(0,E(M,3))>P′ d(0,E(M,2)); (ii) for M=4, P′ d(0,E(M,3))>P′ d(0,E(M,2))=
P′ d(0,E(M,4)); (iii) for M>4, P′ d(0,E(M,3))>P′ d(0,E(M,2))=P′ d(0,E(M,4))>P′ d(0,E(M,5))>
... >P′ d(0,E(M,M)).     ￿
  Proof: In terms of (3.20) and (3.7), and by noticing Γ (3/ ) / 22 = π  and Γ (1)=1, we
obtain (3.21). By means of Lemma 3.4, the order of P′ d(0,E(M,K))’s is obtained. (Q.E.D.)
  Theorem 3.4 also implies that the L2 signal set is better than the L1 signal set in the SSC
condition at low SNRs.
 Corollary 3.6: For M≥ 3, () () ′ = ′ PM K E M K P E K K dd 00 ,( , ) , ( , )  w h e r e MK EMK (, )
denotes
  MK MK MK MK MK KK { ,..., , ,..., } { ( ) ,..., ( ) , ,..., } λλ λλ v v 00 v v 00 11 = .   ￿
  Proof:  In terms of Corollary 3.3 and Theorem 3.4,  () ′ = PM K E M K d 0, ( , )
() MK P EMK d′ = 0, ( , ) () MK MgK 1 π () () () == ′ 10 π KgK P EKK d () ,(,) .
(Q.E.D.)
  Corollary 3.6 means that to add M− K zero signals to the equally spaced signal set of K
signals at the origin will reduce the detection probability at low SNRs. In order to keep
the detection probability unchanged, the total energy has to increase by a factor M⁄K.
  Corollary 3.7: For M≥ 3, if M>K,  () () ′ < ′ PM K E M M P E K K dd 00 ,( , ) , ( , ) . ￿43
  Proof:  () ′ = PM K E M M d 0, ( , )   () MK P EMM d′ = 0, ( , )   () MK MgM 1 π () <
() () MK MgK P EKK d 10 π () ,(,) = ′ . (Q.E.D.)
  Corollary 3.7 means that by increasing the total energy by a factor M/K, the detection
probability of the equally spaced signal set of M signals is still lower than that of equally
spaced signal set of K signals at low SNRs.
  The following corollary immediately follows Theorem 3.4.
  Corollary 3.8: For M≥ 4, the L2 signal set is the unique optimal set in the class of signal
sets E(M,K).    ￿
  The function g(K) for K=2,...,50 is depicted in Fig. 3.3. Theorem 3.4 and Corollaries 6, 7
and 8 can be interpreted from the figure.
  Corollary 3.9: The signal set E(M,4) disproves the strong simplex conjecture for all
M≥ 7.     ￿
  Proof: According to Theorem 3.4, the signal set E(M,4) and the L1 signal set (i.e.,
E(M,2)) have the same derivative of detection probability with respect to λ  as λ → 0,
() ′ = PE M d 04 ,( , ) () ′ PE M d 02 , ( , ) . Since Steiner [1] proved that  () ′ > PE M d 02 ,( , )
() ′ PS M M d 0, ( , )  for all M≥ 7, where  () ′ PS M M d 0, ( , )  denotes the derivative of detection
probability of the regular simplex as λ → 0, thus disproving the strong simplex conjecture,
the signal set E(M,4) also disproves the strong simplex conjecture for all M≥ 7.   (Q.E.D.)
  In fact, except for different dimension, the signal set E(M,4) and the L1 signal set have
the same mean width of polytope. They both are unequal energy signal sets. So, the
results in [1] created by the L1 signal set because of these characteristics can also be
created by the signal set E(M,4). Corollary 3.9 only gives one example.44
  Theorem 3.5: As λ → 0, the L2 signal set is the unique optimal signal set in the class of
two-dimensional signal sets in the SSC condition.  ￿
  Proof: According to Theorem 3.1, a necessary condition for optimality at low SNRs is
that the mean width of the polytope be maximized. Since the probability of correct
detection is an increasing function of λ , the solution will lie on the boundary where (2.9)
is satisfied. Meanwhile, in terms of Corollary 3.4 an optimal solution must have signals
either on the boundary of the polytope generated by the signal set or else at the origin
which is necessarily in the interior of the polytope due to Lemma 3.3. If all signal vectors
are located on the boundary of the polygon, Theorem 3.3 shows that the optimal solution
is that in which all signals are equally spaced on the circle of radius λ . This signal set is
included in the class of signal sets E(M,K) as K=M. If the signal set has signal vectors
s1,...,sK on the boundary of the polygon, and sK+1,...,sM at the origin, we only need to
consider the optimal placement of s1,...,sK. By applying Theorem 3.3 to s1,...,sK, the
optimal arrangement must be that in which s1,...,sK are equally spaced on the circle of
radius  MK / λ . This signal set also belongs to the class of signal sets E(M,K) as
2≤ K≤ M− 1. Hence, the optimal signal set that we are seeking must be in the class of signal
sets E(M,K). Corollary 3.8 shows that the L2 signal set is the unique optimal signal set in
the class of signal sets E(M,K). Therefore, at low SNRs, the L2 signal set is the unique
optimal signal set in the class of two-dimensional signal sets in the SSC condition.
(Q.E.D.)
3.3 On the class of signal sets S(M,K)
  In this section, we analyze the class of signal sets S(M,K), and prove that the L2 signal
set is the unique optimal signal set in this class of signal sets for all M≥ 4 at low SNRs.45
  Definition 3.2 (The class of signal sets S(M,K)): For M≥ 2 and 2≤ K≤ M, given K unit
vectors v1,...,vK, which form a (K− 1)-dimensional regular simplex with its center at the
origin. The signal set S(M,K) consists of K signals λ MK vi, i=1,...,K, and M− K signals
at the origin, i.e., S(M,K) ={λ MK v1,..., λ MK vK, 0,...,0}. ￿
  All signal sets in this class have the same average energy λ
2 and satisfy the average
energy constraint (2.9). However, only for a fixed M, the signal sets S(M,K) for 2≤ K≤ M
have the same total energy Mλ
2. S(2,2) is the regular simplex set of two signals or the
antipodal signal set.  For M≥3 , S(M,2) is the L1 signal set. For M≥4 , S(M,3) is the L2
signal set. S(M,M) is the pure regular simplex set of M signals. In addition, all the signal
sets S(M,K), K=4,5,...,M− 1, have the similar structure to those of the L1 and L2 signal
sets. For the same reason in naming the L1 and L2 signal sets, we can call the signal set
S(M,4) the L3 signal set, S(M,5) the L4 signal set, etc. It is clear that the S(M,K) signal set
is located in (K− 1)-dimensional space.
  For this class of signal sets, some of them were already analyzed. The regular simplex of
two antipodal signals is proved to be optimal for M=2 at all λ  in both the SSC and WSC
conditions. Dunbridge proved [4] that in the SSC condition S(3,3) (the regular simplex of
three signals) is optimal as λ  goes to zero. Steiner proved [1] that in the SSC condition
the L1 signal set is better than the regular simplex set S(M,M) for all M≥ 7 as λ  goes to
zero, thus disproving the strong simplex conjecture for all M≥ 7. In Section 3.3 of this
thesis, we have proved that the L2 signal set or S(M,3) is the unique optimal set in the
class of two-dimensional signal sets in the SSC condition at low SNRs.
  However, the general comparison of the detection probability in the class of signal sets
S(M,K) for all M≥ 4 and 2≤ K≤ M is unknown. Especially, it is interesting to find the
optimal signal set for M≥ 4 in this class of signal sets. In this section, we will give the
comparison and prove that the L2 signal set is the unique optimal signal set in the class of
signal sets S(M,K) for M≥ 4 and 2≤ K≤ M, thus generating several other results.46
  The normalized M-dimensional inner product matrix of an n-dimensional signal set {si},
Γ =(λ ij), is defined as λ ij=ss i
T
j λ
2 . It follows that the normalized inner product matrix of
signal set S(M,K) is
Γ =
M
K
M
KK
M
KK
M
KK
M
K
M
KK
M
KK
M
KK
M
K
−
−
−
−
−
−
−
−
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−
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00
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00
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00
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   
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. (3.22)
When K=M, the normalized inner product matrix becomes the normalized inner product
matrix of the regular simplex set of M signals. Let the detection probability of the signal
set S(M,K) be denoted by Pd(λ ,S(M,K)).
  Lemma 3.5: For M≥ 2 and 2≤ K≤ M, the derivative of the detection probability of the
signal set S(M,K) with respect to λ  as λ → 0 is
() () ′





 ≡= ′
=
P
M
K
SMK
PS M K
PS K K d
d
d 00
0
,( , )
,( ,)
,(,)
∂λ
∂λ
λ
, (3.23)
￿
  Proof: By paying attention to (3.7) and Lemma 3.1, we obtain
()
′
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  Note that  MK SMK ( , ) has more total energy than S K K ( , ). Lemma 3.5 means that
to add M− K zero signals to the regular simplex of K signals at the origin will reduce the
detection probability at low SNRs. In order to keep the detection probability unchanged,
the total energy has to increase by a factor M⁄K.
  Theorem 3.6:  For the signal set S(M,K) for M≥ 2 and 2≤ K≤ M,
() () ′ = PS M K
M
hK d 0
1
,( ,)
π
, (3.24)
where
() [] hK
KK
Ex
K () =
− − 1
2
2 Φ . ￿
  By means of Lemma 3.5 and (3.10), we obtain the proof of Theorem 3.6.
  The  function  h(K) for K=2,...,50 is depicted in Fig. 3.3. In the evaluation of h(K),
MATLAB version 4.2c.1 is used. The function Φ (x) is evaluated by the embedded
subroutine erf(x) with  () () Φ () xe r f x =+ 1 2 2. Each interval in the summation that
approximates the integral in h(K) is sufficiently small and the total integration interval is48
large enough so that the total absolute error produced by the numerical evaluation of h(K)
is smaller than 10
− 4. Fig. 3.3 shows that h(K) is monotonously decreasing for K≥ 3. Fig.
3.3 suggests Propositions 3.1 and 3.2 and Corollaries 3.10 and 3.11 as follows.
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Fig. 3.3. Functions g(K) and h(K) for K=2,...,50.
  Proposition 3.1: h(3)>h(4)>h(5)>h(6)>h(2)>h(7), and h(K) is monotonously decreasing
for all K≥ 7.   ￿
  Corollary 3.10: For K≥ 3, if M>K,  () () ′ < ′ PM K S M M P S K K dd 00 ,( , ) , ( , ) . ￿
  Proof:  () ′ = PM K S M M d 0, ( , )   () MK P SMM d′ = 0, ( , )   () MK MhM 1 π () <
() () MK MhK P SKK d 10 π () ,(,) = ′ . (Q.E.D.)
  Corollary 3.10 means that by increasing the total energy by a factor M/K, the detection
probability of the regular simplex set of M signals is still smaller than that of the regular
simplex set of K signals at low SNRs. Based on Proposition 3.1, we give one of the main
results in this chapter as follows.49
  Proposition 3.2: (i) For M=4, 5, 6 and 3≤ K≤ M− 1,  P′ d(0,S(M,K))>P′ d(0,S(M,K+1))>
P′ d(0,S(M,2)); (ii) For M=7,  P′ d(0,S(M,3))>P′ d(0,S(M,4))>P′ d(0,S(M,5))>P′ d(0,S(M,6))>
P′ d(0,S(M,2)) >P′ d(0,S(M,7)); (iii) For M>7, P′ d(0,S(M,3))>P′ d(0,S(M,4))>P′ d(0,S(M,5))>
P′ d(0,S(M,6))>P′ d(0,S(M,2)) >P′ d(0,S(M,7))>... >P′ d(0,S(M,M− 1))>P′ d(0,S(M,M)).   ￿
  Corollary 3.11: For M≥ 4, all the signal sets S(M,K) for 3≤ K≤ M− 1 disprove the strong
simplex conjecture, and S(M,2) (i.e., the L1 signal set), if M≥ 7, also disproves the strong
simplex conjecture.    ￿
  In what follows, it is strictly shown that the L2 signal set is the unique optimal set in the
class of signal sets S(M,K) for M≥ 4 and 2≤ K≤ M and that the strong simplex conjecture is
false for M=4, 5 and 6.
  For K=2 and 3, we can obtain the closed form of evaluation of h(K) by noticing (3.10):
h(2)=1 and h(3)=
32
4
 that is given in Appendix. This results in the following closed
form of evaluation of P′ d(0,S(M,K)): i) for the regular simplex set of two signals,
P′ d(0,S(2,2))=
1
2π
; ii) for the simplex set of three signals, P′ d(0,S(3,3))=
6
4 π
; iii) for
the L1 signal set, P′ d(0,S(M,2))=
1
π M
 for M≥ 3. This result is also given by Steiner [1];
iv) for the L2 signal set, P′ d(0,S(M,3))=
32
4 π M
. Now, we present another main result in
this chapter.
  Theorem 3.7: For M≥ 4, there exist neighborhoods λ ∈ [0,δ M,K), δ M,K>0, of λ , such that
Pd(λ ,S(M,3)) is strictly greater than P d(λ ,S(M,2)) and grater than Pd(λ ,S(M,K)) for all
4≤ K≤ M.    ￿50
  Proof: According to Theorem 3.6, it is equivalent to show that h(3)>h(2) and h(3)>h(M)
for M≥ 4. Note that h(M) is equal to r=P′ d(0,S(M,M))⁄P′ d(0,S(M,2)) which is defined in
[1].  And Steiner proved [1] that r<1 for M≥ 7. Equivalently, it is proved that h(M)<1 for
M≥ 7. Now, since h(3)>1=h(2), we need only to prove that for M=4,5 and 6, h(3)>h(M).
By strict numerical evaluation, we obtain h(3)=
32
4
≅ 1.0607, h(4)≅ 1.0534, h(5)≅ 1.0306
and h(6)≅ 1.0045 with absolute errors smaller than 10
− 4. Hence, h(3) is greater than h(4),
h(5) and h(6). (Q.E.D.)
  Corollary 3.12: For M≥ 4 , the L2 signal set (i.e., S(M,3)), is the unique optimal signal
set in the class of signal sets S(M,K) for all 2≤ K≤ M. ￿
  Corollary 3.12 immediately follows Theorem 3.7. Note that when K=M, S(M,K) is the
regular simplex set. Hence, we have the following result.
  Proposition 3.3: The strong simplex conjecture is false for 4≤ M≤ 6.  ￿
  The strong simplex conjecture is disproved by the L1 signal set for all M≥ 7 as shown in
[1]. Corollary 3.12 means that the L2 signal set disproves the strong simplex conjecture
for all M≥ 4. Proposition 3.3 updates the strong simplex conjecture to such a situation: the
strong simplex conjecture is true for M=2, true for M=3 at low SNRs [4] and false for all
M≥ 4.
  By using the same way as that in [1] for M≥ 7, the following results are obtained.
  Corollary 3.13: For any fixed M=4, 5 and 6, there is no signal set which is optimal at all
signal-to-noise ratios. ￿
  Proof: The proof follows Proposition 3.3 and Theorem 14 in [4] which established that
the regular simplex is the only signal structure which is a local extremum at all λ ≥ 0.
(Q.E.D.)51
  Corollary 3.14: For  M=4, 5 and 6 under the average energy constraint, the optimal
solution as λ → 0 is not an equal energy solution. ￿
  Proof: According to Corollary 3.1, a necessary condition for optimality as λ → 0 is that
the mean width of the polytope generated by the signal set be a maximum. It was shown
by Balakrishnan [3] that the regular simplex maximizes this mean width among all equal
energy signal sets. Since Corollary 3.12 shows that the L2 signal set is better than the
regular simplex for M=4, 5 and 6 at low SNRs, it is certainly better than all equal energy
signal sets as λ → 0. Hence the optimal signal set is not an equal energy solution.  (Q.E.D.)
  Proposition 3.3 and Corollaries 3.13 and 3.14 extend Steiner’s results created by the L1
signal set for all M≥ 7 to all M≥ 4.
  According to Fig. 3.3, h(K)≥  g(K) where the equality holds if and only if K=2 and 3. In
terms of (3.21) and (3.24), we obtain the following result.
  Proposition 3.4: For M≥ 2 and 2≤ K≤ M,  P′ d(0,S(M,K))≥  P ′ d(0,E(M,K)), where the
equality holds if and only if K=2 and 3. ￿
  Finally, we give the following result.
  Proposition 3.5: For M≥ 7, there exists an integer K′ <M such that P′ d(0,E(M,K))>
P′ d(0,S(M,M)) for all 4≤ K≤ K′ . ￿
  Proof: Since h(M) is monotonously decreasing for M≥ 3 and g(4)>h(7), it is true that for
M≥ 7 there exists an integer K′ <M such that g(K)>h(M) for all 4≤ K≤ K′ . Based on this,
(3.21) and (3.24) give the complete proof. (Q.E.D.)
  Corollary 3.15: For M≥ 7, there exists an integer K′ <M such that all the signal sets
E(M,K) for 4≤ K≤ K′  disprove the strong simplex conjecture. ￿52
  Since E(M,2)=S(M,2) and E(M,3)=S(M,3), the same result as Proposition 3.5 is already
shown to be true for M=4, 5 and 6 and K=2 and 3 by Proposition 3.2. Proposition 3.5
gives the cases for all M≥ 7. Proposition 3.5 is verified by Fig. 3.3. For example,
according to Fig.3, g(K)>h(16) for all 2≤ K≤ 7, and therefore P′ d(0,E(16,K))>
P′ d(0,S(16,16)) for all 2≤ K≤ 7.
  Corollaries 3.11 and 3.15 show that there are many signal sets which can disprove the
strong simplex conjecture for M≥ 7. However, the strong simplex conjecture for M≥ 7 was
not disproved until Steiner found one of these counterexamples, the L1 signal set.
3.5 Conclusions
  In this chapter, based on the analysis of the mean width of the polytope generated by a
signal set, two classes of signal sets are analyzed in the SSC condition at low SNRs. One
is the class of the two-dimensional signal sets and the other is the class of signal sets
S(M,K) that contains the regular simplex set, the L1 signal set, the L2 signal set and all
similar signal sets which consist of a regular simplex and some zero signals.
  We give the order of the detection probabilities of the signal sets in the class of signal
sets E(M,K) and therefore prove that the L2 signal set is the unique optimal signal set in
the class of two-dimensional signal sets for all M≥ 4. We also present the order of the
detection probabilities of the signal sets S(M,K). This proves that for M≥ 4, all signal sets
S(M,K) for 3≤ K≤ M− 1 disprove the strong simplex conjecture, and S(M,2) (the L1 signal
set), if M≥ 7, also disproves the strong simplex conjecture. We also prove that the L2
signal set is the unique optimal signal set in this class for all M≥ 4. These results also lead
to that for equally likely signal sets under the average energy constraint, there is no signal
set of M signals which is optimal at all signal-to-noise ratios for 4≤ M≤ 6. Furthermore, the
optimal signal set at low signal-to-noise ratios is not an equal energy set for 4≤ M≤ 6. The
disproof of the strong simplex conjecture for 4≤ M≤ 6 updates the strong simplex
conjecture in the situation that the strong simplex conjecture is true for M=2, true for53
M=3 at low signal-to-noise ratios and false for all M≥ 4. We show that for M≥ 4, there are
many signal sets E(M,K) for some integer K≤ M− 1 that also disprove the strong simplex
conjecture. The fact is that there exist many signal sets that can disprove the strong
simplex conjecture for M≥ 4, although the strong simplex conjecture is long-standing and
was not disproved in many years.
  Many other results are also obtained.
  Since the simulation results in Chapter 2 show that in the SSC condition at low SNRs
the L2 signal set is the only signal set to which the proposed algorithms converge, and in
this chapter the L2 signal set is proved to be the unique optimal signal set in a large class
of signal sets, we conjecture that the L2 signal set is the unique and globally optimal
signal set without dimension limitation in the SSC condition at low SNRs. In order to
prove this, based on what was proved in Chapter 3 of this thesis, it is sufficient to prove
that in the class of signal sets in which all signals are located at the boundary of the
polytope generated by the signal set, an unequal energy set is not better than an equal
energy set.54
                                                                                                
Appendix
Proof of Proposition 2.1:
      To proof Proposition 2.1 the method summarized in Appendix B of [9], which is
proposed in [7] and [8],  is applied.
    Without loss of generality, assume that at the initial step s1(0)<s2(0). If
() α () ( ) e x p () () kp s k s k i <− 22 12 , the order will keep at any updating time. We assume
that the condition is satisfied because such {α (k)} can be easily found. In the proof,  the
infinite points are considered as acceptable attractors. In other words, if there exists a
sequence {si(k)} which converges to the infinite points with probability one as k→∞ , the
infinite points are still said to be an attractor of the stochastic dynamic system.  The six
conditions required are verified as follows.
  1. The updating rate coefficient sequence α (k), k=0,1,..., satisfies the three conditions,
i.e., positive, of infinite value of sum and of finite value of squared sum.
  2. Due to (2.13) for any given sample z(k)~N(0,1), pi and si(k) of finite length for i=1,2,
|ei(k)| is bounded with probability one, since P(|z(k)|<∞ )=1 and |∆ si(k)| is bounded with
probability one due to (2.14). Therefore, si(k+1)=si(k)+∆ si(k) for any give k is bounded
with probability one.
  3. In our case the updating function for si(k) is
() hssz p z s s z s ii i i i (,, ) e x p 12
2 1
2
=− 
 

  − , i=1,2. (A.1)
It is clear that hi(s1,s2,z) for i=1,2 are continuously differentiable with respect to s1, s2 and
z and the derivatives are bounded in any given time k.55
  4. For s1(k)<s2(k), the decision boundary b(k)  is the solution of the equation e1(k)=e2(k),
that is
[] bk s k s k
p
p
sk sk
() () ()
log
() ()
=+ +
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1
2
12
2
1
12
.( A . 2 )
 The decision regions are V1(k)=(−∞ ,b(k)] and V2(k)=(b(k),∞ ), respectively. The statistic
expectation of hi(s1(k),s2(k),z(k)) conditioned with z(k)∈ Vi(k) for i=1,2 are given,
respectively, by
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and
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Obviously, the following limits
() [] hss E hskskz kz k Vk
k 112 11 2 1 ( , ) l i m () , () ,() () () =∈
→∞ (A.5)
and
() [] hss E hskskz kz k Vk
k 212 21 2 2 ( , ) l i m () , () ,() () () =∈
→∞ (A.6)
exist.
  5. The corresponding continuous time differential equations are
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  6. From (A.7) and (A.8), it is clear that for any t≥ 0,
d
dt
s1(t)<0           (A.10)
and
d
dt
s2(t)>0.           (A.11)
This implies that (−∞ ,∞ )
T is the only attractor of (s1(t),s2(t))
T as t→∞ , given any initial
(s1(0),s2(0))
T. Hence  s
v=(−∞ ,∞ )
T is the global attractor of the deterministic dynamic
system given by (A.7) and (A.8) in the whole space R
2.
   Clearly, the attraction basin B(s
v) of s
v can be the whole space R
2. (s1(k),s2(k))
T enters
the attraction basin infinitely often with probability one.
    Based on the above six conditions, we may then state the asymptotic stability of
Algorithm 1 as follows,
() lim ( ), ( ) ( , )
k kk
→∞ →− ∞ ∞ ss 12 ,    infinitely often with probability one.    (A.12)
This completes the proof.58
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