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Abstract 
The collective epidemic model is a quite flexible model that describes the spread of an 
infectious disease of the Susceptible-InfectedRemoved type in a closed population. A statistic 
of great interest is the final number of susceptibles who survive the disease. In the present paper. 
a necessary and sufficient condition is derived that guarantees the weak convergence of the law 
of this variable to a mixed Poisson distribution when the initial susceptible population tends to 
infinity, provided that the outbreak is severe in a certain sense. New ideas in the proof are the 
exploitation of a stochastic convex order relation and the use of a weak convergence theorem 
for products of i.i.d. random variables. (2 1997 Elsevier Science B.V. 
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1. Introduction 
In the mathematical theory of epidemics, an important class of models is concerned 
with infectious diseases of the S (susceptible) ~ I (infected) ~ R (removed) type. These 
models can be presented very loosely as follows. A closed population contains initially 
n susceptible individuals and m infected individuals. All the infectives, initial or 
subsequent, are supposed to behave independently. Each of them stays infectious 
during a certain period of time of random length. After that period, it is immune in 
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a permanent way and may thus be regarded as removed from the infection process. 
While infected, an individual is able to transmit the infection to others. A susceptible if 
ever contacted by an infective is infected and becomes immediately infectious. 
A number of specific models have been developed to describe the spread of S-I-R 
infectious diseases. The reader is referred to the book by Bailey (1975) for relevant 
works prior to 1974 and to the paper by Lefevre (1990) for a short review of more 
recent results. Hereafter, we will examine only the case of homogeneous populations, 
for which all the susceptibles, as well as all the infectives, have undistinguishable fates 
or behaviours. 
The model under investigation is the so-called collective epidemic model introduced 
by Picard and Lefevre (1990). This model is quite flexible in the sense that the 
underlying infection schema remains entirely unspecified. More precisely, consider 
any fixed subset of k susceptibles amongst the n initial ones, 1 6 k d n. It is assumed 
that any fixed infective does not transmit the infection, during its whole infectious 
period, within such a group of k susceptibles with a probability q(k) that depends only 
on the size k of the group (and possibly on n). These q(k)‘s are fixed and constitute the 
n parameters of the model. 
Clearly, the collective epidemic terminates at some finite time A as soon as there are 
no more infectives present in the population. Then, a statistic of great interest is the 
ultimate number of susceptibles surviving the disease, denoted by S(A) say. 
For simple infection scenarios, the parameters q(k) can be easily written as functions 
of a small number of epidemic components. For illustration, a typical model is the 
following one, named the generalized epidemic, and which incorporates explicitly the 
infectious periods. Any given pair of individuals is now assumed to make contacts at 
the points of a Poisson process with rate fi, all these processes being independent. 
Moreover, any infective i remains infectious during a period of random length Di, all 
the D;s being i.i.d and distributed as the variable D say. We then get 
q(k) = ECexp( - k/3D)], 1 d k d a. (1.1) 
In particular, the so-called general epidemic corresponds to the special case where D is 
exponentially distributed with parameter p; here thus, q(k) = p/(p + kfi). Moreover, 
as long as S(A) is concerned, the model covers another standard model, known as the 
Reed-Frost epidemic, which is obtained by supposing that D is equal to some 
constant d; this yields q(k) = qk with q = exp( -/?d). 
In Section 2, we will come back briefly on the construction of the q(k)‘s. We will 
point out that the collective model is quite similar to the model introduced by 
Martin-Lof (1986), and we will also indicate two other remarkable special models. 
The statistic S(A) has received much attention in the literature, primarily for the 
particular models mentioned above. For the collective model, the exact distribution of 
S(A) was obtained and studied by Picard and Lefbvre (1990). Martin-Lof (1986) 
established the existence of a threshold phenomenon together with a branching or 
Gaussian limit approximation. The problem examined in the present paper is the 
alternative approximation of S(A) by a mixed Poisson law. 
In a pioneering work, Daniels (1967) showed for the general epidemic that under 
some conditions, S(A) can have a Poisson-like behaviour. Much later, Ball and 
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Barbour (1990) applied the Stein-Chen methodology to derive a Poisson approxima- 
tion, with an order of magnitude of the accuracy, for the model of Martin-Liif (1986). 
Recently, Lefevre and Utev (1995a) obtained a necessary and sufficient condition that 
guarantees the validity of such a Poisson limit for the generalized epidemic (1.1). 
Our purpose here is to go further in this subject by deriving now a mixed Poisson 
upproximation for the final state of the collective epidemic. To our knowledge, mixed 
Poisson approximation has not yet been investigated so far in epidemic theory. 
The precise statement of the main convergence theorem is provided in Section 3. I. 
Roughly, we are going to establish the following result. Let us consider a sequence of 
epidemics indexed by n + cc and defined as above from the components n, tn, and 
q,(k), 1 < k < n. Let A, be the end of the epidemic, and let S,(X) = S,(A,,) be the final 
number of susceptibles, with law denoted by Y[cS,(x)]. Suppose that a large out- 
break occurs, in a sense made precise later. We will then give a necessary and sufficient 
condition that guarantees the weak convergence of the laws Y[&,(cTJ)] to a distribu- 
tion non-degenerate at 0, as n + cc. Moreover, we will show that this limit law is 
necessarily a mixed Poisson distribution, written I ,&.Y( ), with some appropriate 
random parameter. Two special case are then briefly presented in Section 3.2. In 
particular, we will point out that the final state of the generalized epidemic can have 
a mixed Poisson-like behaviour. 
The proof is rather long, yet natural, and has been subdivided into four parts. 
A sketch is provided in Section 3.3 and the successive steps are developed in detail in 
Sections 447. New ideas in the method are the exploitation of a stochastic convex 
order relation (Section 5) and the use of a weak convergence theorem for products of 
i.i.d. r.v.‘s to a non-strictly positive limit (Section 7). 
2. Final state of the collective epidemic model 
Let us consider the collective epidemic model such as described in the Introduction, 
indexed by n for our purposes. Thus, it is constructed from the components n, m, and 
q,,(k), 1 d k d n. Let S,,(a) be the final size of the susceptible class. 
The exact law of S,(cc) has no closed explicit form. As shown by Picard and Lefevre 
(1990) however, the state probabilities P[S,(a’) = s], 1 < s < n, are solutions to the 
system (2.1) below of n linear equations; the remaining probability PCS,(x) = 0] then 
follows. 
Lemma 2.1. 
n+m.-S.(vJ) = n 
I 0 k ’ 
l<k<n. (2. I) 
Let us go back succinctly on the meaning and the building of the q,(k)‘s, 1 d k < n. 
For that, we focus on any given group of k initial susceptibles; label them i = 1, . , k. 
Then we consider any given outside individual which is infected, initially or sub- 
sequently. Let ZyL denote the indicator of the event (susceptible i escapes infection 
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from infective j during the epidemic spread). From the definition of the model, we see 
that each vector {Zy{, . . ,Z!$} is a family of n exchangeable Bernoulli random 
variables, and all these vectors are i.i.d. copies of the family {Z,, 1, . . . , Z,,,} say, with 
&(k) = P(Z,J = .‘. = Zn,k = l), 1 d k d n. (2.2) 
At this point, we emphasize that the probabilities (2.2) correspond to the parameters 
usually introduced when constructing the joint law of II exchangeable Bernoulli r.v.‘s 
(Zn,r, ‘.. , Z,,,}. In particular, consider the partial sums X,,, E Z,, I + ... + Z,,,, 
1 < u < n. We recall that the distribution of X,,, when specified by its binomial 
moments is given by 
E(y) = (;) q,,(k), 1 d k < u (2.3) 
The qJk)‘s have, of course, a specific algebraic structure. This is pointed out in the 
two following standard results due to Frbchet (1943) and Kendall (1967) respectively. 
For any function f, put df(x) =f(x + 1) -f(x) and let d’f(x) be the ith iterated, 
i 3 0. Write X, = X,., as the total sum of the n indicators above. 
Lemma 2.2. A set of numbers q,,(k), 1 d k d n, may correspond to the joint probabilities 
de$ned in (2.2) if and only if they satisfy the conditions 
( - l)“-‘A”-‘q,(i) > 0, 0 < i < n, (2.4) 
with q,,(O) = 0. Under (2.4), they can then always be expressed as 
qn(k)=E[(nX.,k),/(iJ], 16kdn, (2.5) 
where R, denotes some r.v. valued in (0, . . . , n} that has the same distribution as n - X,. 
Formula (2.5) thus gives a general representation for the parameters q,,(k). This is 
quite intuitive through the following sampling schema. Suppose that within the family 
{Z&1, ... , Z,,,}, the variables which take the value 0 are chosen by drawing a sample 
without replacement and of random size R,( <n). Then, (2.5) is immediate and 
X, = II - R, by construction. 
Within the epidemic context, as far as S,(co) is concerned, many models for S-I-R 
diseases may be viewed as a collective epidemic with particular q,,(k)‘s. Here are some 
classical special cases. 
In the randomized epidemic model introduced by Von Bahr and Martin-Liif (1980), 
any given infective j fails to transmit infection to every susceptible still present with 
the same random probability Qn (j). All the Ql;“‘s are i.i.d and distributed as the variable 
Qn (valued in [0, 11). Therefore, we have from (2.2) that 
q”(k) = E(Q!i), 1 < k d n. (2.6) 
We point out that X, has now a mixed binomial distribution with exponent n and 
with Qn as the mixing random parameter; shortly _Y’(X,,) = MB(n, QJ. 
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The generalized epidemic presented in the Introduction is just the particular 
randomized epidemic with 
Qn = ~XP( -PA (2.7) 
Most often, the contact rate fin will depend on n, but not the infectious period D. 
In the model of Martin-Liif (1986), each infective j contacts individuals by drawing 
a sample without replacement and of random size R, ‘j’ from the n initial susceptibles. 
All the Ra”s are i.i.d. and distributed as the variable R, (valued in (0, . . . ,I?) ) ~~ in 
Martin-Liif (1986) R, z R is supposed to be independent of n. From (2.2) we then see 
that q,(k) is precisely of the general form (2.5). Obviously, this model thus extends the 
randomized case above. 
Lefevre and Picard (1989) examined a similar situation where each infective ,j takes 
now a sample with replacement and of random size R, (j). All the R(j”s are i.i.d. and n 
distributed as R, (valued in N). From (2.2), we have 
qn(k) = E[(l - k/14~~], 1 d k < n. (2.X) 
We mention that this model too generalizes the randomized case, which is obtained by 
taking in (2.8) _Y(R,) = AP( -n In Q), a mixed Poisson law with random parameter 
(-nlnQ). 
3. A mixed Poisson convergence theorem 
3.1. The main asymptotic result 
Let us now construct a sequence of collective epidemics indexed by n + ,x. For 
simplicity in the presentation, it is convenient to state the theorem when the para- 
meters q”(k) are rewritten under the general form (2.5) in terms of some r.v. R,. 
In fact, we will see that within the present framework, S,(a) in this model then 
behaves exactly as the final susceptible state s^,Jx’) in the special randomized model 
defined by 
q,,(k) = EC(1 - R,/n)k], 1 d k < n, (3.1 I 
for the same r.v. R,. We observe that when (3.1) is reexpressed under the general form 
(2.5), the corresponding mixing T.v., Ri say, is distributed as 
Y(Rt) = .A?93(n, R,ln). (3.21 
Let %(h*, a*, L*) denote an infinitely divisible law whose characteristic function 
4bCb*,a*,,A*)(t), t E R, has, the following Levy representation: 
In $4Cht,a*,L*)(t) = ity - ot2/2 t eitx -l- (3.3) 
222 
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o=a*- 
s 
’ (1 - e”)‘dL*(x), 
-m 
O y = In b* - a*/2 + 
s i -* 
1 - ex + (’ leX)’ + +] dL*(x) 
Theorem 3.1. Suppose that 
either lim inf m,/n > 0, 
or R, -+, CC as n --f 00. 
Let Ps be the distribution of a positive r.v. 5 with P(r > 0) > 0. Then, 
~M41 -‘w pr as n -+ co, 
or equivalently, 
m~nn(4I +oIpr as n -+ co, 
if and only if the three conditions below are satisfied: 
lim n(1 - ER,/n)“+“‘” = b, 0 < b < 00, 
n+m 
lim (n + m,)var(R,/n) = a, 0 < a < co, 
n-r, 
lim (n + m,)P(R,/n > 1 - eX) = L(x), 
?l+4, 
(3.4) 
(3.5) 
(3.6) 
(3.7) 
(3.8) 
(3.9) 
(3.10) 
(3.11) 
(3.12) 
for every x < 0 continuity point of L. Furthermore, Pt is necessarily a mixed Poisson law 
given by 
PC =d AY(vi). (3.13) 
Here, v and c are independent r.v.‘s, v is Bernoulli distributed with 
P(v = 1) = exp[ -L( -c0)] 3 0, (3.14) 
and [ > 0 is such that In [ has the infinitely divisible law CY(b*, a*, L*) defined in (3.3), 
(3.4) and (3.5) with 
b* = b exp L( -co), a* = a - L( - CYJ) and L*(x) = L(x) - L( - co). (3.15) 
In other words, when the epidemic is severe in the sense of (3.6) or (3.7), there will be 
an infinite number of infections and the ultimate number of susceptibles S,(W) then 
converges either to 0 (with the probability 1 - exp[ - L( - a$]) or to a certain mixed 
Poisson law (with the complementary probability). The following corollary is immedi- 
ate. Note that a = 0 in (3.11) implies L(x) = 0 in (3.12). 
Corollary 3.2. Under (3.6) or (3.7), the limit law P< in (3.8) becomes 
Pt =d AY [b exp( -a/2 + ,,I’&)], (3.16) 
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where n is a standard normal T.V., if and only if (3.10)--(3.12) with L(x) = 0 hold true. It 
reduces to the Poisson distribution Y(b) if and only if’(3.10) and (3.11) with LI = 0 urc 
satisfied. 
3.2. Special cases 
Expressing explicitly the conditions (3.10))(3.12), together with (3.6) (3.7), for 
particular epidemic models requires generally further mathematical developments. 
We indicate hereafter two such asymptotic results, the former for the generalized 
epidemic and the latter for the special situation with non-random numbers of 
contacts. For brevity, the proofs are omitted, the reader being referred to Lefevre and 
Utev (1995b,c). Other special cases will be discussed in a forthcoming paper. 
Consider the generalized epidemic with q,,(k) given by (2.6) and (2.7). We assume 
that P(D = 0) = 0, and we put 
h(x) = P(L) > y)dy> (3.17) 
t(.x) = 1 - Eexp( -xD). (3.18) 
Part (i) of the Corollary 3.3 is concerned with the convergence (3.8) for every sequence 
{m,}. The result obtained reinforces the main Poisson convergence theorem derived in 
Lefevre and Utev (1995a). In Parts (ii) and (iii), (3.8) is examined for some 8icen 
sequence {m,}, constant or arbitrary. lt is here pointed out that the limit law of the 
final state can be a true mixed Poisson distribution. For the concept of slowly varying 
function, see, e.g., the book by Bingham et al. (1987). 
Corollary 3.3. Generalized epidemic case. 
(i) For every sequence {m,} there exists a sequence { pn) such that (3.8) holds true if 
und only {f the two following conditions are satisfied: 
h(x) is a slowly varying function, (3.19) 
.uln(x)P(D > x)/h(x) + 0 as x + cxi. (3.20) 
Then, PC is necessarily a Poisson law, with parameter b suy, and (3.8) holds true M.ith 
a sequence {/I,,} if und only if this seyuence satisfies the condition 
(n + m,)t(/&) - ln(n/b,) -+ 0 with b, + h as n + m_. (3.21) 
(ii) Assume that m, E m for all n. There exists a sequence {P,,} such thut (3.8) holds 
true if and only if(3.19) is satisfied and instead of(3.20), 
.uln(x)P(D > x)/h(x) -+ c as x + x, (3.22) 
where 
either 0 < c c 1, or c = 1 and xP(D > x) 4 0 us x + a. (3.23) 
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(3.22) with c > 0 implies (3.19) and is equivalent to 
P(D > x) -l(ln x)(lnx)‘-‘lx as x -+ co, (3.24) 
for some slowly varying non-negative function 1. A sequence {/In) of that kind then 
satis$es (3.21). 
(iii) Under (3.19) and (3.22) with c = 0, (3.8) holds true for every sequence {m,} and 
Part (i) is valid. Under (3.22) with c > 0, (3.8) holds ,for a given sequence {m,} ij’ and 
only if 
l im  10 + m,) l<u<co. 
n-m In(n) = ” 
Then, (/$} satis$es (3.21) and PE is necessarily a mixed Poisson law given by 
where j is a positive constant equal to 
, 
(3.25) 
(3.26) 
(3.27) 
and 0 is a r.v. with an asymmetric Cauchy stable law with skewness parameter - 1, i.e., 
lnEe’@ = - Jt( + (2/@itlogltl. (3.28) 
Consider the situation where the R,‘s in (2.5) reduce to some constants r,. The 
corollary below states that when the convergence (3.8) holds true, the limit law is 
a Poisson distribution. The same result is valid when the R,‘s are taken constant in the 
models specified by (2.8) or (3.1). 
Corollary 3.4. Case with non-random numbers of contacts. 
(3.8) holds true if and only ifthere exists a sequence {b,} such that the sequence {rn} 
satis$es the condition 
(n + m,,)r,/n - ln(n/b,) + 0 with b, + b as n -+ co. (3.29) 
Then, PC is necessarily a Poisson law with parameter b. 
3.3. Sketch of the proof 
The proof of Theorem 3.1 is accomplished in the following steps: in Section 4, we 
substitute an equivalent branching model for the collective epidemic (by making an 
appropriate change of time scale); In Section 5, we study the mixed Poisson conver- 
gence of the branching model (by using the Stein-Chen method and a stochastic 
convex order relation); in Section 6, we establish the boundedness of the final 
susceptible state (by applying a suitable coupling argument); in Section 7, we analyse 
the weak convergence of products of i.i.d. random variables to a non-strictly positive 
limit (by exploiting results for the weak convergence of sums of i.i.d. r.v.‘s to infinitely 
divisible distributions). 
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New ideas in the method are developed mainly in Sections 5 and 7. Some parts of 
the arguments will not be given in detail but are available near the authors. 
4. Preliminaries: An equivalent branching model 
We start by associating with the collective epidemic an equivalent model 01 
branching type. By equivalent, we mean that the final susceptible state S,(a) can be 
obtained as the first-crossing level of some decreasing branching model in a linearly 
decreasing barrier. We note that a similar approach was already followed before; see. 
e.g., Ball and Barbour (1990) and Lefevre and Utev (1995a). 
Let [Z,,, ,, . . . ,Z,,,} be a family of n exchangeable Bernoulli r.v.‘s with parameters 
q,,(k), 1 d k d n. For t = 1,2, . . . , let {Zn,r(t), . ,Z,.,(t)i bei.i.d.copiesofthat family. 
The Markov chain (X,(t), t 3 0} defined by 
X,(O) = n and X,(t) = 1 Z,,i(t), r > 1, 
i= 1 
(4.1) 
is the branching model under study. Obviously, this chain is decreasing over time. Its 
transient distribution is given below. 
Lemma 4.1. For each t Z 1, 
(4.2) 
i.e., X,(t) is distributed as the sun1 @n exchangeable Bernoulli r.v.‘.s bvith parLlmetrr,s 
[y,(k)]‘, 1 d k d n. 
Proof. As indicated in (2.3), (4.2) for 1 = 1 is a well-known result. For t > 2, we obtain 
from (2.3) that 
q,(k), 
which leads to (4.2) by induction. The interpretation of (4.2) follows directly from 
(2.3). CI 
To make the link with the epidemic model, consider the decreasing line n + m, - t. 
and let T, be the first time when the branching model crosses this line: 
T,{ = inf{t >, 0:X,(t) 3 II + m, - t}. (4.3) 
Clearly, 1 < T, < n + m,. A direct adaptation of the proof of Proposition 3.1 in 
Lefevre and Utev (1995a) leads to the following result. 
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Proposition 4.2. The branching model intersects the barrier at T,, i.e., 
X,(T,) = n + m, - T,. (4.4) 
Furthermore, X,(T,) has the same distribution as S,(co), which is provided by (2.1). 
This representation has a simple interpretation. Returning to the epidemic model, 
we make a change of time scale and we define a new artificial time t = 1,2, . . . as the 
cumulative number of removals in the course of real time. Put X,,(O) = n and let X,(t), 
t > 1, denote the number of individuals that escape infectious contacts with the first 
t infectives removed. We see that {X,(t), t 3 0} corresponds exactly to the branching 
process (4.1). Moreover, put Z,(O) = m, and let Z,(t), t 3 1, be the number of infected 
individuals still present after the tth removal. By construction, 
t + X,(t) + I,(t) = n + m,. 
Thus, the first time when there are no more infectives present in the population is quite 
identical with T, and (4.4) does hold true. We then feel intuitively that X,(T,) and 
S,(a) are equidistributed, and this was established rigorously above. 
Now, the next step is so translate the weak convergence of S,,(a) in terms of the 
branching model. Arguing as in Proposition 3.3 in Lefkvre and Utev (1995a), we can 
prove the following result. 
Proposition 4.3. Let PC be the distribution of a positive r.v. 5 with P(4 > 0) > 0. Then, 
Y[S,(c0)] _‘w P< as n -9 ~3, (4.5) 
if and only if the two following conditions hold: 
Y[X,(n + m.)] _‘w PC as n -+ 00, 
the sequence {SJco)} is bounded in probability. 
(4.6) 
(4.7) 
Therefore, the problem reduces to investigating the questions of weak convergence 
of {X& + m,)> and of boundedness of {&(a)}. 
5. Mixed Poisson convergence of the branching model 
5.1. Approximation by a mixed Poisson law 
Consider the branching process (4.1). To begin with, we are going to estimate the 
accuracy of the approximation of X,(t), t > 1, by a mixed Poisson distribution. Our 
approach here is rather close to that followed by Ball and Barbour (1990) for random 
directed graphs. 
It is convenient to rewrite the branching model as follows. By Lemma 4.1, we know 
that X,(t) is given by 
X,(t) = 2 Yn,iCt), t 2 l, (5.1) 
i=l 
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where {Y,,, I(t), . , Y,,,(t)} is a family of n exchangeable Bernoulli r.v.‘s with para- 
meters [q,,(k)]‘, 1 d k d n. Thanks to the representation (2.5), we can express these 
parameters as 
(5.21 
the r.v.‘s RF’, 1 d j < t, being i.i.d. and distributed as the generic variable R,. 
Now, let d(. , .) denote the total variation distance between probability distributions 
on M. For a concise presentation of this concept, see, e.g., Appendix A.1 in the book by 
Barbour et al. (1992). Put 
w,(t) = tE(R,)/n, t > 1. (5.3) 
Proposition 5.1. Suppose that E(R,)/n d l/2. Then, .for each t > 1, 
(5.4) 
Proof. First, let y(j), 1 <,j < n, be any given values for RI;“, 1 < ,j < n. To these 
numbers, we associate, for each t > 1, a family of n exchangeable Bernoulli r.v.‘s 
{GLI(Q, ... *&I,, (t)} with parameters given by 
P[r:,,(t) = “’ = E&t) = l] = h j=, [(nr_:)/(VLj)l. lGk “’ (5.5) 
Since for 0 d r d n, 
!“~“)‘@)<(l-i)“, 1 dk<n, 
we have 
PC&J(t) = ‘.’ = E,,&(t) = 11 < 1’1 k 
j=l 
= {PCGr,1(t) = 11)“. (5.6) 
SO that the indicators E,, i(t), 1 < i d n, are negatively associated. Thus, by Theorem 2.1 
and Corollary 2.c.2 in Barbour et al. (1992), we obtain that 
G 1 - var [il E.i(i)],/nE[&,,,(i)l E d,(t)- (5.7) 
Using (5.5), we then easily find that d,(t) reduces to 
d,(t) = nPCEn,l(t) = 11 -(n - l)PCEn,l(t) = s,,,(t) = ll/f’CE,,1(t) = 11 
=ni 1-T -(n-l)fi I- 
j=l ( > jIl( 2). (5.8) 
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Now, let us take the expectation of (5.7) and (5.8) with respect to the Rl;“‘s, 1 <j d n. 
This yields 
(5.9) 
Finally, we rewrite z,,(t) as 
andsincel-tx~(l-x)‘~exp(-tx)fort31andOdxdl,anupperboundfor 
&(t) is given by 
d”,(t) 6 e-tE(Rn)ln{l + tE(R,)/[n - E(R,)]). (5.10) 
When E(R,)/n d f, (5.9) and (5.10) then provide the above inequality (5.4). 0 
5.2. Convergence to a mixed Poisson law 
We will establish here that the weak convergence of {X,(n + m,)} implies that the 
corresponding limit law is necessarily a mixed Poisson distribution. 
As mentioned in Section 3.1, the special randomized epidemic model (2.6) with 
parameters q,,(k) defined by (3.1) will hold a central position. Let us consider the 
branching process (4.1) associated with this model; denote it by {X,(t), t > l}. From 
(3.1) and arguing as for (5.1) and (5.2), we get that 
(5.11) 
The lemma below compares the original branching model with this particular case. 
Let <,, denote the usual convex order between distribution functions. A general 
theory about this stochastic order and many others can be found in the book by 
Shaked and Shanthikumar (1994). 
Lemma 5.2. For each t 3 1, 
~CXidQl G=w(~H~ 
which implies for the corresponding p.g.fi’s 
E[zXn”‘] < E[&“], 0 < z < 1. 
(5.12) 
(5.13) 
Proof. From (4.2), we have E[X,(t)] = E[_f,(t)], t 3 1. The convex order relation 
(5.2) then follows directly from Section 4.3 of Lefevre and Utev (1996). By definition of 
<,,, (5.12) yields, in particular, the inequality (5.13). 0 
Now, combining Proposition 5.1 and Lemma 5.2 leads to the announced result. 
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Proposition 5.3. Suppose, as in (4.6), that 
-LvCX,(n + m,)l -+o pr as II -+ az, 
where P, is the distribution qf a positive r.v. < with P(< > 0) > 0. Then, 
(5.14) 
(5.15) 
Consequently, there exists a positive limit r.v. c’ with P(U > 0) > 0 such thut 
(5.16) 
Proof. By (5.4), a sufficient condition for (5.15) is that 
~,(fl + m,) -+ cc asn-ta. 
Let us proceed by contradiction and suppose that 
(5.17) 
sup (n + m,)E(R,)/n = c < 
n 
To start, define A, as the event 
II+J?l, 
A, = n (RI;” d n/2) 
j=l 1 
K (5.18) 
(5.19) 
Using Markov inequality and (5.18), we have 
(n + m,)P(R, > n/2) d 2(n + m,)E(R,)/n d 2~. (5.20) 
By the standard Poisson limit theorem for binomial laws, we get from (5.19) and (5.20) 
that 
P(A,) = P{&?[n + m,,P(R, > n/2)] = 0) 
= P(Y[(n + m,)P(R, > n/2)] = 0) 
B exp( -2c) s d > 0. (5.21) 
Moreover, let M, be the r.v. 
M, = 1, ‘En #,j’, 
J-1 
and put AL as the event 
A; = A,n[M, 6 2c/d]. 
Obviously, 
P(A) 3 P(A,) - P(M, > 2c/d). 
(5.22) 
(5.23) 
(5.24) 
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Applying Markov inequality, we obtain from (5.22) and (5.18) that 
P(M, > 2c/d) < dE(MJ2c 
= d(n + m,)E(R,)/2cn < d/2. 
Therefore, (5.24) with (5.21) and (5.25) yield 
P(Ab) > d/2 > 0 for n large enough. 
Now, the equality (5.13) gives 
ECz X.(n+mn)] < E[&“+“n)&$)] + E[z~~‘“+““)I(/f;)], 0 < z < 1, 
where I(.) denotes the indicator of (.). By Jensen inequality, we get 
E[&‘“+““)&4;)] < ,ij 
“z(‘-T)I(A,) 
z” )=I 1 n . 
On A,,, we have 
nE”(l -!$)=nexp[~~“ln(l -$!)I 
Thus, on Ah, we obtain from (5.29) and (5.23) that 
>nexp(-4c/d). 
(5.25) 
(5.26) 
(5.27) 
(5.28) 
(5.29) 
(5.30) 
Inserting (5.28) with (5.30) in (5.27) and using (5.26), we then deduce that for n large 
enough, 
ECz X.@+m.)] < p(x) + ZneW-4C/@&4’J 
\ 
d 1 - d/2 + z-‘-~~‘~), 0 < z < 1. (5.31) 
Since d > 0, (5.31) is in contradiction with the assumption (5.14) where P(< > 0) > 0, 
which completes the proof of (5.15). The result (5.16) is a direct consequence of (5.14) 
and (5.15). 0 
Corollary 5.4. The weak convergence (5.14) is equivalent to 
2 Cg,(n + mJ1 -h PC asn-,oo. (5.32) 
Proof. From (5.11) and Theorem 2.M of Barbour et al. (1992), we get that for each 
t3 1, 
d L?[C8,(t)],&P (5.33) 
C. L<f&e, S. UteolStochastic Processes and their Applications 69 (I 997) 217- 246 231 
Since d(. , .) is transitive, we obtain from (5.4) and (5.33). for t 3 1, 
d(Y[X,(t)],2?[~n(t)]} < 2eewn(‘)[1 + w,(t)]. (5.34) 
Therefore, we see that the weak convergences (5.14) and (5.32) are equivalent when 
\~,,(n + m,) -+ CC as n + co. In fact, this condition corresponds to (5.17) which was 
shown above to hold true. 0 
6. Boundedness of the final susceptible state 
Our goal in this section is to establish (4.7), i.e., the sequence {Xn(T,J} is bounded in 
probability. 
As a first step, we indicate a coupling inequality which is similar to that pointed out 
in Proposition 4.1 in Lefevre and Utev (1995a). Let 1 be any fixed positive integer. 
With 1 we associate the sequence of r.v.‘s {G,Jt), t >, l} defined by 
G,%,(t) = 1 - i Cl - zn,i(t)], t >, 1. 
i=l 
(6.1) 
Note that these Gn,I(t)‘~, t 2 1, are i.i.d. (and valued in { - 1 + 1, -I + 2, ,O, 1 j ). 
Lemma 6.1. For any 1 E N, 
PIXn(T,) 3 11 d f’ sup 2 G,,,(t) 3 m,, 
k2’I.n f=l 1 
(6.2) 
The proof of (6.2) is omitted. Subsequently, we will adapt the argument followed in 
Section 4 of Lefevre and Utev (1995a) to the more complex present situation. 
Proposition 6.2. Under (3.6) or (3.7), there exists some posititie number a such thut 
P(T, d rn) + 0 as n +cc. (6.3) 
Proof. Since T, > m, by (4.4), it is clear that the result does hold true under (3.6). We 
now establish that under (3.7), (6.3) is satisfied for any a E (0,l). Given any such x, put 
l1 ,” = [( 1 - c~)n] E N. From the construction of the model and applying Lemma 6.1, 
we get 
P(T, d an) < P{X,(T,) > [(I - a)nl) 
Now, define a new sequence of r.v.‘s {H,,r,,Jt), t > l} by 
H ,,,I, n(t) = Gn,dWCGn,I, n (t) >, 01 - ICG~.I,.,(~) < 01, t 3 1. 
(6.4) 
(6.5) 
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We observe that these H n,l,,m(t)‘~, t 3 1, are i.i.d. (and valued in { - l,O, l}), with 
G,,,,M d K,,&), t 3 1, (6.6) 
and, as proved below, 
E[H,,,,,_(t)] < 0 for n large. 
From (6.4) and (6.6), we obtain 
(6.7) 
P(T, < ctn) < P 
[ 
sup i: H,,,Jt) 3 1 . 1 (6.8) k>l t=l 
Note that the right-hand side of (6.8) is just the probability that a certain random walk 
with negative drift (6.7) will ever reach the level 1. Applying Lemma 4.4 in Lef&re and 
Utev (1995a), we then deduce that for n large, 
W, d an) G 8varCHn,~,,.(~)ll{~CH,,I,,~(~)l}2. (6.9) 
From (6.1) and (6.5), the law of H,,,,,“(t) is given by 
~CH,,,&) = 11 = ~CGn,,,,~@) = 11 
< E(l - R,/n)‘l,n < Eexp( -l,,,R,/n) 
SE(ewC-(1 - ~PLI}, 
f’CK,,,J) = 01 = PCGn,l,,n@) = 01 
= L,nccL&l - 1) - 4nL)l 
(6.10) 
R, X 
n - 11,, - R, + 1 
I@, d n - L) 
5(1 - 4nE{(expC-(1 - CoRnI) clll _“a, + 1 I(Rn d ~41 
and by considering the cases R, < an/2 and an/2 < R, < an, 
PCK,,,,$) = 01 d n2exp[ -(l - a)an/2] + (4/a)E{exp[ -(l - a)R, 
+ aR,/4(an - R, + l)]Z(R, < m/2)} 
d n2exp[-(1 - a)cvz/2] + (4/a)E( -exp[-(1 - a)R,/2]), 
(6.11) 
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the point -1 carrying the remaining probability mass. We see that under (3.7), the 
right-hand sides of (6.10) and (6.11) tend to 0, yielding 
P[H,,,Jt) = - 11 + 1 as n + x. (6.12) 
From (6.12), we find that 
EIHn,!JOl G - 1 + 2P[H,,,,,“(f) f - 11 
6-l asn+a, (6.13) 
d P[H,,l,.“(Q = 01 + 2fJ7Cffn,L,,JOl + 1)
< 5P[f1I,,~,,~(t) # l] + 0 as IZ ---t cr,. (6.14) 
Therefore, inserting (6.13) and (6.14) in (6.9) leads to (6.3). ??
Lemma 6.3. For any c > 0, 
2n 
p X”(T,) 3- 
EW 1 < PCT, d r(n + &)I + 32 EM,21 c(n + m,) C~(RrJIZ 
Proof. From (6.2), we can write, for any 1, d E N, 
P[X,(T,) 2 l] d P(T, d d) + P 
i 
sup i G,,,(t) 2 m, (6.161 
k3d Lzl I 
Fix c > 0 and put 12,n = 1 + [2n/E(R,)] E FV. Then, (6.16) with I = E2,” and 
d = c(n + m,) yields 
L 2n P X,(T,) 3- E(k) I 
d PITT, < c(n + m,)] + P sup n,Iz J) 2 1 
I 
(6.17) 
k ac(n-m,) t= 1 
Let us examine the latter probability in the right-hand side of (6.17); denote it by J,(C) 
say. We will see in (6.19) that EIG,,I,,m (r)] < 0. Thus, applying again Lemma 4.4 in 
Lefkvre and Utev (1995a), we obtain that 
J,(c) d 8 varCGn,dOllc(n + ~%)(ECG,,I, .(01)2. (6.18) 
Now, from (6.1), we get 
ECG,,lz.” (01 = 1 - b,n + L,rdI”(l) 
= 1 - 12,,E(R,J/n < - 1, (6.19) 
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varC%t,,.(t)l = var [ i$ -G,dQ] 
= ~*,n(l*,n - lM2) + ~2,nYnU) - c~2,ns.uu2 
= ~*,n(~*,n - %d2) - C4n(W~ + ~*,d,(l)Cl - ~,(l)l 
G (L,fY{qn(2) - C4n(l)12} f ~2,nCl - 4n(l)l 
d u2,n)2wn2)l~2 + ~2,“w”Yn 
d 4E(R,3/[E(R,)]2 + E(R;)/n” + E(R,)/n + 2 
d 4{Wi$lCWn)12 + 1). (6.20) 
Combining (6.17), (6.18), (6.19) and (6.20) we then deduce (6.16). ??
Proposition 6.4. Under (3.6) or (3.7), and (3.10) 
P[X,(T,) 3 11 + 0 as 1 + cc un$irmly in n. (6.21) 
Proof. We begin by showing that 
P[X,(T,) 3 2n/E(R,)] -+ 0 as n -+ co. (6.22) 
Indeed, by Proposition 6.2 and since T, 2 m,, we have that under (3.6) or (3.7), there 
exists some constant c” such that 
P[T, d c”(n + m,)] + 0 asn-tcc. (6.23) 
Moreover, by (3.10), 
(n + m,)E(Wln -lnW), (6.24) 
and since R, d n, we get from (6.24) that 
W,Z) 
(n + m,)[E(R,)l’ ’ (n + mlf)E(R,) +’ 
as n + 00. (6.25) 
Therefore, inserting (6.23) and (6.25) in (6.15) yields (6.22). Now, let 1 > 0 and put 
12,, = 1 + [2n/E(R,)], as before. To prove (6.21), we first note that for any n E N, 
PCX,(T,) 3 11 d PCX,(T,) 3 2n/E(R,)I + f’kn > X,(T,) B 11. (6.26) 
From (6.26), (6.22) and the construction of the model, we obtain that for n B nE, 
P[X,(T,) 3 Z] d E + P[T, > n + m, - 12,n and X,(T,) > 11 
d E + P[X,(n + m, - lz,J 3 l]. (6.27) 
From (6.27), we then deduce that for n 3 na, 
P[X,(T,) 3 11 d E + E[X,(n + m, - 12,,)]/1 
= 8 + n[l - E(R,)/n]“f”n-‘z~n/I 
d E + {nexpC -(n + m, - UE(W~l}/L 
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and since (3.10) yields (6.24), 
PCX,(T,) 2 11 SF + {bexpCI,,,E(R,)/nl}/l 
d E + {bexp(3)j/l, 
which implies (6.21). 0 
(6.28) 
We now show that the same result holds for the final susceptible state J?,(m) in the 
randomized epidemic with parameters (3.1). 
Corollary 6.5. Under (3.6) or (3.7), and (3.10), 
P[s^,(co) 3 11 + 0 as 1 -+ 03 uniformly in n. (6.29) 
Proof. We recall that the epidemic model defined by (3.1) corresponds to the special 
case of (2.5) constructed from the mixing r.v. RE with law given by (3.2). Therefore, we 
can directly obtain (6.29) from (6.21) provided that the conditions (3.7) and (3.10) are 
still satisfied when Rz is substituted for R,. Now, by (3.2) we get E(Rz) = E(R,), and 
thus (3.10) remains valid with Rz. Moreover, we can write, for k E N, 
P(R: < k) 6 P(R, d 2k) + P[S9(n,2k/n) d k] 
- P(R, d 2k) + P[Y(2k) 6 k], 
and for k large, 
P(R: d k) d P(R, d 2k) + E, (6.30) 
so that (3.7) is also satisfied with Rz. 0 
7. Weak convergence of products of i.i.d. random variables 
In the present section, we are going to characterize (4.6), i.e., the laws 
Y[X,(n + m,)] converge weakly to a distribution non-degenerate at 0. By Proposi- 
tion 5.3, it remains to investigate the convergence 
_trU withP(U>O)>O. (7.1) 
This problem is discussed below in the slightly more general framework where any 
sequence of i.i.d. r.v.‘s Qy’ valued in [0, 11 are substituted for the r.v.‘s (1 - R(j)/n). 
7.1. When the limit is strictly positive 
We start with the study of the case P(U > 0) = 1. Here, we will be allowed to apply 
directly standard results for the convergence of the laws of sums of i.i.d. r.v.‘s to 
infinitely divisible distributions (see, e.g., Petrov, 1975). 
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Proposition 7.1. For n 2 1, let {QI;“, 1 <j < n + m,, with m, 2 0} be a sequence of 
series of r.v.‘s such that within each series (that is, for each n), the Qy”s are i.i.d. and 
distributed on [0, l] as the variable Qn say. Then, 
ll+Wl. 
n fl QI;” +d U with P(U > 0) = 1, (7.2) 
j=l 
if and only if the three conditions below are satis$ed: 
lim n(EQ,,)“+“‘” = b, 0 < b -=c co, (7.3) n+m 
li+li (n + m,)var(Q,) = a, 0 d a < co, (7.4) 
lim (n + m,)P(Q. < ex) = L(x), 
n-m (7.5) 
for every x < 0 continuity point of L. Furthermore, In U has necessarily an injinitely 
divisible law Y (b*, a*, L*) defined in (3.3)-(3.5) with 
b* = b, a* = a and L*(x) = L(x). (7.6) 
Proof. The fact that (7.2) implies (7.3)-(7.5) will be established in the proof of 
Proposition 7.2. We now show that the converse does hold true where In U has the 
infinitely divisible law announced. In other words, we will prove that under (7.3)-(7.5), 
Inn+ c lnQr;“+dlnU with_Y(lnU)=g(b,a,L). 
j=l 
(7.7) 
For n 2 1, put 
BI;” = In QI;“, 1 <j d n + m,. (7.8) 
By hypothesis, for each n, the r.v.‘s B, (j) are i.i.d. and distributed on K as the variable 
B, say. Moreover, we see from (6.3) that EQ,, + 1 as n + co, yielding Q,, +p 1 and 
therefore B, +p 0. As a consequence, the sequence of series of Bl;“‘s obey the condition 
said of infinite smallness (Petrov, 1975, p. 63). Using a standard property (Petrov, 
1975, Theorem 7, p. 81), we then deduce that (6.7) is equivalent to the three following 
conditions: 
lim (n + m,)P(B, -=z - t) = L( - t), (7.9) n-r02 
f li-~+ liF_stp (resp. lim inf)(n + m,) var [B,J() B, 1 d t)] = c, (7.10) 
l& (Inn + (n + m,)ECB,Z(IB,I < t)]} 
s 0 s -’ =y+ _-f x3/(1 + x’)dL(x) - x/(1 + x”) dL(x), (7.11) pm 
for every t > 0 continuity point of L. Let us check that (7.9)-(7.11) are satisfied. 
Obviously, (7.9) can be rewritten exactly as (7.5). For (7.10), we first note that under 
(6I.L) ‘(3 ‘q3z + (s)“f- + “I = (C(,& a 4 YJ < ,_a)r% qla(Uu + 4 + 
((,-a 3 uZNrk/,(“G - 1) + (3 - r)l)a(“~ + 4 + 
(,(“a - IhCZA”~ + u)l ~ ra - hT~ + u) - UUlS~ 
*(s 1’~) Fk~~sn uaql pue { ... } UT Ua ul8urpuedxa ‘~pms s pur! aXwl u .1o3 tr?y~ OS 
‘[(,_a 4 ‘i3 < s_a)z”Gurla(“~ + 4 + 
{ [La Q u~)f% urla@ + 4 + u ~11 = 
[(,_a 4 ui3~z”~~rl~W + 4 + UUI 
aM ‘(9’~) pur! (E’L) lapun ‘7 30 lu!od ~J!~U!JLIOD dur! aq I > s > 0 ia? .( 1I.L) np!sm 
~Q~!+J .paysges IIaM s! (21’~) wyl ampap aM (9.L) WV (P’E) Pue (8T.L) moJ3 ‘SnYl 
(x)7pJXa - I) m- + 
0 s 
c c. u 
(x UI)?P I(Y - I) 
? 
= U_a > UG)z,(UG - r)laP + 4 dnw~ 
8 = 
(SI’L) 
(PI’L) 
=ey aM (S’L) Aq ‘MON .(ZI’L) 01 sp=Jj (L1.L) qI!M (p1.L) gUrUIq”O3 P’Je 
(L I’L) 
% + u 
‘D = [(l_a 4 ‘~)~,‘a - ~)]y(“tu + u)(3u~uuI.dsa~)dnsw!l ‘AG’ 
saA!El uayl (s1.L) Oursn pm (0l.L) UT (91’~) OuylasuI 
(9I.L) 
,{ [(,_a 4 UG)rU?l urla}W + u) dnsuy ‘46’ >‘ o 
ieyl (EI’L) ~1013 sMcyo3 $1 ‘I 3 n > x > 0 ~03 (n - 1)/x - < (x - I)UI aguts 
cr. tU 
‘?J = z(“a - r)a(“ur + u) UT!1 
satuoDaq (p.L) ~vyl OS 
(EI’L) 
XtU 
‘q q - = [u U[ - (yj - mp + u,] “!I 
vW (CL) ‘pawI 
02-U 
(ZI’L) ‘D ~ n = [(l_a > ‘a)r,(“a - r)]g(“zu + u)(3u~uu1~dsa.1)dnsuu~ +I&’ 
01 =np= 11 ‘(P’L) ‘(CL) 
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By (7.13) and (7.14), 
lim I,=lnb--a/2. 
n+oO 
From (7.5), we find 
lim J,(s) = 
s 
-’ [l - eX + (1 
n-+,X -LX 
ps 
lim K,(s, t) = x dUx), n-tm --f 
which gives, after arrangement, 
_ 
lim [J.(s) + K,(s,t)] = - 
“-rCX s 
r 
f 
xdL(x) + 
s 
-’ [l - eX + (1 - e”)“/2] dL(x) 
1 -co 
-' [l + x - eX + (1 - eX)‘/2] dL(x). (7.21) + J --I 
(7.20) 
- ex)‘/2] dL(x), 
Take s + 0 + in (7.19). Since j?!Xx2 dL(x) < co (Petrov, 1975, p. 32), it follows from 
(7.19)-(7.21) that 
,,lii~ {Inn + (n + m,)ECln Qnl(Qn 3 e-‘)I} 
s --f = In b - a/2 - xdL(x) + -’ [l - eX + (1 - eX)‘/2] dL(x) -1 -Co 
s 
0 
+ [l + x - eX + (1 - e’)‘/2] dL(x), (7.22) 
-1 
It remains now to show that the right-hand sides of (7.11) and (7.22) are identical. This 
is easily checked from (3.5) with (7.6). 0 
7.2. When the limit is non-null 
For our epidemic problem (7.1) however, we have to treat the more general 
situation where P( U > 0) > 0. We develop hereafter a simple method that allows us to 
extend Proposition 7.1 to that case. We mention that as expected, the result can be 
very different when U = 0 a.s. 
Proposition 7.2. The convergence property (7.2) with now P(U > 0) > 0 does hold true 
ifand only ifthe three conditions (7.3)-(7.5) are satisjied. Furthermore, U is necessary of 
the form 
u =dvr, (7.23) 
where v and [ are independent r.v.‘s, v is Bernoulli distributed with parameter given by 
(3.14) and In 5 has the injkitely divisible law GY(b*, a*, L*) de$ned in (3.3)-(3.5) and with 
parameters given by (3.15). 
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To begin with, we will establish the two Lemmas 7.3 and 7.5 below. Their proofs are 
rather complicated; for clarity, they are subdivided into successive steps. The con- 
stants cr, c2, . introduced there are strictly positive and do not depend on n. 
Lemma 7.3. Under (7.2) with P(U > 0) > 0, 
litn2zp n(EQ,)“+m” < co, (7.24) 
lim sup (n + m,) var(Q,) < co, 
n + <X> 
(7.25) 
limsup (n + m,)P(Q, < eX) < oc, x < 0. (7.26) 
n + m 
Proof. The key point consists in decomposing the variables Q;’ as follows. Let c be 
any fixed real in (0,l). For n 3 1, we may write 
QJ;” =dJ;j)QCj) + (1 _ J(j))Q”’ 
s. ” n I,n, 1 d j < n + m,, 
where the r.v.‘s JI;” are i.i.d. and Bernoulli distributed with 
(7.27) 
P(JI;” = 1) = 1 - P(J;” = 0) = P(Qn < c), (7.28) 
and the r.v.‘s Q$yA, as well as the r.v.‘s Qj$, are i.i.d. and distributed, respectively, as 
p(Q$B) =f'(Qn~BlQn ~4, (7.2’)) 
~(Q~~~EB)=P(Q,EBIQ,~c), (7.30) 
for any bore1 set B, and all these r.v.‘s are independent. We then see that the hypothesis 
of the lemma can be reexpressed as 
~(~~Qii:)~+~““Qii’)-n.?(; withP(UzO)>O, (7.3 1) 
where we denote 
fl+WI, 
J, = 1 JJ;“. 
j=l 
(7.32) 
(i) First, we observe that for n large enough, 
EQn 3 1 - (2 In n)/(n + VI,). 
Indeed, by hypothesis, 
lim1,“f n(EQJnemn > 0, 
(7.33) 
so that for n 2 nl, there is some constant c1 such that 
lnn+(n+m,)lnEQ,>, -cl, 
hence (7.33). Note that this implies that Qn jP 1. 
(7.34) 
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(ii) We now show that 
j$l Q?: -*p 1 asn+co. (7.35) 
As a consequence, the product 
(7.36) 
may be substituted for L’, in the hypothesis (7.31). Put k, = 2 + [ln n] + [EJ,,] E fV. 
For any E in (0, l), we have 
f’ fi Q?; < 1 - E > 
d P(J, 2 k,) + P 3 Q;,j.’ < I - E 
> 
. 
j=l j=l 
(7.37) 
Thus, to get (7.35), it suffices to prove that both terms in the right-hand side of (7.37) 
converge at 0. For the former, we obtain from (7.32) and (7.33) that for n large, 
var(J,) 6 EJ,, = (n + m,)P(Q, < c) 
< (n + m,)(l - EQJ/(l - c) 6 (2lnn)/(l - c), (7.38) 
yielding 
P(J, 2 k,) d P(J,, - EJ,, 3 Inn) 
d var(J,)/(lnn)2 < 2/[(1 - c)lnn] -+O. 
For the latter, denoted by P, say, we rewrite it as 
(7.39) 
r,,, - lnQ!,‘,‘) > - ln(1 -E) + k,ElnQj,‘,’ 
1 
(7.40) 
Since Q!,‘,‘, 3 c, there is some constant c2 such that In Q$,‘,’ 3 c2(Qi,ln) - 1). Noting that 
EQ!,': > EQH, and using (7.38) and (7.33), we get, for n large, 
k,E In Q!:A 3 c2 In n(EQ, - 1) 
3 - 2c,(lnn)‘/(n + m,) > - s/2. (7.41) 
Moreover, lnx < x - 1 for 0 < x < 1, so that 
var(ln Q!:L) d var(1 - Q{:i) 
d (1 - c)E(l - Q$ d 2(1 - c)(lnn)/(n + m,). 
Therefore, combining (7.40)-(7.42) and (7.38) leads to 
P,, d P 
[ 
5 (E In Qi9 - In Q!$ > a/2 
j=l 1 d (4/2)k, var(ln Q[,‘,‘) 
d c3(ln n)‘/(n + m,) + 0. 
(7.42) 
(7.43) 
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(iii) To derive (7.26), we proceed by contradiction. Without loss of generality, we may 
suppose that 
(n + m,)P(Q, < c) = EJ, + cc. (7.44) 
By (7.33) and (7.44), var(J,) -+ a. Applying the classical CLT to (7.32), we have 
J, = EJ, + [var(J,)]‘iz~n = pL, + c~“q,, (7.45) 
where the laws _!Z(qn) converge weakly to a standard normal distribution (written 
J‘(O, 1)). Now, the product fi, in (7.36) can be represented as 
ri.=(~~“~i~,)~~~“e:ir_ (7.46) 
Furthermore, all the conditions on if, stipulated by Lemma 7.4 given hereafter are 
satisfied. Thus, we deduce that ii, +PO, which is in a contradiction with (7.31). 
(iv) For (7.25) we observe that by (7.33), it is equivalent to 
lim sup (n + m,) E (1 - Q,J2 < xj. (7.47) 
n-r I 
To establish (7.47) we first prove that 
lim sup (n + m,) var (In Qifb) < a. 
n + X 
(7.48’1 
Indeed, proceeding by contradiction, let us suppose that (n + m,) var (In Qif), I 
z a: -+ CL The product fi,, in (7.36) can be rewritten as 
iin = n exp [(n + m,) E In Q!,‘,‘] fi In Q?L exp(--k&), (7.49) 
j=l 
where 
y; = ( - l/ok) c (In Qj;in)) - E In Qi,:‘), (7.50) 
j=l 
and S? (&) + ,M (0,l). Again by Lemma 7.4, we then find that n”, ---f p 0, in contradic- 
tion with (7.31). Now, coming back to (7.47), we have 
Et1 - Qn)* = ECU - Q,J21(Qn 2 c)l + ECU - QA21(Qn < c)l 
d E(1 - Qj,‘,‘)’ + P(Qn < c). 
By (7.48) and arguing as in (7.41) 
m > lim sup (n + m,) E(ln Qi.‘,‘)” 
n*cr: 
3 lim sup (n + m,) E (1 - Q i.‘,)’ 
n+az 
From (7.51), (7.52) and (7.26), we then deduce (7.47). 
(v) In a similar way, (7.24) becomes by (7.33) 
1imsupIlnn + (n + m,)(EQn - l)] < z. n-r 
(7.51) 
(7.52) 
(7.53) 
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Let us first show that 
lim sup (Inn + (n + m,) E In Q!,‘,‘) I < co. 
n-r, 
(7.54) 
l?, in (7.36) can be expressed as 
fin = W,, exp [ln n + (n + m,) E In Qi,‘,‘], 
where 
(7.55) 
W, = exp [ 
nfm. 
c (In Qi,j, - E In Qi;i,,)) 1 fi Qyi. (7.56) j=l j=l 
Using Markov inequality and (7.48), we find that {W,,> is bounded in probabiity. 
Moreover, lim inf,, P(W, > 0) > 0 since by (7.32) and (7.26), 
lim’,“f P(J, = 0) = lim~f exp {(n + m,)ln [l - P(Q. < c)]} 
= liminfexp[ -(PI + m,)P(Q, < c)] > 0. 
n-tm 
Therefore, the convergence of fi,, implies (7.54). Now, we have 
E(Qn - 1) d -WQj,: - 11, 
and by (7.54), 
(7.57) 
lim:tp Jln n + (n + m,) E(Q!,y - 1)I < co. (7.58) 
Combining (7.57), (7.58) and using (7.34) then leads to (7.53). 0 
For points (iii) and (iv) above we had recourse to the following technical result. 
Lemma 7.4. For n 3 1, let 
[~.+vnll.l 
Iz,* =z, rj Wp, 
j=l 
(7.59) 
where u, E R and Z,, V,, q. and W?‘, j 2 1, are r.v.‘s satisfying 
Z,,>O and O<WI;“<w<l, j>l, 
OdV~;,-*,co as n ---f 00, 
q,, independent of Z,, V, and Wl;“, j 2 1, 
Y(q,) -+w N(0, 1) as n --f co. 
If {Ii’,*} is bounded in probability, then IZ,* +p 0 as n -+ CCL 
(7.60) 
(7.61) 
(7.62) 
(7.63) 
Proof. Fix E > 0. By (7.63), we have, for n large enough, 
p( -_rln 2 2/a) > (+)P(q 3 2/a), 
P ( -Y/, 2 l/E) Q 2P (q 3 l/E), 
(7.64) 
(7.65) 
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where n denotes a r.v. of law .A’” (0, 1). Let k > 0. Using (7.62), (7.64) and (7.60), we get 
tu.- 2V./&l 
2, n n , W'j' > k 
j=l 
d P(xn 2 k, - q, > 2/E) 2/P(q 3 214 
d P (I7; > k) 2/P (ye 3 2/E). 
Similarly, from (7.60), (7.62) and (7.65) 
(7.66) 
[u. - “./&I 
P[L’,* < kw(“fi/c- l) ] b p 2, n Wl;” > kw(“- l), _ vn < lie 
j=: 1 
3 P (xn d k) [ 1 - 2P (q 3 l/c)]. (7.67) 
Now, by hypothesis, we can find k, such that for n large, 
P (n,* 3 k,) d (E/4) P (r 3 2/E). (7.68) 
Combining (7.66), (7.67) and (7.68), we then obtain that for E sufficiently small. 
P[n,* < kEu(YJ-l)] 3 (1 - E/2)[1 - 2P( - ij > 1/E)] >, (1 -~/2)~ >, 1 - i:, 
which implies by (7.60) and (7.61) that fl,* -fp 0. 0 
We note that it could be possible to establish Lemma 7.3 by adapting a different 
technique followed by Jain and Orey (1979). The derivation, however, does not seem 
to be shorter. 
Lemma 7.5. Zf the conditions ( 7.3)-(7.5) are satisfied, the convergence (7.2) holds true 
with U given by (7.23). 
Proof. Here again, the variables Q(nj) will be expressed under the representation 
(7.27)-(7.30). Instead of the constant c, however, we now consider a sequence of 
numbers {exp(x,)} with 0 > x, + - cc and satisfying 
i:m, (n + m,) P [Q. d exp (x,)] = L ( - a). (7.69) 
(i) To begin with, we show that such a sequence {x,,) does exist. By definition of L, it is 
possible to find a sequence {ck} with 0 > ck + - cc and for which 
L(--)<L(c,‘)<L(--)+1/k, k>l. (7.70) 
Moreover, (7.5) implies that for n 3 nk, 
I@ + w4PCQ. d ewh)] - L(ck)l d l/k k >, 1. 
From (7.70) and (7.71), we get, for n >, nk, 
I(n + m,)f’CQn d exp(cd - L( - a)l d 2/k, k 3 1. 
(7.71) 
(7.72) 
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Now, we construct the x,‘s as follows. Giving any ni E N, i > 1, put 
mk = i (ni + I), k3 1, 
i=l 
and define 
(7.73) 
h, = min {j: mj > n} and x, = c,,, n > 1. (7.74) 
We see that for n E [mk_ 1, mk) say, h, = k and x, = ck. From (7.72), we then deduce 
(7.69). 
(ii) Let us then deduce (7.2) under the form (7.31). Within the product Ii’,, we first 
establish that 
lltm. 
n ,I=l, Q!,:' -+d i with P([ > 0) = 1, (7.75) 
In 5 having the infinitely divisible law announced. By Proposition 7.1 applied to Q!:,,)), 
it suffices to check that 
lim n(EQ!,y)“+mn = bexp[L(-co)], O<h<co, (7.76) 
n+cC 
lim (n + m,)var(Qi,rr) = a - L( - co)], 0 d a < co, (7.77) 
n-tm 
li_li(n + m,)P(Qi,: < ex) = L(x) - L( - co)), (7.78) 
for every x < 0 continuity point of L. The left-hand side of (7.78) is equal to 
lim (n + m,) [P(e”” d Qn < ex)/P(Q. < ex”)], 
n+m 
which becomes L(x) - L( - co) by (7.5) and (7.69). Then, the left-hand side of (7.77) 
reduces to 
,,li~+t (n + mn){E[(l - Q.)"l(Qn 3 +)I - (1 - ECQJ(Qn 3exn)1)2> 
= ,lilit (n + m,) [E(l - Q# - P(QII < ex”) - (1 - EQ”)‘], 
hence (7.77) by (7.4) and (7.69). Finally, the left-hand side of (7.76) is given by 
.“-“, n {E[Q,I(Q, > exm)] [l - P(QII < ex~)]}n+mn 
= ,‘$ (E CQn I(Qn B +)I EQn}“+mm 
x F-m_ [n {EQn)“+mn] exp [ii% (n + m,) P(QR < e”“)], 
the first limit being equal to 1 and the two next factors yielding b exp [L( - co)] by 
(7.3) and (7.69). 
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(iii) Now, we are going to prove that 
(7.79) 
v having the Bernoulli law announced. By the standard Poisson approximation of the 
binomial distribution, we find from (7.32) and (7.69) that 
~((J,) -fW Y[cL( - co)]. (7.80) 
Moreover, we observe that 
r(~,=o)< I"iQ, 6j; < Z(J~ = 0) + I(J, 3 l)exm 
j=l 
(7.81) 
From (7.80). (7.81) and since eX” -+ 0 as n -+ co, we get (7.79). 
(iv) From (7.31) (7.75) and (7.79), it remains thus to show that 
fi Q;;; +,l. 
j=l 
(7.82) 
By definition of Qi,j,’ and J,, we have 
E fl Qj,jn' = (1 - P(Q,, < e”“)(l - EQ~,ln))}“+“‘“. (7.83) 
j= 1 
From (7.69) and since EQi,‘n’ + 1 by (7.76), we then deduce that the expectation above 
converges to 1, hence (7.82). 
Proof of Proposition 7.2. The sufficiency of the conditions (7.3)-(7.5) was established 
in Lemma 7.5. Reciprocally, let us suppose that (7.2) holds true with P(U > 0) > 0. 
From Lemma 7.3 and by standard Helly’s arguments, for any sequence (PI} there exists 
a subsequence {n’} such that (7.3))(7.5) are satisfied for some parameters (b’, u’. L’). 
Thus, by Lemma 7.5, the limit r.v. U’ associated with (n’) is distributed as v’i’, where 
the r.v.‘s v’ and {’ are defined as in (7.23) but from (b’, a’, L’). By (7.2), we then obtain 
that 9 (U) = 2?( U’). Moreover, we observe that 2 (U) determines uniquely its para- 
meters. Therefore, every set of limit points in (7.3)-(7.5) contains exactly one poinl. 
That means that the limits in this system do exist, hence the result. 0 
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