Abstract. We study the free energy of the directed polymer in random environment model in dimension 1 1 and 1 2. For dimension one, we improve the statement of Comets and Vargas in [8] concerning very strong disorder by giving sharp estimates on the free energy at high temperature. In dimension two, we prove that very strong disorder holds at all temperatures, thus solving a long standing conjecture in the field.
1. Introduction 1.1. The model. We study a directed polymer model introduced by Huse and Henley (in dimension 1 1) [18] with the purpose of investigating impurity-induced domain-wall roughening in the 2D-Ising model. The first mathematical study of directed polymers in random environment was made by Imbrie and Spencer [19] , and was followed by numerous authors [19, 3, 1, 23, 4, 6, 9, 5, 8, 26] (for a review on the subject see [7] ). Directed polymers in random environment model, in particular, polymer chains in a solution with impurities.
In our set-up the polymer chain is the graph ØÔi, S i ÕÙ 1 i N of a nearest-neighbor path in Z d , S starting from zero. The equilibrium behavior of this chain is described by a measure on the set of paths: the impurities enter the definition of the measure as disordered potentials, given by a typical realization of a field of i.i.d. random variables ω Øω Ôi,zÕ ; i È N, z È Z d Ù (with associated law Q). The polymer chain will tend to be attracted by larger values of the environment and repelled by smaller ones. More precisely, we define the Hamiltonian H N ÔSÕ :
(1.1)
We denote by P the law of the simple symmetric random walk on Z d starting at 0 (in the sequel P f ÔSÕ, respectively QgÔωÕ, will denote the expectation with respect to P , respectively Q). One defines the polymer measure of order N at inverse temperature β as µ ÔβÕ N ÔSÕ µ N ÔSÕ :
exp ÔβH N ÔSÕÕ P ÔSÕ, (1.2) where Z N is the normalization factor which makes µ N a probability measure Z N : P exp ÔβH N ÔSÕÕ .
(1.3)
We call Z N the partition function of the system. In the sequel, we will consider the case of ω Ôi,zÕ with zero mean and unit variance and such that there exists B È Ô0, × such that λÔβÕ log Q expÔβω Ô1,0Õ Õ , for 0 β B.
(1.4)
Finite exponential moments are required to guarantee that QZ N . The model can be defined and it is of interest also with environments with heavier tails (see e.g. [26] ) but we will not consider these cases here.
1.2. Weak, strong and very strong disorder. In order to understand the role of disorder in the behavior of µ N , as N becomes large, let us observe that, when β 0, µ N is the law of the simple random walk, so that we know that, properly rescaled, the polymer chain will look like the graph of a d-dimensional Brownian motion. The main questions that arise for our model for β 0 are whether or not the presence of disorder breaks the diffusive behavior of the chain for large N , and how the polymer measure looks like when diffusivity does not hold.
Many authors have studied diffusivity in polymer models: in [3] , Bolthausen remarked that the renormalized partition function W N : Z N ßÔQZ N Õ has a martingale property and proved the following zero-one law:
(1.5)
A series of paper [19, 3, 1, 23, 9] lead to 6) and a consensus in saying that this implication is an equivalence. For this reason, it is natural and it has become customary to say that weak disorder holds when W N converges to some non-degenerate limit and that strong disorder holds when W N tends to zero.
Carmona and Hu [4] and Comets, Shiga and Yoshida [6] proved that strong disorder holds for all β in dimension 1 and 2. The result was completed by Comets and Yoshida [9] : we summarize it here We mention also that the case β c ÔdÕ can only occur when the random variable ω Ô0,1Õ is bounded.
In [4] and [6] a characterization of strong disorder has been obtained in term of localization of the polymer chain: we cite the following result [ One can notice that (1.9) has a very strong meaning in term of trajectory localization when W N decays exponentially: it implies that two independent polymer chains tend to share the same endpoint with positive probability. For this reason we introduce now the notion of free energy, we refer to [6 (
1.11)
Moreover pÔβÕ is non-increasing in β.
We stress that the inequality pÔβÕ 0 is the standard annealing bound. In view on (1.9), it is natural to say that very strong disorder holds whenever pÔβÕ 0. One can moreover define × β c ÔdÕ the critical value of β for the free energy i.e. :
pÔβÕ 0 β × β c ÔdÕ.
( We believe that the logarithmic factor in the lower bound is an artifact of the method. In fact, by using replica-coupling, we have been able to get rid of it in the Gaussian case. These estimates concerning the free energy give us some idea of the behavior of µ N for small β. Indeed, Carmona and Hu in [4, Section 7] proved a relation between pÔβÕ and the overlap (although their notation differs from ours). This relation together with our estimates for pÔβÕ suggests that, for low β, the asymptotic contact fraction between independent polymers 15) behaves like β 2 .
The second result we present is that × β c Ô2Õ 0. As for the 1 1-dimensional case, our approach yields an explicit bound on pÔβÕ for β close to zero. 17) and 0 is a point of non-analyticity for pÔβÕ.
Remark 1.7. After the appearance of this paper as a preprint, the proof of the above result has been adapted by Bertin [2] to prove the exponential decay of the partition function for Linear Stochastic Evolution in dimension 2, a model that is a slight generalisation of directed polymer in random environment.
Remark 1.8. Unlike in the one dimensional case, the two bounds on the free energy provided by our methods do not match. We believe that the second moment method, that gives the lower bound is quite sharp and gives the right order of magnitude for log pÔβÕ. The method developped in [16] to sharpen the estimate on the critical point shift for pinning models at marginality adapted to the context of directed polymer should be able to improve the result, getting pÔβÕ ¡ expÔ¡c ε β ¡Ô2 εÕ Õ for all β 1 for any ε.
1.4.
Organization of the paper. The various techniques we use have been inspired by ideas used successfully for another polymer model, namely the polymer pinning on a defect line (see [24, 14, 10, 25, 15] ). However the ideas we use to establish lower bounds differ sensibly from the ones leading to the upper bounds. For this reason, we present first the proofs of the upper bound results in Section 2, 3 and 4. The lower bound results are proven in Section 5, 6 and 7.
To prove the lower bound results, we use a technique that combines the so-called fractional moment method and change of measure. This approach has been first used for pinning model in [10] and it has been refined since in [25, 15] . In Section 2, we prove a non-optimal upper bound for the free energy in the case of Gaussian environment in dimension 1 1 to introduce the reader to this method. In Section 3 we prove the optimal upper bound for arbitrary environment in dimension 1 1, and in Section 4 we prove our upper bound for the free energy in dimension 1 2 which implies that very strong disorder holds for all β. These sections are placed in increasing order of technical complexity, and therefore, should be read in that order.
Concerning the lower-bounds proofs: Section 5 presents a proof of the lower bound of Theorem 1.4. The proof combines the second moment method and a directed percolation argument. In Section 6 the optimal bound is proven for Gaussian environment, with a specific Gaussian approach similar to what is done in [24] . In Section 7 we prove the lower bound for arbitrary environment in dimension 1 2. These three parts are completely independent of each other.
2. Some warm up computations 2.1. Fractional moment. Before going into the core of the proof, we want to present here the starting step that will be used repeatedly thourough Sections 2, 3 and 4. We want to find an upper-bound for the quantity
However, it is not easy to handle the expectation of a log, for this reason we will use the following trick . Let θ È Ô0, 1Õ, we have (by Jensen inequality)
We are left with showing that the fractional moment QW θ N decays exponentially which is a problem that is easier to handle.
2.2.
A non optimal upper-bound in dimension 1 1. To introduce the reader to the general method used in this paper, combining fractional moment and change of measure, we start by proving a non-optimal result for the free-energy, using a finite volume criterion. As a more complete result is to be proved in the next section, we restrict to the Gaussian case here. The method used here is based on the one of [8] , marorizing the free energy of the directed polymer by the one of multiplicative cascades. Let us mention that is has bee shown recently by Liu and Watbled [22] that this majoration is in a sense optimal, they obtained this result by improving the concentration inequality for the free energy.
The idea of combining fractional moment with change of measure and finite volume criterion has been used with success for the pinning model in [10] . Proof of Proposition 2.1 in the case of Gaussian environment. For β sufficiently small, we choose n to be equal to
Í for a fixed constant C 1 (here and thourough the paper for x È R, Öx×, respectively ØxÙ will denote the upper, respectively the lower integer part of x) and define θ : 1 ¡ Ôlog nÕ ¡1 . For x È Z we define
Note that xÈZ W n ÔxÕ W n . We use a statement which can be found in the proof of Theorem 3.3. in [8] :
This combined with (2.3) implies that
Hence, to prove the result, it is sufficient to show that 8) for our choice of θ and n.
In order to estimate QÖW n ÔxÕ× θ we use an auxiliary measure Ö Q. The region where the
We define Ö Q as the measure under which the ω i,x are still independent Gaussian variables with variance 1, but such that Ö Qω i,x ¡δ n 1 Ôi,xÕÈJn where δ n 1ßÔn 3ß4 2C 2 log nÕ. This measure is absolutely continuous with respect to Q and
Then we have for any x È Z, using the Hölder inequality we obtain,
The first term on the right-hand side can be computed explicitly and is equal to 11) where the last inequality is obtained by replacing δ n and θ by their values (recall θ 1 ¡ Ôlog nÕ ¡1 ). Therefore combining (2.10) and (2.11) we get that
To bound the right-hand side, we first get rid of the exponent θ in the following way:
If n is sufficiently large ( i.e., β sufficiently small) the first term on the right-hand side is smaller than 1ßn so that
We are left with showing that the expectation of W n with respect to the measure Ö Q is small. It follows from the definition of Ö Q that for small enough β. The upper bound we found in the previous section is not optimal, and can be improved by replacing the finite volume criterion (2.8) by a more sophisticated coarse graining method. The technical advantage of the coarse graining we use, is that we will not have to choose the θ of the fractional moment close to 1 as we did in the previous section and this is the way we get rid of the extra log factor we had. The idea of using this type of coarse graining for the copolymer model appeared in [25] and this has been a substantial source of inspiration for this proof.
We will prove the following result first in the case of Gaussian environment, and then adapt the proof to general environment.
Proof in the case of Gaussian environment. Let n be the smallest squared integer bigger than C 3 β ¡4 (if β is small we are sure that n 2C 3 β ¡4 ). The number n will be used in the sequel of the proof as a scaling factor. Let θ 1 be fixed (say θ 1ß2). We consider a system of size N nm (where m is meant to tend to infinity).
Let I k denote the interval I k Ök n, Ôk 1Õ nÕ. In order to estimate QW θ N we decompose W N according to the contribution of different families path:
where W Ôy 1 ,y 2 ,...,ymÕ P exp
Then, we apply the inequality Ô a i Õ θ a θ i (which holds for any finite or countable collection of positive real numbers) to this decomposition and average with respect to Q to get, 
where y 0 is equal to zero. Note that for big values of n and m
We define the measure Ö Q Y the measure under which the ω Ôi,xÕ are independent Gaussian variables with variance 1 and mean Ö
The law Ö
Q Y is absolutely continuous with respect to Q and its density is equal to
Using Hölder inequality with this measure as we did in the previous section, we obtain
The value of the first term can be computed explicitly
Region where the environment is modified where the mean of ω Ôi,xÕ is lowered (the shadow region on the figure) corresponds to the region where the simple random walk is likely to go, given that it goes through the thick barriers.
where the upper bound is obtained by using the definition of δ n , (3.5) and the fact that θ 1ß2. Now we compute the second term
We define
(3.10) Equation (3.9) implies that (recall that P x is the law of the simple random walk starting from x, and that we set y 0 0Õ
Combining this with (3.1), (3.7) and (3.8) we have
If the quantity in the square brackets is smaller than ¡1, by equation (2.3) we have pÔβÕ ¡1ßn. Therefore, to complete the proof it is sufficient to show that
is small. To reduce the problem to the study of a finite sum, we observe (using some well known result on the asymptotic behavior of random walk) that given ε 0 we can find R such that
(3.14) To estimate the remainder of the sum we use the following trivial bound
Then we get rid of the max in the sum by observing that if a walk starting from x makes a step in J, the walk with the same increments starting from 0 will make the same step in × J (recall (3.10)).
Now we are left with something similar to what we encountered in the previous section
(3.17) If C 4 is chosen large enough, the first term can be made arbitrarily small by choosing C 4 large, and the second is equal to expÔ¡C ¡1ß4 3 ß C 4 Õ and can be made also arbitrarily small if C 3 is chosen large enough once C 4 is fixed. An appropriate choice of constant and the use of (3.16) and (3.17) can leads then to
This combined with (3.14) completes the proof.
Proof of the general case. In the case of a general environment, some modifications have to be made in the proof above, but the general idea remains the same. In the change of measure one has to change the shift of the environment in J Y (3.6) by an exponential tilt of the measure as follow
The formula estimating the cost of the change of measure (3.8) becomes (3.20) where the last inequality is true if β n is small enough if we consider that θ 1ß2 and use the fact that λÔxÕ
x 0 x 2 ß2 (ω has 0 mean and unit variance). The next thing we have to do is to compute the effect of this change of measure in this general case, i.e. find an equivalent for (3.9). When computing Ö Q Y W Ôy 1 ,...,ymÕ , the quantity
appears instead of expÔ¡βδ n Õ. Using twice the mean value theorem, one gets that there exists h and h ½ in Ô0, 1Õ such that
And as ω has unit variance lim x 0 λ ¾ ÔxÕ 1. Therefore if β and δ n are chosen small enough, the right-hand side of the above is less than ¡βδ n ß2. So that (3.9) can be replaced
The remaining steps follow closely the argument exposed for the Gaussian case.
Proof of the upper bound in Theorem 1.6
In this section, we prove the main result of the paper: very strong disorder holds at all temperature in dimension 2.
The proof is technically quite involved. It combines the tools of the two previous sections with a new idea for the change a measure: changing the covariance structure of the environment. We mention that this idea was introduced recently in [15] to deal with the marginal disorder case in pinning model. We choose to present first a proof for the Gaussian case, where the idea of the change a measure is easier to grasp.
Before starting, we sketch the proof and how it should be decomposed in different steps:
(a) We reduce the problem by showing that it is sufficient to show that for some real number θ 1, QW θ N decays exponentially with N . (b) We use a coarse graining decomposition of the partition function by splitting it into different contributions that corresponds to trajectories that stays in a large corridor. This decomposition is similar to the one used in Section 3. (c) To estimate the fractional moment terms appearing in the decomposition, we change the law of the environment around the corridors corresponding to each contribution. More precisely, we introduce negative correlations into the Gaussian field of the environment. We do this change of measure in such a way that the new measure is not very different from the original one. (d) We use some basic properties of the random walk in Z 2 to compute the expectation under the new measure.
Proof for Gaussian environment. We fix n to be the smallest squared integer bigger than expÔC 5 ßβ 4 Õ for some large constant C 5 to be defined later, for small β we have n expÔ2C 5 ßβ 4 Õ. The number n will be used in the sequel of the proof as a scaling factor. For y Ôa, bÕ È Z 2 we define I y Öa n, Ôa 1Õ n ¡ 1× ¢ Öb n, Ôb 1Õ n ¡ 1× so that I y are disjoint and cover Z 2 . For N nm, we decompose the normalized partition function W N into different contributions, very similarly to what is done in dimension one (i.e. decomposition (3.3)), and we refer to the figure 2 to illustrate how the decomposition looks like:
where
We fix θ 1 and apply the inequality Ô a i Õ θ a θ i (which holds for any finite or countable collection of positive real numbers) to get 
Now, we describe the change of measure we will use. Recall that for the 1-dimensional case we used a shift of the environment along the corridor corresponding to Y . The reader can check that this method would not give the exponential decay of W N in this case. Instead we change the covariance function of the environment along the corridor on which the walk is likely to go by introducing some negative correlation.
We introduce the change of measure that we use for this case. Given Y Ôy 0 , y 1 , . . . , y m Õ we define m blocks ÔB k Õ kÈÖ1,m× and J Y their union (here and in the sequel, z denotes the l norm on Z 2 ):
We fix the covariance the field ω under the law Ö Q Y to be equal to 
For the sequel we choose n such that the spectral radius of Ô V is less than Ô1¡θÕß2 so that I ¡ Ô V is positive definite. With this setup, Ö Q Y is well defined. The density of the modified measure Ö Q Y with respect to Q is given by for any matrix M of ÔN ¢ Z 2 Õ 2 with finite support.
Then we can compute explicitly the value of the second term in the right-hand side of (4.4)
Note that the above computation is right if and only if C Y ¡θI is a definite positive matrix. Since its eigenvalues are the same of those of Ô1 ¡ θÕI ¡ Ô V , this holds for large n thanks to (4.9). Using again the fact that C Y is composed of m blocks identical to I ¡ Ô V , we get from (4.12)
In order to estimate the determinant in the denominator, we compute the Hilbert-Schmidt norm of Ô V . One can check that for all n
Ôi,zÕ,Ôj,z ½ Õ 1.
(4.14)
We use the inequality logÔ1 xÕ x ¡ x 2 for all x ¡1ß2 and the fact that the spectral radius of Ô V ßÔ1 ¡ θÕ is bounded by 1ß2 (cf. (4.9)) to get that
For the numerator, Trace Ô V 0 implies that that detÔI ¡ Ô V Õ 1. Combining this with (4.13) and (4.15) we get
Now that we have computed the term corresponding to the change of measure, we estimate W Ôy 1 ,...,ymÕ under the modified measure (just by computing the variance of the Gaussian variables in the exponential, using (4.6)) :
Replacing C Y by its value we get that
18) Now we do something similar to (3.11): for each "slice" of the trajectory ÔS i Õ iÈÖÔm¡1Õk,mk× , we bound the contribution of the above expectation by maximizing over the starting point (recall that P x denotes the probability distribution of a random walk starting at x). Thanks to the conditioning, the starting point has to be in I y k . Using the translation invariance of the random walk, this gives us the following ( stands for maximum):
For trajectories S of a directed random-walk of n steps, we define the quantity GÔSÕ :
(4.20)
Combining (4.19) with (4.16), (4.4) and (4.3), we finally get
The exponential decay of QW θ N (with rate n) is guaranteed if we can prove that
is small. The rest of the proof is devoted to that aim. We fix some ε 0. Asymptotic properties of the simple random walk, guarantees that we can find R R ε such that
To estimate the rest of the sum, we use the following trivial and rough bound
Then we use the definition of GÔSÕ to get rid of the max by reducing the width of the zone where we have negative correlation:
We get from the above that
One can make the first term of the right-hand side arbitrarily small by choosing C 6 large, in particular on can choose C 6 such that
To bound the other term, we introduce the quantity DÔnÕ :
and the random variable X, X :
For any δ 0, we can find C 7 such that P ÔXÕ Ô1 ¡ δÕDÔnÕ. We fix C 7 such that this holds for some good δ (to be chosen soon), and by remarking that 0 X DÔnÕ almost surely, we obtain (using Markov inequality)
(4.30) Moreover we can estimate DÔnÕ getting that for n large enough DÔnÕ log n. (4.31) Using (4.30) and (4.31) we get Proof for general environment. The case of general environment does not differ very much from the Gaussian case, but one has to a different approach for the change of measure in (4.4). In this proof, we will largely refer to what has been done in the Gaussian case, whose proof should be read first.
Let K be a large constant. One defines the function f K on R as to be
Recall the definitions (4.5) and (4.7), and define g Y function of the environment as
Multiplying by g Y penalizes by a factor expÔ¡KÕ the environment for which there is to much correlation in one block. This is a way of producing negative correlation in the environment. For the rest of the proof we use the notation
We do a computation similar to (4.4) to get
(4.36)
The block structure of g Y allows to express the first term as a power of m.
(4.37) Equation (4.14) says that
39) and hence
if K is large enough. We are left with estimating the second term
For a fixed trajectory of the random walk S, we consider × Q S the modified measure on the environment with density As in the Gaussian case, one wants to bound this by a product using the block structure. Similarly to (4.19), we use translation invariance to get the following upper bound 
Therefore to prove exponential decay of QW θ N , it is sufficient to show that
is small. As seen in the Gaussian case ( cf. (4.23),(4.24)), the contribution of y far from zero can be controlled and therefore it is sufficient for our purpose to check for some small δ. Similarly to (4.26), we force the walk to stay in the zone where the environment is modified by writing
The first term is smaller than δß6 if C 6 is large enough. To control the second term, we will find an upper bound for
which is uniform in x È I 0 .
What we do is the following: we show that for most trajectories S the term in f K has a large mean and a small variance with respect to Q S so that f K Ô . . . Õ ¡K with large × Q S probability. The rest will be easy to control as the term in the expectation is at most one. The expectation of
When the walk stays in the block B 1 we have (using definition (4.29))
The distribution of X under P x is the same for all x È I 0 . It has been shown earlier (cf.
(4.30) and (4.31)), that if C 7 is chosen large enough,
As mÔβÕ βß2 if β is small, if C 5 is large enough (recall n expÔC 5 ßβ 4 Õ), this together with (4.52) gives.
To bound the variance of U 1 under × Q S , we decompose the sum
And hence (using the fact that Ôx yÕ 2 2x 2 2y 2 ).
where we used that Var × Q S ω i,z 2 (which is true for β small enough). The last term is less than 8 thanks to (4.14), so that we just have to control the first one. Independently of the choice of Ôj, z ½ Õ we have the bound
Moreover it is also easy to check that ô Ôj,z ½ ÕÈB 1 .7)). Therefore Hence combining (4.62) with (4.54) gives
We use this in (4.49) to get
(4.64)
So that our result is proved provided that K has been chosen large enough.
Proof of the lower bound in Theorem 1.4
In this section we prove the lower bound for the free-energy in dimension 1 in arbitrary environment. To do so we apply the second moment method to some quantity related to the partition function, and combine it with a percolation argument. The idea of the proof was inspired by a study of a polymer model on hierarchical lattice [21] where this type of coarse-graining appears naturally. We use two technical lemmas to prove the result. The first is just a statement about scaling of the random walk, the second is more specific to our problem.
Lemma 5.2.
There exists an a constant c RW such that for large even squared integers n, P ØS n n, 0 S i n for 0 i nÙ c RW n ¡3ß2 oÔn ¡3ß2 Õ. for every even squared integer n c ε ßÔβ 4 log β Õ we have
Proof of Proposition 5.1 from Lemma 5.2 and 5.3. Let n be some fixed integer and define
which corresponds to the contribution to the partition function W n of paths with fixed end point n staying within a cell of width n, with the specification the environment on the last site is not taken in to account. W depends only of the value of the environment ω in this cell (see figure 3) .
One also defines the following quantities for Ôi, yÕ È N ¢ Z: We consider a resticted partition function W by considering only paths going from one to the other corner of the cell, without going out. This restriction will give us the independence of random variable corresponding to different cells which will be crucial to make the proof works.
which are random variables that have the same law as W . Moreover because of independence of the environment in different cells, one can see that
is a family of independent variables. Let N nm be a large integer. We define Ω Ω N as the set of path
6) where the interval S iÔn¡1Õ , S in¨i s to be seen as S in , S iÔn¡1Õ¨i f S in S iÔn¡1Õ , and S :
We use the trivial bound 8) to get that
(the exponential term is due to the fact the W does not take into account to site in the top corner of each cell). The idea is of the proof is to find a value of n (depending on β) such that we are sure that for any value of m we can find a path s such that along the path the values of Ô W Ôs i ,s i 1 Õ i Õ are not to low (i.e. close to the expectation of W ) and to do so, it seems natural to seek for a percolation argument.
Let p c be the critical exponent for directed percolation in dimension 1 1 (for an account on directed percolation see [17, Section 12.8] and references therein). From Lemma 5.3 and Chebyshev inequality, one can find a constant C 8 and β 0 such that for all n C 8 β 4 log β and β β 0 .
We choose n to be the biggest squared even integer that is less than 1ß2Q W we open the edge in the corresponding cell (thick edges on the picture). As this happens with a probability strictly superior to pc, we have a positive probability to have an infinite path linking 0 to infinity. Using this and and the percolation argument with (5.9) we finally get that with a positive probability which does not depend on m we have
(5.12)
Taking the log and making m tend to infinity this implies that
For some constant c, if n is large enough (we used Lemma 5.2 to get the last inequality. The result follows by replacing n by its value.
Proof of Lemma 5.2. Let n be square and even. T k , k È Z denote the first hitting time of k by the random walk S (when k 0 it denotes the return time to zero). We have P ØS n n, 0 S i n, for all 1 i nÙ n¡1 ô k 1 P ØT nß2 k, S j 0 for all j n and T n nÙ P ØT nß2 n, S j n for all j n and T 0 nÕÙ, (5.14)
where the second equality is obtained with the strong Markov property used for T T nß2 , and the reflexion principle for the random walk. The last line is equal to We also know that (see for example [13, Proposition A.10] ) for n even P ÔT 0 nÕ 2ßπn ¡3ß2 oÔn ¡3ß2 Õ. Therefore, from (5.15) we have P ØS n n, 0 S i n, for all 1 i nÙ
e t È Ô1ß2, 1Õ oÔn ¡3ß2 Õ. (5.17) Where e denotes the normalized Brownian excursion, and P its law.
Proof of Lemma 5.3 . Let β be fixed and small enough, and n be some squared even integer which is less than c ε ßÔβ 4 log β Õ. We will fix the value c ε independently of β later in the proof, and always consider that β is sufficiently small. By a direct computation the variance of
is equal to and γÔβÕ λÔ2βÕ¡2λÔβÕ (recall that λÔβÕ log Q expÔβω Ô1,0Õ Õ), and S ÔjÕ n , j 1, 2 denotes two independent random walk with law denoted by P 2 . From this it follows that if n is small the result is quite straight-forward. We will therefore only be interested in the case of large n (i.e. bounded away from zero by a large fixed constant).
We define τ
0Ù the set where the walks meet (it can be written as an increasing sequence of integers). By the Markov property, the random variables τ k 1 ¡ τ k are i.i.d. , we say that τ is a renewal sequence.
We want to bound the probability that the renewal sequence τ has too many returns before times n ¡1, in order to estimate (5.19) . To do so, we make the usual computations with Laplace transform.
From [11, p . 577] , we know that
Thanks to the the local central limit theorem for the simple random walk, we know that for large n We fix x 0 such that log P expÔ¡xτ 1 Õ xß2 for all x x 0 . For any k n we have
Ôkß4nÕ 2 x 0 in the above and use the definition of x 0 to get that
In the case where k k 0 we simply bound the quantity by A trivial bound on the conditioning gives us
RW n 3 exp Ô¡nx 0 ß4Õ otherwise.
(5.28)
We define k 1 : Ö16π n logÔ2c ¡2
RW n 3 Õ×. The above implies that for n large enough we have
(5.29)
Now we are ready to bound (5.19) . Integration by part gives,
We split the right-hand side in three part corresponding to the three different bounds we have in (5.28): x È Ö0, k 1 ×, x È Ök 1 , k 0 × and x È Ök 0 , n×. It suffices to show that each part is less than εß3 to finish the proof. The first part is
One uses that n cε β 4 log β and γÔβÕ β 2 oÔβ 2 Õ to get that for β small enough and n large enough if c ε is well chosen we have
so that γÔβÕk 1 expÔγÔβÕk 1 Õ εß3.
We use our bound for the second part of the integral to get
Replacing n by its value, we see that the term that goes with x 2 in the exponential can be made arbitrarily large, provided that c ε is small enough. In particular we can make the left-hand side less than εß3. Finally, we estimate the last part
This is clearly less than εß3 if n is large and β is small.
6. Proof of the lower bound of Theorem 1.5
In this section we use the method of replica-coupling that is used for the disordered pinning model in [24] to derive a lower bound on the free energy. The proof here is an adaptation of the argument used there to prove disorder irrelevance.
The main idea is the following: Let W N ÔβÕ denotes the renormalized partition function for inverse temperature β. A simple Gaussian computation gives
Where S Ô1Õ and S Ô2Õ are two independent random walk under the law P 2 . This implies that for small values of β (by the equality of derivative at t 0),
This tends to make us believe that
However, things are not that simple because (6.2) is only valid for fixed N , and one needs some more work to get something valid when N tends to infinity. The proofs aims to use convexity argument and simple inequalities to be able to get the inequality
The fact that convexity is used in a crucial way make it quite hopeless to get the other inequality using this method.
Proof. Let use define for β fixed and t È Ö0, 1× Φ N Ôt, βÕ :
and for λ 0 Ψ N Ôt, λ, βÕ : 
This is (up to the negative multiplicative constant ¡β 2 ß2) the expected overlap fraction of two independent replicas of the random-walk under the polymer measure for the inverse temperature tβ. This result has been using Itô formula in [4, Section 7] . For notational convenience, we define
We use Gaussian integration by part again, for Ψ N :
The above implies that for every t È Ö0, 1× and λ 0 Ψ N Ôt, λ, βÕ Ψ N Ô0, λ t, βÕ.
Comparing (6.8) and (6.10), and using convexity and monotonicity of Ψ N Ôt, λ, βÕ with respect to λ, and the fact that Ψ N Ôt, 0, βÕ Φ N Ôt, βÕ one gets
12) where in the last inequality we used Ô2 ¡ tÕ 1 and (6.11). Integrating this inequality between 0 and 1 and recalling Φ N Ô1, βÕ p N ÔβÕ we get
On the right-hand side of the above we recognize something related to pinning models. More precisely 14) where
is the partition function of a homogeneous pinning system of size N and parameter 2β 2 with underlying renewal process the sets of zero of the random walk S Ô2Õ ¡ S Ô1Õ . This is a well known result in the study of pinning model ( we refer to [13, Section 1.2] for an overview and the results we cite here) that 16) where f denotes the free energy of the pinning model. Moreover, it is also stated
(6.17)
Then passing to the limit in (6.14) ends the proof of the result for any constant strictly bigger that 4.
Proof the lower bound in Theorem 1.6
The technique used in the two previous sections could be adapted here to prove the results but in fact it is not necessary. Because of the nature of the bound we want to prove in dimension 2 (we do not really track the best possible constant in the exponential), it will be sufficient here to control the variance of W n up to some value, and then the concentration properties of log W n to get the result. The reader can check than using the same method in dimension 1 does not give the right power of β.
First we prove a technical result to control the variance of W n which is the analog of (5.3) in dimension 1. Recall that γÔβÕ : λÔ2βÕ ¡ 2λÔβÕ with λÔβÕ : log Q expÔβω Ô1,0Õ Õ. where S ÔiÕ , i 1, 2 are two independent 2-dimensional random walks.
As the above quantity is increasing in n, it will be enough to prove the result for n large. For technical convenience we choose to prove the result for n Ù expÔ¡c ε ßγÔβÕÕÙ (recall γÔβÕ λÔ2βÕ ¡ 2λÔβÕ) which does not change the result since γÔβÕ β 2 oÔβ 2 Õ. The result we want to prove seems natural since we know that Ô 
Ô2Õ
i Ù Õß log n converges to an exponential variable (see e.g. [12] ), and γÔβÕ c ε log n. However, convergence of the right-hand side of (7.2) requires the use of the dominated convergence Theorem, and the proof of the domination hypothesis is not straightforward. It could be extracted from the proof of the large deviation result in [12] , however we include a full proof of convergence here for the sake of completeness.
0Ù the set where the walks meet (it can be written as an increasing sequence). By the Markov property, the random variables τ k 1 ¡ τ k are i.i.d. .
To prove the result, we compute bounds on the probability of having too many point before n in the renewal τ . As in the 1 dimensional case, we use Laplace transform to do so. From [11, p. Let x 0 be such that for any x x 0 , log P 2 expÔ¡xτ 1 Õ ¡3ß log x . For k such that kßÔn logÔnßkÕÕ x 0 , we replace x by kßÔn logÔnßkÕÕ in (7.6) to get where the last inequality holds if kßn is small enough. We fix k 0 δn for some small δ. We get that We are ready to bound (7.2). We remark that using integration by part we obtain P exp ÔγÔβÕ τ Ö1, n× Õ ¡ 1 To bound the right-hand side, we use the bounds we have concerning τ : (7.8). We have to split the integral in three parts.
The integral between 0 and 1 can easily be made less than εß3 by choosing β small.
Using n expÔc ε ßγÔβÕÕ, we get that where the last inequality holds if n is large enough, and β is small enough.
Proof of the lower bound in Theorem 1.6. By a martingale method that one can find a constant c 9 such that Var Q log W n C 9 n, n 0, β 1. Using Lemma 7.1 and Chebyshev inequality again, we can find a constant C 10 such that for small β and n ÖexpÔC 10 ßβ 2 Õ× we have Q ØW n 1ß2Ù 1ß2.
(7.14)
This combined with (7.13) implies that ¡ log 2 n n ¡1ß4 Q 1 n log W n n ¡1ß4 pÔβÕ.
(7.15)
Replacing n by its value we get pÔβÕ ¡n ¡1ß4 ¡ log 2 n ¡ expÔ¡C 10 ß5β 2 Õ. (7.16) 
