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ABSTRACT
Private deployments of 4G and 5G networks in industrial environ-
ments are beneficial from various aspects. Private 4G/5G networks
typically face the challenge of supporting heterogeneous indus-
trial applications. This technology demonstration highlights the
importance of network slicing in private 4G/5G networks. It shows
that network slicing is crucial for performance guarantees in multi-
service co-existence scenarios. With network slicing, our private
4G/5G network successfully supports closed-loop control, event-
driven control and video streaming applications.
1 INTRODUCTION
The 5G mobile/cellular technology is widely recognized as the
frontrunner among the candidate technologies for the envisioned
transformation of industrial systems [3, 11]. Operation of private
(non-public) networks in industrial environments is promising to
fully unleash the potential of 5G. Private deployments offer ded-
icated coverage, exclusive use of capacity and the capability of a
customized service while providing complete control over the net-
work [2]. Private 4G networks have already been deployed across
various industrial domains including mining, warehousing and util-
ities [6]. Recent regulatory initiatives on opening of shared licensed
spectrum empower industrial stakeholders to deploy their own local
networks with dedicated equipment and settings.
Due to the increasingly heterogeneous nature of industrial com-
munication, network slicing within a private network becomes
particularly important. Network slicing provides the capabilities
of traffic isolation and application-specific resource management
which are crucial for strict performance guarantees in multi-service
co-existence scenarios. Slicing of the radio access network (RAN) is
a key element of network slicing [1]. Realizing RAN slicing through
a gateway deployed inside a private network provides various ben-
efits [2]. Gateway-level slicing approach is closely aligned with the
software-defined networking (SDN) paradigm for RAN.
The main focus of this demonstration is a slicing-enabled private
4G/5G network for industrial communication. It demonstrates the
viability of a slicing-enabled private 4G/5G network as a single
wireless interface for versatile industrial applications. It shows the
feasibility of gateway-level RAN slicing in private networks. It also
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Figure 1: Illustration of the demonstration scenario.
shows the capability of operation in the recently-opened 3.8 – 4.2
GHz shared licensed spectrum for private 5G in the U.K. [10].
2 DEMONSTRATION OVERVIEW
The demonstration scenario is illustrated in Figure 1. Our private
network has three core components: a RAN, a core network (CN)
and a slicing gateway. We consider three different applications
on the private network. The first application is closed-loop control
wherein a path controller located in the CN remotely drives a mobile
robot on a pre-defined path. There is bi-directional exchange of
command and feedback messages between the path controller and
the mobile robot. Such bi-directional traffic must be handled with
low and deterministic latency. The second application is event-
driven control wherein a pre-programmed robotic arm located in the
CN receives actuating commands from a human operator on the air-
interface. This creates uplink only traffic which must be transmitted
with low latency. The third application is video streaming wherein
a commercial UE is streaming high-definition (HD) video from the
Internet. This creates bandwidth-hungry traffic in the downlink.
Our demonstration shows successful co-existence of these very
different applications with slicing of radio resources.
3 DESIGN AND IMPLEMENTATION
3.1 Private Network
In 4G mode, the base station front-end is deployed using commer-
cial off-the-shelf (COTS) Ettus X310 software-defined radio (SDR)
platform connected via a 10 Gigabit Ethernet (GE) interface to a
server that is characterized by Intel Core i7-8700 12-core (3.2 GHz)
processor and 16 GB RAM. A wideband (850 MHz – 6.5 GHz) di-
rectional antenna with a gain of 5-6 dBi is used at the front-end.
The base station server (eNB) is running "Ubuntu 16.04" operating
system with "Linux kernel" release 4.15.0-041500-low latency. It is
connected to the CN and the slicing gateway via 1 GE interfaces.
The base station operates in 2.6 GHz band with 10 MHz bandwidth.
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Figure 2: Real-time RAN connectivity map.
We use low transmit power in demonstration scenario as per the
regulatory requirements for license-free operation in this licensed
band. The CN and the slicing gateway run on different servers
with similar specifications as the base station server with the ex-
ception of low-latency kernel. The private network implements
standard-compliant open source software stack for base station and
CN servers based on OpenAirInterface (OAI) [7, 8]. Commercial 4G
dongles and handsets are used as user equipments (UEs) to com-
municate over the private network. All UEs have Open Cells SIM
cards programmed using parameters in OAI home subscriber ser-
vice (HSS) database with separate international mobile subscriber
identity (IMSI). The slicing gateway is based on Mosaic5G service
platforms [9]. In the non-standalone (NSA) mode of 5G New Radio
(NR), the RAN includes a second base station server (gNB) con-
nected to a second Ettus X310 front-end (capable of supporting
higher bandwidths). The gNB and the eNB are connected via a 1
GE interface.
For closed-loop control, we use a GoPiGo3 robotic car stacked
on a Raspberry Pi with ATMEGA328 microcontroller. The GoPiGo3
robot is a differential drive system with two driving wheels and
one caster wheel. The microcontroller sends, receives and executes
commands sent by the Raspberry Pi to perform motor control.
A wireless dongle connected to the Raspberry Pi USB interface
communicates with the path controller [4] in the CN. The path
controller remotely drives the robot along a pre-defined trajectory
by controlling the speed of driving wheels. This reflects a centrally-
controlled mobile platform in warehousing and logistics. The path
controller periodically receives motor encoder values for driving
wheels as feedback (in uplink) via the wireless dongle. It transmits
updated parameters (in downlink), based on robot’s kinematics and
path deviation error. For event-driven control, we use a DOBOT
magician robotic arm that is connected to the CN server over a
USB interface. The robotic arm tool head is equipped with a gripper
or a suction cup to pick and place wooden blocks, imitating load-
ing/unloading of objects on a production line. The event-driven
control commands to the robotic arm are issued by a human via a
laptop connected to a wireless dongle. A Kinetic robot operating
system (ROS) API is written to control the robotic arm such that
the CN is the master node and the laptop is the slave node. The
actuating commands which are sent over the private network via
the wireless dongle are translated by the CN to ROS commands
for actions performed by the robotic arm. For video streaming, a
commercial handset running YouTube application is used.
3.2 Radio Resource Slicing and Results
Our radio resource slicing strategy is based on FlexRAN [5] which
is a flexible and programmable software-defined RAN platform. The
FlexRAN real-time master controller running on the slicing gate-
way server is connected to the FlexRAN agent on the base station
server via southbound API (OpenFlow). The FlexRAN controller
also provides a REST northbound API for RAN control and manage-
ment. Using these APIs, we have created two radio slices: slice 1 for
control applications and slice 2 for high data rate applications. Each
slice is defined in downlink and uplink with a slice ID, slice label,
percentage of allocated resources, slice priority, and availability
of resource blocks (high and low). Slice 1 is defined with only 5%
of radio resources but with higher availability of resource blocks,
whereas slice 2 is defined with the remaining 95% of radio resources
but with lower availability of resource blocks. Our slicing strategy
is capable of dynamically adjusting allocated resources for each
slice depending on resource utilization and utility. It also provides
dynamic relocation of UEs in order to fulfil service requirements.
We consider two scenarios in the demonstration. In the baseline
scenario, no slices are instantiated and the available radio resources
are shared among the UEs such that control applications are priori-
tized. In the slicing-enabled scenario, radio resources are allocated
as per the aforementioned slicing strategy. Figure 2 shows real-
time RAN behavior based on drone application in Mosaic5G Store
platform. Initially, all the UEs are connected to slice 1 with the
graphs showing throughput (in Mbps). This reflects the baseline
scenario. Owing to prioritized allocation and small data packets,
control applications run smoothly over slice 1. However, the al-
located resources are insufficient for video streaming. Hence, the
video keeps buffering and freezing. The slicing controller relocates
the video UE (with RNTI 2838), using the REST API, from slice 1 to
slice 2 which is optimized for high data applications. After reloca-
tion, the video stream runs smoothly as shown by the throughput
graph. This reflects the slicing-enabled scenario which provides
slice isolation capabilities for successful co-existence of different
applications over the air-interface.
We have also successfully tested operation in 5G-NR NSA mode
(30 kHz sub-carrier spacing, 80 MHz bandwidth), currently sup-
ported by OAI, after obtaining a license for the recently-opened 3.8
- 4.2 GHz band for private networks. A complete demonstration in
5G NSA mode is not possible as commercial devices for this band
are not available yet.
4 REMARKS
This demonstration reveals the importance of network slicingwithin
private 4G/5G networks. It shows the effectiveness of real-time on-
the-fly control delegation and management of radio resources for
providing performance guarantees in multi-service co-existence
scenarios. It also shows one of the first slicing-enabled 5G-ready
private network, operating in shared licensed spectrum, for ver-
satile industrial wireless applications. Finally, it highlights the po-
tential of COTS hardware and open source software for private
4G/5G networks. A short video of the demonstration is available at
https://tinyurl.com/y862wfp8. Our 5G-NR NSA setup is shown in
https://tinyurl.com/yaj4o2xl.
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