form of VR is a 3D image that can be explored interactively at a personal computer, usually by manipulating keyboard buttons or mouse buttons so that the content of the image moves in different directions, for example, zooming in or out. Most of these images require installing a plug-in browser. As the images become realistic, interactive, and real-time controllable, the perception of reality increases. More sophisticated efforts involve approaches such as wraparound display screens, actual rooms augmented with wearable computers, and hepatics joystick devices that help users to have a better feeling of the display images.
Originating in the development of simple computer-based flight simulators in the 1970s, VR research today is booming in the video game-dominated entertainment market, both in amusement arcades and at-home video game consoles. Briefly, VR can be divided into two classes: (a) the simulation of real environments such as the interior of a building or a spaceship, often for the purpose of training or education; and (b) the development of an imagined environment, typically for a game or educational adventure.
Research and development in VR technologies and its applications can be found in many places in the world. In China, quite a number of significant research results are produced in various VR fields due to the strong support for fundamental research from the National Science Foundation of China and the National Key Programs of Science and Technology. Relevant industrial sectors have also given very strong support on applied VR research. In the State Key Lab of CAD&CG at Zhejiang University, we have studied many aspects of VR, such as multiresolution modeling, real-time rendering, image-based modeling and rendering, walkthrough of architecture, VR-based games, and so on (Pan et al., 2000) .
VR has been applied widely in many areas; examples are the medical field, education, arts, entertainment, military simulation, manufacturing, robotics, information visualization, and sports simulation. In the following, we will focus on sports simulation.
VR application in sports simulation
Several simulators have been designed to target many sports including soccer, basketball, racquetball, ping-pong, ice hockey, tennis, and darts. Video-based userfriendly interfaces can help players to train themselves against a team of opponents in a virtual world by interacting with the images. Some highly interactive games can even play a better role than physical coordination and training in terms of tactical decision making and team cooperation.
Distributed sports simulation is an interesting subject. A virtual tennis game over a network (Molet et al., 1999) was shown in the opening and closing ceremonies of Telecom Interactive '97 in Geneva, Switzerland. The tennis game involved two participants and one referee. In such a system, VR technology can make the user feel like a sports star.
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In collaboration with the Sports System Simulation Lab at the National Institute of Sports Science in China, we have been engaged with several projects related to sports simulation. They are a virtual bowling game machine (Pan, Xu, Huang, & Zhang, 2003) , bicycle simulator, VR-based sailing, a training system for group calisthenics, and simulation of the layout for group eurhythmics. In this article, we will discuss the design and implementation techniques on the training system for group calisthenics and simulation of the layout for group eurhythmics. The two topics employ virtual human techniques (Badler, Hollick, & Granieri, 1995) in large or virtual crowd behavior (Mataric, 1994) , in particular.
In China, hundreds of thousands of people perform group calisthenics for physicalart training. It usually takes a long time to train and rehearse for the alignment and pattern forming in group calisthenics. Therefore, it is very important to plan and simulate group calisthenics for the best design of the alignments and patterns using a computer graphics technique (Ji, Pan, & Mei, 2004) . Based on the latest technique on virtual crowd behavior simulation (Musse & Thalmann, 2001 ), a group calisthenics rehearsal simulation system can be developed.
In the training process of group eurhythmics, the pattern or layout design is time consuming. Coaches and athletes spend a lot of time and effort evaluating new designs. During the rehearsal, the same movements or actions (sometimes with minor changes) will be repeated many times to obtain the best effect. We designed and implemented a simulation system for group eurhythmics to save time for athletes and their coaches.
Several approaches have been developed for simulating the behavior of crowded creatures (Blumberg & Galyean, 1995; Bouvier, Cohen, & Najman, 1997; Musse & Thalmann, 1997 , 2001 Noser & Thalmann, 1996; Reynolds, 1987 Reynolds, , 1999 Tu & Terzopoulos, 1994) . Musse and Thalmann (2001) described a hierarchical model made up of crowds, groups, and individuals to simulate human crowds in real time. Considering the levels of autonomy, crowd behaviors have been classified in three kinds: guided crowd, programmed crowd, and autonomous crowd. According to this classification, the crowd behavior for group calisthenics belongs to guided crowd, which means that the users define their behaviors explicitly. Musse and Thalmann (1997) presented an adaptive collision avoidance scheme for a pair of individuals based on their distance from the camera, but the algorithm's time complexity is high. Kim et al. (2002) adopted an event-driven approach for collision detection, which needs more calculation for determining the time-varying bound. Thus, the method is complex for group calisthenics because an individual's position is relatively fixed. Based on the above research, we present a new collision avoidance algorithm. The new algorithm is simpler than the method by Kim et al. (2002) because we employ nine fixed-size squares to detect the neighboring position. It is more efficient in terms of time complexity than Musse and Thalmann's algorithm. In addition, the circumambulation is further divided into two types (clockwise and counterclockwise circumambulation) to solve the conflict of direction rectifications in path planning and collision avoiding.
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Transforming methods of alignment and pattern for group calisthenics
The transformation method we proposed includes three steps: planning, modification, and implementation. Figure 1 shows the simulation flow. Detailed discussion will be introduced in the following paragraphs.
The transformation process of alignment or pattern for group calisthenics is in fact a continuous process of positions/poses changing with a group of people. Group behavior is defined as a transformation of the group from one alignment (or pattern) to another. Every relatively independent group behavior is described as an event. A group event is thus described as the group behavior happening during the transformation time. Users can interactively set the parameters of the group event for the simulation system to drive the individual movement based on these event parameters. The group event parameters include members, present target alignment, planning method, starting time and interval of the transformation, movement and action type, starting time of action, interpolation method, control points, and attraction point.
During the transformation simulation, individuals will undertake collision detection according to their environment and then adjust their paths locally if possible. This type of movement state message after modification is used to guide the simulation of virtual crowds' alignment and pattern transformation.
Methods of path planning
Three types of path planning methods can be generalized:
• Simple methods for individual: There are two methods to set the individual path: linear method and Bezier method. The linear method gets the path by linear interpolation between the start position and the target position, whereas the Bezier method gets the path through a Bezier spline by interactively setting multiple control points (including the starting position and the target position).
• Simple methods for group: The simple path planning methods for group include the shortest distance dispersing method, the keeping pattern dispersing method, and the parallel combination method. The shortest distance dispersing method is to get the shortest path when dispersing the complex pattern into the other pattern. The keeping pattern dispersing method is to keep the pattern, such as a rectangle or circle, when dispersing and some predefined reference humans or reference alignments are needed. The parallel combination method integrates one alignment into another alignment, so that the individuals move in parallel at the same speed. • Integrated methods for group: This method means the integration of the planning results of two or more methods mentioned above. It can realize relatively complex movement and thus save many middle assumptions and simplify the design and simulation process.
Nine-square collision avoidance algorithm
Based on the transformation methods presented above, we present a collision avoidance algorithm called the nine-square collision avoidance algorithm. In this algorithm, we use nine squares to set the searching area of the present individual and an individual is set in the center of these squares, as shown in Figure 2 . In Figure 2 , the black point is the present individual with eight squares as his or her searching areas. It is presumed that every individual knows his or her neighbor's present position, advancing direction, and speed if they are in the searching area. In addition, it is presumed that every individual will not adopt any collision avoidance method when other individuals are not in the nine squares. This mechanism can have a similar function as the setting of collision-avoiding radius R (Kim et al., 2002) . The square size is decided by the moving speed and the size of the individual. We assume the moving distance of the individual in each simulating unit is D, then we can get the smallest value of the edge length (L) of the square using the following formula:
where C means the side length of the smallest square sub-area, which can contain two individuals. To avoid missing the case of collision detection, we assume that the selected individual is located in the upper left of the center square and move upward, and there is also an individual located in the upper right corner of the square above the centered square and moving in the same direction. Then, to avoid collision, the distance should be more than 2D + C. And this works well for the examples given in this article.
Usually, two athletes who are forecasted to collide will wait if they are both in the same sub-area, as there is a special demand of holding the order patterns in group calisthenics. Because circumambulation may rearrange the order, we set the athletes using a waiting strategy to avoid a collision unless one of them has stopped on the same line. For the waiting collision avoidance strategy, an individual's advance state will affect his or her priority. Here, priority means the priority of passing. The one who is faster is the one with higher priority. If two individuals have the same speed, we define that the one has higher priority only when he or she is nearer to the target than the other. Otherwise, the individual who advances earlier than others will slow down when he or she approaches the target, and deadlock of collision avoidance between individuals cannot be avoided.
If circumambulation is needed, counterclockwise right circumambulation is adopted when the advanced individual A and individual B move in reverse direction. During circumambulating an obstacle, if right circumambulation leads to an increase of distance (as shown in Figure 3 , the white circle means that the athlete will move from A to B), then left circumambulation is adopted. In such a case, we need to distinguish these two A virtual human can be enclosed in a 3 × 3 box so that 24 circumambulation methods can be found. Assuming that the side length ratio of the rectangular subarea to the individual box is an integer, the number of individuals in every square is thus an integer. See the Appendix for the algorithms of collision detection and waiting collision avoidance.
Experimental results
To test the simulating method, a group calisthenics prototype system is implemented on a PC platform. Figure 4 is an example where the square alignments are transformed into five rings using a linear interpolation method. Figure 4a shows the initial alignments, Figure 4b shows the target pattern, and Figures 4c and 4d are the intermediate results generated by linear interpolation. Figure 5 shows the spreading of square alignments into rectangle alignments. Figure 5a shows the intermediate result of the spreading of a 6 × 6 square alignment. Figure 5b shows the advancing alignments with hand-waving action added. In these experiments, no collisions happen due to our collision avoidance algorithm.
Implementation of group eurhythmics layout system
The design of the pattern and alignment is very important to the performance of the group eurhythmics. In the past, the coaches or the directors designed the pattern and alignment just by drawing it in their mind or manually on paper. This traditional method is limited by the imagination of the coaches. The system presented in this section aims to assist the coaches and athletes to design and work efficiently with the aid of VR technology. In considering the habits of a designer of alignments and patterns for group eurhythmics, we divide the system into three subsystems: model library, 2D layout subsystem, and 3D display subsystem (Ji et al., 2004 ).
• The model library provides all the models used in layout and display subsystems. The models include the motion models of the athletes, the objects used by the athletes, and the furniture in the art gymnasium.
• The 2D layout subsystem provides the following functions: laying out the pattern and alignment using simple 2D plane geometry graphics presenting athletes, objects, and furniture; setting and modifying the locations or directions of each model by mouse or keyboard.
• The 3D display subsystem shows the results of the layout system in the virtual 3D environment. Thus, the coaches and athletes can check and evaluate the pattern and alignment in whatever position or direction and can even modify the pattern in 3D.
The system has the following features:
• Friendly interaction. The user can interact with the models in 2D or 3D views by using the mouse or keyboard. He or she can manipulate the objects in the virtual environment. 
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FIGURE 4: (continued)
For example, the user can pull or push the virtual athletes or objects or rotate the scene models. It is easy to switch between the 2D view mode and the 3D view mode.
• No limited viewing angle. In the 3D display subsystem, the user can get the actual and proper expression of the pattern and alignment. Users can change their viewpoint to check and evaluate the pattern and alignment.
• Easy to use. The interface of the system is very friendly. The operation can be performed with the simple actions of the mouse and the keyboard so that users can focus on the design and layout of the pattern and alignment to meet their requirements.
Modeling and layout simulation for group eurhythmics
The core of the system is to display the whole pattern in 3D. There are two primary methods of modeling. One is to model with 3D modeling software such as 3D Studio Max. The other is to use a motion capture device for reconstructing the models. In our system, we get the models by motion capture and import them into our system. Because it is difficult to model the motion of the athlete with the traditional modeling software, the technology of motion capture is a perfect way for such a task. The motion capturing device records the information about the action of a human by sensors attached to the body and rebuilds the model with the recorded information (Badler et al., 1995) . In our experiment, we use Motion Analysis for capturing the motion data. To use the data from the motion capturing device, we need to build a virtual human model with all the features of an athlete. We then obtain the information of every action of the athlete and rebuild the model containing motion.
In the 2D layout subsystem, we use Windows GDI to describe the pattern and alignment of the group eurhythmics. In other words, we use dots, lines, and simple 2D geometry to represent the athletes and objects and to describe the whole scene of the pattern. And with the simple drag-and-pull action of the mouse, we can design and modify the scene. Besides the athletes and basic things in the gymnasium, there
Implementation and experimental results
The whole system interface includes three parts (see Figure 6 ): the main frame to control the operation, the model-previewing list on the left, and the main display part for 2D or 3D views.
The main frame contains all the controlling functions of the system. There are three toolbars: the main toolbar, the 2D control toolbar, and the 3D control toolbar. All the functions can be enabled or disabled with the buttons on the toolbars. The model-previewing list changes the model list according to the button of the appending models group. The list will show all the models in the according group in the model library. The main display part shows the result of designing and layout. The 2D view is the projection of the 3D view in the vertical direction. By using the mouse, the user can interact with the views and modify the pattern. Figure 7 illustrates two view results of two different viewpoints.
Based on the requirements of the coaches and athletes, the system needs to show results interactively for evaluating the pattern and alignment. Therefore, the realtime feedback is very important to the system. There are three kinds of techniques to realize the real-time rendering of the 3D scene. These techniques are level of detail (LOD), detecting and culling of invisible faces, and image-based rendering. We use an improved algorithm based on detecting and culling of invisible faces, cull and portal arithmetic (Luebke & Georges, 1995) , to implement the real-time rendering in our system.
In designing and layout, we can find that the virtual athletes will get more chances to have collision with other athletes or objects. To make the scene more actual and real, we need to detect the collision in real time and re-render the scene properly. To perform collision detection, the simplest way is to check every two objects in the scene. But it will take much of the CPU's time and slow down the speed of calculation. To avoid this, we check the bounding box instead of the object itself. If there is collision between the bounding boxes, we assume there will be collision between the objects for simplifying the computation. Then, the system will cancel the operation and re-render the scene. Otherwise, we believe there is no collision between the objects (Cohen, Lin, Manocha, & Ponamgi, 1995) .
Concluding remarks
In this article, we discuss techniques for sports simulation based on VR technology. Two case studies are presented in this article. In the first case study, we present a method for simulating the transformation of group calisthenics alignments and patterns based on a group event and discuss the path planning methods, including the nine-square collision avoidance algorithm. This collision avoidance algorithm combines the advantages of Musse and Thalmann's method and Kim et al.'s algorithm. According to the special requirement of group calisthenics, we divide the circumambulation avoidance into two classes-clockwise left circumambulation and counterclockwise right circumambulation-and thus solve the conflict of the advance direction rectification and circumambulation collision avoidance rectification.
In the second case study, we implement a system to assist coaches and athletes to design and layout the pattern and alignment of the group eurhythmics. The system is based on VC++ and OpenGL, which is very easy to be extended and upgraded. Using the Windows NT platform, it provides more stability and reliability. With regard to further work, we will focus on how to support the animation of the athletes and add the objects used by the athletes into the system.
