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Abstract
The ability to manage the distributed functionality of
large multi-vendor networks will be an important step
towards ultra-dense 5G networks. Managing distributed
scheduling functionality is particularly important, due to
its influence over inter-cell interference and the lack of
standardization for schedulers. In this paper, we formulate
a method of managing distributed scheduling methods
across a small cluster of cells by dynamically selecting
schedulers to be implemented at each cell. We use deep
reinforcement learning methods to identify suitable joint
scheduling policies, based on the current state of the
network observed from data already available in the RAN.
Additionally, we also explore three methods of training
the deep reinforcement learning based dynamic scheduler
selection system. We compare the performance of these
training methods in a simulated environment against each
other, as well as homogeneous scheduler deployment sce-
narios, where each cell in the network uses the same type
of scheduler. We show that, by using deep reinforcement
learning, the dynamic scheduler selection system is able to
identify scheduler distributions that increase the number
of users that achieve their quality of service requirements
in up to 77% of the simulated scenarios when compared
to homogeneous scheduler deployment scenarios.
Index Terms—Reinforcement Learning, Deep Learning, Schedul-
ing
I. INTRODUCTION
THE scheduler, located in the medium access control(MAC) layer of the radio access network (RAN), is
responsible for assigning the spectral resources of the air
interface to the users in the network. Spectral resources are
divided into spectral-temporal resources blocks, which are
individually assigned to users by the scheduler. The control
that the scheduler has over the usage of resources in the RAN
influences the high level performance metrics used to assess
the network, including throughput, fairness and latency. These
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indicators are monitored because of their influence on the
quality of service provided to users in the network.
A large body of literature exists around scheduling methods
for the LTE network architecture. These methods are evaluated
by a number of surveys of the most commonly used scheduling
methods for LTE networks, highlighting the key themes and
the limitations imposed by the network architecture [1], [2].
Scheduling is performed in a distributed manner, where each
cell site in a network performs its scheduling independently.
The distributed methods examined all belong to one of three
categories [2]: channel unaware, where scheduling decisions
are made independent to the network environment; channel
aware, where the scheduling decision is made in a manner
that is aware of the channel conditions of its users, ultimately
making better use of the network resources; and quality of
service (QoS) aware, whereby the scheduler is aware of the
channel quality and QoS constraints of its users.
For future networks e.g. 5G, new approaches to the schedul-
ing process could be deployed in conjunction with these
traditional methods. Many of these new methods focus, in
particular, on addressing the problem of inter-cell interference.
With increased network density and higher throughput re-
quirements, inter-cell interference influences key performance
measures of the network Hossain et al. [3]. So far, network
architectures have used distributed scheduling methods. With
the introduction of 5G and its cloud radio access network
(CRAN), centralized scheduling also becomes possible.
Performing scheduling for multiple cells simultaneously,
from a central entity, allows greater control over inter-cell
interference experienced by users. This form of coordinated
scheduling is particularly well suited to CRAN deployments,
where the functional split between the central unit and remote
radio heads allows for a centralised MAC [4]. Douik et al. [5]
uses scheduling in a centralised manner over a cluster of cells,
allowing for an optimal resource allocation. However, as de-
scribed by Nardini et al. [6], the computation required to solve
the scheduling problem in an optimal manner is prohibitively
large, limiting this method to be applied only to small clusters
of cells. However, only a subset of CRAN architectures
supports centralised scheduling, particularly functional split
options 5-8 explored by 3GPP [4].
Much of the future 5G network environment could consist of
architectures that do not support centralised scheduling meth-
ods, and instead will continue to rely on distributed scheduling
methods. In particular, this is the case for small cells, which
are expected to be deployed in the highest densities, often in
an unplanned manner.
Nardini et al. [6] present a method that performs scheduling
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in a semi-distributed manner in networks that contain tens of
cells. The central entity provides allocation masks that dictate
to the cells which resources the distributed scheduling methods
can allocate. Ramos et al. [7] present a decentralised method
where cells can identify which resource blocks are assigned
to users experiencing high interference and communicate this
over the X2 interface to their neighbours. Neighbouring cells
then avoid using those resources when scheduling their own
users. These semi-distributed methods of resource scheduling
solve the scalability and architecture problems of centralised
scheduling. However, due to their cooperative nature, clusters
of cells operating such methods are required to deploy the
methods ubiquitously.
A growing body of literature looks to schedule users in a
more conservative manner, such that the inter-cell interference
produced by the network equipment is reduced. In Lo´pez-
Pe´rez et al. [8], resource allocation is performed by minimising
the power usage of each cell, under the condition that each
user’s service requirement is fulfilled. This type of scheduler,
known as margin adaptive [9], has been shown to converge to
frequently reuse patterns that dynamically change to account
for network conditions [10]. However, these methods formu-
late scheduling as an optimisation problem, where finding
optimal solutions cannot be performed at a suitable time
scale for real-time user scheduling. Instead, implementations
of these types of scheduler require heuristic algorithms or
approximate optimization techniques to solve, meaning the
solution found is often suboptimal. Further, users under these
scheduling conditions cannot exceed their throughput require-
ment, limiting the Quality of Experience (QoE) offered to
these users, and the ability to fulfil the QoS requirements of
these methods is dependent on the capacity of the cell. For
these reasons, the suitability of margin adaptive scheduling is
subject to the network conditions. Specifically, these methods
have been proposed prominently for femto-cells, where the
channel bandwidth and volume of users is relatively low and
extensive network planning is unfeasible [11].
With a large and diverse range of scheduling methods
available, many of which cater for a predictable set of network
and traffic conditions, it can be difficult to select suitable
scheduling methods for use across the network. Further, it has
been observed that traffic conditions in cellular networks expe-
rience large spatio-temporal variations. For example, Chen et
al. [12] observe these variations in macro-cell networks. These
variations can cause the suitability of scheduling methods to
fluctuate over the course of hours, days or weeks, compound-
ing the difficulty in selecting schedulers.
Managing network functionality, such as scheduling meth-
ods over large networks, can be a challenge, even for well-
resourced operators. To counter this, many studies propose
artificial intelligence, and in particular, machine learning, as
technologies capable of resolving these management tasks au-
tonomously [13], [14]. Some groups, such as O-RAN, propose
the inclusion of intelligent network management functions
directly into the RAN architecture [15], facilitating both non-
real-time and near-real-time RAN control based on state-of-
the-art machine learning techniques.
With the aim of autonomous network control, reinforcement
learning is one area of machine learning that has seen great fo-
cus in network management problems. Reinforcement learning
is used in network control problems, as it allows the creation of
agents that are able to learn optimal or near optimal control
policies autonomously. As such, reinforcement learning has
been proposed for a range of problems and new applications
within the mobile network [16]. For example, Jaber et al. [17]
applied reinforcement learning on a range extension coefficient
of small cells to optimize the quality of the backhaul links.
Deep reinforcement learning is a development of traditional
reinforcement learning methods by introducing deep neural
networks used to generalise an action value function or policy
functions over a large state space [18]. The feature extraction
ability of deep reinforcement learning improves traditional re-
inforcement learning methods for low level control problems.
For example, Chinchali et al. [19] use deep reinforcement
learning to control the amount of IoT traffic that can be
scheduled, depending on the congestion on the network. The
ability to generalise over a large state space makes these
techniques well suited to high-level management problems. A
survey by Zhang et al. [20] summarises a range of applications
of these techniques.
In commercial networks, the operator will usually have
a scheduler selection decision to make when configuring a
base station. Typically, a vendor will provide more than one
scheduler option, for example, a choice of either a proportional
fair scheduler, round robin, maximum throughput or a max-
min scheduler. In the past, an operator could make this
decision as part of the regular network planning activities. For
future high density deployments (such as for 5G networks), a
more dynamic solution to the scheduler selection problem is
required, one that can respond to greater inter-cell interference,
unplanned deployment, and multi-vendor clusters.
In this paper, we propose a new approach to manage
distributed scheduling methods autonomously across multiple
cells simultaneously, reducing the requirement for cell plan-
ning and increasing the flexibility of scheduling methods in
the network. A distributed approach to scheduler management
is proposed by Coms¸a et al. [21], where a flexible scheduler
uses interchangeable scheduling policies to best serve the QoS
requirements of its users. To select from these policies, the
authors suggest a reinforcement learning framework, where
the QoS offered by each scheduling policy is estimated by
an individual neural network. In our work we look to perform
scheduler management jointly over a group of cells rather than
on a per cell basis individually allowing our method to take
advantage of schedulers that provide neighbouring cells with
beneficial interference conditions. To account for the increased
problem space we propose the use of deep reinforcement
learning methods that provide generalisation over the state
space.
In our method, all resource scheduling is performed in a
distributed manner by scheduling methods ( [22], [23]). A
central entity is responsible for managing these distributed
scheduling methods through dynamic scheduler selection. We
propose the use of reinforcement learning and nature-inspired
algorithms to perform scheduler selection at this central entity.
This method facilitates the deployment of scheduling methods
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that are well suited to situations where the network conditions
fall within specific constraints. We propose two schemes for
scheduler selection to solve the scheduler selection problem;
the first uses nature-inspired optimization algorithms while the
second uses deep reinforcement learning. In Section II the
system model is described and the problem will be formulated.
In Section III the proposed schemes are detailed. In Section IV
and V simulation based evaluation of the proposed methods
are detailed and reported on. These simulations compare
the performance of our scheduler selection strategies with
static homogeneous strategies that are representative of current
network deployment methods.
II. SYSTEM MODEL
In this study, a cellular network is considered, consisting
of Nc cells serving Nu UEs distributed within the coverage
area of the cells. Each user can be served by a single cell in
the network. For each downlink channel, orthogonal frequency
division multiple access (OFDMA) is assumed. In OFDMA,
a single channel is formed of a large number of orthogonal
sub-channels. Additionally, the channel is divided in the time
domain into a number of 1 transmission time interval (TTI)
sub-frames. In our model, it is assumed that each cell that
is responsible for scheduling is associated with users on the
OFDMA channel. Each cell is able to schedule users to any
of the resource blocks on the channel and the transmit power
of the cell is divided equally among all the resource blocks in
the grid.
Each cell in the network can perform scheduling according
to one of two predefined scheduling methods from scheduler
set Sc ∈ {0, 1} where Sc = 0 corresponds to a proportional
fair scheduler [22] and Sc = 1 corresponds to a rate guaranteed
max-min scheduler [23]. A central entity is responsible for
selecting the active schedulers from scheduler set Sc in each
of the cells in the network.
The proportional fair scheduler assigns each resource block
greedily according to a fairness metric which weights the
quality of the user channels against the throughput that has
been provided to the users over a window of frames. The
QoS guaranteed max-min scheduler maximises the service
offered to the worst served user, in doing so the max-min
scheduler offers similar service to all users. Additionally, the
QoS guarantees that where users have matched their QoS
guarantees, the user is scheduled no further resources.
Consider that each user in the network has a service
throughput requirement TP (req) and allow λi ∈ {0, 1}, to
indicate user satisfaction according to:
λi =
{
1 if TPi ≥ TP (req)
0 otherwise
(1)
where λi is an indicator function whose value is 1 if the user
i is satisfied and 0 if not, and TPi is the throughput received
by user i. The overall satisfaction rate U is defined by:
U =
∑Nu
i=1 λi
Nu . (2)
Frequency reuse of 1 is assumed for all cells meaning inter cell
interference impacts signal quality of users in neighbouring
cells. We therefore define a joint scheduling policy as σ =<
s1, s2, . . . , sNc > where si ∈ Sc. The satisfaction rate for a
joint scheduling policy is defined as:
Uσ =
∑Nu
i=1 λi,σ
Nu (3)
where Uσ is the satisfaction rate offered by joint scheduling
policy σ, and λi,σ is an indicator function that denotes whether
user i is satisfied under joint scheduling policy σ. Finally, the
dynamic scheduler selection problem (DSS) can be defined,
where the central entity seeks to select the joint scheduling
policy σ that achieves the largest satisfaction rate across the
entire network:
max
σ
Uσ. (4)
The schedulers chosen for this study are selected for their
contrasting effects on the satisfaction rate defined in Eq. (2).
The QoS guaranteed scheduler attempts to simultaneously
satisfy all users by maximising the throughput offered to the
worst served user. When there is adequate resource, all users
can be satisfied. However, when resources are insufficient,
each user may receive some amount of resources, but the
amount may not satisfy user requirement.
Conversely, the fairness metric used by the proportional
fair scheduler ensures that users with better quality channels
prioritised. Consequently, when resources are insufficient to
satisfy all users, the users with the best channels will still be
satisfied. However, when resources are sufficient to satisfy all
users, the users with the worst channels may be unsatisfied.
III. DYNAMIC SCHEDULER SELECTION
In this section we outline our approaches for solving the
dynamic scheduler selection problem using a central entity
and nature-inspired algorithms. We propose two approaches;
the first uses genetic algorithm to dynamically converge to
a solution. The second approach uses deep reinforcement
learning to learn the networks response to the joint scheduling
problem over a large time scale. We also consider that the
DSS schemes presented in this study make periodic decisions
on which joint scheduling policy is implemented.
A. Genetic Algorithm Dynamic Scheduler Selection
In this method we use a genetic algorithm, i.e. a nature-
inspired optimization algorithm, to make joint scheduling pol-
icy decisions for the network. The genetic algorithm is a three-
stage (fitness, selection and mutation) iterative optimization
algorithm that uses a utility, which in this case refers to the
satisfaction rate received, to influence the next generation.
In a genetic algorithm a population p undergoes the fitness,
selection and mutation stages, and each chromosome in the
population represents a joint scheduling policy.
In the fitness stage, the fitness, or satisfaction rate, of each
chromosome to the DSS problem is evaluated through imple-
mentation in the network, where the fitness of the chromosome
q is:
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fitq = Uσ. (5)
Once all the chromosomes in a population have been
evaluated, a new generation of that population is generated
according to the fitness recorded from the previous generation.
The new generation of chromosomes is created using the final
two stages of the genetic algorithm: Selection and Mutation.
In the selection stage, two parents are selected from the
previous generation. The value of each gene of the new
chromosome is randomly selected from the values of the
parents corresponding genes. Parents are selected using fitness
proportional selection.
Finally, the new generation undergoes mutation where the
values in the new generation are changed with probability
µ. The mutation stage encourages additional exploration of
the problem space by introducing values not present in the
previous generation.
Evaluating fitness of chromosomes over changing network
conditions results in variations in fitq such that consecutive
periods of implementation of the same joint scheduling policy
σ result in different satisfaction rates. To reduce the impact
of network variations on the solutions found using genetic
algorithms, and to prevent overfitting based on favourable
network conditions, the selection stage of the algorithm is
altered to account for this. We set the fitness of each unique
chromosome in the population is equal to the minimum fitness
of all identical chromosomes.
B. Reinforcement Learning Dynamic Scheduler Selection
Reinforcement learning allows the implementation of agents
that learn how actions or sequences of actions are rewarded
through interactions with the environment. For the DSS prob-
lem, the reinforcement learning agent will learn the expected
satisfaction rate (reward) for implementing a joint scheduling
policy, given the observed state of the environment. For this
study the DSS problem is formulated as a contextual multi-
armed bandit problem; in these problems the aim of the agent
is to maximize the reward it receives. The agent’s decisions are
contextualized by information about the state of the network
(environment).
The reinforcement learning dynamic scheduler selection
(RL-DSS) agent observes the volume of traffic and the quality
of channels in the network, and instantaneously selects a joint
scheduling policy σ that fulfils (4). Users periodically report
the quality of the channels in the format of Channel Quality
Indicators (CQI). Based on [24], CQI values are reported in
the range 1-15. The value reported corresponds to the highest
modulation coding scheme (MCS) that the user can decode
with a maximum of 10% error rate. A single CQI value can
be reported across the entire channel (wideband CQI) or on
a per sub-band basis (sub-band CQI). The CQI reports are
collated into a state matrix defined by:
X =

x1,1 x1,2 x1,3 . . . x1,N
x2,1 x2,2 x2,3 . . . x2,N
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
xM,1 xM,2 xM,3 . . . xM,N
 (6)
where xm,n is the total number of CQI reports of value n
reported by the users in cell m. This state space conveys
two important factors of the network state to the contextual
bandit: first, by observing the CQI reports, the quality of the
users’ channels can be considered, in particular, the number
of users with good or bad channel conditions. Second, by
collating the CQI reports from all users, it is also possible
to observe the volume of users in a cell where
∑N
n=1 xm,n is
proportional to the total number of users in cell m. In other
words, if a cell m has 3 associated users where two of the users
return a wideband CQI value of 1 and the other user reports
a wideband CQI value of 3 then the mth row of state X will
be Xm∗ =
[
2 0 1 . . . 0
]
which indicates that there are
2 users reporting CQI value of 1 and 1 user reporting CQI
value of 3.
However, conventional contextual bandit techniques do not
scale well to large state spaces such as X , as a result of having
to visit every state action pair at least once. Instead, the agent
is required to generalise over the large state space, by approx-
imating a function that describes the relationship between the
observed state of the environment and the predicted reward for
taking each action. Neural networks are a popular method for
function approximation in reinforcement learning, due to their
computational simplicity and generality. The method proposed
here uses a deep neural network to approximate this function.
Specifically, a feed-forward network with two hidden layers is
used, the input layer of the network observes the state of the
environment as defined by X and calculates a prediction of the
expected reward at the output Y . The structure of this network
can be seen in Fig. 1, where each output y[i] corresponds to
a joint scheduling policy σi.
The training process of neural networks for reinforcement
learning is a widely explored area; Allesiardo et al. [25]
describe the issues surrounding training neural networks for
contextual multi-armed bandit problems. In particular, agents
in reinforcement learning problems are more likely to take
actions that are known to achieve good performance than those
that do not. However, this can lead to the agent favouring ac-
tions that are taken more regularly. To counter this, Allesiardo
et al. [25] describes methods for training contextual bandits:
first, they consider that training the neural network over a large
batch of training examples would improve the stability, as
each action would be explored. Stochastic gradient descent is
used to train the weights and biases of the network over state-
action-reward examples that the RL-DSS agent observes. The
absolute error between the predicted reward and the received
reward is defined by:
E[i] =
{
y[i]− Uσ if σi = σ
0 otherwise
(7)
where E[i] is the absolute error at output with index i, y[i]
is the predicted reward at output with index i and Uσ is the
reward received by implementing joint scheduling policy σ.
The loss function for the stochastic gradient descent is the
mean absolute error.
However, with the batch training method, an extensive
period of exploration is required to gather a large and varied
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Input Hidden Layer 1 Hidden Layer 2 Output
y[0]
y[127]
x[0]
x[104]
x[1]
x[n]
x[n+1]
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y[1]
y[2]
y[3]
(256 Neurons) (256 Neurons)
Fig. 1: The structure and parameters of the deep neural
network used by the RL-DSS scheme. The network takes 105
inputs (15 CQI levels for each of the 7 cells) and has 128
outputs (7 cells each with 2 available schedulers). Two hidden
feed forward layers consisting of 256 neurons are employed,
each with a sigmoid activation function and an output layer
with linear activation function.
training set that is then used to train the neural network. During
this period the RL-DSS agent will produce random decisions
that are likely to result in poor network performance. Further,
the resulting agent would perform poorly on states outside of
the initial training set, meaning retraining would need to take
place if the conditions of the network were to change.
The alternative to batch training is online training, where
the network is trained each time a decision is made. However,
online training is problematic for deep reinforcement learners,
as temporal correlation between states results in the learner
favouring actions that are taken more regularly [26]. To prevent
policy drift when training online, Allesiardo et al. [25] propose
neuralbandit, a method that weights the loss associated with
each reward by the probability of that action being selected by
the agent. Under an -greedy policy, where a uniform random
action is taken with probability  and the action with the best
predicted reward is taken probability 1 − , neuralbandit loss
function can be defined as:
E[i] =
{
y[i]−Uσ
P(i) if σi = σ
0 otherwise
(8)
where P(i) is the probability of selecting action i given output
y[i], this can be expressed as:
P(i) =
{
1− + Y if y[i] = maxi y[i]

Y otherwise
(9)
where Y is the number of outputs (number of possible actions).
Another well known method of stabilising the training pro-
cess for deep reinforcement learning is experience replay [18],
where the state-action-reward examples are stored in a replay
500m
Fig. 2: Geographical distribution of cells for the network
simulations.
memory as the agent is interacting with the environment.
The neural network is then trained over a random batch of
training examples from this memory. This method allows
the learner to perform online learning while also making
use of training examples that are not temporally correlated.
Additionally, it allows the reinforcement learning method to
utilise training data multiple times, resulting in a more efficient
training process. For this study, we compare the performance
of these three training methods for the RL-DSS problem using
a simulation based evaluation.
IV. SIMULATED EVALUATION
To evaluate the performance of these schemes, a system
level network simulation environment is used to simulate the
performance of the network with the proposed schemes. We
use a high volume of snap-shot simulations to train and test
the performance of the DSS schemes.
In addition to the DSS schemes, static joint scheduling poli-
cies σ =< 0, 0, 0, 0, 0, 0, 0 > and σ =< 1, 1, 1, 1, 1, 1, 1 >,
referred to as σ0 and σ127 respectively from this point, are also
simulated. We simulate σ0 and σ127 to generate a baseline to
compare the DSS schemes against. The following sections will
discuss the details of the simulation experiments performed
and the parameters of the DSS systems that are evaluated.
A. Simulation Environment
The simulated network that consists of 7 cells in a hex
grid layout; as shown in Fig.2. Each cell has a channel
bandwidth of 10MHz, corresponding to a 50 physical resource
blocks, with a carrier frequency of 2.14GHz. There is a
500m minimum separation between neighbouring cells and all
cells have omnidirectional antennas with a maximum transmit
power of 43dBm. A large number of snap-shot scenarios are
simulated over small periods (150 TTI) with static users.
To populate the simulated network with users, we use the
user volume data recorded in the [12] data set. The data set
contains 120 hourly data points where the user volumes are
recorded for each individual cell. A group of 7 neighbouring
cells is selected from the data set, corresponding to the 7
cells in the simulated network. User distribution scenarios are
then generated for each cell in the simulated network. Users
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Fig. 3: The distribution of users over time for the selected
neighbourhood of cells in the [12] test set.
TABLE I: Simulation Parameters
Parameters Value
Number of Cells 7
Carrier Frequency 2.14 GHz
Channel Bandwidth 10MHz
Antenna Pattern Omni-directional
Pathloss Model Macro cell propagation model – Urban Area
(see 4.5.2 in [27])
Traffic Model Full Buffer
Service Requirement 1Mbps
User Numbers various
User Distribution uniform
are distributed uniformly within the coverage area of each
simulated cell. The volume of users in each cell per hour can
be seen in Fig.3. This process is performed for each cell and
each hourly data point to create a library of scenarios that
imitate the spatio-temporal distribution of users recorded in
the data set. Each of the users in the network has a service
requirement TP (req) = 1 Mbps.
This method is used to generate a test and training library of
scenarios, consisting of 100 and 3000 scenarios for each hour
in the data set for the test and training library respectively.
The simulation of large numbers of scenarios allows us to
generate large volumes of training data for the learning meth-
ods that are used. Further, simulating large volumes of snap-
shot scenarios allows us to assess the long-term performance
of these schemes, e.g. over the course of the week.
B. Exploration Window
The DSS schemes presented in this paper make joint
scheduling policy decisions periodically where T e is the pe-
riod between consecutive decisions. In order to find solutions
to the DSS problem in a generic manner, both schemes are
required to make decisions simply to explore the solution
space. By their nature, exploratory decisions often result in
a degradation in network performance, and it is therefore
desirable to minimise the period for which these policies are
implemented. However, due to the time-varying scheduling
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Fig. 4: Variation in the value of UT e (satisfaction rate) for σ0
and σ127 as T e increases from 1 to 100 TTI.
decisions made by schedulers, such as the proportional fair
scheduler, even in static snap-shot simulations, the satisfaction
rates recorded over small periods are not representative of
the satisfaction rates achieved by the same policy over long
periods of time. This is shown in Fig. 4 where the satisfaction
rate for σ0 and σ127 are recorded over a large number or
simulation scenarios as T e varies between 1 TTI and 100
TTI. To fulfil these conflicting criteria, T e must be set;
minimize T e
subject to |UT e,σ − UT,σ| < 0.03
where UT e,σ and UT,σ are the satisfaction rates achieved by
implementing policy σ over implementation period T e and
long time period T (100s TTI) respectively.
For the snap-shot simulations performed here, it can be
seen that UT e,σ achieved by σ0 and σ127 converge 90.96%
and 84.82%, respectively. For this study, we set T e = 30
TTI where UT e,σ of σ0 and σ127 are recorded at 88.07% and
85.78%, respectively, deviating 2.89% and 0.96% from the
converged values.
C. DSS Parameters
The genetic algorithm has a population that consists of 200
chromosomes and the mutation rate µ = 0.01. We simulate 60
generations of the genetic algorithm for each hourly training
set, before the most popular policy from the 60th generation is
selected and implemented for the entirety test set. The purpose
of selecting the most popular policy at the conclusion of the
exploration time is to prevent rapid changes in joint scheduling
policy. To perform 60 generations of the genetic algorithm in
with T e = 30 TTI takes 6 minutes. Therefore, repeating this
training process once every hour uses approximately 10% of
the total network time.
All three of the training methods for the RL-DSS entity are
tested in this study. First, for the batch trained RL-DSS entity,
a library of 100,000 training examples are randomly generated
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TABLE II: Satisfaction and error rates of the proposed
schemes
Scheduling Policy Sat. Rate (%) Err. Rate (%)
σ0 88.36
σ127 77.08
Random 79.45 40.01
GA-DSS 89.19 6.13
RL-DSS (Batch) 91.95 4.70
RL-DSS (NeuralBandit) 91.50 3.35
RL-DSS (ER) 90.55 3.03
from the training set of scenarios. To generate these training
examples, the DSS entity implements a uniform random policy
over all of the training examples. After the examples are
generated the DSS agent selects at random 256 examples from
the library and performs stochastic gradient descent on the
networks weights and biases. This process is repeated for each
of the training epochs.
For the neuralbandit based RL-DSS entity, the agent is
trained online as it takes actions. At the beginning of each
period, the agent observes the state of the network and
takes an action according to an -greedy policy, then after a
period of implementation, the agent receives a reward from
the environment. The agent is then trained on its received
reward according to the neuralbandit training method. At the
beginning of the simulation experiment, the neural network
is untrained, meaning it has no knowledge of the problem.
To increase the amount of explorations performed during this
early phase,  = 0.5. After each 24 hour period;  = 2
to a minimum of  = 0.005 reducing the occurrence of
explorations as the knowledge of the problem is increased.
Finally, for the experience replay training method, we
generate a reply memory consisting of 1500 training examples
generated from a 4 hour period in the network. Then, the agent
proceeds to take decisions based on the observed network
state. After receiving the reward from the network, the neural
network is trained over a random batch of 128 training
examples, including the state-action-reward example generated
which was most recently received. After training, the examples
from the agent’s actions replace memories stored in the replay
memory, where the new example has a uniform probability of
replacing any of the training examples in the memory. The
agent selects actions using an -greedy policy with  = 0.5 at
the start of the experiment. After each 24 hour period;  = 2 to
a minimum of  = 0.005 in the same way as the neuralbandit
agent.
V. DISCUSSION
For each of the test scenarios generated, the network is
simulated with GA-DSS and all 3 RL-DSS schemes as well as
σ0 and σ127. The satisfaction rates of users is recorded during
the simulation. Table II compares the satisfaction rate of each
of the scheduler selection schemes over the entire test set.
First inspecting the outcome of the simulations on the static
schemes, it can be seen that σ0 achieves a better satisfaction
rate and overall throughput than σ127. The cause of this can be
identified by analysing the user satisfaction rate individually
for each of the hourly test sets, providing satisfaction rate as a
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Fig. 5: Variation of satisfaction rate of the GA-DSS, trained
RL-DSS (batch, neuralbandit and experience replay), σ0 and
σ127 throughout the first 24 hours of the test set.
function of time. Upon close inspection of the first 24 hours of
the test set, observed in Fig. 5, it can be seen that, for σ127, the
satisfaction rate approaches 100% between hours 3 and 7 when
the constrained max-min scheduler can fulfil the satisfaction
rates of the users in the network. Conversely, during the busiest
scenarios, the performance of σ127 degrades to a minimum of
69.54% for an hourly test set, when the scheduler is unable
to fulfil the satisfaction rate of the users. For σ0, the test
data demonstrates a relative stability, maintaining an average
satisfaction rate between 85.15% and 93.57% for the first 24
hours. The stability of the proportional fair scheduler makes
the scheduler a popular choice for cellular networks. Despite
its potentially high satisfaction rates, σ127 is unsuitable for
long term operation in networks such as those simulated
in this study. As such, the potential benefits of employing
this scheduler are likely to be overlooked in favour of the
guaranteed performance of the proportional fair scheduler.
In Fig. 5 and Table II the advantages of dynamic scheduler
selection can be seen. By selecting policies dynamically, the
satisfaction rate over the entire test set can be improved
when compared to the satisfaction rates of the static schemes.
The overall satisfaction rate of the GA-DSS is recorded at
89.19%. This value can be used as a benchmark to assess the
effectiveness of the training methods employed by the RL-DSS
schemes. For the batch, neuralbandit and experience replay
training methods for the RL-DSS, the trained satisfaction rate
over the entire test set is recorded at 91.95%, 91.50% and
90.55% respectively. All of the methods proposed improve
the overall satisfaction rate of the users in the network when
compared to the best performing static scheme (σ0). By
inspecting which joint scheduling policy was chosen by the
DSS systems, seen in Fig. 6, it can be seen that the increase in
satisfaction rate is a result of implementing non-homogeneous
joint scheduling policies and the ability to switch between
policies based on the traffic in the network. Both neuralbandit
and batch methods regularly switch the scheduling policies
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Fig. 6: Policies selected by the RL-DSS schemes throughout
the simulation (state refers to the chosen joint scheduling
policy σstate).
to suit the network traffic. On the other hand, the experience
replay method changes policy more infrequently (represented
by the solid horizontal yellow lines).
By directly comparing each individual test scenario under
different scheduler selection schemes, it can be determined
which scheme performed best in each of the scenarios in the
test sets. From this data, it can be established how accurate
the selection methods are at selecting policies that achieve a
performance increase against σ0 and σ127. This analysis is
performed over the entire test set for each of the selection
schemes.
First, inspecting the peak weekly performance of the GA-
DSS scheme, it is established that the policy selected by GA-
DSS outperforms the static policy σ0 in 87.17% of the test
scenarios and both σ0 and σ127 in 68.08% of the test scenarios.
Comparing this to the RL-DSS schemes we can see that for
the batch, neuralbandit and experience replay trained RL-
DSS schemes, the policies selected outperform σ0 in 82.23%,
90.66% and 88.90% of the test scenarios respectively and
both σ0 and σ127 in 69.48%, 72.50% and 70.82% of the test
scenarios respectively.
However, one of the factors that will impact most heavily on
the viability of DSS schemes is the frequency and severity of
errors in decision making. An erroneous decision is a decision
that results in unacceptable network performance. For this
study, erroneous decisions are identified by comparing each
test case with the lowest satisfaction rate achieved by σ0 in
the same hourly test set. This measure identifies decisions that
lead to satisfaction rates outside of the range of the standard
scheduler deployment. The rate at which these erroneous
decisions are made is defined as the error rate. For the GA-
DSS 6.13% of the decisions made by the agent where classed
as erroneous, while for the trained RL-DSS methods 4.70%,
3.35% and 3.03% of the decisions made were considered
erroneous.
The GA-DSS scheme and the batch training method are both
able to consistently select schemes more often that are most
beneficial to the user satisfaction rate. However, both of these
schemes are also more prone to making erroneous decisions
that result in poor user satisfaction. Additionally, as per [25]
the batch training method is unlikely to operate well if the
network conditions were to change. This method, therefore, is
reliant on the traffic patterns observed repeating on a weekly
basis, negating the need for regular re-training. On the other
hand, the neuralbandit and experience reply methods both
improve the overall satisfaction rate of users in the network,
but do so with reduced erroneous decision rates. Further, the
online nature of training allows the RL-DSS scheme to react
to changes in network traffic week on week.
A. Genetic Algorithm
The GA-DSS scheme relies on the temporal correlation of
network states to select a suitable joint scheduling policy.
Without the ability to base its decisions on contextual infor-
mation, the GA-DSS scheme is required to run the genetic al-
gorithm every time the network undergoes significant changes.
As the test examples in this study are divided amongst hourly
test sets, the GA-DSS scheme undergoes this exploration every
hour. The effect this exploration has on the satisfaction rate
can be seen in Fig. 7. It can be seen that the satisfaction
rates of users in the network regularly drop significantly at
the beginning of the exploration phases. The selection policy
chooses the most common joint scheduling policy in the final
generation, once exploration finishes. This selection policy
does not always match the satisfaction rate achieved at the
end of exploration.
B. Reinforcement Learning
When training via online reinforcement learning methods
such as neuralbandit and experience replay, the quality of
the decisions made is expected to increase over the period
of training. To assess the impact of this training, the error rate
and accuracy of the decisions made by the DSS schemes are
recorded, including the random decisions made for exploration
purposes. This can be seen in Fig.8 and Fig.9.
In the first 5-day cycle, all three methods of training for RL-
DSS require large amounts of exploration. The batch training
method implements random policies for the entirety of the first
5-day cycle, resulting in low accuracy (29.39%) and a large
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period.
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Fig. 8: Percentage of erroneous decisions made by the DSS
scheme throughout the training process.
error rate (40.01%). The online training methods are able to
improve their policy selection within hours of starting training.
The result is that the accuracy and error rate of the methods in
the first 5-days are much improved against the batch method,
with neuralbandit achieving an accuracy of 68.48% and an
error rate of 14.67%. Experience replay achieves an accuracy
of 64.06% and an error rate of 12.90%. The effect this training
has on the overall satisfaction rates of the network can also
be observed, with the batch methods achieving a 79.45%
satisfaction rate, the neuralbandit a 89.04% satisfaction rate,
and experience replay a 89.50% satisfaction rate.
By the second 5-day period, the RL-DSS methods have
undergone significant training, allowing the selection of better
policies; this results in improved error rates for all of the
methods. The batch method is able to achieves an error
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Fig. 9: Accuracy of decisions made by the DSS scheme
throughout the training process.
rate of 4.70%, while the neuralbandit and experience replay
methods are able to achieve 3.97% and 4.41% respectively.
However, the online training methods do not dramatically
increase the accuracy of their selection policies; the accuracy
of neuralbandit for the second 5-day period is 72.50%, while
the accuracy of the experience replay method is 70.82%.
VI. CONCLUSION
In this study, we present two methods for performing
dynamic scheduler selection. One of these schemes is based
on a nature-inspired genetic algorithm, while the other utilises
deep reinforcement learning methods. Network simulations
show that both methods are able to make decisions that utilise
the available schedulers to increase the satisfaction rate of the
cellular network users against the conventional static scheduler
deployment. Reinforcement learning based methods require a
large and diverse training set gathered over many hours in
order for decisions to show significant improvement. However,
after this training set is gathered, reinforcement learning
methods can make instantaneous decisions that improve the
satisfaction rate of users. Conversely, the genetic algorithm can
explore and converge on a solution over a smaller time period.
However, this period of exploration is required to be performed
constantly, resulting in periods of reduced satisfaction rate
when the network conditions are significantly altered. Further,
once trained, the reinforcement learning based systems are able
to achieve greater gains to satisfaction rate and make fewer
erroneous decisions. This makes the reinforcement learning
methods better suited to long term use.
The training method for reinforcement learning has an
important impact on the performance of the dynamic sched-
uler selection scheme; training over large batches of random
experience generated over a large time scale results in the best
overall satisfaction rates. However, this method is also more
prone to making erroneous decisions that result in performance
which does not meet expectations. Further, this method of
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training relies on user patterns repeating over a large period of
time. Changes in user distributions in the network are likely
to require retraining the RL-DSS scheme over a batch of
experience, including the new user distributions.
Conversely, the online training methods achieve a more
modest improvement to the overall satisfaction rates in the net-
work. However, the method’s training process allows the entity
to make beneficial decisions more quickly. These methods are
also more reactive to changing user distributions, meaning
retraining does not have to occur if the user distribution
changes significantly.
The reinforcement learning based dynamic scheduler selec-
tion schemes were designed to be generic, allowing imple-
mentation with multiple different types of scheduler. Such
a system allows for unplanned distribution of scheduling
methods, facilitating dense multi-vendor networks without the
need to define new inter-scheduler communication standards
or standardised scheduling. The next steps towards generic
scheduler control using a dynamic scheduler selection scheme
will involve increasing the scalability of these techniques. The
number of actions in the DSS problem scales exponentially
with the number of cells in the network. The exponential
relationship between the number of actions and the number of
cells means that performing DSS in the methods defined here
over larger clusters scales badly. Further development of these
methods should look to improve the scalability. Additionally,
complimentary techniques to classify dense networks into
manageable cluster sizes can be implemented to control the
scale of these action spaces.
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