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Un cas simple de correspondance de Jacquet-Langlands modulo ℓ
J.-F. Dat, with an appendix by M.-F. Vigne´ras
Re´sume´
Let G be a general linear group over a p-adic field and let D× be an anisotropic inner form of G. The
Jacquet-Langlands correspondence between irreducible complex representations of D× and discrete series
of G does not behave well with respect to reduction modulo ℓ 6= p. However we show that the Langlands-
Jacquet transfer, from the Grothendieck group of admissible øQℓ-representations of G to that of D
× is
compatible with congruences and reduces modulo ℓ to a similar transfer for øFℓ-representations, which mo-
reover can be characterized by some Brauer characters identities. Studying more carefully this transfer, we
deduce a bijection between irreducible øFℓ-representations of D
× and “super-Speh” øFℓ-representations of
G. Via reduction mod ℓ, this latter bijection is compatible with the classical Jacquet-Langlands correspon-
dence composed with the Zelevinsky involution. Finally we discuss the question whether our Langlands-
Jacquet transfer sends irreducibles to effective virtual representations up to a sign. This is related to a
possible cohomological realization of this transfer in the Lubin-Tate tower, and presumably boils down to
some unknown properties of parabolic affine Kazhdan-Lusztig polynomials.
In the appendix, we reproduce Vigne´ras’ first construction of Brauer characters for p-adic groups. It
follows Harish Chandra’s classical approach while our construction uses resolutions on the building.
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1 Expose´ des re´sultats
Soit K un corps local non-archime´dien de caracte´ristique re´siduelle p, d un entier et D une alge`bre
a` division de centre K et de dimension d2 sur K. Notons aussi WK le groupe de Weil d’une cloˆture
alge´brique øK de K.
1.1 Rappels sur Jacquet-Langlands et Langlands-Jacquet classiques
(1.1.1) Le point de vue de la fonctorialite´ de Langlands. Les groupes D× et G ont le meˆme L-groupe
GLd(C). Pour G, tous les parame`tres de Langlands WK × SL2(C) −→ GLd(C) sont relevants au sens de
[4, 3.3], tandis que pour D×, seuls ceux qui ne se factorisent pas a` travers un sous-groupe parabolique
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propre de GLd(C) le sont. Le principe de fonctorialite´ de Langlands pre´dit donc dans ce cas l’existence
d’une injection
JLC : IrrC
(
D×
)
→֒ IrrC (G)
de l’ensemble IrrC (D
×) des classes de repre´sentations complexes lisses irre´ductibles de D× dans l’ensemble
correspondant pour G. Selon le desideratum [4, 10.3(3)], l’image de cette injection doit co¨ıncider avec
l’ensemble des se´ries discre`tes de G.
(1.1.2) Le point de vue de l’endoscopie. Le groupe G est un groupe endoscopique elliptique pour D×.
Cela signifie entre autres que l’on a une application des classes de conjugaison elliptiques re´gulie`res de G
vers celles de D×, qui dans ce cas est meˆme une bijection puisque G est forme inte´rieure de D×. Cette
bijection est facile a` expliciter puisque des deux coˆte´s les classes de conjugaisons elliptiques re´gulie`res
sont parame´tre´es par les polynoˆmes unitaires irre´ductibles de degre´ d, via l’application “polynoˆme ca-
racte´ristique”. Ce transfert des classes de conjugaison elliptiques implique un transfert des caracte`res
virtuels que l’on peut re´sumer par le diagramme commutatif suivant
C∞(Gell,C)G
∼ // C∞(Dell,C)D
×
R(G,C)⊗ C
θG
OO
LJC
// R(D×,C)⊗ C
θD≃
OO
ou` R(G,C) de´signe le groupe de Grothendieck des repre´sentations lisses complexes de longueur finie de
G, C∞(Gell,C)G l’espace des fonctions lisses et invariantes par conjugaison sur l’ouvert elliptique de G,
θG la fonction caracte`re de Harish Chandra restreinte aux elliptiques, et idem pour D×. Le fait que θD
soit un isomorphisme vient de ce que D× est compact modulo son centre, et que l’ouvert elliptique Dell y
est dense. Notons enfin que le transfert des fonctions C∞(Gell,C)G −→ C∞(Dell,C)D
×
est normalise´ par
un signe (−1)d+1.
(1.1.3) Venons-en maintenant aux e´nonce´s des “correspondances”.
Jacquet-Langlands. ([10],[2])– Il existe une injection JLC : IrrC (D
×) →֒ IrrC (G) caracte´rise´e par
les deux proprie´te´s suivantes :
– Son image est l’ensemble des se´ries discre`tes de G.
– Pour tout ρ ∈ IrrC (D×), on a LJC[JLC(ρ)] = [ρ].
Rappelons que la preuve de ce the´ore`me repose sur la formule des traces “simple” et est de nature
essentiellement globale. Par contre, une fois connu ce re´sultat, c’est par des arguments purement locaux
base´s sur la classification de Zelevinsky que l’on prouve la proprie´te´ suivante de LJC.
Langlands-Jacquet. ([3],[8], Cor. 2.1.5)– L’application LJC envoie R(G,C) dans R(D×,C). De
plus, pour toute π ∈ IrrC (G), on a LJC([π]) = 0 ou LJC([π]) = ±[ρ] pour une repre´sentation ρ ∈ IrrC (D×).
1.2 Correspondances ℓ-modulaires
Soit maintenant ℓ 6= p un nombre premier. Notre but est de ge´ne´raliser autant que possible les e´nonce´s
pre´ce´dents aux øFℓ-repre´sentations. Il y a deux approches possibles pour cela.
(1.2.1) Caracte`res de Brauer. L’approche directe se heurte a` deux difficulte´s. D’une part il n’y a pas
de notion e´vidente de se´rie discre`te sur øFℓ, ce qui laisse perplexe quant a` l’image d’une e´ventuelle injection
JLøFℓ . D’autre part, bien que Vigne´ras ait adapte´ la the´orie des caracte`res de Harish-Chandra aux øFℓ-
repre´sentations, ces caracte`res ne conduisent qu’a` un transfert R(G, øFℓ) ⊗ øFℓ −→ R(D×, øFℓ) ⊗ øFℓ
et ne peuvent donc pas induire un unique transfert e´ventuel R(G, øFℓ) −→ R(D×, øFℓ). De meˆme une
formule des traces modulo ℓ ne donne a priori que des informations “modulo ℓ”.
C’est pourquoi nous de´veloppons une notion de caracte`re de Brauer, calque´e sur celle de Brauer pour
les groupes finis. Il s’agit grosso-modo d’un homomorphisme
θ˜G : R(G, øFℓ) −→ C
∞(Gellℓ′ , øZℓ)
G
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qui rele`ve “canoniquement” le caracte`re ordinaire, mais que l’on ne de´finit que sur les e´le´ments elliptiques
“d’ordre premier a` ℓ”. Nous renvoyons au the´ore`me (2.1.4) et a` la proposition (2.1.6) pour un e´nonce´
pre´cis de ses proprie´te´s. Notons que M.-F. Vigne´ras avait de´ja` de´fini un caracte`re de Brauer en e´tendant
l’approche de Harish-Chandra. Son manuscrit est reste´ non publie´ depuis 1998 et nous le reproduisons en
appendice. Notre approche est diffe´rente et repose sur [17]. En l’e´tat actuel, elle est aussi plus ge´ne´rale
puisque nous de´finissons le caracte`re de Brauer sur tout e´le´ment semi-simple re´gulier compact, et pas
seulement sur les elliptiques re´guliers. De plus, notre construction fonctionne encore lorsque le corps local
de de´finition est de caracte´ristique positive.
(1.2.2) Congruences. L’autre approche est de transporter les correspondances de C a` øQℓ, puis
d’e´tudier les compatibilite´s aux congruences et a` la re´duction “modulo ℓ”. Un bon point est que le
transfert de C a` øQℓ se passe bien.
Fait.– Si l’on admet l’existence d’un isomorphisme 1 C
∼
−→ øQℓ, les applications LJøQℓ et JLøQℓ
que l’on en de´duit ne de´pendent pas du choix de cet isomorphisme, cf. [8, 2.1.1]. De plus, elles envoient
repre´sentations ℓ-entie`res sur repre´sentations ℓ-entie`res, cf. (3.1.1).
Mais on voit rapidement que JLøQℓ ne peut pas eˆtre compatible, via la re´duction modulo ℓ, avec une
application analogue JLøFℓ . Par exemple, pour d = 2, q ≡ −1[ℓ], la triviale 1øQℓ de D
× correspond a` la
Steinberg StøQℓ , dont la re´duction modulo ℓ est de longueur 2. C’est pourquoi, a` rebours du cas complexe,
on commence par e´tudier LJ.
(1.2.3) Langlands-Jacquet modulo ℓ. La preuve du re´sultat suivant est donne´e au paragraphe (3.1.2).
Elle utilise l’existence et les proprie´te´s du caracte`re de Brauer, ainsi que la classification “a` la Zelevinsky”
par Vigne´ras des øFℓ-repre´sentations irre´ductibles.
The´ore`me.– Il existe un morphisme de groupes abe´liens R(G, øFℓ)
LJøFℓ−→ R(D×, øFℓ) rendant com-
mutatifs les deux diagrammes suivants :
C∞(Gellℓ′ , øZℓ)
G ∼ // C∞(Dellℓ′ , øZℓ)
D×
R(G, øFℓ)
θ˜G
OO
LJøFℓ
// R(D×, øFℓ)
θ˜D
×
OO
et Rent(G, øQℓ)
rGℓ

LJøQℓ // Rent(D×, øQℓ)
rD
×
ℓ

R(G, øFℓ)
LJøFℓ
// R(D×, øFℓ)
.
De plus, ce morphisme est uniquement de´termine´ par l’un ou l’autre de ces diagrammes.
Ici, l’application rGℓ de´signe l’application de re´duction modulo ℓ, ou “de´composition”, dont l’existence
est prouve´e dans [31, II.5.11b]. Notons que, contrairement au cas complexe, il est facile de voir que l’image
d’une irre´ductible par LJøFℓ n’est pas ne´ce´ssairement nulle ou “irre´ductible au signe pre`s”. Par contre, on
peut espe´rer que la variante suivante est vraie.
Question.– Soit π ∈ IrrøFℓ (G). La repre´sentation virtuelle LJøFℓ(π) est-elle effective au signe pre`s ?
Nous discutons quelques cas ou` cette proprie´te´ est non-trivialement vraie dans la section 3.2. Pour
y re´pondre en ge´ne´ral, en admettant l’analogue modulaire de l”’analogue p-adique des conjectures de
Kazhdan-Lusztig” (fortement plausible), on est ramene´ a` examiner certains signes dans la matrice inverse
de certaine matrice de polynoˆmes de Kazhdan-Lusztig. Mais l’auteur n’a pas su tirer parti de cette
traduction “concre`te”.
(1.2.4) Jacquet-Langlands modulo ℓ. Puisque nous disposons maintenant de LJøFℓ , il est naturel de
rechercher JLøFℓ sous la forme d’une section remarquable de LJøFℓ . Comme on l’a de´ja` mentionne´, la
section JLøQℓ de LJøQℓ n’est en ge´ne´ral pas compatible a` la re´duction modulo ℓ, cf l’exemple (3.1.3).
En fait, cet exemple montre aussi qu’il n’existe pas ne´cessairement de section de LJøFℓ envoyant les
1. Heureusement, on n’a pas besoin de supposer l’existence de tels isomorphismes pour de´finir LJøQℓ et JLøQℓ , car les se´ries
discre`tes de G, comme les irre´ductibles de D×, sont “essentiellement” de´finies sur la cloˆture de Q dans C.
3
irre´ductibles sur des irre´ductibles. Ne´anmoins, le the´ore`me ci-dessous exhibe une section de LJøFℓ qui
envoie les irre´ductibles sur des irre´ductibles au signe pre`s.
Pour caracte´riser l’image de cette section, rappelons que dans la classification de Zelevinsky des
repre´sentations complexes en termes de multisegments, un roˆle important est joue´ par les repre´sentations
“de Speh”, qui sont celles associe´es aux segments. Ces repre´sentations sont e´change´es avec les “se´ries
discre`tes” par l’involution de Zelevinsky ZC sur IrrC (G).
De meˆme, sur øFℓ, on peut associer une repre´sentation “de Speh” a` tout segment cuspidal, et on
dit que c’est une repre´sentation “superSpeh” si le segment est supercuspidal, cf. paragraphe (2.2.3). Le
re´sultat suivant est prouve´ au paragraphe (3.1.8).
The´ore`me.– Il existe une injection zJLøFℓ : IrrøFℓ (D
×) →֒ IrrøFℓ (G), caracte´rise´e par les proprie´te´s
suivantes :
– son image est l’ensemble des repre´sentations “superSpeh”.
– pour toute ρ ∈ IrrøFℓ (D
×), on a LJøFℓ [
zJLøFℓ(ρ)] = ±[ρ].
Elle est aussi uniquement de´termine´e par la relation suivante a` JLøQℓ . Pour toute ρ ∈ IrrøFℓ (D
×) et tout
rele`vement ρ˜ ∈ IrrøQℓ (D
×), la repre´sentation ZøQℓ(JLøQℓ(ρ˜)) est entie`re, de re´duction irre´ductible, et on
a
zJLøFℓ(ρ) = rℓ(ZøQℓ(JLøQℓ(ρ˜))).
Notons que comme D× est re´soluble, le the´ore`me de Fong-Swan assure que toute øFℓ-irre´ductible ρ se
rele`ve. Pre´cisons aussi que la seconde partie du the´ore`me ne signifie pas que la compose´e ZøQℓ ◦ JLøQℓ est
compatible a` la re´duction modulo ℓ. Elle ne l’est ge´ne´ralement pas, toujours par l’exemple (3.1.3).
Ne´anmoins, la situation rappelle celle de la correspondance de Langlands modulo ℓ puisque, d’apre`s
[27, 1.8], seule la correspondance de Langlands compose´e avec l’involution de Zelevinsky a des proprie´te´s
de compatibilite´ partielle a` la re´duction modulo ℓ. Comme dans loc. cit., il est donc tentant d’utili-
ser l’involution de Zelevinsky-Vigne´ras ZøFℓ sur IrrøFℓ (G), voir [25], pour de´finir la correspondance de
Jacquet-Langlands par la formule :
JLøFℓ := ZøFℓ ◦
zJLøFℓ .
(1.2.5) Correspondance de Langlands modulo ℓ pour D×. Notons
σGøFℓ : IrrøFℓ (G)
∼
−→ RepdøFℓ(WDK)
la correspondance de Langlands-Vigne´ras entre øFℓ-repre´sentations irre´ductibles deG et øFℓ-repre´sentations
de Weil-Deligne de dimension d, voir [27, 1.8]. Rappelons qu’une repre´sentation de Weil-Deligne est un
couple σ = (σss, N) forme´ d’une repre´sentation semi-simple σss “du” groupe de Weil WK de K et d’un
homomorphisme nilpotent N : σss −→ σss(−1).
Corollaire.– L’application σD
×
øFℓ
:= σGøFℓ ◦JLøFℓ est une bijection IrrøFℓ (D
×)
∼
−→ RepdøFℓ(WDK)
indec
entre øFℓ-repre´sentations irre´ductibles de D
× et øFℓ-repre´sentations de Weil-Deligne inde´composables de
dimension d, caracte´rise´e par la proprie´te´ suivante : si ρ ∈ IrrøFℓ (D
×) et ρ˜ est un rele`vement de ρ a` øQℓ,
alors σD
×
øFℓ
(ρ) = Rℓ(σ
D×
øQℓ
(ρ˜)).
Ici, σD
×
øQℓ
= σGøQℓ ◦ JLøQℓ est la correspondance de Langlands classique pour D
×, et Rℓ est l’application
de re´duction modulo ℓ des (classes de) øQℓ-repre´sentaitions de Weil-Deligne entie`res, implicite dans [27,
1.8], et explique´e dans [9, 4.1.8].
La morale de ce corollaire est qu’une certaine forme du principe de fonctorialite´ semble eˆtre envisa-
geable pour les øFℓ-repre´sentations. Mais ce principe de fonctorialite´, s’il existe, fera plutoˆt intervenir le
SL2 d’Arthur que celui de Deligne-Langlands.
2 Caracte`res de Brauer et groupes de Grothendieck
Dans cette section, nous construisons le caracte`re de Brauer d’une øFℓ-repre´sentation lisse de longueur
finie d’un groupe re´ductif p-adique quelconque, et nous spe´culons sur les proprie´te´s que l’on peut en
attendre, par analogie avec les groupes finis. Puis nous rappelons les classifications de Zelevinsky et
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Vigne´ras des repre´sentations irre´ductibles de GLd(K) pour en de´duire la surjectivite´ de la re´duction
modulo ℓ entre groupes de Grothendieck, qui est un point clef de la construction de LJøFℓ . Enfin nous
prouvons quelques proprie´te´s des repre´sentations de D× utilise´es dans la construction de zJLøFℓ .
2.1 Caracte`re de Brauer
(2.1.1) Rappels terminologiques. Dans cette section, G de´signe un groupe re´ductif p-adique quel-
conque, et Z(G) de´signe son centre. Un e´le´ment γ de G est dit semi-simple re´gulier si son centralisateur
connexe ZG(γ)
◦ est un tore de G. Lorsque ce tore est anisotrope modulo Z(G), on dit que γ est ellip-
tique. Par exemple, pour G = GLd(K) ou D
×, l’e´le´ment γ est semi-simple re´gulier si et seulement si son
polynoˆme minimal est se´parable de degre´ d, et il est de plus elliptique si et seulement si ce polynoˆme
minimal est de plus irre´ductible.
Rappelons aussi qu’un e´le´ment γ de G est compact si le sous-groupe qu’il engendre est relativement
compact. Si Z est un sous-groupe ferme´ central de G on dira que γ est compact modulo Z si son image
dans G/Z est un e´le´ment compact. De manie`re e´quivalente, γ est compact, resp. compact modulo Z(G),
s’il fixe un point de l’immeuble e´tendu de G, resp. de l’immeuble semi-simple (i.e. non e´tendu) X de
G. En conse´quence, un e´le´ment compact modulo le centre normalise des sous-groupes ouverts compacts
arbitrairement petits.
Un e´le´ment elliptique γ est compact modulo le centre et l’ensemble des points fixes Xγ de γ dans
l’immeuble de G est compact. Re´ciproquement, un e´le´ment semi-simple re´gulier dont l’ensemble des
points fixes Xγ est compact, est elliptique.
L’ensemble Grs des e´le´ments semi-simples re´guliers de G est ouvert dans G et stable par conjugaison.
Pour tout anneau Λ, on note C∞(Grs,Λ)G le Λ-module des fonctions a` valeurs dans Λ sur Grs qui sont
localement constantes et invariantes par conjugaison. On utilisera des notations similaires C∞(Gcrs,Λ)G
et C∞(Gell,Λ)G ou` les notations Gcrs et Gell de´signent respectivement les sous-ensembles ouverts de G
forme´s des e´le´ments semi-simples re´guliers et compacts modulo le centre, resp. elliptiques.
Si π est une repre´sentation admissible de G sur un corps, les ope´rateurs π(µ), pour µ dans l’alge`bre
de Hecke de G, sont a` image finie. Moyennant le choix d’une mesure de Haar dg sur G, on obtient un
caracte`re-distribution f 7→ tr(π(fdg)) sur G. Lorsque le corps de coefficients est C, Harish Chandra a
montre´ que cette distribution est donne´e par inte´gration contre une fonction invariante lisse de´finie sur
Grs. Pour un corps de coefficients de caracte´ristique diffe´rente de p, Vigne´ras et Waldspurger ont e´tendu
les arguments de Harish Chandra, puis re´cemment Meyer et Solleveld ont trouve´ une approche diffe´rente
de ce re´sultat.
Rappelons que R(G,Λ) de´signe le groupe de Grothendieck des repre´sentations Λ-admissibles de lon-
gueur finie.
(2.1.2) The´ore`me. (Caracte`re ordinaire, [16], Thms 7.2 et 7.4 et [30], Thm. E.4.4)– Supposons
Λ = øFℓ ou øQℓ. Il existe un unique homomorphisme
R(G,Λ)
θ
−→ C∞(Grs,Λ)G
appele´ caracte`re ordinaire, tel que pour toute π ∈ IrrΛ (G) et tout γ ∈ Grs il existe un sous-groupe ouvert
compact Hπ,γ tel que pour tout pro-p-sous-groupe ouvert H ⊂ Hπ,γ, on ait l’e´galite´
θπ(γ) = tr(π(εH ∗ γ ∗ εH))(2.1.2.1)
ou` εH de´signe la mesure de Haar normalise´e de H (un idempotent de l’alge`bre de Hecke de G).
M.-F. Vigne´ras a propose´ une de´finition, reproduite en appendice, du caracte`re de Brauer d’une øFℓ-
repre´sentation sur certains e´le´ments elliptiques. Nous allons ici utiliser les techniques de Meyer et Solleveld
pour de´finir un caracte`re de Brauer sur certains e´le´ments semi-simples re´guliers et compacts modulo le
centre.
(2.1.3) Rappel sur la notion de caracte`re de Brauer. Soit µℓ
′
(Λ) le groupe des racines de l’unite´ de
l’anneau Λ qui sont d’ordre premier a` ℓ. L’homomorphisme de re´duction rℓ : øZℓ −→ øFℓ induit une
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bijection µℓ
′
(øZℓ) −→ µℓ
′
(øFℓ) dont on note ι la bijection re´ciproque. On la prolonge en 0 en posant
ι(0) := 0.
Soit V un øFℓ-espace vectoriel et ρ un endomorphisme de V tels que
B1) ρ satisfait l’e´galite´ ρn+1 = ρ pour un entier n premier a` ℓ,
B2) l’image de ρ est de dimension finie.
Alors pour tout sous-espaceW de V contenant ρ(V ), l’endomorphisme ρ|W de W est diagonalisable a`
valeurs propres dans µℓ
′
(øFℓ)∪{0}. De plus, la multiplicite´ des valeurs propres non nulles est inde´pendante
de W . Ainsi, notant Sp(ρ|W ) le multi-ensemble de ces valeurs propres compte´es avec leurs multiplicite´s,
la somme
t˜r(ρ) :=
∑
ζ∈Sp(ρ|W )
ι(ζ) ∈ øZℓ
est inde´pendante du choix de W puisque ι(0) = 0. Les proprie´te´s e´le´mentaires de cette “trace de Brauer”
sont re´sume´es dans le lemme suivant :
Lemme.– Avec les notations ci-dessus,
i) On a l’e´galite´ rℓ(t˜r(ρ)) = tr(ρ).
ii) Si ρ˜ est un endomorphisme d’un øQℓ-espace vectoriel V˜ satisfaisant les proprie´te´s B1) et B2) ci-
dessus, et dont l’image contient un øZℓ-re´seau ω stable sous ρ˜ de re´duction isomorphe a` (V, ρ), alors
t˜r(ρ) = tr(ρ˜).
iii) Supposons qu’il existe une de´composition V =
⊕
i∈I Vi et une permutation σ de I sans points fixes
telle que ∀i ∈ I, ρ(Vi) ⊂ Vσ(i). Alors t˜r(ρ) = 0.
iv) Si 0 −→ (V1, ρ1) −→ (V2, ρ2) −→ (V3, ρ3) −→ 0 est une suite exacte courte, alors
3∑
i=1
(−1)it˜r(ρi) = 0.
Preuve. Les proprie´te´s i) et iv) sont imme´diates. La proprie´te´ ii) vient du fait que ω est somme directe
de sous-øZℓ-modules propres pour ρ puisque l’e´quation X
n+1 − X est se´parable sur øFℓ. Prouvons la
proprie´te´ iii). On a ρ(V ) =
∑
i∈I ρ(Vi) ⊂
∑
i∈I(ρ(V ) ∩ Vσ(i)). Comme t˜r(ρ) = t˜r(ρ|ρ(V )), on est ainsi
ramene´ au cas ou` V = ρ(V ) est de dimension finie et ρ est un automorphisme d’ordre n premier a` ℓ. Dans
ce cas ρ induit un isomorphisme Vi
∼
−→ Vσ(i) pour tout i. Choisissant une base de chaque Vi pour i dans
un syste`me de repre´sentants des orbites de σ dans I, on se rame`ne au cas ou` les Vi sont de dimension 1.
Enfin, puisque ρ stabilise
∑
n∈N Vσn(i), on peut supposer que σ a une seule orbite dans I. Dans ce cas,
d := dim(V ) divise n et ρ est la matrice de permutation circulaire d’une base de V . Ses valeurs propres
sont les puissances d’une racine d-e`me de l’unite´ et ont multiplicite´ 1. Leur somme est donc nulle et il
s’ensuit que t˜r(ρ) = 0.
Remarque.– L’hypothe`se n premier a` ℓ dans B1) n’est pas ne´cessaire pour de´finir t˜r(ρ). Sans cette
hypothe`se les proprie´te´s i) et iv) ci-dessus sont encore vraies mais les proprie´te´s ii) et iii) ne le sont
ge´ne´ralement plus.
On s’inte´resse au cas ou` V est l’espace d’une øFℓ-repre´sentation π de G et ρ = π(γ ∗ εH) ou` H est
un pro-p-sous-groupe ouvert normalise´ par un e´le´ment γ de G. Ceci implique en particulier que γ est
compact modulo le centre. La condition B2) est ve´rifie´e si π est suppose´e admissible. Pour s’assurer que
la condition B1) le soit on introduit les notions suivantes :
De´finition.– Soit Z un sous-groupe ferme´ central de G. Un e´le´ment γ de G est dit d’ordre premier
a` ℓ modulo Z, s’il satisfait a` l’une des deux conditions e´quivalentes suivantes :
i) il existe un pro-p-sous-groupe ouvert H et un entier n premier a` ℓ tel que γn ∈ H.Z.
ii) l’adhe´rence du sous-groupe engendre´ par g dans G/Z est un groupe profini de pro-ordre premier a` ℓ.
L’e´quivalence entre les deux conditions de´coule de la pro-nilpotence des pro-p-groupes. Reprenant la
discussion pre´ce´dente, on remarque que la condition B2) est ve´rifie´e par ρ = π(γ ∗ εH) lorsqu’il existe un
sous-groupe ferme´ central Z de G tel que
– γ est d’ordre premier a` ℓ modulo Z
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– π est Z-semisimple au sens ou` π(øFℓ[Z]) ⊂ EndøFℓ(V ) est une alge`bre semi-simple.
Par exemple, ces conditions sont remplies si γ est d’ordre premier a` ℓ et π admissible, ou si γ est d’ordre
premier a` ℓ modulo le centre et π admet un caracte`re central. Dans chacun de ces cas on a alors l’e´galite´
t˜r(π(γ ∗ εH)) = t˜r(π(γ)|V H ).
Nous noterons Gcrsℓ′/Z , resp. G
ell
ℓ′/Z l’ensemble des e´le´ments compacts modulo Z, resp. elliptiques, de
pro-ordre premier a` ℓ modulo Z au sens ci-dessus. Ces ensembles sont clairement stables par conjugaison
et ouverts.
(2.1.4) The´ore`me. (Caracte`re de Brauer)– Soit (π, V ) une øFℓ-repre´sentation de longueur finie de
G et Z un sous-groupe central ferme´ de G tel que π soit Z-semisimple. Il existe une fonction
θ˜π ∈ C
∞(Gcrsℓ′/Z , øZℓ)
G,
appele´e caracte`re de Brauer de π, et caracte´rise´e par la proprie´te´ suivante : pour tout γ ∈ Gcrsℓ′/Z il existe
un sous-groupe ouvert compact Hπ,γ tel que pour tout pro-p-sous-groupe ouvert H ⊂ Hπ,γ normalise´ par
γ, on ait l’e´galite´
θ˜π(γ) = t˜r(π(γ)|V H ).(2.1.4.1)
Preuve. Nous allons utiliser les re´sultats d’acyclicite´ de [17] ge´ne´ralisant ceux de [19]. Rappelons de
quoi il s’agit. Nous avons besoin de la structure polysimpliciale de l’immeuble semi-simple X de G et
noterons pour cela Xq l’ensemble des facettes de dimension q de X . Le stabilisateur d’une facette σ
est note´ P †σ . Nous utiliserons aussi les pro-p-sous-groupes ouverts distingue´s U
(e)
σ de P †σ , pour e > 1
entier, introduits par Schneider et Stuhler dans [19, I.2.7]. Le the´ore`me 2.4 de [17] affirme que pour toute
repre´sentation lisse (π, V ) de G sur laquelle p est inversible, et tout sous-complexe polysimplicial convexe
Σ de X , le complexe cellulaire C∗(Σ, σ 7→ V U
(e)
σ ) est une re´solution du sous-espace VΣ :=
∑
x∈Σ0
V U
(e)
x .
Le cas Σ = X remonte a` [19, II.3.1].
Choisissons e assez grand pour que V =
∑
x∈X0
V U
(e)
x . Fixons aussi un e´le´ment γ ∈ G, semi-simple
re´gulier et compact modulo le centre. Soit H un pro-p-sous-groupe ouvert normalise´ par γ. On peut alors
trouver un sous-complexe polysimplicial convexe fini Σ de X , stable par H et γ, et tel que V H ⊂ VΣ :=∑
x∈Σ0
V U
(e)
x . Pour un tel Σ, le sous-espace VΣ est de dimension finie, muni d’une action du groupe 〈H, γ〉
engendre´ par H et γ, et le complexe cellulaire C∗(Σ, σ 7→ V U
(e)
σ ) est une re´solution 〈H, γ〉- e´quivariante de
VΣ. Supposons de plus γ d’ordre premier a` ℓ modulo Z. C’est encore le cas de tout e´le´ment de 〈H, γ〉, et
tout tel e´le´ment agit donc par un automorphisme de degre´ premier a` ℓ sur VΣ. En utilisant successivement
les proprie´te´s iv) et iii) du lemme (2.1.3), on obtient pour tout g ∈ 〈H, γ〉,
t˜r
(
π(g)|VΣ
)
=
∑
σ∈Σg
(−1)dimσǫσ(g)t˜r
(
π(g)
|V U
(e)
σ
)
.(2.1.4.2)
Ici Σg de´signe l’ensemble des facettes σ de Σ qui sont stables par g, i.e. telles que g ∈ P †σ . De plus,
ǫσ : P
†
σ −→ {±1} est le caracte`re de´crivant l’action de P
†
σ sur les orientations de σ.
Par ailleurs, soit U
(e)
Σ :=
⋂
σ∈Σ U
(e)
σ . C’est un pro-p-sous-groupe ouvert de G qui agit trivialement
sur VΣ et dont l’intersection avec 〈H, γ〉 est distingue´e dans celui-ci. D’apre`s le lemme (2.1.5) applique´ a`
Γ := 〈H, γ〉/(〈H, γ〉 ∩ U
(e)
Σ ), P := H/(H ∩ U
(e)
Σ ) et γ, on a
t˜r
(
π(γ)|V H
)
=
1
[H : (H ∩ U
(e)
Σ )]
∑
h∈H/(H∩U
(e)
Σ )
t˜r(π(hγ)|VΣ).(2.1.4.3)
Supposons momentane´ment que γ est elliptique, de sorte que Xγ est un complexe polysimplicial fini.
Posons Hπ,γ :=
⋂
σ∈Xγ U
(e)
σ . C’est un pro-p-sous-groupe ouvert de G normalise´ par γ, et qui fixe un
voisinage de Xγ dans X (car e > 1). Par conse´quent on a Xhγ = Xγ pour tout h ∈ Hπ,γ . De plus, comme
Hπ,γ agit trivialement sur V
U(e)σ pour toute facette σ ∈ Xγ , la formule (2.1.4.2) montre que pour tout Σ
tel que VΣ ⊃ V Hπ,γ , on a
∀h ∈ Hπ,γ , t˜r(π(hγ)|VΣ) = t˜r(π(γ)|VΣ).
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Soit alors H ⊂ Hπ,γ un sous-groupe ouvert normalise´ par γ. La formule (2.1.4.3), applique´e a` un Σ qui
contient Xγ et pour lequel on a VΣ ⊃ V H , donne
t˜r
(
π(γ)|V H
)
= θ˜π(γ) :=
∑
σ∈Xγ
(−1)dimσǫσ(γ)t˜r
(
π(γ)
|V U
(e)
σ
)
,
ce qui montre que le terme de gauche est inde´pendant de H , pourvu que H ⊂ Hπ,γ . La fonction γ 7→ θ˜π(γ)
ainsi de´finie est constante sur Hπ,γγ et manifestement invariante par conjugaison ; elle appartient bien a`
C∞(Gellℓ′/Z , øZℓ)
G.
Revenons au cas ge´ne´ral d’un e´le´ment γ semi-simple re´gulier et d’ordre premier a` ℓ modulo Z. Dans
ce cas, Xγ n’est plus ne´cessairement fini et l’intersection
⋂
σ∈Xγ U
(e)
σ n’est plus ne´cessairement ouverte
dans G. Cependant, fixons σ0 ∈ Xγ : nous allons suivre les arguments de Meyer et Solleveld dans [16]
pour prouver l’assertion suivante :
(*) : il existe un pro-p-sous-groupe ouvert distingue´ Hπ,γ de P
†
σ0 tel que
pour tout Σ convexe fini stable sous P †σ0 et tout h ∈ Hπ,γ , on a t˜r(π(hγ)|VΣ) = t˜r(π(γ)|VΣ).
Admettons momentane´ment (*) et supposons H normalise´ par γ et inclus dans Hπ,γ . Choisissons Σ
convexe fini stable sous P †σ0 tel que VΣ ⊃ V
H . On a donc aussi VΣ ⊃ V Hπ,γ . La formule (2.1.4.3) montre
alors que t˜r(π(γ)|V H ) est e´gal a` t˜r(π(γ)|V Hπ,γ ) et est donc inde´pendant de H . La fonction γ 7→ θ˜π(γ) :=
t˜r(π(γ)|V Hπ,γ ) est constante sur Hπ,γγ et donc lisse sur G
crs
ℓ′ . Notons qu’on a encore des formules du type
θ˜π(γ) =
∑
σ∈Xγ
(−1)dimσǫσ(γ)t˜r
(
π(γ)
|V U
(e)
σ
)
,
pourXγ ⊂ Xγ convenable, par exempleXγ = Σγ pour Σ comme ci-dessus. Si g ∈ G, on voit facilement que
θ˜π(gγg
−1) =
∑
σ∈gXγg−1
(−1)dimσǫσ(gγg−1)t˜r
(
π(gγg−1)
|V U
(e)
σ
)
, d’ou` l’on de´duit que θ˜π est invariante
par conjugaison, et appartient donc a` C∞(Gcrsℓ′ , øZℓ)
G.
Reste donc a` prouver (*). Soit T le tore centralisateur de γ. D’apre`s [14, 9.1] l’ensemble Xγ est compact
modulo l’action de T . Il s’ensuit que l’intersection
Tπ,γ := T ∩
( ⋂
σ∈Xγ
U (e)σ
)
est un sous-groupe ouvert de T . Comme plus haut dans le cas elliptique, on a Xtγ = Xγ pour tout
t ∈ Tπ,γ , et puisque Tπ,γ agit trivialement sur chaque V U
(e)
σ pour σ ∈ Xγ , on en tire pour tout Σ convexe
l’e´galite´
∀t ∈ Tπ,γ, t˜r(π(tγ)|VΣ) = t˜r(π(γ)|VΣ).
Supposons de plus Σ stable sous P †σ0 . Le sous-espace VΣ est alors aussi stable sous P
†
σ0 et la fonction
g ∈ P †σ0 7→ t˜r(π(g)|VΣ) est clairement invariante par conjugaison sous P
†
σ . En d’autres termes on a
∀g ∈ P †σ0 , ∀t ∈ Tπ,γ , t˜r(π(gtγg
−1)|VΣ) = t˜r(π(γ)|VΣ).
Or il est bien connu que l’application
ψγ : G× T → G
(g, t) 7→ gtγg−1
est ouverte. Il suffit donc de prendre pour Hπ,γ n’importe quel sous-groupe ouvert, normalise´ par γ, et
tel que Hπ,γ .γ ⊂ ψγ(P †σ0 × Tπ,γ). On trouvera dans [16, Lemma 6.5] un exemple de Hπ,γ explicite.
(2.1.5) Lemme.– Soit Γ un groupe fini, P un p-sous-groupe de Γ, et γ ∈ Γ un e´le´ment d’ordre premier
a` ℓ qui normalise P . Alors pour toute repre´sentation (π, V ) de Γ, on a l’e´galite´
t˜r(γ|V P ) =
1
|P |
∑
h∈P
t˜r(γh).
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Preuve. Rappelons que t˜r(γ|V P ) = t˜r(
1
|P |
∑
h∈P γh). Ainsi la proprie´te´ que l’on veut montrer est
une proprie´te´ de line´arite´ de t˜r dans un cas bien pre´cis. Notons qu’il suffit de prouver l’e´nonce´ lorsque
Γ est engendre´ par P et γ, et par conse´quent on peut supposer P distingue´ dans Γ. Soit alors P ′ ⊂
P un sous-groupe distingue´ dans Γ. Si l’on sait prouver l’e´nonce´ pour le triplet (Γ, P ′, γ) et le triplet
(Γ/P ′, P/P ′, γ.P ′), alors on l’en de´duit imme´diatement pour le triplet (Γ, P, γ). Comme un p-groupe est
nilpotent, on voit qu’il suffit de prouver l’e´nonce´ lorsque P est abe´lien. Mais alors on a une de´composition
P -e´quivariante V = V P ⊕
⊕
χ6=1 Vχ de V selon les caracte`res de P . Comme il est clair que t˜r(γ|V P ) =
1
|P |
∑
h∈P t˜r(γh|V P ), il nous suffira de prouver que
∑
h∈P t˜r(γh|
⊕
χ 6=1 Vχ
) = 0. De´composons la somme⊕
χ∈Pˆ ,χ6=1
Vχ =
⊕
[χ]∈(Pˆ /γ),[χ] 6=1
V[χ] avec V[χ] =
⊕
χ∈[χ]
Vχ
selon les orbites de γ dans le dual Pˆ de P . Pour une orbite [χ] de cardinal > 1, la proprie´te´ iv) du lemme
(2.1.3) montre que t˜r(π(γh)|V[χ]) = 0 pour tout h. Pour une orbite de cardinal 1, on a∑
h∈P
t˜r(γh|Vχ) = t˜r(γ|Vχ)
(∑
h∈P
ι(χ(h))
)
et la somme dans le terme de droite est nulle de`s que χ est non trivial.
De l’e´galite´ (2.1.4.1), il apparait clairement que si π′ ⊂ π, alors θ˜π = θ˜π′+ θ˜π/π′ . Par contre le domaine
de de´finition de θπ′ peut eˆtre plus grand que celui de θπ . Par exemple, comme les irre´ductibles ont des
caracte`res centraux, leurs caracte`res de Brauer sont de´finis sur tout e´lement d’ordre premier a` ℓ modulo
Z(G). Ainsi on peut de´finir par line´arite´ un homomorphisme de groupes abe´liens
R(G, øFℓ)
θ˜
−→ C∞(Gcrsℓ′ , øZℓ)
G
ou` nous avons pose´ Gcrsℓ′ := G
crs
ℓ′/Z(G) pour alle´ger les notations.
Par ailleurs, nous noterons aussi Rent(G, øQℓ), resp. R
ent
ℓ′ (G, øQℓ), le sous-groupe de R(G, øQℓ) en-
gendre´ par les repre´sentations irre´ductibles øZℓ-entie`res au sens de [31, II.4], resp. øZℓ-entie`res et a` ca-
racte`re central d’ordre fini et premier a` ℓ. Le principe de Brauer-Nesbitt [31, II.5.11.b)], nous fournit un
morphisme de re´duction rℓ : Rent(G, øQℓ) −→ R(G, øFℓ) (aussi appele´ “application de de´composition”).
(2.1.6) Proposition.– Les diagrammes suivants commutent :
R(G, øFℓ)
θ˜ //
θ

C∞(Gcrsℓ′ , øZℓ)
G
rℓ

C∞(Gcrs, øFℓ)G |Gcrs
ℓ′
// C∞(Gcrsℓ′ , øFℓ)
G
et Rentℓ′ (G, øQℓ)
θ //
rℓ

C∞(Gcrs, øZℓ)G
|Gcrs
ℓ′

R(G, øFℓ)
θ˜ // C∞(Gcrsℓ′ , øZℓ)
G
.
Preuve. Prouvons la commutativite´ du premier diagramme. Par les caracte´risations (2.1.4.1) de θ˜
et (2.1.2.1) de θ, il suffit de prouver que pour tout e´le´ment γ ∈ Gcrsℓ′ et tout H normalise´ par γ, on
a tr(π(γ ∗ εH)) = rℓ(t˜r(π(γ ∗ εH))), ce qui de´coule de la proprie´te´ i) du lemme (2.1.3). Pour prouver
la commutativite´ du second diagramme de l’e´nonce´, il suffit de partir de π˜ irre´ductible et entie`re et de
prouver que pour tout γ,H comme ci-dessus on a tr(π˜(γ ∗ εH)) = t˜r(rℓπ˜(γ ∗ εH)). Or ceci de´coule de
la proprie´te´ ii) du lemme (2.1.3), a` condition que ρ := γ ∗ εH satisfasse une e´quation ρn+1 = ρ avec n
premier a` ℓ. Ceci est toujours le cas si le caracte`re central de π est d’ordre fini et premier a` ℓ.
(2.1.7) E´le´ments non compacts. On peut e´tendre le caracte`re de Brauer a` certains e´le´ments semi-
simples re´guliers γ de la manie`re suivante. Soit (P+γ , P
−
γ ) la paire de sous-groupes paraboliques oppose´s
associe´e a` γ, et Mγ = P
+
γ ∩P
−
γ leur composante de Levi commune. Alors γ est compact modulo le centre
de Mγ . Supposons-le d’ordre premier a` ℓ modulo ce centre. On pose alors
θ˜π(γ) := θ˜rPγ (π)(γ)
ss
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ou` rPγ de´signe le foncteur de Jacquet associe´ a` Pγ et le signe
ss de´signe la semisimplifie´e. On obtient
ainsi une fonction θ˜π de´finie sur l’ensemble G
rs
ℓ′ des semi-simples re´guliers γ tels que γ ∈ M
crs
γ,ℓ′. On
ve´rifie aise´ment que cet ensemble est ouvert et stable par conjugaison sous G, et que la fonction θ˜π
est lisse et invariante sous G. Il re´sulte alors de [16, Thm 7.4] que si on remplace Gcrsℓ′ par G
rs
ℓ′ dans le
premier diagramme de la proposition, alors le diagramme obtenu est encore commutatif. Par contre, le
deuxie`me diagramme n’a pas de ge´ne´ralisation inte´ressante avec cette de´finition, car les exposants des
øQℓ-repre´sentations “inte´ressantes” ne sont pas d’ordre fini. Penser par exemple a` la repre´sentation de
Steinberg.
(2.1.8) E´lements d’ordre divisible par ℓ. Le premier diagramme de la proposition (2.1.6) montre que
le caracte`re de Brauer de´termine la restriction du caracte`re ordinaire aux e´le´ments d’ordre premier a` ℓ.
En fait, comme pour les groupes finis, le caracte`re de Brauer de´termine entie`rement le caracte`re ordinaire.
Cela fait intervenir l’analogue suivant de la de´composition unique x = xℓxℓ′ d’un e´le´ment d’ordre fini en
le produit d’un ℓ-e´le´ment et d’un ℓ′-e´le´ment commutants.
Lemme.– Soit γ un e´le´ment compact modulo un sous-groupe ferme´ central Z de G. Il existe un couple
(γℓ, γℓ′) d’e´le´ments de G satisfaisant les proprie´te´s suivantes :
– γ = γℓγℓ′ = γℓ′γℓ,
– γℓ est d’ordre fini e´gal a` une puissance de ℓ dans G/Z,
– γℓ′ est d’ordre premier a` ℓ modulo Z
Cette de´composition est unique modulo l’action e´vidente de Z, et l’on a γℓ, γℓ′ ∈ Z.ø〈γ〉.
Preuve. Cela de´coule de l’existence de de´compositions de Jordan p-topologiques pour les e´le´ments
compacts du groupe localement p-profini G/Z, cf [21].
Soit (π, V ) une øFℓ-repre´sentation de longueur finie, Z un sous-groupe central ferme´ de G agissant
de manie`re semi-simple sur π et γ ∈ G un e´le´ment compact modulo Z. Choisissons une de´composition
γ = γℓγℓ′ comme ci-dessus. Tout pro-p-sous-groupe ouvert H normalise´ par γ est encore normalise´ par γℓ
et γℓ′ . De plus, le produit π(γℓ)|V Hπ(γℓ′)|V H est la ℓ-de´composition usuelle de l’automorphisme d’ordre
fini π(γ)|V H . On sait dans ces conditions, cf [7, Lemma (17.8)], que
tr(π(γ)|V H ) = tr(π(γℓ′)|V H .
Si γℓ′ est re´gulier, on en de´duit θπ(γ) = θπ(γℓ′). Ne´anmoins, en ge´ne´ral γℓ′ n’est pas ne´cessairement
re´gulier. Cependant, supposons H assez petit pour que Hγ ⊂ Gcrs et pour que θπ soit constant sur
Hγ. Pour tout h ∈ H ∩ ZG(γ), on a (γh)ℓ′ = γℓ′h. Choisissons h tel que γℓ′h soit re´gulier. On a alors
θπ(γ) = θπ(γh) = θπ(γℓ′h). Ceci montre que (θπ)|Gcrs est de´termine´ par sa restriction (θπ)|Gcrs
ℓ′
. Plus
pre´cise´ment on a prouve´ :
Proposition.– Soit x ∈ R(G, øFℓ). Si la restriction de θx a` Grsℓ′ , resp. a` G
crs
ℓ′ , resp. a` G
ell
ℓ′ , est nulle,
alors il en est de meˆme de sa restriction a` Grs, resp. a` Gcrs, resp. a` Gell.
Voici maintenant deux proprie´te´s classiques des caracte`res de Brauer des groupes finis :
– Injectivite´ : l’application θ˜ : R(G, øFℓ) −→ C(Gℓ′ , øZℓ)
G est injective.
– Surjectivite´ : soit x ∈ R(G, øFℓ), prolongeons θ˜x a` G en posant θ¯x(g) := θ˜x(gℓ′). Alors la fonction
obtenue est le caracte`re d’un e´le´ment x˜ ∈ R(G, øQℓ).
Ces proprie´te´s s’e´tendent facilement a` un groupe p-adique compact modulo son centre, bien que notre
caracte`re de Brauer ne soit de´fini que sur les e´le´ments re´guliers. Cela de´coule en effet de la densite´ des
e´lements re´guliers, cf la preuve du the´ore`me (1.2.3).
Pour un groupe re´ductif p-adique G plus ge´ne´ral, il re´sulte de [30] que pour ℓ assez grand, le caracte`re
de Brauer θ˜ e´tendu a` tout Grs comme plus haut de´finit une injection de R(G, øFℓ) dans C∞(Grsℓ′ , øZℓ).
Les seules conditions explicites donne´es dans loc. cit. sont ℓ > n, pour G = GLn(K) ou SLn(K).
Ne´anmoins, que ce soit pour l’injectivite´ ou la surjectivite´, il paraˆıt plus utile d’obtenir un analogue
modulaire de [13].
(2.1.9) Question.– Soit RI(G, øFℓ) le sous-groupe de R(G, øFℓ) engendre´ par les induites parabo-
liques propres.
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i) A-t-on ker (θ˜|Gell
ℓ′
⊗Q) = RI(G, øFℓ)⊗Q ?
ii) Soit π ∈ R(G, øFℓ) et θ¯π le prolongement a` G
ell de θ˜π de´fini par
θ¯π(γ) := θ˜π(γℓ′h)
ou` h ∈ ZG(γ)∩Hπ,γ est tel que γℓ′h soit re´gulier. Est-ce que θ¯π est la restriction a` G
ell du caracte`re
d’un e´le´ment de R(G, øQℓ) ?
Concernant le point i), on ve´rifie en effet facilement, et par les meˆmes arguments que pour le ca-
racte`re ordinaire [22], que le caracte`re de Brauer d’une induite parabolique propre est nul sur les e´le´ments
elliptiques.
Une re´ponse a` ces deux questions permettrait par exemple d’en de´duire la surjectivite´ de la re´duction
de Brauer-Nesbitt rℓ. Dans les paragraphes suivants, nous re´pondrons affirmativement a` ces deux questions
dans le cas de G = GLd(K). Contrairement aux arguments d’analyse harmonique de Kazhdan dans [13],
nous utiliserons les re´sultats de classification des repre´sentations de M.-F. Vigne´ras.
2.2 Repre´sentations de GLd(K). Classifications de Vigne´ras et Zelevinsky
Dans ce paragraphe nous rappelons l’e´nonce´ de classification des repre´sentations lisses irre´ductibles de
Gd := GLd(K) duˆ a` Zelevinsky lorsque les coefficients sont øQℓ et a` Vigne´ras lorsque les coefficients sont
øFℓ. Nous en de´duisons facilement que l’homomorphisme de re´duction rℓ : Rent(Gd, øQℓ) −→ R(Gd, øFℓ)
est surjectif, ce qui sera crucial pour de´finir LJøFℓ au prochain paragraphe. Au passage, nous prouvons
quelques proprie´te´s des repre´sentations de Speh et “superSpeh”, qui seront utilise´es pour la de´finition de
zJLøFℓ . Dans ce qui suit, la lettre C de´signera le corps øFℓ ou le corps øQℓ. Les repre´sentations irre´ductibles
conside´re´es sont a` coefficients dans C sauf pre´cision contraire.
(2.2.1) Mode`les de Whittaker et de´rive´es. Fixons un caracte`re non trivial ψ : K −→ øZ×ℓ . A` toute
partition λ = (λ1 > λ2 > · · · > λt) ∈ Λ(d) de d est alors associe´ un øZℓ-caracte`re ψλ du sous-groupe
unipotent maximal supe´rieur Ud de Gd, qui induit a` son tour un caracte`re a` valeurs dans C, encore note´
ψλ, cf. [26, V.5]. Pour une C-repre´sentation π de Gd, on de´finit
Λ(π) := {λ ∈ Λ(d), mπ,λ := dim (HomUd(π, ψλ)) 6= 0} .
Par re´ciprocite´ de Frobenius tout morphisme ϕ ∈ HomUd(π, ψλ) induit un morphisme π −→ Ind
Gd
Ud
(ψλ)
qui, s’il est injectif, est appele´ λ-mode`le de Whittaker. Rappelons que lorsque π est irre´ductible et (d) ∈
Λ(π), on dit que π est “ge´ne´rique” ou encore “non de´ge´ne´re´e”.On sait alors [31, III.5.10.3)] quemπ,(d) = 1 ;
c’est l’unicite´ du mode`le de Whittaker.
Plus ge´ne´ralement, munissons l’ensemble Λ(d) de l’ordre partiel de´fini par λ > λ′ si et seulement si
∀i = 1, · · · , t,
∑i
j=1 λj >
∑i
j=1 λ
′
j . La the´orie des de´rive´es de Gelfand-Kazhdan montre alors [26, V.5] que
pour toute π irre´ductible, l’ensemble Λ(π) admet un plus grand e´le´ment, que l’on notera λπ . Concre`tement,
la partition λπ est donne´e par les plus grandes de´rive´es successives. Plus pre´cise´ment, λπ,1 est l’ordre de
la plus grand de´rive´e de π, λπ,2 = λπ(λπ,1),1 est celui de la de´rive´e π
(λπ,1) qui est une repre´sentation de
Gd−λπ,1 , etc.
Notons que, comme dans l’article de Zelevinsky [32] sur les repre´sentations complexes, une fois prouve´
le the´ore`me de classification (rappele´ plus bas), on en de´duit [26, V.12] que le λπ-mode`le de Whittaker est
unique, i.e. mπ,λπ = 1.
(2.2.2) De´rive´es et induites paraboliques. Pour de´finir les induites paraboliques normalise´es, il nous
faut choisir une racine carre´e de q dans øZℓ. Comme d’habitude, pour πi une repre´sentation de Gdi ,
i = 1, · · · , t, on note π1 × π2 × · · · × πt l’induite normalise´e de la repre´sentation π1 ⊗ π2 ⊗ · · · ⊗ πt du
sous-groupe de Levi diagonal par blocs Gd1 × · · · ×Gdt de Gd1+···+dt , le long du parabolique triangulaire
par blocs supe´rieur correspondant, note´ Pd1,···,dt .
La formule “de Leibniz” pour la de´rive´e d’une induite parabolique [31, III.1.10] montre que la partition
λπ1 + λπ2 + · · · + λπt ∈ Λ(d1 + · · ·+ dt) est le plus grand e´le´ment de l’ensemble Λ(π1 × · · · × πt) et que
de plus, on a mπ1×···×πt,λπ1+λπ2+···+λπt = 1 si l’on sait que chaque mπi,λπi vaut 1.
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(2.2.3) Segments (super)cuspidaux et repre´sentations (super)Speh. Pour tout d, la lettre ν de´signera
le caracte`re g 7→ q−valK◦det(g) de Gd a` valeurs dans Z
×
ℓ . Un C-segment (super)cuspidal est une paire ∆ =
(π, r) forme´e d’une C-repre´sentation irre´ductible (super)cuspidale de Gd et d’un entier positif r. Comme la
seule de´rive´e non nulle de π est π(d), la formule de Leibniz montre que l’ensemble Λ(π×πν×· · ·×πνr−1) est
forme´ de d-partitions de dr, i.e. dont les entre´es sont divisibles par d. L’e´le´ment minimal de cet ensemble
est la partition (d(r)) := (d, d, · · · , d).
Lorsque C = øQℓ, ou plus ge´ne´ralement lorsque les πν
i sont deux a` deux non isomorphes, on montre
facilement que l’induite π × πν × · · · × πνr−1 posse`de une unique sous-repre´sentation irre´ductible, que
nous noterons δr(π). Parmi les sous-quotients irre´ducibles de cette induite, elle est caracte´rise´e par l’une
ou l’autre des proprie´te´s suivantes :
m1) Son module de Jacquet est donne´ par rPd,d,···,d(δr(π))
∼
−→ π ⊗ πν ⊗ · · · ⊗ πνr−1
m2) Sa partition de Whittaker est donne´e par λδr(π) = (d, d, · · · , d).
Lorsque C = øFℓ, il n’y a pas de de´finition aussi simple de δr(π), et l’auteur n’en connait pas qui
n’utilise pas la the´orie des types. La de´finition de [26, V.9.1] n’est pas tout a` fait correcte car la proprie´te´
m1) ci-dessus ne suffit pas toujours a` isoler une unique repre´sentation. Cependant, en re´ordonnant les
arguments de loc. cit., on aboutit a` la de´finition suivante, dont l’e´nonce´ a e´te´ adapte´ a` l’usage que nous
ferons de ces repre´sentations par la suite.
On rappelle auparavant [31, III.5.10.2] que toute øFℓ-repre´sentation cuspidale π admet un rele`vement
π˜ a` øQℓ, c’est-a`-dire une øQℓ-repre´sentation contenant un øZℓG-sous-module de type fini ω ge´ne´rateur,
dont la re´duction ω ⊗øZℓ øFℓ est isomorphe a` π.
Proposition.– Soient π et π˜ comme ci-dessus. La repre´sentation δr(π˜) est entie`re. Sa re´duction
rℓ(δr(π˜)) est irre´ductible, satisfait les proprie´te´s m1) et m2) ci-dessus, et est inde´pendante, a` isomorphisme
pre`s, du choix de π˜.
Preuve. La repre´sentation δr(π˜) est entie`re, comme toute repre´sentation dont le support cuspidal
est forme´ de repre´sentations entie`res, cf. [31, II.4.14]. La proprie´te´ m2) de δr(π˜) et la compatibilite´
des de´rive´es (exactes) a` la re´duction mod ℓ impliquent que Λ(δr(π)) = {(d, · · · , d)}. Comme on a aussi
mδr(π),(d,···,d) = 1, il s’ensuit que rℓ(δr(π˜)) est irre´ductible (et meˆme sa restriction au sous-groupe mi-
rabolique est irre´ductible). Elle ve´rifie bien m2), et ve´rifie aussi m1) par compatibilite´ des foncteurs de
Jacquet (exacts) avec la re´duction modulo ℓ. Il reste a` voir que rℓ(δr(π˜)) est inde´pendante des choix.
Choisissons un øFℓ-type simple (J
◦, λ) contenu dans l’induite π× · · ·×πνr−1, cf. [31, Lemme 5.12] ou`
la notation (J◦m, λm) est utilise´e. On sait [31, III.4.20, 4.29] qu’il existe un rele`vement λ˜ de λ a` øQℓ tel que
le øQℓ-type simple (J
◦, λ˜) soit contenu dans π˜× · · · × π˜νr−1. Fixons un øZℓ-re´seau stable λøZℓ dans λ˜, et
notons H(G, λøZℓ) son alge`bre de Hecke. Dans [31, III.5.6-5.7] est construite une famille d’isomorphismes
“canoniques”
HøZℓ(S˜r, q
′)
∼
−→ H(G, λøZℓ)(2.2.3.1)
depuis l’alge`bre de Hecke affine e´tendue de type A˜r−1 spe´cialise´e en une certaine puissance q
′ de q. Ces
isomorphismes sont des versions entie`res de ceux de Bushnell-Kutzko [6, (5.6.6)]. Rappelons que l’on a
une de´composition en produit tensoriel de øZℓ-modules
HøZℓ(S˜r, q
′) = HøZℓ(Sr, q
′)⊗øZℓ øZℓ[X
±1
1 , · · · , X
±1
r ] =: H
0 ⊗øZℓ A
ou` H0 est la sous-alge`bre de Hecke de type Ar−1 et A est une sous-alge`bre commutative.
La the´orie de Bushnell et Kutzko nous dit que M˜ := HomJ◦(λ˜, δr(π˜)) est un H(G, λ˜)-module simple [6,
Thm. (7.5.7)], et que sa restriction a` A est de´termine´e par rPd,···,d(δr(π˜)) = π˜⊗ π˜ν⊗· · ·⊗ π˜ν
r−1 [6, Thms.
(7.6.1),(7.6.20)]. En particulier, M˜ est un caracte`re dont la restriction a` A est donne´e par Xi 7→ qi−1t ou`
t ∈ øZ×ℓ de´pend de la normalisation de l’isomorphisme (2.2.3.1). Il s’ensuit que la restriction a` H
0 doit
eˆtre le caracte`re “trivial” ew 7→ ql(w) et que la restriction a` H(G, λøZℓ) est a` valeurs entie`res.
Par re´duction modulo ℓ, on constate queM := HomJ◦(λ, rℓ(δr(π˜))) 6= 0. Il re´sulte alors de la proprie´te´
de “quasi-projectivite´” de indGJ◦ (λ) que M est un module simple sur H(G, λ) [31, Thm IV.2.5, 3)], donc
ne´cessairement e´gal a` rℓ(M˜). Ainsi, la restriction de M a` A est de´termine´e par π ⊗ πν ⊗ · · · ⊗ πνr−1 et
sa restriction a` H0 est le caracte`re “trivial”. Ceci de´termine entie`rement M , et a` nouveau par [31, Thm
IV.2.5, 3)], cela de´termine aussi rℓ(δr(π˜)) qui est donc bien inde´pendante de π˜.
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De´finition.– Nous noterons δr(π) := rℓ(δr(π˜)) “la” repre´sentation donne´e par la proposition ci-
dessus. Une telle repre´sentation sera appele´e une repre´sentation de Speh ou repre´sentation superSpeh
selon que π est cuspidale ou supercuspidale.
Remarque.– Il devrait eˆtre possible d’e´crire δr(π) comme image d’un ope´rateur d’entrelacement
“explicite” πνr−1 × πνr−2 × · · · × π −→ π × · · · × πνr−1. Mais l’auteur n’a pas e´te´ capable d’e´crire un
tel ope´rateur lorsque les πνi ne sont pas deux a` deux distincts. La de´finition ci-dessus a l’inconve´nient
minime de ne de´finir en fait qu’une classe d’isomorphisme de repre´sentations irre´ductibles. Cependant, on
peut aussi de´finir δr(π) comme “unique sous-repre´sentation irre´ductible de π × πν · · · × πνr−1 ve´rifiant
une certaine condition”. Pour exprimer la condition, on utilise un foncteur κmax convenable, comme dans
[20, Sec. 5] et [18]. Un tel foncteur est exact, a` valeurs dans les repre´sentations d’un GLd′(k
′) avec k′
fini. La condition est alors que κmax(δr(π)) contient (et meˆme est e´gal a`) la sous-repre´sentation de´finie
explicitement par James comme image d’un ope´rateur d’entrelacement explicite, cf. [31, III.2.4] ou` cette
repre´sentation est note´e S(σ, (m)).
Notons que la repre´sentation δr(π) ve´rifie bien les proprie´te´s m1) et m2) ci-dessus, mais n’est ge´ne´rale-
ment caracte´rise´e par aucune des deux. Cependant, une fois prouve´ le the´ore`me de classification ci-dessous,
il apparaˆıt que ces deux conditions caracte´risent δr(π). Par ailleurs, on ve´rifie aise´ment que la d-e`me de´rive´e
est donne´e par δr(π)
(d) ≃ δr−1(π) et que mδr(π),λδr(π) = 1.
(2.2.4) Re´duction et rele`vements. Nous adoptons et extrapolons la terminologie de Vigne´ras. Nous
dirons qu’une øQℓ-repre´sentation est
– ℓ-entie`re si elle admet un re´seau stable comme dans [31, II.4].
– ℓ-irre´ductible si elle est ℓ-entie`re et si la re´duction de tout re´seau stable est irre´ductible.
– ℓ-supercuspidale si elle est ℓ-irre´ductible et de re´duction supercuspidale.
– ℓ-superSpeh si elle est ℓ-irre´ductible de re´duction superSpeh.
– congrue a` une autre repre´sentation (modulo ℓ), si les deux repre´sentations sont ℓ-entie`res et leurs
re´ductions semi-simplifie´es sont isomorphes.
– strictement congrue a` une autre repre´sentation, si elle lui est congrue et si leurs caracte`res centraux
co¨ıncident sur la matrice diagonale ̟.Id, ou` Id de´signe la matrice identite´ de taille d.
Concernant les repre´sentations supercuspidales, on sait que :
i) Une øFℓ-repre´sentation cuspidale se rele`ve a` øQℓ et tout rele`vement est supercuspidal, [31, III.5.10.2)].
ii) Une øQℓ-repre´sentation supercuspidale π est ℓ-entie`re si et seulement si son caracte`re central est
ℓ-entier. Dans ce cas, π est ℓ-irre´ductible, [31, III.1.1.d)], et on a les proprie´te´s suivantes, [28, 2.3] :
(a) le nombre m(π) de repre´sentations strictement congrues a` π est infe´rieur a` la plus grande
puissance de ℓ divisant le nombre a(π) := dt(π) (q
t(π) − 1) dans lequel t(π) de´signe le nombre de
caracte`res non ramifie´s ψ : K× −→ øQ×ℓ tels que π ≃ π ⊗ (ψ ◦ det).
(b) π est ℓ-supercuspidale si et seulement si l’ine´galite´ pre´ce´dente est une e´galite´.
Lemme.– Toutes les proprie´te´s pre´ce´dentes sont vraies en remplac¸ant partout (super)cuspidale par
(super)Speh.
Preuve. i) Par de´finition, une repre´sentation de Speh se rele`ve, cf. proposition (2.2.3). Ve´rifions que
ses rele`vements sont tous des repre´sentations de Speh. Soit δ˜ un rele`vement de δ = δr(π). Posant d
′ = d/r,
on voit que rPd′,···,d′ (δ˜) est un rele`vement de π ⊗ πν ⊗ · · · ⊗ πν
r−1. Or, par exactitude des de´rive´es, on a
Λ(δ˜) = Λ(π) = {(d′, d′, · · · , d′)}. Le parame`tre de Zelevinsky de δ˜ est donc un segment, donc σ est une
repre´sentation de Speh.
ii) Pour le pre´ambule de la proprie´te´ ii), partons de δ = δr(π) une øQℓ-repre´sentation de Speh. On
sait qu’elle est ℓ-entie`re si et seulement si son support cuspidal l’est donc si et seulement si π est ℓ-entie`re.
On ve´rifie aise´ment que cela e´quivaut a` ce que son caracte`re central soit ℓ-entier. Dans ce cas, d’apre`s la
proposition (2.2.3), sa re´duction est irre´ductible, e´gale par de´finition a` δr(øπ) ou` øπ est la re´duction de π.
Passons aux proprie´te´s ii)(a) et ii)(b). Gardons les notations ci-dessus, et soit δ′ une repre´sentation
ℓ-entie`re de meˆme re´duction que δ. Par le point i), il existe une øQℓ-repre´sentation π
′ cuspidale entie`re de
Gd/r telle que δ
′ = δr(π
′). Par la proprie´te´ m1) d’une repre´sentation de Speh, π′ est uniquement de´termine´e
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par δ′ et est congrue a` π. On obtient de la sorte une injection de l’ensemble des repre´sentations congrues a`
δ dans celui des repre´sentations congrues a` π. D’apre`s la proposition (2.2.3), c’est meˆme une bijection. Par
l’e´galite´ δ(̟Id) = π(̟Id′)
rq−d
′r(r−1)/2, on en de´duit une bijection entre l’ensemble des repre´sentations
strictement congrues a` δ et l’ensemble des repre´sentations π′ congrues a` π ve´rifiant π(̟Id)
r = π′(̟Id)
r.
Notons que cette dernie`re condition, jointe a` la congruence π(̟Id) ≡ π′(̟Id)[ℓ] e´quivaut a` la condition
π(̟Id)
ℓvalℓ(r) = π′(̟Id)
ℓvalℓ(r) . Il s’ensuit que m(δ) = ℓvalℓ(r).m(π).
Par ailleurs, comme δr(π ⊗ (ψ ◦ det)) = δr(π)⊗ (ψ ◦ det), on a t(δ) = t(π).
Notons [n]ℓ := ℓ
valℓ(n) la plus grande puissance de ℓ divisant l’entier n. On a obtenu l’ine´galite´
m(δ)) = [r]ℓm(π) 6 [r]ℓ
[
d′
t(π)
(qt(π) − 1)
]
ℓ
=
[
d
t(δ)
(qt(δ) − 1)
]
ℓ
avec e´galite´ si et seulement si π est ℓ-supercuspidale, donc si et seulement si δ est ℓ-superSpeh.
(2.2.5) Classification. Un multi-C-segment (super)cuspidal est un multi-ensemble de C-segments
(super)cuspidaux, i.e. un ensemble de C-segments avec multiplicite´s, ou en termes plus rigoureux, un
e´le´ment du mono¨ıde libre de base l’ensemble des C-segments au sens ci-dessus. Soit a = {(πi, ri), i =
1, · · · , t} un multi-segment supercuspidal, ou` πi est une supercuspidale de Gdi . Il de´termine une partition
λa = (d
(r1)
1 + · · ·+ d
(rt)
t ) de l’entier d(a) := r1d1 + · · ·+ rtdt, que nous appellerons “longueur” de a .
Notons π(a) := δr1(π1)×· · ·×δrt(πt), qui est une repre´sentation de Gd(a), induite depuis le parabolique
standard associe´e a` la partition transpose´e de λa. L’ensemble Λ(π(a)) a pour plus grand e´le´ment λa et on
a mπ(a),λa = 1. Par conse´quent la repre´sentation π(a) posse`de un unique sous-quotient irre´ductible 〈a〉
tel que λ〈a〉 = λa.
Le the´ore`me de classification affirme que
l’application a 7→ 〈a〉 induit une bijection de l’ensemble des multi-C-segments supercuspidaux de
longueur d sur l’ensemble IrrC (Gd).
Lorsque C = øQℓ, c’est[32, (6.1).d)], et lorsque C = øFℓ, c’est [26, V.12] ou [18]. Notons que la
de´finition originale de a et π(a) dans [32, Thm (6.1).a)] coincide bien avec celle ci-dessus en vertu de [32,
Thm (8.1)].
(2.2.6) Proposition.– Soit G = GLd(K) et C = øFℓ ou øQℓ. Notons RI(G,C) le sous-groupe de
R(G,C) engendre´ par les repre´sentations induites paraboliques propres et R∆(G,C) celui engendre´ par
les repre´sentations superSpeh. On a une de´composition
R(G,C) = RI(G,C)⊕R∆(G,C).
Preuve. Pour une partition λ de n, notons R(G,C)6λ le sous-groupe de R(G,C) engendre´ par les
classes de repre´sentations irre´ductibles π telles que λπ 6 λ. Soit π une telle repre´sentation et a le mul-
tisegment associe´e par le the´ore`me de classification rappele´ ci-dessus. On a donc π = 〈a〉. Si π n’est pas
superSpeh, alors la repre´sentation π(a) est induite parabolique propre, et par construction on a
[π] = [〈a〉] ∈ [π(a)] +
∑
λ′<λ
R(G,C)6λ′ .
On en de´duit que
R(G,C)6λ ⊂ R∆(G,C) +RI(G,C) +
∑
λ′<λ
R(G,C)6λ′ .
Puisque R(G, λ)61(d) ⊂ R∆(G, λ), et puisque l’ensemble des partitions est fini, il vient par re´currence
l’e´galite´
R(G,C) = RI(G,C) +R∆(G,C).(2.2.6.1)
Reste a` voir que RI(G,C)∩R∆(G,C) = {0}. Pour cela, il suffit de voir que RI(G,C) est engendre´ par les
repre´sentations π(a) associe´es aux multisegments a contenant au moins deux segments. Or, par re´currence
sur d, l’e´galite´ (2.2.6.1) implique la suivante
RI(G,C) =
∑
M<G
iGM (R∆(M,C)).
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Ici,M de´crit les sous-groupes de Levi diagonaux par blocs et iGM de´signe l’induction parabolique normalise´e
le long du parabolique supe´rieur. Mais si δ = δ1 ⊗ · · · ⊗ δr est une repre´sentation superSpeh de M =
Gd1 × · · · ×Gdr , avec δi = δri(πi), alors [i
G
M (δ)] = [π(a)] pour a = {(πi, ri), i = 1, · · · , r}.
(2.2.7) Corollaire.– Pour le groupe G = GLd(K), le morphisme de re´duction de Brauer-Nesbitt
rℓ : Rentℓ′ (G, øQℓ) −→ R(G, øFℓ) est surjectif.
Preuve. Comme l’induction parabolique commute a` rℓ, une re´currence sur d nous rame`ne a` prouver que
R∆(G, øFℓ) est dans l’image de rℓ, ce qui de´coule de la de´finition (2.2.3) des repre´sentations superSpeh..
2.3 Repre´sentations de D×
Ici D de´signe une alge`bre a` division de centre K et de dimension d2. Le groupe D× e´tant compact
modulo son centre, certaines proprie´te´s des groupes finis s’y e´tendent facilement.
(2.3.1) Proposition.– i) L’homomorphisme θ˜ : R(D×, øFℓ) −→ C
∞(Dell, øZℓ)
D× est injectif.
ii) Toute øFℓ-repre´sentation irre´ductible se rele`ve a` øQℓ. En particulier, l’homorphisme de re´duction
rℓ : R(D×, øQℓ) −→ R(D×, øFℓ) est surjectif.
Preuve. i) Soit x ∈ ker (θ˜). Comme les øFℓ-repre´sentations lisses irre´ductibles de D× sont d’image
finie, l’e´le´ment x est l’inflation d’une repre´sentation virtuelle y d’un quotient fini D×/H de D× par un
pro-p-groupe. Les e´le´ments elliptiques e´tant denses dans D×, la projection induit une surjection de Dellℓ′
sur l’ensemble des e´le´ments d’ordre premier a` ℓ de D×/H . Ainsi le caracte`re de Brauer (usuel) de y est
nul, et par conse´quent y = 0 (voir par exemple [7, Cor. (17.10)]). Donc x = 0 aussi.
ii) C’est le the´ore`me de Fong-Swan applique´ aux quotients finis deD×, lesquels sont tous re´solubles.
Dans la proposition ci-dessous, on utilise la meˆme terminologie que celle du paragraphe (2.2.4), sauf
les notions de ℓ-supercuspidales et ℓ-superSpeh, qui n’ont gue`re d’inte´reˆt ici. En particulier, on sait que
ρ ∈ IrrøQℓ (D
×) est ℓ-entie`re si et seulement si son caracte`re central l’est, et dans ce cas, on note
– t(ρ) le nombre de caracte`res ψ : K× −→ øQ×ℓ tels que ρ ≃ ρ⊗ (ψ ◦Nrd).
– m(ρ) le nombre de repre´sentations irre´ductibles qui sont strictement congrues a` ρ.
– a(ρ) := dt(ρ) (q
t(ρ) − 1).
(2.3.2) Proposition.– Soit ρ ∈ IrrøQℓ (D
×) ℓ-entie`re. Alors m(ρ) est infe´rieur a` la plus grande
puissance de ℓ qui divise a(ρ), et lui est e´gal si et seulement si ρ est ℓ-irre´ductible.
Preuve. Nous adaptons a` D× les arguments de Vigne´ras pour les repre´sentations du groupe de Weil
de K. On peut supposer, quitte a` tordre par un caracte`re non ramifie´, que le caracte`re central de ρ est
trivial sur l’uniformisante ̟, i.e. que ρ est une repre´sentation de D×/̟Z. Soit PD le radical de OD. On
a une filtration
1 + PD ⊂ O
×
D ⊂ D
×/̟Z
de quotients successifs isomorphes a` F×
qd
et Z/dZ, l’action de ce dernier sur le pre´ce´dent e´tant donne´e par
le Frobenius.
Soit τ un facteur irre´ductible de ρ|1+PD et Nτ le normalisateur de la classe d’isomorphisme de τ dans
D×/̟Z. Comme 1 + PD est un pro-p-groupe, la dimension de τ est une puissance de p. Comme un p-
Sylow de Nτ/(1+PD) est cyclique l’argument de [24, Lemme 1.19] montre que τ admet un prolongement
τ˜ a` Nτ . Soit alors ξ une sous-repre´sentation irre´ductible de Nτ agissant sur Hom1+PD (τ˜ , ρ). Comme
l’ensemble d’entrelacement Iτ˜⊗ξ de τ˜ ⊗ ξ est e´gal a` Nτ , l’homorphisme τ˜ ⊗ ξ −→ ρ induit par adjonction
un isomorphisme ind
D×/̟Z
Nτ
(τ˜ ⊗ ξ)
∼
−→ ρ. La repre´sentation ξ est de la forme ξ ≃ indNτJ (χ) pour un
groupe J contenant Nτ ∩ O
×
D et un caracte`re χ de J trivial sur 1 + PD. On peut alors e´crire
ρ = ind
D×/̟Z
J
(
τ˜|J ⊗ χ
)
.
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L’ensemble d’entrelacement de τ˜|J ⊗ χ est Iτ˜⊗χ˜ = Nτ ∩ Nχ, ou` Nχ de´signe le normalisateur de χ. On a
donc Nτ ∩Nχ = J par irre´ductibilite´ de ρ.
Calculons maintenant l’entier t(ρ). Soit ψ un caracte`re de D×/̟ZO×D. La repre´sentation ρψ est iso-
morphe a` ρ si et seulement si il existe x ∈ Nτ tel que ψ|Jχ = χ
x. Pour un tel x, il faut alors que χ−1χx soit
trivial sur J∩O×D = Nτ∩O
×
D. En identifiant J/(1+PD) au sous-groupe (Nτ∩O
×
D)/(1+PD)⋊J/(Nτ ∩O
×
D)
du groupe Nτ/(1+PD) ≃ (Nτ ∩O
×
D)/(1+PD)⋊Nτ/(Nτ ∩O
×
D), et en notant que (Nτ ∩O
×
D) est abe´lien,
on constate que χxχ−1 est alors trivial sur J tout entier, et donc que x ∈ J . Il s’ensuit que
t(ρ) = [D×/̟Z : O×DJ ].
Analysons maintenant la re´duction rℓ(ρ). Elle est de la forme ind
D×/̟Z
J
(
rℓ(τ˜|J )⊗ rℓ(χ)
)
. Commet τ
est une repre´sentation irre´ductible du pro-p-groupe 1 + PD, la repre´sentation rℓ(τ˜|J ) est irre´ductible, et
son normalisateur est encore Nτ . On en de´duit que la longueur de rℓ(ρ) est e´gale a` [Nτ ∩Nrℓ(χ) : J ]. En
particulier :
ρ est ℓ-irre´ductible si et seulement si Nτ ∩Nrℓ(χ) = J .
Soit maintenant ρ′ une repre´sention congrue a` ρ. Comme elle contient τ , on peut la mettre sous la
forme ρ′ = ind
D×/̟Z
J′
(
τ˜|J′ ⊗ χ˜
′
)
. Comme ρ′ a la meˆme dimension que ρ, J ′ a le meˆme indice que J dans
Nτ , et puisqu’il contient Nτ ∩O
×
D et que le quotient Nτ/(Nτ ∩ O
×
D) est cyclique, on a J = J
′. Il s’ensuit
que rℓ(χ
′) et rℓ(χ) sont conjugue´s sous Nτ . On en de´duit une bijection entre l’ensemble des ρ
′ congrues
a` ρ et l’ensemble des χ′ congrus a` χ modulo conjugaison par Nτ ∩Nrℓ(χ). En particulier on a
m(ρ) 6 m(χ) avec e´galite´ si et seulement si Nτ ∩Nrℓ(χ) = J.
Reste a` calculer le nombre m(χ) de caracte`res de J congrus a` χ. Il est clair que c’est la plus grande
puissance de ℓ divisant l’ordre de l’abe´lianise´ de J/(1+PD). Pour calculer cet ordre, nous pouvons utiliser
la construction explicite de Broussous : nous pouvons supposer que (J, τ˜|J⊗χ) est de la forme [5, (10.1.4)].
Par construction, il existe des entiers f ′, d′ et e′ de produit e´gal a` d tels que
J/(1 + PD) = F
×
qf′d′
⋊mZ/e′d′Z,(2.3.2.2)
ou` le ge´ne´rateur de Z/e′d′Z agit par le Frobenius relatif a` Fqf′ . Avec les notations de loc. cit, f
′ est le
degre´ re´siduel de l’extension F [β], e′ est son indice de ramification, et (d′)2 est la dimension sur F [β] du
commutant B de F [β] dans D (une alge`bre a` division de centre F [β]). L’entier m est celui de la de´finition
[5, (10.1.4)]. C’est un diviseur de d′ qui satisfait la relation
f ′m = [D×/̟ZO×DJ ] = t(ρ).
Maintenant l’abe´lianise´ de J/(1+PD) s’identifie a` F
×
qf′m
×mZ/e′d′Z (le morphisme quotient e´tant induit
par la norme). Par les e´galite´s pre´ce´dentes, son ordre est bien (qt(ρ) − 1)d/t(ρ).
A` partir de 2.3.2.2, la discussion de [24] pages 423 et 424 fournit l’analogue suivant de [24, 1.20].
(2.3.3) Proposition.– Soit ρ une øQℓ-repre´sentation irre´ductible ℓ-entie`re de D
×. Il existe une
øFℓ-repre´sentation irre´ductible ρ¯ de D
× et un entier r tels que
rℓ([ρ]) = [ρ¯] + [ρ¯ν] + · · ·+ [ρ¯ν
r−1]
ou` ν de´signe le caracte`re g 7→ qval◦Nrd(g).
3 Correspondances ℓ-modulaires
Nous reprenons les notations de l’introduction. En particulier G de´signe le groupe GLd(K) et D une
alge`bre a` division de centre K et de dimension d2.
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3.1 Preuve des e´nonce´s principaux
(3.1.1) Langlands-Jacquet classique et inte´gralite´. On rappelle que LJøQℓ est l’unique fle`che rendant
commutatif le diagramme suivant
C∞(Gell, øQℓ)G
∼ // C∞(Dell, øQℓ)D
×
R(G, øQℓ)
θG
OO
LJøQℓ
// R(D×, øQℓ)
θD
×
OO
(3.1.1.1)
et que cette fle`che envoie une irre´ductible π sur 0 ou sur ±[ρ] pour une irre´ductible ρ de D×. Identifions les
deux centres Z(G) et Z(D×) a` K×. Comme leur action a` droite (ou a` gauche) pre´serve les lieux elliptiques
respectifs, on voit que π et ρ ont des caracte`res centraux e´gaux. Or, si π est ℓ-entie`re, en particulier son
caracte`re central est a` valeurs dans øZℓ. Comme une repre´sentation irre´ductible de D
× est entie`re si et
seulement si son caracte`re central l’est, il s’ensuit que LJøQℓ envoie R
ent(G, øQℓ) dans R
ent(D×, øQℓ).
(3.1.2) Preuve du the´ore`me (1.2.3). Montrons l’existence d’un unique morphisme LJøFℓ rendant
commutatif le second diagramme de l’e´nonce´ du the´ore`me. L’unicite´ re´sulte de la surjectivite´ de rGℓ du
corollaire (2.2.7). Pour l’existence, toujours graˆce a` cette surjectivite´, il suffit de prouver que ker (rGℓ ) ⊂
ker (rDℓ ◦ LJøQℓ). Soit donc x ∈ ker (r
G
ℓ ). D’apre`s le second diagramme de la proposition (2.1.6), on a
θx|Gell
ℓ′
≡ 0. On en de´duit que θ˜
rD
×
ℓ
(LJøQℓ (x))
= θLJøQℓ (x)|Dell
ℓ′
≡ 0. D’apre`s le i) de la proposition (2.3.1) on
a bien rD
×
ℓ (LJøQℓ(x)) = 0.
La commutativite´ du premier diagramme de l’e´nonce´ du the´ore`me de´coule maintenant de celle du
diagramme (3.1.1.1) et de celle du second diagramme de la proposition (2.1.6). Enfin, le fait que ce
premier diagramme suffise a` caracte´riser LJøFℓ provient a` nouveau de l’injectivite´ de θ˜
D× . 
(3.1.3) Jacquet-Langlands classique et re´duction mod ℓ. Les proprie´te´s caracte´ristiques de l’application
JLøQℓ : IrrøQℓ (D
×) −→ IrrøQℓ (G) rappele´es au paragraphe (1.1.3) font de son prolongement par line´arite´,
que nous noterons encore JLøQℓ , une section remarquable de LJøQℓ . Comme les øQℓ-repre´sentations
irre´ductibles de la “se´rie discre`te” de G – i.e. les repre´sentations de Steinberg ge´ne´ralise´es – sont ℓ-entie`res
si et seulement si leur caracte`re central l’est, on voit que l’application JLøQℓ envoie une repre´sentation
entie`re sur une repre´sentation entie`re. Par contre, l’exemple suivant montre que la section JLøQℓ de LJøQℓ
n’est pas compatible a` la re´duction modulo ℓ.
Exemple.– Soit K = Q5, ℓ = 3 et d = 2, et soit χ : F
×
52 −→ øQ
×
3 un caracte`re d’ordre 3. Il se prolonge
a` un caracte`re de O×DZ(D
×) qui par induction fournit une øQ3-repre´sentation irre´ductible ρ de dimension
2 de D×. Cette repre´sentation est e´videmment congrue modulo 3 a` l’induite du caracte`re trivial, laquelle
se de´compose en la somme directe du caracte`re trivial 1 et du caracte`re “signe” ε de D×. Or on a
JLøQℓ([ρ]− [1]− [ε]) = [π]− [St]− [ε⊗ St]
ou` St de´signe la repre´sentation de Steinberg et π de´signe une repre´sentation supercuspidale de re´duction
unipotente, cf [31, Ex. II.11.1]. La re´duction modulo ℓ du terme de droite est e´gale a` −[IndGB(1)] et n’est
donc pas nulle.
Dans ce meˆme exemple, on voit qu’il n’existe pas de section de LJøFℓ envoyant les irre´ductibles sur
des irre´ductibles. En effet, la seule repre´sentation π ∈ IrrøFℓ (G) telle que LJøFℓ [π] = ±[1D× ] est la
repre´sentation triviale π = 1G. Or on a LJøFℓ [1G] = −[1D× ]. Le the´ore`me suivant permet ne´anmoins
d’exhiber en toute ge´ne´ralite´ une section de LJøFℓ envoyant les irre´ductibles sur des irre´ductibles au signe
pre`s.
(3.1.4) The´ore`me.– L’homomorphisme LJøFℓ est surjectif, et son noyau est RI(G, øFℓ). Il envoie
la classe d’une repre´sentation superSpeh de G sur celle d’une irre´ductible de D× au signe pre`s, induisant
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une bijection
{øFℓ-repre´sentations superSpeh de G}
∼
−→ {øFℓ-repre´sentations irre´ductibles de D
×}.
Notons que la surjectivite´ de LJøFℓ de´coule de celle de LJøQℓ et du point ii) de la proposition (2.3.1).
On a aussi de´ja` remarque´ que RI(G, øFℓ) est inclus dans le noyau de LJøQℓ . La proposition suivante est
une e´tape importante de la preuve du the´ore`me.
(3.1.5) Proposition.– Soit π une øQℓ-repre´sentation superSpeh ℓ-entie`re de G. Notons ρ := |LJøQℓ(π)|
sa correspondante dans IrrøQℓ (D
×). Alors π est ℓ-superSpeh si et seulement si ρ est ℓ-irre´ductible.
Preuve. La preuve est tre`s clairement inspire´e de celle du lemme 2.3.a) de [27]. En effet, si π′ est
congrue a` π, et si ρ′ de´signe sa correspondante, alors le deuxie`me diagramme du the´ore`me (1.2.3) montre
que ρ′ est congrue a` ρ. Utilisant les notations du paragraphe (2.2.4), on en de´duit l’ine´galite´m(π) 6 m(ρ).
Par ailleurs, la correspondance de Jacquet-Langlands e´tant compatible a` la torsion par les caracte`res, on
a t(π) = t(ρ) et donc a(π) = a(ρ).
Supposons alors que π est ℓ-supercuspidale. D’apre`s le lemme (2.2.4), on a m(π) = ℓvalℓ(a(π)). Graˆce a`
la proposition (2.3.2), on en de´duit que m(ρ) = ℓvalℓ(a(ρ)), puis que ρ est ℓ-irre´ductible.
Il s’ensuit que LJøFℓ envoie les superSpeh sur des irre´ductibles de D
×. Par ailleurs on sait que la
restriction de LJøFℓ a` R∆(G, øFℓ) est surjective, puisque LJøFℓ est surjective et nulle sur RI(G,∆). On
en de´duit que l’application
{øFℓ-repr. superSpeh de G}
|LJøFℓ
|
−→ {øFℓ-repr. irre´ductibles de D
×}(3.1.5.1)
est surjective.
Revenons maintenant a` la repre´sentation π de l’e´nonce´ et supposons que ρ est ℓ-irre´ductible. De ce
qui pre´ce`de, on de´duit que π est congrue a` une repre´sentation ℓ-superSpeh. La caracte´risation du lemme
(2.2.4) montre alors que π elle-meˆme est ℓ-superSpeh.
Fin de la preuve du the´ore`me (3.1.4). Vue la preuve de la proposition pre´ce´dente, il reste a` e´tablir
l’injectivite´ de (3.1.5.1). Cela revient a` montrer que deux øQℓ-repre´sentations ℓ-superSpeh dont les cor-
respondantes ρ et ρ′ sont congrues, sont elle meˆme congrues. Mais cela de´coule a` nouveau des crite`res du
lemme (2.2.4) et de la proposition (2.3.2).
Avant de passer a` la preuve du the´ore`me (1.2.4), signalons les deux corollaires suivants du the´ore`me
(3.1.4), qui ne concernent que le groupe G, mais que l’auteur ne sait pas prouver directement.
(3.1.6) Corollaire.– Le noyau de la restriction θ˜|Gell
ℓ′
: R(G, øFℓ) −→ C∞(Gellℓ′ , øZℓ)
G du caracte`re
de Brauer θ˜ aux e´le´ments elliptiques (d’ordre premier a` ℓ) est exactement RI(G, øFℓ).
(3.1.7) Corollaire.– La question (2.1.9) ii) a une re´ponse affirmative pour G = GLd(K).
(3.1.8) Preuve du the´ore`me (1.2.4). Notons zJLøFℓ l’inverse de la bijection du the´ore`me (3.1.4).
D’apre`s ce the´ore`me, zJLøFℓ ve´rifie bien les deux proprie´te´s annonce´es dans l’e´nonce´ du the´ore`me (1.2.4),
et est uniquement de´termine´e par ces proprie´te´s.
Le reste de l’e´nonce´ du the´ore`me (1.2.4) de´coule du diagramme suivant.
{øQℓ-repr. irre´ductibles de D×} oo
ZøQℓ◦JLøQℓ
∼
{øQℓ-repr. de Speh de G}
{øQℓ-repr. ℓ-irre´ductibles de D
×}
?
OO
rℓ

oo
ZøQℓ◦JLøQℓ
∼
{øQℓ-repr. ℓ-superSpeh de G}
?
OO
rℓ

{øFℓ-repr. irre´ductibles de D
×} oo
zJLøQℓ
∼
{øFℓ-repr. superSpeh de G}
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Dans ce diagramme, la bijection du haut vient simplement de ce que l’involution ZøQℓ induit une bijection
entre se´ries discre`tes et repre´sentations de Speh. L’inverse de la bijection du haut est donne´e par |LJøQℓ |.
Le fait que cette bijection induise la bijection du milieu de´coule alors de la proposition (3.1.5). La com-
mutativite´ du carre´ du bas provient enfin de la de´finition de zJLøFℓ comme inverse de |JLøFℓ |, laquelle est
induite par |LJøQℓ | via la re´duction modulo ℓ d’apre`s le the´ore`me (1.2.3). 
(3.1.9) Preuve du corollaire (1.2.5). Nous rappelons d’abord l’e´nonce´ de la correspondance de Lan-
glands modulo ℓ pour GLd(K), duˆ a` Vigne´ras [27, 1.8]. Comme dans le cas ℓ-adique ou complexe,
la correspondance est e´tablie en deux temps. D’abord pour les (super)cuspidales, puis pour les autres
repre´sentations a` partir de la classification. Il s’ave`re que pour rendre a` la correspondance une certaine
compatibilite´ a` la re´duction modulo ℓ, il faut la composer avec l’involution de Zelevinsky. Notons donc
τGøQℓ := σ
G
øQℓ
◦ ZøQℓ cette compose´e et appelons-la “correspondance de Zelevinski sur øQℓ”. Rappelons
que son image est l’ensemble RepdøQℓ(WDK) des classes d’isomorphisme de øQℓ-repre´sentation de Weil-
Deligne τ = (τ ss, N) de dimension d. Une telle repre´sentation est dite entie`re si sa partie semi-simple
l’est. On sait alors que τGøQℓ et σ
G
øQℓ
respectent les repre´sentations entie`res. On dispose d’une application
de re´duction modulo ℓ
Rℓ : Rep
d
øQℓ
(WDK)
ent −→ RepdøFℓ(WDK)
qui sur la partie semi-simple est donne´e par rℓ. Cette application est juge´e e´vidente dans [27, 1.8], mais
on pourra en trouver une construction dans [8, 4.1.8]. Paralle`lement on a une application
Jℓ : IrrøQℓ (Gd) −→ IrrøFℓ (Gd)
qui envoie une repre´sentation ℓ-entie`re π sur l’unique constituent øπ de rℓπ qui ve´rifie λπ = λøπ . D’apre`s
[26, Thm V.12], cette application est surjective. Le the´ore`me principal de [27] dit alors :
The´ore`me.– Il existe une bijection
τGøFℓ : IrrøFℓ (GLd(K))
∼
−→ RepdøFℓ(WDK)
uniquement de´termine´e par la proprie´te´ τGøFℓ ◦ Jℓ = Rℓ ◦ τ
G
øQℓ
.
La correspondance de Langlands-Vigne´ras est alors de´finie par σGøFℓ := τ
G
øFℓ
◦ ZøFℓ .
Dans l’e´nonce´ du corollaire (1.2.5), nous avons de´fini σDøFℓ := σ
G
øFℓ
◦ JLøFℓ = τ
G
øFℓ
◦ zJLøFℓ . Il s’agit
bien d’une injection IrrøFℓ (D
×) →֒ RepdøFℓ(WDK). Remarquons que sa de´finition ne fait intervenir que la
restriction de τGøFℓ aux repre´sentations superSpeh. Pour de´terminer l’image de σ
D
øFℓ
, nous aurons besoin
du lemme suivant.
Lemme.– Soit σ = (σss, N) une øQℓ-repre´sentation de Weil-Deligne entie`re. On a e´quivalence entre
i) Rℓ(σ) est inde´composable (σ est alors dite ℓ-inde´composable).
ii) σ est inde´composable et long(rℓ(σ
ss)) = long(σss).
iii) Il existe une repre´sentation ℓ-irre´ductible λ de WK telle que σ
ss =
⊕r−1
i=0 λ(−i) et N est donne´ par la
compose´e de la projection e´vidente σss ։
⊕r−1
i=1 λ(−i) suivie de l’injection e´vidente
⊕r−1
i=1 λ(−i) →֒
σss(−1).
iv) (τGøQℓ)
−1(σ) est une repre´sentation ℓ-superSpeh de G.
Preuve. L’e´quivalence entre les trois premiers points est laisse´e au lecteur. Pour y incorporer le point
iv), rappelons que τGøQℓ induit une bijection
τGøQℓ : {øQℓ-repr. de Speh de G}
∼
−→ {øQℓ-repr. de dim. d inde´composables de WDK}.
Compte tenu du lemme (2.2.4) et de la compatibilite´ de τGøQℓ a` la torsion et aux congruences, il nous suffira
de prouver le crite`re nume´rique de ℓ-inde´composabilite´ d’une repre´sentation inde´composable σ suivant.
Soit t(σ) le nombre de caracte`res non ramifie´s ψ de WK tels que σψ ≃ σ. Soit m(σ) le nombre de
repre´sentations de Weil-Deligne entie`res σ′ telles que Rℓ(σ) = Rℓ(σ
′) et det(σ′(ϕ)) = det(σ(ϕ)) ou` ϕ
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est un rele`vement de Frobenius fixe´. Alors m(σ) est infe´rieur a` la plus grande puissance de ℓ divisant le
nombre a(σ) := dt(σ) (q
t(σ) − 1), et lui est e´gal si et seulement si σ est ℓ-inde´composable.
En effet, e´crivons σss sous la forme
⊕r−1
i=0 λ(−i) avec λ irre´ductible et N comme dans le point iii).
On voit que σ est ℓ-inde´composable si et seulement si λ est ℓ-irre´ductible. D’apre`s [28, 2.3], cela e´quivaut
a` m(λ) = ℓvalℓ(a(λ)), avec des notations similaires a` ci-dessus. Or, par un argument similaire a` celui du
lemme (2.2.4), on ve´rifie que m(σ) = ℓvalℓ(r)m(λ) et t(σ) = t(λ), d’ou` l’on conclut a` nouveau comme dans
le lemme (2.2.4).
Le lemme justifie le carre´ commutatif supe´rieur du diagrammes suivant.
{øQℓ-repr. de Speh de G}
τGøQℓ
∼ // {øQℓ-repr. de dim. d inde´composables de WDK}
{øQℓ-repr. ℓ-superSpeh de G}
?
OO
rℓ

τGøQℓ
∼ // {øQℓ-repr. de dim. d, ℓ-inde´composables de WDK}
?
OO
Rℓ

{øFℓ-repr. superSpeh de G}
τGøFℓ
∼ // {øFℓ-repr. de dim. d inde´composables de WDK}
Le carre´ infe´rieur est la traduction du the´ore`me rappele´ ci-dessus, puisque pour toute øQℓ-repre´sentation
de Speh entie`re δ, on a simplement Jℓ(δ) = rℓ(δ). Finalement on a identifie´ l’image de σ
D
øFℓ
a` RepdøFℓ(WDK)
indec.
La caracte´risation en termes de rele`vements de´coule de la caracte´risation analogue dans le the´ore`me (1.2.4).

3.2 Langlands-Jacquet mod ℓ et effectivite´ au signe pre`s
Dans cette section, nous e´tudions la question (1.2.3). Remarquons qu’elle rele`ve purement de la the´orie
des repre´sentations de G. En effet, soit π ∈ IrrøFℓ (G), il s’agit de savoir si la projection de la classe [π]
sur R∆(G, øFℓ) modulo RI(G, øFℓ) est une combinaison line´aire positive ou ne´gative de repre´sentations
superSpeh. En conse´quence, il y a “beaucoup” de cas ou` la question admet presque trivialement une
re´ponse positive. Avant d’exposer ces cas, nous avons besoin d’un raffinement de la proposition (2.2.6).
(3.2.1) Support supercuspidal. Soit π ∈ IrrøFℓ (G). On peut trouver un sous-groupe de Levi M =
Gd1 × · · · × Gdr de G et une repre´sentation supercuspidale τ = τ1 ⊗ τ2 ⊗ · · · ⊗ τr de M telle que π
apparaisse comme sous-quotient de l’induite τ1 × τ2 × · · · × τr. D’apre`s [26, V.4], cette paire (M, τ) est
unique a` conjugaison pre`s. La classe de conjugaison de (M, τ) est appele´e support supercuspidal de π.
De´finissons alors R(G, øFℓ)τ comme le sous-groupe de R(G, øFℓ) engendre´ par les irre´ductibles dont
le support supercuspidal contient (M, τ), et posons R∆(G, øFℓ)τ := R(G, øFℓ)τ ∩R∆(G, øFℓ) et de meˆme
RI(G, øFℓ)τ := R(G, øFℓ)τ ∩RI(G, øFℓ).
Lemme.– On a une de´composition R(G, øFℓ)τ = R∆(G, øFℓ)τ⊕RI(G, øFℓ)τ , ou` le rang deR∆(G, øFℓ)τ
est le nombre de repre´sentations supercuspidales τ0 de Gd/r telles que la paire (M, τ) soit conjugue´e a` la
paire (Grd/r, τ0 ⊗ τ0ν ⊗ · · · ⊗ τ0ν
r−1). Plus pre´cise´ment, ce nombre est donne´ comme suit.
i) Si τ est conjugue´e a` τ0⊗τ0ν⊗· · ·⊗τ0νr−1 pour τ0 supercuspidale de Gd/r, alors posons r0 le cardinal
de l’orbite {τ0νi, i ∈ Z}.
(a) Si r0 divise r, alors rk(R∆(G, øFℓ)τ ) = r0.
(b) Si r0 ne divise pas r, alors rk(R∆(G, øFℓ)τ ) = 1.
ii) Sinon, rk(R∆(G, øFℓ)τ ) = 0.
Preuve. La de´composition se prouve exactement comme celle de la proposition (2.2.6), une fois qu’on
a remarque´ la conse´quence suivante de la proprie´te´ d’“unicite´” du support supercuspidal : si π apparaˆıt
comme sous-quotient d’une repre´sentation i paraboliquement induite d’une repre´sentation irre´ductible,
alors tous les sous-quotients de i ont le meˆme support supercuspidal que π.
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Le rang de R∆(G, øFℓ)τ est le nombre de repre´sentations superSpeh de support supercuspidal conte-
nant (M, τ). Vue la condition m1) dans la caracte´risation des repre´sentations superSpeh au paragraphe
(2.2.3), ce nombre est bien celui annonce´ dans le lemme. La discussion de´taille´e est alors e´le´mentaire.
Pre´cisons seulement que sous l’hypothe`se i)(a), les superSpeh dans R(G, øFℓ)τ sont exactement
δr(τ0), δr(τ0ν) = δr(τ0)ν, · · · , δr(τ0ν
r0−1) = δr(τ0)ν
r0−1.(3.2.1.1)
Par commodite´, nous dirons qu’une repre´sentation π ∈ IrrøFℓ (G) est elliptique de type (τ0, r) si τ0 est
une repre´sentation supercuspidale de Gd/r et le support supercuspidal de π contient la paire ((Gd/r)
r, τ0⊗
τ0ν ⊗ · · · ⊗ τ0νr−1).
(3.2.2) Corollaire.– Soit π ∈ IrrøFℓ (G).
i) Si π n’est pas elliptique, on a LJøFℓ(π) = 0.
ii) Si π est elliptique de type (τ0, r), alors dans les cas ci-dessous, LJøFℓ(π) est effective au signe pre`s.
(a) Si π se rele`ve a` øQℓ (exemple : π ge´ne´rique ou de Speh).
(b) Si τ0 n’est pas isomorphe a` τ0ν
r.
(c) Si πν ≃ π.
Preuve. Le cas i) de´coule du point ii) du lemme. Dans le cas ii)(a), choisissons un rele`vement π˜ de π.
On a alors LJøFℓ(π) = rℓ(LJøQℓ(π˜)). Or on sait que LJøQℓ(π˜) est effective au signe pre`s.
Le cas ii) (b) est justiciable du cas i)(b) du lemme. Enfin le dernier cas rele`ve du cas i)(a) du lemme.
On a vu dans ce cas en (3.2.1.1) que les superSpeh de meˆme support supercuspidal que π forment une
orbite (δ, δν, · · · δνr0−1) sous l’action de ν par torsion. E´crivons alors
[π] =
r0−1∑
i=0
ai[δν
i] mod RI(G, øFℓ).
Comme RI(G, øFℓ) est stable par torsion par ν, l’hypothe`se [π] = [πν] implique que tous les ai sont e´gaux.
Ils ont donc a fortiori le meˆme signe.
On peut maintenant e´cre´mer encore un peu en utilisant le support cuspidal.
(3.2.3) Proposition.– Soit π ∈ IrrøFℓ (G) une repre´sentation elliptique. Si le support cuspidal de π
est diffe´rent de son support supercuspidal, alors LJøFℓ(π) est effective au signe pre`s.
Preuve. Soit λ = λ1⊗ · · · ⊗λs un e´le´ment du support cuspidal de π. D’apre`s [26, Thm V.10], il existe
un multisegment cuspidal b de support {λ1, · · · , λs} tel que π ≃ 〈b〉.
Supposons dans un premier temps que l’ensemble {λ1, · · · , λs} n’est pas connexe, au sens de [26, V.3].
E´crivons b comme somme b = b1 ⊔ · · · ⊔ bk de composantes connexes. Par construction, la repre´sentation
〈b〉 apparaˆıt avec multiplicite´ 1 dans l’induite 〈b1〉 × 〈b2〉 × · · · × 〈bk〉. Or, d’apre`s [26, Prop V.3], cette
induite est irre´ductible. La repre´sentation π est donc induite parabolique propre et on a LJøFℓ(π) = 0.
Supposons maintenant que l’ensemble {λ1, · · · , λs} est connexe. Cela signifie en particulier que tous
les λi sont de la forme λν
ji pour un certain entier ji. Par hypothe`se, λ n’est pas supercuspidale. D’apre`s
[31, III.5.14], elle est donc de la forme “Steinberg ge´ne´ralise´e”. Par construction, une telle repre´sentation
ve´rifie λ ≃ λν. Par conse´quent π ≃ πν et on peut appliquer le point ii)(c) du corollaire pre´ce´dent.
En utilisant les alge`bres de Hecke de types de Bushnell-Kutzko comme dans [26, IV], la proposition
pre´ce´dente permet en principe 2 de ramener la question d’effectivite´ de LJøFℓ(π) au cas ou` π est elliptique
superunipotente, c’est-a`-dire au cas ou` le support cuspidal de π contient la paire (Gd, 1⊗ ν ⊗ · · · ⊗ νd−1),
a` torsion par un caracte`re χ⊗ χ⊗ · · · ⊗ χ pre`s. Notons alors ε l’ordre de q dans F×ℓ . Le corollaire (3.2.2)
dit que LJøFℓ(π) est effectif si ε = 1 ou si ε ne divise pas d. Le premier cas “non trivial” d”effectivite´ est
donc donne´ par la proposition suivante.
2. Les de´tails restent toutefois a` e´crire.
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(3.2.4) Proposition.– Soit π elliptique superunipotente. Si l’ordre ε de q dans F×ℓ est d, alors
LJøFℓ(π) est effective au signe pre`s.
Preuve. Nous allons simplement expliciter la classification dans ce cas particulier, c’est-a`-dire la ma-
trice de passage entre “modules standard” et “modules simples”. En prenant χ = ν
1−d
2 ci-dessus, on voit
qu’il s’agit d’expliciter la classification des sous-quotients de l’induite ν
1−d
2 × · · · × ν
d−1
2 = IndGB(1). On
peut trouver une classification dans [24, 2.17] dans un langage diffe´rent, mais sans le calcul de la matrice
de passage.
Puisque l’ordre multiplicatif de q est d, un multisegment de support ν
1−d
2 ⊗ · · · ⊗ ν
d−1
2 s’e´crit a =
{(ik, rk), k = 1, · · · , |a|} ou` |a| est le nombre de segments de a, les ik sont des e´le´ments de Z/dZ, les rk
sont des entiers positifs de somme d et on a Z/dZ =
⊔|a|
k=1[ik, ik+rk−1] mod d. Pour chaque k = 1, · · · , |a|,
notons P (a, k) le sous-groupe parabolique standard Prk,rk+1,···,r|a|,r1,···,rk−1 . Par de´finition de π(a), on a
dans R(G, øFℓ) l’e´galite´
[π(a)] =
[
IndGP (a,k)(ν
ik)
]
.
Notre but est de calculer les multiplicite´s de´finies par les formules [π(a)] =
∑
bm(b, a)〈b〉. La premie`re
remarque importante est que ces multiplite´s sont 1 ou 0, car le caracte`re ν
1−d
2 ⊗ · · · ⊗ ν
d−1
2 est re´gulier
pour l’action du groupe de Weyl, et il y a une seule repre´sentation non-superunipotente, a` savoir la non-
de´ge´ne´re´e (ou “Steinberg ge´ne´ralise´e”), qui est cuspidale. Remarquons maintenant que les segments a
comme ci-dessus sont en bijection a 7→ Ia := {i1, · · · , i|a|} avec les sous-ensembles non vides de Z/dZ.
Par cette bijection, les repre´sentations superSpeh correspondent aux singletons et la non-de´ge´ne´re´e a`
l’ensemble plein. Voici alors la formule de multiplicite´
m(b, a) = 1⇔ Ib ⊆ Ia.(3.2.4.2)
Admettons un instant cette formule. La matrice inverse de´finie par 〈a〉 =
∑
b n(b, a)[π(b)] est alors facile
a` calculer. On ve´rifie en effet que
n(b, a) =
{
(−1)Ia\Ib si Ib ⊆ Ia
0 sinon
En particulier, on obtient la formule
〈a〉 = (−1)|a|−1
 |a|∑
k=1
[νik ]
 mod RI(G, øFℓ).
Il reste a` prouver la formule (3.2.4.2). A` un sous-ensemble I de Z/dZ muni d’un e´le´ment i ∈ I on
associe un sous-groupe parabolique standard P (I, i) de la manie`re suivante. Conside´rons la bijection
πi : x ∈ {1, · · · , d − 1} 7→ x + i ∈ Z/dZ \ {i}. Le sous-ensemble J := π
−1
i (I \ {i}) de {1, · · · , d − 1}
de´termine une matrice de Jordan NJ =
∑
j∈J Ej,j+1, et on de´finit P (I, i) comme le plus grand sous-
groupe parabolique standard dont le radical unipotent contient NJ . On a alors P (a, k) = P (Ia, ik) et
[π(a)] =
[
IndGP (Ia,ik)(ν
ik )
]
.
Supposons alors que Ib ⊆ Ia et soit i un e´le´ment de Ib. On a une inclusion Ind
G
P (Ib,i)
(νi) ⊆ IndGP (Ia,i)(ν
i)
d’ou` en particulier m(b, a) = 1.
Supposons au contraire que Ib n’est pas inclus dans Ia. Deux cas se pre´sentent. Si l’intersection Ib ∩ Ia
contient un e´le´ment i, les deux repre´sentations IndGP (Ib,i)(ν
i) et IndGP (Ia,i)(ν
i) sont contenues dans IndGB(ν
i)
qui est de multiplicite´ 1. Leur intersection est IndGP (Ib∩Ia,i)(ν
i). Par hypothe`se, Ib∩Ia est strictement inclus
dans Ib, donc pour tout sous-quotient irre´ductible π de Ind
G
P (Ib∩Ia,i)(ν
i), on a λπ < λb. En particulier,
〈b〉 n’est pas sous-quotient de IndGP (Ib∩Ia,i)(ν
i), donc ne l’est pas plus de IndGP (Ia,i)(ν
i), et on a bien
m(b, a) = 0. Il nous reste a` conside´rer le cas Ia ∩ Ib = ∅. Fixons i ∈ Ib. Si Ib contient un autre e´le´ment
j, on peut appliquer le cas pre´ce´dent au multisegment aj correspondant a` l’ensemble Ia ∪ {j}. En effet,
le cas pre´ce´dent dit que m(b, aj) = 0 donc a fortiori m(b, a) = 0 puisque π(a) ⊂ π(aj). Dans le cas
contraire, Ib = {i} est un singleton avec i /∈ Ia. Il s’agit de voir que le caracte`re νi n’intervient pas dans
rP1,···,1(π(a)), ce qui re´sulte d’un calcul de foncteur de Jacquet.
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(3.2.5) Corollaire.– Si l’ordre ε de q dans F×ℓ n’est pas un diviseur propre de d, alors LJøFℓ envoie
toute repre´sentation irre´ductible sur une effective au signe pre`s.
Preuve. Le cas ε = 1 et le cas ou` ε ne divise pas d de´coulent respectivement des points ii)(b) et ii)(c)
du corollaire (3.2.2). Supposons donc ε = d. Fixons un diviseur r de d et une repre´sentation supercuspidale
τ0 de Gd/r. Notons r0 le cardinal de l’orbite de τ0 par torsion par les puissances de ν. C’est un diviseur
de d. Supposons que ce soit un diviseur propre de r. Alors, d’apre`s [31, III.5.14 i)], la repre´sentation de
Steinberg ge´ne´ralise´e St(τ0, r0) serait une repre´sentation cuspidale non supercuspidale de Gdr0/r. Or ceci
est impossible puisque l’hypothe`se ε = d implique que le pro-ordre de Gdr0/r est inversible dans Fℓ, donc
que toute cuspidale est supercuspidale (et meˆme projective modulo le centre). On a donc deux cas. Soit r0
ne divise pas r, auquel cas on peut appliquer le lemme i)(b) (3.2.1). Soit r0 = r, auquel cas nous laisserons
le lecteur se convaincre que l’argument de la proposition pre´ce´dente s’adapte sans autre difficulte´ que
celles inhe´rentes aux notations.
(3.2.6) Une strate´gie possible dans le cas ℓ > n. Voici quelques e´tapes d’une strate´gie possible.
Chaque e´tape semble non triviale, et comme de toutes fac¸ons la dernie`re e´tape e´chappe a` l’auteur, il n’y
a pas grand sens a` les de´velopper ici.
i) Pour chaque bloc de ModøFℓ(G), ramener la question a` une question de q-alge`bres de Schur. Pour
le bloc unipotent, une grande partie du travail est faite dans [29].
ii) Prouver que pour ℓ > n, la matrice de de´composition de la øQℓ-alge`bre de Schur en une racine
ε-e`me de l’unite´ vers la øFℓ-alge`bre de Schur en q est l’identite´ (analogue affine de la “conjecture de
James”).
iii) Utiliser l’interpre´tation ge´ome´trique par Ginzburg-Vasserot des multiplicite´s des modules simples
dans les modules standard d’une alge`bre de Schur en une racine de l’unite´.
iv) “Inverser” la matrice de polynoˆmes de Kazhdan-Lusztig a` laquelle on s’est ainsi ramene´.
Voici a` quoi ressemble l’interpre´tation ge´ome´trique des multiplicite´s. Soit ζ une racine ε-e`me de l’unite´
et s la matrice diagonale Diag(1, ζ, · · · , ζd−1) ∈Md(C). Conside´rons la varie´te´ alge´brique affine complexe
Ns := {N ∈Md(C), nilpotente et t.q. sNs
−1 = ζN}.
Le centralisateur C(s) est connexe et agit par conjugaison sur Ns avec un nombre fini d’orbites, toutes
simplement connexes. Conside´rons le groupe de Grothendieck K := KC(s)(Ns) des faisceaux constructibles
C(s)-e´quivariants sur Ns. Il admet deux bases remarquables indexe´es par les orbites. Soit jO l’inclusion
d’une orbite O dans Ns. La premie`re base naturelle est donne´es par les faisceaux [O] := jO! (C) et la
seconde par les complexes de faiceaux [IC(O)] := jO!∗ (C). Un fait remarquable est que les j
O
!∗ (C) n’ont de
cohomologie qu’en degre´s pairs, de sorte que la matrice de passage (〈[O′], [IC(O)]〉)O′,O des [O] vers les
[IC(O)] est a` coefficients positifs. Notons que cette matrice est triangulaire si l’on ordonne (partiellement)
les orbites selon l’inclusion des adhe´rences.
Les travaux de Ginzburg, Vasserot et Ariki [11] [23] [1] exhibent une bijection a 7→ Oa entre les
multisegments de support (1, ζ, · · · , ζd−1) et les orbites de C(s) dansNs. telle que pour tous multisegments
a, b on a
m(b, a) = 〈[Oa], [IC(Ob)]〉.
Dans cette bijection, les segments {(ζi, d)} correspondent aux orbites maximales, dont les adhe´rences sont
les composantes irre´ductibles de Ns.
Exemple.– Dans le cas ε = d, la varie´te´ Ns est celle des matrices de la forme
∑d
i=1 xiEi,i+1 ou` au
moins un xi est nul, et ou` l’on convient que Ed,d+1 = Ed,1. Ainsi, Ns est la re´union des hyperplans de
coordonne´es dans Cd. Les orbites sont parame´tre´es par les sous-ensemble de {1, · · · , d}. A` I correspond
OI = {(x1, · · · , xd) ∈ Cd, i ∈ I ⇔ xi = 0}. Dans ce cas, le calcul des complexes d’intersection est
facile : on a simplement jO!∗ (C) = j
øO
∗ (C) ou` j
øO est l’inclusion de l’adhe´rence de l’orbite O. Comme
OJ ⊂ øOI ⇔ J ⊃ I, on retrouve ainsi la matrice de passage calcule´e dans la proposition (3.2.4).
Dans le cas ou` ε divise strictement d, la ge´ome´trie des orbites est beaucoup plus complique´e. Par
exemple les inclusions O →֒ øO ne sont ge´ne´ralement pas affines, et les jO! (C) ne sont pas ne´cessairement
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pervers de´cale´s, ce qui empeˆche de pre´voir simplement les signes dans la matrice inverse par une formule
du type sgn(〈[IC(O′)], [O]〉) = (−1)codim(O
′,O).
Cependant, d’apre`s Lusztig [15, Sec. 11], les 〈[O′], [IC(O)]〉 sont les valeurs en 1 de certains polynoˆmes
de Kazhdan-Lusztig. Plus pre´cise´ment, soit S˜d le groupe de Weyl affine e´tendu de type A˜d−1. Notons
ε[S˜d]ε l’ensemble des repre´sentants de longueur maximale des doubles classes modulo le sous-groupe
parabolique (fini) (Sd/ε)
ε. Munissons-le de l’ordre de Bruhat. Alors il existe un isomorphisme O 7→ wO
du poset des orbites de C(s) dans Ns sur un ide´al du poset ε[S˜d]ε, tel que
〈[O′], [IC(O)]〉 = PwO,wO′ (1),
ou` Pw,w′ de´signe le polynoˆme de Kazhdan-Lusztig usuel associe´ a` deux e´le´ments de S˜d, cf. [12]. Pour des
petites valeurs de d, on peut donc espe´rer calculer par ordinateur les coefficients qui nous inte´ressent dans
la matrice inverse.
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A Caracte`re d’une repre´sentation modulo ℓ d’un groupe p-adique
Texte e´crit en mars 1998, re´vise´ en janvier 2010
Marie-France Vigne´ras
Soient ℓ 6= p deux nombres premiers distincts. On note Ql une cloˆture alge´brique du corps Qℓ des
nombres ℓ-adiques, Zl et Fl l’anneau des entiers et le corps re´siduel. Soient F un corps local non ar-
chime´dien de caracte´ristique 0, de corps re´siduel fini de caracte´ristique p et R un corps alge´briquement
clos contenant Fl. Soit G le groupe des points F -rationnels d’un F -groupe re´ductif connexe.
On note C∞c (X ;R) le R-module des fonctions localement constantes a` support compact sur X , pour
toute partie ferme´e X de G. On note ModRG l’ensemble des R-repre´sentations lisses de G, et IrrRG
l’ensemble des classes d’isomorphisme des R-repre´sentations irre´ductibles lisses de G.
On choisit, comme on le peut, une R-mesure de Haar dg sur G. Soient f ∈ C∞c (G;R) et (π, V ) ∈
ModRG admissible, i.e dimR V
K fini pour tout sous-groupe ouvert K de G. L’endomorphisme π(fdg) de
V est de rang fini. Sa trace tr(π(fdg)) de´finit une forme line´aire sur C∞c (G;R), de´pendant du choix de
la mesure de Haar dg, appele´e la trace de π. Les R-repre´sentations irre´ductibles de G sont admissibles
([Vig], II.2.8) et leurs traces sont des formes line´aires line´airement inde´pendantes sur C∞c (G;R) ([Vig]
I.6.13).
L’ensemble Greg des e´le´ments semisimples re´guliers est un ouvert dense de G invariant par conjugaison.
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The´ore`me 1 CARACTERE Soit π une R-repre´sentation de G de longueur finie. Il existe une
fonction localement constante χπ : G
reg → R telle que
tr(π(fdg)) =
∫
G
χπ(g) f(g) dg
pour tout f ∈ C∞c (G
reg;R). On dit que χπ est le caracte`re de π.
Le caracte`re de π ne de´pend pas du choix de la mesure de Haar dg, il est invariant par conjugaison
par G, et il est unique.
Pour les Fl-repre´sentations de longueur finie d’un groupe fini, R. Brauer a introduit un autre caracte`re
qui prend ses valeurs dans Zl, et qui permet de de´crire le groupe de Grothendieck de ces Fl-repre´sentations.
Nous allons donner une construction analogue pour le groupe p-adique G, utilisant la me´thode de Howe
pour construire le caracte`re, avec l’espoir d’applications au groupe de Grothendieck des Fl-repre´sentations
de longueur finie de G.
Une Zl-structure d’une repre´sentation lisse de type fini de G sur un Ql-espace vectoriel V est un
Zl-module libre G-stable, contenant une Ql-base de V , et qui est de type fini comme ZlG-module.
Nous supposons pour simplifier que le centre deG est compact (le cas ge´ne´ral ne pose aucune difficulte´).
Notons Gelll′ l’ensemble des e´le´ments elliptiques l-re´guliers de G (voir III.2 et 4), Λ l’ide´al maximal de Zl
et rΛ : Zl → Fl la re´duction modulo Λ.
The´ore`me 2 CARACTERE DE BRAUER Pour toute repre´sentation π ∈ Mod
Fl
G de longueur
finie, il existe une fonction
φπ : G
ell
l′ → Zl
ayant les proprie´te´s suivantes :
1) φπ est localement constante, invariante par G-conjugaison.
2) φπ rele`ve le caracte`re χπ de π sur G
ell
l′ ,
rΛ ◦ φπ = χπ.
3) φπ ne de´pend que de la semi-simplification de π.
4) Si π est la re´duction modulo Λ d’une Zl-structure d’une Ql-repre´sentation Π de G, alors φπ est
e´gal a` la restriction du caracte`re χΠ de Π sur G
ell
l′ .
On dit que φπ est un caracte`re de Brauer de π.
On de´finit un caracte`re de Brauer φπ comme ceci. Soit g ∈ G
ell
l′ et soit (Kn)n>0 une suite de´croissante
pro-p-sous-groupes ouverts compacts normalise´s par g d’intersection {1} ; notons µn la R-mesure de Haar
sur G telle que le volume de Kn est 1, et 1gKn la fonction caracte´ristique de gKn ; posons egKn := 1gKnµn.
L’endomorphisme π(egKn) de l’espace de dimension finie V (π)
Kn , est d’ordre fini premier a` l. Pour tout
n assez grand, le caracte`re de Brauer de π(egKn) est e´gal a` φπ(g).
Le caracte`re de Brauer est unique, si l’on sait que chaque Fl-repre´sentation irre´ductible de G apparait
dans la re´duction modulo Λ d’une Ql-repre´sentation irre´ductible de G ayant une Zl-structure.
Les the´ore`mes 1 et 2 sont de´montre´s dans la partie II en admettant l’existence des certaines filtrations
se´pare´es de´croissantes de G en pro-p-sous-groupes ouverts compacts (propositions I.1 et II.1). Ces propo-
sitions sont de´montre´es (III.4,5) en utilisant la the´orie de Kirillov-Howe et un lemme de Harish-Chandra
(III.3) qui supposent que la caracte´ristique de F est 0. C’est le seul endroit ou` cette hypothe`se apparait.
I Caracte`re d’une representation
On connait deux de´monstrations diffe´rentes du the´ore`me 1, lorsque R est le corps des nombres com-
plexes, l’une due a` R.Howe, l’autre a` Harish-Chandra. Les deux de´monstrations s’e´tendent sans proble`mes
lorsque C est remplace´ par R.
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Nous rappelons la de´monstration de Howe, valable sur un corps commutatif contenant des racines de
l’unite´ d’ordre une puissance quelconque de p, que l’on adaptera dans la partie II pour de´finir le caracte`re
de Brauer.
Une suite de´croissante de sous-groupes de G d’intersection triviale est appele´e filtration se´pare´e
de´croissante de sous-groupes de G.
Une R-repre´sentation σ d’un pro-p-sous-groupe K de G est appele´e entrelace´e avec la repre´sentation
triviale d’un pro-p-sous-groupeK ′ de G s’il existe g ∈ G tel que la restriction de σ a` K ∩gK ′g−1 contient
la repre´sentation triviale. On dit que g ∈ G entrelace σ avec elle-meˆme si σ et la repre´sentation g(σ) de
gKg−1 restreintes a` K ∩ gKg−1 ont un composant irre´ductible isomorphe.
I.1 Proposition Il existe une filtration se´pare´e de´croissante de pro-p-sous-groupes ouverts (Kn)n>0
de G ayant la proprie´te´ de finitude suivante :
Pour tout entier no > 0 et tout γ ∈ Greg, il existe un entier n1 > n0 et un voisinage V (γ) de γ
dans Greg tels que pour tout entier n > n1, l’ensemble des classes d’isomorphisme des R-repre´sentations
irre´ductibles σ deKn, entrelace´es avec la repre´sentation triviale de Kno , et avec elles-meˆme par un e´le´ment
de V (γ), est fini.
La de´monstration est donne´e en III.4.
I.2 De´monstration du the´ore`me 1 La proposition I.1 implique le the´ore`me 1, par l’argument simple
suivant de Howe.
Soient π une R-repre´sentation lisse de longueur finie d’espace V (π) de G et γ ∈ Greg. On choisit,
comme on le peut, un entier no > 0 tel que π est engendre´e par ses vecteurs Kno-invariants. On applique
la proposition I.1, et l’on obtient un entier n1 et un voisinage V (γ). On choisit un entier n > n1. Toute
repre´sentation σ ∈ IrrRKn contenue dans π est entrelace´e avec la repre´sentation triviale de Kno ([Vig]
I.8.1). Par la proposition I.1, il n’existe qu’un ensemble fini S de σ ∈ IrrRKn contenues dans π tels que
g entrelace σ avec elle-meˆme. La restriction de π au groupe Kn est semi-simple. On de´compose l’espace
V (π) de π comme une somme directe de ses parties σ-isotypiques V (π)σ pour σ ∈ IrrRKn, et l’on note
pσ la projection de V (π) sur V (π)σ ,
V (π) = ⊕σV (π)σ , pσ : V (π)→ V (π)σ .
Soit g ∈ V (γ). L’intersection V (π)σ ∩ π(g)V (π)σ est stable par Kn ∩ gKng
−1. Si elle est non vide, g
entrelace σ ([Vig] 1.8.1-2). Si elle est vide, la trace de l’endomorphisme pσπ(g) ∈ EndV (π) est nulle. La
fonction sur V (γ) de´finie par
g 7→ χ(g) :=
∑
σ∈S
tr(pσπ(g))
est localement constante. Si f ∈ C∞c (G;R) on a
tr(π(f dg)) =
∑
σ
∫
G
f(g) tr(pσπ(g))dg.
Si le support de f est contenu dans V (γ), on a
tr(π(f dg)) =
∫
G
f(g)χ(g)dg.
Cette formule montre que χ est canonique, quoique sa construction ne le fut pas. Par cette me´thode, on
de´finit une fonction localement constante
χπ : G
reg → R
qui ve´rifie le the´ore`me 1.
II Caracte`re modulaire d’une repre´sentation
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On dit qu’un e´le´ment de G est elliptique s’il est semi-simple re´gulier, de G-centralisateur compact
modulo le centre. On note Gell l’ouvert des e´le´ments elliptiques de G.
On suppose pour simplifier que le centre est compact et l’on note Gelll′ l’ensemble ouvert des e´le´ments
elliptiques l-re´guliers (III.2, 4).
II.1 Proposition Pour tout g ∈ Gelll′ , il existe une filtration se´pare´e de´croissante de pro-p-sous-
groupes ouverts compacts (Kg,n)n>0 de G normalise´s par g, ayant les proprie´te´s suivantes :
a) Pour tout γ ∈ Gelll′ , il existe un voisinage V
′(γ) de γ dans Gelll′ tel que Kg,n = Kγ,n pour tout entier
n > 0 et tout g ∈ V ′(γ).
b) Pour tout x ∈ G et pour tout entier n > 0, on a xKg,nx−1 = Kxgx−1,n.
c) Pour tout entier no > 0 et tout γ ∈ Gelll′ , il existe un entier n1 > n0 et un voisinage V
′′(γ) de
γ dans Gelll′ tels que pour tout entier n > n1, l’ensemble des classes d’isomorphisme des repre´sentations
irre´ductibles σ de Kγ,n entrelace´es avec la repre´sentation triviale de Kγ,no et avec elle-meˆmes par un
e´le´ment de V ′′(γ) est fini.
II.2 Nous admettons la proposition qui sera de´montre´e en III.5, et nous de´finissons le caracte`re de
Brauer.
Soit π une R-repre´sentation de G de longueur finie (donc admissible) d’espace V (π) et γ ∈ Gelll′ . Pour
simplifier, pour tout entier m > 0, on notera Km := Kγ,m et V (π)
(m) l’espace des vecteurs Km-invariants
de V (π). On choisit, comme on le peut, un entier no > 0 tel que π est engendre´e par V (π)
(no).
On applique la proposition. On obtient un entier n1 et des voisinages V
′(γ) et V ′′(γ) de γ et l’on pose
V (γ) := V ′(γ) ∩ V ′′(γ). Par c), le nombre de classes d’isomorphisme des repre´sentations irre´ductibles de
Kn1 entrelace´es avec la repre´sentation triviale de Kno et avec elles-meˆme par un e´le´ment de V (γ), est fini.
On choisit un entier m1 > n1 tel que ces repre´sentations soient triviales sur Km1 .
Soit g ∈ V (γ) et soit n un entier tel que n > m1 > n1. L’ensemble des repre´sentations de IrrRKn1 , non
triviales sur Km1 mais triviales sur Kn est fini. Soit E l’ensemble fini des repre´sentations σ ∈ IrrRKn1
contenues dans π non triviales sur Km1 mais triviales sur Kn. Comme g normalise les Km, il agit sur E.
Les representations de E sont entrelace´es avec la representation triviale de Kno car V (π)
(n0) engendre π
([Vig], I.8.1). Par le choix de m1, une repre´sentation de E n’est pas entrelace´e par un e´le´ment de V (γ),
donc g agit sans points fixes dans E, i.e toute orbite C de g dans E a au moins 2 e´le´ments. On note
V (π)C := ⊕σ∈CV (π)σ
On de´compose l’espace vectoriel de dimension finie V (π)(n) comme une somme directe stable par π(g),
V (π)(n) = V (π)(m1) ⊕C V (π)C
C parcourant les orbites de g dans E.
Lorsque g ∈ G est compact et ℓ-re´gulier l’endomorphisme de π(g) du R-espace vectoriel V (π)(n) de
dimension finie est d’ordre fini premier a` ℓ (voir III.2). On peut de´finir son caracte`re ordinaire (la trace)
et son caracte`re de Brauer (voir III.1). Le caracte`re (ordinaire ou de Brauer) de π(g) sur V (π)(n) est la
somme des caracte`res (ordinaire ou de Brauer) de π(g) sur V (π)(m1) et sur les V (π)C . Il est clair que le
caracte`re ordinaire de π(g) sur V (π)C est nul pour chaque orbite C de g dans E. Nous montrons que le
caracte`re de Brauer de π(g) sur V (π)C est nul.
On note t > 2 le nombre d’e´le´ments de C, et A l’action de π(g) sur V (π)C . Soit σ ∈ C. On note
Wj := A
j−1V (π)σ pour pour tout 1 6 j 6 t. On a V (π)C =W1⊕ . . .⊕Wt. L’isomorphisme At sur W1 est
diagonalisable, car At est d’ordre fini premier a` l comme A. On choisit une base (ei)16i6s de W1 forme´e
de vecteurs propres pour At. L’espace W ′i de dimension t engendre´ par (A
jei)16j6t est stable par A, et
la de´composition
V (π)C = ⊕16i6sW
′
i
est stable par A. Le caracte`re de Brauer de A sur chaque W ′i est nul (voir la partie III), donc le caracte`re
de Brauer de A sur V (π)C est nul. ⋄
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Rappelons que Kn = Kγ,n = Kg,n pour tout n > 0 et g ∈ V (γ). Nous avons montre´ :
Proposition 3 Pour tout γ ∈ Gelll′ , g ∈ V (γ), le caracte`re χn(g) et le caracte`re de Brauer φn(g) de
l’endomorphisme π(g) sur V (π)Kn et ne de´pendent pas de l’entier n si n > m1.
On de´finit les fonctions sur Gelll′
g 7→ χ(g) = limn→∞ χn(g), g 7→ φ(g) = limn→∞ φn(g).
Par le the´ore`me 1, χ est le caracte`re de π.
II.3 Nous allons montrer que φ est un caracte`re de Brauer de π.
1) φ est localement constante. Soit γ ∈ Gelll′ . Par la proposition de II.2, φ(g) est le caracte`re de
Brauer de l’endomorphisme π(g) sur V (π)Km1 pour tout g ∈ V (γ). Donc la fonction φ est constante sur
le voisinage V (γ) ∩ γKγ,m1 de γ.
φ est invariante par G-conjugaison. Ceci provient de la proprie´te´ (II.1.b) Kxgx−1,n = xKg,nx
−1 pour
tout g ∈ Gelll′ , x ∈ G, en remarquant que le caracte`re de Brauer de π(xgx
−1) sur V (π)xKx
−1
est le meˆme
que celui de π(g) sur V (π)K pour tout sous-groupe ouvert compact K de G.
2) La re´duction de φ modulo Λ est e´gale a` χ car pour tout g ∈ Gelll′ , si n est assez grand, la re´duction
de φn(g) modulo Λ est e´gale a` χn(g).
3) φ ne de´pend que de la semi-simplifie´e de π car le caracte`re de Brauer de l’endomorphisme π(g)
sur V (π)Kg,n ne de´pend que de la semi-simplifie´e de π pour tout entier n > 0.
4) Si π est la re´duction d’un Zl-structure L d’une Ql-repre´sentation irre´ductible Π, on a χΠ = φπ .
En effet, pour tout g ∈ Gelll′ , et tout entier n assez grand, la re´duction modulo Λ de L
Kg,n est V (π)Kg,n
et LKg,n ⊗
Zl
Ql ≃ V (Π)
Kg,n . Les valeurs propres de Π(g) sur V Kg,n sont des racines de l’unite´ dans µℓ′
de somme est e´gale a` φn(g). Par (I.2) et (II.2), on obtient χΠ(g) = φ(g).
II.4 Nous montrons maintenant que le caracte`re de Brauer ci-dessus, peut eˆtre de´fini par une filtration
quelconque.
The´ore`me Soit g ∈ Gelll′ . Pour toute filtration de´croissante se´pare´e (Kn)n>0 en pro-p-sous-groupes
ouverts compacts de G normalise´s par g, il existe un entier ng > 0 tel que φπ(g) est e´gal au caracte`re de
Brauer de π(g) sur V (π)Kn quelque soit l’entier n > ng.
Preuve Soit g ∈ Gelll′ . On choisit une filtration (Kg,n) et un entier m1 comme en (II.1, II.2). On
choisit un entier ng tel que Kng ⊂ Kg,m1 . Soit n > ng, alors Kn ⊂ Kng . On choisit un entier r > 1 tel que
Kg,m1+r ⊂ Kn ⊂ Kg,m1 .
On a alors les de´compositions en somme directe stables par π(g) :
V (π)Kg,m1+r = V (π)Kg,m1 ⊕W,
et
V (π)Kn = V (π)Kg,m1 ⊕WKn
ou`
W = ⊕σ∈E V (π)σ , W
Kn = ⊕σ∈E V (π)
Kn
σ ,
ou` E est l’ensemble fini des repre´sentations irre´ductibles de Kn contenues dans π non triviales sur Kg,m1
et triviales sur Kg,m1+r (modulo isomorphisme). Les V (π)
Kn
σ sont permute´s par π(g) car g normalise Kn,
et aucun d’entre eux n’est stable par π(g) par de´finition de m1. On en de´duit comme en (II.2) que le
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caracte`re de Brauer de π(g) sur WKn est nul. Le caracte`re de Brauer de π(g) sur V (π)Kn est donc e´gal
au caracte`re de Brauer de π(g) sur V (π)Kg,m1 . ⋄.
III Rappels et de´monstration des propositions I.1 et II.1
Les de´monstrations des the´ore`mes 1 et 2 ont admis l’existence de certaines filtrations de G et des
proprie´te´s des caracte`res de Brauer des endomorphismes finis que nous ve´rifions dans cette partie. Nous
ne supposons pas que le centre de G est compact. On fixe un isomorphisme de groupes
ζ : F
∗
l → µl′
de F
∗
l dans le groupe µl′ des racines de l’unite´ d’ordre premier a` l dans Z
∗
l , qui est une section de la
re´duction modulo Λ.
III.1 Caracte`re de Brauer d’un endomorphisme. Soit A un endomorphisme d’ordre fini premier a`
l d’un Fl-espace vectoriel W de dimension finie s. Alors A est diagonalisable ; notons (αi)06i6s−1 ses
valeurs propres, et ζi = ζ(αi) ∈ µl′ les rele`vements de αi pour 0 6 i 6 s− 1. Le caracte`re de Brauer de A
sur W est la somme ∑
06i6s−1
ζi.
Soit W ′ un Fl-sous-espace vectoriel de W stable par A. Alors le caracte`re de Brauer de A sur W est
la somme du caracte`re de Brauer de A sur W ′ et du caracte`re de Brauer de A sur W/W ′.
Pour toute Fl-repre´sentation (π,W ) de dimension finie d’un groupe fini H , le caracte`re de Brauer des
e´le´ments l-re´guliers (d’ordre premier a` l) de H sur W est appele´ le caracte`re de Brauer de π [Serre].
Lemme Soit s un entier > 1. Supposons qu’il existe w ∈W tel que les e´le´ments w,A(w), . . . , As−1(w)
forment une base de W , et tel que As(w) soit un multiple de w. Alors le caracte`re de Brauer de A sur W
est nul.
Preuve Il existe x ∈ F
∗
l tel que A
sw = xsw et une racine de l’unite´ xs dans F
∗
l d’ordre exactement s car
(s, l) = 1. Les valeurs propres de A sur W sont αi = xx
i
s, 0 6 i 6 s−1. Notons η, ηs ∈ µl′ les rele`vements
de x, xs. Alors ζi = ηη
i
s, (0 6 i 6 s− 1). Le caracte`re de Brauer de A sur W est η
∑
06i6s−1 η
i
s = 0 car la
somme des racines de l’e´quation Xs − 1 = 0 dans Zl est nulle. ⋄
III.2 Elements compacts et ℓ-re´guliers Un e´le´ment g de G est dit compact s’il est contenu dans un
sous-groupe compact de G. Notons cl < g > la cloˆture du groupe < g > engendre´ par g ∈ G. Un e´le´ment
compact g est le produit
g = hk = kh
d’un l-e´le´ment k ∈ cl < g > et d’un e´le´ment l-re´gulier h ∈ cl < g > qui commutent entre eux. La
de´composition est unique [SerreSLN5]. L’ordre de k est un entier la, et le pro-ordre de h est rp∞ pour un
entier r > 1 premier a` ℓ. On dit que h est l-re´gulier et qu’il est la partie l-re´gulie`re de g.
Le calcul de la de´composition de g se rame`ne au cas d’un groupe fini ; pour tout sous-groupeK d’indice
fini de cl < g >, l’image de h dans le groupe fini cl < g > /K est la partie l-re´gulie`re hK de l’image gK de
g dans cl < g > /K. On calcule hK facilement dans le groupe fini cl < g > /K, en utilisant le the´ore`me
de Be´zout ([Vig] III.2.1).
Soit maintenant K un sous-pro-p-groupe ouvert compact de G normalise´ par un e´le´ment compact
(ℓ-re´gulier) g ∈ G. L’idempotent
ǫgK = 1gKvol(K, dg)
−1
de C∞c (G;R) est d’ordre fini (premier a` ℓ) car l’ordre de ǫgK divise l’ordre de g dans le groupe cl < g >
/(K ∩ cl < g >) d’ordre fini (premier a` ℓ).
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Si (π, V ) est une R-repre´sentation lisse admissible de G alors V K est stable par l’endomorphisme π(g)
et par π(ǫgK). De plus π(g) = π(ǫgK) sur V
K . On en de´duit :
Lemme Si (π, V ) est une R-repre´sentation lisse admissible de G et si K est un sous-pro-p-groupe
ouvert compact de G normalise´ par un e´le´ment compact ℓ-re´gulier g ∈ G, alors V K est un R-espace
vectoriel de dimension finie et π(g) restreint a` V K est un endomorphisme de V K d’ordre fini premier a` ℓ.
III.3 La the´orie de Kirillov-Howe et le lemme de Harish-Chandra
Le groupe G agit sur son alge`bre de Lie G par la repre´sentation adjointe Ad, qui est triviale sur le
centre Z de G. On choisit un domaine de de´finition (G,G)-admissible et Ad(G)-stable G0 d’une application
exponentielle exp : G0 → G ([dBS] §10, 17) .
On note OF l’anneau des entiers de F et pF un ge´ne´rateur de l’ide´al maximal de OF . On note r
l’entier e´gal a` e′ + 1 ou` e′ est e´gal a` l’indice de ramification e de F/Qp si p = 3 et au plus grand entier
> 3e/2(p− 1) si p 6= 3.
Un OF -re´seau L de G sera appele´ admissible s’il est contenu dans G0 et si [L,L] ⊂ prFL ; lorsque p = 2
on demande aussi que L ⊂ 2G0 et [L,L] ⊂ 23L. On ve´rifie facilement les proprie´te´s suivantes.
Lemma Si L est un OF -re´seau de G alors pnFL est un OF -re´seau admissible de G pour tout entier n
assez grand.
Soit L un OF -re´seau admissible de G. Alors pnFL, Ad(g)L, L∩L
′ sont des OF -re´seaux admissibles de
G pour tout entier n > 0, pour tout e´le´ment g ∈ G, et pour tout OF -re´seau L′ admissible de G.
On choisit un OF -re´seau L de G admissible. Alors KL := exp(L) et KL/2 := exp(L/2) sont des
sous-groupes ouverts compacts de G et KL est un sous-groupe distingue´ de KL/2. Le groupe KL/2 agit
naturellement sur IrrRK.
On choisit un caracte`re non trivial ψ : F → R∗ (l’image de ψ est forme´e par les racines de l’unite´
d’ordre pm pour tout entier m > 0), et B une forme biline´aire non de´ge´ne´re´e sur G qui est G-invariante
(qui existe lorsque la caracte´ristique de F est 0 ou strictement supe´rieure au nombre de Coxeter de G).
Le dual de L par rapport a` ψ ◦B est de´fini par :
L∗ = {Y ∈ G | ψ(B(X,Y )) = 1 ∀X ∈ L} .
Il est stable par Ad(L/2) donc KL/2 agit sur G/L
∗. On identifiera un sous-ensemble de G/L∗ avec son
image inverse dans G. Nous utiliserons la partie suivante de la the´orie de Kirillov-Howe ([dBS] th. 17.1,
cor. 17.2, [Kir] th. 1.1) :
The´ore`me (Howe) Pour tout OF -re´seau L admissible de G il existe une bijection O 7→ σO des
KL/2-orbites dans G/L
∗ sur les KL/2-orbites dans IrrRKL telle que
a) O = L∗ correspond a` la repre´sentation triviale de KL.
b) Si g ∈ G normalise KL/2 et KL alors Ad(g)O correspond a` g(σO).
c) Deux OF -re´seaux L,L
′ admissibles arbitraires de G ve´rifient la proprie´te´ suivante :
Soient g ∈ G , O une KL/2-orbite dans G/L
∗ , O′ une KL′/2-orbite dans G/L
′∗. Alors
O ∩ Ad(g)O′ = ∅
iff g n’entrelace pas σO′ avec σO.
Lorsque p = 2, seul cas ou` KL/2 6= K, on a note´ g(σO) l’ensemble des g(σ) pour tout σ ∈ IrrRKL
dans la KL/2-orbite O ; on a convenu que g ∈ G entrelace σO′ avec σO s’il existe σ
′ ∈ IrrRKL′ contenu
dans σO′ et σ ∈ IrrRKL contenu dans σO tel que g entrelace σ′ avec σ, i.e. tel que les restrictions de
g(σ′) ∈ IrrR gKL′g−1 et de σ ∈ IrrRKL a` gKL′g−1 ∩KL ont un composant irre´ductible isomorphe. Le
caracte`re χσO de σO (la somme des caracte`res des σ ∈ σO si p = 2) est “la transforme´e de Fourier” de O :
χσO (exp(λ)) = d
−1
O
∑
X∈O/L∗
ψ(B(X,λ)) pour tout λ ∈ L ,
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ou` dO est l’indice dans KL du stabilisateur {k ∈ KL | Ad(k)X ∈ X +L∗} d’un e´le´ment arbitraire X ∈ O
et ψ : F → R∗ est un caracte`re additif non trivial fixe´ (a` valeurs dans le groupe des racines de l’unite´
dans R∗ d’ordre une puissance de p).
Les proprie´te´s a) et b) ne figurent pas explicitement dans la re´fe´rence mais se de´duisent facilement
de la formule donnant le caracte`re χσO . Si O = L
∗ le membre de droite e´gal a` 1 est le caracte`re de la
repre´sentation triviale. Si g ∈ G normalise KL/2 et KL alors g(σ0) est une KL/2-orbite dans IrrRKL et
χg(σO)(exp(λ)) = χσO (g
−1 exp(λ)g) = χσO (exp(Ad(g)
−1λ) = d−1O
∑
X∈O/L∗
ψ(B(X,Ad(g)−1λ))
= d−1O
∑
X∈O/L∗
ψ(B(Ad(g)X,λ)) = d−1Ad(g)O
∑
X∈Ad(g)O/L∗
ψ(B(X,λ)) .
Soit N l’ensemble des e´le´ments nilpotents de G. Les Ad(G)-orbites ne s’e´loignent pas de N . Pour tout
compact C de G, il existe un OF -re´seau LC de G tel que ([dBS] lemma 12.2, [Fou] lemma 1)
Ad(G)C ⊂ N + LC .
On l’applique a` C = L∗ en notant que LC ⊂ p
−n
F L
∗ si n est assez grand. On de´duit que toute Kpn
F
L/2-
orbite O dans G/p−nF L
∗ qui rencontre Ad(G)L∗ contient un e´le´ment nilpotent. Ces orbites correspondent
dans la the´orie de Kirillov-Howe (proprie´te´ a)) aux Kpn
F
L/2-orbites dans IrrRKpnFL entrelace´es avec la
repre´sentation triviale de KL dans G.
Soit γ ∈ G semi-simple. On note M = ZG(γ)o la composante connexe du centralisateur de γ dans G.
C’est un groupe re´ductif comme G. On note M l’alge`bre de Lie de M . On a une de´composition
G =M⊕ (Ad(γ)− 1)G
B-orthogonale ([dBS] §18). On note pM la projection sur M. Soit Mγ l’ensemble des m ∈ M tels que
det(Ad(γm)− 1)|G/M 6= 0. Alors Mγ est ouvert Ad(M)-stable et contient 1 ; l’application
G×Mγ → G
(x,m) 7→ xγmx−1
est submersive [HC162]. L’image d’un ouvert est ouverte. On choisit un domaine de de´finition (M,M)-
admissible et Ad(M)-stable M0 ⊂ M ∩ G0 d’une application exponentielle exp : M0 → M , restriction
d’une application exponentielle exp : G0 → G. Ceci de´termine la notion de OF -re´seau admissible dansM.
On fixe un OF -re´seau de re´fe´rence dans G, ce qui de´finit une valuation sur G de boule unite´ G(0) e´gale
a` ce re´seau. Le choix du re´seau ne compte pas vraiment puisque deux re´seaux sont commensurables. Pour
tout n ∈ Z, on note G(n) = pnFG(0) l’ensemble des e´le´ments de valuation > n. On note N0 l’ensemble des
e´le´ments nilpotents de valuation nulle, et pour tout entier a > 0, on conside`re le voisinage de N0
Va := N0 + G(a)
contenu dans la boule unite´ G(0). On note Ma le F -espace vectoriel engendre´ par Va ∩M.
Enoncons maintenant le lemme d’Harish-Chandra ([HC] Lemme 38) ([dBS] 21.3).
Lemme (Harish-Chandra) Soit γ ∈ G semi-simple et M = ZG(γ)0. Il existe des OF -re´seaux
admissibles L de G et L′ de M et un entier c > 0 ve´rifiant la proprie´te´ (HC) :
Si a est un entier > 0, pour tout entier n > na assez grand, et pour toute Kpn
F
L/2-orbite O dans
G/p−nF L
∗ on a
pM(O) ⊂ Ma
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si O ve´rifie les trois conditions suivantes :
1) O contient un e´le´ment nilpotent,
2) O contient un e´le´ment de valuation < − c n,
3) O contient un e´le´ment de Ad(γKL′)(O).
Cette proprie´te´ reste vraie pour tous les OF -re´seaux admissibles L1 de G et L′1 de M plus petits que
L et L′.
Dans le dictionnaire de Kirillov-Howe, la troisie`me condition dit que la Kpn
F
L/2-orbite de IrrRKpnFL
correspondant a` O est entrelace´e avec elle-meˆme par un e´le´ment de Ad(γKL′). Lorsque γ est semi-simple
re´gulier le centralisateur connexeM de γ est un tore,M ne contient aucun nilpotent. Les parties compactes
N0 et M∩G(0) de G ayant une intersection vide, Ma = ∅ pour a assez grand. On obtient :
Lemme Si γ ∈ Greg la proprie´te´ (HC) du lemme d’Harish-Chandra est e´quivalente a` :
Pour tout n assez grand, aucune Kpn
F
L/2-orbite O dans G/p
−n
F L
∗ ne peut ve´rifier les trois conditions
1), 2), 3).
III.4 De´monstration de la proposition I.1
Soit L un OF -re´seau admissible de G. Nous allons montrer que la suite (Kn)n>0 de´finie parKn := Kpn
F
L
ve´rifie la proposition I.1. Il est clair que c’est une filtration se´pare´e de´croissante de pro-p-sous-groupes
ouverts de G. La condition de finitude fait intervenir un entier n0 > 0. On se rame`ne a` n0 = 0 en
remplacant L par pn0F L ce qui alle`ge les notations.
Soit γ ∈ Greg et M son centralisateur connexe dans G. On choisit un entier n1 > 0 et un OF -re´seau
admissible L′ de M tel que pn1F L et L
′ ve´rifient le lemme de Harish-Chandra, et γKL′ ⊂ Greg. On se
rame`ne a` n1 = 0 en remplacant L par p
n1
F L. On pose
V (γ) := ∪k∈KLk γKL′ k
−1 .
C’est un voisinage ouvert de γ dans Greg. On va montrer que pour n tre`s grand, il n’existe qu’un nombre
fini de Kpn
F
L/2-orbites dans IrrRKpnFL entrelace´es avec la repre´sentation triviale IL de KL et avec elle-
meˆmes par un e´le´ment de V (γ). Ceci est une assertion un peu plus forte que la condition de finitude de
la proposition 1.
Supposons n tre`s grand. Par le dictionnaire de Kirillov-Howe les Kpn
F
L/2-orbites dans IrrRKpnFL cor-
respondent a` des Kpn
F
L/2-orbites O dans G/p
−n
F L
∗. Comme nous l’avons de´ja remarque´, la proprie´te´
“entrelace´e avec IL ” implique O contient un e´le´ment nilpotent, et la proprie´te´ “entrelace´e avec elle-meˆme
par un e´le´ment de γKL′ ” est e´quivalente a` O contient un e´le´ment de Ad(γKL′)(O). Le lemme de Harish-
Chandra pour γ ∈ Greg implique que les orbites O ayant ces deux proprie´te´ ne contiennent pas un e´le´ment
de valuation < −cn pour un c > 0 fixe´. Elles sont donc en nombre fini.
Pour terminer la de´monstration on remplace γKL′ par l’ouvert V (γ) de G. Le groupe KL normalise
les groupes Kpn
F
L/2 et KpnFL. Les images par KL des KpnFL/2-orbites dans IrrRKp
n
F
L entrelace´es avec IL
et avec elle-meˆmes par un e´le´ment de γKL′ sont e´gales aux KpnFL/2-orbites dans IrrRKp
n
F
L entrelace´es
avec IL et avec elle-meˆmes par un e´le´ment de V (γ). Elles correspondent par les proprie´te´s a) et b)
du dictionnaire de Kirillov-Howe aux images par Ad(KL) de certaines Kpn
F
L/2-orbites O dans G/p
−n
F L
∗
contenant un e´le´ment nilpotent et un e´le´ment de Ad(γKL′)(O). Nous avons vu que le nombre de ces
orbites O est fini, et il est e´vident que l’image de O par Ad(KL) est un ensemble fini d’orbites. Donc le
nombre KpnFL/2-orbites dans IrrRKp
n
F
L entrelace´es avec IL et avec elle-meˆmes par un e´le´ment de V (γ)
est fini.
III.5 De´monstration de la proposition II.1
Un tore maximal T de G est appele´ elliptique, s’il est compact modulo le centre Z de G. Posons
T reg := T ∩Greg. Alors l’application
(x, t)→ xtx−1 : G× T reg → G
est submersive. Son image est un ouvert que l’on notera G.T reg. L’ouvert Gell des e´le´ments elliptiques de
G, est une union disjointe d’ouverts de la forme G.T reg pour T appartenant a` l’ensemble fini {T1, . . . , Tr}
de tores maximaux elliptiques de G modulo G-conjugation.
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Soit g ∈ Gell et soit T ∈ {T1, . . . , Tr} tel que g ∈ G.T reg. Le normalisateur NG(T ) de T dans G est
aussi compact modulo Z. Il existe une classe unique xNG(T ) telle que g ∈ xT regx−1.
Soit L un OF -re´seau admissible de G qui est stable par Ad(NG(T)). Il suffit de partir d’un OF -re´seau
admissible quelconque L′ de G et de prendre
L := ∩n∈NG(F ) Ad(n)L
′ .
C’est un OF -re´seau admissible de G car le nombre des OF -re´seaux Ad(n)L′ pour n ∈ NG(F ) est fini. Il
est clairement NG(F )-stable. La suite (Kg,n)n>0 de´finie par
Kg,n := KpnFAd(x)L = xKp
n
F
Lx
−1
est une filtration se´pare´e de´croissante de pro-p-sous-groupes ouverts de G normalise´s par g qui ne de´pend
pas du choix de x. Nous montrons maintenant que ces filtrations (Kg,n)n>0 pour tout g ∈ Gell ve´rifient
la proposition II.1.
a) L’application g′ 7→ Kg′,n est constante sur le voisinage V (g) := ∪y∈xKLyT
regy−1 de g dans G car
KL normalise Kpn
F
L donc K′,n = yKpn
F
Ly
−1 = Kg,n pour tout g
′ ∈ yT regy−1 , y ∈ xKL.
b) On a yKg,ny
−1 = yxKpn
F
L(xy)
−1 = Kygy−1,n pour tout y ∈ G par de´finition de Kg,n.
c) Le re´seau Ad(x)L est admissible. Par le preuve de la proposition I.1 la filtration KpnAd(x)L = Kg,n
ve´rfie la condition de finitude c).
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