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Faithful actions of braid groups by twists along ADE-configurations of
spherical objects
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Abstract. We prove that the actions of the generalized braid groups on enhanced tri-
angulated categories, generated by spherical twist functors along ADE-configurations of
ω-spherical objects, are faithful for any ω 6= 1.
1. Introduction
Spherical twists along spherical objects are a prominent type of autoequivalences of tri-
angulated categories. The notion of a spherical twist functor was first introduced in [18] by
P. Seidel and R. Thomas in connection with the Kontsevich’s homological mirror symmetry
program. Their original motivation was to look at the autoequivalences of the derived cate-
gory of coherent sheaves on a variety that would arise as counterparts of generalized Dehn
twists via mirror symmetry. In a general setting, a spherical twist is a functor constructed
in a particular way from a spherical object, an object of a triangulated category whose Ext
algebra is the same as the cohomology of a sphere.
The theory of Seidel and Thomas received a lot of attention and developed rapidly in
numerous works of other mathematicians. For instance, in [1] the notion of a spherical twist
along a spherical functor was introduced, generalizing spherical twists along spherical ob-
jects. In [17], it was established that any triangulated autoequivalence is in fact a twist along
some spherical functor. The theory of spherical twists constructed from spherical sequences
was developed in [6]. Groups that can be generated by two spherical twists constructed from
spherical sequences were described in [19]. Since the appearance of [18] in 2001, spherical
twists have proved to be a useful tool in algebraic geometry and beyond. Among their appli-
cations are categorifications of Braid groups [14], Bridgeland stability conditions manifolds
[10] and derived Picard groups [20].
Let Γ be a simply-laced Dynkin diagram. Seidel and Thomas showed that spherical twists
along a so-called Γ-configuration of ω-spherical objects satisfy braid relations of type Γ
modulo natural isomorphisms, hence induce an action of an Artin group (generalized braid
group) BΓ on the triangulated category in question. In the same paper they showed that for
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ω ≥ 2 and Γ = An this action is faithful. By [6], their result can be also extended to the case
ω = 0. The paper [18] also provides an example when the action is not faithful for ω = 1.
Later several more results on the faithfulness have appeared. In [2], C. Brav and H. Thomas
proved that the braid group action is faithful for ω = 2 and all Γ. Recently Y. Qiu and J.
Woolf generalised their result to ω ≥ 2 for the derived category of a Ginzburg algebra [13],
which by the intrinsic formality result of A. Hochenegger and A. Krug [8] may be extended
to any algebraic triangulated category, provided that ω ≥ 4.
In this paper we present a new method that enables us to generalize all of the existing
faithfulness results, proving that the braid group action is faithful for any enhanced tri-
angulated category, all Γ = An, Dn, E6, E7, E8 and all ω 6= 1, including the case ω < 0,
not covered before. Originally, Seidel and Thomas did not define ω−spherical objects with
negative ω, but they are also worth considering (for instance, see [9], [3], [4], [5]), despite
being somewhat more exotic than those of non-negative CY dimension.
The proofs we present for ω ≥ 2 and ω ≤ 0 follow the same general strategy at the
beginning, but go their very different ways from some point. For the former we begin by
simplifying the proof for ω = 2 by Brav and Thomas [2], which then allows us to extend
it to arbitrary ω ≥ 2. After some preparation, this takes us only about two pages, and the
proof we obtain for the case ω = 2 in particular is shorter and more elementary than in
the original exposition of [2], in particular, it does not rely on the existence of the Garside
structure. On the other hand, proving the faithfulness in the case ω ≤ 0 turns out to be a
much more difficult task. For that we will develop the theory of so-called two-term objects
in a triangulated category with a configuration of spherical objects. This part also requires
more sophisticated combinatorial arguments dealing with words in the generalized braid
monoids. It is also worth mentioning that among non-positive dimensions, the case ω = 0,
which we originally aimed for, having a particular application to representation theory in
mind, happens to be the hardest to tackle.
The structure of the paper is as follows. Section 2 introduces basic notions crucial in the
paper, i.e. we define spherical objects, spherical twist functors, configurations of spherical
objects, etc. Section 3 contains the main result of the paper as well as the the key lemma
on which its proof is based on and some useful technical observations. At the end of this
section it is also explained how the key lemma implies the main result. The rest of the
paper is mainly devoted to proving the key lemma. Section 4 provides the proof in the case
ω ≥ 2. In Section 5 we outline the proof of the key lemma in the case ω ≤ 0 and then
provide the details in the next three sections. In Section 6 we introduce two-term objects
and study some of their properties that we use later. Section 7 explains the first step in
the proof of the key lemma when ω ≤ 0, the factorization. Section 8 contains the second
step, to which we refer as ”braiding”. This finishes the proof of the key lemma and hence
the main theorem of the paper. The statement obtained in Section 8 deals with words in
the generalized braid monoids and might be of interest not only in connection with braid
group actions on triangulated categories. In the last section one application of the main
result of this paper is presented. Namely, we show how it may be used to make the first
yet crucial step towards the description of the derived Picard groups of representation-finite
selfinjective algebras.
Acknowledgements. We would like to thank Alexandra Zvonareva for inspiring discus-
sions and useful remarks.
2. Preliminaries
Throughout this paper D is a triangulated category linear over a field k and with a fixed
enhancement. For example, it can be an algebraic triangulated category in the sense of Keller
(see [12]), i.e. the stable category of some Frobenius category. In this case we are equipped
with functorial cones of natural transformations of exact functors, and for every object X of
D there is the derived Hom-complex functor RHom(X,−) : D→ D(k) and its right adjoint
−⊗X : D(k)→ D, where D(k) denotes the unbounded derived category of k-vector spaces.
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Let Homk(A,B) denote HomD(A,B[k]) and Hom
∗(A,B) =
⊕
k∈ZHom
k(A,B). For
elements g ∈ Homk(A,B) and f ∈ Homl(B,C), we will write fg for the element
f [k]g ∈ Homk+l(A,C).
Definition 2.1. (Seidel, Thomas [18]) Let ω ∈ Z. An object P ∈ D is called ω-spherical if
(i) dimkHom
∗(X,P ) <∞ for any object X ∈ D.
(ii) Hom∗(P, P ) ∼= k[t]/(t2) as graded k−algebras, where deg(t) = ω.
(iii)
Hom∗(P,X)×Hom∗(X,P )
◦
−→ Hom∗(P, P )/〈IdP 〉 ∼= k
is a perfect pairing for any X ∈ D (defined by the composition).
Fix some undirected graph Γ. We will assume that Γ is an ADE Dynkin diagram, but
part of our arguments can be transferred to more general cases. We represent the set Γ0 of
vertices of Γ as a disjoint union of sets V 0 and V 1 in such a way that each edge of Γ has one
endpoint in V 0 and the other one in V 1. By N(A) for A ⊆ Γ0 we denote the set all neighbors
of all vertices in A (in other words, N(A) is formed by j ∈ Γ0 such that sjsk 6= sksj for
some k ∈ A).
Following Brav and Thomas ([2]), we now define a Γ-configuration of spherical objects.
Definition 2.2. A collection of ω-spherical objects {Pi}i∈Γ enumerated by vertices of Γ is
a Γ−configuration if for any i 6= j
1) Hom∗(Pi, Pj) is one-dimensional if i ∈ N(j);
2) Hom∗(Pi, Pj) = 0 if i 6∈ N(j).
Fix some integers ω0 and ω1 such that ω0 + ω1 = ω. To simplify our proofs we will
assume that ω0, ω1 ≤ 0 if ω ≤ 0 and ω0, ω1 ≥ 1 if ω ≥ 2. For example, we can simply take
ω0 = ω1 =
ω
2 if ω is even and ω0 =
ω+1
2 , ω1 =
ω−1
2 if ω is odd. It follows from the definition
of ω-spherical object that after shifting the objects Pi forming a Γ-configuration, one may
assume that Hom∗(Pi, Pj) is concentrated in degree ωu, where u is such that i belongs to
V u. The index u in the notations ωu and V
u will be always taken modulo 2.
Definition 2.3. (Seidel, Thomas [18]) Let P be an ω-spherical object. The spherical twist
functor tP along P is defined by
tP (X) = cone(P ⊗ RHom(P,X)
counit
−−−−→ X)
Remark. tP is indeed a functor since we have functorial cones of natural transformations of
exact functors.
Definition 2.4. The Artin group (generalized braid group) BΓ of type Γ is generated by
si, i ∈ Γ0 subject to the braid relations sisjsi = sjsisj for i, j adjacent in Γ and sisj = sjsi
for i, j not adjacent in Γ. The braid monoid B+Γ is a monoid given by the same generators
and relations.
We are now going to recall some crucial facts about spherical twists and spherical objects
(see [18]) that we will actively use throughout the paper.
1) If P is spherical, then tP is an autoequivalence of D with a quasi inverse t
′
P defined
by
t′P (X) = cone(X
unit
−−−→ P ⊗ RHom(P,X)∗)[−1],
where ∗ is the usual duality on the category D(k).
2) If P is ω-spherical, then tP (P ) = P [1− ω].
3) For {Pi}i∈Γ0 forming a Γ-configuration, the functors tPi satisfy braid relations of
type Γ up to a natural isomorphism. In particular, for spherical P,Q not adjacent
in their Γ-configuration (equivalently Hom∗(P,Q) = 0), tP (Q) = Q. In other words,
there is a group homomorphism
F : BΓ −→ Aut(D)
where Aut(D) is a group of autoequivalences of D modulo natural isomorphisms.
For α ∈ BΓ, we denote F (α) by tα.
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3. Main result
We have just defined an action of the braid group BΓ of type Γ on the category D. The
main result of this paper says that this action is faithful for every ω 6= 1. The rest of this
paper is mainly devoted to proving this claim:
Theorem 1. If Γ is a simply-laced Dynkin diagram, ω 6= 1 and {Pi}i∈Γ0 is a
Γ−configuration of ω−spherical objects in an enhanced triangulated category D, then the
action of BΓ on D generated by the spherical twists tPi is faithful.
As we have already mentioned in the Introduction, the action for ω = 1 can be not faithful
(see [18]).
Since the case |Γ0| = 1 is clear, we will assume hereafter that Γ has at least two vertices.
We will use the following auxiliary notation in our proof. For each i ∈ V u and j ∈ N(i), we
fix some generator of Homωu(Pi, Pj) and denote it by γi,j . We also introduce the morphisms
ρi,j : Pj → tiPj and ξi,j : tiPj → Pi[1− ωu] via the triangle
Pi[−ωu]
γi,j [−ωu]
−−−−−−→ Pj
ρi,j
−−→ tiPj
ξi,j
−−→ Pi[1− ωu].
We follow the same general strategy to prove Theorem 1 in the two cases ω ≤ 0 and
ω ≥ 2. Nevertheless, the proof of the case ω ≥ 2 will be finished much earlier because it
turns out to be somewhat easier. In fact, we begin by simplifying the proof for ω = 2 by
Brav and Thomas [2] and then adapt it for ω ≥ 2. The proof we obtained for ω = 2 basing
on the ideas of [2] not only allows us to then extend it to arbitrary ω ≥ 2, but also has
the advantage of being shorter than the original version of Brav and Thomas, as we have
already mentioned in the Introduction.
Let Λ =
n⊕
i=1
Pi. We will also write ti instead of tPi for brevity.
We define the minimal and the maximal nonzero degree of an object in D:
Definition 3.1. Let T ∈ D. We say that min(T ) (respectively max(T )) is the minimal
(respectively the maximal) nonzero degree of T if Homk+ω(Λ, T ) = 0 for k ≤ min(T )−1 (re-
spectively for k ≥ max(T ) + 1) and Hommin(T )+ω(Λ, T ) (respectively Hommax(T )+ω(Λ, T ))
is nonzero.
Definition 3.2. Let T be an object of D. We say that Pj with j ∈ Γ0 is a direct summand
of Tr if there exists a nonzero f ∈ Hom
r+ω(Pj , T ) such that fγk,j = 0 for any k ∈ N(j). A
morphism f satisfying this condition will be referred to as long. In other words, a nonzero
morphism f : Pj → T is called long if the induced morphism Hom
∗(Pk, f) : Hom
∗(Pk, Pj)→
Hom∗(Pk, T ) is zero for any k 6= j. We also say that Pj is a direct summand of T[a,b] if Pj
is a direct summand of Tc for some c ∈ [a, b].
Remark. Let T ∈ D and i ∈ V u. If Homr+ω(Pi, T ) 6= 0 for some r ≤ min(T ) −
ωu+1 − 1, then Pi is a direct summand of Tr. Indeed, any composition of the form
Pj → Pi[ωu+1]→ T [r + ω + ωu+1] is zero by the definition of the minimal nonzero degree.
Moreover, if Hommin(T )+ω(Pj , T ) = 0 for every j ∈ N(i) and Hom
min(T )+ω−ωu+1(Pi, T ) 6= 0,
then Pi is a direct summand of Tmin(T )−ωu+1 , because in this case any composition of the
form Pj → Pi[ωu+1] → T [min(T ) + ω] is zero too. Analogously, if Hom
r+ω(Pi, T ) 6= 0 for
some i ∈ V u and r ≥ max(T )− ωu+1 + 1, then Pi is a direct summand of Tr.
We denote tα(Λ) by Tα. Let min(α) and max(α) denote the minimal and the maximal
nonzero degrees of Tα respectively. Following [2], we will deduce the faithfulness of the braid
group action from the injectivity of the induced monoid homomorphism B+Γ −→ Aut(D). In
turn, to prove the injectivity of the aforementioned monoid homomorphism, we require a
tool that would allow us to find a leftmost factor of the reduced expression of α ∈ B+Γ using
only information about Tα. This tool is presented in the following key lemma.
Lemma 1. Let α ∈ B+Γ , α 6= 1. For u ∈ {0, 1} let Iu,α = [min(α),min(α) − ωu+1] in
the case ω ≤ 0 and Iu,α = [max(α) − ωu+1 + 1,max(α)] in the case ω ≥ 2. Then for any
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u ∈ {0, 1} and any j ∈ V u such that the corresponding object Pj is a direct summand of
(Tα)Iu,α , the word α can be written as
α = sjα
′
for some α′ ∈ B+Γ with l(α) = l(α
′) + 1.
Before proving Lemma 1 we are going to show how it easily implies our main result.
However, first we are going to introduce and prove some rather technical facts regarding
the way spherical twists affect the minimal and the maximal degree of an object. These
statements will be required in our considerations throughout the paper. In this technical
part we will consider the cases ω ≤ 0 and ω ≥ 2 separately as in a major part of our proofs.
Although here these two cases can be unified, we are not going to do so to avoid giving a
feeling that the case ω ≥ 2 is more complicated than it really is.
Lemma 2. Let ω ≤ 0 and T be an object of D. Let m be the minimal nonzero degree of T .
1) If Homr(Pi, t
−1
i T ) 6= 0, then m ≤ r − 1.
2) For k ∈ V u, r ≤ m−ωu+1 and i 6= k, Pk is a direct summand of (t
−1
i T )r if and only
if Pk is a direct summand of Tr.
3) The minimal nonzero degree of tiT belongs to [m− 1 + ω,m] and Pk can be a direct
summand of Tr with r < m only if k = i.
Proof. 1) As spherical twists are autoequivalences,
0 6= Homr(Pi, t
−1
i T )
∼= Homr(tiPi, T ) = Hom
r(Pi[1− ω], T ) ∼= Hom
r−1+ω(Pi, T ).
Hence the minimal nonzero degree m of T is not greater than r − 1.
2) Suppose that k /∈ N(i). Since ti is an autoequivalenvce and tiPk = Pk in this case,
we have an isomorphism ti : Hom
r+ω(Pk, t
−1
i T )
∼= Homr+ω(Pk, T ). It is sufficient to
show that f : Pk → t
−1
i T [r+ω] is long if and only if tif is long. Pick some l ∈ N(k).
If l 6∈ N(i), then tiPl = Pl and we have ImHom
∗(Pl, tif) = ti ImHom
∗(Pl, f). Since
ti is an autoequivalence, we have Hom
∗(Pl, tif) = 0 if and only if Hom
∗(Pl, f) = 0.
If l ∈ N(i), then i ∈ V u and we have a triangle
Pl
ρi,l
−−→ tiPl
ξi,l
−−→ Pi[1− ωu].
Since Hom∗(Pi, Pk) = 0, we have γl,k = gρi,l for some g ∈ Hom
ωu+1(tiPl, Pk). Hence,
if (tif)γl,k 6= 0, then f(t
−1
i g) 6= 0, and Hom
∗(Pl, f) 6= 0. On the other hand, if
fγl,k 6= 0, then the composition
Pl
ρi,l
−−→ tiPl
ti(fγl,k)
−−−−−→ T [r + ω + ωu+1]
is nonzero, because r + ω − 1 ≤ m+ ωu − 1 < m, and hence
Homr+ω+ωu+1(Pi[1− ωu], T ) ∼= Hom
r+2ω−1(Pi, T ) = 0.
Then we have Hom∗(Pl, tif) 6= 0. Thus, f is long if and only if tif is long.
Suppose now that k ∈ N(i). Consider the triangle
(1) Pk
ρi,k
−−→ tiPk
ξi,k
−−→ Pi[1− ωu+1]
For any nonzero f : Pk → t
−1
i T [r + ω], one has tifρi,k 6= 0, because
r + ωu+1 − 1 ≤ m− 1, the minimal nonzero degree of T is m, and hence
Homr+ω(Pi[1 − ωu+1], T ) = 0. Since (tif)ρi,kγi,k[−ωu+1] = 0, it remains to show
that (tif)ρi,kγl,k[−ωu+1] = 0 for l ∈ N(k) \ {i} if f is long. Indeed, suppose it is
nonzero and apply t−1i . Since l /∈ N(i), we get a nonzero morphism Pl[−ωu+1] −→
Pk
f
−→ t−1i T [r + ω], which contradicts f being a long morphism.
Now pick a long morphism f ′ : Pk → T [r + ω]. Then f
′γi,k[−ωu+1] = 0 by the
definition of a long morphism, and hence f ′ = (tif)ρi,k for some f : Pk → t
−1
i T [r + ω].
We have 0 = fγi,k : Pi → t
−1
i T [r + ω + ωu+1], because otherwise the minimal nonzero
degree of T would be not greater than r + ω + ωu+1 − 1 ≤ m+ ω − 1 < m by the first
assertion of the current lemma. Pick some l ∈ N(k) \ {i}. Since Hom∗(Pl, Pi) = 0,
the morphism tiγl,k : Pl → tiPk[ωu+1] factors through ρi,k[ωu+1], and hence equals
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ρi,kγl,k modulo a nonzero scalar factor. Since (tif)ρi,k is long, one has (tif)ρi,kγl,k =
0. Applying t−1i , we see that fγl,k = 0 as well. Thus, there exists a long morphism
from Pk to T [r+ω] if and only if there exists a long morphism from Pk to t
−1
i T [r+ω].
3) First we show that the minimal nonzero degree of tiT is not greater than m. There
exists some k ∈ Γ0 such that Pk is a direct summand of Tm. If k 6= i and the
minimal nonzero degree of tiT is greater than m, then Pk is a direct summand of
(tiT )m by the second assertion of this lemma and we get a contradiction. If k = i,
then Homm+ω(Pi, T ) 6= 0 and the minimal nonzero degree of tiT is not greater than
m+ω−1 < m by the first assertion of this lemma. Thus, the minimal nonzero degree
of tiT is not greater than m.
Now suppose Pk is a direct summand of (tiT )r for r < m, k 6= i. If k /∈ N(i), then
0 6= Homr+ω(Pk, tiT ) ∼= Hom
r+ω(Pk, T ), which contradicts the minimal nonzero
degree of T being m. If k ∈ N(i), then there exists a long morphism Pk
f
−→ tiT [r+ω],
in particular, fγi,k = 0. Consider the triangle
Pi[ωu − 1]
t
−1
i γi,k[−ωu+1]−−−−−−−−−−→ t−1i Pk
t
−1
i ρi,k−−−−→ Pk.
Since t−1i (fγi,k[−ωu+1]) = 0, the morphism t
−1
i f factors through Pk and the minimal
nonzero degree of T is not greater than r < m which is impossible.
Now it follows from what we have already established that if the minimal nonzero
degree of tiT equals d < m, then Hom
d+ω(Pi, tiT ) 6= 0. Applying t
−1
i , we get
Homd+1(Pi, T ) 6= 0, and hence d ≥ m− 1 + ω.

Lemma 3. Let ω ≥ 2, T be an object of D and h be its maximal nonzero degree.
1) If Homr(Pi, t
−1
i T ) 6= 0, then h ≥ r − 1.
2) Suppose that k ∈ Γ0 \
(
{i} ∪ N(i)
)
. Then Homr+ω(Pk, t
−1
i T ) 6= 0 if and only if
Homr+ω(Pk, T ) 6= 0.
3) Suppose that r ≥ h − ωu+1 + 2 and k ∈ V
u, k 6= i. If Homr+ω(Pk, t
−1
i T ) 6= 0, then
Homr+ω(Pk, T ) 6= 0.
4) Suppose that r ≥ h − ωu+1 + 1 and k ∈ V
u, k 6= i. If Homr+ω(Pk, T ) 6= 0, then
Homr+ω(Pk, t
−1
i T ) 6= 0.
5) The maximal nonzero degree of tiT is not less than h.
Proof. 1) Just as in Lemma 2, we get 0 6= Homr−1+ω(Pi, T ), and hence h ≥ r − 1.
2) The required assertion is clear, because in the case k 6∈ {i} ∪N(i) one has
Homr+ω(Pk, t
−1
i T ) = Hom
r+ω(t−1i Pk, t
−1
i T )
∼= Homr+ω(Pk, T ).
3) The case k 6∈ N(i) is already considered. Suppose now that k ∈ N(i).
Consider the triangle (1). For any nonzero f : Pk → t
−1
i T [r + ω], one has
0 6= (tif)ρi,k : Pk → T [r + ω], because r + ωu+1 − 1 ≥ h+ 1. The required assertion
now follows.
4) Due to the assertions already proven, it remains to consider the case k ∈ N(i).
Consider the triangle (1) and pick a nonzero morphism f ′ : Pk → T [r + ω]. Since
r + ωu+1 ≥ h+ 1, one has f
′γi,k[−ωu+1] = 0, and hence f
′ = (tif)ρi,k for some
nonzero f : Pk → t
−1
i T [r + ω]. This finishes the proof.
5) There exists some k ∈ Γ0 such that Hom
h+ω(Pk, T ) 6= 0. If k 6= i and the maximal
nonzero degree of tiT is less than h, then Hom
h+ω(Pk, tiT ) 6= 0 by the previous asser-
tions of this lemma, hence we get a contradiction. If k = i, then Homh+ω(Pi, T ) 6= 0
and the maximal nonzero degree of tiT is not less than h + ω − 1 > h by the first
assertion of this lemma. Thus, the required assertion is valid in all cases.

Now we are ready to deduce Theorem 1 from Lemma 1.
Proof of Theorem 1. According to [2, Proposition 2.3], a group homomorphism BΓ −→ G
is injective if and only if the induced monoid homomorphism B+Γ →֒ B −→ G is injective.
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Hence, in our case it is sufficient to show that B+Γ −→ Aut(D) is injective. Assume that it is
not. Choose two words α, β with the smallest sum of lengths l(α) + l(β) among all pairs of
words with coinciding images in Aut(D) and α 6= β. In particular, tα(Λ) = Tα ∼= Tβ = tβ(Λ)
in D. Thus, for any u ∈ {0, 1}, Iu,α = Iu,β and Pi (i ∈ V
u) is a direct summand of (Tα)Iu,α
if and only if it is a direct summand of (Tβ)Iu,β . First assume that one of α and β is 1, say
α. Then min(α) = 0 if ω ≤ 0 and max(α) = 0 if ω ≥ 2. But since β 6= 1, we have l(β) ≥ 1
and Lemmas 2 and 3 imply that min(β) < 0 if ω ≤ 0 and max(β) > 0 if ω ≥ 2. Thus we
may assume that α 6= 1, β 6= 1.
By Lemma 1, there exists i ∈ Γ0 such that
α = siα
′ and β = siβ
′.
Obviously, the images of α′ and β′ also coincide in Aut(D), and since l(α′) + l(β′) =
l(α)+ l(β)−2 < l(α)+ l(β) we get α′ = β′. But then α = siα
′ = siβ
′ = β, which contradicts
the assumption that α 6= β. 
4. The proof of Lemma 1 for ω ≥ 2
In this section we assume that ω ≥ 2 and prove Lemma 1 in this case. Denote max(α) by
hα. Observe that if ω ≥ 2, then Pj with j ∈ V
u is a direct summand of (Tα)[hα−ωu+1+1,hα]
if and only if Homr+ω(Pj , Tα) 6= 0 for some r ∈ [hα−ωu+1+1, hα], due to the remark right
after the definition of a direct summand. In fact, we used the notion of a direct summand in
the form it was first provided only to unify the two cases ω ≤ 0 and ω ≥ 2 in the statement
of Lemma 1 and the deduction of Theorem 1 from it.
As explained above, the following lemma is equivalent to Lemma 1 in the case ω ≥ 2:
Lemma 4. If Homr+ω(Pj , Tα) 6= 0 for some r ∈ [hα−ωu+1+1, hα], then α is left-divisible
by sj.
Proof. We argue by contradiction. Take α ∈ B+Γ not satisfying the required condition and
of minimal length. It is clear that l(α) > 0, and hence α can be presented as α = siβ for
some i ∈ Γ0 and β ∈ B
+
Γ with l(β) < l(α). In particular, the statement of the lemma holds
for β and all its right factors. Without loss of generality we may assume that i ∈ V 0.
Since the assertion of the lemma fails for α, there exists some j ∈ V u (u = 0, 1) such that
Homh+ω(Pj , Tα) 6= 0 for some h ∈ [hα − ωu+1 + 1, hα], but α is not left-divisible by sj . It is
clear that j 6= i. We may assume without loss of generality that if Homr+ω(Pk, Tα) 6= 0 for
some k ∈ V u and r > h, then α is left-divisible by sk.
1) First observe that β = sjγ for some γ ∈ B
+
Γ with l(γ) = l(α) − 2. Indeed, we have
Homh+ω(Pj , Tβ) 6= 0 and h ∈ [hβ−ωu+1+1, hβ] by Lemma 3. Then β is left-divisible
by sj because the assertion of the lemma holds for β.
2) Now we show that j ∈ N(i) ⊂ V 1 and, in particular, h ∈ [hα − ω0 + 1, hα]. Indeed,
this easily follows from the previous claim, because in the case j 6∈ N(i) one has
α = sisjγ = sjsiγ which contradicts the choice of j.
3) Note that
Homh−ω1+1+ω(Pi, Tγ) ∼= Hom
h+ω(titjPi[ω1 − 1], titjTγ) = Hom
h+ω(Pj , Tα) 6= 0.
4) The next step is to establish that Homr+ω(Pk, Tγ)=0 for any k ∈ V
1 and r > h.
Suppose for a contradiction that Homr+ω(Pk, Tγ)6=0 for some k ∈ V
1 and r > h.
According to Lemma 3 we have hγ ≤ hβ ≤ hα and r ≥ h + 1 ≥ hα − ω0 + 2. Then
Homr+ω(Pk, Tα) 6= 0, also by Lemma 3. Thus sk divides α on the left by the choice
of h, and hence we have α = skα
′ for some α′ ∈ B+Γ with l(α
′) = l(α)− 1. Note that
Lemma 3 again implies that Homh+ω(Pj , Tα′) 6= 0 and h ∈ [hα′ − ω0 + 1, hα′ ]. Since
the assertion of Lemma 1 is valid for α′, sj divides α
′ on the left. Since sj and sk
commute, sj also divides α on the left which contradicts the choice of j.
7
5) Let θ0 = γ and ∆0 = ∅. We repeat the following procedure. If at some moment
hθp is not greater than h, we define θ = θp and ∆ = ∆p. If hθp is greater than
h, we pick some k such that Homhθp+ω(Pk, Tθp) 6= 0 and define θp+1 = s
−1
k θp and
∆p+1 = ∆p ∪{k}. We have θp+1 ∈ B
+
Γ and l(θp+1) = l(θp)− 1, because the assertion
of the lemma holds for θp. Now recall that Hom
r+ω(Pl, Tθ0) = 0 for any r > h and
l ∈ V 1 by 4). Since h ≥ hα − ω0 + 1 ≥ hθp − ω0 + 1 for any p ≥ 0 by Lemma 3, we
have Homr+ω(Pl, Tθp) = 0 for any r > h, l ∈ V
1 and p ≥ 0 by the same lemma and
induction on p. Therefore ∆p ⊂ V
0 for any p ≥ 0. Note also that k ∈ ∆p, θp 6= θ
implies
Homhθp+ω(Pk, Tθp)
∼= Homhθp+ω
∏
l∈∆p
tl
Pk,
∏
l∈∆p
tl
Tθp

= Homhθp+2ω−1(Pk, Tθ0) = 0,
because hθp +ω− 1 > h+ω− 1 ≥ hα+ω1 > hα ≥ hθ0 . Hence whenever the maximal
nonzero degree of Tθp is greater than h, we obtain ∆p+1 by adding a new element to
∆p. Thus, this process is bound to terminate and as a result we get the factorization
γ =
( ∏
k∈∆
sk
)
θ with ∆ ⊂ V 0 and θ ∈ B+Γ such that l(θ) = l(γ)− |∆| and hθ ≤ h.
6) If i ∈ ∆, then si divides γ on the left. In this case sisjsi = sjsisj divides α on the
left, and hence so does sj which contradicts the choice of j.
7) If i 6∈ ∆, then Homh−ω1+1+ω(Pi, Tθ) 6= 0 by Lemma 3. Since the assertion of the
lemma is true for θ, si divides θ on the left. Then γ is again left-divisible by si and
we get a contradiction just as before.

Remark. Note that in the case ω = 2 the number h appearing in the proof is automatically
equal to hα. This allows to omit the steps 4–6 in the proof and make it even shorter.
5. Outline of the proof of Lemma 1 for ω ≤ 0
In this section we give a general plan of our proof of Lemma 1 in the case ω ≤ 0. Until
the end of the paper we will assume that we are in this situation though some statements
will be true for any integer ω. From here on we denote min(α) by mα.
Similarly to the case ω ≥ 2, we argue by contradiction, and the beginning of this proof is
the same, i.e. we again pick α ∈ B+Γ not satisfying the assertion of Lemma 1 and of minimal
length.
As before, α can be presented as α = siβ for some i ∈ Γ0 and β ∈ B
+
Γ with l(β) < l(α)
and the statement of Lemma 1 holds for β and all its right factors. Without loss of generality
we may assume that i ∈ V 0. Since Lemma 1 fails for α, there exists some j ∈ V u (u = 0, 1)
such that Pj is a direct summand of (Tα)[mα,mα−ωu+1] while α is not divisible by sj on the
left. It is clear that j 6= i. Let m ∈ [mα,mα−ωu+1] be the minimal degree such that Pj is a
direct summand of (Tα)m. We may assume without loss of generality that if r < m and Pk
with k ∈ V u is a direct summand of (Tα)r, then α is divisible by sk on the left.
Lemma 5. 1) j ∈ N(i) ⊂ V 1.
2) If Pk with k ∈ V
1 is a direct summand of (Tβ)r with r ≤ m, then r = m and
k ∈ N(i).
3) If Pk is a direct summand of (Tβ)m for some k ∈ V
1 \ {j}, then sl does not divide α
on the left for any l 6= i.
4) Homr(Pi, Tβ) = 0 for r ≤ m+ ω0.
Proof. 1) Suppose that j /∈ N(i). It follows from Lemma 2 that Pj is a direct summand
of (Tβ)m and m ∈ [mβ ,mβ −ωu+1]. Since the statement of Lemma 1 holds for β, we
have α = siβ = sisjβ
′ = sjsiβ
′ for some β′ ∈ B+Γ with l(β
′) = l(α)− 2. Thus, j does
not produce a contradiction to the statement of Lemma 1, which in turn contradicts
the choice of j. Thus, j ∈ N(i) ⊂ V 1 and, in particular, we have m ∈ [mα,mα −ω0].
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2) Pick some k ∈ V 1 such that Pk is a direct summand of (Tβ)r with r ≤ m. Then Pk
is a direct summand of (Tα)r by Lemma 2. If r < m, then sk divides α on the left
by the definition of m. If r = m but k 6∈ N(i), then sk divides α on the left by the
argument from the proof of the first issue. In any case, we have α = skα
′ for some
α′ ∈ B+Γ with l(α
′) = l(α)− 1. Note that Lemma 2 implies again that Pj is a direct
summand of (Tα′)m and m ∈ [mα′ ,mα′−ω0]. Since the assertion of Lemma 1 is valid
for α′, sj divides α
′ on the left. Since sj and sk commute, sj divides also α on the
left that contradicts the choice of j.
3) Suppose that sl divides α on the left for some l 6= i. Then sl commutes with at least
one of the elements sj and sk. The argument from the proof of the second item shows
that sj or sk divides α on the left. Since sk and sj commute, the same argument
shows that sj divides α on the left in any case. This contradicts the choice of j.
4) Suppose that Homr(Pi, Tβ) 6= 0 for some r ≤ m + ω0. By Lemma 2 one has mα ≤
r − 1 ≤ m+ ω0 − 1. But in this case m 6∈ [mα,mα − ω0], which yields contradiction.

Set sA =
∏
k∈A
sk, tA =
∏
k∈A
tk for any A ⊆ V
u with some u ∈ {0, 1}. Define σu for
u ∈ Z by σ0 = m and σu+1 = σu + 1 − ωu+1. In other words, σ2u = m + u(2 − ω),
σ2u+1 = m+ u(2− ω) + 1− ωu+1. Let
∆−1 = ∅, ∆0 = {i}, ∆1 = {j ∈ V
1 : Pj is a direct summand of (Tβ)m}.
If |∆1| ≥ 2, then α cannot be written as α = skα
′ with l(α′) = l(α)− 1 and k ∈ Γ0 \ {i} by
Lemma 5. Hence, we need to show that either |∆1| = 1 and α is left-divisible by sj where j
is the unique element of ∆1 or |∆1| ≥ 2 and α is left-divisible by sk with some k 6= i. With
this end in view, we will employ the following scheme:
Step I: Factorization. First we are going to construct a presentation of α of a particular
form.
We start with the presentation α = s∆0s∆1β1 = sis∆1β1 obtained earlier. Set
χ0(i) = 1. We continue the process inductively and obtain a presentation of the form
α = s∆0s∆1 . . . s∆qsyβ˜ satisfying the following conditions: for 1 ≤ u ≤ q :
(1) α = s∆0 . . . s∆uβu for some βu ∈ B
+
Γ with l(βu) = l(α)−
u∑
v=0
|∆v|
(2) ∆u−2 ⊆ ∆u ⊆ N(∆u−1).
(3) Pl is not a direct summand of (Tβu)[σu−3+1,σu−1] for any l ∈ V
u.
(4) The minimal nonzero degree of Tβu is not smaller than σu−2 + 1.
(5) For any l ∈ ∆u, Pl is a direct summand of (tlTβu)[σu−3+1,σu−1].
(6) χu(k) =
∑
t∈N(k)
χu−1(t) − χu−2(k) > 0 for any k ∈ ∆u, where we set for conve-
nience χv(t) = 0 if v < 0 or t 6∈ ∆v.
Moreover, y ∈ ∆q−1, sy divides βq on the left and
χq+1(y) =
∑
t∈N(y)∩∆q
χq(t)− χq−1(y) = 0.
Note that the sets ∆0 and ∆1 defined earlier satisfy the required conditions. Indeed,
one has ∆1 ⊆ N(i) = N(∆0) by Lemma 5. The minimal nonzero degree of Tβ1 is not
smaller than mα ≥ m+ ω0 = σ−1 + 1 by Lemma 2. It follows from the same lemma
and the fact that Pj is a direct summand of (Tβ)m that Pj is a direct summand of(
t−1∆1\{j}Tβ
)
m
= (tjTβ1)m for any j ∈ ∆1. Moreover, for any r ≤ m = σ0, Pk with
k ∈ V 1 \∆1 is not a direct summand of (Tβ)r by Lemma 5, and hence is not a direct
summand of (Tβ1)r by Lemma 2, and Pk with k ∈ ∆1 cannot be a direct summand
of (Tβ1)r, because
Homr+ω(Pk, Tβ1)
∼= Homr+2ω−1(t∆1Pk[ω − 1], Tβ) = Hom
r+2ω−1(Pk, Tβ) = 0
due to the inequality r+ ω− 1 ≤ m+ω− 1 ≤ mβ +ω1− 1 < mβ. Finally, we clearly
have χ1(j) = 1 > 0 for any j ∈ ∆1.
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Thus, it is sufficient to show that if we have sets ∆0, . . . ,∆p such that the properties
above are satisfied for any 1 ≤ u ≤ p, then we either can construct ∆p+1 in such a
way that the properties above will be satisfied for u = p + 1 or find y ∈ ∆p−1 such
that sy divides βp on the left and
∑
t∈N(y)∩∆p
χp(t) = χp−1(y). We introduce all the
necessary technical tools and discuss this step in detail in Section 7.
Step II: Braiding. Once a presentation for α of the form s∆0s∆1 . . . s∆psyβ˜ is obtained, it
remains to show that either ∆1 = {j} for some j such that sj divides s∆0s∆1 . . . s∆psy
on the left or |∆1| ≥ 2 and at least one of sk with k ∈ Γ0 \{i} divides ∆0s∆1 . . . s∆psy
on the left. Note that if ∆1 = {j}, then χ2(i) = 0, and hence our presentation is
of the form α = sisjsiβ˜ = sjsisj β˜. Thus, at this point it is enough to consider the
case |∆1| ≥ 2 and show that some k ∈ Γ0 \ {i} can be pulled to the very left of the
subword s∆0s∆1 . . . s∆psy, applying a sequence of braid and commutator relations.
This step is discussed in Section 8.
6. Two-term objects
In this section we introduce the notion of the a two-term object in D and discuss some
of their properties. The facts we prove in the current section will be required to fulfill the
factorization process announced above.
Definition 6.1. An object X of a triangulated category D with a fixed Γ-configuration of
ω-spherical objects {Pj}j∈Γ0 is called two-term if there exists a triangle
X [−1]
βX
−−→
⊕
j∈V u
P
xj
j [−ωu]
ϕX
−−→
⊕
k∈V u+1
P xkk
αX−−→ X
in D for some u ∈ {0, 1} and some xj ≥ 0 (j ∈ Γ0). A two-term object X is called right-
proper if fϕX 6= 0 for any split epimorphism f :
⊕
k∈V u+1
P xkk → Pl with l ∈ V
u+1 and is
called left-proper if ϕXg[−ωu] 6= 0 for any split monomorphism g : Pl →
⊕
j∈V u
P
xj
j with
l ∈ V u. For a two-term object X we also define lsupp(X) = {j ∈ V u | xj 6= 0} and
rsupp(X) = {k ∈ V u+1 | xk 6= 0}.
For example, Pl is a left-proper two-term object with αPl = idPl and βPl = ϕPl = 0 for
any l ∈ Γ0. Moreover, lsupp(Pl) = ∅ and rsupp(Pl) = {l}. It is not difficult to show that
any two-term object X can be represented in the form X = X ′ ⊕
⊕
k∈V u+1
P rkk , where X
′ is a
right-proper two-term object.
Remark. The notion of a two-term object in some sense generalizes the notion of a two-term
partial tilting complex to the setting of triangulated categories with a Γ-configuration of
spherical objects.
Lemma 6. Let X be a two-term object as in the definition above.
1) The following three conditions are equivalent:
• X is right-proper;
• if l ∈ V u+1 and g : Pl →
⊕
k∈V u+1
P xkk is not a split monomorphism, then αXg = 0;
• dimkHom
∗(X,Pl) =
∑
k∈N(l)
xk for any l ∈ V
u+1.
2) The following three conditions are equivalent:
• X is left-proper;
• if l ∈ V u and f :
⊕
j∈V u
P
xj
j → Pl is not a split epimorphism, then f [−ωu]βX = 0;
• dimkHom
∗(X,Pl) =
∑
k∈N(l)
xk for any l ∈ V
u.
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Proof. We will prove only the first assertion, the second one can be deduced by dual argu-
ments. Fix some l ∈ V u+1. One has
dimkHom
∗(X,Pl) = dimkHom
∗
⊕
j∈V u
P
xj
j , Pl
 + dimkHom∗
( ⊕
k∈V u+1
P xkk , Pl
)
− 2 dimk Imϕ
∗
X =
∑
k∈N(l)
xk + 2 (xl − dimk Imϕ
∗
X) ,
where ϕ∗X : Hom
∗
( ⊕
k∈V u+1
P xkk , Pl
)
→ Hom∗
( ⊕
j∈V u
P
xj
j , Pl
)
is the map induced by ϕX .
Note that the set Hom∗
( ⊕
k∈V u+1
P xkk , Pl
)
= Hom∗(P xll , Pl) is a direct sum of two spaces
of dimension xl of which the first is annihilated by ϕX and the second is formed by split
epimorphisms. Thus, dimk Imϕ
∗
X ≤ xl and the equality holds for all l ∈ V
u+1 precisely
when X is right-proper. Thus, X is right-proper if and only if dimkHom
∗(X,Pl) =
∑
k∈N(l)
xk
for any l ∈ V u+1. Note that dimkHom
∗(X,Pl) = dimkHom
∗(Pl, X) because Pl is spherical.
Analogous arguments show that dimkHom
∗(Pl, X) =
∑
k∈N(l)
xk for any l ∈ V
u+1 if and only
if αXg = 0 for any g : Pl →
⊕
k∈V u+1
P xkk that is not a split monomorphism. 
The first crucial fact about the set of two-term objects is that it is stable under certain
autoequivalences of D. For ∆ ⊆ V u let us set t+∆ = t∆[ωu+1 − 1] and t
−
∆ = t
−1
∆ [1− ωu+1].
Lemma 7. Let X be as above.
1) If X is right-proper and rsupp(X) ⊆ ∆ ⊆ V u+1, then t+∆X is a left-proper two-term
object with the defining triangle of the form
t+∆X [−1]
β
t
+
∆
X
−−−→
⊕
k∈V u+1
P
x′k
k [−ωu+1]
ϕ
t
+
∆
X
−−−−→
⊕
j∈V u
P
xj
j
α
t
+
∆
X
−−−−→ t+∆X,
where x′k =
∑
j∈N(k)
xj − xk for k ∈ ∆ and x
′
k = 0 for k ∈ V
u+1 \∆.
2) If X is left-proper and lsupp(X) ⊆ ∆ ⊆ V u, then t−∆X is a right-proper two-term
object with the defining triangle of the form
t−∆X [−1]
β
t
−
∆
X
−−−→
⊕
k∈V u+1
P xkk [−ωu+1]
ϕ
t
−
∆
X
−−−−→
⊕
j∈V u
P
x′j
j
α
t
−
∆
X
−−−−→ t−∆X,
where x′j =
∑
k∈N(j)
xk − xj for j ∈ ∆ and x
′
j = 0 for j ∈ V
u \∆.
Proof. We will prove only the first assertion, as before, the second one can be deduced by
dual arguments.
Let us fix some l ∈ V u+1. By Lemma 6, Hom∗(Pl, X) has dimension
∑
k∈N(l)
xk, and
hence is generated by (1) xl compositions Pl →
⊕
k∈V u+1
P xkk
αX−−→ X , where the first arrow
ranges over xl linearly independent direct inclusions, and (2) x
′
l maps Pl → X [ω − 1] that
after composition with βX [ω] give x
′
l linearly independent maps from Pl to
⊕
j∈V u
P
xj
j [ωu+1]
annihilated by ϕX [ω]. Taking all these morphisms for all l together we get a map⊕
k∈V u+1
P xkk [ωu − 1]⊕
⊕
k∈V u+1
P
x′k
k [−ωu+1]
(
αX [ωu − 1] γ
)
−−−−−−−−−−−−−→ X [ωu − 1]
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whose cone is isomorphic to t+∆X . Applying the octahedral axiom to the composition(
αX [ωu − 1] γ
)
◦
(
idZ
0
)
= αX [ωu − 1], where Z denotes
⊕
k∈V u+1
P xkk [ωu − 1], we get the
following commutative diagram whose rows and columns are triangles
⊕
k∈V u+1
P
xk
k
[ωu − 1]
⊕
k∈V u+1
P
xk
k
[ωu − 1]⊕
⊕
k∈V u+1
P
x′
k
k
[−ωu+1]
⊕
k∈V u+1
P
x′
k
k
[−ωu+1]
⊕
k∈V u+1
P
xk
k
[ωu − 1] X[ωu − 1]
⊕
j∈V u
P
xj
j
t
+
∆X t
+
∆X
(
idZ
0
)
(αX [ωu−1] γ)
ϕ
t
+
∆
X
αX [ωu−1] βX [−ωu]
α
t
+
∆
X
βX [−ωu] α
t
+
∆
X
Hence, t+∆X indeed has the required form. A direct inclusion g : Pl →
⊕
k∈V u+1
P
x′k
k such
that the composition
Pl[−ωu+1]
g[−ωu+1]
−−−−−−→
⊕
k∈V u+1
P
x′k
k [−ωu+1]
ϕ
t
+
∆
X
−−−−→
⊕
j∈V u
P
xj
j
is zero would give a linear dependence between x′l components of the morphism
P
x′l
l [−ωu+1]→
⊕
j∈V u
P
xj
j which are linearly independent by our construction. Thus, t
+
∆X
is left-proper. 
Next we need to study the behaviour of some relations between two-term objects with
respect to autoequivalences t±∆.
Definition 6.2. Let
X=cone
( ⊕
j∈V u
P
xj
j [−ωu]
ϕX−−→
⊕
k∈V u+1
P
xk
k
)
and Y=cone
( ⊕
j∈V u
P
yj
j [−ωu]
ϕY−−→
⊕
k∈V u+1
P
yk
k
)
be two-term objects. We will call X a two-term subobject of Y if there exist split monomor-
phisms ιu :
⊕
j∈V u
P
xj
j →
⊕
j∈V u
P
yj
j and ιu+1 :
⊕
k∈V u+1
P xkk →
⊕
k∈V u+1
P ykk such that ιu+1ϕX =
ϕY ιu[−ωu]. The two-term subobject X of Y is called trivial if either X = 0 or both of the
maps ιu, ιu+1 are isomorphisms. Otherwise X is called a nontrivial two-term subobject of Y .
We will say that a morphism f : X → Y [ω] is a right socle morphism if it can be presented
in the form f = αY [ω]f
′ for some f ′ : X →
⊕
k∈V u+1
P ykk [ω] such that for any split epimor-
phism g :
⊕
k∈V u+1
P ykk → Pl with l ∈ V
u+1 the morphism g[ω]f ′αX :
⊕
k∈V u+1
P xkk → Pl[ω] is
not a split epimorphism anymore.
Remark. The second condition in the definition of a right socle morphism is valid auto-
matically if X is right-proper or ω 6= 0. Moreover, if ω 6= 0 and X is left-proper, then any
morphism of the form X
f
−→ Y [ω] is automatically right socle. It follows from the fact that
HomD(Pk, Pj [1 + ωu+1]) = 0 for any k ∈ V
u+1, j ∈ V u and g[1 − ωu]βX [1] = 0 for any
g :
⊕
j∈V u
P
xj
j →
⊕
j∈V u
P
yj
j [ω]. In fact, the definition of a right socle morphism is introduced to
cover the case ω = 0 which nevertheless is of special interest for us in view of an application
to the derived Picard groups of algebras. Most of the assertions about right socle morphisms
we provide below are trivial for ω 6= 0.
Lemma 8. Let X and Y be as above. Suppose also that both X and Y are right-proper. If
X is a nontrivial two-term subobject of Y , then t+∆X is a non-trivial two-term subobject of
t+∆Y for any rsupp(Y ) ⊆ ∆ ⊆ V
u+1.
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Proof. It is clear that rsupp(X) ⊆ rsupp(Y ), and hence both objects t+∆X and t
+
∆Y are
two-term by Lemma 7. Recall that due to the proof of Lemma 7 one has
t+∆X = cone
 ⊕
k∈V u+1
P
x′k
k [−ωu+1]
ϕ
t
+
∆
X
−−−−→
⊕
j∈V u
P
xj
j

where x′l = 0 for any l ∈ V
u+1 \∆ and for any l ∈ ∆ the components of the map ϕt+∆X
|
P
x′
l
l
constitute the basis of KerHomD(Pl, ϕX). The morphism ϕt+∆Y
satisfies analogous condi-
tions.
Pl
⊕
k∈V u+1
P
x′k
k [−ωu+1]
⊕
j∈V u
P
xj
j
⊕
k∈V u+1
P xkk [ωu]
⊕
k∈V u+1
P
y′k
k [−ωu+1]
⊕
j∈V u
P
yj
j
⊕
k∈V u+1
P ykk [ωu]
g
ϕ
t
+
∆
X
ι′u+1
ϕX [ωu]
ιu ιu+1[ωu]
ϕ
t
+
∆
Y ϕY [ωu]
Since ϕY [ωu]ιuϕt+∆X
= 0, there exists a map ι′u+1 :
⊕
k∈V u+1
P
x′k
k →
⊕
k∈V u+1
P
y′k
k such that
ιuϕt+∆X
= ϕt+∆Y
ι′u+1[−ωu+1]. If ι
′
u+1 is not a split monomorphism, then for some l ∈ V
u+1
there exists a direct inclusion g : Pl →
⊕
k∈V u+1
P
x′k
k such that ι
′
u+1g is not a direct inclusion.
In this case we have ιuϕt+∆X
g = ϕt+∆Y
ι′u+1g = 0, and hence ϕt+∆X
g = 0. This contradicts
t+∆X being left-proper, which has been proved in Lemma 7. This contradiction implies that
ι′u+1 is a split monomorphism, and hence we are done. 
Lemma 9. Let X and Y be as above. Then any right socle morphism f : X → Y [ω] factors
through some right socle morphism X ′ → Y [ω], where X ′ is a two-term object such that
rsupp(X ′) ⊂ rsupp(Y ).
Proof. Let f = αY [ω]f
′ : X → Y [ω] be a decomposition of the right socle mor-
phism f and set ∆ = rsupp(X) \ rsupp(Y ). By ι we denote the direct inclusion⊕
k∈∆
P xkk →֒
⊕
k∈V u+1
P xkk and by π the split epimorphism
⊕
k∈V u+1
P xkk ։
⊕
k∈V u+1\∆
P xkk . Since
HomD
(⊕
k∈∆
P xkk ,
⊕
k∈V u+1
P ykk [ω]
)
= 0, one has f ′αX ι = 0, and hence f
′ factors through
some morphism f ′′ : X ′ →
⊕
k∈V u+1
P ykk [ω], where X
′ = cone(αXι). Note that by the octahe-
dral axiom one has
X ′ ∼= cone
⊕
j∈V u
P
xj
j [−ωu]
piϕX
−−−→
⊕
k∈V u+1\∆
P xkk
 ,
i.e. X ′ is a two-term object of the required form.
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⊕
j∈V u
P
xj
j [−ωu]
⊕
j∈V u
P
xj
j [−ωu]
⊕
k∈∆
P xkk
⊕
k∈V u+1
P xkk
⊕
k∈V u+1\∆
P xkk
⊕
k∈∆
P xkk X X
′
⊕
k∈V u+1
P ykk [ω] Pl[ω]
ϕX piϕX
ι pi
αX αX′
αXι
f ′
f ′′
g[ω]
It remains to show that the morphism αY [ω]f
′′ is right socle. Suppose that
g :
⊕
k∈V u+1
P ykk → Pl is a split epimorphism. We need to show that g[ω]f
′′αX′ is not a
split epimorphism. Observe that π is an epimorphism and gf ′αX is not a split epimorphism
since f is right socle. On the other hand, we have f ′′αX′π = f
′αX by construction. Hence
g[ω]f ′′αX′ is not a split epimorphism as well.

Lemma 10. If X is right-proper and l ∈ V u+1, then any right socle morphism from Pl to
X [ω] is zero.
Proof. Let f = αX [ω]f
′ : Pl → X be a right socle morphism. It follows from the definition of
a right socle morphism that f ′ is not a split monomorphism. Then one has f = αX [ω]f
′ = 0
by Lemma 6. 
Lemma 11. Let X and Y be as above. Suppose that both X and Y are right-proper and
rsupp(X) ⊂ rsupp(Y ). Then for any right socle f : X → Y [ω] and any rsupp(Y ) ⊆ ∆ ⊆
V u+1, the morphism t+∆f : t
+
∆X → t
+
∆Y [ω] is right socle too.
Proof. To simplify the notations we consider here only the case ω = 0. Other cases are obvi-
ous due to the remark after the definition of a right socle morphism. Note that ωu = ωu+1 = 0
by our assumption. Due to the proof of Lemma 7 there is a triangle
t+∆X [−1]
 ψ
βt+∆X

−−−−−−→
⊕
k∈V u+1
P xkk [−1]⊕
⊕
k∈V u+1
P
x′k
k
(
αX γ
)
−−−−−−−→ X [−1]
α
t
+
∆
X
βX
−−−−−−→ t+∆X
emerging from the definition of a spherical twist. One has an analogous triangle for Y
too. Observe that since f factros through αY , we have βY [1]f = 0. Then t
+
∆f satisfies the
condition (t+∆f)αt+∆X
βX = αt+∆Y
βY f [−1] = 0.
Hence t+∆f factros through
(
ψ[1]
βt+∆X
[1]
)
, i.e. βt+∆Y
[1]t+∆f = (βt+∆Y
[1]f ′)
(
ψ[1]
βt+∆X
[1]
)
for some
morphism f ′ :
⊕
k∈V u+1
P xkk ⊕
⊕
k∈V u+1
P
x′k
k [1]→ t
+
∆Y. Since βt+∆Y
[1]f ′ is annihilated by ϕt+∆Y
[1]
and t+∆Y is left-proper, all components of βt+∆Y
[1]f ′ are not isomorphisms, i.e. all morphisms⊕
k∈V u+1
P xkk ⊕
⊕
k∈V u+1
P
x′k
k [1]→ Pl[1] constituting βt+∆Y
[1]f ′ are not split epimorphisms. Note
that βt+∆X
[1] annihilates all morphisms of the form
⊕
k∈V u+1
P
x′k
k [1]→ Pl[1] with l ∈ V
u+1
that are not split epimorphisms by the left-properness of t+∆X .
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Since HomD
( ⊕
k∈V u+1
P xkk ,
⊕
k∈V u+1
P ykk [1]
)
= 0, we have βt+∆Y
[1]t+∆f = 0, and hence t
+
∆f =
αt+∆Y
f ′′ for some f ′′ : t+∆X →
⊕
j∈V u
P
yj
j . Suppose now that gf
′′αt+∆X
is a split epimorphism
for some g :
⊕
j∈V u
P
yj
j → Pl. Then gf
′′αt+∆X
βX 6= 0, and hence also f
′′αt+∆X
βX 6= 0. On
the other hand, we have proved earlier that αt+∆Y
f ′′αt+∆X
βX = (t
+
∆f)αt+∆X
βX = 0. Then
f ′′αt+∆X
βX factors as ϕt+∆Y
θ for some morphism θ : X [−1]→
⊕
k∈V u+1
P
y′k
k .
Since HomD
( ⊕
k∈V u+1
P xkk [−1],
⊕
k∈V u+1
P
y′k
k
)
= 0, θ factors through βX , and hence we
have f ′′αt+∆X
βX = ϕt+∆Y
θ = ϕt+∆Y
f ′′′βX for some f
′′′ :
⊕
j∈V u
P
xj
j →
⊕
k∈V u+1
P
y′k
k . Since all
components of ϕt+∆Y
f ′′′ are not isomorphisms, the morphism g(f ′′αt+∆X
−ϕt+∆Y
f ′′′) is a split
epimorphism, and hence (f ′′αt+∆X
− ϕt+∆Y
f ′′′)βX cannot be zero. We have a contradiction,
and this finishes the proof of the lemma. 
7. Factorization
We return to the context of Lemma 1. Until the end of the paper we assume that ω ≤ 0.
Recall that σ2u = m + u(2 − ω), σ2u+1 = m+ u(2− ω) + 1− ω1. Now suppose that we
have sets ∆0, . . . ,∆p for some p ≥ 1 such that ∆0 = {i} for some i ∈ V
0. Let us recall
that the numbers χu(k) (0 ≤ u ≤ p, k ∈ ∆u) are defined inductively by χ0(i) := 1 and
χu(k) :=
∑
t∈N(k)
χu−1(t)−χu−2(k) for u ≥ 1, where we set for convenience χv(t) = 0 if v < 0
or t 6∈ ∆v. Suppose also that the following conditions hold for 1 ≤ u ≤ p :
(1) α = s∆0 . . . s∆uβu for some βu ∈ B
+
Γ with l(βu) = l(α)−
u∑
v=0
|∆v|
(2) ∆u−2 ⊆ ∆u ⊆ N(∆u−1), where we set ∆−1 = ∅ for convenience.
(3) Pl is not a direct summand of (Tβu)[σu−3+1,σu−1] for any l ∈ V
u.
(4) The minimal nonzero degree of Tβu is not smaller than σu−2 + 1.
(5) For any l ∈ ∆u, Pl is a direct summand of (tlTβu)[σu−3+1,σu−1].
(6) χu(k) > 0 for any k ∈ ∆u.
We want to continue the process and construct ∆p+1 in such a way that the conditions
(1) and (2) are fulfilled for u = p+ 1 and, whenever the condition (6) is valid for u = p+ 1,
then so are the conditions (3)–(5). To this purpose, define
Cu := t
−
∆u
. . . t−∆1Pi = (t
−1
∆u
. . . t−1∆1Pi)[σu −m+ ωu − ω0].
The first crucial fact that we will need is that Cu is a two-term object of a certain form.
Lemma 12. For any 1 ≤ u ≤ p there exists a triangle of the form
Cu[−1]
βu
−−→
⊕
j∈∆u−1
P
χu−1(j)
j [−ωu−1]
ϕu
−−→
⊕
k∈∆u
P
χu(k)
k
αu−−→ Cu.
Proof. Since Pi is a left-proper two-term object, the required triangle can be obtained by
iterated application of Lemma 7. 
The next proposition elaborates on the properties of the objects Cu that will allow us to
find direct summands of (Tβu)[σu−2+1,σu].
Proposition 1. For any 1 ≤ u ≤ p, the two-term object Cu satisfies the following two
conditions:
1) Homr(Cu, Tβu) = 0 for any r ≤ ωu + σu.
2) For any nontrivial two-term subobject C′ of Cu, there exists a nonzero morphism
f : C′ → Tβu [r] with ωu + σu−2 + 1 ≤ r ≤ ωu + σu such that f [ω]g = 0 for any right
socle morphism g : C′′ → C′[ω].
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Proof. We proceed by induction on u with the base case u = 0. Since C0 = Pi, Pi does not
have nontrivial two-term subobjects and Homr(Pi, Tβ) = 0 for any r ≤ m+ ω0 by Lemma
5, there is nothing left to prove in the base case. Now we prove 1) and 2) for u, assuming
they are true for u− 1. The first property of Cu is clear, because
Homr(Cu, Tβu) = Hom
r(t−∆uCu−1, t
−1
∆u
Tβu−1)
∼= Homr+ωu+1−1(Cu−1, Tβu−1).
Now we turn to the second property. Suppose that C′ is a nontrivial two-term subobject
of Cu. If C
′ is right-proper, then t+∆uC
′ is a nontrivial two-term subobject of Cu−1 = t
+
∆u
Cu
by Lemma 8. By the induction hypothesis, there is a nonzero morphism f : t+∆uC
′ → Tβu−1[r]
with ωu−1 + σu−3 + 1 ≤ r ≤ ωu−1 + σu−1 such that f [ω]g = 0 for any right socle morphism
g : C′′ → t+∆uC
′[ω]. Let us prove that the morphism t−∆uf : C
′ → Tβu[r + 1 − ωu−1] satisfies
the required properties.
Suppose for a contradiction that there exists a right socle morphism g : C′′ → C′[ω] such
that (t−∆uf)[ω]g 6= 0. Then applying Lemmas 9 and 10 we can find such a g with right-proper
C′′ satisfying the condition rsupp(C′′) ⊆ rsupp(C′). Then t+∆ug : t
+
∆u
C′′ → t+∆uC
′[ω] is right
socle by Lemma 11 and satisfies the condition f [ω]
(
t+∆ug
)
= t+∆u
(
(t−∆uf)[ω]g
)
6= 0 which is
impossible. This shows that t−1∆uf is indeed the required morphism.
It remains to consider the case when C′ is not right-proper. In this case we may assume
that C′ = Pl for some l ∈ ∆u. Let a be the minimal integer such that Pl is a direct summand
of (tlTβu)a. Note that a ∈ [σu−3 + 1, σu−1] by the properties (3)–(5) of ∆u. Picking some
long morphism f : Pl → tlTβu [a + ω] and applying t
−1
l [1 − ω], we get a nonzero morphism
t−1l f [1− ω] : Pl → Tβu[a+ 1]. Note that
a+ 1 ∈ [σu−3 + 2, σu−1 + 1] = [ωu + σu−2 + 1, ωu + σu].
Thus, it remains to show that (t−1l f)[1]g = 0 for any right socle morphism g : C
′′ → Pl[ω].
Due to Lemma 9, we may assume that C′′ has the form
C′′ = cone
 ⊕
j∈V u+1
P
xj
j [−ωu+1]
ϕC′′−−−→ P xl

for some integers xj , x. Note now that if C
′′ = Pl, then tlg : Pl[1−ω]→ Pl[1] is a right socle
morphism, and hence factors though Pj [1 − ωu+1] for j ∈ N(l). Then f [1](tlg) = 0 by the
definition of a long morphism. Hence, we may assume that C′′ is right-proper. Then tlg is a
morphism from cone
(
P yl [1− ω]
ϕ
t
+
l
C′′
[1−ωu+1]
−−−−−−−−−−→
⊕
j∈V u+1
P
xj
j [1− ωu+1]
)
to Pl[1] by Lemma
7. Note that the composition⊕
j∈V u+1
P
xj
j [−ωu+1]
α
t
+
l
C′′
[−ωu+1]
−−−−−−−−−→ tlC
′′[−1]
tlg[−1]
−−−−→ Pl
f
−→ tlTβu [a+ ω]
is zero by the definition of a long morphism. Hence f(tlg)[−1] factors through some morphism
θ : P yl [1−ω]→ tlTβu[a+ω]. Since a+ω−1 < a, Pl is not a direct summand of (tlTβu)a+ω−1.
If f [1](tlg) 6= 0, then θ 6= 0 and there is some j ∈ N(l) such that Pj
θ[ω+ωu−1]ι[ωu]γj,l
−−−−−−−−−−−−→
tlTβu[a + 2ω + ωu − 1] is nonzero, where ι : Pl → P
y
l is some split monomorphism. Note
that by property (4) and the choice of a, the minimal nonzero degree of tlTβu is not smaller
than min(a, σu−2 + 1) by Lemma 2. On the other hand, if f [1](tlg) 6= 0, then the minimal
nonzero degree of tlTβu does not exceed a+ ω + ωu − 1 < a. Then we have
σu−2 + 1 ≤ a+ ω + ωu − 1 ≤ σu−1 + ω + ωu − 1 = σu−2 + ω,
i.e. ω > 0, a contradiction. This shows that f [1](tlg) = 0, and hence (t
−1
l f)[1]g = 0, as
required. 
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Let us now construct ∆p+1 ⊆ Vp+1. We will do this in the following way. Set ∆
0
p+1 = ∅.
Suppose that we have defined the set ∆cp+1. Choose a pair l, a with l ∈ Vp+1 \∆
c
p+1, a ∈ Z
such that Pl is a direct summand of
(
t−1∆cp+1
Tβp
)
a
, and with a the minimal possible among
all such pairs. We define ∆c+1p+1 = ∆
c
p+1 ∪ {l} and continue the process if a ∈ [σp−2 + 1, σp].
If either such an integer a does not exist or a > σp, then we terminate the process, defining
∆p+1 := ∆
c
p+1. Now we are ready to prove the factorization theorem.
Theorem 2. The ∆p+1 constructed as described above satisfies the following conditions:
1. α = s∆0 . . . s∆p+1βp+1 for some βp+1 ∈ B
+
Γ with l(βp+1) = l(α)−
p+1∑
v=0
|∆v|
2. ∆p−2 ⊆ ∆p ⊆ N(∆p−1).
Moreover, if χp+1(l) > 0 for any l ∈ ∆p+1, then the following conditions are satisfied as
well:
3. Pl is not a direct summand of (Tβp+1)[σp−2+1,σp] for any l ∈ Vp+1.
4. The minimal nonzero degree of Tβp+1 is not smaller than σp−1 + 1.
5. For any l ∈ ∆p+1, Pl is a direct summand of (tlTβp+1)[σp−2+1,σp].
Proof. The first condition can be obtained applying Lemma 1 to the words βp,
s−1
∆1p+1
βp, . . . , s
−1
∆p+1
βp, all of which are of strictly smaller length than α. Indeed, if ∆
c+1
p+1 =
∆cp+1 ∪ {l}, then Pl is a direct summand of
(
t−1∆cp+1
Tβp
)
a
for a ≤ σp and it is sufficient to
prove that the minimal nonzero degree of t−1∆cp+1
Tβp is not smaller than a + ωp ≤ σp−1 + 1.
If this is not the case, there exists some b ≤ min(a− 1, σp−1) and k ∈ Γ0 such that Pk is a
direct summand of (t−1∆cp+1
Tβp)b. Observe that k cannot belong to Vp by the conditions (3),
(4) with u = p and Lemma 2 and cannot belong to V u+1 \∆cp+1 by the choice of a. On the
other hand, for k ∈ ∆cp+1, one has
Homb+ω(Pk, t
−1
∆cp+1
Tβp)
∼= Homb+ω(t∆c
p+1
Pk, Tβp)
∼= Homb+2ω−1(Pk, Tβp) = 0,
because the minimal nonzero degree of Tβp is not smaller than σp−2 + 1 and
b+ ω − 1 ≤ σp−1 + ω − 1 ≤ σp−2.
Let us now prove the second condition. Suppose first that there exists some
l ∈ ∆p+1 \N(∆p). Then it is clear that l 6∈ N(∆u) for all 0 ≤ u ≤ p, in particular, l 6= i.
Hence we have α = s∆0 . . . s∆psls
−1
l βp = slγ for some γ ∈ B
+
Γ with l(γ) = l(α) − 1. Then
the assertion of Lemma 1 is valid for α, a contradiction.
Suppose now that l 6∈ ∆p+1 for some l ∈ ∆p−1. By construction, this means that
Pl is not a direct summand of
(
t−1∆p+1Tβp
)
[σp−2+1,σp]
. Let π denote the split epimor-
phism
⊕
j∈∆p−1
P
χp−1(j)
j ։ P
χp−1(l)
l . The octahedral axiom applied to the composition
π[1 − ωp+1] ◦ βCp [1] gives us the following diagram:
⊕
k∈∆p
P
χp(k)
k
// C
′ //

⊕
j∈∆p−1\{l}
P
χp−1(j)
j [1− ωp+1]

⊕
k∈∆p
P
χp(k)
k
// Cp
//

⊕
j∈∆p−1
P
χp−1(j)
j [1− ωp+1]
pi[1−ωp+1]

P
χp−1(l)
l [1− ωp+1] P
χp−1(l)
l [1− ωp+1]
Let ψ denote the morphism of P
χp−1(l)
l [−ωp+1] to C
′ arising from this diagram. Since
χp−1(l) > 0 by our assumptions, C
′ is a nontrivial two-term subobject of Cp and Proposi-
tion 1 can be applied. For some ωp + σp−2 + 1 ≤ r ≤ ωp + σp, we have a nonzero morphism
f : C′ → Tβp [r] such that f [ω]g = 0 for any right socle morphism g : C
′′ → C′[ω]. Since
Homr(Cp, Tβp) = 0 by Proposition 1, the morphism fψ
′ is nonzero for some component
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ψ′ : Pl[−ωp+1] → C
′ of the map ψ. We are going to prove that t−1∆p+1(fψ
′)[ωp+1] : Pl →
t−1∆p+1Tβp [r + ωp+1] is long. Since r − ωp ∈ [σp−2 + 1, σp], this contradicts the assumption
that Pl is not a direct summand of
(
t−1∆p+1Tβp
)
[σp−2+1,σp]
.
Pick some r ∈ N(l). Since Pr[1− ωp] is a right-proper two-term object with αPr [1−ωp] =
ϕPr [1−ωp] = 0 and βPr [1−ωp] = idPr[ωp], we have
t+∆p+1Pr[1− ωp]
∼= cone
 ⊕
j∈N(r)∩∆p+1
Pj [−ωp+1]→ Pr

by Lemma 7. Note that the morphism ψ′[ω](t+∆p+1γr,l[1 − ωp]) is right socle. Indeed, as the
diagram above shows, ψ′ factors through
⊕
k∈∆p
P
χp(k)
k and the map
Pr
α
t
+
∆p+1
Pr [1−ωp]
−−−−−−−−−−→ t+∆p+1Pr[1− ωp]
t
+
∆p+1
γr,l[1−ωp]
−−−−−−−−−−→ Pl[ωp] −→
⊕
k∈∆p
P
χp(k)
k [ω]
is not a split monomorphism, because it factors through Pl[ωp]. Then (fψ
′)[ω](t+∆p+1γr,l[1−
ωp]) = 0, and hence t
−1
∆p+1
(fψ′)[ω]γr,l = 0. Thus, t
−1
∆p+1
(fψ′)[ωp+1] is a long morphism.
Suppose now that χp+1(l) > 0 for all l ∈ ∆p+1. We define Cp+1 := t
−
∆p+1
Cp. Then we have
Homr(Cp+1, Tβp+1) = 0 for r ≤ ωp+1 + σp+1 (see the proof of the first part of Proposition
1). Due to Lemma 12, we have
Cp+1 = cone
⊕
j∈∆p
P
χp(j)
j [−ωp]
ϕp+1
−−−→
⊕
k∈∆p+1
P
χp+1(k)
k

for some morphism ϕp+1. We prove the third property by contradiction. If Pl with l ∈
∆p+1 is a direct summand of (Tβp+1)a for some a ≤ σp, then there exists a morphism of⊕
k∈∆p+1
P
χp+1(k)
k to Tβp+1[a + ω] annihilated by ϕp+1. This gives a nonzero morphism of
Cp+1 to Tβp+1[a+ω], which is impossible since a+ω ≤ ω+ σp < ωp+1+σp+1. Observe that
the minimal nonzero degree of Tβp+1 is not smaller than σp−2+1 and Pl with l ∈ Vp+1\∆p+1
cannot be a direct summand of (Tβp+1)[σp−2+1,σp] by the construction of ∆p+1. This finishes
the proof of the third property. The forth property follows from the third one, the property
(3) with u = p and Lemma 2.
It remains to prove the fifth property. Let l ∈ ∆p+1. There is some c such that l 6∈ ∆
c
p+1
and l ∈ ∆c+1p+1. Then Pl is a direct summand of
(
t−1∆cp+1
Tβp
)
a
for some a ∈ [σp−2 + 1, σp].
Choose the minimal such a number a. It follows from the construction of ∆p+1, the property
(3) with u = p and Lemma 2 that the minimal nonzero degree of t−1∆cp+1
Tβp is not smaller
than min(a, σp−1 + 1) (see the beginning of this proof). Then Pl is a direct summand of(
t−1
∆p+1\∆
c+1
p+1
t−1∆cp+1
Tβp
)
a
= (tlTβp+1)a by Lemma 2 and we are done. 
If χp+1(l) = 0 for some l ∈ ∆p+1, we can write α = s∆0 · · · s∆pslβ˜ and get the required
presentation of α, as we have announced in the previous section. In this case we terminate
the process of factorization (step I) and go to braiding (step II), which is described in
the next section. Otherwise condition (6) is also satisfied for u = p + 1. Then write α =
s∆0s∆1 · · · s∆ps∆p+1βp+1 and continue the process, applying the arguments above to u = p+2
instead of u = p+ 1.
8. Mesh braiding in B+Γ
The goal of this section is to show that any word of the form s∆0 · · · s∆psl as obtained in
the previous section is left-divisible by some sj in B
+
Γ with j 6= i. As we explained in Section
5, this finishes the proof of Lemma 1.
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Let ZΓ be a directed graph whose vertices are pairs (n, j) for every n ∈ Z, j ∈ V n. The
arrows of ZΓ are of the form ((n, j) → (n + 1, i)) for every edge (i, j) of Γ. The graph ZΓ
is essentially the stable translation quiver associated to Γ, but with vertices enumerated
differently. It is convenient to draw ZΓ in such a way that vertices with the same first
coordinate form one “vertical slice”. Set p1(a) = n, p2(a) = j for a = (n, j) ∈ (ZΓ)0. Let Θn
denote the set p−11 (n) = {(n, j) ∈ (ZΓ)0 | j ∈ V
n} ⊂ (ZΓ)0.
Now any word γ representing an element of B+Γ can be depicted as some set of ver-
tices Λγ of ZΓ in the following way. Let us choose a presentation γ = sΣ0 . . . sΣp , where
Σ0, . . . ,Σp are such that Σk ⊆ V
k and the convention s∅ = 1 is used. Now we can define
Λγ = {(k, j) | k ≥ 0, j ∈ Σk} ⊂ (ZΓ)0. On the other hand, to any finite set Λ ⊂ (ZΓ)0 one
can assign a word γΛ in B
+
Γ . More precisely, set γΛ =
+∞∏
k=−∞
sΣk , where Σk = Λ ∩ Θk. It is
easy to see that γΛγ = γ.
Example. Let Γ = D4 with vertices enumerated in such a way that the vertex of degree
three is labeled 2. Let γ = s2(s1s3s4)s2(s1s3s4)s2s4. Then we have the following set Λγ :
p1 1 2 3 4 50
Figure 1
On the other hand, observe that there are infinitely many sets Λ such that γΛ = γ. For
instance, the following set of vertices of (ZΓ)0 also corresponds to the word γ:
p1 1 2 3 4 50 6 7
Figure 2
Now fix some finite Λ ⊂ (ZΓ)0.
Definition 8.1. Let a, b ∈ Λ. We say that there is a generalized mesh starting at a and
ending at b if p2(a) = p2(b) = t, p1(a) < p1(b) and (k, t) /∈ Λ for every k with p1(a) < k <
p1(b). In this case we set
meshΛ(a, b) = {c ∈ Λ | p2(c) ∈ N(t), p1(a) < p1(c) < p1(b)}.
We will sometimes refer to meshΛ(a, b) as a generalized mesh as well.
For every b ∈ Λ, let τΛ(b) denote the element of Λ such that there is a gen-
eralized mesh starting at τΛ(b) and ending at b. If there is no such an element
in Λ, we say that τΛ(b) is an “imaginary” vertex (−∞, p2(b)). In this case we
also say that there is an infinite mesh starting at τΛ(b) and ending at b and set
meshΛ(τΛ(b), b) = {c ∈ Λ | p2(c) ∈ N(p2(b)), p1(c) < p1(b)}.
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Now suppose there is a non-negative integer assigned to each element of Λ and each
of the imaginary vertices at minus infinity, i.e. consider Λ together with a function
θ : Λ ⊔
(
{−∞} × Γ0
)
→ Z.
Definition 8.2. We say that (Λ, θ) satisfies mesh relations if
θ(b) + θτΛ(b) =
∑
c∈meshΛ(τΛ(b),b)
θ(c)
for every b ∈ Λ
The following statement follows immediately from the definitions:
Lemma 13. Let γ be a word of the form s∆0 . . . s∆psl as described in the previous section.
For every (n, j) ∈ Λγ set θ(n, j) = χn(j), θ(−∞, i) = −1, θ(−∞, j) = 0 for every j 6= i.
Then (Λγ , θ) satisfies mesh relations.
Example: The word s2(s1s3s4)s2(s1s3s4)s2s4 in B
+
D4
as in the previous example is de-
picted below together with the function θ = χ.
1
1
1
2
1
1
1
1
0
p1 1 2 3 4 50
1
Figure 3
It is natural to ask which finite subsets of (ZΓ)0 correspond to words that are equal in
the braid monoid B+Γ .
First let a = (n, j) ∈ Λ be such that b = (n+ 2, j) /∈ Λ (respectively b = (n− 2, j) /∈ Λ)
and (n+1, k) /∈ Λ (respectively (n−1, k) /∈ Λ) for every k ∈ N(j). Set Λ =
(
Λ\{a}
)
∪{b}. In
addition, let θ(b) = θ(a) and θ|Λ\{b} = θ|Λ\{a}. We refer to this procedure as commutation.
θ(a) θ(a)
p1 n n+ 1 n+ 2 n n+ 1 n+ 2
Figure 4
The following statement is clear:
Lemma 14. Commutation does not change the corresponding word in B+Γ , i.e. γΛ = γΛ. In
addition, if (Λ, θ) satisfies mesh relations, then so does (Λ, θ).
Now braid relations in B+Γ can be also depicted in terms of vertices of ZΓ. We say that
a, b, c ∈ (ZΓ)0 form a braid if a = (n, j), b = (n + 1, k), c = (n + 2, j) for some n ∈ Z
and some j, k ∈ Γ0 such that k ∈ N(j). Now let a, b, c ∈ Λ as above form a braid and
suppose in addition that (n + 1, t) /∈ Λ for any t ∈ N(j) \ {k}, (n + 2, l) /∈ Λ for any
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l ∈ N(k) \ {j} and d = (n + 3, k) /∈ Λ. Set Λ = (Λ \ {a}) ∪ {d}, θ|Λ\{b,c,d} = θ|Λ\{a,b,c},
θ(b) = θ(c), θ(c) = θ(b), θ(d) = θ(a). We refer to this procedure as braiding.
θ(a) θ(c)
θ(b)
θ(b)
θ(c)
p1 n n+ 1 n+ 2 n+ 3 n n+ 1 n+ 2 n+ 3
θ(a)
Figure 5
Lemma 15. Braiding does not change the corresponding word in B+Γ , i.e. γΛ = γΛ. More-
over, if (Λ, θ) satisfies mesh relations, then so does (Λ, θ).
Proof. First we establish that γΛ = γΛ. It is sufficient to show that sΣnsΣn+1sΣn+2sΣn+3 =
sΣnsΣn+1sΣn+2sΣn+3 where Σp = p2 (Θp ∩ Λ) and Σp = p2
(
Θp ∩ Λ
)
. Observe that Σn =
Σn \ {j}, Σn+1 = Σn+1, Σn+2 = Σn+2 and Σn+3 = Σn+3 ∪ {k}. Hence
sΣnsΣn+1sΣn+2sΣn+3 = sΣnsjsΣn+1\{k}sksjsΣn+2\{j}sΣn+3 =
sΣnsΣn+1\{k}sjsksjsΣn+2\{j}sΣn+3 = sΣnsΣn+1\{k}sksjsksΣn+2\{j}sΣn+3 =
sΣnsΣn+1sjsΣn+2\{j}sksΣn+3 = sΣnsΣn+1sΣn+2sΣn+3
Now we will show that braiding respects mesh relations. Since θ differs from θ only on
a, b, c and d, it is sufficient to check the relations only for generalized meshes these four
vertices take part in. There are two types of such generalized meshes: those that have one
of a, b, c and d as starting and/or ending vertices and those that do not.
1) Note that τΛ(b) = τΛ(b) and meshΛ(τΛ(b), b) = meshΛ(τΛ(b), b) \ {a}. We have
θτΛ(b) + θ(b) =
∑
x∈meshΛ(τΛ(b),b)
θ(x) =
∑
x∈meshΛ(τΛ(b),b)
θ(x) + θ(a)
and θ(a) + θ(c) = θ(b), because a, b, c form a generlized mesh in Λ starting at a and
ending at c. Then
θτΛ(b) + θ(b) = θτΛ(b) + θ(c) =
∑
x∈meshΛ(τΛ(b),b)
θ(x).
The remaining cases are either analogous to the one just discussed or obvious.
2) Now consider some generalized mesh meshΛ(x, y) in Λ such that x, y 6∈ {a, b, c, d}.
If b ∈ meshΛ(x, y), then d ∈ meshΛ(x, y) and vise versa. The corresponding mesh
relation remains valid after braiding, because d /∈ Λ and θ(b) + θ(d) = θ(c) + θ(a) =
θ(b). If c ∈ meshΛ(x, y), then a ∈ meshΛ(x, y) and vise versa. The corresponding
mesh relation remains valid after braiding, because θ(c) = θ(b) = θ(c) + θ(a).

The main result of this section is the following theorem that in view of the facts we have
already proved implies Lemma 1.
Theorem 3. Let (Λ, θ) satisfying mesh relations be such that θ is non-negative on Λ, van-
ishing on precisely one vertex of Λ, θ(−∞, i) = −1 for some i ∈ Γ0 and θ(−∞, k) = 0 for
all k ∈ Γ0 \ {i}. Then γ = γΛ is left-divisible by some sj in B
+
Γ with j 6= i.
To prove this theorem we will need the following lemma.
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Lemma 16. Let (Λ, θ) be as in Theorem 3 and a ∈ Λ such that θ(a) = 0, τΛ(a) 6= −∞.
Then there exists a sequence of commutations and braidings turning (Λ, θ) into some (Λ′, θ′)
such that
|{x ∈ Λ′ | p1(x) ≤ p1(b)}| < |{x ∈ Λ | p1(x) ≤ p1(a)}|,
where b is the unique vertex of Λ′ on which θ′ vanishes.
Let us first show how Lemma 16 implies Theorem 3.
Proof of Theorem 3. It is sufficient to show that applying a sequence of commutations and
braidings we can transform Λ into some Λ′ such that Θn ∩Λ
′ 6= {i}, where n is the smallest
integer such that Θn ∩ Λ
′ 6= ∅. Note that commutation and braiding do not change the
multiset {θ(x)}x∈Λ of values of θ.
Applying Lemma 16 several times, one can obtain a pair (Λ′′, θ′′) satisfying mesh relations
such that γΛ′′ = γΛ and θ
′′ vanishes on (and only on) a vertex with the smallest first
coordinate among all vertices of Λ′′. Let θ′′(x) = 0. Then γΛ′′ = γΛ is divisible by sp2(x)
on the left. It remains to ascertain that p2(x) 6= i. Indeed, since x is a vertex with the
smallest p1(x) among all vertices in Λ
′′, there is an infinite generalized mesh ending at x
and starting at (−∞, j) for some j ∈ Γ0. Since (Λ
′′, θ′′) satisfies infinite mesh relations, 0 =
θ′′(−∞, j) + θ′′(x) = θ′′(−∞, j). We immediately see that j 6= i, since θ′′(−∞, i) = −1. 
Now we prove Lemma 16.
Proof of Lemma 16. Let a0 = a = (n, j). Since there is only one vertex of Λ on which θ
vanishes and τΛ(a0) ∈ Λ, θτΛ(a0)+ θ(a0) = θτΛ(a0) > 0. Hence meshΛ(τΛ(a0), a0) 6= ∅. Let
a1 = (n1, t) ∈ meshΛ(τΛ(a0), a0) be any vertex with the smallest first coordinate among ver-
tices of meshΛ(τΛ(a0), a0). Then, possibly applying several commutations, one can assume
that τΛ(a0) = (n1 − 1, j). If |meshΛ(τΛ(a0), a0)| = 1, then, also possibly applying several
commutations, one can assume that τΛ(a0), a1, a0 form a braid. Then we can apply braiding
to the triple (τΛ(a0), a1, a0) after some commutations as described below and we are done.
Suppose now that q0 = |meshΛ(τΛ(a0), a0)| > 1.
Note that q1 = |meshΛ(τΛ(a1), a1)| > 0, since τΛ(a0) ∈ meshΛ(τΛ(a1), a1). Suppose
that q1 > 1. Let a2 = (n2, p) ∈ meshΛ(τΛ(a1), a1) be any vertex with the smallest first
coordinate among vertices of meshΛ(τΛ(a1), a1) \ {τΛ(a0)}. Then, possibly applying several
commutations, one can assume that τΛ(a1) = (n2 − 1, t).
τΛ(a0) a0
a1τΛ(a1)
a2
Figure 6
Continue in the same fashion to obtain a sequence of elements a0, . . . , ak of Λ such that
τΛ(am) ∈ meshΛ(τΛ(am+1), am+1), am+1 ∈ meshΛ(τΛ(am), am)\{τΛ(am−1)} for every m =
0, . . . , k − 1 and τΛ(ak) 6= −∞. Now set qm := |meshΛ(τΛ(ak), ak)| for m = 0, . . . , k. We
claim that if the sequence a0, . . . , ak is maximal with respect to inclusion among sequences
satisfying this property, then qk = 1. Indeed, if qk > 1, then there is a vertex ak+1 with
the smallest first coordinate among vertices of meshΛ(τΛ(ak), ak) \ {τΛ(ak−1)}. Because the
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sequence we consider is maximal, τΛ(ak+1) = (−∞, p2(ak+1)). Since θ(−∞, p2(ak+1)) is
either 0 or −1, we have θ(ak+1) ≥ θτΛ(ak). Then θ(ak) ≥ θτΛ(ak−1), since
θ(ak) + θτΛ(ak) = θ(ak+1) + θτΛ(ak−1) +
∑
y∈meshΛ(τΛ(ak),ak)\{ak+1,τΛ(ak−1)}
θ(y)
Continuing in the same way we get θ(a1) ≥ θτΛ(a0). On the other hand, θτΛ(a0) = θτΛ(a0)+
θ(a0) > θ(a1), because q0 > 1, a contradiction.
Take a sequence a0, . . . , ak maximal with respect to inclusion and satisfying the properties
described above with the smallest corresponding sequence of integers (q0, . . . , qk) in the
lexicographic order. Denote such a (q0, . . . , qk) by seq(Λ). If seq(Λ) = (1), there is nothing
to prove, as we remarked earlier. Now suppose that the statement is known for all (Λ′, θ′)
with seq(Λ′) < seq(Λ). We will show that there exists a sequence of commutations and
braidings that turns (Λ, θ) into (Λ˜, θ˜) such that seq(Λ˜) < seq(Λ) in the lexicographic order.
Observe that commutations do not change seq(Λ).
Since qk = 1, meshΛ(τΛ(ak), ak) = {τΛ(ak−1)} and, possibly applying several com-
mutations, one can assume that τΛ(ak), τΛ(ak−1), ak form a braid. Let τΛ(ak) = (n, j),
τΛ(ak−1) = (n+1, l), ak = (n+2, j). We already have (n+1, t) /∈ Λ for every t ∈ N(j) \ {l}.
τΛ(ak)
τΛ(ak−1)
ak
ak−1
τΛ(ak−2)
z
w
Figure 7. Λ
To perform a braiding on τΛ(ak), τΛ(ak−1), ak, we also need to have (n + 3, j) /∈ Λ and
(n + 2, v) /∈ Λ for every v ∈ N(l) \ {j}. To this end we first apply a sequence of com-
mutations shifting all vertices x of Λ with p1(x) ≥ n + 2, x 6= ak, to the right. More
precisely, the resulting set Λ is Λ1 ⊔ Λ2, where Λ1 = {x ∈ Λ | p1(x) ≤ n + 1} ∪ {ak},
Λ2 = {(q + 2, r) | (q, r) ∈ Λ \ {ak}, q ≥ n+ 2} and θ|Λ1 = θ|Λ1 , θ(q + 2, r) = θ(q, r) for
(q + 2, r) ∈ Λ2. It is clear that such a transformation can be obtained consequently applying
commutations to all vertices of Λ \ Λ1 starting with those with the largest first coordinate.
τΛ(ak)
τΛ(ak−1)
ak
z
τΛ(ak−2)
ak−1w
Figure 8. Λ
Now let (Λ˜, θ˜) be a pair obtained by braiding (τΛ(ak), τΛ(ak−1), ak) in Λ. Clearly,
q0, . . . , qk−2 remain unchanged. However, the mesh ending at ak−1 now starts at τΛ˜(ak−1) =
(n + 3, l), and hence obviously does not contain the vertex ak = (n + 2, j). We see that
|meshΛ˜(τΛ˜(ak−1), ak−1)| = qk−1 − 1. Since any sequence that starts with q0, . . . , qk−1 − 1
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is smaller in the lexicographic order than the sequence (q1, . . . , qk−1, qk), we have seq(Λ˜) <
seq(Λ).
τΛ(ak−1)
ak
z
τ
Λ˜
(ak−1)
τΛ(ak−2)
ak−1w
Figure 9. Λ˜

Example. Consider Λγ as in the previous example.
1
1
1
2
1
1
1
1
0
1
Figure 10. The
first application of
Lemma 16 requires
just one braiding.
1
1
1
2
1
1 0
1
1 1
Figure 11. Now
the sequence of
meshes starting at
0 is (2, 1).
1
1
1
2
1
11 0
1
1
Figure 12. The second application of Lemma 16 begins with a sequence
of commutations.
1
1
1
2
1 11 0
1
1
Figure 13. Now three vertices can be braided and the sequence of meshes
starting at 0 is (1) again.
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11
1
2
0 1 11
1
1
Figure 14. Braiding the remaining three vertices in the sequence of meshes
finishes the second application of Lemma 16.
Remark. One can prove the assertion converse to Theorem 3. Namely, if (Λ, θ) satisfy-
ing mesh relations is such that θ is non-negative on Λ, θ(−∞, i) = −1 for some i ∈ Γ0,
θ(−∞, k) = 0 for all k ∈ Γ0 \ {i} and γΛ is left-divisible by some sj in B
+
Γ with j 6= i,
then θ vanishes on some vertex of Λ. Indeed, in this case (Λ, θ) can be transformed using
commutations and braidings into (Λ˜, θ˜) such that there is a vertex x = (n, j) ∈ Λ˜ with
τΛ˜(x) = (−∞, j) and meshΛ˜
(
τΛ˜(x), x
)
= ∅. Then the mesh relation corresponding to x
implies θ˜(x) = 0 and the assertion follows from the fact that commutations and braidings
do not change the multiset of values of θ.
9. An application to derived Picard groups
For this section we assume that the field k is algebraically closed. All modules in this
section are assumed to be left unless explicitly stated otherwise. Let DΓ = D
b(mod−ΛΓ),
the bounded derived category of finitely generated ΛΓ-modules, where Γ is a simply laced
Dynkin diagram and ΛΓ is the trivial extension algebra of the Γ diagram with alternating
orientation. In other words, ΛΓ = kQΓ/IΓ, where QΓ is one of the following quivers:
1
α1 **
2
β1
jj n−1
αn−1 **
n
βn−1
kk
Figure 15. Γ = An
n−1
βn−1
vv
1
α1 **
2
β1
jj n−3
αn−3 ++
n−2
βn−3
kk
αn−1
66
αn−2

n
βn−2
ZZ
Figure 16. Γ = Dn
1
α1



4
α4 **
3
β4
jj
α3 **
2
β3
jj
α2 **
β1
JJ
5
β2
jj n−1
αn−1 **
n
βn−1
kk
Figure 17. Γ = En (n = 6, 7, 8)
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The ideal IΓ of kQΓ is generated by all paths of length greater or equal to 2, except for
the paths of length 2 starting and ending at the same vertex, and the differences of any two
paths of length two starting at the same vertex.
The k-algebra ΛΓ is finite-dimensional and symmetric. Let ei be the idempotent associated
with the vertex i of the quiver QΓ. Denote by Pi = ΛΓei the corresponding indecomposable
projective module. Note that Pi is a 0-spherical object of DΓ. Indeed, the first condition
is satisfied automatically. Since Pi is projective, Ext
m
ΛΓ(Pi,−) vanishes for every m 6= 0,
and hence the second condition simply means that EndΛΓ(Pi)
∼= k[t]/(t2). Finally, since ΛΓ
is symmetric, the last condition is satisfied automatically as well due to an isomorphism
of functors Hom(Pi,−) ∼= Hom(−, Pi)
∗. To sum up, it is now clear that {Pi}i∈(QΓ)0 is a
Γ-configuration of 0-spherical objects of DΓ.
Remark. In this less general setting we could have defined spherical twists in the following
way:
Definition 9.1. (Grant, [7]) The spherical twist functor along Pi is
tPi : DΓ → DΓ
tPi(−) = cone(ΛΓei ⊗k eiΛΓ
m
−→ ΛΓ)⊗
L
ΛΓ −
where m is the multiplication map m(aei ⊗ eib) = ab of ΛΓ-ΛΓ bimodules.
It is easy to check that on objects it coincides with our original definition, which is
tPi(X) = cone(Pi ⊗k Hom(Pi, X)
ev
−→ X)
with ev the obvious evaluation map. Indeed, since cone(ΛΓei ⊗k eiΛΓ
m
−→ ΛΓ) is a two-term
complex of right-projective bimodules,
cone(ΛΓei ⊗k eiΛΓ
m
−→ ΛΓ)⊗
L
ΛΓ X
∼= cone
(
(ΛΓei ⊗k eiΛΓ ⊗ΛΓ X) −→ (ΛΓ ⊗ΛΓ X)
)
∼= cone
(
Pi ⊗k (eiΛΓ ⊗ΛΓ X) −→ X
)
∼= cone
(
Pi ⊗k Hom(Pi, X)
ev
−→ X
)
.
Definition 9.2. (R. Rouquier, A. Zimmermann, [15]) Let A be a finite-dimensional algebra.
The derived Picard group TrP ic(A) of A is the group of isomorphism classes of objects of
the derived category of A ⊗ Aop-modules, invertible under ⊗LA. Equivalently, TrP ic(A) is
the group of standard autoequivalences of Db(mod−A) modulo natural isomorphisms.
It is known (see, for example, [20]) that in the case Γ = An the subgroup of TrP ic(ΛΓ)
generated by the spherical twist functors tPi is isomorphic to the braid group BAn on (n+1)
strands. The next corollary of Theorem 1 generalizes this result.
Corollary 1. The subgroup of the derived Picard group TrP ic(ΛΓ) of ΛΓ generated by the
spherical twist functors tPi is isomorphic to the generalized braid group BΓ of type Γ.
References
[1] R. Anno and T. Logvinenko, Spherical DG-functors. — J. Eur. Math. Soc., 19, 2577–2656, 2017.
[2] C. Brav and H. Thomas. Braid groups and Kleinian singularities. — Math. Ann., 351(4),1005–1017,
2011.
[3] R. Coelho Simo˜es. Hom-configurations in triangulated categories generated by spherical objects. —J.
Pure Appl. Algebra, 219(8), 3322–3336, 2015.
[4] R. Coelho Simo˜es and D. Pauksztello. Torsion pairs in a triangulated category generated by a spherical
object. — J. Algebra, 448, 1–47, 2016.
[5] R. Coelho Simo˜es.Mutations of simple-minded systems in Calabi-Yau categories generated by a spherical
object. — Forum Math. , 29(5), 1065–1081, 2017.
[6] A. Efimov. Braid group actions on triangulated categories. — The Mobius contest paper, 2007.
[7] J. Grant. Higher zigzag-algebras. — Doc. Math., 24, 749–814, 2019.
[8] A. Hochenegger, A. Krug. Formality of P -objects. — Compos. Math., 155(5), 973-994, 2019.
[9] T. Holm, P. Jørgensen, D. Yang. Sparseness of t-structures and negative Calabi-Yau dimension in tri-
angulated categories generated by a spherical object. — B. Lond. Math. Soc., 45, 120–130, 2013.
[10] D. Huybrechts, E. Macr`ı, and P. Stellari. Stability conditions for generic K3 categories.— Compos.
Math., 144(1), 134–162, 2008.
[11] B. Keller. Deriving DG categories. — Ann. Sci. E´c. Norm. Supe´r., s.4, vol. 27, no. 1, 63–102, 1994.
[12] B. Keller. On differential graded categories. — International Congress of Mathematicians, vol. II, pp.
151–190, Eur. Math. Soc., 2006.
26
[13] Y. Qiu and J. Woolf. Contractible stability spaces and faithful braid group actions. — Geom. Topol.,
22(6), 3701–3760, 2018.
[14] R. Rouquier, Categorification of sl2 and braid groups. — Trends in representation theory of algebras
and related topics. Vol. 406., pp. 137–167, Contemp. Math. Providence, 2005.
[15] R. Rouquier, A.Zimmermann. Picard groups for derived module categories. — Proc. London Math.
Soc., 87(1), 197–225, 2003.
[16] J. Rickard. Derived equivalences as derived functors. — J. Lond. Math. Soc. (2), 43(1), 37–48, 1991.
[17] E. Segal. All autoequivalences are spherical twists. — Int. Math. Res. Notices, 2018(10), 3137–3154,
2018.
[18] P. Seidel and R. Thomas. Braid group actions on derived categories of coherent sheaves. — Duke Math.
J., 108(1), 37–108, 2001.
[19] Y.Volkov. Groups generated by two twists along spherical sequences. — ArXiv e-prints,
arXiv:1901.10904.
[20] Y.Volkov and A.Zvonareva. Derived Picard groups of selfnjective Nakayama algebras. — Manuscripta
Math., 152(1), 199–222, 2017.
27
