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ABSTRACT
It is proved that an endomorphism ϕ of a hyperbolic group G satisfies a Ho¨lder
condition with respect to a visual metric if and only if ϕ is virtually injective and
Gϕ is a quasiconvex subgroup of G. If G is virtually free or torsion-free co-hopfian,
then ϕ is uniformly continuous if and only if it satisfies a Ho¨lder condition if and
only if it is virtually injective. Lipschitz conditions are discussed for free group
automorphisms.
1 Introduction
The concept of boundary of a free group has been for a number of years a major subject of research
from geometric, topological, dynamical, algebraic or combinatorial viewpoints. The boundary of
FA, denoted by ∂FA, can be defined as the set of all infinite reduced words on A˜ = A ∪ A−1, but
the topological (metric) structure is of utmost importance. It can be defined through the prefix
metric. Given u, v ∈ FA, let u ∧ v denote the longest common prefix of u and v. An ultrametric
pA : FA → FA → R+0 is defined by
pA(u, v) =
{
2−|u∧v| if u 6= v
0 otherwise
The completion (F̂A, p̂A) can be described as
F̂A = FA ∪ ∂FA,
and the metric p̂A is nothing but the prefix metric defined for finite and infinite reduced words
altogether.
The theory of hyperbolic groups generalizes many aspects of free groups, and we can endow the
boundary of a hyperbolic group with a metric structure proceeding analogously. This can be achieved
with the help of the Gromov product and the visual metrics σAp,γ. If G = FA, p = 1 and γ = ln 2,
then σAp,γ is precisely the prefix metric defined above.
The completion (Ĝ, σ̂Ap,γ) of (G,σ
A
p,γ) produces the boundary ∂G = Ĝ\G and its metric structure,
which induces the Gromov topology on ∂G. This same topology can be induced by any of the visual
metrics d ∈ V A(p, γ, T ). These are the metrics considered in this paper, and their extensions d̂ to Ĝ.
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Since the completion (Ĝ, d̂) is also compact, the endomorphisms of G which admit a continuous
extension to the boundary are precisely the uniformly continuous ones. It is thus a natural problem
to determine which endomorphisms of G admit such a continuous extension. It is well known that
automorphisms do.
Uniform continuity is implied by a Ho¨lder condition. A mapping ϕ : (X, d) → (X ′, d′) satisfies a
Ho¨lder condition of exponent r > 0 if there exists a constant K > 0 such that
d′(xϕ, yϕ) ≤ K(d(x, y))r
for all x, y ∈ X. A Ho¨lder condition of exponent 1 is a Lipschitz condition. Using an analogy
with notions from complexity theory in theoretical computer science (and inverting the exponent),
we may identify Ho¨lder conditions with polynomial complexity and Lipschitz conditions with linear
complexity.
In this paper, we are interested mainly on Ho¨lder conditions for endomorphisms, with respect to
visual metrics. Given the exponential in the definition of the visual metric, it is not surprising that
this reduces to some Lispschitz type condition involving Gromov products. As a preliminary result,
we show that all visual metrics on a hyperbolic group are Ho¨lder equivalent.
In the main theorem of the paper (Theorem 4.3), we establish several equivalent conditions for a
nontrivial endomorphism of a hyperbolic group to satisfy a Ho¨lder condition. The most interesting
is undoubtedly the last one: p must be virtually injective and Gϕ must be a quasiconvex subgroup
of G. This second requirement may be removed if the group is virtually free or torsion-free co-
hopfian, when we also show that all uniformly continuous endomorphisms satisfy a Ho¨lder condition.
The second author had proved in [16, Proposition 7.2] that a nontrivial endomorphism of a finitely
generated virtually free group is uniformly continuous if and only if it is virtually injective. We
ignore whether this is also true for hyperbolic groups.
We discuss also Lipschitz conditions for automorphisms. It is easy to see that every inner auto-
morphism of a hyperbolic group satisfies a Lipschitz condition, but we have only succeeded on finding
a precise characterization in the free group case. With respect to the canonical basis, Lipschitz con-
ditions occur only for compositions of permutation automorphisms with inner automorphisms. If we
allow arbitrary finite generating sets, we have only the inner automorphisms, and the same happens
if we allow arbitrary bases in rank ≥ 3. In rank 2, we obtain an intermediate class of automorphisms.
One of the motivations for our work is the possibility of defining new pseudometrics on Aut(G)
for every hyperbolic group G. Given a virtually injective endomorphism ϕ of G and a visual metric
d on G, write
||ϕ||d = ln(inf{r ≥ 1 | ϕ satisfies a Ho¨lder condition of exponent r−1 with respect to d}).
Since
||ϕψ||d ≤ ||ϕ||d + ||ψ||d (1)
for all virtually injective endomorphisms ϕ,ψ of G, we call ||·||d a seminorm. All inner automorphisms
have seminorm 0.
Now we define a pseudometric d on Aut(G) by
d(ϕ,ψ) = max{||ϕ−1ψ||d, ||ψ−1ϕ||d}.
The inequality (1) implies the triangular inequality for d. This pseudometric is the object of ongoing
work by the authors.
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The paper is organized as follows. In Section 2 we present basic concepts and notation for
hyperbolic groups. Visual metrics and some of their basic properties in connection with Ho¨lder
conditions are discussed in Section 3. The main results of the paper, characterizing which uniformly
continuous endomorphisms satisfy a Ho¨lder condition, are presented in Section 4. Simplifications for
the case of virtually free or torsion-free co-hopfian hyperbolic groups are discussed in Section 5. In
Section 6, we discuss Lipschitz conditions. Finally, some open problems are proposed in Section 7.
2 Hyperbolic groups
We present in this section well-known facts regarding hyperbolic spaces and hyperbolic groups. The
reader is referred to [2, 5] for details.
A mapping ϕ : (X, d) → (X ′, d′) between metric spaces is called an isometric embedding if
d′(xϕ, yϕ) = d(x, y) for all x, y ∈ X. A surjective isometric embedding is an isometry.
A metric space (X, d) is said to be geodesic if, for all x, y ∈ X, there exists an isometric embedding
ξ : [0, s] → X such that 0ξ = x and sξ = y, where [0, s] ⊂ R is endowed with the usual metric of R.
We call ξ a geodesic of (X, d). We shall often call Im(ξ) a geodesic as well. In this second sense, we
may use the notation [x, y] to denote an arbitrary geodesic connecting x to y. Note that a geodesic
metric space is always (path) connected.
A quasi-isometric embedding of metric spaces is a mapping ϕ : (X, d) → (X ′, d′) such that there
exist constants λ ≥ 1 and K ≥ 0 satisfying
1
λ
d(x, y) −K ≤ d′(xϕ, yϕ) ≤ λd(x, y) +K
for all x, y ∈ X. We may call it a (λ,K)-quasi-isometric embedding if we want to stress the constants.
If in addition
∀x′ ∈ X ′ ∃x ∈ X : d′(x′, xϕ) ≤ K,
we say that ϕ is a quasi-isometry.
Two metric spaces (X, d) and (X ′, d′) are said to be quasi-isometric if there exists a quasi-isometry
ϕ : (X, d) → (X ′, d′). Quasi-isometry turns out to be an equivalence relation on the class of metric
spaces. A quasi-geodesic of (X, d) is a quasi-isometric embedding ξ : [0, s] → X such that 0ξ = x
and sξ = y, where [0, s] ⊂ R is endowed with the usual metric of R.
Let (X, d) be a geodesic metric space. Given x0, x1, x2 ∈ X, a geodesic triangle [[x0, x1, x2]] is a
collection of three geodesics [x0, x1], [x1, x2] and [x2, x0] in X.
Given δ ≥ 0, we say that (X, d) is δ-hyperbolic if
∀y ∈ [x0, x2] d(y, [x0, x1] ∪ [x1, x2]) ≤ δ (2)
holds for every geodesic triangle [[x0, x1, x2]] in X. If this happens for some δ ≥ 0, we say that (X, d)
is hyperbolic.
Given Y,Z ⊆ X nonempty, the Hausdorff distance between Y and Z is defined by
Haus(Y,Z) = max{supy∈Y d(y, Z), supz∈Zd(z, Y )}.
If (X, d) is δ-hyperbolic and λ ≥ 1, K ≥ 0, it follows from [5, Theorem 5.4.21] that there exists
a constant R(δ, λ,K), depending only on δ, λ,K, such that any geodesic and (λ,K)-quasi-geodesic
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in X having the same initial and terminal points lie at Hausdorff distance ≤ R(δ, λ,K) from each
other. This constant will be used in the proof of several results.
Given a subset A of a group G, we denote by 〈A〉 the subgroup of G generated by A. We assume
throughout the paper that generating sets are finite.
Given G = 〈A〉, we write A˜ = A ∪ A−1. The Cayley graph ΓA(G) has vertex set G and edges of
the form g
a−→ga for all g ∈ G and a ∈ A˜. The geodesic metric dA on G is defined by taking dA(g, h)
to be the length of the shortest path connecting g to h in ΓA(G).
Since Im(dA) ⊆ N, then (G, dA) is not a geodesic metric space. However, we can remedy that
by embedding (G, dA) isometrically into the geometric realization ΓA(G) of ΓA(G), when vertices
become points and edges become segments of length 1 in some (euclidean) space, intersections being
determined by adjacency only. With the obvious metric, ΓA(G) is a geodesic metric space, and the
geometric realization is unique up to isometry. We denote also by dA the induced metric on ΓA(G).
We say that the group G is hyperbolic if the geodesic metric space (ΓA(G), dA) is hyperbolic.
If A′ is an alternative finite generating set of G and
NA,A′ = max({dA′(1, a) | a ∈ A} ∪ {dA(1, a′) | a′ ∈ A′}), (3)
it is immediate that
1
NA,A′
dA′(g, h) ≤ dA(g, h) ≤ NA,A′dA′(g, h) (4)
holds for all g, h ∈ G, hence the identity mapping (G, dA)→ (G, dA′) is a quasi-isometry. It follows
easily that the concept of hyperbolic group is independent from the finite generating set considered,
but the hyperbolicity constant δ may vary with the generating set.
Condition (2), which became the most popular way of defining hyperbolic group, is known as
Rips condition. An alternative approach is given by the concept of Gromov product, which we now
define. It can be defined for every metric space.
Given g, h, p ∈ G, we define
(g|h)Ap =
1
2
(dA(p, g) + dA(p, h)− dA(g, h)).
We say that (g|h)Ap is the Gromov product ot g and h, taking p as basepoint.
The following result is well known:
Proposition 2.1 The following conditions are equivalent for a group G = 〈A〉:
(i) G is hyperbolic;
(ii) there exists some δ ≥ 0 such that
(g0|g2)Ap ≥ min{(g0|g1)Ap , (g1|g2)Ap } − δ (5)
holds for all g0, g1, g2, p ∈ G.
Let H be a subgroup of a hyperbolic group G = 〈A〉 and let q ≥ 0. We say that H is q-quasiconvex
with respect to A if
∀x ∈ [h, h′] dA(x,H) ≤ q
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holds for every geodesic [h, h′] in ΓA(G) with endpoints in H. We say that H is quasiconvex if it
is q-quasiconvex for some q ≥ 0. Like most other properties in the theory of hyperbolic groups,
quasiconvex does not depend on the finite generating set considered [2, Section III.Γ.3].
A (finitely generated) subgroup of a hyperbolic group needs not be hyperbolic, but a quasiconvex
subgroup of a hyperbolic group is always hyperbolic. The converse is not true in general. Quasiconvex
subgroups occur quite frequently in the theory of hyperbolic groups. In fact, non quasi convex
subgroups are a relatively rare phenomenon, see [8].
We present next a model for the boundary of G.
Given a mapping ϕ : N× N→ R, we write
lim
i,j→+∞
(i, j)ϕ = lim
n→+∞(inf{(i, j)ϕ | i, j ≥ n}).
Fix a generating set A for G and p ∈ G. We say that a sequence (gn)n on G is a Gromov sequence
if
lim
i,j→+∞
(gi|gj)Ap = +∞.
This property is independent from both A and g. Two Gromov sequences (gn)n and (hn)n on G are
equivalent if
lim
n→+∞(gn|hn)
A
p = +∞.
We denote by [(gn)n] the equivalence class of the Gromov sequence (gn)n. The set of all such
equivalence classes is one of the standard models for the boundary ∂G, and is adopted in this paper.
We can identify G with the set of all constant sequences (g)n on G, and consider
Ĝ = ∂G ∪ {{(g)n} | g ∈ G}.
The Gromov product is extended to Ĝ by setting
(α|β)Ap = sup{ lim
i,j→+∞
(gi|hj)Ap | (gn)n ∈ α, (hn)n ∈ β}
for all α, β ∈ Ĝ.
3 The visual metrics
Let G = 〈A〉 be a hyperbolic group. Assuming that ΓA(G) is δ-hyperbolic, let γ > 0 be such that
γδ ≤ ln 2. Following Holopainen, Lang and Va¨ha¨kangas [7], we define
ρAp,γ(g, h) =
{
e−γ(g|h)
A
p if g 6= h
0 otherwise
for all p, g, h ∈ G. In general, ρAp,γ fails to be a metric because of the triangular inequality. Let
σAp,γ(g, h) = inf{ρAp,γ(x0, x1) + . . .+ ρAp,γ(xn−1, xn) | n ≥ 0, x0 = g, xn = h; x1, . . . , xn−1 ∈ G}.
By [7] (cf. also [4, 17]), σAp,γ is a metric on G and the inequalities
1
4
ρAp,γ(g, h) ≤ σAp,γ(g, h) ≤ ρAp,γ(g, h) (6)
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hold for all g, h ∈ G.
The metric σAp,γ is an important example of a visual metric. Given p ∈ G, γ > 0 and T ≥ 1, we
denote by V A(p, γ, T ) the set of all metrics d on G such that
1
T
ρAp,γ(g, h) ≤ d(g, h) ≤ TρAp,γ(g, h) (7)
holds for all distinct g, h ∈ G. By (6), we have
σAp,γ ∈ V A(p, γ, 4)
whenever γδ ≤ ln 2. We shall refer to the metrics in some V A(p, γ, T ) as the visual metrics on G.
Let d ∈ V A(p, γ, T ) be a visual metric. In general, the metric space (G, d) is not complete. But its
completion is essentially unique and also compact, and can be obtained by adding to G the elements
of the boundary ∂G [2, 5, 7, 17]. We denote it by (Ĝ, d̂). It is well known that d̂ induces the Gromov
topology on ∂G [2, Section III.H.3].
To understand the metric d̂, we must consider the extension of ρAp,γ to the boundary. We define
ρˆAp,γ(α, β) =
{
e−γ(α|β)
A
p if α 6= β
0 otherwise
for all α, β ∈ Ĝ. By continuity, the inequalities
1
T
ρˆAp,γ(α, β) ≤ d̂(α, β) ≤ T ρˆAp,γ(α, β) (8)
hold for all α, β ∈ Ĝ [2, Section III.H.3].
It is widely known that uniform continuity of a mapping ϕ : G → G′ of hyperbolic groups
determines the existence of a continuous extension Φ : Ĝ→ Ĝ′:
Lemma 3.1 Let ϕ : G → G′ be a mapping of hyperbolic groups and let d and d′ be visual metrics
on G and G′ respectively. Then the following conditions are equivalent:
(i) ϕ is uniformly continuous with respect to d and d′;
(ii) ϕ admits a continuous extension Φ : (Ĝ, d̂)→ (Ĝ′, d̂′).
Indeed, by a general topology result [3, Section XIV.6], every uniformly continuous mapping
ϕ : G→ G′ admits a continuous extension to the completions.
On the other hand, the completion (Ĝ, d̂) is compact. Since every continuous mapping with com-
pact domain is uniformly continuous, it follows that ϕ, being a restriction of a uniformly continuous
extension, is itself uniformly continuous.
We note also that the continuous extension is uniquely defined through
[(gn)n]Φ = [(gnϕ)n],
for every Gromov sequence (gn)n on G.
A group is virtually free if it has a free subgroup of finite index. Finitely generated virtually free
groups constitute an important subclass of hyperbolic groups. We should mention that the second
author developed in [16] a model for the boundary of such a group which allows a huge simplification
with respect to the general case.
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Lemma 3.2 Let G be a hyperbolic group and let d ∈ V A(p, γ, T ), d′ ∈ V A′(p′, γ′, T ′) be visual metrics
on G. Let ϕ : (G, d) → (G, d′) be a mapping and let P > 0 and Q ∈ R be constants such that
P (gϕ|hϕ)A′p′ +Q ≥ (g|h)Ap (9)
holds for all g, h ∈ G. Then ϕ satisfies a Ho¨lder condition of exponent γ′
γP
.
Proof. Let g, h ∈ G. We may assume that gϕ 6= hϕ, hence
d′(gϕ, hϕ)≤ T ′ρA′p′,γ(gϕ, hϕ) = T ′e−γ
′(gϕ|hϕ)A′
p′ ≤ T ′e− γ
′
P
((g|h)Ap −Q)
= T ′e
γ′Q
P e−
γ′
P
(g|h)Ap = T ′e
γ′Q
P (e−γ(g|h)
A
p )
γ′
γP = T ′e
γ′Q
P (ρAp,γ(g, h))
γ′
γP
≤ T ′eγ
′Q
P (Td(g, h))
γ′
γP = T ′e
γ′Q
P T
γ′
γP (d(g, h))
γ′
γP
and we are done. 
Replacing (7) by (8), we may use the same argument to prove the following:
Lemma 3.3 Let G be a hyperbolic group and let d ∈ V A(p, γ, T ), d′ ∈ V A′(p′, γ′, T ′) be visual metrics
on G. Let Φ : (Ĝ, d̂)→ (Ĝ, d̂′) be a mapping and let P > 0 and Q ∈ R be constants such that
P (αΦ|βΦ)A′p′ +Q ≥ (α|β)Ap
holds for all α, β ∈ Ĝ. Then Φ satisfies a Ho¨lder condition of exponent γ′
γP
.
An endomorphism ϕ of a group G is trivial if Gϕ = 1. We show next that in the case of non-
trivial endomorphisms, Ho¨lder conditions with respect to visual metrics are equivalent to Lispschitz
conditions involving the Gromov product.
Proposition 3.4 Let G be a hyperbolic group and let d = σAp,γ, d
′ = σA
′
p′,γ′ be visual metrics on G.
Let ϕ : (G, d) → (G, d′) be a nontrivial homomorphism and let r > 0. Then the following conditions
are equivalent:
(i) ϕ satisfies a Ho¨lder condition of exponent r;
(ii) there exists a constant Q ∈ R such that
γ′
rγ
(gϕ|hϕ)A′p′ +Q ≥ (g|h)Ap (10)
holds for all g, h ∈ G.
Proof. (i) ⇒ (ii). There exists a constant K > 0 such that
d′(gϕ, hϕ) ≤ K(d(g, h))r
for all g, h ∈ G.
Assume first that gϕ 6= hϕ. Then g 6= h and
e
−γ′(gϕ|hϕ)A′
p′ = ρA
′
p′,γ′(gϕ, hϕ) ≤ T ′d′(gϕ, hϕ) ≤ T ′K(d(g, h))r ≤ T ′K(TρAp,γ(g, h))r
≤ T ′KT r(ρAp,γ(g, h))r = T ′KT re−rγ(g|h)
A
p ,
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hence
−γ′(gϕ|hϕ)A′p′ ≤ ln(T ′KT r)− rγ(g|h)Ap
and so
γ′
rγ
(gϕ|hϕ)A′p′ +
ln(T ′KT r)
rγ
≥ (g|h)Ap (11)
holds whenever gϕ 6= hϕ.
Now, since ϕ is nontrivial, there exists some a ∈ A such that aϕ 6= 1. We may assume that
dA(1, aϕ) is minimal. We show that (10) holds for
Q = 1 +
ln(T ′KT r)
rγ
+
γ′
rγ
dA′(1, aϕ).
In view of (11), we may assume that gϕ = hϕ. On the one hand, using (11), we have
(gϕ|hϕ)A′p′ = 12(dA′(p′, gϕ) + dA′(p′, hϕ) − dA′(gϕ, hϕ))
≥ 12(dA′(p′, gϕ) + dA′(p′, (ha)ϕ) − dA′(gϕ, (ha)ϕ) − 2dA′(hϕ, (ha)ϕ))
= (gϕ|(ha)ϕ)A′p′ − dA′(1, aϕ)
≥ rγ
γ′
(g|ha)Ap − ln(T
′KT r)
γ′
− dA′(1, aϕ).
On the other hand, aϕ 6= 1 implies a 6= 1 and so
(g|ha)Ap = 12(dA(p, g) + dA(p, ha)− dA(g, ha))
≥ 12(dA(p, g) + dA(p, h)− dA(g, h) − 2dA(h, ha))
= (g|h)Ap − 1,
hence
(gϕ|hϕ)A′p′ ≥ rγγ′ (g|ha)Ap − ln(T
′KT r)
γ′
− dA′(1, aϕ) ≥ rγγ′ ((g|h)Ap − 1)− ln(T
′KT r)
γ′
− dA′(1, aϕ)
= rγ
γ′
((g|h)Ap −Q)
and so (10) holds as required.
(ii) ⇒ (i). By Lemma 3.2. 
The next technical lemma illustrates an easy way of producing quasi-geodesics. If (X, d) is a
geodesic metric space and
x0−→x1−→ . . .−→xn (12)
is a path in X such that each xi−1−→xi is a geodesic, then (12) induces a canonical mapping
ξ : [0, s]→ X such that s = d(x0, x1) + . . .+ d(xn−1, xn), 0ξ = x0 and sξ = xn.
Lemma 3.5 Let (X, d) be a geodesic metric space and let ξ : [0, s] → X be the canonical mapping
induced by
x0−→x1−→ . . .−→xn,
where each xi−1−→xi is a geodesic. Let P,L > 0 and Q ≥ 0 be such that
1 ≤ d(xi−1, xi) ≤ L (13)
and
Pd(xi, xj) +Q ≥ |i− j| (14)
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for all i, j ∈ {1, . . . , n}. Then ξ is a (λ,K)-quasigeodesic for
λ = max{1, LP}, K = max{2L, Q+ 1
P
+ L}.
Proof. For k = 0, . . . , n, let
sk =
k∑
i=1
d(xi−1, xi).
Clearly, skξ = xk. It suffices to show that
|u− v|
LP
− Q+ 1
P
− L ≤ d(uξ, vξ) ≤ |u− v|+ 2L (15)
for all u, v ∈ [0, s].
Indeed, it follows from (13) that there exist some i, j ∈ {0, . . . , n} such that
d(uξ, siξ) = |u− si| ≤ L
2
, d(vξ, sjξ) = |v − sj| ≤ L
2
.
By symmetry, we may assume that i ≤ j. Hence
d(uξ, vξ)≤ d(siξ, sjξ) + L = d(xi, xj) + L
≤∑jℓ=i+1 d(xℓ−1, xℓ) + L =∑jℓ=i+1(sℓ − sℓ−1) + L
= sj − si + L ≤ |u− v|+ 2L.
On the other hand, (13) and (14) yield
d(uξ, vξ)≥ d(siξ, sjξ)− L = d(xi, xj)− L
≥ 1
P
|i− j| − Q
P
− L ≥ 1
P
∑j
ℓ=i+1
sℓ−sℓ−1
L
− Q
P
− L
=
sj−si
LP
− Q
P
− L ≥ |u−v|
LP
− Q+1
P
− L
and so (15) holds as required. 
Two metrics d and d′ on a set X are Ho¨lder equivalent if the identity mappings (X, d)→ (X, d′)
and (X, d′)→ (X, d) satisfy both a Ho¨lder condition.
The following proposition is the finite version of the well-known analogue result on the equivalence
of the visual metrics on the boundary (see [9, Theorem 2.18]).
Proposition 3.6 All visual metrics on a given hyperbolic group are Ho¨lder equivalent.
Proof. LetG be a hyperbolic group and let d, d′ be visual metrics on G. Let A,A′ be finite generating
sets of G and assume that ΓA(G) (respectively ΓA′(G)) is δ-hyperbolic (respectively δ
′-hyperbolic).
Let p, p′ ∈ G. In view of Proposition 3.4, it suffices to show that there exist constants P > 0 and
Q ≥ 0 such that
P (g|h)A′p′ +Q ≥ (g|h)Ap (16)
holds for all g, h ∈ G.
Let N = NA,A′ be as in (3) and let R = R(δ,N
2, 2N) be the constant introduced in Section 2.
Let [g, h]A and [g, h]A′ be geodesics in ΓA(G) and ΓA′(G), respectively. We claim that
dA(p, [g, h]A) ≤ NdA′(p′, [g, h]A′ ) +N + dA(p, p′) +R. (17)
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Assume that [g, h]A′ is the path
g = g0
a′
1−→g1 a
′
2−→ . . . a
′
n−→gn = h
with a′1, . . . , a
′
n ∈ A˜′. Consider geodesics gi−1 ui−→gi in ΓA(G) and let ξ : [0, s] → (ΓA(G), dA) be the
canonical mapping induced by the path
g = g0
u1−→g1 u2−→ . . . un−→gn = h.
Then 1 ≤ dA(gi−1, gi) ≤ N and in view of (4)
NdA(gi, gj) ≥ dA′(gi, gj) = |i− j|
holds for all i, j ∈ {1, . . . , n}. By Lemma 3.5, ξ is a (N2, 2N)-quasi-geodesic. Note that 0ξ = g,
sξ = h and [g, h]A′ ∩G ⊆ Im(ξ).
Now
Haus([g, h]A, Im(ξ)) ≤ R(δ,N2, 2N) = R,
hence
dA(p, [g, h]A) ≤ dA(p, Im(ξ)) +R ≤ dA(p, p′) + dA(p′, Im(ξ)) +R. (18)
On the other hand, we have
dA′(p
′, [g, h]A′ ) ≥ dA′(p′, [g, h]A′ ∩G)− 1
and
dA(p
′, Im(ξ)) ≤ dA(p′, Im(ξ) ∩G) ≤ dA(p′, [g, h]A′ ∩G)
follows from [g, h]A′ ∩G ⊆ Im(ξ). In view of (4), we get
dA′(p
′, [g, h]A′) ≥ dA′(p′, [g, h]A′ ∩G)− 1 ≥ 1
N
dA(p
′, [g, h]A′ ∩G)− 1 ≥ 1
N
dA(p
′, Im(ξ))− 1.
Together with (18), this yields (17).
By [17, Lemmas 2.9, 2.31 and 2.32], we have
(g|h)Ap ≤ dA(p, [g, h]A) ≤ (g|h)Ap + 2δ. (19)
Together with (17), this yields
(g|h)Ap ≤ NdA′(p′, [g, h]A′ ) +N + dA(p, p′) +R.
Applying (19) to dA′(p
′, [g, h]A′ ), we obtain
(g|h)Ap ≤ N(g|h)A
′
p′ + 2Nδ
′ +N + dA(p, p′) +R,
hence (16) holds for P = N and Q = (2δ′ + 1)N + dA(p, p′) +R. 
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4 Endomorphisms of hyperbolic groups
An endomorphism ϕ of G is virtually injective if its kernel is finite. This is a necessary condition for
uniform continuity:
Lemma 4.1 Let G be a hyperbolic group endowed with a visual metric d. Let ϕ be a uniformly
continuous nontrivial endomorphism of G. Then ϕ is virtually injective.
Proof. Assume that d ∈ V A(p, γ, T ). Fix g ∈ G \ Ker(ϕ). Let ε = d(1, gϕ) > 0 and let δ > 0 be
such that
∀x, y ∈ G (d(x, y) < δ ⇒ d(xϕ, yϕ) < ε).
For every h ∈ Ker(ϕ), we have d(hϕ, (hg)ϕ) = d(1, gϕ) = ε, hence d(h, hg) ≥ δ. By (7), we get
e−γ(h|hg)p = ρAp,γ(h, hg) ≥
1
T
d(h, hg) ≥ δ
T
and so
(h|hg)p ≤ −
ln δ
T
γ
.
It follows that
dA(p, h)≤ 12(dA(p, h) + dA(p, hg) − dA(h, hg) + 2dA(h, hg)) = (h|hg)p + dA(h, hg)
= (h|hg)p + dA(1, g) ≤ − ln
δ
T
γ
+ dA(1, g).
Since A is finite, then ΓA(G) is locally finite, i.e. every ball is finite. Therefore Ker(ϕ) is finite and
ϕ is virtually injective. 
We need also the following result:
Proposition 4.2 Let ϕ be a nontrivial endomorphism of a hyperbolic group G with continuous
extension Φ : Ĝ→ Ĝ. Let d be a visual metric on G. Then the following conditions are equivalent:
(i) ϕ satisfies a Ho¨lder condition of exponent r with respect to d;
(ii) Φ satisfies a Ho¨lder condition of exponent r with respect to d̂.
Proof. (i) ⇒ (ii). Let d ∈ V A(p, γ, T ). By Proposition 3.4, there exists a constant Q ∈ R such that
1
r
(gϕ|hϕ)Ap +Q ≥ (g|h)Ap (20)
holds for all g, h ∈ G. We show that
1
r
(αΦ|βΦ)Ap +Q ≥ (α|β)Ap (21)
for all α, β ∈ Ĝ.
Let (gn)n ∈ α and (hn)n ∈ β. For every n ∈ N, we have by (20)
inf{(giϕ|hjϕ)Ap | i, j ≥ n} ≥ r · inf{(gi|hj)Ap | i, j ≥ n} − rQ.
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Hence
lim
i,j→+∞
(giϕ|hjϕ)Ap ≥ r lim
i,j→+∞
(gi|hj)Ap − rQ.
It follows that
sup{ lim
i,j→+∞
(giϕ|hjϕ)Ap | (gn)n ∈ α, (hn)n ∈ β} ≥ r(α|β)Ap − rQ.
Since (gn)n ∈ α implies (gnϕ)n ∈ αΦ and (hn)n ∈ β implies (hnϕ)n ∈ βΦ, it follows that
(αΦ|βΦ)Ap ≥ r(α|β)Ap − rQ.
By Lemma 3.3, Φ satisfies a Ho¨lder condition of exponent r with respect to d̂.
(ii) ⇒ (i). Immediate since Φ is an extension of ϕ and d̂ is an extension of d. 
In the main result of the paper, we characterize the uniformly continuous endomorphisms which
satisfy a Ho¨lder condition:
Theorem 4.3 Let ϕ be a nontrivial endomorphism of a hyperbolic group G and let d ∈ V A(p, γ, T )
be a visual metric on G. Then the following conditions are equivalent:
(i) ϕ satisfies a Ho¨lder condition with respect to d;
(ii) ϕ admits an extension to Ĝ satisfying a Ho¨lder condition with respect to d̂;
(iii) there exist constants P > 0 and Q ∈ R such that
P (gϕ|hϕ)Ap +Q ≥ (g|h)Ap (22)
for all g, h ∈ G;
(iv) ϕ is a quasi-isometric embedding of (G, dA) into itself;
(v) ϕ is virtually injective and Gϕ is a quasiconvex subgroup of G.
Proof. (i) ⇔ (ii). By Lemma 3.1 and Proposition 4.2.
(i) ⇔ (iii). By Proposition 3.4.
(i) ⇒ (v). By Lemma 4.1, ϕ is virtually injective. In view of Proposition 3.6, we may assume
that p = 1. Since (i) implies (iii), there exist constants P > 0 and Q ∈ R such that
P (gϕ|gϕ)A1 +Q ≥ (g|g)A1
for every g ∈ G, which is equivalent to
PdA(1, gϕ) +Q ≥ dA(1, g).
Since dA(g, h) = dA(1, g
−1h) and dA(gϕ, hϕ) = dA(1, (g−1h)ϕ), we immediately get
PdA(gϕ, hϕ) +Q ≥ dA(g, h) (23)
for all g, h ∈ G.
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Let
Mϕ = max{dA(1, aϕ) | a ∈ A}.
We show now that Gϕ is quasiconvex.
Let g, h ∈ G and let g′ w−→h′ have minimal length among all the paths in ΓA(G) such that g′ϕ = gϕ
and h′ϕ = hϕ. In particular, g′ w−→h′ is a geodesic. Assume that w = a1 . . . an with ai ∈ A˜. For
i = 0, . . . , n, write wi = a1 . . . ai and let (g
′wi−1)ϕ−→(g′wi)ϕ be a geodesic. Let ξ : [0, s] → ΓA(G)
be the canonical mapping induced by the path
gϕ = g′ϕ = (g′w0)ϕ−→(g′w1)ϕ−→ . . .−→(g′wn)ϕ = h′ϕ = hϕ.
Suppose that aiϕ = 1 for some i. Let w
′ = wi−1ai+1 . . . an. Since w′ϕ = wϕ, we have (g′w′)ϕ =
(g′w)ϕ = h′ϕ = hϕ, contradicting the minimality of w. Hence aiϕ 6= 1 for every i. Since |aiϕ| ≤Mϕ,
we get
1 ≤ dA((g′wi−1)ϕ, (g′wi)ϕ) ≤Mϕ.
Assume that 0 ≤ i ≤ j ≤ n. By (23), we have
PdA((g
′wi)ϕ, (g′wj)ϕ) +Q ≥ dA(g′wi, g′wj) = dA(1, ai+1 . . . aj).
Since ai+1 . . . aj is a factor of a geodesic, it is itself a geodesic and so dA(1, ai+1 . . . aj) = j − i. Thus
PdA((g
′wi)ϕ, (g′wj)ϕ) +Q ≥ |j − i|
and it follows from Lemma 3.5 that ξ is a (λ,K)-quasigeodesic for
λ = max{1,MϕP}, K = max{2Mϕ, Q+ 1
P
+Mϕ}.
Let R = R(δ, λ,K). Let [gϕ, hϕ] be a geodesic in ΓA(G) and let x ∈ [gϕ, hϕ]. Then
Haus([gϕ, hϕ], Im(ξ)) ≤ R
and every point in Im(ξ) is at distance at most Mϕ from an element of Gϕ, hence
dA(x,Gϕ) ≤ R+Mϕ
and so Gϕ is (R+Mϕ)-quasiconvex.
(v) ⇒ (iv). Let K = Ker(ϕ) E G. Let π : G → G/K be the canonical projection and let
ι : Gϕ→ G be inclusion. Then there exists an isomorphism ϕ : G/K → Gϕ such that the diagram
G
ϕ //
π

G
G/K
ϕ
// Gϕ
ι
OO
commutes. Since the composition of quasi-isometric embeddings is still a quasi-isometric embedding,
it suffices to show that each one of the homomorphisms π, ϕ, ι is a quasi-isometric embedding when
we consider a geodesic metric in each of the groups (it does not matter which since the identity
(H, dA)→ (H, dB) is a quasi-isometry whenever H = 〈A〉 = 〈B〉 by (4)).
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Let
L = max{dA(1, x) | x ∈ K}.
Let g, h ∈ G. We claim that
dA(g, h) − L ≤ dAπ(gπ, hπ) ≤ dA(g, h). (24)
Since h = ga1 . . . an implies hπ = (ga1 . . . an)π for all a1, . . . , an ∈ A˜, we have dAπ(gπ, hπ) ≤
dA(g, h).
Write hπ = (gw)π, where w is a word on A˜ of minimum length. Then h = gwx for some x ∈ K
and so
dA(g, h) ≤ dA(g, gw) + dA(gw, gwx) = dA(1, w) + dA(1, x) ≤ |w|+ L.
By minimality of w, we have actually |w| = dAπ(gπ, hπ) and thus (24) holds.
Now ϕ is an isomorphism and Aπϕ = Aϕ, hence
dAϕ(gπϕ, hπϕ) = dAπ(gπ, hπ)
for all g, h ∈ G and so ϕ : (G/K, dAπ)→ (Gϕ, dAϕ) is actually an isometry.
Assume that Gϕ is q-quasi convex with respect to A. Let
B = {h ∈ Gϕ | dA(1, h) ≤ 2q + 1}.
Then B is a finite generating set of Gϕ and ι : (Gϕ, dB) → (G, dA) is a quasi-isometric embedding
[2, Section III.Γ.3]. Therefore all three homomorphisms π, ϕ, ι are quasi-isometric embeddings and
so is their composition ϕ.
(iv) ⇒ (iii). Clearly, ϕ can be extended to a quasi-isometric embedding ϕ of (ΓA(G), dA) into
itself. Assume that ΓA(G) is δ-hyperbolic. Let λ ≥ 1 and K ≥ 0 be constants such that
1
λ
dA(x, y)−K ≤ dA(xϕ, yϕ) ≤ λdA(x, y) +K (25)
holds for all x, y ∈ ΓA(G). Write R = R(δ, λ,K). We prove that
λ(gϕ|hϕ)Ap + δ + λ(λδ +
3K
2
+ 3R+ dA(p, pϕ)) ≥ (g|h)Ap (26)
holds for all g, h ∈ G.
Let g, h ∈ G. Consider a geodesic triangle [[p, g, h]] with geodesics [p, g], [g, h] and [p, h]. Let
X = {x ∈ [g, h] : dA(x, [p, g]) ≤ δ}, Y = {y ∈ [g, h] : dA(y, [p, h]) ≤ δ}.
It is immediate that X and Y are both closed and nonempty. Since X ∪ Y = [g, h] is obviously
connected, it follows that X ∩ Y 6= ∅. Let x ∈ X ∩ Y and take g′ ∈ [p, g] and h′ ∈ [p, h] such that
dA(x, g
′), dA(x, h′) ≤ δ.
If ξ : [0, s]→ [p, g] is our geodesic, let ξ′ = ξϕ. For all i, j ∈ [0, s], (25) yields
dA(iξ
′ − jξ′) = dA(iξϕ− jξϕ) ≤ λ|iξ − jξ|+K = λ|i− j|+K.
Similarly,
dA(iξ
′ − jξ′) ≥ 1
λ
|i− j| −K
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and so ξ′ is a (λ,K)-quasi-geodesic from [0, s] to ΓA(G) such that 0ξ′ = pϕ, sξ′ = gϕ and g′ϕ ∈ Im(ξ′).
Fix a geodesic [pϕ, gϕ]. Then Haus([pϕ, gϕ], Im(ξ′)]) ≤ R, hence there exists some g′′ ∈ [pϕ, gϕ]
such that dA(g
′′, g′ϕ) ≤ R. Similarly, fix geodesics [pϕ, hϕ] and [gϕ, hϕ]. Then there exist some
h′′ ∈ [pϕ, hϕ] and x′ ∈ [gϕ, hϕ] such that dA(h′′, h′ϕ), dA(x′, xϕ) ≤ R.
We claim that
dA(g
′′, gϕ) − dA(gϕ, x′) ≥ −λδ −K − 2R. (27)
Indeed, in view of (25), we have
dA(g
′′, gϕ) − dA(gϕ, x′)≥−dA(g′′, x′) ≥ −dA(g′′, g′ϕ)− dA(g′ϕ, xϕ) − dA(xϕ, x′)
≥−λdA(g′, x)−K − 2R ≥ −λδ −K − 2R.
Similarly,
dA(h
′′, hϕ) − dA(hϕ, x′) ≥ −λδ −K − 2R. (28)
Now (25), (27) and (28) combined yield
(gϕ|hϕ)Apϕ = 12(dA(pϕ, gϕ) + dA(pϕ, hϕ) − dA(gϕ, hϕ))
= 12(dA(pϕ, g
′′) + dA(g′′, gϕ) + dA(pϕ, h′′) + dA(h′′, hϕ) − dA(gϕ, x′)− dA(x′, hϕ))
= 12(dA(pϕ, g
′′) + dA(pϕ, h′′) + dA(g′′, gϕ) − dA(gϕ, x′) + dA(h′′, hϕ) − dA(x′, hϕ))
≥ 12(dA(pϕ, g′ϕ) + dA(pϕ, h′ϕ) + dA(g′′, gϕ) − dA(gϕ, x′) + dA(h′′, hϕ) − dA(x′, hϕ)) −R
≥ 12(dA(pϕ, g′ϕ) + dA(pϕ, h′ϕ))− λδ −K − 3R
≥ 12λ (dA(p, g′) + dA(p, h′))− λδ − 3K2 − 3R.
It follows that
(gϕ|hϕ)Ap = 12(dA(p, gϕ) + dA(p, hϕ) − dA(gϕ, hϕ))
≥ 12(dA(pϕ, gϕ) + dA(pϕ, hϕ) − 2dA(p, pϕ)− dA(gϕ, hϕ))
= (gϕ|hϕ)Apϕ − dA(p, pϕ)
≥ 12λ (dA(p, g′) + dA(p, h′))− λδ − 3K2 − 3R− dA(p, pϕ).
On the other hand,
(g|h)Ap = 12(dA(p, g) + dA(p, h)− dA(g, h))
= 12(dA(p, g
′) + dA(g′, g) + dA(p, h′) + dA(h′, h) − dA(g, x) − dA(x, h))
= 12(dA(p, g
′) + dA(p, h′) + dA(g′, g)− dA(g, x) + dA(h′, h) − dA(x, h))
≤ 12(dA(p, g′) + dA(p, h′) + dA(g′, x) + dA(h′, x))
≤ 12(dA(p, g′) + dA(p, h′)) + δ
and combining the previous ineqialities we get
(gϕ|hϕ)Ap ≥ 12λ (dA(p, g′ϕ) + dA(p, h′ϕ)) − λδ − 3K2 − 3R− dA(p, pϕ)
≥ 1
λ
(g|h)Ap − δλ − λδ − 3K2 − 3R − dA(p, pϕ).
Therefore (26) holds and we are done. 
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5 Simplifications
Under which circumstances does every uniformly continuous endomorphism satisfy a Ho¨lder condi-
tion? We have the following remark:
Lemma 5.1 Let G be a hyperbolic group and let d ∈ V A(p, γ, T ) be a visual metric on G. Then the
following conditions are equivalent:
(i) every uniformly continuous endomorphism of G satisfies a Ho¨lder condition with respect to d;
(ii) Gϕ is a quasiconvex subgroup of G for every endomorphism of G uniformly continuous with
respect to d.
Proof. (i)⇒ (ii). Both conditions hold for the trivial endomorphism. For nontrivial endomorphisms
we use Theorem 4.3.
(ii) ⇒ (i). Let ϕ be a nontrivial endomorphism of G, uniformly continuous with respect to d. By
Lemma 4.1, ϕ is virtually injective. Now we apply Theorem 4.3. 
Now we get a simplified version of Theorem 4.3 for virtually free groups:
Corollary 5.2 Let ϕ be a nontrivial endomorphism of a finitely generated virtually free group G and
let d ∈ V A(p, γ, T ) be a visual metric on G. Then the following conditions are equivalent:
(i) ϕ is uniformly continuous with respect to d;
(ii) ϕ satisfies a Ho¨lder condition with respect to d;
(iii) ϕ admits a continuous extension to the completion (Ĝ, d̂);
(iv) ϕ admits an extension to Ĝ satisfying a Ho¨lder condition with respect to d̂;
(v) there exist constants P > 0 and Q ∈ R such that
P (gϕ|hϕ)Ap +Q ≥ (g|h)Ap
for all g, h ∈ G;
(vi) ϕ is a quasi-isometric embedding of (G, dA) into itself;
(vii) ϕ is virtually injective.
Proof. By [1, Corollary 4.2], every subgroup of a finitely generated virtually free group is quasicon-
vex, hence the equivalences (ii) ⇔ (iv) ⇔ (v) ⇔ (vi) ⇔ (vii) follow from Theorem 4.3. Now (ii) ⇒
(i) holds trivially, (i) ⇒ (vii) follows from Lemma 4.1, and (i) ⇔ (iii) follows from Lemma 3.1. 
We note that the equivalence (i) ⇔ (iii) ⇔ (vii) had been proved by the second author in [16].
If ϕ is not an endomorphism, then Corollary 5.2 does not hold, even for an infinite cyclic group.
For x ∈ R, we denote by ⌊x⌋ the greatest integer n ≤ x.
Example 5.3 Let d be the prefix metric on F{a} and let ϕ : F{a} → F{a} be defined by
anϕ =
{
a⌊
√
n⌋ if n ≥ 0
an otherwise
Then ϕ is uniformly continuous but satisfies no Ho¨lder condition with respect to d.
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Indeed, it is a simple exercise to show that
∀ε > 0 ∀m,n ∈ Z (d(am, an) < min{1
2
,
1
2
ε2−log2 ε} ⇒ d(amϕ, anϕ) < ε),
hence ϕ is uniformly continuous with respect to d.
However, for all r,K > 0, we have
rm− ⌊√m⌋ > log2K
for m large enough. It is easy to check that, for such m and n > (
√
m+ 1)2, we have
d(amϕ, anϕ) > K(d(am, an))r,
thus ϕ satisfies no Ho¨lder condition with respect to d.
We would like to extend the previous discussion to the class of all hyperbolic groups, but the
panorama in not so clear. But we are able to produce another result on the line of Corollary 5.2.
Werecall that a group G is said to be co-hopfian if every monomorphism of G is an automorphism.
Corollary 5.4 Let ϕ be a nontrivial endomorphism of a torsion-free co-hopfian hyperbolic group G
and let d ∈ V A(p, γ, T ) be a visual metric on G. Then the following conditions are equivalent:
(i) ϕ is uniformly continuous with respect to d;
(ii) ϕ satisfies a Ho¨lder condition with respect to d;
(iii) ϕ admits a continuous extension to the completion (Ĝ, d̂);
(iv) ϕ admits an extension to Ĝ satisfying a Ho¨lder condition with respect to d̂;
(v) there exist constants P > 0 and Q ∈ R such that
P (gϕ|hϕ)Ap +Q ≥ (g|h)Ap
for all g, h ∈ G;
(vi) ϕ is a quasi-isometric embedding of (G, dA) into itself;
(vii) ϕ is virtually injective;
(viii) ϕ is an automorphism.
Proof. (vii) ⇔ (viii). Since G is torsion-free, every virtually injective endomorphism is a monomor-
phism. Then we use the fact that G is co-hopfian.
Now the equivalences (ii) ⇔ (iv) ⇔ (v) ⇔ (vi) ⇔ (vii) follow from Theorem 4.3.
Finally, (ii) ⇒ (i) holds trivially, (i) ⇒ (vii) follows from Lemma 4.1, and (i) ⇔ (iii) follows from
Lemma 3.1. 
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Examples of torsion-free co-hopfian hyperbolic groups have been provided by Rips and Sela [13]
and Sela [14], namely:
• non-elementary torsion-free hyperbolic groups which admit no nontrivial cyclic splittings [13];
• non-elementary torsion-free freely indecomposable hyperbolic groups [14].
However, many torsion-free hyperbolic groups fail to be co-hopfian, such as infinite cyclic groups.
For more interesting examples, see [11].
In the case of torsion-free groups, it would be enough of course to prevent the existence of
monomorphisms with non quasiconvex image. The following example shows that such a situation
cannot always be avoided.
Example 5.5 There exists a torsion-free hyperbolic group G having a non quasiconvex subgroup
isomorphic to G.
Indeed, let a, b, t be distinct letters and write A = {a, b} and B = {a, b, t}. We fix words
u = abab2 . . . ab20 and v = baba2 . . . ba20. Let H be the group defined by the presentation
〈B | t−1atu, t−1btv〉. (29)
Let R denote the set of all cyclic conjugates of the two (cyclically reduced) relators and their inverses.
A piece of (29) is a maximal common prefix of two distinct elements of R. It is easy to see that the
longest pieces of (29) are b18ab19, a18ab19 and their inverses and have therefore length 38. On the
oher hand, the length of each relator is 3 + 20 + 20(20+1)2 = 233. Since 38 <
1
6233, the presentation
(29) satisfies the small cancellation condition C ′(16 ). Now it follows from a theorem of Gromov [6]
that H is hyperbolic.
Let F denote the subgroup of H generated by a, b. The subgroup K of FA generated by u and
v cannot have rank 1 since uv 6= vu in FA. Since FA is hopfian, it follows that K is free on {u, v}.
Hence H is an HNN extension of FA and so there is a canonical isomorphism FA → F . Thus F is a
free subgroup of H with basis A. Moreover, since the finite order elements of the HNN extension H
must be conjugates of the finite order elements of F (see [12]), then H is torsion-free.
Since F is a normal subgroup of H, we have t−natn ∈ F for every n ≥ 0. Consider the geodesic
metrics dA and dB on F and H. We have
dB(1, t
−natn) ≤ 2n+ 1 (30)
for every n ≥ 0. We prove that
dA(1, t
−natn) = 230n (31)
by induction on n. The case n = 0 being trivial, assume that n ≥ 1 and dA(1, t−(n−1)atn−1) = 230n−1.
It follows that there exist m = 230n−1 letters c1, . . . , cm ∈ A˜ such that t−(n−1)atn−1 = c1 . . . cm in
reduced form. Hence
t−natn = (t−1c1t) . . . (t−1cmt).
We have t−1cit ∈ {u, v, u−1, v−1} for i = 1, . . . ,m. Moreover, since u = a . . . b and v = b . . . a, and
c1 . . . cm is reduced, there is no reduction between the reduced forms over A˜ of two consecutive t
−1cit.
Hence the length of the reduced form of t−natn over A˜ is 230m = 230n. Since F is free on A, we get
(31).
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Now it follows from (30) and (31) that the embedding (F, dA)→ (H, dB) is not a quasi-isometric
embedding and so F is not an undistorted subgroup of H. By a theorem of Short [15] (see also [2,
Lemma Γ.3.5]), F is a non quasiconvex subgroup of H.
Consider now the free product G = H ∗ F . Since it is well known that hyperbolic groups are
closed under free product, G is hyperbolic. Moreover, being a free product of torsion-free groups, it
is torsion-free as well. Let K = 〈H ∪ aHa−1〉 ≤ G (where a comes from the second factor in H ∗F ).
It is easy to check that
K ∼= H ∗H. (32)
Indeed, we define a homomorphism ϕ : H ∗H → K by sending an element h from the first factor H
into h ∈ K, and an element h from the second factor H into aha−1 ∈ K. This is clearly surjective,
and injectivity follows from the free product normal form.
We consider now the sequence of embeddings
G = H ∗ F θ−→H ∗H ϕ−→K < H ∗ F = G (33)
where θ acts as the identity H → H with respect to the first factors and as the inclusion F → H
for the second ones. Using indices 1 and 2 to distinguish generators from different free factors in the
free products, we fix now the finite generating sets C and D for the G and H ∗H, respectively:
C = {a1, b1, t1, a2, b2}, D = {a1, b1, t1, a2, b2, t2}.
Let dC and dD denote the corresponding geodesic metrics on G and H ∗H, respectively.
For each n ≥ 0, let wn denote the (unique) reduced word over ˜{a2, b2} representing the element
t−n2 a2t
n
2 ∈ F . It follows from (31) and the free product normal form that
dC(wn) = 230
n. (34)
Now by (30) we have dD(wnθ) ≤ 2n + 1. We claim that
dC(wnθϕ) ≤ 6n+ 3. (35)
Indeed, each generator a2, b2, t2 of H ∗ H is sent by ϕ into a2a1a−12 , a2b1a−12 , a2t1a−12 , respectively,
and so dD(wnθ) ≤ 2n + 1 yields dC(wnθϕ) ≤ 3(2n + 1) = 6n + 3. Thus (35) holds. Together with
(34), this implies that (33) is not a quasi-isometric embedding. By the aforementioned theorem of
Short, G has a non quasiconvex subgroup isomorphic to itself.
If the embedding in such an example can be taken to be uniformly continuous with respect to
some visual metric, we shall have proved that quasiconvexity cannot be removed from condition (v)
in Theorem 4.3(v). But we have no answer yet.
6 Lipschitz conditions
An endomorphism ϕ of a hyperbolic group G = 〈A〉 satisfies an obvious Lipschitz condition if G is
finite. The following two results provide other instances of Lipschitz conditions.
Given x ∈ G, we denote by λx the inner automorphism of G defined by gλx = x−1gx.
Proposition 6.1 Let ϕ be an inner automorphism of a hyperbolic group G and let d be a visual
metric on G. Then ϕ satisfies a Lipschitz condition.
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Proof. Write ϕ = λx. Let d ∈ V A(p, γ, T ). In view of Proposition 3.4, it suffices to prove that there
exists a constant Q ∈ R such that
(x−1gx|x−1hx)Ap +Q ≥ (g|h)Ap (36)
holds for all g, h ∈ G.
Now
(x−1gx|x−1hx)Ap = 12 (dA(p, x−1gx) + dA(p, x−1hx)− dA(x−1gx, x−1hx))
= 12 (dA(xp, gx) + dA(xp, hx)− dA(gx, hx))
≥ 12 (dA(p, g) − dA(p, xp)− dA(g, gx) + dA(p, h)− dA(p, xp)
−dA(h, hx) − dA(g, h) − dA(g, gx) − dA(h, hx))
= (g|h)Ap − 2d(1, x) − d(p, xp)
and so (36) holds for Q = 2d(1, x) + d(p, xp). 
Lemma 6.2 Let ϕ be an automorphism of a hyperbolic group G and let d ∈ V A(p, γ, T ) be a visual
metric on G. If ϕ : (G, dA) → (G, dA) is an isometry, then ϕ satisfies a Lipschitz condition with
respect to d.
Proof. In view of Proposition 3.4, it suffices to prove that there exists a constant Q ∈ R such that
(gϕ|hϕ)Ap +Q ≥ (g|h)Ap (37)
holds for all g, h ∈ G.
Since
(gϕ|hϕ)Ap = 12 (dA(p, gϕ) + dA(p, hϕ)− dA(gϕ, hϕ))
≥ 12 (dA(pϕ, gϕ) + dA(pϕ, hϕ) − 2dA(p, pϕ)− dA(gϕ, hϕ))
= 12 (dA(p, g) + dA(p, h) − dA(g, h)) − dA(p, pϕ) = (g|h)Ap − dA(p, pϕ),
then (37) holds for Q = dA(p, pϕ). 
We consider next the particular case of free groups. Given g ∈ FA, we denote by |g|c the cyclic
length of g, i.e. the length of a cyclically reduced conjugate of g.
Lemma 6.3 Let d ∈ V A(p, γ, T ) be a visual metric on FA and let ϕ be an endomorphism of G
satisfying a Lipschitz condition. Then
|gϕ|c ≥ |g|c (38)
for every g ∈ FA.
Proof. Suppose that there exists some g ∈ FA such that |gϕ|c < |g|c. We may assume that g is
cyclically reduced and gϕ = x−1hx with h cyclically reduced. Hence |h| < |g|. For every n ≥ 1, we
have
(gn|gn−1)Ap − (gnϕ|gn−1ϕ)Ap = 12(dA(p, gn) + dA(p, gn−1)− dA(gn, gn−1)− dA(p, gnϕ)
−dA(p, gn−1ϕ) + dA(gnϕ, gn−1ϕ))
≥ 12(2dA(p, gn)− 2dA(gn, gn−1)− 2dA(p, gnϕ)
= dA(p, g
n)− dA(g, 1) − dA(p, gnϕ)
≥ dA(1, gn)− dA(g, 1) − dA(1, gnϕ)− 2dA(p, 1)
= |gn| − |g| − |gnϕ| − 2|p| = n|g| − |g| − |x−1hnx| − 2|p|
= n|g| − |g| − 2|x| − n|h| − 2|p| ≥ n− |g| − 2|x| − 2|p|.
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Thus there is no constant Q ∈ R such that
(uϕ|vϕ)Ap +Q ≥ (u|v)Ap
for all u, v ∈ FA. In view of Proposition 3.4, this contradicts ϕ satisfying a Lipschitz condition.
Therefore (38) holds as claimed. 
We can give a complete solution in the case of free group automorphisms. We denote by Aut(FA)
(respectively Inn(FA)) the group of automorphisms (respectively inner automorphisms) of FA. We
say that ϕ ∈ Aut(FA) is a permutation automorphism (with respect to A) if ϕ|A˜ is a permutation.
Let PerA(FA) denote the group of all permutation automorphisms of FA with respect to A. Since
λxϕ = ϕλxϕ (39)
holds for all ϕ ∈ Aut(FA) and x ∈ FA, and Inn(FA) E Aut(FA), PerA(FA) ≤ Aut(FA), it follows
easily that
〈Inn(FA) ∪ PerA(FA)〉 = PerA(FA)Inn(FA). (40)
Theorem 6.4 Let d ∈ V A(p,Γ, T ) be a visual metric on FA and let ϕ ∈ Aut(FA). Then the following
conditions are equivalent:
(i) ϕ satisfies a Lipschitz condition;
(ii) ϕ ∈ 〈Inn(FA) ∪ PerA(FA)〉 = PerA(FA)Inn(FA).
Proof. (i) ⇒ (ii). Since ϕ is an automorphism, it induces a natural bijection ϕ on the set C of
conjugacy classes of FA: if [g] denotes the conjugacy class of g, we set [g]ϕ = [gϕ].
Cyclic length extends naturally to conjugacy classes by
|[g]|c = |g|c.
We claim that
|[g]ϕ|c = |[g]|c (41)
holds for every g ∈ FA. Indeed, if (41) fails, the fact that ϕ is a bijection and there are only finitely
many conjugacy classes of a given cyclic length implies that |[g]ϕ|c < |[g]|c for some g ∈ FA. Hence
|gϕ|c < |g|c, contradicting Lemma 6.3. Thus (41) holds. It follows that
|gϕ|c = |g|c (42)
for every g ∈ FA.
Let y ∈ G be such that
k = |{a ∈ A : |aϕλy| = 1}|
is maximum and let ϕ′ = ϕλy.
Suppose that there exists some c ∈ A such that |cϕ′| > 1. We may assume that A = {a1, . . . , an},
aiϕ
′ = bi ∈ A˜ for i = 1, . . . , k and cϕ′ = z−1dz in reduced form. Since |gϕ′|c = |gϕ|c for every
g ∈ FA, it follows from (42) that d ∈ A˜.
Suppose first that k > 1. Then there exist ε1, ε2 ∈ {1,−1} such that (aε11 caε22 )ϕ′ = bε11 z−1dzbε22
is a cyclically reduced word. Since |aε11 caε22 |c = 3 and
|(aε11 caε22 )ϕ′|c = |bε11 z−1dzbε22 |c = 3 + 2|z| ≥ 5,
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this contradicts (42).
Thus k = 1. Let ε ∈ {1,−1} be such that (aε1c)ϕ′ = bε1z−1dz is a reduced word. Write z = wbm1
in reduced form with |m| maximum. Then
(aε1c)ϕ
′ = bε1z
−1dz = bε−m1 w
−1dwbm1 .
Similarly to the previous case, w 6= 1 implies
|(aε1c)ϕ′|c = 2|w|+ 2 > 2 = |aε1c|c,
hence we may assume that w = 1. But then z = bm1 and
a1ϕλyz−1 = b
m
1 b1b
−m
1 = b1, cϕλyz−1 = cϕλyλz−1 = cϕ
′λz−1 = b
m
1 z
−1dzb−m1 = d,
contradicting the maximality of k.
We have thus reached a contradiction in any case following from k < |A|, hence ϕ′ ∈ PerA(FA)
and ϕ = ϕ′λy−1 ∈ PerA(FA)Inn(FA). By (40), condition (ii) holds.
(ii) ⇒ (i). Permutation automorphisms are clearly isometries of (FA, dA), and satisfying a Lip-
schitz condition is preserved under composition. Now the claim follows from Proposition 6.1 and
Lemma 6.2. 
We note also that Theorem 6.4 is far from covering the case of endomorphisms. For instance,
it is easy to check that the monomorphism ϕ of FA defined by aϕ = a
2 for every a ∈ A satisfies a
Lipschitz condition for every visual metric of the form d ∈ V A(p, γ, T ).
We discuss next what happens when we want to consider arbitrary finite generating sets. An
important role will be played by ǫA ∈ PerA(FA) defined by aǫA = a−1 (a ∈ A).
Theorem 6.5 Let ϕ ∈ Aut(FA). Then the following conditions are equivalent:
(i) ϕ satisfies a Lipschitz condition for every visual metric on FA;
(ii) ϕ ∈ Inn(FA) or |A| ≤ 1.
Proof. (i) ⇒ (ii). In view of Proposition 6.1 and Theorem 6.4, it suffices to show that every
ϕ ∈ PerA(FA) \ {1} fails condition (i) when |A| > 1.
Suppose first that aϕ /∈ {a, a−1} for some a ∈ A. Let b = aϕ and let A′ = (A \ {b, b−1}) ∪ {u},
where u = ab. It is immediate that A′ is an alternative basis of FA. Since aϕ = a−1u, we have
|aϕ|c > |a|c in FA′ = FA. Thus ϕ fails condition (42) in the proof of Theorem 6.4 when we consider
a visual metric d = σA
′
p,γ.
Thus we may assume that aϕ = a−1 for some a ∈ A. Suppose that bϕ = b for some b ∈ A \ {a}.
Let A′ = (A \ {b}) ∪ {u}, where u = ab. Since uϕ = a−1b = a−2u, we have |uϕ|c > |a|c in FA′ = FA.
Thus ϕ fails condition (42) in the proof of Theorem 6.4 when we consider a visual metric d = σA
′
p,γ.
Finally, we assume that ϕ = ǫA. Fix b ∈ A \ {a} and let A′ = A ∪ {u, v}, where u = a2b and
v = a3b. Let w = a−2b−1a−3b−1ab. We claim that
dA′(1, w
n) = 5n (43)
for every n ∈ N.
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Indeed, since w = a−2v−1u−1v, we have dA′(1, w) ≤ 5 and so dA′(1, wn) ≤ 5n. Assume now that
wn = y1x1y
′
1x
′
1y
′′
1x
′′
1y2x2y
′
2x
′
2y
′′
2x
′′
2 . . . ynxny
′
nx
′
ny
′′
nx
′′
nz
where the xi, x
′
i, x
′′
i ∈ A˜′ produce the 3n occurrences of b/b−1 in the reduced form of wn, and
yi, y
′
i, y
′′
i , z are words on A˜
′. Then each yi must equal a−2 after reduction in FA. Since xi starts by
b−1 and x′′i−1 ends by b (if i > 1), it follows easily that yi must have at least two factors from A˜′.
Therefore
dA′(1, w
n) ≥ 3n + 2n = 5n
and so (43) holds.
On the other hand,
wnϕ = (wϕ)n = (a2ba3ba−1b−1)n = (uva−1b−1)n
yields dA′(1, w
nϕ) ≤ 4n. Hence
(wn|wn)A′1 − (wnϕ|wnϕ)A
′
1 = dA′(1, w
n)− dA′(1, wnϕ) ≥ 5n− 4n = n
and so there is no constant Q ∈ R such that
(gϕ|hϕ)A′1 +Q ≥ (g|h)A
′
1
for all g, h ∈ FA. By Proposition 3.4, ϕ cannot satisfy a Lipschitz condition with respect to a visual
metric σA
′
1,γ .
(ii) ⇒ (i). If ϕ is inner, we use Proposition 6.1. If |A| ≤ 1, it is easy to see that ϕ is an isometry
of (FA, dA′) for every finite generating set A
′ of FA, therefore we may apply Lemma 6.2. 
The reader may have been surprised by the use of a generating set which is not a basis in the
proof of Theorem 6.5. The next two propositions show that we could have done it for |A| > 2, but
not for |A| = 2:
Proposition 6.6 Let ϕ ∈ Aut(FA). If |A| > 2, then the following conditions are equivalent:
(i) ϕ satisfies a Lipschitz condition for every visual metric d ∈ V A′(p, γ, T ) on FA, where A′ is a
basis of FA;
(ii) ϕ ∈ Inn(FA).
Proof. By the proof of Theorem 6.5, it suffices to show that ǫA satisfies no Lipschitz condition for
some visual metric σA
′
p,γ on FA, where A
′ is a basis of FA.
Fix distinct a, b, c ∈ A. Once again, let A′ = (A \ {b}) ∪ {u}, where u = ab. It is immediate that
A′ is an alternative basis of FA. Since
(uc)ǫA = (abc)ǫA = a−1b−1c−1 = a−1u−1ac−1,
we have |(uc)ǫA|c > |uc|c in FA′ = FA. Thus ǫA fails condition (42) in the proof of Theorem 6.4
when we consider a visual metric d = σA
′
p,γ. Therefore ǫ
A satisfies no Lipschitz condition with respect
to σA
′
p,γ . 
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We fix a canonical basis A = {a, b} for F2 and write ǫ = ǫA. We note that, similarly to (40),
〈Inn(F2) ∪ {ǫ}〉 = 〈ǫ〉Inn(F2). (44)
Given a basis {u, v} of F2, we denote by µu,v the automorphism of F2 defined by a 7→ u and
b 7→ v.
Proposition 6.7 Let ϕ ∈ Aut(F2). Then the following conditions are equivalent:
(i) ϕ satisfies a Lipschitz condition for every visual metric d ∈ V A′(p′, γ′, T ) on F2, where A′ is a
basis of F2;
(ii) ϕ ∈ 〈Inn(F2) ∪ {ǫ}〉 = 〈ǫ〉Inn(F2).
Proof. (i) ⇒ (ii). By the proof of Theorem 6.5.
(ii) ⇒ (i). Let H = 〈Inn(F2) ∪ {ǫ}〉. It is well known that Aut(F2) is generated by the Nielsen
transformations N = {µb,a, µa−1,b, µab,b}. It is easy to check that
µ−1b,aǫµb,a = µb,aµb−1,a−1 = ǫ,
µ−1
a−1,b
ǫµa−1,b = µa−1,bµa,b−1 = ǫ,
µ−1ab,bǫµab,b = µab−1,bµb−1a−1,b−1 = µb−1a−1b,b−1 = ǫλb,
thus H EAut(F2).
Let d′ = σA′p′,γ′ , where A
′ = {u, v} is a basis of F2. Then µ = µu,v is an automorphism of F2 such
that Aµ = A′. Thus, for all g, h ∈ F2, we have
dA′(g, h) = dA(gµ
−1, hµ−1). (45)
We claim that
(g|h)A′p′ = (gµ−1|hµ−1)Ap′µ−1 (46)
holds for all g, h ∈ F2. Indeed, (45) yields
(g|h)A′p′ = 12(dA′(p′, g) + dA′(p′, h)− dA′(g, h))
= 12(dA(p
′µ−1, gµ−1) + dA(p′µ−1, hµ−1)− dA(gµ−1, hµ−1)) = (gµ−1|hµ−1)Ap′µ−1 .
Now (46) yields
(gǫ|hǫ)A′p′ = (gµ−1µǫ|hµ−1µǫ)A
′
p′ = (gµ
−1µǫµ−1|hµ−1µǫµ−1)Ap′µ−1 . (47)
Since H E F2, we have µǫµ
−1 ∈ H and so by Theorem 6.4 µǫµ−1 satisfies a Lipschitz condition
with respect to any visual metric d = σA
p′µ−1,γ
. By Proposition 3.4, there exists a constant Q ∈ R
such that
(gµǫµ−1|hµǫµ−1)Ap′µ−1 +Q ≥ (g|h)Ap′µ−1
holds for all g, h ∈ G. Together with (47) and (46), this yields
(gǫ|hǫ)A′p′ +Q = (gµ−1µǫµ−1|hµ−1µǫµ−1)Ap′µ−1 +Q ≥ (gµ−1|hµ−1)Ap′µ−1 = (g|h)A
′
p′ .
By Proposition 3.4, ǫ satisfies a Lipschitz condition with respect to d. Now the general case follows
from Proposition 6.1 and satisfying a Lipschitz condition being preserved by composition. 
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We can deduce from the proof of Proposition 6.7 a curious result proved by Kapovich, Levitt,
Schupp and Shpilrain in 2007. We recall that g ∈ FA is primitive if it belongs to some basis of
FA. If g = a1a2 . . . an in reduced form (ai ∈ A˜), the reversal of g (with respect to A) is defined as
gR = an . . . a2a1.
Corollary 6.8 [10, Proposition 3.1] The conjugacy class of a primitive word of F2 is closed under
reversal.
Proof. Let u be a primitive word of F2 in reduced form. Then there exists some µu,v ∈ Aut(F2).
Since H E F2, we have µu,vǫµ
−1
u,v ∈ H. Indeed, it follows from the proof of Proposition 6.7 that
µu,vǫµ
−1
u,v = ǫλx
for some x ∈ F2. Hence (39) yields
(uR)−1 = uǫ = aµu,vǫ = aǫλxµu,v = a−1µu,vλxµu,v = u
−1λxµu,v
and so
uR = uλxµu,v .
Since a conjugate of a primitive word is itself primitive, we are done. 
In particular, if u is a cyclically reduced primitive word, then uR, being cyclically reduced, must
be a cyclic conjugate of u.
Note that Corollary 6.8 does not hold for higher rank (take e.g. u = abc) or for nonprimitive
elements of F2 (take e.g. u = aba
2b2).
7 Open problems
The main open problem left by this work relates to the possibility of removing quasiconvexity from
condition (v) of Theorem 4.3.
Problem 7.1 Does every uniformly continuous endomorphism of a hyperbolic group (with respect
to a visual metric) satisfy a Ho¨lder condition? If not, would it satisfy some other type of condition?
It would be interesting to extend some of the results in Section 6 to hyperbolic, or at least
virtually free groups:
Problem 7.2 When does an automorphism of a hyperbolic (virtually free) group satisfy a Lipschitz
condition?
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