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“Mathematics began to seem too much like puzzle solving. Physics is puzzle solving, too,
but of puzzles created by nature, not by the mind of man.”
Maria Goeppert-Mayer, 1906-1972
“My methods are really methods of working and thinking; this is why they have crept in
everywhere anonymously.”
Emmy Noether, 1882-1935
“There is a theory which states that if ever anyone discovers exactly what the Universe
is for and why it is here, it will instantly disappear and be replaced by something even
more bizarre and inexplicable. There is another theory which states that this has already
happened.”
Douglas Adams, 1952-2001
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Abstract
This thesis explores quantum interference patterns present in the strong-field phenom-
ena of above-threshold ionisation and non-sequential double ionisation, which corre-
spond to one and two ionisation processes, respectively. For above-threshold ionisation
a new model is explored that uses Coulomb-distorted quantum trajectories to produce
the transition amplitude of the process. This method is one of only a few semi-analytic
models to account for the Coulomb potential for electrons in the continuum. The quan-
tum trajectories utilised in this model lead to a myriad of interference patterns, some
of which have never been identified before and the signature of most can be found in
experimental results or ab-initio solutions of the time dependent Schrödinger equation.
Given the recent interest in using such interferences for holographic imaging of atoms
and molecules, conditions and an analytic model are formulated to better understand
the potential of this new imaging process. The role of recollision is also investigated
and how trajectories in this new model relate to well known direct and rescattered
trajectories from above-threshold ionisation models employing the strong field approx-
imation. Subsequently, interference is examined for the case of non-sequential double
ionisation for the recollision with subsequent ionisation mechanism using the strong
field approximation. Many types of interference patterns are found, where previously it
was expected that interference would not play a role. These patterns are investigated in
detail and conditions formulated for them. The model is extended to different lengths of
laser pulses by incorporating a particular superposition of intermediate excited states in
the process in order to replicated experimental data, opening up the possibility of using
experimental data to reconstruct the intermediate excited state of the second electron
in the non-sequential double ionisation process.
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Impact Statement
The strong field processes studied in this thesis involve manipulation of electrons over a
few-hundred attoseconds (10−18 s), which are some of the fastest accessible timescales
in nature. Better understanding and control of this will not just benefit the strong field
community but physics and society in general.
This work has already impacted the strong field community by providing significant
contributions and adding to a framework for understanding interference and predicting
new patterns in one and two electron systems. Over the next few years these approaches
could be applied to many-body systems, finding use in multielectron dynamics and ion-
isation of molecular targets. This will allow ultrafast imaging or sensing of molecules,
which would have commercial interest to companies wishing to image fast dynamics
of small molecules. The methodology could benefit physics as a whole as it provides
faster solutions, which scale better with the number of degrees of freedom than solving
the full time-dependent Schrödinger equation. Additionally, these methods are nonper-
turbative, with regards to the external field, so ideas could be exchanged with other
areas of physics that deal with nonperturbative dynamics such as nonlinear quantum
electrodynamics or chromodynamics and condensed matter problems.
Above-threshold ionisation and non-sequential double ionisation are both interest-
ing processes that can be used to explore fundamental physics. In this thesis tunnelling
and interference both play a role, allowing for in depth study of these processes and
the interplay between them. Additionally, they are a case study for quantum-classical
correspondence, as despite the aforementioned quantum effects they are often well de-
scribed by semi-classical descriptions. Over the next few decades the application to
ultrafast imaging could allow unprecedented access to molecular dynamics in chemical
reactions. This could lead to advances over a wide range of industries. Additionally,
the increasing control of electrons over short the timescales that strong-field processes
allow could lead to new devices such as ultrafast electronics.
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Chapter 1
Historical Overview
Light matter interaction has a long history in physics, starting before the modern era
that brought quantum mechanics and relativity. Breakthroughs in the understanding
of light matter interaction have gone hand in hand with revolutions in physics. For
example Young’s double slit experiment in 1801 and Maxwell’s classical equations for
electromagnetism in 1873 helped sediment the belief that light was a purely wave-
like entity. However, following Planck’s idea that black body radiation was emitted in
energy quanta in 1901 and Einstein’s application of this to the photoelectric effect [1,
2]1 in 1905, the modern quantum picture of light was adopted2. Note that this insight
occurred through the study of light matter interaction and was a key part in developing
quantum theory as a whole. A brief overview of this history is included in [3, 4].
Adopting the idea of a photon allowed for a powerful description of the interac-
tion of light with matter and also immediately opened up the possibility of multiphoton
effects, which was even suggested by Einstein in the photoelectric paper [1, 2]. Multi-
photon effects will occur when the number of photons per unit area is sufficiently large,
for example 1020 photons per cm2 in the early experiment [5], this corresponded to
an intensity of I = 2 × 105 W/cm2. Two-photon transitions, the simplest example of
multiphoton effects, were first investigated in detail by Maria Goeppert-Mayer [6, 7]1
in 1931. Experimental confirmation of this process was not possible for sometime be-
cause of the high intensities required, but the invention of the laser in 1960 [8] allowed
such intensities to be reached. Then, in 1961 two-photon excitation of CaF2 crystals
1The second reference is an English translation of the first.
2It has since been shown the photoelectric effect can also be explained with classical light [3], so it
pointed towards a photon picture of light but was not conclusive evidence for it. However, processes such
as antibunching are conclusive evidence for the photon nature of light.
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doped with Europium was observed [5] via fluorescence. Later additional multipho-
ton effects, such as the nonlinear ionisation of gases [9, 10] in 1963, were observed.
Throughout this time perturbation theory was commonly used to describe light matter
interaction. In perturbation theory the system is represented as a power series about
a small perturbative parameter that describes the size of the interaction. This is used
to calculate ‘corrections’ to the energy and eigenstates of the interacting system using
the eigenstates of the unperturbed system as a basis. The perturbative series will have
terms of increasing powers, which correspond to the ‘order’ of the interaction and the
number of photons involved. This series will be truncated at an order appropriate to
the system and more intense fields will require higher orders. A first-order truncation
describes linear/ single photon transitions and anything above this is refers to nonlinear
or multiphoton transitions.
For a very large number of photons the perturbation picture will break down. With
large laser intensities the system will become distorted and the unperturbed eigenstates
will no longer facilitate a good description of an electron transition/ or ionisation. This
is called the nonperturbative/ strong-field regime. Before laser intensities had even
reached a point where this would become important, a solution was proposed, a theory
was suggested that used the solution of an electron in a plane electromagnetic wave,
known as a Volkov state, as a final solution for the electron in the laser field [11–13].
This provided the first step to a new type of approach that ultimately yielded a new
interpretation of ionisation. For strong low-frequency fields photons can be neglected as
there is a high enough density such that the light will act like a classical field3. For par-
ticularly high fields intensities (around 1013 W/cm2 for a wavelength of about 800 nm)
the Coulomb potential of an atom will be distorted sufficiently by the incident laser field
so that the bound electron will be able to escape via quantum tunnelling, see figure 1.1.
This is known as tunnel ionisation. An approach which could account for this effect
[14] was published in 1965 by Keldysh. This was long before laser intensities were
sufficient to cause tunnel ionisation, which led to slow adoption of the theory initially
and was compounded by the fact that the theory neglected the Coulomb potential for
continuum electrons, which caused discrepancies with measured photoelectron angular
3This is dependant on what the light is interacting with, in this case we are considering valence electrons
in atoms or molecules.
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FIGURE 1.1: The combined effect of the Coulomb potential and laser
field, leading to a distorted potential, through which the electron may
escape via quantum ionisation. The ionisation potential of the system is
denoted Ip, the ground state by |ψg〉 and the final continuum state by
|ψp〉, where p refers to the final momentum of the electron.
distributions. For example the experiments [15, 16] gave inconsistent results with the
theory developed by Keldysh, although this should be expected as the results are not
in the regime where tunnelling is the appropriate mechanism. In the late 1980s, how-
ever, laser intensities rose to a point where a tunnelling description became applicable
and theories of this kind were widely adopted to explain phenomena in the strong-field
regime, more details on the main successes are given in Chapter 3. The approaches
developed around that time to model this effect following the methodology of Keldysh
are often called KFR theories after Keldysh, Faisal and Reiss, who published seminal
contributions [14, 17, 18] that have been widely used.
In order to understand when it is appropriate to describe ionisation in terms of tun-
nelling and thus whether KFR theory will apply, a few parameters will be introduce that
can be used as a guide4. Firstly, in this work we will often consider an electron in a laser
field. Thus, the concept of the ponderomotive energy of the electron will be used, this is
defined as: "the cycle-averaged quiver energy of a "free" electron in the laser field" [4]. In
other words, the ponderomotive energy, denoted Up, gives the energy of the oscillations
of the electron due to the field, averaged over a cycle. This does not include kinetic en-
ergy due to the drift velocity of the electron. It is given by Up = q2eE0/(4meω
2
0), where
4Such parameters are often deceptively simple and may not account for all necessary features. Thus it
should be stressed they only provide a guide to the theories.
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qe is the charge of the electron, E0 is the linearly polarised electric field amplitude of
the laser, me is the mass of the electron and ω0 is the angular frequency of the laser. In
this work we will be considering ‘low-frequency fields’. This means the photon energy
is low in comparison to the ionisation potential of the bound state Ip. The multiquan-
tum parameter can be used to determine if this is the case, given by K0 = Ip/(~ω0).
If K0  1, this is the multiquantum regime [19], where many photons are required
for ionisation, while for K0 ≈ 1 and K0  1, these are the few-quantum and single-
quantum regimes, respectively. However, K0 does not determine if tunnel ionisation
is a reasonable description, as it does not take into account the strength of the field.
This can be determined by the Keldysh parameter, denoted γ, this uses the ionisation
potential, frequency and field strength to give an idea of the applicability of tunnelling,
it is given by γ =
√
2meIpω/(eE0). This can also be expressed in terms of just the pon-
deromotive energy and ionisation potential γ =
√
Ip/(2Up). If γ  1 this is considered
the tunnelling domain, this is the strong-field regime that is considered throughout this
work, while if γ  1 this is called the multiphoton domain, in this regime a tunnelling
picture/ KFR theory is not expected to give good results.
In this thesis a detailed analysis of interference effects is performed for two dif-
ferent processes in strong field physics, above-threshold ionisation (ATI) in Part I and
non-sequential double ionisation (NSDI) in Part II. ATI and NSDI are one and two elec-
tron ionisation processes, respectively. In NSDI there is also strong electron correlation
between the two electrons. They are both well described by a semi-classical nonper-
turbative description of light matter interaction and the general framework common to
both is given in Chapter 2. In Part I a new model for describing ATI is explored, known
as the Coulomb quantum-orbit strong field approximation (CQSFA), which accounts for
the Coulomb potential for continuum electrons by including both a phase and consid-
ering Coulomb distortion of the trajectories. An introduction to ATI is given in Chapter
3 then the theory required to understand ATI in terms of the CQSFA is given in Chap-
ter 4. The CQSFA produces a significant number of previously unexplored interference
patterns (Chapters 5 and 7) most of which can be identified in experimental results. In
Chapter 6 conditions and an analytic model are explored in order to investigate using
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this interference for electron holography5. The topic of recollision is also covered in
Chapter 7 in order to better understand how it fits in with this new CQSFA model and
what the effects are on the interference patterns. In Part II the more complex two elec-
tron process of NSDI is investigated in the context of interference, however this time
using the simpler ‘work horse’ of strong field physics, the strong field approximation
(SFA). An introduction to NSDI is given in Chapter 8, followed by the theory required
to understand NSDI in terms of the SFA in Chapter 9. Many of the interference patterns
found, like in the previous part, have not been studied before, so in Chapter 10 a thor-
ough analysis of such patterns is performed. In fact, this work is some of the first to
consider the possibility of interference in NSDI as it was previously not expected to play
a role. The model is also extended to consider few-cycle laser pulses (Chapter 11) and
this is used to work backwards from experimental data to reconstruct an intermediate
excited state of the second electron in the time-delayed NSDI process.
5Electron holography is a form of interferometric measurement using the ionised electron upon the
parent ion.

Chapter 2
Underlying Framework and Theory
In this chapter we will define the general theoretical framework used throughout the
thesis, starting with an introduction to strong field physics from first principles, for
more details on this see [20]. All approximations that are used will be discussed and
approaches employed to solve these problems that are relevant to this thesis are briefly
mentioned. The saddle point approximation (SPA) and how it leads to quantum tra-
jectories is discussed in detail. This methodology provides a powerful tool for studying
interference.
2.1 Light Matter Interaction
In all this work relativistic effects can be ignored as the speeds of the particles and
energies of the fields are not high enough. Additionally, the light-matter regime of
interest is accurately described by a classical fields without quantisation, due to the
high intensity and low frequency of the field relative to the atomic ionisation potentials.
Thus, in any process a large number of photons will be involved. Furthermore, given the
high intensity of the field, it is reasonable to neglect any backreaction of the electron(s)
on the field, so the dynamics of the field will be fixed and will not depend on the motion
of the electron(s). Given these assumptions, the Hamiltonian for a single electron in a
Coulomb potential and strong laser field is given by
Hˆ(c) =
1
2me
(pˆ− qeA(rˆ, t))2 + V (rˆ), (2.1)
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this is given in the Coulomb gauge, where the gauge fixing∇·A = 0 is used. HereA(rˆ, t)
is the classical vector potential, V (rˆ) is the Coulomb potential and rˆ and pˆ denote the
position and momentum operators, respectively. The symbol me denotes the mass of
the electron and qe the charge. Now we present various considerations/ approximations
that lead to more specific Hamiltonians. This leads to the framework that are more
commonly employed in the literature and that will be used in this thesis.
2.1.1 Atomic Units
From this point and throughout the rest of this thesis atomic units will be used, unless
specified otherwise. This means that ~ = ke = me = e = 1, where ~ is the reduced
Planck’s constant, ke = 1/(2pi0) is the electric force constant and e is the elementary
charge. Note from Eq. (2.2) qe = −e = −1. This means that units of time, space,
energy, momentum, charge, electric field strength and all others can be given by atomic
units, denoted a.u. for all quantities. The speed of light in these units is given by
c = 137.03600. In atomic units Eq. (2.1) reads
Hˆ(c) =
1
2
(pˆ+A(rˆ, t))2 + V (rˆ). (2.2)
2.1.2 Dipole approximation and Velocity Gauge
The wavelength of the field, often around around 800 nm in this work, will be much
larger than size of the system d (typically 1 a.u. ≈ 5.30×10−2 nm for hydrogen) or even
the electron excursion, which will be about 10 nm for a few laser cycles. Thus, the spatial
part of the vector potential is neglected in the dipole approximation, A(rˆ, t) ≈ A(t),
which will be use throughout. Now Eq. (2.2) becomes
Hˆ(v) =
1
2
(pˆ+A(t))2 + V (rˆ), (2.3)
this form of the Hamiltonian is known as the velocity gauge1. This change makes the
Hamiltonian easier to solve without significantly affecting accuracy for the parameters
ranges of interest. As previously stated the region where this approximation is valid is
1Some authors also refer to the Coulomb gauge as the velocity gauge [21]
Chapter 2. Underlying Framework and Theory 37
defined by λ d, where d is the size of the system. However, the dipole approximation
also amounts to neglecting the magnetic field, given that B = ∇×A(r, t), which gives
zero if there are no spatial components. Thus, we must ensure that the displacement
due to the magnetic field is much smaller than the system size. Using a first order
approximation for the magnetic field this leads to the following condition upon the
electric field strength
|E0| 
√
dcω3
2pi
, (2.4)
where ω is the angular frequency of the laser field given by ω = 2pic/λ, where c =
137.036 a.u. is the speed of light and E0 is the electric field strength. This gives a
limit on the size of the electric field strength beyond which the magnetic field must be
considered. This means that for very low frequency fields the large velocities picked
up by the electrons leads to sufficient interaction with the magnetic field such that the
dipole approximation will break down. For typical fields (for example in [22]), λ =
800 nm and I = 2× 1014 W/cm2, the left hand side and right hand side of Eq. (2.4) are
7.5 × 10−4 and 6.3 × 10−2, respectively, thus the dipole approximation is valid. For the
very long far infrared wavelengths used in [23], λ = 16 µm and I = 3.4×1011 W/cm2 the
left hand side and right hand side of Eq. (2.4) are 3.1×10−5 and 7.1×10−4, respectively,
at this point one may start having to consider account for the magnetic field for certain
process. Recent study have investigated the break down of the dipole approximation for
low-frequency fields and in NSDI [24–30]. Throughout this thesis all parameters will be
well within what is required for the dipole approximation.
2.1.3 Other Transformations
From the form of the Hamiltonian, given in Eq. (2.3), transformations are often applied
for convenience. For a general unitary transformation U the Hamiltonian transforms in
the following way
Hˆ(2) = UHˆ(1)U† + idU
dt
U†, (2.5)
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which can be derived from the time dependent Schrödinger equation. If the following
form is given for unitary transformation G = exp(iF (r,A, t)) this changes the transfor-
mation equation to
Hˆ(2) = GHˆ(1)G† +
∂F
∂t
. (2.6)
We can obtain the length gauge by applying the unitary transformation
G(vl) = exp(iA · r) (2.7)
to Eq. (2.3) and using the gauge field χ = −rˆ ·A(t) to transform the potentials. This
gives the length-gauge Hamiltonian as
Hˆ(l) =
1
2
pˆ2 − rˆ ·E(t) + V (rˆ), (2.8)
where E(t) is the electric field of the external laser field and E(t) = −∂A(t)/∂t. Also
sometimes used is the unitary Kramers-Henneberger’s transformation given by
G(la) = exp
(
i r˙ ·
∫ t
A(τ)dτ
)
, (2.9)
which gives the Hamiltonian
H(a) =
1
2
(
pˆ2 +A(t)2
)
+ V
(
rˆ+
∫ t
A(τ)dτ
)
. (2.10)
This is often called the acceleration frame. This is because the frame follows the motion
of a classical electron in the laser field.
2.2 S-Matrix Approach
Now that we have various forms of the Hamiltonian we can write the time-dependent
Schrödinger equation
i∂t|ψ(t)〉 = Hˆ(t)|ψ(t)〉 , (2.11)
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which describes the evolution of an electron under the influence of the binding potential
and the external field. The Hamiltonian may be split into Hˆ(t) = Hˆa + HˆI(t), where
Ha =
pˆ2
2
+ V (rˆ) (2.12)
gives the field-free one-electron atomic Hamiltonian. As previously stated V (rˆ) is a
Coulomb-type potential
V (rˆ) = − C√
rˆ · rˆ , (2.13)
where 0 ≤ C ≤ 1 is an effective coupling, and HI(t) gives the interaction with the
external field. In the length and velocity gauge, HˆI(t) = −rˆ · E(t) and HˆI(t) = pˆ ·
A(t) + A(t)2/2, respectively. Like most strongly interacting systems Eq. (2.11) can not
be solved analytically. It is possible to solve this numerically and with today’s resources it
is not too computationally expensive for single/ few-particle systems, but this will scale
badly for systems with more particles. Additionally, direct numerical solutions are not
well suited to laser fields of longer wavelength as the larger excursions of the electron
means that bigger grids are required. In this work we intend to probe analytically
the dynamics of the system, particularly we are interested in probing interferences. An
alternative approach to solving the Schrödinger equation directly is to write the problem
as an S-matrix transition amplitude, a technique often using in scattering problems. This
means that the transition amplitude of the electron ionising with momentum p can be
written
M(p) = lim
t→∞
t0→−∞
〈ψp(t)|U(t, t0)|ψ(t0)〉 , (2.14)
|ψp〉 is a final unbound state of the electron far from the Coulomb potential after the
laser has been turned off with a momentum p and |ψ(t0)〉 is an initial bound state before
the laser has been turned on. The time-evolution operator is given by
U(t, t0) = Tˆ exp
[
−i
∫ t
t0
Hˆ(t′)dt′
]
, (2.15)
where Tˆ denotes time-ordering, relates to the full Hamiltonian Hˆ(t) evolving from an
initial time t0 to a final time t. The time-evolution operator is currently in an unhelp-
ful form as it tells us little about the system and is difficult/ impossible to compute
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analytically. We can improve this by using the Dyson equation
U(t, t0) = Ua(t, t0)− i
∫ t
t0
U(t, t′)HI(t′)Ua(t′, t0)dt′ , (2.16)
where Ua(t, t0) = exp[iHa(t − t0)] is the time-evolution operator associated with the
field-free Hamiltonian. This yields an intermediate time that is integrated over, ulti-
mately this will be interpreted as the time of ionisation.
Substituting Eq. (2.16) into Eq. (2.15) leads to the formally exact2 ionisation ampli-
tude
M(p) = −i lim
t→∞
∫ t
−∞
dt′
〈
ψp(t)|U(t, t′)HI(t′)|ψ0(t′)
〉
, (2.17)
with |ψ0(t′)〉 = exp[iIpt′] |ψ0〉, where Ip is the ionisation potential. Note the first term
from Eq. (2.16) gives zero when substituted into Eq. (2.15) as bound states are con-
sidered to have no overlap with the final momentum states. Now we have written the
S-matrix transition amplitude in a form that is easier to to interpret. However, the time-
evolution operator within this equation is still very tricky to compute. Below we present
some tools that make it easier to evaluate this expression.
2.2.1 Volkov states and operators
The Volkov state is the solution of an electron in an oscillating electric field, which has
an exact solution and is given in the length gauge by,
|ψv(t)〉 = e−iSp(t) |p+A(t)〉 (2.18)
where,
Sp(t) =
1
2
∫ t
t0
dτ(p+A(τ))2, (2.19)
here t0 is some arbitrary initial time that just contributes to the phase. Then the Volkov
time-evolution operator is given by,
U (V )(t, t′) = e−
i
2
∫ t′
t dτ(p+A(τ))
2 |p+A(t′)〉 〈p+A(t)| (2.20)
2This is exact in the context of the previously discussed approximations.
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In the strong field approximation and related KFR approaches the solution of the elec-
tron in the continuum is given by a Volkov state. This means that the Coulomb potential
is neglected for electrons in the continuum and the time-evolution operator in Eq. (2.17)
can be replaced by Eq. (2.20).
2.2.2 Path Integral Approach
Another approach, which is one of the key parts of Chapters 3-7, is to use path integrals
to evaluate the time-evolution operator. For further reference on path integrals in non-
relativistic quantum mechanics see [31].
In our case it is most useful to look at the path integral representation of the tran-
sition amplitude from one momentum |pi〉 state to another |pf 〉, which takes the form
〈pf |U(tf , ti)|pi〉 . (2.21)
This will allow the time-evolution operator in Eq. (2.17) to be written in terms of a path
integral. Now the main steps to get to the path integral formulation will be sketched
out. First the time-evolution operator is expressed as a product of many time-evolution
operators each covering a small time interval. This is called time slicing and the full
time-evolution operator can be written as
U(tf , ti) =
N+1∏
n=1
U(tn, tn−1), (2.22)
where tN+1 = tf and t0 = ti. Then we can approximate each sliced time-evolution
operator by
U(tn, tn−1) ≈ exp
[
−iTˆ (tn)∆t
]
exp
[
−iVˆ∆t
]
, (2.23)
where ∆t = tn − tn−1, and Tˆ (tn) and Vˆ are the kinetic and potential energy opera-
tors from the Hamiltonian. The Baker-Campbell-Hausdorff formula has been used on
Eq (2.15) to split Tˆ (tn) and Vˆ apart into products. Terms of order O(∆t2) and above
have been neglected. In the limit that the number of time slices goes to infinity, then
∆t→ 0 and this approximation will become exact. The next step is to add to each sliced
42 Chapter 2. Underlying Framework and Theory
time-evolution operator resolutions of the identity in momentum and space given by
1 =
∫
dpn
∫
drn |pn〉 〈pn|rn〉 〈rn| , (2.24)
inserting this in between the kinetic and potential exponent leads to
U(tn, tn−1) =
∫
dpn
∫
drn exp
[
−iTˆ (tn)∆t
]
|pn〉 〈pn|rn〉 〈rn| exp
[
−iVˆ∆t
]
. (2.25)
The operators can act on the states, giving the eigenvalues in their place. This effec-
tively means the kinetic and potential energy operators are replaced by their classical
counterparts
U(tn, tn−1) =
∫
dpn
∫
drn
(2pi)3
exp [−iT (tn)∆t] exp [−iV∆t] exp [−ipn · rn] |pn〉 〈rn| ,
(2.26)
where the identity for a plane wave 〈pn|rn〉 = exp(−ipn · rn)t)/(2pi)3/2 was used. This
result for the sliced time-evolution operator can added back into the full time-evolution
operator, Eq. (2.22), to give
U(tf , ti) =
N+1∏
n=1
(∫
dpn
∫
drn
(2pi)3
exp [−iT (tn)∆t] exp [−iV∆t] exp [−ipn · rn] |pn〉 〈rn|
)
.
(2.27)
This in turn can be substituted into Eq. (2.21) to give the transition amplitude
〈pf |U(tf , ti)|pi〉 =
N+1∏
n=1
(∫
dpn
) δ(pf−pN+1)︷ ︸︸ ︷
〈pf |pN+1〉
N+1∏
n=1
(∫
drn
(2pi)3/2
)
(2.28)
×
N∏
n=1
{
exp
[
−i∆t
(
T (tn) + V +
pn · rn
∆t
)]
〈rn|pn−1〉
}
, (2.29)
then using 〈rn|pn−1〉 = exp(ipn−1 · rn)t)/(2pi)3/2 yields
〈pf |U(tf , ti)|pi〉 =
N∏
n=1
(∫
dpn
)N+1∏
n=1
(∫
drn
(2pi)3
)
(2.30)
× exp
[
−i
N∑
n=1
{
∆t
(
T (tn) + V +
pn − pn−1
∆t
· rn
)}]
. (2.31)
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Now we take the limit that N →∞ and ∆t→ 0, this leads to,
N∏
n=1
(∫
dpn
)
→
∫
D′p, (2.32)
N+1∏
n=1
(∫
drn
(2pi)3
)
→
∫ Dr
(2pi)3
, (2.33)
N∑
n=1
∆t→
∫ tf
ti
dτ, (2.34)
pn − pn−1
∆t
→ p˙. (2.35)
Now we can write the final form of the path integral equation for the momentum S-
matrix amplitude, given in terms of a phase space action
〈pf |U(tf , ti)|pi〉 =
∫
D′p
∫ Dr
(2pi)3
exp (iA(p, r)) , (2.36)
where the classical action is given by
A(p, r) = −
∫ tf
ti
dτ (p˙ · r+H(p, r, t)) (2.37)
and the H(p, r, t) is the classical Hamiltonian of the system and the integrand in the
Lagrangian.
2.3 The Saddle Point Approximation
The saddle point approximation, also known as the method of steepest descent or sta-
tionary phase method, is an approximate method of calculating integrals. In order to
compute integrals such as that given in Eq. (2.36) the saddle point approximation is
very useful. For quantum mechanics problems formulated in terms of an action, it has
the added bonus of providing semi-classical equations of motion that lead to ‘quantum
trajectories’, which arise from finding stationary action with respect to the integration
variables. For this reason it is sometimes called the semi-classical approximation, par-
ticularly when applied to path integrals. It can be applied to ordinary integrals written
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in the form
I(λ) =
∫ ∞
−∞
dxF (x) exp [iλS(x)] . (2.38)
If λ is large and the function F (x) is slowly varying in comparison to the rest of the in-
tegrand then the saddle point approximation will be valid. The saddle point approxima-
tion proceeds by Taylor expanding the function S(x) about its saddle(s) i.e. S′(xs) = 0,
to second order3. So that
S(x) ≈ S(xs) + S
′′(xs)
2
(x− xs)2 (2.39)
Inserting this into Eq. (2.38) leads to
I(λ) ≈ F (xs) exp [iλS(xs)]
∫ ∞
−∞
dx exp
[
iλ
S′′(xs)
2
(x− xs)2
]
. (2.40)
The above Gaussian integral can be performed analytically to give
I(λ) ≈
√
2pi
iλS′′(xs)
F (xs) exp [iλS(xs)] , (2.41)
which can be generalised to include many saddle-points solutions
I(λ) ≈
∑
s
√
2pi
iλS′′(xs)
F (xs) exp [iλS(xs)] . (2.42)
In this work the first term,
√
2pi
iλS′′(xs)F (xs) will often be singled out and called the
prefactor. If the action is integrated over many variables there is a multivariable version.
Then the integral takes the form
I(λ) =
N∏
n=1
(∫ ∞
−∞
dx
)
F (x1, . . . , xN ) exp [iλS(x1, . . . , xN )] . (2.43)
3There is no linear term as the expansion is around a stationary point
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In this case there are N saddle point equations/ equations of motion
∂S
∂x1
= 0, . . . ,
∂S
∂xN
= 0. (2.44)
Expanding in a multivariable Taylor expansion and computing N Gaussian integrals
leads to
I(λ) ≈
(
2pi
iλ
)N
2 ∑
s
(
det[S′′(x1s, . . . , xNs)]
)−1/2
F (x1s, . . . , xNs) exp [iλS(x1s, . . . , xNs)] ,
(2.45)
where S′′(x1s, . . . , xNs) denotes the Hessian matrix of the multivariate action. In order
to generalise this for path integrals we must consider an infinite dimensional version of
Eq. (2.43), this can be written in functional form as,
I(λ) =
∫
DxF [x] exp (iλS[x]) (2.46)
The saddle point equations can now be written as δS[xs] = 0, which using calculus of
variations will yield the Euler-Lagrange equations or Hamilton’s equations. The action
must now be expanded in terms of a second-order functional Taylor expansion given by
S[x(t)] ≈ S[xs(t)] + 1
2
∫∫
dtdt′δx(t)
δ2S
δx(t)δx(t′)
δx(t′), (2.47)
where δxs(t) = x(t)−xs(t), the derivatives here are functional derivatives and as before
there is no linear terms due the saddle point equation δS[xs] = 0. Inserting this into
Eq. (2.46) yields
I(λ) ≈
∑
s
F [xs] exp (iλS[xs])
∫
Dx exp
[
i
1
2
∫∫
dtdt′δx(t)
δ2S
δx(t)δx(t′)
δx(t′)
]
. (2.48)
The Gaussian functional integral can then be calculated in a similar way to the multi-
variable case to give
I(λ) ≈
∑
s
F [xs]
[
det
(
δ2S
δx(t)δx(t′)
)]−1/2
exp (iλS[xs]) . (2.49)
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The functional derivative inside the determinant will reduce to a differential operator.
It is not easy to compute this but luckily if we are dealing with an action for a real
system with meaningful definitions for position and momentum the above equation can
be written as
I(λ) ≈
∑
s
F [xs]
[
det
(
−∂ps(tf )
∂xs(ti)
)]1/2
exp (iλS[xs]) , (2.50)
where the subscripts i and f denote initial and final, respectively. This expression is
much easier to calculate as the determinant is of a 3 × 3 matrix for a system with 3
spatial coordinates. This can be applied to the phase space path integral matrix element
given by Eq. (2.36) which results in
〈pf |U(tf , ti)|pi〉 ≈
∑
s
[
det
(
−∂ps(tf )
∂rs(ti)
)]
exp [iA(ps, rs)] . (2.51)
Aside from the requirement of a fast varying action and slow varying prefactors, for
the SPA to be applicable the solutions of the saddle point equations must not become
degenerate (or nearly degenerate) i.e. S[xs] = S[xs′ ] if s 6= s′ otherwise the SPA will
fail. This can be issue can be rectified if a higher order expansion of the action is used.
One extension of the SPA that does this is called the uniform approximation and will
be discussed in Chapter 9, however this is in relation to the SPA in the SFA where only
ordinary integrals are used. No such expansion has been applied to the CQSFA as similar
extension are more difficult for functional integrals.
2.4 Quantum Trajectories
Solving the stationary action/ saddle point equations returns solutions known as to
quantum trajectories. They are called this as they can account for inherently quantum
behaviour, such as interference and tunnelling, despite the fact they are governed by
classical equations of motion. The interference is possible because each quantum trajec-
tory leads to a complex valued amplitude that when combined with the amplitude due
to another quantum trajectory may lead to interference effects. Tunnelling is possible
because the solutions of the classical equations must often be extended to the complex
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plane leading to non-classical effects. In the case of tunnel ionisation (and most other
semi-classical descriptions of tunnelling), the time (of ionisation) is complex and prop-
agation parallel to the imaginary axis to get (to the real time axis) is what results in the
tunnelling of the electron.
Quantum trajectories provide a useful self consistent ‘physical’ picture of what is
going on. However, the trajectories are not observable so are not themselves ‘physical’.
Only the final transition amplitude that is combination of all the possible trajectories is
physical. This is no different to the fact that the wavefunction itself is not completely
physical, so one should not exclude quantum trajectories from being used to interpret
results.
2.5 Quantum Interference
A description of quantum interference when employing the SPA to give quantum trajec-
tories is very easy and intuitive. The probability distribution for two interfering transi-
tion amplitudes can be easily simplified when using the SPA,
Ω = |M1 +M2|2 (2.52)
= |eiS1 + eiS2 |2 (2.53)
= | exp(iS1)|2|1 + exp(i∆S12)|, (2.54)
where ∆S12 = S2 − S1. For a real ∆S12 this simplifies to
= 4| exp(iS1)|2 cos(∆S212/2), (2.55)
this clearly gives interference fringes. The maxima are given by equating ∆S212/2 = 2pin,
where n is an integer. In this formulation we have neglected the prefactors, often the
phase of the prefactors is slowly varying and their effect can easily be understood in
terms of shaping the final momentum distributions. A more general version of Eq. (2.55)
can be formulated without assuming real action, considering an arbitrary number of
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trajectories and the prefactors,
Ω =
N∑
s=1
Vs exp(iSs) (2.56)
= Vs| exp(iS1)|2︸ ︷︷ ︸
shaping
1 +
N∑
s=2
Vs
V1
exp (iIm[∆S1s])︸ ︷︷ ︸
switching
exp (iRe[∆S1s])︸ ︷︷ ︸
interference
 . (2.57)
The labels shaping, switching and interference give the dominant role of each term: To
shape the overall distribution, to switch interference on/ off and to form the interference
fringes, respectively. The minima and maxima of the fringes can be found by an analysis
of the argument of the interference exponential, in a similar manner to that above. This
is not a fully rigorous analysis but gives a flavour of the type of analysis that is used to
understand the different interference patterns present in this thesis.
Part I
Above Threshold Ionisation
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Above-Threshold Ionisation (ATI) is the removal of an electron from an atom, molecule,
or any other target with at least one bound electron, with more energy than required by
the ionisation potential. A detailed account of the different theories that are typically
used to describe this process can be found in [32] and a brief history is given in [33].
3.1 Background
ATI was originally observed in 1979 [34] as a multi-photon effect in the ionisation of
xenon atoms by a strong laser field (8 × 1012 W/cm2). In this experiment it was found
some photoelectrons were ionised with an additional photon’s worth of kinetic energy
than expected, see Fig. (3.1). The observation of ATI was enabled by the measurement
of the relative yield across photoelectron energies, as opposed to just the overall yield
for different laser intensities. This original observation of ATI can be described as pertur-
bative with regard to the laser field, as it can be understood in terms of a few photons,
however later there was the first evidence of non-perturbative ATI [35]. In these results
multiple ATI orders, i.e. many peaks in the photoelectron yield each corresponding to
the absorption of an additional photon, were observed. It was reported that peaks corre-
sponding to the absorption up to 19 photons (11 in ionisation and 8 in the continuum)
were observed. Additionally, there was an unexpected decrease in the yield for low en-
ergy photoelectrons for increased laser intensity. This effect was described by channel
closure, where increasing the laser intensity also increased the effective atomic binding
potential through Stark shifting, closing off the lowest order ATI channel, which trans-
lates to the lowest energy peak in the photoelectron yield being suppressed. However,
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FIGURE 3.1: Energy spectra of emitted electrons in above-threshold
ionisation of xenon, taken from [34]. The circles show results taken
for a laser field with a photon energy of ~ω = 2.34 eV and intensity
I = 8 × 1012 W/cm2, which shows a secondary peak resulting from the
absorption of an additional photon beyond that required for ionisation.
Note the gap between the two peaks is equal to the photon energy. The
triangles show results from a different wavelength, ~ω = 1.17 eV, and
intensity, I = 4× 1013 W/cm2, where ATI was not observed.
the photon energy, ~ω, was still high enough and the intensity low enough such that
perturbation theory was applicable and able to explain these results.
With the advancement of CO2 lasers in the 1980s, wavelengths of 10 µm became
possible for intense fields (greater than around 1013 W/cm2). Now the ATI tunnelling
regime could be explored. The first experimental demonstration of tunnel ionisation
was observed for xenon in 1985 [36], see Fig. (3.2). Requiring nearly 100 photons
to ionise xenon at these frequencies, the multi-photon picture breaks down here. The
application of standard perturbation theory is practically impossible. The Keldysh tun-
nelling picture/ KFR (Keldysh Faisal Reiss) theory [14, 17, 18, 37] had been developed
in the previous couple of decades and was valid for this low frequency, high intensity
situation. It gave good results for ionisation yields and photoelectron energy spectra and
thus it was steadily adopted. Reviews on this topic are given in [19, 38]. It should be
noted that although KFR and the related strong field approximation (SFA) approaches
replaced perturbation theory as descriptions for strong field ionisation, these methods
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FIGURE 3.2: Ionisation yield of xenon vs laser intensity at two different
laser wavelengths, λ = 9 µm (left) and λ = 10 µm (right), taken from
[36]. The lack of resonance in the two ionisation curves and their sim-
ilarity is consistent with the behaviour expected from tunnelling theory
[14, 37].
still use perturbative expansions, most notably, they typically use a zero-order expan-
sion in a Born series (or equivalent approximation) of the Coulomb field for continuum
electron states and a first order expansion about the laser field for bound states.
KFR-type tunnelling theories had much success in the late 80s and 90s, providing
successful descriptions to various new strong field phenomena, such as a plateau [39,
40] and a cut-off [41] in the spectra from photons released in high harmonic generation
(HHG) and the plateau in rescattered ATI [41] known as high-order above-threshold
ionisation (HATI). The plateau in HATI for a monochromatic, linearly polarised field, or
a long enough pulse, may extend to a photoelectron energy of up to 10Up, and consists
of ATI peaks with comparable intensities, see Fig. (3.3). It results from a hard elastic
collision of an electron, which is backscattered by its parent ion [41, 42], for reviews
see [33, 43]. These successes made the tunnelling picture central to strong field physics.
Strong field phenomena were intuitively understood in terms of the behaviour of semi-
classical trajectories, such as those in the three-step model [44] for HATI and HHG.
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FIGURE 3.3: ATI spectra of all1rare gases, taken from [41]. This shows
the ATI plateau, which can be explained by the three-step model [44].
The intensities are 3× 1014 W/cm2 for He and 2× 1014 W/cm2 for all the
others.
What is now typically called the SFA was initially developed from KFR-type theories
to explain phenomena in HHG and ATI [42, 45, 46]. One particularly powerful addition
was the use of the saddle point approximation (SPA) to obtain semi-classical trajecto-
ries/ orbits and this also makes it a very numerically inexpensive method in comparison
to ab-initio methods. Other variants of KFR-type theories use methods such as Bessel
function expansions [47] instead of applying the SPA. For a given final electron mo-
mentum there may be multiple orbits that the active electron may follow. From each
orbit one can calculate a transition amplitude. The transition amplitudes from paths
leading to the same final momentum can be combined and will interfere. Using this
technique interference based features such as the ATI rings [42] may be reproduced.
For a qualitative description of strong-field dynamics in ATI, particularly when focus-
ing just on overall yields, the SFA description works quite well and has enjoyed many
successes in ATI [42, 48], HHG [45, 49, 50] and non-sequential double ionisation [51,
52] discussed in Part II. However, the approximation to neglect the binding potential in
the electron propagation and approximate the continuum by field-dressed plane waves
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leads to discrepancies with experiment.
3.2 The Effect of the Coulomb Potential
From the mid-2000s many features not captured by the SFA that stem from the inter-
play between the residual binding potential and the laser field have been identified in
experiments. Observations of these features were made possible by the development
of the cold-target recoil ion momentum spectroscopy (COLTRIMS) technique [24, 53],
which provides the ionisation yields over the momentum components parallel and per-
pendicular to the laser field polarisation, see Fig. (3.5) for an example. Examples of
such features are (i) the low-energy enhancements/ low-energy structure (LES) in ATI
spectra (see Fig. (3.4)) [54–64], (ii) the fan-shaped structure in angular resolved ATI
electron momentum distributions (see Fig. (3.5)) [22, 65, 66], and (iii) the species
dependency in nonsequential double ionisation (NSDI) with circularly polarised fields
[67].
The example (i), the LES is an unexpected increase in the yield for ATI photoelec-
tron spectra in the low energy region that differed from the results of KFR-type theories,
see Fig. (3.4). This jump in yield has been linked to the Coulomb potential, specifically
it can be explained by forward scattered classical electron orbits [54, 56–59, 62–64].
Subsequently even lower energy structures have been found, the very low energy struc-
ture (VLES) [60] and the near-zero energy structure (NZES) [24, 62, 68, 69]. While
examples (i) and (iii) may be explained by classical methods [54, 56–60, 63, 64, 67],
(ii) is a quantum-interference effect that occurs near the ionisation threshold. Studies
of near-threshold ATI using the SFA [70, 71] have shown that the interference of events
separated by at most half a cycle leads to nearly vertical fringes, whose distortion by
the Coulomb potential leads to the fan-shaped structure see Fig. (3.5). This relationship
has been investigated by modifying the final electron scattering state [71, 72], compar-
ing the full solution of the time-dependent Schrödinger equation (TDSE) for short- and
long-range potentials [72], and performing classical-trajectory computations which re-
late the fringes to laser-dressed Kepler hyperbolae with neighbouring angular momenta
1This is all the non-radioactive rare gases, so does not include radon or oganesson (which was only first
synthesised in 2002).
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FIGURE 3.4: ATI spectra of argon showing the low-energy structure
(LES), taken from [55], with an intensity of 1.5× 1014 W/cm2 and wave-
lengths of 2 µm.
[73, 74]. One should also note that, in strong-field photodetachment of negative ions,
i.e. for short-range binding potentials, there is a very good agreement between the SFA
and the full solution of the TDSE [75–77] and experimental results [78], with approx-
imately vertical fringes instead of a fan. It should be noted, in a study with relatively
short laser wavelengths λ = 400 − 800 nm [22], some of the features of the fan-like
structure were related to Freeman resonances, although this sort of explanation could
not explain all the features at these wavelengths. Freeman resonances would be ex-
pected in few-photon ionisation, which is consistent with the fact the aforementioned
study used shorter wavelengths.
The combined effect of the long-range binding potential and the external driving
field on the electron trajectories is important. For instance, it has been shown, us-
ing the model that will be introduced in the next chapter, the Coulomb-quantum orbit
strong-field approximation (CQSFA) [79], that the fan-shaped structure results from the
interference of trajectories that reach the detector directly with those that are forward-
deflected by the core without undergoing hard collisions [80]. It was shown that the
fan-like fringes are caused by the fact that the Coulomb potential distorts the deflected
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FIGURE 3.5: ATI photoelectron angular distributions (PADs), where pz
and pt denote the momenta parallel and perpendicular to the laser field
polarisation, of argon showing the fan-shaped structure, taken from [22].
The intensity and wavelength are marked on the panels.
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trajectories unequally for different scattering angles and electron momenta. The phase
difference between the two interfering types of trajectories is dependent on the elec-
tron scattering angle. This causes distortions in the intra-cycle fringes obtained from
the SFA, which then form the fan-shaped pattern. Whilst this structure is widely stud-
ied and known to occur for long-range potentials, in most cases methods have been
used that are unable to give a good explanation of how these patterns form. These
include the numerical solution of the time-dependent Schrödinger equation for short-
and long-range potentials, for which specific sets of orbits cannot be disentangled, or
classical-trajectory methods, for which quantum interference does not occur [72–74].
Hence, there is a need for a quantum-orbit based method that exploit the saddle point
approximation in a similar way to the SFA but includes the effect of the Coulomb poten-
tial. Models like this can be used to disentangle interference effects, which is important
when considering imaging processes like electron holography. Thus, a few models along
these lines have been developed:
1. Coulomb-Volkov Approximation (CVA) and Quantitative Rescattering theory
(QRS): The CVA [70, 71, 74] uses a Coulomb-Volkov wave function, which as-
sumes the laser distorts the Coulomb continuum state adiabatically. The resultant
wavefunction is the product of a Coulomb continuum state and a laser dressed
state. It does not make use of the SPA so there are no quantum trajectories with
which to understand the interference in electron holography. It was one of the first
models to compare with SFA and TDSE distributions [74] in order to understand
Coulomb effects. QRS [81–86] uses a particular factorisation of the probability
distribution that be can be used to describe processes with returning electron such
as HHG, HATI and NSDI. The factorisation contains a transition dipole term and a
flux term (of a returning wavefunction). It is shown the flux term can be treated
accurately by the SFA while the dipole term uses a Coulomb-Volkov state to ac-
count for Coulomb corrections.
2. The Eikonal-Volkov Approximation (EVA) and Analytical R-Matrix (ARM) Method:
The EVA [87–89] uses the eikonal approximation, an alternative semi-classical
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approximation to the SPA, where the wavefunction is written in terms of expo-
nentiated eikonal, which plays a similar role to the action in the SPA. The ARM
method [90–92], splits the space into an inner and outer region, near and away
from the atom/ molecule, respectively. In the inner region exact ab-initio methods
are used, while in the outer region the EVA is employed. This has the capacity
to give very accurate results, while retaining the concept of quantum trajectories.
This has given very good results for the case of circularly polarised fields lead-
ing to interpreting ionisation times in a phenomena known as the attoclock [93].
Furthermore, it was used to show that including the imaginary part of the com-
plex trajectories improves agreement with ab-initio solutions of the TDSE and can
be related to wave-packet deceleration by the Coulomb potential [94]. However,
these methods have not been applied to the interference structures present for lin-
early polarised fields such as the aforementioned fan-like structure. Possibly this
is due to the fact that large deflections by the potential near the atomic core occur
for these structures. The EVA assumes small changes in momentum during scat-
tering so cannot account for such trajectories. The ARM can definitely account for
such dynamics near the core but quantum trajectories are not used for the inner
region so it may be difficult to disentangle such interferences.
3. Coulomb-Corrected SFA (CCSFA): The CCSFA [95–97] introduces the Coulomb
effects perturbatively as a phase correction to the SFA in the action. The semi-
classical trajectories are unaffected by the Coulomb potential. The Coulomb phase
was added for both the continuum and tunnelling parts, even up to the Coulomb
singularity. The singularity was regularised using a procedure where the asymp-
totic form of the initial wavefunction is matched to the action. A similar variant of
this procedure was applied to the EVA [87] and the CQSFA [98]. This method is in
theory very quick to calculate but is somewhat limited by a perturbative inclusion
of the Coulomb potential. Additionally, there are branch cuts due to the complex
trajectories, which can present quite a problem for this method, although some
solutions have been found [61, 98].
4. Trajectory-Based Coulomb SFA (TCSFA): In the TCSFA [99, 100] the CCSFA is
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built on by including equations of motion that include the Coulomb potential for
continuum trajectories. This led to the categorisation, which is used in this the-
sis [99], of four possible contributing trajectories for each final momentum point.
This method differs from the SFA, CCSFA and CQSFA in that it specifies the ini-
tial rather than final momentum and then the resulting final momenta are binned
in a shooting method, similar to some Monte Carlo approaches. This procedure
requires large numbers of trajectories (around 109) to get convergent results and
suffers from caustics and defects in the PADs. It neglects a p˙ · r term in the action
due to using a phase space action. Branch cuts are avoided by taking real trajec-
tories in the continuum but as shown in [94, 101] complex trajectories should be
used throughout.
5. Coulomb Quantum-Orbit SFA (CQSFA): The CQSFA [79, 80, 102–104] is the
method of interest for this part of the thesis. It is the only method to use the func-
tional integral representation of the time evolution operator from a Feynman path
integral formulation, although many methods are ‘in the spirit of’ the sum over all
paths. This formalism means that Newton’s equations of motion arise as a result
of the SPA as opposed to being an assumption of the method. This also naturally
leads to the essential p˙ · r term for considering a phase-space action. Addition-
ally, there is an additional prefactor term, relating to computing the momentum
and space functional integrals in the SPA, not present in any other method, which
improves agreement with solutions of the TDSE. This method like the TCSFA only
solves the full Coulombic equations of motion in the continuum and neglects the
Coulomb effects on the trajectories (but not the phase) during tunnelling. The
continuum trajectories are forced to be real to avoid branch cuts, although com-
plex trajectories have been explored in [98]. However, unlike the TCSFA (but like
the SFA and CCSFA) the trajectories are solved starting from the final momenta
and solving the inverse problem to get the initial momenta. This method is quick
to solve in comparison to the TDSE and TCSFA (as it requires much fewer tra-
jectories) and can explain a wide range of interference phenomena and electron
dynamics.
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6. Quantum-Trajectory Monte Carlo (QTMC): The QTMC [105, 106] uses the quasi-
static Ammosov-Delone-Krainov (ADK) tunnelling theory to describe the first step
of ionisation. Then initial conditions are randomly chosen, in the Monte Carlo
fashion, weighting them with the probability distribution calculated by the ADK
tunnelling rate [107]. These trajectories are propagated using Newton’s equations
of motion and the Coulomb phase is included in the action. The use of the ADK
rate removes the caustics that were present in the TCSFA. However, it will also
limit the applicability to longer wavelengths.
7. Semiclassical Two-Step Model (STSM): In the STSM [108, 109] a similar ap-
proach to the QTMC is used, with a tunnelling rate calculated by ADK theory. This
is applied to populate initial conditions for trajectories that are used in a semi-
classical theory. However, there is a difference with the QTMC in that although
weights from the tunnelling rates are provided by the ADK theory, some of the
initial conditions are provided by the SFA. This gives improved results when com-
pared to the TDSE. In this work [108] a careful analysis of the action in different
representations (e.g. position space and phase-space) was presented. This analysis
leads to the derivation of the p˙ · r term that was neglected in other works.
3.3 Photoelectron Holography
In photoelectron holography of ATI, the interference of the different paths that the elec-
tron may take to the detector is exploited to ‘image’ the residual ion, see Fig. (3.6).
Similar to other types of holography there is typically a probe and a reference signal,
which are associated with two (or more) distinct types of orbits; the probe will have
a stronger interaction with the core, while the reference signal is associated with an
electron trajectory less strongly influenced by the potential. These trajectories will be
semi-classical; for other types of trajectories in ATI, see [110–113]. The original con-
cept of using the interference of two types of electron trajectories to perform electron
holography was suggested in [66], where the trajectories were envisaged to be direct
and rescattered. This idea was adapted from similar strong field imaging concepts such
as electron diffraction [114], which used a high energy rescattered trajectory of the
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FIGURE 3.6: Two interfering paths of an ionised electron, resulting in
electron holography. One path is more strongly affected by the Coulomb
potential, the rescattered path, denoted |r〉 , than the other direct path,
denoted |d〉. The electron paths have tunnelled on opposite sides of the
ion (red filled circle) but they both start from the centre of the ion.
ionised electron to probe the structure of the remaining ion/ molecule, or in HHG imag-
ing [115–117], where the high energy photons that are released were used to provide
tomographic information, using the fact that the harmonics generated are sensitive the
alignment or dynamics of the molecule. Ultimately all these imaging procedures aim to
provide ultrafast (sub-femtosecond), high resolution imaging capabilities for molecules
in order to get unprecedented access to the electron dynamics during reactions and
interactions.
In ATI there are a range of possible intra-cycle interferences, most of which can be
considered holographic and it has not yet been properly investigated how the Coulomb
potential distorts these holographic interference patterns. In previous holography stud-
ies [23, 63, 66, 118–123], typically only two types of trajectories are considered at any
time. However, given that there are multiple types of interfering trajectories, could one
generalise photoelectron holography in order to incorporate these orbits? Or alterna-
tively can these orbits be preferentially selected for different imaging criteria? Inter-
ference structures that have been identified in ATI include: the ATI rings, caused by
the interference of trajectories separated by a full number of cycles (a.k.a. intercycle
interference), the carpet-like patterns observed in ATI angular distributions for electron
emission perpendicular to the driving-field polarisation [75] and various holographic in-
terference structures. Specifically, the different types of the latter are: 1) The previously
mentioned fan-like structure, caused by the interference of direct and forward-deflected
trajectories [22, 65, 80, 102], see Fig. (3.5). This structure was not originally consid-
ered holographic but in [102, 124] it was shown the influence of the Coulomb potential
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on the two trajectories was integral to forming the fans straight fringes and thus it can
be viewed as a holographic structure2. 2) The spider-like pattern, which results from
the interference of different types of forward-scattered trajectories [23, 63, 66, 114,
118–120, 122, 123] that forms near the polarisation axis and extends up to high photo-
electron energies, see Fig. (3.7). The first fringe of this structure lies on the axes parallel
to the laser field polarisation and is the thickest of all the fringes. This is often referred
to on its own as the side lobes [66, 102], due to the large rounded lobes on either side
of the axis perpendicular to the laser field polarisation, see Fig. (3.7). 3) The fishbone-
like structure observed caused by the interference of direct and backscattered electron
wavepackets [66, 118].
Analytic conditions have been derived for some of these structures. However, the
overwhelming majority of these conditions neglect the Coulomb potential in the elec-
tron propagation or have a limited range of validity. They are mostly based on the SFA,
or on its classical counterpart. Coulomb-corrected conditions are only provided for spe-
cific scattering angles, and consider mainly sub-barrier corrections [100]. Still, such
models have been able to reproduce key features. For instance, simplified models have
shown that the spider-like structure stems from the interference between different types
of deflected trajectories leaving within the same half cycle [23, 66, 105, 121]. One
study employing the Coulomb corrected SFA [100] shows that the Coulomb potential
introduces phase shifts and thus modifies interference patterns in ATI. Therein, analytic
interference conditions are provided for electron emission parallel and perpendicular
to the laser-field polarisation within the low-frequency limit and are only provided for
specific scattering angles. These conditions are based on only two types of trajectories,
neglecting two others that may occur [79, 99], and assumes the absolute value of the
transition amplitudes are the same. Results in the following chapters will show that in
general this does not hold.
The above-stated examples show that Coulomb effects are under-estimated and
poorly understood within photoelectron holography. However, simplifications do have
the advantage of leading to intuitive analytic conditions that describe the key features
2There is still some debate over whether this is a holographic structure as the signal trajectory does not
include a hard collision with the core. But as we will show in Chapter 7 hard collision are an approximation
due to using the Born expansion, hence this line of reasoning is only valid when using approximations such
as the SFA.
64 Chapter 3. Introduction
FIGURE 3.7: The spider-like structure in (A) experiment, (B) a TDSE so-
lution and (C) a Coulomb-Corrected SFA model. Taken from [66]. The
experiment was performed with a wavelength of λ = 7 µm and an inten-
sity of I = 7.111 W/cm2 for a xenon target in a metastable excited state
with an ionisation potential of Ip = 0.14 a.u.
in several holographic patterns. This invites the following questions: Is it possible to de-
rive more general expressions than in previous models, which account for the Coulomb
potential, but are transparent enough to highlight the key features? If so, what is their
range of validity?
These questions will be addressed in Chapters 5 and 6, where the following issues
will be tackled: 1) Using the CQSFA model, we will perform a direct, quantum-orbit
analysis of how the Coulomb potential influences ATI photoelectron distributions. This
will cover all inter- and intra-cycle interferences, including the fan- and spider-like struc-
tures. 2) We provide analytic estimates for interference maxima and minima, and in-
vestigate to what extent the assumptions in [100] hold. We also assess how specific
patterns form, and whether one must go beyond only two types of orbits. 3) We will
seek analytic expressions so that the fan- and spider-like holographic patterns are re-
produced for a wide range of driving-field parameters. For the analysis in 3) the same
Keldysh parameter γ =
√
Ip/(2Up), where Ip and Up denote the ionisation potential
and the ponderomotive energy, will be used. Traditionally, the Keldysh parameter is
a good indicator of the ionisation dynamics. Furthermore, there is experimental evi-
dence that, for approximately the same γ, the spider-shaped structure becomes more
important with increasing wavelength, dominating over the fan-shaped pattern, and
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that the number of maxima in the fan changes [22]. As much as possible, we will justify
the behaviours encountered in terms of interfering trajectories. Throughout, we will
use the orbit classification introduced in [99, 100], where the closely related TCSFA is
employed. This classification is based on the initial and final momentum components
parallel and perpendicular to the driving-field polarisation, and has been used in our
previous publications [79, 80, 102]. It singles out four types of orbits, all of which were
found to influence the final momentum distributions in the parameter ranges used. Our
results will be compared with the outcome of the CQSFA, and with the time-dependent
Schrödinger equation (TDSE), which is solved using the freely available software Qprop
[125]. Solutions of the TDSE provide the best comparison for such trajectory models as
there are no uncertainties in the field parameters or other subtleties (such as focal av-
eraging) found in experiment that make a comparison with experiments more difficult.
Thus, any discrepancies must be due to approximations in the model (CQSFA) rather
than experimental considerations.
3.4 Recollision and Orbit types
Laser-induced recollisions have played a vital role in ATI for over two decades [44].
The quintessential example of a recollision-induced effect being the aforementioned ATI
plateau. Rescattering in ATI has been described in the context of the SFA by expanding
the Coulomb potential in a Born expansion. Then the zeroth order term leads to so-
called direct ATI, while the first-order term leads to rescattered ATI. this means that the
additional rescattering is in terms of an instantaneous ‘hard collision’. Up until recently,
it was accepted knowledge that scattering in ATI was only important for intermediate
and high photoelectron energy ranges. For energies up to around 2Up, the ATI plateau
is obfuscated by the contribution from the so-called direct electrons, which result from
strong-field ionisation in the absence of recollision with the core.
Recently, however, this has been called into question [64, 126, 127], in which it
has been shown, within the framework of the Strong-Field Approximation (SFA), that
rescattering is also important for much lower photoelectron energy. This has been at-
tributed to the large scattering cross section that is specific to the Coulomb potential for
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solutions of the ATI transition amplitude that had been previously overlooked. Among
these, the importance of forward-scattered trajectories has been highlighted. In partic-
ular, low-energy rescattering events lead to a wide range of structures in photoelectron
velocity maps that have been previously identified in experiments, such as a cusp-like,
low-energy structure [54, 55], a fork-like structure [126] and a pronounced V-shaped
structure [68].
The quantum interference of rescattered with direct electrons, or of trajectories as-
sociated with different types of rescattering, has been paramount for the development
of time-resolved photoelectron holography. However, the very concept of “direct" and
“rescattered" electrons has been defined either using classical models, for which the
residual binding potentials are neglected during the electron propagation, or the strong-
field approximation, for which the continuum is approximated by field-dressed plane
waves and the core by a single point at the origin. This implies that such models allow
for the existence of either hard collisions, or no collisions at all. In a realistic situation,
however, the residual binding potential does influence the electron propagation in the
continuum. Thus, the difference between direct and rescattered electron trajectories is
blurred, and there may be direct trajectories, deflected trajectories, soft and hard colli-
sions. A key question is how to determine whether a specific electron orbit should be
viewed as “direct" or “rescattered", using the terminology implicit in the SFA, and what
types of rescattering can be identified. Only in the case of low-energy structures have
soft collisions been categorised in terms of phase-space criteria [58, 128, 129].
In Chapter 7 the role of rescattering is investigated for the Coulomb-corrected orbits
encountered in the CQSFA, in comparison with the standard SFA. We will focus on the
low- and intermediate photoelectron energy ranges investigated in [64], due to the
rich structures encountered in this regime. We will also address how different types of
trajectories in the CQSFA relate to their Coulomb-free, SFA counterparts.
In this part of the thesis, the material covered in each chapter is as follows: In
Chapter 4, the theory required to understand the CQSFA and the SFA, is introduced. In
Chapter 5, the properties of the four orbits in the CQSFA are investigated, the photoelec-
trons angular distributions (PADs) for each orbits are plotted, the PADs for combinations
of orbits are plotted and related to holographic interference structures. Additionally, a
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comparison with a full solution of the TDSE is made with PADs produced from all the rel-
evant orbits in the CQSFA. In Chapter 6, analytic interference conditions are derived for
the interference patterns, a semi-analytic model is derived for orbits 1-3 and it is used to
probe the importance of soft recollision in orbit 3. In Chapter 7, the issue of recollision
is investigated for the CQSFA. Parameters are introduced that qualify which type of rec-
ollision occurs an orbit, direct (no recollision), softly-recolliding and hard-recollision.
The CQSFA orbits are then compared with direct ATI orbits (with no collisions) and
rescattered ATI orbits (with a hard collision) and it found that the CQSFA describes both
types at low and high scattering angles, respectively. Additionally, new trajectories are
introduced, which suggest that the characterisation provided in [99] is too coarse.

Chapter 4
ATI Theory
In this section all the theory necessary to understanding above-threshold ionisation
(ATI) and electron holography in terms of both the strong field approximation (SFA)
and the Coulomb quantum-orbit strong field approximation (CQSFA) is presented. In
Sec. 2.2 we presented the S-matrix framework for formulating transition amplitudes for
a system and then, in Sec. 2.3, how to solve it using the saddle point approximation
(SPA). This is the formalism that is used throughout this thesis. Now using Eq. (2.17)
as a starting point we will derive the SFA and CQSFA transition amplitudes.
4.1 Strong Field Approximation
The SFA transition amplitude for ATI is obtained if, in Eq. (2.17), the full time evolu-
tion operator is replaced by the Volkov time evolution operator U (V )(t, t′), as given by
Eq. (2.20). Then the exponentiated terms from the continuum evolution and bound
state evolution can be collected together into a semi-classical action. More details are
provided in [130, 131] and in the review article [19]. The main advantage is that this
operator can be computed analytically. This, however, approximates the continuum by
field-dressed plane waves, and thus eliminates the influence of the binding potential in
the electron propagation. Hence, within the SFA, the transition amplitude for direct ATI
from the initial bound state |ψ0〉 to a final Volkov state with drift momentum p is given
by [14, 17, 18, 43, 132]:
Md(p) = −i
∫ ∞
−∞
dt′〈p+A(t′)|HI(t′)|Ψ0〉eiSd(p,t′), (4.1)
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where
Sd(p, t
′) = −1
2
∫ ∞
t′
(p+A(τ))2dτ + Ipt
′ (4.2)
is the semiclassical action, which describes the propagation of an electron from the
ionisation time t′ to the end of the pulse, which is taken to be infinitely long. The
electron’s continuum state |p + A(t′)〉 is a field-dressed plane wave with momentum
p+A(t′), obtained by back propagating the final state |ψp(t)〉 from t to t′ with U (V )(t′, t).
In Eq. (4.2), Ip denotes the ionisation potential. We use the length gauge Hamiltonian
for HI(t′), and employ the steepest descent method. This means that we seek t′ for
which Eq (4.2) is stationary, which gives the saddle point equation
∂S(t′)
∂t′
= 0 =⇒ [p+A(t
′)]2
2
+ Ip = 0. (4.3)
Physically, Eq. (4.3) ensures the conservation of energy upon tunnel ionisation at
time t′ for the electron. Because tunnelling has no classical counterpart, this equation
has only complex solutions. Eq. (4.3) can be explicitly inverted to give the time in terms
of the momenta,
ts =
2pin
ω
± 1
ω
arccos
−p‖ ∓ i
√
2Ip + p2⊥
2
√
Up
 , (4.4)
where n is any integer and p‖ and p⊥ are momenta parallel and perpendicular to the
laser field polarisation. In terms of the solutions ts of Eq. (4.3), the transition amplitude
can be approximated by
Md(p) =
∑
s
C(ts)eiSd(p,ts), (4.5)
where
C(ts) =
√
2pii
∂2S(p, ts)/∂t2s
〈p+A(ts)|HI(ts)|Ψ0〉. (4.6)
The prefactor C(ts) is expected to vary much more slowly than the action for the saddle
point approximation to hold [133]. According to Eq. (4.5), there are, in principle,
many orbits along which the electron may be freed. This means that, for the same final
momentum, the corresponding transition amplitudes will interfere. The theory for the
SFA with a single act of rescattering is presented in Chapter 7, where the CQSFA is
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compared with both direct and rescattered SFA results.
4.2 Coulomb Quantum-Orbit Strong Field Approximation
Now, from the same starting point as the SFA, Eq. (2.17), we will derive the transi-
tion amplitude for the CQSFA. In this model we would like to include the effect of
the Coulomb potential for ionised electrons. However, we do not have a useful form
for the time evolution operator. In Sec. 2.2.2 we showed that amplitudes of the form
〈pf |U(tf , ti)|pi〉 may be written in terms of a path integral formulation. This is a con-
venient formalism as immediately it leads to a semi-classical action, which, when ap-
proximated by the SPA, leads to ‘quantum-trajectories’ that may be interpreted similarly
to the SFA orbits. This allows for useful comparisons and these trajectories can be
used to make holographic interference patterns. We will now insert the closure relation∫
dp˜0|p˜0〉〈p˜0| = 1 in Eq. (2.17). This yields
M(pf ) = −i lim
t→∞
∫ t
−∞
dt′
∫
dp˜0
〈
p˜f (t)|U(t, t′)|p˜0
〉 〈
p˜0|HI(t′)|ψ0(t′)
〉
, (4.7)
where |p˜f (t)〉 = |ψp(t)〉, which give the final momentum state measured at the detec-
tor. The variables p˜0 = p0 + A(t′) and p˜f (t) = pf + A(t) give the initial and final
velocity of the electron at the times t′ and t, respectively. This leads to the amplitude
〈p˜f |U(t, t′)|p˜0〉, which can be computed using path-integral methods [31, 134]. This
will work well for propagation, from t′ to t, of the continuum electrons in a laser field
and Coulomb potential, but one should note that the bound states of the system have not
been explicitly included in the above-stated closure relation. Despite the fact that the
momentum basis is complete, this formalism will break down when describing electron
motion very close to the core, such as that in low-lying bound states. Hence, not explic-
itly including the bound states physically amounts to ignoring any transitions to bound
states beyond the initial state. However, it may be the case that high lying Rydberg states
that act quasi-classically are described reasonably well by this formalism, especially as
in the presence of the field they will be strongly coupled with the continuum.
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FIGURE 4.1: The integration contour in complex time, parallel to the
imaginary axis and then along the real axis, is shown by the solid black
line. An alternative valid contour is shown by the dashed line. Figure
taken from [101].
After inserting the path integral given in Eq. (2.36), the CQSFA transition amplitude
then becomes
M(pf ) = −i lim
t→∞
∫ t
−∞
dt′
∫
dp˜0
∫ p˜f (t)
p˜0
D′p˜
∫ Dr
(2pi)3
eiS(p˜,r,t,t
′)〈p˜0|HI(t′)|ψ0〉 , (4.8)
where D′p˜ and Dr are the integration measures for the path integrals [31, 79], and the
prime indicates a restriction upon the momentum integral, so all paths start and end
with the initial and final momenta p0 and pf , respectively. These functional integrals
can be thought of as a sum over all possible paths that the electron can take in position
and momentum, between the initial and final states. The action in Eq. (4.8) is given by
S(p˜, r, t, t′) = Ipt′ −
∫ t
t′
[p˙(τ) · r(τ) +H(r(τ),p(τ), τ)]dτ, (4.9)
and the Hamiltonian by
H(r(τ),p(τ), τ) =
1
2
[p(τ) +A(τ)]2 + V (r(τ)). (4.10)
Given that the time t′ will be complex, as it is in the SFA, we must choose a contour
that connects t′ to the real final time t, see Fig. (4.1). We compute the action along
a two-pronged contour, and perform a series of approximations. The first part of the
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contour is taken to be parallel to the imaginary-time axis, going from t′ = t′r + it′i to
t′r. The second part of the contour is chosen to be along the real time axis, from t′r to t.
Physically, the former and the latter arm of the contour describe tunnel ionisation and
the continuum propagation, respectively. The action then reads
S(p˜, r, t, t′) = Stun(p˜, r, t′r, t
′) + Sprop(p˜, r, t, t′r), (4.11)
where Stun(p˜, r, t′r, t′) and Sprop(p˜, r, t, t′r) give the action along the first and second
part of the contour, respectively. The final solution should not depend on the contour
in complex time, however, due to necessary approximations this will end up being the
case. Further details on the contour and related issues such as the emergence of branch
cuts can be found in the literature [61, 90, 94, 96, 100, 101]. We assume the electrons
momentum p0 to be approximately constant in the first arm of the contour. We make
this approximation due to the difficulty of solving the equations of motion for the tunnel
trajectory, which requires complex trajectories that may encounter branch cuts and has
divergent initial conditions. The explicit expressions for Stun and Sprop are
Stun(p˜, r, t′r, t
′) = Ip(it′i)−
1
2
∫ t′r
t′
[p0 +A(τ)]
2 dτ −
∫ t′r
t′
V (r0(τ))dτ, (4.12)
where r0 is defined by
r0(τ) =
∫ τ
t′
(p0 +A(τ
′))dτ ′, (4.13)
and
Sprop(p˜, r, t, t′r) = Ip(t
′
r)−
1
2
∫ t
t′r
[p(τ) +A(τ)]2 dτ −
∫ t
t′r
[p˙ · r+ V (r(τ))]dτ, (4.14)
respectively. The contour for Stun(p˜, r, t′r, t′) inside the barrier will be computed from
the origin until the tunnel exit, which is chosen as
z0 = Re[r0‖(t′r)], (4.15)
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as given in [135]. In this formulation the tunnel exit is always restricted to the polarisa-
tion axis of the laser, r‖. This gives the following for the continuum electron trajectory
r(τ) =
∫ τ
t′r
(p(τ ′) +A(τ ′))dτ ′ + z0eˆ‖, (4.16)
where eˆ‖ is the unit vector in the direction of the laser field polarisation. It should be
noted that in Eq. (4.12) the path r0(τ) approaches zero at τ = t′. Hence, the singular
potential will diverge. This divergence can be treated by a regularisation procedure
introduced in [19, 96, 101], where the action can be matched to the asymptotic form of
the atomic wavefunction.
The above-stated equation will be solved by the stationary-phase method. In the
CQSFA, we must seek solutions not only for the ionisation time t′ but also for the inter-
mediate position and momentum r(τ) and p(τ), so that the action given by Eq. (4.9) is
stationary. This gives the equation
[p(t′) +A(t′)]2
2
+ p˙(t′) · r(t′) + V (r(t′)) = −Ip, (4.17)
related to the energy conservation upon tunnel ionisation, and
∇rS(p˜, r, t, t′) = 0 =⇒ p˙ = −∇rV (r(τ)), (4.18)
∇pS(p˜, r, t, t′) = 0 =⇒ r˙ = p+A(τ), (4.19)
which describe the dynamics of the electron in the continuum from t′r to t.
In our publication [102], we found a simplification to the action based on the fact
we were using the Coulomb potential. Given that V (r) = −C/r we find
r · p˙ = −r · ∇rV (r) = V (r). (4.20)
Hence, Eq. (4.20) can be substituted into Eq. (4.14) to simplify it. This yields
Sprop(p˜, r, t, t′r) = Ip(tr)−
1
2
∫ t
t′r
[p(τ) +A(τ)]2 dτ − 2
∫ t
t′r
V (r(τ)))dτ. (4.21)
This resembles the virial theorem, for which an analogous relationship between kinetic
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and potential energy can be derived. A similar result was obtained in [108]. Similarly,
in Eq. (4.17) the potential is problematic as it is divergent but we can substitute it for
p˙(t′) · r(t′),
[p(t′) +A(t′)]2
2
+ 2p˙(t′) · r(t′) = −Ip, (4.22)
where p0 = p(t′) is the initial momenta. Then, as given in Eq. (4.12), we have approx-
imated the momentum to be fixed. This means p˙(t′) → 0 in Eq. (4.22), which leads to
1
2
[
p0 +A(t
′)
]2
+ Ip = 0. (4.23)
Despite the fact the potential is not in the ionisation equation, it is included in the
equations of motion (4.18) and (4.19) and in the action (4.14), which are solved for
a specific final momentum pf and t → ∞. The ionisation time t′ec associated with
an event e occurring in a cycle c is obtained analytically by solving the saddle-point
Eq. (4.23). For clarity, we will employ this notation instead of the index s in the SFA
times in Eq. (4.4). As before we can invert the ionisation equation, Eq. (4.23), and
obtain an explicit solution for time. This yields
t′ec =
2pic
ω
± 1
ω
arccos
−p0‖ ∓ i
√
2Ip + p20⊥
2
√
Up
 , (4.24)
where p0‖ and p0⊥ denote the components of the initial momentum parallel and per-
pendicular to the laser-field polarisation, respectively. Within a field cycle, each event
e may be associated with a specific type of orbit. The specific solutions for orbits 1 - 4
within a particular field cycle c and parallel momentum component pf‖ > 0 are
t′ec =
2pi(c+ 1)
ω
− 1
ω
arccos
−p0‖ + i
√
2Ip + p20⊥
2
√
Up
 , (4.25)
t′e′c =
2pic
ω
+
1
ω
arccos
−p0‖ − i
√
2Ip + p20⊥
2
√
Up
 (4.26)
with e = 1, 4 and e′ = 2, 3. One should note that although t1c and t4c are given by the
same equation, Eq. (4.25), and also t2c and t3c are given by Eq. (4.26), the times differ,
due to the distinct initial momenta within each pair. For pf‖ < 0, the situation reverses,
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so that t′ec is given by Eq. (4.26) and the remaining times by Eq. (4.25).
The initial momenta are computed by solving Eqs. (4.18) and (4.19), with the tunnel
exit as an initial position and the final momenta as a “limit” condition. This method does
not explicitly parametrise the initial momenta in terms of the final, but enables each
orbit’s initial momentum to be calculated for any given final momentum. This makes
it much easier to disentangle the momentum distributions for each orbit, which gives a
unique insight into the dynamics.
Using the SPA for path integrals, as presented in Sec. 2.3, the Coulomb corrected
transition amplitude becomes
M(pf ) ∝ −i lim
t→∞
∑
s
{
det
[
∂ps(t)
∂rs(ts)
]}−1/2
C(ts)eiS(p˜s,rs,t,ts)), (4.27)
where ts, ps and rs are determined by Eqs. (4.18)-(4.23) and C(ts) is given by Eq. (4.6).
In practice, we employ the stability factor ∂ps(t)/∂ps(ts), which is obtained using a
Legendre transformation. The action will remain the same as long as the electron starts
from the origin. Eq. (4.27) is normalised so that the SFA transition amplitude is obtained
in the limit of vanishing binding potential. Throughout, we consider the electron to be
initially bound in a 1s-state. For details, we refer to [79].
4.2.1 Solution Method
Given that we solve the inverse problem, where all parameters are found by specifying
the final momentum as a limit condition, this makes finding a solution tricky and very
precise initial starting guesses are required for the solver. This issue is tackled by using
a couple of approaches. A step-by-step account of how the problem is solved is given
below:
1. Iteratively solve using SFA as starting point: For some specific starting point(s),
which have been determined to be ‘well behaved’ we solve the problem itera-
tively. First, we set the Coulomb coupling C to zero and use solutions of the SFA
as a starting point for the saddle point equations, incrementally increasing the
Coulomb coupling, inputting the previous solution as a initial guesses for each
iteration.
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2. Propagate initial conditions through momentum grid: Solutions of the saddle
point equations are propagated through the radial grid of final momenta by using
points that have already been solved as initial starting guesses for adjacent points
in a grid and iterating this process. Degeneracies in the CQSFA orbits can be
exploited to make this process easier and enable the solutions of one orbit be used
as initial guesses for another. This will be described in more detail in Chapter 7.
3. Calculate Action: Using the grid of the now fully solved saddle-point-equation
solutions, we use these values to calculate the integrals in the action. Care must
be taken about the Coulomb singularity.
4. Calculate and combine amplitudes using the saddle-point approximation:
Now plugging the action into the saddle-point approximation, the prefactors and
transition amplitudes can be computed for each orbit and these can be added
together in any combination to investigated the interference patterns. The final
transition amplitude is a combination of all the transition amplitudes relating to
each orbit.
Despite the difficulty in finding solutions, this problem is very parallelisable and
without much optimisation can produce PADs much more quickly than equivalent highly
optimised software that solves the full TDSE [125].

Chapter 5
Interference in the CQSFA - Electron
Holography
In this chapter, all orbits are solved and investigated and a full analysis of all the types of
holographic interference is performed along with an in-depth comparison with results
obtained by solving the ab-initio solution to the TDSE. These results were originally
presented in the papers [102, 104]. The chapter layout is as follows. In Sec. 5.1 the
main types of orbits in the CQSFA are studied and analytic estimates for the PAD side-
lobes (5.1.1) are provided, showing they are not just part of the interference structure
of the spider-like pattern. In Sec. 5.2, an analysis of the near-threshold patterns in ATI
is performed and linked to several intra-cycle holographic structures (Sec. 5.2.1). Then,
in Sec. 5.3 a comparison is made with PADs solved using the full TDSE solution. Finally,
in Sec. 5.4 the main conclusions are stated.
Orbit z0pf‖ pf⊥p0⊥
1 + +
2 - +
3 - -
4 + -
TABLE 5.1: Summary of the main types of orbits identified for Coulomb-
corrected strong-field approaches. The + and - signs on each cell indicate
a positive or negative product, respectively.
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FIGURE 5.1: Panel (a) shows the trajectory after the tunnel exit for each
orbit, for a final momentum of pf = (1.66, 0.702) a.u. Panel (b) shows
a schematic representation of the four orbit’s trajectories, where the fea-
tures have been exaggerated for emphasis. The ion has been marked with
a red circle.
5.1 Orbit Types and Characteristics
In the following we will have a closer look at the orbits that exist in the CQSFA. In
Coulomb corrected models of ATI, such as the CQSFA, there are four types of orbits
for any given momenta. Example trajectories after the tunnel exit and a schematic
representation are shown in Fig. (5.1). The standard characterisation is based on the
tunnel exit z0 and the initial transverse momenta p0⊥ with regard to the final parallel
and transverse momenta pf‖ and pf⊥, respectively [99]. For orbit 1, z0 and the electron’s
final momentum pf‖ point in the same direction, i.e., z0pf‖ > 0, and its initial and final
transverse momenta have the same sign, i.e., p0⊥pf⊥ > 0. Orbits 2 and 3 have their
tunnel exit on the opposite side, so that z0pf⊥ < 0. Orbit 2 has its initial transverse
momentum in the same direction as the final momentum (p0⊥pf⊥ > 0), while for orbit
3 these momentum components point in opposite directions (p0⊥pf⊥ < 0). Finally,
orbit 4 has its tunnel exit on the same side as pf‖, but the initial and final transverse
momenta are in opposite directions, i.e., p0⊥pf⊥ < 0. This characterisation leads to a
discontinuity in the solution of tec associated with each orbit, see Fig. (5.2) panel (a).
However, keeping tec continuous would change the behaviour of the orbits according
to this classification, which we would like to avoid. A summary of these conditions is
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provided in Table 5.1.
One of the main differences between the SFA and CQSFA is that momenta do not
remain constant in the latter. Hence, one can no longer assume that two orbits with the
same initial momenta will interfere, as they may reach the detector with different final
momenta.
In Eq. (4.24) the ionisation times have been explicitly parametrised in terms of the
initial momenta. For pf‖ > 0, the times t1c associated with orbit 1 and 4 are given by
Eq. (4.26), while those related to orbits 2 and 3 are given by Eq. (4.25). Differences
between the times t1c & t4c, and t2c & t3c come from the fact that the trajectories have
different initial momenta. For pf‖ < 0, the situation reverses, i.e., t1c and t4c are given
by Eq. (4.25) and the remaining times by Eq. (4.26).
In Fig. (5.2)(a), we display the real parts of the ionisation times as functions of the
electron’s final momentum pf‖ parallel to the laser-field polarisation, which are associ-
ated to the classical trajectories of an electron in the field. We can see from Fig. (5.2)(a)
that the real part of the time of ionisation for the CQSFA is quite similar to the SFA but
is shifted down. Physically, this can be understood as follows: For orbit 1, the electron
is decelerated by the Coulomb potential, so that it will need a higher momentum p0 to
escape and reach the detector with a specific momentum pf . This means that the laser
field must compensate the above-mentioned deceleration and that the electron’s release
time t1c will move away from the field extremum towards the crossing. In contrast,
for orbits 2 and 3 the Coulomb potential accelerates the electron and it must acquire
less energy from the field to achieve a final momentum pf . Thus, the electron is re-
leased with a lower momentum and its release times must approach the previous field
extremum. For orbit 4, the situation is totally different, as the orbit undergoes a very
close return to the Coulomb potential. This means that small differences in the initial
momenta lead to large differences in the final momentum. This is due to the scattering
off the core, which will cause all initial values to be very flat when plotted with respect
to the final momenta. Given that the initial momenta does not vary significantly with
the final momentum the real part of the ionisation time will not either, as it is computed
using the initial momenta. As |pf‖| increases, the first three times tend in different ways
to their SFA counterparts, while orbit 4 does not do this at all. In fact orbit 4 becomes
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FIGURE 5.2: In panels (a) and (b), we plot the real and imaginary part
of the ionisation times obtained for the CQSFA orbits as functions of the
final momentum component pf‖ parallel to the laser-field polarisation,
compared with their SFA counterpart (black and grey lines in the figure).
Panels (c) and (d) show the initial perpendicular and parallel momen-
tum components p0⊥ and p0‖ for all the CQSFA orbits, respectively, as
functions of the final parallel momentum pf‖. In panels (a) to (d), the
final perpendicular momentum was chosen as pf⊥ = 0.25 a.u.. Panel
(e) presents the initial perpendicular momentum p0⊥ as a function of
the final perpendicular momenta p(i)f⊥, i = 1, 2, 3, 4, for a fixed value of
pf‖ = 0.25 a.u. Note, the plot legend in panel (b) also applies to panels
(a), (c), (d) and (e), for reference, from panels (a) to (e) the SFA solu-
tion is provided as the black dotted-dashed line. Panel (f) shows orbit 3
for two values of the initial perpendicular momentum. For a final mo-
mentum (pf‖, pf⊥) = (0.668 a.u., 1.082 a.u.) and an initial momentum of
(p0‖, p0⊥) = (0.563 a.u.,−0.043 a.u.) (solid orange line), the electron de-
flected by the potential, while for (pf‖, pf⊥) = (0.672 a.u., 1.144 a.u.) and
an initial momentum of (p0‖, p0⊥) = (2.713 a.u.,−0.041 a.u.) (dashed
blue line), the electron undergoes a hard collision with the core. The
black circle in the figure marks the region for which the collision oc-
curs. Electron momentum distributions computed with the SFA for hy-
drogen (Ip = 0.5 a.u.) in a driving field of intensity I = 2× 1014 W/cm2
and wavelength of λ = 800 nm, which gives an angular frequency
ω = 0.057 a.u.
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more like a rescattered SFA orbit, we will discuss this in more detail in Chapter 7. The
time t1c tends monotonically towards the SFA value, while the ionisation times t2c and
t3c first deviate from their SFA counterparts. This is because an electron along orbit 1
may escape with vanishing transverse momentum p0⊥ = 0, while for orbits 2 and 3 this
would either trap the electron or lead to a hard rescattering with the core in case the
p0‖ is low.
In Fig. (5.2)(b), we show the imaginary parts Im[tec], with e = 1, 2, 3, 4, of these
solutions. An overall feature is that they are no longer identical as in the SFA. This
is expected, as Im[tec] is roughly related to the width of the effective potential barrier
through which the electron tunnels [136]. The Coulomb potential will make this barrier
different for orbits 1, 2, 3 and 4, while in the SFA it is determined solely by the field.
Qualitatively, Im[t1c] behaves in the same way for the SFA and CQSFA, with a clear
minimum at pf‖ = 0. This is not surprising, as the topology of orbit 1 is similar in both
cases. In contrast, for orbit 2, Im[t2c] exhibits a maximum at pf‖ = 0 and two symmetric
minima at non-vanishing momenta. This effect is quite robust, and contributes to the
appearance of side-lobes in the PADs. For orbit 3, Im[t3c] is much flatter and smaller
than for the other two orbits, which indicates a high escape probability over a large
momentum range. This is consistent with the electron being accelerated for a longer
time, in comparison to orbit 2. Similar to what occurs for orbit 2, Im[t3c] exhibits a local
maximum for pf‖ = 0 and two symmetric minima at pf‖ 6= 0. There is however a sharp
increase in Im[t] for higher parallel momenta, as hard collisions with the core start to
take place [see Fig. (5.2)(f)]. This regime will be discussed in more detail in Chapter 7.
The behaviour of orbit 4 is more extreme than that of orbit 3, as Im[t4c] is almost totally
flat also with a very slight minimum.
In Fig. (5.2)(c), we plot the initial perpendicular momenta as functions of the final
parallel momentum. For orbit 1, if the electron escapes along the polarisation axis, it
will need an initial momentum corresponding to the classical escape velocity
√
2C/|z0|,
determined by setting |V (z0)| = v20‖/2. For non-vanishing transverse momentum, an-
alytical estimates for the escape velocity are non-trivial. However, the figure clearly
shows a monotonic decrease in p(1)0⊥. This is because for pf‖ = 0, the orbit will also have
nearly zero initial parallel momenta and must compensate in the initial perpendicular in
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order to escape. Orbits 2 and 3, go around the core from behind in opposite directions.
Thus, orbit 2 has a positive initial perpendicular momenta while, for orbit 3 it is nega-
tive. Orbits 2 and 3, need a much lower momentum to escape and reach the detector
along the polarisation axis as they are accelerated by passing the Coulomb potential.
Thus, |p0⊥| increases with final parallel momentum. Orbit 4 like orbit 3 has a negative
initial perpendicular momentum. It remains quite flat as with the other parameters,
slightly decreasing with the final parallel momenta. It does this because a lower initial
perpendicular momenta leads to a closer pass by the Coulomb potential giving the orbit
a higher final parallel momenta.
Similar features are observed in Fig. (5.2)(d), where p(e)0‖ , e = 1, 2, 3, 4 are displayed
as functions of pf‖. Importantly, orbit 1 never crosses the pf‖ axis. This is because
the electron starts with the atomic potential directly behind it. Hence, it must have a
large enough initial parallel velocity (
√
2C/|z0|) to be able to escape. Furthermore, for
orbits 2 and 3, the SFA solution p0‖ = pf‖ is approached from below, while for orbit 1
it is approached from above. This is a consequence of the electron being accelerated
by the potential along the two former orbits, and decelerated along the latter. The
acceleration is more significant for orbit 3, in agreement with the previous plots. The
critical behaviour of this orbit is also shown in Fig. (5.2)(e) in which p0⊥ is plotted as
function of its final value pf⊥. For orbit 4 p0‖ remains approximately constant, this value
of p0‖ will lead to a laser driven collision. Note that p0‖ for orbit 4 is always less than the
value for orbit 1, which escapes the influence of the potential. As long it is small enough
so that a laser driven recollision occurs, the initial parallel momentum p0‖ has less effect
on the final momenta than the initial perpendicular momentum p0⊥ for orbit 4. This
is because changing p0‖ slightly alters the velocity with which the orbit recollides, but
p0‖ is small with respect to the recollision velocity picked up in the laser field and the
Coulomb potential. In contrast, p0⊥ controls how close the orbit passes by the Coulomb
potential, thus can strongly effect the final momenta. For orbits 1 and 2, the SFA value
is reached when the momentum increases, but this does not happen for orbit 3 or 4.
The recolliding nature of orbits 3 and 4 and the link between the CQSFA orbits and both
direct and high-order ATI trajectories will be investigated in more detail in Sec. 7.
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FIGURE 5.3: Single-orbit angle-resolved probability distributions plotted
in arbitrary units and computed for the same field and atomic parameters
as in Fig. (5.2). The left, middle and right columns correspond to orbit 1,
2 and 3, respectively. The upper panels have been computed using solely
the actions, while in the lower panels we have included the prefactors.
5.1.1 Single-orbit distributions and side-lobes
In Fig. (5.3) and (5.4) we plot the PADs computed using a single orbit. In Fig. (5.3) we
consider orbits 1-3, the upper panels include only the influence of the action, while in
the lower panels we include the whole prefactor, given by the stability factor multiplied
by C(ts) in Eq. (4.27). Overall, we see the presence of side-lobes for the contributions of
orbits 1 and 2. They mainly stem from the imaginary part of the action [Figs. (5.3)(a)
and (b)] but are enhanced by the prefactors [Figs. (5.3)(d) and (e)]. Furthermore,
in Fig. (5.3)(c), one can see that the contributions of orbit 3 decay more slowly than
those of the two other orbits. Around 1.2 a.u. there is a sharp decay in probability,
as above a certain energy an electron leaving along orbit 3 starts to backscatter. This
prominence is however obfuscated by the influence of the prefactor, which causes a
huge suppression of the probability density away from the pf‖ axis [Figs. (5.3)(f)]. This
led to this orbit being neglected in previous studies on the CQSFA [80]. In Fig. (5.4)
we plot the single orbit PADs for only orbit 4, without and with the prefactor, panel (a)
and (b), respectively. The contribution of orbit 4 decays even more slowly than orbit
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FIGURE 5.4: Single-orbit angle-resolved probability distributions, for or-
bit 4, plotted in arbitrary units and computed for the same field and
atomic parameters as in as in Fig. (5.2). The left panel (a) was computed
using solely the action, while the right panel (b) includes the prefactor.
The panels are normalised with respect to their peak value. In panel (a)
the peak value is 1.41 times that for orbit 1 in Fig. (5.3) panel (a), while
for panel (b) the peak yield is 0.103 of that for orbit 1 in Fig. (5.3) panel
(d).
3, so much so that it has almost no visible structure without considering the prefactor.
Similar to orbit 3 there is a boundary/ cutoff for very high pf⊥, where the probability
decays very sharply. Once the prefactor is applied the PAD radically changes to lie almost
entirely on the pf⊥ axis with two off-centre spots on the pf‖ axis. This will mean that
the contributions orbit 3 and 4 will have little overlap so any interference will be quite
weak.
The single orbit PADs are governed entirely by the imaginary part of the action,
which is related to the tunnelling dynamics, and the prefactor. In the CQSFA, the imag-
inary part of the action reads
SIm(t′,p, r) =
(
Ip + Up +
1
2
p20
)
t′i +
2p0‖
√
Up cos(ωt
′
r) sinh(ωt
′
i)
ω
+
Up cos(2ωt
′
r) sinh(2ωt
′
i)
2ω
−
∫ t′r
t′
Im[V (r0(τ))]dτ. (5.1)
Eq. (5.1) is plotted in Fig. (5.5)(a), for orbits 1, 2 and 3. In general, its behaviour
mirrors that observed for the imaginary parts of the ionisation times. This includes it
being much smaller and flatter for orbit 3 and the local minima outside the origin for
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orbit 2.
The mirroring behaviour can be seen from Eq. (6.16) if one applies the low-frequency
approximation [100]. This gives sinh(ωt′i) ' ωt′i and sinh(2ωt′i) ' 2ωt′i, which are in
the dominant terms. Within the same approximation, the integral over V (r0(τ)) leads
to an algebraic term, which may be viewed as a modified prefactor and whose influence
is secondary as far as the side-lobes are concerned. It does however play an important
role in the overall shape of the distributions. The calculation of the full action using the
low frequency approximation is given Chapter 6.
In Fig. (5.5)(b), we plot the action SIm(t2c,p, r) associated with orbit 2, with and
without the integral over V (r0(τ)) in the low-frequency approximation. In all cases,
the two minima are present. Examples of single-orbit PADs computed analytically are
provided in Figs. (5.5)(c) and (d). Both figures show clear side-lobes and resemble the
single-orbit distribution in Fig. (5.3)(b), which has been computed numerically. How-
ever, inclusion of the integral over the binding potential in the low-frequency approxi-
mation renders the numerical and analytical single-orbit distributions strikingly similar.
This similarity includes the broader shape and secondary peaks.
5.2 Interference Types
We have calculated four different types of orbit in the CQSFA, so there are six pair-wise
combinations that will each give rise to different interference patterns. On top of that,
restrictions on these combinations can be imposed to give rise to further interference
types. These types were first presented for the CQSFA in [102, 104]. In Fig. (5.6) we
show the interference types in terms of the real part t′r of the times of ionisation. The
first type, denoted A or B interference, occurs between pairs of orbits with their tunnel
exit on opposite sides of the atom. This means that for pf‖ = 0 the difference between
the values for t′r for the two orbits will be half a laser cycle, this difference will increase
or decrease for non zero pf‖, see Fig. (5.6). So these interference types occur for the
following combinations of orbits, 1 & 2, 1 & 3, 4 & 2 and 4 & 3. If the difference
between the real part of the times of ionisation in these pairs is less than half a cycle
the interference is type A, while if it is more than half a cycle the interference is type
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FIGURE 5.5: Panel (a) shows the imaginary parts of the actions Si
(i=1,2,3) associated to the orbits 1, 2 and 3 of the CQSFA, as functions of
the final parallel momentum, computed directly from Eq. (5.1) for per-
pendicular momentum pf⊥ = 0.05 a.u.. For comparison, the SFA counter-
part has been included. Panel (b) displays the approximate expressions
obtained for orbit 2, as functions of the final parallel momentum, for the
same perpendicular momentum as panel (a). The dotted line, labelled
2b, corresponds to the single-orbit action without the integral over the
binding potential, and the dashed lines, labelled 2a, include this integral
in the long-wavelength approximation. The solid line gives the numerical
expression for Eq. (5.1). Panels (c) and (d) illustrate the PADs computed
for orbit 2 without the prefactors, with and without the integral over
V (r0(τ)) in the long-wavelength approximation, respectively. The atomic
and field parameters are the same as in the previous figures in this chap-
ter.
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Interference Type z0iz0j ω
∣∣∣t′ri − t′rj∣∣∣
unrestricted/ AB − (0, 2pi)
A − (0, pi)
B − (pi, 2pi)
No prime + (0, pi/2)
Prime + (3pi/2, 2pi)
TABLE 5.2: The different interference type possible between two orbits
in the CQSFA. The first column gives the type, the second column gives a
condition on the tunnel exits of the two orbits and the third column gives
the restriction of the difference of ionisation times for the two orbits.
B. These two cases are both marked on Fig. (5.6). If no restrictions are applied to the
above pairs then there will be a mixture of A and B interference, the type will change
with the sign of pf‖.
For the remaining two pairs of orbits, 1 & 4 and 2 & 3 the orbits tunnel exits are on
the same side and thus ionisation occurs at similar times (in the same quarter cycle).
This means that the same kind of classification can not be applied as the difference is
always less than half a cycle. However, an alternative type of intracycle interference
exists. One of the orbits in each pair will have real part of time of ionisation time that
is less than the other, e.g., in Fig. (5.6) orbit 1 ionises before orbit 4. So if this orbit
(orbit 1) is delayed by a field cycle the difference between the times of ionisation will
still be under a field cycle so the combination will give intracycle interference. This type
of interference will be indicated by adding a prime to the label of the orbit that has been
delayed by a field cycle. A brief summary of the interference types is given in Table 5.2.
We consider these different types of interference for two reasons:
1. Symmetrisation sometimes performed in experiments or theory (e.g. reflection
about the p⊥ axis) effectively imposes such temporal restrictions (type A/ B), thus
showing all case makes our result comparable to others.
2. Some interference types for a particular pair of orbits reveal structures that are
obscured in the other interference types of the same pair.
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FIGURE 5.6: Schematic of the real part of the time of ionisation for all
four of the orbits over two laser cycles. This is plotted against the mo-
mentum component parallel to the laser field polarisation. The orbits are
labelled in the legend by Oi, where i refers to the specific orbit number.
The rectangles with an A inside show example combinations of orbits that
give rise to interference of type A. The ovals with a B inside show example
combinations of orbits that give rise to interference of type B. The circles
show an example combination of orbits that have their tunnel exit on the
same side. The squares (with one primed) show an example combination
of prime interference (where the primed orbit has been delayed by a field
cycle). The atomic and field parameters are the same as in the previous
figures in this chapter.
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FIGURE 5.7: Photoelectron angular distributions computed in the CQSFA
for times within a single cycle of the laser field and the same parame-
ters as in the previous figures in this chapter, neglecting the prefactors.
The upper and bottom row includes orbits 1 and 2, and orbits 1 and 3
as interfering trajectories, respectively. Panels (a) and (d) show type A
intra-cycle interference, panels (b), and (e) present type B intra-cycle in-
terference and panels (c), and (f) exhibit both types of interference. The
PADs have been plotted in a logarithmic scale.
5.2.1 Orbits 1 to 3
Here we analyse the interference effects of the first three orbits, these have the highest
overall signal so should form the main features in the final PAD. Figs. (5.7) and (5.8)
exemplify the types of interference that occur in the CQSFA, with and without the full
prefactor, respectively. The left, middle and right panels in both figures refer to type
A, type B and no restrictions where both types will occur intracycle interference, re-
spectively, computed as described above. The patterns obtained are more complex than
those seen in the SFA, such as the distributions presented in [102], as here we are con-
sidering three interfering types of orbits. Furthermore, since the imaginary parts Im[tec]
differ for each type of orbit, the fringes may become blurred in specific momentum
regions.
If only orbits 1 and 2 are taken [upper panels of Figs. (5.7) and (5.8)], the fringes
are sharp and the fringe spacing is similar to that observed in the SFA. This is ex-
pected, as Im[t1c] and Im[t2c] are comparable and Re[t1c] and Re[t2c] follow the SFA
solutions closely. The shapes of the distributions, however, are different. Specifically,
for type A intra-cycle interference, we see a fan-shaped structure spreading from the
origin (pf‖, pf⊥) = (0, 0) [Figs. (5.7)(a) and 5.8(a)]. This structure is well known,
both theoretically and experimentally. This highlights the importance of forming these
92 Chapter 5. Interference in the CQSFA - Electron Holography
1.×101
1.5×102
2.2×103
3.3×104
5.×105
1.×103
4.7×103
2.2×104
1.1×105
5.×105
||||||
⟂
⟂
(
( (
( (
(
12A
13A
12B
13B
12
13
FIGURE 5.8: Photoelectron angular distributions computed in the CQSFA
for times within a single cycle of the laser field and the same parame-
ters as in the previous figures in this chapter, including the prefactors.
The upper and bottom row includes orbits 1 and 2, and orbits 1 and 3
as interfering trajectories, respectively. Panels (a) and (d) show type A
intra-cycle interference, panels (b), and (e) present type B intra-cycle in-
terference and panels (c), and (f) exhibit both types of interference. The
PADs have been plotted in a logarithmic scale.
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FIGURE 5.9: Photoelectron angular distributions computed in the CQSFA
using orbits 2 and 3 for the same parameters as in Figs. (5.7) and (5.8)
without and with prefactor [panels (a) and (b), respectively]. The PADs
have been plotted in a logarithmic scale.
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interference types and many experiments and theoretical results show only type A for
the fan. Type B interference, shown in Figs. (5.7)(b) and 5.8(b), exhibits sharp, nearly
vertical fringes, which resemble those observed for the SFA but also become distorted
for low momentum regions. If both types of interference are considered, the fringes
become increasingly thicker as the momenta move from the negative to the positive pf‖
region. The presence of the prefactor enhances the side-lobes, but does not change these
features.
The interference between orbits 1 and 3, shown in the lower panels of Figs. (5.7)
and (5.8), behaves in a different way. First, the shapes of the fringes do not resemble the
finger-shaped structures or those from the SFA and the side-lobes are absent. Second,
if the prefactors are absent [Fig. (5.7)], they are only sharp near the pf‖ axis and up
to pf⊥ ' 0.5 a.u. For higher perpendicular momenta, the fringes are blurred and the
PADs acquire the shape of the single-orbit distribution in Fig. (5.3)(c). This is due to
the high probability of an electron leaving along orbit 3. In Fig. (5.8), however, one can
see that the prefactor outweighs this high probability and suppresses the contribution
of orbit 3 away from the pf‖ axis. If the intra-cycle interference between orbits 2 and
3 is considered, Fig. (5.9), we observe a set of prominent, almost horizontal fringes
diverging from a spider-like structure near the origin. A similar structure has been
observed in [105] using the QTMC method. This is the spider-like structure, seen in
various experimental studies [23, 66, 121–123]. The prefactor restricts the relevance of
this structure to a relatively narrow momentum range close to the pf‖ axis. One should
note that, since these specific orbits leave in the same half cycle, the classification in A
and B type interference is not applicable.
The real parts of the actions are displayed in Fig. (5.10)(a) for the three CQSFA
orbits as functions of pf‖. The figure shows a similar behaviour as for the SFA, with
type A and B interference corresponding to thicker and finer fringes, respectively. One
should note that type A interference is more sensitive to the Coulomb potential, and
that, for large positive momentum, the action related to orbit 3 tends to that related
orbit 1. This leads to very thick fringes in this momentum region. The real parts of
∆Sij , plotted in Fig. (5.10) as a function of the deflection angle, confirms the above-
mentioned trends. First, the action difference ∆S12 between orbit 1 and 2 tends to
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FIGURE 5.10: Panel (a) shows the real part of the action for the first three
CQSFA orbits, together with their SFA counterparts, plotted as functions
of the final momentum pf‖, computed for perpendicular final momentum
of pf⊥ = 0.25 a.u. As in Fig. (5.6), type A and B intra-cycle interference
is indicated by squares and circles, respectively. Panel (b) displays the
real part of the action differences ∆S12 and ∆S13, together with its SFA
counterpart, as functions of the deflection angle θ and energy 0.1 a.u..
The remaining parameters are the same as in the previous figures.
the SFA for perpendicular photoelectron emission, but deviates from it for other angles.
This causes the vertical structures in the SFA to be distorted into a fan. In contrast, the
difference ∆S13 agrees with its SFA counterpart at the polarisation axis, but increases
with the scattering angle. This leads to the convergent fringes seen in Fig. (5.7)(d) and
(5.8)(d). In all cases, there is a decrease in ∆Sij as the polarisation axis is approached,
which manifests itself as thicker interference fringes.
5.2.2 Adding orbit 4
Now we introduce interference effects from combing orbit 4 with all other orbits, the
overall signal for orbit 4 is slightly lower so the interference fringes will be somewhat
weaker. In Fig. (5.11) we plot interference patterns from combining each orbit with
orbit 4, which have been neglected until now. Panel (a) shows interference between
orbits 3 and 4, which gives rise to a spiral-like pattern. Including the prefactors, as
shown in panel (d), causes the signal from orbit 3 to be mainly located on the pf‖ axis
and that from orbit 4 to be mostly along the pf⊥ axis. Since there is not much overlap
between these regions, the interference fringes are relatively faint.
The fringes’ faintness, along with the fact they could be confused with intercycle
interference rings, may explain why they have been overlooked in experiments or other
theoretical computations. In panel (b) we see the interference pattern that arises from
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FIGURE 5.11: Photoelectron angular distributions computed using pair-
wise combinations of the first three types of orbits with orbit 4 to produce
interference patterns. The orbit combinations are labelled in the top left
corner. The upper and the lower panels neglect and incorporate prefac-
tors, respectively. The left, middle and right column employ orbits 3 and
4, 1 and 4, and 2 and 4, respectively. All distributions are normalised by
their peak intensity. A logarithmic scale has been used. The same field
and atomic parameters have been used as the previous figures in this
chapter. No restrictions have been assumed upon the ionisation times.
orbits 1 and 4. Once prefactors have been included (panel (e)), the V-shaped structure
is very distinctive. The interference fringes are truncated circles, which also may be
confused with ATI rings. Interference between orbits 2 and 4 (panels (c) and (f)) also
leads to a faint V-shaped structure. The fringes for the mid-energy orbit 4 trajectories
plot are fan-like on the left side and resemble off centre circles on the right. One should
note that in Fig. (5.11) no restrictions have been imposed upon the ionisation times
and no symmetrisation has been used. It is however common in the literature that
holographic patterns are obtained by imposing such restrictions [109, 118]. In Chapter
7, we present all possible combinations of these interference types and describe them
in terms of the orbit dynamics and properties such as being direct or undergoing a
recollision.
5.3 Comparison with the Time-Dependent Schrödinger Equa-
tion
If the first three orbits are combined (Fig. (5.12)), a more complex pattern arises and
several types of fringes are superimposed. In Figs. (5.12)(a) and (d), computed within a
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FIGURE 5.12: Photoelectron angular distributions computed in the
CQSFA (first and second row) and with the TDSE (third row) for com-
parison. Calculated over one, two and four cycles [left, middle and right
panels, respectively]. The CQSFA was calculated using orbits 1, 2 and
3 without symmetrizing with respect to the origin. The first and second
panels have been computed without and with prefactors, respectively.
The TDSE was calculated using the freely available software qprop [137],
where a window operator was used to compute the PADs. We considered
a trapezoidal pulse with a half-cycle ramp on and off and, from left to
right, one, two and four cycles of constant amplitude. The remaining
field and atomic parameters are the same as in the previous figures in
this chapter. The panels have been plotted in a logarithmic scale.
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cycle of the driving field, we see type B and type A intra-cycle interference for negative
and positive parallel momentum pf‖, respectively. Particularly visible are the nearly
horizontal fringes caused by the interference of type 2 and 3 trajectories (the spider-like
structure), and the structures related to the interference of orbits 1 and 2. This holds
both in the presence and in the absence of prefactors, whose main effect is to introduce a
bias towards the pf‖ axis. Traces of the patterns caused by the interference of type 1 and
3 trajectories can also be identified, but they are much less prominent. This is possibly
caused by their contrast being poorer than that of the other patterns [see Figs. (5.7)(f)
and (5.8)(f)].
If more cycles are included [middle and right columns of Fig. (5.12)], there will
be circular inter-cycle fringes dictated by Eq. (6.4), which tend towards a Dirac delta
comb as the number of cycles increase. In addition, intra-cycle fringes may be either
washed out or reinforced. For instance, the convergent structure due to the interference
of orbits 1 and 3 is no longer visible, and the nearly horizontal fringes related to the
interference of orbits 2 and 3 is weakened. In contrast, the fan-shaped structure from
the interference of orbits 1 and 2, and the spider-like structure near the origin from the
interference of orbits 2 and 3 are very clear, and even seem to reinforce each other. The
patterns become increasingly symmetric as more cycles are included in the computation.
This can be seen by comparing Figs. (5.12)(b) and (c), which has been computed for
two cycles, with Figs. (5.12)(e) and (f), for which four cycles have been incorporated.
When comparing the full CQSFA results with the TDSE [bottom row of Fig. (5.12)]
we find good qualitative agreement for near-threshold and intermediate energies. For
instance, the CQSFA reproduces the fan-shaped structure very well. Comparing panels
(f) and (i), one can see that the inner ring at around 0.3 a.u. has the same number of
fringes in both the CQSFA and TDSE. The subsequent rings further out also match and
display very similar structure, although the TDSE fringes are slightly more blurred. This
good agreement is expected as there are no hard collisions or irregular behaviour for
the orbits leading to this pattern.
The spider-like patterns from the CQSFA and the TDSE also match for lower values of
pf‖. In fact, by comparing Figs. (5.12)(d) and (g) one can see that, for pf‖ = −0.5 a.u.
the maxima both occur at pf⊥ = 0, 0.25, and 0.4 a.u.. However, for |pf‖| > 0.8 a.u.
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the TDSE fringes bend upwards while the CQSFA fringes bend slightly down. We have
verified that the main reason for this difference is due to the fact that we force the trajec-
tories in the continuum to be real, despite the fact that the during tunnelling there is a
complex component. If some approximate imaginary part is included1 in the continuum
trajectories the angle of the spider- and fan-like structures agrees much better with the
TDSE results. However, due to the nature of the approximation used, the signal in orbit
3 and 4 is much too high so the overall agreement gets worse. Furthermore, complex
trajectories will lead to branch cuts for orbits 2, 3 and 4 in the corresponding transition
amplitude [61]. These have not been properly accounted for in the current treatment,
which may also contribute to the above-mentioned discrepancies. We have verified that
these branch cuts also occur in the high-energy regime, for which hard collisions occur.
In [61], it was shown that a correct treatment of these branch cuts is essential for mod-
elling the low energy softly recolliding orbits that are responsible for the low-energy
structure (LES) and very low-energy structure (VLES). The issue of complex trajectories
and branch cuts is tackled in more detail in [98], where branch cuts are corrected for
both Coulomb-free (e.g. SFA) and Coulomb-distorted (e.g. CQSFA) models, which fixes
defects in the PADs. However for now, the region |pf | < 0.1 a.u. has been left out of the
CQSFA results. In the TDSE results, a low-energy ring at around 0.1 a.u. can be seen,
which can be associated with the VLES.
In addition to this there are some other features of the model that may contribute to
such discrepancies. The spider-like pattern arises from the interference between orbits
2 and 3, orbit 3 is a forward scattered trajectory that may interact strongly with the
core. For higher pf‖ the closest approach of orbit 3 gets smaller, hence there is a larger
interaction with the core, where the path integral approach is expected to break down
somewhat. Furthermore, the momentum is fixed for the tunnel trajectory, hence the
full effect of the atomic potential is not accounted for. In studies using much lower
frequencies [23, 66, 121], the bending does not occur and the agreement with the
CQSFA improves markedly.
Finally, in Fig. (5.12)(i) some faint V-shaped structures can be made out above pf⊥ =
0.5, which are not visible in the CQSFA. Previously, these fringes have been associated
1We kept the imaginary part constant beyond the tunnel exit, which is how it behaves in the SFA
trajectories.
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FIGURE 5.13: Full CQSFA photoelectron angular distributions calculated
excluding and including orbit 4 (left and middle columns, respectively),
compared with the TDSE solution (right column). The distributions in
the top and bottom row have been calculated over a single and four laser
cycles, respectively. The orbits included in each distribution are marked
in the top left, and the prefactors have been included in all cases. The
freely available software Qprop [125] was used to perform the TDSE
calculation. All distributions are normalised by their peak intensity. A
logarithmic scale has been used. The same field and atomic parameters
have been used as in Fig. (7.1).
with interference between trajectories that may be similar to orbits 3 and 4 [64]. This
suggests that orbit 4 may have some role to play in the high-energy domain, even if it
is less significant than the other orbits. Some features in the TDSE such as the VLES
are strongly dependent on the pulse envelope used. However, the features we focus
on, namely the fan-shaped and spider-like fringes, do not change significantly with the
pulse envelope.
5.3.1 Including orbit 4
If we compute the photoelectron angular distributions combining all orbits and compare
them to those obtained with the coherent superposition of the first three, we can see
what effect orbit 4 has. This has been done in Fig. (5.13) for one and four laser cycles,
in which the CQSFA is also compared with the ab-initio solution of the time-dependent
Schrödinger equation (TDSE) [125]. Comparing panels (a) and (b) we can see that
adding orbit 4 does little to change the central fringes that are dominated by the fan-
and spider-like structures. As previously mentioned, these structures are mainly due
to the interference of orbits 1 and 2, and 2 and 3, respectively. However, above this
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region there are clear spiral fringes, which are also visible near the pf⊥ axis for the ab-
initio solutions (see panel (c)). Additionally, the V-shaped structure is very visible in the
high-energy region near the pf⊥ axis for the CQSFA.
If four laser cycles are taken into account, as shown in panels (d) and (e), again there
is little change to the main fringes. However, the coherent superposition of the spiral-
like patterns and ATI rings causes chopped up fringes that appear to be interlocking.
This more closely matches solutions from the TDSE in this region, shown in panel (f),
where the ATI rings are not solid but exhibit some interlocking gaps. The V-shaped
structure is not explicitly identifiable in the TDSE results. However, the inclusion of orbit
4 introduces a faint signal in the very high energy regions, and improves the agreement
with the TDSE results.
5.4 Discussion
Using the Coulomb quantum-orbit strong-field approximation (CQSFA) [79], we have
isolated many types of interference patterns and other qualitative features present in
ATI momentum distributions. Apart from the widely studied near-threshold fan-shaped
structure, the inter-cycle ATI interference rings and the ATI side-lobes, these features
include many types of intra-cycle interference that have been overlooked in the litera-
ture. We provide direct evidence of how these patterns form, and show that they may be
viewed as holographic type structures arising from different types of interfering trajec-
tories. We follow the notation in [79, 80, 99, 100], which classifies the trajectories that
reach the detector directly as type 1 orbits, those that leave from the opposite side and
are deflected by the core as type 2 and 3 orbits and those that leave from the same side
as the detector but are driven in the other direction towards the ion and backscatter as
orbit 4. Previously overlooked holographic patterns that have been studied in this work
include finer structures that arise from the intra-cycle interference of events separated
by more than half a cycle, and a converging structure caused by the interference of type
1 and 3 trajectories and also interferences with newly solved orbit 4. Within many field
cycles, some of these structures may be weakened, washed out or reinforced.
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We have found that both orbit 3 and 4 are pivotal for many ATI features and have
provided a systematic analysis of their effects. In previous studies [80, 100] orbit 3
has been neglected, possibly because the corresponding prefactor strongly reduces the
overall signal. Our studies show that, outside the pf‖ axis, this counteracts the fact that
ionisation probability along this orbit is quite high. However, two peaks remain located
on the pf‖ axis which contribute to the side-lobes identified in [66]. Interference be-
tween orbits 2 and 3 produces a spider-like pattern, which can be seen superimposed
on the fan-like interference pattern that occurs due to interference between orbits 1 and
2. The same spider-like pattern is seen in [105, 106], in which the quantum-trajectory
Monte Carlo (QTMC) model is applied to mid-IR fields, and experimentally in [118,
121], and it is attributed to these forward scattered trajectories. The on-axis contri-
bution of orbit 3 to the overall PADs improves the agreement with the time-dependent
Schrödinger equation (TDSE) [80, 100, 118] and with experiments [22, 121, 123, 138],
and can be seen in Coulomb-corrected computations in which orbit 3 has been included
implicitly [106, 108]. We also provide a more rigorous discussion of the side-lobes,
which are often linked with the spider-like structure and show that they are mainly de-
termined by the behaviour of orbits 2 and 3. In particular, the imaginary part of the
action mirrors the behaviour of those of the ionisation times t2c and t3c, which exhibit
minima for non-vanishing parallel momenta. This is both verified numerically and an-
alytically using the long-wavelength approximation. This demonstrates the side-lobes
are not solely a holographic interference structure as previously supposed.
Orbit 4 was also previously neglected in the literature [80, 100, 102, 103], not only
because the prefactor strongly suppresses this orbit’s contribution to the p⊥ axis but also
due to the high precision needed in the starting guess for the initial conditions, that are
required in order for the saddle point equations to converge to orbit 4. This requires
the degeneracy between the orbits at particular angles to be exploited. It is found that
the interference between orbits 3 and 4 gives rises to a totally new, previously neglected
structure, that we have dubbed the spiral-like structure, due to its spiral shape. This
structure has not been mentioned in the literature for experiments or ab-initio solutions
of the TDSE. This could be due to the fact that the fringes are fairly weak and occur for
high p⊥, where ATI rings are often quite visible and it may be difficult to tell the two
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apart. However, in our comparison the inclusion of orbit 4 with the other orbits gives a
clear improvement with the solution of the TDSE by providing an explantation for gaps
in the ATI rings that seem to be caused by the interplay of the spiral-like structure and
ATI rings. This structure has a lot of scope to be used in electron holography as orbits 3
and 4 have the two highest interactions with the residual ion. These orbits will recollide
with the target from different sides as well, so when applying this method to molecules
the spider-like structure could be used to probe structural information. There is also a
V-shaped cusp in the very highest energy region spanned by orbit 4, that cannot be seen
with the same prominence in the TDSE results. However, a similar V-shaped structure
was found in [64], even though, therein, this feature occurs in a different parameter
range.
It is also worth noting that classical soft forward-scattered trajectories associated
with the LES [58] are the same type of trajectories as orbit 3 and 4. This correspondence
is possible because we are solving Newton’s equations of motion for the continuum.
Hence, all our orbits in the continuum have direct classical counterparts. Thus, classi-
cal or quasi-classical methods may be built from the CQSFA by performing incoherent
sums over trajectories, neglecting or approximating prefactors, and ignoring sub-barrier
corrections.
Furthermore, we make a detailed assessment of intra-cycle interference, and the
quantum-orbit analysis in this work strongly suggests that the conditions derived in
[100] are only valid for high momenta and orbits 1 and 2. This is because, in [100],
the imaginary parts of the times related to orbits 1 and 2 are set to be equal and their
momenta at the tunnel exit is chosen to be equal to their final momenta. These assump-
tions hold in the SFA and are good approximations for high momenta, as fast electrons
are less influenced by the Coulomb potential. This is consistent with our analysis, which
shows that the initial momenta p(1)0 , p
(2)
0 and the ionisation times t1c and t2c tend to their
SFA counterparts in this regime. For momenta close to the threshold, however, these as-
sumptions no longer hold. Additionally, one should be careful considering interference
between orbit 1 and 2 when p0⊥ = 0, as orbit 2 cannot have zero initial perpendicular
momenta or it will undergo a hard collision with the parent ion. For orbit 3 and 4,
the conditions in [100] are not applicable in any momentum range, as they behave in
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a very different way. Apart from having much larger tunnel probabilities throughout,
which implies a much smaller Im[t3c] and Im[t4c], they do not tend to the SFA as the
momentum increases. However, the prefactors suppress the orbits over a wide range of
scattering angles, leaving most of the signal concentrated near to the pf‖ axis for orbit
3 and near to the pf⊥ axis for orbit 4.
This analysis is greatly facilitated by how the CQSFA is implemented. While our
method is similar to other approaches such as the trajectory-based Coulomb-corrected
strong-field approximation (TCSFA) [99, 100] and the QTMC model [105, 106, 108],
there are some key differences. The TCSFA and the QTMC method solve the forward
problem. Since it is not known what the final momentum will be, given a particular
starting momentum, one must use large initial momentum regions in order to ensure
the final momentum region of interest is completely covered by orbits of all types. Ad-
ditionally, the final momenta must be binned in order to determine which orbits will
interfere. Thus, a high density of trajectories with different initial momenta must be
used to ensure a sufficient number of trajectories of each type end up in each bin. This
means that many trajectories, typically 108−109, with different initial momenta must be
run before each bin is sufficiently populated and interference patterns can be resolved.
Furthermore, a uniform spread of initial momenta may under sample specific types of
trajectories. This is particularly true for type 3 and 4 orbits, whose initial momenta are
strongly bunched close to the parallel momentum axis. In contrast, the CQSFA solves
the inverse problem, so that for each point in final momentum there are four well de-
fined orbits and we only need to calculate as many points as the resolution dictates.
This method is more in-keeping with a calculation of a quantum transition amplitude,
where first the initial and final states are selected and can be calculated by summing
all the relevant paths between the two states, as opposed to setting an ensemble initial
conditions and semi-classically propagating it to a final state and then summing solu-
tions that are close to the final state selected. In addition, the TCSFA has caustics that
are made worse both by including sub-barrier Coulomb corrections and when orbit 3 or
4 are included, and which make the interference patterns less clear [100]. This could
be due to orbits 3 and 4 becoming more chaotic for low momenta, which may be prob-
lematic if a forward mapping is performed. The CQSFA does not suffer from this despite
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considering sub-barrier Coulomb corrections and orbit 3 and 4. The QTMC methods do
not contain caustics but are less general as they either disregard sub-barrier corrections
[108] or they use quasi-static tunnelling rates [105, 106], which will not be valid for
higher frequencies [80].
In the CQSFA, the momentum is approximated to be constant in the sub-barrier part
of the contour, as originally done in [99, 100]. One of the main issues with this region
is that one must integrate the potential up to its singularity. In practice, often one can
determine a lower bound of integration before the singularity for which there are no
qualitative changes in the PADs. However, this introduces some ambiguity so that no
quantitative statements can be made about total ionisation rates. So, alternatively, it
is possible to use the asymptotic form of the Coulomb wavefunction to match to the
singularity and regularise the result. A detailed account of this approach is given in
[19, 96, 98]. We have found that this method regularises the CQSFA such that the
overall value of the probability is within range2 of the TDSE solutions. However, there
is no qualitative change in the distribution, so we did not use this regularisation for
this qualitative analysis. Furthermore, the tunnel trajectory end point is fixed by the
tunnel exit derived in [139], which takes a perturbative approach. Improvements to
this contour have been reported in [61] in the context of low-energy structures.
A direct comparison with the TDSE shows that our approach works best for near-
threshold and moderate photoelectron energies. Discrepancies have been observed for
very low and very high energies, and may be due to the following issues. First, we have
neglected the imaginary parts of the trajectories in the continuum. In [90, 94, 101] it is
shown it is essential to include the imaginary components throughout and the inclusion
leads to better agreement with the TDSE. In fact it was shown that the imaginary parts
can be linked to the deceleration of the electronic wavepacket [94]. The inclusion of the
imaginary parts in the CQSFA would require solving Newton’s equations of motion for
complex valued trajectories. Given the Coulomb potential will contain branch cuts, this
presents a very difficult problem, which is discussed in [61, 98]. Second, by inserting
a closure relation in the ATI transition amplitude, we have eliminated the contributions
from excited bound states in Eq. (4.7). These contributions may play a role for very
2Within range here means approximately one order of magnitude, note that previously the total values
were out by more than ten of orders of magnitude due to the divergence of the Coulomb potential.
Chapter 5. Interference in the CQSFA - Electron Holography 105
low energy, by providing additional pathways for the electron to reach the continuum.
Finally, the assumption that the under-the-barrier momentum is constant may break
down in cases for which there is substantial acceleration.
Nonetheless, the CQSFA can qualitatively reproduce many features in the ATI mo-
mentum distribution, including the number of nodes on each ATI ring. In [100] it is
stated how sub-barrier corrections rectify the number of nodes on the second ring but
those on the first remain incorrect. This is attributed to the tunnel contour approxima-
tion being insufficient. However, we do obtain the correct number of fringes using the
same approximation. It is more likely that this discrepancy is due to the p˙ · r term, that
derives from using a phase space action in our expression, which is absent in [100]. In
previous publications it has been found this this term is important for a good agreement
with the TDSE [79, 80]. Similar results have also been reported in [108].
The holographic interference patterns discussed in this chapter provide rich struc-
ture that has the potential to yield a lot of tomographic and dynamical information on
targets such as molecules. Recent work [140] has shown that by adding a weak sec-
ondary harmonic to the laser field, polarised orthogonally to the original field, adds a
control parameter that modifies the phase of orbits in such a way that useful informa-
tion can be extracted. By focusing on the spider-like structure visible in experimental
PADs and using a simple Coulomb-corrected SFA (CCSFA) model to analyse it, ionisation
times could be extracted from the interference sub-structure. A theoretical study with a
similar field set-up demonstrated holographic patterns could be used to extract the field
intensity. Another study [141] demonstrated theoretically that holographic interference
could be used to trace the charge migration of an electron. This study employed an
adiabatic semi-classical model [142] to calculate the phase. All these studies require a
corresponding semi-classical model in order to translate phase differences between or-
bits into something useful. Note that care should be used when tracing back parameters
using semi-classical models as this assumes some ontology about them. However, in
such models the only ‘real’ part is the final observable, in our case the final momentum
pf . The semi-classical models used are typically quite simple including the Coulomb
potential only as a phase in the action, but often not in the tunnelling part and not in-
cluding it at all in the equations of motion. The CQSFA is well placed to provide this kind
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of analysis given the inclusion of the Coulomb potential in the orbits and the action. Ad-
ditionally, the CQSFA has very low computational demand and could be easily extended
to more complex systems such as multi-electron targets or two-colour fields. Possibili-
ties for extending this method for a multi-electron system include effective potentials,
imposing a spatial boundary inside which the multi-electron dynamics are incorporated
and the field is treated approximately, such as in the analytical R-Matrix Theory (ARM)
[90], and perturbative multielectron expansions around the one-electron CQSFA [143–
147]. If the present formulation is considered, a method of extending an effective po-
tential to the complex plane would be necessary for computing the tunnel trajectory.
At least for simpler targets such at diatomic molecules effective potentials can be de-
scribed in terms of elementary functions such exp, for which extension to the complex
plane is trivial, and non-trivial parts such as the Coulomb-like 1/r terms, for which the
extension to the complex plane and examination of resulting branch cuts has already
been investigated [61, 90, 98, 101]. In fact, in initial tests, including simple diatomic
effective potentials in the CQSFA, it was found the orbits could be calculated without
much difficulty. Hence, in the future this method could be essential for extracting de-
tailed and accurate information, from the high resolution PADs that can be produced
in experiments for molecular targets, exploiting control parameters such as a secondary
orthogonal field.
Chapter 6
Analytic Computations
In the previous chapter we investigated all the possible interference patterns in the
CQSFA. Now in this chapter we will derive analytic conditions and a semi-analytic model
for these patterns. This is so we can work towards generalised holographic conditions
that could be used to interpret experimental results. It also enables a deep analysis
of the interference in the CQSFA, in that it gives us the ability to separate any part
from the rest or change what contributions are included. We also use a larger range
of parameters in this section, using wavelengths between 590 nm and 1300 nm, while
keeping the Keldysh parameter (an indication of tunnelling) the same at round γ ≈ 0.75,
where γ =
√
Ip/2Up. This enables comparison with a wider range of the literature and
tests the CQSFA for different wavelengths. The results in this section draw from our
publications [102, 103]. The chapter is organised as follows. In Sec. 6.1 holographic
conditions are derived for the ATI rings and interference involving orbits 1-3. In Sec. 6.2,
using the CQSFA as a starting point, we derive further analytic expressions that will be
subsequently used to model ATI PADs and to describe several types of interference. In
Sec. 6.3, we perform a detailed analysis of such expressions. This includes a comparison
with the CQSFA and solutions of the TDSE, and an in-depth study of the physical causes
of key features in several types of holographic structures, including the fan and the
spider. Finally, in Sec. 6.4, we provide the main conclusions to be taken from this work.
107
108 Chapter 6. Analytic Computations
6.1 Generalised Holographic Conditions
If the prefactors are neglected, one may write the ATI photoelectron probability density
for Nc cycles of the driving field and a number ne of relevant events per cycle as
Ω(pf ) =
∣∣∣∣∣
ne∑
e=1
Nc∑
c=1
exp[iSec]
∣∣∣∣∣
2
, (6.1)
where Sec is the action associated to the e-th event in the c-th cycle and pf the momen-
tum at the detector. Here the single sum over s in Eq. (4.27) has been replaced by a
double sum in the indices e and c.
For a monochromatic field the difference between the actions related to the same
type of orbit but a different cycle is independent of the orbit and is given by the following
equation,
Sec′ − Sec = 2pii(c
′ − c)
ω
(
Ip + Up +
1
2
p2f
)
:= S
(SFA)
inter . (6.2)
This has been shown many times for the SFA but we will show it is also true for the
CQSFA. This renders Eq. (6.1) factorisable and given by
Ω(pf ) = Ωne(pf )ΩNc(pf ), (6.3)
where Ωne(pf ) is the probability associated with intra-cycle interference and
ΩNc(pf ) =
cos
[
2piNc
ω
(
Ip + Up +
1
2p
2
f
)]
− 1
cos
[
2pi
ω
(
Ip + Up +
1
2p
2
f
)]
− 1
(6.4)
is the probability related to inter-cycle interference. This can be shown in the following
way,
Ω(pf ) =
∣∣∣∣∣
ne∑
e=1
Nc−1∑
c=0
exp[iSec]
∣∣∣∣∣
2
(6.5)
=
∣∣∣∣∣
ne∑
e=1
exp[iSe0]
Nc−1∑
c=0
exp[i(Sec − Se0)]
∣∣∣∣∣
2
. (6.6)
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From Eq. (6.2) we can calculate Sec − Se0, which reads as
Sec − Se0 = 2piic
ω
(
Ip + Up +
1
2
p2f
)
︸ ︷︷ ︸
α
. (6.7)
The fact that we can pull out a factor Se0 and the remaining sum over c is not dependent
on e means that we can factorise the two sums. This gives
Ω(pf ) =
∣∣∣∣∣
ne∑
e=1
exp[iSe0]
∣∣∣∣∣
2
︸ ︷︷ ︸
Ωne
∣∣∣∣∣
Nc−1∑
c=0
exp
[
2piiαc
ω
]∣∣∣∣∣
2
︸ ︷︷ ︸
ΩNc
, (6.8)
We can further simplify ΩNc(pf ), so that
ΩNc(pf ) =
∣∣∣∣∣∣
exp
[
2piiα(Nc−1)
ω
]
− 1
exp
[
2piiα
ω
]− 1
∣∣∣∣∣∣
2
=
cos
[
2piNc
ω α
]− 1
cos
[
2pi
ω α
]− 1 , (6.9)
which leads to Eq. (6.4).
In the limit of infinitely long pulses, Eq. (6.4) describes a Dirac delta comb, whose
peaks are unequally spaced, and remains the same for the SFA and CQSFA. This condi-
tion agrees with the expression in [71].
The number ne of relevant orbits per cycle will depend on the approach, and for
simplicity we will use just the first three orbits in this chapter. Hence, we can write
an expression for intra-cycle interference that is general enough to encapsulate all the
effects discussed. Explicitly,
Ωne(pf ) = e
−2Im[S1c]
∣∣∣1 + e−∆SIm12 ei∆SRe12 + e−∆SIm13 ei∆SRe13 ∣∣∣2 . (6.10)
Here ∆SRe1j = Re[Sjc − S1c] and ∆SIm1j = Im[Sjc − S1c] with j = 2, 3. This is valid for
all cycles c. The term e−2Im[S1c] shapes the momentum distribution, and gives rise to
the side-lobes identified in ATI photoelectron momentum distributions [66]. This part
is related purely to the tunnelling dynamics so we call it the tunnelling prefactor. The
real parts of ∆Sij lead to the interference fringes seen in ATI, while Im[∆Sij ] switch
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interference on or off. If Im[∆Sij ] is small, then interference is on, whereas for large
Im[∆Sij ] interference is off and one of the orbits prevails. Therefore, a full generalised
holographic interference equations that describes all features in ATI, relating to the first
three orbits can be written as follows,
Ω(pf ) =
cos
[
2piNc
ω
(
Ip + Up +
1
2p
2
f
)]
− 1
cos
[
2pi
ω
(
Ip + Up +
1
2p
2
f
)]
− 1
e−2Im[S1c]
∣∣∣1 + e−∆SIm12 ei∆SRe12 + e−∆SIm13 ei∆SRe13 ∣∣∣2
(6.11)
So in order to fully describe the interference patterns one can compute all the action
terms, which is what we will do via the long wavelength approximation in Sec. 6.2.
Note the effect of orbit 4 can easily be include by adding the corresponding differences
in the action with orbit 1. However, computing the action analytically for this orbit is
particularly troublesome so we have left it out.
In order to help compute these action differences we write the action more explicitly
for monochromatic fields. The tunnelling and propagation parts of the action in the
CQSFA given in Eq. (4.12) and (4.21), respectively, can be rewritten as
Stun(p˜, r, t′r, t
′) = i
(
Ip +
1
2
p20 + Up
)
t′i −
∫ t′r
t′
V (r0(τ))dτ
+
2
√
Upp0‖
ω
[
sin(ωt′)− sin(ωt′r)
]
+
Up
2ω
[
sin(2ωt′)− sin(2ωt′r)
]
(6.12)
and
Sprop(p˜, r, t, t′r) =
(
Ip +
1
2
p2f + Up
)
t′r +
2
√
Uppf‖
ω
sin(ωt′r)
+
Up
2ω
sin(2ωt′r)−
1
2
∫ t
t′r
P (τ) · (P (τ) + 2pf )dτ
− 2√Up ∫ t
t′r
P‖(τ) cos(ωτ)dτ − 2
∫ t
t′r
V (r(τ))dτ, (6.13)
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where pj‖, with j = 0, f , correspond to the electron momentum components parallel to
the laser-field polarisation and
p(τ) =P (τ) + pf . (6.14)
This has been chosen so that all the integrands go to zero for large τ . Eqs. (6.12) and
(6.13) can be combined to give a more explicit form of the action,
S(p˜, r, t, t′) = (Ip + Up) t′ +
1
2
p2f t
′
r +
i
2
p20t
′
i +
Up
2ω
sin(2ωt′)
+
2
√
Up
ω
[
p0‖ sin(ωt′)− (p0‖ − pf‖) sin(ωt′r)
]−∫ t′r
t′
V (r0(τ))dτ
− 1
2
∫ t
t′r
P (τ) · (P (τ) + 2pf + 2A(τ))dτ − 2
∫ t
t′r
V (r(τ))dτ. (6.15)
This equation can be considered general in that we will recover the SFA if the Coulomb
coupling is reduced to zero, i.e., in the limit C → 0. Then V (r)→ 0, pf → p0 → p and
P → 0, which leaves us with the SFA action given in Eq. (4.2).
The dominant contributors to the overall shape of the electron-momentum distribu-
tions and to the interference patterns are the imaginary and real parts of the action,
respectively. It is helpful to write the real and imaginary parts of the action in more
explicit terms. The imaginary part of the action is directly related to the tunnelling
probability density, and it is a good indicator of the width of the barrier. Specifically for
Eq. (6.15), Im[S] reads
SIme (t
′
e,pe, re) =
(
Ip + Up +
1
2p
2
e0
)
t′ei +
2pe0‖
√
Up
ω cos(ωt
′
er) sinh(ωt
′
ei)
+
Up
2ω cos(2ωt
′
er) sinh(2ωt
′
ei)−
∫ t′er
t′e
Im[V (re0(τ))]dτ, (6.16)
where e = 1, 2, 3. The real parts give the phase differences between different types of
trajectories. For the action (6.15) and a specific orbit e, Re[S] is given by
SRee (t
′
e,pe,re) =
(
Ip+Up+
1
2
p2f
)
t′er+
2
√
Up
ω
(
2pe0‖sinh
(
ωt′ei
2
)2
+pf‖
)
sin(ωt′er)
+
Up
2ω
Re[sin(2ωt′e)]−
1
2
∫ t
t′er
fe(τ)dτ−
∫ t′er
t′e
Re[V (re0(τ))]dτ
−2
∫ t
t′er
V (re(τ))dτ, (6.17)
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where fe(τ) = P e(τ) · (P e(τ) + 2pf + 2A(τ)) and pe(τ) = P e(τ) + pf . Prefactors
will introduce additional biases, which do influence the shape of the PADS. They will
however play a secondary role in quantum-interference effects as they vary much more
slowly than the action.
6.1.1 Intercycle interference
In the following, we will show that the expression for intercycle interference remains
the same for the CQSFA, provided the field is monochromatic. In the CQSFA action
difference between two orbits of the same type in different field cycles may be written
as
∆Sinter = Sec′ − Sec = ∆S(SFA)inter + ∆Scc′ , (6.18)
where the S(SFA)inter is given by Eq. (6.2) with p replaced by pf , and ∆Scc′ are Coulomb
corrections related to an orbit of the type e occurring in cycles c and c′, so that the
ionisation times satisfy t′c′ = t
′
c + 2pinc/ω. The indices e are dropped as the condition
refers to the same type of orbit. This action difference reads
∆Scc′ = ∆SVT + ∆SVC + ∆Sp, (6.19)
where ∆SVT and ∆SVC are the phase differences caused by the potential during tun-
nelling and continuum propagation, respectively, and ∆Sp is related to the change in
momentum during the electron propagation. Explicitly,
∆SVT =
∫ t′
c′r
t′
c′
V (rc′0(τ))dτ −
∫ t′cr
t′c
V (rc0(τ))dτ, (6.20)
where the subscripts r indicate the real parts of t′c and t′c′ and r0c(τ) is given by Eq. (4.13)
with the lower bound replaced by t′c. For a monochromatic field, rc′0(τ) = rc0(τ − 2pinω ).
Substituting this into Eq. (6.20) leads to
∆SVT =
∫ t′
c′r
t′
c′
V (rc0(τ − 2pin
ω
))dτ −
∫ t′cr
t′c
V (rc0(τ))dτ (6.21)
=
∫ t′cr+2pinc/ω
t′c+2pinc/ω
V (rc0(τ − 2pin
ω
))dτ −
∫ t′cr
t′c
V (rc0(τ))dτ. (6.22)
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Transforming the first terms integration variable, τ ′ = τ − 2pinω , gives
=
∫ t′cr
t′c
V (rc0(τ
′))dτ ′ −
∫ t′cr
t′c
V (rc0(τ))dτ. (6.23)
Thus, the first and the second integrals cancel so that Eq. (6.20) vanishes.
The action difference
∆SVC = −2
∫ t
t′
c′r
V (rc′(τ))dτ + 2
∫ t
t′cr
V (rc(τ))dτ (6.24)
is handled in a similar way, using rc′(τ) = rc(τ − 2pinω ). But this time as the upper
integration limit t doesn’t transform as before, so the term
∆SVC = 2
∫ t
t−2pi/ω
V (rc(τ))dτ (6.25)
is left, which vanishes in the limit of t → ∞, given r → ∞. The same procedure,
together with the mapping pc′(τ) = pc(τ − 2pinω ), can also be used to show that
∆Sp = −1
2
∫ t
t′
c′r
P c′(τ) · (P c′(τ) + 2pf + 2A(τ))dτ
+
1
2
∫ t
t′cr
P c(τ) · (P c(τ) + 2pf + 2A(τ))dτ (6.26)
vanishes in this limit, givenP c(τ) → ∞ as τ → ∞. Hence, the Coulomb potential has
no effect on the ATI rings, for a monochromatic field. For a short laser pulse, this will
not hold.
6.2 Semi-Analytic Model
We will now provide analytic approximations for the remaining action terms that con-
tribute to Eq. (6.11). This includes, sub-barrier dynamics and the continuum propaga-
tion. In order to make the imaginary and real parts of the action, Eqs. (6.16) and (6.17),
analytically solvable, we employ the low-frequency approximation and some simplify-
ing assumptions upon the intermediate momenta. The low-frequency approximation
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has been used in [100] to derive sub-barrier corrections, and in [102, 103] for com-
puting analytical single-orbit probability distributions from Eq. (6.16). The continuum
terms contain integrals over trajectories that have no analytic solution. So in order to
solve these integrals we must assume a particular physical form for these trajectories,
using insight gained from examining the different orbit types. Thus, we describe this
part as a semi-analytic model.
The quantities of interest are the under-the-barrier potential integral
IVT = −
∫ t′er
t′e
V (re0(τ))dτ, (6.27)
the potential integral
IVC = −
∫ t
t′er
V (re(τ))dτ (6.28)
related to the continuum propagation, and the phase difference
IPe = −
1
2
∫ t
t′er
P e(τ) · (P e(τ) + 2pf + 2A(τ))dτ (6.29)
due to the electron’s final and intermediate momentum being different, as it is acceler-
ated by the residual binding potential.
6.2.1 The under-the-barrier integral and single-orbit distributions
We compute the integral over the binding potential for the imaginary part of the CQSFA
action related to tunnel ionisation, Eq. (6.16), in the long wavelength approximation.
For more details see, [102]. This integral is important in determining the shapes of
single-orbit distributions, and influences their sidelobes. The tunnel trajectory can be
written explicitly as
r0(τ) = ipe0(τi − t′i) + i
∫ τi
t′i
A(tr + iτ
′
i)dτ
′
i (6.30)
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Using the long wavelength approximation and expanding around the imaginary compo-
nent to first order, the above-stated expression is approximated by
r0(τ) = (τi − t′i)
[
i(p0 +A(t
′
r))−
1
2
A˙(t′r)(τi + t
′
i)
]
, (6.31)
where τi = Im[τ ]. This expression can be used to compute the indefinite integral
∫
V (r0(τ))dτ =
iC√
−p20⊥ + χ2
[
ln(τi − t′i)
− ln
(
2[χη(τi)− p20⊥] + 2
√
−p20⊥ + η(τi)2
√
−p20⊥ + χ2
)]
(6.32)
where
χ = i(p0⊥ +A(t′r))− t′iA˙(t′r) and (6.33)
η(τi) = i(p0‖ +A(t′r))−
1
2
(t′i + τi)A˙(t
′
r). (6.34)
We are however interested in the definite integral from t′ to t′r. Care must be taken with
the lower bound as it will lead to a divergence. For that reason, we take it as t′ − i∆τi,
where ∆τi is chosen to be an arbitrarily small real value. This gives
IVT =
∫ t′r
t′−i∆τi
V (r0(τ))dτ (6.35)
= i ln

 t′i
(
χη(t′i −∆τi)− p20⊥ +
√
−p20⊥ + η(t′i −∆τi)2
√
−p20⊥ + χ2
)
∆τi
(
χη(0)− p20⊥ +
√
−p20⊥ + η(0)2
√
−p20⊥ + χ2
)

C/
√
−p20⊥+χ2
 ,
so that exp[−iIVT ] will be a power of C/
√
−p20⊥ + χ2 and ∆τ
−C/
√
−p20⊥+χ2
i will con-
tribute as an orbit independent overall factor multiplying the whole transition ampli-
tude. Eq. (6.35) agrees with numerical computations, in which ∆τi is set to be small.
The parameter C is the effective Coulomb coupling, typically set to 1, and the sub-
scripts e have been dropped for simplicity. The divergence, caused by the lower integra-
tion limit, can be brought out as a common factor and thus ignored. Eq. (6.35) can be
split into a non-divergent and a divergent part, which can be treated separately. This
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gives
IVT = I˜VT + Idiv, (6.36)
with
I˜VT = (6.37)
i ln

 t′i
(
χη(t′i −∆τi)− p20⊥ +
√
−p20⊥ + η(t′i −∆τi)2
√
−p20⊥ + χ2
)
χη(0)− p20⊥ +
√
−p20⊥ + η(0)2
√
−p20⊥ + χ2

C/
√
−p20⊥+χ2

and
Idiv = −iC/
√
−p20⊥ + χ2 ln(∆τi). (6.38)
In Eq. (6.37), ∆τi → 0 leads to η(t′i −∆τi)→ χ, while Eq. (6.38), when added into the
action, will act like a prefactor. Explicitly,
exp(iI˜VT + iIdiv) = exp(iI˜VT ) exp(C/
√
−p20⊥ + χ2 ln(∆τi)) (6.39)
= ∆τ
−C/
√
−p20⊥+χ2
i exp(iI˜VT )
To remove this factor from the expression we can use the freedom that we may tend
∆τi to zero via any route. We can set ∆τi = −δ
√
−p20⊥+χ2/C , where δ is a parameter
that can used for all orbits to tend ∆τi to zero. This will lead to a common factor δ,
which will affect the overall yield of all the orbits equally but will not affect not the
interference patterns. Hence, it can be removed. This provides an argument as why it
is OK to ignore this divergence for a qualitative analysis but does not constitute as a
proper regularisation procedure. 1
The regularised expression for Eq. (6.35) then reads
IVT = iC/
√
−p20⊥ + χ2 ln

 2t′i (χ2 − p20⊥)
χη(0)− p20⊥ +
√
−p20⊥ + η(0)2
√
−p20⊥ + χ2

︸ ︷︷ ︸
F
 . (6.40)
In Fig. (6.1), we plot single-orbit distributions computed for orbits 1 and 2 using the
1We also verified numerically that for small ∆τi the qualitative behaviour does not change.
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full CQSFA, and the analytic approximation given by Eq. (6.40). In order to facilitate a
comparison, the prefactors have not been included. Overall, there is little discrepancy
between the analytical approximation and the full CQSFA. This is because the single-
orbit plots will vary only with the imaginary part of the action, which occurs exclusively
along the tunnel trajectory. The momentum along the tunnel trajectory is already taken
to be constant. Thus, the only difference between both models is the long wavelength
approximation used to integrate the potential. This additional approximation is quite
accurate along the tunnel trajectory, partly because the path along the imaginary time
axis is relatively short, typically well under half a cycle. Furthermore, the trigonometric
functions turn into hyperbolic functions, which are easily approximated. For both orbits,
there is a double peaked structure in the analytic and full CQSFA solutions, and the
yield becomes suppressed at the origin (see upper panels in Figs. (6.1)(a) to (f)). This
indicates that, in the presence of the Coulomb potential, the electron must have a non-
vanishing momentum to reach the continuum with a high probability [102]. For orbit
2, this structure is particularly visible and spreads to a larger momentum region as the
driving-field frequency increases (see upper rows in Figs. (6.1)(b), (d) and (f)). Both
the analytic and full CQSFA exhibit sharply focused spots in the PADs computed with
orbit 2, which become more prominent as the laser frequency increases. The analytic
expressions overestimate these spots. This can be seen by comparing panels F2 and A2
in Figs. (6.1)(b), (d) and (f).
Using the analytic model we can break down these effects to find their origin. The
single-orbit distributions are entirely governed by the imaginary part of the action,
which can be written as
SIm(p, r, t) =
Up
ω
G(ξ)− iRe
 C√
−p20⊥ + χ2
ln (F)
 , (6.41)
G(ξ) = (1 + 2|ξ|2) arccos(ξ)− 4ξrIm[
√
1− ξ2]
+ Im[ξ
√
1− ξ2] (6.42)
where F is equal to the argument of the logarithm in Eq. (6.40), related to the binding
potential, G(ξ) is the unit-less SFA-like part of the action, associated with the laser-
induced dynamics, and ξ = cos(ωt′e) is a unit-less variables that has been used to replace
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FIGURE 6.1: Single-orbit ATI photoelectron angle-resolved distributions
(PADs) computed without prefactors for hydrogen (Ip = 0.5 a.u.) and
orbits 1 and 2. The lower case letters on the top left corner correspond
to the field parameters (I, λ) = (7.5 × 1013 W/cm2, 1300 nm) [panels
(a) and (b)], (I, λ) = (2.0 × 1014 W/cm2, 800 nm) [panels (c) and (d)]
and (I, λ) = (3.75 × 1014 W/cm2, 590 nm) [panels (e) and (f)], where I
and λ give the field intensity and wavelength, respectively. This yields
a Keldysh parameter γ ≈ 0.75. The acronyms Fn (n = 1, 2), An (n =
1, 2) on the right top corner indicate the full and analytic CQSFA solution
for orbits 1 or 2, while Ln (n = 1, 2) and Cn (n = 1, 2) give the laser
and Coulomb terms of the analytic expressions as defined in Eqs. (6.42)
and (6.43). The numbers on the top left corner of each panel give the
driving-field wavelengths. The density plots have been represented in a
logarithmic scale and normalised to the highest yield in each panel. The
thick horizontal lines separate panels with different field parameters.
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L1 Max C1 Max L2 Max C2 Max
1300 nm 3.45×10−4 1.44×107 3.11×10−4 3.23×107
800 nm 1.02×10−3 5.18×104 8.19×10−4 1.20×105
590 nm 2.06×10−3 4.38×103 7.25×10−4 5.70×103
TABLE 6.1: Maximum signal for the laser and Coulomb related parts of
the amplitude Ln and Cn for orbits 1 and 2.
initial momentum and time. We can separate these parts when we consider the single-
orbit probability distribution, so that
| exp(iS(p, r, t))|2 = exp(−2SIm(p, r, t))
=
∣∣∣∣∣F
C√
−p2
0⊥+χ2
∣∣∣∣∣
2
exp
(
−2Up
ω
G(ξ)
)
. (6.43)
The SFA-like part has a clear ω dependence and contributes the most to the final
shape, hence the apparent overall scaling with ω seen in the upper parts of Figs. (6.1)(a)–
(f) [panels An and Fn (n = 1, 2)]. The potential-dependent prefactor scales in a non-
trivial way. The figure also shows that the contributions from the SFA-like terms and
the potential integrals IVT , plotted in panels Ln and Cn (n = 1, 2), respectively, mostly
occupy different momentum regions. The SFA-like part of the action is more located
near the p‖ axis, while the Coulomb contribution leads to an elongated structure near
the p⊥ axis. For orbit 1, this structure is single peaked, but for orbit 2 it exhibits a clear
suppression at p‖ = 0, with two distinct maxima around this axis. This happens because
there is a cusp at p0|| = 0 for both orbits 1 and 2. However, an electron along orbit 2 is
accelerated by the Coulomb potential to a non-zero final momentum value, leading to
the double maxima.
There is also a lower momentum bound for this structure, which decreases for higher
frequencies. This will increase the overlap between the Coulomb and laser-field contri-
butions for a shorter wavelength. This means that features such as the two spots in
orbit 2, most visible for 590 nm, are due to an increasing overlap of these two parts.
In Table 6.1 we list the peak values for the SFA-like and Coulomb terms. The Coulomb
part is many orders of magnitude larger than the SFA-like part, which is expected as it
involves the Coulomb singularity. Despite this difference, both will play a role as they
are multiplied in Eq. (6.43). The Coulomb term’s peak value actually increases with the
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FIGURE 6.2: Single-orbit ATI PADs computed without prefactors for
hydrogen (Ip = 0.5 a.u.) and orbit 3. The top, middle and bot-
tom panels have been calculated for the field parameters (I, λ) =
(7.5 × 1013 W/cm2, 1300 nm) [panels (a) and (b)], (I, λ) = (2.0 ×
1014 W/cm
2
, 800 nm) [panels (c) and (d)] and (I, λ) = (3.75 ×
1014 W/cm
2
, 590 nm) [panels (e) and (f)], where I and λ give the field
intensity and wavelength, respectively. The upper-case letters F and A on
the right top corner of each panel indicate the full and analytic CQSFA
solutions and the numbers on the top left corners give the driving-field
wavelength. The density plots have been represented in a linear scale
and normalised to the highest yield in each panel.
wavelength, despite the doubly peaked structure being more visible for shorter wave-
lengths in the full distributions. This shows that the overlap between the two terms is
the most important factor in determining whether this structure shows up in the final
distribution.
For orbit 3, we also find a very good agreement between the numeric and analytic
results, as shown in Fig. (6.2). In particular, we observe that the single-orbit PADs oc-
cupy a broader momentum region for decreasing driving-field wavelength. One should
note that the shape of the distributions remains similar. However, they scale with in-
creasing frequencies. Hence, for the region of interest, longer wavelengths favour the
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FIGURE 6.3: Single-orbit PADs for hydrogen (Ip = 0.5 a.u.), includ-
ing all prefactors and using the full CQSFA, for orbits 1, 2 and 3
(left, middle and right columns, respectively). The top, middle and
bottom panel have been calculated for the field parameters (I, λ) =
(7.5 × 1013 W/cm2, 1300 nm), (I, λ) = (2.0 × 1014 W/cm2, 800 nm) and
(I, λ) = (3.75 × 1014 W/cm2, 590 nm), respectively. The PADs have been
plotted in a logarithmic scale. The numbers on the left top corner of each
panel give the driving-field wavelength, and the letters F in the top right
corner indicate that this is the full CQSFA solution. All panels have been
normalised with regard to their counterparts computed for orbit 1.
signal along the p⊥ axis, and reduce the region along the p‖ axis for which the probabil-
ity density is significant. Inclusion of the prefactor (Fig. (6.3)) locates the distributions
along the p‖ axis for orbit 3 and reduces the off axis probability density. The effect of
the prefactor is less dramatic for orbits 1 and 2, and the previously discussed features
remain. However, it introduces a suppression in the yield around the origin for such
orbits. Examples are the widening of the PADs in the p⊥ direction with increasing fre-
quency and the sharp spots caused by IVT that exist for orbit 2 (see the left and middle
columns in Fig. (6.3)).
The under-the-barrier integral IVT does also contribute with a phase. Nonetheless,
we have verified that this phase plays a secondary role and does not strongly alter the
holographic patterns of interest. It does however cause discontinuities in the fringes due
to branch cuts. For a detailed discussion of these problems see [19, 61, 98, 148].
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6.2.2 The continuum propagation
We will now approximate the continuum propagation in order to obtain analytic expres-
sions for the integrals of the potential and momentum in the continuum, Eqs. (6.28) and
(6.29). The key idea is to use approximate functions for the intermediate momenta in
conjunction with the low-frequency approximation applied around a physically relevant,
specific time.
In the potential integral IVC , we will assume that the momentum in the continuum
trajectory, Eq. (4.16), is either constant or piecewise constant. This leads to the approx-
imate expression
IVC ≈ −
n−1∑
j=1
∫ tj+1
tj
V (rj(τ))dτ (6.44)
rj(τ) ≈
∫ τ
tj
(pj +A(τ
′))dτ ′ + cj , (6.45)
where n − 1 is the number of subintervals for which the momentum pj is assumed to
be constant, tj is the lower bound for these intervals and the constants cj account for
initial conditions that may be introduced in each subinterval. These intervals start at
the real part of the ionisation time, i.e., t1 = t′r and finish at the time tn = t, t → ∞.
Depending on the specific orbit and on the integration interval, the times tj will carry
different physical meanings, such as the time of ionisation, recollision, etc. Using the
long wavelength approximation to zeroth order on the integrand of Eq. (6.45), one
may write A(τ ′) = A(t˜) in Eq. (6.45), where t˜ is the orbit-specific time for which the
potential integral is the most significant. In general, we take t˜ to be the time of closest
approach between the electron and the core. However, if more than one orbit is taken
into consideration, we must ensure that a common time t˜ is taken so that both orbits
are in the continuum. This yields
rj(τ) ≈ kj(τ − tj) + cj , (6.46)
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where kj = (pj +A(t˜)). The indefinite integral related to each term in Eq. (6.44) reads
I(∆τj) = −
∫
V (rj(∆τj))d∆τj
= − C|kj | ln [−kj · (∆τjkj + cj) + |kj | |∆τjkj + cj |] , (6.47)
where ∆τj = τ − tj .
A different approximation is employed to compute the momentum correction Eq. (6.29).
Thereby, we assume that, starting from a given initial time t˜ whose physical meaning
is orbit dependent, the difference P between the current momentum p(τ) and the final
momentum pf is exponentially decaying. This means that the variable intermediate
momentum p(τ) is replaced by an analytic function, p(τ) = P(τ) + pf , with
P‖(τ) = (pf‖ − pj‖) exp(a‖(τ − t˜)) (6.48)
P⊥(τ) = (pf⊥ − pj⊥) exp(a⊥(τ − t˜)), (6.49)
where the coefficients a‖ and a⊥ are computed using the assumptions specific to the
problem at hand. For a monochromatic field, the integral over the momentum difference
yields
IP =
(pf‖ − pj‖)(pj‖ + 3pf‖)
4a‖
+
(pf⊥ − pj⊥)(pj⊥ + 3pf⊥)
4a⊥
+
2
√
Up(pf‖ − pj‖)
a2‖ + ω
2
(
a‖ cos(ωt˜)− ω sin(ωt˜)
)
. (6.50)
We will now apply the approximations discussed above to the three main orbits
that lead to intra-cycle interference. For interference to occur, they must reach the
detector with the same momentum, i.e., p1f = p2f = p3f = pf . In all cases, we
extract the tunnel exits ze0 from Eq. (4.15) and the ionisation times t′er from the full
CQSFA according to Eqs. (4.26) and (4.25). For orbits 1 and 2, it suffices to assume
that (i) p = pf during the continuum propagation in order to calculate the potential
integral IVC ; (ii) from the ionisation time t′r to the end of the pulse, the momentum will
tend monotonically to its final value in order to compute the momentum correction IP .
124 Chapter 6. Analytic Computations
pf
pf
Orbit 2
Orbit 3
p2
p30
pc3
p3
soft recollision
at time tc
FIGURE 6.4: Schematic representation of the approximations employed
in the analytic model for orbits 2 and 3. The first part of the path in green
is the tunnel exit, which is modelled as a constant momentum region as
in the CQSFA. Then for orbit 2 the field dressed momentum is modelled
by exponential decay to the final momentum, the fading black line. For
orbit 3 the next segment in blue refers to the also constant momentum
p3c and is chosen such that a soft recollision (r‖(tc) = 0) will occur at
the same time as in the CQSFA denoted tc. Then orbit 3 is also described
by an exponential decay from momentum p3 to the final momentum pf .
Here, p3 is calculated by assuming an elastic collision, that scatters in
electron towards the direction of the final momentum pf .
In contrast, for orbit 3, one must incorporate a soft collision with the core in order to
reproduce the spider-like structure2. Specifically, we assume that the electron will follow
a constant-momentum trajectory with a momentum p = p3c up to the recollision, and
that it will undergo a laser driven soft collision with the core at a time tc. Immediately
after the collision, the electron has a momentum p3, which is related to the collision
momentum p3c and the final momentum pf using several approximations. A schematic
representation of the approximations used in order to compute the integrals and phase
differences for orbits is plotted in Fig. (6.4). More details are provided below.
2We have verified that the approximations employed for orbits 1 and 2 leads to the correct behaviour, for
orbit 3 for high photoelectron momenta, but fails to reproduce the spider-like patterns in the intermediate
momentum regions. An example will be provided in Fig. (6.10)
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6.2.3 Orbits 1 and 2.
Using a monochromatic driving field, and assumptions (i) and (ii), the actions Se (e =
1, 2) associated with orbits 1 and 2 read
Se(p˜, r, t, t
′
e) = (Ip + Up) t
′
e +
1
2
p2f t
′
er +
i
2
p2e0t
′
ei +
Up
2ω
sin(2ωt′e)
+
2
√
Up
ω
[
pe0‖ sin(ωt′e)− (pe0‖ − pf‖) sin(ωt′er)
]− ∫ t′er
t′e
V (re0(τ))dτ︸ ︷︷ ︸
I(e)VT
−1
2
∫ t
t′er
P e(τ) · (P e(τ) + 2pf + 2A(τ))dτ︸ ︷︷ ︸
IPe
−
∫ t
t′er
V (rec(τ))dτ︸ ︷︷ ︸
I(e)VC
. (6.51)
The integrals I(e)VT , I
(e)
VC
and IPe are computed as stated below. Note that making pe
piecewise constant eliminates the term r · p˙ as given by Eq. (4.20), so that there is no
longer a factor 2 multiplying I(e)VC .
For I(e)VC , there will be only one interval, i.e., the lower and upper limit are t′er =
Re[t′e] and t in Eq. (6.44). In the approximated expression (6.46) we take kj = pf+A(t˜),
cj = ze0eˆ‖ and tj = t′er, where ze0 (e = 1, 2) are the tunnel exits for orbits 1 and 2. The
time t˜ is chosen as common to orbits 1 and 2. Since it must guarantee that the Coulomb
effects are significant and that both orbits are in the continuum, we consider the times
of closest approach for orbits 1 and 2 and take the largest of the two.
One must then compute Ie(t − t′r) − Ie(0), with t → ∞, where Ie is the indefinite
integral given by Eq. (6.47) for e = 1, 2. The lower limit reads
lim
∆τe→0
Ie(∆τe) = − C|ke| ln [−ke · ce + |ke||ce|] , (6.52)
while the upper limit diverges. This divergence will however cancel out for the dif-
ference ∆I(12)VC =I
(1)
VC
- I(2)VC , which is the quantity of interest. The expression for this
difference between the two lower limits is
∆I(ee′)VC = −
C
|ke| ln
[
(−ke′ · (ke′∆τe′ + ce′) + |ke′ ||ke′∆τe′ + ce′ |)
(−ke · (ke∆τe + ce) + |ke||ke∆τe + ce|)
]
, (6.53)
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FIGURE 6.5: Exact and analytic intermediate momenta pn, (n = 1, 2)
for orbits 1 and 2 over two field cycles considering a field of intensity
I = 2.0 × 1014 W/cm2 and wavelength λ = 800 nm. Panels (a) and (b)
give the parallel and perpendicular momentum components p‖ and p⊥,
respectively. The capital letters F and A refer to the full CQSFA and the
analytic approximation, respectively.
where ∆τe = τ − t′er. Specifically, the upper limit reads
lim
τ→∞∆I
(12)
VC
= − 2C|pf +A(t˜)|
ln
( |z20|
|z10|
)
, (6.54)
which, together with the lower limit difference as stated in Eq. (6.53), is the dominant
contribution to intra-cycle interference.
The momentum corrections IPe are computed by taking t˜ = t′er and pe = pe0
(e = 1, 2) in Eqs. (6.48) and (6.49). This is justified by the fact that, for orbits 1 and
2, the intermediate momentum tends monotonically towards the final momentum from
the ionisation time to the end of the pulse (see Fig. (6.5)).
The coefficient ae‖ is evaluated at the tunnel exit and in the parallel direction using
the saddle point Eq. (4.19) and the approximate action (6.51). This gives
P˙e‖(t′er) = p˙e‖(t′er) =⇒ ae‖ = −
C
z2e0(pe0‖ − pf‖)
. (6.55)
In order to compute ae⊥, one must bear in mind that the electron starts on the parallel
axis. Thus, the right hand side of Eq. (4.19) (∇V (r0) · eˆ⊥) is zero as x(t′r) = 0. Hence,
we take the derivative with respect to time of both sides instead. This yields
P¨e⊥(t′er) = p¨e⊥(t′er) =⇒ ae⊥ = −
√
Cpe0⊥
|ze0|3(pe0⊥ − pf‖)
. (6.56)
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These coefficients are then used in Eq. (6.50) and in the phase difference
∆IP12 = IP1 − IP2 . (6.57)
6.2.4 Orbit 3 and rescattering.
Below we discuss the approximations performed for orbit 3. The initial momentum,
used in the under-the-barrier trajectories and in I(3)VT , is p30, and the final (given) mo-
mentum is pf . The continuum propagation will require two subintervals: (i) from the
ionisation time t′3r = Re[t′3] to a real time tc for which a soft collision with the core
occurs, and (ii) from the recollision time tc to the final time t, t→∞. The time tc is cal-
culated by solving z(tc) = 0 for the CQSFA, and, in agreement with the approximations
in this work, is the time t˜ of closest approach from the core for orbit 3. The collision
being soft implies that x(tc) 6= 0. We consider that, from t′3r to tc, the perpendicular
momentum component remains the same, i.e., p3c⊥ = p30⊥ and the parallel component
p3c‖ is given by ∫ tc
t′r
(p3c‖ +A(τ))dτ + z30 = 0. (6.58)
One should note that the initial parallel momentum p30‖ cannot be chosen for this
segment. Although the laser is the main driving force for the collision, some electron
trajectories additionally require the attraction of the core to collide. Furthermore, the
momentum p3c‖ described by Eq. (6.58) ensures that scattering off the core occurs at
the correct time tc as determined by the CQSFA.
Upon recollision, we assume that the electron momentum changes instantaneously
from p3c to p3. The latter can be fully determined using the following simplifications: (i)
elastic scattering at tc, i.e., |p3c+A(tc)|2 = |p3+A(tc)|2; (ii) the scattering angle remains
the same until the end of the pulse, i.e., p3‖/p3⊥ = pf‖/pf⊥. Physically, assumption (ii)
implies that most of the angular changes occur during the collision and not subsequently.
The intermediate momentum p3 computed as stated above will be employed in the
momentum corrections IP3 , but will not be used in the potential integrals I(3)VC .
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The approximate expression for the action along orbit 3 reads
S3(p˜, r, t, t
′
3) = (Ip + Up) t
′
3 +
1
2
(p23c‖ − p230‖)t′3r +
1
2
(p2f − p23c)tc +
Up
2ω
sin(2ωt′3)
+
2
√
Up
ω
[
p30‖ sin(ωt′3)− (p30‖ − p3c‖) sin(ωt′3r)− (p3c‖ − pf‖) sin(ωtc)
]
+ IP3 + I(3)VT + I
(3)
VC
, (6.59)
where the first two lines give a SFA-like action, and the remaining terms yield the cor-
rections. One should note that the above-stated equation differs from Eq. (6.17) in the
sense that the change of momentum at the scattering time tc has been incorporated.
This is consistent with the fact that orbit 3 lies beyond the scope of the SFA transition
amplitude for direct ATI electrons [79, 99].
The tunnel integral
I(3)VT = −
∫ t′3r
t′3
V (r30(τ))dτ (6.60)
is approximated by Eq. (6.40). The Coulomb integral I(3)VC in the continuum must be
considered within two subintervals: (i) from the ionisation time t′r to the collision time
tc, and (ii) from the collision time tc to the final time t, t→∞. Explicitly,
I(3)VC = −
∫ tc
t′3r
V (r3c(τ))dτ −
∫ t
tc
V (r3f (τ))dτ, (6.61)
where
r3c(τ) =
∫ τ
t′er
(p3c +A(τ
′))dτ ′ + Re[r30(t′3r)]︸ ︷︷ ︸
z30eˆ‖
(6.62)
and
r3f(τ) =
∫ τ
tc
(pf +A(τ
′))dτ ′ + r3c(tc). (6.63)
For both integrals we take A(τ ′) ≈ A(tc), as the collision time is when the contributions
of the binding potential are expected to be most relevant. This is again using the long
wavelength approximation to zeroth order, and gives k3f = pf +A(tc) for Eq. (6.63). In
order to compute the continuum phase differences, it is convenient to rewrite Eq. (6.62)
using the assumptions stated above. Eq. (6.58) provides us with the tunnel exit z30,
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which, if combined with the parallel component of r3c(τ) gives
r3c‖(τ) =
∫ τ
tc
[p3c‖ +A(τ ′)]dτ ′ ≈ [p3c‖ +A(tc)](τ − tc). (6.64)
Constant p3⊥ between ionisation and recollision times, i.e., p3c⊥ = p30⊥, then yields
r3c(τ) = [p3c‖ +A(tc)](τ − tc)eˆ‖ + p0⊥(τ − t′r)eˆ⊥, (6.65)
which can be rewritten as
r3c(τ) = k3c(τ − tc) + c3, (6.66)
with k3c = p3c +A(tc) and c3 = p30⊥(tc − t′3r)eˆ⊥. Similarly,
r3f (τ) = kf (τ − tc) + c3, (6.67)
with kf = pf+A(tc). We will now use Eq. (6.47) to solve the two integrals in Eq. (6.61).
For the first subinterval, we have
Icol = −
∫ tc
t′3r
V (r3c(τ))dτ = lim
∆τc→0
I3(∆τc)− I3(t′3r − tc). (6.68)
This gives
Icol = − C|k3c| ln
[ −k3c · c3c + |k3c||c3c|
−k3c · (k3c(t′r − tc) + c3c) + |k3c||k3c(t′r − tc) + c3c|
]
, (6.69)
which can be simplified further to
Icol = − C|k3c| ln
[ −p230⊥(tc − t′3r) + |p30⊥||k3c||tc − t′3r|
(p3c‖ +A(tc))2(tc − t′3r) + |k3c||p3c‖ +A(tc)||tc − t′3r|
]
= − C|k3c| ln
[ −p230⊥ + |k3c||p30⊥|
(p3c‖ +A(tc))2 + |k3c||p3c‖ +A(tc)|
]
. (6.70)
The second integral is computed in a similar way as those in Sec. 6.2.3, with the dif-
ference that the common time will be the recollision time tc for orbit 3. Explicitly, the
upper limit for the Coulomb phase difference between orbit 3 and one of the other two
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orbits, as discussed in Sec. 6.2.3, will be
lim
τ→∞∆I
(e3)
VC
= − 2C|kf | ln
(
p230⊥(pf‖ +A‖(tc))
2(tc − t′3r)2
p2f⊥z
2
e0
)
, (6.71)
with e = 1, 2. The lower limit can be computed from Eq. (6.52) and Eq. (6.70) directly.
The momentum integral IP3 is computed assuming an exponential decay from the rec-
ollision time tc to the final time t → ∞. Prior to that, the momentum p3 is assumed
to be constant and equal to (p3‖, p3⊥) = (p3c‖, p30⊥) and the resulting phase shift is
incorporated in the SFA-like part of the action. This means that, in Eq. (6.48)-(6.50),
pj = p3, which is determined according to the simplification (ii) specified above, and
the closest approach time is taken as t˜ = tc. A further subtlety is that, in order to obtain
the coefficient a3‖ from the action (6.59), one must use the derivative of Eq. (4.19) as
z(tc) = 0, so that
P¨3‖(tc) = p¨3‖(tc) =⇒ a3‖ = −
√
Cp3‖
|p30⊥|3|p3‖ − p3f‖|(tc − t′3r)3
. (6.72)
Finally, for the perpendicular direction,
P˙3⊥(tc) = p˙3⊥(tc) =⇒ a3⊥ = − C
p230⊥(p3⊥ − p3f⊥)(tc − t′er)2
. (6.73)
One should note that, in the above-stated equation, it was not necessary to take the
time derivative of Eq. (4.19) as the transverse component x(tc) 6= 0. Phase differences
due to the momentum changes are then computed by taking ∆IPe3 = IPe − IP3 , with
e = 1, 2. Now all parts have been computed necessary to calculating the action in the
semi-analytic model for orbits 1-3. So we can use this to compute PADs and compare
with the full CQSFA and solutions of the TDSE.
6.3 Replicating Holographic Structures
In Fig. (6.6), we compare PADs computed using different means over four driving-field
cycles. This includes the full CQSFA spectra with and without prefactors, the full solution
of the time-dependent Schrödinger equation (TDSE), computed with the freely available
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software Qprop [125], and the analytic expressions derived in the previous sections. All
PADs exhibit a myriad of patterns, including the rings caused by inter-cycle interference,
the spider-like patterns near the polarisation axis that result from the interference of
orbits 2 and 3, and the near-threshold, fan-shaped structures caused by the interference
of orbits 1 and 2.
In general, the full CQSFA and TDSE solutions, shown in the second right [panels (c),
(g) and (k)] and right [panels (d), (h) and (l)] columns, exhibit a very good agreement.
However, the CQSFA underestimates the signal near the origin and the polarisation axis,
differs from the full TSDE solution around the p⊥ axis and leads to different slopes for
the spider. The discrepancy near the origin may be attributed to several approximations
made in the CQSFA, such as neglecting bound-state depletion and ionisation pathways
involving excited states. Furthermore, one assumes that the main ionisation mecha-
nism is tunnel ionisation. For that reason, the Keldysh parameter γ =
√
Ip/(2Up) has
been kept fixed and well within the tunnelling regime. However, this only indicates the
prevalent ionisation mechanism, but it does not rule out above-the-barrier or multipho-
ton ionisation. The agreement between the slopes of the spider-like patterns worsens for
decreasing driving-field wavelength. It is quite good for λ = 1300 nm [panels (c), and
(d)], reasonable for λ = 800 nm [panels (g) and (h)] and poor for λ = 590 nm. As the
wavelength decreases, the TDSE slope moves away from the polarisation axis, while its
CQSFA counterpart remains nearly horizontal. This is likely to be caused by the longer
electron excursion amplitudes in the mid-IR regime, which increase the influence of the
driving field and reduce the role of the Coulomb potential. Finally, orbit 4 has not been
included in our computations and will play a role near the p⊥ axis, with the spiral-like
fringes interplaying with the ATI rings.
In the two left panels of Fig. (6.6), we compare the full CQSFA and the analytic ap-
proximation as derived in Sec. 6.2. This comparison can only be performed if one leaves
out the prefactors, as they have not been included in the approximate expressions. They
play a secondary, but important role in the PADs, by determining the relative weight be-
tween the orbits, their stability and wave-packet spreading. This makes all PADs more
uniformly distributed in momentum space, instead of concentrated around the polar-
isation axis, and modifies the interference patterns. In the absence of prefactors, the
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FIGURE 6.7: Fan-shaped holographic structures computed for hydrogen
using orbits 1 and 2 and symmetrising upon p‖ = 0 so that Re[t1 − t2]
is smaller than or at most equal to half a field cycle. The left columns
[panels (a), (e) and (i)] provide the numerical CQSFA solution without
prefactor, the second left column [panels (b), (f) and (j)] show the ana-
lytical approximations, the second right column [panels (c), (g) and (k)]
display the analytical model without the Coulomb phases IVC , and the
far right column [panels (d), (h) and (l)] show the equivalent patterns
for the SFA-like term in the action. The field parameters for the first, sec-
ond and third row are the same as in Fig. (6.6). The probability densities
have been normalised to the maximum yield in each panel and plotted
in a logarithmic scale. The upper-case letters F, A, NC and SFA on the
top right corners of each panel mean full CQSFA, analytic CQSFA, CQSFA
with no Coulomb integral and the SFA-like part of the transition ampli-
tude, where the integral corrections are not included, respectively. The
numbers on the top left corner of each panel indicate the driving-field
wavelength.
CSQFA fringes appear more blurred and blotched, and there is good agreement with the
analytic expressions for a wide range of driving-field parameters. Thus, the additional
approximations carried out in the previous section can be used in analysing specific
holographic patterns more closely.
Coulomb effects in intra-cycle interference
We will next employ the analytic approximations to assess what influence the propaga-
tion integrals IVC and IP , in addition to the SFA-like terms, have on intra-cycle inter-
ference patterns. Fig. (6.7) displays the fan-shaped structure, which, in Chapter 5, was
shown to result from the intra-cycle interference of types 1 and 2 orbits [80, 102], pro-
vided that Re[t2c − t1c] ≤ pi/ω. The figure shows that the analytic model overestimates
the diverging behaviour of this structure due to the Coulomb phase, in comparison to
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FIGURE 6.8: Holographic structures stemming from the interference of
orbits 1 and 2 computed without symmetrisation and relaxing the re-
striction upon the ionisation times t1 and t2. We use the same field and
atomic parameters, and the same notation as in Fig. (6.7). The probabil-
ity densities have been normalised to the maximum yield in each panel
and plotted in a logarithmic scale.
the full CQSFA for a wide range of field parameters. This is expected, as it has been con-
structed around the times t˜ for which the Coulomb potential is most important, whose
long tail causes the fringes to diverge. A legitimate question is where this influence is
the most critical: is it via the Coulomb phase difference Eq. (6.54) or via the momen-
tum corrections Eq. (6.57)? In Figs. (6.7) (c), (g) and (k), we remove the Coulomb
phase difference from the analytic expressions, and find that the slope of the distribu-
tions changes considerably. Furthermore, the Coulomb phase causes a narrowing of the
fringes near the origin, where the effect of the Coulomb potential is the largest, which is
lost when this term is removed. This can be observed to lesser extent in the full CQSFA
plots, Figs. (6.7) (a), (e) and (i). Still, both the momentum and Coulomb integrals con-
tribute as the PADs computed using Eq. (6.51) without such integrals, displayed in the
far right panels of the figure, are markedly different. This shows that all corrections are
important in forming the fan, but that I(12)VC is the most important contribution.
This situation persists if the restriction Re[t2c − t1c] ≤ pi/ω is relaxed and other
types of intra-cycle interference between orbit 1 and 2 are present. This can be seen
in Fig. (6.8), which shows that the absence of the Coulomb phase I(12)VC causes the
interference patterns to become much closer to those obtained with the SFA. Overall,
we also see that the fringes become thicker as the driving-field wavelength decreases.
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FIGURE 6.9: Spider-like structures stemming from the interference of
orbits 1 and 2, computed for the same field and atomic parameters, no
prefactors, and using the same notation as in Figs. (6.7) and (6.8). The
left and the right column have been computed using the full CQSFA and
its analytical counterpart, respectively. This is indicated by the capital
letters F and A in the top right corner of each panel. The probability
densities have been normalised to the maximum yield in each panel and
plotted in a linear scale.
Physically, this is consistent with the fact that, for longer wavelengths, the electron
excursion lengths in the continuum are larger. This clearly plays a role in increasing the
phase difference as orbits 1 and 2 start in different half cycles of the field.
Fig. (6.9) shows the spider-like structures computed with the full and analytic CQSFA.
Overall, we see that the slope of the full solution is nearly horizontal, while the slope
of the analytic solution is somewhat distorted. This is consistent with the fact that the
bending is caused by the Coulomb phases in the continuum, which are overestimated
in the analytic model. The figure also shows a series of features, which are in agree-
ment with existing experiments [23]. For instance, the fringes broaden for increasing
frequency. There is also a scaling behaviour, which gives the impression that the spider-
like fringes are “zoomed" out for increasing wavelength.
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Interestingly, the fringe spacing in Fig. (6.9) changes by half the amount of the
remaining holographic patterns with the driving-field wavelength. In fact, if the wave-
length is changed from 1300 nm to 590 nm, the fringe spacing doubles for the fan and
for the interference patterns stemming from orbits 1 and 3. This is due to the fact that
orbits 2 and 3 start in the same half cycle of the field. However, the change in fringe
spacing for the spider-like structure is still comparable to the experimental findings. An
example can seen in [23], where the spider fringe spacing changes by around 60% when
the frequency is doubled, compared to a change of around 50% in the CQSFA as the fre-
quency is increased by a factor of 2.2. The difference may be due to the fact that [23]
uses a much longer wavelength 8 µm - 16 µm, which leads to a much lower Keldysh
parameter.
Another noteworthy feature is that, near the origin, there are secondary spider-
like structures in the full CQSFA, which are associated with multiple scattering events.
They are particularly clear in Fig. (6.9)(a) for a wavelength of 1300 nm. This can be
associated with the number of field cycles before rescattering; 1, 3 and 5 cycles relate
to the outer, inner and “inner-inner” spider patterns, respectively [61, 106, 121]. The
splitting is partially recovered in the analytic model, but cannot be fully accounted for
as it only allows one ‘soft-scattering’/close return of the electron. Such soft scattering
trajectories have been directly related to the low energy structure (LES) [58, 61, 64]. In
the full CQSFA, the splitting is clearly visible. There is however room for improvement
in the treatment of orbits with multiple passes, whose nature is irregular. In addition
to that, there are discontinuities in the fringes near the transverse momentum axis,
which are more prominent in the high-frequency regime. These are artefacts of the
model due to branch cuts in our contour. We have verified this by removing the under-
the-barrier Coulomb integral in the analytic model, which removes the discontinuities.
These discontinuities play only a secondary role in the full CQSFA PADs, as the yield
related to orbits 2 and 3 is strongly suppressed near the perpendicular momentum axis
when the prefactor is included.
Fig. (6.10) provides additional insight on how the Coulomb potential affects the spi-
der. Its influence occurs in three main ways: (i) It contributes to the Coulomb phases
and to the phase difference I(23)VC ; (ii) it accelerates the electron, which within our model
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FIGURE 6.10: Spider-like structures computed for hydrogen in a field
of intensity I = 2.0 × 1014 W/cm2 and wavelength λ = 800 nm using
the full CQSFA [panel (a); indicated by F], the analytic CQSFA model
with and without rescattering [panels (b) and (c); indicated by A1 and
A2, respectively], the CQSFA without the Coulomb phases IVC [panel (d);
indicated by NC], the SFA-like part of the action, for which the potential
and momentum integrals in the have been neglected in the continuum
propagation [panel (e); indicated by SFA] and the SFA-like part of the
action without rescattering [panel (f); indicated by NR]. The probability
densities have been normalised to the maximum yield in each panel and
plotted in a logarithmic scale.
is taken into account in the momentum integral IP and the phase difference IP23; (iii)
it causes the electron along orbit 3 to rescatter with the core. The main effect of the
Coulomb phase in (i) is to bring the fringes of the spider upwards. This can be readily
seen by comparing Figs. (6.10)(b) and (d), for which these integrals are present and ab-
sent, respectively. If the influence of the Coulomb potential is accounted for only as (ii)
and (iii) the spider fringes bend downwards, and even cross the p‖ axis. Fig. (6.10)(c)
models orbit 3 within the CQSFA in a similar way as for orbits 1 and 2, i.e., incorpo-
rating the Coulomb potential but without rescattering. In this case, the fringes near the
axis and the central part of the spider vanish. This shows that considering the bind-
ing potential only via (i) and (ii) does not suffice for a correct description of orbit 3.
Furthermore, the spider will only extend towards high photoelectron momenta if the
acceleration by the potential as described in (ii) is incorporated. This is clearly seen in
Fig. (6.10)(e), for which both the Coulomb and the momentum integral are absent. In
this case, only the central part of the spider is present, and the photoelectron energy
extends to roughly 2Up = 0.88 a.u., which is the direct ATI cutoff as given by the SFA.
Finally, if neither rescattering for orbit 3 nor the corrections IVC and IP are present, the
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distribution resembles what is obtained for a single-orbit direct ATI PAD in the standard
SFA, i.e., a single peak around (p‖, p⊥) = (0, 0), which extends to the maximum energy
of around 2Up. Physically, this could be loosely understood as an SFA-like model with
two long orbits, which carry slightly different ionisation times and momenta. This very
small difference would lead to very thick interference fringes, which will lie beyond the
cutoff energy.
6.4 Discussion
In this chapter, we derived conditions for interference patterns, which are kept as gen-
eral as possible with regard to the number of field cycles and events per cycle, and
provide an analytic expression determining the overall shapes of the distributions. Us-
ing properties related to the field being monochromatic, we show analytically that the
intercycle interference condition is the same for both the SFA and CQSFA. The shape of
the distributions and other features will however be affected by the Coulomb potential.
The sub-barrier integral over the binding potential is also computed analytically, and is
shown to exert a strong influence on the shapes of the PADs.
We also provide analytic expressions for Coulomb corrected above-threshold ion-
isation (ATI) dynamics based on the previously developed Coulomb quantum orbit
strong-field approximation (CQSFA) [79, 80, 102], which allows a direct computation of
quantum-interference patterns in photoelectron angular distributions (PADs). This ap-
proach is more refined than the analytic methods existing in the literature, as it includes
the Coulomb potential in the ionisation and continuum propagation dynamics. The for-
mer is important in determining the shapes of the electron-momentum distributions,
and the latter allows us to reproduce patterns commonly encountered in photoelec-
tron holography, such as the fan- and spider-like structures. In the ionisation dynamics,
the main piece of information are the times and the momenta with which the electron
reaches the continuum, and how this alters the electron momentum distribution. In the
continuum dynamics, the influence of the Coulomb potential manifests itself as (a) a
Coulomb phase, which is accumulated during the electron propagation; (b) phase dif-
ferences due to changes in the electron momentum caused by the residual potential,
Chapter 6. Analytic Computations 139
from the instance of ionisation to the time at which it reaches the detector; (c) in some
cases, rescattering does play a role and must be incorporated. This goes beyond most
analytic models for holographic photoelectron structures, which are fully classical [66,
106, 121] and/or are SFA-based include at most hard collisions [64, 149]. More so-
phisticated models focus on the low-energy structures, but do not aim at reproducing
holographic patterns [58, 61].
In contrast, we incorporate the effects (a)–(c) in the semiclassical action, which is
directly used to computed the PADs and photoelectron patterns. Key approximations
consist of assuming that the intermediate electron momenta are piecewise constant
when computing the Coulomb phase (a), and monotonically decaying towards its fi-
nal value when computing the momentum corrections (b). We also expand the external
field around the times for which the electron is closest to the core, which are determined
from the numerical solution of the CQSFA.
Overall, we reproduce key features observed in intra- and intercycle interference,
and obtain a good agreement with the CQSFA, provided the prefactors are neglected.
The latter include further momentum bias due to the shapes of the initial bound-states,
wave-packet spreading and modify the stability of each type of orbit. In this chapter
we used orbits 1-3, which are direct (orbit 1), and forward deflected (orbits 2 and 3).
Orbits 1 and 2 exist in the standard strong-field approximation (SFA), for which the
influence of the Coulomb potential is neglected in the continuum, while orbit 3 requires
the residual Coulomb potential to be present [79, 99]. It behaves in a similar way to the
forward scattered orbit present in the SFA model of high-order ATI [64, 149].
The analytic model allows a closer look at how the holographic structures form. For
instance, we have previously shown that the fan-shaped structure that forms near the
ionisation threshold stems from the interference of types 1 and 2 orbits. The fan arises
due to an angle- and momentum dependent distortion caused by the Coulomb poten-
tial, which is maximal close to the polarisation axis [80, 102]. An open question was,
however, whether this distortion occurred due to the Coulomb phase or the momen-
tum changes caused by the Coulomb potential. In the present work, we find that all
Coulomb corrections contribute to the fan. However, the most dramatic effect is caused
by the Coulomb phase given by the integrals IVC , which acts to both straighten and
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narrow (near the origin) the fringes to give the characteristic fan shape. Our analytic
computations also show that, when modelling orbits 1 and 2, it suffices to include cor-
rections around a model which, in the limit of vanishing Coulomb potential, tends to
the SFA without rescattering. This is consistent with the fact that orbits 1 and 2 have
well-known SFA counterparts [79, 99] and tend to the SFA in the limit of very large
photoelectron momenta [102].
The present results show that the spider-like pattern, caused by the interference of
orbits 2 and 3, requires an appreciable acceleration of the electron in the continuum,
the Coulomb phase and, above all, rescattering for orbit 3. In fact, analytical Coulomb
corrected models similar to those developed by us for orbits 1 and 2 fail to reproduce
this structure (see Fig. (6.10)). It was necessary to assume an abrupt momentum change
at a rescattering time tc, which led to a very distinct transition amplitude, see Eq. (6.59).
Note that assuming a soft recollision leads to worse agreement in the region very close
to the pf‖ axis. This is due to the fact that orbit 3 undergoes the least interaction with
the core near the pf‖ axis and the orbit is deflected like orbit 2, rather than rescattered.
In the limit of vanishing binding potential, Eq. (6.59) does not tend to the direct SFA.
This is supported by the fact that an electron along orbit 3 gets much closer to the core
and is accelerated for a longer time than for the remaining orbits. Furthermore, orbit 3
does not have an SFA counterpart in direct ATI nor exhibits any high-energy limit that
can be traced back to the direct SFA [102]. However, there is some evidence that it could
be approximated by a forward scattered SFA orbit in high-order ATI [64] and we will
consider this in the next chapter for both orbits 3 and 4. It is indeed noteworthy that,
in the full CQSFA, the distinction between direct and rescattered electrons is blurred. In
contrast, the assumptions made upon the intermediate momenta in order to compute
the corrections used in this work provide a higher degree of control over the presence,
absence or nature of the rescattering events taking place. Hence, we can extract the
importance of soft rescattering in orbit 3, despite the fact that this orbit can exhibit
behaviour that varies between deflection and hard scattering.
Interestingly, the full CQSFA takes into account multiple scattering, which is left out
in the analytic effect. This causes the spider-like fringes to split in the low momentum
region, leading to several inner spiders. These structures have been reported in [121],
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and are more visible for longer wavelengths. Additionally, our results indicate that
the Coulomb phase in the continuum is underestimated in the full CQSFA, especially
for shorter driving-field wavelengths. This can be seen in the slope of the spider-like
structure, which is strongly influenced by the Coulomb phase.
For the CQSFA, the fringes forming the spider are nearly horizontal for all the pa-
rameters used, while in their TDSE counterparts the slopes in the mid-IR regime are
in agreement with the CQSFA, but increase with the driving-field frequency. Physically,
this is related to the fact that, the higher the frequency is, the smaller the electron ex-
cursion amplitude in the continuum will be. This means that the electron will spend
more time near the core. A distortion in the slope is also observed for the analytical
CQSFA model, which overestimates the Coulomb phase by expanding around the times
of closest approach to the core [see Figs. (6.9) and (6.10)].
A shortcoming of our approach is that, in its current form, it is not a stand-alone
model, as it uses the closest-approach times and initial momenta determined from the
CQSFA. It is hence desirable to find an alternative, consistent criterium for determining
such times and momenta. This model, however, has much similarity with the SFA model
for direct ATI for orbits 1 and 2 and HATI for orbit 3, with the crucial difference that a
soft recollision is used here as opposed to a hard one in HATI and in the kinetic energy
part of the action the momentum is not constant. Otherwise the piecewise constant
nature of the trajectories is very similar to those in direct ATI and HATI and the saddle
point equations from these models, which are much simpler to solve than the CQSFA
saddle point equations, could be used as starting point to provide the closest-approach
times and initial momenta. Another shortcoming is that the regularisation procedure al-
lows some freedom in the normalisation of the orbits, as the divergent part is only pulled
out as a common factor for the transition amplitudes for all orbits and is not entirely
removed. A preferable regularisation procedure would not have this freedom. It should
also be noted that the approximation taken on the electron trajectory during recollision
favours high energy collisions. Despite this it works well for the fan-shaped structure
near the threshold and for the central part of the spider. These regions exhibit relatively
low final momenta. This is due to the fact that, in both cases, the final momentum is low,
but the momentum at the collision/closest approach time is often high enough. Further
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important issues are how to incorporate multiple rescattering, improve the integration
contours in order to avoid branch cuts and to establish a direct connection between
the CQSFA, the analytic model and the rescattered ATI transition amplitude computed
using the SFA, the latter will be covered in the next chapter. Nonetheless, the analytic
approach discussed in this work provides deeper insight into how holographic structures
form, and yields a consistent and numerically much cheaper way of computing ATI PADs
in the presence of the residual binding potential.
Chapter 7
Recollision and Alternative Orbit
Types
In the previous chapter the significance of soft recollision was shown for orbit 3, and
some comparison to high-order above threshold ionisation (HATI) orbits was made. In
this chapter we will investigate this connection further. We will show that the orbits
in the CQSFA will either tend to direct ATI (DATI) or HATI orbits, in the limit of high
energy, and this depends on the change in emission angle of the photoelectron orbit.
Hence, the CQSFA trajectories are a generalisation of the strong field approximation
(SFA) DATI and HATI orbits with these orbits being at the either extreme of a range
of possible interactions with the core, from direct/ unaffected (i.e. DATI), to softly
rescattered, to hard recollisions (i.e. HATI). We also show that there are additional
solutions for the CQSFA orbits 3 and 4, some of which can be related to the softly
scattering orbits related to the low-energy structure (LES) and very low-energy structure
(VLES) [56, 58, 61, 128, 129]. This chapter is organised as follows. In Sec. 7.1, we
perform a detailed analysis of the CQSFA orbits as compared to the DATI and HATI
orbits that are present in the SFA. In Sec. 7.2 we refine the standard orbit classification
employed in Coulomb-corrected models and we investigate the overall shapes present
in single-orbit probability distributions. In particular, we and establish the momentum
regions occupied for the CQSFA and rescattered SFA. In Sec. 7.3 we examine all possible
interference types and understand them in the context of the orbit dynamics discussed
above. Finally, in Sec. 7.4 we state our conclusions.
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7.1 Recollision in the Strong Field Approximation
7.1.1 High Order Above Threshold Ionisation
We previously introduced the S-matrix transition amplitude for ATI within the SFA
Eq. (4.1), if one incorporates up to a single act of rescattering this gives,
Mr(p) = −
∫ ∞
−∞
dt
∫ t
−∞
dt′ 〈ψvp(t)|V Uv(t, t′)V |ψg(t′)〉 , (7.1)
Where V denotes the Coulomb potential and Uv(t, t′) is the Volkov propagator given by
Eq. (2.20). This equation would be the first order term in Born-expansion for V, while
the DATI transition amplitude, given by Eq. (4.1) would correspond to the zeroth order
term. Inserting the definition for the Volkov time evolution operator and rewriting in
terms of a semi-classical action and prefactors gives
Mr(p) = −
∫ ∞
−∞
dt
∫ t
−∞
dt′
∫
d3k exp[iSr(p,k, t, t
′)]Vk0Vpk, (7.2)
where the action is given by
Sr(p,k, t, t
′) = −1
2
∫ ∞
t
[p+A(τ)]2dτ − 1
2
∫ t
t′
[k+A(τ)]2dτ + Ipt
′, (7.3)
and all the influence of the core is incorporated in the ionisation prefactor
Vk0 = 〈k+A(t)|V |Ψ0〉 , (7.4)
and in the rescattering prefactor
Vpk = 〈p+A(t)|V |k+A(t)〉 . (7.5)
Eq. (7.2) includes the transition amplitudes associated with direct and rescattered elec-
trons [130]. It is, however, more convenient to employ Eq. (4.1) instead to compute
direct-electron contributions. Particularly clear in Eq. (7.2) is a process in which an
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electron, initially in a bound state |Ψ0(t′)〉, is freed at time t′, propagates in the contin-
uum with an intermediate momentum k for t′ < τ < t and recollides with its parent
ion at a later time t. Upon recollision, it then acquires the final momentum p. The
direct and rescattered transition amplitudes, given by Eqs. (4.1) and (7.2), respectively,
are solved using the steepest descent method. This method requires that the actions
Sd(p, t
′) and Sr(p,k, t, t′) be stationary. The saddle-point equation obtained from the
direct action Sd(p, t′) reads
[p+A(t′)]2 = −2Ipt′, (7.6)
which expresses the kinetic energy conservation at the time of ionisation. One should
note that Eq. (7.6) has no real solutions, which reflects the fact that tunnel ionisation
has no classical counterpart. A formally identical equation is obtained by imposing the
condition ∂Sr(p,k, t, t′)/∂t′ = 0, with the final momentum p being replaced by the
intermediate momentum k. This gives
[k+A(t′)]2 = −2Ipt′. (7.7)
The condition ∂Sr(p,k, t, t′)/∂t = 0 yields the conservation of energy
[p+A(t)]2 = [k+A(t)]2 (7.8)
upon recollision, and ∂Sr(p,k, t, t′)/∂k = 0 leads to the constraint upon the intermedi-
ate momentum k
k = − 1
t− t′
∫ t′
t
A(τ)dτ, (7.9)
such that it returns to the site of its release, i.e., the origin. Eqs. (7.8) and (7.9) in
fact imply that the electron suffers a hard collision as it returns to the origin. These are
the same equations employed in [64]. We compute the direct transition amplitude as
given in Eq. (4.5) using the standard saddle point approximation, and the rescattering
transition amplitude, Eq. (7.2), employing the specific uniform approximation discussed
in [132]. Throughout, we will employ the acronyms DATI and HATI for direct and high-
order, rescattered ATI, respectively.
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7.1.2 Recollision in the CQSFA
We have developed an improved method of solving the saddle-point Eqs. (4.23), (4.19)
and (4.18). This method exploits degeneracy between the two orbits in order to solve
them. It has allowed us to solve orbit 4, enabling us to probe features like recollision and
also find new types of trajectories for orbit 3 and 4, suggesting the orbit classification
introduced in the Sec. 5 is too coarse. The gradual deformation of the orbits, that leads
them to be degenerate at particular angles is shown in Fig. (7.1). This is achieved by
keeping the initial conditions fixed for a particular orbit and varying the final angle θf at
which the final momentum pf is detected from 0 to 2pi. The initial conditions are chosen
so that the tunnel exit and the perpendicular initial momentum are positive, (z0 > 0,
p0⊥ > 0). This means that the tunnel ‘velocity’ of the orbits is always along the positive
parallel axis and the angle θf represent the change in direction from this ‘velocity’ to the
final continuum momentum pf . This means, following the classification used in [99],
the orbits will be categorised as type 1, 2, 3 and 4 for 0 < θf < pi/2, pi/2 < θf < pi,
pi < θf < 3pi/2 and 3pi/2 < θf < 2pi, respectively.
As θf moves from one quadrant to the other, the electron trajectories change smoothly
from 1 to 4. Hence, the orbits are degenerate precisely at the boundaries between quad-
rants, i.e. on the axes. In Fig. (7.1) these boundaries are crossed when the thick dashed
arrows in the figure become vertical. In fact, a resemblance can be seen very clearly for
orbits 1 and 2, as the boundary θf = pi/2 is crossed (see upper two far right panels in
Fig. (7.1)). This also holds for orbits 2 and 3, as the boundary θf = pi is crossed (see left
panels for which θf = 0.957pi and θf = 1.040pi), and for orbits 3 and 4, as the boundary
θ = 3/2pi is crossed (two lower far right panels). Orbits 1 and 4 cannot be degenerate at
pf || = 0, θf = 2pi, 0, despite the electron’s initial and final momentum being in the same
direction for the two orbits. This is because in orbit 4 the electron undergoes a full 2pi
rotation around the ion, making the orbits qualitatively different.
The degeneracy between the four types of orbits at the boundaries can be exploited
when solving the saddle-point Eqs. (4.23), (4.19) and (4.18). Starting from orbit 1 up
to orbit 4, one computes each orbit up to the boundary, and uses it to provide initial
conditions for the subsequent orbit type. For example, orbit 1 can be used to provide
initial conditions for orbit 2 in the neighbourhood of θf = pi/2. Next, orbit 2 may be used
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near θf = pi for solving orbit 3 and so on. This property is more useful with increasing
orbit number, as the CQSFA orbits behave less like the DATI orbits in the standard SFA.
In fact, this approach is essential for obtaining convergent solutions for orbit 4.
Given that the CQSFA spans these different orbit types, we would like to explore the
idea that the CQSFA provides orbits that lie qualitatively between the two extremes of
DATI (no collisions) and HATI (hard collisions). In Fig. (7.1) one can see that for low
final angle θf the electron trajectories behave qualitatively similarly to DATI trajectories.
The electron does not revisit the ion and the initial and final momentum are almost the
same. For high θf the electron trajectories resemble HATI orbits. The electron revisits the
core, passing very close to the origin and undergoing what looks like a “hard” collision.
There is almost no perpendicular momentum during the collision, in agreement with the
saddle-point Eq. (7.9) that gives the electron’s intermediate momentum within the SFA.
The orbits in-between these angles are less well defined and may be strongly deflected
or undergo soft collisions such as those seen in [58, 61, 128]. As such, the CQSFA can
be seen to blur the distinction between direct and re-scattered ATI and softly colliding
orbits.
In addition, the CQSFA will behave more like the SFA for high energy orbits as there
will be less interaction time with the core. We verified that the direct SFA is the high-
energy limit of the CQSFA for orbits 1 and 2 in Chapter 5. The angle θf will determine
whether the CQSFA orbit will tend towards its DATI (low angles) or HATI (high angles)
counterpart. In the CQSFA, there can never be any truly “hard” collision (except in
the limiting case θf = 2pi) as the electron trajectory will always miss the origin by
some amount. In order to make a comparison with the DATI and HATI limits we have
identified three important parameters, which determine the kind of collision we are
dealing with:
(i) The Bohr radius, whose perimeter is marked on Fig. (7.1) as a solid black circle,
and which is indicated in Figs. (7.2) (a) and (b) as a solid line.
(ii) A circle whose radius is the tunnel exit, displayed in Fig. (7.1) in dashed black.
This radius is also plotted as the black dashed lines in Figs. (7.2) (a) and (b).
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FIGURE 7.1: Electron trajectories calculated using Eqs. (4.19) and (4.18)
for fixed energy, E = 1.3 a.u. or E = 3Up, and values of the angle
θf associated with the final momenta in the range 0 < θf < 2pi. Each
orange line represents an electron trajectory after tunnelling, while the
dotted arrows point in the direction of increasing θf . The initial and final
momentum vectors are marked on the figure by black and red arrows,
respectively. The angles related to the initial and final momentum are
given by θi and θf (top left of each panel), while their difference is given
by θs (top right of each panel). The orbit type is also marked in the top
right corner of each panel. As guides, circles whose radii are the Bohr
radius and the tunnel exit are marked in solid black and in dashed black,
respectively. We consider a field of wavelength λ = 800 nm, intensity
I0 = 2 × 1014 W/cm2 and a model atom with ionisation potential Ip =
0.5 a.u. This gives a ponderomotive energy of Up = 0.439 a.u.
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FIGURE 7.2: Distances rc and time tc of closest approach are plotted for
the CQSFA, DATI and HATI. In panel (a), the distance of closest approach
rc is plotted for a fixed energy E = 0.26 a.u., and increasing angle θf .
The tunnel exit for the CQSFA is plotted in a black dashed line and the
Bohr radius is marked with a solid black line. In panel (b), rc is plotted
for three fixed angles for the CQSFA. The indices i, ii and iii correspond
to the angles, 0.25pi, 1.10pi and 1.75pi, respectively. The tunnel exit for the
CQSFA in case iii is plotted with a black dashed line. For the DATI and
HATI, rc is plotted for a fixed angle of θf = 1.75pi. In panel (c), the time
of closest approach tc is plotted for a fixed energy of E = 0.26 a.u. for
the CQSFA, DATI and HATI. The same field and atomic parameters have
been used as in Fig. (7.1). For HATI we compute θf as given in [64].
(iii) The electron’s distance rc of closest approach after tunnelling, indicated in Fig. (7.1)
by a blue spot.
If an electron trajectory goes within the region determined by the Bohr radius, we as-
sume it will undergo a “hard” collision as then it will interact as strongly with the core as
a bound electron. Furthermore, orbits that do not enter region (ii) can be called direct
as outside this perimeter the laser field dominates strongly over the potential. Finally, if
the electron’s trajectory closest point as defined in (iii) is between regions (i), the Bohr
radius, and (ii), the tunnel exit radius, one may view it as softly recolliding. Using these
radii as a guide, one can see that orbit 1 may be always classified as a direct electron
trajectory. In contrast, an electron along orbit 2 goes from direct to softly rescattered
with increasing θf . Orbit 3 will change from softly recolliding to a hard collision. Finally,
for the parameter range of the figure, orbit 4 always corresponds to a hard collision.
In addition to the above-stated parameters, one may also use the time tc associated
with rc (the time of closest approach), the time of ionisation t′ and the initial momentum
p0 to compare the CQSFA orbits with the DATI and HATI models. These are presented
in Figs. (7.2) and (7.3). In Fig. (7.2) (a), we plot rc for fixed photoelectron energy as
a function of the final angle θf . For the CQSFA at low angles, rc (blue line) is the same
as the tunnel exit (black dashed line) and the behaviour will mimic DATI (orange line).
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However, at θf = pi/2, when the electron trajectory becomes a type 2 orbit, the distance
of closest approach moves away from the tunnel exit as the electron goes into the softly
recolliding region (see Fig. (7.1)). At θf ≈ 1.1pi, there is a change in behaviour, marked
by a discontinuous derivative in rc. As θf increases further, the distance of closest ap-
proach falls rapidly, until it reaches the Bohr radius, where it levels off. This is not
related to the change in orbit type from 2 to 3 at θf = pi. Instead, it is due to the nature
of the orbit changing from deflection to hard collision. For pi < θf < 1.1pi, the electron
moves entirely through the soft recolliding region defined by (ii) and the trajectory has
a similar initial and final momentum. In contrast, for θf > 1.3pi, the trajectory is initially
moved outside of the softly recolliding region by the laser field. Subsequently, the field
drives back the electron into the hard collision region. In this latter case, the initial and
final momentum are quite different as the electron gains energy in the collision and is
scattered through a larger angle. This kind of trajectory closely resembles HATI orbits.
This transition can also be seen in the third row of Fig. (7.1). A similar behaviour is
displayed for the time tc of closest approach in Fig. (7.2) (c). For tc at low angles the
CQSFA very closely follows the DATI ionisation time, with a discontinuity for θf ≈ 1.1pi.
The time of closest approach jumps up at this point as the electron trajectory is now first
taken away from the core before revisiting it. Hence, the closest approach occurs later
in the orbit. After the transition, tc follows the HATI recollision time.
The CQSFA distance of closest approach rc is also plotted for three fixed angles
over increasing photoelectron momenta in Fig. (7.2) (b). For θf = 0.25pi, the CQSFA
follows the DATI curve and stays on its tunnel exit. For θf = 1.1pi, in the region where
orbit 3 undergoes a transition, the CQSFA trajectory remains a softly colliding orbit
for all energies staying just above the Bohr radius. For θf = 1.75pi, the CQSFA orbit
behaves like a HATI orbit and quickly falls below the Bohr radius with increasing energy.
Nonetheless, one should note that, for very low energy, this is a softly-colliding orbit. In
this region it behaves similarly to the softly colliding orbits discussed in [58, 128] that
are responsible for the low-energy structure (LES).
In Fig. (7.3) we plot the initial time and momentum components for the CQSFA,
DATI and HATI (upper and lower panels, respectively). In panel (a), one can see that
the real parts of the ionisation times t′ are different for the three approaches. This is
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FIGURE 7.3: Ionisation times and initial momenta for the CQSFA, DATI
and HATI, for a fixed photoelectron energy E = 0.055 a.u. and the same
field and atomic parameters as in Fig. (7.1). In panels (a) and (b), the
real and imaginary parts of the time of ionisation are plotted. In panels
(c) and (d), we display the components of the initial momentum parallel
and perpendicular to the laser-field polarisation.
due to the effect of the Coulomb potential, which favours shorter times for the CQSFA.
However, as before, for low θf the CQSFA follows the DATI line, but as θf increases the
behaviour tends towards the HATI curve. Similarly, in panel (b) Im[t′] is different for the
three approaches. This is because the Coulomb potential alters the tunnelling probabil-
ity and hence shifts the imaginary component of the tunnelling time. Nonetheless, the
qualitative behaviour of the CQSFA outcome also mirrors DATI for low angles and HATI
for high angles. The same angular behaviour is present for the parallel and perpendic-
ular initial momentum components p0‖ and p0⊥. In the perpendicular momentum case,
the CQSFA momentum even tends asymptotically to its DATI and HATI counterparts as
θf → 0 and θf → 2pi, respectively. It is remarkable that this behaviour is already present
for low photoelectron energy, such as that employed in Fig. (7.3). In all cases, we also
see that the reflection symmetry about θf = pi that exists in the Coulomb-free cases
breaks for the CQSFA. This is expected as the dynamics of the system are no longer
determined by the laser field alone.
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7.2 Additional Orbit Types in the CQSFA
Other types of orbits that have been made accessible by the new method of solving
outlined in Sec. 7.1.2 and which are important in the low-energy regime include those
with multiple passes and/or trajectories whose dynamics are mainly determined by the
Coulomb potential. In the previous chapter we stated that the soft-recolliding forward-
scattered trajectories that form the inner spider [121] and low energy structure [58, 61,
128, 129] bear similarity to some type 3 orbits. Furthermore, we can make the same
statement for softly colliding back-scattered trajectories and some type 4 orbits.
Fig. (7.4) in fact illustrates the fact that classifying orbits into type 3 or type 4 is
an over-simplification. Therein, we show three examples of orbits with very distinct
dynamics, that lead to the same final momenta and fall into the same classification
introduced in Sec. 5.1. Apart from the standard case for these orbits, in panel (a), there
are type 3 and 4 orbits that are driven past the core many times (multi-pass) before softly
scattering (see panel (b)), and also directly recolliding trajectories that hard-scatter
off the core before the laser field has time to change sign (see panel (c)). As these
orbits will lead to the same final momentum, they will potentially interfere. However,
combining these orbits would require a careful analysis of the orbits and potentially a
new asymptotic expansion, which is beyond the scope of this work. The low energy
(multi-pass) orbits are similar to longer HATI orbits that undergo a few passes before
colliding with the core. In this way it seems possible to map each type of HATI long
and short orbits onto single CQSFA orbits. The directly recolliding orbits may be loosely
related to the L orbits in the SFA [150], as both undergo a collision before the laser field
has changed sign. However, the underlying dynamics are fundamentally different as the
acceleration by the Coulomb potential plays a key role in the CQSFA case.
Using our new method of solving the saddle point solutions (using previous orbit
types to solve the next), we are able to carefully choose initial conditions such that we
can probe these orbits deriving from different energy ranges. If we start the solver in a
medium energy range, |pf | ≈ 1.6
√
Up, panel (a), we find the standard orbits that return
after a single laser cycle and scatter off the core, as shown in Fig. (7.4). If we start the
solver in a low energy region, |pf | ≈ 0.3
√
Up, panel (b), we find orbits that softly scatter
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FIGURE 7.4: Different subtypes of orbit 3 and 4 that can occur for a
final momentum pf = (0.086, 0.22) a.u., computed using the CQSFA.
Panel (a), (b) and (c) show the standard trajectories, the multi-pass orbits
(denoted i) and the directly recolliding orbits (denoted ii), respectively.
The Bohr radius is marked by a black circle. The same field and atomic
parameters have been used as in Fig. (7.1).
after multiple laser cycles and are deflected or softly scattered by the core. However,
if we start the solver in a high energy region, |pf | ≈ 3.0
√
Up, panel (c), we find the
directly-recolliding orbits.
7.2.1 Cutoff Comparisons
In this section, we have a closer look at the contributions from different types of rec-
olliding orbits to the photoelectron momentum distributions. This includes not only
their shapes, but the momentum regions in which they are dominant or even present.
Fig. (7.5) shows CQSFA single-orbit probability distributions computed for the three dif-
ferent types of orbit 3 and 4 presented in Fig. (7.4). This is a good indicator of the
regions in which they are important. The grey areas in the figure mark drastic topologi-
cal changes in the saddle-point solutions. At the boundaries of such areas, the solutions
may no longer be present, coalesce, become degenerate, split or diverge. This type of
behaviour is closely associated with, but is not the sole indicator of, cutoffs, and it is
usually followed by a cusp. A direct consequence is that the present asymptotic ex-
pansion used in the CQSFA breaks down, and alternative expressions will be required.
This situation is more complex, but bears some similarity to the nearly coalescent sad-
dles followed by the Stokes transition encountered and described in earlier work on ATI
[132].
Panels (a) to (f) show the contributions from the three variants of orbit 3. These
contributions occupy a large momentum range, but are restricted for large transverse
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FIGURE 7.5: Single-orbit probability distributions for standard, multi-
pass and directly recolliding orbits 3 and 4 (left, middle and right column,
respectively). The orbit type is labelled in the top left corner of each
panel. The first and second rows give the distributions related to orbit
3 without and with prefactors, respectively. The third and fourth rows
show the distributions related to orbit 4 without and with prefactors,
respectively. All distributions are normalised by their peak intensity. A
logarithmic scale has been used. The same field and atomic parameters
have been used as in Fig. (7.1).
momenta. The prefactor concentrates these distributions along the pf‖ axis. If orbit
3 has two passes, the corresponding probability distributions occupy a much more re-
stricted region close to the axes, whose V shape resembles the LES reported in [121].
Similar structures are also present for the contributions of single-pass or direct recollid-
ing orbit 3 variants (see panels (a) and (c), respectively). The grey regions in panels (a)
and (b) that start at the θf = 0.1pi correspond to the transition from a soft recollision to
a hard scattering event. In fact, if this angle is transformed such that p0⊥ > 0 and z0 > 0,
we find θf ≈ 1.1pi, i.e. the same angle at which orbit 3 begins to qualitatively change
to become more like HATI (see discussion in the Sec. 7.1.2). In panels (b) and (c), this
angle marks a sharp cutoff. One should note, however, that despite the probability drop
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FIGURE 7.6: Probability distributions computed with the SFA using HATI
backscattered orbits. Panel (a) and (b) correspond to the shortest and
second shortest possible backscattered orbit pairs starting from the first
half cycle. All distributions are normalised by their peak intensity. A
logarithmic scale has been used. The same field and atomic parameters
have been used as in Fig. (7.1).
there is no topological change in the directly recolliding type 3 orbits, whose contribu-
tions are displayed in panels (c) and (f). Physically, this may be understood to mean
that hard scattering will always take place in this case, regardless of the photoelectron
energy.
In panels (g) - (l) we present the single-orbit distribution for orbit 4. If the prefactors
are excluded (panel (g)), the orbit has a very large flat probability distribution that
extends beyond the parameter range of interest. Once the prefactors have been added
(panel (j)), it is restricted to mainly around the p⊥ axis, with some small spots on the
p‖ axis. There is a sharp V-shaped cutoff and cusp that is similar to those found for
backscattered HATI orbits in [64]. The directly rescattering orbit 4 probability plots
show only a small tulip shaped distribution with and without prefactors (panel (i) and
(l)). This resembles the tulip shape in panel (b), for the probability plots associated with
the multi-pass orbit 3. The tulip shapes that arise for both orbits 3 and 4 look similar to
the cutoffs found for backscattered and forward scattered orbits in [64].
In order to compare the regions outlined by the single-orbit distributions in Fig. (7.5)
with those from the HATI case, we combine pairs of orbits using the uniform approx-
imation for the standard SFA, see [132] for more information. Since, in [64], it is
emphasised that the Coulomb scattering cross section plays a very important role in
this regime, we include the ionisation and rescattering prefactors associated with the
Coulomb potential.
In Figs. (7.6) (a) and (b) we plot the probability densities obtained with the first
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FIGURE 7.7: Comparison of CQSFA (black) and HATI (red dashed) con-
tours, including the prefactors, using the HATI contours from Fig. (7.6)
(a). Panels (a) and (b) relate to the standard orbits 3 and 4, respectively.
The same field and atomic parameters have been used as in Fig. (7.1).
and second shortest HATI pair of backscattered orbits that are first sent in the opposite
direction to the detector, respectively. This means that the resulting probability distri-
butions will share features that are common to both orbits 3 and 4. Striking examples
are the V-shaped structure near the pf⊥ axis and cusps in the low-energy region. These
distributions are compared in more detail in Fig. (7.7), where the contours related to
the HATI distributions in Fig. (7.6) and the CQSFA orbit 3 and 4 distributions are plot-
ted. Fig. (7.7)(a) shows that the shapes determined by the backscattered HATI orbits
and orbit 3 from the CQSFA are not so different. They both have off-centre distorted
ellipses/side-lobes along the parallel momentum axis. There is also a V-shaped structure
where these distorted ellipses meet in both models. Despite the fact that orbit 3 is for-
ward scattered and the HATI orbits are backscattered, one should note that both types
of orbits are first displaced in the opposite direction to the detector. A striking feature
is that the cusps near the origin are exactly at the same place. In HATI, the cusps are
due to Stokes transitions, and if the Coulomb potential is taken into consideration, this
corresponds to the region in which LES have been identified. This strongly suggests that
the appropriate asymptotic expansion will change in this region for the CQSFA. In panel
(b), one can clearly see that, despite being backscattered, orbit 4 leads to very different
distributions than those obtained for HATI backscattered orbits. However, there is some
similarity on the pf‖ axis in the form of two off-centre spots. This all indicates that the
initial direction followed by the electron is more important than the type of scattering it
undergoes.
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FIGURE 7.8: Photoelectron angular distributions computed using pair-
wise combinations symmetrised with regard to p‖ = 0 with specific time
restrictions, denoted by A and B and explained in the main text. The com-
bination of orbits and interference types are given in the top left of each
panel. The yield in each panel has been normalised to its peak value. A
logarithmic scale has been used. The same field and atomic parameters
have been used as in the previous figures in this chapter. No prefactors
have been employed in the figure.
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7.3 All Pairwise Interference Types
In Figs. (7.8) and (7.9), we plot all possible patterns that may be obtained by consid-
ering pairwise combinations of specific types of trajectories and well-defined ranges of
ionisation times. In Fig. (7.8), we show the interference obtained using time differences
of 0 < |∆t| < T/2 (type A) and T/2 < |∆t| < T (type B), where T = 2pi/ω is a field
cycle. The alternative classification is used in Fig. (7.9), in which both orbits’ tunnel exit
lies in the same direction, giving rise to similar ionisation times. The prime indicates
that the ionisation time of a specific orbit has been delayed by a field cycle. Otherwise
the orbits will leave within the same quarter cycle.
In both figures we identify two main types of patterns, diverging [Figs. (7.8)(a)
and (f), and (7.9)(a) and (f)] or converging [all remaining panels except Fig. (7.8)(c)
and (h)]. Diverging patterns include three fan-shaped structures and the well-known
spider-like structure in Fig. (7.9)(a). They seem to be present when the time tc of
closest approach of both orbits are similar. For instance, for orbits 2 and 4, the ioni-
sation time is delayed for orbit 2 by approximately half a cycle for type B interference
[Fig. (7.8)(f)]. This delay compensates for the fact that orbit 4 is driven back towards
the ion by the laser and then backscatters off the core, which takes approximately one
field cycle. Orbit 2 ionises half a cycle after orbit 4 in type B interference, see Fig. (5.6),
and is also turned by the laser field, which delays it approximately another half cycle.
Hence, the two orbits will leave the influence of the core at approximately the same
time. A similar scenario occurs for orbits 1 and 4, if the former is delayed by a cycle
[Fig. (7.9)(f)]. No delays are required for orbits 1 and 2 [Fig. (7.8)(a)], and 2 and 3
[Fig. (7.9)(a)], as these orbits already leave the influence of the core at similar times.
See [80, 102, 104] for more information on interference types. Each possible orbit pair
has a single diverging pattern in one of the interference types. In the diverging pattern
the fringes are the widest, which means that the difference between the action associ-
ated with each orbit is the smallest. Transformations to an orbit, such as temporal shifts,
can change the difference between the action with another orbits, e.g. in ATI rings an
orbit is temporally shifted by one laser cycle and the action difference with the original
untransformed orbit leads to rings in momentum space. However, this is not revealing
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difference in the orbit dynamics or interactions but just the presence of a time delay and
hence different phases are picked up in the continuum. In diverging patterns transfor-
mations have been used to minimise the differences, this means the difference in actions
is not due to time delays between the orbits but instead is due to the differences in the
dynamics of the orbits and their interaction with core. Finding the smallest differences
between the actions of two orbits amounts to finding the essential difference between
the orbits that can not be removed by transformations, this should lead to interference
that gives the most information about the interaction with the core for the two orbits.
Converging patterns resemble different types of superimposed rings, and occur when
the times of closest approach differ by at least half a cycle. That is, because two orbits
spend different amounts of time propagating in the continuum, the essential interference
features related to interaction with the potential get obfuscated by interference relating
to the continuum propagation. Rings show the influence of the kinetic energy in the
action. This parts sometimes can not be removed enough to make ‘diverging’ patterns,
borderline cases are shown in Fig. (7.8)(c) and (h). In Table 7.1 all the diverging and
converging patterns are marked for every interference type of all orbit combination.
Holographic patterns that are somewhat related to those in Figs. (7.8) and (7.9) have
been studied in [118]. A direct comparison is however quite difficult due to underlying
differences in the models. First, in [118], the tunnel exit is kept fixed and the trajectories
are equally weighted, while in our model this does not hold. Thus, the interference may
be blurred in the latter case. Second, our model includes the Coulomb potential, which
is absent in [118]. This means that (i) the distinction between direct and rescattered
orbits becomes blurred; (ii) in general a one-to-one time mapping for Coulomb-free and
Coulomb-distorted orbits is not possible. For an extensive discussion of these issues
see [109]. Nonetheless, loosely speaking some patterns are related in both models.
For instance, Fig. (7.8)(c) is related to Fig. 3(b) in [118], but the ring pattern is more
pronounced in the latter. This happens because in our results the residual Coulomb
potential decelerates the direct orbit and accelerates the forward scattered trajectory.
This leads to a smaller difference between the times of closest approach t(1)c and t
(3)
c of
orbits 1 and 3 than in the Coulomb-free case.
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Orbits unrestricted type A type B Prime
12 Mixed Diverging Converging Converging†
13 Mixed Diverging§ Converging Converging†
24 Mixed Converging Diverging Converging†
34 Mixed Converging Diverging§ Converging†
23 Diverging N/A N/A Converging
14 Converging N/A N/A Diverging
TABLE 7.1: Summary of the qualitative behaviour of the patterns (con-
verging or diverging) for each interference type of all pairwise combina-
tions of the orbits. For the first four combinations (12, 13, 24 and 34)
the tunnel exits are on opposite sides, for these combinations the inter-
ference type prime will cause the difference in the times t′r to be greater
than a field cycle, thus this will not count as intracycle interference and
they have not been plotted, these cases have marked by a † symbol. For
the last two combination (23, 14) the tunnel exits are on the same side,
for these combinations interference types A and B do not exist. Border-
line cases, between diverging and converging, have been marked by a §
symbol.
FIGURE 7.9: Photoelectron angular distributions computed using pair-
wise combinations of orbits starting in the same direction. The prime
denotes orbits starting one cycle later, with regard to their counterparts,
and the combinations of orbits are given in the top left of each panel.The
yield in each panel has been normalised to its peak value. A logarithmic
scale has been used. The same field and atomic parameters have been
used as in the previous figures in this chapter. No prefactors have been
employed in the figure.
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7.4 Discussion
We have performed an in-depth analysis of recollision in the Coulomb distorted orbits
that arise in the CQSFA model [79, 80, 99, 100, 102]. This includes (a) understanding
the various types of collision that are present in the CQSFA orbits, (b) a comparison with
direct and rescattered ATI orbits within the scope of the standard SFA, (c) an extensive
discussion of additional types of back- and forward scattered trajectories.
We use the distance rc of closest approach of an electron to the core to determine
whether a specific Coulomb-distorted trajectory is a direct, softly recolliding or hard
scattered orbit. If this distance is smaller than the Bohr radius, the collision is hard,
and if rc is between the Bohr radius and the tunnel exit, the collision is soft. The
classification we use differs from that in [58, 128, 129], where the separation of zeros
in the transverse coordinate determines the collision type. However we still yield the
same class of softly recolliding orbits responsible for the LES and VLES as found in
[56, 58, 61, 128, 129]. We find that some CQSFA orbits have analogues in direct and
rescattered ATI. Thereby, the angle θf associated with the final momentum determines
whether the CQSFA orbit will tend to direct or rescattered ATI in the high energy limit.
Low and high values of θf will lead to direct and rescattered trajectories, respectively,
while for angles in between we find softly colliding orbits. It is worth noticing that
even for relatively low photoelectron energies the CQSFA orbits behave like rescattered
ATI. They undergo hard collisions, which take place very close to the core, with similar
ionisation and rescattering times. This is the reason why many low-energy structures
can be explained by standard rescattered SFA orbits [64, 127, 151]. Additionally, we
find that the forward scattered trajectory orbit 3 and the back scattered trajectory orbit
4 would contribute to the low energy structures, which agrees with the results in [127,
151].
We verified that the orbits in the CQSFA become degenerate along the axes, and
exploited this property to find solutions for the corresponding saddle point equations.
This is what enabled a solution of orbit 4 and also made it easier to find multi-pass
orbits. However, the degeneracies at the boundaries will also invalidate the use of
the standard saddle point approximation, which is only applicable for well separated
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saddles. However, the size of the region for which the approximation is no longer valid
is possibly quite small, as these boundaries can be asymptotically approached without
any visible defects in the PADs.
Our analysis also shows that the classification introduced in [99] for Coulomb-
corrected methods, which singles out four types of orbits, is an over-simplification. We
have in fact identified several topologically different orbits that would fit under a single
type. These include multi-pass orbits that leads to cusps in the low-energy ATI region.
These orbits have some correspondence to the HATI orbits found in [64, 127, 151]. In
this work the directly recolliding orbits are similar to L orbits, in that both trajectories
recollide with the core after less than half a cycle after ionisation. One should also note
that, while in the rescattered SFA the orbits occur in pairs, which are defined around
a field crossing as long and short and almost merge at local energy maxima [132], the
presence of the Coulomb potential disrupts this pattern and introduces additional com-
plexities that are not fully understood. It would seem that a single CQSFA orbit contains
the information of both the long and short orbits from HATI. The correspondence is non
trivial though as we solve the equations of motion with the Coulomb potential, while in
SFA models of HATI the Coulomb potential is included as part of a Born series.
There are some similarities between the PADs computed with the standard rescat-
tered SFA and the CQSFA. The HATI cutoffs, as found in [64], for orbits 3 and 4, lie
within similar ranges. This is expected as both types of orbits share key features that
will influence the momentum regions identified by both types of distributions. This is
possibly the reason why a Coulomb-distorted scattering prefactor such as that employed
in [64] reproduces key features encountered in experiments. The cutoffs found in the
CQSFA seem to indicate topological changes in the orbits, where the current asymp-
tomatic expansion will most like fail. This is also the case for the cutoffs in HATI orbits
[64] and higher order asymptotic expansions such as the uniform approximation have
been employed for such case [132, 151]. It is unclear if these sorts of method could eas-
ily be used in the CQSFA due to the differences between the two methods, particularly,
as the CQSFA uses a functional integral.
We plotted all possible intracycle interference types for the CQSFA and understood
how the dynamics of the orbits and recollision plays a role in forming these patterns.
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We identified diverging fringes that will lead to interference relating to difference orbit
dynamics and interaction with core. This could be very important in the context of
electron holography, as if these orbits could be isolated then it would make extracting
topological information about a target atom or molecule much easier. Additionally,
if we know that the converging interference derives from a different amount of time
spent in the continuum of two orbits it would be possible to analytically remove these
features from experimental data revealing ‘hidden’ interference structure which would
yield information about the core.

Part II
Non-Sequential Double Ionisation
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In the previous sections we discussed processes involving single electrons. As such we
have not observed any effects due to electron-electron correlation. In fact most methods
for strong field ionisation will typically use the single active electron approximation, in
which the effect of any remaining core electrons on the ionised electron is neglected.
In our case we have considered hydrogen so far, thus this holds exactly as there is only
one electron. In general, however, for typical atomic targets undergoing processes such
as ATI or HHG this has been shown to work well [152]1. Nevertheless, for some higher
order processes, for example non-sequential double ionisation (NSDI), strong electron-
electron correlation is observed. NSDI is the process where the recollision of an ionised
electron with its parent ion, causes the ejection of both the original and an additional
electron. This falls under the description of the three step model. Recent reviews on
NSDI and electron correlation in strong field physics can be found here [154, 155].
8.1 Background
Historically, the first evidence for NSDI and non-sequential multiple ionisation (NSMI)
came in the early 1980s [156]. When, for lower laser intensities, the multiple ion-
isation yield of xenon atoms was found to be many orders of magnitude different
from predictions for sequential ionisation, specifically, for intensities less than around
1Except for some recently identified cases, for example, particular recolliding ATI orbits that undergo
inelastic collisions [153]
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FIGURE 8.1: Singly and doubly charged ion yields for He vs laser intensity
for a wavelength of λ = 780 nm. Showing the ‘knee’ structure associated
with the transition from NSDI to SDI. Taken from [159].
1.5× 1012 W/cm2 the ionisation rate diverged from that predicted from sequential ioni-
sation. So for these lower intensities it was surmised that another non-sequential mech-
anism must be dominant. Above the stated intensity agreement was found with sequen-
tial double ionisation (SDI). Non-sequential ionisation is a general effect, which was
observed in all nobel gases [156–160] and also molecules [160–162]. The change in
mechanism from NSDI to SDI, from low to high laser intensities, gives rise to the famous
knee structure visible in the double ion yields vs laser intensity shown in Fig. (8.1) taken
from [159]. This feature gave the first clear evidence of a double ionisation alternative
mechanism.
Initially, there was much speculation and disagreement on the precise process that
leads to NSDI. There were three main contenders for the ionisation of the two electrons.
Firstly, shake-off ionisation [157], where the disruption to the core after the first electron
is ‘violently’ ripped out by the field leads to the excitation of the second. Subsequently,
the second electron is ionised via the laser field. Secondly, collective tunnelling [163],
where both electrons tunnel together in a single step. Thirdly, the three-step model as
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FIGURE 8.2: Example of NSDI for argon, showing the two photoelectrons
yield over momentum components parallel to the laser field polarisation.
With a laser field peak intensity of 3.8×1014 W/cm2 and a wavelength of
λ = 800 nm. Taken from [165].
described above [44], which today is the accepted description. The three steps here are
similar to those in the model with the same name for high harmonic generation (HHG),
tunnel ionisation of the first electron, propagation in the continuum and recollision
causing a second electron to be ionised. Ultimately, the three step model was accepted as
the other models were unable to explain two features in NSDI experiments: A reduction
in the NSDI yield with increasing ellipticity in the laser field polarisation [164] and the
off-centre maximum in the momentum spectra of the ions/ ionised electrons [165, 166].
As can be seen in Fig. (8.2), where the NSDI probability distribution has two off centre
peaks along the diagonal in the yield over momentum components parallel to the laser
field polarisation. Both are strong indicators of recollision, the first because recollision
is much more likely with a linear field as opposed to an elliptical one and the second
because recollision is most probable at a laser field crossing, which would lead to the
off centre peaks.
The prevalence of the three-step model was much aided the by cold-target recoil
ion momentum spectroscopy (COLTRIMS) technique [24, 53], which allowed the mea-
surement of the momentum dependent yield/ momentum distributions of the ion and
two electrons. Given momentum conservation of the ion and the two electrons, only
two of the three momenta need to be considered to get the whole picture. Typically,
the yield as a function of the two photoelectron momentum components parallel to the
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FIGURE 8.3: Schematic of the two main mechanisms in NSDI. In panel
(a) electron impact ionisation is shown, while in panel (b), the recollision
excitation with subsequent ionisation (RESI) mechanism is shown.
laser field polarisation is used, in both experiment and theory, which encapsulates a lot
of important information about the electron dynamics and the bound states (as shown
in [167–169]) from which they were ionised. While, the remaining momentum compo-
nents perpendicular to the laser field polarisation are usually summed over. Originally
this was because only a subset could be observed in the experimental setup, so the al-
ternative momentum components would be traced out/ integrated over. However, often
today the full set of coordinates can be measured but the integration is performed in
order to easily visualise the data in a 2D density plot. An example of this can be seen in
Fig. (8.2). Given the two electrons are indistinguishable there will always be symmetry
around the diagonal, p1‖ = p2‖. In fact, most experiments will use this and sometimes
other symmetries to their advantage, symmetrising about specific axes, allowing a more
restricted range of momenta to be measured. A similar symmetrisation is generally used
in a theory as well.
8.2 Mechanisms
There are two mechanisms prevalent in NSDI, a schematic of both can seen in Fig. (8.3):
1. Direct, a.k.a. electron impact (EI), NSDI, this occurs when the energy of the rec-
olliding electron is sufficient to directly ionise the second electron, causing simul-
taneous ejection of electrons.
2. Time-delayed NSDI a.k.a. recollision with subsequent ionisation (RESI), which
occurs when the energy of the recolliding electron is not sufficient to ionise the
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FIGURE 8.4: Experimental data from [171] (left), [172] (centre) and
[173] (right), demonstrating the range of shapes possible in the mo-
mentum distributions, due to the RESI mechanism of NSDI. The tar-
gets and peak laser intensity and wavelengths used were, argon I =
3 × 1014 W/cm2 and λ = 750 nm, Xenon I = 1.6 × 1014 W/cm2 and
λ = 790 nm and argon I = 1.4× 1014 W/cm2 and λ = 790 nm, from left
to right, respectively.
second electron and it is only excited. The first electron leaves the atom and
the second electron is ionised from the excited state by the field, via tunnelling
ionisation (or possible over-the-barrier ionisation), after a time delay.
An estimate of which the dominant mechanism will be, is given by comparing the
classical maximum return energy of the first electron [44], 3.17Up, where Up is the
ponderomotive energy given by Up = E0/(4ω2), with the ionisation potential E2g of the
second electron. If 3.17 Up > E2g, then the first electron will have enough energy to full
ionise the second and the EI mechanism will most likely be dominant. Otherwise, the
first electron will only have enough energy to excite the second electron and the RESI
mechanism will be dominant.
Electron impact ionisation being the simpler of the two mechanisms has received
the most attention. As the electrons leave the target simultaneously, which leads to
side-by-side emission. This means the signal is almost entirely in the first and third
quadrants of the momentum distributions. The peaks in signal tend to lie at round
p1‖ = p2‖ = ±2
√
Up but it has been shown the final momentum of the two electrons
may extend much beyond this [170].
For the RESI mechanism, the situation is not so simple. Initially, it was expected that
due to the time delay between the ionisation of the two electrons, there would be back-
to-back emission of the two electrons with most of the signal in the second or fourth
quadrants. Some early experimental findings supported this [165, 174–176]. However,
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more recent results suggest that a range of shapes in the momentum distribution are
possible. For example, results using a few-cycle laser pulse for argon have revealed
cross-shaped distribution for short pulses, which collapse to more evenly spread distri-
butions for longer pulse lengths [171, 173]. Other results using xenon [172] found
similarly that the distribution equally occupied all quadrants. A collection of these re-
sults can be seen in Fig. (8.4) These results are in contradiction with the claim that the
time-delay leads exclusively to back-to-back emission. Additionally, some early exper-
iments mentioned [56, 174–176], using a peak laser intensity below the EI threshold,
dismissed the signal in the first quadrant as EI (due to a lowering of the threshold),
while it could in fact be due to the RESI mechanism. The range of shapes in experimen-
tal results are backed by theoretical findings using a variety methods such as the SFA
and related methods [167, 177, 178] and classical-trajectory [172, 179–181] compu-
tations. Although back-to-back emission was highlighted, in many classical-trajectory
studies cross- or ring-shaped distributions spreading across all quadrants have been
identified [172, 179–181]. This behaviour has even been found for intensities far below
the threshold, for which electron-impact ionisation can definitely be ruled out [180].
Hence, a complete description of what causes the different shapes in the momentum
distributions in RESI is lacking. However, in what follows we provide a framework and
a thorough analysis that can be used to explain the variety of different regions occupied
in the momentum distributions.
8.3 Classical-Quantum Correspondence
For the case of electron impact ionisation classical models have reproduced experimen-
tal results quite well. As can be seen in the comparison between experiment and theory
using a classical model in Fig. (8.5) showing NSDI of He via the electron impact mech-
anism. Classical models reproduce many of the key features in experiments, such as
the shapes and maxima of the electron-momentum distribution and finer details such as
the V-shaped structure that is a fingerprint of the long-range electron interaction [176,
182], for a review see [183]. The classical models are able to reproduce these features
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FIGURE 8.5: Comparison between experiment (panel (a) [184]) and clas-
sical theory (panel (b) [185]) for NSDI of He. Where the electron impact
mechanism is dominant. The photoelectron signal is plotted over the
momentum components parallel to the laser field polarisation of both
photoelectrons and the perpendicular components have been integrated
over. For a laser with a wavelength of λ = 800 nm and a peak intensity
of I = 4.5× 1014 W/cm2.
without considering interference of the electron trajectories, and studies of classical-
quantum correspondence in NSDI [155] have suggested that the interference does not
survive integration over the momentum components perpendicular to the polarisation
of the laser-field. This amounts to firm evidence that EI NSDI is predominantly classical,
besides an initial quantum tunnelling step.
It was also extrapolated that for the RESI mechanism, interference would again
be lost after integration over the perpendicular components of momentum. However,
little direct evidence for this was provided. Given the range of shapes possible for RESI
distributions, this suggests that both the assumptions that the electrons are ejected back-
to-back and that there is no interference are oversimplified.
In initial attempts at modelling RESI distributions using semi-analytical methods
such as the SFA [167, 168, 177] or the quantitative rescattering theory [178], exclu-
sively fourfold symmetric distributions were identified for RESI, in agreement with rig-
orous momentum constraints [177]. That is, the momentum distributions are symmetric
about both the p1‖ and p2‖ axes. This is in contradiction with experiments, where in gen-
eral only the symmetry due to the indistinguishably of electrons is present. One should
note, however, that in none of the SFA computations was interference between electron
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trajectories or excitation channels incorporated. More recently, in 2014, SFA computa-
tions using inter-channel interference demonstrated that the fourfold symmetry can be
broken [186]. Indeed, it has been argued that quantum interference is paramount, and
that it can lead to anti-correlated distributions more similar to some of those found in
experiment. In this study only one type or interference was explored. It is not much of a
leap to assume there may be more types of interference and that it could be this interfer-
ence that leads to the wide range of shapes present in RESI. For instance, no attention
has been paid to interference related to symmetries present in RESI that previously lead
to fourfold symmetry in the SFA, and no explicit conditions have been provided for any
interference fringes. Another open question is if, given a RESI distribution of a par-
ticular shape, can we use this information for imaging purposes such as bound state
reconstruction?
In the following chapters, the work I did from [169, 187] is presented, which tack-
les the issue of interference and addresses many of the above questions/ problems.
This includes: 1) A systematic analysis of all the interference effects possible in RESI,
employing the SFA. 2) Deriving analytic expressions for the interference fringes encoun-
tered and demonstrated how one can generate a multitude of RESI distributions using
interference effects, paying particular attention to the role the geometry of the bound
electronic states. 3) This knowledge is extended to reproduce recent experimental re-
sults [173], using a superposition of channels of excitation of the second electron. To
ensure better agreement with experiment the distribution of intensities of the laser pulse
in space and time, is accounted for using focal averaging. Hence, it is shown that the
interference effects survive focal averaging as well as integration of the momentum
components perpendicular to the polarisation of the laser field. An argument is also
provided, as to why the cross-shaped distributions are observed for short pulses.
Chapter 9
NSDI Theory
In this chapter we present the existing theory that is necessary to understand non-
sequential double ionisation (NSDI) in terms of the strong field approximation (SFA).
In the previous part of this thesis (7.1.1) we derived the general S-matrix transition
amplitude for strong field ionisation with a single rescattering event, high-order above
threshold ionisation (HATI), Eq. (7.1). This describes the dynamics of the first electron
in NSDI, except the collision will be inelastic in NSDI. Hence, we can use Eq. (7.1)
as a starting point and generalise this to two electrons. The ground state can be
approximated by the composition of two single electron bound state wavefunctions
|ψg(t′)〉 = |ψg1(t′)〉 ⊗ |ψg2(t′)〉. Given we have two indistinguishable electrons we will
have to account for exchange symmetry. We will consider the electrons to be from the
same orbital (in a singlet state), so that the wavefunction will be antisymmetric due to
the spin part of the wavefunction. Spin-coupling effects are weak in comparison to inter-
action with the field. An approximate correction to the tunnel rate, to account for spin
effects, was given in [188]. For the typical field intensities used here and using the mag-
netic moment for an electron bound in a hydrogen-like system this give a correction of
≈ 10−4%. This kind of effect would be well below experimental uncertainties and thus,
we will not consider spin effects any further. The final state of the electrons will be given
by the composition of two momentum scattering states |ψp(t)〉 = |ψp1(t)〉 ⊗ |ψp2(t)〉.
This neglects both the ion-electron and electron-electron Coulomb interactions for the
continuum states, except for in the recollision, as we are using the SFA. Within this ap-
proximation both the EI and RESI mechanisms for NSDI can be written in terms of a
Feynman diagram, see Fig. (9.1). For the case of EI NSDI, panel (a), the first electron
ionises from its ground state g1 at time t′ into momentum state k. From this state it then
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FIGURE 9.1: Feynman diagrams of the EI and RESI pathways for NSDI,
panel (a) and (b), respectively.
recollides with the ion at time t, so that both the first and the second electron ionise into
final momentum states p1 and p2. For the case of RESI NSDI, panel (b), the first electron
ionises from its ground state g1 at time t′′ into momentum state k. From this state it then
recollides with the ion at time t′, exciting the second electron from its ground state g2 to
its excited state e. The first electron is then in its final momentum state p1, subsequently
the second electron ionises via tunnel ionisation into its final momentum state p2.
The S-matrix transition amplitudes will be composed of the same state evolution
as that used in the Feynman digram. The transition amplitude associated with direct,
electron-impact ionisation reads
MEI(p1,p2) = −
∫ ∞
−∞
dt
∫ t
−∞
dt′ 〈ψvp1(t), ψvp2(t)|V12U(t, t′)V1|ψg1(t′), ψg2(t′)〉 . (9.1)
Here, Hint(t′) has been replaced by the atomic potential of the singly charged ion V1,
which is valid within the SFA, as first shown in [130]. With, U(t′, t) = Uv1(t′, t) ⊗
Ug2(t
′, t), where, Uv1(t, t′) is the Volkov time evolution operator for the first electron,
Ug2(t, t
′) is the time evolution operator for ground state of the second electron and
V12 is the electron-electron interaction potential. This transition amplitude describes
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the electron impact mechanism in NSDI, where the first electron ionises at time t′ and
propagates until time t, where it recollides with the ion and the first second electrons
end in final Volkov states with momentum p1 and p2, respectively. The Volkov time
evolution operator Uv1(t, t
′) can be written in terms of an integral over Volkov states,
Uv1 (t, t
′) =
∫
d3k |ψvk(t)〉 〈ψvk(t′)|
Inserting this into Eq. (9.1) gives
MEI(p1,p2) = −
∫ ∞
−∞
dt
∫ t
−∞
dt′
∫
dk 〈ψvp1(t), ψvp2(t)|V12|ψk(t), ψg2(t)〉 〈ψk(t′)|V1|ψg1(t′)〉 .
(9.2)
This can be re-expressed in terms of a semi-classical action and prefactors to give
MEI(p1,p2) = −
∫ ∞
−∞
dt
∫ t
−∞
dt′
∫
d3k Vp1p2,g1,g2Vkg1 exp(iS(p1,p2,k, t, t
′)),
(9.3)
where the action reads,
S(p1,p2,k, t, t
′)) = E1gt′ + E2gt−
∫ t
t′
[k+A(τ)]2
2
dτ −
∫ ∞
t
[p1 +A(τ)]
2
2
dτ
−
∫ ∞
t
[p2 +A(τ)]
2
2
dτ (9.4)
and the prefactors are given by
Vkg1 = 〈k˜(t′)|V |ψg1〉 and Vp1p2,g1,g2 = 〈p˜1(t), p˜2(t)|V12|k˜(t), ψg2〉 , (9.5)
and using different expressions p˜n(τ) for they can be written in either the length or ve-
locity gauge. For the length gauge k˜(τ) = k+A(τ) and p˜n(τ) = pn+A(τ) (τ = t, t′, t′′),
and in the velocity gauge k˜(τ) = k and p˜n(τ) = pn, with n = 1, 2. In [167] it was ver-
ified that, in practice, the results obtained in both gauges lead to qualitatively similar
results. Here we employ the latter gauge in order to avoid bound-state singularities.
This is the general form of the transition amplitude for electron impact ionisation, for
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more details see [154]. In order to formulate the RESI mechanism of NSDI transitions
to intermediate excited states must be included for the second electron. This yields the
following transition amplitude,
MRESI(p1,p2) = −
∫
d3t 〈ψp1(t), ψp2(t)|VionU˜(t, t′)V12|U(t′, t′′)V |ψg1(t′′), ψg2(t′′)〉 .
(9.6)
Where,
∫
d3t ≡
∫ ∞
−∞
dt
∫ t
−∞
dt′
∫ t
∞
dt′′,
U(t′, t′′) = Uv1(t′, t′′) ⊗ Ug2(t′, t′′) and U˜(t, t′) = Uv1(t, t′) ⊗ Ue2(t, t′). Here Uv1(t′, t′′) is
the Volkov time evolution operator for the first electron, while Ug2(t
′, t′′) and Ue2(t′, t′′)
are the time evolution operators for the ground and excited states of the second electron,
respectively. Expressing the first electron’s intermediate time evolution operator in terms
of an integral over intermediate momenta and collecting terms into a semi-classical
action and prefactors terms gives
M(p1,p2) =
∫
d3t
∫
d3kVp2eVp1e,kgVkg exp[iS(p1,p2,k, t, t
′, t′′)], (9.7)
where
S(p1,p2,k, t, t
′, t′′) = E1gt′′ + E2gt′ + E2e(t− t′)−
∫ t′
t′′
[k+A(τ)]2
2
dτ
−
∫ ∞
t′
[p1 +A(τ)]
2
2
dτ −
∫ ∞
t
[p2 +A(τ)]
2
2
dτ (9.8)
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denotes the semiclassical action, and the prefactors
Vkg = 〈k˜(t′′)|V |ψg1〉
=
1
(2pi)3/2
∫
d3r1V (r1)e
−ik˜(t′′)·r1ψg1(r1), (9.9)
Vp1e,kg = 〈p˜1(t′), ψe2 |V12|k˜(t′), ψg2〉
=
1
(2pi)3
∫∫
d3r2d
3r1 exp[−i(p1 − k) · r1]
× V12(r1,r2)[ψ(e)2 (r2)]∗ψ(g)2 (r2) (9.10)
and
Vp2e = 〈p˜2(t)|Vion|ψe2〉
=
1
(2pi)3/2
∫
d3r2Vion(r2)e
−ip˜2(t)·r2ψe2(r2) (9.11)
incorporate all information about the interactions and electronic bound states. Specifi-
cally, Eqs. (9.9), (9.10) and (9.11) are related to the ionisation of the first electron, the
recollision of the first electron with excitation of the second electron, and the tunnel
ionisation of the second electron, respectively. Therein, V (r1) and Vion(r2) denotes the
binding potential “seen” by the first and the second electron, respectively, and V12(r1, r2)
gives the electron-electron interaction. The momenta k˜ and p˜n (with n = 1, 2) have the
same definitions as above and we have again used the velocity gauge versions.
The transition amplitude (9.7) describes a process in which the first electron, initially
bound in the ground state |ψg1〉, is released at a time t′′ into a continuum state, which
is approximated by the Volkov state |k˜(t′′)〉. Subsequently, it remains in the continuum
from the time t′′ to the time t′ with intermediate momentum k. At t′, it returns to
its parent ion and interacts with a core electron via V12. This interaction excites the
second electron from the ground state |ψg2〉 of the singly ionised target to the state
|ψe2〉. The first electron reaches the detector with final momentum p1 after rescattering.
The second electron remains bound until a later time t, when it is released by tunnel
ionisation into a Volkov state |p˜2(t)〉. It reaches the detector with final momentum p2.
The ground-state energy of the neutral system is given by E1g, and the energies of the
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ground and excited states of the singly ionised target are E2g and E2e, respectively. For
details on how this transition amplitude is derived we refer to [167].
9.1 Quantum Orbits
As before, we employ the steepest descent method, a.k.a. the saddle point approxi-
mation (SPA), in order to compute the transition amplitude (9.7). In this method, we
seek variables t, t′ t′′ and k so that the action is stationary. This leads to the following
saddle-point equations
[
k+A(t′′)
]2
= −2E1g, (9.12)
k = − 1
t′ − t′′
∫ t′
t′′
dτA(τ), (9.13)[
p1 +A(t
′)2
]
=
[
k+A(t′)
]2 − 2(E2g − E2e), (9.14)
and
[p2 +A(t)]
2 = −2E2e. (9.15)
Eqs. (9.12) and (9.15) give the energy conservation of the first and second electron at
the instant of tunnel ionisation. For the former, this occurs from the ground state at the
time t′′, while the latter tunnels from an excited state at a later time t. The solutions
for all the times and momentum k are in general complex, which reflects the fact that
quantum tunnelling has no classical counterpart. Eq. (9.13) restricts the intermediate
momentum of the first electron so that it returns to the core, which is assumed to be
located at the origin. Finally, Eq. (9.14) states that, upon return, the first electron gives
part of its kinetic energy upon return to “bridge” the gap E2g − E2e and promotes the
second electron to an excited state. We use both the standard saddle point approxima-
tion and a uniform asymptotic expansion whose only applicability requirement is that
the orbits occur in pairs. For details on these methods see [132].
The real part of the times of first ionisation, recollision and second ionisation, Re[t′′],
Re[t′] and Re[t] can be approximated by solutions of the simple man model [44]. This
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is a fully classical model where, in most implementations, the electrons will ionise with
zero drift momentum, which leads to ionisation occurring at field extrema and recol-
lisions at field crossings. We also know that because of the causality of the process,
Re[t′′] < Re[t′] < Re[t], so within two field cycles this gives a limited set of possible
solutions. These possibilities can be seen in Fig. (9.2) panel (a) where all the times of
ionisation and recollision are marked. We will consider that the first electron recollides
approximately 1.5 cycles after the initial ionisation. For recollision times after this the
first electron will have already revisited the core previously so it would be unphysical for
no scattering to have occurred. For the recollision time before this, at around 0.5 cycles
after the initial ionisation, there is a possible solution, which is similar to the directly
rescattered orbits discussed in section 7.2 and the L orbits from [150], but the electron
would have to have a high initial momentum that works against the field. Hence, we
consider this is a low probability event and discount it for this work. In the SFA, for
which the electrons will ionise with non-zero momenta and similar to ATI, there are two
solutions for each time, long and short and both have been marked on Fig. (9.2). This
leaves four possible solutions, marked in panel (b), long and short solutions starting
from both the first and second field extrema. The long and short solutions will generally
be combined into a single transition amplitude, which we will call an event and inter-
ference will occur between different events1. The events can be linked by two symmetry
operations, a half cycle translation in all times (t, t′, t′′)→ (t+ T/2, t′ + T/2, t′′ + T/2),
where T = 2pi/ω is a field cycle, and inversion of the parallel momentum coordinates
p1,2|| → −p1,2||. This is due to the fact that we are using a monochromatic field and
A(t ± T/2) = −A(t), so the action is invariant under the combination of both these
symmetry operations. If we were using a pulse this symmetry would be lost. How-
ever, over two cycles there would still be events corresponding to both those identified
in panel (c) but they would not have dynamics related by these symmetries and their
overall signal may significantly vary meaning one could dominate [52].
1There will also be interference between long and short orbits, as previously stated but this will be
washed out upon integration over momentum coordinate perpendicular to the laser field polarisation.
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FIGURE 9.2: Possible solutions for the times in the RESI process superim-
posed on the electric field, this has been plotted over 2 field cycles. Panel
(a), shows the possible solutions for ionisation (squares) and recollision
(circles) , where long and short orbits correspond to blue and red, re-
spectively. In panel (b) all possible solutions have been marked by blue
(long) and red (short) lines.
9.2 Saddle Point Approximation and Uniform Approximation
Despite the fact we can identify approximately where the solutions will be, the saddle-
point equations are still non-linear, complex valued and do not have analytic solutions,
therefore they have to be solved numerically. However, the solutions can be used to
create a transition amplitude of a known analytic form. Hence, it is known as a ‘semi-
analytic’ method. Once we have the solutions we can proceed calculating the transition
amplitude using the method of steepest descent as described in Sec. 2.3. The transition
amplitude will become
M(p1,p2) =
∑
s
As(p1,p2) exp (iSs(p1,p2)) , (9.16)
with
Ss(p1,p2) = S(p1,p2, ts, t
′
s, t
′′
s ,ks). (9.17)
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Using a quadratic expansion of the action the coefficents As can be calculated using
Eq. (2.42) from Sec. 2.3
As(p1,p2) = (2pi)
3 Vp2eVp1e,ksgVksg√
det(S′′(p1,p2, ts, t′s, t′′s ,ks))
. (9.18)
Here s runs over the relevant saddle points calculated and det(S′′(p1,p2, ts, t′s, t′′s ,ks))
denotes the determinant of the 6×6 Hessian matrix of S(p1,p2, ts, t′s, t′′s ,ks), with deriva-
tives taken for the variables t,t′,t′′ and k.
These solutions are known as ‘quantum orbits’, and come in pairs, long and short,
as previously mentioned. The long orbits tunnel earlier than short and recollide later,
hence they correspond to the electron spending a longer time in the continuum. For
each orbit there is a region of momenta known as the classical region. For these mo-
menta the orbit has a classical counterpart that describes the real motion of the electron
between tunnelling and recollision. At the boundary of this region the long and short
orbits coalesce and beyond this region is the classically-forbidden region, where the
‘quantum orbits’ have no classical counterpart. The imaginary parts of the pairs of so-
lutions quickly change in the classically-forbidden region and one of the orbits diverges
becoming unphysical. The classical boundary marks a Stokes transition of the solutions,
where Re[Si] = Re[Sj ], where S is the action and the labels i and j denote the different
orbits. The SPA requires the solutions to be well separated and breaks down at and
beyond the classical boundary. However, there is a way around this, a higher order
expansion can be taken called the uniform approximation [132]. The uniform approxi-
mation uses all the same parameters as in the SPA but the contribution of a pair of orbits
is now described by a diffraction integral, which reduces to the SPA when the orbits are
well separated. It is defined within the classical boundary as,
Mi+j =
√
2pi∆S
3
ei(S¯+pi/4)
{
A¯
[
J 1
3
(∆S) + J− 1
3
(∆S)
]
+ ∆A
[
J 2
3
(∆S)− J− 2
3
(∆S)
]}
(9.19)
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and ouside classical region
Mi+j =
√
2i∆S
pi
eiS¯
[
A¯K 1
3
(−i∆S) + i∆AK 2
3
(−i∆S)
]
(9.20)
where,
∆S =
Si − Sj
2
S¯ =
Si + Sj
2
∆A =
Ai − iAj
2
A¯ =
iAi −Aj
2
and J and K denote the Bessel J and K functions respectively. The uniform approxi-
mation combines long and short pairs to given the events identified in Fig. (9.2) panel
(c).
9.3 Momentum Constraints
Approximate momentum constraints can be derived for the probability distribution asso-
ciated with the quantum orbits. For simplicity, we will be considering a monochromatic
field throughout this part unless specified otherwise. As previously stated the choice
of field means events whose times are displaced by half a cycle are related by momen-
tum inversion. Furthermore, since both electrons are indistinguishable, one must also
exchange p1 and p2 in Eq. (9.7) and add the corresponding amplitudes.
Estimates for the regions in the parallel momentum plane to be populated follow
from the saddle-point equations. For the first electron, Eq. (9.14) gives
(p1‖ +A(t′))2
2
=
(k +A(t′))2
2
+ E2e − E2g − p
2
1⊥
2
(9.21)
where recollision occurs approximately at the electric field crossing so A(t′) ≈ 2√Up
leading to the inequality,
±2√Up −√24E ≤ p1‖ ≤ ±2√Up +√24E, (9.22)
where 4E = Ekin(t′, t′′)− E˜exc yields the energy difference between the kinetic energy
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Ekin(t
′, t′′) of the first electron upon return and the energy E˜exc = E2g − E2e + p21⊥/2.
The above-stated inequality indicates that the region where rescattering has a classical
counterpart, which is largest if p1⊥ = 0. For the second electron, one must bear in mind
that Eq. (9.15) is formally identical to that describing tunnel ionisation in direct ATI,
hence the probability over p2‖ will be centred about p2‖ = 0 and the region will be given
by the direct ATI cutoff [189], ±2√Up, which leads to the following inequality
−2√Up ≤ p2‖ ≤ 2√Up. (9.23)
In this latter estimate, we have considered p2⊥ = 0. Hence, the distributions will be
located around (p1,p2) =
{
(±2√Up, 0), (0,±2√Up)}. Detailed explanations of these
constraints are given in [167, 177, 183]. This gives four symmetry related events whose
transition amplitudes occur in four different regions of the parallel momentum distribu-
tions: the left, upper, right and downwards parts. Thus, they are labelled Ml, Mu, Mr
and Md, respectively (as shown in Fig. (10.1)). These may be combined coherently or
incoherently and will form the starting point for the investigation into interference in
NSDI.
9.4 Coherence Sums of Events and Channels
The coherent sum of Ml, Mr, Mu and Md integrated over the transverse momentum
components reads
Ω(c)(p1‖, p2‖) =
∫∫
d2p1⊥d2p2⊥
∣∣∣M (c)∣∣∣2 , (9.24)
with M (c) =
∑
νM
(c)
ν , and ν = l, r, u, d. If the events are summed incoherently, the
amplitudes are replaced by probabilities, i.e.,
∑
ν |M (c)ν |2 is used instead. In the RESI
mechanism there are multiple channels of excitation for the second electron. The corre-
sponding expression for more than one channel is
Ω(p1‖, p2‖) =
∫∫
d2p1⊥d2p2⊥
∣∣∣∣∣∑
c
M (c)
∣∣∣∣∣
2
. (9.25)
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Eq. (9.25) assumes that each excitation represents a path, which the second electron
can take. Hence, the amplitudes corresponding to each path must be summed.
Chapter 10
Interferences in NSDI
In this chapter a thorough analysis of all possible interference types is performed. From
the previous chapter we have already identified four symmetry related events. These
events may be combined to give the first type of interference effects in NSDI, known
as event interference. Aside from this the second electron may be ionised via multi-
ple excited states for most atomic targets. These each constitute as alternative paths
or channels of excitation for the process and may also interfere, referred to as channel
interference. There is also interference between the different long and short ‘orbits’ that
the electrons may follow. Although this interference is included, it has previously been
shown that any effects will be washed out over integration of perpendicular momentum
coordinates [167, 190]. In this chapter we will be considering the effect of both event
and channel interferences, employing the SFA. The SFA, when used in conjunction with
the steepest descent method, provides a very intuitive interpretation in terms of elec-
tron orbits, and retains quantum interference and tunnelling. This makes it an ideal
tool for analysing different types of interference. Additionally, we will investigate the
role of the prefactors, which imprint the bound state geometry on the final momentum
distributions, in the interference. In all cases the target atom considered is argon.
10.1 Event Interference
Here we will analyse interference between events displaced by half a cycle and those
present due to the particle exchange symmetry of the system. This leads to four tran-
sition amplitudes, M(p1,p2), M(p2,p1), M(−p1,−p2) and M(−p2,−p1), which must
187
188 Chapter 10. Interferences in NSDI
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FIGURE 10.1: Schematic representation of the momentum regions oc-
cupied by the transition amplitudes Ml, Mu, Md and Mr, which are dis-
played as the rectangular patterned regions. The overlap regions indicate
areas within these constraints for which quantum interference may occur.
The intensity represented in the figure is high enough to allow some in-
terference at the origin (p1‖, p2‖) = (0, 0).
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be combined. Due to the localisation of these transition amplitudes, derived in the pre-
vious chapter, near the negative p1‖ half axis, positive p2‖ half axis, positive p1‖ and
negative p2‖ half axis, i.e., occupying the left, upper, right and lower regions in the par-
allel momentum plane, we label them Ml, Mu, Mr and Md, respectively. A schematic
representation of the momentum regions occupied by the different transition amplitudes
is provided in Fig. (10.1).
Throughout this analysis we will compare coherent and incoherent sums of these
amplitudes integrated over momentum components perpendicular to the laser field,
which are given by
W (p1‖, p2‖) =
∫∫
d2p1⊥d2p2⊥|Ml +Mu +Mr +Md|2 (10.1)
and
W (p1‖, p2‖) =
∫∫
d2p1⊥d2p2⊥
(|Ml|2 + |Mu|2 + |Mr|2 + |Md|2) , (10.2)
respectively.
Quantum interference occurs predominantly in the overlap regions in Fig. (10.1).
Apart from the region around (p1‖, p2‖) = (0, 0), in which, potentially, all amplitudes
may interfere, due to the constraints discussed in the previous section, we expect that
Ml and Mu will interfere predominantly in the second quadrant and that Ml and Md
will overlap in the third quadrant of the p1‖p2‖ plane. Similarly, interference between
Mr and Mu is expected to occur in the first quadrant, and between Mr and Md will
take place mostly in the fourth quadrant. For simplicity, throughout this section we
will neglect the prefactors in Eqs. (10.1) and (10.2). This will help us identify how the
phases determined by the corresponding actions interact without further momentum
bias. The prefactors will be reintroduced in Sec. 10.2.
In Fig. (10.2), we display the coherent and incoherent sum of the transition ampli-
tudes for three driving-field intensities for a target atom of argon. The figure shows
that the interference between different events survives the integration over the trans-
verse momentum coordinates, as there are obvious differences between coherent and
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incoherent sums of events. Clearer features can be outlined from the difference of the
two probability maps. There are maxima along the diagonal and anti-diagonal at all in-
tensities and hyperbolic fringes whose presence becomes more obvious as the intensity
increases. For higher intensities the patterns become more complicated.
These features can be explained by looking at the integrand of the coherent sum,
which can be rewritten in terms of the actions Sl, Sr, Su and Sd associated with the
above-stated amplitudes. A common factor can be taken out, leaving terms that will
contribute to the interference. Explicitly,
Ω(p1‖, p2‖) =
∫
d4p⊥
∣∣∣∣∫ d3t (eiSl + eiSr + eiSu + eiSd)∣∣∣∣2
=
∫
d4p⊥
∣∣∣∣∫ d3t eiSl(1 + eiαlr + eiαlu + eiαld)∣∣∣∣2 , (10.3)
where the action Sl = S(p1,p2,k, t, t′, t′′) is associated with the matrix element Ml =
M(p1,p2) giving the left peak. The integrals over time and momenta have been abbre-
viated as ∫
d3t =
∫ ∞
−∞
dt
∫ t
−∞
dt
′
∫ t′
−∞
dt
′′
, (10.4)
and ∫
d4p⊥ =
∫∫
d2p1⊥d2p2⊥, (10.5)
and the phase differences between the actions read
αld =
1
2
(
p21 − p22
)
(t− t′)
+
2
√
Up
ω
(p1‖ − p2‖)(sin(ωt)− sin(ωt′)), (10.6)
αlu =
pi
2ω
(
4Up + 2E2e + 2E1g + p21 + p
2
2
)
+
1
2
(
p21 − p22
)
(t− t′)
− 2
√
Up
ω
(p1‖ + p2‖)(sin(ωt)− sin(ωt′)) (10.7)
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FIGURE 10.2: Coherent and incoherent sums of all amplitudes integrated
over the perpendicular momenta as given by Eqs. (10.1) and (10.2). The
columns from left to right show a coherent sum of amplitudes [panels (a),
(d) and (g)], an incoherent sum of amplitudes [panels (b), (e) and (h)],
and the difference between the two [panels (c), (f) and (i)]. The rows
show different laser intensities of I = 2.28, 4.56 and 6.84 (×1013 W/cm2)
from top to bottom with values for Up of 0.05, 0.1 and 0.15 a.u. corre-
sponding to an angular frequency ω = 0.057 a.u. The distributions are
computed considering an argon target. The RESI channel corresponds to
a ground state valence orbital 3s and an excited orbital 3p for the second
electron. The ionisation potentials of the ground state of the first and sec-
ond electron and the excited state of the second electron are I1g = 0.58,
I2g = 1.02 and I2e = 0.52 a.u. respectively. The diagonal and anti-
diagonals p1‖ = ±p2‖ are indicated with the orange lines in the figure.
The signal in each panel has been normalised with regard to its maxi-
mum.
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and
αlr =
pi
2ω
(
4Up + 2E2e + 2E1g + p21 + p
2
2
)
− 4
√
Up
ω
(
p1‖ sin(ωt′) + p2‖ sin(ωt)
)
. (10.8)
In Eq. (10.6)-(10.8), the general form αij has been adopted, where the indices i, j
refer to the interfering amplitudes. Constructive interference requires that the integrand
in Eq. (10.3) is maximised, which will occur when αij = 0, or as small as possible. We
will start by investigating the “left-down" phase difference (10.6), between the actions
associated with the left and lower peak. This phase vanishes for all times t, t′ if condi-
tions
p21 − p22 = 0 (10.9) and p1‖ = p2‖ (10.10)
are satisfied.
Condition (10.9), if written as a function of the parallel and perpendicular momen-
tum components for p22⊥ − p21⊥ 6= 0, give the hyperbola
p21‖
p22⊥ − p21⊥
−
p22‖
p22⊥ − p21⊥
= 1 (10.11)
whose asymptotes lie at the diagonal and anti-diagonal p1‖ = ±p2‖ and whose vertices
and transverse axis will depend on whether p22⊥ − p21⊥ are positive or negative. The
former and latter case will lead to a hyperbola with transverse axes along p1‖ and p2‖,
respectively. For equal transverse momenta, instead, condition (10.9) will give p1‖ =
±p2‖, i.e., the diagonal and the anti-diagonal. In this case, the interference condition
is independent of the transverse momenta, so that they are expected to survive when
the integration over these variables is performed. The hyperbola, on the other hand,
depend on the transverse momentum coordinates, but may survive integration. If this
happens, however, integration may influence their transverse axes, vertices and foci.
The analysis performed above suggests that there will be maxima along the diagonal
and the anti-diagonal, and that there could be hyperbolic fringes in the coherent sum of
the two-electron transition amplitudes, in agreement with Fig. (10.2). In Fig. (10.3), we
have a closer look at this interference, and plot a partial distribution in which only Ml
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FIGURE 10.3: Correlated electron-momentum distributions obtained by
combining the transition amplitudes Ml and Md, isolating the effect of
αld, integrated over the transverse-momentum components. The left,
middle and right columns have been computed for laser intensities of
I = 2.28, 4.56 and 6.84 (×1013 W/cm2), with values for Up of 0.05, 0.1
and 0.15 a.u., respectively. Panels (a), (b) and (c) show the coherent
sum Ωudcoh = |Ml + Md|2, while in panels (d), (e) and (f) the incoherent
sum Ωudin = |Ml|2 + |Md|2 is displayed. The intensities and ionisation
potentials are the same as in Fig. (10.2). The diagonals p1‖ = p2‖ are
indicated with the orange lines in the figure. The signal in each panel has
been normalised with regard to its maximum.
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and Md summed, coherently and incoherently (upper and lower panels, respectively).
The strongest feature in the figure is the maximum along the diagonal, which comes
from condition (10.10) and also from the case p1⊥ = p2⊥ related to the hyperbolic
condition (10.9). Parallel to the diagonal, there are also interference fringes, whose
number increases with the driving-field intensity. The interference maxima along the
anti-diagonal cannot be seen as the partial sum employed in the figure is vanishingly
small in the second quadrant of the parallel momentum plane.
An estimate for the position of the fringes can be obtained by considering the co-
herent superposition of Ml and Md, and expanding the momenta in the vicinity of the
diagonal, i.e., p1‖ = p2‖ + δ. Fringes will occur for exp[iαld] = ±1, i.e., for αld = npi,
where even and odd n give maxima and minima, respectively. Assuming small momenta
pn(n = 1, 2), rescattering times at field crossings and ionisation times at the subsequent
field crest [t′ = npi/ω and t = (2n+ 1)pi/(2ω)], the fringe spacing can be approximated
as
|δ| ' ωnpi
2
√
Up
. (10.12)
The above-stated equation shows that the spacing between the fringes is inversely pro-
portional to the driving-field strength, in agreement with what has been observed in the
previous figures.
The interference patterns are highlighted in Fig. (10.4), where we display the dif-
ference between the coherent and the incoherent sum, for the two lower driving-field
intensities in the previous figure. Overall, for small momenta the fringe spacing exhibits
a very good agreement with Eq. (10.12). Furthermore, all panels in the figure exhibit
clear hyperbolic structures, whose number increases with the driving-field intensity. One
should note that their transverse axis is not located along pn‖ = 0 (n = 1, 2). This dis-
placement is probably related to the integration over the transverse momenta, which
influence the direction of the hyperbola. Furthermore, the last diagonal term will act
to shift the centre of the hyperbolae along the diagonal, which can be observed by the
fact the hyperbolae are opening, instead of exhibiting asymptotic behaviour towards the
diagonals. As the laser intensity increases the hyperbolae should be shifted further from
(p1‖, p2‖) = (0, 0) and the number of fringes increases, as indicated by Eq. (10.12).
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FIGURE 10.4: Absolute value of the difference between the sums from
the upper and lower panels in Fig. (10.3). Panels (a) and (b) correspond
to Up = 0.05 and Up = 0.1 a.u.respectively. The approximate fringes
given by Eq. (10.12) are marked by black lines. The panels have been
plotted in a logarithmic scale (log(|Ωudcoh − Ωudin |)) and the signal in each
has been normalised with regard the maximum absolute value.
The remaining phase shifts, αlr and αld, will not vanish. However, by an adequate
choice of parameters one may identify momentum regions in which they are smallest,
which will give rise to interference maxima. The exponent αlu, which gives the inter-
ference between the left and the upper peaks, behaves in a similar way as αld, with the
main difference that Eq. (10.7) shows an additional phase, with regard to Eq. (10.6)
giving the left-down phase difference. This phase depends on p21 +p
2
2 and has a constant
factor. Furthermore, the last term in Eq. (10.7) causes a strong enhancement along the
anti-diagonal.
The coherent and incoherent sums of Ml and Mu are presented in Fig. (10.5). The
figure shows a very clear maximum along the anti-diagonal p1‖ = −p2‖, and interference
fringes with a richer substructure than the previous partial map. These effects are caused
by the additional phases mentioned above. An estimate of the position of the fringes is
not straightforward. However, we have verified that their spacing, for small momenta,
is approximately one fourth of that given by Eq. (10.12). It also decreases with driving-
field intensity.
Finally, we display the partial sum between the left and right amplitudes Mr and Ml
(Fig. (10.5)). In this case, the interference effects are minimal and only present close to
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FIGURE 10.5: Correlated electron-momentum distributions obtained by
combining the transition amplitudes Ml and Mu, isolating the effect of
αlu, integrated over the transverse-momentum components. The driving-
field parameters and ionisation potentials are the same as in Fig. (10.3).
We have also employed the same normalisation and labelling as in
Fig. (10.3), with the coherent and incoherent sums in the upper and
lower panels, respectively. The anti-diagonals p1‖ = −p2‖ are indicated
with the orange lines in the figure.
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FIGURE 10.6: Correlated electron-momentum distributions obtained by
combining the transition amplitudes Ml and Mr, isolating the effect of
αlr and integrating over the transverse momentum. The field parameters,
ionisation potentials and plotting style are the same as in Fig. (10.3).
the origin (p1‖, p2‖) = (0, 0). This is expected as according to the constraints the overlap
between both amplitudes is vanishing in the other momentum regions. In the case of
αlr there is no obvious condition on the parallel momentum, independent of time or
the perpendicular components, other than p1‖ and p2‖ being close or equal to zero. A
time-dependent condition can be extracted,
p2‖ = −
sin(ωt′)
sin(ωt)
p1‖. (10.13)
These trajectories will overlap for very low values of parallel momenta. In this case, for
the dominant trajectories t′ is near a crossing and t is near the next maximum [177].
These trajectories are located close to the axis. Near a crossing, sin(ωt′) ' ωt′ and near
a maximum sin(ωt) ' 1. This strongly suggests that the slope in the overlap region will
be constant as the rescattering time will not vary substantially. This is approximately
the behaviour observed in Fig. (10.6).
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Channel Excited-State Configuration E2e (a.u.)
1 3s3p6 (3s→ 3p ) 0.52
2 3p53d (3p→ 3d) 0.41
3 3p54s (3p→ 4s) 0.40
4 3p54p (3p→ 4p) 0.31
5 3p54d (3p→ 4d) 0.18
6 3p55s (3p→ 5s) 0.19
TABLE 10.1: Relevant excitation channels for Ar+, ordered according to
principal and orbital quantum numbers for the second electron’s excited
state. From left to right, the columns give the number associated with the
channel, the electronic configurations for the sub-levels involved in the
excitation and the absolute value E2e of the excited-state energy, respec-
tively. For clarity, the excitation pathway for the second electron is given
in brackets.
10.2 The Prefactors
Additionally to the interference effects studied above, the prefactors (9.10) and (9.11)
will introduce a momentum bias, which influences the shapes and, in principle, the
quantum interference between events or channels. In the specific problem addressed
in [186], the target chosen is argon, as there are many experimental results to make a
comparison with. The first and second ionisation potentials of argon are E1g = 0.58 a.u.
and E2g = 1.02 a.u., respectively. For the parameter range of interest, the condition
3.17Up < E2g is satisfied, which leads to exist six relevant excitation channels that
are provided in Table 10.1 and involve excitations to states of very different spatial
geometry. Hence, they will give us a fairly good idea about the role of the prefactors.
Throughout, we will restrict our studies to m = 0, in order to facilitate a comparison
with the results in [186].
10.2.1 Derivation
Here we provide the full derivation to obtain analytic expressions of all the prefactors
given in Eqs. (9.9), (9.10) and (9.11). These prefactors were first derived in [167] in the
context of a qualitative analysis, so that only their functional form has been emphasised.
In the present work, we have gone beyond those qualitative expressions and include all
normalisation constants and phases, as they will be necessary for computing coherent
superpositions.
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Second Electron Ionisation Prefactor
Here we derive Vp2,e, the prefactor related to the second electron tunnelling from an
excited state, given in Eq. (9.11). This expression can also be used for Vkg, which differs
only by the specific bound and momentum state, ψg1 instead of ψe and |k〉 instead of
|p2〉. The potential will be also be singly rather than doubly charged but this will only
introduce an overall factor of 1/2. From Eq. (9.11) we had,
Vp2,e = 〈p˜2(t)|Vion|ψe2〉
=
1
(2pi)3/2
∫
d3r2Vion(r2)e−ip2·r2ψe2(r2). (10.14)
We proceed by using hydrogenic states for ψe2 and expanding the plane wave into spher-
ical harmonics,
ψe2(r2) = Rnele(r2)Y
me
le
(θr2 , φr2) (10.15)
e−ip2·r2 = 4pi
∞∑
l=0
(−i)ljl(p2r2)
l∑
m=−l
Y¯ ml (θr2 , φr2)Y
m
l (θp2 , φp2) (10.16)
Where Rnl is the radial part of the wave function, Y ml are spherical harmonics and jl
are spherical Bessel functions. Combing these identities we obtain
Vp2,e =
√
2
pi
∫
d3r2Vion(r2)Rnele(r2)Y
me
le
(θr2 , φr2)
×
∞∑
l=0
(−i)ljl(p2r2)
l∑
m=−l
Y¯ ml (θr2 , φr2)Y
m
l (θp2 , φp2) (10.17)
=
√
2
pi
∞∑
l=0
(−i)l
Ir2︷ ︸︸ ︷∫ ∞
0
dr2r
2
2Vion(r2)Rnele(r2)jl(p2r2)
×
l∑
m=−l
Y ml (θp2 , φp2)
∫
dΩY mele (θr2 , φr2)Y¯
m
l (θr2 , φr2)︸ ︷︷ ︸
δmemδlel
.
=
√
2
pi
(−i)leIr2Y mele (θp2 , φp2). (10.18)
200 Chapter 10. Interferences in NSDI
Now we calculate Ir2, we start by writingRnele(r2) more explicitly as a sum of associated
Legendre polynomials Lml (x),
Rnele(r2) =
√(
2
√
2Ene
)3 (ne − le − 1)!
2ne(ne + le)!
e−
√
2Ener2
(
2
√
2Ener2
)le
× L2le+1ne−le−1(2
√
2Ener2), (10.19)
where the Legendre polynomials are given by
L2le+1ne−le−1(2
√
2Ener2) =
ne−le−1∑
k=0
(−1)k (ne + le)!
(ne − le − k − 1)!(2le + k + 1)!k! (2
√
2Ener2)
k.
(10.20)
Hence,
Rnele(r2) =
(
(ne − le − 1)!
2ne(ne + le)!
) 1
2 (
2
√
2Ener2
) 3
2 e−
√
2Ener2
×
ne−le−1∑
k=0
(−1)k (ne + le)!(2
√
2Ener2)
k+le
(ne − le − k − 1)!(2le + k + 1)!k! . (10.21)
Substituting this into Ir2 yields
Ir2 =
√
(ne − le − 1)!
2ne(ne + le)!
ne−le−1∑
k=0
(−1)k (ne + le)! (2
√
2Ene)
3
2
+le+k
(ne − le − k − 1)!(2le + k + 1)! k!
×
∫
dr2r
le+k+2
2
2
r2︷ ︸︸ ︷
Vion(r2) e−
√
2Ener2jl(p2r2)︸ ︷︷ ︸
I2
. (10.22)
Doing the I2 integral leads to
I2 =
√
pi
ple2
2le+1
(√
2Ene
)−2−k−2le Γ(2 + k + 2le)
Γ(32 + le)
× 2F1
(
1
2
(2 + k + 2le),
1
2
(3 + k + 2le);
3
2
+ le;− p
2
2
2Ene
)
, (10.23)
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where 2F1(a, b; c; z) is the ordinary hypergeometric function. Then we have
Ir2 =
√
pi
√
(ne − le − 1)!
2ne(ne + le)!
ne−le−1∑
k=0
(−1)k+1 (ne + le)! 2
1
2
+k(
√
2Ene)
− 1
2
−leple2
(ne − le − k − 1)!(2le + k + 1)! k!
Γ(2 + k + 2le)
Γ(32 + le)
× 2F1
(
1
2
(2 + k + 2le),
1
2
(3 + k + 2le);
3
2
+ le;− p
2
2
2Ene
)
. (10.24)
Putting it all together gives
Vp2,e = 2(−i)le
√
(ne − le − 1)!
2ne(ne + le)!
Y mele (θp2 , φp2)
ne−le−1∑
k=0
(−1)k (ne + le)! 2
k(
√
2Ene)
− 1
2
−leple2
(ne − le − k − 1)!(2le + k + 1)! k!
× Γ(2 + k + 2le)
Γ(32 + le)
2F1
(
1
2
(2 + k + 2le),
1
2
(3 + k + 2le);
3
2
+ le;− p
2
2
2Ene
)
.
(10.25)
Recollision Prefactor
Here we derive the prefactor related to the collision of the first and second electron from
Eq. (9.10). Its explicit expression is
Vp1e,kg = 〈p˜1(t′), ψe2 |V12|k˜(t′), ψg2〉
=
V12(q)
(2pi)3/2
∫
d3r2eiq·r2ψ¯(2)e (r2)ψ
(2)
g (r2), (10.26)
where q = p1 − k and using the same identities as before,
e−iq·r2 = 4pi
∞∑
l=0
(−i)ljl(q r2)
l∑
m=−l
Y¯ ml (θr2 , φr2)Y
m
l (θq, φq), (10.27)
ψ(2)g (r2) = Rnglg(r2)Y
mg
lg
(θr2 , φr2) (10.28)
and
ψ(2)e (r2) = Rnele(r2)Y
me
le
(θr2 , φr2). (10.29)
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Hence,
Vp1e,kg =
√
2
pi
V12
∞∑
l=0
l∑
m=−l
(−i)lY ml (θq, φq)
Ir︷ ︸︸ ︷∫
dr2jl(qr2)Rnglg(r2)Rnele(r2)r
2
2
×
∫
dΩY¯ ml (θr2 , φr2)Y¯
me
le
(θr2 , φr2)Y
mg
lg
(θr2 , φr2)︸ ︷︷ ︸
IΩ
(10.30)
We can use the two following relations for spherical harmonics to simplify IΩ,
Y¯ mele (Ω) = (−1)meY −mele (Ω) (10.31)
Y −mele (Ω)Y
mg
lg
(Ω) =
le+lg∑
L=|lg−le|
L∑
M=−L
√
(2le + 1)(2lg + 1)
4pi(2L+ 1)
× 〈lg, le, 0, 0|L, 0〉 〈lg, le,mg,−me|L,M〉YML (Ω), (10.32)
where 〈l1, l2,m1,m2|L,M〉 denote Clebsch-Gordon coefficients. Inserting these defini-
tions in to Eq. (10.30) yields,
IΩ = (−1)me
le+lg∑
L=|lg−le|
L∑
M=−L
√
(2le + 1)(2lg + 1)
4pi(2L+ 1)
〈lg, le, 0, 0|L, 0〉 〈lg, le,mg,−me|L,M〉
×
∫
dΩY¯ ml (Ω)Y
M
L (Ω)︸ ︷︷ ︸
δmM δlL
, (10.33)
leading to,
Vp1e,kg =
√
2
pi
V12(q)
le+lg∑
L=|le−lg |
L∑
M=−L
(−i)L(−1)meYML (θq, φq)
√
(2lg + 1)(2le + 1)
4pi(2L+ 1)
× 〈lg, le, 0, 0|L, 0〉 〈lg, le,mg,−me|L,M〉 × Ir1.
(10.34)
Chapter 10. Interferences in NSDI 203
Now we compute Ir using a similar approach to the previous case,
Ir =
∫
dr2jL(q r2)Rnglg(r2)Rnele(r2)r
2
2 (10.35)
Rnglg(r2) =
(
(ng − lg − 1)!
2ng(ng + lg)!
) 1
2 (
2
√
2Engr2
) 3
2
e−
√
2Eng r2
×
ng−lg−1∑
k=0
(−1)k (ng + lg)!(2
√
2Engr2)
k+lg
(ng − lg − k − 1)!(2lg + kg + 1)!k! (10.36)
Ir =√
(ne − le − 1)!
2ne(ne + le)!
√
(ng − lg − 1)!
2ng(ng + lg)!
ng−lg−1∑
kg=0
ne−le−1∑
ke=0
(−1)kg+ke(ng + lg)! (ne + le)!
kg! ke! (ng − lg − 1)! (ne − le − 1)!
×
(
2
√
2Eng
)3/2+lg+ke
(2lg + kg + 1)!
(
2
√
2Ene
)3/2+le+ke
(2le + ke + 1)!
∫ ∞
0
dr2r
2+ke+kg+le+lgjL(q r2)e−ξr2 ,
(10.37)
where ξ =
√
2Eng +
√
2Ene . Computing the integral gives
Ir =√
pi
(ne − le − 1)!
2ne(ne + le)!
√
(ng − lg − 1)!
2ng(ng + lg)!
ng−lg−1∑
kg=0
ne−le−1∑
ke=0
(−1)kg+ke22+lg+le+kg+ke−L(ng + lg)! (ne + le)!
kg! ke! (ng − lg − 1)! (ne − le − 1)!
×
(√
2Eng
)3/2+lg+ke
(2lg + kg + 1)!
(√
2Ene
)3/2+le+ke
(2le + ke + 1)!
(
q2
ξ2
)L/2
ξ−3−kg−ke−lg−le
Γ(3 + kg + ke + lg + le + L)
Γ(32 + L)
× 2F1
(
1
2
(3 + kg + ke + lg + le + L),
1
2
(4 + kg + ke + lg + le + L);
3
2
+ L;−q
2
ξ2
)
. (10.38)
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Putting it all together we get,
Vp1e,kg =
1√
2pi
V12(q)
le+lg∑
L=|le−lg |
L∑
M=−L
(−i)L(−1)meYML (θq, φq)
√
(2lg + 1)(2le + 1)
(2L+ 1)
× 〈lg, le, 0, 0|L, 0〉 〈lg, le,mg,−me|L,M〉 × I ′r,
where
I ′r =√
(ne − le − 1)!
2ne(ne + le)!
√
(ng − lg − 1)!
2ng(ng + lg)!
ng−lg−1∑
kg=0
ne−le−1∑
ke=0
(−1)kg+ke22+lg+le+kg+ke−L(ng + lg)! (ne + le)!
kg! ke! (ng − lg − 1)! (ne − le − 1)!
×
(√
2Eng
)3/2+lg+kg (√2Ene)3/2+le+ke
(2lg + kg + 1)!(2le + ke + 1)!
(
q2
ξ2
)L/2
ξ−3−kg−ke−lg−le
Γ(3 + kg + ke + lg + le + L)
Γ(32 + L)
× 2F1
(
1
2
(3 + kg + ke + lg + le + L),
1
2
(4 + kg + ke + lg + le + L);
3
2
+ L;−q
2
ξ2
)
.
(10.39)
Below in Eqs. (10.40) and (10.41), we give more compact forms of the general
expressions for the excitation and ionisation prefactors, respectively.
Vp1e,kg =
le+lg∑
L=|le−lg |
L∑
M=−L
(−i)LA1YML (θq, φq)
〈lg, le, 0, 0|L, 0〉 〈lg, le,mg,−me|L,M〉√
(2L+ 1)
I ′′r
(10.40)
I ′′r =
bnglg∑
kg=0
bnele∑
ke=0
(−1)kg+ke2a1−1−2LξL−a1ΞnglgkgΞ
ng
leke
Γ(a1)
kg! ke! (bnglg)! (bnele)! Γ(
3
2 + L)
d
ng
lgkg
dneleke
(
q2
ξ2
)L/2
× 2F1
(
1
2
a1,
1
2
(a1 + 1);
3
2
+ L;−q
2
ξ2
)
,
where
A1 = (−1)meCnglgCnele
V12(q)√
2pi
√
(2lg + 1)(2le + 1)
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Cnl =
√
(n− l − 1)!
2n(n+ l)!
Ξnlk =
(√
2En
) 3
2
+l+k
dnlk =
(n+ l)!
(2l + k + 1)!
ξ =
√
2Eng +
√
2Ene
a1 = 3 + kg + ke + lg + le + L bnl = n− l − 1
Now here is the expression for Vp2e again with all normalisation constants and phases.
Vp2,e = A2
bnele∑
k=0
(−1)k 2
k(
√
2Ene)
− 1
2
−leple2
(bnele − k)! k!
dnelek
Γ(a2)
Γ(32 + le)
× 2F1
(
1
2
a2,
1
2
(a2 + 1);
3
2
+ le;− p
2
2
2Ene
)
, (10.41)
where,
A2 = 2(−i)leCneleY mele (θp2 , φp2) and a2 = 2 + k + 2le.
10.2.2 Effect on Distributions
The above-stated prefactors have radial and angular nodes. The prefactors Vp1e,kg,
Eq. (10.40) and Vkg depend on the intermediate momentum k(t′′, t′), which will vary
with regard to p1. This will lead to the nodes being washed out to a great extent. We
have verified that this happens even if the integration over p1⊥ is not performed. In
general, transverse momentum integration will cause further blurring. Mostly, the pref-
actor Vp1e,kg will cause a shift in the peaks of the electron momentum distribution from
p1‖ = ±2
√
Up and alter their width. The prefactor for the first electron excitation has
no explicit dependence on the final momenta Vkg, hence it plays almost no role in the
overall shape of the distributions.
The effects caused by the prefactor Vp2e are much more dramatic. This has been
observed in previous publications [167, 168] for atoms and molecules, but has not been
investigated systematically. Similarly to what is observed for hydrogenic wave functions,
the number of radial nodes is given by bnele = ne − le − 1, and angular nodes by le. This
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Channel
and
State
bnele Numerator Roots
1 3p 1 2E2e − p22 p2 =
√
2E2e
2 3d 0 const. no roots
3 4s 3 8E32e − 28E22ep22 + 14E2ep42 − p62 p2 =
√
2E2e, p2 =
√
(6± 4√2)E2e
4 4p 2 20E22e − 28E2ep22 + 5p42 p2 =
√
2
5
(
7± 2√6)E2e
5 4d 1 2E2e − p22 p2 =
√
2E2e
6 5s 4 80E42e − 480E32ep22 + 504E22ep42 −
120E2ep
6
2 + 5p
8
2
p2 =
√(
2± 4√
5
)
E2e, p2 =
√(
10± 4√5)E2e
TABLE 10.2: Number of radial nodes bnele = ne−le−1 and the numerator
polynomials (and their associated roots) that give rise to these nodes.
Note that p22 = p
2
2‖ + p
2
2⊥, so that the expressions in the third column
describe circles in the (p2‖, p2⊥) plane.
is because, formally, the prefactor is the Fourier transform of a hydrogenic excited state
ψneleme(r2) modified by the interaction Vion(r2) = 1/r2. Since Vion and exp(ip2 · r2)
have no nodes, the number of nodes will be preserved but their energy positions will
be different, if compared to the momentum-space wave function ψneleme(p2). Their
number and position with regard to the momentum p2 =
√
p22‖ + p
2
2⊥ are given in Table
10.2.
According to Table 10.2, the radial nodes will manifest themselves as circles in the
p2‖p2⊥ plane. They are clearly seen if we fix the momentum of the first electron at
(p1‖, p1⊥) = (2
√
Up, 0) and plot the probability distribution as a function of the mo-
mentum components p2‖ and p2⊥ of the second electron. This procedure is similar to
the computation of partial momentum maps employed in the publications [183, 190],
and provide a wealth of detail which is lost if the transverse momentum integration is
performed.
Fig. (10.7) displays these distributions for the six channels in Table 10.1. The panel
labels each correspond to the channel number, which is detailed in Table 10.1. The
circle p22‖ + p
2
2⊥ = 4Up indicates the direct ATI cutoff, according to the condition (9.23).
Changes in the shapes of the distributions will be caused by nodes within this region.
The radial nodes will then be particularly important for highly excited states, as in
this case E2e is small. Physically, this is related to the fact that high localisation in
momentum space corresponds to a large position-space spread. The smaller the binding
energy, the more delocalised ψneleme(r2) will be.
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FIGURE 10.7: Cross-section of the total probability distribution with p1
fixed at (p1‖, p1⊥) = (2
√
Up, 0), which gives an effective partial prob-
ability distribution over p2. The ponderomotive energy is given by
Up = 0.1 a.u.(I = 4.56 × 1013 W/cm2). A logarithmic scale has been
used to highlight the orbital-geometrical features. The radial and angular
nodes resulting from the second ionisation prefactor are marked by green
circles and red line respectively. The direct ATI cutoff p22‖ + p
2
2⊥ = 4Up
is marked with a dashed circle. Beyond this point the probability distri-
bution decays exponentially. Phases for each prefactor are indicated by
+ and - signs, with a change in sign indicating a flip. The signal in each
panel has been normalised with regard to its maximum value.
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FIGURE 10.8: Full probability distribution with all prefactors included,
an incoherent sum of events has been used. The panels are marked with
the channel number and excitation state (top left and right corners, re-
spectively). Red lines have been used to show the splitting caused by
angular nodes and green circles mark the secondary peaks due to ra-
dial nodes. The ponderomotive energy is given by Up = 0.1 a.u.(I =
4.56× 1013 W/cm2). The yield in channel four has been over-exposed in
order to show the secondary nodes.
The effect of the radial nodes can be seen by comparing channels 3 and 6, which
involve s-states. For channel 3, there is only one radial node in the momentum region
of interest, while for channel 6 the two existing nodes influence the electron momentum
distributions. This will lead to an overall narrowing in momentum space. In the remain-
ing channels, in addition to this effect, there are also angular nodes, which behave in
very distinct ways. For le = 1 (channels 1 and 4) they lead to a strong suppression in
the electron-momentum distributions for p2‖ = 0. Since these nodes occur for all p2⊥,
they will survive the transverse-momentum integration. This will cause the correlated
two-electron distributions to move away from the axes. For d-states, there are x-shaped
nodes which intersect at (p2‖, p2⊥) = (0, 0). We have verified that these nodes will also
survive the integration over the transverse momentum components, but will lead to a
secondary, much weaker maximum at the axes instead of a complete suppression.
In Fig. (10.8), we plot the incoherently symmetrised, correlated distributions, for
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FIGURE 10.9: Full probability distribution with all prefactors included,
for identical parameters as in Fig. (10.8), except that a coherent sum of
events has been used. The same panel labels are used as in Fig. (10.8).
The signal in each panel has been normalised with regard to its maximum
value.
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the same channels as in Fig. (10.7). The figure in fact shows an overwhelming influence
of the prefactor Vp2e. Angular nodes in p2‖ are clearly visible as cuts marked by orange
lines and radial nodes can be seen by small secondary peaks marked by green circles.
Only for very loosely bound states does the excitation prefactor lead to some substruc-
ture (see channel 4), although it is an order of magnitude below the main peak. This
figure establishes which substructure comes from the prefactors themselves, so that they
cannot be attributed to the interference between different events.
If a coherent sum is considered upon symmetrisation, Fig. (10.9), the same diagonal
fringes can be seen as in Fig. (10.2). There will not be interference for s-states as the
localisation of the states causes the prefactor to narrow the distribution on to the axis,
away from the diagonal regions where the interference mostly occurs. For p- and d-
states, there is a lot of interference as the effect of the angular nodes is to split the
distribution apart, widening it causing much of it to be along the diagonal. The actual
type of interference is unchanged from Fig. (10.2), we verified this by looking at the
phase information from the prefactor. For the second ionisation prefactor, looking a the
phase plotted over p2, the nodes represent a phase shifts of pi (see Fig. (10.9)). If this
is applied to the partial momentum distribution there is little change in the resulting
phase map and the affect of this after integration over p⊥ will be lost entirely. Hence
the prefactors effect the interference only by limiting the signal to specific regions in the
probability momentum distributions and all the effects derived, discussed earlier, are
still valid.
10.3 Channel Interference
We will now study the quantum interference between the different excitation channels
in Table 10.1. A uniform superposition of channels is used, which can be justified if one
views each channel as a path the second electron can take from its ground state to the
final Volkov state. Hence, the final transition amplitude should sum over the possible
channels, leading to |∑cMc|2, where Mc is the transition amplitude calculated for each
channel.
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FIGURE 10.10: Full coherent and incoherent superpositions of all chan-
nels in Table 10.1, for the same field parameters as in Fig. (10.8). Panel
(a) is an incoherent sum of all the channels and their events, panel (b)
is an incoherent sum of channels with a coherent sum of events, panel
(c) is a coherent sum of channels with an incoherent sum of events and
panel (d) is a coherent sum of channels and events. The symbols i and
c in the bottom right corners denote incoherent and coherent sums for
event and channel, respectively, with event preceding channel. All panels
use the same arbitrary scale.
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Up = 0.05 Up = 0.1 Up = 0.15
1 3.49× 10−28
4 2.02× 10−28
5 1.54× 10−28
2 1.01× 10−28
3 7.78× 10−29
6 6.17× 10−30
5 2.95× 10−22
4 1.31× 10−22
1 9.91× 10−23
2 7.62× 10−23
3 4.94× 10−23
6 1.21× 10−23
5 4.67× 10−19
4 1.02× 10−19
2 5.43× 10−20
1 3.26× 10−20
3 2.52× 10−20
6 1.94× 10−20
TABLE 10.3: Mean values of the two electron parallel momentum prob-
ability distribution of each channel for different laser intensities, within
the parameter range of interest. These distributions have been computed
for a monochromatic field.
In Fig. (10.10) we plot the full sum of channels 1 to 6, using different combinations
of coherent and incoherent superpositions for events and channels. The figure shows
that a fourfold momentum symmetry only occurs if the channels and events are summed
incoherently [panel (a)]. Once quantum interference is introduced, only the reflection
symmetry with regard to the diagonal or anti-diagonal remains, as shown in panels
(b) to (d). In this case, the features along the diagonal and the anti-diagonal differ.
However, only channel interference [panel (c)] exhibits a diagonal enhancement. The
anti-diagonal fringes only come from event interference [see panel (b)]. The diagonal
enhancement and breaking of symmetry in panel (c) is consistent with what was found
in [186].
A legitimate question is whether one may identify dominant channels and/or fea-
tures related to the channel type in the superpositions presented above. The shapes
of the superpositions in Fig. (10.10) suggest that excitations involving p- and d-states
prevail. Table 10.3 shows the mean values of the correlated electron momentum distri-
butions for each channel, which are comparable. Since one channel does not dominate
significantly over the rest, interference is expected to be important. This is contrary to
the results in [186], where channels 1-3 were found to dominate.
More insight is obtained by considering superpositions of two channels, which may
be incoherent or coherent. The former and the latter case are given by
ΩIn(p1‖, p2‖) = ||M1||2 + ||M2||2 (10.42)
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FIGURE 10.11: Channel sum 1 and 4 without prefactors. Panel (a) shows
an incoherent sum of channel and a coherent sum of events, panel (b)
shows a coherent sum of channels and events, panel (c) is the differ-
ence between the two. The driving-field parameters are the same in
Fig. (10.8). The signal in each panel has been normalised to its maxi-
mum value.
and
ΩCoh(p1‖, p2‖) = ||M1 + eiφM2||2, (10.43)
respectively. In the coherent sum (10.43), we have included a phase φ that can be used
to manipulate interference effects such as diagonal or anti-diagonal enhancement.
Without the effect of prefactors there is little qualitative difference between the pos-
sible channel sums, given that the actions only differ by the term E2gt (see panels (a)
and (b) in Fig. (10.11)). Nonetheless, in the difference between the coherent and inco-
herent sums we can see hyperbolic fringes (Fig. (10.11)(c)). We have verified empiri-
cally that the position of the fringes is determined by the value of the phase φ and the
thickness of the fringes is inversely related to E2e1 − E2e2 . Due to their location in the
p2‖p1‖ plane, the most significant interfering terms will be equivalent events between
channels, e.g., M1l and M2l, but the terms related by particle exchange such as M1l and
M2d will also be important. The prefactors add a momentum-dependent phase differ-
ence between the two channels. In the case of the second ionisation prefactor, which
mainly determines the interference effects, the phase is constant but inverts when a
nodal line is crossed. The other prefactors depend on k, which has a complex phase
relation determined by the saddle point equations.
Fig. (10.12) shows a selection of particular interference phenomena occurring in
two-channel sums. In panel (a) the recollision and second ionisation prefactor both
cause phase inversion, which cancels overall. The diagonal enhancement comes from
214 Chapter 10. Interferences in NSDI
FIGURE 10.12: Two-channel sums with prefactors, for the same driving-
field parameters in Fig. (10.8). The numbers at the top left in each panel
labels the excited states used in the superposition, with the phase differ-
ence given in the bottom left. The signal in each panel has been nor-
malised to its maximum value.
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the fringes related to channel interference, which have been shifted by a phase of −i,
whereas i would cause an anti-diagonal enhancement. For panel (b) the total effect of
the prefactors is to cause an inversion in the channel-interference fringes. This leads
to a suppressed signal along the diagonal. However, the effect is not as strong as the
fringes are distorted by Vp2e. In both panels (a) and (b), the thickness of the channel-
interference fringes are comparable to those associated with the “left-down" interfer-
ence. There are no significant diagonal effects in panel (c) as both distributions are
concentrated near the axes pn‖ = 0(n = 1, 2). This happens because, for the two inter-
fering channels, the second electron is excited to an s-state. However, there are some
interference effects breaking the fourfold momentum symmetry.
The remaining panels show some implications of channel interference involving en-
ergetically very close and distant excited states. For the interference of channels 1 and 5,
shown in panel (d), there is a large difference in the excited-state energies. This causes
small inter-channel fringes, so that suppression along the diagonal or anti-diagonal is
not possible. In contrast, for panel (e), the excited bound states are energetically very
close. This implies that fringes stemming from channel interference are too thick to
cause a diagonal or anti-diagonal suppression. However, the prefactor does this instead
(see below). For panel (f) the channel-related fringes are even thicker, so that the sub-
structure is determined by the event interference and the prefactors.
Fig. (10.13) shows the same coherent sums of channels as in Fig. (10.12), but, in-
stead, incoherent sums of events. All the diagonal and anti-diagonal effects remain and
are in general stronger without the phase information and fringes from different events.
The influence of the combined prefactors can also be seen more clearly. For instance,
in panels (a) to (c) the features related to p-, d- and s-states are very evident, with a
further bias introduced by the inter-channel interference. These features are (a) prob-
ability densities concentrated at the diagonal and anti-diagonal; (b) similar probability
distributions as in (a), but with secondary maxima at the axes; (c) distributions concen-
trated mostly at the axes, respectively. This happens because the angular momentum
quantum number le of the excited states are the same for the two interfering channels.
The situation becomes more complex in the lower panels, in which channels with
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FIGURE 10.13: Same two-channel sums as Fig. (10.12), except that the
events have been summed incoherently. For clarity, the prefactor phase
information has been marked on panel (e) in white. This information
can be related to panels 2 and 4 in Fig. (10.7). The green dotted lines
mark nodal lines. The same logic can be applied to panel (f), with the
difference that the 4s state does not have angular nodes.
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different angular momenta le are mixed. In this case, we have identified two very strik-
ing scenarios, which occur for energetically close levels [panels (e) and (f)]. Because the
inter-channel fringes are very thick in these cases, the shape of the electron-momentum
distributions will be mainly determined by the prefactors and their phases. For instance,
the clear diagonal suppression for panel (e) can be explained by the phase of the second
ionisation prefactors, which flips at every nodal line. The interfering channels involve
excitation to 3d and 4p. For a p-state, there is one node at p2‖ = 0, while for a d-state
there are two. This means that, from the top to the bottom of the panel, the phase of
the p-state will flip once, while that of the d-state will flip twice. Hence, in the second
quadrant the channels interfere constructively, while in the third quadrant destructive
interference occurs. The same line of argument can be employed for the first and fourth
quadrant, but in this case the interference pattern will be reversed. This shows a case
where we have entirely prefactor dependent anti-diagonal enhancement. In panel (f),
the phase of the 4s prefactor will not flip in the momentum region of interest, while that
of the 3d prefactor will flip twice. Hence, this will preserve the fourfold symmetry. Fur-
thermore, interference between the channels will not be significant, as d states populate
mainly the two diagonals and s states lead to distribution localised along the axes. This
leads to a momentum distribution with peaks at the axes and the two diagonals. This
distribution is, for practical purposes, fourfold symmetric, unless event interference is
considered [see Fig. (10.12)(f)].
To summarise the inter-channel fringes, prefactors and a relative phase can cause
a range of interference effects. The prefactors can cause an inversion, which leads to
diagonal/anti-diagonal enhancement being swapped. They can also apply a phase shift,
such that a different phase between the two channels is needed for diagonal/ anti-
diagonal enhancement. Inter-channel interference effects are not washed out by more
complex superpositions, as can be seen by directly comparing Figs. (10.10), panels (a)
and (c).
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10.4 Discussion
In this chapter, we have performed an in-depth, semi-analytical study of quantum inter-
ference in recollision-excitation with subsequent ionisation (RESI) using the strong-field
approximation (SFA). Our analysis includes interference of symmetry-related features
such as electron indistinguishability, and of different excitation channels. Overall, we
have found that the electron momentum distributions are greatly influenced by both
types of interference. The main effect of quantum interference is to break their fourfold
symmetry in p1‖p2‖ plane, while the symmetry with regard to the diagonals is retained.
This fourfold symmetry has been encountered in previous RESI studies employing the
strong-field approximation [167, 168, 177] or related methods [178].
We have shown, by considering a coherent sum of symmetry-related events, that
interference effects previously thought to be washed out from integration over per-
pendicular momenta are present in the correlated electron-momentum distributions.
This influences the RESI distributions even for a single channel of excitation, via en-
hancement and suppression near the diagonals p1‖ = ±p2‖. We provide fully analytical
expressions and estimates for diagonal, anti-diagonal and hyperbolic interference pat-
terns. Similar fringes can be seen, but have not been explained, in [191], where RESI
has been modelled using a strong-field quantum-electrodynamical method (see Fig. 7
therein). Additionally, further quantum interference fringes have been found by the
same group for NSDI of helium using two-colour IR+XUV fields using a similar method
[192, 193]. These fringes are found to exist for both equivalents of the EI and the RESI
mechanisms of NSDI for IR+XUV fields. The interference is between channels that arise
due to differing numbers of XUV photons absorbed by the electrons across the NSDI pro-
cess. Different numbers of XUV photons absorbed during the second electron ionisation
event could act to create channels similar to the channels of excitation we considered
here, by in effect reducing the ionisation potential. Formally, in the ionisation equation
used in this work this is exactly what happens as the number of XUV photons absorbed
effectively changes the ionisation potential. Thus, a parallel may be drawn between the
inter-channel interferences and some interferences found in [193].
We found that inter-channel interference will play an important role in RESI, in
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agreement with the results of [186]. We go, however, beyond such studies and show
that the shape of the electron-momentum distributions will be determined by a com-
plex interplay of inter-channel and event interference, and the geometry of the excited
bound states. This will mainly occur near the diagonal and anti-diagonal in the parallel-
momentum plane. This means that it will mainly impact channels involving excitation
to p- or d-states, while the influence on those with s-state excitation will be much less
critical. In particular, for the parameter range of interest, the contributions from all
channels used in this work are comparable.
We also analyse this interference in more detail using two-channel coherent super-
positions. In this case, diagonal or anti-diagonal enhancement may occur due to inter-
channel fringes and/or geometry-dependent prefactors. The fringes have hyperbolic
shape, and their width is inversely proportional to the energy difference between the
two channels involved. The prefactors will determine the region in momentum space to
be occupied. In particular the nodes of the ionisation prefactor Vp2e of the second elec-
tron will cause phase shifts, which will influence inter-channel interference in specific
momentum ranges. This enhancement can be manipulated using a relative phase. In
this context, one should notice that by appropriate choice of channels and relative phase
one may obtain anti-correlated distributions without resorting to bound-state depletion.
This latter feature has been employed in [186] in order to suppress the signal in the first
and third quadrants of the parallel-momentum plane.
Interestingly, depending on how interference occurs, the RESI distributions may ex-
hibit diagonal enhancement (correlation), anti-diagonal enhancement (anti-correlation),
or be spread in the four quadrants of the p1‖p2‖ plane. In contrast, for electron-impact
ionisation, the probability density is located only in the first and third quadrants and
interference effects get washed out by transverse momentum integration. This sheds
some light on experimental findings where different atoms give either diagonal or anti-
diagonal enhancement [194]. Diagonal enhancement is normally attributed to electron-
impact ionisation. However, for low, below-threshold intensities, this could also be re-
lated to RESI. Indeed, all possible results found experimentally [174, 176, 194] are
achievable if we can find the correct superposition of channels. Furthermore, there ex-
ist theoretical studies for which anti-correlation has been obtained without excitation
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[195]. This suggests that the ability to manipulate diagonal and anti-diagonal enhance-
ment with a phase opens up the possibility of control over the RESI process, which could
lead to various applications.
These results show that quantum interference has a striking influence on the shapes
and localisation of the electron-momentum distributions and thus call into question
quantum-classical correspondence in RESI. Hence, classical-trajectory methods must be
viewed with care. On the other hand, highly excited states may give rise to a quasi-
continuum, which would allow the existence of a quasi-classical wave packet. This
would justify the success of classical models. For molecules, a larger density of states
and enhanced ionisation may increase their predictive power [179, 196, 197].
Furthermore, the SFA considers discrete states and neglects broadening and distor-
tion caused by the field. It could well be that these effects lead to a strong overlap
and thus the creation of a quasi-continuum, washing out phase information. However,
recent studies of the RESI dynamics in phase space have revealed a highly confined re-
gion that can be associated with trapping in an excited state [198]. This would justify
using discrete bound states and neglecting depletion, and would render interference
important. Recent experimental results [199] report oscillation in the asymmetry of
the electron-electron momentum correlation when varying the laser intensity. These
results are reported to be only possible through interference effects. Thus, this may be
experimental verification of the interference described here. Additionally, recent fully
quantum mechanical calculation of NSDI, which neglects the Coulomb potential for con-
tinuum electrons (as in this work) [124], reports sub-cycle interference features in the
final momentum distributions. Note this calculation did not separate contributions from
RESI, the EI or any other mechanism. For a detailed discussion on the advantages and
drawbacks of classical and quantum-mechanical approaches in the modelling of RESI
see the review article [154]. The present work contributes to this discussion by shed-
ding additional light on the role of interference in this context.
Chapter 11
Pulse Effects and State
Reconstruction
In this chapter we use knowledge of interference types coupled with the bound state
prefactors to perform a more advanced analysis of experimental results. Using the fact
that we can manipulate distributions by changing the phase between two channels, we
can extend this argument to all channels. We can include normalisations and phases,
to control the dominance and whether the interference is constructive or destructive,
between all of the channels. One may include different amplitudes or phases for each
channel, which would model channel selection or account for phase effects. This yields
a more general sum than Eq. (9.25),
Ω(p1‖, p2‖) =
∫∫
d2p1⊥d2p2⊥
∣∣∣∣∣∑
c
Nce
iφcM (c)
∣∣∣∣∣
2
. (11.1)
This method can use experimental data to guide the construction of a superposition of
excited states, which should give some information about the excited state the second
electron left from. This method is essentially accounting for experimental uncertainty
and effects yet to be included in the model that would alter the dominance or phase of
different channels.
Experimental results of RESI in argon from [173] (see in Fig. (11.1)), show that
increasing pulse lengths from few to many cycle pulses causes a transition from cross-
shaped to slightly anti-correlated, correlated or ring-shaped distributions. In Fig. (11.2)
we model the results from [173] by selecting specific normalisations as in Table 11.1 to
represent the change in channels dominance caused by a pulse. We have also chosen
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FIGURE 11.1: RESI distributions for argon (E1g = 0.58 a.u., E2g =
1.02 a.u.). Taken from [173]. In the first row, panels (a)-(d), the peak
intensity is 1 × 1014 W/cm2 with ω = 0.057 a.u. and a ponderomotive
energy of Up = 0.22 a.u. The peak intensities in the second row are
as follows: (e) I = 0.8 × 1014 W/cm2 with Up = 0.18 a.u., (f) and (g)
I = 1.2× 1014 W/cm2 with Up = 0.26 a.u. and (h) I = 1.4× 1014 W/cm2
with Up = 0.30 a.u. These results were averaged over the carrier enve-
lope phase of the laser field.
the phases such that panel (c) matches the corresponding anti-correlated results from
[173]. The phases have then been kept the same in all other cases. We find that if a
pattern is optimised to be anti-correlated at one driving field strength, changing this will
cause it to flip to be correlated. Hence, in panels (e)-(h) we obtain correlated patterns,
in agreement with [173]. One should note that, despite this myriad of shapes, all inten-
sities employed in this experiment are well within the below-threshold regime. For the
intensities in Fig. (11.2), this energy varies from 0.55 a.u. to 0.86 a.u., i.e., between 54%
and 84% of E2g. Hence, RESI is the prevalent NSDI mechanism. Similar superpositions
may be used to reproduce the results in [174, 176, 194]. Using this approach allows
us to make predictions far beyond that existing for RESI from an SFA model. Later,
we also perform focal averaging to make our results more consistent with experiment,
see Fig. (11.5). This demonstrates the interference fringes are surprisingly robust and
survive integration of perpendicular momentum coordinates and focal averaging.
The features observed in Figs. (11.2) (a) to (d) mark a change from a regime in
which excitation to s-states is prevalent, to a scenario in which a coherent superposition
of p- and d-states dominates. This statement can be inferred from the different shapes
resulting for different channels of excitation. These differences stem from the prefactor
Chapter 11. Pulse Effects and State Reconstruction 223
4fs 8fs 16fs
16fs
30fs
16fs8fs 8fs
FIGURE 11.2: RESI distributions for argon (E1g = 0.58 a.u., E2g =
1.02 a.u.) computed using different coherent superpositions of the ex-
citation channels in Table 10.1. The phases and weights employed in
these superpositions are provided in Table 11.1, and have been chosen
in such a way as to reproduce the experimental data from [173]. In
the first row, panels (a)-(d), the peak intensity is 1 × 1014 W/cm2 with
ω = 0.057 a.u. and a ponderomotive energy of Up = 0.22 a.u. The peak
intensities in the second row are as follows: (e) I = 0.8 × 1014 W/cm2
with Up = 0.18 a.u., (f) and (g) I = 1.2×1014 W/cm2 with Up = 0.26 a.u.
and (h) I = 1.4 × 1014 W/cm2 with Up = 0.30 a.u. The dashed lines in
the figure indicate the diagonals p1‖ = ±p2‖. The numbers on the top left
corner of the panels indicate the pulse length in [173] we are aiming to
reproduce.
Panel (Fig. (11.2)) 1 (3p) 2 (3d) 3 (4s) 4 (4p) 5 (4d) 6 (5s)
(a) 1e
ipi
4 1e0 4e
i7pi
8 1e
i7pi
8 0.5e
ipi
2 4e
ipi
2
(b), (e), (f) 1e
ipi
4 1e0 2e
i7pi
8 1e
i7pi
8 0.6e
ipi
2 2e
ipi
2
(c), (g), (h) 1e
ipi
4 1e0 1e
i7pi
8 1e
i7pi
8 0.7e
ipi
2 1e
ipi
2
(d) 1e
ipi
4 1e0 0.5e
i7pi
8 2e
i7pi
8 0.8e
ipi
2 0.5e
ipi
2
TABLE 11.1: Coherent superpositions employed in Fig. (11.1). The letters
in the first column indicate the panels in Fig. (11.1) for which a specific
superposition have been employed. From the second to seventh column,
the numbers in the first row indicate the excitation channel in Table 10.1,
and the excited state of the second electron is given in brackets. The
numbers Nceiφc give the weight and the relative phase for each channel.
224 Chapter 11. Pulse Effects and State Reconstruction
Vp2e related to the ionisation of the second electron, which lead to the shapes seen in
Figs. (10.8) and (10.9), i.e. cross-shaped s-states and more homogeneous x-shaped p-
and d-states.
11.1 The Effect of Using a Pulse
In order to model the effects of a pulse we have changed the normalisation coefficients
in a superposition of channels such that we go from s-states being dominant to d- and
p-states as we go from short pulses to long. This leads to the change from cross-shaped
distributions to more ‘ring’-shaped distributions. We will now justify the choice of nor-
malisations by considering how a laser pulse and its vector potential can be constructed
from a sum of sine waves. We use this analysis to estimate the dominant channels by
examining the intensity and frequency widths of a pulse. This dominance supports the
normalisation coefficients given in the previous section. If the CEP is averaged over, the
main difference between a short pulse and a monochromatic laser field is that the pulse
will have a spread of intensities and frequencies, which will make a broader momentum
region accessible. In contrast, if the CEP is resolved, effects related to the pulse shape
become important for few-cycle pulses. This has been investigated by us in previous
work, for electron-impact ionisation [136] and for RESI [183, 190]. For pulses longer
than ten cycles, we have verified that these effects also become irrelevant even in the
CEP-resolved case [52].
The intensity distribution is determined by the weighting of each monochromatic
wave in a sum, and the frequency width is inversely proportional to the pulse length.
Using the Fourier sine and the Fourier cosine transforms, the vector potential A(t) of any
pulse can be reconstructed out of monochromatic fields weighted by its Fourier trans-
form A(ω). Hence we can think of a pulse as a sum of monochromatic fields weighted
by the real and imaginary part of A(ω). Explicitly,
A(t) =
∫∞
0 dω (Re(A(ω)) cos(ω(t) + Im(A(ω)) sin(ωt))
≈∑ω Re(A(ω))dω cos(ωt) + Im(A(ω))dω sin(ωt). (11.2)
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FIGURE 11.3: Temporal vector potential profile and corresponding
Fourier transform (upper and lower panels, respectively) for laser pulses
of increasing duration τ and central angular frequency ω0 = 0.057 a.u.
The lower panels have been normalised so that the pulse area is kept
constant. The panels from left to right correspond to τ = 4fs , τ = 8fs
, τ = 16fs and τ = 30fs (black, red, green and blue curves) which cor-
responds to approximately 2, 4, 8 and 16 cycles. The black squares in the
upper panels of the figure verify that the expansion given by Eq. (11.5)
is correct. The value of the central frequency ω0 is marked with a dashed
purple line and ω± are marked with dashed-dotted lines on the bottom
rows for each pulse length. The frequency width ωW is shown by a black
horizontal line for each Fourier transformed pulse on the lower panels.
In the sum, dω = ωi − ωi−1 is the difference between the current and previous value of
ω. We include the Fourier cosine transform for generality. However, it can be left out as
this will only affect the negative t region, which we disregard. This leads to
A(t) ≈
∑
ω
Im(A(ω))dω sin(ωt) (11.3)
In practice, we found that three monochromatic sine waves dominate Eq. (11.3), so
that, for a pulse of n cycles, it can be rewritten as
A(t) ≈ β0 sin(ω0t) + β+ sin(ω+t) + β− sin(ω−t), (11.4)
where ω0 is the central pulse frequency, ω± = ω ± 14ωW , and ωW = 4nω is the frequency
width of A(ω). In the upper panels of Fig. (11.3), we display the exact vector potential
time for the range of pulses employed in [173], together with the ‘approximate’ recon-
structions discussed here. For clarity, the frequency widths of such pulses are presented
in the lower panels of the figure. For a sine square pulse, Eq. (11.4) is exact as it can be
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shown that
A(t) = 2A0 sin
2
(
ω0t
2n
)
sin(ω0t+ φ)
= A0
{
sin(ω0t+ φ) +
1
2
[
sin
(
n− 1
n
ω0t+ pi + φ
)
+ sin
(
n+ 1
n
ω0t+ pi + φ
)]}
.
(11.5)
This means that the vector potential can be exactly constructed out of three monochro-
matic sine waves of frequencies ω0 and ω± = ω0(n ± 1)/n, and amplitudes β0 = A0
and β± = 12A0. Using this knowledge, together with the pulse widths in frequency
and intensity, one may perform estimates of the parameter range assessed by pulses of
different lengths. For these estimates, we will use Eq. (11.5), as we have verified lit-
tle difference in the distributions obtained with Gaussian and sine squared pulses [52,
136]. For simplicity, we have set the CEP in Eq. (11.5) as φ = 0.
We will now examine the relative dominance of s-, p- or d-channels for a range
of frequencies and intensities, which contain the regions important for the pulses. To
do this we will average over the momentum probability distributions for channels with
specific values of the orbital quantum number l, and compare the values with the overall
average to obtain an idea of relative dominance.
When calculating these averages, one must be careful as each channel state will lead
to probability distributions occupying different regions of the p1‖p2‖ plane. Hence, it
may happen that the probability density associated with specific channels are highly
peaked in some regions and nearly zero elsewhere. This may lead to an overall bias
towards contributions which are less localised in the parallel-momentum plane, such as
those from the d-states. In order to avoid this problem, it is a good idea to compute av-
erages restricted to certain momentum regions. Additionally, if the region averaged over
is restricted, the channels which will be dominant for specific regions can be inferred.
We perform this averaging technique for the whole distribution, around the axes
pn‖ = 0 (n = 1, 2) and near the diagonals. The momentum ranges used for the axis
were −0.12 ≤ pn‖ ≤ 0.12 a.u. and 1.2 ≤ pm‖ ≤ 2.4 a.u., with n 6= m. The width of the
diagonal region used was 0.24 a.u. around p1‖ = ±p2‖.
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The regional average of a channel is calculated using
QcR(I, ω) =
∫∫
R
dp1‖dp2‖Ω(p1‖, p1‖, I, ω), (11.6)
where Ω(p1‖, p1‖, I, ω) is the momentum probability distribution and R is the region
being considered. From this we calculate the relative contributions
QlR(I, ω) =
∑
sQ
s
R(I, ω)∑
cQ
c
R(I, ω)
, (11.7)
where the sum over s includes channels of excitation that have intermediate states with
the same value of l. The sum over c includes all channels.
These averages are plotted in Fig. (11.4), together with the regions assessed by
the pulses, indicated by the rectangles, and the three frequencies and amplitudes in
Eq. (11.5), indicated by dots. Panel (a) shows that overall s-states do not contribute
much. In fact, a direct inspection of the upper panels in the figure leads to the conclusion
that, in general, contributions from the d-states are expected to prevail, with a shift in
dominance between p- and d-states for high frequencies and intensities. This dominance
is expected due to the contributions from p- and d-states being more spread than those
from the s-states.
However, in panel (d), where we have restricted the average to the axis region, we
see that the latter have a significant effect for low frequencies and intensities. This
makes sense, as s-states lead to cross-shaped distributions. These contributions are
more localised in momentum space than those from p- and d-states. Hence, they will
not appear to be significant in a total average while they might still have the largest
peaks. In contrast, contributions from p-states are negligible in the axis region, and
contributions from d-states increase in relevance for high frequencies and intensities
(see panels (e) and (f), respectively).
Fig. (11.4) (d) also shows that the influence of the s-states will increase for shorter
pulses, as they will make the low frequency, low intensity region accessible. This can
easily be seen from the circles representing the frequency and ponderomotive energy of
each of the monochromatic waves which form the pulse. The black circles represent the
shortest 4fs pulse and will pick up the most s contributions. One should also note that,
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FIGURE 11.4: Relative contributions of channels with different orbital an-
gular momenta l (s-, p- and d-states) computed according to Eq. (11.7),
together with the regions in frequency and Up spanned by different
pulses. Panels (a) to (c) show the averages over the whole momentum
distribution, panels (d) to (f) give the relative contribution of channels
near the axis and (g) to (i) display the contribution of channels around
the diagonal. The contributions of s-states are displayed in (a), (d) and
(g), those of p-states in (b), (e) and (h) and those of d-states in (c), (f)
and (i). The region spanned in frequency and intensity by the 4, 8 and
16 fs laser pulses (shown in Fig. (11.3)) are shown by the black (dotted),
red (dotted-dashed) and green (dashed) rectangles, respectively. The fre-
quency ω ranges from 0.02 to 0.1 a.u. and Up from 0.03 to 0.28 a.u. The
original monochromatic field frequency and intensity is represented by
the grey square at ω = 0.057 a.u. and Up = 0.22 a.u. The frequencies and
ponderomotive energies of the three monochromatic waves forming the
pulse according to Eq. (11.5) are represented by the black, red and green
circles for the 4 fs, 8 fs and 16 fs pulses respectively, where the central
black dot, at Up = 0.11 a.u., corresponds to β0 and is the same for each
pulse. The amplitudes β± are calculated for each pulse using Eq. (11.5).
The ionisation potentials for the six channels are the same as those used
in the main paper.
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near the axis, there is swapping between s- and d-state dominance as one moves away
from this region.
Near the diagonals, contributions from p- and d-states prevail. However, these con-
tributions are also very much dependent on the field parameters. Comparing panel (h)
and (i) in Fig. (11.4) shows that there is swapping between p- and d-state dominance
as one moves away from the low-frequency region.
In all cases, be it overall, in the diagonal or in the axes region, as the pulse length
increases the contributions associated to d states become dominant for the typical pa-
rameter range used in experiments (see Figs. (11.4) (c), (f) and (i), respectively, for
the different types of average). The dominance of d-states explains the increasing ho-
mogeneity of the distributions in [173] with higher intensity and longer pulse duration.
This happens as contributions from d-states are the only that lead to a non-vanishing
probability density both near the axes and the diagonals. Furthermore, the on-axis tran-
sition from d- to s-states as the pulses shorten successfully explains the cross shapes
present in [173], and can be used in support of the normalisation coefficients used to
model the pulses
One should note, however, that the estimates provided above do not take the phases
associated with the transition amplitudes into account. These phases are important, as
they are present in the monochromatic fields that we combine to construct the pulses.
They could lead to constructive or destructive interference in the averages performed,
and thus alter the maps presented in Fig. (11.4). On the other hand, the fact that the
additional phases remain the same across Table II for all the pulse lengths indicates that
the amplitudes determine the overall trend. From the points representing the pulse in
Fig. (11.4) we can say that, for the short pulse, s-states lead to contributions between
three and four times stronger than for the monochromatic case, agreeing with the spe-
cific values for normalisation used, thus justifying them.
11.2 Focal Averaging
Focal averaging accounts for the range of intensities present in the laser field beam
profile, by integrating over the range of intensities incident on the gas jet sample. For
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the experiment we are modelling [173] a narrow gas jet is used with a radius of 0.5 mm
while the lasers’ Rayleigh length, which is defined as the distance along the propagation
direction of a beam from the waist to the place where the area of the cross section
is doubled, is z0 = 1.7 mm. Further details on the setup used by [173] are given
in [171]. The pulse used is both spatially and temporally short enough such that, in
order to perform a realistic comparison with the experiment, we have to incorporate the
intensity variation over the beam profile. Hence, we use focal averaging in our model
following the derivations previously performed in [200].
We consider an ensemble of atoms in a field of varying intensity. For each atom,
we can calculate an ionisation yield for which it emits two electrons via NSDI. Since
this ensemble is macroscopic, there are far too many electrons for a coherent state to
form. Moreover, electrons ionised from separate atoms are considered to be far enough
apart such that they have non-overlapping wavefunctions. Hence, this average must be
computed incoherently. Typically, in focal averaging the laser beam profile is taken as
a Gaussian, as this simplifies the mathematical treatment. We will consider a field both
with and without a temporal envelope. The intensity distribution of a beam of duration
τ and wavelength λ as a function of the propagation coordinate z, the time t, and the
distance ρ from the z axis reads
I(ρ, z, t) = I(ρ, z) exp
(
(t− z/c)2
τ2
)
(11.8)
I(ρ, z) = I0
d0
d(z)
exp
(
− 2ρ
2
d(z)2
)
, (11.9)
with
d(z) = d0
[
1 + (z/z0)
2
] 1
2 ,
where d0 =
√
λz0/pi is the beam waist (the radius of the narrowest cross section of the
beam), I0 is the peak intensity, z0 is the Rayleigh length, and c is the speed of light.
We would like to calculate the total electron yield N(p1‖, p2‖) integrated over the
focal volume incident on the gas jet for the time of a laser pulse, for specific momenta.
For each emitter, the probability of ionising both electrons via the RESI mechanism is
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given by Ω(p1‖, p2‖, I), where I is the driving-field intensity (see Eq. (11.1)). Hence,
Ω(p1‖, p2‖, I) will give the rate of emission of electrons with momenta p1‖, p2‖ if multi-
plied by the relevant number density of atoms and divided by the pulse duration. Thus
Ω(p1‖, p2‖, I) is proportional to dN(p1‖, p2‖)/(d3rdt), and
dN(p1‖, p2‖)
dt
∝
∫
d3rΩ(p1‖, p2‖, I(ρ, z)). (11.10)
The above volume integral needs to be rewritten in terms of the intensity I using
Eq. (11.9) before we can proceed, so that rdr = −d(z)2dI/(4I). The remaining z
integral needs to be calculated considering I constant. Hence, the limits of integration
change to the maximum and minimum z coordinates on a surface of constant intensity.
This gives
dN(p1‖, p2‖)
dt
∝ 2pi
∫ I0
0
dI
4I
Ω(p1‖, p2‖, I)
∫ z0√ I0I −1
−z0
√
I0
I
−1
d(z)2dz (11.11)
=
pid20z0
3
∫ I0
0
dI
I
5
2
√
I0 − I(2I + I0)Ω(p1‖, p2‖, I), (11.12)
which can be used for a monochromatic field. For a pulse we must integrate over time
as well, so that the above equation is generalized to
N(p1‖, p2‖) ∝ 2piτz0d20
∫ I0
0
dI
I
Ω(p1‖, p2‖, I)
∫ η
0
dη(1 + η2) ln
(
I0
I(1 + η2)
)1/2
,
(11.13)
where η =
√
I0/I − 1. For the setup we are considering the gas jet is narrow enough
such that the laser intensity varies less than 5% from the peak intensity along the width
of the jet. Hence, we do not need to consider the z dependence in η. This leads to
N(p1‖, p2‖) ∝ piτz0d20
∫ I0
0
dI
I
Ω(p1‖, p2‖, I)
(
ln
I0
I
)1/2
, (11.14)
which is the final focal averaged momentum probability distribution used in this work.
In order to improve our description of the experimental results, which uses short pulses,
232 Chapter 11. Pulse Effects and State Reconstruction
|| || || ||
||
||
FIGURE 11.5: The parameters and labelling are the same as Fig. (11.2)
except the data has been focally averaged. The first and second rows
are coherent and incoherent sums of events respectively. To do focal
averaging we integrate the expression from 0 to the peak intensity as in
Eq. (11.14).
we consider Eq. (11.14) even though we are using a monochromatic field for the com-
putation of Ω(p1‖, p2‖, I). Nonetheless, apart from a proportionality factor, the number
of cycles does not affect the above-stated equation.
The important result to be taken from this section is that the interference fringes
survive the integration in Eq. (11.14). This happens because the probability density
Ω(p1‖, p2‖, I) increases exponentially with the driving-field intensity, while the other
terms in Eq. (11.14) change much more slowly. Hence, despite the weighting, high-
intensity terms dominate. This leads to RESI distributions similar to those obtained for
the peak intensity I0. In Fig. (11.5) we show these results. Remarkably, all interference
effects also survive focal averaging. This is shown in Figs. (11.5) (a) - (d), where both
types of interference are visible. For incoherent event superpositions, the hyperbolic
inter-channel fringes become quite evident (Figs. (11.5) (e) - (h) ).
A better analysis of these results can be made if they are compared directly with the
experimental results. In Fig. (11.6) we present selected experimental results from [173]
for pulses of τ = 16fs and τ = 30fs duration, together with a blow up of panels (c) and
(d) of Fig. (11.5) (upper and lower rows, respectively).
First, we are able to identify traces of the diagonal hyperbolic fringes due to event
and/or channel interference. This is marked on Fig. (11.6) by the black polygon, and
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FIGURE 11.6: Comparison of the experimental data from [173]
(Fig. (11.1)) with theoretical focal-averaged distributions selected from
Fig. (11.5) (top and bottom rows, respectively). In the top row, we
show the 16 fs and 30 fs cases from [173] with ω = 0.057 a.u. and
I = 1.0 × 1014 W/cm2 corresponding to Up = 0.22 a.u. The bottom row
gives the focal averaged results taken from Fig. (11.5), with the same
field parameters as above. In order to facilitate a comparison, the same
panel notation has been kept in the bottom row. Specific features asso-
ciated with quantum interference are marked by polygons in both upper
and lower panels. Both channels and events have been summed coher-
ently.
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is good validation of our method as it should be this interference that leads to the
shapes that are observed. Second, the dark green circle on the left panels highlights
the anti-diagonal blob that we obtain due to constructive interference. This blob is also
visible in the experimental data. Third, the red circle on the left panels identifies the
tails on the diagonal corners that can be observed both in experiment and theory. This
gives rise to flat as opposed to rounded corners in probability densities in the first and
third quadrants. Fourth, the pink circles on the right panels also show tails on the anti-
diagonal corners that have a similar effect to those on the diagonal. Finally, the light
green circles highlight maxima in the diagonal depletion that in our model are due to
event interference. These maxima are quite clear both in experiment and theory.
11.3 Discussion
In summary, we have shown that the two types of quantum interference, which sur-
vive both transverse-momentum integration and focal averaging, play an important role
in reproducing results similar to those in experiments. Inter-channel interference can
be used to maximise anti-correlation, correlation, and alter the shape of the electron-
momentum distributions, and thus create all distributions found experimentally [173,
174, 176, 194]. In a similar vein, recent experiments have shown that by using a two-
colour field and changing the relative phase of the colours the momentum distribu-
tions for NSDI below the electron impact threshold can be manipulated from being anti-
correlated to correlated [201]. The phases of each channel and event depend strongly
on the field as they derive from the action. Hence, it would not be unreasonable to
assume this effect came from quantum interference.
The present work, however, invites two main questions: (i) What justifies the use
of additional phases and amplitudes? (ii) Why do very short pulses favour excitation
to s-states, while longer pulses favour p or d channels? The phases and amplitudes in
Table 11.1 make up for several features which are absent in the present model. First,
the residual Coulomb potential modifies the action, leading to phase corrections, and
also the amplitudes associated to ionisation from specific bound states. In Part I and in
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other works, the issue of a single channel in above-threshold ionisation, using Coulomb-
corrected forms of the SFA, has been tackled, finding, changes in interference patterns
and the topology of the electron orbits in the continuum [79, 80, 94, 99, 102–104].
Second, bound-state depletion and Stark shifts in the bound-state energies enhance
ionisation from the weakly bound states and modify the times for which the electrons
reach the continuum. Third, a short pulse has a certain width in frequency and intensity.
Fourth, there is some experimental uncertainty in the determination of the peak-field in-
tensity. All this will change the phase differences between channels and events, and the
dominant channels. The prevalence of s-state contributions for short pulses is related
to how the relative contribution of each channel varies with the field frequency and in-
tensity. The s-state contributions dominate for low intensities and frequencies. For the
parameters in this work, this regime can only be reached if there is a large frequency
spread and a variation in the peak intensity, i.e., for short pulses.
Given the important role quantum interference has in RESI, one should consider
the implications this has for classical models. We have shown that interference hugely
increases the SFA’s descriptive power and can reproduce many of the features seen in ex-
periment. These features are obtained without the need to resort to multiple collisions,
and are related to the geometry of specific intermediate bound-state superpositions 1 In
[173, 202], this has been related to the prevalence of anti-correlation for longer pulses.
Nonetheless, multiple recollisions may not be the only classical mechanism causing anti-
correlation, as classical-trajectory computations obtained anti-correlated RESI distribu-
tions for much shorter times [179, 203].
In [204] it was reported that due to experimental uncertainties such as laser field
intensity, this leaves room to adjust theoretical models to match to experimental results.
This is how so many models, classical, semi-classical and fully quantum mechanical can
exist with conflicting interpretations. The proposed solution is a full characterisation
of NSDI across many intensities and in [204] this is provided for a single cycle pulse.
Note the results reported in this chapter give good qualitative agreement across vari-
ous intensities but could not be considered complete due to the semi-empirical reliance
1Within classical models, it has been argued that anti-correlated distributions result from multiple rec-
ollisions, which provide the electrons with enough energy so that they can overcome the Stark saddle and
reach the continuum.
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on additional normalisations and phases. Nonetheless, they provide a powerful way
to analyse experiments. In response to [204], a theoretical model using classical tra-
jectories and neglecting interference effects was computed for single cycle pulse and
compared to experiment across a complete range of intensities [205]. This model ob-
tained good agreement for higher intensities, where the EI mechanism dominates and
worsens for lower intensities as RESI becomes more dominant. Even when the RESI con-
tributions are isolated, the results still fail to reproduce the characteristic cross-shaped
distribution. It would seem full agreement with experimental data such as those in
[204] would require a complete model that accounts for various features including in-
terference, the Coulomb potential for continuum states, bound-state broadening and
accounts for all relevant ionisation pathways such as RESI, EI and others not discussed
here. Aside from ab-initio solutions of the time-dependent Schrödinger equation, which
is numerically intensive and can be nearly as difficult to interpret as experiments, such
a model does not exist. However, the work presented in this thesis at least outlines
some important ingredients and a potential framework in which such a model could
be formed. With the inclusion of Coulomb-distorted trajectories into NSDI, similar to
those computed for ATI in Part I, this model would account for nearly every feature
highlighted as important in NSDI, except for the laser distortion to the bound states.
Hence, good agreement across complete sets of measurements for path based/ quantum
trajectory/ semi-classical models such as those employed here may be achievable quite
soon.
This work provides a large scope for RESI to be used as an attosecond-imaging tool in
order to probe and reconstruct the intermediate state of the second electron, particularly
given the range of shapes present in the distributions, which may be used to extract a
large amount of information related to the bound states and potential of the parent
ion. Furthermore, given that the correlation between the two electrons can be changed
and they can be made very strongly correlated, this system could lend itself to creating
a controllable amount of entanglement between the two electrons in the momentum
coordinates.
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Summary
The main topic of this thesis is quantum interference phenomena in the context of the
interaction of atoms with intense lasers fields. The two processes, which are focussed
on, above-threshold ionisation (ATI) and non-sequential double ionisation (NSDI), have
been dealt with separately in Parts I and II, but the topics are unified by the interference
studied in both, analysed using a similar framework.
In Part I, ATI is investigated using the newly developed Coulomb quantum-orbit
strong-field approximation (CQSFA). This exploits Coulomb distorted quantum trajec-
tories in order to understand how many interference patterns form. We investigated
two previously neglected quantum trajectories [80, 100], known as orbit 3 and 4 and
find both contribute to the final momentum distribution and improve agreement with
ab-initio solutions of the TDSE. Together, these four quantum trajectories provide an in-
depth explanation for three main intracycle interference patterns; the fan-like, spider-
like and spiral-like structures. The first two have been previously seen in the literature
[22, 65, 80, 102, 105, 106] but the latter had not previously been identified. In addition
to these patterns there are a range of other combinations and types of interference. We
find that each pairwise combination of orbits will have two or three types of interference
patterns, which arise from restrictions or transformations on the times of ionisations.
These interference types not only allow a better comparison with experimental (e.g.
[22]) and theoretical (e.g. [118]) results, where such restrictions have been applied,
but also reveals previously hidden structures containing information specific to the in-
teraction of the electron with the core, encoded in the holographic interference patterns.
We also derived holographic interference conditions and a semi-analytic model in order
to better interpret the interference patterns, which should ultimately aid the extraction
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of information in holographic imaging for atoms and molecules using ATI.
Given the importance of the interaction with the residual ion we also investigated
the role of recollision in the CQSFA and formulated a new classification for the type of
collision for a particular CQSFA orbit. This is required because the previous notion of
direct and recolliding orbit is based on a Born expansion with regards to interaction with
the core, where the trajectory either has no further interaction with the core (direct) or
undergoes a hard collision (recolliding), in which the trajectory will pass through the
Coulomb singularity. In the CQSFA a Born expansion is not used, so the trajectories
can have any degree of interaction with the core between those two extremes. Thus,
a classification is formulated based on the distance of closest approach and used to
show the CQSFA trajectories tend to the direct or rescattered SFA orbits for ATI with
increasing energy, depending on the final angle the electron is ejected relative to the
tunnelling path taken. We also found that the four trajectory classification introduced in
[99] does not account for all orbits types and in fact orbit 3 and 4 have two additional
subtypes of trajectories.
The CQSFA can be improved by including complex valued trajectories in the contin-
uum, in [92, 94] it was shown including such trajectories could account for the effect of
deceleration of electron wavepacket by the Coulomb potential. This would also mean
that any integration contours chosen in the CQSFA would give equivalent results, which
is desirable as the contour is not an observable so should only be a mathematical choice
as discussed in [101]. However, including complex trajectories leads to issues from
branch cuts, which emerge in the action and equations of motions due to taking the
complex square root present in the Coulomb potential. Some solutions to this problem
have been presented for Coulomb-free SFA-like trajectories, where the Coulomb poten-
tial is not included in the dynamics [61] and a partial solution for Coulomb-distorted
trajectories, where the the Coulomb potential is included in the dynamics [98]. Beyond
technical improvements to the CQSFA, much can be gained by extending the CQSFA to
molecules. This is where the real power of ultrafast electron holography will lie. Small,
e.g. diatomic, molecules should not present a difficult challenge as initial wavefunctions
can easily be obtained and added into to the CQSFA description via the prefactor, which
should account for many broad features in the photoelectron momentum distributions.
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Beyond this there may be some challenges developing the dynamics of the orbits in the
presence of an ionised molecule. This will be most relevant for orbits 3 and 4, which
will revisit the ‘core’ close enough for these dynamics to be important.
In Part II, interference patterns present in the momentum distribution from NSDI
were investigated for the recollision with subsequent ionisation (RESI) mechanism. This
work is the second after [186], to report interference effects in NSDI. Thus, a thorough
analysis of all possible types was performed, which includes interference for events due
to symmetries in the system and over different channels of excitation for the second elec-
tron. Both types of interference break the fourfold symmetry previously seen in the SFA
[167, 168, 177] and survive integration over the perpendicular momentum coordinates
and focal averaging. Additionally, we derived analytic conditions for the interference
fringes and showed that the event interference gives rise to hyperbolic fringes. The
interplay of event and channel interference was found to produce a wide range of distri-
butions, which in principle could explain all possible results found in experiments [174,
176, 194] through particular interferences. It was found that the quantum interference
plays a significant role in forming the distributions for the RESI mechanism, which calls
into question the applicability of models without interference to this problem.
A careful analysis of the effect of different pulses length was performed by changing
the superposition of states the second electron is excited to. This enables a comparison
and interpretation of experimental data [173], which suggests that for short pulses (in
this parameter regime) the electron is preferentially excited to s-states. The additional
normalisations used in the superposition of states for each pulse length were justified
by decomposing the pulses into monochromatic fields and inferring which states give
dominant contributions to the final transition amplitude. This opens up the possibility
of using experimental data to work backwards and infer the excited state of the second
electron just before ionisation.
As stated in the previous chapter, a complete model of NSDI in term of interfering
quantum trajectories, with all possible pathways, the effect of the Coulomb potentials
of all particles and bound-state broadening is missing. But this is what brings the two
parts of the thesis together. Applying the methods of of Part I to Part II could provide
something very close to this. This would not only allow for a fast and accurate model
242 Chapter 12. Summary
of NSDI in the context of quantum trajectories but would also allow the holography
ideas from Part I to be combined with electron correlation from Part II. The second elec-
tron in the RESI mechanism formally undergoes ATI in the final ionisation step. This
would presumably mean that all the trajectories explored in the CQSFA treatment of
ATI would occur for the second electron in NSDI. Given that these trajectories can give
rise to holographic interference patterns this opens up the possibility of using NSDI for
photoelectron holography. It has previously been argued that this interference will be
lost following integration over the previously unmeasured perpendicular momentum
coordinates, but now experimental techniques have progressed to the point where all
3D momentum information can be measured for both electrons [24, 206] in NSDI, so
holographic interference features should be accessible. In NSDI there is a lot of electron
correlation and we have shown that this correlation is intimately related to the interfer-
ence that occurs. Hence, it may be possible to exploit the electron correlation to add
extra control to the holographic interference of the second electron, potentially restrict-
ing the number of pathways to make it easier to exploit this process for imaging. This
could be manifested by simply choosing appropriate parameters ranges, where the right
correlation and holographic interference occurs. Perhaps the laser field could be tai-
lored in order to enhance the imaging ability. Two colour laser fields have already been
used to manipulate and control NSDI distributions [207, 208]. Alternatively, different
experimental setups and careful measurement techniques could be performed to exploit
the correlation and possibly even entanglement between the electrons to vastly improve
the imaging capabilities of this process. Beyond imaging, the possible applications will
only increase with our understanding and as experiments allow for more complex and
delicate approaches.
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