ABSTRACT | The premise of today's drug development is that the mechanism of a disease is highly dependent upon underlying signaling and cellular pathways. Such pathways are often composed of complexes of physically interacting genes, proteins, or biochemical activities coordinated by metabolic intermediates, ions, and other small solutes and are investigated with molecular biology approaches in genomics, proteomics, and metabonomics. Nevertheless, the recent declines in the pharmaceutical industry's revenues indicate such approaches alone may not be adequate in creating successful new drugs. Our observation is that combining methods of genomics, proteomics, and metabonomics with techniques of bioimaging will systematically provide powerful means to decode or better understand molecular interactions and pathways that lead to disease and potentially generate new insights and indications for drug targets. The former methods provide the profiles of genes, proteins, and metabolites, whereas the latter techniques generate objective, quantitative phenotypes correlating to the molecular profiles and interactions. In this paper, we describe pathway reconstruction and target validation based on the proposed systems biologic approach and show selected application examples for pathway analysis and drug screening.
I. INTRODUCTION
Instead of studying one gene or one protein at a time, biologists today believe that many genes or proteins interact and that the deciphering and modeling of interaction among them would better assist our understanding of the underlying disease mechanism [1] . Systems biology attempts to identify individual components and molecules by studying the vast, complex networks that biological molecules create to regulate and control life. The analysis and modeling of such complex biological networks beyond the capabilities of existing computational techniques are needed for this new scientific endeavor. In this paper, we discuss two major classes of computational techniques used in system biology: bioinformatics and bioimaging informatics. Bioinformatics in system biology applies to the biomarker discovery and reconstruction of regulatory signals in biological networks. Bioimaging informatics, on the other hand, focuses on the analysis and modeling of biological image data generated for secondary screening, target validation, and drug discovery for lead selection.
In addition, we emphasize the integration of the two classes of computational techniques in studying disease mechanisms systematically. Fig. 1 summarizes our proposed approach. Starting out from the biological hypothesis of a disease, we ask what the mechanism(s) is behind the disease. The recent advent of high-throughput devices such as gene microarray, single nucleotide polymorphism (SNP) array, and mass spectrometry allow fast screening of a large number of candidates to generate hits of biomarkers. After we identify the candidate biomarkers, the next step is to validate them via techniques such as polymerase chain reaction, RNA interference (RNAi), protein array, and immunohistochemistry and tissue array. Then, we investigate how these biomarkers interact with each other to infect the disease, in the context of signaling pathways or metabolic networks. We reconstruct the signaling pathways by combining and analyzing information available in the public domain, including, but not limited to, DNA sequence data, protein sequence data, information from the literature, pathways recorded in public databases, gene expression data, mass spectrum data, and metabolic profiles. However, these networks often have many false positives or false negatives due to noise and incomplete data.
In this paper, for the biomarker discovery, we first briefly review discovery from expression data and then focus on biomarker selection from mass spectrometry (MS) data. For the signaling network reconstruction, on the other hand, we will review the network inference from metabolites and gene regulatory networks to protein interactions.
Once we have candidate biomarkers and signaling networks, we can perform target screening to validate biomarkers, drug lead selection, and disease diagnosis and prognosis. This is known as secondary screening. One emerging secondary screening modality is high-content screening (HCS), which involves the automation of light microscopy with multiwell plates, combined with the availability of fluorescent probes that are attached to specific subcellular components, such as chromosomes and microtubules, for visualization of cellular phenotypes and activities, such as mitosis, using epifluorescence microscopy techniques. RNAi screening is another tool to study gene function and target validation, in which double-stranded RNAs (dsRNAs) are applied to a live cell to interfere with a specific mRNA, thereby disrupting expression of a certain gene [2] . Such capability of silencing each individual gene in the whole genome has emerged as arguably one of the best functional genomics tools available to date, providing direct links between genes and biological processes of interest, such as genetic signaling pathways, cell division, cell migration, and disease mechanisms. RNAi differs from other gene-silencing phenomena in that gene silencing caused by RNAi can spread from cell to cell and can generate heritable phenotypes in the first-generation offspring. This paper presents the application of automated RNAi image screening to validate the targets at the cellular biology level. Two examples will be also provided to show how to refine signal pathways: one is the whole genome screening for Rho pathway study and the other is the tuberous sclerosis complex (TSC) pathway study with a gene knockout strategy.
In addition, three types of markers can be used to characterize the spatial features of cells: subcellular structures, location of signaling proteins, and indicators of physiological states. Cellular image analysis methods are being developed to quantify the properties of these structures. Size, shape, intensity, and texture moments are among the common descriptors that can be generated using computational algorithms [3] , the Cellprofiler [4] , Cellomics [5] , GE InCELL 1000, and Q3DM [6] . A few more labs [7] - [9] are also focusing on cellular image segmentation and tracking but do not directly study disease pathways and target validation.
The rest of this paper is organized as follows. Section II reviews the biomarker selection and the signaling network reconstruction, with the focus on the biomarker selection using proteomics techniques. The gene signaling pathway study using genome-wide RNAi screening is presented in Section III, while the analysis of regulatory pathways for dendritic spine morphology is discussed in Section IV. We conclude in Section V.
II. BIOMARKER DISCOVERY AND SIGNAL NETWORK INFERENCE

A. Biomarker Discovery From Gene Microarray
Gene microarrays make it possible to measure simultaneously the expression levels for thousands of genes in a high throughput fashion. By comparing gene expressions in normal and diseased cells, microarrays identify diseased genes and targets for therapeutic drugs. The huge amount of data provided by gene microarray measurement is explored to investigate gene functions and their interdependence, hopefully to provide answers to questions like what type of disease affects a cell or which genes have strong influence on this disease.
Since thousands of genes and only tens of samples exist in microarray data, feature reduction or gene selection is the necessary step for cancer classification. There are mainly two approaches: one is feature reduction and the other is the feature subset selection. For example, transformation methods such as principal component analysis have been applied in cancer classification. Gene selection is an important step in cancer classification and the discovery of gene pathways. Many gene selection methods have been proposed, e.g., the support vector machine method [10] , the genetic algorithm [11] , the perceptron method [12] , Bayesian variable selection [13] , [14] , and the voting technique [15] . We have also developed new methods in our labs over the years, including the mutual information-based gene and feature-selection method [16] and logistic regression model-based feature-selection method [17] . To cope with the small sample size, the bootstrap technique [18] is employed to obtain more accurate estimation of the mutual information. Although gene selection using entropy and Kulback-Leibler divergence is discussed in Xing et al. [19] , that work is based on estimating the distribution of many genes, which is not feasible for classification in this case because the sample size is very small. A linear probit regression classifier was proposed in Albert et al. [20] , which is very effective in cancer classification [13] . The strongest genes and features selected by the mutual information criterion actually show a strong nonlinear property because this selection method is a nonlinear procedure [16] . As an application in breast cancer in Fig. 2 , we studied 22 breast tumor samples composed of seven BRCA1, eight BRCA2, and seven sporadic. We found gene 1 (tumor protein p53-binding protein, gene 2 (interleukin enhancer binding factor 2, 45kD), and gene keratin 8 are the most important genes [16] . Keratin 8 is a member of the cytokeratin family of genes. Cytokeratins are often used to identify breast cancer metastases by immunohistochemistry.
B. Biomarker Discovery From Proteomics
Mass spectrometry (MS) is increasingly used to detect disease-related biomarkers from samples of tissue, serum, or plasma for early diagnosis, prognosis, and the monitoring of disease progression and treatment response. It can be used to differentiate patient samples from one another, such as diseased from normal, or identify patients who are most likely to benefit from particular treatments. 
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Here we discuss two popular MS techniques. The first technique involves surface-enhanced laser desorption ionizationVtime of flight (SELDI-TOF) [21] , which uses stainless steel-or aluminum-based supports, or chips, engineered with chemical or biological bait surfaces. These varied chemical and biochemical surfaces allow differential capture of proteins based on the intrinsic properties of the proteins themselves. The captured proteins on the chip surface are purified by washing the surface and crystallized with small molecules whose function is to absorb laser energy and transfer it to proteins. Energized protein molecules fly away from the surface into a time-of-flight tube where the time for the molecules to fly through the tube is a function of the molecular weight and charge of the protein.
The second technique, matrix-assisted laser desorption ionizationVtime of flight (MALDI-TOF) [22] , uses a chemical matrix that is premixed with the biological tissues, and when it dries, the mixture will crystallize. The metal plate containing the crystallized sample is then placed into a cavacum chamber where the crystal is bombarded with laser pulses, causing the matrix to vaporize and the protein and peptides within the tissue to ionize. The matrix molecules absorb energy from the laser and transfer it to the proteins, causing them to desorb and ionize and generating a cloud of ionized protein molecules. The electric field accelerates the ionized proteins into a flight tube, where they drift until they strike a detector that records the TOF. Knowing the length of the tube and the applied voltage, researchers can use a quadratic transformation to derive the approximate mass-to-charge ratio of the protein from the observed TOF. The spectral data that result from this experiment consist of the sequentially recorded numbers of ions (the intensities) arriving at the detector coupled with the corresponding mass-to-charge ratio (m/z) values. Peaks in the intensity plot represent proteins that are present in the sample. To identify the proteins, getting the peaks from the background is needed. The background includes noise that results from the application of the matrix and limitation in the detector, and makes the quantification of the spectra difficult. Another artifact affecting the spectra is the baseline, which affects both the peak detection algorithms and sample-to-sample comparisons. Fig. 3 illustrates a pipeline of biomarker discovery and diagnosis. The computational issues consist of low-level processing, biomarker selection, sample classification, and prediction, as well as protein/peptide identification. Despite their increasing role in biomarker discovery, only a few published papers have dealt with the preprocessing of the MS data. Most researchers get the peaks from the raw data with the software provided by the equipment vendors. For the SELDI data, each peak may correspond to a real protein or peptide. In Yasui et al. [23] , the peaks are obtained by examining whether the intensity at the point is the highest among its nearest N points neighborhood set. If it is the highest, it then is taken as a peak. To calibrate the protein m/z measurements across samples, a shift window of size 0.2% of the m/z is defined. The detection of peaks will not be accurate due to noisy background; thus we first provide a statement and a formulation of the low-level processing.
Low-Level Processing: Low-level processing is a key in the MS data analysis. Assume we have n spectra in study, and each takes on the same equally spaced grid of length T of TOF t j with j ¼ 1; 2; . . . ; T. Let x i ðt j Þ denote the observed log spectral intensity for spectra i at TOF t j , while s i ðt j Þ consists of a sum of possibly overlapping peaks, each corresponding to a biological molecule. According to the work in Morris et al. [24] , the following model is applied to modeling the mass spectra data:
where b i ðt j Þ is the baseline function, N i is the normalization factor, and noise term e ij follows a Gaussian distribution with e ij $ Nð0; 2 ðt j ÞÞ. The following steps are necessary to perform. 1) Calibration maps the observed TOFs t j , j ¼ 1; 2; . . . ; T, to a set of inferred (m/z) ratios x j , j ¼ 1; 2; . . . ; T. 2) Filtering removes the random noise using adaptive wavelet transform. 3) Baseline subtraction removes the baseline artifact by computing a monotone local minimum curve on the denoised signal. 4) Normalization corrects for systematic differences in the total amount of protein desorbed from the sample plate by dividing the total ion current defined to be the mean intensity of the denoised and baseline corrected spectrum. After steps 1)-4), we obtain the estimated signal of s i ðtÞ. 5) Peak detection and quantification: First find all local maxima and the associated peak endpoints and then calculate the signal-to-noise ratio (SNR) at each local maximum; the local maxima with SNR being bigger than a threshold. 6) Peak matching across the samples is necessary to decide which peaks in different samples correspond to the same biomolecule. After those steps, normalization and batch effect removal are performed between sample replicates in different chips and bioprocessors. MALDI data have a higher resolution than SELDI data. Each true peak corresponds to a cluster of isotopic peaks. But for the baseline correction and denoising, most methods to handle SELDI data can be applied to process MALDI data. The undecimated discrete wavelet transform is applied to do the denoising first in Morris et al. [24] using the model in (1) . A monotone decreasing function is assumed for the baseline and then the baseline is removed. For this method, a constant threshold for the wavelet transform is applied. But in practice, the noise does not follow the identical distribution. So this can cause undersmoothing for the high-level noise and oversmoothing of the low-level noise area. The baseline is not always monotone decreasing, and the assumption is dependent on the data sets under investigation. Another paper based on wavelet transform is by Du et al. [25] . This one uses continuous wavelet transform. This method can generate high false negative rates due to the constant sliding window size. A few other approaches are also developed for baseline correction in the MALDI data analysis. Yu and colleagues [26] describe a method to detect the peaks in MALDI data in which the median values within the local neighborhood are computed first and baseline was obtained with the cubic interpolation. Then, the Gaussian filter is applied to smooth the baseline corrected data. A Gabor quadrature filter is applied to extract the envelope signal and get the monoisotopic peak for the isotopic peaks. Finally, the local maximum search is applied to get the peaks. For the Gabor filter to get the monoisotopic peak, it may smooth the peaks. In brief, peak identification is still an open issue.
Biomarker Discovery: Technically, biomarker discovery is intrinsically linked to the variable selection methodology in the area of machine learning and pattern recognition. The mathematical definition of a variable selection problem is to select a subset fy 1 ; y 2 ; . . . ; y d g given a feature set fx 1 ; x 2 ; . . . ; x D g to optimize a predefined fitness function Jðy 1 ; y 2 ; . . . ; y d Þ, where d G D. In the classification or prediction problem, the cost function is usually selected as the accuracy of the predictor. The exhausted search method requires going through all of the possible C d D combinations, which could achieve the exponential computation complexity OðD d Þ. Therefore, the full search is not feasible for most real applications because of its extremely expensive computation cost. Roughly speaking, there are two categories of variable selection techniques: filter and wrapper [27] . The filter-based techniques use the data statistic characteristics as the criteria to find a subset of features, which can keep most class-relevance and reduce variable redundancy. The wrapper techniques use the accuracy of the predictor as the criteria and then apply some optimization techniques to obtain the global or local optima of the criteria function. Genetic algorithm (GA), originally proposed by Holland, is a conventional wrapperbased method, which mimics the evolutionary process of survival of the fittest. However, the standard GA cannot output the satisfied panel of biomarker selection results in our work because the random search ability severely degenerates due to the high-dimensional biomarker candidate set and the dramatically decreased dimensionality of the target subset. Therefore, we proposed to use the recursively local floating search technique to enhance the individuals for each generation of evolution. Linear discriminant analysis is selected as the fitness function because of its efficient computation [28] .
As an example in our Major Adverse Cardiac Events (MACE) proteomic project [28] on 120 patients, the original biomarker set is relatively big for all of the fractions and protein chips. Most traditional pattern classification methods are well established for large data set learning. Here we use two famous small-set and binary response-based classification techniques, partial least squares logistic regression (PLS-LR), and support vector machine classifier, as the classifier for our MACE prediction study. The characteristics of PLS-LR and SVC match well with our MACE prediction problem because SELDI-MS data obtained are binary response biomarkers indicating the MACE group and control group as well as the rather small sample set.
In order to validate the performance of the improved GA (IGA) algorithm, we conducted the biomarker selection experiments on the MACE data set [28] , which is described in the Introduction. We used the biomarkers generated from fragment 3 and 4 with the SELDI chips IMAC and CM10. There are a total of 421 biomarkers, including the myeloperoxidase (MPO) value. The objective is to select five biomarkers for MACE prediction. In Fig. 4 , we display two samples with 421 biomarkers. One is from the control group and the other is from the MACE group. For the feature-selection procedure, we use the linear discriminant function as the fitness function. The following experiments compare the five selected biomarkers by IGA with the MPO value, five selected biomarkers by T-test, five selected biomarkers by standard GA, and five selected biomarkers by standard sequential forward floating search. Table 1 lists the experimental results. The same parameters for standard GA and improved GA are set: the population size is 60, the maximum generation size is 20, the crossover rate is 0.5, and the mutation rate is 0.3. The experimental results show that the IGA improves the prediction accuracy by 20% compared to MPO and achieves more than 75%. Fig. 5 shows two examples of peaks selected using this approach. Currently, we are studying the protein identification based on the selected candidate biomarkers.
C. Signaling Network Inference
Network modeling plays a central role in systems biology, which attempts to mathematically describe the interactions among the components identified by reductive approaches [29] , [30] . There are three levels of networks; gene regulatory networks, protein interaction networks, and metabolic networks. Making use of highthroughput microarray data and DNA sequence data, we can reconstruct gene regulatory networks. The transcription factors are protein molecules that directly interact with genomic DNA to mediate transcription of messenger RNAs. Protein networks can be reconstructed from the literature, public databases, and proteomics data such as mass spectrometry. Metabolic networks can be reconstructed from the literature, public databases, metabolic profiles, and reaction databases, whereas transcriptomics, metabolomics, proteomics, fluxomics and other highthroughput techniques can provide suitable quantitative data for the reconstruction and validation of network models; see Fig. 6 . Recently, the literature has reported research progress made in the modeling of integrative networks [31] - [33] . For example, Yeang et al. [34] proposed a joint factor graph model of gene regulation and metabolic reactions, inferring the interactions between metabolites and transcription factors to fit perturbation data. The study of Segal et al. [35] discussed a unified probabilistic algorithm for identifying a Bpathway[ from gene expression and protein interaction data. Yamanishi et al. [36] presented a supervised kernel-based method to infer enzyme networks from the combination of gene expression, localization data, phylogenetic profile, and chemical compatibility information. Although currently only coarse network reconstruction and modeling are being reported, the integration of heterogenous data at multiple biological levels will undoubtedly open up more vistas to advance systems biology studies.
III. SIGNALING NETWORK STUDY VIA HIGH-CONTENT SCREENING
Biological Investigation Using High-Content Screening: Cellular networks can be regarded as three-dimensional (3-D) maps depicting pathways from which higher cellular 
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functions emerge. The dynamics of molecular interactions within these reaction cascades can be assessed in a living cell by the application of fluorescence microscopy, which allows one to correlate such phenomena as cell cycle progression, cell migration and motility, secretion, volume control and regulation of growth, and morphogenesis and cell death. Within fluorescence microscopy, the development of genetically encoded variants of green-fluorescent proteins (GFPs) as tags for proteins and indicators of small solutes has revolutionized our insights into biochemistry at the microscopic level, with the advantage of preserving the cell's biochemical-connectivity context, compartmentalization, and spatial organization. This development parallels recent progress in genomics, proteomics, and metabolonomics, through which functional attributes are assigned to genes and gene products by alignment to wellcharacterized sequences or by comparison to models. However, presently, only a small percentage of newly identified products can be categorized in this manner, and further progress depends on the collection of huge amounts of experimental data from functional and microscopic assays.
The analysis of genetically expressed GFP-based fluorochromes is destined to follow the dynamic trafficking and clustering of gene products and the study of spatial-temporal distribution patterns of small solutes in living cells kept under normal physiological conditions. HCS using automated fluorescence microscopy and Zhou and Wong: Computational Systems Bioinformatics and Bioimaging for Pathway Analysis and Drug Screening multiwell plates adds a new dimension to these studies by fast screening hits and functional effectors. Starting from those effectors, we can study their interactions from a systems viewpoint such as that of signaling networks. In this section, we will describe how to study gene function using HCS genome-wide RNAi screening. In Section IV, we will discuss how to validate regulatory pathways through gene knockout via 3-D two-photon microscopy neuron imaging.
A. Gene Signaling Pathway Study From Genome-Wide RNAi Screening for Rho GTPase
We reviewed a number of general issues facing microscopy imaging informatics in the paper by Li et al. [37] : normalization, clustering of compounds and cellular phenotypes, representation of compounds, phenotype classification, cell phase identification in cell cycle studies, particle spatial statistical distributions using K functions, and the distribution of the dwelling time of cell phases in time-lapse microscopy images. In this section, we discuss additional challenging factors, including novel phenotype discovery, gene function clustering, gene scoring, and metabolic networks, particularly relating to HCS.
Using images acquired by automated microscopy, biologists visualize phenotypic changes resulting from reverse-functional analysis by the treatment of Drosophila cells in culture with gene-specific dsRNAs [2] . In a smallscale study by manual analysis [38] , biologists were able to observe a wide range of phenotypes with affected cytoskeletal organization and cell shape. Nonetheless, without the aid of computerized image analysis tools, it is intractable to characterize morphological phenotypes of a large population of cells quantitatively and to identify genes as well as their dynamic relationships required for distinct cell morphologies on a genome-wide scale.
We applied computerized morphological analysis to automate genome-wide RNAi high-content screening for novel effectors of Rho family GTPases in Drosophila cells. About 21 000 dsRNAs specific to predict Drosophila genes were robotically arrayed in 384-well plates. The Drosophila cells were plated and took up dsRNA from culture media. After incubation with the dsRNA, expression of Rac1V12, RhoAV14 or Cdc42V12 is induced, cells are fixed, stained, and imaged by automated microscopy.
Each screen will generate $400 000 images, or millions if including replicates. Biologists of the project have developed a cell-based assay for Rho GTPase activity using the Drosophila Kc167 embryonic cell line. Three-channel images are obtained by labeling F-actin, GFP-Rac, and DNA. Fig. 7 shows an example of RNAi cell images of one well acquired with three channels for phenotypes of (a) DNA, (b) Actin, and (c) Rac. It is difficult to segment the cells from (b) or (c). The two phenotypes can be found from this figure too; S-spiky and R-ruffling, named after the cell shape. The issue is how to identify the three phenotypes automatically for each image in the large population of cells screened. To this, we proposed an information-processing pipeline as shown in Fig. 8 . The pipeline consists of image segmentation, phenotype discovery, feature reduction, phenotype classification, gene functional annotation, and gene scoring. The next sections describe these components in more detail.
B. Image Segmentation
Large-scale intensity variations as well as shading and shadowing effects in our images are often caused by uneven illumination over the field of view. A data-driven approach is employed to deal with this problem [39] . The algorithm works by iteratively making better distinction of the background of the image. A cubic B-spline surface is employed to model the background shading. After removing the shading, we adopt morphological transformation to enhance the image's contrast. The basic idea is to segment the nuclei in the DNA channel and then segment cell cytoplasm based on the seeds obtained from the DNA channel using level-sets. The key issue is how to keep the details for those cells with rapid changes at the edges.
Cytoplasm Segmentation Using a Novel Deformable Model:
An active contour deforms until it reaches the boundary of the object to be detected. This is accomplished by constructing and solving a partial differential equation (PDE) that directs the evolution of the contour from its initial position and shape. Let CðqÞ : ½0; 1 ! R 2 be a parameterized planar curve and let I : ½0; a Â ½0; b ! R þ be an input image in which the task of segmentation is considered. A fairly generic curve evolution can be defined by the following PDE [40] :
Gives an example of RNAi cell images of one well acquired with three channels for phenotypes of (a) DNA, (b) Actin, and (c) Rac.
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where is the Euclidean curvature,Ñ is the unit inward normal of the curve, and are scalar fields, andS is a vector field defined on I. All of these fields may be position-and time-dependent. The first term expands or shrinks the curve along its normal. The second term deforms the curve guided by the vector field, while the third term uses the curvature to make the curve stay smooth. How to incorporate the image features effectively is the primary challenge when one decides to employ a geometric active contour to achieve one's goal. Both edge and region properties can be utilized to improve the performance. We designed a novel PDE to solve this problem [41] . The equation is formulated as
where c is a constant. The term gðIÞ ¼ 1=ð1 þ jrIjÞ is to speed up the flow in those regions where the image gradient is low ðg ffi 1Þ or slow it down where there is a high gradient ðg ffi 0Þ. The term ÀrgðIÞ acts like a doublet, which attracts the curve closer to the edge, since it points towards the valley of gðIÞ, the centerline of the edge [42] . A term hðIÞ is introduced using fuzzy c-means clustering [41] , and is a constant in the range (0,1). Term ÀrgðIÞ increases the capture range of the doublet. A constant d is added to control the strength of doublet force. The curvature term [41] is attenuated by a factor e 2 ð0; 1Þ. The factor e is necessary because we want to control the effect of curvature term on contour smoothing in order to handle the spiky shape as well as the normal round shape, both of which are common in RNAi images [42] .
For the implementation of our method, we adopt the level-set approach [43] . Instead of manipulating the curve C directly, the curve is embedded as the zero levelset of a higher dimensional function, namely, level-set function É : ½0; a Â ½0; b ! R. The level-set function is then evolved under the specific PDE. Meanwhile, the status of the curve can be obtained by extracting the zero level-set Éðx; tÞ ¼ 0. Equation (3) can be easily transferred to the level set representation [41] :
Every cell owns one level-set function, initialized from the segmented nucleus and evolved independently from others. This scheme works naturally for the case of isolated cells because the curve will stop at the boundary of the cell under investigation without interfering with other cells [41] .
Experimentation and Comparison of Existing Software: In Fig. 9 , we illustrate two segmentation results. The DNA channels are shown in the left panel of Fig. 9 . The contours are initialized from nuclei segmentation of the DNA channel shown in the middle panel by the red curve, and they evolve to the final cytoplasm segmentation as shown in the right panel. The relative coincidences of automated and manual segmentation are 98.5%. The comparison of our level-set method with methods of available software packages such as Cellprofiler, Cellomics, GE IN Cell 1000 Developer, and Q3-DM is done based on the image patch, and the segmentation result is shown in Fig. 10 . Obviously, Q3DM completely fails, and the boundaries obtained by Cellprofiler, Cellomics, and GE IN Cell 1000 are also not very accurate. The relative coincidences of automated and manual segmentation are 96.4%, 78.1%, 76.9%, 74.3%, and 71.1%, respectively, for the five methods, i.e., our level-sets method, Cellprofiler [4] , Cellomics [5] , GE IN Cell 1000, and Q3DM [6] .
In [44] , we proposed another interactive model to segment RNAi cell images in which nuclei are first extracted from the DNA channel and used as initialization for segmentation of cells in Actin and Rac channels. Cell boundaries are extracted simultaneously by modeling the interaction between them as well as combining both gradient and region information in the image. Promising experimental results demonstrated that automatic segmentation of high throughput genome-wide multichannel screening can be achieved.
Solve Over-Segmentation Using the Feedback System: The segmentation methods discussed above are dependent on the segmented nuclei for three-channel based analysis. To visualize nuclei, cells are stained with the ultravioletfluorescing DNA-binding molecule 4-in 6-diamidino-2-phenylindole (DAPI). The inherent properties of cells and the DAPI stain lead to oversegmentation. In any given unsynchronized population, cells will be at different stages of the cell cycle, impacting the size, shape, and intensity of the DAPI staining. For example, when cells are in interphase, the DAPI staining is uniform because DNA is dispersed in the entire nucleus. When cells are actively dividing, DNA condenses and separates into two regions within a single cell. The independent DNA segments within one cell result in oversegmentation [ Fig. 11(a) ]. Additionally, erroneous oversegmentation of nuclei results in oversegmentation of the cell body directly [ Fig. 11(b) ]. Finally, there are occasionally some nuclei that have little or no cytoplasm (based on staining captured in the F-actin channel) and also result in oversegmentation [ Fig. 11(c) ]. We developed a fully automated RNAi cell segmentation system that significantly reduces the oversegmentation problem noted in Li et al. [45] , and Fig. 12 gives a flowchart of the proposed feedback merging system. The feedback system entails three steps. First, three scoring models capture the specific characteristics of the oversegmented cells. Next, a classifier maps the three scores into a merging decision. Finally, oversegmented cells are detected and merged according to merging decisions.
C. Novel Phenotype Discovery Using Clustering
There is a great deal of interest in automating the discovery of cell-level patterns and in discovering patterns at multiple biological scales via data-mining or machinelearning approaches. Recently, we have been studying three phenotypes that can be distinguished visually. We describe them as normal cell, spiky cell, and ruffling cell. Our preliminary results show a classification accuracy of 76% for the three phenotypes [46] . The low percentage may be due to the presence of other phenotypes, which have different morphological and texture signatures. Moreover, some cells exhibit mixed-phenotype stages, which are also hard to differentiate.
Clustering is a useful method for distinguishing patterns. Two approaches have been used to determine the true number of clusters: one is based on relative criteria and the other based on external and internal criteria. The first approach is to choose the best result from a set of clustering results according to a predefined criterion. The second approach is based on statistical tests and computes both intercluster and intracluster quality to determine the true number of clusters. Recently, the gap statistic [47] has been proposed as a method for estimating the number of clusters. The gap statistic takes the output of any clustering algorithm and compares the change in cluster dispersion to a reference distribution. This method considers the total sum of within-class dissimilarity for a given number of clusters k and data set X, and the clustering solution is Y ¼ A k ðXÞ, where A k is a clustering algorithm, say, k-means. Assume that W k corresponds to the squarederror criterion optimized by the k-means algorithm. This method studies the relationship between logðW k Þ for different k values and the expectation of logðW k Þ for a suitable (null) reference distribution through the definition of the gap. The expected value is estimated by drawing B samples from the reference distribution; hence
where W Ã kb is the total within-cluster scatter for the bth data set drawn from the null reference distribution. Let s k denote the standard deviation of the sampled logðW Ã kb Þ. Then, the method selects the smallest number of clusters k for which the gap between logðW Ã k Þ and logðW k Þ is largê k ¼ minfkjgap k À gap kþ1 À s kþ1 g. The reference distribution is generated by the reference features from a uniform distribution over a box aligned with the principal components of the data. Fig. 13 shows the discovered three phenotypes N (normal cell), R (ruffling), and S (spiky). Meanwhile, another two patterns are discovered based on the cells that we cannot label as the previous N, R, and S; see the results in Fig. 14 .
However, when all data sets are merged together, it is hard to identify these patterns. As W k is assumed to follow spherically distributed clusters, it may contain a structural bias. So we have to do an in-depth investigation of other methods, such as graphic-based cluster validation, and compare these clustering approaches in HCS data.
D. Gene Function Annotation Using Clustering
In a pilot study, Kiger et al. [38] studied genes with known or predicted functions in a cell-cycle progressV specifically, four distinct sets of functionally related genes that regulate the passage from G1 to S phase (cdk4, Cyclin, and the Dp); G2 to M phase (cdc2 and string); the onset of anaphase (fizzy, cdc16, and cdc27); and cyclin-dependent transcription (cdc7 and Cyclin 7). Also, several genes with related phenotypes were identified. Thus, it is possible to use RNAi screening to functionally characterize a large set of genes and, by grouping genes according to morphological criteria, to identify functional modules. Traditionally, scientists clustered gene functions mainly by using cluster analysis, and there are numerous publications describing gene clustering analysis-based gene expression and microarray data. Recently, there have been a number of studies on gene function [48] - [50] based on cellular features, image descriptors, and phenotypes. It has been verified that 16 phenotype classes of the 23 defined phenotype classes are indeed implicated in specific biochemical pathways for genes of known function. It has also been shown that the strength of combined phenotypic and bioinformatics analysis can give considerable predictive information about the function of previously uncharacterized genes.
In our preliminary study, we also investigated clustering analysis of the gene-based Rho protein's pathway. We extracted 13 features for each gene: the ratio of the numbers of normal, spiky, and ruffling cells (RONN, RONS, and RONR, respectively); the ratio of areas of normal, spiky, and ruffling cells (ROAN, ROAS, and ROAR, respectively); the ratio of perimeters of normal, spiky, and ruffling cells (ROPN, ROPS, and ROP); the number of cells (NOC); the average intensities of cells (AICE); the standard deviation of intensities of cells (SICE); and the average intensities of entire cytoplasm (AICY). We proposed a method of hierarchical clustering with weighted Euclidean distances for the gene clustering. The extracted features were based on the average value of the three sites. The gene data have three prototypes: the negative control (NC) had 48 samples; the screen hits (SH) had 35 samples; and the positive control (PC) had 6 samples. Hence, there were a total of 89 genes in the preliminary study.
The standard hierarchical clustering technique was applied based on similarities in the gene data, and the difference between the gene samples was measured by the Euclidian distance. The visualization was done by dendrograms and heat maps. Fig. 15 shows the gene clustering result. It lists the gene name, gene type (PC, NC, and SH), and gene name in the right side. The clustering result in Fig. 15 is obtained by using hierarchical clustering with weighted features and a weighted Euclidian distance. It can be seen that the clustering result is relatively good, although there are a few genes in the screening where hits are mistakenly clustered into the negative control.
E. Screening Hits Selection and Gene Scoring for Effectors Discovery
We created a gene scoring model to quickly process huge volumes of high-content images and to conduct quantitative analysis of the data. Our scoring model has two key components: the gene score regression model, which combines the fuzzy logical concepts, and an EM algorithm, which conducts the rule-model based gene fuzzy membership approximation. The support vector machine technique is applied to derive a single scoring model for each gene class with confidence samples in both the biological and informatics domains. Using fuzzy membership values, a mixture fuzzy model automatically predicted gene scores, which achieved structural and empirical risk optimization. The performance of the automatic gene scoring system was then evaluated by scoring the data with those obtained from manual annotation.
Using the segmentation results and the described phenotype identification method, each individual cell was extracted from the fluorescence image. Fig. 16 displays a snap of the user interference of the genome-wide RNAi cellular image quantitator (G-CELLIQ) system where the phenotype classification is presented. Each cell is labeled by one of the biomarkers normal (N), spiky (S), and ruffling (R). Statistically, we extracted the phenotype distribution properties of the entire fluorescence screen from the labeling results by the following aspects: the ratios of the number of each phenotype; the ratio of their cell areas of each phenotype; and the ratio of the cell perimeters of each phenotype. In the example shown in Fig. 16 , we detected 147 normal, 23 spiky, and 8 ruffling cells. The ratio of each phenotype, especially the abnormal phenotypes, spiky and ruffling, was a key factor in evaluating gene function. In order to achieve a stable description, images from three independent sites for each treatment were analyzed; we refer to them as Bscreened sites. [ Based on the phenotype identification results, we used three kinds of statistical phenotype properties to describe the fluorescence images. First, the ratio of different phenotypes was one of the most important parameters. We obtained the statistical result of the numbers of each phenotype as n ¼ fn Similarly, the last two types of phenotype descriptions were also calculated using the average value of the K screened sites to achieve reliable and stable results. Finally, we obtained the phenotype statistical property of the HCS as x ¼ fr num ; r area ; r per g.
After the phenotype statistical properties for the HCS were computed, we modeled the relationship between the features' phenotypes' properties x and the score y. Once this model was estimated, we predicted the score of the test images. There, we derived the phenotype statisticsbased scoring system as F : x ¼ fr num ; r area ; r per g ! y, where F is the prediction function and y is the gene score. Fuzzy systems can handle problems with imprecise and incomplete data and can model nonlinear functions of arbitrary complexity. Since the ground-truth score for the training data was obtained manually, the score was only an 
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approximation rather than the exact true value. Moreover, for different gene types, the prediction functions were very distinctive because the manual-score rules vary by gene types. We proposed a single scoring model using a support vector regression model as
where c ¼ 3 because we have three types of data sets: negative control, positive control, and screening hits; Pðg i jx; ÂÞ defines the fuzzy membership function value of gene x belonging to type g i ; and f i ðxÞ is modeled by the support vector regression model.
Experimental results: A gene data set was built to score the phenotypes from high-content images. The data set contains three images each for 89 different treatments/ dsRNA, including 54 negative controls, 6 positive controls, and 35 screen hits, which were manually scored, ranging from 0.3 to 5.0, with certain confidence. The fluorescence screening image database of the 89 genes is around 2G data with more than 800 images. From all of the images, 40 221 cells were identified. Following the cellular phenotype classification, the statistics of the phenotype distribution were obtained for each image of every treatment. There were distinctive statistical variations for these fluorescence screenings with a given treatment. We used all of the positive control samples and 80% of the negative controls and screening hits to train the single regression model of each gene class. The remaining 20% of the negative controls and screening hits were used as test samples. The mean square error was used to validate the results, which were calculated as MSE ¼ Eðŷ i À y i Þ 2 , whereŷ i is the predicted score and y i is the target score. The estimated mean square error is 0.021 in the above data set.
IV. ANALYZING AND DISCOVERING PATHWAYS REGULATING DENDRITIC SPINE MORPHOLOGY
In this section, we presented an example of applying computational bioimaging for the discovery of pathways regulating dendritic spine morphology. Section IV-A gives the background about dendritic spines and synapse regulation. Hippocampus slice cultures and RNA-inactivation Fig. 16 . The user interference of the GCELLIQ system where the phenotype classification is given.
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(image acquisition) are described in Section IV-B. We then present the neuron image quantitator (NeuronIQ) software 1 for dendrite spine segmentation and detection as well as data measurement in Section IV-C, and quantitative data modeling and statistical analysis in Section IV-D.
A. Dendritic Spines and Synapse Regulation
The number of synaptic connections that a neuron makes and the properties of these synapses are regulated by complex and incompletely understood processes. In the mammalian brain, modification of excitatory synapses is often accompanied by morphological changes of specialized cellular compartments called dendritic spines. Each dendritic spine typically contains one synapse and operates as an isolated biochemical compartment that houses the machinery necessary to read out and regulate the activity of that synapse. Synapses are influenced by many factors, including some intrinsic to the neuron, such as its genotype and the ionic channels that it expresses, as well as extrinsic ones, such as circuit firing patterns and the age, health, and sensory experience of the animal [51] - [56] . In addition, synapse function and spine morphology are bidirectionally coupled, such that changes in morphology affect synaptic signaling, and synaptic maturation is accompanied by morphological rearrangements [57] , [58] . Since direct measurement of synaptic properties involves electrophysiological analysis of individual cells, spine morphology is often used as an indirect assay for perturbations of synapse function when higher throughput screens are necessary [59] , [60] . The limitation in using neuronal spine morphology to identify signaling cascades that regulate synapses or to uncover synaptic defects associated with disease is the enormous effort necessary to perform detailed manual analysis.
Tuberous Sclerosis Complex: TSC is a relatively common inheritable genetic disorder and is characterized by the development of hamartomas in a variety of organs, such as the brain, skin, kidney, lung, and heart [61] , [62] . The neurological manifestations of TSC include epilepsy, mental retardation, and autism. Mutations of two tumor suppressor genes TSC1 and TSC2 are equally responsible for familial TSC [63] , [64] . TSC1 encodes the protein, hamartin (also known as TSC1), which contains a carboxy-terminal coiled-coiled domain [63] , whereas TSC2 encodes tuberin (also known as TSC2), which contains an amino-terminal coiled-coiled domain and a C-terminal Rab guanosine trisphosphatase activation protein (GAP)-like domain [64] , [65] . In mice, homozygous inactivation of either TSC1 or TSC2 is embryonic lethal, whereas heterozygous animals are prone to tumors [66] - [68] . It has been well established that components of the insulin pathway are important in cell growth [69] , [70] . Members of this pathway include positive regulators: insulin receptor (IR), insulin receptor substrate (IRS), phosphatidylinositol-3-OH kinase (PI3K), phosphoinositide-dependent kinase-1 (PDK-1), Akt, mTOR, S6K, and eukaryote initiation factor 4E (eIF4E), and negative regulator, phosphatases with tensin domain (PTEN). IR, PI3K, Akt, and PTEN, are sitting upstream of the TSC1-TSC2 complex, while mTOR and S6K are sitting downstream of the complex, as shown in Fig. 17 [71] .
Two-Photon Laser Scanning Microscopy: Two-photon laser scanning microscopy (2PLSM) has become an established technique for the analysis of fluorescence signals from neurons located within brain slices or intact animals (reviewed by Denk and Svoboda [72] ). It is particularly well suited for studies of neurons because near-infrared excitation light can be focused deep within scattering tissues, such as the brain, that are opaque to most visible light. It also exploits a nonlinear property of many fluorophores to restrict their excitation to the focal volume, thus avoiding photodamage of out-of-focus structures and permitted prolonged, time-lapse imaging. Neuronal morphology can be determined at high resolution using 2PLSM of cells expressing GFP or of cells filled with synthetic fluorophores. Lastly, synthetic or genetically encoded fluorophores whose fluorescence properties are sensitive to the concentration of specific ions within the cell, or to the activity of specific kinases, have been used to optically monitor biochemical signaling with dendrites and spines.
B. Hippocampal Slice Cultures and RNA-Inactivation
Organotypic hippocampal slice cultures [73] have been prepared from rats and transfected using biolistics [74] with plasmids containing the coding sequence for GFP driven by a human cytomegalovirus promoter and hairpin RNA driven from a U6 promoter. Hairpin sequences that induce RNA-inactivation of the TSC1, TSC2, and PTEN proteins have been produced with loss of protein confirmed by imunofluorescence. In each transfected slice, about five to ten green fluorescent pyramidal cells are found (see Fig. 18 ). Transfected cells in slice cultures have been maintained for up to 40 days posttransfection.
Preliminary analysis of the morphology of neurons expressing GFP and a hairpin RNA against TSC2 (TSC2) has been performed for cells eight to ten days posttransfection and compared to the morphology of cells expressing GFP alone. Three-dimensional image stacks of the neuronal soma and apical and basal dendrites were collected using 2PLSM, which is ideally suited for imaging neuron morphology within scattering tissue such as the brain. As expected from the increased size of cells with knockdown of TSC1/2 pathways seen in other systems, the maximum cross-sectional area of the soma of TSC2 cells was 105% ðn ¼ 4Þ larger than that of GFP-transfected neurons, with marginally significant p-value.
Each 3-D image stack was analyzed slice by slice. Dendrite length was measured from the two-dimensional (2-D) projection and is an underestimate of the true length in 3-D. The data presented here is from the analysis of 20 neurons, 160 dendritic fields, and 8000-10 000 spines in each condition and represents approximately 35 h of work for a trained technician. If one wants to track richer spine features, such as spine shape, location, and volume, across all image slices to take advantage of the whole 3-D image stack and collect as much quantitative information as possible, the hours of work could increase by an order of magnitude or two more than the manual effort. Developing an automatic segmentation, detection, and extraction toolset will be a critical step towards the realization of large-scale quantitative analysis of microscopic spine image data.
C. NeuronIQ for Dendrite Spine Segmentation and Detection
Optical fluorescence microscopy methods provide powerful tools to study neurons. However, analysis of microscopic images has remained largely manual, extremely time-consuming, and subject to human bias [75] - [79] . Objective, computerized methods are in great need for neuron image analysis. Commercial software like Neurolucida by MicroBrightField, 2 Imaris by Bitplane AG, 3 and NeuroZoom by Neurome 4 have different degrees of sophistication in neuron image analysis. These products focus on tracing and extracting features from dendrites and axons but lack capability to analyze and extract spine features. For example, Neurolucida requires the user to first manually mark each branch point on the dendritic tree, then to edit spines to the dendrite. Each subsequent point clicked places the end of a spine, which attaches to the dendritic tree at the nearest branch point. The spine will be attached to the wrong place if the user makes any mistakes in placing the branch points initially. Imaris and NeuroZoom are two products focusing more on displaying neurons but do not have spine detection and analysis functionality. Users must manually mark spines on the image. For example, in NeuroZoom, spines are manually marked and represented by spheres of the same size. Hence it lacks the capability to output features such as the spine size.
Neuron image analysis encompasses dendrite segmentation and spine detection. As neuron images often contain great contrast variations and low contrast details, global thresholding techniques [80] for segmentation will fail. Based on Koh's approach, Weaver et al. describe a package capable of morphometry on an entire neuron by combining the spine detection algorithms with dendritic tracing algorithms [81] . Although these mentioned algorithms can greatly reduce the human labor by semiautomatic detection, human interference such as a global threshold is still required during the processing. The main difficulty of spine segmentation comes from the shape variation of different spine types as well as dendrite and spine surface irregularities. Several multilevel threshold techniques have been developed to detect the transitions from within an object into the background in 2-D image segmentation. Zheng et al. [82] used three coarsely spaced thresholds and analyzed features such as size growth and central position shift to determine the regions that best represents the target object. Shiffman et al. [83] and Amit [84] used multilevel thresholds and then analyzed the contours pattern to determine the best segmentation point between objects and their backgrounds.
NeuronIQ Ssystem: As introduced above, the existing semiautomatic approaches largely reduce user efforts. However, manual interventions, such as setting a global threshold for segmentation, are still needed for these semiautomatic approaches during image processing and thus create certain operator variations. We thus developed a fully automated system to circumvent such problems [85] . The automation includes an adaptive thresholding method, which can yield better segment results than the prevalent global thresholding method. It also introduces an efficient backbone extraction method, an SNR-based, detached spine component detection method, and an attached spine component detection method based on the estimation of local dendrite morphology. Using the Kolmogov-Smirnov test, we find a 99.13% probability that the dendrite length distributions are the same for the automatic and manual processing methods. The spine detection results are also compared with other existing semiautomatic approaches. The comparison results show that our approach has 33% fewer false positives and 77% fewer false negatives on average [85] . Because the proposed detection algorithm requires less user input and performs better than existing algorithms, our approach can quickly and accurately process neuron images without user intervention. The NeuronIQ user interference is shown in Fig. 19 .
D. Data Modeling in NeuronIQ for Validation
Three groups of neurons were analyzed: GFP is five neurons expressing GFP alone; TSC2 is four neurons expressing GFP and a hairpin RNA against TSC2; and TSC2/rapamycin is five TSC2 neurons treated with rapamycin. Three-dimensional image stacks of the neuronal soma and apical and basal dendrites were collected from a total of 14 neurons, 160 dendritic fields, and 2719 spines. Morphological features such as number of spines, length of dendrites, density of spines, lengths of spines, and volume of spine in both apical and basal dendrites were analyzed manually. In existing dendrite structure research, spine density was often treated as the most important feature, and the Kolmogorov-Smirnov test (K-S test) [77] , [80] was used to discriminate the different phenotypes. Mutual information is a natural method to measure the dependence between different spine features and neuron phenotypes. Hence mutual information-based feature selection [86] is especially promising among many feature-selection methods. Since the existing mutual information-based feature selection was only suitable for a large sample size [87] , we developed a mutual information-based feature-selection method using the bootstrap technique [18] to cope with the small sample size and to obtain more accurate estimation of the mutual information. Our results showed that the proposed mutual information-based spine feature selection could generate satisfying results [88] .
Prior preprocessing steps of feature extraction with an appropriate distribution model, and normalization of extracted features into comparable scales [88] , were necessary to obtain better performance. After preprocessing of the original data such as feature extraction, scaling, or normalization and missing value estimation, the features were tested and classified into the right phenotype category. In general, a satisfactory normalization yields a good classification result. In our preliminary study, three methods of classifiersVKNN ðK ¼ 3Þ, perceptron, and two-layer neural networks were selected to test the extracted features with or without scaling.
Neuron Classification: Using pattern recognition could improve our knowledge in identifying the phenotypes of dendrite structure. Pattern recognition is a major methodology in data mining. Given a set of training patterns from each class, the objective of pattern recognition is to establish decision boundaries in the feature space that separate patterns belonging to different classes [89] . Many methods exist in pattern recognition [89] . We applied K-nearest neighbor K ¼ 3 (KNN), perceptron, and twolayer neural networks (2LNNs) to neuron phenotype identification due to the small sample-size problem. The advantage of KNN is that it is a nonparametric classifier. It is especially effective for small sample problems [86] . The perceptron and neural networks are parameter-based classifiers, where the perceptron is a simple linear repressor with a nonlinear decision and neural networks are complex nonlinear model-based classifiers. Both KNN and perceptron usually work better for small size samples because they have low computational complexity. On the contrary, 2LNNs can deal with complex data models with many parameters but need many samples and causes high computational complexity. A more comprehensive classification method in conjunction with feature selection using mutual information [90] was considered. The motivation for considering mutual information was its capacity to measure a general dependence among random variables.
The mutual information of the features for the case GFP control against TSC2 is listed under Table 2 , Case 1. Since we had adopted the normalized mutual information definition, we regarded the features with mutual information as being bigger than one as statistical significance. It is interesting to note that both the mean of spine lengths and the density of spines in basal dendrites had higher mutual information (both 9 2.0), and that the density of spines and the mean of spine lengths in apical dendrites had numbers between 1.8 and 1.3. The classification accuracy based on those four features was perfect using the above three classifiers with no errors found. We then performed the K-S test for the two phenotypes [88] . Both apical and basal dendrites revealed significant differences between the cumulative distributions of spine density from GFP control and TSC2. Table 2 , Case 2 is the mutual information of the features for GFP and TSC2/rapamycin. The spine density in basal dendrites was shown with the highest mutual information (9 2.0). The spine density in apical dendrites was also shown with high mutual information. The mean of the spine lengths in both basal and apical dendrites only had low mutual information (G 1.0). The classification accuracy based on the highest two features, spine density in basal and apical dendrites, was perfect using the above three classifiers. Again, both apical and basal dendrites revealed significant differences between the cumulative distributions of spine density from GFP control and, in this case, TSC2/ rapamycin [88] . Fig. 20 shows that the cumulative distributed function (cdf) of TSC spine density from the neurons with GFP control (green) or TSC2 RNAi transfection with rapamycin treatment (red).
For the TSC2 and TSC2/rapamycin, the result is illustrated in Case 3 of Table 2 . It is interesting to note that the mean of spine lengths in basal dendrites was the highest mutual information (9 1.4) of all features, and the second highest feature was the mean of spine lengths in apical dendrites (9 1.35) . Nevertheless, the spine densities in both apical and basal dendrites had mutual information lower than one. The classification accuracy based on the two features with the highest mutual information, namely, the mean of spine length in the basal and apical dendrites, was perfect using the above three classifiers. Again, we performed the K-S test for the two phenotypes. The cumulative distributions of the spine density overlap in both apical and basal dendrites. Obviously, from this preliminary result, the spine density was no longer the most important feature; instead the spine length was more important.
For the case GFP control versus TSC2 with rapamycin treatment, only the density of spine in both basal and apical dendrites of TSC2 with rapamycin treatment displayed a significant difference comparing with GFP control, which suggested rapamycin, an inhibitor of mTOR, reversed the effects of TSC2 inactivation only on the morphological abnormity of length of spine but not density of spine. Moreover, for the case of TSC2 versus TSC2 with rapamycin treatment, the significant difference was observed at the length of spine, which further supports the evidence that rapamycin could antagonize the effect of TSC2 loss on the morphological change of the length of spines but not on those of the density of the spine. The mechanism through which rapamycin reversed the effect of TSC2 loss on the morphological abnormity of length of spine but not density was still unclear; and yet, this finding provided a possible new significance of spine lengths and might provide direction in future investigations. Either TSC2 or TSC2 with rapamycin treatment could induce morphological change of dendritic spine comparing with GFP control. Since rapamycin could reverse the effect on spine length caused by TSC2 RNA inactivation, the morphological change of spine density was most likely due to a different TSC-coupled mechanism. Furthermore, our results suggested that by using simple normalization methods, the morphological abnormity of density of spine could be detected after TSC2 RNA silencing. However, testing the effect of rapamycin on morphological change induced by TSC2 RNA inactivation needed more sophisticated methods such as pattern-recognition methods, which could deal with more features simultaneously.
V. CONCLUSIONS
Computational systems biology (CSB) is critical in decoding and understanding the biological mechanism of a disease from a system perspective. In this paper, we discussed two classes of computational system biology techniques: bioinformatics and bioimage informatics.
On the bioinformatics part, we first reviewed biomarker discovery using high-throughput screening techniques such as microarray and mass spectrometry. We then introduced signaling network reconstruction from a combination of biological data, such as genomics data, proteomics data, metabolic data, and biochemical reactions, and other data from the published literature. The second part concerned the emerging field of bioimage informatics, Zhou and Wong: Computational Systems Bioinformatics and Bioimaging for Pathway Analysis and Drug Screening currently used for secondary screening for target validation and selection of drug leads. We presented two CSB applications: one was the study of a gene signaling pathway from genome-wide RNAi screening for Rho GTPase, while the other was the analysis and discovery of pathways regulating dendritic spine morphology. Under our paradigm, the signaling pathway would be refined iteratively as shown in Fig. 1 until there is no significant change of the topological structure of the networks.
On the other hand, computational bioimaging is increasingly important in many scientific disciplines, such as drug discovery, cell biology, neurobiology, bioinformatics, and biomedical engineering. Algorithms of cellular segmentation, tracking, and classification are important, but they will have values only when they can be applied to solving real-life problems. The interplay between bioinformatics and computational bioimaging would increase the problem-solving capability of CSB. Our future work will explore this aspect further.
We should point out there are other important areas of computational system biology such as structural and functional informatics, as well as the SNPs for association analyses that identify important genetic variants in populations and genes predisposed to diseases involving complex traits. When scientists are talking about multiscale and multimodality data integration at the systems level, emerging high-throughput biotechnologies, such as SNP array, promoter array, tissue array, and protein array, quickly become common tools for in-vitro studies. On the other hand, clinical imaging informatics and the emerging in-vivo molecular imaging at tissue and organ levels are important tools to assist in candidate biomarker validation, early diagnosis, and therapy monitoring in patients. Although they are beyond the focus of this paper, we expect that eventually the advancement made in computational systems biology would enable us to integrate the nonlinear and heterogeneous information from the molecular level, cellular level, tissue level, and organ level in order to decipher complex mechanisms of diseases and to aid in better therapeutic strategies. h
