This research project is to develop an intelligent surveillance system which can detect the dangerous invaders efficiently and automatically with seamless integration of linked databases. We use the technology of pattern analysis and recognition based on independent component analysis (ICA) and a novel matching method as a reaction to perceptions of insecurity in sensitive spaces. ICA is a statistical and computational technique for revealing hidden factors that underlie in sets of random signals.
This research project is to develop an intelligent surveillance system which can detect the dangerous invaders efficiently and automatically with seamless integration of linked databases. We use the technology of pattern analysis and recognition based on independent component analysis (ICA) and a novel matching method as a reaction to perceptions of insecurity in sensitive spaces. ICA is a statistical and computational technique for revealing hidden factors that underlie in sets of random signals.
Assume that mixed signals are denoted by column vector X and the independent components of column vector are defined as S . Define A as mixing matrix. The above model is written as: ICA is developed to recover original source signals S from the linearly mixed signal X .
In the first step we define almost all the images of abnormal motions of people in each sensitive place according the opinions of observers in different areas and store these motions in image database, which is used for motion recognition through matching the real time image caught by a micro camera. In the second, the micro digital camera is embedded in a terminal board, fixed in the necessary location, to catch the movement of people who present in the place kept under surveillance. One image is divided into n blocks, each block is digitized as a column of mixed matrix X . Suppose there are m images should be processed, then X is a matrix of column m n × . The feature points of every image block are extracted using ICA algorithm and these blocks are composed together respectively to achieve the total features of the initial image. Feature points of part of images are show as Fig.1 : Before select the most similar image from the image database based on the extracted feature points, we classify these images with features points into different groups to increase precision for the existing of large image database. A proposed similarity calculation method is developed to recognize the most similar image from the certain cluster, the sketch map is shown in Fig.2 .
The main system functions are implemented on Memec design development board Virtex2 P7-672 with P160 communications module. This board uses Xilinx FPGA supporting IBM PowerPC, also the communications module provides data interface to exchange data with outside. After simulate the main functions and algorithm of software system on the Matlab platform, C++ source code of this project is developed and compiled using GNU compile to verify the stability and test the relative time consumption on PC.
The images of individual are shot by digital camera embedded in the board on the necessary locations. The image data caught by the camera is sent to the FPGA board through wireless communication devices Ni3, simultaneously the image data in database is transferred through Ethernet to this board. The feature points are extracted using ICA algorithm and the abnormal motion is detected from the data comparing and matching. Any appearance of a person deemed threatening can be set to trigger an alarm. Beside single point surveillance, furthermore we can set an array of cameras, each for a sensitive place on the path of a certain individual to construct a network, then all the situation of this person can be achieved and from all monitor points we can observe this person entirely. 
Introduction
With the increasing requirement of public security and protection, more and more sensitive places are fit for surveillant cameras, but the spread of closed circuit television (CCTV) may be insufficient to reduce the crime and threat in these settings. We develop an intelligent system, in which the person's movements can be recognized in a linked database. This system represents a significant advance from CCTV, which requires constant human attention to scan for potential threat. Motion recognition (1) is a way to detect and sort out suspected dangerous persons through the collection of knowledge and vision of their abnormal movements, with the hope that observers will be able to see a threat before it can become reality. Remagnino (2) proposed a visual event interpreting system to describe the behavior of pedestrians and vehicles in a traffic scene, and the system is based on agent-oriented Bayesian network which can give annotations for the events in natural language. Each object agent is created to handle the event raised by one target, and an interaction agent is created when the distance between two targets is below a threshold. This idea is based on path detection, it isn't efficient when the relative location of objects change abruptly. Most people use some segment procedure to implement the human detection and recognition such as background subtraction (3)(4) or temporal differencing (5) . But these methods depend on much information of human's clothing, lighting and illumination relative to the environment. So they face a serious problem of only estimating human's activities from detecting the relative aspects to other objects, not the human motion itself.
We propose the method to detect the abnormal motion from activities of a person himself. In the first step we define almost images of abnormal motions of people in each sensitive place according to the opinions of observers in different areas and store these motions in image database, which is used for motion recognition through matching the real time image caught by a micro camera. In the second, the micro digital camera is embedded in a terminal board and fixed in the necessary location. It is used to catch the movements of people who present in the place kept under surveillance and do some preprocessing. The image data is transferred from the sending module of Ni3, which is a wireless communication device developed by Waseda University to the receiving module, connected to the FPGA board for receiving data. Also an array of feature vectors extracted using ICA for comparing and a pattern matrix are transferred from the image database by Ethernet to this board. The feature vectors of shot images are extracted using pattern matrix and the abnormal motion is detected from the data comparing and matching. Any appearance of a person deemed threatening can be set to trigger an alarm. Beside single point monitor in one place, furthermore we can set an array of cameras, each for a sensitive place on the path of a certain individual to construct a network. Therefore all the motions of this person can be achieved and from every monitor point we can observe this person entirely.
The structure of this paper is shown as below. In Section 2, the independent component analysis (ICA) algorithm based on the measurement of negentropy is briefly introduced and this algorithm is used to extract feature vectors from the original images. Following in Section 3, all the algorithms, cluster and recognition, are simulated on MATLAB and Visual C++ platforms, the different situations of our proposed method are compared to improve successful recognition rate and efficiency before the decision of the most optimum one. The flow of all the entire system is introduced and the method of hardware and software co-design on Xilinx FPGA is introduced in Section 4. Using ICA we attempt to linearly transform the data to obtain statistically independent components of reduced data dimension. There has been a considerable amount of research on algorithm for performing ICA.
(6)- (8) . Here, we will only give a brief introduction to ICA in the context of image data. Assume that n mixed signals are denoted by column vector X whose elements are denoted by 1 2 , ,..., n x x x and the independent components of column vector are defined as S with elements 1 (9) is a preprocessing step to ICA which reduces the redundancy of mixed signals on a certain level. In the PCA transformation the vector X is first centered by subtracting its mean then { } 0 E X = . Next X is linearly transformed to another vector Y with m elements m n < , so that the redundancy induced by the correlation is removed. Define that { } T x C E XX = , chose the eigenvectors i e of x C according to the eigenvalues satisfying
m E e e e = … , refer (10) for details. PCA has the nice property that it allows one to reduce the dimension by selecting only a subset of the components. For big size images, reducing the dimension lowers the computational cost (running time and memory consumption) of the ICA estimation. It is important for embedded system. After reducing the redundancy of mixed signals, the signals are whitened (11) with linear transformation of Z VY = . Define
is the diagonal matrix of the eigenvalues of C , then it is demonstrated that Y is whitened by V .
The fixed-point algorithm (12) (13) is realized using C++ and
Matlab to find the independent components of whitened vector Z . Define the mutual information S is a Caussian random variable of the same covariance matrix as S , and H is the differential entropy (14) . The final result of W is got by Newton iteration of E Z Zg W Z , and µ is a step size parameter that make the solution converge faster and g is derivative function of, which decide the converge speed of ICA algorithm (15) . The matrix W is random at beginning and should be decorrelated after every step, see (16) for details.
Feature Points Extraction Using ICA
After analyze algorithm of ICA, we use ICA to perform redundancy reduction for the input data, i.e a representation using independent components for original image. Field (17) has argued that oriented features constitute a sparse representation of the images. This means that for one image, only a few features are needed to represent it. Note that if we want to establish a firm connection between ICA results and signals we will process, we have to set our input images to be as close as possible to those which ICA would receive as input. Luckily, it seems that the ICA basis is not very sensitive to the particular set of images used, as earlier work on ICA for feature extraction of images has given qualitatively quite similar features using different data sets (18) (19) . Thus, the selection of a reasonable dataset input of the common images for ICA can satisfy the requirement of its nongaussian distribution.
Before ICA processing, the image sizes are normalized, both the shot images and the images in the database. In order to adapt to different type of camera and color content, each pixel (RGB-triple) is projected onto a plane by average RGB values. In other words, the influence of luminance and color are ignored, only the element image is used in this system. Image representations are often based on discrete linear transformations of the observed data. Consider a image whose gray scale value at the pixel indexed by j and k is denoted by ( , ) I j k . Here the basic models in image processing express the image pixel ( , ) I j k as a linear superposition of some features ( , ) where m denotes pixel number in one image, in which case we can express the representation as X AS = just like basic ICA. Every element i x in X is represented by the product of row vector in coefficient matrix A and column components S , therefore the components S can be considered as the compatible representation of observed variables X . In general we don't need that the number of independent components equals the number of observed variables. We assume here that the independent components are much less than the number of observed variables, therefore the data redundancy is greatly reduced.
Considering the system speed and precision requirement, we may not model a whole image using equation (3) in practice. Rather, we apply it to image blocks or patches. Thus we partition the image into blocks, and express each block with equation (3) . Suppose one image is divided into k blocks, each block is digitized as a column of mixed matrix X , and suppose there are l images should be processed, then X is a matrix of column k l × , and the row of X equals to the pixel number in every block, named t . The u feature points of every image block are extracted using ICA algorithm and these feature points are composed together to achieve the feature vector of the initial image. The element number of feature vector is m k u = × for one image. An example of 4-division images of 100*100 is shown as Fig.1 . Suppose there are 30 images, all images are divided into 4 blocks. In this case, the first 4 columns of matrix X marked with superscript 1 are the discrete date of the first image, one column is correspondent to one block. The row number of X is the pixel number in one image block ( 50 50 t = × ) and the column number is the number of divided image part multiply the image number ( 4 3 0 k l × = × ). Therefore the images are abstracted to matrix X consistent with ICA model of equation (1). Similarly, the first 4 columns in matrix S are the feature points of original image blocks abstracted by ICA respectively, here we set 16 u = . These data can represent the original image after be integrated to one feature vector, here is 4 16 k u × = × , and the data redundancy is greatly reduced ( u t << ). Feature vectors of some images are shown as Fig.2 , the vertical axes is the value of feature vector elements and horizontal axes is the number of feature vector elements.
The feature vectors of shot image can also be extracted. The shot images must be preprocessed and divided into blocks same as images in the database exactly. Suppose we get a shot images and also divide the image into 4 parts, the feature points can be extracted as equation (5), where W , called pattern matrix, is the matrix we get in ICA procedure for images in database. 
Motion Recognition and Match Analysis

Clustering of Images
Once feature vectors are extracted from the images, we need to compare them and try to establish a correspondence. When the number of objects in the database is small, it is acceptable to model matching by sequentially examining each image in turn. And we can achieve the possible solutions for which there exists a correspondence of image features. The time consumption of comparison needed to identify an object grows rapidly with the number of shot images and images in the database increasing. Therefore sequential examination of feature matching is not suitable for problems involving large library of images.
We classify images in database before matching analysis instead of direct sequential comparison. Classification (20) or cluster includes a broad range of decision-theoretic approaches to the identification of images. The classification algorithm is based on the assumption that the images depict one or more features which are abstracted by ICA and that each of these features belongs to one of several distinct and exclusive classes. The classes may be specified a priori by an analyst (as in supervised classification) or automatically clustered (i.e. as in unsupervised classification) into sets of prototype classes. In the latter the analyst merely specifies the number of desired categories. We analyze the numerical properties of various image features and organize data into categories in order to improve the precision and decrease time consumption. In the procedure of abnormal pattern recognition, we specify the basic cluster in advance and make the program identify the remained images into basic cluster automatically. The classification algorithm employs two phases of processing: training and testing. In the initial training phase, characteristic properties of typical images are isolated and a unique description of each classification category, i.e. training class, is created. In the subsequent testing phase, these training classes are used to classify remained images and to construct the clusters. Improved fuzzy C-mean algorithm (21) is used to divide the image data into different groups or clusters after initial clusters are For great image database, we should first classify the images in it to decrease time consumption of matching in real time. Because the feature vectors are abstracted from original images exactly, they are representation of original images. This means that we can process these feature vectors just as original images. Suppose that feature matrix 1 2 ( , ...... ) n s s s are column vectors in S , where n is the number of images in the database. This representation allows us to consider each image feature vector as occupying a point, and each training class as occupying a sub-space (i.e. a representative point surrounded by some spread, or deviation), within the n-dimensional classification space. Therefore the classification problem is that of determining to which sub-space classes each feature vector belongs.
In our cluster routine, two of input parameters are the feature vectors to be classified and predefined clusters. These predefined clusters are initial cluster centroid positions. They are decided by observers and the feature of these motions can be used as initial knowledge to extract class descriptors. In the example database of Fig.3 , the predefined cluster can be selected and marked (1) to (7). The class descriptors should have significantly different descriptions between different groups (clusters) and share the common definitive descriptions in the same group. For the beginning, these predefined clusters are valued as j c in equation (6) and the feature vector is valued as
x . After the loop of cluster algorithm finished, the image are separated to different clusters and we can get an array value of new j c as the cluster centroid, which can be used for the first step in matching analysis. The return parameters are 2-D array: index of the feature vector and the cluster number it belong to. In the example database of Fig.3 , the return value of 5 th image should be (5), (6), 5 is its index in database and 6 is its cluster number after classification. The classification result of image is shown in Fig.4 and these images are classified to 7 clusters. The image data in database is divided into different clusters with unique centroid j c , which is used as the criterion to discriminate the cluster of real time images shot by camera. The feature vectors of shot images are extracted. By calculating the distance between this array of images and the cluster centroids using the same distance measurement in cluster algorithm, we can decide which cluster a certain image belongs to.
Image Recognition
The feature vectors are independent components after ICA, also they are the representations of original images. We analyze the character of these values and do many experiments for matching analysis. A proposed similarity calculation method is developed to recognize the most similar image from the certain cluster according to the extracted feature vectors. In practice, the feature points of image block will have some peak values to denote the motions. These are presented by weight of feature points after sort. Then we can focus on these special points to detect the entire motion. Our method strengthens the influence of peak values using sorted denominator and is suitable for the data achieved by ICA. Also this algorithm partly replaces calculation of float with integer and increases the speed for real time systems.
We use M maximum absolute values and index to calculate the similarity. There are two parts in this algorithm. First part is the creation of factor table for database images, second part is to calculate the similarity of a shot image and a database image. The steps are shown as below and the example is shown as Fig.5 . First Part: For an image in the database, we make a factor table: , and the index equal to 9, 20 and 1. All the signs of these three points are negative. Second Part: For a shot image, we calculate the similarity: Step3: The index and feature points of a shot image block is defined as in Part B. Sort the values according to maximum absolute value then we can get sorted points as Part C. The first column of Part C shows the weight of sorted feature points. Here we denote these weight by x . Step4: Get the index from the factor table. Using this index, get the feature points from Part B, then we can get the points weight x in Part C according to the feature points.
Calculate the similarity according to (7) i is the block number and µ is the mark of sign agreement.
If the sign of feature point in Part B is same as which in factor table µ is positive, otherwise it is negative. In this example, After the similarity of all image blocks are calculated, the similarity of one image can be achieved according to (8) . Therefore we can decide the most similar ones in database. The bigger similarity means more similar. This means the shot image is recognized as similar to the database image. The calculation time is reduced and precision is improved using the method above comparing with minimum mean-square error method. An image is usually divided into 9 parts according to the requirement of real-time processing. Table 1 shows the comparing result of successfully recognizing the desirable images of the two methods on the same software conditions.
Also the influence of division number of an image to the successful recognition rate is tested and recommended in the software environment before implement to hardware system. A set of calculation efficiency is also tested according to the division number. Fig.6 shows the relationship of different division number, feature points and recognition rate.
Before extracting the feature points using ICA method, the image can be preprocessed to remove unnecessary section, rid noise and regular size. The rate of effective feature points is increased and the recognition rate is also improved. Table 2 gives the results of recognition rate with preprocessing using proposed If this coefficient is greater than the pre-defined value, these motions are abnormal motions. We decide the pre-defined value from many experiments in local places and the experience of the observers. For example, we get the mean of abnormal weights for every row of images just like in Fig.4 , and define the sum of means as a pre-defined value. If most of shot images are like the first row of image database, the abnormal coefficient must be less than the pre-defined value, otherwise, if most of shot images like the 6 th row, the abnormal coefficient must be greater than the pre-defined value, therefore these motions are considered as abnormal. The definition of the pre-defined value can be precise enough in practice according to our experiments. We give an example of 40 shot images of six people using digital camera. The motions of these six people are divided to eight arrays respectively, marked as array 1 to array 8 from top to lower. In every array we use five shot images to show the motion modes. It is shown as Fig.7 .
We define the abnormal weight of images in Fig.3 as described in Table 3 and the pre-defined value equal to 25. The Abnormal coefficient, recognition results of system output and human recognition results are shown as Table 4 . From the vision of observers, the motions in array 7 are normal motions, but the system regards they are abnormal. It is the wrong recognition. Even though the ratio of correctly distinguishing a single image from the image database is about 70%, the recognition of a motion array can be up to 87.5% in this example. It means that 87.5 percent it will trigger an alarm correctly. The reason is the complementarities among these motions, i.e. even one or two images are inaccurately distinguished, the accurately recognition of other images can ensure the correct output results.
Build the Hardware and Software System
In this research we design an efficient imaging system to be installed at a fixed location in order to screen dangerous invaders for safety problems automatically and intelligently. The digital cameras can be used to monitor spaces for the presence of individuals, whose digital images are compared to the image data in database. Images of those present in the spaces under watch can also be recorded and subsequently paired with identities. Surveillance power grows as various sub-systems are constructed to network to share information.
We use a digital camera embedded on the PCB board to capture the images of individuals. The camera controller MCU is implemented by Xilinx low price FPGA Sparan-2 with IP core of MicroBlaze, the design flow can be referred to PowerPC introduced following. Furthermore the sending module of Ni3 is embedded on the board. The size of this board is about 4.5*4.5cm. Ni3 consists of PIC MPU with A/D converter, analog/digital signal processing circuits and an RF transceiver. The PIC MPU with nonvolatile memory is used in receiving and sending modules. We develop only a minimal set of instructions in the MPU in the digital processing without operation system, assuring the lower power consumption and smaller size of device.
The camera gets the real time image data and transfers it through wireless network, from the sending module to the receiving module of Ni3. And then the image is transferred to the FPGA board. At the same time the feature vectors of image data are extracted using ICA, clustered, and transferred from database on PC through Ethernet interface to the board. Also, the pattern matrix W is transferred to FPGA board, and then the feature vectors of shot images can be extracted. From comparing the feature vectors of shot images and the centroid of cluster in database images, we can respectively select the most similar clusters the shot images belong to, and after that we can decide the most similar images in this cluster to the shot images. Therefore the security level of these shot images can be achieved and we can decide whether these motions are normal or not. The flow chart of this system is shown as Fig.8 . After simulate the main functions of software system on the Matlab platform, C++ source code is developed and compiled using GNU compile to verify the stability and test the relative time consumption, also PowerPC supports C++ language and GNU gcc compiler so that the C++ source code can be compiled and run on PowerPC directly. We use a serial of development tools which are efficient to build the hardware and software systems. The frame of hardware and software co-design includes the development of hardware platform of IP cores and software platform of C++ source code with Xilinx EDK tools (22) . The structure of this system is shown as Fig.9 . The main system functions are implemented on Memec design development board of type Virtex2P7-672 with P160 communications module. This board uses Xilinx FPGA supporting the IP core of IBM PowerPC, also the communications module provides data interface to exchange data with outside. The hardware system is developed using a serial of IP cores and bases on bus structure, refer to (23) for details. The hardware system can be synthesized and verified by EDA tools, therefore we are more focusing on the software design for this system. The memory usage is optimized to implement on this system. We use the PLB memory to store the data and instructions frequently used and leave the amount of image data into OPB memory. The memory of big amount is allocated in the heap region and can be released and reallocated for further use. We use interrupt to improve the system response time and compensate the efficiency lost from the lack of threads in RTOS. This method can satisfy the real time requirements of the system. A serial of micro digital cameras can be set to each sensitive area, the data from each camera can be compared to the image data in the database respectively through the wireless network. Therefore the entire movement of a certain individual can be recorded and monitored and the power of surveillance system is greatly increased based on the sensor network.
Conclusion
The purpose of this research project is to develop an intelligent surveillance system which can detect the dangerous invaders efficiently and automatically with seamless integration of linked databases. The images of individual are shot by digital camera embedded in the board on the necessary locations. The image data caught by the camera is sent to the FPGA processing board through wireless communication devices, simultaneously the image data in database is processed and transferred through Ethernet to this board, which integrates the hardware system, centered by PowerPC, and the software system. We use the algorithm of independent component analysis to abstract the image feature points, making the image recognition possible and efficient, and then classify them into different clusters Furthermore images of an individual are discriminated precisely from the clusters, marked with their security level, based on the extracted feature points using our proposed algorithm. The camera 
