In Fe-Pd alloys, the competing geometric (fcc versus bcc) and magnetic tendencies result in rich phase stability and ordering physics. Here, we study these alloys via a first principles mixed-basis cluster expansion (CE) approach. Highly accurate fcc and bcc CEs are iteratively and self-consistently constructed using a genetic algorithm, based on the first principles results for ∼100 ordered structures. The structural and magnetic "filters" are introduced to determine whether a fully relaxed structure is of fcc/bcc and high-/low-spin types. All structures satisfying the Lifshitz condition for stability in extended phase diagram regions are included as inputs to our CEs. We find that in a wide composition range (with more than 1/3 atomic content of Fe), an fcc-constrained alloy has a single stable ordered compound, L1 0 FePd. However, L1 0 is higher in energy than the phase-separated mixture of bcc Fe and fcc-FePd 2 (β2 structure) at low temperatures. In the Pd-rich composition range, we find several fcc β2-like ground states: FePd 2 (β2), Fe 3 Pd 9 , Fe 2 Pd 7 , FePd 5 , Fe 2 Pd 13 , and FePd 8 , yet we do not find FePd 3 with the the experimentally observed L1 2 structure. Fcc Monte Carlo simulations show a transformation from any of the attempted β2-like ground states directly into a disordered alloy. We suggest that the phonon and/or spin excitation contributions to the free energy are responsible for the observed stability of L1 2 at higher temperatures, and likely lead to a β2 ↔ L1 2 transition. Finally, we present here a complete characterization of all the fcc and bcc Lifshitz structures, i.e., the structures with ordering vectors exclusively at high-symmetry k points.
I. INTRODUCTION
Because of a large uniaxial magnetic anisotropy 1 and high resistance to corrosion, the L1 0 -FePd ferromagnetic compound is interesting as a hard magnetic material for ultrahigh density magnetic recording media. 2 Besides, Fe-Pd appears to be one of the most promising ferromagnetic shape memory alloys attractive for such practical multifunctional applications as rapid magnetic sensors and magneto-thermoelastic actuators due to the huge magnetic-field-induced strains. 3 Fe-Pd is also studied as a good catalytic system. 4 Structurally, Fe-Pd is an interesting alloy system. Unlike the all-paramagnetic all-fcc (e.g., Cu-Au) or the all-bcc (e.g., Mo-Ta) alloys, Fe-Pd exhibits (see Fig. 1 ) a competition between bcc (Pd-poor and low-temperature) and fcc (Pd-rich and/or high-temperature) structures as well as an interplay between paramagnetic (high-temperature) and ferromagnetic (low-temperature) phases. 6 For example, with respect to magnetic ordering, inspection of Fig. 1 indicates four distinct regions in the phase diagram (the detailed discussion of the experimentally observed ordered Fe-Pd structures is presented in Ref. 7) : (i) low-temperature ferromagnetic (FM) region containing fcc-FM and/or bcc-FM and (ii)-(iv) high-temperature regions above at least one of the Curie temperatures, containing the paramagnetic (PM) fcc-PM phase, either (ii) as the only component, or in equilibrium with (iii) bcc-FM or (iv) bcc-PM phases.
In our earlier work, see Ref. 7 , the absolute (unrestricted) as well as fcc-and bcc-restricted ground-state structures obtained from first principles were briefly reported. In the present paper, we illustrate the diverse, fcc/bcc and high/low spin phase behavior of Fe-Pd from first principles (see Sec. II). It is shown that the results of Ref. 7 unambiguously follow from iteratively constructed first-principles mixed-basis cluster expansions (see Secs. III and IV). New Fe-Pd ground states, all with Pd composition larger than equiatomic, are identified (see Fig. 7 and Appendix B). All these T = 0 results belong to region (i) defined above. A proper analysis of phase equilibria in regions (ii)-(iv) could potentially require an explicit inclusion of the changes in the magnetic state that influence the finite temperature phase stability of Fe-containing systems. 59, 60 One methodology previously attempted for such an analysis in Fe-containing alloys 61 involves a "disordered local moment" formalism. In the present paper, we do not attempt such an analysis, but instead address a related but more simple question: what would be the finite temperature ordering and phase stability in Fe-Pd alloys in the absence of magnetic excitations? We answer this question by combining our T = 0 cluster expansion with Monte Carlo simulations, and comparing the results with experimental data (see Sec. V). These results give a first approximation for the ordering temperatures and finite-T short-range signatures of the yetunobserved phases predicted here and in Ref. 7 . Further, our finite-temperature analysis demonstrates that the spin (or vibrational) excitations must be entirely responsible for the transition between the T = 0 Fe 3 Pd 9 ordered structure predicted here and the high-temperature L1 2 ordered FePd 3 observed experimentally, and thus a detailed study of these effects is necessary to establish a true finite-T phase stability in this system. Finally, we also present here a complete list of all the fcc and bcc Lifshitz structures, which correspond to high-symmetry k points (see Appendices C and D). palladium and their compounds as a function of tetragonality c/a (see Fig. 2 ) and (collinear) magnetic moment (see Fig. 3 ). (To facilitate a comparison between structures with unit cells of different size and shape, c and a here refer to the lattice parameters in z and x,y directions, respectively, for a uniaxially distorted underlying fcc lattice.) Figure 2 illustrates that as the palladium composition increases in Fe-Pd compounds, the position of the deepest global energy minimum along the Bain path tends to change from around the bcc (c/a = 1/ √ 2) geometry to around the fcc (c/a = 1) geometry. Secondary minima can coexist with this global minimum: a secondary fct minimum coexists with a global bcc/bct minimum in pure Fe, and a secondary bct minimum coexists with a global fct/fcc minimum in β1, L1 0 , and pure Pd. (We use "fct" or "bct" to refer to the tetragonal structures that are "fcc-based" or "bccbased" as quantified below in Sec. III C; crystallographically, both have body-centered tetragonal symmetry.) A secondary minimum is locally stable only if any symmetry-unconstrained infinitesimal change in atomic positions increases its energy; such minima were reported in bcc K, Li, Rb, Sr, and in B2 CuZn (see Ref. 10) . Frequently, a secondary minimum on a Bain path plot is locally unstable, because there exists an infinitesimal change in atomic positions (in the direction orthogonal to the Bain path) that decreases its energy; for example, such unstable secondary minima were reported for non-ground-state structure geometries of many elemental solids. [10] [11] [12] [13] We find that the secondary (bct) minimum on the Bain path of Fe 2 Pd-β1 [see Even within the same geometry, Fe-Pd alloys may exhibit multiple minima depending on the total magnetic moment. Figure 3 shows that iron has a single global minimum corresponding to a high-spin bcc structure (HS-bcc), while in the fcc geometry it has two local minima: a higher-energy highspin (HS-fcc) minimum and a lower-energy low-spin (LS-fcc) minimum. 14 For pure fcc palladium, our first-principles calculations predict the energy of the magnetic ground state to be ∼1 meV/atom lower than that of nonmagnetic state. As we 14. "HS" and "LS" denote high-and low-spin states, respectively. At each fixed magnetic moment, the structures are fully relaxed keeping the symmetry of unit cell fixed. Open (red) circles correspond to the global minima.
checked, the denser k mesh and higher energy cutoff do not change this conclusion. The magnetic ground state of Pd is not a consequence of pseudopotential usage as the published all-electron full-potential linearised augmented-plane wave (FLAPW)-generalized gradient approximation (GGA) results are the same. 15 However, the magnetic versus nonmagnetic energy difference in Pd is comparable with the accepted accuracy of density functional theory (DFT) calculations in this paper thus having a negligible effect on all obtained results. A deep low-spin minimum exists in Fe 3 Pd DO 22 , 16 which is characterized by two Fe spins "up" and one "down" in the unit cell.
III. METHODOLOGY
A. The cluster expansion strategy for systems exhibiting fcc/bcc phases and high-/low-spin configurations Based on the above survey of a few fcc/bcc (see Fig. 2 ) and high-/low-spin phases (seee Fig. 3) , we conclude to perform the following distinct cluster expansions: (i) all-fcc (or fct) high-spin cluster expansion and (ii) all-bcc (or bct) high-spin cluster expansion. This allows us to describe the low-temperature ferromagnetic region containing fcc-FM and bcc-FM, i.e., part (i) of the phase diagram denoted in Sec. I and in Fig. 1 . In both cases, we use only those structures that are at least locally stable within the corresponding Bravais lattice. This means that any input structure, or any structure that is suggested by the cluster expansion to be a candidate for a ground state, is relaxed without symmetry constrains. We implement fcc/bcc and HS/LS "filters" identifying the fully relaxed structures (see Secs. III C and III D). If a structure relaxes away from its initial reference lattice type, e.g., fcc, to another reference lattice type, e.g., bcc, then this structure is removed from the fcc cluster expansion. Similarly, we include only the structures in high-spin state as inputs to the cluster expansions.
B. The mixed-basis cluster expansion approach
We use the mixed-basis cluster expansion (MBCE) approach. 17, [19] [20] [21] The formation energy of each structure σ based on a given crystal lattice (e.g., fcc or bcc) is mapped onto an Ising-like Hamiltonian: (1) where A and B type atoms are represented by pseudospins S = −1 and S = +1, respectively, J 0 , J 1 , {J pair } (n pairs members) and {J f } (N MB members) are the atomic interaction coefficients, x is a composition,¯ f (σ )
are geometric factors describing configuration σ , D pair , and D f are the numbers of symmetrically equivalent pairs and nonpairs corresponding to a given interaction. The atomic interactions J s are determined by fitting H CE (σ ) to the formation energies H DFT (σ ) obtained from first principles for some finite number of structures. After the J s are known, the formation energy H CE (σ ) for any structure σ can be easily obtained by using Eq. (1) .
Note that the formation energies that are used for the latticespecific cluster expansions (as presented in Appendix B or in Fig. 8 below) , are defined with respect to the pure elements in the respective geometry, despite the local instability of fcc Fe and bcc Pd. We find that using fct Fe instead of fcc Fe does not change the cluster expansion results qualitatively. Whenever the results of the two cluster expansions are combined to determine the global ground states (e.g., in Fig. 7) , we redefine the formation energies with respect to bcc Fe and fcc Pd, as relevant experimentally.
To find the J s, we apply the procedure developed and described in detail in Ref. 21 (as summarized below). We further modify this procedure by including fcc/bcc and HS/LS filters for DFT inputs, as explained in Secs. III C and III D, respectively. The flowchart of the procedure is presented in Fig. 4 . We start from an initial set of input structures for which we calculate their formation energies { H DFT (σ )} and apply the fcc/bcc and HS/LS filters. The set is divided into two groups: N f structures used to extract J s by fitting H DFT (σ ) to H CE (σ ) and N v structures used for testing the cluster expansion predictions. The "inner" loop searches for J s corresponding to a fixed set of input structures { H DFT (σ )}. This is done by a reciprocal space fit for pair interactions using a constrained minimization ("t − λ" procedure, 17 ,18 see further discussion of this procedure applied to Fe-Pd in Sec. IX of Supplemental Material 55 ). For optimal determination of nonpair many-body interactions (MBITs), we use a genetic algorithm, as described in Refs. 19 and 20. The selection of pairs and MBITs is judged by a minimization of the prediction error called "leave-many-out" cross-validation score 22 S CV . The inner loop creates a pool of cluster expansions that have the lowest cross-validation scores. The ground states of such cluster expansions are found from Eq. (1) searching all possible structures (with all possible inequivalent unit cell shapes) with up to 20 atoms per unit cell, 56 i.e., ∼2 20 structures. These ground states are statistically ranked by "depth" (relative to the corresponding convex hulls) and "frequency" of appearance.
Only the "deep" (>1 meV/atom) and "frequent" (>30%) ground states are chosen for subsequent DFT verification. Such statistical analysis diminishes the risk of cross-validation score overoptimization 22 while ensuring that only the energy differences exceeding the accuracy of the first principles inputs (∼1 meV/atom, cf. Sec. III E below) are given full attention.
DFT calculation without symmetry constrains is performed for each of the so-chosen "predicted" ground states. Then, we check if this prediction is (1) fcc or bcc "locally stable" highspin, and (2) "confirmed" or "refuted" by DFT (i.e., whether it belongs to the DFT convex hull). If we find some "locally stable" high-spin structure(s) being "confirmed by DFT" we (3) note if some ground states found at previous iterations are now "removed from DFT convex hull." At each outer loop iteration, we add all of the "new" (comparing to previous iterations) ground-state predictions, both correct and incorrect (but locally stable and high-spin), to the DFT input set for the next iteration, thereby increasing this set.
The outer loop iterations are deemed converged when no new, high-spin, and locally stable ground states are predicted by the cluster expansions. Tables I and II illustrate the convergence of outer loop iterations for fcc and bcc Fe-Pd. For example, in the fcc case, at the fifth iteration (IT = 5), we have 12 ground-state predictions, of which six are DFT confirmed, three are DFT refuted, and three are found to be locally fcc unstable. Among nine fcc locally stable ground-state predictions, only three are found as "new" comparing to previous iterations. So for the next iteration (IT = 6), we have three more DFT inputs.
It has been shown before 17, 23 that the short-range cluster expansion can not predict correctly the formation energies of strained long-period A n B n superlattices. Indeed, the energy of any such a superlattice in the limit of n → ∞ is the sum of the energies of strained A + B, and thus depends on the superlattice orientationĜ. However, the atoms separated by a distance longer than the cluster expansion interaction range do not interact within such cluster expansion. Therefore a short-range cluster expansion predicts the n → ∞ energy to be zero, regardless of the superlattice orientation. For elastically locally stable systems, the obvious solution is to calculate the elastic energy E CS (Ĝ) for each orientationĜ and subtract it from E CE (σ ) (for σ having a nonzero structure factor in directionĜ) and then perform the cluster expansion for energies E CE (σ ) − E CS (Ĝ). The so-obtained cluster expansion converges well and the subsequent adding of E CS (Ĝ) to E CE (σ ) guaranties the correct asymptotical behavior of the total energy. Unfortunately, Fe-Pd is elastically unstable. If we formally perform calculation of E CS (Ĝ) in Fe-Pd, we obtain the negative values: for some directions [e.g., (100) and (301)] at all compositions and for other directions [e.g., (201) and (311)] at low palladium compositions. The negative values of constituent strain energies are the consequence of the well-known dynamical instability of the HS fcc Fe, which can relax without a barrier into the more energetically favorable HS bcc Fe, as can be clearly seen from Fig. 2(a) . The mismatch between the smaller HS Fe (a = 3.64Å) and the larger Pd (a = 3.96Å) atoms leads to a decreased c/a and an elastic energy lowering in (100) fcc superlattices, which in sufficiently Fe-rich structures could lead to a barrierless transformation to a bcc-like structure; indeed, our results below confirm such a prediction. In the present work, we do not add/subtract E CS (Ĝ) from/to E CE (σ ). This means that we can not use our cluster expansion for long-period superlattices. In practice, our cluster expansion works for periods n 4, as verified by fits (see Appendix B). The long-period superlattices have not been observed in Fe-Pd experimentally and, during cluster expansion iterations, we have not obtained them as groundstate predictions. The formal inclusion of constituent strain into a number of cluster expansion iterations did not reveal new valid ground-state predictions but rather some additional spurious ones.
C. Determination of the fcc and bcc degrees for structures
In order to determine whether a given relaxed structure is bcc-or fcc like, we calculate and compare the corresponding degrees based on the relaxed atomic positions. We define the degree s (α) (σ ) of proximity of a given structure σ to the underlying lattice type α (α = fcc, bcc, sc) as
(2) Here, the first sum runs over the atoms i = 1, . . . ,N in the basis of the structure, the second sum runs over all atoms j in the lattice (in order to limit this sum to a finite portion of the lattice, an exponential decay parameter η ∼ 1 is introduced), and d ij is the dimensionless interatomic distance between atoms i and j normalized by the cube root of the volume per atom. To determine the correspondence between the interatomic distances d ij (σ ) of the relaxed structure σ and those of a perfect lattice α, we sort the distances {d ij (σ )} in increasing order (which is done separately for each atom i in the basis) and then match them to the similarly sorted distances in the perfect lattice. For example, if α = fcc, then for each i the twelve shortest d ij (σ )'s would be matched to the nearest-neighbor distance d nn (fcc), while the next six d ij (σ )'s would be matched to the second-nearest-neighbor distance d nnn (fcc), etc. If, for example, the degree s fcc (σ ) for a given relaxed structure σ is much larger than alternative s bcc (σ ) and s sc (σ ) degrees, we conclude that it has relaxed to an fcc-like geometry. In case when there is no one structural degree s (α) (σ ) clearly prevailing over the two others, the corresponding structure is not included into any of the cluster expansions. Incorrect (refuted by DFT) 7 
D. Filtering of the high-and low-spin phases
Before the bulk of our study, we perform a number of test calculations including those shown in Fig. 3 , so as to later be able to judge the magnetic state of any given relaxed structure. First, we analyze the correlation between the total magnetic moment μ and composition x Pd for a large number of key compounds. Second, for each of a smaller number of compounds, we perform a series of fixed moment calculations (μ scans). From both sets of tests, we conclude that the total moments of the HS phases (excluding the pure elements) are well approximated linearly as μ ∼ (2.65x Fe + 0.5x Pd )N ± 0.3 (where N is the total number of atoms). Thus it can be partitioned into individual contributions of roughly μ Fe ∼ 2.65 and μ Pt ∼ 0.5. Due to much more limited occurrence of LS minima (in particular, LS was not observed in compounds with x Pd > 0.5), the magnetic moments of the LS compounds could not be partitioned with a similar certainty, but are consistent with μ Fe < 1.3 and μ Pt ∼ 0.5. Note that, as Figs. 3(a) and 3(d) illustrate, the LS and HS states are typically well separated whenever the LS state is clearly discernible. For other structures in our HS cluster expansion study, we use these results as a benchmark. We check the total magnetization μ of a relaxed structure and label the structure as being in a given spin state if μ agrees well with the expected value of that spin state. Such a strategy proves its effectiveness for all the considered structures. We find that the HS magnetic state has a very robust value across all the CE inputs, as illustrated in Ref. 55 .
E. Calculation of formation energies
We calculate the formation energies of Fe-Pd compounds using the pseudopotential momentum-space total energy and force formalism within the plane-augmented-wave (PAW) 27 3p electrons are considered as valence for Fe. All calculations are spin polarized. The effect of lattice vibrations is omitted. All structures are completely relaxed including shape and volume relaxation of the unit cell as well as the individual displacements of atoms within the unit cell. The relaxation is symmetry unconstrained. The accuracy of relaxation is estimated at 1 meV/atom in terms of the total energy per atom for each compound.
In Supplemental Material, 55 we demonstrate the convergence of the calculated formation energies with respect to the k mesh and energy cutoff parameters. Based on the results of this test, we use the energy cutoff as 400 eV and k mesh equivalent to at least 16 × 16 × 16 divisions of the fcc and 20 × 20 × 20 divisions of the bcc cubic unit cells. In Appendix A, we compare our pseudopotential data with all-electron linearised augmented-plane wave (LAPW) and experimental data [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] [41] [42] for pure iron and palladium as well as for some of their compounds.
The results of our first-principles calculations of the formation energies H of fcc and bcc compounds are presented in Appendix B. The energies of all locally stable inequivalent structures with four or less atoms per unit cell are included into the first input set. Additionally, all fcc and bcc Lifshitz structures, which correspond to high-symmetry k points, are considered. Since such Lifshitz structures have never been compiled together, [43] [44] [45] [46] [47] we list them in Appendices C and D. For fcc cluster expansion, we also use the energy of D0 23 structures because it has very low H . Thus the total number of the initial DFT inputs consists of 30 fcc and 23 bcc energies (including pure iron and palladium). The total pool of the DFT inputs, including the initial set and the structures added during the iterations of the cluster expansion, consists of 83 fcc and 32 bcc energies.
IV. RESULTS OF THE CLUSTER EXPANSIONS
A. Interaction energies in fcc and bcc Fe-Pd Figure 6 shows the interaction energies that characterize the calculated fcc and bcc cluster expansions. The fcc cluster expansion yields two strong and 12 weaker pair interactions, whereas the bcc cluster expansion yields five strong and six weaker pair interactions. The strong pair interactions are ordering-like (positive) in fcc but in bcc they are ordering-like (positive) for 1st, 3rd, and 5th pair and phase-separating (negative) for 2nd and 4th pairs. The same tendency is observed among the many-body interactions. Namely, in fcc, all of them, except 4B3-2 are ordering like, whereas in bcc, they are both ordering like and phase separating. Tables I and II 
B. Convergence of the cluster expansion iterations
Values of pair and many-body (MBIT) interaction parameters defining our final fcc and bcc Fe-Pd cluster expansions. The corresponding MBITs clusters are also shown. The MBIT code identifies the corresponding number of vertices and largest separation between those vertices. fcc cluster expansion, the number of new fcc locally stable predictions declines to zero after nine iterations, requiring a total of 83 input structures. In case of bcc cluster expansion, the required total numbers of iterations and input structures are five and 32, respectively.
From Table I it follows that, had we not used the "outer loop iterations" (see Fig. 4 ) and instead used just the results of the first iteration, we would have found 13 predicted ground states. However, 7 of the 13 predicted ground states are refuted by DFT and one additional structure is not locally stable in fcc. Even if we had examined the results of the first iteration by DFT and identified the seven incorrect predictions, among the remaining 13 − 7 − 1 = 5 ground states [listed under (b1) in Table I ] only two (β2 and FePd 5 ) are among the final DFT ground states [item (a) = (e7) in Table I ] and the other three (D0 23 , FePd 7 , and FePd 14 ) are false ground-state predictions, removed by subsequent iterations.
Within our methodology, the "ground-state predictions" are those structures (among all ∼2 20 checked) that are predicted as energetically sufficiently deep and statistically frequent ground states by a number of the best (with highest cross-validation scores) cluster expansions generated at each iteration step. 21 Such statistical procedure allows one to efficiently search for new ground states. However, the ground-state predictions may be different from DFT ground states even at the last iteration step. According to our criteria, such a disagreement is acceptable if it has been tested and is numerically negligible. Namely, in fcc case, two structures (Fe 3 Pd 9 and Fe 2 Pd 13 ) from the "DFT convex hull" [item (a) = (e7) in Table I ] are not present in the list of correct predictions at iteration step IT = 8 [item (b8) in Table I ]. This is because the Fe 3 Pd 9 structure is not predicted to be a ground state by any of the considered (twelve) cluster expansions. Nevertheless, its formation energy is predicted by all cluster expansions to be less than 1 meV/atom above the final DFT convex hull. Another structure Fe 2 Pd 13 is predicted to be a ground state by eleven of twelve considered cluster expansions, but in all cases, its depth with respect to the DFT final convex hull is less than 1 meV/atom. Thus, according to our criteria, it is not considered as a correct prediction for a subsequent DFT verification.
In the bcc case, one structure (FePd 8 ) from the "DFT convex hull" [item (a) = (e1) in Table II ] is not included in the list of correct predictions at iteration step IT = 4 [item (b4) in Table II ]. This is because the FePd 8 structure is predicted to be a ground state only by four of the considered (seventeen) cluster expansions (thus according to our criteria it is not considered as a correct prediction for a subsequent DFT verification). Nevertheless, even in those unfavorable thirteen cases its formation energy is predicted to be less than 1 meV/atom above the DFT final convex hull. Note that many bcc structures in the Pd-rich regions decayed into fcc ones, leaving only a small number of candidate structures to do bcc cluster expansion.
The obtained results are consistent with the predictive accuracy of fcc and bcc cluster expansions as estimated by the cross-validation scores (5 and 6.5 meV, respectively, at final iteration steps). The difference between the ground-state predictions and the DFT ground states is not crucial as we keep and update the DFT convex hull between the iteration steps (see Tables I and II) .
Note that both fcc and bcc cases follow exactly the same approach. The smaller number of inputs used for the final bcc CE is mostly due to a higher instability ratio in the bcc case. The resulting accuracies of the bcc and fcc CEs are very similar.
C. DFT convex hull
The DFT convex hull 57, 58 is composed by the structures identified among the ∼100 structures by DFT during all the outer loop iterations as confirmed ground-state predictions, which we identify as the DFT ground-state structures. These structures are presented in Fig. 7 as well as in Table I [(e7) = (a), fcc case] and in Table II [(e1) = (a), bcc case]. We distinguish four regimes summarized in Table III .
Fcc constrained ground states (in the absence of bcc competition)
Fcc Fe and FePd (L1 0 ) are the ground states only if we neglect the bcc competition. Otherwise, fcc Fe is 151.4 meV/atom less stable than bcc Fe, and FePd L1 0 is 25.4 meV/atom less stable than the phase separated mixture of bcc Fe and fcc-FePd 2 (β2) at equiatomic composition (dashed line in Fig. 7 ). This means that at T = 0, L1 0 structure is only a constrained ground state in Fe-Pd and may be observed at low temperatures only if the phase separation of fcc L1 0 into the incoherent bcc-Fe + fcc-FePd 2 mixture is kinetically frozen. At higher temperatures, L1 0 can be stabilized by the vibrational and spin excitation contributions: indeed, these contributions decrease the free energy of fcc Fe relative to that of bcc Fe, eventually reversing the fcc Fe versus bcc Fe stability; it appears likely that the energy of a general Fe-based fcc alloy would be similarly decreased relative to the bcc Fe. The absence of other fcc-restricted ground states at x Pd < 0.5 is due to a predicted martensitic fcc→bcc instabilities: all the fcc structures in this composition range that are predicted by the fcc cluster expansion to have low formation enthalpies relax without a barrier to bcc-like configurations. (Nevertheless, they do not produce bcc-restricted ground states upon relaxation, see below.) These structures are the ground states regardless of whether the bcc competition is considered. In fact, all these structures can be considered derivatives of FePd 2 (β2) obtained by substitution of some iron atoms by palladium as required by stoichiometry, and are formed by repeating a three-layer unit with two (100) layers of pure Pd followed by a single (100) mixed Fe-Pd layer. Of all these structures, only FePd 8 has a relatively commonly observed experimental prototype, Pt 8 Ti. Remarkably, the bcc-restricted ground state FePd 2 C11b (discussed in the next subsection) is also crystallographically equivalent (differing only by the value of the c/a ratio) to fcc FePd 2 (β2). Another unexpected finding is that at 75 at.% Pd, it is not the experimentally observed L1 2 that is stablest at 144201-9 (ID-619) , for which such a unit cell is too large (9 × 9 × 9 bcc cubes); see Supplemental Material 55 for explicit data involving all the ground states. For comparison, we also presented the formation energies of fcc and bcc random alloys ["random (CE)"] obtained by using the final cluster expansions. T = 0, but one of these β2-based structures, which can also be described as a superlattice formed by the Fe 3 Pd 9 sequence of (430)-oriented layers of pure Fe and Pd. This structure has a formation energy 4.9 meV/atom lower than L1 2 . Even D0 23 structure is lower in energy than L1 2 by 4.0 meV/atom. We confirmed that spin-orbit coupling does not change this 
Bcc ground states (in the absence of fcc competition)
FePd 2 C11b and (124) superlattice bcc-FePd 8 are the ground states only if we neglect fcc competition at T = 0. These structures are hardly of any practical interest, since raising the temperature should only further destabilize the bcc-based structures (by analogy with pure iron). Notably, there are no bcc ground states in the Fe-rich part of the diagram. Figure 7 shows the energies of fcc and bcc random alloys obtained from the cluster expansions. The random alloy approximates the expected behavior of the Fe-Pd system at high temperatures (cf. Sec. V A). We see that for the bcc alloy, this energy is positive and has a negative second derivative in the Fe-rich region, indicating that the existence of such alloy is thermodynamically unstable and would undergo a spinodal decomposition. Together with the above-mentioned martensitic instability of the fcc-based alloy at this composition, this indicates that it should not be possible to obtain any form of Fe-rich Fe-Pd alloy, in agreement with experiment.
Absolute bcc ground states (including fcc competition)
Bcc Fe is the only bcc structure that is the ground state regardless of whether fcc competition is considered.
D. Final cluster expansions
In Fig. 8 , we present the formation energies of all the Table I ] are deep ground states. Those structures are labeled in Fig. 8(a) . Two structures (Fe 2 Pd 7 and Fe 2 Pd 13 ) found on the DFT convex hull are shallower than 1 meV/atom ground states. One structure (Fe 3 Pd 9 ) found on the DFT convex hull is not predicted as a ground state by the cluster expansion, but its formation energy is less than 1 meV/atom higher than that of the predicted ground state at this composition. Seven additional structures (not present on the DFT convex hull) are predicted to be shallower than 1 meV/atom ground states.
The bcc ground-state structures may be classified as following. One structure FePd 2 (C11b) found on the DFT convex hull [listings (a) = (e1) in Table II ] is a deep ground state. This is one of the two structures labeled in Fig. 8(b) . The other structure FePd 8 found on the DFT convex hull is not a ground state in cluster expansion, but its formation energy is less than 1 meV/atom higher than that of the predicted ground state at this composition.
One structure FePd 4 is predicted to be a deep ground state. However, it is not present on the DFT convex hull because it is found to be bcc locally unstable [see listings (d2)-(d5) in Table II ]. This structure is also labeled in Fig. 8(b) . Two additional structures (not present on the DFT convex hull) are predicted as ground states shallower than 1 meV/atom.
All these minor conflicts between the DFT and the cluster expansion arise due to the finite (albeit small) cross-validation score of the chosen final cluster expansions, which becomes important due to the adaptive character 52 of all the obtained global ground states except FePd 2 (β2).
E. Comparison with previous Fe-Pd cluster expansions
In a series of papers Mohri et al. 31 derived a number of fcc-HS Fe-Pd cluster expansions based on different sets of first-principles formation energies. The largest set consists of L1 0 , L1 1 , L1 2 , and D0 23 . The largest cluster expansion includes two-, three-, and four-body nearest neighbors, pair next nearest neighbor as well as irregular triangle and irregular tetrahedron cluster interactions. The formation energies of all the ordered structures considered by Mohri et al. are calculated as functions of volume neglecting cell-internal and cell-shape relaxations. At any given volume, the cluster interactions are calculated using the formation energies of all considered structures at the same volume, thus making the cluster interactions to be functions of volume. At any value of composition and temperature, the functional of free energy (containing those cluster interactions and considered within the cluster-variation method) was minimized with respect to volume. Using such a functional of free energy, the transition temperatures for L1 0 -disorder transition are obtained to be 1080, 1505, and 1760 K for three considered sets of cluster interactions, respectively. The phase transition temperature was considerably decreased toward the experimental value by the use of Debye-Grüneisen model for vibrational free x Pd ΔH(T ) Short-Range Order in (100) plane 0.50 energy. It was argued that such vibrational contribution partly describes the local relaxations of atoms.
The detailed comparison and discussion of formation energies obtained in Ref. 31 and in the present study is done in Appendix A. The only common feature of the cluster interactions obtained in the present paper and in Ref. 31 is the large positive value of the nearest neighbor interaction. We attribute the difference in cluster expansions to the much larger structure pull (83 structures built iteratively) used in the present study.
V. PHASE STABILITY AT FINITE TEMPERATURES
The obtained cluster expansions are targeted to correctly reproduce the corresponding ground states. Nevertheless, the structures far from convex hulls are also included into the cluster expansion fits. So we expect that the calculated cluster expansions give a reasonable error in the description of highenergy structures as well, thus allowing one to evaluate the configurational high-temperature properties. Such theoretical predictions may be directly compared with experimental data, which are usually obtained at finite (usually high enough) temperatures. In this section, such high-temperature properties as the atomic short-range order and the heat of formation of the disordered phase are calculated on the basis of the cluster expansion for a wide compositional range.
A. Mixing enthalpies
In Fig. 9 , we present a comparison of the mixing enthalpies calculated from our fcc high-spin cluster expansion for random (completely disordered) alloy, for disordered alloy at T = 1100 K (by Monte Carlo simulations, see Fig. 10 ) and obtained experimentally 48, 49 for disordered paramagnetic state at different temperatures and compositions. Figure 9 demonstrates that the random alloy gives a good approximation for the Fe-Pd formation energy at sufficiently high temperatures. The high-spin cluster expansion does not include the phonon contribution that may be responsible for part of the difference between the experimental (at lowest available temperature) and theoretical data. The possible importance of the phonon contribution is manifested by a large difference between the two experimental curves corresponding to different temperatures (1123 and 1565 K).
The other possible reason of the difference between experimental (1123 K) and theoretical curve is that the used cluster expansion is based on ferromagnetic high-spin states whereas the measured states are paramagnetic. Nevertheless, the calculated results are noticeably within the experimental error of T = 1123 K measurements.
B. Short-range order and transition temperatures
We can now use the final fcc-HS cluster expansion to perform canonical Monte Carlo simulations 24 of the fcc alloy, allowing us to study the temperature (T ) dependence of the formation energies H and short-range order in (100) fcc reciprocal plane for a number of compositions (see Fig. 10 ). At each temperature, we use 1000 and 100 flips/site to achieve equilibrium and average the energy, respectively. In order to reduce the risk of poor convergence at low temperatures, we use progressively smaller temperature steps with temperature decrease. The sample sizes used for Monte Carlo simulation are indicated in the H (T ) plots. The purpose of using the large sample sizes is to avoid the finite-size effects on orderdisorder transition. The abrupt change in H (T ) corresponds to a phase transition. From Fig. 10 we obtain the following results, which are extrapolated into a tentative fcc-restricted phase-composition phase diagram shown in Fig. 11 .
At compositions x Pd = 0.50, the peaks at k = {1,0,0} points are obtained, reflecting the expected L1 0 ordering below the order-disorder transition temperature T ord = 450 K. Similarly, the ordering evidenced at x Pd = 0.66 by the peaks at k = {1/3,0,0} is β2, predicted by the cluster expansion at that composition, with T ord = 832 K. At an intermediate composition x Pd = 0.60, the order-disorder phase transition to β2 structure is observed at T ord = 645 K, evidenced by the well defined k = {1/3,0,0} peaks below T ord . However, below 505 K, additional k = {1,0,0} peaks appear, which 
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we interpret as a possible indication of a phase separation separation into L1 0 and β2 structures below 505 K.
At compositions x Pd = 0.75 and x Pd = 0.89, the phase transitions into Fe 3 Pd 9 (ID-4748) and FePd 8 (ID-579) structures are observed at 784 and 510 K, respectively. In both cases the dominant peak at (1/3,0,0) reflects the β2-like nature of both structures. At x Pd = 0.75, the diffuse peaks at T > T ord merge somewhat compared to the perfect (1/3,0,0) positions at T < T ord , and may look more like split (100) peaks. Since L1 2 structure at this composition would be also characterized by (100) peaks, it might appear that at x Pd 2/3, the configurational entropy has a tendency to transform β2 to L1 2 , but this tendency is not strong enough for the β2 to L1 2 order-order transition to occur. However, such a tendency would be highly speculative, since, generally, the diffuse shortrange order (SRO) peaks do not necessarily appear at the same positions as the long-range order (LRO) ordering vectors. 
(meV/atom) of the DFT input structures at x Pd < 0.75 used for the Fe-Pd fcc cluster expansion. "ID" corresponds to the index in our structural database ( file), "PR" means prototype, "Superlattice notation" describes orientation (hkl) and stoicheometry of layers when the structure is a superlattice ("None" means nonsuperlattice), "IT" denotes the outer loop iteration number when the structure is first predicted to be a possible ground state, symbols "*" in IT column denote the final DFT fcc ground states, and A1 means fcc HS.
ID
Stoich. 
C. Phase identity: theory versus experiment
All the low-temperature phases obtained via the simulated annealing in these Monte Carlo studies are in agreement with our fcc DFT ground states at the corresponding compositions. Such a result must be expected due to the use of the fcc cluster expansion.
At x Pd = 0.50, the simulated L1 0 type of ordering and (100) peak above the phase transition both are in qualitative accordance with corresponding experimental data on the orderdisorder transition 5 and diffuse scattering from substitutionally disordered monocrystal. 51 However. the obtained transition temperature 450 K is considerably lower than the experimental ∼970 K. A similar underestimated transition temperature was also found by the Monte Carlo simulation using the interaction parameters obtained from the experimental data on the diffuse scattering in Ref. 50 .
Because our simulation uses only the fcc cluster expansion, the bcc phase is absent in Fig. 11 . However, the experimental 144201-15 observation of a bcc→fcc transition in iron suggests that the phonon and/or magnetic entropy contributions raise the free energy of bcc Fe with respect to fcc Fe. If the same tendency keeps for Fe-rich compounds, one would expect that L1 0 becomes stable at higher T , and the bcc-Fe+FePd 2 (β2) twophase field predicted here is replaced by bcc-Fe+FePd(L1 0 ), as indicated in the experimental phase diagram. The comparatively low L1 0 /disorder transition temperature obtained by fcc Monte Carlo simulation may be also attributed to phonon and/or magnetic entropy contributions not included into simulation. At x Pd 2/3, β2, and β2-like structures are observed in simulation patterns at both high and low temperatures (below order-disorder transition), whereas the experimentally observed structure is L1 2 .
5 Moreover, the temperature T ord = 832 K obtained in the simulation at x Pd = 2/3 is considerably lower than the experimental T ord = 1093 K. In order to confirm that there is no likelihood that the β2-like Fe 3 Pd 9 (ID-4748) structure, identified here as the T = 0 DFT ground state, could have been experimentally misinterpreted as L1 2 , we perform a simulation of diffractograms for the ab initio fully relaxed L1 2 and ID-4748 structures (see Fig. 12 ). The simulated L1 2 pattern compares well with the corresponding experimental diffractograms presented in Ref. 8 . Figure 12 demonstrates that both FePd 3 (L1 2 ) and It is possible that the DFT-predicted tendency for β2 ordering could be detected at higher temperatures in diffuse scattering experiments. Unfortunately, we can not find experimental measurements of the diffuse scattering from substitutionally disordered single crystal at these compositions to compare with our results.
VI. CONCLUSIONS
In this paper, we perform a first-principles mixed-basis cluster expansion for fcc and bcc Fe-Pd alloys. The leading pair and many-body interactions controlling energetic and thermodynamic phase stability in this system are distilled via genetic algorithm selection. The input set of ∼100 structures is altered iteratively in order to obtain a self-consistent solution to the cluster expansion representation. Structures are relaxed without symmetry constraints as fcc-based compounds often revert to bcc/bct-like structures upon relaxation and vice versa. We use the structural and magnetic "filters," determining whether a fully relaxed structure is of fcc/bcc and high-/low-spin types for use it in the corresponding cluster expansion. Our cluster expansions demonstrate the following features.
In the Fe-rich composition range (see Fig. 7 ), a fcc-only cluster expansion reveals a single (except fcc Fe) ground state L1 0 , whereas a bcc-only cluster expansion reveals no ground states (except bcc Fe). However, L1 0 structure is higher in energy than the phase separation into bcc Fe/fcc FePd 2 (β2). If such (incoherent) phase separation were kinetically slow, fcc L1 0 would be observed at low temperatures. At higher temperatures, the experimental observation of bcc→fcc transition of iron suggests the increase of bcc-Fe free energy over fcc Fe due to the phonon and/or magnetic entropy contributions. If the same tendency keeps for Fe-rich compounds, the transformation from ground phase separation bcc Fe/FePd 2 (β2) into bcc Fe/FePd(L1 0 ) is expected with increase of temperature at x Pd 0.50 in accordance with the experimental phase diagram. The comparatively low L1 0 /disorder transition temperature obtained by fcc Monte Carlo simulation (see Fig. 11 ) may be also attributed to phonon and/or magnetic entropy contributions not included into simulation. We further find that the bcc random alloy 
mixing enthalpy is positive and has negative second derivative in this composition range, indicating a tendency to spinodal decomposition. Thus bcc structures are not expected to appear in Fe-rich composition range even at moderate temperatures.
In the Pd-rich composition range (see Fig. 7 (β2) obtained by substitution of some iron atoms by palladium in order to account for a different stoichiometry. [The bcconly ground state FePd 2 (C11b) is also crystallographically equivalent (differing only by the value of the c/a ratio) to fcc FePd 2 (β2).] We find that the L1 2 fcc structure detected experimentally for FePd 3 at higher temperatures is not a T = 0 ground state, since the energy of newly discovered Fe 3 Pd 9 fcc structure is lower by ∼5 meV/atom than that of L1 2 . The fcc Monte Carlo simulation does not reveal the secondary phase transitions from β2-like structures into L1 2 (see Fig. 11 ). All β2-like structures transform directly into the disordered state at temperatures that are lower than those measured experimentally for L1 2 /disorder transitions. However, the simulated transition temperatures are high enough Pearson cF32 cF4 tI8
Probability x+ x+ x+ x+ distribution 1 8 η X [exp(ik X 1 R)+ 1 4 η X exp(ik X 1 R)+ 1 4 η X exp(ik X 1 R)+ 1 8 
for an experimental stabilization of these structures to be possible. We consider our determination of ground states results as robust within the utilized DFT-GGA framework. The general DFT tendency to β2-like structures at x Pd 2/3 eliminates the possibility of DFT error for just some structures. Besides, the energy difference between L1 2 and the DFT ground state of the same stoichiometry is more than the estimated error of our DFT calculations. Note that similarly to Fe-Pd, the deep β2 ground state has been obtained in Cu-Au, 53 Fe-Pt (ferromagnetic), 7 and Co-Pt 54 from first principles despite the experimentally observed L1 2 in these alloys at finite temperatures. At finite temperatures, the free-energy contributions from configurational (substitutional), phonon, and magnetic excitations may stabilize structures that are different from T = 0 ground states. The configurational entropy is already included in the Monte Carlo simulation. So we suggest that phonons and magnetic disorder are responsible for the experimentally observed L1 2 structure at finite temperatures. An additional study of such effects is thus highly desirable. 
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APPENDIX A: PSEUDOPOTENTIAL VERSUS ALL-ELECTRON
A verification of the systematic error associated with the use of pseudopotentials rather than all-electron (FLAPW) is done in Tables IV and V for pure iron and palladium as well as for some of their compounds. We conclude the following. Table IV ).
In case of L1 2 Fe 3 Pd and L1 0 FePd compounds (see Table V ), the pseudopotential formation energies differ considerably from those calculated within LAPW by Mohri et al. 31 It is possible that such a difference is caused by insufficient k mesh and energy cutoff parameters used in Ref. 31 η N (6) Atomic P 1 (000) P 1 (000),P 2 (110) P 1 (000) P 1 (000),P 1 (120) P 1 (000),P 1 (110),P 2 (
1 2 ) positions P 2 (100) P 2 (010),P 2 (120) P 2 (001) P 1 (010),P 2 (110) P 1 (101),P 1 (011),P 2 (
) in the unit cell P 3 ( and 11 meV/atom for Fe(fcc-LS), L1 2 (Fe 3 Ni), L1 0 (FeNi), L1 1 (FeNi), and L1 2 (FeNi 3 ), respectively. In Table V , we also include the experimental data for high-temperature formation energies. In case of L1 2 Fe 3 Pd and L1 0 FePd compounds, the pseudopotential formation energies differ considerably from those obtained experimentally. Such a big difference is attributed to that the measurements were done for the disordered high-temperature state, whereas pseudopotential data correspond to the completely ordered states. The difference is substantially diminished when instead of completely ordered states, we consider the random phase using cluster expansion (see Sec. III E).
APPENDIX B: DFT INPUT DATA FOR Fe-Pd CLUSTER EXPANSIONS
Tables VI-VIII list the formation energies of all fully relaxed fcc and bcc DFT inputs for corresponding cluster expansions in Fe-Pd. Both DFT and fitted cluster expansion formation energies are listed.
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