Abstract-An enhancement of the space mapping (SM) surrogate model through support vector regression is presented. This technique uses a standard SM model (trend function) and support vector regression to model the residuals between the fine model and the standard model. The latter is implemented as a additive output SM term. The proposed methodology offers efficient utilization of the available fine model data (not possible in the standard SM modeling) and accuracy comparable or better than the recently published modeling techniques combining SM with radial basis functions and fuzzy systems. Examples demonstrate the robustness of our approach.
I. INTRODUCTION
Accurate and computationally efficient models of microwave components and devices are crucial in many areas such as signal processing, wireless communication and biomedical engineering. Full-wave EM simulations of microwave structures offer high accuracy at the cost of CPU effort, which is undesirable from the point of view of direct statistical analysis and design. The space mapping (SM) concept [1] - [4] addresses this issue. Space mapping assumes the existence of "fine" and "coarse" models. The "fine" model may be a high fidelity CPU-intensive EM simulator. The "coarse" model can be a simplified representation such as an equivalent circuit with empirical formulas. SM modeling [5] - [9] and neuro-space-mapping modeling [4] , [10] , [11] exploit the speed of the coarse model and the accuracy of the fine model to develop fast, accurate enhanced models (surrogates) valid over a wide range of parameter values.
The standard SM modeling [6] sets up the surrogate model using a small amount of fine-model data with extraction of the model parameters performed over the whole set of this data. This methodology is simple and gives reasonable accuracy, which, however, may not be sufficient for some applications.
SM modeling with variable weight coefficients [7] provides better modeling accuracy, however, at the expense of some computational overhead related to a separate parameter extraction required for each evaluation of the surrogate model. This limits potential applications of the method.
SM modeling enhanced by radial basis function interpolation [8] and SM modeling with fuzzy systems [9] give modeling accuracy comparable with [7] without compromising computational cost. Unfortunately, the problem of determining the interpolation coefficients in [8] may be ill-conditioned and the method may be very sensitive to some control parameters. Model [9] , on the other hand, may not be differentiable, which makes it difficult to optimize and hence not suitable for some applications. Also, model [9] works well if the base set is a rectangular grid; otherwise its performance may be degraded.
In this paper, we present other approach that uses standard space mapping enhanced by support vector regression (SVR) [12] . SVR is implemented as an additive output SM term that models the differences between the fine and standard SM model responses at the base points. SVR is characterized by good generalization capability [13] and easy training through quadratic programming resulting in a global optimum for the model parameters [14] . We demonstrate that the accuracy of the new surrogate model is competitive with the accuracy of previously published SM modeling approaches as well as the direct support vector regression of the fine model data. II (1) where
In this section, we compare the modeling accuracy for the standard SM modeling methodology [6] (SM-Standard), SM modeling with variable weight coefficients [7] (SM-VWC), SM with radial basis function interpolation [8] (SM-RBF), the SM with fuzzy systems [9] (SM-Fuzzy) and the combination of SM with SVR described in Section 11 (SM-SVR). In our comparison we also include direct approximation of the fine model data using SVR.
A. Test Problem Description
Problem 1: Microstrip right-angle bend [5] . The fine model, Fig. l(a) , is analyzed by Sonnet's em [16] . The coarse model is an equivalent circuit shown in Fig. 1 The scaling parameter c as well as parameters C j and E are adjusted to minimize the generalization error calculated using a cross-validation method and exponential grid search.
The overall surrogate model is defined as follows (8) Similarly as in the case of combining space mapping with radial basis functions [8] and fuzzy systems [9] , the surrogate model (8) ensures good accuracy and, at the same time, computational efficiency almost the same as the underlying coarse model. Model parameters are determined as a convex optimization problem, which result in a unique global optimum, which is in contrast to [8] where the problem of obtaining model parameters may be ill-conditioned. Also, the support vector regression function is smooth, which may not be the case for modeling with fuzzy systems [9] .
Ill. EXAMPLES 
A variety of SM surrogate models is available [1 ] - [4] . The model often used in practice (e.g., [6] ) employs both input and output SM, i.e., Rs(x,p) 
=Rs(x,A,B,c)=A.Rc(B·x+c). It
is often enhanced by a frequency SM [6] . More general SM models can be found, e.g., in [2] . 
Approximation of R k is implemented using so-called support vector regression [12] . This technique is a variant of the support vector machines methodology developed by Vapnik [15] , which was originally applied to solve classification problems. Support vector regression is gaining popularity in the microwave engineering area (e.g., [13] ). In the case of linear regression, we want to approximate a given set of data, in our case, the data pairs
The optimal regression function is given by the minimum of the functional [12] <1>/W,;)=~IIWjW+Cjt(;;i+;;;) (3) where C j is a user-defined value, and~.t and~.i-are slack variables representing upper and lower constraints on the output of the system. The typical cost function used in support vector regression is the so-called E-insensitive loss function 
The value of C j determines the trade-off between the flatness ofjj and the amount up to which deviations larger than E are tolerated [12] .
In this paper, we use nonlinear regression employing the In this paper we use Gaussian kernels of the form
where A= A(b:N)-used here as an normalization factor-is a so-called characteristic distance of the base set defined as [7] 2 n
A(d,N)=-l/n I8;
nN ;=1 
B. Experimental Setup
For both test problems we perfonned a number of experiments using models: SM-Standard, SM-YWC, SM-RBF, SM-Fuzzy, SM-SYR, and direct support vector regression. Table I The results show that the new SM-SYR model provides modeling accuracy comparable or better than the best space mapping models known so far, i.e., SM-RBF and SM-Fuzzy. It should also be emphasized that the SM-SYR model does not have drawbacks of the SM-YWC, the SM-RBF and the SMFuzzy models, which were mentioned in the introduction. Its computational complexity is similar to the SM-RBF and the SM-Fuzzy models. Altogether, SM-SVR seems to be an attractive alternative to the existing space mapping modeling approaches. FigA. Test problem 1: error plots for the SM-Standard (a) and SM-SVR (b) surrogate models with base set X B3 (30 test points).
IV. CONCLUSION A new SM-based modeling methodology is presented which combines the standard space mapping with support vector regression. This method not only provides modeling accuracy competitive with recently published space mapping models enhanced by radial basis functions and fuzzy systems, but also overcomes some of the drawbacks of these techniques.
