Abstract. Let (Xt) be a discrete time Markov chain on a general state space. It is well-known [26, 20, 31] that if (Xt) is aperiodic and satisfies a drift and minorization condition, then it converges to its stationary distribution π at an exponential rate. We consider the problem of computing upper bounds for the distance from stationarity in terms of the drift and minorization data.
1. Introduction 1.1. Overview. This paper considers the problem of computing bounds for the exponential convergence of discrete time Markov chains on general state spaces. The problem arises in Markov chain Monte Carlo estimation (MCMC), in which one takes an approximate sample from a computationally intractable probability distribution π by devising a Markov chain with π as its stationary distribution and then running the chain until it has mixed. Given a Markov transition kernel P (x, dy) on the state space X with stationary distribution π, we aim to prove an explicit bound of the form
for all x ∈ X and all integers t ≥ 0,
where F (x, t) is a polynomial in t and ρ < 1. The notation P t (x, ·) is the law of the Markov chain started from x after t steps, and the total variation distance between two probability measures µ, µ on X is defined by µ − µ TV = sup S⊂X |µ(S) − µ (S)|.
(Here and throughout the paper, we restrict our attention to measurable subsets of X .) A Markov chain satisfying (1) is called geometrically ergodic.
One of the most widely used techniques both to prove geometric ergodicity and to obtain formulas for F, ρ is the method of drift and minorization. As we discuss in Section 1.3, this method works by constructing a strong random time for the Markov chain. Recall [25] that a randomized stopping time for a discrete time Markov chain (X t ) t≥0 is a random time T such that for each n ≥ 0, the event {T = n} is allowed to depend on the history (X 0 , . . . , X n ) and additional randomness that plays no role in the trajectory of the chain after time n. In other words, given (X 0 , . . . , X n ), the event {T = n} and the future trajectory (X n+1 , X n+2 , . . .) must be conditionally independent. Definition 1.1. Let (X t ) be a discrete time Markov chain on the state space X , and fix a probability measure ν on X . A strong random time for (X t ) with measure ν is a randomized stopping time T such that for every probability measure µ on X , P µ (X n ∈ S | T = n) = ν(S) for all n ≥ 0, S ⊂ X . (By P µ we mean the probability for the chain (X t ) started from X 0 ∼ µ. We follow the convention that an equality of this form is trivially satisfied when the event being conditioned on has measure zero.)
The main theoretical result in this paper, Theorem 1.2, says that a strong random time T for a reversible Markov chain with nonnegative eigenvalues directly controls its distance from stationarity. When the tail of the law of T decays exponentially, the chain must converge at the same exponential rate (or faster). Many chains used in MCMC estimation are reversible, including Metropolis-Hastings chains and random scan Gibbs samplers [31] . Often the eigenvalues are automatically nonnegative; if not, one can make them so by passing to a lazy version of the chain.
We use Theorem 1.2 to provide formulas for F, ρ in (1) for reversible Markov chains with nonnegative eigenvalues that satisfy a drift and minorization condition. These formulas are given in Theorem 1.8. Theorem 4.1 states the analogous bounds for V -norm convergence, which is stronger than convergence in total variation. For convenience, the statement of Theorem 4.1 puts in one place all the steps to extract explicit convergence bounds in both total variation and V -norm from the drift and minorization data. In Section 5 we show that Theorems 1.8 and 4.1 yield better numerical bounds than formulas of [33, 4] when applied to an example.
For the experienced reader, here is a brief comparison between our method and other approaches to the same problem. We assume that the Markov chain has a univariate rather than bivariate drift function, and we allow the small set to violate conditions like [31, Proposition 11] under which a bivariate drift function could easily be constructed. In this situation, Baxendale [4] has shown that the extra assumption of reversibility with nonnegative eigenvalues leads to substantially better convergence bounds. We derive this result as a corollary of Theorem 1.2. While the proof in [4] requires a small set with 1-step minorization, our probabilistic approach just as easily handles the general case of m-step minorization with m > 1. In addition, our bounds are somewhat sharper than those of [4] in the case m = 1 where both results apply. See the discussion in Section 1.4.
The rest of Section 1 is organized as follows. Sections 1.2-1.3 state our main theorems on L 2 and total variation convergence. Section 1.4 describes related work. Sections 1.5-1.6 discuss the broader context surrounding our results. Finally, Section 1.7 outlines the remainder of the paper.
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1.2.
Convergence from strong random times. We first introduce some standard notation. For background, see [29] (and [30] regarding the space L 2 (π)). A Markov transition kernel P (x, dy) on X acts on functions f and measures µ respectively by
A stationary distribution for P is a probability measure π such that πP = π. If µ is a measure on X and f is a function on X , we write
Let π be a probability measure on X and consider the space L 2 (π) of real-valued functions on X having finite norm with respect to the inner product
The Markov chain (X t ) is reversible with respect to π if its transition kernel P (x, dy) has the property that π(dx)P (x, dy) = π(dy)P (y, dx) as measures on X × X . This implies that πP = π. If we consider P as an operator on L 2 (π) by f → P f , then (X t ) is reversible if and only if P is self-adjoint. In that case, the L 2 (π) spectrum of P is a subset of the interval [−1, 1]. We say that P (and (X t )) have nonnegative eigenvalues if the spectrum is a subset of [0, 1].
The L 2 (π) distance between two probability measures µ, µ on X is defined as the L 2 (π) norm of the Radon-Nikodym derivative of µ − µ with respect to π, if µ − µ is absolutely continuous with respect to π, and +∞ otherwise:
It is not hard to show that
Let (X t ) be a Markov chain on X with transition kernel P . Assume that (X t ) is reversible with respect to the probability measure π and that it has nonnegative eigenvalues. Suppose that T is a strong random time for (X t ) with measure ν such that P ν (T ≥ 1) = 1 and E ν [T ] < ∞. Also assume that P µ (T < ∞) = 1 for all probability measures µ on X . Then π is the unique stationary distribution for (X t ), and for all t ≥ 0,
In this way, the distance from stationarity is controlled by the law of T . An exponential bound P ν (T > t) ≤ Aρ t implies that P t (ν, ·) − π L 2 (π) ≤ A ρ t , where the leading constant changes but the exponential rate is the same. Theorem 1.2 holds only when the Markov chain is started from the measure ν of the strong random time. Using an easy coupling argument, we can bound the total variation distance from stationarity for the chain started from any state x ∈ X in terms of P ν (T > t) and P x (T > t). Below we give the result when these tail probabilities decay exponentially. For r ∈ R we use the notation r + = r ∨ 0. Theorem 1.3. Under the assumptions of Theorem 1.2, fix x ∈ X and suppose that there are constants A(ν), A(x) < ∞ and ρ < 1 such that P ν (T > t) ≤ A(ν)ρ t and P x (T > t) ≤ A(x)ρ t for all t ≥ 0. Then
where F (x, t) is defined by setting
and then letting
We observe that F (x, t) is linear in t and that the exponential rate ρ is the same as the decay rate of the law of T .
Drift and minorization.
A Markov chain satisfies a drift and minorization condition if it has a drift function with respect to a small set. Definition 1.4. Let (X t ) be a Markov chain on X with transition kernel P . A drift function (or Foster-Lyapunov function) for (X t ) with respect to a subset C ⊂ X is a function V : X → [1, ∞) together with constants λ < 1 and K < ∞ such that
Definition 1.5. Let (X t ) be a Markov chain on X with transition kernel P . The subset C ⊂ X is a small set for (X t ) if there are an integer m ≥ 1, a constant ε > 0, and a probability measure ν on X such that
In this case, we say that C has m-step minorization.
Let C be a small set for (X t ). For any initial measure X 0 ∼ µ, the following algorithm defines the joint law P µ of the chain (X t ) and a strong random time T with measure ν. Algorithm 1.6. Construction of the strong random time T .
1. Start with X 0 ∼ µ and n = 0. 2. While X n / ∈ C: 2a. Sample X n+1 ∼ P (X n , ·) and replace n with n + 1. End While 3. Flip a coin with heads probability ε and tails probability 1 − ε. 4. If coin shows heads, sample X n+m ∼ ν and set T = n + m. 5. If coin shows tails, sample X n+m from the remainder distribution
. . , X n+m−1 ) from the correct conditional distribution given X n and X n+m . 7. Replace n with n + m. 8. If coin showed tails, return to step 2.
9. Sample the rest of the chain (X n+1 , X n+2 , . . .) from the correct conditional distribution given X n . If the entire chain (X 0 , X 1 , . . .) is sampled without ever reaching step 4, set T = ∞.
In this algorithm, it is evident that the chain (X t ) has the right law and that T is a randomized stopping time for (X t ). As well, the event {T = n} is the same as the event that a coin was flipped at time n − m and showed heads. The conditional law of X n given this event is ν. Hence T is a strong random time for (X t ) with measure ν.
1
So far, we have constructed T using only that C is a small set. A drift function for (X t ) with respect to C ensures that the chain will visit C frequently, giving many chances for the coin to show heads and thereby bounding the law of T . Theorem 1.7. Suppose that the Markov chain (X t ) on X has a drift function with respect to a small set C. Let V (x), λ < 1, K < ∞ be the data associated with the drift function, and let ν, m ≥ 1, ε > 0 be the data associated with the small set. Construct the strong random time T with measure ν using Algorithm 1.6. Then P µ (T < ∞) = 1 for all probability measures µ on X . If µ(V ) < ∞, then
where the formulas for ρ, r are as follows. If ε = 1, then set ρ = λ and r = 1. If ε < 1, then set
We have ρ < 1. In addition, the measure ν satisfies ν(V ) ≤ B − (1 − ε) ε no matter whether ε = 1 or ε < 1. Theorem 1.7 shows that the tail probabilities of T decay exponentially. This is exactly what is needed to apply Theorems 1.2 and 1.3. We arrive at an explicit form of (1) when the chain (X t ) is reversible with nonnegative eigenvalues and satisfies a drift and minorization condition. Theorem 1.8. Let (X t ) be a Markov chain on X with transition kernel P . Assume that (X t ) is reversible with respect to the probability measure π and that it has nonnegative eigenvalues. Also assume that (X t ) has a drift function with respect to 1 To be fully rigorous, we could show that for any probability space Ω with a random variable X = (X 0 , X 1 , . . .) and a collection of measures {Pµ} describing the law of (Xt) started from X 0 ∼ µ, there is a probability space Ω with a projection map p : Ω → Ω and a random variable T along with a collection of measures {Pµ}, such that the push-forward of each Pµ by p is Pµ and the joint law of X • p and T under each Pµ is as described in Algorithm 1.6. This technical construction is carried out in [14] .
a small set C ⊂ X . Let V (x), λ < 1, K < ∞ be the data associated with the drift function, and let ν, m ≥ 1, ε > 0 be the data associated with the small set. Then
where ρ < 1 and F (x, t) (which is linear in t) are defined by the following recipe. 1. Define B as in (4).
2. If ε = 1, then set ρ = λ and r = 1.
3. If ε < 1, then define ρ as in (5) and r as in (6).
Define the constant A(ν) and the function A(x) by
Proof. Apply Theorem 1.7 followed by Theorem 1.3.
Theorem 4.1 strengthens Theorem 1.8 to a bound of the form
where V is the drift function from Definition 1.4 and the value of ρ is the same as in Theorem 1.8. The V -norm distance between two probability measures µ, µ on X is defined to be
Note that since V ≥ 1, we have
Related work.
In the case m = 1, the decay rate ρ of the law of T was identified by Roberts and Tweedie [32] (who use the notation β RT = ρ −1 ). Theorem 4.1(i) of [32] is equivalent to a bound of the form
Theorem 1.7 slightly improves this result by removing the factor of t and generalizing to the case m > 1.
The most important feature of Theorem 1.8 and its V -norm version, Theorem 4.1, is that the exponential rate ρ is the same as the decay rate in Theorem 1.7. As we will see in Section 1.6, this conclusion can only be drawn for reversible Markov chains with nonnegative eigenvalues and does not hold in general. Baxendale [4] was the first to observe this consequence of reversibility.
2 In the case m = 1, Theorem 4.1 is very similar to [4, Theorem 1.3]: both theorems have the same hypotheses, and both prove V -norm convergence of the chain with the same exponential rate ρ.
We will see in Section 5 that Theorem 4.1 yields better numerical bounds than [4, Theorem 1.3] . Indeed, in the regime ρ > λ, Theorem 4.1 proves a bound (7) where G(x, t) is linear in t, while [4, Theorem 1.3] is equivalent to (7) with G(x, t) cubic in t.
The method of proof in [4] uses analytic properties of generating functions for renewal sequences. In principle the argument could be extended to the case m > 1, but the resulting bound on the exponential convergence rate of the chain would be worse than the rate ρ from Theorem 1.7. Intuitively, this is because the law of T might introduce artificial periodicity. Our approach using Theorem 1.2 is probabilistic and puts all cases m ≥ 1 on the same footing.
1.5. Types of random times. Strong random times first appeared in the pioneering work of Athreya and Ney [3] . They carried out Algorithm 1.6 in the case m = 1 for a Harris recurrent and strongly aperiodic Markov chain (X t ) with stationary distribution π. (We define strong aperiodicity in Section 1.6.) Using the strong random time T , they applied standard techniques of discrete renewal theory to show that (X t ) converges to π in total variation. Independently, Nummelin [24, 25] found an equivalent formulation of the same argument.
The term "strong random time" was coined by Miclo [22] in analogy with strong stationary times. A strong stationary time for the chain (X t ) is a strong random time whose measure ν is the stationary distribution of (X t ). Strong stationary times were introduced by Aldous and Diaconis [1, 2] , who noted the connection with [3, 24, 25] . They are now a well-established approach to bound the mixing time of finite Markov chains (see [17, Ch. 6] and [27] ).
When m = 1, but not in general when m > 1, the strong random time T from Algorithm 1.6 is in fact a regeneration time for (X t ). Definition 1.9. Let (X t ) be a Markov chain on X . A regeneration time for (X t ) with measure ν is a randomized stopping time T such that for every initial measure µ on X ,
Conditioned on T = n, the future trajectory (X n , X n+1 , . . .) has the law of the chain started from ν and is conditionally independent of the history (X 0 , . . . , X n−1 ). For this reason we say that the chain regenerates at time T .
Given a regeneration time T , one can split the sample path (X 0 , X 1 , . . .) into an initial part (X 0 , . . . , X T −1 ) followed by a sequence of i.i.d. tours between successive regenerations. This is useful for proving limit theorems about ergodic averages [31, 6] . As pointed out by [6] , the full strength of Definition 1.9 is required for the tours to be independent. When T is a strong random time that is not a regeneration time, the sequence of tours is 1-dependent. (See [20, Theorem 17.3 .1] for a proof when T is defined by Algorithm 1.6 with m > 1, and [14, Proposition 3.7] for the general case).
1.6. Non-reversible chains. In this subsection we discuss variants of Theorem 1.8 that do not require the Markov chain (X t ) to be reversible. For more background on the convergence theory of general state space Markov chains, we refer the reader to the detailed development in [20] .
Nummelin and Tuominen [26] showed that an aperiodic Markov chain satisfying a drift and minorization condition must be geometrically ergodic. Meyn and Tweedie [21] obtained the first quantitative version of this result, with explicit formulas for G, ρ in (7). They assume that the Markov chain is strongly aperiodic: the small set C has 1-step minorization (that is, m = 1) and the measure ν satisfies ν(C) ≥ β/ε for some constant β > 0. This assumption immediately implies that P ν (T = 1) ≥ β. Subsequent work of Baxendale [4] improved the bound of [21] . (In Section 1.4 we discussed [4, Theorem 1.3] for reversible chains; here we consider [4, Theorem 1.1], which does not require reversibility.) Most recently, Bednorz [5] has sharpened the proof of [4, Theorem 1.1], yielding convergence bounds which are tighter but difficult to compute unless the value of π(C) is known exactly.
For the example considered in Section 5, we will see that the numerical bound provided by [4, Theorem 1.1] is extremely conservative. Here we explain why this must be the case. Our explanation is adapted from the similar discussion in [4, Section 3.1]. Suppose that the Markov chain (X t ) with stationary distribution π satisfies a drift and minorization condition and is strongly aperiodic. What can we conclude about the convergence rate solely from the drift and minorization data and the aperiodicity parameter β? Below, we give an example where the minorization is well-behaved (m = 1, ε = 1, β = 1 2 ) and the drift function is bounded (sup x∈X V (x) ≤ 3) with a drift rate λ that can be chosen arbitrarily close to 1. Theorem 1.7 implies that P µ (T > t) ≤ 3λ t for every initial measure µ. On the other hand, the Markov chain converges much more slowly: if ρ TV is the optimal rate in (1), then 1 − ρ TV is proportional to (1 − λ) 3 as λ 1. Thus, any analogue to Theorem 1.8 in which the assumption of reversibility is removed, as in [21, 4, 5] , must have a significantly worse upper bound on the rate of convergence.
The example is the nearly periodic chain on X = Z/N Z with transition matrix
We set C = {0} and use the drift function V (j) = (1 − The following heuristic argument shows that the Markov chain should take order N 3 steps to mix. Imagine a random walker moving around the circle Z/N Z according to P . Every time it reaches zero, it pauses for a random number of time steps before continuing around. The amount of time that the walker pauses at zero is a geometric random variable with parameter 1 2 . In order for P t (x, ·) − π TV to be small, the total amount of time paused at zero (which is essentially a sum of independent Geometric( 1 2 ) random variables) must have standard deviation of at least order N . This will not happen until the random walker has taken order N 2 trips around the circle, so t must be of order N 3 . A computation in [4, Section 3.1] confirms this argument by verifying that 1 − ρ TV is proportional to 1/N 3 . An alternative to the approach of [21, 4, 5] is the bivariate drift method developed by Rosenthal [33] . See [35, 31] for an exposition of this technique and [10] for a more flexible and powerful version. To use the method, one finds a small set C and a socalled bivariate drift function with respect to C. Several papers [33, 34, 15, 16, 19] have followed this procedure to prove useful convergence bounds for Markov chains of practical significance in MCMC. In Section 5 we compare the bivariate drift method against Theorem 1.8 using an example treated in [33] , which is reversible with nonnegative eigenvalues. We find that Theorem 1.8 gives a tighter convergence bound. For more details on the relationship between univariate drift functions (as in Definition 1.4) and bivariate drift functions, see the discussion in [14, Ch. 2] .
We finish by briefly mentioning Markov chains whose convergence rate is polynomial rather than exponential. In this setting, the assumption of reversibility with nonnegative eigenvalues does not seem to improve the convergence bounds.
Rather, Theorem 1.2 is outperformed by [13, Theorem 3.4 ], which does not require reversibility. See [11, 8, 9] for more about chains with subexponential convergence rates. [33] and compares the resulting numerical bounds against those of [33, 4] .
Proofs for strong random times
In this section we prove Theorems 1.2-1.3, which underlie the bounds in Theorems 1.8 and 4.1. Lemma 2.2 below contains the core of the argument.
We begin by identifying the stationary distribution of the Markov chain.
Lemma 2.1. Let (X t ) be a Markov chain on X with transition kernel P . Suppose that T is a strong random time for (X t ) with measure ν satisfying the conditions of Theorem 1.2:
< ∞, and P µ (T < ∞) = 1 for all probability measures µ on X . Then (X t ) has unique stationary distribution π given by
In fact, the proof below goes through even if we replace the condition P µ (X n ∈ S | T = n) = ν(S) with the weaker condition P µ (X T ∈ S) = ν(S).
Proof. First we show that the given π is stationary. We observe that
Since T is a randomized stopping time for (X t ), the event {T > n} is conditionally independent of X n+1 given (X 0 , . . . , X n ). Hence for any S ⊂ X we have
and therefore
It follows that
Because T is a strong random time with measure ν, we know that
Thus,
To prove uniqueness, suppose for contradiction that π 1 and π 2 are two different stationary distributions for (X t ). Then, using the Hahn decomposition theorem [7] , we can partition X into disjoint subsets X = X + X − such that π 1 − π 2 is a positive measure on X + and a negative measure on X − . Since π 1 and π 2 are different, (π 1 − π 2 )(X + ) = (π 2 − π 1 )(X − ) > 0. Define the probability measures µ 1 , µ 2 on X by
Then µ 1 and µ 2 are also stationary distributions for (X t ), by the following argument. Since π 1 − π 2 is an invariant measure for (X t ),
Hence the inequality in the middle is actually equality, and we have
From (8) it follows that 0 =
Given S ⊂ X , write S + = S ∩ X + . Using that π 1 − π 2 is an invariant measure for (X t ), followed by (9), we compute
We also have by (10) that
and we conclude that
This proves that µ 1 is stationary, and the argument for µ 2 is the same.
Since T is almost surely finite started from µ 1 ,
However,
Thus ν(X − ) = 0, and by parallel reasoning ν(X + ) = 0 as well. This is impossible since ν(X ) = 1. Therefore, the stationary distribution π is unique.
We will prove Theorem 1.2 by finding a function f ≥ 0 on X such that the sequence E ν [f (X t )] controls the convergence of P t (ν, ·) to π in L 2 (π) distance. Using that (X t ) is reversible with nonnegative eigenvalues, we will show that:
] is nonincreasing and converges to 1.
Given these properties, Theorem 1.2 is an immediate consequence of the following lemma, which does not require reversibility and is proved via summation by parts. Lemma 2.2. Let T be a strong random time with measure ν for the Markov chain (X t ) on X . Assume that P ν (T ≥ 1) = 1 and E ν [T ] < ∞. Let f ≥ 0 be a function on X such that each E ν [f (X t )] < ∞ and the sequence E ν [f (X t )] is nonincreasing in t. Denote the limit of the sequence by E ν [f (X ∞ )]. Then for all t ≥ 0,
Proof. Fix a positive integer n. Since T is a strong random time with measure ν,
Apply summation by parts to obtain
E ν [f (X n ), T ≤ n] = E ν [f (X n−1 )] − E ν [f (X 0 )] P ν (T > n) + n−1 j=1 E ν [f (X j−1 )] − E ν [f (X j )] P ν (T > n − j).
Rearranging this equation, we have
Fix t ≥ 0. Summing (11) from n = t + 1 to ∞, the left side is
which is greater than or equal to
The right side of the sum of (11) from n = t + 1 to ∞ is
Hence,
Proof of Theorem 1.2. Since the operator P on L 2 (π) is self-adjoint and its spectrum is a subset of [0, 1], we have for each f ∈ L 2 (π) that the sequence P t f, f π is nonnegative and nonincreasing. This can be seen by writing
where ψ f is the spectral measure associated with f [28, Section VII.2]. Alternatively, it can be shown by a series of substitutions for g in the inequalities P g, g π ≥ 0 and P g, P g π ≤ g, g π . By Lemma 2.1, for S ⊂ X ,
Thus the Radon-Nikodym derivative of ν with respect to π satisfies dν/dπ
where the second equality used reversibility of P . This means precisely that P t (ν, ·) is absolutely continuous with respect to π, with Radon-Nikodym derivative
We have
Using (12) in the definition of L 2 (π) distance, and then (13),
Consider the sequence
which is nonincreasing by the discussion at the start of the proof. Let
The following argument shows that a = 1. For any t ≥ 0,
As well,
where E ν dν dπ (X t−s ) is taken to be zero when t − s < 0. Take the limit as t → ∞ of (14) . The left side is 1. For the first part of the right side,
For the second part of the right side, use dominated convergence to interchange the sum and the limit. This is legal because for all t,
So taking the limit as t → ∞ of (14) yields 1 = 0 + a. Lemma 2.2 with f = dν/dπ gives
Proof of Theorem 1.3. We first compute from Theorem 1.2 that
Summing the geometric series gives
and so we have
(15) Next we show that for any x ∈ X ,
The proof of (16) begins with the definition
which is equivalent to our definition in Section 1.1. Because T is a strong random time with measure ν,
Taking the supremum over all S ⊂ X gives (16) . We now combine (15) with (16):
Summation by parts implies that
Therefore,
and, since 1 − D may be either positive or negative, we write
In conclusion,
Tail bound
In this section we prove Theorem 1.7, which sharpens Theorem 4.1(i) of [32] and generalizes it to the case m > 1. Combined with the proofs of Theorems 1.2 and 1.3 in Section 2, this finishes the proof of Theorem 1.8.
To start, let (X t ) be a Markov chain on X and fix C ⊂ X . The hitting time of
If the chain never reaches C then we take τ C = ∞. Suppose that (X t ) has a drift function V (x) with respect to C. The following well-known lemma (see e.g. [18, Lemma 2.2]) says that for each x ∈ X , the value of V (x) bounds an exponential moment of τ C for the chain started at x. Lemma 3.1. Let (X t ) be a Markov chain on X with transition kernel P . Given C ⊂ X , suppose that the function V : X → [1, ∞) satisfies P V (x) ≤ λV (x) for x / ∈ C, where λ < 1 is fixed. Then
We note that the function
∈ C and is therefore the minimal drift function for the given C and λ. It immediately follows from Lemma 3.1 that
, it follows by induction that
If we keep only the first term from the right side of (17), we see that
and sending t → ∞ implies that P x (τ C = ∞) = 0. Now, we return to (17) and this time keep only the sum on the right side. Sending t → ∞ gives
In the next lemma, we bound
for measures µ supported on C. When m = 1, the assumption that P V (x) ≤ K for all x ∈ C implies immediately that P (µ, V ) ≤ K.
Lemma 3.2. Let (X t ) be a Markov chain on X with transition kernel P . Suppose that (X t ) has a drift function V (x) with respect to C ⊂ X , with parameters λ < 1 and K < ∞. Fix m ≥ 1. For any probability measure µ supported on C, we have
The upper bound in Lemma 3.2 is exactly the formula for B in (4), and it evaluates to K when m = 1.
Proof. We aim to show that
When m = 1 we have seen that this follows directly from the condition P V (x) ≤ K for all x ∈ C. In general, we use that P V (x) ≤ λV (x) + (K − λ) (which is implied by the drift condition) to compute
The desired bound then follows by induction.
Proof of Theorem 1.7. The first statement in Theorem 1.7 is that P µ (T < ∞) = 1 for all probability measures µ on X . This follows from the bound
that we will obtain when µ(V ) < ∞: from (18) we have
for all x ∈ X , hence P x (T < ∞) = 1, and then for any µ we can write
It therefore suffices to prove (18) along with the upper bound
We first consider the case ε = 1. Here we have T = τ C + m and ν(·) = P m (x, ·) for every x ∈ C. The bound (19) is simply ν(V ) ≤ B, which holds by Lemma 3.2. To verify (18) , fix a measure µ with µ(V ) < ∞. Using Markov's inequality followed by Lemma 3.1, we obtain (18) with ρ = λ and r = 1:
Assume now that ε < 1. For any probability measure µ supported on C, write
The minorization property implies that µ is a probability measure. By Lemma 3.2,
When we combine (21) with the lower bound µ(V ) ≥ 1, we get (19) . When we instead combine (21) with the lower bound ν(V ) ≥ 1, we get
Let D be the set of all measures µ that appear in (20) when µ varies over all the probability measures supported on C. We would like to prove by induction that
for constants α < ∞ and ρ < 1 whose values we will determine later. (In the end, the value of ρ will be given by (5).) Suppose that t ≥ m and we have already proved (23) for all t < t. Write
By the construction of T and the inductive hypothesis,
We would like to argue next that
and this inequality will hold as long as
If (24) is true, then
If in addition we have
then we get P µ (T > t) ≤ αρ t and the induction is complete. Assume that (24) and (25) hold. By combining them, we see that
The base case t ≤ m − 1 of (23) is proved by observing that αρ t ≥ αρ m−1 ≥ 1. Therefore, for α and ρ < 1 satisfying (24) and (25), we have finished the inductive proof of (23) . In fact, once we have found ρ < 1 satisfying (25), we can let α = ρ/(1 − ε) so that (24) holds.
For values of ρ less than λ, we cannot bound the exponential moment in (25) . For λ ≤ ρ ≤ 1, we can set r = log ρ/ log λ ∈ [0, 1] and write
using Jensen's inequality (the function x → x r is concave). Then, Lemma 3.1 and (22) imply that
The right side of (26) is decreasing in ρ and evaluates to 1 when ρ = 1. Setting this quantity equal to 1/(1 − ε) and solving for ρ yields the solution
Thus, if we set ρ = λ ∨ ρ 0 (matching the definition in (5)) then ρ < 1 and we have proved (25) . Letting α = ρ/(1 − ε), we conclude that
We are now ready to prove (18) . Let µ be a probability measure on X with µ(V ) < ∞. For t ≤ m − 1, the right side of (18) is at least 1 and so the statement is trivial. For t ≥ m, we repeat the argument from the induction. Write
Then, using (27) ,
and it follows that
we have
Again, Jensen's inequality and Lemma 3.1 give
and we conclude as desired that
V -norm convergence
Let (X t ) be a Markov chain on X with transition kernel P and stationary distribution π. Suppose that (X t ) has a drift function V (x) with respect to a small set. It is a well-established principle (see e.g. [21] ) that any upper bound on P t (x, ·) − π TV can easily be strengthened to an upper bound on the V -norm distance
The goal of this section is to carry out the strengthening process for Theorem 1.8. We will prove the following result. Note that the bound (28) below is simply a restatement of Theorem 1.8.
Theorem 4.1. Let (X t ) be a Markov chain on X with transition kernel P . Assume that (X t ) is reversible with respect to the probability measure π and that it has nonnegative eigenvalues. Also assume that (X t ) has a drift function with respect to a small set C ⊂ X . Let V (x), λ < 1, K < ∞ be the data associated with the drift function, and let ν, m ≥ 1, ε > 0 be the data associated with the small set.
Define
If ε = 1, then set ρ = λ and r = 1. If ε < 1, then set
1 − ρ and define the functions
Given these definitions, we have
Next, let
while if ρ > λ, define instead
We then have the following bounds. If ρ = λ, then
The first step in the proof of Theorem 4.1 is a standard upper bound on π(V ).
Lemma 4.2. Let (X t ) be a Markov chain on X with transition kernel P and stationary distribution π. Suppose that (X t ) has a drift function V (x) with respect to C ⊂ X , with parameters λ < 1 and K < ∞. Then,
One might attempt to prove Lemma 4.2 by using stationarity of π to write
The drift condition then implies that
which is equivalent to (29) Proof. Fix a positive integer N . Let S N = {x ∈ X : V (x) ≤ N }, and let U N = X \ S N . We first observe that
The drift condition implies that P V (x) ≤ λV (x) + (K − λ)1{x ∈ C}. Thus,
Finally, by monotone convergence,
The following lemma will allow us to go from total variation convergence to convergence in V -norm. Lemma 4.3. Let (X t ) be a Markov chain on X with transition kernel P . Suppose that (X t ) has a drift function V (x) with respect to C ⊂ X , with parameters λ < 1 and K < ∞. Then, for any probability measures µ, µ on X with µ(V ), µ (V ) < ∞,
Proof. We first show by induction that
The base case t = 0 is trivial. For t ≥ 1,
≤ λ E µ [V (X t−1 ), τ C ≥ t − 1], which finishes the inductive proof. If we let τ + C = min{t ≥ 1 : X t ∈ C}, then the same argument shows that every x ∈ C satisfies
Fix t ≥ 0. For s < t, let E s be the event that X s ∈ C and X k / ∈ C for all s < k < t. We have
where
and
We will use the fact that for probability measures η, η on X ,
where |η − η | is the variation of the signed measure η − η [7] . Let |f | ≤ V . For 1 ≤ n ≤ t, we use (34), (31) , (35) to compute
≤ 2Kλ n−1 P t−n (µ, ·) − P t−n (µ , ·) TV .
In addition, (30) implies that
Using (33), |P t (µ, f ) − P t (µ , f )| is bounded above by
so by (32) the proof is complete.
Proof of Theorem 4.1. The idea is to combine the total variation bound (28), which we already proved as Theorem 1.8, with Lemma 4.3. In Lemma 4.3 we take µ to be the δ-measure at x and µ = π. We compute and when ρ > λ we have t n=1 λ n−1 (t − n)ρ t−n = tρ
Thus, when ρ = λ we obtain [14, Ch. 5] strongly indicates that τ TV (0.01) = 2. This reinforces the principle that the method of drift and minorization only captures actual convergence rates for a limited class of Markov chains such as the monotone chains considered by [18] . In all other circumstances, the best one can hope for is non-sharp bounds that are still small enough to be useful. We now verify the drift and minorization condition for (S t ). By design, we closely follow the proof of [33, Theorem 11 ] so as to be sure that our improvements in convergence bounds are due to theoretical considerations rather than better estimates for this particular example. An expanded and illustrated version of the proof below can be found in [14, Ch. 5]. Proof. Rosenthal [33] observes that the mean of the stationary distribution π for (S t ) is roughly 6.5, and for this reason chooses the bivariate drift function W (x, y) = 1 + (x − 6.5) 2 + (y − 6.5) 2 . We use the corresponding univariate drift function V (x) = 1 + (x − 6.5)
2 . For λ = 0.01, 0.02, . . . , 0.99, we perform the following procedure.
