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Abstract
We show that BPP has p-measure zero if and only if BPP diers from EXP. The same
holds when we replace BPP by any complexity class C that contains BPP and is closed
under tt-reductions. The zero{one law for each of these classes C follows: Within EXP;C has
either measure zero or else measure one. c© 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction
The zero{one law of classical Lebesgue measure states that any reasonable class
of languages that is closed under nite variation has measure zero or one. It is an
open question whether the zero{one law carries over to resource-bounded measure as
developed by Lutz [6]. In particular, we do not know whether every complexity class
within exponential time has measure zero or one.
On the one hand, Regan et al. [10] showed that if strong pseudo-random generators
exist then the zero{one law fails for the class of languages with polynomial-size cir-
cuits. No unconditional counterexamples are known. On the other hand, no nontrivial
positive examples were known either. We establish the rst one, namely for the class
BPP. It remains open whether BPP has measure zero or one within exponential
time but we show that one of the two must hold.
By the measure conservation property [6], BPP having p-measure zero implies
that BPP 6=EXP. Conversely, Buhrman, Fenner and Fortnow [4] showed that if
MA 6=EXP, then BPP has p-measure zero. This state of aairs left open the
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possibility that BPP diers from EXP, but does not have p-measure zero either.
We exclude that possibility.
Using Impagliazzo and Wigderson’s work on pseudo-randomness secure against uni-
form adversaries [5], we are able to bridge the remaining gap between BPP and
MA, and show that the weaker hypothesis BPP 6=EXP already implies that BPP
has p-measure zero. So, establishing the latter is equivalent to separating BPP from
EXP:
Theorem 1.1. BPP has p-measure zero i BPP 6=EXP.
In the terminology of Lutz and Mayordomo [8], the main result of Impagliazzo and
Wigderson [5] implies that if BPP 6=EXP then no language in BPP is weakly
(2n; 0; 2n)-stochastic. Theorem 1.1 thus follows from Lutz and Mayordomo’s theorem
that the class of languages that are not weakly (2n; 0; 2n)-stochastic has p-measure zero
[7, Theorem 10:1]. We will give an elementary proof of Theorem 1.1 that does not
use the general theorem of Lutz and Mayordomo on weak stochasticity.
The zero{one law for BPP follows from Theorem 1.1.
Corollary 1.2. BPP either has p-measure zero or else has p-measure one.
Note that Corollary 1.2 is in fact as strong as Theorem 1.1, since Regan et al. [10]
showed that BPP having p-measure one implies that BPP \ E=E and therefore
that BPP=EXP.
Allender and Strauss observed that their work [1] allows us to generalize Theorem 1.1
and Corollary 1.2 to any class (instead of BPP) contained in BPP and closed under
tt-reductions.
Theorem 1.3. Let C be any class contained in BPP and closed under tt-reductions.
Then C has p-measure zero i C 6=EXP.
Corollary 1.4. Let C be any class contained in BPP and closed under tt-reductions.
Then C either has p-measure zero or else has p-measure one.
For the same reason as above, Corollary 1.4 is as powerful as Theorem 1.3.
2. Notation and preliminaries
Most of our complexity theoretic notation is standard. We refer the reader to the
textbooks by Balcazar et al. [3, 2], and by Papadimitriou [9].
BPP denotes the complexity class of languages that can be decided by proba-
bilistic polynomial-time Turing machines with bounded two-sided error. EXP denotesS
c>0 DTIME[2
nc ] and E denotes
S
c>0 DTIME[2
cn]. EXP contains both BPP
and E.
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A reduction of a language A to a language B is a polynomial-time oracle Turing
machine M such that MB=A. The reduction M is non-adaptive if the oracle queries M
makes on any input are independent of the oracle. A non-adaptive reduction is called a
truth-table reduction or tt-reduction for short. A language B is hard for a complexity
class C if every language A2C reduces to B. If the same holds for tt-reductions we
call B tt-hard for C.
The rest of this section will give the necessary background on resource-bounded
measure. For our purposes, we only need to specify what it means to have p-measure
zero or one. Lutz [6] dened having p-measure zero using the concept of p-martingales.
Denition 2.1. A martingale is a function d : f0; 1g ! [0;1) satisfying
d(w) =
d(w0) + d(w1)
2
for every w2f0; 1g. If d(w) is computable in time polynomial in jwj, d is called
a p-martingale. A martingale d succeeds on a sequence !2f0; 1g1 if d(!) :=
lim supw@!; w!! d(w)=1.
We will view a martingale as a strategy for an innite one-person betting game.
At the beginning of the game, an innite bit sequence ! is xed but not revealed.
The player starts with initial capital d(), and in each round guesses the next bit of
! and bets part of his capital on that outcome. Then the actual value of the bit is
revealed. On a correct guess, the player earns the amount of money he bet; otherwise,
he loses it. The value of d(w) equals the capital of the player after being revealed the
bit sequence w. The player wins on ! if he manages to make his capital arbitrarily
large during the game.
Denition 2.2. A complexity class C has p-measure zero if there is a single
p-martingale d that succeeds on the characteristic sequence of every language in C.
In that case, we say that d covers C.
The property of having p-measure zero is monotone, i.e., every subclass of a
p-measure zero class also has p-measure zero. Lutz [6] showed that E does not have
p-measure zero, which he called the measure conservation property. It follows that
EXP does not have p-measure zero either. The property of having p-measure zero
is also closed under nite union, i.e., if two classes have p-measure zero then so has
their union.
These properties guarantee that the following denition of having p-measure one is
consistent in the sense that no class can have both p-measure zero and p-measure one.
Denition 2.3. A complexity class C has p-measure one if the complement of C has
p-measure zero.
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We will use the next theorem by Lutz [6] about countable unions of p-measure zero
classes:
Theorem 2.4. Suppose di; i2N; is a martingale covering class Ci. If d(i; w) :=di(w)
is computable in time polynomial in i + jwj; then Si Ci has p-measure zero.
3. Main result
In this section we will prove Theorem 1.1.
The left-to-right implication follows immediately from the measure conservation
property. To establish the right-to-left implication, we will use the next result by
Impagliazzo and Wigderson [5].
Theorem 3.1. If BPP 6=EXP; then for every language A2BPP and all constants
>0 and d>0; there is a language B2DTIME[2n ] such that the following holds:
For any length-preserving probabilistic polynomial-time Turing machine M;
Pr[A(M (1m)) = B(M (1m))]> 1− m−d (1)
for innitely many lengths m; where the probability is over the internal coin tosses
of M .
We will apply Theorem 3.1 with =1, d any constant, and M (1m) the uniform
distribution on strings of length m. In that case, for suciently large m, (1) implies
Pr
jxj=m
[A(x) = B(x)]> 23 ; (2)
where the probability is with respect to the uniform distribution over f0; 1gm.
Fix a set B2DTIME[2n]. For any integer m>0, consider the strategy for the game
of Section 2 that only bets on the membership bits of strings of length m, and for each
of these strings puts 13 of its capital on the outcome that the membership is the same
as for B. The corresponding martingale dB;m(w), say with initial capital dB;m()= 1, is
identically 1 for jwj<2m+1, and constant dB;m(!) for w@! with jwj>2m+2. Computing
dB;m(w) for 2m+16jwj<2m+2 essentially amounts to deciding whether x2B for strings
x of length m in lexicographic order. Since there are 2m strings of length m, and for
each of them we can decide membership to B in time 2m, it follows that we can
compute dB;m(w) in time jwj2 logO(1) jwj.
Note that any correct bet on the membership of a string of length m, increases the
capital by a factor of 1 + 13 =
4
3 , whereas an incorrect one reduces it by a factor of
1 − 13 = 23 . If ! is the characteristic sequence of a language A for which (2) holds,
more than 23 of the bets on strings of length m are correct. Therefore,
dB; m(!)>

4
3
(2=3)2m 2
3
(1=3)2m
dB; m() =

25=3
3
2m
2 2
(2m):
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Now consider
dB(w)
:=
1P
m=1
1
m2
dB; m(w): (3)
Since
P1
m=1 1=m
2 converges, dB is a well-dened martingale. Because dB;m(w)= 1 for
m> log jwj, computing dB(w) really only requires evaluating the rst log jwj terms
of the right-hand side of (3), which we can do in time jwj2 logO(1) jwj. Moreover,
the above argument shows that dB(!)=1 if ! is the characteristic sequence of any
language A for which (2) holds for innitely many m. Let CB denote the class of such
languages A.
Let B1; B2; : : : be a standard enumeration of DTIME[2n] obtained by clocking
Turing machines. Then there is a xed Turing machine deciding x2Bi in time polyno-
mial in i+2jxj. By the previous analysis, this implies that d(i; w) :=dBi(w) is computable
in time polynomial in i + jwj. Therefore, by Theorem 2.4, C := Si CBi has p-measure
zero. By Theorem 3.1, the assumption BPP 6= EXP implies that C contains BPP.
So, BPP has p-measure zero if BPP 6=EXP.
4. Generalization
In this section, we establish Theorem 1.3.
Assume that C satises the conditions of the theorem and that C does not have
measure zero. Allender and Strauss [1] showed that the p-measure of the class of
languages that are not hard for BPP is zero. Their proof also works for tt-reductions,
i.e., even the class of languages that are not tt-hard for BPP has p-measure zero. It
follows that C contains a language that is tt-hard for BPP. Since C is closed under
tt-reductions, this implies that BPPC. On the other hand, by hypothesis CBPP.
Therefore, C=BPP, and Theorem 1.1 yields that C=EXP, since C does not have
measure zero. This nishes the proof.
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