The adiabatic theorem was proposed about 90 years ago and has played an important role in quantum physics. The quantitative adiabatic condition constructed from eigenstates and eigenvalues of a Hamiltonian is a traditional tool to estimate adiabaticity and has proven to be the necessary and sufficient condition for adiabaticity. However, recently the condition has become a controversial subject. In this paper, we list some expressions to estimate the validity of the adiabatic approximation. We show that the quantitative adiabatic condition is invalid for the adiabatic approximation via the Euclidean distance between the adiabatic state and the evolution state. Furthermore, we deduce general necessary and sufficient conditions for the validity of the adiabatic approximation by different definitions.
Introduction
The adiabatic theorem was first presented about 90 years ago [1] , which is described as follows. A system that is initially in an eigenstate of the Hamiltonian will remain in this eigenstate up to a multiplicative phase factor if the Hamiltonian varies sufficiently slowly. The adiabatic theorem plays a key role in adiabatic quantum processes, the adiabatic approximation, geometric phase [2] , and quantum adiabatic computing [3] . The following quantitative adiabatic condition (QAC) is tra ditionally considered as the necessary and sufficient condition for the adiabaticity of quantum evolutions 
where T is the total evolution time.
Marzlin and Sanders first suggested the inconsistency of the adiabatic theorem [4] . After that, many efforts were devoted to the investigation of the new conditions for adiabaticity .
A counterexample to the sufficiency of QAC was given [7] . Via the perturbation theory, the conditions for adiabaticity were derived [10, 13] . By experimental study, it was shown that QAC is neither sufficient nor necessary [6] . After that a sufficient condition for adiabaticity was deduced [11] and gen eral criteria and exact bounds for quantum adiabatic evolution were derived [14] . Then, adiabaticity with exponential acc uracy for adiabatic quantum computation was discussed [15] . Recently, adiabaticity conditions were investigated for a class of Hamiltonians which are differential three times [23] and for the requirement ⟨ ⟩ | = E Ė 0 k k [24] . It is noted that recently, the necessity of QAC for adiabaticity becomes controversial [22] .
In this paper, we give two different definitions for the adi abatic approximation to investigate adiabaticity. We show the invalidity of QAC for adiabaticity by definition 2 via the Euclidean distance between the adiabatic state and the evol ution state. Furthermore, we investigate the general neces sary and sufficient conditions for adiabaticity by different definitions.
In this paper, in section 2 we use two different definitions for adiabaticity and discuss the relation among them. In sec tion 3, we exemplify the invalidity of QAC by definition 2. In sections 4 and 5, we propose general necessary and sufficient conditions for adiabaticity by definitions 1 and 2, respectively.
Two definitions for the validity of the adiabatic approximation
Consider a timedependent Hamiltonian H(t) over an N dimen sional quantum system. Let E n (t) and ( )⟩ |E t n be the eigenval ues and orthonormal eigenstates of H(t), i.e.
The evolution state ( )⟩ ψ | t of the system at time t satisfies the Schrodinger equation
where
is proposed to describe the evolution process of the quantum system instead of the evolution state ( )⟩ ψ | t when the Hamiltonian H(t) varies slowly enough.
We give the following definitions for adiabaticity.
Definition 1
The definition has three equivalent versions.
1(a). The adiabatic state
is the adiabatic approx imation for the evolution state ( )⟩ ψ | t if and only if
The fidelity is usually used to define adiabaticity in previous literature, for example in [7, 6] .
is the adiabatic approx imation for the evolution state
The definition is often used in previous literature, for example in [16, 8, 10, 14] . It is easy to know that the
. So, versions 1(a) and (b) are equivalent. Note that
n n 2 (7) and
From equations (7) and (8) 
Definition 2
The definition has two equivalent versions.
2(a). Let ( )⟩ |D t adi be the difference between the evolution state ( )⟩ ψ | t and the adiabatic state
Then the adiabatic state
is the adiabatic approximation for the evolution state ( )⟩ ψ | t if and only if
means the Euclidean distance between the adiabatic state and the evolution state. The Euclidean distance is also used to define adiabaticity but with the different adiabatic states [11] . A calculation yields
Via equation (11) 
The relation between two definitions
We can show that definitions 1 and 2 are inequivalent below.
, it is easy to see
n n i n (13) Equation (13) means that definition 2 implies definition 1. However, the converse is not true. Therefore, definitions 1 and 2 are inequivalent.
Exemplifying the invalidity of QAC by definition 2
In previous literature, definition 1 is used to discuss the valid ity of QAC for adiabaticity. So far no one has investigated the validity of QAC by definition 2. We use the example [26] to exemplify the invalidity of QAC by version 2(a) of definition 2. For readability, we list the example in table 1.
(insufficient) Let / λ ω ω = 0 and / θ π = 2. Then, when λ = 0.001, from equation (A.4) in appendix A, we obtain 
The adiabatic approximation by definition 1
Here we explore the general conditions for adiabaticity for the adiabatic state 
But it is not practical to calculate the lefthand side of equa tion (15) because ( ) * c t n and c k (t) are unknown.
Upper bounds of
Next we derive the upper bounds of ( ) − c t 1 n 2 to give suf ficient conditions via the eigenvalues and eigenstates of the Hamiltonian. Note that
We majorize Π below. First we can obtain the upper bound B 1 of Π in table 2. Assume that the imaginary part and the real part of ( ) ( ) * c t c t n k are continuous and the imaginary part and the real part of ⟨ ( ) ( )⟩ | E t E ṫ n k are integrable and do not change sign in the interval [0, t]. Then applying the second mean value theorem for integrals for real functions, we obtain the upper bound 2B 2 of Π in table 2.
Via equation (17), we also obtain
Via equation (18) and
, by applying Caushy-Schwarz inequality we obtain the upper bounds B 3 and B 4 in table 2 and give a detailed derivation for the upper bound B 4 as follows.
t E t E t t c E t E t t E t E t ṫ
It is not difficult to show that
Sufficient conditions
By definition 1 and equation (16) 
