1. Introduction. The subject of this paper is the use of the theory of Schwartz distributions and approximate identities in studying the functional equation ln most of what follows the a/s and h/s are assumed smooth and may be thought of as given. Them's, b and g may be thought of as the unknowns. Typically we are concerned with locally integrable functions f\, . . . , fy such that, for each s in (7, (1) holds for a.e. (almost every) x G R", in the sense of Lebesgue measure. Such general equations have been studied extensively, see e.g. [2] , [3] , [4] , [8] , [9] and [12] .
To motivate the method we aim to expose, suppose m -1 and all our functions are of class C 
7=1
This is a first order, linear, homogeneous differential equation with constant coefficients which we may write simply as T\f = 0. More generally, if for 1 ^ / ^ p we differentiate (1) / times with respect to s and set s = 0 in the resulting equation we obtain a linear, homogeneous differential equation with constant coefficients of order at most /:
(2) 7// = 0, O^l^p.
It sometimes happens, as illustrated in [3] , that the system (2) can be "solved" and by substituting back into (1) we are thus able to find the smooth solutions of (1) . If one of the equations in (2) is elliptic then one can conclude that/ is in fact of class c°°. Examples will be given below.
An evident deficiency of the above method is that the differentiability assumptions are unnatural (although in many, if not most, of the cases in which ( 1 ) has been studied, the a/s are constant and the h/s are linear). In many interesting cases this deficiency can be overcome, to a large extent, by appealing to the theory of distributions as was done, for example, in [2] , [4] and 12].
The main technique of this paper is that of smoothing and approximation by convolution. Our aim is to refine a method which was used in [3] to find the continuous solutions of certain special cases of (1). It will be used here to consider distributional analogues of (1) and thereby obtain regularity results closely related to those of [12] .
Unless otherwise indicated, our notation and terminology is that of Rudin [10] .
n . Note that (1) can then be written
A function /: R n -> C is called locally integrable provided it is Lebesgue measurable and J K \fix)\dx < oo for every compact subset, K, of R". Denote the set of all such functions by
Let £> n denote the space of all test functions on R" and let *D" denote the space of all Schwartz distributions on R". If <j> G <D n and h G R n then 77,0 G *D n . If / G Lj oc (R n ) then the mapping <\> -• J Rn f(x)<l>(x)dx (for </> G <D n ) belongs to £> n '; it will be called the regular distribution determined by/ and denoted by Af. For/,g G L l loc (R n ) we have Af = A g if and only if fix) = gix) for a.e. x G R n (see [10] , page 136).
JR" JR n
Given h G R" and u G <D" it is therefore natural to define r h u\ *D n -» C by 
JR"
The following three Propositions are crucial for what follows. Their proofs may be found in [10] , pages 155-161.
It follows from (//) that if (3) 
Remark. If we identify a locally integrable function with its corresponding regular distribution (as we will do when convenient below) then (iii) and (v) can be written as T/,(W *</>) -(jhu) * <j> and D a (u * <£) = (D a w) * </ > respectively.
Let (j>\ G £>" such that <j>\(x) ^ 0 for all x e R n and J R " <l>\(x)dx = 1. Let
Then {</>^}^i is sometimes called an approximate identity (see [10] , page 157) because (for example) of
(Hi) IfuE'Dn then {u * fa}^ converges to u in the weak topology of *D". More precisely, the last assertion means that
Remark. The idea of approximating by convolution with an approximate identity (or something similar) goes back at least to Weierstrass [13] where he used it to prove his famous approximation theorem and, in the same paper, to study the heat equation. The idea is pervasive in analysis. For example, it was used by Fejér [5] to prove that the Fourier series of a continuous, periodic function, /, is uniformly Cesàro summable (to/) on R. It is basically this idea that is used to show that the Poisson integral formula indeed defines a continuous function up to the boundary; see [6] page 20. Also see [11] for an amazing use by Carleman of such ideas in proving a beautiful generalization of Weierstrass' theorem.
General Properties of (1) and (4).
The next three assertions involve no smoothness assumptions on the a/s or the h/s. They hold with U replaced by any nonempty set and follow easily from the previous remarks. 
y'=i
For each a andy, L a j is a linear differential operator with constant coefficients and/?<, = D a &(0) for |a| è p. To illustrate how the above can be used to study functional equations we consider a generalization of the "cosine equation":
The essence of the method may be clearer when applied to the more general equation
Its distributional analogue is (#y T S U + T-S u = 2b(s)u.
Such equations have been studied extensively (see [1] , §3.2). Our aim here is only to illustrate a method of solution. We assume that #i, . . . , ^yy G C^( (7), for some natural number /?. We also assume that hj is of class C p on £/ and fy(0) = 0 for 1 ^ y'^ N. In the examples below m = 1, the a/s are constant and the h/s are linear. If we formally differentiate (1/ a times with respect to s (a being a multi-index of order at most p) and set s -0 in the resulting equation we obtain a system of linear differential equations
The following result is a particular case of Theorem 1 of [12] which is applicable to many particular cases of (1/ that have been extensively studied, as illustrated below. 
We may regard each A& and Â* as a linear "difference" operators. Notice that We aim to examine the Cauchy-Riemann equations and the heat equation in a similar spirit. From now on n = 2.
The Cauchy-Riemann equations can be written as the single equation
If in (C-R) we replace D\ by s -1 Ai, replace D 2 by s -1 A2 and multiply the resulting equation by s we arrive at the equation
Notice that (6) holds trivially when 5 = 0. The distributional analogue of (6) is Proof (i) If (7) holds for some ao, bo G C then it is easy to check that (6) holds for all x, y, s G R.
Suppose/ G C 2 (R 2 ) and (6) holds for ix,y) G R 2 and -S < s < 6. Differentiating (6) twice with respect to s and setting s = 0 we find that Using (8) twice, we deduce that
From (9) and (10) Substituting (12) into (6) The sequence of distributions {A^}^ is therefore contained in a two dimensional subspace of <D{. Again using the fact that finite dimensional subspaces of Hausdorff linear topological spaces are closed and recalling that {A^}^ converges to u in OE>2 it follows that u belongs to the subspace in question. Hence u = Ay for some/: R 2 -» C satisfying (7) for some ao, bo G C. The remainder of the proof of (ii) follows from (i).
It is easy to deduce (Hi) from (//) and to deduce (iv) from (///).
Remark. In the proof of (i) we could have used (8) A distributional analogue of (13) is ( for all t G R.
13/ S[T (S ,O)U ~U]=
Going back to (20) we find that, for all x, y G R, On substituting (26) in (13) we find, after some tedious calculation, that 7 = k = 0. Thus, if a = c + bo and /3 -b\ we have (27) /(JC, y) = a + #y for all x, y e R 2 .
Conversely, given a, (3 G R, if we define/ by (27) then (13) holds. This completes the proof of (i). The proofs of (ii), (iii) and (iv) are similar to those of the corresponding parts of Proposition 9.
