Non-linear optimal signal models and stability of sampling-reconstruction by Acosta Reyes, Ernesto
NON-LINEAR OPTIMAL SIGNAL MODELS AND STABILITY OF
SAMPLING-RECONSTRUCTION
By
Ernesto Acosta Reyes
Dissertation
Submitted to the Faculty of the
Graduate School of Vanderbilt University
in partial fulfillment of the requirements
for the degree of
DOCTOR OF PHILOSOPHY
in
Mathematics
May, 2009
Nashville, Tennessee
Approved:
Professor Akram Aldroubi
Professor Doug Hardin
Professor Larry Schumaker
Professor Gieri Simonett
Professor Nilanjan Sarkar
Copyright c© 2009 by Ernesto Acosta Reyes
All Rights Reserved
To my parents
iii
ACKNOWLEDGEMENTS
I am very thankful to my parents, whose love and encouragements are always with
me in whatever I pursue. They have given me a lot and I can only return a little by
dedicating my work to them.
I would like to express my sincere gratitude to my advisor, Professor Akram
Aldroubi, for his invaluable guidance throughout my graduate studies, advice, and
support. In addition to having been a fantastic mentor during the last three and a
half years, he is a great person and a great mathematician to do research with. My
thanks also go to Professors L. Schumaker, D. Hardin, G. Simonett, and N. Sarkar for
their participation in my committee. I would also like to thank Professors I. Krishtal
and A. Powell.
I am also thankful to my excellent friends in Havana and Miami: Gilberto Hilton,
Alfredo Toral, Jose L. Aleman, Marta Barreto, Yara Marrase, Luis Lo´pez, Roberto
Carmona, Ignacio Pe´rez, Idalmis Granja, Gustavo Pe´rez, and Mr. Blondy.
iv
table of contents
Page
DEDICATION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iii
ACKNOWLEDGEMENTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iv
Chapter . . . . . . . . . . . . . . . . . . .
I INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
I.1 Sampling in Paley-Wiener spaces: Bandlimited Functions. . . . . . 1
I.2 Sampling in Shift-Invariant Spaces . . . . . . . . . . . . . . . . . . 3
I.2.1 Uniform Sampling in Shift-Invariant Spaces . . . . . . . . . 4
I.2.2 Nonuniform Sampling in Shift-Invariant Spaces . . . . . . 4
I.3 Compressive Sampling . . . . . . . . . . . . . . . . . . . . . . . . . 5
I.4 Organization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
II ON STABILITY OF SAMPLING-RECONSTRUCTION MODELS . . . 8
II.1 Description of the sampling model . . . . . . . . . . . . . . . . . . 9
II.2 Main Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
II.2.1 Admissible perturbations of a sampling model . . . . . . . 12
II.2.2 Perfect reconstruction and localized frames . . . . . . . . . 14
II.2.3 Imperfect reconstruction . . . . . . . . . . . . . . . . . . . 17
II.3 Proofs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
II.3.1 Auxiliary results . . . . . . . . . . . . . . . . . . . . . . . . 19
II.3.2 Proofs for Section II.2.1 . . . . . . . . . . . . . . . . . . . 24
II.3.3 Proofs for Section II.2.2 . . . . . . . . . . . . . . . . . . . 30
II.3.4 Proofs for Section II.2.3 . . . . . . . . . . . . . . . . . . . 32
III ITERATIVE RECONSTRUCTION AND STABILITY BOUNDS FOR SAM-
PLING MODELS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
III.1 Main Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
III.1.1 Reconstructing in the presence of noise . . . . . . . . . . . 38
III.2 Proofs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
III.2.1 Auxiliary results . . . . . . . . . . . . . . . . . . . . . . . . 39
III.2.2 Proofs for Section III.1 . . . . . . . . . . . . . . . . . . . . 41
IV ON THE CONSTRUCTIONOF OPTIMAL NON-LINEAR SIGNALMOD-
ELS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
IV.1 Main Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
IV.1.1 General Setting . . . . . . . . . . . . . . . . . . . . . . . . 45
IV.1.2 The MAP in Hilbert Spaces. A sufficient condition . . . . 47
v
IV.1.3 A MAP related problem for Unitary Operators . . . . . . . 48
IV.2 Proofs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
IV.2.1 Proofs for Section IV.1.1 . . . . . . . . . . . . . . . . . . . 51
IV.2.2 Auxiliary results for Section IV.1.2 . . . . . . . . . . . . . 52
IV.2.3 Proofs for Section IV.1.2 . . . . . . . . . . . . . . . . . . . 54
IV.2.4 Auxiliary results for Section IV.1.3 . . . . . . . . . . . . . 55
IV.2.5 Proofs for Section IV.1.3 . . . . . . . . . . . . . . . . . . . 60
BIBLIOGRAPHY . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
vi
chapter i
introduction
Modern digital data processing of functions uses a discrete version of the original
function f (it is also called signal) that is obtained by sampling f on a discrete
set. The question then arises whether and how f can be recovered from its samples.
Therefore, the objectives of research on the sampling problem are two fold. First :
Given a class of functions V on Rd, find conditions on a sampling set X = {xj ∈ Rd :
j ∈ J}, where J is a countable index set, under which the function f ∈ V can be
reconstructed uniquely and stably from its samples {f(xj) : j ∈ J}. Second : Find
efficient and fast numerical algorithms that recover any function from its samples
on X. In some applications, it is justified to assume that the sampling set X is
uniform, i.e., that X forms a regular n-dimensional cartesian grid. For example, a
digital image is often acquired by sampling light intensities on a uniform grid. Data
acquisition requirements and the ability to process and reconstruct the data simply
and efficiently often justify this type of uniform data collection. However, in many
realistic situations the data are known only on a non-uniformly spaced sampling
set. The following examples indicate that nonuniform sampling problems indeed
are applied in science and engineering. Communication theory : When data from
uniformly sampled signal (function) are lost, the result is generally a sequence of
nonuniform samples. This scenario is usually referred as the missing data problem.
Often, missing samples are due to the partial destruction of storage devices, e.g.,
scratches on a CD. Astronomical measurements : The measurement of star luminosity
gives rise to extremely non-uniformly sampled series. Daylight periods and adverse
nighttime weather conditions prevent regular data collection (see, e.g., [114] and the
references therein). Other examples where nonuniform sampling sets are the following:
geophysics [91], spectroscopy [98], general signal/image processing [21, 28, 104, 109],
and biomedical imaging [27, 90, 98]. More information about modern techniques for
nonuniform sampling and applications can be found in [24].
I.1 Sampling in Paley-Wiener spaces: Bandlimited Func-
tions.
Infinitely many functions can have the same sampled values on X = {xj}j∈J ⊂
Rd. For this reason some a priori conditions on f must be imposed. The standard
assumption is that the function f on Rd belongs to the space of bandlimited functions
BΩ; i.e., the Fourier transform fˆ(ξ) =
∫
Rd f(x)e
−2pii〈ξ,x〉dx of f is such that fˆ(ξ) = 0 for
all ξ ∈ Rd−Ω, where Ω = [−ω, ω]d for some 0 < ω <∞ (see, e.g., [23, 51, 58, 62, 72]
and the review papers [33, 61, 66]). The reason for this assumption is a classical result
of Cauchy rediscovered by Whittaker [116] in complex analysis which states that, for
dimension d = 1, a function f ∈ L2(Rd)⋂B[−1/2,1/2] can be recovered exactly from its
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samples {f(k) : k ∈ Z} by the interpolation formula
f(x) =
∑
k∈Z
f(k) sinc(x− k), (1)
where sinc(x) = sin(pix)
pix
. This series gave rise to the uniform sampling theory of Shan-
non [95], which is fundamental in engineering and digital signal processing because it
allows us to convert analog signals into sequences of numbers which can be processed
digitally and converted back to analog signals via (1).
If we take the Fourier transform of (1) and the fact that the Fourier transform of
the sinc function is the characteristic function χ[−1/2,1/2] it can be shown that for any
ξ ∈ [−1/2, 1/2]
fˆ(ξ) =
∑
k∈Z
f(k)e2pikξ =
∑
k∈Z
〈fˆ , ei2pi·〉L2(−1/2,1/2)ei2pikξ.
Consequently, the reconstruction by means of the formula (1) is equivalent to the fact
that the set {ei2pikξ, k ∈ Z} forms an orthonormal basis of L2(−1/2, 1/2). This equiv-
alence between the above orthonormal basis and the reconstruction of a uniformly
sampled bandlimited function has been extended to treat some special cases of non-
uniformly sampled data. In particular, the results by Paley and Wiener [87], Kadec
[71], and others on nonharmonic Fourier bases {ei2pixkξ, k ∈ Z} can be translated
into results about nonuniform sampling and reconstruction of bandlimited functions
[23, 62, 89, 94]. Kadec’s theorem [71] states that if X = {xk ∈ R : |xk − k| ≤ L <
1/4}k∈Z, then {ei2pixkξ, k ∈ Z} is a Riesz basis of L2(−1/2, 1/2); i.e., {ei2pixkξ, k ∈ Z}
is the image of an orthonormal basis of L2(−1/2, 1/2) under a bounded and invert-
ible operator from L2(−1/2, 1/2) onto L2(−1/2, 1/2). Using the Fourier transform
methods, this result implies that any bandlimited function f ∈ L2(R)⋂B[−1/2,1/2]
can be completely recovered from its samples f(xk), k ∈ Z, as long as the sam-
pling set is of the form X = {xk ∈ R : |xk − k| ≤ L < 1/4}k∈Z. The sampling set
X = {xk ∈ R : |xk−k| ≤ L < 1/4}k∈Z in Kadec’s theorem is just a perturbation of Z.
For more general sampling sets, the work of Beurling [29, 30], Landau [74], and others
[25] provides a deep understanding of the one-dimensional theory of nonuniform sam-
pling of bandlimited functions. Specifically, for the exact and stable reconstruction
of a bandlimited function f from its samples {f(xj) : xj ∈ X}, it is sufficient that
the Beurling lower density
D−(X) = lim
r→∞ infy∈R
Card (X
⋂
(y + [0, r]))
r
(2)
satisfiesD−(X) > 1, where Card(A) denotes the cardinality of the setA. On the other
hand, if f is uniquely and stably determined by its samples on X ⊂ R, then D−(X) ≥
1 [74]. We should emphasize that these results deal with stable reconstructions. This
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means that an inequality of the form
‖f‖p ≤ C
∑
j∈J
|f(xj)|p
1/p
holds for all bandlimited functions f ∈ Lp⋂BΩ. A sampling set for which the re-
construction formula is stable in this sense is called a (stable) set of sampling. This
terminology is used to contrast a set of sampling with the weaker notion of a set of
uniqueness. X is a set of uniqueness for BΩ if f |X = 0 implies f = 0. Whereas a
set of sampling for B[−1/2,1/2] has density D ≥ 1, there are sets of uniqueness with
arbitrarily small density. See [31, 73] for examples and characterizations of sets of
uniqueness.
While the theorems of Paley, Wiener and Kadec about Riesz bases consisting of
complex exponentials ei2pixkξ are equivalent to statements about sampling sets that are
perturbation of Z, the results about arbitrary sets of sampling are connected to the
more general notion of frames introduced by Duffin and Schaeffer [48]. The concept
of frames generalizes the notion of orthogonal bases and Riesz bases in Hilbert spaces
and of unconditional bases in some Banach spaces [3, 13, 19, 22, 23, 27, 37, 53, 67].
I.2 Sampling in Shift-Invariant Spaces
The series (1) shows that the space of bandlimited functions B[−1/2,1/2] is identical
with the space
V 2(sinc) =
∑
k∈Z
ck sinc(x− k) : (ck) ∈ l2
 . (3)
Since the sinc function has infinite support and slow decay, the space of bandlim-
ited functions is often unsuitable for numerical implementations. For instance, the
pointwise evaluation
f 7−→ f(x0) =
∑
k∈Z
ck sinc(x0 − k)
is a nonlocal operation, because, as a consequence of the long-range behavior of
sinc, many coefficients ck will contribute to the value f(x0). In fact, all bandlimited
functions have infinite support since they are analytic. Moreover, functions that are
measured in applications tend to have frequency components that decay for higher
frequencies, but these functions are not bandlimited in the strict sense. Thus, it
has been advantageous to use non-bandlimited models that are more amenable to
numerical implementation and more flexible for approximating real data [21, 64, 65,
82, 104, 105]. One such example are shift-invariant spaces which form the focus of the
next two chapters and are defined in (4) (see page 9 below). Such spaces have been
used in finite elements and approximation theory [68, 69, 70] and for the construction
of multi-resolution approximations and wavelets [41, 42, 46, 55]. They have been
extensively studied in recent years (see, for instance, [13, 68, 69, 70]).
3
Sampling in shift-invariant spaces that are not bandlimited is a suitable and re-
alistic model for many applications, e.g., for taking into account real acquisition and
reconstruction devices, for modeling signals with smoother spectrum than is the case
with bandlimited functions, or for numerical implementations [15, 21, 28, 32, 81,
82, 104, 105, 112]. These requirements can often be met by choosing ”appropriate”
functions. This may mean that these functions have a shape corresponding to a par-
ticular ”impulse response” of a device, or they are compactly supported, or they have
a Fourier transform that decays smoothly to zero at infinity.
I.2.1 Uniform Sampling in Shift-Invariant Spaces
Early results on sampling in shift-invariant spaces concentrated on the problem of
uniform sampling [14, 15, 16, 17, 65, 108, 110, 117, 118]. The problem of uniform
sampling in shift-invariant spaces shares some similarities with Shannon’s sampling
theorem in that it requires only the Poisson summation formula and a few facts about
Riesz bases [14, 15]. The connection between interpolation in spline spaces, filtering
of signals, and Shannon’s sampling theory was established in [17, 111]. These results
imply that Shannon’s sampling theory can be viewed as a limiting case of polynomial
spline interpolation when the order of the spline tends to infinity [17, 111]. Moreover,
Shannon’s sampling theory is a special case for the interpolation in shift-invariant
spaces [14, 15, 115, 118].
In applications, signals do not belong to a prescribed shift-invariant space in gen-
eral. For instance, in engineering when using the bandlimited theory, the function f
is often forced to become bandlimited before sampling. The idea of this procedure is
to multiply the Fourier transform fˆ of f by a characteristic function χΩ. The new
function fa with Fourier transform fˆa = fˆχΩ is then sampled and stored digitally
for later processing or reconstruction. The multiplication by χΩ before sampling is
called pre-filtering with an ideal filter and is used to reduce the errors in reconstruc-
tions called aliasing errors. It has been shown that the three steps of the traditional
uniform sampling procedure, namely pre-filtering, sampling, and post-filtering for
reconstruction, are equivalent to find the best L2-approximation of a function in
L2
⋂
BΩ [15, 108]. This procedure generalizes to sampling in general shift-invariant
spaces [14, 15, 16, 81, 109]. Indeed, the reconstruction from the samples of a func-
tion should be considered as an approximation in the shift-invariant space generated
by the impulse response of the sampling device. This allows a reconstruction that
optimally fits the available samples and can be done using fast algorithms [109, 110].
I.2.2 Nonuniform Sampling in Shift-Invariant Spaces
The theory of nonuniform sampling in general shift-invariant spaces is more recent
[8, 38, 67, 75, 76, 99]. The earliest results in this subject [39, 76] concentrate on
perturbation of regular shift-invariant spaces and are therefore similar in spirit to
Kadec’s result for bandlimited functions. For the L2 case in dimension d = 1, and
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under some restrictions on the shift-invariant spaces, several theorems on nonuniform
sampling can be found in [75, 99]. Moreover, a lower bound on the maximal distance
between two sampling points needed for reconstructing a function from its samples
was given for the case of polynomial splines and other special cases of shift-invariant
spaces in [75]. For the general multivariate case Lp, the theory was developed in [8, 10],
and for the case of polynomial spline shift-invariant spaces, the maximal allowable gap
between samples was obtained in [9]. For general shift-invariant spaces, a Beurling
density D ≥ 1 is necessary for stable reconstruction . As in the case of bandlimited
functions, the theory of frames is central in nonuniform sampling of shift-invariant
spaces, and there is an equivalence between a certain type of frames and the problem
of sampling in shift-invariant spaces [9, 67].
I.3 Compressive Sampling
A new theory for signal sampling and reconstruction which has been recently devel-
oped by Lu and Do (see [79]), starts from the point of view that signals live in some
union of subspaces M = ⋃i∈I Ci, instead of a single space M = C, for instance, the
space of band-limited functions. This new theory is general and extends the classical
Shannon sampling theory [95], and sampling signals with finite rate of innovations
(see [47, 85]). In the new framework, when there are more than one subspace, the
signal model M = ⋃i∈I Ci is non-linear and the techniques for reconstructing a sig-
nal f ∈ ⋃i∈I Ci from its samples are involved and the reconstruction operators are
non-linear.
In this new paradigm for signal sampling and reconstruction, the starting point
is the knowledge of the signal set M = ⋃i∈I Ci. Therefore, the first step for im-
plementing the theory is to find the appropriate signal model M = ⋃i∈I Ci from a
set of observed data F = {f1, . . . , fm}. This problem has been solved in [6] for the
case of finding a shift-invariant space model M = C from a set of observed data.
For the new sampling paradigm, the problem consists in providing the existence and
finding subspaces C1, . . . , Cl, of some Hilbert space H that minimize the expression
e(F , {C1, . . . , Cl}) = ∑mj=1min1≤i≤l dist2(fj, Ci) over all closed subsets Ci, 1 ≤ i ≤ l,
belonging to a class C of subspaces of H (this problem will be referred as Problem 1).
Here F = {f1, . . . , fm} ⊂ H is a set of observed data. This problem has been studied
in [7] where a necessary and sufficient condition is given in order to guarantee the
existence of a solution to Problem 1, and an algorithm for finding a solution to this
problem is also provided.
The problem of sampling signals with finite rate of innovation is closely related to
the theory of compressive sampling, also known as compressed sensing. In compressive
sampling it is proposed to find a vector z ∈ Cd from the knowledge of its values
{yj =< z, αj >, 1 ≤ j ≤ p}, when a small set of functionals {αj}pj=1 (p ¿ d) is
applied to z. Clearly, finding z from the set {yj}pj=1 is ill-posed. Nevertheless, it
becomes meaningful if z is assumed to be sufficiently sparse, that is, z has at most
n non-zero components with respect to a given orthonormal basis of Cd (‖z‖0 ≤ n),
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where n ≤ 2p ≤ d. Consequently, from the sparsity of z it follows that z belongs to
some union of subspaces, each of which is generated from exactly n vectors from the
canonical basis of Cd. This problem has the following matrix formulation: find z ∈ Cd
with ‖z‖0 ≤ n from the matrix equation y = Az, where A is a p× d matrix and y is
a given vector in Cp. A related problem consists in finding an approximation to the
vector y using a sparse vector z, that is, find minz∈Cd ‖z‖0 subject to ‖Az − y‖2 ≤ ²,
for some given ². These problems, their analysis, extensions and algorithms for finding
their solutions can be found, for instance, in [1, 2, 34, 35, 45, 57, 106].
If in the problems described in the previous paragraph the matrix A is also to be
found together with the set of unknown vectors {zi}mi=1 ⊂ Cd, then these problems
become the problem of finding a dictionary A from the data {yi}mi=1 ⊂ Cp obtained
by sampling the sparse vectors {zi}mi=1 ⊂ Cd, see [1, 2, 57], and the references therein.
In this context, the columns of A are called atoms of A. This problem has a unique
solution up to a permutation of the atoms of A under certain assumptions on the
dictionary and the data. Finding the solution to this problem is computationally
intractable using exhaustive methods, however the K-SVD algorithm described in [1]
provides an efficient search algorithm.
The signal modeling problem as described in Problem 1 is closed related to the
dictionary design problem for sparse data described in the previous paragraph. To see
this relation, let us formulate the dictionary design as follows: assume that we have a
class of m signals, where m is a very large number. We want to know whether exists a
dictionary such that every signal in the class is a linear combination of at most n atoms
in the dictionary. Certainly, the length of the dictionary should be small compared
with m in order to make this problem realistic and meaningful. Consequently, if for
a given set of data such a dictionary exists, then the data can be partitioned into
subsets each of which belongs to a subspace of dimension at most n, that is, the
subspace generated by atoms that the signal uses in its representation. Conversely,
if our class of signals can be partitioned into l subsets, such that the signals in each
subset belong to a subspace of dimension at most n, then choosing a set of generators
from each of the subspaces, we can construct a dictionary of length at most nl, with
the property that each signal in the class can be represented using at most n atoms
in the dictionary.
The subspace segmentation problem for a set of signals in Cd (see [83, 84]) is
also related to Problem 1. This problem takes place in he context of segmentation
clustering and classification, and consists in finding whether there exist l subspaces
of dimension at most n, such that the signals in the class belong to the union of l
subspaces. The subspace segmentation problem has applications in computer vision,
image processing, and other areas of engineering. The method for solving it, known
as the Generalized Principle Component Analysis, has been extended to deal with
moderate noise in the data [113], and the uniqueness problem has been addressed in
[84].
The above problems have connections to the geometry of Hilbert and Banach
spaces, non-linear approximation, optimization, and functional analysis. In addition,
these problems have applications to signal modeling and segmentation (e.g., face
recognition, movement tracking, and DNA sequence comparison [47]).
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I.4 Organization
This dissertation has been organized as follows: In Chapter II we consider a very gen-
eral sampling model where the signal is assumed to belong to a finitely generated shift-
invariant space and the sampling is performed on an irregular relatively separated set
and is averaged by finite complex Borel measures. The main focus on Chapter II is
on describing and quantifying admissible perturbations of the sampling model which
may result from altering the sampling set (jitter) (see e.g. [12, 18, 54, 56, 80]), or the
averaging sampling measures (measuring devices) or the generators of the underlying
shift-invariant space (see e.g., [11, 54, 100]). In Chapter III we study the problem
of recovering a signal f , which belongs to a shift-invariant space, from its samples
values {gxj(f)}j∈J using an iterative algorithm which uses the density properties of
the sampling set X, the support size conditions of the collection µ of measures used
to average the signal, and the properties of the generator of the shift-invariant space.
Here we show that the sequence of functions generated using the algorithm converges
to f geometrically fast. In [59], [93] and [120], this method was used for iterative
reconstruction of band-limited signals, in [4] and [10] it was used for reconstructing
functions belonging to shift-invariant spaces, and in [119] it was used for reconstruct-
ing signals belonging to a weighted multiply generated shift-invariant spaces. Fur-
thermore, if the sampling set is assumed to be a separated set, then we show that
it is also a set of sampling for µ and the corresponding shift-invariant space, and
we give explicit stability bounds. The stability of the sampling-reconstruction model
presented in Chapter III is also analyzed when the samples of a signal are perturbed
by noise, and we show that the reconstruction error is continuously controlled by the
perturbation of the sampled data {gxj(f)}j∈J . Finally, in Chapter IV, the main goal
is to guarantee the existence of a solution (signal model) to Problem 1 in a more gen-
eral setting, that is, when we are considering a complete metric space (X, d) instead
of a separable Hilbert space H. When X is a separable Hilbert space H, we provide
sufficient conditions in terms of the weak operator topology in order to guarantee the
existence of a solution to Problem 1. Moreover, we also study the problem when we
consider a class C which is defined in terms of a collection of unitary operators applied
to a given convex subset of H, and we obtain a procedure for constructing particular
collections of closed subspaces of H for which we a priory know the existence of a
minimizer to Problem 1. As a consequence, we obtain the well-known qualitative
version of the Eckart-Young Theorem ([49]).
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chapter ii
on stability of sampling-reconstruction models
Images are often modeled as real valued functions on R2. Typically, a class of images
is a subspace of L2(R2) (or Lp(R2)) with some smoothness property, e.g., a bandlim-
ited or spline subspace of L2(Rd). Modern image processing schemes proceed in three
steps. The first step consists in transforming the image (a function on R2) into a
sequence (a function on Z2). This process is called sampling, and it uses measuring
devices that act on the image to produce the corresponding sequence, e.g., an ana-
log to digital converter, or an MR imaging device. One of the requirements of this
conversion is that it must be invertible or nearly invertible, i.e., the image must be
fully characterized by the sequence. The inverse process that transforms the sequence
back into the image is called the reconstruction and is often the third step in the pro-
cessing. Image processing algorithms, such as denoising, compression/decompression,
etc., are performed between these two steps using digital devices (e.g., computers).
In this paper, we concentrate on the sampling and reconstruction steps which are
fundamental in any image processing scheme.
The sampling and reconstruction problem includes devising efficient methods for
representing a signal (function) in terms of a discrete (finite or countable) set of its
samples (values) and reconstructing the original signal from the samples (see e.g.,
[4, 9, 24, 26, 86, 107] and the reference therein). In this chapter we consider a very
general sampling model where the signal is assumed to belong to a finitely generated
shift invariant space and the sampling is performed on an irregular relatively separated
set and is averaged by finite Borel measures. The main focus of this paper is on
describing and quantifying “admissible” perturbations of the sampling model which
may result from altering the sampling set (jitter) (see e.g. [12, 18, 54, 56, 80]), or the
averaging sampling measures (measuring devices) or the generators of the underlying
shift-invariant space (see e.g., [11, 54, 100]).
As recently became customary in sampling theory (see e.g. [4, 9, 38, 101, 102,
103, 107, 119]), we mesh operator theory techniques and those of shift invariant and
Wiener amalgam spaces [52]. The latter provide us with relatively straight-forward
proofs while the former allow us to keep in sight our objective. In Section II.2.1 we
show that all the properties of our sampling model can be encoded in the sampling
operator U . The sampling model admits reconstruction if its sampling operator is
bounded both above and below. Our first goal is to show that any and all of the small
perturbations mentioned above result in a small perturbation of U in the operator
norm. This will prove the stability of sampling in our model with respect to those
perturbations. Moreover, in some cases, the corresponding estimates we obtain will
quantify this stability. Our second goal is to show how the dual frame method can
be used to reconstruct signals in our sampling model. Finally, our last goal is to
show that the reconstruction error due to the perturbations we describe is controlled
continuously by the perturbation errors.
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II.1 Description of the sampling model
This section is primarily devoted to introduction of the sampling model we use in
this chapter. We also present most of the necessary notation and cite some of the
preliminary results that will be used later.
The signals we are studying in this and next chapter are represented by functions
f ∈ Lp(Rd), for some p ∈ [1,∞] and d ∈ N. Moreover, we assume that f belongs to
a shift invariant space
V p(Φ) =
∑
k∈Zd
CTk Φk : C ∈ (`p(Zd))r
 . (4)
Here the superscript T denotes the transpose operation, Φ = (φ1, . . . , φr)T is a vector
of functions, Φk = Φ(· − k), C = (c1, . . . , cr)T ∈ (`p(Zd))r is a vector of sequences in
`p(Zd), and CTk = (c1k, . . . , crk). Among the equivalent norms in (`p(Zd))r we choose
‖C‖(`p(Zd))r =
r∑
i=1
‖ci‖`p(Zd). (5)
In order to avoid convergence issues in (4) we assume that the set {φ1(·−k), . . . , φr(·−
k); k ∈ Zd} generates an unconditional basis for V p(Φ). More specifically, we require
that there exist constants 0 < mp ≤Mp <∞, such that
mp‖C‖(`p(Zd))r ≤
∥∥∥∥∥∥
∑
k∈Zd
CTk Φk
∥∥∥∥∥∥
Lp
≤Mp‖C‖(`p(Zd))r , ∀C ∈ (`p(Zd))r. (6)
The basis assumption (6) implies that {φ1(· − k), . . . , φr(· − k); k ∈ Zd} generates
an unconditional basis for V p(Φ) and that the space V p(Φ) is a closed subspace of
Lp(Rd)(see [10]). For p = 2, a basis satisfying condition (6) is called a Riesz basis. A
Riesz basic sequence is a Riesz basis for its closed span.
Traditionally, all the functions in V p(Φ) are assumed to be continuous. This
makes pointwise evaluations and, hence, ideal sampling meaningful. In our case, such
an assumption is not always necessary, although, we retain it for technical reasons.
More precisely, we add a slightly stronger assumption that all generators Φ belong
to a Wiener amalgam space (W 10 )
r as defined below. For 1 ≤ p < ∞, a measurable
function f belongs to W p if it satisfies
‖f‖W p =
∑
k∈Zd
ess sup
x∈[0,1]d
|f(x+ k)|p
1/p <∞. (7)
If p =∞, a measurable function f belongs to W∞ if it satisfies
‖f‖W∞ = sup
k∈Zd
{ess sup
x∈[0,1]d
|f(x+ k)|} <∞. (8)
Hence, W∞ coincides with L∞(Rd). It is well known thatW p are Banach spaces [52],
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and clearly W p ⊆ Lp. By (W p)r we denote the space of vectors Ψ = (ψ1, . . . , ψr)T of
W p-functions with the norm
‖Ψ‖(W p)r =
r∑
i=1
‖ψi‖W p .
The closed subspace of (vectors of) continuous functions in W p (respectively, (W p)r)
will be denoted by W p0 (or (W
p
0 )
r).
In this chapter we are interested in average sampling performed by a vector of
measures. We denote byM(Rd) =M0(Rd) the Banach space of finite complex Borel
measures on Rd. The norm on M(Rd) is given by ‖µ‖ = ∫Rd d|µ|(y), i.e., the total
variation of a measure µ. ByMt(Rd) we denote the space of vectors−→µ = (µ1, . . . , µt)T
of measures from M(Rd) with the norm ‖−→µ ‖Mt = ∑tj=1 ‖µj‖. The symbols Ms(Rd)
(Mts(Rd)), 0 ≤ s < ∞, will be used for the subspace of M(Rd) (Mt(Rd)) of all
(vectors of) measures µ ∈ M(Rd) such that (1 + |x|)s ∈ L1(Rd, d|µ|), i.e., ∫ (1 +
|x|)sd|µ|(x) < ∞. By M∞(Rd) (Mt∞(Rd)) we denote the space of all (vectors of)
measures with compact support. Clearly Ms(Rd) ⊂Mr(Rd) for 0 ≤ r ≤ s ≤ ∞.
For µ ∈ M(Rd) and φ ∈ L1(Rd, dµ), the convolution of the function φ and the
measure µ is defined by
(φ ∗ µ)(x) =
∫
Rd
φ(x− y)dµ(y), x ∈ Rd.
When we have a vector of finite complex Borel measures −→µ = (µ1, . . . , µt)T and a
vector Φ = (φ1, . . . , φr)T of functions integrable with respect to the corresponding
measures, the convolution Φ ∗ −→µ T is the r × t matrix given by
Φ ∗ −→µ T =

φ1 ∗ µ1 . . . φ1 ∗ µt
...
...
φr ∗ µ1 . . . φr ∗ µt
 .
Let J be a countable index set and X = {xj : j ∈ J} be a subset of Rd. The
reconstruction problem in our sampling model consists of finding the function f ∈
V p(Φ) from the knowledge of its samples
(f ∗ −→µ )(X) = {(f ∗ −→µ )(xj) =
(
(f ∗ µ1)(xj), . . . , (f ∗ µt)(xj)
)T}j∈J .
When t = 1 and −→µ = (δ0), i.e., −→µ is the Dirac measure on Rd concentrated at
zero, then (f ∗ −→µ )(X) = {f(xj)}j∈J and we obtain the classical (ideal) sampling
model. When d−→µ = Ψdx, where Ψ ∈ (L1(Rd))t and dx is the Lebesgue measure on
Rd, i.e., −→µ is absolutely continuous with respect to the Lebesgue measure, then we
write (f ∗Ψ)(X) instead of (f ∗−→µ )(X), and our model is reduced to the case analyzed
in [11].
Definition 1. Let 1 ≤ p ≤ ∞ and X = {xj : j ∈ J} be a countable subset of Rd. We
say that X is a set of sampling for V p(Φ) and −→µ (or, simply, a −→µ -sampling set for
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V p(Φ)) if there exist constants 0 < Ap ≤ Bp <∞ such that
Ap‖f‖Lp ≤ ‖(f ∗ −→µ )(X)‖(`p(J))t ≤ Bp‖f‖Lp , for all f ∈ V p(Φ). (9)
If d−→µ = Ψdx then a −→µ -sampling set X will be called a Ψ-sampling set and, if
t = 1 and µ = δ0, then X will be called an ideal sampling set. To ensure that an upper
bound Bp in (9) always exists we restrict our attention only to relatively separated
sets X. On the other hand, if p = 2, then using the Riesz Representation Theorem,
we get that the above definition is the definition of frame.
Definition 2. We say that X is relatively separated if there exists S ∈ N such that
there are at most S sampling points in every d-dimensional cube [0, 1]d + l, l ∈ Zd.
Remark 1. In most of our estimates in the proofs we only use the quantity Np = S1/p,
p ∈ [1,∞). In case p =∞, we have N∞ = 1 and the assumption of relative separation
may be unnecessary.
Definition 3. Let −→µ ∈Mt(Rd), Φ ∈ (W 10 )r satisfy (6), and X = {xj, j ∈ J} ⊂ Rd be
a relatively separated set. The sampling model is the triple (X,Φ,−→µ ). The sampling
model (X,Φ,−→µ ) is called p-stable if X is a −→µ -sampling set for V p(Φ), p ∈ [1,∞].
Given a p-stable sampling model (X,Φ,−→µ ) we proceed to define its sampling
operator.
Definition 4. The sampling operator U = U(X,Φ,−→µ ) : (`p(Zd))r → (`p(J))t is defined
by UC = (f ∗ −→µ )(X), where f = ∑
k∈Zd
CTk Φk ∈ V p(Φ).
We can think of U as a t× r block matrix
U =

U1,1 . . . U1,r
...
...
U t,1 . . . U t,r
 ,
where for each 1 ≤ i ≤ r and 1 ≤ l ≤ t the operator U l,i is defined by an infinite
matrix with entries (U l,i)j,k = (φ
i ∗ µl)(xj − k), j ∈ J , k ∈ Zd. The operator norm of
U is given by ‖U‖p,op = sup
1≤i≤r
∑t
l=1 ‖U l,i‖p,op.
The following proposition shows that all the interesting properties of a sampling
model (X,Φ,−→µ ) are, indeed, encoded in the sampling operator U . The proof of this
result follows immediately from (6) and (9).
Proposition 1. The sampling model (X,Φ,−→µ ) is p-stable if and only if there exist
0 < ηp ≤ βp <∞ such that for all C ∈ (`p(Zd))r the sampling operator U satisfies
ηp‖C‖(`p(Zd))r ≤ ‖UC‖(`p(J))t ≤ βp‖C‖(`p(Zd))r . (10)
Remark 2. It is not hard to see how the norm bounds ηp and βp in the above propo-
sition are related to the sampling bounds Ap and Bp. Another important observation
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is that βp is controlled by the norms of Φ and
−→µ and the separation constant Np. As
will be apparent from the auxiliary results in Section II.3.1, we have
‖U‖p,op ≤ 2dNp ‖−→µ ‖Mt ‖Φ‖(W 1)r ,
and, hence, we may assume that βp ≤ 2dNp ‖−→µ ‖Mt ‖Φ‖(W 1)r .
The next lemma is typical for perturbation arguments.
Lemma 1. Let (X,Φ,−→µ ) be a p-stable sampling model and U be its sampling oper-
ator satisfying (10). Let also (X˜,Θ,−→α ) be a sampling model such that its sampling
operator U∆ satisfies ‖U − U∆‖ < ηp. Then (X˜,Θ,−→α ) is also p-stable.
Proof. Let C ∈ (`p(Zd))r. Then UC and U∆C are in (`p(J))t and
‖U∆C‖ ≤ ‖(U − U∆)C‖+ ‖UC‖
≤ ‖U − U∆‖‖C‖+ βp‖C‖.
Therefore, since ‖U − U∆‖ < ηp, then we have
‖U∆C‖ ≤ (ηp + βp) ‖C‖. (11)
On the other hand, since
ηp‖C‖ ≤ ‖UC‖ ≤ ‖(U − U∆)C‖+ ‖U∆C‖
≤ ‖U − U∆‖‖C‖+ ‖U∆C‖.
Hence,
(ηp − ‖U − U∆‖) ‖C‖ ≤ ‖U∆C‖. (12)
Since ‖U − U∆‖ < ηp, the conclusion of the lemma follows from (11), (12), and
Proposition 1.
II.2 Main Results
In this section we collect the main results of this chapter.
II.2.1 Admissible perturbations of a sampling model
In practice, shift invariant spaces are used to model classes of signals that can occur (or
that are allowed) in applications. However, often, the functions in a shift invariant
space model only give approximations to the signals of interest. Moreover, signal
samples are obtained using measuring devices with characteristics that are not fully
known, and the measurements reflect local averages rather than exact sample values.
Thus, a sampling measure −→µ is a model that approximates the characteristics of a
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measuring device. Another source of uncertainty is the location of the sampling points
{xj}. This type of uncertainty is what is often called jitter error (see e.g., [12, 18]
and the references therein). The jitter error can be modeled as a perturbation of the
sampling set X = {xj}. The true sampling set is X˜ = X +∆ = {xj + δj}j∈J , where
∆ = {δj}j∈J ⊂ Rd.
The following result shows that the sampling operator varies continuously with
respect to all of the above parameters. As a corollary, we conclude that sampling
models considered in this paper remain stable under the three types of perturbations:
1) a perturbation due to a small change of the generators of the underlying shift
invariant space; 2) a perturbation of the vector of measures −→µ (uncertainty about
the characteristics of the measuring devices); and 3) a perturbation ∆ = {δj}j∈J ⊂ Rd
of the set of samplingX (jitter). We use the standard notation for ‖∆‖∞ = sup{‖δj‖ :
j ∈ J}.
Theorem 1. Let (X,Φ,−→µ ) be a p-stable sampling model for some p ∈ [1,∞] and
U be its sampling operator. Let also (X + ∆,Θ,−→α ) be a perturbed sampling model
with the sampling operator U∆. Then for every ² > 0 there exists ²0 > 0 such that
‖U − U∆‖ < ², whenever −→α ∈Mt(Rd), Θ ∈ (W 10 )r, and
‖∆‖∞ + ‖Φ−Θ‖(W 1)r + ‖−→µ −−→α ‖Mt < ²0.
Due to Lemma 1 we obtain the following corollary.
Corollary 1. Let (X,Φ,−→µ ) be a p-stable sampling model for some p ∈ [1,∞]. Then
there exists ²0 > 0 such that the sampling model (X + ∆,Θ,
−→α ) is also p-stable,
whenever −→α ∈Mt(Rd), Θ ∈ (W 10 )r, and ‖∆‖∞ + ‖Φ−Θ‖(W 1)r + ‖−→µ −−→α ‖Mt < ²0.
That is, there exist 0 < A
′
p ≤ B′p <∞ such that
A
′
p‖f‖Lp ≤ ‖(f ∗ −→α )(X˜)‖(`p(J))t ≤ B
′
p‖f‖Lp , for all f ∈ V p(Θ), (13)
where X˜ = X +∆.
Remark 3. The proof of Theorem 1 will be established in Section II.3.2 by perturbing
some of the parameters of the sampling models while leaving the other unchanged,
and then combining the results. For some of these cases, we will provide explicit
estimates for ²0 and the bounds A
′
p and B
′
p. For example, for the case where ‖∆‖∞ =
‖−→µ −−→α ‖Mt = 0, we get that
²0 =
1
2

√√√√C2p + 4Apm2p2dNp‖−→µ ‖Mt − Cp
 ,
where Np is as in Remark 1 and
Cp = ‖Φ‖(W 1)r + Apmp
2dNp‖−→µ ‖Mt .
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Then, for 0 < ² < ²0 < mp, we have
A
′
p =
Apmp
‖Φ‖(W 1)r + ² −
2dNp‖−→µ ‖Mt
mp − ² ²,
B
′
p =
2dNp‖−→µ ‖Mt(‖Φ‖(W 1)r + ²)
mp − ² .
The above result has many special cases and some of them have been obtained
before. For example, Corollaries 2 and 3 below were first proved in [11]. They
immediately follow from Corollary 1 with d−→µ = Ψdx for Corollary 2, and −→µ = (δ0)
for Corollary 3.
Corollary 2. Let Ψ ∈ (L1(Rd))t, Φ ∈ (W 10 )r satisfy (6), and X = {xj, j ∈ J} ⊂ Rd
be a relatively separated Ψ-sampling set for V p(Φ). Then there exists ²0 > 0 such that
X is a Ψ-sampling set for V p(Θ), whenever Θ ∈ (W 10 )r and ‖Φ−Θ‖(W 1)r < ²0.
Corollary 3. Let Φ ∈ (W 10 )r satisfying (6) and X = {xj, j ∈ J} ⊂ Rd be a relatively
separated ideal set of sampling for V p(Φ). Then there exists ²0 > 0 such that X is an
ideal set of sampling for V p(Θ), whenever Θ ∈ (W 10 )r and ‖Φ−Θ‖(W 1)r < ²0.
Other special cases are analogous to Theorem 3.6 in [12], and [80, Theorem 3.4].
The amplitude error considered in [80, Theorem 3.3] can also be described in the
above terms as a perturbation of −→µ = (δ0).
II.2.2 Perfect reconstruction and localized frames
In this section we show that the standard dual frame method can be used to recon-
struct f ∈ V 2(Φ) from its samples. We also obtain a useful modification of the above
results using the theory of localized frames developed in [59] (see Definition 8). In
the previous section, the number p ∈ [1,∞] was fixed, that is, we stated, for example,
that if X is a −→µ -sampling set for V p(Φ), then X is a −→µ -sampling set for V p(Θ) for
the same p ∈ [1,∞], as soon as Θ is sufficiently close to Φ in the appropriate norm.
Here, we claim that if X is a −→µ -sampling set for V 2(Φ), then X is a −→µ -sampling
set for V p(Θ) for all p ∈ [1,∞], as soon as Θ is sufficiently close to Φ, Φ satisfies
a mild decay condition, and −→µ belongs to Ms(Rd) for some s > d. It is natural
to ask whether one can replace V 2(Φ) in the above statement with V q(Φ), for some
q ∈ [1,∞]. Under certain assumptions the answer is “yes”, but it turns out to be a
much harder problem as shown in [5].
Definition 5. Let H be a Hilbert space of functions and V a closed subspace of H.
Let {Ψxj = (ψ1xj , . . . , ψtxj)T}j∈J be a countable collection of vectors of functions in V .
We say that {Ψxj}j∈J is a frame for V if there exist constants 0 < A ≤ B <∞ such
that
A‖f‖H ≤ ‖〈f,Ψxj〉‖(`2(J))t ≤ B‖f‖H, for all f ∈ V,
where 〈f,Ψxj〉 = (〈f, ψ1xj〉, . . . , 〈f, ψtxj〉)T ∈ Ct.
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Remark 4. Notice that the above is not quite the standard definition of a frame in
a Hilbert space. This is due to the way we defined the norm in (5). Nevertheless,
it is easily seen that {Ψxj}j∈J is a frame for V according to the above definition if
and only if {ψixj , i = 1, 2, . . . , t, j ∈ J} is a frame for V according to the standard
definition. The frame bounds, however, may be different.
Definition 6. Let V be a closed subspace of the Hilbert space H. Let {Ψxj =
(ψ1xj , . . . , ψ
t
xj
)T}j∈J be a frame for V . The frame operator associated with the frame
{Ψxj}j∈J is the operator S : V → V defined by S(f) =
∑
j∈J〈f,Ψxj〉TΨxj , for all
f ∈ V . The (canonical) dual frame {Ψ˜xj}j∈J of the frame {Ψxj}j∈J is the sequence
of vectors given by {Ψ˜xj = (ψ˜1xj , . . . , ψ˜txj)T}j∈J , where ψ˜sxj = S−1ψsxj , 1 ≤ s ≤ t.
Remark 5. It is well know that a frame operator S is bounded, invertible, self-adjoint,
and positive [48]. Hence, the canonical dual frame is well defined. There may exist
other dual frames but we will refrain from defining the notion.
The next well-known result shows that the dual frame method can be used to
reconstruct a function from its samples. First, let us state the following definition.
Definition 7. Let J be a countable set of index, and (B, ‖ · ‖) a Banach space. We
shall say that the series
∑
j∈J gj converges unconditionally in B to g, if for every ² > 0
there exists a finite set F = F (²) ⊂ J such that
‖g −∑
j∈I
gj‖ < ²,
for all finite subsets I ⊂ J containing F .
Proposition 2. Let Φ ∈ (W 10 )r, −→µ ∈Mt(Rd), and X be a −→µ -sampling set for V 2(Φ).
Then there exists a sequence of vectors of functions {Ψxj}j∈J , which is a frame for
V 2(Φ) and 〈f,Ψxj〉 = (f ∗ −→µ )(xj) for all f ∈ V 2(Φ) and j ∈ J . Moreover, every
function f ∈ V 2(Φ) can be recovered from the sequence of its samples {(f ∗−→µ )(xj)}j∈J
via
f(x) =
∑
j∈J
(f ∗ −→µ )T (xj)Ψ˜xj(x), (14)
where {Ψ˜xj}j∈J is the dual frame of {Ψxj}j∈J and the series (14) converges uncondi-
tionally in V 2(Φ).
The frame {Ψxj}j∈J constructed in the previous proposition will be called a
(−→µ ,X)-sampling frame for V 2(Φ). The main idea of this section is to use the fact that
if such a frame is localized then it is also a Banach frame [59] for V p(Φ), p ∈ [1,∞).
Remark 6. Observe that, in general, the frame operator S is the product of the
analysis operator T : V → (`2(J))t, defined by
Tf = {〈f,Ψxj〉}j∈J = {(〈f, ψ1xj〉, . . . , 〈f, ψtxj〉)T}j∈J
and its adjoint, that is S = T ∗T . Since Φ generates a Riesz basis, it is immediate
that in case of a (−→µ ,X)-sampling frame, the sampling operator U can be viewed as
the matrix of the analysis operator T in the the basis generated by Φ.
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Recall that a sequence {φ1(· − k), . . . , φr(· − k); k ∈ Zd} in a Hilbert space H is a
Riesz basis for H if it is a basis for H and if it satisfies Condition (6) for p = 2. It is
well known that the dual basis of a Riesz basis is itself a Riesz basis.
Definition 8. Let V be a closed subspace of the Hilbert space H. Let {Ψxj =
(ψ1xj , . . . , ψ
t
xj
)T}j∈J be a frame for V , and {Gk = (g1k, . . . , grk)T}k∈Zd be a Riesz ba-
sis for V . We say that the frame {Ψxj}j∈J is (polynomially) s-localized with respect
to the Riesz basis {Gk}k∈Zd, if
|〈Gk,ΨTxj〉| ≤ C1(1 + |xj − k|)−s, (15)
and
|〈G˜k,ΨTxj〉| ≤ C2(1 + |xj − k|)−s, (16)
for all j ∈ J and k ∈ Zd. Here, the constants C1, C2 > 0 are independent of j and k,
|〈Gk,ΨTxj〉| =
∑r
i=1
∑t
l=1 |〈gik, ψlxj〉|, {G˜k}k∈Zd is the dual Riesz basis of {Gk}k∈Zd, and
|〈G˜k,ΨTxj〉| is defined similarly to |〈Gk,ΨTxj〉|.
Remark 7. Let V be a closed subspace of a Hilbert space H. Assume that {Gk =
(g1k, . . . , g
r
k)
T}k∈Zd is a Riesz basis for V . The dual Riesz basis of the Riesz basis
{Gk}k∈Zd is the sequence of vectors {G˜k = (g˜1k, . . . , g˜rk)T}k∈Zd satisfying 〈G˜k, GTl 〉 =
δklI, where I is the r × r identity matrix, and δkl is the Kronecker delta. Since a
Riesz basis {Gk} is also a frame, {G˜k} is, in fact, the canonical dual frame for {Gk}.
In this case it is the unique dual frame.
Definition 9. Let Φ = (φ1, . . . , φr)T ∈ (W 10 )r ⊂ (L2(Rd))r and s > d. We say that
Φ is an s-localized Riesz generator for V 2(Φ), denoted Φ ∈ Ws, if
• {Φk = Φ(· − k)}k∈Zd generates a Riesz basis for V 2(Φ), i.e., condition (6) holds
for p = 2;
• The components of Φ satisfy the decay condition
|φi(x)| ≤ Ci0(1 + |x|)−s, (17)
for all 1 ≤ i ≤ r and some Ci0 > 0 independent of x ∈ Rd.
Remark 8. If Φ ∈ Ws, then (6) holds for every p ∈ [1,∞] (see e.g., [9, 10]).
The following two theorems are the main results of Section II.2.2.
Theorem 2. Let s > d, Φ ∈ Ws, and −→µ ∈Mts(Rd). Assume that X is a −→µ -sampling
set for V 2(Φ), and {Ψxj}j∈J is the (−→µ ,X)-sampling frame for V 2(Φ). Then
• X is a −→µ -sampling set for V p(Φ) for all p ∈ [1,∞].
• If {Ψ˜xj} is the dual frame for {Ψxj}j∈J , then
f =
∑
j∈J
(f ∗ −→µ )T (xj)Ψ˜xj , for all f ∈ V p(Φ), (18)
where the series converges unconditionally in V p(Φ), p ∈ [1,∞).
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Next, we combine Theorem 2 with the perturbation results of the previous section.
The proof is immediate.
Theorem 3. Let s > d, Φ ∈ Ws, and −→µ ∈ Mts(Rd). Assume that X is a relatively
separated −→µ -sampling set for V 2(Φ). Then there exists ²0 > 0 such that for every
∆ = {δj, j ∈ J}, Θ ∈ Ws, and −→α ∈ Mts(Rd) satisfying ‖∆‖∞ + ‖Φ − Θ‖(W 1)r +
‖−→µ − −→α ‖Mt < ²0, there exists an (−→α ,X + ∆)-sampling frame {Ψxj}j∈J for V 2(Θ).
Moreover,
• X +∆ is an −→α -sampling set for V p(Θ) for all p ∈ [1,∞].
• If {Ψ˜xj} is the dual frame for {Ψxj}j∈J , then
f =
∑
j∈J
(f ∗ −→α )T (xj + δj)Ψ˜xj , for all f ∈ V p(Θ),
where the series converges unconditionally in V p(Θ), p ∈ [1,∞).
Remark 9. The crucial result for the proof of the theorems is Jaffard’s non-commutative
extension of the classical Wiener’s Tauberian Lemma (see Theorem 5 in [59]). It
states that if an invertible matrix has an off-diagonal decay defined by inequalities
similar to (15) and (16), then the inverse matrix has the same off-diagonal decay.
There exist other extensions of Wiener’s Lemma which deal with different types of
off-diagonal decay (see, for example, [20, 60]). Many of those could be used to obtain
results similar to Theorem 3.
II.2.3 Imperfect reconstruction
In practice, we know that a perturbation exists because of imperfections of measur-
ing devices, errors, etc. However, we can only estimate this perturbation and may
not even know its nature. Here we show that even if we use a model (X,Φ,−→µ )
for reconstructing a signal from a perturbed model (X˜,Θ,−→α ) (or vice versa), the
reconstruction error depends continuously on the perturbation in the cases studied
above.
As before, let U be the sampling operator for a p-stable sampling model (X,Φ,−→µ )
and U∆ be the sampling operator for a perturbed model (X˜,Θ,
−→α ), where X˜ =
X +∆ = {xj + δj}j∈J . The sampling operator U∆ can be thought of as a t× r block
matrix
U∆ =

U1,1∆ . . . U
1,r
∆
...
...
U t,1∆ . . . U
t,r
∆
 ,
where for each 1 ≤ i ≤ r and 1 ≤ l ≤ t the operator U l,i∆ is defined by a bi-infinite
matrix with entries (U l,i∆ )j,k = (θ
i ∗ αl)(xj + δj − k), j ∈ J , k ∈ Zd.
17
We let U∗ be an operator defined by the following r × t matrix of operators from
(`p(J))t into (`p(Zd))r:
U∗ =

(U1,1)T . . . (U t,1)T
...
...
(U1,r)T . . . (U t,r)T
 ,
where for each 1 ≤ i ≤ r and 1 ≤ l ≤ t the matrix (U l,i)T is the complex conjugate
transpose of U l,i. If p = 2 and t = r = 1, then U∗ is the Hilbert adjoint of U . The
operator (U∆)
∗ is defined similarly. Notice that this definition implies (U∗)∗ = U .
Moreover, U∗ is a bounded operator and ‖U∗‖p,op = ‖U‖q,op, 1p + 1q = 1. Hence,
‖U∗‖p,op ≤ 2dNq ‖−→µ ‖Mt ‖Φ‖(W 1)r , 1q + 1p = 1.
In the next two theorems we shall assume that the operator U∗U is invertible.
Consequently, there is 0 < np < ∞ such that ‖(U∗U)−1‖p,op ≤ np. If the sampling
model (X,Φ,−→µ ) is 2-stable, U∗U is a matrix of the frame operator S for the sampling
frame {Ψxj}, see Remark 6. Therefore, the bi-infinite matrix U∗U is invertible and
positive definite. Moreover, the operator (U∗U)−1U∗ is a left inverse for the sampling
operator U and it can be viewed as the matrix of the synthesis operator used for the
reconstruction. Hence, the importance of the following result.
Theorem 4. Let (X,Φ,−→µ ) be a p-stable sampling model for some p ∈ [1,∞]. Assume
that its sampling operator U satisfies (10) and the operator U∗U is invertible. Let
0 < 2² <
(
−(βp + βq) +
√
(βp + βq)2 +
4
np
)
and (X˜,Θ,−→α ) be a perturbed sampling
model such that its sampling operator U∆ satisfies ‖U − U∆‖ < ². Define ν = ν(²) =
np²(²+ βp + βq). Then 0 < ν < 1, the operator U
∗
∆U∆ is invertible, and
‖(U∗U)−1U∗ − (U∗∆U∆)−1U∗∆‖ < np
(
²+
ν(βq + ²)
1− ν
)
,
for ‖∆‖∞ sufficiently small.
Remark 10. Observe that if p = 2 we do not need to require invertibility of U∗U .
As we mentioned above, it follows automatically.
Remark 11. If in Theorem 4 we let r = t = 1, p = 2, and −→µ = (µ1) = (δ0), then we
obtain an analog of Theorem 3.3 in [12].
Let (X,Φ,−→µ ) be a p-stable sampling model for some p ∈ [1,∞]. Assume that its
sampling operator U satisfies (10) and the operator U∗U is invertible. We define the
reconstruction operator R = R(X,Φ,−→µ ) : (`p(J))t → V p(Φ) by
RD =
∑
k∈Zd
[(U∗U)−1U∗D]TkΦ(· − k),
D = (d1, . . . , dt)T in (`p(J))t.
Then as an immediate consequence of Theorems 1 and 4, we have the following
result.
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Theorem 5. Let (X,Φ,−→µ ) be a p-stable sampling model for some p ∈ [1,∞]. Assume
that its sampling operator U is such that U∗U is invertible. Let R be the reconstruction
operator. Then for every ² > 0 there exists ²0 > 0 such that for every ∆ = {δj, j ∈ J},
Θ ∈ (W 10 )r, and −→α ∈Mt(Rd) satisfying
‖∆‖∞ + ‖Φ−Θ‖(W 1)r + ‖−→µ −−→α ‖Mt < ²0,
we have
‖R((g ∗ −→α )(X +∆))− f‖Lp < ²‖f‖Lp , f =
∑
k∈Zd
CTk Φk, g =
∑
k∈Zd
CTk Θk,
for all C ∈ (`p(Zd))r.
Theorem 5 tells us that the reconstruction error is, indeed, controlled in a contin-
uous fashion by each and all of the perturbation errors studied in this paper.
Our final result is a combination of the above theorem with the results of Section
II.2.1.
Theorem 6. Let (X,Φ,−→µ ) be a 2-stable sampling model such that Φ ∈ Ws and−→µ ∈ Mts(Rd), with s > d. Let R be the reconstruction operator for (X,Φ,−→µ ). Then
for every ² > 0 there exists ²0 > 0 such that for every ∆ = {δj, j ∈ J}, Θ ∈ Ws, and−→α ∈Mts(Rd) satisfying
‖∆‖∞ + ‖Φ−Θ‖(W 1)r + ‖−→µ −−→α ‖Mt < ²0,
we have
‖R((g ∗ −→α )(X +∆))− f‖Lp < ² ‖f‖Lp , f =
∑
k∈Zd
CTk Φk, g =
∑
k∈Zd
CTk Θk,
for all p ∈ [1,∞] and all C ∈ (`p(Zd))r.
The proofs in the following section show implicitly how numerical estimates for ²0
in Theorems 5 and 6 may be obtained.
II.3 Proofs
II.3.1 Auxiliary results
We begin with some technical results that are needed for the main proofs.
Lemma 2. Let φ ∈W 10 , and µ ∈M(Rd). Then:
φ ∗ µ ∈W 10 , and (19)
‖φ ∗ µ‖W 1 ≤ 2d‖φ‖W 1‖µ‖. (20)
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Proof. Note that if µ = 0, the proof is immediate. Assume now µ 6= 0, i.e. ‖µ‖ > 0.
Let ² > 0 be given. Since φ ∈ W 10 , then φ is uniformly continuous in Rd. Therefore,
there exists δ = δ(²) > 0 such that
|φ(w)− φ(w1)| < ²‖µ‖ , whenever ‖w − w1‖ < δ. (21)
Let z0 ∈ Rd be given, and let z ∈ Rd be such that ‖z − z0‖ < δ. Then we have
|(φ ∗ µ)(z)− (φ ∗ µ)(z0)|=
∣∣∣∣∫
Rd
φ(z − y)dµ(y)−
∫
Rd
φ(z0 − y)dµ(y)
∣∣∣∣
≤
∫
Rd
|φ(z − y)− φ(z0 − y)|d|µ|(y).
Since ‖(z − y) − (z0 − y)‖ = ‖z − z0‖ < δ, for all y ∈ Rd, then it follows from (21)
that
∫
Rd |(φ(z − y) − φ(z0 − y))| d|µ|(y) <
∫
Rd
²
‖µ‖d|µ|(y) = ². Since z0 and ² > 0 are
arbitrary, we obtain the continuity of φ ∗ µ in Rd.
Let us show (20). Let φ ∈W 1 and µ ∈M(Rd) be given. Then
‖φ ∗ µ‖W 1 = ∑
k∈Zd
ess sup
x∈[0,1]d
∣∣∣∣∣ ∫Rd φ(x+ k − y) dµ(y)
∣∣∣∣∣ ≤∑
k∈Zd
∫
Rd
ess sup
x∈[0,1]d
|φ(x+ k − y)| d|µ|(y) ≤
∫
Rd
( ∑
k∈Zd
ess sup
x∈[0,1]d
|φ(x+ k − y)|
)
d|µ|(y) = ∫
Rd
‖φ(· − y)‖W 1 d|µ|(y).
Since ‖φ(· − y)‖W 1 ≤ 2d‖φ‖W 1 , for all y ∈ Rd, we get∫
Rd
‖φ(· − y)‖W 1d|µ|(y) ≤
∫
Rd
2d‖φ‖W 1d|µ|(y) = 2d‖φ‖W 1‖µ‖.
Therefore, we get (20).
The next proposition collects basic known facts about Wiener amalgam spaces,
shift invariant spaces V p(Φ), and relatively separated sets in Rd.
Proposition 3. Let Φ ∈ (W 10 )r, −→µ ∈Mt(Rd), f =
∑
k∈Zd
CTk Φk, where C ∈ (`p(Zd))r,
and Φk = Φ(· − k), for all k ∈ Zd. Let also X = {xj, j ∈ J} be a relatively separated
set in Rd with S as is in Definition 2. Then
Φ ∗ −→µ T ∈ (W 10 )r×t; (22)
‖Φ ∗ −→µ T‖(W 1)r×t ≤ 2d‖Φ‖(W 1)r‖−→µ ‖Mt ; (23)
V p(Φ) ⊂W p0 , for all 1 ≤ p ≤ ∞; (24)
‖f‖W p ≤ ‖C‖(`p(Zd))r‖Φ‖(W 1)r . (25)
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For g ∈W p we have
‖g(X)‖`p(J) ≤ Np‖g‖W p , Np = S1/p, p ∈ [1,∞), N∞ = 1. (26)
Proof. First, Lemma 2 immediately implies (22). Next, to prove (23) consider Φ =
(φ1, . . . , φr)T ∈ (W 10 )r and −→µ = (µ1, . . . , µt)T ∈Mt(Rd). Then using (20), we obtain
‖Φ ∗ −→µ T‖(W 1)r×t =
t∑
j=1
r∑
i=1
‖φi ∗ µj‖W 1 ≤
t∑
j=1
r∑
i=1
2d‖φi‖W 1‖µj‖= 2d‖Φ‖(W 1)r‖−→µ ‖Mt .
Next, we prove (25). Consider 1 ≤ p <∞ and f = ∑
k∈Zd
CTk Φk. For each 1 ≤ s ≤ r
let as(l) = ess sup
x∈[0,1]d
|φs(x+ l)|, for all l ∈ Zd. Then ‖as‖`1(Zd) = ‖φs‖W 1 . Consequently,
‖a‖(`1(Zd))r = ‖Φ‖(W 1)r , where a = (a1, . . . , ar)T , and Φ = (φ1, . . . , φr)T . Hence,
ess sup
x∈[0,1]d
|f(x+ l)| ≤
r∑
s=1
∑
k∈Zd
|cs(k)|ess sup
x∈[0,1]d
|φs(x+ l − k)| =
r∑
s=1
(as ∗ |cs|)(l),
where we have also used the notation cs(k) for csk. By using the Young and Triangle
inequalities, we have
‖f‖W p ≤
r∑
s=1
‖as ∗ |cs|‖`p ≤
r∑
s=1
‖as‖`1‖cs‖`p .
Consequently, ‖f‖W p ≤ ‖C‖(`p(Zd))r‖Φ‖(W 1)r . Let us prove (25) for p = ∞. Let
m ∈ Zd be given. Then
|f(x+m)| ≤
r∑
s=1
∑
k∈Zd
|cs(k)||φs(x+m− k)|
≤ ‖C‖(`∞(Zd))r
r∑
s=1
∑
k∈Zd
|φs(x+m− k)|.
Consequently,
ess sup
x∈[0,1]d
|f(x+m)| ≤ ‖C‖(`∞(Zd))r
r∑
s=1
∑
k∈Zd
ess sup
x∈[0,1]d
|φs(x+m− k)|
= ‖C‖(`∞(Zd))r
r∑
s=1
‖φs‖W 1
= ‖C‖(`∞(Zd))r‖Φ‖(W 1)r .
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Therefore,
‖f‖W∞ = sup
m∈Zd
{ess sup
x∈[0,1]d
|f(x+m)|} ≤ ‖C‖(`∞(Zd))r‖Φ‖(W 1)r .
Next, let us show (24). Let f ∈ V p(Φ) be given. Then f = ∑k∈Zd CTk Φk, for some
C ∈ (`p(Zd))r. Since (25) implies f ∈ W p, it remains to show the continuity of f .
Let us first consider the case 1 ≤ p < ∞. We observe that W p ⊂ W∞ = L∞(Rd)
(see Theorem 2.1 in [10]), and, hence,
‖f‖L∞ ≤ ‖f‖W p . (27)
Let fn =
∑
|k|≤nCTk Φk be a partial sum of f . Since Φ ∈ (W 10 )r, then {fn}n∈N is a
sequence of continuous functions, and from (25) and (27) we obtain
‖f − fn‖L∞ ≤ ‖Φ‖(W 1)r
 r∑
i=1
∑
|k|>n
|cik|p
1/p
 .
Therefore, the sequence of continuous functions {fn}n∈N converges uniformly to the
function f . Thus, f is a continuous function as well. To treat the case p = ∞,
we choose a sequence {Φn}n≥1 of continuous functions with compact support (see
Theorem 3.1 in [10] for details) such that ‖Φn − Φ‖(W 1)r → 0 as n → ∞. Set
fn(x) =
∑
k∈Zd CTk Φ
n(x−k). Since the sum is locally finite, then each fn is continuous.
Using (25) once again, we estimate
‖fn − f‖L∞ ≤ ‖C‖(`∞(Zd))r‖Φn − Φ‖(W 1)r .
It follows that the sequence of continuous functions {fn}n≥1 converges uniformly to
f . Hence, f is a continuous function as well.
Finally, (26) follows from∑
j:xj∈[0,1]d+l
|g(xj)|p ≤ S ess sup
x∈[0,1]d+l
|g(x)|p,
and the proof is complete.
Using (22) and (23), we obtain the following result.
Corollary 4. Let Λ : (W 10 )
r×Mt(Rd) −→ (W 10 )r×t be defined by Λ(Φ,−→µ ) = Φ∗−→µ T .
Then Λ is a bounded bilinear form, and ‖Λ‖ ≤ 2d, where
‖Λ‖ = sup{‖Λ(Φ,−→µ )‖(W 10 )r×t : ‖Φ‖(W 10 )r ≤ 1, ‖−→µ ‖Mt ≤ 1}.
Lemma 3. Let φ ∈ W 10 , µ ∈ M, and c = {ck}k∈Zd ∈ `p(Zd) be given. Then the
function defined on Rd by h(z) = ((∑k∈Zd ckφk) ∗ µ)(z) belongs to W p.
22
Proof. It suffices to show that
h(z) =
∑
k∈Zd
ck(φ ∗ µ)k(z),∀z ∈ Rd, (28)
because if (28) is takes place, then the conclusion of the Lemma follows as a conse-
quence of Lemma 2, and (25) in Proposition 3. In order to show (28), we shall show
that ∑
k∈Zd
∫
Rd
|ck||φ(z − w − k)|d|µ|(w) <∞,∀z ∈ [0, 1]d.
Let z ∈ [0, 1]d be given. Then
∑
k∈Zd
∫
Rd
|ck||φ(z − w − k)|d|µ|(w) =
∫
Rd
∑
k∈Zd
|ck||φ(z − w − k)|d|µ|(w)
≤ ‖c‖`∞(Zd)
∫
Rd
∑
k∈Zd
|φ(z − w − k)|d|µ|(w)
≤ ‖c‖`∞(Zd)
∫
Rd
∑
k∈Zd
ess sup
z∈[0,1]d
|φ(z − w − k)| d|µ|(w)
= ‖c‖`∞(Zd)
∫
Rd
‖φ(· − w)‖W 1d|µ|(w)
≤ 2d‖c‖`∞(Zd)‖φ‖W 1‖µ‖ <∞.
The following lemma, proved, for example, in [11], states that a small perturbation
of a Riesz basic sequence remains a Riesz basic sequence.
Lemma 4. Let Φ ∈ (W 1)r satisfy (6). Then there exists ²0 > 0 such that every
Θ ∈ (W 1)r satisfying ‖Φ − Θ‖(W 1)r ≤ ² < ²0, also satisfies (6), for some 0 < m′p ≤
M
′
p <∞ and
m
′
p ≥ mp − ² and M
′
p ≤ ‖Φ‖(W 1)r + ². (29)
The following lemma justifies Remark 2.
Lemma 5. Let (X,Φ,−→µ ) be a p-stable sampling model and U be its sampling operator.
Then
‖U‖p,op ≤ 2dNp ‖−→µ ‖Mt ‖Φ‖(W 1)r ,
and
‖U∗‖p,op ≤ 2dNq ‖−→µ ‖Mt ‖Φ‖(W 1)r ,
1
p
+
1
q
= 1.
Proof. The first of the inequalities follows from
‖UC‖(`p(J))t = ‖(f ∗ −→µ )(X)‖(`p(J))t
and (23), (25), (26). The other one is true since ‖U∗‖p,op = ‖U‖q,op, 1p + 1q = 1.
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II.3.2 Proofs for Section II.2.1
We will divide the proof of Theorem 1 into several lemmas, each of which is a separate
perturbation result. The first lemma is concerned with perturbations of the generator
for the space of signals.
Lemma 6. Let (X,Φ,−→µ ) be a p-stable sampling model for some p ∈ [1,∞]. Then
there exists ²0 > 0 such that the sampling model (X,Θ,
−→µ ) is also p-stable, whenever
Θ ∈ (W 10 )r and ‖Φ−Θ‖(W 1)r < ²0.
Proof. Assume that −→µ ∈Mt(Rd), Φ ∈ (W 10 )r satisfies (6), and X = {xj, j ∈ J} ⊂ Rd
satisfies (9). We want to find ²0 > 0 such that whenever ‖Φ−Θ‖(W 1)r < ²0, then
A
′
p‖g‖Lp ≤ ‖(g ∗ −→µ )(X)‖(`p(J))t ≤ B
′
p‖g‖Lp , for all g ∈ V p(Θ).
for some 0 < A
′
p ≤ B′p < ∞. Assume 0 < ² < mp. Then, by Lemma 4, Θ ∈
(W 1)r satisfies (6) and we let g =
∑
k∈Zd CTk Θk and f =
∑
k∈Zd CTk Φk, C ∈ (`p(Zd))r.
Consequently, we have
1
M ′p
‖g‖Lp ≤ ‖C‖(`p(Zd))r ≤
1
mp
∥∥∥∥∥∥
∑
k∈Zd
CTk Φk
∥∥∥∥∥∥
Lp
=
1
mp
‖f‖Lp
≤ A
−1
p
mp
‖(f ∗ −→µ )(X)‖(`p(J))t
=
A−1p
mp
∥∥∥∥∥∥
∑
k∈Zd
CTk Φk
 ∗ −→µ
 (X)
∥∥∥∥∥∥
(`p(J))t
=
A−1p
mp
t∑
l=1
∥∥∥∥∥∥
∑
k∈Zd
CTk Φk
 ∗ µl
 (X)
∥∥∥∥∥∥
`p(J)
≤ A
−1
p
mp
t∑
l=1
∥∥∥∥∥∥
∑
k∈Zd
CTk Ξ
l
k
 (X)
∥∥∥∥∥∥
`p(J)
+
A−1p
mp
‖(g ∗ −→µ ) (X)‖(`p(J))t ,
where
Ξlk := ((φ
1
k − θ1k) ∗ µl, . . . , (φrk − θrk) ∗ µl)T , l = 1, . . . , t. (30)
Since Φ and Θ are elements of (W 10 )
r and −→µ ∈ Mt(Rd), then by (22), we have
Ξl = (Φ − Θ) ∗ µl ∈ (W 10 )r, for l = 1, . . . , t. Hence, using (23), (25), (26), and
condition (6) for g =
∑
k∈Zd CTk Θk, we have∑t
l=1
∥∥∥(∑k∈Zd CTk Ξlk)(X)∥∥∥`p(J) ≤
2dNp‖C‖(`p(Zd))r‖Φ−Θ‖(W 1)r‖−→µ ‖Mt ≤
2dNp‖Φ−Θ‖(W 1)r‖−→µ ‖Mt
m′p
‖g‖Lp .
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Therefore,
1
M ′p
‖g‖Lp ≤
A−1p 2
dNp‖Φ−Θ‖(W 1)r‖−→µ ‖Mt
mpm
′
p
‖g‖Lp +
+
A−1p
mp
‖(g ∗ −→µ )(X)‖(`p(J))t .
Hence, (
Apmp
M ′p
−2
dNp‖Φ−Θ‖(W 1)r‖−→µ ‖Mt
m′p
)
‖g‖Lp
≤ ‖(g ∗ −→µ )(X)‖(`p(J))t .
(31)
On the other hand, since Θ ∈ (W 10 )r and −→µ ∈ Mt(Rd), it follows from (22) that
(θ1 ∗µl, . . . , θr ∗µl)T ∈ (W 10 )r, l = 1, . . . , t. Therefore, (23), (25), (26), the first of the
estimates in (29), and Lemma 3 imply that
‖(g ∗ −→µ )(X)‖(`p(J))t =
∥∥∥∥∥∥
∑
k∈Zd
CTk Θk
 ∗ −→µ
 (X)
∥∥∥∥∥∥
(`p(J))t
≤Np
∥∥∥∥∥∥
∑
k∈Zd
CTk Θk
 ∗ −→µ
∥∥∥∥∥∥
(W p)t
=Np
∥∥∥∥∥∥
∑
k∈Zd
CTk (Θ ∗ −→µ )k
∥∥∥∥∥∥
(W p)t
≤Np‖C‖(`p(Zd))r ‖Θ ∗ −→µ ‖(W 1)r×t
≤ 2dNp‖−→µ ‖Mt‖C‖(`p(Zd))r‖Θ‖(W 1)r
≤ 2
dNp‖−→µ ‖Mt
m′p
(‖Φ‖(W 1)r + ²)‖g‖Lp
≤ 2
dNp‖−→µ ‖Mt(‖Φ‖(W 1)r + ²)
mp − ² ‖g‖L
p .
Hence,
‖(g ∗ −→µ )(X)‖(`p(J))t ≤
(
2dNp‖−→µ ‖Mt(‖Φ‖(W 1)r + ²)
mp − ²
)
‖g‖Lp . (32)
Using the estimates (29) and the left hand side of the inequality (31), we can obtain
an explicit upper bound ²0 for ² from
Apmp
‖Φ‖(W 1)r + ² −
2dNp‖−→µ ‖Mt
mp − ² ² = 0.
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This is equivalent to the quadratic equation
²2 + Cp²−
Apm
2
p
2dNp‖−→µ ‖Mt = 0,
where
Cp = ‖Φ‖(W 1)r + Apmp
2dNp‖−→µ ‖Mt .
Let ²0 be the positive solution of the previous equation, i.e.,
²0 =
1
2

√√√√C2p + 4Apm2p2dNp‖−→µ ‖Mt − Cp
 .
Then, for 0 < ² < ²0 < mp, we use (31), (32), and (29) to obtain
A
′
p =
Apmp
‖Φ‖(W 1)r + ² −
2dNp‖−→µ ‖Mt
mp − ² ²,
B
′
p =
2dNp‖−→µ ‖Mt(‖Φ‖(W 1)r + ²)
mp − ² ,
and the proof is complete.
The following lemma deals with perturbations of the sampling measure.
Lemma 7. Let (X,Φ,−→µ ) be a p-stable sampling model for some p ∈ [1,∞]. Then
there exists ²0 > 0 such that the sampling model (X,Φ,
−→α ) is also p-stable, whenever−→α ∈Mt(Rd) and
‖−→µ −−→α ‖Mt < ²0.
Proof. Let f =
∑
k∈Zd CTk Φk ∈ V p(Φ), C ∈ (`p(Zd))r. We have
Ap‖f‖Lp ≤ ‖(f ∗ −→µ )(X)‖(`p(J))t
≤ ‖(f ∗ (−→µ −−→α ))(X)‖(`p(J))t + ‖(f ∗ −→α )(X)‖(`p(J))t
=
t∑
l=1
‖(f ∗ (µl − αl))(X)‖`p(J) + ‖(f ∗ −→α )(X)‖(`p(J)t
=
t∑
l=1
‖((∑
k∈Zd
CTk Φk) ∗ (µl − αl))(X)‖`p(J) + ‖(f ∗ −→α )(X)‖(`p(J))t .
Since −→µ and −→α are in Mt(Rd), and Φ ∈ (W 10 )r, then Proposition 3 implies Ωl =
(φ1 ∗ (µl−αl), . . . , φr ∗ (µl−αl))T ∈ (W 10 )r, for l = 1, . . . , t. Using Proposition 3 once
again we have:
Ap‖f‖Lp ≤
t∑
l=1
Np‖C‖(`p(Zd))r‖Ωl‖(W 1)r + ‖(f ∗ −→α )(X)‖(`p(J))t
≤ 2dNp‖C‖(`p(Zd))r‖Φ‖(W 1)r‖−→µ −−→α ‖Mt + ‖(f ∗ −→α )(X)‖(`p(J))t .
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Taking into account Φ ∈ (W 1)r, and f satisfies (6), then it follows
2dNp‖C‖(`p(Zd))r‖Φ‖(W 1)r‖−→µ −−→α ‖Mt ≤
2dNp‖f‖Lp‖Φ‖(W 1)r‖−→µ −−→α ‖Mt
mp
.
Hence, (
Ap − 2
dNp‖Φ‖(W 1)r‖−→µ −−→α ‖Mt
mp
)
‖f‖Lp ≤ ‖(f ∗ −→α )(X)‖(`p(J))t . (33)
On the other hand, using (9) again, we have
‖(f ∗ −→α )(X)‖(`p(J))t ≤ ‖(f ∗ (−→α −−→µ ))(X)‖(`p(J))t + ‖(f ∗ −→µ )(X)‖(`p(J))t
=
t∑
l=1
∥∥∥(f ∗ (αl − µl)) (X)∥∥∥
`p(J)
+ ‖(f ∗ −→µ )(X)‖(`p(J))t
≤
t∑
l=1
∥∥∥∥∥∥
∑
k∈Zd
CTk Φk
 ∗ (αl − µl)
 (X)
∥∥∥∥∥∥
`p(J)
+Bp‖f‖Lp
≤ 2dNp‖C‖(`p(Zd))r‖Φ‖(W 1)r‖−→µ −−→α ‖Mt +Bp‖f‖Lp .
Using condition (6), we obtain:
‖(f ∗ −→α )(X)‖(`p(J))t ≤
(
2dNp‖Φ‖(W 1)r‖−→µ −−→α ‖Mt
mp
+Bp
)
‖f‖Lp . (34)
From (33) and (34), by choosing
²0 =
Apmp
2dNp‖Φ‖(W 1)r ,
we obtain for 0 < ² < ²0,
A
′
p = Ap −
2dNp‖Φ‖(W 1)r
mp
², and
B
′
p = Bp +
2dNp‖Φ‖(W 1)r
mp
².
From the two lemmas above, we obtain the following corollary:
Corollary 5. Let (X,Φ,−→µ ) be a p-stable sampling model for some p ∈ [1,∞]. Then
there exists ²0 > 0 such that the sampling model (X,Θ,
−→α ) is also p-stable, whenever−→α ∈Mt(Rd), Θ ∈ (W 10 )r, and ‖Φ−Θ‖(W 1)r + ‖−→µ −−→α ‖Mt < ²0.
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The above result is essentially obvious at this point. We proceed with a formal
proof in order to obtain estimates for ²0 and the bounds A
′
p and B
′
p of X as an−→α -sampling set for V p(Θ).
Proof. Let 0 < ²1 <
1
2
(√
C2p +
4Apm2p
2dNp‖−→µ ‖Mt − Cp
)
, where
Cp = ‖Φ‖(W 1)r + Apmp
2dNp‖−→µ ‖Mt .
Then, by Lemma 6, X is a −→µ -sampling set for V p(Θ) as soon as
‖Φ−Θ‖(W 1)r ≤ ²1.
Moreover,
A
′′
p‖g‖Lp ≤ ‖(g ∗ −→µ )(X)‖(`p(J))t ≤ B
′′
p‖g‖Lp , for all g ∈ V p(Θ),
where
A
′′
p =
Apmp
‖Φ‖(W 1)r + ²1 −
2dNp‖−→µ ‖Mt
mp − ²1 ²1
and
B
′′
p =
2dNp‖−→µ ‖Mt(‖Φ‖(W 1)r + ²1)
mp − ²1 .
Assume now that
0 < ²2 ≤
A
′′
p(mp − ²1)
2dNp(‖Φ‖(W 1)r + ²1) .
Then, by Lemma 7, X is an −→α -sampling set for V p(Θ) as soon as
‖Φ−Θ‖(W 1)r ≤ ²1 and ‖−→µ −−→α ‖Mt ≤ ²2.
Hence, if 0 < ² < ²0 = min{²1, ²2}, we obtain the sampling bounds
A
′
p = A
′′
p −
2dNp(‖Φ‖(W 1)r + ²1)
mp − ²1 ²2,
and
B
′
p = B
′′
p +
2dNp(‖Φ‖(W 1)r + ²1)
mp − ²1 ²2,
as soon as
‖Φ−Θ‖(W 1)r + ‖−→µ −−→α ‖Mt ≤ ² < ²0.
The following lemma is a result about jitter in the sampling set X:
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Lemma 8. Let (X,Φ,−→µ ) be a p-stable sampling model for some p ∈ [1,∞]. Then
there exists ²0 > 0 such that the sampling model (X + ∆,Φ,
−→µ ) is also p-stable,
whenever ‖∆‖∞ < ²0.
Its proof is immediately implied by Lemma 1 and the following result.
Lemma 9. Let (X,Φ,−→µ ) be a p-stable sampling model for some p ∈ [1,∞] and
X˜ = X + ∆. Let U be the sampling operator for (X,Φ,−→µ ) and U∆ be the sampling
operator for (X˜,Φ,−→µ ). Then ‖U − U∆‖ → 0 as ‖∆‖∞ → 0.
Proof. We recall that for any γ > 0, the function oscγ g on Rd is defined by
oscγ g(x) = sup
|∆x|<γ
|g(x+∆x)− g(x)|.
From Lemma 8.1 in [10] it follows that if g ∈W 10 , then oscγ g ∈W 1, and ‖ oscγ g‖W 1 →
0 as γ → 0. Therefore, by applying Proposition 3 we get
oscγ Φ ∗ −→µ T ∈ (W 1)r×t, and ‖ oscγ Φ ∗ −→µ T‖(W 1)r×t → 0 as γ → 0,
where
oscγ Φ ∗ −→µ T =

oscγ φ
1 ∗ µ1 . . . oscγ φ1 ∗ µt
...
...
oscγ φ
r ∗ µ1 . . . oscγ φr ∗ µt
 .
For any m ∈ Zd there exist at most S sampling points in every hypercube [0, 1]d+m.
We set Xm = X
⋂
([0, 1]d +m), m ∈ Zd, and, for each 1 ≤ i ≤ r and 1 ≤ l ≤ t, define
the sequence
bi,l(m) := ess supx∈[0,1]d {osc‖∆‖∞ (φi ∗ µl)(x+m)}, m ∈ Zd.
Then ‖bi,l‖`1(Zd) = ‖ osc‖∆‖∞ (φi ∗ µl)‖W 1 and, hence,
‖b‖(`1(Zd))(r×t) = ‖ osc‖∆‖∞ Φ ∗ −→µ T‖(W 1)r×t .
For 1 ≤ i ≤ r and 1 ≤ l ≤ t we have
‖(U l,i − U l,i∆ )ci‖p`p(J) =
∑
xj∈X
∣∣∣∣∣∣
∑
k∈Zd
cik
(
(φi ∗ µl)(xj − k))− (φi ∗ µl)(xj + δj − k)
)∣∣∣∣∣∣
p
≤ ∑
xj∈X
∑
k∈Zd
|cik| osc‖∆‖∞ (φi ∗ µl)(xj − k)
p
≤ ∑
m∈Zd
S
∑
k∈Zd
|cik|bi,l(m− k)
p
= S
∥∥∥|ci| ∗ bi,l∥∥∥p
`p(Zd)
,
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where S is as in Definition 2. By using Young’s inequality we obtain
S‖|ci| ∗ bi,l‖p`p(Zd) ≤S‖ci‖p`p(Zd)‖bi,l‖pl1
= S‖ci‖p`p(Zd)
∥∥∥osc‖∆‖∞ φi ∗ µl∥∥∥pW 1 .
Consequently,
‖U l,i − U l,i∆ ‖ ≤ Np
∥∥∥osc‖∆‖∞ φi ∗ µl∥∥∥W 1 .
Hence,
‖U − U∆‖ ≤ Np
∥∥∥osc‖∆‖∞ Φ ∗ −→µ T ∥∥∥(W 1)r×t → 0 as ‖∆‖∞ → 0,
and the lemma is proved.
Proof of Theorem 1.
Proof. The proof of Theorem 1 is hidden in the proofs of Lemmas 6, 7, and 8. In
particular, keeping the notation of the proof of Lemma 6, we have
‖((f − g) ∗ −→µ )(X)‖(`p(J))t ≤ 2dNp‖C‖(`p(Zd))r‖Φ−Θ‖(W 1)r‖−→µ ‖Mt .
Hence,
∥∥∥U(X,Φ,−→µ ) − U(X,Θ,−→µ )∥∥∥ ≤ Const · ‖Φ−Θ‖(W 1)r , where the constant is indepen-
dent of ∆. Keeping the notation of the proof of Lemma 7, we have
‖(f ∗ (−→α −−→µ ))(X)‖(`p(J))t ≤ 2dNp‖C‖(`p(Zd))r‖Φ‖(W 1)r‖−→µ −−→α ‖Mt .
Hence,
∥∥∥U(X,Φ,−→µ ) − U(X,Φ,−→α )∥∥∥ ≤ Const · ‖−→µ − −→α ‖Mt , where the constant is again
independent of ∆. Finally, we can combine these estimates with Lemma 9 via the
standard ²/3 argument and complete the proof.
II.3.3 Proofs for Section II.2.2
We begin with an auxiliary technical result for the convolution of functions with
measures.
Lemma 10. Let Φ = (φ1, . . . , φr)T be a vector of continuous functions, s > d, and−→µ ∈Mts(Rd). If |φi(x)| ≤ Ci0(1 + |x|)−s for all 1 ≤ i ≤ r, then
‖(Φ ∗ −→µ T )(x)‖ ≤ C1(1 + |x|)−s;
the constants Ci0 > 0, 1 ≤ i ≤ r, and C1 > 0 are independent of x ∈ Rd.
Proof. For 1 ≤ i ≤ r and 1 ≤ j ≤ t we have
|(φi ∗ µj)(x)| ≤
∫
Rd
|φi(x− y)|d|µj|(y)
≤Ci0
∫
Rd
(1 + |x− y|)−sd|µj|(y).
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Since (1 + |u+ w|)−l ≤ (1 + |u|)l(1 + |w|)−l, for all u,w ∈ Rd, and l ≥ 0, we have
|(φi ∗ µj)(x)| ≤Ci0
∫
Rd
(1 + |y|)s(1 + |x|)−sd|µj|(y)
=Ci0(1 + |x|)−s
∫
Rd
(1 + |y|)sd|µj|(y)
≤Ci,j1 (1 + |x|)−s,
where the last inequality follows from µj ∈Ms(Rd). Therefore,
‖(Φ ∗ −→µ T )(x)‖ ≤ C1(1 + |x|)−s,
where C1 =
∑r
i=1
∑t
j=1C
i,j
1 .
Remark 12. If {Φk}k∈Zd is an s-localized Riesz generator for V 2(Φ), as in Definition
9, then, by Lemma 14(a) in [59], we have that {Φ˜k}k∈Zd is also an s-localized Riesz
generator for V 2(Φ). Consequently, by Lemma 10 we have
‖(Φ˜ ∗ −→µ T )(x)‖ ≤ D1(1 + |x|)−s, (35)
for some D1 > 0 independent of x ∈ Rd.
Proof of Proposition 2.
Proof. Let X be a −→µ -sampling set for V 2(Φ), −→µ ∈ Mt(Rd). Then, by definition,
there exist constants 0 < A2 ≤ B2 <∞ such that
A2‖f‖L2 ≤ ‖(f ∗ −→µ )(X)‖(`2(J))t ≤ B2‖f‖L2 , for all f ∈ V 2(Φ). (36)
Fix xj ∈ X. Then, for each 1 ≤ i ≤ t, the function gixj : V 2(Φ)→ C given by gixj(f) =
(f ∗ µi)(xj) is a bounded linear functional on the closed subspace V 2(Φ) of L2(Rd)
because |gixj(f)| ≤ B2‖f‖L2 for all f ∈ V 2(Φ). Consequently, by Riesz representation
theorem, there exists ψixj ∈ V 2(Φ) such that gixj(f) = 〈f, ψixj〉 for all f ∈ V 2(Φ). It
follows immediately from (36) and Definition 5 that Ψxj = (ψ
1
xj
, . . . , ψtxj)
T is a frame
for V 2(Φ). Hence, every f ∈ V 2(Φ) can be recovered via f = ∑j∈J〈f,Ψxj〉T Ψ˜xj , where
{Ψ˜xj = (ψ˜1xj , . . . , ψ˜txj)T}j∈J is the dual frame of {Ψxj}j∈J and the series converges
unconditionally in V 2(Φ). Since 〈f,Ψxj〉 = (f ∗−→µ )(xj) for all j ∈ J , we get (14).
Next, we show that if the generator Φ and the measures −→µ satisfy an appropriate
decay condition then the (−→µ ,X)-sampling frame {Ψxj} obtained above is s-localized.
Proposition 4. Let s > d, Φ ∈ Ws, and −→µ ∈Mts(Rd). If X is a −→µ -sampling set for
V 2(Φ), then the (−→µ ,X)-sampling frame {Ψxj} is s-localized with respect to the Riesz
basis {Φk}k∈Zd.
Proof. Since {Φk}k∈Zd is an s-localized Riesz generator for V 2(Φ), the components of
Φ satisfy (17), and Lemma 10 implies
|〈Φk,ΨTxj〉| = |(Φ ∗ −→µ T )(xj − k)| ≤ C1(1 + |xj − k|)−s,
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for some C1 > 0 independent of j ∈ J and k ∈ Zd. On the other hand, it follows from
Remark 12 that the dual Riesz basis {Φ˜k}k∈Zd is also an s-localized Riesz generator
for V 2(Φ), and its components also satisfy (17). Therefore, using Lemma 10 once
again, we get
|〈Φ˜k,ΨTxj〉| = |(Φ˜ ∗ −→µ T )(xj − k)| ≤ D1(1 + |xj − k|)−s,
for some D1 > 0 independent of j ∈ J and k ∈ Zd. Hence, {Ψxj} satisfies all
conditions of Definition 8.
We conclude this subsection with the proof of the main result of Section II.2.2.
Proof of Theorem 2
Proof. Assume the hypotheses of Theorem 2. By Propositions 2 and 4, there exists a
(−→µ ,X)-sampling frame {Ψxj}j∈J for V 2(Φ), which is s-localized with respect to the
Riesz basis {Φk}k∈Zd and satisfies
〈f,Ψxj〉 = (f ∗ −→µ )(xj), for all f ∈ V 2(Φ).
Moreover,
f =
∑
j∈J
(f ∗ −→µ )T (xj)Ψ˜xj , for all f ∈ V 2(Φ).
Consequently, applying Theorem 10(c) in [59], we get
f =
∑
j∈J
(f ∗ −→µ )T (xj)Ψ˜xj , for all f ∈ V p(Φ),
where the series converges unconditionally in V p(Φ), 1 ≤ p < ∞. Moreover, since
{Ψxj}j∈J is an s-localized frame with respect to the Riesz basis {Φk}k∈Zd , then The-
orem 10(d) in [59] implies that for each 1 ≤ p ≤ ∞ there exist 0 < Ap ≤ Bp < ∞
such that
Ap‖f‖Lp ≤ ‖(f ∗ −→µ )(X)‖(`p(J))t ≤ Bp‖f‖Lp , for all f ∈ V p(Φ),
i.e., X is a −→µ -sampling set for V p(Φ) and the theorem is proved.
II.3.4 Proofs for Section II.2.3
For the proof of Theorem 4 we need the following two lemmas. To simplify notation,
in this section all unspecified norms are the operator norm ‖ · ‖p,op.
Lemma 11. Let the assumptions of Theorem 4 hold. Then
‖U∗U − U∗∆U∆‖ < ² (²+ βp + βq) ,
for ‖∆‖∞ sufficiently small.
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Proof. Let ² > 0 be given. Because ‖U∗ − U∗∆‖p,op = ‖U − U∆‖q,op, 1p + 1q = 1, we
have that ‖U∗ − U∗∆‖p,op → 0 as ‖∆‖∞ → 0 by Lemma 9. Since ‖U − U∆‖ → 0 and
‖U∗ − U∗∆‖ → 0 as ‖∆‖∞ → 0, then ‖U − U∆‖ < ² and ‖U∗ − U∗∆‖ < ² for ‖∆‖∞
sufficiently small. Therefore,
‖U∗U − U∗∆U∆‖= ‖U∗U − U∗U∆ + U∗U∆ − U∗∆U∆‖
= ‖U∗(U − U∆) + (U∗ − U∗∆)U∆‖
≤ ‖U∗‖‖U − U∆‖+ ‖U∗ − U∗∆‖‖U∆‖
≤ ‖U∗‖‖U − U∆‖+ ‖U∗ − U∗∆‖(‖U − U∆‖+ ‖U‖)
< βq²+ ²(²+ βp)
= ² (²+ βp + βq) ,
and the lemma is proved.
Lemma 12. Let the assumptions of Theorem 4 hold. Then 0 < ν < 1, (U∗∆U∆)
−1
exists, and ‖(U∗U)−1 − (U∗∆U∆)−1‖ < νnp1−ν , for ‖∆‖∞ sufficiently small.
Proof. Since (U∗U)−1 exists,
U∗∆U∆ = U
∗U
(
I + (U∗U)−1 (U∗∆U∆ − U∗U)
)
. (37)
Taking into account that ‖(U∗U)−1‖ ≤ np and Lemma 11 we have
‖(U∗U)−1 (U∗∆U∆ − U∗U) ‖ ≤ ‖(U∗U)−1‖‖U∗∆U∆ − U∗U‖
≤ np² (²+ βp + βq)
< np
−(βp+βq)+√(βp+βq)2+ 4np
2
 (βp+βq)+√(βp+βq)2+ 4np
2
 = 1.
Hence, ν = np² (²+ βp + βq) ∈ (0, 1). To simplify the notation, we define
M := U∗U, M∆ := U∗∆U∆, and N := (U
∗U)−1 (U∗∆U∆ − U∗U) .
Since ‖N‖ ≤ ν < 1, then (I +N)−1 exists and is given by the Neumann series
(I +N)−1 =
∞∑
q=0
(−1)qN q.
From (37) we obtain
M−1∆ = [M(I +N)]
−1 = (I +N)−1M−1. (38)
Therefore, M−1∆ = (U
∗
∆U∆)
−1 exists.
Now we need to give an upper bound for ‖M−1 −M−1∆ ‖. Using (38) we obtain
M−1 −M−1∆ = N(I +N)−1M−1.
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Consequently,
‖M−1 −M−1∆ ‖ ≤ ‖N‖‖(I +N)−1‖‖M−1‖
≤ ‖N‖
1− ‖N‖‖M
−1‖ ≤ νnp
1− ν ,
(39)
and the lemma is proved.
Proof of Theorem 4.
Proof. Using the notation from Lemmas 11, 12, and the previous proofs, we get
‖(U∗U)−1U∗ − (U∗∆U∆)−1U∗∆‖ = ‖M−1U∗ −M−1∆ U∗∆‖
≤ ‖M−1U∗ −M−1U∗∆‖+ ‖M−1U∗∆ −M−1∆ U∗∆‖
≤ ‖M−1‖‖U∗ − U∗∆‖+ ‖M−1 −M−1∆ ‖‖U∗∆‖
≤ np²+ νnp
1− ν (‖U
∗ − U∗∆‖+ ‖U∗‖)
≤ np²+ νnp
1− ν (²+ βq)
= np
(
²+
ν(²+ βq)
1− ν
)
,
for ‖∆‖∞ sufficiently small.
Proof of Theorem 5.
Proof. Let U∆ be the sampling operator for a perturbed sampling model (X +
∆,Θ,−→α ). Let also C ∈ (`p(Zd))r, f = ∑k∈Zd CTk Φk, and g = ∑k∈Zd CTk Θk. We have
that U∆C = (g∗−→α )(X), UC = (f ∗−→µ )(X), and RD = ∑k∈Zd [(U∗U)−1U∗D]TkΦ(·−k).
Thus, R(UC) = f , and using (6) we get
‖R((g ∗ −→α )(X +∆))− f‖Lp ≤Mp
∥∥∥((U∗U)−1U∗U∆C − C)∥∥∥
`p
.
Using the fact that C = (U∗U)−1U∗UC and (6) we get
‖R((g ∗ −→α )(X +∆))− f‖Lp ≤
Mp
mp
∥∥∥(U∗U)−1U∗∥∥∥ ‖U∆ − U‖ ‖f‖Lp ,
where as before U∆ is associated with the sampling model (X + ∆,Θ, α), and U is
associated with (X,Φ, µ). The result is now immediate.
Proof of Theorem 6.
Proof. Assume the hypotheses of Theorem 6. From Theorem 2 we know that, in this
case, the sampling model (X,Φ,−→µ ) is p-stable for every p ∈ [1,∞]. Hence, in view of
Theorem 5, the only thing that we need to prove is that the operator U∗U is invertible
for all p ∈ [1,∞] and not just for p = 2.
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Taking into account that for each 1 ≤ i ≤ r and 1 ≤ l ≤ t the entries of the
matrix of the operator U l,i satisfy
|(U l,i)j,k| = |(φi ∗ µl)(xj − k)| ≤ C1(1 + |xj − k|)−s,
for some C1 > 0 independent of j ∈ J and k ∈ Zd, it follows from Lemma 3 in [59]
that the matrix of U defines a bounded linear operator from (`p(Zd))r → (`p(J))t for
all 1 ≤ p ≤ ∞. Hence, U∗ is also well defined as a bounded linear operator from
(`p(J))t → (`p(Zd))r, and, therefore, U∗U : (`p(Zd))r → (`p(Zd))r is a well defined
and bounded operator for all 1 ≤ p ≤ ∞. On the other hand, since the operator U∗U
is invertible on (`2(Zd))r and its components (M i,l)j,k, 1 ≤ i ≤ r, 1 ≤ l ≤ r, satisfy a
decay condition
|(M i,l)j,k| ≤ C2(1 + |xj − k|)−s,
for some C2 > 0 independent of j ∈ J and k ∈ Zd, then Jaffard’s Lemma (see
Theorem 5 in [59]) implies that (U∗U)−1 : (`2(Zd))r → (`2(Zd))r is also a bounded
linear operator defined by a matrix satisfying the same off-diagonal decay condition
as U∗U . Consequently, using Lemma 3 in [59] once again, we get that the matrix
of (U∗U)−1 defines a bounded linear operator on (`p(Zd))r for all 1 ≤ p ≤ ∞. The
theorem is proved.
35
chapter iii
iterative reconstruction and stability bounds
for sampling models
In this chapter we study the reconstruction of a signal f belonging to a shift-invariant
space V p(Φ) for some 1 ≤ p ≤ ∞ (see (4) on page 9) from the set of non-uniformly dis-
tributed local sampled values. We show that if the set of sampling X = {xj}j∈J ⊂ Rd
satisfies a necessary density condition, then f can be recovered from its samples ge-
ometrically fast using an iterative algorithm. In addition, the algorithm is analyzed
when the samples of the signal are perturbed by noise, and it is shown the recon-
struction error is continuously controlled by the perturbation of the samples of the
signal. Furthermore, if we assume that X is a separated set, then it is shown that X
is a set of sampling and explicit stability bounds are given.
Let J be a countable index set and X = {xj : j ∈ J} be a subset of Rd. The
sampling-reconstruction problem in this chapter consists of recovering a function f ∈
V p(Φ) from the knowledge of its samples{
gxj(f) =
∫
Rd
f(x)dµxj(x)
}
j∈J
,
where µ= {µxj}j∈J is a countable collection of finite complex Borel measures on Rd
satisfying the following properties:
1. There exists a1 > 0 such that suppµxj ⊂ xj + [−a1, a1]d, for all j ∈ J ,
2. There exists M > 0 such that ‖µxj‖ ≤M , for all xj ∈ X; and
3.
∫
Rd dµxj = 1, for all j ∈ J .
The following definition is a slightly different version of Definition 1 adapted to
the model we are working with in this chapter.
Definition 10. Let 1 ≤ p ≤ ∞ and X = {xj : j ∈ J} be a countable subset of
Rd. We say that X is a set of sampling for V p(Φ) and µ= {µxj}j∈J if there exist
constants 0 < Ap ≤ Bp <∞ such that
Ap‖f‖Lp ≤ ‖{gxj(f)}‖`p(J) ≤ Bp‖f‖Lp , for all f ∈ V p(Φ). (40)
Ap and Bp are called the stability bounds.
Remark 13. If in the above definition we let p = 2, then applying the Riesz rep-
resentation theorem, it follows that (40) is the definition of Frame. Thus, f can be
reconstructed from its samples via dual frame expansion.
Definition 11. A set X = {xj : j ∈ J} ⊂ Rd is γ−dense in Rd if
Rd =
⋃
j
Br(xj), ∀r ≥ γ,
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where Br(xj) =
∏d
l=1[x
l
j − r, xlj + r).
Definition 12. A set X = {xj : j ∈ J} ⊂ Rd is called a separated set if there exists
δ > 0 such that infj 6=i |xj − xi| ≥ δ. The positive constant δ is called a separation
constant.
Definition 13. A bounded partition of unity adapted to {Bγ(xj)}j∈J and associated
with the sampling set X is a set of functions {βj}j∈J that satisfies:
1. 0 ≤ βj ≤ 1, ∀j ∈ J ;
2. supp βj ⊂ Bγ(xj); and
3.
∑
j∈J βj = 1.
Now we shall define two operators that will be used in the next section for recon-
structing signals from their samples using an iterative algorithm.
Given a bounded partition of unity {βj}j∈J associated with the sampling set X,
we define the operator AX on V
p(Φ) as follows
AX f =
∑
j∈J
gxj(f)βj. (41)
The quasi-interpolant operator QX is defined on sequences c = {cj}j∈J ∈ `p(J) by
QX c =
∑
j∈J
cjβj. (42)
If f ∈W p0 , we write
QX f =
∑
j∈J
f(xj)βj (43)
for the quasi-interpolant of the sequence cj = f(xj).
Remark 14. Note that if µxj = δxj , for all j ∈ J , where δxj is the Dirac measure on
Rd concentrated at xj, then AX = QX.
III.1 Main Results
In this section we collect the main results of this chapter.
Theorem 7. Let Φ ∈ (W 10 )(r), 1 ≤ p ≤ ∞, and P be a bounded projection from
Lp(Rd) onto V p(Φ). Then there exists a density γ0 = γ0(Φ,P, p) > 0, and a0 =
a0(Φ,P, p) > 0 such that every f ∈ V p(Φ) can be recovered from the data {gxj(f)}j∈J
on any γ−dense set X = {xj}j∈J (0 < γ ≤ γ0) for any support size condition (for
µ) 0 < a ≤ a0 by the following iterative algorithm:
f1 = PAX f, fn+1 = PAX (fn − f) + fn. (44)
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In this case the sequence {fn}n≥1 converges to f in the W p norm, hence both in the
Lp(Rd), and uniformly. The convergence is geometric, that is,
‖fn − f‖Lp(Rd) ≤ ‖fn − f‖W p ≤ cpαn‖f‖W p ,
for some α = α(P, γ, a,Φ, p) < 1, and for some 0 < cp < ∞ independent of f and
n ∈ N.
Remark 15. Notice that since Φ ∈ (W 10 )(r), then by Theorem 6.2 in [10] the existence
of a bounded projection P is guaranteed for all p ∈ [1,∞], and in this case it is given
by P f =
∑
k∈Zd〈f, Φ˜(· − k)〉Φ(· − k), where {Φ˜k}k∈Zd is the canonical dual Riesz
basis associated to {Φk}k∈Zd. Here 〈f, Φ˜〉 = (〈f, φ˜1〉, . . . , 〈f, φ˜r〉) ∈ Cr, 〈f, φ˜i〉 =∫
Rd f(z)φ˜
i(z)dz, for 1 ≤ i ≤ r, and z denotes the complex conjugate of z.
The next result shows that if the hypothesis of Theorem 7 holds, and X is also
a separated set, then X is a set of sampling for V p(Φ) and µ, and explicit stability
bounds are given.
Theorem 8. Let Φ ∈ (W 10 )(r) be given. If X is separated with separation constant
δ > 0, and P is a bounded projection from Lp(Rd) onto V p(Φ), then X is a set of
sampling for V p(Φ) and µ with stability bounds given by
Ap =
1− α
3d‖P ‖opN 1/p′ , (45)
and
Bp =
MN 1/p3d/p‖Φ‖(W 1)(r)
mp
, (46)
where N = N (δ, p, d) = ([
√
d
δ
] + 1)d, 1
p
+ 1
p′ = 1, [t] denotes the biggest integer lower
than or equal to t, mp is the lower bound constant in condition (6), ‖P ‖op is the
operator norm of P, and M > 0 is the uniform upper bound for the total variations
of the elements in the collection µ.
III.1.1 Reconstructing in the presence of noise
Now we investigate the algorithm (44) in the case of noisy samples {f ′j}j∈J ∈ `p(J),
but we do not assume that and {f ′j}j∈J are samples of a function f ∈ V p(Φ). Given
{βj}j∈J , a bounded partition of unity associated with X, we use the initialization:
f1 = PQX {f ′j}, fn+1 = f1 + (I−PAX)fn, ∀n ≥ 1, (47)
and we have the following result.
Theorem 9. Let Φ ∈ (W 10 )(r), {f ′j}j∈J ∈ `p(J), and P a bounded projection from
Lp(Rd) onto V p(Φ) be given. Then the algorithm (47) converges to a function f∞ ∈
V p(Φ), which satisfies PAX f∞ = PQX {f ′j}.
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As a consequence of Theorems 7 and 9, the next result shows the stability of the
sampling-reconstruction.
Theorem 10. Let Φ ∈ (W 10 )(r), P a bounded projection from Lp(Rd) onto V p(Φ) be
given, and assume that X is a separated set. Let {f ′j}j∈J ∈ `p(J), and f ∈ V p(Φ)
with sampled values {gxj(f)}j∈J be given. Then the following holds:
‖f − f∞‖Lp ≤ 3
dN 1/p′‖P ‖op
1− α ‖{gxj(f)− f
′
j}‖`p(J), (48)
where N = ([
√
d
δ
] + 1)d, 1
p
+ 1
p′ = 1, α = ‖ I−PAX‖op, f∞ ∈ V p(Φ) is the function
given in Theorem 9, and δ > 0 is the separation constant of the set X.
III.2 Proofs
III.2.1 Auxiliary results
We begin this section with two results that are needed for the main proofs.
The first lemma will be stated without proof. The proof of this lemma can be
found in [4] Lemmas 5.1 and 5.2 , and in [10] Lemma 8.1.
Lemma 13. Let Φ ∈ (W 10 )(r), and f =
∑
k∈Zd
CTk Φk, where C ∈ (`p(Zd))(r). Then:
1. The oscillation oscγ (f) belongs to W
p.
2. The oscillation oscγ Φ satisfies
‖ oscγ Φ‖(W 1)(r) ≤ ((1 + 2dγe)d + 1)‖Φ‖(W 1)(r) , (49)
and ‖ oscγ Φ‖(W 1)(r) → 0 as γ → 0.
3. If | 5 Φ| ∈ (W 10 )(r), then
‖Φ‖(W 1)(r) ≤ γ(2dγe+ 1)d‖| 5 Φ|‖(W 1)(r) (50)
4. The oscillation oscγ (f) satisfies
‖ oscγ (f)‖W p ≤ ‖C‖(`p(Zd))(r)‖ oscγ Φ‖(W 1)(r) , ∀C ∈ (`p(Zd))(r). (51)
In particular, ‖ oscγ (f)‖W p → 0 as γ → 0. Moreover,
‖QX f‖Lp ≤ ‖QX f‖W p ≤ ((1+2dγe)d+2)‖C‖(`p(Zd))(r)‖Φ‖(W 1)(r) , ∀C ∈ (`p(Zd))(r).
(52)
Lemma 14. Let Φ ∈ (W 10 )(r) be given. Let P be a bounded projection from Lp(Rd)
onto V p(Φ). Then there exist γ0 = γ0(Φ,P, p) > 0, and a0 = a0(Φ,P, p) > 0 such
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that for any 0 < a ≤ a0, the operator I−PAX is a contraction on V p(Φ) for any
γ−dense set X with 0 < γ ≤ γ0.
Proof. Let P be a bounded projection from Lp(Rd) onto V p(Φ), and f = ∑
k∈Zd
CTk Φk,
where C ∈ (`p(Zd))(r) be given. Then
|f(x)− (QX f)(x)|=
∣∣∣∣f(x)−∑
j∈J
f(xj)βj(x)
∣∣∣∣
=
∣∣∣∣∑
j∈J
(f(x)− f(xj))βj(x)
∣∣∣∣
≤∑
j∈J
|f(x)− f(xj)|βj(x)
≤ oscγ (f)(x)
∑
j∈J
βj(x) = oscγ (f)(x).
From this pointwise estimate and (51) we obtain
‖f −QX f‖Lp ≤ ‖f −QX f‖W p
≤ ‖ oscγ (f)‖W p ≤ ‖C‖(`p(Zd))(r)‖ oscγ Φ‖(W 1)(r)
≤ 1
mp
‖f‖Lp‖ oscγ Φ‖(W 1)(r) ,
where we have used condition (6) in the last inequality. Consequently,
‖f −QX f‖Lp ≤ 1
mp
‖f‖Lp‖ oscγ Φ‖(W 1)(r) . (53)
On the other hand,
|(QX f − AX f)(x)|=
∣∣∣∣∑
j∈J
(f(xj)− gxj(f))βj(x)
∣∣∣∣
=
∣∣∣∣∑
j∈J
( ∫
Rd
(f(xj)− f(z))dµxj(z)
)
βj(x)
∣∣∣∣
≤∑
j∈J
∫
Rd
|f(xj)− f(z)|d|µxj |(z)βj(x)
≤∑
j∈J
osca (f)(xj)βj(x)
∫
Rd
d|µxj |(z)
≤M∑
j∈J
osca (f)(xj)βj(x)
≤M∑
j∈J
( r∑
i=1
∑
k∈Zd
|cik| osca (φi)(xj − k)
)
βj(x).
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Using Lemma 13, condition (6), Triangular inequality, and the above pointwise esti-
mate, we have
‖QX f − AX f‖Lp ≤ M
mp
((1 + 2dγe)d + 2)‖ oscaΦ‖(W 1)(r)‖f‖Lp . (54)
Since f ∈ V p(Φ), then P f = f . Therefore,
‖f − PAX f‖Lp ≤ ‖P f − PQX f‖Lp + ‖PQX f − PAX f‖Lp
≤ ‖P ‖op‖f −QX f‖Lp + ‖P ‖op‖QX f − AX f‖Lp .
Using now (53), (54), and the above inequality we get
‖f−PAX f‖Lp ≤ ‖P ‖op
mp
(
‖ oscγ Φ‖(W 1)(r)+M((1+2dγe)d+2)‖ oscaΦ‖(W 1)(r)
)
‖f‖Lp .
(55)
Let 0 < ² < mp‖P ‖op be given. Since ‖ oscγ Φ‖(W 1)(r) → 0 as γ → 0+, then there exists
γ0 = γ0(²,Φ,P, p) > 0, and a0 = a0(²,Φ,P, p) > 0 such that
‖ oscγ Φ‖(W 1)(r) ≤
²
2
, for all 0 < γ ≤ γ0,
and
M((1 + 2dγe)d + 2)‖ oscaΦ‖(W 1)(r) ≤
²
2
, for all 0 < a ≤ a0.
Choosing γ0 and a0 so that for any 0 < γ ≤ γ0, and 0 < a ≤ a0 we have
‖f − PAX f‖Lp ≤ ²‖P ‖op
mp
‖f‖Lp ,
then the conclusion of the lemma follows.
III.2.2 Proofs for Section III.1
Now we are ready to prove the main results of this chapter.
Proof of Theorem 7.
Proof. Let en = f − fn be the error after n iterations of the algorithm (44). Then
the sequence {en}n∈N satisfies
en+1 = f − fn+1 = f − fn − PAX (f − fn)
= (I−PAX)(f − fn) = (I−PAX)(en).
By using Lemma 14, there exist a density γ0 > 0, and a0 > 0 such that for any
0 < γ ≤ γ0, and 0 < a ≤ a0, I−PAX is a contraction on V p(Φ). Therefore, by taking
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α := ‖ I−PAX‖op < 1, we have
‖en+1‖Lp ≤ α‖en‖Lp ,
and by induction it follows that
‖en+1‖Lp ≤ αn+1‖f‖Lp , (56)
and ‖en‖Lp → 0 geometrically fast. Since for V p(Φ) the W p norm, and the Lp
norm are equivalent, then (56) also holds in the W p norm and uniformly on Rd, and
Theorem 7 is proved.
Proof of Theorem 8.
Proof. Note that by hypothesis and Lemma 14 we have that there exists γ0 > 0 such
that I−PAX is a contraction for any γ−dense set X with 0 < γ ≤ γ0. Hence,
α = ‖ I−PAX‖op < 1. Thus, the operator PAX is invertible on V p(Φ). It is not hard
to show that PAX and (PAX)
−1 satisfy:
1− α ≤ ‖PAX‖op ≤ 1 + α, (57)
and
1
1 + α
≤ ‖(PAX)−1‖op ≤ 1
1− α. (58)
Let us show (45). Let f ∈ V p(Φ) be given. From the definition of the operators
AX and QX, it follows that AX f = QX {gxj(f)}, and thus, PAX f = PQX {gxj(f)}.
Therefore, f = (PAX)
−1 PQX {gxj(f)}. Consequently,
‖f‖Lp ≤ ‖(PAX)−1‖op‖P ‖op‖QX ‖op‖{gxj(f)}‖`p(J)
≤ ‖P ‖op‖QX ‖op
1− α ‖{gxj(f)}‖`p(J).
In order to complete the proof of (45), we need an upper estimate for ‖QX ‖op. Let
χ be the characteristic function of the set Bγ(0) + [0, 1]
d. Clearly, we may assume
without loss of generality that 0 < γ < 1. Since 0 ≤ βj ≤ 1, and supp βj ⊂ Bγ(xj),
then for all xj ∈ k + [0, 1]d, βj(x) ≤ χ(x− k). Therefore,
|QX c| =
∣∣∣∣∑
j∈J
cjβj(x)
∣∣∣∣ ≤ ∑
k∈Zd
( ∑
j:xj∈k+[0,1]d
|cj|
)
χ(x− k),
and by (25) we have
‖QX c‖W p ≤
 ∑
k∈Zd
( ∑
j:xj∈k+[0,1]d
|cj|
)p1/p‖χ‖W 1 .
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Since X is a separated set with separation constant δ > 0, then there are at most
N = N (δ, p, d) = ([
√
d
δ
] + 1)d sampling points xj in each cube k+ [0, 1]
d. By applying
Ho¨lder’s inequality, we get( ∑
j:xj∈k+[0,1]d
|cj|
)p
≤ N p/p′ ∑
j:xj∈k+[0,1]d
|cj|p,
where 1
p
+ 1
p
′ = 1. Consequently,
‖QX c‖W p ≤ N 1/p
′‖{cj}‖`p(J)‖χ‖W 1 .
An easy computation using induction on d ∈ N shows that ‖χ‖W 1 = 3d. Therefore,
‖QX c‖W p ≤ 3dN 1/p
′‖{cj}‖`p(J),
and
‖QX ‖op ≤ 3dN 1/p
′
. (59)
Hence,
1− α
3d‖P ‖opN 1/p′
‖f‖Lp ≤ ‖{gxj(f)}‖`p(J), for all f ∈ V p(Φ).
Let us show (46). Note that
∑
xj∈k+[0,1]d
|gxj(f)|p =
∑
xj∈k+[0,1]d
∣∣∣∣ ∫
Rd
f(z)dµxj(z)
∣∣∣∣p
≤ ∑
xj∈k+[0,1]d
‖µxj‖p
( ∫
Rd
|f(z)|d|µxj |(z)‖µxj‖
)p
≤ ∑
xj∈k+[0,1]d
‖µxj‖p
∫
Rd
|f(z)|pd|µxj |(z)‖µxj‖
≤Mp ∑
xj∈k+[0,1]d
esssup
z∈xj+[−a,a]d
|f(z)|p.
Since X is a separated set, then there exist at most N = N (δ, p, d) = ([
√
d
δ
] + 1)d
sampling points in each cube k + [0, 1]d. Assuming without loss of generality that
0 < a ≤ 1, then ∑
xj∈k+[0,1]d
|gxj(f)|p ≤Mp3dN esssup
z∈k+[0,1]d
|f(z)|p.
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Consequently, by taking the sum over k ∈ Zd in the above inequality, we obtain:
‖{gxj(f)}‖`p(J) ≤MN 1/p3d/p‖f‖W p
≤MN 1/p3d/p‖C‖(`p(Zd))(r)‖Φ‖(W 1)(r)
≤ MN
1/p3d/p‖Φ‖(W 1)(r)
mp
‖f‖Lp ,
and Theorem 8 is proved.
Proof of Theorem 9.
Proof. Assume the hypothesis of Theorem 9 holds. From Lemma 14, the operator
I−PAX is a contraction. Consequently, the sequence {fn}n≥1 defined by algorithm
(47) converges to a function f∞ ∈ V p(Φ). Taking limits in both sides of (47) as
n→∞, we have:
f∞ = f1 + (I−PAX)f∞.
Therefore, f1 − PAX f∞ = 0. Taking into account that f1 = PQX {f ′j}, then the
conclusion of Theorem 9 follows.
Proof of Theorem 10.
Proof. Assume that the hypothesis of Theorem 10 holds. By Lemma 14, there exists
γ0 > 0 such that the operator I−PAX is a contraction on V p(Φ) for any γ−dense set
X with 0 < γ ≤ γ0. Hence, α = ‖ I−PAX‖op < 1, the operator PAX is invertible,
and (58) takes place. On the other hand, from the definition of the operators AX
and QX, it follows that AX f = QX {gxj(f)}, and thus, PAX f = PQX {gxj(f)}.
Therefore, f = (PAX)
−1 PQX {gxj(f)}. Applying now Theorem 9, we have that
there exists a function f∞ ∈ V p(Φ) such that PAX f∞ = PQX {f ′j}. Hence, f∞ =
(PAX)
−1 PQX {f ′j}. Consequently,
‖f − f∞‖Lp ≤ ‖(PAX)−1‖op‖PQX‖op‖{gxj(f)− f
′
j}‖`p(J)
≤ ‖PQX‖op
1− α ‖{gxj(f)− f
′
j}‖`p(J)
≤ ‖P ‖op‖QX ‖op
1− α ‖{gxj(f)− f
′
j}‖`p(J).
Now the conclusion of Theorem 10 follows using (59).
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chapter iv
on the construction of optimal non-linear
signal models
IV.1 Main Results
Recent research and new paradigms in mathematics, engineering, and science assume
non-linear signal models of the formM = ⋃i∈I Ci ⊂ H consisting of a union of closed
subspaces Ci ⊂ H instead of a single closed subspace M = C ⊂ H, where H is a
Hilbert space describing signals. The problem is to determine the signal model from
a set of observed data F = {f1, . . . , fm}. For the purposes of modeling, the subspaces
Ci must be restricted and assumed to belong to some class of closed subspaces C
(the assumption on C depends on the application), e.g., if H = Cd, then one possible
choice of C is the set Ln of subspaces of Cd with dimension less than or equal to n.
The optimal model compatible with the data F = {f1, . . . , fm} can then be obtained
by minimizing the expression
e(F , {C1, . . . , Cl}) =
∑
f∈F
min
1≤j≤l
dist2(f, Cj),
where Cj ∈ C for j = 1, . . . , l. However, depending on C this expression may not
have a minimum. In this chapter we will discuss this problem and produce sufficient
conditions over C for the above non-linear minimization problem to have a solution.
IV.1.1 General Setting
We shall introduce the main notations and definitions that we shall use in this section.
Let (X, d) be a complete metric space. Given a finite set F ⊂ X and a closed
subset C of X, we denote by E(F , C) the total distance of the data set F to the
closed subset C, i.e.,
E(F , C) = ∑
f∈F
d2(f, C). (60)
We set E(F , C) = 0 for F = ∅ and any closed subset C of X.
Definition 14. Let C be a collection of closed subsets of X. We say that C has the
Minimal Approximation Property(MAP) if for all finite subset F ⊂ X there exists
C0 = C0(F) ∈ C that minimize E(F , C) over all closed subsets C ∈ C, that is,
E(F , C0) = min{E(F , C) : C ∈ C}. (61)
Let us fix l,m ∈ N with 1 ≤ l ≤ m, and let F = {f1, . . . , fm} be a finite set of
points in X.
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Define Ξ to be the set of sequences of elements in C of length l, i.e.,
Ξ = Ξ(l) = {{C1, . . . , Cl} : Ci ∈ C, 1 ≤ i ≤ l}.
We shall call these finite sequences bundles. For C ∈ Ξ with C = {C1, . . . , Cl}, we
define
e(F ,C) = ∑
f∈F
min
1≤j≤l
d2(f, Cj). (62)
Remark 16. Note that e(F ,C) is computed as follows: For each f ∈ F find the
closed subset Cj(f) ∈ C closest to f , compute d2(f, Cj(f)), and then sum over all
values found by letting f run through F .
Let us consider the following Problem:
Problem 1. Given a finite set F ⊂ X,
1. minimize e(F ,C) over C ∈ Ξ. That is, find
inf{e(F ,C) : C ∈ Ξ}. (63)
2. Find a bundle C0 ∈ Ξ, if it exists, such that
e(F ,C0) = inf{e(F ,C) : C ∈ Ξ}. (64)
Any C0 ∈ Ξ satisfying (64) is called a solution to Problem 1.
Remark 17. Let C be a collection of closed subsets of X. If Problem 1 can be solved
for any l ∈ N, then it can be solved for l = 1. Therefore, the collection C of closed
subsets of X has the MAP.
Our next task is to show that if C has the MAP, then we can solve Problem 1.
So, for the rest of this section we shall assume that the collection C of closed subsets
of X has the MAP.
Let us introduce some definitions and set some notations.
We shall denote by Π = Πl the set of all l-sequences P = {F1, . . . ,Fl} of subsets
of F satisfying the property that for all 1 ≤ i, j ≤ l,
Fi ⊂ F ,F = ∪ls=1Fs, and Fi ∩ Fj = ∅ for i 6= j.
Note that we allow some of the elements P ∈ Π to be the empty set. We shall call
the elements of Πl partitions(of F).
For P ∈ Πl, P = {F1, . . . ,Fl}, C ∈ Ξ, C = {C1, . . . , Cl} we define
Γ(P,C) =
l∑
i=1
E(Fi, Ci). (65)
Note that Γ measures the error between a fixed partition and a fixed bundle.
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Given a bundle C ∈ Ξ, C = {C1, . . . , Cl} there is a subset Ωl(C) ⊂ Πl of best
partitions in Πl associated to C defined by P = {F1, . . . ,Fl} ∈ Πl is a member of
Ωl(C) if it satisfies f ∈ Fj implies that d(f, Cj) ≤ d(f, Cr), r = 1, . . . , l. Conversely,
since C has the MAP, given a partition P = {F1, . . . ,Fl}, we define a subsetW(P ) ⊂
Ξ of best bundles associated to F by Cl(P ) = {C1, . . . , Cl} ∈ Ξ is a member ofW(P )
if Ci is an optimal closed subset for Fi(in the sense of (61)) for each i = 1, . . . , l.
In what follows when we refer to a best partition associated to a bundle C we will
mean any element in Ωl(C). Similarly, when we talk of a best bundle associated to a
partition P , this will mean an element in W(P ).
We also consider the set of pairs (P,Cl(P )), where P ∈ Πl and Cl(P ) ∈ W(P ).
We shall say that a pair (P0,Cl(P0)) is Γ-minimal if
Γ(P0,Cl(P0)) ≤ Γ(P,Cl(P )) (66)
for all such pairs.
Note that when we try to compute e(F ,C), for each f ∈ F , we first have to find
the closed subset Cj(f) ∈ C that is closest to f and then compute dist2(f, Cj(f)).
While for Γ, a partition is given and we compute the distance of each element in the
partition to its corresponding closed subset(no the closest one necessarily). In Lemma
15 we shall show that e and Γ can indeed be compared.
The next result shows that if the collection C of closed subsets of X satisfies the
MAP, then Problem 1 can be solved.
Theorem 11. Let (X, d) be a complete metric space and C a collection of closed
subsets of X satisfying the MAP. Let l,m ∈ N with l ≤ m, and F = {f1, . . . , fm} a
set of points in X. Then
1. There exists a bundle C0 ∈ Ξ that solves Problem 1 for the data F , that is,
e(F ,C0) = inf{e(F ,C) : C ∈ Ξ}.
2. If (P0,Cl(P0)) is Γ-minimal pair, then all the elements of W(P0) are solutions to
Problem 1.
3. Furthermore, if C0 is a solution to Problem 1, then there exists P0 ∈ Πl such that
C0 ∈ W(P0), i.e., (P0,C0) is a Γ-minimal pair.
Remark 18. From Remark 17 and Theorem 11 we have that Problem 1 can be solved
if and only if the collection of closed subsets C satisfies the MAP.
IV.1.2 The MAP in Hilbert Spaces. A sufficient condition
In this section we are interested in studying the MAP in Hilbert spaces. We shall
show that in a separable Hilbert space, we can provide a sufficient condition so that
the MAP takes place. Hence, Problem 1 can be solved.
Let H be a separable Hilbert space with inner product < ·, · > and induced norm
‖ · ‖. For x, y ∈ H, we denote by dist(x, y) = ‖x− y‖ the distance form x to y.
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We shall denote the linear space of bounded and linear operators on H by B(H).
Next, we define the topologies on B(H) we will use in this chapter.
Definition 15. Let {Pn}n≥1 ⊂ B(H), and P ∈ B(H).
1. We say that Pn → P in the norm operator topology(N.O.T.) if limn→∞ ‖Pn−P‖op = 0,
where ‖P‖op = sup{‖Px‖ : ‖x‖ ≤ 1}.
2. We say that Pn → P in the strong operator topology(S.O.T.) if limn→∞ ‖Pnx−Px‖ =
0, for all x ∈ H.
3. We say that Pn → P in the weak operator topology(W.O.T.), or in the weak sense,
or weakly, if limn→∞ < Pnx, y >=< Px, y >, for all x, y ∈ H. Note that this is the
weak-∗ topology on B(H).
Remark 19. Note that from the above definition the following implications take place:
N.O.T.⇒S.O.T.⇒W.O.T.
The next result provides a sufficient condition in terms of orthogonal projections
in order that the MAP takes place in a separable Hilbert space. Therefore, Problem
1 can be solved.
Theorem 12. Let C be a collection of closed subspaces in H. If the collection of
orthogonal projections P = {PC}C∈C is closed w.r.t. the W.O.T. on B(H), then C
satisfies the MAP.
Recall that for 1 ≤ n ≤ d, we denote by Ln the collection of all subspaces of Cd
with dimension smaller or equal than n. As a consequence of Theorem 12, we obtain
the well-known qualitative version of the Eckart-Young Theorem, that is, Ln satisfies
the MAP.
Corollary 6. Let H = Cd, and 1 ≤ n ≤ d. Then Ln satisfies the MAP.
IV.1.3 A MAP related problem for Unitary Operators
In this section we study a MAP related problem when we consider a class C which
is defined in terms of a collection of unitary operators applied to a convex subset of
a separable Hilbert space H, and we obtain an algorithm for constructing particular
collections of closed subspaces of H for which we a priori know the existence of a
minimizer to Problem 1.
Let us consider the following MAP related problem for unitary operators:
Problem 2. Let S be a fixed and given convex subset of a separable Hilbert space
H (here we are assuming that S 6= ∅), F is a finite subset of H, and U ⊂ B(H) a
collection of unitary operators. We want to find, if it exists, an operator U0 ∈ U such
that
Ĥ(F , U0) = inf{Ĥ(F , U) : U ∈ U}, (67)
where Ĥ(F , U) = ∑f∈F dist2 (f, US).
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Remark 20. Any U0 that satisfies (67) is called a solution to Problem 2. Moreover,
if S = H, then any U ∈ U is a solution to Problem 2, and in this case we have
Ĥ(F , U) = 0 for all U ∈ U .
Our next result shows that if the collection U is weakly closed, then Problem 2
has a solution if S is either a bounded convex subset of Cd or a closed convex subset
of a separable Hilbert space H.
Theorem 13. Assume that U is a collection of unitary operators which is closed
w.r.t. the W.O.T. on B(H). If S is either a bounded convex subset of Cd or a closed
convex subset of the separable Hilbert space H, then Problem 2 has a solution, that
is, there exists U0 ∈ U such that
Ĥ(F, U0) = inf{Ĥ(F, U) : U ∈ U}.
Remark 21. Note that if the collection U is not weakly closed, then the conclusion
of Theorem 13 may fail. For example, if H = R2, F = {(1, 2)}, S is the x-axis, that
is, S = span{(1, 0)}, and U = {Uθ : 0 < θ < pi4}, where
Uθ =
(
cos θ− sin θ
sin θ cos θ
)
, (68)
then U is not weakly closed because the sequence {Un}n≥2, defined by
Un =
(
cos θn − sin θn
sin θn cos θn
)
,
with θn =
1
n
, belongs to U , and limn→∞ Un = I2, where I2 is the 2× 2 identity matrix,
does not belong to U . On the other hand, an easy computation shows that minimum
of Ĥ(F, U) on U does not exist.
As a consequence of Theorem 13 we obtain a result that allows us to construct
collections of closed subspaces for which Problem 1 can be solved. First, let us
introduce some definitions.
Definition 16. A hyperplane in H is any set of the form
S = {y ∈ H :< y, x0 >= c}, (69)
where x0 ∈ H \ {0} and c ∈ C.
Definition 17. A subsetM is called a closed affine subspace of H ifM is a translate
of a closed subspace of H, that is,
M = v + S, (70)
for some v ∈M and some closed subspace S of H.
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Definition 18. A subset C of the inner product space X is called a convex cone if
αx+ βy ∈ C whenever x, y ∈ C and α, β ≥ 0.
Definition 19. A half-space in a Hilbert space H is a set of the form
S = {y ∈ H :< y, x0 >≤ c}, (71)
or
S = {y ∈ H :< y, x0 >≥ c},
where x0 ∈ H \ {0} and c ∈ R.
Remark 22. Every half-space of the form S = {y ∈ H :< y, x0 >≥ c} can be written
in the form S = {y ∈ H :< y, x1 >≤ c1}, where x1 = −x0 and c1 = −c. Thus, we
only need to consider those half-spaces where the defining inequality is ≤.
Corollary 7. Assume that U is a collection of unitary operators which is closed
w.r.t. the W.O.T. on B(H). If S is either a closed subspace, a closed convex cone, a
hyperplane, a half-space, or a closed affine subspace, then Problem 2 has a solution,
that is, there exists U0 ∈ U such that
Ĥ(F, U0) = inf{Ĥ(F, U) : U ∈ U}.
As a consequence of Corollary 7 when S is a closed subspace of H, we obtain the
following result that allows us to construct collections of closed subspaces satisfying
the MAP.
Corollary 8. Let U be a collection of unitary operators which is closed w.r.t. the
W.O.T. on B(H). Let S be a fixed and given closed subspace of H. Then the collection
of closed subspaces CS := {US}U∈U has the MAP.
Remark 23. Note that Corollary 8 provides a ”procedure” for constructing particular
collections of closed subspaces in the Hilbert space H satisfying the MAP, that is,
collections of closed subspaces for which we a priori know that Problem 1 can be
solved:
1. Pick a closed subspace S in H (we are assuming that S 6= {0}, S 6= H).
2. Pick a collection U of unitary operators which is closed w.r.t. the W.O.T. on B(H).
3. From Corollary 8 it follows that the collection of closed subspaces CS := {US}U∈U has
the MAP, that is, Problem 1 can be solved.
Remark 24. At the end of this chapter we shall show that Corollary 6, that is, the
qualitative version of the Eckart-Young Theorem, can be also obtained as a conse-
quence of Corollary 8.
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IV.2 Proofs
IV.2.1 Proofs for Section IV.1.1
Lemma 15. Let (P0,Cl(P0)) be a Γ-minimal pair. Then we have
e(F ,Cl(P0)) = Γ(P0,Cl(P0)). (72)
Proof. It is clear that e(F ,Cl(P0)) ≤ Γ(P0,Cl(P0)). Let us show the other inequality.
If Cl(P0) = {C1, . . . , Cl} then for any P ∈ Ωl(Cl(P0)) we have
e(F ,Cl(P0)) =
m∑
i=1
min
1≤j≤l
dist2(fi, Cj) = Γ(P,Cl(P0)). (73)
In addition, Γ(P,Cl(P0)) ≥ Γ(P,CP ), for CP ∈ W(P ). Using the minimality of
Γ(P0,Cl(P0)) given in the hypothesis, we get that Γ(P,CP ) ≥ Γ(P0,Cl(P0)), and the
conclusion of the lemma follows.
Proof for Theorem 11
Proof. We shall prove that if (P0,Cl(P0)) is a Γ-minimal pair, then
e(F ,Cl(P0)) ≤ e(F ,C),∀C ∈ Ξ.
For this, let us choose and arbitrary C ∈ Ξ. We have that for each P ∈ Ωl(C)
e(F ,C) = Γ(P,C).
Clearly Γ(P,C) ≥ Γ(P,Cl(P )), for each Cl(P ) ∈ W(P ). On the other hand, using
the minimality of Γ(P0,Cl(P0)), we have
Γ(P,Cl(P )) ≥ Γ(P0,Cl(P0)).
From Lemma 15 it follows that
e(F ,Cl(P0)) = Γ(P0,Cl(P0)),
which proves
e(F ,Cl(P0)) ≤ e(F ,C).
This shows that if (P0,Cl(P0)) is a Γ-minimal pair, then each bundle Cl(P0) solves
Problem 1 for the data F . Since the total number of pairs is finite, then exist minimal
pairs. This proves parts (1) and (2) of the Theorem.
For part (3) let C0 ∈ Ξ be a solution of Problem 1, i.e., e(F ,C0) ≤ e(F ,C), for
all C ∈ Ξ. Consider P0 ∈ Ωl(C0) and let Cl(P0) ∈ W(P0). Then since P0 ∈ Ωl(C0)
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and by the minimality of C0 we have
Γ(P0,C0) = e(F ,C0) ≤ e(F ,Cl(P0)) ≤ Γ(P0,Cl(P0)).
Therefore, Γ(P0,C0) ≤ Γ(P0,Cl(P0)), but by definition of Γ, Γ(P0,Cl(P0)) ≤ Γ(P0,C),
for any C ∈ Ξ. So, Γ(P0,C0) = Γ(P0,Cl(P0)), and C0 ∈ W(P0). Moreover, (P0,C0)
is Γ-minimal since
Γ(P0,C0) = e(F ,C0) ≤ e(F ,Cl(P )) ≤ Γ(P,Cl(P )).
This complete the proof of the Theorem.
IV.2.2 Auxiliary results for Section IV.1.2
Given a collection C of closed subspaces ofH, we associate the collection P = {PC}C∈C
of orthogonal projections from H onto C. Certainly, it is a 1-1 correspondence.
The following Problem is closed related related with Problem 1 when X = H.
Problem 3. Let C be a collection of closed subspaces in H. Given a finite set of
vectors F ⊂ H, and the collection P⊥ = {PC⊥}C∈C of orthogonal projections, find if
it exists, P0 ∈ P⊥ such that
E1(F , P0) = inf{E1(F , P ) : P ∈ P⊥}, (74)
where E1(F , P ) = ∑f∈F ‖Pf‖2.
Lemma 16. If Problem 3 has a solution, then the collection of closed subspaces C
satisfies the MAP.
Proof. Let C be a collection of closed subspaces of H. If F is a finite subset of H,
then
E(F , C) = ∑
f∈F
dist2(f, C)
=
∑
f∈F
inf{‖f − g‖2 : g ∈ C} = ∑
f∈F
‖f − PCf‖2
=
∑
f∈F
‖PC⊥f‖2
If we consider F and P⊥ = {PC⊥}C∈C, then taking into account that Problem 3 has
a solution, there exists P0 ∈ P⊥ such that
E1(F , P0) = inf{E1(F , P ) : P ∈ P⊥}.
By setting C0 = (P0(H))⊥, then C0 ∈ C, and we have
52
E(F , C0) =
∑
f∈F
‖f − PC0f‖2 =
∑
f∈F
‖PC⊥0 f‖
2
=E1(F , P0)
≤E1(F , P ) =
∑
f∈F
‖PC⊥f‖2
=
∑
f∈F
‖f − PCf‖2 = E(F , C),∀C ∈ C.
Now the conclusion follows.
Lemma 17. Let f ∈ H be given, and P a collection of orthogonal projections which
is closed with respect to(w.r.t.) the W.O.T. on B(H). Define Ef : P → R+ by
Ef (P ) =< Pf, f >. Then Ef is continuous.
Proof. Let {Pn}n≥1 be a sequence in P such that Pn → P in the weak sense. Clearly,
since P is closed w.r.t the W.O.T., then P ∈ P , and we have
|Ef (Pn)− Ef (P )|= | < Pnf, f > − < Pf, f > | → 0.
Hence, Ef is continuous.
Lemma 18. Let C be a collection of closed subspaces of a Hilbert space H. Then the
collection P = {PC}C∈C of orthogonal projections is closed w.r.t. the W.O.T. if and
only if the collection of orthogonal projections P⊥ = {PC⊥}C∈C is closed w.r.t. the
W.O.T.
Proof. It suffices to show only one implication. Assume that P = {PC}C∈C is closed
w.r.t the W.O.T. Let {Pn}n≥1 ⊂ P⊥ be such that Pn → P weakly. We want to show
that P ∈ P⊥, that is, there exists C ∈ C such that P = PC⊥ . Taking into account
that Pn = PCn → P weakly, then PC⊥n → I − P weakly because
lim
n→∞ < (PC⊥n − (I − P ))f, g >= limn→∞ < (I − PCn − I + P )f, g >
=− lim
n→∞ < (PCn − P )f, g >
= 0,∀f, g ∈ H.
Since P is closed w.r.t. the W.O.T., and PC⊥n → I−P , then there exists C? ∈ C such
that I − P = PC? . Hence, P = I − PC? = PC⊥? .
Proposition 5. Let C be a collection of closed subspaces in H, and F a finite subset
of H. If the collection of orthogonal projections P⊥ = {PC⊥}C∈C is closed w.r.t. the
W.O.T. Then Problem 3 has a solution, that is, there exists P0 ∈ P⊥ such that
E1(F , P0) = inf{E1(F , P ) : P ∈ P⊥}.
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Proof. Taking into account that P⊥ is weakly closed and E1 satisfies
E1(F , P ) =
∑
f∈F
‖Pf‖2 = ∑
f∈F
< Pf, f >
=
∑
f∈F
Ef (P ),
then from Lemma 17 it follows that E1 is a continuous function on P⊥. On the other
hand, since ‖P‖op ≤ 1 for all P ∈ P⊥, and the unit ball in B(H) is compact w.r.t.
the W.O.T., it follows that P⊥ is also compact w.r.t. the W.O.T. Now the conclusion
is a straightforward consequence of the Extreme Value Theorem.
IV.2.3 Proofs for Section IV.1.2
Proof of Theorem 12
Proof. Taking into account that P is weakly closed, it follows from Lemma 18 that
P⊥ = {PC⊥}C∈C is also weakly closed. Thus, by applying Proposition 5 we have
that Problem 3 has a solution, and from Lemma 16 we conclude that C satisfies the
MAP.
In order to prove Corollary 6, we need the following result.
Proposition 6. Let H = Cd, 1 ≤ n ≤ d, and Pn be the collection of orthogonal
projections given by
Pn = {P : Cd → Cd : P ∗ = P = P 2, dimP (H) ≤ n}. (75)
Then Pn is closed w.r.t. the W.O.T. on B(Cd).
Proof. Let {Pk}k≥1 be a sequence in Pn such that Pk → P weakly, we want to show:
P ∗ = P , P 2 = P , and dimP (H) ≤ n. Let x, y ∈ H be given. Then
< x, P ∗y >=< Px, y >= lim
k
< Pkx, y >= lim
k
< x, P ∗k y >
= lim
k
< x, Pky >= lim
k
< Pky, x > = lim
k
< Pky, x >
=< Py, x > =< x, Py > .
So, P ∗ = P . SinceH = Cd, then W.O.T.=S.O.T.=N.O.T. Therefore, ‖Pk−P‖op → 0.
Taking into account that
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|‖P 2k − Pk‖op − ‖P 2 − P‖op| ≤ ‖(P 2k − Pk)− (P 2 − P )‖op
≤ ‖P 2k − PkP‖op + ‖PkP − P 2‖op +
+‖Pk − P‖op
≤ ‖Pk‖op‖Pk − P‖op + ‖P‖op‖Pk − P‖op +
+‖Pk − P‖op
≤ (2 + ‖P‖op)‖Pk − P‖op → 0,
then ‖P 2 − P‖op = limk ‖P 2k − Pk‖op = limk ‖Pk − Pk‖op = 0. Since ‖P 2 − P‖op = 0,
then P 2 = P . Finally, let us show that dimP (H) ≤ n. Assume for the sake of a
contradiction that dimP (H) > n. We may assume that dimP (H) = n + 1. Since
H = Cd, then
Pk =

qk11 . . . q
k
1d
...
...
qkd1 . . . q
k
dd
 ,
and
P =

q11 . . . q1d
...
...
qd1 . . . qdd
 .
Since Pk → P weakly, and on B(H) we have that W.O.T.=S.O.T., then
lim
k→∞
qkij = qij,∀1 ≤ i, j ≤ d. (76)
On the other hand, if dimP (H) = n + 1, then exists a (n + 1) × (n + 1) minor of
P which is nonzero. From (76) and the continuity of the determinant, there exists
k0 ∈ N such that for each k ≥ k0, there is a (n + 1) × (n + 1) minor of Pk which is
nonzero, contradicting the fact that dimPk(H) ≤ n, for all k ≥ 1.
Proof of Corollary 6
Proof. Let 1 ≤ n ≤ d be given. Note that the collection of orthogonal projections
Pn = {PC}C∈Ln is given in (75). By Proposition 6 we know that Pn is closed w.r.t.
the W.O.T. on B(Cd), and by applying Theorem 12, we have that Ln satisfies the
MAP.
IV.2.4 Auxiliary results for Section IV.1.3
Now we shall state and prove some auxiliary results that allow us to obtain the main
results of Section IV.1.3.
Lemma 19. Let {An} be a sequence of unitary operators such that An → A weakly.
If A is unitary, then An → A strongly.
55
Proof. Let x ∈ H be given. Then we have
‖Anx− Ax‖2 =< (An − A)x, (An − A)x >
=< x, x > + < Ax,Ax > − < Anx,Ax > − < Ax,Anx > .
Since An → A weakly, and A is unitary, then
lim
n→∞ < Anx,Ax >=< Ax,Ax >=< x, x >,
and
lim
n→∞ < Ax,Anx >=< Ax,Ax >=< x, x > .
Now the conclusion follows.
Lemma 20. Let S be a closed subspace of the Hilbert space H, and A a unitary
operator defined on H. Then
‖PAS(x)‖ = ‖PS(A∗x)‖, for all x ∈ H.
Proof. Let x ∈ H be given. If {em}m≥1 is an orthonormal basis(ONB) for S, then by
using that A is unitary it follows that {Aem}m≥1 is an ONB for AS. Therefore,
PAS(x) =
∑
m≥1
< x,Aem > Aem,
and
PS(A∗x) =
∑
m≥1
< A∗x, em > em.
Consequently,
‖PAS(x)‖2 =< PAS(x), x >
=<
∑
m≥1
< x,Aem > Aem, x >
=
∑
m≥1
| < x,Aem > |2 =
∑
m≥1
| < A∗x, em > |2
= ‖PS(A∗x)‖2.
So,
‖PAS(x)‖ = ‖PS(A∗x)‖,
and we are done.
Proposition 7. Let U be a collection of unitary operators which is closed w.r.t. the
W.O.T. on B(H), and S a fixed and given closed subspace of H. Let f ∈ H be given,
and define Lf : U → R+ by Lf (U) = dist2(f, US). Then Lf is continuous on U .
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Proof. Taking into account that
Lf (U) = dist
2(f, US) = ‖f‖2− < PUS(f), f >,
it suffices to show that the function Mf : U → R+ defined byMf (U) =< PUS(f), f >
is continuous on U . Let {Un}n≥1 ⊂ U be such that Un → U weakly. Because U is
weakly closed, then U ∈ U . Moreover, U∗n → U∗ weakly, and from Lemma 19 we get
U∗n → U∗ strongly. Therefore, with the aid of Lemma 20 we have
|Mf (Un)−Mf (U)|= |‖PUnS(f)‖2 − ‖PUS(f)‖2|
= |‖PS(U∗nf)‖2 − ‖PS(U∗f)‖2|
≤ 2‖f‖‖PS(U∗nf)− PS(U∗f)‖
= 2‖f‖‖PS(U∗nf − U∗f)‖
≤ 2‖f‖‖U∗nf − U∗f‖ → 0, as n→∞.
Hence, Mf is continuous on U , and we are done.
In order to prove Theorem 13, we separately have to consider the cases when S is
a bounded convex subset of Cd and when S is a closed convex subset of a separable
Hilbert space H.
Case 1: S is a bounded convex subset of Cd.
We shall state without proof the Reduction Principle (see Theorem 5.14 on page
80 in [44]).
Lemma 21. Let K be a convex subset of a Hilbert space H, and let M be any closed
subspace of H that contains K. Then:
dist2(x,K) = dist2(x,M) + dist2(PM(x), K), (77)
for every x ∈ H.
Proposition 8. Assume that S is a fixed and given bounded convex subset of Cd. Let
U be a collection of unitary operators which is closed w.r.t. the W.O.T. on B(Cd).
Let f ∈ H = Cd be given. If Θf : U → R+ is defined by Θf (U) = dist2(f, US), then
Θf is continuous on U .
Proof. Taking into account that S is convex, and S ⊂ Λ := span(S) = span(S),
because H = Cd, then by using (77) in Lemma 21 we have
dist2(f, US) = dist2(f, UΛ) + dist2(PUΛ(f), US),
for all U ∈ U . From Proposition 7 we know that dist2(f, UΛ) is a continuous function
of U on U . Consequently, we only need to show that the function Ψf : U → R+
defined by Ψf (U) = dist
2(PUΛ(f), US) is continuous on U . Let {Un}n≥1 ⊂ U be such
that Un → U weakly. Since U is closed w.r.t. the W.O.T. on B(Cd), then U ∈ U ,
and S.O.T.=W.O.T.=N.O.T. Let {ei}Ji=1 be an ONB for Λ, where J = dimΛ, then
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{Uei}Ji=1 and {Unei}Ji=1 are ONB for UΛ and UnΛ respectively. Therefore,
PUΛ(f) =
J∑
i=1
< f, Uei > Uei,
PUnΛ(f) =
J∑
i=1
< f, Unei > Unei,∀n ≥ 1,
and since Un → U weakly on B(Cd), then
lim
n→∞ < Unei, f >=< Uei, f >, ∀1 ≤ i ≤ J,
and
lim
n→∞ ‖Unei − Uei‖ = 0,∀1 ≤ i ≤ J.
Hence, limn→∞ ‖PUnΛ(f) − PUΛ(f)‖ = 0. On the other hand, since limn→∞ ‖Un −
U‖op = 0, and S is a bounded set, then for h ∈ S we have
lim
n→∞ ‖PUnΛ(f)− Unh‖ = ‖PUΛ(f)− Uh‖, (78)
uniformly on S. Let ² > 0 be given. From (78) it follows that there exists N0 =
N0(²) ∈ N such that for n ≥ N0, we have
‖PUΛ(f)− Uh‖2 − ² ≤ ‖PUnΛ(f)− Unh‖2 ≤ ‖PUΛ(f)− Uh‖2 + ²,
for all h ∈ S. Taking the infimum in the above inequality over all h ∈ S yields
dist2(PUΛ(f), US)− ² ≤ dist2(PUnΛ(f), UnS) ≤ dist2(PUΛ(f), US) + ²,
for all n ≥ N0. Thus, limn→∞ dist2(PUnΛ(f), UnS) = dist2(PUΛ(f), US), Ψf is contin-
uous on U , and the conclusion follows.
Case 2: S is a Closed Convex Subset.
We will denote the unit sphere ofH by S1(H), that is, S1(H) = {z ∈ H : ‖z‖ = 1}.
The following Lemma will be stated without proof (see Theorem 7.1 in [44]).
Lemma 22. Let K be a closed convex set in the Hilbert space H, and x ∈ H. Then
dist(x,K) =
{
0 if x ∈ K
max{< x, z > − supy∈K < y, z > |z ∈ S1(H)} if x /∈ K.
Moreover, the maximum is attained for a unique z0 ∈ S1(H).
Lemma 23. Let K be a closed convex set in the Hilbert space H, and U a unitary
operator defined on H. Then for x ∈ H we have
dist(x, UK) = dist(U∗x,K). (79)
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Proof. Note that by Lemma 22 we have
dist(U∗x,K) =
{
0 if U∗x ∈ K
max{< U∗x, z > − supy∈K < y, z > |z ∈ S1(H)} if U∗x /∈ K,
and
dist(x, UK) =
{
0 if x ∈ UK
max{< x, z > − supy∈K < Uy, z > |z ∈ S1(H)} if x /∈ UK.
Taking into account that U∗ is unitary, and z ∈ S1(H) then w = U∗z ∈ S1(H),
< x, z >=< U∗x, U∗z >, and x ∈ UK if and only if U∗x ∈ K. Consequently,
dist(x, UK) =
{
0 if U∗x ∈ K
max{< U∗x,w > − supy∈K < y,w > |w ∈ S1(H)} if U∗x /∈ K.
So, dist(x, UK) = dist(U∗x,K).
Proposition 9. Let U be a collection of unitary operators which is closed w.r.t. the
W.O.T. on B(H). Let S be a fixed and given closed convex subset of H. Let f ∈ H
be given, and define Υf : U → R+ by Υf (U) = dist(f, US). Then Υf is continuous
on U .
Proof. Note that from (79) we have Υf (U) = dist(U
∗f,S). So,
Υf (U) =
{
0 if U∗f ∈ S
max{< U∗f, z > − supy∈S < y, z > |z ∈ S1(H)} if U∗f /∈ S,
for all U ∈ U . Let {Un}n≥1 ⊂ U be such that Un → U weakly. Since U is weakly
closed, then U ∈ U . Moreover, U∗n → U∗ weakly, and from Lemma 19, U∗n → U∗
strongly, and since ‖z‖ = 1 for all z ∈ S1(H), it follows that
lim
n→∞ < U
∗
nf, z >=< U
∗f, z >, (80)
uniformly on S1(H). Let ² > 0 be given. From (80), there exists N1 = N1(²) ∈ N
such that for n ≥ N1 we have
< U∗f, z > −² < < U∗nf, z > < < U ∗f, z > +²,
for all z ∈ S1(H). Consequently, for n ≥ N1 we have
< U∗f, z > − sup
y∈S
< y, z > −² << U∗nf, z > − sup
y∈S
< y, z >
<< U∗f, z > − sup
y∈S
< y, z > +².
Taking the maximum in the above inequality over all z ∈ S1(H) yields
max{< U∗f, z > − sup
y∈S
< y, z > |z ∈ S1(H)} − ²
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< max{< U∗nf, z > − sup
y∈S
< y, z > |z ∈ S1(H)}
< max{< U∗f, z > − sup
y∈S
< y, z > |z ∈ S1(H)}+ ²,
for all n ≥ N1. Hence, limn→∞max{< U∗nf, z > − supy∈S < y, z > |z ∈ S1(H)} =
max{< U∗f, z > − supy∈S < y, z > |z ∈ S1(H)}. Consequently,
lim
n→∞Υf (Un) = Υf (U),
Υf is continuous, and we are done.
IV.2.5 Proofs for Section IV.1.3
Proof of Theorem 13
Proof. Let F be a given finite subset of H. Taking into account that
Ĥ(F , U) =
{∑
f∈F Θf (U) if S ⊂ Cd is bounded∑
f∈F Υ2f (U) if S is a closed convex set,
then the continuity of Ĥ on U follows by applying Proposition 8 if S is a bounded
convex subset of Cd, and Proposition 9 if S is a closed convex set. On the other hand,
since ‖U‖op = 1, for all U ∈ U , and since the unit ball of B(H) is weakly compact,
then U is also weakly compact because it is weakly closed. Now the conclusion follows
by applying the Extreme Value Theorem.
Proof of Corollary 7
Proof. It is an easy exercise to verify that if S ⊂ H is either a closed subspace of
H, a closed convex cone, a hyperplane, a half-space, or a closed affine subspace, then
S is a closed convex subset of H. Now the proof is a straightforward consequence
Theorem 13.
Proof of Corollary 8
Proof. Let F be a given finite subset of H. Note that if C ∈ CS , then C = US, for
some U ∈ U . Taking into account that
E(F , C) =E(F , US)
=
∑
f∈F
dist2(f, US)
= Ĥ(F , U),
then since U is weakly closed, from Corollary 7 it follows that Problem 2 has a
solution, that is, there exists U0 ∈ U such that
Ĥ(F , U0) = inf{Ĥ(F , U) : U ∈ U}.
60
Consequently, by setting C0 = U0S we have that E(F , C) attains its minimum on CS
at C0. Therefore, CS has the MAP.
As we said in Remark 24 at the end of Section IV.1.3, we shall show that Corollary
6 can be also obtained as a consequence of Corollary 8. In order to show that, let us
first state and prove some auxiliary results.
For 1 ≤ n ≤ d, we shall denote by Dn the collection of all subspaces of Cd with
dimension equal to n.
Lemma 24. Let 1 ≤ n ≤ d be given. Then Dn satisfies the MAP.
Proof. Let us pick D0 ∈ Dn, and let UCd be the set of all unitary operators on Cd.
From Lemma 2.1.8 on page 69 in [63] it follows that UCd is weakly closed. Taking into
account that Dn = {UD0}U∈UCd , then the conclusion follows by applying Corollary
8.
Lemma 25. Let 1 ≤ n ≤ d, and f ∈ Cd be given. If C1 ∈ Ln is such that dimC1 < n,
then there exists C ∈ Dn such that dist2(f, C) ≤ dist2(f, C1). Therefore, if F is a
finite subset of Cd, then E(F , C) ≤ E(F , C1).
Proof. Let C1 ∈ Ln be such that dimC1 < n. Let us consider the orthonormal vectors
{ei}n−dimC1i=1 in C⊥1 , and let M = span{e1, . . . , en−dimC1}. Set C := C1 ⊕M . Then
C ∈ Dn, PC = PC1 + PM , and
dist2(f, C) = ‖f‖2− < PC(f), f >
= ‖f‖2− < PC1(f), f > − < PM(f), f >
≤ ‖f‖2− < PC1(f), f >= dist2(f, C1).
Proposition 10. Let F be a finite set of vectors in Cd, and 1 ≤ n ≤ d. Then
inf{E(F , C) : C ∈ Ln} = inf{E(F , C) : C ∈ Dn}. (81)
Proof. Let F be a finite subset of Cd, and 1 ≤ n ≤ d. Taking into account that
Dn ⊂ Ln, then
inf{E(F , C) : C ∈ Ln} ≤ inf{E(F , C) : C ∈ Dn}. (82)
On the other hand, if C ∈ Ln, then, by Lemma 25, there exists C1 ∈ Dn such that
E(F , C1) ≤ E(F , C).
Since inf{E(F , C) : C ∈ Dn} ≤ E(F , C1), then
inf{E(F , C) : C ∈ Dn} ≤ E(F , C).
Taking the infimum in the above inequality over all C ∈ Ln yields
inf{E(F , C) : C ∈ Dn} ≤ inf{E(F , C) : C ∈ Ln}. (83)
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From (82) and (83) we get (81).
Another proof of Corollary 6.
Proof. The proof of Corollary 6 is a straightforward consequence of Proposition 10
and Lemma 24.
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