In this paper, we propose an error resilience scheme for wireless video coding based on adaptive flexible macroblock ordering (FMO) and intra refresh. An FMO explicit map is generated frame-byframe by using prior information. This information involves estimated locations of guard and burst sections in the channel and estimated effect of error propagation (EEP) from the previous frame to the current frame. In addition, the role of the current frame in propagating an error to the next frame is also considered. A suitable intra refresh rate which is adaptive to the channel state is used to reduce the dependence between frames and thus can stop the EEP. The results in experiments show that the proposed method gains some improvements in terms of peak signal-to-noise rate (PSNR) as compared with some other methods that have not considered the channel condition and the error propagation in generating an FMO map. key words: H.264, FMO, error propagation, intra refresh, error resilience 
Introduction
As a new tool of H.264/AVC, the FMO scheme [1] enables an image to be divided into regions called slice groups. Each slice group can be divided into several slices and a slice can also be decoded independently. An identification number for each macroblock (MB) is given by a macroblock allocation map (MBAmap) to specify which slice group that MB belongs to. The number of slice groups is limited to 8 for each picture to avoid complex allocation schemes. A suitable MBAmap disperses the important MBs into some slice groups. Because of independence between slice groups, if a slice group is lost during transmission, the important MBs in the other slice groups are not affected.
There are seven types of FMO map in which six types are default and a type called explicit type is defined by users. Although the explicit type comes with a higher overhead cost. It helps spread out burst errors and can result in reducing the number of error MBs in a frame while incurring the same amount of overhead bits as the method using forward error correction code (FEC). In addition, the explicit type is more flexible in generating the FMO map comparing to the other FMO types. Thus the explicit type is used in this work.
To design slice group maps, previous approaches use an indicator to evaluate the importance of an MB. These indicators can be bit-count [2] , distortion-from-error conceal- † † The author is with the Graduate School of Information Science and Technology, Hokkaido University, Sapporo-shi, 090-0814 Japan.
a) E-mail: supavadee.a@chula.ac.th DOI: 10.1587/transfun.E94.A.1647 ment [3] , MB impact factor [4] or spatial temporal indicator [5] . After that, the MBs are sorted in descending order of importance and arranged consequently to 8 slice groups. As another approach to generate an FMO map, the MBs firstly are divided into two slice groups as type 1 of an FMO map. Then these slice groups are split further into smaller slice groups according to the impact factor of the MBs [6] . By dispersing the important MBs, the number of lost MBs is reduced. However, the important MBs are not thoroughly protected from the errors. Because of variable length coding, if an MB is lost, the following important MBs in the same slice group are also affected. Therefore, using only the FMO is not enough to reduce the number of lost important MBs.
In [3] , a channel state is considered in order to combine with the FMO. If a channel state is bad, the FMO and interleaving are used. In [7] , redundant slices are added depending on the characteristic of the wireless channel. In this method, the ROI slices are transmitted during good state of the channel. During bad state, redundant slices are transmitted. Nevertheless even in the good state, there may be some errors in the channel. Thus, the important MBs in good state may still be affected by error. Furthermore, by adding redundant slices, compression efficiency of video codec is reduced.
When transmitting video signals over error-prone channels like wireless channels, beside the error caused by the transmission channel, the error propagated between frames is also taken into account. To stop the error propagation, intra refresh algorithm is used. However, selecting a suitable intra refresh rate is a problem that needs to be considered. The intra MBs can effectively stop the error propagation, but the number of intra MBs in a frame is limited by target bit rate. Because of bit-consuming in intra mode, a coarser quantization process is used to achieve a given target bit rate. This results in the degradation of video quality. Moreover, with a limited target bit rate allocated for a group of pictures (GOP), the frame having too many intra MBs consumes a large number of target bits and thus affects to the target bit of the next frames in the same GOP [8] . Thus, it is necessary to balance the benefit of reducing effect of error propagation and the drawback of using a number of intra coded MBs in a frame. In [9] , a fixed number of MBs having highest distortion in the current frame are coded in intra mode. In addition, there have been some researches based on joint source-channel rate-distortion optimization to decide intra refresh rate [10] - [13] . In these methods, the relationship Copyright c 2011 The Institute of Electronics, Information and Communication Engineers between end-to-end distortion and intra refresh rate is established. Then, the encoder has to try all coding modes for each MB to choose a suitable intra refresh rate to achieve minimum distortion.
In this work, the proposed scheme is applied for the video streaming applications such as video-on-demand and video news archive. In these applications, the video sequences are encoded in advance to extract motion vector and bit-count of MBs in every frame of video sequences. These parameters are stored in a database. When an end-user requests a video sequence, the encoder retrieves the requested raw video sequence and appropriate data from a database, as shown in Fig. 1 .
The main contribution of our work is to propose an error resilience framework considering channel prediction to generate an adaptive FMO map and adopting a suitable intra refresh rate for H.264 video transmission. Initially, a three-state Markov model is used to locate the error bursts of channel. Then, a technique is introduced to evaluate the importance of MBs based on the error propagation between frames. Finally, an explicit FMO map of the current frame is generated as the rule: The MBs with low importance are arranged in slice groups which are transmitted in the error burst sections and the MBs with high importance are arranged in slice groups which are transmitted in the errorfree sections. Furthermore, based on the estimated channel state, a suitable intra refresh rate is computed to stop error propagation.
This paper is organized as follows. Three-state Markov model and a method proposed to locate burst and guard sections are introduced in Sect. 2. Section 3 introduces the method to generate an explicit FMO map. Section 4 shows simulation results and discussions. Finally, conclusions are given in Sect. 5.
Locating Burst and Guard Sections over Wireless Channel
2.1 Three-State Markov Model [14] , [15] There are many different methods used to model the wireless channel. In [16] , channel is modeled by two-state Markov model whose transition probabilities are functions of the channel characteristic. However, using two-state model is inadequate in locating guard and burst sections of channel. As an extension of two-state model, finite-state Markov model is analyzed in [17] . The authors indicated that the higher state of Markov model is used, the more accurate in capturing the error burst nature of channel. In addition, [14] and [15] is introduced. However, instead of using model at bit level, we apply three-state Markov model at packet level to estimate the position of the error bursts in wireless channel. Figure 2 shows an example of a packet sequence in an error channel. Similarly to [14] and [15] , we define the following definitions at packet level. A guard section is defined as a duration in which all packets are error-free. A burst section is defined as a duration sandwiched between guard sections. From now on, the section means guard or burst section. Minimum guard length is the minimum number of error-free packets a guard section should have. In this system, the minimum guard length is chosen to be 30 packets for computing the transition probability. Thus, each guard section is longer than or equals to 30 consecutive error-free packets. The run length is defined as the length from an error packet to the next error packet excluding the first error packet. The first return probability P(i) is defined as the occurrence probability of each run length i. Figure 3 shows the transition probabilities of a three-state Markov model where C 1 and C 2 show the error-free states which are state 1 and state 2, and E shows the error state which is state 3. C 1 shows the error-free state in a guard section while C 2 and E show the error-free and the error state in a burst section. p nm is the probability of transition from state n to state m. p i−2 nn is the probability of the case in which there are (i − 2) consecutive transitions from state n to state n. The first return probabilities are computed by
where p(α/β) means that β is the first state and then the sequence of α occurs. The transition probabilities are computed by
where L min is the minimum guard length. According to [14] , the average guard length, L G , and average burst length, L B , are computed as
Proposed Method to Locate the Error Burst Positions
Assume that before encoding the current frame (n), the encoder receives channel feedback information containing position of error packets of frame (n − 2). In this work, a roundtrip delay of less than 100 ms is assumed enabling the feedback delay of one frame. Because of the error propagation, the longer feedback delay affects the decrease in the PSNR value. In fact, the average PSNR drop due to higher value of feedback delay for slow fading case is around 0.6 dB while for the fast fading case is 0.1 dB when feedback delay is varied experimentally with values from 1 to 4 frames. Thus, one frame for feedback delay is selected in the system. Based on feedback information, the encoder uses Eq. (3) to estimate values L G and L B of channel. Then values of L G and L B are updated when the encoder receives the next feedback information. To estimate the location of the first burst or guard section in frame (n − 1), the encoder uses feedback information to locate burst and guard sections in frame (n − 2). If a border between frame (n − 2) and frame (n − 1) is in a guard section (as shown in Fig. 4) , distance from the last burst in frames (n − 2) to the first burst in frame (n − 1) is L G packets. Otherwise, if the border is in a burst section, the distance from the last guard in frame (n − 2) to the first guard in frame (n − 1) is L B packets. The next sections in frame (n − 1) and frame (n) are estimated from the position of the first section in frame (n − 1). In this work, to validate the accuracy in locating burst sections of wireless channel, the estimated burst locations are compared with the actual burst locations of wireless channel which are generated from wireless channel simulator [18] . Figure 5 shows actual burst locations of wireless channel at different bit rates. Figure 6 illustrates an example of estimated burst locations when transmitting 100 frames of the "Akiyo" sequence over slow fading channel at bit rate of 64 kbps. Table 1 shows the percentage difference of four video sequences "Akiyo", "Foreman", "Claire" and "Carphone" in both slow and fast fading cases. The percentage difference is calculated by
where P d is the percentage difference. e is the number of errors in estimation. T is total number of packet of a video sequence.
Adaptive Explicit FMO Map Generation
In this section, the importance of an MB is estimated from distortion caused by the error propagation. After that, an explicit FMO map of the current frame is generated by mapping the high important MBs and the low important MBs into slice groups which are transmitted in guard and burst sections respectively.
The Estimation of MB Importance
To estimate the importance for an MB in the current frame, firstly, we estimate the distortion at that MB caused by error MBs in the past frame. Secondly, we measure the EEP caused by that MB to the next frame. The sum of distortion and the EEP are considered as the importance of that MB. This importance and the estimated burst locations are taken into account to generate an FMO map and to decide inter/intra coding mode for that MB. Figure 7 describes the error propagation from the past frame (n − 2) to the current frame (n) and to the next frame (n + 1).
Step 1: Compute the distortion at the frame (n − 1) caused by an error pixel in the frame (n − 2): Assume that a pixel j in the frame (n − 1) refers to a pixel s in the frame (n − 2).
If the pixel s in the frame (n − 2) is error, the decoder will copy the pixel s of the frame (n − 3) while assuming that the non-motion compensated error concealment method is used. Therefore, the distortion at the pixel j in the frame (n − 1), D(s, j, n − 1), is computed as if j is inter coded:
where f (x, y) is reconstructed value of the pixel xth in the frame yth. Fig. 7 Error propagation from the past frame to the next frame.
If the pixel s in the frame (n − 2) is error-free, the distortion at the pixel j in the frame (n − 1) is computed in Eq. (6).
Step 2: Compute distortion at the frame (n) caused by an error pixel in the frame (n − 2): Assume that the pixel i in the frame (n) refers to the pixel j in the frame (n − 1).
If the pixel j is inter coded, the distortion at the pixel i is computed as:
if j is error:
In conclusion, in the case pixel j is inter coded, the distortion at the pixel i is computed as
where q( j) is error probability of pixel j. The q( j) depends on the error probability of packets and the length in packets of the MB containing pixel j. If the pixel j is intra coded, the distortion at the pixel i is computed as if j is error:
In conclusion, in the case j is intra coded, the distortion at pixel i is computed as shown in Eq. (10).
D( j, i, n)
Step 3: Compute the EEP at the frame (n + 1) caused by pixel i in the frame (n): To compute the EEP from the past frame to the next frame through the current frame, all MBs in the current frame are coded in inter mode in the first pass. Assume that the pixel i in the current frame is referred by a pixel k in the next frame. The distortion caused by error propagation for the pixel k is computed by
where D( j, i, n) is computed as shown in Eq. (8) or Eq. (10) depending on coding mode of the pixel j. The overall distortion propagated from pixel i in the current frame (n) to the next frame (n + 1) is computed as
where N is the number of pixels in the frame (n + 1) which refer to the pixel i in the current frame (n).
Step 4: Estimate the importance of an MB in the current frame: The importance of the lth MB in the current frame is computed as
where D( j, i, n) is computed in Eq. (8) 
or Eq. (10). I(i, n) is computed in Eq. (12)
. M is the number of pixels in an MB. In this case, M = 256.
Adaptive Explicit FMO Map Generation
Based on the importance and the bit-count derived in the first pass, the MBs are arranged into slice groups of an FMO map according to the following criteria:
• The MBs considered as high importance (computed by Eq. (13)) are arranged into the slice groups which are transmitted in the guard sections of channel. The other MBs are arranged into the slice groups which are transmitted in the burst sections.
• The total number of packets of the MBs in the slice groups equals to the length in packet of burst or guard section in the channel over which those slice groups are transmitted. Figure 8 illustrates the estimated burst locations of channel before encoding the frame 29th in the "Akiyo" sequence. As the estimation, the length in packet of frame is 34. In this duration of channel, there are two burst and two guard sections. Based on the bit-count and the importance of MBs, the encoder arranges the MBs in such a way that the highest important MBs are encoded and transmitted in the first guard section. The next are low important MBs which are transmitted in the first burst section. The second guard section contains the next high important MBs and the second burst section contains the rest of MBs of the current frame. The order of encoding and transmission of the MBs are shown in Fig. 8 . Note that in a slice group, the encoding order is sorted in ascending order of the MB identification. As the result, a slice map for the frame 29th is generated as shown in Fig. 9 .
Because of using variable length codes (VLC) in the entropy coding, the decoder relies on the length of previously decoded symbols to be able to decode the current symbol. Hence, an error MB can cause errors in the rest of MBs in the slice group. To reduce the effect of error propagation in a slice group, the MBs in each section are separated into some slice groups. The number of slice groups in a section, N slg , is computed by
where z is the smallest integer not less than z. N mb is the number of MBs selected to be filled in a burst or a guard section. For the QCIF frames, to guarantee 99 MBs are fairly distributed in 8 slice groups, the number of MBs in a slice group, γ, is selected to be 13. As shown in Fig. 9 , the number of MBs in the first guard section is 19. Therefore, the MBs in this section are mapped into two slice groups including the MBs from 32 to 96 and from 44 to 97. In the guard section, the MBs having high importance are coded in intra mode. The number of intra MBs, N intra , is computed as N intra = λN slg (15) To balance the compression efficiency and the effect of error propagation, λ is empirically selected to 2. Furthermore, these intra MBs are dispersed into slice groups to reduce the number of lost intra MBs in case channel prediction is not precise. In the frame 29th, with each slice group in the guard section, the encoder selects two MBs having highest importance for intra coding mode. Thus, there are eight intra MBs in two guard sections of the frame. According to Eq. (15), the number of intra MBs in frames varies from 0 (if there is no guard section in transmission duration of frame) to 16 (if the whole frame is transmitted in a guard section).
Simulation Results and Discussions

Experimental Set-Up
In the study, wireless channels are simulated for video transmission using 2-ray Rayleigh Fading channel [19] . The block diagram of the wireless channel simulator and the system parameters are shown in Fig. 10 and Table 2 , respec- 1 4 of symbol perriod Power delay profile 2-ray with equal power Antenna diversity 1 tively. One important wireless channel simulator's parameter is Doppler frequency. In our study, we are interested to test our technique in both slow fading channel, i.e., Doppler frequency = 1 Hz, and fast fading channel, i.e., Doppler frequency = 40 Hz. We used H.264 reference software JM 9.2 [20] with baseline profile in simulation. The video sequences in the QCIF format (176 × 144 pixels/frame) are coded at 32, 64, 128, and 256 kbps with frame rates of 10, 20, and 30 fps. The following video sequences are used in the experiment: Akiyo, Foreman, Claire, and Carphone. At the decoder, the non-motion compensated error concealment is used.
Simulation Results
In this experiment, to evaluate the efficiency of using the EEP as an indicator for the FMO as well as the effectiveness of channel prediction, the proposed method using channel prediction (CP) and without channel prediction (no CP) are compared with some other methods using different indicators, including bit-count [2] and spatial-temporal indicator (STI) [5] . In the no CP method, the step of estimating the locations of bursts and guards section in channel is skipped.
To generating an explicit FMO map, the MBs in a frame are arranged consequently into slice group according to the EEP values. Moreover, to validate the method of selecting the MBs to be intra coded and computing intra refresh rate, the proposed method is compared with methods using fix intra refresh rate (FIR) [9] and random intra refresh rate (RIR) [20] . In comparisons, we use both subjective and objective measures. For objective measure, the PSNR is used as the performance metric in quantifying the effectiveness of methods. Tables 3 and 4 show the average PSNR of video sequences in the scenario of slow and fast fading channels. The simulation results show that the proposed method without intra refresh and channel prediction (no IR + no CP) gains a higher average PSNR than the conventional methods. Especially, if compared with the method without the FMO, the improvement of the average PSNR is up to 7 dB. However, in some cases, the PSNR of the new method is lower. This is because the quality of measurements of video in terms of the PSNR depends solely on the locations of the error bits as well as the error concealment method applied. In this experiment, simple non-motion compensated error concealment is used, therefore we expect that the higher PSNR improvement can be achieved if more sophisticated technique of error concealment is used in further study. Results show that the average PSNR is improved when channel prediction is applied to the proposed method (no IR + CP). This is because the number of lost important MBs is reduced when the locations of burst and guard sections are estimated. However, in the fast fading case, the improvement does not significantly increase in comparison with the case without channel prediction. The reason is that channel prediction algorithm is more precise in the slow fading case.
In the fast fading case, there are more errors in locating burst and guard sections. Therefore, the number of lost important MBs in the fast fading case is higher than that of the slow fading case. Figures 11 and 12 show the PSNR curve of the "Carphone" test sequence in the slow and fast fading case, respectively. From the curves, it can be observed that the average PSNR of the proposed method is higher than the others. This improvement is achieved by using an accurate method in stopping the effect of error propagation. Furthermore, by estimating locations of burst and guard sections, the important MBs are put in the error-free sections, thus the number of lost important MBs is reduced. Consequently, the PSNR of the new method is increased. Tables 5 and 6 show the average PSNR of video sequences when comparing the proposed method using adaptive intra refresh rate with other methods using fix and random intra refresh rate. In the first case, the proposed method uses a fix intra refresh rate without channel prediction (FIR + no CP). The fix intra refresh rate is 11 MBs per frame. The results show that with considering effect of error propagation from the current frame to the next frame, the proposed method has higher the average PSNR than the FIR method used in [9] . In [9] , only the errors propagated from the previous frame to the current frame are taken into account. Consequently, some MBs in the current frame are skipped in evaluating importance because these MBs may be not much affected by error propagation from the past frame. However, these MBs may cause a high distortion for the next frame. Therefore, it is necessary to consider both effects of error propagation from the previous frame to the current frame and from the current frame to the next frame. In the second case, the proposed method uses an adaptive intra refresh rate with consideration of channel prediction (AIR + CP). By locating the burst and guard sections, the number of lost intra MBs is smaller than that of the other methods. Thus, average PSNR of the proposed method is higher. Figures 13 and 14 show the PSNR curve of methods using "Carphone" video sequence in slow and fast fading.
In the slow fading case, because of channel prediction and adaptive intra refresh rate, the PSNR curve of the proposed method is higher than that of "RIR" and "FIR". Since channel prediction is less precise in the fast fading, the average PSNR of "AIR + CP" is lower than "FIR + no CP" from the frame 71 to the frame 100 (Fig. 14) . However, the results in Table 5 and Table 6 show that the average PSNR of "AIR + CP" is still higher than the other methods. Comparisons between the proposed method with "FIR" and "RIR" at different bit rates are shown in Figs. 15 and 16 . To further illustrate improvement of the proposed method, some frames from the "Carphone" test sequence are extracted for comparison. Figure 17 depicts qualities of original 49th frame of the "Carphone" sequence and the reconstructed frames from four different methods including "RIR", "FIR", "FIR + no CP" and "AIR + CP" in the slow and fast fading. It can be subjectively seen that the frame quality in "RIR" is severely affected by error. However, in the proposed method, this error can be substantially improved by using intra refresh and channel prediction. In our experimental condition with a normal PC system such as Pentium Dual-Core 1.86 GHz, Windows 7 Ultimate, 1 GB RAM, the proposed method requires a little longer processing time comparing with standard H.264. However, these additional processing time can be covered by using currently DSP and ASIC based systems.
Conclusions
In this paper, the three-state Markov model is used to estimate the locations of burst and guard sections in channel. In addition, the importance of MB is measured based on the effect of error propagation. With the predicted information of channel, the important MBs are arranged into the guard sections and the unimportant MBs are arranged into the burst sections. Moreover, when considering the inter-frame error propagation, a suitable intra refresh rate is selected based on the channel state to reduce the EEP. Experimental results show that our proposed method gains some improvements in terms of the PSNR as compared with some conventional methods that have not taken the channel condition and the error propagation into consideration in generating an FMO map.
