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If A is a set of integers. each exceeding unity, then every real number can be 
expressed as a sum of four numbers, each of which is non-normal with respect to 
every base belonging to A and is normal to every base which is not multiplicatively 
dependent on any element of A. This result is proved and generalized to allow non- 
integer bases. ‘i’ 1986 Academic Press. Inc 
1, INTRODUCTION 
Two sets A and B of real numbers are termed multiplicatively independent 
if no relation of the form Y” = Y” holds for n, m E Z +, r E A, s E B. For two 
such sets of integers all exceeding unity, Schmidt [ 131 has shown that there 
is a countable subset A4 of G = [IO, 1 ] points of which are simultaneously 
normal to all bases in A and non-normal to all bases in B. See also 
Pollington [ll]. Schmidt’s method could be used in the non-integer con- 
text of this paper. The special case where A and B are singletons was 
proved by Schmidt in an earlier paper [12]. (See also Cassels [4].) Pearce 
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and Keane [lo] give a simpler proof of this case using measure-theoretic 
techniques. Specifically they employ a Cantor-type measure p and show 
that the set M has full measure. The concepts involved are also considered 
from a more general standpoint by Schmidt [ 141, Colebrook and Kemper- 
man [5] and Schweiger [lS]. 
Our aim is to give a new proof of Schmidt’s result using Riesz product 
techniques. In fact we are able to show that M is not just uncountable but 
is a basis for R in the following striking sense: 
THEOREM 1. Let A, B be multiplicatively independent subsets of Z\( 1 ). 
Then every real number is a sum qf,four numbers each qf which is normal to 
every base in A and non-normal to every base in B. 
A singleton case of this result was established by the present authors in 
[3]. By modification of the Riesz product used in that paper it is possible 
to discuss the case where A and B are sets of real numbers. First we should 
clarify what we mean by normality in this context. A real number s is nor- 
mal to base s where SE (1, ccl) if the sequence (s”~) is uniformly distributed 
modulo unity (cf., Mendits France [9]). Theorem 1 now emerges as an 
immediate corollary of the following result. 
THEOREM 2. Let A, B be multiplicatively independent sets of algebraic 
numbers in ( 1, co ). Then every real number is a sum of four numbers each of 
which is normal to every base in A and non-normal to every base in B. 
It is even possible to allow A to consist of arbitrary numbers of (1, IY-), 
though in this case B is constrained to lie in a certain set of full Lebesgue 
measure i in (1, w ). Thus our methods produce the following result. 
THEOREM 3. Let B c (1, a) be a countable set. Then there is a set 
Wc(1, co) with n((l, i;o)\W)=O such that 
(i) W is multiplicatively independent of B; 
(ii) for any countable set A c W, every real number is a sum oj‘four 
numbers each normal to every base in A and non-normal to ever-v base in B. 
The proofs of Theorems 2 and 3 overlap considerably. Indeed, the only 
difference lies in the application of efficient discrepancy results at the 
appropriate point of the proof. Accordingly the proofs of the two theorems 
are given concurrently. The part of the argument involving discrepancies is 
separated as our new proof of Schmidt’s result (our Theorem 4). 
Schmidt [12] has shown that for an integer base s, normality to base s is 
equivalent to normality to base s k for kc Z+. For an alternative 
demonstration see Kuipers and Niederreiter [S, Theorem 8.21. The latter 
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proof in fact applies verbatim to the case of non-integral S. As a con- 
sequence, without loss of generality we may take 
inf{s:sEB}-638 (1.1) 
and 
inf(r:rEA)>b. (1.2) 
It is implicit in our argument that IL3 = co. While substantially simpler 
constructions than those adopted here suffice for the treatment in the event 
that IBI < CO, the present argument subsumes this case. We need merely to 
augment B by the inclusion of positive integral powers of elements already 
in B. A second appeal to the above-noted normality equivalence theorems 
shows that this does not affect the normality properties claimed for the 
enunciation. 
2. PRELIMINARIES 
We employ Riesz product measures on G given by 
dp E dp, = fi [ 1 + cos 2nw4,x] [( 1 - cos x)/x’] d@, (2.1) 
V=O 
where w  E Z+. The precise choice of sequence (#,,) is detailed in the next 
section. 
The calculation proceeds via the Fourier transform 
pA( y) = jcu e’“-’ dp(x). (2.2) 
m 
The relevance of the transform enters through the following property. 
PROPOSITION 1. Let 1 E Z+ and r > 1 and suppose p is a probability 
measure on F. Define 
H,=H,(p,r,l)=nP2 f 1 Ip^(l(r”-r’))l. (2.3) 
v=l O<j<v 
If, for each IEZ~, there exist constants c = c(p, r, 1) > 0, d > 0 such that for 
all nEZ+ 
H,dc(lnn)-‘(lnlnn))~d, (2.4) 
then normality to base r holds on all but a p-null subset of G. 
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This result was established in [3] for r integral. The proof carries 
over verbatim to the non-integer case. (Cf. also Davenport, Erdos, and 
LeVeque [6] and Mend& France [9, p. 311.) 
Let Pi, denote the Riesz product measure on G given by 
dpw= fj [1+cos27rw~,x] d/z. 
1 1 
(2.5) 
5’ = 0 
We shall utilize the following standard properties concerning the 
Fourier-Stieltjes coefficients p*(n) (n E Z+ u (0)) for Riesz products (see 
Graham and McGehee [7, Chap. 71.) 
6) P*(O) = 1, 
(ii) for nfzZ+, we have pLI (n) = 0 unless 
rzE:KE 6 K(k), 
k=O 
where 
K(k)= i WE,fj,;E,=o, fl,Ek=l ) 
i v=O 1 
(iii) for n~K(k), 
pA(n)= fj (f)‘“! 
Y = 0 
Consider the triangle function which vanishes outside the interval 
[ - 1, l] and takes the value unity at zero. As noted by Brown and 
Moran [2], the transform p* may be constructed by placing a triangle 
function at each of the points of Ku {O}. Denote the support of p* by L 
and write L(k) for the support of the function obtained by placing a 
triangle function at each of the points of K(k). 
In the following section we make use of the fact that when r, s are mul- 
tiplicatively independent, log, r is irrational and so the sequence (n log, r)? 
is uniformly distributed module G. We work in terms of the discrepancy 
D, = D,(log, r) = sup n-’ i Z(vlog,r; [x1,x,])-(x--x1) , 
O<x,<.r~<l \’ = I 
where the characteristic function I(.; .) is given by Z(x; E) = 0 or I 
according as x $ E (mod 1) or x E E (mod 1). 
Kuipers and Niederreiter observe [S, p. 1211 that for every positive non- 
decreasing function g such that CF l/g(n) < co, 
nD,(cr) = O[(ln n) g(ln In n)] 
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for almost all (A) irrationals a. From the choice g(n) = exp n, we deduce 
d,(a) = 0[(ln n)*] 
for almost all (1) values of a. Hence 
D,(a) = O(n -*““I” “) (2.6) 
also holds for almost all a. 
For {r}, {s} multiplicatively independent, let a = log, r. The measure 
given by (log, x) d1 on (1, co) is equivalent to Lebesgue measure. Since 
log, x = log, x/log, t, we have that for each SE (1, co) there exists a set 
W, c (1, co) with A( (1, co)\ W,) = 0 and such that (2.6) holds for r E W,,. 
We may also take it that {s}, W,v are multiplicatively independent. We 
observe that WE nSEB W, satisfies (i) of Theorem 3 and that (2.6) holds 
for s E B, r E W. More precisely, for each s E B, r E W we may define a con- 
stant C(r, s) such that 
D,,(log,Y r) < C(r, s) n-2”n’“n for all 12 E Z + . (2.7) 
This is the appropriate discrepancy result for our proof of Theorem 3. 
Correspondingly in Theorem 2 we use a result of Baker ( [ 11, Theorem 3.1) 
that if r, s are multiplicatively independent algebraic numbers then 
lqlog,r-pi >(lns)-‘[max(p,q)leC’ for all p, qEZ+\{ l}, 
where Cl > 0 is independent of p, q. If 
llxll -inf{+zI;zEZ}, 
we thus have that 
Iln log, rll > C2n-C’ for nEZ’ 
where C, is independent of n and so log, r is of finite type r] 
(0 < 9 = q(r, s) < C’) in the sense of Kuipers and Niederreiter ([S], p. 121). 
By Theorem 3.2 of [S], we have that, for each r > 0, 
D,(log, r) = (n5 ~ liv). 
Hence in particular 
D,(log, r) = O(n P”2v) 
and (2.6) is satisfied as before. 
641/24/3-z 
264 BROWN, MORAN, AND PEARCE 
3. THE BASK THEOREM 
In order to set up an appropriate Riesz product p for the demonstration 
of our results, we need to specify the sequence (4,,)?. Suppose IBI = a and 
choose a countable A c W. We denote by r( 1 ), r(2),... the elements of .4 
and by s(l), s(2),... those of B. For v >, 1, the sequence (#,,) will be listed as 
blocks of consecutive powers of the bases in B; we shall use blocks of 
powers of s( 1); s(l), s(2); s( 1 ), s(2), s(3); and so on. It remains to deter- 
mine the magnitude of the power of the leading term in each block (we 
shall arrange this so as to determine lacunarity) and (the delicate task) to 
determine the block lengths. 
Several auxiliary functions are involved in the definition of p. First we let 
t: Z + + Z be a monotone non-decreasing map for which 
t(n) <n for all ~2 (3.1 1 
and 
r(n) = 0 
In n ( > In’ 
In In n 
-=0(l) as n-+co. 
0) 
(3.2) 
Define 
B=max[s(l),inf{n:nEZ+,n”‘“‘n~~C(r(l),~(l)J] 
and let /? be the function given by 
B(n) = 1, 1 <n<8, 
/?(n)=max([:[EZ+, max C(r(i),s(j))~n’!‘“‘““,i~lnn,o(i)~n:, 
1 <i.i<i 
nb0, (3.4) 
where 
We introduce a map f: Z+ -+ Z + and, for notational convenience, label 
the corresponding cumulative function F. In other words 
F(0) = 0, 
F(j) = i f(k), jeZ+. 
k=l 
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In the first instance we shall require that f is sufficiently large for F to 
satisfy 
F(tP(nMn) + 1)) ’ 531 log, Q(n)) for 8<nEZ+. (3.5) 
We are now in a position to construct a Riesz measure suitable for our 
purpose. For 
4(rn+l)<j<++ l)(m+2), 
take 
We define 
and for 
we choose 
a,=s(j-$m(m+ 1)) 
h=l 
F(k - 1) < v < F(k) 
(m=O, 1, 1. (3.6) 
(kEZ+) 
~,,=akRlk)+r.-~(k-l)~l, 
where g is given by 
g(k)=inf{n:nEZ+,a;>bqSFCkpl)}, 
We require also that 
gW)/f(k) + 0 as k-co 
and 
f(k)lF(k) + 1 as k+co. 
(3.7) 
k> 1. (3.8 
(3.9 1 
(3.10) 
(The reader will note that the choice of g(k) depends on F(k - 1) but that 
there is no obstacle to achieving an inductive choice off(l), f(2),... .) 
This completes the specification of (4,) and, since (1.1 ), (1.2), (3.8) 
ensure that this sequence is lacunary, it corresponds to a well-defined Riesz 
product measure as given by Eq. (2.1). 
THEOREM 4. There is a subset M,. c G with p,(M,.) = 1 such that every 
x E M,. is normal to every base of A but is non-normal to every base of B. 
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Proof Fix I > 0 and base r(u) E A. Suppose r1 is .suf;ficientl~, large tht 
n 3 6, 
B(fl) > u (3.11) 
and 
r” > 1 (3.12) 
From Eq. (2.3) and the elementary properties of Riesz product measures 
we have 
H,(P, r, 4 
<nmm2 f  Ij:O<j<v,I(r’-ri)ELI 
I, = 1 
6n 
-2 j:O<j<v,I(r”-r’E 5 u L(k) 
h=l Fth- I)<k<F(h-I,+rfr?) 
+np2 i j:Odj<v,l(r”-r’)E 5 u L(k) 
I’= I h=l F(h-l)+r(n)<ksF(h) 
= T, + Tz, say. 
Consider the inequalities 
IX+1 
w  C dy+ 1 dl(r”-r’)<w dm+tt,z,- “‘y ’ B,j- 1. (3.13) 
y=l y= I 
If 
F(p-l)<m+t(n)<F(;o, 
then the expressions at the far right and left in (3.13) involve only the 
elements s(l), s(2),..., s(p) of B. A crude estimation gives that 
Iv: 30~ j< v for which (3.13) holds1 < C,t(n) (In r)-’ ln(bo(p)), (3.14) 
where C, depends only on W. From (3.5), (3.11), (3.12) we deduce that 
115: 3(j, v) (0~ j<v, 1 <v<n) for which (3.13) holds withF(h- 1)1 
cm+ 1 <F(h- l)+t(n)l <$?(n)[fl(n)+ 11. 
Hence from (3.14) we derive that 
T, < C,n-‘O)CB(n)l’ln o(p) (3.15) 
for C, = C,(W). 
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Equation (3.5) with the definition of (4,) gives 
pGP(n), (3.16) 
so that by (3.4), (3.11) 
C(r, s(q)) < rP”‘““, 16q<p, (3.17) 
ina(p)dinn (3.18) 
and 
B(n) d In n (3.19) 
A comparison of (3.2), (3.18) (3.19), with (3.15) yields that 
T, = o[(ln n))‘] as n-+co. (3.20) 
We now turn our attention to the estimation of T,. Note that for 
with 
F(h - 1) + t(n) < k < F(h) 
h=fm(m+l)+qdf(m+l)(m+2)say, (qEZ+) 
the parameters dk, I++~ 1 ,..., 4kP rCn) are all defined as integer powers of s(q) 
and we readily derive that 
i 
Nfl) 
log.&(k) = logs(y) iTo WEiS(q)-i: EiE (‘3 k l } 
-[-1, l] log,,,,(l -b-““I) 
cJ,(t(n))+[-1, l]h-r”z’, 
with an obvious definition for J. Hence 
T,< .f F+,-' i ~j:0~.<v-~(n),v10g,,,,r~J,(t(n)) 
q=l v = r(n) + 1 
- log,,,,Z-log,,,,( 1 - ri -“) + [ - 1, l] b-‘(“) (mod 1)1 
I 
<i q+n-’ 
q=l i 
- log,,,,l+ ( - 1, 2) b - “n) 
1 D 
= 2 T2.y, say. 
q= I 
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From the definition of discrepancy, we have 
TQ <f$)+Z/J,(t(n)j [D,(log,,,, r)+ 36-““‘1 
=$)+ 2. 3”“)[DJlOg+/)r) + 3h ~r(n’]. (3.21) 
Relations (2.7), (3.17) provide 
D,(log,,,, r) d n ~ “I” In n, 16q6p, 
so that 
T*Gp “,“I ; 2.3’~“~[n~l/l”l”“+3~~““‘] . 
L 1 
By relations (3.16), (3.19) we have p < In n and so from (3.2), (3.3), 
Tz=o[(lnn))‘] as n-+cci. (3.22) 
Eqs. (3.20), (3.22) establish (2.4), so that by Proposition 1 normality to 
base r holds on a subset of G of full p-measure. Hence normality to every 
base of B simultaneously holds on a subset Nc G with p(N) = 1. 
To treat the question of normality to a base s(q) E B, consider the com- 
plex-valued random variables 
X,(x) = exp(2rciwfj,,x), XEG, VEZ+ u {O}. 
We observe that 
and that X,, X,, are uncorrelated when v, v’ (and hence $,, #,,) are distinct. 
The random variables are uniformly bounded and we may invoke the weak 
law of large numbers to show that 
n-l 
n-’ “TO 
X,, + + a.e. (p) asn+m. (3.23) 
Consider the subsequence with n = F(q + $m(m + 1)) for m = q - 1, q,... 
For 
F(q-l++(m+ 1))<vdF(q+fm(m+ l)), 
the random variables take the special form X, = V,, where 
V, = exp(2niws(q)‘x). 
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The corresponding range of j is 
where k = q + $m(m + 1). Hence 
1 f(k)+g(k)- I 
- c 
F(k) 
lfj -+ i a.e. (p) as k+co, (3.24) 
i=g(k) 
so that from (3.9) and (3.10) 
(3.25) 
and by Weyl’s criterion normality to base s(q) occurs only on a p-null sub- 
set of G. Hence non-normality to each base of B simultaneously occurs on 
a subset N’ c G of full p-measure. The set M,, = Nn N’ suffices for the 
enunciation of the theorem. 
4. DECOMPOSITION THEOREMS 
Theorems 2 and 3 may now be established analogously to the special 
case treated in [3]. 
ProoJ Consider two Riesz products pl, ps which differ only in the 
choice w  = 1. w  = 5. We have 
(PI * Ps)*(Y)=P;(Y) P;(Y). 
The sets L associated with the two measures are disjoint outside [ - 1, 11, 
so that 
We may invert the transform to obtain that p1 * ps is the measure the den- 
sity of which with respect to Lebesgue measure is 
( .> l- y 2/lTx2 -cf3<<<<. 
The measure p1 * ps is manifestly equivalent to Lebesgue measure, so that 
there exists a subset D c G with A(D) = 1 such that for each y E D we have 
the decomposition 
Y=Yl+Y2 
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with y1 EM,, y2 E M, in which each ?a, has the normality properties stated 
in the enunciation of the Theorem. Since D + D = G (mod 1 ), we have the 
desired result. 
In fact we have established the stronger 
COROLLARY 1. In the situation of Theorems 2 and 3, almost all 
(Lebesgue) reals can be expressed as a sum of two components with the 
stated normality properties. 
These results complement Weyl’s famous theorem [16] that for each 
SE (1, co) almost all (Lebesgue) numbers are normal. 
We remark that the construction of the proof to Theorem 4 is tighter 
than it needs to be. For example, requirement (3.10) is made only for 
notational convenience. The summation in (3.23) can be made to com- 
mence at an appropriate value of v exceeding zero (with a corresponding 
modification to the n -- ’ multiplier) so that the multiplier in (3.24) is l/f(k) 
and the same conclusion follows as from (3.25). 
It is also the case that stronger conclusions can be drawn from the 
assumptions made. Thus the proof goes through with more extreme dis- 
crepancies than those satisfying (2.6). 
The quantities C(r, s) are effectively computable, so that the use of (3.4) 
does not make the construction of p an existence result only. Appropriate 
data is given by Baker [ 1, pp. 22-231 for the case of LX algebraic and is 
implicit in the relevant references of Kuipers and Niederreiter [S, p. 1281 
for the general case. 
Finally, we observe that substantially simpler proofs are available in 
special cases, when useful additional conclusions may be drawn. Consider 
the case when B consists of integers. In this event we may avoid the use of 
p and work entirely in terms of p as given by (2.5). Suppose we modify the 
definition (3.4) of fi so that the condition on C reads 
max C(r(i), s(j))<n”‘“‘““, 
I<r.j<~ 
r(1)E u 
where 
UE {r:rEA, r algebraic}. 
We claim we may remove the discrepancy restrictions on the composition 
of W and let 
WE {r: r-6 Y; {r}, B multiplicatively independent}. (4.1) 
By virtue of Theorem 2, we have normality a.e. (11) on G for any 
algebraic number in W. The question of normality with respect to a non- 
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algebraic base r then devolves upon estimating Il(r” - d) E KI. But since B 
consists of integers, every element of K is an integer, so that l(r” - ri) can- 
not belong to K if r is non-algebraic. Thus in this case H,, E 0, and a.e. (p) 
normality to base r on G is trivial. 
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