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VSommario
Questo lavoro di tesi ha per oggetto lo sviluppo dell’applicazione CaRo 2.0, un sistema
computazionale automatico che permette, in modo interattivo, di realizzare un rendering
espressivo di partiture musicali. Proprio per la funzione svolta da questo software, viene
inizialmente illustrato lo stato dell’arte dei sistemi automatici per l’esecuzione espressiva di
partiture musicali, e le di￿colt￿ riguardanti la loro progettazione. Di particolare interesse
Ł la progettazione di interfacce per il controllo dei numerosi parametri richiesti per la
realizzazione di una performance espressiva. Tra le diverse tipologie di interfacce che si
possono creare trovano spazio quelle interattive, cioŁ quelle che permettono ad un utente
di controllare in real-time la performance musicale (andando a cambiare per esempio il
tempo, le dinamiche, le legature ecc.), simulando una attivit￿ analoga alla conduzione di
un’orchestra. Il sistema CaRo 2.0 Ł dotato di un’interfaccia interattiva che fa il mapping
tra i movimenti del mouse nello spazio di controllo bidimensionale Kinematic-Energy e i
parametri legati all’espressivit￿ musicale.
All’interno della tesi Ł presente una descrizione approfondita dell’intera parte implemen-
tativa di CaRo 2.0, con una descrizione dei miglioramenti rispetto la versione precedente
(1.4). Tale capitolo rappresenta anche una guida nei confronti di nuovi utenti che vogliano
apprendere il funzionamento dell’applicazione.
Il software ha dimostrato prestazioni allo stato dell’arte nel campo dei sistemi computa-
zionali per l’esecuzione della musica, ottenendo il punteggio piø alto nel Rencon Workshop
2011, il principale contest internazionale per sistemi di questo tipo.
Nel capitolo ￿nale viene a￿rontato il tema della valutazione delle performance musicali
automatiche, analizzando i fattori che possono in￿uenzare il giudizio di una performance
musicale realizzata da un calcolatore. In particolare viene posta e analizzata la questione
della valutazione sotto l’aspetto qualitativo del brano prodotto, rispetto a un brano ese-
guito da un musicista umano, secondo quello che viene comunemente chiamato Test di
Turing musicale.
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XIVCapitolo 1
Sistemi automatici e interfacce
interattive per il controllo di
performance musicali espressive
1.1 Sistemi di performance automatici
1.1.1 Stato dell’arte
Quando un musicista suona un pezzo di musica, non lo fa in maniera meccanica, cioŁ con
tempo e intensit￿ sonora costanti come sono descritti nello spartito musicale stampato,
ma velocizza alcune parti, ne rallenta delle altre, e scandisce certe note. L’espressivit￿
musicale pu￿ essere de￿nita come la deviazione da uno standard musicale, quando uno
spartito viene eseguito da un musicista. Si parla di deviazione in termini di attributi
delle note, quali pitch, timbro (il timbro distingue strumenti musicali diversi), tempo
(detto anche timing) e dinamiche (dette anche variazioni di intensit￿ sonora). Il modo in
cui questi parametri variano durante la performance non Ł precisato in maniera speci￿ca
nello spartito stampato, quindi il performer deve saper usarli in modo appropriato. Questo
infatti Ł quello che distingue un buon musicista da un altro; ogni musicista interpreta a suo
modo ogni pezzo, e nessuna interpretazione sar￿ mai uguale a quella di altri performer.
A questo punto una domanda sorge in maniera spontanea:
pu￿ un computer prendere vantaggio da questa conoscenza,
e diventare abile a sostituire un famoso performer?
Come verr￿ visto nelle sezioni successive, Delgrado et al. [21] hanno riportato numerosi
tentativi e modelli computazionali per tentare di raggiungere questo obiettivo.
31.1.2 La performance musicale e i suoi parametri
La maggior parte delle persone giudicherebbe un’esecuzione letterale, di uno spartito
musicale, signi￿cativamente meno interessante rispetto a una performance di quel pezzo
eseguita da un musicista moderatamente esperto. Questo perchØ quello che ascoltiamo
non Ł un’interpretazione letterale o meccanica dello spartito. Naturalmente il veicolo
principale per comunicare le intenzioni espressive di un compositore Ł proprio lo spartito;
tuttavia le informazioni scritte nel foglio non possono dare una descrizione completa di
queste intenzioni, infatti lo spartito trasporta informazioni riguardo la struttura ritmica
e melodica di un pezzo, ma ancora non descrive precisamente le caratteristiche del tempo
e del timbro del suono. Stesso discorso si potrebbe fare per la velocit￿ e il tono usato
durante la lettura di un testo scritto.
Quindi la musica che ascoltiamo ha due importanti sorgenti: lo spartito e la performance,
le quali necessitano l’una dell’altra. Widmer e Goebl [84] de￿niscono la performance
musicale espressiva come
the deliberate shaping of the music by the performer,
in the moment of playing, by means of continuous variations of
parameters such as timing, loudness or articulation
cioŁ la modellazione intenzionale della musica da parte del performer, nel momento dell’e-
secuzione, per mezzo di continue variazioni di parametri quali il tempo, l’intensit￿ sonora
e l’articulation.
- I cambiamenti di tempo sono una deformazione non lineare della successione regolare
di beats 1 che de￿niscono il tempo nello spartito.
- I cambiamenti nell’intensit￿ sonora (cioŁ le dinamiche) sono modi￿che dell’intensit￿
delle note rispetto alle altre.
- Con articulation si indica la tecnica di aggiungere modi￿che alle singole note o gruppi
di note tramite dei simboli di articolazione. Essa consiste nel variare la di￿erenza
tra note continue rendendo, ad esempio, la prima nota piø corta o sovrapponendola
alla seconda.
La performance musicale Ł un’attivit￿ umana che richiede attitudini emozionali, cognitive
e artistiche, e coinvolge aspetti di tipo ￿sico, acustico, ￿siologico, psicologico, sociale e
artistico. Diversi fattori determinano l’interpretazione di un pezzo musicale. Uno dei piø
ovvi Ł la condizione ￿sica del performer; infatti lo stato d’animo, di salute e di fatica
1Beat o battiti. Un beat Ł legato al denominatore della time signature, indicando a quale nota viene
associato 1 beat. Beats Per Minute (BPM) Ł anche detto Quarter note Per Minuto (QPM), cioŁ numero
di note da quarto al minuto.
4giocano un ruolo cruciale nel processo d’uso di uno strumento. Alcuni studi infatti [35]
[68], hanno mostrato che si avevano maggiori diversit￿ di interpretazione di un pezzo
eseguito dalla stesso performer, quando si trovava in condizioni ￿siche diverse. Altri
fattori che a￿iggono l’interpretazione sono il luogo in cui si trova il performer, perchØ
Ł il luogo a stabilire il suono che pu￿ essere prodotto, e il tipo di strumento che viene
utilizzato.
Ci sono diversi motivi che possono portare ad un esecuzione che contenga deviazioni
rispetto ai valori nominali riportati in uno spartito.
- In primo luogo, l’espressivit￿ Ł usata come strumento per comunicare emozioni.
Rigg [68] ha trovato alcune relazioni tra emozioni e struttura musicale; infatti
alcune delle regolarit￿ scoperte sono ad esempio che la musica solenne tende ad
essere lenta, con pitch bassi, e senza irregolarit￿, mentre la musica allegra Ł veloce
e con pitch piø alti. Canazza et al. [12] hanno studiato come i parametri ￿sici
di brani musicali (come il tono, l’articulation o il tempo globale), sono a￿etti dalle
modi￿che delle intenzioni espressive del performer. Nei loro esperimenti, Ł stato
chiesto al performer di esprimere, rispetto la sua interpretazione personale dello
spartito musicale, concetti sensoriali come bright, light o dark (brillante, leggero
o scuro). Poi un’analisi sonologica delle registrazioni ha reso possibile relazionare
certi valori a questi concetti sensoriali. Ad esempio un’interpretazione light Ł stata
trovata essere piø veloce in tempo, con una durata delle note piø breve e attacchi
delle note piø soft. Sono state ottenute delle performance automatiche settando
certi valori piø alti o piø bassi e, in test di ascolto formali, gli ascoltatori sono stati
in grado di riconoscere e identi￿care le intenzioni musicali.
- In secondo luogo, l’espressivit￿ chiarisce la struttura musicale, cioŁ la struttura
metrica (ritmo e andamento generale del brano), il phrasing (indica un gruppo
di note consecutive alle quali viene applicata una modi￿ca espressiva, ad esempio
un’accelerazione nel tempo) e la struttura armonica (toni e accordi). Anche la
struttura musicale ha la sua in￿uenza nell’espressivit￿ della performance; infatti Ł
stato scoperto che l’inizio e la ￿ne di una frase (insieme consecutivo di note) tende
ad essere piø lento rispetto al resto delle note.
1.1.3 La ricerca di deviazioni espressive nel brano musicale
I progressi nelle capacit￿ computazionali e nella sintesi digitale dei suoni (cioŁ la genera-
zione digitale del suono: c’Ł la sintesi diretta, basata sulla modi￿ca diretta di parametri,
e la sintesi per analisi di suoni preesistenti) ha permesso il controllo in real-time dei suoni
5sintetizzati. Il controllo espressivo Ł diventato cos￿ un’area di grande interesse nel campo
della Sound and Music Computing 2.
Storicamente la ricerca nelle performance musicali si Ł focalizzata nel trovare dei principi
generali, che evidenzino i tipi di deviazioni espressive rispetto allo spartito come simbolo
di interpretazione espressiva. Possono essere distinte tre diverse strategie di ricerca:
1. metodo di analisis-by-synthesis (analisi per sintesi), cioŁ usando interviste con mu-
sicisti esperti per cercare di tradurre la loro esperienza in regole espressive;
2. metodo di analisis-by-mesaurement (analisi per misurazione), cioŁ un’analisi acusti-
ca e statistica delle performance da parte di un musicista reale;
3. tecniche di inductive machine learning (macchine di apprendimento induttivo), ap-
plicate a grandi database di performance. Per apprendimento induttivo si intende
che il sistema parte dai fatti e dalle osservazioni, ottenendo cos￿ conoscenza che sia
valida anche per casi non ancora osservati.
Studi hanno mostrato che ci sono regolarit￿ signi￿cative che possono essere scoperte utiliz-
zando queste strategie, e che modelli computazionali per le performance espressive hanno
dimostrato di essere capaci di riprodurre veri risultati musicali. Questi risultati ispirano
tutt’ora a nuove ricerche su modelli computazionali piø completi, e scenari applicativi
ambiziosi. Uno dei problemi in questo settore consiste nella rappresentazione del modo in
cui certi artisti suonano (cioŁ lo stile individuale del musicista), analizzando solo alcune
delle loro interpretazioni. Queste informazioni dovrebbero consentirci di identi￿care un
artista ascoltando soltanto la loro interpretazione. Per￿ tali studi sono di￿cili in quanto
lo stesso musicista pu￿ eseguire lo stesso pezzo in molti modi diversi. Recentemente sono
nati numerosi nuovi metodi per il riconoscimento delle performance e dello stile. Finora,
le ricerche si sono principalmente concentrate nella descrizione dettagliata delle variazioni
nelle performance in relazione alla struttura musicale. Tuttavia c’Ł stato un recente spo-
stamento verso descrittori musicali di alto livello, per la caratterizzazione e il controllo
delle performance musicali, specialmente rispetto alle caratteristiche emozionali.
Il controllo interattivo di espressivit￿ musicale Ł tradizionalmente un compito del direttore
d’orchestra. Diversi tentativi sono stati fatti per controllare il tempo e le dinamiche di
uno spartito eseguito dal computer con qualche tipo di dispositivo di input gestuale (es.
mouse). Per esempio Friberg [28] ha descritto un metodo per il controllo interattivo, e
in real-time, di un sistema di regole che contengono modelli per il phrasing, piccoli livelli
di timing, articulation e intonazione. Con questo sistema, possono essere raggiunti alti
livelli di controllo espressivo. Recentemente sono stati e￿ettuati degli sforzi per cercare
di visualizzare gli aspetti espressivi di performance musicali (esempio nello spazio tempo-
loudness [37]).
2http://smcnetwork.org
61.1.4 Problemi relativi all’esecuzione automatica delle performan-
ce
L’uso di modelli di performance musicale automatici hanno fatto nascere numerosi proble-
mi, che ￿nora sono stati solo parzialmente a￿rontati. Le intenzioni espressive di un artista
sono imprevedibili, e l’aspettazione e le reazioni degli ascoltatori sono ancora trascurati nei
modelli correnti, nonostante la sorpresa e l’imprevedibilit￿ sono aspetti cruciali, soprat-
tutto nelle performance live. I modelli dovrebbero tener conto di alcune variabili quali il
contesto della performance, l’intenzione dell’artista, l’esperienza personale, e l’aspettativa
degli ascoltatori.
Nel passato questo problema Ł stato a￿rontato usando modelli che utilizzano tecniche di
machine learning e di induzione logica, ma molti di questi sforzi hanno solo cercato di
catturare principi espressivi comuni tra performance e musicisti. Tuttavia, l’ultimo obiet-
tivo di questo tipo di ricerche non Ł la replicazione automatica dello stile o la creazione di
un musicista arti￿ciale, ma l’uso del computer per insegnare di piø a noi umani riguardo
l’attivit￿ artistica, spesso sfuggente, delle performance musicali espressive. Avere un com-
puter che sia in grado di estrarre informazioni per catturare aspetti dello stile individuale
del performer, Ł solo un primo passo.
1.1.5 Caratteristiche e modelli di sistemi di performance auto-
matici
La caratteristica principale di un sistema automatico Ł quella di convertire uno spartito
musicale in una performance musicale espressiva, includendo tipicamente deviazioni di
tempo, suono e timbro rispetto una realizzazione meccanica dello spartito. Come gi￿
accennato, di solito sono due le strategie che vengono maggiormente utilizzate per la
costruzione di un sistema automatico di questo tipo: analisis-by-synthesis (analisi per
sintesi), e analisis-by-mesaurement (analisi per misurazione).
Il primo metodo implica che l’intuito, il sapere non scritto, e l’esperienza di un musicista
esperto vengano tradotti in delle regole per la performance. Una limitazione di questo
metodo per￿, consiste nel fatto che queste regole ri￿ettono principalmente le idee musicali
di un speci￿co musicista. Per￿ Ł anche da sottolineare che un musicista professionista
dovrebbe possedere anche una certa generalit￿, e in alcuni casi le regole prodotte con
questo metodo hanno un carattere generale.
Il secondo metodo invece genera delle regole che derivano da misure di performance rea-
li, generalmente salvate in CD. I dati vengono spesso processati statisticamente, quin-
di le regole ri￿ettono le deviazioni tipiche, e non le deviazioni individuali di una certa
performance; nonostante le deviazioni individuali siano comunque musicalmente molto
rilevanti.
7Molti autori hanno proposto modelli per la performance automatica della musica:
- Todd [76] ha presentato un modello basato sul metodo dell’analisi per misurazione.
- Sistemi basati sulle regole sono stati proposti da Zanon e De Poli [87], Friberg [26],
e Friberg et al. [30].
- Sono stati sviluppati anche sistemi basati su tecniche di intelligenza arti￿ciale. Wid-
mer [83] ha proposto un sistema basato su una macchina di apprendimento che
estrae regole dalle performance. Ishikawa et al. [44] hanno sviluppato un sistema
per le performance di musica classica, dove vengono estratte le regole da performan-
ce preregistrate usando un algoritmo di analisi a regressione multipla. Arcos et al.
[3] hanno sviluppato un sistema per la sintesi di performance musicali per gli stru-
menti piø semplici. Delgado et al. [21] hanno sviluppato un approccio multiagent
per la composizione e generazione della musica.
1.1.6 Di￿colt￿ nello sviluppo futuro dei sistemi automatici
Dal momento che la sintesi letterale delle note da uno spartito Ł blanda e poco attraente,
c’Ł un’opportunit￿ per i sistemi di apprendimento che possono automaticamente produrre
variazioni espressive anche molto interessanti. Una performance musicale Ł una tra le
tante attivit￿ che le persone possono fare senza conoscere esattamente come possono
farla. Questo Ł uno dei problemi che si possono a￿acciare, perchØ non c’Ł nessun modello
che ci dice accuratamente come eseguire una performance. Quando invece ci riferiamo al
dominio artistico-musicale, Ł molto di￿cile trovare un modello corretto le cui predizioni
corrispondano sempre a quello che fa l’umano.
Molti aspetti sono coinvolti in una performance espressiva, ed Ł impossibile usarli tutti.
Inoltre ci sono alcuni parametri che sono comunemente considerati poco rilevanti, quando
in realt￿ lo sono. Le tecniche odierne a￿rontano solo una piccola porzione dell’intero
problema. Una s￿da futura consiste nel direzionare il problema sulle variabili non ancora
utilizzate, e in quelle ancora da scoprire.
Ottenere dei dati molto precisi per ogni parametro Ł un problema molto impegnativo,
che non pu￿ essere fatto in modo automatico. Inoltre annotare tutte queste informazio-
ni Ł un processo molto costoso in termini di tempo. Uno dei primi studi ha a￿rontato
questo problema riducendo la lunghezza del brano musicale ad alcuni secondi. Approcci
piø recenti cercano di evitare questa riduzione, usando delle tecniche statistiche di ap-
prendimento e focalizzandosi in rappresentazione piø astratte delle note e del loro valore.
Nonostante alcuni successi nella progettazione di modelli di performance automatici, i
modelli correnti sono estremamente limitati e molto semplici nel complesso fenomeno del-
l’espressione musicale. Naturalmente Ł impossibile arrivare a dei modelli che predicano
8in maniera completa la complessit￿ del comportamento umano. Tuttavia, lavorare verso
questo obiettivo pu￿ aumentare la conoscenza e l’apprezzamento della complessit￿ dei
comportamenti artistici. Capire le performance musicali richiede una combinazione di
approcci e discipline.
Per le neuroscienze cognitive, scoprire i meccanismi che governano la comprensione della
performance musicale, Ł un problema di primaria importanza. Diverse aree del cervello
sono coinvolte nel riconoscimento delle diverse caratteristiche delle performance. Cono-
scere questo pu￿ essere un aiuto importante alla modellazione formale ai processi che, ad
esempio, distinguono le performance fatte da un umano e le performance fatte da una
macchina.
Un altro problema Ł l’individuazione di ogni lavoro. Sebbene ci sia una grande quantit￿
di dati disponibili, ogni canzone Ł diversa dal resto. Quindi non Ł adeguato applicare il
modo di eseguire un brano, al modo di eseguire un altro brano. ¨ necessario uno studio
approfondito per comprendere l’autore, il contesto e la musica, in quanto Ł bene ricordare
che la performance artistica Ł tutt’altro che prevedibile.
Come visto, le ricerche nell’ambito delle performance musicali spaziano da studi, con
lo scopo di capire le performance musicali espressive, al tentativo di modellare gli aspetti
delle performance in modo formale, quantitativo e predittivo. Questa ricerca pu￿ for-
nire strumenti espressivi che tradizionalmente sono nascosti nelle abilit￿ dei musicisti e
nella loro intuizione. Infatti quando saranno formulati esplicitamente, questi strumenti
daranno all’utente la possibilit￿ di eseguire ￿le musicali con diverse sfumature espressive.
Nonostante siamo scettici nella rimpiazzo completo di una performance umana con una
performance ottenuta attraverso una macchina, siamo sicuri che questa tecnologia sar￿
disponibile in un futuro non troppo distante. Infatti, realt￿ gi￿ esistenti come la compe-
tizione di Rencon vanno in questa direzione. Siamo fermamente convinti che Ł arrivato
il tempo per l’informatica di lavorare nel dominio della musica, in quanto queste ricerche
avranno un ottimo impatto nell’arte e nella scienza.
91.2 Interfacce per il controllo real-time delle perfor-
mance musicali
La musica Ł stata storicamente un punto d’incontro tra la tecnologie e l’espressione arti-
stica. La progettazione degli strumenti musicali potrebbe essere stata la prima area della
tecnologia dove il design attento e sistematico delle interfacce gioca un ruolo essenziale
e centrale. Mentre la musica Ł sempre stata una forza trainante per l’innovazione della
tecnologia, Ł anche vero che le nuove tecnologie hanno aperto la strada a nuove forme di
espressione musicale e di sperimentazione. Per dare un esempio familiare, il pianoforte
moderno, e di conseguenza il repertorio classico del pianoforte (come i concerti di Bee-
thoven), non sarebbe possibile senza gli ottimi miglioramenti nella metallurgia nel 18-mo
secolo.
Con la rapida evoluzione dei media digitali, dei materiali e di altre tecnologie, si stanno
aprendo delle opportunit￿ senza precedenti per gli inventori e i designer di interfacce
musicali. Le possibilit￿ o￿erte da queste nuove tecnologie hanno dato una spinta a nuove
forme musicali. Per esempio nell’ultimo secolo (specialmente negli anni 50 e 60) si Ł
visto l’ascesa della sintesi del suono elettronico, che ha dato vita a nuove forme musicali,
sia popolari che classiche. Ci si pu￿ aspettare che il continuo progresso nelle tecnologie
informatiche, stimoler￿ i compositori e i musicisti a sperimentare con nuovi mezzi di
composizione e nuovi strumenti di performance.
Lo sviluppo di nuovi sensori di interfaccia, di riconoscimento visivo, di realt￿ virtuale
aumentata, e di strumenti per il feedback tattile, stanno aprendo nuove strade per nuove
￿avventure￿ musicali interattive. Il campo dei controller alternativi della musica sono ad
uno stadio simile a come lo era la sintesi elettronica negli anni 50. I modelli di riferimento
(paradigmi) di base sono ancora in fase di studio, e c’Ł un’esplosione di nuove interfacce con
poco pensiero sistematico su dove il campo Ł diretto. Questo perchØ i controller alternativi
sono essenzialmente dei mezzi di mappatura tra il comportamento umano e l’espressione
musicale, e sono argomenti trattati dai progettisti di interfacce che potrebbero essere
molto utili per comprendere e chiarire lo stato dell’arte di questo campo.
1.2.1 Stato dell’arte
La direzione di un’orchestra Ł uno dei mezzi piø semplici ed e￿caci di espressione. Che co-
sa si intende per ￿controllo di livello superiore￿? I metodi per controllare una performance
musicale possono dividersi in tre di￿erenti categorie:
1. Tempo/dynamics. Un semplice caso Ł il controllo dei valori istantanei di tempo e
di dinamica di una performance.
102. Performance models. Usando modelli per le performance per le strutture musicali,
come ad esempio il KTH rule system (vedi sezione 1.2.4), Ł possibile controllare i
dettagli della performance come le modalit￿ di esecuzione del phrasing, articulation,
accenti e altri aspetti della performance musicale.
3. Semantic descriptions. Queste descrizioni semantiche possono essere un’espres-
sione emotiva come aggressivo, sognante, malinconico, o tipiche istruzioni per la
performance (riferite spesso al movimento) come andante o allegretto.
Nel passato sono stati sviluppati e costruiti diversi sistemi di direzione di orchestra che
usano la categoria 1, cioŁ che controllano il tempo e le dinamiche.
Uno dei primi sistemi Ł il sistema Radio Baton (progettato da Mathews [54]), il quale
certe volte Ł ancora usato per condurre uno spartito, o utilizzato come un controllore
generale. Questo tipo di controller consiste di due bacchette (due radio trasmittenti) e
di una piastra rettangolare (l’antenna ricevente). Vengono misurate le posizioni in 3D
di ogni bacchetta sopra il piatto. Tipicamente una bacchetta viene usata per battere
il tempo, mentre l’altra per controllare le dinamiche. Usando un software ￿ Conductor￿
(conduttore), viene suonato uno spartito simbolico (un ￿le MIDI convertito) attraverso
un sintetizzatore MIDI. Il sistema Ł molto preciso nel senso che la posizione di ogni beat
Ł esattamente data dal gesto verso il basso dato dalla bacchetta. Questo permette un
controllo molto accurato del tempo, ma richiede anche pratica, anche per un direttore
d’orchestra esperto.
Conducting Simulator, sviluppato da Usa et al. [78], Ł un sistema che riconosce i
movimenti di conduzione, utilizzando un modello di Markov nascosto ( HMM - Hidden
Markov Model 3) per i dati ottenuti con sensori di accelerazione.
Un sistema di controllo piø recente controlla sia l’audio che il video, ed si chiama Personal
Orchestra, sviluppato da Borchers et al. [6]; il quale Ł stato ulteriormente sviluppato
in You’re the Conductor [49]. Questi sistemi sono condotti usando una bacchetta
wireless con luce ad infrarossi per stimare la posizione della bacchetta in due dimensioni.
La Personal Orchestra Ł un’installazione nell’House of Music a Vienna (Austria), dove
gli utenti possono dirigere registrazioni reali della Vienna Philharmonic Orchestra. Il
tempo dell’audio, del video e delle dinamiche del segnale audio possono essere control-
3Un Modello di Markov nascosto (Hidden Markov Model - HMM ) Ł una catena di Markov i cui
stati non sono osservabili direttamente. Piø precisamente: la catena ha un certo numero di stati; gli
stati evolvono secondo una catena di Markov; ogni stato genera un evento con una certa distribuzione di
probabilit￿ che dipende solo dallo stato; l’evento Ł osservabile ma lo stato no. I modelli nascosti di Markov
sono conosciuti particolarmente per le loro applicazioni nel riconoscimento dello schema temporale dei
discorsi parlati, della scrittura a mano, nel riconoscimento di textures e la bioinformatica.
11late producendo un’esperienza molto realistica. A causa delle restrizione nel modello di
manipolazione del tempo, il tempo Ł controllato solo in passi discreti.
L’installazione di You’re the conductor Ł anch’essa esibita in un museo, ma Ł rivolta
ai bambini invece che agli adulti. Quindi Ł stata progettata attentamente per essere
intuitiva e di facile uso. ¨ stato sviluppato un nuovo algoritmo di estensione del tempo,
che permette qualsiasi cambio temporale delle registrazioni originali. Dall’esperienza con
i bambini, Ł stato trovato che l’interfaccia piø e￿ciente Ł una semplice mappatura della
velocit￿ dei gesti per il tempo, e della grandezza del gesto per il volume.
Sono stati costruiti anche altri sistemi di direzione. Per esempio il Conductor’s jacket
(jacket = giacca) di Marrin Nakra [53], il quale rileva diversi parametri del corpo umano,
come la tensione dei muscoli e la respirazione, per poi tradurli in espressioni musicali.
La Virtual Orchestra Ł una simulazione gra￿ca 3D di un’orchestra sviluppata da Ilmo-
nen [43], controllata da una bacchetta che fa da interfaccia.
Recentemente, sono stati sviluppati sistemi di conduzione per l’intrattenimento. Wii
Music 4 Ł un gioco che simula la conduzione, nel quale si usa Wii Remote come controller
(vedi Figura 1.1).
Figura 1.1: Il controller Wii Remote
I temi a￿rontati dalla conferenza NIME
La conferenza NIME (New Interfaces for Musical Expression) Ł una conferenza internazio-
nale annuale, che raccoglie 200-500 partecipanti da tutto il mondo, per condividere il loro
sapere e il loro lavoro sul design di nuove interfacce musicali. La conferenza ha una gran-
de variet￿ di partecipanti: ricercatori (musicologia, informatica, interaction design, ecc.),
4www.wiimusic.com/
12artisti (musicisti, compositori, ballerini, ecc.), e sviluppatori (lavoratori autonomi e indu-
striali). Il comune denominatore Ł l’interesse nella tecnologia innovativa e nella musica, e
i contributi alla conferenza coprono qualsiasi cosa, dalla ricerca di base sulla conoscenza
umana, a strumenti tecnologici sperimentali, ￿no alle performance multimediali.
Nella conferenza vengono a￿rontati e discussi numerosi problemi riguardanti la progetta-
zione e la valutazione di controller musicali alternativi, con lo scopo di stimolare la ricerca
di base in merito all’impatto della tecnologia delle interfacce sulla cultura musicale.
- Il ritmo rapido di cambiamento delle nuove tecnologie utilizzate per costruire nuovi
tipi di controlli, Ł a doppio taglio: c’Ł una crescita entusiasmante di nuovi controller,
per￿ questi controller rischiano di diventare tecnologicamente obsoleti molto velo-
cemente. La de￿nizione di norme favorir￿ o ostacoler￿ l’evoluzione delle interfacce
musicali? Lo standard MIDI, ad esempio, Ł un caso emblematico perchØ Ł diventato
uno standard di￿uso nella musica elettronica, ma esiste comunque della polemica
sul fatto che la sua in￿uenza sia nel complesso positiva o negativa.
- I controlli alternativi portano nuova libert￿ di espressione, in quanto la mappatura
tra azione e la generazione del suono pu￿ essere arbitrariamente cambiata. Tuttavia,
poche mappature sono relativamente intuitive e naturali, e molte non fanno uso della
nostra intuizione ￿sica e sono quindi di￿cili da imparare a usare. Risulta quindi
importante discutere su quali caratteristiche di mappatura siano appropriate per la
progettazione di interfacce musicali.
Inoltre viene dedicato ampio spazio alla questione pratica di come progettare una buona
interfaccia musicale.
- Per individuare i criteri per la valutazione delle interfacce musicali, si discuter￿ di
usabilit￿ e comprensibilit￿, espressivit￿, sensibilit￿ e ra￿natezza, estetica, sul fatto
di sentire bene o male, e altri criteri. L’obiettivo Ł quello di chiarire quali sono le
linee guida necessarie per lo sviluppo di interfacce.
- Identi￿care i principali sviluppi della tecnologia per le interfacce che o￿rono le op-
portunit￿ piø interessanti per l’espressione musicale. Per esempio: sensori tattili,
sensori di posizione, orientamento e movimento, sensori di pressione e di tensione,
guanti e tute, feedback tattile, computer vision, e riconoscimento di pattern. Come
viene mappato l’input del sensore in un suono musicale? Ci sono certi modi di com-
portamento umano, e di movimento, piø adatti rispetto ad altri per l’espressione
musicale?
- Per discutere del ruolo delle scienze cognitive e psicologiche nella progettazione di
interfacce musicali. Quali sono i fattori che determinano se un’interfaccia Ł adatta
all’espressione creativa di idee complesse e di pattern emozionali?
13- Per condividere esperienze collettive. Ogni partecipante dovrebbe aggiungere la sua
esperienza nel progettare controller alternativi per la musica, con i relativi vantaggi
e svantaggi nelle performance musicali. Tramite questi resoconti, si cercher￿ poi di
suggerire linee guida per la progettazione.
1.2.2 Simulare la direzione di un’orchestra
Un problema comune dei sistemi di direzione visti sopra, Ł la carenza del punto di vista
dell’orchestra: un conduttore/direttore reale guarda i membri di un’orchestra. L’orchestra
Ł un gruppo di musicisti che hanno dei modelli di performance in base alla loro propria
musicalit￿. L’orchestra non sempre ubbidisce completamente alle direzioni del direttore.
Le interazioni tra le direzioni del direttore e il modello di performance dell’orchestra
portano a una performance musicale reale. I sistemi esistenti non possono fornire un
player con una sensazione di dirigere un’orchestra, proprio a causa di questa carenza.
VirtualPhilharmony (V.P.) Ł un sistema di conduzione per trasmettere la sensazione
di dirigere un’orchestra, simulando la direzione e l’interazione con l’orchestra attraverso
delle euristiche, che riguardando il rilevamento dei battiti forniti dal direttore. Ci sono
due problemi nel simulare l’interazione:
- come progettare uno scheduler predittivo;
- come creare un modello di performance dinamica che contenga espressivit￿.
Per risolvere questi problemi, verranno analizzate delle registrazioni reali e verr￿ utilizzato
l’aiuto di direttori esperti per regolare i parametri ed e￿ettuare valutazioni del V.P. La
parte del V.P. che simula l’interazione, viene chiamata Concertmaster Function (funzione
violino).
Panoramica di VirtualPhilharmony (V.P.)
La Figura 1.2 mostra una panoramica del VirtualPhilharmony.
Esso estrae i punti di minimo locale e i punti di massimo locale usando un sensore gestuale,
il quale raccoglie i movimenti di conduzione del player, e rileva i punti di beat, i volumi
e le pause (o fermata) da questi dati. La funzione Concertmaster predice il tempo del
prossimo beat, rivede dinamicamente il modello della performance espressiva ottenuto
dalle registrazioni reali, e schedula il modello usando il tempo del player e il modello del
tempo. V.P. controlla le velocit￿ di ogni nota schedulata in base ai volumi che vengono
rilevati dal sensore. In￿ne, V.P. rilascia le performance dagli altoparlanti e mostra lo
spartito.
14Figura 1.2: Panoramica del sistema di conduzione VirtualPhilharmony
Viene usato un Etherwave Theremin di Moog 5 come sensore di misura della distanza
(vedi Figura 1.3). Il tempo di risoluzione del Theremin Ł 5ms.
Figura 1.3: Un Etherwave Theremin
5Nel 1954 un giovane Bob Moog (assieme al padre) inizi￿ a costruire i Theremin, uno dei piø vecchi
strumenti elettronici, e l’unico conosciuto che si pu￿ suonare senza toccarlo. Il Theremin Ł un singolo
strumento di oscillazione, che usa due aste di metallo che fanno da antenne per controllare il pitch e
l’ampiezza. L’antenna sinistra (un cerchio orizzontale) riduce l’ampiezza non appena la mano sinistra
si muove vicino ad essa, mentre l’antenna destra (un cerchio verticale) incrementa il pitch non appena
la mano destra si avvicina a essa. I segnali elettrici provenienti dal Theremin vengono poi ampli￿cati e
mandati agli altoparlanti. http://www.moogmusic.com/products/Etherwave-Theremins
15La funzione Concertmaster, che Ł basata su euristiche di conduzione di un’orchestra, Ł
formata dalle seguenti sette funzioni:
- predizione del tempo del prossimo beat;
- revisione del modello (template) di performance espressiva;
- aggiustamento dei pesi;
- revisione dei beat predetti usando un punto locale di massimo nel movimento di
conduzione del player;
- supporto di cambi di tempo improvvisi;
- supporto di cambi di tempo in un beat;
- aggiustamento del ritardo tra i movimenti di conduzione e la performance musicale.
Come per il primo punto, vengono calcolati anche i parametri predittivi piø adatti per ogni
pezzo e ogni beat, analizzando registrazioni reali. Come per il secondo punto, V.P. rivede
il modello con il tempo del direttore (in questo caso detto anche player). Per esempio,
i rapporti di durata di tre beat in una misura nel valzer di Viennese ( DurationW), nel
modello sono rivisti in accordo con il tempo del direttore tramite la seguente equazione
di regressione:
DurationW = aW  xW + bW
Invece il rapporto di durata delle note con il dot (dotted note), nel modello sono rivisti
(DurationD) con la seguente equazione di regressione:
DurationD = aD  xD + bD
I coe￿cienti (a e b) di queste equazioni sono ottenute analizzando le registrazioni reali,
mentre xW e xW sono il tempo del direttore (o player).
I direttori esperti fanno notare che Ł importante simulare l’interazione tra direttore e
orchestra, perchØ si aggiustano i parametri nel V.P. In aggiunta, V.P. Ł stato premiato
con il Rendering Award a Rencon2010, e con il Silver Award nel Creative Showcase in
ACE 2010 6.
Rendering delle performance con V.P.
Per e￿ettuare il rendering delle performance con V.P., ci sono i seguenti passi da seguire:
6http://www.ace2010.org/
161. preparazione di un modello per le performance espressive a mano;
2. dirigere con V.P.
I modelli espressivi di performance del V.P. sono ottenuti manualmente dalle registrazioni
reali, usando un sequencer MIDI. Per SMC-Rencon, la performance espressiva Ł stata
ottenuta con il processo illustrato nello Step 1 di Figura 1.4. In un primo momento le
espressioni sono aggiunte a ￿le del tipo Standard MIDI File (SMF) usando uno strumento
basato su regole, nel quale vengono ￿assegnati￿ il ￿marchio￿ espressivo e i rapporti del
volume tra mano destra e sinistra. Poi i ￿le SMF vengono elaborati manualmente, e dopo
vengono convertiti in un modello V.P. In￿ne, viene diretto il modello originale usando
V.P. come illustrato nello Step 2 di Figura 1.4. Intonazioni naturali di cambi di volume
e di tempi, sono aggiunti al modello mentre si sta dirigendo.
Figura 1.4: Panoramica del rendering di una performance con V.P.
Esempio: ￿A Little Consolation￿
Takashi Baba [5] fu il primo a descrive i risultati dell’analisi del seguente pezzo musicale:
￿A Little Consolation￿ composto da T. Murao. Il pezzo consiste di cinque parti: A-B-
A’-B’-A￿. Basandosi sull’analisi, Ł stato creato un modello originale usando il sequencer
MIDI: nelle parti A e B il tempo Ł stato leggermente rallentato, nella parte A’ Ł stato
leggermente velocizzato, nella parte B’ Ł stato bruscamente rallentato, e nella parte A￿
il tempo Ł troppo lento rispetto al tempo speci￿cato nello spartito. Il pezzo Ł stato poi
diretto usando questo modello.
171.2.3 Schema generale per il controllo in Real-Time
Uno schema generale di un sistema basato sul computer per il controllo in real-time delle
performance musicali, pu￿ essere idealizzato cos￿:
controller + mappatura
Il controller Ł basato sull’analisi di input audio o gestuali (esempio i gesti del musicista).
L’analisi fornisce i parametri gestuali (esempio velocit￿ e grandezza del movimento) che
possono essere mappati in parametri acustici (esempio tempo e sound level 7 ) responsabili
delle deviazioni espressive nella performance musicale.
1.2.4 Un modello basato sul sistema di regole KTH
Le performance espressive musicali implicano il controllo di un insieme di parametri acu-
stici. Una volta che questi parametri sono identi￿cati, Ł importante fare dei modelli che
permettano la loro manipolazione in modo musicalmente ed esteticamente signi￿cativo
[22] [84].
KTH Rule System
Come descritto da Friberg e Bresin [33], un approccio a questo problema Ł quello fornito
dal sistema di regole KTH per le performance musicali ( KTH performance rule system
8 ). Questo sistema Ł il risultato di un continuo progetto di ricerca a lungo termine
che riguarda le performance musicali, iniziato da Johan Sundberg [74] [75] [26] [32].
L’idea del sistema di regole Ł quella di modellare le variazioni introdotte dal musicista
quando suona lo spartito. Il sistema contiene correntemente circa 30 regole, che modellano
molti aspetti delle performance come tipi diversi di phrasing, accenti, schemi di tempo e
intonazione.
Nelle tabelle qui sotto si possono visualizzare molte delle regole nel DM, e per ognuna di
esse si possono vedere le variabili delle performance che vengono in￿uenzate:
sl = sound level
dr = interonset duration (IOI)
dro = offset to onset duration
7La pressione sonora Ł la variazione di pressione rispetto alla condizione di quiete causata da una
perturbazione (onda sonora). Il livello di pressione sonora ( SPL - Sound Pressure Level) o livello sonoro
Lp (sound level) Ł una misura logaritmica della pressione sonora e￿cace di un’onda meccanica (sonora)
rispetto ad una sorgente sonora di riferimento. Se il mezzo di propagazione Ł l’aria (o altro mezzo gassoso),
il livello di pressione sonora (SPL) Ł quasi sempre espresso in decibel rispetto alla pressione di riferimento
di 20Pa (micro-pascal = 10 6 pascal), di solito considerata la soglia di udibilit￿ per l’uomo (equivale
all’incirca alla pressione sonora prodotta da una zanzara che vola a tre metri di distanza)
8KTH Ł l’abbreviativo di Royal Institute of Technology, cioŁ un’universit￿ di Stoccolma (Svezia)
http://www.kth.se/en
18va = vibrato amplitude
dc = cent deviation from equal temperament in cents
MARKING PITCH CONTEXT
Rule Name Performance Short Description
Variable
High-loud sl The higher the pitch, the louder
Melodic-charge sl dr va Emphasis on notes remote from current chord
Harmonic-charge sl dr Emphasis on chords remote from current key
Chromatic-charge dr sl Emphasis on notes closer in pitch;
primarily used for atonal music
Faster-uphill dr Decrease duration for notes in uphill motion
Leap-tone-duration dr Shorten ￿rst note of an up-leap and lengthen
￿rst note of a down-leap
Leap-articulation-dro dro Micropauses in leaps
Repetition-articulation-dro dro Micropauses in tone repetitions
MARKING DURATION AND METER CONTEXT
Rule Name Performance Short Description
Variable
Duration-contrast dr sl The longer the note, the longer and louder;
and the shorter the note, the shorter and softer
Duration-contrast-art dro The shorter the note, the longer the micropause
Score-legato-art dro Notes marked legato in scores are played with
duration overlapping with interonset duration of next
note; resulting onset to o￿set duration is dr+dro
Score-staccato-art dro Notes marked staccato in scores are played with
micropause; resulting onset to o￿set
duration is dr-dro
Double-duration dr Decrease duration contrast for two notes with
duration relation 2:1
Social-duration-care dr Increase duration for extremely short notes
￿rst note of a down-leap
Inegales dr Long-short patterns of consecutive eighth notes;
also called swing eighth notes
Ensemble-swing dr Model di￿erent timing and swing ratios in an
ensemble proportional to tempo
O￿beat-sl sl Increase sound level at o￿beats
19INTONATION
Rule Name Performance Short Description
Variable
High-sharp dc The higher the pitch, the sharper
Mixed-intonation dc Ensemble intonation combining both melodic and
harmonic intonation
Harmonic-intonation dc Beat-free intonation of chords relative
to root
Melodic-intonation dc Close to Pythagorean tuning, e.g. with sharp
leading tones
PHRASING
Rule Name Performance Short Description
Variable
Punctuation dro Automatically locates small tone groups and marks them
with lengthening of last note and a following micropause
Phrase-articulation dro dr Micropauses after phrase and subphrase boundaries,
and lengthening of last note in phrases
Phrase-arch dr sl Each phrase performed with arch-like tempo curve: starting
slow, faster in middle, and ritardando towards end;
sound level is coupled so that slow tempo corresponds to
low sound level
Final-ritard dr Ritardando at end of piece, modelled from stopping runners
SYNCHRONISATION
Rule Name Performance Short Description
Variable
Melodic-sync dr Generates new track consisting of all tone onsets in all tracks;
at simultaneous onsets, note with maximum melodic charge
is selected; all rules applied on this sync track, and resulting
durations are transferred back to original tracks
Bar-sync dr Synchronise tracks on each bar line
Quindi, l’input del sistema Ł uno spartito simbolico, e l’output Ł il rendering espressivo
nel quale vengono modellati i parametri della performance. Ogni regola introduce delle
variazioni in una o piø variabili di performance:
20IOI 9, articulation, tempo, sound level, vibration rate, vibrato 10
Molte regole operano sullo spartito ￿grezzo￿ usando i valori delle note come input. Tut-
tavia alcune regole per il phrasing, come per la carica armonica e melodica (harmonic e
melodic charge), necessitano di un’analisi del fraseggio e un’analisi armonica fornita dallo
spartito. Questo signi￿ca che il sistema di regole non contiene in genere modelli di analisi
(questo Ł un problema complicato e separato di ricerca). Un’eccezione Ł la regola della
punteggiatura, che comprende un’analisi melodica di raggruppamento [29].
Una descrizione musicale di alto livello (ad esempio con le espressioni emozionali), pu￿
essere modellata usando una selezione di queste regole e di parametri delle regole [8].
Le regole sono state progettate usando due metodi:
- il metodo analysis-by-synthesis;
- il metodo analysis-by-measurements.
Nel primo metodo, degli esperti musicali (Lars FrydØn nel caso delle regole di performance
KTH), dicono agli scienziati come funziona un particolare principio della performance.
Gli scienziati lo implementano (esempio implementando una funzione con il linguaggio
Lisp), e poi dei musicisti esperti testano le nuove regole ascoltando gli e￿etti prodotti
su uno spartito musicale. Eventualmente l’esperto chiede allo scienziato di calibrare il
funzionamento delle varie regole. Questo processo Ł iterato ￿nchŁ l’esperto Ł soddisfatto
del risultato. Un esempio di regola ottenuta applicando il metodo di analysis-by-synthesis
Ł la regola di Duration-Contrast, nella quale le note corte sono considerate piø corte, e le
note lunghe sono considerate piø lunghe [26].
Il secondo metodo invece consiste nell’estrarre nuove regole analizzando database di per-
formance. Per esempio consideriamo che vengono usati due database per progettare le
regole dell’articulation. Un database consiste di uno stesso pezzo di musica (Andante
movement of Mozart’s sonata in G major, K 545) suonato da 5 pianisti con 9 diverse
intenzioni espressive. Il secondo database invece Ł fatto da 13 sonate di Mozart eseguite
da un pianista professionista. La performance di entrambi i database sono state fatte su
un pianoforte a coda monitorato da un computer: un Yamaha Disklavier per il primo
database, e un Bosendorfer SE per il secondo database [7] [9].
Il programma Director Musices (pDM) Ł l’implementazione principale del sistema di re-
gole. ¨ stato progettato principalmente per scopi di ricerca, e non Ł adatto per controlli
in real-time. Tuttavia, il controllo in real-time del sistema di regole ha un certo numero
9L’Inter-Onset Interval (IOI) Ł il tempo che intercorre tra gli inizio (o i punti di attacco) di note
successive.
10Il vibrato Ł un e￿etto musicale che consiste nella variazione periodica dell’altezza di una nota
riprodotta (piø precisamente si tratta di una modulazione di frequenza)
21di potenziali applicazioni. Potrebbe essere usato per un controllo in real-time dell’espres-
sivit￿ nella musica, per esempio uno stile di conduzione (come il VirtualPhilharmony
o altri sistemi che verranno suggeriti dopo). Considerando che i sistemi di conduzione
precedenti controllavano soprattutto il livello complessivo del suono e del ritmo [54] [6],
questo sistema fornirebbe un controllo a livello globale di tutte le caratteristiche espressive,
cambiando i dettagli delle performance musicali.
Lo scopo di questo lavoro Ł stato quello di sviluppare gli strumenti di base per il controllo
in real-time dell’espressivit￿ delle performance musicali.
Director Musices (DM) e il metodo utilizzato
Il Director Musices Ł l’implementazione contenente la maggior parte di regole [30].
L’uso di Lisp 11 come linguaggio di programmazione, ha dimostrato di esibire una serie
di vantaggi nell’ambito della ricerca. In particolare, Ł piuttosto rapido ed Ł in grado
di produrre risultati a￿dabili, grazie ad una serie di funzioni specialistiche e macro che
costituiscono l’ambiente di programmazione. Utilizzando il Director Musices, una persona
tipicamente carica un ￿le dello spartito, seleziona un insieme di regole (la ￿ rule palette￿,
cioŁ la tavolozza delle regole), applica le regole, e poi ascolta il risultato. Le variazioni
risultanti sulla performance possono anche essere visualizzate su vari gra￿. Un’ulteriore
descrizione di tutte le regole, e di ulteriori riferimenti, Ł fornita dal manuale del DM [27].
Per il DM non era previsto nessun controllo in real-time dell’applicazione delle regole, per
i seguenti motivi
 perchØ le regole non sono state progettate per essere applicate in real-time; inol-
tre, le regole ad esempio degli archi, richiedono il contesto dell’intero pezzo per
implementare l’intera performance.
 perchØ l’ambiente Lisp non Ł una piattaforma adatta per il controllo in real-time.
Le regole sono state implementate e testate per molti anni; la prospettiva di re-
implementarle in un nuovo linguaggio di programmazione non Ł molto alettante.
Inoltre potrebbe richiedere una discreta quantit￿ di tempo, perchØ ogni regola deve
essere veri￿cata usando molti esempi musicali. Inoltre questo potrebbe portare a
due di￿erenti versioni da supportare.
Quindi Ł stato deciso di applicare un compromesso: le regole sono pre-processate nel
DM, producendo cos￿ un nuovo formato ￿le (pDM ￿le) che contiene tutte le regole delle
deviazioni. Questo ￿le pDM Ł poi eseguito usando un player real-time programmato in
Pure Data (detto anche Pd 12 [66]).
Come mostrato in Figura 1.5, il metodo Ł il seguente:
11Lisp (List Processor) Ł una famiglia di linguaggi di programmazione con implementazioni sia compila-
te sia interpretate, spesso usato nei progetti di intelligenza arti￿ciale. ¨ un linguaggio di programmazione
22Figura 1.5: Il metodo utilizzato per il controllo real-time.
1. nella fase di pre-processing, tutte le regole vengono applicate una alla volta a uno
spartito (dato in ingresso al DM);
2. per ogni regola, le deviazioni generate nel tempo, nel sound level, e nell’articulation,
sono raccolte e salvate in un ￿le di tipo pDM;
3. questo ￿le viene poi caricato nel pDM in modo che, nella fase di performance,
l’importo/quantit￿ di ogni deviazione pu￿ essere controllato e applicato in real-time.
Questo approccio pu￿ avere anche dei vantaggi aggiuntivi. Il modulo in real-time Ł sem-
plice da implementare, perchØ Ł essenzialmente un sequencer 13 leggermente esteso con
soluzioni tecniche ben conosciute. Inoltre non necessita di potenze di calcolo eccessive,
tanto che per l’esecuzione Ł adatto per dispositivi di piccole dimensioni come palmari o
telefoni cellulari.
Il primo prototipo che segu￿ questa idea venne implementato da Canazza e altri [14], usan-
do la piattaforma EyesWeb 14 [10]. Esso usa lo stesso metodo descritto precedentemente,
con un pre-procesing nel DM che raggruppa le deviazioni per ogni regola.
Applicazione delle regole nel DM
Nel primo passo (fase di pre-processsing) tutte le regole vengono applicate ad un dato
spartito. Questo Ł fatto nel DM usando un insieme ￿sso di regole (di solito quelle di uso
che si basa sul concetto di programma come funzione.
12Pure Data (Pd) Ł un linguaggio di programmazione visuale, creato negli anni 90 da Miller Puckette
per la creazione di lavori di musica digitale interattivi e di lavori multimediali. Pd Ł open source.
13Il sequencer Ł un dispositivo (hardware o software) utilizzato nel campo musicale, che permette di
creare e riprodurre delle sequenze di segnali di controllo per comandare uno strumento elettronico.
14EyesWeb Ł una piattaforma open source che supporta lo sviluppo di applicazioni distribuite interattive
multimodali e real-time.
23generale, vedi tabelle precedenti). La procedura Ł la seguente:
1. i parametri della performance vengono resettati al loro valore nominale dato dal ￿le
dello spartito originale;
2. viene applicata una regola;
3. le deviazioni risultanti sono normalizzate e raggruppate in un vettore.
Questi tre passi sono ripetuti per tutte le regole (delle tabelle precedenti). Dopo, viene
scritto il ￿le pDM risultante, nel quale vengono inseriti
- il valore della deviazione deltaT (deviazione del tempo);
- il valore della deviazionedeltaSL ( deviazione sonora - sound level - in dB);
- il valore della deviazionedeltaART (articulation in termini di durata in ms dell’o￿set-
to-next-onset)
- i valori nominali dei parametri;
- le note MIDI;
- il channel MIDI.
Il player pDM
Dal momento che le regole sono situate nel DM, e che poi sono state incorporate nel ￿le
di input, l’architettura del pDM Ł piuttosto semplice. Per ognuno dei parametri della
performance (tempo T, sound level SL, e durata della nota DUR), i valori nominali (dati
nel ￿le pDM) vengono modi￿cati secondo le seguenti formule :
















Tnom;SLnom;DURnom sono i valori nominali del tempo, sound level e durata note,
i Ł il numero della regola,
ki il fattore di peso per la regola i,
24Ti;SLi; e ARTi sono le deviazioni date dal ￿le pDM.
Tutte le deviazione non in￿uenzate dalle regole vengono messe a zero. I valori k sono i pesi
applicati dinamicamente che vengono usati per il controllo in real-time. I tre parametri T,
SL e DUR vengono calcolati appena prima che ogni nuova nota venga suonata. Quindi,
c’Ł un ritardo (trascurabile) dal controllo al suono. Gli e￿etti di piø regole che agiscono
contemporaneamente, vengono applicati in maniera additiva alla stesa nota (quindi si
potrebbe ottenere anche la stessa nota di partenza).
Il controllo in Real-Time
Lo schema a destra della Figura 1.5 si pu￿ analizzare meglio guardando qui sotto la
Figura 1.6. Come si pu￿ vedere durante la fase di playing (esecuzione), le regole possono
essere controllate o direttamente, o attraverso una mappatura.
Figura 1.6: Una visione schematica dell’interazione con le regole
Il controllo piø diretto Ł disponibile in termini di parametri k, i quali individuano il peso
di ogni regola. Quando k=0 non ci sono e￿etti della regola, quando invece k=1 gli ef-
fetti della regola sono considerati normali. Tuttavia, i valori ￿normali￿ sono selezionati
arbitrariamente dai ricercatori e dovrebbero essere usati solo come linee guida per la sele-
zione dei parametri. Facendo una selezione di regole e di valori k, possono essere simulati
diversi stili di performance e diverse variazioni di performance. Quindi, il sistema di re-
gole dovrebbe essere considerato come un toolbox (cassetta degli attrezzi) per i musicisti,
piuttosto che dare un’interpretazione ￿ssa (vedi Figura 1.7)
I valori dei vari k sono modi￿cabili dall’utente, potendo cos￿ ottenere delle tavole di valori
utilizzabili per un certo pezzo musicale. Inoltre l’utente pu￿ ridimensionare gli e￿etti
della regola in ognuno dei parametri in￿uenzati (tempo, sound level e articulation). Per
praticit￿ questo controllo non viene incluso nelle formule viste precedentemente.
25Figura 1.7: Schema di funzionamento del KTH performance rule system
Un’importante caratteristica del sistema di regole Ł che la maggior parte delle regole sono
legate alle performance di diversi elementi strutturali della musica [32]. Per esempio,
le regole del phrasing ra￿orzano la divisione in frasi, nonostante sia gi￿ apparente nello
spartito. Questo indica un’interessante limitazione per la libert￿ del controllo espressivo:
non Ł possibile violare la struttura musicale interna. Un esempio potrebbe essere quello di
fare dei ritardandi e degli accelerandi all’interno della frase. Tuttavia, questo toolbox per
produrre elementi strutturali nella musica pu￿ anche essere usato per modellare espressioni
musicali ad un alto livello semantico.
Descrittori di alto-livello. Le performance espressive musicali emotive possono facil-
mente essere modellate usando diverse selezioni di regole KTH e dei loro parametri, come
dimostrato da Bresin e Friberg [8]. Studi in psicologia della musica hanno mostrato che
Ł possibile comunicare intenzioni emotive diverse, manipolando i parametri acustici che
caratterizzano uno speci￿co strumento musicale [46]. Per esempio in una performance
pianistica Ł possibile controllare la durata e il sound level per ogni nota. Negli strumenti
a corda e a so￿o Ł possibile anche controllare i tempi di attacco, il vibrato e l’energia
spettrale. La tabelle qui sotto mostrano una possibile organizzazione delle regole e dei
loro valori k, secondo Juslin, per ottenere delle performance con diverse espressioni con il
DM: rabbia (anger), felicit￿ (happiness), e tristezza (sadness).
ANGER
Expressive Cue Juslin Macro-Rule in DM
Tempo Fast Tone IOI is shortened by 20%
Sound level High Sound level is increased by 8 dB
Abrupt tone attacks Phrase arch rule applied on phrase level
and on sub-phrase level
Articulation Staccato Duration contrast articulation rule
Time deviations Sharp duration contrasts Duration contrast rule
Small tempo variability Punctuation rule
26HAPPINESS
Expressive Cue Juslin Macro-Rule in DM
Tempo Fast Tone IOI is shortened by 15%
Sound level High Sound level is increased by 3 dB
Articulation Staccato Duration contrast articulation rule
Large articulation variability Score articulation rules
Time deviations Sharp duration contrasts Duration contrast rule
Small timing variations Punctuation rule
SADNESS
Expressive Cue Juslin Macro-Rule in DM
Tempo Slow Tone IOI is lengthened by 30%
Sound level Low Sound level is decreased by 6 dB
Articulation Legato Duration contrast articulation rule
Small articulation variability Score legato articulation rule
Time deviations Soft duration contrasts Duration contrast rule
Large timing variations Phrase arch rule applied on phrase level
and sub-phrase level
Final ritardando Obtained from the Phrase rule with
the next parameter
1.2.5 Altri spazi di controllo 2D basati sugli insiemi di regole
Come si Ł visto, per il controllo in real-time di una performance Ł necessaria una map-
patura da una descrizione ad alto livello dell’espressione/espressivit￿, ai parametri della
regola [41]. Oltre a descrizioni emotive come happy (felice), sad (triste), angry (arrab-
biato) e tender (gentile, tenero), sono stati implementate anche altre descrizioni: hard,
light, heavy, soft (rispettivamente duro, leggero, pesante, e morbido). La mappatura per￿
Ł, necessariamente, una riduzione dello spazio di controllo; quindi, la scelta dello spazio di
controllo deve essere un compromesso tra controllo (molte dimensioni di input) e usabilit￿
(nel senso di pochi parametri, ma e￿caci).
Ora vengono presentati alcuni esempi di spazi di controllo che usano solo due dimensioni.
Usando due dimensioni diventa semplice costruire un’interfaccia, per esempio sullo scher-
mo del computer, nel quale ogni angolo dell’interfaccia Ł speci￿cato in termini di insieme
di regole pesate e corrispondenti ad una certa descrizione. Questa interfaccia 2D pu￿
essere facilmente controllata direttamente con il mouse. Come si vede da Figura 1.6, le
prime due mappe usano le dimensioni gi￿ conosciute (usate precedentemente), per cate-
gorizzare le emozioni o per descrivere l’espressivit￿ nella musica. In questo modo, hanno
un signi￿cato intuitivo e semplice da capire per l’utente.
27Lo spazio Activity-Valence
Il primo esempio riguarda la mappa di espressioni emotive di Figura 1.6. Come input
la mappa usa lo spazio a due dimensioni Activity-Valence, comunemente consigliato per
descrivere le espressioni emotive nell’approccio dimensionale delle scienze dell’emozione
[73].
 Activity (dimensione orizzontale dello spazio) Ł legata all’alta o bassa energia;
 Valence (dimensione verticale dello spazio) Ł legata alle emozioni positive o negative.
I quadranti dello spazio possono essere caratterizzati come
felice-happy (alta activity, valence positiva),
tenero/gentile-tender (bassa activity, valence positiva),
arrabbiato-angry (alta activity, valence negativa),
triste-sad (bassa activity, valence negativa).
Activity (attivit￿) e Valence (valenza) appaiono spesso come le due dimensioni piø di rilie-
vo in esperimenti, per esempio, che applicano l’analisi fattoriale ai giudizi di somiglianza
di emozioni nelle espressioni facciali. Questo spazio Ł la base per il modello di Russel
[70], nel quale un grande numero di emozioni appaiono in cerchi all’interno dello spazio.
¨ stato suggerito come particolarmente adatto per le applicazioni musicali, per la sua
capacit￿ di catturare continui cambiamenti che si veri￿cano durante un brano musicale
[73].
Lo spazio activity-valence Ł stato implementato de￿nendo un insieme di valori k per
ognuno dei quattro angoli, caratterizzati dalle emozioni menzionate prima. Viene usato
un numero limitato di sette regole, combinate con il controllo globale del tempo e del sound
level. Le regole e i valori dei loro k, sono scelti in modo che comunichino in maniera chiara
ogni espressione emotiva [8] [46]. I valori risultanti dei k sono elencati nella Figura 1.8.
Questi valori dovrebbero essere considerati solo come delle linee guida per una mappatura
adatta.
Quando ci si muove nello spazio, le posizioni intermedie tra i quattro quadranti sono cal-
colate tramite un’interpolazione dei k valori per ogni regola. Ogni valore k Ł calcolato
attraverso un’interpolazione lineare in due passi, causando un piano leggermente incli-
nato nello spazio a due dimensioni. Se x indica la coordinata dell’activity e y indica la

















28Figura 1.8: Parametri suggeriti per le regole in termini di valori k, per ognuno dei quattro
angoli dello spazio Activity-Valence
Dove kh;kt;ka;ks si riferiscono ai valori di k de￿niti nelle posizioni dei quattro angoli
(happy, tender, angry, sad), e sono rispettivamente
(x;y) = (1;1);( 1;1);(1; 1);( 1; 1)
Un esempio dei valori k ottenuti dall’interpolazione per la regola ￿ Phrase Arch￿ si possono
vedere in Figura 1.9. Lo spazio activity-valence ha il vantaggio di essere semplice da capire
Figura 1.9: Un esempio dei valori k, ottenuti per interpolazione, per la regola Phrase Arch
e da usare, anche per utenti musicalmente poco esperti. Questo fa s￿ che questo spazio sia
un buon candidato per applicazioni, come ad esempio per giochi e terapia musicale. Lo
svantaggio Ł principalmente la mancanza di un controllo preciso dei parametri musicali.
29Lo spazio Kinematics-Energy
Lo spazio cinematica-energia 15 Ł stato suggerito da Canazza et al. [14] per descrivere
l’espressivit￿ musicale. Questo spazio Ł emerso in numerose sperimentazioni relative alle
performance espressive, caratterizzate da diverse descrizioni/aggettivi/intenzioni musicali
come hard (duro), light (leggero), heavy (pesante) e soft (morbido). Questo ha compor-
tato sia esperimenti di produzione, in cui ai musicisti era chiesto di suonare uno stesso
pezzo con di￿erenti intenzioni musicali, sia esperimenti di ascolto in cui agli ascoltatori Ł
stato chiesto di votare le performance suonate secondo le intenzioni simili.
In termini di parametri musicali, venne trovato che
 Kinematics (dimensione orizzontale dello spazio) Ł associata al tempo;
 Energy (dimensione verticale dello spazio) Ł associata principalmente con le dina-
miche 16 e con le articulation 17 (alta energia, staccato).
Utilizzando lo stesso schema di interpolazione visto prima, questo spazio era piuttosto
semplice da realizzare. La dimensione dell’energia era mappata sul ridimensionamento
del sound level, cos￿ come tutte le regole che riguardano l’articulation. La dimensione
della cinematica invece, era semplicemente mappata sul controllo globale del tempo [12]
[13]. Inoltre, sono stati aggiunti il phrasing 18 e i contrasti di durata 19. Le regole
del phrasing sono state mappate sulla dimensione della kinematics (tempo lento, phrasing
largo), mentre le regole dei contrasti di durata sono mappate sulla dimensione della energy
(alta energia, contrasto di durata elevato).
Nella Figura 1.10 invece, si possono vedere i valori di k per i quattro angoli dello spazio
2D. Come per lo spazio activity-valence di prima, i risultati ottenuti dalle ricerche sono
qualitativi. Perci￿ i valori attuali sono stati scelti dagli autori testando con alcuni esempi
musicali, e dovrebbero quindi servire solo come linee guida.
Altri spazi di controllo
Usando lo stesso schema d’interpolazione usato nelle mappature activity-valence e kinematics-
energy, si pu￿ assegnare qualsiasi insieme di parametri di regole ai quattro angoli dello
15La cinematica Ł quel ramo della ￿sica che si occupa di descrivere quantitativamente il moto dei corpi,
senza porsi il problema di prevedere il moto futuro a partire da grandezze note. La cinetica (kinetics)
invece Ł lo studio delle relazioni tra il movimento di corpi e le sue cause (forze e/o momenti).
16Alcuni tipi di dinamiche: pp, p, mp, mf, f, ￿
17Con articulation si indica la tecnica di aggiungere modiche alle singole note o gruppi di note tramite
dei simboli di articolazione. Essa consiste nel variare la di￿erenza tra note continue rendendo, ad esempio,
la prima nota piø corta o sovrapponendola alla seconda.
18Il phrasing indica un gruppo di note consecutive alle quali viene applicata una modi￿ca espressiva,
ad esempio un’accelerazione nel tempo
19Il contrasto tra due valori di nota lunga e breve (ad esempio half note e eighth note), sono qualche
volta migliorati dai musicisti, cioŁ suonano le note corte piø corte, e le note lunghe piø lunghe rispetto a
quello che Ł scritto normalmente nello spartito.
30Figura 1.10: Parametri suggeriti per le regole in termini di valori k, per ognuno dei quattro
angoli dello spazio Kinematics-Energy
spazio 2D. Per fare un esempio, uno spazio potrebbe essere caratterizzato come uno spazio
gesture-energy, con
 Gesture, la componente gestuale, Ł connessa alle regole di phrasing;
 Energy, la componente di energia, Ł connessa al livello sonoro e al tempo (grande
quantit￿ di gesti), oppure potrebbe anche essere connessa all’articulation (piccola
quantit￿ di gesti).
I quattro angoli sono etichettati
gentile-gentle (tanti gesti, bassa energia),
espressivo-expressive (tanti gesti, alta energia),
leggero-light (pochi gesti, bassa energia),
forte-strong (pochi gesti, alta energia).
I valori di k sono dati dalla Figura 1.11. Questo spazio non ha ragione in termini di
investigazioni scienti￿che (come quelli visti prima), ma serve come esempio per far capire
come potrebbero essere de￿nite nuove interfacce (anche se leggermente diverse), usando i
termini usati comunemente in musica.
Naturalmente, tutte le interfacce che usano solo due parametri, saranno limitate in qualche
modo rispetto quello che usano piø di ue parametri. Certamente l’espressione musicale
Ł un campo ricco e complesso, che coinvolge numeroso possibilit￿ potenziali di controllo.
Uno spazio di controllo piø preciso sarebbe quello di dividere il sistema di regole nelle sue
componenti principali. Questo potrebbe implicare uno spazio a 6 parametri, che include:
- il tempo complessivo;
- il sound level complessivo;
- il phrasing (regole di Phrase Arch, Phrase Ritardando, High Loud, o Final Ritard);
31Figura 1.11: Parametri suggeriti per le regole in termini di valori k, per ognuno dei quattro
angoli dello spazio Geesture-Energy
- articulation (regole di Punctuation, Repetition Articulation, Overall Articulation, e
di Score Legato/Staccato Articulation);
- microtiming (regole di Duration Contrast, Inegales, e di Double Duration);
- tonal tension (le regole di Harmonic Charge e Melodic Charge).
Tuttavia, questo potrebbe essere abbastanza di￿cile da controllare in real-time, a causa
della sua molteplicit￿ di parametri e alla possibilit￿ che i controlli a volte si sovrappongono.
Per esempio l’accentuazione di una nota, fornita dal ￿ Melodic Charge￿, pu￿ essere ottenuta
anche aumentando il livello sonoro complessivo solo per quella nota.
1.2.6 Interfacce gestuali ed alcune applicazioni
Lo spazio a due dimensioni descritto sopra Ł adatto ad essere controllato dal movimento
di un cursore sullo schermo del computer. Tuttavia, la musica Ł intimamente legata ai
gesti umani in molti modi [47].
 Primo, la musica suonata con strumenti tradizionali Ł direttamente in￿uenzata dai
gesti usati per il controllo del suono [19].
 Secondo, l’espressivit￿ musicale Ł spesso evidente anche nel linguaggio del corpo del
musicista [80].
 Terzo, i direttori (di orchestra) usano i gesti per comunicare le loro intenzioni
espressive ai musicisti.
32 Quarto, la musica ha l’abilit￿ di evocare sensazioni percettive di movimento nell’a-
scoltatore [31].
Questi risultati suggeriscono in modo forte che sarebbe meglio e piø naturale usare dei
gesti umani piø complessi, piuttosto che posizionare semplicemente il mouse del computer
per controllare l’espressivit￿ umana. Un altro vantaggio potrebbe essere che l’attivazione
del corpo (e forse anche ballare), rende molto piø semplice il coinvolgimento nel processo
musicale.
L’idea di usare i gesti per controllare il suono non Ł nuova, e un numero di interfacce
interessanti sono state sviluppate nel passato [79]. Molte di queste interfacce sono orien-
tate verso la creazione di musica, cioŁ innescare/modi￿care sequenze di suoni; tuttavia,
alcuni di queste interfacce (come la pDM) sono ￿nalizzate alla conduzione di una parte
composta.
Interfacce gestuali con il KTH Rule System
Tuttavia, con lo strumento pDM, Ł possibile ottenere un livello di controllo piø ra￿nato
della performance musicale. Le precedenti interfacce per la conduzione, come ad esempio
il Radio Baton di Mathews [54], hanno principalmente permesso il controllo del sound
level e del tempo. Ora possiamo conservare l’esperienza del musicista e controllare le
caratteristiche complessive, come phrasing e articulation, ma in un modo in cui il musi-
cista lo avrebbe interpretato in base al contesto musicale. Questo Ł molto vicino a una
situazione reale che riguarda il ruolo del direttore (di orchestra) e i musicisti.
Recentemente, ci sono stati progressi notevoli nell’estrarre dati di gesti espressivi da una
videocamera. Sono stati identi￿cati e modellati diversi gesti utili, per poter descrivere
le caratteristiche espressive generali nel movimento umano e nella danza [11]. Questo
include la quantit￿ di movimento globale, l’indice di contrazione (arti vicini al corpo, o
estesi), e la direzione globale del movimento (su o giø).
Seguendo queste idee, Ł stata implementata un’interfaccia gestuale. Lo scopo Ł quello
di cercare il modo piø semplice possibile di con￿gurazione, in termini di tecniche di ri-
conoscimento e di mappatura. ¨ stata usata una videocamera tipica (QuickCam Pro
4000 - Logitech), e il segnale video Ł stato analizzato da una patch scritta in EyesWeb
[10]. Il primo passo nell’analisi video Ł quello di prendere le di￿erenze tra frame video
consecutivi. L’e￿etto che si ha Ł quello che qualsiasi parte che cambia nel video sar￿
visibile, mentre tutte le parti statiche saranno nere. Questo signi￿ca che il sistema rico-
noscer￿ solo i movimenti degli oggetti, eliminando le necessit￿ di qualsiasi elaborazione
per togliere lo sfondo. Perci￿ la videocamera pu￿ essere usata in qualsiasi stanza senza
la necessit￿ di usare luci speciali o schermi di sfondo. Dalla di￿erenza dei segnali video,
vengono calcolate due cose:
33- la quantit￿ di movimento globale (QoM - Quantity of Motion) in termini del numero
di pixel medio visibili nel tempo;
- la posizione verticale, calcolata come il centro di gravit￿ dei pixel visibili.
Queste due quantit￿ sono direttamente mappate nello spazio activiy-valence, dove QoM
Ł connessa con l’activity (alta QoM, alta activity), e la posizione verticale con la valence
(posizione alta, valenza positiva). Esperimenti informali confermano che questa semplice
interfaccia Ł davvero molto piø divertente da usare, e da vedere, rispetto al mouse. La
domanda ￿la musica stessa diventa piø espressiva? ￿, Ł una interessante questione per le
ricerche future.
Il sistema The Groove Machine
Come gi￿ detto, per le emozioni di base (felicit￿, tristezza e rabbia), vi Ł un rapporto
piuttosto semplice tra la descrizione emozionale e i valori (cioŁ i parametri misurati, co-
me il tempo, il sound level e l’articulation). Il primo prototipo che include una prima
versione del fuzzy analyser era un sistema che permetteva a un ballerino di controllare la
musica cambiando lo stile di danza. Fu chiamato The Groove Machine, ed era stata
presentata in una performance a Kulturhuset (Stoccolma, Svezia, 2002). Vengono usati
tre tipi di movimento: QoM (quantit￿ di movimento globale - Quantity of Motion), la
massima velocit￿ dei gesti nel piano orizzontale, e il tempo tra i gesti nel piano orizzontale.
Le emozioni analizzate, come in altre applicazioni, sono rabbia (anger), felicit￿ (happi-
ness) e tristezza (sadness). Il mixing dei tre corrispondenti cicli audio sono direttamente
controllati dall’output del fuzzy analyser.
Il sistema ExpressiBall
L’ExpressiBall, sviluppato da Roberto Bresin, Ł un modo di visualizzare la performance
musicale nella forma di una palla sulla schermata del computer [32]. Un microfono Ł
connesso al computer, e l’output del fuzzy analyser e dei valori di base vengono usati
per controllare l’aspetto della palla. La posizione della palla Ł controllata dal tempo, dal
sound level, e dalla combinazioni delle velocit￿ di attacco e dall’energia spettrale. La
forma della palla invece Ł controllata dall’articulation (arrotondato-legato, e poligonale-
staccato), mentre il colore della palla Ł controllato dall’analisi emozionale (rosso-rabbia,
blu-triste, giallo-felice). In Figura 1.12 si pu￿ vedere un esempio della palla.
In Greta Music la metafora della palla Ł rimpiazzata da espressioni facciali di Greta 20
Embodied Conversational Agent (ECA - agente di conversazione ￿incarnato￿) [52]. Qui i
descrittori di alto livello (cioŁ le etichette emozionali), sono mappati in espressioni emotive
20http://www.speech.kth.se/music/projects/gretamusic/
34Figura 1.12: Due esempi del sistema ExpressiBall, il quale da un feedback visuale della
performance musicale
di ECA. I valori dei parametri acustici estratti sono mappati in movimenti di Greta: il
tempo Ł mappato nella velocit￿ dei movimenti di Greta, il sound level nell’estensione
spaziale dei movimenti della sua testa (vedi Figura 1.13).
Figura 1.13: Feedback visuale nel sistema Greta Music
Il gioco Ghost in the Cave
Un’altra applicazione che fa uso del fuzzy analyzer Ł il gioco di gruppo Ghost in the
Cave [69]. L’applicazione usa come input principale di controllo o il corpo o la voce:
uno dei processi del gioco Ł quello di esprimere diverse emozioni usando o il copro o la
voce. Entrambe le modalit￿ vengono analizzate usando il fuzzy analiser descritto sopra.
Il gioco Ł giocato in due squadre, ognuna con un giocatore principale (vedi Figura 1.14).
Il compito di ogni squadra Ł quello di controllare l’avatar 21 di un pesce in un ambiente
sottomarino, e di andare verso tre di￿erenti grotte. Nelle grotte appare un fantasma
che mostra tre diverse emozioni espressive. A questo punto i giocatori principali devono
21Nei giochi virtuali l’avatar Ł un’immagine scelta per rappresentare la propria utenza.
35Figura 1.14: Figura relativa alla prima realizzazione del gioco Ghost in the Cave
esprimere la stessa emozione, causando di conseguenza il cambiamento del pesce. I punti
sono dati per una navigazione piø veloce, e per una piø veloce espressione delle emozioni
in ogni compito. L’intera squadra controlla la velocit￿ del pesce e la musica in base alla
loro attivit￿ di movimento. Il movimento del corpo e la voce dei giocatori principali sono
misurati rispettivamente con una videocamera e un microfono, connessi su due computer
nei quali vengono eseguiti due diversi fuzzy analizer. Il movimento della squadra Ł stimato
da una piccola videocamera (una webcam), la quale misura la Quantity of Motion (QoM).
Questa QoM Ł categorizzata in tre livelli (alto, medio, e basso) usando un insieme di
funzioni fuzzy. La musica consiste in delle sequenze audio pre-composte, tutte con lo
stesso tempo e la stessa chiave, e corrispondenti ai tre livelli di movimento. Le sequenze
vengono modi￿cate direttamente dal controllo dell’insieme di funzioni fuzzy. Una squadra
controlla la batteria, e l’altra squadra controlla l’accompagnamento.
Il gioco Ł stato realizzato e sistemato cinque volte dalla sua prima realizzazione alla con-
ferenza Stockholm Music Acoustic Conference (nel 2003), includendo anche la Stockholm
Art e il festival scienti￿co (Konserthuset, Stoccolma 2004, Oslo University 2004).
1.2.7 Il sistema di controllo Home Conductor
Come Ł stato visto, l’applicazione software pDM permette il controllo in real-time dell’e-
spressivit￿ musicale per mezzo di un sistema di regole ( KTH performance rule system).
L’idea generale Ł che tutto il sapere delle regole Ł conservato nell’applicazione originale per
le regole DM, la quale produce un ￿le pDM. Poi, il software pDM, applica e ridimensiona
le diverse variazioni delle regole di performance generate per uno dato spartito durante il
36tempo di riproduzione.
Lo sviluppo e il testing del pDM ha innescato molte nuove idee. Precedentemente le regole
erano impostate su un’unica tavolozza di regole statica, la quale non cambiava durante il
brano, e tali regole statiche funzionavano solo per pezzi musicali corti. Tuttavia, con il
controllo real-time, si Ł aperta la possibilit￿ non solo di fare l’ ￿ultima￿ performance, ma
anche di ￿condurre￿ il pezzo attraverso continui cambiamenti dei parametri delle regole.
Questo sottolinea la necessit￿ di diverse mappature, sempli￿cando l’interfaccia a pochi
parametri ma intuitivi. Sono state suggerite diverse mappature, tra cui lo spazio activity-
valence e lo spazio energy-kinematics.
Il direttore di orchestra esprime tipicamente tramite i gesti gli aspetti complessivi della
performance, mentre il musicista interpreta questi gesti e inserisce i dettagli musicali.
Tuttavia, i sistemi di conduzione precedenti hanno spesso ristretto il controllo al solo
tempo e alle dinamiche. Questo signi￿ca che i dettagli erano statici e fuori controllo.
Un esempio potrebbe essere quello del controllo delle articulation. Le articulation sono
importanti per l’impostazione della qualit￿ dei gesti e dei movimenti delle performance,
ma non possono essere applicati su base media. L’insieme delle articulation (esempio lo
staccato) Ł impostato su una base note per nota, che dipende dalla linea e dall’insieme
della melodia, come riportato da Bresin e Battel [7], e da Bresin e Widmer [9]. Questo
rende di￿cile il controllo diretto per un direttore. Usando il sistema di regole KTH ( KTH
rule system) con il pDM, questi dettagli delle performance possono essere controllati
ad un livello piø alto, senza la necessit￿ di adattare ogni singola nota. Il sistema di
regole Ł abbastanza complesso, e con un gran numero di parametri. Quindi, quando si
e￿ettua un tale sistema di conduzione, il problema principale Ł la mappatura dai parametri
gestuali ai parametri musicali. Recentemente sono stati sviluppati strumenti e modelli
per fare un’analisi gestuale in termini di descrizioni semantiche dell’espressivit￿ [65].
Quindi, connettendo questo analizzatore di gesti al pDM, si ha un sistema completo per
il controllo delle caratteristiche espressive complessive dello spartito. Una panoramica
generale di questo sistema Ł data in Figura 1.15.
Il riconoscimento di espressioni emotive nella musica Ł stato mostrato di essere un processo
semplice per molti ascoltatori, includendo bambini di circa 6 anni anche senza esperienza
musicale [64]. Quindi, usando dei semplici descrittori emozionali di alto livello (come
happy, sad e angry), il sistema ha la potenzialit￿ di essere intuitivo e facilmente compren-
sibile per la maggior parte degli utenti, inclusi i bambini. Dunque, invece di un sistema
da usare per le performance sul palcoscenico, viene previsto un sistema che sia in grado
di essere usato dagli ascoltatori a casa propria. Gli obiettivi principali di progettazione
sono quelli di
- un sistema semplice e divertente da usare, sia per gli esperti sia per i novelli;
37Figura 1.15: Panoramica di un home conducting system.
- realizzare una serie di strumenti standard che richiede un potenza modesta da parte
del computer.
Quindi usando degli strumenti come pDM, si pu￿ immaginare ad un nuovo modo comple-
tamente nuovo di eseguire musica, nel quale i con￿ni tradizionali tra musicista, direttore
d’orchestra e ascoltatore sono meno de￿niti. Pu￿ essere costruito un sistema di con-
duzione d’orchestra ￿casalingo￿ (home conductor), nel quale l’ascoltatore controlla la
performance musicale attraverso i gesti. Piø dettagliatamente:
 Gesture cue extraction. Viene usata una piccola videocamera, attraverso la
quale vengono misurati per semplicit￿: la quantit￿ di movimento globale (QoM), le
coordinate x-y dell’intero movimento, e la grandezza e la velocit￿ dei gesti verticali
e orizzontali (vedi sezione 1.2.6).
 Mapping gesture cues to rule parameters. A seconda dell’applicazione desi-
derata e dall’abilit￿ dell’utente, le strategie di mappatura possono essere divise in
tre categorie:
1. Level 1 (listener level). L’espressione musicale Ł controllata in termini di emo-
zioni base (felice-happy, triste-sad, arrabbiato-angry). Questo crea un feedback
38musicale ed un interfaccia intuitiva, semplice e comprensibile, senza la necessit￿
di nessuna conoscenza musicale particolare.
2. Level 2 (simple conductor level). Sono controllate le caratteristiche musicali
complessive di base, usando per esempio lo spazio energy-kinematics, in quan-
to Ł stato precedentemente considerato adeguato per descrivere l’espressione
musicale [14].
3. Level 3 (advanced conductor level). Le caratteristiche musicali espressive glo-
bali del livello 2, e le espressioni emozionali del livello 1, vengono combinate tra
di loro con un controllo esplicito di ogni beat (simile al sistema Radio-Baton).
Usando diversi livelli d’interazione, il sistema si rende adatto per entrambe le voci:
bambini, e utenti esperti. Contrariamente agli strumenti tradizionali, questo sistema
pu￿ ￿suonare bene￿ anche per un principiante (quando usa un livello di interazione
basso). Si pu￿ anche s￿dare l’utente a far pratica, nell’ottica di padroneggiare livelli
sempre piø alti (come accade similmente nei videogiochi).
Un’interessante estensione sarebbe quella di sviluppare un player espressivo per le persone
con limitate capacit￿ di movimento. Una precedente esperienza indica che la tecnologia
musicale pu￿ fornire vari modi per queste persone di accedere alla terapia musicale (mu-
sicoterapia 22) e alla performance musicale [41]. In questo caso, le interfacce di ricono-
scimento dei gesti devono essere progettate speci￿catamente in accordo con le capacit￿ di
movimento degli utenti.
22La musicoterapia Ł una modalit￿ di approccio alla persona che utilizza la musica o il suono come
strumento di comunicazione non-verbale, per intervenire a livello educativo, riabilitativo o terapeutico,
in una variet￿ di condizioni patologiche e para￿siologiche.
39Capitolo 2
Implementazione di CaRo 2.0
All’inizio del lavoro di tesi il programma CaRo Ł stato presentato alla versione 1.4. L’ap-
plicazione era stata scritta molti anni prima utilizzando come editor C++Builder della
Borland, e funzionava solo su macchina con sistema operativo Windows XP. Quindi pri-
ma di poter implementare qualsiasi miglioramento Ł stato necessario e￿ettuare un porting
dell’applicazione a sistemi operativi piø odierni (Windows 7 o Vista), in modo che il pro-
gramma potesse essere fruibile anche in futuro per successivi miglioramenti. In questo
capitolo, si far￿ un accenno alla parte teorica che ha portato alla realizzazione del modello
utilizzato da CaRo per aggiungere espressivit￿ alla musica [36], e poi verr￿ analizzata
in modo molto approfondito la parte implementativa del programma, che ha portato alla
release ￿nale CaRo 2.0.
2.1 Il modello dell’applicazione CaRo
Un’interpretazione musicale Ł il risultato della combinazione di intenzioni espressive e
competenze tecniche del musicista. Per l’analisi di un’esecuzione musicale Ł necessario
introdurre due sorgenti di ￿espressivit￿￿: la prima Ł relativa agli aspetti tecnici della par-
titura musicale come il fraseggio e la struttura armonica del brano, la seconda si riferisce
alle intenzioni espressive che comunicano stati d’animo e sentimenti. Per enfatizzare alcu-
ni elementi della struttura musicale (ad esempio frasi ed accenti) il musicista modi￿ca la
sua performance aggiungendo elementi espressivi come crescendo, decrescendo, sforzando,
rallentando, ecc.; in caso contrario l’esecuzione non sarebbe una performance musicale.
Si de￿nisce performance neutra [15], un’esecuzione umana senza una precisa intenzione
espressiva, riprodotta in modo scolastico e senza nessun scopo artistico. Il modello Ł
costruito agendo solamente sui gradi di libert￿ disponibili senza intaccare la relazione fra
la struttura musicale e i pattern espressivi. Gi￿ nella performance neutra, il musicista
introduce un fraseggio (variazioni di tempo e intensit￿ la struttura del brano), ma con lo
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automatico il contenuto espressivo di una performance neutra pre-registrata.
L’input del modello del sistema Ł composto da una descrizione della performance neutra e
da un controllo che speci￿ca l’intenzione espressiva desiderata dall’utente. Il modello ope-
ra a livello simbolico, elaborando le deviazioni di tutti i parametri musicali coinvolti nella
trasformazione. In particolare, il rendering 1 Ł fatto attraverso un sintetizzatore MIDI,
mentre un motore di elaborazione audio esegue le trasformazioni sull’audio pre-registrato
calcolate dal modello. Il controllo sull’intero sistema viene e￿ettuato attraverso un’inter-
faccia gra￿ca in cui l’utente pu￿ variare, a piacimento, l’espressivit￿ di una performance
musicale. Nella Figura 2.1 Ł rappresentato lo schema del modello utilizzato dal Caro.
Figura 2.1: Schemda modello utilizzato da CaRo
Il modello descritto Ł stato applicato a un’ampia variet￿ di registrazioni monofoniche,
dalla musica classica alla musica popolare. Musicisti professionisti hanno suonato di-
verse partiture musicali ispirati dai seguenti aggettivi: leggero (light), pesante (heavy),
morbido (soft), duro (hard), brillante (bright) e cupo (dark). ¨ stata aggiunta anche la
performance neutra per poterla utilizzare come riferimento nell’analisi acustica delle varie
interpretazioni. A questo punto, il musicista ha scelto la performance che nella sua opinio-
ne corrispondeva maggiormente agli aggettivi proposti, in modo da limitare l’in￿uenza che
l’ordine di esecuzione avrebbe potuto esercitare sull’esecutore. Tutte le registrazioni sono
state e￿ettuate al Centro Sonologia Computazionale (CSC) dell’Universit￿ di Padova nel
formato monofonico digitale a 16 bit e 44.1 kHz. In totale sono stati considerati 12 pezzi
suonati con di￿erenti strumenti (violino, clarinetto, piano, ￿auto, voce e sassofono) e da
vari artisti (circa 5 per ogni melodia). Sono state considerate solamente brevi melodie (dai
1Il rendering identi￿ca il processo di ￿resa￿ ovvero di generazione di un brano audio (in questo caso) a
partire da una descrizione matematica. In genere il termine si riferisce all’ambito della computer gra￿ca.
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armonia e metronomo) rimangano costanti. ¨ stata eseguita un’analisi acustica per poter
determinare il valore dei parametri che vanno a distinguere i vari aggettivi tra di loro. A
partire dai dati trovati, si riesce a ricavare la posizione di ogni aggettivo sullo spazio di
controllo; si pu￿ quindi utilizzare il modello per modi￿care iterativamente l’espressivit￿
della performance neutra, muovendosi nello spazio di controllo 2-D. In questo modo al-
l’utente Ł data la possibilit￿ di disegnare qualsiasi traiettoria che rispecchi la variazione
espressiva che vuole infondere alla performance neutra (vedi Figura 2.2).
Figura 2.2: Le traiettorie nello spazio 2D corrispondono a diverse evoluzioni nel tem-
po delle intenzioni espressive della performance. La linea tratteggiata e la linea solida
indicano due esempi di traiettorie usate in due performance diverse
Per ulteriori dettagli riguardo il modello e i parametri utilizzati per ￿infondere espressivit￿￿
alle performance musicali, fare riferimento all’elaborato di Ganeo Davide [36].
2.2 Miglioramenti rispetto la versione precedente
Partendo dalla versione 1.4 di CaRo, la strada piø adeguata da percorrere per un mi-
glioramento dell’applicazione Ł apparsa subito quella di dotare il programma di nuove
funzionalit￿, in modo da o￿rire all’utente nuovi strumenti.
In vista della conferenza del 6 luglio 2011 SMC Rencon (vedi sezione 3.5), Ł stato ritenuto
molto importante il miglioramento del CaRo da un punto di vista della sua e￿cienza
in termini di capacit￿ di infondere intenzioni espressive ad un brano musicale, in modo
che l’applicazione fosse in grado di competere con gli altri competitor partecipanti al
43workshop. Inoltre la scelta di migliorare l’e￿cienza del programma, lo avrebbe reso piø
appetibile per possibili sviluppi futuri.
Nel lavoro di tesi il gruppo, formato dall’autore di questa tesi Massimiliano Barichello,
dal collega Davide Ganeo, e assieme al relatore e ai correlatori Antonio Rod￿, Sergio
Canazza e Davide Tiso, ha aggiunto e implementato nuove funzionalit￿ al programma.
Inoltre Ł stato sistemato e commentato il codice, in modo che l’applicazione CaRo sia
in futuro di piø facile e veloce comprensione (in previsione di futuri e ulteriori sviluppi).
A tale scopo questo capitolo pu￿ essere visto anche come un’utile guida per chi volesse
capire come funziona il programma.
2.3 Librerie e organizzazione dei ￿le
I problemi inizialmente riscontrati con la versione 1.4, riguardavano l’utilizzo delle librerie
MidiShare. Il programma utilizzava vecchie versioni delle librerie:
mshare.dll mshare32.lib mshare.h(modifica di MidiShare.h)
midifile32.dll midifile32.lib e midifile.h
Quindi il primo passo Ł stato quello di fare in modo che il programma usasse le nuove
librerie MidiShare versione 1.91 win32: 2
mshare32.dll mshare32.lib MidiShare.h
Player32.dll Player32.lib Player.h
I ￿le Player32.lib e mshare32.lib sono stati trasformati col programma coff2omf,
trovato dentro le cartelle di installazione del C++Builder. Questo perchØ se un ￿le LIB
Ł della Microsoft (es. mshare32.lib e Player32.lib), la DLL corrispondente non Ł in
grado di funzionare. La ragione risiede nei problemi di compatibilit￿ tra i ￿le LIB della
Microsoft e del C++Builder. Microsoft supporta il Common Object Format File (COFF),
mentre Borland C++Builder usa l’Object Model Format (OMF). Per fortuna coff2omf




Stesso discorso con mshare32.lib.
I due ￿le LIB sono stati poi linkati al progetto tramite i comandi Project -> Add to
Project del C++Builder, mentre tutti gli altri ￿le sono stati inclusi nella cartella del
progetto.
2http://midishare.sourceforge.net/
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si Ł dovuto e￿ettuare una sostituzione con funzioni delle librerie piø aggiornate. La
libreria Player.h consente la gestione completa di un sequencer MidiShare multi-tracks,
permettendo quindi di creare e riprodurre delle sequenze di segnali di controllo (infatti
in un sequencer non viene registrato nessun segnale audio, come nei registratori, ma
solo segnali di controllo che vanno ad azionare gli strumenti che riproducono il suono).
Un Player usa sequenze MidiShare, e fornisce funzioni per leggere e scrivere ￿le MIDI e
funzioni per convertirli nel formato delle sequenze MidiShare.
Nella cartella del progetto devono essere presenti anche le 3 applicazioni msControl32,
msDrivers, msEcho32, e i ￿le midishare.ini e msMMSystem.ini. Questi ￿le si trovano
nelle cartelle delle librerie e servono ad impostare le connessioni delle porte MidiShare per
l’input/output di ￿le MIDI. Il comportamento dei drivers Ł controllato usando i ￿le INI,
che sono simili a dei ￿le di testo con le istruzioni scritte al loro interno. Ogni driver ha
degli slot di input e di output, che corrispondono alle porte di input e output che vengono
usate. Per impostare correttamente le istruzioni presenti all’interno dei ￿le INI basta usare
l’applicazione msDrivers, un Drivers Manager che permette di settare le connessioni tra
porte MidiShare e gli slot del driver.
Figura 2.3: Applicazione msDrivers
E￿ettuando questi passi, Ł stato possibile compilare il programma CaRo senza errori
utilizzando Borland C++Builder (versione 6). 3 La compilazione e l’esecuzione del pro-
gramma Ł stata testata con Windows XP, Windows Vista e Windows 7 a 32 bit. Inoltre
Ł stata provata l’esecuzione del programma anche in Windows XP su macchina virtuale
(Oracle VM VirtualBox): l’applicazione non presentava nessun errore di compilazione o
di esecuzione, ma durante l’esecuzione non emetteva nessun suono. Molto probabilmente
il problema risiede nei driver, che non riescono ad interfacciarsi correttamente con le porte
MidiShare.
3http://www.embarcadero.com/products/cbuilder
45Il progetto costruito con il C++Builder che v￿ a creare l’applicazione CaRo, Ł com-





XML.h e Parabola.h sono dei header ￿le che contengono rispettivamente i prototipi di
funzioni e le variabili delle classi XML e Parabola.
Options.cpp contiene il codice relativo al form Opzioni dell’applicazione CaRo (vedi
Figura 2.4). Options.h Ł il suo header ￿le corrispondente.
Figura 2.4: form Opzioni
modello.cpp Ł il ￿le piø consistente, e contiene la maggior parte del codice dell’applica-
zione. Al suo interno vengono implementate le funzioni delle classi XML.h e Parabola.h,
e il codice relativo al form Spazio, cioŁ il form principale all’apertura dell’applicazione
CaRo (vedi Figura 2.5). modello.h Ł il suo header ￿le corrispondente.
Un programma creato col C++Builder consiste di un ￿le contenente il codice sorgen-
te del progetto (Oggettone.cpp), uno o piø ￿le con codice sorgente (modello.cpp e
Options.cpp), uno o piø header ￿le (modello.h, Options.h, XML.h e Parabola.h), e
altri ￿le come le librerie. Il codice sorgente del progetto contiene il main del programma,
che viene creato automaticamente dal C++Builder, e di solito e￿ettua le chiamate ai
metodi
Initialize(), CreateForm(), Run()
che permettono di inizializzare creare a avviare l’applicazione. Nel nostro caso CreateForm()
viene chiamato sia per il form Spazio sia per il form Opzioni; inoltre all’inizio del ￿le vie-
ne utilizzata l’istruzione USEFORM per includere tutti i ￿le CPP (modello e Options), i
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quali a sua volta includono gli header ￿le menzionati sopra ( modello, Options, XML e
Parabola).
2.4 Panoramica delle funzionalit￿
All’avvio dell’applicazione, il programma si presenta con una ￿nestra di nome CaRo (vedi
Figura 2.5), che sar￿ l’interfaccia di interazione tra utente e programma. In alto si trova
il menu, mentre nella parte centrale c’Ł un’immagine bitmap di 400x400 pixel che far￿
da interfaccia interattiva tra utente e applicazione. Tutte le operazione che l’utente pu￿
e￿ettuare con CaRo 2.0, si possono suddividere in 3 principali azioni:
1. Esecuzione MECCANICA di un ￿le midi (MIDI);
2. Esecuzione NEUTRA di un ￿le midi (MIDI + MusicXML)
3. Esecuzione ESPRESSIVA di un ￿le midi (esecuzione meccanica + interfaccia, oppure
esecuzione neutra + interfaccia)
verr￿ analizzato in dettaglio il funzionamento e l’implementazione che sta dietro a ciascuna
di queste azioni.
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All’apertura del programma CaRo vengono fatte, dal punto di vista implementativo,
alcune operazioni: viene eseguito automaticamente il costruttore della classe TSpazio, e
viene chiamata la funzione FormActivate (Ł una funzione di TSpazio che viene chiamata
automaticamente quando attiviamo il form Spazio: in questo caso quando apriamo il
programma).
2.5.1 Form principale
TSpazio Ł la classe che eredita ogni funzione dalla classe TForm; infatti nel ￿le modello.h
possiamo notare la de￿nizione di eredit￿ della classe TSpazio (classe derivata) dalla classe
TForm (classe base):
class TSpazio : public TForm { ... };
come funzione pubblica aggiuntiva alle funzioni di TForm, abbiamo solo il costruttore di
TSpazio, mentre le funzioni e le costanti private aggiuntive verranno viste man mano che
verranno spiegati i diversi pezzi del programma. Spazio Ł il nome dato al nostro form
come oggetto della classe TSpazio.
Il costruttore di TSpazio inizializza alcune variabili interne, mentre la funzione For-
mActivate apre la connessione tra CaRo e l’applicazione MidiShare (il Player). Un
nuovo Player vuoto viene aperto utilizzando la funzione OpenPlayer, la quale restituisce
il numero di riferimento della corrispondente applicazione MidiShare (questo numero vie-
ne inserito nella variabile ourRefNum, e viene utilizzato per tutte le funzioni del Player).
Le sequenze MidiShare sono caricate sul Player usando la funzione SetAllTrackPlayer.
Dopo la sua creazione, il Player Ł collegato all’input/output MIDI. Codice della funzione
FormActivate:
ourRefNum = -1;
//MQmodel Ł il nome dell’applicazione MidiShare corrispondente
if (ourRefNum = OpenPlayer("MQmodel"))
StatusBar1->SimpleText = "Created new connection with the
MidiShare application";
else
StatusBar1->SimpleText = "The CaRo application has not been
connected to MidiShare application";
//connetto il player (ourRefNum) all’output (lo 0 indica l’output).
//True o 1 indica lo stato on (0 indica lo stato off)
MidiConnect(ourRefNum, 0, true);
//MidiIsConnected restituisce lo stato della connessione tra le due
//applicazioni (Ł una comunicazione in real-time di eventi midi)
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StatusBar1->SimpleText = "The CaRo application has not been
connected to MidiShare application";
Il Player verr￿ poi chiuso usando la funzione ClosePlayer, la quale libera la traccia
interna al Player e chiude l’applicazione MidiShare.
ClosePlayer(ourRefNum);
Questo viene applicato all’interno della funzione FormClose, una funzione di TSpazio
che viene chiamata automaticamente quando chiudiamo il form Spazio (cioŁ quando chiu-
diamo l’interfaccia di CaRo premendo sulla X in alto a destra), o all’interno della funzione
FileExit, chiamata quando si preme il tasto Exit dal menø File.
2.5.2 Parametri del Player





 Beats Per Minute (BPM). Un beat Ł legato al denominatore della time signature.
BPM Ł anche detto quarter note per minuto (QPM), cioŁ numero di note da
quarto al minuto.
 Tick o Pulses Per Quarter note (PPQ), indica il numero di tick che ci sono
per una nota da quarto (o semiminima, o quarter note). Il tick Ł l’unit￿ di misura
del tempo interna al Player.
 Time signature (o frazione metrica) Ł l’indicazione utilizzata dal compositore di
musica per segnalare il metro scelto (numeratore) e la notazione adottata (denomi-
natore). Essa Ł composta da due numeri (es. 4/4): il numeratore indica il numero
di beat per ogni misura (la misura o battuta Ł l’insieme di valori compresi da due
linee verticali, dette stanghette, poste sul pentagramma), il denominatore indica a
quale nota viene associato 1 beat.
Esempio: 4/4 indica 4 beats per ogni misura, dove 1 beat Ł la nota da quarto (quindi
la minima, o half note, sono 2 beat).
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minute = 120  500 = 60000 ticks
minute
Convertire tick in millisecondi:
1minuto = 60secondi
1secondo = 1000ms









Quindi di default nel Player 1 tick corrisponde esattamente a 1 ms.





Prima di a￿rontare i tre tipi di esecuzione del ￿le MIDI, Ł necessario descrivere il form
Opzioni, in quanto il suo contenuto verr￿ spesso utilizzato per la manipolazione del brano
musicale. Questo form Ł un oggetto della classe TFormOpzioni, una classe che, come
TSpazio, eredita ogni funzione dalla classe TForm. L’eredit￿ dalla classe base e i prototipi
delle funzioni aggiuntive, si possono trovare nell’header ￿le Options.h. Il form Opzioni Ł
visualizzabile dall’utente premendo il tasto Options.. dal menu View, ed Ł composto da
quattro schede:
- MIDI Parameters. La prima scheda (vedi Figura 2.6) contiene quattro caselle di
testo che individuano la porta della connessione MidiShare, il valore del Tempo (o
Beat Per Minute o Quarter note Per Minute), la latenza (parametro in ms utiliz-
zato per spostare gli istanti temporali degli eventi), e la risoluzione (valore in ms
di un timer che viene utilizzato durante l’esecuzione di un brano). All’apertura del
programma Caro, i valori delle caselle di testo vengono settati rispettivamente a
0, 0, 100, 10. Il settaggio di questi valori viene fatto nel costruttore della classe
TFormOpzioni, che viene implementato nel ￿le Options.cpp. Al momento del cari-
camento del ￿le MIDI invece il tempo viene di default impostato a 120bpm, mentre
gli altri valori rimangono immutati. Se il MIDI viene caricato correttamente c’Ł la
possibilit￿ di visualizzare il percorso del ￿le in fondo alla scheda.
50Figura 2.6: scheda ￿MIDI Parameters￿ del form Opzioni
- Interface Parameters. Nella seconda scheda (vedi Figura 2.7) troviamo tutti i valori
che permettono a CaRo di rendere interattiva l’interfaccia per l’esecuzione espressi-
va del brano in real time. Questi parametri verranno ripresi piø avanti nell’imple-
mentazione dell’esecuzione espressiva di un brano. Mentre per una spiegazione piø
approfondita Ł necessario fare riferimento alla tesi di Ganeo [36].
Figura 2.7: scheda ￿Interface Parameters￿ del form Opzioni
- MusicXML Parameters. Nella terza scheda (vedi Figura 2.8) troviamo tutte le co-
stanti moltiplicative relative ad ogni tipo di informazione che viene acquisita tramite
l’uso del ￿le MusicXML; infatti ognuna di queste informazioni va ad agire in alcuni
dei parametri del modello utilizzato da CaRo, che permettono la modi￿ca espressiva
del brano MIDI. Nella seconda e nella terza scheda del form Opzioni, ci sono due
51pulsanti Load e Save, che permettono di caricare e salvare i parametri delle scheda
su ￿le di testo. Queste due schede sono risultate molto utili nella fase di testing del
programma CaRo, in quanto permettono la modi￿ca delle costanti moltiplicative
durante l’esecuzione del programma, e l’immediato ascolto dei cambiamenti e￿et-
tuati. I valori di default che contengono le caselle di testo della terza scheda sono
riportati nella sezione 2.8.4, mentre in tutte le caselle della seconda scheda Ł inserito
di default il numero 1 (vedi sempre sezione 2.8.4).
Figura 2.8: scheda ￿MusicXML Parameters￿ del form Opzioni
- Instruments. Nella quarta scheda (vedi Figura 2.9) Ł possibile selezionare lo stru-
mento di esecuzione del brano (al momento CaRo non applica nessuna modi￿ca a
riguardo), e scegliere tramite una check button indicata con play only on channel 1
se il Player deve eseguire tutte le note del ￿le MIDI con il pianoforte. Il Player ha di
default quest’impostazione attivata, quindi verr￿ aggiunto un evento, che modi￿ca
il timbro, alla sequenza MidiShare solo se tale opzione non Ł selezionata. All’avvio
del programma CaRo l’opzione play only on channel 1 non Ł selezionata.
Quando l’utente preme sui pulsanti Load o Save della seconda e terza scheda, vengo-
no richiamate delle funzioni del form Opzioni. Tali funzioni sono implementate nel ￿le
Opzions.cpp, e sono in tutto quattro, una per ogni pulsante.
LoadAdjectivesParametersClick Questa funzione viene chiamata alla pressione del
tasto LOAD Parameters from File presente nella seconda scheda del form Opzioni.
La funzione apre una ￿nestra di dialogo di Windows per la scelta del ￿le di testo
da aprire; se scelto correttamente il ￿le conterr￿ tutte le informazioni da inserire
nelle caselle di testo della seconda scheda. Per farlo basta eseguire una scansione
riga per riga del ￿le, estrarre il valore numerico, ed inserirlo nella casella di testo
52Figura 2.9: scheda ￿Instruments￿ del form Opzioni
corrispondente. Esempio del contenuto di un ￿le di testo per la scheda Interface
Parameters del form Opzioni:
0,85 Bright/Brillante - Ktempo
1 Bright/Brillante - Mvelocity
1,25 Bright/Brillante - Kvelocity
0,57 Bright/Brillante - Klegato
1 Hard/Duro - Ktempo
1 Hard/Duro - Mvelocity
1,4 Hard/Duro - Kvelocity
1 Hard/Duro - Klegato
0,9 Light/Leggero - Ktempo
1 Light/Leggero - Mvelocity
0,7 Light/Leggero - Kvelocity
0,6 Light/Leggero - Klegato
1,2 Soft/Morbido - Ktempo
1,4 Soft/Morbido - Mvelocity
0,6 Soft/Morbido - Kvelocity
2,12 Soft/Morbido - Klegato
1,3 Heavy/Pesante - Ktempo
0,5 Heavy/Pesante - Mvelocity
1,5 Heavy/Pesante - Kvelocity
1,4 Heavy/Pesante - Klegato
SaveAdjectivesParametersClick Questa funzione fa l’esatto contrario della funzione
precedente: salva i dati contenuti nelle caselle di testo della seconda scheda del form
53Opzioni, in un ￿le di testo simile a quello dell’esempio appena visto. La funzione
viene chiamata quando viene premuto il tasto SAVE Parameters to File. Per inserire
i dati nel ￿le di testo vengono utilizzate le librerie IOStream; infatti la funzione
ofstream file(completePath);
permette di aprire un ￿le situato in completePath in scittura, e di utilizzare la
semplice formulazione
<< pesKlegato->Text.c_str() << " Heavy/Pesante - Klegato";
per inserire le informazioni del form e stringhe all’interno del ￿le.
LoadMusicXMLParametersClick Questa funzione viene chiamata appena si preme
sul pulsante LOAD Parameters from File della terza scheda del form Opzioni. Ese-
gue le stesse operazioni di LoadAdjectivesParametersClick, con la di￿erenza che
il contenuto del ￿le di testo caricato deve corrispondere alle caselle di testo della





















0,7 Dynamics0 pp - pianissimo
540,8 Dynamics1 p - piano
0,9 Dynamics2 mp - mezzo-piano
1 Dynamics3 mf - mezzo-forte
1,1 Dynamics4 f - forte
1,2 Dynamics5 ff - fortissimo
1,6 Cmelodia
Piø avanti verr￿ visto che questo non Ł un semplice esempio di ￿le di testo, ma i
valori riportati all’inizio di ogni riga sono i valori di default che vengono caricati nel
form Opzioni all’apertura dell’applicazione CaRo (vedi ￿ne capitolo 2.8.4).
SaveMusicXMLParametersClick Questa funzione viene chiamata quando viene pre-
muto il pulsante SAVE Parameters to File della terza scheda del form Opzioni. L’im-
plementazione della funzione Ł molto simile a SaveAdjectivesParametersClick,
con la di￿erenza che i valori salvati vengono presi dalle caselle di testo della scheda
MusicXML Parameters.
2.6 Esecuzione meccanica di un ￿le MIDI
Con esecuzione meccanica si intende l’esecuzione, da parte del player MidiShare, del brano
midi assegnato, cioŁ la semplice esecuzione delle note che vanno a comporre lo spartito del
￿le midi. Come si pu￿ vedere in Figura 2.10, per e￿ettuare tale operazione basta avviare
l’applicazione CaRo 2.0, andare sul Menu e premere
File -> Open...
A video si aprir￿ una ￿nestra che permetter￿ di selezionare un ￿le MIDI dal computer.
Fatto questo noteremo nella status bar (nella parte bassa dell’interfaccia) la scritta MIDI
￿le was read, ad indicare il fatto che il midi ￿le Ł stato letto correttamente. Per eseguire
il brano MIDI appena caricato (vedi Figura 2.11), basta andare sul menu e premere
Play -> Play Mechanical
Inizier￿ cosi automaticamente l’esecuzione del brano. Se si vuole terminare anticipata-
mente la riproduzione del MIDI, basta cliccare col mouse Stop dal menø Play. Ogni
operazione eseguita con l’interfaccia del CaRo va a modi￿care la status bar; questo per-
mette all’utente di capire l’azione appena eseguita, o l’elaborazione che il programma ha
appena terminato.
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Figura 2.11: Avvio esecuzione meccanica di un ￿le MIDI
562.6.1 Apertura del ￿le MIDI
Vengono ora analizzate le parti di codice che permettono di e￿ettuare l’esecuzione mec-
canica di un ￿le midi.
Alla pressione del tasto Open... viene eseguita la funzione FileOpen, interna a TSpazio.
Le librerie gra￿che VCL danno la possibilit￿ al C++Builder di interagire con le principali
￿nestre di dialogo di Windows. Nel nostro caso TOpenDialog Ł la classe che permette di
aprire un ￿le tramite ￿nestra di dialogo Windows. Quindi attraverso l’istruzione
FileOpenDialog->Execute()
si apre la ￿nestra di windows nella quale l’utente sceglier￿ il ￿le midi, e attraverso
l’istruzione
NomeFile = FileOpenDialog->FileName
avremo il percorso della locazione di tale ￿le nel pc. Fatto questo viene richiamata la fun-
zione LeggiMidiFile, la quale legge il ￿le MIDI, lo trasforma in una sequenza MidiShare
e carica tale sequenza nel Player. Successivamente la funzione FileOpen abilita alcuni
pulsanti del menø, in modo che possano essere utilizzati.
La funzione LeggiMidiFile Ł stata creata per trasformare il ￿le MIDI (passato in
input) in una sequenza MidiShare, che viene poi caricata nel Player e restituita alla ￿ne
della chiamata alla funzione. Questo perchØ nel Player la comunicazione MIDI Ł basta
su messaggi detti eventi. Una sequenza MidiShare Ł una sequenza di eventi che indicano
qualsiasi tipo di informazione usata dal Player (inizio nota, ￿ne nota, ProgChange, ecc.);
ogni evento ha un puntatore all’evento successivo ( link), e questo ci permette di scandire
tutta la sequenza. Il Player ci da la possibilit￿ di utilizzare la funzione MidiFileLoad per
leggere da un ￿le MIDI.
MidiFileLoad( itsName, seq, &fdInfo)
I parametri in ingresso sono il percorso del ￿le, il puntatore ad una sequenza MidiShare
(inizialmente vuota, nella quale viene caricata la sequenza), e un puntatore ad un oggetto
di tipo MidiFileInfos, il quale contiene alcune informazioni sul ￿le MIDI (numero di tick
per nota da quarto, numero di tracce, ecc). Tale funzione restituisce un error code, cioŁ
un codice numerico che viene utilizzato per capire se sono avvenuti degli errori (0=nessun
errore, 1=errore di apertura ￿le, 2=errore di lettura ￿le, ...).
La sequenza MidiShare viene poi caricata nel Player attraverso la funzione
SetAllTrackPlayer, la quale rimpiazza tutte le tracce presenti nel Player con una nuova
sequenza MidiShare passata in ingresso. Se viene caricato un ￿le MIDI multi-track, tutte
le tracce vengono messe assieme in un’unica sequenza MidiShare, e vengono distinte tra
di loro tramite un reference number (uno dei campi dell’evento MIDI). Una particolare
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esecuzione la sequenza MidiShare passata come parametro viene completamente svuotata,
quindi Ł necessario e￿ettuarne una copia prima di utilizzarla. In alternativa Ł possibile,
successivamente, estrarre dal Player una alla volta le track in esso inserite (utilizzando
GetTrackPlayer), e riunirle in una nuova sequenza MidiShare. Nell’implementazione
del programma CaRo viene scelta questa seconda opzione: GetTrackPlayer estrae una
traccia alla volta come se fosse una sequenza MidiShare, e poi tale traccia viene aggiunta
alla sequenza MidiShare seq (inizialmente vuota) utilizzando la funzione AggiungiSeq
creata appositamente. In questo modo viene caricata la sequenza MidiShare nel Player,
e la funzione LeggiMidiFile pu￿ restituire un puntatore (seq) a tale sequenza.
Il prototipo della funzione AggiungiSeq Ł il seguente
MidiSeqPtr TSpazio::AggiungiSeq(MidiSeqPtr src, MidiSeqPtr dst)
Tale funzione incorpora la sequenza MidiShare src nella sequenza MidiShare dst, re-
stituendo un puntatore alla sequenza risultante (cioŁ dst). Gli eventi all’interno della
sequenza dst risultante rimangono ordinati a seconda del loro campo date, cioŁ secon-
do l’istante temporale di ogni evento. AggiungiSeq esamina uno ad uno gli eventi della
sequenza src, e in base al tipo di evento e￿ettua le seguenti operazioni:
- se Ł un evento di tipo nota (typeNote), viene fatta una duplicazione della struttura
dell’evento, e tale copia viene aggiunta alla sequenza dst utilizzando la funzione
MidiAddSeq. MidiAddSeq Ł una funzione interna a MidiShare.h che permettere
di aggiungere un’evento all’interno della sequenza MidiShare mantenendo l’ordine
degli eventi in base al loro date (istante temporale dell’evento).
- un evento di tipo ’inizio nota’ (typeKeyOn) e un evento di tipo ’￿ne nota’ (typeKeyOff)
vengono raggruppati in un unico evento di tipo nota ( typeNote), e aggiunto alla
sequenza dst. Il tipo di evento ’￿ne nota’ pu￿ essere identi￿cato anche da un evento
di tipo typeKeyOn con velocity nulla. Il campo duration del nuovo evento nota
sar￿ calcolato come la di￿erenza dei date dei due eventi on e o￿ corrispondenti.
- un evento di tipo tempo (typeTempo) viene duplicato e aggiunto alla sequenza dst.
Questo tipo di evento va a modi￿care la velocit￿ di esecuzione del ￿le midi dato in
ingresso; piø precisamente va a modi￿care il BPM, cioŁ il numero di note da quarto
per minuto. Per questo motivo viene anche modi￿cato il valore del tempo nel form
Opzioni con tale valore di BPM. Nell’evento typeTempo per￿ il valore del tempo Ł
in microsecondi per nota da quarto, quindi Ł necessario trasformarlo in un valore
che indica il numero di note da quarto per minuto:
581 microsecondo = 0,001 ms = 0,000001 s
1 minuto = 60 secondi = 60000000 microsecondi
FormOpzioni->tempo->Text=60000000.0/(float)MidiGetField(e,0);
- un evento di tipo program change (typeProgChange) va ad impostare un speci￿co
timbro musicale (o program) ad un dato channel. Nel form Opzioni Ł presente una
check button indicata con play only on channel 1 che se selezionata, fa in modo
che il Player esegua tutte le note del ￿le MIDI col pianoforte. Essendo questa
un’impostazione di default del Player, tale evento viene aggiunto alla sequenza dst
solo se tale opzione non Ł selezionata, in modo tale che il Player possa modi￿care il
timbro in base a tale evento.
2.6.2 Esecuzione meccanica
Una volta caricato il ￿le MIDI nell’applicazione CaRo, il brano Ł pronto per essere eseguito
in maniera meccanica. Alla pressione del tasto Play Mechanical dal menø, viene chiamata
la corrispondente funzione PlayMechanical di TSpazio. Tale funzione non fa altro che
avviare il Player attraverso la seguente riga di codice
StartPlayer(ourRefNum);
La funzione StartPlayer Ł interna al Player (passato in input), e permette l’esecuzione
del brano MIDI precedentemente caricato partendo dall’inizio.
Se l’utente vuole terminare anticipatamente l’esecuzione del ￿le Midi, deve premere il
pulsante Stop dal menø, in modo che venga chiamata automaticamente la corrispondente
funzione MenuPlayStop di TSpazio. Questa funzione richiama una funzione del Player
StopPlayer(ourRefNum);
la quale ferma il Player bloccando l’esecuzione del ￿le MIDI corrente, e manda al Player
tutti quegli eventi mancanti che sono legati ad eventi gi￿ interni al Player (ad esempio
gli eventi di tipo typeKeyOff). Per concludere in MenuPlayStop, c’Ł una parte di codice
che verr￿ utilizzata solo quando viene fatta un’esecuzione espressiva del ￿le MIDI: si
tratta di alcune righe di codice che chiedono all’utente se salvare il brano espressivo
appena eseguito; in caso a￿ermativo verr￿ chiamata una funzione apposita che permette
di eseguire questa operazione (vedi la sezione 2.9).
2.7 Esecuzione neutra di un ￿le MIDI
Come gi￿ accennato ad inizio capitolo, una performance neutra [15] Ł un’esecuzione
umana senza una precisa intenzione espressiva, nella quale il musicista introduce gi￿ di
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2.0, con esecuzione neutra si intende l’esecuzione da parte del Player del brano assegnato,
prendendo informazioni sia dal ￿le MIDI, e sia da un ￿le MusicXML. L’interfaccia di Caro
infatti permette, attraverso il menø, di caricare un ￿le MIDI e facoltativamente di caricare
anche un ￿le MusicXML. Se quest’ultimo viene caricato avremo attiva anche l’opzione per
un’esecuzione neutra del ￿le MIDI, oltre all’esecuzione meccanica del brano musicale.
2.7.1 MusicXML e Finale
MusicXML Ł un sistema di codi￿ca XML (eXtensible Markup Language) in grado di rap-
presentare il sistema di notazione musicale occidentale, cioŁ quello attualmente utilizzato.
L’XML Ł un linguaggio di markup aperto che viene utilizzato per creare nuovi linguag-
gi, usati per descrivere documenti strutturati. MusicXML, in quanto codi￿ca XML, Ł
quindi un linguaggio libero di essere usato da tutti sotto licenza senza diritto di autore
(royalty-free), e o￿re le potenzialit￿ dell’XML quali la strutturazione dei dati, la modula-
rit￿, e l’estensibilit￿. Lo scopo e l’uso principale di MusicXML Ł l’interscambio di spartiti
musicali su internet. Mentre il formato MIDI (Musical Instrumental Digital Interface)
nasce come supporto alle performance musicali, ed Ł un linguaggio informatico che da
vita al protocollo di interazione tra strumenti musicali elettronici diversi, il MusicXML
si propone come uno standard di codi￿ca dello spartito musicale: una volta codi￿cato, lo
spartito pu￿ essere considerato come un database semi-strutturato e quindi interrogato e
rielaborato.
L’obiettivo che ci ha portato all’uso di questo tipo di ￿le Ł il seguente
La miglioria da dare al programma CaRo originale (1.4) era quella di poter
dare delle informazioni aggiuntive al Player, oltre al ￿le MIDI dato in
ingresso, allo scopo di poter dare maggiore espressivit￿ esecutiva al ￿le
audio. Il modo piø immediato per far questo era quello di prendere lo spartito
musicale corrispondente al ￿le MIDI in ingresso, aggiungere delle informazioni
alle note di tale spartito, salvare in qualche modo queste informazioni in un
￿le, e poter usare al momento opportuno tali informazioni, cioŁ durante
l’esecuzione del ￿le MIDI da parte del Player.
Lo strumento utilizzato per aggiungere informazioni allo spartito musicale Ł il software
Finale.
Finale Ł un programma di impaginazione musicale per spartiti, usato sia da dilettanti
che da professionisti del campo musicale come editor di musica digitale. Il programma
permette di visualizzare lo spartito di qualsiasi ￿le con estensione MIDI, e di salvare il
documento in piø formati come MUS (formato proprietario) e MIDI. Inoltre da la possi-
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e la facilit￿ d’uso del programma, fanno si che sia stato scelto per eseguire quello di cui
abbiamo bisogno. Quindi i passi preliminari che l’utente dovr￿ fare prima di usare CaRo,
per ottenere un’esecuzione neutra del ￿le MIDI, saranno i seguenti:
1. aprire con Finale il ￿le MIDI che sar￿ dato in input al programma CaRo 2.0. Al
momento dell’apertura si pu￿ decidere se mettere ogni traccia in un pentagramma
diverso (Tracks become staves), o se riunirle in un’unica riga. Noi abbiamo scelto la
seconda (vedi Figura 2.12), quindi i passaggi per mettere tutte le tracce nello stesso
pentagramma sono: Set Track-To-Sta￿ list -> AutoSet to Tracks -> selezionare la
traccia -> scegliere None nella sezione split.
Figura 2.12: Apertura di un ￿le MIDI con Finale
2. aggiungere allo spartito musicale tutte le informazioni espressive utilizzando gli stru-
menti o￿erti dal software Finale (vedi Figura 2.13). Il programma CaRo 2.0 non Ł in
grado di riconoscere ed elaborare tutte le possibili informazioni che Finale permette
di aggiungere. Le informazioni aggiuntive che CaRo riconosce sono le seguenti:
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Figura 2.13: Aggiunta di informazioni espressive allo spartito musicale (articulation)
3. salvare con Finale lo spartito in formato MusicXML. Per farlo andare su File ->
MusicXML -> Export. Se in futuro si volessero aggiungere ulteriori informazioni
espressive allo spartito Ł consigliabile salvare anche in formato MUS; tale formato
Ł proprietario a Finale, e permettere al programma di aprire lo spartito nelle mede-
sime condizioni iniziali. Finale ha anche la possibilit￿ di importare ￿le MusicXML,
ma il programma aggiunge automaticamente delle modi￿che allo spartito che lo ren-
derebbero diverso dall’originale. Per questo motivo Ł preferibile salvare in formato
MUS.
Completati questi 3 passaggi l’utente pu￿ utilizzare CaRo avendo cos￿ a disposizione il ￿le
MIDI, e il corrispondente ￿le MusicXML. Per ottenere un’esecuzione neutra, l’utente deve
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la voce Open MusicXML dal menu File. Per l’esecuzione del brano ci sono due possibilit￿
disponibili nel menu:
 Play Mechanical permette di eseguire il brano MIDI senza informazioni espressive
aggiuntive (Ł l’esecuzione meccanica spiegata precedentemente).
 Play Neutral permette di eseguire il brano MIDI con le informazioni aggiuntive
estrapolate dal ￿le MusicXML (Ł l’esecuzione neutra del brano).
Da notare che il caricamento del ￿le MusicXML Ł un’operazione opzionale, mentre il
caricamento del ￿le MIDI Ł obbligatoria.
2.7.2 Classe XML
Dal punto di vista implementativo, l’aggiunta del ￿le MusicXML comporta l’esigenza di
una struttura dati che sia in grado di estrarre le informazioni inserite in questo tipo di ￿le,
di elaborarle, e di utilizzarle al momento opportuno. Per questo ￿ne Ł stata creata una
classe (chiamata XML), che o￿re una semplice struttura dati per organizzare e memorizzare
tali informazioni. La scelta del tipo di dati da adottare per il salvataggio, e i metodi da
utilizzare per l’estrapolazione e l’applicazione di tali informazioni, ha reso necessario una
minima conoscenza delle informazioni musicali che possono essere aggiunte da Finale allo
spartito musicale. Qui di seguito verranno illustrati tutti i componenti e le procedure che
permettono a CaRo 2.0 di utilizzare i ￿le MusicXML.
XML.h Ł un header ￿le che contiene i prototipi delle funzioni e delle variabili che
vengono utilizzate dalla classe XML. In CaRo, ad ogni nota dello spartito musicale viene
associato un oggetto di tipo XML, solo se tale nota ha delle informazioni che sono state




























void setLegatoNumber(int riga, int n);
void setLegatoStart(int riga, int start);








void setPedale (int p);
};
ID. L’ID Ł l’identi￿cativo della nota, che la distingue dalle altre note. Ad ogni nota dello
spartito viene associato un numero intero partendo da 0, se poi successivamente vengono
aggiunte delle informazioni ad una nota con Finale, il suo corrispondente numero intero
diventa il suo ID.
respiro. In inglese Ł detto anche Breath Mark, e il suo simbolo Ł una virgola posta
appena dopo la nota interessata (vedi Figura 2.14). Negli strumenti a ￿ato o a voce, il
respiro indica un momento in cui si pu￿ prendere respiro, mentre per gli strumenti non
a ￿ato indica il momento in cui si pu￿ prendere una breve pausa. Nel nostro caso tale
variabile pu￿ assumere due valori: 1 se la nota corrispondente ha un respiro posto appena
dopo, 0 altrimenti.
64Figura 2.14: Respiro
accento. L’accento dinamico viene indicato gra￿camente con la parentesi angolata >
(accento orizzontale o accento lungo), e viene posto sopra o sotto una nota (vedi Figu-
ra 2.15). La nota con l’accento deve essere eseguita con una intensit￿ sonora piø forte. La
variabile accento vale 1 se la nota corrispondente ha un accento, 0 altrimenti (￿La lezione
di chitarra￿, n.d).
Figura 2.15: Accento orizzontale
dinamica. In musica le dinamiche sono dei simboli posti nello spartito che indicano con
quale intensit￿ devono essere eseguite le note successive (vedi Figura 2.16).
Figura 2.16: Simboli di dinamiche nello spartito
Nel pentagramma vanno messi nel punto dopo il quale vogliamo che le note vengono
eseguite con quell’intensit￿ speci￿cata dalla dinamica; in questo caso verr￿ creato un
oggetto XML per tutte le note successive a tale dinamica, in modo che possono contenere
le informazioni per l’applicazione della dinamica. Nel programma vengono gestite solo
alcune tra le tante dinamiche disponibili. La variabile pu￿ contenere i seguenti valori:
65valore simbolo signi￿cato
0 nessuna dinamica
1 pp pianissimo (very soft)
2 p piano (soft)
3 mp mezzo piano (moderately soft)
4 mf mezzo forte (moderately loud)
5 f forte (loud)
6 ￿ fortissimo (very loud)
tenuto. Nel pentagramma Ł indicato con un trattino posto sopra alla nota (vedi Figu-
ra 2.17). Con il tenuto la nota diventa piø lunga e un po’ piø forte (come un leggero accen-
to). Tale variabile vale 1 in presenza dell’accento nella nota corrispondente, 0 altrimenti
(￿MusicArrengers￿, n.d.).
Figura 2.17: Tenuto
staccato. Detto anche Dot Staccato. Viene indicato con un puntino posto sopra o sotto
ad una nota (vedi Figura 2.18). Tale simbolo indica che la nota Ł separata o sconnessa
dalle note successive, quindi richiede un’esecuzione piø breve della nota, normalmente la
met￿ della sua durata originale (￿MusicArrengers￿, n.d.).
Figura 2.18: Staccato
pedale. La funzione principale del pedale Ł quella di lasciar risuonare una nota anche
dopo aver abbandonato il tasto (￿Tecnica pianistica: il pedale￿, n.d.). Nel programma
l’informazione del pedale viene associata alla nota immediatamente successiva al simbolo






3 start pedale e stop pedale
nella stessa nota
Figura 2.19: Simboli che indicano l’inizio e la ￿ne del pedale
legato[10][3]. Detto anche Slur. Nel pentagramma Ł indicato con un arco tra due
note (anche con pitch diverso), o tra un gruppo di note. Un’altra espressione musicale
che viene indicata con lo stesso simbolo Ł il Tie, un arco che collega due note con lo
stesso pitch. Il programma CaRo non memorizza in nessuna struttura le informazioni di
eventuali tie inseriti nello spartito, ma gestisce comunque la presenza di tie al momento
della lettura del ￿le MusicXML. Tie e legato indicano che l’esecuzione deve essere smoo-
thly, cioŁ le note di una frase melodica devono essere eseguite accostate l’una all’altra
senza interruzioni, in modo che il suono dell’una inizi non appena cessa quello della nota
precedente (￿MusicArrengers￿, n.d.). La variabile legato memorizza solo le informazioni
riguardante gli slur inseriti nello spartito musicale. Tale variabile Ł una matrice 10x3 che
viene abbinata ad una nota nella quale inizia o ￿nisce un legato (se il legato raggruppa
piø di due note, le note intermedie non avranno nessuna matrice associata). La scelta di
una matrice come variabile risiede nel fatto che da una nota possono partire o ￿nire piø
legato contemporaneamente. Ad ogni riga della matrice corrispondono le informazioni di
uno solo dei legato presenti in quella nota. Nella prima colonna viene indicato il number
(l’id) del legato in quella nota, nella seconda colonna viene messo 1 se il legato parte dalla
nota (0 altrimenti), e nella terza colonna viene messo 1 se il legato ￿nisce in quella nota
(0 altrimenti).
Se ad esempio dalla nota partono 3 slur e terminano 2 slur (vedi Figura 2.20), allora la
matrice Ł composta da 5 righe. I number di ogni riga sono estratti dal ￿le MusicXML,
e di solito sono dei numeri interi (quindi essendo nell’esempio all’inizio dello spartito i
number andranno da 1 a 5).
67Figura 2.20: Esempio di note con dei legato
La matrice supporta al massimo 10 slur per ogni nota; in caso di necessit￿ basta aumen-
tarne le dimensioni.
numLegato. Tale variabile contiene il numero di legato presenti nella nota corrente. Questa
informazione diventa utile nel momento in cui si vuole scandire la matrice dei legato (ad
esempio per stamparne il contenuto).
nota. Contiene il valore del pitch della nota. Il pitch indica la posizione in verticale della
nota nello spartito musicale, e nel ￿le MusicXML viene indicato attraverso una lettera
maiuscola (vedi Figura 2.21).
Figura 2.21: Pitch e relative lettere
Nella parte pubblica della classe XML oltre al costruttore ci sono un elenco di funzioni
che permettono l’estrazione e l’inserimento dei valori delle variabili private sopra citate.
Tali metodi sono implementati nel ￿le modello.cpp che, come gi￿ detto in precedenza,
include l’header ￿le XML.h. La parte implementativa della classe Ł molto semplice: il
costruttore pone a 0 tutte le variabili (compresi gli elementi della matrice), i metodi get
ritornano il valore della variabile, mentre i metodi set impostano il valore della variabile
corrispondente in base al valore passato come parametro.
2.7.3 Parser del ￿le MusicXML
Verr￿ ora analizzato cosa succede quando l’utente e￿ettua un’esecuzione neutra del ￿le
MIDI. Dopo aver aperto il MIDI con CaRo, l’utente carica il ￿le MusicXML corrisponden-
te premendo su Open MusicXML dal menu File. Alla pressione del tasto viene chiamata
automaticamente la funzione MenuOpenMusicXMLClick interna a TSpazio. Anche
qui viene usata una ￿nestra di dialogo Windows per la scelta del ￿le, e poi viene chiamata
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cXML. Quest’ultima funzione ha in input il percorso del ￿le MusicXML, scandisce tutte
le righe del ￿le, ed estrae le informazioni utili per poi inserirle in oggetti della classe XML.
Per ogni nota del brano a cui sono associate delle informazioni aggiuntive, viene creato
un oggetto XML ed inserito in un vettore dinamico (contenitore), in modo che tali oggetti
possono essere utilizzati successivamente dal programma. Il vettore o￿re metodi come
push_back() per inserire un elemento alla ￿ne del vettore allocando memoria se neces-
sario, pop_back() per eliminare l’ultimo elemento, e size() per conoscere il numero di
elementi inseriti. Altre variabili utilizzate in ParserMusicXML sono:
- numeroNota, che viene utilizzato per numerare le note dello spartito (la prima nota
corrisponde al numero 0, le pause non vengono contate come note);
- f, una variabile di tipo ifstream all’interno della quale viene inserito il contenuto
del ￿le MusicXML. Ifstream fornisce un’interfaccia per la lettura di dati da ￿le di
input;
- riga, una stringa che viene utilizzata per estrarre una riga alla volta dal contenuto
della variabile f;
- ogg, una variabile di tipo XML. ¨ l’oggetto nel quale di volta in volta vengono inserite
le informazioni estratte dal ￿le MusicXML, e che poi viene inserito nel vettore
contenitore;
- trovato, una variabile booleana che indica di volta in volta se Ł stata trovata qualche
informazione utile: se Ł stata trovata vuol dire che bisogna riempire il contenitore
con un nuovo oggetto XML, altrimenti non serve far niente.
Per estrarre informazioni dal ￿le MusicXML, Ł necessario sapere com’Ł strutturato. Quin-
di verr￿ spiegato anche come sono descritte le informazioni da estrarre all’interno del ￿le.
Ogni battuta dello spartito ha la seguente struttura, che si riferisce ad una battuta con













































Come si pu￿ notare ogni riga Ł formata da tag che danno delle informazioni ben precise.
 number del tag measure indica il numero della battuta (nell’es. siamo nella battuta
numero 2);
 note indica una nota in ogni battuta, mentre default-x la sua posizione nello
spartito (rispetto l’inizio della battuta) se apro il ￿le con Finale;
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 pitch indica il tipo di nota a cui ci stiamo riferendo. Sostituendo questo elemento
con <rest/> al posto della nota avremo una pausa della stessa durata;
 duration indica quante parti di semiminima (cioŁ la nota da quarto) stiamo consi-
derando per la nota in corso. Ad esempio se vale 1 sia la duration sia la division
(Ł indicata all’inizio del ￿le MusicXML, ed Ł l’unit￿ di misura che indica in quan-
te parti si suddivide una nota da quarto), allora la nota corrente dura come una
semiminima;
 voice indica il numero della voce. Se ad esempio Ł un brano con 2 voci parallele,
avremo delle note per la voce 1, e delle note per la voce 2;
 type indica come Ł rappresentata la nota corrente. In questo caso Ł rappresentata
con una nota da quarto (lo si poteva capire anche dalla duration);
 stem indica gra￿camente il verso della stanghetta della nota (up o down).
La funzione ParserMusicXML e￿ettua un ciclo while su f, estraendo ad ogni iterazione
una riga del ￿le (come quelle dell’esempio appena visto) usando il comando
getline(f, riga);
Poi per ogni riga vengono controllati i tag, e vengono estratte le informazioni necessarie.
Per veri￿care il tipo di tag presente nel record corrente, viene estratta una sottostringa
della riga utilizzando il metodo substr, e poi confrontando il suo contenuto con il tag
utilizzando il metodo compare. Queste funzioni sono proprie della classe string. Esempio
per controllare se alla riga corrente c’Ł il tag note verranno eseguite le seguenti operazioni:
if (riga.size()>11) nota = riga.substr(6,6);
if (nota.compare("<note ")==0){ ... }
Nella prima riga vengono estratti 6 caratteri dal record a partire dalla posizione 6 (l’if
serve per evitare errori di puntatori nella funzione substr). Nella seconda riga invece
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ritorna 0, altrimenti un numero diverso da 0.
Rilevazione delle note (<note ). Quando siamo in presenza del tag note vuol dire
che le righe successive conterranno informazioni riguardanti una nota musicale. In questo
caso viene creato un nuovo oggetto di tipo XML (ponendo il puntatore di tale oggetto
nella variabile ogg), nel quale viene inserito il numeroNota corrente come ID utilizzando il
metodo pubblico corrispondente. Quando poi successivamente si arriver￿ ad una riga col
tag </note>, verr￿ valutata la variabile trovato: se vale false non accade nulla, mentre
se vale true signi￿ca che nella nota corrente sono state trovate delle informazioni aggiunte
con Finale, e quindi l’oggetto ogg viene aggiunto in fondo al vettore contenitore.
Pitch (<step>). Per ogni nota che viene aggiunta al vettore contenitore, viene estratta
anche l’informazione del pitch. Come si vede facilmente dall’esempio visto in precedenza,
il valore del pitch si trova in corrispondenza del tag <step>. Questo valore viene poi
inserito nel campo nota dell’oggetto XML ogg.
Pause (<rest/>).Nel ￿le MusicXML le pause vengono trattate come note, la di￿erenza
risiede nella presenza del tag <rest/> al posto del tag <step>, che individua il pitch.
In fase di progettazione abbiamo deciso di non considerare le pause come delle note,
nonostante siano introdotte dal tag note. Per questo motivo quando siamo in presenza
del tag <rest/> decrementiamo il contatore numeroNota (che individua l’ID delle note),
in modo tale da annullare gli e￿etti dell’incremento fatto alla variabile durante la lettura
del tag note.
Respiro (<breath-mark). Alla presenza del tag del respiro, viene messa a 1 la corrispon-
dente variabile dell’oggetto XML corrente. Essendo il respiro un’informazione aggiunta con
Finale, la variabile trovato viene impostata a true.
Accento (<accent). Stesse operazioni del respiro anche per l’accento: la variabile accento
dell’oggetto viene impostata a 1, e trovato viene messo a true.
Tenuto (<tenuto). Anche per il tenuto, viene messa a 1 la variabile tenuto dell’oggetto
XML, e a true la variabile booleana trovato.
Staccato (<staccato). Nel caso di staccato la variabile staccato viene impostata a 1,
e trovato a true.
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gono individuate dal tag <dynamics dopo il quale Ł presente la posizione del simbolo della
dinamica nello spartito (a partire dal carattere 31 della riga), mentre alla riga successiva
del ￿le MusicXML Ł presente il tipo di dinamica (pp, p, mp, mf, f, ￿). La di￿erenza
rispetto ai tipi visti in precedenza, sta nel fatto che un simbolo di dinamica ha e￿etti
per tutte le note successive, a partire dalla posizione del simbolo nello spartito. Questo
e￿etto va avanti ￿nchØ non cambia la dinamica o ￿no al termine delle note. Per questo
motivo Ł necessario un codice piø elaborato, per far in modo che anche le note successive
alla dinamica abbiano un proprio oggetto di tipo XML nel vettore contenitore. In questo
modo Ł possibile applicare gli e￿etti della dinamica a tutte le note successive. In CaRo
viene utilizzato un vettore dinamico din, che viene riempito mano a mano che si trova
una dinamica nel ￿le. Il vettore ha una struttura particolare. In esso vengono alternate
2 tipi di informazioni:
X D X D .. .. X D -1
Dove X indica la posizione della dinamica nello spartito, mentre D indica il tipo di dinamica.
L’ultimo simbolo sar￿ sempre -1, il quale indicher￿ la ￿ne del vettore. Quindi ogni volta
che troviamo il tag <dynamics, viene estratta la posizione del simbolo della dinamica e
inserita nel vettore din. Poi si avanza nel ￿le di una riga, si estrae il tipo di dinamica, e
la si inserisce anch’essa nel vettore din. Grazie a questo il vettore din si riempir￿, man
mano che si scandisce il ￿le, delle dinamiche presenti nello spartito. Per salvare queste
informazioni in un oggetto di tipo XML Ł necessario aggiungere una porzione di codice
nella parte che rileva il tag note. Se al momento dell’individuazione del tag di una nota
il vettore din non Ł vuoto, allora vuol dire che Ł stata precedentemente inserita qualche
dinamica. Per individuare la posizione della dinamica rispetto alla posizione della nota
corrente, viene estratta la posizione della nota (presente nella riga del tag note) e poi
confrontata:
- se la posizione della nota Ł dopo la posizione della dinamica, allora tale dinamica
deve essere applicata alla nota corrente. Per farlo basta prendere le informazioni
della dinamica corrente dal vettore din;
- se invece la posizione della nota viene prima della posizione della dinamica, allora
alla nota viene applicata la dinamica precedente (esistente perchØ il vettore din non
era vuoto).
Fatto questo viene impostata a true la variabile trovato, in modo tale da permettere
l’aggiunta dell’oggetto XML nel vettore contenitore.
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pedale. Esistono due tipi di simboli: quello che individua la pressione del tasto pedale
(type=start), e quello che individua il rilascio del tasto pedale (type=stop). Uno stop
in una nota la esclude dagli e￿etti del pedale, mentre uno start la include. Per gestire il
pedale Ł stata creata una variabile statoPedale, che indica di volta in volta se siamo in
uno stato di pedale on o pedale o￿. Quindi, al momento dell’individuazione del tag e del
tipo di pedale, Ł possibile impostare una variabile di appoggio con i seguenti valori:
- 1 se siamo in presenza del simbolo start pedale;
- 2 se siamo in presenza del simbolo stop pedale;
- 3 se siamo in presenza di un simbolo start pedale e un simbolo stop pedale nella
stessa nota;
- 0 se non abbiamo nessun simbolo che riguarda il pedale.
Nel ￿le MusicXML le righe che riguardano il tag <pedal sono posizionate prima della riga
col tag note della nota corrispondente al pedale. Per questo motivo la variabile pedale
dell’oggetto XML viene settata, con il valore della variabile di appoggio, nel momento in
cui viene individuata la riga della nota.
Tie (<tied). Nel ￿le MusicXML esiste il tag tied per identi￿care un tie tra due note con
lo stesso pitch. In corrispondenza della prima nota Ł di tipo start, mentre in presenza
della seconda nota Ł di tipo stop. Nel ￿le midi invece, due note legate da un tie vengono
viste come un’unica nota di durata pari alla somma delle durate delle due note. Quindi per
evitare sincronizzazioni sbagliate tra il numero di note dello spartito, e gli eventi di tipo
nota della sequenza MidiShare, viene solo decrementata di uno la variabile numeroNota
in presenza di un tie-stop, e se serve viene creato un oggetto XML in presenza della prima
nota. Se esiste qualche informazione aggiuntiva sulla seconda nota viene persa, in quanto
al momento CaRo non prevede la gestione delle informazioni di entrambe le note. Un
miglioramento utile al programma sarebbe quello di raccogliere le informazioni di tutte e
due le note e riunirle in un’unica nota, creando se necessario un oggetto XML.
Legato (<slur). Ogni nota pu￿ avere piø di un tag di tipo <slur in quanto da una nota
possono iniziare/terminare piø legato contemporaneamente. Nell’oggetto di tipo XML della
nota verranno inserite le informazioni di ogni legato: se si tratta di un legato-start o di
un legato-stop, un numero intero (contaSlur) che permetter￿ di distinguere i legato di
una stessa nota tra di loro, e un numero intero ( number) che identi￿ca il legato nel ￿le
MusicXML. Il valore di contaSlur viene azzerato ogni volta che aggiungiamo un nuovo
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sequenza di legato presenti all’interno dello spartito musicale.
La funzione ParserMusicXML termina con una parte di codice che permette la stampa di
un messaggio a video con tutte le informazioni raccolte e contenute nel vettore, oppure
la stampa di queste informazioni su un ￿le di testo ( FileInfo.txt), che se non presente
viene creato nella cartella del programma CaRo.
2.7.4 Classe Parabola
Prima di passare alla spiegazione dell’esecuzione neutra del ￿le MIDI, che utilizza le infor-
mazioni raccolte negli oggetti XML grazie alla funzione ParserMusicXML, Ł stato necessario
creare una nuova classe: Parabola. Tale classe permette di creare nuovi tipi di oggetti,
che verranno poi utilizzati per gestire le informazioni dei legato durante l’esecuzione neu-
tra del ￿le. La classe e i prototipi delle funzioni sono inserite nel ￿le Parabola.h, il cui




double xVertice; //coordinate del vertice parabola
double yVertice;
double xPuntoSx; //coordinate del punto a sx del vertice
double yPuntoSx;
double xPuntoDx; //coordinate del punto a dx del vertice
double yPuntoDx;





//inizializza tutte le variabili a 0
Parabola();
//calcola i coefficienti a-b-c








//calcola i coefficienti a-b-c
void calcolaParabola(double delta);
//data x, restituisce la coordinata y della parabola
double calcolaY(double coordX);
};
La variabile privata number permette di distinguere le parabole (cioŁ i diversi legato) tra
di loro. Questo perchØ una nota pu￿ essere soggetta a piø legato contemporaneamente. Il
valore di questa variabile viene estratto dal ￿le MusicXML in quanto anch’esso utilizza un
numero intero per distinguere gli slur tra di loro. Gli oggetti di questa classe conterranno
le coordinate dei tre punti che andranno a formare la parabola (vertice, punto a sinistra
del vertice, e punto a destra del vertice), e le tre costanti a-b-c che vanno a formare
l’equazione esplicita della parabola.
y = ax
2 + bx + c
La classe ha due costruttori: uno che inizializza tutte le variabili a 0, e uno che dando
in ingresso le coordinate x dei due punti e il delta, calcola ed imposta il valore delle tre
costanti che vanno a formare l’equazione della parabola. I metodi pubblici permettono
di leggere e settare le variabili private, di calcolare le tre costanti dell’equazione, e di
restituire la coordinata y della parabola corrispondente alla coordinata x data in input alla
funzione. La classe Ł implementata all’interno del ￿le modello.cpp. L’implementazione
Ł molto semplice, e l’unico punto che Ł bene sottolineare Ł come vengono calcolati i valori
di a-b-c. Per trovare queste costanti basta utilizzare la formula della parabola passante
per il vertice ed un punto:
y   yV ertice = a(x   xV ertice)
2
Scegliendo come punto quello a sinistra del vertice, e sostituendo le sue coordinate al
posto di x e y, siamo in grado di calcolare il valore di a. Poi riscrivendo la formula qui
sopra con il valore di a, e portandola in forma esplicita, Ł possibile ricavare anche i valori
di b e c.
2.7.5 Esecuzione neutra
Una volta caricato il ￿le MusicXML con Caro, abbiamo la possibilit￿ di eseguire il ￿le
MIDI in maniera meccanica o in maniera neutra. Alla pressione del tasto Play Mecha-
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del ￿le vista in precedenza. Premendo invece Play Neutral viene chiamata la funzione
PlayNeutral appartenente a TSpazio.
La funzione imposta una variabile (IsNeutra) a true per indicare la pressione del tasto
Play Neutral dal menø, e richiama la funzione PlayExpressiva di TSpazio. Questo
perchØ le operazioni delle due funzioni sono molto simili, e duplicare gran parte del codice
in un’altra funzione risulterebbe inutile. In PlayExpressiva viene svuotato il contenuto
della sequenza MidiShare SeqEspressiva, perchØ verr￿ successivamente riempita con gli
eventi del nuovo brano MIDI appena caricato. Poi vengono estratte tutte le informazioni
presenti nel form Opzioni (ad esclusione della seconda scheda Interface Parameters), ed
inserite nelle seguenti strutture:
- nelle variabili Porta, Tempo, Latenza, e Risoluzione, che sono private della classe
TSpazio, vengono inseriti i corrispondenti valori della prima scheda;
- in SoloPiano viene inserito true se nella quarta scheda del form Opzioni Ł stata
scelta l’opzione play only on channel 1, altrimenti viene inserito false;
- parametriCstaccato Ł un array a livello globale di grandezza 4, che contiene i valori
dei parametri Ktempo, Mvelocity, Kvelocity e Klegato da applicare in presenza di
un staccato nel ￿le MusicXML. Tali valori sono dei parametri moltiplicativi, e si
trovano nella terza scheda del form Opzioni;
- parametriCaccento Ł un array a livello globale che contiene i valori dei quattro
parametri nel caso di un accento;
- parametriCrespiro Ł un array a livello globale che contiene i valori dei quattro
parametri nel caso di un respiro;
- parametriCtenuto Ł un array a livello globale che contiene i valori dei quattro
parametri nel caso di un tenuto;
- parametriDeltaLegato Ł un array a livello globale che contiene i valori dei quattro
parametri in presenza di un legato. A di￿erenza dei precedenti parametri, nel caso
di un legato il parametro si riferisce ad una di￿erenza di valori (delta), utilizzato
per calcolare la costante moltiplicativa da applicare (vedi sezione 2.7.4);
- parametriDynamics Ł un array a livello globale di grandezza 6 che contiene i valori
di Kvelocity per ognuna delle sei dinamiche (pp, p, mp, mf, f, ￿). In base alla
dinamica presente nel ￿le MusicXML, viene utilizzato il parametro moltiplicativo
corrispondente;
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di valore maggiore di 1, che viene utilizzato per aumentare la Kvelocity delle note
presenti nel channel 0. Questa parametro Ł stato creato per permettere di aumentare
l’intensit￿ delle note del canale 0, che di solito sono le note della melodia del brano,
rispetto alle note dell’accompagnamento che di solito si trovano negli altri canali.
Le informazioni inserite nella seconda scheda del form Opzioni invece, vengono estratte
ed inserite nelle variabili corrispondenti solo nel caso in cui l’utente abbia premuto il tasto
Play with Expressiveness dal menø del CaRo (le conseguenze della pressione di questo
tasto vengono spiegate meglio piø avanti). Le variabili sono le seguenti:
- modelloKtempo Ł un array a livello globale di grandezza 5, che contiene i valori del
parametro Ktempo per le 5 intenzioni espressive bright, hard, light, soft, e heavy.
Tali valori sono presenti nella seconda scheda del form Opzioni;
- modelloMvelocity Ł un array a livello globale che contiene i valori del parametro
Mvelocity per le cinque intenzioni espressive;
- modelloKvelocity Ł un array a livello globale che contiene i valori del parametro
Kvelocity per le cinque intenzioni espressive;
- modelloKlegato Ł un array a livello globale che contiene i valori del parametro
Klegato per le cinque intenzioni espressive;
Se, come in questo caso, Ł stato premuto Play Neutral queste variabili vengono tutte
settate a 1 (la motivazione di questa operazione viene spiegata nella sezione 2.8.4).
Fatto questo viene calcolata la costante che permette di trasformare i tick (unit￿ di misura
del tempo nel Player) in millisecondi. Questo coe￿ciente di conversione viene chiamato
tick2ms, e viene ricavato cos￿:
tick2ms = 60000:0=PPQN=Tempo =
60000
PPQ  Tempo
dove Tempo si riferisce al valore di BPM (o QPM) presente nel form Opzioni (vedi sezione
2.5.3 per una spiegazione della formula). Il resto della funzione PlayExpressiva Ł formata
da due parti di codice: la prima parte viene eseguita solo se Ł la prima volta che viene
premuto il tasto Play with Expressiveness per il brano corrente, la seconda parte invece
viene eseguita sempre.
Nella prima parte viene calcolata la media e la varianza delle velocity delle note,
e la durata massima di ogni nota del brano. Per calcolare la media KVmedia, vengono
analizzati gli eventi della sequenza MidiShare SeqNeutra, che contiene tutti gli eventi
del brano MIDI caricato da CaRo, considerando solo le velocity degli eventi di tipo
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della sequenza:
 per ogni evento viene modi￿cato il campo date, trasformandolo da tick a millisecondi
utilizzando il coe￿ciente di conversione tick2ms;
 solo per gli eventi di tipo typeNote viene convertito anche il campo durata, utiliz-
zando sempre il coe￿ciente tick2ms.
Poi viene scandita di nuovo la sequenza MidiShare, e viene sfruttata la media preceden-
temente calcolata, per calcolare la varianza delle velocity. Inoltre viene creato un array
Durata che contiene le durate massime per ogni evento di tipo typeNote del brano. Per
ogni evento nota la durata massima Ł la di￿erenze tra il suo campo date, e il campo
date dell’evento successivo di tipo typeNote che abbia lo stesso pitch della nota corrente.
Se non esiste una nota successiva con lo stesso pitch, il corrispondente valore di durata
massima viene impostato a -1. Inoltre, durante la scansione degli eventi di SeqNeutra
per il riempimento dell’array Durata, viene modi￿cato il campo velocity degli eventi di
tipo nota scalandolo in base al valore di Out.
Nella seconda parte della funzione PlayExpressiva viene scandita di nuovo la sequen-
za SeqNeutra partendo dall’inizio. Se l’opzione play only on channel 1 del form Opzioni
Ł selezionata, manda un evento di tipo typeProgChange al Player. In questo modo vie-
ne indicato al Player di eseguire tutte le note col solo timbro del pianoforte. Inoltre
vengono inseriti nella sequenza MidiShare SeqEspressiva tutti gli eventi che si trovano
prima del primo evento di tipo nota nella sequenza SeqNeutra. Nel caso di eventi di tipo
typeProgChange, oltre ad essere inseriti nella sequenza, vengono anche mandati al Player
solo se l’opzione play only on channel 1 non Ł selezionata.
Prima di terminare, la funzione imposta un timer presente nell’oggetto PerformanceTimer
(appartenente al progetto), e lo fa partire. PerformanceTimer Ł un oggetto della classe
TTimer, ed Ł un’applicazione delle libreria VCL. Esso permette di impostare il valore di un
timer, il quale inizia a decrementare non appena viene impostata a true la voce Enabled
dell’oggetto. Allo scadere del timer, viene chiamata automaticamente una funzione, dopo
la quale il timer riparte dal suo valore originale. In CaRo il timer vale 10ms (campo
Resolution del form Opzioni), e la funzione che viene chiamata allo scadere del timer Ł
OnPerformanceTimer.
OnPerformanceTimer Ł una funzione che viene chiamata automaticamente ogni 10ms,
che ci permette di intercettare tutti gli eventi caricati nel Player e di manipolarli con
le informazioni raccolte dal ￿le MusicXML. La funzione infatti permette una sorta di
sincronizzazione tra gli eventi di tipo typeNote, e le note con informazioni aggiuntive
salvate nel vettore contenitore. Al momento parleremo solo della sincronizzazione; tutte
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parler￿ dell’esecuzione espressiva del brano MIDI.
La parte di codice dell’OnPerformanceTimer che viene processata nel caso di esecuzione
neutra del ￿le MIDI, viene eseguita solo se il vettore contenitore non Ł vuoto; cioŁ solo se
esiste almeno una nota del brano che ha delle informazioni aggiunte con Finale. Il vettore
viene scandito partendo dal primo oggetto XML, e si prosegue con gli oggetti successivi
solo se Ł stato trovato l’evento di tipo nota corrispondente. Per una sincronizzazione
corretta vengono confrontati l’ID dell’oggetto XML e la variabile NumeroEv, una variabile
inizializzata a 0 in PlayExpressiva, e incrementata ogni volta che si incontra un evento di
tipo nota che sta per essere mandato dal Player. Quando abbiamo una corrispondenza tra
un evento typeNote e un oggetto XML, vengono controllate tutte le informazioni contenute
nell’oggetto.
- Se l’oggetto indica che la nota corrispondente ha uno staccato nello spartito mo-
di￿cato con Finale, allora viene modi￿cata la costante moltiplicativa che viene in-
￿uenzata dallo staccato, con un peso pari alla costante indicata nella terza scheda
del form Opzioni. In questo caso viene in￿uenzata la variabile klegato:
Klegato = Klegato*parametriCstaccato[3];
Klegato andr￿ ad incidere sulla durata della nota;
- Nel caso di un accento viene modi￿cata la Kvelocity, che v￿ ad in￿uenzare la
velocit￿ di pressione del tasto (campo velocity dell’evento di tipo typeNote)
Kvelocity = Kvelocity*parametriCaccento[2];
- In presenza di un respiro vengono modi￿cate le seguenti costanti moltiplicative
Ktempo = Ktempo*parametriCrespiro[0];
Klegato =Klegato*parametriCrespiro[3];
che vanno ad agire entrambe sulla durata dell’evento nota, e il Ktempo anche sul-
l’istante di inizio della nota successiva (tramite OnsetEspressivo), il quale viene
calcolato in base alla di￿erenza tra i date originali delle due note moltiplicata per il
valore di Ktempo:
OnsetEspressivo=OnsetEsprPrec+Ktempo*(OnsetNeutro-OnsetNeutroPrec);
- Nel caso di tenuto viene modi￿cato il valore del Klegato, e quindi la durata della
nota
80Klegato = Klegato * parametriCtenuto[3];
- In presenza di una delle cinque dinamiche, viene modi￿cata la Kvelocity. Infatti
una dinamica del tipo ￿ necessit￿ una pressione del tasto ( velocity) molto piø
potente rispetto ad una dinamica del tipo pp.
- Nel caso di un pedale si deve controllare il tipo di pedale. In caso di pedaleON si
deve creare un nuovo evento di tipo typeCtrlChange il quale, una volta mandato al
Player, permette di applicare gli e￿etti del pedale del pianoforte alle note successive.
Tale evento Ł composto da due campi: il campo 0 indica il tipo di controllo, nel
nostro caso viene impostato a 64 per indicare il pedale (Damper Pedal), il campo 1
invece indica il valore di pressione del pedale (da 0 a 63 pedale o￿, da 64 a 127 pedale
on). Inoltre l’evento viene aggiunto anche alla sequenza MidiShare SeqEspressiva,
in modo che risulti presente sia nel Player e sia nella sequenza di tutti gli eventi del
brano. Questo garantisce la presenza di tale evento anche nel caso di salvataggio del
brano MIDI durante l’esecuzione di Play with Expressiveness. In caso di pedaleOFF
invece, vengono eseguite le stesse cose, con la di￿erenza che vengono impostati






- In presenza di legato, le operazioni da fare sono molto piø complesse. Infatti,
dobbiamo considerare nel loro insieme tutte le note che stanno sotto ad uno slur, e
costruire una parabola. La parabola Ł del tipo
y = ax2 + bx + c con a < 0
cioŁ una parabola rivolta verso il basso, e passante per due punti. Le coordinate
x dei due punti vengono trovate andando a guardare il campo date delle due note
in cui inizia e ￿nisce il legato. La coordinata y invece, che Ł uguale per entrambi i
punti, viene calcolata in base al parametro DeltaLegato presente nel form Opzioni:
coordinata y = 1   DeltaLegato
Il vertice della parabola ha per coordinata y il valore 1, mentre per coordinata x il
valore che sta esattamente alla met￿ delle coordinate x dei due punti. Grazie al ver-
tice e ai due punti Ł possibile calcolare l’equazione della parabola, e utilizzarla per
81trovare le costanti moltiplicative da applicare alle note del brano che sono coinvolte
nello slur. Ci viene quindi in aiuto la classe Parabola, spiegata in precedenza nel
sezione 2.7.4, che attraverso i suoi metodi permette l’inserimento delle coordinate
dei due punti e del delta, per ottenere le costanti che andranno a formare l’equazione
della parabola. Infatti la costante moltiplicativa da applicare ad una nota con campo
date pari a X1, non Ł altro che la coordinata y trovata sostituendo il valore X1 nel-
l’equazione della parabola. Nella classe Parabola il metodo che implementa questa
funzione Ł calcolaY. Nel nostro caso il legato v￿ ad in￿uire sulle costanti Ktempo e
Kvelocity, quindi per ogni slur Ł necessario creare due parabole, ognuna per le due
costanti moltiplicative. Attraverso i valori dei due parametri DeltaLegato del form
Opzioni, possiamo trovare l’equazione della parabola relativa al Ktempo e l’equazio-
ne della parabola relativa alla Kvelocity. Dal punto di vista implementativo, le
due parabole vengono create solo se l’oggetto XML indica che la nota corrispondente
nel Player ha un legato-start. Dalla nota corrente viene estratto il date, che sar￿ la
coordinata x del punto a sinistra del vertice della parabola, e dall’oggetto XML viene
estratto il number del legato. Per poter costruire la parabola sono ora necessarie le
informazioni della nota che si trova a ￿ne dello slur. Per trovarla viene fatto un ciclo
secondario che avanza nel vettore contenitore, e viene trovato l’oggetto contenen-
te lo stesso number del legato e il parametro legato-stop. Allo stesso modo viene
preso l’evento nota corrente, e vengono analizzati gli eventi successivi ￿nchØ si trova
l’evento typeNote che ha lo stesso ID dell’oggetto XML con il legato-stop appena
trovato. In questo modo abbiamo la possibilit￿ di estrarre il date dell’ultima nota
sotto al legato (cioŁ la coordinata x del punto a destra del vertice della parabola),
e di inserirlo nei due oggetti di tipo Parabola. Avendo i date delle due note agli
estremi del legato, e il delta presente nel form Opzioni, Ł possibile calcolare per ogni
parabola le tre costanti a-b-c che vanno a formare l’equazione, utilizzando la fun-
zione calcolaParabola della classe. In questo modo i due oggetti di tipo Parabola
sono ora utilizzabili per trovare le costanti moltiplicative da applicare agli eventi di
tipo nota che sono in￿uenzati dal legato.
Con il programma Finale Ł possibile aggiungere piø di un legato, e CaRo gestisce
correttamente anche il caso di piø legato sovrapposti in una stessa nota. Infatti da
una nota possono iniziare e terminare piø di uno slur, e allo stesso tempo tale nota
pu￿ essere in￿uenzata da altri legato iniziati in note precedenti. In CaRo questa
situazione viene gestita creando due vettori:
listaParaboleTempo
listaParaboleVelocity
82Questi vettori dinamici conterranno in ogni istante i legato, e quindi le parabole
che in￿uenzano l’evento nota corrente. Quindi appena abbiamo un oggetto XML
che indica un legato-start vengono creati i due oggetti di tipo Parabola, vengono
riempiti con tutte le informazioni necessarie per la creazione dell’equazione delle
parabola (come visto in precedenza), e vengono aggiunti ai due vettori. Quando
poi si arriver￿ ad un oggetto XML contenente un legato-stop, vengono eliminati i
due oggetti Parabola corrispondenti nei due vettori grazie alla corrispondenza tra
il number dello slur nel ￿le MusicXML e il number delle due parabole nei vettori.
Avendo a disposizione i due vettori per le parabola, ora risulta molto piø sem-
plice l’applicazione degli e￿etti dei legato. Durante il procedimento di sincro-
nizzazione tra gli oggetti XML e gli eventi che vengono mandati al Player, per
ogni evento di tipo nota vengono controllati i due vettori listaParaboleTempo
e listaParaboleVelocity:
* se sono vuoti signi￿ca che la nota corrente non Ł soggetta a nessun legato;
* se non sono vuoti allora esistono uno o piø legati che in￿uenzano tale nota.
Questi slur, che vanno a riempire i due vettori, possono sia iniziare o terminare
nella nota corrente, ma possono anche essere dei legato che sono iniziati in note
precedenti e che devono ancora terminare (vedi Figura 2.23).
Figura 2.23: Note con piø informazioni di legato
Per ogni legato che in￿uenza la nota corrente vengono aggiornate le due costanti
moltiplicative Ktempo e Kvelocity tramite la funzione calcolaY.
for(int i=0;i<listaParaboleTempo.size();i++){
Ktempo = Ktempo *
listaParaboleTempo[i].calcolaY(EvEspressivo->date);
Kvelocity = Kvelocity *
listaParaboleVelocity[i].calcolaY(EvEspressivo->date);
}
83Quindi il legato v￿ ad in￿uire sulla durata e sull’istante di inizio delle note (Onse-
tEspressivo) grazie alla costante Ktempo, e sul campo velocity degli eventi di tipo
nota grazie alla costante Kvelocity.
Con la sincronizzazione tra il vettore con gli oggetti di tipo XML e gli eventi MidiSha-
re, abbiamo cos￿ potuto aggiornare il valore delle variabili moltiplicative che verranno
utilizzate per modi￿care i corrispondenti parametri dell’evento da inviare al Player. Il
come vengano e￿ettuata queste modi￿che verr￿ visto nella parte riguardante l’esecuzione
espressiva del ￿le MIDI (vedi sezione 2.8), in quanto queste costanti saranno soggette a
ulteriori modi￿che in base all’espressivit￿ che l’utente vuole aggiungere al brano.
2.8 Esecuzione espressiva di un ￿le MIDI
Si dice esecuzione espressiva di un ￿le MIDI quando l’utente interagisce con il programma
CaRo utilizzando l’interfaccia. L’interfaccia pu￿ essere utilizzata sempre, indipendente-
mente dai ￿le caricati nel programma, cioŁ pu￿ essere utilizzata
 caricando solo il ￿le MIDI;
 caricando il ￿le MIDI e il ￿le MusicXML corrispondente.
In entrambi i casi l’atto che rende espressiva l’esecuzione del ￿le MIDI, Ł l’interazione che
si crea tra l’utente e CaRo; infatti durante l’esecuzione del brano, l’utente potr￿ muovere
il mouse all’interno dell’interfaccia. Durante il movimento, il variare della posizione del
mouse agir￿ in real-time sull’esecuzione del brano, modi￿candone le intenzioni espressive
in base alla posizione. In questo contesto risulta molto importante la seconda scheda del
form Opzioni (vedi Figura 2.7).
2.8.1 Interfaccia di Caro 2.0
L’interfaccia del CaRo, che per comodit￿ viene riportata in Figura 2.24, fornisce all’u-
tente cinque intenzioni espressive (nel codice sono detti aggettivi), le quali hanno delle







Queste coordinate, per essere utilizzate, vengono inserite in due vettori:
84Figura 2.24: Interfaccia utente di CaRo 2.0
const float braniX[NumeroAggettivi]={0.945,0.35,0.82,0.4,0.09};
const float braniY[NumeroAggettivi]={0.52,0.91,0.195,0.065,0.74};
Ogni aggettivo ha delle costanti moltiplicative associate, che permettono di modi￿care
i campi degli eventi di tipo nota, rendendola cos￿ piø adatta all’intenzione espressiva.
Muovendo il mouse sopra ad un aggettivo, l’utente pu￿ applicare al brano quella partico-
lare intenzione espressiva, e pu￿ passare da un aggettivo ad un altro in maniera graduale
(smooth morphing) producendo nel brano dei cambiamenti morbidi tra diverse intenzioni
espressive. Come spiegato nella tesi sviluppata dal collega Davide Ganeo [36], a seguito
di molte analisi alcuni parametri sono risultati importanti e molto piø incisivi di altri per
la riproduzione delle intenzioni espressive. Essi sono:
 il Ktempo, che v￿ ad agire sulla durata dell’evento nota, e anche sull’istante di
inizio della nota successiva;
 la Mvelocity, una costante moltiplicativa che viene applicata allo scarto tra la
velocity dell’evento nota e le velocity media (nel codice indicata con KVMediaOut,
e inizializzata a 64);
 la Kvelocity, che v￿ ad agire sul campo velocity dell’evento nota, cioŁ sull’intensit￿
di esecuzione sonora della nota;
 il Klegato, che v￿ ad agire sulla durata dell’evento nota.
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Possono capitare due situazioni:
1. se nell’interfaccia il mouse giace perfettamente sopra un aggettivo, vengono usati
direttamente i quattro parametri corrispondenti all’aggettivo per applicarli ai campi
dell’evento di tipo nota corrente;
2. se invece il mouse si trova in un punto casuale dello spazio 2D, diverso dalle ciinque
coordinate degli aggettivi, vengono pesate le distanze tra il puntatore del mouse ed
ogni intenzione espressiva. Poi viene calcolata la media ponderata di ogni parametro
sui cinque aggettivi, pesando in base al reciproco delle distanze. Qui di seguito Ł
mostrato il codice relativo a questi calcoli.
for (int i=0; i<NumeroAggettivi; i++){
Distanze[i]=(asseX-braniX[i]*Wlarghezza)^2+(asseY-braniY[i]*Waltezza)^2;
Pesi[i]=1.0/Distanze[i]; //meno distante Ł, e piø peso c’Ł
SommaPesi=SommaPesi+Pesi[i];
}






Dove gli array che hanno la parola modello come pre￿sso, contengono i valori dei
parametri delle cinque intenzioni espressive, che vengono in precedenza estratti dalla
seconda scheda del form Opzioni.
2.8.2 Esecuzione: la funzione OnPerformanceTimer
Verr￿ visto, dal punto di vista implementativo, come vengono gestite nel complesso le
modi￿che agli eventi di tipo nota provocate dalle informazioni estratte dal ￿le MusicXML,
e le modi￿che provocate dall’interazione tra utente e interfaccia del CaRo. Tutto questo
Ł presente nella funzione OnPerformanceTimer. Come gi￿ detto questo metodo viene
chiamato ciclicamente ogniqualvolta scade il timer, che in CaRo viene settato a 10ms.
Il timer viene fatto partire per la prima volta dalla funzione PlayExpressiva, la quale
viene chiamata appena viene premuto il tasto Play with Expressiveness dal menø Play.
Siccome la funzione viene chiamata ogni 10ms, e siccome le note del brano hanno del-
le durate che in generale non sono sincronizzabili con intervalli di 10ms, all’interno
86dell’OnPerformanceTimer sono necessari dei controlli per evitare che una nota del brano
venga manipolata piø di una volta. Per farlo vengono utilizzate le seguenti variabili:
- InizioCiclo. Viene inizializzata all’inizio della funzione tramite MidiGetTime(),
e quindi contiene l’istante temporale di inizio dell’OnPerformanceTimer.
- StopTime. All’inizio della funzione StopTime contiene l’istante temporale di inizio
del prossimo evento di tipo nota da manipolare. Quando l’ OnPerformanceTimer ￿-
nisce di analizzare una nota, StopTime viene impostato col valore di inizio dell’evento
nota successivo.
L’intero corpo dell’OnPerformanceTimer viene eseguito solo se la funzione viene chiamata
dopo l’istante temporale di inizio del prossimo evento nota da manipolare. Per far questo
basta inserire questo controllo:
if (InizioCiclo>StopTime) { ...
Passato questo controllo, la funzione controlla la posizione del mouse e calcola i valori
dei quattro parametri rispetto alle cinque intenzioni espressive dell’interfaccia di CaRo.
Poi per evitare che una nota venga manipolata piø di una volta, viene fatto un ulteriore
controllo sul tempo
while (MidiGetTime()>StopTime) { ...
Prima di entrare nel while, StopTime indica il tempo di inizio (gi￿ oltrepassato) dell’evento
nota che si sta manipolando. All’interno del while invece StopTime viene modi￿cato
con il tempo di inizio dell’evento nota successivo. In questo modo si entrer￿ nel while
solo una volta, cioŁ solo quando la nota corrente verr￿ manipolata per la prima volta;
successivamente StopTime avr￿ un valore sicuramente superiore al MidiGetTime().
All’interno del while viene fatto un ulteriore controllo, necessario per evitare che il tempo
di esecuzione di OnPerformanceTimer sia superiore al tempo necessario al Timer per
scadere. Tale situazione viene indicata all’utente con un messaggio di saturazione nella
StatusBar, che invita ad aumentare la risoluzione presente nel form Opzioni. Il codice






Tale soluzione risulta ottima in quanto aumentando la saturazione aumenta anche la
durata del timer, e quindi la funzione ha piø tempo per completare la sua esecuzione.
87Proseguendo con il codice di OnPerformanceTimer, all’interno del ciclo while vengono
eseguite tutte le altre operazioni rimanenti:
- la sincronizzazione tra evento nota e le informazioni aggiuntive di tale nota contenute
nell’array contenitore;
- individuazione del tipo di informazioni aggiuntive, e applicazione di queste infor-
mazioni alle costanti moltiplicative Ktempo - Mvelocity - Kvelocity - Klegato
(vedi sezione 2.7);
- aumento dell’intensit￿ della melodia per le note contenute nel channel 0. Per farlo
basta moltiplicare il Ktempo di queste note per il fattore parametriCmelodia, che
Ł contenuto nel form Opzioni e ha un valore maggiore di 1;
- applicazione delle costanti moltiplicative ai campi dell’evento nota corrente;
- avanzare nella sequenza di eventi MidiShare dall’evento nota corrente, al successivo
evento di tipo typeNote (gli eventi intermedi vengono mandati al Player ed inserite
nella sequenza SeqEspressiva). Ci sono due casi:
1. se non esiste un evento nota successivo a quello corrente, la StatusBar viene
settata con Stop, e viene mandato a video il messaggio di richiesta di salvataggio
dell’esecuzione espressiva del brano appena conclusa (vedi Figura 2.25). Si
tratta di una MessageBox nella quale l’utente deve decidere se salvare il brano,
premendo il tasto Si, o meno (tasto No). Alla pressione del tasto Si viene
richiamato il metodo MenuFileSaveClick, creato appositamente per compiere
questa funzione (descritto nella sezione 2.9);
2. se invece esiste un evento di tipo nota successivo, allora vengono aggiornate le




dove EvNeutro->date Ł il date del nuovo evento nota prima delle modi￿che
espressive, e IstanteInizio indica l’istante temporale di pressione del tasto
Play with Expressiveness dal menø Play. Dal momento che OnsetEspressivo
Ł rispetto all’istante temporale di esecuzione della funzione PlayExpressiva,
StopTime viene cos￿ impostato con il valore di inizio dell’evento nota successivo
a quello appena analizzato da OnPerformanceTimer.
882.8.3 Applicazione delle modi￿che alle note
Come gi￿ accennato nella sezione precedente, verr￿ illustrato ora come vengono e￿ettiva-
mente applicate le costanti moltiplicative all’evento nota corrente. Come gi￿ spiegato tali
costanti vanno ad agire su certi campi dell’evento typeNote.
La durata dell’evento nota corrente (campo numero 2) viene moltiplicata per Klegato e
Ktempo, e poi viene preso il minimo tra il risultato di questa moltiplicazione e il valore
massimo della durata per la nota corrente che Ł stato calcolato ed inserito nel vettore
DurataMax.
La velocity dell’evento nota (campo numero 1) viene aggiornata nel seguente modo: vie-
ne modi￿cato lo scarto tra la velocity originale e KVMediaOut (impostato a 64) moltipli-
candolo per Mvelocity, e viene modi￿cato il valore medio della velocit￿ moltiplicandolo
per Kvelocity.
(MidiGetField(EvEspressivo,1)-KVMediaOut)*Mvelocity+Kvelocity*KVMediaOut
Poi viene preso il minimo tra il valore appena ottenuto e il valore massimo della velocit￿
(KVMaxOut), e il valore massimo tra il risultato di quest’ultima operazione e il valore
minimo della velocit￿ (KVMinOut).
Il valore date dell’evento nota (indica l’istante temporale della nota) viene impostato
in base all’istante di pressione del tasto Play with Expressiveness (IstanteInizio), alla
latenza (di default vale 100ms, ed Ł estratta dal form Opzioni), e in base al valore di
OnsetEspressivo che viene calcolato in precedenza.
EvEspressivo->date=IstanteInizio+Latenza+OnsetEspressivo;
Se il date risultante della nota rimane inferiore al tempo corrente ( MidiGetTime()), la
nota non verr￿ mai processata dal Player. Per risolvere questo problema basta agire sulla
latenza, chiedendo all’utente di aumentarla tramite il form Opzioni.





In caso di saturazione l’evento nota non viene mandato ne al Player, ne inserito nel-
la sequenza MidiShare SeqEspressiva, ma il valore della variabile Saturazione viene
impostata di nuovo a false e si passa all’evento successivo. Se invece non c’Ł nessuna
saturazione:
89- viene creato un nuovo evento tmpKeyOnOff di tipo typeKeyOn nel quale vengono
inseriti i valori espressivi appena trovati (date, velocity), e i valori del pitch,
della porta e del channel dell’evento nota originale. Poi tale evento viene inviato al
Player
MidiSend(ourRefNum,MidiCopyEv(tmpKeyOnOff));
- viene creato un nuovo evento che identi￿ca la ￿ne della nota appena creata (cioŁ
un evento typeKeyOff). Per farlo viene modi￿cato l’evento typeKeyOn precedente,
visto che Ł gi￿ stato utilizzato, settando a 0 la velocity, e il date viene aumentato
della durata che dovrebbe avere la nota espressiva
tmpKeyOnOff->date=tmpKeyOnOff->date+MidiGetField(EvEspressivo,2);
Come per la funzione ParserMusicXML, durante tutte le azioni svolte dalla funzione
OnPerformanceTimer vengono messe in delle variabili delle informazioni che aiutano
lo sviluppatore a capire se le operazioni svolte dalla funzione sono corrette o meno.
Queste variabili sono delle stringhe globali (info per ParserMusicXML, e info2 per
OnPerformanceTimer) il cui contenuto viene poi stampato in ￿le di testo contenuti nel-
la cartella del programma (FileInfo.txt per ParserMusicXML , e FileInfo2.txt per
OnPerformanceTimer).
2.8.4 Attivazione e disattivazione dell’interfaccia
Una cosa molto importante che non Ł stata spiegata ￿nora Ł come attivare o disattivare
l’interfaccia del CaRo. Infatti premendo il tasto Play Neutral l’utente pu￿ e￿ettuare
un’esecuzione neutra del brano se l’interfaccia Ł disattivata, mentre premendo il tasto
Play with Expressiveness e￿ettua un’esecuzione espressiva del brano se l’interfaccia Ł
attivata. Ovviamente se l’utente non carica il ￿le MusicXML, l’esecuzione neutra non
pu￿ esistere, ma solo quella meccanica (premendo Play Mechanical) e quella espressiva
(se l’interfaccia Ł attiva e premendo Play with Expressiveness).
Di default all’avvio dell’applicazione CaRo, l’interfaccia utente Ł disattivata; infatti an-
dando sulla seconda scheda (Parameters) del form Opzioni, si pu￿ notare che tutti i para-
metri del form sono impostati a 1. I settaggi di questi valori vengono fatti nel costruttore
della classe TFormOpzioni, implementato nel ￿le Options.cpp. Questi parametri sono le
costanti moltiplicative che verranno poi applicate ai campi degli eventi di tipo nota: se
valgono tutte 1, non in￿uiranno in nessun modo sugli eventi. Per attivare l’interfaccia ci
sono due possibilit￿:
 utilizzare il pulsante LOAD Parameters from File per caricare dei parametri prece-
dentemente salvati in un ￿le di testo;
90 oppure modi￿care a mano le singole caselle di testo per modi￿care le costanti
moltiplicative.
Questa operazione pu￿ essere fatta prima o dopo del caricamento dei ￿le in CaRo, e anche
in mezzo a piø esecuzioni espressive e non dello stesso brano.
Ecco perchØ nel caso di pressione del tasto Play Neutral, tutte le variabili relative alle
informazioni presenti nella seconda scheda del form Opzioni, vengono settate a 1.
Per quanto riguarda la terza scheda (MusicXML Parameters) del form Opzioni invece,
i parametri di default sono estratti dal ￿le MusicXMLparameters3.txt, un ￿le di testo
dentro la cartella Midi1-MusicXML-Parameters del progetto. Anche in questo caso il
settaggio di questi valori di default viene fatto nel costruttore della classe TFormOpzioni.
Il settaggio Ł una semplice scansione del ￿le di testo che estrae ad ogni riga le in-
formazioni corrispondenti ad una casella di testo della scheda. Il contenuto del ￿le





















0,7 Dynamics0 pp - pianissimo
0,8 Dynamics1 p - piano
0,9 Dynamics2 mp - mezzo-piano
1 Dynamics3 mf - mezzo-forte
911,1 Dynamics4 f - forte
1,2 Dynamics5 ff - fortissimo
1,6 Cmelodia
2.9 Salvare il brano eseguito
La funzione MenuFileSaveClick Ł stata creata appositamente nel ￿le modello.cpp per
gestire i casi in cui l’utente decide di salvare l’esecuzione del brano premendo il tasto Save
dal menø, oppure quando preme il tasto Stop, oppure quando termina il brano musicale.
Questo solo nel caso in cui l’utente esegue il brano con Play with Expressiveness. Il
messaggio a video (MessageBox) che chiede all’utente se salvare o no il brano in formato
MIDI, si presenta quando termina la canzone, oppure quando l’utente la arresta premendo
il tasto Stop dal menø. Se l’utente decide di salvare il brano (vedi Figura 2.25), si apre una
Figura 2.25: Richiesta all’utente di salvataggio del brano appena eseguito
￿nestra Windows (strumento SaveDialog del C++Builder) che permette di selezionare il





MidiFileSave( NomeFile, SeqEspressiva, &InfoRecEspr);
}
Execute() apre la ￿nestra di dialogo di Windows, e ritorna true quando l’utente clicca
su OK per salvare il ￿le. MidiFileSave invece Ł un metodo del Player che permette di
92salvare una sequenza. InfoRecEspr Ł un oggetto di tipo MidiFileInfos che deve essere
riempito con le informazioni sul tipo di ￿le da salvare (MIDI) e sul tempo (tick per nota
da quarto) del brano.
2.10 Miglioramenti e sviluppi futuri
Rispetto alla versione 1.4 di CaRo, questo lavoro di tesi ha permesso di ampliare le
funzionalit￿ dell’applicazione portandola alla release 2.0. Come visto e descritto in questo
capitolo, i miglioramenti riguardano la gestione di nuovi ￿le ( MusicXML) per il reperimento
di informazioni utili ad eseguire il brano in maniera piø naturale, come se lo facesse un
interprete umano (Play Neutral). Questo ha permesso all’utente, che muove il mouse
all’interno dell’interfaccia, di agire in modo espressivo su due tipi di brani:
- il primo Ł il brano meccanico stampato nello spartito;
- il secondo Ł il brano neutro, come se fosse gi￿ stato eseguito da un musicista.
Il risultato dell’in￿uenza di aggettivi di espressivit￿ (soft, hard ecc.), produce notevoli
di￿erenze all’ascolto a seconda della tipologia di brano su cui andiamo ad agire.
Attualmente per utilizzare l’applicazione CaRo, l’utente Ł costretto a caricare un ￿le
MIDI, e poi a scelta pu￿ caricare o meno il ￿le MusicXML corrispondente. Un possibile
miglioramento potrebbe essere quello di togliere questo obbligo, e rendere il caricamento
del ￿le MIDI facoltativo. Quindi l’utente per utilizzare l’applicazione pu￿ e￿ettuare uno
dei seguenti passaggi:
- caricare solo il ￿le MIDI. In questo caso il ￿le MIDI potrebbe contenere, al posto
di una performance meccanica, una performance neutra registrata da un pianista
umano oppure ottenuta da un sistema automatico (ad esempio attraverso il DM -
vedi sezione 1.2.4). Quindi, si possono ottenere solo due tipi performance, a seconda
del ￿le MIDI caricato: meccanica ed espressiva se il midi contiene il brano con le
stesse caratteristiche del brano corrispondente allo spartito musicale, oppure neutra
ed espressiva, se il MIDI Ł una registrazione della performance da un umano o da
un sistema automatico;
- caricare solo il ￿le MusicXML. In questo caso le note e la melodia del brano, che
prima venivano prese dal ￿le MIDI, vengono prese direttamente dal ￿le MusicXML;
infatti, tale ￿le contiene tutte le informazioni necessarie per poter eseguire il brano,
quindi basterebbe migliorare e potenziare la funzione ParserMusicXML in modo che
possa raccogliere anche le informazioni sulle note.
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l’utente abbia a disposizione solo il ￿le MIDI, e volesse utilizzare l’interfaccia del CaRo
per espressivizzare tale brano.
Ulteriore miglioramento potrebbe essere quello di dare all’utente ulteriori possibilit￿ e
nuove opzioni per caricare i ￿le musicali nell’applicazione; infatti, non sempre l’utente ha
a disposizione il ￿le MIDI o il ￿le MusicXML. L’utente potrebbe disporre solo della copia
cartacea dello spartito, e quindi per poter utilizzare CaRo dovrebbe in qualche modo re-
cuperare il ￿le MIDI corrispondente, o nel peggior delle ipotesi crearselo autonomamente
(usando Finale ad esempio). L’idea sarebbe quella di portare lo spartito cartaceo nel com-
puter utilizzando lo scanner, e poi dotare CaRo degli strumenti necessari a interfacciarsi
con i programmi (gli OCR musicali) che riconoscono lo spartito, le note e i vari simboli
che compongono il pezzo musicale contenuto nel foglio scanerizzato.
Una volta raccolte tutte le informazioni dall’immagine scannerizzata dello spartito, posso-
no essere direttamente utilizzate per i tre tipi di esecuzione o￿erti da CaRo, oppure si pu￿
implementare una routine che crei un ￿le MusicXML che contenga queste informazioni,
cos￿ si pu￿ sfruttare la parte di esecuzione che Ł gi￿ attualmente gestita dal CaRo.
Un altro miglioramento molto importante da implementare, riguarda l’interfaccia gra-
￿ca. Attualmente l’interfaccia Ł molto semplice, e permette una basilare interazione
utente-applicazione per cambiare l’espressivit￿ musicale scegliendo tra gli aggettivi propo-
sti dall’immagine di sfondo. L’idea sarebbe quella di cambiare questa interfaccia ￿statica￿,
e renderla personalizzabile dall’utente:
- possibilit￿ di cambiare sfondo;
- possibilit￿ di scegliere gli aggettivi da usare scegliendo da un insieme, anche piø
ampio, di aggettivi espressivi;
- possibilit￿ di utilizzare simboli o immagini al posto delle etichette degli aggettivi
Inoltre L’opzione del cambiamento di interfaccia nasce dalla richiesta di poter passare ad
un ambiente di sviluppo piø intuitivo, e a un compilatore piø aggiornato, che usi librerie
gra￿che multipiattaforma. Il programma CaRo infatti utilizza come librerie gra￿che VCL
(Visual Component Library), che sono state sviluppate dalla Borland, ed integrate in
C++Builder, e che possono essere utilizzate solo su piattaforma Windows. Oltre a questo,
col cambiamento delle librerie gra￿che si potrebbe passare ad un ambiente di sviluppo
piø odierno, piø semplice e veloce da utilizzare.
Altra idea molto interessante sarebbe quella di rendere l’applicazione CaRo un applet
online scaricabile da internet. Questo aprirebbe nuove frontiere e andrebbe verso direzione
dell’obiettivo di tale applicazione, cioŁ rendere fruibile ad utenti non musicalmente esperti
degli strumenti utili a modi￿care e creare musica a loro piacimento.
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Valutazione delle performance musicali
La valutazione delle performance musicali Ł comune a molte pratiche musicali educative,
per￿ la ricerca che chiarisce l’insieme di fattori che in￿uenzano tali valutazioni Ł ancora
relativamente scarsa.
Verr￿ ora visto un punto della letteratura corrente sui principali problemi che vanno ad
in￿uenzare le valutazioni delle performance, e verr￿ proposto un modello di valutazione
delle performance musicali [59] che identi￿ca e che ci permette di discutere di alcuni
dei principali elementi che possono a￿iggere la valutazione dei giudici in competizioni,
audizioni, recite e esami [60].
3.1 Il concetto di valutazione
La valutazione di performance musicali Ł un processo attraverso il quale si cerca di bilan-
ciare e sintetizzare le varie qualit￿ di una performance eseguita da un individuo, con lo
scopo di fornire un giudizio (esempio una descrizione qualitativa, un punteggio per una
graduatoria, ecc.). La valutazione delle performance da parte di giudici e insegnanti non
Ł priva di di￿colt￿, l’a￿dabilit￿ tra i valutatori non Ł molto alta, e i pregiudizi spesso
in￿uenzano i risultati. Studi in questo ambito hanno portato a numerosi e diversi contesti
e strategie di valutazione. ¨ stato dimostrato che una valutazione formale di una per-
formance deve essere concettualizzata come un sistema complesso che contiene numerose
in￿uenze, dipendenti tra di loro.
3.2 Un modello di valutazione delle performance
In Figura 3.1 Ł presente una rappresentazione schematica dei principali problemi che
riguardano la valutazione delle performance. Il modello illustra un insieme complesso
di fattori che a￿iggono la performance e la sua valutazione, ed includono il contesto, i
fattori musicali e non musicali, gli strumenti di valutazione e/o i criteri di valutazione,
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in￿uenza sottolinea il doppio ruolo della valutazione: descrizione della performance, e
guida per il miglioramento della performance. Il contesto della performance ( Performance
Figura 3.1: A Process Model of Assessing Musical Performance (adottato da Landy e Farr
[48])
Context) Ł una delle in￿uenze principali per la valutazione, e include almeno quattro
fattori.
- Per primo lo scopo della valutazione (Purpose of the Assessment), che indica se
il musicista sta eseguendo una competizione musicale, un festival, un esame, una
recita, un’audizione, o se sta partecipando ad un progetto di ricerca sulla musica. Lo
scopo in￿uenza fortemente il modo con cui il giudice ascolta l’esecuzione musicale,
e quindi poi anche come valuta la performance.
- Per secondo il tipo di performance (Type of Performance), la quale andr￿ ad in￿uen-
zare il giudizio. McPherson [56] [57] propose cinque tipi distinti di performance
musicali: sight reading (esecuzione a prima vista), esecuzione di un repertorio gi￿
provato, esecuzione del brano prendendo le informazioni dalla memoria del musi-
cista, esecuzione ad orecchio (by ear), e improvvisazione. McPherson [57] [58]
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stili di performance, perchØ i criteri di valutazione necessitano di giudizi critici mol-
to diversi tra le cinque abilit￿. Altre ricerche hanno tentato di sviluppare misure
speci￿che per ogni tipo di abilit￿. Per esempio Lidral [51] ha descritto una com-
petizione di sola improvvisazione jazz, utilizzando uno strumento chiamato JIAF
(Jazz Improvisers’ Adjudication Form).
L’esecuzione di un brano utilizzando strumenti musicali diversi deve essere valutata
in modo diverso, perchØ strumenti diversi implicano abilit￿ tecniche diverse, e sono
associati a diversi repertori.
Il pregiudizio a￿igge in maniera piø o meno evidente in base al tipo di valutazione
della performance utilizzato. Ad esempio Radocy [67] chiese a degli studenti di
musica, di valutare un certo numero di performance. Gli studenti vennero ripartiti
in cinque gruppi, ognuno con una ’condizione di pregiudizio’ diversa (da nessun pre-
giudizio, e alto pregiudizio). Il pregiudizio nei vari gruppi fu ottenuto introducendo,
prima della valutazione, delle informazioni false riguardo il musicista e il composi-
tore. Gli studenti nel gruppo ’nessun pregiudizio’ non hanno detto nulla riguardo il
musicista, mentre gli studenti di un gruppo con ’pregiudizio moderato’ hanno dato
informazioni ingannevoli riguardo all’artista (ad es. al musicista Ł stata data l’eti-
chetta di assistente di alto livello, oppure di ex esecutore di sinfonie). Cos￿ Radocy
ha osservato un di￿uso e￿etto di pregiudizio, e ha trovato che le performance con
strumenti tipo il pianoforte, sono molto piø suscettibili agli e￿etti del pregiudizio
rispetto ad altri strumenti (esempio tromba o orchestra).
- Per terzo le proporzioni della performance (Performance Proportions), cioŁ se la
performance Ł di un solista o di un gruppo di persone. Essa a￿igge la valutazione
perchØ modi￿ca la parte estetica della performance, e perchØ Ł soggetta ad in￿uenze
che non sono solo musicali. Per le gare corali, alcune ricerche suggeriscono che
larghi gruppi di persone riducono la quantit￿ di movimento ￿sico per evitare di far
apparire il palco troppo pieno. Alcune osservazioni illustrano che le in￿uenze non
musicali nella valutazione variano in base alla grandezza della performance.
- In￿ne sia la performance che la valutazione vengono in￿uenzate dall’ambiente della
performance (Performance Environment), cioŁ la grandezza e l’acustica dello spazio
in cui avviene la performance, e gli strumenti (casse, ampli￿catori, ecc.) a disposi-
zione del musicista. Per esempio possono sorgere problemi di bilanciamento quando
la voce e gli strumenti sono posizionati ad una distanza diversa rispetto al microfono.
I prossimi due punti del modello che vengono analizzati riguardano i fattori musicali e
non musicali, i quali in￿uenzano sia la performance sia la valutazione.
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ma e la struttura della musica, la grandezza del gruppo, l’abilit￿ degli esecutori,
e il tipo di strumento. Le espressioni della performance devono anche ri￿ettere
un’interpretazione implicita o esplicita del musicista. Se i giudici sono convinti
dell’interpretazione, allora le loro valutazioni saranno molto positive. In￿ne, come
gi￿ spiegato in precedenza, la valutazione della performance dipende dal tipo di
strumenti coinvolti.
- I fattori non musicali (Non Musical Factors) possono avere un’in￿uenza profonda
nella valutazione (quando le in￿uenze non musicali non sono piani￿cate, vengono
considerati gli e￿etti del pregiudizio). Ad esempio Flores e Ginsburgh [34] hanno
evidenziato un pregiudizio molto elevato in una competizione musicale per la regina
Elisabetta. Esaminarono il risultato di 10 competizioni col violino che includevano
120 musicisti, e di 11 competizioni col pianoforte che includevano 132 musicisti. Le
due classi￿che ￿nale dei musicisti erano in un ordine pressochØ opposto all’ordine
di esecuzione di ogni musicista, e quindi vennero condotte analisi per determinare
una possibile relazione tra queste due variabili. Venne cos￿ sottolineato il fatto che
le performance eseguite all’inizio avevano meno probabilit￿ di essere ai vertici della
classi￿ca, mentre le performance eseguite per ultimo avevano una probabilit￿ molto
piø elevata di arrivare tra i primi posti.
Oltre all’e￿etto dell’ordine appena citato, ci sono altri fattori non musicali che pos-
sono avere e￿etti sull’abilit￿ del performer nel suonare un repertorio musicale, o
sulla percezione del giudice che deve valutare. Ad esempio l’interazione del musici-
sta con altre persone, come l’insegnante o altri musicisti, pu￿ aiutare od ostacolare
una performance. Inoltre ogni tipo di distrazione prima o durante la performance
pu￿ avere e￿etti molto importante sulla qualit￿ dell’esecuzione. Per non parlare di
un possibile guasto dello strumento durante un’esecuzione.
La cosa piø critica per qualsiasi valutazione Ł la qualit￿ della performance musicale ( The
Musical Performance). Questo Ł mostrato al centro del nostro modello, ed Ł usato
riferendosi all’atto reale dell’esecuzione musicale. Tuttavia, il modello mostra che ci sono
molte altre in￿uenze che vanno ad agire sulla performance e la sua valutazione.
Tra le tante in￿uenze Ł da considerarsi molto importante quella relativa alle caratteri-
stiche personali del musicista (Performer Characteristics), come ad esempio la tecnica
e le abilit￿ musicali. Tuttavia, un fattore che Ł spesso trascurato riguarda i processi men-
tali del performer prima e durante l’esecuzione. Questi includono il possibile nervosismo
del performer, se il musicista si sente capace ad a￿rontare quell’esecuzione, se crede nel
suo successo o nel suo fallimento, e se riesce a mantenere la concentrazione in manie-
ra positiva lungo tutta l’esecuzione. Un’altra caratteristica importante per il performer
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quindi riguarda il grado di familiarit￿ con il luogo, gli strumenti, e l’esecuzione in pubbli-
co. Altre caratteristiche includono l’apparenza, il modo di vestire del musicista, e la sua
personalit￿, che vengono espresse dalle sua propensione al rischio, e dalla volont￿ di esi-
birsi in un ambiente con￿denziale o aperto a tutti. Attualmente nessuna ricerca a￿ronta
questo tipo di fattori.
Interessante il fatto che alcune ricerche non hanno stabilito se ci sono di￿erenze di sesso
nello stile delle performance, sebbene di￿erenze di sesso siano state riportate in studi sullo
sviluppo musicale e sulle scelte dello strumento, come ad esempio Abels e Porter [2].
Le caratteristiche del valutatore (Evaluator Characteristics) invece, in￿uenzano
fortemente il risultato di ogni valutazione, e includono personalit￿, esperienza e abilit￿
musicale, pratica nel giudicare, familiarit￿ col performer e col repertorio. Il sesso non Ł di
aiuto alla predizione di una possibile preferenza musicale, e non c’Ł evidenza nella di￿e-
renza dei sessi. Tuttavia, le preferenze musicali possono essere fortemente modi￿cate dalla
personalit￿ e dallo stato emozionale del performer e/o del giudice. Se i giudici sono incerti
sulle loro abilit￿ di fornire un giudizio obiettivo, allora sono molto piø suscettibili di altri
agli e￿etti del pregiudizio. Duerksen [23] ha trovato che i giudici sono generalmente piø
critici se la valutazione viene fatta su degli studenti anzichØ su dei musicisti professionisti.
Nonostante gli insegnanti vedono l’autovalutazione come un componente prezioso per il
miglioramento delle performance, Hunter e Russ [42] hanno riportato che senza pratica
nel giudicare, gli studenti tendono a formare opinioni distorte delle loro abilit￿. In questo
modo la valutazione di studenti dello stesso livello tende ad essere poco realistica. In
questo studio sono stati reclutati degli studenti, che dopo un periodo di training hanno
perfezionato la loro abilit￿, e hanno fornito delle valutazioni piø obiettive. Le strategie di
valutazione dipendono anche dalla familiarit￿ che il giudice ha con il repertorio. Infatti
vengono usati diversi criteri per lavori familiari e non. La valutazione di performance non
familiari Ł piø di￿cile, ed Ł piø soggetta agli e￿etti del pregiudizio. La personalit￿, lo
stato d’animo e l’attitudine del giudice sono molto importanti, perchØ un esaminatore che
appare con￿denziale e incoraggiante, Ł molto probabile che metta il musicista a suo agio,
rispetto ad un giudice che appare impaziente e distaccato.
Lo scopo della valutazione (Purpose of the Evaluation) va a determinare la scelta dei
criteri e degli strumenti di valutazione. I criteri variano a seconda della tipologia dello
scopo, il quale pu￿ essere pedagogico, di ricerca, e di punteggio per stilare una graduatoria
in competizioni e audizioni. Infatti, quando la musica Ł eseguita in un contesto non
competitivo, Ł valutata diversamente rispetto a quando c’Ł l’obiettivo di raggiungere un
certo punteggio in una s￿da. Ad esempio gli studenti e gli insegnanti vedono spesso lo
scopo della valutazione pedagogica in modo diverso, e quindi avranno opinioni diverse
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La scelta dei criteri di valutazione (Selection of Evaluative Criteria) e degli stru-
menti di valutazione (Evaluation Instrument) modi￿cano fortemente il processo di va-
lutazione. Sono due gli scopi principali nello sviluppo di criteri standard e negli strumenti
di valutazione, e sono il miglioramento della validit￿ e dell’a￿dabilit￿ delle valutazioni
[50] [82]. La validit￿ Ł il grado con il quale lo strumento di valutazione misura le va-
riabili che si intende misurare; ad esempio l’eccellenza della performance, le abilit￿ di
improvvisazione, la lettura a prima vista. L’a￿dabilit￿ invece Ł il grado di corrisponden-
za tra giudici diversi, o la consistenza con la quale un dato giudice valuta un insieme di
performance in occasioni diverse. L’aumento di una delle due abilit￿, non va a in￿uenza-
re l’aumento dell’altra. Per minimizzare il problema di a￿dabilit￿ basse, dei ricercatori
hanno sviluppato dei criteri di valutazione predeterminati, con il tentativo di migliorare
l’a￿dabilit￿. Harold Abeles [1] ha a￿ermato che:
rating scales improve evaluation because adjudicators
must use a common set of evaluative dimensions rather than
develop their own subjective criticisms
cioŁ le scale di valutazione migliorano la valutazione perchØ i giudici devono usare un
insieme comune di valutazione invece dei propri criteri personali. In contrasto agli studi
che indicano l’uso di criteri di valutazione predeterminati e speci￿ci, si sono a￿acciati
nella letteratura anche dei punti di vista alternativi. Per esempio Mills [55] espresse
preoccupazione, negli ultimi due anni, riguardo l’uso di questi metodi di valutazione in
una scuola superiore dell’Inghilterra. In questa scuola veniva dati voti da 0 a 3 in ognuna
di cinque categorie di abilit￿ (accuratezza delle note, accuratezza del ritmo, phrasing,
controllo dello strumento, e tecnica adeguata al pezzo da suonare), e in ognuna di cinque
categorie di interpretazione (dinamiche e￿caci, tempo appropriato, senso opportuno degli
stili, senso di coinvolgimento della musica, e senso della performance). Questa visione si
basa sul presupposto che la performance musicale si possa spezzare in piø componenti.
Tuttavia, Mills ritenne che questa cosa non aveva molto senso, in quanto i musicisti
trovavano questo metodo molto di￿coltoso da applicare. Infatti Mills non analizzava se
le singole note erano eseguite perfette, se il ritmo era adeguato ecc., ma osservava se la
performance la sorprendeva, nonostante i possibili errori che potevano esserci.
I bene￿ci di un programma di training per i giudici non sono stati ben chiariti. Si assume
spesso che il training possa aumentare l’a￿dabilit￿ del giudice, e diminuire i pregiudizi
riguardo razza, sesso o convinzioni personali. Un importante scopo del training Ł quello
di stabilire dei criteri consistenti tra i giudici, anche se i criteri enfatizzati dipendono
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criteri diversi a seconda dei performer scelti).
Il processo di valutazione (Evaluation Process) Ł qualche volta in￿uenzato dai vincoli
￿sici, ad esempio la distanza tra valutatore e la performance, l’uso dello spartito musi-
cale, l’ambiente ￿sico. Inoltre il processo che porta a una valutazione pu￿ essere guidato
dall’aspettazione che il giudice ha sul musicista, o dalla conoscenza o dall’impatto visivo
del performer. Quest’ultimo punto pu￿ avere un e￿etto o positivo o negativo sulla valu-
tazione, specialmente quando il performer appare rigido, freddo, rilassato, e/o coinvolto.
Schumann, citato da Davidson [20], fece la seguente osservazione
If Liszt played behind a screen, a great deal of the poetry would be lost
cioŁ ￿Se Liszt esegue un pezzo dietro ad uno schermo, sarebbe stato perduto un grande
della poesia￿.
Davidson trov￿ che la performance visuale (cinematica) pu￿ comunicare e chiarire le inten-
zioni espressive del performer; la performance infatti, include mani, braccia, e movimenti
della testa. Una conseguenza di questo Ł che potrebbe essere opportuno, in alcune cir-
costanze, incoraggiare i giudici a considerare sia le informazioni visive che uditive per
valutare una performance.
3.3 Analisi dei dati raccolti durante la valutazione
La valutazione ￿nale (Final Assessment) deve essere riportata come una classi￿cazione,
un grado, oppure con una relazione. Una relazione scritta pu￿ essere riassunta e discussa,
mentre un grado o una classi￿cazione potrebbero essere analizzati per assicurare che ci
sia un consenso adeguato tra i giudici.
L’analisi dei dati (Data Analysis) di valutazione ha il grande obiettivo di fornire feed-
back ai performer che vengono esaminati, e possono riguardare le procedure, i criteri di
valutazione, gli strumenti utilizzati per la valutazione, e i giudici utilizzati. Alcune analisi
hanno rivelato un numero importante di risultati sulla valutazione.
Wapnick [81] ha indicato che l’a￿dabilit￿ non Ł signi￿cativamente legata alle seguenti
cose:
 se il giudice Ł capace di usare gli strumenti di valutazione;
 le abilit￿ di esecuzione del giudice;
 la durata delle performance valutate;
 se il giudice ascolta una performance live o registrata;
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 se il giudice usa una scala di valutazione.
I risultati di una valutazione di una performance potrebbero essere riportati per conto
loro, o assieme ad altre informazioni. Alcuni risultati potrebbero essere usati ( Use of
Results) per scopi pratici, come ad esempio decidere i posti di collocamento, o scopi
diagnostici. Dare dei feedback (Feedback to Performer) ai performer Ł appropriato, e
aiuta a migliorare le performance future.
Nei paragra￿ precedenti Ł stato proposto un modello che potrebbe essere usato per strut-
turare le ricerche future in questo ambito. Infatti, com’Ł stato reso evidente, gli studi
esistenti sulla valutazione delle performance musicali sono estremamente limitati. Questo
modello quindi serve allo scopo di avvisare i ricercatori sui principali divari nella ricerca,
che devono essere colmati.
Emergono un numero importante di conclusioni dagli studi appena presentati. Per primo
Ł che sarebbe necessario un approccio piø globale e interdisciplinare, che cerchi di chiarire
non solo gli strumenti di misura e i contesti musicali nei quali possono avvenire le per-
formance, ma anche altri fattori come la personalit￿, e i pregiudizi sociali e culturali che
in￿uenzano la valutazione del giudice. Inoltre la conoscenza da parte del performer dei
criteri utilizzati per la valutazione, pu￿ portare ad un miglioramento della performance.
In￿ne, una delle variabili piø importanti Ł proprio il giudice; infatti Fiske [24] ricorda
giustamente che
una valutazione di un performer non signi￿ca nulla ￿nchØ non
conosciamo quanto a￿dabile sia il giudice che valuta la performance
Alcune questioni ancora irrisolte sono le seguenti:
- ￿no a che punto un giudice sia abile a fornire una valutazione a￿dabile sotto contesti
e scopi diversi (esame di musica, audizione, competizione ecc.);
- in quali situazioni e in che modo il training pu￿ aiutare ad alleviare alcuni dei
problemi che minano l’a￿dabilit￿ dei giudici.
1023.4 Il Test di Turing applicato ai sistemi automatici per
le performance musicali
Approcci procedurali o algoritmi per generare musica sono stati esplorati gi￿ da cinquanta
anni. Occasionalmente, i ricercatori hanno tentato di valutare il successo di questi sistemi
che generano musica, misurando la qualit￿ percepita o la conformit￿ di stile dell’output
musicale. Questi test sono spesso condotti in forma di confronti tra output del computer,
e output che non sono del computer. Alan Turing propose e us￿ un ￿Imitation Game￿
[77] come struttura per il confronto. In questo contesto, si assume che, se l’output della
macchina suona simile (o Ł preferito) all’output umano, allora la macchina ha avuto
successo. La natura di questo successo Ł stata messa raramente in discussione, ed Ł stata
spesso interpretata come un’evidenza di successo di un sistema per generare musica.
Ariza C. [4] sostiene che i propositi di Turing non possono essere applicati durante l’ese-
cuzione e la valutazione dei sondaggi fatti dagli ascoltatori di una performance musicale.
Questo Ł un po’ il ￿lone conduttore del tema che viene a￿rontato nei paragra￿ successivi.
Infatti, verr￿ esaminato il concetto di Test di Turing musicale (TT musicale), verranno
esaminati diverse variet￿ di test, e verr￿ mostrato che il test di Turing musicale non Ł
attualmente conforme al modello di Turing. L’uso del TT nella valutazione di sistemi che
generano musica, Ł super￿ua e potenzialmente ingannevole; infatti in un contesto musicale,
non fornisce alcuna valutazione aggiuntiva rispetto a quella data da un ascoltatore.
3.4.1 Il Test di Turing (TT)
Nel 1950 Alan Turing [77] ide￿ un metodo per rispondere alla questione
Pu￿ una macchina pensare?
Il nome dato al suo metodo originale fu The Imitation Game, il quale include una
interrogazione umana che, attraverso un’interfaccia di testo usata per rimuovere il suono
nel parlato e l’apparenza visiva del soggetto, comunica con 2 agenti. Un agente Ł umano,
e l’altro una macchina. Se l’interrogazione, attraverso i discorsi, non riesce a distinguere
l’umano dalla macchina, allora la macchina (nella visione di Turing) Ł in grado di pensare.
¨ importante far notare che Turing non de￿nisce il pensare o l’intelligenza [18], e non
sostiene che passare il test dimostri il pensiero o l’intelligenza [39].
Turing bas￿ il suo test su un party game, nel quale lo scopo dell’interrogazione era tentare
di distinguere il sesso di due agenti nascosti. Inoltre predisse che per l’anno 2000 un’inter-
rogazione media, dopo cinque minuti di conversazione, potrebbe dare un’identi￿cazione
corretta non piø del 70% delle volte. Altri invece dissero che ci sarebbero voluti di piø di
cento anni per far in modo che una macchina passasse regolarmente il test.
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non Ł su￿ciente, per la mente di una macchina, usare solo le parole.
Esso dovrebbe essere in grado di creare concetti, e di trovare per se stesso
parole adatte a esprimere cose in piø rispetto alla conoscenza che gi￿ possiede.
Appena al di l￿ della capacit￿ di creare concetti, Je￿erson continua a suggerire che una
tale macchina deve avere emozioni e consapevolezza di sØ.
Siamo d’accordo che una macchina eguaglia un cervello almeno quando sar￿ in
grado di scrivere un sonetto o comporre un concerto a causa di pensieri e emozioni
sentite, e non per una caduta casuale di simboli; cioŁ non deve solo scrivere
qualcosa, ma conoscere quello che ha scritto. [45]
Per piø di cinquanta anni ci sono state tremende discussioni e critiche al Test di Turing.
Come fece notare Halpern [38], Turing Ł ￿ uno dei piø stampati, citati, quotati, parafrasati,
allusi, e generalmente si fa riferimento a documenti ￿loso￿ci mai pubblicati ￿.
Un reclamo ampiamente citato, Ł chiamato Chinese Room Argument (CRA), ed Ł stato
presentato da John Searle [72]. Esso discute il fatto che un umano traduce il cinese
semplicemente attraverso una manipolazione diretta di simboli, e attraverso procedure
di ricerca in tabelle. In questo caso, Searle dice che l’uomo ha solo la conoscenza della
sintassi, e che questa cosa non pu￿ quindi essere vista come l’avere della conoscenza
semantica. Questo umano infatti, con delle procedure di ricerca su￿cienti, potrebbe
apparire come uno che comunica in cinese anche se non ha nessuna conoscenza della
lingua cinese. Da questo concetto Searle [38] sostiene che ￿ l’abilit￿ di fornire buone
risposte non implica necessariamente che il fornitore di queste risposte stia pensando;
passare il TT non Ł una dimostrazione di intelligenza attiva ￿.
La questione sul fatto che il TT o altri test simili siano su￿cienti a misurare il pensiero
delle macchine, sar￿ discussa nel prossimo futuro [38] [71]. La risposta a questa domanda
non Ł rilevante per gli studi attuali. Il TT, indipendentemente dalle sue potenzialit￿ per
la misurazione, fornisce almeno un benchmark ( 1) simbolico di un tipo di attitudine della
macchina. Inoltre il TT ha ispirato altre forme di test di confronto tra l’output umano e
della macchina.
3.4.2 La musica come mezzo nel Test di Turing
Per testare l’output di sistemi che generano musica, il Test di Turing potrebbe essere
modi￿cato assumendo la parte estetica, la musica o altre forme creative, come oggetto
1Test software volti a fornire una misura delle prestazioni riguardanti diverse operazioni
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il testo scritto, con simboli o forme sonore. In questa occasione verranno presentati due
modelli di questi tipi di test. Sebbene qualche volta si usi il linguaggio e il formato del
TT, questi test fondamentalmente alterano il ruolo dell’interrogazione, e quindi non sono
dei veri Test di Turing (infatti sono detti ￿test giocattolo￿ - Toy Test [39]).
 Musical Directive Toy Test (MDtT). Usando l’interfaccia del computer, l’in-
terrogazione manda una direttiva musicale a due agenti compositori. Uno dei com-
positori Ł una macchina, l’altro un umano. La direttiva musicale potrebbe essere il
genere o lo stile, oppure potrebbe essere astratta (qualcosa del tipo ￿ scrivi musica
triste￿, ￿scrivi una marcia￿, o ￿componi un gioco musicale￿). Le direttive potrebbero
contenere musica, come frammenti melodici o ritmici sui quali l’agente compositore
deve comporre. Le direttive vengono ricevute da entrambi gli agenti, i quali cree-
ranno poi la musica. Dopo un po’ di tempo avremo le due musiche prodotte in
un certo tipo di formato (esempio spartito musicale, audio digitale, o audio digi-
tale sintetico). Un MDtT ￿essibile potrebbe permettere all’utente che interroga di
mandare un numero desiderato di direttive musicali. Un MDtT potrebbe prendere
la forma di una chiamata e risposta musicale in real-time tra colui che interroga e
gli agenti compositori. L’utente che interroga deve poi tentare di distinguere l’u-
mano dalla macchina. Questo test conserva alcuni aspetti dell’interazione, e nella
comunicazione sostituisce il linguaggio naturale con la musica.
 Musical Output Toy Test (MOtT). In questo test, due agenti compositori for-
niscono a colui che interroga uno spartito, un audio digitale sintetico, e un audio
digitale di una performance registrata. Uno dei compositori Ł una macchina, l’altro
Ł un umano. La musica fornita pu￿ essere legata in termini di stile, strumentazione,
o risorse musicali ’grezze’, ma non Ł una composizione nuova in risposta a qualche
direttiva speci￿ca (come nel MDtT). Ogni agente potrebbe fornire dei lavori mu-
sicali multipli. Basandosi solo su questi lavori, colui che interroga deve tentare di
distinguere l’umano dalla macchina. Questo test mantiene solo il confronto cieco
dell’output tra due sorgenti, mentre l’interazione permessa dal Test di Turing Ł stata
rimossa.
Nei due test precedenti il mezzo di comunicazione tra colui che interroga e i due agenti Ł
la musica, quindi l’utente che interroga pu￿ contare molto fortemente sui propri giudizi
musicali. Questo Ł in contrasto con il Test di Turing, il quale permette qualsiasi forma
di discorso cieco attraverso la sintassi comune o il linguaggio naturale scritto, ed Ł quindi
progettato per rimuovere visioni e valutazioni sonore soggettive.
Le interrogazioni nel TT tentano di distinguere tra umani e macchine bassandosi su co-
struzioni e contenuti linguistici. Le critiche su MDtT e MOtT sono senza limiti, perchØ
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MOtT, ancor piø del MDtT, pu￿ provocare giudizi musicali ina￿dabili e non rappresen-
tativi. Questi giudizi possono essere in￿uenzati da associazioni storiche e culturali sui stili
musicali, aspettazioni su come la macchina e l’umano potrebbero suonare, o assunzioni
su cosa potrebbe essere possibile con la tecnologia odierna.
Sia l’MDtT che MOtT danno un sondaggio del giudizio musicale, e non ne determinano
il pensiero o l’intelligenza.
MDtT e MOtT sono spesso usati come un modo di argomentare il successo dei sistemi
che generano musica. Tuttavia la connessione automatica tra i giudizi musicali positivi
e il successo dei sistemi Ł discutibile. Alcuni output dei sistemi potrebbero non essere
rappresentativi del sistema, e la critica Ł in una posizione debole a giudicare che cosa sia
o non sia rappresentativo. Un sistema generativo pu￿ essere mal progettato, di￿cile da
usare, non a￿dabile, o incapace di variet￿. Pearce et al. [61] constatarono che
la valutazione della musica prodotta dai sistemi rivela poco
riguardo la loro utilit￿ come strumento compositivo .
Sebbene Wiggins and Smaill dicono che la musica Ł un’attivit￿ intelligente, ammettono
anche che alcuni tipi di attivit￿ musicali sembrano essere una risposta quasi inconscia e
involontaria [85]. La musica non Ł necessariamente un’attivit￿ intelligente, ed non Ł cer-
tamente un test per l’intelligenza. La musica potrebbe essere percepita come un’attivit￿
intelligente, anche quando la sua creazione Ł il risultato di un’attivit￿ involontaria, irrazio-
nale o algoritmica. Mentre la musica pu￿ essere un’attivit￿ molto umana, l’applicazione
del Test di Turing alla musica ignora che la musica apparentemente di successo pu￿ pro-
venire da fonti con poco pensiero o nessuno. L’anima, la mente, il pensiero, l’intelligenza,
e la creativit￿ sono fattori comuni deboli, anche se esteticamente sono musicalmente di
successo.
Questo problema dei Test di Turing sulla musica Ł parte dei piø grandi problemi dei
derivati dal TT. I Test di Turing musicali sono una applicazione non corretta del TT, e
possono portare a una sopravvalutazione dei sistemi che generano musica.
3.4.3 Discrimination Test (DT)
Test alternativi per il confronto alla cieca, non associati al TT, producono a￿ermazioni
implicite molto diverse da quelle che potrebbe dare il Test di Turing. Per queste ragioni Ł
importante identi￿care i test di discriminazione ( Discrimination Test - DT), come un
tipo di sondaggio di ascolto che evita alcuni degli errori del TT musicale. Il Discrimination
Test Ł simile al MOtT. Sebbene non sia esente da problemi di valutazione dei giudizi
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giudizi tra gruppi selezionati.
Modelli computazionali, come i sistemi che generano musica con obiettivi molto diversi
da quelli dei strumenti creativi, richiedono strategie di valutazione particolari. Pearce
e Wiggins proposero il DT, dove la musica generata pu￿ essere valutata chiedendo a
soggetti umani di assegnare l’appartenenza di questa musica a di￿erenti insieme di dati
che contengono pezzi composti dagli umani. [62]. Se il pezzo composto dal sistema
non pu￿ essere distinguibile da quello composto dall’umano possiamo concludere che le
composizioni della macchina sono indistinguibili dai pezzi composti dall’uomo .
Nonostante la somiglianza tra il Discrimination Test e il Test di Turing, Pears e Wiggins
hanno evidenziato alcune di￿erenze signi￿cative. Il DT non Ł progettato per testare il
pensiero delle macchine, ma per determinare l’appartenenza o meno delle composizioni
musicali in un insieme di pezzi di musica composti dall’uomo. Inoltre hanno notato che l’e-
lemento critico dell’interazione Ł stato rimosso: nel nostro test i soggetti sono dei semplici
ascoltatori passivi: non c’Ł interazione con la macchina . Pearce e Wiggins argomentarono
che sia il TT che il DT sono dei test comportamentali; i test sono usati per decidere se
un comportamento pu￿ essere incluso in un insieme: ￿ l’insieme dei comportamenti intelli-
genti￿ nel caso del Test di Turing, e ￿l’insieme dei pezzi musicali di uno stile particolare ￿
nel caso del Discrimination Test.
Pears e Wiggins sostengono che ￿ le composizioni ￿nali della macchina sono valutate og-
gettivamente in un sistema chiuso, che non lascia spazio a valutazioni soggettive o a meriti
estetici￿, nonostante evidenzino che all’interno del sistema chiuso del DT, i valori estetici
sono di￿cili da rimuovere dai giudizi musicali.
3.4.4 Considerazioni ￿nali sull’uso del TT musicale
I sistemi che generano musica non guadagnano niente nell’associare il loro output con
il Test di Turing, anzi, la sovrastima dei sistemi causata da questa associazione, pu￿
svalutare la creativit￿ reale nella progettazione e nell’interfaccia di questi sistemi.
FinchØ le macchine non raggiungeranno l’autonomia, Ł probabile che gli essere umani con-
tinueranno a formare, modi￿care, e manipolare l’output delle macchine per soddisfare le
loro richieste estetiche. Quindi allo stato attuale l’uso del Test di Turing, nella valutazione
di sistemi che generano musica, Ł super￿ua e non fornisce alcuna valutazione aggiuntiva
rispetto a quella data da un ascoltatore.
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Rencon (Performance Rendering Contest) Ł un progetto di ricerca a livello mondiale nel-
l’ambito dell’informatica musicale, il quale organizza delle gare (contest) per sistemi com-
putazionali automatici che generano performance musicali espressive, in modo autonomo
o in modo interattivo. Lo scopo Ł quello di selezionare il miglior sistema in grado non solo
di riprodurre un brano musicale, ma soprattutto di eseguirlo aggiungendoci personalit￿,
emotivit￿, ed espressivit￿. Nel campo dell’informatica, la valutazione di questi sistemi Ł
richiesta perchØ la sensualit￿ e la bellezza Ł molto importante per un musicista, inoltre
una valutazione soggettiva delle performance generate Ł importante per la ricerca sui si-
stemi che generano le performance. Le valutazioni che si ottengono durante il contest,
dove si riuniscono diversi sistemi e si s￿dano tra di loro, andranno a stimolare gli sforzi
scienti￿ci in questo campo. Rencon inizi￿ nel 2002 con questa prospettiva. Col passare
degli anni oltre all’obiettivo di incitare, attraverso il whorkshop, il miglioramento delle
tecniche di rendering, Ł nata anche la voglia di iniziare a trattare e a manipolare anche
con le interfacce di performance per l’espressione umana, contribuendo alla modellazione
delle tecniche sulle attivit￿ mentali umane, per poi applicarle all’istruzione, alla fruizione
e alla creazione di nuova musica.
Nel 2011 il Rencon Workshop si Ł svolto per la prima volta in Italia il 6 luglio 2011,
presso il Dipartimento di Ingegneria dell’Informazione (DEI 2) dell’Universit￿ degli Studi
di Padova 3, durante l’8th Sound and Music Computing Conference (SMC 2011 4). Gli
obiettivi che il workshop si propone per il futuro sono:
 nel 2025 non ci saranno di￿erenze tra le performance eseguite automaticamente
da un sistema computazionale, e le performance eseguite da un essere umano. Si
potranno creare dei CD di performance create con i sistemi computazionali.
 nel 2050 si vincer￿ il Chopin Contest 5.
 nel 2052 si vincer￿ sia il Tchaikovsky Contest 6 sia il Chopin Contest. I sistemi





5Il Chopin Contest (o Chopin Competition, o International Chopin Piano Competition) Ł una com-
petizione al pianoforte che si tiene a Varsavia in Polonia, in onore di FrØdØric Chopin. Il contest Ł una
delle poche competizioni dedicate itneramente al lavoro di un singolo compositore.
6Il Tchaikovsky Contest (o International Tchaikovsky Competition) Ł una competizione musicale clas-
sica che si tiene ogni quattro anni a Mosca in Russia. La competizione Ł rivolta ai pianisti, violinisti e
violoncellisti dai 16 ai 30 anni di et￿, e ai cantanti dai 19 ai 32 anni.
108 nel 2100 un musicista umano, addestrato da un sistema automatico per il rendering
delle performance, vincer￿ il Chopin Contest.
3.5.1 Stage del workshop
Rencon si Ł svolto in due di￿erenti stage.
1. Stage I. Lo Stage I si Ł svolto il 27 marzo 2011, circa quattro mesi prima del
workshop vero e proprio del 6 luglio 2011. In questa prima fase, svoltasi interamente
tramite internet, vengono raccolti dei pezzi musicali suonati al piano tramite i sistemi
automatici dei partecipanti, i quali verranno poi valutati basandosi sull’impressione
artistica (tramite una giuria di musicisti), e sui meriti tecnici del brano (tramite un
comitato tecnico). Alla fase successiva sono stati ammessi solo otto sistemi, e quello
che segue Ł un elenco degli otto ￿nalisti dello Stage I nell’ordine di arrivo (dal primo
all’ottavo posto):
- YQX di Sebastian Flossmann (Johannes Kepler University), Maarten Grachten
(Johannes Kepler University) e Gerhard Widmer (Johannes Kepler University).
- Director Musices (DM) di Erica Bisesi (KTH), Anders Freiberg (KTH) e Ri-
chard Parncutt (University of Graz).
- Virtual Philharmony (VP) di Takashi Baba (Kwansei Gakuin University), Mi-
tsuyo Hashida (Kwansei Gakuin University) e Haruhiro Katayose (Kwansei
Gakuin University).
- Shunji System di Shunji Tanaka (Kwansei Gakuin University), Mitsuyo Ha-
shida (Kwansei Gakuin University) e Haruhiro Katayose (Kwansei Gakuin
University). Operater: Mami Yamaguchi.
- Kagurame Phase-II di Taizan Suzuki (Picolab Co., LTD), Tatsuya Hino (Shi-
baura Institute of Technology), Masahiro hibasaki (Shibaura Institute of Tech-
nology) e Yukio Tokunaga (Shibaura Institute of Technology).
- Usapi di Keiko Teramura (Kyoto University) e Shin-ichi Maeda (Kyoto Uni-
versity).
- Kagurame Phase-III di Taizan Suzuki (Picolab Co., LTD), Tatsuya Hino (Shi-
baura Institute of Technology), Masahiro Hibasaki (Shibaura Institute of Tech-
nology) e Yukio Tokunaga (Shibaura Institute of Technology).
- CaRo 2.0 di Sergio Canazza (Universit￿ di Padova), Giovanni De Poli (Univer-
sit￿ di Padova), Antonio Rod￿ (Universit￿ di Padova), Massimiliano Barichel-
lo (Universit￿ di Padova) e Davide Ganeo(Universit￿ di Padova). Performer:
Davide Tiso. [16]
1092. Stage II. Lo Stage II si Ł svolto a Padova il 6 luglio 2011, ed Ł il workshop vero
e proprio nel quale si sono riuniti tutti i partecipanti che hanno passato la prima
fase. Il sistema di rendering, sviluppato e portato da ogni partecipante dello Sta-
ge II, dovr￿ eseguire per due volte un brano per pianoforte in maniera espressiva
(Performance A e Performance B), in modo tale da rendere l’esecuzione simile ad
una performance musicale umana. Tutte e due le esecuzioni espressive del brano
selezionato verrano ascoltate e poi valutate dai partecipanti del Rencon Workshop
(musicalmente esperti e non), e dagli utenti online che seguivano la manifestazione.
Per il rendering espressivo Ł stato selezionato il brano Sonata No. 8 Op. 13 III.
Allegro di Beethoven dalla seguente lista di 20 brani:
J. S. Bach: Wohltemperierte Klavier I-1 BWV846 Prelude.
J. S. Bach: Invention No. 15 BWV786.
J. S. Bach: The Little Notebook for Anna Magdalena Bach, No. 1
Menuette in G major (no.24).
T. Badarzewska: A Maiden’s Prayer.
L.v. Beethoven: Piano Sonata No. 8, 3rd Mov.
L.v. Beethoven: Bagatelle No. 25 in A minor ￿For Elise￿.
J. Brahms: Hungarian Dances No. 5 in F-sharp minor.
F. Chopin: Nocturne No. 2 in E Flat Major, Op.9-2.
F. Chopin: Etude No. 3 in E major, Op.10 Nr.3 ￿Chanson de L’adieu￿.
F. Chopin: Waltz No.9 in A ￿at major, Op.69 Nr.1 ￿L’adieu￿.
E. Elgar: Salut d’amour.
G. Faure: Sicilienne in G minor, Op. 78.
G.F. H￿ndel: The Harmonious Blacksmith.
F. Liszt: 2 Konzertet￿den, S.145, No. 1 ￿imparare￿.
F. Mendelssohn: Songs Without Words Op. 30 No. 6, ￿s-moll
￿Venezianisches Gondellied￿.
W. A. Mozart: Piano Sonata K. 545, 1st Mov.
W. A. Mozart: Piano Sonata K. 331, 3rd Mov. ￿Turkish march￿.
D. Scarlatti: Sonata in C major K. 159, Allegro.
R. Schumann: Abegg Variations Op.1: 1. Theme.
P. I. Tchaikovsky: The Seasons: 7. July.
110Ad ogni partecipante Ł stato consegnato il brano in formato MusicXML (1.0/2.0) e
Standard MIDI File (SMF format 1). Inoltre Ł stata fornita la partitura del brano
in forma cartacea. La partitura da eseguire contiene note e alcuni segni espressivi,
ma nessuna indicazione sulla struttura delle frasi e sugli accordi. Ai partecipanti
sono dati 60 minuti per sistemare il proprio software e generare attraverso il proprio
sistema l’esecuzione espressiva richiesta. Durante il processo di rendering espressivo
non sono permesse modi￿che manuali del MIDI prodotto, e nemmeno l’ascolto del
MIDI prima che questo venga pubblicamente eseguito.
 Per i sistemi computazionali automatici e non interattivi (Director Musices,
Usapi, Kagurame Phase-II, Kagurame Phase-III, Shunji System e YQX), ogni
interpretazione espressiva generata dal sistema viene salvata in formato MIDI,
e successivamente viene riprodotta sul pianoforte, controllato dal computer, in
maniera autonoma.
 Per i sistemi computazionali automatici e interattivi (VirtualPhilarmony e Ca-
Ro 2.0), ogni interpretazione espressiva veniva eseguita in real-time dal sistema
direttamente sul pianoforte, con l’aiuto di un performer.
Per l’esecuzione delle performance espressive prodotte dai sistemi in gara, Ł stato utilizzato
un pianoforte Yamaha Disklavier (vedi Figura 3.2). Disklavier Ł il marchio di una serie di
pianoforti prodotti da Yamaha Corporation. Le varie forme e tipologie di Disklavier sono
essenzialmente dei pianoforti moderni elettromeccanici che usano sensori ottici a LED, che
permettono l’esecuzione delle note e che usano i pedali indipendentemente da qualsiasi
operatore umano. Molti modelli si basano su pianoforti acustici reali e sono stati costruiti
con sensori ed elementi elettromeccanici che non interferiscono con la normale esecuzione
dello strumento. Inoltre hanno la possibilit￿ di salvare dei dati e riprodurli in un altro
momento; tali dati possono essere anche performance musicali eseguite da pianisti umani.
I Disklavier sono dotati di molte porte di ingresso: per i dati MIDI, e anche da molti altri
dispositivi di memorizzazione come ￿oppy disks, cd-rom, usb, e cavi seriali.
3.5.2 Valutazione delle performance e risultati
Come gi￿ detto ogni performance, cioŁ Performance A e Performance B di ogni parteci-
pante allo Stage II, viene valutata singolarmente appena dopo la sua esecuzione sia online
che per via cartacea. La somma dei due punteggi decreta il punteggio dello Stage II di
ogni partecipante, andando cos￿ a formare una classi￿ca che decreta il vincitore della se-
conda fase di Rencon 2011. Per problemi tecnici i sistemi Kagurame Phase-II e Kagurame
Phase-III non hanno potuto partecipare a questa fase.
111Figura 3.2: Il pianoforte Yamaha Disklavier
Le due performance musicali del sistema CaRo 2.0 sono state eseguite in real-time dal
maestro Davide Tiso il quale, grazie alla sua abilit￿ di musicista, ha saputo dare al brano
prodotto un’espressivit￿ convincente che ha permesso al sistema CaRo 2.0 (il sistema
che genera performance espressive dell’Universit￿ di Padova) di vincere, alla sua prima
partecipazione, il secondo stage dell’edizione 2011 del Rendering Contest.
Di seguito Ł riportata la classi￿ca dello Stage II, e la classi￿ca ￿nale del Rencon.
CLASSIFICA STAGE II
Entrant System Performance A Performance B TOTAL
Net Paper Total Net Paper Total SCORE
1st: CaRo 2.0 56 464 520 61 484 545 1065
2nd: YQX 64 484 548 65 432 497 1045
3rd: VirtualPhilarmony 46 452 498 32 428 460 958
4th: Director Musices 33 339 372 13 371 384 756
5th: Shunji System 24 277 301 20 277 297 598
112CLASSIFICA FINALE
Entrant System Rank of Stage I Rank of Stage II Score of I + II
1st: YQX 1 2 3
2nd: VirtualPhilarmony 2 3 5
3rd: Director Musices YQX 3 4 7
Come si pu￿ vedere CaRo 2.0 ha vinto lo Stage II, e YQX ha vinto l’ SMC-Rencon Award,
che indica la vittoria ￿nale del contest. Inoltre Ł stato dato un premio speciale sulla
tecnica della performance (SMC-Rencon Technical Award) al vincitore dello Stage I, cioŁ
sempre YQX.
1133.6 Valutazione questionario (progetto)
Durante il Rencon Workshop 2011 (SMC-Rencon), appartenente all’8th Sound and Music
Computing Conference, e tenutosi a Padova il 6 luglio 2011, sono state eseguite delle per-
formance musicali utilizzando dei software per aggiungere espressivit￿ al brano musicale
inizialmente proposto (vedi sezione 3.5). Ogni partecipante al workshop utilizzava il pro-
prio sistema eseguendo due performance per il brano scelto; ognuna di queste performance
poteva poi essere valutata in due modi diversi:
- online, tramite un sito creato appositamente che permetteva la votazione solo in dei
tempi limitati post esecuzione dei brani;
- in maniera cartacea, tramite dei fogli che venivano distribuiti ai partecipanti presenti
nella sala del workshop.
L’uso dei fogli aveva il vantaggio di lasciare piø tempo per esprimere il proprio giudizio,
ma avevano lo svantaggio di permettere la votazione solo alle persone presenti, un numero
assai limitato rispetto al numero di persone che potrebbero votare tramite internet.
Oltre ai fogli riguardanti la valutazione delle performance ascoltate, Ł stato distribuito
un questionario, preparato dal professor Giovanni De Poli, da compilare in anonimato e
relativo al modo di valutare le performance ascoltate dai presenti durante il workshop.
Alla termine della gare i questionari sono stati raccolti, e poi successivamente analizzati.
Verranno ora mostrate le analisi eseguite e le considerazioni fatte sulle risposte che sono
state date.
3.6.1 Raccolta dati in Excel
Il primo passo Ł stato quello di portare tutte le informazioni contenute nei questionari in
un formato piø fruibile per e￿ettuare l’analisi dei dati. In un’unica scheda o foglio di lavoro
di Excel (chiamato Dati) sono state quindi inserite le risposte di tutti i 40 questionari
raccolti durante il workshop, separando le risposte appartenenti a domande diverse. Ad
ogni riga della tabella Excel corrispondono le risposte di uno spettatore.
 Le prime tre colonne sono relative alla prima domanda del questionario ￿ Your eva-
luation was made with reference to ￿, alla quale bisognava dare una sola risposta
scegliendo tra tre possibili scelte:
￿master degree music student￿
￿music teacher￿
￿top-level performer￿
114 Le successive otto colonne sono relative alla seconda domanda a risposta multipla
￿Which are the main factors that in￿uenced your judgment? ￿. Le possibili scelte
sono le seguenti: the performance
￿is able to highlight elements related to the musical structure (phrasing,
counterpoint)￿
￿contains unexpected but interesting choices ￿
￿is consistent with the suitable musical style (from an historical point of view) ￿
￿is consistent with the favourite style (from a subjective point of view) ￿
￿is consistent with the style of a famous performer ￿
￿is able to convey emotional contents￿
￿contains evident musical errors (things that a human would never do) ￿
￿is consistent with the actual performance context (concert hall, classroom,
automatic performance contest)￿
 Le successive 3 colonne sono relative a dati che riguardano lo spettatore:
￿musical training￿ (less than 5 years, or 5 years or more)
￿gender￿ (M o F)
￿age￿
 L’ultima colonna Ł invece relativa ad una domanda aperta, alla quale lo spettatore
poteva rispondere quello che voleva. La domanda Ł la seguente ￿ Which (English or
Italian) adjectives would you suggest to be used in Rencon 2012 evaluation stage? ￿
Notazioni adottate nella tabella Excel che raccoglie tutte le risposte:
- nelle prime due domande si indica con 1 la risposta data, 0 altrimenti;
- nella domanda relativa al musical training con 1 si indica ￿5 years or more￿, con 0
￿less than 5 years￿;
- nella domanda relativa al gender con 1 si indica ￿M￿, con 0 ￿F￿;
- nella domanda relativa a age c’Ł semplicemente l’et￿ scritta;
- nella domanda aperta invece viene copiato quello che lo spettatore ha scritto nel
foglio del questionario.
115Durante l’inserimento dei dati alcuni spettatori non hanno risposto a tutte le domande,
altri hanno dato una risposta scritta nella prima domanda (che prevedeva una scelta).
In questi casi Ł stato messo il valore 0 per le risposte errate che riguardano la prima
domanda, il simbolo \ per le risposte riguardanti i dati personali, ed Ł stato cambiato lo
sfondo in rosso per indicare l’errore commesso. Come verr￿ visto meglio dopo, Ł da notare
che lo 0 che viene messo sulle tre scelte della prima domanda nel caso di errori, rende la
risposta completamente diversa da qualsiasi altra risposta corretta (che avr￿ almeno una
scelta selezionata con 1) .
Un porzione della tabella Excel si pu￿ vedere nella Figura 3.3
Figura 3.3: Il foglio di calcolo Dati
Analisi statistica dei dati
Il secondo passo Ł stato quello di fare un’analisi statistica dei dati raccolti.
Nella prima domanda Ł da notare l’alto numero di risposte sbagliate che sono state date
(10% del totale). La causa piø accreditata ad aver causato un cos￿ basso numero di
risposte corrette, potrebbe essere la domanda posta male, creando quindi incertezza nel
momento in cui uno spettatore deve segnare una delle tre risposte. Un suggerimento per
migliorare questa domanda sarebbe quello di renderla piø chiara nella sua formulazione,
in modo che lo spettatore capisca che la domanda chiede su che base poggia la valutazione
dello spettatore, e non la formazione musicale dello spettatore; infatti, sembra che molti
spettatori l’abbiano interpretata in quest’ultimo modo.
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una esecuzione, la scala (da 1 a 10) che ha usato, Ł per la valutazione di un master degree
music student, di un music teacher o di un top-level performer? .
Andando ad osservare solo le risposte corrette invece, e come si pu￿ anche vedere in
Figura 3.4, possiamo notare che un 58,3% degli spettatori ha valutato le performance
rispetto un master che riguarda la musica, il 30,6% rispetto un performer, e un 11,1%
rispetto un insegnante di musica. Si pu￿ concludere che la maggior parte degli spettatori
(58,3%) ha valutato basandosi sullo stesso tipo di scala di valutazione (master degree
music student), anche se a mio parere molte risposte sono state date errate (e un po’ a
caso per gli spettatori non esperti di musica) a causa dei problemi citati sopra.
Figura 3.4: Risposte alla prima domanda del questionario
Nella seconda domanda si pu￿ notare come sia stata fortemente scelta la risposta numero
1: Ł stata segnata dal 77,5% dei spettatori (abilit￿ nel sottolineare elementi relativi alla
struttura musicale). Numerosi voti hanno avuto anche la risposta numero 6 col 57,5%
(abilit￿ nel trasmettere contenuti emozionali), la risposta numero 3 (consistenza con lo
stile della musica, dal punto di vista storico) e numero 7 (presenza di errori musicali non
creati dall’umano) entrambe col 52,5%, e la risposta numero 2 col 40% (scelte inaspettate
ma interessanti). Le altre risposte hanno avuto percentuali molto piø basse. Ecco l’elenco
delle percentuali per ogni risposta:
11777,5% is able to highlight elements related to the musical structure
(phrasing, counterpoint)
40,0% contains unexpected but interesting choices
52,5% is consistent with the suitable musical style (from an historical point of view)
1,5% is consistent with the favourite style (from a subjective point of view)
5,0% is consistent with the style of a famous performer
57,5% is able to convey emotional contents
52,5% contains evident musical errors (things that a human would never do)
7,5% is consistent with the actual performance context
(concert hall, classroom, automatic performance contest)
Come si pu￿ vedere dal gra￿co a barre in Figura 3.5, ogni spettatore ha dato in media
3,05 risposte (la media Ł stata calcolata).
Figura 3.5: Numero di scelte che ha dato ogni spettatore alla seconda domanda del
questionario
Nella domanda riguardante i dati personali, si pu￿ solo osservare che la maggior parte degli
spettatori sono maschi di 35 anni (85% del totale), e che il 77,5% degli spettatori hanno
una conoscenza musicale superiore ai 5 anni. Osservando i dati raccolti dalla tabella per￿,
non si evidenziano particolari distinzioni tra sesso, et￿, e conoscenza musicale.
Matrice di dissimilarit￿
Il prossimo passo consiste nel costruire la matrice di dissimilarit￿, sulla quale possono
venire e￿ettuate le analisi Cluster e MDS. La matrice di dissimilarit￿, o matrice delle
distanze, Ł una matrice n x n dove l’elemento inserito nella cella [i,j] indica la distanza
tra l’elemento i e l’elemento j. Nel nostro caso, essendoci 40 spettatori, la matrice sar￿
11840 x 40, e le distanze vengono calcolate in questo modo: la cella [i,j] conterr￿ il numero
di risposte discordanti tra lo spettatore i e lo spettatore j.
- Nel prima domanda del questionario abbiamo una singola scelta tra 3 possibili ri-
sposte, quindi la distanza tra i e j verr￿ incrementata di 1 solo se le risposte date
dai due spettatori sono diverse.
- La seconda Ł una domanda a scelta multipla tra 8 possibili risposte quindi, consi-
derando una sola tra le otto risposte, la distanza viene incrementata di 1 se quella
risposta Ł stata segnata da solo uno tra gli spettatori i e j. In sostanza se le 8 risposte
tra i due spettatori sono tutte quante diverse, la distanza potrebbe incrementare di
8.
- La domanda riguardante i dati personali dello spettatore, e la domanda aperta, non
vengono considerati per il calcolo della matrice di dissimilarit￿.
Per costruire tale matrice Ł stato utilizzato sempre Excel. Il lavoro Ł stato diviso in tre
parti (due matrici parziali, e la matrice ￿nale di dissimilarit￿) per rendere piø semplice e
meno confusionaria la formulazione delle formule nelle celle del foglio di calcolo.
In una nuova scheda (MatrixFirst) Ł stata creata una matrice calcolando solo le distanze
estraibili dalla prima domanda del questionario. Per vedere se le risposte di due spettatori
alla prima domanda sono diverse, basta considerare i tre valori interi (0 e 1), che indicano
le tre risposte, come un numero binario a 3 cifre: due risposte di due spettatori sono
diverse se i numeri binari corrispondenti sono diversi. Quindi per trasformare questo in
una formula di Excel basta utilizzare la notazione posizionale per trasformare il numero
binario in decimale, e il costrutto SE per controllare se i due numeri in base 10 sono
uguali.
Esempio di formula (le risposte del primo spettatore sono ad esempio nelle celle B6-C6-D6,
e quelle del secondo in B7-C7-D7):
= SE( (Dati!B6*4+Dati!C6*2+Dati!D6*1)=(Dati!B7*4+Dati!C7*2+Dati!D7*1) ; 0 ; 1 )
La matrice si pu￿ vedere in Figura 3.6.
La matrice relativa alle distanze estraibili dalla seconda domanda Ł stata creata in un’altra
scheda di Excel (MatrixSecond). La distanza tra due spettatori Ł stata calcolata come
sommatoria di SE, uno per ogni risposta. Un esempio di formula relativa ad una cella
della matrice (le risposte del primo spettatore sono nelle celle E6:L6, e quelle del secondo
in E7:L7):
= SE(Dati!E6=Dati!E7;0;1) + SE(Dati!F6=Dati!F7;0;1) + SE(Dati!G6=Dati!G7;0;1)
+ SE(Dati!H6=Dati!H7;0;1) + SE(Dati!I6=Dati!I7;0;1) + SE(Dati!J6=Dati!J7;0;1)
+ SE(Dati!K6=Dati!K7;0;1) + SE(Dati!L6=Dati!L7;0;1)
119Figura 3.6: Prima matrice parziale (scheda MatrixFirst)
Figura 3.7: Seconda matrice parziale (scheda MatrixSecond)
In Figura 3.7 si pu￿ vedere la matrice relativa alla seconda domanda.
Per concludere non resta che creare la matrice di dissimilarit￿ completa inserendola in
un’altra scheda di Excel (MatriceDiDissimilarita). Tale matrice Ł molto semplice da
creare, in quanto consiste nella somma dei valori, contenuti nelle celle corrispondenti,
delle altre due matrici create in precedenza. La matrice di dissimilarit￿ Ł quindi quella in
Figura 3.8.
3.6.2 Elaborazione in R
Una volta costruita la matrice di dissimilarit￿, pu￿ essere utilizzata per e￿ettuare delle
analisi Cluster e/o MDS. R 7 Ł un ambiente di sviluppo open source speci￿co per l’analisi
statistica dei dati, e quindi verr￿ utilizzato per e￿ettuare queste analisi utilizzando la
7http://www.r-project.org/
120Figura 3.8: Matrice di dissimilarit￿ (scheda MatrixSecond)
matrice di dissimilarit￿ come input. R utilizza un linguaggio orientato agli oggetti, e ora
analizzeremo il codice che Ł stato prodotto per e￿ettuare le analisi a noi necessarie.
Per leggere, scrivere e manipolare dati da un ￿le Excel di tipo XLS o XLSX basta utilizzare
il Package XLConnect, e caricare il contenuto nel workbook (wb). Il package XLConnect
richiede solo un’installazione Java nel computer, e lavora sulle principali piattaforme:
Windows, UNIX/Linux and Mac (￿R Data Import/Export￿, n.d.).
require("XLConnect")
wb <- loadWorkbook("MatriceExcel2007.xlsx", create = FALSE)
summary(wb)
con il commando summary viene mostrato a video (nel terminale di R) un riassunto del
contenuto del workbook, cioŁ vengono mostrati le schede del ￿le Excel (worksheets), i
nomi, le schede nascoste, ecc. Poi dobbiamo caricare solo i dati contenuti nella scheda
MatriceDiDissimilarita, perchØ i dati contenuti nelle altre schede non ci servono per l’ela-
borazione in R. Per farlo basta utilizzare il metodo readWorksheet, il quale legge i dati
dalla scheda indicata, e li butta in una matrice (matr) interpretando la prima riga come
i nomi delle colonne.
matr <- readWorksheet(wb, sheet = "MatriceDiDissimilarita")
Per poter essere utilizzata la matrice deve essere una matrice quadrata. A causa di come
sono disposti i dati nel foglio Excel, la colonna A di Excel contiene le etichette dei 40
spettatori, e quindi tale colonna Ł presente anche in matr. Per far in modo di avere una
matrice quadrata contenente solo i dati da elaborare, dobbiamo togliere la prima colonna.
matrTXT <-matr[, -1]
121Per e￿ettuare la Cluster Analisy abbiamo bisogno della matrice delle distanze (o di dissi-
milarit￿), nel nostro caso ce l’abbiamo gi￿, ed Ł matrTXT. Il passaggio successivo Ł quello
di e￿ettuare il processo di identi￿cazione di gruppi (cluster) per poter osservare le simi-
larit￿ tra i vari gruppi (￿Statistica con R: Cluster Analysis in R￿, n.d.). Ci sono due tipi
di approcci: supervisionato e non supervisionato.
1. nel supervisionato cataloghiamo gli oggetti in base a dei criteri prestabiliti;
2. nel non supervisionato la classi￿cazione Ł esplorativa, e si basa sulle caratteristiche
rilevate per singola unit￿ statistica. Ci sono 2 tipi di clustering non supervisionato:
il clustering partitivo e il clustering gerarchico.
 nel clustering partitivo si de￿nisce l’appartenenza ad un gruppo utilizzando
la dissimilarit￿ da un punto rappresentativo del cluster (centroide);
 nel clustering gerarchico viene invece creata una gerarchia di partizioni ca-
ratterizzata da un numero crescente o decrescente di gruppi (albero o dendro-
gramma). In questo tipo ci sono tanti algoritmi, i principali hanno due tipi di
approccio.
Approccio bottom-up (il piø usato), nel quale si creano tanti cluster quanti
sono gli oggetti (singleton), e per passi successivi si uniscono gli oggetti tra
loro piø vicini, ￿no ad ottenere un gruppo con tutti gli oggetti ( hierarchical
agglomerative clustering).
Approccio top-down, nel quale da un unico cluster contenente tutti gli oggetti,
si splitta l’insieme ￿no ad ottenere clusters contenenti ciascuno un solo oggetto
(hierarchical divisive clustering)
R ha una grande variet￿ di funzioni che permettono la cluster analisi. Come verr￿ visto do-
po, sono stati provati i seguenti metodi: clustering partitivo, e hierarchical agglomerative
clustering.
Prima di e￿ettuare qualsiasi tipo di analisi cluster, si consiglia di rimuovere o di stimare
i dati mancanti (non Ł il nostro caso, perchØ la matrice matrTXT contiene tutti i valori),




Multi Dimensional Scaling (MDS)
L’MDS Ł una tecnica esplorativa dei dati che permette di ottenere una rappresentazione
di N oggetti in uno spazio a k dimensioni, partendo da informazioni relative alla similarit￿
122(o dissimilarit￿) tra ciascuna coppia di oggetti. Di solito viene utilizzato per visualizzare
la dissimilarit￿ tra oggetti in uno spazio 2D o 3D. Il Multi Dimensional Scaling non Ł
una procedura che permette di riorganizzare gli elementi in un modo esatto, ma permette
di trovare una con￿gurazione che approssima nel modo migliore le distanze osservate.
Partendo da una matrice quadrata contenente la somiglianza di ogni elemento di riga
con ogni elemento di colonna, l’algoritmo MDS Ł un metodo iterativo che assegna a ogni
elemento una posizione in uno spazio K-dimensionale stabilito a priori. In pratica questa
tecnica parte con un sistema con tante dimensioni quanti gli elementi del sistema, e riduce
le dimensioni ￿no ad un certo numero k. Nel fare questo c’Ł un’inevitabile perdita di
informazione, e per questo motivo esistono diversi algoritmi di scaling multidimensionale
che cercano di minimizzare l’errore. In particolare si distinguono algoritmi metrici e non-
metrici. Gli algoritmi metrici Ł un soprainsieme degli MDS classici, che generalizza la
procedura di ottimizzazione di una serie di funzioni di perdita e di matrici di ingresso.
Gli algoritmi non-metrici invece trovano sia relazioni monotoniche non parametriche tra
le dissimilarit￿ nella matrice, sia le distanze euclidee tra gli elementi e la locazione di ogni
elemento nello spazio (￿Multidimensional Scaling￿, n.d.).
R fornisce delle funzioni per il classical (metric) e il nonmetric multi dimensional scaling.
Se assumiamo di avere N oggetti (N righe) misurati su p variabili numeriche (p colonne),
possiamo misurare la distanza tra gli oggetti in maniera anche visuale (in uno spazio
k-dimensionale). Il Nonmetric MDS invece, Ł eseguito utilizzando la funzione isoMDS(),
contenuta nel package MASS (da aggiungere al progetto R). Se utilizziamo direttamente
la funzione isoMDS, esce errore, perchØ tra due oggetti (il numero 15 e il numero 30), c’Ł
distanza nulla o negativa (￿R-help archive April 2004￿, n.d.). Quindi Ł necessario rimuovere
i duplicati prima di calcolare le distanze. Per farlo basta utilizzare la funzione unique()
su matrTXT, la quale mi cancella una delle due righe uguali, facendo quindi diminuire il
numero di righe a 39. La stessa cosa si ottiene utilizzando la funzione cmdscale() come
nel codice qui sotto
dMDS2 <- dist(matrTXT) #di default usa la distanza euclidea tra le righe
#k indica le dimensioni dello spazio
fitMDS2 <- isoMDS(dMDS2, y=cmdscale(dMDS2,k = 2), k=2) )
fitMDS2 #visualizza i risultati su terminale R
x2 <- fitMDS2$points[,1]
y2 <- fitMDS2$points[,2]
plot(x2,y2,xlab="Coordinate 1",ylab="Coordinate 2",main="Nonmetric MDS",type="n")
text(x2,y2,labels=row.names(matrTXT),cex=.7)
Il gra￿co Ł rappresentato in Figura 3.9.
123Figura 3.9: Nonmetric Multi Dimensional Scaling
Individuazione numero di cluster
Certi metodi utilizzati per la cluster analisi, necessitano di un numero di cluster in ingresso
per funzionare. Per i problemi di determinazione del numero di cluster da utilizzare,
nei quali non c’Ł una soluzione migliore delle altre, si possono utilizzare diversi approcci.
L’approccio qui utilizzato Ł simile al ￿ Scree Test￿ (Scree = ghiaione) dell’analisi fattoriale,
che consiste nel disegnare un gra￿co utilizzando la matrice in ingresso. Se si prende una
matrice di correlazione, la si pu￿ decomporre in combinazioni indipendenti e pesate della
variabili originali. Queste combinazioni corrispondono ai numeri diversi di cluster; ognuno
di questi numeri (o fattori) ha una varianza a lui associata: se il fattore Ł importante avr￿
una varianza molto elevata. Quindi il gra￿co consiste nell’ordinare i fattori secondo la
loro varianza nel gra￿co. Tale gra￿co contiene una curva che sembra l’incontro tra una
scogliera e il terreno. Osservando il gra￿co, dobbiamo decidere dove la scogliera ￿nisce e
dove inizia il terreno. Il punto che sceglieremo indicher￿, in maniera piø o meno corretta,
il numero di cluster (il fattore) da utilizzare. Come si vede in Figura 3.10 non Ł semplice
scegliere il punto adeguato; lo stacco sembra essere tra il numero 2 e il numero 8. Nella
nostra analisi Ł stato deciso di provare con 2, 3, e 4 come numero di cluster.
124Figura 3.10: Gra￿co ottenuto dallo Scree Test (Scree Plot)
Il codice R che permette di visualizzare lo Scree Plot Ł il seguente
wss <- (nrow(matrTXT)-1)*sum(apply(matrTXT,2,var))
for (i in 2:15) wss[i] <- sum(kmeans(matrTXT, centers=i)$withinss)
plot(1:15, wss, type="b", xlab="Number of Clusters",
ylab="Within groups sum of squares")
K-means clustering
K-means clustering Ł il metodo di partizionamento piø popolare, che permette di suddivi-
dere gli oggetti in K partizioni sulla base dei loro attributi. L’obiettivo che l’algoritmo si
prepone Ł di minimizzare la varianza totale intra-cluster. Ogni cluster viene identi￿cato
mediante un centroide 8. L’algoritmo segue una procedura iterativa. Inizialmente pren-
de k punti ￿di ingresso￿ (casualmente o usando alcune informazioni euristiche), e crea K
partizioni assegnando ogni punto al cluster del punto di ingresso piø vicino. Poi calcola il
centroide di ogni gruppo, il quale diventer￿ il nuovo punto di ingresso per calcolare una
nuova partizione dei dati, e cos￿ via, ￿nchØ l’algoritmo non converge. L’algoritmo cerca
quindi di minimizzare l’errore quadratico medio tra ogni punto del cluster e il suo centroi-
de. Esso richiede in anticipo il numero di cluster da estrarre, per questo motivo vengono
utilizzati 2, 3 o 4 cluster, come scelto in precedenza. La riga di codice che permette questo
tipo di clustering Ł la seguente
( mKMEANS2<-kmeans(matrTXT, 4, iter.max = 2000) ) #esempio con 4 cluster
8Il centroide Ł anche detto punto medio, o baricentro, o centro di massa.
125Dove iter.max indica il numero massimo di iterazioni permesse, e le parentesi che racchiu-
dono l’intera riga di codice permettono di stampare sul terminale R tutte le informazioni
prodotte dal clustering. Attraverso le informazioni stampate a schermo Ł possibile vedere
a che cluster appartengono ognuno dei 40 elementi della matrice (gli spettatori).
Qui di seguito si pu￿ vedere il risultato prodotto (ogni numero della seconda riga indica
il numero del cluster nel quale pu￿ trovarsi lo spettatore scritto sulla prima riga).
Caso con 2 cluster
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21
1 1 1 1 1 2 1 1 1 1 1 2 2 1 2 2 1 1 2 1 1
22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40
2 2 1 1 2 1 1 1 2 1 1 1 2 1 1 2 1 1 1
Caso con 3 cluster
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21
3 2 2 2 2 3 3 1 1 3 2 2 2 2 2 3 1 2 3 1 3
22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40
1 2 3 1 1 2 3 1 2 3 3 2 2 3 3 2 1 3 1
Caso con 4 cluster
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21
3 2 2 2 2 3 3 3 1 3 4 4 2 1 4 3 1 2 3 3 3
22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40
4 4 3 3 1 2 2 1 4 2 2 2 4 3 3 1 3 2 3
Una versione piø robusta (al rumore) di K-means, e basata sui medoid, pu￿ essere im-
piegata utilizzando la funzione pam() al posto di kmeans(). La funzione per utilizzare
necessita del package fpc , che verr￿ quindi incluso all’inizio del ￿le. Questo algoritmo Ł
molto simile al K-means, nel senso che entrambi cercano di minimizzare l’errore quadra-
tico medio tra i punti di un cluster e il suo centroide. La di￿erenza sta nel fatto che in
K-means il centroide Ł la pura media di tutti i punti del cluster, mentre in K-medoids
viene usato il punto collocato piø centralmente (in questo modo il centroide Ł uno dei
punti a disposizione). Anche in questo caso vengono utilizzati 2, 3, e 4 cluster, e il codice
Ł il seguente
( mKMEANSpam4<-pam(matrTXT, 4) ) #esempio con 4 cluster
Anche in questo caso si possono vedere su che cluster cade ogni spettatore.
Caso con 2 cluster
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21
1 2 2 1 2 1 1 1 1 1 2 2 2 2 2 1 1 2 1 1 1
12622 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40
1 2 1 1 1 2 1 1 2 2 2 2 2 1 1 2 1 2 1
Caso con 3 cluster
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21
1 2 2 2 3 2 3 1 1 1 3 3 2 3 3 2 1 3 2 1 2
22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40
1 3 1 1 1 2 2 1 3 2 2 2 3 2 2 1 1 2 1
Caso con 4 cluster
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21
1 2 2 3 4 3 3 1 1 3 4 4 2 4 4 2 1 4 3 1 2
22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40
1 4 3 1 1 2 2 1 4 2 2 2 4 3 2 3 1 2 1
Hierarchical clustering
L’algoritmo di K-means ci da delle partizioni molto semplici e piatte, perchØ le partizioni
non hanno nessuna organizzazione o struttura al loro interno (￿Distance Between Par-
titions￿, n.d.). Quindi pu￿ capitare di volere un clustering gerarchico, che Ł ra￿gurato
tramite un albero o dendrogramma. Come gi￿ visto, ci sono due approcci per questo
tipo di clustering: bottom-up (agglomerative) e top-down (divisive). L’algoritmo di base
dell’agglomerative clustering Ł molto semplice:
- ad ogni punto corrisponde un cluster;
- ￿nchØ non c’Ł un unico cluster, si trova la coppia di cluster piø vicina, e si fondono
(merge) assieme;
- alla ￿ne si ritorna il gra￿co rappresentante l’albero delle fusioni.
Ci sono moltissimi approcci per questo tipo di cluster. Uno da utilizzare in R Ł il metodo
di Ward, il quale dice che la distanza tra due cluster indica di quanto la somma dei
quadrati delle distanze deve aumentare quando si fa il merge, cioŁ la distanza tra due
cluster viene considerata come il costo di merging tra due cluster. All’inizio dell’algoritmo
la somma dei quadrati Ł nulla, perchØ ogni punto Ł nel proprio cluster. Nelle iterazioni
successive, il metodo di Ward cerca di mantenere l’incremento di questa distanza il piø
basso possibile. Questo metodo Ł sia greedy, sia vincolato dalla scelta dei cluster da
fondere. Il codice per utilizzare questo metodo in R Ł il seguente
d <- dist(matrTXT, method = "euclidean") # distance matrix
fit1 <- hclust(d, method="ward")
plot(fit1) # display dendogram
127groups <- cutree(fit1, k=4) # cut tree into 4 clusters






come si vede dal codice Ł stato scelto di disegnare nel gra￿co dei riquadri di colore diverso
(giallo, rosso, blu, verde e grigio) che indicassero la suddivisione in 2, 3, 4, 6 e 8 cluster.
Il dendogramma Ł rappresentato nella Figura 3.11.
Figura 3.11: Dendogramma dell’agglomerative clustering
3.6.3 Elaborazione dei risultati
Osservando il gra￿co dell’analisi MDS fatta in precedenza (Figura 3.9), non si rilevano
particolari raggruppamenti di spettatori, e risulta quindi di￿cile poter dividere l’intero
insieme in piø di un cluster. Questo potrebbe indicare che molto probabilmente non ci
sono marcate di￿erenze tra le risposte date ai quesiti del questionario. Nonostante questo,
Ł utile tentare di visualizzare una suddivisione in cluster (ottenuta con uno dei metodi di
clustering) sul gra￿co MDS.
Vengono ora riscritte le suddivisioni in cluster trovate con i metodi K-medoids e Hierarchi-
cal clustering; poi gli elementi del gra￿co MDS vengono colorati in base a tali suddivisioni:
Figura 3.12 per il metodo K-medoids, e Figura 3.13 per il clustering gerarchico.
Suddivisioni in cluster con il metodo K-medoids e 2 cluster:
128Cluster1: 1, 4, 6, 7, 8, 9, 10, 16, 17, 19, 20, 21, 22, 24, 25, 26, 28, 29, 35, 36, 38, 40
Cluster2: 2, 3, 5, 11, 12, 13, 14, 15, 18, 23, 27, 30, 31, 32, 33, 34, 37, 39
Suddivisioni in cluster con il metodo K-medoids e 3 cluster:
Cluster1: 1, 8, 9, 10, 17, 20, 22, 24, 25, 26, 29, 37, 38, 40
Cluster2: 2, 3, 4, 6, 13, 16, 19, 21, 27, 28, 31, 32, 33, 35, 36, 39
Cluster3: 5, 7, 11, 12, 14, 15, 18, 23, 30, 34
Suddivisioni in cluster con il metodo K-medoids e 4 cluster:
Cluster1: 1, 8, 9, 17, 20, 22, 25, 26, 29, 38, 40
Cluster2: 2, 3, 13, 16, 21, 27, 28, 31, 32, 33, 36, 39
Cluster3: 4, 6, 7, 10, 19, 24, 35, 37
Cluster4: 5, 11, 12, 14, 15, 18, 23, 30, 34
Figura 3.12: Gra￿co MDS + metodo K-medoids con suddivisione in 2, 3 e 4 cluster
Suddivisioni in cluster con il metodo del clustering gerarchico e 2 cluster:
Cluster1: 1, 4, 6, 7, 8, 9, 10, 12, 17, 19, 20, 21, 22, 24, 25, 26, 29, 35, 37, 38, 40
Cluster2: 2, 3, 5, 11, 13, 14, 15, 16, 18, 23, 27, 28, 30, 31, 32, 33, 34, 36, 39
Suddivisioni in cluster con il metodo del clustering gerarchico e 3 cluster:
Cluster1: 1, 4, 6, 7, 8, 9, 10, 12, 17, 19, 20, 21, 22, 24, 25, 26, 29, 35, 37, 38, 40
Cluster2: 11, 14, 15, 23, 30
Cluster3: 2, 3, 5, 13, 16, 18, 27, 28, 31, 32, 33, 34, 36, 39
Suddivisioni in cluster con il metodo del clustering gerarchico e 4 cluster:
Cluster1: 4, 9, 17, 29, 37
Cluster2: 1, 6, 7, 8, 10, 12, 19, 20, 21, 22, 24, 25, 26, 35, 38, 40
Cluster3: 11, 14, 15, 23, 30
Cluster4: 2, 3, 5, 13, 16, 18, 27, 28, 31, 32, 33, 34, 36, 39
Come si poteva osservare prima di colorare il gra￿co MDS, i punti sono distribuiti in tale
gra￿co in modo abbastanza omogeneo, e quindi risulter￿ molto di￿cile che ci siano piø
di 3 cluster nell’insieme degli spettatori. Infatti come si pu￿ osservare dalla Figura 3.12
e dalla Figura 3.13, la suddivisione degli spettatori in 4 gruppi Ł di￿cilmente fattibile, in
129Figura 3.13: Gra￿co MDS + metodo Hierarchical clustering con suddivisione in 2, 3 e 4
cluster
quanto gli spettatori appartenenti a cluster diversi hanno delle posizioni che si mescolano
tra di loro nello spazio 2D, e non vanno a creare delle aree nette di colore diverso.
Per quanto riguarda la suddivisione in 2 o 3 cluster, si pu￿ osservare che il metodo k-
medoids con 2 cluster Ł quello che evidenzia in maniera piø netta due aree di colore
diverso. Per questo motivo Ł stata presa questo tipo di suddivisione per elaborare le
risposte date dai 40 spettatori in base al loro cluster di appartenenza. Con Excel sono
state raggruppate le righe degli spettatori in base ai due gruppi, e si Ł cercato di trovare
delle di￿erenze nelle risposte date (vedi Figura 3.14).
Innanzitutto osservando gli spettatori appartenenti ai due cluster, si pu￿ notare che non
c’Ł nessuna distinzione di sesso fra i vari gruppi, in quanto le donne e gli uomini sono
equamente distribuiti. Invece, per quanto riguarda il musical training, si pu￿ osservare
che gli spettatori appartenenti al cluster 1 (di colore giallo nella Figura 3.14) sono un po’
piø esperti di musica rispetto gli spettatori del cluster 2 (di colore rosso). Per individuare
immediatamente questa di￿erenza tra i due gruppi, potremmo etichettare il cluster 1 con
￿musicisti￿, e il cluster 2 con ￿non musicisti￿.
La seconda risposta alla second question (contains unexpected but interesting choices ),
Ł stata scelta da 16 spettatori, e la maggioranza di questi sono presenti nel cluster 1.
Infatti, se in Figura 3.14 si vanno a osservare le percentuali di scelta della risposta numero
due nei due cluster, si pu￿ constatare che il gruppo dei ￿musicisti￿ Ł piø interessato a
delle scelte musicali inaspettate e piø interessanti, rispetto al gruppo dei ￿non musicisti￿.
Dalla risposta numero tre invece (is consistent with the suitable musical style (from an
historical point of view)), si deduce che i ￿non musicisti￿, essendo poco esperti, preferiscono
un’esecuzione attinente allo stile della canzone, e che non abbia niente aggiunte particolari
al brano. Questa valutazione risulta consistente con le osservazioni fatte per la risposta
numero due.
Nel cluster 1 sono presenti anche la maggioranza dei spettatori che hanno scelto la risposta
numero 6 (is able to convey emotional contents, e la risposta numero 7 (contains evident
130Figura 3.14: Risposte dei spettatori suddivise per cluster (K-medoids con 2 cluster)
musical errors (things that a human would never do) ).
La prima opzione della ￿rst question (domanda a scelta singola), ci suggerisce una so-
stanziale di￿erenza tra i due gruppi, che va in qualche modo a giusti￿care le di￿erenze
sulle risposte appena evidenziate. Nel secondo cluster la gran parte degli spettatori, quelli
musicalmente meno esperti, hanno valutato le performance musicali facendo riferimento
ad un master degree music student, mentre le persone che hanno valutato con riferimento
a un top-level performer sono tutte presenti (tranne una) nel cluster 1 dei ￿musicisti￿.
Questo sta a indicare che, giustamente, gli spettatori piø esperti di musica hanno una
scala di valutazione piø ra￿nata rispetto a quelli meno esperti, mentre quelli meno esper-
ti hanno una valutazione piø semplice e approssimativa, andando ad osservare gli elementi
piø semplici da interpretare come la struttura musicale (infatti la risposta numero 1 della
domanda a scelta multipla Ł stata quella scelta di piø dal cluster 2).
131Capitolo 4
Conclusioni
La musica Ł sempre stata una forza trainante per l’innovazione della tecnologia, e le nuove
tecnologie hanno aperto la strada a nuove forme di interazione con la musica e con l’e-
spressione musicale. La de￿nizione di modelli informatici, per rappresentare l’espressivit￿
di un’esecuzione musicale, Ł utile per cercare di capire come e in che modo si possano
esprimere delle intenzioni espressive in una performance.
Lo studio delle modalit￿ con cui un computer pu￿ comunicare dei contenuti espressivi
utilizzando la musica, pu￿ diventare molto importante sia nell’insegnamento che nell’e-
ducazione, per fornire strumenti di interazione piø semplici e intuitivi da utilizzare. Svi-
luppare un modello per le persone con limitate capacit￿ di movimento, pu￿ ad esempio
fornire vari modi di accesso alla terapia musicale (musicoterapia), e le interfacce di rico-
noscimento dei gesti devono essere progettate speci￿catamente in accordo con le capacit￿
di movimento degli utenti. Per non parlare di tutte le possibili applicazioni sul web che
potrebbero avere questi sistemi.
In questo lavoro di tesi sono stati esposti solo alcuni dei risultati prodotti inerenti all’e-
spressivit￿ musicale. Questo campo della ricerca Ł ancora molto giovane, e le possibili
strade da percorrere sono molteplici. Nonostante questo, si sono iniziati a vedere i primi
risultati positivi, e le occasioni di confronto con altre persone che lavorano in questo cam-
po (ad esempio la conferenza Rencon) incoraggiano ancora di piø lo sviluppo di questo
tipo di studi.
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