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Resumo
O problema inverso de espalhamento aqui onsiderado é determi-
nar o formato de um objeto sound-soft plano a partir do onheimento
da amplitude de espalhamento para uma quantidade nita de ondas in-
identes. Iniialmente, abordamos alguns pontos da teoria de existênia
e uniidade de solução. Por ser um problema mal posto, apliamos o
método de Tikhonov para a regularização. Disorremos sobre os méto-
dos da urva-L, do ponto xo, o prinípio da disrepânia e o prinípio
da disrepânia generalizado para a determinação do parâmetro de re-
gularização. E, em seguida, para a deteção do objeto, apresentamos
os métodos LSM, fatoração de Kirsh, MKM-FP, SVD-tail, ISVD-tail e
ritério do produto máximo. O objetivo é fazer omparativos de forma
gráa da qualidade de imagem obtida.
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Abstrat
The inverse sattering problem disussed here is a problem of
determining the shape of a plan sound-soft objet from the knowledge
of the far-eld pattern for a nite quantity of inident waves. Initially,
we disuss some points from the theory of existene and uniqueness of
solution. Beause it is a ill-posed problem, we apply Tikhonov's method
for regularization. Also, we present the L-urve method, xed point
method, Morozov's disrepany priniple and generalized disrepany
priniple to determine the regularization parameter. And so, to detet
the objet, we present the methods: LSM, Kirsh fatorization, MKM-
FP, SVD-tail, ISVD-tail and maximum produt riterion. The nal
goal is to ompare graphially the quality of the image obtained.
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Introdução
Resolver uma lasse espeial de problemas matemátios, hama-
dos problemas inversos, tornou-se um aspeto importante em muitas
apliações dos dias atuais. Podemos itar o uso de imagens de radar
[36℄, identiação biométria, apliações industriais (testes não destru-
tivos, identiação de parâmetros em proessos industriais), tomograas
e apliações às iênias médias (deteção de tumores e fraturas) [13℄
e [44℄; apliações à geofísia (deteção de reservatórios de minerais,
prospeção de hidroarbonetos). São problemas que exigem soluções
rápidas e preisas. Assim, queremos determinar soluções úteis através
do espalhamento de ondas aústias tempo-harmnias om objetos
impenetráveis.
A teoria de espalhamento é relaionada om os efeitos da inte-
ração entre ondas inidentes e um objeto D, interação essa que gera
ondas espalhadas. Essa teoria nos traz dois tipos de problemas: dire-
tos e inversos. No problema direto, temos informações disponíveis de
um ampo
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de ondas inidentes ui e propriedades a respeito de um
objeto D (por exemplo, ondições de fronteira e propriedades físias).
Com essas informações, desejamos determinar o ampo de ondas es-
palhadas us, ou seja, as ondas que interagem om o objeto e queremos
saber omo elas se omportam após a interação. Matematiamente, a
onda espalhada us é solução de um problema de fronteira exterior que
envolve a equação∆u+k2u = 0 onheida omo equação de Helmholtz.
Já no problema inverso, onheidos o ampo de ondas inidentes
ui e o ampo de ondas espalhadas us, queremos determinar propriedades
de um objeto desonheidoD. Para tal, usamos o método de amostragem
linear [31℄ (Linear Sampling Method, LSM) baseado na solução numéria
1
Dada uma região X do espaço, podemos assoiar a ada ponto de X uma
grandeza esalar (temperatura, pressão, densidade, distânia, ...) ou uma grandeza
vetorial ( força veloidade, aeleração posição, desloamento, ...). Dizemos, então,
que está denido sobre X um ampo esalar ou um ampo vetorial, respetivamente.
1
de uma equação linear Ag = f , em que A é um operador integral onhe-
ido omo operador far-eld. No LSM original, a norma da solução g da
hamada equação far eld Ag(x) = e−ikx·z tende ao innito onforme
os pontos de amostragem z distam do objeto. Assim, esse omporta-
mento, que depende do ponto tomado, arateriza o perl do objeto.
Pereba que, embora o problema de identiação do perl do
objeto seja não linear, a abordagem desrita aima é linear. Caso
tratássemos de ténias não lineares, a abordagem mais apropriada
seria através de ténias de otimização baseadas no método de New-
ton, por exemplo [22℄. A vantagem dos métodos não lineares é não
neessitar de muitas informações, normalmente um ampo inidente é
suiente para gerar a implementação [10℄. A diuldade neste aso é a
onvergênia loal dos métodos e a possibilidade de múltiplos extremos.
O LSM não apresenta essas diuldades, mas o problema linear é mal
posto no sentido de Hadamard [20℄.
Vale lembrar que, em termos prátios, estamos sempre em dimen-
são nita, muito embora, a verdadeira solução pertença a um espaço
de dimensão innita. Assim, visto que o problema é mal posto, após a
disretização lidamos om um problema disreto mal ondiionado que
deve ser resolvido usando alguma ténia de regularização [6℄. Nesta
busa, abordamos o método de Tikhonov em onjunção om os méto-
dos de esolha do parâmetro de regularização da Curva-L [21℄, do Ponto
Fixo [3℄, e o prinípio da disrepânia [7℄ e sua generalização [14℄.
Quanto à identiação do perl do objeto, o LSM deu origem a
muitos outros métodos que apresentam boa robustez, omo, o método
da fatoração de Kirsh [29℄, [27℄ e o MKM-FP [34℄, uma assoiação do
método da fatoração de Kirsh om o método do ponto xo, ambos
métodos disutidos no trabalho. Também apresentamos o SVD-tail
[16℄, ténia baseada no uso da SVD e no omportamento dos oe-
ientes de Fourier da matriz referente ao operador disretizado, e o
ISVD-tail [16℄, que é similar ao SVD-tail, porém troa o uso da SVD
pela iteração simultânea inversa [18℄. Por m, abordamos o ritério do
produto máximo [5℄, que faz determinações de parâmetros que falham
om o uso do ponto xo.
Como a identiação do objeto é através de ténias do tipo LSM,
a veriação do desempenho dos métodos é feita via testes numérios.
Assim, fazemos a omparação gráa das ténias por meio de um
proesso similar a urvas de níveis [14℄. Uma outra maneira, que não
a utilizada neste trabalho, é realizar uma análise de erro, através da
obtenção de us numeriamente, omo se pode observar em [43℄.
Enfatizamos que o enfoque desta dissertação é apresentar os
2
métodos e os resultados numérios obtidos na identiação de objetos
via o problema inverso de espalhamento. Assim, muitos dos resultados
relativos às equações dos problemas direto e inverso não são demonstra-
dos, apenas itamos referênias que ajudem o leitor a aprofundar esse
estudo. O objetivo nal deste material é analisar os métodos de modo
a ver suas vantagens e desvantagens, busando qualidade de imagem e
um usto omputaional favorável.
O onteúdo do trabalho está dividido em quatro apítulos. No
apítulo 1, apresentamos o problema de espalhamento (direto e inverso)
juntamente om as equações governantes. Para melhor entender o que
nos leva a estudar métodos numérios para resolução do problema in-
verso, apresentamos os resultados que tratam de existênia e uniidade
de solução. O apítulo 2 iniia-se om um breve histório sobre o estudo
de problemas inversos. Em seguida, disorremos sobre problemas mal
postos e omo ontornar essa diuldade através de métodos de regu-
larização. Então, apresentamos o método de Tikhonov, o mais popular
entre os métodos de regularização. Também, abordamos os métodos
de determinação do parâmetro de regularização. No apítulo 3, bus-
amos o formato do objeto através dos métodos de deteção já itados
anteriormente. Ao longo do apítulo 4, exemplos numérios bidimen-
sionais ilustram as ténias apresentadas nos apítulos 2 e 3. Por m,
muitos dos resultados auxiliares não se enaixavam no esopo do tra-
balho e foram oloados nos apêndies A e B, que tratam de resultados
de análise funional e álgebra linear omputaional, respetivamente.
Os apêndies têm a função de ajudar o leitor om mais detalhes sobre
temas abordados na dissertação.
3
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Capítulo 1
Generalidades sobre o
Problema de
Espalhamento
Neste apítulo, apresentaremos a estrutura dos problemas direto
e inverso de espalhamento, além de um apanhado de resultados que
nos permite tratar de existênia, uniidade, araterização e ompor-
tamento assintótio de soluções. Iniiamos om uma breve desrição a
respeito do problema direto e da equação que o rege, e também uma
pequena desrição do problema inverso. Ao longo das subseções, itare-
mos mais detalhes sobre o tema e omo o intuito do trabalho é ana-
lisar e omparar métodos numérios para o problema inverso, muitas
demonstrações dos resultados dessa seção serão omitidas. Para deta-
lhes, reomendamos as literaturas [12℄ e [27℄.
1.1 Apresentação do Problema
A equação que possibilita a análise do problema de espalha-
mento, objeto de estudo neste trabalho, é a equação reduzida da onda,
onheida omo equação de Helmholtz. No ontexto do problema do
espalhamento, onsideramos ondas aústias de pequena amplitude de
propagação num meio homogêneo omo um uido. O movimento da
onda é modelado por um sistema não linear que, quando linearizado, é
5
da forma [12℄
∂2p1
∂t2
= c2∆p1,
om c sendo a veloidade do som e p1(x, t) a pressão. Supondo que
p1 é periódio no tempo, isto é, se é da forma p1(x, t) = Re[u(x)e
−iwt]
om frequênia w > 0 e u = u(x) uma função de valores omplexos,
podemos observar que u, que depende somente da variável x, satisfaz
a equação de Helmholtz om número de onda k =
w
c
> 0, isto é, u(x)
satisfaz
∆u(x) + k2u(x) = 0. (1.1)
Agora, vamos assumir que um subonjunto aberto e limitado
D ⊂ R3 representa um objeto em R3 e onsiderar o espalhamento de
ondas planas da forma
ui(x; d) := eikx·d
pelo objeto num meio homogêneo. Aqui, x ·d denota o produto interno
annio em R3 e | · | denota a norma assoiada. Também, d ∈ S2 é
a direção de propagação da onda e S2 = {x ∈ R3 : |x| = 1} é a esfera
unitária em R3. É simples veriar que ui é uma solução da equação
de Helmholtz em todo R3.
Quando a onda inidente ui atinge o objeto, produz a onda espa-
lhada us. Sobrepondo essas ondas geramos uma onda total u = ui+us;
o omportamento da onda total na fronteira ∂D do objeto basta para
determinar a onda espalhada.
• A ondição de fronteira de Dirihlet u = 0 em ∂D arateriza
obstáulos sound-soft. Isso orresponde ao fato da pressão da
onda total ser nula na fronteira;
• A ondição de fronteira de Neumann ∂u
∂ν
= 0 em ∂D, em que ν é
a normal unitária externa à ∂D, modela obstáulos sound-hard,
ou seja, a veloidade normal da onda total se anula na fronteira;
• A ondição de impedânia ou ondição generalizada de Neumann:
∂u
∂ν
+ λu = 0 em ∂D.
Outro fator relevante nesse estudo, é o fato de haver uma ondição que
faz om que o ampo espalhado us se omporte omo uma onda esféria
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quando distante do objeto. Essa ondição é hamada de ondição de
radiação de Sommerfeld e é dada por
lim
r→∞
r
(
∂us
∂r
− ikus
)
= 0, (1.2)
em que r = |x| e o limite deve ser válido uniformemente em todas
direções x̂ := x/|x| ∈ S2. Nosso intuito é estudar soluções que tenham
a araterístia de ser radiating
1
.
Neste trabalho, abordaremos apenas o aso om ondição de
fronteira de Dirihlet. Assim, para uma frequênia xa om número
de onda k, o problema direto em R2 onsiste em enontrar uma função
us satisfazendo 
∆us + k2us = 0, x ∈ R2\D,
us(x) + ui(x) = 0, x ∈ ∂D,
limr→∞
√
r(∂u
s
∂r − ikus) = 0
(1.3)
onde r = |x|, x ∈ R2\D, o limite aima é onsiderado em todas as di-
reções xˆ = x/|x|, e ui é um ampo onheido de ondas inidentes. Note
que nessa formulação, a onda espalhada us é solução de um problema
exterior de fronteira, visto que x ∈ R2\D.
Já o problema inverso, que proura desrever o perl da fronteira
do objeto, envolve a solução numéria de uma equação linear Ag = f ,
onde
(Agz)(x̂) = e
ipi/4
√
8πk
e−ikx̂·z, (1.4)
em que o lado direito é a amplitude de espalhamento da solução funda-
mental da equação de Helmholtz, z ∈ R2 e A : L2(S) −→ L2(S) é dada
por
(Agz)(x̂) =
∫
S
u∞(x̂, d)gz(d)ds(d), x̂ ∈ S, (1.5)
A é um operador integral onheido omo operador far-eld, S é a bola
unitária em R2, d é a direção de propagação, e u∞ denota amplitude
de espalhamento.
Na prátia, apenas aproximações do núleo do operador são
disponíveis e a equação integral deve ser resolvida onsiderando-se um
operador perturbado A˜ = A+E. Além disso, para efeito de simulações,
o problema inverso depende de u∞ que é gerado pelo problema direto.
Outra diuldade assoiada ao problema inverso é que o problema (1.4)
pode não possuir solução.
1
Uma solução para a equação de Helmholtz ujo domínio de denição ontém o
exterior de alguma esfera é denominada radiating se satisfaz a ondição de radiação
de Sommerfeld uniformemente em todas direções
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1.2 Existênia e Uniidade de Solução
Ao tratarmos do problema de espalhamento (1.3) é de funda-
mental importânia abordarmos as questões de existênia e uniidade
dos problemas direto e inverso, até mesmo para melhor entendermos a
diuldade da desrição numéria de soluções. Assim, apresentaremos
alguns dos resultados fundamentais na abordagem do problema direto.
Como já foi itado, muitas demonstrações serão omitidas, visto que
o foo prinipal do trabalho é o estudo de métodos numérios para a
resolução do problema inverso.
O seguinte resultado, onsequênia do teorema da divergênia
de Green [42℄, é essenial na representação das soluções da equação de
Helmholtz.
Teorema 1.1. Seja D um domínio simplesmente onexo em Rn para
n = 2, 3 om fronteira ∂D ∈ C2 e normal unitária exterior ν. Se u,
v ∈ C2(D)⋂C1(D), temos a primeira identidade de Green∫
D
{u∆v +∇u · ∇v}dx =
∫
∂D
u
∂v
∂ν
ds (1.6)
e a segunda identidade de Green∫
D
{u∆v − v∆u}dx =
∫
∂D
{
u
∂v
∂ν
− v ∂u
∂ν
}
ds. (1.7)
Agora, vamos araterizar soluções radiating da equação de Helm-
holtz em R3\D usando a solução fundamental do operador −∆ − k2
denida por
Φ(x, y) =
ei k|x−y|
4π|x− y| , x 6= y. (1.8)
Teorema 1.2. Suponha que o onjunto limitado D seja o omplemento
aberto de um domínio ilimitado de lasse C2 om normal unitária ex-
terna ν à fronteira ∂D. Seja u ∈ C2(R3\D)⋂C(R3\D) uma solução
radiating para a equação de Helmholtz em R3\D que possui uma derivada
normal na fronteira no sentido do limite
∂u
∂ν
(x) = lim
h→0+
ν(x) · ∇u(x+ hν(x)), x ∈ ∂D,
existe uniformemente na fronteira. Então,
u(x) =
∫
∂D
{
u(y)
∂Φ(x, y)
∂ν(y)
− ∂u
∂ν
(y)Φ(x, y)
}
ds(y), x ∈ R3\D. (1.9)
8
Por m, outro fator importante no estudo de um problema de
espalhamento é o omportamento da onda espalhada us para x longe da
fronteira de D. O teorema a seguir fundamenta esse omportamento.
Teorema 1.3. Cada solução radiating u da equação de Helmholtz tem
o omportamento assintótio de uma onda esféria outgoing
u(x) =
eik|x|
|x|
{
u∞(x̂) +O
(
1
|x|
)}
(1.10)
uniformemente em todas direções x̂ =
x
|x| onforme |x| → ∞. A função
u∞ denida na esfera unitária S
2
é hamada de amplitude de espalha-
mento de u.
Demonstração: Primeiramente, vamos provar que a identidade
|x− y| = |x| − x̂ · y +O
(
1
|x|
)
, |x| → ∞, (1.11)
é válida uniformemente para y ∈ ∂D. De fato, note que
y
x
y-x
|x− y| = (|x|2 − 2x · y + |y|2)1/2. (1.12)
Agora onsidere a série de Taylor de f(t) = (1+t)α em torno da origem:
f(t) = 1 + αt+
1
2!
α(α− 1)t2 + · · · , |t| < 1.
Então, om t = −2x · y|x|2 +
|y|2
|x|2 e α = 1/2 em (1.12) obtemos
|x− y| = |x|
(
1− 2x · y|x|2 +
|y|2
|x|2
)1/2
= |x|
(
1− x · y|x|2 +
|y|2
2|x|2 −
1
8
(
−2x · y|x|2 +
|y|2
|x|2
)2
+ · · ·
)
.
(1.13)
9
O resultado aima pode ser esrito omo:
1) |x− y| = |x| − x̂ · y +O
(
1
|x|
)
, 2) |x− y| = |x|
(
1 +O
(
1
|x|
))
,
(1.14)
as quais são válidas quando y é xo e x suientemente afastado de ∂D
(i.e., para |x| grande). Então
eik|x−y|
|x− y| =
eik|x|e−ikx̂·y
|x|
e
O
(
1
|x|
)
1 +O
(
1
|x|
)
ou
eik|x−y|
|x− y| =
eik|x|
|x|
{
e−ikx̂·y +O
(
1
|x|
)}
. (1.15)
Tomando a derivada normal em relação a y, hegamos a
∂
∂ν(y)
eik|x−y|
|x− y| =
eik|x|
|x|
{
∂e−ikx̂·y
∂ν(y)
+O
(
1
|x|
)}
.
A partir dessas duas últimas expressões e do Teorema 1.4, da represen-
tação (1.9) obtemos
u(x) =
1
4π
eik|x|
|x|
∫
∂D
{
u(y)
∂e−ikx̂·y
∂ν(y)
− e−ikx̂·y ∂u
∂ν
(y) +O
(
1
|x|
)}
ds(y),
que é da forma (1.10). Da mesma equação (1.10), para a amplitude de
espalhamento, obtemos:
u∞(x̂) =
1
4π
∫
∂D
{
u(y)
∂e−ikx̂·y
∂ν(y)
− e−ikx̂·y ∂u
∂ν
(y)
}
ds(y), x̂ ∈ S2.
(1.16)

Após abordarmos a representação de soluções e seu omporta-
mento assintótio, apresentaremos muito brevemente alguns resultados
a respeito de questões omo a existênia e a uniidade de solução no
problema direto. De fato, se onsiderarmos o problema de valor de
fronteira mais geral, onheido omo problema exterior de Dirihlet:
Dados um domínio limitado D ⊂ R3 om fronteira C2 e f ∈
C(∂D), determinar uma função u ∈ C2(R3\D)⋂C(R3\D) tal que
∆u+ k2u = 0 x ∈ R3\D,
u = f, x ∈ ∂D,
limr→∞ r
(
∂u
∂r
− iku
)
= 0,
(1.17)
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prova-se que esse problema exterior tem no máximo uma solução. De-
talhes onstam em [12, Teorema 5.2℄. Dessa forma, temos a garantia
de que, se existir solução para o problema direto, essa será únia. Resta
saber se a existênia dessa solução também é garantida pela teoria.
Na investigação da existênia de solução do problema exterior
de Dirihlet, onsidera-se o oneito de poteniais de fronteira.
Denição 1.4. Dada uma função φ integrável, as integrais
v(x) :=
∫
∂D
φ(y)Φ(x, y)ds(y), x ∈ R3\∂D,
w(x) :=
∫
∂D
φ(y)
∂Φ(x, y)
∂ν(y)
ds(y), x ∈ R3\∂D,
são hamadas, respetivamente, de single e double layer potentials om
densidade φ.
Ambos poteniais satisfazem a equação de Helmholtz em D e em
R3\D. Eles também satisfazem a ondição de radiação de Sommerfeld,
já que a solução fundamental também a satisfaz. Para estabeleer a
existênia, preisamos saber omo os poteniais se omportam quando
passam pela fronteira. Informalmente, o single layer potential se man-
tem ontínuo enquanto o double layer potential tem saltos na fronteira.
As derivadas normais orrespondentes se omportam de maneira oposta
[12℄.
Na busa por uma solução para o problema exterior de fronteira,
é útil usarmos uma ombinação de single e double layer potentials omo
u(x) =
∫
∂D
φ(y)
{
∂Φ(x, y)
∂ν(y)
− iηΦ(x, y)
}
ds(y), x ∈ R3\∂D,
em que φ é ontínuo e η é um parâmetro real não nulo. Para mostrarmos
que essa esolha é útil, denamos os seguintes operadores integrais de
fronteira
Sφ(x) := 2
∫
∂D
φ(y)Φ(x, y)ds(y),
Kφ(x) := 2
∫
∂D
φ(y)
∂Φ(x, y)
∂ν(y)
ds(y),
para x ∈ ∂D. Então prova-se que u resolve o problema exterior de
Dirihlet quando a densidade φ é uma solução da equação integral [27℄
φ+Kφ− iηSφ = 2f. (1.18)
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Para garantirmos a existênia, nos baseamos no fato dos opera-
dores S,K : C(∂D) → C(∂D) serem ompatos. Assim, a existênia
de uma solução para (1.18) pode ser estabeleida pela teoria de Riesz-
Fredholm para equações da segunda espéie om um operador ompato
[33℄. A teoria de Riesz-Fredholm reduz o problema a estabeleer a exis-
tênia e a uniidade de uma solução φ para (1.18) e sua dependênia
ontínua do lado direito f ao problema muito mais simples de mostrar
que a equação homogênea
φ+Kφ− iηSφ = 0 (1.19)
tem, apenas, a solução trivial φ = 0. Por meio dessa análise, podemos
onluir também que o problema exterior de Dirihlet é bem-posto. A
demonstração desse fato enontra-se em [12℄.
Teorema 1.5. O problema exterior de Dirihlet tem solução únia e a
solução depende ontinuamente dos dados da fronteira om respeito a
onvergênia uniforme da solução em R3\D e todas suas derivadas em
subonjuntos fehados em R3\D.
Quanto ao problema inverso, existem muitos tipos possíveis, por
exemplo, se as ondições de fronteira são onheidas, determinar o for-
mato do objeto ou se o formato é onheido, determinar as ondições
de fronteira. O problema que onsideraremos é: dada amplitude de
espalhamento para uma ou várias ondas planas inidentes e sabendo
que o objeto é sound-soft, determinar o formato do mesmo.
Além disso, é possível mostrar sob quais ondições um obstáulo
é uniamente determinado pelo onheimento da amplitude de espa-
lhamento para ondas planas inidentes. A prova dá-se om o uso de
funções esférias de Bessel e mostra que dados dois objetos ontidos
numa bola om um raio xo, existe um valor a partir do qual se as
amplitudes de espalhamento oinidirem para esse número de ondas
inidentes, então os objetos são iguais. [12℄.
Garantida a uniidade, resta tratarmos da existênia de solução
para o problema inverso, e esta deve ser abordada de forma diferente.
Isso oorre devido à observação de que o problema inverso é mal posto
(veja Seção 2.2), ou seja, em qualquer situação prátia, as informações
são inexatas e uma solução para o problema pode não existir. Assim,
o questionamento apropriado quanto à existênia é omo o problema
inverso pode ser estabilizado e omo determinar soluções aproximadas
para o mesmo [12℄.
Todos os resultados teórios itados até o momento permaneem
válidos em R2 om pequenas modiações [12℄. Assim:
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A solução fundamental para a equação de Helmholtz é dada por
Φ(x, y) =
i
4
H
(1)
0 (k|x − y|), x 6= y,
em que H
(1)
0 é a função de Hankel de ordem zero e de primeira espéie.
Já a ondição de radiação de Sommerfeld é dada da forma
lim
r→∞
√
r
(
∂us
∂r
− ikus
)
= 0,
em que r = |x| e supoe-se que o limite seja válido uniformemente em
todas direções x̂ :=
x
|x| ∈ S
1
. Então o omportamento assintótio do
ampo espalhado do Teorema 1.5, torna-se
u(x) =
eik|x|√
|x|
{
u∞(x̂) +O
(
1
|x|
)}
, |x| → ∞,
om
u∞(x̂) =
eipi/4√
8πk
∫
∂D
{
u(y)
∂e−ikx̂·y
∂ν(y)
− e−ikx̂·y ∂u
∂ν
(y)
}
ds(y), x̂ ∈ S1.
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Capítulo 2
Métodos de Regularização
No apítulo 1, desrevemos a estrutura do problema espeío
que abordaremos neste trabalho. Agora, veremos um breve histório
sobre problemas inversos trazendo um pouo da relevânia de seu es-
tudo em vários âmbitos, a desrição breve de problemas mal postos e a
apresentação das ténias utilizadas para ontornar esse fator.
2.1 Histório sobre Problemas Inversos
O estudo de problemas inversos é muito novo e também muito
velho. Há era de dois milênios, no livro VII do diálago Repúblia",
Platão
1
props o losóo problema de reonstruir a realidade" através
da observação da imagem de objetos ou pessoas, ujas sombras eram
projetadas na penumbra de uma averna. Com a ideia de disutir as-
petos losóos das fontes de onheimento humano, Platão, também
aabou introduzindo o primeiro exemplo de problemas inversos de que
se tem relatos [38℄.
Nas iênias apliadas, possivelmente, um dos primeiros proble-
mas inversos data de 200 anos antes de Cristo. Eratósthenes2 props
o problema de determinar o diâmetro da terra através de medições
1
Platão foi um lósofo e matemátio do período lássio da Gréia Antiga, au-
tor de diversos diálogos losóos e fundador da Aademia em Atenas, a primeira
instituição de eduação superior do mundo oidental. Juntamente om seu mentor,
Sórates, e seu pupilo, Aristóteles, Platão ajudou a onstruir os alieres da losoa
natural, da iênia e da losoa oidental.
2
Eratósthenes (285 - 194 a.C.) foi matemátio, biblioteário e astrnomo grego.
Os ontemporâneos hamavam-no de beta" porque o onsideravam o segundo me-
lhor do mundo em vários aspetos.
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feitas em duas idades distintas. Eram onheidas a distânia entre as
idades, as suas latitudes e dado o ângulo que a sombra de um maro
vertial (em ada uma destas idades) fazia om a direção do sol [19℄.
Em 1800, Gauss
3
fez uso do método de mínimos quadrados para
reonstruir a órbita de um ometa a partir de dados de órbitas ante-
riores. Este também é um exemplo de problema inverso.
A transformada, que hoje em dia hamamos de Transformada
de Radon, é uma das preursoras do estudo de Tomograa omputa-
dorizada [15℄. A solução do problema inverso assoiado à Transformada
de Radon foi publiada por Radon em 1917. A solução deste problema
inverso permite determinar o oeiente de absorção µ de ada parte
do objeto esaneado.
Nas últimas quatro déadas um novo ampo de estudos na área
de matemátia apliada tem onquistado uma grande quantidade de
pesquisadores adeptos. Este ampo trata de problemas omo os for-
mulados por Platão, Eratósthenes entre outros, uja abordagem exige
o desenvolvimento de métodos matemátios omo os apresentados por
Gauss e Radon. A essa área de estudos denominamos Problemas In-
versos.
A área de Problemas Inversos se desenvolveu rapidamente nos
últimos anos. O súbito resimento deve-se, ertamente, ao grande
número de apliações em outras iênias e ao desenvolvimento de novas
ténias e teorias matemátias envolvidas na resolução de tais proble-
mas. Por exemplo, em geofísia e iênias ambientais, iênias médi-
as e tomograas (om ênfase na reonstrução de imagens, ultrasono-
graa), em engenharia (deteção de fraturas em estruturas, testes não-
destrutivos em omponentes de semi-ondutores e nanotenologia), físia,
químia, biologia, nanças, entre outras [7℄.
Para J.B. Keller [24℄, dois problemas são o inverso um do outro,
se a formulação de um envolve o onheimento (mesmo que parial) do
outro, este último, onheido omo Problema Direto". Assim, a grosso
modo, problemas inversos estão relaionados om a determinação de
ausas, através da observação (ou medida) de efeitos.
Do ponto de vista de apliações, existem pelo menos duas mo-
tivações distintas para estudar Problemas Inversos". A primeira é
movida pela uriosidade humana de onheer estados físios passados
ou parâmetros em um sistema físio que desreve ertos modelos. Como
exemplos temos os estudos de mudanças limátias drástias oorridas
3
Gauss foi um matemátio, astrnomo e físio alemão. Conheido omo o
prínipe dos matemátios, muitos o onsideram o maior gênio da história da
matemátia.
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milhões de anos atrás, através de medidas observáveis hoje nas amadas
glaiais das alotas polares. A segunda é predizer os fenmenos futuros
inueniados pelos estados atuais ou por parâmetros de um sistema
físio. Ambas motivações são modeladas por equações matemátias.
2.2 Problemas Mal Postos
Uma questão de ruial importânia e que torna a resolução de
muitos problemas inversos mais trabalhosa é a propriedade do pro-
blema ser mal posto. Quanto a esse oneito, em 1902, o matemátio
Hadamard apontou que um modelo matemátio para problemas físi-
os é propriamente posto ou bem posto se tem as três seguintes pro-
priedades:
• Existe uma solução para o problema (existênia);
• Existe, no máximo, uma solução para o problema (uniidade);
• A solução depende ontinuamente dos dados (estabilidade).
Matematiamente, a existênia de uma solução pode ser forçada
ampliando o espaço solução. Se um problema tem mais de uma solução,
então há informações faltantes sobre o modelo. Nesse aso, propriedades
adiionais podem ser inluídas. O quesito da estabilidade é o mais im-
portante. Se a solução do problema não depende ontinuamente dos
dados, então, em geral, a solução alulada não tem relação om a
solução exata.
Matematiamente, formulamos a noção de bem posto da seguinte
maneira:
Denição 2.1. Sejam X, Y espaços normados, A : X → Y uma
apliação (linear ou não linear). A equação Ax = y é hamada pro-
priamente posta ou bem posta se as seguintes armações são válidas:
• Existênia: Para todo y ∈ Y há (pelo menos um) x ∈ X tal que
Ax = y.
• Uniidade: Para todo y ∈ Y há, no máximo, um x ∈ X om
Ax = y.
• Estabilidade: A solução x depende ontinuamente de y, isto é,
para toda sequênia (xn) ⊂ X om Axn → Ax (n → ∞), segue
que xn → x (n→∞).
17
Equações para as quais (pelo menos) uma das propriedades aima não
é válida são hamadas de impropriamente postas ou mal postas.
O problema inverso de espalhamento aqui abordado é um pro-
blema mal-posto. Isso oorre pois o operador far-eld é ompato e o
domínio tem dimensão innita (estamos em L2(S2)). O teorema abaixo
arateriza tal fato.
Teorema 2.2. Sejam X, Y espaços normados e seja A : X −→ Y
um operador ompato. Então Ag = f é mal posto se X tem dimensão
innita.
Demonstração: Suponha que A−1 exista e seja ontínua. Então,
onforme visto no apêndie A, I = A−1A : X −→ X é ompata e,
onsequentemente, X tem dimensão nita. Contradição. 
De aordo om a denição formulada por Hadamard, podemos
distinguir três tipos de problemas mal-postos. Se A não é sobrejetivo,
então a equação Ag = f não tem solução para todo f ∈ Y . Se A
não é injetivo, então a equação pode ter mais de uma solução. Se A−1
existe, mas não é ontínuo, então a solução g não depende ontinua-
mente de f . O último aso de instabilidade itado é um dos prinipais
interesses no estudo de problemas mal postos. Observe-se que essas
três propriedades, em geral, não são independentes. Por exemplo, se
A : X → Y é um operador linear limitado mapeando um espaço Ba-
nah X bijetivamente num espaço de Banah Y , então, pelo teorema
do mapeamento inverso, o operador inverso A−1 : Y → X é limitado
e, onsequentemente, ontínuo [26℄.
Ainda, se uma equação é mal posta, poderíamos reestabeleer a
estabilidade mudando os espaços X , Y e suas normas. Mas, em geral,
isso é inadequado visto que os espaços X e Y , inluindo suas normas,
são determinados por neessidades prátias.
Logo, quando temos um problema mal posto, é neessário inor-
porar informações sobre a solução desejada para estabilizar o problema
e determinar uma solução útil e estável. Para ontornar essas diul-
dades, usamos métodos de regularização.
2.3 Coneitos de Regularização
Métodos de regularização são ténias para a onstrução de so-
luções aproximadas estáveis para um problema mal posto. Quando o
operador A é ompato, omo é o aso do operador A : X → A do
problema inverso apresentado no apítulo anterior, se a inversa existir,
18
teremos que A−1 é não limitada e tal fato aarreta A−1 : A → X não
ser ontínua, ou seja, pequenas perturbações nos dados podem ausar
grandes mudanças na solução. A ideia por trás dos métodos de regula-
rização é justamente gerar aproximações ontínuas" para a inversa
desontínua. Assim, o problema original, que é mal posto, é analisado
através de um problema assoiado bem posto, failitando o estudo.
A partir dessa seção, analisaremos algumas dessas ténias. Co-
meçaremos pelos oneitos básios sobre a regularização do problema
proposto.
Denição 2.3. Sejam X e Y espaços normados e seja A : X → Y
um operador linear limitado injetivo. Então uma família de operadores
lineares limitados Aλ : Y → X, λ > 0, tal que limλ→0AλAg = g
∀g ∈ X é denominada esquema de regularização para A. O parâmetro
λ é hamado de parâmetro de regularização.
Claramente, é possível observar que Aλf → A−1f onforme
λ → 0, ∀f ∈ A(X). O teorema a seguir mostra que para operado-
res ompatos esta onvergênia não é uniforme.
Teorema 2.4. Sejam X e Y espaços normados, A : X → Y um
operador ompato injetivo e suponha que X tenha dimensão innita.
Então os operadores Aλ não podem ser uniformemente limitados em
relação a λ onforme λ→ 0 e AλA não tem onvergênia uniforme de
operador quando α→ 0.
Demonstração: Suponha que ‖Aλ‖ ≤ C quando λ → 0. Então, já
que Aλf → A−1f quando λ → 0 ∀f ∈ A(X), temos que ‖A−1f‖ ≤
C‖f‖ e então A−1 é limitado em A(X). Mas isso implia em I = A−1A
ser ompato em X , o que ontradiz o fato de X ter dimensão innita.
Agora, suponha que AλA onverge para I em norma quando
λ → 0, isto é, ‖AλA − I‖ → 0 quando λ → 0. Então existe λ > 0 tal
que ‖AλA− I‖ < 12 e, assim, ∀f ∈ A(X), temos
‖A−1f‖ = ‖A−1f −AλAA−1f +Aλf‖
≤ ‖A−1f −AλAA−1f‖+ ‖Aλf‖
≤ ‖I −AλA‖‖A−1f‖+ ‖Aλ‖‖f‖
≤ 12‖A−1f‖+ ‖Aλ‖‖f‖.
(2.1)
Dessa forma, ‖A−1f‖ ≤ 2‖Aλ‖‖f‖, isto é, A−1 : A(X)→ X é limitado.
Contradição. 
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2.4 Condição de Piard
Nesta seção, apresentaremos a ondição de Piard, que fornee,
para operadores ompatos, uma ondição neessária e suiente para a
existênia de solução. Começamos introduzindo o oneito de sistemas
singulares [26℄, oneito fundamental para a ondição de Piard.
Teorema 2.5. Para um operador linear limitado A : X → Y , valem
A(X)⊥ = N(A∗) e N(A∗)⊥ = A(X), sendo X e Y espaços de Hilbert.
Demonstração: g ∈ A(X)⊥ signia que (Aϕ, g) = 0 ∀ϕ ∈ X .
Equivalentemente, (ϕ,A∗g) = 0 ∀ϕ ∈ X , que também equivale a A∗g =
0, ou seja, g ∈ N(A∗). Então A(x)⊥ = N(A∗). Abreviamos U =
A(X) e, trivialmente, temos U ⊂ (U⊥)⊥. Denote por P : X → U a
projeção ortogonal. Para ϕ ∈ (U⊥)⊥ arbitrário, vale a ortogonalidade
Pϕ− ϕ⊥U . Mas também temos que Pϕ− ϕ⊥U⊥, já que é onheido
que U ⊂ (U⊥)⊥. Dessa forma, segue que ϕ = Pϕ ∈ U , de onde
U = (U⊥)⊥, isto é, A(X) = N(A∗)⊥. 
Teorema 2.6. Seja A : X −→ Y um operador linear ompato, A∗ :
Y −→ X seu operador adjunto e σ1 ≥ σ2 ≥ σ3 ≥ · · · > 0 a sequênia
ordenada de valores singulares positivos de A om X, Y espaços de
Hilbert. Então existem sistemas ortonormais (xj) ⊂ X e (yj) ⊂ Y om
as seguintes propriedades:
Axj = σjyj e A
∗yj = σjxj ∀j ∈ J.
O sistema (σj , xj , yj) é hamado um sistema singular para A. Todo
x ∈ X possui a deomposição em valor singular
x = x0 +
∑
j∈J
(x, xj)xj
para algum x0 ∈ N(A) e
Ax =
∑
j∈J
σj(x, xj)yj .
Teorema 2.7. (Piard) Seja A ∈ K(X,Y ), sejam X, Y espaços de
Hilbert (σj , vj , uj) um sistema singular de A de modo que A : X −→ Y
seja linear. Dado y ∈ Y , as seguintes ondições são equivalentes:
a) f ∈ Im(A);
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b) f ∈ Im(A):
∞∑
j=1
(
< f, uj >
σj
)2
<∞. (2.2)
Demonstração: Daremos uma ideia da prova.
a) ⇒ b) De f ∈ Im(A) ⊂ Im(A). Seja g ∈ X tal que Ag =
f . Segue do teorema anterior que A∗uj = σjvj . Assim, usando a
desigualdade de Bessel,
∑∞
j=1
( | < f, uj > |
σj
)2
=
∑∞
j=1
( | < Ag, uj > |
σj
)2
=
∑∞
j=1
( | < g,A∗uj > |
σj
)2
=
∑∞
j=1 | < g, vj > |2
≤ ∑∞j=1 ‖g‖2
< ∞.
(2.3)
b) ⇒ a) Dena gn :=
∑n
j=1
< f, uj > vj
σj
Portanto, para m,n ∈
N, m > n, temos:
‖gn − gm‖2 =
m∑
j=n+1
( | < f, uj > |
σj
)2
e, portanto, {gn} é uma sequênia de Cauhy, ujo limite denotaremos
por g := limn→∞ gn. Pela ontinuidade de A e denição de gn, segue
que Ag =∑∞j=1 < f, uj > uj e ‖Ag‖ ≤ ‖f‖.
Dena z := f −∑∞j=1 < f, uj > uj. Segue que ‖z‖2 = ‖f‖2 −∑∞
j=1 | < f, uj > |2; < z, uj >= 0, ∀j ∈ N e A∗z = 0. Portanto, omo
f ∈ Im(A) = N(A∗)⊥, temos
0 =< z, f >= ‖f‖2 −
∞∑
j=1
| < f, uj > |2 = ‖z‖2.
Logo, f =
∑∞
j=1 < f, uj > uj = Ag. 
Note que o teorema força a função f a ter uma erta regulari-
dade para que o problema tenha solução. Em partiular, exige que a
sequênia de oeientes de Fourier | < f, uj > | deresa suiente-
mente rapido para onter o reimento de
1
σi
, que rese sem ontrole
devido ao omportamento dos valores singulares.
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2.5 Disretização do Problema Mal Posto
Quando tratamos o problema de resolver uma equação integral
de primeira espéie∫ b
a
K(s, t)g(t)dt = f(s) (c ≤ s ≤ d), (2.4)
é preiso utilizar algum método de disretização. Por exemplo, através
de alguma regra de quadratura
4
, temos∫ b
a
K(s, t)g(t)dt =
n∑
j=1
wjK(s, tj)g˜(tj) = f(s) (2.5)
em que t1, · · · , tn são as absissas da regra de quadratura esolhida, e
wj os pesos orrespondentes. Note que g(tj) é substituído por g˜(tj),
pois, em geral, a regra de quadratura não alula a integral exatamente.
Agora, usando o método de oloação, obtemos
n∑
j=1
wjK(si, tj)g˜(tj) = f(si), i = 1, · · · ,m
e as relações aima resultam num sistema de equações lineares da forma
w1K(s1, t1) w2K(s1, t2) · · · wnK(s1, tn)
w1K(s2, t1) w2K(s2, t2) · · · wnK(s2, tn)
...
...
. . .
...
w1K(sm, t1) w2K(sm, t2) · · · wnK(sm, tn)


g˜(t1)
g˜(t2)
...
g˜(tn)
 =
=

f(s1)
f(s2)
...
f(sm)

que matriialmente pode ser esrito omo Ax = b, em que A ∈ Rm×n
om aij = wjK(si, tj), x ∈ Rn om xj = g˜(tj) e b ∈ Rm om bi = f(si).
Os valores de g(tj) são estimados resolvendo
x = argminx∈Rn‖b−Ax‖2. (2.6)
4
Em geral, uma fórmula de quadratura é um método numério para aproximação
de uma integral da forma Q(g) :=
∫
G
w(x)g(x)dx em que w é alguma função peso.
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Vale lembrar que, omo a matriz provém da disretização de um
problema mal posto, (2.6) é muito sensível a variações em b, tornando
a solução ruim. Para entender a sensibilidade do problema usamos a
deomposição em valores singulares (SVD).
Teorema 2.8. A SVD de uma matriz A ∈ Rm×n, om m ≥ n é uma
fatoração da forma
A = UΣV T =
n∑
i=1
σiuiv
T
i ,
tal que U = [u1, u2, · · · , un] ∈ Rm×n, V = [v1, v2, · · · , vn] ∈ Rn×n
são matrizes om olunas ortonormais, UTU = V TV = In. Ainda,
Σ ∈ Rn×n denidas por Σ = diag(σ1, σ2, · · · , σn) om elementos da
diagonal não negativos apareendo em ordem não resente tal que σ1 ≥
σ2 ≥ · · · ≥ σn ≥ 0 são os valores singulares de A. Os vetores ui e vi
são os vetores singulares à esquerda e à direita de A, respetivamente.
Denição 2.9. Designa-se por número de ondição de uma matriz A
relativamente à norma ‖ · ‖, o valor cond(A) = ‖A‖‖A−1‖ = σ1
σn
.
Assim, sendo b = bexato + e, om bexato desonheido e e repre-
sentando uma perturbação, a solução de (2.6) é dada por gLS = A
†b
em que A† é a pseudoinversa da matriz A. Então temos que
gLS =
n∑
i=1
uTi b
σi
vi
=
n∑
i=1
uTi b
exato
σi
vi +
n∑
i=1
uTi e
σi
vi.
Daí, segue que para valores singulares pequenos, os oeientes
uTi e
σi
são grandes, tornando a segunda parela dominante e inutilizando a
solução. Esse tipo de problema é denominado problema disreto mal
posto.
Para lidar om esse tipo de situação na presença de pertubação
em b, surgiram diversos métodos de regularização.
2.6 Método de Tikhonov
O matemátio russo Andrei Nikolaevih Tikhonov trabalhou no
onsagrado Instituto de Matemátia Steklov da Aademia Russa de
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Ciênias, onde passaram outros ilustres matemátios, omo A. N. Krylov,
S. L. Sobolev e A. A. Markov. Em 1963, ele introduziu a regularização
de Tikhonov que talvez seja o método mais popular existente.
Tikhonov estudou o problema Ag = f , sendo f , g funções e A
um operador integral. A idéia do método é substituir o problema
g = argming∈H‖f −Ag‖22
por
gλ = argming∈H{‖f −Ag‖22 + λ2Ω(f)} (2.7)
em que
Ω(g) =
∫ b
a
[v(s)g(s)2 + w(s)g′(s)2]ds
om v e w funções positivas hamadas de funções peso e H um es-
paço de funções apropriado (um espaço de Sobolev). Essa formulação
apresenta elementos de extrema importânia: uma onstante positiva
λ denominada parâmetro de regularização e Ω(g), um funional on-
tínuo hamado de funional estabilizador (satisfazendo ondições apro-
priadas).
A esolha do parâmetro λ deve ser feita de modo que:
i) se f é livre de ruídos, então gλ → gexato quando λ→ 0;
ii) se f é ontaminado por ruídos: f = fexato+ e, então λ = λ(e) (λ
deve ser esolhido omo função de ‖e‖) tal que se ‖e‖ → 0, então
λ(e)→ 0 e gλ(e) → gexato.
Quando o problema (1.5) é disretizado, as aproximações para g
são obtidas por
gλ = argmin{‖Ag − f‖22 + λ2‖Lg‖22}, (2.8)
em que L é uma matriz esolhida para inorporar propriedades dese-
jáveis na solução. Geralmente, L = I (matriz identidade), omo é o
aso do problema que abordaremos neste trabalho, mas pode ser uma
aproximação disreta do operador diferenial denido pela primeira ou
segunda derivada. Se L = I, então o problema está na forma padrão,
aso ontrário o problema está na forma geral. Ambos problemas são
equivalentes no sentido de que é possível transformar um problema no
outro. Alguns problemas podem apresentar soluções mais úteis usando
a forma padrão, outros usando a forma geral.
24
O primeiro autor a propr uma maneira viável de resolver o
problema (2.8) foi Golub, em 1965 [35℄. Sua proposta onsiste em
trabalhar (2.8) omo um problema de mínimos quadrados
gλ = argming∈Rn
∥∥∥∥( AλL
)
g −
(
f
0
)∥∥∥∥2
2
. (2.9)
Sob a forma de equações normais, obtemos
(ATA+ λ2LTL)gλ = A
T f. (2.10)
Tal expressão é onheida omo equações normais regularizadas.
2.6.1 Condição disreta de Piard e Método de Ti-
khonov
No aso disreto, temos um oneito importante que é a ondição
disreta de Piard (CDP):
Denição 2.10. Dizemos que o vetor lado direito b do problema de
mínimos quadrados original satisfaz a ondição disreta de Piard se
os oeientes de Fourier |uTi b| deaem, em média, a zero om mais
rapidez que os valores singulares σi.
A ondição de Piard é satisfeita automatiamente no aso nito
e não serve omo ondição para garantir a existênia de solução omo
zemos no aso innito. Neste ambiente, a razão entre o deaimento
dos valores singulares da matriz A e o deaimento dos oeientes de
Fourier de b, uTi b determina quão boa a solução regularizada pode ser.
Se os oeientes de Fourier |uTi b| deaem mais rápido para zero do que
os valores singulares, então a solução regularizada xλ tem aproximada-
mente as mesmas propriedades da solução exata [21℄.
Na prátia, a matriz A ou o lado direito é dominado por er-
ros, assim raramente a ondição disreta de Piard é satisfeita. Mas
se a solução exata do problema satisfaz a ondição disreta de Piard,
então é possível determinar um λ de modo que o problema regulari-
zado a satisfaça. Por outro lado, se o problema exato não satisfaz a
ondição disreta de Piard, então, geralmente, não é possível alular
uma solução boa pelo método de Tikhonov ou qualquer outro método
relaionado [21℄.
Tendo um método de regularização em vista, o próximo passo é
determinar o parâmetro de regularização de modo a gerar uma solução
gλ que seja tão próxima, omo possível, da solução exata.
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2.7 Métodos para Determinar o Parâmetro
de Regularização
Utilizando um pequeno parâmetro de regularização, podemos
não ltrar o suiente o ruído e obter uma solução não viável e, se
utilizarmos um parâmetro grande, podemos perder informações impor-
tantes do problema. Nesta seção, apresentaremos algumas ténias
para a determinação do parâmetro de regularização de Tikhonov: o
prinípio da disrepânia [14℄, o método da urva-L [21℄ e o método
do ponto xo [3℄. Destes, apenas o prinípio da disrepânia tem a
propriedade de que quando a norma do erro nos dados tende a zero, a
solução gerada onverge à exata.
Para tanto, sejam o quadrado da norma da solução gλ de (2.9)
e o quadrado da norma do vetor residual orrespondente:
y(λ) = ‖gλ‖22, x(λ) = ‖f − Agλ‖22. (2.11)
Então, usando a SVD de A, om αi = |uTi f |2 (oeiente de Fourier de
f ao quadrado) e δo = ‖(I − UUT )f‖2 (o tamanho da omponente in-
ompatível de f que a fora do espaço oluna de A), temos as seguintes
araterizações:
x(λ) =
p∑
i=1
λ4αi
(σ2i + λ
2)2
+ δ20 , y(λ) =
p∑
i=1
σ2i αi
(σ2i + λ
2)2
, λ > 0 (2.12)
e que as respetivas derivadas em relação a λ são
x′(λ) = 4λ3
p∑
i=1
σ2i αi
(σ2i + λ
2)3
> 0 e y′(λ) = −4λ
p∑
i=1
σ2i αi
(σ2i + λ
2)3
< 0.
(2.13)
Nessa seção, abordaremos os métodos reém itados, mas de
forma bem detalhada apenas o método do ponto xo. O método da
urva-L e o prinípio da disrepânia são apresentados para gerar om-
parativos numérios om o método do ponto xo.
2.7.1 Método da Curva-L
Na busa de um bom parâmetro de regularização, tornam-se
favoráveis métodos que preisem de pouas e aessíveis informações de
entrada e que apresentem robustez. Esse é o aso da urva-L, que
neessita apenas do onheimento das normas ao quadrado da solução
regularizada e do resíduo orrespondente (2.12). O método é muito
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popular e tem sido utilizado om suesso em diversos problemas. A
urva-L é uma urva parametrizada por λ ∈ [0,∞[ dada por
L(λ) = {(a, b)/a = log(x(λ)), b = log(y(λ))}. (2.14)
O gráo, geralmente, tem o formato de um L om partes horizontal e
vertial bem distintas, onforme a gura abaixo.
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Figura 2.1: Gráo de uma urva L
A araterístia prinipal da urva-L é que para a parte vertial
da urva, pequenas mudanças em λ orrespondem a variar rapidamente
soluções regularizadas gλ om pequenas mudanças na norma residual
x(λ). Enquanto isso, para a parte horizontal, grandes valores de λ
orrespondem a pequenas variações de y(λ) om grandes mudanças na
norma residual. Então uma solução regularizada razoável deve estar na
vizinhança do anto" da urva L.
O parâmetro determinado pelo método da urva-L é aquele que
maximiza a urvatura da urva (2.14).
Uma desvantagem do método é que maximizar a urvatura é
uma tarefa nada fáil, visto que a urvatura da urva-L é dada por
k = ρη
ρη|η′| − λ2 − λ4η
(ρ2 + λ4η2)3/2
(2.15)
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em que ρ = ‖f −Agλ‖2, η = ‖gλ‖2 e |η′| é dada por
|η′| =
r∑
i=1
2σi
(σ2i + λ
2)3
(uTi f)
2. (2.16)
2.7.2 Método do Ponto Fixo
Utilizando as observações feitas sobre a urva-L, temos que uma
solução regularizada razoável deve estar na vizinhança do anto" da
urva-L, em que y(λ) está prestes a reser e λ se mantem pratiamente
o mesmo. O método do ponto xo determina esse parâmetro de regula-
rização de modo iterativo, ontornando a diuldade ausada pelo ál-
ulo da urvatura da urva-L e alançando bons resultados em pouos
passos de iterações. Basiamente, é um proesso iterativo para o ál-
ulo de λ baseado no trabalho de Reginska ([39℄), em que o parâmetro
λ que maximiza a urvatura da urva L é relaionado a um mínimo
loal da função
ψµ(λ) = x(λ)y
µ(λ), µ > 0. (2.17)
A partir de (2.13) e (2.12) obtemos
dy
dx
= − 1
λ2
, ou seja, y é uma
função monótona deresente em relação a x.
Como queremos determinar um mínimo loal de ψµ, suponha
que λ∗ seja esse minimizador. Então uma ondição neessária é
ψ′µ(λ
∗) = y(λ∗)µy′(λ∗)
[
µ
x(λ∗)
y(λ∗)
+
x′(λ∗)
y′(λ∗)
]
= 0. (2.18)
Como y(λ)µy′(λ) 6= 0, por (2.12) e (2.13), então x
′(λ∗)
y′(λ∗)
= −(λ∗)2.
Portanto, para que ψµ tenha um mínimo loal em λ
∗
é neessário que
λ∗2 = µ
x(λ∗)
y(λ∗)
⇔ λ∗ = √µη(λ
∗)
ξ(λ∗)
em que η(λ) =
√
x(λ) e ξ(λ) =
√
y(λ). Dessa forma, se ψµ atinge um
mínimo loal em λ = λ∗ 6= 0, λ∗ é um ponto xo de φ : R+0 7→ R+0 ,
denido por
φ(λ, µ) =
√
µ
η(λ)
ξ(λ)
, 0 ≤ λ <∞. (2.19)
Reginska [39℄ provou que se a urvatura da urva-L é maximizada
em λ = λ∗, e se a tangente à urva-L em (log x(λ∗), log y(λ∗)) tem
28
inlinação
−1
µ
, então ψµ é minimizada em λ = λ
∗
. Porém, o trabalho
de Reginska parou nesse estágio. O método do ponto xo (FP) surgiu
da observação teória de que os minimizadores podem ser alulados
através de um algoritmo de ponto xo que determina um ponto próximo
ao parâmetro de máxima urvatura da urva-L. O método FP pode ser
desrito da seguinte forma:{
λ0 : aproximação iniial;
λj+1 = φ(λj , µ), j ≥ 0.
O omportamento das iterações está ilustrado na gura 2.2.
100
10−2
10−1
100
Figura 2.2: Iterações de ponto xo.
Como se trata de um método iterativo, temos que pensar tam-
bém num ritério de parada. Dena-se sk =
φ(λk, µ)
λk
. Como vimos
aima, quando λk se aproxima do ponto xo, a inlinação aproxima-se
de −1, ou seja, queremos que sk tenda a 1. Dessa forma, um ritério
de parada plausível é
|λk+1 − λk|
|λk| = |sk − 1| < ε,
em que ε é alguma tolerânia.
Outro quesito que deve ser disutido sobre o método é a questão
da onvergênia. A prinípio, lidamos somente om µ = 1, mas pode
oorrer de φ(λ, 1) não ter ponto xo, aso om δ0 6= 0. Nessa situação,
a sequênia λk deve divergir e o algoritmo reomeça om um parâmetro
µ esolhido de modo que seja garantido que φ(λ, µ) tenha um ponto xo
em ]0,maxσi[. Detalhes em [3℄.
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ALGORITMO:
Dados de entrada:
• σmax : maior valor singular de A, tol : tolerânia.
1. Passo 1:
Com µ = 1 e k = 0, esolha λ0 pequeno o suiente de modo que
φ(λ0, µ) > λ0.
2. Passo 2:
Calule s0 =
φ(λ0, µ)
λ0
.
3. Passo 3:
While (|sk − 1| > tol e λk < σmax),
λk+1 = φ(λk, µ), sk =
λk+1
λk
k = k + 1
end while
4. Passo 4:
If (λk) < σmax e φ
′(λk, 1) < 1,
λ∗ = λk
Elseif (λk < σmax e φ
′(λk, 1) = 1)
√
µ =
2σmax
(φ(σmax, 1) + σmax)
Dena λ0 = λk, k = 0 e volte ao passo 2
Else
Determine k∗ tal que sk∗ = min sk
Determine θ ' sk∗ (por exemplo, o menor inteiro maior que sk∗)
Esolha
√
µ =
2
(sk∗ + θ)
Dena λ0 = λk∗ , k = 0 e volte ao passo 2
end if
É de extrema importânia notar que o algoritmo do FP neessita
apenas do álulo das normas da solução e da norma residual, enquanto
o método da urva-L requer a SVD e o álulo da derivada da norma
da solução em relação a λ. Dessa forma, o FP torna-se favorável, prin-
ipalmente, para problemas de larga esala, visto que o uso da SVD
gera um alto usto omputaional.
A seguir, apresentamos os resultados provenientes da análise do
ponto xo.
Lema 2.11. Suponha µ = 1. Sejam γ = mini σi e γ = maxi σi. Se
δ0 = 0 e 0 ≤ λ ≤ γ, então 0 ≤ φ(λ, 1) ≤ λ. Além disso, se λ ≥ γ,
então independentemente de δ0, vale φ(λ, 1) ≥ λ.
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Demonstração: Como λ ≤ γ, temos λ4αi ≤ γ4αi, o que implia em
x(λ) =
p∑
i=1
λ4αi
(σ2i + λ
2)2
≤ γ4
p∑
i=1
αi
(σ2i + λ
2)2
. (2.20)
Outra onsequênia é que, para λ ≥ 0, temos
y(λ) ≥ γ2
p∑
i=1
αi
(σ2i + λ
2)2
. (2.21)
Assim, de (2.20) e (2.21), para 0 ≤ λ ≤ γ, onluimos que 0 ≤ φ(λ, 1) ≤
γ.
Para um λˇ xo tal que 0 ≤ λ ≤ λˇ ≤ γ, temos
x(λ) ≤ λˇ4
p∑
i=1
αi
(σ2i + λ
2)2
.
Com base nessas informações, φ(λ, 1)2 ≤ λˇ
4
γ2
≤ λˇ2, provando a primeira
parte do lema. Agora, observe que a desigualdade 2σiλ ≤ σ2i + λ2 nos
leva a
σ2i
(σ2i + λ
2)2
≤ 1
4λ2
e, para λ ≥ γ vale
p∑
i=1
σ2i αi
(σ2i + λ
2)2
≤ 1
4γ2
p∑
i=1
αi. (2.22)
Temos também que λ4 ≥ γ2σ2i , devido a λ ≥ γ, impliando em
p∑
i=1
λ4αi
(σ2i + λ
2)2
≥ γ2
p∑
i=1
αiσ
2
i
(σ2i + λ
2)2
. (2.23)
Dessa forma, de (2.22) e (2.23), para λ omo o aima, obtemos
φ(λ, 1)2 ≥ γ2
(
1 + 4
δ20∑p
i=1 αi
)
≥ γ2.

Esse lema garante que não há ponto xo para λ ≥ γ independente
de δ0. Temos também o teorema a seguir que arateriza a existênia
ou não de ponto xo em outros asos [3℄.
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Teorema 2.12. Suponha que µ = 1. Sejam I1 e I2 intervalos abertos
tais que φ(λ, 1) < λ, ∀ λ ∈ I1 e φ(λ, 1) > λ, ∀ λ ∈ I2. Então ψµ é
resente em I1 e deresente em I2. Além disso, também são válidas
as seguintes armações:
a) Se δ0 = 0 e αi 6= 0, i = 1, · · · , p, existe λˇ ∈]γ, γ[ tal que ψµ
atinge um máximo loal em λˇ. Também, se λˇ é ponto xo de φ
mais próximo de zero e ψµ atinge um mínimo loal em λ
∗
, então
λˇ < λ∗ e ψµ atinge outro máximo loal em ]λ
∗, γ[.
b) Se δ0 6= 0 e ψµ atinge um mínimo em λ∗, existe um parâmetro λˇ
em ]λ∗, γ[ no qual ψµ atinge um máximo loal.
) Suponha que φ tenha um ponto xo λ∗ e seja P o ponto na urva-
L assoiado a λ∗. Então a urva-L é onvexa numa vizinhança
de P se e somente se λ∗ minimiza loalmente ψµ, e é navo
numa vizinhança de P se e somente se λ∗ maximiza loalmente
ψµ.
Corolário 2.13. Se δ0 6= 0, existe µ∗ > 0 tal que ψµ∗ atinge um
mínimo loal em ]0, γ[.
Demonstração: Observe que φµ(0) > 0. Suponha que µ = 1. Se
φ1(λ) < λ para algum λ ∈]0, γ[, pela ontinuidade de φ segue que
(φ1(λ)−λ) muda de sinal em ]0, λ[. Assim, existe λ∗ tal que φ1(λ∗) = λ∗
om a propriedade de que φ1(λ) > λ, ∀λ em algum intervalo à esquerda
de λ∗ e φ1(λ) < λ, ∀λ em algum intervalo à direita de λ∗. Isso signia
que ψµ é uma função deresente em algum intervalo a esquerda de λ
∗
e
ψµ é resente em algum intervalo a direita de λ
∗
. Consequentemente,
para µ = 1, a função ψµ atinge um mínimo loal em λ
∗ ∈]0, γ[.
Suponha que φ1(λ) > λ∀λ > 0. Denote por mL(λ) a ur-
vatura da urva L no ponto (log x(λ), log y(λ)). Então, já que mL(λ) =
−φ1(λ)
2
λ2
, temos que φµ(λ)
2 = λ2 om µ = − 1
mL(λ)
. Isso mostra que
qualquer λ > 0 pode ser visto omo um ponto xo de φµ(λ) desde que
µ =
−1
mL(λ)
. Para onluir a prova, é suiente seleionar qualquer
λ∗ no qual a urva L seja onvexa, que sempre temos a garantia de
existênia perto de zero, e então dena µ = − 1
mL(λ∗)
. Isto implia
que φ(λ∗, µ∗) = λ∗. A prova está onluída se usarmos o item (c) do
teorema anterior. 
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O orolário aima nos permite dizer que sob a ondição de δ0 6= 0
podemos adequar a função φ de aordo om o parâmetro µ garantindo
a determinação de um mínimo de Ψµ∗ .
Na prátia, o método FP funiona muito bem quando a urva-
L apresenta um formato em L om partes vertial e horizontal bem
denidas, mas pode falhar quando a urva-L apresenta diversos an-
tos" onvexos. Para soluionar esse aso, Bazán e Franiso [4℄ desen-
volveram uma variação do método do ponto xo. O problema está no
fato de, dependendo do hute iniial esolhido, hegarmos à vizinhança
de algum anto" que não gere o resultado desejado. A fundamen-
tação desse novo método deve-se às propriedades sobre onvexidade da
urva-L. A partir desse tipo de análise, ontornaram-se as diuldades
e o método desenvolvido apresenta robustez. Um estudo detalhado do
método, onsta em [4℄.
2.7.3 Prinípio da Disrepânia de Morozov
O prinípio da disrepânia pode oorrer em três versões: om
ruído no lado direito (onheido pelo nome de prinípio da disrepânia
de Morozov), om ruído no operador (onheido omo prinípio da
disrepânia generalizada) ou om ruído em ambos, no operador e no
lado direito. Primeiramente, de modo superial, apresentaremos o
aso apenas om ruído no lado direito. Em seguida, apresentaremos o
aso om ruído no operador, utilizado no problema de espalhamento
disutido nesse trabalho.
O prinípio da disrepânia de Morozov é, segundo Hansen [21℄, o
método mais difundido baseado na norma do vetor perturbação, ‖e‖2 =
‖f − fexata‖2, para esolha do parâmetro de regularização. Quando
temos o onheimento do nível de ruído, o método apresenta resultados
muito bons e sua onvergênia pode ser provada teoriamente. Se o
problema é onsistente no sentido que Agexata = fexata, a idéia para
a esolha do parâmetro de regularização λ é que a norma do resíduo
não deve exeder uma ota superior para o erro nos dados, isto é, o
parâmetro de regularização deve satisfazer
‖f −Agλ‖2 = δe, ‖e‖2 ≤ δe. (2.24)
Resolver tal equação equivale a enontrar a interseção entre a urva
da norma do resíduo e a reta horizontal z = δ, ou seja, determinar a
raiz da função disrepânia
ω(λ) = ‖f −Agλ‖2 − δe.
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O aso em que a perturbação onsta no lado direito tem sua
fundamentação no seguinte teorema [7℄:
Teorema 2.14. Seja A : X → Y um operador linear, injetivo, om-
pato e A(X) = Y . Sejam f ∈ A(X) e fδ ∈ Y tais que ‖f − fδ‖ ≤ δ <
‖fδ‖. Então existe um únio λ(δ) tal que
‖AAλ(δ)fδ − fδ‖ ≤ δ
e temos Aλ(δ)fδ → A−1fδ, onforme δ → 0.
A demonstração do teorema é omitida, pois o problema que estu-
damos nesse trabalho apresenta ruído no operador e não no lado direito
da equação. A grande diuldade deste método é que preisamos de
uma estimativa para a norma do erro e. Quando uma boa estima-
tiva é onheida para ‖e‖2, este método produz um bom parâmetro de
regularização para a solução regularizada.
2.7.4 Prinípio da Disrepânia Generalizada
Nesse aso, lidamos de forma análoga à apresentada no prinípio
da disrepânia de Morozov, mas om perturbação agora no operador,
‖A−Aδ‖2 = δ,
também denotado por ‖E‖ = δ. Considere a função disrepânia
β(λ) = δ‖gλ‖2 − ‖Aδgλ − f‖2. (2.25)
Usando (2.13), segue que β′(λ) < 0 e a função β é deresente. Assim,
se (2.25) tem uma raiz (zero), ela é únia. O prinípio da disrepânia
generalizada sugere esolher o parâmetro de regularização omo o únio
zero de β(λ).
Para tal álulo, é neessária a utilização de algum método omo:
seante, bisseção, regula falsi, entre outros (vide apêndie B).
O teorema a seguir garante o funionamento do prinípio da
disrepânia generalizada (PDG).
Teorema 2.15. Seja Aδ : X → Y , δ ≥ 0, uma família de operadores
injetivos e ompatos entre espaços de Hilbert X e Y om imagens
densas Im(Aδ) tais que ‖A0 − Aδ‖ ≤ δ para todo δ > 0. Além disso,
seja r ∈ Y om r /∈ N(A∗δ) para todo δ ≥ 0 e seja (λδ, gδ) ∈ R+ ×X a
solução da equação Aδg = r por Tikhonov-Morozov, isto é, a solução
do sistema
(λδI +A∗δAδ)gδ = A∗δr, ‖Aδgδ − r‖ = δ‖gδ‖. (2.26)
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Então:
(i) Se a equação não perturbada A0g = r tem solução dada por algum
g ∈ X, então gδ → g onforme δ → 0.
(ii) Se a equação não perturbada A0g = r não admite solução, então
‖gδ‖ → ∞ onforme δ → 0.
Demonstração: Primeiramente, vamos provar que o sistema (2.26)
tem uma únia solução para todo δ > 0. Denamos a função
β(λ) := δ‖g(λ)‖ − ‖Aδg(λ) − r‖ λ > 0
em que g(λ) ∈ X é a únia solução da equação de Tikhonov (λI +
A∗δAδ)g(λ) = A∗δr. As apliações λ 7→ ‖g(λ)‖ e λ 7→ ‖Aδg(λ) − r‖
são estritamente monotonamente deresente e resente, respetiva-
mente (onforme as representações em (2.12) e (2.13) para a norma
da solução e a norma residual). Além disso, limλ→∞ ‖g(λ)‖ = 0 e
limλ→0 ‖Aδg(λ) − r‖ = 0. Também, onluímos que limλ→∞ β(λ) =
−‖r‖ < 0 e limλ→0 β(λ) = δ supλ>0 ‖g(λ)‖ > 0. O fato de β ser on-
tínua e estritamente monótona nos leva à existênia de um únio λδ > 0
om β(λδ) = 0.
(i) Suponha que A0g = r tenha solução. Vamos mostrar que ‖gδ‖ ≤
‖g‖. Na verdade, omo a primeira equação de (2.26) é a equação
normal do problema para minimizar o funional de Tikhonov
J(h) := ‖Aδh− r‖2 + λ‖h‖2 em X,
onluímos que
(δ2 + λλ)‖gδ‖2 = ‖Aδgδ − r‖2 + λδ‖gδ‖2
= J(gδ)
≤ J(g)
= ‖Aδg − r‖2 + λδ‖g‖2
= ‖(Aδ −A0)g‖2 + λδ‖g‖2
≤ (‖Aδ −A0‖2 + λδ)‖g‖2
≤ (δ2 + λδ)‖g‖2,
(2.27)
isto é,
‖gδ‖ ≤ ‖g‖.
Agora, seja ε > 0. Esolhemos uε ∈ Y om ‖g − A∗0u‖ ≤
ε√
2
.
isso é possível, pois A0 é injetivo, isto é, Im(A∗0) é denso em X .
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Além disso,
‖gδ − g‖2 = ‖gδ‖2 + ‖g‖2 − 2Re〈gδ, g〉 ≤ 2[‖g‖2 −Re〈gδ, g〉]
2Re〈g − gδ, g −A∗0u〉+ 2Re〈A0(g − gδ), u〉
≤ 2‖g − gδ‖‖g −A∗0u‖+ 2Re〈r −Aδgδ, u〉+ 2Re〈(Aδ −A0)gδ, u〉
≤ √2‖g − gδ‖ε+ 2[‖r −Aδgδ‖+ ‖Aδ−A0‖‖gδ‖]‖u‖
≤ √2‖g − gδ‖ε+ 4δ‖gδ‖]‖u‖ ≤
√
2‖g − gδ‖ε+ 4δ‖g‖‖u‖,
(2.28)
isto é,
|‖gδ − g‖ − ε√
2
|2 ≤ 4δ‖g‖‖u‖+ ε
2
2
.
Esolhemos δ0 > 0 tal que 4δ‖g‖‖u‖ ≤ ε
2
2
para δ ≤ δ0. Assim,
|‖gδ − g‖ − ε√
2
| ≤ ε2 e, além disso, ‖gδ − g‖ ≤ (1 + 1√
2
)ε para
δ ≤ δ0. Dessa forma, (i) está provado.
(ii) Suponha que existam c > 0 e uma sequênia δj → 0 om ‖gj‖ ≤ c
para todo j ∈ N. Aqui, denimos gj := gδj . Como (gj) é limitado,
existe um ponto de aumulação frao, além disso, gj ⇀ g para
alguma subsequênia e algum g ∈ X . Então
δj‖gj‖ = ‖Ajgj − r‖
≥ ‖A0gj − r‖ − ‖(A0 −Aj)gj‖
≥ ‖A0gj − r‖ − ‖A0 −Aj‖‖gj‖
(2.29)
em que Aj := Aδj . A partir disso, vemos que ‖A0gj − r‖ ≤
(‖A0 − Aj‖ + δj)‖gj‖ → 0 onforme j → ∞. A ompaidade
de A0 implia que A0gj → A0g e, assim, A0g = r o que é uma
ontradição em relação à suposição de que a equação A0g = r
não tem solução.

A preisão do método depende do onheimento do nível de
ruído, onforme veremos no apítulo 4. Todavia, em situações prátias,
normalmente, não temos essa informação a disposição.
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Capítulo 3
Métodos para a Deteção
do Objeto
Existem diversos tipos de métodos de deteção e, neste estudo,
optamos pelos métodos de amostragem, que são reomendados no aso
de problemas inversos lineares. Métodos de amostragem se tornaram
populares porque utilizam a amplitude de espalhamento e não depen-
dem de informação a priori das informações físias do objeto. Até a
déada de 90 o problema de reonstrução de objetos quase sempre era
abordada através do Linear Sampling Method (LSM). Depois, surgi-
ram métodos mais eientes sendo que abordaremos alguns baseados
no LSM.
Neste apítulo apresentaremos o LSM, o método da fatoração de
Kirsh, o MKM-FP, o SVD-tail, o ISVD-tail e o ritério do produto
máximo inluindo fundamentação teória e desvantagens.
3.1 LSM
O Linear Sampling Method (LSM) toma um ponto z ∈ R3 e
alula uma solução g = g(., z) ∈ L2(S) para a equação far-eld
(Agz)(x̂) = e
−ikx̂·z
4π
, (Agz)(x̂) =
∫
S
u∞(x̂, d)gz(d)ds(d), x̂ ∈ S,
(3.1)
em que u∞(x̂, z) é o far eld pattern assoiado e d é a direção de
propagação.
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O método é motivado pela observação que, mesmo quando a
equação (3.1) não tem solução, prova-se a existênia de uma quase-
solução gε(·, z) ∈ L2(S), no sentido que ‖Agε(·, z) − e−ikx̂·z/4π, ‖ ≤ ε,
em que ε é um pequeno parâmetro independente de z. A solução é tal
que
lim
z→∂Dz∈D
‖gε(·, z)‖L2(S) =∞,
e, além disso, ‖gε(·, z)‖ =∞ para z ∈ R2\D. Detalhes podem ser vistos
em [11, Lemma, ℄. Consequentemente, a norma-L2 de gε(·, z) pode ser
usada omo um indiador do perl D que queremos reonstruir. Essa
é a observação entral na qual o LSM tem sua fundamentação.
Outro fator importante é que na prátia o problema (3.1) deve
ser disretizado; nesse aso o que deve ser resolvido é um problema
disreto
Ag = rz , (3.2)
onde A é o operador far-eld disreto e inexato. Assim, um método
de regularização torna-se neessário a m de ontornar instabilidades
provenientes de mau ondiionamento de A. O LSM original utiliza o
método de Tikhonov assoiado ao prinípio da disrepânia generali-
zada para determinar o parâmetro λ.
A idéia do método LSM onsiste na realização dos seguintes pas-
sos:
1 - Resolver a equação (3.2) usando regularização de Tikhonov para
ada ponto z de uma malha que ontém o objeto (veja gura 3.1),
2 - Utilizar a função indiadora dada por ψLSM(λ(z)) = 1/‖gλ,z‖2
para determinar se o ponto z tomado pertene ou não ao objeto.
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Figura 3.1: Malha de pontos para o LSM
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Quanto à reonstrução do objeto, o proesso é similar à geração
de urvas de nível da superfíie ψLSM(λ(z)). O omportamento típio
da função indiadora ψ para um exemplo de reonstrução é mostrado na
gura 3.2. A oloração india o valor atingido pela função indiadora
em ada ponto da malha, onforme a barra de ores que aparee na
lateral do perl reonstruído.
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Figura 3.2: Comportamento da superie ψLSM(λ(z)) omo imagem
Outra forma de apresentar o formato gerado pelo método é pela
apliação (função indiadora)
z → λ(z).
Essa araterização é possível, pois, para valores altos de λ, a norma
de gλ assume pequenos valores, onforme visto no apítulo anterior.
Apesar do método apresentar resultados razoáveis, existem as
seguintes desvantagens:
• Como já foi expliitado anteriormente, o problema pode não ter
solução devido ao fato da equação far eld ser mal posta;
• A norma da solução pode atingir valores altos em pontos dentro
de D, não ontradizendo o teorema e diultando a identiação
do objeto. Na literatura [11℄, onstam exemplos desse fato.
• Para o LSM ser eiente, a esolha do parâmetro de regularização
preisa da informação do nível de ruído no operador disreto,
‖A−Aexato‖.
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3.2 Método da Fatoração de Kirsh
Sabe-se que o LSM resolve a equação (3.1) baseado em obser-
vações numérias de que sua solução terá norma grande fora e perto de
∂D. Então, as reonstruções são obtidas plotando a norma da solução.
Entretanto, o núleo do operador integral, normalmente, é ontaminado
por erros signiativos. Assim, o lado direito da equação, em geral, não
pertene à imagem do operador A. Kirsh ontornou essa diuldade
om a introdução de uma nova versão do LSM baseada numa fatoração
apropriada do operador far-eld A.
Nesse método, denominadoMétodo da Fatoração de Kirsh, usam-
se as propriedades espetrais do operador A para araterizar o objeto.
Em partiular, a seguinte equação far-eld é usada no lugar da equação
(3.1)
(A∗A)1/4gz = e
ipi/4
√
8πk
e−ikx̂·z (3.3)
em que o operador é denido via sistema singular. O sistema singular
referente a A é dado por {uj, vj , σj} e, onsequentemente, o referente
a (A∗A) 14 é dado por {vj , σ
1
2
j }.
Em situações prátias, o problema (3.3) deve ser disretizado,
assim omo no LSM; nesse aso, devemos resolver um problema disreto
(A∗A)1/4gz =
eipi/4√
8πk
e−ikx̂·z, (3.4)
onde A é o operador far-eld disreto e inexato. Vale lembrar que
o operador far-eld disreto usado no método de Kirsh é o mesmo
que aparee no LSM. Assim, um método de regularização torna-se
neessário a m de ontornar instabilidades provenientes de mau ondi-
ionamento de A. Logo, a solução de (3.3) é obtida pelo método de
Tikhonov e o parâmetro determinado pelo prinípio da disrepânia.
Se A = UΣV ∗ é a SVD da matriz far-eld, então
ψFAT(λ(z)) := 1/‖gλ,z‖2 =
 M∑
j=1
|ρj |2
σj
−1
(3.5)
é a função indiadora do método de Kirsh, em que ρj é o j-ésimo
oeiente de Fourier do problema (3.4). Assim, o método de Kirsh
envolve os seguintes passos:
1 - Resolver a equação (3.4) para ada ponto z da malha onstruída
usando regularização de Tikhonov;
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2 - Usar a função indiadora dada em (3.5) para identiar o objeto.
Como vantagens, o método apresenta proessamento rápido e
neessita de poua informação das propriedades físias do problema.
Mas para ser eiente, a esolha do parâmetro de regularização preisa
da informação do nível de ruído no operador disreto, ‖A− Aexato‖, o
que se torna uma desvantagem.
3.2.1 Fatoração do Operador Far Field
Como visto anterioromente, a amplitude de espalhamento u∞
dene o operador far eld A : L2(S2)→ L2(S2) por
Ag(x̂) :=
∫
S2
u∞(x̂; d)g(d)ds(d), x̂ ∈ S2.
Também denimos o operador solução linear G : L2(∂D)→ L2(S2) por
Gh = v∞,
em que v∞ ∈ L2(S2) é a amplitude de espalhamento da solução v do
problema exterior de Dirihlet tendo h ∈ L2(∂D) omo seu dado de
fronteira.
Além disso, os operadores A e G são relaionados pelo single
layer potential S : L2(∂D)→ L2(∂D) denido por
Sφ(x) :=
∫
∂D
φ(y)Φ(x, y)ds(y), x ∈ ∂D (3.6)
de forma que
A = −4πGS∗G∗, (3.7)
em que G∗ : L2(S2) → L2(∂D) e S∗ : L2(∂D) → L2(∂D) são os L2-
adjuntos de G e S, respetivamente.
Lema 3.1. Suponha que k2 não seja um autovalor de Dirihlet do
laplaiano negativo em D. Então A e G são ompatos e injetivos om
imagens densas em L2(S2). Além disso, o operador A é normal e seus
autovalores λj ∈ C pertenem ao írulo de raio 2π
k
entrado em
2π
k
i.
Finalmente, as autofunções orrespondentes {ψj : j ∈ N} formam um
sistema ortonormal ompleto em L2(S2).
A demonstração do lema aima onsta em [27℄.
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Para ontinuar o estudo da fatoração do operador far-eld, ao
longo dessa seção, será neessário utilizar oneitos relativos a espaços
de Sobolev; para detalhes sobre o assunto reomendamos referênia [1℄.
Iniiamos om lemas e denições preliminares [27℄ que nos forneem
suporte suiente para o teorema que arateriza a identiação do ob-
jeto via o método de fatoração de Kirsh.
Lema 3.2. Suponha que k2 não seja um autovalor de Dirihlet do
laplaiano negativo em Ω. Então S é um isomorsmo do espaço de
Sobolev H−1/2(∂D) para H1/2(∂D).
Denição 3.3. O sistema de funções {φj : j ∈ N} é hamado de uma
base de Riesz do espaço de Hilbert H se satisfaz as seguintes ondições:
• toda φ ∈ H tem uma únia forma φ = ∑∞j=1 αjφj , em que a
sequênia (αj) ⊂ C satisfaz
∑∞
j=1 |αj |2 <∞
• existem onstantes c2 ≥ c1 > 0 tais que
c1‖φ‖2H ≤
∞∑
j=1
|αj |2 ≤ c2‖φ‖2H, ∀φ ∈ H.
Suponha que k2 não seja um autovalor de Dirihlet do laplaiano
negativo em D. O Lema 3.1 nos garante que A é normal, injetiva e tem
autovalores λj ∈ C\{0} om ψj ∈ L2(S2), autovetores orrespondentes,
formando um sistema ortonormal ompleto em L2(S2). Dessa forma,
(3.7) nos permite esrever
− 4πGS∗G∗ψj = λjψj , j ∈ N. (3.8)
Além disso, denimos funções φj ∈ L2(∂D) por
G∗ψj =
√
λjφj , j ∈ N. (3.9)
Corolário 3.4. As funções {φj : j ∈ N} denidas por G∗ψj =
√
λjφj ,
j ∈ N formam uma base de Riesz de H−1/2(∂D), isto é, H−1/2(∂D)
onsiste exatamente de funções φ da forma
φ =
∞∑
j=1
αjφj com
∞∑
j=1
|αj |2 <∞.
Então
Aψj = λjψj = |λj |sinal(λj)ψj
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eA∗λjψj = |λj |2ψj ,
isto é,
A∗sinal(λj)ψj = |λj |ψj .
Aqui, denotamos o sinal de um número omplexo por sinal(z) =
z
|z| .
Dessa forma, o autosistema {|λj |, ψj , sinal(λj)ψj} mostra-se um exem-
plo de sistema singular de A.
Teorema 3.5. Suponha que k2 não seja um autovalor de Dirihlet do
laplaiano negativo em D. Então a imagem R(G) de G : H1/2(∂D)→
L2(S2) é dada por
R(G) =

∞∑
j=1
ρjψj :
∞∑
j=1
|ρj |2
σj
<∞
 = R((A∗A)1/4),
em que {σj , ψj , ψ˜j} é um sistema singular de A.
Demonstração: É suiente fazer a prova para o sistema singular
partiular {σj , ψj , ψ˜j} om σj = |λj | e ψ˜j = sinal(λj)ψj , já que esse é
o únio sistema singular de A a não ser o aso de onstantes.
Primeiramente, seja ψ ∈ R(G), isto é, ψ = Gφ para alguma
φ ∈ H1/2(∂D). O operador S∗ : H−1/2(∂D) → H1/2(∂D) é um iso-
morsmo, pois S∗φ = Sφ e S é um isomorsmo de H1/2(∂D) para
H−1/2(∂D) pelo Lema 3.2.
Assim, (S∗)−1φ ∈ H−1/2(∂D) e, pelo Corolário 3.4, podemos
esrevê-lo om o auxílio da base de Riesz {φj : j ∈ N} de H−1/2(∂D)
omo
(S∗)−1φ =
∞∑
j=1
αjφj ,
om
∑∞
j=1 |αj |2 <∞.
Agora, (3.8) e (3.9) impliam que GS∗φj = −
√
λj
4π
ψj e, então,
podemos alular
ψ = Gφ = GS∗((S∗)−1φ) = GS∗
 ∞∑
j=1
αjφj

=
∞∑
j=1
αjGS
∗φj = −
∞∑
j=1
α
√
λj
4π
ψj =
∞∑
j=1
ρjψj ,
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em que denimos ρj := −
αj
√
λj
4π
. Dessa forma,
∞∑
j=1
|ρj |2
σj
=
1
(4π)2
∞∑
j=1
|αj |2 <∞.
Por outro lado, seja
ψ =
∞∑
j=1
ρjψj com
∞∑
j=1
|ρj |2
σj
<∞ (3.10)
e dena φ :=
∑∞
j=1 αjφj , em que αj := −
4πρj√
λj
. Então
∑∞
j=1 |αj |2 <
∞, isto é, φ ∈ H−1/2(∂D) por (3.4) e, omo aima, temos
G(S∗φ) = −
∞∑
j=1
αj
√
λj
4π
ψj =
∞∑
j=1
ρjψj = ψ.
Então ψ ∈ R(G), pois S∗φ ∈ H1/2(∂D). Até o momento, provamos
que
R(G) =

∞∑
j=1
ρjψj :
∞∑
j=1
|ρj |2
σj
<∞
 .
É laro que R(G) = R((A∗A)1/4). Na verdade, se ψ é omo em
(3.10), então o elemento
φ =
∞∑
j=1
1√|λj | (ψ, ψj)L2ψj ,
satisfaz (A∗A)1/4φ = ψ, já que √|λj | e ψj são os autovalores e os
autovetores do operador ompato (A∗A)1/4 = |A|1/2. Em outras
palavras, ψ ∈ R((A∗A)1/4). Por outro lado, se ψ ∈ R((A∗A)1/4),
então (A∗A)1/4φ para alguma φ.
Também, a SVD implia que
ψ =
∞∑
j=1
√
|λj |(φ, ψj)L2ψj =
∞∑
j=1
ρjψj ,
em que denimos ρj :=
√|λj |(φ, ψj)L2 . Agora, podemos onluir, a
partir da desigualdade de Bessel, que
∞∑
j=1
|ρj |2
σj
=
∞∑
j=1
|(φ, ψj)L2 |2 ≤
∞∑
j=1
‖φ‖2 <∞.
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Assim, o elemento ψ da imagem tem a forma desejada e provamos
que
R(G) =

∞∑
j=1
ρjψj :
∞∑
j=1
|ρj |2
σj
<∞
 = R((A∗A)1/4).
A utilidade desse teorema vem do fato que há onheidos exem-
plos de elementos da imagem de G. Podemos, então, usar tal função
para testar se um ponto dado pertene ou não ao objeto.
Teorema 3.6. Para todo z ∈ R3, dena a função rz ∈ L2(S2) por
rz(x̂) := e
−ikx̂·z, x̂ ∈ S2.
Então rz ∈ R(G) se e somente se z ∈ D onde G é novamente onsid-
erado omo um operador em H1/2(∂D).
Teorema 3.7. Suponha que k2 não seja um autovalor de Dirihlet do
laplaiano negativo em D. Então, temos a seguinte araterização de
D:
D =
z ∈ R3 :
∞∑
j=1
|ρ(z)j |2
σj
<∞
 = {z ∈ R3 : rz ∈ R((A∗A)1/4)},
em que {σj , ψj , ψ˜j} é um sistema singular de A e ρ(z)j são os oeientes
de expansão (de Fourier) de rz em relação a {ψj : j ∈ N}, isto é,
ρ
(z)
j = (rz , ψj)L2 .
3.3 MKM-FP
O MKM-FP é um método de deteção de objetos baseado no
método da fatoração de Kirsh e regularização de Tikhonov, onde o
parâmetro é alulado pelo método do ponto xo. A sigla MKM-FP
provém dos nomes método de Kirsh modiado e ponto xo em inglês
[34℄. Dizemos método de Kirsh modiado, pois omo itamos ante-
riormente, o original onta om a determinação do parâmetro realizada
através do prinípio da disrepânia generalizada. Assim, torna-se a
assoiação de dois métodos que apresentam bons resultados na identi-
ação de objetos.
Como já vimos anteriormente, utilizando a SVD de A no método
de regularização de Tikhonov, a norma ao quadrado do resíduo é dada
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por
x(λ) =
p∑
i=1
λ4αi
(σ2i + λ
2)2
+ δ20 ,
em que δ20 é a parte que não pertene ao espaço oluna de A. Todavia,
omo A é uma matriz quadrada e não singular, o sistema Ag = f é
ompatível, fazendo om que δ20 = 0.
Nessa situação, em geral, só há um ponto xo de φ. E, se tomar-
mos um hute iniial menor que o ponto xo, o método nos leva a zero e
se tomarmos um hute iniial maior, o método faz λ tender ao innito.
Ou seja, sob essas ondições, não alançamos o ponto xo da função φ.
Para ontornar essa diuldade, se A =
∑n
i=1 σiuiv
T
i é a SVD
de A, a proposta do MKM-FP é usar a SVD trunada de A: Â =∑k
i=1 σiuiv
T
i , om k < n. Então onsideramos o sistema Ag = f , que
fornee δ0 =
∑n
i=k+1 |uTi f |2 não-nulo, garantindo a determinação do
ponto xo pelo Corolário 2.13.
A proposta do MKM-FP torna-se interessante por apresentar
a ombinação de um método de boa eiênia para o parâmetro de
regularização e de um aprimoramento do LSM para a identiação do
objeto.
3.4 SVD-tail
O SVD-tail é um proesso iterativo para a deteção de objetos
uja fundamentação surge do uso da SVD no operador disreto [16℄.
Como exposto anteriormente,A é ompato e, onsequentemente,
o problema é mal posto e neessita de regularização. Para tanto,
poderíamos utilizar o método de Tikhonov om o prinípio da dis-
repânia de Morozov ou métodos omo a urva-L e GCV [21℄. A
vantagem de usar urva-L ou GCV está no fato que esses métodos não
requerem o nível de ruído nos dados, mas dependem da ondição dis-
reta de Piard. Sendo assim, é válido analisar, no nosso problema,
se tal ondição é satisfeita. A validade da ondição disreta de Piard
garante que o ponto da malha tomado pertença ao objeto. Nas guras
3.3 e 3.4 temos, primeiramente, o exemplo de um ponto pertenente ao
objeto e, a seguir, um ponto fora do objeto.
Graamente, veriamos a ondição disreta de Piard anali-
sando se os oeientes de Fourier deaem a zero om maior rapidez
que os valores singulares σi. Se isso oorrer, então o ponto pertene
ao objeto, omo visto na gura 3.3. O método SVD-tail está baseado
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Figura 3.3: Coeiente de Piard para ponto dentro do objeto
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Figura 3.4: Coeiente de Piard para ponto fora do objeto
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nesse fato. Trata-se de uma ténia heurístia
1
inspirada na observação
de que os oeientes de Fourier, uTi f referentes aos últimos i's da SVD
de A apresentam grande diferença de tamanho se pertenem ou não ao
objeto.
Assim, se alularmos os d últimos oeientes de Fourier, a
função indiadora é denida por
ψd(z) = ‖(uTn−d+1f(z), · · · , uTnf(z))T ‖−1, (3.11)
que informará se o ponto z da malha em questão pertene ao objeto
ou não. Valores pequenos indiam que z está fora do objeto e valores
grandes indiam que z pertene ao objeto.
Na prátia, a SVD-tail faz uso da esolha da dimensão d omo
parâmetro de entrada e do onheimento de uma base {w1, · · · , wd}
para o subespaço gerado pelos d últimos ui's. Se a SVD de A é o-
nheida, a esolha wl = uN−l+1 é óbvia e adequada. Outras ténias
também podem ser utilizadas tendo um usto menor que o da SVD.
Além disso, observe que o usto omputaional de ψd(z) para um únio
z varia essenialmente linearmente em relação a d. Assim, pequenos
valores de d são partiularmente vantajosos quando ψd(z) preisa ser
omputado para um grande número de vetores z.
Vale notar que, devido ao uso da SVD, a SVD-tail é um método
viável apenas para n pequeno. Também, não temos uma estimativa de
qual valor de d gera um resultado mais vantajoso, a determinação de d
a a argo do usuário. A diuldade do método é que a qualidade da
reonstrução é sensível à esolha de d (omo veremos no apítulo 4).
3.5 ISVD-tail
Com o intuito de tornar o SVD-tail um método favorável para
sistemas om n grande, desenvolveu-se a idéia de substituir o uso da
SVD pela Iteração Inversa Simultânea am de diminuir o usto da SVD.
Se o problema tem dimensão muito grande, a ideia é gerar uma base
{ûn−d+1, · · · , ûn}
tal que span{ûi} ≈ span{ui} sem depender da SVD para amenizar o
usto omputaional e tornar o método viável. Essa base é gerada pelo
1
Para ser aeito, um método heurístio deve ser testado em diversos problemas
om níveis de ruído realistas. Não têm a propriedade de onvergênia. Na prátia,
podem ter um desempenho melhor que métodos omprovados teoriamente, o que
aontee om frequênia.
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Método da Iteração Simultânea Inversa [18℄ que é uma generalização
do Método da Potênia apliado a A−1. Essa variação da SVD-tail é
onheida omo ISVD-tail.
Nesse método, iniiamos om os seguintes dados de entrada: a
dimensão d desejada, o número de iterações que desejamos e uma matriz
iniialWN×d. Como se trata da iteração simultânea inversa, apliamos
a fatoração LU da matriz A. Em seguida, resolvemos o sistema
AA∗Y4 = W.
Por m, atualizamos W realizando a fatoração QR de Y4.
ALGORITMO:
Dados de entrada:
• Dimensão d da base desejada, número máximo de iterações nmax, valor
máximo aeitável no ritério de parada ǫ.
1. Passo 1:
A matriz de far-eld A0 é dada no próprio algoritmo. Como a mesma é
pratiamente singular, preisamos perturbá-la para não omprometer
o algoritmo.
2. Passo 2:
Gerar e ortonormalizar uma matriz omplexa randmia W que tenha
a função de hute iniial para a base desejada.
3. Passo 3:
Realizar a fatoração LU da matriz an, a matriz de far-eld perturbada.
4. Passo 4:
A ada iteração, resolver o sistema (An · A∗n)Y4 = W através dos sis-
temas triangulares gerados pela fatoração no passo anterior.
Para k de 1 a nmax:
LY1 = W
UY2 = Y1
U∗Y3 = Y2
L∗Y4 = Y3
5. Passo 5:
Calular a distânia entre o subespaço gerado nessa iteração e na an-
terior. Este valor atua omo ritério de parada. Caso a distânia seja
maior que ǫ, ortonormalizamos a matriz Y4 alançada no passo ante-
rior, gerando uma nova aproximação W .
H = W ∗Y4
Se ‖Y4 −WH‖ < ǫ
Parar
Senão WR = Y4
Fim
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Note que, om esse algoritmo, não geramos uma aproximação
para os autovetores de (AA∗)−1, mas sim uma aproximação para uma
base do subespaço gerado. Dessa forma, se as olunas da matriz resul-
tante W são denotadas por wi, a identiação do objeto é feita usando
a função indiadora
ψd(z) = ‖(wT1 f(z), · · · , wTd f(z))T ‖−1. (3.12)
Os métodos das potênias, da iteração simultânea e a fatoração
QR que auxiliam no algoritmo da ISVD-tail onstam no apêndie B.
3.6 Método do Critério do Produto Máximo
Já omentamos que o suesso do LSM e do método da fatoração
de Kirsh depende do onheimento da norma do ruído. Nesse aso,
a reonstrução do perl do objeto está baseada no fato de que norma
‖gλ,z‖ torna-se grande para pontos z fora ou próximo do objeto Ω e
pequena para pontos dentro. O ritério do produto máximo busa a
reonstrução do perl do objeto de modo que o proesso independa
do onheimento dessa informação e que norma ‖gλ,z‖ se omporte de
modo a garantir uma boa reonstrução do objeto. De modo resumido,
o método do ritério do produto máximo (MPC) aplia o método da
fatoração de Kirsh e substitui o parâmetro do ritério da disrepânia
generalizada pelo parametro λ que maximiza a função
Ψ(λ) = x(λ)y(λ), λ ≥ 0, (3.13)
sendo
x(λ) = ‖r −Agλ,z‖22, e y(λ) = ‖gλ,z‖22.
A existênia de máximo é garantida quando a matriz A é não singular.
De fato, omo x(0) = 0 (pois A é não singular) e limλ→∞ y(λ) = 0,
temos que
Ψ(0) = 0 = lim
λ→∞
Ψ(λ).
Como y(λ) é deresente e x(λ) é resente, então existe um ponto λ
no qual Ψ é maximizado. Para determinar tal λ, utilizamos o lema
abaixo [5℄.
Lema 3.8. Para z xo e λ ≥ 0, dena as funções φ e ϕ por
φ =
‖rz −Agλ,z‖2
‖gλ,z‖2
, ϕ = −λ2y(λ) + x(λ).
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Então a função Ψ assoiada ao método (A∗A)1/4 satisfaz:
Ψ′(λ) = ϕ(λ)y′(λ) (3.14)
Ψ′′(λ) = [−2λ+ 2φ(λ)φ′(λ)]y(λ)y′(λ) + [−λ2 + φ2(λ)][y(λ)y′(λ)]′.
(3.15)
Suponha que λ∗ seja o maximizador de Ψ. Assim, é preiso que
Ψ′(λ∗) = 0 e Ψ
′′(λ∗) < 0. Pela SVD de (A
∗A)1/4, podemos araterizar
x(λ) e y(λ) de modo análogo ao realizado no método do ponto xo.
Dessa forma, x′(λ) > 0 e y′(λ) < 0. Logo, em relação à primeira
derivada de Ψ, temos que ϕ(λ∗) = 0, ou seja, o ponto que maximixa Ψ
é ponto xo de φ.
Observação 3.9. Do lema onluímos que o parâmetro de regulari-
zação para o MPC pode ser alulado omo ponto xo de φ ou omo
raiz de ϕ. Isso pode ser feito usando métodos omo o regula falsi (vide
apêndie), que alula raízes de equações não-lineares.
Teorema 3.10. Suponha que a matriz far-eld A tem sistema singular
{σj, uj , vj} om todos os σj distintos. Então as seguintes armações
são válidas:
a) A função Ψ tem, no mínimo, um ponto rítio em (
√
σn,
√
σ1) e,
no máximo, um ponto rítio em (
√
3
3
√
σ1,
√
σ1).
b) Ψ tem um máximo loal em λ̂ se e somente se ϕ(λ̂) = 0 e φ′(λ̂) >
1.
Demonstração: Como y′(λ) 6= 0, λ > 0, temos que os pontos rítios
de Ψ, são raízes de ϕ devido a (3.14). Mas usando o sistema singular
de A, obtemos
ϕ(λ) =
n∑
j=1
λ2(λ2 − σiαi)
(σi + λ2)2
,
então segue que ϕ(λ) ≥ 0 se λ ≥ √σ1 e ϕ(λ) ≤ 0 se λ ≤ √σn. Agora,
pereba que para
√
σ1 ser uma raiz de ϕ, todos os valores singulares
devem ser iguais a σ1. Mas isso não pode aonteer já que por hipótese
todos valores singulares são distintos, então
√
σ1 não pode ser raiz de
ϕ. Uma observação similar se aplia a
√
σn.
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Isso implia que ϕ deve ter, pelo menos, uma raiz em (
√
σn,
√
σ1).
Agora, observe que, omo temos
dy
dx
=
−1
λ2
,
ϕ′(λ) = −2λy(λ)− λ2y′(λ) + x′(λ)
= −2[λy(λ) + x′(λ)]
= −2∑nj=1 λσi(3λ2 − σi)αi(σi + λ2)3 ,
(3.16)
em que a última igualdade é válida devido à araterização de y′(λ).
Isso mostra que ϕ′(λ) não muda de sinal em
(√
3
3
√
σ1, σ1
)
, assim, se
Ψ tem um ponto rítio nesse intervalo, esse ponto rítio é únio e a
demonstração de (a) está ompleta.
Para provar o item (b), observe a partir de (3.14) que λ̂ é um
ponto rítio de Ψ se e somente se ϕ(λ̂) = 0, isto sendo verdade se e
somente se φ(λ̂) = λ̂. Assim, no ponto λ̂, por (3.15), temos Ψ′′(λ̂) < 0
se e somente se φ′(λ̂) > 1, e (b) está provado. 
O teorema a seguir demonstra que existe uma relação entre a
norma da solução regularizada assoiada ao MPC e a assoiada ao
PDG. Para tanto, seja A(e) o operador far-eld disreto exato e dena
ε = ‖A− Ae‖2. Usando a teoria de perturbação de valor singular [18℄
segue que √
σ
(e)
i − ε ≤
√
σi ≤
√
σ
(e)
i + ε, i = 1, · · · , n
em que σ
(e)
i denota o i-ésimo valor singular de A
e
. Como σ
(e)
n é ex-
tremamente pequeno para n moderado, deduzimos que uma boa limi-
tação inferior para ε é
√
σn ≤ ε. Assim, baseado no teorema anterior,
onluimos que, se
√
σn < ε, então o maximizador de Ψ pertene a
(
√
σn, ε] ou a [ε,
√
σ1).
Teorema 3.11. Para z xo, sejam λ
(z)
MPC e λ
(z)
GDP os parâmetros de
regularização assoiados ao MPC e ao GDP, respetivamente. Suponha
que
√
σn < ε. Então
‖g
λ
(z)
MPC
‖2 ≤ ‖gλ(z)
GDP
‖2 ≤ ‖gz‖2, se λ(z)MPC ≥ ε (3.17)
em que gz denota a solução de (A
(e)∗A(e))1/4g = rz, enquanto se
λ
(z)
MPC < ε, existe um número K, K > 1, tal que
‖g
λ
(z)
GDP
‖2 ≤ ‖gλ(z)
MPC
‖2 ≤
√
1 +K2
2
‖gz‖2. (3.18)
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Demonstração: A desigualdade da direita em (3.17) é um resul-
tado onheido atribuído ao prinípio da disrepânia de Morozov que
vale independentemente da ondição λ
(z)
MPC ≥ ε. Resta provar a de-
sigualdade da esquerda. Para isso, observe que para o prinípio da
disrepânia temos φ(λ
(z)
GDP ) = ‖A − A(e)‖2 e para o MPC, temos
φ(λ
(z)
MPC) = λ
(z)
MPC . Assim, φ(λ
(z)
MPC ) = φ(λ
(z)
GDP ), aqui usamos a
suposição de que λ
(z)
MPC ≥ ε. Mas omo φ é uma função resente,
λ
(z)
MPC ≥ λ(z)GDP e a desigualdade pedida segue perebendo-se que a
norma da solução regularizada é deresente.
Vamos então provar a desigualdade à direita em (3.18). De fato,
omo ϕ(λ
(z)
MPC ) = 0 implia [λ
(z)
MPC ]
2‖g
λ
(z)
MPC
‖22 = ‖rz − Agλ(z)
MPC
‖22, e
omo o funional de Tikhonov é minimizado em g
λ
(z)
MP C
, temos
2[λ
(z)
MPC ]
2‖g
λ
(z)
MPC
‖22 = ‖rz −Agλ(z)
MPC
‖22 + [λ(z)MPC ]2‖gλ(z)
MPC
‖22
≤ ‖rz −Agz‖22 + [λ(z)MPC ]2‖gz‖22
= ‖(A(e) −A)gz‖22 + [λ(z)MPC ]2‖gz‖22,
(3.19)
que implia em
2[λ
(z)
MPC ]
2‖g
λ
(z)
MPC
‖22 ≤ (ε2 + [λ(z)MPC ]2)‖gz‖22. (3.20)
Assim, se λ
(z)
MPC < ε, existe uma onstante K > 1 tal que ε = Kλ
(z)
MPC ,
e a desigualdade requerida segue de (3.20). Finalmente, se ε > λ
(z)
MPC =
φ(λ
(z)
MPC), já que φ é uma função resente λ
(z)
MPC ≤ λ(z)GDP , e a desigual-
dade da esquerda em (3.17) segue do omportamento monotnio da
norma da solução regularizada. 
Vale lembrar que o método de Kirsh trabalha baseado na sepa-
ração de grandes valores da função indiadora dos pequenos. E levando
isso em onta, o teorema aima nos mostra que a separação é mais
aparente utilizando o MCP, omo podemos ver na gura 3.5. De modo
mais espeío, suponha primeiramente que λ
(z)
MPC < ε (que oorre
quando z não pertene a D). Então uma onsequênia imediata de
(3.18) é que os parâmetros do MPC são menores do que os orrespon-
dentes do PDG. Já, para o aso λ
(z)
MPC > ε (que oorre para z perten-
ente a D), a desigualdade (3.17) india que os parâmetros do MPC são
maiores que aqueles que orrespondem ao PDG. Dessa forma, a visua-
lização do objeto tem melhor qualidade, pois há uma grande separação
de valores entre as duas situações.
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Figura 3.5: Comparação dos parâmetros via MPC e PDG
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Capítulo 4
Resultados Numérios
Neste apítulo, através de experimentos numérios faremos a
omparação entre os métodos apresentados nos apítulos anteriores.
Este apítulo é de ruial importânia, visto que o desempenho dos
métodos só pode ser avaliado via testes numérios e inspeção visual.
Todos os exemplos numérios são restritos ao aso bidimensional e on-
sideram a reonstrução do perl de um amendoim, de uma pipa e de
uma elipse (as duas últimas onstando na mesma gura e simulando
dois objetos disjuntos), e uma pipa sozinha. Todas as implementações
aqui analisadas foram realizadas no MATLAB.
4.1 A onstrução da matriz referente ao ope-
rador far eld
Vale observar que a amplitude de espalhamento u∞, ruial na
solução do problema inverso, só pode ser determinada analitiamente
em asos muito partiulares via funções espeiais (harmnios esféri-
os, por exemplo, [12, 17℄). Por isso, a função u∞ é aessível apenas na
forma de medidas experimentais ou via proessos numérios de aproxi-
mação.
Portanto, para gerar os resultados numérios neste trabalho a u∞
é obtida usando métodos de aproximação. Para isso, primeiramente a
equação integral (veja eq. (1.18) e o problema exterior (1.17))
φ+ kφ− iηSφ = 2f
deve ser resolvida aproximadamente om f = −ui e η = k. A seguir
parametrizamos a integral de superfíie e, então, aplia-se o método de
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Nyström para determinar uma aproximação para a densidade φ [12℄.
Finalmente a amplitude de espalhamento é parametrizada e aproxi-
mada usando a regra trapezoidal [12℄.
A amplitude de espalhamento é alulada em M ∈ N direções
distribuídas equidistantemente (ângulos) θj =
2πj
M
, j = 1, 2, · · · ,M do
intervalo [0, 2π] e então obtemos uma matriz far-eld A de ordem M
om entradas
aij = u∞(θ̂i; θ̂j), i, j = 1, 2, · · · ,M
ontendo os valores aproximados da amplitude de espalhamento. Vale
lembrar que, aqui, denotamos θ̂j = (cos θj , sin θj), j = 1, 2, · · · ,M .
Neste trabalho, a matriz far-el usada nos experimentos numéri-
os foi onstruída usando uma rotina edida gentilmente pelo professor
G. Pelekanos, da Southern Illinois University.
4.2 Comparação entre os métodos
Nos experimentos a seguir, exeto para ISVD-tail, todos os méto-
dos usam a SVD da matriz far-eld e os resultados numérios são
ilustrados usando as funções indiadoras apresentadas no Capítulo 3.
Quanto à determinação do parâmetro de regularização do MPC, opta-
mos por alular a raiz da equação não-linear
ϕ = −λ2y(λ) + x(λ). (4.1)
resolvendo um problema de minimização
λMPC = argmin κ(λ), κ(λ) =
(
λ− x(λ)
y(λ)
)2
. (4.2)
Para isso usamos a função do MATLAB fminbnd.m. O parâmetro as-
soiado ao método de Kirsh foi alulado analogamente.
Agora vamos disutir o problema da reonstrução de um amen-
doim e omeçamos om a observação que não há neessidade de om-
parar parâmetros de regularização visto que para um mesmo ponto da
malha, métodos distintos podem produzir parâmetros muito diferentes.
Um exemplo disso está ilustrado em Figura 4.2.
Observe que os parâmetros obtidos diferem bastante, o primeiro
obtido pelo método da urva-L sendo 0.0395 e o segundo assoiado
ao MPC sendo 0.2296. Portanto, para a identiação do objeto, a
omparação de parâmetros não é neessária, já que, omo veremos mais
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Figura 4.1: Curva-L, urva φ e orrespondentes parâmetros
adiante, mesmo om parâmetros relativamente distintos, omo é o aso
entre MPC e PDG, obtemos identiações muito próximas, tornando
essa diferença de valores irrelevante do ponto de vista prátio. Ainda
sobre o desempenho dos métodos, é interessante destaar em relação
ao PDG que, em situação ideal, ou seja, om o onheimento de ‖E‖, o
método faz uma reonstrução om qualidade muito boa, mas sem essa
informação a solução obtida degrada-se. Assim, apesar de existir uma
teoria para onvergênia no PDG, a neessidade de ‖E‖ omo dado
iniial torna o método, na prátia, menos eiente que, por exemplo, o
MPC, omo veremos no m do apítulo.
Agora onsideramos a performane dos métodos estudados. Para
isso, usamos uma malha om 2500 pontos (devido a limitações do om-
putador utilizado) e perturbação de 0.1% de erro relativo na matriz A.
Temos dois asos exempliados, o primeiro om 64 ondas inidentes,
ou seja, o operador disreto (matriz) tem ordem 64×64 e o segundo om
128 ondas inidentes. Esses asos foram esolhidos de modo a podermos
analisar a robustez dos métodos em situações relativamente distintas.
Além disso, ao longo do apítulo, vamos variar o nível de ruído relativo
em A, adotaremos os valores de 0, 1%, 10% e 30% para veriar a sen-
sibilidade do problema. Ainda sobre a questão do ruído, é importante
notar que, por exemplo, um ruído de 0, 1% em A, quando trabalhamos
om a matriz de Kirsh (A∗A)1/4, torna-se um erro relativo de 2, 9%.
Na situação om 64 ondas inidentes e nível de ruído de 0, 1%,
Figura 4.2 e Figura 4.3, podemos observar, visualmente, que os métodos
MKM-FP, PDG e MPC obtiveram melhores resultados. Nota-se que o
ruído presente no bakground é menor om a utilização do PDG, apesar
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método utilizado SVD-tail ISVD-tail MKM-FP MPC PDG
tempo gasto 3.464 0.561 10.280 5.959 4.976
Tabela 4.1: Custo omputaional para o aso da matriz 64x64
do MPC forneer uma imagem visualmente mais próxima da desejada.
Além disso, o PDG neessita da informação da norma do erro a qual,
nos problemas prátios, normalmente não temos aesso.
Figura 4.2: Comparação entre métodos, matriz 64x64, ruído de 0.1%
Abaixo segue uma tabela omparativa om o tempo gasto (em
segundos) no álulo dos métodos itados.
Pereba, pelo que é apresentado nas guras e tabelas, que o
ISVD-tail gerou uma identiação similar à do SVD-tail sem o uso
da SVD, reduzindo o usto omputaional. A redução, no exemplo,
não foi de valor relevante, pois exempliamos om ordens pequenas
devido às limitações do omputador, mas para situações prátias que
requerem um volume muito maior de dados, essa redução de usto
torna-se signiante.
Outro fator que deve-se levar em onta na prátia é a presença de
ruído. Então, simulamos os resultados para diferentes valores de erro
relativo em relação à matriz A. Com um erro relativo de 10%, o método
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Figura 4.3: Comparação entre métodos, matriz 64x64, ruído de 0.1%
MKM-FP perde sua preisão e todos métodos passam a apresentar
ruído no bakground. Neste ensaio, mesmo om esse nível de ruído,
MPC e PDG mostram as melhores identiações do objeto. Com um
erro relativo de 30%, MPC e PDG omeçam a degradar-se; para os
outros métodos, os resultados são ruins e similares aos apresentados
om ruído de 10%.
Constam abaixo as imagens geradas pelos métodos para 128 on-
das inidentes. Podemos observar que MKM-FP, MPC e PDG nos
forneem uma imagem de boa qualidade quanto ao objeto desonheido,
apesar das perturbações no bakground, prinipalmente no MKM-FP.
Nota-se que o MPC aproxima-se mais da imagem desejada, tal desem-
penho pode ser justiado pela grande separação de valores na função
indiadora para pontos pertenentes ou não ao objeto. Note também
que a SVD-tail e a ISVD-tail têm a desvantagem de depender da es-
olha de d e a qualidade de suas imagens é similar entre si, além de ser
de baixa preisão.
Agora, faremos o mesmo omparativo para a deteção de dois
objetos de uma só vez, uma pipa e uma elipse.
Pereba que a apresentação de dois objetos, foi bem suedida
om os métodos MKM-FP, PDG e MPC. Utilizando SVD-tail e ISVD-
tail que apresentam resultados similares, a menor esolha de d foi a mais
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Figura 4.4: Comparação entre métodos, matriz 64x64, ruído de 10%
Figura 4.5: Comparação entre métodos, matriz 64x64, ruído de 10%
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Figura 4.6: Comparação entre métodos, matriz 64x64, ruído de 30%
Figura 4.7: Comparação entre métodos, matriz 64x64, ruído de 30%
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Figura 4.8: Comparação entre métodos, matriz 128x128
Figura 4.9: Comparação entre métodos, matriz 128x128
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método utilizado SVD-tail ISVD-tail MKM-FP MPC PDG
tempo gasto 8.127 2.714 12.996 9.656 8.595
Tabela 4.2: Custo omputaional para o aso om a matriz 128x128
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Figura 4.10: Comparação entre métodos, matriz 32x32, ruído de 0.1%
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Figura 4.11: Comparação entre métodos, matriz 32x32, ruído de 0.1%
favorável à identiação. A esolha de d muito grande nos dá perda
de informação sobre o problema e o d que forneeu o melhor resultado
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é aquele em que os oeientes de Fourier para pontos pertenentes
ao objeto e pontos fora do mesmo, apresentam-se onforme visto na
seção da ondição de Piard. Abaixo, segue o omparativo do usto
omputaional dos métodos analisados.
método utilizado SVD-tail ISVD-tail MKM-FP MPC PDG
tempo gasto 0.078 0.031 3.822 1.841 1.684
Tabela 4.3: Custo omputaional para 2 objetos e matriz 32x32
Agora, vamos exempliar o fato de garantirmos bons resultados
para o prinípio da disrepânia generalizada apenas quando temos
onheimento de ‖E‖. Na situação mostrada a seguir, ‖E‖ real vale
0.01, mas simularemos uma situação prátia, ou seja, sem ter esse valor
orreto omo informação iniial. Tomaremos omo hute para essa
norma o valor 0.0015 e então analisaremos o omportamento do método
em tal situação.
Figura 4.12: PDG om ||E|| exata, que vale 1%
Figura 4.13: PDG om 0.15 vezes ||E||, que vale 1%
Pelo fato do MPC não depender de ‖E‖, o resultado mantem-se
o mesmo para o método. Mas note que, se multipliarmos ‖E‖ por
0, 00000015, obtemos uma norma ‖E‖ muito menor, o que seria ideal,
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mas que não ondiz om a situação real, aumentando o índie de erros.
Figura 4.14: PDG om ||E|| exata, que vale 25%
Figura 4.15: PDG om 0.00000015 vezes ||E|| exata, que vale 25%
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Considerações Finais
Neste trabalho, tivemos a oportunidade de estudar teorias re-
entes e apliar métodos numérios de interesse ontemporâneo. Apre-
sentamos ténias ujo enfoque é a redução de ustos para problemas
grandes e outras voltadas para a qualidade de reonstrução do perl
desejado.
Considerando os métodos testados:
• O MPC apresentou os melhores resultados visualmente e não
modia sua qualidade devido ao onheimento ou não do nível
de ruído;
• Se a prioridade é o baixo usto, o melhor método é a ISVD-
tail que onsegue fazer a identiação num tempo muito inferior
aos outros métodos, apesar de não gerar uma imagem om tanta
qualidade omo o MPC;
• A qualidade é limitada pelo nível de ruído no problema, mas omo
o habitual é ter um ruído de até 5%, o problema não é afetado
por esse fator.
Também podemos enfatizar que o método ser independente de
algumas informações omo o nível de ruído, faz om que as ténias
se omportem melhor em situações prátias, visto que, nesses asos,
temos pouos dados aessíveis. A própria dependênia de parâmetros
do método, por exemplo, a SVD-tail em relação ao parâmetro d, traz
impeilhos à resolução do problema.
Para estudos futuros, sugerimos a apliação das ténias para
objetos tridimensionais e realizar a onstrução numéria da solução
exata omo em [43℄ para fazer omparações mais numérias e robustas.
Outra sugestão é o estudo mais aprofundado do ritério do produto
máximo, para forneer mais suporte teório a um método que apresenta
resultados muitos bons quanto à deteção de objetos.
67
68
Apêndie A
Resultados de Análise
Funional
A.1 Operadores Compatos
Como o problema tratado nesse trabalho provém de uma equação
integral, é preiso apresentar alguns resultados sobre operadores om-
patos. Basiamente, nessa seção, mostraremos ideias básias de análise
funional que auxiliam na fundamentação teória do trabalho.
Denição A.1. Sejam X e Y espaços normados. Uma transformação
linear T ∈ L(X,Y ) é ompata se, para qualquer sequênia limitada
{xn} em X, a sequênia {Txn} em Y ontém uma subsequênia on-
vergente. O onjunto de transformações ompatas em L(X,Y ) será
denotado por K(X,Y ).
Teorema A.2. Sejam X e Y espaços normados e seja T ∈ K(X,Y ).
Então T é limitado. Além disso, K(X,Y ) ⊂ B(X,Y ), em que B(X,Y )
é o onjunto das transformações limitadas de X para Y .
Demonstração: Suponha que T seja não limitado. Então, para
ada inteiro n ≥ 1, existe um vetor unitário xn tal que ‖Txn‖ ≥ n.
Como a sequênia {xn} é limitada, pela ompaidade de T , existe uma
subsequênia {Txn(r)} que onverge. Mas isso ontradiz ‖Txn(r)‖ ≥
n(r), assim T é limitado.
Teorema A.3. Sejam X,Y, Z espaços normados e sejam A : X → Y e
B : Y → Z operadores lineares limitados. Então o produto BA : X →
Z é ompato se um dos dois operadores A ou B é ompato.
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Demonstração: Seja (ϕn) uma sequênia limitada em X . Se A é
ompato, então existe uma subsequênia (ϕn(k)) tal que Aϕn(k) → ψ ∈
Y , k →∞. Já que B é limitado e, então, ontínuo, temos B(Aϕn(k))→
Bψ ∈ Z, k → ∞. Então BA é ompato. Se A é limitado e B é om-
pato, a sequênia (Aϕn)é limitada em Y , já que operadores limitados
levam onjuntos limitados em onjuntos limitados. Dessa forma, existe
uma subsequênia (ϕn(k)) tal que (BA)ϕn(k) = B(Aϕn(k)) → χ ∈ Z,
k →∞. Assim, novamente BA é ompato.
Teorema A.4. O operador identidade I : X → X é ompato se e
somente se X tem dimensão nita.
Demonstração: (⇒) Suponha que I seja ompato e X não tenha
dimensão nita. Esolha ϕ1 ∈ X om ‖ϕ1‖ = 1 arbitrariamente. Então
U1 := span{ϕ1} tem dimensão nita e, onsequentemente, é um sube-
spaço fehado de X . Pelo lema de Riesz, existe ϕ2 ∈ X om ‖ϕ2‖ = 1
e ‖ϕ2 − ϕ1‖ ≥ 12 . Agora, onsidere U2 := span{ϕ1, ϕ2}. Novamente,
pelo lema de Riesz, existe ϕ3 ∈ X om ‖ϕ3‖ = 1 e ‖ϕ3 − ϕ1‖ ≥ 12 ,
‖ϕ3 − ϕ2‖ ≥ 12 . Repetindo o proesso, obtemos uma sequênia (ϕn)
om as propriedades ‖ϕn‖ = 1 e ‖ϕn − ϕm‖ ≥ 12 , n 6= m. Isso implia
que a sequênia limitada (ϕn) não ontém uma subsequênia onver-
gente que ontradiz a ompaidade de I. Dessa forma, se o operador
identidade é ompato, X tem dimensão nita.
(⇐) Vide [33℄.
Observe que, pelos dois teoremas reém mostrados, o operador
ompato A não pode ter uma inversa limitada, a não ser que sua
imagem tenha dimensão nita.
A.1.1 Operadores Auto-Adjuntos
Teorema A.5. Sejam H e K espaços de Hilbert omplexos e seja
T ∈ B(H,K). Então existe um únio operador T ∗ ∈ B(K,H) tal que
(Tx, y) = (x, T ∗y), ∀x ∈ H e ∀y ∈ K.
Demonstração: Seja y ∈ K e seja f : H → C denido por f(x) =
(Tx, y). Então f é uma transformação linear e, pela desigualdade de
Cauhy-Shwarz e pelo fato de T ser limitado,
|f(x)| = |(Tx, y)| ≤ ‖Tx‖‖y‖ ≤ ‖T ‖‖x‖‖y‖.
Então f é limitado e, pelo teorema de Riesz, existe um únio
z ∈ H tal que f(x) = (x, z) ∀x ∈ H . Denimos T ∗(y) = z, assim T ∗ é
uma função de K para H tal que
(T (x), y) = (x, T ∗(y)) (A.1)
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∀x ∈ H e ∀y ∈ K. Dessa forma, T ∗ é uma função que satisfaz a
equação do enuniado do teorema, temos ainda que mostrar que per-
tene a B(K,H). Primeiramente, vamos eslareer o fato de T ∗ ser
uma transformação linear.
Sejam y1, y2 ∈ K, sejam λ, µ ∈ C e seja x ∈ H . Então, por
(A.1),
(x, T ∗(λy1 + µy2)) = (T (x), λy1 + µy2)
= λ(T (x), y1) + µ(T (x), y2)
= λ(x, T ∗(y1)) + µ(x, T
∗(y2))
= (x, λT ∗(y2)).
(A.2)
Da mesma forma, T ∗(λy1 + µy2) = λT
∗(y1) + µT
∗(y2) e, onsequente-
mente, T ∗ é uma transformação linear.
Vamos mostrar que T ∗ é limitado. Usando a desigualdade de
Cauhy-Shwarz,
‖T ∗(y)‖2 = (T ∗(y), T ∗(y)) = (TT ∗(y), y) ≤ ‖TT ∗(y)‖‖y‖ ≤ ‖T ‖‖T ∗(y)‖‖y‖.
Se ‖T ∗(y)‖ > 0, então podemos dividir a desigualdade aima por
‖T ∗(y)‖ para gerar ‖T ∗(y)‖ ≤ ‖T ‖‖y‖, enquanto se ‖T ∗(y)‖ = 0, en-
tão, trivialmente, ‖T ∗(y)‖ ≤ ‖T ‖‖y‖. Dessa forma, ∀y ∈ K,
‖T ∗(y)‖ ≤ ‖T ‖‖y‖
e, então, T ∗ é limitado e ‖T ∗‖ ≤ ‖T ‖.
Finalmente, temos que T ∗ é únio. Suponha queB1 eB2 pertençam
a B(K,H) e que ∀x ∈ H e ∀y ∈ K,
(Tx, y) = (x,B1y) = (x,B2y).
Portanto, B1y = B2y ∀y ∈ K, então B1 = B2 e, assim, T ∗ é únio.
Denição A.6. Se H e K são espaços de Hilbert omplexos e T ∈
B(H,K), o operador T ∗ onstruído no teorema anterior, é hamado
de operador adjunto de T .
Denição A.7. Se A = [ai,j ] ∈ Mmn(F), então a matriz [aj,i] é
hamado de adjunto de A e é denotado por A∗.
Lema A.8. Sejam H e K espaços de Hilbert omplexos e seja T ∈
B(H,K).
a) KerT = (ImT ∗)⊥;
b) KerT ∗ = (ImT )⊥;
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Denição A.9. a) Se H é um espaço de Hilbert omplexo e T ∈
B(H), então T é auto-adjunto se T = T ∗.
b) Se A é uma matriz quadrada, então A é auto-adjunto, se A = A∗.
Teorema A.10. Seja H um espaço de Hilbert omplexo e seja T ∈
B(H). Então T ∗T e TT ∗ são auto-adjuntos.
Teorema A.11. Todo operador ompato possui no máximo uma quan-
tidade enumerável de autovalores que formam uma sequênia ujos va-
lores absolutos onvergem para zero.
Teorema A.12. Todos autovalores de operadores autoadjuntos são
reais e autovetores relaionados a autovalores distintos são ortogonais.
Demonstração: Aϕ = λϕ e ϕ 6= 0 implia λ(ϕ,ϕ) = (Aϕ,ϕ) ∈ R,
om λ ∈ R. Sejam Aϕ = λϕ e Aψ = µψ om λ 6= µ. Então (ϕ, ψ) = 0
segue de
(λ − µ)(ϕ, ψ) = (Aϕ,ψ) − (ϕ,Aψ) = 0.
Denição A.13. Sejam X e Y espaços de Hilbert e K : X → Y um
operador ompato om operador adjunto K∗ : Y →→ X. As raízes
quadradas µj =
√
λj , j ∈ J , dos autovalores λj do operador auto-
adjunto K∗K : X → X são hamadas de valores singulares de K.
Aqui, J ⊂ N pode ser nito ou J = N.
Observe que todo autovalor λ de K∗K é não negativo, visto que
K∗Kx = λx implia que λ(x, x) = (K∗Kx, x) = (Kx,Kx) ≥ 0, ou
seja, λ ≥ 0.
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Apêndie B
Resultados de Álgebra
Linear Computaional
Neste apêndie, apresentamos os resultados auxiliares referentes
aos métodos omputaionais presentes no trabalho.
B.1 Método Regula Falsi
Um dos problemas que oorrem mais freqüentemente em traba-
lhos ientíos é alular as raízes de equações da forma: f(x) = 0. Em
raros asos é possível obter as raízes exatas de f(x) = 0, omo oorre,
por exemplo, supondo-se f(x) um polinmio fatorável. Em geral, quer-
emos obter somente soluções aproximadas, onando a aproximação
em alguma ténia omputaional.
Assim, nem sempre ou quase que em geral não onseguimos obter
o zero (ou raíz) de uma função de forma direta. Nestes asos, uma
alternativa para se obter o zero (ou raiz) é de forma indireta através de
métodos iterativos.
O proesso de determinar a raiz ou as raízes de f é feito em duas
fases:
1
a
Fase: deve-se isolar ou onnar a raiz da f , ou seja, determinar
um intervalo I = [a, b] que ontenha a raiz x ;
2
a
Fase: a partir de uma solução iniial x0 ∈ [a, b], denir e
utilizar um proesso iterativo que alule a seqüênia de pontos
x1, x2, · · · , xk, xk+1,
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tal que xk+1 → x para k →∞, em que xk+1 é a raiz aproximada da f
e x é a raiz exata.
Primeiramente, dados dois valores em que a função tenha sinais
opostos quando neles avaliados, por exemplo, se a e b são tais números
de modo que f(a).f(b) < 0, então uma raiz de f(x) existe no intervalo
(min(a, b),max(a, b)).
O proesso iterativo do regula falsi usa duas estimativas para
alular a próxima, em que a substituida é a que nela avaliada, a função
tem mesmo sinal que quando avaliada na nova estimativa. O método
tem onvergênia garantida, mas essa onvergênia pode ser lenta.
Como requer estimativas iniiais nas quais a função é avaliada
om sinais opostos, não é possível utilizar o regula falsi para determinar
as raízes de funções estritamente positivas ou negativas.
Quando o método termina, é garantido que o intervalo nal on-
tenha uma raiz da função. Todavia pode onter mais de um zero da
função.
B.2 Teoria da Perturbação de Valor Singu-
lar
A perturbação de valor singular, neste trabalho, é utilizada na
fundamentação teória do ritério do produto máximo. Essa teoria, a
grosso modo, nos diz que sendo A uma matriz e A˜ a mesma matriz
agora om uma perturbação, podemos denir um ε tal que
|√σi −
√
σ
(e)
i | ≤ ε,
sendo σi e σ
(e)
i valores singulares de A e A˜, respetivamente.
Lema B.1. Se A ∈ Rn×n e ‖A‖p < 1, então I −A é não singular e
(I −A)−1 =
∞∑
k=0
Ak
om
‖(I −A)−1‖p ≤ 1
1− ‖A‖p .
Demonstração: Suponha que I −A seja singular. Então, segue que
(I − A)x = 0 para algum x 6= 0. Logo, ‖x‖p = ‖Ax‖p implia que
74
‖A‖p ≥ 1, o que é uma ontradição. Dessa forma, I−A é não singular.
Para obter uma expressão para sua inversa, onsidere a identidade(
N∑
k=0
Ak
)
(I −A) = I −AN+1.
Como ‖A‖p < 1, segue que limk→∞ Ak = 0, pois ‖Ak‖p ≤ ‖A‖kp.
Assim, (
lim
N→∞
N∑
k=0
Ak
)
(I −A) = I.
Então, temos que (I−A)−1 = limN→∞
∑N
k=0 A
k
. A partir desses
fatos, segue que
‖(I −A)−1‖p ≤
∞∑
k=0
‖A‖kp =
1
1− ‖A‖p .
Teorema B.2. (Bauer-Fike) Se µ é um autovalor de A+E ∈ Cn×n
e X−1AX = D = diag(λ1, · · · , λn), então
min
λ∈λ(A)
|λ− µ| ≤ κp(X)‖E‖p
em que ‖ · ‖p denota qualquer norma-p.
Demonstração: Preisamos onsiderar apenas o aso em que µ não
pertene a λ(A). Se a matriz X−1(A + E − µI)X é singular, então
I + (D − µI)−1(X−1EX) também o é. Ainda, do lema B.1, obtemos
1 ≤ ‖(D − µI)−1(X−1EX)‖p ≤ ‖(D − µI)−1‖p‖X‖p‖E‖p‖X−1‖p.
Já que (D− µI)−1 é diagonal e a norma-p de uma matriz diagonal é o
valor absoluto da maior entrada da diagonal, segue que
‖(D − µI)−1‖p = min
λ∈λ(A)
1
|λ− µ| .
A partir disso, temos o teorema demonstrado.
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B.3 Fatoração QR
Nessa seção, relembraremos a ideia por trás da fatoração QR,
visto que essa deomposição faz parte do proesso de iteração simultânea
presente no estudo de um dos métodos de identiação de objetos, a
SVD-tail.
Dada uma matriz A m × n, om m ≥ n, a fatoração QR é um
método de deomposição da matriz em questão que fornee uma matriz
ortogonal m×m tal que
A = Q
[
R
0
]
,
em que R é uma matriz triangular superior n × n. Tal deomposição
pode ser realizada utilizando métodos omo:
• transformações de Householder;
• transformações de Givens;
• ortogonalização de Gram-Shmidt.
Além disso, se partiionarmos Q em Q1, ontendo as n primeiras
olunas de Q, e em Q2, ontendo asm−n olunas remanesentes, então
temos
A = Q
[
R
0
]
=
[
Q1 Q2
] [ R
0
]
= Q1R.
Também, se A tem posto ompleto, então R é não singular e,
logo, as olunas de Q1 formam uma base ortonormal para o espaço
oluna de A; e as olunas de Q2 formam uma base ortonormal para
seu omplemento ortogonal, que é o mesmo que o núleo de AT . Tais
bases ortonormais são úteis no álulo de autovalores, otimização, entre
outros problemas.
B.4 Método da Potênia
O método da potênia é o mais simples para o álulo da aproxi-
mação de um únio par de autovalor e autovetor de uma matriz. Esse
proesso envolve o produto suessivo de grandes potênias da matriz
om um vetor iniial dado.
Suponha que a matriz tenha um únio autovalor λ1 de módulo
máximo, om autovetor orrespondente u1, ou seja, |λ1| > |λi| para
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2 ≤ i ≤ n. Então, omeçando om um vetor não nulo x0 dado, o
esquema de iteração
xk = Axk−1
onverge para um múltiplo de u1, o autovetor orrespondente ao auto-
valor λ1 dominante.
De fato, primeiramente, representamos o vetor iniial x0 omo
uma ombinação linear x0 =
∑n
i=1 αiui, em que ui são autovetores de
A. Logo,
Ax0 =
∑n
i=1 αiλiui
A2x0 =
∑n
i=1 αiλ
2
i ui
...
...
Akx0 =
∑n
i=1 αiλ
k
i ui = λ
k
i
[
α1x1 + α2
(
λ2
λ1
)k
x2 + . . .+ αn
(
λn
λ1
)k
xn
]
Como
∣∣∣∣ λiλ1
∣∣∣∣ < 1 para 2 ≤ i ≤ n, temos que ( λiλ1
)k
−→ 0,
onforme k −→∞. Dessa forma, Akx0 −→ α1λk1x1 om k −→∞.
Vale notar que o resimento geométrio das omponentes em
ada iteração pode eventualmente riar um overow", assim, é re-
omendado normalizar o autovetor aproximado em ada iteração. Esse
passo nos leva ao seguinte esquema de iteração.
ALGORITMO:
Dados de entrada:
• Matriz A, vetor de hute iniial V (0) = [q1], número máximo de iterações
nmax.
1. Passo 1:
Para k de 1 a nmax:
Z(k) = AV (k−1)
V (k) =
Z(k)
‖Z(k)‖
Fim
Para realizar a aproximação dos p maiores autovalores de A em
módulo e seus autovetores orrespondentes, é preiso utilizar outro pro-
esso onheido omo método da iteração simultânea, uma generaliza-
ção do método da potênia.
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B.4.1 Método da Potênia Inversa
É usado para determinar o autovalor de menor valor absoluto e
seu orrespondente autovetor de uma matriz A dada. É semelhante ao
método da potênia, porém, desta vez, desejamos alular λn e supomos
|λ1| ≥ |λ2| ≥ · · · ≥ |λn−1| > |λn|.
Sabemos que se λ é autovalor de A, então λ−1 é autovalor de A−1
(se A é matriz não singular). Além disso, se |λn| é o menor autovalor
de A, então |λn| é o maior autovalor de A−1.
Assim, o método da potênia inversa onsiste em alular, pelo
método das potênias, o autovalor de maior valor absoluto de A−1, pois
assim teremos o menor autovalor, em módulo, de A.
ALGORITMO:
Dados de entrada:
• Matriz A, vetor de hute iniial V (0) = [q1], número máximo de iterações
nmax.
1. Passo 1:
Deompor a matriz A fazendo uso da fatoração LU .
2. Passo 2:
Para k de 1 a nmax:
LUZ(k) = V (k−1)
Resolver o sistema por substituições direta e inversa.
V (k) =
Z(k)
‖Z(k)‖
Fim
Note que, no algoritmo, não for neessário alular A−1, pois
resolvemos o sistema linear utilizando a fatoração LU seguida da reso-
lução de sistemas triangulares gerados pela mesma fatoração.
B.4.2 Método da Iteração Simultânea
A ideia iniial desse proedimento é apliar o método da potênia
a um onjunto de vetores simultaneamente.
Seja A matriz real e simétria e suponha que
|λ1| > |λ2| > . . . > |λr| > |λr+1| ≥ |λr+2| ≥ . . . ≥ |λn|,
em que os r vetores iniiais, dados por q
(0)
i , i = 1, . . . , r, são linear-
mente independentes.
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ALGORITMO:
Dados de entrada:
• Matriz A, matriz de hute iniial V (0) = [q1, · · · , qp], número máximo de
iterações nmax, valor máximo aeitável no ritério de parada ǫ.
1. Passo 1:
Chear se V (0) é ortonormal. Se não for, apliar uma fatoração QR.
2. Passo 2:
Para k de 1 a nmax:
Z(k) = AV (k−1)
H = V (k−1)∗Z(k)
3. Passo 3:
Se ‖Z(k) − V (k−1)H‖2 < ǫ
Parar
Senão V (k)R = Z(k)
Fim
Note que, no algoritmo aima, alulamos a matriz H , pois H =
V (k−1)∗AV (k−1) que é projeção de A no espaço gerado pelas olunas
de V (k−1) e tal matriz é utilizada no ritério de parada.
Como ritério de parada, alulamos a distânia entre dois subes-
paços,
‖AV (k−1) − V (k−1)V (k−1)∗AV (k−1)‖.
Utilizamos V (k−1)V (k−1)∗AV (k−1), pois esta é a projeção de AV (k−1)
no espaço gerado por V (k−1). Assim, medimos quão próximos os es-
paços gerados por V (k−1) e V (k) estão. A partir do momento em que
essa distânia for menor que ǫ, temos subespaços invariantes de A, ou
seja, o proesso está ompleto.
Como alternativa para o ritério de parada, podemos utilizar o
álulo de
1− σmax(V (k)∗V (k−1))2
que é a fórmula para a distânia entre dois subespaços V (k−1) e V (k), em
que temos σmax(V
(k)∗V (k−1)) omo o maior valor singular de V (k)∗V (k−1).
Sob o ponto de vista do usto omputaional, essa alternativa torna-se
mais interessante, já que o σ2max é a própria norma-2 de V
(k)∗V (k−1),
enquanto, no outro aso, ainda é preiso alular os produtos presentes
na norma em questão [18℄.
Outro fator que meree omentários é a utilização da fatoração
QR. Fazemos uso desse proesso, pois a matriz A pode não ter posto
ompleto, gerando uma matriz Z sem p olunas linearmente indepen-
dentes. A fatoração QR evita o overow. Além disso, é onheido que
V (k) e Z(k) geram o mesmo subespaço.
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B.4.3 Método da Iteração Simultânea Inversa
Já a iteração simultânea inversa é o método da iteração simultânea
apliado à matriz A−1, e para evitar o álulo da mesma, assim omo
no método da potênia inversa, deompomos a matriz A através da fa-
toração LU e, em seguida, resolvemos os sistemas triangulares. Nesse
aso, o algoritmo a da seguinte forma:
ALGORITMO:
Dados de entrada:
• Matriz A, matriz de hute iniial V (0) = [q1, · · · , qp], número máximo de
iterações nmax, valor máximo aeitável no ritério de parada ǫ.
1. Passo 1:
Chear se V (0) é ortonormal. Se não for, apliar uma fatoração QR.
2. Passo 2:
Realizar a fatoração LU da matriz A.
3. Passo 3:
Para k de 1 a nmax:
LUZ(k) = V (k−1)
Resolver os sistemas triangulares gerados pela fatoração.
H = V (k−1)∗Z(k)
4. Passo 4:
Se ‖Z(k) − V (k−1)H‖2 < ǫ
Parar
Senão V (k)R = Z(k)
Fim
Quando implementamos o métodos, é possível que ao nal ob-
tenhamos vetores que sejam múltiplos dos autovetores que busamos.
Todavia, isso não altera o proes so, visto que os vetores ontinuam
linearmente independentes gerando o mesmo espaço.
Um problema que pode oorrer nessa etapa, é o algoritmo não
forneer aproximações dos p maiores (ou menores) autovetores, podem
apareer apenas alguns dos outros auvetores. Então, para garantir o
bom funionamento do método, forneemos uma dimensão maior, di-
gamos n > p e desonsideramos as últimas n−p aproximações geradas.
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