In this paper a new approach to music-making for people with disabilities is discussed. Until recently, the technology to enable people with disabilities to make music has been relatively limited, consisting primarily of mechanical approaches. With new developments in computing, including the Microsoft Kinect, touchless sensors are providing a new way for people with disabilities to interface with instruments in novel ways. There have been few papers that made empirical measurements of adaptive musical instruments, including latency. This paper will fill this gap by detailing an adaptive musical interface using the Microsoft Kinect. Then the overall latency, including response time of the musician, will be measured, and methods to decrease this latency will be proposed.
INTRODUCTION
The benefits of music therapy for persons with disabilities have been discussed widely in the literature [1] [2] . Some of the most effective music therapy situations are where the participant is actually able to make sound and control it. The complex nature of music stimulates the brain and the body in remarkable ways. There are a number of MIDI devices that can aid a disabled participant in making musical sounds, such as the Canstrument, the Skoog, and the Jamboxx. These all have in common that they have a computer at their heart, and produce digitally synthesized sound, as opposed to acoustic sounds of traditional musical instruments.
One computational device that shows a lot of potential for musicmaking is the Microsoft Kinect camera. This device, which was initially released in 2010, has an infrared depth sensor, an RGB camera, and a microphone that can perform speech detection. The Kinect is the first infrared depth sensor that was made available to the public with an SDK for programming. Because it can be triggered without holding, plucking, or otherwise physically touching it, which can be difficult for people with manual dexterity problems, the Kinect is a potential candidate for an adaptive musical instrument.
TOUCHLESS INSTRUMENTS
The first touchless musical instrument was the Theremin which first appeared in 1920, made by Leon Theremin [3] . When playing the Theremin, the left hand controls a frequency oscillator, while the right controls amplitude. Theremins often come in a kit and require some setup before they can be played. Hence they are normally used by people who are familiar with electronic musical instruments. Also, the Theremin requires a lot of dexterity and fine motor movements, making it only useful for able-bodied players. Still, the Theremin brought in a new age of touchless musical sensors, and the makers of the Soundbeam cite the Theremin as a major influence.
The Soundbeam is a touchless adaptive musical instrument that emits a sonar beam, and detects when the beam is obstructed, which triggers MIDI notes [4] . It is the size and shape of a flashlight, and plugs into a MIDI controller for sound output. The Soundbeam was initially developed for dancers in a large space as early as 1989, but has become popular as an adaptive musical instrument in the 90's and beyond because it can be played without physically grasping anything. It has evolved to be a popular instrument for people with a variety of disabilities, but primarily for movement impairment.
The Soundbeam has a number of modes that each trigger MIDI events differently. For example, in one setting, when the player approaches the Soundbeam the notes played increase in pitch, and when the player moves away, the notes decrease in pitch. In another mode, the Soundbeam is pre-programmed with a MIDI melody, and each time the beam is obstructed it plays one note. The flexibility of the instrument allows for it to be played by both beginner and experienced player, and allows for a smooth transition between settings.
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KINECT FOR ADAPTIVE MUSIC
There are a number of adaptive musical instruments that have been developed, and they fall into five broad categories: brain interfaces, blowing interfaces, touchless interfaces, switch interfaces and smartphone/tablet interfaces. Some examples of blowing interfaces include the Magic Flute, the Jamboxx, and the Head=Space. These all contain breath pressure sensors which give control over numerous parameters of the instrument, including pitch and volume. The main benefit of breath pressure sensors is that they do not require hand or limb dexterity to play; in fact, the Head=Space, for example, was designed for a player named Clarence Adoo who cannot move at all but retains control over his breath.
The premier adaptive switch interface is the Skoog. It is a cube with brightly coloured buttons on each side, and squeezing, pressing, or otherwise manipulating it creates MIDI output. Switches can be customized to operate with any part of the body, including the side of the head and the bottom of the foot, which makes them ideal for many disabilities including large motor limitations and dexterity difficulties. They are highly adaptable. Most non-commercial musical applications for people with disabilities use switches, because they are easiest to implement and understand. However, simply pushing a switch may not provide a lively musical performance, complete with gesture, and can be limiting.
Brain interfaces require no movement or dexterity at all, but do require control over brainwaves, which can be extremely difficult. They also, as of yet, do not provide precise control over musical parameters such as pitch; it is not possible to think a note and have the interface detect it, for example. However, they require absolutely no movement at all, which makes them beneficial for people with physical impairments. Two examples of brain interfaces are the BioVolt and Brain Machine.
Interfaces using tablets and smartphones can provide intimate control and sensitivity. The Canstrument, for example, uses the inner accelerometer of the iPhone to trigger MIDI events, and can be adjusted for sensitivity. Touchless interfaces include the Dimension Beam, the EMS Soundbeam, the AUMI, and the Kinect, and use video, infrared or sonar technology to detect movements by the player. The AUMI, for example, is entirely video-based, while the Dimension Beam uses infrared. These range widely in functionality and accuracy. An instrument that doesn't need to be plucked or otherwise manually touched has many potential benefits for people with disabilities who do not have fine motor control or breath control.
The biggest benefits of the Kinect for adaptive music use are its robust SDK for software development, and its touchless capabilities that do not require a participant to hold or grasp anything in order to trigger or play it. It is a hybrid video and infrared sensor, which computes limb position from its RGB camera and infrared depth sensor. It provides opportunities for large motor movements that can be seen throughout a hall in a performance situation.
THE KINECT SYSTEM
The joint tracking positions were calculated using the C# example provided in the Developer Toolkit Browser which comes with the Kinect SDK version 1.8. The C# API allows calls directly to track individual joints, in this case the left hand. A full listing of the API and joint names can be found on Microsoft's website.
After the left hand joint position was obtained, it was formatted as an Open Sound Control message. The OSC protocol is a flexible way to send musical commands over a network, similar to MIDI but with the flexibility of allowing floats, ints, strings, and other data types. In this case, only floats (the x, y, and z positions of the left hand relative to the body) and strings (the first argument, by convention formatted as /lefthand/) were used. The Bespoke library was used to format the commands as OSC messages, which were sent over UDP. Max/MSP is a visual programming language designed by Miller Puckette to handle sound synthesis. It has a 'udpreceive' object that was used to gather the OSC messages sent from C# (see Figure 1 ). These OSC commands were parsed according to the first argument, and connected to a series of objects to trigger a sound event, the playing of a wav file.
LATENCY TEST
The latency of the overall system of the Xbox Kinect version 1, plugged into a computer via USB 2.0, including internal processing, from movement onset to sound production, is roughly 120 milliseconds according to Odowichuk et al [10] . In order to measure the overall latency of a system with a player with a physical disability, a system was implemented using the Xbox 360 Kinect and a Windows computer running the Kinect SDK version 1.8.
The test involved playing a drum sound by clicking a mouse on a 'bang' message in Max/MSP, which prompted the player to 'strum' a guitar chord by lifting his left hand as quickly as possible afterward to trigger a guitar chord sound in Max/MSP. A threshold object determined if the position of the left hand was more than a certain distance away from its location in the previous frame, and if the threshold was met, the guitar strum sound played.
The goal of the test was to teach a person with a physical disability how to play a touchless instrument, which is not intuitive, and to measure the overall latency of reaction time and the system. With minimal training and practice, the overall latency of the system for a person a mobility disability for a test of 10 trials, was on average 1365ms. The lowest latency was 868ms, while the highest was 1770ms (see Figure 2 ). In contrast, for a person with no physical disability, the average latency for 10 samples was 857ms, with times as low as 530ms and as high as 1425ms. So the difference in reaction time between the ablebodied person and the person with a mobility disability was on average about 330ms. An interesting development occurred when the triggering drum sound was repeated at two second intervals. This gave the ableplayer the opportunity to compensate for the system latency, in order to play the guitar sound at a closer interval to the drum sound. In this case, the deviation between the drum sound and the guitar strum was much lower. Because the player could anticipate the onset of the drum, some of the guitar samples occurred slightly before the drum, so the interval ranges from approximately -200 to +400ms. However, these are outliers, and the average of the absolute value of the deviation between drum and guitar was under 150ms, with times as low as 30ms. This shows that with training the system could be played fairly precisely.
Perhaps the biggest improvement to this system will come with the use of the Kinect version 2 for Xbox One, and the Microsoft Kinect SDK version 2. These provide new functionality over the Kinect version 1, such as limited recognition of specific gestures.
Also, more improvement could be possible with increased practice and increased exposure to the instrument. As with any musical instrument, there is a steep learning curve, which can only be overcome with increased practice opportunities.
Certainly the current amount of latency is much too high for concert performance, but anecdotally this system has proven enjoyable for a participant in a Music Therapy situation.
MEASURING OTHER FACTORS
In order to measure repeatability and training time, a new variation of the system was developed. Instead of the sound being triggered by the left hand "strumming" upward, the Max/MSP patch was changed so that the sound was triggered when either hand crossed a threshold. The Kinect SDK returns x-, y-and zcoordinates for each joint of the body, with the x-coordinate representing the distance out from the body, parallel to the floor and perpendicular to the Kinect, the y-coordinate representing the vertical distance, parallel to the body and perpendicular to the Kinect, and the z-coordinate parallel to the infrared streaming of the Kinect, so that moving the hand forward facing the Kinect decreases the z parameter. Each of these coordinate planes is perpendicular to each other.
The left hand played the E minor chord when it was held out sideways perpendicular to the body, after crossing a predetermined threshold in the x-dimension, while the right hand played an A major chord when held out from the body in the xdimension, and a B chord when held up in the y-dimension.
The biggest difficulty was teaching the participant to move his hand directly up to activate the B chord, without moving it out to activate the A chord unwittingly. Also, sometimes the A chord would not sound right away when the participant extended his arm. This could be due to a limitation of the hardware and software, such as that the arm of the participant's wheelchair was occasionally being detected instead of his own arm. More testing, including using the visualization of the joint tracking available in the Kinect SDK, needs to be done to isolate the cause of this deficiency.
A test was developed where the participant was asked to play common chord progressions using the chords of E minor, A and B. There three were chosen because many common songs can be played using them. The participant was asked to play various progressions in his own time, without skipping any chords or otherwise making any errors. In all cases of these basic progressions, the participant was able to play them on the first or second try, after a practice and training time of 30 minutes. Because the disabled participant was already familiar with the Kinect, as the author had already spent 5 sessions with him troubleshooting and developing a system, and the participant already had extensive musical training, it was deemed necessary to recruit a second participant to try the test. The second participant was given basic instructions about where in space each chord was located, but these instructions and the training time were limited to 5 minutes total. The number of repetitions to achieve a successful progression as well as the time taken to achieve each chord progression were measured. Also, more elaborate chord progressions were used. Table 2 shows the results of the more detailed experiment performed on the non-disabled user. Table 2 . Chord progressions, number of attempts to success, and overall time taken to achieve success for a non-disabled participant.
CONCLUSION
There are a number of computer-based devices available to aid persons with disabilities in playing music. One of the most promising for future developments is the Microsoft Kinect. In its current form, the latency is very large and may be mitigated by keeping a steady beat and adapting accordingly. However, with new developments in the technology, and with improved systems, this latency is likely to go down substantially very soon, and eventually the Kinect could prove useful for music performance. This paper provides a baseline for future improvements by measuring the latency of the current Kinect system, as well as training time and repeatability. It is hoped that with this information, future improvements can be made and documented.
