A pictorial query specification technique that enables the formulation of complex pictorial queries for browsing through a collection of spatially-referenced images is presented. It is distinguished from most other methods by the fact that in these methods the query image specifies a target database image in its entirety whereas in our approach the query image specifies the combination of objects that the target database image should contain rather than being treated as a whole image. The query objects are represented by shape features although other features such as color, texture, or wavelets could also be used. Using our technique, it is possible to specify which particular objects should appear in the target images as well as how many occurrences of each object are required. Moreover, it is possible to specify the minimum required certainty of matching between query-image objects and database-image objects, as well as to impose spatial constraints that specify bounds on the distance between objects and the relative direction between them. These spatial constraints can also be used to specify other topological relations such as enclosure, intersection, overlap etc. Each pictorial query is composed of one or more query images. Each query image is constructed by selecting the required query objects and positioning them according to the desired spatial configuration. Boolean combinations of two or more query images are also possible by use of AND and OR operators. A query image may be negated in order to specify conditions that should not be satisfied by the database images that are retrieved successfully. In addition, a capability is provided to specify whether the same instance of an object is to be used when it appears in more than one of the query images that make up the pictorial query, or whether two different instances are allowed. Several example queries are given that demonstrate the expressive power of this query specification method. An algorithm for retrieving all database images that conform to a given pictorial query specification is presented. The user interface for using this pictorial query specification method to browse the results in a map image database application is described and illustrated via screen shots.
Introduction
Consider a collection of spatially-referenced images composed of several objects (or symbols) where both the topological layout and the distances among the objects are significant (e.g., maps, satellite images, aerial photos, floor plans, blueprints, etc.). The collection of images can be preprocessed so that the objects are classified according to their types and then stored in a database. In this case, queries would be made on the basis of the classifications. Alternatively, the collection of images can be left unprocessed and the queries would actually look for the objects (using sample objects) in the image thereby making use of computer vision, image processing, and pattern recognition techniques. Regardless of how the collection of images is represented, we may want to query them looking for particular objects in specific locations and/or relative spatial positions with respect to one another. One method to deal with such a query is by an SQL extension with additional predicates corresponding to spatial relationships. Unfortunately, this solution is only applicable to the first method of representing the collection of images -that is, the objects in the image must be preclassified so that the user can specify them by some alphanumeric tags. This solution is not applicable to the second method of representing the collection of images. In addition, if we want to find more complex images that involve several objects that must satisfy a particular spatial configuration or a choice among objects that satisfy some spatial configuration, then the corresponding SQL query would be very complex.
An alternative method is to specify the queries pictorially. This is a more "natural" method that facilitates the use of more complex constraints based on the implicit characteristics of the pictorial query (i.e., the particular objects in the pictorial query and their spatial arrangement). There are, however, several difficulties associated with pictorial query specifications. First of all, pictorial queries are inherently ambiguous which gives rise to several questions. In particular, what criteria should be used in order to determine that an object in a database image is the same as a particular object in the query image (termed matching ambiguity)? In addition, when query images are composed of several objects, are we looking for images that contain all of these objects, or would we be satisfied with any subset of these objects (termed contextual ambiguity)? Finally, is the spatial arrangement of the query objects of significance? For example, if one object in the query image is placed above and within 30 units of another object, what database images satisfy this query? One possibility is that only database images with exactly the same spatial configuration satisfy the query. However, the intent may be that only the distance must be the same, or maybe that any configuration may suffice (termed spatial ambiguity).
Another difficulty with pictorial queries is that they are not always as expressive as textual queries in terms of specifying combinations of conditions and negative conditions. For example, how do we specify pictorially images that contain beaches but do not contain camping sites within 3 miles of these beaches? It is desirable to have a pictorial query specification method that leverages on the expressiveness of pictorial queries in terms of describing what objects the target images should contain and their desired spatial configuration, while simultaneously resolving the matching, contextual, and spatial ambiguities as well as the limited expressiveness of pictorial query specifications. This paper presents a pictorial query specification technique for image databases that we have developed that addresses the issue of matching, contextual, and spatial ambiguity inherent in pictorial queries. This method enables the formulation of complex pictorial queries that describe the target images in terms of their required contextual and spatial properties. The desired objects can be specified as well as how many occurrences of each object are required in the target images. Moreover, spatial constraints can be imposed that specify bounds on the distance between objects, as well as the relative direction between objects. These spatial constraints can also be used to specify other topological relations such as enclosure, intersection, overlap etc. We can handle objects with extent such as lines and regions in addition to point objects. Expressive power is achieved in our approach by allowing a pictorial query specification to be composed of one or more query images and by allowing a query image to be negated in order to specify conditions that should not be satisfied by the database images that are retrieved successfully. In addition, our technique provides a capability to specify whether the same instance of an object is to be used when it appears in more than one of the query images that make up the pictorial query specification (termed object binding), or whether two different instances are allowed.
Matching, contextual, and spatial ambiguity are resolved in our approach by providing a mechanism to specify the desired level of similarity in these three domains. The matching similarity level specifies a lower bound on the certainty that is required in order to match a query-image object to a database-image object. The contextual similarity level specifies how good a match is required between the query and database image in terms of overall content (i.e., collection of objects). For example, should the database image contain all of the objects in the query image or may it just contain some of these objects. The spatial similarity level specifies how good a match is required in terms of the relative locations and orientation of the matching symbols in the two images.
Using our pictorial query specification technique, we can specify a complex query such as "get all images that have at least two beaches in them with no restaurant within 5 miles of either beach, but with a two-lane road within 2 miles of both beaches". Once we have the ability to formulate such complex queries pictorially, we must also address the issue of how to process these queries efficiently. In particular, which indexing structures are required and in what order should they be used when evaluating a query. Finally, the issue of how to display the results of a pictorial query so that the user can quickly browse through them is also important. All of these issues are addressed in this paper. It is important to note that although we describe a pictorial query specification tool, we do not address issues of usability (e.g., [23] ) nor do we make any claims about its completeness (e.g., [34] ). These issues are beyond the scope of this paper. As mentioned above, our goal is to explore the issues involved in providing a pictorial query specification tool for an image database. We do not claim to have solved all problems. Instead, we point out some of the issues that we encountered and outline our approaches to resolve them. Clearly, work remains to be done in this field.
The rest of this paper is organized as follows. Section 2 discusses related work. Section 3 describes the user interface for specifying pictorial queries in an example application as well as the process that we use for matching query-image objects to database-image objects in this application. In Section 4 we show how to resolve the matching, contextual, and spatial ambiguities inherent in pictorial queries. This includes a definition of the various levels of similarity that can be specified by the user and several sample queries that demonstrate how to use them. Section 5 shows how individual pictorial queries are combined to form compound queries along with examples of their use. In Section 6 we present an algorithm for retrieving all database images that conform to a given pictorial query specification. Section 7 contains concluding remarks.
Related Work
There have been a number of studies of pictorial queries for spatial and image databases in recent years [26] . Most of the image database research has dealt either with global image matching based on color and texture features [10, 12, 17, 20, 32, 33] or with the ambiguity associated with matching one query-image object to another [1, 8, 11] . For example, a method for searching an image database using a query image that is similar to the intended target was presented in [10] . The query image may be a hand-drawn sketch or a scan of the image to be retrieved. The result images are the ones that are most similar to the query image as a whole based on a multiresolution wavelet decomposition of the query and database images. This method (and the other global database search methods) do not address the case of images that are composed of several objects and their desired spatial configuration. In other words, these methods only address the problem of matching ambiguity and do not deal with contextual and spatial ambiguity at all.
There has also been some work on the specification of topological and directional relations among query objects [2, 4, 6, 7, 9, 14, 19, 24] . The focus of this work has been on defining spatial relations between objects and efficiently computing them when the objects are stored in a database. These studies only deal with tagged images (images in which the objects have already been recognized and tagged with their semantic meaning). Therefore, they do not address the issue of matching ambiguity. Furthermore, it is always assumed that the goal is to match as many query-image objects to database-image objects as possible, and, in most cases, it is also assumed that the relative locations of the objects must be exactly as specified by the query image or as close to that as possible (e.g., [9] ).
A limited form of spatial ambiguity is allowed in pictorial queries based on the 2D-string and its variants [4, 14] via a parameter that defines the type of subsequence matching that is required between the 2D-string representation of the query image and that of the database image. The spatial logic described in [2] also allows specification of query images in terms of spatial relations between objects and permits users to select the level of spatial similarity. However, the issue of the distance between objects is not addressed by these or any other method. In addition, it is assumed that the database images must contain all objects in the query image. Thus, the question of contextual and spatial ambiguity in its full extent is not considered. Furthermore, none of these methods provide Boolean combinations or negations of query images.
Another data structure called the spatial orientation graph is introduced in [9] and used for spatial similarity based retrieval of symbolic images. This representation does not capture any information about the distance between objects either. In addition, many assumptions are made about what a user might define as image similarity. These assumptions are used in computing the similarity value between the query image and the database images.
PQBE (a pictorial query-by-example language) [19] attempts to address the problem of the limited expressiveness of pictorial queries. PQBE can be used to express more complex queries by allowing pictorial queries that are composed of several query images joined by conjunctions and disjunctions, and by use of variable objects. PQBE, however, is a rather complex language that may not be easy to master (although it is probably simpler than SQL extensions dealing with spatial relations). While it is possible to specify directional constraints using PQBE, the distance between objects is ignored in PQBE as it is in all other methods dealing with spatial similarity. Furthermore, PQBE does not address the question of contextual and spatial ambiguity, and since it assumes that the objects in the pictorial queries are already classified, it does not address matching ambiguity either.
Spatial-Query-by-Sketch [7] , a query language for geographic information systems, allows users to formulate a spatial query by drawing the desired configuration with a pen on a touch-sensitive computer screen. The results are ranked based on the similarity in terms of the spatial configuration. It considers mainly the topological configuration of the query objects. Distance metrics are used implicitly in order to relax the topological constraints. For example, if two query objects are very close to each other but disjoint, then a database image where the objects touch may also be considered as a match. In addition, distance metrics are used to rank results that are equivalent in terms of the topological configuration. However, distance is not considered as a condition for matching and thus bounds on distances can not be specified. Furthermore, the user cannot specify the desired spatial ambiguity. The system assumes that the topological relations sketched by the user should all hold. Spatial-Query-by-Sketch does not address contextual ambiguity. It is assumed that the results must contain all of the objects that are in the query sketch. Finally, Spatial-Query-by-Sketch does not allow Boolean combinations or negations as part of the query.
Another method for similarity based picture retrieval based on spatial relationships is described in [24, 25] . This method also allows for specifying query images pictorially. The main concern of this work however is how to map spatial relationships that are derived from the pictorial query to other comparable spatial relationships that have been used to describe the images in the database. For example, leftOf (a; b) = rightOf (b; a). This method does not allow various levels of contextual similarity. That is, it is assumed that the goal is always to match as many query-image objects to database-image objects as possible. Furthermore, as in all the other cases, this method does not deal with spatial-locational information (e.g., distance) and does not allow pictorial queries that are composed of more than one query image.
In addition to this work in the field of pictorial query specification for image databases, there has been a large body of research in the field of graphical query languages for traditional (i.e., alphanumeric) database systems based on the relational, E-R, and object-oriented models. These include DOODLE [5] , RBE [13] , STBE [18] , and GRAQULA [27] . Some of these languages (e.g., RBE [13] ) support dynamic construction of the user interface for querying the database using a set of predefined widgets (e.g., sliders, scatter plots, and tables). However, all of these languages require knowledge of the underlying schemas that are used to model the data. Furthermore, these languages are complex since they need to support advanced features that traditional query languages such as SQL provide (e.g., aggregation, nested queries, etc.). On the other hand, these languages do not support the paradigm of similarity queries and query by sketch. In other words, it is not possible to draw (or construct from icons) a query image and request images that are similar to it. Finally, since these methods do not deal with images directly, the issue of matching ambiguity is not considered. Thus, they would need to assume that the images are already preprocessed and objects have been recognized and stored in the database as such.
In contrast to these methods, our approach handles queries that deal with both spatial-relational and spatial-locational data, as well as contextual information. Thus we can deal with the distance between objects as well as with their topological configuration. In addition, as part of the pictorial specification, the user indicates the degree of desired similarity, and thus the results are not subjective. Furthermore, we allow compound queries (via conjunction and disjunction of query image) with object binding, and thus provide a more expressive and comprehensive pictorial query specification method than any previously described methods.
Pictorial Query Specification and Browsing Results in an Example Application
In our approach, a pictorial query is composed of one or more query images. Each query image is constructed by selecting the symbols that should appear in the database images from a menu of symbols and by positioning these symbols so that the desired spatial constraints hold. In addition, the user must specify the image similarity level required to satisfy the matching, contextual, and spatial constraints between the query image and the required database images. The individual query images may be composed via AND and OR operators. In addition, a query image can be negated with the NOT operator in order to specify conditions that should not be satisfied by the database images that are retrieved successfully. In the case of the conjunction of query images where the same symbol appears in both query images, the user may specify whether the two query-symbols must match (i.e., be bound to) the same instance of the symbol in the database image, or whether two different instances are allowed (i.e., the instances may be different but need not be so) 1 . In order to bind two query-symbols to the same database symbol, the user selects the symbol for the second query image from the first query image, rather than selecting it from the menu of symbols.
We have implemented this pictorial query specification as a query interface for a map image database system developed by us [22] named MARCO (denoting MAp Retrieval by COntent). The input to MARCO are raster images of separate map layers (map layer images) and raster images of map composites (the maps that result from composing the separate map layers). Map layer images are processed in order to extract contextual cues from the map layer that can be used to index the composite images. This process utilizes the symbolic knowledge found in the legend of the map to drive geographic symbol recognition. In particular, we focused on symbol layers which contain geographic symbols that represent campsites, hotels, recreation areas, etc.
This input process requires some user intervention in order to build an initial training set. Once this is done, the current training set library is used to assign candidate classifications to each symbol using a weighted bounded several-nearest neighbor classifier [3] . A certainty value (between 0 and 1) is attached to each classification indicating how certain this classification is. In cases where there is more than one possible classification, all candidate classifications are returned by the classifier with their associated certainty value and stored in the database. Classification is based on a set of features that describe the symbol's shape. Each layer is first split into several tiles (since the whole map is too large to process). Each tile is segmented into its constituent elements using a connected component labeling algorithm (e.g., [21] ). For each region in the labeled image, a set of features based on its shape is computed. These features include some global (e.g., first invariant moment, circularity, eccentricity, rectangularity) and some local shape descriptors (e.g., intersections, gaps) [15] that we empirically identified as useful features in discriminating between geographic symbols. The results of the feature computation are composed into a feature vector. The center of gravity (i.e., centroid) of each region is also computed. Note that while a symbol may be composed of more than one connected component, we assume that the symbols may be distinguished from each other by one of these connected components. Many of the geographic symbols that we classify are composed of a circle (or rectangle) enclosing one or more small shapes. We use a representation termed negative symbol that is based on the interior of these symbols with the shapes considered as holes [30] . Note, that in our application we we use shape features to resolve the matching ambiguity (i.e., to match query-image symbols to database-image symbols). However, for other applications we could use different features for this purpose. For example, we could use color or texture features which are commonly used in image databases, or wavelet features as described in [10] . Figure 1 shows the pictorial query builder used by MARCO. The user has constructed a query to retrieve all database images that contain a hotel ? within 6 miles of a beach ? and do not have an airport ? within 1 mile of the beach ? (see Figure 2 for a description of the symbols used in this query and in the rest of this paper). Furthermore, the certainty that the database-image symbols are in fact a hotel ? , beach ? , and airport ? is 0:5 (determined by msl, matching similarity level). The symbols are "dragged and dropped" from the menu of symbols displayed in the bottom of the window. The query builder constructs this menu of symbols directly from the database which stores one example of each symbol relevant for the application at hand. These example symbols are taken from the legend of the map in our example application. Alternatively, provisions exist for the user to import examples of symbols directly. Thus, the interface can automatically adjust to a different set of symbols. We use a color coding scheme to denote that two query-image symbols are bound to the same instance in the database image. That is, two symbols that have the same non-black color are bound, whereas black symbols are not bound. For example, in the query in Figure 1 , the two beach ? symbols are a lighter color (blue in our system), and thus they are bound. That is, the same instance of the database-image beach ? symbol must be matched to the query-image beach ? symbols in both clauses of the pictorial query. Matching, contextual, and spatial similarity levels are set via menu buttons "set msl", "set csl", and "set ssl" respectively (see for the corresponding menus). In our example application we have limited ourselves to symbolic images since this enabled us to use rather simple pattern recognition methods to resolve the matching ambiguity (i.e., how to match symbols in the query image to the database images). However, our pictorial query specification technique can easily be used for other images as well. The prerequisites for handling such images are: 1) segment the image into separate objects (or entities). 2) compute some features that characterize each object (e.g., color, texture, shape, wavelet coefficients). 3) provide a similarity measure that approximates the certainty that two objects given by their characteristic features are the same. Once these three prerequisites have been satisfied, the query specification and processing would remain the same. In terms of the user interface, a replacement for the menu of symbols is required since we can no longer assume that we have an example bitmap of each object that may appear in the database images. The alternatives are either a sketch tool that would let the user draw exemplars of the required objects, a tool that would let users provide samples of objects to be put into a menu, or enabling users to import images that already contain all of the required objects in the desired spatial configurations. For example, in a database of satellite images we could segment the image into objects based on texture features or based on multispectral signatures. This representation would be used to resolve the matching ambiguity between query and database objects. A sample object could be identified to the database by an image "patch". A query image could then be composed of several such objects, and our pictorial query specification method could be used to specify matching, contextual, and spatial constraints among these objects, as well as to specify compound queries and negative constraints. For example, find places where there is no road within 1 mile of a forest. The example database that we have used to test our system consists of the red sign layer and the composites (all layers) of the GT 3 map of Finland, which is one of a series of 19 GT maps that cover the whole area of Finland. The red sign layer contains geographic symbols that mostly denote tourist sites. The map was scanned at 240dpi. The layer was split into 425 tiles of size 512 512. These tiles were automatically processed and symbol recognition was performed as outlined above. The logical representation of these tiles as well as the physical (raw) images of the layer and composites are stored in the database. After the user poses the pictorial query, the result of this query is displayed in a window as seen in Figure 6 . A thumbnail (i.e., a reduced bitmap of the whole tile) is displayed for each tile that was found that meets the query specification. The result tiles are displayed in decreasing order (from left to right and top to bottom) of the average certainty value of the matches between the query-image symbols and database-image symbols. Therefore, the first result tiles are more likely to be correct (i.e., meet the query specification) and the last tiles are more likely to be incorrect. The user may now display any of the result tiles by selecting the corresponding thumbnails followed by clicking either the "Display Layer" or "Display Composite" buttons. Figures 7 and 8 show the results of clicking these two buttons, respectively. The "prev" button in Figure 7 and 8 is used to step through the selected tiles. A square is drawn around the symbols that were part of the pictorial specification. By clicking the "Information" button in Figure 6 , the user can see the information stored regarding each of these tiles in the database and the exact locations of the symbols in these tiles. In addition, the user may choose to display the non-tiled map with the query result tiles highlighted (e.g., Figure 9 ). The tiles corresponding to thumbnail images that are selected in the results window are highlighted in red (dark in Figure 9 ), while the remaining tiles are highlighted in green (light in Figure 9 ). If the result of a query lies in two tiles (e.g., the beach ? is in one tile and the hotel ? is in another tile), then the result is composed of both thumbnails.
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Selecting either one of them for display will show both tiles.
Resolving Matching, Contextual, and Spatial Ambiguity
In this section we describe how the matching, contextual, and spatial ambiguity inherent in pictorial queries is resolved by explicitly specifying the required level of similarity between query image QI and database image DI in these three domains. We first define the various levels of similarity. This is followed by several examples of pictorial queries that demonstrate the use of our pictorial specification method. We define similarity using the following definitions. A symbol s is a group of connected pixels that together have a common semantic meaning. A class C is a group of symbols that all have the same semantic meaning.
Matching Similarity
Matching similarity specifies how close a match between a symbol s 1 in the query image QI and a symbol s 2 in the database image DI is required in order to consider them to be the same. The matching similarity level msl is a number between 0 and 1 that specifies a lower bound on the certainty that two symbols are from the same class. In other words, if the certainty that s 1 and s 2 are from the same class msl, then s 1 and s 2 will be considered a match. Note that the certainty that two symbols are from the same class can be derived from precomputed certainties output by a classifier as in our example application (see Section 3). Alternatively, if symbols are represented in the database by a characteristic feature vector, this certainty can be computed at query time based on the distance in feature space between the feature vectors representing the symbols. For more details on the similarity features that we used, see [30] . Contextual similarity specifies how well the content of database image DI matches that of query image QI (e.g., do all of the symbols in QI appear in DI). We measure contextual similarity by varying two parameters.
Contextual Similarity
Each parameter has two possible values. The first parameter indicates if all of the symbols of QI must have matching symbols in DI or if a subset sufficient (i.e., whether an AND or OR of the symbols is required). The second parameter indicates whether DI may contain symbols that do not match any symbol in QI. Considering all the combinations of these two parameters, we define the following four levels of contextual similarity (see Figure 10 for examples):
1. Every symbol in QI has a distinct matching symbol in DI, and every symbol in DI has a matching symbol in QI.
2. Every symbol in QI has a distinct matching symbol in DI (DI may contain additional symbols from any class).
3. Every symbol in DI has a matching symbol in QI (QI may contain additional symbols from any class).
4. At least one symbol in QI has a matching symbol in DI (DI may contain additional symbols from any class) and vice versa.
Note that the definition of csl is not symmetric. When matching QI symbols to DI symbols, we require a match for each distinct symbol in QI. On the other hand, when matching DI symbols to QI symbols, we only require a match for each symbol class in QI (not for each distinct symbol). The rationale for this asymmetry is to support an intuitive interpretation of multiple symbols from the same class in both QI and DI. If a user specifically places more than one occurrence of the same symbol in QI, then most likely the intention is to search for database images with as many (or maybe more) occurrences of this symbol. However, if a user places only one occurrence of a symbol in QI, then the user most likely does not mind if there is more than one potential match for this symbol in the retrieved database image. These cases are illustrated in the examples in Figure 10 . Nevertheless, it is possible to specify an exact number of desired symbols in a database image using compound queries and negation as described in Section 5 and demonstrated in Figure 24 .
Spatial Similarity
Spatial similarity specifies how good a match is required in terms of the relative locations and orientation of the matching symbols between the query and database image. In order to define spatial similarity levels we need to distinguish between various spatial symbol types. In our application, a symbol may correspond to a point (e.g., a museum ? ), a line (e.g., a local road ?),orapolygon(e. g., an open field ? ). The location of a symbol loc(s) is defined as follows: Let rel(s 1 ; s 2 ) denote the relative position of symbol s 2 with respect to symbol s 1 . In our implementation, the function rel(s 1 ; s 2 ) can take on one of the following values: N,NW,W,SW,S,SE,E,NE,C where N,W,S,E are the four cardinal directions, NW,NE,SW,SE are the diagonal directions, and C denotes coincidence.
The definition of rel(s 1 ; s 2 ) is in terms of loc(s 1 ) and loc(s 2 ), and varies depending on the types of the argument symbols. Figures 11, 12 , and 13 illustrate these relations for point, line, and polygon symbols (represented by their minimum bounding rectangles), respectively. The figures show the region covered by each direction as well as one example symbol in each direction. Note that in the case of lines and polygons, any symbol that passes through a region labeled N,W,E,S is considered to satisfy that relation with the reference symbol, whereas to be considered NE,SW,SE, or SW of the reference symbol, the symbol must be totally enclosed in the corresponding region. All of these relations can be easily computed based on the loc(s) attribute of each symbol. For example, assuming an origin in the upper left corner, for point symbols: (loc x (s j ) < loc x (s i )^loc y (s j ) < loc y (s i )) ) NW(s j ; s i rel(s 1 ; s 2 ) = C. This definition can be refined to allow more detailed cardinal directions as defined in [7] .
Furthermore, a wider variety of topological relations can also be expressed by adding cases that distinguish between the various relations (i.e. overlap, meet, etc.), rather than just using C to denote any form of coincidence.
In defining spatial similarity, we vary two parameters, each has two possible values. The first parameter indicates whether or not there exists a constraint on the distance between symbols. The second parameter indicates whether or not there exists a restriction on the relative direction between symbols. Considering all the combinations of these two parameters yields four spatial similarity levels. In addition to these four cases, we allow the restriction that the matching symbols must be in the exact same locations. Thus, the following five levels of spatial similarity are defined (see Figure 14 for examples):
1. The matching symbols of QI and DI are in the exact same locations in both images.
2. The relative position of the matching symbols of QIand DI is the same, and the distance between them is bounded from below by some given value L and bounded from above by the distance between the symbols in QI. 3. The relative position of the matching symbols of QI and DI is the same, but the distance between them may vary.
4. The relative position of the matching symbols of QI and DI may vary, but the distance between them is bounded from below by some given value L and bounded from above by the distance between the symbols in QI. By default L = 0.
5. The location of the matching symbols, the distance between them, and the relative position of these symbols may vary (i.e., no spatial constraints).
Total Image Similarity
The total similarity between QI and DI is defined by combining the three similarity factors. For example, DI 0:5;2;3 QI specifies that the matching, contextual, and spatial similarity of the two images is at levels 0.5, 2, and 3, respectively. That is, for each symbol in QI there is a matching symbol with a certainty 0:5 from the same class in DI, the location of the symbols and the distance between them may vary, but the inter-symbol spatial relationship between them is the same. In general, if DI msl;csl;ssl QI and if S 0 is the set of all the symbols of DI that match some symbol in QI with a certainty msl, then the set of classes of the symbols of S 0 is a subset of the set of classes of the symbols of QI. Furthermore, for every pair of symbols s 1 and s 2 2 S 0 , the spatial constraints dictated by ssl and the positions of the matching symbols in QI hold. In other words, the spatial constraints must simultaneously hold between all of the matching symbols that appear in both query and database images. Note however, that S, the set of all symbols of DI, is not necessarily a subset of the set of classes of symbols of QI. Figure 15 demonstrates the use of different contextual similarity levels for query specification. In all of these queries we assume that ssl = 5 (i.e., no spatial constraints are imposed Figure 16 demonstrates the use of different spatial similarity levels for query specification. In all of these queries we assume csl = 2 (i.e., every symbol in the query image has a distinct matching symbol in the database image). Query Q1 requests all images that contain a picnic site ? within 2 miles of an open field ?
Example Queries varying csl
. Query Q2 requests images with a site of interest ? and any symbol within 2 miles and southeast of the site of interest ? . Query Q3 requests all images that contain an airport ? northeast of a beach ? . Query Q4 requests images that contain a picnic site ? within 2 miles of a local road ? and within 4 miles of a scenic view ? , and the scenic view ? is within 5 miles of the local road ?. Query Q5 requests images that contain a museum ? within 3 miles of of two local roads ? that intersect. Observe that the condition that the two local roads ?intersect is specified by positioning the corresponding symbols in the query image so they intersect and setting ssl = 4 (i.e., the distance in the database image is bound from above by the distance in the query image). Since the distance between the two roads in the query image is 0, the distance in the database image must also be 0. Therefore, local roads ?inthedatabaseimagemustalsointersect. Note that the dotted lines with the distance label that appear in the query images in Figure 16 are only used to denote the distance between symbols in the figure; they are not actually part of the query image. The query image only contains symbols. The distance (and relative directions) between the symbols is specified implicitly in the query image QI by the actual distance (and relative direction) between the symbols in QI provided that the spatial similarity level specifies that they are to be taken into account in computing the response to the query. Since the distances are inferred from the query image, it is currently up to the user to gauge the required distance in image space in order to specify a query such as find images with a hotel within 1 mile of a beach. We are currently working on incorporating scale into our tool and displaying the "real world" distances as the symbols are moved when the distance constraint is set.
Expressive Power: Compound Queries and Negation
So far we have described how to construct an individual query image and resolve the matching, contextual, and spatial ambiguity by specifying msl, csl, and ssl. In this section we show how we add expressive power to our graphic specifications via compound queries and negation. A pictorial specification may be composed of several query images. The query images can be joined with AND and OR operators. In addition, a query image can be negated with the NOT operator in order to specify negative conditions. The semantic meaning of these operators is given by taking the conjunction, disjunction, or negation of the conditions specified by each individual query image as follows:
AND: DI (QI 1 AND QI 2 )] =) (DI QI 1 )^(DI QI 2 ) NOT:
In the case of the conjunction of query images where the same symbol appears in both query images, the user may specify whether the two query-symbols must match the same instance of the symbol in the database image, or whether two different instances are allowed. As mentioned in Section 3, in order to bind two query-symbols to the same database symbol, the user selects the symbol for the second query image from the first query image, rather than selecting it from the menu of symbols. Let bound(s i ; s j ) denote that symbols s i and s j have been bound to each other in this way, and let s i :
= s j denote that s i is the symbol in query image QI found to match symbol s j in database image DI. That is, when determining which symbols of DI are from the same class as the symbols of QI, s i was determined to be equivalent to s j . The semantic meaning of the AND operator is now augmented with the following condition: 8i; j; k; l(s i 2 QI 1^sj 2 QI 2^sk 2 DI^s l 2 DI^bound(s i ; s j )^s i : = s k^sj : = s l ) =) s k = s l . Compound queries can be used to specify more complex queries. In particular, two separate query images with different values of csl and ssl can be combined via the AND operator to specify a query with spatial constraints between some symbols, but with no spatial constraints between other symbols. For example, consider the query in Figure 17 which requests "all images with a hotel ? within 6 miles of a beach ? and with a cafe ? or a restaurant ? ". No spatial constraints are specified for the restaurant ? and cafe ? symbols; however, the hotel ? must be within 6 miles of a beach ? . Notice that each query image component has a different csl value associated with it. Thus, the first component requests images containing both symbols, whereas the second component requests images containing either symbol. Compound queries can also be used to specify more than one acceptable spatial constraint. For example, the query "display all images with a camping site ? within 5 miles of a particular fishing site ?ORwitha hotel ? within 10 miles of the same fishing site ? AND with an airport ? northeast of and within 7 miles of the same fishing site ? " can be specified as shown in Figure 18 . Recall that we use a color coding scheme to denote that two query-image symbols are bound to the same instance in the database image (i.e., the fishing site ? in this example). That is, two symbols that have the same non-black color are bound, whereas black symbols are not bound. Negation of queries can be used in order to specify conditions that should not be satisfied by the database images that are retrieved successfully. Figure 19 demonstrates how negation can be used to express retrieval of images that do not contain a particular symbol, a pair of symbols, or one of two symbols. Query Q1 requests "images with no hotel ? ", Query Q2 requests "images that have neither a beach ? nor a hotel ? ", while query Q3 requests "images that do not have a beach ? or do not have a hotel ? ". Negation in conjunction with compound queries can be used to specify both positive and negative conditions as is the case for the query in Figure 20 which requests "images that do have a beach ? , but do not have a hotel ? ". Using negation in conjunction with varying csl values makes it possible to specify an XOR condition as is the case for the query in Figure 21 which requests "images that have either a beach ? , or a hotel ? , but not both".
Compound queries with symbol binding and negation can be used to specify more than one spatial condition for the same symbol as is the case for the query in Figure 22 which requests "all images with a hotel ? within 6 miles of a beach ? and with no first aid station ? within 0.5 mile of the beach ? ". Another application of compound queries with symbol binding and negation is to to specify distance constraints in terms of an upper bound. For example, the query in Figure 23 requests "all images with a camping site ? further than 1 mile from a beach ? ". The first component of the query requests images with a beach ? and a camping site ? . The second component of the query requests images with a camping site ? within 1 mile of the beach ? . The two components of the query are composed with the "AND NOT" operator, thus the entire query requests images that have a beach ? and a camping site ? , but not within 1 mile of each other. Notice that the beach ? and camping site ? symbols of the second component of the query image are bound to their counterparts in the first component of the query. This is necessary in order to ensure that the two query components will match the same symbol instance and thus every pair of beach ? and camping site ? symbols must be further than 1 mile apart. display all images that contain a beach ? and exactly two hotels ? "
In the example queries that we have seen so far, there is only one instance of each symbol in each query image. Our pictorial specification method does, however, allow multiple instances of each symbol. This is useful in order to specify the number of occurrences of a particular symbol that are required in a target database image. According to the definition of csl (see Figure 10 ), if csl is set to 1 or 2, then every symbol in QI has a distinct matching symbol in DI. Thus, if there are two instances of a symbol in QI, and csl is set to 1 or 2, then there must be at least two instances of this symbol in DI for it to satisfy the query. For example, the query in Figure 24a requests "images that contain a beach ? and at least two hotels ? ". If we want to restrict ourselves to a beach ? and two hotels ? , then we create a compound query that combines finding a beach ? with at least two hotels ? with the negation of a query that finds all "images with at least three hotels ? " (Figure 24b ). The resulting query is shown in Figure 24c and corresponds to the query that finds all "images that contain a beach ? and exactly two hotels ? ". Another use of compound queries with multiple instances of symbols is one where we impose different constraints on the spatial relationship between the different symbols. In particular, in the current implementation, given a query image and a spatial constraint, all symbols in the image must satisfy it. For example, suppose that want to find all "images with two different local roads ? so that each of the roads is within 2 miles of a museum ? ". At a first glance, it would appear that we can specify this query by use of the graphical query given in Figure 25a . In this case, csl is set to 2 as we allow the databases images to contain symbols from other classes and ssl is set to 4 as we are restricting the distance between the two local roads ?
and the museum ? . Unfortunately, the graphical query given in Figure 25a will not satisfy our desired query.
The problem is that the graphical query in Figure 25a places a distance constraint on the distance between the two local roads ?aswellwhereasthereisnosuchconstraintinourquery. In essence, we have encountered one of the shortcomings of our query language in the sense that the spatial constraints must either hold for all of the symbols in the query image or for none of them. What we want is a partial specification of the spatial constraints.
The above shortcoming can be overcome by decomposing the query into three components as shown in Figure 25b and using object binding to ensure that the components use the same instances of the various symbols. In this case, the first component specifies the contextual similarity condition that the image contain a museum ? and at least two local roads ? (as well as possibly other symbols) with no spatial similarity constraints (i.e., csl is set to 2 and ssl is set to 5). The remaining two components correspond to the two spatial conditions. In particular, one component specifies that the distance between the museum ? and one of the local roads ? , while the second component specifies the distance between the museum ? and the other local road ?. Notice the use of different colors (dark gray and light gray) for the local roads ?inthe first component and gray for the museum ? . The museums ? in both the second and third components are shown in gray indicating that they are bound to the same instance of the museum ? in the first component.
The local roads ? in the second and third components are shown in light gray and dark gray respectively, indicating that they are bound to the corresponding different instances in the first component.
Pictorial Query Processing
In this section we describe how pictorial queries can be processed efficiently in an image database. In particular, we present an algorithm for retrieving all database images that conform to a given pictorial query specification. In order to execute the algorithm efficiently, the image database must have indexes that enable the following operations: (i) retrieve all images that contain symbols of a given class; (ii) retrieve all symbols in a given image; (iii) retrieve all symbols within a given distance or direction from a given point. In our database, the first two indices are realized with a B-tree. The ability to retrieve all symbols within a given distance or direction from a given point is achieved by use of an index on the locations of the set of all symbols in all of the images. This index is implemented using a PMR quadtree for points [16] .
The first step in finding all database images that conform to a pictorial query specification is to process each component query image QI that is part of the pictorial query specification individually. This is done by a function called GetSimilarImages that takes as input a query image (QI), the matching similarity level (msl), the contextual similarity level (csl), and the spatial similarity level (ssl) associated with QI. It returns the set of database images RI such that each image DI 2 RI satisfies the pictorial query (i.e., DI msl;csl;ssl QI for all DI 2 RI). Figure 26 summarizes this algorithm. The algorithm assumes only one instance of each class in the query image as well as in the database image. We briefly discuss how to deal with other cases at the end of this section. For the purpose of simplicity, we assume that in all queries that involve spatial distance constraints, L, the lower bound for the distance allowed between symbols in the database image, is 0. That is, 0 dist(s i ; s j ) dist(s k ; s l ), where s i and s j are database image symbols and s k and s l are query image symbols, respectively.
In the following algorithms, LI is the logical image representation of the query image QI. The logical image representation LI of an image I, is a list of elements for each symbol s 2 I. Each element is of the form: f(C; certainty); locg where C is the classification of s, loc is the location of s in I, and 0 < certainty 1 indicates the certainty that s 2 C. The classification, C, of a specific element el 2 LI is denoted by C(el). The location of a specific element el 2 LI is denoted by loc(el). The matching, contextual, and spatial similarity levels are denoted by msl, csl, and ssl respectively. jIj denotes the number of elements in the logical image I (i.e., its cardinality). GetSimilarImages constructs a set of candidate images from the database in which the symbols match those of the query image with a certainty msl and the contextual constraints hold and then invokes function CheckSsl for each candidate image to determine if the spatial constraints dictated by ssl hold in it. An image in which the spatial constraints do not hold is removed from the candidate-image Algorithm CheckSsl determines whether the spatial constraints dictated by a query image QI and spatial similarity level ssl hold in an image DI. Figure 27 summarizes this algorithm. The input to CheckSsl is QI' and DI' which are sub-images of the original QI and DI that contain only those symbols that were matched to each other by GetSimilarImages when checking the contextual constraints. Thus, the set of classes of the symbols of DI' and QI' is identical. Figure 28 is an example of the use of CheckSsl. Note that the dotted lines in QI represent the maximal distance between the symbols as specified implicitly by QI, while the solid lines in DI represent the actual distance between the symbols in a particular database image. In this case, query QI' requests images with a beach ? , hotel ? , picnic site ? , and site of interest ? (the image may contain one or all of them as well as other symbols since csl = 4). In addition, the distances between the subset of these symbols that appear in the database image must be less than or equal to those specified in QI as indicated by the labels on the dotted DI' QI lines (e.g., the beach ? must be within 3 of the site of interest ? , within 4 of the hotel ? , and within 6 of the picnic site ? ). There is a match in DI only for query-image symbols beach ? , picnic site ? , and site of interest ? . Thus, QI' and DI' only contain these symbols, and CheckSsl will check the spatial constraints among them. The algorithm first computes the distance and/or the relative directions between the symbols of QI'. It then computes them for DI' and checks whether the required spatial constraints between each symbol pair in DI' hold. For the example in Figure 28 , CheckSsl would return FALSE since the constraint that the distance between the site of interest ? and the beach ? is 3 imposed by QI does not hold in DI (where the distance between these two symbols is 5), and since according to the definition of msl;csl;ssl in Section 4 the spatial constraints must hold simultaneously between all of the symbols that appear in both query and database images. In order to specify that just some of the spatial constraints hold, we would need to split the query into a disjunction of several queries that specify the permissible combinations.
In the algorithms, as described in Figures 26 and 27 , we only allowed one instance of each class in both the query image and the database image. If we allow more than one instance of each class in the database image, then CheckSsl as we have presented it is incorrect. We have devised a method that allows more than one instance of each class in the database image (while still requiring only one instance from each class in the query image). This method makes use of an auxiliary graph data structure. The running time of this algorithm is exponential in the number of symbols in the query image. It is not influenced by the number of symbols in the database image. We do not describe this method here; see [28] for the details.
The algorithm presented above is a relatively naive solution to pictorial query processing. This algorithm deals with each constraint imposed by the pictorial query individually. Namely, it first performs symbol matching and then it resolves the contextual constraints. Next it resolves the spatial constraints. Finally, it applies the operators and checks for symbol binding. The formal analysis of the complexity of this approach is beyond the scope of this paper. There are clearly more efficient ways to proceed in pictorial query processing. In [29] , four additional algorithms for function GetSimilarImages are discussed. These algorithms handle the contextual and spatial constraints simultaneously in order to achieve better pruning of the search space in the early stages of query processing. Other optimization techniques that may be applied to improve the efficiency of processing pictorial queries involve changing the order of processing of the individual query images in order to execute the parts that are more selective first, and combining individual query images and processing them together. These and other query optimization issues are the subject of future research.
Concluding Remarks
A pictorial query specification technique that enables the formulation of complex pictorial queries for image databases has been described. Using this technique, it is possible to specify which objects should appear in the target images as well as how many occurrences of each object are required. Moreover, spatial constraints can be imposed that specify bounds on the distance between objects, as well as the relative direction or orientation between objects. As part of the pictorial specification, the user indicates the degree of desired similarity, and thus the results of the image retrieval are not subjective. Expressive power is achieved by combining several query images into a compound pictorial query specification and by providing the capability of object binding in order to specify whether the same instance of an object is to be used in the case of a conjunction of two query images. An algorithm for processing such pictorial queries has been outlined. The efficiency of this algorithm can be improved by employing some of the suggested query optimization techniques. We have used this pictorial query specification method to build a query interface for a map image database system.
While it is possible to express rather complex queries using our method, there are some conditions that cannot be specified. In particular, we cannot specify conditions involving the location of certain events between objects. For example, in Figure 16 , we showed how to specify the condition "museum ? within 3 miles of two local roads ? that intersect". However, we cannot specify that we want the museum ? to be within 3 miles of the point where these two local roads ? intersect. In addition, although we take the extent of objects into account in distance and relative position computations, we do not consider the size or direction of the object itself. For example, we cannot specify "an open field ? whose area is at least 1 square mile" or "a local road ?thatgoesfromnorthtosouth". Finally, we cannot qualify objects in terms of non-spatial conditions. For example, we would like to specify "hotels whose price is less than $80 per night". Incorporating these features into our pictorial query specification method is a subject for future research.
