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Quantum and thermal fluctuations of electromagnetic fields, which give rise to Planck’s
law of blackbody radiation, are also responsible for van der Waals and Casimir forces,
as well as near-field radiative energy transfer between objects. Electromagnetic waves
transport energy, momentum, and entropy. For classical thermal radiation, the de-
pendence of the above mentioned quantities on the temperature is well-known mainly
due to Planck’s work. When near-field effects, namely the collective influence of
diffraction, interference, and tunneling of waves, become important, Planck’s theory
is no longer valid. Of momentum, energy, and entropy transfer, the role of near-field
effects on momentum transfer between two half-spaces separated by a vacuum gap
(van der Waals pressure in the vacuum gap) was first determined by Lifshitz, using
Rytov’s theory of fluctuational electrodynamics in 1956. Subsequently, Dzyaloshin-
skii, Lifshitz, and Pitaevskii, employing sophisticated methods from quantum field
theory, generalized Lifshitz’ result for van der Waals pressure in a vacuum layer to
the case of van der Waals pressure in a dissipative layer between two half-spaces.
The influence of near-field effects on radiative transfer was appreciated only in the
late 1960s and, subsequently, in the last two decades because of the enhancement
in radiative transfer due to electromagnetic surface waves. The role played by near-
field effects on entropy transfer has not been investigated so far, at least when the
temperature distribution is non-uniform.
In this thesis, I investigate the transport of momentum, energy, and entropy due
to electromagnetic fluctuations with near-field effects taken into consideration. For
momentum transfer, I give a new perspective to the theory of van der Waals pressure
by obtaining the results of Dzyaloshinskii, Lifshitz, and Pistaevskii without having to
use any quantum field theory. I show that the computation of van der Waals pressure
between objects on the imaginary frequency axis is only a numerical/mathematical
convenience, not a physical necessity. For energy transfer, I identify some of the
similarities and differences between energy and momentum transfer. I solve a problem
in near-field radiative transfer between two half-spaces to identify the differences,
mainly with an aim of identifying features that make it likely that the proximity
approximation for computing near-field radiative transfer between two curved objects
is as valid as the proximity approximation for van der Waals forces between curved
surfaces. The analysis shows qualitative differences between energy and momentum
transfer. Finally, I solve for the first time the entropy transfer between half-spaces at
different temperatures taking near-field effects into account.
I wanted to calculate the momentum and entropy transfer between two half-spaces
in order to solve the more complicated problem of van der Waals pressure in a layer
of dissipative material between two half-spaces at different temperatures, namely the
problem of Dzyaloshinskii, Lifshitz, and Pitaevskii but under conditions of thermal
non-equilibrium. My hypothesis was that the knowledge of non-equilibrium entropy
transfer in a vacuum gap would furnish us the solution. I have not been successful in
that endeavor, though.
This work is focused on three aspects of momentum, energy and entropy trans-
fer in fluctuational electrodynamics: (1) a transparent formalism of determining the
van der Waals and Casimir force in a dissipative planar multilayered system, (2) a
formalism of surface integrals of dyadic Green’s functions for radiative energy and
momentum transfer between objects of arbitrary shapes and sizes at different tem-
peratures, and (3) a theory of evaluating entropy density and entropy flux at both
thermal equilibrium and non-equilibrium while taking into account the influence of
near-field effects. My doctoral research is devoted to establishing a general theory of
momentum and energy transfer between arbitrarily shaped objects at thermal non-
equilibrium and at a microscopic length scale, which urges a more careful, deeper,
and complete thermodynamic study of near-field radiative heat transfer.
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Chapter 1
Introduction
With the development of micro and nano technologies, small scale devices and mi-
cro/nanostructured materials find use in different scientific and technological applica-
tions. The decrease in size not only reduces the usage, cost and demand for emerging
materials, but also improves the ability, mobility and sensitivity of instruments, such
as sensors and detectors. Meanwhile, it has driven us to further explore advanced
science and technology of the micro/nano world.
One of the many ways in which the small scale world differs from the macroscopic
world is the importance of interfacial or surface forces (capillary, surface tension, etc.),
which play a significant role in adhesion and cohesion in liquids. In hydrocarbons
and non-polar liquids, van der Waals interactions, which are due to the fluctuations
of electromagnetic fields, are the main contributions to adhesion and cohesion. The
phenomena of adhesion and cohesion play a very important role in engineering, science
and technology. It can be used to measure the deformation of carbon nanotube [1] and
to study the adhesion and wear of micromachined surfaces [2; 3]. They are responsible
for stiction failure, friction, and some aspect of microfluidics in MEMS/NEMS devices.
[2; 4; 5; 6; 7; 8]. The methods of calculating dispersion force and interaction energy
between objects of various geometries can be referred to Ref. [9; 10]. One interesting
example is the strong adhesion in gecko setae, one of the most effective adhesives
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known, which is ascribed to the van der Waals interactions [11]. Understanding the
adhesive phenomenon on a gecko’s foot would contribute to applications of biomimicry
- designing and manufacturing adhesive microstructures.
Electromagnetic waves transport energy, momentum, and entropy. For classical
thermal radiation, the dependence of the above mentioned quantities on the temper-
ature is well-known due to the works of, mainly, Planck [12]. At small scales, the
presence of near-field effects, such as interference, diffraction and tunneling of surface
waves, dramatically affects thermal transport, which creates abundant phenomena
for us to explore.
The work in this thesis will focus on small-scale momentum, energy, and en-
tropy transfer (mainly on momentum) via electromagnetic waves due to thermal and
quantum fluctuations. A dyadic Green’s function formalism is developed to deter-
mine near-field radiative energy and momentum transfer between objects of arbitrary
shapes and sizes. Momentum transfer due to electromagnetic fluctuations is respon-
sible for van der Waals and Casimir forces, which are important in many different
fields such as adhesion and stiction of materials, bioengineering, and phase change
heat transfer. I will show how my work provides a new interpretation, and a better
understanding, of this phenomenon in Chapter 2. For energy transfer, I wanted to
expose the key differences between momentum and energy transfer. For the last few
years, we (others in Narayanaswamy group, and other groups) have been trying to un-
derstand the similarities between energy and momentum transfer. However, in doing
so, I wanted to solve a slightely more challenging, and hopefully more useful, problem
of contributions to the van der Waals pressure and radiative transfer at a point on
a half-space from different parts of the second half-space [13]. Thus, we showed the
differences between energy and momentum transfer. This work was made possible
only because of the dyadic Green’s function based surface intergral formalism that I
developed in Chapter 3. An attempt to understand van der Waals forces in a thermal
non-equilibrium condition, i.e., when the objects are at unequal temperatures, led
CHAPTER 1. INTRODUCTION 3
us to the analysis of entropy transfer between two half-spaces when near-field effects
are present. We used the entropy transfer formulism we developed in Chapter 4 to
also find the maximum work that can be extracted in near-field thermal radiation.
However, as my thesis will show, we have so far been unsuccessful in applying one
formalism to the problem we originally intended to solve, i.e., that of van der Waals
forces in thermal non-equilibrium condition.
To do all this, we need to have a basic understanding of fluctuations of charges
due to temperature as well as quantum effects. That is provided by Rytov’s theory of
fluctuational electrodynamics [14; 15], which leads to thermal radiative heat transfer
and was also the basic for Lifshitz’ celebrated work on van der Waals force. In the
1950s, Rytov established the fluctuation-dissipation theorem, which can be thought
of as a combination of statistical physics, quantum physics, and macroscopic elec-
trodynamics [16; 14]. This well-known theory is used to relate the power spectral
density of fluctuating charge density to the local temperature, and frequency depen-
dent relative dielectric permittivity and relative magnetic permeability of an object
[16]. The essence of the theory of fluctuational electrodynamics is the frequency dis-
tribution of the fluctuations and its connection to the dissipation of electromagnetic
waves imposed on them [17].
1.1 Momentum transfer: van der Waals/Casimir
pressure
The theory of van der Waals force is now applicable to kinds of theoretical and exper-
imental investigations, for various geometries other than parallel plates as previously
descibed. During the past half century, many theoretical works were published on
the topic of van der Waals forces [18; 19; 20; 21; 22; 23; 24; 25; 26; 27; 28; 29;
30; 31; 32; 33; 34; 35; 36; 8; 37; 38; 39]. For example, van der Waals forces be-
tween an atom and a flat surface [29], van der Waals force in multilayered structures
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[26], the influence of van der Waals forces and primary bonds on binding energy and
strength of natural and artificial resins [18], interfacial Lifshitz/van der Waals and po-
lar interactions between macroscopic objects [40; 41; 42] and between molecules [20;
21; 22], effects of van der Waals force in chemistry and biology [43], thermal non-
equilibrium Casimir/Lifshitz force [44; 45], London-van der Waals interactions be-
tween rough bodies [33], and Casimir effects Polder, van der Waals/Casimir effect in
micro- and nano-structured geometries [23].
The fluctuation of charges and fields gives rise to the van der Waals force [46]. That
is the interaction between atom or molecules, making particles of materials compact
and congregate to create condensed phases, like liquids and solids. Otherwise, they
are sparsely distributed gases [47; 48]. When the separation is large compared to
the size of particles, there exist dipole-dipole interactions inbetween. The dipole can
simply be considered to be a pair of positive and negative charges in a neutral particle.
The free energy between these neutral particles, which is the work required to bring
them from infinite separation to a finite distance r, varies as the inverse sixth power of
distance, C/r6, where coefficient C can be attributed to Keesom interactions, Debye
interactions, or London dispersion interactions [49; 50; 51; 52; 26].
The distance r should be much greater than dipole or particle size itself. However,
if the separation is comparable to the size of atom or molecule, the van der Waals
force dominates the interactions, which follows a power law as 1/r3 or 1/r4 if the
finite speed of light is taken into account [52; 53; 54; 55; 56]. In 1937, Hamaker
[53] investigated the properties of van der Waals interactions between macroscopic
bodies, which differ from the interactions between individual particles or molecules
that had been studied previously. The method that Hamaker used is called pairwise-
summation approximation. It is used to sum the interactive energy of all the dipoles
over the entire volumes of the two planar bodies (half-spaces) separated by a vacuum
gap d, which is smaller than the depth and lateral dimensions of the half-spaces. It
was shown that the free energy C/r6 between charges turns out to be an energy per
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unit area that obeys a power law ∝ 1/d2. Similarly using the pair-wise summation,
the interaction between two spheres, instead of two planar bodies, of radii R with a
separation d (here, d R), obeys a power law as the inverse of the separation R/d.
As expected, it yields an inverse sixth power of distance between two spheres which
are separated widely, 1/r6 (where r = d+ 2R) [52; 57].
Hamaker [53] defined a coefficient, that came to be known later as the Hamaker
coefficient (AH), to characterize the van der Waals interactions between macroscopic
objects. It was used to express the free energy between two planar bodies with a
separation of d as Ufree = −AH/12pid2. Differentiating this free energy with respect
to distance gives us the van der Waals pressure as FvdW = AH/6pid
3. In Ref. [54],
Casimir focused on the free energy of electromagnetic modes and derived an electro-
magnetic (later shown as van der Waals) pressure between two ideally conducting
metal plates by defining a zero-point energy of interaction in terms of the number
of electromagnetic modes within a cavity at finite spacing. The main contribution
of Casimir’s work was not simply a calculation of van der Waals interaction between
two conducting walls, but to broaden the our view of van der Waals interaction
from microscopic level to macroscopic level, so that people, such as Lifshitz [58],
Dzyaloshinskii[59], Oss [40], Antezza [45], Zheng [60] and many others, would be able
to extend the work on van der Waals/Casimir force to objects of arbitrary shapes and
sizes.
In 1950s, Rytov developed the theory of fluctuational electrodynamics for studying
the phenomena of fluctuating waves and fields within a material or across an interface
between two materials [14]. In 1956, Lifsthiz, based on Rytov’s theory of fluctuational
electrodynamics, outlined a method in his seminal work [58] to calculate the van der
Waals/Casimir force between two plates separated in vacuum, as shown in Fig. 1.1(a),
by defining an electromagnetic stress tensor, which is valid only in vacuum. A few
years later, Dzyaloshinskii, Lifshitz and Pitaevskii [59] relied on quantum field theory
and accomplished a general theory by replacing a vacuum medium by any dissipative
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medium, as shown in Fig. 1.1(b), for which the relative permittivity (εv = 1) and
relative permeability (µv = 1) in vacuum were simply replaced by εm(ω) and µm(ω)
of other material. This replacement seems quite simple and easily understood, but
its derivation was not as simple (see Section 2.2 in Chapter 2 for further details). In





Figure 1.1: van der Waals force at thermal equilibrium between two half-spaces at
temperature T separated by (a) vacuum gap of l, that was solved by Lifshitz in 1956,
and (b) a dissipative medium, that was solved by Dzyaloshinskii et al. in 1961, and
Zheng and Narayanaswamy in 2011.
1.1.1 Why is the electromagnetic stress tensor invalid in dis-
sipative media?
My main motivation for taking on the problem of van der Waals force in dissipative
media was simple: why did Dzyaloshinskii take so long after the publication of Lif-
shitz’ work, and so much tougher an approach, for the generalization to dissipative
media? The key to that can be found in a recent article by Pitaevskii [61], outlin-
ing some of the history of the work in Landau’s group on topic of van der Waals
force from the 1960’s. The reason was that they did not (we do not even now) have
an expression for electromagnetic stress tensor in any media that have dissipative
properties as shown in Fig. 1.1(b), i.e., when the dieletric function and/or magnetic
permeability are frequency dependent and complex. Since we deal with frequency de-
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pendent properties in all of this thesis, we will be using frequency domain Maxwell’s
equations and fields as our basis.
To see why that is the case, we can go to a slightly simpler problem - that of
energy density in a dissipative medium. Energy density and stress tensor are closely
related - both have the same dimensions. The energy flow, also called the Poynting
vector, is given by S = E ×H , which remains valid even if dispersion is present. It
is evident from the condition of the continuity of the tangential components of the
electric field E and magnetic field H at the boundary of the object, that is to say,
the normal component of the Poynting vector S being continuous at the boundary of
the body as well as in the vacuum.
We know the rate of change of the energy per unit volume is the divergence of
the Poynting vector. Using the Ampere’s law and Faraday’s law in the Maxwell’s
equations, given by






where J is electric current density. E and B are electric and magnetic fields, D and
H are corresponding derived fields, related to E and B through the polarization P
and the magnetization M by D = ε0E + P and B = µ0(H +M), and ε0 and µ0
are the electric permittivity and the magnetic permeability in free space respectively,
we can write the rate of change of energy as
∇ · S = H · (∇×E)−E · (∇×H)−E · J







= −E · J
(1.2)
Eq. 1.2 denotes the conversion of energy for a system of electromagnetic fields. The
first term on the left ∇·S is the rate of flow of energy across the boundary of object,
the sum of two terms E ·D and H ·B on the left represents the total electromagnetic
energy density for both static and time-varying fields (Please see Eq. 4.89 and Eq.
5.148 in Ref. [62]), and the term on the right −E · J is the rate of change in the
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energy of the source due to field. In a non-dissipative medium (free space), when
the permittivity ε0 and the permeability µ0 are real, the second term on the left can














The energy density u in Eq. 1.3 has an exact thermodynamic significance that it is the
difference of the internal energy per unit volume with and without the electromagnetic
field.
In the presence of the dissipation, the electromagnetic energy cannot be defined
as a thermodynamic quantity, because the energy is dissipated or absorbed in the
medium. The actual materials exhibit dispersion or absorption, with complex and
frequency dependent properties ε(ω) = ε′(ω) + iε′′(ω) and µ(ω) = µ′(ω) + iµ′′(ω).
For this, we follow Jackson’s work (section 6.8 in Ref. [62]) on Poynting’s theorem
for electromagnetic fields in linear dissipative media. The assumption of linearity
(for simplicity, isotropy is also assumed) implies that D(r, ω) = ε(ω)E(r, ω) and
B(r, ω) = µ(ω)H(r, ω). I also assume that the E and H fields are dominated by a
relatively narrow range of frequencies, i.e. E = E˜(t) cos(ω0t+α),H = H˜(t) cos(ω0t+
β), where E˜(t) and H˜(t) are slowly varying relative to 1/ω0 and the inverse of the
frequency range over which ε(ω) changes appreciably. The key result of his work








′′(ω0)|E|2 + ω0µ′′(ω0)|H|2 + ∂ueff
∂t
(1.4)
where, the 〈〉 means an averaging over the time period of the frequency of the fields.
The first two terms on the right are the conversion of electric and magnetic energy
into thermal or mechanical energy, and the second term is the time derivative of the
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Note that, if ε and µ are real and frequency independent, Eq. 1.4 gives the simple
expression ∂u/∂t, with ε′′ = µ′′ = 0 and Eq. 1.5 recovers the energy density in
free space in Eq. 1.3. The change of energy in Eq. 1.4 shows that the dissipation
or absorption of energy is determined by the imaginary parts of ε and µ, the first
two terms on the right of Eq. 1.4, which are called the electric and magnetic losses
respectively. For most substances at positive frequencies, ε′′ > 0 and µ′′ > 0. If there
exist very small losses in certain frequency ranges, in which ε′′ and µ′′ are very small
compared with ε′ and µ′, such ranges are called transparency ranges. It is possible to
neglect the absortion and use Eq. 1.3 to represent the electromagnetic energy density
(Please refer to section 80 of Ref. [64], sections 1.2, 1.4 of Ref. [65] and sections 6.1,
6.6-6.8, 7.6 of Ref. [62].)











ative? To solve this problem, Loudon [66; 67], and later Ruppin [68], used a Lorentz
oscillator (mass-spring oscillator) model to arrive at a better expression for energy
density, which circumvents the problem of negative energy density. In classical the-
ory, a dispersive and dissipative medium can be described by a collection of damped,
non-interacting, harmonic oscillators of displacement r, mass M , natural frequency
ω0, and effective charge e. Assuming a damping proportional to r˙, the equation of




r + Γr + ω20r
)
= eE (1.6)
For example, in an absorbing medium, the dielectric function is in the form of




ω2 − ω20 + iωΓ
(1.7)
where n and κ are the real and imaginary parts of refractive index, and Γ is the
damping constant. It is convenient to define a frequency β by β2 = 4pie2/MV ε∞.
That is the frequency of plasma oscillations of a collection of charge carriers of mass
M , charge e and concentration 1/V in a medium of background dielectric constant ε∞.
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Loudon and Ruppin related the energy density associated with an electromagnetic
wave passing through an absorbing dielectric material to the optical properties and
the parameters of the model used to describe the absorbing medium, which is given












Using H = (n + iκ)E (Please see Eq. 17 in Ref. [66] and Eq. 7.1 in Ref. [69], only
valid for an electromagnetic plane wave), Eq. 1.6 and Eq. 1.7 to eliminate r and H,










In the limit of zero damping, where Γ, κ→ 0, the dielectric function can be simplified
as







Substituting Eq. 1.7, and Eq. 1.10 into Eq. 1.5 (or Eq. 1.9), we obtain the expression
for energy density in a dissipative medium with zero damping (See Eq. 8, Eq. 9, and
Eq. 19 in Ref. [66], also derived for a special case of a general result of zero damping







































The effective energy density can also be expressed in terms of the dielectric function
of dissipative material instead of the refractive index by Zhang [73; 74].
However, the difficulty they introduce is that instead of a simple dielectric function
appearing in their formula, we now have the microscopic parameters that affect ε
CHAPTER 1. INTRODUCTION 11
appear directly in the formula. Alternatively, one could use a more complicated
Navier-Stokes like description for the motion of charges within a fluid and obtain a
formula for energy density specific to that model. Does this mean that there is no
satisfactory formula for energy density with just ε and µ involved?
The electromagnetic stress tensor is no different. The same challenges appear in
a different form when we try to find an expression for stress tensor in dissipative
media. Of course, we are imposing a tough constraint ourselves - namely, a formula
for arbitrary electromagnetic fields. However, we are interested in fields that arise out
of thermal and quantum mechanical fluctuation, i.e., fields that obey Rytov’s theory
of fluctuational electrodynamics. In conclusion, there is no a general form of stress
tensor in an absorbing or dissipative medium, in which the tensor cannot be expressed
simply in terms of permittivity and permeability alone [64]. If it does exist, it could
be considerably complicated in comparison to the well defined Maxwell stress tensor
in free space (please refer to section 6.8 of Ref. [62] and sections 10, 15, 35, 75, 80,
81 of Ref. [64]).
During the past few decades, there were several attempts trying to perfect the
Maxwell stress tensor for a dispersive medium with losses, that might work for a
specific range of frequencies or under a debatable assumption. For instant, Ninham






, even though it is a complex frequency in general, in calculating
the van der Waals force between macroscopic bodies with inhomogeneous dielectric
media [41; 75], and Barash and Ginzberg suggested using a thermodynamic relations
to analyze the electromagnetic fields with matter [76; 77; 78], Schwinger et al. as-
sumed an expression for stress tensor between dielectrics with parallel surfaces for
arbitrary temperature to study the Casimir effect in dielectrics, using the methods
of source theory [31]. My contribution, which is discussed in Chapter 2, was to cir-
cumvent the difficulties/assumptions inherent in any of the previous generalizations
of Lifshitz’ theory of van der Waals force and derive a method that relies only on the
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Maxwell stress tensor for arbitrary electromagnetic fields in vacuum. All calculations
of Maxwell stress tensor in my method are restricted to vacuum alone, because of
which we don’t have to rely on an expression for energy density or stress tensor in
dissipative media.
1.2 Energy transfer: near-field thermal radiation
Almost all the problems I describe and solve in this thesis are restricted to planar
multilayered media. However, it is rare that we can perform experiments with such
objects, or even put to practical use. For instance, in measurements of van der Waals
forces, it is common to use spherical or covered objects [79; 80; 81; 82]. What about
the extension of our work to objects of arbitrary shapes? Can that be done using the
same theory we used for planar regions - namely to calculate the stress tensor only in
vacuum? We do not know the answer to this question though we did embark on the
mathematical modeling of electromagnetic fluctuation of arbitrarily shaped objects.
Though our work was to get a formalism for momentum transfer between two objects,
we succeeded in obtaining a better theoretical result for energy transfer due to the
electromagnetic fluctuations.
In the preceding section, we have realized that the fluctuation of electromagnetic
waves and fields leads to van der Waals/Casimir force. The electromagnetic waves
transport not only momentum, but also energy. Fluctuational electrodynamics can
be applied to diverse problems in fluctuation-induced forces as well as radiative en-
ergy transfer. The fluctuations of electromagnetic fields lie in the nature of thermal
radiation.
At the beginning of last century, investigations into the fundamental theory and
applications of thermal science were very active, however, most were limited to a
macroscopic level (large length scales compared to thermal wavelength). Along with
the development of micro and nano technology, the small-scale thermal transport be-
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came more and more intriguing. During the last few decades, a large number of works
were focused on understanding the basic theory of microscopic heat transfer, which
has shown a great applications in engineering and military, such as thermophoto-
voltaics and energy harvesting [83; 84; 85; 86; 87], manipulation and control of thermal
emission [88; 89; 90], thermal rectification [91; 92], micro/nano device fabrication [84;
93], bioengineering [94; 17; 95], and thermal camouflage and imaging [96; 97; 98;
99].
Why does thermal radiative transfer at microscopic length scale become impor-
tant? When undergraduates are taught classical heat transfer, most time devoted
to two categories out of three - conductive heat transfer and convective heat trans-
fer. Radiation appears not as important as conduction and convection. It seems you
would know radiation quite well if you know Planck’s law of blackbody radiation and
Stefan-Boltzmann law. That might be true, but only for the far-field region.
As separation between objects gets smaller and smaller, one of the small-size ef-
fects begins to dominate - near-field effect, which is due to interference, diffraction
and tunneling of evanescent waves. If objects are far away, the propagating waves,
that are perpendicular to the interface of two bodies, dominate the electromagnetic
interaction. At an infinitely large distance in free space, there exists a constant and
distance-independent contribution to radiation - blackbody radiation, also known as
“far-field” radiation. There is another type of wave - surface wave (also known as
surface phonon or plasmon polariton) - traveling on the surface of material, decay-
ing exponentially along the interface between two media. When the characteristic
length of objects l or the separation d is reduced to be comparable to the thermal
wavelength λ, the contribution due to surface waves dominates the thermal radia-
tion. As compared to blackbody (far-field) radiation, it is called as near-field thermal
radiation. It has been shown that the near-field thermal radiative heat transfer can
exceed Planck’s blackbody radiation by several orders of magnitude [100; 101; 102;
73; 103].
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The theory of electric and magnetic fluctuations and thermal radiation proposed
by Rytov [14] in 1950s, enabled research on the micro/nano-scale radiative heat trans-
fer. Like Lifshitz’ approach of evaluating van der Waals force, the study of radiative
heat transfer also requires the spectral characteristics of the optical and emissive prop-
erties of materials [104; 105], which can be manipulated by modifying the properties
of materials [106; 107; 108] by fabricating micro/nano and/or periodic structures [90;
109; 110; 111]. Other efforts of investigating small-scale heat transfer are focused on
surface phonon polaritons [112; 113; 114; 115], surface plasmon polaritons [116; 107;
117], meta-materials [108; 118; 119], photonic bandgaps [120; 121], rough surfaces
[122; 123; 124], and nanowires and particles [125; 85; 126; 127].
Since the study of thermal radiation is tied with the electromagnetic waves and
fields that require solving the partial differential equations like Maxwell equation and
Helmholtz equation [128], a series of computational methods have been performed.
These include the finite-differernce-time-domain method [129; 130], the numerical
scattering method [131; 132; 133], the molecular dynamics method [134], the dyadic
Green’s function approach [135; 136], and the rigorous coupled-wave analysis [137;
138], to study the thermal radiative properties of the micro and nano-scaled structures
and materials.
Using the dyadic Green’s function technique and Rytov’s fluctuational electrody-
namics, I developed a general formalism for near-field radiative energy and momen-
tum transfer between arbitrarily shaped objects with frequency dependent dielectric
permittivity and magnetic permeability in Chapter 3. It focused on the relation
between cross-spectral densities of electromagnetic fields in thermal non-equilibrium
which required the evaluation of Poynting vector and electromagnetic stress tensor.
The volume integral expressions for cross-spectral densities components of the electric
and magnetic fields were obtained, and they can be converted into a form in terms of
surface integrals of products of tangential components of the dyadic Green’s functions
on the surfaces of scatters [135]. The use of a surface integral formalism, replacement
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of a volume one, can reduce the computational cost dramatically.
Radiative energy transfer and momentum transfer have the same origins in fluc-
tuational electrodynamics, but they are different in many aspects. We showed energy
transfer and fluctuation-induced van der Waals force are qualitatively and quantita-
tively different due to the disimilar zones of influence of interactions [13]. From the
spectral contributions of near-field radiative transfer and van der Waals force, it has
been identified the different frequency intervals of interest in the evaluation of the
Poynting vector and stress tensor. While much has been learned from the analysis
of near-field interactions between two half-spaces separated by a vacuum gap [45;
139; 60; 140; 141], we investigated the surface patch contribution on one of the half-
spaces to energy and momentum transfer at any location within the vacuum gap
, and showed that contributions from different surface patches are similar for half-
spaces with dielectric materials or metals, though their optical properties can be
significantly different [142]. The difference is that for energy transfer, all portions
of surface contribute positively since energy transfer always takes place from higher
to lower temperatures; however for momentum transfer, certian portions of surface
contribute to a repulsive force while the rest contributes an attractive force. It may
be possible to create objects with net repulsive van der Waals force by truncating or
texturing the surfaces appropriately [143; 23; 144; 22] (Please see my work in Chapter
3).
1.3 Entropy transfer: entropy due to near-field ra-
diative energy transfer
My main motivation for investigating entropy transfer due to near-field thermal ra-
diation is that I wanted to solve a more complicated and general problem of van der
Waals force in any media with dissipative properties. So far, we have a theory of van
der Waals force in vacuum at uniform temperature by Lifshitz [58] (Fig. 1.1(a)), a
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general theory of van der Waals force in a dissipative medium at thermal equilibrium
by Dzyaloshinskii et al. [59] and by Zheng and Narayanaswamy [60] (Fig. 1.1(b)),
and a theory of van der Waals force out of thermal equilibrium valid in vacuum [44;
45] (Fig. 1.2(a)). However, the van der Waals and/or Casimir force in any dissipative
media that is valid at thermal non-equilibrium has not been studied well (Fig. 1.2(b)).
My thesis work focuses mainly on the momentum transfer. Since we have resolved
the problem for van der Waals force in a thin film with dissipative properties, with-
out using any quantum field theory employed by Dzyaloshinskii et al. [59], I devoted
myself to a more general problem of van der Waals force out of thermal equilibrium
between two half-spaces at temperature T1 and T2 separated by a dissipative medium
at temperature T , as shown in Fig. 1.2(b). Applying the same logic for thermal
equilibrium van der Waals force in a dissipative medium (please see Chapter 2) to a
non-equilibrium case, we came with the existences of singularities and infinite large
terms. The singularities have contributions mostly from the properties of dissipative
materials, while the infinitely large terms between bodies at different temperatures
cannot be simply eliminated by the blackbody radiation or the contribution at an in-
finite spacing, that led us to perform a thermodynamic analysis for near-field thermal
radiation and to study the thermal non-equilibrium entropy transfer at micro/nano
length scale.
In the preceding section, radiative heat transfer is the key to analyzing the solar
energy conversion and thermophotovolatics [85; 145]. It has been shown that it can
be enhanced by several orders of magnitude at small separations, as compared to the
blackbody limit, and it can be used to improve the energy conversion efficiency and
performance of the macroscopic and microscopic devices such as solar cells, polariton
assisted nano-lithography masks, scanning tunneling microscopes.
The current study of thermal radiation can be traced back to Planck’s pioneering
work on blackbody radiation more than a century ago [12; 105]. He applied ther-
modynamic analysis of radiation in a vacuum cavity, which required the knowledge





Figure 1.2: van der Waals force at thermal non-equilibrium between two half-spaces
at temperature T1 and T2 separated by (a) vacuum gap of l, that was solved by
Antezza et al. in 2006, 2008, and (b) a dissipative medium at temperature T , that is
an unsolved problem so far.
of energy, momentum and entropy of photons. Planck was not first to investigate
the thermodynamics of radiation. In 1884, Boltzmann focused on an isothermal en-
closure at temperature T and derived a well-known formula for blackbody emissive
power eb(T ) = σT
4, where σ is the Stefan-Boltzmann constant [146; 147]. Then
the associated entropy power was determined to be sb(T ) =
4
3
σT 3. In the 1900s,
Planck introduced quanta to radiation, and established Planck’s law of blackbody
radiation while expressing the spectral radiative energy as well as entropy intensity
of a monochromatic plane polarized ray of frequency ν [12].
Planck’s contribution is pioneering and impressive, but his work is restricted to
the case when near-field effects are absent. Within the past century, some efforts
were made for entropy or availability or usable work. In 1910s, von Laue studied the
entropy of the interfering eletromagnetic beams. In 1964, Petela introduced exergy
of radiation to energy conversion. Landsberg and Tonge [148], Jeter et al. [149], and
Gribik et al. [150] introduced the concepts of dilute blackbody radiation and effective
temperature to evaluate the maximum work that can be extracted from solar radiation
in the 1980s. In 1983, Brakat and Brosseau investigated the entropy of N partially
coherent pencils of radiation. The entropy of far-field thermal radiation has been
studied extensively in the second half of last century and in the first decade of this
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century [151; 152; 153; 154; 140; 148; 155; 93; 156; 157]. For example, the entropy of
graybody radiation was calculated [158]; the near-field radiation and far-field radiation
were compared by extending the far-field theory to near-field concept without taking
near-field effects into consideration actually [159], the radiative entropy generation
was studied for the participating media between blackbody walls while neglecting the
entropy generation at the walls, which could be important [160; 161].
In 2007, Zhang [155; 145] studied the entropy associated with reflection, emission
and transmission of thermal radiation by a surface, and derived for entropy genera-
tion during radiative transfer between isothermal diffuse-gray surfaces. Zhang’s work
was still in the far-field limit, for which the near-field effects were not mentioned or
touched yet. In 2011, Dorofeyev evaluated the position dependent energy and entropy
density while considering the position dependent (local) density of states at thermal
equilibrium [162]. The work in Chapter 4 investigated the near-field radiative entropy
density and entropy flux that is valid for both thermal non-equilibrium as well thermal
equilibrium cases, and it shows an agreement with the theory of blackbody radiation in
the far-field limit, due to multiple reflections, interference and diffraction of light [163;
157; 164; 165].
Radiative entropy is a measure of unavailable work that cannot be extracted
from thermal radiation. The goal is to improve the performance of energy con-
version systems, namely, increasing the amount of useful work and reducing the
unavailable work. For example, several measurements of radiative entropy have
been performed for the thermal and quantum noise [166], for quantum optical cor-
relation [167], for partially polarized radiation, and its application to estimating
radio sky polarization distributions [168]. Indirect measurement for near-field ra-
diative entropy is to measure thermal quantities such as radiative energy trans-
fer, available work, and energy conversion efficiency, i.e., thermal effiiciency and
quantum efficiency, which are relatively easier to measure. For example, the mea-
surement for radiative heat transfer can be found in Refs. [112; 169; 170; 171;
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100; 172; 173] . It is not accurate to determine entropy while using the measured
conversion efficiency of energy [93; 174; 157; 175], which is in general much lower
than the theoretical thermodynamic conversion efficiency [93; 163]. The knowl-
edge of radiative entropy transfer between macroscopic objects enables us to de-
termine the maximum work through thermal radiation due to near-field effects [102;
163], to design high efficienty energy conversion systems for energy harvesting [93;
84; 157], to understand the thermodynamics of surface wave-based laser cooling
[116], to study the thermal and entropic contributions to non-equilibrium van der
Waals/Casimir interactions (not fully developed yet) [36], and to utilize solar power
[175; 145; 150; 176; 109].
1.4 Outline of this thesis
This thesis combines theoretical and computational investigations on van der Waals
and/or Casimir interactions and near-field thermal radiation between two closely
spaced objects. With the knowledge of the classical electromagnetism, fluctuational
electrodynamics, as well as the dyadic Green’s function formalism, thermodynamic
analysis has been applied to micro and nano-scale radiative energy and momentum
transfer between arbitrarily shaped objects when near-field effects are present.
Chapter 2 focuses on van der Waals pressure in dissipative media. A first-principles
method has been proposed to determining van der Waals/Casimir energy and pres-
sure in dissipative material without having to define or calculate any stress tensor
in such layers. In 1956, Lifshitz outlined a method based on Rytov’s fluctuational
electrodynamics for calculating van der Waals forces between two semi-infinite re-
gions separated by a vacuum gap. It required calculation of the Maxwell stress tensor
in the vacuum gap, but it is not straightforward for the force between two bodies
embedded in a dissipative and dispersive media because of the difficulty in defining
a controversy free tensor. A few years after Lifshitz original work, Dzyaloshinskii,
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Lifshitz and Pitaevskii proposed a generalization of van der Waals force between
parallel plates separated by dissipative materials at thermal equilibrium, which was
cast in the language of quantum field theory. My work showed that the van der
Waals/Casimir forces can be evaluated by calculating the Maxwell stress tensor in
a fictitious vacuum layer, which is eventually made to vanish, without applying any
complicated quantum theory as Dzyaloshinskii et al. did. Previous communication
with Prof. Pitaevskii revealed that Lifshitz and Pitaevskii apparently started the
analysis similar to my method but terminated it on the advises of Landau [61]. The
second part of Chapter 2 establishes a general method of calculating van der Waals
force in a planar multilayered configuration. An entire analysis along the real fre-
quency axis has been performed, instead of summation over Matsubara frequencies
on the imaginary frequency axis, and it has (at least) three advantages: (1) spectral
contributions to energy and pressure can be obtained, (2) contributions can be di-
vided into propagating and evanescent waves, and (3) thermal non-equilibrium van
der Waals energy and pressure in a dissipative material can be determined, which
require analysis along the real frequency axis since the functions to be evaluated are
no longer analytic in the upper half of the complex frequency plane. My final expres-
sion for van der Waals energy is a generalization of van Kampen and Schram’s result
for dissipationless media. By considering a specific case of a vacuum gap between
multilayer objects with dissipative films, this work showed van der Waals energy due
to the vacuum gap can not be interpreted simply as a sum of free energy of normal
modes.
In Chapter 3, a dyadic Green’s function formalism has been developed to de-
termine radiative heat transfer and momentum transfer between objects of arbitrary
shapes, sizes, and with frequency dependent dielectric permittivity and magnetic per-
meability. Relations were derived between thermal non-equilibrium contributions to
energy and momentum transfer and surface integrals of tangential components of the
dyadic Greens functions of the vector Helmholtz equation. The main advantage of a
CHAPTER 1. INTRODUCTION 21
surface integral equation based method is the potential reduction in computational
cost due to restriction of the discretization domain to a surface rather than a volume.
This advantage becomes more important as the size of the object becomes larger. For
the case of radiative transfer, the expressions are derived for the generalized trans-
missivity and generalized conductance that are shown to obey reciprocity and agree
with theory of black body radiative transfer in the appropriate limit. Based on the
surface integral expressions we developed for energy and momentum transfer, I solved
a more useful problem of contributions to the near-field thermal radiation and van
der Waals force at any location on the surface of one half-space attributable to differ-
ent portions of the surface of the other half-space, and showed that energy flux and
fluctuation-induced van der Waals/Casimir force are qualitatively and quantitatively
different due to the dissimilar zones of influence of wavelength. For the materials
under consideration (e.g., silica, silicon carbide, and gold), all portions of the surface
contribute positively to radiative energy transfer. However, though the total van der
Waals pressure is attractive, certain portions of the surface contribute to a repulsive
pressure.
In Chapter 4, for the first time, a theory has been established to evaluate the en-
tropy density and entropy flux that takes into account the near-field effects. Using the
fluctuation-dissipation theorem, expressions for entropy density and flux in a vacuum
cavity between multilayered media are derived in terms of local density of photons,
local density of accessible microscopic states, and velocity of energy transmission.
The proposed method is used to analyze the performance of a thermophotovoltaic
converter by determining the maximum work that can be extracted and a thermody-
namic limit of the energy conversion efficiency that can be obtained through near-field
thermal radiation. The knowledge of thermal non-equilibrium entropy transfer en-
ables us to understand such fundamental things as the efficiency of conversion of
thermal energy to work via near-field thermal radiative transfer, the thermodynamics
of surface wave-based laser cooling, and entropic contributions to non-equilibrium van
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der Waals/Casimir interactions.
Chapter 5 summarizes the main contributions of this thesis, and suggests fu-
ture direction and improvements on understanding of fluctuation-induced van der
Waals/Casimir force and near-field radiative energy transfer.
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Chapter 2
van der Waals Energy and
Pressure in Dissipative
Multilayered Structure
In this chapter, I present a transparent formalism for the calculation of van der
Waals and Casimir force in a planar multilayer system with arbitrary number of
dissipative thin films, without having to define or calculate the stress tensor in such
layers. The proposed method provides evidence backing the generalization of Lifshitz
theory of van der Waals force without relying on quantum field theory employed by
Dzyaloshinskii, Lifshitz, and Pitaevskii. The expression for van der Waals energy is a
generalization of van Kampen and Schram’s result for dissipationless media. I show
that the van der Waals energy due to a vacuum gap between multilayer objects with
dissipative materials cannot be interpreted simply as a sum of free energy of normal
modes.
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2.1 Introduction
The phenomena of adhesion and cohesion play an important role in many areas of
science and technology; they are responsible for stiction related failure in micro-
electromechanical devices [2]; microbial adhesion is responsible for the formation of
biofilms [3], and they contribute to friction and wear between surfaces [177]. Adhesion
and cohesion can be loosely defined as the molecular attraction that holds together
surfaces of two different substances or two identical substances respectively. Of the
interactions that are responsible for adhesion and cohesion, the van der Waals or
Casimir (we will use the term “van der Waals” to refer to both van der Waals and
Casimir types of interactions from now on) interaction is universal and exists between
all types of atoms as well as macroscopic objects.
Lifshitz [58] and Casimir [178] determined the force between two half-spaces as
a function of separation using two seemingly different methods. Lifshitz relied on
Rytov’s theory of fluctuational electrodynamics [14] to determine the van der Waals
pressure in the vacuum cavity between two half-spaces with frequency-dependent
dielectric functions by evaluating the average electromagnetic stress tensor in vacuum
due to thermal and zero-point fluctuations. Casimir evaluated the energy due to zero-
point modes within a vacuum cavity between two parallel perfect electric conductors.











where each value of n corresponds to a different mode, kB is the Boltzmann constant,
2pih¯ is the Planck constant, and T is the absolute temperature of the system. The
force arises from the variation of the total free energy with thickness of the vacuum
cavity. van Kampen et al. [55] and Schram [179] were the first to derive the Lifshitz
formula for van der Waals pressure starting from summation of energy of electromag-
netic modes in the vacuum cavity when the two half-spaces are dispersive but not
dissipative. A good summary of the similarities and differences between the fluctu-
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ational electrodynamics method and the mode-summation method can be found in
Ref. [180].
What happens to the van der Waals pressure when the vacuum gap is filled with
a dissipative material? While Lifshitz’ original method cannot be utilized directly
because the stress tensor for arbitrary electromagnetic fields is not defined in dis-
sipative media, Dzyaloshinskii, Lifshitz, and Pitaevskii [59] used techniques from
quantum field theory to determine the van der Waals pressure in dissipative me-
dia. Barash and Ginzburg [76; 77] justified the usage of Eq. 2.1 even in dissipa-
tive media on the grounds that it is possible to ascribe thermodynamic functions to
electromagnetic fields in equilibrium with matter [24]. We derived a first-principles
method, without using quantum field theory, of determining the van der Waals pres-
sure in a dissipative and dispersive film within a multilayer structure by calculat-
ing the Maxwell stress tensor in fictitious layers of vacuum introduced in the struc-
ture [60]. Since the fictitious vacuum layers are eventually made to vanish, we re-
trieve the original system of interest. Using this method, the expression for van
der Waals pressure in a dissipative film was shown to agree exactly with that ob-
tained by Dzyaloshinskii, Lifshitz, and Pitaevskii [59]. Despite many works on the
mode-summation method, determining van der Waals energy when at least one of the
materials is dissipative is still a topic of active research [181; 182; 183; 30; 180; 19;
184] and has not been resolved entirely.
The authors remarked in Ref. [60] that the extension of our theoretical formalism
to multilayer systems is simply an exercise in determining the appropriate Fresnel
reflection and transmission coefficients. While there is some truth to that statement,
as I will show here, it also underplays what can be learned from a complete analy-
sis of the multilayer problem. The primary contribution of this work is a derivation
of an expression for van der Waals free energy of a planar multilayer system con-
sisting of N films with dissipative and dispersive dielectric functions and magnetic
permeabilities between two half-spaces. The problem of van der Waals pressure and
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energy in planar multilayer systems have been considered before by many researchers.
A subset of those works, that we are familiar with, is referenced here [28; 26; 185;
34; 186]. A unique feature of our derivation is that, even though it involves finding
the pressure and energy in a dissipative material, it proceeds entirely along the real
frequency axis. Performing the analysis along the real frequency axis has (at least)
two advantages over the analysis along the imaginary axis: (1) spectral contributions
to the energy/pressure can be obtained [187], (2) contributions can be divided into
propagating and evanescent waves [187; 35; 188], and (3) determination of thermal
non-equilibrium van der Waals energy/pressure in a dissipative material, if at all
possible to determine, will require analysis along the real frequency axis since the
functions to be integrated are no longer analytic in the upper half of the complex
frequency plane [135; 45]. The other important contribution is to show that the van
der Waals energy cannot be expressed exclusively as a sum of free energy of normal
modes when any of the materials is dissipative.
This chapter is structured as follows: expressions for van der Waals pressure and
energy in a thin film as obtained from Lifshitz theory [58] and the generalization by
Dzyaloshinskii, Lifshitz, and Pitaevskii [59; 60] are given in Sec. 2.2. In Sec. 2.3,
expressions for van der Waals energy of N -layered system with dissipative materials
is obtained using fluctuational electrodynamics and the principle of conservation of
energy. In Sec. 2.4, we illuminate the similarities and differences between the fluctua-
tional electrodynamics method and the mode-summation method to evaluate van der
Waals energy when dissipation is present. We discuss the implications of our work in
Sec. 2.5 and outline some issues we have not been able to resolve to our satisfaction.
We summarize our contributions in Sec. 2.6.
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2.2 Lifshitz theory of van der Waals energy/pressure
in a planar film
van der Waals (vdW) forces, resulting from alteration of the quantum and ther-
mal fluctuations of the electrodynamic field due to the presence of interfaces, play
a significant role in the interactions between macroscopic objects at micrometer and
nanometer length scales. Hamaker was the first to extend the concept of London–
vdW forces between two atoms to forces between macroscopic spheres by pairwise
summation of the interaction energy between the atoms that constitute the spheres
[53]. Lifshitz, in his seminal work [58], outlined a method based on Rytov’s theory of
fluctuational electrodynamics [14] for computing the vdW forces between two semi–
infinite regions separated by a vacuum gap. It required calculation of the average
value of the Maxwell stress tensor in the vacuum gap. The generalization of Lif-
shitz’ method to calculating vdW forces between semi–infinite regions separated by
dissipative media is not straightforward because of the difficulty in defining an elec-
tromagnetic stress tensor in dissipative media [64]. In this section, we show that it is
possible to generalize Lifshitz’ theory to determine the vdW pressure in arbitrary pla-
nar media with dissipative and dispersive electromagnetic properties without having
to define the electromagnetic stress tensor or free energy in any material but vacuum.
An approach proposed by Dzyaloshinskii, Lifshitz, and Pitaevskii (DLP from
now on) [59], cast in the language of quantum field theory, is the most frequently
used generalization of Lifshitz’ method to calculate forces between objects sepa-
rated by absorbing media. Even though it has been noted that an expression for
the Maxwell stress tensor for time–varying fields in absorbing media cannot be ex-
pressed in terms of the frequency dependent permittivity and permeability alone
[189], the DLP method effectively reduces to using a “Minkowski–like” [139] defini-
tion of the electromagnetic stress tensor in dissipative media. Ninham et al. [42;
28] circumvented the complications of the DLP method but, in doing so, had to pos-
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tulate that the free energy of an electromagnetic mode at frequency ωj by Eq. 2.1,
even though the mode frequencies in dissipative media are, in general, complex. It
has been argued by Barash and Ginzburg [76; 77] that ascribing to each mode a
free energy of the above–mentioned form is indeed correct. The methods of DLP
and Barash and Ginzburg are justified on the grounds that it is possible to ascribe
thermodynamic functions to electromagnetic fields in equilibrium with matter [76;
139]. While many authors have attempted to generalize Lifshitz theory to deter-
mining vdW pressure in dissipative media, they do so by assuming an expression
for the electrodynamic stress tensor [31] or by defining a Lagrangian density for the
electrodynamic field [38], both of which are debatable for media with dissipation [64].
The relative transparency of the Lifshitz method is obscured by the complexity
of Dzyaloshinskii’s formalism or by having to define the free energy of each mode,
even though the final result is a simple generalization of the Lifshitz formula. It has
been generally regarded that Lifshitz’ method, in which the stress tensor definition
is above reproach, is incapable of handling dissipative media without relying on ei-
ther of the two generalizations [139]. Using the fluctuation–dissipation theorem and
properties of the dyadic Green’s function, we express the components of the Maxwell
stress tensor in vacuum in terms of components of the dyadic Green’s function [190].
After a description of a general method to deal with multilayered media, we show,
using examples of (1) a thin film bound by vacuum on both sides, (2) a thin film
with vacuum on one side and a semi–infinite medium with arbitrary permittivity and
permeability on the other, and (3) a thin film bound by semi–infinite media with ar-
bitrary permittivity and permeability, that the expression for vdW pressure coincides
with that of DLP.
2.2.1 Methodology
Let us analyze a general multilayer system, as shown in Fig. 2.1(a), and express
the vdW free energy of the system in terms of combinations of vdW free energy of
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smaller units. The vdW free energy per unit area of a planar configuration of N layers
[Fig. 2.1(a)] sandwiched between two semi–infinite media, medium L to the left and
medium R to the right, is represented by ULR (z1, · · · , zN). Each layer is characterized
by not only the thickness zk but also the permittivity, εk, and permeability, µk (both
relative to that of vacuum). We use the aforementioned notation for free energy for
its efficiency. If one of the semi–infinite media is vacuum, the subscript V is used
instead of L or R. ULR (z1, · · · , zN) can be written as a combination of three terms:
(1) the free energy of the first k layers sandwiched by semi–infinite medium L to the
left and vacuum to the right of the kth layer, ULV (z1, · · · , zk), and (2) the free energy
of the remaining N − k layers sandwiched by semi–infinite medium R to the right
and vacuum to the left of the (k + 1)th layer, UV R (zk+1, · · · , zN), and (3) the work
done in bringing the two systems from infinite separation to a separation δ → 0. This
statement can be written as
ULR (z1, · · · , zN) = ULV (z1, · · · , zk) +
UV R
(






T avgzz (zv) dzv,
(2.2)
where T avgzz (zv) ≡ T avgzz (z1, · · · , zk, zv, zk+1, · · · , zN) is the vdW pressure in the vac-
uum region in Fig. 2.1(b) against which work needs to be done to create the N layer
system from the two subsystems. The partial derivative ∂ULR (z1, · · · , zN) /∂zr =
p
(r)
LR (z1, · · · , zN) gives the vdW pressure in the rth layer of the N layer system
bounded by L and R. For a thin film bounded by two semi–infinite regions, we
drop the superscript (r) and denote the pressure simply as pLR. By differentiating





LR (z1, · · · , zN) =
∂ULV
∂zr
(z1, · · · , zk) + ∂UV R
∂zr
(









One of the first two terms on the rhs of Eq. (2.3) is zero, depending on whether
1 ≤ r ≤ k or k + 1 ≤ r ≤ N . Though T avgzz (zv) diverges as z−3v for zv → 0, the
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quantity ∂T avgzz /∂zr is finite as zv → 0 ∀ 1 ≤ r ≤ N , allowing us to define the partial




We can see that the zz component of the Maxwell stress tensor in the vacuum
layer in Fig. 1(b) is given by



















where R˜vL and R˜vR are generalized reflection coefficients that can be determined
from the boundary conditions at each interface, R˜vL ≡ R˜vL (z1, · · · , zk) and R˜vR ≡
R˜vR (zk+1, · · · , zN). The work done in displacing the multilayer stack adjoining R
from zv =∞ to zv = δ is given by
δ∫
∞


































































, depending on whether 1 ≤ r ≤ k or





where A1, A2, A3, and A4 are not functions of zr. So, the partial differentiation
∂
∂zr
yields a function of the form −2kzr (A3A2 − A1A4)
(A3 + A4e−2kzrzr)
2 e














where N ≡ A3A2−A1A4 and D ≡
(
A3 + A4e
−2kzrzr)2. Substituting the above relation
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Figure 2.1: (a) A multilayer system with N layers between two semi–infinite regions
L and R. (b) Method of splitting N layer multilayer system into components. The
z–axis is perpendicular to the interfaces.



























































T avgzz (zv) is obtained simply by determining the zz component of the Maxwell
stress tensor in the vacuum region. Using the procedure described above, we can
write the vdW free energy of any N layer medium in terms of UV V (z1), UV V (z2), · · · ,
and UV V (zN), and contributions from terms of the form
δ∫
∞
T avgzz (zv) dzv, all of which
involve calculation of the Maxwell stress tensor in vacuum alone. UV V (z) is nothing
but the vdW free energy to create a thin film of thickness z in free space.
We rely on Rytov’s theory of fluctuational electrodynamics to determine the
value of T avgzz . The cross–spectral correlations of the electric field components can
be written as 〈Ep(r, ω)E∗q (r, ω)〉 = (2ωµoΘ/pi)ImGepq(r, r), where p,q=x,y,z, Θ =
(h¯ω/2) coth(h¯ω/2kBT ), and G
e
pq is the pq component of the electric dyadic Green’s
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〈Ep(r, ω)E∗q (r, ω)〉. Similarly, the cross–spectral correlations of the magnetic field
components are given by 〈Hp(r,ω)H∗q (r,ω)〉=(2ωoΘ/pi)ImGmpq(r,r). The dyadic Green’s
functions Ge and Gm are electromagnetic duals of each other and are solutions of
∇×∇×G(r, r′)−k2G(r, r′)=Iδ(r − r′), where I is the identity dyad, r and r′ are
the position vectors for observation and source, respectively. Ge and Gm are ob-
tained by enforcing the continuity of: (1) µ(r)(nˆ×Ge (r, r′)), (2) nˆ×∇×Ge (r, r′),
(3) ε(r)(nˆ×Gm (r, r′)), and (4) nˆ×∇×Gm (r, r′) on either side of an interface de-
fined by the unit normal vector nˆ at the point r.
The zz component of the Maxwell stress tensor in vacuum can be expressed in
terms of Ge and Gm as Tzz(r, ω) = (2ωΘ/pic
2)ImG (r, ω) [190; 172], where G (r, ω) =
Gezz(r, r) − 12TrGe(r, r) + Gmzz(r, r) − 12TrGm(r, r). The average value of the zz
component of the Maxwell stress tensor, T avgzz , at any instant of time at position r in











ImG (r, ω) dω (2.10)
Ge and Gm are analytic in the upper half plane (UHP) by virtue of being response
functions. Since G(r, ω) is a linear combination of different components of Ge and
Gm, it is also analytic in the UHP. We can therefore use Lifshitz’ technique to re-
place the integral over ω along the real positive frequency axis by a summation over
Matsubara frequencies on the imaginary frequency axis in the UHP as









where, ξn=2pinkBT/h¯, Kn=−2ξ2nG(r, iξn)/c2, K0= −lim
ξ→0
2ξ2G(r, iξ)/c2, and n =
0, 1, 2, · · · . The prime (′) next to ∑ indicates that the n = 0 term is given weight
0.5. G (r, iξn) can be written in terms of the reflection coefficients of plane waves
that comprise Ge and Gm [17]. We now apply this method to calculating the vdW
pressure in a thin film (indicated by m) bounded by two semi–infinite objects, L and
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R. To do so, we introduce a vacuum layer, shown in Fig. 2.2, in which the Maxwell
stress tensor will be determined.
2.2.2 Application to a thin-film system
We start with the assertion that the vdW pressure in any infinite or semi–infinite
planar medium is zero. We will show using the following three examples that the
proposed method is in agreement with the predictions of DLP theory for the case of
a thin film between two semi–infinite objects. Kn, from which T
avg
zz can be calculated
























































and similarly for reflection coefficients at other interfaces and wavevectors in other
layers. All permittivities and permeabilities are evaluated at iξn, n = 0, 1, 2,· · · . For
reflection coefficients, the subscript v is used to denote an interface with vacuum.





zz (zm, zv)dzv that will eventually be used in calculating vdW























[(1−R(p)vLR(p)vm)− (R(p)vLR(p)mR +R(p)mvR(p)mR)e−2kzmzm ](1 +R(p)vmR(p)mRe−2kzmzm)
(2.14)
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Figure 2.2: A four–layer system. The stress tensor T avgzz is a function of zm and
zv and can be written in terms of the coefficients of forward and backward traveling
plane waves that comprise the dyadic Green’s function.
Example 1: Vacuum–Thin Film–Vacuum. To find the vdW pressure in a thin film
of material of thickness zm, we consider a four layer configuration, as shown in Fig.
2.2, with L being replaced with material m, and R being vacuum. If the vdW energy
for creating a film of thickness zm is UV V (zm), the following equation can be written
for conservation of energy for moving the thin film from zv =∞ to zv = δ → 0:




T avgzz dzv = Uo, (2.15)
where, Uo is an arbitrary constant that is the energy per unit area of a semi–infinite
medium M adjacent to a semi–infinite region of vacuum. Differentiation of Eq. (2.15)
with respect to zm gives the following equation for vdW pressure:





dzv = 0. (2.16)
Using Eqs. (2.11), (2.14), and (2.16), the vdW pressure in a thin film of medium m
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where each integral is evaluated at the Matsubara frequency ξn = 2pinkBT/h¯.
Example 2: Material–Thin Film–Vacuum. To find pLV (zm), we consider a four
layer configuration, as shown in Fig. 2.2, with R being vacuum. Equation 2.2 can be
modified for the four layer system to give the following equation for ULV (zm):




T avgzz dzv, (2.18)
Differentiating Eq. (2.18) with respect to zm, we obtain the following equation for
pLV (zm) in terms of pV V (zm), which has been calculated earlier, and T
avg
zz :






Using the expressions for pV V [Eq. (2.17)] and Eq. (2.14), we obtain the following
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equation for pLV (zm):
pLV (zm)








































































































































































































































Example 3: Material–Thin Film–Material. The vdW free energy of the system
L−m−R is obtained by adding to the free energy UV R(zm) the work done in moving
this system from infinite separation to the surface of a semi–infinite region of material
L. Written as an equation, we get




T avgzz dzv, (2.22)
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and pLR(zm) is given by
pLR(zm)


















































































































































In writing Eqs. (2.18) and (2.22), we have omitted a term similar to Uo in Eq. (2.15)
because it is contained in ULV (zm) and ULR(zm) respectively. It can be seen that Eq.
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where q = kzm/(ξn
√
εm(iξn)µm(iξn)/c). Equation (2.24) agrees with the expression
for vdW pressure in a thin film according to DLP [59; 25]. We stress that the method
outlined here for calculating vdW pressure is valid irrespective of computation of the
electromagnetic stress tensor by a summation along the imaginary frequency axis or
along the real frequency axis. The extension to a multilayered medium is simply an
exercise in determining the appropriate reflection and transmission coefficients [17;
191].
We have provided here a transparent formalism for calculating vdW or Casimir
pressure in dissipative and dispersive media that are constituents of planar multilayer
structures without having to define or calculate the stress tensor in such layers. We
provide evidence backing the generalization of Lifshitz theory of vdW forces without
relying on quantum field theoretic techniques employed by Dzyaloshinskii, Lifshitz,
and Piatevskii. These results offer further proof of the validity of the Minkowski–like
stress tensor for calculating vdW forces, at least in planar multilayered media.
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2.2.3 General Formulation for thin films
Again, let us consider a planar multilayer stack of N films sandwiched between two
half-spaces L and R (see Fig. 2.1a). All objects are at the same temperature T .
The films are characterized by thickness zk, dielectric permittivity εk, and magnetic
permeability µk, where k ∈ {1, 2, · · · , N}. When k is replaced by L or R, it refers
to the properties of half-spaces L or R. All dielectric permittivities and magnetic
permeabilities are frequency dependent. At finite temperature, evaluation of van
der Waals energy involves integration of functions over the real frequency axis or
summation of an infinite sequence, each term of which is evaluated at a Matsubara
frequency iξn = in2pikBT/h¯, n = 0, 1, 2, · · · . The integrals along the frequency axis








=f(ω), where =f stands for the imaginary part
of f , and f(ω + iξ) is an analytic function with no poles in the upper half complex







dω. f(ω) also satisfies the
property that f(−ω) = f ∗(ω). The analyticity of f can be exploited to replace









indicates that the n = 0 term is multiplied by 1/2 [58]. Both approaches yield identical
values of van der Waals energy and pressure. In this work, though, all mathematical
entities are defined along the real frequency axis. Computations of integrals are also
done along the real frequency axis.
The integral expression for van der Waals pressure in the kth layer, i.e., that part
of the fluctuational pressure that is influenced by the presence of discontinuities in































where zk is the thickness of the k
th layer, kρ is the magnitude of the in-plane wavevec-






εk(ω)µk(ω)− k2ρ is the z-component of wavevector in kth layer, and
R˜
(p)
k,[k−1] is the generalized Fresnel reflection coefficients for p-polarized plane waves
from film k incident at the interface with the multilayer to the left of k (composed of
half-space L and films 1 through k − 1). Similarly, R˜(p)k,[k+1] is the generalized Fresnel
reflection coefficients for p-polarized plane waves from film k incident at the interface
with the multilayer to the right (composed of films k + 1 through N and half-space
R). p = e, h stand for transverse electric and transverse magnetic polarizations re-
spectively. R˜
(p)






























are Fresnel coefficients for p-polarized plane waves at the interface between layers of
materials with properties εk, µk and εk±1, µk±1. α
(p)
k = εk and µk for h and e polarized
waves respectively. Because of the proliferation of reflection coefficients in this work,
the different symbols are consolidated in Table 2.1.



















= ln (1− R˜(p)k,[k−1]R˜(p)k,[k+1]ei2kzkzk)
(2.28)
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Table 2.1: List of reflection coefficients used in this chapter. See the equation




i,j Eq. 2.27 Reflection coefficient of a plane wave from
half-space of material i incident at an inter-
face with half-space of material j. i, j = V ⇒
one of the half-spaces is vacuum.
R˜
(p)
k,[k−1] Eq. 2.26 Reflection coefficient of a plane wave in ma-
terial k incident on the multilayer structure
to the left of film k.
R˜
(p)
k,[k+1] Eq. 2.26 Reflection coefficient of a plane wave in ma-
terial k incident on the multilayer structure
to the right of film k.
R˜
(p)
V,k Eq. 2.33 Reflection coefficient of a plane wave from
vacuum incident at an interface of a thin film




V,[k−1] Reflection coefficient of a plane wave in vac-
uum incident on the multilayer structure to
the left of film k − 1 (including film k − 1).
R˜
(p)
V,[k+] Reflection coefficient of a plane wave in vac-
uum incident on the multilayer structure to
the right of film k (including film k).
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Though they do not appear as arguments of the function, pk and Uk are in fact
implicit functions of z1, z2, · · · , zk−1, zk+1, · · · , zN as well as ε, µ of all the materials.
Uk, however, cannot be interpreted as the van der Waals energy of the entire multilayer
system since Um(zm) 6= Un(zn) if m 6= n [186].
The question we ask here is as follows: what is the energy U
(N)
LR , which is a function
of properties and dimensions of all materials in the multilayer system, from which the





, k = 1, 2, · · · , N (2.30)
Equation 2.30 can be interpreted as a system of N first order partial differential
equations, the solution of which yields U
(N)
LR . Instead of trying to solve Eq. 2.30
directly, we will use conservation of energy to construct U
(N)
LR .
2.3 van der Waals energy of a planar multilayer
system
The method outlined in Ref. [60] can be summarized as a simple principle: the free
energy of a planar multilayer system can be obtained by adding to the free energy of
each component (half-spaces L and R, and N films) the work done in assembling them

















V R +WR(z1, · · · , zN),
(2.31)
where we use the following notation: the free energy of N films bounded by half-




V V (zk) stands for the free energy of a thin
film of thickness zk surrounded by vacuum either side; Wk(z1, · · · , zk−1, zk) stands for
the work done against the van der Waals pressure in vacuum in order to translate a
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free-standing thin film of thickness zk from infinite separation to the surface of the
multilayer system formed by k − 1 contiguous films bounded by half-space L and
vacuum on either side; WR(z1, · · · , zN) is the work done in translating half-space





V R) is the free energy of a half-space of L (R) adjacent to vacuum




V R do not play any role in determining the van der









V V (zk) +Wk(z1, · · · , zk)
]
is in fact U
(j)
LV - the free energy of the multilayer









V R can also be written in terms of Fresnel
reflection coefficients but only with the inclusion of a parameter D0 [22] that is pro-
portional to the minimum separation between two atomic planes of the constituent
material.), the terms in the rhs of Eq. 2.31 can be written in terms of appropriate
generalized Fresnel reflection coefficients. U
(1)
V V (zk) can be written as [60]:
U
(1)
































is the reflection coefficient of a plane wave in vacuum incident at the interface with
a film of material k surrounded by vacuum on both sides. Though the integral in
Eq. 2.32 has a singularity at ∆k = 0, it does not pose a problem when computing
∂UV V (zk)/∂zk (see the discussion following Eq. 2.37 for an explanation. Also see Ref.
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[60]). Wk(z1, · · · , zk) is given by:























V,[k−1] is the generalized Fresnel reflection coefficient for a wave in vacuum
incident at the interface between vacuum and (k − 1)th film. k − 2 other films are
present between the (k − 1)th film and the half-space L. R˜(p)V,[k−1] can be determined
by using the recursion relation in Eq. 2.26. An important feature of Eq. 2.32 and
Eq. 2.34 is that both of them are obtained by calculating the Maxwell stress tensor
only in vacuum, where the stress tensor is defined unambiguously [60].
Substituting Eq. 2.32 and Eq. 2.34 into Eq. 2.31, U
(N)























































































































In going from the last-but-one equation to the last line in Eq. 2.36, we have used the
fact that we will eventually take the limit as δk+1 → 0 (see Eq. 2.35 or Eq. 2.37).
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where C ≡ C(δ1, · · · , δN+1; ∆1, · · · ,∆N) is independent of all zk (k = 1, · · · , N).
In Eq. 2.37, RN,N+1 ≡ RN,R, RV,0 ≡ RV,L, RV,N+1 ≡ RV,R, and R˜1,[0] ≡ R1,L.
Only the second term contributes to van der Waals pressure in any of the layers.
The implication of Eq. 2.37 is that the van der Waals energy of any planar multilayer
system between two half-spaces can be split into two parts - a configuration dependent
part that contributes to van der Waals pressure, and a singular part that does not.
The modes themselves are obtained by setting the argument of the logarithm
function in Eq. 2.37 to zero, i.e. the dispersion relation for the N layer structure
in Fig. 2.1a is given by D˜(p)(ω, kρ) =
N∏
k=1
(1 − R(p)k,k+1R˜(p)k,[k−1]ei2kzkzk) = 0. Hence, the

























= ln D˜(p)(ω, kρ)
(2.38)
Equation 2.38 for U
(N)
LR is a generalization of van Kampen’s and Schram’s expression
for van der Waals energy of a N -layer medium at finite temperature [55; 179; 42; 19;
30]. However, two important features need to be kept in mind: (1) Eqs. 2.37 and 2.38
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are obtained without having to rely on the assumption that computation of van der
Waals free energy needs the summation of free energies of all fundamental modes of
the system, and (2) unlike in all the literature regarding the mode-summation method
we are aware of [55; 179; 184; 182; 30; 180; 19; 42], the layer in which the van der
Waals pressure is to be calculated can have dissipative properties.
2.4 Excursions into the lower half plane in the
presence of dissipation
Since Eq. 2.38 is a generalization of van Kampen’s and Schram’s formula for van der
Waals energy to the case of dissipative materials, it is natural to ask if we can also
express it as a sum over normal modes, thereby lending legitimacy to the idea of mode
summation in dissipative media. Specifically, we are interested in the van der Waals
pressure in a vacuum gap between two multilayer objects which contain dissipative
thin films. To show the relation between Eq. 2.38 and the sum of mode energies, the
integration path along the real axis should be completed into a closed contour so as
to include all the normal modes that contribute to van der Waals energy, which lie in
the lower half of the complex frequency plane if at least one of the materials in the
multilayer system is dissipative.
The vacuum gap of length lv in which the van der Waals pressure is to be deter-
mined is inbetween multilayer objects marked 1 and 2 in Fig. 2.3. To simplify the
analysis, the multilayer structure is placed inside a cavity with a perfect reflector at
either end, marked “Schram’s perfect reflector” (SPR) in Fig. 2.3. This is done in
order to eliminate branch points corresponding to the half-spaces L and R that would
have otherwise been present [179]. In addition to the usual SPR employed by many,
we added a layer of dissipative material to the surface of SPR to create “Schram’s
imperfect reflector” (SIR in Fig. 2.3). In particular, SPR to the left has a coating of
material L and that to the right has a coating of material R. The dissipative layers,































































Figure 2.3: The multilayer structure is sandwiched between two perfect reflectors
(marked as “Schram’s perfect reflector”) in order to eliminate branch points corre-
sponding to the half-spaces L and R that would have otherwise been present at either
end. A vacuum gap of length lv is introduced between the films k−1 and k. The van
der Waals energy of the multilayer system due to the presence of the vacuum gap is
to be interpreted as a sum over normal mode free energies.
the thicknesses of which are immaterial, are present to ensure that the frequencies of
normal modes of the two SIRs, with only vacuum inbetween, are pushed from the real
axis to the lower half of the complex frequency plane. If the materials L and R are
vacuum, infinitesimal dissipation is added. The total thickness of multilayer object
1 is l1 and that of multilayer object 2 is l2. Lv = lv + l1 + l2 is the gap between the
two SIRs. Eventually the thickness zL and zR of L and R respectively, and hence l1
and l2, are made to approach ∞ to recreate the multilayer system of interest. The
assumption of vacuum cavity is not unduly restrictive as we have shown in Sec. 2.3
that each term in the rhs of Eq. 2.31 corresponds to the van der Waals energy of a
multilayer system similar to the one shown in Fig. 2.3 (albeit without the reflectors
at either end). Hence, if we can express the van der Waals energy of the vacuum
cavity in Fig. 2.3 in terms of normal modes, then we can use the theory in Sec. 2.3
to express the energy of any planar multilayer system in terms of energy of normal
modes.
The regularized van der Waals energy of the multilayers at a vacuum gap l is
the difference between (1) the work required to translate the two multilayer objects,
CHAPTER 2. VAN DER WAALS ENERGY AND PRESSURE IN DISSIPATIVE
MULTILAYERED STRUCTURE 48
including the reflectors, from lv →∞ to lv = l, and (2) the work done in translating
the two SIRs, with only vacuum inbetween, from Lv →∞ to Lv = l+l1+l2. Denoting
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In Eq. 2.39, D
(p)





i2kzvl is the dispersion relation for





the reflection coefficients of multilayer system 1 and 2 inclusive of the corresponding
SIR. As ωzL/c→∞, R˜
′(p)





sir(ω, kρ; l+ l1 + l2) = 1− R˜(p),sirV,L R˜(p),sirV,R ei2kzv(l+l1+l2) is the dispersion relation for the





V,R are reflection coefficients of SIR to the left and right respectively.
The integral from ω = 0+ to ω = ∞ can be re-written as an integral over the entire
real axis by appropriately defining the integrand along the negative real axis. We
know that ε(−|ω|) = ε∗(|ω|). The z-direction wavevectors, kzj, obey the relation
kzj(−|ω|) = −k∗zj(|ω|) for all j (the behavior of the wavevector in vacuum is discussed
specifically in Sec. 2.4.1). With this definition, we can see that lnD
(p)
v (ω, kρ; l) evalu-
ated at |ω| and −|ω| are complex conjugates of each other. To see how Eq. 2.39 can
be written as a sum over mode-energies, let us re-write Eq. 2.39 as an integral along
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dω. When considered as an integral
over ω alone, i.e., the integral over kρ is performed first, there should be no difference
in evaluating Eq. 2.38 in the upper side (ω + i0) or lower side (ω − i0) of the real
frequency axis. However, when the order of integration is changed, i.e., integration
over ω is done first, branch points arising due to the square root in the definition of the
z-component wavevector (kzj(ω)) complicate matters. The next subsection addresses






v (ω, kρ; l)
D
(p)
v (ω, kρ; lv)
]
at different segments of
the real frequency axis in the upper and lower half planes.
2.4.1 Branch cuts and contours of integration in upper and
lower halves of complex frequency plane
Since kzj, j = L,R, 1, 2, · · · , k − 1, v, k, · · · , N are all relevant to the problem, it
appears as though we have as many branch-point pairs as there are films. However,
we will show that only the branch points corresponding to the vacuum region are
important for evaluating D
(p)
v (ω, kρ; l). The complex frequencies corresponding to
kzj = 0 are valid branch points if we can show that the function D
(p)
v (ω, kρ; l) takes
on different values when the sign of kzj is changed. The effect of changing the sign of
only kzj, at the same ω is R
(p)
j,j±1(−kzj) = R(p)−1j,j±1 (kzj). Keeping in mind that kzv affects
only RV,k−1, the effect of changing the sign of only kzv is R
(p)
V,k−1(−kzv) = R(p)−1V,k−1(kzv).


























V,[k+] (kzv). Clearly, the fre-
quencies at which kzv = 0 are branch points for evaluating D
(p)












k−1,[k−2] depends on kz(k−2) or other wavevectors kzj, j = L, 1, · · · , k − 3. By









V,[k−1](kz(k−2)). This analysis can be extended to show that
R˜
′(p)
V,[k−1] does not change when the sign of any of the wavevectors kzj, j = L, 1, · · · , k−1
is changed. The same argument holds true for R˜
′(p)
V,[k+]. Hence, the only branch points
correspond to the frequencies at which kzv = 0.
For a given value of kρ, these frequencies correspond to ω = ±ckρ. We draw
branch cuts extending from ckρ to∞ and from −ckρ to −∞. The presence of branch
cuts implies that D
(p)
v (ω, kρ; l) takes on different values in the upper and lower half
planes because of the changing sign of kzv. kzv is defined such that =kzv ≥ 0 all over
the complex frequency plane. In the upper half plane,
kzv(ω) =

|kzv| ω > ckρ
i|kzv| |ω| < ckρ
−|kzv| ω < −ckρ
(2.42)
In the lower half plane,
kzv(ω) =

−|kzv| ω > ckρ
i|kzv| |ω| < ckρ
+|kzv| ω < −ckρ
(2.43)
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The definition of kzv in Eq. 2.42 and Eq. 2.43 are in agreement with the relationship
between z-component wavevectors at |ω| and −|ω|, which is given by kzj(−|ω|) =
−k∗zj(|ω|).
Using the definitions of kzv, the values of I












different segments of the real frequency axis in the lower half plane can be related to
the corresponding values at appropriate positions in the upper half plane and positive





as ei2kzvl, are evaluated at kzv = i|kzv|. Hence,






I(p)(ω, kρ) as defined in Eq. 2.44 is equally valid in the upper and lower half planes

























The subscript uhp stands for “upper half plane.” In the lower half plane, I(p)(ω, kρ)




V,[k+] using the definition kzv =
−|kzv|. By using Eq. 2.41, I(p)(ω, kρ) in the lower half plane can be related to
Iuhp(ω, kρ) as
















uhp(ω, kρ) + i2|kzv|(l − lv)
(2.46)
The subscript lhp stands for “lower half plane.” The function I(p)(ω, kρ) in the left
half plane can be obtained through the following symmetry relation I(p)(−|ω|, kρ) =
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[I(p)(|ω|, kρ)]∗. I(p)(ω, kρ) as evaluated along the real frequency axis in the upper
and lower half planes are not equal, the difference coming from the i2|kzv|(l − lv)
term in Eq. 2.46. However, Uv, as we defined in Eq. 2.40, does not suffer from























and cancel each other.






points of the ln function at zeros of D
(p)
v (ω, kρ; l) (modes of the electrodynamic sys-
tem shown in Fig. 2.3). Following the arguments of Diaz and Alexopoulos [192],
D
(p)
v (ω, kρ; l) can have only zeros or pole singularities. We further assume that poles
of D
(p)
v (ω, kρ; l), if present, are independent of l and hence cancel with the contribu-
tion from D
(p)
v (ω, kρ; lv → ∞). Because of the analyticity of D(p)v (ω, kρ; l), it can be
written as:





D(p)m (ω, kρ; l) (2.47)
in a neighborhood of ωm,kρ(l) in which D(p)m (ω, kρ; l) is a regular function. Because
of the ln function, a branch cut of the form shown in Fig. 2.4 is present at each normal



























R,L) cancel each other. As |ω + iξ| → ∞, ε → 1 for all materials and
all reflection coefficients vanish. Hence the integrands along C∞,U and C∞,L vanish.
Since the integral along the contour in Fig. 2.4 is zero, the sum of residues at all
poles of the integrand within the contour must also equal zero by Cauchy’s residue
theorem.
The contribution from each normal mode at ωm,kρ to the contour integral is given
























Figure 2.4: The zeros of D(ω; kρ), are labeled ω1,kρ , ω2,kρ ,· · · , ωN,kρ and
−ω∗1,kρ ,−ω∗2,kρ , · · · ,−ω∗N,kρ . The poles on the ξ-axis are poles of coth(h¯ω/2kBT ). The



































Clearly, the contribution in Eq. 2.48 is the change in free energy of a normal mode
as the vacuum gap is changed from lv → ∞ to lv = l. The i0 and i2pi terms in Eq.
2.48 are contributions from either side of the branch cut at normal mode frequencies.
In deriving Eq. 2.48, we are assuming that ωm,kρ does not coincide with any of the
Matsubara frequencies. The contribution from −ω∗m,kρ is the complex conjugate of
















v (iξn, kρ; l)
D
(p)
v (iξn, kρ; lv)
]
(2.49)
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In both Eq. 2.48 and Eq. 2.49, the contributions of cavity modes corresponding to
the imperfect mirror alone are suppressed in order to make the expression compact.
Lifshitz formula for Uv, corresponding to the contributions from positive Matsubara
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D
(p)
v (iξn, kρ; lv)
]
(2.50)
From Eq. 2.48, Eq. 2.49, and Eq. 2.50, we can relate Uv to the free-energies of normal
modes as follows:


















v (iξ−n, kρ; l)/D
(p)
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D
(p)
v (iξ−n, kρ; lv)/D
(p)
v (iξn, kρ; lv)
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(2.51)






















In Eq. 2.52, the
∑
m
is performed over modes only in the right half plane. Equation
2.51 and Eq. 2.52 imply that the van der Waals energy is not only composed of sum of
free energies of normal modes but also contributions from poles at negative Matsubara
frequencies. Only when D
(p)
v (iξ−n, kρ; l) = D
(p)
v (iξn, kρ; l), i.e., when ε(iξ−n) = ε(iξn)
and µ(iξ−n) = µ(iξn), can the Lifshitz energy be expressed in terms of sum of free
energies of normal modes alone. Only in the high temperature limit, when the n = 0
term dominates the contributions to Uv and Unor, can the van der Waals energy be
directly written in terms of the free energy of normal modes since ε(iξn), ε(iξ−n)→ 1
(and similarly for µ) as 2kBT l/ch¯→∞.
2.5 Discussion
Keeping in mind that prior works related to the mode-summation method applied
to van der Waals interactions are numerous, we first summarize the findings of a
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representative subset of relevant prior literature [19; 180; 181; 182; 183; 30; 42]. Since
all materials are assumed to be non-dissipative, the zeros of D˜
(p)
v (ω+iξ, kρ) lies entirely
along the real frequency axis. Nesterenko and Pirozhenko [19] consider modifications
to the contour used in Ref. [42] because of the presence of poles as well as branch
points on the real axis. Bordag [180] uses the low-temperature equivalent of Eq. 2.1 to
analyze the van der Waals energy between two parallel plates made of dispersive but
non-dissipative materials but takes into account contributions from not only surface
modes but also photonic and waveguide modes.
In a series of publications, Intravaia and co-workers [181; 182; 183; 30] attempt
to address the role of dissipation in determining the van der Waals energy between
two metallic, dissipative (described by the Drude model), semi-infinite mirrors by
the mode summation method. They use a “system+bath” approach that has also
been used in the quantum mechanical analysis of a damped harmonic oscillator [193;
194]. Their main result is that the formula for zero-temperature free energy per
mode (low temperature equivalent of Eq. 2.1) has to be modified when the normal
mode frequency lies on the negative imaginary frequency axis (they call such modes
“eddy current modes”). In our analysis, this corresponds to the case when the mode
frequency coincides with any of the negative Matsubara frequencies which leads to a
minor modification of Eq. 2.48. We have not expounded on this particular case since
mode frequencies are usually complex and lie on either side of the imaginary frequency
axis. Moreover, summation of mode energies is not a practical idea for computing
van der Waals energy. The expression that is eventually used for computing van der
Waals energy is Eq. 2.37 or Eq. 2.38, which we have derived without relying on any
particular formula for free energy per mode.
The main implication of Eq. 2.51 and Eq. 2.52, as recognized by Ninham et al.
[42], is that the van der Waals energy of a vacuum cavity in a multilayer system cannot
be expressed simply as a sum of free energies of normal modes of the system, even
when correction of the form suggested by Intravaia et al. [30] are taken into account,
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when any of the layers is dissipative. An analogy to this observation can be seen in
the quantum mechanical analysis of a damped harmonic oscillator [193; 194]. Though
not the same quantity as free energy, the position autocorrelation function J(τ) in
Ref. [193, Eq. 3.1 and Eq. 3.2] has similar features to Uv (Eq. 2.39). After evaluating
the integral by contour integration [193, Eq. 3.5], J(τ) can be expressed for τ ≥ 0 in
terms of contributions from the poles of the susceptibility function (corresponding to
Unor) and contributions from negative Matsubara frequencies. The Lifshitz-like form
for J(τ) is shown in Eq. 3.9 of Ref. [193]. Clearly, the mode contribution alone is
insufficient to obtain the correct form of the position autocorrelation function.
While we do not have a satisfactory explanation for the fact that mode energies
alone are insufficient to capture the entire van der Waals energy, we think it can be
done so using the “system+bath+coupling” approach [193; 194; 30]. The modes of the
electromagnetic field in free space is the system under consideration. The introduction
of any material other than vacuum immediately introduces the “bath”, which is the
collection of harmonic oscillators that represent the material. The dissipation that
is included in the dielectric and magnetic response of the material is because of
the interaction between the system (electromagnetic modes) and the bath. It can
be argued that the temperature of the medium is related to the “bath” alone and
neither the system nor the coupling between the two. Though the free energy of
normal modes of the electromagnetic field include the influence of dissipation (as
does the complex resonance frequency of a damped harmonic oscillator), this alone,
as represented by Eq. 2.52, may be insufficient to capture the thermodynamics of
coupling between electromagnetic fields and matter.
2.6 Conclusion
We have derived a method to determine the van der Waals energy and pressure
in a dissipative material within a planar multilayer object with arbitrary number
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of layers. It is shown to be a hybrid of the fluctuational electrodynamics (Lifshitz)
method and energy conservation. Like Lifshitz, we use Rytov’s theory of fluctuational
electrodynamics and like Casimir (and others) we use principle of energy conservation
to extend Lifshitz’ theory to the case of dissipative materials. Unlike Casimir (and
others), we do not rely on the assumption that the van der Waals free energy can be
computed by adding the free energy of each mode. We have also shown that van der
Waals energy and pressure in a dissipative material can be obtained by performing
the analysis entirely along the real frequency axis.
We have shown that the integrals (Eq. 2.37 and Eq. 2.38) for van der Waals energy
along the real axis can be converted into the form derived by Lifshitz or similar
to the summation of free energy of normal modes (but not identical) by pursuing
contour integration in the upper and lower halves of the complex frequency plane
respectively. In fact, in computational electrodynamics, it is usual to complete the
path of integration in the lower half plane in order to obtain the transient response
due to a source [191, pp. 214-215]. In view of this, it is remarkable that it was
Lifshitz’ idea of completing the path in the upper half plane that has proven to be
more robust when analyzing van der Waals interaction in dissipative media.






In the preceding chapter, I show how I shed new light on determining van der
Waals/Casimir energy and force at thermal equilibrium. When temperatures of ob-
jects are non-uniform, it requires the investigation on thermal non-equilibrium con-
tributions to both energy and momentum transfer.
In this chapter, I develop a dyadic Green’s function formalism to determine near-
field radiative heat transfer and thermal non-equilibrium van der Waals forces between
objects of arbitrary shapes, sizes, and with frequency dependent dielectric permit-
tivity and magnetic permeability. Using Rytov’s fluctuational electrodynamics, we
obtain expressions for cross-spectral densities in terms of volume integrals of prod-
ucts of dyadic Green’s functions, which can be converted into surface integrals using
the Green’s identities for dyadic functions. The main advantage of a surface integral
equation is the potential reduction in computational cost due to the discretization
domain to a surface rather than a volume. The proposed dyadic Green’s function
formalism can be applied to solve a more practically useful problem of contributions
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to the near-field thermal radiation and van der Waals force at a point on a half-space
from different parts of the other half-space. It shows that energy and momentum
transfer are qualitatively and quantitatively different due to the dissimilar zones of
influence of interactions.
3.1 Introduction
Fluctuations of electromagnetic fields lead to thermal radiative transfer, via energy
transfer, and van der Waals and Casimir forces, via momentum transfer. Diffraction
and interference effects as well as tunneling of evanescent and surface waves, collec-
tively known as near-field effects, are not taken into consideration by the classical
theory of radiative transfer. Near-field effects become important when the length
scale of importance becomes comparable to the characteristic thermal wavelength
(λT ≈ 3000/T µm). For radiative transfer between two objects, an important length
scale is the minimum inter-object spacing, lgap. When lgap  λT , tunneling of elec-
tromagnetic waves lead to enhancement of radiative transfer beyond the classical
or far-field limit. Surface texturing, for instance by creating a periodic 1D or 2D
pattern, introduces a length scale, lp, that characterizes the period of the pattern.
When lp  λT , diffraction effects can lead to thermal emission patterns not usually
associated with a planar surface [88].
It has been long recognized that near-field enhancement of radiative transfer due
to surface polaritons can result in increased power density as well as efficiency [86;
85; 84; 103]. However, this enhancement of energy transfer has not been used in
any practical device, as yet, because of our inability to conceive of configurations
other than two parallel surfaces with a thin vacuum gap in which an enhancement
of similar magnitude occurs. Most investigations of near-field radiative transfer have
been restricted to objects of few simple geometric shapes, each analyzed by a vec-
tor eigenfunction expansion method applicable to that geometry (planar geometry
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with vector plane waves [86; 195; 196; 197; 128; 198], cylindrical surfaces with vec-
tor cylindrical waves [140], two spheres with vector spherical waves [101; 199; 133;
200], sphere-plane with a combination of vector spherical and plane waves [201]).
Even minor changes to the shape of the object can impose great challenges. Simula-
tions of thermal emission from textured surfaces are usually performed using rigorous
coupled wave analysis (RCWA) [202; 203; 74]or finite difference time domain (FDTD)
methods [129], which are quite different from those used for simulations of near-field
radiative transfer. To design other types of surfaces that can exploit the enhance-
ment, without posing the hurdles associated with two parallel surfaces, and also to
design surfaces with new radiative properties by shape modification at nano/micro
scale, we need a general method to predict all types of nanoscale effects on radiative
transfer, irrespective of the size, shape or properties of the objects involved.
Kruger et al. [140; 39] used fluctuational electrodynamics to develop a scattering
matrix and operator formalism for computing non-equilibrium force and heat transfer
interactions between objects with arbitrary shapes and frequency dependent dielectric
permittivities. Biehs et al. [128] developed a formalism of nanoscale radiative trans-
fer between two parallel surfaces similar to that of Landauer formalism of electron
transport in mesoscopic devices [204; 205; 206; 207]. Ben-Abdallah et. al. [208] used
Rytov’s theory to develop a theoretical formalism for radiative transfer between many
objects in the dipole limit. Messina et al. [209] proposed a scattering matrix version
of nanoscale radiative transfer as well as dispersion forces that is valid for objects
with arbitrary shapes as well as dielectric functions. Non-equilibrium fluctuational
electrodynamical interactions between objects can be expressed in a scattering ma-
trix formalism or in a Green’s functions formalism, just as the electrical conductance
for electron transport can be developed in terms of the scattering matrix or Green’s
function.
This work focuses on thermal non-equilibrium effects, i.e. when the objects are
at different temperatures. Volume integral expressions for cross-spectral densities
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of components of the electric and magnetic fields that can be obtained from Rytov’s
theory of fluctuational electrodynamics are converted into a form more appropriate (in
terms of surface integrals of DGFs of the vector Helmholtz equation) for computations
as well as comparison with the classical theory of radiative transfer. Though the
focus of this work is not on developing new numerical techniques, it is hoped that the
formalism developed here will be used to compute thermal non-equilibrium energy
and momentum transfer between arbitrarily shaped objects.
The chapter is arranged as follows. In Sec. 3.2, the fluctuation-dissipation theorem
and DGFs are used to express the electric and magnetic field correlation functions
in terms of the volume integrals of the DGFs. In Sec. 3.3, Green’s identities for
dyadic functions are used to derive expressions for the field correlations in terms
of surface integrals of tangential components of the DGFs. For radiative transfer
between two objects, a generalized transmissivity function that is expressed in terms
of double surface integrals on the surfaces of the two objects is derived in Sec. 3.4.
In Sec. 3.5, we also show that the generalized transmissivity function agrees with
the theory of blackbody radiation in the appropriate limit. Finally, we also discuss
the implications of the theoretical formalism developed here for computation of heat
transfer and non-equilibrium forces.
3.2 Fluctuational electrodynamics and Green’s func-
tion formalism
We briefly describe our notation regarding electromagnetic fields and their Fourier






A(r, ω)e−iωtdω. Since the same symbol is used to identify a field
as well as its Fourier transform, explicit dependence on time will be included when
refering to the time domain field. Explicit dependence on ω is suppressed from A(r, ω)
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Figure 3.1: Schematic of N objects at temperatures T1, T2, · · · , TN embedded in a
host medium at Th.
so that it is written as A(r). Explicit dependence of relative dielectric permittivities,
magnetic permeabilities, and DGFs on ω is also suppressed.
Let us consider N objects (see Fig. 3.1) with relative dielectric permittivities
εl(ω) and magnetic permeabilities µl(ω) at temperatures Tl, where l = 1, 2, · · · , N .
These objects are assumed to be embedded in vacuum that is at temperature Th.
The object l is confined to the volume Vl and the closed surface Sl is the boundary
of this object with the host medium. The outward normal on the surface of object
l at r is represented by nl(r). The fluctuations of the electric and magnetic current
densities, which give rise to the dispersion forces and radiative transfer, are related to
temperature by fluctuation-dissipation theorems of the second kind [210; 211; 212]:
〈Jep(r)Je∗q (r˜)〉 = 2ωεoε′′Θ (ω, T ) δ(r− r˜)δpq (3.1a)
〈Jmp (r)Jm∗q (r˜)〉 = 2ωµoµ′′Θ (ω, T ) δ(r− r˜)δpq (3.1b)
〈Jep(r)Jm∗q (r˜)〉 = 0 (3.1c)
where p, q = 1, 2, 3 are the labels for the Cartesian components of the vector, εo and µo
are the permittivity and permeability of free space, Jep and J
m
p are the Cartesian com-
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ε′′ and µ′′ are the imaginary parts of the dielectric permittivity and magnetic per-
meability respectively at the location r which is in local thermodynamic equilibrium
at temperature T , z∗ is the complex conjugate of z, and 〈〉 denotes the ensemble
average. 2pih¯ is the Planck constant and kb is the Boltzmann constant. The presence
of δpq implies that we assume all materials to be isotropic, and that of δ(r− r˜) implies
that the correlations of sources are local. The Fourier transforms of the electric and
magnetic fields in the host medium (volume Vh in Fig. 3.1) due to sources in object








[m(r) ·Gm(r, r˜) + Je(r) ·GM(r, r˜)]dr (3.2b)
where p (r)=iωµoµ(r)J
e (r), m (r) = iωεoε(r)J
m (r), r˜ ∈ Vh, GE(r, r˜) = ∇×Ge(r, r˜)
and GM(r, r˜) = ∇ × Gm(r, r˜). Ge(r, r˜) and Gm(r, r˜) are DGFs of the vector
Helmholtz equation that satisfy the following boundary conditions on the interface
Sl between object l and the host medium:
nˆl(rl)× (µl(rl)Ge(rl, r˜)− µh(rh)Ge(rh, r˜)) = 0, (3.3a)
nˆl(rl)× (GE(rl, r˜)−GE(rh, r˜)) = 0, (3.3b)
nˆl(rl)× (εl(rl)Gm(rl, r˜)− εh(rh)Gm(rh, r˜)) = 0, (3.3c)
nˆl(rl)× (GM(rl, r˜)−GM(rh, r˜)) = 0, (3.3d)
where rl and rh are position vectors of points on either side of Sl in volume Vl and Vh




e (r, r˜) = µ(r˜)Ge(r˜, r), (3.4)
ε(r)G
T
m(r, r˜) = ε(r˜)Gm(r˜, r), (3.5)
G
T
E(r, r˜) = GM(r˜, r), (3.6)




is the transpose of A.
Radiative transfer can be determined from the Poynting vector, P(r˜) = 〈E(r˜, t)×
H(r˜, t)〉, whose components are given by:
Pi(r˜) = ipq〈Ep(r˜, t)Hq(r˜, t)〉 (3.7)
where ipq is the Levi-Civita symbol. To determine van der Waals pressure and
radiative transfer, we need equal time correlations of various components of the
electric and magnetic field vectors, such as 〈Ep(r˜, t)Eq(r˜, t)〉, 〈Hp(r˜, t)Hq(r˜, t)〉, and
〈Ep(r˜, t)Hq(r˜, t)〉. van der Waals pressure in vacuum can be determined from the








are the electric and magnetic























where 〈E(r˜, t)E(r˜, t)〉 and 〈H(r˜, t)H(r˜, t)〉 are matrices whose components are 〈Ep(r˜, t)Eq(r˜, t)〉
and 〈Hp(r˜, t)Hq(r˜, t)〉 respectively, p, q = 1, 2, 3, and I is the identity matrix.
Since the fields are assumed to be stationary, 〈E(r˜, t)E(r˜, t)〉, 〈H(r˜, t)H(r˜, t)〉, and
〈E(r˜, t)H(r˜, t)〉 are independent of time [213]. The equal time correlation functions
are related to the cross-spectral densities by:











〈Ep(r˜)E∗q (r˜) + E∗p(r˜)Eq(r˜)〉
(3.10)











〈Hp(r˜)H∗q (r˜) +H∗p (r˜)Hq(r˜)〉
(3.11)
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〈Ep(r˜)H∗q (r˜) + E∗p(r˜)Hq(r˜)〉
(3.12)
where the subscript s in Eq. 3.10 - Eq. 3.12 implies a symmetric sum. Using Eq.
3.1 and Eq. 3.2, we can express the cross-spectral densities of the components of the































where Θl = Θ(ω, Tl), and 〈E(r˜)E∗(r˜)〉s, 〈H(r˜)H∗(r˜)〉s, and 〈E(r˜)H∗(r˜)〉 are matrices
whose components are 〈Ep(r˜)E∗q (r˜)〉s, 〈Hp(r˜)H∗q (r˜)〉s, and 〈Ep(r˜)H∗q (r˜)〉 respectively.
Even though components of 〈EH∗〉s are necessary to compute radiative transfer, we
persist with 〈EH∗〉. The reason for computing 〈EH∗〉 as opposed to 〈EH∗〉s will be
clarified in Sec. 3.3.
The matrices E (l) (r˜), H(l) (r˜), and X (l) (r˜) are contributions to 〈E(r˜)E∗(r˜)〉s,
〈H(r˜)H∗(r˜)〉s, and 〈E(r˜)H∗(r˜)〉 (l = 1, 2, · · · , N, h) from sources in volume Vl. For
l ∈ {1, 2, · · · , N}, E (l) (r˜), H(l) (r˜), and X (l) (r˜) are given by:
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The expressions for E (h) (r˜), H(h) (r˜), and X (h) (r˜) have to be modified to take into
account the singularity of the DGFs in the integrals in Eq. 3.17a-3.17c as |r− r˜| → 0.
The modified expressions for E (h) (r˜), H(h) (r˜), and X (h) (r˜) are:





























e (r˜, r˜) · L
) (3.17a)





























m (r˜, r˜) · L
) (3.17b)




























E (r˜, r˜) · L
) (3.17c)
where Vδ is volume of infinitesimal radius surrounding r˜, L is a shape dependent
dyad [214], and Ge(r, r˜) = Go(r, r˜) + G
(sc)
e (r, r˜), Gm(r, r˜) = Go(r, r˜) + G
(sc)
m (r, r˜),
GE(r, r˜) = ∇ × Go(r, r˜) + G
(sc)
E (r, r˜), and GM(r, r˜) = ∇ × Go(r, r˜) + G
(sc)
M (r, r˜).
Go(r, r˜) is the DGF when no scatterers are present, and G
(sc)
(r, r˜) is the contribution
from presence of scatterers. G
(sc)
(r, r˜) is always finite. The volume integrals in Eq.
3.17a-Eq. 3.17c are finite even though εh = µh = 0 because of the singularity in
the DGFs. The last line of Eq. 3.17a-Eq. 3.17c are identically equal to zero for
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non-absorbing materials, including vacuum. However, we choose to retain them since
they are essential for calculations of cross-spectral densities in absorbing media. We
have neglected terms independent of the configuration of the scatterers. These terms
are infinite because of the assumption that the thermal sources at any two locations
are uncorrelated. They can be made finite by eliminating the local assumption in
Eq. 3.1 but that will not affect the calculations of forces or heat transfer except at
gaps smaller than the correlation length. Usually, the correlation length is of the
order of the atomic spacing in dielectrics or the electron mean free path in metals.
More detailed discussion of the singularity in DGFs and calculation of cross-spectral
densities is given in Ref. [190].
3.3 Surface integral dyadic Green’s function for-
malism
While the volume integrals in Eq. 3.16a - Eq. 3.17c can in principle be used to
compute forces and radiative heat transfer, they are undesirable for the following
reasons: (1) Evaluating classical radiative transfer between two objects requires the
computation of the view factor between them. But for objects with simple geometries,
computation of the view factor between two objects requires, in general, not the
evaluation of a volume integral but the evaluation of a double integral over the surfaces
of the two objects, (2) the expressions in Eq. 3.16a - Eq. 3.17c do not reflect the
different reciprocity relations and boundary conditions satisfied by the DGFs, and
(3) evaluation of volume integrals are computationally more expensive than that of
surface integrals. These undesirable features can be overcome by converting Eq.
3.16a - Eq. 3.17c into appropriate surface integrals using Green’s theorems for dyadic
functions [136]. The surface integral representations for the cross-spectral densities
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are as follows:















]∗ · [nl(r)×GM(r, r˜)]dr (3.18b)



























































If the host medium is dissipative, the functions =(2µhGe(r˜, r˜)), =(2εhGm(r˜, r˜)),
and =(GM(r˜, r˜)) in Eq. 3.18d, Eq. 3.18e, and Eq. 3.18f respectively should be
replaced by =(2µhG
(sc)
e (r˜, r˜)), =(2εhG
(sc)
m (r˜, r˜)), and =(G
(sc)
M (r˜, r˜)). Using Eq. 3.18a-












(r˜) + 2ωεoΘh=(2εhGm(r˜, r˜)) (3.20)







(r˜)− i2Θh=GM(r˜, r˜) (3.21)
The terms =(2µhGe(r˜, r˜)) and =(2εhGm(r˜, r˜)) are thermal equilibrium contributions
to E (h)(r˜) and H(h)(r˜) respectively. They give rise to the van der Waals stresses as
predicted by Lifshitz theory when εh = µh = 1. The reason for persisting with 〈EH∗〉,
as opposed to 〈EH∗〉s = EH∗ + E∗H, is to show that there is indeed an equilibrium
contribution to 〈EH∗〉. However, when we compute 〈EH∗〉s, the equilibrium con-
tribution vanishes since radiative energy transfer between two objects at the same
temperature must be zero.
Radiative transfer between two objects is discussed further in Sec. 3.4. Before
proceeding to Sec. 3.4, we wish to remark on the form of the non-equilibrium contri-





that all the surface integrals in Eq. 3.18a-3.18f feature only tangential components
of the dyadic Green’s functions that are continuous across an interface between two
materials.
3.4 Generalized transmissivity for radiative energy
transfer





P(1)(r˜) · n2(r˜)dr˜ (3.22)
where P(1)(r˜) is the Poynting vector at r˜ ∈ S2 due to thermally fluctuating sources
within V1. The “−” sign in front of the surface integral is because n2(r˜) is the outward
pointing normal on the surface S2. The net heat transfer between objects 1 and 2 is
given by Q1,2 = Q1→2 −Q2→1. The components of P(1)(r˜) are given by:
P
(1)
i (r˜) = iqp〈Eq(r˜, t)Hp(r˜, t)〉(1), (3.23)
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where 〈Eq(r˜, t)Hp(r˜, t)〉(1) is the contribution to 〈Eq(r˜, t)Hp(r˜, t)〉 from sources within
V1. The object indices 1 and 2 can be replaced by any m,n ∈ {1, 2, · · · , N}. From





〈Eq(r˜, ω)H∗p (r˜, ω)〉(1)s . Using Eq.















































where T e1→2(ω) is a generalized transmissivity for radiative energy transport between
objects 1 and 2, and Tr(A) =
3∑
p=1
App. The superscript e in T
e
1→2(ω) stands for
“energy.” Substituting the expression for X (1) from Eq. 3.18c in the last line of Eq.












[nˆ2(r˜)× µ2Ge(r˜, r)] · [nˆ1(r)× ε∗1G
∗
m(r, r˜)]




where nˆ1(r) is the outward pointing normal on the surface S1, as shown in Fig. 3.1.
For any two vectors a,b and dyads A,B, the following property can be shown to be




a×A) · (b×B)} = Tr{(b×AT ) · (a×BT )}. Using this property, and
the reciprocity relations (Eq. 3.4, Eq. 3.5, and Eq. 3.6), we can derive the following
equations:
<Tr[nˆ2(r˜)× µ2Ge(r˜, r)] · [nˆ1(r)× ε∗1G
∗
m(r, r˜)] =




<Tr[nˆ2(r˜)×GE(r˜, r)] · [nˆ1(r)×G
∗
E(r, r˜)] =
















[nˆ1(r)× µ1Ge(r, r˜)] · [nˆ2(r˜)× ε∗2G
∗
m(r˜, r)]




The generalized transmissivity from object 2 to object 1, T e2→1(ω) can be determined
from Eq. 3.27 (or Eq. 3.25) by interchanging the subscripts 1 and 2 (r ∈ S1 and
r˜ ∈ S2 are dummy variables and do not affect the value of the double integral).












[nˆ2(r˜)× µ2Ge(r˜, r)] · [nˆ1(r)× ε∗1G
∗
m(r, r˜)]




That the expressions for generalized transmissivity derived earlier (Eq. 3.25 or Eq.
3.27) satisfy the principle of reciprocity in thermal radiative transfer, i.e. T e2→1(ω) =
T e1→2(ω), can be established by using Eq. 3.26b to modify the expression for T
e
2→1(ω)














[nˆ2(r˜)× µ2Ge(r˜, r)] · [nˆ1(r)× ε∗1G
∗
m(r, r˜)]




= T e1→2(ω) (Eq. 3.25)
(3.29)
Though expressions for T e1→2(ω) in Eq. 3.25 and Eq. 3.27 are surface integrals,
they are in fact derived from a volumetric integral over V1 (Eq. 3.16c). Similarly,
energy emission from the object Vl (l = 1, 2, · · · , N) is derived from a volumetric





(Eq. 3.25, Eq. 3.27, or Eq. 3.29) can be described as “interior formulae.” The
integration over V1 (for T
e
1→2(ω)) or V2 (for T
e
2→1(ω)) is made explicit by the presence
of ε1, µ2 (in Eq. 3.25) or ε2, µ1 (Eq. 3.27, Eq. 3.29). The corresponding “exterior
formula” should not involve, or appear not to involve, any of these properties in the
formula for transmissivity. The exterior formula for T e1→2 can be derived by using the













[nˆ1(r)× µhGe(r, r˜)] · [nˆ2(r˜)× ε∗hG
∗
m(r˜, r)]




There is a correspondence between the “direct” and “indirect” methods [215; 216;
217] and the “interior formula” and “exterior formula” derived above. It can be
shown that the “exterior formula” is a generalization of the “indirect” method to
include problems of near-field thermal radiative energy transfer between two objects,
in addition to the calculation of thermal emission from objects for which it is currently
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used. This correspondence will be undertaken in a future work and is not pursued
any further in this chapter.
Since T e2→1(ω) = T
e
1→2(ω), the net radiative exchange between objects 1 and 2,






[Θ(ω, T1)−Θ(ω, T2)]T e1→2(ω) (3.31)
From Eq. 3.31, a linearized conductance for radiative transfer between objects 1 and
2 can be defined as:
Ge1,2(T ) = lim
T1,T2→T
Q1,2








3.4.1 Generalized transmissivity for radiative momentum trans-
fer?
Though expressions for generalized transmissivity in terms of DGFs (Eq. 3.25, Eq.
3.27, Eq. 3.29, and Eq. 3.30) have been derived for energy transfer, we have been
unable to obtain equivalent expressions for generalized (vectorial) transmissivity or
conductance of thermal non-equilibrium momentum transfer. Why this is so can be
explained by considering the nature of the Poynting vector and the electromagnetic
stress tensor. It is a well-known property of Maxwell’s equations that the electric
field at any location due to sources within a particular object, for instance object
1 in Fig. 3.1, can be expressed in terms of surface integrals of tangential electric
and magnetic fields on the surface of that object. This property of electromagnetic
fields forms the basis for the boundary element method for numerical solution of
electromagnetic scattering problems. The normal component of the Poynting vector
on the surface of object 2, (E(r˜, t)×H(r˜, t))·n2(r˜), has an additional property that it
can be written as [(n2(r˜)× E(r˜, t))× (n2(r˜)×H(r˜, t))] ·n2(r˜). This ensures that the
radiative heat transfer between objects 1 and 2 can be expressed in terms of tangential
electric and magnetic fields on the surfaces of both objects. This property of radiative
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heat transfer is reflected in the different expressions for T e1→2(ω) because they contain
only tangential components of the DGFs on the surfaces of both objects. However,
the electric and magnetic stress tensors in Eq. 3.44a and Eq. 3.44b do not share
this property. The force exerted by object 1 on object 2 requires knowledge of not
only the tangential components of E and H on the surface of object 2 but also
the normal components. While our inability to deduce an appropriate form for the
transmissivity for momentum transfer does not mean that such a transmissivity does
not exist, Eq. 3.19, and Eq. 3.20 can still be used to determine σ
e
(r) (Eq. 3.44a) and
σ
m
(r) (Eq. 3.44b) for specific geometric configuration of objects, from which thermal
non-equilibrium van der Waals forces between objects can be computed.
For example, let us see the thermal non-equilibrium van der Waals force between
two half-spaces. Since we have not been able to derive a generalized transmissivity
for momentum transfer, we use Eq. 3.44a and Eq. 3.44b to derive the van der Waals
pressure in the vacuum gap. Because the film is perpendicular to the z direction, the
van der Waals pressure is given by the zz component of the stress tensor, σzz. Using
the expressions for Ge(r, r˜) and GE(r, r˜) in Eq. 3.19 and Gm(r, r˜) and GM(r, r˜) in










(1− |R˜(µ)h1 |2)(1 + |R˜(µ)h2 |2)










4=(R˜(µ)h1 )<(R˜(µ)h2 )e−2|khz |l
|1− R˜(µ)h1 R˜(µ)h2 e−2|khz |l|2
(3.33)
The superscript m in Tm,pp1→2 (ω) stands for “momentum.” Using the same notation as
Antezza et al. [45], the non-equilibrium force in the vacuum layer due to temperatures
TL of half space L and TR of half-space R, denoted by Pneq(TL, TR, l), is calculated





(Θ(ω, TL) + Θ(ω, TR))T
m,pp
1→2 (ω). Figure 3.2
shows the thermal non-equilibrium van der Waals force between two half-spaces of
various materials, separated by a vacuum gap of l = 100 nm, varies as the temperature
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Figure 3.2: Thermal non-equilibrium van der Waals force between two half-spaces
of various materials (gold (Au), polystyrene (PS)), with a separation of l = 100 nm,
temperatures TL = 300 K and TR (= 300 + ∆T ) varying from 300 K to 1000 K.
difference ∆T of two half-spaces, made of gold-gold, polystyrene-polystyrene, gold-
polystyrene, and polystyrene-gold. The temperature of left half-space is TL = 300 K,
and that of right one TR varies from 300 K to 1000 K. It can be seen that thermal
contribution to van der Waals force increases as temperature difference increases,
that is quite small in comparison with the van der Waals force due to zero-point
fluctuation.
3.5 Agreement with theory of blackbody radiative
transfer
Computing radiative transfer between two arbitrarily shaped isotropic objects using
Eq. 3.25, Eq. 3.27, or Eq. 3.30 is computationally involved because of the need to
compute the appropriate DGFs. However, for one class of objects, namely blackbodies
(or objects those can be approximated as blackbodies), the expression for generalized
transmissivity derived here can be used to obtain useful results irrespective of the
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shape. Blackbody radiative transfer is derived from Planck’s theory of blackbody
radiation and Kirchoff’s laws, both of which are consequences of thermodynamics
applied to relatively simple electrodynamical systems (for example, photon gas in a
piston with perfectly reflective walls). Using thermodynamic arguments, this idea is
generalized to arbitrarily shaped objects to yield Qbb1,2 = A1F1,2σSB (T
4
1 − T 42 ), where
σSB is the Stefan-Boltzmann constant, the superscript bb stands for “blackbody”, and
F1,2 is the view factor between objects 1 and 2. The view factor F1,2 between the two

















where Rˆ = (r− r˜)/|r− r˜|, R = RRˆ = r− r˜, r ∈ S1, and r˜ ∈ S2, and A1 is the area
of S1.
A blackbody is one that absorbs all radiation incident on it and scatters none.
For an object in vacuum (εh = µh = 1), this can be achieved by a region of space
(the blackbody) with permittivity and permeability given by ε = 1 + iδ, µ = 1 + iγ
such that δ, γ → 0, ensuring that there is no scattering by the object. The nominal
dimension L should be such that δkL  1 or γkL  1, where k = ω/c and c is
the speed of light in vacuum, ensuring that all the radiation entering the object is
absorbed. Because the properties of the objects differ infinitesimally from that of
the host medium, scattering can effectively be neglected and the DGFs, Ge(r, r˜) and





















When the spacing between objects is large compared to the wavelength, Eq. 3.35
reduces to:
Ge(r, r˜) = Gm(r, r˜) = Go(r, r˜) =
eikhR
4piR
(I − RˆRˆ) (3.36)
Similarly, GE(r, r˜) and GM(r, r˜) can be written as:
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To derive the generalized transmissivity between two blackbodies, the following
derivations are useful:
<Tr[(nˆ1(r)× µhGe(r, r˜)) · (nˆ2(r˜)× εhGm(r˜, r))∗]
=<Tr[(nˆ1(r)×Go(r, r˜)) · (nˆ2(r˜)×Go(r˜, r))∗]
=
[
nˆ1(r)× (I − RˆRˆ)]ij
[




nˆ1(r)× (θˆθˆ + φˆφˆ)]ij
[
nˆ2(r˜)× (θˆθˆ + φˆφˆ)]ji
(4piR)2
=
−2(nˆ1(r) · Rˆ)(nˆ2(r˜) · Rˆ)
(4piR)2
(3.38)
<Tr[(nˆ1(r)×GM(r, r˜)) · (nˆ2(r˜)×GM(r˜, r))∗]









nˆ1(r)× (φˆθˆ − θˆφˆ)]ij
[
nˆ2(r˜)× (φˆθˆ − θˆφˆ)]ji
(4piR)2
= k2h
−2(nˆ1(r) · Rˆ)(nˆ2(r˜) · Rˆ)
(4piR)2
(3.39)
Substituting Eq. 3.38 and Eq. 3.39 in Eq. 3.30, the generalized transmissivity

































(T 41 − T 42 )
=A1F1,2σSB(T
4
1 − T 42 )
(3.41)
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The agreement with earlier published works [128; 45] and the above derivation for the
radiative heat transfer between blackbodies attest to the correctness of our definitions
of the generalized transmissivity (Eq. 3.25, Eq. 3.27, and Eq. 3.30). Extension of
the proof given here to obtain Eq. 3.41 to the case of gray body radiative transfer is
not a simple one because we consider only specular reflection at surfaces.
3.6 Surface Patch contribution between two half-
spaces
In this section, our focus is on determining the energy transfer rate and van der Waals
force at any point on one of the half-spaces due to a part of the second half-space.
We need to decompose the flat surface into a series of surface patches shown in Fig.
3.3. The the normal component of the Poynting vector at a location r˜ on the surface











1→2(r˜, r, ω) (3.42)
where S
(e)
1→2(r˜, r, ω) is given by (Eq. 3.30)
S
(e)



















In Eq. 3.43, the vectors n1(r) and n2(r˜) are outward pointing unit normal vectors at
r and r˜ on the surfaces of objects 1 and 2 respectively. Re stands for “real part” and
the operator Tr denotes “trace”.
van der Waals pressure in vacuum can be determined from the Maxwell stress








are the electric and magnetic field





































Figure 3.3: A schematic diagram of surface patch contribution between two half-
spaces. The surfaces S1 and S2 correspond to the planes z = 0 and z = d. r˜ is
the location with coordinate (0, 0, d). Radiative energy and momentum transfer are
evaluated at vector r˜ due to a surface patch of area ρdρdθ containing the source vector
r on S1.

























The traction at a location r˜ on the surface of object 2 can be obtained by evaluating

































1→2(r˜, r, ω) =n2(r˜) · E
(1)












and E (1)pp (r˜) = TrE
(1)
(r˜). For the case of two half-spaces, the contribution to van der
Waals pressure at any location on the surface of half-space 2 due to half-space 1 can
be calculated by putting n2(r˜) = −zˆ. The term n2(r˜) · E
(1)




E (1)xx + E (1)yy − E (1)zz
)
, where the x and y axes are in the plane of the interface
and z axis is out of plane (see Fig. 3.3). Similarly, the other term n2(r˜) · H
(1)
(r˜) ·





The dyadic Green’s functions in Eq. 3.43 and those required to evaluate Eq. 3.45





and Gm(r, r˜) = G
(o)
(r, r˜) + G
(sc)
m (r, r˜), where G
(o)
(r, r˜), the DGF in a homogeneous
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i(z−z˜)kzv if z > z˜
xˆ(µ)(−kzv)xˆ(µ)(−kzv)ei(z˜−z)kzv if z < z˜
(3.47)
and the scattered DGFs, G
(sc)
e (r, r˜) and G
(sc)
m (r, r˜), are given by:
G
(sc)




















































where ρ = xxˆ + yyˆ, ρ˜ = x˜xˆ + y˜yˆ, kρ = kρkˆρ = kxxˆ + kyyˆ, xˆ
(s)(±kzv) = kˆρ × zˆ =
(kyxˆ− kxyˆ)/kρ, xˆ(p)(±kzv) = (∓kzvkˆρ + kρzˆ)/k0, µ′ = p if µ = s and µ′ = s if µ = p,

















i2kzvd if ν = ξ
(3.50)
The position vectors r = ρ and r˜ = ρ˜ + dzˆ lie on the interfaces of half-spaces 1 and
2 with vacuum respectively.
We can give the following physical interpretations to S
(e)





1→2(r˜, r, ω)ds(r)dω and S
(m)
1→2(r˜, r, ω)ds(r)dω are the contributions to energy flow rate
per unit surface area and pressure, respectively, at r˜ from a patch of area ds(r) at
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the position vector r ∈ S1 from the frequency interval (ω, ω + dω). In reality, the
sources for these interactions are spread throughout half-space 1 but the effect of these
sources at r˜ can be decomposed into contributions from the surface of half-space 1. In
Ref. [135], the authors have derived expressions for radiative energy and momentum
transfer between two objects in terms of volume integrals and corresponding surface
integrals of dyadic Green’s function of the vector Helmholtz equation (satisfying ap-
propriate boundary conditions). One of the advantages of using the surface integral
formalism is the potential reduction in computational cost from a three dimensional
domain to two dimensions.
Without loss of generality, r˜ will be chosen such that it lies on the z-axis. The
origin of the coordinate system is chosen to lie on the surface of half-plane 1. Hence
the coordinate of r˜ is (0, 0, d). Since the configuration has translational symmetry in
the x − y plane, the contributions to the energy transfer rate and pressure at r˜ are
axisymmetric. Hence, we choose r = ρ cos θxˆ+ ρ sin θyˆ, as shown in Fig. 3.3, where ρ
and θ are coordinates of r in plane polar coordinates. ds(r) has a magnitude ρdρdθ.
The in-plane wave vector, kρ, is defined as kρ = kρ(xˆ cosφ+ yˆ sinφ).
From the expressions for the DGFs in Eqs. 3.47 - 3.49, we can see that computing
S
(e)
1→2(r˜, r, ω) and S
(m)
















In Eq. 3.51, the functions f(kzv) and g(k¯zv) are functions of the reflection coefficients
as well as the gap between the two half-spaces. The vectors xˆ(µ)(νkzv), xˆ
(µ)(ξkzv),
xˆ(µ¯)(ν¯k¯zv), and xˆ
(µ¯)(ξ¯k¯zv), defined after Eq. 3.49, could be functions of φ or φ¯ too.
It should also be kept in mind that dot products of vectors associated with different
polarizations could arise, (when µ 6= µ¯). This is not surprising since we are, at this
stage, considering the interactions between parts of the two half-spaces. When this
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result is integrated appropriately from ρ = 0 to ρ = ∞, the dot products between
cross-polarizations drop out to give results similar to Eq. 3.30. The calculation
of S
(e)
1→2(r˜, r, ω) and S
(m)











. Because of these
operations, S
(e)
1→2(r˜, r, ω) and S
(m)
1→2(r˜, r, ω) can be written in the form:
S
(α)























[· · · ]
] (3.52)
where α = e,m, the coordinates of r˜ and r are (0, 0, d) and (ρ cos θ, ρ sin θ, 0) respec-
tively. The terms within [· · · ] denote products of different f(kzv) and g(k¯zv) functions.
It is important to keep in mind that the terms represented as [· · · ] are functions of
only kρ, k¯ρ and not of φ or φ¯.
Since kρ = kρ(xˆ cosφ+ yˆ sinφ) and k¯ρ = k¯ρ(xˆ cos φ¯+ yˆ sin φ¯), we can write:
kxk¯x + kyk¯y
kρk¯ρ
= cos(φ− φ¯) (3.53a)
kxk¯x − kyk¯y
kρk¯ρ








1± cos 2(φ− φ¯)] (3.53c)





dφei(x cosφ+nφ), the integration over φ or φ¯ in Eq.













dφdφ¯ei(kρ−k¯ρ)·ρ cos(φ− φ¯) = 4pi2J1(kρρ)J1(k¯ρρ) (3.54b)
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The position vector r now appears only in the argument of the Bessel functions as ρ






δ(kρ − k¯ρ), (3.55)
we have shown that integration of S
(e)
1→2(r˜, r, ω) and (2ω/c
2)S
(m)
1→2(r˜, r, ω) over S1 yield
exactly the same results of energy and momentum transfer between two half-spaces
(see Eq. 40 and Eq. 41 in Ref. [135]).
In order to simplify the terms within [· · · ] in Eq. 3.52, we define a general form



























where qρ = kρ/k0 is a non-dimensionalized in-plane wave vector, qzv = kzv/k0 is the
non-dimensionalized z-component wave vector, 1 + f
(µ)
±± = (1± R˜(µ)v1 )(1± R˜(µ)v2 )/D˜(µ),
1 + f
(µ)















±R˜(µ)v1 ∓ R˜(µ)v2 − R˜(µ)v1 R˜(µ)v2 (1− ei2qzvk0d)
D˜(µ)
(3.57b)
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where, µ′ = p if µ = s and µ′ = s if µ = p.
Similarly, by substituting the definitions from Eq. 3.56 into Eq. 3.45, we obtain














































where, µ′ = p if µ = s and µ′ = s if µ = p.
3.6.1 Evaluating functions of surface patch contributions
To calculate S
(e)
1→2(r˜, r, ω) and S
(m)
1→2(r˜, r, ω), we take the two half-spaces to be silica.
The real and imaginary parts of the dielectric function of silica [142] are shown in Fig.
3.4a. We plot the spectral contributions of radiative energy transfer and van der Waals














1→2(r˜, r, ω) =
T
(m)
1→2(ω), respectively, in order to identify frequency intervals of interest in evaluation
of S
(e)
1→2(r˜, r, ω) and S
(m)
1→2(r˜, r, ω). The calculations are done for d = 10 nm, T1 = 300
K and T2 = 0 K.
We can see from Fig. 3.4b that T
(e)
1→2(ω) has contributions from lower frequencies
compared to T
(m)
1→2(ω). This is because only temperature dependent fluctuations give
rise to net radiative energy transfer whereas van der Waals pressure at any location has
contributions from zero-point fluctuations as well [219]. For far-field thermal radia-











is wavelength corresponding to the peak of the blackbody spectrum
[103]. The contribution to van der Waals pressure is skewed towards the ultra-violet
portion of the electromagnetic spectrum because of the zero-point fluctations. Using
ωc = 2 × 1016 rad/s and ωc = 2pic/λT as the characteristic frequencies for van der
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Figure 3.4: (a) Real and imaginary parts of dielectric function of silica. (b) Spectral
contributions of radiative energy transfer (dashed line) and van der Waals pressure
(solid line). Because of the logarithmic x-axis, we have plotted ω ln(10)T
(α)
1→2 (α =
e,m) so that the area under the plotted graph is proportional to the integral of T
(α)
1→2.
Waals pressure and energy transfer, respectively, we see that a non-dimensional size
parameter, defined as ωcd/c is ≥ 0.6 for van der Waals pressure and ≈ 0.006 for
energy transfer. Hence, the computation for van der Waals pressure is expected to
be much tougher than for energy transfer.
S
(e)
1→2(r˜, r, ω) is evaluated directly by computing Eq. 3.58. To compute S
(m)
1→2(r˜, r, ω),
we split it into two parts. We write S
(m)
1→2(r˜, r, ω) = S
(m)h
1→2 (r˜, r, ω) + S
(m)sc
1→2 (r˜, r, ω).
S
(m)h
1→2 (r˜, r, ω) is the contribution to S
(m)
1→2(r˜, r, ω) when the half-spaces are replaced
by vacuum. S
(m)sc
1→2 (r˜, r, ω) contains the effect of reflections at the interfaces between
vacuum and half-spaces as well as the d-dependent part of S
(m)
1→2(r˜, r, ω).
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3.6.2 Zones of influence for energy transfer and van der Waals
pressure
Having ascertained the accuracy of our computation of S
(e)
1→2(r˜, r, ω) and S
(m)
1→2(r˜, r, ω)
(by two measures), we now determine the contribution to energy flux and van der
Waals pressure at r˜ from a disk of radius ρ (see Fig. 3.5a). Keep in mind that the
coordinate of r˜ is (0, 0, d). We should stress that the interaction from the disk of
radius ρ comes from thermal sources distributed all over half-space 1. Because of
axisymmetry, the contributions to energy and momentum transfer from all points
within a circular ring of radius ρ and thickness dρ are identical. Instead of plotting
S
(α)
1→2(r˜, r, ω) (α = e,m), we plot the fraction of total energy flux (or van der Waals





























In Fig. 3.5b - 3.5d, we plot p(e)(ρ, d) and p(m)(ρ, d) as a function of ρ/d for d = 10
nm and d = 100 nm between two half-spaces with silica, silicon carbide and gold,
respectively. The two curves show differences which reflect the differences between
energy transfer and van der Waals pressure. Since energy transfer always takes place
from higher to lower temperatures, all portions of S1 contribute positively to the
total energy transfer (as the curves with triangle markers shown in Fig. 3.5b - 3.5d).
Hence, p(e)(ρ, d) is a monotonically increasing function of ρ. Clearly, momentum
transfer has no such restrictions and one part of S1 contributes an attractive pressure
at r˜ while the rest contributes a repulsive pressure [2; 27], even though the total van
der Waals pressure is attractive. There are three findings: (1) it can be seen clearly
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Figure 3.5: Cumulative partial contributions to energy and momentum transfer from
a disk of radius ρ from 0 to 100d. (a) Axisymmetric cross section of two half-planes
with a circular disk of radius ρ highlighted as thicker portion of surface S1. Thermal
sources are distributed throughout the bottom half-space. (b) Silica: Cumulative
contribution curves as a function of non-dimensional fraction ρ/d to radiative energy
(with triangle markers) and momentum transfer (with circular or square markers)
between two half-spaces. d = 10 nm and 100 nm. In the inset, the same curves are
shown on a logarithmic x-scale. (c) Silicon carbide. (d) Gold.
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that some portions of the surface contribute to a repulsive pressure - the contributions
of the region ρ ≥ 3d of S1 for silica (as the curves with circular and square markers
shown in Fig. 3.5b), the region ρ ≥ 2d for silicon carbide (Fig. 3.5c), and the
region ρ ≥ 5d for gold (Fig. 3.5d), to van der Waals pressure are repulsive, (2) to
make up for the repulsive contributions from certain regions, van der Waals pressure
from other parts of the surface has to be greater than the total pressure between
two half-spaces, and (3) for the materials studied here, the extent of the surface
required to reach 90 % (or any value close to 100 %) of total pressure is less than that
required to capture the same fraction of total energy transfer. Since the dependence
of radiative energy transfer or van der Waals pressure between half-spaces is taken
to be the basic result from which the rate of energy transfer or pressure between
two curved surfaces is computed by the proximity approximation [133; 220; 221;
222], the results presented here seem to indicate that a proximity-like approximation
might be more valid for van der Waals and/or Casimir pressure than for radiative
energy transfer.
It is worth noting that the cumulative partial contributions to radiative energy and
momentum transfer as shown in Fig. 3.5 are qualitatively similar for both dielectric
materials (silica and silicon carbide) and metals (gold), though their optical properties
can be significantly different [142]. This is not to say that the magnitudes are similar.
In particular, the radiative energy transfer at any gap between silica and silicon
carbide half-spaces exceeds that between gold half-spaces considerably [103; 223]. It
is well-known that the surface phonon polaritons, which are excited at 0.061 eV and
0.142 eV for silica and at 0.117 eV for silicon carbide, can enhance the near-field
radiative transfer [224; 112], in-plane thermal conductivity of thin films [114] and
the optical force in nanostructures [113]. Unlike silica or silicon carbide, a half-space
of a metal such as gold is a near-perfect reflector in the visible and near-infrared
spectra. Since the plasmon polariton frequencies for metals (e.g. plasma frequency
ωp = 9.019 eV for gold [225]) are higher, the coupling of surface plasmon polaritons
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at the gold/vacuum or gold/dielectric interface contributes significantly to van der
Waals pressure [187; 226]. A systematic investigation of the dependence of p(e)(ρ, d)
and p(m)(ρ, d) on the optical properties of the materials will reveal more information
but is not pursued in this work.
We also notice that p(e)(ρ, d) for d = 10 nm and d = 100 nm are coincident whereas
they are not for p(m)(ρ, d). This is because contributions to energy transfer arise from
evanescent waves at low enough frequencies such that the electrostatic approximation
(ωd/c 1) is valid. In the electrostatic approximation, it can be shown that p(e)(ρ, d)
is simply a function of ρ/d. This is not so for van der Waals pressure since the most
of the contributions arise from frequencies where the phase is important.
3.7 Conclusion
In this chapter, we have developed a dyadic Green’s function formalism to deter-
mine radiative heat transfer and non-equilibrium van der Waals and Casimir forces
between objects of arbitrary shapes, sizes, and with frequency dependent dielectric
permittivity and magnetic permeability. The cross-spectral densities of electromag-
netic fields are necessary to evaluate Poynting vector and electromagnetic stress tensor
from which radiative transfer and forces between objects can be evaluated. Using Ry-
tov’s fluctuational electrodynamics, expressions for cross-spectral densities in terms of
volume integrals of products of DGFs are obtained. Green’s identities for dyadic func-
tions are then used to convert these volume integral expressions into surface integrals
of products of tangential components of the DGFs on the surfaces of scatterers. The
spectral radiative transfer between two objects is described in terms of a single quan-
tity - the generalized transmissivity - which can be represented as a double integral
of products of tangential components over the surfaces of the two objects. The spec-
tral integral of T e1→2(ω) weighted by the temperature derivative of the Bose-Einstein
function yields the thermal radiative conductance between the two objects. In the
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geometric optics limit, the thermal radiative conductance between two blackbodies,
as derived from the generalized transmissivity, is shown to agree with the predictions
of the classical theory of radiative transfer.
While many computational methods, such as finite element method, vector eigen-
function expansion, or T-matrix method, can be employed to compute T e1→2(ω), the
surface integral expression in Eq. 3.30 points towards the surface integral equation
method (SIEM) as best-suited for the purpose. We are aware of a recently released
free software titled SCUFF-EM (Surface CUrrents Field Formulation of Electro-
Magnetism) based on a surface integral formulation of the electromagnetic scattering
problem [227; 228]. The main advantage of a surface integral equation based method
is the potential reduction in computational cost due to restriction of the discretization
domain to a surface rather than a volume. This advantage becomes more important
as the size of the object becomes larger.
Based the proposed surface integral expression of the dyadic Green’s functions,
we have calculated the contribution to the energy flux or van der Waals pressure
at any location on the surface of one half-space attributable to different portions of
the surface of the other half-space. We have shown that near-field radiative energy
and momentum transfer have different zones of influence of interactions, which could
be important to take into consideration when deriving proofs for the applicability
of the proximity or modified proximity approximation for fluctuational momentum
and energy transfer between curved surfaces [170; 229; 230; 221; 222]. Since certain
portions of the surface contribute to a repulsive pressure, which is confirmed for some
materials (silica, silicon carbide and gold) in this work, it may be possible to create
objects with net repulsive van der Waals pressure by truncating or texturing the
surfaces appropriately [143; 23; 144; 22].
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In the preceding chapters, I have studied the near-field radiative energy transfer,
fluctuation-induced van der Waals force in any dissipative media at uniform tem-
perature, and van der Waals force in the vacuum at thermal non-equilibrium. My
goal is to solve a complicated problem of van der Waals force in dissipative media at
different temperature, namely the problem of Dzyaloshinskii, Lifshitz, and Pitaevskii
but under conditions of thermal non-equilibrium, which has not been investigated
yet. While combining the proposed method for calculating van der Waals force in
dissipative materials in Chapter 2 and the formulae for van der Waals force due to
thermal sources derived in Chapter 3 to evaluate the thermal non-equilibrium contri-
bution to van der Waals force in dissipative media, there exists an infinite term which
cannot be eliminated from derivation. To understand the thermal non-equilibrium
van der Waals force physically and mechanically, it drives us to apply a more careful,
deeper, and complete thermodynamic analysis for near-field thermal radiative trans-
fer, which requires the knowledge of not only momentum and energy transfer, but
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entropic contribution as well.
In this chapter, a theoretical formalism is developed for the first time to evaluate
the entropy density and entropy flux that takes into account near-field effects. The
expressions for entropy density and flux in a vacuum cavity between planar multilay-
ered media are derived in terms of local density of photons, local density of accessible
microscopic states, and velocity of energy transmission. The proposed method is used
to determine the maximum work that can be extracted and a thermodynamic limit
of energy conversion efficiency that can be obtained in near-field thermal radiation.
4.1 Introduction
The inception of modern quantum physics can be traced back to Planck’s pioneering
work on blackbody radiation [12]. Central to Planck’s work is the thermodynamic
analysis of thermal radiation in a cavity, which requires knowledge of energy, mo-
mentum, and entropy of photons. Planck’s analysis is restricted to the case when
near-field effects, i.e., the collective influence of diffraction, interference, and tun-
neling of waves, are absent [12]. When all objects are at the same temperature,
i.e. in thermal equilibrium, thermodynamic analysis can be completed by knowl-
edge of the pressure or stress tensor alone because changes in Helmholtz free en-
ergy can be equated to the pdV work done in compression or expansion. From
Helmholtz free energy, other quantities of interest, like entropy, can be derived.
In thermal non-equilibrium, Helmholtz free energy can no longer be used and we
need to know the entropy due to near-field effects in addition to the stress tensor.
Though enhancement of radiative transfer due to near-field effects has been proposed
as a method of increasing the power density of thermophotovoltaic devices [86; 85;
93], thermodynamic analysis is absent from literature because of, primarily, the lack
of knowledge of entropy transfer between two objects at different temperatures when
near-field effects are important.
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Though the near-field radiative energy and momentum transfer are well known
[140; 135], little is known about entropy associated with near-field radiative trans-
fer [155]. In the intervening six years, not much has changed with respect to our
knowledge of entropy transfer in the presence of near-field effects. In this chap-
ter, we show how near-field entropy density and flux in a planar vacuum cavity
between two half-spaces at different temperatures can be determined. Using the
entropy flux, we predict the maximum work that can be extracted through near-field
radiative transfer between two half-spaces at different temperatures. In developing
the theory of entropy density and entropy flux, we have defined two new concepts
that will, hopefully, prove useful elsewhere too. They are (1) the concept of lo-
cal density of accessible microscopic states, and (2) generalized spectral specific in-
tensity, which enables usage of the concept of specific radiative intensity [12; 105;
231] for propagating as well as evanescent waves.
First, we review a subset of the works on entropy density and flux of thermal
radiation relevant to this work. For blackbody radiation at temperature T , the far-
field spectral entropy intensity of radiation (per polarization) is given by (See Eq.

























where kB is Boltzmann constant, c is the speed of light in free space, ω is the angular
frequency, 2pih¯ is the Planck constant, and I(ω, Ωˆ) is the spectral radiation intensity







The assumptions in Eqs. 4.1 and 4.2 are (1) the speed of light is given by its value in
free space, and (2) the density of states per polarization is given by its value in free
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space (ω2/2pi2c3).
Petela [232] used the concept of exergy or availability of unpolarized uniform
radiation to calculate the maximum work that can be extracted from two thermal
reservoirs interacting through thermal radiation. His approach relied on defining




T 4 + 2pi
∫
Iω(T )dω − 2piT
∫
lω(T )dω (4.3)
where, b is exergy of radiation, σ is Stefan-Boltzmann constant, Iω and lω are isotropic
energy and entropy intensity, respectively. Landsberg and Tonge [148] introduced the
concepts of dilute blackbody radiation and effective temperature in order to determine
the amount of work that can be extracted from solar radiation (See Sec. 4.5 for further
details of Landsberg and Tonge [148]).
The first investigation of entropy of interfering electromagnetic beams can be
attributed to von Laue [233]. Since the original paper is in German, we rely on
Nigam’s work [234], which is based on von Laue’s work but is in English. Relying on
Planck’s expression for entropy intensity, von Laue’s surprising conclusion was that
interference effects could lead to a decrease in the total entropy of two interfering
beams. The entropy of N (N ≥ 2) partially coherent pencils of radiation was in-
vestigated by Barakat and Brosseau [235; 236]. The N = 2 case was investigated
earlier by von Laue [233]. The key result of the works of von Laue and Barakat
and Brosseau useful for this work is that the total entropy of two incoherent pencils
of radiation is the sum of the entropies of the two pencils. There have been other
works too expounding on the entropy of far-field thermal radiation [151; 152; 155;
153; 156], all of which rely on Planck’s theory of thermal radiation.
The position dependence of energy and entropy density due to near-field effects in
thermal equilibrium was investigated for the first time by Dorofeyev [162]. In his work,
the ω2/pi2c3 is replaced by the local density of states, which is position dependent.
That Dorofeyev’s method is valid only at equilibrium can be seen from the relation
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for spectral entropy density, [162] which is




kBT ln (Z(ω, T ))
]
(4.4)
where ρω(ω, r) is position dependent local density of states, and Z(ω, T ) is the equi-
librium partition function Z(ω, T ) = exp(−h¯ω/2kBT )/[1 − exp(−h¯ω/kBT )] . As we
will show in Sec. 4.5, the entropy flux in thermal equilibrium is identically equal
to zero (as is energy flux). We should also mention that Perez-Madrid et al. [237;
126; 154] have treated energy transfer between two objects under the framework of
mesoscopic non-equilibrium thermodynamics. Although the word “entropy” appears
a few times in their works, it has very little, if anything, to with the near-field entropy
density or flux in this study. Their work deals mainly heat exchange between two
nanoparticles which can change configuration in the near-field [237]. The mesoscopic
entropic formalism was introduced to take into account the changes in particle shape
and structure and not the thermally generated electromagnetic waves themselves.
With the exception of Dorofeyev’s work [162], most works on entropy of thermal ra-
diation make the assumption that the local density of states and velocity of radiation
are independent of position and given by their values in free space. These assumptions
break down when near-field effects are present and, to the best of our knowledge, have
not been investigated under conditions of thermal non-equilibrium.
The structure of the chapter is as follows. In Sec. 4.2, elements of fluctuational
electrodynamics necessary to determine entropy density and entropy flux are dis-
cussed. In Sec. 4.3 we derive an expression for entropy density of near-field thermal
radiation in a vacuum cavity between two planar multilayer objects. The concept of
accessible microscopic states is also discussed here. In Sec. 4.4, we define the concept
of generalized radiative intensity, and use it to determine entropy flux. In Sec. 4.5,
we show that the entropy density and flux as formulated here agrees with Planck’s
blackbody radiation theory. We also use the entropy flux in order to determine the
maximum efficiency of conversion of heat to work. This work is summarized in Sec.
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4.6.
4.2 Theoretical fundamentals
Rytov’s theory of fluctuational electrodynamics [14] can be thought of as a com-
bination of statistical physics, quantum physics, and macroscopic electrodynamics.
The fluctuation-dissipation theorem [16; 212] is used to relate the power spectral
density of the fluctuating charge density to the local temperature, frequency de-
pendent relative dielectric permittivity [ε(ω)], and relative magnetic permeability
[µ(ω)] of the object. For vacuum ε(ω) = µ(ω) = 1 for all ω. The electromagnetic
fields generated because of any charge distribution can be written as integrals of
the electric and magnetic dyadic Green’s functions, Ge(ω; r, r
′) and Gm(ω; r, r′).[60;
135; 190] The details of the dyadic Green’s functions, such as the boundary condi-
tions and reciprocity relations they satisfy, are given in the following references.[135;
190] Since we are concerned with fluctuational phenomena, the ensemble averages of
products of field components E(ω, r) and H(ω, r) are of interest to us. For instance,
spectral energy transfer between two objects can be obtained from the ensemble av-
eraged spectral Poynting vector: [15]
Pi(ω, r) = <(ijk〈Ej(ω, r)H∗k(ω, r)〉) (4.5)
where Pi is the i
th component of the Poynting vector P (i = 1, 2, 3 or x, y, z), and
ijk is the Levi-Cevita symbol. The spectral energy density, u(ω, r), at any location









where ε0 and µ0 are the permittivity and permeability of free space. Since the
temperatures of objects are assumed to be time-invariant, Poynting vector and en-
ergy density can be determined from their spectral counterparts using the relation
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Figure 4.1: Multilayered half-spaces separated by a vacuum gap of thickness l0.





f(ω, r)dω, where f(ω, r) is Pi(ω, r) or u(ω, r). An important distinction be-
tween energy transfer and energy density is that energy transfer between two objects
is non-zero only if they are at different temperatures, whereas energy density can be
non-zero irrespective of the temperatures of the objects.
While the theory of thermodynamics of near-field radiative transfer should be
applicable to objects of arbitrary shapes and sizes, we focus on the case of planar
multilayered objects as shown in Fig. 4.1, since the dyadic Green’s functions are well
known [191; 238]. The two half-spaces in Fig. 4.1 to the left and right, L and R
respectively, are at temperatures TL and TR. Each half-space, composed of a homo-
geneous material or multiple planar films, is assumed to be isothermal. Multilayered
half-spaces do not introduce any conceptual difficulties and are taken into account via
generalized Fresnel reflection coefficients, R˜0L and R˜0R [191; 238]. Because of trans-
lational symmetry in the x− y plane, all quantities of our interest only depend on z.
By using the theory of fluctuational electrodynamics and the dyadic Green’s function
formalism [135] (Antezza et al. [45] used the same formalism to calculate the thermal
non-equilibrium stress tensor in the vacuum cavity), the integral expressions can be
obtained for the energy density due to thermal fluctuations, u
(j)
h (z), in vacuum due
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to j-polarized electromagnetic waves from half-space h (h = L,R). j = s stands for
transverse electric polarization and j = p stands for transverse magnetic polarization.
u
(j)
L (z) and u
(j)




























































































































propagating waves (PW) (0 ≤ kρ < k0) and k2ρ−β2z0 = k20 for evanescent waves (EW)
(k0 ≤ kρ < ∞); l0 = |zR − zL| and Θ(ω, T ) = h¯ω/ (exp(h¯ω/kBT )− 1). The square
roots of kz0 and βz0 are defined so that kz0 ≥ 0 and βz0 ≥ 0. The triple integrals are
performed over all frequencies or k0 and in-plane wave vector space (kρ cosφ, kρ sinφ)
where 0 ≤ φ < 2pi, and 0 ≤ kρ < k0 for propagating waves, and k0 ≤ kρ < ∞ for
evanescent waves. We use k0 instead of ω so that it has the same physical dimension
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as kρ. The reason for the unusual form of infinitesimal volume element of integration
will be explained shortly in Sec. 4.3.1.
The energy flux, which can be obtained from the z-component of the Poynting







































































The energy flux from sources in L, E˙
(j)
L , is in the positive z-direction and that from
sources in R, E˙
(j)
R , is in along the negative z-direction (hence, the negative sign in
Eq. 4.8b).
The spectral energy density due to thermal fluctuations at any location in ther-
mal equilibrium at temperature T can be written as u(ω, r) = ρω(ω, r)Θ(ω, T ). [172;
190] In Planck’s work,[12] the function ρω(ω, r) = ω
2/pi2c3, independent of r, is the
electromagnetic density of states in free space. When near-field effects are impor-
tant, ρω(ω, r) becomes position-dependent and is known as the (electromagnetic)







Ge(ω; r, r) + Gm(ω; r, r)
]
(4.9)
where Tr(G) = G11 + G22 + G33. Unlike energy density due to thermal fluctuations
and energy flux, it does not make sense to integrate ρω(ω, r) over all frequencies since
the integrand increases as ω2 as ω →∞. Since we have chosen the spectral variable
to be k0 = ω/c instead of ω, we define a new local density of states ρk0(k0, r) such that




(k0, z) is given by:
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4.3 Determining entropy density
Entropy can be described by determining the number of accessible microscopic states
into which a given number of photons are distributed because of the presence of
near-field effects. Let the space containing the microscopic states into which the
electromagnetic waves or photons are distributed be represented by µ. The space
µ that contains the microscopic states is as yet undefined. We will use Eq. 4.7 to
determine µ. Consider a volume within the vacuum cavity of lateral area A (in the
x− y plane) lying between coordinates z and z + dz. The total number of accessible
microscopic states in an infinitesimal element dµ within the volume Adz of real space
is ρa(µ, z)dµAdz. We will refer to ρa(µ, z) from now on as “local density of accessible
microscopic states.” We will show that ρa(µ, z) is independent of the half-space under
consideration. ρa(µ, z) is related to ρk0(k0, z) but need not be equal to it. The number
of photons from half-space h (h = L or R) within the states dµ in the volume Adz is
nh(µ, z)dµAdz. The entropy associated with the nh(µ, z)dµAdz photons is given by:
sh(µ, z)dµAdz = kB ln δWh (4.11)
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where δWh is the number of ways in which nh(µ, z)dµAdz photons can be distributed
in ρa(µ, z)dµAdz states. δWh is given by [239; 73]
δWh =
(nh(µ, z)dµAdz + ρa(µ, z)dµAdz − 1)!
(nh(µ, z)dµAdz)!(ρa(µ, z)dµAdz − 1)! (4.12)
Substituting Eq. 4.12 into Eq. 4.11, the polarization dependent entropy density due
to temperature Th is
s
(j)







































But for the position-dependent n
(j)
h (µ, z) and, as yet undefined, ρ
(j)
a (µ, z), Eqs.
4.13 and 4.1 are remarkably similar. Since plane waves with different µ are incoherent,
the entropy density due to them must be additive. [233; 235; 236] The same can be
said of waves generated from the two half-spaces. Hence the total entropy density at


















R are entropy contribution due to thermal fluctuations in the left
and right half-spaces respectively. Thermal non-equilibrium entropy density can be
evaluated only if we can determine µ, n
(j)
h (µ, z) and ρ
(j)
a (µ, z).
4.3.1 Determining µ, n
(j)
h (µ, z) and ρ
(j)
a (µ, z)
The {kρ, kz} or {kρ, βz} space can be filled by constant k0 or constant energy surfaces.






0) and hyperboloids for
EW (k2ρ−β2z = k20), are shown in Fig. 4.2a and Fig. 4.2b respectively (only kz, βz > 0
portion is shown). The kz and βz axes are parallel to the positive z-axis. Because of
the dispersion relations for plane waves, the constant k0 surfaces are double valued.
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Figure 4.2: Constant frequency surfaces in upper half-space for (a) propagating
waves (0 ≤ kρ < k0), (b) evanescent waves (kρ ≥ k0).
For each value of kρ, there exist two values of kz or βz, given by kz0 = ±
√
k20 − k2ρ for
kρ ≤ k0 and βz0 = ±
√
k2ρ − k20 for kρ > k0. Since the expression for energy density
(or stress tensor) is an integral over the in-plane wave vectors and frequency, we can
identify µ as the space spanned by {kρ ∈ (0,∞), φ ∈ (0, 2pi), kz or βz ∈ (−∞,∞)}.
Consider a differential patch on a constant energy surface (blue patches in Fig.
4.2a and Fig. 4.2b) whose projected area in the kx−ky plane is dkxdky or kρdkρdφ. The
area of this blue patch is given by dS =
kρdkρdφ
| cos θz(µ)| , where θz(µ) is the angle between
the surface normal to the constant energy surface and the kz or βz axis. cos θz(µ) =




ρ for evanescent waves. dµ
is an infinitesimal volume element of area dS on a constant k0 surface and thickness
dk0 perpendicular to it. The magnitude of dµ is dk0dS, given by
dµ =
dk0dkρkρdφ












At any location z, n
(j)
h (µ, z) can be related to u
(j)














h (µ, z) (4.16)
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where PW and EW stand for “propagating wave” and “evanescent wave” respec-



















































By comparison with Eq. 4.7, n
(j)
L (µ, z) and n
(j)
R (µ, z) are given by:
n
(j)
































































) ] for EW
(4.20b)
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That n
(j)
L (µ, z) and n
(j)
R (µ, z) are given by Eqs. 4.20a and 4.20b for kz0 < 0 or
βz0 < 0 can be seen from the following identities:[36; 191]R˜
(j)
0h (kz0) = R˜
(j)−1
0h (|kz0|) for PW
R˜
(j)
0h (βz0) = R˜
(j)−1
0h (|βz0|) for EW
(4.21)
In Eq. 4.21, all wavevectors other than kz0, βz0 are left unchanged. Since Eqs.





R (µ, z) can be associated with either surface. Since the Poynting vector due to
thermal sources in L and R point in the positive and negative z directions respectively
at any location in the vacuum gap, we will associate n
(j)
L (µ, z) and n
(j)
R (µ, z) with the
kz0, βz0 > 0 and kz0, βz0 < 0 portions of the µ-space respectively.
The local density of states, ρ
(j)
k0
(k0, z), can also be split into a local density of
microscopic states, ρ
(j)










dSρ(j)µ (µ, z) +
∫
EW































for any function f(µ). In parallel with
∫










From Eq. 4.10, ρ
(j)
µ (µ, z) can be identified as:
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It can be seen from Eq. 4.26 that, as with n
(j)
L (µ, z) and n
(j)
R (µ, z), the expression for
ρ
(j)
µ (µ, z) is valid irrespective of the sign of kz0 and βz0.
n
(j)
L (µ, z) and n
(j)
R (µ, z) are dependent on temperature TL and TR respectively,
while ρ
(j)
µ (µ, z) is temperature independent. This is because n
(j)
h (µ, z) is related to
the energy density at z due to thermally fluctuating sources in half-space h at tem-
perature Th. ρ
(j)
µ (µ, z), on the other hand, is a property of electromagnetic waves for
the given configuration of objects and is not dependent on the temperature distri-
bution anywhere [172; 190] (all material properties are assumed to be temperature
independent).
Two questions still need to be answered: (1) Is ρ
(j)
µ (µ, z) = ρ
(j)
a (µ, z)?, and (2)
Why are n
(j)
L (µ, z) and n
(j)
R (µ, z) used separately to determine s
(j)
L (µ, z) and s
(j)
R (µ, z)





R (µ, z) into consideration?
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We now show that ρ
(j)
a (µ, z) = ρ
(j)
µ (µ, z)/2 in the case of thermal non-equilibrium.
ρ
(j)
µ (µ, z) is defined, according to Eqs. 4.22 and 4.26, as an integrand over the pro-
jected area of the constant k0 surface on the kρ plane. Since both halves of the
constant k0 surface corresponds to the same projected area on the kρ plane, ρ
(j)
µ (µ, z)
should be divided equally between them. Hence ρ
(j)
a (µ, z) = ρ
(j)
µ (µ, z)/2. The case of
thermal equilibrium should be treated differently and is discussed in Sec. 4.5.
To justify that entropy density s
(j)
h (µ, z) in thermal non-equilibrium (TL 6= TR)
can then be determined by substituting n
(j)
h (µ, z) and ρ
(j)
a (µ, z) into Eq. 4.13, we
draw on the works of von Laue [233] and Barakat [235; 236] (von Laue’s paper, which
is in German, should be translated to English so that much-deserved credit can be
attributed to his work). Barakat showed that the entropy of two incoherent beams
should be additive. Let us take into consideration the two plane waves with the same
kρ and k0 but originating from L and R. The plane wave generated from half-space
h (h = L,R) is the result of all thermal sources within half-space h alone. These
two plane waves, despite the same value of kρ and k0 are incoherent because they
are generated by thermal fluctuations in different objects. Hence the entropy of the
two plane waves should be the sum of the entropy of each of the plane waves. This
property of entropy density can be satisfied only if n
(j)
L (µ, z) and n
(j)
R (µ, z) are taken
separately to evaluate s
(j)
L (µ, z) and s
(j)
R (µ, z) respectively.
Zhang and Basu [155] have also considered the problem of entropy transfer by
thermal radiation between two diffuse and gray[231; 105] (emissivity less than 1)
half-spaces at different temperatures in the far-field limit. The reader will realize
that the prediction of our theory, in the far-field limit, for entropy transfer is in
contradiction with that of Zhang and Basu.[155] The difference in results are because
of the differences in assumptions between our work and that of Zhang and Basu.[155]
Our assumption is that the interfaces are perfectly smooth and planar surfaces at
which waves undergo coherent scattering. Zhang and Basu [155] assume that photons
undergo diffuse and incoherent scattering at the interface.
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4.4 Determining entropy flux
4.4.1 Generalized spectral specific intensity
We know from the theory of blackbody radiation that the concept of spectral specific
intensity of thermal radiation is used extensively to compute energy and entropy fluxes
(see Eqs. 4.1 and 4.2). In trying to extend the calculation to include near-field effects,
we partially resolve the following vexing question in the theory of radiative transfer:
what is the equivalent of radiation intensity in a field theory, such as the theory of
electromagnetic fields governed by Maxwell’s equation? In Maxwell’s equation, the
flux at any point is governed by the Poynting vector and there is no necessity of an
intensity-like term.[240] Though some progress has been made in reconciling radiative
transfer and Maxwell’s equations by using the concept of energy streamlines, [241;
242] a concrete definition of an intensity-like quantity is still unavailable.
Just as entropy density is obtained from energy density in Sec. 4.3, determining
entropy flux requires knowledge of energy flux, which is obtained from the Poynting
vector. The polarized energy flux from half-space h can be re-written (from Eq. 4.8)








cos θz(µ)Θ(ω, Th)T (j)(µ) (4.27)
where T (j)(µ) is given by:
T (j)(µ) =













R < 0, in agreement with Eqs. 4.8a and 4.8b. T (j)(µ) in Eq. 4.28 can be
interpreted as a generalized transmissivity [128; 198; 135] in vacuum between two
multilayered half-spaces L and R. Here, we can define a generalized spectral specific
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Figure 4.3: Generalized polarized radiation intensity on constant frequency surfaces
for (a) propagating waves, and (b) evanescent waves.





Θ(ω, Th)T (j)(µ) (4.29)
The concept of specific intensity in classical theory of thermal radiation is associated
with the power contained in a cone of dΩ. For propagating waves, dS/k20 can be
associated with the solid angle in the direction of propagation because the constant
k0 surface happens to be spherical. The solid angle interpretation of intensity is
invalid for evanescent waves.
I(j)(µ) on the positive half of a constant k0 surface for propagating waves and
evanescent waves (the entire surface is not shown) are shown in Fig. 4.3a and Fig.
4.3b respectively (simulation performed for s polarization, l0 = 5 µm, 2pi/k0 = 10
µm, εL = εR = 2.2 + 0.01i). In each of the two figures, the length of the arrows
are proportional to the magnitude of I(j)(µ). The arrows are perpendicular to the
constant k0 surface. As kρ →∞, the length of the arrows decreases exponentially, in
accordance with Eq. 4.28.
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e,h(µ, z) is the z-component of the polarization dependent local velocity of
energy transmission associated with photons from half-space h. By using Eqs. 4.20,
Eq. 4.27, and 4.28, we can show that v
(j)


























































for evanescent waves. In Eqs. 4.31 and 4.32, h¯ = R if h = L and h¯ = L if h = R; lL =
z−zL and lR = zR−z. The z-component of the energy transmission velocity v(j)e,h(µ, z)
of electromagnetic waves from half-space h depends only the reflection coefficient R˜
(j)
0h¯
at the vacuum-h¯ interface, thereby ensuring that v
(j)
e,h(µ, z) is given by ckz0/k0 when
R0h¯ = 0. Hence, as expected, the energy transmission velocity of waves emitted from
a half-space into vacuum is given by c. We have also confirmed numerically that
v
(j)
e,h(µ, z) ≤ c for all µ.
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Unlike energy flux in the cavity which is z-independent, though any two waves with
different µ are incoherent, interference effects due to multiple reflections of the same
wave lead to a z-dependent entropy flux. [235]
4.5 Discussion
4.5.1 Entropy at thermal equilibrium
At thermal equilibrium, the temperature of the entire system is uniform, namely
TL = TR = T . The equilibrium case has to be treated differently since emission from
both half-spaces are at the same temperature. When TL = TR, electromagnetic waves
in the vacuum cavity cannot be distinguished as originating from L or R because
their temperatures are equal. Hence, it is n
(j)
tot(µ, z) = n
(j)
L (µ, z) + n
(j)
R (µ, z), rather
than n
(j)
L (µ, z) or n
(j)
R (µ, z) independently, that determines the entropy. Here µ =
{kρ, |kz0|} or {kρ, |βz0|}. Since we have adopted the convention that n(j)R (µ, z) is
allocated to the kz0, βz0 < 0 portion of µ-space, nR corresponding to n
(j)
L (µ, z) should
be evaluated at µ− = {kρ,−|kz0|} or {kρ,−|βz0|}. However, we have also shown
using Eq. 4.21 that we obtain the same value for nR irrespective of using µ or µ−.
Hence, we have used µ instead of µ− to evaluate nR. Since kz, βz ≥ 0 and kz, βz ≤ 0
portions of the constant k0 surface are accessible now, i.e., the photons at µ and µ− are
considered together, ρ
(j)
a (µ, z) = ρ
(j)
µ (µ, z). By substituting n
(j)
tot(µ, z) and ρ
(j)
µ (µ, z) for
n
(j)
h (µ, z) and ρ
(j)
a (µ, z), respectively, in Eq. 4.13, we obtain the following expression
for s(j)(µ, z) in thermal equilibrium:







































where the subscript eq denotes equilibrium.
The equilibrium energy density in the vacuum cavity can be obtained from h¯ωn
(j)
tot(µ, z).
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Using Eqs. 4.20a, Eq. 4.20b, and 4.26, it can be shown that
h¯ωn
(j)
tot(µ, z) = ρ
(j)
µ (µ, z)Θ(ω, T ) (4.35)
Hence, Eq. 4.34 for s
(j)
eq (µ, z) can be simplified as [12; 162]
s(j)eq (µ, z) = ρ
(j)
µ (µ, z)Γ(ω, T ) (4.36)
where
Γ(ω, T ) =
h¯ω/T














By integrating both sides of Eq. 4.36 according to Eq. 4.25 , and summing over
both polarizations, we obtain the following expression for the spectral local entropy
density:
sω,eq(ω, z) = ρω(ω, z)Γ(ω, T ) (4.38)
The expression for equilibrium spectral entropy density in Eq. 4.38 is in agreement
with Dorofeyev’s prediction. [162] Unlike Dorofeyev’s method, which is applicable
only for thermal equilibrium conditions, our method treats the equilibrium problem
as a special case of the non-equilibrium problem.
We can go further than Dorofeyev and enquire what happens to the entropy flux
at thermal equilibrium. Of s
(j)




tot(µ, z) is from half-space
L and the remainder from R. The equilibrium entropy flux in the cavity due to




































e,R(µ, z) = −n(j)L (µ, z)v(j)e,L(µ, z) at thermal equilibrium (as can be seen
from Eq. 4.30), S˙eqL and S˙
eq
R cancel each other and the net entropy flux is, as required
of thermal equilibrium, zero.
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4.5.2 Agreement with theory of blackbody radiation
Here, we compare the prediction of our theory with that of the theory of blackbody
radiation for entropy flux emitted by a blackbody. To do that, the configuration
shown in Fig. 4.1 needs to be modified appropriately so that we have a blackbody
at the desired temperature. This can be achieved by making half-space L a medium
with complex refractive index 1 + iδ (δ → 0), so that R˜0L = 0. Since no incident
radiation on L is reflected (R˜0L = 0) and all radiation is absorbed by L (because of
infinite depth and finite but small δ), L by definition is a blackbody. We also assume
that R˜0R = 0 so that we have a blackbody emitting into vacuum. So, n
(j)




L (µ, z) =

1/8pi3





a (µ, z) is given by







Calculating themal non-equilibrium entropy density using Eq. 4.13, s
(j)








Γ(ω, TL) for PW
0 for EW
(4.43)
where Γ(ω, TL) is defined in Eq. 4.37. Comparison of Eqs. 4.36 and 4.43 shows
that the non-equilibrium entropy density of blackbody has the same form as the
equilibrium entropy density.
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Substituting Eqs. 4.43 and 4.44 into Eq. 4.33, we correctly predict the entropy flux












4.5.3 Maximum thermodynamic efficiency in near-field en-
ergy conversion
Finally, we apply our theory to determine the maximum possible efficiency that could
be achieved in conversion of thermal energy to work through near-field thermal ra-
diative transfer. The maximum work that can be extracted from near-field radiative
transfer between the two half-spaces (rejecting radiation at sink temperature TR) in
Fig. 4.1 is given by[148]
W˙max = (E˙L − TRS˙L)− (|E˙R| − TR|S˙R|) (4.46)
In this expression, both S˙L and S˙R are evaluated at z = zR. The absolute values are
used for E˙R and S˙R because they are negative (i.e, in the negative z-direction). The














Here, the maximum energy conversion efficiency can be re-written in the form of








are the efficiencies of
radiative energy and entropy transfer, respectively.
Park et al. [93] analyzed the performance of a thermophotovoltaic converter us-
ing Tungsten (W) emitter at 2000 K and In0.18Ga0.82Sb photovoltaic cell at 300 K.
Using optical data [142] for W and In0.18Ga0.82Sb, we compute energy and entropy
fluxes E˙L, S˙L, E˙R, and S˙R, of which E˙L and TRS˙L are shown in Fig. 4.4, when half-
space L is W at 2000 K and half-space R is In0.18Ga0.82Sb at 300 K. Both energy
and entropy fluxes increase as the gap decreases, characteristic of tunneling due to
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€ 
in Ref. [91]
Figure 4.4: Energy and scaled entropy flux (left y axis, hollow markers) and con-
version efficiency (right y axis, solid markers) as a function of vacuum gap for W-
In0.18Ga0.82Sb, compared to results from Park et al.
evanescent waves. We also plot efficiency ηmax as a function of gap, and clearly,
the thermodynamic maximum efficiency is much higher than that computed for the
model thermophotovoltaic converter [93]. As observed by Landsberg and Tonge,
[148] though the high values of ηmax are usually unattainable, the utility of ηmax is to
impose an upper limit on efficiencies of all models for photonic energy conversion, in-
cluding thermophotovoltaic conversion, involving the same materials, configurations,
and temperatures. In Fig. 4.5, we compare the gap-dependent efficiencies of energy
and entropy transfer for the thermophotovoltaic converter. It can be seen clearly that
the efficiency of radiative energy transfer (ηe, blue curve with circle markers) is very
close to 1 since the temperatures of two ojects are 2000 K and 300 K respectively,
while that of entropy transfer (ηs, green curve with triangle markers) is dependent
on spacing between two objects, and it reaches its maximum when gap is about 200
nm. The differernce between the efficiencies ηe and ηs gives the maximum energy
conversion efficiency (Eq. 4.47, red curve with square markers).
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Figure 4.5: Efficiencies of radiative energy (blue curve with circle markers) and
entropy transfer (green curve with triangle markers), and maximum work extraction
from near-field thermal radiation (red curve with square markers).
4.6 Conclusion
Thermodynamic analysis of near-field thermal radiation requires not only the knowl-
edge of energy and momentum, but entropy as well. The significance of this work lies
in the derivation of a general method to calculate the entropy density and entropy
flux in a vacuum cavity between planar multilayered media while taking into account
near-field effects. To the best of our knowledge, this is the first time entropy density
and entropy flux are calculated when near-field effects and the condition of thermal
non-equilibrium are taken into consideration together. The method is valid for ther-
mal equilibrium condition as well, and agrees with theory of blackbody radiation in
the far-field limit. To compute entropy density and flux, we have defined two new
quantities: (1) accessible microscopic states for determining near-field entropy den-
sity, and (2) generalized spectral intensity of thermal radiation that is valid for both
propagating and evanescent waves.
The knowledge of thermal non-equilibrium entropy transfer between macroscopic
objects in near-field radiative transfer enables us to understand such fundamental
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things as the efficiency of conversion of thermal energy to work via near-field thermal
radiative transfer, thermodynamics of surface wave-based laser cooling, [116] and
entropic contributions to non-equilibrium van der Waals and Casimir interactions.
My goal is to solve a complicated problem of van der Waals force in dissipative
media at different temperature. And, my hypothesis is that the knowledge of non-
equilibrium entropy transfer would furnish us the solution.
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Chapter 5
Summary and Future Works
5.1 Summary
The purpose of my doctoral research is to understand the fundamentals of fluctuation-
induced van der Waals/Casimir energy and pressure at thermal equilibrium as well
as non-equilibrium, and thermodynamic analysis of near-field thermal radiation with
a focus on entropy and energy transfer due to near-field effects.
With the work for my doctoral thesis, I have completed the following:
1. Proposed a transparent formalism of determining van der Waals/Casimir energy
and pressure in dissipative media. I showed that van der Waals force in any
dissipative media can be evaluated by calculating the Maxwell stress tensor in
a fictitious vacuum layer that is eventually made to vanish from the system,
without relying on the complicated quantum field theory as Dzyaloshinskii et
al. did.
2. Developed a dyadic Green’s function formalism to calculate near-field radiative
heat transfer and momentum transfer, which is applicable to objects of arbitrary
shapes and sizes, frequency dependent dielectric functions, as well as magnetic
permeabilities. And derived the surface integrals of tangential components of
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the dyadic Greens functions of the vector Helmholtz equation for thermal non-
equilibrium contributions to energy and momentum transfer.
3. Established a general theory, for the first time, of entropy density and entropy
flux in the presence of near-field effects. The proposed method is used to an-
alyze the performance of a thermophotovoltaic converter by determining the
maximum work that can be extracted and a thermodynamic limit of the energy
conversion efficiency that can be obtained through near-field thermal radiation.
To enable these tasks, this thesis focuses mainly on the understanding of mo-
mentum transfer due to thermal and quantum effects and the key differences between
radiative energy and momentum transfer, both theoretically and computationally. We
attempt to solve a more complicated problem of van der Waals forces in dissipative
media at thermal non-equilibrium originally, that led us to analyze the near-field ra-
diative energy and entropy transfer between two half-spaces. Though we have been so
far unsuccessful in applying one formalism to solve the problem we intended to solve,
we have improved the understanding of similarities and differences between near-
field radiative energy and momentum transfer between arbitrarily shaped objects. In
addition, we have put forward a hypothesis that the thermal non-equilibrium van
der Waals pressure in dissipative media requires the knowledge of non-equilibrium
momentum as well as entropy transfer.
In Chapter 2, a first-principles method has been proposed to determine the van der
Waals or Casimir pressure in a dissipative planar multilayered system by calculating
the Maxwell stress tensor in a fictitious layer of vacuum, that is eventually made to
vanish, introduced in the structure. It is illustrated by calculating the van der Waals
pressure in a thin film with dissipative properties embedded between two semi-infinite
media. The van der Waals energy and pressure in a planar multilayer system with
arbitrary number of dissipative films between two half-spaces is derived. A unique
feature of this work is that the entire analysis is performed on the real frequency
axis instead of summation over Matsubara frequencies on the imaginary frequency
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axis. The expression we obtain for van der Waals energy is a generalization of van
Kampen and Schram’s result for dissipationless media. By considering a specific case
of a vacuum gap between multilayer objects with dissipative films, it has been shown
that the van der Waals energy due to the vacuum gap can not be interpreted simply
as a sum of free energy of normal modes.
In Chapter 3, radiative energy and momentum transfer due to fluctuations of elec-
tromagnetic fields arising due to temperature difference between objects is described
in terms of the cross-spectral densities of the electromagnetic fields. The relations
are derived between thermal non-equilibrium contributions to energy and momentum
transfer and surface integrals of tangential components of the dyadic Green’s func-
tions of the vector Helmholtz equation. The expressions are applicable to objects of
arbitrary shapes, dielectric functions, as well as magnetic permeabilities. For the case
of radiative transfer, the expressions for the generalized transmissivity and general-
ized conductance are shown to obey reciprocity and agree with theory of blackbody
radiative transfer in the appropriate limit. The proposed dyadic Green’s function
formalism can be applied to solve a more practically useful problem of contributions
to the near-field thermal radiation and van der Waals force at a point on a half-space
from different parts of the other half-space. It shows that energy and momentum
transfer are qualitatively and quantitatively different due to the dissimilar zones of
influence of wavelength. For the materials under consideration (e.g., silica, silicon
carbide, and gold), all portions of the surface contribute positively to radiative en-
ergy transfer. However, though the total van der Waals pressure is attractive, certain
portions of the surface contribute to a repulsive pressure, and it is possible to cre-
ate objects with net repulsive van der Waals pressure by truncating or texturing the
surfaces appropriately.
A theoretical formalism is proposed in Chapter 4 to evaluate the entropy density
and entropy flux that takes into account near-field effects, i.e., interference, diffraction,
and tunneling of waves. Using the fluctuation-dissipation theorem, expressions for
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entropy density and entropy flux in a vacuum cavity between planar multilayered
media are derived in terms of local density of photons, local density of accessible
microscopic states, and velocity of energy transmission. The proposed method is
used to determine the maximum work that can be extracted and a thermodynamic
limit of the energy conversion efficiency that can be obtained in near-field thermal
radiation.
5.2 Future Works
With the rapid development of micro and nanoscale technologies, energy and mo-
mentum transfer at small scales can have a tremendous impact on a wide range of
mechanical systems. Examples include MEMS devices and systems, stronger and
lighter nanostructured materials, and nanostructured energy conversion devices that
significantly improve the efficiency of macroscale energy systems. My future research
will seek to solve the problems of thermal non-equilibrium van der Waals/Casimir
interactions and entropy density in a medium with dispersive and dissipative proper-
ties, to develop the expressions for momentum, energy and entropy transfer between
objects of arbitrary shapes, and to use it to determine, for example, the surface en-
ergy of bubbles in order to understand better the homogeneous nucleation in phase
change heat transfer.
5.2.1 Thermal non-equilibrium van der Waals force in dissi-
pative media
As I explained in Section 1.1.1 of Chapter 1, it is difficult to find a general form of
the stress tensor in a dissipative or absorbing medium, in which the tensor cannot
be expressed simply in terms of permittivity and permeability alone. I proposed a
transparent method to determine the van der Waals force in any dissipative media in
thermal equilibrium in Chapter 2, which circumvented the difficulties and assumptions
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inherent in any of the previous generalizations of van der Waals force [59; 76; 77; 42;
26]. Though the work in Chapter 2 was derived in a planar multilayered system
and could be possibly extended to other geometries, it is valid for a limited class of
electromagnetic fields in global thermodynamic equilibrium in dissipative materials,
for which the thermodynamic analysis can be completed by knowledge of the stress
tensor alone because changes in free energy (dU) can be equated to the work done
(−pdV ) in compression or expansion [12; 163]. In non-equilibrium (dT 6= 0), the free
energy (U) can no longer be used, and the thermodynamics of the system includes
entropy transfer (S) due to near-field thermal radiation and it has the form of d(U −
TS) = −pdV − SdT . We can treat the thermal non-equilibrium van der Waals force
in a dissipative medium of temperature Tm between N bodies of temperature Ti (i =
1, 2, ..., N) as a summation of two parts - an equilibrium contribution from a uniform
temperature Tm [59; 60] and all the other non-equilibrium contribution which requires
not only the thermal contributions due to the bodies at different temperatures [135;
36; 44; 45] (Chapter 3), but also the non-equilibrium entropic contributions (Chapter
4). We have been working on this problem based on the generalized formalism, but
unfortunately, so far we have not been successful in arriving at a simple expression for
thermal non-equilibrium van der Waals force in a medium with dissipative properties
5.2.2 Near-field radiative entropy in a medium
We proposed a theory in Chapter 4 to calculate entropy density in a vacuum cav-
ity while taking into account near-field effects, which was derived in terms of local
density of photons, local density of microscopic states and local velocity of energy
transmission [163]. If the vacuum gap is replaced by other dispersive and dissipative
media, the energy density and stress tensor due to quasi-monochromatic electromag-
netic fields have been discussed by Jackson [62], Landau and Lifshitz [64], and in
this thesis. It is fair to raise a similar question about entropy density in a medium
other than vacuum, considering the complexity of thermal non-equilibrium entropy
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density between two half-spaces separated by vacuum [163; 162]. In order to solve the
problem of thermal non-equilibrium van der Waals force in dissipative media, it is key
to determine non-equilibrium entropy in such media. When the entire system is at
nonuniform temperature, a complete and careful thermodynamic analysis is required
to evaluate the energy and entropy transfer between objects with different temper-
atures. Understanding the non-equilibrium entropy in a medium can also help to
determine the thermodynamic limit of energy conversion efficiency for actual energy
exchangers, such as nanoscale engines, thermophotovoltaics, and solar cells [103; 200;
87].
5.2.3 Momentum, energy and entropy transfer between ob-
jects of arbitrary shapes
The van der Waals force and near-field thermal radiation between two parallel half-
spaces have been studied by many researchers over the last five decades [41; 36; 84;
73; 93; 202; 45; 243; 94], since the plane-plane boundary conditions are relatively
easier than that of other geometries [220; 23; 228; 9] such as sphere-plane, sphere-
sphere, cylinder-plane, cylinder-cylinder and others. However, it is rare that we can
perform experiments with two infinitely large and parallel plates, or even put to
practical use, because of the difficulty of aligning two plates absolutely evenly and
the surface roughness that is comparable to the spacing between two bodies. In
Chapter 3, we developed the volume and surface integral expressions for both energy
and momentum transfer between arbitrarily shaped objects in terms of dyadic Green’s
functions, which are well known for the plane-plane configuration (two half-spaces).
I want to study the van der Waals force and energy flux between arbitrarily shaped
objects. The configurations of interest that have practical engineering applications
are, for example, periodic micro/nanoscale structures, spherical balls (nanoparticles),
and cylindrical tubes (carbon nanotubes, nanowires) with multiple coatings [1; 244;
91; 83; 133; 170; 245].
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5.2.4 Surface energy of a spherical bubble of vapor in homo-
geneous media
Dispersion forces, such as the van der Waals force and Casimir force, arise due
to the modification in the fluctuations of the electromagnetic field by the pres-
ence of boundaries. Current understanding of van der Waals force between macro-
scopic objects is attributed to Lifshitz’ theory [58]. It is fair to say that, despite
generalization of Lifshitz theory to objects of arbitrary shapes, most of the anal-
ysis in literature still focuses on planar, multilayered media [59; 60; 19; 26; 25;
45]. The earliest work on the fluctuational contribution to pressure within a sphere
is that of Boyer, who, inspired by Casimir’s model for a charged particle [54], deter-
mined the forces on an uncharged conducting spherical shell [37]. Milton and Ng [32]
also determined the van der Waals self-stress on a dielectric sphere, which is moti-
vated by applications to sonoluminescence. Belosludov and Nabutovskii, motivated
by applications to homogeneous nucleation in superheated liquids, computed the van
der Waals pressure in a spherical bubble within a homogeneous, infinite, isotropic
liquid [246]. The key result of Belosludov and Nabutovskii’s work is the appearance
of a size-dependent surface tension or surface energy at the vapor-liquid interface.
Though the importance of dispersion forces in phase change phenomena has long
been recognized, the focus has been on the effect of long-range interactions between
solid and liquid on homogeneous nucleation very close to solid surfaces. Though a
vapor bubble in an infinite liquid has only one interface, the corresponding problem
in the planar multilayer configuration is that of a layer of vapor contained between
two half-spaces of liquid. I want to study the van der Waals contribution to pres-
sure within a bubble of vapor, the electromagnetic properties of which is assumed to
be identical with that of vacuum, within a homogeneous, isotropic, infinite medium.
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