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Abstract
We assess the performance of molecular density
functional theory (MDFT) to predict hydration free
energies of the small drug-like molecules benchmark,
FreeSolv. MDFT in the hyper-netted chain approx-
imation (HNC) coupled with a pressure correction
predicts experimental hydration free energies of the
FreeSolv database within 1 kcal/mol with an average
computation time of two cpu.min per molecule. This
is the same accuracy as for simulation based free en-
ergy calculations that typically require hundreds of
cpu.h or tens of gpu.h per molecule.
Introduction
The ability to predict accurately solvation free en-
ergies (SFEs) and solvation profiles unlocks the ac-
cess to several key thermodynamical quantities of
biomolecular systems. SFEs, eventually combined
with gas-phase calculations, enable the computa-
tion of relative solubilities, binding1,2 and transfer3
free energies, partition3 or activity coefficients. The
computation of SFEs, i.e. the reversible work to
bring a molecule from vacuum to solvent is non-
trivial as it requires the sampling of all possible states
that can be visited during the transformationIn 2015,
considering the difficulty4 but nevertheless necessity
of evaluating precisely SFEs in the drug design pro-
cess, important actors of the pharmaceutical indus-
try publicly called the academic world for alterna-
tives, pointing out the lack of precision of current
methods5.
Multiple approaches for SFE calculations4 have
been developed since the early 20th century from
multiple continuum models6–8, like COSMO-RS9–11
or AquaSol12, exact but resource consuming free en-
ergy perturbation approaches with molecular simu-
lations (MD+FEP) to well developed end-point ap-
proaches like WaterMap13,14 or GIST15.
An alternative to these methods lies within liq-
uid state theories16. Using liquid state solvation
theories like molecular density functional theory17–20
(MDFT) or 3D-RISM21–24 , one can predict hydra-
tion free energies (HFE) and solvation structures
of complex solutes like proteins20,25–27, aluminosil-
icate surfaces28 or inorganic complexes29. At their
heart lies the molecular Ornstein-Zernike equation
(MOZ)30,31. In the RISM approach, MOZ loses its
molecular nature since molecular correlations are ap-
proximated by site-site correlations. The MDFT, on
the other hand, keeps the full molecular description
of the solvent by solving the full angular-dependent
MOZ equation. Since Ding et al.20, MDFT can be
solved efficiently at the hyper-netted chain (HNC)
approximation level and predicts SFEs and equilib-
1
rium solvent structures in a few minutes which is
3-5 orders of magnitude faster than MD+FEP cal-
culations.
This paper aims at assessing the performance of
MDFT-HNC coupled with the recent van der Walls
pressure correction32 to predict HFEs of small drug-
like molecules of the FreeSolv database33,34. The
FreeSolv database contains HFEs obtained by experi-
ments and state-of-the-art MD+FEP calculations for
642 small neutral organic molecules. The database
has more than 70 chemical functions and molecular
masses ranging from 16 to 493 Da. These are typi-
cal sizes for drug-like molecules as defined by Lipin-
ski’s ’rule of five’35 of molecule’s drug-likeness with a
molecular mass criteria maximum at 500 Da. More-
over, 95% of the database has a molecular mass less
than 300 Da defined as a limit for lead-like molecules
by the ’rule of three’36. The database contains only
neutral molecules as measuring SFEs of an isolated
charged species requires extra thermodynamic as-
sumptions or introduces other complexities33 that
are still not well understood.
In the first section, we present briefly the MDFT
framework and computational details. We refer the
reader to refs.17–20,37–39 for a complete review. In the
second section, we evaluate the capacity of MDFT to
predict experimental HFEs on the FreeSolv database,
compare these results to MD+FEP and 3D-RISM
and do an error analysis on selected features of the
drug-like molecules in order to be able to infer error
bars on the method. Conclusions and perspectives
are presented in the third section.
Theory
The molecular density functional theory of classical
molecular fluids computes the solvation free energy
and equilibrium solvent density around a solute. The
solvation free energy of a given solute can be defined
as the difference between the grand potential Ω of
the solvated system and the grand potential Ωbulk of
the bulk solvent. In the classical density functional
framework42,43 this difference can be expressed in a
functional form:
∆Gsolv = Ω− Ωbulk = min
ρ→ρeq
{F [ρ]} = F [ρeq], (1)
where F [ρ] is a free energy functional to be min-
imized, ρ ≡ ρ(r, ω) the molecular solvent density,
with r a three dimensional vector and ω the Euler
angles (θ, φ, ψ), characterizing the position and the
orientation of the rigid solvent molecule relative to
the rigid solute, and ρeq the equilibrium solvent den-
sity. In the absence of solute, the equilibrium density
is the homogeneous angular and spatial bulk density
ρbulk ≡ nbulki/8pi² where nbulk is the spatial homo-
geneous bulk density, typically 0.033 molecule per
Å3 for water at room conditions (≡ 1 kg/L), and
i/8pi2 is the angular normalization constant with i
the order of the main symmetry axis of the solvent
molecule (i = 2 for water which has a C2v symme-
try with all the integrals of ψ calculated implicitly
between 0 and pi).
Without approximations, we split the functional F
into three parts:
F = Fid + Fext + Fexc, (2)
where Fid is the ideal term of a fluid of non-
interacting particles, Fext is the external term in-
duced by the solute, and Fexc is the excess term
that includes structural correlations between solvent
molecules.
The ideal term reads
Fid = kBT
∫
drdω
[
ρ(r, ω) ln
(
ρ(r, ω)
ρbulk
)
−∆ρ(r, ω)
]
,
(3)
where kBT is the thermal energy (∼ 0.6 kcal/mol
at 300K), dr ≡ dxdydz, dω ≡dcos θdφdψ and
∆ρ(r, ω) ≡ ρ(r, ω) − ρbulk the excess density over
the bulk homogeneous density.
The external contribution comes from the interac-
tion potential vext between the solute molecule and
a solvent molecule. It reads
Fext =
∫
drdωρ (r, ω) vext (r, ω) . (4)
The interaction potential is typically made of a van
der Waals term (Lennard-Jones) and electrostatic in-
teractions. Those are the same non-bonded force
field parameters as in a molecular dynamics simula-
tion. In what follows, the MDFT computes the SFE
for a frozen solute conformer and therefore does not
use intramolecular interactions.
2
Table 1: Summary of the statistical measures characterizing the correlations between experimental HFEs and
those obtained with simulation based free energy techniques, 3D-RISM-KH and MDFT-HNC calculations for
the full FreeSolv database and a sub-set of rigid molecules. ME, MAE and RMSE stand for mean, absolute
and root-mean-squared error, respectively and Pearson’s R is a linear correlation coefficient and Spearman’s
ρ and Kendall’s τ are monotonic correlation coefficients. All error bars correspond to the 95% confidence
interval40. (a) Duarte Ramos Matos et al.33 (b) Roy and Kovalenko41.
Full set (619) Rigid sub-set (520)
MD+FEP(a) 3D-RISM(b) MDFTHNC+vdW MD+FEP 3D-RISM MDFTHNC+vdW
MAE (kcal/mol) 1.06± 0.08 1.11± 0.08 1.07± 0.08 0.98± 0.07 1.04± 0.09 0.92± 0.07
RMSE (kcal/mol) 1.41± 0.12 1.52±+0.13 1.49± 0.13 1.29± 0.11 1.45± 0.14 1.25± 0.11
ME (kcal/mol) −0.37± 0.11 −0.15± 0.12 0.07± 0.12 −0.40± 0.11 −0.19± 0.13 −0.07± 0.11
Max err. (kcal/mol) 7.39 7.11 8.81 4.57 7.11 4.82
Pearson’s R 0.94± 0.01 0.92± 0.02 0.93± 0.01 0.94± 0.02 0.91± 0.02 0.93± 0.01
Spearman’s ρ 0.94± 0.01 0.90± 0.02 0.93± 0.02 0.94± 0.01 0.89± 0.03 0.93± 0.02
Kendall’s τ 0.80± 0.02 0.75± 0.03 0.78± 0.02 0.79± 0.02 0.73± 0.03 0.78± 0.03
cpu.h per solute ∼ 102 ∼ 10−1 ∼ 10−2 ∼ 102 ∼ 10−1 ∼ 10−2
The final, excess term describes the excess solvent-
solvent contribution. It may be written as a den-
sity expansion around the homogeneous bulk density
ρbulk:
Fexc =− kBT
2
∫
dr1dω1
∫
dr2dω2∆ρ (r1, ω1)
× c(2) (r12, ω1, ω2) ∆ρ (r2, ω2) + Fb
=− kBT
2
∫
dr1dω1∆ρ (r1, ω1) γ (r1, ω1) + Fb
= FHNC + Fb,
(5)
where c(2) (r12, ω1, ω2) is the solvent-solvent molec-
ular direct correlation function of the homogeneous
solvent44,45 with r12 the distance between r1 and
r2. Fb is the bridge functional and γ ≡ c(2) ∗ ∆ρ
the indirect solute-solvent correlation defined as the
spatial and angular convolution of the excess density
with c(2). If one cuts the excess functional expansion
at the second order in density, that is, if one cancels
the bridge functional46, one finds that the MDFT
functional produces at its variational minimum the
well-known HNC relation for the solute-solvent dis-
tribution function:
g(r, ω) =
ρeq(r, ω)
ρbulk
= e−βvext(r,ω)+γ(r,ω), (6)
where β ≡ 1
kBT
. Therefore, we call the first term of
the excess functional the HNC functional. Higher-
order correlation functions of the homogeneous ref-
erence fluid can be computed but are not numerically
tractable as of today. The rest of the excess term,
the so-called bridge functional can be approximated
more or less empirically47–49. However in this paper
we benchmark MDFT for small drug-like molecules
at its lowest level of accuracy: the MDFT-HNC.
There is no bridge functional in what follows.
The algorithms to minimize eq. 5, are described
in Ding et al.20. They predict HFEs in few sec-
onds to minutes depending on the supercell size
and spacial and angular resolutions. We emphesis
the importance of including a pressure correction to
the ’raw’ MDFT-HNC results50–52. The following
MDFT results include the van der Waals pressure
correction described in Robert et al.32 and are re-
ferred as MDFTHNC+vdW results.
Computational details
MDFT calculations are done with a solute embed-
ded in a cubic supercell of length 21 Å, with periodic
boundary conditions, a spatial resolution of 0.33 Å
(= 64x64x64 grid nodes) and an angular resolution
of 84 orientations per spacial grid node. The MDFT
calculations are done on a single frozen configuration
of the solute corresponding to the initial configura-
tion given in the FreeSolv database and the solute
3
and solvent molecules are described with the same
force field parameters used for the MD+FEP calcu-
lations of the FreeSolv database: GAFF force field
(v1.7)53 with AM1-BCC partial charges54,55 for the
solutes and the TIP3P56 model for the water. The
average computation time is 1 min 53 sec on a single
CPU-thread. The MDFT minimization process did
not converge for 23 solutes (4% database, see SI for
more information). All results we present below are
for the 619 molecules that converged.
Benchmarking MDFT for
small drug-like molecules
In figure 1a, we show the correlation between
experimental HFEs and those obtained with
MDFTHNC+vdW. The mean absolute error (MAE)
is 1.07 ± 0.08 kcal/mol and the Pearson’s corre-
lation coefficient R is 0.93 ± 0.01. MDFT results
also have a small mean (signed) error (ME) of 0.07
± 0.12 kcal/mol which indicates that MDFT does
not have a systematic bias : it is lower in amplitude
than the statistical error bars. All the statistical
measures characterizing this correlation are summa-
rized in table 1. The error bars on the measures
correspond to the 95% confidence interval40. Note
that as we here are comparing MDFTHNC+vdW,
an approached theory, to experimental data, the
deviations could be the results of incorrect approxi-
mations in MDFTHNC+vdW or due to bad force field
parameterization.
Table 1 contains also the statistical measures char-
acterizing the correlations between experimental val-
ues and those obtained with MD+FEP given by
Duarte Ramos Matos et al.33 and those obtained
with 3D-RISM-KH by Roy and Kovalenko41. Over-
all the three methods perform at the same accuracy
level with similar errors and correlation coefficients.
However, MDFT’s computation time is on average
less than 2 cpu.min compared to hundreds cpu.h or
tens gpu.h with MD+FEP and few tens cpu.min with
3D-RISM57,58. Hence for the same accuracy, MDFT
has a speedup of 1-2 and 3-4 orders of magnitude
when compared to 3D-RISM and MD+FEP respec-
tively. Compared to 3D-RISM, MDFT does not have
the consequences from approximating MOZ16,59–61.
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Figure 1: Correlations between hydration free en-
ergies predicted by MDFT-HNC with the van der
Waals pressure correction and those measured exper-
imentally for (a) the whole FreeSolv database (619
molecules) and (b) a subset of rigid molecules of
the FreeSolv database (520 molecules). The subset
is defined in the text.
Effect of flexibility
Solute flexibility can have an important effect on
HFEs62,63, however as mentioned before, the current
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Figure 2: Distribution of mean absolute error between predicted and experimental hydration free energies as
a function of three features (a) solute’s molar mass (with bin size of 50 Da), (b) solute’s largest local charge
(0.2 e) and (c) the maximum of the 3D g around the solute (5) with turquoise hexagons (error bars correspond
to the 95% confidence interval) presenting the MAE of each bin and pink squares the cumulative MAE. The
corresponding signed error distributions are presented in d,e and f with turquoise lines corresponding to
median error in each bin, the boxes and the whiskers to 25-75% and 5-95% intervals respectively and black
circles to fliers outside the 5-95% interval. The numbers above each bin is the population of the bin for the
FreeSolv database and for each distribution the last three (350-500 Da), five (1-2 e) or four (30-50) bins are
gathered into one in order to be statistically significant.
MDFT calculation is done on a single rigid conforma-
tion of the solute, hence the solute flexibility is not
taken into account in our MDFT calculation. There-
fore, we studied a subset of 520 quasi-rigid solutes
to estimate the importance of the lack of solute flex-
ibility in MDFT. We define a solute as rigid if the
HFEs obtained with flexible MD+FEP33 and rigid
solute MC+FEP simulations32,64 differ by less than
0.6 kcal/mol which is the average experimental error
of the database.
We show the correlation between experimental
HFEs and MDFT results for this subset of rigid
molecules in figure 1b and the statistical measures
characterizing the correlations are summarized in ta-
ble 1. We observe only a slight improvement of the
MAE (−14%) and the RMSE (−16%). However,
most of MDFT’s largest outliers can be attributed
to the single conformer approximation of the method
as the maximum error decreases from 8.81 to 4.82
kcal/mol (−45%) and the number of solutes with
absolute errors larger than 3 kcal/mol decrease from
39 to 17 (−56%) when limiting ourselves to rigid
solutes.
The following error analyses are done on the subset
of 520 rigid solutes.
Effect of solute’s mass, charges and
solvation structure
In order to give an optimal set of requirements and
confidence intervals to MDFT-HNC predictions, we
now focus on finding sources of errors or correlations
between errors. Figure 2 shows the error distribution
in function of the solute’s (i) molar mass, (ii) largest
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partial charge max{|qi|} and (iii) highest value of
the 3D solvation structure max{g(r)}. As shown in
figure 2a, the heaviest molecules have the largest de-
viations to experiment: the MAE increases with the
solute’s mass. For solutes with a molar mass larger
than 200 Da the MAE is 1.75 kcal/mol, i.e. almost
the double than for the whole database. However
these molecules present only 12% of the rigid subset
so their effect on the total MAE is not significant
as seen on the cumulative MAE. Similar trends are
present also for the MD+FEP and RISM results with
a MAE of 1.78 and 2.21 kcal/mol respectively for
these molecules larger than 200 Da (see Figure S1).
Similarly to the molar mass, the deviation to ex-
periment increases with the magnitude of the largest
partial charge of the drug-like molecule, positive or
negative, (see fig. 2b) with a MAE of 1.84 kcal/mol
for solutes with max{|qi|} > 0.8e (6% of the rigid
subset). The effect is less pronounced for MD+FEP
and RISM with MAEs at 1.55 and 1.50 kcal/mol re-
spectively for these molecules (see Figure S1). This
is expected for MDFT at the HNC approximation:
the second order density expansion of the functional
around ρ = ρbulk, or g = 1, misses higher order re-
pulsion terms. This leads to problems for cases with
densities getting away from ρbulk: either high densi-
ties typically found next to high (partial) charges or
large solutes with large volumes where g = 0.
Besides the solute’s molar mass and partial
charges, solute features known a priori, we can also
look at the output of a MDFT calculation, that is,
the solvation profile, to predict, on this dataset at
least, the quality of the MDFT’s HFE predictions. In
figure 3, we illustrate the 3D solvent density around
1-amino-4-hydroxy-9,10-anthracenedione (FreeSolv
ID: 4371692) with four water-oxygene density iso-
surfaces (g = 0.5, 2.5, 5.0 and 7.5). Water density
maps, that are time consuming to compute using
MD65 are a direct output of MDFT, again in ob-
tained in 2 min on average. Low densities (fig. 3a)
are observed on the limits of the solute’s cavity but
also after the first solvation peak (fig. 3d) of the
hydroxyl group. The largest oxygen densities (fig.
3d) are observed next to the hydroxyl-hydrogen and
the less crowded amine-hydrogen that are potential
hydrogen-bond donors.
In, figure 2c. we see that the MDFT’s deviation
to experiment increases with the maximum height of
Figure 3: Water density map isosurfaces around 1-
amino-4-hydroxy-9,10-anthracenedione at a. g =
0.5, b. 2.5, c. 5.0 and d. 7.5.
the solvation peaks with a MAE of 1.24 kcal/mol for
solutes with max{g(r)} > 20 (1% of the rigid sub-
set). This result is expected as high density peaks
are difficult cases for the HNC approximation as dis-
cussed in the previous paragraph. However, the link
between the amplitude of the deviation and the sol-
vation structure is less pronounced as for the solute’s
mass and partial charges.
In figure 4, we show two-dimensional cross dis-
tributions of MAE for the three features studied
above. Often solutes with high mass and high
charges/solvation peaks have the largest deviations
but deviations can be large for molecules with only
one feature with a ’high’ value (eg. MAE=3.05
kcal/mol for solutes with max{g(r)} = 10−15 and
max{|qi|} > 1.0e in 4c). The smallest deviations
from experiment are found for the solutes with a
mass of less than 200 Da, largest partial charge of
less than 0.8 and highest solvation peak at less than
25, delimited by the turquoise rectangles in figure 4
(73% of the database), with a MAE at 0.73 ± 0.22
kcal/mol. A table of the three-dimensional cross dis-
tributions of MAE is given in SI.
Effect of functional groups
Here we asses the performance of MDFT as a
function of the chemical groups present in a so-
lute. In figure 5 we show the error distribution of
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Figure 4: Distribution of mean absolute error between predicted and experimental hydration free energies
as a function of two features: a. solute’s mass and largest partial charge, b. solute’s mass and highest
solvation peak and c. solute’s highest solvation peak and largest partial charge. The numbers in each bin is
the population of the bin.
MDFTHNC+vdW and reference MD+FEP as a func-
tion of each chemical function present in at least five
molecules of the database.
We observe a high correlation between the MAEs
of MDFTHNC+vdW and MD+FEP ( R = 0.90
and ρ = 0.81). In general functional groups
with small/large errors with MD+FEP also have
small/large errors with MDFTHNC+vdW. This indi-
cates that the major part of MDFT’s error comes
from the force field parametrization and not the ap-
proximated theory itself. This is not unexpected
sinci it was shown that MDFT with appropriate par-
tial molar volume corrections reproduce similar SFE’s
with an accuracy of kBT 52 or below32. For exam-
ple it has been noted that the GAFF parametrization
of the hydroxyl groups leads to systematic errors in
HFEs computed with MD+FEP66. Here we observe
above average MAEs for primary and secondary al-
cohols with systematic underestimation of the HFEs
(ME < 0 with narrow distribution of errors) for both
MD+FEP and MDFTHNC+vdW.
Nonetheless, there are differences between
MDFT’s and MD+FEP’s MAEs: MDFTHNC+vdW
significantly over-performs some groups, like thiols,
or under-performs for other groups, like nitrates,
when to compared to MD+FEP. Hence the totality
of MDFT’s error cannot be attributed to the force
field parametrization.
Additionally, we did a similar cross-analysis be-
tween chemical functions, as for the mass, partial
charge and solvation peak couples. A table of all er-
ror bars reconstructed from this analysis is given in
SI. To illustrate these error estimates, in figure 6 we
show the distribution of MAE for molecules with an
aromatic ring, the most frequent chemical function
in the database (present in 214 solutes, i.e. 41%
of the rigid subset), coupled with another chemical
group. We see that in most cases the MAE of an
aromatic+another group is close to the overall MAE
of the aromatics.
Most notably exception is the MAE of aro-
matic+oxo(het)arene at 3.58 kcal/mol which is
much higher than the MAE of all aromatics at 1.08
kcal/mol. This is coherent with oxo(het)arenes hav-
ing the largest errors of all functional groups. More
interesting are the couples like aromatic+alkene
(MAE=0.37 kcal/mol) or aromatic+aldehyde
(MAE=1.34 kcal/mol) for which the MAEs of the
couples are lower or higher than the MAE of the in-
dividual chemical functions that they are composed
of. Note that these couples contain only 2 and 4
solutes each so these behaviours might be artifacts
of limited sampling.
7
-4
-2
0
2
4
Er
ro
r d
ist
rib
ut
io
n 
(k
ca
l/m
ol
)
MAE = 0.92 kcal/mol
(a) - MDFT
(9
) a
lk
yl
 io
di
de
(5
) n
itr
at
e
(6
) a
lk
yn
e
(2
8)
 k
et
on
e
(8
) p
rim
ar
y 
am
in
e
(8
) p
rim
ar
y 
ar
om
at
ic 
am
in
e
(5
) a
lk
yl
 fl
uo
rid
e
(6
) t
ria
lk
yl
am
in
e
(2
3)
 a
ld
eh
yd
e
(4
5)
 c
ar
bo
xy
lic
 a
cid
 e
st
er
(1
3)
 a
lk
yl
 a
ry
l e
th
er
(1
5)
 a
lk
yl
 b
ro
m
id
e
(5
) t
hi
ol
(4
5)
 a
lk
en
e
(1
2)
 te
rti
ar
y 
am
in
e
(2
6)
 h
al
og
en
 d
er
iv
at
iv
e
(4
3)
 p
he
no
l o
r h
yd
ro
xy
he
ta
re
ne
(1
8)
 d
ia
lk
yl
 e
th
er
(6
) d
ia
lk
yl
am
in
e
(2
14
) a
ro
m
at
ic
(1
3)
 d
ia
ry
l e
th
er
(3
0)
 a
lk
yl
 c
hl
or
id
e
(5
) a
ry
l b
ro
m
id
e
(1
2)
 se
co
nd
ar
y 
al
co
ho
l
(1
0)
 c
ar
bo
ni
tri
le
(8
) s
ec
on
da
ry
 a
m
in
e
(2
0)
 n
itr
o
(1
6)
 p
rim
ar
y 
al
co
ho
l
(7
1)
 h
et
er
oc
yc
lic
(6
) t
er
tia
ry
 c
ar
bo
xy
lic
 a
cid
 a
m
id
e
(6
) t
er
tia
ry
 a
lk
yl
ar
yl
am
in
e
(4
8)
 a
ry
l c
hl
or
id
e
(7
) t
hi
oe
th
er
(5
) o
xo
(h
et
)a
re
ne
-4
-2
0
2
4
Er
ro
r d
ist
rib
ut
io
n 
(k
ca
l/m
ol
)
MAE = 0.98 kcal/mol
(b) - MD+FEP
Figure 5: Error distributions of (a) MDFTHNC+vdW and (b) MD+FEP for the chemical groups with more
than 5 solutes present in the database. The number of molecules in each group is written within parenthesis.
Turquoise lines correspond to median error in each bin, the boxes and the whiskers to 25-75% and 5-95%
intervals respectively and black circles to fliers outside the 5-95% interval. Pink diamonds correspond to the
MAE of each functional group and the vertical pink line to total MAE of the rigid subset.
Conclusion
Molecular density functional theory in the hyper-
netted chain approximation coupled with revised
pressure correction predicts experimental hydration
free energies with a mean absolute error of 1.07
kcal/mol in 2 minutes on average. Experimental val-
ues were available to us during this work but no fit-
ting or adjustments were done to the MDFT method
to reproduce the experimental values1. Moreover, for
rigid solutes MDFT’s accuracy is below 1 kcal/mol.
Overall MDFT is at the same level of accuracy
as MD+FEP or RISM. MDFT takes on average 2
cpu.min per solute to compute HFE compared to
10+ gpu.h (or 100s cpu.h) by MD+FEP giving a
1The van der Waals pressure correction32 was fitted on
simulations.
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Figure 6: Error distributions of solutes with an aro-
matic ring coupled to another chemical function for
couples present in more than five solutes. The num-
ber of molecules in each couple is written within
parenthesis. Turquoise lines correspond to median
error in each bin, the boxes and the whiskers to 25-
75% and 5-95% intervals respectively and black cir-
cles to fliers outside the 5-95% interval. Pink di-
amonds correspond to the MAE of each functional
group and the vertical pink line at 1.18 kcal/mol cor-
responds to the MAE of all the molecules containing
an aromatic ring.
speedup of 3-4 orders of magnitude. As MD+FEP
is exact in force field approximation, and as MDFT
and MD+FEP have the same accuracy and as the
error distributions in function of the chemical func-
tions are similar, the major source of error in MDFT
predictions is the force field parameterization.
Looking at the solute’s molar mass, partial charges
and the MDFT solvation profile we can estimate the
quality of the MDFT HFE prediction. For solutes
with a molar mass of less than 200 Da, the largest
partial charges at less than 0.8e and highest solva-
tion peak at less than 25, MDFT’s MAE is 0.75
kcal/mol (73% of the database). In this work, we
also extracted error bars for {mass, partial charge,
solvation peak} triplets and for each kind of chemical
function from which we are now able to infer confi-
dence intervals. Additionally, our group is working on
coupling MDFT with machine learning approaches
to improve MDFT’s accuracy. The error distribution
analysis gives information on the types of molecules
for which the corrective machine learning coupling
will be important and more reference data needs to
be produced.
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