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Abstract
Full-wave methods developed for modeling and simulating the electrical character-
istics of antennas and integrated circuits have been investigated and demonstrated
to produce excellent performances. In this thesis, the electric field integral equa-
tion (EFIE) and the mixed-potential integral equation (MPIE) formulations together
with the method of moments (MoM) are both employed to solve the electromagnetic
problems in multilayered medium and the results show their high efficiency, good
accuracy and wide applicability. The closed-form dyadic Green’s functions in spatial
domain for all electric and magnetic mixed potentials in a 3-D planar multilayered
medium are evaluated by the discrete complex image method (DCIM). The formulae
of Green’s functions in spectral domain are expressed fairly accurately in terms of
four basis functions, so that the time consumed and the memory stored for comput-
ing the Green’s functions are considerably reduced. In addition, a new scheme of
surface wave pole (SWPs) extraction is proposed, which guarantees that the surface
wave contribution is removed. In order to solve the electrically large-scale EM prob-
lems, we present an accurate and efficient method combined the precorrected-FFT
(P-FFT) algorithm to analyze large-scale structures (a large-scaled dipole array, a
high performance phased antenna array with low sidelobe and a novel series-fed ta-
iii
ABSTRACT iv
per antenna array) in the multilayered medium. By applying this fast and efficient
algorithm, the memory requirement and an operation count for the matrix-vector
multiplication are proportional to O(N) and O(N logN), respectively. Numerical
results are demonstrated in the thesis to validate the accuracy and efficiency of the
various advanced numerical techniques investigated. Moreover, in order to analyze
the patch antenna characteristics with finite grounded substrates, EFIE-PMCHW
together with method of moments (MoM) is developed, which takes into account the
effect of the finite size of the substrate and the ground plane. Finally, as a demon-
stration of the capability of accurate and efficient electromagnetic (EM) modeling
methods developed, a number of designs of integrated ultra-wideband antennas and
fully integrated CMOS UWB transmitter modules were studied and results (simu-
lation and measurement) are presented. The transmitter modules integrated with
antennas are very compact and have a good performance with low power consump-
tion which are suitable for UWB applications with high efficiency to fit the Federal
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Recently, due to the increased use of multilayer microstrip geometries in many ap-
plications such as microstrip antennas [1–3], monolithic microwave/millimeter-wave
integrated circuits (MIC/MMIC) [4–8], integrated circuits interconnects [9,10], and
active integrated antennas [11], especially when microstrip structures become more
complicated, multilayered materials are employed to allow for more versatile de-
signs [12–14]. In order to develop computationally efficient and accurate numerical
techniques for modeling such circuits and antennas, rigorous and efficient electro-
magnetic (EM) modeling techniques become more essential and imperative.
There are many methods which have been implemented and investigated for
microstrip circuits and antennas in multilayered media [15, 16]. The most popular
1
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models are the transmission-line model, quasi-static model, and full-wave model [17].
The transmission-line model gives good physical insight but is difficult to model
strong coupling [17]. Quasi-static model can be applied at low frequencies and for
large loss tangents of the conducting medium. Compared with the transmission-
line model, quasi-static method is more accurate and efficient at low frequency.
However, when analyzing the objects at a high frequency, drawbacks of this model
turn out to be a limited accuracy because of strong EM coupling effects, surface
wave and radiation losses [18, 19]. In general, the full-wave models, when applied
properly, have been demonstrated to have excellent performance to simulate single
elements, finite and infinite arrays, stacked elements, arbitrary shaped elements,
and coupling in both microwave and millimeter-wave bands. It considers the effects
of dielectric loss, conductor loss, space wave radiation, surface waves, and external
coupling [20–23] which in general guarantees the accuracy and versatility of the
modeling.
1.2 Full-wave Methods for Multilayered Media
There are several full-wave methods developed for modeling and simulating the elec-
trical characteristics of circuits and antennas. In general, there are three basic types
of methods which are commonly used: the finite-difference time-domain (FDTD)
method [22–24], the finite-element method (FEM) [25, 26] and the integral equa-
tion method such as the method of moments (MoM) [27–29]. The finite-difference
time-domain (FDTD) method and the finite-element method (FEM) are employed
INTRODUCTION 3
to solve the differential equation while the method of moments (MoM) is based on
solving the integral equation.
The finite-difference time-domain (FDTD) method, initiated by K. S. Yee in
1966, is directly developed based on Maxwell’s equations and has been considered
as an efficient and powerful solution tool for a wide category of practical electro-
magnetic problems [30]. The FDTD algorithm utilizes the direct discretization of
the time-dependent Maxwell’s equations by expanding the time and spatial deriva-
tives in a central difference format while retaining the second-order accuracy. The
electric and magnetic fields are updated at staggered half-time steps and dependent
on their values at previous one-time and half-time steps. The FDTD algorithm can
provide a complete full-wave electromagnetic solution in the time domain simply in
one computational run. The electromagnetic fields in the spectral domain could be
calculated by the Fourier transform. The FDTD method is very flexible in modeling
an arbitrary geometry with a complex or composite medium [30, 31]. It does not
involve any matrix operation, which may require a considerable amount of compu-
tational memory and time. Therefore, the FDTD scheme has been widely applied
in the analysis and design of microwave components, monolithic millimeter-wave in-
tegrated circuit (MMIC) packages, antennas and radio frequency integrated circuits
(RFIC) [32–34]. However, the FDTD scheme is restricted by numerical dispersion
condition and the Courant-Friedrich-Levy stability condition, which are related di-
rectly to the algorithm accuracy and computational efficiency, respectively.
The FEM was proven to be one of the most versatile and powerful methods to
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solve problems involving complex shaped and composited materials [35–37]. How-
ever, unlike the FDTD, the execution of the FEM requires the solution of a matrix
equation which, in turn, limits the number of unknowns because of the physical
memory size of the computers or their cluster. This property of FEM is especially
exacerbating in its time-domain applications because a matrix solution is needed at
each time iteration step [38].
Recently, method of moments (MoM) solutions to the microstrip antennas and
circuits problems have been proposed [39–41]. Different from the FDTD method
and FEM, this approach is employed to solve the integral equation [42, 43]. When
the surface integral equation (SIE) is combined with the Green’s theorem to solve
the multilayered problems, integrals and discretization are with respect to surfaces
instead of volumes which significantly reduce the memory requirements and com-
putational complexity although its counterpart, the volume integral equation (VIE)
has also been developed to characterize composite and inhomogeneous medium prob-
lems.
Two different approaches have been used to achieve the method of moments
(MoM) analysis: the spectral-domain method [44,45] and the spatial-domain method
[46, 47]. The spectral-domain method is a powerful, accurate, numerically efficient
approach for analysis of regular shaped structures. First proposed by Itoh and
Mittra [44], this technique has been applied to calculate the dispersion characteris-
tics of microstrip lines. The microstrip characteristic impedance and the resonant
frequency of rectangular microstrip resonates have also been obtained using this
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approach [48, 49]. The most important advantage of this method is that the ana-
lytical Green’s functions in spectral domain take much simpler expressions and are
easily obtained. When the double-infinite integration is evaluated, however, it is
quite time-consuming because of highly oscillating and slowly decaying integrands.
To avoid this problem, one of the solutions is to employ the spatial-domain method
instead of the spectral-domain approach.
1.3 Method of Moments (MoM) in Spatial Do-
main
As mentioned above, the spectral-domain MoM approach is much time-consuming
in the double infinite integrations, whose integrands are highly oscillatory and decay
very slowly with integration variable. In contrast, the spatial domain MoM is more
efficient and accurate. Recently, electric field integral equation (EFIE) and the
mixed-potential integral equation (MPIE) together with the MoM approach are
both employed to solve electromagnetic problems in multilayered media [46,50,51].
1.3.1 EFIE-PMCHW for Analysis of Multilayered Struc-
tures
The electric field integral equation (EFIE) is widely used to analyze the scattering
properties of perfectly conducting objects in homogeneous material (i, µi) because
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the Green’s function in unbounded homogeneous material is easy to be obtained,
and the integral equation can be yielded by satisfying the boundary conditions on
the conducting surface [28]. The expression of EFIE can be written as
nˆ× [−ESc(J c)] = nˆ×EincSc (1.1)
in which, J c is the electric current on surface, nˆ is the unit normal vector of the
patch surface Sc, and EincSc stands for incident plane wave, while the electric field
ESc(J c) are given by
ESc(J c) = −jωA−∇Φ (1.2)
where A and Φ are vector and scalar potentials, respectively. The vector and scalar





J c(r′) ·Gi(r, r′)dr′ r′ ∈ Sc; (1.3a)




∇′ · J c(r′)Gi(r, r′)dr′ r′ ∈ Sc; (1.3b)
where Gi(r, r′) = Exp{−jki|r− r′|}/|r− r′| represents the scalar Green’s function
in unbounded homogeneous material (i, µi).
The PMCHW formulation represents a set of mixed sources integral equations
[52–54]. This formulation was brought forward by Poggio, Miller, Chang, Harrington
and Wu [55], which is used to analyze the scattering properties of the arbitrarily-
shaped dielectric objects of revolution [54]. The PMCHW formulation has been
shown to lead to a unique and stable solution due to its freely interior resonances.
Consider a dielectric structure placed in an infinite homogeneous medium (1, µ1).
The dielectric structure is characterized by relative permittivity and permeability
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(2, µ2), so the formulations can be obtained by using the unknown surface equivalent
electric and magnetic currents [56]
nˆ× [−E1Sd(Jd,Md) +E
2
Sd(−Jd,−M d)] = nˆ×E
inc
Sd (1.4a)
nˆ× [−H1Sd(J d,Md) +H
2
Sd(−Jd,−M d)] = nˆ×H
inc
Sd (1.4b)
where Jd and Md represent electric and magnetic currents on surface Sd, nˆ is the
unit normal vector of the dielectric object surface Sd, and EincSd and H
inc
Sd are the
incident electric and magnetic fields. Superscripts 1 and 2 represent the medium
regions in which the scattered fields are evaluated. The electric and magnetic fields
EiSd(Jd,Md) and H
i
Sd(Jd,Md) can be obtained by




H iSd(J ,M) =
∇×Ai
µi
− jωF i −∇Ψi. (1.5b)
The various vector potentials Ai and F i and the scalar potentials Φi and Ψi, for
























∇′ ·Md(r′)Gi(r, r′)dr′ r′ ∈ Sd. (1.6d)
For the partially coated objects with axial symmetry and arbitrarily shaped
coated objects, the combined equation of EFIE and PMCHW formulations were
applied by Antar et al. [57] and Rao et al. [58], respectively. Here, the EFIE is
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employed for conducting surface and the PMCHW formulation is applied to the
dielectric surfaces. According to the foregoing formulations, the Green’s function
used in the EFIE-PMCHW formulation is the one in the homogenous medium,
which has very simple form. The unknowns are solvable on the surfaces of the
objects. Therefore, the EFIE-PMCHW formulation is suitable for analyzing many
electromagnetic problems in multilayered media. In the following Chapter, we will
discuss the detailed procedure and applications of this method.
1.3.2 MPIE-MoM for Analysis of Multilayered Structures
In recent years, the mixed-potential integral equation (MPIE) formulation together
with the method of moments (MoM) is employed to analyze the multilayered struc-
tures because it provides a less singular kernel as compared to the electric field
integral equation (EFIE) method. The formulation of MPIE begins with acquiring
the spatial domain Green’s functions of vector and scalar potentials in multilayer
media [28, 59–61]. Applying the boundary conditions, field expression and poten-
tials, integral equation is evaluated and solved by the method of moments (MoM).
The MPIE has been widely adopted to solve the problems of microstrip planar cir-
cuits in the spatial domain [62, 63]. Ling et al. [64] derived and applied an MPIE
which employed 3-D multilayered Green’s functions to analysis of multilayer mi-
crostrip antennas and circuits. Michalski and Zheng [28] proposed and presented
three formulations of the MPIE where the vector-potential dyadic kernel was mod-
ified so that only one scalar-potential kernel was required. Numerical results were
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presented to show the efficiency and accuracy of this method.
One of the main problems with the rigorous analysis in multilayered media is
the computation of the multilayeredGreen’s functions. As is well known, the spatial-
domain Green’s functions can be circumvented by approximating the spectral-domain
Green’s functions in terms of complex exponentials whose Hankel transforms can
be analytically obtained via the Sommerfeld identity [65, 27]. The spectral-domain
Green’s functions for a microstrip structure in arbitrarily multilayered media can
be obtained through the transmission line network [28] and dipole source method
[59, 66]. Once the spectral-domain Green’s functions are obtained, the next step is
to evaluate the SI, which is very time consuming because of the highly oscillating
and slowly decaying behavior of the integrand. Although some techniques have been
proposed for fast evaluation of the SI, such as the fast Hankel transform (FHT) ap-
proach [28,29], the steepest descent path (SDP) approach [67], the window function
approach [68], the numerical integration is still the bottleneck for the design of a
fast algorithm. DCIM is a recently developed approximation method for SI [69–71],
which obviates numerical integration and represents the SI in a closed form. The
basic idea of DCIM is to extract from the spectral kernel its quasi-static part and
its surface wave terms, and then to approximate the remainder function by a sum of
complex exponentials, which can be performed by using the Prony’s technique [72]
or a technique based on the pencil of functions [73]. Compared to the Prony method,
the generalized pencil-of-functions method (GPOF) is less noise sensitive and more
robust. However, the algorithm for the exponential approximation was still compu-
tationally expensive, because the Prony’s method and the GPOF method require
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uniform sampling of the function to be approximated along the range of approxima-
tion. This discrete image method was improved by Aksun [59], who used a two-level
method and the generalized pencil of function (GPOF) method to approximate the
spectral domain without extracting the quasi-static and surface-wave contributions.
This method which requires piecewise uniform sampling has been developed to elim-
inate this problem, and is demonstrated to be much more efficient and robust.
When the spatial-domain Green’s functions are evaluated, the mixed-potential
integral equation (MPIE) together with the method of moments (MoM) can be ap-
plied for the characterization of the electromagnetic scattering and radiation prob-
lems [46, 51]. For the solution of the MPIE, the method of moments with triangu-
lar discretization and the Rao-Wilton-Glisson (RWG) basis function are employed,
which offers a good flexibility to model arbitrarily shaped structures [74].
To solve large-scaled microstrip problems such as designs of antenna arrays,
however, it is often necessary to employ a large number of unknowns [75]. For
the conventional MoM, whether in the spectral or in the spatial domain, numerical
solution of the MoM matrix equation requires O(N3) operations and the memory
requirement is always proportional to O(N2), where N denotes the number of un-
knowns. So in the modeling of the electrically large-scale structures, computational
limitations can be easily exceeded. Because the inverse of matrix is time-consuming,
and requires large memory storage, recently, fast and efficient algorithms are devel-
oped to speed up the matrix-vector multiplication, which in general, requires less
memory storage and exhibits reduced computational complexities [76,77].
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1.3.3 Fast Solution Methods Based on MoM
In recent years, in order to solve the matrix equation that is derived from the MoM,
a number of techniques have been proposed to speed up the evaluation of matrix-
vector multiplications, including the fast multipole method (FMM), the conjugate
gradient-fast Fourier transform method (CG-FFT), the adaptive integral method
(AIM) and precorrected-FFT (P-FFT) method.
The fast multipole method (FMM) [21, 78, 79] was first suggested by Rokhlin
to search for the rapid solution to integral equation for scattering problems and
developed for solving the electric field integral equation (EFIE) and combined field
integral (CFIE) for scattering from conduction objects in free space [80]. Recently,
several approaches [81, 82] for extending the FMM to the analysis of microstrip
structures have also been presented. By performing the non-near-field interactions
efficiently with the aid of the multipole expansion of the fields, the fast multipole
method (FMM) and its extension, the multilevel fast multipole algorithm (MLFMA)
[83] can be used to reduce the computation complexity to O(N1.5) and O(N logN),
respectively. By using these methods, the problems with a large number of unknowns
can be solved. Unlike other approximate methods, the FMM and MLFMA are
numerically rigorous, and their accuracy can be controlled. These methods can
accelerate solving the matrix equation, but keep a good computational accuracy
of the MoM simultaneously. However, these methods are based on the addition
theorem of Green’s function. For some complex problems, their applications will be
restrictive, as the Green’s function is difficult to be expanded into multipole form.
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The conjugate gradient-FFT method is a powerful numerical technique that can
be used to significantly reduce the memory requirement and computing time, which
combines the conjugate gradient (CG) method with the fast Fourier transform (FFT)
[84–86]. This method was first developed by Bojarski and has been successfully
applied to many large electromagnetic problems such as large microstrip antenna
arrays [87,88]. Combined with the FFT, the memory requirement and the operation
count per iteration are reduce to O(N) and O(N logN), respectively. However, this
method requires discretizing the integral equation on uniform rectangular grids of
arbitrary geometry, where a stair-case approximation is needed. As a result, the
final solution becomes inaccurate because of the stair-case errors. This is considered
as the most serious drawback of the CG-FFT.
One of the approaches to overcome the drawback of the CG-FFT is the pre-
corrected fast Fourier transform (P-FFT) method [89] which retains the advantages
of the CG-FFT method and offers a good flexibility to model arbitrarily shaped
structures at the same time. Developed by Philips and White [77] to solve electro-
static integral equation problems, the precorrected-FFT method has been extended
to the analysis of metallic scatterers in free space by Nie et al. [90–92]. In [93],
the mixed-potential integral equation (MPIE) combined with the precorrected-FFT
algorithm was successfully employed for the analysis of scattering by and radiation
from large-scale microstrip structures. By applying the P-FFT method to accelerate
the solution of the matrix equation, the memory and computational requirements
are reduced to O(N) and O(N logN), respectively. Similar approaches include the
adaptive integral method (AIM) [94], the discrete Fourier transform method [95],
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and the hybrid finite element-boundary integral method [96]. Both P-FFT method
and AIM reduce the processing and memory requirements by mapping the original
moment method discretization onto a uniform grid and then applying the FFTs to
perform the matrix-vector multiplications [93]. However, the projection mechanisms
are different between P-FFT method and AIM. The P-FFT method generates the
projection operators between the uniform grid and irregular meshes via matching
the vector and scalar potentials. In contrast, the AIM generates projections by
equating a finite number of multipole moments of the basis functions. Therefore,
the P-FFT is more efficient than AIM in some examples due to the fact that the
former allows larger grid spacing (i.e., the grid discretization can be coarser) [93].
1.4 Antennas Integrated with Circuits
In recently years, due to the development of the accurate and efficient electromag-
netic (EM) modeling methods and mature technology of radio frequency integrated
circuits (RFIC) and monolithic microwave integrated circuits (MMIC), active inte-
grated antennas (AIAs) has become an interesting topic receiving intensive atten-
tion [11]. The terminology of “active integrated antennas” means that the passive
antenna elements are integrated with the active circuitry on the same substrate
which can not only make the system operation efficiently, but also improve antenna
characteristic performance such as increasing the bandwidth, decreasing the mutual
coupling of antenna array elements and modifying the antenna patterns as required.
On one hand, the antenna behaves as a radiating element which can be designed
INTRODUCTION 14
and analyzed by the aforementioned EM modeling methods. On the other hand,
being an integral part of the microwave circuit, the antenna provides certain circuit
functions such as resonating, filtering and matching load [11].
The concept of the AIAs was proposed by Kerr et al. in 1977 and employed
to design a quasi-optical mixer in the 100-200 GHz band [97]. Recently, many
innovative designs have been invented and demonstrated successfully [98–100]. Some
active patch antennas have been reported by Dydik [101] and Perkins [102] using
the IMPATT diodes integrated on the circular patch antennas. In [103], Flynt et al.
proposed a low cost and compact active integrated antenna transceiver for system
applications. A TM-type planar dielectric quasi-optical (PDQ) power combiner
integrated with microstrip-fed Yagi-Uda slot antenna array has been demonstrated
in [104]. Also based on the AIA concept, Lee et al. successfully employed to design
a low-cost CMOS ultra-wideband (UWB) impulse transmitter module for impulse-
radio communications and it was integrated with a CMOS impulse generator, a
compact band-pass filer and a planar UWB antenna [105]. Full-wave techniques
(CSTTM ) are employed to design and analyze the planar antenna which makes the
transmitter very compact and has a good performance with low power consumption.
Numerous prototypes of active integrated antennas (AIAs) show that not only the
antenna characteristics can be improved, but also the active parts can be efficiently
tailored to achieve the desired performance [11, 106, 107] with the combination of
the modeling techniques and the circuitry theory.
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1.5 Overview of the Thesis
In Chapter 1, a brief review of the numerical methods for analysis of structures in
multilayered media is conducted. In order to solve the electrically large-scale EM
problems, different fast and efficient algorithms have been outlined. Later, com-
bined with the modeling techniques and the circuitry theory, some active integrated
antennas are introduced.
In Chapter 2, an efficient technique for closed-form Green’s functions in spa-
tial domain for all electric and magnetic mixed potentials in a three-dimensional
multilayered medium is presented. In terms of the dipole source method, the for-
mulation of Green’s functions in spectral domain is expressed efficiently, in which
we just need four basis functions for all components of the Green’s functions in the
three-dimensional space. Two-level approximation combined with the generalized
pencil of function (GPOF, or matrix pencil) is employed to derive the closed-form
Green’s functions by exponential approximation. The high order Sommerfeld iden-
tities are formulated to yield very accurate results of Green’s functions in spatial
domain where z-directional source across planar boundaries is considered. Numeri-
cal results of the Green’s functions are presented to show the efficiency and accuracy
of this method.
In Chapter 3, the mixed potential integral equation (MPIE) combined with
method of moments (MoM) is introduced and employed to analyze 3-D multilayered
structures. The Rao-Wilton-Glisson (RWG) basis functions are involved in MoM
and some methods for circuit simulations are also introduced. Numerical results
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of S-parameters, radiation patterns and sensitive analysis are provided to show the
efficiency, accuracy, and applicability of this method. In order to speed up the
matrix-vector multiplication for characterizing electrically large-scale problems, the
precorrected fast Fourier transform (P-FFT) method is introduced in Chapter 4 and
employed to accelerate the entire computational process so as to reduce significantly
both the memory requirement and the computational time for analysis of large-
scaled structures. Several numerical results of antenna array design and analysis are
presented to demonstrate the efficiency and accuracy of the present technique.
The multilayered Green’s functions are only available with the assumptions that
both ground plane and dielectric substrate are of infinite extent in the transverse
direction. It is, however, not suitable to model the practical structures with finite
grounded substrates. In Chapter 5, EFIE-PMCHW together with method of mo-
ments (MoM) is employed to analyze the patch antenna characteristics with finite
grounded substrates.
In Chapter 6, UWB antennas with hybrid shapes and notch characteristics are
designed and demonstrated, respectively. Also two integrated CMOS UWB trans-
mitter modules are presented, and they both are designed by integrating the UWB




In order to develop a simulation toolbox for designing RF systems, antennas and
circuits have to be properly integrated with a good matching, and independent
computational methods of analysis have to be proposed. They should be different
from the previous methods in terms of the efficiency and accuracy, which lead to
the following contributions:
(1) An efficient technique for closed-form Green’s functions in spatial domain for
both electric and magnetic mixed potentials in a three-dimensional multilay-
ered medium is presented. The formulae of Green’s functions in spectral do-
main are expressed efficiently, in which we just need four basis functions for
all components of the Green’s functions in the three-dimensional space.
(2) The precorrected fast Fourier transform method is employed to accelerate the
entire computational process not only to reduce significantly both the memory
requirement and computational time, but also to increase the design accuracy
and optimization efficiency. Moreover, a high performance phased antenna
array with low sidelobe is designed with aid of the P-FFT approach, where a
bandwidth improvement technique for antenna array is introduced.
(3) Two fully integrated CMOS UWB transmitter modules are designed and demon-
strated with low-power consumption. The UWB antennas are integrated with
the transmitter ICs successfully and efficiently which make the transmitters
to emit the UWB pulse with high efficiency to fit the FCC spectral mask.
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Chapter 2
Dyadic Green’s Functions for
Multilayered Media
2.1 Introduction
With an increase in frequency and a decrease in the antenna size through the use of
high permittivity but thin substrate and with vertical components necessarily imple-
mented in the sub-system, it is very necessary to develop more efficient and accurate
electromagnetic modeling tools for the design of a sub-system in a 3-dimensional
multilayered structure. Herein this Chapter and subsequently, the term “3-D” im-
plies the distributions of the source currents extend across one interface or multiple
interfaces along the normal direction perpendicular to the multiple interfaces. In
view of all the available techniques, the method of moments is usually utilized to
23
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solve the spatial domain mixed potential integral equation and is considered as one
of the most popular approaches.
The integrand kernel of the electric field integral equation is, however, highly sin-
gular for a multilayered medium [66,70,71,108,109]. The efficiency of this approach
is thus considerably dependant upon the fast, accurate and efficient evaluation of
the spatial dyadic Green’s functions which are usually expressed in terms of the
Sommerfeld integrals in spectral domain [64,67,109–111]. It is well known that the
analytical evaluation of the Sommerfeld integrals is not readily available since the
integrand is both highly oscillating and slowly decaying. Therefore, further research
work on obtaining the spatial Green’s functions in closed form is desirable.
There are two schemes in general. The first one employs the specially tailored
algorithms [67,112] and directly evaluates the numerical Sommerfeld integrals, such
as fast Hankel transform algorithm and the steepest descent path approach. These
approaches are fairly accurate for multilayered lossless or lossy media, but their
disadvantages seem to be slow convergence and intensive calculation requirements.
The second scheme is the discrete complex image method (DCIM) [28, 59, 65, 69]
and is demonstrated to be very useful in calculation of the spatial Green’s func-
tions. This approach is developed by approximating the spectral domain Green’s
functions in terms of complex exponentials by using the generalized pencil of func-
tions method (GPOF) [59, 73]; then the spatial Green’s functions can be cast into
so-called closed-form solutions which are expressed using finite sums in the discrete
complex image method. Meanwhile, in multilayered medium, surface wave contri-
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bution which results in errors in the far-field region should be extracted, especially
when we employ the MoM together with the spatial domain Green’s function to ana-
lyze electrically large structures [71]. In addition, some other approaches developed
using the curve fitting techniques were also proposed and succeeded in obtaining
the closed form solutions of the Green’s functions [113–115]. However, the possible
remaining drawbacks, which scientists and engineers have to face, are both: (a)
the necessity of decreasing the time consumed to evaluate the Green’s functions for
different z-positions in the discrete complex image method and (b) the calculation
of the first- and second-order Sommerfeld integrals via the curl operator in spectral
dyadic Green’s functions for the coupled fields radiated by electric and magnetic
sources [60, 61, 116, 117]. This is especially true when vertically varying current
distributions are considered in a 3-dimensional multilayered medium.
In this Chapter, we present efficient and robust closed-form dyadic Green’s
functions in spatial domain for both electric and magnetic mixed potentials in a
3-dimensional planar multilayered medium, which enjoy advantages of both the di-
pole source method [59,66] and the transmission line method [28]. By use of dipole
source method, the formulae of Green’s functions in spectral domain are expressed
in new forms, in which we need only four basis functions for all the components
of the Green’s functions in the three-dimensional space. Then a proper integration
path (two-level approximation) is chosen to avoid the poles and to apply straight-
forwardly both the discrete complex image method and the high-order Sommerfeld
identities so as to obtain very accurate results of Green’s functions in spatial do-
main. Moreover, a new scheme of surface wave pole extraction is proposed which
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guarantees that the surface wave contribution is removed. The results are in good
agreement with the numerical results of directly evaluated Sommerfeld integrals.
2.2 Spectral-Domain Green’s Functions for Elec-
tric and Magnetic Fields in Multilayered Me-
dia
Consider an arbitrarily shaped object embedded in a planar multilayered medium,
as shown in Fig. 2.1. Electromagnetic fields in the structure are excited by arbitrary
electric and magnetic current distributions J and M , respectively. Herein and
subsequently, the time factor ejωt is assumed but suppressed. The electromagnetic
fields due to these sources may be expressed in the following mixed potential forms
E(r) = − jωµ0
∫∫
S










GEM (r, r′) ·M(r′)dS ′
H(r) = − jω0
∫∫
S











GHJ(r, r′) · J(r′)dS ′
where the vectors r and r′ identify the vector locations of the observation point
and the source point, respectively,GAJ/AM denotes the dyadic Green’s functions for
magnetic and electric vector potentials, GV J/VM stands for the Green’s functions for
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corresponding electric and magnetic scalar potentials, and GEM/HJ represents the
dyadic Green’s functions for coupled fields, respectively.
Figure 2.1: An object embedded in a planar multilayered medium with excited
currents J and M .
All of the Green’s functions for the vector and scalar potentials are not uniquely
defined in a multilayered medium. Among these Green’s functions, three useful
choices referred as Formulations A, B and C are given in [28]. In the general case,
Formulation C has advantage over Formulations A and B because it does not have
contour integrals and its scalar potential kernel is continuous at the interfaces with
respect to z. The detailed discussion in [28] shows that it is preferable to choose
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while GV J/VM are expressed as the scalar potentials due to a horizontal electric
dipole and a horizontal magnetic dipole, respectively.










In general, the Green’s functions for a multilayered medium are expressed in
terms of Sommerfeld integrals, which can be written as




G˜(kρ; z, z′)Jn(kρρ)kn+1ρ dkρ (2.4)
where G˜ is the spectral domain counterpart of G(r), Jn is the first kind Bessel
function of order n, kρ =
√
k2x + k2y , and ρ =
√
(x− x′)2 + (y − y′)2.
For the purpose of the efficient and compact formulation, the derivation of the
spectral domain Green’s functions in the multilayered medium can be accomplished
by two methods. One approach to simplify the derivations of the spectral domain
Green’s functions in the multilayered medium is to employ the transmission line
analogy, in which each layer is regarded as a transmission-line section and the TE-
and TM-waves are represented by two independent transmission lines [28]. In this
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Chapter, another approach in terms of dipole source method is employed to accom-
plish the derivation of the spectral domain Green’s functions in the multilayered
medium [66]. As shown in Fig. 2.1, consider an electric dipole and a magnetic di-
pole with an arbitrary direction embedded in region m at point r′. Each layer can
have different electric and magnetic properties (m, µm) and thicknesses (dm). The
bottom layer is backed by a ground plane and the top one is open or air. We can
express the fields E and H at an arbitrary point r in region n by the Hertz poten-
tial approach [66]. Due to electric and magnetic currents of arbitrary orientation
and distribution, the radiated fields can be expressed in terms of the potentials of a
horizontal dipole and a vertical dipole. In accordance with [65,66], these potentials
















From Eq. (2.5), we could obtain the corresponding Green’s functions in its following
conventional form [61]
g˜AJ = (x̂x̂+ ŷŷ)µmFTEn +
(








In fact, there is no scalar potential function defining arbitrary directions and
the distributions of electric and magnetic currents when the mixed potential integral
functions are solved for the electromagnetic fields in multilayered media. This has
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been proved by Michalski and Mosig [61]. Therefore, we adopt the C-type modified
Green’s function derived [61] using the transmission line theory in order to derive
the scalar potential Green’s function in the mixed potential integral equations. The










Apparently, this function is the same as that of the scalar potential [65]. To keep
the result obtained here the same as those C-type formulas derived by Michalski and
Mosig [61], we have to include a modified factor (the correction factor), so that the
scalar-potential Green’s functions radiated by the horizontal and vertical current
distributions are the same. This correction factor is thus given by
C˜AJ = µmµn
V TMn . (2.8)
Employing the field-potential relation of E = −jωµ0A −∇Φ, we then obtain the
new dyadic Green’s functions in the following form
G˜
AJ



















− x̂ẑjkxµmV TMn − ŷẑjkyµmV TMn (2.10a)
+ ẑx̂jkxµnV TEn + ẑŷjkyµnV TEn
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G˜
HJ






n + k2yV TEn )






n + k2xV TEn ) (2.10c)
+ ŷẑjkxF TMn − ẑx̂
µm
µn




where µm, m, µn, and n are relative permeability and permittivity in source and
field regions, respectively. Correspondingly, the term V TE/TMn can be derived as
follows


















µm/µn, for V TEn ;









e−jkmz |z−z′ |, when m = n;
0, when m 6= n.
(2.12b)
F TEn and F TMn can be described by the basic vector potentials which are related to
the horizontal electric and magnetic dipoles. The expressions are given below [66]:





e−jkmz |z−z′ | +BTE/TMm ejkmzz +DTE/TMm e−jkmzz
)
(2.13a)

































































The notations R˜TE/TM represent the generalized reflection coefficients for TE- and
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Assuming there are nmax layers altogether, we have
R˜TEnmax,(nmax+1) = −1 (2.16a)





















k2iz = rik20 − k2ρ (2.17e)
where µm, m, µn, and nare relative permeability and permittivity in source and
field regions, respectively.
Accordingly, T TE/TM,+mn stands for the generalized transmission coefficients from
the source region m to the field region n for TE- and TM-waves, which can be
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Similarly, using the duality theory, we can finally obtain the GAM , G˜VM , and
GEM by exchanging both ⇔ µ and TE ⇔ TM in Eq. (2.10).
2.3 Spatial-Domain Green’s Functions for Elec-
tric and Magnetic Fields in Multilayered Me-
dia
As indicated in Eq. (2.4), the Green’s functions of the vector and scalar potentials
in the spatial domain are represented by Sommerfeld integrals (SI) of its spectral-
domain counterparts. The evaluation of these integrals is quite time-consuming
since the spectral-domain Greens function is typically quite oscillatory and slowly
convergent [59]. The numerical integration is still the bottleneck for the algorithm.
Since the generalized pencil of function method (GPOF) is introduced to extraction
the spectral kernel by a sum of complex exponentials [73], the DCIM is widely used
to represent the SI in a closed form. In practice, this also makes it easy to em-
ploy the DCIM for a multilayered medium by rewriting the spectral domain Green’s
functions in a compact form as G˜ = F/(2jk0z). Note that the quasi-static term
should be extracted from F when the source and field are located in the same region
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in G˜AJ . This technique was first proposed for single layer geometries, and then ex-
tended to multilayer geometries [69,117]. In conjunction with the use of the GPOF
method, one-level approximation and two-level approximation approaches are de-
veloped to approximate the spectral-domain Green’s functions successively. Since
the spectral-domain Green’s functions are complicated in a multilayered medium,
so it is difficult for one-level approximation to extract the quasi-static contribution
(when kρ → ∞) analytically. The other drawback of the one-level approximation
is time-consuming and computationally inefficient [73]. The approximation tech-
niques, like the GPOF method, require the function to be sampled uniformly. By
the one-level approximation, we need to take a large number of samples in order
to approximate a slowly converging function with rapid changes which is a typical
behavior of the spectral-domain Green’s functions of the scalar potentials in the
multilayered medium. Also it is necessary for one-level approximation to be used
to investigate the spectral-domain Green’s function in advance so that the approx-
imation parameters like the number of sampling points and the maximum value of
sample range can be decided. Comparatively, two-level approximation [59] rather
than one-level approximation is adopted which can alleviate the necessity of inves-
tigating the spectral-domain Green’s function in advance. Meantime, by using the
two-level approximation method, the trade-off between the sampling range and the
sampling period can also be avoided.
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2.3.1 Two-level Approach for Approximation the Spectral-
Domain Green’s Functions
From the inverse Fourier-Bessel transform in Eq. (2.4), the spatial-domain Green’s
functions can be obtained from their closed-form spectral domain counterparts.
Evaluation of Sommerfeld integrals Eq. (2.4) is very time-consuming because of
its highly oscillating and slowly decaying behavior. However, if the spectral-domain
Green’s function G˜ is approximated by exponentials, the Sommerfeld integral Eq. (2.4)























where k2z = k2 + k2ρ.
Two-level approximation combined with the generalized pencil of function (GPOF,
or matrix pencil) method [86,118] then is employed to derive the closed-form Green’s
functions on the exponential approximation. The main idea of this method is per-
formed in two levels. As shown in Fig. 2.2, the first and second parts of the ap-
proximation are preformed along the paths Lap1 and Lap2, respectively [59]. When
sampling along real kρ, it can not be expressed as a set of exponentials kz which are
required in the application of the Sommerfeld identity in Eq. (2.22a). Hence, the
kρ-plane was defined as a mapping of a real variable t onto the complex kz-plane by
DYADIC GREEN’S FUNCTIONS FOR MULTILAYERED MEDIA 37
two curves given below [59]
For Lap1 : kz = − jk[T02+ t] 0 ≤ t ≤ T01; (2.23a)
For Lap2 : kz = k[−jt+ (1−
t
T02
)] 0 ≤ t ≤ T02; (2.23b)
where t is the running parameter and T01 and T02 denote the truncation points. By
choosing suitable values for the parameters T01 and T02, good approximation results
can be achieved. The detailed steps are as follows [59]:
(1) Choose T01 and T02 to determine kρmax1 and kρmax2. Mapping onto the path
Lap1 with kρmax2 = k[1 + T 202]1/2 ≥ km (km is the maximum value wavenumber
involved in the multilayered medium) in the kρ-plane, the Green’s functions
are sampled uniformly on t ∈ [0, T02]. T02 can be 5 to meet most of the
situations [59]. If kρmax1 (kρmax1 = k0[1 + (T01 + T02)2]1/2) is large enough to
obtain the behavior of the spectral domain Green’s function for large kρ, the
value of T01 is not very critical. Typically T01 can be 200 [59].
(2) Sample the function along the path Lap1 and approximate it by a series of com-
plex exponentials using the GPOF method. The sample number on [kρmax2,
kρmax1] is chosen as 200 which should be large enough to get a good approxi-
mation [59].
(3) Subtract the exponential approximations from the original function on the range
of kρ ∈ [kρmax2, kρmax1] and sample the remainder of the spectral domain
Green’s function uniformly along Lap2 (kρ ∈ [0, kρmax2]) and approximate it by
using the GPOF method. Since the maximum range for the sampling is rather
small, a typical sample number value is 200 for a good approximation [59].
DYADIC GREEN’S FUNCTIONS FOR MULTILAYERED MEDIA 38
Figure 2.2: Two-level approximation sampling paths.
2.3.2 Surface Wave Poles (SWPs) Extraction
In many previous applications on single or double layered structures, the surface
wave contribution was extracted by residue calculus. However, for the multilayered
medium, it is difficult to extract the contribution of the surface wave. Recently, Ling
et al. [117] proposed to extract the surface wave by evaluating a contour integral
recursively in the complex kρ-plane. Unfortunately, the procedures of searching
the surface wave poles (SWPs) locations and reformulations each spectral domain
Green’s function into a fraction form are very complicated and time consuming. In
this section, a new approach is proposed to extract all the poles associated with the
surfaces waves from the generalized reflection and transmission coefficients, without
changing the integral paths. This is very important because it can minimize the
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serious computational errors which usually occur in the computations of the far
zone fields in [117] when the discrete complex image method is applied. Therefore,
the computational efficiency is increased while the high accuracy is maintained.
Numerical results show the proposed method efficiency and accuracy.
As expression in Eq. (2.14) has implied, the surface wave poles of the Green’s
functions are included in [M˜TE/TMm ]−1. In order to extract the surface wave con-
tributions, in the region of [0,√maxk0] , [M˜TE/TMm ]−1 is calculated with respect to
kρ/k0. As a result, all the poles in the multilayered medium can be located and ex-
tracted from the spectral domain Green’s functions. With this scheme, the discrete
complex image method could be employed in both the near- and far-field regions for
the multilayered medium.
After surface poles extracted and the proper deformed SI paths by two-level






Finally, by applying the Sommerfeld identities in Eq. (2.22a), the closed-form Green’s






























where the short form “SI” stands for the Sommerfeld integrals, ri =
√
ρ2 − b2i , and
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ai, and bi denote the coefficients of the approximate two-level generalized pencil of
functions method of G˜.
2.4 Numerical Results
Following the above procedure, we calculate the closed-form Green’s functions for
the vector and scalar potentials in an arbitrary multilayered medium. We consider
a four-layered structure as the example to demonstrate the efficiency and accuracy
of the algorithm when the now developed Green’s functions are applied to the mul-
tilayered medium. The relative dielectric constants and thicknesses of the layers are
assumed to be r1 = 2.1, r2 = 12.5, r3 = 9.8 and r4 = 8.6; and d1 = 0.7mm,
d2 = 0.3mm, d3 = 0.5mm and d4 = 0.3mm; and the operating frequency is 30 GHz.
We compute the Green’s functions in spatial domain for the source point and field
point both located in the same region (e.g.,z = z′ = 1.3mm, while m = n = 4) and
also in different regions (e.g., z = 0.4mm and z′ = 1.3mm while m = 4 and n = 1).
We firstly consider the procedure of the surface wave pole extraction. Fig. 2.3
shows the magnitude of [M˜TE/TMm ]−1 versus kρ/k0. Two roots are found and the pole
locations can be obtained at 1.736425 and 2.4355, respectively. Simultaneously, the
branch cut instead of a pole position located at 3.1305 can be also observed.
Once the surface wave poles are extracted, the DCIM are applied to obtain
the spatial domain Green’s functions in both the near-field and far-field regions for
general multilayered medium. Fig. 2.4 and Fig. 2.5 provide two examples (GAJxx and
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(a) The magnitude of 1/M˜TEm versus kρ/k0.
(b) The magnitude of 1/M˜TMm versus kρ/k0.
Figure 2.3: The magnitude of 1/M˜TE/TMm versus kρ/k0.
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GV J) to show the comparisons of with and without surface wave poles extracted.
Also the numerical results are compared with those obtained by direct numerical
integration along the Sommerfeld integration path (SIP) [117]. From Fig. 2.4 and
Fig. 2.5, it can be observed that with the surface wave contribution eliminated, the
DCIM can work well in the far-field region. However, when the Green’s functions
in spatial domain for the source and observation points in different regions (z 6= z′)
are considered, a problem appears because of the singularity in the near-field region.
To solve this problem, a transition point is introduced, as what was done in [66] at
kρ = 1 which separates the near- and far-field regions. Surface wave pole extraction
is only employed in the far-field region while in the near-field region, it is ignored.
With this modification, the DCIM method can work well for all the regions with
good efficiency and accuracy.
Fig. 2.6 shows the magnitude of magnetic vector potential Green’s function com-
ponents GAJxx , GAJzx and GAJzz , and electromagnetic scalar potential Green’s function
GV J in both near- and far-field regions. Using this approach, all other components of
the closed-form Green’s functions in spatial domain can be readily obtained. Fig. 2.7
shows the component magnitudes of electric vector potential Green’s function com-
ponents, GAMxx , GAMzx and GAMzz , and the magnetic scalar potential Green’s function,
GVM .
We also show that the components of GEM/HJ, which include the curl of mag-
netic and electric vector potentials, are obtained without the numerical differentia-
tion. Fig. 2.8 shows the magnitudes of the Green’s function components GEMxy and
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(a) Source and field points are in the same layer (m = n = 4).
(b) Source and field points are in different layers (m = 4, n = 1).
Figure 2.4: The magnitude of Green’s function component GAJxx .
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(a) Source and field points are in the same layer (m = n = 4).
(b) Source and field points are in different layers (m = 4, n = 1).
Figure 2.5: The magnitude of Green’s function component GV J .
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(a) Source and field points are in the same layer (m = n = 4).
(b) Source and field points are in different layers (m = 4, n = 1).
Figure 2.6: The magnitudes of magnetic vector potential Green’s function compo-
nents and electric scalar potential Green’s function.
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(a) Source and field points are in the same layer (m = n = 4).
(b) Source and field points are in different layers (m = 4, n = 1).
Figure 2.7: The magnitudes of electric vector potential Green’s function components
and magnetic scalar potential Green’s function
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(a) Source and field points are in the same layer (m = n = 4).
(b) Source and field points are in different layers (m = 4, n = 1).
Figure 2.8: The magnitudes of GEMxy and GHJyx relating to the coupled fields.
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GHJyx , which are usually related to the coupled electromagnetic fields. The numerical
results obtained here are also in a good agreement with those obtained using the
numerical method for the Sommerfeld integrals.
2.5 Summary
An efficient technique for obtaining closed-form Green’s functions in spatial domain
for all electric and magnetic mixed potentials in a three-dimensional multilayered
medium is presented in this Chapter. The formulae of Green’s functions in spec-
tral domain are expressed accurately in terms of four basis functions, so that the
time consumed and the memory stored for computing the Green’s functions are
considerably reduced. The discrete complex image method (DCIM) together with
surface wave pole (SWP) extracted is presented to evaluate the Green’s functions.







In recent years, as introduced in Chapter 1, both the electric field integral equa-
tion (EFIE) and the mixed potential integral equation (MPIE) together with the
method of moments (MoM) have been widely employed to characterize the electro-
magnetic scattering and radiation problems in multilayered media [50,109,119–121].
Compared with the electric field integral equation (EFIE), the mixed potential in-
tegral equation (MPIE) involves both the vector and scalar potentials [50,109,117].
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The vector and scalar potentials are expressed in terms of the induced current and
the induced charge, respectively. For multilayered structures, as derived in Chap-
ter 2, the potential forms of the Green’s functions of the MPIE usually comprise
one-dimensional Sommerfeld integrals, which avoid evaluating the two-dimensional
(2-D) infinite integrals with highly oscillating and slowly decaying integrands in the
EFIE. Also, the forms of the multilayered Green’s functions in the MPIE lead to a
weaker singularity in their integrands than the derivatives needed in the forms of
the EFIE [28]. Therefore, the mixed potential integral equation (MPIE) is generally
more efficient and accurate to solve the electromagnetic problems in multilayered
media [28,50,109,117].
This Chapter begins with the MPIE formulation for three-dimensional (3-D)
microstrip structures, although it is applicable to the arbitrarily shaped, penetra-
ble or conducting objects embedded in multilayered media. For the solution of the
mixed potential integral equation MPIE, the method of moments (MoM) with the
Rao-Wilton-Glisson (RWG) basis functions discretization [74] is employed because
the RWG basis function can offer good flexibility to model arbitrarily shaped struc-
tures. Additionally, the parameter extractions are also demonstrated. Finally, some
representative examples are analyzed to demonstrate the efficiency and accuracy of
the present method.
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3.2 The Mixed-Potential Integral Equation (MPIE)
for 3-D Structures
The mixed potential integral equation (MPIE) formulation is more efficient because
it provides a less singular kernel as compared with the electric field integral equation
(EFIE) method. The starting point for the MPIE is from the following Maxwell’s
equations
∇×E = −jωB (3.1)
∇×H = jωD + J (3.2)
∇×B = 0 (3.3)
∇ ·D = ρ (3.4)
∇ · J = −jωρ. (3.5)
In linear and isotropic materials, the vector potential mentioned above has the
following constitutive relations:
D = E (3.6)
B = µH (3.7)
J = σE. (3.8)
Introducing a magnetic vector potential A, we have
B = µH = ∇×A (3.9)
and from Eq. (3.1) and Eq. (3.9), the electric field can be expressed as
E = −jωA−∇Φ (3.10)
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where Φ is defined as the scalar potential. Through the Lorentz gauge condition:
∇ ·A + jωµΦ = 0 (3.11)
and applying Eq. (3.1) and Eq. (3.7) to Eq. (3.2), we have
∇2A+ ω2µA = −µJ . (3.12)
Also from Eq. (3.4), Eq. (3.6) and Eq. (3.10), we have
∇2Φ + ω2µΦ = −ρ

. (3.13)
By solving Eq. (3.12) and Eq. (3.13), and introducing the multilayered Green’s










GV J (r, r′)∇′ · J (r′)dr′ (3.15)
where GAJ and GV J denote the dyadic Green’s functions for magnetic vector po-
tential and electric scalar potential, respectively. A harmonic time dependence ejωt
is assumed and suppressed.
From the boundary condition associated with the electric field on a perfectly
conducting surface, the tangential electric field must be zero. So, we obtain
nˆ×Es(r) = −nˆ× [Ei(r) +Er(r)] (3.16)
where nˆ is the unit normal vector of the patch surface S, Es denotes the scattered
field excited by the surface current on the patch where Ei and Er are the incident
field and reflected field by the grounded dielectric substrate, respectively.
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By considering the boundary condition in Eq. (3.16), field expression in Eq. (3.10)
and potentials in Eq. (3.14) and Eq. (3.15), the mixed potential integral equation
can be written as
nˆ× [jωµ0〈G
AJ ,J〉 − 1jω0
∇〈GV J ,∇′ · J 〉] = nˆ× [Ei(r) +Er(r)] (3.17)
where < α,β > identifies the integration of the integrand kernel α,β over the entire
source region. Due to arbitrary electric and magnetic sources, similarly, the mixed
potential integral equations can be derived and expressed as in Eq. (2.1).
3.3 Method of Moments
For the solution of the MPIE in Eq. (3.17), the method of moments with triangular
discretization and the Rao-Wilton-Glisson (RWG) basis functions [74] are used and
it makes it to be widely applicable to many practical problem structures. The basis







ρ+i (r), r in T+i
li
2A−i
ρ−i (r), r in T−i
0, otherwise
(3.18)
where li is the common edge length of the two triangles and the A±i are the areas of
the triangles T±i . As shown in Fig. 3.1, the vectors ρ±i (r) are the vectors between
the free vertex and the point r on T±i triangles while the directions of ρ+i and ρ−i
are away and towards the vertex, respectively.
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Figure 3.1: Geometrical parameters of RWG element.
Since the surface electric current on the patch is a sum of the contribution of





and applying the 2-D divergence theorem and the Galerkin’s method, we can derive
the equation below
Z · I = V (3.20a)
N∑
j=1
Zi,j · Ij = Vi, i = 1, 2, · · ·N. (3.20b)
The system matrix of Zi,j represents interactions between the RWG elements on the
patch surface while N is the number of interior edges. Ij are the unknown current
expansion coefficients and V is called excitation or voltage vector. The matrix
elements Zi,j of the MoM equation in Eq. (3.20a) can be decomposed into











f i(r) · f j(r′) ·G






∇ · f i(r)∇′ · f j(r′)GV J(r, r′)drdr′. (3.23)
In Eq. (3.22) and Eq. (3.23), f i(r) and f j(r) represent the testing and basis func-
tions, Ti and Tj denote their supports, respectively, r and r′ are the testing and
observation points, and GAJ and GV J are the dyadic Green’s functions for magnetic
vector potential and electric scalar potential, respectively. After applying the trian-











































AJ (r, r′) · lj
2A−j
ρ−j (r′)drdr′




































GV J(r, r′) ljA−j
drdr′
where lx is the length of common edge of the T+x and T−x triangular facets, A±x are
the areas of triangles T±x , ρ±x denote the vectors between the free vertex and the
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points r on T±x triangles while the directions of ρ+x and ρ−x are away from the vertex
and towards the vertex, respectively.
As shown in Eq. (2.2), the GAJ has 7 non-zero terms. Hence, for an arbitrarily
shaped object embedded in a planar multilayered medium, arbitrary current sources
have the arbitrary direction contributions. Then for the case of 3-D structures
























































ρ−i (r) · [Ei(r) +Er(r)]dr.
3.4 Parameters Extraction and Excitation
This Section shows some methods for antenna and circuit simulations including the
feed model, network S-parameters extraction. In addition, a simple approach which
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employs the reciprocity theorem to calculate the antenna radiation pattern is also
presented.
3.4.1 Excitation Port Model for Simulation
In practical applications, we assume a gap voltage source at the far end of a feed
line as the excitation [122]. This model assumes that a voltage is across a gap with
negligible width on the common edge. Then the approximated electric field within
the gap is
E = V δ(x)nˆx (3.28)
where δ(x) is delta function and nˆx is unit vector which is perpendicular to common
edge n in the patch plane.
Figure 3.2: Excitation port model.















V δ(x)nˆx · f i(r)dr = lnV, i = n;
0, elsewhere.
(3.29)
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The feeding voltage is just like a cosine function of time having a phase of zero and
amplitude equal to 1V . As a result, except for a few elements of V in Eq. (3.27)
which are assigned nonzero values, the incident electric field will be zero everywhere.
3.4.2 S-parameters Extraction
To analyzing the antenna and circuit problems, the S-parameters usually need to
be extracted. Among several de-embedding techniques which have been developed
[63, 123], the most accurate scheme is a three-point curve-fitting scheme [47] which
does not need to care about high standing waves since we always deal with the real
part and imaginary part instead of the magnitude of current. It has been shown
that if the feed line is long enough, the current distribution is just like a sinusoidal
function nearly 0.1 − 0.2λg away from junctions [47]. For an antenna, it is simply
considered as a one-port network. As shown in Fig. 3.3, if the feeding line is in the
x-direction, the current distribution along the feeding line can be assumed as
I(x) = ae−γx − beγx (3.30)
where a and b are represented as the amplitudes of the incident current and reflected
current, respectively. γ is a propagation constant of the microstrip feeding line.
By applying the three-point curve-fitting scheme, the current distribution at three
uniformly-spaced points (x = −x0, 0, x0) is
I1(x = −x0) = aeγx0 − be−γx0, x = −x0; (3.31)
I2(x = 0) = a− b, x = 0; (3.32)
I3(x = x0) = ae−γx0 − beγx0, x = x0. (3.33)
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Applying Eq. (3.31) and Eq. (3.33) obtains
cosh(γx0) =
I1(x = −x0) + I3(x = x0)
2(a− b) . (3.34)
Substituting Eq. (3.32) into Eq. (3.34) gives
cosh(γx0) =
I1(x = −x0) + I3(x = x0)
2I2(x = 0)
. (3.35)
Unique solution can be solved for from Eq. (3.35) as long as Im(γ)x0 < pi/2 and the
incident and reflected waves (a, b) can be obtained from either two of Eq. (3.31),




Figure 3.3: S-parameter extraction model.
In general, for an N -port network, associated with the ith port, the current
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where Z0i and γi are the characteristic impedance and the propagation constant of
the microstrip line at port i. Similarly, the incident and reflected waves (ai, bi) can
be extracted. The relationship between S-parameters and the incident and reflected
waves (ai, bi) is represented as
N∑
i=1
aiSji = bj, j = 1, 2, · · ·N. (3.38)
For an N -port network, it requires to repeat N times of process for N different
excitation states to obtain N2 unknown S-parameters.
3.4.3 Radiation Pattern Calculation
Once the surface current distribution is obtained, we can extract the parameters
associated with the current. The radiation pattern in the far-field zone can be
evaluated conveniently using the reciprocity theorem [124]. According to the reci-
procity theorem, the electric fieldErad(r) radiated by J in the present multilayered
medium is related to J2 by
∫ ∫ ∫
V
Erad(r) · J2(r)dr =
∫ ∫
S
E2(r′) · J (r′)dr′ (3.39)
where J 2 is represented as an arbitrary electric current and E2 denotes the field
radiated by J2 in the present multilayered medium. Applying this approach, the
radiated field in the direction of (θ, φ) can be evaluated as [87]
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whereEθ,φ(r) are the fields in the presence of the dielectric substrate without the an-
tenna which is produced by the and θ- and φ-polarized infinitesimal electric current
elements placed at the observation point in the far zone.
3.5 Numerical Results
3.5.1 Numerical Simulations for Microstrip Circuit Exam-
ples
To validate our mixed potential integral equation code, we future verify three mi-
crostrip structures in multilayered medium. The first example we consider is a mi-
crostrip low-pass filter (whose physical and electric parameters are W1 = 2.413mm,
W2 = 2.54mm, W3 = 5.65mm, a = 12.257mm, r = 2.2, and substrate thickness of
h = 0.794mm) [125], as shown in Fig. 3.4. The magnitudes of S11 and S21 versus
frequency are illustrated in Fig. 3.5. Compared with the results computed using the
finite-difference time-domain method (FDTD) [125], an excellent agreement between
the two methods is observed.
In the following case, the capability of the present method for characterizing 3-
dimensional problems with both horizontal and vertical currents is shown. We now
consider an air-bridge on a single-layered low temperature co-fired ceramic (LTCC)
substrate backed by a metal plane which is shown in Fig. 3.6. The dimensions
are chosen to be the same as those in [32], where d = W1 = g = 0.635mm, a =
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Figure 3.4: Configuration of a low-pass microstrip filter.
Figure 3.5: Computed S-parameters of the low-pass filter.
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Figure 3.6: Configuration of an interconnection by an air-bridge.
Figure 3.7: S-parameters of the interconnection by an air-bridge.
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Figure 3.8: Geometry of a two-turn spiral inductor.
Figure 3.9: S-parameters of a spiral inductor.
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W2 = 0.2116mm, h = 0.2mm, and the relative permittivity of the substrate is
r = 9.8. Fig. 3.7 shows the computed S-parameters for the air-bridge as a function
of frequency. The results obtained using the present method are compared to those
calculated using the finite-difference time-domain method (FDTD) [32]. A good
agreement is apparently shown and the versatility of the present method is also
demonstrated indirectly.
The third example considered in this section is a two-turn spiral inductor shown
in Fig. 3.8. The finite-difference time-domain method has been used [125] to ana-
lyze this 3-dimentional structure. The relativity permittivity and thickness of the
substrate are 9.6 and h = 2mm, respectively. The line widths and spacings are both
2mm. The height and the span of the air-bridges are 1.0mm and 6.0mm, respec-
tively. The magnitude of S-parameters versus frequency calculated using the two
numerical techniques, is illustrates in Fig. 3.9. These results also agree reasonably
well with the finite-difference time-domain solution. All these validations and nu-
merical tests thus confirm the good accuracy and wide applicability of the present
method. To further validate the proposed approach, we will consider more examples
subsequently.
3.5.2 S-parameters and Radiation Pattern Fields Due to
Antenna with Vertical Components
After incorporating the Green’s functions into the method of moments solution to
the mixed potential integral equation (MPIE-MoM), subsequently we will further
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consider the radiation characteristics and the S-parameter of a two-layered structure
with two strip lines connected with a vertical via as shown in Fig. 3.10. The geomet-
rical parameters of the two strip lines are both 4.8×2.4mm2 while the diameter and
the height of the via are 1.2mm and 0.795mm, respectively. The substrate thickness
is 1.59mm and its relative dielectric constant is r = 2.6. One strip line is on the
face of the substrate surface.
Figure 3.10: Geometry and discretization of two microstrip lines connected by a via.
The results of radiation characteristics and the S-parameter are shown in Fig. 3.11
and Fig. 3.12, and they are in a very good agreement with the IE3D results and also
the results in [126]. We also find that once the vertical components are considered,
the time consumed in the computations is considerably increased because of the
large computational requirement of the Green’s functions for different z-positions.
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(a) Operating frequency at f = 15GHz.
(b) Operating frequency at f = 20GHz.
Figure 3.11: Radiation characteristics of the via connection model at different fre-
quencies.
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Figure 3.12: S-parameters of the via connection model.
So, this shows that the presently proposed method is very necessary and quite use-
ful to reduce the consumed computational time when the z-dependent sources are
present across the planar interfaces. This present method is efficient and fast because
it requires only four functions for all components of the Greens’ functions.
In the following examples, we consider a realistic low temperature co-fired ce-
ramic (LTCC) patch antenna coupled with aperture by vertical vias connected and
shown in Fig. 3.13. The S-parameters and radiation patterns of this antenna are
obtained from simulation. The total number of the substrate layers is 10, all the
layer thicknesses and the relative permittivities are the same and are 3.7mils and
r = 5.9, respectively. In our simulations and fabrication, the patch dimensions are
58mils by 88mils, the aperture dimensions are 8mils by 60mils, the feed line width
MPIE FOR MULTILAYERED MICROSTRIP ANTENNAS AND CIRCUITS 69
is 12mils, and the via diameter and the height are 6mils and 7.4mils, respectively.
Figure 3.13: Geometry of aperture coupled patch antenna with vias connected.
To characterize the patch antenna coupled with aperture by a vertical connection
vias-hole as shown in Fig. 3.13, we enforce the boundary conditions, that is, the
total tangential electric fields on the electric conductors’ surface are zero and the
total magnetic fields are continuous through the aperture. Furthermore, the mixed





























GV JF ∇′ · JFdS ′ +
∫
Sap
GEMF ·MF dS ′ +Ee
)
= 0 (3.41b)











GVMP ∇′ ·MPdS ′ +
∫
Sp











GVMF ∇′ ·MFdS ′ +
∫
SF
GHJF · JFdS ′
)
where the subscripts, P , F and AP , denote the regions of patch, feeding line, and
aperture, respectively.
To make the method to be widely applicable to many practical problem struc-
tures, here we use the Rao-Wilton-Glisson (triangular-pair) basis functions and the
Galerkin’s procedure to discrete Eq. (3.41). It is found that there exist two advan-
tages of the present method: (a) one is that the curl operator for the coupled field
between the electric current and the magnetic current can be effectively avoided in
spatial domain, and (b) the other is that only four functions need to be stored in
memory when we calculate the different Green’s functions in different z-positions
using the discrete complex image method for the vertical components of the struc-
tures, which leads to less computational (CPU) time consumed and high efficiency
of using memory.
The S-parameters of the antenna are shown in Fig. 3.14, while the radiation
pattern of the antenna is also shown in Fig. 3.15. The overall agreements of the
antenna pattern and S-parameter results between the present method and the IE3D
and between the present method and the measurement are excellent, except that
there exists some discrepancy between the calculated and measured return losses.
The reasons might be that the designed low temperature co-fired ceramic (LTCC)
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filaments are too thin and the thickness may not be uniform across the whole aper-
ture structure. Also, there may exist some errors in the measurement of the return
loss.
Figure 3.14: Return loss of the low temperature co-fired ceramic (LTCC) antenna
coupled aperture with vertical via connected.
3.5.3 Sensitivity Analysis for Microstrip Circuits Optimiza-
tion
In this section, incorporating the iterative adjoint technique into the method of mo-
ments solution to the mixed potential integral equation (MPIE-MoM), we can ana-
lyze the sensitivities of planar microwave circuits with respect to design parameters.
The sensitivity analysis is to evaluate the sensitivity of system performance with re-
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Figure 3.15: Radiation pattern of low temperature co-fired ceramic (LTCC) antenna
with vertical via connected.
spect to design parameters for optimized design. The sensitivity is usually denoted
by the gradient of a response function, and then an efficient optimization method
makes use of the derivative information of the response to obtain suitable design
parameters. The topics of this section are concerned with the efficient full-wave sen-
sitivity analysis by the MPIE-MoM approach. Sensitivities of charges and current
densities for planar structures were first investigated using the MoM in [127, 128].
In [127], shape sensitivities of electrostatic problems for planar structures were stud-
ied. By applying the flux-transport theorem, a new integral equation (IE) for the
total derivative of the charge with respect to a geometrical parameter was derived
from the original IE for the charge distribution. The two IEs were solved by the
MoM using the same set of basis and testing functions. A similar approach with
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MPIE was applied to analyze the sensitivities of current density distributions and
S-parameters with respect to geometrical parameters in [128]. Although this tech-
nique could obtain accurate sensitivity results, it needs complicated manipulations
to analytically simplify the impedance matrix elements and its implementation into
the optimization environment would require a large amount of time in reprogram-
ming the current MoM simulation tools. To make the programming implementation
easier, a feasible adjoint technique [129] combined with MPIE-MoM was proposed
in [130] to realize the full-wave sensitivity analysis. Above techniques employ the
LU decomposition [131] to solve the two matrix equations, requiring O(N3) compu-
tational work loads.
This section presents MPIE-MoM approach to analyze sensitivities of multilayer
planar structures. With the aid of iterative adjoint technique and the spatial Green’s
functions in DCIM forms [63,65], the present technique has the following advantages:
(1) the adjoint technique is employed to make the sensitivity analysis very easy to
implement into the current MoM based simulation tools; (2) the iterative scheme
(GCR) is introduced to solve the matrix equation, requiring O(N2) computation for
each step. It would greatly save computational time if the iteration converges fast;
(3) the spatial Green’s kernel in the DCIM form makes it possible to investigate
the performance sensitivity with respect to the geometrical parameters, which the
Green’s function is dependent on. This case cannot be solved in [128]. In the
present study, sensitivities of S-parameters of a low pass filter with respect to the
design parameters are analyzed to validate the accuracy and efficiency of the present
technique.
MPIE FOR MULTILAYERED MICROSTRIP ANTENNAS AND CIRCUITS 74
As introduced in Section 3.2 and Section 3.3, the method of moments (MoM)
subject to the mixed potential integral equation (MPIE) has been proved as an ac-
curate and efficient technique for analyzing properties of multilayered planar struc-
tures. Current density distribution on metal patch is first solved via Eq. (3.20a).
After obtaining the current density I, we are interested in the sensitivity of the
response function ψ, which is dependent on the design parameters explicitly and
inexplicitly through the current density, as
∇xψ = ∇exψ +∇Iψ · ∇xI. (3.42)
Here, the adjoint technique is utilized to efficiently and clearly calculate the
sensitivity of response function. Taking the gradient of Eq. (3.20a), we obtain
∇xI = Z−1(∇xV −∇xZI¯) (3.43)
where I¯ means that I holds constant during the differentiation. Then substituting
Eq. (3.43) into Eq. (3.42), we have
∇xψ = ∇exψ +∇IψZ
−1(∇xV −∇xZI¯). (3.44)
An adjoint vector Iˆ is defined as
IˆT = ∇IψZ
−1. (3.45)
Then we have another linear matrix equation from Eq. (3.45) given below
ZT Iˆ = [∇Iψ]
T . (3.46)
This is referred to as an adjoint linear model, in parallel with the original one in
Eq. (3.20a). In the adjoint matrix equation of Eq. (3.46), the impedance matrix is
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just the transposition of the Z in Eq. (3.20a), eliminating the need to fill the matrix
again. The exciting source vector is the explicit derivative of response function with
respect to the current density distribution.
It is noted that theZ matrix elements are usually complex, and the transposition
of a complex matrix involves conjugation. To make it clear to manipulate, the



















where ZR=Re{Z}, ZI=Im{Z}, IˆR=Re{Iˆ}, Iˆ I=Im{Iˆ}, ∇IRψ = ∂ψ/∂IR, and
∇IIψ = ∂ψ/∂II . The adjoint vector Iˆ is then solved for again by the iterative
scheme.
After obtaining both the current density vector I and the adjoint vector Iˆ
through Eq. (3.20a) and Eq. (3.46), the sensitivity of response function with respect
to the design parameter x could be calculated from Eq. (3.44), as follows
∇xψ = ∇exψ + Iˆ
T
(∇xV −∇xZI¯). (3.48)
From the above procedure, we finally obtain the performance sensitivity with
respect to design parameters after solving two linear models. Iterative scheme is em-
ployed to solve each matrix equation, requiring O(N2) computational cost for each
iterative step. For the fast convergence iterative method, the cost of twice iteration
is still far smaller than the direct matrix inverse cost O(N3) (in the LU decompo-
sition), expecially when N is large. In addition, the adjoint technique is utilized to
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guarantee the efficiency regardless of the number of perturbing design parameters.
The time-consuming linear matrix equations in Eq. (3.20a) and Eq. (3.46) are only
required to be solved once to obtain the current density vector and adjoint vector.
For the different design parameter, differences are only involved in Eq. (3.48). Thus,
computational load is mainly associated with the derivatives of Z matrix elements
∇xZ in Eq. (3.48). For the planar structures, this situation would be worse when
the perturbing parameters are associated with the material properties of substrate
layer (, µ) or the thickness of each layer, which would require the derivatives of
Green’s kernels. The computational cost is expensive to obtain the derivatives of
the planar Green’s functions in spectral domain, and sometimes it is very difficult
to realize. Here, the use of planar Green’s functions in DCIM form makes it possible
to calculate the derivatives in spatial domain efficiently. In this way, the derivatives
could be replaced by finite-difference (FD), for which the accuracy would be subject
to the order of the finite-difference (FD). An example of the S-parameter sensitivity
of a low pass filter with respect to the substrate permittivity is followed to validate
the accuracy and efficiency of the proposed technique.
As shown in Fig. 3.4, the detail dimensions of the microstrip low-pass filter have
been mentioned in Section 3.5.1. The sensitivity of S-parameters with respect to the
substrate permittivity is investigated. The response functions we are interested in
are the analytical expressions of S11 and S21. The Matched Load Simulation (MLS)
[63] is employed for the extraction of S-parameters from the current distribution. In
the MLS, traveling waves are forced in the output port so that the S-parameter could
be calculated directly on the input line due to the matched load. The magnitude of
MPIE FOR MULTILAYERED MICROSTRIP ANTENNAS AND CIRCUITS 77








where I1 = Imax and I2 = Imin are the current maximum and minimum of the
standing wave pattern on the input line respectively, and Ip is the current magnitude
at the output reference plane (traveling wave).
After the current distribution I is solved through Eq. (3.20a), the adjoint matrix
equation Eq. (3.46) should be constructed and solved for Iˆ. Take the |S11| for
example. It is only explicitly determined by Imax and Imin through Eq. (3.49) so
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−2I2R |I1 |








|I1|(|I1|+|I2 |)2 , when Im = Imax
−2I2I |I1|
|I2|(|I1|+|I2 |)2
, when Im = Imin
0, else;
(3.50b)
where I1R = Re{I1}, I1I = Im{I1}, I2R = Re{I2} and I1I = Im{I1}. After I
and Iˆ have been obtained, the sensitivity could be calculated via Eq. (3.48). Since
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the S-parameters and the exciting source V are not explicitly determined by the
perturbing parameters, the first two terms in the right hand of Eq. (3.48) are zeros
and only the third term remains, in which the derivative of Z matrix is approximated
by the finite difference. The sensitivity of |S21| is solved in a similar way.
(a) Sensitivity of |S11|.
(b) Sensitivity of |S21|.
Figure 3.16: S-parameter sensitivities (comparison with FD) versus substrate per-
mittivity at 6 GHz.
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Fig. 3.16 show the magnitude of S-parameters of the low pass filter at 6 GHz
and their sensitivities respectively, with respect to the substrate permittivity. Sen-
sitivities calculated by the present method show very good consistency with those
obtained by finite difference (FD) directly from the S-parameter curves.
3.6 Summary
In this Chapter, an effective and accurate mixed potential integral equation (MPIE)
together with the method of moments (MoM) is derived for the arbitrarily shaped,
conducting or penetrable objects embedded in the multilayered medium. Valida-
tions of the present technique are firstly made by applications to analyze a low
pass filter, an interconnect, a spiral inductor and an antenna coupled with aper-
ture, where S-parameters are calculated and compared with the results obtained by
FDTD method and measurement results. Good agreements are obtained from these
comparisons. Finally, sensitivities of S-parameters of a low pass filter with respect




Design and Analysis using Fast
Algorithm
4.1 Introduction
In the last thirty years, since a variety of applications such as mobile radio systems,
integrated antennas, radar and satellite communications require high output powers
and very directive radiation patterns, microstrip antenna arrays play an important
role in fulfilling the increased demands [132,133]. Hence, the analysis and optimiza-
tion of microstrip antenna array characteristics become more and more urgent due
to many applications.
80
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There are several methods of analysis for such antenna arrays. In recent years,
the spatial-domain method of moments (MoM) together with the mixed potential
integral equation (MPIE) has been extensively used for the design and optimization
of microstrip structures [71, 108]. Although the method is robust, the solution pro-
cedure of the resultant matrix equation requires O(N3) operations if the Gaussian
elimination is used; or O(N2) operations per iteration if an iterative method is
used, where N is the number of unknowns. So in modeling electrically large-scale
structures, computational limitations can be easily exceeded.
One way to improve the efficiency of the iterativeMoM is to speed up the matrix-
vector multiplication. As mentioned in Chapter 1, there are a number of techniques
developed for this purpose, including the fast multipole method (FMM) [134, 135],
the conjugate gradient-fast Fourier transform (CG-FFT) method [87], the adap-
tive integral method (AIM) [94] and the precorrected-FFT (P-FFT) [93]. Among
these techniques, the precorrected-FFT (P-FFT) technique is one of the powerful
approaches that can accelerate the solution of the matrix equation and significantly
reduce the memory and computational requirements to O(N) and O(N logN), re-
spectively. Proposed by Philips and White [77] to solve Laplacian equations in
electrostatic problems, the precorrected-FFT (P-FFT) method has been further
developed by Yuan et al. [93] for analyzing scattering by, and radiation of, large
microstrip antenna arrays; and by Nie et al. [90–92] for solving scattering problems
of arbitrarily shaped objects based on the surface integral equations and volume
integral equations. As a further application, several antenna arrays are designed
and analyzed in this Chapter. Very good agreements between calculation and mea-
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surement results demonstrate the efficiency and accuracy of this technique.
In this Chapter, we present an accurate and efficient method combined the P-
FFT algorithm to analyze large-scale structures in the multilayered medium. By
applying this fast and efficient algorithm, the memory requirement and an op-
eration count for the matrix-vector multiplication are proportional to O(N) and
O(N logN), respectively. Additionally, it is offer good flexibility to model arbitrar-
ily shaped structures. Finally, several antenna arrays are designed and analyzed by
the present fast and efficient algorithm. Numerical results are obtained and very
good agreements are observed between experimental and simulated results of such
arrays.
4.2 The Precorrected-FFT Accelerated MoM-Analysis
4.2.1 The Precorrected-FFT Algorithm
As shown in Eq. (3.20a), numerical solution of the MoM matrix equation requires
O(N3) operations and requires O(N2) memory to store the matrix elements, where
N is the number of unknowns. The large operation count and memory requirement
render the MOM solution for the large-scaled antennas and circuits prohibitively
expensive. Here the precorrected-FFT method is used to speed up the matrix-vector
multiplication and improve the efficiency of iterative MoM.
To reduce the computational cost and memory requirements, like other fast
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algorithms, the precorrected-FFT algorithm also operates the approximation of the
far-zone interactions. By filling only an order-N subset of Z and computing Z in
two parts, the acceleration of the solution of Eq. (3.20a) can be accomplished as
V = ZnearInear + V far (4.1)
where Znear only contains some elements within a threshold distance, and V far
represents the far-zone interactions between the uniform grids which can be obtained
by the FFT algorithm.
Application of the precorrected-FFT algorithm requires that the whole geom-
etry should be enclosed in a regular rectangular grid. Especially, for the planar
antennas and circuits, it is only necessary to employ a planar uniform grid that can
be coincident with the original triangular grid [93]. Fig. 4.1 shows the sketch of a
discretized circular patch, overlaid in a 9 × 9 uniform cell. The triangular elements
are then sorted into cells, with each cell containing only a few triangular elements.
Then, the actual patch sources are projected onto equivalent point sources, which
are placed at the cell vertices (grid order=2), or at half the spacing of the vertices
(grid order=3), according to the desired accuracy [93].
Fig. 4.2 shows the steps of the precorrected-FFT algorithm. Then the matrix-
vector multiplication can be approximated in a four-step procedure [93]:
(1) Project the actual element singularity distributions to equivalent source points
on the uniform grid;
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Figure 4.1: The sketch of a discretized circular patch associated uniform grid.
Figure 4.2: Procedure of the precorrected-FFT algorithm.
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(2) Compute the potentials at the equivalent grid points which can be obtained by
the grid sources by FFT-accelerated convolutions;
(3) Interpolate the grid point potentials onto the elements in a certain cell;
(4) Add the precorrected near-field interactions which means interactions with
nearby elements are computed directly, interactions between distant elements
are computed using the grid.
(I) Projection
First, we describe the construction of the grid projection operator. For the planar
antennas and circuits, assume the mth RWG basis function is contained in a given
cell k. The current and charge (either electric or magnetic) distributions on the
two mth RWG patches are then projected onto the grids surrounding the mth edge.
Point singularities can be set at the cell vertices (grid order p = 2), or at half the
spacing of the vertices (grid order p = 3), and so on, as desired for accuracy. We then
select Nc testing points on the border of a circle of radius rc, whose center coincides
with the center of the cell k [93]. The radius rc can be arbitrarily selected as long
as all the cell vertices are entirely enclosed in the sphere. First the projection of
the currents is considered. We enforce the magnetic vector potential at each testing
point produced by the p2 grid currents to match that due to the original current
distribution on the element at the test points as follow [93]
Aptq = A˜
gt
q , q = 1, 2, · · ·Nc (4.2)
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where Aptq and A˜
gt
q are the vector potentials at the qth testing point due to the
actual triangular patch currents and the equivalent grid currents respectively, which








Jˆα,n · nˆGAJxx (rtq, rn) (4.3b)
where rtq and rn denote the positions of the qth testing point and the nth grid
point, respectively, Im stands for the coefficients of current expanded in terms of the
RWG basis functions, Jˆα,n is the current at the nth grid point, while α = x, y and
nˆ = xˆ+ yˆ. For the planar antennas and circuits, since there is no vertical current,
only one component GAJxx in G
AJ is required. Substituting Eq. (4.3) into Eq. (4.2)
for all Nc points yields
P gtα Jˆα = P ptα Im (4.4)
where Jˆα ∈ Rp
2×1 denotes the current components at the grid point, and P gtα ∈
RNc×p2 represent the relations from grid current to test point potentials, given by
P gtα (q, n) = GAJxx (rtq, rn). (4.5)
It can be constructed that the relative positions of the grid points and the test points
are identical for each cell and, therefore, the values of P gtα are the same for each cell.
The components of P ptα ∈ RNc×N(k) represent the relations from the patch currents
to the test potentials, and N(k) is the number of the basis functions contained in
cell k. P ptα can be written as
P ptα (q,m) =
∫
S
GAJxx (rtq, r′)fm(r′) · nˆdS ′ (4.6)
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where P gtα,m,n and P ptα,m,n represent the mapping between grid current n and test point
m potential and mapping between patch currents n and testing point m vector
potential, respectively. Jˆα,m denotes the current component at the grid point m
while Im,n is the current expansion coefficient of n element in the cell k.
Finally, we define two vectors W α(k,m) to represent the contribution of the
mth basis function in cell k to the grid point source Jˆα which can be given by
W α(k,m) = [P gtα ]+P pt,mα (4.8)
where [P gtα ]+ indicates the generalized Moore-Penrose inverse of P gtα , and P pt,mα
represents the mth column of P ptα . By means of this operator, the actual current
on the triangular patch associated withmth common edge can be projected onto the
p2 grid points surrounding the cell k. For any patch current m in cell k, a subset of
the grid current Jˆα can be generated from this project operation. The contributions
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to Jˆα from the cell k are generated by summing over all the currents in the cell.
Patch currents outside of cell k may contribute to some of the elements of Jˆα in the
case of shared grids [93].
The foregoing formulae are applied for the projection of the patch currents dis-
tributions. Similarly, the projections of charges are conducted by matching the
electrical scalar potentials due to the actual charge distribution on triangular el-
ements with that due to the equivalent point charges on the grids. Then we can
construct the charge projection operator Wc(k,m) as follows
Wc(k,m) = [P gtc ]+P pt,mc (4.9)
where
P gtc (q, n) =GV J(rtq, rn) (4.10a)





∇ · fm(r′)GV J (rtq, r′)dS ′ (4.10b)
in which P gtc ∈ RNc×p
2 represents the mapping between the equivalent grid point
charges and testing point scalar potentials, and P ptc ∈ RNc×N(k) is the mapping
between patch charges and the testing point scalar potentials. With the projection
operator Wc(k,m) in Eq. (4.9), we can project the element charges onto a uniform
grid of point charges [93].
The proper selection of the test points rt can guarantee the accuracy of the above
projection scheme. For planar structures, as shown in Fig. 4.3, we choose Nc points
uniformly located on a circle containing the cell as testing points. Furthermore, the
criteria for the choice of the testing points can be found in [136].
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Figure 4.3: The two-dimensional grid projection scheme.
(II) Computation of Grid Potentials Using FFT Algorithm
After the patch source (currents and charges) distributions have been projected onto
the uniform rectangular grids, the impedance matrix becomes a Toeplitz matrix
which can be rapidly computed using the FFT [137]. Thus, the vector and scalar






Φˆ =DFT−1 {DFT{Hq} ·DFT{qˆ}} (4.11b)
where DFT and DFT−1 represent the discrete Fourier transform and inverse discrete
Fourier transform, respectively. The entries of Ha and Hq are the spatial domain
Green’s functions GAJxx and GV J between grid points, respectively [93]. By using
the FFT to speed up the solution of the matrix equation, computational cost and
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memory requirement are reduced to O(N logN) and O(N), respectively.
(III) Interpolation
After the grid potentials are obtained, the potentials on the triangular patches can
be computed through interpolation. The interpolation process is inverse process
of the projecting process. Here the Gaussian interpolation is employed which can
guarantee the accuracy.
(IV) Precorrection for Near Field Interactions
However, since the interactions between nearby patches are poorly approximated, it
is necessary to evaluate the near-field interactions precisely and remove the inaccu-
rate contribution from the use of the grid. This process is referred to as “precorrec-
tion”. The accurate potentials in the cell k can be represented as [93]
A(k) = AG(k) +
∑
l∈M(k)
[PA(k, l)−QA(k, l)]Jl (4.12a)
Φ(k) = ΦG(k) +
∑
l∈M(k)
[PΦ(k, l)−QΦ(k, l)](∇ · Jl) (4.12b)
where AG(k) and ΦG(k) are the inaccurate grid approximations to A(k) and Φ(k)
before the precorrection step. M(k) indicates the indices of the set of cells that
are close to cell k. PA(k, l) and PΦ(k, l) denote the closed interactions which are
computed directly. QA(k, l) and QΦ(k, l) represent the nearby patch interactions
which are computed by the grid-approximation and need to be removed.
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4.2.2 Computational Efficiency
Because of the large number of elements in large-scaled antennas and circuits of prac-
tical interest and the computational complexity, more attention should be given to
the efficient calculation of Eq. (3.20a). As mentioned previously, numerical solution
of the MoM matrix equation requires operations O(N3) and requires O(N2) mem-
ory to store the matrix elements. It will exceed the memory available and render
the method computationally intractable for a very large number of elements. The
cost of the P-FFT algorithm consists of three parts, the costs of direct computa-
tions of near zone fields, the costs of grid projection and interpolation, and the
costs of the FFTs [93]. Because the entries involved are sparse so that the costs
of the direct computations of near zone fields are proportional to O(N). The cost
of the projection and interpolation is also O(N). For the computation of FFTs,
the cost is O(Ng logNg). So the total computational cost of the P-FFT algorithm
is O(Ng logNg). Similarly, the memory requirement of the grid projection and in-
terpolation are both O(N). The requirement of the FFT and the requirement of
the precorrection are O(Ng) and O(Nnear), respectively. Ng represents the num-
ber of grid points and Nnear is the number of the near field interacted elements
involved [93].
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4.3 Multilayered Antenna Arrays Design and Sim-
ulation
4.3.1 Scan Blindness of the Phased Arrays Analysis
Due to the specific features such as sharp radiation pattern, steerable beam, shaped
beam and conformable geometries, microstrip arrays are practically in great demand
for several applications including mobile communications, satellite communications,
global positioning systems (GPS), and aeronautical and radar systems [138–140].
Hence, the analysis of characteristics of a large-scaled phased array is a subject of
interest in a variety of applications [141–143].
A number of works [144] have been done to study the properties of the infinite
arrays. A spectral periodic Green’s function together with the method of moments
was previously used to analyze infinite, planar, phased arrays of microstrip dipoles
with idealized feed [141,143]. The infinite array solution, however, does not account
for edge or fringing effects of such a finite array. Thus, the full wave analysis of
finite arrays is more practical and accurate than that of either isolated elements
or infinite arrays which were assumed in the literature. This in fact motivates the
present research conducted and presented in this section.
For analyzing of phased arrays, the parameters including input impedance and
reflection coefficients should be accurately considered. As stated in [141–143], at
blindness, the entire power incident on the array is trapped in the nonradiating
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surface wave, resulting in total reflection. The surface wave, being bounded to the
array surface, does not carry power away from the structure. In this section, we
firstly provide the derivation of the reflection coefficients which can embody the
phenomenon of the scanning blindness. Then the precorrected-FFT method is em-
ployed successfully to analyze such a large-scaled dipole array. Some typical results
are presented, in the form of reflection coefficient magnitudes versus scanning angle
in various scanning planes for the large-scaled dipole array, so as to demonstrate
the efficiency and accuracy of the present technique. As compared with the existing
publications, the major contributions of the present work are: (a) a large-scaled fi-
nite array is accurately characterized here in this work, where in the past, the finite
arrays of large scale have to be analyzed by assuming it to be infinitely large and
periodic so that only one element of the finite array is considered; (b) all the array
edge elements and their fringing effects are considered and formulated in the present
work, where the fringing effects are evidently depicted and they were ignored via the
infinite array approximation, and (c) the previous analysis of such large arrays was
made only in the spectrum domain while the present analysis is carried out in the
spatial domain based on the P-FFT algorithm to accelerate the entire computational
process for analyzing the scanning blindness of such the finite dipole array.
(I) Simulation for the Phased Dipole Arrays
The dipole elements are assumed to be centered with ideal gap voltage generators
[141]. Now we consider a finite planar array shown in Fig. 4.4, so the voltage vector
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elements can be written as
Vn = ejk0(xnu+ynv) (4.13)
where xn and yn represent the coordinates at the center of the nth dipole, and
u = sin θ cosφ and v = sin θ sin φ denote the direction cosines for scanning in the
spherical (θ, φ)-direction.
After the matrix equation in Eq. (3.20a) is solved, the input impedance of the





where ln denotes the edge length and In stands for the coefficients of current ex-
panded in terms of RWG basis functions. The reflection coefficients due to the nth
dipole, when the antennas are fed in series with a matched impedance as shown
in Fig. 4.4 (b), are presented in [144] as a function of scanning angle. The series
reactance is used to match the antenna impedance for a scanning angle of 0◦ to the
transmission line feed. Since the antenna impedance varies with scanning angle, the
match is no longer perfect as the array is steered away from 0◦. With this matching
arrangement, the reflection coefficient is thus given by
Rn(θ, φ) = Z
n
in(θ, φ)− Zb
Znin(θ, φ) + Z?b
(4.15)
where Zb = X0+Y0 represents the input impedance of the dipole element at broad-
side (θ = φ = 0◦).
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(a) Geometry of an N ×N array of printed dipoles on a grounded dielectric slab.
(b) Series reactance matching circuit.
Figure 4.4: The geometry of a finite dipoles array.
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(II) Numerical Results
Fig. 4.5 shows the reflection coefficient magnitude of an array of 13 × 13 dipole
elements with grid spacings of a = b = 0.5λ, dipole length of L = 0.39λ, dipole
width of W = 0.002λ, substrate thickness of d = 0.19λ, and substrate relative
permittivity of  = 2.55. The reflection coefficient for the finite array is computed
at the center element of the array. The dipole is matched at the broadside scanning
angle of (θ = 0◦), and curves are shown in the E-plane (φ = 0◦), H-plane (φ = 90◦),
and a diagonal plane (D-plane) (φ = 45◦). Compared with the result for an infinite
array of similar dipoles [143], the reflection coefficient magnitude versus scan angle
of this 13 × 13 dipole array shows a good agreement with the infinite array’s result
for lower θ-angles, as shown in Fig. 4.5. However, when the θ-angles increase to
be large than 60◦, the edge effects will be very strong and thus the results will be
different, as shown in Fig. 4.5. This is expected because the 13 × 13 dipole array
is considered large enough so that the fringing or edge effects are very minimum
toward its center dipole element. Usually, at the blind spot, the magnitude of the
reflection coefficient approaches unity. This comparison validates the accuracy of
the present spatial domain full-wave analysis.
Subsequently, we will look into the fringing effects due to the edge dipole ele-
ments. Fig. 4.6 (a), 6 (b) and 6 (c) show the reflection coefficient magnitudes of
the dipole elements at locations of (1,1), (1,7) and (7,1), respectively. It can be
seen, because of the edge effects in the finite dipole array, the reflection coefficient
magnitude varies with the position of the dipole element. Toward the elements in
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Figure 4.5: Reflection coefficient magnitudes at the center element versus scanning
angles (in the E-, D- and H-planes) for a finite array of (13 × 13) elements. The
parameters used in computations are assumed to be  = 2.55, d = 0.19λ, a = b =
0.5λ, L = 0.39λ, and W = 0.002λ.
4 corners, the reflection coefficient magnitude becomes much weaker; while toward
the centre of the edges, the reflection coefficient magnitude can be very large. It is
apparent that the reflection coefficient magnitudes on edges are very different from
that at the centre element. These effects or results cannot be obtained by using the
previous approach in [143].
As discussed in [143], the blind spot of the infinite dipole array moved with
the increased grid spacing. Here we will consider the finite dipole array, and discuss
the effects of the increased grid spacing on the reflection coefficient magnitudes, too.
Fig. 4.7 shows the magnitudes of reflection coefficients, for which the array geometry
is the same as that of Fig. 4.5, but the E-plane element spacing is increased slightly
from 0.5λ to 0.5155λ. It is seen clearly that the blindness angle has moved to
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(a) Reflection coefficient magnitudes at the (1,1) element.
(b) Reflection coefficient magnitudes at the (1,7) element.
(c) Reflection coefficient magnitudes at the (7,1) element.
Figure 4.6: Reflection coefficient magnitudes at edge elements versus scanning angles
(in the E-, D- and H-planes) for a finite array of (13 × 13) elements. The same
parameters as used in Fig. 4.5 are assumed.
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θ = 42◦ in the E-plane. Again, we can see that the difference of the two sets of
reflection coefficient magnitude results between the finite and infinite arrays becomes
significant for the θ-angle ranging from 55◦ to 90◦. When the E-plane and H-plane
element spacings are both increased to 0.57λ, the blind spot has decreasingly moved
to θ = 28◦ in the E-plane, as shown in Fig. 4.8. Although all the conclusive results
agree well with theoretical predictions made in [143], the efficiency and accuracy of
the present method are evidently high.
Figure 4.7: Reflection coefficient magnitudes at the center element versus scanning
angle (E-, D- and H-plane) for a finite (13×13) dipole array. The same parameters
as used in Fig. 4.5 are assumed, except for a = 0.5155λ changed from the previous
value of a = 0.5λ.
The resource requirements of the precorrected-FFT method of this dipole array
are listed in Table 4.1. A grid spacing of 0.1λ and the threshold distance of 0.3λ are
used. The residual error is 0.001. As can be seen, for the 13 × 13 dipole array, the
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Figure 4.8: Reflection coefficient magnitudes at the center element versus scanning
angle (E-, D- and H-plane) for a finite (13×13) dipole array. The same parameters
as used in Fig. 4.5 are assumed, except for a = b = 0.57λ changed from the previous
values of a = b = 0.5λ.
Table 4.1: The resource requirements of the P-FFT method (13 × 13 dipole array).
Array 13 × 13 Dipole Array
No of Triangles 12844
No of Unknowns 12675
MoM Memory (MB) 1255.9
P-FFT Memory (MB) 29.3
No. of Iterations 352
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P-FFT requires 29.3 MB of memory and the iteration number is 352 on a Pentium
1.5 G PC.
4.3.2 Phased Antenna Array with Low Sidelobe Design and
Analysis
Phased array antennas have found increasing applications in radar engineering and,
more recently, in satellite and cellular communications. In the most recent appli-
cations, smart antennas play an important role in cellular base stations. Despite
of increasing popularity, the optimum designs and practical fabrications of planar
phased array antennas with low sidelobe level and narrow beamwidth remains a
challenging task [145].
The most commonly used method for reducing the sidelobe levels of a uniform
array involves amplitude tapering, in which the excitation amplitudes of the array
elements generally decrease with the distance from the center of the array. Several
techniques were developed [146,147] for obtaining amplitude shading coefficients for
a linear array of uniformly spaced point sources, and they produce the narrowest
possible beam for a given degree of uniform minor lobe suppression. However, the
two major consequences are the reduction of the sidelobe levels and the broadening
of the beamwidths. These two phenomena are always complementary to each other.
Since the beamwidth is widened, the directivity of the array decreases. If a lower
sidelobe level is needed, then a wider beamwidth must be accepted as a compromise.
A significant effort has been so spent as to find amplitude distributions that minimize
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the beamwidth for a given sidelobe level or optimize the pattern in some other
ways [148].
In this section, a high performance phased antenna array is designed. Compared
with the traditional array with uniform dimension elements, this type of antenna
array has a lower-level sidelobe characteristic. The sidelobe level is reduced by using
the taper structures. Moreover, the P-FFT algorithm is employed to accelerate the
entire computational process so as to reduce significantly both the memory require-
ment and computational time for large arrays. Both calculated and experimental
results of return loss (S-parameter), radiation patterns, and phase-shift angles of
the proposed arrays are obtained and compared. A very good agreement between
calculated and measured results of such arrays has been obtained.
(I) Series-fed Taper Antenna Array Design
The seven-element series-fed taper microstrip antenna array is shown in Fig. 4.9 (a),
which was used as the starting point of this work. The array is designed to resonate
at 10GHz. The dielectric substrate of the microstrip array has a relative dielectric
constant of 2.2 and thickness of 31mil.
An array with a uniform excitation usually produces the narrowest possible
beamwidth along with the highest sidelobe level. High sidelobes can increase inter-
ference or result in spurious signal reception. Therefore, it is necessary to reduce the
sidelobe levels. To achieve the objective, a taper in the amplitudes of the elements
is proposed. As mentioned in [148], a linear taper distribution is considered for the
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(a) The 1× 7 single series-fed taper antenna array.
(b) The 8× 7 series-fed taper antenna array.
Figure 4.9: Photographs of the antenna arrays.
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proposed antenna array. An amplitude varies linearly from a peak value of 1 at the
array center to a value of C (−6 dB) at the edge, which is shown in Fig. 4.10. an is
the amplitude of the nth element, it can be obtained by
an = C + (1− C)[1−
2zn
L ] (4.16)
Figure 4.10: Linear tapered distribution.
The array element conductance (gn) is proportional the amplitude coefficient
(an) squared and the input conductance to the array (gin) which is the sum of all







Ka2n = 1 (4.17)
where K is the constant of proportionality. From Eq. (4.16) and Eq. (4.17), when
the array element number is determined, the required elements conductances can be
found and the theoretical width of the array element then can be finally obtained [17].
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The width and length values of the antenna array are obtained based on the
theoretical calculation and optimized by the proposed method combined the P-
FFT algorithm. The agreement between simulated and measured results of the
S-parameter and radiation patterns demonstrates the accuracy and efficiency of the
precorrected-FFT algorithm.
When tapering the amplitude distributions, the highest excitation should be
located at the center of the array and then it decreases toward the edges [148]. If
the array has an odd number of elements, then the center element has the largest
excitation. For an even number of array elements, the two elements adjacent to each
other located in the center share the largest excitation. With end-fed arrays, the
elements nearest the feed will couple only a small amount of power and therefore
must be fairly narrow in width. The feed line must be small as compared to the
narrowest patch. In this case, a 80 Ω line will be used, and it is a 1.111 mm wide
line that is considerably smaller than the rectangular patch width. Two-dimensional
arrays are designed as shown in Fig. 4.9 (b), being composed with eight single series-
fed taper arrays. The element spacing is chosen as 2/3 λ0 to prevent grating lobes.
(II) Implementation of Phased Shift
As shown in Fig. 4.11, a RF signal is emitted by antennas through the feeding
network and phase shifter. By adjusting the phase shifter, the radiation pattern in
H-plane could be continuously steered over a range of angles and the beam-scanning
function of the phased array can be achieved.
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Figure 4.11: Block diagram of the phased-array system.
(III) Results and Analysis
In this section, we demonstrate the proposed 1 × 7 (single seven-element) series-
fed antenna array and the 8 × 7 (eight seven-element) series-fed phased arrays.
Calculated results of radiation patterns, return loss, and gain of the arrays are
shown and the experimental results show reasonable agreement with the simulation
and high performance of the proposed antenna array.
To check the performance of this 8× 7 phased antenna arrays, the single seven-
element series-fed taper antenna array is first designed and analyzed (where the
relative permittivity is assumed as r = 2.2, while the substrate thickness is h = 31
mil), as shown in Fig. 4.9 (a). The series-fed taper antenna array is designed and
shown in Fig. 4.12. The detailed geometrical parameters are listed in Table 4.2.
Fig. 4.13 shows the magnitude of the scattering parameter, S11. The E- and
H-plane radiation patterns at 10 GHz of the single array are depicted in Fig. 4.14.
Also the results are compared with the simulation data obtained using the method of
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Figure 4.12: Configurations of the single antenna array.
Table 4.2: Single array geometric parameters.
Element Size (mm) Patch width Patch length Line width Line length
1 4.8 10.133 1.11 11.12
2 6.55 9.93 1.11 11.12
3 8.385 9.787 1.11 11.12
4 10.35 9.682 1.11 11.12
5 8.385 9.787 1.11 11.12
6 6.55 9.93 1.11 11.12
7 4.8 10.133 1.11 —
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moments accelerated with the P-FFT fast algorithm. Because of the taper structure,
E-plane of the proposed antenna array shows the low sidelobe characteristic. The
relative sidelobe level of about −16 dB has been reduced by using the taper antenna
array.
Figure 4.13: S-parameter, S11, of the single series-fed taper antenna array.
Fig. 4.15 shows the measured patterns in both E- and H-planes when the phase
shifters were adjusted to scan the beam to 0◦ (broadside), −7◦, and 11◦, respectively.
In the E-plane, the radiation patterns are changed unconspicuously because no phase
shift is involved. From the Fig. 4.15, for both E-plane and H-plane, it can be seen
that the relative sidelobe level are both about −14 dB. The detailed performance
parameters of the present antenna arry are listed in Table 4.3. Without phased
shifted, the beam direction is just 0◦ which is same with the simulation results. Also
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(a) E-plane.
(b) H-plane.
Figure 4.14: The radiation patterns of the single series-fed taper antenna array.
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(a) E-plane (Scanning angle = 0◦).
(b) H-plane (Scanning angle = 0◦.)
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(c) H-plane (Scanning angle = −7◦).
(d) H-plane (Scanning angle = 11◦).
Figure 4.15: Radiation patterns of the antenna array at different scanning angles.
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Table 4.3: The performance of 8× 7 series-fed taper antenna array.
Pattern Gain (dBi) Beamwidth (◦) Max cross-polarization (dBi)
E-plane 22.3 9 1.1
H-plane 21.7 10 2
Table 4.4: Computational requirements by the P-FFT method (phased array).
Array 1 × 7 8× 7
No of Triangles 2528 7520
No of Unknowns 3517 9816
MoM Memory (MB) 99.8 755
P-FFT Memory (MB) 20.3 33.4
No. of Iterations 516 368
from the Fig. 4.15, it is seen that the comparison of shift angles between calculated
and measured results is, in general, very good in agreement.
The computational resource requirements of the precorrected-FFT method are
listed in Table 4.4. The residual error is 0.001. As can be seen, the pFFT requires
33.4 MB of memory and the iteration number of 368 on a Pentium 2.4 G personal
computer for the design of 8 × 7 phased antenna arrays.
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4.3.3 Bandwidth Improvement of Antenna Array Design
and Analysis
Due to the well known advantages such as low profile and light weight, microstrip
antenna arrays are now being widely utilized in many practical applications, such as
satellite communication systems. Despite of increased popularity, efficient designs
and fine fabrications of planar array antennas with low sidelobe levels and wide
impedance bandwidth still remain as a challenging task [145]. In the Section 4.3.2,
the approach for reducing the sidelobe level of a uniform array has been described.
However, there exists another major disadvantage in these related designs, i.e., the
narrow bandwidth. In the last decade, much effort has been therefore devoted to
the bandwidth enhancement of microstrip antennas. Several techniques including
impedance matching, the use of multiple resonators and the use of lossy materials
have been proposed.
In this section, a new configuration of matching feed is proposed which can
improve significantly the antenna array performance. In order to improve the per-
formance of microstrip antenna array, a microstrip series-fed tapered array with
novel configuration is designed. Compared with the traditional tapered one which
is shown in Fig. 4.16 (a), the novel antenna array has a better VSWR characteristic.
The sidelobe level is also reduced by using the tapered structure. The validation
of the proposed design was demonstrated using a 5-element linear taper microstrip
array that achieves a −14 dB peak sidelobe level. A very good agreement has been
obtained between calculated and measured performances of such arrays. Additional,
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P-FFT algorithm is employed to optimize the dimensions of the antenna array which
produced good measurement results.
(I) Matching-In-Step (MIS) Antenna Array Design
The proposed new antenna array in this work is shown in Fig. 4.16 (b). The elements
are spaced a wavelength apart where the patch and the transmission line are both
half-wavelength in length. The array elements dimensions are initially determined
by the traditional series-fed antenna array design, as illuminated in Section 4.3.2.
Assume that the line has a characteristic impedance of Z0, and also that at the
design frequency, the radiating element impedance is purely real. Compared with
the traditional series-fed antenna array, the terminal element of the array is designed
using recessed microstrip-line feed. An equivalent circuit for the proposed novel
series-fed array is easily constructed and is given in Fig. 4.17. The circuit consists
of shunt impedance, representing the elements, connected together by transmission
line segments. According to the equivalent circuit, the total input impedance is
determined by the smallest one of the patch elements. At resonance, the input
resistance for a patch fed at one edge is usually high, being in the order of 150 Ω to
500 Ω. It can be reduced by moving the feed inward toward the center of the patch
because input impedance varies approximately as a cosine squared function of the
inset distance (which has a maximum at the edge and is zero at the center [148]).
When using the recessed feed at the end of the elements, the total input impedance
of the array is determined by the terminal element because its input impedance is the
smallest one. Here in the proposed array, the terminal input impedance is designed
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to be 80 Ω. As shown in Fig. 4.17, for the ith element of the array, the feed line
characteristic impedance is the same as the inner input impedance of the elements
(Zin,i) in order to match in series. Then the total input impedance of the array is
nearly 50 Ω and changes slowly as compared with the traditional one. Therefore, it
has a better VSWR characteristics.
(a) Traditional taper antenna array.
(b) MIS taper antenna array.
Figure 4.16: Prototype photographs of the conventional and MIS taper antenna
arrays.
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Figure 4.17: Series-fed array equivalent circuit.
(II) Results and Analysis
In this section, we compare the properties of the proposed novel antenna array
and the traditional one whose configurations are shown respectively in Fig. 4.18.
Calculated results of radiation patterns, return loss, and gain of the arrays are also
shown in Fig. 4.19, Fig. 4.20 and Fig. 4.21; and compared with the experimental
results. It shows that a reasonable agreement between the designed results and the
experimental results of the proposed MIS antenna array is obseved.
To be able to judge the performance of this proposed new antenna array properly,
a traditional series-fed taper antenna array shown in Fig. 4.18 (a) is first analyzed
(where permittivity and thickness of the substrate are r = 2.2 and h = 31 mil,
respectively). Compared with the traditional one, the novel series-fed taper antenna
array is also designed, as shown in Fig. 4.18 (b). The detailed geometric parameters
are listed in Table 4.5 and Table 4.6, respectively. Fig. 4.19 shows the magnitude of
the scattering parameter S11. Compared with the traditional one (1.1%), the novel
series-fed taper antenna array (2.8%) acquires better VSWR.
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(a) Configuration of the traditional series-fed taper antenna array.
(b) Configuration of the novel series-fed taper antenna array.
Figure 4.18: Configurations of the conventional and MIS taper antenna arrays.
Finally, the E- and H-plane radiation patterns at 5 GHz of the two arrays are
shown in Fig. 4.20 and Fig. 4.21, respectively. Also the results are compared with
the data obtained using the MoM accelerated with the P-FFT fast algorithm based
on the mixed potential integral equation technique (for reducing significantly both
the memory requirement and computational time). The sidelobe level is apparently
reduced by using the taper antenna array. Compared with the traditional series-fed
taper antenna array (−17 dB), the novel taper antenna array has a slightly higher
sidelobe level (−14 dB) but it exhibits a good radiation characteristic and a wider
bandwidth of 2.8% compared to the traditional one (1.1%). Due to the material
loss, the measured bandwidths are as expected wider than the simulated results,
which can be observed from Fig. 4.19.
The computational resource requirements of the precorrected-FFT method are
listed in Table 4.7. Also the residual error is 0.001. As can be seen, the P-FFT
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(a) S11 of traditional series-fed taper antenna array.
(b) S11 of novel series-fed taper antenna array.
Figure 4.19: The S-parameters of the two antenna arrays.
MULTILAYERED ANTENNA ARRAYS DESIGN AND ANALYSIS 119
(a) E-plane.
(b) H-plane.
Figure 4.20: The E- and H-plane radiation patterns of the novel series-fed taper
antenna array.
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(a) E-plane
(b) H-plane
Figure 4.21: The E- and H-plane radiation patterns of the traditional series-fed
taper antenna array.
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Table 4.5: Geometric parameters of the traditional array elements (where i = 1, · · ·,
5).
Size (mm) Patch width Patch length Line width Line length
No. i (W ′i ) (L′i) (Wi) (Li)
1 15.25 19.99 2.42 20.8
2 24.12 19.73 2.42 20.8
3 34.4 19.59 2.42 20.8
4 24.12 19.73 2.42 20.8
5 15.25 19.99 2.42 —
Table 4.6: Geometric parameters of the novel array elements (where i = 1, · · ·, 5).
Size (mm) Patch width Patch length Line width Line length Input imped.
No. i (W ′i ) (L′i) (Wi) (Li) (Zin,i, Ω)
1 15.25 19.99 2.42 22.92 466
2 24.12 19.73 4.2 23.07 220
3 34.4 19.59 3.34 23.5 125
4 24.12 19.73 1.9 23.8 220
5 15.25 19.99 1.1 7 80
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Table 4.7: Computational requirements by the P-FFT method (traditional/MIS
array).
Array MIS array Traditional array
No of Triangles 2024 1533
No of Unknowns 3578 2632
MoM Memory (MB) 103.9 55.3
P-FFT Memory (MB) 21.2 19.1
No. of Iterations 529 392
requires 21.2 MB of memory and the iteration number of 529 on a Pentium 2.4G
personal computer for the design of proposed antenna array.
4.4 Summary
In this chapter, the precorrected-FFT algorithm is applied successfully to analyze a
large-scaled dipole array, a high performance phased antenna array with low sidelobe
and a novel series-fed taper antenna array. Compared with the conventional iterative
solvers, this method is much less demanding of computer resources, the CPU time
per iteration is of the order O(N logN) and the memory requirement is of the order
O(N). A very good agreement has been obtained between calculated and measured
characteristics of such arrays. Calculated results of reflection coefficients, radiation
patterns, return loss, and gain of the arrays are also shown and demonstrated the
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efficiency and accuracy of the precorrected-FFT algorithm.
Chapter 5
EFIE-PMCHW (MoM) for
Analysis of Microstrip Antennas
on Finite Grounded Substrates
5.1 Introduction
In Chapter 3, an effective and accurate mixed potential integral equation (MPIE)
together with the method of moments (MoM) is derived for the arbitrarily shaped,
conducting or penetrable objects embedded in the multilayered medium. However,
this method is only valid on the condition of the infinite ground plane and dielectric
substratet in the transverse direction, and thus the associated multilayer media
Green’s functions are available. In fact, the edges of substrate and ground plane
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will bring the diffraction, which would affect various characteristics of the antennas,
especially for the property of the radar cross section (RCS). As a result, these
assumptions are usually not practical.
In order to analyze the radiation and scattering from practical microstrip an-
tennas with finite grounded substrate, several methods have been proposed [119,
149, 150]. However, these methods are only suitable for the finite planar substrate
under certain simple assumption. In this Chapter, the electric field integral equation
(EFIE) together with PMCHW formulation is applied to analyze the characteristics
of microstrip antennas on finite grounded substrate. The Green’s function used in
the EFIE-PMCHW formulation is the one in the homogenous medium, so it is very
simple. Moreover, these integral equations are solved by the MoM with the RWG
basis functions and the Galerkin’s procedure. The single patch antenna and a 3× 3
array are considered in this Chapter. The calculated and measured results are also
presented to demonstrate the validity and capability of the proposed method.
5.2 EFIE-PMCHW andMethod of Moments Equa-
tions
5.2.1 EFIE-PMCHW Formulation
As introduced in Section 1.3.1, without the generality, we analyze the objects com-
bined by a single conducting body and a single dielectric region in free space. It can
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be straightforwardly expanded to the multiple conductors and dielectric regions.
Figure 5.1: Arbitrarily shaped object combined by conducting and dielectric body
illuminated by a plane wave.
Consider a perfectly conducting surface Sc and a dielectric surface Sd placed in
an infinite homogeneous medium (1, µ1 ), which is illuminated by an incident plane
wave (Einc, H inc ), as shown in Fig. 5.1. The dielectric object is characterized by
(2, µ2 ), which can be complex if the object is lossy. Applying the equivalence
principle, we can formulate two equivalent problems, which are valid for regions ex-
terior and interior to the dielectric material, respectively. For the exterior equivalent
problem, labeled (1) in Fig. 5.1, the conducting and dielectric bodies are replaced
by fictitious mathematical surfaces and the entire region is filled with homogeneous
material of the exterior medium. The equivalent electric current J c and equivalent
electric and magnetic currents (Jd, M d) are introduced on surfaces Sc and Sd, re-
spectively. For the interior equivalent problem, labeled (2) in Fig. 5.1, (2, µ2) is
filled in the entire region. Then we introduce the equivalent electric and magnetic
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currents (−Jd, −Md) on the surface Sd. In order to satisfy the boundary con-
ditions, which are the continuity of the tangential components on the surface, the
equal electric and magnetic currents but in the opposite directions are introduced on
the opposite side of the dielectric surface. Applied the boundary conditions on the
electric and magnetic fields on each interface and combined the interior and exterior
equivalent problems [119,150], a set of integral equations can be derived as
nˆ× [−E1Sc(J c)−E
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where J c is the electric current on surface Sc, while Jd and M d represent electric
and magnetic currents on surface Sd. nˆ is the unit normal vector of the conducting
and dielectric surfaces. EincSc ,Sd and H
inc
Sd are the incident electric and magnetic
fields. Superscripts 1 and 2 represent the media in which the scattered fields are
evaluated. The electric and magnetic fields EiSc,Sd(J c,d,M d) and H
i
Sd(Jd,M d) can
be evaluated by Eq. (1.5).
5.2.2 Method of Moments
In order to solve Eq. (5.1), the method of moments with triangular discretization
and the Rao-Wilton-Glisson (RWG) basis functions [74] are used. The unknown














where Icn, Idn andMdn represent the unknown expansion coefficients, Nc and Nd are
the numbers of interior edges of the conducting and dielectric surfaces, respectively,
and ηi stands for the wave impedance in the homogeneous medium. Substituting
Eq. (5.2) into Eq. (5.1) and applying the Galerkin’s procedure, a matrix equation
can be derived as
ZN×NIN×1 = V N×1 (5.3)




































where IN×1 is the vector consisting of the unknown coefficients to be derived. V N×1









fm(r) · η0H incSd (r)dr, r ∈ Sd (5.5b)
ZJ cmn,c = jω
∫
Tm∈Sc




∇s · fm(r)[Φ1mn(J c, r) + Φ2mn(J c, r)]dr, r ∈ Sc (5.5c)
ZJ dmn,c = jω
∫
Tm∈Sc
fm(r) · [A1mn(J d, r) +A2mn(Jd, r)]dr




∇s · fm(r)[Φ1mn(Jd, r) + Φ2mn(Jd, r)]dr, r ∈ Sc (5.5d)
ZJ cmn,d = jω
∫
Tm∈Sd
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∫
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dr, r ∈ Sd (5.5j)
YM dmn,d = jω
∫
Tm∈Sd




∇s · fm(r) (5.5k)
· η20 [Ψ1mn(M d, r) + Ψ2mn(M d, r)] dr, r ∈ Sd
where A and Φ are vector and scalar potentials produced by the electric current,
while F and Ψ are produced by the magnetic current. From Eq. (5.2) and Eq. (1.6),
the components of the various vector potentials Ai and F i and the scalar potentials
Φi and Ψi, for i = 1, 2, can be expressed as





fn(r′) ·Gi(r, r′)dr′, r′ ∈ Sc, Sd (5.6a)
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fn(r′) ·Gi(r, r′)dr′, r′ ∈ Sd (5.6b)





∇′s · fn(r′)Gi(r, r′)dr′, r′ ∈ Sc, Sd (5.6c)





∇′s · fn(r′)Gi(r, r′)dr′, r′ ∈ Sd (5.6d)
where Gi(r, r′) = Exp{−jki|r − r′|}/|r − r′| and ki = ω
√µii represent the scalar
Green’s function and the wave number in homogeneous material (i, µi), respec-
tively. In the above equations, fm and fn represent the testing and basis functions
supported by the triangular patches Tm and Tn, respectively.
5.3 Numerical Results
In this section, we illuminate some numerical examples to validate the implementa-
tion and demonstrate the capability of the proposed method.
First we consider a recessed microstrip antenna which can be used for Radio
Frequency Identification (RFID) application in 2.4GHz band. As shown in Fig. 5.2,
the recessed patch of 94mm×90mm is mount on the grounded dielectric substrate.
The thickness of the substrate is 31mil and the dielectric constant of r = 2.2. The
patch antenna is fed by a 50Ω microstirp line with the width of 2.42mm. Recessed
structure guarantees efficient matching between the antenna and the feed. The
detailed parameters of the proposed antenna are illuminated in Fig. 5.2(a).
Fig. 5.3 shows the magnitude of the scattering parameter S11, while the radiation
patterns of the antenna at 2.425 GHz are also shown in Fig. 5.4. Except that a slight
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(a) Geometry of the recessed antenna.
(b) Photograph of the proposed antenna.
Figure 5.2: Recessed microstrip antenna.
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Figure 5.3: Reflection coefficient |S11| of the recessed microstrip antenna.
Figure 5.4: Radiation patterns in E- and H-planes of the recessed antenna.
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discrepancy exists between the calculated and measured return losses, the overall
agreements of the S-parameter and radiation pattern results between the present
method and the measurement are very good, which demonstrates the present method
to be efficient and accurate for the practical microstrip antenna with finite grounded
substrate.
The next example is an array having 3 cross-shaped patches in both the x and
y directions, as shown in Fig. 5.5(a). The geometrical parameters are: L = 1.5cm,
W = 0.5cm, a = b = 2.0cm and dx = dy = 6.2cm. The substrate has a thickness of
h = 0.508mm and a dielectric constant of r = 2.98. Fig. 5.5(b) is a photograph of
the proposed array. The monostatic RCS values, σθθ, at the plane of φ = 0◦ at 8GHz
and 10GHz are presented and shown in Fig. 5.6(a) and Fig. 5.6(b), respectively.
Both the results calculated by the present EFIE-PMCHW method and the MPIE
together with the multilayered Green’s function approach (introduced in Chapter
3) are compared with the measured results. It can be seen that the results of
the present method agree much better with the measured results than those of
the Green’s function/Sommerfeld approach because the present method models the
actual structure better by taking into account the effect of the finite size of the
substrate and the ground plane.
5.4 Summary
In this Chapter, the electric field integral equation (EFIE) together with PMCHW
formulation is presented for the efficient and accurate analysis of microstrip antennas
EFIE-PMCHW FOR ANALYSIS OF FINITE GROUNDED ANTENNAS 134
(a) Configuration of a 3× 3 cross-shape patch array.
(b) Photograph of the antenna array.
Figure 5.5: 3× 3 cross-shape patch array.
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(a) Frequency=8 GHz.
(b) Frequency=10 GHz.
Figure 5.6: Monostatic RCS (σθθ) versus θ for the 3× 3 cross-shape array.
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on finite grounded substrate. In the method, the Green’s function in a homogeneous
medium is used and the method of moments is employed to discretize the integral
equations. Very good agreements have been observed between calculated and mea-
sured results of the microstrip antenna and array with finite grounded substrate,
namely, return loss, radiation patterns and radar cross section (RCS).
Chapter 6
Integrated UWB Antennas and
Transmitter Systems
6.1 Introduction
Recently, with the extensive efforts in developing the microwave and millimeter wave
solid-state devices for design requirements, the system needs to occupy smaller and
smaller area. As a result, systems integrated with antennas with low volume, light
weight and low cost become a promising technology for wireless communications [11,
107]. Especially, over the last ten years, the ultra-wideband (UWB) technology has
received considerable attention since the U.S. Federal Communications Commission
(FCC) released an unlicenced spectrum of 3.1 − 10.6 GHz for short-range indoor
data communication applications [105]. This large occupancy bandwidth brings
UWB systems many advantages over traditional narrowband wireless systems, such
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as noise/interference immunity, low probability of undesired detection, interception,
implementation with low cost and low-power consumption, high data rates, and
coexistence with other wireless communication systems [151, 152]. However, one of
the significant implementation challenges for the UWB communication system is the
UWB transmitter module design which could generate and transmit an UWB pulse
that satisfies the FCC spectral mask with low-power consumption. The performance
of the transmitter module is determined by the capability of pulse generator and
integrated antenna which are two key components in the UWB transmitter module.
The method for generating a particular pulse signal for UWB systems is one of
the fundamental considerations in the design of UWB circuits and systems, because
the pulse waveform determines the spectrum characteristics of the UWB signal and
constraints for component and system designs. Recently, several pulse generating
approaches were proposed for UWB communications, such as to generate the 1st
and 2nd derivatives of the Gaussian pulse [153] or a precise UWB pulse whose fre-
quency spectrum satisfies the FCC regulation [154]. However, this method requires
complex pulse generation circuit which not only complicates the design of the UWB
transmitter but also increases the level of power consumption. To avoid the previous
method drawbacks, in this Chapter, the transmitter ICs with driver amplifier shap-
ing network are proposed to generate narrow pulses using a simple digital circuit
to minimize power consumption and circuit complexity [155]. Measurement results
show that the proposed transmitter ICs can not only fit the FCC spectral mask, but
also achieve low power consumption.
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The integrated antenna is another critical component in ultra-wideband (UWB)
transmitter system. The ultra-wideband requirement brings great challenges to the
antenna designs and analysis [156, 157]. The frequency-domain approach employed
in the study of antennas with finite ground becomes deficient to model the proposed
wide-band antennas because the method is based on the computation at individual
frequency points and the computational time is prohibitively large. In contrast, the
time-domain approach can provide a complete full-wave electromagnetic characteris-
tics in the time domain simply in one computational run. Therefore the time-domain
approach is extremely efficient to analyze UWB antennas. In this Chapter, CSTTM
Microwave Studio simulator is utilized in the synthesis of two ultra-wideband (UWB)
integrated antenna prototypes with better S-parameters and higher radiation effi-
ciency. Furthermore, two transmitter modules (antennas integrated with UWB pulse
generator IC) are investigated. Measured waveforms and spectrum of the received
signal of the transmitter modules demonstrate that the proposed integrated anten-
nas are suitable for UWB applications.
6.2 UWB Antennas Design for Integration
As introduced in Section 6.1, ultra-wideband (UWB) communication systems are
currently under investigation and the design of a compact wideband antenna is very
essential. In order to overcome the inherently narrow bandwidth of microstrip an-
tennas, various techniques have been developed to cover the entire UWB bandwidth,
such as L-/F- shaped probe to feed the patch [152,158], triangular patch [159], U-/V-
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slot monopoles [157], and others. In contrast to previous studies, we first present,
in this section, a hybrid shaped ultra-wideband antenna which can be effectively
used for the entire 3.1 − 10.6GHz UWB frequency band. Moreover, an elliptically
shaped UWB patch antenna with band-notch features is proposed in detail which
can not only satisfy all UWB bands but also reject the limited band in order to
avoid possible interference with the existing 5.15 − 5.825GHz band.
6.2.1 Hybrid Shaped Ultra-Wideband Antenna
In this Section, we present a compact patch antenna using hybrid shaped patch as
well as the ground, which exhibits better UWB operating characteristics. Due to the
hybrid shape effects, a good match to antenna’s input impedance is achieved over
the entire 3.1 − 10.6GHz band, by optimizing parameters of the proposed antenna.
Because of very compact size, the proposed antenna could be used as an on-chip
integrated antenna for the UWB system. Moreover, for UWB systems using time-
domain modulation schemes, any distortion of the transmitted pulse shape will
increase the difficulties of the detection at the receiver. The distortion induced by
the proposed antenna has been presented. It shows the distortion is very small, and
thus this proposed antenna has a good potential in practical UWB communications.
(I) Antenna Design
In order to emit the modulated UWB pulse efficiently, a novel hybrid shaped antenna
is proposed, as shown in Fig. 6.1. Antenna part is formed by two ellipses with a
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rectangle to smooth out the discontinuity of the overlapping areas. The ground
plane is also formed in a similar way. The lower operating frequency of the antenna
can be determined by the length of radiating part above the ground (d + 2b1 + h).
By selecting optimal parameters of the proposed antenna, it is found that return
loss has a good match to 50 Ω over the entire UWB frequency band.
The antenna was fabricated on a Rogers substrate having 20mil thickness and
relative dielectric constant of 3.46. The area occupied by the antenna aperture is
only 35mm×35mm, which is a very compact size. The antenna is simulated by
CSTTM Microwave Studio simulator. From the simulation, the optimal dimensions
of T = 0.5mm, h = 0.25mm, W = L = 35mm, L2 = 12mm, W1 = 1.16mm,
a1 = 9.6mm, a2 = 12mm, and d = b1 = b2 = 6mm are selected.
(II) Experimental and Simulation Results
The prototype of the proposed antenna is shown in Fig. 6.1 (b). The reflection
coefficient of the antenna is measured using an HP 8510 Network Analyzer. In
Fig. 6.2, the simulated and measured results are displayed. A good agreement
between simulated and measured S-parameter has been obtained. It can be seen
that over the whole range from 3.1 to 10.6GHz, the return loss is much lower than
−10dB.
The antenna gain in boresight vs. frequency is presented in Fig. 6.3. The
measured radiation patterns at 4 GHz and 7 GHz over the bandwidth in the E-
plane (Z−Y plane) and H-plane (X−Y plane) are plotted in Fig. 6.4 and Fig. 6.5,
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(a) Geometry of the hybrid shaped UWB patch antenna.
(b) Photograph of the designed antenna.
Figure 6.1: Hybrid shaped UWB patch antenna.
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Figure 6.2: Simulated (solid) and measured (dash) return losses of the antenna.
Figure 6.3: Measured antenna gain in boresight vs. frequency.
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respectively. The symmetry and omnidirection of those patterns with regard to
frequency in both planes, are particularly important in a broadband point-to-point
communication. E-plane patterns are similar to that of monopoles, and it is also
found that the omnidirection in H-plane (see Fig. 6.5) is better at lower frequencies.
The previous evaluation is not sufficient for cases where time-domain modulation
schemes are used. The distortion of the pulse resulted from the dispersive nature
of the antenna has also to be considered. In view of this, Fig. 6.6 shows the pulse
position modulation. The red curve (1) represents the input signal and the yellow
one (2) stands for the signal at the receiver antenna. It can be observed that the
distortion of the transmitted waveform in the time domain is very small, which is
important to retrieve the communication data. Each box indicates 1ns. Hence, the
oscillation of the received signal only lasts within one box, as shown in Fig. 6.6(b).
Therefore, the proposed antenna with hybrid shapes can be implemented in the
modulation scheme easily and efficiently.
Finally the spectrum of the antenna emitting pulse sequence at the receiver is
presented in Fig. 6.7, where the pulse has been so shaped that its major spectrum
energy occupies the FCC UWB band.
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(a) Frequency = 4 GHz.
(b) Frequency = 7 GHz.
Figure 6.4: Measured radiation pattern of the proposed UWB antenna (E-plane).
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(a) Frequency = 4 GHz.
(b) Frequency = 7 GHz.
Figure 6.5: Measured radiation pattern of the proposed UWB antenna (H-plane).
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(a) Input and received signal.
(b) Highlight waveforms of the input and received signal.
Figure 6.6: Measured signal of impulse response of the proposed antenna.
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Figure 6.7: Measured spectrum of the received signal.
6.2.2 Elliptically Shaped Ultra-Wideband Patch Antenna
with Band-Notched Features
As demonstrated in previous section, the planar monopole antennas, which fea-
ture broad bandwidth and small size, have received intensive attention in ultra-
wideband (UWB) application [151,152] due to the merits of wide impedance band-
width and omnidirectional radiation pattern and the broad operating frequency
range of 3.1−10.6GHz differentiates UWB systems from conventional systems [160].
However, the use of the 5.15 − 5.825GHz band is limited by IEEE 802.11a and
HIPERLAN/2. Therefore, in order to avoid interfering with nearby communication
systems, a UWB antenna with frequency notched function is desirable. In view
of this, several antennas with bandstop characteristics have been investigated and
different shapes of radiating parts have been proposed, such as adding a U-shape or
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V-shape [157, 156] slot into the planar monopoles. As such, a notched band can be
realized.
In contrast to previous studies, in this section, a hybrid shape is firstly adopted
for the planar monopole antenna, which has UWB operating bandwidth and band-
notch feature [161]. Unlike the triangular patch [159], the patch is rounded by
elliptical curvatures with an E-shape notch. The rounded sides make the variation
of the intrinsic impedance not less drastic, leading to wider impedance matching
bandwidth. At the center notch frequency, the disturbance of surface current distri-
bution in this hybrid patch will be smaller compared to the conventional rectangular
or square patch, thus causing a smaller mismatch of the antenna’s input impedance.
Hence, the performance of the UWB antenna is improved. Details of the proposed
antenna are described and the results of the prototype are presented.
(I) Antenna Design
The configuration of the proposed planar ultra-wideband monopole antenna with a
band-notch feature is shown in Fig. 6.8. The antenna was fabricated on a Rogers
substrate having 20mil thickness and a relative dielectric constant of 3.46. The area
occupied by the antenna aperture is only 35mm×35mm. Antenna part is formed by
two ellipses with a rectangle to smooth out the discontinuity of the overlap parts.
On the backside of the substrate, the finite ground plane of length L2 = 12mm is
printed to cover only the microstrip feed line. By inserting a rotated E-shape slot
into the planar monopoles, a notched band can be achieved. The notched frequency
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can be adjusted by tuning the length of E-shape slot and the notched depth can be
slightly adjusted by optimizing the length of middle slot. The detailed dimensions
(in mm) of the antenna are obtained in Table 6.1.
(a) Geometry of the band-notched UWB patch antenna.
(b) Photograph of the proposed antenna.
Figure 6.8: Proposed band-notched UWB patch antenna.
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Table 6.1: Parameters of the proposed UWB antenna.
h (mm) L (mm) W (mm) L2 (mm) W1 (mm) a1 (mm) a2 (mm)
0.25 35.0 35.0 12.0 1.16 9.6 0.7
a3 (mm) a4 (mm) a5 (mm) a6 (mm) a7 (mm) b1 (mm) d (mm)
3.55 3.75 1.0 6.0 6.0 6.0 3.8
(II) Experimental and Simulation Results
The antenna prototype is shown in Fig. 6.8(b). Also the proposed monopole an-
tenna is simulated and optimized using the commercial simulation software CST TM
Microwave Studio simulator. Fig. 6.9 shows return loss of the proposed antenna
which a notched frequency band centered at 5.55 GHz is observed.
The comparison of the measured gain in the boresight is shown in Fig. 6.10 which
is over the entire UWB frequency band, and a sharp antenna-gain decrease in the
notched frequency band is appeared. The measured antenna radiation patterns at 4
and 7 GHz are plotted in Fig. 6.11 and Fig. 6.12, respectively. At the low frequency,
E-plane radiation pattern is similar to that of the traditional monopole antenna.
For the H-plane radiation patterns, it still remained nearly omnidirectional across
the operation bandwidth.
Fig. 6.13 shows measured signal of the antenna impulse response. The red
curve (1) represents the input signal and the yellow one (2) stands for received
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Figure 6.9: Measured and simulated S-parameter of the band-notched antenna.
Figure 6.10: Measured antenna gain in boresight vs. frequency.
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(a) Frequency = 4 GHz.
(b) Frequency = 7 GHz.
Figure 6.11: Measured radiation pattern of the band-notched UWB antenna (E-
plane).
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(a) Frequency = 4 GHz.
(b) Frequency = 7 GHz.
Figure 6.12: Measured radiation pattern of the band-notched UWB antenna (H-
plane).
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(a) Input signal and received waveforms.
(b) Highlight waveform of the received signal.
Figure 6.13: Measured signal of impulse response of the band-notched antenna.
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signal. From Fig. 6.13(b), a well behaved pulse is demonstrated. Fig. 6.14 shows a
measured spectrum of the antenna emitted pulse sequence. It can be seen that the
pulse has been shaped such that its major spectrum energy occupies the FCC UWB
band (3.1 − 10.6 GHz). Also at the frequency band with the existing wireless local
area network (WLAN), the proposed UWB antenna with band-notch characteristic
performs well.
Figure 6.14: Measured spectrum of the received signal.
6.3 Integrated CMOS UWB Transmitter Module
Design
In this section, a novel CMOS UWB transmitter module with low power consump-
tion is presented [162]. The novelty of this design lies in its simplicity since only a
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narrow pulse needs to be generated and pulse modulation can actually be achieved
through an all-digital circuit. The designs of the pulse generator and modulator
allow power consumption to be minimized. Since the driver amplifier (DA) shapes
the pulse at a later stage, the pulse widths of the pulse generator do not have to be
stringently controlled. Moreover, integrated with the hybrid UWB antenna which is
proposed in Section 6.2.1, the transmitter module can be effectively used for UWB
communication.
In Section 6.3.1, the transmitter system architecture is described. The building
blocks of the proposed transmitter IC are then explained in detail in Section 6.3.2.
The measurement results of the fabricated transmitter module are reported in Sec-
tion 6.3.3.
6.3.1 System Architecture
The block diagram of the proposed UWB transmitter architecture is shown in
Fig. 6.15. The transmitter is accomplished by a transmitter IC which integrates
a pulse generator, a pulse modulator, a driver amplifier and a UWB antenna, as
shown in Section 6.2.1.
The input clock signal vin triggers the pulse generator to generate positively-
peaked narrow pulses vpos and negatively-peaked narrow pulses vneg at the output of
the pulse generator. These narrow pulses are only generated at the rising edges of
the input clock vin. Both signals vpos and vneg are input to the pulse modulator which
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Figure 6.15: Architecture of the UWB transmitter system.
generates phase (polarity) modulated narrow pulses vpulse according to the level of
the modulation signal vctrl. The modulated signal vpulse then passes through a two-
stage driver amplifier. The driver amplifier amplifies and shapes the modulated
pulses vpulse to meet the FCC spectral mask. It also drives the antenna for pulse
transmission. The integrated UWB antenna transmits the modulated pulse which is
the key element deciding the transmitted and received pulse shape and amplitude.
6.3.2 Building Blocks Design
The pulse generator and modulator are designed using ultra-low power digital cir-
cuits while the driver amplifier (DA) is designed using the conventional circuit
topology. After we carefully considered the inner matching between antenna and
transmitter IC, the integrated antenna is accomplished to have a good impedance
matching over the entire 3.1 − 10.6 GHz UWB frequency band. The signal-flow in
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the UWB transmitter is shown in Fig. 6.16. The circuit designs of the various blocks
are described below.
Figure 6.16: Signal-flow in the UWB transmitter.
(I) Pulse Generator and Modulator
For the pulse generator, each rising edge of the clock input vin triggers positively-
peaked and negatively-peaked pulses through a NOR and a NAND gates, respec-
tively. To generate the narrow pulses in signals vpos and vneg, the clock signal vin
and its inverted signal vind are input into a NAND or NOR gate. The pulse width of
the narrow pulse can be adjusted by varying the sizes and the number of inverters.
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BPSK modulation is used to modulate the narrow pulses with the digital informa-
tion data sequence to generate the modulated pulses vpulse. The pulse modulator
circuit mainly consists of an AND and an OR gate. As shown in Fig. 6.17, the po-
larity (positive/negative-peaked) of the pulses vpulse is controlled by the logic level of
data signal (vctrl). C1 and C2 act as DC-blocking capacitors. These two capacitors
can be used to adjust the amplitude of the narrow pulses vpulse so as to match the
50 Ω input impedance of the next stage, which is the driver amplifier.
Figure 6.17: Schematic of pulse generation and modulation circuits.
The advantage of the all-digital pulse generator and modulator is that current
is consumed only when the pulse is generated, hence power consumption is greatly
reduced and it decreases with decreasing data rate.
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(II) Driver Amplifier
(1) Circuit Design
The driver amplifier is used to shape the frequency spectrum of the modulated signal
vpulse into the FCC spectral mask, to amplify the UWB pulse and also to drive the
antenna. Despite the high voltage swing of vpulse, amplification characteristic of the
driver amplifier is still necessary as the power spectral of the modulated pulse is
greatly diminished after it has been shaped into the low-band of the FCC spectral
mask (mainly from 3.1 GHz to 4.5 GHz), as this removes a large portion of the
power of the modulated signal vpulse in the low frequency range.
As shown in Fig. 6.18, the driver amplifier consists of two cascaded stages.
The first stage employs a common-source common-gate structure with inductive
degeneration achieved through inductor L4. Cascode transistor M2 improves the
reverse isolation of the amplifier. Inductive peaking is incorporated by inductor
L5 to enhance the bandwidth of the amplifier. In addition, inductor L5 prevents
the leakage of any RF signal to the voltage supply. The input ladder network
(L1, L2, C1 and C2) is embedded in a multi-section reactive network such that the
overall input impedance is constant over a wider bandwidth. This allows wideband
input impedance matching to be achieved without any penalties on the noise figure
[163]. L2 and C1, and L1 and C2 control the lower and higher cutoff frequencies,
respectively. Wideband input matching is then realized by inductor L3 connected
in series with the gate of transistor M1 and local series feedback inductor L4.
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Figure 6.18: Schematic of the driver amplifier.
The second stage is effectively an inductively shunt feedback stage, where the
feedback loop formed by C4, M3 and L6 is used for extending the bandwidth. In
addition, L7 is used to achieve inductive peaking to further increase the bandwidth.
A source follower consisting of transistors M5 and M6 is employed to drive the
antenna.
(2) Gain Analysis









1 + sR1Cout + s2L5Cout
(6.1)
where W (s) is the transimpedance of the input matching network and Cout =
Cdb2 + Cgd2 + Cparasitics. Inductor L5 introduces an additional zero (s = −R1/L5)
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which cancels the dominant pole created by the parasitic output capacitance, hence
enhancing the bandwidth of the amplifier. Furthermore, L5 also generates an un-
wanted spurious resonance with Cout, which has to be kept out-of-band [163].
For the second stage, the gain is
G2 = −
(sL7 +R3)[s2gm4L6Cgs3 + s(gm4gm3L6 − Cgs3) + gm4]
s2Cgs3(L6 + L7) + s(Cgs3RD + gm3L6) + 1
. (6.2)
The inductive shunt feedback configuration introduces an additional zero (s =
−R3/L7). This zero cancels the real part of the complex pole, extending the band-
width of the amplifier.
(3) Input Matching
The input impedance is determined by the first stage of the driver amplifier and can
be expressed as [163]
Zin(s) = ωTL4 +
1
sCgs1
+ s(L3 + L4). (6.3)
From Eq. (6.3), the real part of the input impedance is ωTL4 where ωT = gm1/Cgs1
is the unity gain frequency of the device. Broadband matching is achieved through
a Chebyshev filter network. A two-section bandpass Chebyshev filter structure is
chosen. The bandwidth and the in-band ripple are determined by the reactive
elements in the filter.
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6.3.3 Measurement and Simulation Results
The UWB transmitter IC is implemented in a Chartered’s 0.18 − µm CMOS tech-
nology. The chip microphotograph and the transmitter module prototype are both
shown in Fig. 6.19. The chips are mounted on a Rogers PCB using the chip on
board (COB) technique and tested. The die size is 1.71mm by 0.71mm.
(a) Microphotograph of the proposed UWB transmitter IC.
(b) Prototype of the proposed transmitter Module.
Figure 6.19: The chip microphotograph and the photograph of the proposed UWB
transmitter module.
INTEGRATED UWB ANTENNAS AND TRANSMITTER SYSTEMS 165
Fig. 6.20 shows two measured UWBmonocycle pulses with 180◦ phase difference.
The monocycle pulses are triggered by each rising edge of a 40MHz input clock signal
vin while the modulation signal vctrl controls the phases of the monocycles. When
vctrl is at a high level, the AND gate outputs the positively-peaked narrow pulse.
Thus after pulse shaping, a monocycle pulse with positive polarity is output by the
driver amplifier. Conversely, when the modulation signal vctrl is at a low level, the
OR gate outputs the negatively-peaked narrow pulse. Thus a monocycle pulse with
negative polarity is output instead. The voltage swing of the monocycle pulse is
around 1.2Vp-p, and the pulse width is around 0.5ns. The pulse repetition rate can
be changed by varying the input clock rate since each pulse is triggered by each
rising edge of the clock.
Figure 6.20: Measured UWB monocycle pulses (5 ns/div): (a) Input clock vin. (b)
Modulation signal vctrl. (c) Modulated and shaped signal vout at the output of the
DA.
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Two examples of the measured clock signals, modulation signals and the pulse
signals at the output of DA are shown in Fig. 6.20 and Fig. 6.21, respectively. In
Fig. 6.20, the frequency of the input clock vin is 40MHz and the data rate of the
pseudo NRZ (non-retrun-to-zero) binary data vctrl is 40Mbps. The data pattern
shown in Fig. 6.21 is [0 0 0 1 1 1 0 1 1 0]. At each rising edge of the input clock
vin, a UWB pulse, whose polarity is determined by the logic level of the modulation
signal vctrl, is generated. As a result, a UWB pulse is transmitted for each data bit.
Figure 6.21: Measured waveforms of data patterns (25 ns/div): (a) Input clock. (b)
Pseudo modulation signal. (c) Pulse sequence at the output of the DA.
In some applications, pulses with the same polarities are repeated several times
to represent one data bit. Through the use of this modulation method, receiver
sensitivity and anti-interference abilities can be improved since several repeated
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pulses can be taken together for signal processing (e.g. averaging). To achieve this,
the input clock rate can be increased such that it is a multiple of the rate of the
modulation data signal. For example, in Fig. 6.22, where the pseudo NRZ data
rate remains at 40Mbps while the clock rate is increased to 160MHz, four UWB
monocycles are generated for each data bit.
Figure 6.22: Measured waveforms of data patterns (50 ns/div): (a) Input clock. (b)
Pseudo modulation signal. (c) Pulse sequence at the output of the DA.
Fig. 6.23 shows a measured spectrum of the antenna emitted pulse sequence,
where the binary NRZ data transmission rate is 45Mbps and the pulse repetition
rate is 180MHz. It can be seen that the pulse has been shaped such that its major
spectrum energy occupies the FCC UWB low-band (3.1 − 4.5GHz) and the power
spectrum density is less than −41.3dBm/MHz. The proposed UWB transmitter
module can also be used for transmissions at other data rates. The measured trans-
mitter performance is summarized in Table 6.2.
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Figure 6.23: Measured spectrum of antenna emitted pulse sequence.
Table 6.2: Summary of TX performance.
Pulse Width 2 ns
BW (-10dB) 1.4 GHz
TX Pulse Repetition Rate 0.1-200 Mbps
PG and Modulator Current Consumption 0.2 mA-0.4 mA
DA Current Consumption 9.5 mA (3.5+4.5+1.5)
Technology 0.18-µm CMOS
Supply Voltage 1.8 V
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6.4 Ultra-Low Power CMOS UWB Transmitter
Module Design
In this section, firstly, a compact ultra low-power UWB transmitter IC is presented
which can generate narrow pulses using a simple digital circuit. To minimize power
consumption and circuit complexity, gating signal is used to activate the class-A
amplifier only when there is a pulse transmission. The generated pulse is then passed
through a low power consumption driver amplifier (DA) which not only drives the
antenna but also shapes the generated digital signal to fit the FCC spectral mask.
The band-notched UWB antenna, described in Section 6.2.2, is integrated in the
transmitter module which can not only satisfy full UWB band but also reject the
limited band in order to avoid possible interference with the existing 5.15−5.825 GHz
band.
In the following Section, the transmitter system architecture is described. The
building blocks of the proposed transmitter are then explained in detail in Sec-
tion 6.4.2. The measurement results of the fabricated transmitter are demonstrated
in Section 6.4.3.
6.4.1 System Architecture
The block diagram of the proposed UWB transmitter architecture is shown in
Fig. 6.24. The transmitter system is accomplished by a transmitter IC which inte-
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grates a pulse generator, a gating signal generator, a driver amplifiers and a band-
notched UWB antenna.
Figure 6.24: Architecture of the UWB transmitter system.
The input data signal Vin triggers the pulse generator to generate positively-
peaked narrow pulses at the output of the pulse generator and the gating pulse
generator. These narrow pulses are only generated at the rising edges of the input
clock Vin. Vpulse which is generated by pulse generator is then passed through a two-
stage driver amplifier, while gating signal is used to activate the class-A amplifier
only when there is a pulse transmission. The driver amplifier will amplify and shape
the generated pulses Vpulse to meet the FCC spectral mask. It also drives the antenna
for pulse transmission.
In order to obtain the UWB signals with different bandwidths, an advanced
transmitter IC is demonstrated in Appendix A, which employs the tunable pulse
generators capable of varying the pulse duration by the bias voltages to generate
the gating signal and narrow pulse.
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6.4.2 Building Blocks Design
(I) Pulse Generator and Gating Signal Generator
The proposed pulse generator and gating signal generator circuits and the signal-
flow in the UWB transmitter are shown in Fig. 6.25 and Fig. 6.26, respectively.
Similar to the previous pulse generator described in Section 6.3.2, each rising edge
of the clock input Vin triggers a positive-peaked narrow pulse. The pulse width
of the pulse generator and the gating signal generator outputs can be adjusted by
varying the sizes and the number of inverters used to invert the clock signal. Due
to the fact that pulse-shaping will be achieved in a later stage through the driver
amplifier, the pulse widths of the pulses generated at this stage do not have to be
stringently controlled. For the gating signal generator, since generated pulse (Vpulse)
has to travel through a longer circuit delay as compared to the gating signal (Vctr),
more delay elements are used to produce the gating signal window larger than the
generated pulse.
The advantage of both pulse generators is that the current is consumed only
when the pulse is generated, hence power consumption is greatly reduced and it
decreases with decreasing data rate.
(II) Driver Amplifier
The driver amplifier is used to shape the frequency spectrum of the generated signal
Vpulse into the FCC spectral mask, to amplify the UWB pulse and also to drive the
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Figure 6.25: Circuits schematic of the UWB transmitter IC.
Figure 6.26: Signal-flow in the UWB transmitter.
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antenna.
As shown in Fig. 6.25, the transmitter employs a 2-stage amplifier - a Class-E
amplifier and a Class-A amplifier with switch control, to significantly reduce power
consumption. Using the gating signal, the 2-stage amplifier consumes current only
when a pulse has to be transmitted.
The generated pulse is first amplified with a class-E amplifier consist of M1,
C1 − C3 and L1 − L3. The pulse will cause the transistor M1 to turn on, and
result in a large current flowing through the LC shaping network [163]. The shaping
network is designed to satisfy the FCC spectral mask requirement for the 3− 5GHz
bands. The class-E amplifier consumes no power when there is no transmitted pulse.
In order to achieve sufficient output power and avoid spectral re-growth, the
output pulse is further amplified by a high linearity class-A amplifier consists ofM2.
To reduce the power consumption, transistor M3 together with the gating signal is
used to activate the class-A amplifier only when there is a pulse transmission. Since
Vpulse has to travel through a longer circuit delay as compared to Vctr, the positive
pulse of Vctr is designed to extend nearly 2 times wider to ensure that all pulses
can be amplified and transmitted during the operating stage. Another LC shaping
network consists of L4−L5 and C4−C5 is employed to further shape the transmitted
pulse and provides the desired 50 Ω impedance matching to the antenna. Given that
the pulse duration is very short (< 1ns) compared to the data rate (5µs-0.5µs) and
the driver amplifiers only operate when there is a pulse transmission, the overall
power consumption for the transmitter can be reduced significantly.
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It can be proved that the generated pulse can be represented as
Vout(t)|t=kT = F−1[V (ω)][u(kT )− u(kT −∆T )]| k=1,2,··· (6.4a)





(Vpulse − Vth)2Z1(ω)gm2Z2(ω). (6.4b)
Here we assume Vpulse is very short so that it can be considered as a δ(t) function, i.e.
Vpulse(t) = Vpulseδ(t). Z1(ω) represents the impedance of the M1 output loading LC
network and Z2(ω) represent the impedance of the M3 output loading LC network.





0, t < 0;
1, t > 0.
(6.5)
T represents the data transmission period and ∆T represents the pulse width of the
gating signal Vctr. F−1 is the inverse Fourier Transform. µ, Cox and Vth are process
dependant parameters. W and L are the transistor width and length, respectively.
From Eq. (6.4) we can see to increase the swing of the output pulse, the larger
transistor size ofM1 andM2 can be chosen while compromising with the bandwidth
of the driver amplifier. The frequency response of the pulse shaping network is
determined by the cascaded LC networks of Z1(ω)Z2(ω). The width of output pulse
is mainly determined by the gating pulse width which could be digitally programmed
and implemented elsewhere.
6.4.3 Measurement Results
The ultra-low power UWB transmitter IC is implemented in a Chartered’s 0.18 −
µm CMOS technology. The chip microphotograph and the transmitter module
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prototype are both shown in Fig. 6.27. The chips are mounted on a Rogers PCB
using the chip on board (COB) technique and tested. The die size is 1.25mm by
0.9mm.
(a) Microphotograph of the proposed UWB transmitter IC.
(b) Prototype of the proposed transmitter Module.
Figure 6.27: The chip microphotograph and the photograph of the proposed ultra-
low power UWB transmitter module.
Fig. 6.28 shows the measured UWB transmitter pulse at the TX output. The
bit rate is set to 20 Mbps. At each rising edge of the input data Vin, a UWB pulse is
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generated. As a result, a UWB pulse is transmitted for each data bit. The voltage
swing of the pulse is around 600 mVp-p, and the pulse width is around 0.5ns. The
pulse repetition rate can be changed by varying the input clock rate since each pulse
is generated by each rising edge of the clock. High bit rate (50Mbps) performance
is also measured, as shown in Fig. 6.29.
Figure 6.28: Measured UWB pulses (20 Mbps). (a) Input clock Vin. (b) Shaped
signal Vout at the output of the DA.
Fig. 6.30 shows a measured spectrum of the DA output pulse sequence, where
the data transmission rate is 50Mbps. It can be seen that the pulse spectrum are
shaped such that the major energy occupies in the FCC UWB low-band of 3.1GHz to
5GHz and the power spectrum density is less than −41.3dBm/MHz. The proposed
UWB transmitter IC can also be used for other data rate. The measured transmitter
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Figure 6.29: Measured UWB pulses (50 Mbps). (a) Input clock Vin. (b) Shaped
signal Vout at the output of the DA.
Figure 6.30: Measured spectrum of DA output pulse sequence.
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IC performance is summarized in Table 6.3.
Table 6.3: Performance of the ultra-low power CMOS UWB transmitter IC.
Pulse Width 0.5 ns
BW (-10dB) 1.9 GHz
TX Rate 1-100 Mbps
Ave. Power Consumption( 20 Mbps) 522 µW
Technology 0.18-µm CMOS
Supply Voltage 1.8 V
Fig. 6.31 shows the received pulse signal transmitted by the UWB transmit mod-
ule. The measured pulse transmission result clearly demonstrated the workability
of the proposed UWB transmit module.
6.5 Summary
In this Chapter, fully integrated CMOS UWB transmitter modules integrated with
antennas are presented. The transmitter modules consist of a UWB antenna and
a transmitter IC which generate narrow pulses using a simple digital circuit to
minimize power consumption and circuit complexity. The generated pulse is then
passed through the driver amplifier (DA) which not only drives the antenna but
also shapes the generated digital signal to fit the FCC spectral mask. The present
antennas with better S-parameters and higher radiation efficiencies are integrated
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Figure 6.31: Measured pulse signal transmitted by the UWB transmit module.
with transmitter ICs successfully and efficiently for the UWB system. Measured
waveforms and spectra show that the proposed transmitter modules are suitable for
UWB applications with high efficiency to fit the FCC spectral mask.
Chapter 7
Conclusions
In the thesis, numerical methods for multilayered EM modeling are introduced in
the first chapter. Full-wave methods developed for modeling and simulating the
electrical characteristics of circuits and antennas are discussed and demonstrated
to have excellent performances. The electric field integral equation (EFIE) and the
mixed-potential integral equation (MPIE) formulations together with the method
of moments (MoM) are both employed to solve the electromagnetic problems in
multilayered media and shown to have the high efficiency, good accuracy and wide
applicability. In order to solve the electrically large-scale EM problems, different
fast and efficient algorithms have been investigated. Later, by combined with the
modeling techniques and the circuitry theory, active integrated antennas are inves-
tigated.
In order to model the three-dimensional multilayered structures, 3-D multilay-
ered Green’s functions are derived in Chapter 2. The formulae of Green’s functions
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in spectral and spatial domains are expressed fairly accurately in terms of four ba-
sis functions. The discrete complex image method (DCIM) together with surface
wave pole (SWP) extracted is presented to evaluate the Green’s functions. Good
agreements with the numerical results of directly evaluated Sommerfeld integrals
are obtained. According to the derivations the spatial-domain multilayered Green’s
functions, in Chapter 3 and Chapter 4, the mixed potential integral equation (MPIE)
together with the method of moments (MoM) is applied for the arbitrarily shaped,
conducting or penetrable objects embedded in the multilayered medium and the
precorrected fast Fourier transform (P-FFT) method is introduced and employed
to accelerate the entire computational process so as to reduce significantly both the
memory requirement and the computational time for analysis of large-scale struc-
tures, respectively. Compared with the conventional iterative solvers, the P-FFT
method is much less demanding in computer resources, and it reduces the memory
and computational requirement to O(N) and O(N logN), respectively. Numeri-
cal results are presented to demonstrate the efficiency and accuracy of the present
techniques.
In Chapter 5, the EFIE-PMCHW together with the method of moments (MoM)
is employed to analyze the patch antenna characteristics with finite grounded sub-
strates. The present method models the actual antenna structures, which is more
practical by considering the finite size of the grounded substrate.
Due to the development of the accurate and efficient electromagnetic (EM) mod-
eling methods and mature technology of radio frequency integrated circuits (RFIC),
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the integrated ultra-wideband antennas and fully integrated CMOS UWB transmit-
ter modules are presented in Chapter 6. The transmitter modules integrated with
antennas are very compact and have a good performance with low power consump-
tion. Experimental results of waveforms and spectrums show that the proposed
transmitter modules are suitable for UWB applications with high efficiency to fit
the FCC spectral mask.
As further work into the topic, several techniques could be developed to model
the multilayered microstrip antennas and circuits. The following are some possible
works:
(1) In the Chapter 5, the EFIE-PMCHW together with the MoM is employed
to analyze patch antennas with finite grounded substrate. Since all the patches,
dielectric substrate and ground planes must be accurately modeled, for the electri-
cally large-scale structures, computational limitations can be easily exceeded. The
P-FFT algorithm could speed up the matrix-vector multiplication, and it in general
requires less memory storage and exhibits reduced computational complexities.
(2) Further studies of the technique on enhancing the efficiency of the P-FFT al-
gorithm are needed, such as, applying some preconditioners to accelerate the solution
of electromagnetic problems. It makes the iteration converge faster. Consequently,
the computational efficiency of the P-FFT algorithm can be further increased.
(3) It is proposed to have some efficient hybrid methods, such as the full wave
methods combined with circuit theory to design and optimize the communication
systems integrated with antennas.
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Appendix A
Tunable CMOS UWB Transmitter
IC Design
In this section, according to the prototype of the driver amplifier which is demon-
strated in Section 6.4.2, another improved type of the transmitter IC is designed for
the future UWB transmitter module integration. The proposed transmitter IC em-
ploys the tunable pulse generators capable of varying the pulse duration by the bias
voltages to generate the gating signal and narrow pulse so that different bandwidths
can be attained for the UWB signal.
The proposed tunable pulse generator and gating signal generator circuits are
shown in Fig. A.1. The pulse width of the narrow pulse can be adjusted by the
delay control cells which make the UWB pulse programmable.
As shown in Fig. A.1, the Delay-control function is accomplished by the current
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Figure A.1: Schematic of the proposed tunable UWB transmitter IC.
starved inverter which is used to flip the clock and generate tunable delay. Elab-
orated in Fig. A2 (a), the delay of an inverter is determined by the time used by
the current to charge and discharge the load capacitance. As a result, varying the
inverter charging/discharging current through biasing can charge the inverter delay,
hence, producing tunable pulse, which consequently produces variable UWB signal
bandwidths. Fig. A2 (b) displays different simulated durations of the pulse at dif-
ferent biasing voltages. However, due to the fact that the amplitude of the output
signal does not have a linear relationship with the control voltage, the durations are
not the same in practical circuits. The tunable UWB transmitter IC is implemented
in a Chartered’s 0.18 − µm CMOS technology. The chip microphotograph and the
photography of the device under test (DUT) board are both shown in Fig. A.3. The
chips are mounted on a Rogers PCB by QFN16 package and also tested. The die
size is 1.32mm by 1.24mm.
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(a) Current starved inverter structure.
(b) Different simulated pulsewidths controlled by the bias.
Figure A.2: Delay-control by current starving inverter.
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(a) Microphotograph of the proposed tunable UWB transmitter IC.
(b) Prototype of the DUT board.
Figure A.3: The chip microphotograph and the photograph of the device under test
(DUT) board.
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(a) Input signal and DA output waveforms.
(b) Highlight waveform of the DA generated signal.
Figure A.4: Measured waveforms of data patterns (15 Mbps): (a) Input data. (b)
Pulse sequence at the output of the DA.
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(a) Input signal and DA output waveforms.
(b) Highlight waveform of the DA generated signal.
Figure A.5: Measured waveforms of data patterns (30 Mbps): (a) Input data. (b)
Pulse sequence at the output of the DA.
APPENDIX 213
Fig. A.4 shows the measured UWB transmitter pulse at the TX output. The
data transmission rate is 15Mbps and the biasing voltage is set to 0.9V. The voltage
swing of the pulse is around 600mVp-p, and the pulse width is around 1.3ns. The
pulse repetition rate and width can be changed by varying the input clock rate
and the biasing voltage, respectively. High bit rate (30Mbps) performance is also
measured, as shown in Fig. A.5.
