Abstract. In this article, we study the density function of the numerical solution of the splitting averaged vector field (AVF) scheme for the stochastic Langevin equation.
Introduction
Convergence in density of numerical approximations through the probabilistic approach has received considerable attentions for stochastic differential equations (SDEs) whose coefficients are smooth vector fields with bounded derivatives. It is well known that, under the uniform ellipticity condition, the numerical solution given by the EulerMaruyama scheme admits a density function (see e.g. [19] ) and converges in density of order 1 (see e.g. [11, Theorem 8] ). Under Hörmander's condition, the idea of perturbing the numerical solution has been used in [1, 14, 18] to approximate the density function p T (x, y) of the exact solution starting from x at time T . In [1] , the authors show that the difference between p T (x, y) and the density function of the law of a small perturbation of the Euler-Maruyama method with stepsize T N is expanded in terms of powers of 1 N . The authors in [14] obtain a general approximation result for Donsker's delta functions and approximate p T (x, y) by the density function of the sum of the Itô-Taylor scheme and an independent Gaussian random variable. In [18] the author studies the Itô-Taylor approximation by applying a slight modification of the weak approximation technique and proves that the rate of convergence in density can be considered as weak approximation rate. For the numerical approximations of SDEs with superlinearly growing nonlinearities and degenerate additive noises, to the best of our knowledge, there are few results available concerning the convergence in density. Two natural questions are:
(i) Does the density function of the numerical solution exist?
(ii) Once the density function of numerical solution exists, does it provide a proper approximation for the density function of the exact solution?
To study the above questions, the present work considers the numerical approximation of the stochastic Langevin equation ⊤ is a d-dimensional standard Wiener process on a filtered complete probability space (Ω, F , {F t } t≥0 , P). Equation (1.1) arises in various complex dynamical system models subject to random noise such as chemical interactions and molecular dynamics, for more details, see [10, 24] and references therein. With the help of exponential moment estimate of X(t) = (P (t) ⊤ , Q(t) ⊤ ) ⊤ , we show that {X(t)} t∈(0,T ] possesses a smooth density function {p t (X(0), y)} t∈(0,T ] for equation (1.1) under Hörmander's condition. In order to inherit this property in numerical approximation, we propose the splitting AVF scheme:
where (P
⊤ is a deterministic datum, h = T /N h and n = 0, . . . , N h − 1. With regard to the problem (i), we first study the regularity estimate of the numerical solution X n = (P ⊤ n , Q ⊤ n ) ⊤ in Malliavin sense. By showing the exponential integrability property of X n , we obtain its regularity estimate, in every MalliavinSobolev space, for equation (1.1) with non-globally monotone coefficient. Then combining this estimate with the invertibility of the corresponding Malliavin covariance matrices γ n , n = 2, . . . , N h , we prove the existence of the density functions p n T (X 0 , y) of X n , n = 2, . . . , N h . Furthermore, we wonder whether p N h T (X 0 , y) could inherit the smoothness of p T (X(0), y). This is more involved than studying the smoothness of p T (X(0), y) due to the loss of Hörmander's theorem. Our solution to this problem lie on deriving the regularity estimate of X N h and proving the non-degeneracy of γ N h . By deducing a positive lower bound estimate of the smallest eigenvalue of γ N h , we prove that (det γ N h ) −1 ∈ L ∞− (Ω). By means of the criterion for the smoothness of the density function of a random variable (see e.g. [20, Theorem 2.1.4]), we finally prove the smoothness of p N h T (X 0 , y). Concerning the problem (ii), our strategy includes two stages. In the first stage, we derive the optimal strong convergence rate of scheme (1.2) for equation (1.1). Theorem 1.1. Let Assumption 2.5 hold, h 0 be a sufficiently small positive constant and p ≥ 1. There exists some positive constant C = C(p, T, σ, X(0)) such that for any h ∈ (0, h 0 ], sup
Up to now, there already exist a lot of strong convergence results of numerical approximations for SDEs with monotone coefficients, see e.g. [22, 25] and reference therein. For SDEs with non-globally monotone coefficients driven by additive noises, we are only aware that the authors in [15] obtain the strong convergence rate of the stopped increment-tamed Euler-Maruyama scheme. To the best of our knowledge, no optimal strong convergence rate results of the numerical schemes are known for such equations. In Theorem 1.1, we solve the problem emerged from [15, Remark 3.1] and overcome the order barrier in the strong error analysis in terms of scheme (1.2) for equation (1.1) . The key ingredients in proving the optimal convergence rate result lie on two aspects, one being to deduce a priori strong error estimate of scheme (1.2) by the exponential integrability properties, another being the applications of the regularity estimate in Malliavin sense and Malliavin integration by parts formula.
In the second stage, we extend the strong convergence result to the convergence result in density for scheme (1.2). Theorem 1.2. Let Assumptions 2.5-2.6 hold, α > 0, β ≥ 0 and 1 < p < ∞. Then for α > β + 2m/q + 1, 1/p + 1/q = 1, it holds that
Here δ y • X N h and δ y • X(T ) are Donsker's delta functions, and · −α,p denotes the norm in the Banach space
To the best of our knowledge, Theorem 1.2 is the first convergence rate result in density of numerical approximations for SDEs with non-globally monotone coefficients and degenerate additive noises. The key ingredients in proving this convergence result are the strong convergence analysis in every Malliavin-Sobolev norm and the uniform non-degeneracy property of X N h . By the regularity estimates of exact and numerical solutions and Theorem 1.1, we first obtain the strong convergence in every Malliavin-Sobolev norm. Then combining the error estimate in Malliavin-Sobolev space
, we deduce the uniform non-degeneracy property of X N h , that is, for sufficiently small positive constant h 0 and for any p ≥ 1,
Using the approximation result of Donsker's delta function, we finally show that the convergence rate in density coincides with the optimal strong convergence rate for scheme (1.2). We would like to mention that, the approaches to deriving the optimal strong convergence rate and to deducing the convergence in density are also applicable to a number of other numerical approximations for general SDEs. The outline of this paper is as follows. Section 2 is devoted to an introduction of Malliavin calculus, the regularity of probability laws and main assumptions on equation (1.1). In Section 3, we present the exponential integrability property of the exact solution, as well as the existence and smoothness of its density function. In Section 4, we propose the splitting AVF scheme and show the exponential integrability property and the regularity estimate of the numerical solution in Malliavin sense. The optimal strong convergence rate of scheme (1.2) is shown in Section 5. In Section 6, we show that the numerical solution is uniformly non-degenerate and admits a smooth density function. Combined with the strong convergence in every Malliavin-Sobolev norm, we derive the optimal convergence rate of the numerical scheme in density. Finally, several numerical experiments are presented in Section 7 to support our theoretical analysis.
Preliminaries
In this section, we introduce some frequently used notations and some basic elements from Malliavin calculus on the Wiener space and the regularity of probability laws, as well as main assumptions on equation (1.1).
Given a matrix A ∈ R m×m , denote by λ i (A) the ith eigenvalue, i = 1, · · · , m, by λ min (A) the smallest eigenvalue, and by ρ(A) the spectral radius of A. We use H to denote the Hilbert space
Throughout the paper, we denote by C a generic constant which may depend on several parameters but never on the stepsize h and may change from occurrence to occurrence.
2.1. Malliavin calculus on the Wiener space. Some basic ingredients of Malliavin calculus are presented in this part. For further results, we refer to [13, 17, 20] . By identifying W (t, ω) with the value ω(t) at time t of an element
as the Wiener space and P as the Wiener measure. For
We denote S the class of smooth random variables such that F ∈ S has the form
where f belongs to C ∞ p (R n ), h i ∈ H, i = 1, . . . , n, n ≥ 1. The derivative of a smooth random variable F of the form (2.1) is an H-valued random variable given by DF = n i=1 
to be topological projective limits. As in the Schwartz theory of distributions, we introduce the topological dual of the Banach space
′ , where 1/p+ 1/q = 1, and the space of generalized Wiener functionals, by
Similarly, let V be a real separable Hilbert space and we define the space D α,p (V ) as the completion of V -valued smooth random variables with respect to the norm
When we consider V -valued functional, the corresponding spaces in (2.2) are denoted
2.2. Regularity of probability laws. In order to study the density function of the numerical approximation, we begin with imposing the non-degeneracy condition.
It is well known that if F is non-degenerate, then for every
g. [14] ). Here, S ′ (R m ) is the space of tempered distributions. In the particular case that
, where ρ F (y) is the density at y of the probability law of F (see [17, Section 4] for a detailed discussion). We close this part with introducing some results in [14] , which are useful for deriving the convergence in density of the numerical approximation in Section 6.
Suppose that H n and H satisfy the following conditions:
Main assumptions.
In this part, we introduce main assumptions on equation (1.1). To ensure the existence and uniqueness of a strong solution of equation (1.1) (see [15, Subsection 3 .1]), we assume that F ∈ C 2 is bounded below, and lim sup r→0 sup y∈R m y r C 0 +F (y) < ∞. Here, F is called bounded below if F (y) + C 0 > 0 holds for any y ∈ R m and some constant C 0 . For the purpose of getting the solvability of scheme (1.2), we further impose the assumption that ∇ 2 F is bounded below uniformly in the sense that there exists a constant K ≥ 0 such that for any y ∈ R m , λ min (∇ 2 F (y)) ≥ −K. We remark that it is, for example, satisfied in the case that F is convex. All the above assumptions are supposed to be fulfilled throughout this article. For convenience, further assumptions on the drift coefficient F and the diffusion coefficient σ that may be used in the ensuing sections are given as follows.
Assumption 2.5. Assume that F ∈ C ∞ p and there exist some constants C i > 0, i = 1, 2, 3, ǫ > 0 and l = (l 1 , . . . , l m ) with integers l i ≥ 1, i = 1, . . . , m, such that for any y ∈ R m , the following inequalities hold:
For simplicity, we suppose that for any multi-index α with |α| := It is easily verified that the noise in equation (1.1) is degenerate and that Assumption 2.6 implies Hörmander's condition (see e.g [12] ), which indicates that the law of the exact solution X(t) of equation (1.1) is absolutely continuously with respect to the Lebesgue measure on R 2m , for any t ∈ (0, T ].
Stochastic Langevin equation
In this section, we give the exponential integrability property and the existence and smoothness of the density function of the exact solution for equation (1.1). For convenience, we rewrite (1.1) as
3.1. Exponential integrability property of the exact solution. Let U(x) = K 0
By applying Itô's formula to U(X(t)) and a standard argument, we show the following a priori estimate, where
Beyond the above a priori estimate of X(t), the exponential integrability property is also shown, which plays a key role in the study of strong convergence rate (see e.g. [8, 15] ). Let us recall the following exponential integrability lemma (see [7, Proposition 3.1] or [5, Corollary 2.4] ). For more applications of exponential integrability property, see the references [2, 6, 9, 16] and the references therein.
, X be an H-valued, adapted stochastic process with continuous sample paths satisfying
2 ds < ∞ a.s., and for all t ∈ [0, T ],
Assume that there exists an R-valued F 0 -measurable random variable β such that a.s.
Based on Lemma 3.2, the authors of [15] prove the exponential integrability of the exact solution of equation (1.1) 3.2. Probability density function of the exact solution. In this part, we show that the exact solution X(t) of equation (1.1) admits a smooth density function under Assumptions 2.5-2.6, for any t ∈ (0, T ]. By using Malliavin calculus and the exponential integrability property, we obtain the following result on the smoothness of the density function of X(t), for any t ∈ (0, T ]. 
. . , r ǫη with j ǫ i ∈ {1, . . . , d} and r ǫ i ∈ [0, T ], i ∈ {1, . . . , η} for any subset K = {ǫ 1 , · · · , ǫ η } of {1, . . . , α} with ǫ 1 < · · · < ǫ η . Then by the chain rule, for t ≥ r 1 ∨ · · · ∨ r α , i = 1, . . . , 2m, the α-th Malliavin derivative of X i (t) satisfies:
denotes the sum over all sets of partitions {1, . . . , α} = I 1 ∪ · · · ∪ I ν , k l ∈ {1, . . . , 2m}, l = 1, . . . , ν, and ν = 1, . . . , α, and for t < r 1 ∨ · · · ∨ r α , i = 1, . . . , 2m,
Now we aim to show that for p ≥ 1, α ≥ 1,
for all choices of j 1 , . . . , j α ∈ {1, . . . , d}. We prove it by an induction argument on the order α of the Malliavin derivative of X(t).
For α = 1, the Malliavin derivative of X(t) satisfies the following integral equation
with 1 {r≤t} denoting the indicator function of the set {r ≤ t} and
By the triangle inequality and Gronwall's inequality, for any fixed r ≤ t,
Due to the fact that
which completes the proof of (3.6) for α = 1. Assuming that (3.6) holds up to the index α − 1, α ≥ 2, we divide the sum in (3.5) as
By applying the triangle inequality and then taking the supremum over t 1 ≤ T , we obtain sup
where
It follows from the Gronwall lemma that,
Similar to (3.9), there holds that
for any β > 1. Combining the fact that F ∈ C ∞ p and (3.7), for all choices of
By induction assumption and the Hölder inequality, we get for any q ≥ 1,
As a result, (3.10) and (3.11) implies that (3.6) holds for α via the Hölder inequality. It follows from (3.6) that
which completes the proof.
Splitting AVF scheme
The bulk of this section presents the exponential integrability property, and the existence and smoothness of the density function for the numerical solution generated through the splitting AVF scheme (1.2). To this end, we begin with introducing the splitting AVF scheme. Let 0 = t 0 < t 1 < · · · < t N h −1 < t N h = T be a uniform partition of interval [0, T ], where t n = nh, n = 0, . . . , N h . The main idea of constructing the splitting AVF scheme is to split equation (1.1) as dP = −∇F (Q) dt, dQ =P dt;
Here, the first subsystem is a Hamiltonian system and the second one can be solvable exactly. For the purpose of inheriting the exponential integrability property of the exact solution X(t), we discrete the first subsystem by using the AVF scheme. Combining it with explicit expression of the exact solution of the second subsystem, we obtain the splitting AVF scheme (1.2). It is readily get by (1.2) that
Under the assumption that ∇ 2 F is bounded below uniformly, we have det
, which implies that (1.2) is solvable due to the implicit function theorem. In particular, if F is a convex function, the proposed scheme is solvable for any stepsize h > 0.
Exponential integrability property of the numerical approximation.
In this part, we prove the exponential integrability property of X n , which is helpful for deducing the strong convergence rate in Section 5. For simplicity, we denoteX n :
Proof. Notice that the AVF scheme preserves the Hamiltonian U exactly, i.e., U(X n+1 ) = U(X n ) for n = 0, . . . , N h − 1 (see e.g. [3, Proposition 2]). We define an auxiliary processX(t) = (P (t)
in the proof of (3.4), we obtain
As a consequence,
Furthermore, the following moment boundedness result of the numerical solutions X n andX n is established by using Itô's formula and the Burkholder-Davis-Gundy inequality.
Probability Density Function.
After proving the existence and smoothness of the density function of the exact solution, it's a natural question to ask whether the numerical scheme could inherit these properties (see e.g. [1, 14, 18] ). In particular, for SDEs with superlinearly growing nonlinearities and degenerate additive noises, to the best of our knowledge, there exists no result on the existence of the density function of the numerical approximation. In this part, we give a probabilistic proof of the existence of the density function of the numerical solution of stochastic Langevin equation with non-globally monotone coefficient under Hörmander's condition.
Compared to the continuous case, it is more involved to establish the existence of the density function of the numerical approximation even though the Hörmander condition holds. We would like to mention that in general case, Hörmander's condition is not a sufficient condition for the validity of the existence of the density function of the numerical solution.
Similar to the proof of [20, Theorem 2.2.1], the Malliavin derivative of X n+1 exists and satisfies, for r ∈ [0, t n ],
and for r ∈ (t n , t n+1 ],
For simplicity, we introduce the following m × m symmetric matrices,
and get
Therefore, for r ∈ [0, t n ], we have
Since ∇ 2 F is bounded below by −K uniformly, we have
which imply that the matrix I +
and n = 0, . . . , N h − 1. In order to judge whether γ n is invertible, we next proceed to derive a recursive relationship between γ n+1 and γ n . Notice that if I +
From (4.2) and (4.3), it follows that
Now we turn to showing the following regularity estimate of X n in Malliavin sense.
Lemma 4.3. Let Assumption 2.5 hold, then
More precisely, there exists a positive constant h 0 such that for any h ∈ (0, h 0 ], α ≥ 1 and p ≥ 1, (4.6) sup
holds for some positive constant C = C(α, p).
Proof. Since (4.5) follows from (4.6), it suffices to prove (4.6), which is shown by an induction argument.
Let
It follows from (4.3) that for any
By the spectral mapping theorem and the symmetry of F 1 (Q n , Q n+1 ), for any n = 0, . . . , N h − 1, we get
10) , combined with
, it follows that 1 +
Notice that if λ i (F 1 (Q n , Q n+1 )) ≥ 0, the left hands of (4.10) and (4.11) are dominated by 1. If
≤ λ i (F 1 (Q n , Q n+1 )) < 0, the left hands of (4.10) and (4.11) are bounded as
Furthermore, (4.14) leads to
From (4.7)-(4.14), it follows that there exists some constant C = C(K) such that
Due to (4.2) and r 1 ∈ (t i 1 , t i 1 +1 ], there exists a positive constant C = C(σ) such that
The discrete Gronwall lemma and (4.15) imply that
From the Hölder, Jensen and Young inequalities and the fact (N
By Assumption 2.5 and the definitions of F i , i = 1, 2, we arrive at
Applying the Hölder inequality and (4.1), for any
The above estimates, combined with the fact
which proves the assertion for α = 1.
Step 2 : Let r 2 ∈ (t i 2 , t i 2 +1 ] for 0 ≤ i 2 ≤ N h − 1. Taking the Malliavin derivatives on both sides of (4.7) and (4.8) yields that, for any
, and
. We now claim that for ι = 1, κ = 4, . . . , 10 and ι = 2, κ = 2, 3, 4, it holds that (4.20)
In fact, by the chain rule, we have
From (4.12), the following estimation
and the fact that L ∞− (Ω) is an algebra, it remains to show that 
, where the sums are extended to the set {ι = 1, κ = 4, . . . , 10; ι = 2, κ = 2, 3, 4}. It follows from (4.20) that
According to r 1 ∈ (t i 1 , t i 1 +1 ], r 2 ∈ (t i 2 , t i 2 +1 ], as well as (4.2), we have E (i 1 ∨i 2 )+1 = 0. Since D r 1 ,r 2 is a symmetric operator with respect to r 1 , r 2 , without loss of generality, we suppose that i 1 ≤ i 2 . By using the discrete Gronwall lemma and then taking pth power on both sides, we obtain that for any i 2 < n ≤ N h − 1,
Subsequent proof is based on (4.16) and (4.22). For α ≥ 3, the desired result is achieved by a recursive argument. 
Based on Lemma 4.3, we are now in a position to prove the existence of the density function of X n , n = 2, . . . , N h . We remark that X 1 is degenerate in Malliavin sense since γ 1 is not invertible.
Theorem 4.5. Let Assumptions 2.5-2.6 hold. Then for any n ∈ {2, . . . , N h }, the law of X n is absolutely continuous with respect to the Lebesgue measure on R 2m .
Proof. In view of [20, Theorem 2.1.2] and Lemma 4.3, it remains to prove that for n = 2, . . . , N h , the Malliavin covariance matrix γ n of X n , is invertible a.s. Since
⊤ dr is a nonnegative definite matrix, it suffices to show that λ min (γ n+1 ) > 0, a.s. ∀ n = 1, . . . , N h − 1. Notice that the symmetry of γ n yields that
Since σσ ⊤ is invertible, we have ⊤ with y 2 = 1, it holds that y ⊤ γ n+1 y > 0, a.s. Now we prove λ min (γ n+1 ) > 0 by induction on n.
Step 1: Let n = 1. By (4.4), we have
Substituting y 1 = 0, y 2 = 1 into the above equation and using the invertibility of σσ
2v hy
Step 2 : Assume that λ min (γ n+1 ) > 0 holds for n − 1. Substituting y 1 = 0, y 2 = 1 and (4.4) into the expression of y ⊤ γ n+1 y gives
Then the desired result y ⊤ γ n+1 y > 0, a.s. follows from z 1 = 0, and the induction assumption that γ n is invertible a.s., which completes the proof.
Strong convergence
In this section, we present the optimal strong convergence rate of the splitting AVF scheme (1.2) under Assumption 2.5. Before that, we recall the mild form of the exact solution of equation (1.1), for any 0 ≤ s < t ≤ T,
According to the exponential integrability properties of both exact and numerical solutions, a priori strong error estimate between X(t n ) and X n is established in the following Lemma.
Lemma 5.1. Let Assumption 2.5 hold, h 0 be a sufficiently small positive constant and p ≥ 1. Then there exists some positive constant C = C(p, T, σ, X(0)) such that for any h ∈ (0, h 0 ], sup
Proof. From (1.2) and (5.1), it follows that
The mean value theorem yields that
where θ ∈ (0, 1) depends on Q(t) and Q n , Q n+1 . The inequalities 1 − e −vh ≤ Ch and e −vh − 1 + vh ≤ Ch 2 , ∀ h ≤ 1 with C independent of h and Assumption 2.5 imply that for any θ ∈ (0, 1), τ ∈ (0, 1), t ∈ [t n , t n+1 ] and n = 0, . . . , N h − 1,
Applying the Young inequality and the triangle inequality, we get
P (t) + P n + P n+1 + 1
Define E n+1 := P n+1 − P (t n+1 ) + Q n+1 − Q(t n+1 ) . The estimates (5.4) and (5.5) lead to
Using the discrete Gronwall lemma and E 0 = 0, we obtain
Taking pth power on both sides and applying the Hölder inequality, we have
The Hölder inequality, together with Lemmas 3.1, 4.2 implies that
The stochastic Fubini theorem and the Hölder inequality lead to
Combining the above estimates together, we obtain that for n = 0, . . . ,
Further, (4.16) and the Jensen inequality imply that E exp 
From the estimates (5.7)-(5.10), we deduce that
. . , N h , which together with the fact that X n − X(t n ) p ≤ CE p n completes the proof. With a slight modified procedure, we get the following strong convergence result.
Corollary 5.2. Let Assumption 2.5 hold, h 0 be a sufficiently small positive constant and p ≥ 1. Then there exists some positive constant C = C(X(0), p, T, σ) such that for any h ∈ (0, h 0 ],
Proof. Taking supreme over n ≤ N h − 1 and square on both sides of (5.7) yields
Similar to the proof of Lemma 5.1, we complete the proof.
The optimal strong convergence order of the numerical approximation which only use the increments of the Wiener process is known to be 1 for SDEs with Lipschitz and regular coefficients driven by additive noises (see e.g. [4] ). However, for SDEs with non-globally monotone coefficients driven by additive noises, it seems that there exists a order barrier to achieve optimal strong rate (see e.g. [15] ). In this part, we overcome the order barrier of the proposed scheme (1.2) by using the Malliavin integration by parts formula and Lemma 5.1. To this end, the following a priori estimate is needed to the proof of Theorem 1.1. 
where G i is defined by (5.6).
Proof. Since X n and X(t) are differentiable in Malliavin sense, and G i is a functional of Q(t), Q i , Q i+1 , the Malliavin derivative of G i exists (see e.g. [20, Chapter 1] ). By the chain rule, the Hölder inequality and the estimation (5.10), we obtain
where q > p. The chain rule, the Hölder inequality and the Fubini theorem yield that
Furthermore, for any r, t ∈ [0, T ], k = 1, . . . , d, by (3.6) and Lemma 3.1, we have ≤ C. Combining the above estimates together, we get
Combining (5.11) and (5.12), we complete the proof.
Based on Lemmas 5.1 and 5.3, now we prove the main result of this section. Proof of Theorem 1.1 We begin with establishing a refined estimate of the error between Q(t n+1 ) and Q n+1 . By (5.3), R 2 ≤ Ch 2 K 2n and choosing h 0 ≤ 1, we obtain by the Young inequality that
Further,
From the Young inequality and the Hölder inequality, it follows that
and
2n . Substituting the above two inequalities into (5.13) gives
where we used h ≤ 1. Now we turn to estimating P n+1 − P (t n+1 ). Taking 2pth power on both sides of (5.4), we get
According to the Young inequality, for 2 ≤ κ ≤ 2p,
Combining the above two estimates and the Hölder inequality, we obtain
(5.15)
n . Then it follows from (5.14) and (5.15) 
Notice that S 0 = 0. The discrete Gronwall lemma (see e.g. [21, Lemma 1.4.2]) yields that
with the conventions n i=n+1 (1 + C(h + G i )) = 1 and n i=n+1 C(h + G i ) = 0. Now, we estimate the above two sums separately. For the first summand, Lemma 5.1 and estimations (5.8)-(5.10) yield that,
Now we estimate the second summand in (5.16) . By the definition of T 2j and using the Malliavin integration by parts formula (see e.g. [20, Lemma 1.2.1]), we obtain
The chain rule leads to
where we used the fact that D k r (
Combining (5.16), (5.17) and the discrete Gronwall lemma, we complete the proof. Similar to [2, Corollary 4.1] , from the Theorem 1.1 above, we conclude the following stronger error estimation immediately.
Corollary 5.4. Let Assumption 2.5 hold, h 0 be a sufficiently small positive constant and p ≥ 1. Then for arbitrary 0 < δ < 1, there exists some positive constant C = C(p, T, σ, δ, X(0)) such that for any h ∈ (0, h 0 ],
Proof. Owing to Theorem 1.1, we deduce that
By choosing 1 − 1 q ≥ δ and q ≥ p, we finish the proof.
Convergence in probability density function
In Sections 3 and 4, we have shown the existence of density functions of X(t), t ∈ (0, T ] and X n , n = 2, · · · , N h . It is natural to ask what the relationship between these density functions is. In this section, we show that the density function of X(T ) can be approximated by that of X N h . Meanwhile, the approximation error between the density functions is analyzed.
Convergence in D
α,p (R 2m ). We consider the convergence in D α,p (R 2m ) in this part, which is a nature extension of the convergence in L 2p (Ω; R 2m ) of the proposed scheme (1.2). We also remark that convergence in D 1,p for Itô-Taylor approximation solution for general SDEs whose coefficients are smooth with bounded derivatives has been shown in [14] .
Theorem 6.1. Let Assumption 2.5 hold, h 0 be a sufficiently small positive constant and α, p ≥ 1 be two integers. There exists some positive constant C = C(p, T, σ, α, X(0)) such that for any h ∈ (0, h 0 ],
Proof. We prove (6.1) by induction on α. For α = 1, by the Hölder inequality, there exists C > 0 such that
Thus, it suffices to show that for any fixed r 1 ∈ (0, T ],
Let r 1 ∈ (t i , t i+1 ] for some integer 0 ≤ i ≤ N h − 1. Taking the Malliavin derivatives on both sides of (5.2) and (5.3) respectively, then for i < n ≤ N h − 1,
Applying the triangle inequality yields
where S n = S 1n + S 2n . Using the Hölder inequality, the estimate (3.6), Lemmas 3.1, 4.2 and 4.3, we obtain that for κ = 1, ι = 1, 2, 3, 4,
And for κ = 2, ι = 1, 2, 3, (6.5) also holds. Therefore
Combining (6.5) and the fact that t i+1 − r < h, we obtain
It follows from the discrete Gronwall lemma and (6.4) that for any n = 0, . . . , N h − 1,
Then using estimates (5.10), (6.6), (6.7) and the Hölder inequality, we complete the proof of the assertion for α = 1.
For
Taking the αth Malliavin derivatives on both sides of (5.2) and (5.3), and using the chain rule, we have that for max 
..,jα r 1 ,...,rα Q n ) dθ dτ dt,
..,jα r 1 ,...,rα P (t n ), for some fixed constant k ≥ 2, then by Remark 4.4, the conclusion (6.1) holds for any α ≤ k − 2 and p ≥ 1.
6.2. Convergence in probability density function. As is well known, the first probabilistic proof of Hörmander's theorem was given by Malliavin, whose key step is to prove that, under Hörmander's condition, the Malliavin covariance matrix of the exact solution of the SDE is non-degenerate. For our discrete case, in the light of Lemma 4.3, the smoothness of the density function of numerical solution X N h boils down to the question of the boundedness of the moments of det(γ N h ) −1 as well. In this part, we show that the proposed numerical solution X N h is uniformly nondegenerate with respect to sufficiently small stepsize h > 0, and therefore admits a smooth density function. Theorem 6.3. Let Assumptions 2.5-2.6 hold. Then for any 1 ≤ p < ∞, there exists a positive constant ν(p) such that
it suffices to estimate the smallest eigenvalue of γ N h . It follows from (4.4) that
The definition of A N h −1 yields that
To simplify the notations, we introduce
Combining the above equalities together, we get
2v min
By splitting the unit sphere of R 2m into { y = 1, y 1 ≥ h δ } and { y = 1, y 1 < h δ }, with δ > 0 being later determined, we estimate λ min (γ N h ) as
Next we estimate the lower bound of f . The estimation of min y 1 ≥h δ f (y) is trivial, since (6.11) min
Now we turn to giving the lower bound of the term min y 1 <h δ f (y). Let h ≤ 1. The conditions y 1 2 < h 2δ and y 1 2 + y 2 2 = 1 imply that y 2 2 > 1 − h 2δ . The Young inequality gives
For simplicity, set a := e −2vh 1+
Notice that if h → 0, then a → 1. Thus there exists a sufficiently small stepsize
< ǫ < 1. By a straightforward calculation, we deduce that
Then it suffices to give the lower bound of (1 − ǫ)y
, 1}, the inequality (6.14), together with (6.12), implies that .
Inserting (6.14) and (6.15) into (6.12), we obtain that for y 1 < h δ with h ≤ h 0 , 
Taking supremum over y ∈ R 2m , we complete the proof.
Numerical experiments
In this section, we implement some numerical tests to verify our theoretic result on the strong convergence rate of scheme (1.2). In particular, we consider the following two stochastic Langevin equations. 1 dt − 2Q 2 dt − vP 1 dt + σ 11 dW 1 (t) + σ 12 dW 2 (t), dP 2 = −2Q 2 dt − 2Q 1 dt − vP 2 dt + σ 21 dW 2 (t) + σ 22 dW 2 (t), dQ 1 = P 1 dt, dQ 2 = P 2 dt, (7.2) where v > 0, σ ij , i, j = 1, 2 are fixed constants.
In the following experiments, we choose σ = 1, P (0) = Q(0) = 1 in equation (7.1) and σ ij = 1, i, j = 1, 2, P i (0) = Q i (0) = 1, i = 1, 2 in equation (7.2). Errors in mean square sense of the numerical solutions against stepsize h on a log-log scale are shown in Figure 1 . In this experiment, we compute the mean square errors at the final time T = 1 with time steps ranging from h = 2 −7 to h = 2 −11 , respectively. The reference solution is computed by using the tamed Euler scheme with stepsize h ref = 2 −14 . The expectation is realized by using the average of 200 samples and 2000 samples, which are represented by green and blue solid lines, respectively. The reference red dashed line has slope 1. Figure 1 illustrates that the strong convergence order of the splitting AVF scheme (1.2) is consistent with the theoretical result in Theorem 1.1. 
