We present the derivation of a new molecular mechanical force field for simulating the structures, conformational energies, and interaction energies of proteins, nucleic acids, and many related organic molecules in condensed phases. This effective two-body force field is the successor to the Weiner et al. force field and was developed with some of the same philosophies, such as the use of a simple diagonal potential function and electrostatic potential fit atom centered charges. The need for a 10-12 function for representing hydrogen bonds is no longer necessary due to the improved performance of the new charge model and new van der Waals parameters. These new charges are determined using a 6-31G* basis set and restrained electrostatic potential (RESP) fitting and have been shown to reproduce interaction energies, free energies of solvation, and conformational energies of simple small molecules to a good degree of accuracy. Furthermore, the new RESP charges exhibit less variability as a function of the molecular conformation used in the charge determination. The new van der Waals parameters have been derived from liquid simulations and include hydrogen parameters which take into account the effects of any geminal electronegative atoms. The bonded parameters developed by Weiner et al. were modified as necessary to reproduce experimental vibrational frequencies and structures. Most of the simple dihedral parameters have been retained from Weiner et al., but a complex set of 4 and yj parameters which do a good job of reproducing the energies of the low-energy conformations of glycyl and alanyl dipeptides has been developed for the peptide backbone.
Introduction
The application of computer-based models using analytical potential energy functions within the framework of classical mechanics has proven to be an increasingly powerful tool for studying molecules of biochemical and organic chemical interest. These applications of molecular mechanics have employed energy minimization, molecular dynamics, and Monte Carlo methods to move on the analytical potential energy surfaces. Such methods have been used to study a wide variety of phenomena, including intrinsic strain of organic molecules, structure and dynamics of simple and complex liquids, thermodynamics of ligand binding to proteins, and conformational transitions in nucleic acids. In principle, they are capable of giving insight into the entire spectrum of non-covalent interactions between molecules, and, when combined with quantum mechanical electronic structure calculations, modeling covalent bonding changes, essentially all molecular reactions and interactions. Given their importance, much effort has gone into consideration of both the functional form and the parameters that must be established in order to apply such analytical potential energy functions (or "force fields").
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by Allinger and co-workers has dominated the landscape in this area. The number of force fields developed for application to biologically interesting molecules is considerably greater, probably because of the greater complexity of the interactions which involve ionic and polar groups in aqueous solution and the difficulty of finding an unequivocal test set to evaluate such force fields. Many of these force fields developed prior to 1987 are described briefly by McCammon and Harvey.4 Given the complexities and subjective decisions inherent in such biological force fields, we have attempted to put the development of the force field parameters on a more explicitly stated algorithmic basis than done previously, so that the force field could be extended by ourselves and others to molecules and functional groups not considered in the initial development. This is important, because, if the assumptions, approximations, and inevitable imperfections in a force field are at least known, one can strive for some cancellation of errors.
Approximately a decade ago, Weiner et al.596 developed a force field for proteins and nucleic acids which has been widely 8551 -8566, 8566-8576, 8576-8582. 0002-7863/95/1517-5179$09.00/0 0 1995 American Chemical Society used. Important independent tests of this force field were performed by Pavitt and Hall for peptides' and Nilsson and Karplus8 for nucleic acids and it was found to be quite effective. Nonetheless, it was developed in the era before one could routinely study complex molecules in explicit solvent. Weiner et al. attempted to deal with this issue by showing that the same force field parameters could be effectively used both without explicit solvent (using a distance-dependent dielectric constant ( E = Ru)) and with explicit solvent ( E = 1) on model systems.
Further support for this approach was provided by molecular dynamics simulations of proteins9-" and DNAl2.l3 which compared the implicit and explicit solvent representations.
As computer power has grown, it has become possible to carry out more realistic simulations which employ explicit solvent representations. It is therefore appropriate that any new force field for biomolecules focus on systems modeled in the presence of an explicit solvent representation. This approach has been pioneered by Jorgensen and co-workers in their OPLS (Optimized Potentials for Liquid Simulations) m0de1.I~ In particular, the development of parameters which reproduce the enthalpy and density of neat organic liquids as an essential element ensures the appropriate condensed phase behavior. The OPLS non-bonded parameters have been combined with the Weiner et al. bond, angle, and dihedral parameters to create the OPLS/Amber force field for peptides and proteins,I5 which has also been effectively used in many systems. I6 We have been influenced by the OPLS philosophy of balanced solvent-solvent and solute-solvent interactions in our thoughts about a second-generation force field to follow that of Weiner et aL5v6 The Weiner et al. force field used quantum mechanical calculations to derive electrostatic potential (ESP) fit atomic centered charges, whereas the OPLS charges were derived empirically, using mainly the liquid properties as a guide. For computational expediency, Weiner et al. relied principally on the STO-3G basis set for their charge derivation. This basis set leads to dipole moments that are approximately equal to or smaller than the gas-phase moment but tends to underestimate quadrupole moments. Thus, it is not well balanced with the commonly used water models (SPC/E," TIP3P,I8 TIP4PI8) which have dipole moments that are about 20% higher than the gas-phase value for water. These water models, which have empirically derived charges, include condensed-phase electronic polarization implicitly. Kuyper et aZ.l9 suggested that the logical choice of a basis set for deriving ESP-fit partial charges for use in condensed phases is the 6-3 lG* basis set, which uniformly overestimates molecular polarity. Standard ESP charges derived with that basis set were shown to lead to excellent relative free energies of solvation for benzene, anisole, and trimethoxyani~ole.'~ A 6-3 1G* based ESP-fit charge model, like the OPLS model, is capable of giving an excellent reproduction of condensedphase inter molecular properties such as liquid enthalpies and densities and free energies of solvation.20 A major difference between such a model and most others is the magnitude of the charges on hydrocarbons. For example, 6-3 lG* standard ESP charges derived from the trans conformation of butane have values of -0.344 for the methyl carbon and 0.078 for the methyl hydrogen. In both cases, however, the carbon and hydrogen charges offset each other, resulting in small net charges on the methyl groups of -0.1 10 and -0.059 for the trans and gauche charges, respectively. Furthermore, free energy perturbation calculations involving the perturbation of methane with standard ESP charges (qc = -0.464 and q H = 0.116) to methane with charges of 0.0 in solution yield essentially no change in free energy.21 The standard ESP charges also result in conformational energies for butane which are in reasonable agreement with experiment, when used with a 1-4 electrostatic scale factor of m.2.20
Nevertheless, the 6-3 lG* standard ESP charges are less than ideal for two reasons. First, when charges generated using different conformations of a molecule are compared, there is often considerable variation seen. This was demonstrated by Williams, who studied the conformational variation of ESP-fit charges in alanyl dipeptide for 12 different conformations.22 Butane is another example, where charges from the gauche conformation have values of -0,197 and 0.046 for the methyl carbon and hydrogen, respectively. Another example is propylamine, which was studied at length by Comell et aL2O Five low-energy conformations can be identified for propylamine, and the 6-31G* standard ESP charges calculated for each conformation show significant variation. The average and standard deviation for the charge on a given atom over the five conformations are as follows: a-carbon qav = 0.339 and IJ = 0.059, /3-carbon qav = 0.033 and u = 0.060, and y-carbon qav = -0.205 and u = 0.146. This inconsistency is potentially problematic in terms of deriving other force field parameters which may be sensitive to the variation. Furthermore, it reduces the reproducibility of a particular calculation, which is not a problem in other force fields where the charges are assigned empirically.
The second reason that the 6-3 lG* standard ESP charges are less than ideal is that the charges on "buried" atoms (such as the sp3 carbons described above for butane and propylamine) are statistically underdetermined and often assume unexpectedly large values for nonpolar atoms. Bayly et aLZ3 found that the electrostatic potential of methanol could be fit almost equally well using either the standard ESP charges determined by the linear least-squares fit or an altemative set of charges derived with the methyl carbon constrained to have a much smaller value.
Considering the problems associated with the standard ESP charge model, it might seem tempting to adopt the OPLS approach of empirically derived charges. However, any empirically derived charge model cannot easily describe transition states and excited states, as can an electrostatic potential fit (20) model. Furthermore, the conformational dependence of Nmethylacetamide ( M A ) is better represented with an ESP-fit Finally, the requirement of Monte Carlo calculations on requisite liquids including appropriate fragments makes it more problematic to make an empirical charge model that will cover most or all of chemicalhiochemical functionality.
Given the above-mentioned deficiencies in the standard ESP model, along with the desire to retain the general strategy of fitting charges to the electrostatic potential, Bayly et were motivated to develop the RESP (restrained ESP-fit) charge model. The RESP model still involves a least-squares fit of the charges to the electrostatic potential, but with the addition of hyperbolic restraints on charges on non-hydrogen atoms. These restraints serve to reduce the charges on atoms which can be reduced without impacting the fit, such as buried carbons. The final RESP model requires a two-stage fit, with the second stage needed to fit methyl groups which require equivalent charges on hydrogen atoms which are not equivalent by molecular symmetry. The new charge model has been shown to perform well at reproducing interaction energies and free energies of solvation. When used with a 1-4 electrostatic scale factor of U1.2 (as opposed to the scale factor of 1/2 employed by Weiner et al.), both the RESP (and standard ESP) charges also result in good conformational energies for many of the small molecules studied to date without the necessity for an elaborate dihedral potential.20
In addition to the new charges which have been tailored for condensed phase simulations, new van der Waals (VDW) parameters have also been adopted and developed which are optimized for reproducing liquid properties. The VDW parameters in the Weiner et al.5.6 force field are primarily a modification of a set originally proposed by Hagler-EulerLifs01-1,~~ which were fit to lattice energies and crystal structures of amides. The new VDW parameters for aliphatic and aromatic hydrogens take into account the effects of any vicinal electronegative atom^.^^.^^ High-level quantum mechanical data are now available on the conformational energies of the glycyl and alanyl dipeptides28 and these data are critical for developing 4 and q dihedral parameters for the peptide backbone. Because such high-level data were unavailable at the time the Weiner et al. force field was developed, torsional parameters for the 4 and q angles were left as 0.0 kcdmol since the resulting molecular mechanical energies seemed to be in reasonable agreement with the best theoretical data available at that time. That force field led to conformational energies for glycyl dipeptide where the C5 extended conformation was about 1 kcdmol too high in energy and for alanyl dipeptide where the C5 conformation was nearly 2 kcal/mol too high in energy but the C7ax conformation was about 1 kcal/mol too low in energy. The error in the alanyl dipeptide C7,, energy is not critical since it is rarely found in proteins29 (only in y-turns), but the errors in the energies of the C5 conformations are more important since that is the conformation found in P-sheets. Any errors in the energies of the C5 conformations are multiplied by the length of the secondary structure. The new force field includes VI, V2, V3, and V4 J. Am. Chem. SOC., Vol. 117, No. 19, 1995 5181 dihedral parameters for 4 and q which result in good agreement between the molecular mechanical and quantum mechanical energies of the dipeptides.
Finally, the benzene molecule as modeled by the Weiner et al. all-atom force field has been shown to possess excessive flexibility for out-of-plane distortion^.^^ This was caused by the use of the V2 potential derived for the united atom model. This underestimate of the benzene V2 parameter is noteworthy, because it affects not only the flexibility of benzene and benzene-like moieties but also the interpolation scheme used for determining the VZ barriers for X-C-N-X and X-C-C-X dihedrals in conjugated rings. These V2 parameters are determined by interpolating according to the bond length either between a pure single bond and a partial double bond (benzene) or between a partial double bond and a pure double bond. The excessive out-of-plane motion of benzene has been easily fixed by adjusting the V2 parameter from 5.5 to 14.5 kcaVmol to match the experimental normal mode frequencies. 
General Description of the Model
The model presented here (eq 1) can be described as "minimalist" in its functional form, with the bond and angles represented by a simple diagonal harmonic expression, the VDW interaction represented by a 6-12 potential, electrostatic interactions modeled by a Coulombic interaction of atom-centered point charges, and dihedral energies represented (in most cases) with a simple set of parameters, often only specified by the two central atoms. Electrostatic and van der Waals interactions are only calculated between atoms in different molecules or for atoms in the same molecule separated by at least three bonds. Those non-bonded interactions separated by exactly three bonds ("1-4 interactions") are reduced by the application of a scale factor.
bonds angles
Our assumption is that such a simple representation of bond and angle energies is adequate for modeling most unstrained systems. The goal of this force field is to accurately model conformational energies and intermolecular interactions involving proteins, nucleic acids, and other molecules with related functional groups which are of interest in organic and biological chemistry.
A. Atom Types. The atom types employed are similar to those defined previously and are given in In general, however, one might have resorted to a more complex optimization of re,.,, Oeq, K,, and KO to ensure that the geometries of simple fragments were as close as possible to experiment after energy minimization, rather than taking r, and 8, from experiment and assuming little distortion would occur (which is generally the case, with the slight exception of the case of the -NH2 groups noted above). We chose not to undertake a more time-consuming iterative self-consistent derivation of geometrical parameters, because of our assumption that any such errors which we were making were of much smaller consequence for accurately representing conformations and intermolecular interactions than the inaccuracies remaining in the dihedral and non-bonded (charge and VDW) parameters. Fourier components to try to reproduce as well as possible the relative energies of the alanyl and glycyl dipeptides and a model nucleoside fragment calculated at a high level of theory without the requirement of "a physical picture''. An altemative approach would be to empirically adjust the atomic partial charges to achieve the same aim. Given the power of the RESP methodology for deriving atomic partial charges which lead to good representations of intermolecular interactions and the importance of maintaining an accurate balance between intra-and intermolecular interactions, we chose to empirically adjust the terms in the Fourier series for v and 4 as well as x. unavailable for the OPLS force field. These Monte Carlo simulations were the fist calculations carried out as part of the development of this new force field, and as such employed 6-31G* standard ESP charges. The electrostatic contribution for the n-alkanes was very small regardless of the charge model-at most a few tenths of a kcdmol. We note that the standard ESP charges for benzene (qc= -0.145 and qH= 0.145) accurately reproduce the quadrupole moment of that molecule.
We have taken most of the remaining VDW parameters from the OPLS modelI5-sp2 and sp3 N; sp2 0, ether ester (OS), hydroxyl (OH) and TIP3P water (OW) sp3 oxygens; and sulfur (SH and S)-since it has been optimized for reproducing liquid properties. The Weiner et ~1 .~9~ phosphorus (P) parameters were not re-optimized since that atom is most frequently found buried inside of four other heavy atoms.
The VDW model is minimalist as well, with some exceptions. A standard VDW parameter is used for a given atom and hybridization, e.g. all sp2 carbons have the same VDW parameters. The only heavy atom exceptions are sp3 0, where oxygens in water (OW), alcohol (OH), and ether (OS) have slightly different parameters, as found in OPLS. We suspect that this is due to the use of a zero VDW radius on hydrogens bound to oxygen, so that an effectively larger R* is required for a water oxygen than alcohol than ether.
A significant departure has been made from the previous model in the treatment of hydrogens. The current model does not employ 10-12 hydrogen bonding Ha .X parameters, although these are still supported within the AMBER software.
The original Hagler et and OPLS a p p r o a~h '~? '~ suggested
a zero R* and 6 for hydrogen binding hydrogens. Thus the TIP3P water model has R* and 6 equal to 0.0 for its hydrogen (HW). We opted not to develop a new water model, but to use the T P 3 P one.
Hydrogen and helium are unique in the periodic table in not having an inner shell of electrons. Consequently, it makes physical sense for the hydrogen VDW radius, unlike other atoms, to be very sensitive to its bonding environment. This has been extensively analyzed for the hydrogen R* in X-C-H systems by Gough et al. and Veenstra et al.,26,27 who demonstrated the sensitivity of R* to the electron-withdrawing properties of X. For example, a ''normal" C-H has VDW R* = 1.487 8,; whereas in CF3-H it is -0.3 A shorter and in CH3NH3+ it is -0.4 8, shorter still.
We have employed the following approach here. A C-H has R* = 1.487 8, and, based on nucleic and base pairing energy minimization, an N-H has R* = 0.6 8,. This qualitative dependence on electronegativity makes physical sense. Based on the Veenstra et aL2I studies we have chosen to reduce the R* on sp3 C-H atoms by 0.1 8, for each electronegative (0, N, F, S) substituent. The hydrogen atom types are then defined as H1, H2, and H3 for 1, 2, and 3 electronegative groups, respectively. The hydrogen R* is reduced by 0.4 8, for each neighboring positively charged group (atom type HP). For sp2 C-H, R* has been reduced by 0.05 8, for each electronegative neighbor (atom types H4 and H5).
Given our retention of the simplicity of a 6-12 rather than a 6-exponential VDW representation, we have continued to reduce 1-4 VDW interactions since the 6-12 approximation and the lack of polarization in the model both will lead to exaggerated short-range repulsion. It is difficult to determine the scale factor unambiguously so we have retained the value of 112.0 used by Weiner et a1.s.6 E. Electrostatic Energies. In Cornel1 et aL20 and Cieplak et we have extensively analyzed the development of our In our previous force field, the bond length and V2 parameters for X-C-N-X and X-C-C-X fragments involving sp2 hybridized atoms were determined by a linear interpolation approach (according to the experimental bond length) between the known barriers of pure single, pure double, and partial double bonded systems (benzene for X-C-C-X and NMA for X-C-N-X).
We have used the same approach here, but have adjusted the V2 term of benzene to more accurately describe its out-of-plane frequencies (Weiner et ~1 .~3~ had used the V2 derived for a united atom model of benzene, which was significantly different). Table 2 presents the parameters used. For example, given a C(sp2)-C(sp2) bond length, its bond stretching force constant is linearly interpolated between the values for pure single bond and double bond given in Table 2 . Its V2 torsional potential is interpolated between the values for pure double and partial double or between partial double and single, dependin on whether the bond length is greater or less than the 1.397 f of benzene. This is exactly the procedure used by Weiner et ~1 .~9~
D. VDW Parameters. Given the success of the OPLS approach in modeling liquids, we have developed all-atom sp3 carbon and aliphatic hydrogen VDW parameters by canying out Monte Carlo simulations on C b , C2H6, C3H8, and C4H10
liquids and empirically adjusting R* and E for the C and H to reproduce the densities and enthalpies of vaporization of these Such parameters have also been employed in calculations of relative free energies of solvation of CQ, C2H6, and C3H8.21,38 We also derived VDW parameters for sp2 C and aromatic H employing Monte Carlo simulations on benzene liquid and adjusting the R* and 6 of these atoms to reproduce the density and enthalpy of liquid benzene.37 At the time these parameters were developed, such all-atom parameters were (32) The new RESP charge model employs a scale factor of 111.2 for 1-4 electrostatics, which was calibrated on 1,2-ethanediol and also performed well on tests on simple alcohols, amines, and butane.20 The RESP and standard ESP charge models were shown by Howard et al. to perform better than MM2 and MM3 in the conformational analysis of substituted 1,3 requiring only the addition of a single dihedral parameter optimized on 2,4-dioxapentane.
Methods
ESP and RESP charges were calculated from electrostatic potentials derived using the Gaussian 90 and Gaussian 92 programs.43 These programs were also employed for a b initio calculations of conformational energies. All minimization and normal mode calculations reported for this work were carried out using the AMBER package.@ Scale factors of U1.2 and 112 were applied to 1-4 electrostatic and VDW interactions, respectively.
Free energy perturbation calculations for perturbing methanethiol to methanol and dimethyl thioether to dimethyl ether were carried out using the AMBER program and the slow growth meth0d.4~ Simulations were run for 200 ps with a time step of 2 fs. SHAKEM was applied to constrain all bonds and perturbed bonds were shrunk. Only the solution perturbation was carried out (with TIP3P waterI8 and periodic boundary conditions) and the intramolecular components were not included. Calculations were carried out in both the forward and reverse directions. The PMF correction was included to account for the free energy change associated with perturbed bonds.47
Free energy perturbation calculations for the perturbation of 9-methyladenine to methane were carried out using the SPASMS4s module (39) of the AMBER program and the windows method using the acceptance ratio49 approach and decoupling the electrostatic and VDW perturbations. All intramolecular components were included. The gas-phase electrostatic runs were carried out with 11 windows with 5K (5000) steps of equilibration and 10K steps of data collection. The gas-phase VDW runs were carried out with 51 windows with 1K steps of equilibration and 5K steps of data collection. The solution perturbation was carried out with TIP3P water and periodic boundary conditions. The electrostatic part of the solution calculation was carried out analogously to the gas-phase electrostatic calculation. The VDW part of the solution calculation was carried out with 51 windows, 1K steps of equilibration, and 4K steps of data collection. A 9.0 A cut-off with no switch functions was employed for non-bonded interactions and the time step was 1 fs. The coupling constants were 0.2 (temperature) and 0.4 ps (pressure).
Molecular dynamics simulations of ubiquitin were carried out using the AMBER program.@ The simulations were carried out at 300 K with a time step of 1.5 fs and a non-bonded cut-off of 8.0 A. SHAKEM was applied to bonds containing hydrogens.
Results
We begin the development of the force field with ethane, the fundamental unit for hydrocarbons. The general V3(X-CT-CT-X) dihedral was changed from 1.3 to 1.4 kcal/mol in order to reproduce the experimental barrier to rotation (Table  3 ). Ethane charges have been shown to be particularly sensitive to the conditions of the esp fit.55 Nonetheless, changing the charges on hydrogen from 0.0 to 0.1 changes the barrier only from 2.89 to 2.92 kcdmol. In contrast to MM2/MM3,2,3 only this general V3 dihedral potential is used for hydrocarbons. As one can see in experiment. The parameters in MM3 were derived by fitting to a wide variety of data for hydrocarbons, whereas our approach is to start with ethane as the simplest model and add additional dihedral parameters in a conservative way. As one can see, the barriers and geometry of n-butane are well described with such a model, as is the energy to eclipse the first and second methyl group of propane with the methylene.
We next tum to the alcohols and ethers ( THF over C,, as inferred from experiments. The calculations overestimate the barrier to planarity of THF, but not by as much as MM3.
We next turn to dimethyl phosphate, the model for the backbone of nucleic acids. We have carried out ab initio calculations (MP2/6-3 1G*//HF/6-3 1G*) on dimethyl phosphate in its g,g; g,t; and t,t conformations and adjusted the Vz(0S-P-OS-CT) parameter to reproduce the (g,g)/(g,t) energy difference of 1.41 kcdmol. These results are reported in Table  5 . The reoptimized VZ parameter has a value of 1.20 as opposed to the value of 0.75 determined by Weiner et al. with the V3 parameter of 0.25 left unchanged. Reasonable agreement with ab initio calculations and consensus structural values from X-ray data has been achieved. The normal mode frequencies calculated with such a model are also compared with those developed based on experimental frequencies of diethyl phosphate.& Given the difference in molecules, the agreement between calculation and experiment for the low-frequency modes reported in Table 5 is acceptable.
The low-frequency modes for the simple hydrocarbons, alcohols, ethers, and thio compounds are presented in Table 6 . The average error between the calculated and experimental frequencies is 31 cm-' for the 36 low-frequency examples where experimental data are available, compared to an error of 21 cm-' with MM3. Again, it should be noted that our parameters have been optimized using this limited set of simple molecules whereas the test set of molecules used to derive the MM3 parameters is much larger.
Next to consider in the development of a force field for nucleic acids are the bases. Elsewhere, we have reported the (66) hydrogen bond energies and structures of A:T and G:C pairs and these appear to be in good agreement with the highest level of ab initio data currently available.69 However, a critical element in the development of planar functionalities such as the X-CA-CA-X V 2 value and the improper out-ofiplane dihedral X-X-CA-HA to ensure correct representation of the lowest frequency modes of benzene, with the four lowest modes (1700 cm-') in good agreement with experiment."
We next turn to NMA, the model for the peptide backbone. With a few adjustments to the Weiner et al.53b bonded parameters, the agreement with experiment70 for the six lowest frequency modes is again excellent. In NMA, a key adjustment was the Vl(H-N-C-0) dihedral potential, which, given the change in electrostatic and non-bonded parameters from Weiner et al., had to be modified from 0.65 to 2.00 kcallmol to ensure that the in vacuo cidtrans NMA energy difference was -2.3 kcal/mol.
The re-optimized X-CA-CA-X parameter was used to interpolate new V2 dihedral potentials for X-C-N-X and X-C-C-X dihedrals in conjugated rings. The normal mode frequencies for the four nucleic acid bases-guanine, adenine, cytosine, and thymine-were then calculated. The calculated and e~p e r i m e n t a l~* -~~ frequencies for modes -(600 cm-' are reported in Table 8 . The agreement is qualitatively reasonable; in particular, the cost of out-of-plane distortion is approximately correct in these lowest frequency modes.
We then proceeded to the study of a larger fundamental unit of nucleic acids, deoxy adenosine nucleoside (dA). Table 9 presents the results of calculations of the energy of dA as a function of sugar pucker and the dihedral angles y(CS-05'-C4-C3') andx(01'-Clf-N9-C4), using both a pure gas phase ( E = 1) and an implicit solvent ( E = 4) model. Although this force field is primarily intended for use with explicit solvent, calculations by Sun et al. on conformational free energies of 18-crown-6 suggest that a model with E = 4 provides an approximate and qualitatively reasonable representation of aqueous free energiesS7* Encouragingly, the C2' endo/C3' endo energy difference is 0.6-1.0 kcal/mol, in good agreement with e~p e r i m e n t .~~ The barrier between these conformations through the 01' endo conformation is -1.9-2.9 kcal/mol, somewhat larger (and perhaps more realistic) than that found by Weiner et al. The barrier through 01' exo is not E dependent and is -5.9 kcal/ mol, which is in reasonable agreement with what is known. Experimentally, it is known that a y in the g+ range is preferred for nucleosides in solution, followed by trans, with little gobserved.79 The relative conformational energies with E = 4 are quite consistent with this trend, whereas the gas-phase values ( E = 1) are not.
Finally, adenosine and deoxyadenosine are known to prefer the anti c~nformation~~ over the syn conformation, but the syn conformation is low enough in free energy to be observable. The gas-phase ( E = 1) energy difference between anti and syn is very large, but the E = 4 value is much more reasonable. However, we wished to assess the reasonability of our calculated energies as a function of x with an ab initio model. We thus constructed a simple test case where adenine is attached to CH-(OH)-CH3, with the dihedrals constrained to mimic the C2' endo conformation of a sugar ring (Figure 1 ) and carried out MP2/6-31G*//HF/6-3 lG* ab initio calculations as a function of x with this model. As one can see from Table 10 , with no additional dihedral parameters, the energy difference between the syn and anti minima is significantly overestimated with our initial model. We thus chose to add explicit dihedrals (VI and V2) (see Table 14 ) around the glycosidic bond to bring the two minima into qualitative agreement. This has very little effect on the y and sugar pucker energies, so only the values of the final parameter set are reported in Table 9 .
We next turned to studies of peptide conformations. Table   11 presents the local minima and Figures 2a and 2b the (@,q) maps for glycyl and alanyl dipeptides. Here, as in the case of glycosidic 2, we were forced to add explicit dihedral parameters (see Table 14 ) in order to reproduce the ab initio quantum mechanical energies for these models. As one can see, the Table 10 . In the quantum mechanical calculations, the H04'-04'-Cl'-N9 and H2'3-C2'-Cl'-N9 dihedrals were held fixed at values characteristic of a C2'-endo sugar, in order to mimic the conformation of the sugar ring. In the molecular mechanical calculations, the dihedrals were restrained to those values with dihedral restraints of 500 k c d mol.
agreement with high-level ab initio data is very good for all but alanyl dipeptide C7ax and glycyl dipeptide a R . The ala C, , conformation is rarely found in proteins and gly occurs relatively infrequently in a-helices, due to the loss of conformational entropy, so these conformations were reasonable ones in which to tolerate any error. One of the important features in our force field is the attempt to reproduce the solvation free energies of a representative set of molecules. In Table 12 , we present such a representative set. As one can see, the absolute solvation free energy of methane is somewhat (0.5 kcdmol) too large with our model, but the relative solvation free energies of methane, ethane, and propane are within 0.3 kcdmol of experiment. For our protypal polar molecules, methanol and NMA, the agreement with experimental solvation free energies is within -0.5 kcdmol. We wished also to assess the solvation free energies for sulfur compounds and the relative solvation free energies of those are in reasonable agreement with experiment (again within 0.5 kcaV mol). The calculated free energy of 9-methyladenine is a prediction, because there are no precise experiment^,^^ but the relative free energies of this force field and that of Weiner et al.536 suggest that the experimental determination of this quantity would be of great interest. Turning to the ionic molecules, our results make clear that a typical two-body additive force field will tend to overestimate ion solvation (when corrected for longrange cut-off) unless its parameters are significantly modified, but fully non-additive calculations with exactly the same parameters reproduce experiment very well. (82) The results described above were obtained on model systems that were relatively very simple3' (neat liquids) andor small (dipeptides and nucleosides). In order to test the performance of the new force field on a more complex system, we carried out an MD simulation of ubiquitin in water with periodic boundary conditions. The RMS difference was calculated for structures along the trajectory relative to the crystal structures6 for (1) to the deviation found here.87 A referee has pointed out that smaller deviation from a crystal structure could simply be a consequence of an "unrealistically stiff' force field. We cannot rule this out, but stress that we did not, in our force field derivation on the fragments described above attempt to add "stiffness". Even closer agreement with a protein crystal structure has been obtained by York et al.," who carried out a 1000 ps MD simulation of BPTI with the long-range electrostatic forces of the crystal environment treated using the particle mesh Ewald method and the Weiner et ~1 .~5~ force field. With this model they obtained an RMS deviation from the crystal structure of 0.33 8, for backbone atoms. These results serve to illustrate the difference between errors arising from the force field itself and those arising from its implementation in a given calculation.
Currently, most MD simulations employ an 8 or 9 8, cutoff for nonbonded interactions in order to reduce this rate-determining part of the calculation. In systems where long-range electrostatics play an important role, this approximation is clearly inadequate. Although the Ewald method is only fully appropriate for periodic crystal systems, other methods also exist which allow for the more accurate treatment of long-range electrostat- ics.88 Thus, it appears that the way electrostatic interactions are handled is significantly more important than the detailed force field parameters in ensuring that a molecular dynamics trajectory stays near an experimental (X-ray or NMR) structure. We suggest, however, that comparing two force fields with the same cutoff protocol can be illustrative and we conclude, on that basis, that the new force field performs at least as well as, or slightly better than, that of Weiner et ~1 .~3~ for full solution simulations.
Discussion
We have presented the development and the description of a new force field for proteins, nucleic acids, and organic molecules. Previously, we have attempted to give a coherent description of the underlying basis for the Weiner et al. force field,5s6 in order that it could be extended by others as well as ourselves for studies of molecular interactions and conformations. We should emphasize again that our goal is to describe molecular conformational energies and structures as accurately as possible in condensed phases with a simple, transferable, and ESP fit (STO-3G) empirical (x-tals) R* arithmetic mean; E geometric mean equal division among this work E S P fit (6-31G*) empirical (liquids) R* arithmetic mean: E geometric mean equal division among equiv bond paths equiv bond paths equiv bond paths A = E R * '~ and B = ~E R *~. In CHARMm22, the torsion representation was changed to the more commonly used equal division of the energy along equivalent bond paths. GROMOS employs the geometric mean method for calculating VDW interactions, but for water-methyl interactions, for example, a smaller VDW radius is assumed for the water since it is no longer in a hydrogen bonding interaction. This has been shown to result in a "too hydrophilic" methyl g r o~p .~~,~~ general model. This goal has framed our approach, which has been to focus mainly on the electrostatic, VDW, and dihedral energies and use both ab initio calculations, empirical liquid and solvation data, and experiment to calibrate the model. However, our approach differs significantly from that of many in building from the ground up with the simplest model and defining relatively few general principles, which are elucidated in the section General Description of the Model above. We will attempt to summarize the salient features of some of the more commonly used force fields here, in order to compare and contrast our approach with theirs. They can be roughly grouped into four different categories, depending on the nature and complexity of the force field equation: (1) those with rigid or partially rigid geometries, (2) those without electrostatics, (3) simple diagonal force fields, and (4) more complex force fields.
The ECEPP force field of Scheragas9 employs rigid internal geometries which allow a more efficient exploration of conformational space. This approach has the disadvantage that it can cause certain conformations and conformational barriers to be too high in energy. A second force field which uses only partially rigid geometries is developed by Lavery and co-workers. This force field has been developed for nucleic acids and allows flexibility in the sugar ring but uses mainly internal geometries and keeps the bases rigid. The SYBYL force field9' has been developed for the calculation of internal geometries and conformational energies. Because it contains no electrostatic term, it is inappropriate for studying detailed condensed-phase properties. The YETI force field?2 developed by Vedani and Huhta, is a modification of the Weiner et al. force field with highly damped electrostatics and an angular dependent hydrogen bond (and metal ligation) potential added. This approach could be valuable in some modeling situations, where large and difficult to handle electrostatic energies are present, but it is also unlikely to be general and extendable to condensed-phase phenomena.
The category of simple diagonal force fields includes the Weiner et ~l . ,~,~ GROMOS,93 CHARMm?4 and OPLS/AM-BERI5 force fields. All of these force fields employ a simple harmonic diagonal representation for the bond and angle terms. Descriptions of the nonbonded and dihedral energies are given in Table 13 fits to the electrostatic potential of a molecule whereas the other two force fields used empirical fits to interaction energies ( C W m ) or liquid and solid state data (GROMOS). The Weiner et al., CHARMm, and GROMOS force fields all employ VDW parameters derived from crystal data, whereas the VDW parameters in the OPLS/AMBER and Comell et al. force fields are derived from liquid simulations. (The OPLS/AMBER and GROMOS force fields specify values for "A' and "B", the repulsive and attractive coefficients, respectively, whereas Weiner et al., Cornell et al., and CHARMm specify values for R* and E . Some force fields use "C" instead of "B". See Table   13 for the relationship between A, B, E*, and R*.) For heteronuclear interactions, the OPLS/AMBER and GROMOS force fields determine values for A and B using geometric mean combining rules. By comparison, Weiner et al., Cornell et al., and CHARMm employ arithmetic mean combining rules for R* and geometric mean combining rules for E . GROMOS makes the further distinction of using different values for A and B for a particular atom type, depending on the second atom involved in the interaction. This has been shown to result sometimes in anomalous b e h a~i o r .~~,~~ Two new sets of CHARMm hydrocarbon VDW parameters have recently been p~b l i s h e d~~~~* and tested by Kaminski et aLw for their ability to reproduce condensed-phase properties. The CHARMm9297 parameters resulted in a density for liquid butane which was 63% in error. The CHARMm94% parameters performed much better, reproducing the density and heat of vaporization of butane with an average error of 3.2% and 4.5%, comparable to the results obtained with the AMBER parameters reported in ref 21 and used here, where the average error for butane was 1.7% and 3.0%.37J00 Nonetheless, the CHARMm94 model is more complex, using a different R* and E for CH2 and CH3 carbons. Kaminski et al. also reported new all-atom VDW parameters for the OPLS force field, and these were shown to result in average errors of 0.9% and 1.7% for the density and heat of vaporization of ethane, propane, and butane. The OPLS all-atom parameters also performed better at reproducing the relative free energies of solvation of methane, ethane, and propane than the Sun et al. parameters.21 It should be noted that while the OPLS parameters result in the lowest overall error for the systems describedhncluded above, this is achieved at the expense of fitting the neat liquid properties of methane (errors in density and AH vaporization -10%). The main difference between the Sun et a1.*' and Kaminski et parameters is the van der Waals well depths for hydrogen (0.0157 and 0.030 kcaumol, respectively) and carbon (0.1094 and 0.060 kcal/mol, respectively), with compensating differences between the van der Waals radii. The Sun et al. values for carbon are more in line with the magnitude of the well depth for the other first row atoms in the force field presented here. However, we wish to stress that both the OPLS and the Sun et al. parameters are appropriate and effective models to use in condensed-phase studies of organic molecules that are not highly strained or have very short nonbonded distances involving hydrogen.
While all five force fields employ a simple Fourier expansion to represent the dihedral energy, some variation is also seen in the assignment of that energy, Vol. 117, No. 19, 1995 5193 al., OPLS/AMBER, and later versions of CHARMm distributing the energy equally among equivalent bond paths (such as the nine HC-CT-CT-HC dihedrals in ethane), and GROMOS allowing user specification of that parameter. In earlier versions of CHARh4m the dihedral energy was assigned to only one specific bond path (quartet of atoms).
Finally, the category of "more complex" force fields includes not only the MM2 and MM3 force fields for small molecule^^^^ but also two other force fields. These force fields go beyond the simple diagonal potential function in their inclusion of higher order terms as well as cross-terms for representing bonds and angles. The MM3 force field is the state-of-the-art for modeling organic molecules in the gas phase and has been carefully calibrated to reproduce many properties of these molecules. The focus of MM3 is quite different from that of the force field presented here in that it is not oriented toward the representation of polar and ionic molecules in condensed phases, although, for example, some crystal minimizations were used to calibrate some of the nonbonded parameters. Its complex functional form is necessary for reproducing vibrational frequencies and subtleties of molecular geometries. The use of a 6-exponential nonbonded potential is more accurate than the 6-12 used here, particularly for close contacts such as those found in highly strained organic molecules. The MM2/MM3 model uses a point dipole approach for electrostatic interactions which has often worked well for modeling intramolecular properties but has not been rigorously established as a general model for modeling intermolecular interactions. MM2MM3 has a large number of dihedral parameters specific to four-atom bond quartets which have been fit to a large set of data.
A second complex force field is the "Class 11" one under development by Hagler and co-workers.I0' This force field has a functional form of similar complexity to that of MM2MM3, but it differs in the extensive use of quantum mechanical energies and gradients for its calibration. The developers of this force field are pioneering new ways of deriving parameters and analyzing molecular interactions. This force field currently suffers, however, from the lack of a general charge model of the same caliber as the other parameters. The third complex force field is the Merck Molecular Force Field (MMFF) under development by Halgren.Io2 The stated purpose of this force field is to be able to handle all of the functional groups of interest in pharmaceutical design. The nonbonded function is a "buffered" 7-14 potential, which Halgren found to give the best fit to rare gas interactions, and an empirical bond dipole model is used to assign partial charges. The key calibration test set is a series of conformational energies calculated at a very high level of ab initio theory (MP4SDQ/ TZP//MP2/6-3 lG*). Thus far, no condensed-phase simulations have been carried out, but they are planned. This approach has the advantage of generality to a large number of molecules, but at the expense of the use of a simple, empirical, generic charge model and a large number of dihedral parameters.
Conclusion
second generation force field for the simulation of proteins, DNA, and organic molecules primarily in the condensed phase. The strengths of the approach presented here are: (1) the general and algorithmic strategy employed to develop the force field; (2) the emphasis We have described the development of T., results to-be submitted for publication. See eq 1. kcal/(mol A2). A. kcal/(mol radian2). e deg. f Number of bond paths that the total VJ2 is divided into. This is equal to the product of the number of bonds to each of the middle two atoms. For example, since X-C-CA-X has 4 bond paths, each of them has a Vn/2 of 14.5/4
kcal/mol assigned to it. g Magnitude of torsion in kcal/mol. Phase offset in deg. ' The periodicity of the torsion. A negative value is not used in the calculation but signifies more than one component around a given bond. J van der Waals R* for a given atom in A. The value used in eq 1 for an interaction of atom i and atom j is R,]* = R,* + Rl*. van der Waals well depth for a given atom in kcavmol. The value used in eq 1 for an intersection between atoms i and j = el/ = ( E~E , ) "~. Note that A , = E,*(R,*J'2 and B, = ~* E , * ( R , * )~. All sp2 carbons have these parameters. All sp2 nitrogens have these parameters. sp3 nitrogen parameters, see ref 109; these parameters were derived subsequent to the ubiquitin simulation, which used the common parameter for sp2 and sp3 parameters of atom type N.
on the accurate reproduction of electrostatic interactions-a demonstrated strength of the Weiner et al. force field;596 (3) the use of a new approach for deriving electrostatic potential fit charges (multiconformer RESP) which are better behaved than the previous standard ESP model; (4) general and algorithmic approaches to describe the nonbonded interactions, particularly for hydrogens; and (5) a minimalist approach to adding dihedral potentials to the energy function. Through our approach we have minimized the coupling between the different terms in the force field equation. Although only the total energy can be compared directly with experiment, the force field has the potential of providing additional qualitative insight when the results agree with How can one extend this model to new organic molecules? First, one must carry out quantum mechanical calculations at the 6-31G* level to derive restrained electrostatic potential (RESP) charges, ideally with multiple conformation^^^^^^^ to minimize statistical errors. Secondly, one can use the van der Waals parameters presented here, or from the OPLS model, if appropriate liquids have been simulated involving the requisite atom types. With a few exceptions, most of the van der Waals parameters are likely to be already available. The bond, angle, and dihedral parameters can come from experimental data, using initially "generic" torsional parameters such as X-C(sp3)-C(sp3)-X, as suggested above. Then, 6-31G*/MP2 quantum mechanical conformational analysis can be carried out on appropriate flexible fragments of the molecule(s) of interest. By comparison with the energies calculated with the molecular mechanical model of these fragments, additional specific torsional potentials can be added to ensure as accurate a representation of the intrinsic conformational energies as possible. Based on our experience, additional explicit torsional potentials are likely to be required for well-understood "anomeric effects", such as in 1,3 dioxanes$2 or in cases of large internal electrostatic interactionshtramolecular H-bonds such as those involved with the peptide qj,$ or the nucleoside x angles.
Further applications will be required to assess how successful the new model is. In the studies described above, the major weakness was the necessity of adding dihedral potentials for the qj and 4 of peptides and x of nucleic acids without obvious physical justification. This effect is at least partially due to the somewhat too large polarity of the 6-3 lG* RESP model, which is needed to accurately simulate solvation at the effective twobody level. The magnitude of the re-optimized qj and 4 dihedral parameters is considerably reduced in a non-additive force field with reduced gas-phase-like polarity,IM and the magnitudes are slightly reduced for x.Io5 A better behaved set of charges which yielded more accurate conformational energies and still reproduced solvation free energies could possibly be derived through empirical adjustment. But then the generality and simplicity of the model would be sacrificed. These examples do emphasize the degree to which the nonbonded and dihedral terms dominate any complex intramolecular function, particularly when the charges are optimized for an effective two-body model to reproduce the energies of polar and ionic molecules in solution.
This new force field has retained some of the features of the Weiner et al. force field?.6 with its emphasis on the accurate representation of electrostatics and simple representation of bond and angle energies, while offering electrostatic and VDW parameters which are optimized for state-of-the-art condensedphase simulations. Further work is being carried out in this laboratory to investigate the improved performance of models which incorporate either off-center charges (lone pairs)IM or electronic polarization.40~82~~M~'05~~07~'08 It is our belief, however, that with this new force field we have reached the limit for accurately representing biomolecular systems with an effective two-body additive potential employing quantum mechanically derived atom centered charges."
