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SOMMARIO
In questo lavoro verrà presentato ed analizzato lo sviluppo di un sistema di coordinazione di 
squadre di veicoli autonomi per la logistica industriale.
Dopo una prima parte in cui è descritto il caso di studio preso in esame, in particolare l'area 
logistica di un impianto industriale che opera nel campo della produzione di articoli in carta, 
nella seconda parte sono presentati gli aspetti salienti del sistema di coordinazione.
L'attenzione è focalizzata, soprattutto, sulle caratteristiche di base del sistema di coordinazione, 
sulla definizione e gestione delle risorse condivise dagli agenti autonomi, sul meccanismo di 
comunicazione utilizzato e sull'algoritmo di competizione implementato.
Vengono  descritti  inoltre  con  particolare  dettaglio  le  varie  fasi  che  caratterizzano  il 
comportamento del sistema di coordinazione durante l'operazione di competizione per l'accesso 
alle risorse condivise da parte degli agenti.
Infine,  sono  presentate  i  test  e  le  simulazioni  effettuate;  esse  sono  volte  ad  analizzare  le 
prestazioni e il comportamento del sistema a fronte di diverse condizioni operative, in particolare 
al  variare  del  numero  di  agenti  che  cooperano  nel  sistema  e  al  verificarsi  di  particolari 
configurazioni critiche nella condivisione delle risorse. I test e le analisi svolte permetteranno 
dunque  di  valutare  l'efficienza  del  sistema  di  coordinazione  implementato  e  di  definirne  i 
possibili sviluppi futuri.
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ABSTRACT
In  this  thesis  will  be  presented  and  analyzed  the  development  of  a  coordination  system of 
autonomous vehicles teams for the logistics area in industrial plant.
In the first part, the case study is introduced, that is, the logistic area of an industrial plant for the 
production  of  paper  tissue  products  is  described.  In  the  second  part  the  main  features  of 
coordination system are describes.
Attention  has  focused  especially  on  the  basic  features  of  the  coordination  system,  on  the 
definition and management of shared resources by autonomous agents, on the mechanism of 
communication and on competition algorithm developed.
Are also described with particular detail the various stages that characterize the behavior of the 
coordination system during the operation of competition for access to resources shared by the 
agents.
 
Finally, tests and simulations are presented; they are designed to analyze the performance and 
behavior of the coordination system in response to different operating conditions, especially for a 
change in the number of agents who cooperate in the system and the occurrence of particular and 
critical configurations of shared resources. Testing and analysis carried out made it possible to 
assess the efficiency of the coordination system and to define the possible future works..
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1. INTRODUZIONE
Il  presente lavoro di tesi  ha avuto come obbiettivo lo sviluppo di algoritmi distribuiti  per la 
coordinazione di squadre di veicoli autonomi (LGV - Laser Guided Vehicle) per applicazioni di 
logistica industriale.
L'attività si colloca all'interno di un progetto di ricerca europeo denominato CHAT - Control of  
Heterogeneous Automation Systems: Technologies for Scalability, Reecongurability and Security  
[13]-  di  cui  l'Università  di  Pisa  ed,  in  particolare,  il  Centro  di  Ricerca  Interdipartimentale 
E.Piaggio [16] sono partner.
CHAT è  un  progetto  finanziato  dalla  Commissione  Europea  nel  quadro  del  7th  Framework 
Programme  il quale rappresenta il principale strumento con cui l'Unione finanzia la ricerca in 
Europa.  Già  nel  nome del  progetto  sono contenuti  tre  aspetti  (Scalability,  recongurability,  e 
security) di fondamentale importanza nello sviluppo di sistemi industriali automatizzati che siano 
efficienti, economici e sicuri. Lo stato attuale della tecnologia dei sistemi di controllo è tale che 
la supervisione ed il controllo di grandi e complessi impianti non possono essere ottenuti senza 
dei costi considerevoli sia in termini di infrastruttura che di software.
CHAT è appunto un progetto di  ricerca per lo studio e lo sviluppo di algoritmi,  protocolli  e 
procedure per una nuova generazione di sistemi di controllo distribuito, al fine di ridurre i costi 
delle infrastrutture, del mantenimento e della riconfigurazione degli impianti.
L'obiettivo  di  CHAT  è  di  affrontare  i  diversi  problemi  che  possono  sorgere  in  robotica 
industriale, dal controllo della produzione ai problemi logistici, usando il medesimo approccio, 
che consiste nel considerare l'intero dello stabilimento come un unico ambiente integrato, in cui i 
vari componenti  sono in rete tra di loro.
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2. SCENARIO INDUSTRIALE
2.1. Layout impianto industriale
In questo capitolo si descriverà l'impianto industriale che costituirà uno degli scenari di test per il 
progetto di  ricerca europeo. L'impianto in oggetto è il  Delipapier  GmbH, del gruppo Sofidel 
S.p.a. [14].
Delipapier  GmbH  è  un  impianto  che  si  colloca  nel  settore  del  Tissue  che  si  occupa  della 
produzione  di  carta  per  diversi  utilizzi,  quali  carta  igienica,  carta  da  cucina,  fazzoletti  e 
asciugamani. La struttura generale dell'impianto ed il flusso dei materiali nel sito di produzione è 
rappresentato in figura-1. 
Le tre principali aree che costituiscono l'impianto sono: la cartiera (Paper Mill), l'area in cui 
vengono effettuate le varie lavorazioni che permettono di ottenere il prodotto finito (Converting 
Area) ed i magazzini (Warehouse).
Illustrazione 1: Layout industriale e flusso materiali
Il ciclo produttivo inizia con il magazzino delle materie prime e termina con i magazzini dei 
prodotti finiti e l'area di carico dove sono disponibili i pallet pronti per essere consegnati.
Come visto in figura-1 il primo step nella linea di produzione è rappresentato dal magazzino 
delle materie prime (polpa vergine) che si occupa di alimentare la cartiera. In questa zona lo 
spostamento del materiale non è automatizzato e non è implementato nessun sistema informativo 
che permetta la tracciabilità delle singole balle di cellulosa.
Nella Paper Mill Area il materiale grezzo viene lavorato in modo da ottenere le bobine di carta 
che saranno stivati nel relativo magazzino, e quindi pronti per essere utilizzati nella Converting 
Area.
Nella  Converting Area le bobine di carta ottenute nella cartiera sono trasformate nei prodotti 
finiti.  Essi  saranno  confezionati  in  rotoli  o  scatoli  a  seconda  della  tipologia  di  prodotto  e 
organizzati in pallet. I pallet saranno, quindi, depositati nel magazzino dei prodotti finiti. Tale 
sequenza è illustrata in figura-2.
7
Illustrazione 2: Converting Area
La Converting Area può essere, quindi, divisa in 3 macro-aree:
• Linee di produzione;
• Area Logistica;
• Rete di comunicazione.
Tale suddivisione è stata schematizzata in figura-3.
Illustrazione 3: Macro Aree Converting
Le linee di produzione sono alimentate dai rotoli ottenuti dalla fase precedente (cartiera); questi 
vengono ulteriormente lavorati per ottenere i vari prodotti finiti.
I prodotti finiti saranno organizzati in pallet dai robot pallettizzatori, che si trovano al termine 
delle linee di produzione.  L'area logistica sarà dettagliatamente descritta nel paragrafo 2.2 in 
quanto è quella in cui operano gli LGV e quindi di preminente interesse per l'attività di tesi.
Si può semplificare la trattazione dicendo che nell'area logistica i diversi pallet forniti dai robot 
pallettizzatori  sono  trasportati  per  mezzo  di  veicoli  autonomi  (LGV)  verso  i  fasciatori  e 
successivamente raggiungono il magazzino dei prodotti finiti.
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2.2. Area Logistica
L'area logistica permette, attraverso sistemi per la pallettizzazione e la fasciatura, la produzione 
dei pallet dei prodotti finiti. In questa zona i pallet sono movimentati utilizzando LGV che 
interagiscono con i robot pallettizzatori (direttamente connessi alle linee di produzione) e i 
fasciatori.
Allo stato attuale, nell'impianto, gli LGV sono utilizzati esclusivamente nell'area logistica mentre 
in tutte le altre aree i materiali sono spostati manualmente; infatti, i pallet già avvolti dai 
fasciatori sono spostati nel magazzino dei prodotti finiti attraverso dei muletti. In figura-4 si può 
avere un'idea del flusso dei materiali all'interno dell'area logistica:
1. gli scatoli dei prodotti finiti che alimentano i robot pallettizzatori;
2. i robot pallettizzatori che creano i pallet;
3. gli LGV che movimentano i pallet;
4. i robot fasciatori che avvolgono i pallet;
5. i pallet che raggiungono il magazzino dei prodotti finiti.
Illustrazione 4: Area Logistica
In particolare, nell'area logistica dell'impianto industriale Delipapier GmbH operano:
• 4 veicoli LGV;
• 8 robot connessi con le 4 linee per la produzione di carta in rotolo;
• 1 robot a portale multilinea connesso alle altre tre linee di produzione;
• 4 robot fasciatori per avvolgere i pallet;
• Server Elettric80 per il controllo e la gestione degli LGVs.
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2.3. Server Elettric80 – Sistema di coordinazione LGV centralizzato
Il  Server Elettric80 [15] ha il  compito di  supervisionare sull'intera  area logistica e gestire il 
gruppo di LGV che movimentano il materiale; esso, attraverso il relativo software, assegna i vari 
compiti ai veicoli e li guida verso la loro destinazione.
I percorsi da seguire per raggiungere una determinata destinazione sono rappresentabili come 
binari virtuali composti da segmenti.  Gli LGV non sono quindi liberi di muoversi all'interno 
dell'impianto,  accorgimento questo adottato per ragioni di  sicurezza,  onde limitare le aree di 
transito degli agenti e quindi di possibile contatto con il personale umano presente.
Tra i componenti del server centrale i più importanti sono:
• sistema di comunicazione, necessario per la trasmissione dei dati ai carrelli LGV;
• il database che contiene le informazioni riguardanti il layout dell'impianto; esso contiene 
le  informazioni  di  tutti  i  segmenti,  dei  dispositivi  di  controllo  del  traffico  e  le 
informazioni sulle stazioni in attività.
• l'ATM (Autonomous Traffic Manager) che è il software supervisore dell'intero sistema.
Il  server riceve le informazioni da tutto  il  sistema, in particolare le  richieste dalle  macchine 
operatrici,  e il  modulo ATM assegna ai  veicoli  la missione da eseguire.  I compiti  (missioni) 
assegnati sono originati da una specifica richiesta da parte del robot pallettizzatore al  server. 
Quando il robot ha una richiesta il suo PLC comunica con il server che acquisisce il nuovo task. 
Il nuovo compito è assegnato al veicolo disponibile e più vicino alla macchina che ha inviato la 
richiesta. Il server assegna quindi la missione all'LGV selezionato e comunica tutti gli altri dati 
necessari per l'esecuzione.
Le operazioni di supervisione, controllo del sistema di LGV e dell'allocazione delle missioni di 
trasporto ai veicoli sono gestite da uno specifico modulo dell'ATM, ossia dal  Carrier Manager 
(CM).
Quando una  missione  è  allocata  e  una volta  scelto  il  percorso  da  effettuare,  il  veicolo  sarà 
guidato dal server centrale all'interno dell'impianto. Queste operazioni sono svolte da un altro 
modulo dell'ATM, ossia il  Traffic Manager (TM) che ha appunto  il  compito di  controllare e 
gestire il traffico e di impedire la collisione tra gli LGV e il personale che eventualmente si trova 
ad operare nella stessa area.
Nello  specifico,  quando  un  LGV vuole  utilizzare  un  segmento,  ne  fa  richiesta  al  TM  che 
controlla se la richiesta può essere accettata (il tratto non è bloccato), nel qual caso il segmento 
viene allocato a quel veicolo, il quale è così libero di percorrerlo.
Al TM è demandato anche il compito di individuare le situazioni di deadlock. Quando viene 
rilevato un deadlock, il controllo del sistema viene riportato al  CM, il quale ha il compito di 
risolverlo. Nel momento in cui il TM rileva la situazione di  deadlock, informa il  CM  con un 
apposito  messaggio.  A  questo  punto  il  CM  proverà  a  risolvere  la  situazione  di  stallo 
reindirizzando uno o più veicoli attraverso un nuovo percorso. Se il  deadlock  non può essere 
risolto automaticamente dal CM, allora i veicoli saranno spostati manualmente da un operatore.
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Attualmente il sistema centralizzato di gestione e coordinazione dei veicoli LGV non permette 
l'utilizzo  di  più  di  60  shuttle;  tale  limite  è  dovuto  alle  difficoltà  di  gestione  del  traffico 
(complessità computazionale) e alla gestione della comunicazione tra il server e i vari veicoli. Il 
limite dimensionale appena espresso potrebbe essere superato con un sistema di coordinazione 
distribuito e decentralizzato.
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3. SISTEMA DI COORDINAZIONE LGV DECENTRALIZZATO
3.1. Percorsi e configurazione agenti
3.1.1. Grafo percorsi
Lo  scenario  reale  prima  introdotto,  servirà  come  spunto  per  affrontare  il  problema  relativo 
all'implementazione  di  un  sistema  di  coordinazione  decentralizzato  per  la  gestione  di  una 
squadra  di  agenti  mobili  [1][6].  Cerchiamo ora  di  astrarre  dallo  scenario  reale,  mantenendo 
alcune caratteristiche prima introdotte, come vedremo nel seguito.
Consideriamo il  problema logistico,  in ambito industriale,  di  movimentare del  materiale  (ma 
qualsiasi altro problema affine va bene). Una serie di agenti robotici mobili,  nella fattispecie 
LGV (Laser  Guided  Vehicle),  si  muoveranno  all'interno  dell'area  di  lavoro  per  raggiungere 
postazioni prestabilite.
Ovviamente tali agenti lungo i loro spostamenti potranno incrociarsi, ossia condividere parte dei 
loro percorsi, così da rendere necessario una sistema di cooperazione e coordinazione, tra gli 
stessi, per l'accesso alle risorse condivise. In questo caso specifico le risorse condivise saranno 
delle aree fisiche dell'impianto.
Gli  LGVs per ragioni di sicurezza non sono liberi  di muoversi  all'interno della struttura,  ma 
seguono dei percorsi predefiniti, così da limitare le aree in cui questi agenti possono transitare.
I percorsi degli LGVs  saranno quindi dei binari virtuali rappresentabili mediante una sequenza 
di  nodi  e  segmenti  che  comunque  faranno  riferimento  univocamente  a  specifiche  aree 
dell'impianto.
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Illustrazione 5: Grafo Percorsi
Come rappresentato in figura-5, tutti i possibili percorsi degli agenti formeranno quindi un grafo. 
Definiamo dunque GP (Grafo dei Percorsi), il grafo non orientato che rappresenta la rete di path 
percorribili dagli agenti. Tale grafo, che non è altro che un'astrazione dello spazio dove gli agenti 
possono muoversi, è un grafo non orientato in quanto ogni segmento è percorribile in entrambe 
le direzioni, dunque considerati due nodi (i , j) del grafo esiste sia  la connessione  i → j (tra il 
nodo i e il nodo j ) che la connessione j → i (tra il nodo i e il nodo j ). 
GP=V P , E P , {V P insieme dei nodiEP⊆V P×V P insieme degli archi → relazione EP è simmetrica
La posizione attuale degli agenti, in termini di nodi, sarà mappata a partire dalla posizione 2D 
(coordinate spaziali) degli agenti all'interno di aree prestabilite associate ai nodi stessi.
Nel caso specifico i percorsi degli LGVs saranno definiti come sequenze di nodi e quindi anche 
le risorse condivise, ragionando in termini di rappresentazione su grafo saranno esclusivamente 
sequenze di nodi.
Il percorso di un generico agente Ai sarà dunque, in termini di rappresentazione su grafo, definito 
come:
pathAi={nodeID i , start , , nodeIDi ,m , , nodeID i , end}
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Dove nodeID rappresenta l'ID che identifica univocamente ogni nodo del grafo.
Ad  ogni  nodo  del  path  saranno  associate  delle  informazioni  utili  per  la  coordinazione  e  la 
cooperazione tra agenti durante gli spostamenti lungo i loro percorsi e per la gestione da parte di 
ogni  agente  della  propria  velocità  di  avanzamento,  check di  sicurezza,  etc.  Le  informazioni 
associate ad un generico nodo saranno le seguenti:
1. id nodo → univoco per ogni nodo del grafo;
2. condivisione → valore booleano che indica se tale nodo è condiviso;
3. (x,y) → posizione nello spazio 2D del nodo;
4. ϑi,,i+1 → angolo tra il segmento che collega il nodo i-esimo al  
nodo precedente e  il  segmento che collega il  nodo i-
esimo al nodo successivo.
3.1.2. Configurazione agenti
Per  quanto  detto  sarà  necessario  distinguere  tra  due  differenti  rappresentazioni  della 
configurazione del generico agente Ai  nello spazio.
Una prima in termini di coordinate spaziali 2D, che sarà utilizzata esclusivamente dall'agente per 
poter mappare la propria posizione sul grafo ed effettuare i propri check di sicurezza. In questo 
primo caso quindi la configurazione di un generico agente Ai potrà essere descritta dal vettore a 
valori  reali q i=x i , y i ossia  dalla  sua  posizione  in  un  piano  rispetto  ad  un  sistema  di 
riferimento XY (univoco per tutti gli agenti).
L'evoluzione dinamica dello stato dell'agente sarà descritta, in riferimento alla configurazione 
appena introdotta, dalle seguenti equazioni differenziali:
q˙ i=vi  {x˙ i=v i , xy˙ i=v i , y
Dove  vi,x  e  vi,y  rappresentano le componenti della velocità di avanzamento lungo i due assi di 
riferimento. Si consideri che sono state fatte le assunzioni semplificative che l'agente sia in grado 
di modificare la propria orientazione come la propria velocità di avanzamento istantaneamente.
Una seconda rappresentazione della configurazione del generico agente Ai sarà invece associata 
al grafo dei percorsi e relativa ai nodi che l'agente occupa e/o dovrà percorre. In questo secondo 
caso  la  configurazione  dell'agente  potrà  essere  dunque  descritta  dal  vettore  a  valori  interi 
seguente:
l i={nodeID i ,1 , , nodeID i , n} , n={1 , ,m≤dMRi1}
Il vettore che descrive la configurazione dell'agente sarà quindi costituito semplicemente dall'ID 
univoco dei nodi che l'agente sta attualmente occupando e che intende utilizzare.
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Tale  vettore,  diversamente  dal  caso  precedente,  non  ha  una  dimensione  fissa,  ma  varia  in 
funzione  delle  risorse  che  si  intendono  utilizzare.  Esistono  comunque  dei  limiti  inferiori  e 
superiori alle dimensioni del vettore:
min [dim li]= 1
max [dim li]= 1dMRi
Dove  dMRi è  un  parametro  strutturale  del  sistema  e  rappresenta  la  massima  dimensione 
ammissibile  di  una  Macro-Risorsa in  termini  di  numero  di  nodi  consecutivi  condivisi,  del 
proprio path (univoco per tutti gli agenti).
Da  specificare  che  il  primo  elemento  del  vettore  rappresenta  sempre  il  nodo  attualmente 
occupato dall'agente,  mentre la  sequenza di  nodi successivi  rappresenta le risorse (nodi)  che 
l'agente intende utilizzare.
L'algoritmo  di  coordinazione  e  cooperazione  si  baserà  proprio  su  questo  secondo  tipo  di 
rappresentazione discreta che astrae in qualche modo dalla reale struttura fisica dell'ambiente.
3.2. Risorse Condivise
3.2.1. Tipologie di risorse
L'algoritmo  che  permette  di  gestire  e  coordinare  gli  LGVs  lungo  i  percorsi,  si  riferisce 
esclusivamente  alla  rappresentazione  discreta  su  grafo  di  tali  percorsi  e  non  alla  loro  reale 
descrizione nello spazio 2D. Quindi sia i percorsi che le possibili risorse condivise fra i vari 
agenti saranno trattate esclusivamente come sequenze di nodi.
Dobbiamo quindi ora necessariamente introdurre il  concetto di risorse condivise e come esse 
vengono gestite.
Ogni nodo del grafo può essere potenzialmente una risorsa condivisa e per ogni nodo gli agenti 
competeranno al fine di ottenerne il diritto esclusivo di utilizzo.
Come è naturale rendersi conto, una gestione delle risorse a livello di singolo nodo è inefficiente 
e permetterebbe esclusivamente di evitare collisioni, ma non stati di stallo del sistema.
E' necessario quindi lavorare e gestire le risorse anche ad un livello superiore. Questo implica 
cercare di capire come vari agenti possono condividere le risorse e quindi i nodi del proprio path. 
Fondamentalmente lungo i loro percorsi ogni agente può entrare in contatto con un altro agente e 
condividere risorse di tre tipologie diverse:
1. CROSSROAD → due Agenti condividono esclusivamente un nodo e quindi 
un'incrocio;
2. FOLLOWER → due Agenti condividono una sequenza di nodi consecutivi, 
ma si spostano nella stessa direzione. In questo caso come 
per il crossroad non si tratta di risorse critiche;
3. FRONTAL → due Agenti condividono una sequenza di nodi consecutivi e 
si spostano in direzioni opposte. In questo caso la risorsa è 
maggiormente critica che nei casi precedenti. 
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Le seguenti  immagini  chiariscono le  modalità  con cui  due agenti  possono condividere delle 
risorse lungo i loro percorsi.
Illustrazione 6: Risorse condivise : CROSSROAD
Illustrazione 7: Risorse condivise : FRONTAL
Illustrazione 8: Risorse condivise : FOLLOWER
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Naturalmente  le  figure  precedenti  descrivono  dei  casi  semplici  nei  quali  solo  due  agenti 
condividono delle risorse. Ma nella realtà più agenti possono condividere sequenze di nodi in 
modo più o meno complicato. Ecco di seguito un esempio con tre agenti:
Illustrazione 9: Condivisione risorse fra più agenti
Come anticipato precedentemente, ogni agente attivo all'interno del sistema gestirà l'accesso alle 
risorse condivise lungo il proprio percorso a due livelli:
1. Livello MACRO → ogni agente competerà in una prima fase per ottenere il 
diritto di accedere alla propria Macro-Risorsa (Macro Area, 
sequenza di nodi). 
2. Livello MICRO → ogni agente, ottenuto l'acceso alla Macro Risorsa, compete 
per utilizzarne le singole parti, Micro-Risorse (micro area, 
singolo nodo) ed ottenerne l'accesso esclusivo.
Mentre la gestione delle risorse a livello  MACRO permetterà di coordinare gli agenti in modo 
efficiente e di garantire l'assenza di alcune forme di stallo del sistema, la gestione delle risorse a 
livello MICRO permetterà, garantendo l'accesso mutuamente esclusivo, di evitare collisioni.
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3.2.2. Macro - Risorse
Definiamo ora più precisamente cosa si intende per Macro e Micro-Risorsa.
Dato un generico agente Ai attivo nel sistema, una Macro-Risorsa è costituita da una sequenza di 
nodi condivisi e consecutivi del path dell'agente considerato.
Per ogni agente tale sequenza di nodi sarà dunque data dall'unione dei nodi del proprio path 
condivisi  con il  path di  un qualsiasi  altro  agente  presente,  tale  che i  nodi  costituiscano una 
sequenza consecutiva sul path stesso.  Per un generico agente Ai , la generica Macro-Risorsa (r-
esima):
MRr ,i={nodeID i ,1 , nodeIDi ,2 , , nodeID i , n}
Da notare  che  ogni  agente  può  avere  più  Macro-Risorse,  quindi  per  ogni  agente  possiamo 
definire l'insieme di Macro-Risorse. per il generico agente Ai vale:
MRA i={MR1, i , MR2, i , , MRm ,i}
Per comprendere meglio coma possa essere la struttura dell'insieme delle Macro-Risorse per un 
generico agente, consideriamo il seguente esempio.
Supponiamo che il path dell'agente Ai  sia costituito dalla sequenza di nodi {1,2,3,4,...}:
pathAi={1 ,2 ,3 ,4 , , nodeIDi ,end }
1. Nel caso l'agente condivida i nodi 1,3,4 l'insieme delle Macro-Risorse sarà così costituito: 
Illustrazione 10: Macro-Risorse
MRA i={MR1, i , MR2, i}{MR1, i={1}MR2, i={3,4}
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2. Nel caso condivida i nodi 1,2,3,4 l'insieme delle Macro-Risorse sarà così costituito: 
Illustrazione 11: Macro-Risorse
MRA i={MR1, i} {MR1, i= {1 ,2 , 3 , 4}
 
Bisogna fare attenzione al fatto che per ogni agente considerato una singola Macro-Risorsa non è 
detto sia condivisa esclusivamente con un solo altro agente. Inoltre, qualora fosse condivisa con 
più agenti, non è detto che l'agente considerato condivida completamente la Macro-Risorsa con 
tutti gli agenti.
Illustrazione 12: Macro-Risorse
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Riferendoci  alla  precedente figura l'insieme delle macro risorse per i  tre agenti  rappresentati 
saranno:
 
MRA1={MR1,1} {MR1,1= {3 ,4 ,5 ,6}
MRA2={MR1,2} {MR1,2={5}
MRA3={MR1,3} {MR1,3={6 ,5 ,4 ,3}
Come si può notare l'agente A1 condivide completamente la propria Macro-Risorsa con l'agente 
A3 (tipologia di risorsa condivisa: FRONTAL) mentre la condivide solo parzialmente (in questo 
caso specifico un solo nodo, tipologia di risorsa condivisa: CROSSROAD) con l'agente A2.
3.2.3. Micro - Risorse
Ogni singolo nodo del percorso di un generico agente costituisce per l'agente stesso una Micro-
Risorsa. Per ogni agente l'insieme di Micro-Risorse coinciderà con i nodi del path da percorrere:
mR A i=pathAi={nodeID i ,start , , nodeIDi , m , , nodeID i , end}
Da notare che non tutti i nodi del path e quindi le  Micro-Risorse sono delle risorse condivise. 
Potenzialmente lo possono diventare qualora vi fossero degli aggiornamenti dei path degli agenti 
attivi tali da modificare l'insieme delle risorse condivise.
Riferendoci alla figura precedente (quella dei tre agenti) l'insieme delle Micro-Risorse per i tre 
agenti saranno:
mRA1={1,2 ,3 ,4,5 ,6 ,15,16 }
mRA2={10,11 ,5.12 ,13}
mRA3={8,7 ,6 ,5,4 ,3 ,9 ,14}
Date le precedenti definizioni una  Macro-Risorsa sarà dunque costituita da una o più  Micro-
Risorse. Per un generico agente Ai le relazioni tra gli insiemi delle Macro-Risorse, Micro-Risorse 
e path saranno le seguenti:
pathAi=mRA i⊃MR Ai
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3.3. Sistema di coordinazione – considerazioni iniziali
3.3.1. Vincoli e condizioni
Prima  di  descrivere  nel  dettaglio  il  sistema  di  coordinazione,  introduciamo  alcuni  aspetti 
preliminari e le condizioni sotto le quali si è supposto gli agenti operino:
• Vincoli sul grafo dei percorsi e le risorse:
✔ per rendere più semplice gestire l'accesso con sicurezza alle risorse si è posto 
come vincolo per la distanza tra i nodi che la lunghezza del segmento sia 
maggiore della massima dimensione degli agenti attivi all'interno del sistema.
✔ Dimensione, in termini di numero di nodi, di una generica Macro-Risorsa 
limitata;
• Comunicazione tra gli agenti sempre garantita e senza perdita di informazioni;
• Non è stata presa in considerazione la dinamica degli agenti;
• Condizione di lavoro nominali:
✔ Non sono presenti disturbi derivanti da oggetti o persone che bloccano gli agenti 
lungo i loro percorsi.
✔ Non sono state prese in considerazione situazioni critiche, quali la rottura degli 
agenti.
• Ogni agente ha a disposizione, per la gestione delle risorse condivise e la coordinazione 
durante lo spostamento, i seguenti dati:
✔ Grafo completo dei percorsi;
✔ Percorso (sequenza di nodi) da effettuare per portare a termine la missione;
✔ Set di risorse disponibili;
✔ Agenti operanti nella struttura;
✔ Stato degli agenti con cui entra in contatto;
3.3.2. Dimensionamento segmenti percorsi
Le distanze tra i vari nodi del grafo, facendo riferimento alla loro posizione reale nello spazio di 
lavoro, sono state dimensionate in modo da garantire l'accesso con sicurezza alle risorse.
Definita d AGT come la dimensione massima (lunghezza o larghezza) tra tutti gli agenti presenti 
nel sistema, per ogni coppia di nodi del grafo dovrà essere verificata la condizione seguente:
distanza nodoi , nodo jd AGT
ossia la lunghezza del segmento che congiunge i due nodi deve essere maggiore di d AGT .
Insieme ad altri vincoli, che verranno successivamente introdotti, permette di evitare collisioni, 
in questo caso tra  due agenti che occupano due nodi consecutivi.
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Consideriamo  il  seguente  esempio.  Due  agenti  A1 e  A2,  di  dimensioni  massime  D1 e  D2, 
occupano due nodi consecutivi e l'agente A1 segue l'agente A2.
Dato il vincolo strutturale precedentemente introdotto, anche nel caso in cui A2 si trovi nell'area 
associata al nodo-3 al confine con l'area associata al nodo-2 e  A1 abbia invece già raggiunto il 
punto di safety (nodo-2 - come verrà spiegato successivamente, il nodo stesso definisce il punto 
di  sicurezza,  che  non  può  essere  oltrepassato  dall'agente  se  l'agente  stesso  non  ha  vinto  la 
competizione per l'accesso alla risorsa successiva), esiste sempre una distanza di sicurezza che 
permette di evitare la collisione tra i due agenti.
Illustrazione 13: Vincolo dimensione segmenti percorso
3.3.3. Dimensionamento Macro-Risorsa
Uno degli aspetti più importanti dell'algoritmo di coordinazione implementato, ma in generale di 
tutti gli algoritmi di coordinazione distribuiti e decentralizzati per agenti autonomi, è  il tentativo 
di rendere il più possibile localizzato il processo di cooperazione e coordinazione tra gli agenti 
attivi. Questo significa fare in modo che solo gli agenti che si trovino fisicamente vicini debbano 
comunicare tra loro per negoziare l'accesso alle risorse.
Il  tentativo è  quindi  quello di  ridurre il  numero di agenti  che contemporaneamente debbano 
cooperare o competere per l'accesso alle risorse condivise. Naturalmente la caratteristica prima 
anticipata permetterebbe di avere vantaggi sotto vari punti di vista:
• gestione della comunicazione inter-agente più semplice; 
• riduzione  del  tempo  di  calcolo  necessario  perché  l'algoritmo  di  coordinazione  venga 
eseguito;
• aumentata scalabilità del sistema.
Relativamente agli ultimi due punti ci può rendere facilmente conto dei vantaggi che un sistema 
decentralizzato  possa apportare  rispetto  ad  un  sistema  di  coordinazione  centralizzato.  Difatti 
l'aumento  del  numero  di  agenti  che  operano  nel  sistema  non  comporta  necessariamente  un 
aumento del carico di lavoro e dei tempi di calcolo necessari ai singoli agenti per coordinarsi e 
comunque risulta minore che nel caso di un sistema centralizzato.
Dato che ogni agente deve poter comunicare con gli agenti con cui condivide una risorsa nel 
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momento  in  cui  desidera  utilizzarla  è  necessario  scegliere  opportunamente  la  dimensione 
massima delle Macro-Risorse. Difatti una volta determinato tale valore il raggio di contatto per 
ogni agente, che definisce la distanza massima a cui si possono trovare due agenti per dover 
comunicare, sarà:
Rcontatto ≥ 2⋅DMR⋅L s
dove:
• DMR → dimensione massima consentita di una generica Macro-Risorsa che 
corrisponde al numero di nodi che la costituiscono.
• L s → lunghezza massima tra tutti i segmenti del grafo dei percorsi.
Illustrazione 14: Area di contatto per la comunicazione fra agenti
La dimensione massima consentita di una generica  Macro-Risorsa, dovrà essere scelta in base 
alle necessità e all'efficienza richiesta al  sistema. Infatti valori  troppo grandi porterebbero ad 
aumentare  l'area  di  contatto  e  quindi  il  numero  di  agenti  con  cui  è  necessario  scambiarsi 
informazioni per coordinarsi lungo i percorsi. Aumenterebbe così di fatto il tempo di calcolo 
necessario per raggiungere una decisione unanime sul comportamento da mantenere durante gli 
spostamenti,  sull'accesso  alle  risorse  condivise  e  dunque  ad  un  rallentamento  generale  del 
sistema.
Valori troppo piccoli porterebbero tra l'altro a dover o ridurre il numero degli agenti stessi attivi 
nel area di lavoro o aumentare l'area di lavoro stessa all'interno della quale tali agenti possono 
spostarsi  (operazione  raramente  effettuabile).  Questo  è  conseguenza  del  fatto  che  dovendo 
ridurre le aree di condivisione tra gli agenti, deve esserci spazio sufficiente per poter generare 
percorsi alternativi per i vari agenti
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3.4. Modello Comunicazione inter-agente – SIGN BOARD
La comunicazione tra  agenti  è basata  sul modello “Sign-Board” (SB)  [4],  che è  un modello 
concettuale.
Consistentemente  con  i  principi  e  le  caratteristiche  dei  sistemi  robotici  distribuiti  (DRS),  il 
modello  SB non è  supportato da alcun meccanismo centralizzato  ed è  considerato  un modo 
naturale di interazione fra agenti robotici.
Potremo descrivere tale modello come una “lavagna virtuale” di cui ogni agente è equipaggiato e 
sulla quale vengono scritte informazioni relative all'agente stesso e al suo stato.
Ogni agente ha il diritto esclusivo di modificare la propria SB, tutti gli altri hanno solo diritti in 
lettura.  Da notare  che  un  messaggio  scritto  nella  SB non  è  detto  debba  essere  visto  o  letto 
obbligatoriamente da altri agenti. L'agente si preoccupa solo di tenere aggiornata la propria SB, 
gli altri agenti ne leggeranno il contenuto qualora interessati.
Bisogna sottolineare che il  modello  SB è  fondamentalmente diverso dal modello  blackboard 
(BB) comunemente studiato nel settore dell'intelligenza artificiale. Difatti mentre il primo è un 
sistema  fisicamente  distribuito,  il  modello  BB non  è  altro  che  un  meccanismo centralizzato 
(simile alla memoria condivisa).
Il contenuto della SB rappresenta per ogni agente il proprio stato attuale. La SB è costituita da n 
campi logici (statici o dinamici), che contengono informazioni relative all'agente.
Campo 1 Campo 2 … Campo n
Per il  problema specifico studiato,  la  SB di  ogni agente è costituita da 20 campi logici  e le 
informazioni contenute permettono agli agenti di sapere:
• Con quale agente si è entrati in contatto;
• Il suo stato (risorse a cui è interessato, velocità, …).
Tali informazioni verranno richieste dagli agenti solo quando interessati, ossia nel momento in 
cui vogliono competere per accedere ad una determinata risorsa.
Il contenuto dei singoli campi della SB è il seguente:
• campo 1 → ID univoco associato ad ogni agente (unico campo statico della 
SB);
• campo 2 → Priorità: valore di priorità che può essere assegnato in funzione 
dello stato dell'agente, della missione che compie, etc. Attualmente 
contiene un valore funzione del numero di nodi della risorsa che si 
intende occupare e della velocità massima raggiungibile. 
Fondamentalmente si da maggiore priorità agli agenti che 
utilizzeranno la risorsa per meno tempo.
• campo 3,4 → Informazioni relative al nodo occupato e utilizzate dagli altri agenti 
per la gestione della velocità in attesa che il nodo si liberi;
• campo 5 → Velocità attuale dell'agente;
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• campo 6 → Stato dell'Agente in riferimento alla Macro-Risorsa;
• campo 7 → Posizione attuale sul grafo dei percorsi → nodo attualmente 
occupato;
• campo 8 → Numero nodi Macro-Risorsa che si intende utilizzare;
• campo 9,...,18 → Sequenza ID-nodi della Macro-Risorsa
• campo 19 → Stato dell'Agente in riferimento alla Micro-Risorsa;
• campo 20 → Singolo nodo a cui si è interessati → Micro-Risorsa;
Le informazioni contenute nella  SB verranno quindi utilizzate dagli  agenti  negli  algoritmi di 
competizione.
Le funzionalità delle informazioni contenute nei campi della SB sono le seguenti:
• campo 1,2,8 → utilizzate da ogni agente nel suo schema di priorità per 
individuare i gruppi di agenti a priorità maggiore e minore 
rispetto alla propria.
• campo 6,...,20 → utilizzati dagli agenti nelle procedure per l'accesso alle 
risorse;
• campo 3,4,5,6,19 → informazioni utilizzate da ogni agente, quando è in fase di 
competizione per una risorsa, per gestire la propria velocità.
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3.5. Descrizione comportamento Sistema di coordinazione
L'evoluzione del sistema di coordinazione, presente a bordo di ogni agente, si può dividere nei 
sei seguenti fondamentali step:
1. Check percorso e analisi dei nodi che l'agente intende utilizzare;
2. Contatto agenti vicini e lettura delle loro SB;
3. Creazione dei gruppi di priorità;
4. Check condivisione Macro e Micro-Risorse con gli agenti con cui si è entrati in contatto;
5. Competizione per l'utilizzo delle risorse e gestione velocità;
6. Utilizzo  risorse  e  aggiornamento  delle  informazioni  disponibili  sulla  SB per  gli  altri 
agenti.
Come è già stato anticipato e come verrà precisato in seguito la gestione delle risorse a livello 
MACRO e MICRO avviene in due momenti distinti.
Inoltre mentre gli step 1,2,3 e 6 sono comuni ai due livelli, gli step 4 e 5 differiscono a seconda 
del livello al quale si gestisce la competizione per l'accesso alle risorse.
Possiamo dunque dire che il sistema di coordinazione generale è costituito da due sottosistemi 
indipendenti di coordinazione per la gestione delle Macro e Micro-Risorse.
Illustrazione 15: Sistema di Coordinazione
Di  seguito  analizzeremo  in  maggiore  dettaglio  i  vari  step  del  sistema  di  coordinazione 
implementato.
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3.5.1. Step 1 – Check percorso
Durante lo svolgimento della missione ed in particolar modo durante gli spostamenti dell'agente 
lungo il proprio path, il  sistema di coordinazione si occupa di controllare i nodi che l'agente 
dovrà occupare.
Il percorso di un generico agente Ai è rappresentato come detto prima da una sequenza di nodi. 
Nota la posizione attuale (nodo attuale), il sistema di coordinazione si occupa semplicemente di 
controllare  i  nodi  successivi  a  quello  attualmente  occupato  e  specificatamente  se  essi 
appartengono ad una Macro-Risorsa o no, ossia se sono condivisi con qualche altro agente.
Consideriamo il seguente semplice esempio:
Illustrazione 16: Step 1 : Check risorse
Dove il path del generico agente Ai , le informazioni relative alla condivisione o meno dei nodi e 
alle Macro-Risorse sono le seguenti:
pathAi={1 2 3 4 5 6 70 1 0 1 1 0 0}  id nodo 1, condiviso  -  0, non condiviso
Macro-Risorse →
MRA i={MR1,i ,MR2,i}
MR1,i={2}; MR2,i={4,5}
Se consideriamo come nodo attualmente occupato il nodo-1 e dato che il nodo successivo a cui 
l'agente è interessato è un nodo condiviso, alcuni specifici campi di interesse della SB verranno 
aggiornati con le seguenti informazioni:
• campo 8 → dimensione Macro-Risorsa → 1
• campo 9 → sequenza ID-nodi Macro-Risorsa → 2
• campo 20 → ID-nodo Micro-Risorsa → 2
• campo 6 o19 → stato agente relativamente alle risorse condivise che si intendono 
utilizzare.
In generale quando viene eseguito un check del path,  sono due le possibili  situazioni che si 
possono verificare:
1. nodo successivo a quello attualmente occupato è condiviso, appartiene dunque ad una 
Macro-Risorsa. Si controllano in questo caso se esistono altri nodi, nella sequenza del 
path, appartenenti alla medesima Macro-Risorsa.
2. nodo successivo a quello attualmente occupato non è condiviso.
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Mentre nel primo caso sarà necessario competere per l'accesso alla risorsa condivisa sia a livello 
MACRO che MICRO, nel secondo caso si competerà solo a livello MICRO.
Per  ragioni  di  sicurezza  infatti  un  agente  compete  per  ogni  sua  singola  Micro-Risorsa, 
indipendentemente dal fatto che dai dati in suo possesso risulti condivisa o no.
3.5.2. Step 2 – Comunicazione inter-agente
Ogni agente  una volta aggiornata  la propria  SB con le informazioni relative alle risorse che 
intende utilizzare, contatta gli agenti “vicini” o meglio interni alla propria area di contatto e si 
occupa di leggere il contenuto della loro Sign-Board.
Ottiene così tutte le informazioni necessarie per poter competere, se necessario, per l'accesso alle 
risorse condivise.
Da sottolineare, come anticipato precedentemente, che un qualsiasi agente effettuerà l'operazione 
di lettura dello stato, e quindi del contenuto delle SB, degli agenti vicini con cui deve competere 
solo esclusivamente dopo aver mostrato la propria intenzione ad usare una risorsa. Ciò significa 
che  l'agente  prima  ancora  di  leggere  le  informazioni  relative  agli  altri  agenti  e  far  partire 
l'algoritmo di competizione, aggiorna il proprio stato (in particola modo uno tra i campi 6 e 20 
della propria SB), rendendo disponibile tale informazione a tutti.
Illustrazione 17: Step-2 : Comunicazione Inter-agente
Nel  caso  rappresentato  in  figura,  solo  gli  agenti  A1 e  A3 entrano  in  contatto  e  leggono 
rispettivamente le informazioni presenti nella SB dell'altro.
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3.5.3. Step 3 – Creazione gruppi di priorità
Un passo fondamentale nell'algoritmo di competizione è la creazione dei gruppi di priorità. Ossia 
ogni agente, una volta entrato in contatto con i “vicini” e lette le loro  SB, sfrutta alcune delle 
informazioni in esse contenute per definire quali  agenti  apparterranno al  gruppo con priorità 
maggiore  della  propria  e  quali  a  quello  con  priorità  minore,  secondo  lo  schema  di  priorità 
implementato.
Come vedremo in seguito questo è un passo fondamentale in quanto l'algoritmo di competizione 
si comporta diversamente a seconda che si competa con una agente a priorità maggiore, piuttosto 
che con un agente a priorità minore.
Quindi  per  ogni  generico  agente  Ai,  saranno  definiti  due  gruppi P i , high e P i , low a  cui 
apparterranno  gli  agenti  con  cui  Ai è  entrato  in  contatto,  rispettivamente  quelli  con  priorità 
maggiore e quelli con priorità minore.
Lo schema di priorità che è stato adottato, è uno schema di tipo dinamico, ossia la priorità di un 
agente può modificarsi nel tempo.
Nel caso specifico lo schema si basa su alcune informazioni, associate ad ogni agente con cui si è 
entrati in contatto:
• dimensione (numero di nodi della sequenza) della  Macro-Risorsa (dMR) che si intende 
utilizzare;
• velocità massima ( vmax );
• ID univoco;
Considerato  un  generico  agente  Aj con  cui  Ai è  entrato  in  contatto,  le  seguenti  formule 
definiscono se Aj , per l'agente Ai, appartiene a P i , high o P i , low :
A j∈P i ,high if  dMR jv j , max  dMRivi , max 
A j∈P i ,low if  dMR jv j , max dMR iv i , max 
In prima istanza lo schema di priorità associa priorità maggiore a chi impegnerà per meno tempo 
la  propria  Macro-Risorsa.  Quindi  minore è il  tempo necessario ad un agente per  accedere e 
liberare la propria Macro-Risorsa, maggiore sarà la sua priorità.
Qualora accadesse che:
dMR jv j , max =dMRiv i ,max 
l'appartenenza ad uno dei due gruppi di priorità viene decisa in base all'ID univoco degli agenti:
A j∈P i ,high if ID j IDi
A j∈P i ,low if ID jID i
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Come è facilmente intuibile, mentre un agente consuma la propria Macro-Risorsa, la sua priorità 
aumenta. Nel tentativo dunque di permettere ad un agente che abbia già fatto accesso ad una 
Macro-Risorsa di consumare i singoli nodi più facilmente senza dover concedere la precedenza 
ad altri agenti.
Ecco di seguito alcuni esempi, che possono chiarire meglio il concetto.
Ai={IDi , dMRi , v i , max}; ← informazioni associate ad ogni agente necessarie per la 
politica di priorità.
Caso 1:
A1={1,4 ,2} ;
A2={2,3,2} ;
→ dMR1v1,max  dMR2v 2,max  → P1,high={A2} ; P1, low={0 }P2,high={0} ; P2, low={A1}
In questo caso essendo maggiore il  tempo necessario  all'agente  A1 per consumare la propria 
Macro-Risorsa, questi avrà una priorità minore di A2.
Caso 2:
A1={1,4 ,2} ;
A2={2,4,2 };
→ dMR1v1,max = dMR2v 2,max  → ID1ID2 → P1,high={0} ; P1,low={A2}P2,high={A1} ; P2,low={0 }
In  questo  caso  la  priorità  è  stata  assegnata  in  base  all'informazione  relativa  all'ID  univoco 
associato ai due agenti.
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3.5.4. Step 4/5 – Check condivisione risorse e competizione
Il nucleo del sistema di coordinazione è rappresentato dai seguenti tre elementi:
(a) modulo check risorse condivise;
(b) sistema di competizione per l'accesso alle risorse;
(c) modulo gestione velocità;
che implementano i due step fondamentali, ossia lo step 4 e 5, prima introdotti.
Come specificato precedentemente gli agenti dovranno coordinarsi e quindi competere lungo i 
loro percorsi, al fine di gestire al meglio l'accesso alle risorse condivise e di evitare collisioni o 
generare  situazioni  di  stallo  [11][2][9][10].  Possiamo  quindi  definire  dei  set  di  regole  di 
comportamento RMACRO
' , RMICRO
'  , valide per tutti gli agenti, per la competizione per l'utilizzo 
delle risorse sia a livello MACRO che MICRO:
RMACRO
' ={regola1, MACRO' , , regolam, MACRO' }
RMICRO
' ={regola1,MICRO' , , regola r , MICRO' }
Come è già stato sottolineato, le fasi di  competizione per l'accesso alle  Macro-risorse e  alle 
Micro-risorse avvengono in due momenti distinti. Più precisamente la fase di competizione a 
livello MACRO precede, qualora tale fase sia richiesta, quella a livello MICRO. La decisione su 
quale sottosistema di coordinazione attivare inizialmente dipenderà dunque dai risultati ottenuti 
durante lo step-1, prima descritto.
Sottosistema
Coordinazione
MACRO
Risorsa
condivisa?
Sottosistema
Coordinazione
MICRO
Competizione 
vinta
Utilizzo 
risorsa
si
no
Agente ha ottenuto
accesso alla
Macro-risorsa
Step
precedenti
Competizione persa
Competizione persa
Illustrazione 18: Sottosistemi Coordinazione
Analizziamo ora in maggior dettagli i singoli moduli sia per la competizione a livello MACRO 
che MICRO.
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3.5.4.1. Sistema di coordinazione MACRO
3.5.4.1.1. Modulo check Macro-Risorse
Una volta ottenuto le informazioni sullo stato degli agenti con cui si è entrati in contatto, questo 
modulo si occupa di verificare con quali di questi agenti si condividono delle risorse e sopratutto 
come sono condivise le risorse.
Definiamo quindi alcune variabili logiche che ci saranno utili. Per capire se due generici agenti 
( Ai , A j ) condividono delle risorse e in che modo possono accedervi:
• accesso libero → entrambi gli agenti possono accedere alle 
rispettive Macro-Risorse senza vincoli;
• accesso multiplo → entrambi  gli  agenti  potrebbero  accedere  alle  
rispettive Macro-Risorse, ma esistono 
comunque  dei  vincoli  sull'accesso  come  sarà  
spiegato in seguito;
• accesso mutuamente esclusivo → solo uno dei due agenti può accedere alla 
propria Macro-Risorsa.
definiamo la variabile logica i , j . La variabile può assumere dunque i seguenti valori:
• i , j=0 → si possono individuare due casi:
• Ai , A j non condividono Macro-Risorsa; non è 
necessaria la competizione tra questi agenti.
• Ai , A j condividono un solo nodo e per uno dei due 
agenti tale nodo è l'ultimo della propria Macro-Risorsa, 
in questo caso si ha permesso di accesso multiplo alla 
risorsa e non è necessaria in questo caso la 
competizione tra questi agenti;
• i , j=1 → Ai , A j condividono Macro-Risorsa,  permesso di accesso 
multiplo, potrebbe essere necessaria competizione tra i due 
agenti;
• i , j=2 → Ai , A j condividono Macro-Risorsa, in questo caso l'accesso 
alle risorse e di tipo mutuamente esclusivo e si rende dunque 
necessaria competizione tra i due agenti;
I valori assunti dalla variabile logica dipenderanno da specifiche condizioni sulla configurazione
l i={nodeID i ,1 , , nodeID i , n} ed l j={nodeID j ,1 , , nodeID j ,m} dei due agenti interessati.
Per determinare il valore della variabile i , j definiamo un'altra variabile logica e le condizioni 
che ne determinano il valore:
cl i , j ∈ {vero , falso}  {vero l i ∩ l j =∅falso altrimenti
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Tale variabile permette di discriminare se due agenti condividono risorse o no, ma non permette 
ancora di decidere in maniera esaustiva se i due agenti dovranno competere:
• cl i , j=vero → NO CONDIVISIONE  → i , j=0
• cl i , j= falso → CONDIVISIONE         →   valore di i , j da determinare.
Nel caso i due agenti condividano parte o tutti i nodi della propria Macro-Risorsa le condizioni 
che determinano il valore della variabile logica i , j sono le seguenti:
i , j={2 if li n−l jm≤dimresi , j1 if l in−l j mdimresi , j ∧ dimresMACRO i  1 ∨ dimresMACRO j  10 altrimenti
condizioni che dipenderanno dal tipo di risorse condivise tra i due agenti:
• CROSSROAD;
• FOLLOWER;
• FRONTAL;
e dove:
1. l in ed l jm , dipendentemente dal tipo di risorsa condivisa, rappresentano:
• CROSSROAD, FOLLOWER → primo nodo della risorsa condivisa;
• FRONTAL → l in primo nodo ed l jn ultimo 
nodo della risorsa condivisa.
2. dimresi , j rappresenta  la  dimensione,  in  termini  di  numero  di  nodi,  della  risorsa 
condivisa tra l'agente Ai   e Aj  . A seconda del tipo di risorsa condivisa si possono avere i 
seguenti casi:
• CROSSROAD, FOLLOWER → dimresi , j = 1;
• FRONTAL → dimresi , j = reale dimensione 
risorsa;
3. dimresMACRO i rappresenta invece la dimensione della Macro-Risorsa dell'agente Ai , 
da notare che la dimensione della Macro-Risorsa può essere differente dalla dimensione 
della risorsa che si condivide con ogni singolo agente. 
La variabile logica i , j rappresenta dunque l'informazione in uscita del modulo che si occupa 
di effettuare il check  delle risorse condivise. Vedremo in seguito come tale informazione verrà 
utilizzata dal sistema di competizione. 
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3.5.4.1.2. Modulo competizione
Le regole del set RMACRO
' valide per ogni agente, che ne definiscono dunque il comportamento 
durante la fase di competizione,  possono essere informalmente scritte come:
• regola1,MACRO
' → mantieni la tua velocità attuale se hai ottenuto l'accesso alla 
risorsa a cui sei interessato (hai vinto competizione o 
nessun agente è interessato alla risorsa);
• regola2, MACRO
' → quando fai richiesta di accesso alla risorsa, se si verificano 
una delle seguenti due condizioni:
• risorsa già assegnata ad un agente con cui si condivide 
la risorsa in modalità di accesso mutuamente esclusivo
• risorsa già assegnata ad almeno due agenti con cui si 
condivide la risorsa in modalità di accesso multiplo
            rallenta,dai la precedenza e attendi di poter ricompetere per 
            ottenerne il diritto di accesso.
• regola3,MACRO
' → quando fai richiesta di accesso alla risorsa, se la risorsa 
interessa ad agenti con priorità critica (agenti che hanno 
atteso a lungo l'occasione di poter utilizzare la risorsa) 
rallenta, dai la precedenza e attendi di poter ricompetere per 
ottenerne il diritto di accesso.
• regola4, MACRO
' → quando fai richiesta di accesso alla risorsa, se la risorsa 
interessa ad agenti con priorità maggiore della propria:
• accesso  mutuamente  esclusivo:  attendi  che  prendano 
una decisione sull'utilizzo e mantieni velocità attuale.
• accesso multiplo: se ci sono almeno due agenti attendi 
che  prendano  una  decisione  sull'utilizzo  e  mantieni 
velocità attuale.
• regola5,MACRO
' → quando fai richiesta di accesso alla risorsa, se la risorsa 
interessa ad agenti con priorità minore della propria:
• accesso  mutuamente  esclusivo:  attendi  che  prendano 
una decisione sull'utilizzo e mantieni velocità attuale.
• accesso multiplo: se ci sono almeno due agenti attendi 
che  prendano  una  decisione  sull'utilizzo  e  mantieni 
velocità attuale.
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A partire dal set di regole appena introdotte è possibile dunque descrivere cinque possibili modi 
di operare del generico agente Ai :
• NONE → agente Ai non è interessato ad alcuna risorsa, mantieni velocità 
attuale o fermati se hai superato punto di safety o raggiunto 
obbiettivo;
• STOP → risorsa a cui agente Ai è interessato è già stata assegnata o interessa 
ad agenti che hanno priorità critica e maggiore della propria, dai la 
precedenza e rallenta o fermati se hai superato punto di safety;
• YIELD → risorsa a cui agente Ai è interessato, interessa ad agenti a priorità 
maggiore, attendi che prendano una decisione e mantieni velocità 
attuale o fermati se hai superato punto di safety;
• REQUEST → agente Ai fa richiesta di accesso alla risorsa, mantieni velocità 
attuale o fermati se hai superato punto di safety;
• TAKEN → agente Ai ha ottenuto accesso alla risorsa, mantieni velocità 
attuale o fermati se hai superato punto di safety;
Tali modi non rappresentano altro che i possibili valori che può assumere una componente dello 
stato del generico agente Ai, in riferimento alla Macro-Risorsa per cui si sta competendo, e che 
definiremo dunque stato-macro. Lo stato del generico agente Ai, ci riferiamo per semplicità allo 
stato-macro in questo modo, rappresentabile mediante una variabile discreta i , MACRO∈MACRO
, con: 
MACRO =
def {NONE ,STOP ,YIELD ,REQUEST ,TAKEN }
verrà  aggiornato  in  base  a  particolari  eventi  e  in  accordo  alle  regole  prima  enunciate.  Più 
precisamente, dal momento che le regole di comportamento introdotte e dunque gli eventi che 
determinano  l'evoluzione  dinamica  del  sistema  di  competizione-macro e  dunque  dello  stato 
dell'agente non dipendono esplicitamente dal tempo,  possiamo descrivere tale sistema mediante 
un Automa a Stati Finiti (FSM).
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Prima di individuare gli eventi e i , m∈{vero , falso } che influenzano e determinano le transizioni 
dello stato dell'agente, definiamo le seguenti variabili logiche si , m ∈ {vero , falso} :
• si ,1 → agente Ai ha raggiunto il suo obbiettivo;
• si ,2 → agente Ai non è interessato ad una Macro Risorsa;
• si ,3 → agente Ai fa richiesta di accesso alla risorsa;
• si ,4 → risorsa già occupata o assegnata ad altro agente con cui si condivide 
la risorsa in modalità di accesso mutuamente esclusivo;
• si ,5 → risorsa già occupata o assegnata ad almeno due agenti con cui si 
condivide la risorsa in modalità di accesso multiplo;
• si ,6 → risorsa interessa ad agenti con priorità critica e maggiore della 
propria;
• si ,7 → risorsa interessa ad agenti, a priorità maggiore della propria, con cui 
si condivide la risorsa in modalità di accesso mutuamente esclusivo;
• si ,8 → risorsa interessa ad almeno due agenti a priorità maggiore della 
propria con cui si condivide la risorsa in modalità di accesso multiplo;
• si ,9 → risorsa interessa ad agenti a priorità minore della propria con cui si 
condivide la risorsa in modalità di accesso mutuamente esclusivo;
• si ,10 → risorsa interessa ad almeno due agenti a priorità minore della 
propria con cui si condivide la risorsa in modalità di accesso multiplo;
• si ,11 → non ci sono agenti interessati alla risorsa;
• si ,12 → gli agenti interessati alla risorsa con cui agente Ai è in competizione hanno 
dato la precedenza; agente Ai ha vinto la competizione ed ha ottenuto il 
diritto di accesso alla Macro Risorsa; 
• si ,13 → agente Ai ha finito di utilizzare la Macro Risorsa.
Tali  variabili  dunque rappresentano i  sub-eventi  o  condizioni  elementari  che  definiscono gli 
eventi che andranno a determinare le transizioni dello stato dell'agente.
Dal momento che alcune di tali variabili possono essere attivate simultaneamente, queste non 
rappresentano direttamente gli  eventi  o condizioni  che determinano le  transizioni  dello  stato 
dell'agente. Tali variabili rappresentano semplicemente i sub-eventi o condizioni elementari che 
definiscono gli eventi, che difatti sono opportune combinazioni di tali variabili logiche.
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La seguente tabella definisce più chiaramente le possibili transizioni della automa a stati finiti 
che descrive il sistema di  competizione-macro in funzione dei possibili eventi che si possono 
generare e le combinazioni dei sub-eventi che danno origine agli eventi stessi:
Transizione Evento Sub-Eventi
NONE → NONE
e i ,1
e i ,2
si ,2
si ,1∧s i ,13
NONE → REQUEST e i ,3 si ,3
REQUEST → REQUEST
e i ,4
e i ,5
¬si ,4∧¬si ,5∧¬s i ,7∧¬s i ,8∧si ,9
¬si ,4∧¬si ,5∧¬s i ,7∧¬s i ,8∧si ,10
REQUEST → STOP
e i ,6
e i ,7
e i ,8
si ,4
si ,5
si ,6
REQUEST → YIELD
e i ,9
e i ,10
¬si ,4∧¬si ,5∧si ,7
¬si ,4∧¬si ,5∧si ,8
REQUEST → TAKEN
e i ,11
e i ,12
¬si ,4∧¬si ,5∧si ,11
¬si ,4∧¬si ,5∧si ,12
STOP → STOP
e i ,6
e i ,7
e i ,8
si ,4
si ,5
si ,6
STOP → REQUEST
e i ,11
e i ,12
¬si ,4∧¬si ,5∧si ,11
¬si ,4∧¬si ,5∧si ,12
YIELD → YIELD
e i ,9
e i ,10
¬si ,4∧¬si ,5∧si ,7
¬si ,4∧¬si ,5∧si ,8
YIELD → STOP
e i ,6
e i ,7
e i ,8
si ,4
si ,5
si ,6
YIELD → REQUEST
e i ,11
e i ,12
¬si ,4∧¬si ,5∧si ,11
¬si ,4∧¬si ,5∧si ,12
TAKEN → NONE e i ,13 si ,13
TAKEN → TAKEN e i ,14 si ,1∧¬si ,13
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Lo stato del sistema di  competizione-macro, che ricordiamo rappresenta naturalmente lo stato 
dell'agente relativamente alle macro-risorse che intende utilizzare, sarà inizializzato a NONE e 
verrà aggiornato in accordo alla seguente dinamica guidata da eventi:  
it 0=NONE
it k1=it k  , e it k 
dove:
a) t k=k⋅T , k=1 , 2 , e dove T  rappresenta il periodo con cui viene attivato il sistema di 
coordinazione, durante la fase di competizione.
b) e i =
def
e i ,1 , ei ,2 , , e i ,14
T dove  il  singolo  evento e i , j è  una  variabile  logica  che  può 
assumere i valori vero o falso → e i , j∈{vero , falso}
c)   rappresenta  la  funzione  di  mappatura  delle  transizioni  degli  stati  del  sistema  di 
competizione ed è descritta da:
NONE ,e i ,1∨ei ,2 = NONE
NONE , ei ,3 = REQUEST
STOP ,e i ,6∨e i ,7∨ei ,8 = STOP
STOP ,e i ,11∨ei ,12 = REQUEST
REQUEST ,e i ,4∨e i ,5 = REQUEST
REQUEST ,e i ,6∨e i ,7∨ei ,8 = STOP
REQUEST ,e i ,9∨e i ,10 = YIELD
REQUEST ,e i ,11∨ei ,12 = TAKEN
YIELD ,ei ,9∨e i ,10 = YIELD
YIELD ,ei ,6∨e i ,7∨e i ,8 = STOP
YIELD ,ei ,11∨e i ,12 = REQUEST
TAKEN , e i ,13 = NONE
TAKEN , e i ,14 = TAKEN
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La funzione di transizione è dunque rappresentabile graficamente come:
E' necessario ora definire le condizioni affinché gli eventi, sopra descritti,  possano attivarsi e 
dare  così  luogo  alla  transizione  dello  stato  del  sistema  di  competizione.  In  particolare  sarà 
necessario  definire  le  condizioni  di  attivazione  dei  singoli  sub-eventi si , m .  Per  il  generico 
agente Ai vale:
si ,1 =
def
li 1=nodeIDi ,end  → nodeID i , end è l'ultimo nodo del pathAi dell'agente Ai
si ,2 =
def dim l i=1 ∨ dim li1 ∧ li 2∉MRi
si ,3 =
def dim l i1 ∧ l i2∈MR i
si ,4 =
def
∃A j ∣  j t k =TAKEN ∧ i , j=2
si ,5 =
def
∃ A j , Ar ∣ [  j t k= r t k =TAKEN  ∧ i , j=i , r=1 ]
si ,6 =
def
∃A j∈P i , high∣ priority A j0 ∧ i , j=1∨i , j=2
si ,7 =
def
∃A j∈P i , high∣  j t k =REQUEST ∨  jt k =YIELD ∧ i , j=2
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Illustrazione 19: ASF Competizione Macro-Risorse
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si ,8 =
def
∃ A j , Ar ∈P i , high ∣ [  jt k  , rt k =REQUEST∨YIELD ∧ i , j=i ,r=1 ]
si ,9 =
def
∃A j∈P i , low ∣  j t k=REQUEST ∧ i , j=2
si ,10 =
def
∃ A j , Ar ∈P i , low ∣ [  jt k  , rt k =REQUEST ∧ i , j=i , r=1]
si ,11 =
def ∄ A j ∣  jt k ≠NONE ∧ MRi∩MR j≠0
si ,12 =
def
¬s i ,4 ∧ ¬si ,5 ∧ ¬si ,6 ∧ ¬s i ,7 ∧ ¬s i ,8 ∧ ¬si ,9
si ,13 =
def l i1t k−1∈MR i ∧ l i1t k ∉MRi
dove:
• MRi , MR j → vettore che rappresenta le Macro-Risorse dei generici
agenti Ai e Aj;
• l i  → vettore che rappresenta la configurazione del generico 
agente Ai;
• P i , high , P i ,low → insiemi di priorità costituiti dagli agenti, con cui Ai è entrato 
in contatto e con cui deve cooperare.
Le condizioni,  come si  può vedere,  dipendono direttamente dalle configurazioni degli  agenti 
considerati e dal loro stato-macro.
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3.5.4.1.3. Modulo gestione velocità
Il terzo è ultimo modulo si occupa invece di gestire i profili di velocità degli agenti.
Gli stati del sistema di competizione del generico agente Ai vengono tradotti in leggi di controllo 
per  la  velocità  (vi,x  ,  vi,y  )  di  avanzamento dell'agente,  che verranno applicate  per  l'intervallo
t k , t k1 ossia per l'intero periodo T (prima definito).
Definiamo ora per il generico agente Ai le seguenti variabili:
• v i ,max → velocità massima raggiungibile dall'agente Ai
• Di ,node → distanza dell'agente Ai  dal nodo che si sta percorrendo
• Di ,1 → lunghezza porzione di segmento precedente al nodo;
• Di ,2 → lunghezza porzione di segmento successiva al nodo;
• i ,1 → angolo tra segmento che congiunge nodo attuale al nodo 
precedente rispetto all'asse X (sistema di riferimento univoco);
• i ,2 → angolo tra segmento che congiunge nodo attuale al nodo successivo 
rispetto all'asse X (sistema di riferimento univoco);
• T i ,release → tempo necessario agli agenti, che hanno occupato la risorsa o ne 
hanno ottenuto il diritto di accesso, per liberarla;
Dove T i ,release sarà definita formalmente come:
T i ,release=max
j
{t j , release , TAKEN }
con t j , release , TAKEN che  rappresenta  il  tempo  necessario  al  singolo  agente  Aj che  ha  ottenuto 
l'accesso alla risorsa per liberala.
Illustrazione 20: Gestione Velocità
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Le leggi di controllo possono essere dunque formalmente scritte come:
v x NONE = {v i , x t k−1 if D node  00 altrimenti
v y NONE = {v i , y t k−1 if Dnode  00 altrimenti
v x STOP = {Di ,nodeT i , release⋅cos i ,1 if Dnode  00 altrimenti
v y STOP = {Di , nodeT i ,release⋅sini ,1 if Dnode  00 altrimenti
v x YIELD = {v i , x t k−1 if Dnode  00 altrimenti
v y YIELD = {v i , y t k−1 if Dnode  00 altrimenti
v x REQUEST  = {v i , x t k−1 if Dnode  00 altrimenti
v y REQUEST = {v i , y t k−1 if D node  00 altrimenti
v x TAKEN = {v i , max⋅cos i ,1 if x i , y i∈Di ,1v i ,max⋅cos i ,2 if x i , y i∈Di ,2
v y TAKEN  = {v i , max⋅sin i ,1 if x i , y i∈Di ,1v i , max⋅sin i ,2 if x i , y i∈Di ,2
Come si può notare, il punto di safety introdotto in precedenza, che rappresenta il punto oltre il 
quale l'agente non può procedere se non ha ottenuto il diritto di accedere alla risorsa successiva, 
è semplicemente il nodo che l'agente sta attualmente occupando.
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3.5.4.2. Sistema di coordinazione MICRO
Come per il sistema di coordinazione-macro, anche per il sistema di coordinazione-micro sono 
definiti i tre principali moduli sopra descritti. Ci soffermeremo meno quindi nella descrizione 
generale dei singoli moduli.
3.5.4.2.1. Modulo check Micro-Risorse
Per capire se due generici agenti ( Ai , A j ) condividono delle risorse e in che modo possono 
accedervi:
• accesso libero → entrambi gli agenti possono accedere alle 
rispettive Micro-Risorse senza vincoli;
• accesso mutuamente esclusivo  → solo uno dei due agenti può accedere alla 
propria Micro-Risorsa.
definiamo la variabile logica i , j , che può assumere i seguenti valori:
• i , j=0 → Agenti non condividono Micro-Risorsa,  non è 
necessaria la competizione tra questi agenti.
• i , j=1 → Agenti condividono Micro-Risorsa,  necessaria 
competizione;
• i , j=2 → Agenti condividono Micro-Risorsa, ma è già stata 
assegnata ad uno dei due agenti;
I valori assunti dalla variabile logica dipenderanno da specifiche condizioni sulla configurazione 
l i={nodeID i ,1 , , nodeID i , n} ed l j={nodeID j ,1 , , nodeID j ,m} dei due agenti interessati.
Per determinare il valore della variabile logica i , j definiamo altre due variabili logiche e le 
condizioni che ne determinano il valore:
cl i , j
1  ∈ {vero , falso}  {vero l i ∩ l j =∅falso altrimenti
cl i , j
2 ∈ {vero , falso}  {vero l i2 ∈ l jfalso altrimenti
La  combinazione  di  queste  due  variabili  logiche  permette  di  discriminare  se  due  agenti 
condividono risorse o no, ma non permettono ancora di decidere in maniera esaustiva se i due 
agenti dovranno competere.
• cl i , j
1 ∨¬cl i , j1∧¬cl i , j2   → NO CONDIVISIONE → i , j=0
• ¬cli , j
1∧cl i , j
2  → CONDIVISIONE → valore i , j da 
determinare
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Nel caso  tra i due agenti sia abbia condivisione le condizioni che determinano il valore della 
variabile logica i , j dipenderanno dal tipo di risorse condivise:
• CROSSROAD;
• FOLLOWER;
• FRONTAL;
Le condizioni, in funzione del tipo di risorsa condivisa, sono le seguenti:
• CROSSROAD , FOLLOWER
i , j={2 if l i2=l j11 if l i2=l j 20 altrimenti
• FRONTAL
i , j={2 if l i1dimresi , j=l j11 if l i1dimresi , j=l j 20 altrimenti
dove:
1. l iindice ed l jindice  individuano  un  nodo  del  vettore  che  rappresenta  la 
configurazione del generico agente;
2. dimresi , j rappresenta  la  dimensione,  in  termini  di  numero  di  nodi,  della  risorsa 
condivisa tra l'agente Ai  e Aj .
3.5.4.2.2. Modulo competizione
Il set di regole RMICRO
' , valide per tutti gli agenti, che ne definiscono dunque il comportamento 
durante la fase di competizione,  possono essere informalmente scritte come:
• regola1,MICRO
' → procedi alla massima velocità se hai ottenuto l'accesso alla 
risorsa a cui sei interessato (hai vinto competizione o 
nessun agente è interessato alla risorsa);
• regola2, MICRO
' → quando fai richiesta di accesso alla risorsa, se la risorsa è 
già stata assegnata o interessa ad agenti con priorità 
maggiore della propria, dai la precedenza e rallenta.
• regola3,MICRO
' → quando fai richiesta di accesso alla risorsa, se la risorsa 
interessa solo ad agenti con priorità minore della propria, 
attendi che ti diano il via libera e mantieni la tua velocità 
attuale.
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A partire dal set di regole appena introdotte è possibile descrive quattro possibili modi di operare 
del generico agente Ai :
• NONE → agente Ai non è interessato ad alcuna risorsa, mantieni velocità 
attuale o fermati se hai superato punto di safety o raggiunto 
obbiettivo;
• YIELD → risorsa a cui agente Ai è interessato è già stata assegnata o interessa 
ad agenti a priorità maggiore, dai la precedenza e rallenta o fermati 
se hai superato punto di safety;
• REQUEST→ agente Ai fa richiesta di accesso alla risorsa, mantieni velocità 
attuale o fermati se hai superato punto di safety;
• TAKEN → agente Ai ha ottenuto accesso alla risorsa vai al massimo della 
velocità.
Tali modi non rappresentano altro che i possibili valori che può assumere una componente dello 
stato del generico agente  Ai, in riferimento alla  Micro-Risorsa per cui si sta competendo e che 
definiremo dunque stato-micro. Lo stato del generico agente Ai, ci riferiamo per semplicità allo 
stato-micro in questo modo, rappresentabile mediante una variabile discreta i , MICRO∈MICRO , 
con: 
MICRO =
def {NONE ,YIELD ,REQUEST ,TAKEN }
verrà  aggiornato  in  base  a  particolari  eventi  e  in  accordo  alle  regole  prima  enunciate.  Più 
precisamente, dal momento che le regole di comportamento introdotte e dunque gli eventi che 
determinano  l'evoluzione  dinamica  del  sistema  di  competizione-micro e  dunque  dello  stato 
dell'agente non dipendono esplicitamente dal tempo,  possiamo descrivere anche in questo caso 
tale sistema mediante una Automa a Stati Finiti (FSM).
Prima di individuare gli eventi e i , m∈{vero , falso } che influenzano e determinano le transizioni 
dello stato dell'agente, definiamo le seguenti variabili logiche si , m ∈ {vero , falso} :
• si ,1 → agente Ai ha raggiunto il suo obbiettivo e non è interessato ad 
ulteriori risorse;
• si ,2 → agente Ai fa richiesta di accesso alla risorsa;
• si ,3 → risorsa già occupata o assegnata ad altro agente;
• si ,4 → risorsa interessa ad agenti a priorità maggiore della propria;
• si ,5 → risorsa interessa ad agenti a priorità minore della propria;
• si ,6 → non ci sono agenti interessati alla risorsa;
• si ,7 → tutti gli agenti interessati alla risorsa ti hanno dato la precedenza;
• si ,8 → agente Ai ha fatto accesso fisico alla risorsa;
Tali  variabili,  anche  in  questo  caso,  rappresentano  i  sub-eventi  o  condizioni  elementari  che 
definiscono gli eventi che andranno a determinare le transizioni dello stato dell'agente. Gli eventi 
saranno difatti opportune combinazioni di tali variabili logiche.
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La seguente tabella definisce le possibili transizioni della macchina a stati finiti che descrive il 
sistema  di  competizione-micro in  funzione  dei  possibili  eventi  che  si  possono generare  e  le 
combinazioni dei sub-eventi che danno origine agli eventi stessi:
Transizione Evento Sub-Eventi
NONE → NONE e i ,1 si ,1
NONE → REQUEST e i ,2 si ,2
REQUEST → REQUEST e i ,3 ¬si ,3∧¬si ,4∧si ,5
REQUEST → YIELD e i ,4 si ,3∧s i ,4
REQUEST → TAKEN
e i ,5
e i ,6
¬si ,3∧s i ,6
¬si ,3∧s i ,7
YIELD → YIELD e i ,7 si ,3∧s i ,4
YIELD → REQUEST
e i ,8
e i ,9
¬si ,3∧s i ,6
¬si ,3∧s i ,7
TAKEN → NONE e i ,10 si ,8∧¬si ,2
TAKEN → REQUEST e i ,11 si ,8∧s i ,2
Lo stato del sistema di  competizione-micro, che ricordiamo rappresenta naturalmente lo stato 
dell'agente relativamente alle  micro-risorse che intende utilizzare, sarà inizializzato a  NONE e 
verrà aggiornato in accordo alla seguente dinamica guidata da eventi:  
it 0=NONE
it k1=it k  , e it k 
dove:
a) t k=k⋅T , k=1 , 2 , e dove T  rappresenta il periodo con cui viene attivato il sistema di 
coordinazione.
b) e i =
def
e i ,1 , ei ,2 , , e i ,11
T dove  il  singolo  evento e i , j è  una  variabile  logica  che  può 
assumere i valori vero o falso → e i , j∈{vero , falso}
c)   rappresenta  la  funzione  di  mappatura  delle  transizioni  degli  stati  del  sistema  di 
competizione ed è descritta da:
NONE , e i ,1 = NONE
NONE , e i ,2 = REQUEST
REQUEST , e i ,3 = REQUEST
REQUEST , e i ,4 = YIELD
REQUEST ,e i ,5∨e i ,6 = TAKEN
YIELD , e i ,7 = YIELD
YIELD ,ei ,8∨e i ,9 = REQUEST
TAKEN , e i ,10 = NONE
TAKEN , e i ,11 = REQUEST
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La funzione di transizione è dunque rappresentabile graficamente come:
E' necessario ora definire le condizioni affinché gli eventi, sopra descritti,  possano attivarsi e 
dare  così  luogo  alla  transizione  dello  stato  del  sistema  di  competizione.  In  particolare  sarà 
necessario  definire  le  condizioni  di  attivazione  dei  singoli  sub-eventi si , m .  Per  il  generico 
agente Ai vale:
si ,1 =
def
li 1t k =nodeIDi ,end  → nodeID i , end è l'ultimo nodo del path Ai dell'agente Ai
si ,2 =
def dim l it k 1
si ,3 =
def
∃A j ∣  j t k =TAKEN ∧ i , j=1 ∨ i , j=2
si ,4 =
def
∃A j∈P i , high∣  j t k =REQUEST ∨  jt k =YIELD ∧ i , j=1
si ,5 =
def
∃A j∈P i , low ∣ j t k =REQUEST ∧ i , j=1
si ,6 =
def ∄ A j ∣i , j=2 ∨ i , j=1 ∧  jt k ≠NONE 
s i ,7 =
def
[∄A j∈P i ,high∣ i , j=2 ∨ i , j=1 ∧  jt k ≠NONE ]
∧
[∄ A j∈P i , low ∣i , j=2 ∨ i , j=1 ∧  jt k =REQUEST ∨  jt k =TAKEN ]
si ,8 =
def l i1t k =l i2t k−1
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Illustrazione 21: ASF Competizione Micro-Risorse
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dove:
• l i  → vettore che rappresenta la configurazione del generico 
agente Ai;
• P i , high ,P i ,low → insiemi di priorità costituiti dagli agenti  con cui Ai è entrato 
in contatto e con cui deve competere.
Le condizioni,  come si  può vedere,  dipendono direttamente dalle configurazioni degli  agenti 
considerati e dal loro stato-micro.
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3.5.4.2.3. Modulo gestione velocità 
Il terzo è ultimo modulo si occupa invece di gestire i profili di velocità degli agenti.
Gli stati del sistema di competizione del generico agente Ai vengono tradotte in leggi di controllo 
per  la  velocità  (vi,x  ,  vi,y  )  di  avanzamento dell'agente,  che verranno applicate  per  l'intervallo
t k , t k1 ossia per l'intero periodo T (prima definito).
Definiamo ora per il generico agente Ai le seguenti variabili:
• v i ,max → velocità massima raggiungibile dall'agente Ai
• Di ,node → distanza dell'agente Ai  dal nodo che si sta percorrendo
• Di ,1 → lunghezza porzione di segmento precedente al nodo;
• Di ,2 → lunghezza porzione di segmento successiva al nodo;
• i ,1 → angolo tra segmento che congiunge nodo attuale al nodo 
precedente rispetto all'asse X (sistema di riferimento univoco);
• i ,2 → angolo tra segmento che congiunge nodo attuale al nodo successivo 
rispetto all'asse X (sistema di riferimento univoco);
• T i ,release → tempo necessario agli agenti, che hanno occupato la risorsa o ne 
hanno ottenuto il diritto di accesso sono in attesa di utilizzarla, per 
liberarla;
Dove T i ,release sarà definita formalmente come:
T i ,release=max
j
{t j , release , TAKEN , t j ,release ,YIELD }
t j , release , TAKEN → tempo necessario all'agente che occupa o ha ottenuto l'accesso alla 
risorsa per liberala;
t j , release , YIELD → tempo necessario all'agente Aj (con priorità maggiore di Ai ) , in 
attesa di utilizzo della risorsa, per liberala;
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Illustrazione 22: Gestione Velocità
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Le leggi di controllo saranno dunque:
v x NONE = {v i , x t k−1 if D node  00 altrimenti
v y NONE = {v i , y t k−1 if Dnode  00 altrimenti
v x YIELD = {Di ,nodeT i ,release⋅cos i ,1 if Dnode  00 altrimenti
v y YIELD = {Di , nodeT i , release⋅sin i ,1 if Dnode  00 altrimenti
v x REQUEST  = {v i , x t k−1 if Dnode  00 altrimenti
v y REQUEST = {v i , y t k−1 if D node  00 altrimenti
v x TAKEN = {v i , max⋅cos i ,1 if x i , y i∈Di ,1v i ,max⋅cos i ,2 if x i , y i∈Di ,2
v y TAKEN  = {v i , max⋅sin i ,1 if x i , y i∈Di ,1v i , max⋅sin i ,2 if x i , y i∈Di ,2
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3.5.5. Step 6 – Aggiornamento Sign-Board
Una fase molto importante nel sistema di coordinazione è l'aggiornamento della propria  SB, in 
modo  che  le  informazioni  in  essa  contenute  siano  sempre  consistenti  con  il  reale  stato 
dell'agente.
Bisogna comunque sottolineare che l'operazione di aggiornamento avviene parallelamente a tutte 
le altre fasi e non solo al termine della fase di competizione.
Un  altro  aspetto  importante  da  sottolineare  riguardo  l'accesso  alle  risorse  e  il  contestuale 
aggiornamento  della  SB è  che  ogni  agente,  una  volta  effettuato  l'accesso  alla  risorsa  che 
intendeva utilizzare, “libera” la risorsa che stava occupando, rendendola così disponibile per gli 
altri. Fondamentalmente si applica il concetto banale di non tenere occupate risorse che si è già 
utilizzato.
Per  ogni  agente  Ai i  campi  della  propria  SB interessati  all'aggiornamento  sono  quelli  che 
descrivono la sua configurazione l i  , ossia i campi 7,9...18,20.
Illustrazione 23: Update Sign-Board
Come si può notare l'agente Ai terminato di utilizzare il nodo-2 della propria Macro-Risorsa, lo 
libera, rendendone possibile l'utilizzo da parte dell'agente Aj.
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4. CARATTERISTICHE SISTEMA DI COORDINAZIONE
4.1. Accesso alle risorse - Mutua esclusione
Uno dei problemi nei sistemi multi-agente basati sul controllo distribuito, e quindi anche nella 
classe dei sistemi robotici distribuiti DRS (all'interno del quale si colloca il problema affrontato), 
è  garantire  che  l'accesso  alle  risorse  condivise,  ove  previsto,  avvenga  in  modo mutuamente 
esclusivo (DME - Distributed Mutual Exclusion) [7][8][5].
Nel  sistema  descritto  e  implementato,  l'accesso  alle  risorse  condivise  viene  gestito  a  due 
differenti livelli e precisamente a livello di Macro-Risorse e a livello di Micro-Risorse.
Mentre a livello MICRO l'accesso mutuamente esclusivo deve essere sempre garantito, a livello 
MACRO si richiede che solo in particolari situazioni si debba garantire la mutua esclusione al 
fine di rendere la navigazione degli agenti più fluida. Inoltre anche la criticità del problema è 
differente ai due livelli ed è legata al tipo di problema che può venire a generarsi in seguito al 
mancato rispetto della regola:
1. Livello MACRO: no mutua esclusione ↔ potrebbe rendere meno fluida 
la navigazione degli agenti;
2. Livello MICRO: no mutua esclusione ↔ potrebbe dar luogo ad uno 
stallo del sistema e a collisioni 
fra agenti.
 
Illustrazione 24: Condivisione Risorse
52
4 5 6
11
12
A
2
A
1
Illustrazione 25: Condivisione Risorse
Illustrazione 26: Condivisione Risorse
Considerando  la  figura  1,  possiamo notare  come  i  due  agenti  condividano  la  micro-risorsa 
identificabile nell'area associata al nodo 5. Il mancato rispetto del vincolo di accesso mutuamente 
esclusivo  alla  risorsa  porterebbe  i  due  agenti  ad  accedere  contemporaneamente  alla  micro-
risorsa  causando una possibile collisione fra i  due agenti,  qualora non fossero presenti altri 
sistemi di sicurezza.
Per quanto riguarda il caso rappresentato in figura-25 la sequenza di nodi condivisa tra i due 
agenti, essendo di tipo FRONTAL, viene trattata a livello MICRO come un unico nodo e quindi 
come unica  micro-risorsa. E' possibile dunque intuire come il mancato rispetto della regola di 
accesso mutuamente esclusivo a livello MICRO, in questo caso porterà o ad un stallo dei due 
agenti, che si troveranno uno di fronte all'altro impossibilitati ad avanzare, o al verificarsi di una 
collisione tra gli stessi.
La figura 3 rappresenta invece un possibile caso di gestione dell'accesso mutuamente esclusivo a 
livello di macro-risorsa. Gli agenti A1, A2 e A3 condividono nel seguente modo le proprie macro-
risorse:
• A1 condivide la propria  macro-risorsa con  A2 e  A3 in modalità di accesso mutuamente 
esclusivo;
• A2 condivide  la  propria  macro-risorsa con  A1 in  modalità  di  accesso  mutuamente 
esclusivo;
• A3 condivide  la  propria  macro-risorsa con  A1 in  modalità  di  accesso  mutuamente 
esclusivo; 
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(fare riferimento al capitolo circa la descrizione degli  automi per la competizione per sapere 
quando 2 agenti condividono una macro-risorsa in modalità di accesso mutuamente esclusivo)
Dato  che  nell'esempio  proposto  A3 ha  già  impegnato  la  propria  macro-risorsa,  sarebbe 
sicuramente auspicabile che l'agente A1 non faccia accesso alla propria, dando così la precedenza 
all'agente  A2. Questo perché l'agente  A1 non farebbe altro che impegnare una risorsa condivisa 
senza la possibilità di consumarla liberamente e rallentando inutilmente l'agente A2.
E' quindi necessario garantire l'accesso mutuamente esclusivo alle risorse ad entrambi i livelli 
onde evitare collisioni, possibili situazioni di stallo o navigazione degli agenti meno fluida.
Segue ora la dimostrazione che l'algoritmo di competizione e coordinazione per l'accesso alle 
risorse garantisce la mutua esclusione. Di seguito si farà riferimento al problema di accesso alle 
risorse a livello MICRO (la dimostrazione a livello MACRO è fondamentalmente la stessa).
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Dimostrazione Mutua Esclusione
Assumiamo che due agenti Ai e Aj  siano entrati in competizione per la medesima risorsa (il nodo 
5 in questo esempio) e che entrambi si trovino nello stato TAKEN allo stesso istante assoluto di 
tempo t0. Essere nello stato TAKEN per un agente, significa avere ottenuto il diritto di accedere 
alla  risorsa.  Quindi  ci  troviamo in  una  condizione  in  cui  il  vincolo  di  accesso  mutuamente 
esclusivo alla risorsa non è rispettato. Poniamo inoltre che l'agente  Ai abbia priorità maggiore 
dell'agente Aj. La particolare politica di priorità adottata non è fondamentalmente.
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Dato che lo stato dell'agente  Ai è TAKEN, deve esistere un istante di tempo  ti <  t0  nel quale 
l'agente  Ai ha effettuato una lettura dello  stato-micro di  Aj  scoprendo essere NONE o YIELD. 
Tale deve essere il valore dello stato di  Aj affinché  Ai possa passare dallo stato REQUEST a 
TAKEN.
Da notare che un qualsiasi agente effettuerà l'operazione di lettura dello stato degli agenti vicini 
con cui deve competere solo esclusivamente dopo essere entrato nello stato di REQUEST, che 
equivale a mostrare la propria intenzione ad usare una risorsa.
Abbiamo supposto che anche Aj termini il proprio algoritmo con successo entrando nello stato 
TAKEN.
Ma tale agente, per permettere che l'algoritmo di  Ai termini con successo, deve essere entrato 
necessariamente in uno stato di REQUEST successivamente all'istante ti e aver effettuato quindi 
una lettura dello stato di Ai all'istante tj < ti .
Le relazioni tra i vari istanti temporali sono le seguenti:
t it jt 0
Quanto  detto  per  l'agente  Ai vale  anche  per  Aj,  quindi  affinché  Aj possa passare dallo  stato 
REQUEST a TAKEN, lo stato di Ai deve essere necessariamente NONE (non YIELD essendo la 
priorità di Aj minore di quella di Ai) all'istante tj.
Ma  per  ogni  istante  temporale t ∈ [ ti , t 0] l'agente  Ai si  trova  o  nello  stato  REQUEST  o 
TAKEN,  quindi  Aj non  potrà  mai  passare  allo  stato  TAKEN  in  quanto  non  sussistono  le 
condizioni necessarie.
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Quindi l'assunzione iniziale che due o più agenti possano trovarsi contemporaneamente nello 
stato TAKEN, relativamente alla medesima Micro-Risorsa, è impossibile. L'accesso mutuamente 
esclusivo è dunque garantito. Naturalmente la dimostrazione può essere facilmente estesa al caso 
di N agenti che competono per la medesima risorsa condivisa.
La  seguente  figura  mostra  una  possibile  sequenza  di  transizione  degli  stati  di  due  agenti 
impegnati a ottenere il diritto esclusivo di accesso ad una risorsa condivisa.
Come si è potuto notare, durante la dimostrazione non si è accennato ad una particolare politica 
di priorità degli agenti.  Infatti contrariamente a quello che si potrebbe intuire, le politiche di 
priorità,  non  sono  essenziali  per  garantire  la  mutua  esclusione.  La  garanzia  della  mutua 
esclusione  è  ottenuta  mediante  una appropriata  gestione  degli  stati  degli  agenti  e  della  loro 
evoluzione dinamica. 
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4.2. Dummy wait
Un altro problema in cui si può incorrere nelle gestione delle risorse condivise per il sistema di 
coordinazione  implementato,  è  il  verificarsi  di  una  particolare  situazione  di  stallo,  che 
definiremo dummy wait.
Il  sistema può entrare  in  questa  particolare  situazione  di  stallo,  se  un  gruppo di  agenti  che 
competono per  l'accesso ad una risorsa condivisa libera,  permangono indefinitamente in  uno 
stato  di  attesa.  Ossia  il  gruppo  di  agenti  non  riesce  a  raggiungere  un  accordo  su  chi  deve 
utilizzare la risorsa. Quindi la risorsa risulta effettivamente libera ma nessuno se ne appropria. In 
questo caso il comportamento del sistema a livello MACRO e MICRO è il medesimo.
Per semplicità procederemo alla dimostrazione nel caso di competizione a livello MICRO.
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Supponiamo  che  un  gruppo  di  agenti BA= {Ai , A j , Ak } abbia  fatto  contemporaneamente 
richiesta di accesso ad una risorsa condivisa e tali agenti stiano dunque competendo per ottenere 
il diritto di accedervi. Consideriamo un generico istante di tempo  t0 nel quale tutti gli agenti 
interessati si trovino nello stato di REQUEST. Si consideri inoltre che la risorsa sia attualmente 
libera, ossia non impegnata da nessun agente, o sia appena stata liberata. 
Dato un qualsiasi gruppo di agenti, che competono per l'accesso ad una risorsa condivisa, esiste 
sempre uno e un solo agente con un livello di priorità maggiore di tutti gli altri. Tale condizione è 
verificata in conseguenza della politica di priorità adottata nel sistema. Difatti qualora due o più 
agenti stiano competendo per l'accesso ad una risorsa, questi hanno una visione dei livelli di 
priorità degli agenti interessati alla competizione identica. 
BA={A1 , , An} ∃ Ai∈B A | p Ai p A j ∀ A j∈BA , j=1, , n ∧ j≠ i
Relativamente all'esempio su raffigurato, poniamo sia Ai l'agente a priorità maggiore, tale agente 
permarrà quindi nello stato di REQUEST finché gli altri agenti a priorità minore non entrano in 
uno stato di YIELD, dandogli così la precedenza.
57
Le regole del set RMICRO
' a cui si da riferimento sono la regola2, MICRO
' e regola3,MICRO
' .
Difatti  gli  agenti  a  priorità  minore,  letto  lo stato  dell'agente  Ai difatti  entreranno nello  stato 
YIELD, indicando all'agente  Ai che gli è stata data la precedenza e permettendogli dunque di 
ottenere l'accesso alla risorsa condivisa (Stato Ai → TAKEN).
Relativamente  alle  transizioni  dello  stato  degli  agenti  in  competizione,  quindi  alla  loro 
evoluzione  dinamica,  e  alle  condizioni  necessarie  perché  si  verifichino  tali  transizioni,  fare 
riferimento alla descrizione degli automi (par. 3.5.4.1.2. e 3.5.4.2.2.)
Indipendentemente dal numero di agenti appartenenti al gruppo, una volta che l'agente a priorità 
maggiore ha terminato di utilizzare la risorsa, nel nuovo gruppo esisterà un nuovo agente con 
priorità  maggiore  di  tutti  gli  altri.  Il  gruppo  di  agenti  a  priorità  minore  si  comporterà  nel 
medesimo modo sopra  descritto  ossia  lasciando la  precedenza  di  accesso al  nuovo agente  a 
priorità maggiore.
Come si è potuto intuire l'assenza di  dummy wait dipende in particolar modo dalla politica di 
priorità adottata, e precisamente dal fatto che gli agenti hanno una visione dei livelli di priorità 
degli agenti interessati alla competizione identica.
Sempre  riferendoci  all'esempio  prima  introdotto,  la  seguente  figura  mostra  una  possibile 
sequenza  di  transizione  degli  stati  dei  tre  agenti  impegnati  a  ottenere  il  diritto  esclusivo  di 
accesso alla risorsa condivisa.
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4.3. Stallo – attesa ciclica
Sia  GP (Grafo dei Percorsi), il grafo non orientato che rappresenta la rete di  path percorribili 
dagli agenti. Tale grafo, che non è altro che un'astrazione dello spazio dove gli agenti possono 
muoversi,  è  un  grafo  non  orientato  in  quanto  ogni  segmento  è  percorribile  in  entrambe  le 
direzioni, dunque considerati due nodi (i , j) del grafo esiste sia la connessione i → j (tra il nodo i 
e il nodo j ) che la connessione j → i (tra il nodo i e il nodo j ). 
Definiamo quindi:
GP=V P , E P , {V P insieme dei nodiEP⊆V P×V P insieme degli archi → relazione EP è simmetrica
Sia  invece  GM   (Grafo  di  Movimento)  il  grafo  orientato  che  si  può  estrapolare  da  GP  , 
considerando per ogni agente la coppia di nodi costituita dal nodo attualmente occupato e dal 
nodo immediatamente successivo che intende utilizzare.  Andranno inoltre considerate solo le 
connessioni tra il nodo attuale e il nodo successivo relativamente ad ogni agente.
Ai  V Ai = nodoIDattuale , nodoIDsuccessivo ← coppia di nodi associati ad ogni agente.
GM=V M , E M  , {V M= ∪i=1
n
V Ai⊂V P insieme dei nodi
EM= ∪i=1
n
V Ai1×V Ai2⊆V M×V M insieme degli archi
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Da notare che mentre il grafo GP non cambia mai, ossia la sua struttura è statica, la struttura del 
grafo GM si modifica dinamicamente. Infatti il grafo GM non è altro che una fotografia dello stato 
o configurazione dell'intero sistema ad un particolare istante temporale.
Possiamo parlare di stallo o attesa circolare [12] se esiste un insieme di agenti Ai , Ai+1 , … , Ak , 
tali che Ai è in attesa di una risorsa impegnata da Ai+1, Ai+1 è in attesa di una risorsa impegnata da 
Ai+2 , … , Ak è in attesa di una risorsa impegnata da Ai .  
Tale condizione è verificata quando all'interno del grafo GM è presente un ciclo.
Definiamo formalmente un ciclo in un grafo come segue:
Sia  dato un grafo G=V , E e  una  n-upla di  nodi v0 , , vm∈V ,  si  definisce  catena di 
lunghezza m tra v0 e vm se:
∀ i=1 , ... , m  v i−1 , v i∈E ∨ vi , v i−1∈E
un  ciclo  di  lunghezza  m non è  altro  che  una  catena v0 , , vm−1 , v0∈V ,  dove  il  primo e 
l'ultimo nodo coincidono.
La  condizione  di  stallo  o  attesa  circolare  è  potenzialmente  una  conseguenza  delle  seguenti 
condizioni, tutte presenti nel sistema implementato:
1. le risorse possono essere utilizzate da un solo agente alla volta (mutua esclusione);
2. gli agenti trattengono le risorse che già possiedono mentre chiedono risorse addizionali 
(possesso e attesa);
3. le risorse già assegnate agli agenti non possono essere a questi sottratte (mancanza di  
pre-rilascio).
Da  notare  che  le  precedenti  tre  condizioni  rappresentano  solo  condizioni  necessarie  e  non 
sufficienti affinché si verifichi una situazione di stallo.
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La seguente figura mostra 4 agenti in una situazione di stallo. Da notare che il numero minimo 
del gruppo di agenti, affinché si possa verificare una situazione di stallo, deve essere maggiore 
uguale a quattro, in quanto data la struttura di GP il ciclo minimo è costituito da 4 nodi.
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Esistono varie soluzioni e approcci per la risoluzione o prevenzione della condizione di stallo o 
attesa ciclica.
Nel sistema sviluppato si è deciso di risolvere il problema adottando tecniche di prevenzione 
statica,  ossia  tecniche  che  imponendo  dei  particolari  vincoli  per  l'accesso  alle  risorse 
impediscono di fatto il verificarsi della situazione di stallo.
I vincoli di prevenzione sono stati introdotti a livello di gestione delle  Macro-Risorse, questo 
perché è a tale livello che risulta più semplice gestire tale tipo di problemi.
Il vincolo introdotto si può definire informalmente come segue:
“Se la propria Macro-Risorsa è costituita da almeno due nodi ed è condivisa in modalità di  
accesso multiplo con due o più agenti, che  hanno già ottenuto il diritto di accesso o hanno già  
occupato  fisicamente  la  propria  Macro-Risorsa  (anch'esse  costituite  da  almeno  due  nodi),  
l'accesso alla propria Macro-Risorsa viene negato.”
Per  la  definizione  di  accesso  multiplo  e  condivisione  Macro-risorse  fare  riferimento  a  [par. 
3.5.4.1.1.]. 
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Il vincolo può essere formalmente riscritto come:
Dato  un  generico  agente  Ai e  definita MRAi la  Macro-Risorsa,  costituita  da 
almeno due nodi, a cui intende fare accesso:
Ai  MRAi |dimMRAi≥2
Se esistono almeno due agenti  Aj e  Ar che intendono fare accesso alle rispettive 
Macro-Risorse, costituite anch'esse da almeno due nodi:
A j  MRA j |dim MR A j≥2
Ar  MR Ar |dimMRAr ≥2
tale che Ai condivide la propria Macro-Risorsa in modalità di accesso multiplo con 
entrambi gli agenti:
MRAi∩MRA j≠0 ∧ MRAi∩MRAr≠0
i , j=0 ∨ i , j=1
i , r=0 ∨ i , j=1
e i due agenti,  Aj e  Ar, hanno già ottenuto o fatto accesso alle rispettive  Macro-
Risorse:
 j t k =r t k =TAKEN
all'agente Ai viene negato l'accesso, ossia entra in uno stato di STOP:
it k1STOP
Si è sottolineato il fatto che gli agenti potenzialmente interessati nel ciclo debbano avere una 
Macro-Risorsa costituita da almeno due nodi. Tale affermazione deriva dal fatto che se un agente 
possedesse una Macro-Risorsa costituita da un solo nodo, questo significherebbe che o il nodo 
attuale o il nodo che l'agente intende utilizzare non sono condivisi. L'agente quindi o non blocca 
nessun nodo interessato ad altro agente o non viene bloccato.  Nella figura seguente si nota come 
la Macro-Risorsa dell'agente A4 sia costituita da un solo nodo e che A4 non sia quindi bloccato da 
nessun altro agente. Si può immediatamente notare inoltre come il grafo GM  non presenti alcun 
ciclo. 
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Facendo  riferimento  alla  figura  precedente  (quella  con  il  ciclo),  ogni  agente  del  gruppo 
condivide con almeno altri due la propria  Macro-Risorsa e la  Macro-Risorsa di ogni agente è 
costituita da almeno due nodi.
A1  MRA1={15,16}
A2  MRA2={16,22}
A3  MRA3={21,15}
A4  MRA4={22,21}
→
A1  MR A1∩MR A2≠0 ∧ MR A1∩MR A3≠0
A2  MRA2∩MR A1≠0 ∧ MR A2∩MRA4≠0
A3  MRA3∩MR A1≠0 ∧ MRA3∩MR A4≠0
A4  MRA 4∩MRA2≠0 ∧ MRA4∩MRA3≠0
↓
dim MR A1 , dim MR A2 , dimMRA3 , dimMRA4≥2
Applicando la regola prima definita per prevenire possibili situazioni di stallo è impossibile che 
si venga a formare un ciclo.
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Prima  di  dimostrare  che  è  impossibile  il  verificarsi  di  cicli  e  quindi  condizioni  di  stallo, 
dimostriamo la validità della regola introdotta.
Assumiamo che tre agenti  Ai ,Aj  e Ar  siano entrati in competizione per la medesima  Macro-
Risorsa (vedi figura seguente) e che il loro stato relativamente alla propria  Macro-Risorsa che 
intendono occupare sia TAKEN allo stesso istante assoluto di tempo t0.
Prendiamo  un  generico  agente  del  gruppo,  poniamo  Ai.  Dato  che  lo  stato  dell'agente  Ai è 
TAKEN, deve esistere un istante di tempo ti < t0  nel quale l'agente Ai ha effettuato una lettura 
dello stato di Aj e Ak e siano verificate una delle seguenti tre condizioni:
1.  A jt i=NONE ∧  Ar ti≠NONE ;
2.  A jt i≠NONE ∧  Ar ti=NONE ;
3.  A jt i=NONE ∧  Ar ti=NONE .
Tale deve essere il valore dello stato di Aj e Ar affinché Ai possa passare dallo stato REQUEST a 
TAKEN.
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Poniamo sia verificata la condizione (1) (la dimostrazione e fondamentalmente identica per ogni 
condizione considerata), quindi l'istante temporale tr nel quale l'agente Ar ha effettuato la lettura 
degli stati degli altri agenti con cui è entrato in competizione è sicuramente minore o uguale 
all'istante ti.
t r≤tit 0
Abbiamo supposto che anche l'agente Aj termini il proprio algoritmo con successo entrando nello 
stato TAKEN.
Ma tale agente, da un lato per permettere che l'algoritmo di Ai termini con successo e dell'altro 
per terminare con successo il proprio algoritmo, deve essere entrato necessariamente in uno stato 
di REQUEST successivamente all'istante ti e aver effettuato quindi una lettura dello stato di Ai e 
Ar all'istante tj  trovando l'agente Ar o l'agente Ai nello stato di NONE.
t r≤tit jt 0
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Ma  per  ogni  istante  temporale t ∈ [ t i , t 0] sia  l'agente  Ar che  Ai si  trovano  o  nello  stato 
REQUEST o TAKEN, quindi Aj non potrà mai passare allo stato TAKEN in quanto non esistono 
le  condizioni  necessarie.  Solo due agenti  otterranno dunque il  diritto  di  utilizzare la  propria 
Macro-Risorsa. 
Sempre  riferendoci  all'esempio  prima  introdotto,  la  seguente  figura  mostra  una  possibile 
sequenza di transizione degli stati dei tre agenti impegnati a ottenere il diritto di accesso alla 
risorsa condivisa.
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Dimostrazione no attesa-ciclica
Consideriamo un ciclo di lunghezza m, costituito da m nodi distinti occupati da altrettanti agenti 
A1, … , Am . 
Dato un qualsiasi agente Ai (i  [1,m]), questi condividerà con almeno altri due agenti del ciclo la∈  
propria  Macro-Risorsa.  Sicuramente  data  la  precedente  definizione  di  ciclo  e  dei  vincoli  di 
prevenzione, ogni agente Ai condividerà la propria Macro-Risorsa esclusivamente con Ai-1 e Ai+1, 
(con Ai-1 e Ai+1 ci riferiamo agli agenti direttamente collegati con Ai ).
Poniamo per  assurdo che gli  agenti  si  trovino effettivamente nella  situazione di  stallo  sopra 
descritta e dunque che il loro stato relativamente alla propria  Macro-Risorsa sia TAKEN  allo 
stesso istante assoluto di tempo t0.
Ait 0=TAKEN ∀ i=1,... , m
Prendiamo  un  generico  agente  del  gruppo,  poniamo  Ai.  Dato  che  lo  stato  dell'agente  Ai è 
TAKEN, deve esistere un istante di tempo ti < t0  nel quale l'agente Ai ha effettuato una lettura 
dello stato di Ai-1 e Ai+1 e siano verificate una delle seguenti tre condizioni:
1.  Ai−1ti=NONE ∧  Ai1ti≠NONE ;
2.  Ai−1ti≠NONE ∧  Ai1ti=NONE ;
3.  Ai−1ti=NONE ∧  Ai1ti=NONE .
Tale deve essere il valore dello stato di Ai-1 e Ai+1 affinché Ai possa passare dallo stato REQUEST 
a TAKEN.
Da notare che un qualsiasi agente effettuerà l'operazione di lettura dello stato degli agenti vicini 
con cui deve competere solo esclusivamente dopo essere entrato nello stato di REQUEST, che 
equivale a mostrare la propria intenzione ad usare una risorsa.
Caso 1
Abbiamo supposto che anche l'agente  Ai-1 termini il proprio algoritmo con successo entrando 
nello stato TAKEN.
Ma tale agente, da un lato per permettere che l'algoritmo di Ai termini con successo e dell'altro 
per terminare con successo il proprio algoritmo, deve essere entrato necessariamente in uno stato 
di REQUEST successivamente all'istante ti e aver effettuato quindi una lettura dello stato di Ai e 
Ai-2 all'istante ti-1  trovando l'agente Ai-2 nello stato di NONE.
Una prima relazione tra gli istanti temporali in cui sono state effettuate le letture degli stati degli 
agenti entrati in competizione sarà la seguente:
t i1≤t it i−1t 0
Quanto detto per l'agente Ai-1 varrà per l'agente Ai-2 nei confronti dei sui diretti “avversari” ossia 
Ai-1 e  Ai-3. Il ragionamento può essere iterato ciclicamente fino a considera l'agente  Ai+2, i cui 
diretti avversari saranno Ai+3 e Ai+1.
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Tale agente, da un lato per permettere che l'algoritmo di Ai+3 termini con successo e dell'altro per 
terminare con successo il proprio algoritmo, deve essere entrato necessariamente in uno stato di 
REQUEST successivamente all'istante ti+3 e aver effettuato quindi una lettura dello stato di Ai+3 e 
Ai+1 all'istante ti+2 trovando l'agente Ai+1 o l'agente Ai+3 nello stato di NONE.
t i1≤t it i−1t i−2t1t2t i3t i2t0
Ma per ogni istante temporale t ∈ [ t i3 , t 0] sia l'agente Ai+1 che l'agente Ai+3 si trovano o nello 
stato REQUEST o TAKEN, quindi Ai+2 non potrà mai passare allo stato TAKEN in quanto non 
esistono le condizioni necessarie.
Il caso 2 e caso 3 , sono riconducibili al caso 1, salvo considerare diversamente l'ordine con cui  
vengono considerati gli agenti.
Quindi l'assunzione iniziale che più agenti possano trovarsi nella suddetta situazione di stallo è 
impossibile. La prevenzione da tali possibili situazioni di stallo è dunque garantita.
4.4. Starvation
Un problema che si può presentare in un qualsiasi protocollo che gestisca l'accesso a risorse 
condivise, causa le politiche di priorità adottate, è quello della starvation [12]. Ossia un agente o 
un insieme di agenti tentano ripetutamente senza successo di accedere ad una risorsa assegnata in 
uso esclusivo ad un altro agente o insieme di agenti.
Esistono varie soluzione a tale problema, una di queste è la cosiddetta tecnica di invecchiamento 
(aging). Ovvero si provvede ad aumentare progressivamente, ad intervalli regolari, la priorità 
degli agenti qualora questi non siano riusciti ad ottenere le risorse richieste. Questo fa sì che 
anche  un  agente  con  la  priorità  più  bassa  possa  potenzialmente  assumere  quella  più  alta, 
riuscendo così ad ottenere, in un tempo massimo predefinito, quanto di cui necessita.
Nel  sistema implementato,  qualora  un agente  entri  in  uno stato  di  STOP (livello  MACRO), 
questi nella competizione per l'accesso alle risorse condivise perderà sia con agenti a priorità 
superiore  che  inferiore,  rendendo  possibile  il  verificarsi  del  problema  della  starvation.  Tale 
accorgimento è stato adottato al fine di rendere la navigazione più fluida ed  ottimizzare l'utilizzo 
delle risorse condivise
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Consideriamo quattro agenti, come nella figura seguente, tali che:
p Ai   restituisce priorità dell'agente Ai → p  A1p A2 p A3 p A4
Se l'agente A1 ottiene il diritto di accedere alla propria Macro-Risorsa, bloccando gli agenti A2 e 
A3 ,  sarebbe auspicabile che l'agente A4 possa utilizzare la propria Macro-Risorsa, ottenendo il 
risultato desiderato.
Adottando  la  tecnica  di  aging,  qualora  un  agente  entri  in  stato  di  STOP,  si  provvede  ad 
aumentare la sua priorità al fine di fargli raggiungere e superare un livello limite oltre il quale 
qualsiasi altro agente a priorità inferiore è costretto a dargli la precedenza.
Per la modifica della priorità si ha:
p  Ai , t k1= p Ai , t k − f Ai ,T P ← f Ai , T P=⌊
t STOP
T P
⌋
dove:
• t STOP rappresenta  il  tempo in  cui  l'agente  rimane in  stato  di  STOP. Il  valore  viene 
azzerato una volta che l'agente ottiene il diritto di accedere alla risorsa.
• T P rappresenta  l'intervallo  di  tempo  base  utilizzato  per  incrementare  la  priorità 
dell'agente.
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4.5. Motion liveness
Come sottolineato in [3], i vari studi che affrontano il problema di definire una politica o sistema 
di gestione e coordinazione di agenti mobili autonomi che si muovono in uno spazio condiviso, 
focalizzano l'attenzione esclusivamente sul problema “motion safety”:
• evitare collisioni;
• prevenire o risolvere possibili situazioni di stallo;
• … 
trascurando il  problema  di  “motion  liveness”. Tale  proprietà  del  sistema  di  coordinazione 
possiamo per esempio definirla come la capacità di  ciascun agente di raggiungere il  proprio 
obbiettivo in un tempo finito.
Relativamente  al  problema  affrontato  nel  lavoro  di  tesi,  il  sistema  multi-agente  distribuito 
considerato è costituito da N agenti cooperanti ed ogni agente ha un obbiettivo da raggiungere. 
Specificatamente l'obbiettivo è quello di raggiungere un punto all'interno dell'area di lavoro (ove 
dovranno  essere  compiute  ulteriori  operazioni,  come  per  esempio  carico  e  scarico  merci), 
evitando durante il percorso collisioni e situazioni di stallo.
Formalmente la caratteristica di “motion liveness” può essere definita:
∀ Ai , i= {1,2, , N } ,∃ t f ≥0 ∣ dim li .t f =1 ∧ l i1t f =nodeIDi , end
dove:
• Ai → generico agente del sistema;
• l i → vettore che rappresenta la configurazione del generico agente Ai
• nodeID i , end → nodo finale del percorso path Ai del generico agente Ai   
La  dimostrazione  di  tale  proprietà  del  sistema  di  coordinazione  implementato  avviene 
indirettamente. Tale proprietà può essere garantita dal fatto che il sistema di coordinazione, sotto 
certe condizioni, previene possibili collisioni fra agenti e previene ed elimina possibili situazioni 
di  stallo.  Le  condizioni  necessarie  e  sufficienti  per  l'assenza  di  collisioni,  di  stallo  e  quindi 
garantiscono la proprietà di “motion liveness” sono le seguenti:
• condizioni di lavoro nominali:
▪ non si ha rottura degli agenti;
▪ percorsi liberi da ostacoli;
• comunicazione tra agenti attivi nel sistema garantita;
• configurazione  iniziale  degli  agenti  tale  che  non siano violati  i  vincoli  per  la  mutua 
esclusione e lo stallo.
Possiamo quindi  affermare che ad ogni istante di  tempo il  sistema, costituito  dagli  N agenti 
mobili, non si troverà mai in una configurazione tale per cui non esiste almeno un agente che 
possa avanzare lungo il suo cammino, grazie al fatto che i problemi di stallo e collisione sono 
evitati a priori dal sistema di coordinazione.
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5. SIMULAZIONI
In questo capitolo verranno descritte le simulazioni effettuate per valutare le  prestazioni e il 
comportamento del sistema di coordinazioni a fronte di diverse configurazioni dei percorsi.
I parametri utilizzati durante le simulazioni sono i seguenti:
• Layout percorsi: lunghezza segmenti = 10m;
• Velocità massima raggiungibile dagli agenti pari a 2m/s.
5.1. Esempio 1
La seguente figura mostra un caso semplice di condivisione di risorse fra quattro agenti lungo i 
loro  percorsi.  Ma nonostante  la  semplicità  del  caso,  se  mal  gestito  potrebbe  portare  ad una 
situazione di stallo.
Difatti  se  tutti  gli  agenti  facessero  accesso  al  primo  nodo  della  propria  Macro-Risorsa,  si 
verrebbe a generare una situazione di stallo, tale per cui gli agenti sarebbero impossibilitati a 
procedere.
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Data la figura precedente le sequenze di nodi che definiscono i percorsi e le Macro-Risorse per 
ogni singolo agente sono le seguenti:
A1 →
pathA1={31 ,32 ,33 ,34 ,35 ,36 ,37 ,38}
MRA1={MR11 }={34 ,35}
A2 →
pathA2= {74 ,64 ,54 ,44 ,34 ,24 ,14 ,4}
MRA2={MR12}={44 ,34}
A3 →
pathA3={5 ,15 , 25 ,35 , 45 ,55 ,65 ,75}
MRA3={MR13 }={35 ,45}
A4 →
pathA4= {48 ,47 ,46 ,45 ,44 ,43 ,42 ,41}
MRA4={MR14 }={45 ,44}
Le risorse condivise fra agenti sono esclusivamente di tipo CROSSROAD.
Da notare che durante la fase di competizione per l'accesso alle risorse, gli agenti in ordine di 
priorità saranno:
 
A1 , A2 , A3 , A4

p  A1p A2 p A3 p A4
I  seguenti  grafici  mostrano  invece  l'evoluzione  degli  stati  (stato-macro e  stato-micro)  degli 
agenti e quindi i loro comportamento durante la competizione per l'accesso alle rispettive Macro 
e Micro-Risorse condivise.
Come si può notare in questo caso, i quattro agenti tentano di fare accesso contemporaneamente 
alle rispettive Macro-Risorse.
L'agente A1, essendo quello a priorità maggiore,  entra in uno stato (macro) di  REQUEST e 
attenderà semplicemente che gli altri agenti, ossia gli agenti A2 e A3 con cui è in competizione, 
gli diano la precedenza entrando in uno stato di YIELD o STOP.
L'agente A4 invece, entra in uno stato (macro) di YIELD, attendendo che gli agenti A2 e A3 a 
priorità  maggiore,  prendano una decisione in merito all'utilizzo della  propria  Macro-Risorsa. 
Appena Gli agenti A2 e A3 danno la precedenza all'agente A1, entrando in uno stato di STOP, 
l'agente A4 ottiene il diritto di utilizzare la propria Macro-Risorsa. Così facendo si sfrutta il fatto 
che gli agenti A2 e A3 rimarrebbero comunque fermi attendendo che passi l'agente A1 e si da 
quindi  la  possibilità  ad  A4 di  passare,  ottimizzando così  i  tempi  di  accesso  e  utilizzo  delle 
risorse.
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La seguente figura mostra invece i profili di velocità dei quattro agenti. In questo caso i due 
agenti A2 e A3, che hanno dato inizialmente la precedenza di utilizzo della risorsa all'agente A1, 
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rallentano in modo da non oltrepassare il punto di safety finché gli agenti A1 e A4 non hanno 
terminato di utilizzare le risorse. Non appena gli agenti A2 e A3 ottengono il diritto di utilizzare 
le proprie risorse, vincendo sia la competizione a livello macro che micro, riaumentano la loro 
velocità sino al massimo valore ammissibile.
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5.2. Esempio 2
La seguente figura mostra un altro esempio di condivisione di risorse. In questo caso i quattro 
agenti condividono lungo i loro percorsi un corridoio. Un tipo di risorsa del genere se mal gestita 
potrebbe portare a situazioni di stallo.
Difatti se, per esempio, gli agenti A1 e A2, che si trovano ai capi opposti del corridoio, facessero 
accesso alla propria Macro-Risorsa, si verrebbe a generare una situazione di stallo, tale per cui 
gli agenti sarebbero impossibilitati a procedere.
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Data la figura precedente le sequenze di nodi che definiscono i percorsi e le Macro-Risorse per 
ogni singolo agente sono le seguenti:
A1 →
pathA1={21 ,22 ,23 ,33 ,34 ,35 ,36 ,37 , 47 ,57 ,67}
MRA1={MR11 }={33 ,34 ,35 , 36 , 37}
A2 →
pathA2= {50 ,49 ,48 ,38 ,37 ,36 ,35 ,34 ,24 ,14 ,4}
MRA2={MR12}={38 ,37 ,36 ,35 ,34 }
A3 →
pathA3={41 ,42 ,43 ,33 ,34 ,35 ,36 , 37 ,27 ,17 ,7}
MRA3={MR13 }={33 ,34 , 35 , 36 ,37 }
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A4 →
pathA4={30 ,29 ,28 ,38 ,37 ,36 ,35 ,34 , 44 ,54 , 64}
MRA4={MR14 }={38 ,37 , 36 , 35 ,34 }
Da notare che durante la fase di competizione per l'accesso alle risorse, gli agenti in ordine di 
priorità saranno:
 
A1 , A2 , A3 , A4

p  A1p A2 p A3 p A4
I  seguenti  grafici  mostrano  invece  l'evoluzione  degli  stati  (stato-macro e  stato-micro)  degli 
agenti e quindi i loro comportamento durante la competizione per l'accesso alle rispettive Macro 
e Micro-Risorse condivise.
Come si può notare in questo caso, i quattro agenti tentano di fare accesso contemporaneamente 
alle rispettive Macro-Risorse.
L'agente A1, essendo quello a priorità maggiore,  entra in uno stato (macro) di  REQUEST e 
attenderà  semplicemente  che  gli  altri  agenti,  ossia  gli  agenti  A2,  A3  e  A4  con  cui  è  in 
competizione, gli diano la precedenza entrando in uno stato di YIELD o STOP.
Non appena l'agente A1 ha impegnato la Macro-Risorsa e consumato alcuni nodi della stessa, 
l'agente A3 si trova nella condizione di poter utilizzare la propria Macro-Risorsa, vince dunque la 
competizione ed entra nel corridoio.
Così facendo si sfrutta il fatto che gli agenti A2 e A4 rimarrebbero comunque fermi, in attesa che 
l'agente  A1 consumi  la  propria  risorsa,  e  si  da  dunque la  possibilità  ad A3 di  impegnare  il 
corridoio, ottimizzando così i tempi di accesso e utilizzo delle risorse.
Gli agenti A2 e A4 si comporteranno simmetricamente agli agenti A1 e A3, non appena questi 
hanno liberato le risorse condivise.
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La seguente figura mostra invece i profili di velocità dei quattro agenti. In questo caso gli agenti 
A2, A3 e A4, che hanno dato la precedenza di utilizzo della risorsa all'agente A1 ed in seguito:
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anche all'agente A3, rallentano in modo da non oltrepassare il punto di safety finché l'agente A1 
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e A3 non hanno terminato di utilizzare la risorsa condivisa. Non è rappresentato nei grafici, ma 
non appena gli agenti A2 e A4 ottengono il diritto di utilizzare le proprie risorse, vincendo sia la 
competizione a livello macro che micro, riaumentano la loro velocità sino al massimo valore 
ammissibile.
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5.3. Test carico computazionale
Sul sistema sono stati effettuati alcuni test al fine di fornire un'indicazione sul tempo di calcolo 
necessario per l'esecuzione degli step 1-3-4-5-6 dell'algoritmo di coordinazione implementato.
Sia chiaro che tali test non tengono conto del tempo, non trascurabile, necessario alla gestione 
della comunicazione tra i  vari  agenti  e  quindi  all'invio/ricezione dati.  E'  da tenere inoltre in 
considerazione che naturalmente il tempo per la necessario per la comunicazione inter-agente 
aumenterà al crescere del numero di agenti che devono scambiarsi il pacchetto di informazioni 
necessario alla competizione.
I  test  sono stati  effettuati  su una macchina fornita di  processore Intel  Core2 duo a 2 Ghz, i 
risultati ottenuti devono essere dunque valutati in funzione dell'hardware utilizzato.
Condizioni test:
• periodo T con cui viene lanciato ed eseguito l'algoritmo di competizione:
▪ 100 ms ;
• numero di agenti in competizione durante i vari test:
▪ 25 agenti;
▪ 64 agenti;
▪ 100 agenti;
Nei seguenti grafici viene mostrato per ogni periodo  T, il  tempo di esecuzione dell'algoritmo 
(linea blu) e il tempo che la cpu rimane libera in attesa di eseguire lo step successivo (linea 
rossa), al variare del numero di agenti considerati per la competizione.
Caso 25 agenti in competizione per accesso alle risorse:
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Caso 64 agenti in competizione per accesso alle risorse:
Caso 100 agenti in competizione per accesso alle risorse:
Naturalmente una prima considerazione che si può fare è che all'aumentare del numero di agenti, 
che devono competere fra loro per l'accesso alle risorse, aumenta il tempo di calcolo necessario 
per l'esecuzione dell'algoritmo di coordinazione.
Nonostante i tempi di calcolo necessari, nei casi presi in considerazione, siano comunque ridotti 
e inferiore a 30ms, va tenuto conto della macchina e quindi dell'hardware utilizzato per i test. 
Tale tempo e quindi l'informazione che si può ottenere da tali test va presa esclusivamente come 
un indice di tipo qualitativo.
81
6. CONCLUSIONI - FUTURE WORKS
Prese in considerazione le limitazioni e i vincoli introdotti in questa prima fase di sviluppo del 
sistema  di  coordinazione  decentralizzato  si  possono  fare  alcune  considerazioni  relative  alle 
caratteristiche e all'efficienza del sistema nonché agli sviluppi futuri.
Bisogna innanzitutto sottolineare che il sistema di coordinazione decentralizzato implementato è 
caratterizzato dalle seguenti proprietà:
• LOCALE → risorse condivise vengono negoziate localmente;
• DISTRIBUITO → protocollo per la negoziazione delle risorse è implementato 
mediante comunicazione locale tra gli agenti;
• INCREMENTALE → pianificazione del task e allocazione delle risorse viene 
effettuata localmente e quando se ne prefigura l'esigenza, 
garantendo così una navigazione più fluida degli agenti.
Il sistema di coordinazione implementato può quindi garantire: 
• limitati  tempi di  calcolo necessari  per l'esecuzione dell'algoritmo di competizione per 
l'accesso alle risorse;
• limitati  tempi  necessari  per  la  comunicazione  e  invio/ricezioni  pacchetti,  essendo 
necessaria esclusivamente una comunicazioni locale tra gli agenti fisicamente vicini, che 
saranno sempre e comunque in numero limitato.
Stante  il  fatto  che  quindi  la  competizione  per  accesso  alle  risorse  condivise  è  effettuata 
esclusivamente in  modo locale  tra  gli  agenti  e  senza l'ausilio  di  un sistema centralizzato,  il 
sistema di coordinazione offre i vantaggi di essere un sistema fortemente scalabile e flessibile.
Sotto questo aspetto offre dunque dei vantaggi rispetto ad un sistema di gestione e coordinazione 
centralizzato.
Nello  specifico  difatti  il  sistema  centralizzato  di  coordinazione  (attualmente  utilizzato  negli 
impianti Sofidel) prodotto dalla elettric80 (partner del progetto CHAT), presenta dei limiti sul 
numero  di  agenti  gestibili,  legati  alle  difficoltà  computazionali  e  alla  gestione  della 
comunicazione.
I problemi legati alla difficoltà computazionali nascono dal fatto che è il sistema centralizzato 
che deve decidere e assegnare, per ogni agente presente, le risorse che questi devono utilizzare, 
operazione questa non sempre effettuabile in tempi trascurabili o comunque limitati. 
I  problemi e le difficoltà inerenti  alla  gestione della  comunicazione,  sono legati  al  fatto  che 
durante l'attività degli agenti è necessario gestire le comunicazioni tra tutti gli agenti e il sistema 
centrale.  Come si  può dunque ben  immaginare  all'aumentare  del  numero  di  agenti  cresce  il 
tempo necessario per l'invio/ricezione dati da/verso sistema centrale verso/da agenti.
Tali limiti possono sicuramente essere superati mediante l'impiego del sistema di coordinazione 
decentralizzato implementato. Come si è potuto verificare infatti il sistema implementato offre 
sufficienti garanzie in merito ai limitati tempi di calcolo necessari per eseguire l'algoritmo e ai 
tempi  necessari  per  la  comunicazione essendo necessaria  una comunicazione  esclusivamente 
locale e fra un numero limitato di agenti.
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Tenuto  conto  dell'attuale  livello  di  sviluppo  del  sistema  di  coordinazione,  sono  diversi  gli 
interventi e i lavori necessari per migliorarne la qualità e sviluppare un modello completo da 
sperimentare su uno scenario reale.
Gli sviluppi futuri potranno essere pertanto:
• aumento efficienza algoritmi;
• limitazione dei vincoli introdotti attualmente per lo sviluppo del sistema di 
coordinazione;
• introduzione di configurazioni dei percorsi e delle risorse alternative;
• implementazione di un sistema di pianificazione dei percorsi;
• ...
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