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Para el problema de consultas de proximidad en espacios me´tricos se ha determinado experi-
mentalmente que el ı´ndice que mejor desempen˜o tiene es el Trie de Consulta Fija (FQTrie por sus
siglas en ingle´s). La eficiencia del FQTrie depende fuertemente del tipo de discretizacio´n y de la
calidad de los pivotes empleados.
En este trabajo atacamos el problema de la discretizacio´n. Presentamos varias alternativas de
funciones de discretizacio´n, y mostramos un me´todo que utiliza so´lo un bit por pivote (la cantidad
mas baja posible de memoria) y que tiene una eficiencia muy alta.
Las discretizaciones presentadas mejoran notablemente el desempen˜o del FQTrie en condi-
ciones de igualdad de memoria sin utilizar discretizacio´n.
Palabras claves: Bases de Datos, Espacios Me´tricos, Funciones de Discretizacio´n, Pivotes.
1. Introduccio´n
El concepto de bu´squedas por similitud o por proximidad, es decir buscar elementos de una base
de datos que sean similares o cercanos a uno dado, aparece en diversas a´reas de computacio´n, tales
como reconocimiento de voz, reconocimiento de ima´genes, compresio´n de texto, biologı´a computa-
cional, inteligencia artificial, minerı´a de datos, entre otras.
En [5] se muestra que el problema se puede expresar como sigue: dado un conjunto de objetos X
y una funcio´n de distancia d definida entre ellos que mide cuan diferentes son, el objetivo es recuperar
todos aquellos elementos que sean similares a uno dado. Esta funcio´n d cumple con las propiedades
caracterı´sticas de una funcio´n de distancia: positividad ( d(x, y) ≥ 0), simetrı´a (d(x, y) = d(y, x)) y
desigualdad triangular (d(x, y) ≤ d(x, z) + d(z, y) ). El par (X , d) se denomina espacio me´trico. La
base de datos sera´ un subconjunto finito U ⊆ X de cardinalidad n.
En este nuevo modelo de bases de datos, una de las consultas tı´picas que implica recuperar objetos
similares es la bu´squeda por rango, que denotaremos con (q, r)d. Dado un elemento q ∈ X , al que
llamaremos query y un radio de tolerancia r, una bu´squeda por rango consiste en recuperar los objetos
de la base de datos cuya distancia a q no sea mayor que r, es decir, (q, r)d = {u ∈ U : d(q, u) ≤ r}.
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Las bu´squedas por similitud pueden ser resueltas trivialmente con una complejidad O(n). Para
evitar esta situacio´n se preprocesa la base de datos U usando un algoritmo, al que denominamos
algoritmo de indizacio´n, que permite construir una estructura de datos o ı´ndice disen˜ada para ahorrar
co´mputos al momento de la bu´squeda.
El tiempo total T necesario para resolver una bu´squeda puede calcularse como: T= #evaluaciones
de d× complejidad(d) + tiempo extra de CPU + tiempo de I/O . En muchas aplicaciones la evalua-
cio´n de la funcio´n d es tan costosa que las dema´s componentes de la fo´rmula anterior pueden ser
despreciadas. ´Este es el modelo usado en la mayorı´a de los trabajos de investigacio´n hechos en esta
tema´tica. Sin embargo, hay que prestar especial atencio´n al tiempo extra de CPU, dado que reducir
este tiempo produce que en la pra´ctica la bu´squeda sea ma´s ra´pida, au´n cuando estemos realizando la
misma cantidad de evaluaciones de la funcio´n d. De igual manera, el tiempo de I/O puede jugar un
papel importante en algunas aplicaciones.
Ba´sicamente existen dos enfoques para el disen˜o de algoritmos de indizacio´n en espacios me´tricos:
uno basado en particiones compactas y otro basado en pivotes [5]. Nuestro trabajo se ha centrado en
los algoritmos basados en pivotes.
La idea subyacente de los algoritmos de indizacio´n basados en pivotes es la siguiente. Se seleccio-
nan k pivotes {p1, p2, . . . , pk}, y se le asigna a cada elemento a de la base de datos, el vector o firma
δ(a) = (d(a, p1), d(a, p2), . . . , d(a, pk)). Ante una bu´squeda (q, r)d, se usa la desigualdad triangular
junto con los pivotes para filtrar elementos de la base de datos sin medir su distancia a la query q.
Para ello se computa la distancia de q a cada uno de los pivote pi, y luego se descartan todos aquellos
elementos a, tales que para algu´n pivote pi se cumple que | d(q, pi)− d(a, pi) |> r. Los elementos no
descartados se comparan directamente con q para determinar si forman o no parte de la respuesta.
La familia de estructuras FQ (FQT [2], FHQT [2, 1], FQA [4], FQTrie [3]) forman parte de las
estructuras basadas en pivotes; cada una de ellas fue presentada como una mejora de la anterior. Por
esto, el punto de partida de este trabajo es el Fixed Queries Trie (FQTrie) [3]. El objetivo es lograr una
implementacio´n eficiente no so´lo en te´rminos de cantidad de evaluaciones de la funcio´n de distancia d,
sino tambie´n en tiempo extra de CPU. Utilizamos la te´cnica de Tablas Lookup en la implementacio´n,
concentra´ndonos en la definicio´n de buenas funciones de discretizacio´n.
El trabajo esta´ organizado de la siguiente manera. Las secciones 2 y 3 esta´n dedicadas a la ex-
plicacio´n de las Tablas Lookup y del FQTrie respectivamente. En la seccio´n 4 presentamos nuestra
propuesta de funciones de discretizacio´n. En la seccio´n 5 realizamos la evaluacio´n experimental de
las mismas, en donde mostramos la eficiencia de las reglas propuestas. Finalizamos en la seccio´n 6
dando las conclusiones y el trabajo futuro.
2. Tablas Lookup
Las Tablas Lookup, propuestas en [3], han demostrado ser una buena opcio´n para mejorar el
desempen˜o del Fixed Queries Array [4] y de una bu´squeda secuencial. Recordemos que, dada una
bu´squeda (q, r)d, los elementos no relevantes para la query son aquellos a tales que para algu´n pi se
cumple que | d(q, pi) − d(a, pi) |> r. Esto significa que si d(a, pi) se codifica en bi bits, debemos
realizar operaciones de enmascaramiento y corrimiento para evaluar la condicio´n anterior. Una tabla
lookup es una estrategia de representacio´n para la firma de una bu´squeda que permite realizar com-
paraciones entre palabras de ma´quina completas en lugar de hacerlas por grupos de bi bits (donde bi
es la cantidad de bits necesitados para codificar d(a, pi) ). Comenzaremos dando algunas definiciones.
Funcio´n o Regla de Discretizacio´n: una regla de discretizacio´n es una funcio´n
δp : R























Figura 1: Dos pivotes (u11 y u5) y un esquema de discretizacio´n para el conjunto de puntos. Tambie´n se muestra una
posible bu´squeda (q, r)d.
Esta regla asigna a cada nu´mero r un nu´mero natural de bp bits; este nu´mero natural depende
no so´lo de r sino tambie´n del pivote p considerado.
Firma de un Elemento: la funcio´n de firma de un elemento del espacio se define como




Discretizacio´n de Intervalos: podemos extender la funcio´n δp a intervalos de la siguiente man-
era: δp([r1, r2]) = {δp(r)/r ∈ [r1, r2]}
Firma de una Bu´squeda (q, r)d: dada una bu´squeda por rango, la firma de la bu´squeda es una
funcio´n δ∗ : X × R+ → 2{0,1}m con:
δ∗((q, r)d) = {δp1([d(q, p1)− r, d(q, p1) + r])} • . . . • {δpk([d(q, pk)− r, d(q, pk) + r])}
donde • es la operacio´n de concatenacio´n. Lo que hacemos es una concatenacio´n ordenada de
los conjuntos que son firmas de los intervalos correspondientes a cada pivote. Con estas defini-
ciones es fa´cil demostrar que si x satisface la bu´squeda (q, r)d, entonces δ∗(x) ∈ δ∗((q, r)d).
Lista de Candidatos: la definicio´n anterior nos dice cua´l deberı´a ser la firma de un elemento
para que sea un candidato a formar parte de la respuesta de la query. Definimos entonces el
conjunto de candidatos de la bu´squeda (q, r)d como [q, r]d = {x : δ∗(x) ∈ δ∗((q, r)d)}
Veamos un ejemplo para clarificar las definiciones anteriores. Consideremos el espacio mostrado
en la figura 1. Los cı´rculos alrededor de los pivotes u11 y u5, representan 4 zonas marcadas con 00,
01, 10 y 11, que han quedado determinadas por la regla de discretizacio´n usada. Esto significa que
todos los elementos que esta´n a distancia entre 0 y r1 de u11 (siendo r1 el dia´metro de la primer
circunferencia), tendra´n 00 como firma para este pivote; los que tienen una distancia entre r1 y r2 se
marcara´n con 01, y ası´ siguiendo. La firma de un elemento se obtiene concatenando las marcas que le
corresponden a ese elemento, para ambos pivotes. Por ejemplo, δ∗(u14) = 0001 y δ∗(u10) = 0110.
En el momento de realizar una bu´squeda (q, r)d, la firma de esta bu´squeda se obtiene concatenando
las marcas de todas las regiones intersectadas por la query. En este caso, la bola de la query q intersecta
las regiones de u11 marcadas con 00, 01 y 10; y las regiones de u5 marcadas con 10 y 11. Luego
δ∗((q, r)d) = {00, 01, 10} • {10, 11} = {0010, 0011, 0110, 0111, 1010, 1011}. Por lo tanto, la lista de
candidatos para este ejemplo sera´ [q, r]d = {u4, u6, u10, u12, u2, u9}
Denotaremos con U∗ al conjunto de firmas de la base de datos U : U∗ = {δ∗(x) : x ∈ U}. Con
las notaciones dadas, computar la lista de candidatos [q, r]d es equivalente a realizar la interseccio´n
U∗ ∩ δ∗((q, r)d). El problema central de una bu´squeda por rango es justamente computar esta lista de
candidatos.
Notar que existe una cantidad exponencial de firmas en δ∗((q, r)d). Las firmas se obtienen como
concatenacio´n ordenada de firmas respecto de cada pivote. Esto significa que, si cada pivote produce
vpi firmas, entonces |δ∗((q, r)d)| =
∏k
i=1 vpi . Por ejemplo, si tenemos 32 pivotes, y para una bu´squeda
cada pivote produce 2 firmas, entonces |δ∗((q, r)d)| = 232.
En consecuencia, no es viable calcular explı´citamente el conjunto de firmas. En su lugar, se utiliza
una representacio´n implı´cita que es fa´cil de obtener. Supongamos que la palabra de ma´quina es de w
bits, y que cada firma tiene un taman˜o m = tw bits. Entonces, podemos dividir cada firma a1a2 . . . am
en t palabras de computadora, de la siguiente manera:
a1 a2 . . . aw︸ ︷︷ ︸
A1
aw+1 aw+2 . . . a2w︸ ︷︷ ︸
A2
... a(t−1)w+1 a(t−1)w+2 . . . am︸ ︷︷ ︸
At
Cada Ai es una palabra de computadora, a la que llamaremos i-e´sima coordenada de la firma.
Utilizando lo anterior, podemos representar δ∗((q, r)d) como t conjuntos de coordenadas. Cada
uno de esos t conjuntos, puede tener como ma´ximo 2w elementos. Una Tabla Lookup consiste en una
representacio´n binaria para cada uno de estos t conjuntos.
Definicio´n: una Tabla Lookup para δ∗((q, r)d), es un arreglo L de t posiciones; donde
cada posicio´n es un vector de 2w valores binarios. Denotamos con Lj [i] a L[j, i]; luego
Lj [i] = 1 si y so´lo si i aparece en el j-e´simo conjunto de coordenadas.
Podemos decidir si a1a2 . . . am ∈ δ∗((q, r)d), evaluando la expresio´n L1[A1] ∧ L2[A2] ∧ · · · ∧
Lt[At], con Ai = aw(i−1)+1 . . . aiw, tarea que puede realizarse con a lo ma´s t accesos a la Tabla
Lookup. Usar esta te´cnica permite que las comparaciones se realicen a nivel de palabras de computa-
doras en lugar de hacerlo a nivel de bp bits, lo que implica una reduccio´n en el tiempo extra de CPU
necesario para resolver una bu´squeda.
3. Fixed Queries Trie (FQTrie)
Dado que estamos usando las firmas como cadenas, y queremos encontrar igualdad entre cadenas,
entonces podemos usar alguna de las estructuras especı´ficamente disen˜adas para reconocimiento de
patrones. En el FQtrie [3] se utiliza un ´Arbol Digital o Trie para indexar U∗ .
Un Trie es un a´rbol m-ario para bu´squeda lexicogra´fica. En esta estructura, cada elemento se con-
sidera como una secuencia de caracteres sobre un alfabeto Σ; la cardinalidad del alfabeto determina
la aridad del a´rbol, es decir m = |Σ|. Un nodo en un trie o es un nodo externo y contiene un elemento,
o es un nodo interno y contiene m punteros a subtries. Dada una cadena, se usan los caracteres que la
conforman para direccionar la bu´squeda en el a´rbol. Estando en un nodo de nivel i, la seleccio´n del
subtrie que le corresponde se realiza en funcio´n del i-e´simo caracter de la cadena. El nodo raı´z usa el
primer caracter, los nodos hijos de la raı´z usan el segundo caracter, y ası´ sucesivamente. En un trie m-
ario la bu´squeda toma un tiempo que es proporcional a la longitud de la cadena, independientemente
de cual sea el taman˜o de la base de datos.
En nuestro caso, lo que representaremos sobre un trie es el conjunto de cadenas U∗ . Este trie
sera´ usado junto con la Tabla Lookup de (q, r)d, lo que produce una pequen˜a modificacio´n en la
bu´squeda. Estando en el nivel i, en lugar de seguir aquella rama que concuerda con el i-e´simo caracter
de la cadena, seguimos un nodo si alguna coordenada en el conjunto concuerda con el ro´tulo del nodo;
es decir, seguimos un nodo si la Tabla Lookup es 1(true) para el correspondiente nodo y nivel.
4. Funciones de Discretizacio´n
Recordemos que una funcio´n de discretizacio´n clasifica los objetos con respecto a la cercanı´a a
un pivote pi particular; si ese pivote usa una cantidad bi de bits, entonces la funcio´n de discretizacio´n
genera 2bi particiones del espacio que son enumeradas con valores del conjunto {0, . . . , 2bi − 1}.
Luego δ(d(pi, o)) = j significa que el objeto o pertenece a la particio´n j del pivote pi.
La funcio´n de discretizacio´n usada influye tanto en el espacio requerido por el ı´ndice (¿cua´ntos
bits usamos por pivote?) como en el tiempo requerido para resolver una bu´squeda (¿que´ tan buenas
son las particiones generadas?). Para una cantidad bi de bits se pueden definir un nu´mero finito de
reglas de discretizacio´n, algunas de las cuales producira´n buenos filtrados y otras, posiblemente, no
filtrara´n en absoluto. La definicio´n de la funcio´n de discretizacio´n no es esencial para la correctitud
del me´todo de filtrado, pero sı´ para su eficiencia.
En [4] se introducen dos funciones de discretizacio´n, a saber:
• Partes Iguales: esta te´cnica consiste en dividir el espacio en partes de igual taman˜o. Sea P =
{p1, p2, · · · , pk} el conjunto de pivotes. Para cada pi se calcula Dmax = maxu∈(U−P ){d(pi, u)} y
Dmin = minu∈(U−P ){d(pi, u)}. Luego, el rango Dmax − Dmin es dividido en 2bi partes iguales,
asociando a cada nu´mero v ∈ {0 . . . 2bi − 1} el intervalo:
[Dmin + v(Dmax −Dmin)/2
bs, Dmin + (v + 1)(Dmax −Dmin)/2
bs]
Si bie´n esta te´cnica asegura que todas las partes son del mismo taman˜o, no asegura que la cantidad de
elementos en cada parte sea la misma.
• Cantidades Iguales: esta te´cnica divide el espacio intentando dejar la misma cantidad de el-
ementos en cada parte. Por cada pivote se determina los bi − 1 cuantiles uniformes que dividen el
conjunto de valores de distancias en bi subconjuntos de la misma cardinalidad. Luego se asigna un
cuantil a cada valor entre 0 y bi − 1. Esta te´cnica asegura que en cada intervalo existen exactamente
n/2bi objetos.
Como ya dijimos, el objetivo de este trabajo ha sido el disen˜o de buenas funciones de dis-
cretizacio´n, buenas tanto en tiempo como en espacio; esto significa lograr un buen filtrado usando
la menor cantidad de bits posible por pivote. Por esta razo´n comenzamos disen˜ando funciones de
discretizacio´n que usan so´lo un bit por pivote, y luego extendimos estas ideas para usar dos bits por
pivote. Explicamos a continuacio´n las funciones disen˜adas.
4.1. Media δµp
La caracterı´stica ma´s importante de un espacio me´trico es co´mo se distribuyen los datos. Descubrir
la estructura subyacente es sumamente u´til en el disen˜o de algoritmos de indizacio´n. Una forma de
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Figura 2: Particio´n provocada por la funcio´n de discretizacio´n δµp con x < 0 (izquierda) y δ(µp,σp) (derecha)
El histograma local de un punto p es la distribucio´n de distancias de p a los elementos u ∈ U . Este
histograma permite visualizar la distribucio´n de los elementos del espacio me´trico respecto del punto
p. La figura 2 (izquierda) muestra un ejemplo del histograma local de un punto p. El eje x representa
los distintos valores para d(p, x) y el eje y representa la cantidad de elementos del espacio que se
encuentra a una determinada distancia de p.
La te´cnica δµp divide el histograma local de un pivote p en dos partes, utilizando la media µp del
histograma para calcular el lı´mite divisor. Luego se asigna 0 a todos aquellos valores que se ubiquen
en el histograma a izquierda del lı´mite divisor y 1 a los que se ubiquen a derecha.
El lı´mite divisor se calcula como µp + x donde µp es la media del histograma local de p y x es un
nu´mero entero. Cuando x = 0 el histograma se divide justamente en el valor indicado por la media.
Formalmente, la funcio´n de discretizacio´n se define como:
δµp(d) =
{
0 si d < µp + x
1 si d ≥ µp + x
La figura 2 (izquierda) muestra la particio´n provocada por esta te´cnica, indicando las zonas que
sera´n mapeadas en 0 y las que sera´n mapeadas en 1 para un caso con x < 0.
4.2. Banda Desviacio´n δ(µp,σp)
Esta te´cnica divide el histograma de un pivote p en tres partes, utilizando la media µp y la
desviacio´n esta´ndar σp del histograma de p para determinar los lı´mites divisores. El objetivo es sepa-
rar la parte ma´s alta del histograma de las ma´s bajas, asigna´ndole 0 a los valores incluidos en la banda
central de histograma, y 1 a los valores que se encuentran en las zonas laterales.
La idea es tomar como banda central la zona correspondiente al intervalo [µp − σp, . . . , µp + σp].
Como esta banda podrı´a resultar demasiado ancha o angosta (dependiendo de la forma del histograma
de p), permitimos variar el taman˜o de la banda central en un factor x (ver figura 2, derecha).
Formalmente, la funcio´n δ(µp ,σp) se define como:
δ(µp,σp)(d) =
{
1 si d ∈ [0, . . . , µp − xσp) o´ si d ∈ (µp + xσp , . . . , Dmax)
0 si d ∈ [µp − xσp , . . . , µp + xσp]

















Figura 3: Particio´n del histograma local de p generada por la funcio´n δ2(µp,σp)
4.3. Banda Valor δ(µp,v)
´Esta es una variacio´n de la te´cnica anterior. En este caso, en lugar de usar σp para delimitar la
banda central, se utiliza un valor fijo v (el mismo para todos los pivotes):
δ(µp,valor)(d) =
{
1 si d ∈ [0, . . . , µp − v) o´ si d ∈ (µp + v, . . . , Dmax]
0 si d ∈ [µp − v, . . . , µp + v]
4.4. Una extensio´n a dos bits: δ2(µp,σp)
Esta te´cnica es una extensio´n de δ(µp,σp) que permite dividir el histograma en cuatro partes. Los
lı´mites de estas partes se definen nuevamente en funcio´n de la media µp y la desviacio´n esta´ndar σp




2 si d ∈ [0, . . . , µp − xσp)
0 si d ∈ [µp − xσp , . . . , µp)
1 si d ∈ [µp, . . . , µp + xσp)
3 si d ∈ [µp + xσp, . . . , Dmax]
Nuevamente x es un nu´mero entero que permite variar el ancho de las bandas. La figura 3 muestra
gra´ficamente la particio´n provocada por esta funcio´n.
5. Resultados Experimentales
La evaluacio´n de las funciones de discretizacio´n presentadas en la seccio´n anterior se realizo´ usan-
do como espacio me´trico diccionarios de palabras con la funcio´n de distancia de edicio´n. Esta funcio´n
es discreta y calcula la mı´nima cantidad de palabras que hay que agregar, cambiar y/o eliminar a una
palabra para obtener otra.
En una primera etapa intentamos identificar el valor o´ptimo de los lı´mites divisores para cada
una de las funciones. Para esto, usamos un diccionario espan˜ol de 86,061 palabras, que se indizo´ con
16 pivotes elegidos aleatoriamente. Sobre este diccionario se eligieron al azar 500 palabras las que
fueron utilizadas en todos los experimentos. Para cada palabra de este grupo, se realizaron bu´squedas
por rango usando como radio de bu´squeda r los valores 1, 2, 3 y 4. Esto nos permitio´ identificar no
so´lo los lı´mites divisores o´ptimos, sino tambie´n la discretizacio´n que tiene el mejor desempen˜o.
Luego, la discretizacio´n con mejor desempen˜o fue evaluada con otros diccionarios (France´s,
Alema´n, Ingle´s e Italiano), variando adema´s la cantidad de pivotes en 8, 16, 32, 40 y 48.
Finalmente comparamos nuestros resultados con los que se obtienen si se usan las funciones pro-
puestas en [4] (partes iguales y cantidad iguales) y con los resultados del caso trivial (es decir sin
discretizar).
Por cuestiones de espacio en las siguientes secciones so´lo mostramos las gra´ficas que consider-
amos ma´s representativas.
5.1. Determinacio´n de lı´mites divisores
En esta etapa los lı´mites divisores de cada funcio´n fueron establecidos de la siguiente manera:
Para la funcio´n Media δµp se particiono´ usando para x los enteros en el rango [−8, . . . , 8].
Para la funcio´n Banda Desviacio´n δ(µp ,σp) se particiono´ con x = 0,25, 0,50, 0,75, 1, 2 y 3.
Para la funcio´n Banda Valor δ(µp,v) se particiono´ con v = 0,20, 0,50, 1, 1,50, 2, 3, 4 y 5.
Para la funcio´n con 2 bits δ2(µp,σp) se particiono´ so´lo con x = 1.
La figura 4 muestra los promedios sobre las 500 bu´squedas realizadas usando la discretizacio´n
δµp . Se han graficado la cardinalidad de la lista de candidatos (izquierda) y los tiempos de bu´squedas
(derecha) para los distintos radios, en funcio´n del desplazamiento del lı´mite divisor. La cardinalidad
de la lista de candidatos nos permite deducir la cantidad de evaluaciones de distancias necesarias para
resolver las bu´squedas.
La gra´fica muestra que el menor valor, tanto en tiempo como en cantidad de comparaciones, para
bu´squedas de radio 1 se obtiene con x = 0. En este punto la funcio´n de discretizacio´n logra descartar
el 90, 7% de los elementos de la base de datos con un tiempo medio de bu´squeda de 0,018 segundos
aproximadamente. No sucede lo mismo para los dema´s radios; para el caso r = 2 el mı´nimo valor
se encuentra en x = −1 descartando el 54,08% de los elementos; para radio 3 y 4 el mejor valor se
logra en x = −2 descartando el 25% y 12,3% de los elementos en cada caso respectivamente. En
todos los casos los mejores resultados se alcanzan para valores de x entre −4 y 4. Adema´s, siempre
sucede que alejar el lı´mite divisor de la media empeora los resultados.
Como las bu´squedas se realizara´n con distintos valores de r no podemos en el momento de in-
dizar realizar una eleccio´n que dependa de r. Por esto seleccionamos como mejor variacio´n de δµp a
aquella que, si bien no obtiene el mejor desempen˜o en cada radio de bu´squeda, se mantiene cerca del
mı´nimo en todos ellos. En la figura 5 se grafican los resultados para x = −4 . . . 4, en funcio´n de r.
Aquı´ podemos observar que para x = −1 los valores obtenidos se mantienen cercano al o´ptimo en
todos los radios de bu´squedas, aleja´ndonos en el peor caso so´lo un 10%. Por lo tanto este sera´ el valor
que utilizaremos en la comparacio´n global.
La figura 6 muestra la cardinalidad de la lista de candidatos y el tiempo de la te´cnica δ(µp,σp) para
cada variacio´n de x, en funcio´n de r. Nuevamente sucede que ninguna de las variaciones obtiene
el mejor valor para todos los radios. Por lo tanto, usando el mismo criterio que en el caso anterior,
seleccionamos la variacio´n con x = 0,75 dado que obtiene resultados cercanos al o´ptimo para todos
los radios de bu´squedas. En los mejores casos se elimina el 73% de elementos en 0,05 segundos
aproximadamente.
La figura 7 corresponde a los resultados obtenidos para la discretizacio´n δ(µp ,v). Como nuevamente
no existe una variacio´n que sea o´ptima, seguimos con el criterio anterior y seleccionamos la variacio´n
con v = 1,50. Para el caso r = 1, este valor de v resulta ser el o´ptimo logrando descartar el 82, 75%














































































































































































































































































































Figura 6: Resultados para δ(µp,σp) con distintas variaciones de x, en funcio´n de r.
Finalmente la figura 8 grafica la mejor variacio´n de cada funcio´n de discretizacio´n de un bit junto
con los resultados obtenidos con la funcio´n δ2(µp,σp) (la u´nica que utiliza dos bits). La discretizacio´n
δ2(µp,σp) gana so´lo en bu´squedas de radio 1, pero sin mejorar significativamente los resultado respecto
de δµp . Es ma´s, para lograr esto, δ2(µp,σp) necesita el doble de espacio que las restantes.
Por esta razo´n no se experimento´ con otros valores de x para δ2(µp,σp). En esta gra´fica tambie´n
queda claro que la funcio´n δµp tiene un desempen˜o marcadamente superior respecto de las restantes,




















































































































































Banda Desviacion x= 0.75
Banda Valor v= 1.50
Delta2 x=1
Figura 8: Comparacio´n global entre todas las discretizaciones
La ventaja marcada por δµp se debe a que:si bien todas las funciones propuestas dividen el his-
tograma en dos zonas, zona 0 y zona 1, las discretizaciones δ(µp,v) y δ(µp,σp) mantienen como zona
0 a la banda central del histograma la cual contiene la mayorı´a de los elementos y en consecuen-
cia asignan la misma firma a mayor cantidad de objetos, perdiendo ası´ selectividad en el proceso de
bu´squeda.
5.2. Variando cantidad de pivotes y diccionarios
El pro´ximo paso fue variar la cantidad de pivotes para δµp . Los resultados obtenidos fueron los
esperados: aumentar la cantidad de pivotes mejora la performance de la bu´squeda. Esto se ilustra
en la figura 9, en la que se han graficado los resultados para el diccionario Espan˜ol (izquierda) y el
diccionario France´s de 138.257 palabras (derecha). Un punto importante para destacar aquı´ es que
agregar un pivote a la estructura implica agregar so´lo un bit a la firma; esto significa que, con poco
espacio adicional, podemos producir mejoras importantes en los resultados.
Con los restantes diccionarios se obtuvieron resultados similares. Por cuestiones de espacio no
mostramos aquı´ esas gra´ficas.
5.3. Comparacio´n con otras discretizaciones
La comparacio´n de δµp con otras funciones de discretizacio´n se realizo´ fijando el espacio (es




















































































































































Partes Iguales con 40 pivotes

























Partes Iguales con 40 pivotes
Media con x=-1, 40 pivotes 
Figura 10: δµp versus Partes Iguales
una de ellas con ese espacio. Los experimentos se realizaron con taman˜o de firma de 2 hasta 6 bytes.
Para la comparacio´n con Cantidades Iguales y Partes Iguales los resultados mostraron que δµp
las supera a ambas tanto en cardinalidad de la lista de candidatos como en tiempo. La discretizacio´n
δµp logra una reduccio´n de 50 % y 34 % en cuanto a evaluaciones de distancias y del 45 % y 86 % en
cuanto al tiempo de ejecucio´n respecto de Cantidades y Partes Iguales respectivamente. La figura 10
muestra, a modo ejemplo, los resultados de comparar δµp con Partes Iguales con taman˜o de firma de
6 bytes. Notar que las mejoras son ma´s significativas cuando se aumenta el radio de bu´squeda r.
Al comparar δµp con el caso trivial (sin discretizar) se observo´ que, para la mayorı´a de los radios,
δµp obtiene los mejores resultados en cuanto al tiempo requerido para una bu´squeda pero no en cuanto
a la cardinalidad de la lista de candidatos. Esto comprueba lo que menciona´bamos al principio del
artı´culo: reducir el tiempo extra de CPU produce que en la pra´ctica la bu´squeda sea ma´s ra´pida, au´n
cuando estemos realizando la misma cantidad de evaluaciones de la funcio´n d. Se pudo observar
tambie´n que aumentar el taman˜o de firma no afecta las reducciones de tiempo logradas, es decir, δµp
siempre gana en la misma proporcio´n independientemente del taman˜o de firma. Sin embargo este
comportamiento es diferente cuando consideramos cardinalidad de lista de candidatos. La figura 11











































Spanish Discretizacion Trivial vs Media
Discretizacion Trivial 10 pivotes, 4 bits.
























Spanish Discretizacion Trivial vs Media
Discretizacion Trivial 10 pivotes, 4 bits.
Media 40 pivotes, 1 bit.
Figura 11: δµp versus la solucio´n sin discretizar.
6. Conclusiones y Trabajo Futuro
En este trabajo presentamos cuatro alternativas de funciones de discretizacio´n. La funcio´n δµp con
x = −1 mostro´ un desempen˜o marcadamente superior respecto de las restantes, logrando descartar
el 80% de los elementos de la base de datos, con un tiempo medio de bu´squeda de 0,030 segundos
aproximadamente.
La discretizacio´n δµp supera considerablemente a las discretizaciones existentes, cantidades iguales
y partes iguales, obteniendo una reduccio´n aproximada del 50 % y 34 % en cuanto a evaluaciones de
distancias y del 45 % y 86 % en cuanto al tiempo de ejecucio´n respectivamente.
En cuanto a la solucio´n sin discretizar, δµp la supera en tiempo de ejecucio´n pero no en la car-
dinalidad de la lista de candidatos. Se pudo observar que aumentar el taman˜o de firma no afecta las
reducciones de tiempo logradas, pero sı´ la cardinalidad de la lista de candidatos.
Con respecto al trabajo futuro queremos investigar las condiciones que gobiernan la seleccio´n
o´ptima de pivotes y su relacio´n con las funciones de discretizacio´n. Estamos trabajando en integrar
este trabajo con una versio´n en memoria secundaria del FQTrie que compite eficientemente con el
M-tree (el u´nico ı´ndice pu´blicamente disponible, para usuario final).
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