A simpli ed way of deriving of realizable and explicit Wiener lters is presented. Discrete time problems are discussed, in a polynomial equation framework. Optimal lters, predictors and smoothers are calculated by means of spectral factorizations and linear polynomial equations. A new tool for obtaining these equations, for a given problem structure, is described. It is based on evaluation of orthogonality in the frequency domain, by means of cancelling stable poles with zeros. Comparisons are made to previously known derivation methodology such as \completing the squares" for the polynomial systems approach and the classical Wiener solution. The simplicity of the proposed derivation method is particularly evident in multisignal ltering problems. To illustrate, two examples are discussed: a ltering and a generalized deconvolution problem. A new solvability condition for linear polynomial equations appearing in scalar problems is also presented.
INTRODUCTION
Wiener ltering has been a classical tools in signal processing and communication since the 1950's. Despite of this, there are still ways to improve the estimator design technique. One such development is the theme of the present paper.
The concept of orthogonality will be utilized in a novel way, within the polynomial equations approach to linear ltering problems. The process of deriving estimator design equations, for a given problem structure, is then simpli ed signi cantly, compared to the techniques now in use.
The problem of interest is the optimization of realizable IIR{ lters. They are used for prediction, ltering or smoothing of signals or signal vectors. The minimization of mean square error criteria by linear estimators is considered. Stochastic models of possibly complex{valued signals in discrete time are assumed known. Apart from realizability (internal stability and the use of nite smoothing lags), no restrictions are placed on the estimator structures and degrees. In the extensive literature on such problems, three basic methodologies can be distinguished.
1. In the classical Wiener ltering approach, variational arguments are utilized.
Frequency functions are obtained, whose causal parts are sought. See, for example, 1]{ 6]. These causal parts are then evaluated in a rather cumbersome way, using partial fraction expansions and residue calculus. While this is suitable for solving simple speci c examples, an e cient general technique for determining the lters as rational transfer functions would be valuable.
2. The problem may be transformed to state{space form. A (stationary) Kalman lter can then be designed 33], 28]. In contrast to Wiener estimators, Kalman lters can be designed also when measurements are nonstationary.
When only a few of the states need to be estimated from stationary data, Kalman lters are, however, unnecessarily complex. The relationship between Kalman and Wiener lters has been studied by e. g. Shaked 32 ].
3. Within the control systems eld, the polynomial approach to linear quadratic optimization problems has been developed in a general way by Ku cera, 9]{ 14]. It provides a systematic way of evaluating the causal factor of the Wiener{Hopf solution. Transfer functions in the signal models are represented by polynomial fractions (or by polynomial matrix fractions in multivariable problems). Optimal lters are designed by solving spectral factorizations and linear polynomial equations. For a given problem structure, these equations are usually derived using a method of \completing the squares", 10]{ 17].
The polynomial systems approach to the design of IIR{ lters is well suited to many applications such as adaptive ltering and control. A drawback with the derivation technique based on \completing the squares" is that it often leads to rather long and tedious calculations. The same is true for an alternative approach, based on di erentiation of the criterion 23], 24] . A new and simpler methodology is presented in this paper. It is based on the evaluation of orthogonality, to obtain the required polynomial equations. The technique can be utilized for solving estimation and control problems, in discrete time as well as in continuous time.
Control problems are discussed in 40] . In this paper, we will focus on discrete time estimation problems with stationary signals. In the following section, we present the technique in general. The design of lters, predictors and smoothers for scalar signals illustrates the approach in Section III. For comparison, the solutions derived by means of \completing the squares" and by using the conventional Wiener approach are discussed in Appendix A and B, respectively. It is pointed out that a linear polynomial equation provides a systematic way of calculating the causal part of the Wiener solution. In Section IV, a new solvability condition is presented for the type of linear polynomial equations that are utilized. Multi{channel lter design is illustrated in Section V by two examples: an estimation problem, previously discussed by Roberts and Newmann 15] and a more complicated generalized deconvolution problem. The latter result, for coloured signals and noises, is believed to be new. It generalizes the scalar estimator of Ahl en and Sternad 18] , and the multivariable smoothers for white signals and noises of Deng 21] and Moir 22] . However, the di erent estimation problems discussed are not the main point of the paper. They have been included merely to clarify di erent aspects of the reasoning used in the derivation technique. A numerical example illustrating a lter calculation can be found in Section VI.
THE OPTIMIZATION PROCEDURE
The derivation technique is outlined in this section, using a minimum of notations. Speci c notations are introduced in Sections III and V, when required.
Consider a linear discrete{time system, which is stable and time{invariant. It is driven by a vector of stationary white noises, with zero means e(t) = (e 1 (t) : : : e n (t)) T :
The system generates a stationary measurement vector sequence y(t) = (y 1 (t) : : : y p (t)) T and a vector sequence of stationary desired responses f(t) = (f 1 (t) : : : f`(t)) T see Figure 1 .
The system is parametrized by transfer functions and ARMA{models, using the backward shift operator q ?1 , where q ?1 v(t) = v(t ? 1). Signals and transfer function coe cients are allowed to be complex{valued. The superscript \ " denotes complex conjugate{transpose for signal vectors. Rational functions and matrices are denoted by symbols like R. Figure 1 . The estimation problem, wheref(t) is the estimate of f(t), while n(t)
is a variational term.
Our aim is to optimize a linear estimator of f(t)
where F(q ?1 ) is an`jp{matrix, having causal and stable transfer functions as elements. Depending on m, the estimator constitutes a predictor (m < 0), a lter (m = 0) or a xed lag smoother (m > 0). Denote the trace of a matrix P by trP and introduce the quadratic criterion
where "(t) = (" 1 (t) : : : "`(t)) T = f(t) ?f(tjt + m) : (2. 3)
The criterion (2.2) is to be minimized, under the constraint of realizability (stability and causality) of the lter F(q ?1 ). Since all signals are assumed to be stationary and stability of F(q ?1 ) is required, "(t) is stationary.
We will use variational arguments in order to minimize (2.2). For this purpose, introduce an alternative estimator d(tjt + m) = F(q ?1 )y(t + m) + n(t) (2.4) where the stationary signal n(t) represents a modi cation of the estimate (2.1).
All admissible variations can be represented by n(t) = G(q ?1 )y(t + m), where is a scalar and G(q ?1 ) is an arbitrary, but stable and causal, rational`jp{matrix.
The use of (2.4) results in the criterion
= trfE"(t)" (t) ? E"(t)n (t) ? En(t)" (t) + En(t)n (t)g : (2.5) If the mixed terms in (2.5) are zero, then n(t) 0 evidently minimizes J, since trEn(t)n (t) > 0 for n(t) 6 = 0. Then, the estimator (2.1) is optimal. Orthogonality between the error "(t) and any admissible linear function of the measurements, n(t), guarantees optimality. (This well{known condition is also obtained by differentiating with respect to , and requiring @J= @ j =0 = 0.)
For symmetry reasons, it is su cient to consider E"(t)n (t). Use Parseval's formula to convert the required orthogonality, E"(t)n (t) = 0, into the frequency{ domain relation E"(t)n (t) = 1 2 j
The ij'th element of the`j`cross{spectral density matrix "n can always be expressed as "n = T ij (z; z where L ij (z) are polynomials in z.
The relations (2.8) determine the estimator F(q ?1 ). As will be seen in the sequel, (2.7) can be simpli ed using a spectral factorization, derived by expressing y(t) in innovations form. Using the polynomial matrix fraction description, discussed in Section V, the relations (2.8) can be evaluated collectively, rather than individually, when`> 1. They then reduce to one linear polynomial (matrix) equation. Let us summarize the procedure.
1. Parametrize the system by rational transfer functions, described as polynomial (matrix) fractions. De ne a polynomial spectral factorization from the spectral density of y(t).
2. De ne the estimation error "(t) and introduce a variation n(t) of the estimate. Express E"(t)n (t) in the frequency domain by means of Parseval's formula and simplify it, using the spectral factorization. 3. Ful ll the orthogonality requirement E"(t)n (t) = 0 by cancelling all poles in jzj < 1, in every element of the integrand, by zeros. This leads to a linear polynomial equation, which determines the estimator. It can be shown that the introduction of a weighting matrix > 0 with constant elements into the criterion, J = trE("(t) " (t)), does not a ect the optimal solution in any way. The use of frequency shaped weighting is more interesting.
We could, for example, use J = trE(" w (t)" w (t)) where " w (t) = H(q ?1 )"(t), with H(q ?1 ) being a diagonal matrix with stable transfer functions as diagonal elements.
Weighted signals " w (t) and n w (t) are then substituted for "(t) and n(t) in (2.5).
The reasoning above describes a systematic and constructive derivation technique. In a previously known methodology, (2.4) Figure 2 . The scalar output ltering, prediction or smoothing problem. The signal ff(t)g = fs(t)g is to be estimated from fy(t + m)g.
Here, e(t) and v(t) are mutually independent and white stationary sequences. They have zero means and variances e > 0 and v 0, respectively. The ARMA{ models C=D and M=N are stable, causal and have no common zeros on the unit circle. All model polynomials, with degree nc, nd, etc, are monic. The measurements fy(t)g can also be described by the innovations model
where the innovations sequence q (t) has variance . The monic and stable polynomial (q ?1 ) = 1 + 1 q ?1 + : : : + n q ?n is the (polynomial) spectral factor.
Let us optimize F = Q=R, following the procedure introduced in Section II. where Parseval's formula (see Appendix C) and (3.3) were utilized. Note that the arbitrary rational function G does not a ect the result in any way.
We could have derived (3.6) with n(t) = y(t + m), i.e. by just requiring orthogonality to the last measurement. This is the case in general, if the measurements are stationary.
For a derivation of (3.7) by the \completing the squares" method, see Appendix A. That derivation requires signi cantly more calculations.
Comparison with the Wiener solution, reformulated as in Appendix B, provides the following insights:
The solution of the spectral factorization equation (3. 3) corresponds to the design of a whitening lter (the inverse of the innovations model (3.2)).
The linear equation (3.6) represents a calculation of the causal part f : g + of the Wiener lter. (Readers who are used to, and prefer, the classical Wiener formulation could utilize this relation, by deriving their lters in the usual way and then evaluate the causal bracket by solving a polynomial equation.)
The optimality requirement (2.8) determines the structure and degree of the estimator. The methodology cannot be utilized for optimizing lters with a prespeci ed restricted complexity and degree. In such problems, all poles inside jzj = 1 of "n cannot be eliminated. Instead, the orthogonality (2.6) is ful lled at an optimum because the residues corresponding to all poles in jzj 1 cancel. While a well{ known closed{form expression exists for optimal FIR{ lters 8], no corresponding expression exists for IIR{ lters of xed degree.
The scalar variant of the derivation technique may be applied when the desired response is scalar (`= 1) but the measurements are multiple (p > 1) , if the number of signal and noise sources n equals p. Optimization of decision feedback equalizers 19] is such a case. Multiple scalar variations, n i (t) = G i y i (t + m), i = 1; : : : ; p, are then utilized in (2.4) and orthogonality with respect to each, E"(t)n i (t) = 0, i = 1; : : : ; p, is required. When n > p > 1, multivariable spectral factorizations become an integral part of the solution. Such problems can be handled by the multivariable polynomial formalism, to be discussed in Section V.
REMARKS ON THE SOLVABILITY
With stable transfer functions without common zeros on jzj = 1, the right hand side of the polynomial spectral factorization (3.3) is positive on jzj = 1. A stable (q ?1 ) and a scale factor r, which satisfy this equation, thus exist. E cient algorithms for polynomial spectral factorization can be found in 10] and 37]. While Diophantine equations in general have an in nite number of solutions, equations arising from linear quadratic design problems mostly have one unique solution. This is a consequence of two requirements.
1. Filter causality requires Q 1 to be a polynomial only in q ?1 . 2. Optimality restricts L to be a polynomial only in q. If powers of q ?1 were allowed in L in (3.6), the integrand of (3.4) would have poles at the origin, resulting in a non{vanishing integral.
For polynomial equations with these properties, the following result can be established. 
The use of (4.3) and (4.4) in (4.5) gives (4.2). If the left{hand side of (4.2) is < 1, the solution is non{unique. If it is > 1, no solution exists. 2
Je zek 42] has studied the special case nb1 = na2 = 0 of equation (4.1). Note that, regardless of the solvability, we are forced to choose the degrees nx, ny according to (4.4),(4.3). The structure of the equation determines the degrees uniquely. Non{ solvability of (4.1) could occur for two di erent reasons:
1 In 
MULTIVARIABLE ESTIMATION
In this section, multivariable systems will be described by means of fractions of polynomial matrices (MFD's). The methodology presented in Section II is exempli ed by two estimation problems. In Subsection B, a prediction, ltering or smoothing problem is discussed. The signal and noise models are expressed in \common denominator"{form. This problem is considered for pedagogical reasons, because of its simplicity. The lter case (m = 0) has been derived previously e.g. by Roberts and Newmann 15], using the method of \completing the squares". In Subsection C, a more di cult problem is solved: the derivation of design equations for a general deconvolution estimator. This is a multivariable generalization of a problem discussed in 18].
Some de nitions and some concepts from the theory of multivariable linear systems will be needed. We begin by introducing these prerequisites below.
A. Preliminaries A polynomial matrix P(q ?1 ) is a matrix with all elements being polynomials in the backward shift operator. Alternatively, it can be expressed as a matrix polynomial P(q ?1 ) = P o + P 1 q ?1 + : : : + P np q ?np where P j are constant matrices. Let P (q) denote the complex conjugate transpose of P(q ?1 ). The i; j{th polynomial element of P is then simply the conjugate (de ned in Section III) of the j; i{th element of P. With the degree of P(q ?1 ), denoted deg P or np, we mean the highest degree occurring in any element of P.
(In other words, P np 6 = 0). With rankP (z ?1 ) = r, we mean the normal rank; rankP (z ?1 ) = r for almost all z. If P(q ?1 ) is square and has full rank, it is nonsingular, and the inverse P(q ?1 ) ?1 exists. In general, the inverse will be a rational matrix. 
B. Estimation of signals in coloured noise
Assume a signal fs(t)g and noisy measurement fy(t)g, both with p elements, to be stationary stochastic vector{sequences described by s(t) = A ?1 Be(t) ( 
5.1) y(t) = s(t) + A ?1 Cv(t) :
Here, (A; B; C) are polynomial matrices in the backward shift{operator q ?1 , of dimensions pjp, pjk and pjr, respectively. The matrix A is a common left denominator (not necessarily the least one) of the signal and noise models; A and B C] need not be left coprime. The white noises fe(t)g and fv(t)g are zero mean and mutually independent vector{sequences. They have covariance matrices 0 and 0 of dimensions kjk and rjr, respectively. Let the matrices (A; B; C; ; ) be known. Given data up to time t + m, we seek the optimal estimator s(tjt + m) = F(q ?1 )y(t + m) (5.2) of the signal s(t), such that the criterion (2.2) is minimized. See Figure 3 . Note that we include singular ltering problems, which are di cult to handle with Kalman ltering algorithms. The noise covariance matrix need not be strictly positive de nite. We make the following assumptions. Assumption 1. The polynomial matrix A(q ?1 ) is stable, with A o nonsingular. Assumption 2. The spectral density matrix, y (e j! ), is nonsingular for all !. 5 The spectral density matrix is given by y (e j! ) = A ?1 (B B + C C )A ?1 .
Following the scheme in Section II, we de ne the left spectral factorization DD = B B + C C : ( A multivariable estimation problem. The vector sequence ff(t)g = fs(t)g is to be estimated from measurements fy(t)g, up to time t + m.
Let "(t) = s(t)?ŝ(tjt+m) and n(t) = G(q ?1 )y(t+m), where G(q ?1 ) is an arbitrary, stable, causal and rational pjp{matrix. The rst mixed term in (2. (27) X is undetermined, cf 10]. Since Y is required to be a polynomial matrix in q ?1 , while L is required to be a polynomial matrix in q, X = 0 is the only choice. We conclude that the solution to (5.7) is unique.
C. A generalized deconvolution problem
We will now consider a more complicated problem. In many areas, it is of interest to estimate the input to a linear system, or a ltered version of it. See, for example Figure 4 . The quadratic estimation error (2.2) is to be minimized. In this generalized deconvolution problem, the lter T ?1 S, with T and S of dimensions`j`and`js, represents additional dynamics in the problem description Assumption 2: The spectral density matrix, y (e j! ), is nonsingular for all !.
. Figure 4 . The generalized deconvolution problem. The vector sequence ff(t)g is to be estimated from the measurements fy(t)g, up to time t + m.
Compared to Subsection V.B, it is here slightly more di cult to express the spectral density matrix, y , using a polynomial matrix spectral factorization. 7 
Theorem 1
Let the system and input models be described by (5.11) . Introduce the coprime factorizations (5.13), (5.18) An alternative to introducing frequency weighting T ?1 S as in Figure 4 , is to use f(t) = u(t) and a weighted criterion J w = trE(T ?1 S"(t))(T ?1 S"(t)) . In such problems, the polynomial matrix S must be square (s =`) and stable, with S o nonsingular. By simple loop transformations, it is easily veri ed that all design equations then remain unchanged, except the lter expression (5.19) 6 A NUMERICAL EXAMPLE
The numerical feasibility of the polynomial equations approach will now be illustrated. Consider the estimation problem discussed in Section V.B, in the ltering case m = 0, with p = 2 measurements, r = 2 disturbance sources and one signal source (k = 1). Let The matrix equations (6.6a) and (6.6b) constitute a system of eight scalar equations in eight unknowns. Solving (6.6a) and (6.6b) for element (1, 1) and ( Obviously, the estimator is stable and causal. It is interesting to note that both of the measurements are utilized in the estimation of each signal.
Remark on numerical algorithms. 
CONCLUSIONS
We have presented a simple methodology for obtaining design equations for predictors, lters and xed lag smoothers. The minimal estimation error should be orthogonal to any admissible variation of the estimate. Evaluation of the orthogonality in the frequency domain, by cancelling stable poles by zeros, is the main idea behind the method. In contrast to the classical Wiener formulation, the estimators are explicitly parametrized in terms of rational transfer functions.
In scalar estimation problems, the design equations consist of a polynomial spectral factorization and one linear Diophantine equation. The spectral factorization represents the calculation of a whitening lter. The Diophantine equation constitutes a linear system of simultaneous equations. It can be seen as a convenient way to perform a partial fraction expansion, to calculate the causal part of a realizable Wiener lter.
In multi{signal estimation problems, signal and noise{models are expressed by polynomial matrix fractions. The orthogonality requirement is ful lled by elementwise cancellation of stable poles by zeros. The collective ful llment of these relations de ne polynomial matrix equations. Only a few lines of calculation will usually be needed to obtain these equations, a major advantage with the suggested methodology. The di cult task of performing spectral factorization of rational matrices is avoided, in the polynomial equations approach. Instead, spectral factorization of polynomial matrices are utilized, sometimes in combination with coprime factorizations. Furthermore, a bilateral Diophantine equation has to be solved. E cient numerical procedures exist for these operations.
Expanding the integrand, J 1 becomes a sum of four terms This derivation should be compared to steps 2. and 3. in the derivation in Section III.
B THE CLASSICAL WIENER SOLUTION, IN
A POLYNOMIAL SYSTEMS FRAMEWORK Wiener lters are designed by rst whitening the measurements and then using the cross spectral density, fw , between desired response and whitened mesurement. See, for example, 2]{ 6]. For the problem depicted in Figure 1 The expression (B.1) is simple. While explicit in terms of factored components of fw , it is however not explicit in terms of polynomial coe cients of rational transfer functions of the signal and noise models. It is not, as it stands, parametrized by a nite number of parameters. The polynomial systems framework is of help here.
In the scalar example discussed in Section III, the whitening lter is the inverse of the innovations model (3.2). Since v(t) and e(t) are mutually independent and the measurement is y(t + m), we obtain, with f(t) = s(t), This is precisely the linear polynomial equation (3.6 
