Abstract. This article presents a generic filtering scheme, based on the graph description of global constraints. This description is defined by a network of binary constraints and a list of elementary graph properties: each solution of the global constraint corresponds to a subgraph of the initial network, retaining only the satisfied binary constraints, and which fulfills all the graph properties. The graphbased filtering identifies the arcs of the network that belong or not to the solution subgraphs. The objective is to build, besides a catalog of global constraints, also a list of systematic filtering rules based on a limited set of graph properties. We illustrate this principle on some common graph properties and provide computational experiments of the effective filtering on the group constraint.
Introduction
The global constraint catalog [3] provides the description of hundreds of global constraints in terms of graph properties: The solutions of a global constraint are identified to the subgraphs of one initial digraph sharing several graph properties. Existing graph properties use a small set of graph parameters such as the number of vertices, or arcs, or the number of connected components(cc).The most common graph parameters were considered in [6] . It showed how to estimate, from the initial digraph, the lower and upper values of a parameter in the possible solution subgraphs. Those bounds supply necessary conditions of feasibility for almost any global constraint.
This article goes one step further by introducing systematic filtering rules for those global constraints. The initial digraph describing a global constraint is indeed a network of constraints on pairs of variables. To each complete instantiation of the variables corresponds a final subgraph obtained by removing from the initial digraph all the arcs (i.e., the binary constraints) that are not satisfied. Since solution(s) of the global constraint correspond to final subgraphs fulfilling a given set of graph properties, filtering consists in identifying and dropping elements of the initial digraph that do not belong to such subgraphs, or to force those elements that belong to any solution subgraphs.
A first way to achieve this identification might be to use shaving [11] . That is, fix the status of an arc or a vertex, and check if it leads to a contradiction. Since this is very costly in practice, we present in this article another way to proceed. The filtering rules proposed thereafter apply whenever a graph parameter is set to one of its bounds.
Last, the global constraints can be partitioned wrt. the class that their associated final digraphs belongs to. Taking into account a given graph class leads to a better estimation of the graph parameter bounds and then a more effective filtering.
The article is organized as follows: Section 2 recalls the graph-based description of global constraints and introduces a corresponding reformulation. Section 3 sets up a list of notations in order to formalize the systematic graph-based filtering. Section 4 presents the filtering rules related to the bounds of some graph parameters. Section 5 shows how the graph-based filtering relates to existing ad-hoc filtering for some global constraints. Section 6 illustrates how refining the filtering according to a given graph class and provides computational results on the group constraint, which belongs to the path with loops graph class.
Graph-based Description of Global Constraints

Graph-based Description
Let C(V 1 , . . . , V p , x 1 , . . . , x n ) be a global constraint with domain variables 3 V 1 , . . . , V p , and domain or set variables 4 x 1 , . . . , x n . When it exists, a graph-based description of C is given by one (or several) network(s) G R = (X, E R ) of binary constraints over X = {x 1 , . . . , x n } in association with a set GP R = {P l op l V l | l = 1, . . . , p} of graph properties and, optionally, a graph class c R , where:
-The constraints defining the digraph G R = (X, E R ) share the same semantic (typically it is an equality, an inequality or a disequality). Let x j Rx k denote the socalled arc constraint between the ordered pair of variables (x j , x k ) ∈ E R (or the unary constraint if j = k). -P l op l V l expresses a graph property comparing the value of a graph parameter P l to the value of variable V l . The comparison operator op l is either ≥, ≤, =, or =. Among the most usual graph parameters P l , let NARC denote the number of arcs of a graph, NVERTEX the number of vertices, NCC the number of cc, MIN NCC and MAX NCC the numbers of vertices of the smallest and the largest cc respectively. -c R corresponds to recurring graph classes that show up for different global constraints. For example, we consider graphs in the classes acyclic, symmetric, bipartite.
G R is called the initial digraph. When all variables x are instantiated, the subgraph of G R , obtained by removing all arcs corresponding to unsatisfied constraints x j Rx k as well as all vertices becoming isolated, is called a final digraph (associated to the instantiation) and is denoted by
The relation between C and its graph-based description is stated as follows:
. . , x n is a solution of C iff the final digraph associated to the assignment of x 1 , . . . , x n , satisfies all graph properties P l op l V l in GP R and belongs to the graph class c R .
Example 1. Consider the proper forest(NTREE, VER) constraint introduced in [5] . It receives a domain variable NTREE and a digraph G described by a collection of n vertices VER: each vertex is labelled by an integer between 1 and n and is represented by a set variable whose lower and upper bounds are the sets of the labels of respectively its mandatory neighbors and its mandatory or potential neighbors in G. This constraint partitions the vertices of G into a set of vertex-disjoint proper trees (i.e., trees with at least two vertices each). Part (A) of Figure 1 illustrates such a digraph G, where solid arrows depict mandatory arcs and dashed arrows depict potential arcs. Part (B) of the figure shows a possible solution on this digraph with three proper trees. In the graph-based description of proper forest, the initial digraph corresponds exactly to G and has no loop. Any final digraph G f contains all the mandatory arcs of G and belongs to the symmetric graph class. 5 Moreover G f has to fulfill the following graph properties: NVERTEX = n (since it is a vertex partitioning problem, G f contains all the vertices of G), NARC = 2 · (n − NTREE) (2 since G f is symmetric, and n − NTREE since we have NTREE acyclic connected digraphs) and NCC = NTREE. 
Graph-based Reformulation
Constraint (3) is satisfied when P l is equal to the value of the corresponding parameter P l in G f .
Graph-class constraint (5) is satisfied if G f belongs to the graph class cR.
Example 2. Consider again the proper forest constraint previously introduced. Since its final digraph is symmetric and does not contain isolated vertices, the graph-class constraint (5) is the conjunction of the following constraints: arc jk = arc kj for each arc e jk and vertex j = min(1, 2 · P {k | e jk ∈E R } arc jk ) for each vertex xj in GR.
Filtering domains of variables V and x according to C can be achieved by enforcing alternatively, and for each constraint network G R , the five sets of constraints of this reformulation. Enforcing constraints (1), (2), (4) and (5) is mostly trivial since these constraints are elementary arithmetic constraints. The generic graph-based filtering mainly lies then on maintaining consistency according to constraints (3) , from the arc and vertex variables to the bounds of the graph parameter variables P l , and conversely. In [6] it was presented, for some usual graph parameters, how to estimate their minimal (P l ) and maximal (P l ) values in the final digraphs G f , given the current state of the arcs and vertices of G R . Section 4 shows how in turn, the status of some arcs and vertices can be determined according to a graph parameter variable when it is set to one of its extreme values (i.e. dom(
Hence, the approach relies on identifying the possible final digraphs in G R that minimize or maximize a given graph parameter. Any final digraph contains (resp. does not contain) the arcs and vertices corresponding to arc and vertex variables fixed to 1 (resp. to 0). Since it has no isolated vertices, we assume that the normalization constraints (2) are enforced before estimating a graph parameter. Section 6 shows how refining this estimation when the final digraphs must belong to a given graph class, by also first enforcing constraints (5) .
Since the proposed reformulation allows to model a lot of global constraints for which enforcing AC is known to be impossible (e.g. nvalue) we cannot expect to get AC in general. Even with a complete characterization of all feasible values of a graph parameter and of all corresponding unfeasible arcs (arcs that do not belong to final digraphs satisfying a parameter value), we cannot enforce AC in general because of the inter-dependency of constraints (1) : the arc variables are not independent of each other.
Notations for a Systematic Filtering
As for the graph-based description of any global constraint, we aim at providing a catalog of generic filtering rules related to the bounds of graph parameters. In order to formalize this, we first need to introduce a number of notations.
Let G R be an initial digraph associated to the graph-based description of a global constraint. The current domains of variables arc and vertex of the reformulation correspond to a unique partitioning of the arc and vertex sets of G R , denoted as follows:
whether the corresponding variable vertex j or arc jk is fixed to 1, fixed to 0 or yet unfixed (with domain {0, 1}). This leads to the partitioning of the vertex set of G R into X T∪ X F∪ X U and to the partitioning of the edge set of
For two distinct elements Q and R in {T, U, F }, let X QR denote the vertex subset X Q∪ X R , and E QR denote the arc subset E Q∪ E R .
Once the normalization constraints are enforced, subgraph (X T , E T ) is well defined and is included in any final digraph. (X T U , E T U ) is also a subgraph of G R , called the intermediate digraph, and any final digraph is derived from this by turning each U -arc and U -vertex into T or F . 6 We aim at identifying the final digraphs in which a graph parameter P reaches its lower value P or its upper value P . An estimated bound is said to be sharp if for any intermediate digraph, there exists at least one final digraph where the parameter takes this value. To estimate these bounds, we deal with different digraphs derived from the intermediate digraph:
Notation 2 For any subsets Q, R and S of {T, U, F }, X Q and X S are vertex subsets and E R is an arc subset of the initial digraph, and: -X Q,R (resp. X Q,¬R ) denotes the set of vertices in X Q that are extremities of at least one arc (resp. no arc) in E R . -X Q,R,S (resp. X Q,R,¬S ) denotes the set of vertices in X Q,R that are linked to at least one vertex (resp. to no vertex) in X S by an arc in E R . -X Q,¬R,S (resp. X Q,¬R,¬S ) denotes the set of vertices in X Q,¬R that are linked to at least one vertex (resp. to no vertex) in X S by an arc in E T U . -E R,Q is the set of arcs in E R that are incident on at least one vertex in X Q . -E R,Q,S is the set of arcs in E R that are incident on one vertex in X Q and on one vertex in X S .
Notation 3 Given a digraph G and subsets X of vertices and E of arcs:
- − → G (X , E) denotes
the induced subgraph of G containing all vertices in X and all arcs of E having their two extremities in
denotes the set of cc of G and cc [cond] (G) denotes the subset of cc that satisfy a given condition cond . 
denotes the cardinality of a minimum hitting set of G.
Filtering from Bounds of Graph Parameters
This section illustrates on the examples of NVERTEX and NCC, how to filter according to a graph-parameter constraint ctr P l (Vertex , Arc, P l ) (Constraint (3) of Proposition 1). Table 1 first recalls the generic formula to estimate the bounds of these two parameters according to the current instantiation of Vertex and Arc. These results were previously given in [6] . All these bounds are sharp. Then we present a reverse filtering when dom(P ) = {P } or dom(P ) = {P }. The next rules allow to determine the status of U -vertices and U -arcs of the intermediate digraph whenever any final digraph must contain exactly the minimal or the maximal number of vertices or of cc.
Graph parameters Bound Graph parameters Bound 
Filtering from NVERTEX
NVERTEX is equal to the current number of T -vertices, |X T |, plus the minimum number of U -vertices that should be turned into T -vertices to avoid isolated T -vertices. This estimation is based on the computation of the cardinality of a minimum hitting set. Since Theorem 1 involves computing the cardinality of a minimum hitting set, which is exponential, we provide a weaker form of Theorem 1.
Corollary 1. If dom(NVERTEX) = {|X T |} then any U -vertex is turned into a F -vertex.
Filtering from NVERTEX NVERTEX corresponds to final digraphs derived
← → G (X T U , E T U ) by turning all U -vertices into T . 
Theorem 2. If dom(NVERTEX) = {NVERTEX} then any U -vertex of
← → G (X T U , E T U ) is turned into a T -vertex.
Filtering from NCC
The minimal number of cc in any final digraph is equal to the number of cc in the intermediate digraph that contain at least one T -vertex.
Theorem 3. If dom(NCC) = {NCC} then 1. Any U -arc or U -vertex of any cc in |cc
[|XT |=0] ( − → G (X T U , E T U ))| is turned into an F -arc or an F -vertex.
Any U -vertex that is an articulation point of ← → G (X T U , E T U ) such that its removal disconnects two T -vertices
8 is turned into a T -vertex.
For any edge e of ← → G (X T U , E T U ) that is a bridge such that its removal disconnects two T -vertices, if a unique U -arc in
− → G (X T U , E T U ) corresponds to e then this U -arc is turned into a T -arc. Figure 3 illustrates Theorem 3 according to the hypothesis that the final digraph should contain no more than one cc. Part (B) represents the undirected graph ← → G (XT U , ET U ), where grey vertices correspond to articulation points and thick lines correspond to bridges. Since − → G (XT U , ET U ) contains one single cc involving T -vertices, the precondition of Theorem 3 holds and we get the following filtering: Since the cc of
Example 5. Part (A) of
, then, from Item 1, U -vertices 4 and 9 as well as U -arcs (4, 4) and (9, 4) are respectively turned into F -vertices and F -arcs. From Item 2, the two U -vertices 7 and 8, which are articulation points of ← → G (XT U , ET U ) belonging to an elementary chain between two T -vertices (3 and 6), are turned into T -vertices. From Item 3, among the 3 bridges of ← → G (XT U , ET U ) belonging to an elementary chain between two T -vertices (3 and 6), (3, 8) and (7, 6 ) are turned into T -arcs since their respective counterparts (8, 3) and (6, 7) do not belong to − → G (XT U , ET U ).
Filtering from NCC
NCC is equal to the current number of cc of
plus the cardinality of a maximum matching
which is the maximum possible number of new cc that could be present in a final digraph stemming from
Then all U -arcs (and U -vertices) that may reduce the number of cc if they would belong to the final digraph have to be turned into F -arcs (and F -vertices).
Theorem 4. If dom(NCC
) = {NCC} then 1. Any U -arc of − → G (X T , E T U ) joining two T -vertices belonging to two distinct cc in cc [|ET |≥1] ( − → G (X T , E T )) is turned into an F -arc.
For any edge in ← → G rem that does not belong to any maximum l-matching of
← → G rem , the corresponding U -arc(s) are turned into F -arcs. 3. Any U -arc e = (u, v) such that u belongs to a cc in cc [|ET |≥1] ( − → G (X T , E T )) and v is saturated in every maximum l-matchings of ← → G rem is turned into an F -arc. 4. Any U -vertex of ← → G rem belonging to all maximum l-matchings of ← → G rem is turned into a T -vertex.
For all edges e belonging to all maximum l-matchings of
corresponds to e then this arc is turned into a T -arc. 6 . Any U -vertex of ← → G rem that does not belong to any maximum l-matching of ← → G rem is turned into an F -vertex. ET ) ) consists of the following two cc, respectively corresponding to the sets of vertices {2, 3} and {4, 5, 6}. Part (B) illustrates the corresponding undirected graph ← → G rem , where thick lines correspond to a maximum l-matching of cardinality 4, and grey vertices are vertices that are saturated in all maximum l-matchings.
of Theorem 4 holds, Items 1, 2 and 3 respectively turn the U -arcs of {(4, 3)}, of {(9, 7), (9, 10), (10, 9)} and of {(4, 8), (7, 5) } into F -arcs. Item 4 turns the U -vertices {8, 13} into T -vertices. Finally, Item 5 turns the U -arcs { (7, 8) , (9, 9)} into T -arcs. Table 2 provides complexity results for the triggering conditions as well as for each item of the theorems that were previously introduced. Most of these items correspond directly to an existing graph problem that we mention in the third column of the table. The complexity stated for each item of a theorem assumes that the corresponding triggering condition was already computed: for instance, assuming that a maximum cardinality matching was already computed, identifying vertices that are saturated in every maximum cardinality matching is linear in the number of edges of the graph [5] . Table 2 . Complexity of each theorem. m and n respectively denote the number of arcs and the number of vertices in the intermediate digraph.
Complexity Results
Quite often the final digraph of a global constraint has a regular structure inherited from the initial digraph or stemming from some property of the arc constraint. This translates as extra elementary constraints, the graph-class constraints (5), in the graphbased reformulation of the global constraint. Enforcing these constraints before evaluating the graph parameter bounds in the intermediate digraph allows to refine the bound formula of Table 1 and the bound-based filtering (Section 4), both in terms of sharpness and of algorithmic complexity. This section illustrates this principle on the path with loops graph class for the four graph parameters NVERTEX, NCC, MIN NCC, and MAX NCC. The filtering is then experimentally evaluated on the example of the group constraint, which belongs to the path with loops graph class and which involves these four parameters in its graph-based description.
The path with loops Graph Class
The path with loops graph class groups together global constraints with the following graph-based description:
-The initial digraph uses the PATH and the LOOP arc generators. It consists of a sequence of vertices X = {x 1 , . . . , x n } with one arc (x j , x j+1 ) ∈ E R , j ∈ {1, . . . , n − 1}, for each pair of consecutive vertices, and one loop (x j , x j ) ∈ E R , j ∈ {1, . . . , n}, on each vertex (see Part (A) of Figure 5 ). -In any final digraph, each remaining vertex has its loop and two consecutive vertices remain linked by an arc (see Part (B) of Figure 5 ). These conditions correspond to the following graph-class constraints in the reformulation of Proposition 1:
Among the global constraints belonging to the path with loops graph class, the catalog mentions for example group [8] and stretch [13] . Such constraints enforce sequences of variables to satisfy given patterns. Let xi, xi+1, . . . , xj (1 ≤ i ≤ j ≤ n) be consecutive variables of the sequence VARIABLES such that all the following conditions simultaneously apply: (1) all variables xi, . . . , xj take their value in the set of values VALUES, (2) either i = 1, or xi−1 does not take a value in VALUES, (3) either j = n, or xj+1 does not take a value in VALUES. We call such a set of variables a group. The constraint group is fulfilled if all the following conditions hold: (i) there are exactly NGROUP groups of variables, (ii) MIN SIZE and MAX SIZE are the number of variables of the smallest and largest groups, (iii) MIN DIST and MAX DIST are the minimum and maximum number of variables between two consecutive groups or between one border and one group, (iv) NVAL is the number of variables taking their value in the set VALUES.
For instance, group(2, 2, 4, 1, 2, 6, 0, 0, 1, 3, 0, 2, 2, 2, 3 , {1, 2, 3}) holds since the sequence 0, 0, 1, 3, 0, 2, 2, 2, 3 contains 2 groups 1, 3 and 2, 2, 2, 3 of nonzero values of size 2 and 4, 2 groups 0, 0 and 0 of zeros, and 6 nonzero values. The graph-based description of the group constraint uses two graph constraints which respectively mention the graph properties NCC = NGROUP, MIN NCC = MIN SIZE, MAX NCC = MAX SIZE, NVERTEX = NVAL and MIN NCC = MIN DIST, MAX NCC = MAX DIST. Figure 5 depicts the initial digraph as well as the two final digraphs associated to the two graph constraints of the example given for the group constraint. 
Bounds and Filtering for the path with loops Graph Class
The path with loops properties highlight well the interest of specializing the parameter bound formula and the filtering rules. Firstly, in this context, the path structure of the considered digraphs naturally makes the different algorithms polynomial. The status of vertices and arcs can be determined and fixed during filtering in linear time by just following the path from vertex x 1 to vertex x n . Secondly, some general bounds are not sharp anymore in this context because of the additional graph-class constraints. Refining those bounds then leads to a more accurate filtering. Consider for example bound NVERTEX = |X T U |. In the general case, there exists a final digraph with a number of vertices equal to |X T U | because all U -vertices in the intermediate digraph can be turned into T -vertices. Since constraints (7) forbid two U -vertices linked by an F -arc to both be turned into T -vertices, bound NVERTEX can be refined in the path with loops context to |X T U | − i∈cc(
⌋. This means that in any subpaths made of U -vertices and F -arcs, only one vertex out of two may belong to a final digraph maximizing NVERTEX. Lastly, the graph-class constraints allow to simplify some bounds that are sharp both in the general and the path with loops contexts. For example, general bound NVERTEX = |X T | + h( ← → G ((X T,¬T,¬T , X U,¬T,T ), E U,T )) remains sharp for the path with loops graph class. Yet here, X T,¬T,¬T is empty since constraints (6) enforce each T -vertex to be an extremity of at least one T -arc (its loop). Hence, the formula can be simplified to NVERTEX = |X T | by removing the term involving the computation of the cardinal of a minimum hitting set. The same arguments hold for the three other graph parameters involved in the description of the group constraint. Table 3 10 summarizes the bounds of these graph parameters in the path with loops graph class. Note that all these bounds can be evaluated in 10 By convention in these formulas, a maximum value over the empty set is zero. In the formula for MIN NCC, ǫ = 1 if there exist two adjacent (linked by an F -arc) cc of minimum size in We derived similar filtering rules corresponding to the bounds of Table 3 . Details can be found in [1] . Note that they can be implemented in O(m) by iterating once through the m variables of the initial digraph.
Performance
In order to evaluate the effectiveness of graph-based filtering, we performed two experiments, generating random instances of the group constraint. VARIABLES was chosen as a sequence of n domain variables ranging over [0, 1] , and VALUES as the singleton set {1}. A constraint instance was generated by setting the initial domain of each domain variable to a randomly chosen interval. Furthermore, with 10% probability, each variable in VARIABLES was randomly fixed. The experiments compare the effect of graph-based filtering with the approach of constructing an automaton for each graph characteristic and by reformulating that automaton as a conjunction of constraints as described in [2] . We call this approach automata-based filtering. For both methods, graph invariants, providing auxiliary constraints [4] , were also posted.
In the first experiment, we computed the number of labeling choices made during search for all solutions for n = 10. In the second experiment, we computed the number of labeling choices made during search for the first solution for n = 20. We chose to count labeling choices as opposed to measuring runtime, as a fair runtime comparison would require a more polished implementation of graph-based filtering than we currently have. Note however that all filtering rules run in O(n) time. The results are presented in two scatter plots in Figure 7 . Each point represents a random instance, its X (resp. Y) coordinate corresponding to automata-based (resp. graph-based) filtering. Feasible and infeasible instances are distinguished in the plots.
From these experiments, we observe that most of the time, but not always, the graphbased method dominates the automata-based one. One would expect domination, as the graph method reasons about arc variables in addition to vertex variables. The graph method is currently limited by our approach to only apply the filtering when a graph parameter reaches one of its bounds. We observe no significant difference between the patterns for feasible vs. infeasible instances.
Conclusion
This article provided a first generic filtering scheme stemming from lower and upper bounds for common graph parameters used in the graph-based reformulation of global constraints. Moreover, it shows how we could retrieve most parts of an existing specialized filtering algorithm solely from the graph-based description. Our experiments on the example of the path with loops graph class point to an enhancement of the approach: filtering before a graph parameter reaches one of its bounds. 
