The problem of locating point-like targets beyond the classical resolution limit is revisited. Although time-reversal MUltiple SIgnal Classification (MUSIC) is known for its super-resolution ability in localization of point scatterers, in the presence of noise this super-resolution property will easily break down. In this paper a phase-coherent version of time-reversal MUSIC is proposed, which can overcome this fundamental limit. The algorithm has been tested employing synthetic multiple scattering data based on the Foldy-Lax model, as well as experimental ultrasound data acquired in a water tank. Using a limited frequency band, it was demonstrated that the phase-coherent MUSIC algorithm has the potential of giving significantly better resolved scatterer locations than standard time-reversal MUSIC.
I. INTRODUCTION
Detection and localization of scatterers has been an important research topic within array signal processing for the past three decades. 1 The algorithms developed over these years have progressed from the conventional (or Bartlett) beamformer 1,2 via techniques with a better resolution power (e.g., Capon beamformer, also known as minimum variance distortionless response 1 and the minimum norm technique of Reddi 3 ) toward super-resolution techniques like the multiple signal classification (MUSIC) algorithm. 1, 4 This latter method has gained considerable attention from the sonar and radar communities for its super-resolution capability of determining the direction of arrivals from multiple signal sources.
Time-reversal MUSIC represents a modification of the classical MUSIC algorithm, 4 which makes it feasible to super-resolve closely separated point scatterers in a possibly non-uniform background medium. [5] [6] [7] The basic idea of the technique depends on the ability to decompose the monochromatic response matrix of the experiment into orthogonal signal and noise (nil) subspaces based on singular value decomposition (SVD). Unlike classical MUSIC employed within passive remote sensing type of signal processing, 1, 4 there is no inherent assumption made in time-reversal MUSIC about uncorrelated signals. Hence, time-reversal MUSIC can be used to locate point scatterers in the case of correlated sources. 8 The technique has also been tested in the case of multiple scattering data based on the Foldy-Lax approximation, 9, 10 showing its capability of resolving targets separated by fractions of a wavelength. 6 However, the underlying theory assumes a relatively high signal-to-noise ratio and most simulations provided in the literature assume a noise-free case. 5, 9 In the case of noisy data, time-reversal MUSIC will get easily distorted unless a rather idealized acquisition geometry is applied. 11 An analytical description has been introduced discussing the effect of noise on the singular values of the array-response matrix. 12 The corresponding effect on the pseudo-spectrum of time-reversal MUSIC has also been addressed for smaller amounts of noise. 11 In this paper the term super-resolution is used to characterize any method with a resolving power beyond the diffraction limit. For a finite aperture, this limit is quantitatively described by the Rayleigh criteria, which for an ideal system approach the classical half wavelength limit. This is different from some literature where super-resolution is associated with the resolution of point-scatterers (features) at subwavelength scale only.
The work presented here introduces a modified version of the time-reversal MUSIC algorithm, which demonstrates phase-coherent properties. The idea is to construct an a) Author to whom correspondence should be addressed. Also at Department of Geosciences, Univ. alternative pseudo-spectrum operator with an expected value equal to that of the noise-free case for each frequency considered. Moreover, use of mixed-array (i.e., both source and receiver side) projection matrices ensures that phase variations due to noise are preserved. By adding the pseudospectra over a given frequency band, random phase variations caused by noise are averaged out. This paper is organized as follows. First, the fundamental principles behind any subspace type of algorithm are presented. Next, the standard (or incoherent) version of the time-reversal MUSIC algorithm is introduced and the extension to its phase coherent version is accounted for. The validity of the basics behind phase-coherent (PC) MUSIC is verified through Monte Carlo type simulations as well as by the use of multiple-scattering data generated based on the Foldy-Lax model. Finally, PC-MUSIC, time-reversal MUSIC, and Kirchhoff migration are applied to experimental radio-frequency (RF) ultrasound data, demonstrating the superiority of the new technique to give super-resolution images of pointlike scatterers.
II. PROBLEM FORMULATION
This section presents the governing signal model used to define the basic problem of point scattering. The fundamental theoretical concepts behind (incoherent) time-reversal MUSIC are presented followed by an extension to a phasecoherent formulation tailored to handle the noisy case.
A. Data model including noise
Consider separate or coincident source-receiver arrays with N s and N r representing respectively the total number of sources and receivers (cf. Figure 1) . Each source generates a time-varying wavefield, which propagates through the known background medium with D embedded point scatterers. It is further assumed that a temporal Fourier transform has been applied to the transient data. Let the monochromatic signal vector s(x) (dimension N s Â 1) represent the transmitted signal from the source array. Introduce now the complex transfer N r Â N s matrix,K(x), as follows (x representing the angular frequency):
where K(x) is the noise-free response matrix and N(x) represents the noise matrix. The monochromatic data associated with this multi-source multi-receiver experiment can now be written formally as
where r(x) represents the data measured at the receiver array.
The noise-corrupted system matrix,K x ð Þ, can be further written on its SVD-form as 11, 13 
where the superscript H means complex-conjugated transposed and the subscripts sig and \ represent the signal and noise subspaces, respectively. In the noise-free case, Eq. (3) simplifies to 7, 11 In the same way, the quantities R \ , U \ , and V \ represent the counterparts of R sig , U sig , and V sig , associated to the noise subspace. We finally have the orthonormality properties, namely,
which express the fact that the signal and noise (nil) subspaces are orthogonal. Moreover,
and
which mean the singular vectors are normalized. Note that we can recast Eq. (4) in the form 
A multi-source experiment, where each source is fired at separate times, generates incoherent signals associated with the scatterers. This is due to the fact that each source corresponds to a different location, resulting in varying phases for each of the scattered signals. In addition, the structure of the response-matrix, K(x) (orK(x)) depends on the actual type of acquisition geometry. In the case of moving arrays like in seismic or ground penetrating radar (GPR) this matrix will be partially filled, while for fixed-array ultrasound acquisitions the matrix will be completely filled.
B. Incoherent time-reversal MUSIC algorithm
Assume now a noise-free experiment, which implies that Eq. (4) is a valid representation. Further assume that the scatterers are fully resolved (e.g., ideal array point-spread functions with respect to both source and receiver side), which mathematically can be stated as the conditions
where g H 0s x i ; x ð Þ and g H 0r x i ; x ð Þ represent monochromatic background Green's function (column) vectors with respect to the source and receiver arrays that focus at a point scatterer located at the position x i , and x is the arbitrary test scatterer location. For well-resolved targets satisfying Eqs. (9a) and (9b), an SVD of K(x) results in signal subspace singular functions that are normalized versions of the Green's function vectors associated with the scatterers. 5, 11 Thus, mathematically the left-and right-singular matrices, U sig (x) and V sig (x), in Eq. (4) take the forms
where the superscript * denotes a complex conjugate. The singular vectors output from an SVD analysis of a complexvalued matrix system will be non-unique by an arbitrary phase. 11, 14 The phase angles in Eqs. (10) represent symbolically this non-uniqueness. Note, however, that the arbitrary phase for the corresponding left-and right-singular vectors are the same.
By using the orthogonality between the signal and noise (nil) subspaces, a signal-subspace based MUSIC pseudospectrum operator can be constructed as 6, 7, 15 
which will peak at the true target locations. In Eq. (11), A r and A s represent the receiver and source normalized time-reversal operators
in which
are the signal subspace projection matrices with respect to receiver and source side, respectively. In the literature, the signal-space based MUSIC pseudo-spectrum as given by Eq. (11) is referred to as time-reversal MUSIC. 7 It is to be observed that the same terminology has also been used for a nil-space based MUSIC algorithm. 5 The reason is that the SVD formulation transforms the passive target detection problem into that of an active (secondary) source problem associated with each scatterer. 5, 14, 16 Time-reversal is an important concept that has been analyzed in detail in the literature (see, e.g., Ref. 7) . A short summary of that concept and its main properties is provided in Appendix A.
It is to be noted that the operators A r (x, x) and A s (x, x) give magnitude values only. In a noise-free case both should ideally be one at the location of the scatterer(s). If the data are corrupted with noise the MUSIC pseudo-spectrum in Eq. (11) takes the form
with the operation of time-reversal now being distorted by noise and calculated according to the formulas
In the original time-reversal works, 5-7 the issue of noise was not discussed in detail. In the presence of noise, the distinction between the signal and nil subspaces is no longer perfectly defined. Hence, the two subspaces will start to mix and the sharp border defined by the singular values will now be replaced by a smooth transition zone. The effect of noise on nil-subspace based time-reversal MUSIC has been previously analyzed employing a linearized perturbation theory. 11 Applying a similar approach here, gives the following expected values of the time-reversal operations in Eqs. (15) [cf. Eqs. (B11), (B13), and (B14) in Appendix B]
where
are the receiver and source projection matrices of the nilsubspace (noise-free case). Moreover, r 2 is the variance of the noise (assuming a variance of r 2 /2 of both real and imaginary parts of the noise matrix N) and
It follows directly from Eqs. (17) that, at each scatterer location, the expected values of the time-reversal operations will be the same as for the noise-free case (unit value and no phase). This implies also that the (noise) time-reversal MUSIC operator in Eq. (14) will have the same expectation value as in the noise-free case at each scatterer location (within a linearized noise model). This will apply for every frequency considered. For a given frequency band, Dx, the multi-frequency equivalent of Eqs. (14) and (17) can be introduced (N x representing the number of discrete frequencies available), namely,
However, these quantities contain no phase information. Hence, in the case of noise, they will not coherently add at the scatterer locations. To illustrate the sensitivity of incoherent time-reversal MUSIC to noise, a synthetic data example involving four point scatterers was considered (cf. Figure 2 , where dimensions are given in terms of the center wavelength). Non-coincident source and receiver arrays were employed, both of them consisting of 15 elements (half center wavelength sampling). Controlled data were generated employing a zero-phase Ricker wavelet with a center frequency of 20 Hz. The background velocity model was assumed homogenous with a velocity of 2000 m/s. To include possible interactions between the scatterers (especially the two closest ones) a Foldy-Lax type of model was used to generate the scattered data. White noise was added to the data having a variance of 10% of the rms-amplitude of the corresponding signal in time domain. In this analysis a frequency band between 15 and 25 Hz was selected, falling symmetrically around the center frequency. The maximum frequency of 25 Hz was chosen so that the Rayleigh spatial resolution limit, Dl, was violated in the case of the two closest scatterers. This resolution limit was calculated according to the formula
where k is the wavelength, D is the aperture or length of the array, and L is the distance to the target object. migration type of algorithm (e.g., Kirchhoff prestack migration with no weights applied). The final results obtained are shown in Fig. 3 for the center frequency (left) and from using the band between 15 and 25 Hz (right). It can easily be seen that the two nearby scatterers are not resolved as expected. The size of the image in Fig. 3 is defined by the solid line rectangle superimposed in Fig. 2 . The same image dimension will be used in the simulations to follow. Around each scatterer location in Fig. 3 a circle representing the classical resolution limit of half a wavelength has been introduced. These circles are used in the subsequent analysis to verify if the spot sizes of the imaged locations are smaller or larger than this classical limit. After this preliminary analysis we are now in a position to test out the time-reversal part of the incoherent MUSIC algorithm. Time-reversal of the singular functions according to Eq. (15) at the center frequency of 20 Hz gave the results shown in Fig. 4 top left and right (source and receiver array side, respectively). Figure 4 bottom left and right show the corresponding results obtained using a band of frequencies between 15 and 25 Hz. As in Fig. 3 , circles with radii of half the wavelength (computed for the maximum frequency of 25 Hz) overlay each scatterer location. For a single frequency it can be clearly seen from Fig. 4 that time-reversal resolves the scatterers poorly. Using a band of frequencies (cf. Fig. 4 bottom left and right), due to the lack of phase-coherency, the time-reversal image shows essentially no improvement and the two nearby scatterers are not resolved at all. Repeated computation of the source and receiver side time-reversal operators over the frequency-band followed by the computation of the MUSIC pseudo-spectrum [cf. Eq. (21)] is denoted incoherent time-reversal MUSIC by analogy with the classical incoherent MUSIC. 17 As in the case of time-reversal, this approach will not satisfy the phase-coherency condition in general needed for a noisy case, because as magnitudes only are involved, the noise-level can be significantly enhanced. Figure 5 top left and right images show the result of employing this procedure with the same noise-corrupted data as in the previous example. After applying a band of frequencies (cf. Fig. 5 top right) , the MUSIC pseudo-spectrum is still not able to locate the scatterers well and the noise level has also increased compared to the single frequency result (cf. Fig. 5 top left) . The above series of observations motivates the development of a phase-coherent (PC) version of time-reversal MUSIC, as described in the next section.
C. Phase-coherent (PC) MUSIC
A mixed-array time-reversal formulation has been introduced earlier in the literature, 14 which preserves the phase and therefore can add coherently over a band of frequencies. We adapt this idea and introduce the normalized mixed-array time-reversal operation, replacing the ones in Eqs. (15) (noise-case):
where we have denoted
As shown in Appendix B [cf. Eqs. (B11) and (B15)], the expected value of the noisy projection matrix is the same as its noise-free counterpart, namely,
As a consequence,
The question is now if an improved resolution can be obtained by using a MUSIC type of approach. By analogy with Eq. (14), we now introduce the PC-MUSIC operator (noise assumed),
and for a band of frequencies (Dx) the PC-MUSIC pseudospectrum can be generalized as
wherẽ
Due to the phase-condition in Eq. (27), it also follows directly that
Hence, the PC-MUSIC pseudo-spectrum will have expected values equal to that of the noise-free case at each scatterer location. More precisely: the expected phase should be zero at the same locations (for a single frequency or a band of frequencies). We carried out a simple test to verify the noise model governed by Eq. (28). Once again the acquisition geometry was according to the one given in Fig. 2 . The only difference was that the four original scatterers were replaced by a single scatterer placed at [0, À20 k]. The PC-MUSIC pseudo-spectrum was computed at the center frequency using Eq. (28). The computation was repeated 81 times and each time white noise was added to the signal before SVD (variance of noise about 10% of rmsamplitude of signal in time-domain). For each computation the phase of the pseudo-spectrum at the exact scatterer location was extracted. Figure 6 top shows how this phase varies in a random manner for this ensemble of experiments. In addition, the individual pseudo-spectra were added together and the phase of this PC-MUSIC operator was calculated again at the scatterer point (shown as a solid curve in Fig. 6 top) . As expected, the phase of the PC-MUSIC operator is now close to zero at the target location [as predicted from Eqs. (27) and (28)].
The time-reversal part of the PC-MUSIC operator in Eq. (29) has the phase-coherency property sought after.
14 It is therefore likely to expect that PC-MUSIC also shows the same property. More specifically, its pseudo-spectrum should have a phase close to zero at each scatterer location after frequency summation. This is also supported by the results obtained in Fig. 6 top. Because the random phase behavior observed in this figure will occur for every available frequency, the phase variation with frequency will consequently also vary randomly at the location of a scatterer. To verify this assumption we repeated the previous experiment except with one change: Instead of varying the number of experiments for a fixed frequency we varied the frequency by scanning through the defined band (same as before). For each individual frequency the phase of the pseudo-spectrum was computed at the target location. Finally, each pseudo-spectrum was added based on Eq. (29) to demonstrate the inherent phase-coherency characteristic. The results are summarized in Fig. 6 bottom. It can easily be seen that the phase is close to zero (solid curve) after frequency-summation.
After having carefully analyzed the characteristics of the proposed PC-MUSIC operator, it is time to compare its performance with that of incoherent time-reversal MUSIC. Figure 7 represents the equivalence of the previous results given in Fig. 5 . It can easily be seen that phase-coherent MUSIC gives a super-resolved image of all scatterers (cf. Figure 7 right ). In addition, we can observe that each location spot size is smaller than the classical resolution limit. For completeness the result obtained using a single (center) frequency is shown in Fig. 7 left. As expected, a single frequency is, in general, not sufficient and a coherent summation over a band is needed. 
III. EXPERIMENTAL ULTRASOUND DATA RESULTS
The performance of the phase-coherent MUSIC algorithm in Eq. (29) was investigated employing water-tank RF data. 18 The experimental setup included an 18.5 mm long linear transceiver array consisting of 96 source-receiver elements and 2 wire targets (cf. Figure 8 left) that can be considered as point-like scatteres in the plane of insonification. The transducers were driven at a frequency of 4 MHz and the received signals were sampled at a frequency of 20 MHz. In order to demonstrate the super-resolution (i.e., beyond the classical diffraction limit) properties of PC-MUSIC, we reduced the number of array elements in use to simulate a subset of separate source and receiver arrays with 41 elements each. (cf. Figure 8 right) . The targets were placed approximately 46 mm away from the transducers (with a slight tilt and a shift to the right) and separated by slightly less than 2 mm (cf. Figure 8 right). The Rayleigh spatial resolution limit for a 41 element array with each element separated by half a wavelength of 0.375 mm (computed for a maximum frequency of 4 MHz) is about 2.2 mm. This distance exceeds the actual separation between the two scatterers. Consequently, conventional imaging algorithms like Kirchhoff migration will not be able to resolve the two scatterers given a maximum frequency limit of 4 MHz.
As a result of experimental noise the separation between the signal and noise subspaces is not ideal. However, for the frequency band considered in this experiment (3.7 MHz to 4.0 MHz) two dominating singular values still exist, as shown in Fig. 9 . Note that the singular values get smaller with increasing frequency. This is caused by the instrument response having a center frequency of 3.5 MHz, not corrected for here.
In the following, PC-MUSIC was compared with standard (phase-incoherent) time-reversal MUSIC as well as Kirchhoff migration. The results obtained for a single frequency of 4 MHz (corresponding to the center frequency) are shown in Fig. 10 . For both types of MUSIC methods the results are not of super-resolution quality and Kirchhoff migration could not resolve the two scatterers.
Next, the idea of adding over the available frequency band between 3.7 and 4.0 MHz is tested out (cf. Figure 11 resolve the two scatterers because they are separated above the Rayleigh spatial resolution limit, and (iii) the best resolution can be observed for phase-coherent MUSIC, which provides a super-resolution result of the two scatterers demonstrating that experimental noise can be handled well by this improved technique.
IV. CONCLUDING REMARKS
A modified MUSIC algorithm has been introduced, which enables a phase-coherency property to be introduced in the standard-type time-reversal MUSIC algorithm. In this way the effect of random noise can be averaged by considering a band of frequencies. The feasibility of such an approach is supported by the fact that the expected value of the MUSIC pseudo-spectrum in the case of random noise is identical to that of the noise-free case (at least within a linearized noise analysis). The validity of this noise model is verified through Monte Carlo simulations.
The phase-coherent MUSIC algorithm proposed in this paper has been tested employing experimental ultrasound data acquired in a water tank. The target consisted of two thin wires, which in the plane of insonification could be regarded as two point scatterers. Using the frequency band of the experimental data it was demonstrated that the new PC-MUSIC algorithm has the potential of giving significantly better resolved scatterers than both standard time-reversal MUSIC and prestack migration (Kirchhoff type). Future work with this algorithm will include investigating its possible extension to the case of non-point like target objects. ACKNOWLEDGMENTS E. Asgedom has been funded by a Ph.D. grant from the University of Oslo and the Norwegian Science Foundation. Part of this work was carried out while he was visiting State University of Campinas. The authors are also thankful to two anonymous reviewers for many helpful comments to improve the manuscript.
APPENDIX A: THE TIME-REVERSAL CONCEPT
In this appendix we provide a brief summary of the concept of time-reversal, which plays a crucial role in the work presented in the main text. Without loss of generality, our discussion of the time-reversal process will be focused on the so-called two-transceiver array situation. In that case, the experimental setup is still the one shown in Fig. 1 , however both the source and receiver arrays act as transceiver arrays. For simplicity, we also assume a noise-free case. Two different time-reversal experiments can be carried out. In the first, signals are transmitted from array 1 and measured at array 2 (subscripts indicate array number)
Time-reversal of measurement, r 2 (x), and detection at transceiver array 1 satisfies, by definition,
in which the superscript T denotes matrix transpose and the superscript * represents complex conjugation, which corresponds to time-reversal in the frequency domain. Substitution of Eq. (A1) into Eq. (A2) and taking complex conjugates on both sides, yields
The matrix T 1 (x) ¼ K H (x)K(x) is now the time-reversal operator 5, 16 with respect to transceiver array 1. Correspondingly, by considering the alternative experiment where signals are emitted from array 2, time-reversed, and then measured at receiver array 1 gives the following relationship
where the matrix
is the time-reversal operator 16 with respect to transceiver array 2. Specializing to the original problem, where transceiver array 1 represents the source array and transceiver array 2 is the receiver array, it is straightforward to show that 
where R 2 sig ¼ R sig R sig , in which R sig is the signal-subspace eigenvalue matrix defined in Eq. (4) . Hence, the source-side projection vectors correspond to the eigenvectors of the time-reversal operator T 1 . Correspondingly, the receiverside projection vectors correspond to the eigenvectors of the time-reversal operator T 2 . where t sig , i (k) represents the k-th element of the vector t sig,i , t
