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performance even in very high dimensional feature spaces
provided that the sample eigenvalues fall sufﬁciently quickly.
In this sense the results give a dimension independent bound
on the performance of kernel PCA.
The second question that motivated the research reported in
this paper is the relation between the eigenvalues of the Gram
matrix and those of the underlying process. For a given kernel
function and density p(x) on a space X, we can also write
down the eigenfunction problem
Z
X
·(x;y)p(x)Ái(x) dx = ¸iÁi(y): (1)
Note that the eigenfunctions are orthonormal with respect to
p(x), i.e. Z
X
Ái(x)p(x)Áj(x)dx = ±ij:
Let the eigenvalues of the underlying process be ordered so
that ¸1 ¸ ¸2 ¸ :::. This continuous eigenproblem can be
approximated in the following way. Let fxi: i = 1;:::;mg
be a sample drawn according to p(x). Then
Z
X
·(x;y)p(x)Ái(x)dx '
1
m
m X
k=1
·(xk;y)Ái(xk) (2)
As pointed out in [9], the standard numerical method (see,
e.g., [10], chapter 3) for approximating the eigenfunctions and
eigenvalues of equation (1) is to use a numerical approxima-
tion such as equation (2) to estimate the integral, and then plug
in y = xj for j = 1;:::;m to obtain a matrix eigenproblem
m X
k=1
·(xk;xj)Ái(xk) = ^ ¸iÁi(xj):
Thus we see that ¹i
def
= 1
m
^ ¸i is an obvious estimator for the
ith eigenvalue of the continuous problem. The theory of the
numerical solution of eigenvalue problems ([10], Theorem 3.4)
shows that for a ﬁxed k, ¹k will converge to ¸k in the limit
as m ! 1.
For the case that X is one dimensional and p(x) is Gaussian
and ·(x;y) = exp¡b(x ¡ y)2 (the RBF kernel with length-
scale b¡1=2), there are analytic results for the eigenvalues and
eigenfunctions of equation (1) as given in section 4 of [11]. To
compare the process eigenvalues with empirical eigenvalues
1000 samples of size m = 100 were used, with parameters
b = 3 and p(x) » N(0;1=4). The 1000 repetitions were used
to characterize the variability of the empirical eigenvalues. For
this case we can therefore compare the values of ¹i with the
corresponding ¸i, as shown in Figure 1(a). Figure 1(b) plots
the difference between the average (over 1000 samples) of the
partial sum of the ﬁrst i empirical eigenvalues against the same
partial sum of the process eigenvalues. These two plots show
that for i = 1 the average empirical eigenvalue overestimates
¸1, but that for i > 1 the converse is true. Figure 1(b) also
shows that the empirical partial sum initially overestimates
the process partial sum, but that this gradually declines. One
of the results of this paper will be bounds on the degree of
overestimation for these partial sums in a fully general setting.
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Fig. 1. (a) A plot of the log eigenvalue against the index of the eigenvalue.
The straight line is the theoretical relationship. The centre point (marked with
a star) in the error bar is the log of the average value of ¹k. The upper and
lower ends of the error bars are the 97.5% and 2.5% centiles of of log(¹k)
respectively taken over 1000 repetitions. (b) A plot of the difference between
the average of
Pi
j=1 ¹j and
Pi
j=1 ¸j against i.
Koltchinskii and Gine [12] discuss a number of results in-
cluding rates of convergence of the ¹-spectrum to the ¸-
spectrum. The measure they use compares the whole spectrum
rather than individual eigenvalues or subsets of eigenvalues.
They also do not deal with the estimation problem for PCA
residuals.
Johnstone [13] studies the distribution of the largest eigenvalue
of the Gram matrix of a set of vectors whose components
are independent Gaussians, though his is also an asymptotic
analysis as the dimension of the feature space and the number
of vectors tends to inﬁnity at a ﬁxed ratio greater than 1.
In an earlier version of this paper, [14] discussed the con-
centration of spectral properties of Gram matrices and of the
residuals of ﬁxed projections. However, these results gave
deviation bounds on the sampling variability of ¹i with respect
to E[¹i], but did not address the relationship of ¹i to ¸i or
the estimation problem of the residual of PCA on new data.
In order to state our main results consider a general probability
space X and a measurable feature mapping Ã
Ã : x 2 X 7¡! Ã(x) 2 F
to a real Hilbert space F. We assume a probability measure p
on the space X. Note that this implies a distribution on F via
the measurable feature map Ã. We will assume throughout5
It follows that fq(v);¸ is an eigenvector, eigenvalue pair for
Cq. Furthermore, we have
kfq(v)k2 =
Z
X
Z
X
v(x)v(z)·(x;z)dq(x)dq(z)
= ¸
Z
X
v(z)2dq(z) = ¸kvk2
q;
in the norm determined by the distribution q. Similarly it is
easily veriﬁed that if u;¸ is an eigenvector, eigenvalue pair
for Cq the function
g(u)(¢) = hÃ(¢);ui
is an eigenfunction for Kq with eigenvalue ¸ and
kg(u)k2
q = ¸kuk2:
Furthermore, we have that
g(fq(v)) = Kq(v) and fq(g(u)) = Cq(u):
It follows from this analysis that the two operators have the
same non-zero eigenvalues and there is a 1-1 correspondence
between the corresponding eigenvectors, eigenfunctions given
by the functions f and g.
If we consider the case where q is the empirical distribution,
that is the uniform distribution on a ﬁxed m-sample S, we
will see that this analysis forms the basis of kernel PCA. If
we choose q to be the empirical distribution uniform on a ﬁxed
sample S, we will denote the operators Cq and Kq by CS and
KS respectively.
If ui;¸i are the i-th normalised eigenvector, eigenvalue pair
of the operator CS in the feature space, this corresponds to the
i-th eigenvector of the correlation matrix
C(S) =
1
m
m X
i=1
Ã(xi)Ã(xi)0:
The PCA projection of an input x onto ui is given by
hÃ(x);uii = ¸
¡1=2
i hÃ(x);fq(vi)i
= ¸
¡1=2
i m¡1
m X
j=1
vi(xj)·(xj;x);
where vi(¢);¸i are the corresponding eigenfunction, eigen-
value pair of the operator Kq. This equation forms the basis
of kernel PCA, since it implies that the projection of a new
point into the space spanned by the i-th eigenvector can be
computed as
Pui(Ã(x)) =
0
@^ ¸
¡1=2
i
m X
j=1
vij·(x;xj)
1
Aui;
where (vij)m
j=1, ^ ¸i are the i-th eigenvector and eigenvalue of
the kernel matrix K(S).
Now consider the ﬁrst eigenvalue of the operator Kq for gen-
eral distribution q. By Theorem C and the above observations
we have
¸1(Kq) = max
06=v2F
hCq(v);vi
hv;vi
= max
06=v2F
1
kvk2
Z
X
hÃ(x);vi2dq(x)
= max
06=v2F
Eq
£
kPv(Ã(x))k2¤
= Eq
£
kÃ(x)k2¤
¡ min
06=v2F
Eq
£
kP?
v (Ã(x))k2¤
;
where Eq denotes expectation with respect to q, since
kÃ(x)k2 = kPv(Ã(x))k2 + kP?
v (Ã(x))k2. It follows that
the ﬁrst eigenvector is characterised as the direction for which
the expected square of the residual is minimal.
Applying the same line of reasoning to the ﬁrst equality of
Theorem C, delivers the following equality
¸k(Kq) = max
dim(V )=k;V µF
min
06=v2V
Eq
£
kPv(Ã(x))k2¤
: (3)
Notice that this characterisation implies that if uk is the k-th
eigenvector of Cq, then
¸k(Kq) = Eq
£
kPuk(Ã(x))k2¤
; (4)
which in turn implies that if Vk is the space spanned by the
ﬁrst k eigenvectors, then
k X
i=1
¸i(Kq) = Eq
£
kPVk(Ã(x))k2¤
= Eq
£
kÃ(x)k2¤
¡ Eq
£
kP?
Vk(Ã(x))k2¤
:(5)
It readily follows by induction over the dimension of V that
we can equally characterise the sum of the ﬁrst k and last
m ¡ k eigenvalues by
k X
i=1
¸i(Kq) = max
dim(V )=k
Eq
£
kPV (Ã(x))k2¤
= Eq
£
kÃ(x)k2¤
¡ min
dim(V )=k
Eq
£
kP?
V (Ã(x))k2¤
; (6)
1 X
i=k+1
¸i(Kq) = Eq
£
kÃ(x)k2¤
¡
k X
i=1
¸i(Kq) (7)
= min
dim(V )=k
Eq
£
kP?
V (Ã(x))k2¤
: (8)
Hence, as for the case when k = 1, the subspace spanned by
the ﬁrst k eigenvalues is characterised as that for which the
sum of the squares of the residuals is minimal.
In the case that q is the empirical distribution the results
correspond to the matrix form of the residual result, namely
that projecting into the eigenspaces corresponding to the
largest eigenvalues minimises the average squared residual.
If we take q to be the data generating distribution p, the result
describes the fact that the eigenvectors of the operator Cp
characterise the subspaces of F capturing the largest expected
squared residual:
¸k(K) = max
dim(V )=k
min
06=v2V
E[kPv(Ã(x))k2]; (9)