An optimal locating-dominating set in the infinite triangular grid  by Honkala, Iiro
Discrete Mathematics 306 (2006) 2670–2681
www.elsevier.com/locate/disc
An optimal locating-dominating set in the inﬁnite triangular grid
Iiro Honkala
Department of Mathematics, University of Turku, 20014 Turku, Finland
Received 6 April 2004; received in revised form 2 March 2006; accepted 18 April 2006
Available online 8 August 2006
Abstract
Assume that G = (V ,E) is an undirected graph, and C ⊆ V . For every v ∈ V , we denote by I (v) the set of all elements of
C that are within distance one from v. If all the sets I (v) for v ∈ V \C are non-empty, and pairwise different, then C is called a
locating-dominating set. The smallest possible density of a locating-dominating set in the inﬁnite triangular grid is shown to be 1357 .
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
Assume that G = (V ,E) is an undirected graph with vertex set V and edge set E. A subset C ⊆ V is called a code
in G, and its elements are called codewords.
The graphic distance between two vertices is the number of edges on any shortest path between them. The graphic
distance between vertices u and v is denoted by d(u, v). If d(u, v)1, we say that u covers v (and vice versa).
For all v ∈ V we denote
I (v) = {c ∈ C : d(c, v)1}.
This is called the I-set of v. If we denote by Br(v) the ball of radius r and centre v with respect to the graphic distance,
then I (v) = C ∩ B1(v).
Deﬁnition 1. A code C in the graph G = (V ,E) is called a locating-dominating set if all the sets I (v) for v ∈ V \C
are non-empty, and, moreover, no two of them are the same set.
For many results on locating-dominating sets, see, e.g., the book Haynes et al. [7]; and the papers [1,2,5,6,12–15].
The vertex set of the inﬁnite triangular grid T is V = {v(i, j) | i, j ∈ Z}, where
v(i, j) = i(1, 0) + j
(
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Fig. 1. An optimal locating-dominating set with density 1357 .
and two vertices are adjacent if their Euclidean distance is 1. Denote by Tn the set of vertices v(i, j) with |i|n and
|j |n. The density of a code C in T is deﬁned to be
D(C) = lim sup
n→∞
|C ∩ Tn|
|Tn| .
It is not difﬁcult to check that the code given in Fig. 1 is a locating-dominating set in the inﬁnite triangular grid. It
is obtained as a doubly periodic tiling: the tile is shown in the ﬁgure. The tile consists of 57 vertices, of which 13 are
codewords, and the density of the resulting code is therefore 1357 . The purpose of this paper is to prove that it is optimal,
i.e., the density of every locating-dominating set in the inﬁnite triangular grid is at least 1357 .
From now on we assume that C is a locating-dominating set in T.
Denote
Ci = {c ∈ C : |I (c)| = i},
and
C j =
⋃
i j
Ci .
Following Slater [15] we deﬁne the share of a codeword c ∈ C—which we denote by s(c)—by the formula
s(c) =
∑
v∈B1(c)
1
|I (v)| .
Deﬁnition 2. A codeword c is called perfect if its share is 92 .
One immediately veriﬁes that 92 is the largest possible share a codeword can have, and that if c is perfect, then c ∈ C1
and apart from rotation, the neighbourhood around c must be as the neighbourhood around the vertex e5 in Fig. 2. If
c is not perfect, then s(c) 133 . From now on, in all the ﬁgures the black dots denote codewords, and the open circles
denote non-codewords. We often highlight a vertex by circling it (cf. Fig. 3).
A lot of work has been done with a closely related problem, namely identifying codes, which were deﬁned in [11];
see, e.g., [3,4,8–10], and their references. They can be applied in the maintenance of multiprocessor architectures.
Deﬁnition 3. A code C in a graph G is identifying if all the sets I (v) for v ∈ V are non-empty and no two of them are
the same set.
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Fig. 2. A perfect codeword.
Fig. 3. Rules 1a and 1b.
Trivially, an identifying code is a locating-dominating set. The converse is not true: it is easy to verify (see [11]) that
in the inﬁnite triangular grid the smallest possible density of an identifying code equals 14 .
2. The proof
Assume that C is a locating-dominating set in the inﬁnite triangular grid.
If it were true that s(c) 5713 for all c ∈ C, then it would easily follow that the density of C is at least 1357 (cf. the
proof of Theorem 1). Anyway, one immediately checks that the only codewords c for which s(c)> 5713 are the perfect
codewords (for which s(c) = 5713 + 326 ). In order to perform an averaging, we construct a voting scheme, in which
non-perfect codewords give votes to perfect codewords according to a small number of carefully designed voting rules.
For all c ∈ C we denote
c = 5713 − s(c). (1)
If c is not a perfect codeword, then c will be an upper bound on the number of votes given by c.
If c ∈ C—without loss of generality c is the vertex e5—and a is a codeword neighbour of c, we deﬁne the set Ac(a)
as follows: if we rotate the ﬁgure labelled Rule 1b (Fig. 3) in such a way that a coincides with the other black dot,
then the resulting set of 16 squared vertices is denoted by Ac(a). Denote by Ac the union of Ac(a) over all codeword
neighbours a of c, and by #c the number of perfect codewords in Ac.
Rule 1a: If c ∈ C2 is the vertex e5, and (possibly up to rotation) the neighbourhood around c looks like in the
ﬁgure labelled Rule 1a (Fig. 3), and the squared and doubly squared codewords are perfect, then c gives each of
the squared codewords 326 vote and both of the doubly squared codewords
7
78 vote.
Rule 1b: If c ∈ C2 is not as described in Rule 1a, and #c > 0, then c gives min{c/#c, 739 } votes to every perfect
codeword in Ac.
In our voting scheme we know that c can afford to give c votes in all, and there are some cases in which Rules 1a
and 1b do not use all of them. We only need to consider the following two simple cases:
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Fig. 4. Rules 2a and 2b.
Fig. 5. Two constellations.
Rule 2a: If c ∈ C2, and #c3, and according to Rule 1b the codeword c gives t votes in all, then c divides the
“remaining” c − t votes equally between the perfect codewords in the set {g7, i3}—assuming that we have
rotated the ﬁgure labelled Rule 2a (Fig. 4) so that c coincides with e5 and its unique codeword neighbour with
the other black dot.
Rule 2b: If c ∈ C3, s(c)3, and the two codeword neighbours of c are adjacent, and c gives t votes in all
according to Rule 1b, then c gives the “remaining” c − t votes to the vertex g7 if it is a perfect codeword—again
assuming that we have rotated the ﬁgure labelled Rule 2b (Fig. 4) so that c coincides with e5 and its two codeword
neighbours with the other two black dots.
In the proof of Lemma 1 we shall see that in both cases indeed c − t > 0.
Notice that in the ﬁgure illustrating Rule 2b there are no squares in c7 and g3—simply because neither of them can
be a perfect codeword any more.
In fact, we almost never need to refer to Rules 1a, 1b, 2a and 2b directly. Instead, the following lemma will almost
always sufﬁce.
Lemma 1. Assume that c ∈ C2. Then according to Rules 1a, 1b, 2a, and 2b, the codeword c gives at most c votes
in all. If we have rotated the ﬁgure labelled Rule 1b so that e5 coincides with c and the black dot with a codeword
neighbour of c, then each of the squared vertices that is a perfect codeword gets at least 326 vote from c, except the
right-most squares on the top and bottom rows which anyway get at least 778 vote.
Proof. We begin by proving the second claim.
We say that the vertices a1, a2, b1 and b2 together (or any four vertices obtained from them by using translations
and rotations) form a diamond. A diamond can contain at most one perfect codeword.
Assume ﬁrst that c ∈ C3. Consider the left-hand side ﬁgure of Fig. 5, for which we have rotated the ﬁgure labelled
Rule 1b in all possible ways and collected all the 42 resulting squares. One readily checks that it is possible to choose
12 diamonds so that they together contain all the squares, and that therefore #c12. Consequently, if s(c)3, then all
the squares that get votes, get at least 326 vote, because in this case, by (1), c 1813 and c/#c 326 .
Certainly, if c is e5, and both d5 and f5 are codewords, then s(c)3. In particular, if c ∈ C5, we are done. If
c ∈ C4, c has two codeword neighbours on the opposite sides, and we are done; or (apart from rotations) its codeword
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Fig. 6. A constellation.
neighbours are either d5, e6 and f4, or they are d5, e4, f4. In the former case again s(c)3; in the latter, s(c) 196 and
#c7, because in the right-hand side ﬁgure in Fig. 5 it is easy to choose seven diamonds so that they together contain
all the squares (the vertices b6, c4, c5, c7, g2, g3, g5, and h3 have been left out, because they cannot be perfect), and
again the claim holds.
Assume then that c ∈ C3. Apart from rotations, there are three possibilities. If c is e5 and its codeword neighbours
are d5 and f5, then we are already done. If c is as in the ﬁgure illustrating Rule 2b, it is easy to choose six diamonds
which together contain the squares, excluding the double square, and s(c) 72 , and hence c/#c
3
26 . Assume then
that c is e5 and its two codeword neighbours are d5 and f4. From Fig. 6 we see that #c7 and that #c6 if e7 is not
a codeword. Because s(c) 113 , and, moreover, s(c)
19
6 if e7 is a codeword, each square in the ﬁgure that gets votes,
gets at least 326 vote.
The case c ∈ C2 remains. Without loss of generality, c is the vertex e5 and d5 is its unique codeword neighbour. It
is easy to choose ﬁve diamonds that contain all the squares in the right-hand side ﬁgure of Fig. 3, and therefore #c5.
Clearly, s(c) 236 , and if #c4, each square that is a perfect codeword gets at least
3
26 vote; so assume that #c = 5.
Then each of the lines labelled by 1, 3, 5, 7, and 9 must contain one perfect codeword (otherwise four diamonds would
sufﬁce). The perfect codeword on line 5 is either g5 or h5. Assume ﬁrst that it is g5. Then g3 or i3 is a codeword (see
Fig. 2), and hence h3 cannot be the perfect codeword on line 3, and so g3 must be. Similarly, e7 must be the perfect
codeword on line 7. Then s(c) 103 , and we are done. Assume second that the perfect codeword on line 5 is h5. Then
h3 and f7 must be codewords (because f5 is not), and so h3 and f7 must be perfect codewords; and in the same way,
h1 and d9 must be perfect codewords. But now we are in the special case described in Rule 1a, and we are again done.
This completes the proof of the second claim.
To prove the ﬁrst claim it simply sufﬁces to check that in the special case described in Rule 1a and the two cases
described in Rules 2a and 2b the number of votes given is at most c. In the special case described in Rule 1a we have
c 4378 and 3 · 326 + 2 · 778 = 4178 . In the case described in Rule 2a, c − t 4378 − 3 · 739 > 0; in the case described in
Rule 2b we have already seen that #c6, and therefore c − t 1813 − 6 · 739 > 0. 
We next describe how the non-perfect codewords in C1 vote.
Rule 3: Assume that c ∈ C1 is the point e5 and that the constellation around c is as in the left-hand side ﬁgure of
Fig. 7 (possibly after rotation). Then c gives votes as follows:
(i) If both e3 and c7 are codewords, then h5 gets 739 vote if h5 is a perfect codeword.
(ii) If e3 is in C, but c7 is not, then h5 gets 326 vote if h5 is a perfect codeword, and f7 gets 439 vote if f7 is a
perfect codeword. If, moreover, d4 is a codeword and h5 is a perfect codeword, then h5 gets 739 vote instead.
(iii) If e3 is not in C, but c7 is, then h5 gets 326 vote if h5 is a perfect codeword, and h3 gets 439 vote if h3 is a
perfect codeword. If moreover, c6 is a codeword and h5 is a perfect codeword, then h5 gets 739 vote instead.
(iv) If neither e3 nor c7 are codewords, then h5 gets 739 vote if h5 is a perfect codeword, and f7 gets 439 vote if f7
is a perfect codeword, and h3 gets 439 vote if h3 is a perfect codeword.
Because I (e4) = I (f4), we know that above at least one of the points e3 and d4 is in the code. Similarly, at least
one of the points c6 and c7 is in the code.
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Fig. 7. Rules 3 and 4.
Fig. 8. Rule 5 and the deﬁnition of a bad point.
Rule 4: Assume that c ∈ C1 is the point e5 and that the constellation around c is as in the right-hand side ﬁgure of
Fig. 7 (possibly after rotation). Then c gives 739 vote to each perfect codeword among the squared vertices.
Rule 5: Assume that c ∈ C1, but the neighbourhood around c is neither as in Rule 3 nor as in Rule 4, and c is
the point e5. If c is not perfect, then c divides its c votes equally to the perfect codewords among the squared
vertices in the left-hand side ﬁgure in Fig. 8.
Lemma 2. Every codeword c with c > 0 gives at most c votes.
Proof. By Lemma 1, we already know this for c ∈ C2. The situation of Rule 5 is also clear, so it sufﬁces to check
the situations described in Rules 3 and 4, which is straightforward. 
Deﬁnition 4. A point is bad if the neighbourhood around it is (possibly up to rotation) as the neighbourhood around
e5 in the right-hand side ﬁgure in Fig. 8.
In particular, a bad point is always a non-codeword.
Lemma 3. Assume that c is the vertex e5, and that c is a perfect codeword and the unique vertex at Euclidean distance
2 from c that is not in the code is c5. If c does not get at least 326 vote, then the neighbourhood around c is as in
Constellation 1 in Fig. 9 or in the constellation obtained by reﬂecting Constellation 1 in the line labelled by 5.
Proof. By the assumption, the codewords at distance two from c are c7, e7, g5, g3 and e3, and c5 is not a codeword.
By deﬁnition, c6, d7, f6, g4, f3 and d4 are all non-codewords. We can furthermore assume that none of the points b7,
b8, c8, d8, e8, f7, g6, h5, h4, h3, h2, g2, f2, e2, d3 is in the code; otherwise Lemma 1 guarantees that e5 gets at least
3
26 vote. So, we have Constellation 2 (see Fig. 9).
Step 1: There is at least one codeword that covers c5. Assume ﬁrst that b5 is a codeword. If b6 is in the code, then
e5 gets at least 326 vote from b6 by Lemma 1; if c4 is in the code, then e5 gets at least
3
26 vote from c4 by Lemma 1; so
assume that neither b6 nor c4 is in the code. We can then assume that none of the points a6, a5 and b4 is in the code;
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Fig. 9. Constellations 1 and 2.
otherwise Lemma 1 guarantees that e5 gets at least 326 vote. Now, I (b6) = I (c5)= {b5} implies that a7 must be in the
code. Similarly, c3 must be in the code. Rule 3 now implies that e5 gets at least 326 vote.
Hence we can assume instead that b5 is not in the code. By symmetry, we can assume that c4 is in the code (and
b6 may or may not be in the code). We can furthermore assume that neither b4 nor c3 is in the code (otherwise we
are again done by Lemma 1). Because I (d4) = I (d3), we know that d2 is in the code. Moreover, we can assume that
neither f1 nor g1 is in the code: otherwise, s(e3) 236 , and consequently e5 gets more than
3
26 vote from e3 by Rule 5.
We now have two possibilities: either b6 is in the code or not. Assume ﬁrst that it is. Then we can also assume that
a6 is not in the code (otherwise e5 gets at least 326 vote from b6). Then I (c5) = I (b5) implies that a5 is in the code.
But then Rule 4 (applied to c4) guarantees that e5 gets at least 326 vote.
Assume therefore that b6 is not in the code. Because I (b5) = I (c5), at least one of the points a5 and a6 is in the
code.
Assume ﬁrst that a5 is in the code. If also a6 is in the code, then by Lemma 1, a6 gives e5 at least 778 vote, and,
moreover, e3 gives e5 at least 139 vote by Rule 5, so together e5 gets at least
3
26 vote; so assume that a6 is not in the
code. Rule 3 guarantees that e5 gets at least 439 vote from c4, and e5 also gets at least
1
39 vote from e3, and we are
done.
Assume therefore that a5 is not in the code. Because I (b5) = I (c5), we know that a6 must be in the code. If also a7
is in the code, we are done by Lemma 1; so assume that a7 is not in the code. Because I (b7) = I (c6), we know that
a8 is in the code. If now a9 is in the code, then a8 gives at least 778 vote to e5, and e5 gets at least
1
39 vote from e3, and
we are done; so assume that a9 is not in the code. Because I (b8) = I (b7), we know that b9 is in the code. If now c9
is in the code, then c9 gives e5 at least 326 vote by Lemma 1, and we are done; so we can assume that c9 is not in the
code. We have now reached Constellation 3.
Step 2:We prove that e7 must be perfect. Assume to the contrary that e7 is not perfect. This implies in particular that
e7 239 .
If g3 is not perfect, then c7 and e3 each give at least 239 vote to e5 by Rule 5, and e7 gives at least
1
78 vote to e5 by
Rule 5 (because e7 is not perfect, it divides its votes to at most four perfect codewords), and we are done; so assume
that g3 is perfect. In particular, i3 is a codeword.
Assume that g5 is not perfect. Then e7 divides its votes to at most two perfect codewords (otherwise it would itself
be perfect, contrary to our assumption), and hence gives e5 at least 139 vote by Rule 5.We also know that e5 gets at least
1
39 vote from e3, and at least
2
39 vote from c7. Finally, g5 gives at least
1
78 vote to e5: either because it divides its votes
to at most four perfect codewords, or because it divides its votes to ﬁve perfect codewords and s(g5) = 4. Anyway, e5
gets at least 326 vote in all, and we are done. So assume that g5 is perfect.
Now e3 gives e5 at least 139 vote, and c7 gives e5 at least
2
39 vote.
Assume ﬁrst that the unique non-codeword at Euclidean distance two from g5 is i5 (and that g7 is a codeword). If f8
is a codeword, g7 gives at least 326 vote to e5 by Lemma 1; so assume that f8 is not a codeword. Because I (d8) = I (e8),
we know that e9 is in the code. Because e7 is not perfect, d9 is in the code, and then d9 gives e5 at least 778 vote by
Lemma 1. Together with the votes from e3 and c7 this is enough.
Assume second that the unique non-codeword at Euclidean distance two from g5 is g7 (and that i5 is a codeword).
If e9 is in the code, then at least one of the points d9 and f8 is in the code (otherwise I (d8) = I (f7)), and then d9 or f8
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Fig. 10. Constellations 3 and 4.
gives at least 778 vote to e5 by Lemma 1, and we are done; so assume that e9 is not in the code. Then d9 is in the code
(because I (e8) = I (f7)) and likewise f8 is in the code (because I (d8) = I (e8)). Now s(e7) = 236 and e7 divides its
votes to two perfect codewords, and we are done.
So, we have proved that e7 must be perfect. In particular, since c9 is not in the code, we know that e9 and g7 are in
the code, and neither d9 nor f8 are in the code.
Step 3: We now have Constellation 4 (see Fig. 10). If h6 is in the code, then g7 gives e5 at least 326 vote; so assume
that h6 is not in the code.
In this step we prove that g3 must be perfect. Assume that it is not.
Assume ﬁrst that g5 is not perfect either. Then e5 gets at least 239 vote from e3, at least
1
39 vote from c7, at least
1
39 vote from g3 (which cannot divide its votes to more than two perfect codewords without itself being perfect), and
ﬁnally at least 178 vote from g5 (either because it divides its votes among at most four perfect codewords, or divides
them among ﬁve but its share is 4), all by Rule 5. All in all, e5 gets at least 326 vote.
Assume therefore that g5 is perfect. Anyway e5 gets at least 239 vote from e3, and at least
1
39 vote from c7.
Assume ﬁrst that the unique non-codeword at Euclidean distance 2 from g5 is i5 (and that i3 is in the code). If i2 is
in the code, i3 gives e5 at least 326 vote; so assume that i2 is not in the code. Because I (g2) = I (h2), we know that i1
is in the code. We have assumed that g3 is not perfect, so h1 must also be in the code. But then h1 gives e5 at least 778
vote by Lemma 1. All in all, e5 again gets at least 326 vote.
Assume ﬁnally that the unique non-codeword at Euclidean distance two from g5 is i3. Then at least one of the points
h1 and i2 is in the code (otherwise I (g2)= I (h3)). If i1 is in the code, then at least one of the points h1 and i2 gives e5
at least 778 vote, and we are done. So assume that i1 is not in the code. Then h1 is in the code (because I (h2) = I (h3))
and i2 is in the code (because I (g2) = I (h2)). Now s(g3)= 236 , and g3 divides its votes among two perfect codewords
by Rule 5, and we are again done.
So, we have proved that g3 must be perfect.
Step 4: Because g3 is perfect and g1 is not in the code, we know that i1 and i3 are codewords, and h1 and i2 are
non-codewords. If i4 is in the code, then i3 gives e5 at least 326 vote; so assume that i4 is not in the code. So, we have
Constellation 1 except that i5 could still be a codeword. If i5 is a codeword, then s(g5) = 4, and g5 gives at least 578
vote to e5. Moreover, e3 and c7 each give at least 139 vote to e5 by Rule 5. All in all, e5 gets at least
3
26 vote. 
Deﬁnition 5. A perfect codeword c is special if (up to rotation) the neighbourhood around it is as in Fig. 11, where c
is the point e5. Then the point g5 is also special, and we say that g5 is the associate of e5 (and e5 is the associate of g5).
Clearly, the associate of a special point is well-deﬁned, and the special points come in pairs.
Lemma 4. Assume that c is a perfect codeword and gets fewer than 326 vote. Assume furthermore that there are no bad
points within graphic distance 4 from c. Then c is special, and c and its associate together get at least 2 · 326 vote.
Proof. From the previous lemma, we already know that c must be special, and (up to rotation) we can assume that
c = e5 is as in Constellation 1 or in the constellation obtained by reﬂecting it in the line labelled by 5. In both cases e3
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Fig. 11. Deﬁnition of a special codeword.
Fig. 12. Constellations 5 and 6.
and c7 each give at least 139 vote to e5. Moreover, in both cases c is as the point e5 in Constellation 5 (up to rotation,
see Fig. 12).
It sufﬁces to prove that any point with the same neighbourhood (up to rotation) as the point g5 in Constellation 5
gets at least 739 vote.
Case 1: Assume ﬁrst that j5 is a codeword.
We ﬁrst prove that we can assume that i6 (and by symmetry j4) is not in the code. Assume to the contrary that i6 is
in the code. Then g5 gets at least 326 vote from i6. If any of the points h7, g8, f9 is a codeword, then g5 gets at least
3
26
vote more from g7 or e9; so assume that h7, g8 and f9 are all non-codewords. If j6 is a codeword, then j5 gives g5 at
least 326 vote more; so assume that j6 is not in the code. If i7 is in the code, then s(i6)3 and in the proof of Lemma 1
we have seen that it divides its votes to at most seven perfect codewords, and therefore g5 gets at least 739 vote from i6;
so assume that i7 is not a codeword. Because I (h6) = I (h7), we know that h8 is in the code. But now s(g7) 236 and
according to Rule 5 it divides its votes to at most three perfect codewords, and hence it gives more than the required
5
78 vote to g5. Hence we can indeed assume that i6 and j4 are both non-codewords.
We next prove that we can assume that j3 (and by symmetry h7) is not in the code. Assume to the contrary that j3 is
in the code. If also j2 is in the code, then i3 and j3 both give at least 326 vote to g5 by Lemma 1; assume therefore that
j2 is not in the code. Then s(i3) 103 , and by Rule 1b the codeword i3 alone gives enough votes to g5. Hence we can
indeed assume that j3 and h7 are non-codewords.
We then prove that we can assume that also j2 (and by symmetry g8) is not in the code. Assume to the contrary that
j2 is in the code. Because I (i5) = I (i6), we know that at least one of the points i7 and j6 is in the code. In particular,
none of the points j5, j6 and k5 are perfect codewords. Because we have assumed that j2 is in the code, s(i3) 236 ,
and #i33, and therefore i3 alone gives g5 enough votes by Rule 1b. Hence we can indeed assume that j2 and g8 are
non-codewords.
Because I (i5) = I (j4), at least one of the points k4 or k3 is in the code (and by a symmetrical argument, at least
one of the points j6 and i7 is in the code). We show that we can assume that k4 is not in the code (and by symmetry
that j6 is not in the code). Assume to the contrary that k4 is in the code. Then j5 gives g5 at least 326 vote by Lemma 1.
If also k3 is in the code, we are done, because then also k3 gives g5 at least 326 vote by Lemma 1; so assume that k3 is
not in the code. Because I (i4) = I (j3), we know that k2 is in the code. If k1 is in the code, then k2 gives at least 778
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Fig. 13. Constellations 7 and 8.
vote to g5, which is enough; so assume that k1 is not in the code. Because I (j3) = I (j2), we know that j1 must then
be in the code. But then i1 gives g5 at least 326 vote by Lemma 1, and we are again done. Hence we can indeed assume
that k4 and j6 are non-codewords, and k3 and i7 are codewords.
We now have Constellation 6. The point k5 cannot be a codeword: otherwise i5 would be bad, which contradicts one
of the assumptions of Lemma 4.
Because I (i6) = I (j6), at least one of the points j7 and k6 must be a codeword. By symmetry, at least one of the
points l4 and l3 must be a codeword. Using Rule 3, we see that j5 gives 739 vote to g5 unless j7 and l4 are codewords
and k6 and l3 are non-codewords (or the other way round, which is a symmetrical case). Now j5 gives 326 vote to g5.
Hence g5 needs to get at least 578 vote from elsewhere. If h8 is in the code, then i7 gives g5 at least
3
26 vote by Lemma
1; so assume that h8 is not in the code. If i8 is a codeword, then i7 gives enough votes to g5 by Rule 2b (as we know
from the proof of Lemma 1 that #i76); so assume that i8 is not a codeword. If f9 is in the code, then e9 gives g5 at
least 326 vote by Lemma 1; so assume that f9 is not in the code. Because I (h6) = I (g8), we know that g9 is in the code.
From the constellation we see that s(i7) 103 and #i73, and therefore i7 gives g5 enough votes by Rule 2a.
Case 2: Assume then that (we have Constellation 5 and) j5 is not a codeword. The point i5 must be covered, and by
symmetry we can assume that j4 is in the code.
Assume ﬁrst that j3 is in the code. If also j2 is in the code, then we are done, because both j3 and i3 give at least 326
vote to g5 by Lemma 1; so assume that j2 is not in the code. Then s(i3) 103 and #i35 so i3 alone gives g5 enough
votes by Rule 1b. Hence we can assume that j3 is not in the code.
If j2 is in the code, then again i3 gives g5 enough votes by Rule 1b; so assume that j2 is not in the code. If k2 is in
the code, then s(i3) 236 and hence i3 gives g5 enough votes by Rule 5, because i3 divides its votes to at most three
perfect codewords; hence we can assume that k2 is not in the code. Because I (i4) = I (j3), we know that k3 is in the
code. Consequently, j4 gives g5 at least 326 vote by Lemma 1. If also k4 is in the code, we are done, because then also
k3 gives g5 at least 326 vote by Lemma 1; so assume that k4 is not in the code. We now have Constellation 7 (Fig. 13).
If any of the points f9, g8 or h7 is in the code, we are done, because then e9 or g7 gives g5 at least 326 vote by Lemma
1; so assume that f9, g8 and h7 are all non-codewords. If i6 is a codeword, then s(j4) 103 and #j43, and j4 gives g5
enough votes by Rule 1b; so assume that i6 is not in the code.
If g9 is not in the code, then I (h6) = I (g8) implies that h8 is in the code, and then I (g8) = I (h7) implies that i7
is in the code, and we are done, because i7 gives g5 at least 326 vote by Lemma 1; so assume that g9 is in the code. If
h8 is in the code, then h8 gives at least 778 vote to g5 by Lemma 1, and we are done; so assume that h8 is not in the
code. Because I (h6) = I (h7), we know that i7 must be in the code. If j6 is in the code, then i7 gives g5 at least 326
vote by Lemma 1, and we are done; so assume that j6 is not in the code. We now have Constellation 8 (Fig. 13). Now
I (i5) = I (j5) implies that k5 is in the code. But then i5 is bad, which is a contradiction; so we have checked all the
possible cases. 
Theorem 1. The density of a locating-dominating set in the inﬁnite triangular grid is at least 1357 .
Proof. Assume that C′ is a locating-dominating set in the inﬁnite triangular grid. Let n5 be ﬁxed, and consider the
set Tn.
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Some of the points in Tn+4 may be bad (cf. Deﬁnition 4).Assume that there is at least one bad point in Tn+4.Without
loss of generality it is the point e5 in the right-hand side ﬁgure of Fig. 8, and the neighbourhood around e5 is as in the
ﬁgure. Remove f5 from the code and take e5 as a codeword. The resulting code is still locating-dominating. Moreover,
one readily checks that every point that was not bad before is not bad now either. Hence we have decreased the number
of bad points in Tn+4 by at least one. We continue in the same way until there are no bad points left in Tn+4. Denote
the resulting locating-dominating code by C.
Clearly, |C′ ∩ Tn+5| = |C ∩ Tn+5|. We get
|C′ ∩ Tn| |C′ ∩ Tn+5| − |Tn+5\Tn|
= |C ∩ Tn+5| − |Tn+5\Tn|
 |C ∩ Tn| − |Tn+5\Tn|
= |C ∩ Tn| − (40n + 120). (2)
Consider now the voting process described above. Recall that no codeword both gives and receives votes. For all
codewords c, deﬁnem(c) as follows: if c gives k votes all in all, letm(c)=k; if c receives k votes all in all, letm(c)=−k.
Consider the sum∑
c∈C∩Tn
(s(c) + m(c)).
Except for the votes received from codewords not in Tn and votes given to codewords not in Tn, the number of votes
given by the codewords in Tn is the same as the number of votes received by the codewords in Tn. From the voting
rules we immediately see that if a codeword gives votes to another, their graphic distance is at most 4. Consequently,
∑
c∈C∩Tn
m(c) − 9
2
|Tn+4\Tn| = −144n − 360, (3)
where 92 |Tn+4\Tn| is an (extremely conservative) upper bound on the total number of votes received by the codewords
in Tn from the codewords not in Tn.
On the other hand, if we consider the sum
∑
c∈C∩Tns(c), then every vertex v ∈ Tn−1 with |I (v)| = i contributes the
summand 1/i to s(c) for all the i codewords c within distance one from v (and these codewords c all belong to Tn).
Hence ∑
c∈C∩Tn
s(c) |Tn−1|
= |Tn| − 8n. (4)
We now use Lemmas 2 and 4 (and Lemma 4 is applicable since there are no bad points in Tn+4). Using them we see
that s(c) + m(c) 5713 whenever c ∈ C ∩ Tn is not a special codeword. If c ∈ Tn and c′ ∈ Tn are special codewords,
and c′ is the associate of c, then Lemma 4 shows that (m(c) + s(c)) + (m(c′) + s(c′))2 · 5713 . Because the associate
of a special point in Tn can be outside of Tn only if the special point itself belongs to Tn\Tn−2, we see that
∑
c∈C∩Tn
(s(c) + m(c)) 57
13
|C ∩ Tn| + |Tn\Tn−2| = 5713 |C ∩ Tn| + (16n − 8). (5)
Using (3)–(5) we now see that
|Tn| − 8n − (144n + 360)
∑
c∈C∩Tn
(s(c) + m(c)) 57
13
|C ∩ Tn| + (16n − 8),
i.e.,
|Tn| − (168n + 352) 5713 |C ∩ Tn|,
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and by (2) we then get
|Tn| − (168n + 352) 5713 (|C′ ∩ Tn| + 40n + 120) 5713 |C′ ∩ Tn| + 176n + 527,
i.e.,
|C′ ∩ Tn|
|Tn| 
13
57
− 13(344n + 879)
57(2n + 1)2 ,
from which we see that the claim is true. 
So we have proved.
Theorem 2. The smallest possible density of a locating-dominating set in the inﬁnite triangular grid is 1357 .
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