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Summary
In just twenty years, the World Wide Web and mobile networks have changed the way
we communicate, the way we search for information we need, and the way we organize
our activities. The opportunities a↵orded by these changes led to the development of
literally millions of applications, including location-based services, which aim to provide
information based on a user’s position. However, the search methods used by such
mobile information services have been criticized, because of the simplistic approach they
employ.
Aim of this dissertation is to o↵er an in-depth study of the concept of relevance
in mobile information services. The term “geographic relevance” has been proposed
in literature to address such a concept, in order to emphasize the importance of space
and time in assessing relevance in mobile information services. In this dissertation, I
provide a detailed discussion of the concept of geographic relevance, o↵er a conceptual
model of geographic relevance, and propose a list of novel criteria of relevance to be
used in assessing the geographic relevance of geographic objects in mobile information
services. Two empirical studies are presented, which confirm the validity of the proposed
model and criteria. Based on these outcomes, I propose a computational method for
the assessment of geographic relevance. The results show that the proposed assessment
method is able to replicate human judgements of geographic relevance. Therefore, I argue
that the proposed approach is an e↵ective method for assessing geographic relevance in
mobile information services.
The outcomes of the empirical studies presented in this dissertation confirm previous
studies, showing how spatial proximity is not su cient to consider a geographic object
as relevant – assuming it is what a user is searching for. The temporal aspect plays a
fundamental role, as temporally unavailable objects are to be considered as non-relevant.
Moreover, in this dissertation, I suggest and prove that the geographic environment of a
place or object has to be taken into account when assessing its geographic relevance. The
presence of more objects of the same category in a neighborhood, or the presence of ob-
jects belonging to correlated categories, increases the relevance of the object. Geographic
relevance is also dependent on the opportunities o↵ered to a user in the neighborhood.
Finally, as a user commonly seeks for places in order to perform an activity, I advocate
the importance of taking into account the consequences of a user performing an activity
in a given place, with respect to previous, concurrent, and subsequent activities, when
assessing the geographic relevance of places or geographic objects.
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Chapter 1
Introduction
Computer-based information processing is becoming “handy”. In far less than a century,
huge and complex number-crunching machines became folio-sized, multi-media devices,
that even kids can easily interact with. In the ’80s, computers entered people’s homes
with the introduction of the personal computer. These were still rather expensive, mostly
professional devices, some of which were able to connect to the Internet through dial-up
access services. By the first decade of the 21st century, the usage of mobile phones
became popular, along with the broadband Internet access to the World Wide Web.
Finally, due to the availability of mobile Internet connectivity, and the impressive in-
crease of computational power of mobile devices, nowadays the Web is at everybody’s
fingertips. The scientific and technological shift has been wide-spread, changing how
we do research, how we teach, how we travel, how we communicate, and how we make
decisions.
The focus of this dissertation is strongly related to how the advances mentioned
above can change our decision making processes, in particular when we search for places
on the go. A prototypical scenario is a person using her mobile phone to seek for a place
nearby (e.g., a restaurant, a hotel, a supermarket, or a first aid centre) in order to serve
a need or accomplish an activity. This dissertation investigates the new possibilities
available to facilitate such information seeking tasks, new research questions, possible
issues related to na¨ıve approaches, viable solutions, and foreseeable advancements.
1.1 Motivation
The World Wide Web is the source many people go to when searching for information
(Fallows, 2004) when they have nobody to ask. Especially when on the go, the mobile
phone is the device that many people have almost always at hand. It seems quite
straightforward that if someone has an information need while on the go, one option
is to pick up the mobile phone, open the browser or another application, and retrieve
information through the Internet. This has been found to be a valuable choice for
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information seeking for over 80% of smartphone users in Europe, the U.S., and Japan1.
As a consequence, in the last decade both the Web and the mobile application market
have seen a proliferation of applications providing location-based and geographic-related
information.
Showing static maps in the form of images has been common practice since the early
stages of the Web, especially for business websites and news agencies (Jones and Purves,
2008b). The first service o↵ering interactive maps on the Web was the Xerox PARC
Map Viewer (Putz, 1994; Towers and Gittings, 1995) developed at Xerox Corporation’s
Palo Alto Research Center2. Starting in 2001, ViaMichelin3 was the first to o↵er both
interactive maps and routing services on the Web, and also as application for personal
digital assistants – the predecessors of smartphones. However, such services did not
reach a wide audience until Google entered the Web-mapping field with the Google
Maps4 service in 2005, and Apple shook the mobile phone market with its iPhone5 in
2007. Nowadays, all new mobile phones are equipped with satellite-based positioning
systems – e.g., the Global Positioning System (GPS)6 – and have map applications.
In the same years, three other developments were changing the Web. The first
one was the open source7 movement. Open, collaborative, and free generation and
access to information are the bases of this movement, which have given us important
projects such as the user-generated encyclopaedia Wikipedia8 and the operating system
Linux9. Similar initiatives have also been promoted concerning geographic data (e.g.,
OpenStreetMap10) and are commonly referred to as volunteered geographic information
(Goodchild, 2008). In the scope of such projects, each user can submit new content and
modify existing information, and each user can access all the produced content.
The second (and perhaps less known) one is the open data movement, originating
with a campaign promoted by the Guardian Technology11 in the U.K. in 2006. Its aim
is to make the data produced by government agencies freely available to the public. The
idea is that citizens pay for the collection and analysis of the data with their taxes,
and they should be able to freely access the data. Despite the fact that this was already
common practice in the U.S. (Jones and Purves, 2008b), such was not the case in Europe.
In December 2011, the European Commission launched the Open Data Strategy for
Europe as part of its Digital Agenda for Europe12, adopting as a general rule that all
documents and data should be o↵ered for free and can be re-used for any purpose.
1Source: Google/MMA, Global Perspectives: The Smartphone User & Mobile Marketer, June 2011.
http://www.thinkwithgoogle.com/insights/library/studies/, last accessed September 2012.
2http://www.parc.com/, last accessed September 2012.
3http://www.viamichelin.com/, last accessed April 2012.
4http://maps.google.com/, last accessed April 2012.
5http://www.apple.com/iphone/, last accessed May 2012.
6http://www.gps.gov/, last accessed May 2012.
7http://en.wikipedia.org/wiki/Open source, last accessed April 2012.
8http://www.wikipedia.org/, last accessed April 2012.
9http://en.wikipedia.org/wiki/Linux, last accessed April 2012.
10http://www.openstreetmap.org/, last accessed April 2012.
11http://www.guardian.co.uk/theguardian/technologyguardian/technology, last acc. April 2012.
12https://ec.europa.eu/digital-agenda/, last accessed November 2012.
1.1 Motivation 3
The third one is probably one of the most controversial, widespread, well known, and
little understood subject of the last years: social networks. A huge flow of continuously
produced data, increasingly attached with location-related information. This abundance
of previously scarce social data generated the field of Big Data (e.g., boyd and Crawford,
2011), which aims to understand the complex relations hidden within them.
Social and technological changes have made obsolete the idea of a service provider
with a stable dataset of points of interest to be displayed on a map, printed out for
a given usage purpose. Nowadays, maps can be digital, interactive, mobile, and con-
stantly updated with data from a number of diverse sources: from a proprietary dataset
to OpenStreetMap, from your friends to government agencies. Nevertheless, this vast
amount of information is not just a resource, but can also be an issue. In the described
scenario, it would not be feasible to show all the available geographic information on a
map, especially on a mobile phone. Information overload, inaccurate relevance assess-
ment, visual cluttering, and ambiguous representation can slow down or hinder users’
decision making processes, or mislead users (Fischer, 2001; Reichenbacher, 2004, 2009;
Crease and Reichenbacher, 2011).
The challenge is then, how can an information system extricate itself in this jungle
of geographic information, and retrieve the most relevant information for the user in a
given context? Future services and applications will have to understand the context in
which a user is using a map or submitting an information request. This will allow them
to filter out less relevant information and represent geographic entities according to their
relevance.
In order to handle this complex problem, a new concept of relevance (Zipf, 2003; Re-
ichenbacher, 2005a; Raper, 2007; Reichenbacher et al., 2009; Reichenbacher and De Sab-
bata, 2011) has emerged in geographic information science (GIScience), which has been
named “Geographic Relevance” (GR) by Raper (2007). GR refers to the relevance of
a geographic entity (i.e., a physical entity or feature in the real world), given a specific
context of interacting with its representation, such as a point of interest on a digital map.
It is important to underline that even if this concept is strongly related to the concept
of relevance used in information retrieval (IR), GR is not a property of a document,
but refers to the relevance of a real world entity. Geographically-referenced documents
and documents reporting geographic information can be used as a source of information
in order to judge the GR of an entity, but they are not the objective of the relevance
assessment. A similar concept was also suggested within the field of IR by Coppola
Definition of Geographic Relevance
“We define GR as a quality of an entity in geographic space or its representation
in an information system, i.e. an object, document, or image. This quality is
expressed as the relation between an entity or its representation and the actual
context of using the representation.” (Reichenbacher and De Sabbata, 2011, p. 68)
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et al. (2004). Their conceptualisation of relevance was based on the notion of situational
relevance (Wilson, 1973; Saracevic, 2007) and referred to the relevance of objects in the
physical world with respect to the user context.
1.2 Thesis objectives
The concept of GR can be a fundamental tool for future mobile geographic information
services to use to help avoid information overload and related issues. For this purpose, it
is then necessary to define an operational assessment method for numerically calculating
GR. The outcome of such a procedure is a numerical value estimating the GR for a given
geographic entity in a given context.
The aim of this dissertation is to first formalise the concept of GR and thereafter
define a method for its quantitative assessment. I applied a top-down approach, investi-
gating the diverse facets of GR (e.g., the thematic and spatial ones), analysing the diverse
entities involved in it (i.e., the user and the geographic entities) and their components.
On that basis, I proposed and experimentally validated an assessment method, which
numerically estimates the strength of each of those facets and combines the resulting
values into a single GR score. The main research question pursued is:
• Which information and criteria are needed, and how do they have to be combined in
order to assess a set of numerical values that estimate the GR of a given geographic
entity with respect to a given context of use?
Modelling
GR has been defined as a relationship between the context of a mobile user and a
geographic entity in her environment. In order to be reasonably tractable by a computer
algorithm, this complex relationship has to be broken down into simpler relationships.
These relationships will involve pieces of information describing the user’s context on
the one side, and pieces of information describing the geographic entity on the other
side. These include the user’s interest and current activity, but also her position, or time
schedule. The category of geographic entities and o↵ered services at places also have to
be considered, along with their location and time validity. The user’s knowledge of the
environment may also play an important role, as well as the environment surrounding
the geographic entity and its relationships to other entities nearby. The first research
question is then:
• RQ1: Which information is needed to model the user context, the geographic en-
tities, and the surrounding environment in order to assess GR?
Once all key information has been identified, the relationship between the user con-
text and the geographic entities in its components can be inspected. Analogue to the
relationship between a user query and the content of a webpage, which is employed as
topicality criterion in web search engines, each single relationship between a piece of
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information describing the user’s context and a piece of information describing a geo-
graphic entity can be seen as a criterion of GR. The second research question is then:
• RQ2: Which criteria can be used to assess the relevance of geographic entities?
Assessment
If GR is distinct from the concept of relevance commonly used in IR, then the answer
to the second research question (RQ2) will include new criteria, which have to be taken
into account to assess GR, but which are not taken into account by current methods
in IR. Thus, for each one of these criteria, a formal method of computation has to
be established, which will calculate the strength of the relationship between the user’s
context and the geographic entity for that particular component. The third research
question is then:
• RQ3: How can we use information about user context, geographic entities, and the
surrounding environment to compute a numerical value for each criterion of GR?
Finally, once a method has been established to calculate a numerical value for each
identified criterion, it will be necessary to aggregate these values in a single relevance
value to avoid cognitive overload issues for users. In fact, it is most likely that an
application would need such an aggregated value to communicate the GR of a geographic
entity to the user. This would be the case if a mobile information system presents GR
as a rank, and also if the information is presented on a map – using a visual variable
(Bertin, 1983) to represent the relevance of the geographic entity. More sophisticated
representations showing the user more than one facet of GR are also imaginable, but
they would be far more complicated to understand and thus less likely to be implemented
in a mobile information system. The final objective of this dissertation is to suggest a
possible solution to the problem of how to aggregate the values related to the single
criteria. The fourth research question is then:
• RQ4: How can we combine the values representing single criteria of GR in an
adequate way?
1.3 Thesis structure
The remainder of the thesis is organised as follows (see Figure 1.1). Chapter 2 reviews
the role of relevance in computer science and geography, and the fields and concepts
that will be discussed in this dissertation to deepen the study of GR. The latter is ex-
amined in detail in Chapter 3, which presents the conceptual framework of my research.
Chapter 4 reports on the two experiments presented in (De Sabbata and Reichenbacher,
2012), which investigate the criteria of geographic relevance and their importance. The
outcome of these two experiments is thereafter rendered into the main GR assessment
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method ScoreGR, which is presented in Chapter 5, along with an alternative GR as-
sessment method referred to as GRBM25. Chapter 6 reports the details related to the
prototype implementation of both GR assessment methods. Chapter 7 presents the
third and last experiment reported in this dissertation, which was performed in order
to evaluate the GR assessment methods as proposed and implemented in the two previ-
ous chapters. Chapter 8 discusses the e↵ects of this evaluation on the concept, criteria,
and assessment methods of GR. Chapter 9 concludes this dissertation, summarising the
overall findings and contribution of my research project, and identifying potential future
research directions in this field.
Figure 1.1: Thesis workflow.
Chapter 2
Scope and related work
The background of this work is both in geographic information science (GIScience) and
information retrieval (IR). GIScience comprehends “the development and use of theories,
methods, technology, and data for understanding geographic processes, relationships, and
patterns. The transformation of geographic data into useful information is central to
geographic information science” (Mark, 2003, p. 1; Goodchild, 2012, p. 6). IR is “finding
material (usually documents) of an unstructured nature (usually text) that satisfies an
information need from within large collections (usually stored on computers” (Manning
et al., 2008, p. 1).
Both IR and GIScience experienced a great spread through the Web, but they were
still some years away from the mobile and social networks revolutions, when Zipf (2003)
first suggested taking into account the concept of relevance when displaying geographic
entities on a computer map. Shortly afterwards, Reichenbacher (2004, 2005a) showed
how the integration of such a relevance concept in the design of mobile maps can enhance
their usability. Finally, Raper (2007) suggested the term ‘geographic relevance’ (GR) to
refer to the relation between the user’s need for geographic information, associated to an
activity performed or planned in a geographic context, and the spatial, temporal, and
utilitarian (functional) expression of entities in the geographic space.
As a Web document can be relevant to an information need (Cooper, 1971; Manning
et al., 2008) of a user of an IR system, geographic entities (such as shops, hotels, and
hospitals) can be relevant to an activity a user is performing or planning, at a given
time, in a given location and surrounding environment. In fact, in presenting a review of
location-based applications for current mobile operating systems (e.g., Android1, iOS2,
and Windows Phone3), Hauthal and Burghardt (2012) show how most of these applica-
tions have a spatial search function.
Section 2.1 starts with the concept of relevance and its evolution within the field of
IR. Section 2.2 is devoted to the concept of context, to its main components of location,
mobility and human activity, and to how this concept is fundamental in understanding
1http://www.android.com, last accessed March 2012.
2http://www.apple.com/ios, last accessed March 2012.
3http://www.microsoft.com/windowsphone, last accessed March 2012.
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relevance. Section 2.3 covers the core subject of this dissertation with a review of research
dealing with the relationship between geography and relevance, in both IR and GIScience
literature. Section 2.4 and Section 2.5 give an account of geographic data mining and
information analysis methods and system evaluation procedures, which will be referred
to later on in this dissertation.
2.1 Relevance
As reported by Reichenbacher (2007), the term relevance has its origin in the Latin verb
meaning to rise or to leave. The term was first used in law to describe the legal su ciency
or adequacy of a claim (Oxford English Dictionary). Figuratively this is understandable
by the use of a pair of scales to weigh the arguments. In a general sense, relevance means
a connection with the subject or point at issue, a relation to the matter in hand (Oxford
English Dictionary).
Greisdorf (2000) defined relevance as ‘the criterion used to quantify the phenomenon
involved when individuals (users) judge the relationship, utility, importance, degree of
match, fit, proximity, appropriateness, closeness, pertinence, value or bearing of docu-
ments or document representations to an information requirement, need, question state-
ment, description of research, treatment, etc’. This definition clearly highlights how
relevance is still a fuzzy and ill-defined concept, which also entails di↵erent meanings
in various disciplines, such as philosophy, psychology, linguistics, computer science, and
information science.
The term relevance has been used since the 1950s in information science in general
and in IR in particular to refer to the relation of pertinence of a document to a given
information need, or its appropriateness to the matter a user is interested in (Manning
et al., 2008). This notion is crucial in the definition of situational relevance proposed by
Wilson (1973), which is discussed in further details in Section 3.1, as it is at the core
of current conceptualisations of relevance, including the concept of geographic relevance
(Reichenbacher and De Sabbata, 2011) discussed in this thesis.
In the 1960s, the first IR systems applied a binary relevance, based on term matching
between query and documents. The documents containing one or all the terms specified
in the user’s query were considered as relevant, the rest were considered as irrelevant.
Despite the advance in many aspects of the retrieval process, binary relevance was the
most widely used concept in IR, until recent claims for a multidimensional and more
fuzzy concept (Saracevic, 1996; Cosijn and Ingwersen, 2000). Current document-based
IR systems still base their ranking on the correspondence or agreement between the
terms specified in a query and the terms contained in a document. This measure is
combined with a measure of the popularity of the same document, the authoritativeness
of the source, and many other criteria. For further details, Mizzaro (1997b) presents
a comprehensive history of the development of the concept of relevance in IR and its
implementation in academic systems. Few details are actually publicly available about
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Definition of Relevance
“We suggest that relevance be defined as a relation between an individual, at the
time he senses a need for information, and a document. We shall say the document
is relevant to that person if he feels the need that brought him to examine the
document are satisfied, at least in part.” (Bookstein, 1979, p. 268)
“An information need is the topic about which the user desires to know more.
(. . . ) A document is relevant if it is one that the user perceives as containing
information of value with respect to their information need.” (Manning et al.,
2008, p. 5)
the ranking systems used in current Web search engines such as Bing4, Google5, and
Yahoo!6.
The binary term matching between query and documents can be considered as a
basic understanding of the criterion topicality, which is defined as the extent to which
a piece of information (usually a digital document stored in an archive) concerns the
topic the user is interested in. Even the very first Web search engines were based on the
same fundamental criterion, and the list of retrieved relevant Web pages was presented
ordered alphabetically by title. This simple ranking method may work fine with a small
set of documents. As soon as digital documents collections started growing, that was
not the case anymore. Such a system would be almost useless if applied to the Web,
which is currently estimated to contain as many as 50 billions pages7 – considering that
the estimation mentioned by Page et al. (1999) when presenting the Google’s Page Rank
algorithm was referring to a number of 150 million Web pages, only 14 years ago.
The first system to interpret a document as a vector in a term-defined space was
probably the SMART IR system at Cornell (Salton, 1971). Such models conceptualise
a space with as many dimensions as the number of distinct terms contained in the
documents of a collection. In this space, an empty document would be a point in
the origin. Any other document can be represented by a vector, having weight zero
in each dimension referring to a term it does not contain, and a not-null weight for
each dimension referring to a term that it contains. In the same space, with the same
procedure, it is possible to represent a query. The relevance score of a document for a
given query will then be derived by the dot product of the two vectors.
The main issue then is how to weight each document in each dimension. The main
innovation in this field has been proposed by Spa¨rck Jones (1972). She defined the
inverse document frequency (idf) as the inverse measure of the number of documents in
a collection that contain a given term. Given a query containing a set of terms, the idf is
commonly used together with the term frequency (tf) – that is, a measure of occurrences
4http://www.bing.com/, last accessed March 2012.
5http://www.google.com/, last accessed March 2012.
6http://search.yahoo.com/, last accessed March 2012.
7http://www.worldwidewebsize.com/, last accessed March 2012.
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of a given term in a given document – to estimate the weight of a document in a given
dimension (i.e., for a given term). The less frequent the term is in the collection, the
higher the score. The more frequent the term is in the document, the higher the score.
Many formulas have been suggested which use tf and idf to compute weights. The most
famous and frequently used tf-idf weighting schema is the Okapi BM25 (Spa¨rck Jones
et al., 2000) – named after the first system to implement it. The Okapi BM25 originated
from the probabilistic IR approach (Maron and Kuhns, 1960; Robertson and Jones, 1976)
and the binary independence model (van Rijsbergen, 1979).
Nevertheless, Bookstein (1979, p. 270) pointed out that ‘relevance is not necessarily
the same as topicality; a document on a di↵erent topic might, for one reason or another,
satisfy the user’s information need. Conversly, a document may not be judged satisfac-
tory, if, for example, the patron is already familiar with its contents, or is interested in
an aspect of the topic other than that treated in the document ’. Great e↵ort has since
been devoted to study the criteria people actually apply in information seeking, and a
large number of additional criteria have been proposed.
The pioneer studies on the criteria of relevance (other than topicality) were con-
ducted in the early 1990s. Schamber (1991) was the first to aim for criteria derived from
the observation of user behaviour in information seeking tasks. She studied the criteria
applied by users of a weather information system to evaluate the usefulness of presented
information. This was the first study to focus on the judgement of the relevance of in-
formation retrieved by an information system. The elicited criteria were subdivided into
ten categories: accuracy; currency; specificity, detail, and concreteness; the geographic
proximity of the weather-related event to the user’s location; the reliability of the source;
the accessibility to information (including the ease of obtaining information, and costs);
the verifiability of information through other sources; clarity of presentation; dynamism
of the presentation; and presentation as source of entertainment and a↵ective response
for the user.
Though having similar purposes, a previous study by (Halpern and Nilan, 1988;
Nilan et al., 1988) was more focused on the judgement of the relevance of information
gathered from other persons, in particular in the case of health-related information
needs. In this study, the participants mentioned criteria such as information coverage,
expertise, experience, confirmation, uncertainty, human relationships criteria – such as
relationship of the source to the user, friendliness, trust, respect, power, social pressure,
confidentiality – financial and time criteria, and other criteria related to the healthcare
method under consideration.
Following the same line of research, Barry (1994) studied the criteria taken into
account by 18 students and faculty members in di↵erent fields of research. The scenarios
were designed as an online search for information for preparing undergraduate level class
assignments, graduate level class assignments, master’s theses, doctoral dissertations,
and professional presentations and publications. Barry’s study reports 23 categories of
criteria, most of which trace, specify, or generalise those mentioned above. Among the
criteria identified exclusively by Barry are e↵ectiveness, consensus within the field, time
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constraints (i.e., whether a document could be obtained in time for whatever deadline
or not), ability to understand, and novelty. At the same time, Barry’s study did not
mention the criteria geographic proximity, dynamism and presentation quality, which
were probably tightly related to the specificity of the weather information system taken
into account by Schamber.
A detailed comparison of Schamber’s and Barry’s studies can be found in (Barry and
Schamber, 1998), including a list of 10 joined criteria of relevance, which has been the
base of all further research in this field. The list is reported in Table 2.1. In this jointly
published study, the authors conclude that the major similarities in the two previous
studies advocate for ‘the existence of a finite range of criteria that are applied across
types of users, information problem situations, and information sources’, whereas the
few di↵erences ‘appear to be due to the di↵erences in situational contexts and research
task requirements ’ (Barry and Schamber, 1998, p. 234).
First suggested by Barry (1994), the criterion novelty has been put forward again by
Xu and Chen (2006) as part of a five-factor model of relevance including also topicality,
reliability, understandability (i.e., clarity), and scope (i.e., specificity). The results of a
study from Luyt et al. (2008) suggest that users first perceive the novelty of a document
and then consider whether it is on topic or not. Nevertheless, the novelty of a document
does not improve the relevance if it is not on topic. That means that novelty is a non-
compensatory criterion – i.e., novelty can not compensate for a lack of topicality of a
document, which would be then judged as not-relevant.
Similar to novelty, the criterion familiarity suggested by Savolainen and Kari (2006)
refers instead to the extent to which the user is familiar with the source of information. In
a broader sense, a parallel can be also drawn to the criteria related to human relationships
as suggested by Nilan et al. (1988). In this case, the familiarity refers mostly to an
institution or a company. In the same study, Savolainen and Kari (2006) put forward
two other criteria. One is related to the variety of information provided by the source
about a given topic, and another is related to the extent to which access to information
is dependent on personal curiosity of the user.
In (da Costa Pereira et al., 2009), the authors focus their attention towards the user’s
preferences. On one hand, the criterion appropriateness is suggested, which refers to the
extent to which the a↵ordance (Jordan et al., 1998) of the entity is focused on the user’s
needs. On the other hand, the criterion coverage is defined as the extent to which the
user’s needs are satisfied by the a↵ordance of the entity.
In Web search engines, one further criterion is considered which takes advantage of
the hyperlinked structure of the Web (Marchiori, 1997) – this was usually not the case
for document collection until the introduction of the Web (Berners-Lee, 1992) – and it is
at the core of Web-based search strategies such as Google’s Page Rank algorithm (Page
et al., 1999). This criterion can be referred to as popularity. The underlying idea is that
the more a page is linked by important pages, the higher its importance.
In most of the studies mentioned above, the implied scenario assumes that the user
would interact with the IR system on a desktop computer by entering a textual query. As
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already mentioned in the introduction, nowadays this is not the only common scenario.
Some of the criteria listed by Barry and Schamber (1998) already suggest that a system
needs a better understanding of the context in which the query has been formulated in
order to properly understand the user’s information needs. This is even more important
in the mobile use case. The following section therefore investigates concept of context.
Table 2.1: The ten criteria of relevance published by Barry and Schamber (1998).
Depth/Scope/Specificity
The extent to which information is in-depth or focused; is specific to
the user’s needs; has su cient detail or depth; provides a summary,
interpretation, or explanation; provides a su cient variety or volume.
Accuracy/Validity
The extent to which information is accurate, correct or valid.
Clarity
The extent to which information is presented in a clear and well-
organized manner.
Currency
The extent to which information is current, recent, timely, up-to-date.
Tangibility
The extent to which information relates to real, tangible issues; defi-
nite, proven information is provided; hard data or actual numbers are
provided.
Quality of Sources
The extent to which general standards of quality or specific qualities
can be assumed based on the source providing the information; source
is reputable, trusted, expert.
Accessibility
The extent to which some e↵ort is required to obtain information; some
cost is required to obtain information.
Availability of Information/Sources of Information
The extent to which information or sources of information are available.
Verification
The extent to which information is consistent with or supported by other
information within the field; the extent to which the user agrees with
information presented or the information presented supports the user’s
point of view.
A↵ectiveness
The extent to which the user exhibits an a↵ective or emotional response
to information or sources of information; information or sources of in-
formation provide the user with pleasure, enjoyment or entertainment.
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2.2 Context
The di↵usion of mobile connection to the Internet through increasingly computationally
powerful mobile devices has produced new ways to access and produce information.
At the same time most mobile devices are equipped with rather precise and inexpensive
chips for receiving satellite positioning systems signal. The result has been a fast growing
amount of information delivered to and sent from various locations, mostly concerned
with the same locations or activities that people perform in those locations.
At the same time, this presents an opportunity for applications to use that location
information and communication stream to deliver innovative services, based on the user’s
location. This also presents novel issues related to the amount of information delivered,
which can produce information overload, and consequently make those applications not
usable. This is having a great impact in all fields of information science. In order to
reduce the amount of delivered information and lower the risk of information overload,
the context of information need can be taken into account. If the system is able to
perceive the context in which a request is made, it can better understand the user’s
need, focus the scope of the information search, and deliver a smaller amount of more
focused information.
The concept of context has been widely studied in computer science (for a review
see Hong et al., 2009), but it still lacks a universally-accepted definition (as the concept
of relevance in IR). Many applications use a relatively simplistic and ad hoc definition
of context to o↵er specific services of adaptive personalised information delivery (e.g.,
Kapitsaki et al., 2009; Emmanouilidis et al., 2012). The aim of such applications is to
adapt “according to the location of use, the collection of nearby people, hosts, and acces-
sible devices, as well as to changes to such things over time, [to] examine the computing
environment and react to changes to the environment” (Schilit et al., 1994, p. 85). In the
IR domain, context-aware retrieval systems have been designed, where context was first
understood as the set of topics collected from previous queries (Jones and Brown, 2004;
Shen et al., 2005). More recently, the idea of a context-aware browser (Coppola et al.,
2010; Mizzaro and Vassena, 2011) has be put forward as a new paradigm for context-
aware mobile information access. In this case, commonly used low-level information
coming from electronic sensors (e.g., GPS for the position) is joined with high-level
information introduced by the user in the form of text-based tags. Both types of in-
formation are used to infer a context to be used in the IR process, which can also be
proactive.
Definition of Context in ubiquitous computing
According to a widely cited definition, “context is any information that can be used
to characterise the situation of an entity. An entity is a person, place, or object
that is considered relevant to the interaction between a user and an application,
including the user and applications themselves.” (Dey, 2001, p. 5)
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2.2.1 Location
Among all the factors which have been considered as possible components of context,
location is one of those most frequently taken into account, at least in mobile applica-
tions. This is the case for location-based services (LBS), which are mobile applications
that aim to o↵er simple spatial information processing capabilities on the base of the
user’s location (Shiode et al., 2002).
LBS implement the core concept of context-aware applications, and they are also
referred to as location-aware applications. These services commonly employ a straight-
forward spatial filter to the information at hand, pruning all the objects which are further
away than a fixed threshold. This can be seen as the spatial equivalent of the binary
concept of relevance adopted by the first IR systems. LBS have the credit of being the
first to be deployed to the broad public, due to their usefulness and easiness. Neverthe-
less, it is clear that mobile applications cannot limit their understanding of context just
to the user’s location (Schmidt et al., 1999; Reichenbacher, 2005b; Jiang and Yao, 2006;
Raper et al., 2007b).
(Raubal et al., 2004) propose a conceptual framework for a user centred theory of
LBS, that aims to take into account not only spatial, but also temporal, social, and
cognitive aspects of users’ preferences. An example of this approach is the adaptive
mobile touristic application presented by Bereuter et al. (2009), which exploits user’s
preferences extracted from online social networking profiles in suggesting interesting
places to visit. More recently, Abdalla and Frank (2012) proposed a formalism able
to combine the routing functionalities of a LBS and the task-planning capabilities of a
personal information management tool, in order to produce instructions that can lead the
user to the fulfilment of a task by traveling between di↵erent locations. Investigating the
requirements for the prototype service Google Hotel Finder, Riegelsberger et al. (2012)
highlight the complexity of the trade-o↵s between quality, price, and location during
the hotel search decision-making process. These are first steps to bring the field of LBS
into the wider discussion concerning the concepts of context and relevance, which is the
perspective adopted in mobile cartography (Reichenbacher, 2004) – as further discussed
in Section 2.3.2.
2.2.2 Mobility
Time geography (Ha¨gerstrand, 1970; Pred, 1977) is a framework which has been de-
veloped within geography to study how human activities take place in space and time.
Being a constraints-oriented approach, it defines the necessary conditions for a person
to perform an activity based on spatial and temporal constraints. In fact, users have to
‘trade’ time for space in order to generate mobility (Miller and Bridwell, 2009).
The main tools developed within the time geography measurement theory for the
analysis of these constraints are the space-time path and the space-time prism (Ha¨ger-
strand, 1970; Miller, 2005a,b). The space-time path describe the movement and the
activities of an individual in space with respect to time. This is usually represented as a
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line in a three dimensional space (i.e., two spatial dimensions and one time dimension),
connecting all the points where the individual’s position has been measured with a re-
lated timestamp. The space-time prism is a definition of the potential mobility of the
individual, given her current position in space and time, and possible other constraints.
This is commonly represented as a prism in a three dimensional space (i.e., two spatial
dimensions and one time dimension), containing all the possible locations that could
become part of the space-time path in the case of a period of potential or unobserved
travel (see Figure 2.1a).
(a)
(b)
Figure 2.1: A space–time prism in a Euclidean space (a) and in a field-based space
representations (b) (Miller and Bridwell, 2009).
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Space-time paths and space-time prisms are common representations of individual
movements. They o↵er an e cient and simple computational framework, where the space
is conceptualised as a two-dimensional Euclidean space, with no further constraints. This
is currently the most used model in LBS, because of its low computational complexity.
This can be crucial when the information has to be delivered in a matter of seconds,
and a large number of options have to be taken into account as possible intermediate
destinations. Nevertheless, network and field-based tools for time geography have been
developed by Miller and Bridwell (2009) (see Figure 2.1b). Though they require a longer
time for computation, these tools can give a better insight into user’s mobility, especially
in an urban environment.
More recently, Kuijpers et al. (2011) proposed the kinetic space-time prisms. The
aim of this work is to push the realism of the model further by avoiding non-realistic
assumptions, such as the individual’s ability to instantaneously change direction and
speed. Their work suggests that taking into account upper bounds of acceleration can
have a significant e↵ect on the outcome of the simulation and a↵ect the geometry of
the space-time prism. This would then change any calculation based on the space-time
prism and a↵ect the information presented to the user, and eventually her decision
making process.
Although time geography was developed in the 1970s, only the recent proliferation
of GPS-equipped mobile devices has enabled it to be applied to everyday activities. The
concepts and formal models developed in the field of time geography can be used to
define the mobility of the user, with respect to the time needed by the user to perform
an activity she is performing or planning. That is, it can be calculated in which places
a user will be able to perform a given activity, taking into account her location, time
schedule, and mode of transportation. Thus, the representation of space o↵ered by
the field-based perspective of time geography can be a key factor in future intelligent
transportation systems and LBS. In fact, this could be combined with a high-resolution
data collection and analysis to achieve a more realistic model of users’ potential mobility
– i.e., a highly-detailed description of the locations the user would be able to visit within
given spatial and temporal constraints. These are fundamental facets that should be
at the core of any LBS, but which are still not implemented in most of the currently
available applications. The integration of such methods into mobile document-based IR
systems (Mountain, 2005; Mountain and Macfarlane, 2007) is later discussed in Section
2.3.1.
2.2.3 Activity
The majority of modern mobile phones is equipped with sensors su cient to determine
the user’s position in space and time and with computational power to estimate user’s
potential mobility, at least at a basic level. This is fundamental information, but it is still
not enough to fully understand the user’s context. A key determinant of the context is
the user’s activity, whose central role as a context factor has been pointed out in (Crowley
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et al., 2002). Human activity is a complex construct, which is not easily derived from
electronic sensors, and usually requires some kind of human-generated input to be used
in context-aware applications.
Recent human-computer interaction studies have suggested the use of activity theory
(Kaptelinin and Nardi, 1997, 2006) as a framework for modelling human activities in a
context model (Nardi, 1996; Greenberg, 2001). Activity theory was developed in early
1920s by several Russian psychologists, Vygotsky, Rubinshtein, and Leont’ev among
the others. This framework was developed to conceptualise human activities, through a
formal model involving the main elements of activity – namely subject, tools, community,
division of labour, rules, object, and outcome.
Kaenampornpan and O’Neill (2004) first suggested to incorporate such a model of
activity in context models for context-aware and ubiquitous computing. A description
of the user’s context through the model defined in activity theory can help the modeller
to identify all key elements of context that can influence a context-aware application.
Shortly after, Reichenbacher (2005b) and Dransch (2005) recognised the applicability
of activity theory to mobile services dealing with geographic information (see Section
2.3.2). Since mobile services di↵er from desktop-based geographic information services,
they should take the user’s activity into account and adapt to it.
In the field of LBS, Huang and Gartner (2009) suggested a mapping of the elements
commonly used to describe the key elements of an activity according to activity theory
to a set of context categories, which follow the traces of the five types of contexts
defined in the taxonomy proposed by Kofod-Petersen and Cassens (2006). The proposed
categorisation is ‘inherited from the context-aware tradition and adopted to make use of
the general concepts we find in activity theory ’ (Kofod-Petersen and Cassens, 2006, p.
12) in the study of pedestrian wayfinding activities. The environmental, personal, and
social context are respectively enfolding the user’s surroundings, state of mind, and social
aspects – such as ‘information about the di↵erent roles a user can assume’, although
nowadays it would be more closely related to social-network driven information. The
task context incorporates an activity model derived from the activity theory. Finally,
a spatio-temporal context is dedicated to location- and time-related information. The
fundamental idea is to derive a general context from basic sensor input, and adapt LBS
to the identified context, in a bottom-up fashion.
Using a top-down approach, Hirtle et al. (2011) showed how the user activity plays
a central role in how people give route directions. The user’s activity can be directly
related to the granularity used for navigation, the inclusion of relevant details, and the
exclusion of irrelevant details. Route directions given for emergency calls, are probably
quite di↵erent from those given for touristic tours.
From the content of this section it becomes clear how relevance is dependent on
context and how a substantial part of the context is geography, as well as events and
phenomena taking place in geographic space. The relationship between geography and
relevance is thus the subject of the next section.
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Definition of Geographic information retrieval
“Geographic Information Retrieval, as we define it here, is an applied research area
that combines aspects of DBMS research, User Interface research, GIS research,
and Information Retrieval research, and is concerned with indexing, searching,
retrieving, and browsing of georeferenced information sources, and the design of
systems to accomplish these tasks e↵ectively and e ciently.” (Larson, 1996, p. 85)
2.3 Geography and relevance
Topicality measures used in current document-based IR systems integrate some degree
of semantics. Synonym-based query enhancement and co-occurrence-based term disam-
biguation are common methods that IR systems use to improve their understanding of
the user’s need that lies behind a textual query Voorhees (1994); Xu and Croft (1996).
Nevertheless, these methods may not always be enough to understand the explicit or
implicit spatial references contained in a document. This can lead to poor results when
dealing with queries that involve geographic information.
Geographic information retrieval (GIR) is the field that studies how to mine un-
structured collections of documents for spatial references to be later used in the retrieval
process (Larson, 1996; Jones and Purves, 2008a; Purves and Jones, 2011). Leidner and
Lieberman (2011) identify six main steps for the processing of textually-encoded spatial
data (see Figure 2.2). This can be considered a prototypical model for those systems
which deal with the relevance of geographic information.
First, documents in the collection have to be preprocessed. Metadata, formatting,
layout, and other information which is not related to the content has to be pruned from
the input document. This is usually restricted to separating the HTML8 tags from a
Web-page, or similar procedures to be applied to other digital document formats, but it
can also include analog document scanning and optical character recognition procedures.
The desired output is the textual part of the document, that will be analysed in the
subsequent step.
The second step is called “geoparsing”, and it is designed to recognise names of
geographic entities within a text. The aim is to parse the text obtained from the first
step and to recognise as many geographic name-entities as possible. A geographic name-
entity is a series of one or more terms, which refer to a geographic entity. Although this
is an every-day procedure for a human-being, it is quite di cult for a computer. The
main problem is ambiguity (Overell, 2011; Buscaldi, 2011), i.e. a term can have di↵erent
meanings. The term “Washington” may refer to George Washington, to the State of
Washington, or to Washington D.C. – or to 43 other cities within the United Stats of
America and 11 outside, according to Wikipedia9. Sometimes “Washington” is also used
to refer to the government of the United Stats of America. This is a typical example
8HyperText Markup Language: http://www.w3.org/TR/html, last accessed July 2012.
9http://en.wikipedia.org/wiki/Washington, last accessed July 2012.
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Figure 2.2: The six steps for the processing of textually-encoded spatial data identified
by Leidner and Lieberman (2011).
of geographic vs. non-geographic ambiguity. Moreover, a structural ambiguity may also
arise in a case such as “North Dakota”. It may be clear to a reader that it refers to the
State of North Dakota, but for a computer it may not be straightforward whether to
include “North” as a part of the geographic name-entity or not. Common approaches to
this problem are: the use of gazetteers, such as GeoNames10 (Manov et al., 2003); the
use of symbolic rules depending on the language of the document (Schilder et al., 2004);
and the use of machine learning algorithms (Curran et al., 2007).
The third step is called “geocoding” (Schlieder and Henrich, 2011; Schockaert, 2011),
and it is designed to assign a spatial extent to the recognised geographic entities, which
is commonly referred to as geographic footprint. This process may be easy for institu-
tionally defined geographic name-entities, such as countries or cities. Nevertheless, not
all countries have internationally agreed boundaries, and most big cities are also di cult
to bound, as they might fade into suburbs, and merge with neighbouring towns. It is
even harder to define the spatial extent of vague places such as a downtown or the Alps.
For such cases, where no clearly defined boundaries exist, methods have been suggested
to extract physical grounding (Jones et al., 2008; Straumann and Purves, 2008) or defini-
tions of such vague places based on Web user-generated content (Schlieder and Matyas,
2009). This can be coupled with fuzzy systems, which are able to deal with non-crisp
boundaries (Schockaert and De Cock, 2007; Bordogna and Psaila, 2012).
The fourth step is called “spatial indexing” (Leveling, 2011), and it is designed to ef-
ficiently structure, and store the extracted information, so that it can be easily retrieved.
Traditional IR systems use an inverted index, where a term is linked to each document
containing it. GIR systems require a more sophisticated index capable of organising the
geocoded entities in a geographically meaningful manner. These indexing systems have
to be able to support computation of geographic relationships among geocoded entities,
such as proximity, inclusion, and exclusion.
The fifth step is called “spatial inference”, and it applies automated reasoning to
the stored data. For example, a transitivity rule may be applied to geographic relation-
ships of inclusion, encoded in the spatial index. A sixth step refers to any application,
10http://www.geonames,org, last accessed July 2012.
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visualisation, or use of the stored data. In GIR, this step is commonly occupied by the
relevance assessment and ranking, possibly coupled with a cartographic visualisation of
the obtained rank (e.g., Purves et al., 2005).
The typical approach to relevance ranking in GIR consists of computing a score which
is a weighted linear combination of a textual similarity score, and a geographic similarity
score (Andrade and Silva, 2006). The textual similarity is commonly computed using
standard IR methods, such as the Okapi BM25, or other td-idf methods. The geographic
similarity score is computed based on topological relationships between the geographic
footprint of the query and the geographic footprint of the document (Larson, 2011). If
the footprints are geographic points, geographic similarity is commonly measured as the
Euclidean distance on the Earth’s surface. If one of the footprints is a geographic point,
and the other is a polygon, the inclusion relationship is the most common choice. In fact,
some systems allow the user to explicitly define a geographic footprint, e.g., by giving the
user the ability to draw a polygon on a map. If both footprints are polygons, the most
common metric are the area of overlap, and the Hausdor↵ distance (Larson and Frontiera,
2004). Alternative combination functions have also been suggested (Cai, 2002; Martins
et al., 2005; Frontiera et al., 2008), such as product functions, and maximum score
selection. Purves et al. (2007) found the non-distributed multi-dimensional scattered
method proposed by Van Kreveld et al. (2005) to be to most suitable in the scope of the
E.U. research project SPIRIT.
Cai (2011) stated that the methods described above still face several di culties in
finding their way to end-user services, and that most of the evaluations carried out
on GIR systems had found little or no benefit in using the methods described above.
Arguments have been put forward that this evidence is more due to the inadequacy of
the evaluation methods, rather than to the deficiencies of the evaluated systems (Mandl,
2011). Moreover, Purves et al. (2007) found GIR methods to be profitable in the case of
queries involving non-containment spatial relations (e.g., “15 miles north of Washington”
or “near London”), and to be able to retrieve relevant documents which do not mention
the place name specified in the query. The issues of system evaluation are discussed in
Section 2.5.
2.3.1 Mobile information retrieval
GIR has been the first field to approach relevance as a dual concept, entailing a spa-
tial facet along with the intrinsic information content (Larson, 1996). However, this is
still not directly related to the location and the context of the user, but rather to a
spatial extent implicitly or explicitly expressed by the user in a query. Moreover, in a
typical GIR system, the documents do not have a spatio-temporal extent per se. They
have a geographic footprint to which they refer, but they do not commonly have spatio-
temporal accessibility constraints, and they are generally instantly available. Moreover
the temporal information contained in the documents is seldom taken into account by
GIR systems, although it influences the relevance of documents with respect to the user
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information need (Palacio et al., 2009, 2011). Hence, a user’s location and potential mo-
bility was not taken into account by GIR systems. This perspective has been drastically
changed by the rise of mobile Internet access and mobile search engines.
This application of GIR to mobile usage was first investigated by Mountain (2005);
Mountain and Macfarlane (2007) and named Mobile Information Retrieval (MIR). In this
approach, the location of the user becomes a part of the query. Such a query is processed
by a spatio-temporal IR algorithm, by means of four filters. The first is a spatial filter,
which considers irrelevant any document whose footprint is farther away than a given
distance threshold. A second filter is defined as temporal, but it does not involve just
time but also its e↵ect on space. This is unlike the criterion proposed by Bierig and
Go¨ker (2006), where the temporal availability of an entity or object is compared only to
the information need “time”, as past, present, or future. The temporal filter takes into
account the user’s mobility, where the two concepts of space and time are considered as
independent.
In GIScience, this is related to the concept ‘accessibility’, which concerns the part of
space that can be reached within a given amount of time. This concept can be used to
assert whether a user is able to interact with a geographic entity, considering the travel
time, the user needs to reach the entity, and respective spatial and temporal constraints
(e.g., a user’s scheduled appointment, or the opening hours of a shop). In this disserta-
tion this concept will be referred to as ‘spatio-temporal accessibility’ or ‘spatio-temporal
proximity’, in order to avoid confusion with the concept of ‘information accessibility’
as it is defined in IR (see Table 2.1). The space-time path and the space-time prism
developed in time geography are the main models used to deal with ‘spatio-temporal
accessibility’. From an IR perspective, spatial, temporal, and spatio-temporal proxim-
ities are embedded in the concept of ‘physical relevance’ described by Reichenbacher
(2005a, 2007), and in the ‘horizon’ concept described by Saracevic (1996) as a part of
‘interpretational relevance’.
The third filter is based on the assumption that a user in a mobile environment is
interested in what she can see in her immediate surroundings. The fourth filter developed
by Mountain (2005) is the search-ahead filter. It is based on the assumption that users
may be more interested in entities that are on their future path, rather than those
that have been passed already. This implies some level of knowledge stored within the
system about user’s position along a path and the user destination, and the uses of
time geography methods (see Section 2.2.2), or the usage of a prediction algorithm as
developed by Mountain (2005).
Until very recently most of the studies in MIR have focused on rather small sets
of geographically referenced documents. As the number of geographically referenced
Web documents has increased in recent years, it became clear that more sophisticated
approaches were needed in order to respond to mobile query e ciently. Within the field
of very large databases systems, this has resulted in a growing interest in spatial Web
objects (Wu et al., 2012). These objects are defined as pairs containing a Web document
and a reference to a geographic location. The objective is to establish computationally
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e cient methods to retrieve the top-k objects (e.g., the top-10 objects) that satisfy a
mobile user query considering both spatial proximity and textual relevance.
This line of research has undertaken a bottom-up approach, starting from current
Web search engine indexing methods, which are enhanced to include the spatial distance
between the referenced location and the user as a further criterion. Both Vaid et al.
(2005) suggest to combine inverted index files and spatial index as an e cient indexing
approach to this problem. Cong et al. (2009) use an r-tree, where each node includes an
inverted file which provides textual indexing of those documents whose spatial footprint
is contained in the sub-tree rooted at the node. The same approach has been then
improved by Cao et al. (2010), who included a measure of the centrality of the referred
location with respect to other referred location nearby. Venetis et al. (2011) built on
those previous works, incorporating as a new criterion the frequency with which each
place has been mentioned into direction queries on Google Maps.
2.3.2 Mobile cartography
GIScience and IR are not the only disciplines which have encountered considerable
changes due to the “mobile revolution”. The discipline of cartography has also been
influenced by this progress at the beginning of the millennium when recently-developed
Web maps have made the leap from desktop computers to mobile phones (Meng, 2005).
In a few years, cartography moved from the first web maps to the opportunities o↵ered
by Internet-enabled location-aware mobile phones, able to dynamically load informa-
tion from the Internet, based on the location of the user. It has become possible to
produce adaptive geographic information visualisations on-the-fly on mobile phones. In
this context, the new field of mobile cartography has been put forward (Reichenbacher,
2004).
The main goal of this new field is to o↵er visualisations of geographic information with
the greatest possible relevance to a mobile user. Within this framework, the adaptation
of the map goes hand in hand with the relevance of the information being displayed, as
suggested by Reichenbacher (2005a,b, 2007, 2008). The adaptation of the map should
be commensurate to the relevance of the entity. This concept is represented in Figure
2.3, where the first adaptation step reduces the amount of information, and the second
step modifies how the objects are being visualised, based on their relevance. Figure 2.4
gives an example of such a process, where the map on the right-hand side is the result
of adapting the original map in the left-hand side to the geographic information need of
a user searching for a cafe with an ATM nearby. In this example, the applied procedure
fades the base topographic layer and the less relevant entities (i.e., the cafes without an
ATM nearby), in order to make the more relevant entities (i.e., the cafes with an ATM
nearby) more visible.
In mobile cartography, the user context has long been recognised as a key component
in adapting mobile maps to the user’s needs. The use of context and activity theory
applied to the assessment of geographic objects’ relevance in the field of mobile adaptive
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Figure 2.3: Relationship between map adaptation and information relevance, as sug-
gested by Reichenbacher (2007).
Figure 2.4: Example of mobile map adaptation Swienty and Reichenbacher (2006): the
map on the right-hand side is the result of adapting the original map in the left-hand
side to the geographic information need of a user searching for a cafe with an ATM
nearby.
Figure 2.5: Screenshots of the Hike & Bike Map application for Saxon Switzerland,
developed by Hauthal and Burghardt (2012).
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Figure 2.6: Mobile context factors and their interrelationships, as proposed by Reichen-
bacher (2008).
maps has been discussed by Reichenbacher (2005b) and Swienty et al. (2008). Figure
2.6 presents an overview of context factors in mobile cartography, and describes how the
user’s activity is part of the context, and how it interacts with the other factors. The
adaptation of the mobile geographic information visualisation to the context through the
concept of relevance can significantly improve the usability of the geographic information
content on mobile devices (see Figure 2.3).
Most LBS are map-based applications, thus mobile cartography (Reichenbacher,
2001) brings a crucial contribution to that field of research. Typical examples are mobile
guide applications, which provide touristic information to a mobile user in the form of a
LBS. An example is the Hike & Bike Map developed by Hauthal and Burghardt (2012)
that can suggest a list of possible trips in the user’s vicinity (see Figure 2.5). When a
trip is selected, related points of interest (POIs) are shown on a map. In this particular
application, each trip has a pre-defined set of POIs to be displayed. This type of service
would require a relevance assessment as soon as there are too many POIs to be displayed
on a mobile map. This might be even more critical, if such a service is connected to
large POIs datasets, such as those available from OpenStreetMap11 or private compa-
nies. Similarly, Huang and Gartner (2012) present a POI recommendation system for
the Vienna Zoo (Austria). The system suggests visitors which POIs to visit. The recom-
11http://www.openstreetmap.org/, last accessed April 2012.
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mendation is based on collaborative filtering. A preliminary set of context parameters
(e.g., age and time limit) is integrated with a further set of parameters identified through
trajectory mining, where the behaviour of the current user is compared to past visitors
of the zoo, searching for similar trajectories.
In fact, data mining techniques can be resourceful tools for geographic knowledge
discovery. The mined information about user’s mobility and geographic environment
can be included as part of the context of usage in mobile applications. Reichenbacher
(2004) also mentioned that clusters and co-location of di↵erent types of entities in the
geographic environment can be seen as part of the context to be taken into account. The
subject of geographic data mining and information analysis is discussed later in Section
2.4.
2.3.3 Geographic relevance
As argued above, location by itself is not su cient for understanding context for mobile
geographic information services. The next generation of LBS must look at more than
just location in order to understand the user’s need for geographic information. In order
to face this challenge, a new concept of relevance has been outlined (Zipf and Richter,
2002; Coppola et al., 2004; Reichenbacher, 2005a; Raper et al., 2007b).
The fundamental idea is that the concept of relevance should not only be applied
to documents, but also to physical entities in the geographic space, from a user’s per-
spective, in a given spatio-temporal situation. To label this idea, Raper (2007) coined
the term “geographic relevance” (GR). This can be defined as a quality of an entity in
geographic space or its representation in an information system (i.e. an object, docu-
ment, or image), expressed as the relation between an entity or its representation and
the actual context of using the representation (Reichenbacher et al., 2009). An in-depth
discussion on how the concept of GR has been developed in the last few years within
the scope of the GeoRel project is presented in Chapter 3.
GR does not aim to assess the relevance of documents, thus it may not be considered
within the boundaries of IR as it is commonly understood, as well as within GIR and
MIR. The latter focus on the geographic information content of documents, whereas
GR focuses on geographic entities as abstractions of real-world objects. This concept is
similar to relevance as it is understood in the field of spatial Web objects, however, GR
does not assume a direct link between geographic entities and Web pages. Moreover,
the line of research focusing on spatial Web objects undertakes a bottom-up approach
and it is more focused on the e ciency of the process, rather than on the e↵ectiveness
of the outcome.
Finally, GR is not concerned with the fitness for use of whole spatial data sets for
particular GIS applications. Hence, this dissertation does not fall into the fields of
spatial data quality and fitness for use of spatial data sets (Chrisman, 1984; Guptill
et al., 1995; Morrison, 1995; De Bruin et al., 2001). Although the quality of the spatial
data set a↵ects the geographic information served to a mobile user, GR is concerned
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Previous definitions of geographic relevance
“Geographic relevance [can be] defined as a relation between a geographic informa-
tion need and the spatio-temporal expression of the geographic information objects
needed to satisfy it in order to take some action. ” (Raper, 2007, p. 846)
“Geographic relevance is a quality of an entity in geographic space or its repre-
sentation, i.e. an object, document, or image. This quality is expressed as the
relation between the entity or its representation and the actual context of using
the representation. The elements in the geographic representation can be discrete
objects, properties of the objects, relations between objects, or the structure of ob-
jects. The main dimensions of the usage context are theme, space, time, intention,
and knowledge state.” (Reichenbacher et al., 2009, p. 1)
with the elements within the dataset, not the whole data set. The general objective of
relevance assessment is to understand which elements in the dataset are relevant, not the
appropriateness of the whole collection. Although, some of the data quality elements
may be considered to be important dimensions of relevance, they are not necessarily
su cient to qualify an object as relevant.
2.4 Geographic data mining and information analysis
The reason for using relevance concepts in mobile information services is to prevent in-
formation overload, and thus fulfil the user’s geographic information needs. However,
the increasing amount of geographic data available gives us new opportunities as well.
The automated analysis of raw data can produce new information to be used in the in-
formation retrieval process. In particular, this wealth of information can be exploited to
analyse first- and second-order e↵ects in the distribution of the entities in the geographic
space (e.g., O’Sullivan and Unwin, 2003), which can then influence the GR of an entity
as part of the context in which that entity exists – as further discussed in Chapter 3.
As text data mining is most useful for document IR, geographic data mining can be an
important resource for mobile geographic services, such as LBS and mobile cartography,
as has been suggested by Reichenbacher (2004). LBS and mobile cartography services,
thus far, have focused their attention on single entities, with little or no attention being
paid to the surroundings of those entities. However, entities do not exist as independent
objects, but rather are embedded within a specific geographic context. Geographic
information analysis (O’Sullivan and Unwin, 2003) and data mining techniques (Miller
and Han, 2001, 2009) can be fundamental tools for understanding complex geographic
phenomena that involve not only a single geographic entity, but also its relationships to
its surroundings and neighbouring entities in a larger relational context.
Spatial clusters are among the most evident and prominent first-order e↵ects, which
can be understood as part of the geographic context of an entity. Several spatial clus-
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Geographic data mining and information analysis
“Geographic data mining involves the application of computational tools to reveal
interesting patterns in objects and events distributed in geographic space and across
time (in very large geographic datasets).” (Miller and Han, 2001, p. 16)
“A working definition of geographic information analysis is that it is concerned
with investigating the patterns that arise as a result of processes that may be oper-
ating in space. Techniques and methods to enable the representation, description,
measurement, comparison, and generation of spatial patterns are central to the
study of geographic information analysis.” (O’Sullivan and Unwin, 2003, p. 3)
tering methods have been developed from statistical cluster analysis over the years,
including both partitioning methods, and hierarchical methods (Han et al., 2001). The
main disadvantage of partitioning methods inherited from statistics is that they can only
find spherical-shaped clusters, whereas geographic clusters are often non-spherical, since
they evolve in geographical space, in which the distribution of entities is constrained by
geographic features (e.g., lakes, rivers, mountains, and streets) (Sander et al., 1998). Hi-
erarchical methods perform better in this task. Other clustering methods define clusters
as areas with relatively high object density. These are referred to as density-based meth-
ods, such as the method DBSCAN proposed in (Ester et al., 1996), which can e↵ectively
discover non-spherical clusters.
While spatial clusters describe the surroundings of an entity in terms of other similar
entities nearby, the concept of co-location describes a second-order e↵ect between an
entity and surrounding entities belonging to other categories. Two instances of di↵erent
categories are said to be co-located if they are within a defined threshold distance from
each other. Therefore, given a dataset of entities and a category among those present in
the dataset, a co-location rule defines the categories whose instances are frequently found
co-located with an entity belonging to the first category. This knowledge is an important
piece of information in understanding the geographic surroundings of entities. In fact, it
complements the information obtained from the cluster analysis, integrating information
about spatial relationships with entities of the same category with information about
spatial relationships with entities of the other categories. Several techniques have been
proposed (Huang et al., 2004), which mine spatial databases to find such co-location
rules. More sophisticated methods have been developed, which can also discover negative
co-location rules (Jiang et al., 2010). These second type of roles capture the fact that
certain categories of entities are usually absent in the neighbourhood of another given
category.
Both the first- and second-order e↵ects mentioned above are still limited to the spa-
tial dimension. A di↵erent type of analysis has to be carried out, if one is interested in
discovering rules that describe relationships among entities along the spatial, temporal,
and attribute-related axes. For this purpose, techniques have been designed to mine as-
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First- and second-order e↵ects
“First-order spatial variation occurs when observations across a study region vary
from place to place due to changes in the underlying properties of the local envi-
ronment. For example, the incidence of crime might vary spatially simply because
of variations in the population density, such that rates increase near the center of
a large city. In contrast, second-order variation is due to local interaction e↵ects
between observations, for example, the existence of crime in an area making it
more likely that there will be crimes surrounding that area, perhaps in the shape
of local hot-spots in the vicinity of bars and clubs, or near street drug markets.
In practice, it is di cult to distinguish between first- and second-order e↵ects.”
(O’Sullivan and Unwin, 2003, p. 29)
sociation relationships among spatial and non-spatial predicates, discovering association
rules among entities and their properties (Koperski and Han, 1995).
Understanding user mobility as a spatio-temporal process can provide additional
information about the usage context of a mobile application. Current research in geo-
graphic data mining is also focusing on knowledge discovery from movement databases
(Giannotti et al., 2008; Dodge et al., 2008; Miller and Han, 2009; Dodge et al., 2012).
Techniques, such as trajectory classification, trajectory clustering, and movement data
similarity analysis are used for mining common movement patterns among di↵erent users.
This can be very useful for mobile application development. The recognition of particu-
lar patterns of movement (e.g., ‘meet’ or ‘moving cluster’) can provide important insights
into the user’s context (e.g., group activities). The similarity between the current user’s
trajectory and other users’ trajectories could make it possible to predict a user’s future
spatial behaviour, similarly to what has been suggested by Huang and Gartner (2012).
The same techniques can be used to further refine the probability distribution employed
in the search-ahead filter suggested by Mountain and Macfarlane (2007).
2.5 System evaluation
System evaluation has always been one of the main topics of IR, involving many areas
including information-seeking behaviour analysis, usability of the interface, and compu-
tational complexity analysis of the systems in terms of storage and time (Sanderson,
2010). Since the earliest stages of IR, the evaluation of IR systems has been performed
by means of a test collection and an evaluation measure, which simulate a user of a
searching systems in an operational setting. A test collection is composed of a set of
documents, a set of topics, and a set of judgements reporting the relevance of each doc-
ument with respect to each topic. The judgements are commonly performed by human
analysts. The relevance assessments computed by the system are compared with the
judgments specified in the test collection: the more similar the two are, according to the
selected measure, the higher the system e↵ectiveness.
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It is possible to compare the e↵ectiveness of two or more IR systems, by using an
agreed test collection and evaluation measure. The same procedure can also be used
to study the e↵ectiveness of an IR system with di↵erent configurations. Starting in
1992, the Text Retrieval Conference (TREC) has been the largest evaluation series in IR
(Voorhees et al., 2005). Large evaluation series such as TREC, the NII Test Collection
for IR Systems (NTCIR) (Kageura et al., 1997; Kando et al., 1999) in East Asia, and the
Cross-Language Information Retrieval (CLEF) (Peters and Braschler, 2001) in Europe
made it possible to compare various IR systems, on the basis of a standard procedure
and a shared collection of documents. The main critiques to this type of evaluation
concern the assumed independence of relevance of the documents in a collection, and
the subjectiveness of relevance judgments (Manning et al., 2008).
In GIR, the GeoCLEF (Gey et al., 2007; Mandl et al., 2008, 2009) evaluation series
has been organised from 2006 to 2008 within the CLEF series. The results collected
by GeoCLEF show that GIR systems could at best perform as na¨ıve systems based on
standard IR procedures. A di↵erent approach was taken with the GikiCLEF (Santos
and Cabral, 2009, 2010). In that series, the systems were asked to first generate an
answer to a geographic question, and then use this answer for the document retrieval.
These experiments have shown a clear di↵erence between questions conveying a strong
geographic scope and questions conveying a loose geographic scope. GIR systems are
more e↵ective than IR systems in dealing with the first type of questions, as discussed
in Section 2.3, see also (Purves et al., 2007).
At the time of writing, the first edition of the Contextual Suggestion Track12 is
running as part of TREC 201213. This evaluation track focuses on recommending local
businesses, based on the user’s profile and the context. The latter is defined as the city
where the user is, the time of day, the day of the week, and the season. Despite the
vague definition of both the spatial and temporal information, this is the first example
of an evaluation track involving the relevance assessment of geographic entities14.
2.5.1 Crowdsourcing
Large evaluation campaigns such as TREC are not always a↵ordable for small interest
groups, focused on subfields of IR. In the last few years, crowdsourcing (Marsden, 2009;
Eickho↵, 2011; Yuen et al., 2011) emerged as an alternative path to IR evaluation (Alonso
et al., 2008; Alonso and Mizzaro, 2009; Alonso and Baeza-Yates, 2011).
Crowdsourcing can be defined as the mechanisms and associated methodologies for
scaling and directing crowd activities to achieve some goal(s) enabled by Internet con-
nectivity. Crowdsourcing platforms such as Amazon Mechanical Turk15 are Internet
services that give developers the tools to create and submit tasks to a wide audience
12https://sites.google.com/site/treccontext/, last accessed September 2012.
13http://trec.nist.gov/pubs/call2012.html, last accessed September 2012.
14Nevertheless, the vagueness of context information and the small amount of data involved are not
compatible with the GR assessment model presented in this dissertation, making it impossible to use it
as evaluation procedure of the presented model.
15https://www.mturk.com, last accessed May 2012.
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of registered users, through an Application Programming Interface (API). The obtained
answers can be incorporated into software applications, and the manner of communi-
cation resembles a common remote service. The response times are commonly rather
short, due to the large number of members collected by these services.
This results in a very fast and relatively cheap way to place questionnaires, or run
any kind of user experiment, which can be incorporated in a Web page and run without
particular equipment. The participants can be assumed to be competent computer users
or at least familiar with the Web environment. Studies performed on the demographics
of Amazon Mechanical Turk (Ipeirotis, 2008, 2010; Ross et al., 2010) showed that in
2008 most of the participants were residents of the Unites States of America, whereas
participants from India accounted for almost half of the population in early 2010. The
same demographics reported that about two thirds of the participants from India have at
least a Bachelor’s degree, and about one third of the participant from India declared that
the money gained through Amazon Mechanical Turk is (at least sometimes) “necessary
to make basic ends meet”. This raises ethical concerns, as discussed by Felstiner (2010).
At the same time, it o↵ers quite a unique opportunity to perform experiments with such
a diverse set of subjects (Mason and Suri, 2011).
From an experimenter’s point of view, a key issue is the quality of the obtained an-
swers (Marsden, 2009). There is no guarantee that participants will carry out the tasks
in a reliable and foreseen manner. Malicious workers have been reported by almost every
study made on crowdsourcing platforms, especially in the earliest years. Nowadays, most
platforms o↵er quality check systems. The most common approach is to check the eval-
uation that previous experimenters have assigned to a given participant. Several studies
(Eickho↵ and de Vries, 2011; Harris, 2011) reported that the quality of the results can
be improved by using open questions, screening questions, or more complex tasks, which
discourage malicious workers. A training module prior to complex tasks is suggested, to
guide the worker through some warm-up questions and avoid misunderstandings.
Crowdsourcing has been applied to particular IR tasks, such as video annotations
(Soleymani and Larson, 2010), music similarity assessment (Urbano et al., 2010), and
news search (McCreadie et al., 2010). Despite the issues mentioned above, these plat-
forms o↵er an opportunity for collecting human judgments for a small scale evaluation
dataset, with a very high cost and time e ciency.
2.6 Implications
In this chapter, I reviewed di↵erent fields of research which investigate the concepts of
relevance, context, and mobility (see Sections 2.1 and 2.2). I also summarised the studies
focusing on the relationships between those three concepts, and their application to the
development of mobile information services (see Section 2.3). Thereafter, I outlined
how mobile information services can be strongly a↵ected by information overload and
related issues, and how the current limitations of these services led to the proposition
of the concept of GR (see Section 2.3.3). Finally, I briefly presented the key tools (see
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Sections 2.4 and 2.5) used to develop and evaluate a novel GR assessment method in
the presented research.
The concept of GR aims to integrate and encapsulate ideas and concepts from di↵er-
ent academic communities working on the development of mobile information services.
However, GR still lacks a development framework, a list of relevance criteria, and a
formal method for the numerical assessment of relevance scores. This dissertation aims
to fill that gap.
It is possible that the information overload problem under investigation could be
solved by applying models and criteria developed in the field of IR to the available
information about the geographic entities. This would mean that GR is not a new
concept, but rather a reformulation of the concept of relevance commonly used in IR,
applied to di↵erent underlying data. It is therefore necessary to further investigate
the conceptual basis of GR, in its di↵erences from the concept of relevance commonly
used in IR, and in its geographical aspects beyond the sole spatial proximity criterion.
Further criteria related to the user’s mobility and the geographic environment may play
an important role. These topics will be discussed in Chapters 3 and 4.
On the one hand, if GR is just a reformulation of the concept of relevance commonly
used in IR, the assessment methods used in document-based IR could be directly applied
to information available on a given set of geographic entities without further adaptation.
On the other hand, if GR is a new concept of relevance and di↵erent criteria have to
be taken into account, a new assessment model would be needed, as well as new formal
definitions to numerically estimate GR with respect to those criteria. These topics will
be discussed in Chapters 5, 6, and 7.
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Chapter 3
Geographic relevance
As suggested by Schamber et al. (1990), relevance is a multidimensional, dynamic, and
complex concept. Since the 1960s, information science has invested great e↵ort into
understanding its nature, and many definitions of relevance has been proposed. Nev-
ertheless, the same nature of such concept implies the existence of di↵erent types of
relevance (e.g., Borlund, 2003). In this chapter, I present the concept of Geographic
Relevance (GR) and the conceptual framework of this dissertation. The mobile revo-
lution (as reviewed in the previous two chapters) has made it necessary to apply and
adapt concepts and methods developed in IR to mobile cartography and LBS. The key
tool in this process is the concept of GR.
Section 3.1 provides a definition of GR, a description of how this concept is derived
from previous concepts of relevance, and a discussion on how it relates to these prior
definitions. Section 3.2 discusses how di↵erent models of space can influence the concep-
tualisation of GR. Finally, a conceptual model is proposed in Section 3.3, which presents
the elements identified as key to describe the user context, geographic entities, and the
surrounding environment.
3.1 Definition and derivation
As discussed in Section 2.1, relevance is still an ill-defined concept. In IR, relevance is
commonly defined as a relationship between a user need and an entity. An extensive
survey on the development of the concept of relevance in IR is presented by Mizzaro
(1997a). GR is the relation between an entity in geographic space, as represented in an
information system, and the geographic information need of a user, as expressed in the
language of the system, in the context of using the information system. This definition
of GR is derived from the definition proposed by Raper (2007), who based his definition
of GR on the widely accepted definition of situational relevance, as proposed by Wilson
(1973).
Situational relevance combines two relevance concepts. The first is logical relevance,
as developed by Cooper (1971) more than forty years ago. Cooper defined logic relevance
as ‘a relationship holding between pieces of stored information on the one hand and user’s
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information needs formulated as information need representations on the other hand ’
(Cooper, 1971, p. 22). Cooper depicted a user’s question (i.e., his conceptualisation of
the user’s information need) as the sets of its possible answers. If at least one of those
answers logically follows a piece of stored information, the latter is defined as logically
relevant. This type of relevance is directly derived from deductive logic. The second con-
cept entailed in situational relevance is evidential relevance. This is an inductive type of
relevance, which conveys ‘the notion of degree of confirmation, or probability, of conclu-
sions in relation to given promises’ (Wilson, 1973, p. 460), which is an intrinsic factor
of human knowledge and reasoning, and calls for the usage of plausible or probabilistic
inference in IR. Hence, situational relevance is the relevance of a piece of information
to the user’s situation as she sees it, not as it “really” is. The logical acceptation of
relevance is the same embodied in logic relevance, but its clarity is “infected” by the
indeterminacy of evidential relevance.
This is just one of the various conceptualisations of relevance which has been proposed
since the 1960s in IR. To bring some order to the proposed concepts and definitions,
Mizzaro (1998) suggested four dimensions along which various types of relevance can
be characterised. These dimensions are ‘information resources’ (i.e., what the user is
searching for), ‘user problem’, ‘time’, and ‘components’. In this model, relevance can
deal with the information resources at three levels of abstraction: a document containing
information; a surrogate information of the documentation (e.g., the title and keywords);
and the information received by the user, as she perceives it. The user problem has four
levels of abstraction: her real information need (RIN); the information need as she
perceived it (PIN); the information need as she can express it in a natural language;
and the query as it is expressed in the system language. The dimension ‘time’ refers
to the steps in which the information flows with the interaction from the moment in
which the user’s real information need arises to the moment in which it is satisfied. The
dimension ‘components’ lists the aspects that compose the first two dimensions: the
topic the user is interested in; the task or activity she aims to perform; and the context
in which everything happens.
In this framework, Wilson’s situational relevance (Wilson, 1973) can be defined as
concerning the information as the user receives it, and the user’s information need as she
perceives it – Wilson’s definition of situational relevance does not address the dimensions
‘time’ and ‘components’. It is evident that this framework does not account for the
concept of GR, because GR does not deal with the relevance of documents.
Mizzaro’s framework was further developed by Coppola et al. (2004) when defining
w-relevance. The authors use the “w” to refer to wireless relevance, but also double-
relevance, world-relevance, and double-user-relevance (see Coppola et al., 2004, p. 7).
This concept partially anticipated the notion of GR, in the sense of relevance addressing
real/physical world entities and not documents. In this new framework, relevance can
deal with the resources at four levels of abstraction: the actual entity (or thing); a
document describing, representing, or referring to the entity; a surrogate information
of the entity or its documentation; and, the information received by the user, as she
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perceives it.
This further level of abstraction is a key change, because it reveals a whole new layer
of relevance concepts, beyond the classic horizon of document-based IR. These relevance
concepts address the physical objects that are at the core of current e-commerce systems,
Recommender Systems (RS), and LBS, instead of digital documents that describe and
refer to physical objects. For instance, if a user is searching for a restaurant for lunch, a
webpage containing information about local restaurants can be considered relevant by a
document-based IR system, although some of the restaurants described in the webpage
might not be considered relevant by a LBS (for example, because they are closed).
However, three main issues should be addressed for this framework to be able to deal
with spatial and context-aware definitions of relevance, as GR aims to. The first relates
to a user’s mobility, the second to the perception of the context, and the third to the
dimension ‘components’.
Mizzaro (1998) describes how the relevance of a document (or any other level of
information resource abstraction) to a query (or any other level of information need
abstraction) changes over time, as the user acquire information, and thus her information
need changes. This fact is captured in the framework by means of the dimension ‘time’,
which has been suggested accounting for an information seeking scenario, where a user
is supposed to be sitting at a desk. This “static” assumption does not hold anymore, as
users can now search for information on their mobile devices. In fact, a mobile user can
“trade” time for space in order to generate mobility (as discussed in time geography, see
e.g., Miller and Bridwell, 2009). One can spend time travelling, obtaining in return the
movement from a location to another (i.e., mobility). A user’s location can change as
time passes by from the moment the RIN arises until it is met, and location can be a
fundamental factor of relevance (Reichenbacher and De Sabbata, 2011). Thus, a piece
of information which is relevant for the location where the user is when she perceives
her information need may no longer be relevant for the location where she is when she
obtains the retrieved information, because of the change in location.
Hence, a relevance dimension concerning time can not ignore space, as these two
factors are interdependent. Therefore, I suggest to replace the dimension ‘time’ with a
dimension concerning space-time. This new dimension ‘space-time’ describes how the
information flows with the interaction, from the point in space and time in which the user
is at the moment her RIN arises, to the point in space and time in which the user is at the
moment the information need is satisfied. It has to be noted that the dimension ‘space-
time’ is used to define which user position in space and time is considered in assessing
relevance, and it does not relate to the information need or information content. For
instance, the GIR systems discussed by Palacio et al. (2010) consider the spatial and
temporal content of documents (i.e., as part of the topic the user is interested in, within
the information resource dimension), but not the spatial and temporal context in which
the information seeking happens (i.e., the ‘space-time’ dimension).
The second issue mentioned above concerns the definition of context. This is becom-
ing a key factor in current definitions of relevance. Context is a vague term, which is used
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to refer to very di↵erent components of relevance, from a small set of raw input from
a device’s sensors to an abstract conceptualisation of the world around a user. As the
RIN (i.e., the real information need) is di↵erent from the query received by the system,
the real world is di↵erent from the world perceived by the system. Similar notions in
GIScience are based on conceptual models such as the one proposed by Peuquet (1984,
2002), where ‘levels progress from reality, through the abstract, user-oriented information
structure, to the concrete, machine-oriented storage structure’ (Peuquet, 1984, p. 69).
Hence, a new dimension should be considered to handle the representation of the world
in which the relevance relation between the user’s information need and the entity takes
place (i.e., the context, both informational and physical). A relevance concept can be
described as dealing with reality at the following levels of abstraction:
• real world ;
• documented world, that is the world as it is recorded by the human knowledge in
any form of stored information;
• perceived world, that is, the world as known and perceived by a user;
• system world, that is, the world as the systems knows it (i.e., the data available
both from resources of the system and sensors of the user’s devices).
This is a partially ordered set. The real world is (ideally) the most complete under-
standing of reality. It is reasonable to picture the documented world as a more complete
approximation of the real world than the perceived world, because there is much infor-
mation documented that remains unknown to a user. It is as well reasonable to imagine
that a user can perceive information about the world which is not in the documented
world, and that can be just partially documented in real-time by its device and sent to
the system. The system’s world is a subset of the documented world.
In addition to the two issues discussed above, I advance an argument for the dimen-
sion ‘components’ to be an attribute set more than an actual dimension. The distinction
between this and the other dimensions is already evident in the definition given by Miz-
zaro (1998). The components are used to qualify the abstraction levels defined in the
other dimensions (excluding the dimension ‘time’), rather than to define the steps of an
independent dimension. Moreover, I suggest to extend the list of components in order to
explicitly include the user’s preferences, social context, and mobility, which are among
the most frequently used facets of relevance. Therefore, the components of relevance
included in the framework considered in this dissertation are:
• topic refers to the subject the user is interested in;
• activity (or task) refers to how the retrieved information is concerned with the
activity or task that the user will perform, how the activity aroused the information
need, and how the user will employ the information in pursuing the activity;
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• preferences refers to the user’s preferences related to the topic or the activity
considered (e.g., Rashid et al., 2002);
• social refers to the social context that can influence the relevance of an entity, such
as the popularity within a community or among user’s connections (e.g., Mizzaro
and Vassena, 2011);
• mobility refers to the spatio-temporal availability of the entity (e.g., location and
opening hours), the spatio-temporal situation of the user (e.g., location, time sched-
ule, and mode of transportation), available mobility infrastructure, and topological
structure (e.g., Mountain and Macfarlane, 2007);
• context is everything not pertaining to the previous components, including knowl-
edge about the physical surroundings (e.g., light level or other geographic entities
in the surroundings) and informational surroundings (e.g., information contextual
to the topic or activity).
Using this framework, relevance as it is commonly implemented in GIR systems can
be defined as being concerned with documents describing geographic entities and the
user’s query (see Table 3.1). These elements are described using the component topic.
MIR systems usually include the mobility component. Relevance as it is commonly
implemented in LBS can be defined as being concerned with a surrogate information
about geographic entities and the user’s query, at the spatio-temporal point at which
it is submitted to the system. The elements are described using the topic and mobility
components, although this last, in most cases, is restricted to user’s and entities’ locations
in a simple geometric representation of space. Most RS take into account the topic,
social, and preferences components. More advanced LBS and RS systems account for the
activity and context component, where the latter is usually developed in its informational
aspect.
As defined by Raper (2007), GR can be seen as an extension of Wilson’s situational
relevance. Assuming Raper’s definition, GR is concerned with the information as the user
receives it, and the user’s information need as she perceives it, at the spatio-temporal
point at which the information is perceived by the user. GR is concerned with the
perceived world if the ‘egocentric’ attention is assumed, and it is concerned with the
documented world if the ‘allocentric’ attention is assumed (Raper, 2007, p. 846). Finally,
the elements involved in the GR relationship would be described by the components
topic, activity, mobility, and context. This is a quite abstract definition of GR, but
Raper (2007) also proposed a preliminary concrete model of GR based on the projection
of a user’s need on the world representation (referred to as user attention) and the entity
footprint (referred to as influence of the geographic information object) onto a triangular
irregular network representing the geographical space. The intersection of the two is the
quantification of GR.
Aiming to define a computational method to assess GR, in this dissertation I employ
a more pragmatic definition of GR. This definition is closer to the concept of relevance as
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Table 3.1: Di↵erent understandings of relevance characterised in the proposed frame-
work.
Definition Dimensions of relevance Components
Resource Need World Space-time
Wilson information perceived
Wilson (1973) information
need
Raper entity perceived perceived information (topic, activity,
Raper (2007) information (egocentric) perception mobility, context)
need or
documented
(allocentric)
Definition Dimensions of relevance Components
Resource Need World Space-time
GIR surrogate query (topic, activity)
(document)
MIR surrogate query query (topic, activity,
(document) submission mobility)
RS surrogate query (topic, activity,
(entity) preferences, social)
LBS surrogate query query (topic, activity,
(entity) submission mobility)
GR surrogate query system query (topic, activity,
(entity) submission preferences, social,
mobility, context)
defined by Saracevic et al. (1988); Saracevic and Kantor (1988a,b), which was described
in Mizzaro’s (1998) framework as dealing with the surrogate of the information resource,
the user’s request, and the components topic, task, and context.
In the scope of this dissertation, I define GR as concerning the surrogate information
as it is available for the information system, and the user’s information need as it is
formulated in the query language, at the spatio-temporal location at which the user
submits the query to the system. GR is concerned with the system’s world, including
the information already available to the system and the incoming information from the
user’s device. Finally, the elements involved in the GR relationship are described by the
components topic, activity, preferences, social, mobility, and context.
One the one hand, it is clear that the main di↵erence between GR and situational
relevance is the focus on the actual entity, not on a document referring to that entity.
This a↵ects the di↵erence between the more pragmatic definition of GR given above and
relevance as defined in GIR and MIR (which are pragmatic derivations of situational
relevance). The surrogate information taken into account in assessing GR is a surrogate
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of the entity (i.e., its representation within the information system), not a surrogate of a
document as in IR, GIR, and MIR. On the other hand, the purpose of GR is to embody
the concepts of relevance which are developing in the fields of mobile cartography, LBS,
spatial Web objects, and RS. GR acknowledges a user’s activity, the informational con-
text in which an information seeking process happens, and aims to further develop the
understanding of the geographical context in which the geographic entities are placed.
This is the understanding of relevance to be analysed and modelled in the following
sections. In Chapters 4 and 5, I will investigate the criteria needed in order to compute
this relevance, and propose a computational model for the GR assessment. Although for
the sake of completeness all the identified components (i.e., topic, activity, preferences,
social, mobility, and context) have been included in the definition proposed above, not
all of them can be further investigated in detail within this thesis – due to the limited
temporal scope of the project here described. Future developments in those directions
are discussed in Chapter 9.
Wilson’s (1973) situational relevance was defined in contrast to the notion of psy-
chological relevance. Situational relevance is not concerned with whether and how the
user perceived the relevance of a piece of information, nor with whether their view of
the world has changed or failed to change after having received that information. The
same holds for GR. In a first step, given the user context and a geographic entity, the
GR of such entity can be assessed. In a second step, the assessed GR can be represented
(Crease and Reichenbacher, 2011), for example, on a map on a user’s mobile phone. The
psychological relevance of the geographic entity is the result of the user perceiving the
represented GR. Dealing with this psychological relevance is neither the aim of IR, nor
of this dissertation. In order to establish a computational method for the assessment of
GR, given an individual stock of information, and a structure of values or preferences,
relevance is here considered in its logical aspects, and not in its psychological ones (as
in Wilson’s perspective).
3.2 The role of space
The ‘mobility’ and ‘context’ components included in the framework prosed in this work
play an important role in defining the relevance of physical and geographic entities. This
is the case for spatially- and context-aware concepts of relevance such as GR (De Sabbata
and Reichenbacher, 2012). At the same time, these components are strongly influenced
by the conception of space taken into account by the underlying information system.
Located at the intersection between geographic information systems and mobile ser-
vices (Brimicombe, 2008), LBS usually take into account a simple model of space, where
entities are modelled as points, lines, or polygons in an empty bi-dimensional Euclidean
space. However, the mobility and context components of relevance require more sophis-
ticated fundamental geographic concepts (Golledge, 2002), such as proximities, spatial
relationships, geographic associations (e.g., neighbourhood relationships, clusters, co-
locations, etc.), as well as spatio–temporal constraints (e.g., accessibility). For instance,
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Figure 3.1: Di↵erent concepts of location and space.
a pure geometrical model of space is not su cient to study and understand GR, which
must be analysed with di↵erent models or conceptions of space. Raper (2007) distin-
guishes two geographic models of space. A “geo-representation” (i.e., a space modelled
with geometric entities), and a “geo-context” (i.e., a mental constructs, such as places
or landmarks). According to Reichenbacher (2009), four di↵erent models of space can
be defined (see Figure 3.1), which are characterised by increasing complexity, richness,
and expressive power. They include metrics, relations, configuration, and meaning.
The geometrical model of space uses geometrical references to space, including loca-
tions, areas, distances, and directions. This model is su cient for determining simple
proximities in space as in a typical LBS use case. Often one is not only interested in
metrics, but also wishes to know about the relation of an entity to other entities. For cap-
turing such spatial relations and associations, the geometrical model has to be extended
to a topological model of space. The latter additionally captures spatial relations and
associations required for assessing the relevance based on connectivity and accessibility
in a network. Accessible space denotes the parts of space that can be reached within a
specific time. For instance, parts of space not accessible within a reasonable time may
be considered as seldom relevant for a user in a mobile information seeking scenario.
The structural model of space extends the geometrical and topological model by
encompassing spatial configurations, layouts, compositions and spatial patterns. Ex-
amples are dispersion, clusters of entities, or densities, and include spatial primitives
such as those proposed by Lynch (1960). For instance, an area where the density of a
given category of entities is significantly higher than in neighbouring regions could as a
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whole be more relevant, as it o↵ers more opportunities for a user to perform a related
activity. Taking into account the neighbourhood of a geographic entity provides further
information about the spatial context of that location and could for instance identify
or link to associate places or regions, as well as co-located entities. In this perspective,
first- and second-order e↵ects in the distribution of the entities in the geographic space
(O’Sullivan and Unwin, 2003) can be analysed and geographic data mining techniques
(Miller and Han, 2009) can be exploited, in order to understand complex geographic
phenomena that involve not only a single geographic entity, but also its surroundings.
This information plays an important role in spatially- and context-aware concepts of
relevance such as GR (De Sabbata and Reichenbacher, 2012).
Finally, a semantic model of space addresses the issue of the specific meaning space
may have (e.g., places, regions, functions, and qualities of places). On the one hand,
most users of a mobile service think of location in space in terms of places that have a
specific meaning for them (Gibson, 1986). This meaning may be constructed through
experiences. On the other hand, places may also o↵er specific functions or a↵ord certain
activities (Jordan et al., 1998; Alazzawi et al., 2010; Goodchild, 2011). Hence, the mobile
activity a user wants to perform constrains the relevance of places or regions, based on
a↵ordances and meaning assigned to the latter. For instance, in order to perform the
activity of dining, one needs a place that o↵ers the possibility to eat, therefore restaurants
are more relevant than garment shops.
3.3 Conceptual model
In this section I present a conceptual model, in which I summarise my approach with
respect to the first research question (RQ1), as formulated in Section 1.2. The inception
is the concept of GR as defined and described above. In order to analyse this complex
relationship, it is necessary to first establish a model for the information involved in the
GR assessment, and related to the user, the geographic entities, and the surrounding
environment. This allows to investigate the relationships between pieces of informa-
tion describing the user and pieces of information describing geographic entities, in the
context of information available about the surrounding environment.
To achieve this purpose, the components listed in the framework described above
(see Section 3.1) can be used. In fact, each component defines an aspect of the first
three dimensions of relevance (i.e., information need, information resource, and world
representation). Thus, the information required to model the user context, geographic
entities, and the surrounding environment is then identified by analysing the correspond-
ing relevance dimension by means of the defined components.
The conceptual model of GR (see Figure 3.2) includes two main parts, which entail
the information needed to model the user, and the geographic entities. Further elements
are included in these two parts, which describe the system’s representation of the world
that surround both user and geographic entity respectively. The user is described as
a combination of the components activity, preferences, social context, and mobility.
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The geographic entity is mainly described as a combination of the components activity
and mobility. The system’s representation of the world completes the model adding
contextual elements related to the informational and geographic surroundings of both
user and entity.
The central part of the model (in the top level in Figure 3.2) reflects the fundamental
idea of GR as a relation between a user in a given location and context, and geographic
information entities as representations of real world entities. The first part (on the left
in Figure 3.2) is the user model. It includes a description of the user’s current situation
(location and time), and mobility information.
Moreover, her preferences can be modelled, along with her anchor-points (Couclelis
et al., 1987), which can be understood as salient places in her understanding of the
geographic space. That is, places that she visits frequently, or stays at for long periods
(e.g., her home or work place), or popular landmarks. Furthermore, the user model
includes her activity and actions, as well as her motivations and goals. These also
convey information about the topic in which she is interested.
The user model is associated with a model of the current environment surrounding
the user, including her social environment (e.g., when travelling in a group), the com-
putational environment of her device, and the system’s knowledge of reality. The latter
represents the system’s knowledge about the world (Zipf and Jo¨st, 2006) and encom-
passes information about built-in device sensors (e.g., temperature sensors), remotely
accessible information (e.g., Internet services), and surrounding geographical entities. It
is also linked to a set of relations among these entities capturing first- and second-order
e↵ects in the distribution of the entities in the geographic space (see e.g. O’Sullivan
and Unwin, 2003), which is included in the second part of the model as described in the
following.
The geographic entities, together with the relations between them, are described by
the second part of the model (on the right in Figure 3.2). On the one hand, a geographic
entity has to be identifiable by a numerical ID or unique name. On the other hand,
the category of the entity (e.g., restaurant) has to be modelled, including attributes
information (e.g., restaurant rating), as well as the computational environment (i.e.,
infrastructural and software services). Taking into account a semantic model of space,
a↵ordances or functions (e.g., o↵ered services) are also included, since this information
is fundamental in understanding the components of GR related to a user’s activity and
topic of interest. Each entity is also described by its geometry, defining its location, and
it may possibly refer to a place.
Moreover, since a semantic model of space embodies a structural model, the geo-
graphic relations among entities are also included (i.e., first- and second-order e↵ects).
Geographic relations taken into account include (but are not limited to) general topologi-
cal relations, spatial hierarchies, clusters, co-locations, connectivity, and spatio-temporal
association rules. This information is necessary to understand the geographic context
component of GR. Finally, the model includes time-related information. The local time
of the entity (e.g., current time, day time, or season) is modelled, along with related
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events (e.g., plays of a theatre). Evolution rules describe the manner in which entities
change over time (e.g., opening hours of shops).
3.4 Summary
In this chapter, I presented the concept of GR, which is the main focus of this disserta-
tion. I also proposed a new framework, which can be used to describe conceptualisations
of relevance in four dimensions and a set of components of relevance. This framework
was used to compare GR with other concepts of relevance proposed in the fields of IR
and mobile information services. The components of relevance defined in this frame-
work were used to analyse GR, and identify the information needed in order to model
the user context, geographic entities, and the surrounding environment. The result is
summarised in the conceptual model of GR, presented in Figure 3.2.
GR strongly emphasises the geographic facet of relevance. Thus, the assessment of
GR is closely tied to the selected conceptualisation of space, which can have a strong
influence on the assessment results. A topological model of space can convey a more
realistic understanding of the user’s mobility, with respect to a geometrical model of
space. The structural and semantic models can enable an even deeper understanding of
the context in which the information seeking process happens.
This chapter o↵ers an answer to the first research question (RQ1, see Section 1.2),
clarifying the elements involved in the GR relationship. The next chapter will focus on
which criteria of relevance define the GR relationship, and therefore have to be taken into
account in the assessment of GR, proposing an answer to the second research question
(RQ2, see Section 1.2).
Chapter 4
Criteria
In the previous chapter, I defined the concept of GR and presented a conceptual model
of GR, describing the components involved in the assessment of the GR of a geographic
entity for a mobile user in a given context. This raises the challenge to identify an
appropriate set of criteria that is capable of operationalising those components.
In this chapter, I investigate whether the criteria developed in IR and related fields
(see Chapter 2) have to be taken into account for assessing GR (or if some of them do
not apply) and whether those criteria are su cient (or if there are other criteria which
have not been investigated yet1). The guiding question is whether the concept of GR is
equivalent to the concept of relevance employed in IR, or not.
In Section 3.1, GR was defined as a derivation from the concept of situational rele-
vance proposed in IR. It was also illustrated how GR is quite similar to the concepts of
relevance used in GIR and mobile information services. This suggests that at least some
criteria proposed in the IR, GIR, and mobile information services literature (see Section
2.1 and 2.3) should be applicable to GR. Many conceptual di↵erences have already been
highlighted in Chapter 3, in particular the focus of GR on the geographic component of
relevance, and the use of a semantic model of space. This implies that specific criteria
might be important for assessing GR, especially to achieve an adequate understanding
of the user’s mobility and the geographic environment. Although these are important
conceptual facets of GR, it can not be excluded that these factors might have little actual
influence on the users’ perception of relevance compared to the more classic criteria of
relevance (e.g., topicality, appropriateness).
This chapter starts with a description of criteria, that could be applicable to GR.
Section 4.1 describes how criteria developed in IR and mobile information services can
be adapted to GR. Thereafter, I present new criteria specifically proposed in the scope
of GR, which should also be considered in assessing GR. The three following sections
present two empirical studies (i.e., Experiment I and II), which I conducted to investigate
the importance of the listed criteria, and a discussion of the results. These sections are
largely based on De Sabbata and Reichenbacher (2012). Finally, Section 4.4 summarises
the findings of the experiments and sets the stage for the next chapters.
1This chapter is largely based on De Sabbata and Reichenbacher (2012).
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Table 4.1: Criteria of GR.
Properties Geography Information Presentation
topicality spatial proximity specificity accessibility
appropriateness temporal proximity availability clarity
coverage spatio-temporal proximity accuracy tangibility
novelty directionality currency dynamism
popularity visibility reliability presentation quality
anchor-point proximity verification
hierarchy a↵ectiveness
cluster curiosity
co-location familiarity
association rules variety
4.1 Definitions
A first list of criteria of GR has been proposed in De Sabbata (2010), and then refined
in De Sabbata and Reichenbacher (2012). Table 4.1 presents the refined list of criteria
of GR taken into account in this dissertation. The criteria are grouped in four classes
as suggested in De Sabbata (2010).
Barry and Schamber (1998) advocate for ‘the existence of a finite range of criteria
that are applied across types of users, information problem situations, and information
sources’, whereas the few di↵erences ‘appear to be due to the di↵erences in situational
contexts and research task requirements’ (Barry and Schamber, 1998, p. 234). This is
consistent with the hypothesis suggested above, that most of the criteria used in IR and
related fields would apply to GR, while other distinctive criteria may be needed.
The class properties includes criteria which refer to the properties of an entity. These
criteria are drawn from criteria developed in IR (see Section 2.1) and their descriptions
are reported in Table 4.2. These criteria relate to the topic, activity, and preferences
component of the framework presented in Section 3.1. The implementation of these
criteria mainly deals with the activity and personal elements of the user component, the
category element of the entity component, and the computational environment elements
of both user and entity components of the conceptual model of GR (see Section 3.3 and
Figure 3.2). In particular, the criteria coverage and appropriateness are strongly related
to the a↵ordance of a geographic entity. A semantic model of space is needed in order
to implement these criteria.
All criteria within the class properties, except popularity, which is similar to the
concept of page popularity in the Web, were presented in (De Sabbata, 2010). Page
popularity has been largely exploited since the introduction of PageRank (Page et al.,
1999), using the link citation between pages as a proxy. The understanding of this
criterion is changing, due to the emergence of social networks. For instance, the criterion
popularity is widely used in recommender systems, which give users recommendations
about objects that are popular among ‘similar’ users. The same approach can be taken
into account in assessing GR. Therefore this criterion involves the social environment
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element of the conceptual model of GR.
The class geography includes criteria that refer to the geographical essence of an en-
tity. The first half of Table 4.3 (above the horizontal line) describes the criteria related
to the user’s mobility. These criteria refer to the mobility component of the framework
presented in Section 3.1. These criteria involve the location and time elements of both
the user and the entity components of the conceptual model of GR. All these criteria
were discussed in Section 2.3, with the exception of anchor-point proximity, which was
proposed in the scope of GR in De Sabbata and Reichenbacher (2012). Anchor-point
proximity is not strictly related to a user’s current mobility, but more to her habits or
to a wider understanding of a place. In fact, the user’s home or her workplace can be
considered anchor-points, along with popular landmarks and highly frequented places
(Couclelis et al., 1987). This criterion is therefore linked to the social component of
GR. For instance, Venetis et al. (2011) suggested to rank spatial Web object based
on the frequency with which places get mentioned in queries for driving direction on
Google Maps. However, anchor-point proximity has an individual or personal mean-
ing, whereas the direction-based approach targets the popular landmarks and highly
frequented places.
The second half of Table 4.3 outlines criteria that have been specifically proposed
within the scope of GR (De Sabbata, 2010), and which refer to fundamental concepts
in geography. These criteria are concerned with the geographic context in which the
entities are placed, and involve the context component of the framework presented in
Chapter 3. The underlying idea is that geographic entities do not exist as simple objects
in an empty Euclidean space, independent from each other. Geographic entities are
more complex, they exist within a specific geographic environment, and they are part
of geographic phenomena characterising that environment, such as spatial clusters or
co-location patterns. These criteria pertain to a structural model of space and aim to
capture such geographic phenomena and (see Section 3.3) by means of the data mining
techniques described in Section 2.4, and take them into account when assessing relevance.
These criteria deal with the geographic entities relationships element of the conceptual
model of GR, but also with the situation element of the user component in the conceptual
model of GR (see Figure 3.2).
The class information includes criteria that refer to the quality and availability of the
information representing geographic entities within the system. The class presentation
includes criteria which refer to how well the available information is presented to the
user. The criteria included in both of these classes derive from criteria proposed in the
scope of document-based IR, and were discussed in Section 2.1. In Table 4.4 and 4.5, I
propose an adapted version of each criterion, which can be considered as possible criteria
of GR.
Therefore, the list of possible criteria of GR includes most of the criteria developed
in IR and mobile information services. These are enumerated side by side with five new
criteria, that I suggested in the scope of GR (i.e., the criterion anchor-point proximity,
and the four criteria at the bottom of Table 4.3). The question is whether these five new
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Table 4.2: Criteria definitions: properties.
Criterion Definition
Topicality The extent to which the category of the entity matches the user’s
needs in accomplishing an activity.
Appropriateness The extent to which the a↵ordance of the entity is focused on the
user needs.
Coverage The extent to which the user needs are satisfied by the a↵ordance of
the entity.
Novelty The extent to which the entity or related information are unknown
or novel to the user.
Popularity The extent to which the entity is popular or highly regarded by a
community, or among a group of users ‘socially’ related to the user’s.
Table 4.3: Criteria definitions: geography.
Criterion Definition
Spatial
proximity
The extent to which the entity is spatially close to the user’s location.
Temporal
proximity
The extent to which an entity (or an associated event) is temporally
close to the user.
Spatio-
temporal
proximity
The extent to which the entity (or a related event) is spatio-
temporally close to the user – it may be past, current, or upcoming
at the time the user will be at the location of the entity – and how
long this status will last from the moment the user will have arrived
at that location.
Directionality The extent to which an entity is in the same direction the user is
heading, or the amount of detour needed to include the location of
the entity in the path planned by the user.
Visibility Whether the entity can be seen from the user’s location or not.
Anchor-point
proximity
The extent to which the entity is spatially close to a place that the
user accounts as an anchor-point – e.g., a place that the user visit
frequently or where the user spend a lot of time.
Hierarchy Degree of separation between the po- sition of the user and the loca-
tion of the geographic entity within a predefined spatial hierarchy.
Cluster Degree of membership of an entity to a spatial cluster of related or
unrelated entities – the size of the cluster can also be taken into
account as a factor of relevance.
Co-location The extent to which an entity satisfies a co-location pattern, that
has been identified as common and meaningful for that category of
entities within a related collection of geographic entities, and apropos
the user’s current needs.
Association
rules
The extent to which an entity satisfies an association rule, that has
been identified as common within a related collection of geographic
entities – these rules can involve spatial, temporal, and/or other types
of attribute.
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Table 4.4: Criteria definitions: information.
Criterion Definition
Specificity The extent to which the information about an entity has su cient
detail or depth.
Availability The extent to which information or sources of information about the
entity are available to the user through the information system.
Accuracy The extent to which the information about an entity is accurate,
correct or valid.
Currency The extent to which the information about the entity is current, re-
cent, timely, up-to-date.
Reliability The extent to which general standards of quality or specific quality
standards can be assumed, based on the source providing the infor-
mation; source is reputable, trusted, expert.
Verification The extent to which information about an entity is consistent with
or supported by other information on the same subject.
A↵ectiveness The extent to which the user exhibits an a↵ective or emotional re-
sponse to information or source of information; that is the extent to
which the information or the sources of information provide the user
with pleasure, enjoyment or entertainment.
Curiosity The extent to which access to information is dependent on personal
curiosity.
Familiarity The the extent to which the user is familiar with the source of infor-
mation.
Variety The extent to which the source provides a su cient variety of infor-
mation.
Table 4.5: Criteria definitions: presentation.
Criterion Definition
Accessibility The extent to which some e↵ort or cost is required to obtain in-
formation (not to be mistaken with the concept of spatio-temporal
accessibility in GIScience, as explained later on).
Clarity The extent to which the information about the entity is presented in
a clear and well-organized manner.
Tangibility The extent to which the information presented to the user relates to
real, tangible issues; definite, proven information is provided; hard
data or actual numbers are provided.
Dynamism The can be defined as the extent to which presentation of information
is dynamic, active or live (e.g., presentation manipulation, zooming).
Presentation
quality
The extent to which a source presents information in a certain for-
mat or style, or o↵ers output in a way that is helpful, desirable, or
preferable (choice of format, entertainment value).
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criteria are necessary, and whether they are enough to assess GR, or not. To answer these
questions, two experiments are proposed. The null hypothesis is that the information
overload problem can be solved by applying relevance criteria developed in the field of
IR to the information pieces identified as key components for GR. This would be rejected
if the results of the two experiments indicate that the five new criteria are important
for the assessment of GR. This would also confirm the existence of those few di↵erences
mentioned by Barry and Schamber (1998), and advocate for GR as a separate and new
concept of relevance in GIScience.
4.2 Experiment I
Experiment I was designed as a Web-based questionnaire, and it aims to gain a first
insight into the importance of a subset of the criteria presented in the previous sections.
The main interest is to test the importance of four newly proposed criteria related to
the geographic context described in the second half of Table 4.3: hierarchy, cluster,
co-location and anchor-point proximity.
The two following sections briefly describe the methods and discuss the results of Ex-
periment I. Further information is reported in Appendix A. This experiment is discussed
in detail in De Sabbata and Reichenbacher (2012).
4.2.1 Method
Participants. A total of 132 participants took part in this experiment. A first group of
53 participants included researchers gathered through mailing-lists dedicated to topics
in computer science and geography, but also non-academics individuals. This first group
participated in a web survey developed using the online service SurveyMonkey2. The
second (39 participants) and the third (40 participants) groups were gathered through
the online service Amazon Mechanical Turk3. These participants were assumed to fall
into Amazon Mechanical Turk’s demographics (Ross et al., 2010) of computer literate
people with no particular expertise in geography.
Scope. The overall idea of this first study was to ask participants about their
opinions on the usefulness of the criteria described in Section 4.1. Not all criteria listed
in Table 4.1 were taken into account, since the aim was to focus specifically on the
geography-related criteria.
Materials. I developed three similar web-based on-line questionnaires: one was
developed using the online service SurveyMonkey, and two were developed using the
online service Amazon Mechanical Turk. Further details about the structure and content
of the three questionnaires are reported in Appendix A.
Procedure. The first page of each questionnaire stated the objective of the project
and the purposes of the study. Then, participants were asked whether they agree or
2http://www.surveymonkey.com, last accessed November 2012.
3https://www.mturk.com/mturk/welcome, last accessed November 2012.
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disagree (on a 7-point Likert scale) with 15 statements, each one representing one of the
criteria taken into account. The statements used in this experiment are derived from
the definitions presented in Section 4.1, and are reported in Appendix A.
4.2.2 Results and discussion
The results of Experiment I clearly indicate that the participants agree with the use-
fulness of the geographic criteria. In particular, a promising level of agreement on the
usefulness of the four recently proposed criteria (i.e., hierarchy, cluster, co-location and
anchor-point proximity) was observed. These were rated as important factors in the
judgement of the geographic relevance of an entity (see Table 4.6).
The highest rated criteria are spatio-temporal proximity and coverage with mode
equal to the highest score (see Table 4.6). The participants also ‘agree’ on the impor-
tance of the criteria currency, accuracy, and anchor-point proximity. The majority of
participants at least ‘somewhat agree’ (with ‘agree’ as the most common opinion) on
the importance of a group including four geographic criteria (i.e., co-location, hierarchy,
directionality, and cluster), and the criteria availability and appropriateness. Finally,
the criteria presentation quality and visibility were rated lower in importance, and the
criteria dynamism and novelty got the lowest scores. The participants seem to just
‘somewhat agree’ with the former, and seem to be ‘neutral’ with respect to the latter.
These results provide a first insight into the applicability of the single criteria of GR
and a first confirmation of the importance of the criteria related to the geographic context
described in the second half of Table 4.3. This, in turn, suggests that the geographic facet
of this retrieval problem appears to be significant, and a clear indicator of a di↵erence
between GR and the concept of relevance employed in classic document-based IR.
A substantial di↵erence between GR and classic document-based IR is also reflected
by the rates given to the criteria presentation quality and novelty. The first was the
most mentioned criterion in Schamber’s study of criteria of relevance (Schamber, 1991),
and the second was the third rated in the output list of Barry (1994). The results of
this survey indicate that, when a user has to judge a geographic entity rather than a
document, these criteria can be accounted as secondary, maybe even optional. The same
applies to the criterion dynamism, that can be also found in Schamber’s list of criteria
of relevance (Schamber, 1991). Moreover, this di↵erence is confirmed by the agreement
about the usefulness of the criteria anchor-point proximity, co-location, hierarchy, and
cluster. These four new geographic criteria are a distinguishing feature of the retrieval
of geographic information, and they seem to play an important role in GR.
Finally, a statistically significant di↵erence (p < .01) was found for the median of
the rates collected with the first questionnaire for the five criteria availability, accuracy,
dynamism, presentation quality and visibility, with respect to the median of the rates
collected with the second and the third questionnaire. That is, a statistically signifi-
cant di↵erence was found between the responses given by the participants to the first
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Table 4.6: Mode and median values of the responses collected in Experiment I.
Criterion Mode Median
Spatio-temporal proximity
Strongly agree Agree
Coverage
Currency
Agree AgreeAccuracy
Anchor-point proximity
Availability
Agree Somewhat agree
Co-location
Hierarchy
Directionality
Cluster
Appropriateness
Presentation quality
Somewhat agree Somewhat agree
Visibility
Dynamism
Neutral Neutral
Novelty
Retrieval) and the responses collected using Amazon Mechanical Turk. No statistical
di↵erence has been found between the data collected with the second and the third
questionnaire. A detailed analysis of these di↵erences is presented in (De Sabbata et al.,
2012).
The experiment described above has two main limitations. First, there may be a
di↵erence between the answers given by a participant when asked about a criterion and
the actual usage of the criterion. In fact, the role of a criterion may not be clear until
one has to use it in a practical situation. Second, di↵erent participants might have very
di↵erent situations in mind when answering the same question, which can influence their
answers. In the next section, a second experiment is presented where each participant
is faced with an explicit mobile usage context, and given geographic information needs.
4.3 Experiment II
Experiment II was designed to establish whether the geographic context of entities has
a significant impact on their GR. The underlying research question was whether similar
geographic entities at similar distances from the user’s position would get di↵erent rele-
vance judgements if placed in di↵erent geographic context. In particular, Experiment II
tested three newly proposed criteria related to the geographic context, as described in
the second half of Table 4.3: co-location, hierarchy, and cluster.
The two following sections briefly describe the methods and discuss the results of Ex-
periment II. Further information is reported in Appendix B. This experiment is discussed
in detail in De Sabbata and Reichenbacher (2012).
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4.3.1 Method
Participants. A total of 110 participants took part in this experiment. The partici-
pants were gathered by sending e-mails to di↵erent mailing-lists, Google Groups4, and
Yahoo Groups5, related to the fields of IR, GIScience, and cartography. I assumed that
participants gathered by those means would have at least some familiarity with web
search engines and digital maps. Participants were randomly assigned to one of four
sub-scenarios.
Scope. Two di↵erent scenarios were developed for Experiment II, each one com-
posed of two sub-scenarios. The second sub-scenario of each scenario included additional
information not included in the first sub-scenario. This supplementary information was
intended to allow the participant to apply one or more additional criteria with respect
to the first sub-scenario. The objective was to compare the usage of the criteria between
the di↵erent groups of participants (each one responding to a di↵erent sub-scenario).
The four sub-scenarios were presented to di↵erent groups of participants. The par-
ticipants were asked to simulate (i.e., “act as”, “play the role of”) a hypothetical GR
assessment system, taking into account all available information and the criteria they
consider to be important, in order to judge the relevance of the individual geographic
entities. The aim was not to test an actual application such as a geographic recommen-
dation system or LBS.
Materials. A detailed description of the material used in this experiment is pre-
sented in (De Sabbata and Reichenbacher, 2012) and reported in Appendix B, including
the text and the maps presented to the participants.
In the first scenario, the participant was told that she was looking for a hotel for the
night, in a city where she has never been. In the first sub-scenario (S1A, see Appendix
B), the hypothesis was that the participant would take into account the presence of
restaurants, museums and tourist attractions, where the hotels near those POI are more
relevant than the others. In the second sub-scenario (S1B), some of the representations
of hotels on the map were accompanied by some further information on the price of the
room or a hotel picture. The hypothesis was that the participant would consider those
hotels more relevant than the others – still holding the previous hypothesis.
In the first scenario, the participant was told that she was looking for a restaurant
for the night, in a city she has never been before. In the first sub-scenario (S2A), the
hypothesis was that the participant would take into account the opening hours of the
restaurants – excluding those restaurants currently closed or about to close – and the
visible clusters of restaurants, where the restaurants that are part of a cluster would
be more relevant than the others. In the second sub-scenario (S2B), the participant
was told that she has to go back to the hotel after lunch. The hypothesis was that
the participant would consider the restaurants along the route to her hotel to be more
relevant.
4http://groups.google.com
5http://groups.yahoo.com
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Procedure. On the first page of the questionnaire, the purpose of the study was
stated. On the second page, the scenario and a related map was presented (see Figures
B.1 and B.2). The participants were asked to rate the relevance on a scale from 1 to
7 (i.e, 1 = “not relevant at all”, 4 = “somewhat relevant”, 7 = “extremely relevant”)
of a set of objects displayed on the map and to give a brief mandatory description
that explained their ratings. On the third page, the participants were asked whether
they used the hypothesised criteria. As with Experiment I, sentences derived from the
definitions presented in Section 4.1 were used to the represent the hypothesised criteria.
The statements used on the third page of Experiment II are reported in Appendix B.
An optional comment box was provided on the third page. The four questionnaires
for the four sub-scenarios were developed using the online service OnlineUmfragen6.
The following section describes in detail the composition and purpose of the di↵erent
scenarios and sub-scenarios.
4.3.2 Results and discussion
The key aspect of the obtained result is that similar geographic entities at similar dis-
tance from a user’s position do receive di↵erent relevance judgements, if placed in di↵er-
ent geographic settings. The responses collected in this experiment confirm the insights
gained from the first experiment (see Section 4.2), and suggest a rejection of the hy-
pothesis of equivalence between GR and the concept of relevance employed in IR. The
results also confirm the importance of the three geographic criteria tested, and reassert
the uncertainty about other criteria. A detailed description of the results is presented
in (De Sabbata and Reichenbacher, 2012).
The importance of the criteria co-location and cluster clearly emerges from the results
and is supported by comments obtained from the first and second scenario respectively.
The closeness of a hotel to points of interest, such as restaurants and museums, seems to
be a good criterion to identify highly relevant hotels. In all scenarios, the participants
favoured those entities which are located in the city centre at the expense of entities
located in residential areas. This suggests that the criterion hierarchy is somewhat
important, but it seems to be superfluous in the second scenario, where most participants
took into account this criterion, but decided not to use it – the use of the other criteria
seems to be enough to make a decision about the relevance of an entity.
The outstanding importance of the criterion spatio-temporal proximity is evident in
the results obtained in the the second scenario, where the restaurants which are closed
or about to close have been clearly rated as not-relevant. Directionality also plays an
important role, leading to a prominent di↵erence between the two sub-scenarios of the
second scenario. The ratings of those restaurants which are nearby the hotel change
from slightly relevant to top-ranked, when the participant is told about her further
destination.
In the first scenario, the importance of the criterion availability is also very clear.
6http://www.onlineumfragen.com
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Most of the participants rated the hotels with further information as more relevant than
the others. Instead, the role of the criteria accuracy and presentation quality is rather
unclear. Roughly a quarter of the participants used the first criterion, one third of the
participants stated to have used the second criterion, and one third of the participants
stated that they would use them, but did not think about it. Nonetheless, it is also
di cult to unquestionably distinguish the influences of the these two criteria from the
influence of the criterion availability, and these three criteria are not fully independent
from one another. Still, the e↵ect of accuracy and presentation quality criteria on the
overall relevance of the entity seems to be rather narrow.
Combining these results with the results from Experiment I, it becomes clear that
there are some criteria which determine whether an entity is relevant or not. In the
scope of GR, these “fundamental” criteria are topicality or spatio-temporal proximity,
which can be used to filter out options that do not fit at all the user’s needs in terms of
user’s interest or mobility limitations. A second set of “primary” criteria is composed
by those that define how much relevant a feasible option is. This includes those criteria
that implied a significant di↵erence in the rates, such as availability, directionality, co-
location, cluster, and hierarchy. A last, third set of ‘secondary’ criteria is composed by
those that can help to distinguish between two similar entities, which are however non-
compensatory criteria – that is, they do not have a significant impact on the relevance
of an entity. The criteria presentation quality and accuracy fall into this set. The
importance of these last criteria may be related to the context of the search or personal
preferences.
Finally, the analysis of the explanations given by the participants to justify their
responses confirm that the class geography (see Tables 4.1 and 4.3) is not homogeneous.
That class is composed of two distinct sub-groups of criteria, one related to the user’s
mobility and the other related to the environment surrounding the geographic entities.
These are criteria that are commonly mentioned together in the explanations, sometimes
they are combined to form a more general concept.
4.4 Summary
The results obtained from Experiment I and II (see also De Sabbata and Reichenbacher,
2012) showed that GR and the concept of relevance commonly employed in IR are
di↵erent. In fact, the mobile and geographic context components of relevance concern
the first concept, but are not of concern to the second. It is clear that the criteria co-
location, cluster, and hierarchy (see Table 4.3) are among the primary criteria of GR.
Hence, assuming that the criteria topicality and spatio-temporal proximity are satisfied,
the geographic context of the entities has to be taken into account in order to assess
GR. The findings also suggest directionality and anchor-point proximity to be a valuable
contributor to understand the user’s mobility. This answers the second research question
(RQ2) in Section 1.2.
Therefore, the classic concept of relevance can not be applied in a na¨ıve way to
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systems dealing with geographic entities instead of documents. The conceptual model
presented in Chapter 3 has to be complemented with the criteria identified as important
in Experiment I and II, in order to form the conceptual base of a new computational
model for the GR assessment. In Chapters 5 and 6, I suggest a framework to compute nu-
merical scores for a selected set of criteria of GR, based on the information encapsulated
in elements described in the conceptual model of GR. The computational framework is
then evaluated in Chapter 7.
Chapter 5
Relevance assessment
In this chapter, I propose a computational model for the assessment of GR, to imple-
ment five of the criteria empirically validated in the previous Chapter 4, based on the
conceptual model developed in Chapter 3. The proposed model delineates a procedure
to quantitatively estimate GR, aggregating di↵erent scores calculated for a set of five
selected criteria.
Section 5.1 discusses the selection of the criteria to be included in the computational
model, their links to the conceptual model (see Chapter 3), and their contribution to
the quantitative assessment of GR. Sections 5.2 and 5.3 provide an exploratory answer
to the third research questions (RQ3, see Section 1.2), issuing formal definitions of the
numerical scores associated with the selected criteria. Finally, Section 5.5 provides an
exploratory answer to the fourth research question (RQ4, see Section 1.2), discussing
various methods to combine the numerical scores defined in the previous sections in an
aggregate value of GR.
The aim of this chapter is to present the GR assessment model, and provide the
formal definitions needed for the software implementation. The latter is described in
further detail in Chapter 6. The evaluation of the proposed computational model is
then presented in the Chapter 7.
5.1 Assessment model
I formalise the quantitative GR assessment model as a combination of five criteria of GR,
based on the empirical results presented in Chapter 4. Prior study supports that the
criteria topicality and spatio-temporal proximity are the most fundamental criteria of
GR, thus these criteria have to be part of the computational model. Experiment II (see
Section 4.3) additionally supports the importance of the criterion directionality, thus this
criterion should also be included. At the same time, the criterion directionality is not
completely independent from the criterion spatio-temporal proximity, as both criteria
take into account the user’s destination. This issue is further discussed in Sections 5.3.2
and 5.3.3, when the definitions of these two criteria are given.
In addition to these first three criteria, I include the criteria cluster and co-location
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in this assessment model of GR, at the expense of more traditional IR criteria. There
are three compelling reasons for this. First, the results presented in Chapter 4 show
how cluster and co-location are among the primary criteria of GR. Second, I consider it
important to deepen the understanding of two recently proposed criteria (i.e., cluster and
co-location), which have never been tested before (see De Sabbata and Reichenbacher,
2012). Third, these criteria convey information about the geographic environment of
the entities, which is a distinguishing component of GR, and is not part of the concept
of relevance as it is commonly understood in IR, GIR, and MIR. In fact, the criteria
cluster and co-location are one of the main discerning factors of GR (see Chapter 4).
A step in this direction has been undertaken by Ostuni et al. (2012), who implement
the five criteria as proposed in De Sabbata and Reichenbacher (2012) (i.e., hierarchy,
cluster, co-location, association-rule, and anchor-point proximity) as binary filters within
the “Cinemappy” mobile application for movie recommendations. In this dissertation,
I present, implement, and empirically evaluate a multi-facet, non-binary definition of
the criteria cluster and co-location (see Sections 5.3.4 and 5.3.5, respectively). Future
research will focus on developing an analogous definition for the numerical estimation of
the criteria hierarchy, association-rule, and anchor-point proximity.
The computational model is based on three assumptions. First, for each criterion,
it is possible to compute a ‘distance value’, which estimates the distance or di↵erence
between the user’s information need and an entity under relevance assessment, with
respect to the criterion under consideration. A semantic distance is taken into account
for the criterion topicality. Spatial and temporal distances are taken into account for the
criteria spatio-temporal proximity and directionality. Spatial distances and numerical
di↵erences (e.g., di↵erence in the cardinality of two sets of objects) are taken into account
for the criteria cluster and co-location. Second, based on the ‘distance value’ computed
for a given criterion, it is possible to compute a ‘score’ (i.e., a numerical value normalised
in the interval [0, 1]), which estimates the strength of GR, with respect to the criterion
under consideration. This understanding of GR is inspired by the first law of geography
(Tobler, 1970), which is extended from the conventional geographic space to the non-
geographic space of each criterion. For instance, concepts which are near in the semantic
space (i.e., concepts whose semantic distance is small) are assumed to be more related
than concepts that are distant in the semantic space (i.e., concepts whose semantic
distance is large). Hence, the lower the ‘distance value’ computed for a criterion, the
higher the ‘score’. Third, a numerical estimation of GR can be computed combining the
‘scores’ described above. These assumptions are taken into account within the scope of
assessing GR as defined earlier in this dissertation (see Section 3.1).
Therefore, GR is assessed through a numerical estimation and combination of the
criteria topicality, spatio-temporal proximity, directionality, cluster, and co-location. In
turn, the numerical estimation of each criterion is grounded on the conceptual model
presented in Section 3.3 (see Figure 3.2), as illustrated in Figure 5.1. The top half of
the illustration reports a reduced version of the conceptual model presented in Figure
3.2. The bottom part in Figure 3.2 depicts how GR is derived from the elements of the
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conceptual model by means of the selected criteria.
Topicality takes into account a user’s activity, and the category an entity belongs
to, in order to achieve an estimated score for the topic and activity components of
GR (see Section 3.1). Spatio-temporal proximity and directionality account for the
situational elements in the user model and geographic entities model, in order to derive
the respective estimated scores. These two scores are combined into an estimated score
for the mobility component of GR. Cluster and co-location account for the relationships
among geographic entities, which are the part of the environment model included in the
geographic entities model, in order to derive the respective numerical scores. These last
are combined in an estimated score related to the geographic environment of entities,
that is part of the context component of GR. Finally, the scores computed for each
component are aggregated into a final GR score, according to their relative importance,
as discussed in Chapter 4.
5.2 Base definitions
The definitions presented in the following sections will refer to the basic elements listed
below, which will be assumed as available, independent of the underlying implementa-
tion. This formalisation is introduced in order to avoid long and ambiguous descriptions
of the functions used, although a fully grounded mathematical definition of the problem
is out of the scope of this thesis.
q 2 Q : user query
G = {g1, g2, . . . } : geographic entities
cat(g) : category which g belongs to
dist(g1, g2) : spatial distance between entities g1 and g2
  = { 1, 2, . . . } : clusters of geographic entities
 (g) : cluster which g belongs to
 cat(g) = { i, i+1, . . . } : clusters of geographic entities belonging to
the same category as a given entity g
 = { 1, 2, . . . } : co-location rules regarding the geographic entities
where  p is the “premise” of a rule  
and  c is the “conclusion” of a rule  
 (g) = { j , j+1, . . . } : co-location rules having as “premise”
the same category to which g belongs to
tClust : threshold used for mining the clusters
tColoc : threshold used for mining the co-location rules
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The user query element includes the user’s current location, her destination, the
activity for which she needs information, including the minimum time needed to perform
this activity. The geographic entity elements contain all available information about the
entities, including their category, location, and temporal availability. The remaining
elements refer to the information obtained mining the dataset for spatial clusters and
co-location rules (see Sections 2.4 and 4.1).
As from the assumptions advanced in Section 5.1, for each of the selected criteria, it
is possible to compute a “distance function”   for each criterion, such as:
 Criterion : Q⇥G! R+0 (5.1)
which takes a user query and a geographic entity as input. The output value grows
as the relevance of the geographic entity for the user context declines, in the scope of
the considered criterion. Furthermore, for each of the selected criteria, it is possible to
compute a “normalised score” such as:
sCriterion = f     : Q⇥G! [0 . . . 1] (5.2)
which is a function of the “distance function” defined above. Such a function takes a
user query and a geographic entity as input, and returns a value between 0 and 1. The
value 1 is assigned to the most relevant geographic entity for the user query in the scope
of the considered criterion, and the value 0 is assigned to geographic entities which are
completely irrelevant for the user query in the scope of the considered criterion.
5.3 Criteria scores
In the following paragraphs, the definitions of the distance functions   and score functions
s are issued for each criterion, along with a series of auxiliary functions d. This section
provides an exploratory answer to the third research question (RQ3) in Section 1.2.
5.3.1 Topicality
The aim of this work is to achieve a numerical estimation of GR as a combination of
topical and geographical aspects of relevance. Hence, a simple matching between a
category specified in a user query and the category to which a geographic entity belongs
to is not a suitable approach.
In this dissertation a semantic distance function will be taken into account as the
basis for computing the criterion topicality. The semantic distance function is an inverse
measure of the semantic similarity between the user query and the category to which an
entity belongs. The higher the similarity, the shorter the semantic distance between the
user’s information need and a geographic entity belonging to that category. A survey
of the literature on methods for measuring semantic relatedness is presented by Zhang
et al. (2012). The description of how I implemented such a semantic distance function
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Figure 5.2: Representation of the function used to derive the auxiliary function dTopicality
from a given similarity distance between a user query and the category to which the
object taken into account belongs.
is reported in Chapter 6.2. In the scope of the current definition, the existence of such
a semantic similarity distance function  (q, g) will be assumed as given.
The function  Topicality and dTopicality take into account the semantic distance to
calculate the strength of the relationship between a user query and a geographic entity
for the criterion topicality as shown in Equations 5.3 and 5.4. These formulas use the
function y = e(  ·x) (see Figure 5.2) to transform a distance in the range [0,+1] into a
similarity value in the range [0, 1], where   regulates the steepness of the decrease. The
score for the criterion topicality sTopicality is defined as reported in Equation 5.5.
 Topicality(q, g) = 1.0  e(  · (q,g)) (5.3)
dTopicality(q, g) = e
(  · (q,g)) (5.4)
sTopicality(q, g) =
dTopicality(q, g)
maxj2G(dTopicality(q, j))
(5.5)
5.3.2 Spatio-temporal proximity
The criterion spatio-temporal proximity estimates the proximity between a geographic
entity and the user in space and time. This can also be understood as the distance (or
di↵erence) between a geographic entity and an hypothetical entity that would perfectly
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match a user’s need, where a perfect match means an entity co-located with a user, and
available for as long as a user needs it. This is an inverse measure of utility. Assuming
that the user is at a given location, and willing to be at a given destination by a given
time, then a perfect match would be at any location along her travel trajectory.
The chosen approach is to compare the amount of time the user needs to perform
her activity with the amount of time that she will be able to spend at the location of the
entity, considering the travel time needed to reach it and be able to arrive at the desti-
nation on time, considering the temporal availability of the entity. The calculations are
based on the space-time prism concept (Miller and Bridwell, 2009), as already suggested
in the LBS field by Raubal et al. (2004). A similar approach has also been adopted by
Pombinho et al. (2012).
The  STprox distance function takes into account a user’s position, the location of
an entity, a defined walking speed (i.e., 1ms 1, that is 3.6 kilometres per hour), a user
schedule (i.e., a destination with a mandatory arrival time), a defined minimum time
needed to accomplish the activity, and the time validity of the entity (i.e., opening hours).
The distance function is then calculated as the ratio between the time needed to fulfil
the activity, and the time a user is able to spend at the location of an entity, while the
entity is also available (see Equation 5.6). This distance function grows as the amount
of time available decreases. If no specification is provided, a forfeit value is taken into
account as minimum time needed to accomplish the activity.
The following assumption is also considered: utility grows less than linearly, as the
distance value decreases. That is, if an entity is available for twice as long as the user
needs, the distance value is cut by half, but the entity is not twice as useful. Thus,
the auxiliary function dSTprox is defined as a square root function of the inverse of the
distance (see Equation 5.7). If the entity is available for less than the time specified
by the user as necessary to perform the activity, the utility is zero. The score for the
criterion spatio-temporal proximity is defined as shown in Equation 5.8.
 STprox(q, g) =
time needed
time available
(5.6)
dSTprox(q, g) =
8>><>>:
0.0 if  STprox > 1s
1
 STprox
otherwise
(5.7)
sSTprox(q, g) =
dSTprox(q, g)
maxj2G(dSTprox(q, j))
(5.8)
It should be noted that the functions proposed in Equations 5.6, 5.7 and 5.8 could
produce undesirable results when implemented in a real-world application. On the one
hand, temporally unavailable entities should be filtered out, in order not to cause division
by zero in Equation 5.6. On the other hand, if no temporal constraint is expressed by the
user, entities with non-finite temporal availability (e.g., shops open 24/7, or hotels) would
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assigning an infinite spatio-temporal proximity score to such entities would cause the
normalisation procedure in Equation 5.8 to produce undesirable results. A division by
infinity would produce either an error, or the assignment of a normalised score equal
to zero for all the entities, except those with non-finite temporal availability. Although
it seems di cult to imagine a scenario in which the user has no temporal constraint,
a real-world application might not be aware of such constraints (e.g., because the user
is in a hurry and does not specify them). Even if a user’s temporal constraints are
taken into account, entities with non-finite temporal availability can produce high local
maximum values, which would particularly a↵ect the normalisation step. Therefore, a
specific handling of such cases would be necessary for the implementation of a reliable
real-world application.
5.3.3 Directionality
The criterion directionality captures the idea that a user would consider those objects
which are in the same direction as her destination to be more relevant. As mentioned in
Section 5.1, this concept is distinct from the criterion spatio-temporal proximity, but not
totally independent. Assuming equal temporal availability, the user will be left with more
time to spend at the locations of those entities which are half-way between the current
location and destination, than at those entities which are in a di↵erent direction. On the
one hand, spatio-temporal proximity is strongly related to directionality, if directionality
Figure 5.3: Auxiliary function dAngDev, defined for calculating the similarity score for the
criterion directionality, given the degrees of deviation between the direction to a user’s
destination and the direction to a geographic entity.
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is understood as a deviation from the user’s shortest path to the destination. On the
other hand, spatio-temporal proximity is loosely related to directionality, if directionality
is understood as the angle between the direction from the current location to the entity’s
location, and the direction from the current location to the user’s destination. An entity
near the user’s location can have a higher angular deviation than an entity farther away,
if it is in the opposite direction with respect to the movement path. In the scope of
this dissertation, this second interpretation is taken into account. At the same time,
this interpretation demands a careful weighting of the contribution of directionality to
the final GR score, so that entities with high spatio-temporal proximity scores are not
penalised too much in case of low directionality scores. For instance, a geographic entity
in the opposite direction with respect to a user’s destination can not be considered totally
irrelevant with respect to the mobility component of GR, if it is very close to a user’s
position, and with a high spatio-temporal proximity score.
The criterion directionality is implemented as a function of the angle between a user’s
destination and a geographic entity. That is, the angle between a straight line connecting
a user’s location to the location of her destination, and a straight line connecting the
user’s location to the location of the entity. The smaller the angle, the lower the value of
the distance function  AngDev (see Equation 5.9), and the higher the value of the auxiliary
function dAngDev (see Equation 5.9). The auxiliary function is represented in Figure 5.3,
where the resulting value is reported on the y-axis, given the degrees of deviation on the
x-axis. The function cos(↵) is used in order to obtain a value equal to 1 when the angle
↵ is 0, whereas the distance function  AngDev returns a value equal to 0 when the angle
↵ is 0 (assuming 0   ↵  180 ). The resulting value is lower than 0.5 when the angular
deviation is higher than 90 . The score for the criterion directionality is calculated as
reported in Equation 5.11.
 AngDev(q, g) =
1  cos(↵)
2
(5.9)
dAngDev(q, g) =
cos(↵) + 1
2
(5.10)
sDirect(q, g) =
dAngDev(q, g)
maxj2GdAngDev(q, j)
(5.11)
5.3.4 Cluster
Two complementary aspects will be taken into account to implement the criterion cluster.
The first is the size of the cluster (i.e., the cardinality of the cluster) containing the entity
under assessment, and captures the idea that a user would prefer a large cluster over a
small one. The larger the cluster, the lower is the distance from a hypothetical perfect
match for the user’s need, the higher the score. The second is the distance between
the entity and the closest other entity of the same category, and captures the idea that
a user would prefer entities belonging to the same category to be as close as possible
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to each other. The shorter the distance, the higher the score. The combination of
these two aspects conveys information on both the size and the density of the cluster.
Moreover, the second aspect entails information about the relationship between an entity
and other entities of the same category. This is independent from the parameters used
in executing the cluster mining algorithm, which can a↵ect the identification of clusters
(e.g., disregarding loose or small clusters), and also results in non-zero scores for those
entities that are not in a cluster.
Assuming that the clusters have been mined for the dataset under investigation, the
distance function  ClustCard(q, g) (see Equation 5.12) is calculated as the ratio between
the number of entities in the largest among the clusters  cat(g) of entities belonging to
the same category as the entity under assessment g, minus the number of entities in the
cluster  (g) containing g, and the number of entities in the largest among the clusters
 cat(g) of entities belonging to the same category as g. It should be noted that in a
real-world application the result of this distance function is influenced by the selection
of the area taken into account during the cluster mining process. The distance function
 ClustDist(q, g) (see Equation 5.13) is calculated as the ratio between the distance between
g and the closest entity of the same category, and the distance tClust used as threshold for
mining the clusters. This creates a relationship between the two aspects of the criterion
mentioned above. Two auxiliary functions are then calculated as shown in Equations 5.14
and 5.15. The auxiliary function dClustDist(q, g) employs the same exponential function
used for calculating topicality in Equation 5.3, represented in Figure 6.1.
The score for the criterion cluster is calculated as a geometric combination of the
two values calculated with the auxiliary functions (see Equations 5.16 and 5.17), as the
distance on the Cartesian plane between the origin and the point described by the two
values (see Equation 5.16). This approach is a compensatory version of the method
used within the SPIRIT Project (Van Kreveld et al., 2005; Purves et al., 2007), and
thus it allows a disjunctive combination of the two aspects, which is necessary to obtain
non-zero scores for those entities that are not in a cluster, as mentioned above.
There are some categories of entities which tend not to cluster, but instead are
almost equally distributed over the geographic space (e.g., pharmacies). In such cases,
if no cluster has been identified for a given category, all entities of that category will
obtain score 1 for the criterion cluster. The reason for this choice is that, if there are no
clusters for a given category, then the criterion is satisfied a priori. There is no reason
to sustain that in such a case the criterion is not satisfied a priori (i.e., assigning the
score 0), and other forfeit scores (e.g., assigning the score 0.5) may result in incoherent
behaviours when combining this score with others. More sophisticated solutions can be
considered in future implementations. For example, the cardinality-based aspect can be
given as satisfied and ignored, and the distance-based score can be maintained as sole
input to the criterion cluster when no cluster has been identified for a given category.
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 ClustCard(q, g) =
max({k k |   2  cat(g)})  k (g)k
max({k k |   2  cat(g)}) (5.12)
 ClustDist(q, g) =
min({dist(g, h) | cat(g) = cat(h)})
tClust
(5.13)
dClustDist(q, g) = e
(  · ClustDist) (5.14)
dClustCard(q, g) = 1   ClustCard (5.15)
fClust(q, g) =
p
dClustDist(q, g)2 + dClustCard(q, g)2p
2
(5.16)
sClust(q, g) =
8>><>>:
1.0 if  cat(g) = ;
0.0 if  cat(g) 6= ; ^  ClustCard = 1
fClust(q, g) otherwise
(5.17)
5.3.5 Co-location
A co-location rule is composed by a “premises” category and a “conclusion” category.
Each rule captures the fact that, given an entity belonging to the first category, it is
probable to find an entity belonging to the second category within a pre-defined distance
– which has been used as threshold in the mining process. More complex rules, which
involves more than one category both as premises and conclusion, are also computable,
but these are not taken into account in this dissertation.
Assuming that a set of co-location rules have been mined from the dataset under
investigation, a subset of meaningful rules will be taken into account, which can be
useful in supporting the user’s activity. A rule should be selected only if the a↵ordances
related to the “conclusion” category can be considered as correlated with (i.e., subsidiary,
complementary, or consequent to) the a↵ordances related to the “premises” category.
This would imply a second-order relationship of relevance between the user’s query, and
the entities belonging to the “conclusion” category.
The definition of the criterion co-location is similar to the one given for the cluster
criterion in Section 5.3.4. Given a geographic entity under assessment, the criterion
co-location selects the rules in which the category of that entity appears as “premises”.
For each of these rules, two aspects are considered. The first one is the number of
entities within the threshold distance used in the mining process from the entity under
assessment, that belong to the “conclusion” category of the rule. The second one is the
distance between the entity under assessment, and the closest entity belonging to the
“conclusion” category of the rule.
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Figure 5.4: Auxiliary function dColoc Card, defined for calculating on the y-axis the co-
location cardinality score for hotels, given the number of restaurants within the threshold
distance on the x-axis, and assuming 18 as maximum cardinality under consideration.
Thus, the distance function  Coloc Dist(q, g) (see Equation 5.20) for the rule  2  
is defined as the ratio between the distance between the entity g and the closest entity
belonging to the “conclusion” category  c of the rule  , and the distance threshold tColoc
used in the mining process. The maximum cardinality of  (see Equations 5.18 and 5.19)
is defined as the maximum number of entities belonging to the “conclusion” category
 c, within the threshold tColoc used in the mining process from an entity belonging
to the “premises” category  p. The distance function  Coloc Card(q, g) (see Equation
5.21) for the rule  is defined as the ratio between the di↵erence between the maximum
cardinality of  , and the number of entities belonging to the “conclusion” category  c
within the threshold tColoc used in the mining process, and the maximum cardinality of
 . It should be noted that in a real-world application, the result of this distance function
is influenced by the choice of the area taken into account during the co-location rules
mining process.
Two auxiliary functions are calculated as shown in Equations 5.22 and 5.23. The
definition of the distance-related similarity function dColoc Dist(q, g) uses the same ex-
ponential function used for calculating topicality in Equation 5.3, and the first cluster
score in Equation 5.14, represented in Figure 6.1. The core of the auxiliary function
dColoc Card(q, g) is an inverse function of the value resulting from  Coloc Card(q, g) 2
[0, 1], which is then decreased by 0.5 and finally multiplied by 2 in order to obtain 1
if  Coloc Card(q, g) = 0 and the result is 0 if  Coloc Card(q, g) = 1. An example of the
cardinality-related auxiliary function dColoc Card(q, g) is given in Figure 5.4, for a rule
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having the category “hotel” as “premises”, and the category “restaurant” as “conclu-
sion”. The co-location cardinality score for hotels is shown on the y-axis, the number
of restaurants within the threshold distance is shown on the x-axis, assuming that the
maximum cardinality in the dataset under consideration equals 18 (that is the maximum
cardinality obtained for the mentioned rule in one of the test dataset, using a threshold
distance of 200 meters).
For each of the co-location rules taken into account in assessing the GR of an entity,
a further function fColoc (q, g) is defined as a disjunctive geometric combination of the
values obtained from the auxiliary functions defined above (see Equation 5.24), as it
has been issued for the cluster criterion in Section 5.3.4. Finally, the co-location score
for the entity under assessment is calculated as the average of the scores related to the
di↵erent rules, as shown in Equation 5.25. As for the criterion cluster, if no rule has
been identified which involve the entity’s category as premises, then all the entities of
that category are assigned the score 1.
card( , x) = k{y | dist(x, y)  tColoc ^ cat(x) =  p ^ cat(y) =  c}k (5.18)
maxCard( ) =max({card( , x) | x 2 G ^ cat(x) =  p}) (5.19)
 Coloc Dist(q, g) =
min({dist(g, h) | cat(h) =  c})
tColoc
(5.20)
 Coloc Card(q, g) =
maxCard( )  k{h | dist(g, h)  tColoc ^ cat(h) =  c}k
maxCard( )
(5.21)
dColoc Dist(q, g) = e
(  · 
Coloc Dist
) (5.22)
dColoc Card(q, g) =
✓
1
1 +  Coloc Card
  1
2
◆
⇤ 2 (5.23)
fColoc (q, g) =
p
dColoc Dist(q, g)
2 + dColoc Card(q, g)
2
p
2
(5.24)
sColoc(q, g) =
8>><>>:
1.0 if  cat(g) = ;X
 2 (g)
1
k (g)k · fColoc (q, g) otherwise
(5.25)
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5.3.6 Example
As an example, assume a user searching for a restaurant for dinner, preferably with
pubs nearby where to go for a drink before taking a bus home, as illustrated in Figure
5.5. The minimum time required for dining is 40 minutes. In this example, you want
to calculate the scores presented in the previous sections for the restaurant represented
in Figure 5.5 with a big dark-orange symbol. Because this entity under assessment is a
restaurant (i.e., it is exactly what the user is searching for), the semantic distance (to
the query category) is zero. The score for the criterion topicality can be calculated as in
Equation 5.26 (using   = 1.0). The maximum value for dTopicality is 1.0, as there exists
at least one restaurant in the dataset. Since the semantic distance is zero, the resulting
score for the criterion topicality is equal to 1.0.
  = 0.0
 Topicality(q, g) = 1.0  e0.0 = 1.0  1.0 = 0.0
dTopicality(q, g) = e
0.0 = 1.0
sTopicality(q, g) =
1.0
1.0
= 1.0 (5.26)
The user has 80 minutes left for dinner in the restaurant under assessment. There
is another restaurant where the user would have 125 minutes left for dinner (therefore
Figure 5.5: Illustration of the situation presented in Section 5.3.6 as an example of GR
assessment.
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the maximum value for dSTprox is 1.76). The score for the criterion spatio-temporal
proximity can be calculated as in Equation 5.27. The resulting score for the criterion
spatio-temporal proximity is then 0.80.
 STprox(q, g) =
40
80
= 0.5 dSTprox(q, g) =
r
1
0.5
= 1.41
max- STprox(q, g) =
40
125
= 0.32 max-dSTprox(q, g) =
r
1
0.32
= 1.76
sSTprox(q, g) =
1.41
1.76
= 0.80 (5.27)
The angular deviation from the straight direction to the user’s destination is equal
to 30 . There is another restaurant at an angular deviation equal to 15 (therefore the
maximum value for dSTprox is 0.98). The score for the criterion directionality can be
calculated as in Equation 5.28. The resulting score for the criterion directionality is then
0.95.
 AngDev(q, g) =
1  cos(30 )
2
= 0.07 dAngDev(q, g) =
cos(30 ) + 1
2
= 0.93
max- AngDev(q, g) =
1  cos(15 )
2
= 0.02 max-dAngDev(q, g) =
cos(15 ) + 1
2
= 0.98
sDirect(q, g) =
0.93
0.98
= 0.95 (5.28)
Assume that the closest other restaurant is at a distance of 80 meters, and that
a threshold equal to 100 meters has been used to mine the clusters from the dataset.
There are 3 other restaurant in the cluster, as shown in Figure 5.5, leading a total of 4
restaurant. Assuming that the larger cluster found in the dataset contains 5 restaurants,
the score for the criterion cluster can be calculated as in Equation 5.29. The resulting
score for the criterion cluster is then 0.74.
 ClustDist(q, g) =
80
100
= 0.8 dClustDist(q, g) = e
( 0.5·0.8) = 0.67
 ClustCard(q, g) =
5  4
5
= 0.2 dClustCard(q, g) = 1  0.2 = 0.8
dClustCard(q, g) = 1  0.2 = 0.8
sClust(q, g) = fClust(q, g) =
p
0.672 + 0.82p
2
= 0.74 (5.29)
Assume that the closest pub is at 100 meters , and that a threshold equal to 200
meters has been used to mine the co-location rules from the dataset, and using   = 1.0.
There are 2 pubs nearby the restaurant. Assuming that the maximum of pubs co-
72 Relevance assessment
located with a given restaurant in the dataset is 2, the score for the criterion cluster can
be calculated as in Equation 5.30. The resulting score for the criterion co-location is
0.82.
 ColocPubDist(q, g) =
100
200
= 0.5 dColocPubDist(q, g) = e
( 1.0·0.5) = 0.60
 ColocPubCard(q, g) =
2  2
2
= 0.0 dColocPubCard(q, g) = (1  0.5) ⇤ 2 = 1.0
sColoc(q, g) = fColocPub(q, g) =
p
0.602 + 1.02p
2
= 0.82 (5.30)
5.4 Probabilistic scores
The scores proposed in the previous sections are calculated as functions of the distance
values  . These scores do not take into account the distribution of these values. Hence,
for each criterion, an entity assigned with a given distance value   would obtain the same
score s, independently of the number of other entities with lower distance values (i.e.,
better fitting the user’s need with respect to that criterion). For instance, applying this
principle to the sole spatial dimension, an entity would obtain the same score, given its
distance from a user’s position, no matter whether it is the closest entity to the user or
if there are a large number of closer entities.
In De Sabbata and Reichenbacher (2010), I proposed the GRBM25 model, based
on the Okapi BM25 model (Spa¨rck Jones et al., 2000), to investigate this aspect of the
assessment of GR. The GRBM25 model calculates the probability of an entity being
relevant for a given criterion, based on the distance values  , and their distribution.
The aim is to achieve an higher sensitivity to small changes in the user context, and
therefore a better understanding of GR. For example, assuming that most clusters of a
given category contain three entities, an entity would be assigned with a high probability
of being relevant for the criterion cluster if it is a member of a cluster containing five
entities. If most clusters of the same category would contain seven entities, that same
entity would be assigned with a low probability of being relevant for the criterion cluster.
The same applies to all the criteria taken into account.
The definitions proposed in (De Sabbata and Reichenbacher, 2010) are reported
below. Equation 5.31 shows how a first value is computed for a given criterion   2  ,
assuming that both the distance function   and the auxiliary function d have been
defined. Two auxiliary functions are reported in Equations 5.33 and 5.32 The function
originally named odf in (De Sabbata and Reichenbacher, 2010) has been renamed ef ,
which stands for “entity frequency”, corresponding to the “document frequency” taken
into account in the Okapi BM25 model (Spa¨rck Jones et al., 2000). The first computes
the average distance value for a given criterion, while the latter accounts for the number
of entities having a distance value equal to or less than the distance value of the given
entity. The variables k1 and b are tuning parameters derived from the original Okapi
BM25 formula (see Spa¨rck Jones et al., 2000). The combined probabilities for the criteria
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cluster and co-location can be calculated as shown in Equations 5.34 and 5.35, where
the function min refers to the minimum of the two parameters, and corresponds to the
fuzzy logic conjunction of the two parameters.
Finally, the calculated P values have to be normalised to obtain the probability values
P within the range [0, 1]. For example, P values can be normalised with respect to the
maximum value obtained for each criterion. For the criteria cluster and co-location it is
preferable to calculate the probability values P , and to normalise them per category, as
each category has its specific distribution of values. For instance, it would be at least
questionable to calculate the probability of relevance by comparing the cardinality of
the cluster of hotels with the distribution of all clusters, including clusters of restaurants
and bars, which are usually found in much larger clusters than hotels.
8   2  , P (q, g) = log
 kGk+ 1
ef(   , c, g)
 
· (k1 + 1) · d (q, g)
k1
⇣
(1  b) + b
⇣
  (q,g)
avg(   ,c,G)
⌘⌘
+ d (q, g)
(5.31)
ef(   , c, g) = k{h 2 G|  (q, h)    (q, g)}k (5.32)
avg(   , c, G) =
1
kGk
X
g2G
  (q, g) (5.33)
PClust(q, g) =
8>>>>><>>>>>:
1.0 if  (t(g)) = ;
0.0 if  (t(g)) 6= ; ^  ClustCard = 1
min
⇥
PClustDist(q, g),
PClustCard(q, g)
⇤
otherwise
(5.34)
PColoc (q, g) =
8>><>>:
1.0 if  (t(g)) = ;
min 2 (g)
⇥
min(PColoc Dist(q, g),
PColoc Card(q, g))
⇤
otherwise
(5.35)
5.5 Scores’ Combination
This section discusses various methods to combine the five scores proposed in Section 5.3
according to the computational assessment model suggested in Section 5.1 (see Figure
5.1), in order to provide an exploratory answer to the fourth research question (see RQ4,
Section 1.2). The proposed approach is evaluated in Chapter 7.
Assuming that the user is searching for an entity that satisfies all the selected criteria
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as far as possible, the simplest approach is to combine the normalised scores using
the arithmetic product (and the equivalent fuzzy logic operator ^ for the probabilistic
scores) to combine the scores. Unfortunately, these methods have a non-compensatory
nature; that is, one low score is su cient to obtain a low aggregate score. This would
not be appropriate to combine the geographic environment component (cluster and co-
location) with topicality and the mobility component (spatio-temporal proximity and
directionality). This combination could produce false irrelevant cases, as the strong
“and-ness” of the combination would cause possibly relevant entities to be scored as
absolutely irrelevant. For instance, entities would obtain a final relevance score close
to zero even if they obtain medium or high topicality and mobility scores, if assigned
with a very low geographic environment score. This property is not desirable, because
such entities cannot be considered as absolutely irrelevant. Moreover, these methods
cause a nonlinear distortion, which is undesirable in most cases. For example, an entity
obtaining the maximum normalised score of 1.0 for all five criteria, would be considered
32 times more relevant than an entity obtaining a normalised score of 0.5 for all five
criteria (i.e., 1.05 = 1.0 and 0.55 = 0.03125).
Assuming a disjunctive approach to combining the scores, the arithmetic sum (and
the fuzzy logic operator _ for the probabilistic scores) could be used instead. The
geometric combination method used in the SPIRIT Project (Van Kreveld et al., 2005;
Purves et al., 2007) could also be adapted to account for more than two scores to combine.
These methods have a compensatory nature; that is, one high score is su cient to obtain
a medium or high aggregate score. Although this behaviour can be appropriate when
all the scores to be combined have the same importance, this is not the case for GR,
where the topicality and the mobility components (i.e., spatio-temporal proximity and
directionality) are more important than the geographic environment component (i.e.,
cluster and co-location). This would result in an overestimation of the importance of
the geographic environment component, entailing the risk of false relevant cases, and
causing topically non-relevant entities to be ranked among the top results.
In order to overcome these issues, the Continuous Preference Logic (CPL) model
(Dujmovic, 1975, 2007) is used. This is a continuous logic of decision models, based on
the generalised conjunction/disjunction (GCD) function (Dujmovic and Larsen, 2007).
The latter allows for the creation of logic operators with any grade of “and-ness” in the
range ↵ 2 [0, 1] and “or-ness” in the range ! 2 [0, 1], where the sum of the two is always
equal to 1. A full “and-ness” operator corresponds to the fuzzy logic operator ^. A full
“or-ness” operator corresponds to the fuzzy logic operator _. If “and-ness” is higher
than “or-ness”, the operator is a partial conjunction 4↵. If “or-ness” is higher than
“and-ness”, the operator is a partial disjunction 5!. The operator characterised by the
same grade of “and-ness” and “or-ness” is the arithmetic mean.
CPL builds on such operators to define the conjunctive partial absorption (CPA)
and the disjunctive partial absorption (DPA) operators. The CPA operator allows to
combine “mandatory” input with “desired” input in a conjunctive manner (see Equation
5.36). The input defined as “mandatory” is accounted as starting value, which is then
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incremented or decremented, depending on whether the input defined as “desired” is
greater or lower than the “mandatory” input, and on the “and-ness” of the partial
conjunction and the “or-ness” of the partial disjunction used. If the “mandatory” input
is zero, the output will always be zero. Similarly, the DPA operator allows to combine
“su cient” input with “desired” input in a disjunctive manner (see Equation 5.37). The
input defined as “su cient” is accounted as starting value, which is then incremented
or decremented, depending on whether the input defined as “desired” is greater or less
than the “su cient” input, and on the “or-ness” of the partial disjunction and the “and-
ness” of the partial conjunction used. If the “su cient” input is equal to 1, the output
is always equal to 1. More complex operators can be created combining more GCD
functions and the CPA and DPA operators (see Dujmovic, 2007).
CPA↵!(xmandatory, ydesired) = xmandatory 4↵ (xmandatory 5! ydesired) (5.36)
DPA!↵(xsu cient, ydesired) = xsu cient 5! (xsu cient 4↵ ydesired) (5.37)
I define the score combination for the assessment of GR as illustrated in Figure 5.6.
This definition is based on the importance of the criteria discussed in Chapter 4, and
takes advantage of the CPL model and GCD functions. Starting from the left-most side,
the “distances” calculated by means of the   functions defined in Section 5.3 are taken as
input to calculate the normalised scores s (or the probabilistic scores P ). The scores are
thereafter taken as input by the CPL-based scores combination module. The mobility
component is calculated using a CPA operator, taking into account spatio-temporal
proximity as “mandatory” input, and directionality as “desired” input (see Equation
5.38). The geographic environment component is calculated as a partial conjunction
of cluster and co-location (see Equation 5.39). The resulting value will lie between
the minimum and the average of the two input values, depending on the chosen “and-
ness”. Finally, a CPA operator takes into account topicality and the mobility component
as “mandatory” input, including the geographic environment as “desired” input (see
Equation 5.40), to return the estimated GR as an output score (see right-most side of
the Figure 5.6).
sMobility(q, g) = CPA0.75 0.75( sSTprox(q, g), sDirect(q, g) ) (5.38)
sGeoEnv(q, g) = sClust(q, g) 40.75 sColoc(q, g) (5.39)
GR(q, g) = CPA0.75 0.75( { sTopicality(q, g), sMobility(q, g) }, sGeoEnv(q, g) ) (5.40)
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Figure 5.6: Illustration of the GR assessment method based on the CPL model and GCD
functions.
Figure 5.7: Illustration of the GR assessment for the example presented in Section 5.3.6.
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This definition is applied to both the normalised scores and the probabilistic scores
derived in Section 5.4. Depending on the input, the output of the scores combination
module will be the score-based assessment (henceforward referred to as ScoreGR) or
the probabilistic estimation of GR (henceforward referred to as GRBM25 ). Figure
5.7 illustrates the application of the described method to the scores calculated for the
example presented in Section 5.3.6. Using a medium value of “and-ness” and a medium
value of “or-ness” (i.e., ↵ = 0.75 and ! = 0.75 as described by Dujmovic, 2007), the
score related to the mobility component is calculated as equal to 0.83, and the score
related to the geographic environment component is calculated as equal to 0.77. These
scores are combined to the score related to the criterion topicality (still using a medium
value of “and-ness”), resulting in a final score of GR equal to 0.87 (see Equation 5.41).
GR(q, g) = 0.87 = CPA0.75 0.75( { 1.0,
CPA0.75 0.75( 0.80, 0.95 ) },
0.74 40.75 0.82 ) (5.41)
5.6 Summary
In this chapter a GR assessment model was presented, which is derived from the concep-
tual model presented in Chapter 3, and entails the criteria topicality, spatio-temporal
proximity, directionality, cluster, and co-location. I identified this as the minimal set
including the fundamental and distinguishing criteria of GR, based on the results dis-
cussed in Chapter 4. An exploratory answer to the third and fourth research questions
(RQ3 and RQ4) is provided, issuing a formal definition of the scores related to each
criterion, and proposing a schema to combine them into an aggregate estimation of GR,
based on the CPL model and GCD functions.
In order to evaluate the proposed approach, the GR assessment model was proto-
typically implemented, including the algorithms used to mine clusters and co-location
rules. Chapter 6 reports the implementation of the prototype, and Chapter 7 discusses
the results of the evaluation.
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Chapter 6
Prototype implementation
In order to evaluate the GR assessment methods proposed in Chapter 5, I implemented
a prototype GR assessment service software. The objective is to perform the assessment
procedure on real data in realistic scenarios, and to compare the calculated results with
actual human relevance judgements, in order to evaluate the e↵ectiveness and validity of
the proposed approach. The results of this experimental study are reported in Chapter
7. The following sections report the implementation choices made in developing the GR
assessment prototype. The software has been implemented in Java1 Standard Edition
1.6, using the Eclipse2 3.7 development environment, on a Apple Mac Pro3 (2 x 2.66 GHz
Dual-Core Intel Xeon with 8 GB 667 MHz DDR2 RAM) running Mac OS X Lion4 10.7.4
operating system. The data are stored in PostgreSQL5 and PostGIS6 databases, which
have been set up on a local-network, virtual server running Ubuntu7 10.04 operating
system.
6.1 Data
Di↵erent data sources were used during the development of the prototype GR assessment
service, depending on the current necessities and data availability. OpenStreetMap8 was
one of the main data sources for the overall GeoRel project, as it o↵ers the possibility
to download geographic data under the Open Data Commons Open Database License9
and Creative Commons Attribution-ShareAlike 2.010 licences, and with no fee. Recent
studies have found OpenStreetMap to provide good quality data (Haklay, 2010), al-
though possibly volatile (Mooney and Corcoran, 2012). However, this is not among the
main concerns of this dissertation, as the evaluation does not include any comparisons
1http://www.java.com/, last accessed July 2012.
2http://www.eclipse.org/, last accessed July 2012.
3http://www.apple.com/macpro/, last accessed July 2012.
4http://www.apple.com/osx/, last accessed July 2012.
5http://www.postgresql.org/, last accessed July 2012.
6http://postgis.refractions.net/database, last accessed July 2012.
7http://www.ubuntu.com/, last accessed July 2012.
8http://www.openstreetmap.org/, last accessed April 2012.
9http://opendatacommons.org/licenses/odbl/, last accessed November 2012.
10http://creativecommons.org/licenses/by-sa/2.0/, last accessed November 2012.
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between the information presented to the user and the real world. On the contrary, for
experimental reasons, measures have been taken to produce maps that are unfamiliar to
test participants, to avoid any potential confounding variable.
The city of Madrid (Spain) was chosen for the evaluation (see Appendix C for fur-
ther details). The related OpenStreetMap data was downloaded from teczno.com11 (see
OpenStreetMap Wiki12) on December 4th, 2011. The software tool Osmosis13 was used
to extract map features14 with the following tags: leisure, amenity, shop, tourism, his-
toric. The obtained dataset was further processed by deleting minor categories (e.g.,
“bench”, “fire hydrant”, or “flower”) which would not have been involved in the test-
ing scenarios as reasonable answer to the user’s information need, nor in the mining
of co-location rules. The main objective of this pre-processing step was to shorten the
computation time of the data mining and relevance assessment procedures. In order to
avoid the possibility for the participants to recognise the place, a rotation was applied
to the data (60 clockwise or 105 counterclockwise). The maps were presented at a large
scale (approximately 1 : 10000) and without labels. Further details on the data and
maps used in the empirical evaluation are reported in Appendix C.
6.2 Topicality
In order to implement the criterion topicality as discussed in Section 5.3.1, it is necessary
to define a semantic distance measure. As a development of a complete ontology is out of
the scope of this thesis, one possible option would have been to link both the geographic
entity categories in the dataset and the terms in a given user query to an existing general
ontology. Projects such as ConceptNet15 (Liu and Singh, 2004) and WordNet16 (Miller
et al., 1995) have been tested for this purpose, as they are frequently used for estimating
the similarity between categories of points of interest (e.g., Yu et al., 2003; Laukkanen
et al., 2004; Lieberman et al., 2004; Skouteli et al., 2005). For instance, D’Ulizia et al.
(2010) suggested to use this approach, along with the approach developed by Lin (1998),
to match user’s query and entities’ categories in LBS.
However, a preliminary test on the dataset described above suggested that this ap-
proach is less e↵ective for estimating the similarity between a category and a general
user query. That is, it can e↵ectively measure that a bar is more similar to a cafe than
to a bank, but it did not perform well enough for the estimation of the similarity be-
tween a given category, and the activity “shopping” or “having lunch”. For example, the
concept-network path in ConceptNet between “lunch” and “fountain” through “drink”
can be as long as the path between “lunch” and “restaurant” through “eat”. This would
result in equal topicality score for those two categories “fountain” and “restaurant” for
11http://metro.teczno.com/, last accessed July 2012.
12http://wiki.openstreetmap.org/wiki/Planet.osm, last accessed July 2012.
13http://wiki.openstreetmap.org/wiki/Osmosis, last accessed July 2012.
14http://wiki.openstreetmap.org/wiki/Map features, last accessed July 2012.
15http://web.media.mit.edu/~hugo/conceptnet/, last accessed April 2012.
16http://wordnet.princeton.edu/, last accessed April 2012.
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the user’s query “lunch”. As this is the kind of reasoning that the GeoRel project is
aiming for, I decided to explore a more flexible approach to similarity assessment for
mobile information services.
Cilibrasi and Vitanyi (2007) argued that the Web can provide a wider and more
flexible source of knowledge for computer-based common-sense reasoning. They sug-
gested a measure to compute the similarity between two words, based on the number
of pages in the Web containing each word alone, and the number of pages containing
both words. This approach has been named Normalized Google Distance (NGD), as its
calculation was originally based on the results obtained through the Google Web Search
API17 (deprecated as of November 1st, 2010). The distance value   between two words
x and y is calculated as:
  = NGD(x, y) =
max(logf(x), logf(y))  logf(x, y)
logN  min(logf(x), logf(y)) (6.1)
where f(x) is the number of pages containing x, f(y) is the number of pages contain-
ing y, f(x, y) is the number of pages containing both x and y, and N is a normalising
factor which has to be greater than both f(x) and f(y).
At the time of writing, Google as well as other web search engines have limitations on
the number of free search requests performable with their APIs. The number of search
requests needed for each query to the prototype system is proportional to the number of
categories, which counts in hundreds. Therefore, also considering the time needed for an
API request compared to a local database query, a local solution has been adopted. In
particular, I used the ClueWeb09 dataset18 the form provided by ReVerb19 (part of the
KnowItAll20 project, see Fader et al., 2011). In order to speed up the querying process,
I decomposed the arguments of the tuple elements containing more then one word,
and replaced them with simpler tuples. For instance, the tuple (”spaghetti carbonara”,
”eat”, ”italian restaurant”) was decomposed in four tuples including (”spaghetti”, ”eat”,
”restaurant”) and (”spaghetti”, ”eat”, ”italian”). This simplified version of the dataset
tuples were used in the assessment process. I assumed the query to be composed by
a single term (as it is the case in the scenarios taken into account in the empirical
evaluation, see Chapter 7), and I also reduced the category names to single terms, by
means of a manual stemming process (e.g., “fitness station” to “fitness”, and “pizza
service” to “pizza”).
The defined similarity measure (Equation 6.1) was applied to the definitions issued in
Section 5.3.1, using   = 1.0. Equation 6.2 reports the obtained semantic distance func-
tion, calculated for the query q and the category of the geographic entity g. Equation
6.3 reports the related auxiliary function, which is an inverse measure of their seman-
tic similarity defined in Equation 6.2. The graph presented in Figure 6.1 illustrates
some examples of the results obtained applying this approach to the data used in the
17https://developers.google.com/web-search/, last accessed April 2012
18http://lemurproject.org/clueweb09.php/, last accessed April 2012.
19http://reverb.cs.washington.edu/, last accessed April 2012.
20http://www.cs.washington.edu/research/knowitall/, last accessed April 2012.
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experiments.
 Topicality(q, g) = 1.0  e NGDReV erb(q,gCategory) (6.2)
dTopicality(q, g) = e
 NGDReV erb(q,gCategory) (6.3)
The method proposed above shares some of the disadvantages of the ontology-based
approaches, such as possible misunderstandings of ambiguous words, and lack of com-
pleteness. Nevertheless, the manual stemming is faster, and easier to apply to other
datasets with respect to category-to-concept matching. In general, this approach seems
to be more stable, probably due to the large, and diverse underlying dataset. However,
this approach can also produce unsatisfying semantic similarity results for some category
pairs. For instance, in the example illustrated in Figure 6.1, pubs are rated almost as
similar to hotels as hostels are to hotels.
This issue will become an even more crucial point as soon as similar systems will
have to deal with more complex, natural-language queries, and growing amounts of user-
generated content, and linked data (Janowicz et al., 2012). At the same time, Alves and
Pereira (2012) suggest that the diverse sources available on the web (e.g., Flickr21 and
Wikipedia22 – see e.g., Pereira et al., 2009) can be combined with upper-level ontologies
(e.g., WordNet23 – see e.g., Alves et al., 2009) to uncover the meaning of a place, in order
to produce a tag cloud describing its a↵ordance. Alazzawi et al. (2012) suggested to focus
on geography-related corpora (i.e., Ordnance Survey’s Real World Object Catalogue24)
to mine knowledge about a↵ordances usually associated with entity categories, using
linguistic analysis, where verb phrases denote service- and activity-related concepts.
These methods could be combined with the approach suggested by Mizzaro and Vassena
(2011), which employes tag clouds to describe the social context and activity of a user,
to achieve a finer matching between the user’s information need, and the a↵ordances of
the entities.
6.3 Spatio-temporal proximity and directionality
In the prototype GR assessment service software, I developed two Java methods to
calculate the spatial distance between two points on the Earth’s surface. The first
calculates Euclidean distances25, whereas the second computes route-network distance,
both implemented using GeoTools26 Java library.
In order to compare the two methods listed above, I computed the Euclidean and
route-network distances for all the possible pairs of points of interest registered in Open-
21http://www.flickr.com/, last accessed November 2012.
22http://www.wikipedia.org/, last accessed November 2012.
23http://wordnet.princeton.edu/, last accessed November 2012.
24http://www.ordnancesurvey.co.uk/, last accessed November 2012.
25This has been calculated as orthodromic distance, using the method getOrthodromicDistance of the
class GeodeticCalculator included in the GeoTools Java library.
26http://www.geotools.org/, last accessed May 2012.
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Figure 6.1: Example of the function developed to compute the auxiliary function
dTopicality in Equation 6.3, with respect to the user query “hotel”.
Figure 6.2: Di↵erence between Euclidean and route-network distance calculated for all
the possible pairs of points of interest registered on OpenStreetMap in the area of Zu¨rich.
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Table 6.1: Pearson’s correlation coe cients calculated between Euclidean, Manhattan,
and route-network distances.
r p
Euclidean and route-network distances .978 <.01
Manhattan and route-network distances .954 <.01
StreetMap in the area of Zu¨rich (see Figure 6.2). About 1.8 million pairs were con-
sidered, with distances up to about 20 kilometres. On the one hand, the Euclidean
distance was on average 23% shorter than the route-network distance, but this average
di↵erence drops to 18% when only considering the route-network distances up to 300
metres. These results include many outliers, due to the spatial configuration of the city
of Zu¨rich, enclosed between hills and a lake, and divided by two rivers. The Pearson’s
correlation coe cients calculated between Euclidean and route-network distances, and
between Manhattan and route-network distances are reported in Table 6.1. The correla-
tion coe cients show that 95.6% of the variability of route-network distance is accounted
for by the Euclidean distance within the considered area. These insights have been con-
firmed in a recent study by Boscoe et al. (2012), who analysed the di↵erences between
Euclidean and route-network distances calculated from locations in residential areas to
hospitals. The results of the mentioned study show that the two calculated distances
are highly correlated, with important local exceptions near shorelines and other physical
barriers, similar to what was reported above concerning the Zu¨rich test.
At the same time, the running time of the developed route-network method is about
ten times higher than the running time of the method calculating the Euclidean dis-
tance. This would shift the time needed to assess GR for a given scenario from minutes
(mostly spent calculating the semantic distance, as described in Section 6.2) to hours.
Moreover, the route-network distance is still an approximation of the real distance, af-
fected by missing links and node density, especially when computing walking paths as
these networks are optimised for car navigation. Finally, the travel time derived from
the spatial distance is a further approximation of reality. Therefore, I decided to base
the GR assessment computation on the method calculating the Euclidean distance.
When calculating the score for the criterion directionality, an angle of zero degrees is
assigned to all the geographic entities, if the user location and the destination overlap.
In such cases, all geographic entities will obtain the maximum score of 1 for the criterion
directionality.
6.4 Cluster and co-location
In order to implement the criteria cluster and co-location, I implemented the cluster
algorithm GDBSCAN proposed by Sander et al. (1998) and the co-location rule mining
algorithm proposed by Huang et al. (2004) (see Section 2.4).
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In mining the clusters, I set the cardinality threshold so that a minimum of three
entities was required for a cluster to be acknowledged. I set the maximum distance
between the objects to 100 metres (i.e., the eps variable in the definition given by Ester
et al. (1996)), calculated as Euclidean distance. The same value was applied (as divisor)
to calculate the distance function  ClustDist(q, g). In order to derive the auxiliary value
dClustDist(q, g), I set the parameter to   = 0.5, so that an entity having another entity
belonging to the same category within the threshold used for clustering (i.e., 100 metres)
would obtain a resulting value higher than 0.6 for this specific aspect of the criterion
cluster.
In mining the co-location rules, I set the distance threshold to 200 metres (calculated
as Euclidean distance), the minimum prevalence threshold to ✓ = 0.33 (i.e., one third
of the entities of a given category have to be involved in the rule), and the conditional
probability threshold to ↵ = 0.33 (i.e., there has to be a 33% probability of finding
an entity belonging to the “conclusion” category nearby a “premises” category). Only
rules with one category as premises and one category as conclusion were mined (i.e., the
parameter has been set to k = 2). Among the 312 discovered rules, only 46 of them
were retained I preformed a manual selection, based on the semantic meaningfulness of
the rules, considering whether a user searching for an entity belonging to the “premises”
category would be interested in an entity belonging to the “conclusion” category. For
instance, I dismissed a mined rule, which was conveying the 33% probability of finding
a hairdresser nearby one of the three seafood shops included in the mined dataset. In
order to derive the auxiliary value dColoc Dist(q, g), the parameter was set to   = 1.0,
so that entities having other entities belonging to the “conclusion” category within the
threshold used for the mining the co-location rules (i.e., 200 metres) obtain a resulting
value higher than 0.3 for this specific aspect of the criterion colocation, and a resulting
value higher than 0.6 if the distance is less than half of the threshold used.
6.5 Values combination
The combination of the scores was implemented as described in Section 5.5 (see Figure
5.6), using the continuous preference logic operators described by Dujmovic (2007).
In using both the CPA operators and the partial conjunction operators, I selected a
medium levels of “and-ness”, setting the parameter to ↵ = 0.75, consequently r = 0.3
(see definitions of functions h↵ and z, p. 1094, Dujmovic, 2007). I run a few preliminary
GR assessments to test slightly di↵erent levels of “and-ness”, from strong (↵ = 0.8750) to
medium-weak (↵ = 0.6875). No noteworthy changes in the final result of the combination
were found.
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Chapter 7
Evaluation
In this chapter I discuss the e↵ectiveness of the two GR assessment methods proposed in
Chapter 5, and implemented as described in Chapter 6. E↵ectiveness is here understood
as the similarity between the rank produced by a GR assessment method and relevance
judgements performed by human subjects.
The “user-centred” evaluation of the proposed GR assessment methods follows the
common IR benchmark-based evaluation procedures, where a system output is compared
to relevance judgements from human subjects. Unfortunately, at the time of writing,
no benchmark that could be used to evaluate the e↵ectiveness of the proposed methods
was available. As mentioned in Section 2.5, the current Contextual Suggestion Track1
(part of TREC 20122) has similar perspectives, but is not applicable to GR, due to the
adopted description of context and granularity of spatio-temporal information. Thus, I
decided to follow the approach employed by Urbano et al. (2010), using a crowdsourcing
service (see Section 2.5.1) to collect relevance judgements and create a new benchmark.
7.1 Experiment III
Experiment III was set up to achieve a user-centred evaluation of the GR assessment
methods proposed. Section 7.1.1 describes the methods used in Experiment III, with
references to Appendix C where the materials used are reported in detail. The obtained
results are then presented in Section 7.1.2, and discussed in Section 7.1.3.
7.1.1 Methods
In the following sections, “ScoreGR” refers to the main score-based GR assessment
method (see Table 7.1), which is based on the scores presented in Section 5.3, and the
scores combination method proposed in Section 5.5. The acronym “GRBM25” is used to
refer to the GR assessment method based on the probabilistic model GRBM25 presented
in Section 5.4 and the scores combination method proposed in Section 5.5.
1https://sites.google.com/site/treccontext/, last accessed September 2012.
2http://trec.nist.gov/pubs/call2012.html, last accessed September 2012.
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Table 7.1: GR assessment methods tested in Experiment III.
Method criteria scores scores combination
Baseline 1 topicality category-based filter
spatial prox. order by user’s path
length
Baseline 2 topicality see Section 5.3.1 geometric combination
spatial prox. normalised inverse (Purves et al., 2007)
value of the user’s
path length
ScoreGR topicality
spatio-temporal prox.
directionality see Section 5.3 see Section 5.5
cluster
co-location
GRBM25 topicality
spatio-temporal prox.
directionality see Section 5.4 see Section 5.5
cluster
co-location
Two baseline methods are also considered, in order to compare the e↵ectiveness of
simpler assessment models with the e↵ectiveness of the methods under investigation.
The first baseline method resembles a very simple LBS approach, and it will be referred
to as “Baseline1”. Given a query, Baseline1 filters out all entities whose category does
not match the query text, and orders the remaining entities according to the length of
the user’s path (i.e., the distance from the user’s current location to the location of the
entity, and then to the destination). The second baseline method will be referred to
as “Baseline2”, and takes advantage of the topicality score discussed in Section 5.3.1
(implemented as described in Section 6.2). Baseline2 combines the topicality score with a
distance score computed as the inverse of the length of the user’s path (i.e., normalised
in the range [0, 1], dividing it by the maximum obtained value), using the geometric
combination method adopted in the SPIRIT Project (Van Kreveld et al., 2005; Purves
et al., 2007).
Scope. The findings presented in Chapter 4 account for the importance of the crite-
ria implemented by ScoreGR and GRBM25, i.e., topicality, spatio-temporal proximity,
directionality, cluster, and co-location. The aim of Experiment III is to verify whether
the proposed GR assessment methods e↵ectively assess GR as a combination of the five
selected criteria in the given scenarios. The e↵ectiveness of the proposed methods is
measured as their correlation with crowdsourced ranks, which are accounted as “ground
truth”.
I designed three scenarios, which involve clusters of geographic entities, co-location
rules, and spatio-temporally unaccessible entities. In order to perceive those three as-
pects and consequently influence the output rank, a GR assessment method should ac-
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count for the criteria related to those three aspects, which are implemented in ScoreGR
and GRBM25, but not in the two baseline methods. Therefore, an additional objective
is to establish whether the baseline methods provide a su cient approximation of GR,
even if they do not explicitly implement the criteria spatio-temporally, cluster, and co-
location. I did not consider simpler scenarios (e.g., if the user is searching for a type of
geographic entity which is not involved in cluster or co-location rules), because in such
cases the additional criteria implemented by ScoreGR and GRBM25 do not influence the
output rank, by design (see Sections 5.3 and 5.5). Therefore, in such simpler scenarios,
ScoreGR and GRBM25 would resemble the output of the baseline methods, apart from
the scores combination.
Participants. A total of 416 participants took part in this experiment. The par-
ticipants were gathered through the online service CrowdFlower3, which posts the tasks
to the crowdsurcing platform Amazon Mechanical Turk4. I assumed that the partici-
pants fall into typical Amazon Mechanical Turk’s demographics (Ross et al., 2010), i.e.,
computer literate people with no particular expertise in geography. All participants in
this experiment were found to connect with a U.S. IP address. Hence, all participants
are assumed to be familiar with the simple urban scenarios described in Appendix C,
and thus good candidates for this empirical study, which addresses the general public.
The allocation of participants to the di↵erent scenarios and iterations is presented in
Appendix C.
Material. All three scenarios are set in an urban environment, using the dataset
described in Section 6.1. In the first scenario, the user is searching for a supermarket
while returning home from work. In the second scenario, the user is searching for a hotel
nearby where she is attending a conference. In the third scenario, the user is searching for
a restaurant. A detailed description of the materials used in this experiment is reported
in Appendix C, including instructions and stimuli presented to the participants.
Procedure. For all the three scenarios, the first part of the procedure adopts the
“pooling” approach commonly used in IR (see e.g., Manning et al., 2008, p. 151). Due
to temporal and budget constraints of the project, it would not be possible to collect
relevance judgements for each of the thousands of geographic entities contained in the
dataset used in the prototype (see Section 6.1). Therefore, following the “pooling”
approach, the same relevance assessment methods under investigation were taken into
account to select a smaller sample of entities to judge. The relevance computation and
ranking were performed using all four methods, and entities in the top-k list of at least
one of the methods have been included in the set of entities to be judged. The underlying
assumption is that a relevant geographic entity would be recognised by at least one of the
methods. In practice, many of the elements in the top-k lists of the four methods were
common to at least two or three methods, which is a strong indication that the relevant
entities have been identified. Moreover, a subsequent manual check of the dataset did
not identify any clearly relevant entity among the excluded ones. Further details for
3https://crowdflower.com, last accessed September 2012
4https://www.mturk.com/mturk/welcome, last accessed September 2012
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each scenarios are reported in Appendix C.
The second part of the procedure follows the approach used by Urbano et al. (2010).
For each scenario, given an unordered list of entities identified in the previous part of the
procedure, one entity is randomly selected5 as pivot. Thereafter, an iteration is created,
as the list of pairwise comparisons between the pivot and all the remaining entities of
the list, ordered in a random manner. For each comparison, the labels “A” and “B”
are randomly assigned to the two entities, and the order of presentation is randomised.
One up to three “check comparisons” are added to each iteration containing three or
more comparisons. Check comparisons are a duplicate of one of the comparisons of the
iteration, where the order of presentation of the entities, or the “A” and “B” labelling, or
both have been swapped. In order to account for a participant learning e↵ect, the Latin
Square method has been used to produce di↵erent orderings, each following the same
order, but starting with a di↵erent comparison. The iteration is finally posted on the
crowdsourcing service CrowdFlower, with a minimum of 40 participants per iteration,
and at least 4 participants per di↵erent order. For each comparison, participants were
asked to choose between the two entities, and to provide a textual motivation for their
judgement. Participants could also choose to classify the two entities under comparison
as equally relevant, or as both non-relevant. A detailed description of the procedure and
stimuli is presented in Appendix C.
7.1.2 Results
The answers provided by the workers6 (see Appendix C for further details) were used
to generate a rank for each scenario, which will be referred to in the following with the
label “Crowdsourced”. These ranks seem meaningful and coherent with the provided
scenarios and instructions.
The Crowdsourced ranks are used as “ground truth” and are compared with the
ranks generated by Baseline1, Baseline2, ScoreGR, and GRBM25. For this purpose, the
Kendall’s ⌧ correlation coe cient (Kendall, 1938), which is commonly used in statistics
to compare ranks in the case of small datasets with a large number of tied elements, is
computed. The use of a statistical rank correlation coe cient in IR was first suggested
by Pollock (1968), and first applied by Joachims (2002), using the Kendall’s ⌧ coe cient,
as reported by Sanderson (2010). The results of the statistical calculations7 for the three
scenarios are reported in Tables 7.2, 7.3, and 7.4, respectively.
For all three scenarios, there is a significant correlation (p < .05) between the crowd-
sourced rank and ScoreGR, and in the case of Scenario 2 the correlation is highly signif-
icant (p < .01). The results show that Crowdsourced (i.e., the assumed “ground truth”
rank) accounts for 30% of the variability of ScoreGR in Scenario 1, for 74% in Scenario
5Only one exception has been made to the random selection procedure, in Scenario 3 iteration 4, for
specific reasons – as reported in Section C.4.
6In crowdsourcing, the participants to an experiment are commonly referred to as “workers”, since
they are paid for their work.
7The forfeit rank “999999” has been assigned to entities identified as irrelevant, both in the case of
the crowdsourced ranks, and in the case of the four evaluated methods.
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Table 7.2: Comparison between crowdsourced and computed ranks for Scenario 1.
Entity Crowdsourced Baseline1 Baseline2 ScoreGR GRBM25
9128 1 7 7 1 2
9127 2 3 3 4 4
9126 3 5 5 6 7
9124 4 8 8 5 8
9115 5 4 4 2 1
9117 6 2 2 3 3
9125 7 6 6 8 6
9121 8 9 9 7 5
9123 IRR 1 1 IRR IRR
Correlation Kendall’s ⌧ -.111 -.111 .556* .333
p >.05 >.05 <.05 >.05
Table 7.3: Comparison between crowdsourced and computed ranks for Scenario 2.
Entity Crowdsourced Baseline1 Baseline2 ScoreGR GRBM25
9694 1 2 6 1 2
9696 2 5 14 4 5
9700 2 6 16 3 6
9698 4 10 21 2 10
9693 5 3 7 6 3
9828 6 1 2 7 1
9695 7 4 10 8 4
675 IRR IRR 4 206 51
677 IRR IRR 1 193 41
5912 IRR IRR 3 77 40
Correlation Kendall’s ⌧ .458 -.442 .861** .442
p >.05 >.05 <.01 >.05
Table 7.4: Comparison between crowdsourced and computed ranks for Scenario 3.
Entity Crowdsourced Baseline1 Baseline2 ScoreGR GRBM25
714 1 1 1 2 1
704 2 5 5 1 3
7212 3 13 13 5 13
7213 3 12 12 4 9
724 5 3 3 38 4
7211 5 19 19 3 20
747 7 2 2 15 2
746 8 7 7 17 5
711 IRR 4 4 IRR IRR
Correlation Kendall’s ⌧ .057 .057 .686* .400
p >.05 >.05 <.05 >.05
* Correlation is significant at the 0.05 level (2-tailed).
** Correlation is significant at the 0.01 level (2-tailed).
Note: the label “IRR” refers to entities identified as irrelevant.
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2, and for 47% in Scenario 3. No significant correlation was found between Crowd-
sourced and any of the baseline methods in any scenario, nor between Crowdsourced and
GRBM25.
The judgements delineate a clear result for most of the comparisons, with only two
exceptions in Scenario 3 (see Appendix C for a detailed description of this scenario). In
iteration 2, it is not clear whether the entity 704 is judged as more or equally relevant
than the pivot. Therefore, the same entity 704 is taken into account as pivot in iteration
4 (see second and third row in Figure C.10, Appendix C), and compared to all the
entities which have been judged more or equally relevant than the previous pivot (i.e.,
entity 7213). In that iteration, entity 704 was finally judged more relevant than entity
7213. Therefore iteration 4 settled the uncertainty that arose in iteration 2, and the
conclusions drawn in the next section are not a↵ected by that uncertain result.
The second exception is the comparison between the entities 746 and 711 in iteration
1 (see first row in Figure C.10, Appendix C). Entity 711 refers to a restaurant (i.e., the
type of entity the user is searching for in that scenario) closed on this day. Entity 711 is
also very close to the user’s path, it is part of a very large cluster of restaurants, and it
has a lot of pubs nearby. Therefore, it would be exactly what the user is searching for,
despite being closed, and not being able to provide its service. A qualitative analysis
of the answers given by the workers shows that the participants can be divided in four
almost equally large groups:
• a first group selected entity 746 as more relevant, and specified that 711 was
irrelevant because it is closed;
• a second group selected entity 746 as more relevant, but did not specify 711 as
irrelevant, and did also not mention in the motivations the fact that the latter is
closed;
• a third group selected entity 711 as more relevant, and specified in the motivations
that they chose entity 711 despite the fact that it is closed, because of the other
properties mentioned above;
• a fourth group selected entity 711 as more relevant, but did not mention in the
motivation the fact that it is closed.
One could hypothesize that the workers in this last group just did not notice that
the restaurant was actually closed. Moreover, the motivations given by workers in the
third group specify that the entity was not relevant per se, but that they consider the
possibilities o↵ered in that location (the provided motivations are reported in Table
C.17, Appendix C). Therefore, entities 711 and 746 have been compared in iteration
X, where the description of entity 711 indicated that “[711] is a restaurant, which is
currently closed. It would take you 8 minutes to walk from your location to [711] and
then to the bus station”, without any further specifications about attributes related to
cluster membership and co-location rules. The same information was also excluded from
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the table. In this iteration, entity 746 was judged more relevant than 711, and 711 was
judged as irrelevant by the vast majority of the participants (see Table C.14, Appendix
C), whereas only few workers still considered entity 711 as more relevant.
For this reason, the result of iteration X will be taken into account in the discussion
of the results (see Section 7.1.3), and entity 746 will be regarded as more relevant than
entity 711. I consider the latter option to be the most strongly supported by the data
collected, and the other option to be less defendable. The values reported in Table 7.4
refer to the interpretation mentioned above (i.e., 746 as more relevant than 711, and 711
irrelevant).
For the sake of completeness, I also investigated four alternate ranks (see Table
C.18, Appendix C), where entity 711 is considered as at last somewhat relevant (i.e., at
least partially relevant, and with a proper rank value). In these four alternate ranks,
I assumed that 711 would be still less relevant than 7211, which has equivalent values
for the attributes related to clusters and co-location rules, but which is open (therefore
711 would also be less relevant than 724, which was judged as being as relevant as
7211). Considering each one of these alternate ranks, the correlation value between
Crowdsourced and ScoreGR is lower, with respect to the correlation value reported in
Table 7.4 (i.e., obtained for the rank that will be taken into account in the discussion), but
the correlation remains significant, and no other assessment method gains a significant
correlation with Crowdsourced. Therefore, the conclusions drawn in the discussion are
not a↵ected by the uncertainty that arose in iteration 1, as the same conclusions would
still hold when considering one of four alternate ranks (see Table C.18, Appendix C).
7.1.3 Discussion
The findings reported above indicate that ScoreGR (proposed in Chapter 5 and imple-
mented as described in Chapter 6) is an e↵ective GR assessment method for the scenarios
tested. That is, ScoreGR combines the criteria topicality, spatio-temporal proximity, di-
rectionality, cluster, and co-location in a single GR score that can be used to e↵ectively
rank geographic entities, in a way that resemble judgements made by humans using the
same criteria. In fact, the Kendall’s ⌧ coe cients presented in Tables 7.2, 7.3, and 7.4
are significant for the correlation between the crowdsourced rank and ScoreGR, and for
this correlation only. On the contrary, the two baselines tested do not achieve such
results in any of the scenarios tested. This also shows that those simple methods are
not adequate in complex scenarios.
For the first two scenarios, ScoreGR is able to correctly identify the most relevant
geographic entity, while in the third scenario it selects the second most relevant entity
as first, and vice versa (see Figures 7.1 to 7.6). ScoreGR also correctly identifies irrele-
vant entities in the first and third scenario, where those entities were spatio-temporally
unavailable. On the contrary, in the first scenario, Baseline1 and Baseline2 select an ir-
relevant, spatio-temporally unavailable entity as the top-ranked one, because it is closest
to the user’s path. In the second scenario, three geographic entities located very close
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Figure 7.1: Ranking generated from the crowdsourced judgements for the entities se-
lected with the pooling method for Scenario 1.
Figure 7.2: Ranking obtained by the entities selected with the pooling method for Sce-
nario 1 using ScoreGR.
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Figure 7.3: Ranking generated from the crowdsourced judgements for the entities se-
lected with the pooling method for Scenario 2.
Figure 7.4: Ranking obtained by the entities selected with the pooling method for Sce-
nario 2 using ScoreGR.
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Figure 7.5: Ranking generated from the crowdsourced judgements for the entities se-
lected with the pooling method for Scenario 3.
Figure 7.6: Ranking obtained by the entities selected with the pooling method for Sce-
nario 3 using ScoreGR.
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to the user have been classified as irrelevant by the participants, because they belong
to categories not matching the user’s need. ScoreGR does not identify these as irrele-
vant entities, as the measure defined in Section 6.2 still finds some semantic similarity
between their categories and the user query, although the assigned ranks are very low
(i.e., they are classified among the less relevant entities).
In designing ScoreGR, I considered as marginal the di↵erence in the importance
between the criteria cluster and co-location unveiled in Experiment I. Hence, I regarded
these two criteria as equally important, when combining them to compute the geographic
environment component of ScoreGR. As a result, the correlation coe cient between
ScoreGR and Crowdsource is lower in Scenario 1 and 3, where the criterion cluster
seems to be considered by participants to be more important than co-location. For
instance, entity 9115 is ranked second by ScoreGR, but fifth by Crowdsource in Scenario
1, because it satisfies the co-location rule involved in the scenario well, but it is not part
of a cluster. The same applies to entity 724 in Scenario 3. Considering the answers
collected, participants seem to give more importance to the criterion cluster than to the
criterion co-location. In all scenarios, the top-ranked entities belong to the larger cluster
in the scenario, according to the crowdsourced ranks. This also resembles the results
obtained in Experiment I (see Section 4.2), where the criteria cluster and co-location have
been established as the sixth and tenth most important criteria, respectively. Aiming
for an even better approximation of the human-based ranks, further implementations of
the ScoreGR method will therefore require a higher importance to be assigned to the
criterion cluster. Further insights into this topic may be provided by a more detailed
analysis of the motivations given by workers.
Although ScoreGR e↵ectively assesses GR in the three scenarios discussed above,
the same does not apply to the alternate method GRBM25. The method was designed
based on the assumption that the probability of satisfying the user’s need decreases with
the number of entities “closer to, or at the same distance from” the user’s need with
respect to each criterion (see Section 5.4). This resulted in an undesired dominance of
the criteria which have a higher variability with respect to those criteria that tend to
produce tied values, such as spatio-temporal proximity and clusters, respectively. For
instance, the probability for a given entity to satisfy the user’s need with respect to the
criterion cluster is based (in part, see Section 5.3.5) on the number of other entities in
the same cluster (i.e., cardinality). This value can be just one of a small set of discrete
numbers from zero to the maximum value calculated for the collection, and it is the
same for all the entities in a cluster. Given the definition issued in Section 5.4, this
large number of entities with tied scores for a given value of cardinality (e.g., a lot of
restaurants belonging to clusters of 3 restaurants) results in a equally low probability
score for all those entities, creating a sort of step in the computed probability scores.
On the contrary, the probability for a given entity of satisfying the user’s need with
respect to the criterion spatio-temporal proximity is based on the time a user is able
to spend at the entity’s location. This value is di↵erent for each entity depending on
its distance and temporal availability. This results in a more gradual decreasing of the
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probability scores. Therefore, the probability scores computed for the criteria topicality,
spatio-temporal proximity, and directionality have a dominant influence on the final score
produced by GRBM25 with respect to the probability scores computed for the criteria
cluster and co-location. This has been confirmed by computing an additional baseline
method, which filters the geographic entities by category and ranks them based on
their spatio-temporal proximity score (see Section 5.3.2). In fact, there is no correlation
between the crowdsourced ranks and this additional third baseline, but the latter shows
a highly significant correlation (p < .01) with GRBM25 for all the three scenarios (with
Kendall’s correlation coe cients ⌧ > .90 for Senarios 2 and 3). This result also confirms
that the criteria cluster and co-location criteria have to be treated separately, as they
cannot be captured using simplistic spatial criteria.
The results obtained also highlight the risks entailed in combining thematic and
spatial scores. In Scenario 2, geographic entities very close to the user (i.e., with high
spatial score) are ranked as very important by Baseline2, even if they are not what
the user is searching for (i.e., low thematic score). Baseline1 is obviously not a↵ected
by this particular problem, as the rank is solely based on spatial distance. However,
Baseline1 is still not e↵ective in the scenarios tested, and it su↵ers from the issues
related to a filter-based method (e.g., motel and hostel would be considered as completely
irrelevant, when searching for a hotel). Even considering just one thematic criterion
and one spatial criterion, a combination method based on continuous logic may be
a more e↵ective solution. For instance, methods such as the Continuous Preference
Logic (CPL) model (Dujmovic, 1975, 2007) used in ScoreGR allow fuzzy conjunctive
combinations and conjunctive partial absorptions, and avoid the issue related to other
conjunctive combination methods (as discussed Section 5.5). Therefore, the CPL may
be more adequate than the geometric combination method used in Baseline2, which is
a disjunctive combination.
Future studies could focus on evaluating the e↵ectiveness of the methods considered
in scenarios where the criteria cluster or co-location are not as important, in order to
test for the robustness of the proposed methods. As already mentioned in this chapter,
ScoreGR was designed so that those criteria have a neutral influence on the GR score of
entities that belong to categories not involved in cluster and co-location rules. Therefore,
future evaluations could focus on scenarios involving categories usually involved in cluster
and co-location rules, which should however not be important in the specific selected
situation. For instance, the discussed methods can be tested in a scenario depicting
a user searching for a hotel, in an area where there are hotels, but there are no hotel
clusters, and none of the hotels satisfies any of the co-location rules.
7.2 Summary
This chapter reported on Experiment III, where I investigated the e↵ectiveness of two
di↵erent GR assessment methods and two baselines, following the approach used by
Urbano et al. (2010), based on crowdsourcing. A pooling system was used to select
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the geographic entities to be used in the three scenarios prepared for the “user-centred”
evaluation procedure. The crowdsourced data were used to produce a “ground truth”
rank, which was compared with the four methods used in the pooling phase. The results
support the e↵ectiveness of the main GR assessment method ScoreGR (proposed in
Sections 5.3 and 5.5, and implemented as described in Chapter 6), and the inadequacy
of the other three tested methods.
The next chapter will o↵er an overall discussion of the outcome of this dissertation.
In particular, I will answer the research questions issued in Chapter 1, discussing in detail
the overall implications Experiments I, II (see Chapter 4), and III for the development
of the concept, criteria, and assessment methods of GR.
100 Evaluation
Chapter 8
Discussion
In the following sections, I first provide a general answer to the main research question
issued in Chapter 1, and detailed answers to the four research questions issued in Section
1.2. Thereafter, I discuss the outcome of this dissertation in the broader context of
GIScience and IR in Section 8.2, analysing the implications of the reported findings in the
scope of the current understanding of relevance in mobile information services. Finally,
the limitations of the empirical studies presented in this dissertation are described in
Section 8.3.
8.1 Answering the research questions
The main research question pursued in this dissertation was posed in Chapter 1:
• Which information and criteria are needed, and how do they have to be combined in
order to assess a set of numerical values that estimate the GR of a given geographic
entity with respect to a given context of use?
Given the results obtained in Experiments I, II (see Chapter 4) and the outcomes of
Experiment III (see Chapter 7), I argue that GR is a complex and novel concept, which
expresses the multi-faceted relationship between a user’s geographic information need,
and geographic entities in the surrounding environment. The two main criteria defining
the strength of the GR relationship are the spatio-temporal accessibility of an entity
with respect to a user’s mobility (encapsulated in the criterion spatio-temporal proxim-
ity), and the topicality of an entity’s a↵ordances with respect to a user’s activity and
information need (encapsulated in the criterion topicality). Furthermore, the strength of
the GR relationship is strongly a↵ected by the geographic context in which an entity is
placed, including first- and second-order e↵ects, such as spatial clusters and co-location
rules. Therefore, GR is di↵erent from the concept of relevance commonly used in IR.
Finally, the empirical evaluation presented in Chapter 7 shows that GR cannot be ad-
equately calculated as a simplistic combination of category filtering and distance-based
ranking, whereas the main method ScoreGR presented in Chapters 5 and 6 has proved
to be e↵ective in assessing GR in the scenarios considered.
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8.1.1 Modelling
• RQ1: Which information is needed to model the user context, the geographic en-
tities, and the surrounding environment in order to assess GR?
In order to assess GR with respect to the user context, the geographic entities, and
the surrounding environment, it is necessary to account for information about the user’s
geographic information need and activity, along with the user’s personal preferences
and mobility. Also, it is necessary to account for information about the a↵ordances
related to the geographic entities, their attributes, location and temporal availability. It
is furthermore necessary to consider the social and computational context in which the
user is acting, along with the geographical context in which the entities are placed, that
is the geographic phenomena they are part of. Finally, it is important to incorporate
information about the context in which a user’s activities take place, including the
prior, subsequent, and co-occurring activities, the user’s overall objective, and planned
mobility.
The information needed to model the user context, the geographic entities, and the
surrounding environment in order to assess GR is summarised in the conceptual model
presented in Figure 3.2 (see Chapter 3).
• RQ2: Which criteria can be used to assess the relevance of geographic entities?
The outcomes of Experiments I and II reported in Chapter 4 show that criteria
commonly used in IR, such as topicality, accuracy, and currency, are important criteria of
GR. However, those criteria are clearly not su cient for understanding GR, as the facet
concerned with the user’s mobility acquires a crucial role in mobile information services.
The answers provided by participants also highlight the inadequacy of the concept of
relevance commonly implemented in current mobile information services. Taking into
account spatial distance alone is not su cient, but a combined conception of space and
time is fundamental in assessing GR. The relevance of a geographic entity is not simply
related to its distance from the user, but eventually to the time the user will be able to
spend at that location with respect to the time needed to perform a planned activity.
This is also supported by the results of Experiment III presented in Chapter 7, where
entities close to the user, but temporally unavailable are considered as irrelevant. At the
same time, other factors related to the surrounding environment can interfere with this
notion of spatio-temporal relevance, as discussed below.
Accounting for the context in which a user is interacting with an information system
has been one of the main topics in computer science and related fields in the last twenty
years (Schilit et al., 1994). This dissertation supports the idea that not only this notion
of context matters, but also the context in which a geographic entity is placed is a cru-
cial factor in GR. The influence exerted by the criteria cluster and co-location on the
ranking of geographic entities has been proved by the results obtained in Experiment
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I and II (see Chapter 4) and confirmed by the results obtained in Experiment III (see
Chapter 7). The criteria cluster and co-location are not independent from other geo-
graphic criteria (e.g., entities in the same cluster will be at similar distances from the
user, probably have similar temporal availability, and therefore similar spatio-temporal
relevance), but the geographic context of the entities is not entailed by simplistic spa-
tial criteria. The criteria cluster and co-location criteria have to be treated separately.
In fact, the baseline methods tested in Experiment III were not able to resemble the
human-made judgements, which were considering the criteria cluster and co-location.
The baseline methods perform better in Scenario 2, where the temporal component of
spatio-temporal proximity is not important, than in Scenarios 1 and 3, where the tem-
poral component is essential. In Scenario 2 all entities are equally temporally available,
and the user’s location coincides with the user’s destination, thus spatio-temporal prox-
imity is reduced to spatial distance, and directionality is excluded. Hence, in Scenario
2 the mobility component is reduced to the same spatial distance criterion taken into
account by the baseline methods. However, even in Scenario 2 the ranks produced by the
baselines methods do not resemble the ranks obtained from the collected human-made
judgements.
In some cases, the relevance of the environment in which a geographic entity is placed
seems to overcome even the importance of the criterion spatio-temporal proximity. Some
of the participants in Experiment III disagreed on the irrelevance of an unavailable entity,
although they were not the majority. This kind of judgement may seem odd at first,
but the motivations issued by those participants actually provide an insight into the
human geographic decision making process. Some participants agree that a temporally
unavailable entity may still be relevant, and even more relevant than another entity, if the
surrounding environment is relevant. The motivations given refer to the opportunities
that the participants would have, once they found themselves at that location. For
example, a closed restaurant could be still relevant if there are other open restaurants,
and pubs nearby (see Scenario 3, Experiment III, Chapter 7). At the same time, a
closed supermarket with no other supermarket nearby is indeed irrelevant (see Scenario
1, Experiment III, Chapter 7). Nonetheless, it can be doubted that users would consider
a service e↵ective if it suggests closed restaurants as good places to go for dinner.
A further insight into the human geographic decision making process is o↵ered by
another interesting group of answers provided in Scenario 1 of Experiment III (see Chap-
ter 7). In that scenario, the user was searching for a supermarket. It seems reasonable
to think that a supermarket where the user would have more time for shopping would
be more relevant. For example, assuming that the user would need at least 20 minutes
for shopping, and that she has to be at the destination in about one hour, a supermarket
where the user would have about 50 minutes for shopping (see entity A in Figure 8.1)
should be more relevant than (or at least as relevant as) a supermarket where she would
have only about 30 minutes time for shopping (see entity B in Figure 8.1). Nevertheless,
in the specific case the two supermarkets are rather close to each other, and the second
is located just between the first and the user’s destination. It would be possible for the
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Figure 8.1: Illustration of the example related to the criterion planning.
user to go to the supermarket with 30 minutes time budget, and pursue the shopping
activity. The user could then continue towards the destination, and still have the pos-
sibility to stop by the other supermarket (see the orange path in Figure 8.1), with 20
minutes left in the time budget, in case any item is not available in the first supermarket.
Therefore, the second entity (see entity B in Figure 8.1) would be a better choice, in
this perspective, as first supermarket to go to for shopping. It would be interesting to
consider a hypothetic situation in which the two time budgets are switched, and inves-
tigate whether a user would accept to walk back to the second entity (from A to B in
Figure 8.1).
Based on the two insights described above, I propose a new criterion planning, which
refers to the extent to which reaching the entity can favour the user’s plans in accom-
plishing an activity. This new criterion of GR is included in Table 8.1, which updates
the list of criteria of GR presented in Chapter 4 (see Table 4.1) and De Sabbata and
Reichenbacher (2012). The two insights described above also suggest that in modelling
the relevance in mobile information systems, the geographic environment in which the
entities under assessment are placed is as important as the context in which the user is
seeking information to satisfy her needs. An important next step in this line of research
will be to consider the role of the context in which the user’s activity is placed, in terms
of prior, subsequent, and co-occurring activities, which may have an important influence
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Table 8.1: Criteria of GR.
Properties Geography Information Presentation
topicality spatial proximity specificity accessibility
appropriateness temporal proximity availability clarity
coverage spatio-temporal proximity accuracy tangibility
novelty directionality currency dynamism
popularity visibility reliability presentation quality
anchor-point proximity verification
hierarchy a↵ectiveness
cluster curiosity
co-location familiarity
association rules variety
planning
on the perceived relevance of the geographic entities under assessment. As geographic
entities “do not exist as independent entities, but rather they exist within a specific ge-
ographic context” (De Sabbata and Reichenbacher, 2012, p. 1500), human activities do
not just happen, but rather they are part of a continuous succession of interrelated
events.
It is worth noting that the examples provided above are indeed peculiar situations,
and the type of answer discussed above was provided only by a relatively small number
of participants. Moreover, taking into account the criterion planning would mean to
consider each other entity as second possible stop, squaring the number of possible
options to compute. If more than two stopovers are be considered, the problem becomes
exponential in terms of numbers of possible solutions. In fact, such a problem resembles a
multi-object recommendation (see e.g., Schlieder, 2007) or a tour planning problem (see
e.g., Seifert, 2007), which is equivalent to solve a finite domain constraint satisfaction
problem (known to be NP-hard, see e.g., Russell et al., 1995). A future perspective
on the planning criterion could be to integrate a planning algorithm such as the one
proposed by Abdalla and Frank (2012). Each geographic entity under assessment could
be considered a starting point for a subsequent activity, or an ending point of a prior
activity, and be judged based on the quality of the solution computed by the planning
algorithm (e.g., in terms of time needed or distance travelled). Considering both a prior
and a subsequent plan, a geographic entity could also be judged as the middle point of
a larger activity.
8.1.2 Assessment
• RQ3: How can we use information about user context, geographic entities, and the
surrounding environment to compute a numerical value for each criterion of GR?
The results reported in Chapter 7 confirm that the scores proposed in Section 5.2
are an adequate means to compute a numerical value for the criteria topicality, spatio-
temporal proximity, directionality, cluster, and co-location, in the scope of assessing
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GR. However, there are two noteworthy points related to the computation of two of the
criteria mentioned above, that emerge from Experiment III.
The first issue highlights the importance of an adequate estimation of topicality. If
the only description provided for the geographic entity under assessment is the name
of the category it belongs to, it is not straightforward to provide a non-binary score
for topicality (i.e., not just a filter). Although filtering entities by category can be an
e cient solution, and an e↵ective one as well in many cases, in other cases the user may
be interested in “similar” entities – a nearby motel versus a distant hotel. The problem
is how to adequately define and implement such similarities. The solution proposed in
Section 6.2 is reasonable and produces meaningful scores for topicality, but it is strongly
dependent on the underlying dataset. It can also produce scarce results, where pubs are
almost as similar to hotels as hostels are to hotels, as illustrated in Figure 6.1. The task
becomes even more di cult, if the user specifies her objective (i.e., a planned activity)
instead of a category name (e.g., “dinner” instead of “restaurant”). In the scope of the
project described here, there has been no opportunity to test the implemented prototype
in this specific direction, so no conclusion can be drawn about this point. In general, a
possible solution to such problems can be to actually search for the objective behind the
user query, and match it with the a↵ordances related to the entities. However, such a
solution would require a sophisticated software with a very good understanding of human
common-sense (Singh et al., 2002; Liu and Singh, 2004; Gunning et al., 2010), especially
concerning the a↵ordances associated with di↵erent types of geographic entities (Alves
and Pereira, 2012; Alazzawi et al., 2012).
A second issue is related to the assessment of spatio-temporal proximity. It has
been shown (see Section 6.3 and Boscoe et al., 2012) that Euclidean distances are a
good estimation of the distance in the route network. Therefore, this simple measure
can be e↵ectively used to e ciently compute an approximate value for spatio-temporal
accessibility. However, this model holds only as far as a uniform speed of movement
is assumed. Even in the case of a tourist walking through a city centre, it would be
appropriate to take into account the use of a public transport network. A good estimation
of travel time and accessibility should account for pedestrian, bicycle, and route networks
including parking areas, public transport facilities, and tra c information, and allow for
multi-modal transportation. Needless to say that performing tra c-aware multimodal
routing for each of the geographic entities considered in a GR assessment would imply
a considerably high computational cost, and would still be just an estimation of spatio-
temporal accessibility, not matching reality. It is therefore important to investigate an
appropriate balance between the accuracy of the estimation, and the computational cost,
in order to provide a reliable service, and short response time.
• RQ4: How can we combine the values representing single criteria of GR in an
adequate way?
Based on the results of Experiment III, I argue that the score-based method ScoreGR
proposed in Chapter 5 performs an e↵ective assessment of GR, in the scope of the five
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selected criteria. The method is able to produce ranks similar to those derived from
human-made judgements, achieving significant correlations with coe cients in the range
of .50 to .851, depending on the scenario. The correlation coe cients are lower for those
scenarios in which the criterion co-location is less important than the criterion cluster
(according to the ranks derived from human-made judgements), as ScoreGR has been
designed to assign equal weight to these two criteria. This di↵erence suggests that the
criterion cluster plays a more important role than the criterion co-location in assessing
GR, but also suggests that the importance of the criteria can be di↵erent in di↵erent
scenarios. At the same time, the results obtained in Experiment III suggest that both
the criteria cluster and co-location play a more important role in the computation of the
final score, with respect to the importance assigned to those criteria in the combination
method implemented in ScoreGR. In fact, the entities which better fulfil those criteria
are ranked higher in the crowdsourced rank than in the rank obtained using ScoreGR.
The results reported in Chapter 7 confirm the issues raised in Section 5.5, concerning
the method used to combine the scores computed for di↵erent criteria of GR. The draw-
backs of simple conjunctive and disjunctive methods have been described and confirmed.
Given the observed poor functioning of such methods when applied to only two criteria
(topicality and spatial distance, which are also supposedly equally important in assess-
ing GR) it can be argued that such methods cannot be applied to a larger number of
criteria, each one with a di↵erent role and importance. The Continuous Preference Logic
(CPL) model (Dujmovic, 1975, 2007) seems instead to o↵er the expressiveness required
to adequately model the combination of the criteria. The use of partially conjunctive
logic operators capable of handling both mandatory and desired criteria resulted in an
e↵ective combination schema (see Figure 5.6), which also allows for an easier conceptual
framework with respect to a list of weights to apply in a linear combination. Never-
theless, the selection of the strength of the “and-ness” could also be as arbitrary as the
selection of the weight of a linear combination. A similar approach of prioritised aggre-
gation of multiple criteria by means of a prioritised “and” operator has been recently
proposed by da Costa Pereira et al. (2012).
8.2 General discussion and scientific contribution
The outcomes of this dissertation not only provide empirical evidence supporting the
critiques of simplistic approaches to relevance, which are still common in current com-
mercial LBS applications and mobile information services, for instance as formulated by
Reichenbacher (2004) and Raper et al. (2007b), but also o↵er e↵ective solutions based on
the concept of GR (Raper, 2007; Reichenbacher and De Sabbata, 2011). In this disser-
tation, I address the “manifestation” of GR, that is the fourth domain of GR proposed
by Raper (2007), as an egocentric place-oriented concept of relevance. The perspective
on relevance is egocentric, as it accounts for a user’s mobility and spatio-temporal ac-
1These values refer to the Kendall’s ⌧ correlation coe cient (Kendall, 1938).
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cessibility, and place-oriented, as it accounts for a user’s activity and the a↵ordances
related to geographic entities. At the same time, I employ a pragmatic definition of GR,
similar to the concept of relevance defined by Saracevic et al. (1988), in order to develop
a computational method to assess GR as the logical consequence of the data available
within a computer system, as discussed in Chapter 3.
On the one hand, the findings reported in this dissertation confirm the main assertion
by Raper (2007, p. 837), that ‘situational relevance concepts as currently articulated do
not deal su ciently with concepts of mobility and geography, and that these concepts are
essential to the understanding of mobile information seeking’. Current commercial LBS
applications focus on spatial proximity, as the sole geographic aspect of relevance, as
did most of the earliest approaches proposed in literature (for a survey, see e.g., Raper
et al., 2007a). The empirical studies presented in this dissertation show that simplistic
approaches, which use distance-based filtering or ordering, are not adequate for the
assessment of relevance in mobile information services. These simplistic methods are not
applicable, even to simple user requests, such as “show me the closest supermarket”. I
provide empirical confirmation that spatio-temporal proximity is a fundamental criterion
of GR. Mobile information services need to account for at least a basic understanding
of time geography (Ha¨gerstrand, 1970; Pred, 1977; Miller and Bridwell, 2009; Kuijpers
et al., 2011), as first suggested by Mountain (2005), and discussed by Raubal and Panov
(2009) and Crease (2012). Although not explicitly specified, in a typical user request,
such as “show me the closest supermarket”, there is an implicit requirement for the
user to be able to perform her activity, and thus for the entity to be spatio-temporally
accessible, considering both the user’s mobility, her time schedule, the location of the
entity, and its temporal availability.
The e↵ectiveness of LBS applications might also be a↵ected by issues related to the
common simplistic methods used to combine di↵erent scores of relevance, such as the
methods proposed by Zipf (2003) and Reichenbacher (2004). As illustrated in Chapter
5, one of the most common combination method, arithmetic summation has been ex-
cluded from the design of the presented GR assessment method ScoreGR, because of its
compensatory nature. These issues have been confirmed by the results obtained in the
empirical study presented in Chapter 7. Geometric combination has also been found to
be inadequate to combine topicality and spatial distance in a mobile information seek-
ing scenario, although it has been e↵ectively applied in GIR (see Purves et al., 2007). I
argue that mobile information services can profit substantially from exploiting models
based on continuous preference logic (Dujmovic, 1975, 2007), for combining the di↵erent
criteria used in the relevance assessment.
On the other hand, the findings reported in this dissertation contradict the idea
suggested by Raper (2007, p. 842–843), that ‘whatever is in the [accessibility envelope
or surroundings of the user] is also relevant topically, simply because it is in the [ac-
cessibility envelope or surroundings of the user]’. The relevance judgements collected
in Experiment III (see Chapter 7) clearly show that a geographic entity, which is topi-
cally non-relevant, is judged as non-relevant, even if it is very close to a user’s position.
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Moreover, as ‘relevance is not necessarily the same as topicality’ and ‘a document on
a di↵erent topic might, for one reason or another, satisfy the user’s information need ’
(Bookstein, 1979, p. 270), GR is not necessarily the same as spatial-temporal proximity,
and a geographic entity might, for one reason or another, satisfy the user’s geographic
information need better than another geographic entity closer to the user’s position, or
available for a longer period of time. The collected evidence shows that geographic first-
and second-order e↵ects (O’Sullivan and Unwin, 2003) have a substantial influence on
the relevance of geographic entities, as first suggested by Reichenbacher (2004). The
geographic environment surrounding the entities under assessment is part of the context
component of relevance (Mizzaro, 1998; Coppola et al., 2004), and it needs to be included
when defining concepts of relevance addressing real/physical world entities, such as the
concept of w-relevance suggested by Coppola et al. (2004), and the concepts of rele-
vance employed in LBS (e.g., Hauthal and Burghardt, 2012; Huang and Gartner, 2012;
Pombinho et al., 2012), spatial Web objects IR services (e.g., Cao et al., 2010; Venetis
et al., 2011), and recommender systems (e.g., Saiph Savage et al., 2012; Barranco et al.,
2012). Mobile information services can substantially improve their e↵ectiveness by tak-
ing into account criteria related to the geographic environment. The criteria cluster and
co-location have been found to be of particular importance, in assessing GR. The out-
comes of this dissertation confirm that the relevance of a single entity increases, if there
are several entities of the same kind in the neighborhood (Reichenbacher, 2005a), or if
it satisfies a common co-location rule (De Sabbata, 2010). These criteria are the ‘the
di↵erences in situational contexts and research task requirements’ (Barry and Schamber,
1998, p. 234) that di↵erentiate GR from the concept of relevance commonly applied
in classic document-based IR. This finding also supports the validity of the notion of
prestige, proposed by Cao et al. (2010) as a measure of centrality of a spatial Web ob-
ject within a cluster of similar and correlated objects. The notion of prestige could be
integrated in GR as a further facet of the criterion cluster.
Moreover, as discussed above in Section 8.1.1, I advocate the importance of taking
into account, not only the context in which a user is while seeking geographic informa-
tion, and the geographic environment in which entities exist, but also the context in
which a user’s activities take place, for computing the relevance of geographic entities
with respect to a user’s information need. Based on a preliminary qualitative analy-
sis of the motivations provided by the participants in the empirical study presented in
Chapter 7, I argue that a mobile information service should account not only for a single
activity, but also for the context in which an activity happens. The relation between
an activity, which a user is seeking information for, and other previous, co-occurring, or
subsequent activities should be taken into account. The relevance of an entity could then
be calculated considering the consequences of a user performing an activity at that place
with respect to a user’s overall plan. Personal information management (Abdalla and
Frank, 2012), task planning (Seifert, 2007), and multi-object recommendation (Schlieder,
2007) could provide a framework for the future development of the new criterion plan-
ning. The latter is included in Table 8.1, which updates the criteria table first proposed
110 Discussion
in De Sabbata (2010) and revised in De Sabbata and Reichenbacher (2012). At the
same time, further studies are necessary to understand the influence of GR on those
three fields of research, and on the users’ mobile decision making processes in general.
These studies should be accompanied by further research on the applicability of activity
theory (Kaptelinin and Nardi, 1997, 2006) in the scope of mobile information services
(Reichenbacher, 2005b; Dransch, 2005; Huang and Gartner, 2009).
Finally, I advocate for a better understanding of the a↵ordances of geographic entities
(Alves et al., 2009; Alves and Pereira, 2012; Alazzawi et al., 2012), which is crucial in
defining the topicality of a geographic entity with respect to a user’s information need,
as discussed in Chapter 6. Moreover, information about the temporal aspect of the
a↵ordances related to an entity (Alazzawi et al., 2012) is necessary, as soon as the
criteria spatio-temporal proximity and planning are taken into account in assessing GR.
8.3 Limitations
As mentioned in Chapter 3, due to the limited temporal extent of the project, only five
of the most important criteria of GR (according to the results reported in Chapter 4)
presented in Table 8.1, among the 31 listed, have been studied in detail. This selection
focused on the novel part of the criteria list, as it concerns the criteria I presented in
De Sabbata and Reichenbacher (2012), and it relates to the geographic environment
surrounding the entities under assessment, which is of most interest for the field of
GIScience. At the same time, it is not possible to foresee the influence of important
criteria, such as accuracy and currency (see Chapter 4), on the GR assessment method,
as they have been excluded from the selection. For the same reason, it is also di cult to
speculate on the role that components related to a user’s preferences and social network
information can have on GR. These components have been included in the conceptual
definition of GR, but have been excluded from the empirical studies presented in this
dissertation. These two are the pivotal components of recommender systems, commonly
and e↵ectively used in a large number of commercial systems. Further studies are needed
to investigate the interaction between personal preferences and geographic criteria in the
scope of GR, and it is possible that the first could be more important than the second.
It must be noted that the empirical studies presented in this dissertation were con-
ducted in the form of Web-based questionnaires; the third experiment using the crowd-
sourcing platform CrowdFlower2. Therefore all the results collected refer to hypothetical
situations. This research did not include any field experiment for the following reasons.
First, a field experiment does not o↵er a controlled environment appropriate to the stage
of development of the GR assessment method under evaluation. In fact, personal pref-
erences (e.g., fish&chips over pizza) and habits (e.g., familiar over little known areas of
a city) resulting from prior knowledge of the geographic environment can have a consid-
erable influence on a user’s perception of relevance, as discussed in Chapters 3. Criteria
2https://crowdflower.com, last accessed September 2012
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related to personal preferences and habits have not been included in the GR assessment
method proposed in Chapter 5, but they would still influence the participants’ percep-
tion of relevance in the case of a field study, and create significant biases. These biases
would complicate the study of general criteria of GR, which was the aim of the pre-
sented empirical studies. Further studies are needed to investigate the relation between
the studied criteria, and the criteria related to personal preferences and habits. Second,
the development of a fully functional mobile application for evaluating the assessment
methods proposed in Chapter 5 would have posed software engineering issues. The most
prominent would probably have been the response time of the developed prototype,
which is not comparable to current mobile applications, and search engines standards.
This would in turn strongly a↵ect and bias participants’ opinion about the e↵ectiveness
of the service. Furthermore, the scenarios used in the presented experiments were set
in an urban environment. The possibility that di↵erent settings might require di↵er-
ent criteria has to be taken into account. For instance, the criterion visibility was well
rated by the participants of the study conducted by Mountain and Macfarlane (2007) in
the Swiss National Park, whereas the same criterion has been rated as one of the least
important by the participant of the first experiment presented in Chapter 4.
Finally, the data collected in Experiment III (i.e., concerning which one of two pro-
posed entities is more relevant, and why, see Chapter 7) have been mostly quantitatively
analysed. Little attention has been paid so far to a qualitative analysis of the motivations
provided by each participant for each judged comparison. In the scope of this thesis they
have only been used in order to unravel unclear or contradictory judgements (see Section
7.1.2. Instead, once properly formatted and deployed to the public, this data can be
a valuable contribution to projects such as MIRA (Allan et al., 2012), which aims at
developing community-wide benchmark tasks, test collections, and evaluation method-
ologies in the field of mobile IR. In fact, this data can be used to create a benchmark
for testing other GR assessment methods and LBS applications. Moreover, the dataset
contains more than two thousand short textual motivations that can be an excellent
starting point to gain a deeper understanding of GR and mobile geographic decision
making processes.
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Chapter 9
Conclusion
9.1 Achievements
The basic hypothesis of this research is that Geographic Relevance (GR) is a novel
concept, which di↵ers from the conceptualisation of relevance commonly used in IR,
and therefore a novel computational method is needed to assess GR. This dissertation
provides an in depth study of GR, from conceptual development to prototype implemen-
tation, and evaluation of the proposed GR assessment method. The derivation of the
concept from previous conceptualisations of relevance in the fields of IR and GIScience
has been presented. A survey of the criteria necessary to assess GR has been conducted,
and novel, important criteria have been uncovered, which have their roots in geographic
data mining and geographic information analysis. A novel GR assessment method was
proposed, and prototype software has been developed accordingly. It has been shown
that this method is capable of e↵ectively estimating GR, whereas baseline methods re-
sembling simple approaches widely used in common LBS applications nowadays were
not successful, confirming with empirical evidence previous research in the fields of LBS
(Schmidt et al., 1999; Reichenbacher, 2005b; Jiang and Yao, 2006; Raper et al., 2007b).
The aim of this research was to define an assessment method for numerically estimate
GR (see Chapter 1). For this purpose, it is fundamental to focus on the relation between
relevance and geography, where the latter refers mainly to the user’s mobility in space-
time, and the geographic environment surrounding the entity under assessment. These
are important facets of the context in which the relevance relationship between a user
and a geographic entity manifests itself, but they are not the only ones. A review of the
di↵erent fields which treat the relation between relevance and geography is presented
in Chapter 2, along with the main concepts discussed in this dissertation. The same
chapter also covers geographic data mining and geographic information analysis, as
well as system evaluation, including crowdsourcing, which was applied in the presented
research to estimate GR and evaluate the proposed approach.
The conceptual development of GR in the scope of previous and similar notions of rel-
evance in IR and GIScience is presented in Chapter 3. First the elements involved in the
GR relationship between a user, a geographic entity, and the surrounding environment
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were identified. Thereafter, the literature was reviewed for criteria of relevance which
could have been useful in analysing the relationships between those elements. More-
over, new criteria were suggested which are related to first- and second-order e↵ects in
the geographic environment surrounding the entities (i.e., the criteria hierarchy, cluster,
co-location, and association rules), and a user’s understanding of space and places (i.e.,
anchor-point proximity). The relative importance of all these criteria in GR have been
investigated in two empirical studies presented in Chapter 4. Given the results obtained,
the hypothesis of equivalence between GR and the concept of relevance commonly em-
ployed in IR has been rejected, because of the clear di↵erences in the importance of the
criteria in these two di↵erent conceptualisations. In particular, the criteria hierarchy,
cluster, and co-location were found to be of primary importance in GR, although being
novel with respect to the previous conceptualisations of relevance in IR and GIScience.
Common methods for relevance assessment are not su cient to assess GR, as they
do not encompass the new criteria of GR discussed in this dissertation (i.e., the criteria
hierarchy, cluster, co-location, association rules, and anchor-point proximity). Therefore,
in Chapter 5, I propose a new method to assess GR, which is referred to as ScoreGR.
This includes the criterion topicality, which is the fundamental criterion of relevance,
along with the criteria spatio-temporal proximity and directionality, which entail the
user’s mobility, and the criteria cluster and co-location, which o↵er information about
the geographic environment as a distinctive facet of GR (see Section 5.3). The method
presented uses continuous preference logic (Dujmovic, 1975, 2007) to obtain a fuzzy
conjunctive combination of the calculated scores (see Section 5.5). ScoreGR has been
implemented in a prototype software, along with an alternative GR assessment method
referred to as GRBM25 (see Sections 5.4 and 5.5), as described in Chapter 6. In order
to investigate the e↵ectiveness of the proposed methods, I set up an empirical study,
using the procedure followed by Urbano et al. (2010) to generate “ground truth” ranks
from crowdsourced relevance judgements for three di↵erent scenarios (see Chapter 7).
The results of the empirical study show that ScoreGR is an e↵ective method to assess
GR. The same results show that the two baselines taken into account (which resemble
simple approaches commonly used in LBS) and the alternative method GRBM25 do not
e↵ectively estimate GR in the considered scenarios.
Hence, in order to assess GR it is necessary to model the information included in the
conceptual model presented in Figure 3.2 (see Chapter 3), and use the criteria listed in
Table 8.1 (see Chapter 8) according to the relative importance as discussed in Chapter
4. An e↵ective assessment of GR can be achieved using the method ScoreGR defined in
Chapter 5, accounting for the insights discussed in Chapter 8.
9.2 Outlook
Future research in this field should investigate the importance of the criteria excluded by
the first study, and determine how the criteria not included in the second study interact
with each other. Among the 31 criteria of GR now reported in Table 8.1, only fifteen
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were involved in the first experiment presented in this dissertation, eight of them were
involved in the second experiment, and just five were implemented in the GR assessment
method ScoreGR evaluated in the third experiment. At the same time, future research
should aim to unveil further criteria of GR not yet uncovered, as the answers obtained
for the third experiment have provided hints for planning being a new criterion of GR.
These studies must be accompanied by a more detailed and comprehensive analysis
of the conceptual model of GR presented in Chapter 3. As shown in Chapters 5 and
6, only a minor part of the elements described in the conceptual model were involved
in the development of the prototype. Future work should focus on deepening on facets
that have been only partially implemented, or not yet explored. These include a user’s
activity (e.g., Couclelis, 2009; Hirtle et al., 2011), planning (e.g., Abdalla and Frank,
2012), preferences (e.g., Rashid et al., 2002; Raubal and Panov, 2009; Schlieder and
Kremer, 2011) and a user’s social environment (e.g., Mizzaro and Vassena, 2011), which
can lead to a finer description of a user’s context. Future work should also deepen on the
understanding of geographic entities’ a↵ordances, which could be uncovered by mean of
semantic enrichment (Alves and Pereira, 2012), including its temporal aspect (Alazzawi
et al., 2012). This will be a fundamental step in improving the e↵ectiveness of the
topicality criterion estimation. Moreover, the definition of context in mobile information
services is still a very active field of research (e.g., Emmanouilidis et al., 2012), and new
aspects of context will most likely become evident and possible to compute in the future.
Empirical studies should be thereafter conducted to first investigate the importance
of all the listed criteria of GR, and then to analyse the interaction between the criteria
studied in this dissertation and the other criteria. For instance, it has been shown that
the criterion currency is among the primary criteria of GR, but further experiments will
be necessary to investigate its relation with spatio-temporal proximity. A geographic
entity might be less relevant because the information available referring to it is out-
dated, but this also influences its spatio-temporal proximity. In fact, the estimation
of its spatio-temporal accessibility could be unreliable, since it is based on out-dated
information, and this could lower the relevance of the geographic entity. It is clear that
the criteria discussed in Chapter 4 are not fully independent from each another, and this
is even more evident in the case of geographic criteria, because of spatial autocorrelation
(O’Sullivan and Unwin, 2003). The study of these dependencies could be of central
importance in achieving a better understanding of GR.
Future development in the research topics mentioned above would obviously demand
further developments in the GR assessment method. ScoreGR has been design to e↵ec-
tively assess GR in the scope of the five criteria discussed in Chapter 5. For instance,
these criteria accounted for information about the user’s activity, location, and infor-
mation need, but did not involve any information about a user’s social context. Once
the role of criteria related to that facet of the user’s context is investigated, a related
numerical score should be established, and integrated into the score combination model
of ScoreGR. Additional studies will become necessary to evaluate the e↵ectiveness of
the updated GR assessment method. This applies to all the criteria discussed in this
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dissertation, and to all the criteria not yet uncovered. However, including more criteria
in an assessment method, and related experimental evaluation, would result in higher
complexity. Therefore, careful attention should be paid to both the selection of fur-
ther criteria to study and implement, and to the selection of procedures to evaluate the
e↵ectiveness of developed methods.
Assuming to be able to e↵ectively assess GR for a selected set of criteria, the main
objective of this assessment is to achieve an appropriate adaptation of a mobile geo-
graphic information service with respect of a user’s activity or geographic information
need. The representation of GR within the user interface of the same service will then
play a fundamental role. An inappropriate representation of the relevance of the entities
can mislead the user, and make a service very di cult to use. Crease and Reichenbacher
(2011) argued that the map representation in such mobile applications should be care-
fully designed, targeting the specific task the user is assumed to perform. This should
lower the cognitive load, and allow the user to focus on the relevant information, and
not to be distracted from the surrounding environment.
Finally, there are interesting lines of research spreading from the concept of GR
towards other research fields. The conceptual model of GR presented in Chapter 3
includes the user’s preferences and social environment as part of the context in which
the information seeking process takes place. The arguments discussed in Chapter 8 call
for integrating the user’s planning process into the relevance assessment. This suggests
that a research field focusing on GR should strongly interact with the fields of social
network analysis and personal information management. It is also clear that a GR-
based mobile information service implemented in a deployed application cannot avoid
to account for the most recent advances in terms of privacy (Hashem and Kulik, 2011,
e.g.). In fact, such a service would deal with sensitive data, which have to be handled
properly. The perspective for this line of research on GR should be to join the fields
mentioned above, together with the fields of MIR (and therefore IR and GIR), LBS,
recommender systems, context-aware computing, and mobile cartography, in a common
ground of research on the conceptual and computational development of future mobile
information services.
Appendix A
Material for Experiment I
The following sections describe the material used in Experiment I1 (see Section 4.2).
A.1 Questionnaire statements
In the main section of the questionnaire, the participants were asked whether they agree
or disagree (on a 7-point Likert scale) with the 15 statements presented in Table A.1.
Each statements represents one of the criteria taken into account.
A.2 Questionnaire structure
A total number of 132 participants took part in this experiment. A first group of 53
participants was gathered by sending e-mails to di↵erent research mailing-lists, but also
to groups of colleagues and friends (including researchers in Computer Science and Ge-
ography, but also non-academics). This first group participated in a web survey devel-
oped using the online service SurveyMonkey2, and will be referred to as “SurveyMonkey
survey” (SMs) group. A second group of 39 participants, and a third group of 40 partic-
ipants was gathered through the online service Amazon Mechanical Turk3, and they will
be referred to as “Amazon Mechanical Turk survey 1” (AMTs1) group, and “Amazon
Mechanical Turk survey 2” (AMTs2) group, respectively.
The first page of each questionnaire stated the objective of the project and the
purposes of the study. Then, participants were asked whether they agree or disagree (on
a 7-point Likert scale) with the 15 statements presented in Table A.1. Each statements
represents one of the criteria taken into account.
On the second page in the questionnaire presented to the SMs group, the participants
were asked about their age and gender, and to state how frequently they use online yellow
pages, digital maps, and mobile maps. On the third page, the participants were asked to
rank a list of seven general criteria (summarizing the classes of criteria shown in Table
1This section is largely based on (De Sabbata and Reichenbacher, 2012).
2http://www.surveymonkey.com
3https://www.mturk.com/mturk/welcome
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Table A.1: Statements representing the criteria in Experiment I.
Criterion Questionnaire statement
Appropriateness A place that o↵ers just the services you need is more relevant than a
place that also o↵ers other services.
Coverage A place that o↵er all the services you need is more relevant than a
place that o↵ers just some of them.
Novelty A place that was previously unknown to you is more relevant than a
place already known.
Availability The more information available about a place, the higher is the rele-
vance of the place.
Accuracy The more accurate the information about a place, the higher is the
relevance of the place.
Currency The more current, recent, timely, up-to-date the information about
a place, the higher is the relevance of the place.
Dynamism The more dynamic, active or interactive the presentation of informa-
tion, the higher is the relevance of the presented place.
Presentation
quality
The more the information about a place is presented in a certain
format or style, or o↵ers output in a way that is helpful, desirable, or
preferable, the higher is its relevance.
Spatio-
temporal
proximity
It is important to take into account whether the place (or a related
event) will be available at the time you will be able to reach it (e.g.
whether you can reach the shop before it closes).
Directionality If you are driving, cycling, or walking, a place on your future path is
more relevant than a place already passed.
Visibility A place that is visible is more relevant than a place that you can not
see from your point of view.
Hierarchy Other things being equal (including distance), a place in the same
city or district is more relevant than a place in another one.
Anchor-points
proximity
A place that is close to a location you visit frequently (e.g. home or
work place) is more relevant than a place in an area you are not used
to visit.
Cluster Other things being equal (including distance), a place close to a group
of similar places (e.g. a shop in a shopping center) is more relevant
than an isolated place.
Co-location Other things being equal (including distance), a place that satisfies
common co-location rules (e.g. a hotel with a restaurant nearby) is
more relevant than a place that does not satisfy the same co-location
rules (e.g. a hotel without a restaurant nearby).
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4.1) from the most important to the least important. Pages four and five presented
a set of 15 statements (see Table A.1) to participants. The first eight criteria on the
fourth page and the remaining seven criteria on the fifth page. On both pages, a brief
introduction was used to add some context to the questions. On the last page, an open
question gave the opportunity to the respondents to specify further criteria, that they
would use to judge the relevance of a geographic entity, and to give us any further
comment or suggestions.
In the questionnaire presented to the ATMs1 group, the 15 statements were presented
to the participant at once on the second page (i.e., all the three classes in Table A.1).
The questionnaire presented to the ATMs2 group used a slightly modified structure,
that was set up in order to better fit the style commonly used in Amazon Mechanical
Turk. The statements were presented to the participant on three di↵erent pages (i.e.,
one for each class in Table A.1). In both cases, on the last page, an open question gave
the opportunity to the respondents to specify not mentioned criteria that they would
use to judge the relevance of a geographic entity, and to give us any further comments
or suggestions.
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Appendix B
Material for Experiment II
The following sections describe the material used in Experiment II1 (see Section 4.3).
A total of 110 participants took part in this experiment, gathered by sending e-mails to
di↵erent mailing-lists, Google Groups2, and Yahoo Groups3. Participant were randomly
assigned to one of the four sub-scenarios described below.
B.1 Base map
In both scenarios, the base map (see Figures B.1 and B.2) was derived from the ge-
ometries available on OpenStreetMaps4 for the town of Gorizia (Friuli-Venezia Giulia,
Italy), assuming that most of the participants would not be familiar with this town and
thus avoid a recognition e↵ect. The base map was flipped vertically, the city center
limits have been chosen arbitrarily (i.e., they do not reflect the actual boundaries of the
town center of Gorizia), distinguishing buildings have been reshaped, and some park
area have been arbitrarily added. None of the entities added to the maps (i.e., hotels,
restaurants, museums, and tourist attractions) represent real entities in Gorizia. The
three photos used in the first scenario do refer to hotels and bed&breakfasts in Gorizia,
but they have been arbitrarily chosen from the images obtained by searching ‘hotels
Gorizia’ via Google Images5, and arbitrarily assigned to entities on the map that do not
represent existing hotels in Gorizia. The reported prices and opening hours have also
been arbitrarily chosen, but are based on plausible values.
B.2 Scenario 1
In scenario 1, participants were presented with the following situation:
‘Consider the following scenario. You are visiting a city you have never been before.
1This section is largely based on (De Sabbata and Reichenbacher, 2012).
2http://groups.google.com
3http://groups.yahoo.com
4http://www.openstreetmap.org
5http://images.google.com
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Just after arrival you visit one of the museums in the city center. After the museum
visit you feel tired and look for a hotel for the night. Your digital city-guide on your
mobile device suggests 6 hotels that fit your needs in terms of costs, availability, and
o↵ered services. The suggested hotels are all located at about the same distance from
your current location. The map below indicates your current position and the 6 suggested
hotels, labeled A to F. Please rate each hotel based on your needs described in the above
scenario and the available information on the map’.
Sub-Scenario 1 A
A total of 28 out of 110 participants took part to the first sub-scenario (referred to
as S1A). In this sub-scenario (see Figure B.1(a)) the position of hotels, museums and
restaurants is shown on the map, together with the position of the participant and her
previous route. The city center (i.e., the touristic zone) is highlighted in a brownish
color, whereas the residential areas are colored in grey. Three hotels are located in the
city center: hotel ‘C’ is located near restaurants, museums and tourist attraction; hotels
‘E’ and ‘F’ are located near restaurants, with ‘F’ being a bit closer to them than ‘E’.
Three hotels are located in the residential area: hotels ‘A’ and ‘B’ are located close to
the city center; hotel ‘D’ is located far away from the city center.
The hypothesis is that participants would use the available information and judge the
relevance of the hotels using the criteria hierarchy and co-location, i.e.: the participant
would take into account the distinction between the city center and the peripheral urban
areas, where the first is more relevant than the others; the participant would take into
account restaurants, museums and tourist attractions, where the hotels near those POI
are more relevant than the others.
Sub-Scenario 1 B
A total of 25 out of 110 participants took part to the second sub-scenario (referred to as
S1B). In this sub-scenario (see Figure B.1(b)) the position of museums and restaurants
is shown on the map, together with the position of the participant and her previous
route. The position of hotels is also displayed, and in some cases it is accompanied by
further information on the price of the room or a hotel picture. The hotels are placed in
the same position as they were placed in sub-scenario S1A. Detailed price information,
and a picture have been attached to hotel ‘E’ (located in the city center, quite close to
some restaurants), and to hotel ‘D’ (located in the residential area, far away from the
city center). Detailed price information has been attached to hotel ‘B’ and a picture has
been attached to hotel ‘A’, which are close to each other, just outside of the city center.
No further information has been attached to the remaining two hotels.
The hypothesis is that participants would use the available information and judge
the relevance of the hotels using the two criteria mentioned in the first sub-scenario
(S1A), along with the criteria accuracy, availability, and presentation quality, i.e.: the
participant would take into account the accuracy of the information about the price,
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where hotels with detailed price information are more relevant than the others; the
participant would take into account the availability of information, where the hotels
presenting information about the price are more relevant than the others; the participant
would take into account the quality of the presentation, where the hotels presenting an
image (that is, presenting information about the hotel in a way that is common to be
found in touring guides and websites) are more relevant than the others.
B.3 Scenario 2
In scenario 2, participants were presented with the following situation:
‘You are visiting a city you have never been before. Just after arrival in the early
morning you visit one of the museums in the city center. At 13:45H you are hungry
and decide to have a late lunch. Your digital city-guide on your mobile device suggests 9
possible restaurants that fit your needs in terms of cost and o↵ered dishes. The suggested
restaurants are all located at about the same distance from your current location: a 10
minute walk. You have not booked a table at any of those restaurants and you do not
know anything about table availability either. The map below indicates your current
position and the 9 suggested restaurants, labeled A to I, including their opening hours.
Please rate each restaurant based on your needs described in the above scenario and the
available information on the map’.
Sub-Scenario 2 A
A total of 28 out of 110 participants took part to the first sub-scenario (referred to as
S2A). In this sub-scenario (see Figure B.2(a)) the position and opening hours of the
restaurants are shown on the map, together with the position of the participant and the
current time. The city center (i.e., the touristic zone) is highlighted in a brownish color,
whereas the residential area are colored in grey. Seven restaurants are located in the
city center. Three of them have been placed in order to form a cluster (these are the
restaurants ‘E’, ‘F’, and ‘G’), the other four restaurants have been placed in function of
their role in the second sub-scenario (as explained in the next paragraph). Two more
restaurants are located in the residential area, close to each other.
The hypothesis is that participants would use the available information and judge the
relevance of the restaurants using the criteria spatio-temporal proximity, hierarchy, and
cluster, i.e.: the participant would take into account the opening hours of the restaurants,
that is that the restaurants ‘C’ (today closed) and ‘H’ (will close 5 minutes after she
could arrive there) would not be relevant; the participant would take into account the
visible distinction between the city centre and the peripheral urban areas, where the
first is more relevant than the others; the participant would take into account the visible
clusters, where the restaurants that are part of a cluster would be more relevant than
the others (if she does not find a place in one she can try in the others nearby).
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(a)
(b)
Figure B.1: Scenario 1: sub-scenario S1A (a) and sub-scenario S1B (b).
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(a)
(b)
Figure B.2: Scenario 2: sub-scenario S2A (a) and sub-scenario S2B (b).
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Sub-Scenario 2 B
A total of 29 out of 110 participants took part to the second sub-scenario (referred to
as S2B). In this sub-scenario (see Figure B.2(b)) the position and opening hours of the
restaurants are shown on the map. The participant knows the path she has cone from
the museum to her current location (which is displayed on the map), and she knows that,
after lunch, she has to go back to the hotel (which is displayed on the map) in order to
be able to pack her stu↵ and leave in the early afternoon. The restaurants are located
in the same position as they were placed in sub-scenario S2A. Restaurant ‘A’ is located
very close to the hotel and very close the participant’s planned path, whereas restaurant
‘I’ is located at the same distance, but on the other side. Restaurant ‘D’ is located on
the participant’s past path, in the opposite direction with respect to the participant’s
future path.
The hypothesis is that participants would use the available information and judge
the relevance of the hotels using the three criteria mentioned in the first sub-scenario,
along with the criterion directionality, i.e.: the participant would take into account her
direction and destination — the less one has to divert from the shortest path to the
hotel, the higher the relevance of the restaurant.
B.4 Questionnaire statements
In the final part of the questionnaire, the participants were asked whether they used
the hypothesized criteria. The participant was presented with the sentences reported in
Table B.1. An optional comment box was also provided.
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Table B.1: Sentences representing the hypothesized criteria.
Criterion Statement Sub-
scenarios
hierarchy I have made into account the distinction between the city
center and the peripherial urban areas, where the first is
more relevant then the others.
S1A, S1B,
S2A, S2B
co-location I have taken into account the restaurants, museums and
tourist attractions, where the hotels near those POI are
more relevant then the others.
S1A, S1B
availability I have taken into account the availability of information,
where the hotels presenting information about the price
are more relevant then the others.
S1B
accuracy I have taken into account the accuracy of the information
about the price, where the hotels with detailed informa-
tion on the price are more relevant then the others.
S1B
presentation
quality
I have taken into account the quality of the presentation,
where the hotels presenting an image are more relevant
then the others.
S1B
spatio-
temporal
proximity
I have taken into account the opening hours of the restau-
rants, that is that the restaurants “c” (Today closed) and
“h” (that will close 5 min after she could arrive there) are
not relevant.
S2A, S2B
cluster I have taken into account the groups of restaurants, where
the restaurants with other restaurants nearby are more
relevant then the others (e.g., if I do not find a place in
one I can try in the others nearby).
S2A, S2B
directionality I have taken into account my direction and future desti-
nation, the less I have to divert from the shortest path to
the hotel, the higher the relevance of the restaurant.
S2B
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Appendix C
Material for Experiment III
The following sections describe the material used in Experiment III (see Chapter 7).
The GR assessment methods referred below are described in Chapters 5 and 6.
C.1 Scenario 1
The first scenario is located in the Chamart´ın district of Madrid, in particular in the
neighborhoods Prosperidad and Ciudad Jard´ın. This area has been selected because it
includes a cluster of supermarkets, identified nearby the Calle del Corazo´n de Mar´ıa.
This provides the opportunity to evaluate the role of the criterion cluster in the case
of a category of entities which do not commonly cluster. The area also includes many
pharmacies, which are used to evaluate the role of the criterion co-location, taking into
account the third co-location rule in Table C.2. In order to investigate the role of the
criterion spatio-temporal proximity, the opening hours of one of the supermarkets have
been set to closing before the user could reach it, and the opening hours of another
supermarket have been set so that the user would have less time to spend there than
required.
The base maps (see Figures C.1 and C.2) were derived from the geometries available
on OpenStreetMaps1, assuming that most participant would not recognise it when dis-
played at large scale (i.e., 1 : 80000), without street names, having rotated the base data
by 105 counterclockwise.The participants were presented with the following situation:
‘It is 19.15, you finish work, and you are outside of your workplace. You are going
home, but you need to buy some stu↵ at the supermarket, including bread, vegetables,
and a couple of dental care articles. You have to be home by 20.20, thus you have about
one hour and 5 minutes. Shopping at the supermarket will take you at least 20 minutes,
which leaves you with a maximum of 45 minutes to walk to the supermarket and then
home. You do not want to walk further then needed, and the more time you can spend
at the supermarket the better (you do not want to shop in a hurry). Since you are not
sure you will find the dental care articles you want at the supermarket, you would need
1http://www.openstreetmap.org
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Table C.2: Co-location rules (see Section 6.4) taken into account in Experiment III.
Premise Conclusion Instances Probability Max. Cardinality
hotel pharmacy 83 36% 5
hotel restaurant 355 48% 18
supermarket pharmacy 154 38% 5
restaurant pub 963 37% 18
to go to a pharmacy. If possible, you would prefer to do your shopping just in one place.
Only if you do not find the articles you need in the supermarket will you need to visit the
pharmacy. Thus, you are searching for a supermarket with at least one pharmacy nearby.
Since you are not sure whether you will still find fresh bread in the first supermarket you
will visit, supermarkets with other supermarkets nearby are preferable’.
The prototype described in Chapter 6 has been used to assess GR, and to run the
baseline methods for the scenario described above. Aiming to perform the evaluation on
about a dozen entities, and given the calculated scores, the top-8 entities from all the four
calculated ranks have been taken into account. A total of 9 entities have been selected,
whose rank di↵ers considerably from one assessment method to the other. Information
about the selected entities and their obtained ranks are presented in Table C.1.
C.2 Scenario 2
The second scenario is located in Centro district of Madrid, in particular in the neigh-
borhood Sol. This area has been selected because of the large number of hotels, along
with the numerous restaurants and pharmacies. The presence of entities belonging to
those categories can be used to studied the role of the criterion co-location, taking into
account the first and the second co-location rules in Table C.2. The area also include
two clusters of hotels, which are exploited to evaluate the role of the criterion cluster in
the case of this category of entities.
The base maps (see Figures C.3 and C.4) were derived from the geometries available
on OpenStreetMaps2, assuming that most participant would not recognise it when dis-
played at large scale (i.e., 1 : 50000), without street names, having rotated the base data
by 105 counterclockwise, and excluded the area of the Royal Palace from the map. The
participants were presented with the following situation:
‘You have arrived for a conference in a city you have never been to before. You did
not manage to book a hotel. The first morning session finishes and you have one hour
before the next session starts. During this hour you want to find a hotel to spend a couple
of nights. The closer the hotel is to the conference place, the better. Moreover you would
prefer to find a hotel with some restaurants nearby so that you can have dinner in the
2http://www.openstreetmap.org
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evening. Moreover you would prefer to have a pharmacy nearby your hotel, since it is
allergy season and you may need medications for your allergy. Your map displays the
location of the hotels, along with the position of the restaurants, pharmacies, and the
conference location (your current location), but you do not know whether those hotels
have available places. Since you do not have much time, you prefer to go to hotels with
other hotels nearby, so that you have other opportunities in case the first hotel you visit
is fully booked. You do not have specific preferences about the type of hotel or services
for each of the presented hotels ’.
The prototype described in Chapter 6 has been used to assess GR and to run the
baseline methods for the scenario described above. Aiming to perform the evaluation
on about a dozen entities, and given the calculated scores, the top-4 entities from all
the four calculated ranks have been taken into account. A total of 10 entities have
been selected, whose rank di↵ers considerably from one assessment method to the other.
Information about the selected entities and their obtained ranks are presented in Table
C.3.
C.3 Scenario 3
The second scenario is located in what actually is the Centro district of Madrid, in
particular in the neighborhood of Sol (the same area used in the second scenario, but
a di↵erent centre and orientation). This area has been selected because of the large
number of restaurants, along with the numerous pubs. The presence of entities belonging
to those categories can be used to studied the role of the criterion co-location, taking into
account the fourth co-location rule in Table C.2. The area also include many clusters of
restaurants, which are exploited to evaluate the role of the criterion cluster in the case
of this category of entities.
The base maps (see Figures C.5 and C.6) were derived from the geometries avail-
able on OpenStreetMaps3, assuming that most participant would not recognise it when
displayed at large scale (i.e., 1 : 50000), without street names, having rotated the base
data by 60 clockwise, and excluded the area of the Royal Palace from the map. The
participants were presented with the following situation:
‘You and your friends are planning to go and eat something together after work has
finished, and go for a drink later to celebrate your birthday. Within three hours, all of
you have to reach the bus station to take the bus home. You are searching for a suitable
restaurant to go to. The shorter the distance from your current position and then to the
bus station, the better – since you would then have more time to spend at the restaurant.
Moreover, since you did not book a table and you do not know whether you will find a
place in the first restaurant you will visit, you prefer restaurants with other restaurants
3http://www.openstreetmap.org
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nearby. In choosing the restaurant, you prefer restaurants with pubs nearby, so that you
do not need to walk for long to reach the pub. The closer the pubs, the better. The more
pubs nearby the restaurant, the better. You do not have specific preferences about the
type of restaurant or cuisine’.
The prototype described in Chapter 6 has been used to assess GR and to run the
baseline methods for the scenario described above. Aiming to perform the evaluation on
about a dozen entities, and given the calculated scores, the top-5 entities from all the four
calculated ranks have been taken into account. A total of 9 entities have been selected,
whose rank di↵ers considerably from one assessment method to the other. Information
about the selected entities and their obtained ranks are presented in Table C.4.
C.4 Crowdsourced judgements
The following pages present a summary of the ordering process performed through the
crowdsourcing service CrowdFlower4. Each iteration is presented to the participant as
a task, introduced with a description of the overall aim of the research, and the specific
scenario. This is followed by a list of comparisons to be performed. Each comparison is
presented to the participant as shown in Figure C.7. The participants were asked to take
into account all available information in order to judged which of the two geographic
entities would better fit the user’s needs described in the scenario. On the right most side
in Figure C.7, a map illustrates the geographic entities that need to be judge, including
the location and destination of the user, and the entities of the types involved in the
criteria clusters and co-location rules. On the left most side in Figure C.7, the two
entities are described. The same information is reported in a tabular form below.
Below the table the answer block is presented, which is divided in three parts. First,
participants are asked to choose between the entities. When calculating the overall
outcome of a comparison, one point is given to each entity of the pair for each participant
who voted for that entity. Participants were also able to classify the two entities as
equally relevant, or as both non-relevant. No point is assigned if the participant specified
one of the last two options. The di↵erence of the points obtained by the two entities
defines which one is more relevant (i.e., the one with more points). The entities are
considered equally relevant, if the di↵erence is equal or lower than the 5% of the scores,
or if over 80% of the participants specified that the entities are equally relevant. Second,
participants are then able to specify whether one or both entities are irrelevant. An
entity is considered irrelevant if the related option has been selected by at least half of
the participants. Finally, participants are asked to provide a textual motivation for their
judgement. All the fields were set as mandatory.
For each iteration, the results have been always calculated twice. In the first calcu-
lation, the results have been calculated excluding all the answers given by workers who
did not provide an explanation of their judgments (these have been reported as “ma-
4https://crowdflower.com, last accessed September 2012
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Figure C.7: Screenshot from the crowdsourcing service CrowdFlower: one of the ques-
tions in iteration 2, scenario 3, comparing entities 7123 (A) and 704 (B).
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licious” workers). In fact, although the text field requesting for an explanation of the
judgements had been set as mandatory, some workers inserted just random text (most of
these judgements were also incoherent). Typically, each iteration was a↵ected by 2 up to
4 of such cases (i.e., 5% up to 10% of the workers). In the second calculation, the results
have been calculated excluding also all the answers given by workers who provided at
least one incoherent answer in the iteration (these have been reported as “inattentive”
workers). These are workers who gave to di↵erent answers to the duplicated questions,
or flagged as irrelevant the same entity preferred in the comparison. In ten over the 74
identified cases (and the 2685 collected judgements), it has been possible to manually
correct such disattention starting from the unequivocal explanation given by the worker,
as reported in Table C.16. In most cases there is no di↵erence between the outcome
obtained taking into account all the non-malicious workers and the just the trusted ones
(i.e., excluding the inattentive). Further details are reported in Section 7.1.2.
Once the results for an iteration are obtained, the same procedure is applied to the
remaining unordered elements of the list. This ordering process is illustrated for the
three scenarios in Figures C.8, C.9, and C.10, from the unordered set in the first line to
the ranked list on the bottom of each figure. A detailed report of the collected answers
for the three scenarios is proposed in Tables C.10, C.12, and C.14. The black numbers
enclosed in rounded rectangles represent unordered sets of entities, each one illustrated
with its identification number. In each line, red circles highlight the entities selected as
pivots for an iteration. The small red numbers refer to related iteration number. Figures
C.8, C.9, and C.10 show the entities aligned according to the final order in all lines, in
order to facilitate the visual illustration of the process. The red arrows represent the
splitting process triggered by the comparisons with the pivot of the line above. The final
ordering is reported in the bottom line of each figure. The entities classified as irrelevant
are coloured in grey. Tables C.5 to C.9 summarise the subdivision of the participants
among the di↵erent scenarios and iterations.
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Table C.5: Iterations summary of Scenario 1
Unique workers
Iteration Pairs (Checks) Comparisons Total Malicious Inattentive Trusted
1 8 (+3) 484 44 2 15 27
2 3 (+1) 160 40 4 5 31
3 2 88 44 4 3 37
4 2 80 40 3 2 35
5 1 40 40 1 0 39
Total 16 (+4) 832 189 11 22 156
Table C.6: Iterations summary of Scenario 2
Unique workers
Iteration Pairs (Checks) Comparisons Total Malicious Inattentive Trusted
1 9 (+3) 576 48 1 11 36
2 2 84 42 2 1 39
3 2 80 40 2 1 37
4 1 40 40 1 0 39
Total 14 (+3) 780 159 6 13 140
Table C.7: Iterations summary of Scenario 3
Unique workers
Iteration Pairs (Checks) Comparisons Total Malicious Inattentive Trusted
1 8 (+3) 484 44 4 23 17
2 6 (+2) 320 40 3 12 25
3 2 80 40 4 0 36
4 3 426 42 3 1 38
X 1 43 43 0 0 43
Total 20 (+5) 1053 186 12 34 140
Table C.8: Overall iterations summary of Experiment III
Unique workers
Pairs (Checks) Comparisons Total Malicious Inattentive Trusted
Overall 50 (+12) 2685 416 18 69 329
Table C.9: Number of attended iterations and scenarios per worker
1 iter. 2 iter.s 3 iter.s 4 iter.s 5 iter.s 6 iter.s 7 iter.s 8 iter.s
Scenario 1 175 11 2 0 1 – – –
Scenario 2 151 6 1 1 – – – –
Scenario 3 172 10 3 1 0 – – –
Overall 320 69 25 5 0 2 0 3
1 scenario 2 scenarios 3 scenarios
Overall 317 78 21
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Table C.10: Scenario 1
Iteration Non-malicious Trusted
1 Pivot Other Bal. Eq. None Pivot Other Bal. Eq. None
9115 > 9126 9115 > 9126
12 26 -14 4 0 7 19 -12 1 0
9115 > 9127 9115 > 9127
10 29 -19 3 0 8 19 -11 0 0
9115 < 9117 9115 < 9117
32 2 30 6 2 22 2 20 2 1
(check) 31 3 28 6 2 22 2 20 2 1
9115 < 9123 [22 (22) IRR 9123] 9115 < 9123 [16 (15) IRR 9123]
38 2 36 1 1 26 0 26 0 1
(check) 37 2 35 1 2 26 0 26 0 1
9115 > 9128 9115 > 9128
0 35 -35 7 0 0 24 -24 3 0
(check) 1 34 -33 7 0 0 24 -24 3 0
9115 > 9124 9115 > 9124
12 25 -13 5 0 9 16 -7 2 0
9115 < 9121 9115 < 9121
31 5 26 4 2 22 3 19 1 1
9115 < 9125 9115 < 9125
33 3 30 3 3 23 2 21 1 1
2 Pivot Other Bal. Eq. None Pivot Other Bal. Eq. None
9128 < 9127 9128 < 9127
29 4 25 1 0 27 4 23 0 0
(check) 27 7 20 0 0 27 4 23 0 0
9128 < 9124 9128 < 9124
30 4 26 0 0 28 3 25 0 0
9128 < 9126 9128 < 9126
27 6 21 1 0 27 4 23 0 0
3 Pivot Other Bal. Eq. None Pivot Other Bal. Eq. None
9121 > 9117 9121 > 9117
4 35 -31 1 0 2 34 -32 1 0
9121 > 9125 9121 > 9125
14 22 -8 4 0 13 20 -7 4 0
4 Pivot Other Bal. Eq. None Pivot Other Bal. Eq. None
9126 < 9124 9126 < 9124
21 10 11 5 1 20 10 10 5 0
9126 > 9127 9126 > 9127
4 27 -23 6 0 3 26 -23 6 0
5 Pivot Other Bal. Eq. None Pivot Other Bal. Eq. None
9117 < 9125 9117 < 9125
26 8 18 5 0 26 8 18 5 0
Note: The notation A < B indicates that A is ranked higher than B. The notation A > B indicates
that A is ranked lower than B. The notation A = B indicates that A and B are tied. The notation A ?
B indicates controversial comparisons, which need further investigation.
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Figure C.8: Illustration of the crowdsourced ranking process for Scenario 1.
Table C.11: Comparison between crowdsourced and computed ranks for Scenario 1.
Entity Crowdsourced Baseline1 Baseline2 ScoreGR GRBM25
9128 1 7 7 1 2
9127 2 3 3 4 4
9126 3 5 5 6 7
9124 4 8 8 5 8
9115 5 4 4 2 1
9117 6 2 2 3 3
9125 7 6 6 8 6
9121 8 9 9 7 5
9123 IRR 1 1 IRR IRR
Correlation Kendall’s ⌧ -.111 -.111 .556* .333
p >.05 >.05 <.05 >.05
* Correlation is significant at the 0.05 level (2-tailed).
** Correlation is significant at the 0.01 level (2-tailed).
Note: the label “IRR” refers to entities identified as irrelevant.
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Table C.12: Scenario 2
Iteration Non-malicious Trusted
1 Pivot Other Bal. Eq. None Pivot Other Bal. Eq. None
9698 < 9693 9698 < 9693
28 16 12 4 0 24 8 16 4 0
9698 > 9700 9698 > 9700
1 36 -35 11 0 0 29 -29 7 0
(check) 4 36 -32 8 0 0 29 -29 7 0
9698 > 9694 9698 > 9694
2 43 -41 3 0 0 34 -34 2 0
9698 < 9695 9698 < 9695
38 8 30 2 0 30 5 25 1 0
(check) 37 9 28 2 0 30 5 25 1 0
9698 > 9696 9698 > 9696
4 34 -30 10 0 0 28 -28 8 0
9698 < 675 [40 IRR 675] 9698 < 675 [29 IRR 675]
47 1 46 0 0 36 0 36 0 0
9698 < 5912 [39 (38) IRR 5912] 9698 < 5912 [28 (27) IRR 5912]
46 1 45 0 1 36 0 36 0 0
(check) 45 2 43 0 1 36 0 36 0 0
9698 < 9828 9698 < 9828
31 16 15 1 0 26 10 16 0 0
9698 < 677 [40 IRR 677] 9698 < 677 [29 IRR 677]
47 0 47 0 1 36 0 36 0 0
2 Pivot Other Bal. Eq. None Pivot Other Bal. Eq. None
9700 = 9696 9700 = 9696
10 8 2 22 0 10 8 2 21 0
9700 > 9694 9700 > 9694
12 20 -8 8 0 12 19 -7 8 0
3 Pivot Other Bal. Eq. None Pivot Other Bal. Eq. None
9695 > 9828 9695 > 9828
7 25 -18 4 2 7 24 -17 4 2
9695 > 9693 9695 > 9693
8 26 -18 3 1 7 26 -19 3 1
4 Pivot Other Bal. Eq. None Pivot Other Bal. Eq. None
9828 > 9693 9828 > 9693
10 26 -16 3 0 7 26 -16 3 0
Note: The notation A < B indicates that A is ranked higher than B. The notation A > B indicates
that A is ranked lower than B. The notation A = B indicates that A and B are tied. The notation A ?
B indicates controversial comparisons, which need further investigation.
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Figure C.9: Illustration of the crowdsourced ranking process for Scenario 2.
Table C.13: Comparison between crowdsourced and computed ranks for Scenario 2.
Entity Crowdsourced Baseline1 Baseline2 ScoreGR GRBM25
9694 1 2 6 1 2
9696 2 5 14 4 5
9700 2 6 16 3 6
9698 4 10 21 2 10
9693 5 3 7 6 3
9828 6 1 2 7 1
9695 7 4 10 8 4
675 IRR IRR 4 206 51
677 IRR IRR 1 193 41
5912 IRR IRR 3 77 40
Correlation Kendall’s ⌧ .458 -.442 .861** .442
p >.05 >.05 <.01 >.05
* Correlation is significant at the 0.05 level (2-tailed).
** Correlation is significant at the 0.01 level (2-tailed).
Note: the label “IRR” refers to entities identified as irrelevant.
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Table C.14: Scenario 3
Iteration Non-malicious Trusted
1 Pivot Other Bal. Eq. None Pivot Other Bal. Eq. None
(see X) 746 ? 711 [9 (12) IRR 711] 746 ? 711 [7 (7) IRR 711]
16 22 -6 2 0 10 8 2 0 0
(check) 17 21 -4 1 1 10 8 2 0 0
746 > 747 746 > 747
1 23 -22 15 1 1 12 -11 4 1
746 > 724 746 > 724
2 28 -26 9 1 0 14 -14 3 1
(check) 5 25 -20 9 1 0 14 -14 3 1
746 > 7212 746 > 7212
4 33 -29 3 0 3 13 -10 2 0
746 > 7211 746 > 7211
8 30 -22 2 0 5 12 -7 1 0
(check) 12 26 -14 2 0 5 12 -7 1 0
746 > 7213 746 > 7213
2 36 -34 2 0 2 15 -13 1 0
746 > 704 746 > 704
1 38 -37 1 0 1 17 -16 0 0
746 > 714 746 > 714
1 37 -36 2 0 0 17 -17 1 0
2 Pivot Other Bal. Eq. None Pivot Other Bal. Eq. None
7213 = 7212 7213 = 7212
0 1 -1 35 1 0 1 -1 23 0
7213 < 724 7213 < 724
29 8 21 0 0 21 3 18 0 0
(check) 31 5 26 1 0 21 3 18 0 0
7213 < 7211 7213 < 7211
18 0 18 19 0 13 0 13 11 0
(check) 21 1 20 15 0 13 0 13 11 0
7213 > 714 7213 > 714
8 25 -17 4 0 5 17 -12 2 0
(see 4) 7213 ? 704 7213 ? 704
12 18 -6 7 0 9 8 1 7 0
7213 < 747 7213 < 747
32 4 28 1 0 22 1 21 1 0
3 Pivot Other Bal. Eq. None Pivot Other Bal. Eq. None
724 < 747 724 < 747
21 5 16 9 1 21 5 16 9 1
724 = 7211 724 = 7211
17 17 0 2 0 17 17 0 2 0
4 Pivot Other Bal. Eq. None Pivot Other Bal. Eq. None
704 < 7213 704 < 7213
25 8 17 5 0 25 8 17 5 0
704 > 714 704 > 714
5 25 -20 8 0 5 25 -20 8 0
704 < 7212 704 < 7212
18 9 9 11 0 18 9 9 11 0
X Pivot Other Bal. Eq. None Pivot Other Bal. Eq. None
746 < 711 [30 IRR 711] 746 < 711 [30 IRR 711]
35 5 30 1 2 35 5 30 1 2
Note: The notation A < B indicates that A is ranked higher than B. The notation A > B indicates
that A is ranked lower than B. The notation A = B indicates that A and B are tied. The notation A ?
B indicates controversial comparisons, which need further investigation.
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Figure C.10: Illustration of the crowdsourced ranking process for Scenario 3.
Table C.15: Comparison between crowdsourced and computed ranks for Scenario 3.
Entity Crowdsourced Baseline1 Baseline2 ScoreGR GRBM25
714 1 1 1 2 1
704 2 5 5 1 3
7212 3 13 13 5 13
7213 3 12 12 4 9
724 5 3 3 38 4
7211 5 19 19 3 20
747 7 2 2 15 2
746 8 7 7 17 5
711 IRR 4 4 IRR IRR
Correlation Kendall’s ⌧ .057 .057 .686* .400
p >.05 >.05 <.05 >.05
* Correlation is significant at the 0.05 level (2-tailed).
** Correlation is significant at the 0.01 level (2-tailed).
Note: the label “IRR” refers to entities identified as irrelevant.
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Table C.16: Modified judgements, according to the given motivation.
Specified Motivation Modified
Scenario 1 – iteration 1
9115 These are close in time, but [9128] is better, since there are 4
close supermarkets.
9128
9123 [9123] leaves no time left to go shopping. (Note: 9123 specified
as irrelevant)
9115
9115 same (Note: reference to the previous question whose this was
the check. There the user specified 9128 as more relevant and
motivated with “extra options are always a plus”)
9128
None I would never go to the supermarket after work. So [9115] would
be my primary choice.
9115
Scenario 2 – iteration 1
9698 [9700] is closer & has more restaurants nearby 9700
675 Option [675] is not applicable and option [9698] fits all needs. 9698
Eq. [9698] has hotels nearby in case of no vacancy; better walk a
little more for a sure thing
9698
9828 as IRR [9828] is the shorter walk, plus the distance between the phar-
macies & restaurants of both hotels is the same, so why walk
farther to the hotel when you can go to the closer one?
no IRR
Scenario 2 – iteration 1
746 as IRR,
711 as IRR
Option [711] is closed. (Note: 746 as more relevant) 711 as IRR
Scenario 2 – iteration 1
711 as more
relevant,
746 as IRR
Option B was closed. Not an option. (Note: B is 746 but the
motivation clearly refers to 711, which is the only one closed in
this scenario)
746 as more
relevant,
711 as IRR
Note: The letter A and B referring to the entities as referred to in the questionnaire have been replaced
in the presented text with the identification number of the referred entities enclosed in round brackets.
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Table C.17: Explanations given by the workers who specified entity 711 as more relevant
in iteration 1 of Scenario 3.
Even though (711) is closed, there are more places to eat and pubs near by in just that
location to choose from.
Although (711) is closed there are more options nearby to choose from.
Although (711)’s restaurant is closed, there are 18 other restaurants nearby so I’m sure we
could find somewhere else to go, and there are a lot of pubs, too.
(711) fits better even though it is close. Having all the other restaurants and pubs close buy
make it a better choice and it it closer to the bus station.
Even though the restaurant wasn’t open it does fit the criteria
(711) might be closed, but it has a huge variety around it.
Even though (711) restaurant is closed there are many other possiblities in this area as
opposed to (746) with only 2 restaurants.
Even though (711) is closed, the options in the area seem much more plentiful and better,
with a higher chance of finding something that is open and that has space.
More options near by even though the initial restaurant is closed.
Although closed, there are many other options available nearby.
(711) might be closed right now, but it is closer to the other restaurants and pubs and also
closer to the bus station. There is a pub right next doors by the looks of it, so it would be
easy to just go there and have a few drinks while waiting to see if the restaurant will open.
Even though (711) is close it is so close to the others that it would give us a lot of alternatives.
Closed but meets all the other criteria
(711) has a greater variety close by, even if it is closed.
Option (711) has less walk time and more variety even though 1 minute longer walk time
and a closed restaurant.
Even though (711) is closed, the options in the area seem much more plentiful and better,
with a higher chance of finding something that is open and that has space.
I chose option (711) because even though it is closed it has more choices nearby than option
(746).
(711) is still good because even if its closed but there are still 18 more other restaurant
nearby.
(711) better fits my needs because, even though it’s closed, it’s near many more restaurants
and pubs within walking distance.
I chose (711) because even though the restaurants closed the 18 will give good options.
I will still choose (711) because even if its closed but there are still more other restaurant
to choose from so its not like “end of the world” to me.
(711) is closed but there are other restaurants nearby to choose from that would still be
open, plus it’s a shorter walk time.
Note: The letter A and B referring to the entities as referred to in the questionnaire have been replaced
in the presented text with the identification number of the referred entities enclosed in round brackets.
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Table C.18: Comparison between crowdsourced and computed ranks for Scenario 3.
Three possible cases, considering entity 711 not irrelevant.
Correlation Baseline1 Baseline2 ScoreGR GRBM25
if 746 <711
Kendall’s tau .057 .057 .686* .400
p >.05 >.05 <.05 >.05
if 746 = 711
Kendall’s tau .087 .087 .667* .377
p >.05 >.05 <.05 >.05
if 746 >711 >747
Kendall’s tau .114 .114 .629* .343
p >.05 >.05 <.05 >.05
if 746,747 >711 >724,7211
Kendall’s tau .057 .057 .667* .286
p >.05 >.05 <.05 >.05
* Correlation is significant at the 0.05 level (2-tailed).
** Correlation is significant at the 0.01 level (2-tailed).
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