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WELL-POSEDNESS AND ASYMPTOTIC BEHAVIOR OF
SOLUTIONS FOR THE
BLACKSTOCK–CRIGHTON–WESTERVELT EQUATION
RAINER BRUNNHUBER AND BARBARA KALTENBACHER
Abstract. We consider a nonlinear fourth order in space partial differential
equation arising in the context of the modeling of nonlinear acoustic wave
propagation in thermally relaxing viscous fluids.
We use the theory of operator semigroups in order to investigate the lin-
earization of the underlying model and see that the underlying semigroup is
analytic. This leads to exponential decay results for the linear homogeneous
equation.
Moreover, we prove local in time well-posedness of the model under the
assumption that initial data are sufficiently small by employing a fixed point
argument. Global in time well-posedness is obtained by performing energy
estimates and using the classical barrier method, again for sufficiently small
initial data.
Additionally, we provide results concerning exponential decay of solutions
of the nonlinear equation.
1. Introduction
The mathematical modeling of nonlinear acoustic wave propagation is a highly
active field of research (see, e.g., [10], [11], [12], [13], [14], [15], [22] and [23]) recently
driven by the broad range of possible applications such as the medical and indus-
trial use of high intensity focused ultrasound (HIFU) in lithotripsy, thermotherapy,
ultrasound cleaning and sonochemistry.
The classical model equations in nonlinear acoustics are the Kuznetsov equation,
the Westervelt equation and the Kokhlov-Zabolotskaya-Kuznetsov equation which
are all of second order in time and characterized by the presence of a viscoelastic
damping.
The most general of these popular models is Kuznetsov’s equation
(1.1) ψtt − c2∆ψ − b∆ψt =
(
1
c2
B
2A
(ψt)
2
+ |∇ψ|2
)
t
for the acoustic velocity potential ψ, where c > 0 is the speed of sound, b ≥ 0 is
the diffusivity of sound and B/A is the parameter of nonlinearity. Neglecting local
nonlinear effects (in the sense that the expression c2|∇ψ|2 − (ψt)2 is sufficiently
small) one arrives at the Westervelt equation
(1.2) ψtt − c2∆ψ − b∆ψt =
(
1
c2
(
1 +
B
2A
)
(ψt)
2
)
t
.
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The Kuznetsov equation in its turn can in some sense be regarded as a simplifi-
cation (for a small ratio νPr−1 between the kinematic viscosity ν and the Prandtl
number Pr) of the following fourth order in space equation
(1.3)
( ν
Pr
∆− ∂t
) (
ψtt − c2∆ψ − b∆ψt
)
=
(
1
c2
B
2A
(ψt)
2 + |∇ψ|2
)
tt
.
This equation results from the following two general models from the original paper
[5] (see equations (11), (13) there)
(1.4) − c2 ν
Pr
∆2ψ +
( ν
Pr
+ b
)
∆ψtt +
(
c2∆ψt − ψttt
)
=
(
|∇ψ|2t +
B
2A
ψt∆ψ
)
t
and
(1.5)
( ν
Pr
∆− ∂t
) (
c2∆ψ − ψtt
)
= −
(
|∇ψ|2t +
B
2A
ψt∆ψ
)
t
We replace of ∆ψ in the last term of (1.4), (1.5) by 1c2ψtt, which can be justified by
the main part of the differential operator (that corresponds to the wave equation
ψtt − c2∆ψ = 0). Moreover, we consider potential diffusivity as appearing in
(1.4). Therewith, equation (1.5) becomes (1.3). We call (1.3) Blackstock–Crighton–
Kuznetsov equation.
Neglecting local nonlinear effects which are taken into account by the gradient
on the right-hand side (as it is done when reducing the Kuznetsov to the Westervelt
equation) one arrives at
(1.6)
( ν
Pr
∆− ∂t
) (
ψtt − c2∆ψ − b∆ψt
)
=
(
1
c2
(
1 +
B
2A
)
(ψt)
2
)
tt
which we call Blackstock–Crighton–Westervelt equation.
We abbreviate a = νPr−1 and σ = 1c2
(
1 + B2A
)
. Our object of investigation is
the initial boundary value problem
(1.7)


(a∆− ∂t)
(
ψtt − c2∆ψ − b∆ψt
)
= σ(ψ2t )tt in Ω× (0, T ]
(ψ, ψt, ψtt) = (ψ0, ψ1, ψ2) on Ω× {t = 0}
ψ = 0 on ∂Ω× [0, T ].
on an open and bounded subset Ω ⊂ Rd, d ∈ {1, 2, 3} with smooth boundary ∂Ω,
where ψ0, ψ1, ψ2 : Ω → R are given and ψ : Ω × [0, T ] → R is the unknown,
ψ = ψ(x, t).
The restriction on the dimension of Ω is imposed in order to be able to use
various embedding theorems. Increasing the space dimension to d ≥ 4 would not
be of relevance in applications anyway.
Throughout this paper we will assume b > 0 since this essential for several results
we intend we prove (cf. Remarks 3.5 and 3.11).
We will prove local and global in time well-posedness and show that solutions
decay exponentially with respect to certain norms.
In Section 2 we introduce the notation which will be used throughout this paper.
We mention function spaces we will make use of, e.g., Lp-spaces, Sobolev and Besov
spaces and recall (respectively, refer to) embedding theorems needed for our proofs.
In Section 3 we consider the linearization of (1.6) in a general abstract form.
We apply the theory of operator semigroups to (1.6) and show that the underlying
semigroup is analytic on two different phase spaces which leads, together with
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certain spectral properties of the generator, to two exponentially decaying energy
functionals. Moreover, we provide existence and uniqueness results for the solutions
of the linear model.
In Section 4 we perform energy estimates as a preparation for the proof of global
in time well-posedness.
Section 5 is devoted to the fully nonlinear equation (1.6). We prove local in
time well-posedness by employing a fixed point argument. The space which we
use in this fixed point argument is obtained by combining regularity results for the
linearized Westervelt equation and the heat equation. We achieve local existence
and uniqueness of solutions provided the given initial data are sufficiently small.
Global in time well-posedness is obtained by using the energy estimates from Section
4 together with classical barrier’s method which finally leads to an exponential decay
result for the higher order energy functional introduced in Section 4.
Appendix A provides an overview of facts from the theory of operator semigroups
(cf. [6], [21]) which are used in Section 3.
2. Notation and preliminaries
Suppose Ω ⊂ Rd, d ∈ {1, 2, 3} is an open and bounded domain with smooth
boundary ∂Ω.
We denote by Lp(Ω) the space of (classes of) Lebesgue integrable functions
Ω → R with exponent p ∈ [1,∞]. The norm of a function u ∈ Lp(Ω) will be
denoted by ‖u‖Lp(Ω). In the special case p = 2 we simply write ‖u‖ := ‖u‖L2(Ω) for
the norm of a function u ∈ L2(Ω) and 〈u, v〉 := 〈u, v〉L2(Ω) for the inner product of
u, v ∈ L2(Ω).
More generally, we will always write ‖u‖X for the X-norm of a function u ∈ X
and CX →֒Y for the norm of the embedding X →֒ Y .
The space Ck(0, T ;X) consists of all k-times continuously differentiable functions
u : [0, T ]→ X where k ∈ N0.
By H we denote a (separable) Hilbert space equipped with the inner product
〈., ..〉H and the induced norm ‖.‖H. In applications, we always think of H = L2(Ω).
We write Wm,p(Ω) for the (fractional) Sobolev space of order m ∈ R+ and
exponent p ∈ [1,∞). As usual, Hm(Ω) :=Wm,2(Ω). The space H10 (Ω) contains all
functions in H1(Ω) with zero trace. For additional information on Sobolev spaces,
in particular embedding theorems, we refer to [1] and [20].
Moreover, by A : D(A)→ H we denote a self-adjoint, strictly positive and closed
operator whose domain of definition D(A) is dense in H and always keep in mind
that in applications we think of A = −∆ being the negative Dirichlet Laplacian
defined on D(A) = H2(Ω) ∩H10 (Ω).
Remark 2.1. As A was assumed to be strictly positive, we conclude that the
spectrum of A, σ(A) ⊂ R+, is bounded from below and may therefore set µ :=
minσ(A) > 0. Moreover, on the strength of positivity, fractional powers AΘ,
Θ ≥ 0 of A are well-defined and AΘ is again a strictly positive self-adjoint operator
with domain of definition D(AΘ). Note that D(AΘ1) ⊂ D(AΘ2 ) for Θ1 > Θ2.
Furthermore, as D(A) was assumed to be dense in H, we also have that D(AΘ) is
dense in H for 0 < Θ < 1.
Assumption 2.2. We assume the embeddings
D(Aν) →֒ H, with ‖v‖H ≤ CD(Aν)→֒H‖Aνv‖H, ν = 12 , 1, 32 ,(2.1)
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D(A) →֒ L∞(Ω), with ‖v‖L∞(Ω) ≤ CD(A)→֒L∞‖Av‖H.(2.2)
Note that, in applications, (2.1) corresponds to Poincare´’s inequality, i.e. to the
(repeatedly used) embedding H10 (Ω) →֒ L2(Ω), and (2.2) corresponds to the em-
bedding H2(Ω) ∩H10 (Ω) →֒ L∞(Ω).
Next, we recall the concept of Besov spaces and list embeddings we will make
use of later on.
Definition 2.3 ([1]). (i) Suppose Xi, i = 1, 2 are Banach spaces equipped with
the norms ‖.‖i, i = 1, 2. We say that a Banach space X is intermediate between
X1 and X2 if there exist the embeddings X1 ∩X2 → X → X1 +X2.
(ii) Suppose s ∈ (0,∞), p ∈ [0,∞) and q ∈ [1,∞]. Moreover, let m be the smallest
integer larger than s. We define the Besov space Bs;p,q(Ω) to be the intermediate
space between Lp(Ω) and Wm,p(Ω) corresponding to the J method of interpolation
with θ = s/m, specifically:
Bs;p,q(Ω) = (Lp(Ω),Wm,p(Ω))s/m,q;J .
Remark 2.4. (i) The spaces X1 ∩ X2 and X1 + X2 = {u = u1 + u2 : u1 ∈
X1, u2 ∈ X2} mentioned in Definition 2.3 are Banach spaces with respect to the
norms ‖u‖X1∩X2 = max{‖u‖X1, ‖u‖X2} and ‖u‖X1+X2 = inf{‖u1‖X1 + ‖u2‖X2 :
u = u1 + u2, u1 ∈ X1, u2 ∈ X2} (cf. [1, 7.7]).
(ii) We have the following embeddings (cf. [1, 7.33]):
Bm;p,p(Ω) →֒Wm,p(Ω) →֒ Bm;p,2(Ω) for 1 < p ≤ 2,
Bm;p,2(Ω) →֒Wm,p(Ω) →֒ Bm;p,p(Ω) for 2 ≤ p ≤ ∞.
Therefore, if p = 2, we have Bm,2,2(Ω) =Wm,2(Ω) = Hm(Ω).
3. The linear problem - semigroup framework
Before turning to the nonlinear analysis, we consider the linearization of (1.6)
in a generalized abstract form.
We investigate the abstract linear partial differential equation
(3.1) (−aA− ∂t)
(
ψtt(t) + c
2Aψ(t) + bAψt(t)
)
= f(t)
defined on the Hilbert space H with initial conditions
(3.2) ψ(0) = ψ0, ψt(0) = ψ1, ψtt(0) = ψ2.
3.1. Semigroup methods for the homogeneous equation. We are first going
to treat the homogeneous version of (3.1), i.e.
(3.3) (−aA− ∂t)
(
ψtt(t) + c
2Aψ(t) + bAψt(t)
)
= 0
defined on H with initial conditions (3.2).
Notation. Let x = (x1, x2, x3)
T , y = (y1, y2, y3)
T . We introduce the spaces
H0 := H×H×H,(3.4)
H1 := D(A1/2)×H ×H,(3.5)
H2 := D(A) ×H×H,(3.6)
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equipped with the inner products
〈x, y〉H0 := 〈x1, y1〉H + 〈x2, y2〉H + 〈x3, y3〉H, x, y ∈ H0,(3.7)
〈x, y〉H1 := 〈A1/2x1,A1/2y1〉H + 〈x2, y2〉H + 〈x3, y3〉H, x, y ∈ H1,(3.8)
〈x, y〉H2 :=
α2b2
4
〈Ax1,Ay1〉H + 〈x2, y2〉H + 〈x3, y3〉H, x, y ∈ H2,(3.9)
respectively. The respective norms are given by ‖x‖Hi =
√
〈x, x〉Hi , i ∈ {1, 2, 3}.
The constant α > 0 in (3.9) will be determined later.
The partial differential equation (3.3) can be written as a first-order system of
the form
(3.10) Ψt(t) = AΨ(t), t > 0
with initial conditions
(3.11) Ψ(0) = Ψ0 =

 ψ0ψ1
ψ2 + c
2Aψ0 + bAψ1

 ∈ Hi, i ∈ {1, 2, 3}
if we choose
(3.12) A =

 0 I 0−c2A −bA I
0 0 −aA

 , D(A) = D(A) ×D(A)×D(A)
and
(3.13) Ψ(t) =

 ψ(t)ψt(t)
ψtt(t) + c
2Aψ(t) + bAψt(t)

 .
3.1.1. Generation on H1. We decompose A, A = A˜1 +B1, where
(3.14) A˜1 =

 0 I 0−c2A −bA 0
0 0 −aA

 and B1 =

0 0 00 0 I
0 0 0

 .
Operators of the type (
0 I
−c2A −bA
)
have been extensively investigated, e.g., in [2], [3] and [19] and we will modify
some arguments used therein in order to show that A given by (3.12) generates an
analytic semigroup on H1.
First, note that A˜1 acting on H1 is essentially equivalent to the operator
(3.15) Aˆ1 =

 0 cA1/2 0−cA1/2 −bA 0
0 0 −aA

 , D(Aˆ1) = D(A1/2)×D(A)×D(A)
acting on H0 (cf. [2], [19]).
Lemma 3.1. The operator Aˆ1 given by (3.15) is dissipative on H0, i.e.
‖(λI − Aˆ1)x‖H0 ≥ λ‖x‖H0 for all x ∈ D(Aˆ1) and λ > 0.
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Proof. We proceed analogously to [2]. Let x = (x1, x2, x3)
T ∈ D(Aˆ1). The straight-
forward estimate
‖(λI − Aˆ1)x‖2H0 = λ2
(‖x1‖2H + ‖x2‖2H + ‖x3‖2H)+ ‖cA1/2x1‖2H
+ 〈bAx2, cA1/2x1〉H + 〈cA1/2x1, bAx2〉H + ‖bAx2‖2H
+ ‖cA1/2x2‖2H + 2λ‖bAx2‖2H + 2λ‖aAx3‖2H + ‖aAx3‖2H
≥ λ2‖x‖2H0 + ‖cA1/2x1 + bAx2‖2H
≥ λ2‖x‖2H0
yields the desired result. 
Proposition 3.2. The operator A˜1 generates a strongly continuous semigroup of
contractions on H1.
Proof. Observe that Aˆ1 is densely defined on H0. Furthermore, there exists a
λ0 > 0 such that the range of λ0I − Aˆ1 equals H0. On the strength of the Lumer-
Phillips Theorem we conclude that Aˆ1 generates a strongly continuous semigroup
of contractions on H0 and thus A˜1 generates a strongly continuous semigroup of
contractions on H1. 
The resolvent R(λ, A˜1) of A˜1 is explicitly given by
(3.16) R(λ, A˜1) =

V (λ)−1(λI + bA) V (λ)−1 0−V (λ)−1c2A λV (λ)−1 0
0 0 (λI + aA)−1


where we abbreviate V (λ) = λ2I + bλA+ c2A. Note that V (λ) and A commute.
Lemma 3.3. We have the following uniform bounds for all λ with Re(λ) > 0:
‖λ2V (λ)−1‖ ≤ Cµ,b,c :=


1 if b
2
2c2µ ≥ 1,[
b2
c2µ
(
1− b24c2µ
)]−1/2
if b
2
2c2µ < 1,
(3.17)
‖bλAV (λ)−1‖ ≤ 1.(3.18)
where µ := minσ(A)
Proof. Choose A = c2A, ρ = b2c2 and α = 1 in [3, Proposition 3.1]. 
Proposition 3.4. The operator A˜1 generates an analytic semigroup on H1.
Proof. As we already know that A˜1 generates a strongly continuous semigroup of
contractions on H1, it remains to show that there exists a constant M > 0 such
that
(3.19) ‖R(λ, A˜1)‖L(H1) ≤
M
|λ| for all λ ∈ C with Re(λ) > 0.
Recall the explicit representation of the resolvent (3.16). Let λ ∈ C with Re(λ) > 0
and x = (x1, x2, x3)
T ∈ H1. By Lemma 3.3 and (2.1) we have that
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‖λR(λ, A˜1)x‖2H1 = ‖λ2V (λ)−1A1/2x1 + bλAV (λ)−1A1/2x1 + λV (λ)−1A1/2x2‖2H
‖ − λc2V (λ)Ax1 + λ2V (λ)−1x2‖2H + ‖λ(λI + aA)−1x3‖2H
≤ 3‖λ2V (λ)−1A1/2x1‖2H + 3‖bλAV (λ)−1A1/2x1‖2H
+ 3‖λV (λ)−1A1/2x2‖2H + 2‖λc2A1/2V (λ)−1A1/2x1‖2H
+ 2‖λ2V (λ)−1x2‖2H + ‖λ(λI + aA)x3‖2H
≤ 3‖λ2V (λ)−1A1/2x1‖2H + 3‖bλAV (λ)−1A1/2x1‖2H
+ 3C2D(A)→֒Hb
−2‖bλAV (λ)−1x2‖2H
+ 2C2D(A1/2)→֒Hc
4b−2‖bλAV (λ)−1A1/2x1‖2H
+ 2‖λ2V (λ)−1x2‖2H + ‖λ(λI + aA)x3‖2H
≤ M2‖x‖2H1
where M := max
(
3Cµ,b,c +
2c4
b2 C
2
D(A1/2)→֒H
+ 3, 3b2C
2
D(A)→֒H + 2Cµ,b,c, 1
)1/2
. 
Remark 3.5. Note that the assumption b > 0 is essential to establish the uniform
bound (3.19). In case b = 0 the strongly continuous semigroup of contractions
generated by A˜1 on H1 is not analytic (see also Remark 3.11).
Theorem 3.6. The operator A : D(A)→ H1 given by (3.12) generates an analytic
semigroup T(t) on H1.
Proof. Note that B1 from (3.14) is a bounded operator on H1. Therefore, the result
follows at once from the perturbation theorem for analytic semigroups. 
3.1.2. Generation on H2. Next, we decompose A, A = A˜+B, where
(3.20) A˜ =

0 0 00 −bA 0
0 0 −aA

 and B =

 0 I 0−c2A 0 I
0 0 0

 .
Lemma 3.7. The linear operator A˜ is the generator of a bounded analytic semi-
group on H2.
Proof. Note that A˜ is self-adjoint on H2 and its spectrum is given by σ(A˜) =
{0,−aµi,−bµi : µi ∈ σ(A)} ⊂ R−0 := {x ∈ R : x ≤ 0}. The result follows at once
by using Lemma A.6. 
Lemma 3.8. We have
(3.21) ‖Bx‖H2 ≤
α
2
‖A˜x‖H2 +
√
2max
{
2c2
αb
, 1
}
‖x‖H2 for all x ∈ D(A).
In particular, B is A˜-bounded with A˜-bound α0 =
α
2 < α.
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Proof. Note that ‖A˜x‖2H2 = b2‖Ax2‖2H + a2‖Ax3‖2H. Moreover,
‖Bx‖2H2 =
(
αb
2
)2
‖Ax2‖2H + ‖ − c2Ax1 + x3‖2H
≤
(
αb
2
)2
‖Ax2‖2H +
(
c2‖Ax1‖H + ‖x3‖H
)2
≤
(
αb
2
)2
‖Ax2‖2H + 2c4‖Ax1‖2H + 2‖x3‖2H
≤
(α
2
)2
‖A˜x‖2H2 + 2max
{
4c4
α2b2
, 1
}
‖x‖2H2
≤
(
α
2
‖A˜x‖H2 +
√
2max
{
2c2
αb
, 1
}
‖x‖H2
)2
and therefore (3.21) as stated. 
Theorem 3.9. The operator A : D(A)→ H2 given by (3.12) generates an analytic
semigroup S(t) on H2.
Proof. We have to choose α in 〈., ..〉H2 small enough such that the sum A˜1 + B1
generates an analytic semigroup (according to Proposition A.8). 
3.1.3. Exponential decay for the homogeneous equation. The previous results enable
us now to show exponential decay of solutions in the homogeneous case.
Notation. We introduce the energy functionals
E1[ψ](t) := ‖A1/2ψ(t)‖2H + ‖ψt(t)‖2H + ‖ψtt(t) + c2Aψ(t) + bAψt(t)‖2H,(3.22)
E2[ψ](t) := ‖Aψ(t)‖2H + ‖ψt(t)‖2H + ‖ψtt(t) + c2Aψ(t) + bAψt(t)‖2H.(3.23)
Our aim is to show exponential decay for the energies E1[ψ] and E2[ψ].
Lemma 3.10. The spectral bound s(A) = sup{Re(λ) : λ ∈ σ(A)} of A is given by
s(A) = −min
{
aµ,
bµ
2
,
c2
b
}
.
Proof. The spectrum of A is given by σ(A) = {κ1(µi), κ2(µi), κ3(µi) : µi ∈ σ(A)}
where
κ1(µi) = −aµi and κ2,3(µi) = 1
2
(
−bµi ±
(
b2µ2i − 4c2µi
)1/2)
.
First, κ1(µi) ∈ R is bounded from above by κ1(µ) = −aµ.
If µi <
4c2
b2 , then κ2,3(µi) ∈ C with real part Re(κ2,3(µi)) = − bµi2 which is
bounded from above by Re(κ2,3(µ)) = − bµ2 < 0.
If µi ≥ 4c2b2 , then κ2,3 ∈ R. We have that κ2(µi) is increasing for µi ≥ 4c
2
b2
and limµi→∞ κ2(µi) = − c
2
b . Furthermore, κ3(µi) is decreasing for µi ≥ 4c
2
b2 and
therefore {κ3(µi) ∩R : µi ∈ σ(A)} is bounded from above by κ3(4c2b2 ) = − 2c
2
b .
Combining the upper bounds for Re(κn(µi)), n ∈ {1, 2, 3} leads to the desired
spectral bound. 
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Remark 3.11. Note that for Lemma 3.10 the assumption b > 0 is essential. If
b = 0, the spectrum of A is given by σ(A) = {−aµi,±icµi : µi ∈ σ(A)}. Hence,
in this case, A is not a sectorial operator and can thus not be the generator of an
analytic semigroup (cf. Theorem A.5).
Theorem 3.12. There exist positive constants M1,M2, ω1, ω2 such that
E1[ψ](t) ≤M1e−ω1tE1[ψ](0) and E2[ψ](t) ≤M2e−ω2tE2[ψ](0).
Proof. As s(A) < 0, the analytic semigroups T (t) and S(t) generated by A in (3.12)
on the spaces H1 respectively H2 are uniformly exponentially stable, i.e. there
exist constants M1, M˜2 > 1 and ω1, ω2 > 0 such that ‖T (t)x‖H1 ≤ M1e−ω1t‖x‖H1 ,
x ∈ H1 and ‖S(t)x‖H2 ≤ M˜2e−ω2t‖x‖H2 , x ∈ H2. Setting x = Ψ(0) and rescaling
the estimate in case of H2 yields the claim. 
3.1.4. Solutions of the homogeneous equation. We now consider the homogeneous
initial boundary value problem
(3.24)


(a∆− ∂t)
(
ψtt − c2∆ψ − b∆ψt
)
= 0 in Ω× (0, T ],
(ψ, ψt, ψtt) = (ψ0, ψ1, ψ2) on Ω× {t = 0},
ψ = 0 on ∂Ω× [0, T ], .
which we represented as (3.10).
Definition 3.13 ([21, 4.4.1]). Suppose X is a Banach space and A : D(A) ⊂ X →
X is a linear operator. We call an X-valued function u(t) a solution of the Cauchy
problem with initial data x,
(3.25)
ut(t) = Au(t), t > 0,
u(0) = x,
if u(t) is continuous for t ≥ 0, continuously differentiable and u(t) ∈ D(A) for t > 0
and (3.25) is satisfied.
Recall that, if A is the infinitesimal generator of an analytic semigroup, the
initial value problem (3.25) has a unique solution for every x ∈ X ([21, Corollary
4.1.5]).
Corollary 3.14. The homogeneous initial boundary value problem (3.24) has a
unique solution
ψ ∈ C1(0, T ;H2(Ω) ∩H10 (Ω)) ∩ C2(0, T ;L2(Ω))
for all T > 0 provided ψ0 ∈ H10 (Ω), ψ1 ∈ L2(Ω) and ψ2 − b∆ψ1 − c2∆ψ ∈ L2(Ω).
In particular, it has a unique solution of this regularity, if ψ0 ∈ H2(Ω)∩H10 (Ω),
ψ1 ∈ H2(Ω) ∩H10 (Ω) and ψ2 ∈ L2(Ω).
Proof. Recall that, if A is the infinitesimal generator of an analytic semigroup, the
initial value problem (3.25) has a unique solution for every x ∈ X ([21, Corollary
4.1.5]). As A given by (3.12) is analytic on Hi, i ∈ {1, 2} we conclude that the
initial value problem (3.10) with initial conditions (3.11) has a unique solution for
all Ψ0 ∈ Hi, i ∈ {1, 2}, i.e. there exists a unique function Ψ ∈ Hi, i ∈ {1, 2} such
that Ψ is continuous for t ≥ 0, continuously differentiable, Ψ ∈ D(A) for t > 0 and
(3.10) is satisfied. This yields the first claim.
For the second claim note that ψ0 ∈ H2(Ω) ∩H10 (Ω), ψ1 ∈ H2(Ω) ∩H10 (Ω) and
ψ2 ∈ L2(Ω) implies ψ0 ∈ H10 (Ω), ψ1 ∈ L2(Ω) and ψ2 − b∆ψ1 − c2∆ψ ∈ L2(Ω). 
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3.2. Semigroup methods for the inhomogeneous equation. In this section
we consider the inhomogeneous initial boundary value problem
(3.26)


(a∆− ∂t)
(
ψtt − c2∆ψ − b∆ψt
)
= f in Ω× (0, T ],
(ψ, ψt, ψtt) = (ψ0, ψ1, ψ2) on Ω× {t = 0},
ψ = 0 on ∂Ω× [0, T ],
where f : Ω × (0, T ] → R is given. We represent it as an inhomogeneous abstract
ordinary differential equation of the form
(3.27) Ψt(t) = AΨ(t) + F (t), t ∈ (0, T )
with the initial conditions (3.2), where A and Ψ are given by (3.12) and (3.13),
respectively and F (t) = (0, 0, f(t))T .
Definition 3.15 ([21, 4.2.1]). Suppose X is a Banach space and consider the
inhomogeneous initial value problem ut(t) = Au(t) + F(t), t ∈ (0, T ) with initial
condition u(0) = u0.
A function u : [0, T ) → X is a (classical) solution of the inhomogeneous initial
value problem on [0, T ) if u is continuous on [0, T ), continuously differentiable on
(0, T ), u(t) ∈ D(A) for 0 < t < T and ut(t) = Au(t) + F(t) is satisfied on [0, T ).
Corollary 3.16. Let ψ0 ∈ H10 (Ω), ψ1 ∈ L2(Ω) and ψtt − b∆ψt − c2∆ψ ∈ L2(Ω).
Furthermore, suppose f ∈ L1(0, T ;L2(Ω)) is locally Ho¨lder-continuous on (0, T ].
Then the initial boundary value problem (3.26) has a unique solution
ψ ∈ C1(0, T ;H2(Ω) ∩H10 (Ω)) ∩C2(0, T ;L2(Ω)).
In particular, it has a unique solution of this regularity, if ψ0 ∈ H2(Ω) ∩ H10 (Ω),
ψ1 ∈ H2(Ω) ∩H10 (Ω) and ψ2 ∈ L2(Ω).
Proof. The result follows analogously to the one Corollary 3.14 by applying [21,
Corollary 4.3.3]. 
4. Energy estimates
In this section, we derive energy estimates which will enable us to prove global
existence of solutions in Section 5. Again, we consider the equation
(∂t + aA)(ψtt + c2Aψ + bAψt) = −σ(ψ2t )tt
or, equivalently,
(∂tt + c
2A+ bA∂t)(ψt + aAψ) = −σ(ψ2t )tt
i.e.
Dww = f = −σ(ψ2t )tt and Dhψ = w
where Dh = ∂t + aA and Dw = ∂tt + c2A+ bA∂t.
Remark 4.1. In order to interchange the order of differentiation, we need to as-
sume that the following estimates only hold for sufficiently smooth solutions. But
in fact, by using density arguments, this restriction can finally be removed.
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Notation. We introduce the energy functionals
E0[w](t) := 1
2
(
‖wtt(t)‖2H + ‖A1/2wt(t)‖2H + ‖Aw(t)‖2H
)
,(4.1)
E [w](t) := 1
2
(
‖A1/2wtt(t)‖2H + ‖A1/2wt(t)‖2H + ‖Aw(t)‖2H
)
,(4.2)
E[ψ](t) :=
1
2
(
‖A1/2ψttt(t)‖2H + ‖Aψtt(t)‖2H + ‖Aψt(t)‖2H
)
,(4.3)
as well as the sum of (4.2) and (4.3),
(4.4) Λ(t) := E[ψ](t) + E [w](t).
Lemma 4.2. For a solution w of Dww = f with ft ∈ L2(0, T ;H) we have the
estimate
(4.5)
1
2
∫ t
0
‖wttt(τ)‖2H dτ +
b
2
‖A1/2wtt(τ)‖2H
∣∣∣t
0
≤ c4
∫ t
0
‖Awt(τ)‖2H dτ +
∫ t
0
‖ft(τ)‖2H dτ.
Proof. Differentiating Dww = f with respect to time, taking inner products in H
with wttt and then integrating with respect to time we get∫ t
0
〈wttt(τ), wttt(τ)〉H dτ + c2
∫ t
0
〈Awt(τ), wttt(τ)〉H dτ
+ b
∫ t
0
〈Awtt(τ), wttt(τ)〉H dτ =
∫ t
0
〈ft(τ), wttt(τ)〉H dτ.
Performing integration by parts, we obtain
(4.6)
∫ t
0
‖wttt(τ)‖2H dτ+
b
2
‖A1/2wtt(τ)‖2H
∣∣∣t
0
=
∫ t
0
〈ft(τ)−c2Awt(τ), wttt(τ)〉H dτ.
Estimating the right hand side yields∫ t
0
〈ft(τ)− c2Awt(τ), wttt(τ)〉H dτ
≤
∫ t
0
‖ft(τ)− c2Awt(τ)‖H‖wttt(τ)‖H dτ
≤ 1
2
∫ t
0
‖wttt(τ)‖2H dτ +
1
2
∫ t
0
‖ft(τ)− c2Awt(τ)‖2H dτ
≤ 1
2
∫ t
0
‖wttt(τ)‖2H dτ + c4
∫ t
0
‖Awt(τ)‖2H dτ +
∫ t
0
‖ft(τ)‖2H dτ
which, together with (4.6), implies the desired estimate (4.5). 
Lemma 4.3. The estimate
(4.7)
E [w](t) + bˇ
∫ t
0
{
‖wttt(τ)‖2H + ‖A1/2wtt(τ)‖2H + ‖Awt(τ)‖2H + ‖Aw(τ)‖2H
}
dτ
≤ C
(
E [w](0) +
∫ t
0
{‖(ψ2t )ttt(τ)‖2H + ‖(ψ2t )tt(τ)‖2H} dτ
)
holds with bˇ sufficiently small and C sufficiently large.
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Proof. We recall Proposition 3 in [11] with α ≡ 1, i.e. for the energy E0[w](t) in
(4.1) we have the estimate
(4.8)
E0[w](t) + bˆ
∫ t
0
{
‖A1/2wtt(τ)‖2H + ‖A1/2wt(τ)‖2H + ‖Aw(τ)‖2H
}
dτ
≤ C˜
(
E0[w](0) +
∫ t
0
{
‖A−1/2ft(τ)‖2H + ‖f‖2H
}
dτ
)
for bˆ sufficiently small and C˜ sufficiently large. Next, we use (4.5)
(4.9)
λb
2
‖A1/2wtt(t)‖2H +
λ
2
∫ t
0
‖wttt(τ)‖2H dτ − λc4
∫ t
0
‖Awt(τ)‖2H dτ
≤ λb
2
‖A1/2wtt(0)‖2H + λ
∫ t
0
‖ft(τ)‖2H dτ
and multiply it with a sufficiently small constant λ, λ ≤ bˆb
6c4max
{
C
D(A1/2) →֒H
,c4
} .
Using the estimate (from Dww = f) yields
(4.10) ‖Awt‖2H =
1
b2
‖wtt + c2Aw − f‖2H ≤
1
b2
(
3‖wtt‖2H + 3c4‖Aw‖2H + 4‖f‖2H
)
which implies that, on the left hand side of (4.8), we have
∫ t
0
{
‖A1/2wtt(τ)‖2H + ‖Aw(τ)‖2H
}
dτ
≥ c0
∫ t
0
{
‖A1/2wtt(τ)‖2H + ‖Aw(τ)‖2H + ‖Awt(τ)‖2H
}
dτ − C0
∫ t
0
‖f(τ)‖2H dτ
where c0 =
(
max
{
1 + 3b−2CD(A)→֒H CD(A1/2)→֒H, 1 + 3c
4b−2 CD(A)→֒H
})−1
and
C0 = 3b
−2c0 and that in (4.9) we get (choice of λ)
λc4
∫ t
0
‖Awt(τ)‖2H dτ ≤
bˆ
2
∫ t
0
{
‖A1/2wtt(τ)‖2H + ‖Aw(τ)‖2H + ‖f(τ)‖2H
}
dτ .
Adding (4.8) and (4.10) and using (2.1) for ‖A−1/2f‖H, we obtain (4.7) with bˇ
sufficiently small and Cˇ sufficiently large. 
Now we use the following energy identity for the heat equation:
(4.11)
∫ t
0
‖Dhv(τ)‖2H dτ =
∫ t
0
‖vt(τ) + aAv‖2H dτ
= a‖A1/2v(t)‖2H − a‖A1/2v(0)‖2H +
∫ t
0
{‖vt(τ)‖2H + a2‖Av(τ)‖2H} dτ.
Applying (4.11) to v = ψttt (i.e., Dhv = wttt), to v = A1/2ψtt (i.e., Dhv = A1/2wtt),
and to v = A1/2ψt (i.e., Dhv = A1/2wt) we obtain that the left hand side terms
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under the time integrals in (4.7) provide us with the estimates
∫ t
0
‖wttt(τ)‖2H dτ = a‖A1/2ψttt(t)‖2H − a‖A1/2ψttt(0)‖2H
+
∫ t
0
{‖ψtttt(τ)‖2H + a2‖Aψttt(τ)‖2H} dτ,∫ t
0
‖A1/2wtt(τ)‖2H dτ = a‖Aψtt(t)‖2H − a‖Aψtt(0)‖2H
+
∫ t
0
{
‖A1/2ψttt(τ)‖2H + a2‖A3/2ψtt(τ)‖2H
}
dτ,
CD(A1/2)→֒H
∫ t
0
‖Awt(τ)‖2H dτ ≥ a‖Aψt(t)‖2H − a‖Aψt(0)‖2H
+
∫ t
0
{
‖A1/2ψtt(τ)‖2H + a2‖A3/2ψt(τ)‖2H
}
dτ.
Inserting into (4.7) we end up with
Lemma 4.4. We have the estimate
(4.12)
E [w](t) + E[ψ](t)
+ b˜
∫ t
0
{
‖wttt(τ)‖2H + ‖A1/2wtt(τ)‖2H + ‖Awt(τ)‖2H + ‖Aw(τ)‖2H
+ ‖ψtttt(τ)‖2H + ‖Aψttt(τ)‖2H + ‖A3/2ψtt(τ)‖2H + ‖A3/2ψt(τ)‖2H
}
dτ
≤ C˜
(
E [w](0) + E[ψ](0) +
∫ t
0
{‖ − σ(ψ2t )ttt(τ)‖2H + ‖ − σ(ψ2t )tt‖2H} dτ
)
with b˜ sufficiently small and C˜ sufficiently large.
It remains to estimate the (quadratic, hence small for small ψ) terms on the
right-hand side in terms of the left-hand side. We have for τ ∈ (0, t)
‖ − σ(ψ2t )ttt(τ))2‖H ≤ 4σ2‖ψtψtttt(τ)‖2H + 12σ2‖ψttψttt(τ)‖2H
≤ 4σ2C2D(A)→֒L∞ sup
s∈(0,t)
‖Aψt(s)‖2H‖ψtttt(τ)‖2H
+ 12σ2C2D(A)→֒L∞ sup
s∈(0,t)
‖Aψtt(s)‖2H‖ψttt(τ)‖2H
where we have used the embedding (2.2).
Similarly we get
‖ − σ(ψ2t )tt(τ)‖2H ≤ 4σ2‖ψtψttt(τ)‖2H + 4σ2‖(ψtt(τ))2‖2H
≤ 4σ2C2D(A)→֒L∞ sup
s∈(0,t)
‖Aψt(s)‖2H‖ψttt(τ)‖2H
+ 4σ2C2D(A)→֒L∞ sup
s∈(0,t)
‖Aψtt(s)‖2H‖ψtt(τ)‖2H.
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Hence∫ t
0
{‖(ψ2t )ttt(τ)‖2H + ‖(ψ2t )tt(τ)‖2H} dτ
≤ 24σ2C2D(A)→֒L∞ sup
s∈(0,t)
E[ψ](s)
∫ t
0
{‖ψtttt(τ)‖2H + ‖ψttt(τ)‖2H + ‖ψtt(τ)‖2H} dτ
holds. Inserting the latter into (4.12) and using the fact that under the integral on
the left-hand side we have
‖A1/2wtt(τ)‖2H + ‖Awt(τ)‖2H + ‖Aw(τ)‖2H ≥
2
max{1, C2
D(A1/2)→֒H
}E [w](τ)
and
‖Aψttt(τ)‖2H + ‖A3/2ψtt(τ)‖2H + ‖A3/2ψt(τ)‖2H ≥
2
C2
D(A1/2)→֒H
E[ψ](τ)
yields the estimate
(4.13)
E [w](t) + E[ψ](t) + b¯
∫ t
0
{r(τ) + E [w](τ) + E[ψ](τ) + e[ψ](τ)} dτ
≤ C¯
(
E [w](0) + E[ψ](0) + sup
s∈(0,t)
E[ψ](s)
∫ t
0
e[ψ](τ)dτ
)
where we abbreviated
r(t) := ‖wttt(t)‖2H + ‖A1/2wtt(t)‖2H + ‖Awt(t)‖2H + ‖Aw(t)‖2H(4.14)
+ ‖ψtttt(t)‖2H + ‖Aψttt(t)‖2H + ‖A3/2ψtt(t)‖2H + ‖A3/2ψt(t)‖2H,
e[ψ](t) := ‖ψtttt(t)‖2H + ‖A1/2ψttt(t)‖2H + ‖A3/2ψtt(t)‖2H.(4.15)
Using (4.4), i.e. Λ(t) := E[ψ](t) + E [w](t), yields the final result for this section.
Proposition 4.5. The estimate
(4.16)
Λ(t) + b¯
∫ t
0
{r(τ) + Λ(τ) + e[ψ](τ)} dτ
≤ C¯
(
Λ(0) + sup
s∈(0,t)
E[ψ](s)
∫ t
0
e[ψ](τ)dτ
)
holds with b¯ > 0 sufficiently small and C¯ > 0 sufficiently large.
5. Well-posedness of the nonlinear problem
5.1. The nonlinear problem. In this section we consider the initial boundary
value problem (1.7) on an open and bounded domain Ω ⊆ Rd, d ∈ {1, 2, 3}, with
smooth boundary ∂Ω. For now we restrict ourselves to a finite time interval, i.e.
t ∈ [0, T ] where T <∞.
We again use the differential operators
Dh := a∆− ∂t and Dw := ∂2t − c2∆− b∆∂t.
where this time we inserted A = −∆. With this notation, the linearized version of
(1.7) reads
DhDwψ = f.
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Explicitly, we have
Dwψ = ψtt − c2∆ψ − b∆ψt = f˜ ,(5.1)
Dhf˜ = a∆f˜ − f˜t = f.(5.2)
Note that (5.2) is the classical heat equation and (5.1) is the linearized Westervelt
equation which has been studied, e.g., in [11] and can as well be used in order to
describe elastic systems with structural damping (cf. [3]). Later on we will insert
f = σ(ψ2t )tt.
Proposition 5.1 (Regularity results for the linearized Westervelt equation). Con-
sider the linearized Westervelt equation Dwψ = f˜ .
(i) Suppose f˜ ∈ L2(0, T ;L2(Ω)) ∩ H1(0, T ;H−1(Ω)) and ψ0 ∈ H2(Ω) ∩ H10 (Ω),
ψ1 ∈ H10 (Ω), ψ2 ∈ L2(Ω). Then
ψ ∈ C(0, T ;H2(Ω)∩H10 (Ω))∩C1(0, T ;H10(Ω))∩C2(0, T ;L2(Ω))∩H2(0, T ;H10 (Ω)).
(ii) If, in addition to (i), f˜ ∈ C(0, T ;L2(Ω)) and ψ1 ∈ H2(Ω) ∩ H10 (Ω), then we
also have ψ ∈ C1(0, T ;H2(Ω) ∩H10 (Ω)).
(iii) If, in addition to (i), f˜ ∈ H1(0, T ;L2(Ω)) and ψ2 ∈ H10 (Ω), then we also have
ψ ∈ H3(0, T ;L2(Ω)).
Proof. (i) was proved in [11, Section 2.1].
(ii) It is clear that b∆ψt = ψtt − c2∆ψ − f˜ ∈ C(0, T ;L2(Ω)) and thus ψ ∈
C1(0, T ;H2(Ω) ∩H10 (Ω)).
(iii) Lemma 4.2 with H = L2(Ω), A = −∆, f = f˜ and t = T gives us
1
2
∫ T
0
‖ψttt(τ)‖2 dτ + b
2
‖∇ψtt(τ)‖2
∣∣∣T
0
≤ c4
∫ T
0
‖∆ψt(τ)‖2 dτ +
∫ T
0
‖f˜t(τ)‖2 dτ
and, invoking the assumptions and the fact that for any finite time horizon T we
have C1(0, T ;H2(Ω)∩H10 (Ω)) ⊂ H1(0, T ;H2(Ω)∩H10 (Ω)), we infer
∫ T
0 ‖ψttt‖2 <∞
and thus ψ ∈ H3(0, T ;L2(Ω)) as claimed. 
Proposition 5.2 (Regularity results for the heat equation). Consider the heat
equation Dhf˜ = f . Suppose f ∈ L2(0, T ;L2(Ω)) and f˜(0) ∈ H10 (Ω). Then
f˜ ∈ C(0, T ;H10 (Ω)) ∩H1(0, T ;L2(Ω)) ∩ L2(0, T ;H2(Ω) ∩H10 (Ω)).
Proof. This improved regularity result for general second-order parabolic equations
has been proved, e.g., in [7, Section 7.1, Theorem 5]. 
Note that, in order to combine Propositions 5.1 and 5.2, we have to assume
ψ0, ψ1 ∈ H3(Ω) ∩H10 (Ω) which ensures f˜(0) ∈ H10 (Ω) in Proposition 5.2.
5.2. Local well-posedness. Motivated by Propositions 5.1 and 5.2, we define the
space
(5.3)
V := C1(0, T ;H2(Ω) ∩H10 (Ω)) ∩ C2(0, T ;L2(Ω))
∩H2(0, T ;H10(Ω)) ∩H3(0, T ;L2(Ω))
equipped with the norm
‖.‖V := ‖.‖C1(0,T ;H2(Ω)) + ‖.‖C2(0,T ;L2(Ω)) + ‖.‖H2(0,T ;H1(Ω)) + ‖.‖H3(0,T ;L2(Ω)).
We consider the equation
(5.4) (a∆− ∂t)
(
ψtt − c2∆ψ − b∆ψt
)
= σ(ϕt)
2
tt.
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Our strategy in order to prove local existence of solutions of (1.7) is to apply
Banach’s Fixed Point Theorem to the map
T :W → V
defined by
T (ϕ) = ψ
where ψ is a solution of (5.4) and the space W is given by
W = BVR(0) = {v ∈ V : ‖v‖V ≤ m¯}
where m¯ has to be suitably chosen later. Therefore, we need to show that T is a
self-mapping, W is closed and furthermore, that T is a contraction.
Step 1. T :W → V is a self-mapping.
This can be achieved by taking sufficiently small initial data.
Lemma 5.3. Let ϕ ∈ V. Then f = σ(ϕt)2tt ∈ L2(0, T ;L2(Ω)) and
‖f‖L2(0,T ;L2(Ω)) ≤ C‖ϕ‖2V .
Proof. We have f = σ(ϕt)
2
tt = 2σ(ϕ
2
tt + ϕtϕttt). As ϕ ∈ V , we also have ϕ ∈
H3(0, T ;L2(Ω)) and thus ϕttt ∈ L2(0, T ;L2(Ω)). Furthermore, ϕ ∈ V implies
ϕ ∈ C1(0, T ;H2(Ω)∩H10 (Ω)). Therefore ϕt ∈ C(0, T ;H2(Ω)∩H10 (Ω)). Due to the
fact thatH2(Ω)∩H10 (Ω) ⊂ L∞(Ω) we arrive at ϕt ∈ C(0, T ;L∞(Ω)). Recalling that
C(0, T ;L∞(Ω)) is an ideal in L2(0, T ;L2(Ω)) we conclude ϕtϕttt ∈ L2(0, T ;L2(Ω)).
Therefore we estimate
‖ϕtϕttt‖L2(0,T ;L2(Ω)) ≤ ‖ϕt‖C(0,T ;L∞(Ω))‖ϕttt‖L2(0,T ;L2(Ω))
≤ ‖ϕ‖C1(0,T ;L∞(Ω))‖ϕ‖H3(0,T ;L2(Ω))
≤ CH2 →֒L∞‖ϕ‖C1(0,T ;H2(Ω))‖ϕ‖H3(0,T ;L2(Ω))
≤ CH2 →֒L∞‖ϕ‖2V
where CH2 →֒L∞ is the norm of the embedding H
2(Ω) ∩H10 (Ω) →֒ L∞(Ω).
Next, we claim ϕ2tt ∈ L2(0, T ;L2(Ω)). Our aim is to obtain ϕtt ∈ L4(0, T, L4(Ω)).
As ϕ ∈ V , we have in particular ϕtt ∈ L2(0, T ;H10(Ω)) ∩ H1(0, T ;L2(Ω)). We use
the Besov spaces
B1−θ;2,2(Ω) =
(
L2(Ω),W 1,2(Ω)
)
1−θ,q;J
,
Bθ;2,2(0, T ) =
(
L2(0, T ),W 1,2(0, T )
)
θ,q;J
.
From Remark 2.4 we see that Bθ;2,2(Ω) = Hθ(Ω) and B1−θ;2,2(0, T ) = H1−θ(0, T ).
Therefore ϕtt ∈ H1−θ(0, T ;Hθ(Ω)). Due to the Sobolev Embedding Theorem, with
the specific choice θ = 34 , we obtain ϕtt ∈ H1/4(0, T ;H3/4(Ω)) →֒ L4(0, T ;L4(Ω))
and thus ϕ2tt ∈ L2(0, T ;L2(Ω)) as claimed. Therefore we may estimate
(5.5)
‖ϕ2tt‖L2(0,T ;L2(Ω)) = ‖ϕtt‖2L4(0,T ;L4(Ω))
≤ C2H1/4 →֒L4C2H3/4 →֒L4‖ϕtt‖2H1/4(0,T ;H3/4(Ω))
≤ C2H1/4 →֒L4C2H3/4 →֒L4‖ϕtt‖3/2L2(0,T ;H1(Ω))‖ϕtt‖
1/2
H1(0,T ;L2(Ω))
≤ C2H1/4 →֒L4C2H3/4 →֒L4‖ϕ‖2V .
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Here, C2
H1/4 →֒L4
and C2
H3/4 →֒L4
denote the norms of the embeddings H1/4(0, T ) →֒
L4(0, T ) and H3/4(Ω) →֒ L4(Ω), respectively. Altogether, we have the desired
estimate (5.3) where C = 2σ
(
C2
H1/4 →֒L4
C2
H3/4 →֒L4
+ CH2 →֒L∞
)
. 
From Proposition 5.2 and Lemma 5.3, we get
‖f˜‖C(0,T ;H1(Ω))∩H1(0,T ;L2(Ω))∩L2(0,T ;H2(Ω)) ≤ C1
(‖f‖L2(0,T ;L2(Ω)) + ‖f˜(0)‖H1(Ω))
≤ C1
(
C‖ϕ‖2V + ‖f˜(0)‖H1(Ω)
)
for some constant C1. Due to Proposition 5.1, we obtain
‖ψ‖V ≤ C2
(‖f˜‖H1(0,T ;L2(Ω)) + ‖ψ0‖H2(Ω) + ‖ψ1‖H2(Ω) + ‖ψ2‖H1(Ω))
≤ C2
(
C1
(
C‖ϕ‖2V + ‖f˜(0)‖H1(Ω)
)
+ ‖ψ0‖H2(Ω) + ‖ψ1‖H2(Ω) + ‖ψ2‖H1(Ω)
)
(5.6)
for some other constant C2. Suppose ϕ ∈ W , so in particular ‖ϕ‖V ≤ m¯. By taking
sufficiently small initial data,
(5.7) C1‖f˜(0)‖H1(Ω) + ‖ψ0‖H2(Ω) + ‖ψ1‖H2(Ω) + ‖ψ2‖H1(Ω) ≤ r
where r = 14CC1C2 , we get ‖ψ‖V ≤ m¯ provided m¯ ≤ 12CC1C2 . Thus, T W ⊆ W .
Step 2. W is closed in V . This step is clear as W is by its definition a closed ball
in W .
Step 3. T :W →W is a contraction.
It remains to show that T :W →W is a contraction, i.e. there exists a positive
constant C¯ < 1 such that ‖T (ϕ1 − ϕ2)‖V ≤ C¯‖ϕ1 − ϕ2‖V where ϕi, ψi = T ϕi,
i = 1, 2 solve DhDwψi = σ(ϕ
2
it
)tt. Note that ϕˆ = ϕ1 − ϕ2 and ψˆ = ψ1 − ψ2 =
T ϕ1 − T ϕ2 solve
(a∆− ∂t)(ψˆtt − c2∆ψˆ − b∆ψˆt) = fˆ ,
i.e. Dwψˆ =
˜ˆ
f , Dh
˜ˆ
f = fˆ where fˆ = σ (ϕˆt (ϕ1t + ϕ2t))tt.
Lemma 5.4. We have the estimate
‖fˆ‖L2(0,T ;L2(Ω)) ≤ C‖ϕˆ‖V (‖ϕ1‖V + ‖ϕ2‖V) .
Proof. Explicitly, fˆ = σ (ϕˆttt (ϕ1t + ϕ2t) + 2ϕˆtt (ϕ1tt + ϕ2tt) + ϕˆt (ϕ1ttt + ϕ2ttt)).
We are going to treat the three terms on the right-hand side separately and therefore
estimate
‖ϕˆttt (ϕ1t + ϕ2t) ‖L2(0,T ;L2(Ω))
≤ ‖ϕˆttt‖L2(0,T ;L2(Ω)))
(‖ϕ1t‖C(0,T ;L∞(Ω) + ‖ϕ2t‖C(0,T ;L∞(Ω))
≤ CH2 →֒L∞‖ϕˆ‖H3(0,T ;L2(Ω))
(‖ϕ1‖C1(0,T ;H2(Ω)) + ‖ϕ2‖C1(0,T ;H2(Ω)))
≤ CH2 →֒L∞‖ϕˆ‖V (‖ϕ1‖V + ‖ϕ2‖V)
‖ϕˆt (ϕ1ttt + ϕ2ttt) ‖L2(0,T ;L2(Ω))
≤ CH2 →֒L∞‖ϕˆ‖C1(0,T ;H2(Ω))
(‖ϕ1‖H3(0,T ;L2(Ω)) + ‖ϕ1‖H3(0,T ;L2(Ω)))
≤ CH2 →֒L∞‖ϕˆ‖V (‖ϕ1‖V + ‖ϕ1‖V) ,
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‖ϕˆtt (ϕ1tt + ϕ2tt) ‖L2(0,T ;L2(Ω))
≤ ‖ϕˆtt‖L4(0,T ;L4(Ω))
(‖ϕ1tt‖L4(0,T ;L4(Ω)) + ‖ϕ2tt‖L4(0,T ;L4(Ω))) ,
≤ C2H1/4 →֒L4C2H3/4 →֒L4‖ϕˆtt‖H1/4(0,T ;H3/4(Ω))
· (‖ϕ1‖H1/4(0,T ;H3/4(Ω)) + ‖ϕ2‖H1/4(0,T ;H3/4(Ω)))
≤ C2H1/4 →֒L4C2H3/4 →֒L4‖ϕˆtt‖3/4L2(0,T ;H1(Ω))‖ϕˆtt‖
1/4
H1(0,T ;L2(Ω))
·
(
‖ϕ1tt‖3/4L2(0,T ;H1(Ω))‖ϕ1tt‖
1/4
H1(0,T ;L2(Ω)) + ‖ϕ2tt‖
3/4
L2(0,T ;H1(Ω))‖ϕ2tt‖
1/4
H1(0,T ;L2(Ω))
)
≤ C2H1/4 →֒L4C2H3/4 →֒L4‖ϕˆ‖V (‖ϕ1‖V + ‖ϕ2‖V)
where CH2 →֒L∞ , CH3/4 →֒L4 and CH1/4 →֒L4 denote the norms of the embeddings
H2(Ω) ∩H10 (Ω) →֒ L∞(Ω), H3/4(Ω) →֒ L4(Ω) and H1/4(0, T ) →֒ L4(0, T ), respec-
tively (cf. Lemma 5.3). Note that the third estimate is similar to (5.5). Altogether,
we have
‖fˆ‖L2(0,T ;L2(Ω)) ≤ C‖ϕˆ‖V (‖ϕ1‖V + ‖ϕ2‖V)
with C the same constant as in the end of the proof of Lemma 5.3. 
Now, note that ψˆ(0) = 0, ψˆt(0) = 0, ψˆtt(0) = 0 and thus
˜ˆ
f(0) = Dwψˆ(0) = 0.
Therefore, by Proposition 5.2 and Lemma 5.4, we obtain
‖ ˜ˆf‖C(0,T ;H1(Ω))∩H1(0,T ;L2(Ω))∩L2(0,T ;H2(Ω)) ≤ C1‖fˆ‖L2(0,T ;L2(Ω))
≤ CC1‖ϕˆ‖V (‖ϕ1‖V + ‖ϕ2‖V)
≤ 2CC1m¯‖ϕˆ‖V .
Invoking Proposition 5.1 leads to ‖ψˆ‖V ≤ 2CC1C2m¯‖ϕˆ‖V and choosing m¯ <
1
2CC1C2
we finally have contractivity.
Theorem 5.5. Suppose ψ0, ψ1 ∈ H3(Ω)∩H10 (Ω) and ψ2 ∈ H10 (Ω). For any T > 0
there is a κT > 0 such that if
(5.8) ‖ψ0‖H3(Ω) + ‖ψ1‖H3(Ω) + ‖ψ2‖H1(Ω) ≤ κT ,
there exists a unique weak solution ψ ∈ W := {ψ ∈ V : ‖ψ‖V ≤ m¯} where m¯ is
sufficiently small and the space V is given by (5.3).
Proof. As the map T is a self-mapping and a contraction on W and moreover, W
is a closed subset of V , we conclude that on the strength of the Banach Fixed Point
Theorem T : W → W has a unique fixed point, i.e. there exists a unique solution
ψ ∈ W such that T (ψ) = ψ. Condition (5.8) comes from (5.7). 
5.3. Global well-posedness. Our strategy in order to prove global in-time well-
posedness of equation (1.7) is to use the classical barrier method.
Let ψ be a local in time solution of (1.7) according to Theorem 5.5 and let t < T ,
where T is the maximal existence time (possibly T =∞). The barrier method now
yields global in time existence for sufficiently small initial data.
Theorem 5.6. For all initial values ψ0, ψ1 and ψ2 of ψ, ψt and ψtt satisfying
(5.9) Λ(0) ≤ ρ
with ρ sufficiently small,
(5.10) ρ ≤ b¯
2C¯max{1, C¯} ,
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we get that for all t > 0
(5.11) Λ(t) ≤ 2max{1, C¯}ρ.
In particular, there exists a (sufficiently small) constant ρ¯ > 0 such that, if for the
initial values ψ0, ψ1 and ψ2 we have
‖ψ1‖H2(Ω) + ‖ψ2‖H2(Ω) + ‖ψttt(0)‖H1(Ω)
+ ‖w(0)‖H2(Ω) + ‖wt(0)‖H1(Ω) + ‖wtt(0)‖H1(Ω) ≤ ρ¯,
where w = ψt(t)− a∆ψ(t), then for all times T > 0 there exists a unique solution
ψ ∈ C2(0, T ;H2(Ω) ∩H10 (Ω)) ∩C3(0, T ;H10 (Ω)) ∩H2(0, T ;H3(Ω) ∩H10 (Ω))
∩H3(0, T ;H2(Ω) ∩H10 (Ω)) ∩H4(0, T ;L2(Ω))
such that furthermore
w ∈ C(0, T ;H2(Ω) ∩H10 (Ω)) ∩ C2(0, T ;H10(Ω)) ∩H1(0, T ;H2(Ω) ∩H10 (Ω))
∩H2(0, T ;H10(Ω)) ∩H3(0, T ;L2(Ω)).
Proof. Assume that there exists a finite time such that (5.11) is violated. We denote
by T the minimal such time and observe that T > 0 since Λ(0) < 2max{1, C¯}ρ.
Then we have
(5.12) Λ(T ) ≥ 2max{1, C¯}ρ
and moreover, (5.11) holds for all t ∈ (0, T ). From (4.13) we get the estimate
(5.13)
Λ(t) + b¯
∫ t
0
{r(τ) + Λ(τ) + e[ψ](τ)} dτ
≤ C¯
(
Λ(0) + 2max{1, C¯}ρ
∫ t
0
e[ψ](τ)dτ
)
for all t ∈ (0, T ) which by Λ(0) ≤ ρ and 2C¯max{1, C¯}ρ ≤ b¯ gives Λ(t) ≤ C¯ρ for all
t ∈ (0, T ), hence by continuity Λ(T ) ≤ C¯ρ, a contradiction to (5.12). This proves
that the bound (5.11) holds for all t > 0 provided (5.9) holds with (5.10).
The regularity of the solution is obtained by (5.13) together with the definitions
of Λ(t) and r(t) in (4.4) and (4.14), respectively. 
Remark 5.7. The term r(τ) is not required for the proof of global well-posedness,
but it provides us with higher order regularity.
Theorem 5.8. Provided (5.11) holds with (5.10) we have
Λ(t) ≤ e− b¯C¯ tΛ(0)
where b¯ and C¯ are the same constants as in Proposition 4.5.
Proof. Inserting (5.11) with (5.10) into (4.13) yields
Λ(t) + b¯
∫ t
0
{r(τ) + Λ(τ)} dτ ≤ C¯Λ(0).
In particular, as Λ(t) ≥ 0 and r(τ) ≥ 0, we obtain∫ t
0
Λ(τ)dτ ≤ C¯
b¯
Λ(0).
The desired estimate follows now from equation (3) in the proof of Theorem 8.1 in
[17] 
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Appendix A. Semigroup theory
We summarize some facts from the theory of operator semigroups. For additional
information on this topic we refer to [6] and [21]. Suppose (X, ‖.‖) is a Banach space
and denote Σδ := {λ ∈ C : |arg(λ)| < δ}
Definition A.1 ([21, Definition 1.1.1, 1.2.1]). (i) A one parameter family T (t),
t ∈ [0,∞), of bounded linear operators from X into X is called a semigroup of
bounded linear operators on X if T (0) = I and T (t + s) = T (t)T (s) for every
t, s ≥ 0.
The linear operator A defined by
Ax = lim
t↓0
T (t)x− x
t
, D(A) =
{
x ∈ X : lim
t↓0
T (t)x− x
t
exists
}
is called the infinitesimal generator of the semigroup T (t), with domain D(A).
(ii) If, in addition to (i), limt↓0 T (t)x = x for every x ∈ X , then T (t) is called a
strongly continuous semigroup of bounded linear operators.
(iii) If, in addition to (i) and (ii), ‖T (t)‖ ≤ 1, then T (t) is called a strongly contin-
uous semigroup of contractions.
Definition A.2 ([6, Definition II.3.13]). A linear operator (A,D(A)) on a Banach
space X is called dissipative if ‖(λI −A)x‖ ≥ λ‖x‖ for all λ > 0 and x ∈ D(A).
Theorem A.3 (Lumer-Phillips, [21, Theorem 1.4.3]). Let (A,D(A)) be a densely
defined linear operator on a Banach space X.
(i) If A is dissipative and there is a λ0 > 0 such that Range(λ0I −A) = X, then A
is the infinitesimal generator of a strongly continuous semigroup of contractions.
(ii) If A is the infinitesimal generator of a strongly continuous semigroup of con-
tractions on X, then Range(λI −A) = X for all λ > 0 and A is dissipative.
Definition A.4 ([6, Definition II.4.5]). A family (T (z))z∈Σδ∪{0} of bounded linear
operators on X is called an analytic semigroup (of angle δ ∈ (0, π/2]) if
(i) T (0) = I and T (z1 + z2) = T (z1)T (z2) for all z1, z2 ∈ Σδ,
(ii) the map z 7→ T (z) is analytic in Σδ,
(iii) limΣδ′∋z→0 T (z)x = x for all x ∈ X and 0 < δ′ < δ.
If, in addition, ‖T (z)‖ is bounded in Σδ′ for every 0 < δ′ < δ, we call (T (z))z∈Σδ∪{0}
a bounded analytic semigroup.
Theorem A.5 ([6, Theorem II.4.6]). For an operator (A,D(A)) on a Banach space
X, the following statements are equivalent:
(i) A generates a bounded analytic semigroup (T (z))z∈Σδ∪{0} on X.
(ii) A generates a bounded strongly continuous semigroup (T (t))t≥0 on X, and there
exists a constant C > 0 such that the resolvent of A satisfies
‖R(r + is, A)‖ ≤ C|s|
for all r > 0 and 0 6= s ∈ R.
(iii) A is sectorial, i.e. there exists 0 < δ ≤ π2 such that Σπ2+δ \ {0} ⊂ ρ(A)
and for each ε ∈ (0, δ) there exists Mε > 1 such that ‖R(λ,A)‖ ≤ Mε/|λ| for all
0 6= λ ∈ Σπ
2
+δ−ε.
Lemma A.6 ([6, Corollary II.4.7]). If A is a normal operator on a Hilbert space
H satisfying σ(A) ⊂ {z ∈ C : arg(−z) < δ} for some δ ∈ [0, π/2), then A generates
a bounded analytic semigroup.
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Definition A.7 ([6, Definition III.2.1]). Let A : D(A) → X be a linear operator.
An operator B : D(B) → X is called (relatively) A-bounded if D(A) ⊆ D(B) and
if there exist positive constants α, β ≥ 0 such that
(A.1) ‖Bx‖ ≤ α‖Ax‖+ β‖Bx‖
for all x ∈ D(A). The A-bound of B is
a0 := inf{α ≥ 0 : there exists β > 0 such that (A.1) holds}.
Proposition A.8 ([6, Theorem III.2.10]). Suppose the operator (A,D(A)) gen-
erates an analytic semigroup (T (z))z∈Σδ∪{0} on X. Then there exists a constant
α > 0 such that (A+B,D(A)) generates an analytic semigroup for every A-bounded
operator B having A-bound α0 < α.
Theorem A.9 ([21, Theorem 4.4.3]). An analytic semigroup (T (z))z∈Σδ∪{0} is
uniformly exponentially stable, i.e. there exist constantsM ≥ 1 and ω > 0 such that
‖T (t)‖ ≤ Me−ωt if and only if the spectral bound s(A) := sup{Re(λ) : λ ∈ σ(A)}
of its generator A satisfies s(A) < 0.
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