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Nonlinear topological photonics, which explores topics common to the fields of topological phases
and nonlinear optics, is expected to open up a new paradigm in topological photonics. Here, we
demonstrate second-harmonic generation via nonlinear interaction of double topological valley-Hall
kink modes in all-dielectric photonic crystals. We first show that two topological frequency bandgaps
can be created around a pair of frequencies, ω0 and 2ω0, by gapping out the corresponding Dirac
points in two-dimensional honeycomb photonic crystals. Valley-Hall kink modes along a kink-type
domain wall interface between two photonic crystals placed together in a mirror-symmetric man-
ner are generated within the two frequency bandgaps. Importantly, through full-wave simulations
and mode dispersion analysis, we demonstrate that tunable, bi-directional phase-matched second-
harmonic generation via nonlinear interaction of the valley-Hall kink modes within the two frequency
bandgaps could be achieved. Our work opens up new avenues towards topologically protected non-
linear frequency mixing in optics using all-dielectric materials.
Introduction.— Recent advances in topological photon-
ics [1–7] have led to new ways to control light in a robust
manner using photonic states that are protected by the
topological properties of the systems. Earlier works [8–
11] in this field have focused on the realization of photonic
analogue of quantum Hall states in two-dimensional (2D)
photonic crystals (PhCs) containing magneto-optical ma-
terials, where the time-reversal symmetry is broken by
external magnetic fields. As magneto-optical effects are
generally weak at optical frequencies, intense research ef-
forts were devoted to topological photonic systems with-
out magneto-optical materials and concepts such as Flo-
quet topological phases and synthetic magnetic fields
have been demonstrated in helical waveguide arrays [12]
and coupled ring resonators [13], respectively. Further-
more, photonic systems emulating quantum spin Hall
[14–17] and quantum valley Hall [18–21] effects, which
preserve the time-reversal symmetry of the system, have
also been proposed. We note that for all the systems dis-
cussed above, the topological photonic properties could
be understood within the single-particle framework.
On the other hand, interacting topological phases
provide an exciting topic in condensed matter physics
[22] and in the context of photonics, the existence of
nonlinearity in many optical materials [23] provides a
unique platform to study interaction effects in topolog-
ical physics, which is expected to greatly expand our
understanding of topological photonic systems [24]. In-
deed, lattice edge solitons [25–27], nonlinear control [28]
and imaging [29] of photonic topological edge states,
traveling-wave amplifiers [30], topological insulator lasers
[31, 32], topological sources of quantum light [33], and the
potential to enhance harmonic generation [34–36] have
been demonstrated. Despite these important progresses
in understanding the nonlinear effects in topological pho-
tonic systems, achieving nonlinear frequency mixing –
one of the fundamental nonlinear optical processes – via
phase matching topological edge states is still largely un-
explored. Recently, we have studied four-wave mixing of
topological edge plasmons in graphene metasurfaces [37]
and second- and third-harmonic generation (SHG, THG)
in topological PhCs [38], using one-way edge modes sim-
ilar to quantum Hall states with external magnetic field.
Nevertheless, whether the above goal can be realized in
time-reversal symmetry-preserving topological photonic
systems without exploiting magneto-optical effects is still
an open question, which we aim to address here.
In this Letter, we demonstrate SHG in all-dielectric
PhCs, through nonlinear interaction of topological edge
modes within two different frequency bandgaps around
ω0 and 2ω0. Our implementation is based on the pho-
tonic quantum valley Hall effect and its associated valley-
Hall kink modes [18–21]. A key novelty of our work lies
in the design of two topological valley gaps hosting dou-
ble valley-Hall kink modes that can be phase matched to
achieve SHG. Importantly, unlike the case of one-way
edge modes [37, 38], in the current system one could
launch the fundamental wave along either directions of
the topological interface, thanks to the topology of the
valley-Hall kink modes, with second harmonic waves be-
ing generated both in the forward and backward direc-
tion due to the time-reversal symmetry of the system.
Moreover, a key feature of our system relevant to many
practical applications is that the amplitudes of these two
wave components can be readily tuned by varying the fre-
quency or the source chirality, a functionality that non-
topological nonlinear optics cannot provide.
The system.— For a proof-of-principle demonstration
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FIG. 1. Emergence of two valley gaps for SHG. (a) Schematic
of the system. (b) Unit cell of the PhC, containing two cylin-
ders of nonlinear material with radius r1, r2, dielectric con-
stant  = 12 and χ(2) = 10−21CV−2. (c) First Brillouin zone
of the PhC. (d) The existence of double Dirac points (marked
by red and blue dots) of the PhC at r1 = r2 = 0.2a. (e) The
same as in (d), but calculated for r1 = 0.18a and r2 = 0.22a.
(f) The frequencies of the two Dirac points in (d) vs. r0 when
r1 = r2 = r0. (g) The width of the two valley gaps in (e) vs.
δ, defined as r1 = r0 − δ and r2 = r0 + δ with r0 = 0.2a.
of the main ideas, we consider a 2D honeycomb PhC
made of dielectric cylinders with radius r1 and r2, as
per Fig. 1(a), whose unit cell and first Brillouin zone are
shown in Figs. 1(b) and 1(c), respectively. The cylinders
are made of nonlinear material with dielectric constant
 and second-order nonlinear susceptibility χ(2). In the
following, we use normalized frequency and momentum,
ω = ωa/2pic and k = ka/pi, with c the speed of light and
a the lattice constant. The transverse magnetic (TM)
modes of the honeycomb PhC possess Dirac points be-
tween the first and second bands [39, 40], a feature ex-
ploited for topological valley transport. However, Dirac
points at higher bands have been less studied. We show
in Fig. 1(d) the first six TM bands, determined using
BandSOLVE™[41], when r1 = r2 ≡ r0, from which one
can see the existence of double Dirac points, whose fre-
quencies as a function of r0 are shown in Fig. 1(f).
Dirac points in honeycomb PhCs are protected by
time-reversal and inversion symmetries and breaking ei-
ther of these two symmetries will gap them out. In-
stead of breaking the time-reversal symmetry as done
in [37, 38], here we focus on the all-dielectric implemen-
tation by breaking the inversion symmetry. This can be
done by using a unit cell containing cylinders with differ-
ent radius. We show in Fig. 1(e) the band structure of the
PhC with r1 = 0.18a and r2 = 0.22a, from which one can
see the gapping out of the Dirac points by forming valley
gaps. The effect of the inversion symmetry breaking can
be quantified by |r2 − r1|. We further show in Fig. 1(g)
the width of the two valley gaps when varying the ra-
dius difference. As can be seen, the second-harmonic gap
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FIG. 2. Topological properties of the two valley gaps. (a)
Phase winding behaviors of Ez at K and K
′ for the four bands
around the Dirac points in Fig. 1(d). (b) Berry curvature
distributions of band 2 and 5 (Berry curvatures of band 1
and 4 around K,K′ show opposite behaviors to band 2 and
5, thus not shown). The peak of Berry curvature at the Γ
point of band 5 is due to the band degeneracy between band
5 and 6 at Γ. In the simulations, a small cylinder difference
is used to gap out the Dirac points and we have checked the
integral of the Berry curvature around K and K′ gives ±pi.
(purple) with respect to the first valley gap (red) over-
laps significantly with the second valley gap (blue), thus
the two valley gaps (red and blue) can be used for SHG.
Topological properties of the valley gaps.— The two
valley gaps have a topological nature, namely edge states
could be induced according to the bulk-edge correspon-
dence principle. To show this, we present in Fig. 2 the
phase winding behavior of the electric field Ez, and the
Berry curvature distribution around the two valleys K
and K ′ [42–44]. Figure 2(a) shows that the phase wind-
ing behavior of Ez for the first valley gap between bands
1 and 2 is opposite to that of the second valley gap be-
tween bands 4 and 5. Moreover, they are opposite to each
other at the K and K ′ valleys for all the four bands.
The band topology is characterized by the Berry curva-
ture F(k) = ∇k×An(k), where An(k) = 〈unk|i∇k|unk〉
is the Berry connection with |unk〉 being the eigenmode of
the n-th band. The integral of the Berry curvature over
the first Brillouin zone modulo 2pi gives the Chern num-
ber and this integral is zero for systems with time-reversal
symmetry [9]. However, the Berry curvature can have
nontrivial local distributions around K and K ′, which
can be used to define the valley Chern number (±1/2).
From Fig. 2(b), one can see that the Berry curvature
distributions have opposite sign at K and K ′ and are
opposite for the first and second valley gaps, too. As we
will show later on, these features have important impli-
cations on the physical properties and interaction of edge
modes induced within the two gaps around K and K ′.
Emergence of chiral valley-Hall kink modes within the
two valley gaps.— According to the bulk-edge correspon-
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FIG. 3. Emergence of valley-Hall kink modes in the two valley gaps for SHG. (a) Band structure of a kink-type domain wall
interface separating two PhCs (with r1 = 0.2a, r2 = 0.23a) that are mirror symmetric to each other (see the inserts). Note
there are two types of interface, i.e., interface with bigger cylinders (red, left insert) and interface with smaller cylinders (blue,
right insert), and the corresponding kink modes within the gaps are colored accordingly. In each gap, four representative
states (a, b, c, d) and (A,B,C,D) are marked. (b) Electric field distributions of the two sets of states marked in (a). (c)
The time-averaged Poynting vectors of the two sets of states marked in (a). (d) Tuning the kink mode dispersion to achieve
phase matching for SHG, where the fundamental modes are shown in the second-harmonic gap by applying the transformation
(ω0, kf ) 7→ (2ω0, 2kf ). Along the arrow direction, r1 varies from 0.23a to 0.18a with step of 0.01a, whereas r2 = 0.24a.
dence principle, for an interface separating two bulk sys-
tems, if the difference of the topological invariants of the
bulk systems across the interface is nontrivial, interface
states will emerge inside the bulk bandgap. For our case,
if one PhC (I) is inversion symmetric to the other (II),
the two valleys will be transformed to each other, i.e.,
KI/K
′
I = K
′
II/KII . As the valley Chern number at K,
K ′ is ±1/2, as per Fig. 2(b), CIK/K′ = −CIIK/K′ = ±1/2
and consequently CIK/K′ − CIIK/K′ = ±1. This means
that at one valley there exists an interface mode with
positive group-velocity (GV) and another one with neg-
ative GV exists at the other valley. Importantly, as the
two valley gaps have opposite topologies, as per Fig. 2,
the emerging interface modes within the two valley gaps
at the same valley have opposite GV, a unique configu-
ration for achieving phase matching.
The band structure of a kink-type domain wall inter-
face is calculated and presented in Fig. 3(a). Note that
the two sets of kink modes (red and blue) correspond to
the two ways to construct the interface, see the insets of
Fig. 3(a). One can see that, the kink modes within the
two valley gaps indeed have opposite GVs (slopes) at a
specific valley. The field distributions of the two sets of
marked states within each gap are presented in Fig. 3(b),
which shows that while the distributions are symmetric
for the smaller cylinder interface, they are asymmetric
for the other. Also, we present in Fig. 3(c) the time-
averaged Poynting vectors of the marked states, showing
that these states have inherent chirality, which could be
used to excite the states unidirectionally [45, 46].
Furthermore, the unique feature of the emerging
valley-Hall kink modes within the two valley gaps, i.e.,
one dispersion curve is convex whereas the other concave,
provides an inkling that phase matching - a condition to
realize efficient SHG - could be conveniently achieved by
properly tuning the dispersion curves of the kink modes.
We show in Fig. 3(d) the evolution of the kink mode dis-
persion curves when changing the radius difference of r1
and r2. When increasing the radius difference, as indi-
cated by the arrow direction, the widths of the two val-
ley gaps increase and the dispersion curves move towards
higher frequencies. As we require the bandgaps to be rel-
atively large, such that on the one hand the field profile
of the kink modes is well confined around the interface
and, on the other hand, one can have a large frequency
window for tuning the phase matching, one expects to
achieve efficient SHG at large radius difference. From
Fig. 3(d), one can see that when the radius difference is
large, the dispersion curves of the fundamental and sec-
ond harmonic kink modes corresponding to the smaller
cylinder interface (top panel) move away from each other,
thus phase matching can not be realized effectively in this
case. Conversely, the dispersion curves corresponding to
the larger cylinder interface (bottom panel) well overlap
when the radius difference is large, which is ideal for ful-
filling phase matching requirements.
SHG via double valley-Hall kink modes.— For conve-
nience of illustrating the SHG, we present both the fun-
damental and second-harmonic kink modes in the second
valley gap, see Fig. 4(a). A complication in the current
all-dielectric PhC structure stems from the fact that, as
the system has time-reversal symmetry, at each frequency
there are two kink modes (corresponding to the two val-
leys at K and K ′) for both the fundamental and the
second-harmonic components. Although one can excite
the fundamental wave unidirectionally exploiting the in-
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FIG. 4. SHG via double valley-Hall kink states. (a) Dispersion curves used for the SHG (from bottom panel of Fig. 3(d) at
r1 = 0.19a, r2 = 0.24a). The shaded grey area is occupied by the bulk modes whereas the light blue indicates the frequency
matching window. (b) Simulated field intensities of the fundamental (E1) and second-harmonic (E2) waves at the frequency
marked by the blue line in (a). The fundamental wave is excited unidirectionally via a chiral source, which is realized by six
dipoles with phase winding in the simulations. (c), (d) Fourier transform (normalized) of the fields E1 and E2 in (b). (e) The
forward-to-backward ratio (η) of the generated second-harmonic waves vs. frequency determined from the amplitudes of the
peaks at k¯−s and k¯
+
s in (d). (f) Extracted dispersion curves from the peaks of |E˜k1 | and |E˜k2 | in (c-d) compared to the dispersion
curves of (a). (g) Extracted |∆k¯| from the peaks of |E˜k2 | in (d) compared to that obtained from the dispersion curves of (a).
herent chirality of the kink modes, e.g., by using sources
of either right- or left-circularly polarized light, gener-
ally the generated second-harmonic waves will have both
forward- and backward-propagating components. A typ-
ical example is shown in Fig. 4(b), where the three kink
modes participating in the nonlinear process and the fre-
quency are indicated in Fig. 4(a) by dots and the blue
line, respectively. While the fundamental wave at k¯f is
launched unidirectionally towards right (with the source
marked by the arrow), from the field intensity of the har-
monic wave |E2|, one can see that indeed both forward-
and backward-propagating waves are generated.
Due to the interference between the forward- and
backward-propagating components generated at the sec-
ond harmonic, it is not easy to extract information di-
rectly from the real-space field distributions presented in
Fig. 4(b). Therefore, to analyze more quantitatively the
SHG process, we perform the Fourier transform of the
fields E1 and E2 in Fig. 4(b) and present the results in
Fig. 4(c-d). In particular, the peak of |E˜k1 | corresponds
to k¯f as the fundamental wave is excited unidirectionally.
Interestingly, we can see three peaks in the spectrum of
|E˜k2 |, two of which correspond to k¯−s and k¯+s , i.e., the
forward- and backward-propagating waves at the second
harmonic are generated due to their nonlinear interaction
with the fundamental wave at k¯f . From the amplitudes
of the peaks located at k¯−s and k¯
+
s , we can observe that
the forward component with k¯−s is much more strongly
exited due to the smaller wavevector mismatch; the cor-
responding forward-to-backward ratio (η) of the gener-
ated second-harmonic waves as a function of frequency
is show in Fig. 4(e). This analysis also reveals a key fea-
ture of the SHG process, namely that the ratio η can be
varied simply by tuning the source frequency, a unique
functionality that non-topological nonlinear optics does
not provide. Moreover, we have verified that the oscilla-
tion period λp in Fig. 4(b) indeed relates to k¯f and k¯
−
s
through λp = 2pi/|∆k¯| with ∆k¯ = 2k¯f − k¯−s − 2.
To further confirm that the waves participating in the
SHG process corresponding to the full-wave simulations
presented in Fig. 4(b) are indeed those suggested by the
eigenmode calculations, we scan the excitation frequency
[blue line in Fig. 4(a)] from the bottom of the frequency
matching window to its top and present in Fig. 4(f)
the extracted kink mode dispersions together with those
shown in Fig. 4(a). The excellent agreement demon-
strates that the SHG observed in the full-wave simula-
tions is indeed due to the nonlinear coupling of the kink
modes located in the two valley gaps. Figure 4(g) further
shows the extracted wavevector mismatch ∆k¯ from the
peaks of |E˜k2 | compared to that obtained from the eigen-
mode dispersion curves in Fig. 4(a). One can again see
a good agreement considering possible finite-size effects
and different algorithms used in the full-wave simulation
and the eigenmode calculation.
Conclusion and outlook.— In conclusion, we have
demonstrated tunable bi-directional SHG via nonlinear
interaction of topological valley-Hall kink modes within
two valley gaps in all-dielectric PhC structures. The
ideas presented here could be extended to other nonlinear
5optical processes, e.g., third-harmonic generation or four-
wave mixing. Implementing nonlinear frequency mixing
processes using quantum spin Hall edge modes [17] rather
than quantum valley Hall modes as done in the current
work could also lead to new physics. Moreover, one could
explore whether other platforms, such as waveguide ar-
rays [47] and coupled resonators [13], could be equally
exploited to achieve similar nonlinear topological physics
to these observed in the current setup.
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