The discrepancy between estimates of the Hubble Constant (H 0 ) measured from local (z 0.1) scales and from scales of the sound horizon is a crucial problem in modern cosmology. Peculiar velocities of standard candle distance indicators can systematically affect local H 0 measurements. We here use 2MRS galaxies to measure the local galaxy density field, finding a notable z < 0.05 underdensity in the SGC-6dFGS region of 27 ± 2 %. However, no strong evidence for a 'Local Void' pertaining to the full 2MRS sky coverage is found. Galaxy densities are used to measure a density parameter, ∆φ +− , which acts as a proxy for peculiar velocity (v pec ) by quantifying density gradients along a line-of-sight. ∆φ +− is found to correlate strongly with local H 0 estimates from Union 2.1 Type Ia SNe (0.02 < z < 0.04). Density structures on scales of ∼ 50 Mpc are found to correlate most strongly with H 0 estimates in both the observational data and in mock data from the MDPL2-Galacticus simulation. Interpolating SNIa H 0 estimates to their ∆φ +− = 0 values, we can correct for the effects of density structure on the local H 0 estimates, even in the presence of biased peculiar velocities. For these particular observational data, we reveal a < 0.1km s −1 Mpc −1 difference in the sample mean estimate compared to the value uncorrected for peculiar velocities. Our best estimate is then 74.9 km s −1 Mpc −1 . Using the mock data, the systematic uncertainty from these peculiar velocity corrections is estimated to be 0.3 km s −1 Mpc −1 . The dominant source of uncertainty in our estimate instead relates to Cepheid-based calibrations of distance moduli (1.7 km s −1 Mpc −1 ) and SN photometry (0.7 km s −1 Mpc −1 ).
INTRODUCTION
The Hubble Constant at the present-epoch (H 0 ) parameterises the current rate of expansion of the Universe. A knowledge of the precise value of H 0 is crucial to Λ-CDM simulations and their extensions, to our description of the present-day Universe and to predictions of its ultimate fate.
A key problem in modern day cosmology is the persistent tension between measurements of H 0 when probed on different scales. Using measurements of anisotropies in the cosmic microwave background (CMB) and calibrating using a Λ-CDM cosmology, the Planck Collaboration et al. 2018, henceforth, P18, obtain the most stringent estimate of H 0 from the physics of the sound horizon to date, finding H 0 = 67.36 ± 0.54 km s −1 Mpc −1 . Alternatively, measurements of H 0 on local scales of our Universe find larger values of H 0 (Riess et al. 2016 (Riess et al. , 2018b . Riess et al. (2019, henceforth, R19) , using Large Magellanic Cloud (LMC) Cepheids There exists in the literature debated evidence for a 'Local Void', or under-density at our location in the Universe. The contrast and isotropy of such an under-density is actively debated using various phenomena, including SNeIa (Zehavi et al. 1998; Jha et al. 2007; Conley et al. 2007 ), clusters (Giovanelli et al. 1999; Hudson et al. 2004; Böhringer et al. 2015) and galaxies (Shanks et al. 1984; Huang et al. 1997; Ratcliffe et al. 1996; Busswell et al. 2004; Keenan et al. 2013) to probe the local density. Whitbourn & Shanks (2014, henceforth, WS14) find a particularly significant galaxy under-density, most prominent in the direction of the 6dFGS South Galactic Cap region in which a deficit of ∼ 40 % is estimated for z < 0.05. This region has been cited as underdense independently from the galaxy samples of the 6dFGS Redshift Survey (Busswell et al. 2004 ) and 2MASS (Frith et al. 2003) .
The above studies probe the density on a regional basis, and a stem of this debate is whether the local under-density found in numerous works would persist across the full sky (Shanks et al. 2018 (Shanks et al. , 2019 Riess et al. 2018c,a; Kenworthy et al. 2019) . Recent work from Böhringer et al. (2019) finds a local X-ray cluster underdensity which pertains to the full sky. The existence of such an isotropic void would be expected to induce a bias towards peculiar velocities away from the observer, typically increasing local H 0 estimates away from the true value. Whilst past studies have attempted to calculate the expected error in H 0 estimates from the measured density contrast (see, e.g. Shanks et al. 2019) , estimating the offset from the true H 0 often relies on a modelling of the void (Enqvist & Mattsson 2007; Kenworthy et al. 2019) .
In the present work, we first attempt to form an independent, near-full sky picture of the local galaxy density field for comparison with previous studies. We then introduce a method for the empirical estimation of peculiar velocities using the galaxy density field. To bypass assumptions related to the geometry of the Local Void, we instead directly search for correlations between the density field and SNIa H 0 estimates. In doing so, we demonstrate that peculiar velocities are more tightly linked to gradients in the density field along the SN LOS, than to the absolute density of the SN region. Ultimately, we are able to quantify the effects of the galaxy density field on the local H 0 estimate.
The structure of the present work is as follows: Section 1.1 presents the Hubble constant estimator used in this study. Section 2 outlines the data sets used. Section 3.1 presents the methodology and results for the calculation of the local galaxy density field. Section 4.1 then discusses the application of the aforementioned H 0 prescription to a sample of SNeIa. We then introduce a density parameter using our galaxy density field, which is designed to act as a proxy for peculiar velocity. We test correlations of this parameter with our aforementioned SNIa H 0 estimates. In Section 4.1.3 we repeat our analyses using mock data to compute a mock density field where line-of-sight velocities are known, in order to test our observational results and assess sources of uncertainty in the observations. Finally, Section 4.2 presents final estimates of a local H 0 measurement, showing any effects of the galaxy density field, as well as other systematics, on the cosmological parameter.
Estimator for the locally-derived Hubble constant
In this paper, the estimator for the measured Hubble constant is given by
where the terms with subscript 'fid' correspond to the fiducial cosmology applied to calculate distances as a function of z cmb , and D L,est is the estimated luminosity distance of the standard candle. The CMB-frame redshift is given by 1 + z cmb = (1 + z helio )(1 + z sun,comp ) = (1 + z cos )(1 + z pec ) ,
where z sun,comp is from the component of the Sun's motion toward the source in the CMB frame, with z sun = 0.00123 (Lineweaver et al. 1996; Fixsen 2009) , and the other subscripts refer to the heliocentric, cosmological and peculiar redshifts of the observed source.
If we define the velocity v = c ln(1 + z) (more useful and accurate than the historical cz, Baldry 2018), a straightforward and transparent approximation for D C , comoving distance, can be obtained using the usual deceleration parameter (q 0 ) (see Appendix A). From Eq. 1, and assuming D L = D C (1 + z cmb ) (strictly it should be the observed redshift used to account for wavelength and arrivaltime stretching), the Hubble constant estimator can be written as
with v cmb = v cos + v pec . From this, the effect peculiar velocities and choice of fiducial cosmology have on the estimated Hubble constant is evident. Sources of uncertainty for estimating the Hubble constant include: (i) calibration of the standard candle scale, (ii) photometric measurements, (iii) bandshifts (k corrections), (iv) evolution, (v) differences between the true cosmology and the fiducial cosmology, and (vi) peculiar velocities. Any systematic uncertainty from the first two is generally independent of redshift, while the uncertainty from the cosmology (or bandshift or evolution) increases approximately proportional to v cmb . The uncertainties from peculiar velocities are approximately proportional to 1/v cos because v cmb = v cos (1 + v pec /v cos ). Figure 1 illustrates the differences in the H 0 estimate arising from redshift-dependent uncertainties. The impact of peculiar velocities, in particular any non-zero average, pushes one to measure H 0 at v cos > 20000 km/s. However, in order to limit the degeneracy with q 0 and uncertainties that scale proportional to v cos , it would be useful to measure H 0 at lower recessional velocities. Either way, it is important to control for any systematic peculiar velocity offsets in the standard candle sample. It is the aim of this paper to test and account for peculiar velocity biases.
DATA
In order to quantify the effects of the galaxy density field on SNIa peculiar velocities, and hence on local H 0 measurements, we use 3 key data sources:
(i) The 2MASS Redshift Survey: our galaxy sample with which to measure the galaxy density field must have redshifts and cover a large solid angle on the sky, in order to minimise biases due to cosmic variance. As such we utilise the 2MASS Redshift Survey (2MRS) from Huchra et al. (2012) , built from the Extended Source Catalogue (XSC) of the 2-Micron All-Sky Survey (2MASS) (Skrutskie et al. 2006) . The result is a galaxy redshift sample of 44,599 galaxies with m K 11.75 mag (henceforth, the K-band magnitude refers to the extinction-corrected 2MASS isophotal Vega magnitude measured in an elliptical aperture defined at 20 mag/sq.arcsec) and with |b| 5 • (|b| 8 • for 330 • < l 30 • , i.e. towards the Galactic bulge), giving 97.6% completeness within these limits (Huchra et al. 2012) , i.e. away from the Zone of Avoidance (ZoA). This high completeness coupled with redshift information allows the construction of a 3-dimensional picture of the local galaxy density field.
(ii) The Union 2.1 SNIa Compilation: to test for correlations of the local galaxy density field with H 0 measurements from SNeIa, we use data from the Union 2.1 SN Compilation (Suzuki et al. 2012) . This sample compiles photometry and spectroscopic redshifts for 579 SNeIa from 19 individual data sets (as listed in Suzuki et al. 2012) with the primary aim of forming a large sample able to constrain cosmological parameters. In the present work we ultimately utilise 67 SNeIa from the Union 2.1 compilation over the redshift range 0.02 < z < 0.04; the redshift space for which our galaxy density field is best constrained, as discussed in Section 4.1.2.
(iii) The MDPL2-Galacticus Simulation: to test for the effects of sample volume and sample size on the strength of correlations of SNIa H 0 estimates with the density field, we will repeat our analyses using the mock data products of MDPL2-Galacticus, from Knebe et al. (2018) , produced by running the Galacticus semi-analytical code (Benson 2012) on the MultiDark Planck 2 (MDPL2) hydrodynamical simulation (Klypin et al. 2016) . Details are described in Stoppacher et al. (2019) and in the above works, but to summarise: the result is a 1 h −3 Gpc 3 box containing 3840 3 Dark Matter particles, whose SDSS ugriz luminosities are traced over cosmic time. In the present work, we make use of the z = 0 redshift snapshot, using corresponding z-band galaxy luminosities to impose a detection-limit on the galaxy sample, in order to construct mock galaxy density field, used for comparison with the 2MRS K-band observational counterpart. The dashed line indicates the flux limit as a function of redshift. Number densities as a function of redshift will be corrected to the number expected with L K > 10.5 (see text for details). L K = 10.5 is marked with the dotdashed horizontal line.
METHODOLOGY

Measuring the 2MRS Galaxy Density Field
The K-Band Galaxy Luminosity Function
As discussed in Section 1, we aim to quantify the effects of the galaxy density field on SNIa peculiar velocities, and hence, on the local value of H 0 . We therefore proceed to construct the galaxy density field from the 2MRS Galaxy Catalogue.
This catalogue is flux-limited at m K 11.75. As a result, we require a knowledge of the galaxy luminosity function from which to estimate the completeness of the sample as a function of redshift. Correcting for this completeness above a chosen luminosity value yields estimates of volume-limited number densities with redshift. We choose this minimum luminosity boundary to be L K = 10.5 (where L K here and henceforth refers to the luminosity in logarithmic units of the solar K-band luminosity quoted by Cohen et al. 2003) . This gives volume-limited number densities for z 0.02, and is chosen as a trade-off between the maximisation of statistics whilst limiting reliance on the completeness estimation method. The K-band luminosity distribution of the sample as a function of redshift is shown in Figure 2 .
To improve the accuracy of the nearby galaxy density field, for which peculiar velocity is most troublesome for the determination of galaxy position, we replace the 2MRS redshift in 2 cases: firstly, if the galaxy is matched within 5 and 150 kms −1 of a galaxy from the Updated Nearby Galaxy Catalogue of Karachentsev et al. (2013) , we utilise this catalogue distance. Secondly, if galaxies are matched within 0.5 of a member of the Extended Virgo Cluster Catalogue (EVCC) (Kim et al. 2014 ), a distance of 16.5 Mpc is assumed. If either case applies, we compute and use the redshift implied from the comoving distance via a 737 cosmology (H 0 = 70, Ω m = 0.3, Ω Λ = 0.7). Henceforth, the 'fiducial cosmology' means 737 unless explicitly noted.
Galaxy K-band luminosities are calculated using Equation 4, where M K, is the solar K-band Vega-mag absolute magnitude of Figure 3 . The 0.02 < z < 0.04 K-band luminosity distribution, shown in blue. The dashed line shows the best-fit single-Schechter luminosity function to the data for L K > L min (z = 0.04), where L min (z = 0.04) is the minimum luminosity observable for galaxies in this redshift range due to the survey flux limit, i.e L K + (m K − 11.75)/2.5, shown as the dotted line. The dot-dashed line corresponds to L K = 10.5 (see Figure 1 ). 3.28, and k(z) is the k-correction computed as k(z) = −6.0 log(1 + z hel ) following Kochanek et al. (2001) .
To estimate the K-band luminosity function, we employ the parametric maximum-likelihood method of Sandage et al. (1979, henceforth, the STY method) . The method is well-described in the literature, (see, e.g. Loveday et al. 1992 ), but in short, we first assume that the galaxy luminosity distribution is well-described by a single-Schechter function (Schechter 1976) . We estimate the probability of observing a galaxy of a given luminosity at a given redshift. The single-set of Schechter function parameters L * (the 'knee') and α (the faint-end slope), which maximises the product of these probabilities over the entire galaxy sample is our best maximumlikelihood estimate.
The best-fit Schechter function parameters are then used to compute the integrated number density above the luminosity corresponding to the flux-limit at a given redshift. The ratio of this number to the integrated number with L K > 10.5, yields the completeness at this redshift. For demonstrative purposes, Figure 3 shows the broader redshift range of 0.02 < z < 0.04, showing that the maximum-likelihood Schechter function fits well the observed luminosity distribution for L K 11.1; the luminosity corresponding to the flux limit at the upper redshift of z = 0.04. Note also that the binned data and Schechter fit deviate below this completeness limit. For this broad redshift range, the STY method finds that likelihood is maximised using Schechter parameters of [L * , α] = [10.973, −0.905]. Figure 4 shows the redshift evolution of the best-fit values of these Schechter parameters. In redshift bins of width 0.01, likelihood values as a fraction of the maximum likelihood for each bin are assessed as a function of L * and α. 1.8σ and 1.9σ separations in L * and α, respectively, are found for 0 < z < 0.01 when compared with 0.01 < z < 0.02. Comparing the latter bin with the We conclude that consistency is found within 2σ for the parameter values and hence adopt a fixed α value for the full redshift range. We use the value corresponding to the inverse-squared error weighted (henceforth, error-weighted) mean over all redshift bins out to z = 0.1, of α = −0.99.
A correct assessment of luminosity versus redshift is crucial to analyses of the local density field. A lack of correction for this effect may result in an over-estimation of galaxy number densities which would worsen with increasing redshift. Such a slope to galaxy number density could lead to an over-estimate of the local outflow, which would lead to an under-estimation in local H 0 estimates.
Repeating the Schechter fit determination as a function of redshift but with a fixed α value, we quantify the positive trend of L * with redshift, shown in Figure 5 . The blue-dashed line shows the error-weighted regression fit, equating to L * = 1.080(z − 0.03) + 10.973, which has a Spearman rank correlation coefficient (r s ) of 0.558 and a p-value (p) of 0.001. Provided the assumption that α does not evolve significantly out to at least z = 0.1 is valid, we have established strong evidence for a trend of L * with redshift.
An indication of expected luminosity evolution is shown as the red dashed line by connecting the inferred K-band L * value of Kochanek et al. (2001) Beare et al. (2019) whom adopt α = −1.00. Our trend of L * with redshift is consistent with estimates of luminosity evolution found in the literature.
We next correct galaxy luminosities for evolution as a function of CMB-frame redshift, such that the evolution-corrected luminosity, L K , is given by
The sample is now re-selected with L K > 10.5. 
Regional Galaxy Densities
With galaxy luminosities corrected for evolutionary effects, the luminosity function is well-approximated by the same single-Schechter function for the full redshift range (0 < z < 0.1), with parameters [L * , α] = [10.97, −0.99]. The sample completeness as a function of redshift, C(z), is estimated using Equation 5, where L min is the maximum of 10.5 and L K + (m K − 11.75)/2.5 + δ L . Completeness as a function of redshift is shown in Figure 6 .
The inverse of C(z), w N , weights the galaxy counts. The volume-limited number density of galaxies in a redshift shell is estimated using Equation 6 where w N is the sum of weights cor-responding to galaxies within the shell, and V is the shell volume, dependant on the solid angle spanned by the survey region: Figure 7 shows in the top panel galaxy number densities as a function of CMB-frame redshift for the sky coverage of 2MRS, equating to a ∼ 91% coverage of the sky (see Section 2). Number densities are quoted in logarithmic units of the global density, φ global , itself calculated in the present work as the error-weighted density across the redshift range, with a value of 10 −2.49 Mpc −3 bin −1 , using redshift bins of width 0.002. Poisson errors are shown, demonstrating the well-constrained nature of density structure out to at least z ∼ 0.08. For the full 2MRS coverage, our z < 0.05 integrated under-density equates to only 6 ± 1%. As such we find no strong evidence for a void pertaining to the whole sky.
As a comparison with previous studies of the galaxy density field, we calculate densities for the regions of NGC-SDSS (150
, regions of focus in WS14, who also utilise 2MASS photometry, coupled with redshifts from SDSS and 6dFGS for the 2 regions, respectively. Their densities are plotted as the grey filled regions in the bottom 2 panels of Figure 7 , along with our results. Also plotted are the REFLEX-II/CLASSIX cluster densities from Böhringer et al. (2015 Böhringer et al. ( , 2019 .
A comparison of densities between the 2 galaxy density studies shows good consistency for the NGC-SDSS region. We obtain a z < 0.05 NGC-SDSS under-density of 8 ± 3%. WS14 found their largest under-densities in the SGC-6dFGS region. For z < 0.05 they obtain a 40 ± 5% integrated under-density in this region. We find a z < 0.05 SGC-6dFGS underdensity of 27 ± 2% (Poisson error only), which is a 2.4σ tension.
In light of this discrepancy we test our density measurements for the effects of our assumptions for the luminosity function, used to correct for L K > 10.5 galaxy incompleteness beyond z ∼ 0.02. We find that a deviation in the Schechter function slope of α = 0.1 either side of the adopted α = −0.99 produces only a 3% deviation to the z < 0.05 integrated density, and as such cannot be the main source of the discrepancy. Note also that Figure 7 shows our SGC result deviates most from the WS14 result for z < 0.02, the redshift range for which the sample is complete for L K > 10.5, i.e. where no density corrections are required.
Comparing to other recent results in the literature, Jasche & Lavaux (2019) use physical Bayesian modelling of the non-linear matter distribution and find no clear evidence for an under-density in the direction of the SGC-6dFGS region, with an under-density of 3 ± 11%. Böhringer et al. (2015) find a REFLEX-II cluster underdensity in the SGC-6dFGS region of 55 ± 10%. Cluster bias is well-known to exaggerate voids and this is clear from Figure 7 . Correcting for cluster bias they deduce a z < 0.05 under-density comparable with that of the present work, of 20 ± 8%.
To summarise, we find a lower amplitude 'Local Void' than in the WS14 study. Nevertheless, the vast majority of the WS14 density structure is reproduced across the redshift range. Notable density structures include the void in the direction of NGC-SDSS centred on z ∼ 0.015 , with a density ∼ 0.5φ global , as well as the overdensity on smaller scales (z ∼ 0.004) in the same sky direction, of order 10 times that of the global density. Such density structures would be expected to be consequential for the peculiar velocities of SNeIa in these regions (see, e.g. Peebles 1980; Clutton-Brock & Peebles 1981) , as discussed in Section 4.1. We conclude our analysis of the galaxy density field versus redshift by noting that whilst we see significant under-densities in the local Universe in the directions of NGC-SDSS and SGC-6dFGS, we find no evidence of a significant void pertaining to the whole sky.
RESULTS & DISCUSSION
A proxy for peculiar velocity from the galaxy density field
Equation 1 shows that the local H 0 estimate inferred from a standard candle depends directly on the velocity of the object in the frame of the CMB. This velocity is the sum of components due to the expansion of the Universe (v cos ), and any peculiar velocities (v pec ). Hence, local H 0 estimates depend not only on cosmological expansion but also on v pec as demonstrated in Figure 1 .
In Section 3.1.2 we presented galaxy number densities as a function of redshift, but for the next stage of our analysis we require a knowledge of the 3-dimensional galaxy density field. As mentioned in Section 1, the observed peculiar velocity is the lineof-sight (LOS) component of solely gravitationally induced motions on these scales. But it is not only the absolute density in a SNIa region that determines its peculiar velocity, but also the density gradient along the LOS (see, e.g. Peebles 1980; Lahav et al. 1991) .
We require a density parameter which captures this LOS density gradient. This is achieved by measuring the density around the SN region in 2 hemispheres: one between the SN and observer relative to the LOS (φ − ), and one beyond the SN (φ + ). The parameter ∆φ +− is then the density offset computed via Equation 7. Our aim is to test correlations of H 0 estimates with ∆φ +− .
The strength of the density gradient signal is determined by the radius, R, of these hemispheres. We estimate empirically whether H 0 estimates correlate most strongly with ∆φ +− on a particular scale. This density signal may also be affected by the way in which density is smoothed over the hemispheres: that is, how galaxy density is weighted as a function of distance from the SNIa. This is because we need to use the redshift-inferred distances for the majority of galaxies in the sample and because we only sample the density field using galaxies above the survey flux-limit, and so have to weight the observed galaxies as a function of redshift. We choose to adopt a Gaussian weighting, decreasing with separation from the SN. We will determine empirically if a particular value for the standard-deviation in the Gaussian function, σ, maximises the correlation with local H 0 measurements.
To determine the contributions of galaxies to φ + and φ − , galaxy and SN positions are first converted into 3-dimensional Cartesian coordinates using RA, Dec, and comoving distance derived from CMB-frame redshift using the fiducial cosmology. Let η be the cosine of the angle between the path from a galaxy to the SN and the LOS to a SN. Objects within a distance R of the SNIa contribute to φ + when η > 0, and to φ − otherwise. Next, if we define a function γ such that γ = 1 when η > 0 and γ = −1 when η < 0, a galaxy i contributes to the ∆φ +− value about a SN position in accordance with Equation 8. As such, contributions are Gaussian-weighted according to a standard deviation σ according to galaxy separations from the SN, as discussed.
4.1.1 Cepheid re-calibration of SNIa distance moduli
With ∆φ +− determined for each SNIa position, we next require an estimation of H 0 in each case. The Union 2.1 procedure for the calculation of SNIa distance moduli uses the SALT2 light-curve fitting technique :
Here, m max B is the B-band magnitude at maximum light, x 1 is the deviation from average SNIa light-curve shape, c is the deviation from average (B − V) SNIa colour at maximum light, and P M true < M threshold is the probability that a SN host galaxy is less massive than a threshold mass of 10 10 M . The values [α, β, δ, M B ] are nuisance parameters, which in Suzuki et al. (2012) equate to [0.121 ± 0.007, 2.47 ± 0.06, -0.032 ± 0.031, -19.321 ± 0.030]. We will show in our results an example H 0 estimate when using these parameters for the calculation of SNIa distance moduli (µ u,s ). However, for the remaining results of the present work, we recalibrate the distance moduli using the Cepheid sample of Riess et al. (2016) . In doing so, we may be able to isolate the effects of distance ladder calibrations on the local H 0 estimate from the effects of the density field. Riess et al. (2016) list a sample of 19 SNIa host galaxies for which a Cepheid distance is known. We aim to use the mean offset between SN (µ r,b ) and Cepheid (µ r,ceph ) distance modulus to infer distance corrections for the Union 2.1 SNIa sample. Distance moduli for SNe in Riess et al. (2016) are also computed using the SALT2 light-curve fitting technique, but using the nuisance parameters found by Betoule et al. (2014) 
Accounting for uncertainties in all SN and Cepheid photometry as well as the uncertainty in the SALT2 nuisance parameters, the MC mean correction to a Union 2.1 SN distance modulus after recalibration on Cepheid distances is µ u,recal − µ u,s = −0.150 ± 0.039. Using the fiducial cosmology to calculate H 0 measurements via Equation 1, this distance re-calibration leads to a large average increase to H 0 measurements of 5.00 km s −1 Mpc −1 . Whether we ultimately see a dramatic influence of peculiar velocities on the H 0 estimates or not, it is clear that a precise calibration of SNIa photometry is crucial to local estimates of the Hubble constant. With both H 0 and ∆φ +− estimates for each SNIa, we show the dependence of local H 0 measurements on this density gradient parameter, in Figure 8 . Hereafter, when utilising the Union 2.1 SNIa sample, we use SNe with redshifts in the range 0.02 < z < 0.04, as this redshiftrange meets several criteria: the full-sky density in this redshiftrange is stable about the global density, with well-constrained uncertainties, and yet shows significant structure as a function of sky position (see Figure 7) ; the best-fit Schechter function parameters required to infer the density field are best-constrained in this redshift range, and the reliance of densities on estimates of sample completeness is limited (see Figure 6 ); the 2MRS sample size is large in this redshift range, with 90 SNeIa meeting this redshift selection criterion (51% of the Union 2.1 sample); and finally, we expect density gradients to control H 0 estimates in this redshift range (see Figure 1 ), but we want to use z < 0.04 to minimise the dependence on uncertainties that scale with recession velocity.
In Figure 8 , the 6 panels show the differing strength of correlation of H 0 estimates with ∆φ +− , as the sphere radius, R, and the density smoothing length, σ, are varied. For each SN, if the sphere overlaps with the ZoA, the SN is removed from the sample. This helps prevent biases due to survey edge effects. In each panel, the error-weighted regression line is calculated, and the corresponding r s and p are shown. We find that the maximum significance of correlation between H 0 estimates and ∆φ +− arises for [R, σ] = [50 Mpc, 50 Mpc], with [r s , p]=[0.223, 0.069]. Therefore, for the remainder of the present work, when referring to ∆φ +− , we are using [R, σ] = [50 Mpc, 50 Mpc] for its calculation. This result suggests that peculiar velocities are driven primarily by supercluster scale structure. In Section 4.1.3 we investigate and discuss this suggestion in more detail. Note that the removal of SNe within 50 Mpc of the ZoA, reduces the sample from 90 to 67 SNeIa.
We also investigate alternative prescriptions for our density parameter. We test correlations of the resultant density parameter with H 0 estimates arising when using an inverse squared weighting with separation. The observed peculiar velocity results from the net line-of-sight component of the gravitational force, and so an inverse squared weighting is expected to be most appropriate.
We also test the effects of modifying the weights to also account for the luminosity of the galaxies, assuming that luminosity traces the galaxy mass. However, both of these prescriptions for the density parameter are found to correlate more weakly with H 0 estimates than a Gaussian-smoothed number-density based calculation. This is likely due to the uncertainty in estimating the total (stellar + halo) galaxy mass from the luminosity. An overweighting of individual galaxies can lead to a catastrophic miscalculation of the peculiar velocity proxy.
We test whether Winsorization (Hastings et al. 1947 ) helps to improve the significance of our correlations. We expect that when using a separation-wise weighting to galaxy density, a Windsorization of small separations will improve the significance of our H 0 vs ∆φ +− correlations, due to positional uncertainties. We find that Windsorizing separations below 10 Mpc maximises our correlation, with the Gaussian-smoothed number-density based calculation again yielding the tightest correlations with H 0 estimates. This is the prescription shown in Figure 8 . Thus we utilise this prescription with [R, σ] = [50 Mpc, 50 Mpc] for the remaining results of this work.
It was highlighted in Section 4.1 that over-or under-density alone does not always result in significant peculiar velocities, and that galaxies at a density peak or trough, may experience a small net force upon them and hence a small peculiar velocity. This is demonstrated using ∆φ +− (using [R, σ] = [50 Mpc, 50 Mpc]), in Figure 9 , which shows the parameter as a function of sky position in Galactic co-ordinates. In each panel, the same process for calculating ∆φ +− around SNIa positions is applied to the whole sky, for different tomographic slices through the density field, at various steps of v cmb = c ln (1+z cmb ).
Referring back to Figure 7 , we saw a significant underdensity centred on z cmb ∼ 0.015, in the NGC-SDSS region. This redshift corresponds to a recession velocity in the CMB-frame of ∼ 4000 km s −1 . Note then, that in Figure 9 , ∆φ +− is close to zero in the v cmb = 4000 kms −1 panel. On the other-hand, at the redshifts corresponding to the 2000 km s −1 and 6000 km s −1 velocity slices, (0.007 and 0.020, respectively), objects are expected to be flowing away from the trough of under-density towards the over-dense peaks at z ∼ 0.003 and z ∼ 0.024. This causes measurable effects on the values of ∆φ +− in the NGC-SDSS region, seen in Figure 9 , with significant blueshift and redshift in the v cmb = 2000 and v cmb = 4000 km s −1 panels, respectively. This demonstrates how ∆φ +− is able to capture expected peculiar velocity information due to density gradients.
Another notable structural influence is the Perseus Cluster, Note that in Figure 8 , the mean value of ∆φ +− lies close to zero, implying that the 0.02 < z < 0.04 Union 2.1 SNIa sample is minimally biased in the sign of peculiar velocities. We also saw that ∆φ +− is correlated with locally inferred H 0 measurements. However, with the most statistically significant correlation carrying r s = 0.223 (and p = 0.069), the significance of such a correlation could be questioned. As a result, we next turn to mock data from the MDPL2-Galacticus simulation (Knebe et al. 2018 ) in order to test, firstly, whether trends of H 0 estimates with ∆φ +− are consistent with the observations; secondly, whether the strength of correlation is limited by the ability of ∆φ +− to capture peculiar velocity information, or instead by observational photometric uncertainties, not present in the models; and finally, what the cosmic variance is in the ∆φ +− distribution, given our access to arbitrary observer positions. As discussed in Section 2, we utilise a 1 h −3 Gpc 3 box with 3840 3 dark matter particles traced to the current epoch, using the z = 0 redshift snapshot. Each particle has 3-dimensional positions ( r) and velocities ( v). We then use the particles' mock z-band stellar luminosities to impose a detection-limit. L z is here defined as the logarithm of the luminosity in units of 4.4659e13 W Hz −1 . The limit is then set to L z = 8.843 such that global 'galaxy' density matches the global L K > 10.5 density found for the 2MRS galaxy sample.
To calculate ∆φ +− and local H 0 measurements from the mock data, the observer's position in the 1 Gpc box is randomised, and the particle coordinates are redefined such that the observer lies at the origin. Next, galaxies lying at redshifts 0.02 < z < 0.04 from the observer, are selected at random as SNIa hosts.
Peculiar velocities relative to the observer for all galaxies above the mock flux limit, including the SN hosts, are calculated as follows:
Galaxy redshifts due to cosmic expansion (z cos ) are inferred using the comoving distances D C = | r| associated via the fiducial cosmology. Mock observed redshifts (z cmb ) are then calculated using:
H 0 estimates from the SNe are obtained using a modification of Equation 1:
Thus, the estimated Hubble constant only differs from the fiducial input because of peculiar velocities. ∆φ +− is finally calculated about the CMB-frame redshift-inferred SN positions, as for the observational data, using the resultant mock density field. Figure 10 shows r s values corresponding to linear fits of H 0 to ∆φ +− , where each fit is to 1000 random SN positions from the simulation. Values of 5 < R < 200 Mpc are sampled, in equal logarithmic steps. In black, mock-observed galaxy redshifts were used to produce the galaxy density field, to test for the effects of redshift space distortions on correlations. SNe with 0.02 < z < 0.04 were chosen to match the observations. r s is shown as a function of sphere size, R, within which ∆φ +− is calculated. The solid black line shows ∆φ +− when all galaxies contribute equally to the density. We observe that the maximum correlation of H 0 vs ∆φ +− comes for R ∼ 50 Mpc. Using a weighting of density contributions such that σ = 50 Mpc, we see that the significance of the correlation is marginally improved by maximising the sphere size at R = 200 Mpc.
In blue, these 2 prescriptions are repeated but using the realspace positions of galaxies. We observe once again a peak at R = 50 Mpc in the unweighted case, but the most-significant correlation when [R, σ] = [200 Mpc, 50 Mpc]. r s is increased using real-space galaxy positions. This would be expected, particularly on smaller scales, as the fewer galaxies within the radius, the easier it is for redshift space distortions to re-shape the density field. In the zspace result for R 10 Mpc negative r s values are consistently observed. We suggest this is because the SNe with the largest redshift space distortions are also subject to the largest |∆φ +− | values, and are preferentially being placed on the wrong side of the culprit density structure in z-space on these scales.
We test for the effects of the 0.02 < z < 0.04 SN selection by instead using 0.0 < z < 0.02. We also alleviate the galaxy luminosity cut to L z > 7.0, to test for the effects of increasing the number of tracers of the density field. These results are shown in yellow and magenta, respectively. In both cases, no significant change to the amplitude of r s as a function of ∆φ +− is found. In the case of the increased number of tracers, this implies that the density field is already sufficiently sampled for L z > 8.843, and hence, so too is the 2MRS sample.
We saw that using a finite value of σ increased values of r s for large sphere radii, R. As such, we test the effects of fixing R = 200 Mpc, and instead vary σ between 5 and 200 Mpc. The result, shown in green in Figure 10 , reveals that a density weighting corresponding to σ ∼ 40 Mpc produces the maximum significance of correlation between H 0 and ∆φ +− .
The underlying result of these analyses is that density gradients on super-cluster scales ∼ 50 Mpc are most strongly correlated with estimates of H 0 . This result is in concordance with expectations from the well-known J 3 (r) integral (see, e.g. Peebles 1981) . The 2-point correlation function of galaxies together with linear theory predicts that the largest contribution to peculiar velocities comes from density structures on these scales (Clutton-Brock & Peebles 1981) . It is also noted that this scale size is established to maximise angular diameter distance biases via gravitational deflection (Kaiser & Peacock 2016) , which is albeit a small gravitational lensing effect. These factors support conclusions that the correlations between density structure on supercluster scales and H 0 are in fact due to real gravitational effects.
We note that a sphere size of R = 200 Mpc is not appropriate for the case of the observations, as a large fraction of the Union 2.1 SNe lie within 200 Mpc of the ZoA. In the observations, as spheres around SNe which overlap the survey edge may produce unreliable ∆φ +− measurements, one may expect that this is why the prescription [R, σ] = [50 Mpc, 50 Mpc] was instead found to be optimal. We note however that in the z-space simulations, r s flattens out for R > 50 Mpc, suggesting that the trend of H 0 with ∆φ +− would not improve significantly in the observations were we able to access a greater volume. As a result, we expect that we have found close to the maximum coherence of H 0 estimates with ∆φ +− with the [R, σ] = [50 Mpc, 50 Mpc] prescription.
For the next stage of our analysis we again use the mock redshift-space galaxy density field, [R, σ] = [50 Mpc, 50 Mpc], and for 100 random observer positions in the box, we each time draw 67 mock SNe from the simulation, in order to match to the number of 0.02 < z < 0.04 Union 2.1 SNe which lie > 50 Mpc from the ZoA. This enables us to test for the effects of sample size on our H 0 vs ∆φ +− correlation.
For each iteration, a linear fit of H 0 estimates to ∆φ +− is taken. The red dashed line in Figure 11 has the mean gradient and intercept values, averaged over the iterations. The red filled region shows the standard deviation in the regression line parameters over the iterations. The 67 Union 2.1 SNe are shown as blue points, and the blue dashed line depicts the regression line to the data seen in Figure 8 . The observational and simulated results show excellent consistency for the slope of local H 0 estimates with ∆φ +− . The difference in ∆φ +− = 0 intercept for the observational and mock data is a result of setting the fiducial H 0 to 70 km s −1 Mpc −1 in the model, although the choice of fiducial H 0 is not of importance for this stage of comparison.
The mean slope for the simulations, of S = 4.25 ± 1.44, implies with 3σ confidence that there will be a positive trend of local H 0 estimates with ∆φ +− at a random observer position in the Universe. Using the fiducial cosmology, the mean intercept is found to be c = 69.99 km s −1 Mpc, with a root mean square (rms) deviation from the fiducial H 0 = 70 km s −1 Mpc −1 of 0.32 km s −1 Figure 10 . Spearman rank correlation coefficients, r s , corresponding to linear fits of H 0 to ∆φ +− for mock SNe positions in the z = 0 snapshot of the MDPL2 Galacticus simulation, as a function of R or σ in Mpc (used to calculate ∆φ +− ). r s is shown as a function of R with the exception of the green solid line, where r s is shown as a function of σ. Unless stated, SNe are drawn from the simulation at redshifts 0.02 < z < 0.04 and the galaxy sample is luminosity limited at L z > 8.843 (see text for details).
Mpc −1 . Hence, the input fiducial H 0 is reproduced by our H 0 estimator at ∆φ +− = 0. The rms error from the model is an estimate of the cosmic variance in the trend of H 0 estimates with ∆φ +− . The mean values of r s and p are 0.412 and 0.013, respectively. In the simulations we are free of the photometric uncertainties on SN distance moduli which result in uncertainties on the observational H 0 estimates. This highlights the fact that uncertainty in the SN photometry is what limits the significance of our observed correlation to [r s , p] = [0.223, 0.069], rather than the ability of ∆φ +− to capture peculiar velocity information.
Recalling that the mock sample used for these calculations is luminosity limited, we repeat tests for the trend of H 0 estimates vs ∆φ +− , but with a flux-limit and galaxy weighting procedure employed, as seen in Section 3.1.2, to test for the effects of galaxy weighting on our observational correlations. We choose the mock flux limit to be at a magnitude of m z = 15.89, such that the galaxy sample starts to become incomplete at a redshift z = 0.0202, as found for the observations. We find that there is no significant change to the slope of H 0 estimates vs ∆φ +− when using a mock flux limit, nor does the variance on the intercept increase. This implies that the weighting of galaxy statistics as a function of redshift, required for our observational density calculations, has a negligible effect on the magnitude and uncertainty of our H 0 estimate corrections.
Reverting to the luminosity-limited sample, we also show in Figure 11 , as the red points, ∆φ +− and H 0 values for 2000 simulated SNe. Here the observer's position is changed for each observation. These data follow tightly the mean regression line found for the mock data using N = 67. The bottom panel shows a histogram of the 2000 ∆φ +− values, showing that the mean ∆φ +− value over all observer positions is close to zero.
We can use our knowledge of SNIa peculiar velocities in the mock data to relate this velocity to its proxy, ∆φ +− . For the 2000 randomly selected SNe, we find that the regression line v pec = 618.5∆φ +− best approximates the relation. Using this scaling, we plot an estimate of peculiar velocity as a secondary x-axis in the top panel of Figure 11 . Our scaling, coupled with the ∆φ +− distribution shown in the bottom panel of Figure 11 implies that the 1σ deviation from zero peculiar velocity is ∼ 120 km s −1 , i.e. 68% of SN positions are estimated to have an absolute peculiar velocity less than this value. The observational SN positions are estimated to have a mean absolute peculiar velocity of ∼ 100 km s −1 , with a standard deviation of ∼ 75 km s −1 .
In conclusion we have found, using the MDPL2-Galacticus simulation, reassuring consistency for the trend of H 0 estimates vs ∆φ +− when compared with the observational results from the Union 2.1 SN sample and 2MRS galaxies. We have used these simulations to compute the expected cosmic variance in the trend of H 0 estimates with ∆φ +− , to inform us of the expected uncertainty on any H 0 estimates when corrected for density effects. Figure 12 shows the fit to the distribution of density-corrected H 0 estimates of Union 2.1 SNIa, calculated using Equation 1, shown as the blue solid curve. The fit is obtained using an inverse-square error-weighting on the individual H 0 estimates, and normalised to give the probability density. This Gaussian has parameters [µ, σ]=[74.84, 4.87] .
A local H 0 estimate corrected for the effects of peculiar velocity
In Section 4.1.2 we estimated the slope, S, of local H 0 estimates vs ∆φ +− , and in Section 4.1.3, the uncertainty in this result given our SN sample size. As a result, we can correct H 0 estimates for the effects of peculiar velocity, using H 0,corr = H 0 − S∆φ +− . The mean H 0 measurement over the SN sample is our best estimate for the present-day value of the Hubble parameter. We utilise a 10 4 iteration MC technique to assess the uncertainty in the bestestimate of H 0 . We vary the density-corrected SN H 0 measurements for each iteration given uncertainties in the slope, S, estimated from the simulations. We also fold in uncertainties in the SN photometry and in the re-calibration of SN distance moduli, discussed in Section 4.1.1. We fit a Gaussian to the H 0 distribution for each iteration. The mean and standard deviation in the position of the Gaussian peak gives our best local H 0 estimate, corrected for effects of the density field. From this, we infer that H 0 = 74.87 ± 1.84 km s −1 Mpc −1 .
Note that our result is only 0.03 km s −1 Mpc −1 from the mean of the distribution uncorrected for peculiar velocity effects. Our result is shown as the vertical blue solid line and surrounding filled region in Figure 12 . It is consistent with that obtained by Riess et al. (2019) , who find H 0 = 74.03 ± 1.42 km s −1 Mpc −1 (a 0.36σ separation) using LMC Cepheid standards to calibrate the distance scale and constrain distance moduli of SNeIa residing in Cepheid hosts. In contrast, our result is in 3.9σ tension with the Planck Collaboration et al. (2018) result of H 0 = 67.40 ± 0.50 km s −1 Mpc −1 . This SN sample is large enough and surveys a large enough volume that the sign of peculiar velocities is unbiased. The consequence of peculiar velocities in the case of this sample is simply to increase the spread of H 0 estimates from the SNe, around the v pec = 0 value. We can conclude that accounting for estimated peculiar velocities of Union 2.1 SNe does not resolve the Hubble tension.
The component of the error in our local H 0 estimate due to peculiar velocity corrections has a magnitude of 0.32 km s −1 Mpc −1 as estimated from the MDPL2-Galacticus models. The vast major- ity of this error stems from noise in the v pec vs ∆φ +− relation, which introduces error in the H 0 estimate vs ∆φ +− relation. Variations in the H 0 distribution over observer positions are found to have a relatively negligable contribution to the error.
The resultant error in our best H 0 estimate is the quadrature sum of: i) an error of 1.67 km s −1 Mpc −1 from Cepheid-based calibrations of SN distance moduli, accounting for uncertainties associated with the distance ladder and the nuisance parameters associated with distance modulus estimation (See Section 4.1.1); ii) an error of 0.69 km s −1 Mpc −1 from SN photometry; and iii) an error of 0.32 km s −1 Mpc −1 from our corrections of the H 0 estimates for peculiar velocity effects. Thus, for comparable SN samples and for future samples with larger statistics and coverage, density effects are not expected to be the main cause of the Hubble tension.
The vast majority of the error on our local H 0 estimate stems from sensitivity of the parameter to calibrations of SNIa photome-try using the distance ladder. The dot-dashed Gaussian curve shown in Figure 12 shows the dramatic reduction in H 0 estimates, to a mean of 68.63, when omitting the re-calibration of SNIa photometry, and instead using the SNIa distance moduli computed via the prescription of Suzuki et al. (2012) from the SALT2 light-curve fitting technique .
Note also that uncertainties in the fiducial cosmology required to estimate H 0 via Equation 1 are small at the low redshifts we are concerned with in the present work, relative to uncertainties from the distance ladder. All results have adopted a 737 cosmology and hence, q 0 = −0.55. 
SUMMARY & CONCLUSIONS
Using the K < 11.75 flux-limited 2MASS redshift survey (2MRS) of galaxies (Huchra et al. 2012) , and assuming that the K-band luminosity distribution is well-approximated by a Schechter function, we use the STY maximum-likelihood method (Sandage et al. 1979) to infer a best-fit Schechter function to the data with parameters [α, L * ] = [-0.99, 10.97], fitting the data well as a function of redshift when accounting for galaxy luminosity evolution effects. This yields L K > 10.5 sample completeness as a function of redshift, allowing a reconstruction of the galaxy density field. Whilst we find region-specific density structure which is qualitatively consistent with the findings of WS14 and Böhringer et al. (2019) , we find no strong evidence for a 'Local Void' which pertains to the whole sky, in agreement with Carrick et al. (2015) .
We have introduced a density parameter, denoted here as ∆φ +− , which quantifies density gradients along a LOS. ∆φ +− is a proxy for peculiar velocities as a function of location in the local Universe. Using a sample of 67 SNeIa from the Union 2.1 Compilation in a redshift range 0.02 < z < 0.04 (Suzuki et al. 2012) , we see the clear effects of the density field on H 0 estimates, from trends of H 0 vs ∆φ +− . We find from this empirical method that density gradients on the scale of super-clusters (∼ 50 Mpc) have the strongest effects on local H 0 estimates.
We use the present-day snapshot from the MDPL2-Galacticus Simulation (Knebe et al. 2018) to repeat our analysis with a mock galaxy density field and SN sample, which is free from photometric uncertainties, and find remarkably consistent results with the observations for the trend of H 0 estimates with ∆φ +− . Maximum coherence between H 0 and ∆φ +− is again found for density structure on the scale of super-clusters (∼ 50 Mpc), coincident with expectations from the behaviour of the correlation function of galaxies (e.g. Clutton-Brock & Peebles 1981) , increasing confidence that these strong correlations are in fact due to real gravitational effects.
We find that the 0.02 < z < 0.04 Union 2.1 sample has high enough SN statistics and survey volume that the mean peculiar velocity lies close to zero, such that the average offset in H 0 estimates due to galaxy density effects is also close to zero. We use the simulations to estimate the cosmic variance in the peculiar velocity distribution when matching to the sample size and sky coverage of the observations, finding that the mean peculiar velocity for such a sky coverage and sample size lies close to zero over practically all observer positions. However, as this will not be the case for all SN samples, we note that our method would be able to correct for the effects of the density field on H 0 estimates, irrespective of peculiar velocity biases.
Correcting for density effects in the Union 2.1 SN environments nonetheless, we report a local H 0 measurement of H 0 = 74.87 km s −1 Mpc −1 . The uncertainty on this measurement is composed as ± 1.67 km s −1 Mpc −1 (Cepheid calibration of SN distance moduli) ± 0.69 km s −1 Mpc −1 (SNIa photometry) ± 0.32 km s −1 Mpc −1 (v pec corrections). This result is consistent with Riess et al. (2019) (a 0.36σ separation), and in 3.9σ tension with the Planck Collaboration et al. (2018) result of H 0 = 67.40 ± 0.50. However, we stress the sensitivity of our H 0 measurement to the distance ladder when used as a calibrating tool for SN distance moduli, and note that the known systematics related to this calibration constitute the largest fraction of the uncertainty in our local H 0 estimate. We conclude that peculiar velocities in local standard candle environments are unlikely to be the main cause of the Hubble tension often purported in the literature.
Note that H 0 estimates from quasars, specifically the timedelay of strongly-lensed systems (Wong et al. 2019 ) find a value of 73.3 +1.7 −1.8 km s −1 Mpc −1 , in agreement with values of the present work and of R19. Feeney et al. (2019) predict that a sample of ∼50 binary neutron star mergers, or 'standard sirens', expected to be detectable by the LIGO and Virgo experiments within the next decade (Abbott et al. 2018) will offer an independent and precise H 0 estimate, which may shed light on the Hubble tension.
In terms of the methods of the present work, analyses of biases in H 0 estimates can be built upon with various improvements to assessments of the galaxy density field. These improvements could include: a replacement of 2MRS with 2M++ galaxies (Lavaux & Hudson 2011) ; an assessment of the density structure within the 'Zone of Avoidance' (Hubble 1934) ; and increased magnitude-depth of all-sky near-IR galaxy surveys from, for example, the UKIRT Hemisphere Survey (Dye et al. 2018) , the VISTA Hemisphere Survey and LSST (Ivezić et al. 2019) . Assessments of galaxy cluster densities from deep X-ray surveys such as eROSITA (Merloni et al. 2012 ) also promise to put state-of-the-art constraints on the local density structure. With the ability to probe the density field over a larger redshift range one can also examine evidence for voids out to cosmological distances for tens of thousands of galaxies or clusters, as well as the relationship of any structure with standard-candle H 0 estimates. Note that as advances in photometric precision and distance calibration techniques arrive, studies of the effects of the density field and resultant peculiar velocities will become increasingly important for local measurements of the Hubble constant.
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