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Gallager in 1965 (IEEE Trans. Inform. Theory IT-I I ,  3) gave an elegant 
proof of coding theorem and obtained an upper bound over the probability 
of error in terms of reliability function. Its dual has recently been proved by 
Arimoto [(1973), IEEE Trans. Inform. Theory 19, 357]. We have modified the 
decoding scheme by bringing in the distortion. This provides an upper bound 
over distortion due to error when rate distortion function is less than capacity. 
When rate distortion function is above capacity a lower bound on distortion due 
to error gives the dual for code words of any block length. 
INTRODUCTION 
Shannon (1948) proved the fundamental theorem of information theory 
also called a coding theorem. This theorem states that for a certain class of 
channels it is possible to define a quantity C, called capacity, such that if the 
transmission rate R is below C then it is possible to allow an arbitrarily small 
probability of decoding error by using the block length N sufficiently large. 
Later, Shannon (1959) proved results under distortion. This is a generalization 
of earlier studies in information theory as it allows data quality to be taken 
into account. 
Consider a discrete channel with input alphabet X = (x~ .... , xK) and 
output alphabet Y = (y~ ,. . . ,y j) together with a transition probabil ity 
matrix {P(y/xk)}, k = 1 ..... K, j = 1 .... , J. Let single letter distortion when 
xk is sent and y~ is received be denoted by d(xk, Ys), such that d(xk, yj) ~ O. 
For discrete memoryless channels the simplest and most elegant proof of 
coding theorem was given by GaUager (1965), together with an upper bound 
on the probability of decoding error, expressed in the form 
P~ ~ exp[- -N( - -pR + max Eo(p, p))], 
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l >~ p >~ 0, (1.1) 
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where P~ is the minimum probability of decoding error and E0(p, p) is defined 
by 
Eo(p,P)=-- ln [~=lP(x~)P'/(I+p)(y,/xk)) J' 
j= l  
0 ~< p ~< 1. (1.2) 
Recently Arimoto (1973) has proved a "dual" of Gallager's theorem for rates 
above capacity. It is shown that 
P~ >/ 1 -- exp[--N(--pR -t- minE0(p,p))], 0 > p ~ --1, (1.3) 
P 
where Eo(p, p) is of the same form as defined in (1.2). The strong converse to 
the coding theorem follows straightforwardly from this lower bound. We shall 
keep the notations as used in Gallager (1965) or Arimoto (1973) where X N 
and Y~ denote, respectively, the set of all input and output sequences of 
length N. If d(xm, y) is distortion when xm E X~ is sent and y ~ YN is 
received, then the average distortion over N-sequences i  given by 
D = ~ ~ p(x) P(y/x) d(x, y). (1.4) 
x y 
The average distortion per letter is given by 
K d 
O = ~ ~ p(x~) P(yj/x~) d(x,,, yj). (1.5) 
k=l  j= l  
Next if d(x, y) is the sum of distortions of its components, then we have 
D =ND.  
As is well known (Gallager, 1968), the mutual information between X and Y 
is given by 
K J , P(yj/x~) 
I(X; Y) = E ~, P(xk) P(y,/x~) ,og ~ , 
k=l  j= l  
where q(yj) is the probability of the output letter y~. The rate distortion 
function R(D*) is defined (Gallager, 1968) as: 
R(D*) = infI(X; Y), 
where infimum is taken over all transition probabilities P(y~/x~) for which 
D <~ D*. 
A decoding is a mapping of the set of output sequences YN into the integers 
1,..., M. It is assumed that (1) the messages are equally likely and (2) the 
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decoding scheme adopted is that the output sequence y is decoded into 
integer m if 
P(y/x~) P(y/x~') m' m' 
d~-~ > d(x~,' y) , 1 ~< ~< M, =# m. (1.6) 
The error occurs if on sending x~, the received word y is such that (l.6) 
is not satisfied. Also, of course, a decoding error is made if the decoded 
integer is different from the input integer. The scheme of decoding so defined 
is a generalization of maximum-likelihood decoding scheme. We shall denote 
this as maximum-likelihood distortion-ratio scheme. 
The purpose of this paper is to introduce the distortion due to error and to 
obtain an upper bound for the same when rate under a given distortion, i.e., 
R(D*) is below the capacity C. 
Next a lower bound on distortion due to error for rates (under distortion) 
above capacity is derived. This forms a dual of earlier result in the sense of 
Arimoto's dual of Gallager's coding theorem. 
2. UPPER BOUND ON DISTORTION DUE TO ERROR 
Let Dem denote the distortion due to error when xm ~ X N is transmitted, 
then (cf. Gallager, 1965) 
P(y/x~) ~o~(y), (2.1) 
= Z d(x , y) 
Y~ YN 
where ~0~(y) for y ~ YN is defined as follows: 
~(y)  = 1 if P(y/x,,) ~< P(y/x~') (2.2) 
d(x,~, y) d(x.,', y) 
= 0 otherwise. (2.3) 
The average of De~ over all code words is denoted by D e . In this section 
we shall obtain an upper bound on D e by suitably upper bounding the 
function 9~(y). 
THEOREM 1. For any D* ~ O, and for sufficiently large block length N, 
there exists a code with M code words where M ~ exp NR(D*) for which 
average distortion due to error is such that 
1 
De ~ exp -- X [--pR(D*) -- D* + -~- + Eo(p, p) ], 1 >~ p ~ O, (2.4) 
provided nonzero single-word-distortion is larger than (ND*) -1. 
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Proof. We take 
~(y)  ~< [ 
2m.~,n[P(y/x,n')/d(xr~',y)] 1/11+o) 
[P(y/x,,~)/d(x,~, y)]lm+o~ f ,  O 
] O. (2.5) 
Putting this value of ~m(Y) in (2.1), we get 
P(y/x,n) [ Y.,~'~[P(y/x,~')/d(x~',y)] 1/(1+°) ]P 
De-, ~< Z a(x~,y)  , ~ ~  ] (2.6) 
yE YN 
d(~ :y) ( d(xm', y ) )  . (2.7) 
Y~JV 
Since nonzero single-word-distortion is larger than (ND*) -1, we have 
1 
D >~ d(x~,y) - '  
using this, (2.7) becomes 
D~ <~ D ~ Plm+°)(y/x~) P1/a+°)(y/x,,') (2.8) 
Equation (2.8) yields a bound over D~ for a particular code. We will simplify 
the bound on D,m by averaging over an appropriately chosen ensemble of 
codes. Let p(x) be the probability measure on the s t X N of possible input 
sequences to the channel. Clearly, at least, one code in the ensemble will have 
a distortion due to error that is as small as the ensemble average distortion 
due to error. Then as in Gallager (1965), we get 
D~ <~ D ~ plm+~,(y/x,) [ ~ p1/a+~,(y/x~)] p (2.9) 
Y~YN ~n 
= D(M- -  1) ~ ~ [ ~ p(x)P1/a+°)(y/x)] 1+o (2.10) 
Y~ YN L X~XN ] 
But D = ND <~ ND*, therefore (2.10) becomes 
.D~,~ < (_IVI-- 1)oND* Z [ Z P(x) Plm+~'(Y/X)] a+° (2.11) 
Y~YN LX~XN J 
= (M-  1)°ND * y] p(x~) elm+p)(yj/x~ , 
L 5=1 
O~<p~l. 
(2.12) 
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We now upper bound M-  1 by exp NR(D*) and use the inequality 
logx ~ x --  1, to get from (2.12) 
1 
Eo(p, p)]. (2.13) D~ ~ exp -- N [--pR(D*) -- D* + ~ + 
Since the right side of (2.13) is independent of m, it is a bound on the ensemble 
distortion due to error and is independent of the probabilities with which the 
code words are used. Since at least one code in the ensemble must have a 
distortion due to error as small as the average, we have proved the theorem. | 
We close this section with some properties of the reliability rate distortion 
function E(R(D*)) which would be defined below: 
First, E*(R(D*), p, p) is defined as follows: 
E*(R(D*), p, p) = Eo(p, ) -- pR(D*) -- D* +-  
Further let 
E(R(D*), p) ~- max E*(R(D*), p, p), 
O~p~l  
then reliability rate distortion function is defined as 
1 
N " (2.14) 
(2.15) 
E(R(D*)) : max E(R(D*), p). (2.16) p 
Now we may obtain the following result (Sharma and Gurdial, unpublished 
data): 
THEOREM 2. For any noisy discrete memoryless channel with onzero single- 
word distortion larger than (ND*) -1, E(R(D*)) is greater than 0 if 1IN >~ D*. 
Also E(R(D*)) is a convex w and a decreasing function of R(D*) for 
Furthermore 
O ~ R(D*) < C. 
D r ~ exp --NE(R(D*)) 
is an exponentially decreasing function of the block length N for0 <~ R( D*) < C. 
3. DERIVATION OF THE LOWER BOUND ON De 
Let De(B ) denote the distortion due to error for a given set of code words 
B = (xl  , . . . ,  xu) .  
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Then (cf. Arimoto, 1973) 
Dr(B) = ND* -- 2 (3.1) 
Y~ YN 
In this section, we shall obtain a lower bound over distortion due to error 
for any suitable selection of codes. 
THEOREM 3. For discrete memoryless channel with D* >~ 0 and for a code 
with M ~ exp NR(D*) number of words of sufficiently large block length N, 
the distortion due to error is bounded below by 
D r >~ ND*- -exp  [ - -N( - -pR(D*)+minEo(p ,p ) - -  D* +-~- ) ] ,  
P 
O>p>~-- l ,  (3.2) 
provided nonzero single-word distortion is larger than (ND*) -1. 
Proof. Since 
[[ ,.. ]P(y/x~) ~< max~ P(y/xm) 
max 
m d(xm ;~ ] min~ d(x.~, y) ' 
using this, (3.1) becomes 
D~(B) >~ NO* - -  
1 max,~ P(y/x~) -]. 
For any y ~ YN and for fixed constant fi > 0, we have from Arimoto, (1973) 
max P(y [ x,~) ~< , (3.4) 
using this, (3.3) gives 
1 (E~=l P(Y/X~)I/~)  
Since nonzero single-word distortion is larger than (ND*) -1, we have 
1 
D>~ 
d(x~,  y) ' 
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using this, (3.5) gives 
N 
YeYN I -m=l -I 
This is a lower bound for any particular code. Let us therefore simplify (3.6) 
by averaging the right side of (3.6) over the ensemble of all suitable codes. 
Then as in Arimoto (1973), we get 
~ ND* ND* \~= E[P:/~(Y/X~)]] ~ E[De(B)] , with l ~>/3>0.  
(3.7) 
Let us impose the additional restriction that the probability distribution 
p(xl ,..., XM) is invariant under any permutation of its arguments. Therefore 
E[P1/~(y/x~)] for all m are equal. Hence (3.7) reduces to 
E[Do(B)] ~ ND* -- ND*M ~-1 p(x) P1/~(y/x) , (3.8) 
Y~ YN LX~XN "] 
where p(x) is the marginal probability distribution defined by the form 
p(x) - -  ... Z p(x,x  .... 
x2eX N x ieX  N 
Again as in Arirnoto (1973), (3.8) reduces to 
Do >/p(x)inf [ND*--1 ND*M~- I~(~ ", p(x)P1/B(y/x))~], (3.9) 
Y~YN \X~XN 
where inf is taken over the set of all possible probability distributions on X N . 
Using Lemma 1 of Arimoto (1973), (3.9) reduces to 
D~ >~ ND* -- Mt~-IND* [max l j=~ ( ~=lp(x~) P1/~(yj/x~))~IN ] . (3.10) 
Let M :- exp NR(D*), where R(D* ) is the rate distortion function and 
fi = 1 -~ p; then (3.10) can be put in the form 
Do >~ ND*--ND* exp[--N(--pR(D*)t-minEo(p,P))] for 0 > p >/ --1 
P (3.11) 
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using the inequality log x ~ x - -  1, (3.11) becomes 
exp[  11] 
for 0 >0 ~>- -1 -  | (3.12) 
In  view of the investigations made above and the Ar imoto's  (1973) result, 
we have a following proposition. 
PROPOSITION 4. For any discrete memoryless channel with nonzero single- 
word distortion larger than (NO*) -1, if R(O*) > C and D* ~ 1/N, then as in 
Arimoto (1973), 
E(R(D*)) = max [ - -pR(D*)+ minEo(p, p) -- D* +~IN]  >0.  
--l~p>0 p 
This result together with Theorem 3 can be treated as strong converse of 
Theorem i for discrete memoryless channels. 
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