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La creciente popularidad de las tecnologías inalámbricas y la progresiva 
reducción del tamaño los dispositivos han aumentado el interés de la 
comunidad científica por este tipo de redes.  
 
Dentro de las redes inalámbricas nos encontramos con las redes ad-hoc , que 
no requieren ningún tipo de infraestructura fija ni administración centralizada, 
en donde los nodos también pueden realizar funciones de encaminamiento 
retransmitiendo paquetes para comunicarse con otros dispositivos con los 
cuales no tienen conexión directa. La principal ventaja de estas redes es la 
flexibilidad, pero hay que tener en cuenta sus características y problemas 
puesto que en redes inalámbricas nos encontramos con enlaces de calidades 
variables, nodos con movilidad... Así pues los protocolos usados deberían ser 
completamente adaptativos para ser adecuados para el entorno inalámbrico. 
Algunos de los protocolos desarrollados para redes cableadas no tienen 
cabida en entornos tan dinámicos como los de las redes ad-hoc. Es por eso 
que el desarrollo de protocolos y arquitecturas para el diseño de redes de ad-
hoc, y en concreto de redes de sensores, se ha convertido en un campo de 
investigación muy importante en los últimos años. Estas tecnologías se han 
ido desarrollando paralelamente a la aparición de nuevos estándares de 
comunicación inalámbricos como el IEEE 802.15.4, orientado a redes 
inalámbricas de baja velocidad, bajo coste y bajo consumo de potencia. 
 
El objetivo de este PFC es la optimización del protocolo de encaminamiento 
NST-AODV (implementación propia de la UPC) para redes de sensores sobre 
la plataforma MICAz de Crossbow, que funciona con la interfaz radio IEEE 
802.15.4 y el sistema operativo TinyOS. Para alcanzar el objetivo, éste se 
subdividió en cuatro partes. Primero, realizar un estudio del estado del arte y 
definición de métricas de encaminamiento considerando el uso de la calidad 
de la señal que proporciona la interfaz radio IEEE 802.15.4. Tras analizar el 
estado del arte, seleccionar las propuestas candidatas a ser implementadas. 
Tercero, implementar las métricas de encaminamiento definidas sobre el 
protocolo NST-AODV y la plataforma MICAz. Y por último, evaluar mediante 
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The growing popularity of wireless technologies and the progressive reduction 
of devices’ size have increased the interest of the scientific community on this 
kind of networks. 
 
Among wireless networks we find ad-hoc networks, which do not need any 
fixed infrastructure or centralized administration, and whose nodes can 
participate on routing by retransmitting packets to enable communication 
between not directly connected devices. The main advantage of these 
networks is flexibility, but one has to take into account its pros and cons 
because in wireless networks you can find links with variable quality, nodes 
with mobility, etc. Then the protocols to be used must be completely adaptive 
to the wireless environment.  
 
Some protocols of wired networks are not suitable on these dynamic ad-hoc 
environments. For that reason, the development of protocols and architectures 
for ad-hoc network designs, and concretely on sensor networks, has become 
lately a very important investigation field. These technologies have been 
developed closely to the new wireless communication standards like IEEE 
802.15.4, oriented to low rate, low cost and low power wireless networks. 
 
The goal of this PFC is the optimization of the routing protocol NST-AODV over 
the Crossbow’s MICAz platform that works with IEEE 802.15.4 radio interface 
and TinyOS operating system. For that purpose the work has been divided in 
four parts. First, to study the state of the art on quality based metrics. Second, 
to define the metric to be implemented. Third, to implement the metric on NST-
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La creciente popularidad de las tecnologías inalámbricas y la progresiva 
reducción del tamaño los dispositivos han aumentado el interés de la 
comunidad científica por este tipo de redes.  
 
Dentro de las redes inalámbricas nos encontramos con las redes ad-hoc , que 
no requieren ningún tipo de infraestructura fija ni administración centralizada, 
en donde los nodos también pueden realizar funciones de encaminamiento 
retransmitiendo paquetes para comunicarse con otros dispositivos con los 
cuales no tienen conexión directa. La principal ventaja de estas redes es la 
flexibilidad, pero hay que tener en cuenta sus características y problemas 
puesto que en redes inalámbricas nos encontramos con enlaces de calidades 
variables, nodos con movilidad... Así pues los protocolos usados deberían ser 
completamente adaptativos para ser adecuados para el entorno inalámbrico. 
Algunos de los protocolos desarrollados para redes cableadas no tienen cabida 
en entornos tan dinámicos como los de las redes ad-hoc. Es por eso que el 
desarrollo de protocolos y arquitecturas para el diseño de redes de ad-hoc, y en 
concreto de redes de sensores, se ha convertido en un campo de investigación 
muy importante en los últimos años. Estas tecnologías se han ido desarrollando 
paralelamente a la aparición de nuevos estándares de comunicación 
inalámbricos como el IEEE 802.15.4, orientado a redes inalámbricas de baja 
velocidad, bajo coste y bajo consumo de potencia. 
 
Dada la posibilidad de que los dispositivos sensores actúen como 
reencaminadores, permitiendo así una reducción en la potencia de transmisión 
y un ahorro de batería en los nodos de la red, una de las grandes 
preocupaciones y que ha centrado muchos esfuerzos de investigación  es el 
encaminamiento. Tradicionalmente los protocolos de encaminamiento se han 
centrado en encontrar caminos basados en un coste mínimo de saltos. Pero 
dadas las características del medio radio, un camino integrado por un mínimo 
número de saltos no tiene por qué ser el ideal en estos entornos. Parece lógico 
pensar que otras variables no utilizadas hasta el momento como la calidad del 
enlace podrían optimizar y mejorar los protocolos de encaminamiento en estas 
situaciones.  
 
El objetivo de este PFC es la optimización del protocolo de encaminamiento 
NST-AODV (implementación propia de la UPC) para redes de sensores sobre 
la plataforma MICAz de Crossbow, que funciona con la interfaz radio IEEE 
802.15.4 y el sistema operativo TinyOS.  
 
Para alcanzar el objetivo, éste se subdividió en cuatro partes. Primero, realizar 
un estudio del estado del arte y definición de métricas de encaminamiento 
considerando el uso de la calidad de la señal que proporciona la interfaz radio 
IEEE 802.15.4. Tras analizar el estado del arte, seleccionar las propuestas 
  
candidatas a ser implementadas. Tercero, implementar las métricas de 
encaminamiento definidas sobre el protocolo NST-AODV y la plataforma 
MICAz. Y por último, evaluar mediante pruebas sobre una red real las 
propuestas implementadas. Todo el trabajo realizado se ha documentado a lo 
largo de los capítulos y en los anexos. 
 
El primer capítulo está dedicado a definir las clasificaciones, características y 
problemáticas de las redes inalámbricas y más en concreto del tipo de redes 
con las que se va a trabajar en el proyecto: las 802.15.4. 
 
En el segundo capítulo se trata en profundidad el encaminamiento en redes 
redes inalámbricas multisalto, citando los estándares y propuestas más 
destacadas. En este capítulo también se realiza un estudio del estado del arte 
de las métricas de encaminamiento en este tipo de redes. 
 
El tercer capítulo se centra en la caracterización de los escenarios y en las 
diferentes pruebas previas a la modificación de NST-AODV. También se 
detallan las características de la plataforma de sensores y del software 
utilizado. 
 
El capítulo 4 está dedicado a los resultados obtenidos en las pruebas tras la 
implementación de las métricas sobre NST-AODV. 
 
Tras el capítulo 4 se encuentran las conclusiones del proyecto y un apartado 
dedicado a implicaciones medioambientales. 
 
 En la parte final de la memoria se pueden consultar los anexos. En el Anexo I 
se presentan diferentes gráficas de algunas pruebas realizadas en este 
proyecto. En el Anexo II, se detallan una serie de mails intercambiados en la 
lista de distribución tinyos-help. El Anexo III está dedicado a varios ficheros de 
código de NST-AODV modificados. Finalmente en el Anexo IV hay un ejemplo 
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A lo largo de este proyecto se habla de redes inalámbricas, redes MANET, 
LoWPANs… Es importante entender el concepto de cada tipo de red así como 
sus clasificaciones, características y problemáticas para luego poder entrar en 
profundidad en la problemática del encaminamiento. De esta manera, este 
capítulo está dedicado a la definición y aclaración de conceptos sobre redes 
inalámbricas y en concreto sobre las redes 802.15.4, realizando una breve 
descripción de este estándar al final del capítulo. 
 
 
1.2. Definición de conceptos y clasificación de redes 
 
Las redes de sensores sin hilos son un caso particular de redes mesh WMNs 
multisalto (Wireless Mesh Networks). En las redes WMN los nodos están 
conectados mediante enlaces sin hilos y actúan como encaminadores de 
paquetes de otros nodos que no están en el rango de conexión directa con sus 
destinos. Dentro de las redes mesh se puede diferenciar entre redes con y sin 
infraestructura. En las redes mesh con infraestructura existen nodos que 
desempeñan tareas específicas y que se les presupone ciertas prestaciones. 
Por otro lado, en las redes sin infraestructura los nodos móviles tienen las 
mismas prestaciones y se conectan entre sí de manera arbitraria cooperando 
para formar una red. Éstas son las denominadas redes ad-hoc o MANET 
(Mobile Ad-hoc Network). 
 
Las redes de sensores pueden formar parte tanto de redes mesh con 
infraestructura como de las ad-hoc. Concretamente en el ámbito de este 
proyecto se va a tratar con redes de sensores sin infraestructura, también 
llamadas LoWPANs (Low-power Wireless Personal Area Networks). 
 
 
1.3. Redes MANET 
 
Como en muchos otros ámbitos de las telecomunicaciones el origen de las 
redes ad-hoc es militar [1]. A principios de los años 70 el ministerio de defensa 
americano se interesó por el nuevo proyecto Packet Radio Networks (PRNETs) 
[2], el objetivo del cual era posibilitar que las diferentes unidades de un campo 
de batalla pudieran comunicarse entre sí mediante dispositivos radio, con 
libertad de movimientos y de manera cooperativa de manera que cada nodo 
pudiera actuar tanto de dispositivo terminal como de conmutador de paquetes. 
Recientemente gracias al éxito de las comunicaciones inalámbricas y la 
progresiva reducción del tamaño de los dispositivos, la investigación en redes 
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ad-hoc ha dejado de ser exclusivamente militar para pasar a ámbitos 
académicos y científicos.  
 
Las características más relevantes de este tipo de redes son las siguientes: 
 
- Topología variables y nodos móviles: pese a que no se excluyen las 
máquinas fijas, se asume que los nodos de una red ad-hoc son móviles 
y que pueden desplazarse libremente, desapareciendo del área de 
cobertura de sus vecinos y formando nuevos enlaces con otros nodos. 
 
- Cambios de rutas: debido a las características de movilidad son 
frecuentes las roturas de enlaces desde un origen hacia un destino. 
 
- Dispositivos con capacidad limitada: el hecho de que los dispositivos 
deben ser portátiles y ligeros hace que existan restricciones a nivel 
hardware y software. El tiempo de vida de estos dispositivos depende de 
la duración de la batería, que suele ser bastante limitada.  
 
- Limitaciones de los enlaces inalámbricos: la comunicación se realiza a 
través de enlaces inalámbricos caracterizados por un ancho de banda 
reducido y por ser más propensos a errores que los enlaces fijos. Debido 
a la limitada duración de las baterías generalmente las transmisiones 
son a baja potencia, lo que hace que el alcance sea reducido. Para 
compensar esta limitación se hace uso de la colaboración entre nodos. 
 
- Ausencia de infraestructura: por defecto no existe ninguna entidad 
centralizada ni ninguna infraestructura. Cada nodo puede desempeñar 
tanto la función de terminal como de encaminador debido a que no se 
realiza ningún tipo de distinción. 
 
Estas características comentadas constituyen una problemática que tiene 
implicaciones en los diferentes niveles de comunicación. Algunos de los 
ámbitos críticos son los siguientes: 
 
- Arquitectura de protocolos: la estructura TCP/IP ha demostrado la 
capacidad de adaptación a diferentes entornos y por tanto es una opción 
razonable como arquitectura de protocolos para dispositivos ad-hoc. Sin 
embargo en algunos escenarios podría ser más adecuado utilizar una 
arquitectura diferente que se adaptase mejor.  
 
- Nivel de enlace: para la conectividad inalámbrica en modo ad-hoc 
existen diferentes tecnologías a nivel de enlace. En el ámbito de redes 
LAN, IEEE 802.11 está experimentando un gran éxito. En el campo de 
redes PAN tecnologías como Bluetooth (o bien IEEE 802.15.1) y ZigBee 
(IEEE 802.15.4) parecen ser las propuestas más firmes aunque para 
usos bien distintos. Bluetooth pretende eliminar los cables entre 
dispositivos electrónicos de uso personal mientras que ZigBee está 
diseñado para construir redes de sensores con batería limitada y bajo 
coste. 
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- Encaminamiento: éste es uno de los aspectos centrales en este tipo de 
redes y de este proyecto. A lo largo de la memoria se irán comentando 
los aspectos y problemáticas del encaminamiento. 
 
- Nivel de transporte: el protocolo usado en Internet para proporcionar 
fiabilidad extremo a extremo es TCP, pero las prestaciones de este 
protocolo se degradan en enlaces inalámbricos. Para solventar este 
problema, se han propuesto modificaciones para el uso de TCP así 
como nuevos protocolos de transporte. 
 
- Descubrimiento de servicios: los dispositivos deben poder descubrir los 
servicios que están disponibles en una red así como los nodos que los 
proporcionan.  
 
- Consumo de batería: este es un aspecto a tener muy en cuenta puesto 
que la autonomía de los dispositivos puede ser limitada debido a la 
reducida capacidad de batería. Para reducir el consumo los dispositivos 
deben ser simples y debe hacerse uso de mecanismos para pasar a 
modo de bajo consumo en períodos de inactividad. 
 
- Seguridad: son necesarios servicios de autentificación, privacidad y 
disponibilidad. Debido a que no existe un control administrativo definido, 
las claves criptográficas para el cifrado y la autentificación son difíciles 
de suministrar. Los protocolos de encaminamiento también deberían ser 
seguros. 
 
- Calidad de servicio: el problema que existe en las redes tradicionales de 
garantizar una calidad de servicio puede trasladarse a redes ad-hoc, con 
el agravante de que en este ámbito hay que tener en cuenta la movilidad 
y la reducida capacidad de los dispositivos.  
 
Las redes ad-hoc suponen un reto que en algunos casos podrá afrontarse 
mediante una adaptación de protocolos existentes y la creación de nuevos 
mecanismos. 
 
Entre los diferentes usos de este tipo de redes se pueden distinguir las 
aplicaciones colaborativas en reuniones o conferencias, establecimiento de 
comunicaciones en operaciones de rescate y situaciones de emergencia, 
comunicaciones entre vehículos, redes de sensores, redes corporativas para 
cubrir uno o más edificios cercanos y redes domésticas, entre otras. 
 
 
1.4. Redes LoWPAN 
 
1.4.1.    Características y problemáticas de las redes LoWPAN 
 
Una LoWPAN [3] es una red de comunicaciones de bajo coste que permite 
conectividad sin hilos a elementos de funcionalidades reducidas en 
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aplicaciones sin grandes requerimientos de velocidad. Estas redes cumplen el 
estándar IEEE 802.15.4, del cual se habla en el siguiente apartado. Ofrecen 
soporte para direcciones de 16 o 64 bits, su ancho de banda es reducido (250 
kbps, 40 kbps y 20 kbps para las capas físicas definidas de 2.4 GHz, 915 MHz 
y 868 MHz respectivamente) y permite topologías mesh o en estrella. Están 
orientadas a dispositivos como los sensores: de bajo coste, con capacidades 
de procesado,  memoria de almacenamiento y batería limitados. 
 
En el ámbito de las LoWPANs existen varios problemas y requerimientos: 
 
- Tamaño limitado de paquete: el máximo tamaño de paquete en capa 
física es de 127 bytes, y en capa MAC de 102 bytes. 
 
- Conectividad IP: el gran número de dispositivos plantea la necesidad 
de un espacio direccionamiento grande. Además sería aconsejable 
una autoconfiguración sin estado y solucionar la interconexión con 
otras redes IP, incluyendo Internet. IPv6 propone soluciones a estos 
problemas, pero hay que tener en cuenta el limitado tamaño de 
paquete. 
 
- Topologías: dado que las topologías mesh implican encaminamiento 
multisalto, el protocolo de encaminamiento debe minimizar el 
overhead así como los requerimientos de memoria y procesado. 
 
- Gestión y configuración limitada: puede darse el caso en el que dada 
la localización de algunos dispositivos éstos sean difíciles de 
acceder. Por este motivo, la configuración de los protocolos debería 
ser mínima. 
 
- Descubrimiento de servicios: las LoWPANs requieren protocolos 
simples de descubrimiento para descubrir, controlar y mantener los 
servicios que proporcionan los dispositivos. 
 
- Seguridad: debe considerarse dependiendo de las necesidades de 
cada aplicación. IEEE 802.15.4 proporciona seguridad a nivel de 
enlace mediante AES (Advanced Encryption Standard).  Debido a la 
naturaleza de los dispositivos, deberían descartarse soluciones que 
impliquen un excesivo ancho de banda o nivel de cálculo. 
 
 
1.4.2.     Iniciativas de estandarización 
 
En la IETF existe el grupo 6LoWPAN [4], que en colaboración con otros grupos 
como la Zigbee Alliance, centra su trabajo en las redes LoWPAN y más 
concreto en su uso junto con soluciones basadas en el protocolo IPv6. Entre 
sus objetivos se encuentra la adaptación de IP a los formatos de paquete y la 
interoperabilidad, la gestión de direcciones y de la red, el encaminamiento 
mediante topologías adaptables dinámicamente, la seguridad, el 
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descubrimiento de dispositivos y otras consideraciones en cuanto a la 
implementación. 
 
Hasta ahora ha proporcionado el draft “6LoWPAN: Overview, assumptions, 
problem statement and goals” [3], en el que se presentan las características y 
problemas de la transmisión IP en redes 802.15.4, y el “Transmission of IPv6 
Packets over IEEE 802.15.4 WPAN Networks” [5], en el que definen los 
formatos básicos de los paquetes y una subcapa IP de adaptación para la 
transmisión de paquetes IPv6. 
 
Además también están trabajando en la aplicación de los protocolos de 
encaminamiento de redes MANET, como por ejemplo el AODV, OLSR y 
DYMO, sobre redes LoWPAN. En el apartado 3.2 se explica con más detalle el 




1.5. Tecnología radio IEEE 802.15.4 
 
La plataforma MICAz [6] (ver apartado 3.2) usada en el proyecto funciona en la 
banda global ISM1 de 2.4 GHz y soporta el estándar IEEE 802.15.4 y Zigbee, 
una arquitectura de protocolos basada en 802.15.4 elaborada por la Zigbee 
Alliance. 
 
En los últimos años las redes inalámbricas han experimentado un gran 
crecimiento. El punto de mira de las estandarizaciones, tal y como demuestran 
los estándares de la serie 802.11, se ha dirigido hacia aplicaciones de altas 
tasas de datos y de largo alcance. De hecho Bluetooth ha sido el primer 
estándar dirigido hacia aplicaciones sin una gran necesidad de velocidad, pero 
la complejidad del protocolo ha hecho que resulte costoso e inapropiado para 
algunas aplicaciones con requerimientos de poco consumo de energía y bajo 
coste. A medida que en el mercado van apareciendo más dispositivos de 
mayor calidad y menor coste, las WPANs han ido ganando en importancia. 
Históricamente se han dedicado más esfuerzos a estandarizaciones para las 
aplicaciones de mayores necesidades de tasa, mientras que para el resto el 
principal obstáculo  ha sido la falta de estándares globales, hasta la aparición 
del 802.15.4. 
 
El 802.15.4 [7] define la capa física (PHY) y la de acceso al medio (MAC) para 
dispositivos simples que consumen una potencia mínima y que operan en una 
área de 10 m o menos. Ofrece soporte para topología en estrella y peer-to-peer 






                                            
1 ISM: Industrial, Scientific and Medical 
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1.5.1.     Capa PHY 
 
Dentro de la capa física se definen dos opciones (las dos basadas en DSSS2): 
la banda global de 2.4 GHz y la de 868/915 MHz, disponibles en Europa y 
Norte América respectivamente. La banda de 2.4 GHz tiene 16 canales con 
una tasa de 250 kbps, la de 915 MHz tiene 10 con una tasa de 40 kbps y la de 




















868.6 300 BPSK 20 20 868 / 
915 902 - 928 600 BPSK 40 40 
2450 2400 – 2483.5 2000 O-QPSK 250 62.5 
 
Tabla 1.1. Resumen características capa PHY 
 
 
802.15.4 define dos tipos de dispositivos: FFD (Full Function Device) y RFD 
(Reduced Function Device). Los dispositivos FFD pueden operar en tres 
modos: como coordinador de PAN (Personal Area Network), como coordinador 
o como dispositivo, mientras que los RFD están pensados para aplicaciones 
muy simples. 
 
Las características que proporciona la capa PHY son la activación y 
desactivación del transceptor radio, la detección de energía, el indicador de 
calidad del enlace (LQI, Link Quality Indicator), la selección de canal, el CCA 
(Clear Channel Assessment) y la transmisión y recepción de paquetes a través 
del medio físico. 
 
1.5.2.     Capa MAC 
 
Las características que proporciona la subcapa de acceso al medio son la 
gestión de beacons, el acceso a los canales, la gestión de time slots 
garantizados (GTS, Guaranteed Time Slots), el envío de tramas con 
reconocimiento (ACK) y la asociación y disociación. 
 
Se caracteriza por la baja complejidad en comparación con Bluetooth; como 
comparación, en 802.15.4 la capa MAC proporciona 26 primitivas, mientras que 
Bluetooth tiene alrededor de 131 primitivas en 32 eventos.  
 
                                            
2 DSSS: Direct Sequence Spread Spectrum 
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Existen cuatro tipos diferentes de tramas MAC: tramas de beacon, de datos, de 
ACK y de comandos.  
 
Las redes LoWPAN pueden utilizar uno de los dos mecanismos de acceso a 
los canales dependiendo de la configuración de la red. En las redes beacon 
con supertramas, una portadora fragmentada en varios intervalos de tiempo 
(slots) permite múltiples accesos mediante el mecanismo CSMA-CA ranurado 
(Carrier Sense Multiple Access – Collision Avoidance). Los dispositivos que 
quieren transmitir durante su periodo de acceso esperan a que empiece el 
siguiente slot y determinan si algún otro dispositivo está transmitiendo en ese 
mismo slot. En redes beaconless se utiliza el CSMA-CA no ranurado. 
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El encaminamiento es siempre un punto crítico en toda red. Los protocolos de 
encaminamiento para redes inalámbricas deberán tener en cuenta las 
características y problemas de este tipo de redes. Desde mediados de los años 
90, el encaminamiento en redes ad-hoc ha sido uno de los temas centrales de 
investigación.  
 
En este capítulo se analiza el encaminamiento en redes MANET citando las 
estandarizaciones y propuestas más destacadas en este ámbito así como en 
las redes LoWPAN. Finalmente se realiza un estudio del estado del arte en 
cuanto a métricas de encaminamiento para redes mesh y redes de sensores. 
 
 
2.2. Encaminamiento en redes MANET 
 
El grupo de la IETF MANET [8] tiene como objetivo estandarizar protocolos de 
encaminamiento apropiados para redes inalámbricas con topologías tanto 
estáticas como dinámicas. Las estandarizaciones pueden dividirse en dos 
líneas, una para protocolos proactivos (PMP, Proactive Manet Protocol) y otra 
para reactivos (RMP, Reactive Manet Protocol). 
 
A continuación se realiza una clasificación de protocolos de encaminamiento y 




2.2.1.   Clasificación 
 
De las múltiples clasificaciones que pueden hacerse sobre los protocolos de 
encaminamiento, una primera aproximación es la división en dos grupos, 





Los protocolos de encaminamiento proactivos tratan de mantener actualizada 
continuamente la información necesaria para el enrutamiento, de manera que 
cada nodo tiene siempre una ruta hacia cada destino. Los cambios en la red 
implican un intercambio de mensajes entre los nodos para la actualización de 
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las tablas y por tanto un overhead en la red, pero por otra parte reduce el 
retardo extremo a extremo ya que antes de mandar un paquete el nodo 
siempre tiene una ruta disponible hacia un destino. 
 
Como principales ejemplos de protocolos proactivos estandarizados por 
MANET está el OLSR (Optimized Link State Routing Protocol) [9] y el TBRPF 
(Topology dissemination Based on Reverse-Path Forwarding) [10], ambos 
publicados como RFC Experimental. OLSR se basa en la filosofía del estado 
del enlace. Existe un intercambio de mensajes entre todos los nodos para 
formar una visión completa de toda la red para poder definir el 
encaminamiento. Además del overhead de estos mensajes existe un overhead 
adicional de paquetes “hello” para el descubrimiento de vecinos. TBRPF 
también es un protocolo de estado del enlace que se basa en el cálculo de un 
árbol cuya raíz es un nodo origen que genera caminos a todos los nodos 
alcanzables. Si no hay cambios en la red se minimiza el overhead puesto que 
para el descubrimiento de vecinos se envían mensajes diferenciales. 
 
También es destacable la evolución de OLSR, llamada OLSRv2 que está en 






A diferencia de los protocolos proactivos, los reactivos sólo crean las rutas 
entre origen y destino cuando es necesario enviar un paquete, es decir, bajo 
demanda. Cuando un nodo quiere enviar un paquete, para crear la ruta inicia 
un proceso de descubrimiento que termina cuando se encuentra un camino 
hacia el destino o cuando examinadas todas las alternativas ninguna lleva al 
destino final. Comparando con los proactivos aumentan las latencias puesto 
que ahora hay que incluir el retardo de descubrimiento de ruta, pero por otra 
parte no hay una necesidad constante de actualización de rutas. Es decir que 
la principal ventaja y desventaja de los protocolos proactivos es la desventaja y 
ventaja, respectivamente, de los reactivos. 
 
El principal protocolo reactivo estándar es el AODV (Ad-hoc On demand 
Distance Vector) [12], que dado que es la base del protocolo de 
encaminamiento utilizado en este proyecto se comenta en el siguiente apartado 
com más detalle. AODV no es el único protocolo de MANET que ha alcanzado 
el estatus de RFC, ya que DSR (Dynamic Source Routing) [13] ha sido 
aprobado como RFC Experimental. DYMO (Dynamic Manet On demand 
routing) [14] de momento está en versión draft pero en el futuro alcanzará el 
estatus de RFC Standard Track. La característica fundamental de DSR es que 
el encaminamiento se realiza desde el origen incluyendo una cabecera 
(almacenada durante el descubrimiento de ruta) en los paquetes indicando los 
nodos que éste deberá atravesar para llegar a su destino. Por su parte, DYMO 
se empieza a perfilar como una evolución de AODV, que deberá ofrecer una 
adaptación más rápida ante condiciones dinámicas, con un overhead y una 
utilización de la red menor. 
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Funcionamiento de AODV 
 
En AODV cuando un nodo necesita comunicarse con otro que no está en su 
tabla inicia un proceso de descubrimiento de ruta. Para ello envía en modo 
broadcast mensajes de descubrimiento de ruta RREQ (Route Request). Si un 
nodo que no es el destino solicitado recibe este paquete, comprueba mediante 
los números de secuencia si lo ha recibido previamente. Si no lo había recibido 
lo reenvía incrementando el número de saltos y creando la ruta inversa por la 
que luego volverá la respuesta. La respuesta de establecimiento de ruta, RREP 
(Route Reply) la podrán generar los nodos intermedios que ya dispongan de 
una ruta hacia el destino (mecanismo indirect reply) o el mismo destino una vez 
el mensaje RREQ le ha llegado. Los nodos envían estas respuestas RREP a 
los nodos de los que habían recibido el mensaje RREQ. La ruta se confirma 
una vez el RREP llega al nodo que había iniciado el descubrimiento de ruta. 
 
Cuando se establece una ruta, ésta sigue siendo válida durante un período de 
tiempo. Está definido de esta manera puesto que en escenarios dinámicos no 
se puede asegurar que un nodo no vaya a moverse. Así pues, para el 
mantenimiento de rutas se definen varios mecanismos. Uno de ellos es el envío 
periódico  de mensajes hello para indicar la presencia de un nodo en la red. 
 
Para invalidar una ruta se hace uso de los mensajes RERR (Route Error). 
Cuando un nodo detecta la ausencia de un vecino mediante los mensajes hello 
o un error en el envío de un mensaje, origina un mensaje RERR. Este mensaje 
llegará hasta el origen de la ruta para que el nodo empiece un proceso de 
descubrimiento si es necesario. 
 
Para más información sobre el protocolo AODV, el lector puede consultar el 





Por su parte, los protocolos de encaminamiento híbridos combinan 
características de los proactivos y de los reactivos, según el protocolo, de 




Dentro de las aportaciones del grupo MANET, finalmente se destaca el 
protocolo SMF (Simplified Multicast Forwarding) [15], que proporciona una 
funcionalidad de reenvío de paquetes multicast. Su objetivo es adaptar de una 
manera eficiente los diseños de inundación en entornos MANET, como por 
ejemplo los utilizados en OLSR y TBRPF, y aplicar esos mecanismos al 
reenvío de paquetes IP multicast. 
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2.3. Encaminamiento en redes LoWPAN 
 
Dadas las características y limitaciones de las redes LoWPAN en cuanto a 
duración de baterías, memoria y capacidad de procesado de los dispositivos, 
así como los frecuentes cambios en la topología, el encaminamiento en este 
tipo de redes es un punto crítico. Los protocolos deberán adaptarse a estas 




2.3.1.    Propuestas estándar 
 
Uno de los objetivos del grupo de trabajo 6LoWPAN es adaptar los protocolos 
de MANET a las redes LoWPAN. Actualmente existen dos especificaciones en 
formato draft en vía de estandarización en este ámbito: el DYMO-Low [16], 
adaptación del protocolo DYMO, y el LOAD [17], adaptación de AODV. 
  
DYMO-Low especifica cómo usar el protocolo DYMO de MANET en redes 
802.15.4 para proporcionar un encaminamiento mesh. Crea una capa y 
también la topología de la red mesh por debajo de IP, de manera que IP ve la 
PAN como un solo enlace. En DYMO-Low los mensajes RREQ son broadcast y 
sólo son pueden ser respondidos por el destino. En el caso más simple para 
seleccionar la mejor ruta se utiliza el coste acumulativo de saltos, pero se 
sugiere emplear otro criterio que tenga en cuenta la calidad del enlace por 
medio del indicador LQI. Para determinar si un vecino es accesible no se hace 
uso de los mensajes de hello sino de un mecanismo de reconocimiento. Se 
utilizan números de secuencia (el campo se ha reducido de 32 a 8 bits) para 
evitar bucles y se permite el envío de múltiples elementos de encaminamiento 
en un mismo paquete de control para ahorrar energía. 
 
Por su parte LOAD especifica cómo usar el protocolo AODV de MANET en 
redes 802.15.4. Está definido para operar encima de la capa de adaptación en 
lugar de la capa de transporte, creando una red mesh por debajo de la capa 
IPv6. En LOAD sólo el destinatario de una ruta puede generar la respuesta 
RREP en el descubrimiento, y no se hace uso de números de secuencia. La 
reparación local de rutas es opcional, y la métrica se basa en el uso del LQI. 
 
 
2.3.2. Otras propuestas 
 
En el ámbito de las redes LoWPAN existen otras propuestas no estandarizadas 
variantes del protocolo AODV. Las versiones más destacadas son TinyAODV 
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2.3.2.1. Tiny AODV y NST-AODV 
 
Tiny-AODV es una implementación bastante minimalista de AODV para 
dispositivos con el sistema operativo TinyOS. A diferencia de las versiones 
anteriores a la 3, en ésta última las comunicaciones pueden darse entre 
cualquier par de nodos. Cuando un nodo quiere enviar un paquete y no tiene la 
entrada del destino en sus tablas inicia el proceso de descubrimiento, con un 
máximo de 3 intentos. Este primer paquete de datos se descarta y tan sólo el 
destino podrá generar el RREP. TinyAODV está pensado para redes en las 
cuales los nodos forman topologías estáticas y por lo tanto las roturas de 
enlaces no son frecuentes, pero aún así existe un mecanismo LLN (Link Layer 
Notification), no activado por defecto, para detectar fallos de enlace. Los 
paquetes que se pierden por culpa de las roturas de enlace se descartan y el 
nodo que detecta el fallo envía paquetes RERR, aunque no existe soporte para 
mecanismos de reparación local. Otra característica a destacar es que la 
métrica utilizada es la del mínimo número de saltos. 
 
NST-AODV (Not So Tiny – AODV) [22] fue desarrollado por el grupo de redes 
móviles sin hilos del departamento de ingeniería Telemática de la UPC e 
implementado por Pere Salvatella. El objetivo de este protocolo es el de 
proporcionar una solución intermedia entre una solución minimalista como 
TinyAODV y la versión completa de AODV a la vez que aportar algunas 
características que puedan aportar soluciones en algunos escenarios, 
especialmente en redes cuya topología es muy dinámica. Analizando 
TinyAODV se puede observar que no proporciona fiabilidad en los envíos de 
paquetes, ya que los primeros paquetes de datos que necesitan realizar el 
descubrimiento de ruta se pierden. Además, los paquetes que no se han 
podido enviar se descartan. La implementación de NST-AODV, más orientada 
a escenarios dinámicos, ha añadido un nivel más alto de fiabilidad siendo una 
de sus principales características el asegurar el envío de los mensajes 
mediante buffers en los nodos y múltiples reintentos de envío.  
Para empezar proporciona un mecanismo LLN activado por defecto e incorpora 
las funciones de respuesta indirecta y local repair que define AODV y que 
TinyAODV no implementa. Los paquetes de datos que impliquen un 
descubrimiento de ruta no se descartan sino que se retienen hasta que se ha 
creado la ruta para poder ser enviados. Al enviar un paquete se disponen de 
hasta tres intentos; si tras estos intentos el paquete no puede enviarse, se 
almacena en un buffer y se envía si se crea una nueva ruta. Si no, se descarta 
el paquete. Para todas estas funciones, los nodos disponen de dos buffers 
FIFO, uno de recepción y otro de transmisión. Igual que TinyAODV, NST-
AODV usa la métrica del mínimo número de saltos.  
 
Puesto que NST-AODV es la versión que se modificará para incorporar 
modificaciones de encaminamiento, esta implementación está explicada con 
más detalle en el apartado 3.2.2. 
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2.4. Estado del arte de métricas de encaminamiento en 
redes multisalto 
 
Existen multitud de propuestas en cuanto a estrategias de protocolos de 
encaminamiento, pero otro aspecto a tener en cuenta es la métrica usada en 
dichos protocolos. Tradicionalmente la métrica más usada hasta el momento ha 
sido la del mínimo número de saltos hacia un destino. Pero si se habla de 
redes wireless, es lógico pensar que esta métrica puede no ser la más 
adecuada para este tipo de entornos. Dicho de otra manera, el camino más 
corto no tiene por qué ser siempre ni el más rápido ni el más fiable para llegar a 
un destino teniendo en cuenta que en las redes wireless podemos 
encontrarnos con enlaces de diferente calidad. Así que en estos casos podría 
ser más conveniente escoger otro camino con un mayor número de saltos pero 
de más calidad o bien el de mayor calidad en el caso de que existan varias 
opciones con el mismo número de saltos. Además, hay que tener en cuenta 
que una misma métrica no será válida para todo tipo de entornos y 
configuraciones. 
 
Realizando una búsqueda sobre el tema de protocolos de encaminamiento y 
métricas,  y en concreto de las basadas en la calidad del enlace, se han 
encontrado algunos artículos interesantes de los cuales se han podido obtener 
referencias para nuestra posterior definición de métricas [23]. De esta manera 
en este apartado se presenta el estado del arte en cuanto a las diferentes 
métricas de protocolos de encaminamiento en redes multisalto que se han 
considerado en diferentes estudios hasta el momento. 
 
2.4.1. Propuestas para redes mesh en general 
 
La métrica RTT, propuesta por Adya et al. [26] se basa en la medida del round 
trip delay en paquetes prueba unicast entre nodos vecinos. Esta métrica mide 
varios aspectos de la calidad del enlace. Si un nodo o su vecino están 
ocupados, los paquetes experimentarán retrasos y  el RTT aumentará. Si otros 
nodos vecinos están ocupados, los paquetes también experimentarán retrasos 
debido a la contención de los canales, aumentando también el RTT. Por otra 
parte, si el enlace entre dos nodos tiene pérdidas, el mecanismo ARQ del 
802.11 tendrá que retransmitir los paquetes. RTT es una métrica que depende 
de la carga y esta característica puede llevar a que las rutas sean inestables, 
fenómeno denominado como self-interference. Esta métrica tiene algunas 
desventajas, como por ejemplo el aumento de overhead para medir el RTT, y 
no es escalable si hay que medirlo entre cada par de nodos. 
 
La métrica PktPair se basa en la medida del retardo entre un par de paquetes 
de prueba (el primero de menor longitud que el segundo) enviados a los nodos 
vecinos. Como en el caso anterior, se miden también varios aspectos de 
calidad del enlace. Si debido a una tasa de pérdidas alta hay que retransmitir 
mediante ARQ, el retardo aumentará. Si el enlace tiene poco ancho de banda, 
el segundo paquete tardará más tiempo en atravesar el enlace y esto 
incrementará el retardo. En este caso, los overheads son mayores que para el 
caso de RTT pero por contra la self-interence es menor. 
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La métrica Expected Transmisión Count (ETX) propuesta por De Couto et al. 
[27] se basa en la medida de la tasa de pérdidas de los paquetes broadcast 
entre pares de nodos vecinos. Una de las ventajas de ETX es que reduce el 
overhead puesto que cada nodo realiza un broadcast de los paquetes de 
prueba en lugar de un unicast. 
 
A partir de varios experimentos, como conclusión se expone que la métrica con 
la que mejores resultados se obtiene cuando todos los nodos son estacionarios 
es la ETX, y que RTT y PktPair no proporcionan un buen comportamiento 
debido a que son sensitivos a la carga y por ello sufren self-interference. 
Cuando el nodo transmisor no es estático, la métrica que mejor actúa es la del 
mínimo número de saltos, ya que en el resto de casos las métricas no 
reaccionan lo suficientemente al cambio de topología. 
 
Además de las descritas, se pueden encontrar más estudios que proponen 
otras métricas. Por ejemplo, en [28] se usa un umbral de la relación señal a 
ruido (SNR) para filtrar los enlaces descubiertos por el DRS Route Discovery. 
El principal problema en estos casos es que pueden llegarse a excluir enlaces 
necesarios para mantener la conectividad. En [29] se presenta una métrica 
llamada Weighted Cumulative Expected Transmission Time (WCETT) para 
encaminar en redes wireless multiradio y multisalto. WCETT tiene en cuenta 
tanto la métrica de calidad del enlace como la del mínimo número de saltos, 
pero tan sólo es aplicable para encaminamiento multiradio en redes wireless 
con nodos estacionarios. 
 
Por otra parte, en [25] se comparan empíricamente métricas de 
encaminamiento para redes wireless multisalto estáticas, concretamente ETX, 
Per-hop Round Trip Time (RTT), Per-hop Packet Pair Delay (PktPair) con la del 
mínimo de saltos. Para la comparación usan un protocolo de encaminamiento 
basado en DSR (Dinaymic Source Routing).   
 
 
2.4.2. Popuestas para redes de sensores 
 
En [24] se presenta una implementación del protocolo Adaptative Demand-
Driven Multicast Routing (ADMR), llamada TinyADMR, en sensores basados en 
el chip radio CC2420 usando el sistema operativo TinyOS, todo ello aplicado al 
entorno de redes de sensores ad-hoc. En esta implementación presentan una 
nueva métrica que estima el Path Delivery Ratio (PDR)3 total a partir de una 
medida en cada salto del LQI que proporcionan internamente los CC2420. Este 
valor representa la correlación de los primeros ocho símbolos que van después 
del campo de comienzo de trama (SFD, Start Frame Delimiter). El rango de 
este valor va de 50, que es el indicador de la calidad más baja, a 110, que 
indica la calidad más alta. 
 
                                            
3 PDR: relación entre los paquetes recibidos y los transmitidos en un camino. 
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Las métricas propuestas en la referencia citada son tres: MAX-LQI, PATH-DR y 
ETX. En la métrica MAX-LQI el receptor intenta encontrar el mayor cuello de 
botella de cada camino para escoger entre éstos el camino cuyo cuello de 
botella es mejor (escoger el mejor de entre los peores). El objetivo del estudio 
es maximizar el PDR, pero para usar directamente el camino con el mejor PDR 
primero se ha de medir el Link Delivery Ratio (LDR) 4 en cada salto del camino, 
lo que requiere múltiples intercambios de mensajes entre los nodos vecinos. 
Empíricamente los autores han demostrado que hay una alta correlación entre 
el LQI y el LDR en cada enlace, y mediante el modelo encontrado, una 
aproximación lineal por trozos, mapean el LQI a LDR: el LQI de los paquetes 
recibidos es usado para predecir el LDR del salto anterior. Con todo esto 
producen la métrica PATH-DR, que selecciona el camino a partir del LDR 
estimado:  
 




lESTLDR )(  
 
 
Los autores realizan pruebas en una red formada por 30 sensores, y en la 
presentación de los resultados, la métrica PATH-DR es la que obtiene el mayor 
PDR, con casi un valor del 80.5 % en todos los caminos y una mediana de 
92.4%. MAX-LQI también tiene un buen rendimiento, con una PDR mediana de 
79.6%, mientras que la peor métrica es la del mínimo número de saltos, con 
una mediana de tan sólo 60.7%. Las métricas PATH-DR y MAX-LQI podrían 
alcanzan una mayor robustez manteniendo múltiples caminos pero a cambio de 
un mayor overhead. Además han comprobado que la métrica PATH-DR es muy 
estable, y que MAX-LQI y la del número mínimo de saltos son más variables. 
 
La otra métrica considerada en este artículo y propuesta en [27] es la Expected 
Transmission Count (ETX). ETX se define como: 
 
p* = arg min ∑
∈ ×Lpl lLDRrlLDRf )()(
1  
 
donde LDRf (l) y LDRr (l) son los LDR hacia delante (forward) y hacia atrás 
(reverse) del enlace l. Esta métrica intenta maximizar el throughput del camino 
en lugar del delivery ratio. Está pensada para protocolos de encaminamiento 
que realizan confirmación y retransmisión enlace a enlace, por eso al final del 
artículo se acaba descartando esta métrica como interesante para la 
implementación. Una de las conclusiones de este artículo es que minimizando 
el número de saltos el funcionamiento acaba siendo pobre, mientras que una 
métrica que estima el PDR basado en el LQI alcanza un buen funcionamiento 





                                            
4 LDR: relación entre los paquetes recibidos y los transmitidos en un enlace. 
P: caminos potenciales 
Lp: conjunto de enlaces 
donde p є P 
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Tal y como muestra la literatura científica al respecto, en redes wireless puede 
no resultar óptimo utilizar la métrica del mínimo número de saltos debido a las 
propias  características del medio de transmisión radio. Estudios como [30] 
demuestran que una intensidad alta de señal implica una pérdida de paquetes 
baja, pero no a la inversa, ya que una intensidad baja de señal no es sinónimo 
de una probabilidad de pérdidas alta. Tras diversos estudios se ha ido 
perfilando la necesidad de que métricas basadas en la calidad del enlace 
puedan optimizar el encaminamiento hacia un destino. En este apartado se han 
nombrado las métricas más importantes estudiadas hasta el momento, algunas 
de ellas aplicadas en entornos ad-hoc multicast en redes de sensores (MAX-
LQI, PATH-DR y ETX), otras aplicadas en redes wireless multisalto estáticas 
(ETX, RTT y PaktPair), incluso métricas basadas en la relación señal a ruido. 
Todas ellas tienen sus ventajas y desventajas, y lo que es más importante, su 
funcionamiento dependerá del entorno en el cual se apliquen. El entorno de 
este proyecto no se corresponde totalmente con ninguno de los analizados 
puesto que se va a trabajar en un entorno de redes de sensores y algoritmos 
de encaminamiento unicast, pero de cada uno de ellos pueden extraerse ideas 
y referencias para nuestra posterior definición de métricas. Para acabar este 
capítulo cabe destacar que de las métricas mencionadas se decidió 
implementar la métrica PATH-DR. Las razones y detalles de implementación 
pueden encontrarse en el capítulo 4. 
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CAPÍTULO 3. CARACTERIZACIÓN DE PLATAFORMAS 





Este capítulo está dedicado a la caracterización de los escenarios y a las 
diferentes pruebas que se realizaron previas a la modificación del protocolo de 
encaminamiento. Antes de pasar a los escenarios, se explican las 
características de la plataforma de sensores y del software utilizado. 
 
 
3.2. Plataforma MICAz 
 
La plataforma de sensores MICAz usada en el proyecto está comercializada 
por Crossbow Technologies Inc. [31]. Del kit se han utilizado la placa de 
desarrollo modelo MIB510 [32] y los motes MPR24005 [33]. 
 
3.2.1.      Descripción hardware  
3.2.1.1. Placa de desarrollo MIB510 
 
La placa de desarrollo MIB510 actúa como interfaz entre el PC y los motes a 


















Fig. 3.1. Placa MIB510 
                                            
5 MPR: Mote Processor Radio Board 
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La placa MIB510 tiene un procesador (ISP) Atmega16L mediante el cual se 
programan los motes. El código se descarga al ISP a través del puerto serie 
RS-232, y es el ISP el que programa el código en el mote. Para programar los 
motes se ha de tener instalado en el PC el sistema operativo TinyOS, descrito 
en el apartado 3.3.2.1. Esta placa tiene conectores para motes MICAz, MICA2 
y MICA2DOT.  
 
3.2.1.2. Motes MPR2400 
 
La familia MICAz usa el Chipcon CC2420 [34], que cumple con la normativa 
IEEE  802.15.4 y tiene un transceptor de radio frecuencia Zigbee integrado con 
un micro controlador Atmega 128L. Dispone de un conector de entrada / salida 


















Fig. 3.2. Mote MICAz y su diagrama de bloques 
 
 
La siguiente tabla muestra un resumen de las características más importantes 
de los motes MICAz: 
 
 
Plataforma y modelo MICAz, MPR2400 
Chip ATMega128L 
Tipo 7.37 MHz, 8 bits 
Memoria 128 kb 
MCU 
SRAM 4 kb 
Tipo 51 pins 
10-Bit ADC 7.0 V a  3 V de entrada 
UART 2 
Interfaz placa sensora 
Otras interfaces DIO, I2C 
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Chip CC2420 
Frecuencia 
radio Mín: 2400 MHz, Máx: 2483.5 MHz




Sensibilidad - 94 dBm 
Chip AT45DB014B 
Tipo de 
conexión SPI Memoria Flash 
Tamaño 512 kb 
Tipo 2 baterías tipo AA 
Alimentación Capacidad 
típica 2000 mA / h 
 
Tabla 3.1. Características de los motes MICAz 
 
 
Como transceptor RF se usa el chip CC2420, que utiliza la banda de 2.4 GHz 
con velocidades de 250 kbps, empleando una transmisión DSSS a 2 Mchips 
con una modulación O-QPSK6. De los dos mecanismos de acceso al medio, 
CC2420 bajo TinyOS utiliza el modo beaconless. De esta manera, no se 
necesita sincronización entre los diferentes modos, haciendo que la 
configuración sea más simple. Los dispositivos funcionan como FFD. 
 
 
 3.2.2.     Descripción software  
 
Tal y como se ha comentado, los motes MICAz funcionan bajo el sistema 
operativo TinyOS (Tiny microthreading Operative System) [35], desarrollado en 
la Universidad de Berkeley. En este apartado se describen las características 
de este sistema operativo y de su lenguaje de programación. También se ha 
realizado una breve descripción del programa Serial Forwarder y CSharp (C#) 
para recoger datos de los motes y del software de encaminamiento NST-
AODV. 
 
3.2.1.3. TinyOS y NesC 
 
TinyOS es un sistema operativo de código abierto diseñado para redes sin hilos 
de sistemas embebidos. Su arquitectura está basada en componentes. En este 
tipo de arquitecturas las aplicaciones se crean enlazando componentes, 
permitiendo de esta manera la reutilización de código a través de sus interfaces 
y la abstracción de las características del hardware con el que se trabaja. La 
versión de TinyOS utilizada en el proyecto es la 1.1.15. 
                                            
6 O-QPSK: Offset Quadrature Phase Shift Keying 
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TinyOS crea un nivel intermedio entre las capas inferiores PHY y MAC 
proporcionadas por el 802.15.4 y las capas superiores de encaminamiento tal y 
















Fig. 3.2. Interacción capas 
 
 
La mencionada capa intermedia es la AM (Active Message). Gracias a ella se 
abstraen las capas superiores de las inferiores, siendo esta capa la que actúa 
de puente entre ellas. La siguiente figura muestra el formato de los mensajes 






















Fig. 3.3. Vista esquemática del formato de la trama de datos IEEE 802.15.4 
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El lenguaje de programación de TinyOS es NesC [36], una extensión del 
lenguaje C utilizada para la programación de aplicaciones basadas en 
componentes. Este lenguaje permite el desarrollo de aplicaciones que 
necesitan poco espacio de memoria, uno de los requerimientos más 
importantes en los sistemas empotrados. El diseño está basado en un núcleo 
multihilo simple y eficiente, con tres tipos de abstracciones: eventos, tareas y 
comandos. Los eventos son llamadas hacia arriba, es decir, de componentes 
de bajo nivel a componentes de un nivel más alto, para avisar de algo que ha 
ocurrido (por ej., la recepción de un mensaje). Al contrario que los eventos, las 
tareas son llamadas hacia abajo. Finalmente, las tareas son trozos de código 
que se ejecutan asíncronamente cuando no hay ningún evento a ejecutar, dado 
que los eventos tienen más prioridad que las tareas. Éstas se ejecutan según el 
orden FIFO. 
 
En NesC existen dos tipos de componentes: los módulos y las configuraciones. 
Los componentes proporcionan y utilizan interfaces, que son los puntos de 
acceso hacia y desde los componentes. En las interfaces se declaran 
comandos que ha de implementar el que proporciona la interfaz y eventos que 
han de ser implementados por el usuario de dicha interfaz. Los módulos 
contienen el código del programa y es donde se implementan las interfaces, 
mientras que las configuraciones son las que se usan para enlazar las 
interfaces de los componentes entre sí, proceso que se conoce también como 
wiring.  
 
Los tipos de datos implementados en NesC son los que ya dispone C, además 
de los tipos uint8_t (unsigned integer de 8 bits), uint16_t (lo mismo pero de 16 
bits), result_t y bool. 
 
 
3.2.1.4. Serial Forwarder y CSharp 
 
Para recoger los datos de los sensores se usa el software de soporte Serial 
Forwarder, que actúa de interfaz entre el PC y el nodo “base” acoplado a la 
placa programadora. Los datos que recoge el nodo base los reenvía al puerto 
UART de la placa, y es el Serial Forwarder el que se puede comunicar con 
otros programas mediante sockets. En el caso del proyecto, se han utilizado 
diferentes programas en lenguaje Csharp (C#) para recoger los datos recibidos 
por el puerto UART. En el anexo IV así como en la documentación adjunta se 
pueden consultar los programas realizados. 
 
 
Para configurar el Serial Forwarder usando la placa MIB510, los parámetros a 























Fig. 3.4. Configuración de Serial Forwarder 
 
 
Cabe resaltar que la capa MAC incorpora un modo promiscuo para la escucha 
de mensajes incluso cuando el destino final no es el nodo local. Gracias a esta 
característica el nodo “base” puede monitorizar todos los paquetes que le 




Tras la visión general de NST-AODV en el capítulo 2.3.1.1., en este apartado 
se va a describir más a fondo esta implementación.  
 
Actualmente NST-AODV puede funcionar bajo nodos MICA2 (chip CC1000) y 
MICAz (chip CC2420). Los módulos más importantes que forman la aplicación 
son los siguientes: 
 
- AODV_Core.nc: éste es uno de los principales módulos del programa. 
Se encarga de realizar el proceso de descubrimiento de rutas (envío / 
recepción de RREQ / RREP) y de la reparación de rutas (envío / 
recepción de RERR), así como de determinar la validez de las mismas. 
Para ejecutar estas funciones se comunica con el módulo 
AODV_Tables. También es el responsable de gestionar los números de 
secuencia.  
 
- AODV_Tables.nc: este módulo gestiona las tres tablas que mantiene 
cada nodo. Estas tablas son la de rutas (AODV_Route_Table), 
encargada de almacenar las rutas hacia los destinos, la de RREQs 
(AODV_Route_Cache), que evita el reenvío innecesario de los mensajes 
de descubrimiento de ruta ya recibidos y por tanto bucles, y finalmente la 
tabla de paquetes broadcast (AODV_Data_Cache), por el mismo motivo 
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- AODV_PacketForwarder.nc: entre las tareas de este módulo, destaca la 
del envío y recepción los mensajes una vez la ruta se ha establecido de 
origen a destino.  
 
- SingleHopManagerM.nc: este módulo se encarga de las comunicaciones 
a un salto.  
 
- SimpleQueueM y BufferQueueM: estos dos módulos implementan los 
buffers de espera que permiten evitar la pérdida de mensajes cuando la 
ruta falla o en el proceso de descubrimiento.  
 
En esta implementación de NST-AODV, el formato de los paquetes y el tamaño 






























Fig. 3.5. Formatos mensajes NST-AODV 
 
 
Cuando un nodo quiere enviar un mensaje a un destino, el primer paso que 
sigue es llamar a la función de envío SendMHopMsg, que encola el mensaje en 
BufferQueue. El paquete permanece en este buffer hasta que el módulo haya 
realizado las posibles tareas que tiene pendientes. Cuando éstas se han 
finalizado, el módulo AODV_PacketForwarder se encarga de verificar si existe 
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una ruta en las tablas del nodo consultando al módulo AODV_Tables. Si no 
existe, el módulo AODV_Core comenzaría el proceso de descubrimiento 
enviando RREQs en modo broadcast controlado. Cuando algún nodo, ya sea el 
destino final o un nodo intermedio mediante indirect reply, responde al RREP y 
éste llega al origen, se crea la ruta y se notifica a AODV_PacketForwarder para 
que envíe el mensaje. En este punto, AODV_PacketForwarder envía el 
mensaje a SimpleQueue, que dispondrá de tres intentos de envío. Si los tres 
intentos fallaran, el nodo empezaría un proceso de reparación local para buscar 
una ruta hacia el destino. 
 
 
3.3. Caracterización de la calidad de un enlace 802.15.4 
 
En el capítulo 2 se ha comprobado la creciente importancia del papel de la 
calidad del enlace en las nuevas propuestas de encaminamiento. A partir de 
ahí el próximo paso fue realizar una caracterización mediante diversas pruebas 
del parámetro de calidad LQI (Link Quality Indicator) mencionado en los 
protocolos LOAD y DYMO-low para usarlo como coste de ruta, y del parámetro 
RSSI (Received Signal Strength Indicator). La medida del LQI es una 
caracterización de la calidad de los paquetes recibidos, y la del RSSI  indica la 
intensidad de señal recibida. 
 
Los valores de LQI y RSSI los proporcionan las capas PHY (física) y MAC del 
IEEE 802.15.4, y están implementados en el chip CC2420. Los paquetes 
802.15.4 se transmiten con  dos bytes de FCS7 que se comprueban en el 
extremo receptor. Cuando el paquete pasa a la capa MAC del receptor, este 
campo de dos bytes es reemplazado. El RSSI, medido sobre los primeros ocho 
símbolos que siguen al SFD8, ocupará el primer byte del FCS. El bit más 
significativo del segundo byte corresponde al CRC, que indica si la trama 
recibida es correcta. Y por último, los 7 bits menos significativos del segundo 
byte del FCS se reemplazan con el LQI, que se basa en un muestreo de la tasa 
de error de los primeros ocho símbolos de la cabecera de la trama recibida de 
la capa PHY (campo longitud). Este muestreo genera un valor de correlación  





Fig. 3.6.  Datos en RXFIFO 
                                            
7 FCS: Frame Check Sequence 
8 FSD: Frame Start Delimiter 
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Los valores de LQI pueden ir de 50 a 110, donde el valor 50 va asociado a la 
mínima calidad y 110 a la máxima. Los valores de RSSI obtenidos 
corresponden al valor del registro RSSI_VAL. Este valor contiene signo y por 
tanto  al valor obtenido se deberá restar 256, puesto que las potencias 
recibidas siempre tendrán signo negativo ya que el rango de potencias de 
transmisión en MICAz va de –25 dBm a 0 dBm. Para obtener el valor real de 
potencia recibida, se usará la fórmula PRX = RSSI_VAL + RSSI_OFFSET 
[dBm], donde el manual del chip CC2420 indica usar un valor de offset de – 45. 
 
Una vez conocidos los rangos de valores que deberían obtenerse en las 
medidas, se pasó a diseñar las pruebas para caracterizar el comportamiento 
del LQI y del RSSI con la distancia así como su relación con la probabilidad de 
recepción de paquetes. 
 
Primeramente se planteó conocer el comportamiento del LQI y el RSSI con la 
distancia. Para ello se utilizaron 2 motes, uno acoplado a la placa controladora 
y otro que se iba alejando en cada prueba. Se realizó un programa en NesC en 
el que mote controlador enviaba un paquete de “hello” al mote receptor, y éste 
cuando lo recibía empezaba a enviar un paquete cada 100 ms al mote 
controlador hasta llegar a 500 paquetes. Cuando en el mote controlador se 
recibían los paquetes, se recogían los parámetros deseados y a través del 
Serial Forwarder y de una aplicación en C# se mostraban los datos. 
 
Las pruebas se realizaron en el canal 26, puesto que es el más alejado de los 
canales 802.11, y por tanto el más inmune a interferencias wireless [37]. La 





    Fig. 3.7. Espectro 802.15.4 vs 802.11 
 
 
Las pruebas se realizaron usando varias potencias de transmisión. Algunos de 
los resultados obtenidos a potencia media ( –15 dBm) son los siguientes: 



















Fig. 3.8. Gráfica relación LQI vs distancia. Los valores de LQI representados 
son los valores medios. 
 
 
En la gráfica 3.8. se puede observar la tendencia decreciente, aunque no lineal 
ni monótona, del LQI con la distancia (están representados los valores medios 
del LQI). En la zona central de la gráfica se mantiene durante una cierta 
distancia para posteriormente crecer ligeramente y después volver a bajar 
hasta el punto de menor calidad observado. Estas oscilaciones se deben a las 





















Fig. 3.9. Gráfica relación potencia recibida vs distancia. El valor de potencia 
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Otro de los resultados obtenidos lo muestra la gráfica 3.9. La relación de la 
potencia con la distancia también sufre una tendencia decreciente. Cabe 
recordar que la sensibilidad del chip CC2420 es de unos –94 dBm teóricos pero 
que en la práctica debido a imperfecciones del hardware puede resultar una 
sensibilidad menor. Aunque la potencia de transmisión en este caso sea de –15 
dBm, hay que tener en cuenta tanto las pérdidas de transmisión como de 
recepción y las interferencias del medio, lo que hace que la potencia recibida 
alcance estos valores tan bajos. 
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4.1.  Introducción 
 
En este apartado se van a explicar las diferentes métricas que se han 
programado sobre NST-AODV así como los resultados obtenidos en las 
distintas pruebas realizadas.  
 
Las métricas probadas son la del mínimo número de saltos (MIN_HOP) y la 




4.2. Métrica PATH-DR 
 
Después de ver el estado del arte en cuanto a métricas en redes multisalto sin 
hilos, el próximo paso en el proyecto fue definir las métricas que se iban a 
probar. Para ello se decidió que las modificaciones se realizarían sobre el 
protocolo NST-AODV, implementación propia de la UPC. El objetivo de esta 
parte del proyecto fue modificar la métrica del mínimo número de saltos 
utilizada por NST-AODV, y observar los resultados mediante pruebas 
experimentales.  
 
De las métricas estudiadas, se vio que podría ser interesante implementar la 
denominada por sus autores como PATH-DR. Esta métrica intenta maximizar el 
path delivery ratio de una ruta. Para obtener el PDR de una ruta, recordemos 
que existen dos métodos: hallar los valores de delivery ratio de cada enlace 
(LDR) por separado, o realizar una predicción del LDR mediante el LQI. El 
primer método es muy costoso e incrementa sustancialmente el overhead en la 
red, y por tanto es inviable para el tipo de redes con las que se está tratando. 
Por otra parte, el segundo método aprovecha la correlación entre LDR y LQI, y 
a partir de este último estima el delivery ratio de cada enlace.  
 
 
4.2.1.     Obtención de la relación LDR - LQI  
 
Siguiendo los pasos del artículo se realizaron las pruebas, explicadas en el 
capítulo anterior, para obtener la relación LDR – LQI en nuestro escenario. El 






















Fig. 4.1. Gráfica LDR vs LQI a – 15 dBm 
 
 
En la gráfica se pueden observar dos tramos diferenciados; uno de tendencia 
creciente más o menos lineal que aproximadamente va entre los valores de LQI 
de 59 y 87, y otro a partir de valores de LQI superiores a 90 de tendencia 
plana. El motivo de que no existan puntos en el rango de los LQIs más bajos es 
debido a que los valores son promedios de 500 muestras, y cuando la calidad 
del enlace es muy baja no se suelen recibir paquetes. Cabe decir que entre las 
muestras sí que se han observado paquetes con LQIs de valores muy bajos 
(entre 50 y 60). En las pruebas del artículo mencionado también muestran unos 
resultados similares en cuanto a las tendencias en estos tres tramos.  
A la vista de estas tres tendencias, para tener un mapeo LQI – LDR se puede 
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En el anexo I se pueden consultar las tablas de los resultados obtenidos con 
potencia de transmisión –10 dBm en las que se puede observar como las 
tendencias son muy similares. También se pueden ver más gráficas resultado 
con potencia –15 dBm. 
 
Tras la linealización en tres trozos se pueden obtener las siguientes rectas que 
se utilizarán para mapear el LQI obtenido en cada enlace a su LDR 
correspondiente: 
 
- Primer tramo: 50 ≤ LQI ≤ 59  ?  LDR = ( 5 · LQI – 250 ) / 9 
 
- Segundo tramo: 59 < LQI < 87  ?  LDR = ( 14 · LQI – 811 ) / 3 
 
- Tercer tramo: 87 ≤ LQI ≤ 110  ?  LDR = ( LQI  + 190 ) / 3 
 
 
4.2.2.     Implementación de PATH-DR  
 
Una vez obtenidos estos resultados se pasó a modificar el código de NST-
AODV para incorporar la nueva métrica. A continuación se van a comentar los 
cambios de programación más importantes; para consultar el detalle de otras 
partes del código consultar el anexo III y la documentación adjunta. 
 
La métrica PATH-DR propone obtener el PDR total de una ruta mediante el 
producto de los LDR individuales de cada enlace de la ruta. De esta manera, el 
campo de los paquetes RREQ y RREP que almacena la métrica deberá indicar 
el PDR acumulado. Actualmente en NST-AODV el campo metric que 
almacenaba el número de saltos tiene una longitud de un byte, suficiente para 
indicar el PDR. El PDR se puede expresar en tanto por ciento (%) o en decimal; 
es decir, por ejemplo 89 % o 0.89. Da igual expresarlo de una manera u otra 
mientras posteriormente se tenga en cuenta el significado. Se pensó que con 1 
byte era suficiente para expresar este valor, teniendo en cuenta que 1 byte nos 
permite expresar valores de hasta 256 y que expresando el PDR en % como 
máximo tendremos valores hasta 100. Se podría haber escogido utilizar un tipo 
float para almacenar la métrica en formato decimal, pero un tipo float ocupa 4 
bytes, con lo que estaríamos aumentando en 3 bytes la longitud de los 
mensajes RREQ y RREP innecesariamente. 
 
Puesto que el campo de métrica sigue siendo de 1 byte, cabe decir que la 
nueva implementación no toca los formatos de los paquetes con respecto a 
NST-AODV. La única pequeña modificación necesaria ha sido la de renombrar 
el campo TTL (Time To Live) del mensaje AODV, que se va decrementando a 
cada salto para descartar el paquete cuando TTL = 0) por routeHops; en la 
nueva métrica no tendrá sentido descartar un paquete si supera un 
determinado límite de saltos ya que lo que se busca es minimizar la pérdida de 
paquetes y para ello sin importar el número de nodos que atraviesa. De todas 
formas se pensó que sería útil para el reporte de datos, ya que de esta manera 
accediendo al campo routeHops en el nodo destino se puede obtener el 
número de saltos de la ruta (que es incrementado a cada salto). 
34                                                Optimitzación de un protocolo de encaminamientoen redes de sensores IEEE 802.15.4 
 
Una vez revisados los formatos de los mensajes AODV, el siguiente paso fue 
modificar los campos de las tablas que usa NST-AODV, definidas en el fichero 
AODV.h. Las tablas AODV_Route_Table y AODV_Route_Cache, encargadas 
de guardar las rutas y de evitar el reenvío innecesario de RREQs 
respectivamente, incluyen un campo de número de saltos; este campo se ha 
eliminado y se ha sustituido por otro llamado pdr. Siguiendo en esta línea, 
también se han modificado las funciones del módulo AODV_Tables que 
operaban con estos campos: inicialización y borrado de tablas (comandos 
result_t StdControl.init y result_t deleteRTableEntry), actualización de 
información de ruta (comando result_t AODV_Route.updateRouteInfo), 
actualización y borrado de caché (comandos result_t 
AODV_Cache.updateCache y result_t AODV_Cache.deleteCache) y 
comprobación de caché (comando result_t AODV_Cache.checkCache). Como 
la definición de estas funciones también cambia, hay que tener en cuenta que 
se han de modificar las interfaces afectadas. 
 
El principal módulo a modificar es el AODV_Core, que es el encargado de 
controlar el proceso de creación y actualización de rutas así como del de 
reparación local. 
 
El proceso de envío de mensaje se inicia en el módulo 
AODV_PacketForwarder mediante el comando result_t 
SendMHopMsg.sendTTL. Esta función se encarga de comprobar si existe una 
ruta hacia el destino deseado; si no existe, se genera. En NST-AODV cuando 
se generaba una ruta, el campo metric se inicializaba a 0 para posteriormente ir 
incrementando a cada salto. En la nueva implementación se decidió que 
inicialmente metric adopte un valor de 100, más adelante se comenta el motivo.  
Tras actualizar la caché (AODV_Route_Cache) se pasa a enviar el mensaje 
RREQ. Cuando un nodo recibe un RREQ salta el evento TOS_MsgPtr 
ReceiveRreq.receive. En NST-AODV se comprobaba si el número de saltos 
excedía al máximo TTL, y si todavía estaba por debajo del límite incrementaba 
en uno el número de saltos. En la nueva implementación esto ya no es válido y 
en su lugar se ha creado el nuevo comando convertLqiToLdr. Cuando se recibe 
el RREQ, se obtiene el valor del parámetro LQI del medio radio y se le pasa a 
la función convertLqiToLdr, que se encarga de verificar que el valor esté dentro 
del rango válido de 50 a 110 y de mapear el valor obtenido al LDR 
correspondiente según la linealización por trozos explicada anteriormente, 
retornando el LDR obtenido.  Este LDR aplica al último salto del mensaje, por lo 
que hay que extraer el campo metric (PDR acumulado hasta el salto anterior) y 
multiplicar los dos valores para obtener la métrica actualizada. El proceso a 
nivel de código es multiplicar los dos valores, dividirlos por 100 y redondear. Un 
ejemplo es el siguiente: 
 
- valor del campo metric: 89 
- valor LDR (mapeo LQI – LDR): 90 
 
 
De esta manera se evita el tener que enviar números decimales y por tanto de 
tipo coma flotante que ocupan más espacio en bytes.  
1.  89 · 90 = 8010 
2.  8010 / 100 = 80.1 
3.  80.1 ≈ 80
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Utilizando este proceso  hay que tener dos aspectos en cuenta. Se ha 
comentado que el primer RREQ se envía con métrica 100; se hace de esta 
manera porque es la única forma de que cuando se recibe este mensaje y se 
realiza el producto LDR · 100, al dividir otra vez por 100 quede el valor del LDR, 
que es el de un salto. El otro aspecto a tener en cuenta es que puede darse el 
caso que al pasar por bastantes enlaces o bien por enlaces de baja calidad, 
tras realizar el cálculo del PDR resultante sea un número del tipo 0.X. Un 
ejemplo sería por ejemplo tener tres enlaces con unos LDR de 20% , 20 % y 10 












Fig. 4.3. Ejemplo PDR resultante 0 
 
 
En este caso el PDR resultante sería 0, aunque realmente es 0.4. PDRs tan 
bajos indican una muy baja probabilidad de recepción y se ha considerado que 
llegados a este punto es deseable que la ruta sea descartada. 
 
Retomando el proceso de descubrimiento de ruta a nivel de código, una vez el 
nodo que recibe el RREQ actualiza el valor de métrica comprueba que el 
RREQ no haya sido recibido anteriormente y que si en su caché tiene el mismo 
ID de RREQ la métrica del recibido sea mejor. Si falla alguna comprobación, se 
descarta el paquete. Tras comprobar la caché, ésta se actualiza. A partir de 
aquí, pueden darse dos casos; que el destino del descubrimiento de ruta sea el 
nodo local o que no lo sea. Si el destino del RREQ es el nodo local, éste se 
prepara para responder con un mensaje RREP cuyo campo metric será el PDR 
acumulado, y actualiza su tabla de rutas. Si el RREQ todavía no ha llegado a 
su destino final el nodo realiza un reenvío del mensaje también con el PDR en 
el campo metric, y así hasta llegar al final. 
 
En la recepción de RREPs también se comprueba si ha llegado al nodo origen 
que había empezado el descubrimiento de ruta o si es un nodo intermedio. A 
cada salto se van actualizando las tablas para formar la ruta y reenviando el 
mensaje.  
 
Estos cambios comentados reflejan algunos de los realizados en el módulo 
“núcleo” de NST-AODV. Para ver el detalle del resto de cambios así como las 
diferentes funciones de soporte creadas consultar el código en el anexo III y la 
documentación adjunta. 
 
PDR = 20 1.  20 · 20 = 400
2.  400 / 100 = 4
3.  PDR = 4  
1.  4 · 10 = 40 
2.  40 / 100 = 0.4 
3.  PDR = 0 
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4.2.3. Evaluación de PATH-DR  
 
 
Tras la programación de la métrica PATH-DR, el siguiente paso fue comprobar 
el correcto funcionamiento de la misma. Cabe destacar las grandes limitaciones 
del entorno formado por los sensores, el sistema operativo y el lenguaje de 
programación a la hora de detectar fallos en el funcionamiento del protocolo. 
Para debugar existe la herramienta dbg [38], pero sólo permite hacerlo dentro 
de un simulador como TOSSIM y no en motes reales. Además dbg en aspectos 
radio no entra en detalle, y ni siquiera tiene el LQI implementado. Mediante un 
nodo en modo “sniffer” acoplado a la placa programadora y a través del puerto 
UART se pueden retransmitir los paquetes recibidos, pero si se tiene una red 
multisalto como es el caso de este proyecto, sólo se podrán capturar paquetes 
de una parte de la red, con lo que es imposible tener una visión global. Además 
la velocidad del puerto UART, que depende del reloj interno, hace que los 
nodos MICAz puedan transmitir datos como máximo a 57.6 kbps mientras que 
las comunicaciones del módulo radio pueden alcanzar los 250 kbps, por lo que 
cuando hay varios sensores en la red el puerto UART puede saturarse y dejar 
de capturar paquetes. El nodo sniffer aporta algo de luz en cuanto a poder 
observar parte del intercambio de mensajes entre los sensores, pero no es útil 
para detectar errores de implementación.  
 
 
Un ejemplo que ilustra estas limitaciones se dio durante el proyecto cuando se 
intentaba comprobar el funcionamiento de la métrica PATH-DR programada 
sobre NST-AODV. En NST-AODV con métrica mínimo número de saltos,  
cuando un nodo ha respondido con un RREP y se ha creado la ruta sólo 
contestará con otro RREP si recibe un RREQ con un coste mejor, es decir, con 
un menor número de saltos. Con PATH-DR ocurre lo mismo, se envía otro 
RREP si se recibe un RREQ con un coste mejor, es decir, un mayor PDR. Pese 
a que la idea es la misma analizando la situación se puede ver como en los dos 
casos ocurren situaciones opuestas. Mientras que para el mínimo número de 
saltos lo habitual es que recibamos el RREQ al que se contestará con un 
RREP antes que el resto, ya que lo lógico es que llegue antes el RREQ que 
atraviesa un menor número de nodos intermedios, para el caso de PATH-DR lo 
lógico es que se reciban antes los RREQs que atraviesan menos saltos y que 



































Fig. 4.4.  Secuencia descubrimiento de ruta con 3 nodos 
  
 
Cuando el nodo transmisor (TX) desea enviar un paquete al receptor (RX) inicia 
un proceso de descubrimiento enviando RREQs en modo broadcast. Si el 
receptor está dentro del área de cobertura del transmisor, recibirá primero el 
RREQ del TX. El segundo RREQ, enviado por el nodo relay (R) lo recibe más 
tarde puesto que el nodo intermedio debe procesar el mensaje RREQ1 y 
reenviarlo. El nodo RX cuando reciba el primer RREQ, lo procesará y como es 
la primera métrica que recibe responderá con un RREP. Puede darse el caso 
que mientras se está en el proceso de envío del RREP se reciba el RREQ2. 
Según la implementación de NST-AODV anterior, al estar el nodo enviando el 
RREP y por tanto ocupado, se descartaba el posible envío de un RREP de un 
RREQ que llegase durante ese mismo tiempo. Realmente con la métrica del 
mínimo número de saltos no llegaba nunca a darse este “error”, ya que el coste 
del RREQ2 era peor (2 saltos vs 1 salto del RREQ1) y no tenía que generar una 
nueva respuesta; pero en el caso de PATH-DR, los dos RREQs pueden 
recibirse casi al mismo tiempo, que la métrica del RREQ2 sea mejor (calidad 
enlace TX – R y R – RX mejor que TX – RX) y que haya que generar un 
segundo RREP mientras todavía se esté generando el primero. Como no es 
posible debugar el código de programas NesC en este tipo de entornos, errores 
como éste tipo son difíciles y tediosos de detectar.  La única “técnica” para 
detectar este tipo de errores es hacer uso de los 3 leds (rojo, amarillo y verde) 
que tienen los sensores. La técnica consiste en hacer que los leds se 
enciendan al ocurrir un determinado evento, o al ejecutar alguna función o 
acción. Como sólo hay 3 leds este método comporta el tener que modificar, 
compilar y reinstalar el código en los sensores en múltiples ocasiones, con el 

















tP1: t proceso RREQ
tP2: t proceso RREQ
Tx R 
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de leds pudo detectarse el error de no envío del segundo RREP en la situación 
comentada, solucionándola manteniendo en espera el proceso de envío hasta 
que se procesara el primer RREP. 
 
4.2.1.    Pruebas y resultados 
 
Se han realizado pruebas con el objetivo de comparar el funcionamiento del 
protocolo de encaminamiento NST-AODV con dos métricas diferentes: la 
habitual del mínimo número de saltos, MIN_HOP, y una basada en la calidad 
del enlace, PATH-DR [24] programada sobre el NST-AODV existente tras 
realizar los cambios comentados en el apartado anterior.  
4.2.1.1.    MIN_HOP y PATH-DR 
 
El escenario montado estaba formado por un total de 6 nodos MICAz actuando 
como transmisores o receptores según el momento más un nodo adicional 
actuando como base. Los criterios a la hora de situar los nodos fue buscar 
diversidad de enlaces y caminos y que no hubiera ningún nodo “ciego” para el 




























Fig. 4.5.  Distribución de los nodos 
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La mecánica de las pruebas consistió en transmitir una tanda de 200 paquetes 
a una tasa de un paquete cada 500 ms a cada nodo por turnos: el nodo 2 envía 
200 paquetes al nodo 1, cuando acaba es el nodo 3 el que envía al nodo 1, etc.  
Los envíos se realizaron por tandas para excluir efectos no deseados como por 
ejemplo colisiones de paquetes y evitando al máximo efectos externos (como 
por ejemplo el paso de personas). Para controlar quién es el nodo transmisor y 
a qué receptor ha de enviar los paquetes se hizo uso de un nodo base. El nodo 
base, haciendo de puente entre el PC y el rsto de motes,  fue el encargado de 
enviar un paquete al nodo que le toca indicándole en un campo del paquete la 
dirección a la que debía transmitir; de esta manera, los nodos transmisores 
cuando recibían un paquete del nodo base miraban dicho campo de datos y 
empezaban a enviar un paquete cada 500 ms hasta llegar a un total de 200. 
Hay que tener en cuenta que después de cada tanda de envío era necesario 
realizar un reset (apagar y encender el mote) en todos los nodos para borrar 
los datos de las tablas de encaminamiento. En el momento en el que todos han 
acabado de transmitir al receptor, el receptor se reprograma como transmisor y 
uno de los transmisores como receptor, y así hasta 6 veces puesto que se 
disponía de 6 nodos. Todos los nodos se programaron a una potencia de –15 
dBm. 
 
Cabe destacar la tediosidad de las pruebas, el hecho de tener que ir 
reprogramando los nodos  e ir controlando en todo momento con el nodo base, 
y todo esto por cada métrica que se ha probado. Habitualmente este tipo de 
pruebas suelen realizarse con más placas programadoras, más ordenadores y 
más personal, lo que agiliza considerablemente el proceso. Como dato 
comparativo se puede citar el del artículo [24] en el que se trabajó con 30 
nodos MICAz cada uno con su placa programadora conectada a un ordenador 
diferente (en este proyecto se trabajó con 6 nodos, una placa programadora y 
un PC portátil). 
 
A continuación se muestra unas tablas resumen de los resultados obtenidos 




RX 1 2 3 4 5 6 
TX LQI MH LQI MH LQI MH LQI MH LQI MH LQI MH
1 ** ** 198 199 200 199 199 200 200 200 195 200
2 199 199 ** ** 200 199 199 198 198 200 184 199
3 186 196 199 197 ** ** 198 191 199 179 160 145
4 199 193 199 181 195 200 ** ** 198 200 169 184
5 199 157 199 198 190 171 199 200 ** ** 160 148
6 140 132 180 195 199 198 195 200 163 153 ** ** 
 
Tabla 4.1. Paquetes recibidos con métrica MIN_HOP y con PATH-DR (LQI) 
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RX 1 2 3 4 5 6 
TX LQI MH LQI MH LQI MH LQI MH LQI MH LQI MH
1 ** ** 1 1 1 1 1 1 2 2,1 2 1,9 
2 1 1 ** ** 1 1 1 1 2 1 1,5 2,9 
3 1,8 1 1,9 1,9 ** ** 1,1 1,1 2 1,1 1 1 
4 1 2 1 1 1,8 1,1 ** ** 1 1 1,7 2,8 
5 2 3 2 1 2,3 2 1 1 ** ** 2,3 3 
6 2,5 2 1,2 2,9 1 1 2 2 2,8 3,1 ** ** 
 
 




En las dos tablas la primera columna indica el nodo que transmite y la primera 
fila el nodo receptor, de manera que en cada intersección fila – columna se 
indica el número de paquetes recibidos por el nodo indicado en la columna 
cuando transmite el nodo de esa fila en la primera tabla, y el número de saltos 
en la segunda, y todo ello para las dos métricas estudiadas. Además para 
poder realizar una comparación visual más rápida, en la primera tabla el 
número en color rojo indica la métrica con la que se han recibido menos 
paquetes y en verde con la que se ha recibido más. 
 
Antes de pasar a las conclusiones sobre los resultados obtenidos cabe 
comentar los resultados que se esperaban obtener antes de realizar las 
pruebas. Parece lógico pensar que con la métrica PATH-DR deberían 
obtenerse unos mejores resultados en cuanto a paquetes recibidos a costa de 
caminos con un mayor número de saltos, ya que al realizar el descubrimiento 
de rutas éstas se forman por los enlaces de mayor calidad y no por los caminos 
más cortos. Además, según el artículo [24] que también probaba la métrica 
PATH-DR los resultados eran bastante esperanzadores, obteniendo unos path 
delivery ratio medios de aproximadamente un 30 % más que para la métrica del 
mínimo número de saltos.  Antes de montar un escenario con más nodos, se 
comprobó con un escenario básico de tres nodos si la métrica PATH-DR 
producía alguna mejora. Al ver que no se observaba ninguna mejoría, se pensó 
que quizás harían falta más nodos con más diversidad de enlaces para 
observar resultados diferentes y por ello se montó el escenario con 6 nodos.  
 
Volviendo a las tablas y analizando los datos que hay en ellas realmente no se 
observa una mejora notable utilizando la métrica basada en el indicador LQI de 
la calidad del enlace proporcionado por el CC2420 de los nodos MICAz. Hay 
ocasiones en las que con la métrica PATH-DR se reciben más paquetes que 
con MIN_HOP, pero también se puede observar que no todas las tandas de 
pruebas siguen este mismo patrón, ya que a veces con la métrica del mínimo 
número de saltos se consiguen path delivery ratio más altos. Cabe destacar 
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que el delivery ratio en MIN_HOP es alto, no dejando un margen muy amplio a 
la mejora. Realizando la suma de todos los paquetes recibidos con las dos 




Total paquetes TX 6000 6000 
Total paquetes RX 5698 5611 
PDR total 94,97 % 93,52 % 
Total saltos 46,89 46 
 
 
Tabla 4.3. Comparación PDR total para las dos métricas 
 
 
En cuanto al número de saltos se puede decir que ocurre algo parecido puesto 
que no se observan grandes diferencias; hay casos en los que con la métrica 
MIN_HOP se forman caminos de más saltos que con PATH_DR y viceversa. 
 
Llegados a este punto y en vista de los resultados obtenidos en las pruebas, se 
decidió realizar un análisis más amplio y profundo para encontrar las posibles 
causas que podían haber influido en la diferencia de los resultados esperados y 
los conseguidos. 
 
Durante los primeros escenarios de pruebas de este proyecto, los comentados 
en el apartado 4.2, ya se observó que el indicador LQI era muy variable. Los 
valores tomados como referencia hasta ahora siempre han sido en media, pero 
fijándonos en otras características como el valor mínimo, el máximo o la 
desviación típica es cuando realmente puede verse la gran variabilidad de este 
indicador. A continuación se muestran dos gráficos (potencias –10 y –15 dBm) 
que pertenecen a las medidas que se realizaron para caracterizar la relación 
LDR - LQI. En los gráficos están representados los valores medios y además 
se ha calculado la desviación estándar. La desviación estándar es una medida 
de la dispersión de los valores respecto al valor promedio, de manera que 
representando el valor promedio, el valor promedio menos la desviación 
estándar y el valor promedio más la desviación estándar nos podemos hacer 



















































Fig. 4.7. Variabilidad LQI a –15 dBm 
 
De manera gráfica se ve claramente cómo el LQI llega a variar incluso en más 
de 20 unidades (recordemos que sus valores están comprendidos dentro del 
rango [50, 110 ]). Esta gran variabilidad lleva a pensar que puede que el LQI no 
sea un indicador adecuado para medir la calidad de un enlace y en 
consecuencia, basar nuestra métrica de encaminamiento en los valores de este 
indicador. Teniendo en cuenta la manera en cómo se realizan los 
descubrimientos en NST-AODV, es decir mediante un único proceso de 
descubrimiento inicial de ruta, es muy probable que estemos basando nuestra 
decisión de encaminamiento en una medida no representativa de la calidad del 
enlace: podríamos estar tomando enlaces de buena calidad cuando en realidad 
no son de tan buena y viceversa.  
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Al principio del proyecto consideré conveniente suscribirme a la lista de 
distribución de TinyOS [40], y fue precisamente durante la realización de estas 
últimas pruebas que se produjo una interesante discusión sobre la 
conveniencia del uso del LQI como indicador de calidad del enlace en redes 
802.15.4. En el anexo II se puede seguir con detalle la discusión, en la que 
alguien preguntó si existía alguna relación entre el LQI y la probabilidad de 
pérdida de paquetes. Hubo múltiples respuestas de las que se pueden destacar 
algunas. Varias personas recomiendan realizar gráficas LQI vs LDR y RSSI vs 
LDR, tal y como se ha hecho al principio de este proyecto, para ver la 
correlación del LQI y RSSI con respecto al LDR. Un punto muy importante en el 
que todos parecían estar de acuerdo es en que las medidas individuales del 
LQI son muy variables y que se ha de utilizar una ventana de bastantes 
paquetes (en el artículo [41] de más de 50) para obtener un LQI medio en un 
rango de 10 unidades alrededor de la media, teniendo en cuenta que 10 
unidades de LQI pueden suponer una variación de error de un 30% (ver 
gráficas LQI). En la misma discusión se hacía referencia a un artículo 
interesante [41] en el cual se evalúa el comportamiento del LQI y del RSSI. Los 
experimentos realizados se basaban en el envío de paquetes unicast entre 
nodos. De los resultados que obtuvieron, sus conclusiones son que el LQI es 
mucho más variable en el tiempo que el RSSI pero que su correlación con el 
LDR es mayor (tomando valores en media). También observaron que RSSI 
podría ser un buen indicador cuando su valor está por encima del umbral de 
sensibilidad, ya que detectaron que por encima de ese umbral la probabilidad 
de recepción de los paquetes era de aproximadamente el 85 %. Comparando 
las gráficas con las obtenidas en nuestros resultados, se observa que las de 
LQI vs LDR siguen la misma tendencia, mientras que en las de RSSI vs LDR, 
aunque sí que se puede ver cómo es un indicador con mucha menos variación, 
no se observa un umbral claro como el del artículo citado. Las gráficas RSSI vs 




















Fig. 4.8. Valores medios ± desviación típica, potencia de transmisión de –10 
dBm 





















Fig. 4.9.  Valores medios ± desviación típica, potencia de transmisión de –15 
dBm 
 
Otra manera de  ver la variabilidad del LQI es representar su evolución en el 
tiempo. Para ello se muestran dos gráficas de ejemplo (a –15 dBm). Por una 
parte en la gráfica se muestra la evolución del LQI para un enlace de buena 
calidad en el que se recibieron todos los paquetes transmitidos, y por otra está 
representada la evolución para un enlace de menor calidad en el que el link 
delivery ratio fue del 70,3%. 
 
Fig. 4.10.  Evolución temporal LQI 












LDR = 100 % LDR = 73,6 %
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A partir de la gráfica se puede extraer la conclusión de que para buenas 
calidades, el LQI es bastante estable (situado en valores de entre 100 a 110), 
pero para cuando la calidad empieza a ser menor se encuentran unas 
variabilidades bastante elevadas. En el ejemplo de la gráfica se puede ver 
claramente como la decisión de encaminamiento en base a una medida de LQI 
podría ser muy diferente dependiendo de la muestra escogida, de manera que 
se podría determinar erróneamente que el enlace es de muy buena calidad o 
contrariamente, de muy mala.  
 
En la siguiente representación gráfica se puede observar la evolución temporal 
























LDR = 100 % LDR = 73,6 % LDR = 50,4 % LDR = 35,6 %
 
Fig. 4.11. Evolución temporal RSSI 
 
 
A diferencia del LQI, la variabilidad en el tiempo del parámetro RSSI es muy 
inferior. Esta característica de no variabilidad sería muy adecuada para usar el 
RSSI como indicador de calidad del enlace; el problema es, que tal y como 
puede verse en la gráfica, existe una variación considerable en cuanto a la tasa 
de recepción de paquetes en la franja de RSSI de entre –80 y –90 dBm en la 
cual los valores de RSSI son muy parecidos pero el LDR varía entre 35,6 y 73, 
6%, haciendo casi imposible distinguir entre unos y otros. Una intensidad alta 
de señal implica una pérdida de paquetes baja pero no a la inversa, ya que una 
intensidad baja de señal no siempre es sinónimo de una probabilidad de 
pérdidas alta. Además, la literatura general en este aspecto indica que el 
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concepto de calidad del enlace como nivel de potencia recibida no es del todo 
fiable puesto que dentro de la potencia recibida no podemos distinguir entre 
señal útil e interferencia o ruido que puede sumarse a la señal. Hay que tener 
en cuenta que el LQI es una medida del error de la señal, mientras que la 
potencia recibida únicamente es una medida de la intensidad de señal. 
 
A partir de las caracterizaciones de nuestros escenarios no puede decirse que 
el RSSI sea idóneo para utilizarlo como descriptor de calidad, puesto que su 
correlación con el LDR es baja (tal y como se observa en las figuras 4.6 y 4.7). 
Sí se observa que cuando la calidad es buena la potencia recibida es alta, pero 
también en situaciones de buena calidad el LQI es bastante estable y alto. De 
todas maneras, la situación de buena calidad no es determinante puesto que el 
aspecto crítico en el algoritmo de encaminamiento será detectar cuando la 
calidad no es tan buena. 
Llegados a este punto se decidió comparar el protocolo NST-AODV con 
TinyADMR el utilizado en el artículo para ver si existía alguna diferencia de 
implementación entre los dos que pudiera estar haciendo que en nuestras 
pruebas no consiguiéramos ver las mejoras detectadas en su artículo. 
Comparando se vio que a diferencia de NST-AODV en TinyADMR se 
realizaban redescubrimientos periódicos, concretamente cada 5 segundos. En 
NST-AODV no estaban implementados puesto que el protocolo está orientado 
a la simplicidad y ahorro de baterías. El hecho de realizar descubrimientos 
periódicos introduce un overhead adicional en la red debido a los mensajes de 
control (RREQs y RREPs) de manera que la batería de los nodos puede verse 
afectada en menor o mayor medida. 
 
Analizando la situación se pensó que el hecho de realizar redescubrimientos 
periódicos podría hacer que el path delivery ratio fuera mejor; ya que el LQI es 
un parámetro variable, si en lugar de un descubrimiento al principio se van 
realizando cada cierto tiempo, el protocolo podría ir “ajustando” las rutas y no 
basar la decisión de encaminamiento en una sola muestra. En el artículo los 
descubrimientos estaban programados cada 5 segundos pero se consideró que 
este período era demasiado pequeño, así que se decidió realizar pruebas con 
descubrimientos cada 10 segundos. En la implementación de NST-AODV esto 
se traduce en realizar un reset (comando call Reset.doReset( );) en las tablas 
de encaminamiento del nodo transmisor cada 10 segundos de manera que 
cuando expira este temporizador se está obligando al nodo a buscar una nueva 
ruta para el paquete que va a transmitir.  
 
4.2.1.2.    MIN_HOP, PATH-DR y PERIODIC_RREQs 
 
Tras este cambio de implementación se volvieron a repetir las pruebas. Se 
confirmó algo que se había comprobado en las pruebas anteriores, y es que 
pese a utilizar buffers, cuando se realiza un descubrimiento suele perderse el 
paquete que iba a transmitirse. De manera que en las pruebas con 
redescubrimientos periódicos se observaba que cada 10 segundos se perdía 
un paquete. Hay que resaltar que no es así en todos los casos, pero sí en la 
mayoría. Para que este hecho no influyera a la hora de comparar con las otras 
dos métricas se decidió añadir los paquetes perdidos debido a descubrimientos 
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(para los tres casos). La siguiente tabla muestra los resultados finales (la 
tercera columna, PR, indica la nueva métrica): 
 
 
RX 1 2 3 4 5 6 
TX LQI MH PR LQI MH PR LQI MH PR LQI MH PR LQI MH PR LQI MH PR
1 ** ** ** 199 200 200 200 200 200 200 200 200 200 200 198 196 200 198
2 200 200 198 ** ** ** 200 200 200 200 199 200 199 200 198 185 200 200
3 187 197 200 200 198 200 ** ** ** 199 192 200 200 180 199 161 146 179
4 200 194 200 200 182 191 196 200 200 ** ** ** 199 200 200 170 185 200
5 200 156 198 200 199 198 191 172 200 200 200 200 ** ** ** 161 149 173
6 141 133 160 181 196 200 200 199 200 196 200 200 164 154 173 ** ** ** 
 
 
Tabla 4.4. Paquetes recibidos con métrica MIN_HOP, PATH-DR sin 




RX 1 2 3 4 5 6 
TX LQI MH PR LQI MH PR LQI MH PR LQI MH PR LQI MH PR LQI MH PR
1 ** ** ** 1 1 1 1 1 1 1 1 1 2 2,1 1,7 2 1,9 1,3
2 1 1 1 ** ** ** 1 1 1,1 1 1 1 2 1 1,3 1,5 2,9 1,7
3 1,8 1 1 1,9 1,9 2 ** ** ** 1,1 1,1 1,1 2 1,1 1 1 1 1 
4 1 2 2 1 1 1,3 1,8 1,1 1,1 ** ** ** 1 1 1 1,7 2,8 2 
5 2 3 3 2 1 2,2 2,3 2 2,5 1 1 1 ** ** ** 2,3 3 2,4
6 2,5 2 1,5 1,2 2,9 2,8 1 1 1 2 2 2,2 2,8 3,1 3 ** ** ** 
 
 
Tabla 4.5. Número de saltos con métrica MIN_HOP, PATH-DR sin 





Igual que anteriormente, si se realiza la suma de todos los paquetes recibidos 
con las tres métricas, el path delivery ratio total es muy similar en los tres 
casos: 
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 PATH_DR MIN_HOP PERIODIC_RREQs 
Total paquetes 
TX 6000 6000 6000 
Total paquetes 
RX 5725 5633 5863 
PDR total 95,41 % 93,88 % 97,7 % 
Total saltos 46,89 46 47,21 
 
Tabla 4.6. Comparación PDR total para las tres métricas 
 
 
En comparación con los dos casos anteriores, con redescubrimientos 
periódicos el path delivery ratio total es ligeramente superior. Parece ser que el 
hecho de no basar la decisión de encaminamiento en una sola muestra de LQI 
sino en varias mejora la probabilidad de recepción. Otro aspecto que podría 
influir en el resultado es el número de nodos utilizados en las pruebas. En 
nuestras pruebas se usaron 6 nodos, mientras que en las del artículo la red 
estaba formada por 30 nodos y por tanto, más variedad de caminos.  
 
En cuanto al número de saltos tampoco se puede concluir que por norma 
general en las métricas basadas en LQI sea mayor, aunque sí es en bastantes 
casos ligeramente superior. En este caso lo que podría estar ocurriendo es que 
al realizar los redescubrimientos se estuvieran formando otros caminos de más 
calidad pero de igual número de saltos. 
 
Tal y como se ha visto parece que la implementación de la métrica basada en 
LQI con redescubrimientos periódicos es la que tiene un mejor comportamiento 
en términos de PDR. Pero hay que tener en cuenta que esta mejora es a costa 
de introducir un mayor overhead en la red ya que cada 10 segundos se está 
enviando en modo broadcast un RREQ para generar una nueva ruta. Este 
aumento del intercambio de mensajes puede afectar a la batería de los 
sensores que recordemos, es limitada. Para evaluar este impacto se realizó 
una serie de pruebas que se detallan a continuación. 
 
 
4.2.1.3.    Impacto en la batería 
 
Para evaluar el posible impacto de los redescubrimientos periódicos en la 
batería se realizaron unas pruebas. Las pruebas consistieron en programar un 
envío continuo entre un mote transmisor y un mote receptor para las dos 
modalidades de métrica PATH-DR LQI, es decir con redescubrimientos 
periódicos y sin redescubrimientos periódicos (por separado).  
 
Las pruebas se realizaron a potencia media (-15 dBm) y con unas pilas 
normales de tipo AA. La frecuencia de envío de paquetes era de uno cada 500 
ms, y los redescubrimientos se realizaban cada 10 s. La siguiente gráfica 
muestra una evolución de la caída de tensión en el nodo transmisor para los 
dos casos: 






















Fig. 4.12. Evolución batería para las dos métricas 
 
 
En la gráfica se puede observar como aproximadamente la evolución es la 
misma en los dos casos, siendo la caída de tensión un poco más acusada en el 
caso de los redescubrimientos periódicos. 
 
Más concretamente, los datos de caídas de tensión tanto en el nodo transmisor 
como en el nodo receptor antes y después de las pruebas son los siguientes: 
 
 
 PERIODIC_RREQ NO PERIODIC_RREQ 
Tensión Antes Tras 12 h Caída Antes Tras 12 h Caída 
Mote TX 3047 mV 2699 mV 348 mV 3077 mV 2750 mV 327 mV 
Mote RX 3077 mV 2833 mV 244 mV 3099 mV 2875 mV 224 mV 
 
Tabla 4.7.  Datos caída de tensión motes tx / rx 
 
 
Aunque las caídas de tensión son similares se observa que el consumo de 
batería en el caso de redescubrimientos periódicos es ligeramente superior: 21 
mV en el caso del mote transmisor y 20 mV en el caso del mote receptor. Un 
dato a destacar es el mayor consumo del mote transmisor en relación al 
receptor. La diferencia es lógica si se piensa que el mote receptor en este caso 
únicamente se dedica a recibir paquetes y contestar los RREQs recibidos con 














con RREQs periódicos sin RREQs periódicos
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mensajes RREP. Es por ello que sin descubrimientos periódicos, al no tener 
que contestar con RREPs el consumo es menor. 
 
Se ha comprobado que una pila nueva de tipo AA da una lectura de voltaje de 
aproximadamente unos 3100 mV y que sobre los 1800 mV ésta deja de 
funcionar. De esta manera y para el caso de la tabla, con redescubrimientos 
periódicos los motes tendrían (de manera teórica) una autonomía de: 
 
  
Autonomía PERIODIC_RREQ NO PERIODIC_RREQ 
Mote TX 44,8 h 47,7 h 
Mote RX 63,9 h 69,6 h 
 
Tabla 4.8. Duración teórica baterías para el caso estudiado 
 
 
Teniendo en cuenta los datos de autonomía se puede ver como la diferencia no 
se puede considerar cuantiosa. Pero si se realizan los cálculos durante el 
período de un año considerando que los motes están funcionando durante las 
24 horas se llega al resultado de que tanto para el caso del mote transmisor y 
receptor con redescubrimientos periódicos se necesitarían aproximadamente 
unos 12 recambios más de baterías que para el caso de PATH-DR LQI sin 
redescubrimientos (183 recambios). Aunque este escenario en el que los motes 
están transmitiendo siempre no es el habitual, se han realizado estos cálculos 
para ver hasta qué punto afecta el consumo.  
 
Un aspecto a tener en cuenta es que en este escenario se han evaluado dos 
motes, uno transmitiendo y el otro recibiendo. En el momento en el que en el 
escenario esté formado por más nodos los descubrimientos periódicos harán 
que el impacto en las baterías sea mayor. Recordemos que cuando un nodo 
empieza un descubrimiento de ruta envía un RREQ en modo broadcast, 
mensaje que se irá propagando también en modo broadcast por los nodos 
intermedios de la red hasta llegar al receptor. De esta manera, los nodos que 
más sufrirán el impacto serán estos mismos nodos intermedios, ya que serán 
los que más transmisiones y recepciones realizarán para formar la ruta del 
nodo origen al nodo destino.  
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CAPÍTULO 5. CONCLUSIONES 
 
 
Los objetivos de este PFC básicamente eran cuatro. Primero, realizar  un 
estudio en cuanto al estado del arte y las métricas de encaminamiento 
actuales. Segundo, definir las propuestas a implementar para posteriormente 
implementar éstas métricas sobre el protocolo NST-AODV. Y finalmente, 
evaluar la implementación sobre una red de sensores real. Todo el trabajo 
realizado ha sido documentado detalladamente en los capítulos así como en 
los anexos y en el CD adjunto, que contiene todo el código desarrollado.  
 
En un primer momento se dedicó tiempo al estudio del sistema operativo 
TinyOS y del lenguaje de programación NesC así como al funcionamiento de la 
plataforma de sensores MICAz de Crossbow.  
 
Tras analizar el estado del arte del encaminamiento y sus métricas en redes 
MANET se pasó a la comprensión del código del protocolo NST-AODV sobre el 
cual se iban a realizar los cambios.  
 
Para cumplir el objetivo de optimización del encaminamiento en entornos IEEE 
802.15.4 desde un principio guiamos el proyecto hacia métricas basadas en la 
calidad del enlace. La investigación científica todavía ha de madurar mucho en 
este campo pero poco a poco cada vez más se van destinando más esfuerzos 
para conseguir diferentes estandarizaciones. Todavía no existe ningún 
estándar que indique el parámetro a utilizar para medir la calidad de un enlace 
inalámbrico ni cómo introducirlo en una métrica, aunque diferentes grupos de 
investigación han desarrollado algunas aproximaciones con resultados más o 
menos satisfactorios dependiendo del entorno. En el estándar IEEE 802.15.4 
se habla del indicador de calidad LQI, parámetro es el que se ha tomado como 
referencia de calidad del enlace en este proyecto. Concretamente se decidió 
implementar la métrica PATH-DR, propuesta en un artículo estudiado, que 
intenta maximizar el path delivery ratio de una ruta estimando el delivery ratio 
individual de cada enlace a partir de medidas del LQI.  
 
Cabe destacar que se han tenido que desarrollar diferentes aplicaciones en 
NesC y C# para el filtrado de paquetes y reporte de datos. Todos ellos  pueden 
encontrarse en el CD adjunto. 
 
Una vez se implementó la métrica sobre NST-AODV y tras solventar diferentes 
problemas y comprobar que el funcionamiento era el correcto se realizaron 
pruebas comparativas entre la métrica del mínimo número de saltos y path-dr 
en un escenario con seis nodos. Hay que destacar que los resultados 
obtenidos forman parte de un escenario real y no de una simulación. Con los 
resultados obtenidos no se pudo concluir que introduciendo LQI como métrica 
hiciese mejorar el comportamiento del protocolo de encaminamiento. 
Analizando la situación se encontró una posible causa: la gran variabilidad del 
LQI. Gracias a las gráficas incluidas en el presente documento se ha 
demostrado que LQI es un parámetro muy variable en el tiempo.  
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Otra posibilidad analizada fue utilizar el parámetro RSSI para el cálculo del 
coste de un enlace. Pero aunque RSSI es un indicador mucho menos variable 
que el LQI, en nuestros escenarios no se ha encontrado una correlación con el 
link delivery ratio, y por ello se acabó descartando tal opción.  
 
Para intentar compensar la variabilidad del parámetro que utilizamos para 
medir la calidad del enlace se pensó mejorar la métrica introduciendo 
redescubrimientos periódicos. Tras realizar los cambios en la implementación 
de NST-AODV se volvieron a repetir las pruebas. Esta vez los resultados 
reportaron una mejora un poco más notable en la tasa de paquetes recibidos. 
 
Teniendo en cuenta que los redescubrimientos periódicos implican enviar más 
mensajes de control y por lo tanto aumentar el overhead en la red, se 
realizaron unas pruebas para comprobar el impacto de las dos métricas en las 
baterías de los sensores. Los resultados mostraron que para el caso de los 
redescubrimientos periódicos el consumo de batería es mayor. Así pues se 
puede decir que es necesario alcanzar un compromiso entre el periodo entre 
redescubrimientos periódicos y el consumo de batería. 
 
Las limitaciones de este tipo de redes hace que se busque la máxima sencillez 
en su funcionamiento y operación, de manera que no es adecuado utilizar 
métodos sofisticados ni costosos para medir la calidad de los enlaces. Tras la 
realización de este proyecto, se quiere destacar que todavía queda un largo 
camino por recorrer dado que todavía no existe un criterio bien definido a la 
hora de detectar la calidad en 802.15.4, y que todavía no ha quedado 
demostrado con claridad que haya un indicador fiable y estable que pueda ser 
utilizado en un protocolo de encaminamiento. Las dos grandes apuestas, LQI y 
RSSI, tienen carencias que de momento les hacen tener partidarios y 
detractores a partes iguales, lo que implica que no exista una línea común de 
trabajo. 
 
Como líneas futuras se pueden destacar varios puntos de interés. Se espera 
que LOAD sea el estándar que especifique cómo usar el protocolo AODV de 
MANET en redes 802.15.4.  De momento está en versión draft y tiene algunas 
problemáticas que deberán solventarse antes de estandarizar. Cabe comentar 
que NST-AODV tiene bastantes puntos en común con LOAD y en un futuro no 
debería ser muy costoso adaptarlo a sus especificaciones. Lo mismo ocurre 
con el protocolo DYMO-low, la otra especificación en formato draft que está en 
vía de estandarización. 
 
Otra línia futura para este proyecto sería probar otras plataformas de sensores 
como Telos, que permite conectividad USB. Esta plataforma aportaría una 
mejora a la hora de trabajar con los sensores ya que la reconfiguración sería 
menos costosa. También cabe destacar que la velocidad del puerto USB es 
mayor que la del puerto UART. 
 
En cualquier caso se deberán seguir las evoluciones del trabajo realizado por 
6lowpan, el grupo de la IETF que centra su trabajo en los aspectos trabajados 
en este proyecto.  
 





El desarrollo sostenible es uno de los grandes retos del siglo XXI y actualmente 
cualquier proyecto tecnológico ha de tener en cuenta el posible impacto que 
puede causar al medioambiente. A continuación se realiza un análisis de 
diferentes aspectos medioambientales y su relación con el proyecto.  
 
Los sensores utilizados en el proyecto están basados en el estándar IEEE 
802.15.4, en el cual uno de los aspectos más importantes es el bajo consumo 
de energía. El consumo energético es un aspecto muy importante a tener en 
cuenta, puesto que los sensores hacen uso de baterías y puede darse el caso 
que haya dispositivos cuyo emplazamiento no sea fácilmente accesible. Por 
tanto cuanto más se minimice el consumo menor batería consumirán. Si las 
baterías son desechables éstas deberán reciclarse ya que sino con el paso del 
tiempo pueden expulsar compuestos tóxicos y dañinos para el medioambiente. 
Si una vez gastadas las baterías se tiran directamente a la basura, algunos 
materiales como el mercurio y el cadmio, nocivos para el medioambiente y la 
salud, pueden liberarse al ciclo del agua a través de la lluvia o del gas 
producido al quemar las basuras en los vertederos.  
Otra posibilidad es utilizar pilas alcalinas; pero aunque en este tipo de pilas se 
indica que llevan un 0% de mercurio realmente no es así ya que contienen 
aproximadamente un 0,5%. 
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ANEXO I: Resultados pruebas caracterización 
 
A continuación se presentan las gráficas de resultados pertenecientes a las 
pruebas de caracterización de escenarios.  
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ANEXO II: Discusión sobre LQI en la lista de 
distribución de tinyos-help 
 
A continuación se detalla la discusión que llevaron a cabo varios miembros de 







Can anybody tell me if there is some relation between the link quality indiactor 
(LQI) and the probability of packet loss, between two motes? Or is there some 






Yes, there is *some* relation: they're positively correlated.  But on the CC2420 
radio, LQI shows significant variance for a given packet reception rate (PRR). 
 You may be much better off using RSSI, which shows far less variance for a 
given PRR. 
 
You can use (logistic) regression to determine the relationship the variables: 
- send a lot of packets between a lot of motes 
- compute the PRR as the fraction of packets received over the number 
sent for each tx, rx link pair 
- note the RSSI and LQI values 
- Plot (and regress) PRR vs RSSI and PRR vs LQI 
 





There is a graph that shows a dependence between distance and PRR, LQI, 
and RSSI in the paper about Telos design (figure 5 in 
http://www.polastre.com/papers/spots05-telos.pdf).  While it does not actually 
show the regression, and distance is made explicit, it should at least give you a 
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The Telos graphs are nice in that they show the relationship between some of 
these variables but some mental gymnastics are required to make the leap from 
what's shown to PRR vs RSSI and PRR vs LQI.  And, given the variances 
involved, I'm not sure that everyone would come to the same conclusion. 
 
I would argue that from a PRR, RSSI, and LQI perspective, distance is a largely 
unnecessary nuisance variable.  Distance (and position) ultimately affect RSSI 
and LQI, and perhaps knowing the distance helps in some way to determine 
PRR, but at the physical level, RSSI to interference and noise largely determine 
whether packets are received. 
 
So, if you can directly measure and correlate PRR, RSSI, and LQI, then it would 






You're correct that the distance is just introducing confusion into this discussion, 
it would have been much better to do plots of PPR v LQi and PPR v. RSSI. 
 
I would disagree however with your characterization that RSSI has a better 
correlation with PPR (and you have not presented any actual data to back up 
your conjecture).  The graphs in the telos paper, while noisy, point at least 
somewhat towards a decent correlation between PPR and LQI; the flat region of 
the RSSI curve with large error bars would imply a distribution that is quite 
different than the PPR.  LQI does have a close correspondence with the PPR -- 
it measures number of chip errors in the encoding of the first few bytes of the 
transmission; once that number goes beyond what's correctable, then your 
packet is going to get lost.  Effectively this boils down to 
sampling the PPR on a very short time window.  In contrast, RSSI will pick up 
narrowband interferences and count them toward the measurement, even 
though they may end up being irrelevant for the actual reception. 
 
 
Actually, Rob, I think we're both right (and wrong).  If you look at the Telos data, 
RSSI shows much lower variance and much greater range for short distances 
whereas LQI shows comparable variance but greater range for medium and 
longer distances.  If distance approximates PRR, then RSSI would be a good 
estimate for decent links whereas LQI would be a good estimator for worse 
links.  I have some other data that I'm not quite ready to release yet, so I'll agree 
with you that that I can't argue based on it without sharing first. ;-) 
 
You're right that RSSI will pick up narrowband interferences (especially since its 
sampled over only eight symbols) which is why I wrote "...RSSI to interference 
and noise largely determine whether packets are received...", the key word 
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On 5/9/06, Prabal Dutta <prabal@cs.berkeley.edu> wrote: 
> Actually, Rob, I think we're both right (and wrong).  If you look at 
> the Telos data, RSSI shows much lower variance and much greater range 
> for short distances whereas LQI shows comparable variance but greater 
> range for medium and longer distances.  If distance approximates PRR, 
> then RSSI would be a good estimate for decent links whereas LQI would 
> be a good estimator for worse links.  I have some other data that I'm 
> not quite ready to release yet, so I'll agree with you that that I 
> can't argue based on it without sharing first. ;-) 
I completely agree with this: if good links exist (PRR is close to 1),  you can find 
them based on RSSI.  When no such links exist, LQI seems to have a better 
correspondence to the weak links.  I will be on a lookout when your paper 








all of the variables were measured at the same time--lqi and rssi.  It does not 
take a mental leap to understand the findings in an open air environment. 
 
prabal, I would be extremely enthusiastic to review your real world data on this 
topic. please send your studies to the list as I believe we all could profoundly 







This discussion isn't about translating the paper's results to an open air 
environment.  It's about what PRR vs RSSI and PRR vs LQI looks like.  The 
mental exercise is visualizing that from the PRR vs Distance, RSSI vs Distance, 
and LQI vs Distance data in the paper. It's not impossible but its not 
immediately obvious to the casual observer. 
 
As I wrote in my earlier e-mail, we're not yet ready to release our findings, but 







What is preventing the release of your data? Levis and his student have a paper 
already available in emnets, my paper was out last year, so why can't you 
release your data? they're called technical reports for a reason. 
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There's nothing that I claim in this thread which you can't divine from the data in 
your Telos paper, although it's not presented in that paper in way that clearly 
conveys it, or by reading Levis and student's paper.  Or, talk with Rob, he 
appears to agree. The compelling data is out there already.  Just look at. 
 
 
I'm sure you can think of a couple of reasons why we might not be ready to 





Is there some document that is useful in deriving the likelihood of packet loss as 









 To the best of my knowledge at  least in tinyos-1.x the default radio model (not 
sure how you can replace this in 1.x) the input is link PRR's. That is you can use 
experimental data or use an analytical model to generate link PRR's for your 
topology (for e.g. use lossy builder) and give this as an input to to TOSSIM-1.x. 
Hence the simulation has no notion of power. 
 
 
 However in TOSSIM-2.x the radio model uses the notion of link gains to 
emulate packet losses and hence 2.x might actually might be able to get singal 





On May 10, 2006, at 3:08 PM, Joe Polastre wrote: 
 
> What is preventing the release of your data? Levis and his student 
> have a paper already available in emnets, my paper was out last year, 
> so why can't you release your data? they're called technical reports 
> for a reason. 
> bottom line--you need to show compelling data to be taken seriously. 
 
Anexo II: Discusión sobre LQI en la lista de distribución de tinyos-help  11 
Here's a link to the camera-ready of Kannan's EmNets paper, which I think has 
reasonably convincing data. It shows (most of) my evidence that leads me to 




High level points: 
 
 
o LQI is correlated with packet loss 
o individual LQI readings have high variance 
o in our experiments, it takes a window of >50 packets to obtain an average LQI 
within 10 units of the observed mean 
o 10 units of LQI error is the difference between a 20% and 50% PRR, or a 50% 
and 80%. 
 
Note that if you send >50 packets, you can estimate (with DSN) PRR within 2-
4%. The low variance of RSSI makes it a much better indicator of environmental 
changes. The *one* advantage that LQI has over RSSI is that it is much more 
chip-independent, in that hardware variations such as receive sensitivity 
(CC2420 advertises within 3dBm but we've observed much greater variations) 
are factored out. But it's not clear whether that's very useful in the end. The only 
way to know is to build and compare link estimators, which no-one has done. 
 
The long and the short of it is that the data in the Telos paper is very 
misleading. As the X-axis is distance there is no way to know the correlation 
between the values for individual directed node pairs. The variance across 
readings in individual pairs makes LQI a very inaccurate estimator. As far as I 
know, there has not been any evaluation of whether LQI is effective, and by that 
I mean a comparative evaluation against other techniques. The plots in the 
Telos paper have led many network protocols to  mistakenly use LQI when it is 





On May 10, 2006, at 4:14 PM, Robert Szewczyk wrote: 
 
> Perhaps one of the TOSSIM experts will weigh in here; I believe this 
> is totally dependent on the radio model used by TOSSIM.  I am not be 
> suprised that the default radio model produces 0 RSSI.  Doing this 
> analysis on the motes will give you real data, otherwise you're 
> basically munging through someone else's experiments that generated 
> the TOSSIM models. 
The default TOSSIM 1.x radio model is for a very old platform, the mica, which 
didn't have LQI. It also doesn't provide RSSI. There is a CC2420 plugin for 
TOSSIM that a student at Berkeley wrote under Joe's direction. I don't know if it 
provides LQI. It can be found in the beta/ directory. 
 
Phil 
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On May 10, 2006, at 4:30 PM, Avinash Sridharan wrote: 
 
>Hi Venkat/Rob, 
>  To the best of my knowledge attleast in tinyos-1.x the default 
> radio model (not sure how you can replace this in 1.x) the input is 
> link PRR's. That is you can use experimental data or use an 
> analytical model to generate link PRR's for your topology (for e.g. 
> use lossy builder) and give this as an input to to TOSSIM-1.x. 
> Hence the simulation has no notion of power. 
> 
>  However in TOSSIM-2.x the radio model uses the notion of link 
> gains to emulate packet losses and hence 2.x might actually might 
> be able to get singal strength as part of the message. 
> 
That's correct about 2.x: because it uses link gains getting RSSI should be 
possible. I haven't yet implemented the interfaces that would let you get RSSI 
on packets, though. But they'll definitely be in for the next beta release (in a 






I want to share my data from a while back when I was looking at 




For this particular discussion, I wish I had a plot of LQI/PRR and RSS/PRR 
(instead of LQI/PRR and LQI/RSS) to compare with Phil's and Prabal's data. 
Nevertheless, my data seems to suggest that RSS has less variance than LQI 

















Anexo II: Discusión sobre LQI en la lista de distribución de tinyos-help  13 
> I want to share my data from a while back when I was looking at 
> PRR/LQI/RSSI on MicaZ: http://enl.usc.edu/~om_p/etxlqirss/ 
> 
> For this particular discussion, I wish I had a plot of LQI/PRR and 
> RSS/PRR (instead of LQI/PRR and LQI/RSS) to compare with Phil's and 
> Prabal's data. Nevertheless, my data seems to suggest that RSS has 
> less variance than LQI especially when the links are not that great. 
> 
That sounds right. LQI is very stable when it's at the high end of its range. If 
there is a very high chip correlation (no chip errors), then you'll see a max LQI 
with no variation. But I think that detecting these very good, high quality, stable 
links has never been the hard part of link estimation. 
 
 
I like the 2D plot of LQI vs. ETX. Are the ETX measures really in terms of 10s of 
packets? It's hard to get a sense of the density of the distribution, though. That 
is, while the crosses make it look like LQI is all over the place, it might actually 
be a very tight distribution, whose peaks aren't easily distinguishable from 




> On May 11, 2006, at 3:34 AM, Omprakash Gnawali wrote: 
> 
>  
>> I want to share my data from a while back when I was looking at 
>>PRR/LQI/RSSI on MicaZ: 
>>http://enl.usc.edu/~om_p/etxlqirss/ 
>  
>> For this particular discussion, I wish I had a plot of LQI/PRR and 
>> RSS/PRR (instead of LQI/PRR and LQI/RSS) to compare with Phil's and 
>> Prabal's data. Nevertheless, my data seems to suggest that RSS has 
>> less variance than LQI especially when the links are not that great. 
>  
> 
> That sounds right. LQI is very stable when it's at the high end of 
> its range. If there is a very high chip correlation (no chip errors), 
> then you'll see a max LQI with no variation. But I think that 
> detecting these very good, high quality, stable links has never been 
> the hard part of link estimation. 
> 
> I like the 2D plot of LQI vs. ETX. Are the ETX measures really in 
> terms of 10s of packets? 
 
Yes. Node 7 and 8 were pretty far (maybe gray area) so PRR seems a 
little wild. About 50% of the packets were received (graphs on the 
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> It's hard to get a sense of the density of  the distribution, though. That is, while 
> the crosses make it look like LQI is all over the place, it might actually be a  
> very tight distribution,  
> whose peaks aren't easily distinguishable from individual data points. Do you 




I have added graphs that show the distribution of LQI, ETX, and RSSI 
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ANEXO III: CÓDIGO NST-AODV MODIFICADO 
 
 
En este está detallado algunos de los módulos más importantes correspondientes a 
la implementación NST-AODV con la métrica PATH-DR (/tos/lib/aodv). Los 







 // Time between the send of rreq and the time when protocol 
determines that route hasn't been found. 
 DISCOVERY_PERIOD = 100, //AODV_PacketForwarder.nc 
  
 // maximum number of tries to send one data msg when route failes. 
With a discovery in each try. 
 MAX_INTENTS_GLOBAL = 2, //AODV_PacketForwarder.nc 
  
 // maximum number of tries before we return msg from outgoing buffer 
to AODV_Packetforwarder module 
 SEND_QUEUE_MAX_RETRIES  = 2,  //SimpleQueueM.nc 
 
   
 // Other aodv parametrers. 
 SEND_QUEUE_SIZE    = 1,  //SimpleQueueM.nc 
 QUEUE_SIZE    = 1,  //BufferQueueM.nc 
 AODVR_NUM_TRIES    = 2,  //AODV_Core.nc 
 AODV_RTABLE_SIZE   = 7,  //AODV_Core.nc 
 AODV_RQCACHE_SIZE   = 7,  //AODV_Core.nc 
 AODV_DATACACHE_SIZE   = 7,  //AODV_Core.nc 








 // type of routing node 
 AODV_SET_FLAG = 0xfe,  // 254 
 ALTA_MOBILITAT  = 0x01,  // 1 
 BAIXA_MOBILITAT = 0x00,  // 0 
 
 // indicator of route generation 
 LOCAL_REPAIR = 0xfd, 
 SRC_REPAIR  = 0xfc, 
  
 // Constants 
    INVALID_NODE_ID = 0xfe,  // 254 
    INVALID_INDEX  = 0xfe,  // 254 
 MAX_NUM_HOPS  = 0xfe,  // 254 
 
 // task state variable 
    TASK_DONE   = 0x00,  // 0 
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    TASK_PENDING  = 0x01,  // 1 
    TASK_REPOSTREQ  = 0x02,  // 2 
  




* Structs used on program 
* 
*/ 
typedef struct { 
  uint8_t   dest;     
  uint8_t   nextHop;   
  uint16_t  destSeq;   
  uint8_t   pdr; 
  uint16_t  lifetimeSeq; 
  uint8_t  flag;     
} AODV_Route_Table; 
 
typedef struct { 
  uint8_t   dest;    
  uint8_t   src;    
  uint8_t   nextHop;  
  uint16_t  rreqID;   
  uint16_t  destSeq;  
  uint8_t pdr;  
} AODV_Route_Cache; 
 
typedef struct { 
  wsnAddr  dest;   
  wsnAddr  src;   
  uint8_t app;   







#define INDIRECT    0 
  
 module AODV_Core { 
 provides { 
  interface StdControl as Control; 
  interface ReactiveRouter; 
  command uint16_t getAODVseqNum();   
  command uint8_t convertLqiToLdr (uint8_t lqi); 
 } 
 uses { 
  interface SendMsg  as SendRreq; 
  interface ReceiveMsg  as ReceiveRreq; 
  interface SendMsg  as SendRreply; 
  interface ReceiveMsg  as ReceiveRreply; 
  interface SendMsg  as SendRerr; 
  interface ReceiveMsg  as ReceiveRerr; 
  interface Payload2; 
  interface Timer; 
  interface SingleHopMsg; 
  interface AODV_Route; 
  interface AODV_Cache; 
  interface Leds; 





 TOS_Msg msgBuf1, msgBuf2, msgBuf3; 
 TOS_MsgPtr rreqMsg; 
 TOS_MsgPtr rReplyMsg; 
 TOS_MsgPtr rErrMsg; 
 
 uint8_t rreqTaskPending; 
 uint8_t rreplyTaskPending; 
 uint8_t rerrTaskPending; 
 uint8_t localRepair; 
 uint8_t rreqNumTries; 
 uint8_t rreplyNumTries; 
 uint8_t rerrNumTries; 
  
 bool sendPending; 
 wsnAddr rReplyDest; 
 uint16_t mySeq; //destination sequence number for LOCAL NODE 
 uint16_t rreqID;   
 uint8_t ownFlag; 
 uint8_t rreqs; 
 uint8_t rreps; 
 
 command result_t Control.init() { 
  rreqMsg  = &msgBuf1; 
  rReplyMsg  = &msgBuf2; 
  rErrMsg  = &msgBuf3; 
 
  rreqTaskPending   = TASK_DONE; 
  rreplyTaskPending = TASK_DONE; 
  rerrTaskPending   = TASK_DONE; 
 
  sendPending = FALSE; 
  localRepair =INVALID_NODE_ID; 
   
  rreqNumTries = 0; 
  rreplyNumTries = 0; 
  rerrNumTries = 0; 
  mySeq   = 0;    
  rreqID  = 0; 
  rreqs = 0; 
  rreps = 0; 
     
  rReplyDest  = INVALID_NODE_ID; 
   
  call AODV_Cache.deleteCache(); 
   
  return SUCCESS; 
 } 
 
 command result_t Control.start() { 
  return call Timer.start(TIMER_REPEAT,RETRY_INTERVAL); 
 } 
 
 command result_t Control.stop() { 
  return call Timer.stop(); 
 } 
  
 task void sendRreq() { 
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  // Bloq send msg 
  if (!sendPending){ 
   sendPending = TRUE; 
   if (call SendRreq.send(TOS_BCAST_ADDR, 
AODV_RREQ_HEADER_LEN, rreqMsg)==SUCCESS) { 
    // Correctly sent 
    return; 
   } 
  } 
   
  sendPending = FALSE; 
   
  // We check if we spent all tries allowed 
  if (rreqNumTries > AODVR_NUM_TRIES){ 
   // drop the packet 
   rreqTaskPending = TASK_DONE; 
  }else{ 
   // retry 
   rreqTaskPending = TASK_REPOSTREQ; 
  } 
 } 
 
 task void sendRerr(){ 
  // Bloq send msg 
  if (!sendPending){ 
   sendPending = TRUE; 
   if (call SendRerr.send(TOS_BCAST_ADDR, 
 AODV_RERR_HEADER_LEN, rErrMsg)==SUCCESS) { 
    // Correctly sent 
    return; 
   } 
  } 
  sendPending = FALSE; 
   
  rerrNumTries++; 
   
  // We check if we spent all tries allowed 
  if (rerrNumTries > AODVR_NUM_TRIES){ 
   // drop the packet 
   rerrTaskPending = TASK_DONE; 
  }else{ 
   // retry 
   rerrTaskPending = TASK_REPOSTREQ; 
  } 
 } 
 
 task void sendRreply(){ 
  // Bloq send msg 
  if (!sendPending){ 
   sendPending = TRUE; 
   if (call SendRreply.send(rReplyDest, 
 AODV_RREPLY_HEADER_LEN, rReplyMsg)==SUCCESS) { 
    // Correctly sent 
    return; 
   } 
  } 
   
  sendPending = FALSE; 
   
  // We check if we spent all tries allowed 
  if (rreplyNumTries > AODVR_NUM_TRIES){ 
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   // drop the packet 
   rreplyTaskPending = TASK_DONE; 
  }else{ 
   // retry 
   rreplyTaskPending = TASK_REPOSTREQ; 
  } 
 } 
 
 command wsnAddr ReactiveRouter.getNextHop(wsnAddr dest){ 
#if BS 
  if (dest == TOS_UART_ADDR){ 
   return (TOS_UART_ADDR); 
  } 
#endif 
 
  if (dest == TOS_LOCAL_ADDRESS){ 
   return TOS_LOCAL_ADDRESS; 
  } 
 
  if (dest == (uint8_t)TOS_BCAST_ADDR){ 
   return (uint8_t)TOS_BCAST_ADDR; 
  } 
   
  return call AODV_Route.getNextHop(dest); 
  }  
 
command result_t ReactiveRouter.generateLocalRepair(wsnAddr dest, wsnAddr 
src){ 
  uint8_t length; 
  uint8_t seqNum; 
  AODV_Rreq_MsgPtr msg = call  
Payload2.linkPayload(rreqMsg, &length); 
 
  mySeq++; 
  rreqID++; 
  
  localRepair = src; 
  
  if(rreqTaskPending == TASK_DONE){ 
   rreqTaskPending = TASK_PENDING; 
   rreqNumTries = 0; 
   seqNum = call AODV_Route.getRouteSeqNum(call  
AODV_Route.getRouteIndex(dest,TRUE));  
   if (seqNum == INVALID_INDEX){ 
    seqNum = 0; 
   } 
    
   msg->dest       = dest; 
   msg->src        = src; 
   msg->rreqID     = LOCAL_REPAIR; 
   msg->srcSeq     = mySeq; 
   msg->destSeq    = seqNum+1; 
   msg->metric[0]  = call  
AODV_Route.getRoutePdr(call  
AODV_Route.getRouteIndex(msg->src,TRUE)); 
   msg->flag  = ownFlag; 
    
   //we include the message into cache table 
   call AODV_Cache.updateCache(msg->dest,msg->src,  
TOS_LOCAL_ADDRESS, LOCAL_REPAIR, msg->destSeq,  
msg->metric[0], ownFlag); 
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     post sendRreq(); 
     return SUCCESS; 
  }else { 
   // Error task pending 
     return FAIL; 
  } 
  




 command result_t ReactiveRouter.generateRoute(wsnAddr dest, 
 uint8_t flag){ 
  uint8_t length; 
  uint8_t seqNum; 
  AODV_Rreq_MsgPtr msg = call  
Payload2.linkPayload(rreqMsg, &length); 
   
  localRepair = INVALID_NODE_ID; 
   
  if (dest == AODV_SET_FLAG){ 
   return SUCCESS; 
  } 
   
  mySeq++; 
  rreqID++; 
  if (rreqID==LOCAL_REPAIR){ 
   rreqID++; 
  } 
   
  if(rreqTaskPending == TASK_DONE){ 
   rreqTaskPending = TASK_PENDING; 
   rreqNumTries = 0; 
    
   seqNum = call AODV_Route.getRouteSeqNum(call  
AODV_Route.getRouteIndex(dest,TRUE));  
   if (seqNum == INVALID_INDEX){ 
    seqNum = 0; 
   } 
    
   msg->dest       = dest; 
   msg->src        = TOS_LOCAL_ADDRESS; 
   msg->rreqID     = rreqID; 
   msg->srcSeq     = mySeq; 
   msg->destSeq    = seqNum+1; 
   msg->metric[0]  = 100; 
   msg->flag  = ownFlag; 
    
   call AODV_Cache.updateCache(msg->dest,msg->src, 
TOS_LOCAL_ADDRESS, msg->rreqID, msg->destSeq, 0 /*msg->metric[0]*/, 
ownFlag); 
    
     post sendRreq(); 
     return SUCCESS; 
  }else { 
     return FAIL; 
  } 
  } 
 
  command result_t ReactiveRouter.SendRouteErr(wsnAddr dest){ 
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  uint8_t length; 
  AODV_Rerr_MsgPtr msg = call  
Payload2.linkPayload(rErrMsg, &length); 
   
  call AODV_Cache.deleteCache(); 
   
  // we check for pending tasks 
  if(rerrTaskPending == TASK_DONE){ 
   rerrTaskPending = TASK_PENDING; 
    
   // Create RerrMsg. 
   msg->dest = dest; 
   msg->destSeq = call AODV_Route.getRouteSeqNum(call  
AODV_Route.getRouteIndex(dest, TRUE)) + 1; 
    
   // Delete routeTable for node_id 
   call AODV_Route.RemoveRoute(dest);  
    
   // Posting  sendErr 
   post sendRerr(); 
   return SUCCESS; 
    }else{ 
   //route pending 
   return FAIL; 
  } 
     
  } 
  
 command result_t ReactiveRouter.invalidateRoute(wsnAddr dest){ 
  call AODV_Cache.deleteCache(); 
  return call AODV_Route.invalidateRoute(dest); 
 } 
 
 event result_t SendRreq.sendDone(TOS_MsgPtr sentBuffer, bool 
success) { 
  sendPending = FALSE; 
   
  // checking correct sent event 
  if (success){ 
   rreqTaskPending = TASK_DONE; 
  }else{ 
   if (rreqNumTries > AODVR_NUM_TRIES){ 
    rreqTaskPending = TASK_DONE; 
   }else{ 
    rreqTaskPending = TASK_REPOSTREQ; 
   } 
  } 
   




 event result_t SendRerr.sendDone(TOS_MsgPtr sentBuffer, bool  
success) { 
  sendPending = FALSE; 
   
  // checking correct sent event 
  if (success){ 
   rerrTaskPending = TASK_DONE; 
  }else{ 
   if (rerrNumTries > AODVR_NUM_TRIES){ 
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    rerrTaskPending = TASK_DONE; 
   }else{ 
    rerrTaskPending = TASK_REPOSTREQ; 
   } 
  } 
   
  return SUCCESS; 
 } 
  
 event TOS_MsgPtr ReceiveRreq.receive(TOS_MsgPtr receivedMsg) { 
  //link rreq msg 
  uint8_t length,index2; 
  uint8_t ldr, newMetricForReply; 
   
  float metricValue; 
   
  AODV_Rreq_MsgPtr rreq_msg = call  
Payload2.linkPayload(receivedMsg, &length); 
  AODV_Rreq_MsgPtr rreqToSend = call  
Payload2.linkPayload(rreqMsg, &length); 
  AODV_Rreply_MsgPtr rreply_msg = call  
Payload2.linkPayload(rReplyMsg, &length); 
   
  ldr = call convertLqiToLdr(receivedMsg->lqi); 
   
  if (ldr == 0) {  /* lqi no válido */ 
   return receivedMsg; 
  }  
  else{ 
   metricValue = (rreq_msg->metric[0] * ldr )/100; 
   newMetricForReply = floor(metricValue); 
     
/* muy baja prob. de recepción -> descartamos ruta */ 
   if (newMetricForReply == 0){   
    return receivedMsg; 
   } 
  } 
   
  // check cache for previous reception of data 
  if(call AODV_Cache.checkCache(rreq_msg->src, rreq_msg 
->rreqID, newMetricForReply) == FAIL){ 
   return receivedMsg; 
  } 
   
   
  call AODV_Cache.updateCache(rreq_msg->dest,rreq_msg->src, call 
SingleHopMsg.getSrcAddress(receivedMsg), rreq_msg->rreqID, rreq_msg-
>destSeq, newMetricForReply, rreq_msg->flag | ownFlag); 
   
    
  //check final destination 
 #if BS 
  if((rreq_msg->dest == TOS_UART_ADDR) || (rreq_msg->dest == 
TOS_LOCAL_ADDRESS)){  
 #else 
  if(rreq_msg->dest == TOS_LOCAL_ADDRESS){  
 #endif 
   mySeq++; 
    
 
   // local repair must be indicated 
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   if (rreq_msg->rreqID == LOCAL_REPAIR){ 
    rreq_msg->destSeq = LOCAL_REPAIR; 
   }else{ 
    if (rreq_msg->destSeq == 0) { 
     rreq_msg->destSeq = mySeq; 
    } 
    
    if(rreq_msg->destSeq > mySeq ) { 
     // Update of seq number. 
     mySeq = rreq_msg->destSeq+1; 
    }else if ((rreq_msg->destSeq < mySeq) &&  
(rreq_msg->destSeq!=0)){ 
    } 
   } 
   
   // rreply msg generated 
   while (rreplyTaskPending != TASK_DONE){ 
   } 
      
   if(rreplyTaskPending == TASK_DONE){ 
    rreplyTaskPending = TASK_PENDING; 
    rreplyNumTries = 0; 
    rReplyDest = call  
SingleHopMsg.getSrcAddress(receivedMsg); 
     
    rreply_msg->dest  = rreq_msg->dest; 
    rreply_msg->src   = rreq_msg->src; 
    rreply_msg->destSeq  = mySeq; 
    rreply_msg->metric[0] = newMetricForReply; 
    rreply_msg->flag  = ownFlag | rreq_msg 
->flag; 
     
     
    // Update route info 
     
    call AODV_Route.updateRouteInfo(rreq_msg 
->src, rReplyDest, mySeq,  
newMetricForReply,mySeq, rreq_msg->flag | 
ownFlag); 
 
    //Posting task sendRreply 
    post sendRreply();       
   }else{ 
    // Error pending task 
    return receivedMsg; 
   } 
  }else{ 
// message will be resent to radio as its destination is not local. 
   if(rreq_msg->src == TOS_LOCAL_ADDRESS) { 
   // that should not happen.. but just in case 
    return receivedMsg; 
   } 
 
#if INDIRECT 
 // If there's some route in local route tables we reply. 
   if (call AODV_Route.getNextHop(rreq_msg->dest) !=  
INVALID_NODE_ID){ 
    // rreply data generated 
     
    while (rreplyTaskPending != TASK_DONE){ 
     //call Leds.yellowToggle(); 
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    } 
     
    if(rreplyTaskPending == TASK_DONE){ 
     rreplyTaskPending = TASK_PENDING; 
     rreplyNumTries = 0; 
     
     rReplyDest = call  
SingleHopMsg.getSrcAddress(receivedMsg); 
     index2 = call  
AODV_Route.getRouteIndex(rreq_msg->dest, TRUE); 
     
    rreply_msg->dest  = rreq_msg->dest; 
    rreply_msg->src   = rreq_msg->src; 





    rreply_msg->metric[0] = floor (metricValue2); 
    rreply_msg->flag = ownFlag | rreq_msg->flag  
| INDIRECT_FLAG; 
     
     // Update route info 
      
call AODV_Route.updateRouteInfo(rreq_msg->src, 
rReplyDest, rreq_msg->destSeq, 
newMetricForReply,mySeq, rreq_msg->flag | 
ownFlag); 
 
     //Posting task sendRreply 
     post sendRreply();       
     return receivedMsg; 
    } 
   } 
#endif 
   
  while (rreqTaskPending != TASK_DONE){ 
   //call Leds.yellowToggle(); 
  } 
  
     if(rreqTaskPending == TASK_DONE){ 
    rreqTaskPending = TASK_PENDING; 
    rreqNumTries = 0; 
     
    //call Leds.redToggle(); 
     
    rreqToSend->dest  = rreq_msg->dest; 
    rreqToSend->src   = rreq_msg->src; 
    rreqToSend->rreqID = rreq_msg->rreqID; 
    rreqToSend->srcSeq  = rreq_msg->srcSeq; 
    rreqToSend->destSeq  = rreq_msg->destSeq; 
    rreqToSend->metric[0] = newMetricForReply; 
    rreqToSend->lqi1  = receivedMsg->lqi; 
 rreqToSend->flag  = rreq_msg->flag | ownFlag; 
    
    // Posting task  
    post sendRreq();  
   } 
  #if BS 
  } 
  #else 
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  } 
  #endif 
   
  return receivedMsg; 
  } 
 
 event result_t SendRreply.sendDone(TOS_MsgPtr sentBuffer, bool 
success) { 
  sendPending = FALSE; 
   
  if (success){ 
   rreplyTaskPending = TASK_DONE; 
  }else{ 
   if (rreplyNumTries > AODVR_NUM_TRIES){ 
    rreplyTaskPending = TASK_DONE; 
   }else{ 
    rreplyTaskPending = TASK_REPOSTREQ; 
   } 
  } 
  return SUCCESS; 
 } 
  
  event TOS_MsgPtr ReceiveRreply.receive(TOS_MsgPtr receivedMsg) { 
 uint8_t length; 
AODV_Rreply_MsgPtr msg = call 
 Payload2.linkPayload(receivedMsg, &length); 
   
 // Update routeTable info  with reverse route to destination 
  call AODV_Route.updateRouteInfo(msg->dest, call  
SingleHopMsg.getSrcAddress(receivedMsg), msg->destSeq,  
msg->metric[0],mySeq, msg->flag | ownFlag); 
 
#if BS 
if(msg->src == TOS_LOCAL_ADDRESS || msg->src == TOS_UART_ADDR){ 
#else 
  if(msg->src == TOS_LOCAL_ADDRESS){ 
#endif 
 // we reached final destination 
 // we anounce to AODV_PacketForwarder of route generated 
   signal ReactiveRouter.routeGenerated(msg->dest); 
    
  }else{ 
   // local repair function just arrives here 
   if (localRepair != INVALID_NODE_ID){ 
   signal ReactiveRouter.routeGenerated(msg->dest); 
     localRepair = INVALID_NODE_ID; 
     return receivedMsg; 
   } 
    
   if (rreplyTaskPending == TASK_DONE){ 
    rreplyTaskPending = TASK_PENDING; 
     
   // we search a final destination 
    rReplyDest = call  
AODV_Route.getReverseRoute(msg->src); 
     
    // Update routeTable info to the source node 
 
call AODV_Route.updateRouteInfo(msg->src, rReplyDest, msg-
>destSeq, call AODV_Route.getReversePdr(msg->src), mySeq, msg->flag 
| ownFlag); 
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    if (rReplyDest == INVALID_NODE_ID){ 
     // Error when searching for reply route 
     rreplyTaskPending = TASK_DONE; 
    }else{ 
      
     rreplyNumTries = 0; 
     msg->flag = msg->flag | ownFlag; 
     memcpy(rReplyMsg, receivedMsg,  
sizeof(TOS_Msg)); 
      
     post sendRreply(); 
    }    
   } 
  #if BS 
  } 
  #else 
  } 
  #endif 
  return receivedMsg; 
 } 
 
  event TOS_MsgPtr ReceiveRerr.receive(TOS_MsgPtr receivedMsg) { 
  uint8_t length; 
  AODV_Rerr_MsgPtr msg = call Payload2.linkPayload(receivedMsg, 
&length); 
   
  // We delete cache of message to asure that new RREQ will be 
accepted. 
  call AODV_Cache.deleteCache(); 
   
  // we have any route affected ? 
  if (msg->dest != TOS_LOCAL_ADDRESS){ 
   if ((call AODV_Route.getRouteIndex(msg->dest,  
TRUE) == INVALID_INDEX)){ 
    // there aren't any affected routes. 
    return receivedMsg; 
   } 
   call AODV_Route.RemoveRoute(msg->dest);  
  } 
   
  if(rerrTaskPending == TASK_DONE){ 
   rerrTaskPending = TASK_PENDING; 
    
   // Delete routeTable for node_id 
   call AODV_Route.RemoveRoute(msg->dest);  
    
   // Posting  sendErr 
   memcpy(rErrMsg, receivedMsg, sizeof(TOS_Msg)); 
   post sendRerr(); 
    
   return receivedMsg; 
    }else{ 
   //error taskPending    
    return receivedMsg; 
  } 
     
  } 
 
  event result_t Timer.fired() { 
  // we post pending task each RETRY_TIME 
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    if(rreplyTaskPending == TASK_REPOSTREQ){ 
   rreplyTaskPending = TASK_PENDING; 
   rreplyNumTries++; 
   post sendRreply(); 
    } 
   
    if(rerrTaskPending == TASK_REPOSTREQ){ 
   rerrTaskPending = TASK_PENDING; 
   rerrNumTries++; 
   post sendRerr(); 
    } 
   
    if(rreqTaskPending == TASK_REPOSTREQ){ 
   rreqTaskPending = TASK_PENDING; 
   rreqNumTries++; 
   post sendRreq(); 
    } 
  return SUCCESS; 
  }     
 command uint16_t getAODVseqNum(){ 
  return mySeq; 
 } 
  
 command uint8_t convertLqiToLdr (uint8_t lqi){ 
   
  float ldrDec; 
  uint8_t ldr; 
   
  if ((lqi < 50) || (lqi > 110)){ 
   ldr = 0;  /*invalido ldr*/ 
  }else{ 
   if (lqi <= 59){ 
    ldrDec = ((5*lqi)-250)* 1/9; 
   } 
   else if (lqi >= 77){ 
     ldrDec = ((lqi + 190)*1/3); 
   } 
   else if ((lqi > 59) && (lqi < 77)){ 
    ldrDec = ((14*lqi)-811)*1/3; 
   } 
   ldr = floor(ldrDec); 
  } 











  AM_ID_AODV   = 0x09,  //  9 : AODV data packet 
  AM_ID_AODV_RREQ  = 0x0d, // 13 : AODV Rreq 
  AM_ID_AODV_RREPLY     = 0x0e, // 14 : AODV Rreply 
  AM_ID_AODV_RERR  = 0x0f, // 15 : AODV Rerr 
  AM_ID_FROM_UART       = 0x7e, //126 : message from UART port 
  AM_ID_DEBUG  = 0X99, //153 :  
  AM_ID_DEBUG2  = 0x0b, // 11 :  
}; 
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typedef struct SHop_Msg{ 
  uint8_t src;   // source of the message in single-hop 
  uint8_t seq;   // seq number for that msg 
  uint8_t data[1]; // start of payload; size is not known at compile time 
} SHop_Msg; 
 
typedef SHop_Msg *SHop_MsgPtr; 
 
typedef struct { 
  uint8_t src;  //source of the message in multi-hop. 
  uint8_t dest;  //final destination for that message. 
  uint8_t app;  //aplication using the message. 
  uint8_t length; 
} MHop_Header; 
 
typedef struct AODV_Msg{ 
  MHop_Header mhop; 
  uint8_t seq;   // aodv seq number 
  uint8_t routeHops; 
  uint8_t flag;   
  uint8_t data[1]; // start of payload; size is not known at compile time 
} AODV_Msg; 
 
typedef AODV_Msg *AODV_MsgPtr; 
 
typedef struct AODV_Rreq_Msg{ 
  uint8_t dest;  // the destination desired for the RREQ 
  uint8_t src;  // identifies the RREQ with the rreqID 
  uint16_t rreqID; // seq# identifies the RREQ with the src 
  uint16_t srcSeq;      // seq# used for storing entries back to the src 
  uint16_t destSeq;  // seq# last received from the destination by the 
source 
  uint8_t metric[1]; // the number of hops from the Originator IP 
address 
  uint8_t lqi1;  //para pruebas!! 
  uint8_t flag; 
  uint8_t data[1];   //s 
} AODV_Rreq_Msg; 
 
typedef AODV_Rreq_Msg* AODV_Rreq_MsgPtr; 
 
typedef struct AODV_Rreply_Msg{ 
  uint8_t dest;    // the destination of the route 
suplied 
  uint8_t src;    // the source of the route suplied 
  uint16_t destSeq;  // seq# associated with the route 
  uint8_t metric[1];  // The number of hops from the src to the dest 
  uint8_t lqi1;   //para pruebas!!! 
  uint8_t lqi2;   //para pruebas!!! 
  uint8_t flag; 
  uint8_t data[1];   // Utilitzat data[0] per indicar reply de servei. 
} AODV_Rreply_Msg; 
 
typedef AODV_Rreply_Msg* AODV_Rreply_MsgPtr; 
 
typedef struct AODV_Rerr_Msg{ 
  uint8_t dest;    // unreachable destination node 
  uint16_t destSeq;  // seq# in the route table entry for the 
dest node in table entry 
  uint8_t flag; 
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  uint8_t data[1];   
} AODV_Rerr_Msg; 
 
typedef AODV_Rerr_Msg* AODV_Rerr_MsgPtr;  
 
enum { 
  SHOP_HEADER_LEN = offsetof(SHop_Msg, data), 
  AODV_HEADER_LEN = offsetof(AODV_Msg, data),  
  AODV_RREQ_HEADER_LEN = offsetof(AODV_Rreq_Msg, data), 
  AODV_RREPLY_HEADER_LEN = offsetof(AODV_Rreply_Msg, data), 







module AODV_Tables { 
  provides { 
   interface StdControl; 
   interface AODV_Route; 
   interface AODV_Cache; 
   interface Reset; 
  } 
  uses { 
   interface SequenceNumber;  
interface Leds; 




 int i; 
  
 AODV_Route_Table  routeTable[AODV_RTABLE_SIZE]; // store new 
routeAODV_Route_Cache  rreqCache[AODV_RQCACHE_SIZE]; // To store 
data from broadcast control msg sent 
AODV_Data_Cache  aodvCache[AODV_DATACACHE_SIZE];// To store 
broadcast data msg 
 
 command result_t StdControl.init() { 
  // we init route data tables 
  for(i = 0; i< AODV_RTABLE_SIZE; i++){ 
   routeTable[i].dest      = INVALID_NODE_ID; 
   routeTable[i].nextHop   = INVALID_NODE_ID; 
   routeTable[i].destSeq   = 0; 
   routeTable[i].pdr    = 0; 
   routeTable[i].lifetimeSeq  = 0;  
 //It determines which is the oldest route. 
   routeTable[i].flag    = 0; 
    
  } 
  // we init route control msg 
  for(i = 0; i< AODV_RQCACHE_SIZE; i++){ 
   rreqCache[i].dest     = INVALID_NODE_ID; 
   rreqCache[i].src     = INVALID_NODE_ID; 
   rreqCache[i].nextHop  = INVALID_NODE_ID; 
   rreqCache[i].destSeq  = 0; 
   rreqCache[i].pdr  = 0; 
  } 
  // we init route data msg 
  for(i = 0; i< AODV_RQCACHE_SIZE; i++){ 
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   aodvCache[i].dest     = INVALID_NODE_ID; 
   aodvCache[i].src     = INVALID_NODE_ID; 
   aodvCache[i].app   = 0; 
   aodvCache[i].seq   = 0; 
  }   
  return SUCCESS; 
 } 
 
 command result_t StdControl.start() { 
  return SUCCESS; 
 } 
 
 command result_t StdControl.stop() { 
  return SUCCESS; 
 } 
  
 command result_t Reset.doReset(){ 
  call StdControl.init(); 




 // we update route positions, from pos 'indx' 
 // 
 result_t deleteRTableEntry(int indx){ 
  for(i = 0; i< AODV_RQCACHE_SIZE; i++){ 
   if(rreqCache[i].dest == routeTable[i].dest){ 
    rreqCache[i].src     = INVALID_NODE_ID; 
    rreqCache[i].dest     = INVALID_NODE_ID; 
    rreqCache[i].nextHop  = INVALID_NODE_ID; 
    rreqCache[i].destSeq  = 0; 
    rreqCache[i].pdr   = 0; 
     
   } 
  }    
   
  for(i = indx; i< AODV_RTABLE_SIZE-1; i++) { 
   if(routeTable[i+1].dest != INVALID_NODE_ID){ 
    routeTable[i] = routeTable[i+1]; 
   }else{ 
    routeTable[i].dest    = INVALID_NODE_ID; 
    routeTable[i].nextHop = INVALID_NODE_ID; 
    routeTable[i].destSeq = 0; 
    routeTable[i].pdr  = 0; 
    routeTable[i].lifetimeSeq = 0; 
    routeTable[i].flag   = 0; 
    break; 
   } 
  } 




 // we erase routes with nexthop = 'nextnode'. It returns number 
of routes erased. 
 // 
 command uint8_t AODV_Route.RemoveRoute(wsnAddr nextnode) { 
  uint8_t n_eliminades=0; 
  for(i = 0; i<AODV_RTABLE_SIZE; i++){ 
   if(routeTable[i].nextHop == nextnode || 
(routeTable[i].dest == nextnode)){ 
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    deleteRTableEntry(i); 
    n_eliminades++; 
   } 
  } 




 // routes with 'nexthop' to 'node' will be invalidated. 
 // 
 command result_t AODV_Route.invalidateRoute(wsnAddr node){ 
  uint8_t n_invalidada=0; 
  for(i = 0; i<AODV_RTABLE_SIZE; i++){ 
   if(routeTable[i].nextHop == node){ 
    routeTable[i].lifetimeSeq = 0; 
    routeTable[i].flag   = INVALID_INDEX; 
    n_invalidada++; 
   } 
  } 




 // We get the index of the route to 'dest' 
 // 
 uint8_t getRTableIndex(wsnAddr dest){ 
  for(i=0; i< AODV_RTABLE_SIZE; i++){ 
   if(routeTable[i].dest == dest){ 
    return i; 
   } 
  } 




 // We get the number of routes stored on route table 
 // 
 uint8_t getRTableLen(){ 
  uint8_t length=0; 
  for(i=0; i< AODV_RTABLE_SIZE; i++){ 
   if(routeTable[i].dest != INVALID_NODE_ID){ 
    length++; 
   } 
  } 




 // We get the oldest route. 
 // 
 uint8_t getOlderRoute(){ 
  uint8_t ruta = 0; 
  for(i=1; i< AODV_RTABLE_SIZE; i++){ 
   if(routeTable[i].flag == ALTA_MOBILITAT) 
    ruta = i; 
   if(routeTable[i].lifetimeSeq < 
routeTable[ruta].lifetimeSeq) 
    ruta = i; 
   if(ruta != 0) 
    return ruta; 
  } 
32                                                Optimitzación de un protocolo de encaminamientoen redes de sensores IEEE 802.15.4 





 // To update route information. 
 // 
 command result_t AODV_Route.updateRouteInfo(wsnAddr dest, wsnAddr 
nextHop, uint16_t destSeq, /*uint8_t numHops*/ uint8_t pdr, uint16_t 
mySeq, uint8_t flag) { 
  i = getRTableIndex(dest); 
   
  if (i==INVALID_INDEX){ 
   //New route 
   if (getRTableLen() > AODV_RTABLE_SIZE){ 
    i = getOlderRoute(); 
   }else{ 
    i=getRTableLen(); 
   } 
  }else{ 
   //LOCAL REPAIR 
   if (destSeq == LOCAL_REPAIR){ 
    routeTable[i].nextHop  = nextHop; 
    routeTable[i].pdr  = pdr;   
    routeTable[i].lifetimeSeq = mySeq; 
    return SUCCESS; 
   }  
    
if ((routeTable[i].flag & ALTA_MOBILITAT) == 
ALTA_MOBILITAT){ 
    
}else if ((routeTable[i].destSeq == INVALID_INDEX) && 
(routeTable[i].pdr == INVALID_INDEX)){ 
    //the route is incorrect 
   }else if ((routeTable[i].pdr > pdr)){ 
 }else if ((routeTable[i].destSeq >= destSeq) || 
 ((routeTable[i].destSeq == destSeq) && (pdr < 
routeTable[i].pdr))){ 
// its a correct route, we don't need to update data. We 
update only lifetime field 
    routeTable[i].lifetimeSeq = mySeq; 
    return SUCCESS; 
      } 
  } 
  //we add the new route. 
  routeTable[i].dest  = dest; 
  routeTable[i].destSeq  = destSeq; 
  routeTable[i].nextHop  = nextHop; 
  routeTable[i].pdr   = pdr;   
  routeTable[i].lifetimeSeq = mySeq; 
  routeTable[i].flag = flag; 
   




 // It returns the next node to the desired destination 
 // 
 command wsnAddr AODV_Route.getNextHop(wsnAddr dest){ 
 
  for(i =0; i <AODV_RTABLE_SIZE; i++){ 
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  if((routeTable[i].dest == dest) && (routeTable[i].flag != 
INVALID_INDEX) && (routeTable[i].pdr != INVALID_NODE_ID) && 
(routeTable[i].flag != ALTA_MOBILITAT)){ 
    return routeTable[i].nextHop; 
     } 
  } 
   
  for(i =0; i <AODV_RTABLE_SIZE; i++){ 
      
  if((routeTable[i].dest == dest) && (routeTable[i].flag != 
INVALID_INDEX) && (routeTable[i].pdr != INVALID_NODE_ID) && 
(routeTable[i].flag == ALTA_MOBILITAT)){ 
    return routeTable[i].nextHop; 
     } 
  } 




 // It returns the destSeq field for that route 
 // 
 command uint8_t AODV_Route.getRouteSeqNum(uint8_t ind){ 
  return routeTable[i].destSeq; 
 } 
 
 command uint8_t AODV_Route.getRoutePdr(uint8_t ind){ 
  return routeTable[i].pdr; 
 } 
  
 command uint8_t AODV_Route.getRouteIndex(wsnAddr node, bool dest){ 
  for(i=0; i< AODV_RTABLE_SIZE; i++){ 
   if(routeTable[i].nextHop == node){ 
    return i; 
   } 
   if(routeTable[i].dest == node){ 
    return i; 
   }     
  } 




 // The seq number for this route is updated 
 // 
 event void SequenceNumber.updateSeqNum(wsnAddr addr, uint8_t seqNum, 
uint16_t mySeq){ 
  i = getRTableIndex(addr); 
  routeTable[i].lifetimeSeq = mySeq; 
  if (routeTable[i].destSeq < seqNum){ 
   routeTable[i].destSeq=seqNum; 




 // We build a new route through the upstream. 
 // 
 command uint8_t AODV_Route.getReverseRoute(wsnAddr nodeSrc){ 
  for(i=0; i< AODV_RQCACHE_SIZE; i++){ 
   if(rreqCache[i].dest == INVALID_NODE_ID){ 
    return INVALID_NODE_ID; 
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   } 
   if(rreqCache[i].src == nodeSrc){ 
    return rreqCache[i].nextHop; 
   } 
  } 
  return INVALID_NODE_ID;  
 } 
 
 command uint8_t AODV_Route.getReversePdr(wsnAddr nodeSrc){ 
  for(i=0; i< AODV_RQCACHE_SIZE; i++){ 
   if(rreqCache[i].dest == INVALID_NODE_ID){ 
    return INVALID_NODE_ID; 
   } 
   if(rreqCache[i].src == nodeSrc){ 
    return rreqCache[i].pdr; 
   } 
  } 




 // We search for a previous reception of the incoming message 
 // 
 command result_t AODV_Cache.checkCache(wsnAddr src, uint16_t rreqID, 
uint8_t pdr) { 
  for(i=0; i< AODV_RQCACHE_SIZE; i++){ 
   if(rreqCache[i].src == src){ 
    if (rreqCache[i].rreqID > rreqID){ 
     return FAIL; 
    } 
if (rreqCache[i].rreqID == rreqID && 
rreqCache[i].pdr > pdr){ 
     return FAIL; 
    } 
   } 
  } 




 // We add the incoming message to cache. 
 // 
 command result_t AODV_Cache.updateCache(wsnAddr dest, wsnAddr src, 
wsnAddr nextHop, uint16_t rreqID, uint16_t destSeq, uint8_t pdr, uint8_t 
flag) { 
  int endIndex   = -1; 
  int replaceIndex = -1; 
  for(i=0; i< AODV_RQCACHE_SIZE; i++){ 
   if(rreqCache[i].dest == INVALID_NODE_ID){ 
    endIndex = i; 
    break; 
   } 
   if(rreqCache[i].src == src){ 
    replaceIndex = i; 
    break; 
   } 
  } 
  if(replaceIndex != -1){ 
   for(i=replaceIndex; i< AODV_RQCACHE_SIZE-1; i++){ 
    if(rreqCache[i+1].dest != INVALID_NODE_ID){ 
     rreqCache[i] = rreqCache[i+1]; 
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    }else{ 
     break; 
    } 
   } 
  }else{ 
   if(endIndex == -1){ 
    for(i=0; i< AODV_RQCACHE_SIZE-1; i++){ 
     rreqCache[i] = rreqCache[i+1]; 
    } 
   } 
  } 
  rreqCache[i].dest  = dest; 
  rreqCache[i].src   = src; 
  rreqCache[i].nextHop  = nextHop; 
  rreqCache[i].rreqID   = rreqID; 
  rreqCache[i].destSeq  = destSeq; 
  rreqCache[i].pdr   = pdr; 
 




 // We search for a previous reception of the incoming message 
 // 
 command result_t AODV_Cache.checkCacheData(wsnAddr dest, wsnAddr 
src, uint8_t app, uint8_t aodvSeq) { 
  for(i=0; i< AODV_DATACACHE_SIZE; i++){ 
   if((aodvCache[i].dest == dest) && (aodvCache[i].src == 
src) && (aodvCache[i].app == app) && (aodvCache[i].seq == aodvSeq)){ 
    return FAIL; 
   } 
  } 




 // We add the incoming message to cache. 
 // 
 command result_t AODV_Cache.updateCacheData(wsnAddr dest, wsnAddr 
src, uint8_t app, uint8_t aodvSeq, uint8_t flag) { 
  int endIndex    = -1; 
  int replaceIndex = -1; 
  for(i=0; i< AODV_DATACACHE_SIZE; i++){ 
   if(aodvCache[i].dest == INVALID_NODE_ID){ 
    endIndex = i; 
    break; 
   } 
   if(aodvCache[i].src == src){ 
    replaceIndex = i; 
    break; 
   } 
  } 
  if(replaceIndex != -1){ 
   for(i=replaceIndex; i< AODV_DATACACHE_SIZE-1; i++){ 
    if(aodvCache[i+1].dest != INVALID_NODE_ID){ 
     aodvCache[i] = aodvCache[i+1]; 
    }else{ 
     break; 
    } 
   } 
  }else{ 
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   if(endIndex == -1){ 
    for(i=0; i< AODV_DATACACHE_SIZE-1; i++){ 
     aodvCache[i] = aodvCache[i+1]; 
    } 
   } 
  } 
  aodvCache[i].dest     = dest; 
  aodvCache[i].src     = src; 
  aodvCache[i].app   = app; 
  aodvCache[i].seq   = aodvSeq; 





 command result_t AODV_Cache.deleteCache(){ 
  for(i = 0; i< AODV_RQCACHE_SIZE; i++){ 
   rreqCache[i].dest     = INVALID_NODE_ID; 
   rreqCache[i].src     = INVALID_NODE_ID; 
   rreqCache[i].nextHop  = INVALID_NODE_ID; 
   rreqCache[i].destSeq  = 0; 
   rreqCache[i].pdr     = 0; 
  } 
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ANEXO IV: PROGRAMAS EN C# 
 
 
A continuación se muestra un programa de los que se han realizado en Csharp 
para la recolección de datos de los motes. Éste es tan solo uno de los creados. 
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 public class Form1 : System.Windows.Forms.Form 
 { 
   
  Thread t; 
  uint C1; 
  float recibidos; //nº paq recibidos en nodo 2 
 
  Socket C; 
static IPAddress local = 
Dns.Resolve(Dns.GetHostName()).AddressList[0]; 
  static byte[] buffer = new byte[128]; 
  IPEndPoint localEndPoint = new IPEndPoint(local, 9001); 
  static byte[] init = new byte[2]; 
  static float LastSeq; 
  static uint i; 
   
 
  private System.Windows.Forms.Button button1; 
  private System.Windows.Forms.Button button2; 
 
  private System.Windows.Forms.TextBox textBox2; 
  private System.Windows.Forms.TextBox textBox1; 
  private System.Windows.Forms.Label label1; 
  private System.Windows.Forms.TextBox textBox3; 
  private System.Windows.Forms.Label label2; 
  private System.Windows.Forms.Button button3; 
  private System.Windows.Forms.TextBox textBox4; 
  /// <summary> 
  /// Required designer variable. 
  /// </summary> 
  private System.ComponentModel.Container components = null; 
 
  public Form1() 
  { 
   InitializeComponent(); 
  } 
 
  /// <summary> 
  /// Clean up any resources being used. 
  /// </summary> 
  protected override void Dispose( bool disposing ) 
  { 
   if( disposing ) 
   { 
    if (components != null)  
    { 
     components.Dispose(); 
    } 
   } 
   base.Dispose( disposing ); 
  } 
 
  #region Windows Form Designer generated code 
  /// <summary> 
  /// Required method for Designer support - do not modify 
  /// the contents of this method with the code editor. 
  /// </summary> 
  private void InitializeComponent() 
  { 
   this.button1 = new System.Windows.Forms.Button(); 
   this.button2 = new System.Windows.Forms.Button(); 
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   this.textBox2 = new System.Windows.Forms.TextBox(); 
   this.textBox1 = new System.Windows.Forms.TextBox(); 
   this.label1 = new System.Windows.Forms.Label(); 
   this.textBox3 = new System.Windows.Forms.TextBox(); 
   this.label2 = new System.Windows.Forms.Label(); 
   this.button3 = new System.Windows.Forms.Button(); 
   this.textBox4 = new System.Windows.Forms.TextBox(); 
   this.SuspendLayout(); 
   //  
   // button1 
   //  
this.button1.Location = new System.Drawing.Point(547, 
92); 
   this.button1.Name = "button1"; 
   this.button1.Size = new System.Drawing.Size(96, 37); 
   this.button1.TabIndex = 1; 
   this.button1.Text = "start"; 
this.button1.Click += new 
System.EventHandler(this.button1_Click); 
   //  
   // button2 
   //  
this.button2.Location = new System.Drawing.Point(547, 
148); 
   this.button2.Name = "button2"; 
   this.button2.Size = new System.Drawing.Size(96, 37); 
   this.button2.TabIndex = 4; 
   this.button2.Text = "stop"; 
this.button2.Click += new 
System.EventHandler(this.button2_Click); 
   //  
   // textBox2 
   //  
this.textBox2.Location = new System.Drawing.Point(86, 
406); 
   this.textBox2.Name = "textBox2"; 
   this.textBox2.Size = new System.Drawing.Size(120, 
22); 
   this.textBox2.TabIndex = 8; 
   this.textBox2.Text = "Medidas:"; 
this.textBox2.TextChanged += new 
System.EventHandler(this.textBox2_TextChanged); 
   //  
   // textBox1 
   //  
this.textBox1.Location = new System.Drawing.Point(67, 
92); 
   this.textBox1.Multiline = true; 
   this.textBox1.Name = "textBox1"; 
this.textBox1.ScrollBars = 
System.Windows.Forms.ScrollBars.Vertical; 
   this.textBox1.Size = new System.Drawing.Size(96, 
231); 
   this.textBox1.TabIndex = 9; 
   this.textBox1.Text = ""; 
this.textBox1.TextChanged += new 
System.EventHandler(this.textBox1_TextChanged); 
   //  
   // label1 
   //  
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   this.label1.Location = new System.Drawing.Point(96, 
65); 
   this.label1.Name = "label1"; 
   this.label1.Size = new System.Drawing.Size(48, 18); 
   this.label1.TabIndex = 10; 
   this.label1.Text = "TYPE"; 
   //  
   // textBox3 
   //  
this.textBox3.Location = new 
System.Drawing.Point(230, 92); 
   this.textBox3.Multiline = true; 
   this.textBox3.Name = "textBox3"; 
this.textBox3.ScrollBars = 
System.Windows.Forms.ScrollBars.Vertical; 
   this.textBox3.Size = new System.Drawing.Size(298, 
231); 
   this.textBox3.TabIndex = 11; 
   this.textBox3.Text = ""; 
this.textBox3.TextChanged += new 
System.EventHandler(this.textBox3_TextChanged); 
   //  
   // label2 
   //  
this.label2.Location = new System.Drawing.Point(317, 
65); 
   this.label2.Name = "label2"; 
   this.label2.Size = new System.Drawing.Size(48, 18); 
   this.label2.TabIndex = 12; 
   this.label2.Text = "INFO"; 
   //  
   // button3 
   //  
this.button3.Location = new System.Drawing.Point(547, 
203); 
   this.button3.Name = "button3"; 
   this.button3.Size = new System.Drawing.Size(96, 37); 
   this.button3.TabIndex = 13; 
   this.button3.Text = "borrar datos"; 
this.button3.Click += new 
System.EventHandler(this.button3_Click); 
   //  
   // textBox4 
   //  
this.textBox4.Location = new 
System.Drawing.Point(280, 408); 
   this.textBox4.Name = "textBox4"; 
   this.textBox4.Size = new System.Drawing.Size(120, 
22); 
   this.textBox4.TabIndex = 14; 
   this.textBox4.Text = "Recibidos:"; 
this.textBox4.TextChanged += new 
System.EventHandler(this.textBox4_TextChanged); 
   //  
   // Form1 
   //  
   this.AutoScaleBaseSize = new System.Drawing.Size(6, 
15); 
   this.ClientSize = new System.Drawing.Size(710, 448); 
   this.Controls.Add(this.textBox4); 
   this.Controls.Add(this.button3); 
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   this.Controls.Add(this.label2); 
   this.Controls.Add(this.textBox3); 
   this.Controls.Add(this.label1); 
   this.Controls.Add(this.textBox1); 
   this.Controls.Add(this.button2); 
   this.Controls.Add(this.button1); 
   this.Controls.Add(this.textBox2); 
   this.Name = "Form1"; 
   this.Text = "Visualización de paquetes AODV"; 
   this.Load += new 
System.EventHandler(this.Form1_Load); 
   this.ResumeLayout(false); 
 
  } 
  #endregion 
 
  /// <summary> 
  /// The main entry point for the application. 
  /// </summary> 
  [STAThread] 
  static void Main()  
  { 
   Application.Run(new Form1()); 
  } 
 
  private void Form1_Load(object sender, System.EventArgs e) 
  { 
   
  } 
 
  public void captura() 
  { 
C = new Socket(AddressFamily.InterNetwork, 
SocketType.Stream, ProtocolType.Tcp); 
   LastSeq=99; 
   C1 = 0; 
   recibidos = 0; 
 
   try 
   { 
    C.Connect(localEndPoint); 
    C.Receive(init); 
    C.Send(init);                
 
    while ((C1 < 1000))      
    { 
    // It will be necessary to clean the buffer. 
    for (i=0;i<40;i++)  
     buffer[i]=0; 
     
    // We fill the buffer with incoming data from 
UART 
     C.Receive(buffer); 
 




    StreamWriter F = new StreamWriter(Fichero);  
 
    if (buffer[2] == 0x09)   //DATOS 
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    {  
                         
this.textBox1.Text="DATOS\r\n"+textBox1.Text; 
this.textBox3.Text="SRC ["+buffer[5]+"] -- SEQ 
["+buffer[6]+"] -- DEST ["+buffer[8]+"] -- HOPS 
["+buffer[12]+"]\r\n"+textBox3.Text; 
F.WriteLine(buffer[14]+"  -  "+buffer[8]+"  -  
"+buffer[12]+"\r\n"); //Nº PAQ - SOURCE (MHop) 
- NUM HOPS or TTL 
    C1++; 
    this.textBox2.Text = "Mesures: " + C1; 
    } 
    if (buffer[2]==0x0e) //RREPLY 
    { 
   this.textBox1.Text="RREP\r\n"+textBox1.Text; 
this.textBox3.Text="SRC ["+buffer[5]+"] -- SEQ 
["+buffer[6]+"] -- DEST ["+buffer[8]+"] --- 
PDR["+buffer[11]+"]\r\n"+textBox3.Text; 
//F.Write("Node"+buffer[5]+"numero 
seq"+buffer[6]+" envia reply a 
node"+buffer[0]+" metric 
["+buffer[12]+"]\r\n"); 
F.Write("RREP"+buffer[5]+" -- "+buffer[6]+" -- 
"+buffer[7]+" -- "+buffer[8]+" -- "+buffer[9]+" 
-- "+buffer[10]+" -- "+buffer[11]+" -- 
"+buffer[12]+" -- "+buffer[13]+" -- 
"+buffer[14]+" -- "+buffer[15]+" -- 
"+buffer[16]+" -- "+buffer[17]+"\r\n"); 
    }  
    if (buffer[2]==0x0f) //RERROR 
    { 
     
 this.textBox1.Text="RERR\r\n"+textBox1.Text; 




seq"+buffer[6]+" envia rerr \r\n"); 
    } 
    if (buffer[2]==0x0d) //RREQUEST 
    { 
     
 this.textBox1.Text="RREQ\r\n"+textBox1.Text; 
this.textBox3.Text="SRC ["+buffer[5]+"] -- SEQ 
["+buffer[6]+"] -- DEST 
["+buffer[7]+"]\r\n"+textBox3.Text; 
//F.Write("Node"+buffer[5]+"numero 
seq"+buffer[6]+" envia request\r\n"); 
F.Write("RREQ "+buffer[5]+" -- "+buffer[6]+" -- 
"+buffer[7]+" -- "+buffer[8]+" -- "+buffer[9]+" 
-- "+buffer[10]+" -- "+buffer[11]+" -- 
"+buffer[12]+" -- "+buffer[13]+" -- 
"+buffer[14]+" -- "+buffer[15]+" -- 
"+buffer[16]+" -- "+buffer[17]+" -- 
"+buffer[18]+" -- "+buffer[19]+"\r\n"); 
    } 
     F.Close(); 
    } 
    C.Close(); 
   } 
   catch{ 
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    Console.WriteLine("error de conexión"); 
    t.Abort(); 
   } 
  } 
 
  private void button1_Click(object sender, System.EventArgs 
e) 
  { 
   t = new Thread(new ThreadStart(captura)); 
   t.Start(); 
  } 
 
 
  private void button2_Click(object sender, System.EventArgs 
e) 
  { 
   t.Interrupt(); 
   t.Abort(); 
   C.Close(); 
  } 
 
  private void textBox1_TextChanged(object sender, 
System.EventArgs e){} 
 
  private void button3_Click(object sender, System.EventArgs 
e) 
  { 
   textBox1.Text=""; 
   textBox3.Text=""; 
  } 
 
  private void textBox3_TextChanged(object sender, 
System.EventArgs e){} 
 
  private void textBox2_TextChanged(object sender, 
System.EventArgs e){} 
 
  private void textBox4_TextChanged(object sender, 
System.EventArgs e){} 
 
 } 
} 
 
 
