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Abstract
The last decade witnessed a rise in the importance of supervised learning applications
involving big data and big models. Big data refers to situations where the amounts of training
data available and needed causes difficulties in the training phase of the pipeline. Big model
refers to situations where large dimensional and over-parameterized models are needed for the
application at hand. Both of these phenomena lead to a dramatic increase in research activity
aimed at taming the issues via the design of new sophisticated optimization algorithms. In
this paper we turn attention to the big constraints scenario and argue that elaborate machine
learning systems of the future will necessarily need to account for a large number of real-world
constraints, which will need to be incorporated in the training process. This line of work is
largely unexplored, and provides ample opportunities for future work and applications. To
handle the big constraints regime, we propose a stochastic penalty formulation which reduces the
problem to the well understood big data regime. Our formulation has many interesting properties
which relate it to the original problem in various ways, with mathematical guarantees. We give
a number of results specialized to nonconvex loss functions, smooth convex functions, strongly
convex functions and convex constraints. We show through experiments that our approach can
beat competing approaches by several orders of magnitude when a medium accuracy solution is
required.
1 Introduction
Supervised machine learning models are typically trained by minimizing an empirical risk objective,
which has the form of an average of n loss functions fi, where fi(x) measures the loss associated
with model x ∈ Rd when applied to data point i of a training set:
min
x∈X⊆Rd
f(x) :=
1
n
n∑
i=1
fi(x). (1)
In the big data regime n is very large, and is the source of issues when training the model, i.e.,
when searching for x that minimizes f . In the big model regime d is very large, which also causes
considerable issues (e.g., cost of each iteration / backpropagation and communication). In modern
deep learning applications, both d and n are large, and their relative sizes depend on the application.
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In the big data regime (n is large), the state-of-the-art methods are based on stochastic gradient
descent (SGD) [25], enhanced with additional tricks such as minibatching [29], acceleration [1],
importance sampling [4] and variance reduction [5, 12, 26]. In the big model regime (d is large),
the state-of-the-art methods are based on randomized coordinate descent (RCD) [19], also typically
enhanced with additional tricks such as minibatching [24], acceleration [6] and importance sampling
[2].1
1.1 Constrained optimization
All “standard” variants of SGD-type and CD-type methods can be extended, to a certain degree, to
handle a constrained version of the above problem. In particular, if X 6= Rd, the basic idea is to
perform a step of the standard method, followed by a projection onto X [5, 18,22,28,31]:
xk+1 = ΠX (xk − ωkgk), (2)
where ΠX denotes projection operator onto the set X , ωk > 0 is a stepsize and gk is a descent
direction. That is, the basic idea behind projected gradient descent is utilized. The situation is more
complicated with CD type methods as currently they only work for separable or block separable
constraints (block CD methods are needed for block separable constraints [23]). Convergence
properties of SGD and CD-type algorithms are typically unaffected by the inclusion of the projection
step. However, what is affected is the cost of each iteration, which depends on the structure of X .
The problem with constraints is further exacerbated by the fact that the success of SGD and
CD methods lies in their very cheap iterations. Indeed, if a cheap iteration is to be followed by an
expensive projection step, the advantages of using a stochastic method over, say, gradient descent
will be reduced, and may completely disappear once the relative cost of a projection compared to the
cost of performing one SGD or CD step exceeds a certain threshold. At the moment, very little is
known about how to best handle this regime. We argue, however, that this regime is important, and
will become increasingly important in the future with X representing real-life constraints imposed
by the environment in which the ML system will be operating.
1.2 Contributions
We develop a novel approach to solving problem (1) in the case when X is described as the intersection
of a very large number of constraints, each of which admits a cheap projection operator, while
iterative projection onto X is prohibitively expensive. In particular, we develop a novel stochastic
penalty reformulation of the problem, and prove an array of theoretical results connecting exact and
approximate solutions of the reformulation to the original problem (1) in various ways, including
distance to the optimal solution, distance to feasibility, function/loss suboptimality and so on. This
is done for both smooth nonconvex and convex problems. Moreover, we develop a new increasing
penalty method, which uses an arbitrary inner solver as a subroutine, and establish its convergence
rate. We show through experiments that our approach and methods can outperform other existing
approaches by large margins.
1Note that variance reduction is not needed for CD methods as they are variance-reduced by design. Indeed,
as x → x∗, where x∗ = arg minx f(x), all partial derivatives of f at x converge to zero. This is to be contrasted
with SGD, where it is not true that ∇fi(x)→ 0 as x→ x∗, which necessitates the incorporation of explicit variance
reduction strategies.
2
2 Stochastic Projection Penalty Approach to Big Constraints
In this work we are specifically interested in the constrained version of (1); that is, we consider the
case X 6= Rd. We shall assume that the problem is solvable, i.e., there exists x∗ ∈ X such that
f(x∗) 6 f(x) for all x ∈ X . Furthermore, we shall assume throughout that f is lower bounded on
Rd, and that it achieves its minimum on Rd. In particular, let x∗0 denote a minimizer of f on Rd.
Crucially, we assume that performing projected iterations of the type (2) is prohibitive because
X is so complex that the projection step is much more computationally expensive than computing
gk. There are several different structural reasons for why projecting onto X might be difficult, and
in this work we focus on one of them, described next.
2.1 Big constraints
In this work we specifically address the situation when X arises as the intersection of a big number
of simpler constraints,
∅ 6= X :=
m⋂
j=1
Xj , (3)
each of which admits a cheap projection ΠXj (·).
The departure point for our work is the observation that the feasibility problem associated with
(3) (i.e., the problem: find x ∈ X ) admits a stochastic optimization reformulation of the form
min
x∈Rd
h(x) := 1
m
m∑
j=1
hj(x)
 , (4)
where
hj(x) :=
1
2
‖x−ΠXj (x)‖2, (5)
and ‖ · ‖ is the standard Euclidean norm. The name “stochastic” comes from interpretation of h as
the expectation of hj , with j picked uniformly at random. Note that h(x) = 0 for all x ∈ X . In
particular, h(x∗) = 0.
If the sets Xj are closed and convex, then hj is convex and 1-smooth2 [17], and hence problem
(4) can in principle be solved by popular methods such as SGD, or any of its many variants. Indeed,
it was recently shown in [16] that, under a stochastic linear regularity condition (see Assumption 1
below) on the sets {Xj}mj=1, SGD with unit stepsize and uniform selection of sets, applied to (4), i.e.,
xk+1 = xk −∇hj(xk) = ΠXj (xk),
converges at the linear rate E‖xk −ΠX (xk)‖2 6 (1− γ)k‖x0−ΠX (x0)‖2, where 0 < γ 6 1 is defined
below. This is quite remarkable as h is not necessarily strongly convex.
Assumption 1 (Stochastic linear regularity [16, 17]). There is a constant γ > 0 such that the
following inequality holds for all x ∈ Rd:
1
m
m∑
j=1
‖x−ΠXj (x)‖2 > γ‖x−ΠX (x)‖2. (6)
2That is, ‖∇hj(x)−∇hj(y)‖ 6 ‖x− y‖ for all x, y ∈ Rd. This follows from the formula ∇hj(x) = x−ΠXj (x) and
from nonexpansiveness of the projection operator.
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It can be easily seen that, necessarily, γ 6 1. Inequality (6) implies that if h(x) = 0, then x ∈ X .
Put together with what we said above, x ∈ X if and only if h(x) = 0. We shall enforce the linear
regularity assumption throughout the paper as many of our results depend on it.3 In Appendix K
we include some known and new examples of (not necessarily convex) sets for which Assumption 1 is
satisfied.
Minibatch and variable stepsize extensions of SGD for (4) have been studied as well [16]. For
alternative developments and connections to linear feasibility problems, duality and quasi-Newton
updates, we refer the reader to [7–10].
2.2 Stochastic penalty reformulation
Motivated by the above considerations, we propose to reformulate (1)+(3) into the problem
min
x∈Rd
f(x) + λh(x), (7)
where h(x) is as in (4). That is, we have transformed the constrained problem (1) into an uncon-
strained one, with penalty h(x) and penalty parameter λ > 0. For f ≡ 0, (7) reduces to (4), which
is now well understood. From this perspective, one can think of (7) as a regularized version of (4).
Since both f and h are of a finite-sum structure, problem (7) is solvable by modern stochastic
gradient-type methods which operate well in the regime when n + m is big. In other words, we
have reduced the big constraint problem (1)+(3) into a finite-sum (or big data) problem, where the
functions hj play the role of extra loss functions associated with the constraints Xj .
To the best of our knowledge, problem (7) was not studied in this generality before (except for
the case f ≡ 0 in [16, 17], and m = 1 case with convex nonsmooth f in [30]).
2.3 Solving the reformulation
We propose that instead of solving the original constrained problem, one solves the reformulation
(7). In particular, we propose two generic solution approaches:
1. Solve (7), obtaining solution x∗λ. Output x
∗
λ.
2. Solve (7), but output ΠX (x∗λ).
The main focus of this work is to understand how good the points x∗λ and ΠX (x
∗
λ) are as solutions
of the original problem (1)+(3). Our second approach always outputs a feasible point, and this
comes at the cost of computing a single projection onto X . This is obviously dramatically fewer
projections than the iterative projection scheme (2) requires, and hence this approach makes sense
in situations where computing a single projection is not prohibitive. With this approach we would
like to obtain bounds on the difference between f(x∗) and f(ΠX (x∗λ)). The first proposed approach
can’t guarantee that x∗λ is feasible for (1). Hence, besides function suboptimality, we need to argue
about distance of x∗λ to X , or its distance to x∗.
Inexact solution. In practice, one would use an iterative method for solving (7) and hence it is
not reasonable to assume that one can obtain the exact solution x∗λ. To this effect, we also study the
3As a rule of thumb, a result that does not refer to γ does not depend on this assumption.
4
above two approaches in this inexact regime. In particular, we assume that we compute xλ,ε such
that
f(xλ,ε) + λh(xλ,ε) 6 f(x∗λ) + λh(x∗λ) + ε, (8)
in case a deterministic method is used to obtain xλ,ε, or E [f(xλ,ε) + λh(xλ,ε)] 6 f(x∗λ) + λh(x∗λ) + ε
in case a stochastic method is used and hence xλ,ε is random.
2.4 Assumptions on f
For the sake of clarity, we shall first describe the exact solution theory (Section 3), followed by the
inexact solution theory (Section 3.5). In each case, we shall give an array of bounds, depending on
assumptions.
We develop the theory under a variety of assumptions (and their combinations) on the function
f :
1. No assumptions on f (e.g., f could be nonconvex and nondifferentiable),
2. f is L–smooth (but can be nonconvex)
3. f is differentiable and convex or strongly convex
2.5 Other approaches
One of the earliest applications of the function h(·) was in [17], where the authors used it with the
zero objective f ≡ 0. Some of the results obtained there were later rediscovered by [16].
More surprisigly, a few recent works tackle a problem similar to ours. For instance, in [13] the
authors consider an exact penalty approach and obtain methods with O(1/k2) convergence rate.
However, their approach suffers due to the need to compute full gradients, including projections onto
all sets at each iteration. The work of [27] (S-PPG method) was designed to tackle a similar problem
as ours. Their approach, however, requires storing max(n,m) full-dimension variables, and does not
provide any infeasibility guarantees. Convex objectives were studied in [15], while [32] considers a
convex objective with inequality constraints. The approach of [30] considers the same penalty model
as ours, but for one set only (m = 1) with a convex nonsmooth objective.
3 Exact Solution Theory
In this section we develop out exact solution theory. That is, we develop a series of results connecting
x∗λ (the exact solution of (7)) and ΠX (x
∗
λ) to original problem (1). In the rest of this section, we let
Optλ := f(x
∗
λ) + λh(x
∗
λ).
3.1 No assumption on f
Our first result says, among other things, that the optimal value of the reformulated problem (7) is
always a lower bound on the optimal value of the original problem (1). This result does not depend
on Assumption 1, nor on any assumption on f such as differentiability or convexity.
Lemma 1. For all λ > 0 we have
Optλ 6 f(x∗). (9)
Moreover, for any λ > θ > 0 we have f(x∗) > f(x∗λ) > f(x∗θ) and 0 6 h(x∗λ) 6 h(x∗θ).
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Proof. See Appendix B.
The lemma says that f(x∗λ) is increasing in λ, while h(x
∗
λ) is decreasing. However, without
further assumptions, it may not be the case that f(x∗λ)→ f(x∗) or h(x∗λ)→ 0 as λ→∞. Still, in
situations where it is desirable to quickly find a rough lower bound on f(x∗), and especially when f
is a difficult function, the above lemma can be of help.
3.2 L-smoothness
We now describe our main result under the L-smoothness assumption:
‖∇f(x)−∇f(y)‖ 6 L‖x− y‖, x, y ∈ Rd.
In particular, we allow f to be nonconvex. Some of the results are a refinement of those in Lemma 1.
Theorem 1. If f is L–smooth, then
(i) For all λ > 2Lγ , f(ΠX (x∗λ)) and f(x∗) are related via
f(x∗) 6 f(ΠX (x∗λ)) 6 f(x∗) +
2L(f(x∗)− f(x∗0))
γλ
.
(ii) For all λ > 2Lγ (lower bound) and all λ > 0 (upper bound), Optλ and f(x∗) are related via
f(x∗)− 2L(f(x
∗)− f(x∗0))
γλ
6 Optλ 6 f(x∗)− ‖∇f(x
∗)‖2
2(L+ λ)
.
(iii) For all λ > 0 we have
γG
L2 + γλ2
6 h(x∗λ) 6
f(x∗)− f(x∗0)
λ
,
where
G :=
1
4
inf
x∈X
‖∇f(x)‖2 6 1
4
‖∇f(x∗)‖2.
(iv) The distance of x∗λ to X is for all λ > 0 bounded by
2G
L2 + λ2
6 ‖x∗λ −ΠX (x∗λ)‖2 6
2(f(x∗)− f(x∗0))
γλ
.
(v) The distance of x∗λ to the optimal solution x
∗ cannot be too small. In particular, for all λ > 0,
‖∇f(x∗)‖2
(L+ λ)2
6 ‖x∗λ − x∗‖2.
Proof. See Appendix C.
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The first set of inequalities say that ΠX (x∗λ) is a O(1/λ) overapproximation of f(x
∗). In particular,
0 6 f(ΠX (x∗λ)) − f(x∗) 6 ε as long as λ = O(1/ε). Since ΠX (x∗λ) ∈ X , there is no issue with
feasibility. One should not expect a lower bound on f(ΠX (x∗λ)) that would strictly separate it from
f∗. In Appendix E we give a simple example of X , and a smooth and strongly convex f for which
f(ΠX (x∗λ)) = f(x
∗), while ‖∇f(x∗)‖ > 0. The lower bound on Optλ says that Optλ can not be
much smaller than f(x∗), while the upper bound says that Optλ cannot be too close f(x∗) either,
which sharpens (9). Note that |Optλ − f(x∗)| = O(1/λ), and hence |Optλ → f(x∗)| 6 ε as long as
λ = Ω(1/ε). In the unconstrained case (X = Rd) we have G = 0 in (iii), and the lower bound on
h(x∗λ) is zero, which is naturally expected. Inequalities (iv) give an Ω(1/λ
2) and O(1/λ) lower and
upper bounds on the (squared) distance of x∗λ from X , respectively. As we shall see in Theorem 2,
the upper bound can be improved to O(1/λ2) under convexity. Finally, (v) is a negative result; it
says that x∗λ and x
∗ cannot be too close, unless ∇f(x∗) = 0.
3.3 Differentiability and convexity
Our second main result is an analogue of Theorem 1, but with the L-smoothness assumption replaced
by differentiability and convexity.
Theorem 2. If f is differentiable and convex, then for all λ > 0
(i) The values f(x∗λ) and f(x
∗) are related via
0 6 f(x∗)− f(x∗λ) 6
2
γλ
‖∇f(x∗)‖2.
(ii)
h(x∗λ) 6
2‖∇f(x∗)‖2
γλ2
.
(iii) The distance of x∗λ to X is bounded above by
‖x∗λ −ΠX (x∗λ)‖2 6
4‖∇f(x∗)‖2
γ2λ2
.
(iv) If f is L-smooth and if f + λh is µ-strongly convex with µ > 0 (for this it suffices for f to be
µ-strongly convex), then the distance of x∗λ from x
∗ is bounded above by
‖x∗λ − x∗‖2 6
L+ λ− γλ
γµλ(L+ λ)
‖∇f(x∗)‖2.
In particular, if f is differentiable but not L-smooth (i.e., L = +∞), then the bound simplifies
to
‖x∗λ − x∗‖2 6
1
γµλ
‖∇f(x∗)‖2.
Proof. See Appendix D.
Note that the size of the gradient at optimum dictated the upper bounds. In the case when
∇f(x∗) = 0, we recover the expected results: f(x∗) = f(x∗λ), h(x∗λ) = 0, x∗λ ∈ X and x∗λ = x∗.
Further, note that compared to the L-smoothness results, convexity allowed us to disassociate f∗λ
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Lower
bound Quantity
Upper
bound
Ω
(
1
L+λ
)∗
f∗− (f∗λ + λh∗λ) O
(
1
λ
)∗
Ω
(
1
L+λ
)∗
f∗ − f∗λ O
(
1
λ
)†
Ω
(
1
L2+λ2
)∗
h∗λ
O
(
1
λ
)
,
O
(
1
λ2
)†
Ω
(
1
(L+λ)2
)∗ ‖x∗λ − x∗‖2 O( 1λ)‡,O( 1
λ2
)∗,‡,\
Ω
(
1
L2+λ2
)∗ ‖x∗λ−ΠX (x∗λ)‖2 O ( 1λ2 )†
0 f(ΠX (x∗λ))− f∗ O
(
1
λ
)∗,§
Table 1: Lower and upper bounds for different measures of solution’s quality (f∗ = f(x∗), f∗λ := f(x
∗
λ),
h∗λ := h(x
∗
λ)). Superscripts refer to assumptions used to prove the bound: * (L-smoothness), †
(convexity), ‡ (strong convexity), § (λ L), \ (λ 6 L1−γ ).
and h∗λ from each other, and thus enabled us to get a O(1/λ) bound on f(x
∗)− f(x∗λ) in (i). Further,
in (iii) we get an O(1/λ2) upper bound on the (squared) distance of x∗λ from X ; this is an order of
magnitude better than the O(1/λ) bound obtained through L-smoothness. Finally, under strong
convexity, we get an O(1/λ) upper bound on the (squared) distance of x∗λ from x
∗ (see (iv)). Note
that Theorem 1 provides a Ω(1/λ2) lower bound on the same quantity. Observe that as long as
λ < L1−γ , the upper bound improves to O(
1
λ2
). In particular, in the extreme case when the stochastic
linear regularity parameter γ is equal to 1 (which is possible only if all constraints are either Rd or
X ), the improved upper bound holds for all λ > 0.
3.4 Summary of key results
A brief summary of the key results obtained in this section is provided in Table 1.
It is clear from a brief look at the table that in contrast to exact penalty reformulation approaches,
such as [13], solving our reformulation does not produce a solution of problem (1), but rather a point
“close” to it. Moreover, our lower bounds say that it is not reasonable to solve the reformulation to
exact accuracy. On the contrary, based on our theoretical results, and based on our computational
experiments, it is best to apply fast but not necessarily very accurate methods such as SGD in order
to get a proper approximate solution. Doing so suffices to ensure proximity to feasibility, while
incurring loss f smaller than f(x∗).
3.5 Inexact solution theory
Our inexact solution theory contains results which are direct analogues of the results contained
in Theorems 1 and 2, but apply to vector xλ,ε satisfying (8). Because of this, and due to space
constraints, the results can be found in Appendix H.
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Method Applied to (1) Applied to (7)
GD‡ L(nc∇ + CΠ) log
1
δ
(
L+
1√
δ
)
(nc∇ +mcΠ) log
1
δ
GD† L(c∇ + CΠ)
1
δ
(
L+
1√
δ
)
(nc∇ +mcΠ)
1√
δ
SGD
B2D2
δ2
(c∇ + CΠ)
(
B2 + D
2
δ
)
D2
δ
(c∇ + cΠ)
SVRG & SARAH
(
n+
L
µ
CΠ
)
c∇ log
1
δ
(
n+
L+ 1√
δ
µ
)
(c∇ + cΠ) log
1
δ
SAGA
(
n+
L
µ
)
(c∇ + CΠ) log
1
δ
(
n+
L+ 1√
δ
µ
)
(c∇ + cΠ) log
1
δ
Table 2: Total complexities of selected methods when applied to the original big constraint problem
(1) and to its stochastic penalty reformulation (7). By δ we denote the target error tolerance. B and
D are method-specific constants (see, e.g., Theorem 3.)
4 Total Complexity
We now compare the total cost (iteration complexity times cost of each iteration) of several well-
known methods when applied to the original big constraint problem (1), and when applied to our
stochastic penalty reformulation (7).
We choose λ = 1/
√
δ, where δ is the desired accuracy of feasibility of x. Assuming convexity of
f , in view of Theorem 2 (parts (i) and (iii)) we get
f(x∗λ) 6 f(x∗), ‖x∗λ −ΠX (x∗λ)‖2 = O(δ).
Similar results hold in the inexact case (see Appendix H).
Let CΠ be the cost of projecting onto X , while cΠ is the (average) cost of projecting onto Xj . In
general, these costs relate as CΠ  mcΠ. Moreover, c∇ is the (average) cost of computing a single
stochastic gradient of f , i.e., of ∇fi(x).
The total complexities for selected methods, including gradient descent (GD) in the strongly
convex‡ and convex† settings, SGD (see Theorem 3 for the computation of the complexity), and
variance-reduced methods SVRG [12], SARAH [20] and SAGA [5] (all in the strongly convex setting)
are summarized in Table 2.
Notice that the total complexity of each method applied to our stochastic penalty reformulation (7)
can be vastly better than when applied to the original problem (1). This depends on the relationship
between CΠ, cΠ, c∇, L, δ and, in some cases, other quantities. For instance, in the regime when
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1
δ = O(L) and mc∇  CΠ, GD (look at first line of the table) applied to (7) will be much faster
than GD applied to (1). Similar insights can be gained by inspecting the total complexities of other
methods in the table (and methods we did not include in the table).
4.1 SGD for (7)
Algorithm 1 is SGD adapted to problem (7). We sample i and j uniformly at random and
independently, from {1, 2, . . . , n} and {1, 2, . . . ,m}, respectively.
Algorithm 1 SGD for problem (7)
Input: Point x1 ∈ Rd, number of iterations K, penalty λ > 0, α > 1µ
for k = 1 to K do
Sample i ∼ U(1, . . . , n), j ∼ U(1, . . . ,m)
ωk =
α
2α(L+λ)+k
xk+1 = xk − ωk(∇fi(xk) + λ∇hj(xk))
end for
To illustrate how the total complexity results in Table 2 were computed, we provide an example,
in the case of SGD, in the next result (proof in Appendix F).
Theorem 3. Assume that f is µ-strongly convex and L-smooth, and sequence {xk}k>0 is generated
by Algorithm 1. Then, we have E‖xk − x∗λ‖2 6 cλ , with some constant c > 0, after at most
λ(2α(L+ λ) + 1)
c
(
2‖x0 − x∗‖2 + 2‖∇f(x
∗)‖2
γµλ
)
+
(
λ(2α(L+ λ) + 1)
4c(L+ λ)2
+
λα2
c(αµ− 1)
)
N = O
(
λ2
)
iterations, where N 6 4n
n∑
i=1
‖∇fi(x∗λ)‖2 + 16‖∇f(x
∗)‖2
γ .
5 Increasing Penalty Method
In this section we describe a new (meta) method (Algorithm 2) designed to solve a sequence of
stochastic penalty reformulations of the form (7) with a sequence of increasing values of penalty
parameters λk. The method runs an arbitrary but fixed algorithmM applied to the problem
min f(x) + λkh(x)
for Nk iterations in an inner loop, started from xk. The meta-method decides how λk are updated,
and performs iterations of the form
xk+1 = yk − ωk+1∇h(yk),
producing points {xk}. Note that for computing ∇h(yk) we only need cheap projections onto
X1, . . . ,Xm instead of the more expensive projection onto X .
10
Algorithm 2 Increasing Penalty Method
Input: Method M, point x1 ∈ Rd, number of outer iterations K, penalties λ1, λ2, . . . , λK ,
numbers of inner iterations N1, N2, . . . , NK
for k = 1 to K do
yk =M(xk, λk, Nk) . Apply to min f + λkh
Option I: ωk+1 =
λk+1−λk
γλk+1
Option II: ωk+1 = argmin
x=yk−ω∇h(yk)
ω62
f(x) + λk+1h(x)
xk+1 = yk − ωk+1∇h(yk)
end for
5.1 Non-accelerated variant
For algorithms such as SAGA [5], SVRG [12] and SARAH [20] serving as methodM in Algorithm 2,
the following theorem gives the rate of convergence of non-accelerated variant of our meta-method
(Algorithm 2):
Theorem 4. Assume f is L-smooth, µ-strongly convex and that the constraints X1, . . . ,Xm are
closed and convex. Choose any methodM that takes as input a problem F , an initial point x, number
of iterations N , the smoothness of the problem LF and possibly strong convexity constant µ. Set
λk+1 = βk + ν for some β > 0, ν > β(1−γ)γ and ωk+1 =
β
γ(β(k+1)+ν) . If for any x methodM returns
a point y satisfying
F (y)− F ∗ 6 ρ(F (x)− F ∗)
after at most CMLFµ log
1
ρ iterations, then Algorithm 2 provides (λ, ε)-accurate solution, where
λ = βk + ν and ε = θk , after at most
CM
L+ β
µ
(
1 +
L(f(x∗)− f(x∗0))
θγβ
)
k + CM
L+ ν
µ
max
{
0, log
(
f(x1)− f(x∗0)
θ
)}
= O(k)
iterations in total.
5.2 Accelerated variant
In Appendix G.1 we develop an accelerated variant of the Increasing Penalty Method. This method
after k outer iterations outputs point yk with enjoying the following guarantees:
f(ΠX (yk))− f(x∗) 6 1
k2
(
2L+
f(x∗)− f(x∗0)
2γ
)
,
‖yk − x∗‖2 6 4
k2
(
L
µ
+
‖∇f(x∗)‖2
γµL
)
,
‖yk −ΠX (yk)‖2 6 1
k4
(‖∇f(x∗)‖2
2γ2L2
+
2
γ
)
.
We do not describe it here for space reasons.
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6 Experiments
We performed several experiments with L2-regularized logistic regression with regularization param-
eter 1/n, on datasets A1a, Mushrooms and Madelon.
We randomly generate linear constraints: half of them are inequalities and half are equalities.
For A1a and Mushrooms datasets we use m = 40, 60, 100 constraints in total, and for Madelon it is
m = 100, 200, 400. Although it may look like m is not big, each full projection onto X becomes very
expensive as it requires solving a separate auxiliary optimization problem. We run the projected
versions of classical SGD and SVRG to show the slowdown due to the expensive projection. We also
run two algorithms designed specifically for avoiding full projection step: EPAPD of [13] and S-PPG
of [27].
We compare the mentioned methods to our stochastic penalty reformulation approach with
different methods under the hood as solvers. Specifically, we run SVRG as method M inside
Algorithm 2 on the reformulated problem (7) with linearly increasing λk, and SGD on the reformulated
problem (7) with fixed λ set to 100L. We used x0 = 0. We measure the distance from the problem’s
optimum x∗, i.e., ‖xk−x∗‖, as well as the objective suboptimality of the iterates after hard projection
onto X , i.e., f(ΠX (xk))− f∗. Our results show the superiority of our stochastic penalty approach
for medium accuracy targets, in some cases by several orders of magnitude.
We provide additional experimental results in Appendix I and Appendix J.
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m = 40 m = 60 m = 100
Distance from
the optimum
Objective value
of projected
iterates
m = 40 m = 60 m = 100
Distance from
the optimum
Objective value
of projected
iterates
m = 100 m = 200 m = 400
Distance from
the optimum
Objective value
of projected
iterates
Table 3: Experiments on logistic regression with m randomly generated constraints, half of which
are linear equality and half linear inequality constraints. Tha datasets used: A1a (top 2 rows),
Mushrooms (middle 2 rows) and Madelon (bottom 2 rows). For each dataset and each each method
we plot (squared) distance from the optimum (‖xk − x∗‖2) and objective value of projected iterates
(f(ΠX (xk))− f(x∗)), where {xk} are the iterates produced by each method.13
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Supplementary Material
A Basic facts and notation
The Cauchy-Shwarz inequality states that for any a, b ∈ Rd,
〈a, b〉 6 ‖a‖‖b‖. (10)
Proposition 1. If f is L-smooth, than for any x and y
|f(y)− f(x) + 〈∇f(x), x− y〉| 6 L
2
‖x− y‖2, (11)
‖∇f(x)−∇f(y)‖ 6 L‖x− y‖. (12)
If f is also convex, then
‖∇f(x)−∇f(y)‖2 6 2L(f(y)− f(x)− 〈∇f(x), y − x〉). (13)
Proposition 2. If f is µ-strongly convex, then for any x and y
µ‖x− y‖2 6 〈x− y,∇f(x)−∇f(y)〉. (14)
Proposition 3. For any u, v and a convex set C it is satisfied that
‖ΠC(u)−ΠC(v)‖2 + ‖u−ΠC(u)− (v −ΠC(v))‖2 6 ‖u− v‖2, (15)
and, as a consequence,
‖ΠC(u)−ΠC(v)‖2 6 ‖u− v‖2. (16)
A.1 Optimality conditions
The first order necessary optimality condition for (1) is
〈∇f(x∗), x− x∗〉 > 0, for all x ∈ X , (17)
where the 〈∇f(z), t〉 denotes the directional derivative of f at z in direction t. If f is convex, then
this condition is also sufficient. A similar necessary condition is that
x∗ = ΠX (x∗ − ω∇f(x∗)) (18)
for any ω > 0.
Finally, the first order necessary condition for x∗λ is
∇(f(x∗λ) + λh(x∗λ)) = ∇f(x∗λ) + λ
1
m
m∑
j=1
(x∗λ −ΠXj (x∗λ)) = 0. (19)
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B Exact Theory under No Assumptions
We will often write f∗ = f(x∗), f∗λ = f(x
∗
λ), and h
∗
λ = h(x
∗
λ).
Lemma 1. For all λ > 0 we have
f∗λ + λh
∗
λ 6 f∗. (20)
Moreover, for any λ > θ > 0 we have f∗ > f∗λ > f∗θ and 0 6 h∗λ 6 h∗θ.
Proof. Note that x∗ ∈ X and hence h(x∗) = 0. Since x∗λ minimizes f + λh and h∗λ > 0, we get
f∗ = f(x∗) = f(x∗) + λh(x∗) > f∗λ + λh∗λ > f∗λ ,
which implies (20) and f∗ > f∗λ . Further, from the definitions of x∗λ and x∗θ we see that
f(x∗λ) + λh(x
∗
λ) 6 f(x∗θ) + λh(x∗θ), (21)
f(x∗θ) + θh(x
∗
θ) 6 f(x∗λ) + θh(x∗λ).
Multiplying the first inequality by θ, the second inequality by λ, and adding them up, we obtain
θf(x∗λ) + λf(x
∗
θ) 6 θf(x∗θ) + λf(x∗λ),
which implies that f∗λ > f∗θ . The final statement follows immediately from (21).
C Exact Theory under L-smoothness
Lemma 2. Let f be L-smooth, choose y ∈ Rd and set x = ΠX (y). Then for all λ > Lγ ,
f(x) 6 f(y) + λh(y) + L
γλ− L(f(y)− f
∗
0 ). (22)
Proof. In view of (11), L-smoothness of function f implies
f(x) 6 f(y) + 〈∇f(y), x− y〉+ L
2
‖y − x‖2. (23)
Furthermore, from inequality 〈a, b〉 6 α2 ‖a‖2 + 12α‖b‖2 (which holds for all vectors a, b and α > 0)
and linear regularity we deduce
f(x)
(23)
6 f(y) + α
2
‖y −ΠX (y)‖2 + L
2
‖y −ΠX (y)‖2 + 1
2α
‖∇f(y)‖2
(6)
6 f(y) + α+ L
2γ
1
m
m∑
j=1
‖y −ΠXj (y)‖2 +
1
2α
‖∇f(y)‖2. (24)
In addition, we can bound the last term as follows:
‖∇f(y)‖2 6 2L(f(y)− f∗0 ). (25)
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Indeed,
f∗0 := f(x
∗
0) = arg minx
f(x)
6 f(y − 1
L
∇f(y))
(23)
6 f(y) + 〈∇f(y), y − 1
L
∇f(y)− y〉+ L
2
‖y − 1
L
∇f(y)− y‖2
= f(y)− 1
2L
‖∇f(y)‖2.
Combining (24) and (25), we get
f(x) 6 f(y) + α+ L
γ
h(y) +
L
α
(f(y)− f∗0 ).
It suffices to plug α = γλ− L into this inequality.
Theorem 1. Assume that f is L-smooth. Then
(i) For all λ > 2Lγ , the f(ΠX (x∗λ)) and f(x∗) are related via
f∗ 6 f(ΠX (x∗λ)) 6 f∗λ + λh∗λ +
2L
γλ
(f∗ − f∗0 ) 6 f∗ +
2L
γλ
(f∗ − f∗0 ) (26)
(ii) For all λ > 2Lγ (lower bound) and all λ > 0 (upper bound), Optλ and f(x∗) are related via
f∗ − 2L
γλ
(f∗ − f∗0 ) 6 f∗λ + λh∗λ 6 f∗ −
‖∇f(x∗)‖2
2(L+ λ)
. (27)
The upper bound in (27) holds for all λ > 0.
(iii) For all λ > 0, the value h(x∗λ) is bounded as
γG
L2 + γλ2
6 h∗λ 6
f∗ − f∗0
λ
, (28)
where
G :=
1
4
inf
x∈X
‖∇f(x)‖2. (29)
(iv) The distance of x∗λ to X is for all λ > 0 (λ can be 0 in the lower bound) bounded by
2G
L2 + λ2
6 ‖x∗λ −ΠX (x∗λ)‖2 6
2(f(x∗)− f(x∗0))
γλ
. (30)
(v) The distance of x∗λ to the optimal solution x
∗ cannot be too small. In particular, for all λ > 0,
‖∇f(x∗)‖2
(L+ λ)2
6 ‖x∗λ − x∗‖2. (31)
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Proof. (i) The first inequality in (26) follows since ΠX (x∗λ) is feasible for (1). Since γλ−L > γ 12λ,
we have λ > L/γ and we can therefore apply Lemma 2. Using it with x = ΠX (x∗λ) and y = x
∗
λ,
we obtain
f(ΠX (x∗λ)) 6 f(x∗λ) + λh(x∗λ) +
L
γλ− L(f
∗
λ − f∗0 ).
The second inequality follows by observing that f∗λ 6 f∗, and by replacing γλ− L with 12λ.
To prove the third inequality, it is enough to use (20).
(ii) The lower bound in (27) follows from (26). To prove the upper bound, let us consider the
point z = x∗ − ω∇f(x∗). From L-smoothness of f we get
f(z)
(11)
6 f(x∗) + 〈∇f(x∗), z − x∗〉+ L
2
‖z − x∗‖2
= f∗ − ω‖∇f(x∗)‖2 + L
2
ω2‖∇f(x∗)‖2. (32)
Moreover, since x∗ ∈ X , we get ‖z−ΠXj (z)‖ 6 ‖z−ΠX (z)‖ 6 ‖z−x∗‖ = ω‖∇f(x∗)‖, we get
h(z)
(4)+(5)
=
1
2m
m∑
j=1
‖z −ΠXj (z)‖2 6
ω2
2
‖∇f(x∗)‖2, (33)
and hence
f(x∗λ) + λh(x
∗
λ) 6 f(z) + λh(z)
(32)+(33)
6 f∗ − ω‖∇f(x∗)‖2 + L
2
ω2‖∇f(x∗)‖2 + λ
2
ω2‖∇f(x∗)‖2,
After plugging ω = (L+ λ)−1, we obtain the right-hand side of (27).
(iii) The upper bound in (28) follows directly from (20) and the fact that f∗0 6 f∗λ . To get the lower
bound in (28), let us use inequality ‖a‖2 > 12‖b‖2 − ‖a− b‖2 and smoothness of f to write
λ2
∥∥∥∥∥∥x∗λ − 1m
m∑
j=1
ΠXj (x
∗
λ)
∥∥∥∥∥∥
2
(19)
= ‖∇f(x∗λ)‖2
> 1
2
‖∇f(ΠX (x∗λ))‖2 − ‖∇f(x∗λ)−∇f(ΠX (x∗λ))‖2
(29)+(11)
> 2G− L2‖x∗λ −ΠX (x∗λ)‖2 (34)
(6)
> 2G− L
2
γ
1
m
m∑
j=1
‖x∗λ −ΠXj (x∗λ)‖2. (35)
Rearranging (35) and applying Jensen’s inequality, we deduce
2G 6
(
L2
γ
+ λ2
)
1
m
m∑
j=1
‖x∗λ −ΠXj (x∗λ)‖2 = 2
(
L2
γ
+ λ2
)
h∗λ,
which gives the lower bound in (28).
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(iv) Recall that by (34),
2G 6 λ2
∥∥∥∥∥∥x∗λ − 1m
m∑
j=1
ΠXj (x
∗
λ)
∥∥∥∥∥∥
2
+ L2‖x∗λ −ΠX (x∗λ)‖2.
Clearly, we can bound the first term via Jensen’s inequality as∥∥∥∥∥∥x∗λ − 1m
m∑
j=1
ΠXj (x
∗
λ)
∥∥∥∥∥∥
2
6 1
m
m∑
j=1
∥∥x∗λ −ΠXj (x∗λ)∥∥2 6 ‖x∗λ −ΠX (x∗λ)‖2 ,
which gives the lower bound in (30). The upper bound in (30) follows by combining the upper
bound in (28) with linear regularity (6).
(v) Since f is L-smooth and h is 1-smooth, Fλ := f + λh is (L+ λ)-smooth. Therefore,
(L+ λ)2‖x∗ − x∗λ‖2
(11)
> ‖∇Fλ(x∗)−∇Fλ(x∗λ)︸ ︷︷ ︸
=0
‖2 = ‖∇f(x∗)‖2,
where the last identity also uses the fact that h(x∗) = 0.
D Exact Theory under Convexity
Lemma 3. If f is µ-strongly convex, then for any x ∈ Rd,
f(x) > f∗ − ‖∇f(x∗)‖
√
2
γ
h(x) +
µ
2
‖x− x∗‖2. (36)
In particular, if f is just convex ( i.e. µ = 0), then
f(x) > f∗ − ‖∇f(x∗)‖
√
2
γ
h(x). (37)
Proof. Strong convexity of f yields
f(x) > f(x∗) + 〈∇f(x∗), x− x∗〉+ µ
2
‖x− x∗‖2
= f(x∗) + 〈∇f(x∗),ΠX (x)− x∗〉+ 〈∇f(x∗), x−ΠX (x)〉+ µ
2
‖x− x∗‖2
(17)
> f(x∗) + 〈∇f(x∗), x−ΠX (x)〉+ µ
2
‖x− x∗‖2
(10)
> f(x∗)− ‖∇f(x∗)‖‖x−ΠX (x)‖+ µ
2
‖x− x∗‖2
(6)
> f(x∗)− ‖∇f(x∗)‖
√
2
γ
h(x) +
µ
2
‖x− x∗‖2.
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Theorem 2. If f is differentiable and convex, then for all λ > 0, we have
(i) The values f(x∗λ) and f(x
∗) are related via
0 6 f∗ − f∗λ 6
2
γλ
‖∇f(x∗)‖2. (38)
(ii) h(x∗λ) is bounded above by
h∗λ 6
2‖∇f(x∗)‖2
γλ2
. (39)
(iii) The distance of x∗λ to X is bounded above by
‖x∗λ −ΠX (x∗λ)‖2 6
4‖∇f(x∗)‖2
γ2λ2
. (40)
(iv) If f is L-smooth and if f + λh is µ-strongly convex with µ > 0 (for this it suffices for f to be
µ-strongly convex), then the distance of x∗λ from x
∗ is bounded above by
‖x∗λ − x∗‖2 6
L+ λ− γλ
γµλ(L+ λ)
‖∇f(x∗)‖2.
In particular, if f is differentiable but not L-smooth (i.e., L = +∞), then the bound simplifies
to
‖x∗λ − x∗‖2 6
1
γµλ
‖∇f(x∗)‖2. (41)
Proof. (i) By Lemma 3, convexity of f gives
f(x∗λ)
(37)
> f(x∗)− ‖∇f(x∗)‖
√
2
γ
h(x∗λ)
(20)
> f(x∗)− ‖∇f(x∗)‖
√
2
γλ
(f(x∗)− f(x∗λ)).
Rearranging the resulting inequality gives (38).
(ii) Next,
h∗λ
(20)
6 f
∗ − f∗λ
λ
(38)
6 2
γλ2
‖∇f(x∗)‖2.
(iii) It suffices to combine linear regularity (6) with (39).
(iv) Using Lemma 3, we get
f(x∗λ)
(36)
> f(x∗)− ‖∇f(x∗)‖
√
2
γ
h(x∗λ) +
µ
2
‖x∗λ − x∗‖2
(27)
> f(x∗)− ‖∇f(x∗)‖
√
2
γλ
(
f(x∗)− f(x∗λ)−
‖∇f(x∗)‖2
2(L+ λ)
)
+
µ
2
‖x∗λ − x∗‖2.
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Denote rλ = f∗ − f∗λ − ‖∇f(x
∗)‖2
2(L+λ) . Then the inequality above is equivalent to
µ
2
‖x∗λ − x∗‖2 6 ‖∇f(x∗)‖
√
2
γλ
rλ − (f∗ − f∗λ)
= ‖∇f(x∗)‖
√
2
γλ
rλ −
(
f∗ − f∗λ −
‖∇f(x∗)‖2
2(L+ λ)
)
− ‖∇f(x
∗)‖2
2(L+ λ)
= ‖∇f(x∗)‖
√
2
γλ
rλ − rλ − ‖∇f(x
∗)‖2
2(L+ λ)
= −
(√
rλ − ‖∇f(x∗)‖
√
1
2γλ
)2
+
‖∇f(x∗)‖2
2γλ
− ‖∇f(x
∗)‖2
2(L+ λ)
6 L+ λ− γλ
2γλ(L+ λ)
‖∇f(x∗)‖2.
The result (41) follows by taking the limit L→ +∞.
The following result follows immediately by combining Lemma 1 and Equations (38) and (39)
from Theorem 2.
Remark 1. If one also denotes z := x∗ − 1L+λ∇f(x∗) and γ˜ :=
m−1
∑
j ‖z−ΠXj (z)‖2
‖z−ΠX (z)‖2 6 1, then (41)
can be improved to
µ
2
‖x∗λ − x∗‖2 6
L+ γ˜λ− γλ
2γλ(L+ γ˜λ)
‖∇f(x∗)‖2.
E Counterexample for Missing Lower Bounds
Consider the following example: x ∈ Rd, d = 1, f(x) = L2 x2, X = [1, 2]. Then, x∗ = 1 and
L/2 = f(x∗) > f(x∗λ) = (L/2)(x∗λ)2, so |x∗λ| 6 1 and ΠX (x∗λ) = 1 = x∗. Thus,
‖ΠX (x∗λ)− x∗‖2 = 0, and f(ΠX (x∗λ))− f∗ = 0.
Note also that ‖∇f(x∗)‖ > 0. The considered function f is L-smooth and L-strongly convex, so
with these assumptions we can not hope for nontrivial (i.e., strictly positive) lower bounds on
‖ΠX (x∗λ)− x∗‖2 and f(ΠX (x∗λ))− f∗.
F Algorithm Complexities: SGD
The proposition below was proved in [21].
Proposition 4 (Convergence of SGD). Assume that a function F (x) ≡ Eξ[F (x; ξ)] is µ-strongly
convex and for every ξ is L-smooth. Let sequence {xk}k be generated by the update rule
xk+1 = xk − ωk∇F (xk; ξk),
where ωk = α2αL+k 6
1
2L with some α > µ
−1, Eξk [∇F (xk; ξk)] = ∇F (xk). Then, for x∗F :=
argminF (x) one has
E‖xk − x∗F ‖2 6
M
2αL+ k
,
23
where M = max(I, J), and
I = (2αL+ 1)
[(
1− µ
2L
)
‖x0 − x∗F ‖2 +
N
4L2
]
,
J =
α2N
αµ− 1 ,
N = 2E[‖∇F (x∗F ; ξ)‖2] 6
4
n
n∑
i=1
‖∇fi(x∗λ)‖2 +
16‖∇f(x∗)‖2
γ
.
Theorem 5. Assume that f is µ-strongly convex and L-smooth, and apply the update rule
xk+1 = xk − ωk(∇fi(xk) + λ∇hj(xk)),
where ωk = α2α(L+λ)+k , i and j are sampled uniformly from {1, . . . , n} and {1, . . . ,m} at each
iteration independently. Then, to guarantee E‖xk − x∗λ‖2 6 cλ with some constant c > 0 we need no
more than
2λα(L+ λ) + 1
c
(
2‖x0 − x∗‖2 + 2‖∇f(x
∗)‖2
γµλ
+
N
4(L+ λ)2
)
+
λα2N
c(αµ− 1) = O(λ
2)
iterations.
Proof. Let us apply Proposition 4 to the function F = f +λh with ∇F (xk; ξ) = ∇fi(xk)+λ∇hj(xk).
Clearly, E[∇fi(xk) + λ∇hj(xk)] = ∇f(xk) + λ∇h(xk) and
N = 2E[‖∇(fi + λhj)(x∗λ)‖2]
6 4E[‖∇fi(x∗λ)‖2] + 4λ2E[‖∇hj(x∗λ)‖2]
=
4
n
n∑
i=1
‖∇fi(x∗λ)‖2 + 4
λ2
m
m∑
j=1
‖x∗λ −ΠXj (x∗λ)‖2
=
4
n
n∑
i=1
‖∇fi(x∗λ)‖2 + 8λ2h(x∗λ)
(39)
6 4
n
n∑
i=1
‖∇fi(x∗λ)‖2 +
16‖∇f(x∗)‖2
γ
.
For any k >Mλ/c− 2α(L+ λ) we have
E‖xk − x∗λ‖2 6
M
2α(L+ λ) + k
6 M
2α(L+ λ) +Mλ/c− 2α(L+ λ) =
c
λ
.
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Moreover,
Mλ
c
− 2α(L+ λ) 6 λ(I + J)
c
6 λ(2α(L+ λ) + 1)
c
(
‖x0 − x∗λ‖2 +
N
4(L+ λ)2
)
+
λα2N
c(αµ− 1)
6 λ(2α(L+ λ) + 1)
c
(
2‖x0 − x∗‖2 + 2‖x∗λ − x∗‖2 +
N
4(L+ λ)2
)
+
λα2N
c(αµ− 1)
(41)
6 λ(2α(L+ λ) + 1)
c
(
2‖x0 − x∗‖2 + 2‖∇f(x
∗)‖2
γµλ
)
+
(
λ(2α(L+ λ) + 1)
4c(L+ λ)2
+
λα2
c(αµ− 1)
)
N.
G Increasing λ
The lemma below provides an explanation of the last step of Algorithm 2. More precisely, it measures
how the functional suboptimality changes when we replace penalty λk with λk+1 and do a step with
average projection.
Lemma 4. Let xk+1 = yk − ωk∇h(yk) and ωk be defined as in Algorithm 2, λk > (1− γ)λk+1 (for
example λk ∼ k), f be L-smooth and convex. Then
f(xk+1) + λk+1h(x
k+1) 6 f(yk) + λkh(yk) + L
λk+1 − λk
γλ2k+1
(f(xk+1)− f∗0 ).
In particular, since f∗λk + λkh
∗
λk
6 f∗λk+1 + λk+1h
∗
λk+1
for λk+1 > λk, we get
f(xk+1) + λk+1h(x
k+1)− (f∗λk+1 + λk+1h∗λk+1) 6 f(yk) + λkh(yk)− (f∗λk + λkh∗λk)
+ L
λk+1 − λk
γλ2k+1
(f(xk+1)− f∗0 ). (42)
Proof. Since ωk+1 =
λk+1−λk
γλk+1
, the condition λk > (1 − γ)λk+1 implies ωk 6 1. Therefore, the
left-hand side of (42) with Option II will be always not greater than for Option II, and it suffices to
consider only the latter.
From convexity and inequality 〈a, b〉 6 α2 ‖a‖2 + 12α‖b‖2 we obtain
f(xk+1) 6 f(yk) + 〈∇f(xk+1), xk+1 − yk〉
= f(yk) + ωk
1
m
m∑
j=1
〈∇f(xk+1),ΠXj (yk)− yk〉
6 f(yk) + αωk
2
1
m
m∑
j=1
‖ΠXj (yk)− yk‖2 +
ωk
2α
‖∇f(xk+1)‖2
6 f(yk) + αωkh(yk) +
Lωk
α
(f(xk+1)− f∗0 ).
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Recall that ωk 6 1, h is 1-smooth and γ-Polyak-Łojasiewicz [16], from which it follows that
h(xk+1) 6 h(yk) + 〈∇h(yk), xk+1 − yk〉+ 1
2
‖xk+1 − yk‖2
= h(yk)− ωk‖∇h(yk)‖2 + ω
2
k
2
‖∇h(yk)‖2
= h(yk)− ωk(1− ωk
2
)‖∇h(yk)‖2
6 h(yk)− γωk(2− ωk)h(yk).
Combining the two bounds above,
f(xk+1) + λk+1h(y
k+1) 6 f(yk) + (αωk + (1− 2γωk + γω2k)λk+1)h(yk) +
Lωk
α
(f(xk+1)− f∗0 ).
(43)
We want to get f(yk) + λkh(yk) in the right hand side, so we write
αωk + (1− 2γωk + γω2k)λk+1 = λk,
which gives α = (λk − λk+1 + 2γλk+1ωk − γλk+1ω2k)/ωk. The coefficient before L(f(xk+1)− f∗) in
(43) is, thus, equal to
ωk
α
=
ω2k
−(λk+1 − λk) + 2γλk+1ωk − γλk+1ω2k
If we minimize it with respect to ωk, we get that the optimal choice is ωk =
λk+1−λk
γλk+1
, which means
that
ωk
α
=
λk+1 − λk
γλk+1λk
.
Theorem 4. Assume f is L-smooth, µ-strongly convex and that the constraints X1, . . . ,Xm are
closed and convex. Choose any methodM that takes as input a problem F , an initial point x, number
of iterations N , the smoothness of the problem LF and possibly strong convexity constant µ. Set
λk+1 = βk + ν for some β > 0, ν > β(1−γ)γ and ωk+1 =
β
γ(β(k+1)+ν) . If for any x methodM returns
a point y satisfying
F (y)− F ∗ 6 ρ(F (x)− F ∗)
after at most
CMLFµ log
1
ρ
iterations, then Algorithm 2 provides (λ, ε)-accurate solution, where λ = βk + ν and ε = θk , after at
most CML+βµ
(
1 +
L(f∗−f∗0 )
θγβ
)
k + CML+νµ max{0, log
f(x1)−f∗0
θ } = O(k) iterations in total.
Proof. In this proof, we will be referring to iterations that happen inside method M as inner
iterations, as opposed to outer iterations which give us sequences {xk}k and {yk}k.
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By Lemma 1 we have f∗λ + λh
∗
λ 6 f∗ for any λ, so
−f∗0 6 f∗ − f∗0 − (f∗λk+1 + λk+1h∗λk+1).
Plugging this bound into (42), where condition λk > (1− γ)λk+1 is satisfied by our assumption on
ν, implies
f(xk+1) + λk+1h(x
k+1)− (f∗λk+1 + λk+1h∗λk+1)
6 f(yk) + λkh(yk)− (f∗λk + λkh∗λk)
+ L
λk+1 − λk
γλ2k+1
(f(xk+1)− (f∗λk+1 + λk+1h∗λk+1)) + L
λk+1 − λk
γλ2k+1
(f∗ − f∗0 ).
By non-negativity of h we also have
f(xk+1)− (f∗λk+1 + λk+1h∗λk+1) 6 f(xk+1) + λk+1h(xk+1)− (f∗λk+1 + λk+1h∗λk+1)
Rearranging the terms, we get
f(xk+1) + λk+1h(x
k+1)− (f∗λk+1 + λk+1h∗λk+1)
6 1
1 + L
λk+1−λk
γλ2k+1
(
f(yk) + λkh(y
k)− (f∗λk + λkh∗λk) + L
λk+1 − λk
γλ2k+1
(f∗ − f∗0 )
)
.
Now we apply method M to get yk+1 from xk+1. The smoothness of function Fλ = f + λh, to
which we are applying the method, is not bigger than L+ λ, so it takes at most CML+λµ log
1
ρ inner
iterations to get
f(yk+1) + λk+1h(y
k+1)− (f∗λk+1 + λk+1h∗λk+1)
6 ρ(f(xk+1) + λk+1h(xk+1)− (f∗λk+1 + λk+1h∗λk+1)).
Denote εk := f(yk) + λkh(yk) − (f∗λk + λkh∗λk). Then, we have proved that for any ρ, after the
specified number of inner iterations, we get
εk+1 6 ρ
(
εk + L
λk+1 − λk
γλ2k+1
(f∗ − f∗0 )
)
. (44)
If we choose εk to be always not bigger than θ
λk+1−λk
λk+1
6 θk , then we first need CM
L+ν
µ log
f(x1)−f∗ν
θ
iterations to get this condition for ε1 if θ < f(x1)− f∗ν and 0 iterations otherwise. Afterwards, we
will only need to improve from εk to εk+1 and by inequality (44) with
ρ =
εk+1
εk + L
λk+1−λk
γλ2k+1
(f∗ − f∗0 )
=
θ(λk+2 − λk+1)
λk+2(θ
λk+1−λk
λk+1
+ L
λk+1−λk
γλ2k+1
(f∗ − f∗0 ))
it will take no more than
CM
L+ λk+1
µ
log
(
λk+2(λk+1 − λk)
λk+1(λk+2 − λk+1)
(
1 +
L(f∗ − f∗0 )
θγλk+1
))
27
iterations. If λk+1 = βk + ν, it simplifies to
CM
L+ βk + ν
µ
(
log
(
1 +
1
k + νβ
)
+ log
(
1 +
L(f∗ − f∗0 )
θγ(βk + ν)
))
6 CM
L+ βk + ν
µ
(
1
k + νβ
+
L(f∗ − f∗0 )
θγβ(k + νβ )
)
6 CM
(L+ β)(k + νβ )
µ
(
1
k + νβ
+
L(f∗ − f∗0 )
θγβ(k + νβ )
)
= CM
L+ β
µ
(
1 +
L(f∗ − f∗0 )
θγβ
)
.
Thus, the cost of one outer iteration is constant and the claim follows.
Corollary 1. Choose θ = β = L, ν = L1−γγ , arbitrary k > 1 and run Algorithm 2 for
2CMLµ
((
1 +
f∗−f∗0
γL
)
k +
1
γ
max
{
0, log
f(x1)− f∗
L
})
iterations, including the ones in methodM, to obtain yk. Then, it satisfies
f(ΠX (yk))− f∗
(49)
6 2
k
(
L+
1
γ
(f∗ − f∗0 )
)
,
‖yk − x∗‖2
(51)
6 1
k
(
4
L
µ
+ 8
‖∇f(x∗)‖2
γµL
)
,
‖yk −ΠX (yk)‖2
(50)
6 1
k2
(
4‖∇f(x∗)‖2
γ2L2
+
2
γ
)
,
which are O
(
1
k
)
and O
(
1
k2
)
convergence rates.
G.1 Accelerated method
Let us now consider methods M which give accelerated convergence, such as Catalyst [14]. In
particular, we will assume that when solving a problem F , the complexity is proportional to
√
LF
µ
instead of LFµ , where LF and µ are smoothness and strong convexity of F . For simplicity, we will
assume that the output ofM is deterministic.
Theorem 6. Take the same assumption as in Theorem 4 regarding f and constraints and choose an
accelerated methodM. Set λk+1 = βk2 + ν for some β > 0, ν > βγ ( 1γ − 1) and ωk+1 = βγ(β(k+1)2+ν) .
If for any x method M returns a point y satisfying F (y) − F ∗ 6 ρ(F (x) − F ∗) after at most
CM
√
LF
µ log
1
ρ iterations, then Algorithm 2 provides (βk
2 + ν, θ
k2
)-accurate solution after at most
CM
(√
L+β
µ
(
3 +
L(f∗−f∗0 )
θγ
)
k +
√
L+ν
µ max{0, log f(x
1)−f∗ν
θ }
)
iterations in total.
Proof. This time, let us aim at verifying that εk is no more than βθλk+1 6
θ
k2
. The claim about the
improvement from εk to εk+1 is going to be exactly the same as in the previous theorem with the
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only change in the dependency on the conditioning. To wit, if we start from xk, then after at most
CM
√
LF
µ log
1
ρ inner iterations we have
εk+1 6 ρ
(
εk + L
λk+1 − λk
γλ2k+1
(f∗ − f∗0 )
)
.
Therefore, to get εk 6 θλk+1 , we need at most
CM
√
L+ λk+1
µ
log
(
λk+2
λk+1
(
1 +
L(λk+1 − λk)(f∗ − f∗0 )
βθγλk+1
))
iterations. After specifying λk+1 = βk2 + ν, it reduces to
CM
√
L+ βk2 + ν
µ
(
log
(
1 +
2k + 1
k2 + νβ
)
+ log
(
1 +
Lβ(2k − 1)(f∗ − f∗0 )
βθγ(βk2 + ν)
))
6 CM
√
(L+ β)(k2 + νβ )
µ
(
2k + 1
k2 + νβ
+
L(2k − 1)(f∗ − f∗0 )
βθγ(k2 + νβ )
)
6 CM
√
L+ β
µ
(
3 + 2
L(f∗ − f∗0 )
βθγk
)
.
Notice that for ν = L(1−γ)
γ2
we have L + ν = L
(
1− 1γ + 1γ2
)
6 L
γ2
since γ 6 1, so we get the
following corollary.
Corollary 2. Choose θ = L, β = 3L, ν = L(1−γ)
γ2
, arbitrary k > 1 and run Algorithm 2 for
2CM
√
L
µ
((
3 +
f∗−f∗0
γL
)
k +
1
γ
max
{
0, log
f(x1)− f∗ν
L
})
iterations, including the ones in methodM, to obtain yk. Then, it satisfies
f(ΠX (yk))− f∗
(49)
6 1
k2
(
2L+
1
2γ
(f∗ − f∗0 )
)
,
‖yk − x∗‖2
(51)
6 4
k2
(
L
µ
+
‖∇f(x∗)‖2
γµL
)
,
‖yk −ΠX (yk)‖2
(50)
6 1
k4
(‖∇f(x∗)‖2
2γ2L2
+
2
γ
)
,
which are O
(
1
k2
)
and O
(
1
k4
)
convergence rates.
H Inexact Solution Theory
We say that xλ,ε is an ε-approximate solution of problem (7) if
f(xλ,ε) + λh(xλ,ε) 6 f∗λ + λh∗λ + ε. (45)
Below we discuss how good an approximate solution is under different assumptions. It is clear
after a short look at the results that they are very similar to that of exact solutions.
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H.1 No assumption
Theorem 7. Let xλ,ε be a (λ, ε)-approximate solution of problem 1. Then,
‖xλ,ε −ΠX (xλ,ε)‖2 6 2f
∗ − f∗0 + ε
γλ
.
Proof. By definition of xλ,ε we have
h(xλ,ε) 6
f∗λ + λh
∗
λf(xλ,ε) + ε
λ
6 f
∗ − f(xλ,ε) + ε
λ
.
Since x∗0 = argmin f(x), we also have f(xλ,ε) > f∗0 . In addition, we derive from linear regularity
‖xλ,ε −ΠX (xλ,ε)‖2 6 2h(xλ,ε)
γ
6 f
∗ − f∗0 + ε
λ
.
H.2 Smooth objective
Theorem 8. Let f be L-smooth and xλ,ε be a (λ, ε)-approximate solution of problem 1. Then,
γ
G− 2(L+ λ)ε
L2 + 2γλ2
6 ‖xλ,ε −ΠX (xλ,ε)‖2.
Proof. From (L+ λ)-smoothness of f + λh we obtain
‖∇f(xλ,ε) + λ∇h(xλ,ε)‖2 (19)= ‖∇(f(xλ,ε) + λh(xλ,ε))−∇(f(x∗λ) + λh(x∗λ))‖2
(11)
6 2(L+ λ)(f(xλ,ε) + λh(xλ,ε)− f∗λ − λh∗λ)
6 2(L+ λ)ε.
Consequently,
λ2
∥∥∥∥∥∥xλ,ε − 1m
m∑
j=1
ΠXj (xλ,ε)
∥∥∥∥∥∥
2
= ‖ − ∇f(xλ,ε) +∇(f(xλ,ε) + λh(xλ,ε))−∇(f(x∗λ) + λh(x∗λ))‖2
> 1
2
‖∇f(xλ,ε)‖2 − ‖∇(f(xλ,ε) + λh(xλ,ε))−∇(f(x∗λ) + λh(x∗λ))‖2
> 1
2
‖∇f(xλ,ε)‖2 − 2(L+ λ)ε.
Now, let us lower bound the first term in the last expression:
‖∇f(xλ,ε)‖2 = ‖∇f(xλ,ε)−∇f(ΠX (xλ,ε)) +∇f(ΠX (xλ,ε))‖2
> 1
2
‖∇f(ΠX (xλ,ε))‖2 − ‖∇f(xλ,ε)−∇f(ΠX (xλ,ε))‖2
> 2G− ‖∇f(xλ,ε)−∇f(ΠX (xλ,ε))‖2
> 2G− L2‖xλ,ε −ΠX (xλ,ε)‖2
> 2G− L
2
γ
1
m
m∑
j=1
‖xλ,ε −ΠXj (xλ,ε)‖2.
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Plugging this bound into what we had before, we get
G− 2(L+ λ)ε 6 λ2‖xλ,ε − 1
m
m∑
j=1
ΠXj (xλ,ε)‖2 +
L2
γ
1
m
m∑
j=1
‖xλ,ε −ΠXj (xλ,ε)‖2
6 2
(
λ2 +
L2
γ
)
h(xλ,ε).
Theorem 9. Let f be L-smooth and xλ,ε be a (λ, ε)-approximate solution of problem 1. Then,
f(xλ,ε) 6 f∗ + ε− ‖∇f(x
∗)‖2
2(L+ λ)
.
Proof. It follows from definition of xλ,ε and Theorem 1 that
f(xλ,ε) 6 f(xλ,ε) + λh(xλ,ε) 6 f∗λ + λh∗λ + ε 6 f∗ + ε−
‖∇f(x∗)‖2
2(L+ λ)
.
H.3 Smooth and convex
Theorem 10. Let f be convex, L-smooth function and xλ,ε be a (λ, ε)-approximate solution of
problem 1. Then,
f∗ − f(xλ,ε) 6 2
γλ
‖∇f(x∗)‖2 + max
(
0, 2ε− ‖∇f(x
∗)‖2
L+ λ
)
.
Proof. By Lemma 3, convexity of f implies
f(xλ,ε)
(37)
= f∗ − ‖∇f(x∗)‖
√
2
γ
h(xλ,ε)
(45)
> f∗ − ‖∇f(x∗)‖
√
2
γλ
(f∗λ + λh
∗
λ + ε− f(xλ,ε))
(27)
> f∗ − ‖∇f(x∗)‖
√
2
γλ
(f∗ + ε− ‖∇f(x
∗)‖2
2(L+ λ)
− f(xλ,ε)).
Denote A = f∗ − f(xλ,ε), B = ‖∇f(x∗)‖ and C = ε− ‖∇f(x
∗)‖2
2(L+λ) . Then, the inequality above can be
rewritten as A 6 B
√
A+C. If C < 0, it yields A 6 B2. Otherwise, we derive (
√
A− B2 )2 6 C + B
2
4 ,
from which it follows A 6 (B2 +
√
C + B
2
4 )
2 6 B2 + 2C. Combining the two cases, we conclude
A 6 B2 + max{0, 2C}.
Theorem 11. Let xλ,ε be a (λ, ε)-approximate solution of problem 1 with ε 6 ‖∇f(x
∗)‖2
2(L+λ) . Then,
f(xλ,ε) 6 f∗.
If, further, f is convex, we also have
h(xλ,ε) 6
2
γλ2
‖∇f(x∗)‖2 + ‖∇f(x
∗)‖2
2λ(L+ λ)
.
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Proof. By definition of xλ,ε
f(xλ,ε) 6 f∗λ + λh∗λ + ε
(27)
6 f∗ − ‖∇f(x
∗)‖2
2(L+ λ)
+ ε 6 f∗. (46)
Moving on, convexity of f brings us with the help of Lemma 3
f(xλ,ε) > f∗ − ‖∇f(x∗)‖
√
2
γ
h(xλ,ε)
(45)
> f∗ − ‖∇f(x∗)‖
√
2
γλ
(f∗λ + λh
∗
λ + ε− f(xλ,ε))
(46)
> f∗ − ‖∇f(x∗)‖
√
2
γλ
(f∗ − f(xλ,ε)),
which finally gives
f∗ − f(xλ,ε) 6 2
γλ
‖∇f(x∗)‖2. (47)
Moreover,
h(xλ,ε)
(45)
6 1
λ
(f∗λ + λh
∗
λ + ε− f(xλ,ε))
(46)+(47)
6 2
γλ2
‖∇f(x∗)‖2 + ε
λ
, (48)
which results in our claim after we plug ε 6 ‖∇f(x
∗)‖2
2(L+λ) .
Theorem 12. Let xλ,ε be an ε-approximate solution of problem (7) with λ > Lγ . If f is L-smooth,
then
f(ΠX (xλ,ε)) 6 f∗ +
γλ
γλ− Lε+
L
γλ− L(f
∗ − f∗0 ). (49)
Also note that from (48) it also follows
‖xλ,ε −ΠX (xλ,ε)‖2 6 4
γ2λ2
‖∇f(x∗)‖2 + 2ε
γλ
. (50)
Proof. Let us apply Lemma 2 to point xλ,ε. Then, we get
f(ΠX (xλ,ε)) 6 f(xλ,ε) + λh(xλ,ε) +
L
γλ− L(f(xλ,ε)− f
∗
0 )
6 f∗λ + λh∗λ + ε+
L
γλ− L(f(xλ,ε)− f
∗) +
L
γλ− L(f
∗ − f∗0 )
6 f∗ + ε+ L
γλ− Lε+
L
γλ− L(f
∗ − f∗0 ).
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H.4 Strongly convex
Theorem 13. Let f be µ-strongly convex and xλ,ε be an ε-approximate solution of problem (7).
Then,
‖xλ,ε − x∗‖2 6 4ε
µ
+ 8
‖∇f(x∗)‖2
γµλ
. (51)
Proof. It follows from strong convexity of f + λh that
‖xλ,ε − x∗λ‖2 6
2
µ
(f(xλ,ε) + λh(xλ,ε)− (f∗λ + λh∗λ)) 6
2ε
µ
.
Combining this inequality with Theorem 2 (iv) yields the claim.
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I Experiments with a nonconvex f in 2 dimensions
In Figure 1 we show how different quantities may depend on λ in the case where objective function
is nonconvex. To be precise, we used two-dimensional function
f(x, y) = x2y2
to be able to find global minima by grid search.
The plots show the rate O( 1
λ2
) for f(ΠX (x∗λ))− f∗, ‖x∗λ − x∗‖2 and ‖x∗λ −ΠX (x∗λ)‖2, which is
not covered by our theory for nonconvex objectives. In contrast, except for the last quantity, we are
only able to show O( 1λ) upper bound, and lower bounds of order Ω(
1
λ2
) for the last two quantities.
This leads us to conjecture that, under suitable assumptions, one can prove upper bounds having
O( 1
λ2
) rate for nonconvex objectives.
We also note that under the extreme assumption that λ 6 L1−γ , at least for local γ around x∗, we
obtain by Theorem 1(v) the desired rate for ‖x∗λ − x∗‖2, although only for strongly convex problems.
Figure 1: (1) Squared distances from x∗λ to its projection ΠX (x
∗
λ) and to the solution of the
constrained problem x∗ for different λ; (2) functional values gaps: f∗ − f∗λ and f(ΠX (x∗λ))− f∗. In
this experiment, only f∗ − f∗λ shows dependency on λ as Θ( 1λ), the other quantities converge as
O( 1
λ2
).
The values of f and f + λh, where λ = 1, 000, are shown in Figure 2.
34
Figure 2: (1) Values of function f(x, y) = x2y2 constrained to the intersection of sets X1 = {(x, y) :
x+ 4y 6 7} and X2 = {(x, y) : (x− 1.5)2 + (y− 1)2 6 1/3}; (2) values of the reformulated objective
f + λh with λ = 1, 000.
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J Additional Experiments
This section provides extra plots with the same datasets and algorithms, but this time we measure
infeasibility and values of the objective function without projecting iterates. Infeasibility is measured
as squared distance from an iterate to its projection: ‖x−ΠX (x)‖2. Since some intermediate iterates
are not necessarily feasible, their objective value might be below the optimal value f(x∗). This makes
the corresponding plots less meaningful, nonetheless we still provide them to facilitate understanding
of the obtained results.
m = 40 m = 60 m = 100
Infeasibility
Objective value
of iterates
without
extra projection
Table 4: A1a dataset.
m = 40 m = 60 m = 100
Infeasibility
Objective value
of iterates
without
extra projection
Table 5: Mushrooms dataset.
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m = 100 m = 200 m = 400
Infeasibility
Objective value
of iterates
without
extra projection
Table 6: Madelon dataset.
K Linear Regularity without Convexity
In this section we consider examples of nonconvex sets X1, . . . ,Xm that satisfy the linear regularity
assumption. Some of the examples are very general and suggest that using penalties to randomize
constraints can be used in a variety of applications.
Example 1. Consider that Xj =
⋃ni
i=1C
i
j, where each C
i
j is convex, and for any selection of indices
i1, . . . , im the intersection
⋂m
j=1C
ij
j is either empty or satisfies
⋂m
j=1 riC
ij
j 6= ∅, where riC denotes
the relative interior of C or just C itself if it is a polyhedron.
Note that the union of convex sets does not have to be convex. For instance, the union of {x}
and {y}, where x 6= y ∈ Rd, is nonconvex.
Proof. Fix any x. It follows from ΠX (x) ∈ X that ΠX (x) ∈ Xj for any j, and, thus, there is an
index ij such that ΠX (x) ∈ Cijj . Furthermore, the condition
⋂m
j=1 riC
ij
j 6= ∅ implies linear regularity
of sets Ci11 , . . . , C
im
m [3] with some constant γi1,...,im > 0. Defining γ as the minimal γi1,...,im over
those i1, . . . , im that give non-empty intersection of sets Ci11 , . . . , C
im
m gives us a lower bound on the
linear regularity constant. As the minimum of a finite number of positive numbers this lower bound
is positive.
Example 2. Let Xj be the unions of subspaces and half-spaces Xj =
⋃nj
i=1{aTi x&bi}, where minj nj >
1 and & can be either ′ =′ or ′ 6′.
Proof. This is a simple corollary of the previous example.
Example 3. Consider Xj := {x ∈ Rd : aTj x ∈ Dj}, where aj 6= 0 and Dj is a (possibly nonconvex)
set, e.g., Dj can be equal to Z (the lattice of integers).
Proof. Firstly, let us show that the specified sets might not be convex. If Dj is not convex, then
there exist p, q ∈ Dj and α ∈ (0, 1) such that αp+ (1− α)q 6∈ Dj . Since aj 6= 0, there exist x, y such
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that aTj x = p and a
T
j y = q. Consequently, a
T
j (αx+ (1−α)y) = αp+ (1−α)q 6∈ Dj , so set Xj is also
nonconvex.
Now, let us show linear regularity. For any point w its projection ΠX (w) onto X belongs to Xj
for all j, so ∃pj ∈ Dj such that aTj ΠX (w) = pj . Therefore, ΠX (w) is also equal to the projection of
w onto X˜ := ⋂mj=1 X˜j := ⋂mj=1{aTj x = pj}. Thus, it satisfies
λ+min‖w −ΠX (w)‖2 = λ+min‖w −ΠX˜ (w)‖2
6 1
n
∑
‖w −ΠX˜j (w)‖
2
=
1
n
∑
‖w −ΠXj (w)‖2, (52)
where λ+min := λ
+
min(A) is the smallest positive eigenvalue of matrix A that is constructed by using
vectors {aj}mj=1 as rows (see [11] for more details). Since this number is independent of what choices
pj ∈ Dj yielded the projection, inequality (52) holds for all w.
Example 4. Regardless of any other properties of sets X1, . . . ,Xm, if any of them is equal to their
intersection X = ⋂mj=1Xj, linear regularity holds with γ > 1m .
Proof. Since Xk is exactly X for some k, the projection of x onto it coincides with the one onto X
and using non-negativity of all other penalties we derive the claim.
Example 5. Let X be the set of all matrices from Rd1×d2 with at most s < d1d2 nonzero components
and projection be induced by Frobenius distance. Choose t > 0 and let sets Q1, . . . , Qm be all possible
subsets of positions {(i, j)} with cardinality bigger than s+ t. Then X = ⋂mj=1Xj, where Xj is the
set of matrices with at most s nonzeros in block Qj, and linear regularity holds with γ > 1m .
Proof. X is nonconvex, because matrix 1d1d2
∑d1,d2
i=1,j=1 eie
T
j , where ei is the i-th basis vector, is not
from this space, while every summand in the convex combination is.
Assume we have a matrix M and we project it onto X . If did not have more than s nonzeros, its
projection is equal to itself and we do not need to proove a bound for it, so let us assume it has
more than s nonzeros. The projection result, then, has exactly s nonzeros and as we use Frobenius
distance, they will be at the positions of elements with largest absolute value. Blocks Q1, . . . , Qm
cover all posible subsets of such indices, so there exist k for which ΠX (M) = ΠXj (M) and
1
m
m∑
j=1
‖x−ΠXj (x)‖2 >
1
m
‖x−ΠXj (x)‖2 >
1
m
‖x−ΠX (x)‖2.
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