Abstract4n this paper a new approach to the evolution of neural networks is presented. A linear chromosome combined with a grid-based representation of the network, and a new crossover operator, allow the evolution of the architecture and the weights simultaneously. In our approach there is no need for a separate weight optimization procedure and networks with more than one type of activation function can be evolved. A pruning strategy is also introduced, which leads to the generation of solutions with varying degrees of complexity. Results of the application of the method to several binary classification problems are reported.
I. INTRODUCTION
The reliable, general purpose, automatic design of neural networks (NNs) is still a largely unsolved problem. Constructive and destructive algorithms attempt to offer a solution to the problem, by beginning with a small network and adding new features as needed, or by starting from a large network and removing unnecessary elements, respectively [l] , [2] , [3]. However, both approaches constrain the architectures achieved, either from the beginning, or through the structural modifications they introduce.
Recently, new promising approaches based on evolutionary algorithms, such as evolutionary programming (EP) [4] and genetic algorithms (GAS) [5] , have been applied to the development of artificial neural networks. However, the results obtained so far are limited by the lack of specialized operators to handle neural networks. Approaches based on EP rely exclusively on mutation and operate on the neural network directly [6], [7] , [8] . Although it has been advocated that EP is a more suitable approach to the development of neural networks, we think that crossover is an inportant mechanism provided by GAS for the exploitation of information on different regions of the search space.
Methods based on genetic algorithms usually represent the structure and the weights of NNs as a string of bits or as a combination of bits and real numbers [9] , [lo] , [ll] , and perform the crossover operation as if the network were a linear structure. However, neural networks cannot naturally be represented as binary vectors. They are oriented graphs, whose nodes are neurons and whose arcs are synaptic connections. Therefore, it is arguable that any efficient approach to evolve NNs should use operators based on this structure. , in which programs are represented as graphs instead of parse trees, has been applied to the evolution of neural networks [16] . The method allows the use of more than one activation function in the neural network but it does not include any operators specialized in handling the connection weights. Nonetheless the results were encouraging and led us to believe that a proper representation, with specialized operators and meaningful building blocks, could be used to efficiently evolve neural networks. Indeed, in [17] we improved and specialized PDGP by introducing a dual representation, where a linear description of the network was dynamically associated to a two-dimensional grid. Several specialized genetic operators, some using the linear description, others using the grid, allowed the evolution of the topology and the weights of moderately complex neural networks very efficiently. A pruning strategy was also introduced, which led to the generation of solutions with varying degrees of complexity.
In this work we further improve our previous method and propose a new combined crossover operator which allows the determination of the architecture, the activation function, and the weights of a neural network concurrently and very efficiently. In the following sections, our representation and operators are described, and the results of the application of this paradigm to binary classification problems are presented.
REPRESENTATION
In PDGP, instead of the usual parse tree representation used in GP, a graph representation is used, where the functions and terminals are allocated in a two-dimensional grid of fixed size and shape. The grid is particularly useful to 0-7803-4869-9/98 $10.0001998 JEEEsolve problems whose solutions are graphs with a natural layered structure, like neural networks.
However, this representation can make inefficient use of the available memory if the grid has the same shape for all individuals in the population. In fact, in this case there is no need to represent the grid explicitly in each individual. Also, in some cases, it is important to be able to abstract from the physical arrangement of neurons into layers and to only consider the topological properties of the net. To do this, it is more natural to use a linear genotype.
These Like in standard genetic programming, the nodes are of two kinds: functions and terminals. The functions represent the neurons of the neural network, and the terminals are the variables containing the input to the network (see Figure lb) .
When the node is a neuron, it includes the activation function and the bias, as well as the indexes of other nodes sending signals to the neuron and the weights necessary for the computation of its output. Multiple connections from the same node are allowed. Nodes are evaluated according to their order in the chromosome.
When necessary (see section III), the linear representation just described is transformed into the layered representation used in PDGP. A description table with the same number of nodes as the chromosomes defines the number of layers and the number of nodes per layer of a two-dimensional representation (see Figure IC The nodes in the first layer are terminals, whereas the nodes in the last layer represent the output neurons of the network. The number of input and output nodes depends on the problem to be solved. The remaining nodes, called internal nodes, constitute the internal layer(s), and they may be either a hidden neuron or a terminal.
Although the size of the chromosome is fixed for the entire population, the neural networks represented may have different sizes. This happens because terminals may be present as internal nodes from the beginning, or may be introduced by crossover and mutation (this is discussed in section 111). They are removed from the network during the decoding phase, which is performed before each individual is evaluated. Connections from the removed terminals are replaced with connections from corresponding terminals in the input layer (see Figures Id and e) .
Our model allows the use of more than one activation function, so that a suitable combination of activation functions can be evolved to solve a particular problem (this is discussed in the next section).
CROSSOVER
By experimenting with different combinations of crossover and mutation operators in our previous work [17], we have drawn the conclusion that, for the evolution of neural networks, it is important to use operators which induce a fitness landscape as smooth as possible, and that it is also important to treat connections from terminals differently from connections from functions (neurons).
The crossover operator proposed in this paper works by randomly selecting a node a in the first parent and a node b in the second parent (see Figure 2a) , and by replacing node a in a copy of the first parent (the offspring). Depending on the types of node a and node b, the replacement of node a is carried out as follows:
Both nodes are terminals This is the simplest case, node b replaces node a, and there is no change either in the topology or in the weights of the network. Node b is a terminal and node a is a function In this case, node b also replaces node a, but the complexity of the network is reduced, because a neuron is removed from the network.
In this situation, the crossover operation increases the complexity of the network. A temporary node, c, is created as a copy of node b. Before node c replaces node a in the offspring, each of its connections is analyzed and possibly modified, depending on whether they are connections from terminals or functions. If the connection is from a function, the index of the connected node is not modified.
0 If the connection is from a terminal, the index is modified to point to another node, as if the connection had been rigidly translated from node b to node a. Sometimes, a connection in node c, modified or not, generates feedback loops in the offspring. In this case, as we are interested in feedforward networks, the connection is deleted. For example, the connection between node 13 and node b in Figure 2b was deleted when node c was created. This procedure for connection inheritance aims at preserving as much as possible the information present in the connections and weights. Both nodes are functions This is the most important case. By combining the description of two functions, the topology and the weights of the network can be changed. After creating node c as described above, its description and the description of node a are combined by selecting two random crossover points, one in each node, and by replacing the connections to the right of the crossover point in node a with those to the right of the crossover point in node c. Thus creating a new node to replace node a in the offspring. See Figure 3 .
Node b is a function and node a is a terminal This process can easily create multiple connections between the same two nodes. These are very important because their net effect is a fine tuning of the connection strength between two nodes. However, as this may reduce the efficiency of the search, we only allow a prefixed maximum number of multiple connections. If more than the allowed maximum number of multiple connections are created, some of them are deleted before the replacement of node a in the offspring. Modification of the activation function and bias of a node is not performed with our crossover operator. However, this can be indirectly accomplished by replacing a function with a terminal, which can then be replaced with a function with different features.
FIRST PARENT SECOND PARENT
This crossover operator can not only evolve the topology and strength of the connections in a network, but also the number of neurons and the neurons themselves, by replacing their activation functions and biases. Similarly to GP, even if both parents are equal, the offspring may be different. This helps to keep diversity. New node created to replace node a in the offspring. Note the multiple connections created.
IV. MUTATION
Our representation allows the implementation of the whole set of mutation operators associated with evolutionary methods applied to neural networks: addition and deletion of connections, crossover of an individual with a randomly generated one, crossover of a randomly selected node with a randomly generated one, addition of Gaussian noise to the weights and biases, etc..
The deletion or addition of nodes is not allowed in the current form of the representation, as the size of the chromosome is constant. However, a function may be replaced with a terminal or vice-versa, and this may be used to reduce or increase the complexity of the network, within predefined limits.
In this work we have used a special form of mutation (pruning). The strategy is the following: after a 100% correct solution is found, a function in the internal layers of each individual in the population is replaced with a terminal, and the evolution process is resumed. This pruning procedure is repeated until a specified number of generations is achieved. This strategy has the advantage of generating solutions of varying degrees of complexity, allowing the user to decide which solution is preferable: an early but complex one, possibly presenting fault tolerance, or a late but parsimonious one, with probably more generalization power. No penalty term is included in the fitness function to enforce more parsimonious solutions.
V. RESULTS
In all experiments a population of 200 individuals was evolved for a maximum of 500 generations. For each problem, 100 runs were performed with different random seeds. Unless otherwise stated, all individuals were initialized with 10 internal nodes in a single internal layer. The weights and biases were randomly initialized within the range [-1.0, +1.0]. We only used two mutation operators: crossover with a randomly created individual and pruning. A maximum of 5 multiple connections was allowed between each pair of nodes. We used a generational genetic algorithm with tournament selection (tournament size = 4). The crossover and mutation probabilities were 70% and 5%, respectively. The mean square error of the output of the network for all input patterns was used as fitness function.
In a first set of experiments, only a threshold activation function was used. They are discussed in section V.A. In a second set of experiments, we used both a threshold and a sigmoid activation function (see section V.B).
To show the performance of the method proposed, it was applied to a test suite of standard benchmarks present in the literature: the odd-2 (XOR), 3 and 4 parity problems, the 2-bit adder and the TC problem. In the 2-bit adder problem, the network is required to return the sum of two 2-bit input numbers. In the T C task, the network is required to identify the characters T and C represented by a 3x3 bit template, placed in any position and orientation within a 4x4 matrix. Table I shows the results of the experiments. Column 2 represents the average number of generations to obtain the last solution through the pruning strategy described. Column 3 and 4 show the minimum, average and maximum number of hidden neurons and of connections after applying the pruning strategy described, respectively. Column 5 shows the computational effort, i.e. the number of fitness evaluations, necessary to obtain a solution with 99% probability [12] . (Note that the values in the Table refer to the pruned solutions, larger solutions are obtained much earlier). [20] . For the odd-3 parity problem, Yao and Shi [19] reported an average of 739 generations to get a solution.
A . One activation function
The odd-4 parity solution reported by Zhang and Muhlenbein [21] was achieved in fewer generations (9), but a population of 1000 individuals was used, and they used training by a hillclimbing procedure at each generation. The resulting minimal network had 6 neurons in the hidden layer and 23 connections, to be contrasted to the minimal solution with 2 hidden neurons and 13 connections obtained with our approach (a typical solution is shown in Figure 4) In the TC task, in order to compare our method with previous methods, the individuals were initialized with 16 nodes in the internal layer. Our method produced a minimal solution with a 11-1-1 topology and 13 connections (see Figure 5 ). This means that more than 96% of the 408 possible connections within the feedforward architecture of 16-16-1 were eliminated, and 5 unnecessary input neurons were removed. This testifies the efficiency of the pruning strategy. In comparison, Braun and Zagorski The generalization power of the minimal solution found for the TC problem was tested. This was performed inverting one bit of the 16 bits of each character, and presenting them to the minimal neural network. The network was still able to identify the noisy templates in 79% of the cases.
B. Two activation functions
In order to investigate the potential of our PDGP based approach, all tasks were rerun with a sigmoid and a thresh- old activation function. The results are reported in Table   11 . It was not possible to find similar results in the literature to compare with ours. In the beginning, all chromosomes were randomly initialized with both activation functions. The results are slightly worse than those obtained with only the threshold activation function. This is due to the fact that sigmoid functions are not particularly suitable to solve Boolean classification problems.
Starting with a distribution of 50% for both activation functions in the population, in 500 generations our method increased the presence of the threshold activation function in the population to 79% in the XOR problem, and to 70% in the odd-3 parity problem. This testify the ability of our method to select a suitable activation function for a task.
VI. CONCLUSION
In this paper, a new approach to the automatic design of neural networks has been presented, which makes natural use of their graph structure. The approach is based on a dual representation, a new crossover operator and a pruning procedure. The method was applied to the design of feedforward networks in a variety of problems showing promising results. In future research we intend to extend the power of the representation, and to apply it to a wider range of practical problems.
Firstly, with the exception of the crossover with a randomly created chromosome, no other mutation operator has been used in the present study. To keep diversity within the population we want to explore the use of other mutation operators. Secondly, we want to extend the method to recurrent neural networks, allowing it to be applied to a wide range of tasks. Thirdly, we want to allow the evolution of the size of the two-dimensional representation.
Promising preliminary results have already been attained in some of these areas.
