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We introduce a Reed-Frost epidemic model with recursive contact tracing and asymptomatic
transmission. This generalizes the branching-process model introduced by the authors in a previous
work [arxiv:2004.07237] to finite populations and general contact networks. We simulate the model
numerically for two representative examples, the complete graph and the square lattice. On both
networks, we observe clear signatures of a contact-tracing phase transition from an “epidemic phase”
to an “immune phase” as contact-network coverage is increased. We verify that away from the
singular line of perfect tracing, the finite-size scaling of the contact-tracing phase transition on
each network lies in the corresponding percolation universality class. Finally, we use the model to
quantify the efficacy of recursive contact-tracing in regimes where epidemic spread is not contained.
I. INTRODUCTION
One reason that the spread of COVID-19 has been dif-
ficult to contain using established methods of epidemic
control is the high rate of viral transmission by pre-
symptomatic and asymptomatic individuals [1–4]. Al-
though widespread vaccination is within reach at the time
of writing [5–7], new contagious diseases with a substan-
tial rate of non-symptomatic transmission continue to
pose a threat to global public health infrastructure.
Confronted with such a disease, the options available
to policy makers are limited. One crude, effective and
widely adopted intervention is restricting populations’
movements via social distancing measures. A more ef-
ficient approach is the established technique of contact
tracing [8], whereby the contacts of newly detected in-
fected individuals are traced and isolated, ideally before
they become contagious. However, for COVID-19, the
rapid timescale on which an infected individual becomes
contagious (on the order of a few days) can render tra-
ditional methods of manual contact tracing, with their
attendant delays, completely ineffective [8–10]. It was
realized early in the course of the COVID-19 epidemic
that digital, app-based contact tracing might overcome
these difficulties [10–13].
In a previous work [14], we introduced the notion of
“digital herd immunity” as a precise way to quantify the
efficacy of digital contact tracing. By applying ideas from
percolation theory and the statistical physics of epidemic
spread [15, 16] to contact tracing, we argued that success-
ful digital contact-tracing protocols can be understood
in terms of a “contact-tracing phase transition” to a col-
lective, immune phase as the take-up of digital contact-
tracing apps is increased. Our main finding was that re-
gardless of the fraction of non-symptomatic transmission,
a sufficiently wide and deep contact-tracing network can
prevent epidemic spread through an infinite population.
In order to make this point rigorously, we introduced
a solvable branching-process model for recursive contact
tracing at any given tracing depth.
Despite their appealing analytical tractability, such
branching-process models are something of an idealiza-
tion: they capture the essential features of epidemic
spread in the dilute limit of an infinite population. While
this ought to yield a good approximation for early-time
epidemic spread in large, well-mixed populations such as
cities, it cannot capture the finite-size effects that dic-
tate the late-time behaviour of epidemics in small, local
populations. Here, we address this shortcoming by devel-
oping a Reed-Frost-type model for recursive contact trac-
ing that is applicable to finite populations and arbitrary
contact networks, beyond the Bethe lattice or Cayley tree
structure implicit in branching-process models.
The paper is organized as follows. In Section II, we
introduce a network Reed-Frost model that incorporates
both recursive contact tracing and asymptomatic trans-
mission. We first study the model on a fully connected,
or complete, graph and compare it with the branching-
process model introduced in previous work [14], which it
recovers in the limit of infinite population size. We ver-
ify numerically that on the complete graph, the critical
finite-size scaling of outbreak size and duration lies in the
universality class of mean-field percolation [17–19]. This
is consistent with our earlier findings in the branching
process limit [14]. In Section III, we perform a numeri-
cal study of the Reed-Frost model with recursive contact
tracing on the square lattice. We present evidence for a
contact-tracing phase transition on the square lattice as
N → ∞, whose finite-size scaling near the critical line
lies in the universality class of two-dimensional percola-
tion [16, 20–22]. As for the Bethe lattice [14], we find
that the critical line connects smoothly to the singular
point of perfect contact tracing and purely asymptomatic
transmission, where universal behaviour gives way to a
discontinuous phase transition. This demonstrates that
the unusual phenomenology of the contact-tracing phase
transition identified in Ref. [14] is independent of the
network under consideration. Finally, in Section IV, we
model the practically important question of how far con-
tact tracing can control the size of epidemic outbreaks in






























II. REED-FROST MODEL WITH CONTACT
TRACING
The Reed-Frost model is a discrete-time, stochastic,
compartmental model that describes epidemic spread in
a homogeneous population of size N . In each generation
n = 0, 1, 2, . . ., it is assumed that there are Sn susceptible
individuals, In infectious individuals and Rn recovered
individuals, with Sn + In + Rn = N . In a given gen-
eration, each infectious individual has a probability q of
infectious contact with each susceptible individual. All
possible infectious contacts are allowed and modelled as
independent Bernoulli trials. Given a realization of the
model at time n, the number of infections at time n+ 1
is drawn from the probability distribution
In+1 ∼ Bin(Sn, 1− (1− q)In) (1)
We assume that infectious individuals recover after one
generation, i.e. Rn+1 = In and Sn+1 = Sn − In+1.
For large population sizes N and initial infections I0 =
O(1), the early-time dynamics of the Reed-Frost model
with contact probability q = R0/N recovers a branching
process model with basic reproduction number R0 [23].
For finite N , this implies an approximate critical point at
q = 1/N , which tends to the branching-process critical
point R0 = 1 in the scaling limit qN = 1, N → ∞.
At late times, the finite population size N cuts off the
growth of the branching process, due to depletion of the
susceptible population Sn. This effect is most dramatic
near criticality, where N becomes the only scale in the
problem and various scaling laws related to the mean-
field percolation transition emerge [18, 19].
For the standard Reed-Frost model, Eq. (1), the
connection with percolation can be made precise by
embedding the model within an ErdősRényi random
graph [24, 25], which has a natural interpretation in
terms of bond percolation. For the Reed-Frost models
with contact tracing that we introduce below, a straight-
forward interpretation in terms of bond percolation is
lost, because contact tracing introduces correlations be-
tween non-adjacent bonds. Nevertheless, we find numer-
ical evidence for finite-size scaling in the percolation uni-
versality class.
A. Reed-Frost model with asymptomatic infections
Before introducing the complexities of contact tracing,
we first consider a modification of the standard Reed-
Frost model that is necessary for modelling a disease
like COVID-19 with substantial non-symptomatic trans-
mission, and introduce separate compartments for symp-
tomatic and asymptomatic infections. Let IAn and I
S
n de-
note the populations in each compartment in generation
n. These populations are quantified by a probability θ of
asymptomatic infection, with IAn drawn from a binomial
distribution
IAn ∼ Bin(In, θ) (2)
at each generation, and ISn given by I
S
n = In− IAn . To be
fully general, we assume that in each generation, asymp-
tomatic infections and symptomatic infections have dis-
tinct probabilities of infectious contact, respectively qA
and qS . Thus, given a realization at time step n, the
total number of infections in generation n + 1 is drawn
from the binomial distribution





Infectious individuals are assumed to recover as in the
standard Reed-Frost model defined around Eq. (1). In
the scaling limit qAN = R0, qSN = RS , N → ∞, this
recovers the branching-process model considered in pre-
vious work [14] (without contact tracing).
B. Reed-Frost model with contact tracing
Let us now consider introducing contact tracing in
the Reed-Frost model. An apparent difficulty is that
the model has no notion of network structure. On the
one hand, the dynamics of the model is simple enough
that it extends easily to arbitrary network connectivi-
ties. On the other hand, the probabilistic nature of the
contact infection means that the question of “who in-
fected whom”, that must be answered to trace contacts,
becomes a Bayesian inference problem. Though this in-
ference problem is complicated in general [26], it is solv-
able in the Reed-Frost model. (This difficulty does not
arise in the branching process limit [14], in which every
infection can be traced to a unique source.)
We first define the standard Reed-Frost model on a
graph. Therefore consider a graph G with N vertices,
i = 1, 2, . . . , N . Write 〈ij〉 if the vertices i and j are
connected by an edge of G. Let {Ŝn, În, R̂n} denote the
sets of susceptible, infected and recovered vertices at each
time step, and let
Sjn =
{
1 j ∈ Ŝn
0 j /∈ Ŝn




similarly for compartments I and R. The probability
that a vertex i, susceptible in generation n, becomes in-
fected in generation n + 1, is determined by its infected
graph neighbours at time n, through the Bernoulli trial





As above, we require that Sn+ In+Rn = N and Sn+1 =
Sn − In.
Let us now suppose that some subset of the population
C ⊂ {1, 2, . . . , N} is on a contact-tracing network. In
order to trace contacts, we need to know the probability
that given an infection j ∈ C on the network at time
3
n + 1, a neighbouring infected vertex, 〈ij〉, infected j.
By Bayes’ rule, this is given by






Edges are now added to the contact-tracing graph ac-
cording to the following algorithm:
1. at each new time-step n+ 1, check if there are any
new infections j on the contact network C.
2. for each neighbouring infection i from the previous
time step, 〈ij〉 with Iin = 1, check if i ∈ C.
3. if both i, j ∈ C and Iin = I
j
n+1 = 1, add the edge
〈ij〉 to C with probability q
1−pjn
.
We defer a discussion of how traced contacts are iso-
lated to the next section.
C. Reed-Frost model with asymptomatic infections
and contact tracing
Finally, we define a Reed-Frost model on an arbitrary
graph G with both asymptomatic infections and contact
tracing. This generalizes the branching-process model
introduced in previous work to finite populations and
arbitrary network connectivity. In the spirit of that
branching-process model, let us declare at the outset
that some subset C ⊂ {1, 2, . . . , N} of the population
is on a contact-tracing network, while another subset
A ⊂ {1, 2, . . . , N} of the population will not show symp-
toms if infected. Then any given infected individual be-
longs to one of four categories: on the contact-tracing
network and asymptomatic (CA), on the contact-tracing
network and symptomatic (CS), off the contact-tracing
network and asymptomatic (NA) and off the contact-
tracing network and symptomatic (NS).
As above, we assume that infectious individuals with
symptoms and without symptoms have distinct proba-
bilities, qS and qA respectively, of infectious contact with
their susceptible neighbours. Thus the probability that
a node j that is susceptible at time n becomes infected
at time n+ 1 is distributed as
Ijn+1 ∼ Bernoulli(1− pjn),









The contact-tracing graph is constructed as in the
previous section, but inferring “who infected whom”
is slightly more complicated, and the probabilities for
adding edges must be modified accordingly:
3′. if both i, j ∈ C and Iin = I
j
n+1 = 1, add the edge
〈ij〉 to C with probabilities:









We model isolation of traced contacts along the same
lines as in previous work [14], and briefly summarize that
procedure here. In each time step n, the contact network
is “triggered” whenever a CS individual is encountered.
The real-world picture to have in mind, say in terms of
a digital contact-tracing app, is as follows: upon identifi-
cation of a newly infected CS individual j in generation
n, the app will locate all their contacts recursively, going
both backwards and forwards in time until all the indi-
viduals in the C-connected component of j up to gener-
ation n are identified. These individuals are assumed to
be traced, tested and isolated by generation n+ 1. This
means that they cannot give rise to any infections on the
contact network in generation n+ 1, although the possi-
bility remains of non-symptomatic infection off the con-
tact network; see Fig. 1 for a visualization. One impor-
tant difference compared to the branching-process model
is that for the Reed-Frost model on a generic graph, it
is possible that an infection j ∈ C is traced to multiple
infectious sources. This means that the contact-network-
connected component of j is no longer a tree, but one
can still trace and isolate such connected clusters as in
the branching-process model.
We emphasize that although this model is idealized,
it is sufficiently expressive to account for various ineffi-
ciencies that arise in practice. For example, imperfect
contact tracing can be captured by an effective reduction
in the rate of contact network coverage φ, while imper-
fect isolation after showing symptoms is captured by an
effective increase in the parameter qS .
D. Numerical simulations on complete graphs
We now simulate the Reed-Frost model with recursive
contact tracing by random sampling. The network G is
assumed to be the complete graph on N vertices, which
is the network structure implicit in the standard Reed-
Frost model. At each initialization, we assign points in
G randomly to the sets A and C, independently and
with probabilities θ and φ respectively. In the scaling
limit qAN = R0, qSN = RS , N → ∞, this recovers the
branching-process model studied in previous work [14],
whose exact phase diagram is known.
We initialize the model with one infected node, I0 =
1, and consider the parameter values qAN = R0 =
3, qSN = RS = 0, 1, 2 (It has been estimated that for
COVID-19, R0 = 3 is a reasonable approximation [10]
and generically, we expect R0 ≥ RS .). In Fig. 2, we
plot the outbreak size for these parameters for a popu-
lation of size N = 1000, averaged over 5000 realizations
per data point. For comparison, we plot the critical line
of the corresponding branching process at N = ∞. In a
finite population, the susceptible population is depleted
over time, reducing the effective reproduction number at
late times. The finite population size similarly cuts off
the size of epidemic outbreaks, which would grow with-
out bound in the corresponding branching process. Both
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FIG. 1. Sample time-evolution in a Reed-Frost model with
contact tracing. The dashed and dotted circles form a
contact-network-connected cluster, which is detected in gen-
eration n = 1, when an individual on the network shows
symptoms. By generation n = 2, subsequent infections on
the contact network have been traced and isolated, prevent-
ing further transmission from this cluster on the contact net-
work, though transmission continues freely off the contact
network. Observe that due to the possibility of an infected
node having more than one infectious parent, the contact-
network-connected cluster shown here contains a cycle. This
possibility does not arise in branching-process models.
effects tend to increase the area of the subcritical region,
which is consistent with what is shown in Fig. 2.
We now turn to the distribution of epidemic outbreaks.
As is clear from the branching process approximation, the
distribution of outbreak size and duration in the standard
Reed-Frost model depends sensitively on the value of qN .
Deep in the “epidemic” regime qN > 1, a bi-modal distri-






denotes the total size of the epidemic. Both small and
large outbreaks are possible, with large outbreaks dis-
tributed approximately normally about their mean for
large N [23]. In this regime, the mean size of epidemics
is proportional to N . Near criticality, qN ≈ 1, the dis-
tribution function of epidemic sizes exhibits power-law
scaling [17, 19], which we discuss in more detail below.
Deep in the “immune” regime qN < 1, outbreaks are ex-
pected to be small and short-lived, since they sample the
O(N0) mean cluster size of subcritical percolation.
We now check that these expectations are met in the
Reed-Frost model with recursive contact tracing. Figure
3 shows numerical probability distribution functions for
the outbreak size I and duration t =
∑∞
n=0(1 − δIn0),
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FIG. 2. Average size of outbreaks for R0 = 3 and different val-
ues RS = 0, 1, 2 in a population of size N = 1000, averaged
over 5000 realizations per point. The red curve corresponds
to the critical line separating the epidemic phase from the im-
mune phase in the corresponding N = ∞ branching process.
The finite system size serves to increase the area of the black
“immune” region, as discussed in the main text.
R0 = 3, RS = 0, in a population of size N = 50, 000 with
10,000 realizations for each set of parameters.
We next verify that the critical finite-size scaling be-
haviour of the contact-tracing phase transition on the
complete graph matches the power-law distributions ob-
served in the standard Reed-Frost model. Let us first
summarize how these scaling laws can be understood
from percolation theory [19]. At criticality, the distri-
bution function for outbreak sizes is given by the mean-
field percolation result [27], f(I) ∼ I−3/2. Introducing
the maximum outbreak size I∗ as a cutoff in this expres-
sion implies that the mean outbreak size I is related to
the maximum outbreak size as I2 = I∗. One might ex-
pect that the maximum outbreak size I∗ ∝ N , as occurs
on the epidemic side of the transition. In fact this is
not the case, due to the depletion of susceptible individ-
uals at late times [17]. The correct scaling behaviour can
be obtained in the percolation language from the size
of giant components in the critical Erdős-Rényi prob-
lem [18, 19, 24, 25], which yields I∗ ∼ N2/3. From this it
follows that the mean outbreak size scales as I ∼ N1/3.
By exponential growth of the underlying branching pro-
cess, one can further argue that the mean outbreak du-
ration 〈t〉 ∼ log I ∼ c logN , for some constant c. This
is consistent with known scaling forms for the typical








































FIG. 3. Histograms of outbreak size (left) and duration (right)
on the complete graph, with parameters R0 = 3, RS = 0 in a
population of size N = 50000 and 10000 realizations for each
row. Deep in the epidemic phase (top row, φ = 0.7, θ = 0.5),
we observe bi-modal distributions with many large and many
small outbreaks. Near criticality (middle row, φ = 0.7, θ =
0.4) there are power-law tails of large and long outbreaks. The
fitted power laws (red curves) have exponents −1.45±0.16 for
outbreak size and −2.02± 0.17 for outbreak duration, which
are both consistent with known values for the standard Reed-
Frost model [17] (respectively −3/2 and −2). Moving into the
immune phase (bottom row, φ = 0.7, θ = 0.2), these long tails
become exponentially suppressed, and no large epidemics are
observed. The qualitative behaviour in all three regimes is
as one would expect for the standard Reed-Frost model, but
arises here from the competition between contact tracing and
asymptomatic transmission.
more detailed arguments are needed to fix the prefac-
tor c = 1/3 [19]. Finally, we note that the distribution
function for epidemic durations g(t) ∼ t−2 [17, 19].
In Figure 3 (middle row) we compare the distribution
functions of outbreak sizes and duration near the critical
line of the contact-tracing phase transition with that of a
standard Reed-Frost model with q = 1/N , for population
size N = 50, 000 and parameter values R0 = 3, RS =
0, φ = 0.7, θ = 0.4 in the contact-tracing model. We
find that the distribution functions for both outbreak size
and duration observed for critical contact-tracing on the
complete graph are consistent with the critical behaviour
of the standard Reed-Frost model, which supports our
earlier claim [14] that on almost all of the critical line, the
contact-tracing phase transition lies in the universality
class of mean-field percolation.
We next address the finite-size scaling of av-
erage outbreak size and duration near criticality.
























FIG. 4. Top: average outbreak size I versus total popu-
lation size on the complete graph, near the critical point
R0 = 3, RS = 0, φc = 7, θc = 0.4 of the N = ∞ branch-
ing process, averaged over 10000 realizations for each θ and
N . The slope of the solid line is 0.35 ± 0.01, which is con-
sistent with its exact value 1/3 in the standard Reed-Frost
model. Bottom: mean outbreak duration versus total popu-
lation size near the critical point. The solid line has a slope
of 0.34 ± 0.02, consistent with the standard Reed-Frost pre-
diction t ∼ 1
3
log(N).
500, 1000, 5000, 10000, 50000, 100000 and study the
scaling of average outbreak sizes and duration at the
critical point along two directions : along the θ direc-
tion for R0 = 3, RS = 0, φ = 0.7, and along the φ
direction for R0 = 3, RS = 1, θ = 0.2. For each sys-
tem size, we average over 10000 realizations. Since we
expect the critical points of the envelope branching pro-
cess (θc = 0.4, φc = 0.7 for R0 = 3, RS = 0 and
θc = 0.2, φc = 0.71 for R0 = 3, RS = 1) to dictate
the crossovers in the finite system, up to finite-size ef-
fects), we focus on the vicinity of these points. Results
for finite-size scaling along the θ direction are recorded
in Fig. 4, while finite-size scaling along the φ direction is
considered in Fig. 5. In both cases, the observed scaling
is consistent with the universal behaviour of the standard
Reed-Frost model discussed above. The scaling collapse
of I/N1/3 plotted against (θ−θc)N1/3 and (φ−φc)N1/3
in Fig. 6 also confirms that the quantities θ/θc and φ/φc
exhibit the same finite-size scaling as the critical repro-
duction number, R0 ≈ 1+const.×N−1/3, of the standard
Reed-Frost model [29]. All error bars plotted denote a
























FIG. 5. Top : average outbreak size I versus total pop-
ulation size on the complete graph, near the critical point
R0 = 3, RS = 1, φc = 0.71, θc = 0.2 of the N = ∞ branching
process, averaged over 10000 realizations for each φ and N .
The slope of the solid line is 0.32 ± 0.01, which is consistent
with its value 1/3 in the standard Reed-Frost model. Bottom:
mean outbreak duration versus total population size near the
critical point. The solid line has a slope of 0.39± 0.01, which
is close to the prediction t ∼ 1
3
log(N) of the standard Reed-
Frost model. The small discrepancy between the branching
process critical point φc = 0.71 and the observed value of
around φc ≈ 0.73 may be attributed to finite-size effects.
III. SQUARE LATTICE
In previous work, we argued that the contact-tracing
phase transition on the Bethe lattice, away from the sin-
gular line φ = 1, lies in the universality class of mean-
field percolation [14]. We presented numerical evidence
that this universal behaviour was insensitive to the re-
cursive tracing depth n, even in the limit n → ∞. At
first sight, this result is somewhat surprising as recur-
sive contact tracing is a highly non-local process, whose
non-locality only increases with n. One way to under-
stand this behaviour is through the following qualitative
renormalization group argument. For any finite tracing
depth n, one can imagine coarse-graining the system into
blocks with generational depth N > n. Then, although
recursive contact tracing is effective within each block, it
does not mitigate epidemic spread between blocks, and
the renormalized epidemic dynamics after this blocking
transformation is effectively local in time. This argument
suggests mean-field critical behaviour in the entirety of
the phase diagram. It becomes less plausible in the limit
n = ∞, and breaks down completely on the singular
line φ = 1, which exhibits a discontinuous phase transi-































FIG. 6. Finite-size scaling of the average outbreak size I
on the complete graph, for the critical points θc = 0.4 for
R0 = 3, RS = 0, φ = 0.7 (top) and φc = 0.73 for R0 = 3, RS =
1, θ = 0.2 (bottom) for different system sizes, averaged over
10000 realizations for each size, with the scaling exponents
chosen to match the standard Reed-Frost model.
tion. Nevertheless, for φ < 1, this qualitative argument
for mean-field behaviour is consistent with the rapid nu-
merical convergence of exact n = ∞ predictions from
percolation theory, viewed as power series in φ [14].
With the aid of the model introduced in Section II,
one can move away from the mean-field limit of contact
tracing on the Bethe lattice, and consider the contact-
tracing phase transition on lattices with an effective di-
mensionality lower than the upper critical dimension for
percolation, dc = 6. For concreteness, let us focus on
the square lattice, for which d = 2 < dc. Previous
works have established that the critical SIR model on
the square lattice lies in the same universality class as
two-dimensional percolation [20–22]. A natural question
is whether the qualitative renormalization group argu-
ment above extends to the square lattice, i.e. whether
the non-locality of recursive contact tracing can again be
removed by a blocking transformation that recovers the
standard universality class. Below, we provide numeri-
cal evidence that the contact-tracing phase transition on
the square lattice indeed lies in the universality class of
two-dimensional percolation, with singular behaviour on
the line φ = 1.
A. Outbreak size
We now simulate the model described in Section II
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FIG. 7. Average outbreak size for different asymptomatic and
symptomatic contact probabilities (qa = 0.6, qs = 0.4 for the
left, qa = 1.0, qs = 0.5 for the middle and qa = 0.8, qs = 0.6 for
the right plot) for the Reed-Frost model with recursive contact
tracing on a square lattice of side length L = 33, averaged
over 2000 realizations per point. The observed behaviour is
qualitatively similar to that shown for the complete graph in
Fig. 2.
side length L = 33 and population size N = L2 = 1089.
We assume periodic boundary conditions, which should
not affect universal behaviour as N →∞, and start from
a single initial infection I0 = 1 at the centre of the lattice.
In Fig. 7, we simulate the mean outbreak size, aver-
aged over 2000 realizations for three different choices of
the infectious contact probabilities {qA, qS} and plotted
as a phase diagram in φ and θ. We observe a blurred
phase transition that is qualitatively similar to the dif-
ferent regimes found by varying the rate of symptomatic
transmission on the complete graph, Fig. 2, although for
the Reed-Frost model on the square lattice there are no
analytical results as N → ∞ available for comparison
(such results may be exist in principle but their deriva-
tion in d = 2 is expected to be more involved [30] than in
d =∞). Notice that the “immune phase” again extends
all the way up to the point (φ = 1, θ = 1), indicating a
discontinuous phase transition at this point, just as for
the Bethe lattice [14].
B. Finite-size scaling
We obtain the critical exponents for the contact-
tracing phase transition on the square lattice by studying


























FIG. 8. Finite-size scaling of the mean outbreak size I on
the square lattice with infectious contact probabilities qA =
1, qS = 0.5, and parameter values θc = 0.31, φ = 0.5 (top)
and φc = 0.644, θ = 0.5 (bottom), averaged over 5000−10000
realizations for each L. Critical exponents are set to two-
dimensional percolation predictions γ/ν = 43/24 ≈ 1.792 and
ν = 4/3 ≈ 1.333 and show good scaling collapse.
the approach to the critical line from two orthogonal di-
rections in the (φ, θ) plane, as above. For concreteness,
we fix qa = 1.0, qs = 0.5, as in the middle plot of Fig.
7 and study the finite-size scaling behaviour of epidemic
outbreaks along the lines θ = 0.5 and φ = 0.5, respec-
tively. Specifically, we focus on the mean outbreak size
I and the probability P that an outbreak reaches the
boundary of the square lattice, which as N → ∞ tends
to the probability that an initial infection belongs to the
infinite percolating cluster and thus defines an order pa-
rameter for the percolation phase transition. The scaling
forms for I and P can be written [22] as
I = Lγ/ν Ī(L1/νε) (10)
P = L−β/ν P̄ (L1/νε) (11)
where Ī and P̄ are the appropriate scaling functions, and
ε = φ − φc or ε = θ − θc. Through the scaling for I
in Figure 8 and for P in Figure 9, we observe a good
collapse to the critical exponents γ/ν = 43/24 ≈ 1.792,
β/ν = 5/48 ≈ 0.1048 and ν = 4/3 ≈ 1.333 of two-
dimensional percolation.
IV. APPLICATION TO THE EPIDEMIC PHASE
As a practically relevant application of our model, we
now ask how far recursive contact tracing improves epi-
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FIG. 9. Finite-size scaling of the percolation probability P on
the square lattice with infectious contact probabilities qA =
1, qS = 0.5, and parameter values θc = 0.31, φ = 0.5 (top)
and φc = 0.644, θ = 0.5 (bottom), averaged over 5000−10000
realizations for each L. Critical exponents are set to two-
dimensional percolation predictions β/ν = 5/48 ≈ 0.1048 and
ν = 4/3 ≈ 1.333 and show good scaling collapse.
demic control in regimes where epidemic spread is uncon-
trolled, i.e. on the epidemic side of the contact-tracing
phase transition. Strictly speaking, questions about scal-
ing in the epidemic phase are beyond the branching-
process model studied in previous work [14], which by
definition pertains to infinite populations and unbounded
epidemics. In contrast, the Reed-Frost model with recur-
sive contact tracing is meaningful for finite populations,
and can thus be used to study the efficacy of contact
tracing even in the epidemic phase.
We first model this problem for epidemics on the com-
plete graph. Two examples for populations of size N =
5000 and parameter values R0 = 3, RS = 1, θ = 0.2,
with each data point averaged over 1000 model realiza-
tions, are shown in Fig. 10. We vary both φ and the
maximum allowed size of detected clusters nD, which is
a proxy for the recursive tracing depth. It is clear that
deep in the epidemic phase (i.e. small φ), contact tracing
has little effect regardless of how much nD is increased.
Meanwhile, for larger values of φ an immune phase is
recovered for nD ≈ 10−100, with larger population frac-
tions of initial infections requiring larger values of nD
before the population crosses over to a collectively im-
mune phase. On approaching the transition from the
epidemic phase, we see contact tracing starting to make
























FIG. 10. Mean outbreak size I versus φ on the complete
graph, varying the maximum cluster size nD that the contact
network can detect. Population size is N = 5000 and model
parameters are set to R0 = 3, RS = 1, θ = 0.2, averaged over
1000 realizations per point. We compare the efficacy of con-
tact tracing for controlling epidemics that start with a single
infection (top) against those that start with 100 infections
(bottom).
a difference to the final epidemic size. For example, in
Fig. 10, we see that at φ ≈ 0.5 the final epidemic size
is down by 40%-50%, even though the transition to the
immune phase does not take place until φc ≈ 0.71.
We also simulate the analogous problem on the square
lattice, to check whether these qualitative conclusions de-
pend on the high connectivity of the complete graph. For
concreteness, we choose a square lattice of size L = 61,
averaging over 5000 realizations per point and focus on
the case of one initial infection. We fix parameter values
{qa = 1.0, qs = 0.5}, and sweep along the axes θ = 0.5
and φ = 0.5 of the phase diagram. The qualitative be-
haviour is very similar to what is observed on the com-
plete graph, with little or no epidemic suppression deep
in the epidemic phase, and convergence to epidemic con-
trol in the immune phase for values nD ≈ 100. The ap-
proach to the transition from the epidemic phase again
shows contact tracing leading to a reduced final epidemic
size, as for the complete graph, with around 15%-20%
reduction at φ = 0.5, θ = 0.5 compared to the critical
values φc ≈ 0.64, θc = 0.5, and φc = 0.5, θc ≈ 0.3 indi-
cated by Fig. 7. The smaller reduction compared to the
complete graph can be attributed to the larger rate of
asymptomatic transmission θ.
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FIG. 11. Mean outbreak size I on the square lattice, varying
the maximum cluster size nD that the contact network can
detect. Population size is N = 612 = 3721 and model pa-
rameters are set to qA = 1.0, qS = 0.5, with a single initial
infection I0 = 1. We compare the efficacy of contact trac-
ing for controlling epidemics at fixed θ = 0.5 (top) and fixed
φ = 0.5 (bottom).
V. CONCLUSION
We have introduced a Reed-Frost model with recur-
sive contact tracing and asymptomatic transmission on
general contact networks. This allows us to go beyond
previous work [14] and quantify the tension between re-
cursive contact tracing and asymptomatic spreading in
finite populations. As illustrative examples, we simu-
lated the model on the complete graph (d→∞) and on
the square lattice (d = 2), verifying in each case that
the finite-size scaling of the contact-tracing phase tran-
sition was consistent with the dimensionally appropriate
percolation universality class. From the viewpoint of sta-
tistical physics, it remains to be seen whether there exist
networks or models in which higher-order contact-tracing
processes can drive the contact-tracing phase transition
to a genuinely new universality class. The discontinuous
critical point at (φ, θ) = (1, 1), observed above and in
previous work [14] provides one tantalizing hint of a con-
nection with recent ideas of “explosive percolation” [31].
Finally, we applied our model to the practically im-
portant question of whether contact tracing is a use-
ful intervention when the effective reproduction number
R > 1, i.e. on the epidemic side of the epidemic-to-
immune phase transition. Very far from the transition,
contact tracing has little effect. However as the transi-
tion is approached, it brings down the epidemic size and
for smartphone fractions of about 50%, the reduction is
significant for values of asymptomatic transmission rele-
vant to COVID-19. We also note that the final epidemic
size is related to R so this is also correctly viewed as a
reduction in that quantity.
Our results suggest that when contact tracing is the
only intervention in use (for example, this would be a
minimally invasive way to prevent epidemic outbreaks,
pending population-wide vaccination), large-scale partic-
ipation is necessary for it to control epidemics entirely
by itself. On the other hand, when the take-up of con-
tact tracing is limited, our findings support the emerging
consensus that it must be combined with other measures,
such as vaccination, social distancing and personal pro-
tective equipment, for a “layered protection” that brings
the effective reproduction number R below one.
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