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FUNDAMENTAL FACTORIZATION OF A GLSM
PART I: CONSTRUCTION
IONUT CIOCAN-FONTANINE, DAVID FAVERO, JE´RE´MY GUE´RE´, BUMSIG KIM,
AND MARK SHOEMAKER
Abstract. We define enumerative invariants associated to a hybrid Gauged
Linear Sigma Model. We prove that in the relevant special cases these invari-
ants recover both the Gromov–Witten type invariants defined by Chang–Li
and Fan–Jarvis–Ruan using cosection localization as well as the FJRW type
invariants constructed by Polishchuk–Vaintrob. The invariants are defined by
constructing a “fundamental factorization” supported on the moduli space of
Landau–Ginzburg maps to a convex hybrid model. This gives the kernel of a
Fourier–Mukai transform; the associated map on Hochschild homology defines
our theory.
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0. Introduction
0.1. Background. In the last quarter century, enumerative geometry has wit-
nessed a dramatic transformation, due to a tremendous influx of ideas coming
from string theory. The development of Gromov–Witten theory for smooth alge-
braic varieties is one such example. These results have revealed two important
facts about the field, which were not previously apparent but are now crucial to
its study. First, that certain enumerative invariants of a smooth variety have a
rich recursive structure when organized correctly. For curve counting theories such
as Gromov–Witten theory, the invariants form what is known as a Cohomological
Field Theory (CohFT). Second, the enumerative invariants for different spaces are
often related to each other in dramatic and surprising ways. These correspondences
take many forms, with most originating from physical considerations. One of the
first and most striking instances of both of the phenomena described above was the
celebrated mirror theorem, first conjectured by Candelas et. al. [CdlOGP91] and
subsequently proven by Givental [Giv96]. In this theorem, the rational curve counts
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of a quintic hypersurface Q in P4 were shown to be dictated by the variation of
Hodge structure of a different space, the so-called “mirror manifold” to the quintic.
In attempting to realize the full scope of mirror symmetry and other related cor-
respondences, one is led to consider more exotic geometries generalizing the notion
of a smooth manifold or variety. For instance the “mirror” to a smooth variety
may not itself be a smooth variety but rather an orbifold, i.e. a smooth Deligne–
Mumford stack. The Gromov–Witten theory of orbifolds has been an active area of
study in the last decade [CR04,CR02,AGV08]. In another direction, again inspired
by mirror symmetry considerations [Wit97], one can generalize the idea of a smooth
variety by adding the data of a function, or potential. A space X together with a
potential w : X → A1 is known as a Landau–Ginzburg model (LG model).
For example, the space T = tot(OP4(−5)) together with the potential
w = p
5∑
i=1
x5i
is the LG model realization of the quintic hypersurface Q = {
∑5
i=1 x
5
i = 0} ⊂
P4 (See Example 1.4.7 for details). Note that the degeneracy locus of w in T
is exactly the hypersurface Q. A suitably defined curve-counting theory for the
LG model (T,w) should agree with the Gromov–Witten theory for Q (see [CL11]
for such a result). In certain special cases, LG models have also been studied
by mathematicians in more familiar contexts. For instance given a polynomial
p : AN → A1 with an isolated singularity at the origin, many of the invariants
of the singularity defined by p can be equally considered as classical invariants
of the LG model (AN , p). Thanks to pioneering work of Witten [Wit93] and a
rigorous mathematical construction of Fan, Jarvis, and Ruan [FJR13,FJR07] and
Polishchuk and Vaintrob [PV16], an enumerative theory known as FJRW theory has
been defined for these affine LG models, in analogy with Gromov–Witten theory.
A particularly useful class of Landau–Ginzburg models are known as Gauged
Linear Sigma Models (GLSMs). A GLSM is defined in part by a vector space V to-
gether with the action of a group G on V , and a G-invariant function w : V → A1
(see Definition 1.1.1 for details). The space X is then given as a GIT quotient of
V by G, and the function w descends to a potential w¯ : X → A1. In fact both
the quintic hypersurface Q “=” (T,w) and the affine model (AN , p) are particu-
lar examples of GLSMs. Hence both Gromov–Witten theory (of hypersurfaces)
and FJRW theory should be special cases of a more general but currently elusive
curve counting theory for GLSMs. For a given GLSM, this theory should have the
structure of a cohomological field theory.
In a major recent advance, Fan, Jarvis, and Ruan [FJR17] have begun to con-
struct such a theory. More precisely, they construct a collection of moduli spaces
associated to a GLSM, the so-called moduli of Landau–Ginzburg stable maps (Def-
inition 1.3.1), and prove these spaces are Deligne–Mumford stacks. In addition, in
the case of “compact type” insertions (see [FJR17, Definition 4.1.4]), they are able
to endow these spaces with a virtual cycle defined on a proper substack. Enumera-
tive invariants can then be defined as integrals over this cycle. This breakthrough
is the first appearance of a theory of general GLSM invariants in mathematics. Un-
fortunately, certain technical constraints place restrictions on when these methods
can be applied, and the technique yields only a partially defined theory.
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0.2. Construction. The primary goal of the current project is to construct an
enumerative curve counting theory for GLSMs which both is purely algebraic and
defines a full cohomological field theory. In the current paper, we restrict our at-
tention to a class of GLSMs called convex hybrid models. The theory is constructed
in terms of the derived category of factorizations. This work forms the bulk of the
paper, and is completed in §5 (see Definition 5.5.1).
Our methods are inspired by Polishchuk and Vaintrob’s innovative use of matrix
factorizations to give an algebraic construction of the FJRW theory of affine LG
models [PV16]. The current work extends their methods to the general setting of
hybrid model GLSMs. As with Polishchuk–Vaintrob, the construction takes place
at the level of derived categories; for LG models these are categories of factorizations
(also known as matrix factorizations).
Given a hybrid model GLSM, we construct a family of smooth moduli spaces
which contain the moduli of LG stable maps as a closed substack. On these moduli
spaces we define a fundamental factorization, an object in the derived category of
factorizations with support contained in the space of LG maps described above.
As our virtual cycle is lifted to a categorical object, so too are our generalized
enumerative invariants. Namely, the fundamental factorization serves as the kernel
of a Fourier–Mukai transform - a functor from the derived category of factoriza-
tions of a hybrid model to the derived category of the moduli space of curves,
Mg,r. This functor can be viewed as a categorical lift of the usual description
of Gromov–Witten-type invariants in terms of cohomological integral transforms.
Indeed, the passage to Hochschild homology (see Section 2.4) recovers the more
familiar description, after application of a suitable Hochschild–Kostant–Rosenberg
isomorphism identifying Hochschild homology with cohomology.
0.3. Comparisons. As mentioned above, both the Gromov–Witten theory of a
complete intersection (in a convex GIT quotient of the form [V//θG]), as well as
the FJRW theory of a singularity w : [AN/G]→ A1 are special cases of the hybrid
model GLSMs we consider. Indeed the term hybrid model refers to a “hybrid”
between Gromov–Witten and FJRW theory. As such, a key test of the validity of
our construction is to show that in these two opposite limiting cases our invariants
agree with the previously defined Gromov–Witten or FJRW invariants. These
comparison results are proven in §6, Theorems 6.1.8 and 6.2.3 respectively.
There are many examples of different GLSMs which define the same LG model.
More precisely, one may easily construct a pair of GLSMs involving different vector
spaces, groups and functions, but such that the corresponding GIT quotients to-
gether with their induced potentials are isomorphic. In this case it is natural to ask
if the corresponding GLSM invariants can be identified with one another. In the fi-
nal section we consider so-called affine phase GLSMs, i.e. abelian GLSMs such that
the corresponding GIT quotient is isomorphic to a singularity w : [AN/G] → A1.
We prove (Theorem 6.3.3) that the invariants of any such affine phase agree with
the FJRW invariants of the singularity as defined in [PV16].
0.4. Future work. There are two technical steps in the construction presented
herein which impose restrictions on the types of GLSMs that we currently treat.
They are:
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• to embed Fan–Jarvis–Ruan’s moduli space of LG maps (Definition 1.3.1)
into a smooth Deligne–Mumford stack, denoted, which has quasi-projective
coarse moduli ;
• to realize this embedding as the zero locus of a section of a certain vector
bundle on .
The first step forces us to restrict our attention to the class of so-called hybrid model
GLSMs, due to the projectivity requirement. To obtain the second step, we impose
the convexity condition of Definition 4.1.1. These restrictions are in fact not strictly
necessary, but we leave the more general case to a later paper for two reasons.
First, we wish to streamline the exposition here as much as possible. Second, the
construction described here is important in its own right, as it is necessary for our
comparison with Gromov–Witten theory in § 6.
Both Gromov–Witten theory and FJRW theory are known to have the structure
of a cohomological field theory. In fact the general GLSM invariants constructed
here also form a cohomological field theory. For “brevity” we have chosen to save
this result for the sequel [CFG+].
Finally, we hope that our construction will shed new light on the connections
between previously defined enumerative theories. For example, our level of gen-
erality should be readily applicable to wall crossing results such as the LG/CY
correspondence and should help to service the abundance of recent developments
in this area, see e.g. [CR10,AS15,LPS16,GR17,CJR17].
0.5. Structure of the paper. §1 is in many ways an expanded introduction. We
define GLSMs and hybrid models, give a general overview of our construction of
an enumerative theory for GLSMs, and review the description of the moduli space
constructed in [FJR17].
In §2, we give an overview of categories of factorizations. It summarizes the
constructions of the (derived) pushforward, pullback, tensor product (see §2.2), and
Fourier–Mukai transforms, as well as Hochschild homology (see §2.4). Moreover,
we set the stage for our comparison with Gromov–Witten theory, with a collection
of results relating various cohomological and categorical integral transforms.
In §3, we construct a factorization associated to families of curves equipped with
GLSM data. We call this factorization the Polishchuk–Vaintrob (PV) factorization
and determine its properties. In order to define it, we require three conditions (see
§3.1 and §3.2). We prove that Condition 1 is automatic (see §3.4) and that Con-
ditions 2 and 3 are satisfied assuming that the base is a smooth Deligne-Mumford
stack which is projective over an affine; this is called Assumption (⋆) (see §3.5).
We establish that the PV factorization is supported along the critical locus of the
superpotential in §3.6. Then finally in §3.7, we discuss a C∗-equivariant version of
the PV factorization necessary for our construction.
§4 is dedicated to embedding the space of LG maps in a smooth Deligne–
Mumford stack, and proving that the necessary projectivity assumptions hold on
this ambient space.
Finally in §5, we define our GLSM invariants. We gather results from previous
sections to construct a “fundamental factorization” supported on the moduli space
of LG maps to the critical locus. This forms the kernel of an integral transform,
which is used to define our invariants. In this section also we prove that these
invariants are independent of the choices made in the construction.
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In §6, we compare the GLSM invariants of §5 with other previously defined
theories, such as a cosection localized version of Gromov–Witten theory of complete
intersection varieties and the quantum singularity theory (or FJRW theory).
0.6. Conventions and notations. We work in the algebraic category and over
the field C of complex numbers. The algebraic stacks considered in this paper are
noetherian and semi-separated over the ground field unless otherwise stated.
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1. Overview of the construction
1.1. Input data. A Gauged Linear Sigma Model, or GLSM, is a collection of data
describing a GIT quotient [V//θG] of a vector space V together with a superpotential
w : [V//θG]→ A1 and an “R-charge”. The “open string B-model” theory of a GLSM
is given by the derived categories of factorizations. These categories have received a
lot of attention in recent years (e.g. [BFK14] [PV16]). We discuss these categories
in detail in §2 below. A “closed string A-model” theory with target a GLSM was
introduced by Fan, Jarvis, and Ruan [FJR17]. We recall briefly the main points.
Definition 1.1.1. The GLSM input data (V,G,C∗R, θ, w) consists of:
(a) a Z-graded vector space, V = ⊕n∈ZVn, with grading induced by the action
(called the R-charge) of a one-dimensional torus C∗R ⊆ GL(V );
(b) an action by a linearly reductive group G ⊆ GL(V );
(c) a choice of character θ ∈ ĜQ := Hom(G,C∗)⊗Z Q;
(d) a G-invariant polynomial function w : V → A1, homogeneous of degree
deg > 0 with respect to the grading action C∗R.
The actions of G and C∗R are required to be compatible, that is, to satisfy
• G and C∗R commute: gλ = λg for all g ∈ G and λ ∈ C
∗
R;
• 〈J〉 := G ∩C∗R ≃ µdeg.
Here
J := (..., e2pi
√−1ci/deg, ...)
is the diagonal element in GL(V ) given by the weights ci of the C
∗
R-action on V .
Moreover, we assume that there are no strictly semistable points for the linearization
of the G-action on V given by θ:
V ss(θ) = V s(θ). (1.1)
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It follows from equation (1.1) that the GIT stack quotient
[V//θG] := [V
ss(θ)/G]
is a smooth separated Deligne–Mumford stack, and that its coarse moduli space,
V//θG, is projective over the affine scheme Spec (Sym
•(V ∨))G.
The regular function w : V → A1 is called the superpotential. The superpotential
descends to a function on the GIT stack quotient, which, by abuse, we also denote
w : [V//θG]→ A1. Define the closed substack
Z(dw) ⊆ [V ss(θ)/G],
as the critical locus of w, i.e., the zero locus of the section dw. We say the super-
potential w is nondegenerate if Z(dw) is proper over Spec(C).
Furthermore, we introduce the group
Γ := G · C∗R ⊆ GL(V ).
By compatibility, the R-charge induces a well defined character
χ : Γ→ C∗
g · λ 7→ λdeg
for g ∈ G and λ ∈ C∗R. We obtain the short exact sequence
1→ G→ Γ
χ
→ C∗ → 1. (1.2)
Remark 1.1.2. In [FJR17], the definition of the A-theory of a GLSM also requires
a choice of a good lift of θ to Γ̂, that is, the choice of a character ν ∈ Γ̂ whose
restriction to G is equal to θ and such that the Γ-semistable points for ν coincide
with the G-semistable points for θ:
V ss(ν) = V ss(θ).
The existence of such a good lift is not automatic, but holds for almost all interesting
examples; in particular, it will be automatic for the class of hybrid models that are
the focus of this paper.
1.2. Landau–Ginzburg quasimaps. Let (V,G,C∗R, θ, ν, w) be GLSM input data
as above. Fix g, r ≥ 0.
Definition 1.2.1. A prestable genus-g, r-pointed Landau–Ginzburg (LG) quasimap
to [V//θG] over a scheme S consists of:
(a) a prestable genus-g, r-pointed orbicurve (π : C → S,G1, . . . ,Gr) with a
section S → Gi of the gerbe marking Gi for 1 ≤ i ≤ r;
(b) a principal Γ-bundle P : C→ BΓ over C;
(c) a section σ : C→ totV := P ×Γ V ; and
(d) an isomorphism κ : χ∗(P)→ ω˚
log
C
,
such that
• the morphism of stacks P : C→ BΓ is representable;
• for each geometric fiber Cs of C, the subset B := σ−1(V \ (P ×Γ V ss(θ))) of
Cs is a finite set disjoint from the nodes and markings of Cs; the points of
B are called the base-points of the LG quasimap.
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In item (4) of the above definition, ωlog
C
is the logarithmic relative canonical line
bundle and ω˚log
C
denotes the associated principal C∗-bundle. The notation totV
is explained as follows: the mixed construction P ×Γ V = [(P × V )/Γ] defines a
geometric vector bundle on C and V denotes its locally free sheaf of sections.
There is a natural notion of isomorphism of LG quasimaps, analogous to that of
quasimaps [CKM14] which we present now. Given a Landau–Ginzburg quasimap
as above and a character η ∈ Γ̂, let Lη denote the line bundle
Lη := P ×Γ C(η). (1.3)
If S is connected, the degree of the principal Γ-bundle P is an element d0 ∈
HomZ(Γ̂,Q) defined by
d0(η) = deg(Lη) ∈ Q,
where deg(Lη) is the degree of Lη on the fibers of C.
Furthermore, by Equation (1.2) we have the sequence:
0→ HomZ(Ĝ,Q)→ HomZ(Γ̂,Q)
χ∗
→ HomZ(Ĉ
∗,Q)→ 0.
Since χ∗ is an isomorphism when restricted to HomZ(Ĉ∗R,Q), this sequence has a
distinguished splitting. Let
q : HomZ(Γ̂,Q)→ HomZ(Ĝ,Q)
denote the map induced by this splitting, so that we have an isomorphism
(q, χ∗) : HomZ(Γ̂,Q)
∼
−→ HomZ(Ĝ,Q)×HomZ(Ĉ
∗,Q).
Definition 1.2.2. The degree of an LG quasimap over a connected base is defined
to be
q(d0) ∈ HomZ(Ĝ,Q).
We say an LG-quasimap over a scheme S has degree d if q(d0) = d for every
connected component of S.
Remark 1.2.3. The reasoning for the definition above is as follows. Given an LG
quasimap of degree d0 ∈ HomZ(Γ̂,Q), the image of d0 under χ∗ is determined by
condition (d) of Definition 1.2.1. Thus for an LG quasimap, the degree d0 as an
element of HomZ(Γ̂,Q) can be recovered from its image q(d0) ∈ HomZ(Ĝ,Q).
Let Z be a closed subscheme of V , invariant under the action of G. Let Zθ
denote [Z ∩ V ss(θ)/G].
Definition 1.2.4. A prestable LG quasimap to Zθ over S is a prestable LG quasimap
to [V//θG] satisfying the additional condition that the image of the associated Γ-
equivariant map [σ] : P → V lies in Z.
1.3. Stability conditions and moduli of stable LG maps. In analogy with
the theory of quasimaps to GIT quotients [CKM14], a family of stability conditions
on LG quasimaps, indexed by a parameter ε ∈ Q>0 ∪ {0+,∞} is introduced in
[FJR17]. In this paper, we work with the asymptotic stability ε = ∞, which is
directly analogous to the more familiar notion of stable maps.
Definition 1.3.1. A prestable r-pointed Landau–Ginzburg quasimap to [V//θG]
over S is a stable LG map to [V//θG] if for each geometric fiber Cs of C the following
two conditions hold:
(a) the set B of base-points is empty;
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(b) the line bundle ωlog
C
⊗ L⊗Mν is ample for M sufficiently large.
The same two conditions define stable LG maps to Z = [Z ∩V ss/G] for any closed
G-invariant subscheme Z ⊆ V .
Note that stability depends on the good lift ν of θ.
Definition 1.3.2. Given g and r, GLSM input data (V,G,C∗R, θ, ν, w), a choice of
Z ⊆ V as above, and d ∈ HomZ(Ĝ,Q), the moduli stack
LGg,r(Z, d),
of genus-g, r-pointed, degree d Landau–Ginzburg maps to Z is the stack parametriz-
ing the degree d stable families of Definition 1.3.1.
Theorem 1.3.3 (Fan–Jarvis–Ruan, Theorems 5.3.1 and 5.4.1). The moduli space
LGg,r(Z, d) is a separated Deligne–Mumford stack of finite type. When Z is proper
over Spec(C), LGg,r(Z, d) is proper as well.
For convex hybrid models (see §1.4 and §4.1), we will prove further that LGg,r(Z, d)
is a global quotient stack with projective coarse moduli (Proposition 4.3.2).
1.4. Hybrid models. In this paper we focus on hybrid models. (In fact an addi-
tional technical assumption, called convexity over BG, will be required, see §4.1.)
This class of GLSMs includes “geometric phases”, such as complete intersections
in convex varieties, as well as the “affine phases” of [FJR17,PV16].
Definition 1.4.1. The hybrid model input data (V,G,C∗R, θ, w) is a GLSM input
data as in Definiton 1.1.1, satisfying the following additional requirements:
(a) The graded vector space V decomposes as V = V1 ⊕ V2 ∼= Cn ⊕ Cm, such
that the C∗R-action is trivial on V1 and has positive weights c1, . . . , cm > 0
on V2;
(b) The character θ ∈ ĜQ is such that V s1 (θ) = V
ss
1 (θ) and V
ss(θ) = V ss1 (θ) ×
V2;
Notation 1.4.2. Let us denote
X := [V1//θG] := [V
ss
1 (θ)/G],
T := [V//θG] := [V
ss(θ)/G],
Z := Z(dw) ⊆ T .
Definition 1.4.3. A hybrid model consists of input data (V = V1⊕V2, G,C∗R, θ, w)
from above such that
(a) (SymV ∨1 )
G
= C (so that the stack X is projective);
(b) G and C∗R are compatible; and
(c) w is nondegenerate and vanishes at 0.
Note that, by requirement (a) of Definition 1.4.3, X is a smooth Deligne–
Mumford stack whose coarse moduli is projective Furthermore, by requirement
(b) of Definition 1.4.1, T is identified with the total space of a vector bundle (with
fiber V2) on the stack X . Also, the superpotential w is nondegenerate if and only
if we have Z ⊆ X ⊆ T , where X ⊆ T is the inclusion as the zero section.
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Remark 1.4.4. In the hybrid model case, the choice of a good lift ν of θ always
exists and is unique up to a multiple. Namely, after first replacing θ by a multiple,
we can assume that θ is trivial on 〈J〉 = 〈(1, . . . , 1, e2piic1/ deg, . . . , e2piicm/ deg)〉.
Hence, we can extend the character to Γ by sending C∗R ⊆ Γ to 1. Note that the
semi-stable locus of V remains unchanged in this process, meaning, in the language
of [FJR17], that we indeed obtain a good lift. This is the reason for omitting the
good lift from the notation for hybrid models.
Definition 1.4.5. (a) A hybrid model GLSM (V,G,C∗R, θ, w) is called an affine
phase if [V1 //θ G]
∼= BG′ for some finite group G′.
(b) A hybrid model GLSM (V,G,C∗R, θ, w) is called a geometric phase if the
group C∗R acts on V2 via the standard multiplication (so that c1 = c2 = ... =
cm = 1), and w is a polynomial function which is linear on V2, i.e.,
w ∈ (V ∨2 ⊗C Sym
≥1(V ∨1 ))
G.
This implies deg = 1, therefore 〈J〉 = 1. Consider the vector bundle E (with
fiber V2) on X , whose total space is T . Since w is linear on V2, it gives rise
to a section f ∈ H0(X , E∨) of the dual vector bundle E∨. Nondegeneracy of
the hybrid model implies that f is a regular section with smooth zero locus
Z := Z(f) = Z(dw). Note that this includes the special case of V2 = 0.
(c) A GLSM is Calabi–Yau if T is Calabi–Yau.
Example 1.4.6. Consider the case where V = V1 i.e. V2 = 0 where V is a G-
representation such that (SymV ∨)G = C. We equip this with a trivial C∗R-action
and set Γ = G × C∗R. View w = 0 as a section of O(χ) where χ is the projection
character. Take a generic stability condition θ so that the GIT stack quotient
[V//θG] is a smooth proper Deligne–Mumford stack. This can be thought of as the
GLSM corresponding to [V//θG] itself.
The following special case gives the GLSM theory for the quintic 3-fold, it is
simply a specific example of a geometric phase. In general, geometric phases can
be used to create GLSM theories for zero loci of regular sections of homogeneous
vector bundles in GIT quotients.
Example 1.4.7. Consider the vector space
V = V1 ⊕ V2 = C
5 × C = Spec(C[x1, . . . , x5, p]),
with an action ofG = C∗ with weights (1, 1, 1, 1, 1,−5). The superpotential w : V →
C is given by
w = p
5∑
i=1
x5i .
This function is homogeneous of degree 1 if we choose our R-charge action to have
weights (0, 0, 0, 0, 0, 1). If we choose θ to be the identity character, then T → X is
given by tot(OP4(−5))→ P
4 and Z is the quintic threefold {
∑5
i=1 x
5
i = 0} ⊆ P
4.
Changing the stability condition in the previous example flips the situation from
Gromov–Witten theory to FJRW theory.
Example 1.4.8. Let V,G and w be as in the previous example, but modify the
R-charge to have weights (1, 1, 1, 1, 1, 0) and let θ = − Id. Now w is homogeneous
of degree 5 with respect to the R-charge grading. Re-ordering our decomposition
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of V = V1 ⊕ V2 , we choose V1 = Spec(C[p]) and V2 = Spec(C[x1, . . . , x5]). Then
V//θG → X is given by [C5/µ5] → Bµ5, and when descended to the quotient, the
potential becomes the function w : [C5/µ5] → C given by the Fermat polynomial∑5
i=1 x
5
i . Note that the nondegeneracy condition in this case reduces to the re-
quirement that the descended w has an isolated singularity at the origin. In this
case we prove that the GLSM invariants we construct agree with Polishchuck and
Vaintrob’s construction of FJRW invariants (see §6.2 and 6.3).
The previous example can also be achieved more simply.
Example 1.4.9. Consider the case where V = V2 i.e. V1 = 0, C
∗
R acts with positive
weights, and w is a quasi-homogeneous polynomial with respect to these weights
with an isolated singularity at the origin (this is the nondegeneracy condition). Let
G be any finite diagonal group of symmetries of w. This is the general setup of
FJRW theory.
For completeness we also give an example where V2 is not a sum of one-dimensional
representations.
Example 1.4.10. Let W = C3, G = Gl(W ), V1 = Hom(W,C
6), and V2 = W ⊗
detW ⊕
∧2
W . Let θ be the determinant character and C∗R act trivially on V1 and
by scaling on V2. Denote by S the tautological subbundle on Gr(3, 6) = V1//θG. We
take an element w ∈ ((SymV ∨1 )⊗V
∨
2 )
G, general enough so that the corresponding
section σ of S∗(1) ⊕
∧2
S∗ defines a codimension 6, smooth zero locus Z(σ) in
Gr(3, 6). This is a Calabi-Yau 3-fold. For more such examples, see e.g., Table 1 of
[IIM16].
Remark 1.4.11. Note that in the previous example, Z(σ) in Gr(3, 6) coincides
with Z(dw) in [V1 ⊕ V2 //θ G]. This is the case for any geometric phase.
1.5. The plan. Even though Landau–Ginzburg maps generally land in the stack
[V ss(ν)/Γ], there are evaluation maps at the markings
evi : LGg,r(T , d)→ IT
to the inertia stack of the GIT quotient T := [V//θG]. The most important struc-
ture needed to define the A-model of a nondegenerate GLSM is a virtual class in
the homology of the proper moduli space LGg,r(Z, d) of stable LG maps to the
critical locus Z := Z(dw). In [FJR17], such a class is constructed algebraically,
via the cosection localization method of Kiem and Li [KL13], only under certain
restrictions; essentially when the evaluation maps are required to land in a proper
substack of IT , see [FJR17, Def. 6.1.6]. As a consequence, these virtual classes
are in general not sufficient to produce the desired outcome of the construction
of a Cohomological Field Theory (CohFT) in the sense of Kontsevich and Manin
[KM94]. (In the parlance of [FJR13, FJR17], splitting at a broad node cannot be
handled using the cosection localized virtual classes.)
The ultimate goal of our project is to give a full algebraic construction of a
CohFT for GLSM targets by generalizing the approach of Polishchuck and Vaintrob,
[PV16], from the FJRW-theory of hypersurface singularities [FJR13]. The idea of
this approach is to “lift” the homological virtual class to an object in an appropriate
derived category of factorizations. The CohFT is then obtained by performing a
Fourier–Mukai transform and passing to Hochschild homology.
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Specifically, we seek to implement the following program. Let (V,G,C∗R, θ, ν, w)
be a nondegenerate GLSM target as above. Fix g, r ≥ 0 in the stable range, i.e.,
satisfying 2g − 2 + r > 0, and choose d ∈ HomZ(Ĝ,Q). Consider the diagram
(IT )r
LGg,r(Z, d) LGg,r(T , d)
Mg,r
ev st
with ev = (ev1, . . . , evr) and st the stabilization map which forgets the data
(P , σ,κ) and stabilizes the domain curve after removing orbifold structures on the
markings. Then there is an appropriate extension of this diagram as follows:
(IT )r
LGg,r(Z, d) LGg,r(T , d) 
Mg,r
O
β
−→ E
α
−→ O ⊗ C(χ)
ev st
where in §4 we construct a stack = g,r,d with a C∗R-action, a C
∗
R-equivariant vec-
tor bundle E → , and C∗R-equivariant sections α ∈ Γ(E
∨⊗C(χ)) = Hom(E,O⊗
C(χ)), β ∈ Γ(E) = Hom(O, E) satisfying the following properties:
(1) The space  is a smooth separated Deligne–Mumford stack with a “stabi-
lization map” st :  → Mg,r and with a pure dimension in each twisted
component given by the formula
dimH0(V|Cs)− dimH
1(V|Cs) + dimM
orb
g,r (BΓ)ωlog
C
+ rankE
(see §3.1.1 for the definition of the Artin stack Morbg,r (BΓ)ωlog
C
).
(2) For 1 ≤ i ≤ r there exist smooth evaluation maps evi :  → IT which are
C∗R-equivariant.
(3) (a) The vanishing locus of β is canonically isomorphic to LGg,r(T , d),
(b) the common vanishing locus of α and β is canonically isomorphic with
LGg,r(Z, d) (see Proposition 2.3.3 and 5.1.5) for which evi maps and
st maps are compatible, and
(c) the composition −α∨ ◦ β is equal to −(⊞ri=1 ev
i)∗(w).
Note that in (3.c) above, we endow IT with a superpotential, which we also call w
by abuse of notation, via composition with the natural morphism IT → T . Given
the above, we define the Koszul factorization
Kg,r,d := {−α, β} ∈ D([/C
∗
R],− ev
∗(⊞ri=1w))
which is supported on LGg,n(Z, d). We call this the fundamental factorization. It
will play the role of the virtual fundamental class for LGg,n(Z, d). Namely, Kg,r,d
defines a Fourier–Mukai transform ΦKg,r,d for categories of factorizations,
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D([/C∗R], ev
∗(⊞ri=1w)) D([/C
∗
R], 0)LGg,n(Z,d)
∏r
i=1D(I[V
ss(θ)/Γ], w) D(Mg,r)
L
⊗Kg,r,d
L ev∗ R st∗
i.e.
ΦKg,r,d(E) := R st∗(L ev
∗ E
L
⊗O Kg,r,d).
The induced map on Hochschild homology (after being suitably adjusted by an
appropriate Todd class modification), intermixed with an HKR morphism from
Hochschild homology to cohomology gives us a collection of invariants (see §5.5 the
precise formulation). In a sequel [CFG+] we show that the set of these invariants
for all g, r, d, form a cohomological field theory.
Remark 1.5.1. The construction is in fact a bit more involved: in order to cor-
rect the invariants by an appropriate Todd class as in [PV16, Equation (5.15)],
we factorize the map st as  → U˜ → Mg,r where U˜ is a proper and smooth
Deligne–Mumford stack on which we multiply by the Todd correction (precisely,
see Definition 5.5.1).
2. Factorizations
Factorizations are natural objects attached to an LG model, in the same way
complexes of coherent sheaves are natural objects attached to a variety. In this
section, we recall the definition of the derived category of factorizations and some
properties that will be use in the paper. The true heart of our work will be to
construct a natural factorization, called the fundamental factorization (see Defini-
tion 5.1.4), for each moduli space of LG stable maps (under the condition it is a
convex Hybrid Model, see §4.1). The fundamental factorization plays a similar role
to the virtual structure sheaf in Gromov–Witten theory.
2.1. Derived categories of Landau–Ginzburg models. In order to naturally
define derived functors, we use the more sheaf-theoretic approach to factorizations
introduced by Lin–Polmerleano and Positselski [LP13,EP15]. We review the nec-
essary concepts below.
Let X be an algebraic stack. equipped with a line bundle L and a section w of
L. A factorization is the data E = (E1, E0, φE1 , φ
E
0 ) where E1, E0 are quasi-coherent
sheaves on X and
E1
φE1→ E0
φE0→ E1 ⊗OX L
are morphisms such that
φE0 ◦ φ
E
1 = w,
(φE1 ⊗ 1L) ◦ φ
E
0 = w.
Definition 2.1.1. The shift, denoted by [1], sends a factorization, E, to the fac-
torization,
E [1] := (E0, E1 ⊗OX L,−φ
E
0 ,−φ
E
1 ⊗OX L).
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A morphism between two factorizations of even degree f : E → F [2k] is a pair
f = (f0, f1) defined by
Hom2k
Fact(X ,w)(E ,F) := HomQcoh(X )(E0,F0 ⊗OX L
k)⊕HomQcoh(X )(E1,F0 ⊗OX L
k)
and, similarly, a morphism of odd degree f : E → F [2k + 1] is a pair f = (f0, f1)
defined by
Hom2k+1
Fact(X ,w)(E ,F) := HomQcoh(X )(E0,F1⊗OX L
k+1)⊕HomQcoh(X )(E1,F0⊗OX L
k).
You can equip these Hom sets with a differential coming from the graded commu-
tator with the morphisms defining E and F . This yields a Z-graded dg category
Fact(X , w).
Denote by Z0Fact(X , w) the subcategory of Fact(X , w) with the same objects
but whose morphisms are only the closed degree zero morphisms between any two
objects E and F .
Remark 2.1.2. The morphisms in Z0Fact(X , w) are just the commuting mor-
phisms of factorizations.
The category Z0Fact(X , w) is abelian. Hence, the notion of a complex of objects
in Z0Fact(X , w) makes sense.
Definition 2.1.3. Given a complex of objects
. . .→ Eb
fb
→ Eb+1
fb+1
→ . . .
in Z0Fact(X , w), we define the totalization of the complex to be the factorization
T ∈ Fact(X , w) given by the data:
T0 :=
⊕
i=2l
E i0 ⊗OX L
−l ⊕
⊕
i=2l+1
E i1 ⊗OX L
−l
T1 :=
⊕
i=2l
E i1 ⊗OX L
−l ⊕
⊕
i=2l−1
E i0 ⊗OX L
−l
φT0 :=

. . . 0 0 0 0
. . . −φE
1
1 0 0 0
0 f00 φ
E0
0 0 0
0 0 f−11 −φ
E1
1 ⊗ L
−1 0
0 0 0
. . .
. . .

φT1 :=

. . . 0 0 0 0
. . . −φE
1
0 ⊗ L 0 0 0
0 f11 ⊗ L φ
E0
1 0 0
0 0 f00 −φ
E1
0 0
0 0 0
. . .
. . .

Denote by Acyc(X , w) the full saturated subcategory of Fact(X , w) consisting of
totalizations of bounded exact complexes of Z0Fact(X , w). Objects of Acyc(X , w)
are called acyclic. Also, denote by [C] the homotopy category of a small k-linear dg
category C.
We have the following general definition.
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Definition 2.1.4. The absolute derived category Dabs[Fact(X , w)] of [Fact(X , w)] is
the Verdier quotient of [Fact(X , w)] by [Acyc(X , w)]. The derived category of (X , w)
is the full subcategory of Dabs[Fact(X , w)] generated by factorizations with coherent
components. We denote this category by the abbreviated notation D(X , w).
Remark 2.1.5. As the notation suggests, the category D(X , w) can be thought of
as the derived category of the gauged Landau–Ginzburg model (X , w).
2.2. Derived functors. In this section, the goal is to define Fourier–Mukai func-
tors in the derived category of factorizations. They are of prime interest in this
paper, since they enter explicitly into the definition of our GLSM theory. We start
with the definitions of derived pullbacks, pushforwards, and tensor products.
Let f : Y → X be a morphism of algebraic stacks. From the section w of L on
X , we can pullback to get a section f∗w of f∗L on Y. At the level of dg categories,
we get the following functors:
Definition 2.2.1.
f∗ : Fact(X , w)→ Fact(Y, f∗w)
(E1, E0, φ
E
1 , φ
E
0 ) 7→ (f
∗E1, f∗E0, f∗φE1 , f
∗φE0 )
and
f∗ : Fact(Y, f∗w)→ Fact(X , w)
(F1,F0, φ
F
1 , φ
F
0 ) 7→ (f∗F1, f∗F0, f∗φ
F
1 , f∗φ
F
0 ).
Note that by the projection formula f∗(F ⊗OX f
∗L) ∼= (f∗F) ⊗OX L under which
f∗(f∗w) corresponds to w so this is well-defined. Let v be a section of L on X . We
define a dg-functor,
⊗OX : Fact(X , w) ⊗k Fact(X , v)→ Fact(X , v + w)
by setting
(E ⊗OX F)0 := E0 ⊗OX F0 ⊕ E1 ⊗OX F1 ⊗OX L
(E ⊗OX F)1 := E0 ⊗OX F1 ⊕ E1 ⊗OX F0
φ
E⊗OX F
0 :=
(
1E0 ⊗OX φ
F
0 φ
E
1 ⊗OX 1F1
−φE0 ⊗OX 1F0 1E1 ⊗OX φ
F
1
)
φ
E⊗OX F
1 :=
(
1E0 ⊗OX φ
F
1 −φ
E
1 ⊗OX 1F0
φE0 ⊗OX L ⊗OX 1F1 1E1 ⊗OX φ
F
1
)
Let Dabs[Fact(X , w)]f∗ denote the full subcategory of D
abs[Fact(X , w)] consist-
ing of factorizations with f∗-acyclic components. Similarly, let Dabs[Fact(X , w)]f∗
denote the full subcategory of Dabs[Fact(X , w)] consisting of factorizations with f∗-
acyclic components and Dabs[Fact(X , w)]⊗ denote the full subcategory of Dabs[Fact(X , w)]
consisting of factorizations with flat components.
Definition 2.2.2 ([PV11, §3.1]). An algebraic stack X is called a nice quotient
stack if X = [T/H ] where T is a noetherian scheme and H is a reductive linear
algebraic group such that T has an ample family of H-equivariant line bundles.
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From now on assume that X is a smooth nice quotient stack. Then, by [BDF+16,
Proposition 2.20] the inclusions induce equivalences of categories
Dabs[Fact(X , w)]f∗
ιf∗
−−→ Dabs[Fact(X , w)]
Dabs[Fact(X , w)]⊗
ι⊗
−→ Dabs[Fact(X , w)].
Definition 2.2.3. The derived pullback is the functor
Lf∗ : Dabs[Fact(X , w)] → Dabs[Fact(Y, f∗w)]
E 7→ f∗ι−1f∗ E .
Let F ∈ Dabs[Fact(X , v)]. The derived tensor product is the functor
(−
L
⊗OX F) : D
abs[Fact(X , w)]→ Dabs[Fact(X , w + v)]
E 7→ ι−1⊗ F ⊗OX E .
Definition 2.2.4. Let M be a closed substack of X . Then, by definition, the map
M→ X is representable. We say that a factorization E has support onM if for any
scheme T and any morphism T → X the restriction of E to (T ×X X )\(T ×X M)
is acyclic. We denote the full subcategory of D(X , w) consisting of factorizations
with support on M by D(X , w)M.
Our goal now is to similarly define Rf∗ and show that it restricts to a functor
from the properly supported objects of D(Y, f∗w) to D(X , w). We will require this
in the following setup.
Let X ,Y be smooth nice quotient stacks, w be a section of the line bundle Y,
and f : Y → X be a morphism of finite homological dimension.
Assume there is a smooth affine atlas
p0 : Y0 → Y.
Following Nironi [Nir08], we can define a f∗-acyclic resolution of any coherent sheaf
F on Y by
0→ F → p0∗p
∗
0F → p0∗p
∗
0K1 ⊗F → ...
where Ki is the cokernel of the map Ki−1 → p0∗p
∗
0Ki−1 with initial setting K0 :=
OY . Denote by
Cˇ := 0→ p0∗p
∗
0OX → p0∗p
∗
0K1 → ... (2.1)
the above resolution of OY and notice that, by the projection formula, in general,
the resolution of F can be rewritten as F ⊗OY Cˇ. Notice that, given a factorization,
E ∈ D(Y, f∗w), we have an isomorphism in Dabs[Fact(Y, f∗w)]
E ∼= E ⊗OY Cˇ
where the right hand side is the totalization of the complex of factorizations
...→ E ⊗OY Cˇi−1 → E ⊗OY Cˇi → E ⊗OY Cˇi+1 → ...
Remark 2.2.5. The complex Cˇ can be regarded as an analog of the Cˇech complex
for algebraic stacks.
Following [EP15, Remark 1.3], the notion of acyclicity of a factorization is local
for the smooth topology.
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Proposition 2.2.6. Assume that f : Y → X has finite cohomological dimension
i.e. ∀F, ∃i0 such that Rif∗F = 0 for i ≥ i0. If U is a smooth atlas of X and the
pullback of E to U is acyclic, then E is acyclic.
Proof. Using Cˇ from Equation (2.1), we have that
E ∼= E ⊗OY Cˇ.
Hence, E is the totalization of a complex of factorizations each of which is acyclic.
Hence E is acyclic by definition. 
Corollary 2.2.7. Assume that f : Y → X has finite cohomological dimension and
that Y admits a smooth affine atlas. The support of a factorization E is local in the
smooth topology.
Proof. This follows immediately from the above proposition. 
Let M⊆ Y be a closed substack such that the composition
M→ X
is proper.
Proposition 2.2.8. Assume that f : Y → X has finite cohomological dimension
and that Y admits a smooth affine atlas. There is a well-defined derived pushforward
functor
Rf∗ : D(Y, f∗w)M → D(X , w)
E 7→ f∗(E ⊗OY Cˇ).
Proof. As E ⊗OY Cˇ is f∗-acyclic, this gives a functorial definition of a pushforward
functor which naturally lands in the absolute derived category of quasi-coherent
factorizations. We need to show that f∗(E ⊗OY Cˇ) actually lies in D(X , w) i.e. that
it is generated by factorizations with coherent components.
Let E0, E1 be the components of E . First, suppose that these components are
coherent and supported on M. Now, notice that f∗(E ⊗OY Cˇ) can alternatively be
described as the totalization of the complex of factorizations
D := 0→ f∗(p0∗p
∗
0E)→ f∗(p0∗p
∗
0K1 ⊗OX E)→ ...
in the abelian category of factorizations.
Then, Hi(D) is a factorization whose components are
Hi(f∗(E0 ⊗ Cˇ)) = Rif∗E0
and
Hi(f∗(E1 ⊗ Cˇ)) = Rif∗E1.
Since, by assumption, E0, E1 are supported onM which is proper over X , it follows
that the components above are coherent. Therefore, f∗(E ⊗OY Cˇ) can be obtained
by a sequence of exact triangles involving coherent factorizations, hence, lies in
D(X , w) as desired.
The result now follows from Lemma 2.2.9 as we have shown that a set of compact
generators for D(Y, f∗w)M land in D(X , w). 
Lemma 2.2.9. Assume that f : Y → X has finite cohomological dimension and
that Y admits a smooth affine atlas. The category D(Y, f∗w)M is split generated
by factorizations whose components are coherent and supported on M.
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Proof. This is a repetition of the argument of [EP15, Corollary 1.10 (b)]. 
Proposition 2.2.10 (Projection Formula). Let X ,Y be smooth nice quotient stacks.
Let w, v be sections of a line bundle L on X . Suppose that
f : Y → X
is a morphism of smooth quotient stacks. For any F ∈ D(X , v) and E ∈ D(Y, f∗w)M
one has an isomorphism in D(X , w + v),
Rf∗(E
L
⊗OY Lf
∗F) = Rf∗(E)
L
⊗OX F .
Proof. Since we are working in derived categories on nice quotient stacks, we may
assume that F is locally-free and that E has been replaced by E ⊗OX Cˇ. Then, since
the usual projection formula is functorial, we may apply it component-wise to our
factorization and the morphisms between components. 
Definition 2.2.11. Let X be a smooth nice quotient stack. Let L,N be line bundles
on X ,Y respectively and w ∈ H0(X ,L), v ∈ H0(Y,N ). Let
(f, g) : Z → X × Y
be an algebraic stack lying over X × Y and assume that f∗L ∼= g∗N . Let P ∈
D(Z, g∗v − f∗w) such that the support of P is proper over Y. The Fourier–Mukai
transform by P is the functor
ΦP : D(X , w)→ D(Y, v)
E 7→ Rg∗(P
L
⊗OZ Lf
∗E)
Remark 2.2.12. In §4.1, we construct a fundamental factorization for each mod-
uli space of convex hybrid model LG maps. This factorization is used as a kernel
for a Fourier–Mukai transform whose passage to Hochschild homology defines enu-
merative GLSM invariants. Our fundamental factorization is a particular Koszul
factorization, a concept which we will now define.
2.3. Koszul factorizations. In [PV16], one of the main components of the con-
struction is the so called Koszul factorization. This construction, in fact, goes all
the way back to the birth of factorizations [Eis80].
Definition 2.3.1. Let E be a locally-free sheaf of finite rank on X . Suppose we
have the following commutative diagram of morphisms,
OX E∨ L
β
w
α∨
i.e. α ∈ H0(X , E ⊗ L), β ∈ H0(X , E∨) and α∨ ◦ β = w. The Koszul Factorization
{α, β} associated to the data (E , α, β) is defined as
{α, β}1 :=
⊕
l≥0
(
∧2l+1
E)⊗OX L
l
{α, β}0 :=
⊕
l≥0
(
∧2l
E)⊗OX L
l
φ
{α,β}
0 , φ
{α,β}
1 := • y β + • ∧ α,
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where • y β, • ∧ α are the contraction and wedge operators respectively.
Remark 2.3.2. If β is a regular section of E∨, then {α, β} is isomorphic in D(X , w)
to the factorization (0,OZ(β), 0, 0), i.e., it is a locally-free replacement of this fac-
torization (see, e.g., [BFK14, Proposition 3.20]).
Proposition 2.3.3. The Koszul factorization {α, β} is supported on Z(α)∩Z(β).
Proof. By Corollary 2.2.7, the assertion is local in the smooth topology. Hence, we
may assume that X = U is a scheme and B = OnU . In this case, α = ⊕
n
i=1αi, β =
⊕ni=1βi and
{α, β} =
L⊗
i=1...n
{αi, βi}.
As the tensor product of n acyclic factorizations is acyclic, we have reduced to the
case B = OU . Assume α is non-vanishing. In this case the identity map for {α, β}
has an explicit homotopy,
OU OU OU
OU OU OU .
β∨
Id
α
Id
0
Id
α−1
β∨ α
There is a similar explicit homotopy when β is non-vanishing. 
2.4. Hochschild Homology. Hochschild homology takes the place of the coho-
mology of a variety when dealing with derived categories of factorizations, so that
it will be the main ingredient for the state space of the GLSM theory.
Let C be a k-linear small dg-category, and let C(k) denotes the dg category of
unbounded complexes over k. We have the diagonal C-C bimodule
∆C : C
op ⊗ C→ C(k)
(c, c′) 7→ HomC(c, c′).
This induces the trace functor
D(Cop ⊗ C)→ D(k), F 7→ F
L
⊗C⊗Cop ∆C,
where D(A) is the derived category of a k-linear dg-category A (see [PV12, §1.1]).
Definition 2.4.1. The Hochschild homology HH∗(C) of C is defined to be the ho-
mology
H−∗(∆C
L
⊗Cop⊗C ∆C).
We denote by HH∗(X , w) the Hochschild homology of the category of factorizations
with injective components whose isomorphism class lies in D(X , w) (this is a natural
dg enhancement of D(X , w)).
Proposition 2.4.2. Let C and D be saturated small dg-categories over k. Let F be
an object of the dg-category perf(Cop ⊗ D) of homotopically finitely presented right
Cop ⊗ D-modules. Then, there is a homomorphism of vector spaces,
F∗ : HH∗(C)→ HH∗(D).
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Moreover, the assignment, F 7→ F∗, is natural in the following sense. Let F1 ∈
perf(Bop⊗C) and F2 ∈ perf(Cop⊗D) and let F2 ◦F1 denote the right B-D bimodule
corresponding to the tensor product F1
L
⊗C F2. Then, (F2 ◦ F1)∗ ∼= F2∗ ◦ F1∗.
Proof. This is [PV12, Lemma 1.2.1]. 
Definition 2.4.3. Let C and D be saturated small dg-categories over k. Let F be
an object of perf(Cop⊗kD). We will call the linear map, F∗, the pushforward by F .
In particular, for an object E ∈ perf(C) = perf(k ⊗ C), we get an induced map,
E∗ : k ∼= HH∗(k)→ HH∗(C).
Then define,
ch(E) := E∗(1)
and call it the Chern character of E.
Theorem 2.4.4 (Hochschild–Kostant–Rosenberg). Let X be a smooth projective
variety. There is a natural isomorphism,
φHKR :
⊕
l
HHl(X)→
⊕
l
⊕
q−p=l
Hp(X,ΩqX).
such that the Chern character and classical Chern character agree under the HKR
isomorphism,
φHKR(ch(E)) = ch(E) ∈ H
∗(X)
where the left hand side is the dg Chern character and the right hand side is the
usual chern character.
Proof. The HKR isomorphism in the affine case is due to [HKR09]. In this gen-
erality, it is due to Swan [Swa96, Corollary 2.6] and Kontsevich [Kon03], see also
[Yek03]. The preservation of the Chern character was stated in [Mar01] and proven
as [Ca˘l05, Theorem 4.5].

Definition 2.4.5. The isomorphism φHKR is called the Hochschild–Kostant–Rosenberg
isomorphism or HKR isomorphism for short. Let Z be a smooth projective Deligne–
Mumford stack realizable as a quotient stack. By [Kre09, Proposition 5.1], there
exists a finite flat surjective morphism π : U → Z such that U is a scheme. Let U
be a smooth projective variety with a finite flat surjective representable morphism
π : U → Z.
We define the HKR morphism as
φ¯HKR : HH∗(Z)
(Lpi∗)∗
−−−−→ HH∗(U)
φHKR
−−−→ ⊕Hp(U,ΩqU )
1
deg pipi∗
−−−−−→ ⊕Hp(Z,ΩqZ).
Remark 2.4.6. The definition of the HKR morphism is independent of the choice
of U since given two finite surjective representable morphisms from U, V , we may
pass to their fiber product. It then suffices to check that the HKR map for U, V
agree with the one provided by U ×Z V . This follows from the fact that r∗r∗ is,
cohomologically, multiplication by deg r (see, e.g., [Ful13] 1.7.4).
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Remark 2.4.7. This definition follows the one in [PV16] but is less than optimal.
In general, we anticipate an “HKR isomorphism” between the Hochschild homology
of a smooth projective Deligne–Mumford stack and its Chen–Ruan cohomology.
However, at present, this has only been proved in the global quotient case by a
finite group [ACH14]. The map defined above should agree with the projection to
the untwisted component of the inertia stack. This can be shown in the case where
Z is a global quotient stack by a finite group.
Definition 2.4.8. Let ψ ∈ Hp,q(X) be a cycle and Z be a smooth Deligne–Mumford
stack with a representable morphism to X ×Y. Let K ∈ D(Z) be any object. Then,
we define
ΦHKRK (ψ) := φ¯HKRΦKφ
−1
HKR(ψ).
Definition 2.4.9. Given a cycle φ ∈ H∗(Z) we define the cohomological integral
transform to be
ΦHφ := g∗(f
∗ψ ∪ φ).
where f : Z → X, g : Z → Y are the morphisms obtained from the projections.
2.5. Comparisons. Given a geometric phase GLSM, we compare in §6 the GLSM
invariants with those of Gromov–Witten theory. The following general results will
be useful for that purpose.
2.5.1. Integral transforms and HKR. The following theorem compares two induced
Fourier–Mukai functors, one in Hochschild homology and the other in cohomology,
under the HKR isomorphism.
Theorem 2.5.1 (Ramadoss). Let X be a smooth proper algebraic variety and Y be
a smooth Deligne–Mumford global quotient stack with projective coarse moduli space.
Let Z be a Deligne–Mumford stack with a representable morphism to X ×Y and K
be an object of D(Z) which has proper support over Y. For the integral transform,
ΦK : D(X) → D(Y), the action of ΦK∗ under the HKR morphism is equal to the
cohomological integral transform associated to td(Z/Y) ch(K) ∈ H•(Z;C) i.e.
ΦHKRK = Φ
H
td(Z/Y) ch(K).
Proof. Let (f, g) : Z → X×Y be a morphism. By [Kre09, Proposition 5.1], one can
find a finite flat surjective morphism π : Y → Y such that Y is a smooth projective
scheme. From which we get a fiber product
Z Y
Z Y.
h
pi|Z pi
g
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We have the following chain of equalities,
ΦHKRK =
1
deg π
π∗ ◦ φHKR ◦ π∗ ◦ (ΦK)∗ ◦ φ−1HKR
=
1
deg π
π∗ ◦ φHKR ◦ (ΦLpi|∗ZK)∗ ◦ φ
−1
HKR
=
1
deg π
π∗ ◦ φHKR ◦ (ΦR(f,h)∗Lpi|∗ZK)∗ ◦ φ
−1
HKR
=
1
deg π
π∗ ◦ ΦHtd(X×Y/Y ) ch(R(f,h)∗Lpi|∗ZK)
=
1
deg π
π∗π∗ ◦ ΦHtd(X) ch(R(f,g)∗K)
= ΦHtd(X×Y/Y) ch(R(f,g)∗K)
= ΦHtd(Z/Y) chK.
The first line is by definition. The second line follows from flat base change. The
third line follows from the projection formula. The main justification is the fourth
line which is a combination of Theorem 2 and Theorem 6 of [Ram10]. The fifth line
is flat base change. The sixth line is [Ful13, Corollary 18.1.2]. The seventh line is
[Edi12, Theorem 3.5]. 
2.5.2. Factorization categories and the derived category. Let X be a smooth variety
and G be an affine algebraic group. Let T denote the total space of a G-equivariant
vector bundle E on X , and let f be a regular equivariant section of E∨ on X .
Let Z := Z(f) be the zero locus of f . Fiberwise dilation gives a C∗-action on T .
Furthermore, T inherits a function w which corresponds to the pairing with f . We
have the following maps:
T |Z T
Z X
i
pi|Z
j
j′
f
(2.2)
Theorem 2.5.2 (Isik, Shipman, Hirano). There is an equivalence of categories
φ+ := Ri∗Lπ|∗Z : D([Z/G])→ D([T/G× C
∗], w).
with inverse
φ−1+ = R(π|Z)∗Li
∗ L⊗ det E∨[− rankE ] : D([T/G× C∗], w)→ D([Z/G]).
Furthermore, if M ⊆ [Z/G] is a closed proper substack, then φ+, φ
−1
+ restrict to an
equivalence
D([Z/G])M ∼= D([T/G× C
∗], w)[M/C∗]
where [M/C∗] is viewed as a substack of [T/G × C∗] by inclusion along the zero
section.
Proof. The equivalence is the main theorem of Isik’s paper [Isi12] where the func-
tor was defined differently. It was proven independently by Shipman [Shi12] who
defined the functor this way. The generalization we are using is due to Hirano, see
[Hir17a, Proposition 4.8]. The fact that the inverse functor is so defined, is because
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this functor is the adjoint, see e.g. [EP15, Theorem 3.8], [Pol16, Corollary 2.5.7],
or [Hir17b, Theorem 4.36].
For the final statement, notice that if A is supported on M then Ri∗Lπ|∗ZA is
supported on [T |M/G×C∗]. On the other hand, every factorization is supported on
the critical locus of w which is contained in the zero section of [T/G×C∗]. Hence,
Ri∗Lπ|∗ZA is supported on [M/C
∗]. Conversely, if B is supported on [M/C∗] then
R(π|Z)∗Li∗B
L
⊗ det E∨[− rankE ] is supported on M .

We will use φ− := Ri∗Lπ|∗Z : D([Z/G]) → D([T/G × C
∗],−w) to denote the
analogous functor but where we now view Ri∗ as mapping to D([T/G× C∗],−w).
Lemma 2.5.3. Let M ⊆ [Z/G] be a closed proper substack. The following diagram
is commutative
D([T/G× C∗], w)[M/C∗] D([T/G× C∗], 0)[M/C∗].
D([Z/G])M D([Z/G])M D([X/G])M .
(− L⊗φ−(P ))
Rpi∗
(− L⊗P⊗detE)[rank E]
φ+
Rf∗
(2.3)
Proof. We have the following functorial sequence of isomorphisms
Rπ∗(φ+(Q)
L
⊗ φ−(P )) = Rπ∗(Ri∗π|∗ZQ
L
⊗ Ri∗π|Z∗P )
= Rπ∗Ri∗(π|∗ZQ
L
⊗ Li∗Ri∗π|∗ZP )
= Rf∗R(π|Z)∗(π|∗ZQ
L
⊗ Li∗Ri∗π|∗ZP )
= Rf∗(Q
L
⊗ R(π|Z)∗Li∗Ri∗π|∗ZP )
= Rf∗(Q
L
⊗ φ−1(φ(P ))
L
⊗ det E)[rank E ]
= Rf∗(Q
L
⊗ P
L
⊗ det E)[rank E ]
where we use Proposition 2.2.10 in lines 2 and 4. 
Definition 2.5.4. Define the equivalence φ˜+/− : D([Z/G])→ D([T/G×C∗R], w) to
be
φ˜+/− := det(E∨)
L
⊗ φ+/−[− rankE ].
Remark 2.5.5. The previous proposition can be restated as
Rπ∗(φ˜+(P )
L
⊗ φ−(Q)) = Rf∗(P
L
⊗Q).
On [T/G], the pull-back vector bundle π∗E is naturally C∗R-equivariant and has
the C∗R-invariant tautological section taut ∈ H
0([T/G], π∗E). We also have the
section π∗f ∈ H0([T/G], π∗(E∨ ⊗O[T/G] O[T/G](η))) where η is the character of C
∗
R
of weight one. The composition
O[T/G]
taut
−−→ π∗E
pi∗(f)∨⊗idO[T/G](η)
−−−−−−−−−−−−−→ O[T/G](η)
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is equal to w, hence we get a Koszul factorization
S1 := {π
∗(f), taut} ∈ D([T/G× C∗R], w). (2.4)
Remark 2.5.6. We note for future reference that φ+(OZ) = S
∨
1 = {taut
∨, π∗(f)}
and consequently,
φ˜+(OZ) = det(E
∨)
L
⊗ S∨1 [− rankE ] = S1.
We introduce a Todd class correction to get the correct identification of Hochschild
homology HH∗([T/G× C∗R], w) with the cohomology of Z.
Definition 2.5.7. Define the isomorphism
ϕtd∗ : H
∗(Z)→ HH∗([T/G× C∗R], w)
by
ϕtd∗ (γ) := (φ˜+)∗ ◦ φ
−1
HKR(td(E) ∪ γ).
2.5.3. Comparing localized Chern characters. Consider a vector bundle A on a quo-
tient Deligne–Mumford stack S. Equip S with a trivial C∗-action and suppose
we have a C∗-action on totA which is equivariant with respect to the projection
p : totA→ S. This yields a fiber square,
totA [totA/C∗]
S [S/C∗].
p
piA
p
piS
(2.5)
Let X be a closed substack of S. Using the equivalence,
D([S/C∗], 0) = D(S)
we can view Rp∗ as a functor
Rp∗ : D([totA/C∗], 0)X → D(S)X .
Proposition 2.5.8. Suppose that S is smooth over Spec(C). There is a commuta-
tive diagram
D([totA/C∗], 0)X D(totA, 0)X A∗(X → totA)Q
D(S)X A
∗(X → S)Q
Rp∗
Lpi∗A
Z2chtotAX
[p]td(A)
chSX
where [p] is the canonical orientation of the flat map p.
Proof. Let Z2K0(totA)X (resp.
Z2K0(S)X) denote the Grothendieck group of the
abelian category of two periodic cochain complexes of coherent sheaves on totA
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(resp. S) which are exact on totA \X (resp. S \X). We can view the result as
coming from the following extended diagram.
D([totA/C∗], 0)X D(totA, 0)X Z2K0(tot(A))X A∗(X → totA)Q
D(S)X D(S, 0)X
Z2K0(S)X A
∗(X → S)Q
Rp∗
Lpi∗A
Rp∗ Rp∗
Z2chtotAX
[p]td(A)
Lpi∗S
Z2 chSX
The left commutative square comes from flat base change from (2.5) and the middle
square is obvious. Now the horizontal arrow along the bottom is just chSX by
[PV01, Proposition 2.2]. The commutativity on the right square is a localized
version of [Chi06, Lemma 5.3.8] which we now prove.
Let
W• := ...
d0−→W1
d1−→W0
d0−→W1
d1−→ ...
be a 2-periodic complex of coherent sheaves on totA supported on X . Consider
the morphism of sheaves on totA× A1
H : (W1 ⊕ im d1)[t]→ im d1[t]
(w, v) 7→ d1(w) − tv
t 7→ t
We have the following diagram
W0[t]
0 kerH (W1 ⊕ im d1)[t] im d1[t] 0
g
f 0
where g = (d0, 0) extended by t. We also have a map
s : kerH → W0[t]
(w, v) 7→ d1(w)
t 7→ t.
This gives a 2-periodic complex of coherent sheaves on totA × A1 supported on
X × A1,
W˜• := ...
f
−→ kerH
s
−→W0[t]
f
−→ kerH
s
−→ ...
By Lemma 2.1 and Lemma 2.3 (iii) of [PV16],
Z2chtotAX (W˜•|0) =
Z2chtotAX (W˜•|1).
Now notice that
W˜•|1 =W•
and
W˜•|0 = ...→W1
s
−→ ker d1 ⊕ im d1 →W1 → ...
Arguing similarly to replace W1, we get
Z2chtotAX (W•) =
Z2chtotAX (W
′
•)
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where
W˜ ′• = ...→ ker d0 ⊕ im d0
s
−→ kerd1 ⊕ im d1 → ker d0 ⊕ im d0 → ...
This complex is the 2-periodic folding of the complex
C• := 0→ im d0 → ker d0 ⊕ im d1 → kerd1 → 0.
Hence, by Proposition 2.2 of [PV16],
Z2chtotAX (W
′
•) = ch
totA
X (C•)
Finally C• is quasi-isomorphic to
0→ H0(W•)
0
−→ H1(W•)→ 0.
Let i : S → totA be the inclusion along the zero section. We claim that, Ri∗Rp∗
is the identity map on K0(totA)X . This is well-known but we outline the proof.
Namely, note that Rp∗Ri∗ = Id, hence Ri∗ is injective and it is enough to prove
it is also surjective. This follows from the fact that any coherent sheaf on totA
set-theoretically supported on X has a filtration whose associated graded pieces are
scheme-theoretically supported on X . The claim follows.
Hence,
chtotAX (C•) = ch
totA
X (H
0(W•))− chtotAX (H
1(W•))
= chtotAX (Ri∗Rp∗H
0(W•))− chtotAX (Ri∗Rp∗H
1(W•))
= (chSX(Rp∗H
0(W•))− chSX(Rp∗H
1(W•))) td(A)−1[p].
The first line is by the claim above. The second line is Corollary 18.1.2 of [Ful13].
This completes the proof. 
3. Admissible resolutions of GLSMs
In this section, we construct a distinguished factorization, that we call a PV
factorization due to its initial use by Polishchuk–Vaintrob in [PV16].
3.1. Setup. We start with a (partial) GLSM data (V,G,C∗R, w), without the choice
of a linearization θ. Recall from §1 that we have the groups
Γ := G · C∗R ⊆ GL(V )
and a character χ entering in the exact sequence
1→ G→ Γ
χ
−→ C∗ → 1.
Note that we may consider V either as an algebraic object, i.e., as a Γ-representation,
or as a geometric object, i.e., as the affine space Spec SymV ∨ with the linear action
of Γ. We will switch between these two viewpoints without further comment when
convenient.
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3.1.1. Some moduli stacks.
Definition 3.1.1. LetMtwg,r be the moduli stack parametrizing families of (balanced)
prestable twisted curves (in the sense of [AV02]) with r gerbe markings, see [Ols07].
By [Ols07, Theorems 1.9, 1.10], Mtwg,r is a smooth Artin stack, locally of finite
type. The fibered product of the universal gerbes over Mtwg,r gives the smooth Artin
stack
Morbg,r := G1 ×Mtwg,r G2 ×Mtwg,r · · · ×Mtwg,r Gr, (3.1)
which parametrizes families of marked twisted curves together with sections of
the gerbe markings. These are precisely the “families of prestable orbi-curves”
appearing in Definition 1.2.1.
Remark 3.1.2. To avoid confusion, in what follows we will use the terms “twisted
curves” to refer to families parametrized by Definition 3.1.1 and “orbi-curves” to
refer to families parametrized by (3.1).
Definition 3.1.3. For any reductive complex algebraic group G, we let M
orb/tw
g,r (BG)
denote the stack parametrizing families of prestable orbi-curves (resp. twisted curves)
C → T , with T a scheme, together with a principal G-bundle on C, such that the
induced morphism C → BG is representable.
Definition 3.1.4. Define the stackM
orb/tw
g,r (BΓ)ωlog
C
parametrizing families of prestable
orbi-curves (resp. twisted curves) together with a principal Γ-bundle P and an iso-
morphism χ∗(P ) ∼= ω˚
log
C
, such that the induced map [P ] : C → BΓ is representable.
These are again smooth Artin stacks, locally of finite type (for proofs, see, e.g.,
[CKM14, Proposition 2.1.1], [CCK15, §2], and [FJR17, Lemma 5.2.2] ).
There are obvious forgetful smooth morphisms
Morb/twg,r (BG)→M
orb/tw
g,r , M
orb/tw
g,r (BΓ)ωlog
C
→Morb/twg,r (BΓ)→M
orb/tw
g,r ,
under which the universal curves C (together with the gerbes with sections) pull
back.
3.1.2. Stacks mapping to Morbg,r (BΓ)ωlog
C
. In this section we will work with an Artin
stack S with a map S →Morbg,r (BΓ)ωlog
C
by which we pull-back the universal struc-
tures on Morbg,r (BΓ)ωlog
C
. To fix notation, we describe these explicitly. First, we have
a flat and proper family
π : C→ S
of r-pointed prestable twisted curves over S, together with sections S → Gi of the
r disjoint gerbe markings Gi ⊆ C. We denote Σi : Gi →֒ C the inclusion map. For
any T -point T → S, with T a scheme, we have a family of r-pointed prestable
orbi-curves over T by pull-back. We require that each section T → GiT induces an
isomorphism of T with the coarse moduli space of Gi. It follows that the composition
πT ◦ ΣiT : GiT → T is the coarse moduli map. In particular, we have a canonical
isomorphism,
R(π ◦ Σi)∗OGi ∼= (π ◦ Σi)∗OGi ∼= OS
(where the first equality uses the fact that G is linearly reductive).
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Denote G :=
∐
i Gi ⊆ C the union of the gerbe markings, with inclusion map
Σ. Each of Gi is an effective Cartier divisor in C, and G = G1 + ...+ Gr as Cartier
divisors. Hence there are exact sequences
0→ OC(−Gi)→ OC → Σi∗OGi → 0,
0→ OC(−G )→ OC → Σ∗OG → 0.
For a quasicoherent sheaf F on C we denote
F|Gi := Σi∗Σ
∗
iF , F|G := Σ∗Σ
∗F .
If F is locally free we have induced short exact sequences,
0→ F(−G )→ F → F|G → 0.
Since Gi = S × Bµmi for some positive integers mi, Σ
∗
iF can be considered as a
vector bundle on S with fiberwise linear action by µmi . Hence, for each i, π∗(F|Gi)
is the µmi-invariant part of the vector bundle.
Recall that for the sheaf of relative log differentials, ωlog
C
:= ωC(G1 + ... + Gr),
there are canonical isomorphisms
Σ∗iω
log
C
∼= OGi , (3.2)
and therefore induced canonical isomorphisms
π∗(ω
log
C
|Gi) ∼= OS , π∗(ω
log
C
|G ) ∼= O
r
S .
Further, we are given a principal Γ-bundle P on C, and a fixed isomorphism of
principal C∗-bundles,
κ : P ×Γ C
∗ → ω˚log
C
,
where Γ acts on C∗ by the character χ. We abuse notation and will use the same
letter for the induced isomorphism of line bundles, κ : Lχ → ω
log
C
.
The data (C → S,G , P,κ) coming from the map S → Morbg,r (BΓ)ωlog
C
couples
with the Γ-representation V and the G-invariant potential w to give additional
structures.
3.1.3. Coupling with V . Let V denote the locally-free sheaf of sections of the geo-
metric vector bundle P ×Γ V . Set, as in Definition 1.2.1,
totV := Spec(SymV∨) = P ×Γ V.
We claim that V comes with “evaluation maps” at the markings to the inertia
stack I[V/G]. To see this, fix an index i ∈ {1, . . . , r} and consider the total space
tot(π∗V|Gi)
pi
−→ S,
with its family of curves with gerbe markings
G˜i
ri //
Σ˜i

Gi
Σi

C˜
qi //
p˜i

C
pi

tot(π∗V|Gi)
pi // S
obtained by pull-back from S.
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Denote
πi := π ◦ Σi : Gi → S, π˜i := π˜ ◦ Σ˜i : G˜i → tot(π∗V|Gi),
the projections from the gerbes to their respective bases, and set
Vi := Σ
∗
i V , V˜i := Σ˜
∗
i q
∗
i V = r
∗
i Vi.
There is a base-change isomorphism
p∗i (πi)∗Vi ∼= (π˜i)∗r
∗
i Vi = (π˜i)∗V˜i. (3.3)
The vector bundle p∗i (πi)∗Vi = p
∗
i (π∗V|Gi) on tot(π∗V|Gi) has the tautological
section
τi ∈ H
0(tot(π∗V|Gi), p
∗
i (πi)∗Vi).
By (3.3) and the identification
H0(G˜i, V˜i) = H
0(tot(π∗V|Gi), (π˜i)∗V˜i),
we may view τi as a global section in H
0(G˜i, V˜i).
Let
P˜i := Σ˜
∗
i q
∗
i P = r
∗
iΣ
∗
iP
be the pulled-back principal Γ-bundle on G˜i, so that V˜i is the sheaf of sections of
the geometric vector bundle P˜i ×Γ V . The pair (P˜i, τi) gives rise to a morphism
[P˜i, τi] : G˜i → [V/Γ].
It is representable, since [P˜i] : G˜i → BΓ is so. Further, being the pull-back of Gi,
the gerbe G˜i comes with a section. It follows that the diagram
G˜i
[P˜i,τi] //
pii

[V/Γ]
tot(π∗V|Gi)
determines a morphism
tot(π∗V|Gi)→ I[V/Γ], (3.4)
see [AGV08, §3.2]. Here IX denotes the inertia stack X ×X×X X of an algebraic
stack X. We allow that IX is not quasi-compact.
We claim that the map (3.4) factors through the natural map I[V/G]→ I[V/Γ].
Indeed, since P˜i ×Γ C∗ is canonically isomorphic to P˜i/G, using the trivialization
of Σ˜∗iω
log
C˜
coming from (3.2), we obtain a principal G-bundle P˜ ′i on G˜i such that
P˜ ′i ×G Γ ∼= P˜i as Γ-bundles. It follows that there is an isomorphism of geometric
vector bundles P˜ ′i×G V ∼= P˜i×Γ V , and therefore P˜ ′i×G V comes with the section
τi. In other words, we have constructed a diagram
G˜i
[P˜ ′i,τi] //
pii

[V/G]
tot(π∗V|Gi)
which determines the required morphism
eviV : tot(π∗V|Gi)→ I[V/G], (3.5)
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factoring (3.4).
3.1.4. Coupling with w. Equip A1 with the standard dilation action of C∗ and view
the potential as a function
w : V → A1
which is Γ-equivariant with respect to the map χ : Γ→ C∗. This amounts to giving
a Γ-invariant element in w ∈ Cχ ⊗ SymV ∨. Pairing with this w gives a morphism
of Γ-representations w : SymV → Cχ. Then, viewing it as a morphism of vector
bundles on the classifying stack BΓ and pulling back via the map [P ] : C → BΓ
gives a homomorphism [P ]∗w : SymV → Lχ of locally free sheaves on C.
Define
κw : SymV → ω
log
C
(3.6)
as the composition
SymV
[P ]∗w¯
−−−−→ Lχ
κ
−→ ωlog
C
.
Remark 3.1.5. In the discussion of the evaluation maps and of κw we have es-
sentially ignored the C∗R-action, i.e., the lower grading of V . This was done for the
purpose of streamlining the exposition in subsections §3.2-§3.5 below. However,
this action is crucial for the theory developed in the paper and we will take it into
account fully in §3.7
3.2. Admissible resolutions. Admissible resolutions are special resolutions of
Rπ∗V on S satisfying three conditions, see Definition 3.2.1. We prove that the
first condition is valid over any base Artin stack S → Mg,r(BΓ)ωlog
C
for which the
map π : C → S is projective, see §3.4. However, to obtain the second and third
conditions, we need to work over a Deligne–Mumford stack S whose coarse moduli
space is projective over an affine, as we show in §3.5. In §3.3, we explain how to
construct a fundamental factorization from an admissible resolution.
3.2.1. Morphisms in the derived category. We construct two morphisms in the
bounded derived category D(S) of coherent sheaves on S.
(a) The first morphism exists when there is at least one marking and is easy to
define. Namely, for each i = 1, . . . , r, the restriction map resi : V → V|Gi
induces a morphism
Rπ∗V
Rpi∗ resi−−−−−→Rπ∗(V|Gi)
= π∗(V|Gi). (3.7)
Hence we also have a morphism Rπ∗ res =
∑r
i=1 Rπ∗ resi in D(S)
Rπ∗V
Rpi∗ res−−−−→ π∗(V|G ) ∼= ⊕ri=1π∗(V|Gi). (3.8)
(b) The other morphism is more involved. Let
natural: SymRπ∗V → Rπ∗ SymV (3.9)
be the map coming from the counit of the adjunction Lπ∗ ⊣ Rπ∗. That is,
natural is induced from the composition,
Lπ∗ SymRπ∗V → SymLπ∗Rπ∗V → SymV .
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Composing with the derived push-forward of the map κw, see (3.6), gives
a morphism in the derived category
SymRπ∗V
natural
−−−−→ Rπ∗ SymV
Rpi∗κw−−−−→ Rπ∗ω
log
C
.
(3.10)
We may combine (3.10) with the restriction map to Rπ∗ω
log
C
|G (in the
case of no markings this becomes the zero map). Since ωlog
C
trivializes on
G , we have Rπ∗ω
log
C
|G ∼= O
r
S . This gives a map
SymRπ∗V → OrS . (3.11)
The map above leads to the following morphism of exact triangles
E SymRπ∗V OrS E[1]
Rπ∗ωC Rπ∗ω
log
C
OrS Rπ∗ωC[1]
(3.12)
where
E := Cone(SymRπ∗V → OrS)[−1],
is the shifted cone. The dashed arrow is not uniquely determined in this
fashion. Therefore, we need to provide a mechanism to determine it.
Let
Ed := Cone(Sym
d Rπ∗V → OrS)[−1],
and
Symd C := [
d−times︷ ︸︸ ︷
C×S ...×S C /Sd]
where Sd is the symmetric group on d letters acting in the obvious way. We
have a Sd-equivariant diagonal map
∆d : [C/Sd]→ Sym
d C
which induces a map
σd : [G /Sd]→ Sym
d C.
This induces a morphism of exact sequences on Symd C
0 ker V⊠d (σd)∗ω
log
C
|G 0
0 (σd)∗ωC (σd)∗ω
log
C
(σd)∗ω
log
C
|G 0
fd
(3.13)
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Pushing forward and composing with the Grothendieck trace map we obtain
our desired second map
Ed
Rpi∗fd−−−−→ Rπ∗ωC
H1
−−→ R1π∗ωC[−1]
trace
−−−→ OS [−1] (3.14)
In the presence of markings, the morphism (3.8) and (3.11) satisfy a certain
compatibility. Namely, apply the functor Sym to (3.8) and then compose with the
inclusion
Symπ∗(V|Gi)
natural
−−−−→ π∗(SymV|Gi)
to get
SymRπ∗V
⊕ri=1 natural ◦ SymRpi∗ resi−−−−−−−−−−−−−−−−−→ ⊕ri=1π∗(SymV|Gi). (3.15)
Consider the commutative diagram of quasicoherent sheaves on C
SymV
[P ]∗w¯
−−−−→ Lχ
κ
−−−−→ ωlog
C
restrict
y restricty restricty
Σ∗Σ∗ SymV
Σ∗Σ
∗[P ]∗w¯
−−−−−−−→ Σ∗Σ∗Lχ
Σ∗Σ
∗κ
−−−−−→ Σ∗Σ∗ω
log
C
Applying Rπ∗ gives a commuting diagram in D(S)
Rπ∗ SymV
pi∗κw−−−−→ Rπ∗ω
log
Cy y
⊕ri=1π∗((SymV)|Gi)
⊕
i pi∗Σi∗Σi
∗κw
−−−−−−−−−−−→ OrS
where we have now omitted the middle column.
The natural map (3.9) followed by the clockwise composition from the top left
to the bottom right gives the morphism (3.11). On the other hand, the nat-
ural map (3.9) followed by composition in the counterclockwise direction gives∑r
i=1 π∗Σi∗Σi
∗κw ◦ SymRπ∗ resi. This gives our advertised compatibility: as mor-
phisms in the derived category,
(3.11) =
r∑
i=1
π∗Σi∗Σi
∗κw ◦ natural ◦ SymRπ∗ resi . (3.16)
3.2.2. Cochain-level realization. We will need cochain-level realizations of the two
compatible derived-level morphisms (3.8) and (3.14). From now on we assume that
the morphism π : C → S is projective and fix a relatively ample line bundle O(1).
For example, if we have a linearization θ of the G-action on V with a lift ν ∈ Γ̂,
we would assume that the ampleness part of the stability condition (1.3.1) holds,
namely that O(1) := ωlog
C
⊗ L⊗Mν is π-ample (for some positive M).
Choose a two-term finitely generated resolution by vector bundles,
Rπ∗V ∼= [A
d
−→ B] on S,
which exists by the projectivity of π.
Definition 3.2.1. The resolution [A
d
−→ B] is called admissible if it satisfies Con-
ditions 1, 2, and 3 below.
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Condition 1. The resolution [A→ B] satisfies the following:
(a) The map (3.7) is realized at the cochain level i.e. as a map
A
eviA−−→ π∗(V|Gi) (3.17)
(b) The map A
⊕ri=1 eviA−−−−−−→ π∗(V|G ) is surjective
Condition 2. There are homomorphisms Z : SymA→ OrS and α
∨ : SymA⊗B →
OS making a commutative diagram
SymA −−−−→ SymA⊗B
Z
y α∨y
OrS
sum
−−−−→ OS
(3.18)
such that the restriction
SymdA
(δ,Z)
−−−−→ Symd−1A⊗B ⊕OrS −−−−→ Sym
d−2A⊗
∧2
B −−−−→ ...y y(α∨|Symd−1 A⊗B ,sum)
0 −−−−→ OS
(3.19)
is a cochain level realization of the map (3.14).
Condition 3. The compatibility (3.16) is realized at the cochain level, i.e. the
following holds:
Z =
r∑
i=1
π∗Σi∗Σ
∗
iκw ◦ natural ◦ Symev
i
A,
where eviA is the map in (3.17).
Remark 3.2.2. In what follows, when we refer to an admissible resolution [A
d
−→
B], we mean the resolution, together with choices of maps eviA, Z, α
∨ satisfying the
conditions above.
3.3. Definition of the Polishchuk–Vaintrob factorization. For an admissible
resolution as above, let tot(A) := Spec(SymA∨), with projection p : tot(A)→ S.
3.3.1. Evaluation maps. Recall the morphism (3.5)
eviV : tot(π∗V|Gi)→ I[V/G].
Definition 3.3.1. The evaluation map evi : tot(A)→ I[V/G] is the composition
tot(A)
eviA−−→ tot(π∗V|Gi)
eviV−−→ I[V/G].
3.3.2. Maps α and β. Let
β = p∗d ◦ τA : Otot(A) → p∗A→ p∗B (3.20)
be the section induced by the differential A
d
−→ B, where τA is the tautological
section of p∗A obtained by the Casimir element in A∨⊗A ⊆ SymA∨⊗A. Abusing
notation, we also denote the associated cosection as
α∨ : p∗B → Otot(A) .
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We abuse notation further and denote also by w : I[V/G]→ A1 the composition
I[V/G]→ [V/G]
w
−→ A1.
Proposition 3.3.2. Given any admissible resolution [A → B] of Rπ∗V we have
the following equality:
α∨ ◦ β =
∑
i
w ◦ evi (3.21)
Proof. By commutativity of (3.18),∑
i
α∨(a1 · ... · aˆi · ... · at ⊗ d(ai)) = sum ◦Z(a1 · ... · at). (3.22)
Setting ai = a for all i we get
α∨(ta⊗t−1 ⊗ d(a)) = sum ◦Z(a⊗t).
This is precisely
α∨ ◦ β(1)
where we view the tautological section of SymtA as the map
a 7→
a⊗t
t!
On the other hand by Condition 3, the right-hand-side of (3.22) is∑
i
〈(Sym eviA)
∨ ◦ natural∨ ◦(π∗Σi∗Σ∗iκw)
∨(1), a1 · ... · at〉,
where (Sym eviA)
∨ ◦natural∨ ◦(π∗Σi∗Σ∗iκw)
∨ is the composition of OS-module ho-
momorphisms
OS → π∗Sym((V|Gi)
∨)→ Sym((π∗V|Gi)
∨)→ Sym(A∨),
which coincides with the homomorphism OS → Sym(A∨) associated to the map
w ◦ evi.

Remark 3.3.3. In [PV16, Section 4.1], they rescale the map α∨. This is, roughly,
due to the fact that they view the tautological section of SymtA as the map a 7→ a⊗t
without the factor of t!. More precisely, they assemble α∨ from pieces obtained
from each monomial in w using tautological sections of the corresponding monomial
component of SymA using the R-charge decomposition A = A1⊕ ...⊕An (see §3.7).
Our rescaling of the tautological section is consistent with viewing the exponential
function on the tautological section for A as a tautological section of SymA which
is what we do in §3.6.3.
Definition 3.3.4. Let [A → B] be an admissible resolution of Rπ∗V on S. The
Polishchuk–Vaintrob (PV) factorization associated to (C → S, P, V,Γ, χ,κ, w) is the
Koszul factorization {−α, β} on totA.
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3.4. On Condition 1. We show that resolutions satisfying Condition 1 can be
constructed over an arbitrary base S.
Lemma 3.4.1. There is a π-acyclic resolution [A → B] of V on C, with A,B locally
free of finite rank, and with a homomorphism A → V|G satisfying:
(a) The diagram
V //

A

V|G =
// V|G
is commutative.
(b) The kernel of A → V|G is locally free and π-acyclic.
Proof. Using the π-ample line bundle O(1), we may choose a finitely generated
locally free resolution of V
0→ V → A′ → B′ → 0. (3.23)
such that A′(−G ) is π-acyclic. Composing the restriction A′ → A′|G with the first
projection, we get a map f : A′ ⊕ V|G → A′|G . Similarly, we have another map
g : A′ ⊕ V|G → A′|G , obtained by composing the inclusion V|G → A′|G with the
second projection. Define A as the equalizer
A // A′ ⊕ V|G
f //
g
// A′|G .
Note that the kernel of the projection A → V|G is canonically isomorphic to
A′(−G ). Since A′(−G ) is π-acyclic, so is A.
Now we have a natural monomorphism V → A and we define B as its cokernel.
Since the exact sequence (3.23) is locally split, one can easily check that A, B are
finitely generated locally free. 
Corollary 3.4.2. For A,B as in Lemma (3.4.1), we obtain a two term vector
bundle resolution
Rπ∗V ∼= [π∗A → π∗B]
with a surjective homomorphism π∗A → ⊕iπ∗(V|Gi).
The following lemma will be used several times in later sections.
Lemma 3.4.3. Suppose [A′ → B′] is a resolution of Rπ∗V satisfying Condition 1
(respectively 2, 3) and
A B
A′ B′
eA eB
is a quasi-isomorphism. Assume that eB is surjective. Then [A→ B] is a resolution
of Rπ∗V satisfying Condition 1 (respectively 2, 3).
Proof. For Condition 1, define eviA as the following composition
eviA : A
eA−−→ A′
evi
A′−−−→ OU
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which clearly satisfies Condition 1 if eviA′ does. For Conditions 2, 3, define Z and
α∨ as the following compositions
Z : Sym A¯
Sym(eA)
−−−−−→ Sym A˜
Z′
−→ OU .
α∨ : Sym A¯⊗ B¯
Sym(eA)⊗eB
−−−−−−−−→ SymA′ ⊗B′
(α′)∨
−−−→ OU .
where (α′)∨ and Z ′ are the corresponding maps for the resolution [A′ → B′].
Condition 2 for Z, α∨ is immediate from Condition 2 for Z ′, (α′)∨. Condition 3 for
Z follows from Condition 3 for Z ′ using functoriality of Sym. 
3.5. On Conditions 2 and 3. In this subsection, our goal is to investigate when
admissible resolutions exist on a stack S → Morbg,r (BΓ)ωlog
C
. We explain how an
argument of Polishchuk and Vaintrob [PV16] can be adapted to provide an explicit
construction. This argument requires a certain cohomology vanishing statement
and unfortunately we are able to ensure it holds only after imposing some restric-
tions on S. Therefore, in this subsection we will make the following:
Assumption (⋆) : S is a Deligne–Mumford stack of finite type over Spec(C),
which is a global quotient stack by a linear algebraic group action, and whose coarse
moduli space is projective over an affine noetherian scheme.
Remark 3.5.1. Some of the requirements in Assumption (⋆) are relatively harmless
for the applications we envision to GLSM theory. Typically S will be an appropriate
moduli stack of LG quasimaps and the finite type and Deligne–Mumford condition
will be automatic once a stability condition is imposed. Also, these moduli stacks
are all expected to be global quotients and there are well-known techniques to prove
this is indeed the case in many situations. However, projectivity over an affine of
the coarse moduli is not automatic.
Proposition 3.5.2. Let U be a stack equipped with a morphism U
u
−→Morbg,r (BΓ)ωlog
C
.
If u factors through a morphism S → Morbg,r (BΓ)ωlog
C
, with S a stack satisfying As-
sumption (⋆) (for example, if U is an open substack of S), then there exists an
admissible resolution [A→ B] of R(πU )∗V on U .
Proof. First notice that if [A→ B] is an admissible resolution on S, then its pull-
back is an admissible resolution on U . Hence we may assume U = S.
Two technical lemmas are required for the proof of Proposition 3.5.2. The first
lemma is a slightly more general version of [PV16, Lemma 4.2.4], which is in fact
what their argument establishes. The second lemma is a corollary of [PV16, Lemma
4.2.5], as we explain.
Lemma 3.5.3. Let S be a stack satisfying Assumption (⋆). Let O(1) denote the
pull-back to S of a relatively ample line bundle on the coarse moduli S. Then, there
exists a vector bundle E on S such that for any coherent sheaf F on S the natural
map
H0(S, E∨ ⊗F(n))⊗ E(−n)→ F
is surjective for n >> 0 and
Hi(S,F(n)) = 0
for i > 0, n >> 0.
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Lemma 3.5.4. Let S be a stack satisfying Assumption (⋆). Let E be a vector
bundle on S satisfying the conclusion of Lemma 3.5.3.
Let [C0 → C1] be a 2-term complex of vector bundles on S. Given the above
setup, a positive integer d ∈ N, and any vector bundle D on S, there exists m0 > 0
such that for any m1 ≥ m0 and any surjection
C¯1 := E
∨(−m1)⊕N
σ
−→ C1 → 0
one has
Hi(S, (Symq1 C¯0)
∨ ⊗
∧q2
C¯∨1 ⊗D) = 0 (3.24)
for d ≥ q1 + q2, q2 ≥ 1, where the bundle C¯0 is the fiber product of C0 and C¯1 over
C1, which completes the following vertical quasi-isomorphism,
0 C¯0 C¯1 0
0 C0 C1 0.
Proof. Given [C0 → C1] and D as above, the statement of the lemma is the same
as the statement of the lemma for the complex [C0⊕D → C1] where, instead of the
original D, we now have D = O. Hence, we may assume D = OS . The vanishing
(3.24) now follows from Equation (4.26) of [PV16, Lemma 4.2.5], in view of the
fact that, since we work in characteristic zero, for any vector bundle W , both the
symmetric power SymqW and the exterior power
∧qW are direct summands in
W⊗q. 
We now return to the proof of Proposition 3.5.2. Start with a resolution π∗A →
π∗B satisfying Condition 1, whose existence is guaranteed by Corollary 3.4.2. We
modify it so that it also satisfies Condition 2. Specifically, by Lemma 3.5.4, we may
choose a component-wise surjective quasi-isomorphism
A B
π∗A π∗B
eA eB
such that
Extq(SymiA⊗
∧j
B,OS) = 0 (3.25)
for i + j ≤ d0, j ≥ 1 and q ≥ 1. Here d0 is the polynomial degree of w so that
w ∈ Sym•≤d0V ∨. Now, we may define
Z :=
r∑
i=1
π∗Σi∗Σ
∗
iκw ◦ natural ◦ Symev
i
A
Then, we may take Ed to be the complex
Ed := 0 Sym
dA Symd−1A⊗B ⊕OrS Sym
d−2A⊗
∧2
B . . .
(δ,Z) (δ,0) δ
There is a spectral sequence
Ep,q1 =
⊕
p
Extq(Epd ,OS)⇒ HomD(S)(E
p
d ,OS [p+ q]).
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where Epd denotes the degree p component of Ed. It follows from (3.25) that for
p + q = −1 and every 0 ≤ d ≤ d0, the morphism (3.14) can be realized at the
cochain level (see e.g. the proof of Lemma 5.7 on page 89 of [GKZ08]). That is, for
d ≤ d0 there exists α∨d realizing (3.14) as follows
SymdA Symd−1A⊗B ⊕OrS Sym
d−2A⊗
∧2
B . . .
0 OS 0 . . .
(δ,Z) (δ,0)
(α∨d ,sum)
δ
Then we can define
α∨ :=
d0∑
d=0
α∨d .
Conditions 2 and 3 are manifestly satisfied by this construction.

Proposition 3.5.2 applies in particular to the case of the hybrid models of §1.4.
However, for the analysis of the geometric phase in §6.1, we will need a refinement
in which the admissible resolution satisfies an additional property. This is spelled
out explicitly in the following statement.
Proposition 3.5.5. Assume we have a hybrid model, so that V = V1 ⊕ V2. As-
sume further that the potential is linear on V2, i.e., that w ∈ V ∨2 ⊗ Sym
≥1(V ∨1 ).
Suppose U
u
−→Morbg,r (BΓ)ωlog
C
factors through a stack S over Morbg,r (BΓ)ωlog
C
satisfying
Assumption (⋆). Then we may choose an admissible resolution [A → B] of Rπ∗V
on U with A = A1 ⊕ A′2 ⊕ π∗(V2|G ), and such that ev
i
A followed by the projection
onto π∗(V2|G ) agrees with the projection of A onto this summand.
Proof. We use the direct sum decomposition V = V1⊕V2 to resolve the summands
individually.
First we find a resolution [π∗A1 → π∗B1] of Rπ∗V1 as in Corollary 3.4.2.
Next, choose any π-acyclic locally free resolution of V2 on C,
0→ V2 → A
′
2 → B
′
2 → 0.
and define B2 to be the cokernel of the map V2 → A′2 ⊕ V2|G . The snake lemma
gives the diagram
0 0 0
0 V2(−G ) A′2 B2 0
0 V2 A′2 ⊕ V2|G B2 0
0 V2|G V2|G 0
0 0
(3.26)
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Pushing forward via π, we get a resolution Rπ∗V2 ∼= [(π∗A′2 ⊕ π∗V2|G ) → π∗B2].
Set
A2 := π∗A′2 ⊕ π∗V2|G , B2 := π∗B2.
Then
[π∗A1 ⊕ A2 → π∗B1 ⊕B2] ∼= Rπ∗V
manifestly satisfies Condition 1.
The morphism Sym[π∗A1⊕A2 → π∗B1⊕B2]→ [OrS → OS ] factors through the
projection
Sym[π∗A1 ⊕A2 → π∗B1 ⊕B2]→ [A2 → B2]⊗ Sym[π∗A1 → π∗B1].
Now we use Lemma 3.5.4 to modify only the first summands, by choosing a quasi-
isomorphism
A1 B1
π∗A1 π∗B1
eA eB
such that Extq(SymiA1⊗
∧j B1⊗A2,OS) = 0, Extq(SymiA1⊗∧j B1⊗B2,OS) = 0
for i+j ≤ d0−1, j ≥ 1, and q ≥ 1. The resolution [A1⊕A2 → B1⊕B2] is admissible
and satisfies the required property, with A′ := A1 ⊕ π∗A′2. 
3.6. Support of the PV factorization.
3.6.1. Base change and totπ∗(V). Denote by
tot(π∗V) := Spec SymR1π∗(V∨ ⊗ ωC),
so that, for any g : T → S, HomS(T, tot(π∗V)) = Γ(CT ,VT ) by the canonical Serre
duality identification R1π∗(V∨ ⊗ ωC)∨ ∼= π∗V . Here VT := h∗V , from the pullback
diagram
CT C
T S.
h
piT pi
g
(3.27)
Note that since π is flat of relative dimension one, Tor-independent base change
gives an isomorphism R1(πT )∗h∗E ∼= g∗R1π∗E for any vector bundle on C. Hence
tot((πT )∗h∗V) ∼= tot(π∗V)×S T .
3.6.2. The map dwT . Considering w as a Γ-invariant element of SymV
∨ ⊗ Cχ, we
obtain its differential dw ∈ SymV ∨ ⊗ V ∨ ⊗ Cχ which is Γ-invariant. Recall that
there is a natural pairing
SymV × SymV ∨ → k
(v1 ⊗ ...⊗ vn, φ1 ⊗ ...⊗ φn) 7→
∑
σ∈Sn
n∏
i=1
φi(vσ(i)).
This leads to a natural isomorphism in characteristic 0 which we describe on a basis
(SymV )∨ → (SymV )∨
e1 ⊗ ...⊗ en 7→ n!e
∗
1 ⊗ ...⊗ e
∗
n (3.28)
Under this convention, pairing with dw gives a map of Γ-representations
dw : SymV → V ∨ ⊗ Cχ.
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For any T
g
−→ S, with T a scheme, it induces a homomorphism OS-modules
dwT : π∗(SymVT )→ π∗(V∨T ⊗ ω
log
C
),
via pull-back by [g∗P ] : CT → BΓ, followed by push-forward by π = πT . The
composition
Symπ∗(VT )
natural
−−−−→ π∗(SymVT )
dwT−−−→ π∗(V∨T ⊗ ω
log
C
) ∼= (R1π∗VT (−G ))∨
(where the last isomorphism comes from Serre duality) induces the homomorphism
dwT : Symπ∗(VT )⊗ R1π∗(VT (−G ))→ OT . (3.29)
This can be alternatively described as the map
Symπ∗(VT )⊗ R1π∗(VT (−G ))→ R1π∗(ωC) ∼= OT .
induced by dw as in Section 3.2 of [CL11].
3.6.3. The degeneracy locus Z(dwtot(pi∗V)(exp τpi∗V)). Consider the map (3.29) as-
sociated to the projection p′ : tot(π∗V)→ S. Consider also the tautological global
section τpi∗V of π∗(Vtot(pi∗V)). Together, they determine a cosection of the sheaf
R1π∗Vtot(pi∗V)(−G ),
dwtot(pi∗V)(exp τpi∗V) : R
1π∗Vtot(pi∗V)(−G )→ Otot(pi∗V). (3.30)
A priori, the exponential in the formula is an element of the completed symmetric
algebra, exp τpi∗V ∈ ŜymH
0(tot(π∗V), π∗(Vtot(pi∗V))), but we view it as an element
of Sym(π∗(Vtot(pi∗V)) by first considering its truncation modulo (τpi∗V)
m+1 and then
taking the image under the natural map
Sym≤mH0(tot(π∗V), π∗(Vtot(pi∗V)))⊗Otot(pi∗V) −→ Sym
≤m(π∗(Vtot(pi∗V))).
In this way, we view exp τpi∗V the tautological section of a truncation of Sym(π∗(Vtot(pi∗V)),
which is consistent with earlier conventions (see Remark 3.3.3).
We denote by
Z(dwtot(pi∗V)(exp τpi∗V)) := Spec(cokerdwtot(pi∗V)(exp τpi∗V)) ⊆ tot(π∗V)
the degeneracy locus of the cosection (3.30).
Proposition 3.6.1. Assume that there is an admissible resolution [A → B] of
Rπ∗V on S. Then Z(dwtot(pi∗V)(exp τpi∗V)) is canonically identified with a closed
substack of totA and the PV factorization {−α, β} is supported on Z(dwtot(pi∗V)(exp τpi∗V)).
The rest of this subsection will be occupied by the proof of the above Proposi-
tion. Since by Proposition 2.3.3 a Koszul factorization is always supported on the
common zero locus Z(α, β), we begin with describing Z(β) and Z(α) for the PV
factorization.
3.6.4. The substack Z(β). Let [A
d
−→ B] be a two-term vector bundle complex with
an isomorphism ϕ between [A → B] and Rπ∗V in D(S). Let p : totA → S be the
projection and let β : OtotA → p∗B be the section induced by d, as in (3.20). Denote
by Z(β) ⊆ totA its zero locus. The following lemma establishes in particular the
first assertion of Proposition 3.6.1.
Lemma 3.6.2. There is an isomorphism Z(β) ∼= totπ∗V, induced by ϕ.
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Proof. First we note that Z(β) is the closed substack of totA parameterizing objects
f : T → totA for which f∗β : OT → g∗B is the zero map, where g = p ◦ f : T → S.
On the other hand, if we start with g : T → S, to give a lift f : T → totA
amounts to giving a global section σf ∈ H0(T, g∗A), with σf = f∗τA.
We have f∗β = (g∗d) ◦ σf , so it vanishes identically if and only if σf factors
through the kernel of g∗A
g∗d
−−→ g∗B. The composition
OT
σf
−→ ker(g∗d)
h0(ϕ)∼
−→ (πT )∗(VT )
gives the required object of totπ∗V . 
3.6.5. The substack Z(α). We keep the set-up from §3.6.4, and assume further
that the resolution [A
d
−→ B]
ϕ
∼= Rπ∗V is admissible, so that we have the cosection
α∨ : p∗B → OtotA.
Its degeneracy locus Z(α) (which is the same as the zero locus of the dual
section of p∗B∨) parametrizes the closed substack of totA whose objects are maps
f : T → totA, T a scheme, for which f∗α∨ = 0. Note that f∗α∨ is the OT -module
homomorphism BT → OT given by
f∗(α∨)(b) = α∨T ((expσf )⊗ b)
for every local section b of the vector bundle BT := g
∗B on T . Here α∨T := g
∗(α∨),
and we interpret expσf as the local restriction of a suitable truncation (depending
only on w) of an element in ŜymH0(T,AT ), as explained in §3.6.3.
As [A
d
−→ B] is admissible, it satisfies Condition 1 of Definition 3.2.1. Define the
vector bundle A′ on S as the kernel in the exact sequence
0→ A′ → A→ π∗(V|G )→ 0.
The quasi-isomorphism ϕ induces a quasi-isomorphism
[A′ d
′
−→ B]
ϕ′
∼= Rπ∗V(−G ),
where d′ = d|A′ . Hence there is a surjective “connecting homomorphism”
∂ : B ։ cokerd′
h1(ϕ′)∼
−→ R1π∗V(−G ).
Moreover, for any T
g
−→ S, we have a corresponding ∂ : BT ։ R1π∗VT (−G ) by the
base-change property of R1π∗V(−G ).
Lemma 3.6.3. Given T
g
−→ S, the composition
Sym(π∗VT )⊗BT
id⊗∂
−−−→ Sym(π∗VT )⊗ R1π∗VT (−G )
dwT−−−→ OT
coincides with the restriction of α∨T to Sym(π∗VT )⊗BT .
Granting the lemma, we can easily finish the proof of Proposition 3.6.1. Indeed,
when f factors as
T → totπ∗V = Z(β) ⊆ totA,
we have σf = f
∗(τpi∗V). By Lemma 3.6.3,
α∨T ((expσf )⊗ b) = 0⇐⇒ dwT ((expσf )⊗ ∂b) = 0
for every local section b of the vector bundle BT on T . By the surjectivity of ∂, we
conclude that Z(α) ∩ Z(β) = Z(dwtot(pi∗V)(exp τpi∗V)), as required.
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3.6.6. Proof of Lemma 3.6.3. Let T be a scheme over S. Since we will work ex-
clusively over T , we drop the subscript T from the curve CT , the bundles VT , BT ,
etc.
Consider the morphism (3.11) and recall that E is the shifted cone in D(T )
E := Cone(SymRπ∗V → OrT )[−1]
and that (3.14) provides a morphism E → OT [−1] in D(T ). Denote by H1(E →
OT ) the induced morphism H1(E)→ OT on cohomology sheaves.
Given the resolution [A→ B] of Lemma 3.6.3, there is a natural map
ψ : Sym(π∗V)⊗B → H1(E) (3.31)
defined as follows. Represent E as the complex
[SymA
dE1−−→ (SymA⊗B)⊕OrS
dE2−−→ . . . ]
and note that the inclusion
Sym(π∗V)⊗B ⊆ SymA⊗B ⊆ (SymA⊗B)⊕OrS
factors through ker dE2 . Composing with the quotient map kerd
E
2 → H
1(E) gives
the sheaf homomorphism ψ, independent of the choice of representative for E.
One easily checks that the composition H1(E → OT ) ◦ ψ is precisely the re-
striction of α∨ to Sym(π∗V) ⊗ B. We are therefore reduced to proving that the
diagram
Sym(π∗V)⊗B H1(E)
Sym(π∗V)⊗ R1π∗V(−G ) OT
Id⊗∂
ψ
H1(E→OT )
dwT
(3.32)
is commutative.
We prove this, by first arguing that this only needs to be done for a particular
resolution. We do so below and provide the setup for a particular resolution which
we show in Lemma 3.6.4 satisfies (3.32). In so doing, we complete the proof of
Proposition 3.6.1.
Indeed, the maps ∂ and ψ, can be defined in the same way for any resolution
which satisfies Condition 1 (but which is not necessarily admissible). We claim
that if there exists one particular resolution [A0 → B0] of R1π∗V which satisfies
Condition 1 and for which the diagram (3.32) commutes, then the correspond-
ing diagram commutes for any other resolution [A → B] satisfying Condition 1.
Indeed, by Lemma 3.6.5 (proven below) there exists a resolution [A˜ → B˜], to-
gether with a surjective quasi-isomorphism [A˜ → B˜] → [A → B], and a surjective
quasi-isomorphism [A˜ → B˜] → [A0 → B0]. This induces the following commuting
diagram
B˜
B0 R
1π∗V(−G ) B
∂
∂
∂
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From these, the claim follows immediately. It remains to construct one resolution
for which (3.32) commutes.
Let 0 → V → [A → B] → 0 be a resolution of V by vector bundles such that
R1π∗A = R1π∗B = 0. Assume further that the map V → V|G extends to a map
A → V|G , with π-acyclic kernel. By Lemma 3.4.1 such a resolution always exists,
and [π∗A → π∗B] is a resolution of Rπ∗V which satisfies Condition 1.
Let A′ be the kernel of the map A → V|G . Then, the snake lemma gives the
following diagram:
0 0 0
0 V(−G ) A′ B 0
0 V A B 0
0 V|G V|G 0
0 0
(3.33)
Hence the short exact sequence
0→ V(−G )→ A′ → B → 0
induces the connecting homomorphism,
∂ : π∗B → R1π∗V(−G ).
Note that ∂ is surjective by the vanishing R1π∗A′ = 0.
Lemma 3.6.4. In the situation above, the following diagram is commutative:
Sym(π∗V)⊗ π∗B H1(E)
Sym(π∗V)⊗ R1π∗V(−G ) OT
Id⊗∂
ψ
H1(E→OT )
dwT
(3.34)
Proof. First, notice that by Euler’s Homogeneous Function Theorem1, the following
diagram commutes,
SymV ⊗ V Cχ
SymV
dw
m
w (3.35)
where
m((a1 ⊗ ...⊗ at)⊗ v) := a1 ⊗ ...⊗ at ⊗ v.
1For a homogeneous function f of degree t+1, (t+1)f =
∑
xi∂if . To apply this here, we use
the fact that w has no constant term (see Definition 1.4.3). In addition, we use the convention
described in Equation (3.28) which ensures the proper scaling for the above commutativity.
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Recall that, working over T , we define Symd C := [
d−times︷ ︸︸ ︷
C×T ...×T C /Sd]. Define a
map
md : Sym
d C×T C→ Sym
d+1 C.
In what follows, consider V⊠d+1 on Symd C ×T C with the Sd-equivariant struc-
ture given by permuting the first d-terms and as a sheaf on Symd+1 C as a Sd+1-
equivariant sheaf by permuting all terms. Similarly, V⊗d may be consider as a sheaf
on C/Sd where the Sd-equivariant structure comes from permuting all terms. From
this we get a commutative diagram of sheaves on Symd+1 C:
(md)∗V⊠d ⊠ V(−G ) (md)∗((∆d)∗V⊗d ⊠ V(−G ))
(md)∗V⊠d+1 (md)∗((∆d)∗V⊗d ⊠ V)
V⊠d+1 (∆d+1)∗V⊗d+1
(∆d+1)∗ω
log
C
(σd+1)∗ω
log
C
Notice that the maps from the top two terms in the diagram to the last term
are zero. Hence, we may replace the rest of the diagram by kernels of the resulting
5 maps to (σd+1)∗ω
log
C
to get a diagram
(md)∗V⊠d ⊠ V(−G ) (md)∗((∆d)∗V⊗d ⊠ V(−G ))
ker1 ker2
ker3 ker4
(∆d+1)∗ωC
fd
Notice that after applying (πd)∗ the right hand side of the diagram corresponds
to a sequence of functors applied to w ◦m = dw from (3.35). Hence the map from
top to bottom pushes forward to the dth component of dw.
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Applying R(πd)∗, therefore leads to the following commutative diagram:
Symπ∗V ⊗B[−1]
Symπ∗V ⊗ Rπ∗V(−G ) π∗ SymV ⊗ Rπ∗V(−G )
C(SymRπ∗V ⊗ Rπ∗V) C(Rπ∗(SymV ⊗ V))
C(SymRπ∗V) C(Rπ∗(SymV))
Rπ∗ωC
OT [−1]
∑d0
d=0 R(pid)∗fd
(α∨,sum)
H1
where d0 is the top degree of w and for each complex D, we denote by C(D) the
mapping cone of the map D → OrT . Applying H
1 to the above, the left path
becomes the top of the diagram in the statement of the lemma. The right path
becomes the bottom.

Lemma 3.6.5. Let E• and F• be quasi-isomorphic 2-term complexes of vector
bundles over a smooth Deligne–Mumford stack with quasi-projective coarse moduli
space. There exists a roof diagram
G¯1 G¯0
E1 E0 F1 F0
dG¯
dE dF
(3.36)
realizing the quasi-isomorphism at the cochain level, where G¯1 and G¯0 are vector
bundles and all diagonal arrows are surjective.
Proof. First, there exists a roof diagram
E• ←− H• −→ F•,
such that both maps of complexes are quasi-isomorphisms. Replacing H• with
K• = [K1 = H1/ im(d−1H )→ K0 = ker(d
1
H)]
yields a quasi-isomorphic complex which still maps to E• and F•. There exists a
surjection onto K0 by a locally free coherent sheaf G0.
Now, the mapping cone of the morphism of complexes [0 → G0] → [K1 → K0]
is the complex
[G0 ⊕K1 → K0].
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Since the map from G0 ⊕ K1 to K0 is surjective, this complex has a single coho-
mology group which we denote by G1. This yields a complex
G• := [G1 → G0]
and a quasi-isomorphism
G• → K•.
Since the map K• → E• is also a quasi-isomorphism, the mapping cone of the
morphism [0→ G0]→ [E1 → E0] also has a single cohomology group, namely G1.
Hence, G1 can also be realized as the kernel of the surjective morphism of vector
bundles
G0 ⊕ E1 → E0.
It follows that G1 is also a vector bundle.
This realizes the isomorphism E• with F• in the derived category, by a roof
diagram
E•
e•←− G•
f•
−→ F• (3.37)
where G• is a two-term complex of vector bundles. It is left to show that we
can modify this diagram so that the morphisms of cochain complexes consist of
surjective maps from Gi.
Let
G¯• := G1 ⊕ E1 ⊕ F1
dG¯=(dG,idE1 ,idF1)−−−−−−−−−−−−→ G0 ⊕ E1 ⊕ F1.
Then we can replace (3.37) with
E•
e¯•←− G¯•
f¯•
−→ F•,
where e¯i = ei ◦ π0 is the composition of ei with the projection onto Gi, and f¯i is
defined similarly. Finally, if we define
eˆ1 = (e1 + idE1) ◦ π12 and eˆ0 = (e0 + dE) ◦ π12,
where π12 is projection onto Gi ⊕E1, the map eˆ• : G¯• → E• is homotopic to e¯•. It
is clear that eˆ1 is surjective. Since e• maps the cokernel of G• onto the cokernel of
E•, every element of E0 must be contained in im(dE) + im(e0), so eˆ0 is surjective
as well.
The analogous construction of fˆ• gives the desired diagram (3.36).

With the above lemmas proven, we have concluded the proof of Proposition
3.6.1.
3.7. R-charge equivariance. Recall that V = ⊕
η∈Ĉ∗R
Vη comes with a lower grad-
ing, induced by the R-charge action. Since the actions of C∗R and G commute by
assumption, each Vη is a G-invariant subspace. Setting Vη := P ×Γ Vη, it follows
that the vector bundle V on C has the induced grading V = ⊕
η∈Ĉ∗R
Vη, and similarly
Rπ∗V = ⊕η∈Ĉ∗R
Rπ∗Vη.
We refine the discussion of admissible resolutions by imposing that the lower
grading is respected. In other words, we work with the derived categories D([C/C∗R])
and D([S/C∗R]), where C and S are given the trivial C
∗
R-actions. This means that
our admissible resolutions [A
d
−→ B] ∼= Rπ∗V will have terms A = ⊕η∈Ĉ∗R
Aη and
B = ⊕
η∈Ĉ∗R
Bη, the differential d will be C
∗
R-equivariant (i.e., of degree zero with
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respect to the lower grading), and each [Aη → Bη] will be a resolution of Rπ∗Vη.
Conditions 1, 2, and 3 will now be required to hold in D([S/C∗R]).
Hence, Condition 1 will require in addition that evA : A → π∗(V|G ) has degree
zero with respect to the lower grading.
To formulate the equivariant Condition 2, recall first that ηdeg : C
∗
R → Γ
χ
−→ C∗
is the character t 7→ tdeg of C∗R. Therefore, as an object of D([C/C
∗
R]), the line
bundle Lχ has C∗R-weight deg. Then κ : Lχ → ω
log
C
of (3.6) can be viewed as
an isomorphism in D([C/C∗R]) by placing ω
log
C
in lower degree ηdeg as well, i.e., by
changing the target to ωlog
C
⊗ C(ηdeg). Similarly, by considering equivariant sheaf
OS(ηdeg) as the target of (3.14) we get a morphism in D([S/C∗R]). Condition 2 will
now ask that α realizes this morphism at cochain level in D([S/C∗R]).
The compatibility of Condition 3 becomes the equality of two C∗R-equivariant
maps.
Proposition 3.5.2 (and similarly for Proposition 3.5.5) gives the existence of C∗R-
equivariant resolutions under the same assumptions and with the same proof (we
take the bundles E and O(1) in Lemma 3.5.3 to have C∗R-weight equal to zero).
If [A
d
−→ B] is a C∗R-equivariant admissible resolution, then tot(A) has the natu-
ral C∗R-action which is trivial on the base S and acts fiber-wise according to the
decomposition A = ⊕
η∈Ĉ∗R
Aη; the projection p : tot(A)→ S is equivariant.
The stacks [V/G] and I[V/G] have the natural residual C∗R-action, for which the
inertia map I[V/G]→ [V/G] is equivariant. On either [V/G], or on its inertia stack,
the potential w is naturally a section of O(ηdeg) := O ⊗ C(ηdeg).
In addition, tot(π∗(V|Gi) has the (fiber-wise) C
∗
R-action coming from the decom-
position V = ⊕
η∈Ĉ∗R
Vη. By its construction, the evaluation map
eviV : tot(π∗(V|Gi)→ I[V/G]
of (3.5) is C∗R-equivariant. It follows that the composition
evi : tot(A)
eviA−−→ tot(π∗(V|Gi)
eviV−−→ I[V/G]
is C∗R-equivariant. We also have the induced C
∗
R-equivariant total evaluation map
ev : tot(A)→ (I[V/G])r ,
where the target has the diagonal action of C∗R. By a slight abuse, from now on
we will not distinguish notationally the C∗R-equivariant maps between spaces with
action and the induced maps between the respective stack quotients by C∗R, i.e., we
will also write
ev : [tot(A)/C∗R]→ [(I[V/G])
r/C∗R]. (3.38)
When such ambiguity occurs, the context should make clear which map is meant.
The C∗R-equivariant admissible resolution [A
d
−→ B] gives a C∗R-invariant section
β : Otot(A) → p
∗B and a C∗R-invariant cosection α : p
∗B⊗Otot(A)(η
−1
deg)→ Otot(A),
satisfying
α∨ ◦ (β ⊗ idOtot(A)(η−1deg)) = (
r∑
i=1
evi)∗w ∈ H0(tot(A),Otot(A)(ηdeg)).
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This yields a PV factorization
{−α, β} ∈ D([tot(A)/C∗R],−(
r∑
i=1
evi)∗w)[Z(dwtot(pi∗V)(exp τpi∗V))/C∗R].
4. Construction of a projective embedding
In this section, we aim to construct a Deligne–Mumford stack S over the Artin
stack Morbg,r (BΓ)ωlog
C
such that it is equipped with an admissible resolution and such
that the PV factorization is supported on LGg,r(Z, d) = Z(α, β). For the moment,
we can only do it for hybrid models
(V = V1 ⊕ V2, G,C
∗
R, θ, w),
(see §1.4). We recall the notations X = [V1//θG] and T = [V//θG] for the GIT
quotients stacks, and Z = Z(dw) for the degeneracy locus. We emphasize that,
unless G is finite,
X 6= [V1/G] and T 6= [V/G].
Moreover, we recall that the projection map T
q
−→ X realizes T as a total space,
T = tot E , where E is a vector bundle on X with fiber V2.
Subject to an additional technical condition made explicit in §4.1 below, we
construct the moduli space  = g,r,d described in §1.5. The general machin-
ery of admissible resolutions and PV factorizations from §3 will then produce a
fundamental factorization
K = Kg,r,d ∈ D([/C
∗
R],− ev
∗
⊞
r
i=1w),
which we shall use to define the CohFT of the GLSM hybrid model.
4.1. Convexity. Given a hybrid GLSM (V = V1 ⊕ V2, G,C∗R, θ, w), note that by
definition 〈J〉 acts trivially on V1, thus
G1 := G/ 〈J〉 = Γ/C
∗
R
acts on V1. Introduce the rigidification of X :
X rig := [V1//θG1].
We assume here that θ is in the image of Ĝ1 → Ĝ, which can always be arranged
after replacing θ by an appropriate power.
Definition 4.1.1. Consider a Deligne–Mumford stack M over BG1 and assume
that M → BG1 is representable and smooth. The stack M is called convex over
BG1 if for any representable morphism f : C → M from a genus zero orbi-curve
(with any number of markings) C over Spec(C) we have
H1(C, f∗TM/BG1) = 0.
Remark 4.1.2. (a) Upper semi-continuity: the dimension of the vector space
H1(C, f∗TM/BG1) is an upper semi-continuous function of the point [f : C →
M] in the moduli space of stable maps.
(b) M is a smooth variety: the usual definition of convexity (over Spec(C)) for
a smooth variety X is when for any morphism f : C → X from a genus zero
curve C, we have H1(C, f∗TX) = 0. If a space M as in Definition 4.1.1 is a
smooth variety and if the group G1 is abelian, then convexity over BG1 is
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equivalent to usual convexity, as can be seen from the distinguished triangle
of tangent complexes for the morphism M→ BG1.
(c) G1 is abelian: in that case, a Deligne–Mumford stack M is convex over
BG1 if and only if it is convex over Spec(C). The reason is as follows.
On M, there is an exact sequence of locally free sheaves: 0 → OrankGM →
TM/BG → TM/Spec(C) → 0. Hence, it is enough to show that H1(C,OC) = 0
for a genus zero orbicurve. It is obvious since H1(C,OC) = H1(C,OC) = 0,
where C denotes the coarse moduli of C.
(d) G1 is non-abelian: convexity over BG1 is a priori a stronger condition than
convexity over Spec(C), though in familiar examples of GIT quotients of
the form [V1//θG1], such as Grassmannians, both conditions hold.
(e) Orbifold case: to prove convexity in the presence of orbifold structure onM,
it is not sufficient to check the condition from Definition 4.1.1 for maps from
orbi-curves with at most two markings. For instance, consider a smooth
projective elliptic curve M with a nontrivial µ2-action. Then the stack
quotient M be [M/µ2] has 4 orbifold Bµ2 points. If C is an irreducible
orbicurve with at most two markings then there is no nontrival representable
map from C to M. This can be seen by observation that the induced map
C×MM →M must be trivial since C×MM is P1. Hence, there is no genus
zero stable map with at most two markings to M, so that the condition in
Definition 4.1.1 is satisfied up to two markings. However,M is not convex
since the identity map id: C :=M→M, with the four orbifold markings,
has nonvanishing H1(C, id∗ TM/Bµ2).
(f) For every closed point Bµm of a Deligne–Mumford stackM and for every k
with k|m, suppose that there is a genus zero stable map with one marking
Bµk toM. In that case, to prove the convexity ofM over BG1, it is enough
to check the condition in Definition 4.1.1 up to two markings. This can be
seen by considering comb-like genus zero curves with orbifold nodal points.
For the remainder of the paper, we assume that X rig is convex over BG1. Explic-
itly, this means that for any genus zero stable map f : C → X rig, with any number
of markings and with associated principal G1-bundle P1, we have the vanishing
H1(C, P1 ×G1 V1) = 0.
4.2. Quasi-projective embeddings. Fix g and r in the stable range, i.e., satis-
fying 2g − 2 + r > 0. We will denote by Kg,r(X rig, d) the moduli stack of degree
d stable maps from families of r-pointed, genus g twisted curves (Definition 3.1.1)
to the Deligne–Mumford stack X rig. Following the notation in [AGV08], we use
K to emphasize that the gerbe markings may not have sections. The correspond-
ing moduli stack in which the gerbe markings do have sections will be denoted
Mg,r(X rig, d). Note that when X rig is a smooth variety, these two moduli stacks
are identical.
In this subsection, following an idea in [CK16], we construct a closed immersion
of Kg,r(X rig, d) into a smooth Deligne–Mumford stack which, in turn, is an open
substack of a stack satisfying Assumption (⋆) of §3.5.
It will be convenient to have the following definition.
Definition 4.2.1. Recall the definitions of §3.1.1. Given a reductive algebraic
group H and a choice of character θ ∈ Ĥ = Hom(H,Q), let Mtwg,r(BH, d)
◦ denote
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the open substack of Mtwg,r(BH, d) where ω
log
C
⊗ L⊗Mθ is ample for M sufficiently
large. Similarly, define M
orb/tw
g,r (BΓ)◦
ωlog
C
to be the open subset of M
orb/tw
g,r (BΓ)ωlog
C
where ωlog
C
⊗ L⊗Mθ is ample for M sufficiently large.
Let C denote the universal curve over the moduli of stable curvesMg,r. Its coarse
moduli space C is projective over Spec(C). Choose a closed immersion C ⊆ PN−1.
This in turn induces a morphism
v :Mg,r →Mg,r(P
N−1, e) (4.1)
for some degree e. Consider the relative Picard stack Mg,r(BC
∗, e) parametrizing
line bundles of degree e on prestable curves and letMg,r(BC
∗, e)◦ be the open locus
for which the universal bundle N on the universal curve CBC∗
pi
−→ Mg,r(BC∗, e) is
π-acyclic.
The forgetful morphism Mg,r(PN−1, e)→Mg,r(BC∗, e) induces
h : Mg,r →Mg,r(BC
∗, e)
by precomposing with the map v of (4.1). If hˆ : C → CBC∗ is the corresponding
map of universal curves, we have ρ∗(OPN−1(1)|C) = hˆ∗N , with ρ : C → C the coarse
moduli map. We may assume the map h factors through Mg,r(BC
∗, e)◦ (if neces-
sary, compose with a sufficiently high Veronese embedding PN−1 →֒ PN
′−1, replace
PN−1 by PN
′−1, and change e accordingly). This in particular implies that the im-
age of the morphism v is contained in the open locusMg,r(PN−1, e)◦ parametrizing
unobstructed stable maps to PN−1 for which maps are closed immersions of stable
curves.
Next, let st : Mtwg,r →Mg,r be the stabilization map. For any algebraic stack S
with a morphism to Mtwg,r we have the diagram
C ⊆ PN−1CS C C
S Mtwg,r Mg,r
st
ρ
(4.2)
The pull-back of OPN−1(1) via the composition of the maps in the top row is a line
bundle on the universal curve CS , which we denote by NS .
Apply this to the forgetful map Mtwg,r(BG1, d)→M
tw
g,r to get a line bundle that
we denote by NBG1 instead of NMtwg,r(BG1,d) for simplification. Let M
tw
g,r(BG1, d)
⊚
be the open substack of Mtwg,r(BG1, d)
◦ for which
R1π∗(V1(−G )⊗NBG1) = 0, (4.3)
where V1 := P1 ×G1 V1 is defined by the universal principal G1-bundle P1.
2
Similarly, the composition Kg,r(X rig, d) → Mtwg,r(BG1, d) → M
tw
g,r gives a line
bundle NX rig on the universal curve CX rig of Kg,r(X rig, d), compatible with NBG1 .
Possibly after replacing NX rig by N
⊗m
X rig for some large enough m depending on g,
2In fact the constructions of this section work just as well over Mtwg,r(BG1, d)
◦ as over
Mtwg,r(BG1, d)
⊚. However the vanishing condition (4.3) may have useful future applications which
is why we choose to work over Mtwg,r(BG1, d)
⊚.
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d, r (using the Veronese embedding, see above), we may assume that the forgetful
map
Kg,r(X rig, d) //
((P
P
P
P
P
P
P
Mtwg,r(BG1, d)
Mtwg,r(BG1, d)
⊚
?
OO
(4.4)
factors through Mtwg,r(BG1, d)
⊚.
Remark 4.2.2. It is important to notice that for the factorization of the diagram
(4.4) to hold, the convexity over BG1 of X
rig is needed, as twisting by NX rig cannot
be used to control the required H1-vanishing on rational tails and rational bridges
of the domain curves.
Let C∗ act on CN diagonally, where we recall that the integer N is fixed by the
closed immersion C ⊆ PN−1. Consider V1 ⊗ CN with the G1-action on the first
factor and with the C∗-action on the second second factor. Define a quotient stack
Y as follows:
Y : =
[(
(CN \ {0})× (V1 ⊗ C
N )ss(θ)
)
/(C∗ ×G1)
]
(4.5)
=
(
CN \ {0}
)
×C∗ [(V1 ⊗ C
N )ss(θ)/G1].
By the Hilbert-Mumford criterion, the point (v1, ..., vN ) ∈ V1⊗CN is θ-semistable
if and only if some vi is in V
ss
1 (θ). It follows there are no strictly semistable points
in V1 ⊗ CN and hence Y is a separated Deligne–Mumford stack. It is clear from
its construction that Y is a fiber bundle over the projective space PN−1, with fiber
[(V1 ⊗C
N )ss(θ)/G1]. This fibration is not trivial, as it is twisted by the transition
functions of OPN−1(1). Moreover, the coarse space map Y → P
N−1 is a projective
morphism, since (Sym(V ∨1 ))
G1 = C by the definition of hybrid GLSM. In particular,
the coarse space Y is projective over Spec(C).
Considering d′ := (d, e) as an element in Ĝ1 × C∗, we have the moduli stack
Kg,r(Y, d′). The projection Y → PN−1 induces a map
pr : Kg,r(Y, d
′)→Mg,r(PN−1, e).
On the other hand via the forgetful map fgt : Kg,r(Y, d′)→Mtwg,r, we also have
v ◦ st ◦ fgt : Kg,r(Y, d
′)→Mg,r(PN−1, e).
Define K
eq
g,r(Y, d
′) as the fiber product
K
eq
g,r(Y, d
′)
fgt

  // Kg,r(Y, d′)
(fgt,pr)

Mtwg,r
 
(id,v◦st)
//Mtwg,r ×Mg,r(P
N−1, e).
(4.6)
SinceMg,r(PN−1)◦ consists of closed immersions, the image of v is contained in the
separated schemeMg,r(PN−1)◦, therefore the “graph of v◦st” morphism (id, v◦st)
is a representable closed immersion and thus K
eq
g,r(Y, d
′) is a closed substack of
Kg,r(Y, d′). More informally, K
eq
g,r(Y, d
′) is the closed substack of Kg,r(Y, d′) on
which the equality v ◦ st ◦ fgt = pr holds.
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Remark 4.2.3. It is straightforward to check that for a scheme S, the S-points of
K
eq
g,r(Y, d
′) are given by families
((C→ S,G1, . . . ,Gr, P1, {u1, . . . uN}), (4.7)
where (C → S,G1, . . . ,Gr) is a twisted r-pointed curve of genus g over S, P1 is a
principal G1 bundle of degree d on C, and ui are sections of V1 ⊗NS , satisfying an
appropriate stability condition. Here V1 = P1 ×G1 V1, and NS is the line bundle
defined by the map S → Mtwg,r via the diagram (4.2). The stability condition
requires first that the map to V1⊗CN given by the sections lands in (V1⊗CN)ss(θ),
and second that ωlog
C
⊗ LMθ is relatively ample for large enough M .
In fact, the stack K
eq
g,r(Y, d
′) could have been defined directly, without reference
to Y, as the moduli stack parametrizing the families (4.7). It is clear that this mod-
uli definition gives an algebraic stack. In fact, it gives an open substack in the cone
tot
(
π∗(V1 ⊗N⊕NBG1)
)
overMtwg,r(BG1, d)
◦. Stability implies it is a Deligne–Mumford
stack. However, its concrete realization given by (4.6) also implies immediately the
following additional properties: the Deligne–Mumford stack K
eq
g,r(Y, d
′) is a global
quotient by a linear algebraic group, and it has projective coarse moduli. Indeed,
the ambient stack Kg,r(Y, d′) has these properties by [AGOT07, Theorem 1.0.2 &
§3.2] and [AV02, Theorem 1.4.1].
Define UY by the fiber square
UY //

K
eq
g,r(Y, d
′)

Mtwg,r(BG1, d)
⊚ //Mtwg,r(BG1, d)
◦,
(4.8)
so that UY is an open substack of K
eq
g,r(Y, d
′).
Let N eq be the line bundle on the universal curve over K
eq
g,r(Y, d
′) induced by
the map fgt via (4.2), and note that it coincides with the pull-back of NBG1 . By its
moduli description in Remark 4.2.3, the stack K
eq
g,r(Y, d
′) has a perfect obstruction
theory relative to Mtwg,r(BG1, d), given by
Rπ∗((V1 ⊗N eq)⊕N ).
Hence the obstruction sheaf is isomorphic to R1π∗((V1 ⊗N eq)⊕N ), which is a quo-
tient of R1π∗((V1(−G ) ⊗N eq)⊕N ). By (4.3), the obstruction sheaf vanishes when
restricted to UY . This implies that UY is smooth over Spec(C).
Lemma 4.2.4. Fix (g, r) with 2g − 2 + r > 0.
(a) There is a two-term locally free resolution
[A1
d1−→ B1] ∼= Rπ∗V1
on Mtwg,r(BG1, d)
⊚, and a natural open immersion UY ⊆ totA1, compatible with
the maps to Mtwg,r(BG1, d)
⊚.
(b) Let p1 : totA1 → Mtwg,r(BG1, d)
⊚ denote the projection and let β1 be the
section of p∗1B1|UY induced from d1, with zero locus Z(β1) ⊆ UY . Assume that X
rig
is convex. Then there is a canonical identification Kg,r(X
rig, d) ∼= Z(β1), so that
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we have a closed immersion making a commuting diagram
Kg,r(X rig, d)
((PP
P
P
P
P
P
P
P
P
P
P
P
  // UY

Mtwg,r(BG1, d)
⊚.
Proof. (a) Consider the Euler sequence
0→ OPN−1 → OPN−1(1)
⊕N → TPN−1 → 0
on PN−1. Pulling it back via the composition CBG1 → C → P
N−1 and tensoring
with V1, we obtain a short exact sequence
0→ V1 → V1 ⊗N
⊕N
BG1
q
−→ Q → 0 (4.9)
where Q is the cokernel. Pushing forward via π∗ and using the vanishing (4.3) gives
the long exact sequence
0→ π∗(V1)→ π∗(V1 ⊗N⊕NBG1)
pi∗q
−−→ π∗(Q)→ R1π∗(V1)→ 0, (4.10)
on Mtwg,r(BG1, d)
⊚, with the middle two terms locally free. Hence
[A1 → B1] := [π∗(V1 ⊗N⊕NBG1)→ π∗(Q)]
gives the required complex of vector bundles on the stack Mtwg,r(BG1, d)
⊚. Clearly
UY is the open locus in totA1 obtained by imposing the condition that the sections
in A1 = π∗(V1 ⊗N⊕NBG1) give a map landing in (V1 ⊗ C
N )ss(θ).
(b) This follows from (4.10) and (4.4). 
4.3. Properties of moduli of LG maps. In this subsection we show the moduli
stacks of Landau–Ginzburg maps to the “base” X = [V1//θG] of a hybrid model
(V = V1⊕V2, G,C∗R, θ, w) are global quotient stacks with projective coarse moduli.
These properties will follow from the corresponding ones for the related spaces of
stable maps to X rig discussed in the previous subsection.
Recall from §1 that the group Γ surjects onto G1 × C∗ via the map g · λ 7→
([g], λdeg), where G1 := G/〈J〉. It yields the exact sequence
1→ 〈J〉 → Γ→ G1 × C
∗ → 1.
Borrowing an idea from [AJ03, §1.5], we consider the fiber diagram:
CX rig,Γ BΓ
CX rig BG1 ×BC∗
Kg,r(X rig, d)
[P]×ωlog
C (4.11)
where CX rig is the universal curve, [P ] is the universal principal G1-bundle, and
CX rig,Γ is defined as the fiber product. The map BΓ → BG1 × BC∗ is an e´tale
gerbe, therefore the map CX rig,Γ → CX rig is also an e´tale gerbe.
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For each connected component of the space Kg,r(X rig, d), let F be the class of a
fiber of CX rig → Kg,r(X rig, d) in the homology group of CX rig . Let us consider the
moduli space
Mg,r
(
CX rig,Γ/Kg,r(X
rig, d), F
)
of balanced stable maps from orbi-curves to CX rig,Γ relative to Kg,r(X rig, d), of class
F , see [AV02, §8.3].
Remark 4.3.1. In [AV02], the notation Kg,r
(
CX rig,Γ/Kg,r(X rig, d), F
)
is used to
denote the space of relative twisted stable maps. In this case, the marked point divi-
sors on the universal curve are (nontrivial) gerbes over the moduli space. In keeping
with the notation of [AGV08, §6.1.3], we useM to denote the space of relative sta-
ble maps with sections at the gerbe markings (recall part (a) of Definition 1.2.1).
Mg,r
(
CX rig,Γ/Kg,r(X rig, d), F
)
is a finite cover of Kg,r
(
CX rig,Γ/Kg,r(X rig, d), F
)
,
and is easily constructed as in §3.1.1 and [AGV08, §6.1.3] as
Mg,r
(
CX rig,Γ/Kg,r(X
rig, d), F
)
:= G1 ×K G2 ×K · · · ×K Gr, (4.12)
where K here denotes Kg,r
(
CX rig,Γ/Kg,r(X rig, d), F
)
. Note that by construction,
there is a forgetful map Mg,r
(
CX rig,Γ/Kg,r(X rig, d), F
)
→Morbg,r (BΓ, d).
Recall that a map
S → LGg,r(X , d)
is a family over S of prestable orbicurves with gerbe markings, sections of these
gerbes, a principal Γ-bundle P , an isomorphism χ∗(P) ≃ ω
log
C
, and sections of
the associated vector bundle V1 satisfying some stability conditions. Composing
with the map BΓ→ BG1 ×BC∗, the bundle P induces a principal G1-bundle [P ]
and a line bundle isomorphic to ωlog
C
. Moreover, the vector bundle V1 is also the
associated vector bundle to [P ]. Thus we get a family over S of prestable orbicurves
with gerbe markings, with the bundle [P ], and with sections of the vector bundle
V1 satisfying the same stability conditions as before. After partially rigidifying the
curve in the sense of [AV02, Proposition 9.1.1] we obtain a map:
S → Kg,r(X
rig, d).
As a consequence, we get a morphism
LGg,r(X , d)→ Kg,r(X
rig, d) (4.13)
Hence, the universal curve over LGg,r(X , d) maps to the universal curve CX rig
over Kg,r(X rig, d). But it also maps to BΓ via the universal bundle P . Both
BΓ and CX rig map to BG1 × BC∗. By construction of the morphism (4.13), the
corresponding maps from the universal curve over LGg,r(X , d) to BG1 × BC∗ are
equal, so that we get a map from the universal curve over LGg,r(X , d) to CX rig,Γ.
Such a map induces a morphism
LGg,r(X , d)→Mg,r
(
CX rig,Γ/Kg,r(X
rig, d), F
)
. (4.14)
More precisely, this map is a closed immersion and the stack LGg,r(X , d) can be
identified with the closed substack consisting of stable maps f such that, for every
marking σi, the point f(σi) is sent to the corresponding marking σi ∈ CX rig via the
map CX rig,Γ → CX rig .
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Proposition 4.3.2. (a) The morphism LGg,r(X , d) → Kg,r(X rig, d) defined in
(4.13) is proper, quasi-finite, and of Deligne–Mumford type.
(b) The stack LGg,r(X , d) is a global quotient stack with projective coarse moduli
space.
Proof. (a) The properties listed follow from the description (4.14) of LGg,r(X , d)
as a space of relative stable maps (see [AV02, Theorem 1.4.1 and Section 8.3]).
(b) This is due to Lemma 4.3.3 below and [AGOT07, Corollary 1.0.3]. 
Lemma 4.3.3. The stack CX rig,Γ is a global quotient by a linear algebraic group,
and has projective coarse moduli space.
Proof. First note that the coarse moduli of CX rig,Γ and CX rig coincide, and that
CX rig has projective coarse moduli by [AV02].
Second, CX rig is a quotient stack by [AGOT07]. Hence there is a scheme R and
a finite flat surjective morphism R→ CX rig , by [Kre09, Proposition 5.1]. Let P be
the G1 × C∗-bundle on R corresponding to the map R → BG1 × BC∗. There is a
natural map from the algebraic space P to the fiber product R′ := R×C
Xrig
CX rig,Γ,
realizing R′ as a global quotient. The scheme R is projective, since the map from
R to the coarse moduli of CX rig is finite. Therefore R′ has projective coarse moduli
R. Using again [Kre09, Proposition 5.1], there is a scheme R′′ and a finite flat
surjective morphism R′′ → R′. The composition R′′ → CX rig,Γ is finite, flat, and
surjective.
Applying [Kre09, Proposition 5.1] a third time (now in reverse direction), we
conclude that CX rig,Γ is a global quotient. 
Note that the above construction can be repeated over the space K
eq
g,r(Y, d). We
have the following fiber product diagram, defining CY,Γ,
CY,Γ
CX rig,Γ BΓ
CY
CX rig BG1 ×BC∗
K
eq
g,r(Y, d
′)
Kg,r(X
rig, d)
(4.15)
Define the space LGeqg,r(Y, d
′) as the closed substack of the moduli space of relative
stable maps
Mg,r
(
CY,Γ/K
eq
g,r(Y, d
′), F
)
consisting of stable maps f such that, for every marking σi, the point f(σi) is sent
to the corresponding marking σi ∈ CY via the map CY,Γ → CY . As a consequence,
Diagram (4.15) shows that LGg,r(X , d) embeds into the larger space LGeqg,r(Y, d
′)
of Landau–Ginzburg maps.
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Define an open substack U of LGeqg,r(Y, d
′) as the preimage of UY under the map
LGeqg,r(Y, d
′)→ K
eq
g,r(Y, d
′). The diagram
LGg,r(X , d) U LG
eq
g,r(Y, d
′)
Kg,r(X rig, d) UY K
eq
g,r(Y, d
′)
(4.16)
is cartesian, where the first pair of horizontal arrows are closed immersions and the
second pair of horizontal arrows are open immersions. Note that U is smooth over
Spec(C).
There is a natural morphism BΓ→ BG1, induced by the quotient map Γ→ G1.
In turn, it induces the forgetful morphism Morbg,r (BΓ, d)ωlog
C
→ Morbg,r (BG1, d) →
Mtwg,r(BG1, d). Let M
orb
g,r (BΓ, d)
⊚
ωlog
C
be the inverse image of Mtwg,r(BG1, d)
⊚ under
the above forgetful morphism. The following theorem collects together the key
points of the construction in this subsection.
Theorem 4.3.4. Over Morbg,r (BΓ, d)
⊚
ωlog
C
, there exists a two-term resolution
[A1
d1→ B1] ∼= Rπ∗(V1)
by vector bundles and an open substack U ⊆ tot(A1) over Morbg,r (BΓ, d)
⊚
ωlog
C
which is
a smooth separated Deligne–Mumford stack such that:
(a) Z(β1) = LGg,r(X , d), where β1 ∈ H0(U, p∗1B1|U ) is the section induced from
d1. Here p1 : totA1 →Morbg,r (BΓ, d)
⊚
ωlog
C
is the projection.
(b) There exists an open immersion of U into a global quotient Deligne–Mumford
stack LGeqg,r(Y, d
′), whose coarse moduli space is projective.
Proof. Let γ : CBΓ → CBG1 denote the natural map between universal curves over
the stacks Morbg,r (BΓ, d)ωlog
C
and Mtwg,r(BG1, d), and consider the pullback of the
sequence (4.9) via γ,
0→ V1 → V1 ⊗ N˜
⊕N δ1−→ γ∗Q → 0,
where N˜ denotes γ∗NBG1 and, by abuse of notation, we are using V1 to denote
bundles on the universal curves over both Morbg,r (BΓ, d)ωlog
C
and Mtwg,r(BG1, d). Note
that both V1⊗N˜
⊕N and γ∗(Q) are π-acyclic over Morbg,r (BΓ, d)
◦
ωlog
C
. Hence we have
the locally free resolution
[A1
d1−→ B1] := [π∗(V1 ⊗ N˜⊕N )→ π∗(γ∗Q)] ∼= Rπ∗V1 (4.17)
on the stack Morbg,r (BΓ, d)ωlog
C
.
As in the proof of Lemma 4.2.4, the stack U from (4.16) is naturally an open
substack of tot(A1)
p1
−→ Morbg,r (BΓ, d)
⊚
ωlog
C
. To see that LGg,r(X , d) is exactly the
vanishing locus of β1 in U , we note that the open condition defining U in tot(A1),
when restricted to the cone tot(π∗(V1)), gives exactly the stability condition defining
LGg,r(X , d). This proves part (a).
For part (b), observe that the same argument as in the proof of Lemma 4.3.3
shows that CY,Γ is a quotient stack with projective coarse moduli. By [AGOT07,
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Corollary 1.0.3], the space LGeqg,r(Y, d
′) is also a quotient stack with projective
coarse moduli. 
5. The GLSM theory for convex hybrid models
5.1. The Fundamental Factorization. By Theorem 4.3.4, the space LGeqg,r(Y, d
′)
satisfies Assumption (⋆) of §3.5. By Proposition 3.5.2, there is an admissible reso-
lution (i.e. satisfying Conditions 1, 2, and 3)
[A˜1 ⊕ A˜2 → B˜1 ⊕ B˜2] ∼= Rπ∗(V1 ⊕ V2) on U ⊆ LGeqg,r(Y, d
′)
with evaluation map evi
A˜
and cosection α˜. In particular, observe that we have two
resolutions of Rπ∗V1 lying over the space U .
Apply Lemma 3.6.5 to [A˜1 → B˜1] ∼= [A1 → B1] and let A¯2 = A˜2 and B¯2 = B˜2,
to obtain the following diagram:
A¯ B¯
A˜ B˜ A1 B1
fA˜
d¯
fA1
fB1
fB˜
d1
(5.1)
where the left square is a quasi-isomorphism, the right square is a composition of the
projection followed by a quasi-isomorphic cochain map [A¯1 → B¯1] → [A1 → B1],
and the diagonal maps are all surjective. With evi
A˜
as in Condition 1 of Definition
3.2.1, we define evi
A¯
as the composition
eviA¯ : A¯
fA˜−−→ A˜
evi
A˜−−→ OU .
Similarly, we define α∨ as the composition
α∨ : Sym A¯⊗ B¯
Sym(fA˜)⊗fB˜−−−−−−−−→ Sym A˜⊗ B˜ α˜
∨
−−→ OU .
By Lemma 3.4.3 [A¯→ B¯] is admissible.
Let ptot(A¯) denote the projection tot(A¯) → U and consider the section ζ ∈
Γ(tot(A¯), p∗
tot(A¯)
A1) given by
ζ = p∗tot(A¯)fA1 ◦ tautA¯ − p
∗
tot(A¯)(tautA1),
where tautA1 and tautA¯ are the tautological sections of the bundles A1 → U and
A¯ → tot(A¯) respectively (note that the former uses the fact that U is an open
substack of totA1).
Recalling Definition 3.3.1 there exist evaluation maps
evi : tot(A¯)→ I[V/G] (5.2)
We define tot(A¯)◦ as the open substack of tot(A¯) such that evi maps to the
semistable locus I[V//θG]
tot(A¯)◦ :=
r⋂
i=1
(evi)−1I[V//θG].
MF ON GLSM 57
Definition 5.1.1. Define the space
 = g,r,d := {ζ = 0} ⊆ tot(A¯)
◦.
Since the map A¯→ A1 is surjective,  is a smooth Deligne–Mumford stack.
Remark 5.1.2. Note that the stack  is determined by two different resolutions.
First overMorbg,r (BΓ, d)
◦
ωlog
C
we construct a resolution [A1
d1→ B1] of Rπ∗(V1) by vector
bundles and define an open set U ⊆ tot(A1) which is a smooth separated Deligne–
Mumford stack with quasiprojective coarse moduli space (see Corollary 4.3.4). Sec-
ond, over U we construct a resolution [A¯
d¯
→ B¯] of Rπ∗(V) by vector bundles. The
space is given as a subset of tot(A¯) over U . We refer to this construction involving
two resolutions as the two-step procedure.
Remark 5.1.3. Due to the fact that the stack tot(A¯) lies over U ⊆ tot(A1), the
relative dimension of tot(A¯)→Morbg,r (BΓ, d)
◦
ωlog
C
is given by rank(A1) + rank(A¯). If
we view the pullback of B¯ to tot(A¯) as an obstruction bundle, the virtual dimension
relative to Morbg,r (BΓ, d)
◦
ωlog
C
is χ(Rπ∗(V)) + rank(A1), which is dimension rank(A1)
more than it should be. To correct for this overcounting, we must restrict to the
locus  of points (a1, a¯) ∈ tot(A¯) such that fA˜(a¯) = a1. Restricting B¯ to this locus
will then yield a stack of the correct virtual dimension.
Definition 5.1.4. Define the vector bundle E →  as (the pullback of) B¯. The
vector bundle E has a section β¯ and a cosection α∨. For notational simplicity we
will drop the bars and denote these simply as β and α when no confusion is likely
to occur. We define
K = Kg,r,d ∈ D([g,r,d/C
∗
R],− ev
∗(⊞ri=1w))
to be the Koszul factorization {−α, β}. We refer to {−α, β} as the fundamental
factorization.
It is straightforward to check that the above data satisfies all the properties
promised in §1.5. In particular we record the following fact.
Lemma 5.1.5. The support of Kg,r,d is equal to LGg,r(Z, d). In particular, it has
proper support.
Proof. Recall that by Theorem 4.3.4 (a), U is an open substack of totA1 over
Morbg,r (BΓ, d)
⊚
ωlog
C
with Z(β1) = LGg,r(X , d). In particular, we may view tot A¯ over
U as an open substack of totA1 ×Morbg,r (BΓ,d)
⊚
ω
log
C
tot A¯. Now, by Lemma 3.6.2, the
zero locus Z(β) in tot(A¯) is isomorphic to totπ∗V over U . Hence, we may view
Z(β) as an open subset of totA1 ×Morbg,r (BΓ,d)
⊚
ω
log
C
totπ∗V .
Recall that
ζ = p∗tot(A¯)fA1 ◦ tautA¯ − p
∗
tot(A¯)(tautA1).
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Since [A¯1 → B¯1] → [A1 → B1] is a quasi-isomorphism, we have a commutative
diagram
π∗V1 A¯
π∗V1 A1.
Id fA1
It follows that the restriction
ζ|totA1×
Morbg,r (BΓ,d)
⊚
ω
log
C
tot pi∗V
defines an open subset of
∆×
Morbg,r (BΓ,d)
⊚
ω
log
C
totπ∗V2
where ∆ is diagonal map of totπ∗V1 over Morbg,r (BΓ, d)
⊚
ωlog
C
. This is isomorphic to
totπ∗V . By definition of U , the intersection (∆ ×Morbg,r (BΓ,d)⊚
ω
log
C
totπ∗V2) ∩ U is
contained in tot(A¯)◦. It follows that ∩Z(β), which by definition is Z(ζ)∩Z(β)∩
tot(A¯)◦, is isomorphic to the open substack of totπ∗V over Morbg,r (BΓ, d)
⊚
ωlog
C
defined
by U i.e. it is equal to totπ∗V2 over Z(β1) = LGg,r(X , d). This is just LGg,r(T , d).
To finish the proof, note that by Proposition 3.6.1, intersecting LGg,r(T , d) with
Z(α) gives the degeneracy locus of (3.30) which in this case is LGg,r(Z, d). This is
a closed substack of LGg,r(X , d) hence proper by Proposition 4.3.2. 
Lemma 5.1.6. The space [/C∗R] is a nice quotient stack.
Proof. Since U is a smooth Deligne–Mumford stack it is in particular a nice quotient
stack i.e. U = [T/H ] for some noetherian scheme T and reductive linear algebraic
group H admitting an ample family of line bundles. Therefore A¯ corresponds to an
H-equivariant vector bundle E on T . The weight decomposition of A¯ coming from
the C∗R-action induces the same decomposition on E. This gives a C
∗
R-action on
totE such that tot(A¯) = [totE/H × C∗R. The projection map from totE to U is
equivariant with respect to the projection map H × C∗R → H . Hence, we can pull
back the H-equivariant ample family of line bundles on T to totE and twist by all
characters of C∗R to obtain a H × C
∗
R-equivariant family of ample line bundles on
totE. 
Remark 5.1.7. The two lemmas above insure that the fundamental factorization
will provide a well-defined Fourier–Mukai transform (see Diagram 5.6). We use this
fact implicitly in the remainder of the article.
5.2. Independence of choices. In this section, we show that the various choices
made in this construction do not have a large affect on the fundamental factoriza-
tion. More precisely, two different choices yield two different factorizations related
by pushforward (see Definition 5.2.2). In §5.5, we will see that GLSM invariants
are thus independent of the choices made.
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5.2.1. Choice of α∨. In equation (3.19), the map α∨ is determined only up to a
homotopy. We must therefore check that the PV factorization {−α, β} depends
only on the homotopy class of α∨. This is proven in [PV16]:
Lemma 5.2.1 (Section 4.3 of [PV16]). Given two homotopic maps α∨ and α′∨
realizing (3.19), there is an induced isomorphism in D([tot A¯/C∗R],− ev
∗(⊞ri=1w))
between the corresponding PV factorizations {−α, β} and {−α′, β}.
Proof. We summarize the explanation given at the beginning of §4.3 of [PV16].
Namely, a homotopy is a map
h : Symd−2A⊗
∧2
B → OS .
The endomorphism • y exp(−h∨) of the exterior algebra on B gives a Γ-equivariant
isomorphism between {−α, β} and {−α′, β} with inverse • y exp(h∨) .

5.2.2. Related by pushforward. The following definition will be used in proving that
GLSM invariants do not depend on the various choices of resolutions.
Definition 5.2.2. We say two factorizations K ∈ D([/C∗R], ev
∗(⊞ri=1w)) and
K ′ ∈ D([′/C∗R], ev
∗(⊞ri=1w)) are related by pushforward if there exists
(a) a set of smooth spaces j → Uj for 1 ≤ j ≤ n and j,j+1 → Uj,j+1 for 1 ≤
j ≤ n − 1, each with C∗R-equivariant evaluation maps ev
i : j → I[V//θG]
for each marked point 1 ≤ i ≤ r;
(b) a set of factorizations
Kj ∈ D([j/C
∗
R],− ev
∗(⊞ri=1w)) and Kj,j+1 ∈ D([j,j+1/C
∗
R],− ev
∗(⊞ri=1w));
and
(c) a commuting diagram of stacks over Mg,r where all diagonal arrows are
closed immersions
1 · · · n
 1,2 · · · n−1,n ′
U1 · · · Un
U U1,2 · · · Un−1,n U ′
f=l1 r1 l2 rn−1 ln f
′=rn
g=l¯1 r¯1 l¯2 r¯n−1 l¯n g
′=r¯n
such that there are isomorphisms
Rf∗(K1) ∼= K, Rf ′∗(Kn) ∼= K
′,
and
R(rj)∗(Kj) ∼= Kj,j+1 ∼= R(lj+1)∗(Kj+1) for 1 ≤ j ≤ n− 1.
We will see in §5.5 that if factorizations are related by pushforward, they define
the same GLSM invariants. Thus the purpose of this section is to show that the
different choices of resolutions made in the two step procedure yield factorizations
which are related by pushforward.
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In the remainder of this section we will make heavy use of the following propo-
sition, which is proven in [PV16].
Proposition 5.2.3 (Proposition 4.3.1 of [PV16]). Let V be a vector bundle on a
smooth global quotient stack X , w ∈ H0(X ,L) a potential, and let {−α, β} be the
Koszul factorization associated to sections α ∈ H0(X , V ∨ ⊗ L) and β ∈ H0(X , V )
satisfying 〈β, α〉 = w. Let V1 ⊆ V be a subbundle such that β mod V1 is a regular
section of V/V1. Assume that the zero locus X ′ = Z(β mod V1) is smooth and
consider the induced sections
β′ = β|X ′ ∈ H0(X ′, V/V1) and α′ = α|X ′ ∈ H0(X ′, (V/V1)∨).
Assume also that either w|X ′ is a non-zero-divisor or w = 0 and the zero loci
Z(α, β) and Z(α′, β′) are proper. Then one has an isomorphism
{α, β} ∼= Ri∗{α′, β′}
in D(X , w) where i : X ′ → X is the inclusion.
5.2.3. Different choices of evaluation map. The Koszul factorization K lies in
D([/C∗R], ev
∗(⊞ri=1w))
and thus implicitly depends on the choice of evaluation maps evi
A¯
of (3.17). In
this section, we fix a resolution [A¯ → B¯] and vary the evaluation map, ultimately
showing that the result is related by pushforward.
Let evA¯ : A¯ → π∗(V|G ) denote the direct sum of the evaluation maps ev
i
A¯
as i
ranges from 1 to r. As a map between cochain complexes, evA¯ is determined only
up to homotopy. Given two distinct cochain level realizations evA¯ and ev
′
A¯
of the
map [A¯ → B¯] → π∗(V|G ) for which the resolution [A¯ → B¯] is admissible, let evA¯
and ev′
A¯
denote the corresponding induced maps tot(A¯) → I[V/G]. Let {−α, β}
and {−α′, β′} denote the Koszul factorizations in D([tot A¯/C∗],− ev∗(⊞ri=1w)) and
D([tot A¯/C∗],− ev′∗(⊞ri=1w)).
Let Q denote the vector bundle π∗(V|G ) over U . For our two choices of cochain
level evaluation maps evA¯ and ev
′
A¯
, there exists a homotopy diagram:
A¯ B¯
Q
d¯
evA¯ev
′
A¯
h
such that evA¯− ev
′
A¯
= h ◦ d¯. We extend the above diagram as follows. Let
dˆ := (d¯, id) : Â := A¯⊕Q→ B̂ := B¯ ⊕Q.
Define further the maps evÂ := (evA¯, id) and ev
′
Â
:= (ev′
A¯
, 0) from Â to Q. We
observe that the map ĥ := (h, id) yields a homotopy: evÂ − ev
′
Â
= hˆ ◦ dˆ.
Lemma 5.2.4. The complex [Â
dˆ
−→ B̂] gives an admissible resolution of Rπ∗V with
the evaluation map given by either evÂ or ev
′
Â
.
Proof. It is obvious that [Â
dˆ
−→ B̂] ∼= Rπ∗V . We must check that Conditions 1,
2, and 3 are satisfied for the resolution [Â → B̂] using either evaluation map.
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Condition 1 is immediate. To check Conditions 2 and 3, we define the following
maps:
Ẑ : SymÂ
proj
−−→ SymA¯
Z
−→ OrU
and
α̂∨ : SymÂ⊗ B̂
proj
−−→ SymA¯⊗ B¯
α∨
−−→ OU .
It is clear that (3.18) commutes with Ẑ and α̂∨ replacing Z and α∨ and that
α̂∨|Symd−1A⊗B represents R(πd)∗fd. Thus Condition 2 holds. Furthermore Condi-
tion 3 holds after replacing Z and eviA with Ẑ and ev
i
Â
. This proves that [Â
dˆ
−→ B̂]
gives an admissible resolution with respect to evÂ.
Recall from the discussion surrounding (3.16), the map π∗Σi∗Σi
∗κw ◦ natural :
SymQ→ OrU . Label this map Zw. Define
Ẑ ′ : SymÂ
proj
−−→ SymA¯⊕ SymQ
Z′+Zw−−−−−→ OrU .
It is clear to see that Condition 3 holds after replacing Z and eviA with Ẑ
′ and evi′
Â
.
By quasi-homogeneity, one can easily check using Euler’s homogeneous function
theorem that there exists a map α∨w such that
SymQ −−−−→ SymQ ⊗Q
Zw
y α∨wy
OrU
sum
−−−−→ OU
(5.3)
commutes. Using this and α′∨, one can construct a map
(α̂′)∨ : SymÂ⊗ B̂ → OU
such that (3.18) commutes after replacing Z, α∨ with Ẑ ′, (α̂′)∨ such that (α̂′)∨|Symd−1A⊗B
represents R(πd)∗fd. Thus Condition 2 holds as well. This proves that [Â
dˆ
−→ B̂]
gives an admissible resolution with respect to ev′
Â
. 
We will denote by êv and êv′ the corresponding geometric evaluation maps from
tot(Â) to I[V/G]. Let {−α̂, β̂} respectively {−α̂′, β̂′} denote the PV factorizations,
in D([tot Â/C∗],−êv∗(⊞ri=1w)) respectively D([tot Â/C
∗],−êv′∗(⊞ri=1w)), defined
by the admissible resolution [Â → B̂] and the maps evÂ and α̂
∨ respectively ev′
Â
and (α̂′)∨.
The map from Â to A1 is given by the projection to A¯ composed with the map
A¯→ A1. The locus tot A¯◦ (defined just before Definition 5.1.1) depends on which
evaluation map is used, thus so does the definition of . Let  and ′ denote the
two loci in tot A¯ given by Definition 5.1.1, using the evaluation maps evA¯ and ev
′
A¯
respectively. Applying Definition 5.1.1 to [Â → B̂], we see the the corresponding
loci in tot Â are equal to × totQ and ′× totQ respectively. Let i and i′ denote
the inclusions of  and ′ into × totQ and ′ × totQ.
Lemma 5.2.5. We have the following relations:
Ri∗{−α, β} ∼= {−α̂, β̂} and Ri′∗{−α
′, β′} ∼= {−α̂′, β̂′}.
Proof. This is a direct application of Proposition 5.2.3. In this case B is viewed
as a sub-bundle of B̂ via the natural inclusion. Note that β̂ mod B is simply the
tautological section to Q and so trivially a regular section. 
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Define
L := ker(evÂ − ev
′
Â
) and M := ker(hˆ).
Since both evÂ − ev
′
Â
and hˆ are clearly surjective over all of U , L and M are
both vector bundles. Consider the inclusion totL →֒ tot Â. Since the evaluation
maps êv and êv′ are equal on totL, the inclusion induces pushforwards to both
D([tot Â/C∗],−êv∗(⊞ri=1w)) and D([tot Â/C
∗],−êv′∗(⊞ri=1w)).
Let (totL)◦ denote the open locus where êv|L maps to (IT )
r, where we recall
T = V//θG →֒ [V/G]. Let L denote the locus {ζ = 0} ⊆ (totL)
◦
of Definition
5.1.1. It is easy to check that the map L → Â → A1 is still surjective, so L is
smooth.
Let j : L → × totQ and j′ : L → ′ × totQ denote the inclusions.
Lemma 5.2.6. The complex [L→M ] gives an admissible resolution of Rπ∗V. The
corresponding PV factorization {−α′′, β′′} satisfies the following:
Rj∗{−α′′, β′′} ∼= {−α̂, β̂}
Rj′∗{−α
′′, β′′} ∼= {−α̂′, β̂′}.
Proof. It is an easy exercise to check that [L→M ] is quasi-isomorphic to [Â→ B̂]
and therefore to Rπ∗V . We define the evaluation map L → Q to simply be the
restriction of êv or êv′ (they are equal on L by construction). To check surjectivity
consider the following. Given p ∈ Q, choose a ∈ A¯ such that e¯v′(a) = p. This
is possible since e¯v′ is surjective. Let p′ = e¯v(a) − p. Then êv(a, p) − êv′(a, p) =
e¯v(a) + p′ − e¯v′(a) = 0. Therefore (a, p) ∈ Â actually lies in L, and êv′(a, p′) = p.
This shows that Condition 1 is satisfied. To verify Condition 2, we simply restrict
the map α̂∨ : SymÂ⊗ B̂ → OU . Condition 3 is apparent by construction.
Let {−α′′, β′′} denote the corresponding PV factorization on [L/C∗R]. Applying
Proposition 5.2.3 to each of {−α̂, β̂} and {−α̂′, β̂′} yields the result. In the notation
of Proposition 5.2.3, V is given by B̂ and V1 is M . The map β¯ mod M is equal to
the section evÂ − ev
′
Â
defining totL inside tot Â (and L inside both  × Q and

′ ×Q), and therefore regular. 
We arrive at the desired statement.
Proposition 5.2.7. The factorizations {−α, β} and {−α′, β′} are related by push-
forward.
Proof. By the previous two lemmas we have Ri∗{−α, β} ∼= {−α̂, β̂} ∼= Rj∗{−α′′, β′′}
and Ri∗{−α′,−β′} ∼= {−α̂′, β̂′} ∼= Rj′∗{−α
′′, β′′}. The conclusion follows. 
5.2.4. Different choices of resolution. We next consider the choice of resolution
[A¯→ B¯] over U .
Lemma 5.2.8. Given two different choices of admissible resolutions [A¯→ B¯] and
[A¯′ → B¯′] of Rπ∗(V) over U , the factorizations {α, β} and {α′, β′} are related by
pushforward.
Proof. By Lemma 3.6.5, there exists a roof diagram realizing the quasi-isomorphism
between [A¯→ B¯] and [A¯′ → B¯′] such that the roof is a two term complex [A¯′′ → B¯′′]
of vector bundles and all maps are surjective. By Lemma 3.4.3, the roof provides
another admissible resolution. The evaluation map on A¯′′ may be induced either
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by the map to A¯ or the map to A¯′. These may not agree, however by the previous
section the corresponding factorizations are related by pushforward.
Thus we reduce to the situation that there exists a morphism of cochain com-
plexes [A¯ → B¯] → [A¯′ → B¯′] realizing the quasi-isomorphism, and such that
[A¯→ B¯] is admissible and the evaluation map evA¯ from A¯ factors through A¯
′. Up
to homotopy, this map decomposes as
[A¯→ B¯]→ [A¯′ ⊕ B¯ → B¯′ ⊕ B¯]→ [A¯′ → B¯′].
The map A¯ → A¯′ ⊕ B¯ is injective due to the fact that [A¯ → B¯] → [A¯′ → B¯′]
is a quasi-isomorphism. The second map has (up to homotopy) a right inverse
consisting of injections, thus we may assume without loss of generality that the
maps of vector bundles in
[A¯→ B¯]→ [A¯′ → B¯′]
are injective. Because the map A¯→ A1 factors through A¯′, as does the evaluation
map evA¯, the closed immersion tot(A) → tot(A¯
′) induces an immersion  → ′.
The section β′ mod B¯ defines the locus  ⊆ ′, therefore by Proposition 5.2.3,
the Koszul factorization {−α′, β′}| is isomorphic to the pushforward of {−α, β}|′
under the map → ′. 
The resolution [A1
d1−→ B1] of Rπ∗(V1) in Lemma 4.2.4 and consequently the
closed immersion of LGg,r(X , d) → Kg,r(X rig, d) in Proposition 4.3.2 depend on a
choice of closed immersion from the universal curve C ⊆ PN−1 (recall § 4.2). We
next show that two fundamental factorizations coming from different choices of this
immersion are related by pushforward.
Consider two different resolutions i : C → PN−1 and i′ : C → PM−1. Pulling
back the first two terms of the Euler sequence on PN−1 resp. PM−1 to CBG1 yields
two vector bundles with sections:
OCBG1 → (NBG1)
⊕N resp. OCBG1 → (MBG1)
⊕M .
Tensoring the two yields a section of (NBG1)
⊕N⊗(MBG1)
⊕M which defines the map
CBG1 → P
N+M−1 coming from the Segre embedding PN−1 × PM−1 → PN+M−1.
Note the section factors as
OCBG1 → N
⊕N
BG1
→ (NBG1)
⊕N ⊗MBG1
⊕M .
Let N ′ := N +M and let N ′BG1 := NBG1 ⊗MBG1 . Tensoring the above inclusions
by V1 yields the following map of short exact sequences
0 V1 V1 ⊗N
⊕N
BG1
Q 0
0 V1 V1 ⊗ (N ′BG1)
⊕N ′ Q′ 0
id (5.4)
whereQ andQ′ are defined as the respective cokernels. In the notation of Lemma 4.2.4,
let A1 := Rπ∗V1 ⊗ N⊕NBG1 resp. A
′
1 := V1 ⊗ (N
′
BG1
)⊕N
′
and B1 := Rπ∗Q resp.
B′1 := Rπ∗Q
′.
Following the embedding construction of § 4.2 and § 4.3 with each of the two
resolutions of V1 from (5.4), we obtain open substacks U ⊂ tot(A1) resp. U ′ ⊂
tot(A′1) over M
orb
g,r (BΓ, d)
◦
ωlog
C
such that all the properties of Theorem 4.3.4 hold.
Furthermore, from the inclusion A1 →֒ A
′
1 obtained from (5.4), one checks that
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there is an induced morphism U →֒ U ′. By replacing U ′ with a smaller open subset
if necessary, we may assume we are in the following situation.
Reduction 5.2.9. . Given two resolutions [A1 → B1] and [A1
′ → B1′] of Rπ∗(V1)
over Morbg,r (BΓ, d)
◦
ωlog
C
, constructed as in § 4.2, we can assume without loss of gen-
erality that there exists a quasi-isomorphism
f : [A1 → B1]→ [A1
′ → B1′]
realized at the cochain level, such that the maps fA1 : A1 → A1
′ and fB1 : B1 → B1
′
are injective, and U ⊆ tot(A1) is the preimage of U ′ ⊆ totA1′ under f . We can
assume further that there exist admissible resolutions on both U and U ′.
Lemma 5.2.10. With the situation given as above, there exist admissible resolu-
tions [A¯→ B¯] of Rπ∗(V) over U and [A¯′ → B¯′] of Rπ∗(V) over U ′ together with a
closed immersion f¯ : tot(A¯)→ tot(A¯′) such that the diagram
 
′
U U ′
f¯
f
commutes, and the pushforward Rf∗({−α, β}) is isomorphic to {−α
′, β′} in the
derived category of factorizations.
Proof. By abuse of notation, we let A1, A1
′, B1, B1′ denote the pulled-back vector
bundles over U ′. Let A¯′ → B¯′ denote a resolution of Rπ∗(V) over U ′ which surjects
onto [A1
′ → B1′]. Let C denote the cokernel of f : A1 → A1′. We have the
following commutative diagram:
B¯ B¯′ C
A¯ A¯′ C
B1 B1
′ C
A1 A
′
1 C
g¯
∼=
ρ
f¯
d¯′
γ¯
∼=
g
f
ρ′ d′
γ
∼=∼=
where γ¯ is the composition A¯′ → A1′ → C, A¯ = ker(γ¯), and similarly B¯ is the
kernel of the composition from B¯′ to C. Note that A¯ surjects onto A1, and that
[A¯→ B¯] is quasi-isomorphic to [A¯′ → B¯′].
Let tot(A¯|U ) and tot(A¯′) denote the total spaces of A¯ and A¯′ over U and U ′
respectively. Let p : T → U and p′ : T ′ → U ′ denote the projections. Recall that
p∗(A1) and p′
∗
(A′1) have sections
ζ = p∗(ρ ◦ tautA¯)− p
∗(tautA1)
and
ζ′ = p′∗(ρ′ ◦ tautA¯′)− p
′∗(tautA′1)
whose zero loci define  and ′ respectively. The above diagram shows the map
tot(A¯|U )→ tot(A¯′) induced by f¯ sends  into ′. In fact  is the zero locus of the
section p′∗(γ ◦ tautA′1) ∈ Γ(
′, p′∗(C)).
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On ′ we have the obstruction bundle E′ = p′∗(B¯′) which contains E = p′∗(B¯)
as a sub-bundle. E′ has a section β′ = d¯′ ◦ tautA¯′ . Note that E
′/E = p′∗(B¯′/B¯) =
p′∗(C) and β′mod(E) is given by
β′mod(E) = p′∗(γ¯ ◦ tautA¯′) = p
′∗(γ ◦ tautA′1),
where the last equality holds since we are on ′. By Proposition 5.2.3, the claim
follows. 
Proposition 5.2.11. Any two Koszul factorizations
{−α, β} ∈ D([/C∗R],− ev
∗(⊞ri=1w)) and {−α
′, β′} ∈ D([′/C∗R],− ev
∗(⊞ri=1w))
constructed via the two-step procedure are related by pushforward.
Proof. Given two resolutions [A1
d1−→ B1] and [A′1
d′1−→ B1
′] ofRπ∗(V1) overMorbg,r (BΓ, d)
◦
ωlog
C
and corresponding open sets U ⊆ tot(A1) and U ′ ⊆ tot(A1′), by Reduction 5.2.9
we can assume that these two complexes are related by a quasi-isomorphism
f : [A1 → B1]→ [A1
′ → B1′]
such that
• the maps fA : A1 → A1
′ and fB : B1 → B1′ are injective; and
• U ⊆ tot(A1) is the preimage of U ′ ⊆ totA1′ under f .
In this particular case, by Lemma 5.2.10 there exist resolutions [A¯→ B¯] of Rπ∗(V)
over U and [A¯′ → B¯′] of Rπ∗(V) over U ′ together with a closed immersion f¯ :
tot(A¯) → tot(A¯′) such that the factorization {−α, β} on  is equivalent to the
factorization {−α′, β′} on ′ by pushforward under f¯ |.
Thus we reduce to the case that U is fixed. Then by Lemma 5.2.8 we conclude
that the factorizations are related by pushforward. 
5.3. Rigidified evaluation and the state space.
5.3.1. Rigidified evaluation. Recalling Definition 5.1.1 there exist C∗R-equivariant
evaluation maps
evi : → IT =
∐
(g)
[(V ss(θ))g)/CG(g)] (5.5)
where (g) runs over all conjugacy classes in G. For each conjugacy class (g),
we choose a representative g; then CG(g) denotes the centralizer of g in G, and
(V ss(θ))g denotes the points of V ss(θ) which are fixed by g. These maps combine
to form a map
ev : → (IT )r =
∐
(g)
[( r⊕
i=1
(V ss(θ))gi/
r∏
i=1
CG(gi)
]
.
where (g) runs over all ordered sets of r conjugacy classes (g1), . . . , (gr).
As described in §3.7, the map ev is C∗R-equivariant with respect to the natural
action on totA and the diagonal action of C∗R on V
r. Thus it induces a map
(which we will also denote by ev) from [totA/C∗R] to the quotient of (I[V//θG])
r by
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C∗R. Also, notice that the action of G
r × C∗R has a generic stabilizer given by 〈J〉.
〈J〉 = G ∩C∗R ⊆ Gl(V ). This gives an exact sequence,
1 → 〈J〉 → Gr × C∗R →
r−times︷ ︸︸ ︷
Γ×C∗ · · · ×C∗ Γ → 1
(g1, ..., gr, t) 7→ (g1t, g2t, ..., grt)
where Γ ×C∗ · · · ×C∗ Γ denotes the fiber product over the character χ, that is,
Γ×C∗ · · · ×C∗ Γ is the kernel of map Γ× · · · × Γ→ C∗ × · · · × C∗ sending
(γ1, ..., γr) 7→ (χ(γ1)χ(γ2)
−1, χ(γ2)χ(γ3)−1, ..., χ(γr−1)χ(γr)−1).
Analogously,
1→ 〈J〉 →
r∏
i=1
CG(gi)× C
∗
R → CΓ(g1)×C∗ · · · ×C∗ CΓ(gr)→ 1
where CΓ(g) = CG(g) · C∗R is the centralizer of g in Γ. Rigidification gives a map,
rigidify : [V r/(Gr × C∗R)]→ [V
r/(Γ×C∗ · · · ×C∗ Γ)].
Let (g) denote an ordered set of r conjugacy classes (g1), . . . , (gr). The map rigidify
induces the map
Irig :
[(
r⊕
i=1
(V ss(θ))gi
)
/
(
r∏
i=1
CG(gi)× C
∗
R
)]
→
[(
r⊕
i=1
(V ss(θ))gi
)
/
(
CΓ(g)
)]
,
where CΓ(g) := CΓ(g1) ×C∗ · · · ×C∗ CΓ(gr). Note that the source of Irig is simply
a component of the quotient of (I[V//θG])
r by C∗R. Combined, these observations
allow us to make the following definition.
Definition 5.3.1. Define the evaluation map as the composition of Irig with ev.
ev = Irig ◦ ev : [/C
∗
R]→
∐
(g)
[( r⊕
i=1
(V ss(θ))gi/CΓ(g)
]
,
where the union is over all r-tuples (g) of conjugacy classes in G.
5.3.2. The state space of a GLSM.
Definition 5.3.2. Define
Hext(g) := HH∗ ([(V
ss(θ))g/CΓ(g)], w) .
The extended GLSM state space is defined to be Hext :=
⊕
(g)H
ext
(g) where (g) runs
over all conjugacy classes in G.
Remark 5.3.3. To better understand the target of the evaluation map ev, note
that
HH∗
([(⊕r
i=1(V
ss(θ))gi/CΓ(g)
]
,⊞ri=1w
)
=
⊗r
i=1HH∗ ([(V
ss(θ))gi/CΓ(gi)], w)
=
⊗r
i=1H
ext
(gi)
⊆ (Hext)⊗r.
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5.4. The restricted state space. In fact we will deal most often with a subspace
of Hext called the restricted state space and denoted by
Hres ⊆ Hext,
similarly to [PV16, Equation (5.13)]. The definition and properties of the restricted
state space are not strictly necessary for the results of this paper, thus we will save
the bulk of the discussion for the sequel [CFG+]. We record here only a brief
summary of the key facts for completeness of exposition.
Proposition 5.4.1 ([CFG+]). The vector space Hext(g) decomposes as a direct sum
Hext(g) =
⊕
(h)
e(h)(H
ext
(g) ),
where (h) runs over all conjugacy classes of G.
Definition 5.4.2. Define the restricted state space to be
Hres :=
⊕
(g)
e(id)(H
ext
(g)),
where (id) denotes the identity conjugacy class. Thus on each twisted sector [(V ss(θ))g/CΓ(g)],
Hres contains the piece of Hext(g) corresponding to the identity under the decomposi-
tion of proposition 5.4.1.
Remark 5.4.3. In the following paper [CFG+], we will define a pairing on the
restricted state space, as is necessary for the definition of a cohomological field
theory.
Remark 5.4.4. In the special case of a GLSM (V,G,C∗R, θ, w) where [V//θG] is
affine, Proposition 5.4.1 was proven by Polishchuk–Vaintrob ([PV16], Theorem
2.6.1).
Remark 5.4.5. Note that when [V//θG] is a smooth variety, H
ext and Hres are
equal.
5.5. GLSM invariants. By Definition 5.3.1 there exists an evaluation map
ev : [/C∗R]→
∐
(g)
[( r⊕
i=1
(V ss(θ))gi/CΓ(g)
]
,
where the union is over all r-tuples (g) of conjugacy classes in G.
Fix a resolution U˜ of singularities of the Deligne–Mumford stack U (which exists
due to a general result by Temkin [Tem09, Theorem 5.1.1]), where U is the closure
of U ⊆ LGeqg,r(Y, d
′) (see Theorem 4.3.4). The space U˜ is a smooth and proper
Deligne–Mumford stack. Denote by p˜ :  → U˜ the composition of the projection
p : → U followed by the open immersion U → U˜ .
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We use K = Kg,r,d to define an integral transform ΦKg,r,d by the following
diagram.
D([/C∗R], ev
∗(⊞ri=1w)) D([/C
∗
R], 0)LGg,r(Z,d)
D(
∐
(g)
[(
⊕ri=1 (V
ss(θ))gi/CΓ(g)
]
,⊞ri=1w) D([U˜/C
∗
R], 0) ≃ D([U˜/µdeg])
− L⊗Kg,r,d
Rp˜∗L ev∗
(5.6)
Note that by Lemma 5.1.5, tensoring with Kg,r,d gives a factorization supported on
LGg,r(Z, d). Since the action ofC
∗
R on LGg,r(Z, d) and on U˜ is trivial, [LGg,r(Z, d)/C
∗
R]
is proper over [U˜/C∗R]. Thus the pushforward Rp˜∗ is well-defined.
The equivalence
D([U˜/C∗R], 0) ∼= D([U˜/µdeg])
is [PV16, Proposition 1.2.2]. Pushing forward to Hochschild homology yields a map
(ΦKg,r,d)∗ : (H
ext)⊗r → HH∗([U˜/µdeg]).
We further pull back by the quotient map
q : U˜ → [U˜/µdeg]
to obtain a map to HH∗(U˜).
Given an r-tuple of conjugacy classes (g) = (g1), . . . , (gr), let (g) denote the
open and closed substack of such that ev |(g) maps to
[(⊕r
i=1(V
ss(θ))gi/CΓ(g)
]
,
and let U˜(g) be the open and closed substack of U˜ which (g) maps into via p˜.
Denote by mi the order of gi. Then 1/(m1 · · ·mr) is the degree of the map
Mg,r
(
CX rig,Γ/Kg,r(X
rig, d), F
)
→ Kg,r
(
CX rig,Γ/Kg,r(X
rig, d), F
)
from Remark 4.3.1 after restricting to the open and closed subset indexed by
(g). Define the map ord(g) : HH∗(U˜(g)) → HH∗(U˜(g)) to be multiplication by
(m1 · · ·mr), and let
ord : HH∗(U˜)→ HH∗(U˜)
be the direct sum of ord(g) over all choices of (g). Because our moduli spaces have
been constructed to have sections at the marked point gerbes, this correction factor
is necessary to obtain the correct invariants. This phenomena arises in orbifold
Gromov–Witten theory as well (see [AGV08, §6.1.3]).
Recall we denote by φHKR the isomorphism from HH∗(X) to H∗(X) for X any
smooth projective variety and for X a smooth projective Deligne–Mumford quotient
stack we denote by
φ¯HKR : HH∗(X )→ H∗(X )
the HKR morphism (not an isomorphism unless X is a variety) of Definition 2.4.5.
Definition 5.5.1. Let (V,G,C∗R, θ, w) be a convex hybrid model. For g, r satisfying
2g − 2 + r > 0 and d ∈ HomZ(Ĝ,Q), define Λg,r,d : (Hres)⊗r → H∗(Mg,r) as the
following map
Λg,r,d(s1, . . . , sr) := proj∗
td(TU˜/Morbg,r (BΓ,d)ωlogC )
td(Rπ∗V)
∪
(
φ¯HKR ◦ ord ◦ q
∗ ◦ (ΦKg,r,d)∗(s1, . . . , sr)
)
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where proj is the projection to Mg,r and s1, . . . , sr are elements of Hres.
The set {Λg,r,d} for all choices of g, r and d will be referred to as the GLSM
invariants of (V,G,C∗R, θ, w).
Remark 5.5.2. The pullback of TU˜/Morbg,r (BΓ,d)ωlog
C
to U is the vector bundle A1.
Remark 5.5.3. In the second paper [CFG+], we will show that the collection
{Λg,r,d} defines a cohomological field theory.
Theorem 5.5.4. Given a hybrid model GLSM (V,G,C∗R, θ, w), convex over BG1,
the invariants Λg,r,d are independent of the choice of resolutions.
Proof. Let ′ → U ′ and  → U denote two instances of the two-step procedure
of the previous section for different choices of resolutions. Let K and K ′ denote
the factorizations in  and ′ respectively, and let Λg,r,d and Λ′g,r,d denote the
corresponding sets of invariants for (V,G,C∗R, θ, w). By Proposition 5.2.11, we can
assume that
Rf∗(K) = K ′ (5.7)
More precisely, by Reduction 5.2.9, we can assume without loss of generality
that there exists a closed immersion
f : U → U ′.
Let U˜ and U˜ ′ denote resolutions of the closures U and U
′
. These can be constructed
so that there exists a map f˜ : U˜ → U˜ ′. To see this, first choose a resolution U˜ ′ of
U
′
. The map f can be assumed to extend to a map f¯ : U → U
′
. If
U ×U ′ U˜
′
is smooth we let this define U˜ , otherwise we resolve this space to define U˜ . By (5.7)
we see that
f˜∗ ◦ (ΦK)∗ = (ΦK′)∗. (5.8)
We then observe that
f˜∗
(
td
(
TU˜/Morbg,r (BΓ,d)ωlog
C
)
φ¯HKR(−)
)
(5.9)
=td
(
TU˜ ′/Morbg,r (BΓ,d)ωlog
C
)
f˜∗
(
td(TU˜/U˜ ′)φ¯HKR(−)
)
=td
(
TU˜ ′/Morbg,r (BΓ,d)ωlog
C
)
φ¯HKRf˜∗(−)
where the last equality follows from the same argument as Theorem 2.5.1. Com-
bining (5.8) and (5.9) implies the result. 
6. Comparisons with other constructions
6.1. Comparison with Gromov–Witten theory and cosection localization.
In this section we compare the above GLSM invariants for a geometric phase with
various Gromov–Witten type invariants defined via a virtual fundamental class.
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6.1.1. The virtual cycle for GLSM invariants in a geometric phase. For all of §6.1,
we specialize to the case where the hybrid model is a so-called geometric phase (recall
Definition 1.4.5). We will define a virtual fundamental class using the Z2-localized
Chern class of [PV01]. This class can be used to define enumerative invariants via
a Chow or cohomology level Fourier–Mukai transform.
The remainder of §6.1.1 is then devoted to showing that these invariants agree
with the GLSM invariants of Definition 5.5.1 (See Proposition 6.1.5). This will
be used in §6.1.2 to compare our invariants to cosection localized invariants and
certain Gromov–Witten invariants.
Specializing to a geometric phase implies deg = 1, therefore 〈J〉 = 1 and Γ =
G×C∗R. The character χ ∈ Γ̂ is just the projection onto C
∗
R, and ηdeg = η1 = idC∗R .
Consider the vector bundle E (with fiber V2) on X , whose total space is
tot E = T := [(V ss1 (θ) × V2)/G],
with projection q : T → X . Since w is linear on V2, it gives rise to a section
f ∈ H0(X , E∨) of the dual vector bundle E∨. Recall that nondegeneracy of the
hybrid model implies that f is a regular section with smooth zero locus Z :=
Z(f) = Z(dw). For the remainder of this subsection, we will assume that X is a
smooth variety.
The notations in §4 simplify, since G1 = G, X = X rig = [V ss1 (θ)/G], and
LGg,r(X , d) ∼=Mg,r(X , d), LGg,r(Z, d) ∼=Mg,r(Z, d)).
For simplicity we will sometimes denote these spaces by LG(X ) and LG(Z) respec-
tively.
Let V ′2 denote V2(−G ). By Proposition 3.5.5, we may choose an admissible
resolution [A¯→ B¯] of Rπ∗V over U which splits as
[A¯1 → B¯1]⊕ [A¯
′
2 ⊕ V2|G → B¯2]
where
[A¯′2 ⊕ V2|G → B¯2] ∼= Rπ∗V2 and [A¯
′
2 → B¯2]
∼= Rπ∗V ′2.
Let ′ denote the intersection of  and tot A¯1⊕ A¯′2. Let U
′ denote the intersection
of  and tot A¯1.
Remark 6.1.1. The space ′ can be constructed from scratch by mimicking the
construction of , but replacing every instance of ωlog
C
with ωC.
Recall from §5.1 that we also have a resolution
[A˜1 → B˜1] ∼= Rπ∗V1
lying over the closure U together with a surjection A¯1|U ։ A˜1|U and the evaluation
map U ′ → X r factors through
U ′ → tot(A¯1)→ tot(A˜1)→ [V1/G]r.
Let d˜ : U˜ → U denote the desingularization of U from §5.5 and define
P := Proj(tot(d˜∗(A˜1)⊕OU˜ )).
The map A˜1 → V1|G defines a geometric evaluation map tot(A˜1) → [V1/G]r. Let
tot(A˜1)
◦ denote the preimage of the semi-stable locus, so we obtain
tot(A˜1)
◦ → X r.
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This defines a rational map to evP : P 99K X r . Let P˜ denote a smooth resolution
of ΓevP ∈ P ×X
r.
We have the following commuting diagram
 tot(A¯)◦

′ tot(A¯1 ⊕ A¯′2)
◦ Tot◦ T˜ot T r
U ′ tot(A¯1)◦ tot(A˜1|U˜ )
◦ P˜ X r
LG(Z) PZ◦ PZ Zr
P˜Z
zT
l
fT
l¯
s
z′T
m
f ′T
l◦
iT evT
l˜
zX fX iX evX
k˜
ι jZ
iZ
k◦
evZ
k
dZ
(6.1)
where the remaining spaces are defined so that all small squares (and the paral-
lelogram) are cartesian (although the bottom left rectangle is commutative), and
dZ : P˜Z → PZ is a desingularization of PZ . For convenience we will let n denote
the composition n := iT ◦ fT ◦ zT :  → T˜ot. Note that the evaluation map
ev : → T r factors as evT ◦n.
Recall from Definition 2.5.4, there is an equivalence of categories
φ˜+ : D(Z)
∼
−→ D([T /C∗R], w),
which sends the structure sheaf OZ to the Koszul factorization S1 of (2.4).
The fundamental factorization in Definition 5.1.4
K = Kg,r,d ∈ D([/C
∗
R],− ev
∗
⊞
r
i=1w)
is defined as the Koszul factorization on the section and cosection
O
β
−→ B¯
−α∨
−−−→ O
i.e.
K = {−α, β}.
(Note: to declutter notation, in this section, we use A¯, B¯, etc. to denote the
corresponding pullback of the bundle to whichever space we are working on.)
The tensor product of K with n∗ ◦ ev∗T (S
⊠r
1 ) is the Koszul factorization
KS1 := {αS1 , βS1} ∈ D([/C∗R], 0)
where
αS1 := (−α, ev∗(q∗f)r) and βS1 := (β, ev∗ taut)
are a cosection and a section of B¯S1 := B¯ ⊕ π∗(V2|G ).
Recall that LGg,r(T , d) = Z(β) ⊆ . Similarly let
LG(T , d)′ := Z(β|′) ⊆ ′.
Furthermore, as LGg,r(Z, d) lies in ′, we have
LGg,r(Z, d) = Z(β) ∩ Z(α) ⊆ 
′ ⊆ 
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by Lemma 5.1.5.
Let K ′ denote s∗(K). Note that this is a factorization of zero on ′. By [PV16,
Proposition 4.3.1], we observe that Rs∗(K ′) = KS1 .
Definition 6.1.2. Define the virtual fundamental class to be the cycle class,
[LGg,r(Z, d)]
vir := td(B¯|′)
Z2ch
′
LGg,r(Z,d)(K
′)[′]
∈ A∗(LGg,r(Z, d))Q.
Using [Hir17a], we can translate between the Fourier–Mukai transform for a
geometric phase using a fundamental factorization and a Fourier–Mukai transform
in the traditional sense, using an object of the derived category. Namely we have
the following lemma.
Lemma 6.1.3. There exists an object KZ ∈ D(P˜Z) such that
(ΦKg,r,d)∗ ◦ ((φ˜+)
r)∗ = (ΦKZ )∗, (6.2)
where ΦKZ : Z
r → U˜ denotes the Fourier–Mukai transform with kernel KZ . Fur-
thermore, KZ satisfies
R(l˜ ◦ n)∗KS1 = Rk˜∗KZ . (6.3)
Proof. Since evX ◦iX : tot(A˜1|U˜ )
◦ → X r is smooth, (evX ◦iX )∗f gives a regular
section of V2|G . Hence, we can apply Theorem 2.5.2 and Proposition 2.5.3 to
obtain an object KpreZ ∈ D(tot(A˜1|U˜ )
◦)LG(Z) such that the following diagram is
commutative diagram
D([Tot◦ /C∗R], evT ◦i
∗
T⊞
r
i=1w) D([Tot
◦ /C∗R], 0)[LG(Z)/C∗R]
D(P ◦Z ) D(tot(A˜1|U˜ )
◦)LG(Z)
− L⊗R(zT ◦fT )∗K
Rl◦∗φ˜P◦
Z
,+
Rk◦∗(−
L⊗Kpre
Z
)
(6.4)
where φ˜P◦
Z
,+ is notation for φ˜+ in the particular case Z = P
◦
Z and T = Tot
◦.
We can then define
KZ := (iZ)∗K
pre
Z ∈ D(P˜Z ).
Let φ˜PZ ,+ denote φ˜+ in the particular case Z = PZ and T = T˜ot (in this case, it
may not be an equivalence but the functor exists nonetheless).
We claim the following diagram, which implies (6.2), commutes.
D([T r/C∗R],⊞
r
i=1w) D([T˜ot/C
∗
R], ev
∗
T ⊞
r
i=1w) D([T˜ot/C
∗
R], 0)[LG(Z)/C∗R]
D(Zr) D(PZ ) D(P˜ )
D(P˜Z )
L ev∗T −
L⊗Rn∗K
Rl˜∗
L(evZ ◦dZ )∗
L(evZ )
∗
(φ˜+)
r φ˜PZ ,+
Rk∗(−
L⊗R(dZ)∗KZ)
Rk˜∗(−
L⊗KZ)
(6.5)
MF ON GLSM 73
The left square follows from flat base change. For the right square, we have
Rl˜∗(φ˜PZ ,+(A)
L
⊗ Rn∗K) = Rl˜∗(φ˜PZ ,+(A)
L
⊗ Rn∗R(iT )∗Li∗TK)
= Rl˜∗R(iT )∗(Li∗T φ˜PZ ,+(A)
L
⊗ Rn∗Li∗TK)
= R(iX )∗R(l◦)∗(φP◦
Z
,+(Lj
∗
ZA)
L
⊗ R(zT ◦ fT )∗K)
= R(iX )∗Rk◦∗(Lj
∗
ZA
L
⊗KpreZ )
= Rk∗R(jZ)∗(Lj∗ZA
L
⊗KpreZ )
= Rk∗(A
L
⊗ R(dZ)∗KZ).
Most of these equalities are simply the projection formula of Proposition 2.2.10,
however the fourth equality needs justification. This one follows from (6.4). Finally,
for the bottom triangle we have
Rk∗(L(evZ)∗A
L
⊗ R(dZ)∗KZ)) = Rk∗(L(evZ)∗A
L
⊗ R(jZ)∗K
pre
Z )
= Rk∗R(jZ)∗(Lj∗ZL(evZ)
∗A
L
⊗KpreZ )
= Rk˜∗R(iZ)∗(L(iZ)∗L(evZ ◦dZ)∗A
L
⊗KpreZ ))
= Rk˜∗(L(evZ ◦dZ)∗A
L
⊗ R(iZ)∗K
pre
Z ))
= Rk˜∗(L(evZ ◦dZ)∗A
L
⊗KZ).
Now to justify (6.3), plug OPZ into the square on the right of the (6.5) to get,
R(l˜ ◦ n)∗KS1 = Rl˜∗ ◦ Rn∗(K
L
⊗ L(evT ◦n)∗(φ˜+)r OZr)
= Rl˜∗(Rn∗K
L
⊗ L(evT )∗(φ˜+)r OZr)
= Rl˜∗(Rn∗K
L
⊗ φ˜PZ ,+OPZ )
= Rk∗R(dZ)∗KZ
= Rk˜∗KZ .

Lemma 6.1.4. The following equality holds in A∗(LGg,r(Z, d))Q
[LGg,r(Z, d)]
vir = td(TP˜Z/Morbg,r (BΓ,d)ωlog
C
) td(Rπ∗V ′)−1 chP˜ZLG(Z)(KZ)[P˜Z ].
Proof. Now, we have the following sequence of equalities
[LGg,r(Z, d)]
vir = td(B¯|′)
Z2ch
′
LG(Z)(K
′)[′]
= td(B¯) td(A¯2
′
)−1 chU
′
LG(Z)(R(m ◦ l)∗K
S1)[U ′]
= td(B¯ ⊕ A˜1 ⊕A1) td(A¯1 ⊕ A¯2
′
)−1 chtot A˜1|U˜LG(Z) (R(l
◦ ◦ fT ◦ zT )∗KS1)[tot A˜1|U˜ ]
= td(B¯ ⊕ A˜1 ⊕A1) td(A¯1 ⊕ A¯2
′
)−1 chP˜LG(Z)(R(l˜ ◦ n)∗K
S1)[P˜ ]
= td(TP˜ /Morbg,r (BΓ,d)ωlog
C
) td(Rπ∗V ′)−1 chP˜LG(Z)(R(l˜ ◦ n)∗K
S1)[P˜ ]
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= td(TP˜ /Morbg,r (BΓ,d)ωlog
C
) td(Rπ∗V ′)−1 chP˜LG(Z)(Rk˜∗KZ)[P˜ ]
= td(TP˜Z/Morbg,r (BΓ,d)ωlog
C
) td(Rπ∗V ′)−1 chP˜ZLG(Z)(KZ)[P˜Z ] (6.6)
where V ′ denotes V1 ⊕ V2(−G ). The first equality is the definition. The second
comes from Proposition 2.5.8, note that we are implicitly identifying D(U ′, 0) with
D(U ′). The third follows from [Ful13, Corollary 18.1.2]. The fourth equality is
obvious from the definition of localized Chern characters. The fifth line comes from
the equalities,
TP˜ /Morbg,r (BΓ,d)ωlog
C
= A1 ⊕ A˜1 and Rπ∗V ′ = A¯1 ⊕ A¯′2 ⊕ B¯[1].
The sixth equality follows from (6.3). The seventh follows from [Ful13, Theorem
18.2] (using the isomorphism K0(LG(Z)) ∼= K0(D(P˜ )LG(Z)). 
We now prove that our GLSM invariants are the same as those defined by
[LGg,r(Z, d)]vir. In the next subsection, we will argue that these agree with the co-
section localized Gromov–Witten type invariants defined by Chang–Li [CL11] and
and generalized by Fan–Jarvis–Ruan [FJR17].
By abuse of notation we will let ι∗[LGg,r(Z, d)]vir and ch(KZ) now denote the
corresponding classes in cohomology rather than the Chow ring.
Proposition 6.1.5. Let the setup be as in the beginning of this section. Given
~γ = (γ1, . . . , γr) ∈ H
∗(Z)⊗r, the following are equal:
(proj∗ ◦k˜)∗(ev
∗
Z ~γ ∪ (iZ ◦ ι)∗[LGg,r(Z, d)]
vir) = Λg,r,d(ϕ
td
∗ γ1, . . . , ϕ
td
∗ γr).
Proof. Let u˜ denote the map u˜ : P˜ → U˜ . We have,
u˜∗ ◦ k˜∗(e¯v∗~γ ∪ (iZ ◦ ι)∗[LGg,r(Z, d)]vir)
=u˜∗ ◦ k˜∗(td(TP˜Z/Morbg,r (BΓ,d)ωlog
C
) td(Rπ∗V ′)−1 ch(KZ)ev∗~γ)
= td(TU˜/Morbg,r (BΓ,d)ωlog
C
) td(Rπ∗V ′)−1u˜∗ ◦ k˜∗(td(TP˜Z/U˜ ) ch(KZ)ev
∗~γ)
= td(TU˜/Morbg,r (BΓ,d)ωlog
C
) td(Rπ∗V ′)−1(ΦHtd(TP˜Z/U˜ ) ch(KZ)
)∗(~γ)
= td(TU˜/Morbg,r (BΓ,d)ωlog
C
) td(Rπ∗V ′)−1φ¯HKR(ΦKZ )∗φ
−1
HKR(~γ)
= td(TU˜/Morbg,r (BΓ,d)ωlog
C
) td(Rπ∗V ′)−1φ¯HKR(ΦKg,r,d)∗((φ˜+)∗ ◦ φ
−1
HKRγ1, . . . , (φ˜+)∗ ◦ φ
−1
HKRγr)
= td(TU˜/Morbg,r (BΓ,d)ωlog
C
) td(Rπ∗V)−1φ¯HKR(ΦKg,r,d)∗(ϕ
td
∗ γ1, . . . , ϕ
td
∗ γr).
The first equality is by Lemma 6.1.4. The second is the projection formula. The
third is just the definition of the cohomological Fourier–Mukai transform and the
fourth equality is Theorem 2.5.1. The fifth equality is by (6.2). The last equality
follows from Rπ∗V = Rπ∗V ′ ⊕ π∗V2|G and the definition of ϕtd∗ (Definition 2.5.7).
Note that the maps ord and q∗ of Definition 5.5.1 are both the identity in this case,
since X is a smooth variety. Applying proj∗ finishes the theorem. 
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6.1.2. Cosection Localized Gromov–Witten invariants. In [CL11], the cosection lo-
calization methods of Kiem–Li [KL13] are used to construct a cosection localized
virtual class for a particular geometric phase GLSM, namely the quintic 3-fold
GLSM of Example 1.4.7. The cosection localized virtual class is used to define
enumerative invariants for general GLSMs in [FJR17]. The construction can be
summarized as follows (see Section 3 of [CL11] and Section 5 of [FJR17] for de-
tails).
The object
E := Rπ∗V
gives a perfect obstruction theory over LG(T )′ relative to Morbg,r (BΓ, d)
◦
ωlog
C
. Then
given a potential w : T → A1, Equation (3.29) defines a cosection dw of ObLG(T )′ =
R1π∗V(−G ). Let h1/h0(E)(dw) be the refined cone stack associated to E and dw,
(see Equation (3.16) of [CL11]). As shown in the proof of Proposition 6.1.7, the
relative intrinsic normal cone [cLG(T )′/Morbg,r (BΓ,d)◦
ω
log
C
] lies in Z∗(h1/h0(E)(dw))Q.
Hence, we may define the following class.
Definition 6.1.6. The cosection localized virtual fundamental class is the class
[LGg,r(T , d)
′]virdw := s
!
h1/h0(E),dw[cLG(T )′/Morbg,r (BΓ,d)◦
ω
log
C
].
where
s!h1/h0(E),dw : A∗(h
1/h0(E)(dw))Q → A∗([LGg,r(Z, d)])Q
is the cosection localized Gysin map [KL13, Proposition 1.3].
The following result follows from results in [CLL15] and the compatibility of α
and dw (Lemma 3.6.3).
Proposition 6.1.7. The following equality holds in A∗(LGg,r(Z, d))Q
[LGg,r(Z, d)]
vir = [LGg,r(T , d)
′]virdw
Proof. Note that LG(T )′ is realized as the zero locus of a section β ∈ Γ(′, B¯) in
the smooth Deligne–Mumford stack ′, and that over ′, Rπ∗V is resolved by the
two term complex [A¯1 ⊕ A¯′2 → B¯]. In this special setting, the cosection localized
virtual class can be described more concretely.
Let CLG(T )′/′ be the normal cone to LG(T )′ in ′. Since LG(T )′ = Z(β), the
cone CLG(T )′/′ can be viewed as a closed substack in B¯|LG(T )′ . Since α|LG(T )′ ∈
Hom(B¯|LG(T )′ ,OLG(T )′) becomes zero when it is restricted to CLG(T )′/′ by α◦β =
0 in ′, the cone cycle is contained in
B¯|LG(T )′(α|LG(T )′) := B¯|Z(α,β) ∪ ker(B¯|LG(T )′\Z(α,β) → OLG(T )′\Z(α,β)).
Again there exists a cosection localized Gysin map
s!B¯|LG(T )′ ,α|LG(T )′ : A∗(B¯|LG(T )′(α|LG(T )′))Q → A∗(Z(α, β))Q.
The relative instrinsic normal cone cLG(T )′/Morbg,r (BΓ,d)◦
ω
log
C
can be explicitly de-
scribed as the quotient cone stack [CLG(T )′/′/A¯] since ′ is smooth with relative
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tangent bundle A¯. This yields the following fiber diagram
CLG(T )′/′ tot B¯
cLG(T )′/Morbg,r (BΓ,d)◦
ω
log
C
[tot B¯/A¯]
(6.7)
We now have the following chain of equalities
[LGg,r(T , d)
′]virdw = s
!
h1/h0(E),dw[cLG(T )′/Morbg,r (BΓ,d)◦
ω
log
C
]
= s!B¯|LG(T )′ ,α|LG(T )′γ
∗[cLG(T )′/Morbg,r (BΓ,d)◦
ω
log
C
]
= s!B¯|LG(T )′ ,α|LG(T )′ [CLG(T )′/′ ]
= td(B¯|′)
Z2ch
′
LGg,r(Z,d)(K
′)[′]
= [LGg,r(Z, d)]
vir.
The first line is by definition. The second line uses the definition of the Gysin
map together with the fact that σ agrees with α|LG(T )′ (Lemma 3.6.3). The fourth
line follows from (6.7). The fifth line is [CLL15, Proposition 5.10]. The final line is
also by definition. 
With the above result and Proposition 6.1.5, we can identify our GLSM invari-
ants in the geometric phase with invariants defined by the cosection localized virtual
class. In special cases this recovers Gromov–Witten theory.
Theorem 6.1.8. After identifying H∗(Z) with HH∗([T /C∗R], w) via ϕ
td
∗ , the in-
variants defined by the cosection localized virtual fundamental class of [CL11] are
equal to the invariants Λg,r,d for the corresponding GLSM from Definition 5.5.1.
Proof. This follows immediately from Propositions 6.1.5 and 6.1.7. 
In some special cases, it is known that cosection localized Gromov–Witten type
invariants agree with classical Gromov–Witten type invariants.
Theorem 6.1.9 (Chang–Li). In the special case of the quintic three-fold GLSM
(Example 1.4.7) or more generally a geometric phase with degeneracy locus Z a
Calabi–Yau complete intersection three-fold, the genus-g degree-d (r = 0) Gromov–
Witten invariant of Z, denoted Ndg (Z), is equal to the degree of the virtual funda-
mental class up to a sign:
deg
(
[LGg,0(T , d)]
vir
dw
)
= (−1)χ(Rpi∗(V
′
2))Ndg (Z).
Proof. This is [CL11, Theorem 1.1]. We note that although the results in [CL11]
are stated only for the quintic threefold, the proof extends to the cases mentioned
(this is well known and mentioned in the introduction of [CL11]). 
Corollary 6.1.10. When Z is a Calabi–Yau complete intersection three-fold, the
Gromov–Witten invariant Ndg (Z) is equal to Λg,r,d up to a sign.
Proof. This follows immediately from Theorem 6.1.8 and Theorem 6.1.9. 
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Corollary 6.1.11. In the special case where V2 = 0 and w = 0, the Gromov–Witten
invariants defined by the Behrend–Fantechi virtual cycle for the GIT quotient [V1//θ
G] agree with Λg,r,d.
Proof. In this special case, we get the Behrend–Fantechi virtual cycle without hav-
ing to apply the cosection localization method i.e. [CLL15, Proposition 5.10] is used
in the case where the cosection is 0. 
Remark 6.1.12. We expect more generally that our geometric phase GLSM in-
variants agree with the usual Gromov–Witten invariants defined in [BF97, LT98]
up to sign.
6.2. Comparison with the Polishchuk–Vaintrob construction. LetG denote
a finite abelian subgroup of (C∗)m, and let w : Am → A1 denote a G-invariant
function with an isolated singularity at the origin. Suppose that a C∗R-action on
Am is given by an embedding into (C∗)m such that: w has a homogeneous degree
deg with respect to C∗R-action and G ∩ C
∗
R is a finite cyclic group 〈J〉 with order
deg. With this input data, a cohomological field theory called Fan–Jarvis–Ruan–
Witten (FJRW) theory has been developed by Fan–Jarvis–Ruan [FJR13] in the
analytic category and by Polishchuk–Vaintrob [PV16] in the algebraic category
using factorizations. These theories can be thought of as giving invariants of the
singularity defined by
w : [Am /G]→ A1 .
A GLSM corresponding to such a singularity is known as an (abelian) affine
phase GLSM. We construct it as follows. Take Γ = G · C∗R ⊆ (C
∗)m, V1 = Spec(C),
V2 = A
m, and let θ : G → C∗ be trivial. Note that (V,G,C∗R, θ, w) is an abelian
GLSM such that [V1//θG] is the e´tale gerbe BG. Here χ is defined by g · λ 7→ λdeg
for g ∈ G, λ ∈ C∗R. In this section we show the invariants Λg,r,d defined for the
GLSM (V,G,C∗R, θ, w) agree with Polishchuk–Vaintrob’s definition of the FJRW
invariants of w : [Am /G]→ A1.
Note first that in the special case where V1 is rank zero, the stack LGg,r(BG, 0) is
a smooth and proper Deligne–Mumford stack over Spec(C), with projective coarse
moduli. This follows from Proposition 4.3.2 after observing that Mg,r(X
rig, 0) =
Mg,r(BG1, 0) is smooth.
6.2.1. The Polishchuk–Vaintrob construction. In [PV16] the stack LGg,r(BG, 0) is
denoted as Sg,r = Sg,r,Γ,χ and is referred to as the moduli of Γ-spin structures. We
will adopt this notation for the remainder of this section ot simplify the comparison.
In [PV16], a cohomological field theory with coefficients in C[Ĝ] is defined as follows.
First, a rigidified stack Srigg,r → Sg,r is defined, which parametrizes Γ-spin structures
together with trivializations
P|pi ∼= Γ/〈hi〉
for each marked point p1, . . . , pr, where hi denotes the generator of the isotropy
group at pi, viewed as an element of Γ. There is a natural action of G
r on Srigg,r by
scaling the respective trivializations. Note that the induced action of the diagonal
G ≤ Gr is trivial.
A C∗R-equivariant resolution
[A
d
→ B] ∼= Rπ∗(V)
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is constructed over Srigg,r satisfying Conditions 1, 2, and 3. This is then used to
define a Koszul factorization KPV = KPVg,r ∈ D([tot(A)/C
∗
R],− ev
∗(⊞ri=1w)).
3
The Gr action on Srigg,r extends to an action on tot(A). The trivializations at the
marked points allow one to define a Gr-equivariant evaluation map
ev : tot(A)→
∐
(g)
r⊕
i=1
V gi ,
where the disjoint union is over all conjugacy classes (i.e. r-tuples) (g) in Gr. This
defines a functor
ΦKPVg,r : D(
∐
(g)[
⊕r
i=1 V
gi/Γ],⊞ri=1w) → D([S
rig
g,r/Γ], 0)
∼= DG(Srigg,r)
E 7→ p∗(KPVg,r ⊗ ev
∗(E)),
where p is the map [tot(A)/Γ]→ [Srigg,r/Γ].
It is shown in [PV16, Corollary 2.6.2] that (Hext)⊗r, the r-fold product of the
state space, is isomorphic to HH∗(
∐
(g)
⊕r
i=1 V
gi ,⊞ri=1w)
Gr . We obtain a map on
(Hext)⊗r as follows:
φg : (H
ext)⊗r →֒HH∗
(∐
(g)[
⊕r
i=1V
gi/Γ],⊞ri=1w
) Φ
KPVg,r ∗−−−−−→ HH∗(Srigg,r ×BG) ∼=
HH∗(Srigg,r)⊗ C[Ĝ]
φ¯HKR
−−−→ H∗(Srigg,r)⊗ C[Ĝ].
Finally, if we let stg : Srigg,r → Mg,r denote the forgetful map, the Polishchuk–
Vaintrob invariants are defined to be
ΛPVg,r :=
1
deg(stg)
· stg∗ ◦ φg : (H
ext)r → H∗(Mg,r)⊗ C[Ĝ].
By [PV16, Theorem 5.1.2], these invariants define a cohomological field theory with
coefficients in C[Ĝ].
By [PV16, Theorem 2.6.1] , the state space Hext decomposes into a direct sum
⊕h∈Geh(Hext) indexed by elements of G (see §5.4 and Remark 5.4.4). More explic-
itly, C[Ĝ] has an idempotent basis {eh}h∈G where
eh :=
1
|G|
∑
η∈Ĝ
η−1(h)[η].
Here the notation eh(Hext) denotes the image of the map eh in Hext. Recall that
Hred := eid(H
ext).
Define the reduced map by
φredg = π1 ◦ φg|Hred⊗r
where π1 is the map
H∗(Srigg,r)⊗ C[Ĝ]
eid−−→ H∗(Srigg,r)⊗ C[eid] ∼= H
∗(Srigg,r).
Let (g) be an r-tuple of conjugacy classes (g1), . . . , (gr) and choose si ∈ H
red
(gi)
.
Polishchuk–Vaintrob define the reduced PV invariants by
λPVg,r (s1, . . . , sr) := σg(g) ·
1
deg(stg)
· stg∗(td(Rπ∗(V2))
−1 · φredg (s1, . . . , sr)),
3To be precise the resolution is constructed over a different rigidification Srig,◦g,r . The corre-
sponding factorization is then pulled back to define KPV (see the end of §4.2 of [PV16]).
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where σg(g) is a certain root of unity depending on (g).
6.2.2. The comparison. In this section we prove that the reduced PV invariants
λPVg agree with those of the GLSM defined in 5.5.1.
Lemma 6.2.1. The map φredg is equal to s
∗ ◦ φg |Hred⊗r where s is the map
s : Srigg,r → S
rig
g,r ×BG.
Proof. The definition of φg implicitly uses the fact that the vector space C[Ĝ] is
isomorphic to HH∗(BG) ∼= C[G] (see, e.g., [Ca˘l03, Example 6.4]). This isomorphism
is given by the map
ch : C[Ĝ] ∼= K(BG)⊗ C→ HH∗(BG) ∼= C[G]
which maps the character [η] ∈ Ĝ to
ch([η]) :=
1
|G|
∑
h∈G
η(h−1)h.
Note that ch(eh) = h/|G|. Furthermore, under this isomorphism, the decomposition
Hext =
⊕
h∈G
eh(H
ext)
is compatible with the isomorphism
HH∗(Srigg,r ×BG) ∼= HH∗(S
rig
g,r)⊗k HH∗(BG).
Hence, it’s enough to consider the case where Srigg,r is a point.
Consider the map s¯ : pt→ BG. One observes that the pullback map
s¯∗ : C[G] ∼= HH∗(BG)→ HH∗(pt) ∼= C
is given by
s¯∗(ch(eh)) = ch(s¯∗(eh)) =
1
|G|
∑
η∈Ĝ
η−1(h) ch(Opt) = δh,id.
Thus applying the operator eid to C[Ĝ] is equivalent to pulling back by s¯.

Let (V,G,C∗R, θ, w) be the GLSM described at the beginning of this section.
Note in particular that G is finite.
Proposition 6.2.2. Over LGg,r(BG, 0) there exists a resolution [A0
d0→ B0] of
π∗(V) satisfying Conditions 1, 2, and 3. The induced Koszul factorization {−α0, β0}
on tot(A0) defines Kg,r,0.
In particular, Λg,r,d(s1, . . . , sr) can be computed as
Λg,r,d(s1, . . . , sr) = proj∗
(
td(−Rπ∗V) ∪
(
φ¯HKR ◦ ord ◦ q
∗ ◦ (Φ{−α0,β0})∗(s1, . . . , sr)
))
where
q : Sg,r → [Sg,r/µdeg]
denotes quotient by the trivial action of µdeg on Sg,r and (Φ{−α0,β0})∗ : H
red⊗r →
Sg,r is the integral transform with kernel {−α0, β0}.
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Proof. Since G is finite, the open subset Morbg,r (BΓ, 0)
◦
ωlog
C
⊆ Morbg,r (BΓ, 0)ωlog
C
is
in fact equal to Sg,r = LGg,r(BG, 0). In particular it is a quotient stack with
projective coarse moduli. This allows the construction of a resolution [A0
d0→ B0]
of π∗(V) satisfying Conditions 1, 2, and 3 over Morbg,r (BΓ, d)
◦
ωlog
C
. Thus our two-step
procedure for constructing the fundamental factorizationK is unnecessary; one can
use [A0 → B0] to construct a Koszul resolution {−α0, β0} on tot(A0). This may be
viewed simply as a degenerate case of our general construction, where V1 = 0. 
From [PV16, Section 4], it is apparent that the C∗R-equivariant resolution [A
d
−→
B] can be assumed to be the pullback of [A0
d0−→ B0] under the map Srigg,r → Sg,r.
Consequently the fundamental factorizationKPV is the pullback of {−α0, β0} under
the map tot(A) → tot(A0). Indeed this is why {−α0, β0} is referred to as a PV
factorization (Definition 3.3.4).
Theorem 6.2.3. The GLSM invariants Λg,r,0 are related to the reduced invariants
of [PV16] by an explicit factor. Given si ∈ Hred(gi) for 1 ≤ i ≤ r, let mi be the order
of gi as in §5.5, then
Λg,r,0(s1, . . . , sr) =
(m1···mr) deg(proj)
σg(g)
λPVg,r (s1, . . . , sr)
= (m1···mr)deg(rig) stg∗(td(Rπ∗(V2))
−1 · φredg (s1, . . . , sr)),
where proj is the forgetful map Sg,r →Mg,r.
Proof. Consider the following commutative diagram.
D([tot(A)/Γ], 0) D([tot(A)/C∗R], 0) D([tot(A0)/C
∗
R], 0)
D([Srigg,r/Γ], 0) D([S
rig
g,r/C
∗
R], 0) D([Sg,r ]/C
∗
R], 0)
D([Srigg,r/G]) D([S
rig
g,r/µdeg]) D([Sg,r/µdeg])
Rp¯i∗
Lt˜∗
Rpi∗
Lr˜ig
∗
Rpi0∗
∼=
Lt∗
∼=
Lrig
∗
∼=
Lt∗ Lrig
∗
The top squares commute by flat pullback. The bottom squares commute by
definition of the equivalence occurring in each vertical arrow. Let
q˜ : Srigg,r → [S
rig
g,r/µdeg]
denote the quotient by the trivial action of µdeg on Srigg,r . The proof follows by
observing that both of the above invariants are equal to
proj∗ ◦ rig∗
(
td(−Rπ∗V)φ¯HKR ◦ q˜∗ ◦ ΦLr˜ig∗{−α0,β0}∗(s1, . . . , sr)
)
after scaling by either (m1 · · ·mr)/ deg(rig) in the case of Λg,r,0 or σg(g)/ deg(rig ◦ proj)
in the case of λPVg,r . For Λg,r,0 this follows from flat pullback of factorizations to-
gether with the definition of φ¯HKR and Proposition 6.2.2. For λ
PV
g,r one also uses
Lemma 6.2.1 and the fact that Lt˜∗KPV is equal to Lr˜ig
∗
{−α0, β0}. 
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6.3. Comparison with other affine phases.
Definition 6.3.1. Define the GLSM (V,G,C∗R, θ, w) to be equivalent to (V
′, G′,C∗R, θ
′, w′)
if the associated C∗R-equivariant LG spaces ([V//θG], w¯) and ([V
′//θ′G′], w¯′) are iso-
morphic where w¯, w¯′ are the induced regular functions on [V//θG], [V ′//θ′G′], re-
spectively.
Recall in §6.2, we had a finite group G and a one-dimensional (not necessarily
connected) commutative algebraic group Γ. Let us rename G by G′, V by V ′ = Am,
etc. This gives a GLSM (Am, G′,C∗R, 0, w
′). Let (V,G,C∗R, θ, w) be an equivalent
abelian affine phase i.e. assume that [V1//θG] ∼= BG′ and that the LG space ob-
tained from (V,G,C∗R, θ, w) agrees with that of (A
m, G′,C∗R, 0, w
′) in the sense of
Definition 6.3.1. In this section, we will show that the GLSM invariants associated
to (V,G,C∗R, θ, w) agree with those of (A
m, G′,C∗R, 0, w
′) and consequently, with
the FJRW invariants constructed in [PV16].
The moduli spaces Sg,r = LGg,r(BG′, d) and LGg,r([V1//θG], d) are isomorphic,
as can be seen, for instance, from the construction in § 4. Thus we can restrict our
attention to degree zero, where the moduli space is non-empty. Let [A1
d1−→ B1] be
the resolution of Rπ∗(V1) and U the open Deligne–Mumford substack of tot(A1)
defined in Theorem 4.3.4, see also Diagram 4.16. Let [A¯
d¯
−→ B¯] denote the resolution
of Rπ∗(V) over U (5.1). We may assume without loss of generality that this complex
splits as [A¯1⊕A¯2
d¯1,d¯2
−−−→ B¯1⊕B¯2] where [A¯i
d¯i−→ B¯i] is a resolution of Rπ∗(Vi). Recall
that  lies in tot(A¯) over U , and {−α, β} is the Koszul factorization associated to
the vector bundle E equal to the pullback of B¯ with section β induced by (d¯1, d¯2)
and cosection α.
Let Z denote the restriction of A¯2 to LGg,r(BG
′, 0). Recall that LGg,r(BG′, 0) is
a closed substack of U . Note that A¯1|LGg,r(BG′,0) has a tautological section induced
by the map π∗(V1)→ A¯1. This gives a closed immersion of LGg,r(BG′, 0) into the
total space tot(A¯1) over U . Combining this with the identity map on A¯2 yields a
closed immersion
j : Z →֒  ⊆ tot(A¯).
Let E′ denote the pullback of the vector bundle B¯2 to Z. The bundle E′ has a
natural section β′ induced by d¯2, and a cosection α′ defined by restricting α.
Proposition 6.3.2. The factorizations K ′ = {−α′, β′} and K = {−α, β} are
related by pushforward.
Proof. This follows from a slight variation of the arguments of §5.2. Consider the
inclusion of vector bundles B¯2 ⊆ E over . The quotient E/B¯2 is equal to B¯1, and
β mod (B¯2) = β¯1.
The zero locus of β¯1 in tot(A¯) is the total space tot(π∗(V1)⊕ B¯2) over U . After
restricting to , the zero locus of β¯1 is exactly the inclusion of Z by j. Note that
on each connected component,
dimZ = dimLGg,r(BG
′, 0) + rank A¯2
= dimMg,r + rank A¯2
= dimMorbg,r (BΓ, 0)
◦
ωlog
C
+ χ(Rπ∗(V1)) + rank A¯2
= dim− rankE/B¯2.
82 CIOCAN-FONTANINE, FAVERO, GUE´RE´, KIM, AND SHOEMAKER
The first equality is from the definition of Z and the second equality is from
[PV16, Proposition 3.2.6] or [FJR13, Theorem 2.2.6]. The third equality is due
to the fact that Morbg,r (BΓ, 0)
◦
ωlog
C
is a finite cover of Morbg,r (BG, 0)
◦. Therefore
dimMorbg,r (BΓ, 0)
◦
ωlog
C
= dimMorbg,r (BG, 0)
◦ = dimMg,r−χ(Rπ∗P×Gg) = dimMg,r−
χ(Rπ∗V1), by orbifold Riemann–Roch [AGV08, Theorem 7.2.1]. The fourth equal-
ity is from the definitions of  and E.
We conclude that β mod (B¯2) is a regular section of E/B¯2. We observe further
that the section β|Z ∈ Γ(Z,E′) is equal to β′, and that α′ = α mod ((E′)⊥|Z) by
construction. It follows by Proposition 5.2.3 that
Rj∗({−α′, β′}) = {−α, β}. (6.8)

Theorem 6.3.3. The invariants Λg,r,0 for the equivalent GLSMs (V,G,C
∗
R, θ, w)
and (Am, G′,C∗R, θ¯
′ = 0, w′) are equal.
Proof. The proof follows a similar argument to Theorem 5.5.4. Observe that by
construction, the factorization {−α0, β0} of Proposition 6.2.2 can be assumed with-
out loss of generality to be exactly {−α′, β′} from the previous proposition. Here
tot(A0) is identified with Z. Recall U˜ denotes a desingularization of the closure of
U , and let
i˜ : Sg,r → U˜
denote the inclusion. By the previous proposition,
i˜∗ ◦ (ΦK′)∗ = (ΦK)∗.
The GLSM invariants for (Am, G′,C∗R, 0, w
′) are by definition equal to
proj∗ ◦i˜∗
(
td(⊖Rπ∗V2) ∪
(
φ¯HKR ◦ (ΦK′)∗(−)
))
up to a scaling, where proj∗ is the projection toMg,r. The invariants for (V,G,C
∗
R, θ, w)
on the other hand are given by
proj∗
(
td(TU˜/Morbg,r (BΓ,d)ωlog
C
⊖ Rπ∗V) ∪
(
φ¯HKR ◦ (ΦK)∗(−)
))
after the same scaling.
The relative tangent bundle of i˜ is equal to
TSg,r/Z + TZ/ + T/U˜
∼=(−A¯2) + (−B¯1) + (A¯1 + A¯2 −A1)
∼=Rπ∗V1 −A1,
where the isomorphism TZ/ ∼= −B¯1 follows from the fact proven in the previous
proposition that β¯1 is a regular section of . Note further that the pullback of
TU˜/Morbg,r (BΓ,d)ωlog
C
via i˜ is equal to A1. In particular
−Rπ∗V2 = −Rπ∗(V) + Rπ∗V1 = −Rπ∗(V) + i˜∗(TU˜/Morbg,r (BΓ,d)ωlog
C
) + TSg,r/U˜ .
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Applying the projection formula and the argument of Theorem 2.5.1 we conclude
that
i˜∗
(
td (⊖Rπ∗V2) φ¯HKR(−)
)
(6.9)
=td
(
TU˜/Morbg,r (BΓ,d)ωlog
C
⊖ Rπ∗V
)
i˜∗
(
td(TSg,r/U˜ )φ¯HKR(−)
)
=td
(
TU˜/Morbg,r (BΓ,d)ωlog
C
⊖ Rπ∗V
)
φ¯HKR i˜∗(−).
The result follows. 
Corollary 6.3.4. Given an affine phase GLSM (V,G,C∗R, θ, w) constructed as
above, let
w¯ : [V//θG] = [A
m /G′]→ A1
be the corresponding singularity. Then the GLSM invariant Λg,r,0(s1, . . . , sr) is
equal to the reduced invariant of [PV16] of the singularity after scaling by the factor
(m1 · · ·mr)
deg(proj)
σg(g)
.
Proof. This is an immediate consequence of the previous theorem and Theorem 6.2.3.

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