A high-temperature and a weak-nonlinearity ͑low-temperature͒ semiclassical expansion are developed for computing two-dimensional vibrational Raman spectroscopies, and applied to an exactly solvable Brownian-oscillator model. The origin of photon echoes is discussed using phase-space-wave-packets. Impulsive and semi-impulsive echoes are shown to satisfy different phase-matching conditions, and are generated in different directions.
I. INTRODUCTION
In coherent time-resolved multidimensional Raman spectroscopy, a molecular system is excited by a train of N pairs of nonoverlapping electronically off-resonant short pulses. [1] [2] [3] The superposition of vibrational states prepared by these pulses is then detected by the scattering of a final probe pulse ͑Fig. 1͒. The dimensionality ͑D͒ of these techniques is given by the number of time intervals between pulses. Coherent Raman scattering ͑CRS͒ is the lowest ͑1D͒ technique which provides information about vibrational frequencies and relaxation rates. [4] [5] [6] [7] [8] 2D and 3D techniques provide much more detailed information regarding intermolecular and intramolecular structure and dynamics in liquids, proteins, polymers, and glasses with complex vibrational structure. [9] [10] [11] [12] 3D coherent Raman scattering, which is similar to stimulated photon echo 9 was first proposed in Ref. 1 and measured in Refs. 13, 14 . The lower order ͑2D͒ Raman technique, proposed by Tanimura and Mukamel 2, 15 is now the subject of intense experimental [16] [17] [18] [19] [20] [21] and theoretical 15, [22] [23] [24] [25] [26] [27] 18 activity. Contributions of the anharmonicity of vibrational modes and the nonlinear dependence of the electronic polarizability to the optical response have been investigated. New resonances at combinations of single oscillator resonant frequencies ͑cross peaks͒ have been predicted and observed. 16, 22, 23, 28 In addition, these techniques can distinguish between homogeneous and inhomogeneous spectral line broadening mechanisms. For inhomogeneous broadening, the signal has a photon echo form 24 and carries information about relaxation time scales as well as vibrational mode frequencies. Suppression of the photon echo due to the vibrational mode coupling via polarization has been demonstrated by numerical simulations. 27 Extracting structural and dynamical information from multidimensional signals requires the computation of nonlinear response functions, 3 taking into account the combined effect of anharmonicities, nonlinear dependence of the polarizability on nuclear coordinates, and the quantum character of nuclear motions. In off-resonant Raman spectroscopies, coupling with the radiation field is given by the effective Hamiltonian 29 H int ͑ t ͒ϭϪE 2 ͑t͒␣͑Q͒, ͑1.1͒
where ␣(Q) is the electronic polarizability which depends on the vibrational coordinates ͑Q͒. In 2D spectroscopy the radiation field is given by a sum of two nonoverlapping pulse pairs centered at times 1 and 2 ͑Fig. 1͒,
The signal is generated by the scattering of a probe field denoted E p (tϪ p ). The polarization ͑and the signal field͒ is proportional to the square of the field of each of the two driving pulses and to the probe field, and is altogether fifth order in the field
͑1.3͒
The fifth order response function R (5) (t, 2 , 1 ) is given by a combination of three-point correlation functions of the polarizability ␣ R ͑ 5 ͒ ͑ t; 2 
͑1.4͒
where ␣ ϩ ϵ(1/2)(␣ L ϩ␣ R ), and ␣ Ϫ ϵ␣ L Ϫ␣ R ;␣ L (␣ R ) is the electronic polarization operator acting on the density superoperator from the left ͑right͒. The time evolution of ␣(t) is given by the free molecular Hamiltonian ͑without the radiation field͒. This expression contains four terms representing all possible combinations of ''left'' and ''right'' actions of the three polarization operators. 30 Each term corresponds to a distinct Liouville-space path, and can be represented by a double-sided Feynman diagram Fig. 2 . 3 The various correlation functions interfere, giving rise to many interesting effects such as new resonances.
For completeness we also present the third order ͑1D͒ response,
͑1.6͒
In this article we investigate the application of semiclassical techniques towards the molecular dynamics simulation of the nonlinear response function ͓Eq. ͑1.4͔͒. Formally, these techniques employ an expansion in powers of ប.
31-33
The 1/ប 2 prefactor in Eq. ͑1.4͒ suggests an apparent divergence as ប→0. However, when the four correlation functions are combined, the 1/ប 2 factor is canceled for small ប, and one obtains a finite classical response, independent of ប. Semiclassical simulations should not, therefore, aim at the individual correlation functions ͗␣( 1 )␣( 2 )␣( 3 )͘ which do not have an obvious classical limit, but focus instead on the entire response function ͑which is a specific combination of four correlation functions͒, that must have a classical limit.
In our earlier studies we have identified two different semiclassical expansions which differ in the choice of the zero order ͑classical͒ limit. The first starts with the standard high temperature ͑HT͒ limit. When k B T is large compared with the vibrational frequencies we have 34 
R HT
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͑1.8͒
Here ␤ϭ(k B T) 
with the boundary conditions M jk ( 1 , 1 )ϭ␦ jk . The first term in Eq. ͑1.8͒, related to the three-point correlation function of the polarizability, is a straightforward generalization of the fluctuation-dissipation relation ͓Eq. ͑1.7͔͒. It can be computed by sampling classical trajectories with thermal equilibrium initial conditions. Unlike the first term in Eq. ͑1.8͒ which contains no interference ͑merely averaging over the initial density matrix͒, the second term shows interesting classical interference, as suggested by the presence of the stability matrix; for each initial phase-space point we need to launch two trajectories with very close initial conditions. The nonlinear response is obtained by adding the contributions of these trajectories and letting them interfere. Intramolecular and intermolecular vibrational motions typically span a broad frequency range, ͑both lower and higher than k B T/ប). In liquid water, for example, the spectral density covers the 0Ϫ1000 cm Ϫ1 range, whereas k B T at room temperature is ϳ200 cm Ϫ1 . The high-temperature approximation cannot be used to describe high frequency motions. Fortunately, a classical simulation of the optical response may still be possible, even though the system itself is quantum mechanical. 28 This is based on the observation that the optical response of a linearly driven harmonic oscillator is always linear and classical, regardless of temperature. The two sources of nonlinearities ͑anharmonicities and nonlinear dependence of ␣ on Q) are therefore responsible for the nonlinear response as well as for its nonclassical nature. This suggests that a semiclassical expansion for both sources of optical nonlinearity may be possible, as long as these nonlinearities are sufficiently weak. We denote this the weak nonlinearity ͑WN͒ expansion. The lowest order contribution to the response is temperature-independent; the temperature shows up only in higher-order terms. Explicit expression for the WN are given in Ref. 28 and discussed in Appendix C.
The HT expansion is formally obtained by expanding R (5) in powers of ប, keeping T fixed, whereas in the WN expansion we keep the thermal frequency T ϵk B T/ប fixed. The latter thus contains an implicit dependence on ប ͑through T ) even as ប→0. For both expansions, in the classical limit ͑to zero order in ប͒ the signal can be calculated by solving the classical equations of motion. The polarization ͑and the classical response͒ is given by ␣()ϭ␣(Q()), where Q() evolve using classical trajectories. In the HT expansion the initial conditions should sample the actual phase space equilibrium distribution. The WN expansion only requires a single trajectory with initial zero coordinate and momentum. This trajectory represents the evolution of a wave packet induced by coupling to the radiation field.
The Planck constant constitutes a convenient bookkeeping device for computing high order ͑quantum͒ corrections for both expansions. The Wigner-Kirkwood semiclassical expansion provides quantum corrections to a desired power in ប, using the Wigner ͑phase-space͒ representation. 35 The article is organized as follows: in Sec. II we derive an exact quantum mechanical expression for the optical response of a nonlinearly driven Brownian oscillator, and represent it using phase-space wave packets. The fifth order response function is represented in terms of a superposition of Gaussian wave packets which retain their forms under the system-field interaction. 36, 37 The exact quantum response function R (5) is computed for a simple model of a single underdamped Brownian oscillator coupled to the radiation field via electronic polarizability which has exponential dependence on the nuclear coordinates. The classical high temperature ͑HT͒ and weak nonlinearity ͑WN͒ limits of the response function as well as for the phase-space wave packets are given in Sec. III. By varying two dimensionless parameters we show how the exact expression for R (5) reduces to the HT and WN limiting cases. In Sec. IV we compute the response of an underdamped Brownian oscillator, which shows multiple echoes generated by the excitation of high order coherences. The range of applicability of the HT and WN approximations is explored. We also model the HT optical response for a harmonic system with low-frequency vibrations with comparable central frequency and homogeneous width. Using the WN expansion we compare two spectroscopic regimes; impulsive ͑pulses are shorter then nuclear dynamics and relaxation time scales͒ and semiimpulsive ͑pulses are long compared to the time scale of nuclear dynamics but short compared to the inhomogeneous dephasing time͒. The classical WN picture of the photon echo based on the phase-space wave packet representation is given in Sec. V. The phase-space WN dynamics associated with 2D Raman echoes is consistent with the classical picture commonly used in NMR spectroscopy. 38, 39 Adopting the WN approximation, we represent in Sec. VI the signal from a multi-mode anharmonic system in the frequency domain, and demonstrate the semiclassical origin of the resonances at combinations of vibrational frequencies ͑cross peaks͒. Our results are finally summarized in Sec. VII.
II. THE FIFTH ORDER RESPONSE OF A BROWNIAN OSCILLATOR
We consider a molecule with a single primary Ramanactive harmonic vibrational degree of freedom Q, coupled to the optical field via the electronic polarizability ␣(Q), and interacting with a large number of harmonic ͑bath͒ coordinates which induce relaxation and dephasing. The Hamiltonian has a form:
͑2.1͒
The molecular Hamiltonian representing the primary Raman active mode is given by
where P, Q, ⍀, and M are the momentum, coordinate frequency, and mass of the primary mode, and H int ͓Eq. ͑1.1͔͒ represents its coupling to the driving field. We assume exponential dependence of the electronic polarizability on the nuclear coordinate
H B represents the bath Hamiltonian and its coupling to the primary vibrational mode. For clarity we shall first consider an isolated vibration and set H B ϭ0, H B will be specified later.
In the impulsive limit, where pulse durations are much shorter than the delay between pulses and the nuclear dynamics time scales, the time-resolved heterodyne signal S (5) (t 2 ,t 1 ) depends on the two time delays t 1 and t 2 between pulses ͑Fig. 1͒ and is proportional to the fifth-order response function S͑t 2 ,t 1 ͒ϭR ͑ 5 ͒ ͑ t 2 ϩt 1 ;t 1 ,0͒.
͑2.4͒
For our model, the molecular dynamics underlying R (5) can be represented using Gaussian wave packets for the density matrix in the Wigner representation. 3, 37 At thermal equilibrium we have
with the variance ϵ(ប⍀/2)/coth(ប⍀/2k B T). 
͑2.6͒
The action of the two terms ͑corresponding to ␣ L or ␣ R ) in the right-hand side of Eq. ͑2.6͒ on a Gaussian wave packet can be viewed as evolution in imaginary time with respect to an operator linear in Q and ‫ץ/ץ‬ P. This evolution preserves the Gaussian form of the wave packet; its variances ͑i.e., the set of the second moments͒ do not change whereas the position of its center ͑the first moments͒ are time dependent. Since the ␣ Ϫ operator is a linear combination of ␣ L and ␣ R ͑Eq. ͑2.6͒͒, the density matrix ␣ Ϫ produced at ϭ0 as a result of the first interaction with the driving field is a superposition of two Gaussian wave packets whose centers subsequently rotate in the ( P,Q) phase space with frequency ⍀. A straightforward calculation yields the following form of the wave packet during the first time interval, assuming that the first interaction comes at ϭ0,
͑2.7͒
where jϭ0,1 stand for L ͑left͒ and R ͑right͒, respectively, and
describe the classical phase-space trajectories of the wave packet centers with the initial conditions
The second interaction with the driving field at ϭt 1 produces a pair of Gaussian wave packets out of each of the two given by Eq. ͑2.7͒. The density matrix during the second time interval is thus given by a superposition of four wave packets,
where Q j () and P j () are given by Eqs. ͑2.8͒ and ͑2.9͒. The four terms in Eq. ͑2.12͒ correspond to four Liouville space pathways represented by the Feynman diagrams for the nonlinear response and given in Fig. 2 . The subscript j determines the type ͑left or right action͒ of the first interaction with the driving field, whereas k is related to the second interaction. Using these wave packets, the impulsive signal is given by
͑2.13͒
Substitution of Eqs. ͑2.11͒ and Eq. ͑2.12͒ into Eq. ͑2.13͒ yields the final expression for R (5) R ͑5͒ ͑t 2 ϩt 1 ,t 1 ;0͒
functions of the oscillator coordinate operator. These have the form
The third order response is similarly given by
͑2.17͒
Equation ͑2.17͒ may be obtained directly from Eqs. ͑1.6͒ using the second order cumulant expansion. The more lengthy wave packet approach given here allows us to trace the semiclassical origin of the response.
To include the coupling to a bath, we adopt the Brownian oscillator model by adding a harmonic bath linearly coupled to the primary mode. 41 The system-bath dynamics is now determined by the Hamiltonian ͓Eq. ͑2.1͔͒ with
where p ␣ ,q ␣ ,m ␣ , and ␣ are the momentum, coordinate mass and vibrational frequency of the ␣ bath oscillator.
The optical response can again be found by following the dynamics of the Gaussian wave packets in the complete ͑system plus bath͒ phase space, since the system-bath Hamiltonian H B is harmonic in the full phase space ͕P,Q,p ␣ ,q ␣ ͖. This is a straightforward generalization of the single mode case. The response functions retain their form ͓͑Eqs. ͑2.14͒, ͑2.15͒ and ͑2.17͔͒. However the correlation functions C(t) and C ϩ (t) are now given by
with the spectral density
␥ ͑⌬͒ is the imaginary ͑real͒ parts of a self-energy operator representing relaxation ͑level shift͒,
Equations ͑2.14͒, ͑2.15͒, and ͑2.17͒, together with ͑2.19͒-͑2.21͒ constitute exact expressions for the response functions of a single Brownian oscillator whose polarizability ␣ ͓Eq. ͑2.3͔͒ is exponential in the primary coordinate. In the next section we compare these results with the HT and WN approximations for the optical response and the underlying wave packets.
III. CLASSICAL LIMITS FOR THE RESPONSE AND WAVE PACKETS
The WN response functions are obtained by expanding Eqs. ͑2.14͒ and ͑2.17͒ in powers of ប, holding T fixed. In this case, C (ϩ) (t) is independent on ប. The expansion of sines in Eq. ͑2.14͒ starts with ϳប 2 terms, and the classical approximation is obtained by retaining only the first term in the expansion, and setting the factor A and the exponent in Eq. ͑2.14͒ to unity. This yields
and
͑3.2͒
The HT approximation is obtained by expanding R (3) and R (5) in powers of ប holding T fixed. The sines in Eqs. ͑2.14͒ and ͑2.17͒ are expanded in the same way as for the WN approximation. Expanding A and f (t 1 ϩt 2 ,t 1 ;0) to lowest order in ប we set coth (ប/2kT)Ϸ2kT/ប in Eq. ͑2.20͒, and obtain
f is given by Eq. ͑2.15͒ by simply replacing C (ϩ) (t) with
͑3.6͒
Here we have derived the HT and WN approximations by expanding the exact solution. For more general models where the exact solution is not available, it is still possible to obtain these approximations directly, order by order. For the WN, this procedure is described in Ref. 28 , whereas for the HT it is given in Ref. 34 .
The significance of both approximations can be clarified by following the corresponding wave packet dynamics. In the solution given in Sec. II we start with a single Gaussian wave packet ( P,Q), and each interaction with the driving field doubles the number of wave packets; we have a super-position of two Gaussians during t 1 and a superposition of four during t 2 . In contrast, in both classical limits the system can be represented by a single Gaussian wave packet at all times. In the HT limit the wave packets evolve according to classical trajectories, i.e., the wave packet ( P,Q;) at time at the phase-space point ͑P,Q͒ is given by the value ( P 0 ,Q 0 ;0) of the wave packet at ϭ0. P 0 and Q 0 are the initial conditions for the classical trajectory which reaches ͑P,Q͒ at time . For a harmonic system, this prescription yields a single Gaussian wave packet at all times. In particular for the single-mode model without a bath introduced in Sec. II we have during the t 2 time interval
with the center coordinates
The WN dynamics is also given by a single Gaussian wave packet but for a different reason. For a linearly driven harmonic system the wave packet remains Gaussian at all times. Adding both types of nonlinearities ͓anharmonicity and nonlinearity in the electronic polarizability ␣(Q)͔ leads to deviation from the Gaussian form. However, to lowest order in the nonlinearities ͑which corresponds to the zeroth order in ប for T fixed͒ we can neglect the variation of the second moments and the nonlinearities only affect the trajectory through the first moments. This yields
with ϵ(ប⍀/2)/coth(ប⍀/2k B T). P (), Q () is the classical trajectory in the phase space with the initial conditions P (0)ϭQ (0)ϭ0. 37 The response functions are obtained by expanding the trajectory in powers of the driving field
) () can be computed by the substitution of Eq. ͑3.10͒ into the classical equations of motion of the externally driven system and solving them order by order in the field. Substituting the wave packets ͓Eqs. ͑3.7͒ and ͑3.9͔͒ in to Eq. ͑2.13͒ yields the response functions R (5) in the form of Eqs. ͑3.2͒and͑3.4͒, respectively.
Although the reason why we only have a single Gaussian is different for the HT and WN, it can be rationalized using the same argument. Different phase-space trajectories determined by Eqs. ͑2.8͒ and ͑2.9͒ and related to different Gaussian wave packets coincide if we set the initial momentum P j (0) ͓Eq. ͑2.10͔͒ to zero. The magnitude of P j (0) is proportional to ប and is independent of temperature. This means that for both HT and WN, semiclassical expansions of all the Gaussian wave packets in the superposition merge to a single Gaussian in the ប→0 limit. The exact quantum density matrix of our model is given by a superposition of four Gaussian wave packets each associated with a distinct Liouville space pathway. In both semiclassical expansions the width of the equilibrium wave packet along the momentum direction is larger than the separation between the four trajectories determined by P j (0), and these four wave packets can be approximated by a single one. In the HT limit when both anharmonicity and nonlinearity are taken into account, the wave packet strongly deviates from a Gaussian form whereas in the WN the deviations are assumed small and an expansion in these deviations is made.
In the next section we present numerical calculations of impulsive 2D signals, and test the regions of validity of both semiclassical expansions.
IV. MULTIPLE FIFTH-ORDER ECHOES
In this section we study the role of homogeneous and inhomogeneous broadening as probed by impulsive 2D spectroscopy. We use the Brownian oscillator model ͓Eq. ͑2.21͔͒ with a -independent damping term ␥ ͑Ohmic dissipation͒ which immediately implies ⌺ϭ0.
We first consider a high-frequency weakly-damped mode with ␥Ӷ⍀. The correlation functions C(t) and C (ϩ) ϫ(t) are then given by
Substituting Eq. ͑4.1͒ into Eq. ͑2.14͒ and making use of Eq. ͑2.4͒ we obtain The HT expansion requires Q ប ӶQ T . Taking the limit g ប →0, Eq. ͑4.2͒ yields for a fixed value of g T ,
Making two-dimensional Fourier transformation of Eq. ͑4.2͒, the exact optical signal S(t 2 ,t 1 )ϵR (5) The two-dimensional Fourier coefficients F nm in Eq. ͑4.6͒ have the form 
͑4.11͒
where the inhomogeneous width ⌬ satisfies ប␥Ӷប⌬Ӷប⍀ 0 ,kT.
͑4.12͒
When the oscillator is weakly-damped and the linewidth is dominated by inhomogeneous dephasing, the 2D signal shows an echo. 3 Convoluting Eq. ͑4.6͒ with the Gaussian distribution function W͑⍀͒ ͓Eq. ͑4.11͔͒ we obtain for the signal
͑4.14͒
This signal shows multiple echoes at all possible time combinations t 2 ϭ(n/m)t 1 , m,nϭ1,2,3, . . . . The relative magnitudes of the echo peaks and the echo decay due to homogeneous broadening are determined by F nm . The echo decay reflects the homogeneous dephasing time scale T 2 ϭ␥ Ϫ1 . For a fixed t 1 , oscillations of the echo signal with t 2 are independent of n and have the period (m⍀ 0 )
Ϫ1 . The width of the echo signal at a fixed t 1 is also independent of n and reflects the inhomogeneous dephasing time scale T I ϭ(m⌬) Ϫ1 . The multiple echoes presented by Eq. ͑4.14͒ originate from high order vibrational coherences created by the exponential electronic polarizability ␣(Q) which contains all orders in Q/Q 0 . Computer simulations of HT multiple echoes for different values of g T were presented in Ref. 23 .
We next compare the exact, HT and the WN approximations to Eq. ͑4.14͒ using numerical simulations. We discuss the results using the (g ប ,g T )-phase diagram shown in Fig. 3 . The WN holds when only the first term which is unity in the expansion of the exponential prefactor in Eq. ͑4.2͒ can be retained as well as g ប is small enough to retain only the first term in the expansion of the sines. To neglect the contribution of the second term in the expansion of the exponential prefactor we require it to be less or equal to 0.1, which amounts to g T рg ប /2 arcoth(0.1/g ប ). The region where this inequality holds is denoted in the plot as WN. The HT holds for small values of g ប Ͻ0.1, provided the argument of the exponential prefactor in Eq. ͑4.2͒ is approximated as g ប coth(g ប /(2g T ))ϳ2g T which is satisfied provided g T уg ប . This region is marked HT. The WN and HT regions may overlap. Transition through the common boundary from HT to WN leads to the decrease of g T in the argument of the exponential prefactor in Eq. ͑4.5͒, making it small enough to approximate the exponent by unity. In this case Eqs. ͑4.4͒ and ͑4.5͒ coincide. Transition from the WN to HT regions increases the value of g T , and higher order terms in the expansion of the exponent in Eq. ͑4.5͒ should be included. We refer to these high temperature corrections as classical.
The WN echo, shown in Fig. 4͑a͒ whose magnitude is determined by the functions F 11 (g T →0) and F Ϫ1Ϫ1 (g T →0) ͓Eq. ͑4.10͔͒, appears only in the t 2 ϭt 1 direction. The first classical corrections to the WN signal at a small value of g T ͓F Ϯ1Ϯ2 (g T ) and F Ϯ2Ϯ1 (g T ), Eq. ͑4.8͔͒, show up according to Eq. ͑4.14͒ as additional echoes at t 2 ϭt 1 /2,2t 1 . We present the HT signal at the point g T ϭ0.05 (g ប ϭ0) which lies on the boundary between the WN and HT regions of the phase diagram in Fig. 4͑b͒ . Additional echoes associated with classical corrections to the WN signal are clearly seen in this plot. As g T is increased the number of echoes increases as well, 23 and the WN approximation fails. The exact signal computed for g ប ϭ0 irrespective of g T coincides with signals in the classical approximations.
The corrections to the WN on the boundary which does not overlap with the HT region on the phase diagram are due to the expansion of the exponential prefactor and sines in Eq. ͑4.2͒ in powers of g ប . A general procedure for computing these ''quantum'' corrections was developed in Ref. 28 . According to Eq. ͑4.14͒, quantum corrections result in additional echoes. In the same way, additional echoes appear when g ប exceeds the value where the high temperature approximation holds. To demonstrate this we present in Fig.  4͑c͒ the exact signal computed at g ប ϭ0.5 and g T ϭ0.05.
Comparing it with the HT ͑b͒ and WN ͑a͒ signals we observe additional echoes at t 2 ϭ3t 1 ,t 1 /3. Both classical approximations fail in this case.
We next turn to low frequency intermolecular modes. We consider a weakly overdamped ⍀ 0 Շ␥ oscillator with ⍀ 0 ϭ20 cm Ϫ1 and ␥ϭ30 cm Ϫ1 , and the following form for the inhomogeneous distribution:
͑4.15͒
The ⍀ 4 prefactor provides a low-frequency cutoff which is required to get physically acceptable signals.
We set g T ϭ0.05 and varied the inhomogeneous width ⌬ between 10 cm Ϫ1 and 60 cm Ϫ1 . We have computed the high-temperature response function ͓Eq. ͑2.14͔͒. The time domain spectral densities Eqs. ͑2.19͒ and ͑2.20͒ and the signal averaged over the distribution given by Eq. ͑4.15͒ were calculated numerically. The results are presented in Fig. 5 . (5) (t 1 ,t 2 )͉ 2 computed for an underdamped harmonic system exponentially coupled to the radiation field with central frequency ⍀ϭ508 cm Ϫ1 , homogeneous width ␥ϭ1 cm Ϫ1 , and inhomogeneous width ⌬ϭ30 cm Ϫ1 . ͑a͒ WN approximation, g ប ϭg T ϭ0. Only one echo is seen in the direction t 1 ϭt 2 . ͑b͒ HT approximation g ប ϭ0, g T ϭ0.05, additional echoes in t 1 /t 2 ϭ1/2,2 show that the WN approximation is not valid for this set of parameters. ͑c͒ Exact quantum response g ប ϭ0.5, g T ϭ0.05, additional echoes in the t 1 /t 2 ϭ1/3,1/2,2,3 directions demonstrate that neither the WN nor the HT hold for this set of parameters. In all plots the signal stretched along t 2 axis, t 1 ϭ0 is due to the vibrational state population excitation.
Panel ͑a͒ shows a contour plot of the signal for ⌬ ϭ10 cm Ϫ1 . No echo is observed in this case. Increasing ⌬ to 30 cm Ϫ1 and 60 cm Ϫ1 ͓panels ͑b͒,͑c͔͒ leads to the generation of a weak echo at t 1 ϭt 2 . Panel ͑c͒ further shows oscillations of the echo with a period determined by the frequency spread in the interval (⍀ 0 ,⍀ 0 ϩ⌬/2).
V. THE CLASSICAL ORIGIN OF PHOTON ECHOES
In the previous section we have compared the exact 2D signals with the HT and WN approximations. For strong inhomogeneous broadening, the signals show echoes in both the quantum and classical regime. This implies that the photon echo is not necessarily a quantum phenomenon, as might be inferred from the standard calculation for a two-level system. 38, 39 In this section we first present a simple classical picture of WN photon echoes using phase-space wave packets in the impulsive regime where pulse durations p are short compared to the vibrational periods p Ӷ⍀ Ϫ1 . We then discuss another interesting ''semi-impulsive'' case where this condition does not hold.
As shown in Sec. III, WN signals are determined by the classical phase-space trajectory of the Gaussian wave packet center. For clarity, we consider a single inhomogeneously broadened mode and neglect the bath, setting ␥ϭ0. We further introduce the complex variable z() which maps the phase space onto the complex plane z͑ ͒ϭ 1
and constitutes the classical analog of the oscillator annihilation operator. The signal S (5) is determined by Eq. ͑2.13͒. To obtain the WN approximation we expand the exponential factor in this expression to first order in Q/Q 0 . Integration over P and Q using the wave packet ͓Eqs. ͑3.9͒ and ͑3.10͔͒ shows that the response function is proportional to Q (2) (). In terms of our complex coordinate it is given by the real part of the second-order term z (2) of the expansion of z(t) in powers of the driving field,
͑5.2͒
where ␣ (1) ϭ␣ 0 /ͱM ⍀Q 0 , and E p and E h are the envelopes of the probe and heterodyne fields. The phase-matching condition for the signal which determines its propagation direction is discussed in Appendix A. For impulsive excitation, the second-order solution of the classical equation of motion ͑following the interaction with the two pulse-pairs͒ can be represented in the matrix form
where
͑5.7͒
where ⌬k j , F j ( jϭ1,2) are defined by Eqs. ͑A5͒ and ͑A9͒. Equation ͑5.3͒ describes the dynamics of the system in terms of the complex variables z(t) and ͑its complex conjugate͒ z*(t) in the complex plane (q,ip). Initially, the system is at thermal equilibrium and zϭz*ϭ0. The first pulse produces a state Z 1 ͓Eq. ͑5.5͔͒. In this state, the vector z(0) ͓z*(0)͔ ͓the upper ͑lower͒ component of ͑5.5͔͒ is oriented along the positive ͑negative͒ direction of the imaginary axis ip. The Green's function G ⍀ (t 1 ) propagates this state during the first time interval between the pulses, rotating z(0) and z*(0) in opposite directions with the angular frequency ⍀. For an ensemble of systems with a broad frequency distribution W(⍀), the t 1 -propagation dephases the coherence, destroying the signal. The action of the second pulse is described by the matrix X 2 ͓Eq. ͑5.6͔͒. 
new variable w(t): z(t)ϭw(t)exp(Ϫi⍀ 0 t).
⍀ 0 is the center frequency of the distribution function W(⍀ 0 ) given by Eq. ͑4.11͒. In terms of w(t) and w*(t) the second order solution of the classical equation of motion can be recast in the following matrix form: where F j jϭ1,2 are given by Eq. ͑B7͒ and the Green's function G ⍀Ϫ⍀ 0 (t) is given by Eq. ͑5.7͒. The rotating wave approximation ͑RWA͒ has been employed in the derivation of Eq. ͑5.12͒; we only retain those elements in W 1 and Y 2 which do not oscillate with the optical frequency ⍀. The discussion of the dynamics of the system which interacts with semi-impulsive pulses in terms of w(t) and w*(t) is similar to that of the impulsive case in terms of z(t) and z*(t). The heterodyne signal, derived using Eqs. ͑5.2͒,͑5.9͒-͑5.12͒, has the form
.13͒ shows two components of the signal propagating in the directions k s ϭk p ϩ⌬k 1 Ϫ⌬k 2 (k s ϭk p Ϫ⌬k 1 ϩ⌬k 2 ) determined by the diagonal ͑off-diagonal͒ elements of the matrix Y 2 in Eq. ͑5.9͒. The first signal vanishes on the inhomogeneous time scale whereas the second generates an echo. Averaging Eq. ͑5.13͒ over the Gaussian distribution W(⍀ 0 ) ͓Eq. ͑4.11͔͒ we obtain Eq. ͑B8͒ for the semiimpulsive signal.
The WN provides a clear picture for impulsive and semiimpulsive echoes. The semi-impulsive regime is intermediate between the pure impulsive and the CW ͑frequency domain͒ coherent 2D Raman scattering. Semi-impulsive pulses have a narrow bandwidth which allows a selective excitation of specific vibrations. The RWA which applies in this case leads to the generation of a signal in a single spatial direction. In contrast, impulsive excitation cannot discriminate between various propagation wave vectors, and the echo appears in all possible directions.
The effect of damping has been neglected in our wave packets Eqs. ͑2.7͒, ͑2.12͒, ͑3.7͒, and ͑A12͒. Since the center of the Gaussian wave packet obeys classical equations of motion, a friction force can be introduced. This force leads to a spiral motion of the wave packet center towards the origin. 42, 43 The relaxation in the Brownian oscillator model represents vibrational relaxation (T 1 ) and does not include pure vibrational dephasing (T 2 ). The latter requires an anharmonic system-bath coupling of the form Q 2 q. Pure dephasing can then be treated perturbatively. 2D Raman spectroscopy can probe both the T 1 and T 2 homogeneous relaxation time scales. 23, 44 The signal stretched along the t 2 axis (t 1 ϭ0) in all panels of Fig. 4 , is associated with the vibrational population excitation and should decay on T 1 time scale, 44 whereas the echo signal decays on the dephasing (T 2 ) time scale.
VI. SEMICLASSICAL ORIGIN OF CROSS PEAKS
The fifth-order response function of multi-mode vibrational systems carries information about intermode coupling through the electronic polarizability ␣(Q) and anharmonicity V(Q). Anharmonicity neglected in previous section can be readily taken in the WN approximation. In Appendix C we present the multi-mode underdamped Brownian oscillator Hamiltonian Eq. ͑C1͒ used in Ref. 28 . For this model, anharmonicities ͓Eq. ͑C2͔͒ yield an additional contribution to the echo single which shifts the phase of its oscillations. 23 This is the case since the leading WN term does not affect the energy levels of the harmonic oscillator and they still form a harmonic ladder. As the anharmonicity is increased further, the level structure deviates from a simple harmonic ladder, leading to dephasing and to the eventual disappearance of the echo. Suppression of the echo due to anharmonicities can be investigated in the HT limit using semiclassical simulations.
Cross correlations between modes are best displayed in the frequency domain
as the Fourier transform of the response function R (5) with respect to the time intervals. Intermode couplings give new resonances on combinations of vibrational frequencies ͑cross peaks͒. As shown in Appendix C, the WN signal has three contributions. The first term contributing to the total signal S 1 ( 2 , 1 ) ͓Eq. ͑C6͔͒ shows ( 1 , 2 ) -resonances at the vibrational frequencies (Ϯ⍀ n ,Ϯ⍀ n ) and (ϯ⍀ n ,Ϯ⍀ n ). The second term S 2 ( 2 , 1 ) ͓Eq. ͑C7͔͒ shows cross peaks (Ϯ⍀ n ,Ϯ(⍀ n ϩ⍀ m )), (Ϯ⍀ n ,Ϯ(⍀ m Ϫ⍀ n )), (n m) arising from nonlinear intermode coupling via off-diagonal elements of polarizability ␣ nm (2) (n m) as well as overtones and zero-frequency resonances associated with diagonal elements of ␣ nn (2) . The anharmonicity enters through the third component S 3 ( 2 , 1 ) ͓Eq. ͑C8͔͒ which has the same resonances as S 1 ( 2 , 1 ) and S 2 ( 2 , 1 ) but their amplitudes are different. The cross peaks in this case are due to the anharmonic intermode coupling via off-diagonal elements of Ṽ (3) . The 2D Raman spectra of two coupled weakly anharmonic oscillators are presented in Fig. 6 . Panel ͑A͒ displays the contribution to the total signal given by the first term ͓Eq. ͑C6͔͒ with the resonances on the vibrational frequencies only. Panel ͑B͒ shows the signal associated with the second term ͓Eq. ͑C7͔͒ which consists of cross peaks 5 -8 and 5Ј -8Ј due to intermode coupling via the polarizability components ␣ 12 (2) and ␣ 21 (2) . Panel ͑C͒ presents the cross peaks 5-8 and 5Ј-8Ј associated with the anharmonicity coupling via Ṽ 112 3) . The total signal displayed in panel ͑D͒ shows all the resonances of panels ͑A͒-͑C͒. Cross peaks have been observed experimentally in mixtures of liquids. 16 The semiclassical response function given here allows us to compute these peaks in complex systems by solving classical equations of motion for vibrational coordinates.
VII. SUMMARY
In this article we have compared two different semiclassical expansions of the fifth-order off-resonant response function. We have analyzed their range of applicability using an exactly solvable model of a single-mode Brownian oscillator coupled to the radiation field via electronic polarizability which depends exponentially on nuclear coordinates. The exact quantum expression for the response function ͓Eq. ͑4.2͔͒ reduces to the HT ͓Eq. ͑4.5͔͒ and WN ͓Eq. ͑4.4͔͒ limits by varying the dimensionless parameters g ប and g T , as shown in the phase-diagram ͑Fig. 3͒. The underdamped Brownian oscillator shows multiple-echoes associated with vibrational coherences between all vibrational states. The relative amplitudes of multiquantum coherences are determined by the Taylor expansion of ␣(Q). In the WN approximation we truncate this expansion at (Q/Q 0 ) 2 , constraining the excitations to the first three vibrational levels, resulting in a single echo at t 1 ϭt 2 . In the HT (g T у1) limit all terms in the expansion of ␣(Q) contribute to the response, resulting in a multitude of echoes. Quantum effects which give additional echoes can be neglected when g ប Ӷ1. The HT and WN both hold when g ប Ӷg T Ӷ1.
For simplicity we have assumed in this paper an exponential form of ␣(Q) ͓Eq. ͑2.3͔͒. For this model the Gaussian form of the wave packets is maintained. The present results can however be used to compute the wave packets and response functions for an arbitrary dependence of ␣(Q). 
and defining ␣ ϭ(␣ 1 (1) ) 2 ␣ 1,1 (2) . The total signal has the following contribu- dence on Q 0 ), and making use of Eq. ͑7.1͒ we obtain for the wave packet (1) (P,Q;) which is related to an arbitrary form of the electronic polarization ␣(Q)
The third-order response function similarly adopts the form
The present expressions for the wave packets ͑and response functions͒ can thus be used as generating functions for computing these quantities in the general case. The wave packet associated with each Liouville space pathway is given as a superposition of Gaussians throughout the propagation.
Finally we note that an extremely useful alternative algorithm for computing the quantum nonlinear response of high frequency modes is possible by using equations of motion for dynamical variables that include higher powers of Q and P, instead of the formal expansion in ប. The resulting nonlinear exciton equations ͑NEE͒ ͑Refs. 3,45-47͒ which have been developed and applied to models of coupled chromophores can then be effectively used to describe the nonlinear response of coupled vibrations.
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APPENDIX A: PHASE-MATCHING FOR IMPULSIVE PHOTON ECHOES
In this appendix we compute the impulsive photon echo signals in the WN limit ͓Eq. ͑3.2͔͒. We first consider a single harmonic mode with the spectral density,
Substitution of Eq. ͑A1͒ into Eq. ͑2.19͒ gives
To compute the optical response we substitute Eq. ͑A2͒ into Eq. ͑3.2͒ retaining only the second, echo-type, term. Further substitution of the resulting expression for R (5) (t 2 ,t 1 ) into Eq. ͑1.3͒ yields
where ␣ (1) ϭ␣ 0 /ͱM ⍀Q 0 and ␣ (2) ϭ␣ 0 /(M ⍀Q 0 ).
We assume that each pair of pulses have the same temporal profile but different directions. The optical field is represented in the form
In Eq. ͑A4͒, kЈ and kЈЈ are the two wave vectors of a pair, 0 is its optical frequency, r is the position, E j (t) is a complex field representing the positive frequency part of the field.
The expression for the signal ͓Eq. ͑A3͔͒ contains the square of the optical field. Neglecting terms which oscillate with the optical frequency yields
with ⌬k j ϵk j Ј؊k j Љ . Taking the probe field E p (t) in the form
and making use of the fact that the impulsive pulses are short compared to ⍀ Ϫ1 the polarization P (5) (t) in Eq. ͑A3͒ adopts the form 
where a mn ϭ1/2 ͉m͉ϩ͉n͉ and
Assuming a large number of molecules per cubic wavelength 3 , the polarization P (t 2 ,t 1 ;k s ) determines the signal in the direction k s .
It is convenient to use the probe field as the local oscillator in heterodyne detection,
The heterodyne signal S h (t 2 ,t 1 ;k s ) measured in the direction k s is given by
and can be computed by the substitution of Eqs. ͑A7͒ and ͑A10͒ into Eq. ͑A11͒ which yields the signal in the form of Eq. ͑5.8͒. ͓Equation ͑5.8͒ has been obtained in Sec. V using an alternative derivation scheme based on wave packet dynamics.͔ Averaging the signal ͓Eq. ͑5.8͔͒ over the distribution function ͓Eq. ͑4.11͔͒ yields for t 1 ,t 2 ӷ⌬
shows an echo signal at t 2 ϭt 1 with the width ⌬ Ϫ1 . The echo signal which includes an ⍀ 0 oscillation, shows up in all nine possible directions k s ϭk p ϩm 1 ⌬k 1 ϩm 2 ⌬k 2 with relative intensity given by the factors a i (k s ),
͑A13͒
The dependence of the signal on the pulse envelopes is given by Eq. ͑A9͒.
APPENDIX B: PHASE-MATCHING FOR SEMI-IMPULSIVE PHOTON ECHOES
We first represent the signal in the form In the semi-impulsive regime the pulse durations p satisfy the condition ⍀ Ϫ1 Ӷ p Ӷ⌬ Ϫ1 . The excitation should be resonant with vibronic transitions. Since the excitation of vibronic levels is produced by the square of the optical field ͓see, e.g., Eq. ͑A3͔͒ this can be accomplished using pairs of pulses whose carrier frequency difference is tuned to be resonant with the vibrational transitions. The optical fields E j (,r), jϭ1,2 in the exciting pulses is thus taken in the form E j ͑ ,r͒ϭ It is clearly seen from Eq. ͑B3͒ that the first pulse is resonant with the single-excitation vibronic transition whereas the second pulse produces a double excitation. The probe and heterodyne pulses have the form The reason for the choice of the frequency differences in Eqs. ͑B3͒ and ͑B4͒ is as follows: to get an echo, the first pulse should produce a single excitation in the right component of the density matrix whereas the second pulse should create a double excitation in the left component, which yields the frequency shifts of ⍀ 0 and 2⍀ 0 respectively, in Eq. ͑B3͒. The polarization is induced by the matrix element between the singly and doubly-excited levels. This implies that the signal frequency is shifted by ⍀ 0 with respect to the probe, and the heterodyne frequency should be equal to 0 ϩ⍀ 0 .
Neglecting terms which oscillate at optical frequencies we have E m 2 ͑ ,r͒ϭ 
͑B6͒
In Eq. ͑B5͒ we have also omitted the terms which do not oscillate with vibrational frequencies since they do not contribute to the echo. To derive the final expression for the signal, we first substitute Eqs. ͑B5͒ and ͑B6͒ into Eq. ͑B2͒, represent the sines in Eq. ͑B2͒ as linear combinations of exponents, and retain only the echo-contributing terms, i.e., those which contain exp͓Ϯi⍀(t 2 Ϫt 1 )͔. We then integrate over 1 Ј , 2 Ј , and Ј applying the rotating wave approximation, i.e., neglecting integrands oscillating with vibrational frequencies and making use of the fact that the pulses are much shorter than ⍀ Ϫ1 . These integrations yield the factor F 1 *F 2 F p where 
͑B8͒
Equation ͑B8͒ gives an echo at t 2 ϭt 1 in a single direction k s ϭk p ϩ⌬k 2 Ϫ⌬k 1 . Its magnitude is determined by Eqs. ͑B7͒, and in contrast to the impulsive regime the semiimpulsive echo does not show vibrational frequency oscillations.
APPENDIX C: FREQUENCY-DOMAIN WEAK-NONLINEARITY RESPONSE OF A MULTIMODE ANHARMONIC OSCILLATOR SYSTEM
We consider a molecular system with N primary Ramanactive vibrational coordinates ͕Q j ͖ ( jϭ1, . . . ,N), coupled to the optical field and interacting with harmonic bath coordinates. The Hamiltonian has the form of Eq. ͑2.1͒, where the molecular Hamiltonian is
ͪ ϩV͑Q͒,
͑C1͒
with conjugated momenta P j , harmonic oscillator frequencies ⍀ j , and masses M j . Anharmonicity of the nuclear potential energy is introduced by V(Q) which can be expanded in the power series
Coupling to the electric field is given by Eq. ͑1.1͒ in which the electronic polarizability depends on the primary oscillator coordinates Q and can be represented by the expansion
In the WN approximation we retain only first terms ͓kϭ3 in Eq. ͑C2͒ and kϭ2 in Eq. ͑C3͔͒. The response function R (5) (t 2 ϩt 1 ;t 1 ;0) in the WN approximations has three contributions R
