Abstract-Underactuated systems are commonplace and present a challenge in designing tracking controllers. Foremost among these are vehicles, like passenger cars and aircraft. Such systems with more outputs than control inputs are not right invertible. As a result continuous control laws cannot, in general, be designed to track arbitrary reference signals. We present a Trackable Filter design which produces an augmented reference signal as close as possible to the original reference which the underactuated system can track with zero error. The resulting control law can be either discontinuous or continuous by the choice of the designer.
I. INTRODUCTION
As more effort is placed on control of autonomous vehicles there is a growing need for control design methods which are computationally efficient, robust and command feasible controls by actuators. Often, for cost reasons or simple historical inertia, many systems, vehicles in particular, are underactuated. Their physical actuators can only produce bounded continuous motion, and the entire position state of the vehicle is of interest. The last issue precludes the relegation of some states to zero dynamics [5] , as their trajectories cannot be ignored. Model Predictive Control (MPC) can address all of these issues [3] , [6] , but at the cost of significant computational complexity. Switching methods [11] often require control actions which are not feasible by many actuators. One could solve inverse dynamics problems to find all possible signals that the system can track, but this is an extensive offline calculation. A simpler approach is to develop a filter which takes as input, a nominal tracking signal and produces an augmented version which the underactuated system can track with zero error. This paper proposes such a Trackable Filter design.
We will begin by looking at how we would design a tracking controller if our system was fully actuated. This will then guide us in dealing with the limitations imposed by an underactuated system.
For the following nonlinear system with output x 1 = h(ξ) which has uniform vector relative degreė ξ = f (ξ, u p )
z = φ(z, x) x 1 = x 2 x 2 = x 3 . . .
where h(ξ) ∈ R n , each x i ∈ R n , i = 1, . . . , r and u p ∈ R p , p < n. The system has uniform vector relative degree r. It is assumed that L g L f h(·) has uniform full column rank p and is Lipschitz continuous on a domain D x . Because L g L f h(·) is not square, it has no inverse and the system is not right invertible, thus tracking of arbitrary signals Y 1 (t) ∈ C r is not possible. The normal form of system (1), shown in (2), is produced through the diffeomorphism x = T (ξ). Which is composed of the output function and the first r − 1 multivariable Lie derivatives, where
. . .
See [7] [6] for details. Only systems with input to state stable (ISS) zero dynamics will be addressed here, as the z subsystem may be neglected henceforth without altering the control design. When confronted with a system which is not right invertible as is the case when the dimension of u p is p < n it is common to choose a new output functionh(x 1 ) ∈ R p . Then compute a new normal form for a system of dimension rp which is right invertible, leaving an (n − p)r dimensional system of zero dynamics. How does one choose which states or combination of states to ignore when pickingh(x 1 ) and will the zero dynamics be stable? What if one cares about all states in x 1 and has performance goals for them? A good example of this problem exists in both ground and aerial vehicles. In ground vehicles the position states consist of X and Y position in a plane and a heading or yaw angle ψ. It is commonplace in the active steering/steering control literature [3] to consider only the lateral deviation state Y and heading angle ψ (h = [Y ψ] T ) and to ignore X (it is typically assumed that X is controlled by the driver). For autonomous vehicles this is an unnecessary restriction. Similarly, for aerial vehicles it is commonplace to push the roll and pitch angle dynamics into the zero dynamics, as for most maneuvers these states should be bounded in the neighborhood of zero. But when a loop or a roll maneuver is commanded these states become the ones which must track a reference and others become less important. Our approach is to provide a tool which can smoothly handle all of these cases without moving to a discontinuous control design [11] .
We wish to solve a tracking problem and assume that we have a reference signal Y 1 (t) and its first r time derivatives. Ideally, our goal is to choose a control law for u p such that x 1 (t) → Y 1 (t) as t → ∞ (knowing that this is not possible for general non-right invertible systems). Let us, for convenience, name the reference signal and its derivatives accordinglyẎ
Which is in the same block chain of integrators form as (2) .
To solve the tracking problem we form the tracking error coordinates as
Then our tracking error system becomeṡ e 1 = e 2 e 2 = e 3 . . .
where
Henceforth, a vector without a numbered subscript like x refers to the stack of all of the n-dimensional sub-state vectors as in (7) . Choose a feedback gain matrix
is Hurwitz and P e = P T e > 0 is the solution to the Lyapunov equation P e A e + A T e P e = −Q e for some positive definite symmetric matrix Q e .
At this point if our system was fully actuated then our control signal would beû p ∈ R n (as opposed to our actual control u p ∈ R p , p < n). Then G r (x) which is full column rank by assumption is thus uniformly invertible over all x in a domain of interest. We would then follow the feedback linearization control approach [7] choosing our control law to beû
Which would produce the following exponentially stable error systemė
Which, for the positive definite radially unbounded Lyapunov function V e = e T P e e would produce the following Lyapunov function derivativė
T P e A e e = −e T Q e e < 0, ∀e = 0 (11)
Which implies that V (t) converges to zero. Since Q e is positive definite, our tracking error e 1 (t) → 0 as t → ∞.
The fully actuated (right invertible) case was examined to guide our later design of the trackabe filter. Unfortunately our actual control signal is not of dimension n, the matrix G r (x) is not square and thus its inverse does not exist. We cannot implement the control law of (9) as a result. However, we will use (9) with our modified Trackable Filter system presented in the next section.
This paper is organized into six sections: Section 2 discusses the concept of Trackability Filtering followed by Section 3 which develops the control law for the Trackable Filtering concept and stability conditions. Section 4 presents a simulation example of the design method applied to a standard front wheel steering car model. Future work is presented in Section 5 and concluding remarks are made in Section 6.
II. TRACKABILITY FILTERING CONCEPT
Systems with n outputs and p < n inputs are not right invertible and continuous control laws cannot be designed to track any arbitrary reference signal Y 1 (t) ∈ C r . The best that can be hoped for, with a continuous control law, is to follow Y 1 (t) as closely as possible and maintain a bounded tracking error. Furthermore, we would like to design a controller which allows the control designer the freedom to choose in which states or combination of states the tracking error is injected. In [1] a method utilizing nonlinear damping for dealing with this problem is presented but does not allow as much freedom to control to which states the tracking error goes.
The trajectory of x 1 (t) will lie on a p-dimensional manifold in n-dimensional space. Ignoring the ISS zero dynamics of (2) we construct a new normal form with the output functionh(x 1 ) ∈ R p . We use the same form of the coordinate transformation T (x) as in (3) and the control law (9), with the only difference being dimension. The result is an exponentially stable tracking error system and zero dynamics φ(z, e, Y ) which possess unknown stability properties and are driven by the reference signal Y and error state e which act as a disturbances to the zero dynamics.
Only the error vector output e can be controlled. After the initial transient, e = 0 andż =φ(z, 0, Y ). From this it is clear that the zero dynamics are completely determined by signals outside our control. Since this is true of any choice of h(x 1 ) it is clear that we can only control our system output in an p-dimensional manifold. What we would like to do is construct a reference signal lying within this manifold which is as close as possible to our nominal reference signal. Such a signal can be tracked with zero error and represents the best that our underactuated system can do. Let Y 1 (t) be the nominal reference signal which we would like to track, but which may not lie within our trackable pdimensional manifold. Then let the trackable reference signal be described as
where d 1 represents the vector between Y 1 and the trackable manifold, and is the output of an ISS relative degree r filter.
where u d ∈ R n is a control term to be chosen later. The Trackable Filter concept simply produces a filter which generates, from the nominal reference Y 1 (t) a signal Y T,1 (t) which lies within the trackable p-dimensional manifold of motion for our plant, and the plant controller u p is designed to track Y T,1 (t).
III. CONSTRUCTIVE TRACKABLE FILTER DESIGN
The design begins by constructing new error variables. Let
Then our error system becomeṡ e 1 = e 2 e 2 = e 3 . . .
From the stabilizing control law (9), we must render the right hand side of (16) equal to K e e.
as that would make (16) equivalent to the exponentially stable system (10) which guarantees that x 1 (t) → Y T,1 (t) as t → ∞. Since u p ∈ R p , p < n lacks sufficient degrees of freedom on its own to accomplish this task, we must use the additional control term u d . Fortunately, u d ∈ R n thus we have an overdetermined problem and can satisfy condition (17) in multiple ways.
The term u d must be chosen carefully as it will act as a disturbance to the ISS trackability filter. Since u d will be a function of d, an improper choice can render the trackability filter unstable.
Intuitively, the plant control signal u p should do as much work as possible, thus minimizing the disturbance u d . The disturbance to the trackability filter will drive d 1 away from zero, increasing the error between the reference that the plant can track versus the reference it is desired to track. For clarity let
The plant control u p can only address the components of v which lie in the range space of G r (x)
We now have
The term u d must account for G ⊥ r v d , since u p cannot. We wish to describe u d in a general way which will ensure this property, while clearly indicating any remaining design freedom. Let u d = Hv where H ∈ R n×n . One way to choose H is as a minimal rank matrix, which ensures that disturbance energy gets injected in only n − p directions.
Which, after substituting (23) into u d = Hv, yields
Which clearly shows that this choice of H accounts for any component of v which is orthogonal to G r . Furthermore, the matrix b ∈ R p×n−p represents our remaining design freedom. Substitute (24) into (20) to solve for our two control terms
In summary, the trackability filter design begins by computing the matrix G 
For some choice of matrix b. At this point we turn our attention to stability, which will help guide the choice of b.
A. Stability Analysis
Recall that the purpose of choosing u p and u d as in (30) and (31) was to render the tracking error system (16) exponentially stable. Our control choices satisfy (17), hencė e 1 = e 2 e 2 = e 3 . . .
which is exponentially stable, and equivalent toė = A e e, where A e is given in (8) . The trackability filter system is nowḋ
Which we can rewrite aṡ
where A d is chosen exponentially stable via K d , and
is the unique positive definite solution to the Lyapunov equation
Our last step is to ensure that the trackability filter is stable given our choice of u d . The filter must remain bounded with respect to bounded input Y u (t) ∈ L ∞ ∩C 0 and exponentially decaying input e(t) ∈ L 2 ∩ L ∞ . Of clear concern are the terms HK d d and HF r (e + Y + d) which are potentially working against the stabilizing term K d d. Our choice of matrix H has rank n − p, thus has p eigenvalues at 0. It is constructed as the outer product of two n × n − p matrices, hence its nonzero eigenvalues are
It is helpful that H = I which is independent of b.
We now turn our attention to the following Lyapunov function V = e T P e e + d T P d d and its derivative along the trajectories of e and d.
The product P dr = P d B d selects the last n columns of P d , or the r th block column of P d . Note, that by appropriate initialization of d(0) = x(0) − Y (0), then e(0) = 0, hence for stability analysis, we can ignore all terms containing e. We will look for conditions on b to makeV ≤ 0 for d bounded below by some constant. We will use the following definitions and bounds
by the assumption that F r (x) is Lipschitz, hence F r (x) ≤ L|x| on some domain D x ⊂ R rn . Note that the Lipschitz rank bound is used here for generality, and can be overly conservative for some F r . If a more accurate bounding function can be found, it should be used instead. The constant c 3 can be controlled to some degree by choice of H. Let µ e , µ d > 0 be the smallest eigenvalues of Q e , Q d respectively. Now we can upper bound our Lyapunov function derivative. Lastly we must take a careful look at
T , then we have
Since b has no effect in this situation, it is clear that for stability we require −a
For any d not meeting the condition, we can choose a b to add negativity. A stronger sufficient condition for stability is
This completes the conditions for a stable trackability filter design.
B. Design Extensions
One option, provided the H matrix yields a stable system, is to choose b statically such that disturbance energy is injected only into a subset of the d states. This can be useful to the designer, in ensuring that a subset of states track the reference signal exactly.
One way to choose the matrix b is to minimize the the complete disturbance term ∆ = 2d
T P dr Hv directly. The same stability requirements (43) apply, let us expand H
We wish to minimize ∆, which intuitively will yield the best response. We can rewrite as
where a 3 ∈ R is the value we would like the disturbance to be, ideally a 3 ≤ 0. However, since the system is underactuated it is not always possible to find a solve for b from (49) for some a 3 ≤ 0. One can arbitrarily choose a 3 < 0 and use pseudoinverses to solve for b, which will minimize the disturbance when it can. This approach was found to yield a superior response in the car steering example presented next.
IV. EXAMPLE: FRONT WHEEL STEERING CAR
An example of the Trackability Filtering design method presented above was applied to the car steering problem mentioned throughout the paper. We employ the Bicycle Model for steering dynamics [10] . Now examine the car steering problem as it fits the vectorial strict feedback form. (Rolling resistance is ignored).
where ξ 1 = (X Y ψ) T and m = 1533 kg is the vehicle mass, l 1 = 1.04 m is the distance from the center of gravity (CG) to the front axle, l 2 = 1.65 m the distance from CG to rear axle, and I = 2712 kg m 2 is the moment of inertia. A lumped parameter C d = 0.000321 contains the coefficient of aerodynamic drag and vehicle frontal cross-sectional area. Note that G 2 is a constant matrix.
An important point is our choice of the forward tire force F u and lateral tire force F vf as control variables. Of course wheel torque and wheel angle are the real control variables. We utilize the Pacejka tire model [13] to compute F vr , which is a static nonlinear mapping between vehicle states, wheel angle and tire slip to tire forces F u and F vf . For the region of normal operation, where the tire is not sliding, this function is invertible. Thus, provided our controller only commands forces achievable by the tire through a choice of wheel angle and torque (i.e. slip), then we are free to work with whichever variable is most convenient.
The model is in strict feedback form which is easy to place in normal form through the diffeomorphism x = T (ξ) based on the following Lie derivatives.
Which gives us the normal form representatioṅ
We present two different approaches to choosing the control law. First, we choose the matrix (vector in this case) b according to (49), such that the disturbance term is directly minimized. First, stability was verified for the weaker condition of (43) and since G r (ψ), ψ ∈ [−π, π] is a function of only one state variable, this was straight forward. The control laws were computed as given in (31). The simulation results are shown in Figs. 1 and 2 . Fig. 1 shows the trajectory (solid line) of the vehicle compared to the reference (dashed line) for a double lane change maneuver. This maneuver is not trackable with zero error for the underactuated vehicle model. The maneuver definition is taken from [3] . Observe that the error trajectory of X(t) goes negative, implying that the car slowed down in order make the hard right turn after the initial hard left turn. This makes intuitive sense for anyone with experience driving a car. A different control law was implemented to show the versatility of the trackability approach. In this case b was chosen such that the disturbance energy was injected only into the states associated with lateral position Y (t). Fig. 3 shows the simulation results for this control law. clearly shows that the angular error and X direction error exponentially converge to zero, while the only nonzero error is in the lateral deviation Y (t).
V. FUTURE WORK
The next step is to extend the design to systems in strict feedback form (instead of normal form) with the nominal control lawû p chosen via backstepping instead of feedback linearization. Following that the trackability filtering design must be compared against MPC designs, as in [3] for the car steering example. It is of interest to know how our approach performs against the nearly optimal approach of finite horizon MPC. Implicit in this is to split the cost functional between our plant tracking error e system and the reference trajectory error d system. If the trackability filter approach performs well, as these simulation results suggest, it represents a far less computationally intensive approach to solving tracking problems for underactuated systems.
VI. CONCLUSIONS
A Trackability Filter based tracking control design was developed and sufficient conditions for a stability were presented. The method was tested in simulation on a practical example of an underactuated system, a front wheel steering car. The method performed well and allowed the designer the freedom to choose where the tracking error got injected, demonstrating its practical utility.
