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Abstract
We introduce a concept of quantum Lie algebra compatible with Woronowicz’s dierential
calculus. We construct a cohomological theory for these quantum Lie algebras. We give a
quantum version of the van Est theorem which leads to a comparison between the cohomology
of a Lie algebra and the cohomology of a coalgebra. c© 2000 Published by Elsevier Science
B.V. All rights reserved.
Resume
Nous introduisons une notion d’algebre de Lie quantique qui est compatible avec les cal-
culs dierentiels sur les groupes quantiques introduits par S. L. Woronowicz. Nous construisons
une theorie cohomologique pour les algebres de Lie quantiques. Nous etablissons une version
quantique du theoreme de van Est qui permet sous certaines hypotheses de comparer la coho-
mologie d’une algebre de Lie quantique avec la cohomologie d’une cogebre. c© 2000 Published
by Elsevier Science B.V. All rights reserved.
MSC: 17B37; 46L87
0. Introduction
La notion d’algebre de Lie est etroitement liee a la theorie des groupes de Lie. En
eet, nous savons qu’a chaque groupe de Lie est associee une algebre de Lie et que la
cohomologie de cette algebre de Lie permet de reconstruire la dierentielle de de Rham
du groupe de Lie. De plus, van Est a montre dans [4] que lorsque la cohomologie des
formes dierentielles de de Rham est nulle, la cohomologie du groupe et celle de son
algebre de Lie sont identiques.
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Dans [6], Woronowicz denit un analogue quantique de la dierentielle de de Rham.
Le but de cet article est de denir une notion d’algebre de Lie quantique et de con-
struire une theorie cohomologique pour ces nouveaux objets qui est compatible avec
les calculs dierentiels sur les groupes quantiques de Woronowicz. Plus precisement,
nous montrons comment associer a chaque calcul dierentiel sur les groupes quantiques
une algebre de Lie quantique, puis que la cohomologie de cette algebre de Lie permet
de reconstruire le calcul dierentiel dont elle est issue. Enn, nous demontrons un
analogue quantique du theoreme de van Est.
La premiere partie est consacree aux denitions. Nous y introduisons la notion
d’algebre de Lie quantique, ainsi que celle de module et comodule sur une algebre de
Lie quantique. Dans la deuxieme partie, nous construisons une theorie cohomologique
pour les algebres de Lie quantiques. Puis, dans la troisieme partie, nous montrons que
les constructions et denitions faites dans les deux premieres sont compatibles avec
la notion de calcul dierentiel sur les groupes quantiques. Enn, la derniere partie est
dediee a l’enonce et a la demonstration d’une version quantique du theoreme de van Est.
Notations. Les espaces vectoriels consideres dans cet article sont des espaces vec-
toriels sur un corps commutatif k xe. Les operations d’algebre lineaire (produit
tensoriel; : : :) auront lieu dans la categorie des k-espaces vectoriels. Si T est un es-
pace vectoriel, nous noterons respectivement par T ; T⊗n; nT son dual, sa n-ieme
puissance tensorielle et sa n-ieme puissance exterieure.
Le groupe des permutations de n elements sera note Sn. Pour tout entier i compris
entre 1 et n− 1, nous noterons i la transposition (i; i + 1) de Sn.
Si A est une algebre de Hopf, designons respectivement par m; ; ;  et S son
produit, son unite, son coproduit, sa counite et son antipode. La notation de Sweedler
pour le coproduit ((a)= a(1)⊗ a(2)) sera utilisee.
Si V est un comodule a gauche (resp. a droite), designons par L (resp. R) la
coaction qui lui est associee et pour tout v2V; nous ecrirons: L(v)= v(−1)⊗ v(0) (resp.
R(v)= v(0)⊗ v(1)).
1. Algebre de Lie quantique
Soit g une algebre de Lie. En notant C : g⊗ g! g son crochet et  : g⊗ g! g⊗ g
le twist x⊗y 7!y⊗ x, la formule de Jacobi s’ecrit C(id⊗C)=C(C ⊗ id)(id− id⊗ )
et la condition d’antisymetrie signie que le noyau de id −  est contenu dans celui
de C. Dans cette partie, nous verrons comment generaliser la notion d’algebre de Lie
en autorisant n’importe quel twist qui verie, outre les deux conditions citees ci-dessus,
des conditions de compatibilite avec le crochet.
Denition 1. On appelle algebre de Lie quantique la donnee d’un espace vectoriel T
et de deux applications lineaires  : T ⊗T! T ⊗T et C : T ⊗T! T satisfaisant les
axiomes ci-dessous:
1. l’application  satisfait l’equation de Yang{Baxter:
(⊗ id)(id⊗ )(⊗ id)= (id⊗ )(⊗ id)(id⊗ ); (1)
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2. le noyau de id −  est contenu dans celui de C:
ker(id − ) ker C; (2)
3. les applications C et  sont liees par les formules de commutation:
(C ⊗ id)= (id⊗C)(⊗ id)(id⊗ ); (3)
(id⊗C) = (id⊗C)[(⊗ id)− (⊗ id)(id⊗ )2]
+ (C ⊗ id)(id⊗ )(⊗ id); (4)
4. les applications C et  verient la relation de Jacobi quantique:
C(id⊗C)=C(C ⊗ id)(id − id⊗ ): (5)
Remarque. Dans [5], Wambst appelle algebre de Lie quantique la donnee d’un es-
pace vectoriel T et de deux applications lineaires  : T ⊗T! T ⊗T et C : T ⊗T! T
veriant les axiomes suivants:
1. l’application  verie les deux formules:
(⊗ id)(id⊗ )(⊗ id)= (id⊗ )(⊗ id)(id⊗ ); (6)
( +   id)( − id)= 0; (7)
2. les applications C et  satisfont aux formules de commutation:
C=−C; (8)
(C ⊗ id)= (id⊗C)(⊗ id)(id⊗ ); (9)
(id⊗C)= (C ⊗ id)(id⊗ )(⊗ id); (10)
(C ⊗ id)(id⊗ )= (id⊗C)(⊗ id); (11)
3. les applications C et  verient la relation de Jacobi quantique:
C(id⊗C)=C(C ⊗ id)(id − id⊗ ): (12)
Les formules (5) et (12), puis (1) et (6) sont les me^mes. Quant aux formules (9),
(10) et (11), elles impliquent les formules (3) et (4). Enn, pour  egal a 1, la formule
(8) implique (2).
Exemples. (1) Toute algebre de Lie est une algebre de Lie quantique en prenant C et
 respectivement egaux au crochet de Lie et a l’echange x⊗y 7!y⊗ x.
(2) Toute algebre A, de produit m, dotee d’une application  :A⊗A!A⊗A
veriant l’equation de Yang{Baxter est munie d’une structure d’algebre de Lie
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quantique par le crochet C =m(id − ) si
(m⊗ id) = (id⊗m)(⊗ id)(id⊗ );
(id⊗m) = (id⊗m)[id − (id⊗ )][(⊗ id) + (⊗ id)(id⊗ )]
+ (m⊗ id)(id⊗ )(⊗ id):
De plus, si  est involutive (i:e: 2 = 1), la condition concernant (m⊗ id) sut.
(3) Toute algebre de Hopf A est munie d’une structure d’algebre de Lie quantique
par
(a⊗ b)= b(1)⊗ S(b(2))ab(3) pour a; b2A;
C(a⊗ b)= S(b(1))ab(2) − (b)a pour a; b2A:
Le tressage  a ete deni par Woronowicz dans [7].
(4) Par restriction des applications  et C denies ci-dessus, le noyau de l’augmen-
tation de toute algebre de Hopf est muni d’une structure d’algebre de Lie quantique.
En s’inspirant de la notion de module sur les algebres de Leibniz, introduite par
Cuvier dans [3], il est naturel de poser la denition ci-dessous:
Denition 2. On appelle module sur une algebre de Lie quantique T tout espace vec-
toriel V qui est dote d’une application lineaire mL : T ⊗V !V veriant
mL(id⊗mL)(id − ⊗ id)=mL(C ⊗ id): (13)
Bien entendu, lorsque T est une algebre de Lie classique, la denition ci-dessus
concide avec la denition usuelle des T -modules. En eet, si V est un module sur
T au sens quantique, il est clair que mL munit V d’une structure de module sur la
puissance tensorielle de T et que la formule (13) permet de passer au quotient et
d’obtenir une structure de U (T )-module sur V . Reciproquement, si V est un U (T )-
module, il est clair que la restriction a T de l’action de U (T ) sur V denit une
application mL qui satisfait (13).
Exemple. Toute algebre A, de multiplication m, qui est aussi une algebre de Lie
quantique de crochet C =m(id − ) est un module sur A en prenant mL egal a la
multiplication m.
Denition 3. On appelle comodule sur une algebre de Lie quantique de dimension nie
T la donnee d’un espace vectoriel V et d’une application lineaire R :V !V ⊗T  telle
que
(id⊗Ct)R = (id − id⊗ t)(R ⊗ id)R ; (14)
ou Ct et t sont respectivement les transposees des applications C et .
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Exemple. Toute algebre de dimension nie A et de produit m qui est aussi une algebre
de Lie quantique de crochet C =m(id − ) munit son dual A d’une structure de
comodule sur A en prenant R egal au coproduit.
2. Cohomologie des algebres de Lie quantiques
Cette partie est consacree a la construction d’une theorie cohomologique pour les
algebres de Lie quantiques. Nous commencerons par quelques notations, puis nous
denirons des applications Bn; Cn et Dn qui interviendront lors de la construction du
complexe de coha^nes. Celle-ci sera l’objet de la n de cette partie. Outre la con-
struction de ce complexe, nous montrerons que la theorie cohomologique ainsi obtenue
generalise la theorie cohomologique des algebres de Lie. Enn, nous verrons que, dans
le cas ou l’algebre de Hopf consideree est l’algebre des fonctions sur un groupe, nous
retrouvons un complexe deni par A. Connes.
Soient T une algebre de Lie quantique de dimension nie,   son dual, et V un
comodule sur T . Par transposition des applications  et C qui denissent la structure
d’algebre de Lie quantique de T , nous obtenons deux applications t : ⊗ ! ⊗ 
et Ct : ! ⊗  qui verient:
1. l’application t satisfait l’equation de Yang{Baxter:
(t ⊗ id)(id⊗ t)(t ⊗ id)= (id⊗ t)(t ⊗ id)(id⊗ t); (15)
2. l’image de Ct est contenue dans celle de id − t :
imCt  im(id − t); (16)
3. les applications Ct et t sont liees par les formules de commutation:
(Ct ⊗ id)t =(id⊗ t)(t ⊗ id)(id⊗Ct); (17)
(id⊗Ct)t = (t ⊗ id)(id⊗ t)(Ct ⊗ id)
+[(t ⊗ id)− (id⊗ t)2(t ⊗ id)](id⊗Ct); (18)
4. les applications Ct et t verient:
(id⊗Ct)Ct =(id − id⊗ t)(Ct ⊗ id)Ct: (19)
De plus, comme l’application t verie l’equation de Yang{Baxter, nous pouvons con-
siderer les applications de \symetrisation" An; An; k qui lui correspondent. Celles-ci sont
denies par Woronowicz dans [6] et sont construites comme suit. Nous savons que,
pour toute permutation P de Sn, nous pouvons denir deux applications Pt et P
op
t en
posant
Pt = ti1
t
i2   ti‘(P) ; Popt = ti‘(P)   ti2ti1 ;
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ou ti =
i−1z }| {
id⊗   ⊗ id ⊗ t ⊗
n−(i+1)z }| {
id⊗   ⊗ id et i1    i‘(P) est une decomposition reduite
de P. Alors
An=
X
P2Sn
(−1)‘(P) Pt ; An; k =
X
P2Sn; k
(−1)‘(P) Popt ;
ou
Sn; k = fP 2 Sn jP(i)<P(j) si i<j k ou k<i<jg:
Par la suite, nous utiliserons les proprietes ci-dessous des applications de
\symetrisation":
An=An; k(Ak ⊗An−k); (20)
An;1 = id − (id⊗An−1;1)(t ⊗ id⊗   ⊗ id): (21)
Celles-ci sont demontrees dans l’article [6] de Woronowicz.
2.1. Construction des applications Bn; Cn; Dn
2.1.1. Les applications Bn
Gra^ce a la structure de comodule de V , denissons pour tout entier n 0 des appli-
cations Bn :V ⊗ ⊗n!V ⊗ ⊗n+1 de la facon suivante:
Bn=(id⊗An+1;1)(R ⊗
nz }| {
id⊗   ⊗ id): (22)
Lemme 1. La restriction de Bn a V ⊗ im An est a image dans V ⊗ im An+1.
Preuve. Comme A1;1 est egal a A1, il est clair que l’image de B0 est contenue dans
V ⊗ im A1. Ensuite, lorsque n n’est pas nul, la formule (20) donne le resultat:
Bn(id⊗An) = (id⊗An+1;1)(R ⊗ id⊗   ⊗ id)(id⊗An)
= (id⊗An+1;1)(id⊗ id⊗An)(R ⊗ id⊗   ⊗ id)
= (id⊗An+1)(R ⊗ id⊗   ⊗ id):
2.1.2. Les applications Cn
A partir du crochet Ct , denissons pour tout n 1 des applications Cn : ⊗n! ⊗n+1
en posant
C1 =−Ct; (23)
Cn=
n−1X
i=1
(−1)i(
iz }| {
id⊗   ⊗ id ⊗An+1−i;1)Cti + (−1)nCtn pour n 2; (24)
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ou
Cti =
i−1z }| {
id⊗   ⊗ id ⊗Ct ⊗
n−iz }| {
id⊗   ⊗ id :
Remarquons que pour n 2:
Cn=−id⊗Cn−1 − (id⊗An;1)Ct1: (25)
Soient n : ⊗n+1! ⊗n+1 les applications denies pour tout entier n 1 par
1 =−id; (26)
n=(id⊗ n−1)t1t2 − (id⊗An;1) pour n 2: (27)
Lemme 2. Pour n 2; les applications n verient
n(A2⊗ id⊗   ⊗ id)=−An+1;1(id⊗An;1): (28)
Preuve. Raisonnons par recurrence sur n. La formule (28) se verie facilement au cran
n=2. Ensuite, si elle est vraie au cran n − 1, le calcul suivant montre qu’elle l’est
aussi au cran n:
n(A2⊗ id⊗   ⊗ id)
= −(id⊗An;1)(A2⊗ id⊗   ⊗ id) + (id⊗ n−1)t1t2(A2⊗ id⊗   ⊗ id)
= −(id⊗An;1) + (id⊗An;1)t1 + (id⊗ n−1)t1t2 − (id⊗ n−1)t1t2t1
= −(id⊗An;1) + id − An+1;1 + (id⊗ n−1)(id⊗A2⊗ id⊗   ⊗ id)t1t2
= −(id⊗An;1) + id − An+1;1 − (id⊗An;1)(id⊗ id⊗An−1;1)t1t2
= −(id⊗An;1) + id − An+1;1 − (id⊗An;1)t1(id⊗ id⊗An−1;1)t2
= −(id⊗An;1) + id − An+1;1 − (id − An+1;1)(id − id⊗An;1)
= −An+1;1(id⊗An;1):
La formule (28) est donc veriee pour tout n 2:
La demonstration du lemme precedent utilise uniquement l’axiome (15). Les axiomes
(15), (17), (18) permettent d’obtenir le lemme suivant.
Lemme 3. Les applications Cn et An;1 verient la formule de commutation:
CnAn;1 =

1Ct1 pour n=1;
nCt1 − An+1;1(id⊗Cn−1) pour n 2:
(29)
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Preuve. Raisonnons par recurrence sur n. Aux crans n=1 et n=2; la formule se verie
facilement. Ensuite, si n 3 et si le resultat est vrai au cran n− 1; nous avons
CnAn;1 =Cn − Cn(id⊗An−1;1)t1
=Cn + (id⊗Cn−1)(id⊗An−1;1)t1 + (id⊗An;1)Ct1(id⊗An−1;1)t1
=Cn + (id⊗ n−1)Ct2t1 − (id⊗An;1)(id⊗ id⊗Cn−2)t1
+ (id⊗An;1)Ct1(id⊗An−1;1)t1
=Cn + (id⊗ n−1)t1t2Ct1 + (id⊗ n−1)(t1 − t22 t1)Ct2
−(id⊗An;1)t1(id⊗ id⊗Cn−2) + (id⊗An;1)(id⊗ id⊗An−1;1)t2t1Ct2:
En exprimant Cn et Cn−2 en fonction des Cti ; nous voyons que la formule ci-dessus
permet d’ecrire CnAn;1 comme la somme
Pn
i=1 
n
i C
t
i ; ou les applications 
n
1; 
n
2; 
n
i
(i=3; : : : ; n− 1) et nn sontdonnees par
n1 = (id⊗ n−1)t1t2 − (id⊗An;1) = n;
n2 = (id⊗ id⊗An−1;1) + (id⊗ n−1)[t1 − t22 t1]
+(id⊗An;1)(id⊗ id⊗An−1;1)t2t1
= (id⊗ id⊗An−1;1) + (id⊗ n−1)[t1 − t22 t1]
−(id⊗ n−1)(id⊗A2⊗ id⊗    ⊗ id)t2t1
= (id⊗ id⊗An−1;1) + (id⊗ n−1)[t1 − t2t1]
= (id⊗ id⊗An−1;1) + (id⊗ n−1)(id⊗A2⊗ id⊗    ⊗ id)t1
= (id⊗ id⊗An−1;1)− (id⊗An;1)(id⊗ id⊗An−1;1)t1
= (id⊗ id⊗An−1;1)− (id⊗An;1)t1(id⊗ id⊗An−1;1)
= An+1;1(id⊗ id⊗An−1;1)
= (−1)2An+1;1(id⊗    id⊗An+1−2;1);
ni = (−1)i(id⊗    ⊗ id⊗An+1−i;1)
+(−1)i−1(id⊗An;1)(id⊗    ⊗ id⊗An+1−i;1)t1
= (−1)i(id⊗    ⊗ id⊗An+1−i;1)
+(−1)i−1(id⊗An;1)t1(id⊗    ⊗ id⊗An+1−i;1)
= (−1)iAn+1;1(id⊗    ⊗ id⊗An+1−i;1);
nn = (−1)n + (−1)n−1(id⊗An;1)t1
= (−1)nAn+1;1:
Ce qui prouve que la formule (29) est vraie au cran n:
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Lemme 4. Les applications Cn denissent un complexe de cocha^nes:
im A1
C1−! im A2 C
2
−!   C
n−1
−!im An C
n
−! im An+1C
n+1
−!   :
Preuve. (1) Montrons que l’image de im An par Cn est incluse dans im An+1. La
formule (16) permet de voir que l’image de im A1 par C1 est incluse dans im A2.
Ensuite, pour n 2; nous avons gra^ce a la formule (29):
CnAn=CnAn;1(id⊗An−1)= nCt1(id⊗An−1)| {z }
A
−An+1;1(id⊗Cn−1)(id⊗An−1)| {z }
B
:
Comme im Ct1 est contenue dans im A2⊗ id⊗    ⊗ id; le terme A est a image dans
im An+1:
n(A2⊗    ⊗ id)(id⊗ id⊗An−1) =−An+1;1(id⊗An;1)(id⊗ id⊗An−1)
=−An+1;1(id⊗An)
=−An+1:
Puis, si l’image de im An−1 par Cn−1 est contenue dans im An, le terme B est a image
dans im An+1;1(id⊗An); c’est a dire dans im An+1. Donc, par recurrence, il est clair
que l’image de im An par Cn est incluse dans im An+1.
(2) Montrons que Cn+1Cn est nul pour tout n. Lorsque n est egal a 1, c’est immediat
a partir de la formule (19). Ensuite, lorsque n est au moins egal a 2, nous voyons que
les formules (19) et (29) permettent de se ramener au cas precedent:
Cn+1Cn =(id⊗Cn)(id⊗Cn−1) + (id⊗Cn)(id⊗An;1)Ct1
+ (id⊗An+1;1)Ct1(id⊗Cn−1)+ (id⊗An+1;1)Ct1(id⊗An;1)Ct1
= (id⊗CnCn−1) + (id⊗CnAn;1)Ct1 + (id⊗An+1;1)Ct1(id⊗Cn−1)
+ (id⊗An+1;1)(id⊗ id⊗An;1)Ct1Ct1
= (id⊗CnCn−1) + (id⊗ n)Ct2Ct1 − (id⊗An+1;1)(id⊗ id⊗Cn−1)Ct1
+ (id⊗An+1;1)Ct1(id⊗Cn−1) + (id⊗An+1;1)(id⊗ id⊗An;1)Ct1Ct1
= (id⊗CnCn−1) + (id⊗ n)(id⊗A2⊗ id⊗    ⊗ id)Ct1Ct1
− (id⊗An+1;1)Ct1(id⊗Cn−1)+ (id⊗An+1;1)Ct1(id⊗Cn−1)
+ (id⊗An+1;1)(id⊗ id⊗An;1)Ct1Ct1
= (id⊗CnCn−1)− (id⊗An+1;1)(id⊗ id⊗An;1)Ct1Ct1
+ (id⊗An+1;1)(id⊗ id⊗An;1)Ct1Ct1
= (id⊗CnCn−1):
Pour demontrer que l’image de im An par Cn est incluse dans im An+1, nous avons
utilise les axiomes (15), (16) et la formule (29). La formule (29) associee aux axiomes
(15) et (19) nous a permis de montrer que les applications Cn+1 Cn sont nulles.
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2.1.3. Les applications Dn
Gra^ce aux applications Bn et Cn, denissons des applications Dn :V ⊗ ⊗n!V ⊗
 ⊗n+1 pour tout entier n 0:
D0 =B0; (30)
Dn=(id⊗Cn) + Bn; pour n 1: (31)
Lemme 5. Les applications Dn denissent un complexe de cocha^nes:
V D
0
−!V ⊗ im A1 D
1
−!V ⊗ im A2 D
2
−!   D
n−1
−!V ⊗ im An D
n
−!V ⊗ im An+1D
n+1
−!   :
Preuve Compte tenu des Lemmes 1 et 4, il est clair que l’image de V ⊗ im An par Dn
est incluse dans V ⊗ im An+1. Ensuite, gra^ce aux formules (14) et (29), nous verions
aisement que Dn+1Dn est toujours nul. En eet, (14) donne immediatement le resultat
pour n nul; (14) associee a (29) et au resultat similaire pour les Cn permet, via le
calcul suivant, de le verier dans tous les autres cas:
Dn+1Dn
=(id⊗Cn+1)(id⊗Cn) + Bn+1(id⊗Cn) + (id⊗Cn+1)Bn + Bn+1Bn
=(id⊗Cn+1Cn) + (id⊗An+2;1)(R ⊗ id)(id⊗Cn)
+(id⊗Cn+1)(id⊗An+1;1)(R ⊗ id)
+ (id⊗An+2;1)(R ⊗ id)(id⊗An+1;1)(R ⊗ id)
= (id⊗An+2;1)(id⊗ id⊗Cn)(R ⊗ id) + (id⊗Cn+1An+1;1)(R ⊗ id)
+ (id⊗An+2;1)(id⊗ id⊗An+1;1)(R ⊗ id)(R ⊗ id)
= (id⊗An+2;1)(id⊗ id⊗Cn)(R ⊗ id) + (id⊗ n+1)(id⊗Ct1)(R ⊗ id)
− (id⊗An+2;1)(id⊗ id⊗Cn)(R ⊗ id)
+ (id⊗An+2;1)(id⊗ id An+1;1)(R ⊗ id)(R ⊗ id)
= (id⊗ n+1)(id⊗A2⊗ id    ⊗ id)(R ⊗ id)
+ (id⊗An+2;1)(id⊗ id⊗An+1;1)(R ⊗ id)(R ⊗ id)
= − (id⊗An+2;1)(id⊗ id⊗An+1;1)(R ⊗ id)(R ⊗ id)
+ (id⊗An+2;1)(id⊗ id⊗An+1;1)(R ⊗ id)(R ⊗ id)= 0:
2.1.4. Denition de la cohomologie des algebres de Lie quantiques
D’apres ce qui a deja ete fait, nous pouvons construire a partir de toute algebre
de Lie quantique T , de dimension nie, et tout comodule V sur T un complexe de
cocha^nes:
Clie(T; V ) :V
D 0−!V ⊗ im A1 D
1
−!   D
n−1
−!V ⊗ im An D
n
−!V ⊗ im An+1D
n+1
−!   :
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Denition 4. La cohomologie de ce complexe de cocha^nes; notee Hlie(T; V ); est appe-
lee la cohomologie de l’algebre de Lie quantique T a valeurs dans le comodule V :
H0lie(T; V ) = kerD
0;
Hnlie(T; V ) = kerD
n=imDn−1; pour n 1:
Lorsque le comodule V est k muni de la structure de comodule trivial (i.e. R iden-
tiquement nul), nous ecrirons Clie(T ); H

lie(T ) a la place de C

lie(T; k); H

lie(T; k) et
nous parlerons de la cohomologie de l’algebre de Lie quantique T .
Exemple. (1) Supposons que T soit une algebre de Lie classique, c’est a dire que
(t1⊗ t2)= t2⊗ t1: Alors, il est evident que An designe en fait l’antisymetrisation de
 ⊗n et que la transposee de An;1 est la somme P1 − P2 + P3 +   + (−1)n+1Pn; avec
Pi=

1 2 3    i i + 1    n
i 1 2    i − 1 i + 1    n

:
De plus, comme l’application entre V ⊗ im An et Hom (nT; V ) qui transforme v⊗f1⊗
   ⊗fn en l’application t1 ^    ^ tn 7! (f1⊗    ⊗fn)(t1⊗    ⊗ tn)v est un isomor-
phisme, nous pouvons obtenir la cohomologie de T a valeurs dans V en considerant
les applications dn denies ci-dessous:
V ⊗ im An
D n−−−−−! V ⊗ im An+1
o
?????y
?????y o
Hom(nT; V ) −−−−−!
dn
Hom(n+1T; V )
En munissant V de la structure de T -module denie via R et en convenant que
l’image d’un element v de V par R est egale a
P
v0⊗ v00; nous obtenons
immediatement que
d0(v)(t)=
X
v00(t)v0= t  v:
De me^me, si l’application f de Hom (nT; V ) correspond a l’element
P
v⊗f1
⊗    ⊗fn de V ⊗ im An; nous voyons facilement que
(dnf)(t1 ^    ^ tn+1) =
n+1X
i=1
(−1)i+1ti  f(t1 ^   t^i   ^ tn+1)
+f
 X
i<j
(−1)i+jC(ti⊗ tj) ^ t1 ^   t^i  t^j   ^ tn+1
!
:
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Comme ces formules sont celles qui denissent la cohomologie des algebres de Lie
classiques, a valeurs dans le T -module V; nous voyons que la cohomologie des algebres
de Lie quantiques introduite dans cette partie est une extension de la cohomologie des
algebres de Lie.
(2) Lorsque V est une variete lisse et   est un groupe discret qui agit sur V
par dieomorphisme, Connes montre dans [2] comment decrire la cohomologie cy-
clique de l’algebre produit croise C1c (V )o . Pour cela, Connes construit une algebre
dierentielle (C; d): En tant qu’algebre, C est le produit croise Bo ; ou B est
l’algebre obtenue en faisant le produit tensoriel gradue de l’algebre A(V ) des formes
dierentielles lisses de V a support compact par l’algebre exterieure ( 0); ou  0 est
le noyau de l’augmentation de k( ): Si nous convenons de noter Ug un element g de
  vu dans C et g la projection de ce me^me element dans  0; la dierentielle d est
donnee par la formule
d(bUg)=dA(V )(b)Ug + (−1)@bb(1⊗ g−1 )Ug;
ou dA(V )(b) est la dierentielle de A(V ) qui agit sur la partie A(V ) de B. Pour
montrer que d est une dierentielle, Connes utilise que d est la somme des applications
d0 et d00 denies par d0(bUg)= (−1)@bbUgg et d00(bUg)=dA(V )(b)Ug: Il constate
ensuite que ces deux applications sont deux dierentielles qui anticommutent.
Maintenant, si nous voulons transposer cela au cas quantique en remplacant   par
une algebre de Hopf A et A(V ) par une Acop-module algebre V (Acop designant
l’algebre de Hopf A munie du coproduit oppose cop(a)= a(2)⊗ a(1)) munie d’une
dierentielle dV qui commute a l’action de A; nous sommes confrontes a plusieurs
problemes. Tout d’abord, il faut generaliser la notion de puissance exterieure de ker .
Pour cela, il sut de remarquer que le quatrieme exemple d’algebre de Lie quantique
donne permet de munir ker  d’une structure d’algebre de Lie quantique, puis de
suivre les idees de Woronowicz en denissant la puissance exterieure d’ordre n de
ker  comme l’image de l’application An qui correspond a t . Ensuite, si nous voulons
generaliser les applications d0 et d00, il est naturel de poser pour tout v⊗  de B et a
de A:
d0((v⊗ )  a)= (−1)n(v⊗An+1;1(⊗ S−1(a(2))))  a(1);
d00(v⊗ )  a))= (dV (v)⊗ )  a;
ou S−1(a(2)) est la projection de S−1(a(2)) sur le noyau de . Nous remarquons que
d00 est une dierentielle qui anticommute avec d0 et qui n’est pas de carre nul. En
introduisant un terme qui correspond a la cohomologie de l’algebre de Lie quantique
ker , nous denissons une nouvelle application d0:
d0((v⊗ )  a)= (v⊗C())  a+ (−1)n(v⊗An+1;1(⊗ S−1(a(2))))  a(1):
Ainsi corrigee, d0 est une dierentielle qui anticommute avec d00. Remarquons pour
nir que dans le cas ou A est l’algebre du groupe  , la puissance exterieure imAn
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concide avec la puissance exterieure n 0 et l’application C qui decrit la cohomologie
de l’algebre de Lie quantique ker  est identiquement nulle.
3. Calcul dierentiel et algebre de Lie quantique
Jusqu’a present, nous avons generalise la notion d’algebre de Lie en construisant
de nouveaux objets algebriques, les algebres de Lie quantiques, et en developpant une
theorie cohomologique adaptee. Nous allons maintenant voir pourquoi ces objets sont
appeles des algebres de Lie quantiques.
Dans le cas classique, nous savons qu’a chaque groupe de Lie est associee une
algebre de Lie et que la cohomologie de celle-ci permet de reconstruire la cohomologie
de de Rham du groupe de Lie. Dans [6], Woronowicz denit un analogue quantique
de la dierentielle de de Rham: le calcul dierentiel sur les groupes quantiques. Apres
quelques rappels sur les calculs dierentiels de Woronowicz, nous verrons comment
associer a chacun d’entre eux une algebre de Lie quantique, puis que la cohomologie
de celle-ci permet de reconstruire le calcul dierentiel dont elle est issue.
3.1. Calcul dierentiel sur les groupes quantiques
La notion de calcul dierentiel sur une algebre de Hopf a ete denie par Woronowicz
[6]. Rappelons quelques resultats qui nous seront utiles par la suite.
Lorsque A est une algebre de Hopf, un bidule de Hopf (ou bimodule bicovariant)
sur A est un espace vectoriel   qui est un A-bimodule, un A-comodule a droite et
a gauche, et de sorte que les coactions R, L soient des morphismes de A-bimodules
qui verient
(id⊗ R)L = (L⊗ id)R :
Le sous-espace de   forme des elements  qui verient L()= 1⊗  est appele espace
des convariants a gauche et est note  L. Ce sous-espace est un sous-comodule a droite
de   et est un A-module a droite pour l’action  a= S(a(1))a(2). Cette action et cette
coaction munissent  L d’une structure de bicomodule croise a droite (cf. [8]), c’est a
dire verient
R(  a)= (0)  a(2)⊗ S(a(1))(1)a(3): (32)
La structure de bicomodule croise de  L permet alors de reconstruire le bidule de Hopf
 . Plus precisement,   est isomorphe au bidule de Hopf A⊗ L muni des actions et
des coactions suivantes:
b  (a⊗ )= ba⊗ ; (a⊗ )  b= ab(1)⊗   b(2);
L(a⊗ )= a(1)⊗ a(2)⊗ ; R(a⊗ )= a(1)⊗ (0)⊗ a(2)(1):
Un calcul dierentiel sur une algebre de Hopf A est la donnee d’un A-bidule de
Hopf   et d’une application lineaire d :A !   ayant les proprietes suivantes: d est
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une derivation, d est un morphisme de comodule a droite et a gauche, l’image de d
engendre   en tant que A-module. Alors, si nous notons dL l’application A !  L
obtenue a partir de d en projetant sur l’espace des convariants a gauche (i.e
dL(a)= S(a(1))d(a(2))), nous verions immediatement que
dL(ab)=dL(a)  b+ (a)dL(b); (33)
R(dL(a))=dL(a(2))⊗S(a(1))a(3): (34)
A partir d’un tel calcul dierentiel, Woronowicz construit des analogues quantiques
des puissances exterieures de   et de  L que nous notons respectivement   et  L.
L’espace   est muni par Woronowicz de deux structures dierentes:
1. l’espace   est un A-bidule de Hopf;
2. l’espace   est une algebre dierentielle graduee.
La structure deA-module a gauche duA-bidule de Hopf   est isomorphe aA⊗ L.
La derivation d : !  qui munie   de sa structure d’algebre die-
rentielle est obtenue en etendant a   le calcul dierentiel d :A! . Comme l’explique
Woronowicz, cette dierentielle exterieure est l’analogue quantique de la dierentielle
de de Rham. Par la suite, nous noterons Hdi (d) la cohomologie qui lui correspond.
3.2. Algebre de Lie quantique associee a un calcul dierentiel
Soit d :A!  un calcul dierentiel pour lequel  L est de dimension nie. Soient
t : L⊗ L! L⊗ L; Ct : L! L⊗ L les applications denies par
t(1⊗ 2)= (0)2 ⊗ 1  (1)2 ; (35)
Ct()= (0)⊗dL((1)): (36)
Proposition 1. 1. L’espace vectoriel T des formes lineaires sur  L muni des deux
applications lineaires  : T ⊗T! T ⊗T et C : T ⊗T! T obtenues par transposition
des applications t et Ct est une algebre de Lie quantique.
2. Tout A-comodule a droite (V; R) est muni d’une structure de comodule sur
T par l’application (id⊗dL)R : En particulier; la dierentielle d vue en tant qu’
application de A sur A⊗T  munit A d’une structure de comodule sur T.
3. La cohomologie de l’algebre de Lie quantique T a valeurs dans le comodule A
est celle denie par la dierentielle exterieure de Woronowicz.
Preuve. (1) Il s’agit de voir que les applications t et Ct verient les relations (16){
(19). Comme tout element de   s’ecrit comme une somme
P
akd(bk), il est clair que
tout element de  L est de la forme dL(a). Or, en utilisant les formules (33) et (34),
nous voyons que l’image d’un tel element par Ct est contenue dans im(id − t); et
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plus precisement que
Ct(dL(a)) = dL(a(2))⊗dL(S(a(1))a(3))
= dL(a(2))⊗dL(S(a(1)))a(3) + dL(a(1))⊗dL(a(2))
=−dL(a(3))⊗dL(a(1)S(a(2)))a(4) + dL(a(2))⊗dL(S(a(1)))a(3)
+dL(a(1))⊗dL(a(2))
=−dL(a(3))⊗dL(a(1))S(a(2))a(4) + dL(a(1))⊗dL(a(2))
= (id − t)(dL(a(1))⊗dL(a(2))):
La formule (16) est donc veriee. Quant aux formules (15){(19), elles resultent toutes
des formules (32){(34).
(2) C’est evident puisque Ct(dL(a)) est egal a (id − t)(dL(a(1))⊗dL(a(2))).
(3) Par construction, la dierentielle exterieure dn :n !n+1  est une applica-
tion qui, vue comme application de A⊗n L sur A⊗n+1 L, verie dn=d⊗ id +
id⊗ cn, ou cn est la restriction de dn :n !n+1  aux convariants a gauche n L.
Aussi, nous aurons ni si nous montrons que les deux diagrammes ci-dessous sont
commutatifs:
A⊗n L d⊗ id−−−−−! A⊗n+1 L n L c
n
−−−−−! n+1 L
o
?????y id⊗ An id⊗ An+1
?????y o o
?????y An An+1
?????y o
A⊗ im An −−−−−!
Bn
A⊗ im An+1 im An −−−−−!
Cn
im An+1
Par denition de la structure de comodule mise sur A, le premier diagramme commute
lorsque n est nul. Ensuite, en utilisant la propriete (20) de An, il est clair que ceci
est encore vrai pour tous les autres n. Le second diagramme commute lorsque n est
egal a l puisque C1(dL(a))= −Ct(dL(a))= −A2(dL(a(1))⊗dL(a(2)))=A2(d(S(a(1))⊗
d(a(2))))=A2d(dL(a)). Ensuite, en raisonnant par recurrence et en utilisant que cn=d
⊗ id − id⊗ cn−1, nous obtenons tous les autres cas:
CnAn =CnAn;1(id⊗An−1)
= nCt1(id⊗An−1)− An+1;1(id⊗Cn−1)(id⊗An−1)
= n(id⊗ id⊗An−1)Ct1 − An+1;1(id⊗Cn−1An−1)
=−n(id⊗ id⊗An−1)(A2⊗ id⊗   ⊗ id)(d⊗ id)
−An+1;1(id⊗An)(id⊗ cn−1)
=− n(A2⊗ id⊗   ⊗ id)(id⊗ id⊗An−1)(d⊗ id)− An+1(id⊗ cn−1)
= An+1;1(id⊗An;1)(id⊗ id⊗An−1)(d⊗ id)− An+1(id⊗ cn−1)
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= An+1[(d⊗ id)− (id⊗ cn−1)]
= An+1cn:
Dans la demonstration de la proposition precedente, nous avons utilise que C1(dL(a))
etait egal a {A2(dL(a(1))⊗dL(a(2))). En fait, nous avons un resultat plus general.
Lemme 6. Pour tout entier r; nous avons
CrAr(dL(a1)⊗   ⊗dL(ar))
=
rX
i=1
(−1)iAr+1(dL(a1)⊗   ⊗dL(a(1)i )⊗dL(a(2)i )⊗   ⊗dL(ar)):
Preuve. Raisonnons par recurrence sur r. Nous avons deja vu que cette formule est
vraie au cran 1. Si elle est vraie au cran r − 1, nous avons
CrAr(dL(a1)⊗   ⊗dL(ar))
=CrAr;1(id⊗Ar−1)(dL(a1)⊗   ⊗dL(ar))
= [rCt1 − Ar+1;1(id⊗Cr−1)](id⊗Ar−1)(dL(a1)⊗   ⊗dL(ar))
= r(A2⊗ id⊗   ⊗ id)(id⊗ id⊗Ar−1)(dL(a(1)1 )⊗dL(a(2)1 )⊗   ⊗dL(ar))
−
r−1X
i=1
(−1)iAr+1;1(id⊗Ar+1)(dL(a1)⊗   ⊗dL(a(1)i+1)⊗dL(a(2)i+2)
⊗   ⊗dL(ar))
= − Ar+1;1(id⊗Ar;1)(id⊗ id⊗Ar−1)(dL(a(1)1 )⊗dL(a(2)1 )
⊗   ⊗dL(ar)) +
rX
i=2
(−1)iAr+1(dL(a1)⊗   ⊗dL(a(1)i )⊗dL(a(2)i )
⊗   ⊗dL(ar))
=
rX
i=1
(−1)iAr+1(dL(a1)⊗   ⊗dL(a(1)i )⊗dL(a(2)i )⊗   ⊗dL(ar)):
Celle-ci est donc veriee au cran r.
4. Theorie de van Est
Dans les parties precedentes, nous avons vu que les algebres de Lie quantiques
se comportaient vis-a-vis des calculs dierentiels sur les groupes quantiques comme
les algebres de Lie vis-a-vis de la dierentielle de de Rham. Il est donc naturel de
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se demander si le theoreme de van Est sur les groupes de Lie, qui sous certaines
hypotheses sur la dierentielle de de Rham permet de comparer la cohomologie de
l’algebre de Lie associee a un groupe de Lie avec la cohomologie de ce groupe, admet
un analogue quantique.
Dans le cas quantique, nous savons que le groupe de Lie est remplace par une
algebre de Hopf A qui doit e^tre vue comme l’algebre des fonctions C1 sur celui-
ci. La cohomologie des formes dierentielles de de Rham est alors remplacee par la
cohomologie denie par un calcul dierentiel sur A et la cohomologie du groupe par
la cohomologie de la cogebre A. Dans les parties precedentes, nous avons vu comment
associer une algebre de Lie quantique a ce calcul dierentiel et nous avons deni une
notion cohomologique pour celle-ci. Nous verrons que, sous ces conditions, le theoreme
de van Est reste valable.
Apres avoir introduit les notations, nous commencerons par rappeler quelques faits
sur la cohomologie des cogebres. Ensuite, nous construirons un bicomplexe qui nous
permettra nalement d’enoncer et de demontrer l’analogue quantique du theoreme de
van Est.
Dans toute cette partie, A est une algebre de Hopf, V un A-comodule et d :A! 
un calcul dierentiel sur A. Notons T =( L) l’algebre de Lie quantique associee a
ce calcul dierentiel et dL :A! L l’application a 7! S(a(1))d(a(2)). Munissons V et
A⊗s⊗V des structures de T -comodules issues des structures de A-comodules a droite
ci-dessous:
R(v)= v(0)⊗ S(v(−1));
R(a1⊗   ⊗ as⊗ v)= a1⊗   ⊗ as−1⊗ a(1)s ⊗ v(0)⊗ a(2)s S(v(−1)):
Interessons-nous maintenant a la cohomologie de la cogebre A. Pour cela, notons
dn0 :A
⊗n!A⊗n+1; dn :A⊗n⊗V !A⊗n+1⊗V les applications respectivement denies
par
dn0(a1⊗   ⊗ an)= 1⊗ a1⊗  ⊗ an +
nX
i=1
(−1)ia1⊗  ⊗ a(1)i ⊗ a(2)i ⊗  ⊗an;
(37)
dn(a1⊗   ⊗ an⊗ v)=dn0(a1⊗   ⊗ an)⊗ v+ (−1)n+1a1⊗   ⊗ an⊗ v(−1)⊗ v(0):
(38)
D’apres les travaux de Cartier (cf. [1]), les applications dn0 et d
n denissent deux
complexes. Le premier complexe est acyclique. Quant au second, il n’est en general
pas acyclique et denit la cohomologie Hcog(A) de la cogebre A.
4.1. Construction du bicomplexe (F,)
Soit F l’espace bigradue admettant sFr =A⊗s⊗V ⊗ im Ar pour espace de degre
(s; r): Notons Fr; sF les espaces lignes et colonnes correspondant et Ar; sA les ltrations
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qui en resultent:
Fr =
M
s
A⊗s⊗V ⊗ im Ar; Ar =
M
pr
M
s
A⊗s⊗V ⊗ im Ap;
sF =
M
r
A⊗s⊗V ⊗ im Ar; sA=
M
qs
M
r
A⊗q⊗V ⊗ im Ar:
Soit d0 :F!F la dierentielle de degre (0, 1) qui concide sur chaque espace colonne
sF avec la dierentielle qui denit la cohomologie de T a valeurs dans le T -comodule
A⊗s⊗V . Soit 0 :F!F la dierentielle de degre (1, 0) qui concide sur l’espace ligne
F0 avec la dierentielle d denie par (38) et qui concide sur les autres espaces ligne
Fr (r 6=0) avec d0⊗ idV ⊗ im Ar ; ou d0 est denie par (37).
Lemme 7. Les dierentielles d0 et 0 commutent.
Preuve. Comme la structure de comodule de A⊗s⊗V utilise uniquement la com-
posante nale A⊗V , d0 agit principalement sur A⊗V ⊗ im A1: Comme il en est
de me^me pour 0, nouns voyons que si nous verions que d0 et 0 commutent sur
0F0;1F0;0F1;1F1, alors des calculs similaires permettront de montrer que d0 et 0 com-
mutent sur n’importe quelle composante sFr . En utilisant que V est un comodule sur
A et que dL(1) est nul, nous voyons que pour tout element v de V =0F0:
(d00 − 0d0)(v) = d0(1⊗ v− v(−1)⊗ v(0))− 0(v(0)⊗A1;1dL(Sv(−1)))
= 1⊗ v(0)⊗A1;1dL(Sv(−1)) + v(−3)⊗ v(0)⊗A1;1dL(v(−2)Sv(−1))
−1⊗v(0)⊗A1;1dL(Sv(−1))= 0:
Ce qui prouve que les applications d0 et 0 commutent sur V =0F0. De me^me, en
utilisant que A est une cogebre, que V est un comodule sur A et que dL(1) est nul,
nous voyons que pour a⊗ v2 1F0; v⊗ t 2 0F1 et a⊗ v⊗ t 2 1F1:
(d00 − 0d0)(a⊗ v)
=d0(1⊗ a⊗ v− a(1)⊗ a(2)⊗ v + a⊗ v(−1)⊗ v(0))
−0(a(1)⊗ v(0)⊗A1;1dL(a(2)Sv(−1)))
= 1⊗ a(1)⊗ v(0)⊗A1;1dL(a(2)Sv(−1))− a(1)⊗ a(2)⊗ v(0)⊗A1;1dL(a(3)Sv(−1))
+a⊗v(−3)⊗v(0)⊗A1;1dL(v(−2)Sv(−1)) − 1⊗ a(1)⊗ v(0)⊗A1;1dL(a(2)Sv(−1))
+a(1)⊗ a(2)⊗ v(0)⊗A1;1dL(a(3)Sv(−1))= 0;
(d00 − 0d0)(v⊗ t) = d0(1⊗ v⊗ t)− 0(v⊗C1(t) + v(0)⊗A1;1dL(Sv(−1)))
= 1⊗ v⊗C1(t) + 1⊗ v(0)⊗A1;1dL(Sv(−1))
−1⊗ v⊗C1(t) − 1⊗ v(0)⊗A1;1dL(Sv(−1))= 0;
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(d00 − 0d0)(a⊗ v⊗ t)
=d0(1⊗ a⊗ v⊗ t − a(1)⊗ a(2)⊗ v⊗ t)
−0(a⊗ v⊗C1(t) + a(1)⊗ v(0)⊗A2;1(dL(a(2)Sv(−1))⊗ t))
= 1⊗ a⊗ v⊗C1(t) + 1⊗ a(1)⊗ v(0)⊗A2;1(dL(a(2)Sv(−1))⊗ t)
−a(1)⊗ a(2)⊗ v⊗C1(t)− a(1)⊗ a(2)⊗ v(0)⊗A2;1(dL(a(3)Sv(−1)))
−1⊗ a⊗ v⊗C1(t) + a(1)⊗ a(2)⊗ v⊗C1(t)
−1⊗ a(1)⊗ v(0)⊗A2;1(dL(a(2)Sv(−1))⊗t))
+a(1)⊗ a(2)⊗ v(0)⊗A2;1(dL(a(3)Sv(−1))⊗ t))= 0:
Ce qui prouve que d0 et 0 commutent sur 1F0; 0F1; 1F1:
A partir des dierentielles d0 et 0, denissons l’application  :F!F qui concide
sur chaque espace colonne sF avec l’application (−1)sd0 + 0.
Lemme 8. 1. (F; ) est un bicomplexe;
2. le sous-complexe (A1; ) est acyclique.
Preuve. Les applications d0 et 0 etant deux dierentielles qui commutent, (F; ) est
un complexe. Reste a montrer que (A1; ) est acyclique. Prenons un element g0 de A1,
de degre total k, veriant (g0)= 0 et montrons qu’il existe un element g−1 de A1, de
degre k − 1, tel que
(g−1)= g0:
Notons sgk−s0 la composante de degre (s; k − s) de g0 et i(g0) le plus grand i tel que
igk−i0 soit non nul. Puisque (g0) a ete suppose nul, nous avons
di(g0)0 ⊗ idV ⊗ im Ak−i(g0) (i(g0)g
k−i(g0)
0 )= 0:
Mais, comme le complexe deni par la dierentielle d0 est acyclique, il existe un
element i(g0)−1hk−i(g0) de A1, de degre total k − 1, tel que
i(g0)gk−i(g0)0 =d
i(g0)−1
0 ⊗ idV ⊗ im Ak−i(g0) (i(g0)−1hk−i(g0)):
La dierentielle  s’annule sur g1 = g0 − (i(g0)−1hk−i(g0)) qui est un element de A1,
de degre k, et tel que i(g1)<i(g0). En reiterant ce procede, nous trouvons un element
g−1 de A1, de degre k − 1, tel que gn= g0 − (g−1) soit un element de A1, de degre
k, et avec i(gn) au plus egal a 0. Alors (gn) est egal a 1⊗ gn modulo des elements
de 0F . Comme (gn) est nul, nous avons gn=0 et g0 =(g−1).
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4.2. Le theoreme de van Est
Dans cette partie, nous allons prouver le theoreme ci-dessous.
Theoreme 1. Soit n un entier. Si H0(1F)\ (ker ⊗V )=H1(1F)=   =Hn(1F)= 0;
alors:
1. Hi(F0) et Hi(0F) sont isomorphes pour i=0; : : : ; n;
2. Hn+1(F0) s’injecte dans Hn+1(0F).
Remarquons que lorsque V est le comodule trivial, le theoreme ci-dessus devient:
Corollaire 1. Soit n un entier. Si H0di (d)\ (ker )=H1di (d)=   =Hndi (d)= 0;
alors:
1. Hicog(A) et H
i
lie(T ) sont isomorphes pour i=0; : : : ; n;
2. Hn+1cog (A) s’injecte dans H
n+1
lie (T ).
4.2.1. Le morphisme 
Soit  :F0!F l’application obtenue en sommant toutes les applications r :F0!Fr
avec
r(a1⊗  ⊗as⊗v)=
8>>><
>>>:
a1⊗  ⊗as⊗v si r=0;
a1⊗  ⊗as−r⊗v(0)⊗Ar(dL(as−r+1Sv(−1))
⊗  ⊗dL(asSv(−r))) si 1rs;
0 sinon:
Proposition 2. L’application  est un morphisme de complexes injectif de (F0; d) dans
(F; ).
Preuve. Comme (a1⊗   ⊗ as⊗ v) est egal a a1⊗   ⊗ as⊗ v modulo des elements
de A1, il est clair que  est injectif. Ensuite, pour voir que  est un morphisme de
complexes, il sut de verier que sur chaque espace sF 0:
rd=(−1)s−r+1d0r−1 + 0r: (39)
Si r−1 ou r s+ 2, la formule (39) est vraie puisque r et r−1 sont nuls. Pour r
nul, −1 est nul, 0 est l’identite, et 0 concide avec d sur F 0. La formule (39) est
donc veriee dans ce cas. Pour r= s+ 1, la restriction de r a sF 0 est nulle. De plus,
pour tout element a1⊗   ⊗ as⊗ v de sF 0, nous avons
rd(a1⊗   ⊗ as⊗ v)
= r(1⊗ a1⊗   ⊗ as⊗ v) +
sX
i=1
(−1)ir(a1⊗   ⊗ a(1)i ⊗ a(2)i ⊗    ⊗ as⊗ v)
+ (−1)s+1r(a1⊗   ⊗ as⊗ v(−1)⊗ v(0))
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= v(0)⊗Ar(dL(S(v(−1))⊗dL(a1S(v(−2)))⊗   ⊗dL(asS(v(−r)))
+
sX
i=1
(−1)iv(0)⊗Ar(dL(a1Sv(−1))⊗   ⊗dL(a(1)i Sv(−i))⊗dL(a(2)i Sv(−i−1))
⊗   ⊗dL(asSv(−r)));
(−1)s−r+1d0r−1(a1⊗   ⊗ as⊗ v)
=d0(v(0)⊗Ar−1(dL(a1Sv(−1))⊗   ⊗dL(asv(−r+1)))
= v(0)⊗Cr−1Ar−1(dL(a1Sv(−1))⊗   ⊗dL(asv(−r+1))
+ v(0)⊗Ar;1(id⊗Ar−1)(dL(Sv(−1))⊗dL(a1Sv(−2))⊗   ⊗dL(asSv(−r)))
=
sX
i=1
(−1)iv(0)⊗Ar(dL(a1Sv(−1))⊗   ⊗dL(a(1)i Sv(−i))
⊗dL(a(2)i Sv(−i−1))⊗   ⊗dL(asSv(−r)))
+ v(0)⊗Ar(dL(Sv(−1))⊗dL(a1S(v(−2)))⊗   ⊗dL(asSv(−r))):
Ce qui prouve que la formule (39) est veriee lorsque r= s + 1. Enn, si 1 r s,
nous voyons que pour tout element a1⊗   ⊗ as⊗ v de sF 0 nous avons
0r(a1⊗   ⊗ as⊗ v)
= 0(a1⊗   ⊗ as−r ⊗ v(0)⊗Ar(dL(as−r+1Sv(−1))⊗   ⊗dL(asSv(−r))))
= 1⊗ a1⊗   ⊗ as−r ⊗ v(0)⊗Ar(dL(as−r+1Sv(−1))⊗   ⊗dL(asSv(−r)))
+
X
is−r
(−1)ia1⊗   ⊗ a(1)i ⊗ a(2)i ⊗   ⊗ as−r ⊗ v(0)⊗Ar(dL(as−r+1Sv(−1))
⊗   ⊗dL(asSv(−r)));
rd(a1⊗   ⊗ as⊗ v)
= r(1⊗ a1⊗   ⊗ as⊗ v) +
sX
i=1
(−1)ir(a1⊗   ⊗ a(1)i ⊗ a(2)i ⊗   ⊗ as⊗ v)
+ (−1)s+1r(a1⊗   ⊗ as⊗ v(−1)⊗ v(0))
= 1⊗ a1⊗   ⊗ as−r ⊗ v(0)⊗Ar(dL(as−r+1Sv(−1))⊗   ⊗dL(asSv(−r)))
+
X
is−r
(−1)ia1⊗   ⊗ a(1)i ⊗ a(2)i ⊗   ⊗
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 as−r ⊗ v(0) ⊗ Ar(dL(as−r+1Sv(−1))⊗   ⊗dL(asSv(−r)))
+ (−1)s−r+1a1⊗   ⊗ a(1)s−r+1⊗ v(0)⊗Ar(dL(a(2)s−r+1Sv(−1))
⊗dL(as−r+2Sv(−2))⊗   ⊗dL(asSv(−r)))
+
X
is−r+2
(−1)ia1⊗   ⊗ as−r+1⊗ v0⊗Ar(dL(as−r+2Sv(−1))
⊗   ⊗dL(a(1)i Sv(−i+s−r+1))⊗dL(a(2)i Sv(−i+s−r))
⊗   ⊗dL(asSv(−r)));
(−1)s−r+1d0r−1(a1⊗   ⊗ as⊗ v)
= (−1)s−r+1d0(a1⊗   ⊗ as−r+1⊗ v(0)⊗Ar−1(dL(as−r+2Sv(−1))
⊗   ⊗dL(asSv(−r+1))))
= (−1)s−r+1a1⊗   ⊗ as−r+1⊗ v(0)⊗Cr−1Ar−1(dL(as−r+2Sv(−1))
⊗   ⊗dL(asSv(−r+1)))
+ (−1)s−r+1a1⊗   ⊗ as−r ⊗ a(1)s−r+1⊗ v(0)
⊗Ar;1(id⊗Ar−1)(dL(a(2)s−r+1Sv(−1))
⊗dL(as−r+2Sv(−2))⊗   ⊗dL(asSv(−r)))
=
X
is−r+2
(−1)ia1⊗   ⊗ as−r+1⊗ v0⊗Ar(dL(as−r+2Sv(−1))
⊗   ⊗dL(a(1)i Sv(−i+s−r+1))⊗dL(a(2)i Sv(−i+s−r))⊗   ⊗dL(asSv(−r)))
+ (−1)s−r+1a1⊗   ⊗ a(1)s−r+1⊗ v(0)
⊗Ar (dL(a(2)s−r+1Sv(−1))⊗dL(as−r−2)Sv(−2))⊗   ⊗dL(asSv(−r))):
Ainsi
rd(a1⊗   ⊗ as⊗ v)
= (−1)s−r+1d0r−1(a1⊗   ⊗ as⊗ v) + 0r(a1⊗   ⊗ as⊗ v):
Ce qui prouve que la formule (39) est veriee lorsque 1 r s.
Proposition 3. 1. La projection 0 :F!F 0 est un quasi-isomorphisme;
2. l’application  : F 0!F est un quasi-isomorphisme;
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3. les applications 0 et  induisent en cohomologie des isomorphismes inverses l’un
de l’autre.
Preuve. Gra^ce a la suite exacte de complexes 0!A1!F!F 0! 0, ou A1, F et F 0
admettent respectivement ;  et d pour dierentielle, nous obtenons le triangle exact
Comme H(A1) est nul, la premiere assertion est demontree. Ensuite, en utilisant que
0= id, nous obtenons les autres resultats annonces.
4.2.2. Les morphismes 0 et 0
Soit 0 la projection canonique de F sur 0F .
Lemme 9. L’application 0 est un morphisme de (F; ) sur (0F; d0) et la restriction
de 0 a F 0 est surjective.
Preuve. Il est clair que 0 est un morphisme de complexes. Montrons que sa restric-
tion a F 0 est surjective. Tout element de 0F s’ecrit comme une somme de termes
de la forme v⊗Ar(t1⊗   ⊗ tr). Par denition du calcul dierentiel sur les groupes
quantiques, nous pouvons ecrire ti sous la forme
P
aikd(b
i
k). Ensuite, en projetant sur
l’espace des convariants a gauche, nous voyons que ti=dL(bi) avec bi=
P
(aik)b
i
k .
Aussi:
v⊗Ar(t1⊗   ⊗ tr)
= v⊗Ar(dL(b1)⊗   ⊗dL(br))
= v(0)⊗Ar(dL((b1v(−2r))S(v(−1)))⊗   ⊗dL((brv(−r−1))S(v(−r))))
= r(b1v(−r)⊗   ⊗ brv(−1)⊗ v(0))
= 0(b1v(−r)⊗   ⊗ brv(−1)⊗ v(0)):
Soit 0 l’application de F 0! 0F obtenue en composant 0 et . Par denition, nous
avons
0jsF0 = s: (40)
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Lemme 10. 1. Le noyau Z de 0 est stable par d;
2. la suite suivante est exacte:
  !H i(Z)!H i(F 0)!H i(0F)!H i+1(Z)!H i+1(F 0)!   : (41)
Preuve. (1) Soit z un element de Z . En notant zs la composante de degre (s; 0) de z,
nous avons szs=0, puis:
0d(z)=
X
0d(zs)=
X
s+1d(zs)=
X
d0szs + 0s+1zs=0:
(2) En utilisant que la suite 0! Z!F 0!F 0=Z! 0 est exacte et que 0 induit un
isomorphisme de H(F 0=Z) sur H(0F), nous obtenons la suite exacte voulue.
Lemme 11. L’application  induit un isomorphisme entre H(Z) et H(1A).
Preuve. Puisque l’application 0 : F 0! 0F est surjective, nous pouvons ecrire:
F = F 0 + 1A:
Nous avons donc la suite exacte de complexes
0 ! F 0 \ 1A ! F 0 1A ! F ! 0
u 7! (−u; u)
(v; w) 7! v+ w
puis le triangle exact
avec (u)= (−1u; 2u); (v; w)= 1v+ 2w et i; i induits par les injections. Comme
 est injectif et est un quasi-isomorphisme, l’application 1 : H(F 0)!H(F) est un
isomorphisme. Ce qui implique que  est surjective, que  est nulle et enn que 
est injective. Donnons nous un element u du noyau de 2. Cela signie qu’il existe
un element v de 1A tel que u=(v). Mais, comme  est un quasi-isomorphisme, nous
savons que v est un element de la forme (w) + (x) avec w2F 0 et x2F . D’ou
u=(w). Ce qui montre que u est contenu dans le noyau de 1. Comme u est aussi
un element du noyau de 2, u est un element du noyau de . Puisque  est injective,
u est nul et l’application 2 est injective. Maintenant, soit u un element de H(1A).
Comme 1 est surjective, il existe un element v de H(F 0) tel que (u)= (v). Alors
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u− v appartient au noyau de  et u− v= (w) pour un certain w de H(F 0 \ 1A). En
appliquant la projection de H(F0)H(1A) sur H(1A), nous obtenons u= 2(w). Ce
qui montre que 2 est surjective et denit un isomorphisme
2 : H(F 0 \ 1A) −! H(1A):
Comme 0 est la projection de F sur 0F , un element u avec u2F 0 appartient a1A si
et seulement si 0= 0u=0u. Puisque Z est le noyau de 0, cela prouve que Z est
egal a F 0 \ 1A, puis que
2 : H(Z)
−! H(1A):
D’autre part, comme  est injectif,  induit un isomorphisme entre H(Z) et
H(Z). Aussi, comme 1’application 2 induite par 1’injection est un isomorphisme
de H(Z) sur H(1A), nous voyons que  induit en fait un isomorphisme de H(Z) sur
H(1A).
4.2.3. Preuve du theoreme de van Est
Gra^ce au Lemme 11 et a la suite exacte (41), il sut de montrer que les n + 2
premiers groupes de cohomologie de (1A; ) sont nuls. Soit f un element de 1A, de
degre k  n + 1, et tel que (f)= 0. Il s’agit de voir qu’il existe un element g de
1A tel que f=(g). Notons pfq la composante de degre (p; q) de f et s 1 le plus
petit indice j pour lequel la composante jfk−j est non nulle. Distinguons deux cas.
(i) Si k − s est nul.
Dans ce cas, f est un element de kF 0 et peut donc s’ ecrire sous la forme
P
a1⊗
   ⊗ ak ⊗ v. Comme f est un element de kF 0 qui est un cycle pour , f est aussi
un cycle pour 0. En appliquant idA⊗k−1 ⊗ ⊗ idV a 0f, nous obtenons alors queP
(ak)a1⊗   ⊗ak−1⊗ v est contenu dans le noyau de d0⊗ idV . Mais comme le
complexe defni par d0 est acyclique, nous avons un element
P
b1⊗   ⊗ bk−2⊗ v tel
que X
(ak)a1⊗   ⊗ ak−1⊗ v=(d0⊗ idV )
X
b1⊗   ⊗ bk−2⊗ v

:
Nous avons alors aussi:X
(ak)a1⊗   ⊗ ak−1⊗ v−1⊗ v(0) = 0
X
b1⊗   ⊗ bk−2⊗ v(−1)⊗ v(0)

:
Puis, comme d0(
P
b1⊗   ⊗ bk−2⊗ v(−1)⊗ v(0)) est nul, nous avons en fait:X
(ak)a1⊗   ⊗ ak−1⊗ v(−1)⊗ v(0) =
X
b1⊗   ⊗ bk−2⊗ v(−1)⊗ v(0)

:
Mais comme 1’intersection H0(1F)\ ker ⊗V est nulle et que P a1⊗   ⊗ ak ⊗ v−P
(ak)a1⊗   ⊗ ak−1⊗ v(−1)⊗ v(0) appartient a A⊗k−1⊗ (Z0(1F)\ ker ), cela
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signie queX
a1⊗   ⊗ ak ⊗ v=
X
(ak)a1⊗   ⊗ ak−1⊗ v(−1)⊗ v(0)
=
X
b1⊗   ⊗ bk−2⊗ v(−1)⊗ v(0)

:
(ii) Si k − s est non nul.
Comme f appartient au noyau de , il est clair que sfk−s appartient au noyau de
d0. Mais, comme H1(1F)=   =Hn(1F)= 0, nous avons H1(sF)=   =Hn(sF)= 0 et
il existe sgk−s−1 tel que sfk−s=d0(sgk−s−1). L’element f − (−1)s(sgk−s−1) est a
nouveau un element de 1A, contenu dans le noyau de , de degre k, mais avec un s
plus grand (et donc un k − s plus petit). Aussi, en reiterant ce procede autant de fois
que necessaire, nous aboutissons au cas ou k − s est nul.
Remarque. La preuve precedente montre que les isomorphismes du theoreme 1 sont
induits par 0.
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