Abstract. In this paper we observe that for geometrically integral projective varieties X, admitting a full weak exceptional collection consisting of pure vector bundles, the existence of a k-rational point implies rdim(X) = 0. We also study the symmetric power S n (X) of a Brauer-Severi variety over R and prove that the equivariant derived category D b Sn (X n ) admits a full weak exceptional collection. As a consequence, we find rdim(X) = 0 if and only if rdim(D b Sn (X n )) = 0 for 1 ≤ n ≤ 3 and that the existence of a R-rational point on X or S 3 (X) is equivalent to rdim(D b S 3 (X 3 )) = 0.
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Introduction
When the base field k is not algebraically closed, the existence of k-rational points on X (being a necessary condition for rationality) is a major open problem in arithmetic geometry. In [8] Auel and Bernardara formulated the following question, actually posed by H. Esnault: Question 1.1. Let X be a smooth projective variety over a field k. Can the bounded derived category D b (X) detect the existence of a k-rational point on X?
This question is now central for arithmetic aspects of the theory of derived categories, see [8] , [1] , [2] , [5] , [6] , [7] , [18] , [23] [29] and [30] . In the present work we use a potential measure for rationality to study Question 1.1 in some special cases. In [11] Bernardara and Bolognesi introduced the notion of categorical representability. Below we use the definition given in [9] . So a k-linear triangulated category T is said to be representable in dimension m if there is a semiorthogonal decomposition (see Section 2 for the definition) T = A1, ..., An and for each i = 1, ..., n there exists a smooth projective connected variety Yi with dim(Yi) ≤ m, such that Ai is equivalent to an admissible subcategory of D b (Yi) (see [9] ). We use the following notation rdim(T ) := min{m | T is representable in dimension m}, whenever such a finite m exists. Let X be a smooth projective k-variety. One says X is representable in dimension m if D b (X) is representable in dimension m. We will use the following notation: rdim(X) := rdim(D b (X)).
Quite recently, it has been shown that certain varieties X admit k-rational points if and only if rdim(X) = 0, see [8] , [29] and [30] . Among these varieties are certain Fano varieties having full weak exceptional collections. For arbitrary varieties admitting full weak exceptional collections, we observe the following:
Theorem (Theorem 6.3). Let X be a projective variety over a field k with H 0 (X s , OXs) = k s and assume D b (X) admits a full weak exceptional collection consisting of pure vector bundles. If X(k) = ∅, then rdim(X) = 0.
Recall that a Fano variety X of dimension 1 is a Brauer-Severi curve. In this case D b (X) has a full weak exceptional collection consisting of pure vector bundles. Results in [29] show that for finite products Y of Brauer-Severi varieties, Y (k) = ∅ if and only if rdim(Y ) = 0. Del Pezzo surfaces S admitting a full weak exceptional collection consisting of pure vector bundles, or more generally admitting a semiorthogonal decomposition
where li/k are field extensions and Ai suitable central simple algebras over li must be of degree d ≥ 5 (see [8] ). In any of these cases, Auel and Bernardara [8] proved S(k) = ∅ if and only if rdim(S) = 0. Fano threefolds X such as Brauer-Severi varieties or twisted forms of quadrics also admit full weak exceptional collections, respectively semiorthogonal decompositions of the form
The results in [29] show that X(k) = ∅ if and only if rdim(X) = 0. For the contrary, with the help of [12] , Proposition 1.7 one can cook up examples of anisotropical quadrics admitting full exceptional collections which are not rational and have no k-rational points. So there are examples of Fano varieties X for which rdim(X) = 0 does not imply the existence of a k-rational point. Motivated by these examples, we want to ask the following question. 
where li/k are field extensions and Ai suitable central simple algebras over li. Is there any characterization of smooth Fano varieties X, for which rdim(X) = 0 implies X(k) = ∅?
The main goal of the present paper is to modify Question 1.1 by studying singular projective varieties. However, one has to seek for the "right" analogue of the derived category D b (X). In Section 6 we study symmetric powers of Brauer-Severi varieties X over R and its associated equivariant derived category D b Sn (X n ). This consideration is motivated by a paper of Krashen and Saltman [21] in which they studied the question whether for Brauer-Severi varieties X the rationality of the symmetric power S n (X) implies rationality of X. In this context we also want to mention a paper of Kollár [20] where products of symmetric powers of a Brauer-Severi variety are classified up-to stable birational equivalence. In the present work we want to shed light on the existence of rational points on S n (X) from a derived point of view by using categorical representability. Notice that in some cases the existence of a rational point on S n (X) forces X to be rational and we can relate rdim(X) to rdim(D b Sn (X n )). We first show the following result which is not a surprise and follows from available results and techniques in the literature. The proof of Theorem 6.7 in particular shows that the implication rdim(T ) = 0 ⇒ rdim(X) = 0 holds for arbitrary positive integers n. As a consequence of the latter result we find: Acknowledgement. I wish to thank Zinovy Reichstein for answering questions and providing me with literature for group actions on central simple algebras. I also like to thank Asher Auel, Marcello Bernardara and Michele Bolognesi, whose articles inspired me to deal with this subject.
Notations. If X is a k-variety, we will denote by D b (X) the bounded derived category of complexes of coherent sheaves on X. Notice that D b (X) is a k-linear category. Let B be an OX -algebra, we will denote by D b (X, B) the bounded derived category of complexes of B-modules, considered as a k-linear category. For X = Spec(K) and B associated to a K-algebra, we will write
Brauer-Severi varieties
n is called splitting field of X. In fact, every Severi-Brauer variety always splits over a finite separable field extension of k (see [16] , Corollary 5.1.4) and therefore over a finite Galois extension. It follows from descent theory that X is projective, integral and smooth over k. Via Galois cohomology, isomorphism classes of n-dimensional Severi-Brauer varieties are in one-toone correspondence with isomorphism classes of central simple k-algebras of degree n + 1. If A is a central simple algebra, we will write BS(A) for the corresponding Brauer-Severi variety.
Recall, a finite-dimensional k-algebra A is called central simple if it is an associative k-algebra that has no two-sided ideals other than 0 and A and if its center equals k. Note that A is a central simple if and only if there is a finite field extension 
For details see for instance [28] , Section 2. For any two objects
G is exact and one has
Recall, that for every subgroup H ⊂ G, the restriction functor Res :
as a left and right adjoint, see [15] , Section 3. It is given for
Definition 3.1. Let A be a division algebra over k, not necessarily central. An object 
For a semiorthogonal decomposition we write D b G (X) = A1, ..., An .
Descent for vector bundles
Let X be a proper k-variety and W an indecomposable vector bundle on [3] . We say V is pure if it is pure of type L for a line bundle L. Note that L is Gs := Gal(k s |k) invariant. Recall the Brauer obstruction for invariant line bundles on smooth proper geometrically integral k-varieties X. The sequence of low degree terms of the Leray spectral sequence is
It is well-known that for proper varieties over k one has Pic(X k s )
The following result will be applied in Section 6. 
Noncommutative motives of central simple and separable algebras
We refer to [33] and [25] for a survey on noncommutative motives. Let A be a small dg category. The homotopy category H 0 (A) has the same objects as A and as morphisms H 0 (HomA(x, y)). A source of examples is provided by schemes since the derived category of perfect complexes perf(X) of any quasi-compact quasi-separated scheme X admits a canonical dg enhancement perf dg (X) (for details see [17] ). Denote by dgcat the category of small dg categories. The opposite dg category A op has the same objects as A and HomAop (x, y) := HomA(y, x). A right A-module is a dg functor A op → C dg (k) with values in the dg category C dg (k) of complexes of k-vector spaces. We write C(A) for the category of right A-modules. Recall form [17] that the derived category D(A) of A is the localization of C(A) with respect to quasi-isomorphisms. A dg functor F : A → B is called derived Morita equivalence if the restriction of scalars functor D(B) → D(A) is an equivalence. The tensor product A ⊗ B of two dg categories is defined as follows: the set of objects is the cartesian product of the sets of objects in A and B and HomA⊗B((x, w), (y, z)) := HomA(x, y) ⊗ HomB(w, z) (see [17] ). Given two dg categories A and B, let rep(A, B) be the full triangulated subcategory of D(A op ⊗ B) consisting of those A-B-bimodules M such that M (x, −) is a compact object of D(B) for every object x ∈ A. Now there is a additive symmetric monoidal category Hmo0 with objects being small dg categories and morphisms being HomHmo 0 (A, B) ≃ K0(rep (A, B) ).
To any such small dg category A one can associate functorially its noncommutative motive U (A) which takes values in Hmo0. This functor U : dgcat → Hmo0 is proved to be the universal additive invariant (see [33] ). Recall from [36] that an additive invariant is any functor E : dgcat → D taking values in an additive category D such that (i) it sends derived Morita equivalences to isomorphisms, (ii) for any pre-triangulated dg category A admitting full pre-triangulated dg subcategories B and C such that H 0 (A) = H 0 (B), H 0 (C) is a semiorthogonal decomposition, the morphism E(B) ⊕ E(C) → E(A) induced by the inclusions is an isomorphism.
For central simple k-algebras one has the following comparison theorem. 
(ii) The equality n = m holds and for all 1 ≤ i ≤ n and all p Later, we also need the following result. 
Proofs of the results
The assertion then follows from the following isomorphisms
Proposition 6.2. Let X be a projective variety over a field k with H 0 (X s , OXs ) = k s . Suppose V is a pure vector bundle on X. Then there is a morphism X → BS(End(V)).
Proof. We have
and Lemma 6.1 shows that End(V) is isomorphic to a central simple k-algebra A. Let E/k be a finite Galois extension within k s over which V is defined, i.e over which there exists a line bundle
Note that for a suitable n > 0, the line bundle L ′ := N ⊗ M ′⊗n is globally generated. From Section 4 we know L ′ ∈ Pic (X/k)(et) (k). Since M ′⊗n descents to a line bundle R on X, we conclude that there is a vector bundle Proof. Denote by V1, ..., Vr the full weak exceptional collection for D b (X). As all Vi are pure, Proposition 6.2 provides us with morphisms X → BS(Ai), where Ai = End(Vi). If X admits a k-rational point, the Lang-Nishimura Theorem implies the existence of k-rational points on BS(Ai). Therefore all BS(Ai) are split. From this we conclude that Vi = L Proof. According to [21] , Theorem 1.5 there is a birational map X l × P l(l−1) S l (X). If rdim(X l ) = 0, then [29] , Theorem 6.6 implies X l is a Grassmannian. Therefore X l (k) = ∅. From the Lang-Nishimura Theorem we conclude S l (X)(k) = ∅. Proof. We start with dim(X) = 1. Then S n (X) is smooth for any integer n > 0 and S n (X) ⊗ k k s ≃ S n (P 1 ) ≃ P n . Therefore S n (X) is a Brauer-Severi variety which has a full weak exceptional collection over any field k (see [31] , Example 1.17). We now prove the assertion for X being non-split. We will see that the split case can be proved in the same way.
So let X be a Brauer-Severi variety of dimension 2r − 1 ≥ 2 corresponding to the central simple algebra Mr(H). Note that the period of X is two. Therefore OX (2) exists in Pic(X) (see [4] ). From [27] , Section 6 we know that there is a indecomposable vector
. This vector bundle is unique up to isomorphism and End(V1) is isomorphic to the central division algebra D for which Mr(D) corresponds to X. So if X is split, End(V1) ≃ R. Otherwise, we have End(V1) ≃ H. Moreover, it is well-known that the collection
is a full weak exceptional collection in D b (X), see [31] , Example 1.17. For simplicity, let us denote the collection (1) by {V0, V1, V2, ..., V 2(r−1) , V2r−1}.
For every multi-index α = (α1, ..., αn) ∈ {0, 1, ..., 2r − 1} n we write
This is a vector bundle on X n and it is easy to check that the collection consisting of the V(α), ordered by the lexicographical order, generates D b (X n ). Now we want to reorder the sequence consisting of these V(α). So for a multi-index α, we follow [22] , Section 4 and write for the unique non-decreasing representative of its Sn orbit nd(α). Then one can define a total order ⊳ on {0, 1, ..., 2r − 1} n by α ⊳ β ⇐⇒ nd(α) < lex nd(β) or nd(α) = nd(β) and α < lex β where < lex stands for the lexicographical order on {0, 1, ..., 2r − 1} n . For details we refer to [22] . Now the group Sn acts transitively on the blocks consisting of all V(α) with fixed nd(α) because σ * V(α) ≃ V(σ −1 · α). Furthermore, any V(α) has a canonical Stab(α)-linearization given by permutation of the factors in the box product. If α is a non-decreasing multi-index and V ). To get this exceptional collection, we first consider
)). In particular, the proof of Theorem 2.12 in [14] and the Künneth-formula show that there are isomorphisms
Hα .
The case n = 1 is clear, since the Brauer-Severi variety X admits a full weak exceptional collection (see [31] , Example 1.17). For n > 1 we notice that the endomorphism ring of any irreducible representation of a finite group over R is isomorphic to R, C or H according to Schur's Lemma and a theorem of Frobenius. From the construction of the collection (1) we see that End(Vα 1 ) ⊗ · · · ⊗ End(Vα n ) must be isomorphic to either Ms(R) or Mt(H) for suitable positive integers s and t. Therefore, the finite-dimensional R-algebra 
) by automorphism and any automorphism of a central simple algebra is inner, [26] , Corollary 2.13 implies that there are simple rings A1, ..., A l(α,i) such that
Clearly, the rings A1, ..., A l(α,i) must be finite dimensional R-algebras. Below we have to deal with positive integers l(α, i), m(α, i)j and h(α, i), depending on α and i. For a better readability, we simply write l, mj and h. As Inf
) is a Sn-equivariant vector bundle, we apply the Krull-Schmidt Theorem to decompose it into a direct sum of indecomposables in the category of equivariant coherent sheaves CohS n (X n ). Let
⊕m h h be this decomposition. We have seen above that EndS n (T (α, i)
This implies h = l and EndS n (T (α, i)
Combining a theorem of Frobenius with the Wedderburn Theorem, we obtain that Aj is isomorphic to a matrix algebra over R, C or H. We claim that for non-decreasing α, the collection of blocks {T (α, i)1, ..., T (α, i) l } forms a full weak exceptional collection. That the collection of blocks
follows from the fact that the collection consisting of vector bundles
The argument for this fact is part of the proof of Theorem 2.12 in [14] . For convenience of the reader, we recall the argument. Take any
As mentioned before, the collection consisting of the V(α) generates D b (X n ). So for some p and α we will have Hom p (F, V(α)) = 0. Hence RHom(F, V(α)) = 0. Denote by V the object RHom(F, V(α)) * . Then because RHom(−, V(α)) * and F V(α) are adjoint, we find
This proves that the collection of vector bundles Inf . So it remains to show that any T (α, i)j is a weak exceptional object and the the collection of blocks {T (α, i)1, ..., T (α, i) l } forms a weak exceptional collection. Note that EndS n (T (α, i)j) is a division algebra by construction.
The proof of Theorem 2.12 in [14] shows
This yields that T (α, i)j is a weak exceptional object. From (2) we can also conclude that within a block {T (α, i)1, ..., T (α, i) l }, the following holds:
Moreover, the proof of Theorem 2.12 in loc.cit. also shows
whenever α ⊳ β. This shows that the collection of blocks {T (α, i)1, ..., T (α, i) l } forms a full weak exceptional collection. If X is split, i.e. isomorphic to P m , one can repeat the above argument with the collection
Denote this collection by {E0, ..., Em} and consider multi-indices α ∈ {0, 1, ..., m} n . Again, we write
Since the collection (3) is a full exceptional collection for D b (P m ) and (−) Hα is exact, we have
).
Note that EndH
) is isomorphic to R, C or H. Now repeat the above arguments to conclude that the collection of vector bundles Inf
. This completes the proof.
Corollary 6.6. Let X be a Brauer-Severi variety over R and 1 ≤ n ≤ 3. We set
Proof. The case n = 1 is clear, since S 1 (X) = X and the Brauer-Severi variety X admits a full weak exceptional collection. For n = 2, we see that Hα must be isomorphic to either the trivial group or to S2 itself. In both cases EndH α (V ) is isomorphic to R or C. If rdim(X) = 0, [29] , Proposition 5.1 shows that X must be split. Therefore, X is isomorphic to P m and we can consider the full exceptional collection (3) from above
Denote this collection by {E0, ..., Em} and consider multi-indices α ∈ {0, 1, ..., m} n as in the proof of Theorem 6.5. Again, we write
Since the collection (3) is a full exceptional collection for D b (P m ), we have
Now the proof of Theorem 6.5 shows that the collection consisting of the vector bundles Inf
) forms a full weak exceptional collection and gives therefore rise to a semiorthogonal decomposition. Since rdim(D b (C)) = rdim(D b (R)) = 0 (see [9] , Proposition 6.1.6), we finally obtain rdim(T ) = 0. Proof. For n = 1, (i) and (ii) is the content of [29] , Theorem 6.3. Note that T = D b (X) and hence rdim(X) = rdim(T ). So we can consider 2 ≤ n ≤ 3. If dim(X) = 1, S n (X) ⊗ k k s ≃ P n and therefore S n (X) is a Brauer-Severi variety. Again, (i) and (ii) follows from [29] , Theorem 6.3. Now we assume dim(X) > 1. For n = 2, we consider α = (1, 2) and see Stab(α) = {id}. Analogously, for n = 3 we consider α = (0, 1, 2) and observe Stab(α) = {id}. So in both of these cases we have
Recall, that End(V1) is isomorphic to the central division algebra D for which Mr(D) corresponds to X. Now we prove (i) for dim(X) > 1 and 2 ≤ n ≤ 3. Assume rdim(X) = 0. Sn (X n ) = A1, ..., Ae (5) with Ai ≃ D b (R, Ki)and Ki beingétale R-algebras, see [9] , Proposition 6.1.6. We remark that Ki ≃ R ×n i × C ×m i . Now [8] , Lemma 1.16 implies
Therefore we get a semiorthogonal decomposition given by
where EndS n (G
i ) ≃ C. Now Theorem 6.5 states that T admits a full weak exceptional collection and its proof in particular shows that the endomorphism algebras of the weak exceptional vector bundles involved are isomorphic to R, C or H, considered as (simple) R-algebras. Notice that one of the vector bundles occurring in the full weak exceptional collection is Inf
) of (4). It is indecomposable, since its endomorphism algebra is a central division algebra over R.
Now let d be the number of vector bundles within the full weak exceptional collection with endomorphism algebra being isomorphic to C and r the number of the remaining exceptional vector bundles. We denote the full weak exceptional collection given by Theorem 6.5 simply by
The rank of the Grothendieck group K0(T ) equals
Sn (X n ) with EndS n (V) ≃ C, considered as an R-algebra, we obtain after base change EndS n (V ⊗ R C) ≃ EndS n (V) ⊗ R C and hence
Sn (X n C ) for the equivariant object after scalar extension. We obtain semiorthogonal decompositions
and
Now (7) and (9) tell us that after base change to C the Grothendieck group K0(T ′ ) has rank r+2d. The semiorthogonal decomposition (8) 
In fact this follows from the results in [15] and the well-known fact that D b (X) admits a unique dg-enhancement. Alternatively see [10] , since [X n /Sn] is a Deligne-Mumford stack and
Sn (X n ). As explained in (4) , there is at least one bundle within the full weak exceptional collection in D b Sn (X n ) whose endomorphism algebra is isomorphic to the central simple R-algebra corresponding to X. The above semiorthogonal decompositions (5) and (6) show that the noncommutative motive
with Aj being central simple R-algebras. As mentioned before, there exists a j0 ∈ {1, ..., r} such that Aj 0 is the central simple algebra corresponding to X.
Then Theorem 5.1 yields that X is split, i.e. X ≃ P dim(X) . From the well-known fact that the projective space admits a full exceptional collection we conclude rdim(X) = 0. Now we prove (ii). If X(R) = ∅, [29] , Theorem 6.3 implies rdim(X) = 0. Now (i) gives rdim(T ) = 0. On the other hand, if rdim(T ) = 0, we conclude from (i) and [29] , Proposition 5.1 that X admits a full exceptional collection. But then [29] , Theorem 6.3 implies X(R) = ∅.
Remark 6.8. The proof of Theorem 6.7 in particular shows that the implication rdim(T ) = 0 ⇒ rdim(X) = 0 holds for arbitrary positive integers n. We believe that the other implication does not hold for arbitrary n.
It is worth to mention that if X is split (and admits a full exceptional collection), D 
which is impossible. This follows also from considering the rank of the Grothendieck group K0(T ).
Corollary 6.9. Let X be a Brauer-Severi variety over R corresponding to A and assume 3 < deg(A). Then S 3 (X)(R) = ∅ if and only if rdim(T ) = 0.
Proof. Let Xn be the generalized Brauer-Severi variety associated to A. From [21] , Theorem 1.5 we know that S 3 (X) is birational to X3 × P 6 . Now Xn admits a R-rational point if and only if ind(A) divides n, see [19] , Proposition 1.17. Our assumption S 3 (X)(R) = ∅ therefore implies ind(A) = 1 and hence X3 must be a Grassmannian over R. One can show that this implies X(R) = ∅ and hence A must be split. But then rdim(X) = 0 and Theorem 6.7 gives rdim(T ) = 0. On the other hand, rdim(T ) = 0 implies rdim(X) = 0. From [29] , Proposition 5.1 we conclude that X, and so A, must be split. Therefore X3 is a Grassmannian and the Lang-Nishimura Theorem provides us with a R-rational point on S 3 (X). Proof. This follows from Theorem 6.5 as the endomorphism algebras of the weak exceptional vector bundles involved are isomorphic to either R, C or H. Since rdim(D b (C)) = rdim(D b (R)) = 0 according to [9] , Proposition 6.1.6 and rdim(D b (H)) = 1 according to [9] , Proposition 6.1.10, we obtain rdim(T ) = 1. Notice that rdim(T ) = 0 would imply rdim(C) = 0 by Theorem 6.7 which is impossible for C being non-split.
Remark 6.11. The implication in Proposition 6.10 is not an equivalence. Take for instance a non-split Brauer-Severi curve C over R. Then S 2 (C) is birational to P 2 . Therefore, S 2 (C)(R) = ∅, whereas rdim(D b S 2 (C 2 )) = 1.
