Prototype-based machine learning methods such as learning vector quantization (LVQ) offer flexible classification tools, which represent a classification in terms of typical prototypes. This representation leads to a particularly intuitive classification scheme, since prototypes can be inspected by a human partner in the same way as data points. Yet, it bears the risk of revealing private information included in the training data, since individual information of a single training data point can significantly influence the location of a prototype. In this contribution, we investigate the question how to algorithmically extend LVQ such that it provably obeys privacy constraints as offered by the notion of so-called differential privacy. More precisely, we demonstrate the sensitivity of LVQ to single data points and hence the need of its extension to private variants in case of possibly sensitive training data. We investigate three technologies which have been proposed in the context of differential privacy, and we extend these technologies to LVQ schemes. We investigate the effectiveness and efficiency of these schemes for various data sets, and we evaluate their scalability and robustness as regards the choice of meta-parameters and characteristics of training sets. Interestingly, one algorithm, which has been proposed in the literature due to its beneficial mathematical properties, does not scale well with data dimensionality, while two alternative techniques, which are based on simpler principles, display good results in practical settings.
Introduction
Machine learning has revolutionized automated data processing in various domains including medical image processing, decision support, or biomedical data analysis [2, 42, 44] . Common technologies range from highly nonlinear deep networks, which are particularly successful in the context of big data sets and complex functions, to simpler technologies such as support vector machines, random forests, or kernel regression, which are excellently suited if a limited amount of training data is present or the decision boundary is not too complex. Such models aim for an excellent classification accuracy as the most crucial ingredient. Yet, in particular in the case of an embedding into more complex or interactive systems, this objective is accompanied by the desire to generate interpretable, 'white box' models, which enable a human inspection and hence explanation of the system's classification or decision [38] . For the latter, often, generative rather than discriminative models are used [13, 14] .
Learning vector quantization (LVQ) constitutes a very popular and intuitive machine learning technology, which represents data in terms of prototypical examples; this way, it combines a generative nature of the model in the form of class representatives with a discriminative objective typically used for supervised training [12, 47] . This fact enables its application to domains where model interpretability is aimed for such as biomedical data analysis [7] . Its function can naturally be combined with metric learning schemes such as offered, e.g. by the generalized matrix learning vector quantization (GMLVQ) [46] , which allow a direct inspection also of feature relevances [10] . Further, the prototype-based representation opens the way for extensions to intuitive life-long learning strategies [39] as well as classification with reject option, which, in the case of LVQ, provably mitigates the existence of adversarial examples in a dedicated region of the data space [16] .
A model representation in the form of exemplars or prototypes, such as present in LVQ, carries a high risk of revealing sensitive information of the used training data: prototypes display typical feature values of the data, since they are constructed as some form of average of a part of the given training data; for simplified settings, the form of the prototypes in stationary states of the learning algorithm can be analyzed exactly. It can be shown that prototypes result as centers of some data points assigned to their receptive field, and metric parameters result as directions which are similar to principal components [11] . Hence it seems likely that, at least in some (possibly extremal) settings of the training data, information about a single individual can be inferred from the models provided suitable auxiliary information becomes available. While such settings can also occur for more complex models such as deep networks [30] , a leakage of private information seems almost inevitable for interpretable models such as LVQ due to the fact that training data explicitly impact the location of prototypes to a significant amount and in a very direct way. In particular in the context of highly sensitive domains such as biomedical applications, this risk is clearly not acceptable.
The necessity to preserve a person's privacy in databases has already been debated for more than twenty years [18] . While encryption technologies enable a secure storage of data and hence privacy because data are not available for unauthorized users [34] , the situation becomes more problematic whenever important information of the database is offered to the public. Settings, where this happens, include the demand to train a machine learning model based on possibly private data in a distributed network, or the demand to release a machine learning model to the public.
Interestingly, there do exist various frameworks, which go beyond classical encryption and enable public access to private information for specific settings without mitigating any relevant information. One example is offered by homomorphic encryption [5, 40] . Here, encryption schemes are designed in such a way that they commute with arithmetic operations on the data. As a consequence, learning based on these arithmetic operations becomes possible directly from encrypted data without the necessity of a prior decryption of the individual examples. The result of such a learning scheme is an encrypted model. Similarly, in so-called secure multiparty computation, mechanisms to generate a (plain, unencrypted) output out of private data are designed, which ensure that the single (possibly adversarial) user does not get access to any individual information other than those belonging to his-/herself [19, 26] .
Yet, while these frameworks enable learning from private information without a direct access to the single unencrypted individual, they cannot prevent the risk that the resulting summary model might reveal critical information if released to the public in unencrypted form. Such leakage can become possible as soon as the model itself is coupled with auxiliary data as available in the internet or dedicated attacks [24] . The question whether such attacks are possible depends on the form of the resulting model and its relation to the individual data. There do exist approaches, which derive bounds on the possible leakage of such models and which suggest to substitute unfavorite ones with privacy preserving surrogates [3] .
One particularly popular formal approach, which focuses on the question how to design functions for model inference such that they do not reveal information about an individual even if coupled with auxiliary information, comes under the notion of differential privacy (DP). This formalism provably limits the possibility to retrieve private information from published models no matter which auxiliary information or attacks are used [23] . Basically, DP formalizes the intuition that the amount of individual information, which is contained in the models, is strictly limited per query. This way, formal guarantees can be given about the immunity of the formalism to auxiliary information and privacy of individual information. Machine learning (ML) and DP, at a first glance, seem widely incompatible, since ML reveals information from data while DP hides information. Yet, quite some technologies have been developed, which enable an extension of popular ML tools to differentially private counterparts [32] . Often, these rely on mathematical properties of DP such as composition schemes for privacy preserving operations and explicit relations of the sensitivity of ML mechanisms working on data and the resulting degree of privacy [32] . Interestingly, such DP variants have been proposed for specific models including, for example, naive Bayes, linear regression, decision trees, k-means or SVM, and for general training mechanisms such as evolutionary algorithms or gradient schemes for optimization [48, 20, 41, 1, 6] . So far, however, no effort has been done to investigate differentially private LVQ schemes, despite the popularity of LVQ in sensitive application domains [10, 7, 1, 39] .
In this contribution, we investigate LVQ schemes, more precisely plain LVQ and counterparts derived from a cost function, Generalized Learning Vector Quantization (GLVQ) and its extension to relevance learning, Generalized Matrix LVQ (GMLVQ), as regards their preservation of privacy. We show in examples that the schemes are locality sensitive and hence run the risk of revealing private information. Due to this fact, we investigate three schemes which provably lead to DP: an extension of gradient-based training to a DP variant together with a DP initialization of the model [1, 6] , a general scheme which is based on subsampling and aggregation [20] , and a geometric variation thereof which has been proposed due to its better provable mathematical characteristics [43] . We demonstrate that these schemes can be transferred to LVQ. We investigate the behavior as regards the robustness to the choice of meta-parameters and the competitiveness of the resulting model accuracy compared to the standard (non DP) versions. Thereby, data dimensionality will play a crucial role, and it will turn out that the approach as proposed in [43] yields good results for small dimensions but it does not scale with increasing data dimensionality for LVQ. In contrast, the two alternative schemes provide reasonable results provided enough training data are given.
The roadmap of the following sections is as follows: first, we introduce the LVQ schemes we are going to use. In particular, we motivate their cost function and training mechanisms, since these will constitute the base for DP variants of these methods. Then, we introduce the formal notion of differential privacy and the mathematical properties we are going to use in this article. The latter includes general DP schemes based on the addition of Gaussian noise, composition of DP mechanisms, and DP initialization schemes for the models. Before addressing DP variants of LVQ, we will first elucidate the question whether LVQ models are vulnerable to reveal private information given auxiliary data. One condition which yields to vulnerability is the fact that a model is sensitive to single data points in an easily predictable way. From a mathematical point of view, this fact is captured by the so-called local-sensitivity of a learning algorithm, and we will indeed demonstrate that LVQ schemes are locally sensitive. This fact motivates the necessity for DP variants of LVQ if the model should be released to the public. We introduce three different DP schemes for LVQ, which are based on three different generic mechanisms which can be transferred to the specific setting of LVQ. We evaluate these approaches as regards their sensitivity to meta-parameters, to have some clue about which parameters in particular as regards differential privacy to use, and we evaluate their performance, i.e. accuracy and obtained privacy in benchmarks.
Learning Vector Quantization
In this section, we explain the machine learning algorithms we are interested in, variants of LVQ, which are derived from a cost function. These are powerful classification schemes with strong theoretical guarantees as regards their generalization ability [46] , for which the dynamics can partially be derived from cost functions, i.e. general convergence guarantees of stochastic gradient schemes apply, or which dynamics has been investigated, e.g. in the framework of statistical physics of online learning [8] .
Generally speaking, we are interested in classification scenarios in D ⊂ R d with k classes which are enumerated as {1, . . . , k}. Prototype-based classifiers are defined as follows: labeled prototypes w 1 , . . . , w w with labels c(w j ) are specified such that a good classification and representation of the data is achieved. A new sample x is classified by the winner takes all scheme
Standard LVQ schemes use the squared Euclidean metric
. . , n}, prototypes w j are adapted such that the classification error for the given training set is as small as possible. Since this is in general an NP-hard problem [15, 31] , heuristics or approximations of the 0-1-loss are used. Standard LVQ (referred to as LVQ1) relies on the heuristics of Hebbian learning: given a training point (x i , y i ), the winner, i.e. closest prototype w J(x i ) is determined and adapted by the rule
LVQ does not possess a valid cost function, yet it shows surprisingly accurate behavior in typical model situations [9, 8] . Provided data are separable, its limit positions converge to the centers of gravity of the classes, as has been shown in the articles [27, 11] . There do exist different extensions of LVQ to a cost function, including probabilistic frameworks such as proposed in the approach [47] , or deterministic approximations of the classification loss, which also relate to the objective of (hypothesis) margin maximization [45, 46] . For the latter, generalized LVQ (GLVQ), the cost function becomes
where Φ is a monotonic increasing function, d + (x i ) the squared distance of x i to the closest prototype of the correct class and d − (x i ) the smallest squared distance to another prototype of a different class than x i . Training takes place based on a given training set, by initializing the prototypes within the class centers and minimizing the cost term E by a simple gradient descent or second order techniques such as LBFGS.
Since the choice of the distance is crucial for the performance of the model, GLVQ has been generalized to metric learning schemes dubbed generalized matrix LVQ (GMLVQ) [46] . Essentially, a positive semi-definite quadratic form Λ = Ω T Ω is used to define a generalized squared distance function
This distance is then used in the winner takes all function of the classifier and the cost function E. Adaptation takes place with respect to prototypes and matrix parameters Ω via gradient schemes. Thereby, matrix elements are initialized as standard unit matrix corresponding to the standard Euclidean distance. In the following we use the identity Φ(x) = x as activation function, since it has historically proven excellent performance, the sigmoidal nonlinearity which is embedded in the summands due to the fraction being strong enough. Some approaches rely on the choice of Φ as sigmoidal function, which enables a more fine graned tuning of the region of interest along the decision boundary within so-called border-sensitive schemes [33] .
Differential Privacy
In the following, we briefly introduce the concept of differential privacy (DP). We shortly recapitulate the notion of DP as well as a few popular DP strategies, which will be of relevance for our approach.
Differential privacy The notion of differential privacy [23, 21, 22 ] constitutes a strong standard for privacy guarantees for algorithms on aggregated databases. Thereby, it addresses the question, which additional information about an individual data point which has been used for training a model can be extracted from the model and any given auxiliary information.
One example of such settings occurs, for example, if a model reveals a previously unknown correlation of features for a specific data point which enables an adversary to retrieve one specific feature if he/she knows the other. To avoid such problems, the idea is to limit the amount of individual information which is encoded within a given model. Informally, DP requires that the output of a data analysis mechanism, such a mechanism to learning a model, remains approximately the same if any sample in the input database is added or removed. This guarantees that a single entry cannot substantially affect the revealed outcome, hence it is impossible to retrieve sensitive individual information from the latter. Now, we define DP first and introduce specific differentially private mechanisms later. 
Two datasets are adjacent if they differ in a single
Differential privacy limits the way in which the output of an operation such a machine learning algorithm can change if it is subject to adjacent data sets.
Definition 2 (Differential Privacy [23] ) Assume ε, δ > 0 are given. We are interested in the privacy of an operation A such as a machine learning algorithm, which maps a given set of training data D to a model or summary statistics revealed to the user. We assume that A is random variable and its outputs are characterized by the probability measure P. A gives
(ε, δ)-differential privacy if and only if for all pairs of adjacent datasets D and D ′ , and all measurable events S in the space of possible models, it holds
Note that the notion of adjacency is symmetric. Hence privacy with the choice ϵ = δ = 0 would imply that a single example has no influence on the output of the operation A. Since this is obviously useless (by induction, such an algorithm would not be able to learn anything), small values ϵ and δ are usually aimed for. This notion of DP ensures the privacy of any single sample which can be used for training, because adding or removing this sample results in a very small change of the distribution of possible algorithmic outcomes. Hence it is not possible to observe a significant difference of the output of A if an adversary is allowed only a small number of observations. We would like to point out that the notion DP is compositional in the following sense: assume m independent mechanisms A 1 , . . . , A m , that satisfy DP for ε 1 , . . . , ε m , are given. Then, performing these algorithms consecutively results in a mechanism that satisfies ε-differential privacy for ε = ∑ i ε i [22] . We will call ε the privacy loss of the algorithm. There are several approaches which satisfy ε-differential privacy, including the Laplace Mechanism [23] . The latter deals with algorithms or functions f : D → R k from the domain of all datasets to vectorial outputs. It adds symmetric and scaled noise to each dimension of the output. The magnitude of the required noise depends on the so-called global sensitivity (GS) of f . It refers to the maximum difference between the outputs of two adjacent datasets, or, more formally:
Definition 3 (Global sensitivity) The global sensitivity of f is defined as
Similar to the global sensitivity the local sensitivity (LS) can be defined. Here, the maximum difference between one fixed dataset and all adjacent ones is considered. Formally:
Definition 4 (Local sensitivity) The local sensitivity of f for one dataset D is defined as
Note, that the GS is the maximum LS taken over all possible datasets. Yet, it can be shown that releasing f (D) with noise magnitude proportional to ∆ LS (f ) is not DP because the noise magnitude itself reveals information about the database [20] . The Laplace mechanism constitutes a very convenient way to turn a given database query into a differentially private one. However, it has only limited applicability if f is given by a learning algorithm since its sensitivity might be complicated to bound. Therefore, more methods which directly rely on typical machine learning mechanisms have been proposed. A very popular one adds differential privacy to gradient techniques.
Definition 5 (Laplace mechanism) Given a function f the Laplace mechanism is defined as
Noise calibrated to sensitivity of g . Essentially, the mechanism proposes a variant of a gradient descent with private operations only. It assumes that an objective loss function L(θ) with parameters θ is given which is optimized to reveal the model parameters θ. The proposed formalism computes the gradient ∇ θ L(θ, x i ) of the loss function for each sample x i in a random subset of size L, which is taken from the training set of size n with sample probability q = L/n. Then, each gradient is clipped whenever its L 2 norm is greater than a threshold C. Adding Gaussian noise drawn from a normal distribution N (0, σ 2 C 2 ) for each dimension for a specific σ guarantees DP. The results are averaged and a noisy gradient descent according to these directions is taken. This algorithm reflects mini-batch optimization techniques as are popular for the optimization of non-convex cost functions in machine learning. It has been shown that the resulting algorithm is (ε, δ)-differentially private for any δ > 0, provided σ ∈ Ω(q √ T log(1/δ))/ε, where T is the number of steps of the gradient descent method. Pseudocode can be found in [1] .
Subsampling and Aggregate The subsample and aggregate framework [22] can deal with functions which posses high global sensitivities or which sensitivities are hard to compute. The basic idea is to randomly divide the dataset into m small batches and apply the function on each subset. Then a so-called aggregation function g is used. This takes the output z i of all results for i ∈ {1, . . . , m} and aggregates those with a suitable mechanism. For geometric frameworks such as prototypes, aggregation can be based on geometric averages, for example. To guaranty differential privacy, at this stage, noise, which is calibrated to the aggregation function, is added. This framework is depicted in Fig. 1 .
If disjoint subsets are used, one sample can only impact the output of one subset. Hence, the amount of noise is small as compared to the Laplacian mechanism for the full data. Pseudocode can be found in [22] .
Center of Attention One variant of the Subsample and Aggregate approach is introduced by Nissim et al. [43] . It is called Center of Attention. Essentially, it proposes a specific aggregation function which yields favorable mathematical properties. This aggregation function is computable in any metric space M. The sensitivity of the aggregation function is defined by the so-called t-radius. Let Z be set of points {z 1 , . . . , z m } and z i ∈ M, e.g., the different outputs for each subset. For a point c ∈ M the t-radius r(c, t) is defined by the distance to the t-th nearest neighbor of c in Z. The center of attention g(Z) of Z is then the point in Z with its smallest t 0 -radius, where t 0 = ⌈(m + √ m)/2⌉. It can be shown that adding Gaussian noise proportional to max l≥0 r (Z) (t 0 + (l + 1)) to the center of attention is sufficient to guarantee privacy, where r (Z) (t) is the minimum t-radius of any point in Z. This can be calculated easily and efficiently by all pairwise distances and sorting these distances for each point in Z.
How vanilla LVQ violates privacy
Before introducing DP variants of LVQ, we want to demonstrate the necessity to do so. Essentially, a learning algorithm is not private if adding or removing one example significantly changes the output distribution of the algorithm: provided an adversary can gain information from a typical distribution (e.g. by inference on publicly available data), information of the added data point can leak. We will demonstrate, that LVQ is prone to at least two qualitatively different changes of the outcome which can be caused by adding a single data point, namely significant changes of the distribution of the prototype position, and significant changes of the data assignment to prototypes.
Leakage due to prototype positions for LVQ LVQ and its variants have been shown to provide high quality predictions. Unfortunately, trained models carry the risk of exposing private data used for training. To see why and in which settings this is the case, let us first consider data sampled from a well separated mixture of two Gaussians and LVQ1. As has been shown in [27, 11] , in this case, costs are optimal when the prototypes lie at the mean of their respective classes. This fact enables us to argue purely analytically, since the stationary states of the LVQ1 are given explicitly: LVQ prototypes leak information in the same way that mean value statistics leak information [20] . In particular, if an adversary knows the coordinates of all points x 1 , . . . , x n from one class except for one point x ′ as well as the corresponding prototype w, he/she is able to perfectly reconstruct x ′ via the formula
Even if the adversary does not have access to the points x 1 , . . . , x n themselves, if he/she has access to prototypes w 1 and w 2 trained on data sets that differ only on one record x ′ , the adversary can recover x ′ via the formula
This means that there do exist settings where auxiliary information leads to the leakage of details about a single data point.
Leakage due to prototype positions for GLVQ Later versions of LVQ, such as GLVQ adapt the cost function such that prototypes are not only attracted by points from their own class, but also repelled by points from other classes. In addition, GLVQ gives more influence to points that are close to a decision boundary. These changes make the cost function less tractable, in particular analytic solutions of stationary states are not possible, which prevents obvious exploits such as the shown above. However, single outliers still have a significant effect on the resulting prototypes, as can be demonstrated experimentally. This means, that the algorithm is highly sensitive, and there exist situations where the behavior of the algorithm can reveal insights into the characteristics of one data point.
To illustrate this point, we have performed statistical test according to the following setups (see Fig. 2a ):
• Extreme outlier: we generate one data set with 100 points from two classes, 50 per class, with points sampled from Gaussian distributions with means (−10, 0) and (10, 0), respectively, and variance 1. As second data set, we create a copy of the data set and add one outlier sampled at mean (10, 10) with variance 1. We sample these dataset pairs 400 times and observe the position of the prototype from the outlier class on the y-axis. On average, the prototype trained with the outlier moves upwards by 0.1119. A statistical test shows that the prototypes have different positions on the y-axis with p-value of 5.6776 × 10 −25 . Hence the prototype distribution significantly changes in this setting, thus revealing information about a single point by an observation of the output distribution of the learning algorithm.
• Medium outlier: This extremely pronounced effect is due to the big distance of the outlier and the class mean. We repeat the same test but reduce the distance of the outlier and set its mean to (10, 5). Then we still observed a shift of the prototype on the y-axis for the second class by 0.0843 with p-value 2.2345 × 10 −16 .
• Weak outlier: setting the outlier mean to (10, 2) results in a shift by 0.0368 and a p-value of 4.4007 × 10 −4 .
Naturally, there exists a phase transition as soon as the outlier approximates the Gaussian cluster. Yet in all three cases described above, a significant shift of the output distribution is observed. Thus, an adversary can use the resulting model to learn about the presence of an outlier, its direction and possibly even its magnitude.
Leakage due to insensitivity of GLVQ output The fact that the vanilla GLVQ algorithm leaks information is not necessarily surprising since a useful algorithm always exhibits some degree of sensitivity to its input. A natural cure in the differential privacy framework, as proposed by the Laplacian mechanism, is to add noise proportional to the global sensitivity of the learning algorithm. As we will see, however, this is not a feasible solution in the case of GLVQ since GLVQ can exhibit an extremely high sensitivity even on large data sets, due to another effect of the learning algorithm in settings where there exists a mismatch of the prototypes and the underlying modality of the data distribution, the algorithm needs to distribute the prototypes among the data. For perfectly balanced data distributions, this results in a symmetry breaking of the algorithm. This symmetry, i.e. two different prototype locations which are regarded as equally good by the algorithm, can be disturbed by adding few additional points. We will show that this is the case using the noisy XOR problem (see Fig. 2b ):
• XOR: the data is generated by four Gaussians, one in each quadrant of the coordinate plane, where the top left and bottom right cluster belongs to class number 1 while the bottom left and top right clusters belong to class number 2. We generate data sets according to the following experimental conditions: 1200 points in total (300 in each cluster) sampled randomly at means (10, 10), (−10, 10), (10, −10) and (−10, −10) with standard deviation 1. This is the "balanced" condition, the first data set. As second data set, we create a copy of this data set and add 10 points in the bottom left cluster. This is the "unbalanced" condition. We train an LVQ algorithm with two prototypes for class 1 and a single prototype for class 2. 400 test runs on instances of each condition show that running GLVQ on the "balanced" condition, results in one prototype in each cluster of class 1 and a random assignment of the prototype of class 2 to one of the two clusters with probability 50% each over a random initialization of the setting. In contrast, running GLVQ on the "unbalanced" condition always results in the prototype for class 2 being assigned to the bottom left cluster. Hence, symmetry breaking of optima of the algorithm might depend on very few samples added to the classifier, independent of the size of the overall training set. This carries the risk of revealing significant information about the position of these points provided the adversarial has knowledge about the existence of such symmetries in the solution of the model. This analysis demonstrates two aspects: on the one hand, the result of LVQ is sensitive to single data points and there do exist settings where a leakage of private information is possible, provided an adversary has access to auxiliary information. On the other hand, it seems that GLVQ cannot easily be combined with differential privacy mechanisms that rely on the global sensitivity of the algorithm itself, since, as shown in the last example, the global sensitivity can not easily be limited with non-trivial bounds. One trivial bound would be the domain size, but adding noise of this scale would render a resulting model essentially useless. Due to these observations, we will now evaluate mechanisms for differential privacy that do not rely on privatizing a single, already trained model. Instead, we will look at privatizing optimization as well as using a sample and aggregate mechanism to exploit well-structured data sets that have low local sensitivity.
Ensuring privacy for LVQ
We can transfer both methods, a DP stochastic gradient descent [1, 6] as well as subsampling and aggregate to GLVQ [20, 43] . For the latter, we need to define a suitable way to aggregate sets of prototypes as delivered by LVQ for subsets. We will use two different aggregation methods. For the first, we just need to investigate a suitable level of noise for GLVQ, the second relies on geometric considerations.
In the following, we will restrict to LVQ models with one prototype per class only. This is clearly a limitation of the setting, albeit there do exist quite a couple of applications where one prototype per class is sufficient [46, 7] . The restriction of our analysis to one prototype per class is due to the circumstance that a few operations such as initialization and merge of prototypes are much easier for this setting, hence easier to exchange by DP variants. We will remark on this fact wherever it is relevant and give a hint how DP variants could be extended to multiple prototype scenarios, but we leave the details to future work since it would go beyond the scope of this article.
Ensuring privacy via differential private SGD
In the following we describe how we change the gradient training of a GLVQ model to obtain a DP variant. Since this approach addresses the training scheme rather than the output only, i.e. the prototypes, this mechanism could also be used to extend GMLVQ to a DP variant. Essentially, the scaled stochastic gradient descent used for GLVQ is substituted by a DP variant as already introduced in Section 3. We refer to this method as SGD. First step -Initialization of prototypes: As indicated above, we assume that we use one prototype per class, which are initialized by the class centers in vanilla LVQ. For vanilla LVQ, class centers are calculated based on the sum of all samples of each class and the number of class members: w j = 1/N j ∑ i:c(x i )=j x i for each class j. These operations can directly be enhanced to DP versions based on the Laplace mechanism as follows:
• Cardinalities of classes: The cardinalities of the classes are given by the function f : N 2 , . . . , N k ) . This function has a sensitivity ∆f = 1 because adding or removing one data point in the dataset changes only the output of one N i by one. In the literature, these functions are also known as histogram queries [22] . Hence the Laplace mechanism according to the sensitivity 1 can render this computation DP.
• Sum of points: The sum of all points in each class is given by the function g : • Composition of the two functions: For a given privacy loss ε 1 we obtain all N i and all sums with the Laplace Mechanism in a differentially private way. We use the noise scales β f = 2/ε 1 for the function f and β g = 2d/ε 1 for g. Then we achieve a ε 1 -differentially private mechanism altogether due to standard arguments for composition.
Note, that the noise which needs to be added in this Laplacian mechanism does not depend on the number of samples in the dataset. Hence, it has a smaller impact on big ones and a higher if it is getting smaller. This DP initialization is restricted to one prototype per class, since explicit analytic formulas exist in this case. For more prototypes per class, different initialization schemes are popular, such as an initialization by neural gas, for example [29] . Since an analytic solution of the stationary stated of neural gas does not exist, DP variants of neural gas could be obtained, e.g. by DP variants of its gradient scheme. Gradient descent: For the gradient descent, we rely on the algorithm as described in chapter 3 by Abadi et al. [1] . Essentially, a batch gradient with stochastic noise is done in the following way:
• choose a random subset of size L
• compute the gradient of this mini-batch, and clip each single gradient to L 2 norm at most C
• add sufficiently large Gaussian noise per dimension (where the variance can be computed based on C and desired degree of privacy according to [1] ).
Let L be the batch size, C a bound for the norm of the gradient, q = L/n the sample probability for one sample, E the number of epochs and T = E/q the runs of the gradient descent and the number of updates. For GLVQ we just have the gradients of the prototypes which we have to clip. In the case of GMLVQ, the parameters of the projection matrix Ω would also be clipped together with the parameters for the prototypes in the L 2 norm. For a given ε 2 and δ we can calculate the noise scale by σ = 2q √ T log(1/δ)/ε 2 . DP bounds for the full scheme: Hence, the total privacy loss of the whole training, i.e. initialization of prototypes followed by gradient-based optimization, is ε = ε 1 + ε 2 due to the composition theorem of differential private mechanisms. We obtain an (ε, δ)-differential private algorithm.
Smooth sensitivity -mean value
As an alternative, we investigate the possibility to guarantee DP by a suitable subsampling and aggregation as introduced before [22] . The overall procedure is as follows:
• decompose the training data randomly into m disjoint subsets (bins)
• perform GLVQ on each bin
• aggregate the prototypes as follows: since there exists only one prototype per class, we can simply rely on the class-wise prototype mean value. If more than one prototype per class would be used, we would need to add a matching step beforehand, minimizing their pairwise distance.
• guarantee that the result is DP by using the Gaussian Mechanism
We need to ague how to choose the variance for the Gaussian Mechanism: averaging is the composition of the sum of prototypes and dividing by the number of bins. Since the latter is fixed, we need to make only the first operation DP by adding Gaussian noise to each dimension. The size of the Gaussian noise can be chosen based on the following estimate of the global sensitivity of this operation: The bins are disjoint subsets and therefore, adding or deleting one sample to the data set affects the output of at most one bin. Hence the GS of computing the sum can be bounded by √ d when measured in the L 2 norm. We use the Gaussian mechanism as proposed by Balle and Wang to compute the required variance [6] . 1 This method is referred as SA. Note that the aggregation scheme can also be used to derive DP variants of algorithms without explicit cost functions such as LVQ1.
Smooth sensitivity -center of attention
For the method SA as introduced above, binning and aggregation are done randomly and the GS is taken. As an alternative, Nissim et al. propose a mechanism, dubbed center of attention (COA), which benefits from the local geometric setting and the LS [43] . In contrast to the algorithm SA, the type of binning and aggregation is changed as follows:
Binning: We use m subsets with size n/m, which are chosen randomly from the n training data, each one chosen uniformly without replacement. Note that with probability at least 1 − 2 − √ m+log n no points occurs in more than √ m subsets [43] , but the bins are not disjoint. Hence with a high probability, any sample from the training data affects the result of at most √ m bins. Otherwise, we re-sample the bins as it is suggested by Nissim et al. [43] .
Aggregation: The resulting prototypes per subset are matched by their class label. Aggregation then takes place by means of the center of attention as described in Section 3. It has been shown in [43] the aggregation function g gives differential privacy. Here, the smooth sensitivity is an upper bound defined in [43] of the local sensitivity, which does not share its drawback of possibly revealing private information due the size of the noise. It can be computed based on the pairwise distances of the outputs from each subset. In particular, if the outputs are very similar, a small variance for the Gaussian distribution can be used even if the global sensitivity is big. We will refer to this approach as COA.
Experiments
We provide experiments for the three methods, SGD, SA, and COA. For the first, SGD, experiments for GLVQ as well as GMLVQ are possible, for the latter two, only GLVQ can be extended since it is not clear how to sensibly accumulate metric parameters. We will evaluate all setups for the same real world data sets. In addition, we will also evaluate the latter two frameworks for theoretical data sets, since this will enable us to explain the unexpected behavior of COA for the real data.
Differential privacy for gradient based GLVQ
Data sets: We test our approach with three real world datasets, MNIST [35] , Motion Tracking [4] and Image Segmentation [36] . The first has 70.000 instances with pictures of handwritten digits. The second one consists of 10.299 samples of recorded accelerator data by a mobile phone, classes are different motion categories. The last one consists of 2.310 image patches of small landscapes which are characterized by has real-valued image descriptors.
Experimental setup: For all settings, evaluation is done based on a 5-fold repeated crossvalidation with five repeats. The total privacy loss is split into ε 1 = 0.2ε for the initialization step and ε 2 = 0.8ε for the parameter optimization. The other parameters are chosen as δ = 10 −5 , q = 0.01, C = 0.5 and E = 50. These parameters are chosen in such a way that reasonable results arise. We will see in experiments, that the results are robust within a region around these metaparameters.
We compare the error rates of the results to the results of vanilla GLVQ and GMLVQ. Since our aim is to provide DP variants of LVQ rather than arbitrary classifiers, we do not compare to alternative DP classification schemes other than the one introduced above. Note that the performance of vanilla LVQ itself in comparison to alternatives has been subject of experiments in the literature [28] . For vanilla GMLVQ or GLVQ, the optimum is found by a standard stochastic gradient descent (SGD) and, in comparison, by the LBFGS algorithm, a quasi-Newton method for solving nonlinear optimization problems [25] . For MNIST, due to its size, we always use one fold for training and four as the test set. For Image Segmentation and Motion Tracking, we use four folds for training and one fold as test set. For the Motion Tracking dataset the averaged test error rates are also plotted with different hyperparameters for different privacy losses. ε = 0.6 in the second, ε = 0.75 in the third and ε = 2.5 in the fourth row. In Fig. 3 , results for different privacy losses are shown for all datasets. Furthermore, the error curves of the hyperparameters (C, E and q) for different values of ε ∈ {0.6, 0.75, 2.5} are shown in the second, third and forth row in the same plot, respectively. The solid lines are the results for GMLVQ and the dashed for GLVQ. Note that our objective is to obtain settings where the priorly chosen privacy loss is as small as possible to ensure higher privacy. Likewise, we still want to attain a classifier with similar error rates as the vanilla LVQ variants.
Evaluated quantities:
Lower accuracy for higher privacy: One can see that the privacy loss affects the classification strongly in some regions and the curves fall sharply at a certain point. For the datasets the points vary between ε = 0.75 for Motion Tracking and ε = 2.5 for Segmentation. This is due to the higher effects of the noise on smaller datasets or smaller lot sizes.
Sensitivity with respect to hyperparameters: The choice of the other hyperparameters has a strong influence in critical regions for epsilon only, being rather robust for ϵ larger 2. As an example, for Motion data we test ten different values for C ∈ [0.05, 2] and E ∈ [10, 100] and 20 for q ∈ [0.0005, 0.1]. Very similar curves could be also observed for the other two datasets. If one compares the second and the third row (i.e. ε = 0.6 and ε = 0.75), where the privacy loss is changed only a bit, the impact is clearly less. In the last row (ε = 2.5) one can not see any variances.
Rationale for hyper-parameter choice: Recall that the noise is drawn from a normal distribution with σ ∼ Cq √ T log 1/δ/ε. Hence, it is clear that the model accuracy becomes worse if this variance is set to a higher value than necessary. At the same time, if the clipping parameter C is too small, the averaged gradient may point in a different direction compared to the true gradient. Here a choice up to C = 0.5 seems reasonable. Regarding the number of epochs, too few iterations can lead to a premature stopping before convergence, while too many steps lead to an accumulation of the noise in each step, which changes the overall gradient too much. Hence, a medium number of epochs such as 50 seems suitable. The sampling rate directly influences the required amount of noise. Here, we achieve good results for small values q ≤ 0.01. Note, that a lower bound for q occurs naturally due to the fact that more than one sample is selected for random subsets. Hence, all hyperparameters are set accordingly to the sweet spots as observed in these experiments.
Size of privacy loss: Naturally, the privacy loss ε should be as small as possible. Yet, it cannot reach zero less since this would render learning impossible. Which privacy loss is acceptable in practice? This depends very much on the application at hand, and it can be observed that a larger data set enables better privacy in general. The privacy loss which we are able to obtain compares favorably to other approaches in the literature such as presented e.g. in the work [43] , since we need less iterations for convergence and therefore a much smaller ε. In the work [43] , a neural network with 1000 hidden units is presented with privacy loss up to 8 for the MNIST dataset and 750 epochs. Due to the choice of the model as a comparably complex one, however, the accuracy as presented in [43] is higher (up to 98%).
Overall performance of gradient based DP schemes for LVQ: In Tab. 1 the means and the standard deviations of the error rates for all three benchmark sets are listed. For GLVQ we often get trained models which are almost as good as the non-private ones. For GMLVQ the BFGS optimization finds better parameters than SGD. Here, the private versions face difficulties due to the noise in the relevance matrix. The result is very sensitive to matrix parameters and even small changes in the values of the matrix can cause a worse classification. To experimentally test the matrix sensitivity in this case, we add normally distributed random numbers with variance σ = 0.025 on each element of the relevance matrix. We observe an increase of 0.0277 ± 0.001 (from 0.1484 to 0.1761) of the error rate for the original GMLVQ approach and the MNIST dataset. For the Motion dataset the error increases by 0.0234 ± 0.0085 using the same settings. Hence, alternative schemes would be beneficial which particularly tackle stable DP variants of matrix adaptation.
Sample and Aggregate
For the sample and aggregate mechanisms, we evaluate the behavior of GLVQ only. We test both aggregation functions on artificial data sets with well separable data first to get some insight into their behavior. Afterwards, we evaluate the methods on the same three benchmark datasets as above.
Artificial data The artificial datasets are generated by three multidimensional Gaussians with the identity as covariance matrix and (5, 0), (−5, 0), and (0, 5). For higher dimensions, we choose accordingly scaled unit vectors as centers for the Gaussians. All clusters have 3000 samples, so the dataset consists of 9000 samples. Obviously, classes are well separable.
In Fig. 4 the GLVQ test error rates are plotted for different values of the privacy loss and different values of the number of bins in the first two rows. Again, the curves fall sharply at a certain value of privacy loss. For SA a privacy loss equal to 1.25 is sufficient for all three datasets if m is set to 50. For COA a smaller value of m gives better results but it is getting worse if the dimension rises due to the bigger pairwise distances of the prototypes for the bins. As a consequence, the required level of noise increases, making the method unsuitable for higher dimensionality.
This effect is surprising, since COA comes with quite strong formal guarantees. So let us look more closely into this different behavior of COA and SA: If the number of bins is bigger the output of the models trained on the bins varies more. SA simply calculates the mean of all prototypes which is a good approximation because of the robust geometric properties of LVQ. Since the variance is proportional to 1/m the added noise is smaller for bigger m. For COA the noise is scaled by twice the minimal t-radius. Here, the noise which is added to the center of attention becomes larger if the dimensionality increases. We observed that, de facto, the noise shifts prototypes outside the cluster, hence the results get worse. Fig. 5 shows the error rates for the three real-world datasets. The number of bins is set to 15 and 50 for COA and SA, respectively. For the tested privacy losses, COA does not provide any useful solutions, which can be attributed to the problems of higher dimensionalities, as just discussed. SA provides solutions with privacy loss larger than 2, whereby the required noise is proportional to the data dimensionality. Albeit the result of COA are reasonable, SGD yields better performance, hence the SGD technology seems better suited to make LVQ private in realistic settings.
Real-Word data

Method comparison
In the previous sections, we have adapted, implemented and tested three different methods for ensuring differential privacy of GLVQ. Now we provide a structured comparison, which is somewhat higher level, to shed some light onto important aspects of the proposed models. We will compare the methods according to the categories 
guarantees.
Effectiveness
Our experiments show that, for realistic data sets, SGD gives generally good classification accuracy for privacy loss ranging from 0.75 to 2.5. SA yields acceptable results for privacy loss of 2 or 5, respectively, while COA does not yield acceptable results for realistic data for the tested epsilon values, which can be attributed to the high dimensionality of the data. Generally, SA is more suited for large data sets with stable results on the single bins, especially well separated datasets. Since the variance of noise added to the mean in the sample and aggregate framework is inversely proportional to the number of subsamples, the noisiness of the differentially private estimate can be greatly reduced when a data set allows for a large number of subsamples. On top of this, the COA framework adaptively reduces the noise added when the underlying data set exhibits a small smooth sensitivity, meaning that small noise is added to large and good-natured datasets -a setting which is seemingly rare for real life data sets with dimensionality larger than 10. Moreover, when LVQ is not stable on subsets, either because of properties of the data itself or, as in the XOR-Example in Section 4, because of a mismatch between data and model parameters, SA and COA can both become very noisy. In addition, sample and aggregate is not easily applicable to other LVQ variants: GMLVQ, for example, would require an averaging of the relevance matrix, which requires careful thought lest it provide nonsensical results. SGD does not adapt the noise added to the size of the datasets or the stability of GLVQ on subsets of the data. However, through rigorous accounting of accumulated privacy loss, it achieves good results even for small ε and can easily be adapted to any other LVQ method which is based on a gradient descent.
Ease of use
Implementing SA for GLVQ requires only a few lines of code. The only parameter that requires tuning (apart from ε and δ), is the number of subsets m. In contrast, implementing COA requires a more complicated aggregation procedure and involves more parameters, e.g. the choice of radius t 0 , the smoothness parameter β, the admissibility parameter α of the noise distribution and the number of subsets s that may contain the same point. While [43] gives recommendations for most of these settings, these did not yield reasonable accuracies for our settings. Implementing SGD also requires only a few lines of code. It requires the choice of the batch size which corresponds to the sample probability, the clipping threshold and the number of epochs.
Computational issues
Let n be the number of points in the data set. Let m be the number of training subsets for SA and COA. Then, calculating sample and aggregate requires m GLVQ runs on n/m data points each, with complexity n/m · k· number of iterations per LVQ. These runs are completely independent and can thus be easily parallelized. SA requires computing an average over m GLVQ models. If there is more than one prototype per class, a matching between the prototypes can easily be implemented (e.g. as maximum flow problem per class). COA also requires m GLVQ runs on n/m data points each, and may also require the finding a matching between prototypes if there is more than one per class. Instead of averaging, COA requires finding the model with minimum t 0 -radius, which takes O(m 2 log m) time. In our experiments, we did not report actual run times, since, in practice, SGD essentially has the same complexity as a standard minibatch gradient descent. COA and SA are faster than classical batch GLVQ with LBFGS, since they act on smaller minibatches. All experiments are manageable on a standard desktop computer, e.g. training COA or SA for the MNIST data on a Intel R ⃝ Xeon E5-1620 v3 with 3.5GHz and 16 GB RAM takes about 7s.
Guarantees
Per design, all methods guarantee differential privacy with a certain loss. Yet, to the best of our knowledge, there are no results which allow us to bound the noise which need to be added by SGD or SA. [43, Theorem 4.2] gives bounds for the noise added by COA for data sets that are sufficiently good-natured. It is shown that if the optimum found by GLVQ on D with range of diameter S can be approximated within accuracy r using samples of size n/m, then the difference between the optimum found by GLVQ on D and the differentially private result has expected magnitude
in each coordinate. It is not clear whether there exist conditions on a dataset that ensure that GLVQ can be approximated within accuracy r on subsamples. However, it can be shown that under certain separation conditions on D, LVQ1 with one prototype per class can be approximated within accuracy r on D, so that the cited theorem provides noise bounds in this case. However, if GLVQ is unstable under subsampling of D, the results given by center of attention may differ markedly from the optimal solution, as we have observed in experiments.
Conclusions
We have investigated technologies which enable an extension of LVQ schemes to variants which respect differential privacy. As we have shown, LVQ, by its very design, has a high risk of revealing private information if used in its vanilla form. This is due to at least two different effects: prototypes which represent the model are essentially close to centers of data points hence, similar to the privacy risks of the mean, outliers can possibly be detected. Second, the result of LVQ is not stable in particular in settings where the number of prototypes does not match the inherent modality of the data distribution and several symmetric optimal solutions exist. Also in these settings, information about few points can possibly leak since few points can break those symmetries. Turning LVQ schemes into DP variants faces the challenge that, according to the possibly large sensitivity of LVQ schemes, different mechanisms are needed which focus on batches and their suitable aggregation. The latter can be either incorporated into training itself, i.e. a mini-batch gradient descent, or it can be used for subsequent aggregation. In both settings, noise can limit the information which can be uncovered as concerns a single data point from the final result. Depending on the accepted privacy loss, these technologies yield acceptable results, and the sensitivity as regards meta-parameters can be controlled. Interestingly, a simple aggregation seems better suited in particular for high dimensional data sets in comparison to a more advanced aggregation based on the center of attention. Further, gradient based techniques provide convincing results.
These mechanisms are first steps towards learning schemes for LVQ which enable the release of models also in areas with highly sensitive data such as biomedical models or activity profiles. At present, the proposed mechanisms are yet limited to single prototypes per cluster, but extensions would be possible based on more general initialization or aggregation, respectively. Further, DP metric learning yet constitutes a challenge due to its high sensitivity to noise.
It can be expected that the notion of privacy goes hand in hand with a (small) loss in accuracy of the model, since random noise rather than dedicated information is added, which typically goes beyond the amount of noise used to regularize machine learning models. Hence, typically, comparably big data is required for reasonable results. A challenging question is how to mediate this problem in practical applications, where small data or rare populations are present. Recent approaches propose mechanisms which enable a selection about how much potentially sensitive information can be revealed provided a higher accuracy is required, such as discussed e.g. in the work [37] . It would be an interesting endeavor to extend this technology to LVQ schemes.
