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Increasingly we rely on machine intelligence for reasoning and decision making under uncertainty. This tutorial 
reviews the prevalent methods for model-based autonomous decision making based on observations and prior 
knowledge, primarily in the context of classification. Both observations and the knowledge-base available for 
reasoning are treated as being uncertain. Accordingly, the central themes of this tutorial are quantitative mod- 
eling of uncertainty, the rules required to combine such uncertain information, and the task of decision making 
under uncertainty. The paper covers the main approaches to uncertain knowledge representation and reasoning, 
in particular, Bayesian probability theory, possibility theory, reasoning based on belief functions and finally im- 
precise probability theory. The main feature of the tutorial is that it illustrates various approaches with several 
testing scenarios, and provides MATLAB solutions for them as a supplementary material for an interested reader. 
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(. Introduction 
In most everyday situations we deal with uncertainty, from weather
orecast and sporting games to medical diagnosis and investment op-
ions. The goal in all these situations is to make a decision based on
ncertain domain knowledge and collected observations. In doing so,
ncreasingly we rely on machine intelligence, which requires us to some-
ow quantify uncertainty in order to carry out statistical inference. Ac-
ordingly, in this tutorial we focus on methods of mathematical mod-
lling of uncertain information available in the form of sensory mea-
urements 1 and other types of information such as prior domain knowl-
dge, human originated statements (spoken or written), or contextual
nformation. Given such information, we will primarily consider deci-
ion making in the context of classification of objects or phenomena.
hus, we define a decision as a choice of one of a finite number of
vailable options. In the presence of uncertainty, the most important
onsideration in mathematical modeling is integrity [1] : a model should
rovide an accurate representation of available (actual) knowledge. 
There is no universally accepted definition of uncertain information
2] . We will follow the classification proposed by Smets [3] and divide
ncertain (or imperfect) information into imprecise information, infor-
ation affected by variability due to random effects and erroneous infor-
ation. ∗ Corresponding author. 
E-mail addresses: branko.ristic@rmit.edu.au (B. Ristic), christopher.gilliam@
lessio.Benavoli@ul.ie (A. Benavoli). 
1 Sensory measurements are typically physical quantities, expressed by 
umbers. 
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566-2535/Crown Copyright © 2019 Published by Elsevier B.V. This is an open acce
 http://creativecommons.org/licenses/by-nc-nd/4.0/ ) Information is imprecise if it denotes a set of possible values. For
xample, let the question be “How high is the Eiffel tower? ” and the
omain of legal values is the set of natural numbers (the units are me-
res) from 100 to 600. Specific examples of imprecise information are
rovided by statements such as: (i) more than 250; (ii) in the inter-
al from 300 to 350; (iii) not less than 320; (iv) either 324 or 325.
he two extremes of imprecision are: the precise (true) answer (in this
ase 324) and the null answer (the entire domain of legal values). Im-
recision is also referred to as the epistemic uncertainty or incomplete-
ess [2] . It is important to note that imprecision does not compromise
he integrity of modeling, as long as the truth is in the set of possible
alues. 
Information affected by variability caused by random errors, is the
nformation which cannot be stated with full confidence. The uncer-
ainty caused by randomness is referred to as aleatory uncertainty . Going
ack to the Eiffel tower example, suppose we used the Thales method of
imilar triangles and estimated the tower height. The resulting estimate
s uncertain due to the measurement error and this type of uncertain
nformation is typically expressed by a probability function. A specific
xample could be a probability mass function (PMF) whose support is
321, 322, 323, 324, 325} with the confidence values 0.1, 0.2, 0.4, 0.2,
.1, respectively. The convention is that the confidence values sum-up
o one. Note that aleatory uncertain information does not compromisermit.edu.au (C. Gilliam), marion.byrne@dst.defence.gov.au (M. Byrne), 
019 
ss article under the CC BY-NC-ND license. 
B. Ristic, C. Gilliam and M. Byrne et al. Information Fusion 55 (2020) 30–44 
t  
c
 
o  
i  
a  
i  
w
 
h  
t  
o  
t  
[  
w  
e  
t  
p  
w  
t  
S  
E  
a  
a
 
c  
t  
a  
p  
p  
p  
i  
s  
i  
S
2
 
a  
u  
f  
a  
t  
b  
a  
r  
a  
w  
(  
o  
t
2
 
v
  
w  
e  
a  
e
a  
b  
F  
m
 
u  
c  
l  
a  
𝑃  
f  
P  
c  
p
 
a  
i  
h  
r  
a  
t
 
v
𝑝  
W  
w  
r  
t  
a  
(  
s  
  
b  
m  
c
 
i  
p  
c  
i
 
m  
𝑧  
t  
𝑘
𝑝  
w
 
i
T  
t  
s  
n  
f  
3 This property is in general valid for any countable sequence of disjoint 
events. 
4 The term classification is essentially a synonym for statistical estimation on he integrity of modeling, as long as the true value is assigned a non-zero
onfidence. 
Erroneous modeling in model-based reasoning under uncertainty is
ften referred to as the model-mismatch situation. Note that this type of
nformation compromises the integrity. Although every effort is made to
void erroneous modeling in practice, when the modeling information
s difficult to obtain 2 , it may be a reality that a practitioner has to deal
ith. 
In addition to the three main categories, other kinds of uncertainty
ave been defined, such as the ambiguity and vagueness . Ambiguity refers
o the case when the true value is believed to be in the union of subsets
f the state space. For example, an ambiguous imprecise information is
hat the height of the Eiffel tower is either in the interval [200,250] or
300,400]. This statement implicitly assumes the confidence value 1. If
e introduce confidence values less than 1 to the various intervals, for
xample, the confidence of 0.3 to [200,250] and 0.7 to [300,400], then
he information is affected by triple uncertainty, i.e. it is ambiguous, im-
recise and aleatory. Vagueness is a measure of fuzzyness when dealing
ith imprecision. Recall that imprecise information about the height of
he Eiffel tower was expressed by intervals which represent crisp sets.
uppose, however, that the available information is “The height of the
iffel tower is approximately 325 m ”. This information is both vague
nd imprecise, and could be represented with a fuzzy interval centered
t 325 [4] . 
The tutorial reviews the prevalent methods for quantification of un-
ertain (imperfect) information and subsequent model-based classifica-
ion. Four such methods are discussed in detail and illustrated with ex-
mples. Section 2 presents the standard and random set-based Bayesian
robabilistic methods. Section 3 describes the method which uses the
ossibility functions to represent uncertainty. Section 4 reviews the ap-
roach based on belief functions. Finally, uncertainty reasoning using
mprecise probabilities is discussed in Section 5 . Throughout the paper,
everal testing scenarios are solved by the reviewed methods for reason-
ng/classification under uncertainty. MATLAB solutions are available as
upplementary Material. 
. Bayesian approaches 
Two noteworthy advocates of Bayesian model-based classification
re [5,6] . In this framework, the uncertain information is quantified
sing the probability functions and Bayes’ rule is applied to make in-
erence. A probabilistic model is a mathematical model for explaining
 phenomenon (and observations): it quantifies information and uncer-
ainty in terms of probability distributions. It is a powerful framework
ut it only allows us to model the known unknowns (expressed via prob-
bility distributions). For other types of unknowns (imprecision, incor-
ect models), the Bayesian method in its simplest form is inappropriate
nd must be adapted or modified in a suitable manner [7] . One note-
orthy modification is provided by Mahler [8, Ch.4–8] , whose approach
see Section 2.2 ) is applicable to situations where the information (pri-
rs, measurements, likelihoods) is imprecise (possibly vague) in addition
o being random. 
.1. Classical Bayesian classification 
Consider a discrete random variable X , referred to as a class , taking
alues from a finite discrete space 
 = { 𝑥 1 , 𝑥 2 , ⋯ , 𝑥 𝑁 } (1)
ith the cardinality (number of classes) N > 1. We assume, unless oth-
rwise stated, that the set  is exhaustive, that is, all possible classes
re included in  . This assumption (also referred to as the closed world2 For example in military context, or when the repeated experiments are too 
xpensive. 
a
i
w
31 ssumption), is weak in the sense that all non-accounted classes can
e included in  under an unknown class, thus satisfying exhaustivity.
urthermore, we assume that the elements of  are mutually exclusive,
eaning that an object can be classified only as a single element of  . 
The Bayesian method uses probability distributions to characterise
ncertainty. Let the probability of an event 𝐴 ⊆  be denoted P ( A ). For
ompleteness, the axioms of probability (due to Kolmogorov) are as fol-
ows: (1) P ( A ) ≥ 0 for all 𝐴 ⊆  ; (2) 𝑃 (  ) = 1 ; (3) the probability of
 union of two disjoint events 3 A 1 and A 2 , is given by 𝑃 ( 𝐴 1 ∪ 𝐴 2 ) =
 ( 𝐴 1 ) + 𝑃 ( 𝐴 2 ) . A consequence is that 𝑃 (∅) = 0 . The probability mass
unction (PMF) 𝑝 ∶  → [0 , 1] , corresponding to the probability measure
 , is introduced via the following relationship: 𝑃 ( 𝐴 ) = 
∑
𝑥 ∈𝐴 𝑝 ( 𝑥 ) . Then
learly, 
∑
𝑥 ∈ 𝑝 ( 𝑥 ) = 1 . The PMF p assigns to each 𝑥 ∈  the probability
 ( x ) that x is the true class. 
Next we introduce the space of measured object features  , either
s a continuous or a discrete space (possibly multi-dimensional). The
nference (object classification 4 ) is carried out on  , the space which is
idden (being directly unobservable) using feature measurements. The
elationship between a feature and the (hidden) object classes 𝑥 ∈  is
ssumed known and expressed by a probabilistic model, referred to as
he likelihood function g ( · | x ). 
Classification is carried out using Bayes formula [9,10] , which pro-
ides the probability of class 𝑥 ∈  given the feature 𝑧 ∈  : 
 ( 𝑥 |𝑧 ) = 𝑔( 𝑧 |𝑥 ) 𝑝 ( 𝑥 ) ∑
𝑥 ′∈ 𝑔( 𝑧 |𝑥 ′) 𝑝 ( 𝑥 ′) . (2)
e can interpret p ( x ) in (2) as the prior probability of class 𝑥 ∈  (before
e process measurement z ). The corresponding class probability p ( x | z ),
eferred to as posterior , is obtained by revising the prior, using (2) . Note
hat the key role in revising the prior is played by the likelihood g ( z | x ),
s the conditional probability of z given x is true. The denominator in
2) , 𝑝 ( 𝑧 ) = 
∑
𝑥 ∈ 𝑔( 𝑧 |𝑥 ) 𝑝 ( 𝑥 ) , is just a normalisation constant which en-
ures that posterior satisfies 
∑
𝑥 ∈ 𝑝 ( 𝑥 |𝑧 ) = 1 . For a discrete feature space
 , the likelihood is typically represented by a confusion matrix or a ta-
le of conditional PMFs g ( z | x ), for all 𝑥 ∈  and 𝑧 ∈  . If the aim is to
inimize the chance of misclassification, then the classifier chooses the
lass with the highest posterior probability [ 9 , Section 1.5]. 
Note that the Bayesian classifier requires the uncertainty inherent
n prior knowledge and measurement to be expressed precisely by the
rior p and the likelihood function g ( · | x ), respectively. Later we will
onsider theoretical frameworks for reasoning where this requirement
s relaxed. 
Consider now a case where a sequence, or a collection, of feature
easurements z 1: k ≡ z 1 , z 2 , ⋅⋅⋅, z k is available for classification, with
 𝑗 ∈  for 𝑗 = 1 , … , 𝑘 . Assuming the feature measurements are condi-
ionally independent, Bayes formula 5 can be expressed recursively for
 = 1 , 2 , 3 , ⋯ as: 
 ( 𝑥 |𝑧 1∶ 𝑘 ) = 𝑔( 𝑧 𝑘 |𝑥 ) 𝑝 ( 𝑥 |𝑧 1∶ 𝑘 −1 ) ∑
𝑥 ′∈ 𝑔( 𝑧 𝑘 |𝑥 ′) 𝑝 ( 𝑥 ′|𝑧 1∶ 𝑘 −1 ) (3)
here at 𝑘 = 1 , by convention, p ( x | z 1: 0 ) ≡ p ( x ). 
Let us demonstrate the Bayesian classifier with the following test,
nspired by Buede and Girardi [5] . 
esting Scenario 1. Let 𝑁 = 3 with  = { 𝑥 1 , 𝑥 2 , 𝑥 3 } , and a discrete fea-
ure space of equal cardinality N , that is  = { 𝜁1 , 𝜁2 , 𝜁3 } . The confu-
ion matrix is given in Table 1 (a): it is symmetric, with equal diago-
al elements and its rows and columns add up to 1. This type of con-
usion matrix is completely specified with two parameters, N and d , discrete state space with no system dynamics (i.e. a class is constant in time). 
5 Because of the independence assumption, a Bayesian classifier of this type 
s referred to as naive in the machine learning literature. This classifier is in 
idespread use. 
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Table 1 
Testing Scenario 1: confusion matrix and posterior probability matrix. 
(a) Confusion matrix (b) Posterior probability matrix 
g ( 𝜁 i | x j ) x 1 x 2 x 3 p ( x j | 𝜁 i ) 𝜁1 𝜁2 𝜁3 
𝜁1 5/7 1/7 1/7 x 1 10/13 2/13 2/9 
𝜁2 1/7 5/7 1/7 x 2 2/13 10/13 2/9 
𝜁3 1/7 1/7 5/7 x 3 1/13 1/13 5/9 
Fig. 1. Bayesian classification, Monte Carlo results for Testing Scenario 1: the 
true class is x 2 . For clarity, the figure shows only the average posterior probabil- 
ities p ( x 1 | z 1: k ) (red) and p ( x 2 | z 1: k ) (blue), whereas 𝑝 ( 𝑥 3 |𝑧 1∶ 𝑘 ) = 1 − 𝑝 ( 𝑥 1 |𝑧 1∶ 𝑘 ) − 
𝑝 ( 𝑥 2 |𝑧 1∶ 𝑘 ) is not shown. Error bars indicate plus/minus one standard deviation 
(truncated to interval [0,1]). (For interpretation of the references to color in this 
figure legend, the reader is referred to the web version of this article.) 
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Fig. 2. Zadeh example: the probability mass 𝑝 ( 𝑥 1 ) = 𝑝 ( 𝑥 3 ) as a function of con- 
fidence 𝛼. 
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 here d , referred to as diagnosticity , represents the ratio between the
iagonal and a non-diagonal element of the matrix. For the confusion
atrix in Table 1 (a), 𝑑 = 5 . The prior class probabilities are given by
 ( 𝑥 1 ) = 𝑝 ( 𝑥 2 ) = 2∕5 and 𝑝 ( 𝑥 3 ) = 1∕5 . □
The Bayesian classifier applies (2) to compute the posterior probabil-
ty matrix, which for Testing Scenario 1 is given by Table 1 (b), which
isplays probabilities p ( x j | 𝜁 i ) for 𝑖, 𝑗 = 1 , 2 , 3 . 
ATLAB exercise. ≫ script_1(5, 3, [2/5 2/5 1/5]); 
For the problem described in Testing Scenario 1 , the likelihood ta-
les accurately represent the uncertainty due to random errors. Note
hat this statement is only true provided the feature measurement gen-
ration follows the specification in Table 1 (a). In order to understand
ow the uncertainty due to randomness influences the described clas-
ification problem, let us consider a testing scenario involving Monte
arlo simulations. 
esting Scenario 2. Consider again the confusion matrix in Table 1 (a).
 sequence of 𝐾 = 25 feature measurements is generated at random fol-
owing the probabilistic model specified by this confusion matrix. In do-
ng so, the true class is adopted to be x 2 . Repeat this procedure n times
o create an ensemble of n independent Monte Carlo realisations. □
For Testing Scenario 2 we apply Eq. (3) recursively, to compute
lass probabilities p ( x j | z 1: k ), for 𝑗 = 1 , 2 , 3 and 𝑘 = 1 , 2 , … , 𝐾. The re-
ult, obtained by averaging over 𝑛 = 5000 Monte Carlo realisations,
s shown in Fig. 1 . This figure displays the posterior probabilities
 ( x 1 | z 1: k ) (red) and p ( x 2 | z 1: k ) (blue) with the associated error bars, in-
icating the plus/minus one standard deviation from the mean (trun-
ated to interval [0,1]). The third posterior probability p ( x 3 | z 1: k ) = 1 -
 p ( x 1 | z 1: k ) + p ( x 2 | z 1: k ) is omitted for clarity. Note that at 𝑘 = 0 , the
osteriors equal the prior. 
ATLAB exercise. ≫ script_2(5, 3, [2/5 2/5 1/5],50 0 0); 32 Fig. 1 indicates that, due to random errors affecting the feature mea-
urements (characterised precisely with the confusion matrix), it takes
n average 𝑘 = 9 feature measurements for the classifier to achieve con-
dence above 95% for the true class x 2 . For a confusion matrix with a
igher value of diagnosticity d , the convergence would be faster. 
.1.1. Multi-source combination rule 
Suppose there are two classifiers. Classifier j , where 𝑗 = 1 , 2 , pro-
esses a collection of measurements 𝑧 ( 𝑗) 1∶ 𝑘 𝑗 
from source j . The poste-
ior PMF resulting from classifier j is denoted by 𝑝 𝑗 ≡ 𝑝 ( ⋅|𝑧 ( 𝑗) 1∶ 𝑘 𝑗 ) . If the
wo sources of feature measurements are conditionally independent, the
uestion is how to combine (fuse) the two posteriors p 1 and p 2 ? The an-
wer is to use the following fusion formula [11] : 
 ( 𝑥 ) = 
𝑝 1 ( 𝑥 ) 𝑝 2 ( 𝑥 ) ∑
𝑥 ′∈ 𝑝 1 ( 𝑥 ′) 𝑝 2 ( 𝑥 ′) 
. (4)
he key aspect of this formula is that it treats both sources as reli-
ble and trustworthy. The formula is not applicable if the support of
 1 and the support of p 2 form two disjoint sets, because then the de-
ominator of (4) is zero. This situation corresponds to total conflict be-
ween the sources. Even if the denominator of (4) has a very small
ut non-zero value, the rule may be impractical, as highlighted by
adeh’s example [12] , where  = { 𝑥 1 , 𝑥 2 , 𝑥 3 } , with 𝑝 1 = (0 . 99 , 0 . 01 , 0)
nd 𝑝 2 = (0 , 0 . 01 , 0 . 99) . Direct application of (4) to the Zadeh’s exam-
le results in combined probability 𝑝 = (0 , 1 , 0) , which states with 100%
onfidence that the truth is x 2 . The result is counter intuitive, hence, as
rgued in [6] , one has to be careful in naively applying (4) . Due to a very
igh level of conflict between p 1 and p 2 , it would make more sense to as-
ign a certain level of confidence 0 < 𝛼 < 1 to both sources, before apply-
ng (4) . Thus, we should express beliefs with modified probability func-
ions, such as ?̃? 1 = (0 . 99 𝛼, 0 . 01 𝛼, 1 − 𝛼) and ?̃? 2 = (1 − 𝛼, 0 . 01 𝛼, 0 . 99 𝛼) .
fter combing ?̃? 1 with ?̃? 2 using (4) , the probability mass assigned to x 1 
nd x 3 is given by: 
 ( 𝑥 1 ) = 𝑝 ( 𝑥 3 ) = 
0 . 99 𝛼(1 − 𝛼) 
2 ⋅ 0 . 99 𝛼(1 − 𝛼) + 0 . 01 2 𝛼2 
. 
he plot of 𝑝 ( 𝑥 1 ) = 𝑝 ( 𝑥 3 ) versus 𝛼 is shown in Fig. 2 ; it reveals that even
he slightest doubt in reliability of sources can create a dramatic change
n the result of (4) . Even for 𝛼 ≤ 0.998, we can see that 𝑝 ( 𝑥 1 ) = 𝑝 ( 𝑥 3 ) ≈
 . 5 , the result which agrees with our intuition. 
.1.2. Unknown dependence 
In the absence of knowledge that the two sources of measurements
re conditionally independent, a variation of (4) , known as the gener-
lised covariance intersection , can be applied to fuse p 1 and p 2 [13,14] :
 𝜔 ( 𝑥 ) = 
𝑝 𝜔 1 ( 𝑥 ) 𝑝 
1− 𝜔 
2 ( 𝑥 ) ∑
𝑥 ′∈ 𝑝 
𝜔 ( 𝑥 ′) 𝑝 1− 𝜔 ( 𝑥 ′) 
, (5)
B. Ristic, C. Gilliam and M. Byrne et al. Information Fusion 55 (2020) 30–44 
Table 2 
Confusion matrix for Testing Scenario 3 used 
by the Bayesian classifier. 
g ( 𝜁 i | x j ) x 1 x 2 x 3 
𝜁1 1 1/2 1/3 
𝜁2 0 1/2 1/3 
𝜁3 0 0 1/3 
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Fig. 3. Testing Scenario 3 - The posterior class probability versus k obtained 
using the Bayesian classifier. The feature sequence contains all 𝜁1 , except that 
the 7th feature is 𝜁2 and the 13th feature is 𝜁3 . 
Fig. 4. Imprecise mapping of 𝑥 ∈  into a set Σ𝑥 ⊆  . 
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𝑔  here the scalar 𝜔 , which features in the exponent, satisfies 0 ≤ 𝜔 ≤ 1.
he rule of combination (5) is more conservative than (4) . For example,
f 𝑝 1 = 𝑝 2 = 𝑞, the rule (5) would yield 𝑝 𝜔 = 𝑞, for any value of 𝜔 . Mahler
13] proposed to choose 𝜔 to maximise the “peakiness ” of p 𝜔 ( x ), i.e. 
 𝜔, 𝑥 ∗ ) = arg max 
𝜔,𝑥 
𝑝 𝜔 ( 𝑥 ) , 
here x ∗ is the most probable class. 
.1.3. Imprecise likelihood specification 
As we alluded earlier, the Bayesian approach may produce counter-
ntuitive results when other types of imperfect information (imprecision,
ncorrect models) are involved. For example, the lack of prior class prob-
bilities is an instance of (extreme) imprecision: in this case all we know
s that the entire domain of legal values ( N classes) contains the truth.
n the framework of Bayesian statistics, imprecision (epistemic uncer-
ainty) is simply replaced with aleatory uncertainty via the principle of
aximum entropy. This principle, when the prior is unavailable, adopts
s the prior the PMF over  with the highest entropy, which turns out to
e the uniform distribution [15] . Next we consider imprecision in spec-
fying the relationship between the features and the classes, motivated
y discussion in [16] . 
esting Scenario 3. Consider the space of classes  = { 𝑥 1 , 𝑥 2 , 𝑥 3 } ,
nd assume a discrete feature space of equal cardinality, that is  =
 𝜁1 , 𝜁2 , 𝜁3 } . The confusion matrix is not available, instead, the domain
nowledge is summarised as follows 6 : 
(a) Class x 1 can cause observation 𝜁1 , only; 
(b) Class x 2 can cause observation 𝜁1 or 𝜁2 ; 
(c) Class x 3 can cause any observation from  . 
Suppose the sequence of 17 feature measurements is available for
lassification. All measurements in this sequence are 𝜁1 , except the 7th
easurement being 𝑧 7 = 𝜁2 and the 13th, being 𝑧 13 = 𝜁3 . The prior class
robabilities are assumed equal. □
We refer to the model described above as being imprecise because
here is no unique mapping from  to  for classes x 2 and x 3 . In order
o use the Bayesian classifier, we are forced to adopt a confusion matrix
ith (precise) probability values. In the absence of further knowledge,
ne can invoke the principle of maximum entropy and use the uniform
istribution over the subsets of  . This results in the confusion proba-
ility matrix given by Table 2 . 
Application of the Bayesian classifier (3) to the described sequence
f 17 measurements, results in posterior class probabilities shown in
ig. 3 . 
ATLAB exercise. ≫ script_3; 
In the Testing Scenario 3 , we argue that the standard Bayesian clas-
ifier gives incorrect answer until 𝑘 = 13 , when the measured feature
s 𝜁3 . In particular, for 1 ≤ k ≤ 6, when 𝜁1 was repeatedly reported, the
ayesian classifier decides that the object is of class 1, although all three
lasses can cause this type of measurement. Similarly, for 7 ≤ k ≤ 12,6 This testing scenario could be applied to the following situation:  is a set of 
hree vehicle classes: x 1 for a bus, x 2 for a passenger car and x 3 for a sports-car; 
 is a discretised space of measured acceleration values, i.e. 𝜁1 for small, 𝜁2 for 
edium and 𝜁3 for large acceleration. 
T  
u  
t  
m
Σ
33 ased on the 7th feature measurement 𝜁2 , the Bayesian classifier de-
ides that the object class is x 2 , although both x 2 and x 3 can be the
ause of feature 𝜁2 . 
When we deal with imprecise likelihoods, as in the Testing Sce-
ario 3 , a variant of the Bayesian classifier using random sets, performs
n agreement with our intuition. This is explained next. 
.2. Mahler’s approach using random sets 
Mahler [ 8 , Ch.4–8] proposed a novel approach to Bayesian estima-
ion, fusion and classification, applicable to situations where the infor-
ation (priors, measurements, likelihoods) is imprecise (and possibly
ague) in addition to being random. Mahler refers to this type of in-
ormation as non-traditional information [8] . In his approach, the un-
ertainty inherent in non-traditional data should be represented by a
pecial type of random variable that maps the outcome of a random ex-
eriment to a closed set, rather than to a point. Application of Mahler’s
pproach to imprecise model-based classification was first reported in
17] . 
Mahler’s approach is Bayesian, and therefore uses formula (2) or
3) for inference. The difference is in the interpretation of the likelihood
unction g ( z | x ). In Mahler’s approach, when the measurement model is
mprecise (such as in the Testing Scenario 3 ), the likelihood function
 ( z | x ) is replaced with the generalised likelihood function (GLF) ?̃? ( 𝑧 |𝑥 ) ,
hich is defined as the probability that z belongs to the set Σx . The set
x is the (possibly blurred) image of x on the measurement space  (see
ig. 4 ). Thus: 
̃ ( 𝑧 |𝑥 ) = 𝑃 ( 𝑧 ∈ Σ𝑥 ) . (6)
heoretical justification for Mahler’s approach can be found in [18] . Let
s next illustrate Mahler’s approach on Testing Scenario 3 . According to
he statements (a) - (c) in this scenario, we can define three sets in the
easurement space: 
𝑥 1 
= { 𝜁1 } 
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Table 3 
Confusion matrix for Testing Scenario 3 used by 
the Mahler’s classifier. 
?̃? ( 𝜁𝑖 |𝑥 𝑗 ) x 1 x 2 x 3 
𝜁1 1 1 1 
𝜁2 0 1 1 
𝜁3 0 0 1 
Fig. 5. Testing Scenario 3 - The posterior class probability versus k obtained 
using the Mahler approach. The feature sequence contains all 𝜁1 , except that 
the 7th feature is 𝜁2 and the 13th feature is 𝜁3 . 
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7 This property is valid for any countable sequence of disjoint events. 
8 The possibility measure belongs to a class of non-additive probabilities, see 
[23] . 
9 The notion of conditioning in possibility theory is discussed in more detail 
in [22] . 𝑥 2 
= { 𝜁1 , 𝜁2 } 
𝑥 3 
= { 𝜁1 , 𝜁2 , 𝜁3 } (7)
ote from (7) that: 
 ( 𝜁1 ∈ Σ𝑥 1 ) = 1 , 𝑃 ( 𝜁1 ∈ Σ𝑥 2 ) = 1 , 𝑃 ( 𝜁1 ∈ Σ𝑥 3 ) = 1 (8)
 ( 𝜁2 ∈ Σ𝑥 1 ) = 0 , 𝑃 ( 𝜁2 ∈ Σ𝑥 2 ) = 1 , 𝑃 ( 𝜁2 ∈ Σ𝑥 3 ) = 1 (9)
 ( 𝜁3 ∈ Σ𝑥 1 ) = 0 , 𝑃 ( 𝜁3 ∈ Σ𝑥 2 ) = 0 , 𝑃 ( 𝜁3 ∈ Σ𝑥 3 ) = 1 . (10)
hen, using (6) , the confusion matrix for Mahler’s classifier is shown in
able 3 . 
Next we apply Bayes formula (3) , where g ( z | x ) is replaced with
̃ ( 𝑧 |𝑥 ) , to the sequence of 17 measurements z 1: 17 described in the
esting Scenario 3 . The resulting posterior class probabilities are shown
n Fig. 5 . We observe that Mahler’s approach performs exactly in accor-
ance with our intuition: for 1 ≤ k ≤ 6 it gives equal probability to all
hree classes, because measurement 𝜁1 is uninformative and hence does
ot change the prior. For 7 ≤ k ≤ 12, it gives probability of 1/2 to classes
 2 and x 3 , but zero probability to class x 1 . Finally, the probability of
lass x 3 becomes 1 after receiving the 13th measurement. 
ATLAB exercise. ≫ script_4; 
In summary, Mahler’s approach enables Bayes formula to deal cor-
ectly with imprecise models (without violating their integrity). In the
bsence of imprecision in the specification of the likelihoods, such as in
he Testing Scenarios 1 and 2 , Mahler’s approach reduces to the classical
ayesian classifier and hence produces identical outputs. 
. Classification using possibility distributions 
The theory of possibility was introduced by Zadeh [19] as an exten-
ion of his theory of fuzzy sets and fuzzy logic. Later contributions were
ainly due to Dubois and Prade [20–22] and their co-workers. Possibil-
ty theory is driven by the principle of minimal specificity, meaning that34 ny hypothesis (i.e. object class) not known to be impossible, cannot be
uled out. 
For the space of object classes  of (1) , the possibility measure of
vent 𝐴 ⊆  is a mapping Π ∶ 2  → [0 , 1] , where 2  is the set of all
ubsets of  (the power set). Mapping Π must satisfy three axioms:
1) Π(∅) = 0 ; (2) Π( ) = 1 and (3) the possibility of a union of disjoint
vents 7 A 1 and A 2 is given by Π( 𝐴 1 ∪ 𝐴 2 ) = max [Π( 𝐴 1 ) , Π( 𝐴 2 )] . Axiom
1) means that  is an exhaustive set of possible classes. The interpre-
ation of axiom (2) is that Π is free of contradiction. Axiom (3) replaces
he additivity axiom in probabilities 8 
The possibility (mass) function 𝜋 ∶  → [0 , 1] corresponding to Π
s introduced via Π( 𝐴 ) = max 𝑥 ∈𝐴 𝜋( 𝑥 ) , for every 𝐴 ⊆  . Then clearly
ax 𝑥 ∈ 𝜋( 𝑥 ) = 1 . 
Possibility functions can represent the two extremes of imprecision
s follows: 
• Complete knowledge (when only one class is possible): for some x 0 ,
𝜋( 𝑥 0 ) = 1 and for all 𝑥 ∈  such that x ≠ x 0 , we have 𝜋( 𝑥 ) = 0 . 
• Complete ignorance (when all classes are possible): 𝜋( 𝑥 ) = 1 for all
𝑥 ∈  . 
We have introduced the notion of possibility of an event 𝐴 ⊆ 
s Π( A ). Note that a dual notion of necessity can be also defined as:
( 𝐴 ) = min 𝑥 ∉𝐴 [1 − 𝜋( 𝑥 )] . Duality of possibility and necessity can be ex-
ressed by 𝐶( 𝐴 ) = 1 − Π( 𝐴 𝑐 ) , where A c is the complement of A in  .
xioms (1) and (2) apply to necessity, i.e. 𝐶(∅) = 0 and 𝐶( ) = 1 , respec-
ively. Axiom (3) takes the form: 𝐶( 𝐴 ∩ 𝐵) = min [ 𝐶( 𝐴 ) , 𝐶( 𝐵)] . Note that
ossibility function 𝜋 induces both Π and C (i.e. knowing 𝜋 is sufficient
o calculate both Π and C ). One can interpret the necessity/possibility
air [ C , Π] as the lower and upper probabilities in the sense of Walley
nd co-workers [22,24] (to be discussed in Section 5 ). 
Any probability function p ( x ) can be turned into a possibility func-
ion 𝜋( x ), and conversely, any possibility function can be transformed
nto a probability function. The simplest transformations are: 
( 𝑥 ) = 𝑝 ( 𝑥 )∕ max 
𝑥 ′∈ 
𝑝 ( 𝑥 ′) (11) 
 ( 𝑥 ) = 𝜋( 𝑥 )∕ 
∑
𝑥 ′∈ 
𝜋( 𝑥 ′) . (12) 
or all 𝑥 ∈  . Other types of transformations have been also been pro-
osed, see [22] . 
Classification must be carried out using a formula which relates the
pace of classes  with the observation space  in a manner that is anal-
gous to Bayes’ rule. The Bayes-like formula to be used for this purpose
s given by [25,26] : 
( 𝑥 |𝑧 ) = 𝛾( 𝑧 |𝑥 ) 𝜋( 𝑥 ) 
max 
𝑥 ′∈ 
𝛾( 𝑧 |𝑥 ′) 𝜋( 𝑥 ′) . (13)
e can interpret 𝜋( x ) in (13) as the prior possibility that class 𝑥 ∈  is
rue. Furthermore, 𝛾( z | x ) is the possibility of receiving measurement z
iven that 9 the true class is x . We refer to 𝛾( · | x ) as the likelihood pos-
ibility function, being the analog of g ( · | x ) in (2) . The denominator in
13) represents the possibility of 𝑧 ∈  , i.e. 𝜋( 𝑧 ) = max 
𝑥 ∈ 
𝛾( 𝑧 |𝑥 ) 𝜋( 𝑥 ) . It en-
ures that the posterior possibility function satisfies max 𝑥 ∈ 𝜋( 𝑥 |𝑧 ) = 1 .
q. (13) is the analogue of Bayes’ rule (2) . The difference is twofold: the
um is replaced with the maximum; probability functions are replaced
ith possibility functions. 
Making a decision, such as choosing a class based on the posterior
ossibility mass function 𝜋( · | z ), is far from straightforward, see [22] .
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Table 4 
Testing Scenario 1 - tables with possibility values. 
(a) Confusion possibility matrix (b) Posterior possibility matrix 
𝛾( 𝜁 i | x j ) x 1 x 2 x 3 𝜋( x j | 𝜁 i ) 𝜁1 𝜁2 𝜁3 
𝜁1 1 1/5 1/5 x 1 1 1/5 2/5 
𝜁2 1/5 1 1/5 x 2 1/5 1 2/5 
𝜁3 1/5 1/5 1 x 3 1/10 1/10 1 
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Fig. 6. Possibilsitic classifier, Monte Carlo results for Testing Scenario 2 (the 
true class is x 2 ): the figure shows the average posterior possibility of class x 1 
and x 2 (with error bars indicating plus/minus one standard deviation, truncated 
to [0,1])). (For interpretation of the references to color in text, the reader is 
referred to the web version of this article.) 
Table 5 
Confusion possibility matrix for Testing Scenario 3. 
𝛾( 𝜁 i | x j ) x 1 x 2 x 3 
𝜁1 1 1 1 
𝜁2 0 1 1 
𝜁3 0 0 1 
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sne simple approach, which we adopt here, is to transform the posterior
ossibility 𝜋( · | z ) into probability via (12) , followed by the selection of
he class with the highest probability mass. 
Next we demonstrate the performance of the possibilistic classifier
ith the Testing Scenario 1 . 
esting Scenario 1. The first step is to convert the confusion matrix in
able 1 (a), which expresses the probability functions, into the corre-
ponding confusion matrix with possibility values. The result, obtained
y applying (11) to each column of the matrix in Table 1 (a), is shown
n Table 4 (a). Similarly, using (11) , the prior possibility function is
( 𝑥 1 ) = 𝜋( 𝑥 2 ) = 1 and 𝜋( 𝑥 3 ) = 1∕2 . Next, application of (13) results in
he posterior possibility matrix shown in Table 4 (b). Finally, applica-
ion of (12) to each column of the matrix in Table 4 (b) results in the
orresponding posterior probability matrix. Remarkably, the result is
xactly the same as shown in Table 1 (b), i.e. the possibilistic classifier
nd the Bayesian classifier perform identically on the Testing Scenario 1 .
n general, it is straightforward to prove the following property. 
roperty. Formula (13) followed by conversion (12) is equiva-
ent to Bayes’ rule (2) if 𝛾( 𝑧 |𝑥 ) = 𝑔 ( 𝑧 |𝑥 )∕ max 𝑧 ∈ 𝑔 ( 𝑧 |𝑥 ) and 𝜋( 𝑥 ) =
 ( 𝑥 )∕ max 𝑥 ∈ 𝑝 ( 𝑥 ) . 
ATLAB exercise. ≫ script_5(5, 3, [2/5 2/5 1/5]); 
A recursive variant of (13) , when a sequence or a collection of con-
itionally independent feature measurements z 1: k is available for clas-
ification, is given by: 
( 𝑥 |𝑧 1∶ 𝑘 ) = 𝛾( 𝑧 𝑘 |𝑥 ) 𝜋( 𝑥 |𝑧 1∶ 𝑘 −1 ) max 
𝑥 ′∈ 
𝛾( 𝑧 𝑘 |𝑥 ′) 𝜋( 𝑥 ′|𝑧 1∶ 𝑘 −1 ) (14)
here by convention 𝜋( x | z 1: 0 ) ≡𝜋( x ). 
Next we demonstrate the performance of the possibilistic classifier
ith Testing Scenarios 2 and 3 . 
esting Scenario 2. On each run a sequence of 𝐾 = 25 feature measure-
ents is generated following the specification in Table 1 (a), with the
rue class being x 2 . The result obtained by averaging over 5000 runs
f the possibilistic classifier is shown in Fig. 6 . This figure displays the
verage posterior possibility of class x 1 , that is 𝜋( x 1 | z 1: k ) (red squares)
nd the average posterior possibility of class x 2 , that is 𝜋( x 2 | z 1: k ) (blue
quares). Associated error bars, indicating plus/minus one standard de-
iation from the mean are also shown (truncated to interval [0,1]).
hen the possibility functions in Fig. 6 are transformed into probabil-
ty functions using (12) , in accordance with the previous comments, the
esult is exactly the same as shown in Fig. 1 . 
ATLAB exercise. ≫ script_6(5, 3, [2/5 2/5 1/5],50 0 0); 
.1. Multi-source combination rule 
Suppose two classifiers produce two posterior possibility functions,
1 and 𝜋2 , respectively. Assuming the sources of feature measurements
sed by the two classifiers are conditionally independent, the combina-
ion rule is given by [ 27 , Def.4]: 
( 𝑥 ) = 
𝜋1 ( 𝑥 ) 𝜋2 ( 𝑥 ) 
max 
𝑥 ′∈ 
[ 𝜋1 ( 𝑥 ′) 𝜋2 ( 𝑥 ′)] 
. (15)35 q. (15) , which is the analog of (4) , makes sense only if
ax  [ 𝜋1 ( 𝑥 ) 𝜋2 ( 𝑥 )] ≠ 0 . By revisiting the Zadeh example using the pos-
ibilistic approach and the combination rule (15) , one can observe that
t gives the same result as the Bayesian approach. However, in dealing
ith imprecise likelihoods, such as in Testing Scenario 3 , the possibilis-
ic classifier performs in accordance with our intuition. 
esting Scenario 3. According to the statements (a) - (c) in this scenario,
he confusion possibility matrix is given by Table 5 (which, interestingly,
quates Table 3 ). 
Application of the recursive formula (14) to the sequence of 17 mea-
urements z 1: 17 described in Testing Scenario 3 , results in posterior class
ossibility 𝜋( x | z 1: k ), shown in Fig. 7 versus the index k . Conversion of
ossibility to probability via (12) , results in the posterior class probabil-
ties identical to those in Fig. 5 . Thus we observe that the possibilistic
lassifier performs in the same manner as the Mahler’s approach, that is
n agreement with our intuition. 
ATLAB exercise. ≫ script_7; 
Next we introduce a testing scenario which involves a database with
lightly erroneous model. In this scenario, the confusion matrix that
as used in the generation of feature measurements is slightly different
rom the confusion matrix available for classification. This is a realistic
cenario, because it is rarely possible to exactly know the probabilistic
odels in practice. Thus, the testing scenario involves a database with
ompromised integrity and hence evaluates the robustness of a classifier
gainst the model-mismatch. 
esting Scenario 4. Again let 𝑁 = 3 with  = { 𝑥 1 , 𝑥 2 , 𝑥 3 } , and assume
 discrete feature space of equal cardinality, that is  = { 𝜁1 , 𝜁2 , 𝜁3 } . The
onfusion matrix used in the generation of feature measurements is the
ame as in Table 1 (a). The confusion matrix available for classification,
owever, is different and given by Table 6 . The prior class probabilities
re the same as in the Testing Scenario 1, that is, 𝑝 ( 𝑥 1 ) = 𝑝 ( 𝑥 2 ) = 2∕5 and
 ( 𝑥 3 ) = 1∕5 . The true class is x 2 . □
The results comparing the Bayesian and possibilistic classifiers are
hown in Fig. 8 . This figure displays the average probability of class x 2 
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Fig. 7. The posterior possibility of class 1, 2, and 3, 
versus k for Testing Scenario 3 . The input feature se- 
quence contains all 𝜁1 , except that the 7th and 13th 
feature are 𝜁2 and 𝜁3 , respectively. 
Table 6 
Confusion matrix available for the classifiers in the 
Testing Scenario 4 . 
g ( 𝜁 i | x j ) x 1 x 2 x 3 
𝜁1 0.42 0.375 0.15 
𝜁2 0.18 0.400 0.30 
𝜁3 0.40 0.225 0.55 
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𝑝  ersus the measurement index k , obtained from 5000 Monte Carlo runs.
hree cases are shown: (i) the case where the correct confusion matrix is
sed (blue line, the same as in Fig. 1 , and identical for both the Bayesian
nd possibilistic classifier), as an indication of the best achievable per-
ormance; (ii) the output of the Bayesian classifier using the incorrect
onfusion matrix of Table 6 (green line); (iii) the output of the possibilis-
ic classifier when the incorrect confusion matrix of Table 6 is used (red
ashed line). Observe that the possibilistic classifier converges much
aster than the Bayesian classifier in this scenario. Changing the values
n the incorrect confusion matrix, as expected, would affect the perfor-
ance of both classifiers, however, the possibilistic classifier on average
lways converges faster than the Bayesian. This is a remarkable result:
he possibilistic classifier is more robust to the model mismatch than
he Bayesian classifier. An explanation for this phenomenon is that pos-
ibility functions represent only the upper bounds of the corresponding
robability functions and thus are more resilient to the small errors in
robabilistic models. Similar results have been observed in the context
f estimation theory [28] . 
ATLAB exercise. ≫ script_8(5, 3, [2/5 2/5 1/5],50 0 0); 
. Classification using belief functions 
The specification of probability distributions typically demands more
nformation than is really available. Belief functions [29] were intro-
uced for modeling uncertainty (about knowledge, opinions, judgments
nd evidence) in order to allow a more realistic and flexible treatment.
n this tutorial we will mainly focus on an interpretation of belief func-
ion theory (also known as Dempster-Shafer (DS) theory) [29,30] re-
erred to as the transferrable belief model (TBM), developed by Smets
nd his coworkers [16,31–34] . An early (pre-TBM) attempt to apply
S theory to model-based classification [35] was vigorously attacked in
5] and hence did not make a lasting impact. The TBM framework, on
he other hand, has become one of the most favourable approaches to
bject classification, primarily because: (a) it is general enough to quan-
ify any type of uncertainty and (b) it provides a plethora of tools for36 bject classification (e.g. an uncertain implication rule and methods for
ealing with different granularities of the space of classes), which are
ot readily available in other approaches. 
.1. TBM approach 
The central element of the TBM is the basic belief assignment (bba)
 ∶ 2  → [0 , 1] , which expresses the belief over the power-set 2  = { 𝐴 ∶
 ⊆ } , which consists of all the subsets of the space of object classes
. A bba must satisfy: ∑
⊆ 
𝑚 ( 𝐴 ) = 1 . (16)
he value of m ( A ) represents the amount of belief that is exactly com-
itted to 𝐴 ⊆  , and due to lack of further information, cannot be trans-
erred to any more specific subset or element of A . Note that this is in
ontrast to the probability functions 𝑝 ∶  → [0 , 1] and possibility func-
ions 𝜋 ∶  → [0 , 1] , which both express the basic beliefs over the sin-
letons of  . Note also that the cardinality of the power-set grows with
 as 2 N . The bba assigned to the empty set, m ( ∅), can be interpreted
s the amount of conflict or the possibility that  is not an exhaustive
et. The subsets 𝐴 ⊆  with the property m ( A ) > 0, are referred to as the
ocal sets of the bba m . The state of complete ignorance is represented
y a vacuous bba, specified as: 𝑚 ( 𝐴 ) = 1 if 𝐴 =  , and zero otherwise. 
There are several alternative and convenient quantifications of be-
ief, all in one-to-one correspondence with the bba m . In this paper we
nly introduce the belief function and the plausibility function. 
.1.1. The belief function 
𝑏𝑒𝑙 ∶ 2  → [0 , 1] is defined for all 𝐴 ⊆  as 
𝑒𝑙( 𝐴 ) = 
∑
∅≠𝐵⊆𝐴 
𝑚 ( 𝐵) (17)
nd represents the total belief that is committed to A , without also being
ommitted to its complement A c . The belief function satisfies the follow-
ng conditions [29] : (i) 𝑏𝑒𝑙(∅) = 0 ; (ii) 𝑏𝑒𝑙( ) = 1 ; (iii) for any positive
nteger n and every collection of subsets  1 ,  2 , … ,  𝑛 ⊆  : 
𝑒𝑙 
( ⋃
𝑖 
 𝑖 
) 
≥ 
∑
𝐼 ⊆{ 1 , …,𝑛 } ,𝐼 ≠∅
(−1) |𝐼 |+1 𝑏𝑒𝑙 
( ⋂
𝑖 ∈𝐼 
 𝑖 
) 
(18)
here | I | denotes the cardinality of set I . Condition (iii) is referred to as
-monotonicity. 
.1.2. The plausibility function 
𝑝𝑙 ∶ 2  → [0 , 1] is defined for all 𝐴 ⊆  as 
𝑙( 𝐴 ) = 
∑
𝐴 ∩𝐵≠∅
𝑚 ( 𝐵) (19)
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Table 7 
Confusion matrix in Table 1 (a), for Testing Scenarios 
1 and 2, expressed with bbas. 
𝑚  ( ⋅|𝑥 𝑗 ) x 1 x 2 x 3 
∅ 0 0 0 
{ 𝜁1 } 5/7 1/7 1/7 
{ 𝜁2 } 1/7 5/7 1/7 
{ 𝜁1 , 𝜁2 } 0 0 0 
{ 𝜁3 } 1/7 1/7 5/7 
{ 𝜁1 , 𝜁3 } 0 0 0 
{ 𝜁2 , 𝜁3 } 0 0 0 
{ 𝜁1 , 𝜁2 , 𝜁3 } 0 0 0 
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t  nd represents the total belief which does not contradict A . 
The use of the TBM for object classification has been promoted in
33] . This reference refutes all arguments, presented in [5] about the
uperiority of Bayesian classification, with numerous examples. As we
entioned earlier, the TBM framework provides a very rich collection of
ools for manipulation of data in order to carry out object classification,
nd next we briefly review some of them. 
.1.3. Conjunctive combination 
Consider the case where two experts (or classifiers) provide their
elief in the form of two bbas, defined on the same space  . Let the two
bas be m 1 and m 2 , and suppose the they originate from two distinct 
10 
ieces of evidence. Then the joint impact of the two pieces of evidence
an be expressed by the bba 𝑚 12 = 𝑚 1 ∩○𝑚 2 defined as [33] : 
 12 ( 𝐴 ) = 
∑
𝐵,𝐶⊆ 
𝐵∩𝐶= 𝐴 
𝑚 1 ( 𝐵) ⋅ 𝑚 2 ( 𝐶) , ∀𝐴 ⊆  (20)
he conjunctive rule of combination (20) is both commutative and as-
ociative. Note that combination (20) may result in a conflict , which is
anifested by m 12 ( ∅) > 0. Providing that m 12 ( ∅) < 1, the normalised bba
̃  12 (which is free of conflict), corresponding to m 12 , can be computed
s 
̃  12 ( 𝐴 ) = 
{ 
𝑚 12 ( 𝐴 )∕(1 − 𝑚 12 (∅)) , for all 𝐴 ≠ ∅
0 , if 𝐴 = ∅. (21)
he belief mass given to empty set, i.e. m 12 ( ∅), is often used in the TBM
ramework as a distance measure between bba’s m 1 and m 2 [36,37] .
f this distance is too high (close to 1), this is an indication that the
wo bba’s may not be compatible (and perhaps should not be fused).
his could happen, for example, if m 1 and m 2 characterise two different
ntities (e.g. due to a data association error). 
It is straightforward to show that if m 1 and m 2 are two probability
unctions, then the normalised conjunctive combination (21) reduces to
he combination rule (4) . 
.1.4. The generalised Bayes theorem (GBT) 
Recall that the Bayes formula (2) combines the beliefs expressed over
wo state spaces, the space of classes  and the measurement space
 . This concept has been extended in the TBM framework as follows
33,34] . A sensor measurement is now an element of the power set 2  .
he likelihood (confusion) table is replaced with the bba table over  ,
onditioned on 𝑥 𝑖 ∈  being the true class ( 𝑖 = 1 , … , 𝑁). Let us denote
his bba table by 𝑚  ( ⋅|𝑥 𝑖 ) , where the superscript  is introduced to em-
hasise that this bba is defined over the space 2  . Given a measurement
 ∈ 2  , the GBT provides a formula for computing the conditional bba 11 
 
 ( ⋅|𝐵) expressed over the space of classes  , such that for every 𝐴 ⊆  :
 
 ( 𝐴 |𝐵) = ∏
𝑥 𝑖 ∈𝐴 
𝑝𝑙  ( 𝐵|𝑥 𝑖 ) ∏
𝑥 𝑖 ∈𝐴 𝑐 
[1 − 𝑝𝑙  ( 𝐵|𝑥 𝑖 )] , ∀𝐴 ⊆  , 𝐵 ⊆  (22)
here 𝑝𝑙  ( ⋅|𝑥 𝑖 ) is the conditional plausibility function computed from
 
 ( ⋅|𝑥 𝑖 ) via (19) . The GBT does not incorporate prior belief over  , that
s, the prior is by default considered to be a vacuous bba. If, however,
ome prior belief in the form of bba 𝑚  is available, then it can be
ombined with 𝑚  ( ⋅|𝐵) , resulting from (22) , using the conjunctive rule
f combination (20) . 
Suppose a sequence of k independent feature measurements 
 1∶ 𝑘 ≡ 𝐵 1 , 𝐵 2 , ⋯ , 𝐵 𝑘 
s available for classification, where 𝐵 𝑗 ∈ 2  , for 𝑗 = 1 , 2 , … , 𝑘 . The GBT
an be expressed recursively for 𝑘 = 2 , 3 , ⋯ as: 
(23) 10 The notion of ‘distinctness,’ discussed in [32] , is similar to independence. 
11 For more details on conditioning in TBM, see for example [33] . 
t  
t  
t
37 or all 𝐴 ⊆  , where 𝑚  ( 𝐴 |𝐵 𝑘 ) is computed using (22) . The recursion
tarts at 𝑘 = 1 with 
here bba 𝑚  represents the prior belief over the space of classes  . We
ill refer to 𝑚  ( ⋅|𝐵 1∶ 𝑘 ) as to the posterior bba at the measurement index
 . 
.1.5. Decision making and the pignistic probability 
Uncertainty represented by a bba 𝑚  is not practical for making a de-
ision on the object class. A comprehensive review on decision making
sing belief functions is presented in [38] . Because decision making is
traightforward with probabilities, a common approach is to first map
 bba to a probability function, and then, in the context of classifica-
ion, to choose the class with the highest probability. Note that there
re infinitely many such mappings. Smets [39] introduced the pignistic
ransform for this purpose, mapping a bba to a probability function re-
erred to as the pignistic probability (Later we introduce another mapping,
ue to Voorbraak [40] ). For singletons 𝑥 𝑖 ∈  , the pignistic probability
s defined as 
 
pign 
𝑚 ( 𝑥 𝑖 ) = 
∑
𝐴⊆ 𝑠.𝑡. 𝐴 ∋𝑥 𝑖 
1 |𝐴 | 𝑚  ( 𝐴 ) [1 − 𝑚  (∅)] (24)
he belief function and the plausibility function act as the lower and
pper limit, respectively, of the pignistic probability, that is: 𝑏𝑒𝑙( 𝑥 𝑖 ) ≤
 
pign 
𝑚 ( 𝑥 𝑖 ) ≤ 𝑝𝑙( 𝑥 𝑖 ) . 
Now we have all the necessary tools to apply the TBM classifier to
he Testing Scenarios 1 and 2 . 
esting Scenarios 1 and 2. Assuming that the confusion matrix in
able 1 (a) is trustworthy, we can simply represent it as a bba ma-
rix shown in Table 7 (note that a measurement in this table is an
lement of 2  ). Furthermore, assuming that the prior class probabili-
ies are correct, we can represent them as a bba with three focal sets:
 
 ({ 𝑥 1 }) = 𝑚  ({ 𝑥 2 }) = 2∕5 , 𝑚  ({ 𝑥 3 }) = 1∕5 . Then, application of the
BT (22) followed by the pignistic transform (24) results in the pos-
erior probability matrix identical to the one shown in Table 1 (b). 
ATLAB exercise. ≫ script_9(5, 3, [2/5 2/5 1/5]); 
Continuing with Monte Carlo simulations ( Testing Scenario 2 ) in-
olving a sequence of 𝐾 = 25 feature measurements and using the re-
ursive form of the GBT (23) , we expect to obtain the classification re-
ults identical to those shown in Fig. 1 . This, however, is true only if we
ccasionally normalise the bba 𝑚  ( ⋅|𝐵 1∶ 𝑘 ) , using (21) . For example, we
an apply normalisation, after application of the GBT (23) , if the belief
ass given to the empty-set is higher than 0.9. 
ATLAB exercise. ≫ script_10(5, 3, [2/5 2/5 1/5],10 0 0); 
In summary, because the probability functions are a special case of
he basic belief assignments, if they are trustworthy, we can use them in
he TBM framework unchanged. The GBT, followed by bba normalisa-
ion, in this case is identical to Bayes’ rule. Consequently, the classifica-
ion results by TBM equal those obtained using the Bayesian classifier. 
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Table 8 
The confusion matrix for Testing Scenario 3, expressed 
with bbas for TBM classification. 
𝑚  ( ⋅|𝑥 𝑗 ) x 1 x 2 x 3 
∅ 0 0 0 
{ 𝜁1 } 1 0 0 
{ 𝜁2 } 0 0 0 
{ 𝜁1 , 𝜁2 } 0 1 0 
{ 𝜁3 } 0 0 0 
{ 𝜁1 , 𝜁3 } 0 0 0 
{ 𝜁2 , 𝜁3 } 0 0 0 
{ 𝜁1 , 𝜁2 , 𝜁3 } 0 0 1 
Table 9 
Confusion matrix, built from Table 6 , for the Testing Sce- 
nario 4 and TBM classification. The columns are com- 
puted as the least committed bbas corresponding to those 
in Table 6 . 
𝑚  ( ⋅|𝑥 𝑗 ) x 1 x 2 x 3 
∅ 0 0 0 
{ 𝜁1 } 0.02 0 0 
{ 𝜁2 } 0 0.025 0 
{ 𝜁1 , 𝜁2 } 0 0.3 0 
{ 𝜁3 } 0 0 0.25 
{ 𝜁1 , 𝜁3 } 0.44 0 0 
{ 𝜁2 , 𝜁3 } 0 0 0.3 
{ 𝜁1 , 𝜁2 , 𝜁3 } 0.54 0.675 0.45 
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Fig. 8. Results for the Testing Scenario 4 (model mismatch); the true class is x 2 . 
The figure shows the average posterior probability of class 2 vs the measurement 
index k , computed by the Bayesian and the possibilistic classifiers. 
Fig. 9. Testing Scenario 4 (model mismatch) results for the TBM classifier: the 
average posterior probability of class 2 vs measurement index k (cyan solid line). 
The true class is x 2 . The remaining curves are the same as in Fig. 8 . 
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testing Scenario 3. The TBM framework deals elegantly with the sce-
ario which involves a database with imprecise feature-to-class specifi-
ation. The bba specification of the confusion matrix for this scenario
s given in Table 8 . Application of the TBM classifier (i.e. the recursive
BT (23) followed by the pignistic transform (24) ) to the sequence of
7 measurements z 1: 17 using the confusion matrix in Table 8 , results in
he plot identical to the one shown in Fig. 5 . We have already argued
hat this is the correct output. 
ATLAB exercise. ≫ script_11; 
.1.6. The least committed bba 
Before we apply the TBM framework to the Testing Scenario 4 , we
eed to introduce the concept of the least committed (LC) bba, corre-
ponding to the probability function p . If there is no reason to believe
hat p is a trustworthy (objective) representation of uncertainty (but
ather only a subjective model), then we may prefer to replace p by
he most cautious bba corresponding to p [32] . This bba is denoted 𝑚 𝑝 
LC 
nd is referred to as the LC bba. The pignistic transform of 𝑚 𝑝 
LC 
equals
 , that is 𝑃 
pign 
𝑚 
𝑝 
LC 
= 𝑝 . Note that 𝑚 𝑝 
LC 
is only one among an infinite num-
er of isopignistic bbas and is built from p as follows [16,32] . First, let
s re-label the elements of  so that 𝑝 ( 𝑥 (1) ) ≥ 𝑝 ( 𝑥 (2) ) ≥ ⋯ ≥ 𝑝 ( 𝑥 ( 𝑁) ) . The
C bba has up to N focal sets defined as 𝐴 𝑖 = { 𝑥 (1) , 𝑥 (2) , … , 𝑥 ( 𝑖 ) } , where
 = 1 , … , 𝑁 . Note that the focal sets are nested, that is A 1 ⊂A 2 ⊂ ⋅⋅⋅⊂A N .
he belief mass allocated to each focal set A i is given by [32] : 
 
𝑝 
LC 
( 𝐴 𝑖 ) = |𝐴 𝑖 | (𝑝 ( 𝑥 ( 𝑖 ) ) − 𝑝 ( 𝑥 ( 𝑖 +1) ) ) (25)
or 𝑖 = 1 , … , 𝑁 and with the convention 𝑝 ( 𝑥 ( 𝑁+1) ) = 0 . 
esting Scenario 4. Each column in the confusion matrix in Table 6 is
reated as a subjective probability function. The corresponding LC bbas
hen represent the columns of the confusion matrix to be used by the
BM classifier, shown in Table 9 . The average probability of class x 2 
ersus the measurement index k , obtained from 5000 Monte Carlo runs,
s shown in Fig. 9 . Observe that the least-committed TBM classifier con-
erges quicker than the Bayesian classifier, but slower than the possi-
ilistic classifier. 38 ATLAB exercise. ≫ script_12(5, 3, [2/5 2/5 1/5],50 0 0); 
.2. Dealing with different subspaces 
The most convincing arguments, put forward by Smets and his co-
orkers, in favour of the TBM versus the Bayesian probabilistic ap-
roach, involve the combination of beliefs expressed at different sub-
paces. For example Delmotte and Smets [33] , suppose there are 𝑁 = 3
lasses, i.e.  = { 𝑥 1 , 𝑥 2 , 𝑥 3 } . A type 1 feature can distinguish (in a prob-
bilistic sense) between the objects of class x 1 and class x 2 , while its
elationship to x 3 is unknown. Similarly, a type 2 feature can distin-
uish between x 2 and x 3 , but its relationship to x 1 is unknown. Let us
enote the beliefs expressed upon receiving features of type 1 and 2 with
bas 𝑚 
{ 𝑥 1 ,𝑥 2 } 
1 and 𝑚 
{ 𝑥 2 ,𝑥 3 } 
2 , respectively. The problem is how to combine
 
{ 𝑥 1 ,𝑥 2 } 
1 and 𝑚 
{ 𝑥 2 ,𝑥 3 } 
2 , being the two bbas on different spaces? 
The TBM introduces the concept of the ballooning extension in order
o solve this problem, without making additional assumptions (i.e. with-
ut compromising the integrity of the database). In the example above,
he TBM would apply the ballooning extension to represent both bbas,
 
{ 𝑥 1 ,𝑥 2 } 
1 and 𝑚 
{ 𝑥 2 ,𝑥 3 } 
2 , on the common space { x 1 , x 2 , x 3 }, followed by the
onjunctive rule of combination (20) . The ballooning extension plays
he key role in the derivation of the GBT (22) and in object classifica-
ion using uncertain implication rules [16] , [41] . 
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Table 10 
Testing Scenario 5 involving two bbas on par- 
tially overlapping spaces. 
𝑚 
{ 𝑥 1 ,𝑥 2 } 
1 𝑚 
{ 𝑥 2 ,𝑥 3 } 
2 
{ x 1 } 0.6 
{ x 2 } 0.4 0.7 
{ x 1 , x 2 } 
{ x 3 } 0.3 
{ x 1 , x 3 } 
{ x 2 , x 3 } 
{ x 1 , x 2 , x 3 } 
Table 11 
TBM solution for the Testing Scenario 5. 
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Table 12 
Testing Scenario 5: probabilistic and possibilistic approach. 
(a)Probability functions (b) Possibility functions 
𝑝  1 𝑝 
 
2 𝜋
 
1 𝜋
 
2 
x 1 
0 . 6 
𝛽+1 
𝛽
𝛽+1 
x 1 
0 . 6 
max [ 𝛽, 0 . 6] 
𝛽
max [ 𝛽, 0 . 7] 
x 2 
0 . 4 
𝛽+1 
0 . 7 
𝛽+1 
x 2 
0 . 4 
max [ 𝛽, 0 . 6] 
0 . 7 
max [ 𝛽, 0 . 7] 
x 3 
𝛽
𝛽+1 
0 . 3 
𝛽+1 
x 3 
𝛽
max [ 𝛽, 0 . 6] 
0 . 3 
max [ 𝛽, 0 . 7] 
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r  .2.1. Ballooning extension 
Let  be a space of classes and let  ′ be a subset of  . Given a bba 𝑚  
′
efined on  ′, its corresponding bba on  , which does not compromise
ntegrity 12 , is denoted as 𝑚  
′⇑ and expressed as [33] : 
 
 ′⇑ ( 𝐴 ) = 
{ 
𝑚  
′ ( 𝐴 ′) , if 𝐴 ′ ⊆  ′, 𝐴 = 𝐴 ′ ∪ (  ′) 𝑐 
0 , otherwise. 
(26)
esting Scenario 5. Let the space of object classes be  = { 𝑥 1 , 𝑥 2 , 𝑥 3 } .
wo bbas with partially overlapping spaces, 𝑚 
{ 𝑥 1 ,𝑥 2 } 
1 and 𝑚 
{ 𝑥 2 ,𝑥 3 } 
2 , are
pecified in Table 10 . Note that both bbas are probability functions.
ow to combine these two pieces of information and determine the most
robable class? □
The TBM solution is given in Table 11 . Columns 𝑚  1 and 𝑚 
 
2 in
able 11 were obtained by application of the ballooning extension to
 
{ 𝑥 1 ,𝑥 2 } 
1 and 𝑚 
{ 𝑥 2 ,𝑥 3 } 
2 , respectively. The column is a result of
he conjunctive rule of combination (20) . Finally the two last columns in
able 11 display the pignistic probability (see (24) ) and the Voorbraak
robability, explained next. 
.2.2. Voorbraak probability 
The Voorbraak transform [40] is a mapping from the belief space to
he probability space, defined for every 𝑥 𝑖 ∈  as: 
 
Voor 
𝑚 
( 𝑥 𝑖 ) = 
∑
𝐴⊆ 𝑠.𝑡. 𝐴 ∋𝑥 𝑖 
𝑚 ( 𝐴 ) ∑
𝐵⊆ 
𝑚 ( 𝐵) ⋅ |𝐵| (27)
he Voorbraak probability has the following remarkable property. Sup-
ose two bba 𝑚  1 and 𝑚 
 
2 are combined using the conjunctive rule (20) .
he Voorbraak probability of the combined bba equals the probability
unction obtained by application of the combination rule (4) to 𝑃 Voor 
𝑚 1 
nd 𝑃 Voor 
𝑚 2 
. 
A solution to the Testing Scenario 5 using the standard probability
heory and the possibilistic approach can be formulated by introducing
 free parameter 𝛽 > 0. Probability functions 𝑝  1 and 𝑝 
 
2 , corresponding
o Table 10 , are expressed in Table 12 (a). For example, 𝑝  1 is obtained
s follows: 𝑝  1 ( 𝑥 1 ) ∝ 0 . 6 , 𝑝 
 
1 ( 𝑥 2 ) ∝ 0 . 4 and 𝑝 
 
1 ( 𝑥 3 ) ∝ 𝛽. Then the normali-
ation constant is 0 . 4 + 0 . 6 + 𝛽 = 1 + 𝛽. 12 The least committed bba. 
u  
T  
s  
39 Possibility functions 𝜋 1 and 𝜋
 
2 , corresponding to Table 10 , are
xpressed in Table 12 (b). The normalisation constant for 𝜋 1 is
ax [0 , 4 , 0 . 6 , 𝛽] = max [0 . 6 , 𝛽] . 
We can combine 𝑝  1 and 𝑝 
 
2 using (4) . Accordingly, 𝜋
 
1 can be com-
ined with 𝜋 2 using (15) . If we choose 𝛽 = 1 , both approaches, remark-
bly, yield the same result as the TBM, followed by the Voorbraak trans-
orm (the last column of Table 11 ). 
ATLAB exercise. ≫ script_13; 
.2.3. Uncertain implication rules 
Sometimes it can be useful to express uncertain prior knowledge that
elates two different spaces, e.g.  and  , in the form of uncertain im-
lication rules. An implication rule R is formally an expression: 
 ⊆  ⇒ 𝐵 ⊆  . (28)
 shortened notation for (28) is A ⇒B . The rule (28) can be assigned a
onfidence level 𝛼 ∈ [0, 1]. The expression for a bba which represents the
ncertain implication rule (28) on the joint space  ×  was derived us-
ng the ballooning extension [16] by exploiting the logical equivalence
etween A ⇒B and “not A or B ”. This bba has two focal sets: 
 
× 
𝑅 
( 𝐶) = 
{ 
𝛼, if 𝐶 ∈ ( 𝐴 × 𝐵) ∪ ( 𝐴 𝑐 × ) 
1 − 𝛼, if 𝐶 ∈  ×  . (29)
ote that the bba 𝑚 × 
𝑅 
assigns the belief mass 1 − 𝛼 to the joint space
 ×  , which represents the complete ignorance. 
.2.4. Marginalisation 
Consider a bba defined on a joint space  ×  = {( 𝑥 𝑖 , 𝑦 𝑗 ); 𝑖 =
 , … , 𝑁 ; 𝑗 = 1 , … , 𝑀} . Marginalisation is a projection of bba 𝑚 × to
or  . The projection to  is defined as: 
 
×↓ ( 𝐴 ) = 
∑
𝐵↓𝐴 
𝑚 × ( 𝐵) , (30)
here the summation is carried out over all 𝐵 ⊆  ×  such that by
limination of  , B reduces to 𝐴 ⊆  . 
esting Scenario 6. Consider two spaces: (i) weather  = { 𝑔, ̄𝑔 } , where
 stands for good and ?̄? for the opposite; (ii) location  = { 𝑏, ℎ, 𝑜 } , where
, h and o stand for beach, home and office, respectively. Prior knowl-
dge comes in the form of the implication rule: if the weather is good,
he subject is located at the beach, with confidence 0.8. The weather
orecast for tomorrow is good with the confidence 0.7. Question: what
s the probability that the subject will be at the beach tomorrow? □
The product space has six elements, that is 
 ×  = {( 𝑔, 𝑏 ) , ( ̄𝑔 , 𝑏 ) , ( 𝑔, ℎ ) , ( ̄𝑔 , ℎ ) , ( 𝑔, 𝑜 ) , ( ̄𝑔 , 𝑜 )} . 
he TBM expresses belief over the power set 2 × . In order to com-
ine in TBM the two pieces of information (the weather forecast and
he implication rule), both must be expressed by bbas over the prod-
ct space. The resulting bbas contain only a limited number of focal
ets, and are shown in columns 𝑚 × 1 and 𝑚 
× 
2 of Table 13 . The bba
esulting from the conjunctive combination (20) , is given in the last col-
mn of Table 13 . Finally, in order to answer the question posed in the
esting Scenario 6 , we marginalise 𝑚 × 12 to  and obtain that the re-
ulting bba 𝑚 ×↓ 12 has two focal sets: { b } and  , with assigned basic
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Table 13 
Testing Scenario 6 - TBM. 
focal sets weather forecast implication Combination 
𝑚 
× 
1 𝑚 
× 
2 𝑚 
× 
12 
{( g, b )} 0.56 
{( g, b ), ( g, h ), ( g, o )} 0.7 0.14 
{( 𝑔, 𝑏 ) , ( ̄𝑔 , 𝑏 ) , ( ̄𝑔 , ℎ ) , ( ̄𝑔 , 𝑜 )} 0.8 0.24 
 ×  0.3 0.2 0.06 
Table 14 
Testing Scenario 6 - possibilistic approach. 
Weather forecast Implication Combination 
𝜋1 𝜋2 𝜋1 ·𝜋2 
( g, b ) 1 1 1 
( g, h ) 1 (1 − 0 . 8)∕0 . 8 1/4 
( g, o ) 1 (1 − 0 . 8)∕0 . 8 1/4 
( ̄𝑔 , 𝑏 ) 0.3/0.7 1 0.3/0.7 
( ̄𝑔 , ℎ ) 0.3/0.7 1 0.3/0.7 
( ̄𝑔 , 𝑜 ) 0.3/0.7 1 0.3/0.7 
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13 It is worth noting that Walley’s theories were influenced by de 
Finetti’s [46] work on imprecise subjective probability and Williams [47] work 
on conditional previsions elief masses of 0.56 and 0.44, respectively. After applying the pignis-
ic transform (24) to 𝑚 ×↓ 12 we find that the subject will be on the
each tomorrow with pignistic probability 0.71. However, the Voor-
raak probability of the same event is only 0.53. 
There is no clear guideline as to how to apply the probabilistic or
he possibilistic approach to the Testing Scenario 6 . One possibilistic
olution is given in Table 14 . In order to answer the posed question, we
eed to project 𝜋1 ·𝜋2 , given in the 3rd column, to the subspace  . The
esulting possibility function over  is given by 𝜋( 𝑏 ) = max (1 , 03∕0 . 7) =
 , 𝜋( ℎ ) = 𝜋( 𝑜 ) = max (1∕4 , 0 . 3∕0 . 7) = 0 . 3∕0 . 7 . Using transformation (12) ,
he probability that the subject will be on the beach tomorrow is 0.54. 
.3. Dezert-Smarandache approach 
There are many developments and interpretations of the belief func-
ion theory. One noteworthy extension is the Dezert-Smarandache the-
ry (DSmT) [42] . The main feature of the DSmT is that it relaxes the
ssumption that the elements of the space of classes  are mutually
xclusive. There are situations where this generalisation is indeed rel-
vant. For example, constructing a discrete space  using fuzzy and
elative concepts over continuous spaces, such as size (small/large) or
anger (low/medium/high), could lead to non-exclusive elements. An-
ther example from practice is the full set of NATO affiliations (alle-
iances) which, for example, contains as elements both the class assumed
riend and the class friend . Exclusiveness of such a set is questionable:
ssumed friend is also a friend , with a difference being the degree of con-
dence. Numerous other practical examples of non-excluded classes can
e found in [43] . 
In the DSmT, the belief is expressed over the hyper-power set, de-
oted 𝐷  . The hyper-power set consists of all compositions built from
he elements of  using union and intersection operations. For example,
f 𝑁 = 2 and  = { 𝑥 1 , 𝑥 2 } , then 𝐷  = { 𝛼𝑖 } 0 ≤ 𝑖 ≤ 4 , where 𝛼0 = ∅, 𝛼1 = 𝑥 1 ,
2 = 𝑥 2 , 𝛼3 = 𝑥 1 ∪ 𝑥 2 and 𝛼4 = 𝑥 1 ∩ 𝑥 2 . For 𝑁 = 3 , the hyper-power set
ecomes significantly more complicated, because it includes the ele-
ents such as ( x 1 ∪ x 2 ) ∩ x 3 , ( x 1 ∩ x 2 ) ∪ x 3 , and likewise. The cardinality
f 𝐷  grows rapidly with N , as 2 2 𝑁 . Thus for 𝑁 = 1 , 2 , 3 , 4 , 5 , 6 , we have
𝐷  | = 1 , 2 , 5 , 19 , 167 , 7580 , respectively. Note that, in general, a comple-
ent of an element of 𝐷  is not included in 𝐷  . 
The central element of the DSmT is the generalised bba 𝜇 ∶ 𝐷  →
0 , 1] , characterised by 𝜇(∅) = 0 and 
∑
𝐴 ∈𝐷  𝜇( 𝐴 ) = 1 . One can now in-
roduce the conjunctive combination (referred to as the classic DSmT
ule of combination [42] ) of two generalised bbas 𝜇1 and 𝜇2 , assum-
ng they are defined over the same space of classes  , and coming from
wo independent sources. The conjunctive combination, expressed as40 12 = 𝜇1 
⨁
𝜇2 , is defined as: 
12 ( 𝐴 ) = 
∑
𝐵,𝐶∈𝐷  
𝐵∩𝐶= 𝐴 
𝜇1 ( 𝐵) ⋅ 𝜇2 ( 𝐶) , ∀𝐴 ∈ 𝐷  . (31)
he output of the combination rule (31) is guaranteed to be another
eneralised bba, that is 𝜇12 (∅) = 0 and 
∑
𝐴 ∈𝐷  𝜇12 ( 𝐴 ) = 1 . 
If one is confident that the elements of the space of classes  are
utually exclusive, the hyper-power set reduces to the power set, and
31) reduces to conjunctive combination (20) . There is also a hybrid
odel in DSmT, where some elements in  are treated as mutually ex-
lusive, while others are not. A great deal of the DSmT is devoted to
ybrid models and new combination rules, such as the partial conflict
edistribution rules [44] . 
. Imprecise probabilities 
.1. Fundamentals 
Imprecise (or indeterminate ) probabilities provide a general frame-
ork for modelling uncertain knowledge. Despite being termed impre-
ise, this approach aims to model uncertainty in a more precise manner
y introducing upper and lower probabilities or more generally upper
nd lower previsions [24] . Informally, to paraphrase Coolen et al [45] ,
he lower probability of an event A can be interpreted as reflecting the
ertain evidence in favour of A , whilst the upper probability reflects all
he evidence possibly in favour of A . The difference between these prob-
bilities thus reflects the imprecision, or lack of perfect probabilistic in-
ormation, relating to A . Accordingly, belief functions [29,30] , random
ets [8] and possibility measures [19,20,22] can also be considered as
pecial cases of imprecise probabilities. The advantage of this more gen-
ral framework is the ability of imprecise probability models to allow
or indecision in order to avoid making an incorrect decision. 
The main theoretical grounding underpinning imprecise probabil-
ties stems from Walley’s [24] theory of coherent lower previsions 13 .
is work approaches subjective probability and imprecision from a be-
avioural point of view resulting in three central concepts: avoiding
ure-loss, coherence and natural extension. Using this theoretical frame-
ork, imprecise probability models have found application in areas
uch as classification [48] , information fusion [49] , engineering analy-
is [50] and tracking [51] . In the following, we briefly summarize Wal-
ey’s work; however, for a detailed explanation we refer the reader to
24,52,53] . 
Referring to Section 2.1 , let a discrete variable X be defined over  .
uppose that the evidence about X can not be represented by a single
MF p , but rather by a closed-convex set K ( X ) of probability functions,
eferred to as the credal set . 
Consider a (bounded) function 𝑓 ∶  → ℝ , such that 𝑓 ∈  ( ) ,
here  ( ) denotes the linear space of all functions on  [24, Ch.1] .
or a single probability function p ∈K ( X ), the expectation of f is defined
s: 
[ 𝑓 ] = 
∑
𝑥 𝑖 ∈ 
𝑓 ( 𝑥 𝑖 ) 𝑝 ( 𝑥 𝑖 ) . (32)
sing this definition, for each p ∈K ( X ) we have an associated E [ f ],
hich, due to the linearity of the expectation operator, satisfies the fol-
owing equation: 𝐸 [ 𝑓 ] ≤ 𝐸[ 𝑓 ] ≤ 𝐸 [ 𝑓 ] , where E [ f ] is the coherent lower
revision (CLP), or lower expectation of f , defined as: 
 [ 𝑓 ] = min 
𝑝 ∈𝐾( 𝑋) 
∑
𝑥 𝑖 ∈ 
𝑓 ( 𝑥 𝑖 ) 𝑝 ( 𝑥 𝑖 ) , ∀𝑓 ∈  ( ) . (33)
imilarly, 𝐸 [ 𝑓 ] = max 𝑝 ∈𝐾( 𝑋) 
∑
𝑥 𝑖 ∈ 𝑓 ( 𝑥 𝑖 ) 𝑝 ( 𝑥 𝑖 ) = − 𝐸 [− 𝑓 ] , is the upper ex-
ectation. There are two extreme cases: (i) when credal set K ( X ) in-
ludes only one PMF p and (ii) when K ( X ) includes all possible PMFs.
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𝑔he first case corresponds to the most informative situation for which
 [ 𝑓 ] = 𝐸[ 𝑓 ] = 𝐸 [ 𝑓 ] . The second case, referred to as vacuous , results in
he CLP 𝐸 [ 𝑓 ] = min 𝑥 𝑖 ∈ 𝑓 ( 𝑥 𝑖 ) . 
The CLP (33) can represent the lower probability of an event 𝐴 ⊆ 
y setting f to be the indicator function over A , i.e. 𝑓 = 𝐼 𝐴 . Then from
33) we have: 
 [ 𝐼 𝐴 ] = min 
𝑝 ∈𝐾( 𝑋) 
∑
𝑥 𝑖 ∈ 
𝐼 𝐴 ( 𝑥 𝑖 ) 𝑝 ( 𝑥 𝑖 ) (34)
 min 
𝑝 ∈𝐾( 𝑋) 
∑
𝑥 𝑖 ∈𝐴 
𝑝 ( 𝑥 𝑖 ) = 𝑃 ( 𝐴 ) (35)
here P ( A ) is the lower probability of A . Similarly, 𝐸 [ 𝐼 𝐴 ] = 𝑃 ( 𝐴 ) is the
pper probability of A . Because 𝑃 ( 𝐴 ) = 1 − 𝑃 ( 𝐴 𝑐 ) , we have that: 
 ( 𝐴 ) = max 
𝑝 ∈𝐾( 𝑋) 
( 
1 − 
∑
𝑥 𝑖 ∈𝐴 𝑐 
𝑝 ( 𝑥 𝑖 ) 
) 
= 1 − min 
𝑝 ∈𝐾( 𝑋) 
∑
𝑥 𝑖 ∈𝐴 𝑐 
𝑝 ( 𝑥 𝑖 ) = 1 − 𝑃 ( 𝐴 𝑐 ) . (36)
Note that if K ( X ) includes only one probability function (i.e. the
robability is precise), then 𝑃 ( 𝐴 ) = 𝑃 ( 𝐴 ) = 𝑃 ( 𝐴 ) , and we obtain the clas-
ical probabilistic framework. The other extreme, when the credal set
ncludes all possible PMFs, results in 𝑃 ( 𝐴 ) = 0 and 𝑃 ( 𝐴 ) = 1 . 
In the context of classification, we need to introduce the feature vari-
ble Z taking values in  . The conditional lower prevision for a function
 ∈  (  × ) is denoted E [ h | x i ]; it defines the lower expectation of h
.r.t Z conditioned on 𝑋 = 𝑥 𝑖 . This conditional lower prevision is cal-
ulated simply by replacing p ∈K ( X ) with g ( · | x ) ∈K ( Z | x ), where K ( Z | x )
s the convex set of likelihood functions (conditional probability func-
ions). 
.1.1. Relation to belief functions 
The lower probability of event 𝐴 ∈  , i.e. P ( A ), was introduced in
35) . Recall also that bel and pl were introduced in (17) and (19) , re-
pectively. If P satisfies these properties: (i) 𝑃 (∅) = 0 ; (ii) 𝑃 ( ) = 1 ; (iii)
-monotonicity, see (18) , then the lower probability P is a belief func-
ion bel and its conjugate upper probability 𝑃 is a plausibility function pl .
elief functions are thus a special case of CLPs. The credal set K ( X ) asso-
iated with a bba m is the set of all probability functions consistent with
 ; it can be generated by a procedure described in [54] . According to
he behavioural interpretation of lower and upper expectations (in terms
f buying and selling prices on gambles), Walley [24, Ch.5] showed that
he normalised conjunctive rule, i.e. (20) with (21) , is incompatible with
he coherence approach, because it can incur a sure loss. 
.2. The analog of Bayes’ rule 
The analog of (2) in the framework of imprecise probabilities is for-
ulated as follows. Given a prior probability function p over  and a
eature measurement 𝑧 ∈  , the posterior lower expectation of f is com-
uted as: 
 [ 𝑓 |𝑧 ] = min 
𝑝 ∈𝐾 ( 𝑋); 𝑔∈𝐾 ( 𝑍|𝑥 ) 
s.t. 
∑
𝑥 ∈ 𝑔( 𝑧 |𝑥 ) 𝑝 ( 𝑥 ) > 0 
∑
𝑥 ∈ 𝑓 ( 𝑥 ) 𝑔( 𝑧 |𝑥 ) 𝑝 ( 𝑥 ) ∑
𝑥 ∈ 𝑔( 𝑧 |𝑥 ) 𝑝 ( 𝑥 ) , (37)
here we have assumed that there exists at least one p ∈K ( X ) and one
 ∈K ( Z | x ) such that 
∑
𝑥 ∈ 𝑔( 𝑧 |𝑥 ) 𝑝 ( 𝑥 ) > 0 (if this is not the case, the like-
ihood and prior beliefs are in conflict). Note that in the formulation
37) , both the likelihood function g ( · | x ) and the prior p are treated as
eing imprecise. If, however, the prior is precise, then minimisation in
37) is carried out only w.r.t. g ( · | x ) ∈K ( Z | x ). Likewise, if the likelihood
s precise, minimisation is carried out only w.r.t. p ∈K ( X ). 
Let us reformulate optimisation (37) by introducing a (scalar) vari-
ble 𝜈, as follows: ∑
𝑥 ∈ 𝑓 ( 𝑥 ) 𝑔( 𝑧 |𝑥 ) 𝑝 ( 𝑥 ) ∑
𝑥 ∈ 𝑔( 𝑧 |𝑥 ) 𝑝 ( 𝑥 ) = 𝜈 ⇒ ∑𝑥 ∈ 𝑓 ( 𝑥 ) 𝑔( 𝑧 |𝑥 ) 𝑝 ( 𝑥 ) = 𝜈
∑
𝑥 ∈ 
𝑔( 𝑧 |𝑥 ) 𝑝 ( 𝑥 ) 
⇒
∑
𝑥 ∈ 
( 𝑓 ( 𝑥 ) − 𝜈) 𝑔( 𝑧 |𝑥 ) 𝑝 ( 𝑥 ) = 0 . 
41 he problem (37) can then be expressed as [24, Appendix J.1] : 
 [ 𝑓 |𝑧 ] = max 𝜈, 𝑠.𝑡. min 
𝑔∈𝐾( 𝑍|𝑥 ) 
𝑝 ∈𝐾( 𝑋) 
∑
𝑥 ∈ 
( 𝑓 ( 𝑥 ) − 𝜈) 𝑔( 𝑧 |𝑥 ) 𝑝 ( 𝑥 ) ≥ 0 . (38)
ote that (38) involves two optimisation problems, a minimisation and
 maximisation. Given 𝜈, the minimisation problem is bilinear in the
nknown g ( · | x ) and p . If for example p is precise, then the minimisa-
ion problem becomes linear in the unknown g ( · | x ) and can efficiently
e solved by linear programming. Bilinear optimisation, on the other
and, can be solved using for example the approach discussed in [55] .
aximisation over 𝜈 in (38) can be solved by a bisection method. 
.2.1. Decision making 
The question is how to make a decision using the interval valued ex-
ectations created by imprecise probability models? There are several
ecision criteria that can be used, such as maximality, E-admissibility,
nterval dominance , Γ-maximax , Γ-maximin [24, Ch.3] , see [56] for a re-
ent review. E-admissibility, maximality, and interval dominance have
he nice property that the more determinate our beliefs (i.e., the smaller
s the credal set), the smaller the set of optimal decisions. Conversely,
-maximax and Γ-maximin lack this property, and usually only select a
ingle decision, even in the case of complete ignorance. Interval dom-
nance is easy to compute but much weaker than E-admissibility and
aximality. E-admissibility and maximality are very similar, but with
ubtle differences. The decision criterion, for a particular application,
epends on the goals of the decision maker (what properties should op-
imality satisfy?), and possibly also on the size and structure of the prob-
em if computational issues arise [56] . In this paper, we have selected
aximality because it is slightly weaker than E-admissibility and easier
o understand. Under this criterion, an action a i , which defines an util-
ty function 𝑓 𝑎 𝑖 , dominates (or is preferred to) another action a j , which
efines an utility function 𝑓 𝑎 𝑗 , if for all p ∈K ( X ): 
 
𝑝 ( 𝑓 𝑎 𝑖 − 𝑓 𝑎 𝑗 ) > 0 , (39)
here E p denotes the expectation w.r.t the probability p . A necessary
nd sufficient condition for (39) to be satisfied is that [48] 
 ( 𝑓 𝑎 𝑖 − 𝑓 𝑎 𝑗 ) > 0 . (40)
aximality criterion can be extended to conditional and posterior ex-
ectations. 
esting Scenario 3. The framework of imprecise probabilities (IP) allows
s to naturally map the beliefs (a)-(c) of the Testing Scenario 3 into three
onditional credal sets: 
a) 𝐾( 𝑍|𝑥 1 ) = { 𝑔( ⋅|𝑥 1 ) ∶ 𝑔( 𝜁1 |𝑥 1 ) = 1 , 𝑔( 𝜁2 |𝑥 1 ) = 0 , 𝑔( 𝜁3 |𝑥 1 ) = 0} ; 
b) 𝐾( 𝑍|𝑥 2 ) = { 𝑔( ⋅|𝑥 2 ) ∶ 𝑔( 𝜁1 |𝑥 2 ) + 𝑔( 𝜁2 |𝑥 2 ) = 1 , 𝑔( 𝜁3 |𝑥 2 ) = 0} ; 
c) 𝐾( 𝑍|𝑥 3 ) = { 𝑔( ⋅|𝑥 3 ) ∶ 𝑔( 𝜁1 |𝑥 3 ) + 𝑔( 𝜁2 |𝑥 3 ) + 𝑔( 𝜁3 |𝑥 3 ) = 1} . 
Observe that, K ( Z | x 1 ) includes a single PMF (it means that, given x 1 ,
e are sure that the measurement is 𝜁1 ), K ( Z | x 2 ) includes all conditional
MFs g ( · | x 2 ) such that 𝑔( 𝜁3 |𝑥 2 ) = 0 (i.e. given x 2 , we only know that 𝜁3
s impossible); K ( Z | x 3 ) includes all possible conditional PMFs g ( · | x 3 )
i.e. given x 3 , any feature measurement is possible). 
Testing Scenario 3 involves application of (38) sequentially, for
 = 1 , 2 , … , 17 . By choosing 𝑓 = 𝐼 { 𝑥 1 } , we compute the posterior lower
robability of class x 1 , while, according to (36) , for 𝑓 = 1 − 𝐼 { 𝑥 2 ,𝑥 3 } , we
ompute the posterior upper probability of class x 1 . The case 𝑘 = 1 is
ifferent and simpler than 𝑘 = 2 , 3 , … , 17 , because the prior PMF p is
recise. Recall that at 𝑘 = 1 , the feature measurement is 𝑧 1 = 𝜁1 . Then
ne can write the minimisation problem in (38) for 𝑓 ( 𝑥 ) = 𝐼 { 𝑥 1 } ( 𝑥 ) as
he following linear program: 
in 𝑔 (1 − 𝜈) 𝑔( 𝜁1 |𝑥 1 ) 𝑝 ( 𝑥 1 ) + (− 𝜈) 𝑔( 𝜁1 |𝑥 2 ) 𝑝 ( 𝑥 2 ) + (− 𝜈) 𝑔( 𝜁1 |𝑥 3 ) 𝑝 ( 𝑥 3 ) 
ubject to 
( 𝜁1 |𝑥 1 ) = 1 , 𝑔( 𝜁2 |𝑥 1 ) = 0 , 𝑔( 𝜁3 |𝑥 1 ) = 0 , 
( 𝜁1 |𝑥 2 ) + 𝑔( 𝜁2 |𝑥 2 ) = 1 , 𝑔( 𝜁3 |𝑥 2 ) = 0 , 
( 𝜁1 |𝑥 3 ) + 𝑔( 𝜁2 |𝑥 3 ) + 𝑔( 𝜁3 |𝑥 3 ) = 1 , 
( 𝜁𝑖 |𝑥 𝑗 ) ≥ 0 , for 𝑖, 𝑗 = 1 , 2 , 3 . 
(41) 
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 here 𝜈 is given. In matrix form, (41) can be written as: 
in 
𝐠 
𝐜 ⊺𝐠 subject to 𝐀𝐠 ≤ 𝐛 and 𝐠 ≥ 𝟎 (42)
here 
𝐜 = 
⎡ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎣ 
(1 − 𝜈) 𝑝 ( 𝑥 1 ) 
0 
0 
− 𝜈𝑝 ( 𝑥 2 ) 
0 
0 
− 𝜈𝑝 ( 𝑥 3 ) 
0 
0 
⎤ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎦ 
𝐠 = 
⎡ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎣ 
𝑔( 𝜁1 |𝑥 1 ) 
𝑔( 𝜁2 |𝑥 1 ) 
𝑔( 𝜁3 |𝑥 1 ) 
𝑔( 𝜁1 |𝑥 2 ) 
𝑔( 𝜁2 |𝑥 2 ) 
𝑔( 𝜁3 |𝑥 2 ) 
𝑔( 𝜁1 |𝑥 3 ) 
𝑔( 𝜁2 |𝑥 3 ) 
𝑔( 𝜁3 |𝑥 3 ) 
⎤ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎦ 
 = 
⎡ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎣ 
1 0 0 0 0 0 0 0 0 
0 1 0 0 0 0 0 0 0 
0 0 1 0 0 0 0 0 0 
0 0 0 1 1 0 0 0 0 
0 0 0 0 0 1 0 0 0 
0 0 0 0 0 0 1 1 1 
−1 0 0 0 0 0 0 0 0 
0 −1 0 0 0 0 0 0 0 
0 0 −1 0 0 0 0 0 0 
0 0 0 −1 −1 0 0 0 0 
0 0 0 0 0 −1 0 0 0 
0 0 0 0 0 0 −1 −1 −1 
⎤ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎦ 
𝐛 = 
⎡ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎣ 
1 
0 
0 
1 
0 
1 
−1 
0 
0 
−1 
0 
−1 
⎤ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎦ 
(43)
n order to maximise 𝜈, see (38) , in each iteration of the bisection
ethod one needs to solve the described linear program. 
For illustration, let us derive the lower/upper posterior probability
f class x 1 at 𝑘 = 1 . Taking into account the simplification described
bove and using 𝑧 1 = 𝜁1 , we have from (38) : 
 ( 𝑥 1 |𝜁1 ) = max 𝜈 s.t. min 1 3 [(1 − 𝜈) 𝑔( 𝜁1 |𝑥 1 ) − 𝜈 𝑔( 𝜁1 |𝑥 2 ) − 𝜈 𝑔( 𝜁1 |𝑥 3 )] ≥ 0 
(44)
ote that (1 − 𝜈) 𝑔( 𝜁1 |𝑥 1 ) − 𝜈 𝑔( 𝜁1 |𝑥 2 ) − 𝜈 𝑔( 𝜁1 |𝑥 3 ) has a minimum when
( 𝜁1 |𝑥 2 ) = 1 and 𝑔( 𝜁1 |𝑥 3 ) = 1 , that is, the condition in (44) is given by: 
1 − 𝜈) 𝑔( 𝜁1 |𝑥 1 ) − 𝜈 𝑔( 𝜁1 |𝑥 2 ) − 𝜈 𝑔( 𝜁1 |𝑥 3 ) ≥ 1 − −3 𝜈 ≥ 0 . 
herefore 𝜈 ≤ 1/3, that is the maximum value of 𝜈 is 1/3. Thus the lower
osterior probability of class x 1 is 𝑝 ( 𝑥 1 |𝜁1 ) = 1∕3 . 
In order to derive the upper posterior probability of class x 1 , accord-
ng to (36) , first we must determine: 
 ({ 𝑥 2 , 𝑥 3 } |𝜁1 ) = max 𝜈 s.t. min 1 3 [− 𝜈 𝑔( 𝜁1 |𝑥 1 ) 
+(1 − 𝜈) 𝑔( 𝜁1 |𝑥 2 ) + (1 − 𝜈) 𝑔( 𝜁1 |𝑥 3 )] ≥ 0 (45)
he condition in (45) has the minimum when 𝑔( 𝜁1 |𝑥 2 ) = 0 and 𝑔( 𝜁1 |𝑥 3 ) =
 , that is: 
 𝜈 𝑔( 𝜁1 |𝑥 1 ) + (1 − 𝜈) 𝑔( 𝜁1 |𝑥 2 ) + (1 − 𝜈) 𝑔( 𝜁1 |𝑥 3 ) ≥ − 𝜈 ≥ 0 . 
ence the maximum value of 𝜈 is 0, i.e. 𝑝 ({ 𝑥 2 , 𝑥 3 } |𝜁1 ) = 0 . From (36) it
ollows that 𝑝 ( 𝑥 1 |𝜁1 ) = 1 − 𝑝 ({ 𝑥 2 , 𝑥 3 } |𝜁1 ) = 1 . 
At 𝑘 = 2 , 3 , … , the prior is replaced with the posterior from the pre-
ious time 𝑘 − 1 , that is, with the IP 𝑝 ( ⋅|𝑧 1∶ 𝑘 −1 ) . Thus, for 𝑘 = 2 , 3 , … ,
38) takes the following form: 
 ( 𝑥 𝑖 |𝑧 1∶ 𝑘 ) = max 𝜈, 𝑠.𝑡. min 
𝑔∈𝐾( 𝑍|𝑥 ) 
𝑝 ∈𝐾 𝑘 −1 ( 𝑋) 
∑
𝑥 ∈ 
( 𝐼 { 𝑥 𝑖 } ( 𝑥 ) − 𝜈) 𝑔( 𝑧 𝑘 |𝑥 ) 𝑝 ( 𝑥 |𝑧 1∶ 𝑘 −1 ) ≥ 0 . 
(46)
here 𝐾 𝑘 −1 ( 𝑋) is the credal set of the imprecise posterior PMF
 ( ⋅|𝑧 1∶ 𝑘 −1 ) . This bilinear minimisation problem can be solved, for exam-
le, by finding the vertices of the credal set 𝐾 𝑘 −1 ( 𝑋) by means of random
earch directions. In doing so, the posterior lower and upper probabili-
ies, 𝑝 ( ⋅|𝑧 1∶ 𝑘 −1 ) and 𝑝 ( ⋅|𝑧 1∶ 𝑘 −1 ) , respectively, are used as the bounds for a42 ew linear program. By solving this linear program with random search
irections, we determine the vertices of 𝐾 𝑘 −1 ( 𝑋) . Details are given in
he MATLAB routine script_14 , which implements the IP solution for
esting Scenario 3 . 
The lower/upper (LP/UP) posterior probabilities, computed using
he sequence of 17 feature measurements available for classification (re-
all that all measurements in this sequence are 𝜁1 , except 𝑧 7 = 𝜁2 and
 13 = 𝜁3 ), are shown in Fig. 10 . The following observations and subse-
uent decisions using the maximality criterion, can be made (we also
ive the intuition behind the decisions but we refer the reader to the
efinition of maximality and the previous derivations for really under-
tanding what is going on). 
• From 𝑘 = 1 to 𝑘 = 6 the LP of class x 1 is 1/3, while the UP is 1.
Since the UPs of classes x 2 and x 3 exceed the LP of class x 1 , and vice
versa, none of the classes dominates the others. Hence, during this
interval, the classification decision is the entire space  (effectively,
indecision). 
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Table 15 
The imprecise confusion matrix available for classification. 
g ( 𝜁 i | x j ) x 1 x 2 x 3 
𝜁1 [0.65,0.75] [0.10,0.20] [0.10,0.20] 
𝜁2 [0.10,0.20] [0.65,0.75] [0.10,0.20] 
𝜁3 [0.10,0.20] [0.10,0.20] [0.65,0.75] 
Fig. 11. Classification with the imprecise confusion matrix in the modified 
Testing Scenario 4 . The red lines represent the lower/upper posterior proba- 
bilities of class x 2 (true class) versus k , averaged over 100 Monte Carlo runs. 
The blue line is output of the Bayesian classifier which knows the true confusion 
matrix. (For interpretation of the references to color in this figure legend, the 
reader is referred to the web version of this article.) 
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Table 16 
Estimated computation time (in seconds) for Testing Scenario 3. 
standard Mahler Possibility Belief Imprecise 
Bayesian Bayesian functions functions probabilities 
(script _ 3.m) (script _ 4.m) (script _ 7.m) (script _ 11.m) (script _ 14.m) 
0.2 0.2 0.2 0.4 83.7 
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14 Flexible software tools for inference over large credal networks are available, 
see [60] . • From time 𝑘 = 7 , the UP of class x 1 is zero, and therefore, both class
x 2 and class x 3 dominate class x 1 . Hence, in the interval from 𝑘 = 7
to 𝑘 = 12 , the classification decision is the set { x 2 , x 3 }. 
• From 𝑘 = 13 , the UP of class x 2 is zero too, and therefore the class
decision is x 3 . 
As discussed previously, these are the right decisions in this scenario.
ATLAB exercise. ≫ script_14; 
Testing Scenario 4 examines the classification performance in the
ase where the confusion matrix is mismatched. When using imprecise
robabilities, however, we are not restricted to precise, possibly mis-
atched, likelihoods. Instead, the likelihoods can be specified as the
onfidence intervals, thereby (potentially) avoiding the model mismatch
ituations. This is illustrated with the next example. 
odified Testing Scenario 4. The confusion matrix used in the generation
f feature measurements is the same as in Table 1 (a). A sequence of 𝐾 =
0 feature measurements is generated at random using this confusion
atrix, with the true class being x 2 . The confusion matrix available for
lassification is imprecise, and given by Table 15 . Note that the correct
alues, which appear in Table 1 (a), are contained in the intervals of
able 15 (i.e. Table 15 satisfies modeling integrity). 
The IP classifier for this testing scenario can be built following the
ame method presented earlier in solving Testing Scenario 3 . Assum-
ng the prior class probabilities are precise, i.e. 𝑝 ( 𝑥 1 ) = 𝑝 ( 𝑥 2 ) = 2∕5 and
 ( 𝑥 3 ) = 1∕5 , we want to determine the average performance of the IP
lassifier, obtained from 100 independent Monte Carlo runs. Fig. 11
hows the classification results. The red solid and dashed lines indicate
he average lower and upper posterior probabilities of class x 2 , respec-
ively ( x 2 is the true class). The blue line is shown only for verification,
ecause it represents the output of the (standard) Bayes classifier which
nows the true confusion matrix given by Table 1 (a). The IP approach
rovides reliable classification: the LP/UP interval always includes the
lue line (achieved in ideal circumstances). Observe also that the IP clas-
ifier is cautious, in the sense that there is a gap between the lower and
pper probabilities. This gap could be reduced by making the intervals
n Table 15 tighter (less uncertain). 43 ATLAB exercise. ≫ script_15(100); 
.2.2. Multi-source combination 
Imprecise probabilities provide a flexible framework for modelling
nd aggregating the outputs of multiple classifiers or the opinions of sev-
ral experts. First, they allow for a more reliable representation of expert
nformation (the experts are not forced to specify a single probability
easure in order to represent their knowledge). Second, they provide
 natural setting for modelling conflicting opinions, using imprecision
s a means of expressing disagreement between different opinions. The
nalog of (4) is referred to as the conjunction rule . Suppose two classi-
ers (or experts) express their opinion about X in the form of credal sets
 1 ( X ) and K 2 ( X ), respectively. The conjunction rule is defined as the
onvex hull of the intersection of K 1 ( X ) and K 2 ( X ). In this way, conjunc-
ion aims at gaining as much information as possible from each of the
xperts: the aggregate (the output of the rule) is at least as informative
s each of the experts’ credal set. The conjunction, however, may not
xist. In particular, when the two classifiers (experts) make conflicting
tatements, the resulting intersection is an empty set. In this case, vari-
us alternatives exists, one of them being the unanimity rule , defined as
he convex hull of the union of the credal sets. Both rules can be eas-
ly implemented in software. For example, in the case of the conjunction
ule, we simply impose all the constraints defining credal sets K 1 ( X ) and
 2 ( X ) into one linear program. For more details we refer the reader to
57–59] . 
. Concluding remarks 
In solving practical problems involving imperfect (uncertain) do-
ain knowledge and/or input data, it is important to use the mathemati-
al models characterised by integrity , meaning that the actual knowledge
s accurately represented (without additional assumptions). Imperfect
nformation can be a consequence of stochastic variability, imprecision,
r a model-mismatch. 
This tutorial paper reviewed some of the prevalent approaches
o quantitative modeling of uncertain information and reasoning for
odel-based classification. They included the Bayesian approach (stan-
ard and Mahler’s), the approaches based on possibility theory, the be-
ief function theory and the imprecise probability theory. A rough guide-
ine on the computation time (in seconds) is provided in Table 16 . The
omputation time was estimated using Testing Scenario 3 . 
There is no consensus at present on the best approach. Quantita-
ive reasoning under uncertainty is an active research field and may
onverge to a unified theory in the future. The imprecise probability
heory provides a rich enough framework to lead to a unified theory 14 ,
owever, the increase in computation is significant due to numerical
ptimisation. 
cknowledgment 
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Supplementary material associated with this article can be found, in
he online version, at doi: 10.1016/j.inffus.2019.08.001 . 
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