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5Abstrakt
Na katedrˇe 470 Vysoké Školy Bánˇské – Technické Univerziteˇ Ostrava jsou v soucˇasnosti
kontaktní úlohy rˇešeny pomocí minimalizace kvadratického funkcionálu s rovnostními
omezeními a nerovnostními omezeními speciálního tvaru. Problém vyvstává v prˇípadeˇ
nelinearity materiálu a pocˇítání v prˇíru˚stcích, kdy matice soustavy není pozitivneˇ defi-
nitní. Jedním zmožných rˇešení je prˇeformulování úlohyminimalizace na rˇešení soustavy
nelineárních rovnic a prˇepsání omezujících nerovnostních omezení na rovnostní ome-
zení, ve kterých se vyskytují nehladké funkce. Tímto zpu˚sobem prˇeformulovanou úlohu
mu˚žeme rˇešit pomocí semihladké Newtonovy metody. V takovém prˇípadeˇ je však nutné
linearizovat (derivovat) matice tuhosti a kontaktní matice. Naším cílem bude implemen-
tace semihladké Newtonovy metody do knihovny MatSol, která je vyvíjená na katedrˇe
470, a srovnání výsledku˚ s existujícími benchmarky.
Klíčová slova: Semihladká Newtonova metoda, kontaktní úloha, rovnostní omezení
s nehladkou funkcí
Abstract
At the department 470 of VŠB – Technical University of Ostrava, a contact problems are
solved byminimalization of quadratic functional with equality constraints and inequality
constraints in a special form. The problem arises at the casewhen thematerial is nonlinear
and when the matrix of solved system isn’t positive definite in increment counting. One
of the possible ways is to reformulate minimalization problem into problem of solving
nonlinearity system and rewrite inequality constraints to equality constraints containing
non-smooth functions. Thus rewritten problem could be solved by semismooth Newton
method. In this case, linearizations (derivations) of stiffness matrix and contact matrices
are required. Our goal is to implementat semismooth Newton method to MatSol library,
which is being developed at the department 470 and to compare results with the existing
benchmarks.
Keywords: Semismooth Newton method, contact problem, equality constraint with non-
smooth function
6Seznam použitých zkratek a symbolů
n dimenze naprˇ. n ∈ {2, 3}
R
n prostor reálných cˇísel dimenze n
v skalár
x, σ analytický vektor, tenzor
v algebraický vektor
vx x-ová sourˇadnice vektoru v
vy y-ová sourˇadnice vektoru v
A dvourozmeˇrná matice
A trˇírozmeˇrná matice
X, F, x abstraktní prostor, funkce a vektor (naprˇ. X je Banachu˚v prostor, F je funkce
definovaná na tomto prostoru a x je prvek tohoto prostoru)
∂ f
∂x derivace f podle x
u · v skalární soucˇin
σ : ε vnitrˇní soucˇin, σ : ε = σijε ij ∈ R (σ : ε = tr
(
σ>ε
)
= tr
(
σε>
)
)
n(sl)n pocˇet uzlu˚ na kontaktní hranici slave teˇlesa
n(m)n pocˇet uzlu˚ na kontaktní hranici master teˇlesa
n(sl,e)n pocˇet uzlu˚ na jednom kontaktním slave elementu
n(m,e)n pocˇet uzlu˚ na jednom kontaktním master elementu
n(sl)e pocˇet elementu˚ na kontaktním povrchu slave
ns pocˇet elementu˚ segmentu˚
n(sl,e)g pocˇet Gauss bodu˚ na slave elementu
n(s)g pocˇet Gauss bodu˚ na segmentu
#(sl) horní index (sl) udává stranu slave teˇlesa
#(m) horní index (m) udává stranu master teˇlesa
S množina slave uzlu˚
A množina aktivních uzlu˚
I množina neaktivních uzlu˚
M množina master uzlu˚
N množina ostatních uzlu˚ (vnitrˇní uzly a uzly na na všech hranicích kromeˇ hran-
ice kontaktní)
X referencˇní sourˇadnice uzlu (algebraicky)
d vektor posunu (algebraicky)
x aktuální sourˇadnice uzlu, pro které platí x = X+ d (algebraicky)
ξ
(sl)
a , ξ
(sl)
b koncové body segmentu na slave
ξ
(m)
a , ξ
(m)
b koncové body segmentu na master
ξ
(sl)
g , ξ
(m)
g Gauss body na slave a na master
PDASS z anglického Primal-Dual Active Set Strategy, tzn. primárneˇ-duální prˇístup
založený na aktivní množineˇ
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Úvod
Na katedrˇe 470 Vysoké Školy Bánˇské – Technické Univerzity Ostrava je vyvíjená
knihovna MatSol, která již v soucˇasnosti umožnˇuje rˇešit ru˚zné kontaktní úlohy. Jak již
bylo rˇecˇeno v zadání diplomové práce, matematický model kontaktní úlohy je v alge-
braickém tvaru úloha kvadratického programování, resp. úloha minimalizace kvadra-
tického funkcionálu s rovnostními omezeními a nerovnostními omezeními speciálního
tvaru. Pokud ale matice soustavy není pozitivneˇ definitní, pak nemu˚žeme použít výše
zmíneˇný prˇístup. Pozitivní definitnost matice soustavy mu˚že být narušena v prˇípadeˇ ne-
lineárního materiálu a pocˇítání v prˇíru˚stcích. Jedním zmožných rˇešení je prˇeformulování
úlohy minimalizace na rˇešení soustavy nelineárních rovnic a omezujících nerovnostních
omezení na rovnostní omezení, ve kterých se vyskytují nehladké funkce. Tímto zpu˚-
sobem prˇeformulovanou úlohu mu˚žeme rˇešit pomocí semihladké Newtonovy metody.
V takovém prˇípadeˇ je však nutné linearizovat (derivovat) matice tuhosti a kontaktní ma-
tice. Naším cílem bude implementace semihladké Newtonovy metody do knihovny Mat-
Sol a její srovnání s existujícími benchmarky.
Úvodem je potrˇeba oznámit, že diplomová práce sice nese název „Implementace plné
linearizace matic v semihladké Newtonoveˇ metodeˇ pro dynamické kontaktní problémy“,
avšak v rámci tohoto textu se budeme zabývat pouze stacionární úlohou. Myšlenka vy-
užití dynamických úloh zde byla z toho du˚vodu, abychom jsme beˇhem rˇešení kontaktní
úlohy obdrželi matici soustavy, která je pozitivneˇ defintiní, resp. abychom meˇli zarucˇe-
nou pozitivní definitnost matice soustavy, a mohli bychom ji tak rˇešit standardními li-
nearními rˇešicˇi. My však budeme testovat algoritmus semihladké Newtonovy metody
na stacionární úloze, ve které bude matice soustavy práveˇ pozitivneˇ definitní. Navíc,
pokud budeme uvažovat jistou hiearchii mezi stacionárními úlohami a dynamickými
úlohami, mu˚žeme tuto diplomovou práci chápat v tom smyslu, že se jedná o úvod do
problematiky dynamických kontaktních úloh. Také je nutno podotknout, že odvození
a následná implementace semihladké Newtonovy metody, resp. odvození a implemen-
tace linearizací kontaktních matic vcˇetneˇ matice tuhosti, nebude ovlivneˇno tím, jestli se
jedná o úlohu stacionární cˇi dynamickou. Rozdíl ale nalezneme v prˇípadeˇ formulace
úlohy a v konkrétním testovacím prˇíkladeˇ. V du˚sledku toho musíme beˇhem testování
a srovnávání dbát na to, o jakou úlohu se prˇesneˇ jedná.
Nyní si uved’me jakou posloupnost tvorˇí nadcházející kapitoly a co od jednotlivých
kapitol mu˚žeme ocˇekávat. Pro mnohé nebude prˇekvapením, pokud naše první kapitola,
které se budeme veˇnovat ihned po úvodu, nese název „Formulace kontaktní úlohy“.
V rámci této kapitoly, jak už sám název napovídá, provedeme formulaci stacionární kon-
taktní úlohy. V kapitole je také obsažena diskretizace konkrétních prostoru˚ za úcˇelem
použití aproximace konecˇnými prvky. Ve druhé kapitole s názvem „Semihladká Newto-
nova metoda“ si zadefinujeme pojem semihladkáNewtonova metoda a ukážeme si v cˇem
se liší od Newtonovy metody, která prˇedpokládá spojiteˇ diferencovatelnou funkci. Mu-
síme uvést, že tato kapitola byla prˇevzata z [2], jelikož v uvedené disertacˇní práci je vše
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potrˇebné, co budeme využívat prˇi rˇešení naší kontaktní úlohy. V další kapitole „PDASS
jako semihladká Newtonova metoda“ si ukážeme jakým zpu˚sobem využijeme semihlad-
kouNewtonovu metodu prˇi rˇešení kontaktní úlohy, ve které budeme chtít aplikovat myš-
lenku PDASS. Poslední kapitola „Numerické experimenty“ obsahuje dosažené výsledky
pro dva algoritmy Newtonova typu, které jsou porovnány s pevneˇ bodovou úlohou.
Záveˇrem práce zhodnotíme dosažené výsledky a uvedeme, zda-li jsme byli
opravdu úspeˇšní cˇi nikoliv.
Na konec úvodu ješteˇ uvádíme, že celá diplomová práce byla vytvorˇena na základeˇ
veˇdeckého cˇlánku [3], prˇicˇemž se budeme snažit jednotlivé kroky dostatecˇneˇ rozvést,
aby každý prˇípadný student oboru Výpocˇetní Matematika na naší univerziteˇ (ale také
i na dalších univerzitách) meˇl, pokud možno, co nejméneˇ problému prˇi snaze pochopit
danou problematiku.
Kapitola 1
Formulace kontaktní úlohy
Prˇi formulaci 2D kontaktní úlohy bez trˇení jsme vycházeli z [3], ale použijeme znacˇení
z [4], jelikož podobného znacˇení se na katedrˇe aplikované matematiky používá cˇasteˇji
a spolu se školitelem neskromeˇ doufáme, že z naší práce snad budou cˇerpat i další stu-
denti.
Obrázek 1.1: Referencˇní a soucˇasná konfigurace
Uvažujme 2D kontaktní úlohu s konecˇnými deformacemi dvou pružných teˇles
(viz obrázek 1.1). Obeˇ teˇlesa interpretujeme jako otevrˇené množiny Ω(1) ⊂ R2 (Slave),
Ω(2) ⊂ R2 (Master). Jejich hranice (∂Ω(1), ∂Ω(2)) mohou být rozdeˇleny na tyto cˇásti:
• na hranici s Neumannovou podmínkou Γ(i)N ,
• na hranici s Dirichletovou podmínkou Γ(i)D ,
• na kontaktní hranici Γ(i)C ,
kde i ∈ {1, 2}, prˇicˇemž je 1 = sl, 2 = m (cˇíselné znacˇení jednotlivých povrchu˚ bude
výhodneˇjší z hlediska slabé formulace). Budeme prˇedpokládat, že cˇásti hranice Γ(i)N , Γ
(i)
D
a Γ(i)C jsou navzájem disjunktní, tzn.
∂Ω(i) = Γ
(i)
N ∪ Γ
(i)
D ∪ Γ
(i)
C ,
Γ
(i)
N ∩ Γ
(i)
D = Γ
(i)
N ∩ Γ
(i)
C = Γ
(i)
D ∩ Γ
(i)
C = ∅ .
(1.1)
3
4V kontaktní úloze budeme rozlišovat dva typy konfigurace, konfiguraci aktuální (ω(i),
γ
(i)
D , γ
(i)
N , γ
(i)
C , x
(i)) a konfiguraci referencˇní (Ω(i), Γ(i)D , Γ
(i)
N , Γ
(i)
C , X
(i)). Aktuální konfiguraci
obou teˇles popisuje vektor posunutí
u(i) = X(i) − x(i).
Kontaktní úlohu v klasické formulaci pro malé deformace popíšeme
−div
(
σ(i)(u(i))
)
= fˆ (i) v Ω(i) (1.2)
u(i) = uˆ(i) na Γ(i)D (1.3)
σ(i)(u(i))n(i)0 = pˆ
(i) na Γ(i)N (1.4)
Jelikož prˇedpokládáme malé deformace, platí Hookeu˚v vztah mezi napeˇtím a deformací
σ(i)(u(i)) = C : ε(i)(u(i)) = λ(i)tr
(
ε(i)(u(i))
)
I 2 + 2µ(i)ε(i)(u(i))
ε(i)(u(i)) =
1
2
(
∇(u(i)) +∇>(u(i))
)
V bodech na hranici ∂Ω(#) oznacˇme vektor napeˇtí pro referencˇní konfiguraci
p(i)0 (u
(i)) = σ(i)(u(i))n(i)0 na ∂Ω
(i) ,
v aktuální konfiguraci oznacˇme vektor napeˇtí (prˇedpokládejme malé deformace)
p(i)(u(i)) = σ(i)(u(i))n(i) na ∂ω(i)
p(i)(u(i)) = p(i)n n(i) + p
(i)
t t
(i), p(i)n = p(i)(u(i)) · n(i), p
(i)
t = p
(i)(u(i)) · t(i) ,
který jsme rozložili na tecˇnou a normálovou složku. Na kontaktní hranici zavedeme
funkci vzdálenosti (mezery) mezi slave a master teˇlesem
g(X) = −n
(
x(1)(X(1))
)
·
[
x(1)(X(1))− xˆ(2)(Xˆ(2))
]
,
kde n = n(sl) je normála vzhledem k slave povrchu γ(sl)C v aktuální konfiguraci, xˆ
(m) je
projekcí slave uzlu x(sl) na master povrch γ(m)C ve smeˇru této normály a X je vzor pro
x v referencˇní konfiguraci. Dále prˇedpokládáme KKT (Karush-Kuhn-Tucker) podmínky
pro normálový kontakt bez trˇení
g ≥ 0 (1.5)
pn = p
(1)
n ≤ 0 (1.6)
png = 0 (1.7)
pt = 0 (1.8)
spolu s podmínkou rovnováhy (akce a reakce)
p(1)C dγ
(1) = −p(2)C dγ
(2). (1.9)
Nyní uvedeme smíšenou slabou formulaci. Zavedeme prostor testovacích funkcí
V
(i) =
{
v(i) ∈
[
H1(Ω(1))
]2∣∣∣∣ v(i) = 0 na Γ(i)D
}
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a její afinní posun – množinu ve které budeme hledat rˇešení
U
(i) =
{
u(i) ∈
[
H1(Ω(1))
]2∣∣∣∣ u(i) = uˆ(i) na Γ(i)D
}
.
Prostor stop z V (i) (ale také z U (i)) na Γ(i)C oznacˇme W
(i) = H
1
2 (Γ
(i)
C ). Jeho duál
W∗ = H−
1
2 (Γ
(1)
C )
bude množina pro Lagrangeovy multiplikátory λ = −p(1)C , které smíšená slabá formu-
lace prˇejatá z [3] používá pro roli záporné hodnoty kontaktního napeˇtí na slave povrchu.
Podmínky (1.6)-(1.8) prˇejdou na
λn ≥ 0 (1.10)
λng = 0 (1.11)
λt = 0. (1.12)
Smíšená slabá formulace zní: Najdi u(i) ∈ U (i), a λ ∈ W∗ takové, že platí (1.10)-(1.12)
a
2
∑
i=1

ˆ
Ω(i)
σ(i)(u(i)) : ε(i)(v(i))dΩ

− 2∑
i=1


ˆ
Γ
(i)
C
p(i)C,0 · v
(i)dΓ

 =
=
2
∑
i=1


ˆ
Ω(i)
fˆ (i) · v(i)dΩ +
ˆ
Γ
(i)
N
pˆ(i) · v(i)dΓ

 ∀v(i) ∈ V (i) (1.13)
ˆ
γ
(sl)
C
µngdγ ≥ 0 ∀µ ∈ W∗ (1.14)
Výraz v (1.13) prˇepíšeme s využitím (1.9) na
−
2
∑
i=1


ˆ
Γ
(i)
C
p(i)C,0 · v
(i)dΓ

 = − 2∑
i=1


ˆ
γ
(i)
C
p(i)C · v
(i)dγ

 = −
ˆ
γ
(sl)
C
p(1)C ·
(
v(1) − vˆ(2)
)
dγ =
=
ˆ
γ
(sl)
C
λ ·
(
v(1) − vˆ(2)
)
dγ
Nyní prˇejdeˇme k diskretizaci smíšené slabé formulace.
1.1 Diskretizace
Nebudeme se zde rozepisovat o prˇedpokladech na oblasti Ω(i), tj. polygonické oblasti
a tak dále. Prˇedpokládejme, že už máme konecˇneˇ dimenzionální podprostory U (i)h ⊂
U (i) a V (i)h ⊂ V (i), i ∈ {sl, m} a prostor stop W (i)h ⊂ W (i) vzhledem k prˇíslušnému
kontaktnímu povrchu Γ(i)C . V této diplomové práci budeme prˇedpokládat použití 2D
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lineárních TRIA3 (respektive bilineárních QUAD4) elementu˚, prˇicˇemž tvarové funkce
diskretizovaného kontaktního povrchu jsou restrikcí konecˇneˇ prvkových elementu˚ v Ω(i).
V této práci se nebudeme podrobneˇ zabývat diskretizací integrálu˚ v (1.13) prˇes Ω(i),
ani Γ(i)N , cˇtenárˇe odkážeme naprˇíklad na [4]. Geometrickou promeˇnnou x
(i)h a posun u(i)h
na elementech master a slave povrchu mu˚žeme zapsat
x(sl)h |
Γ
(sl)
C
=
n(sl)n
∑
k=1
ϕ
(sl)
k
(
X(sl)
)
x(sl)
(k)
x(m)h |
Γ
(m)
C
=
n(m)n
∑
l=1
ϕ
(m)
l
(
Xˆ(m)
)
x(m)
(l)
u(sl)h |
Γ
(sl)
C
=
n(sl)n
∑
k=1
ϕ
(sl)
k
(
X(sl)
)
d(sl)
(k)
u(m)h |
Γ
(m)
C
=
n(m)n
∑
l=1
ϕ
(m)
l
(
Xˆ(m)
)
d(m)
(l)
λh |
Γ
(sl)
C
=
n(sl)n
∑
k=1
ψk
(
X(sl)
)
z (k)
kde algebraické promeˇnné x(sl)
(k) , x
(m)
(l) mají význam sourˇadnic uzlu˚ deformovaného teˇlesa,
d(sl)
(k) , d
(m)
(l) pak jsou uzlové deformace a z (k) jsou uzlovémultiplikátory, které mají význam
bodových sil. Symboly ϕ(i)k , ψk jsou oznacˇeny bázové funkce konecˇneˇ dimenzionálních
prostoru˚
W
(i)h = span
{
ϕ
(i)
k
}
W
h
∗ = span {ψk} ,
n(sl)n je celkový pocˇet uzlu˚ na slave povrchu Γ
(sl)
C a n
(m)
n je celkový pocˇet uzlu˚ na mas-
ter povrchu Γ(m)C . K diskretizaci multiplikátoru˚ použijeme bázové funkce ψk, které jsou
tzv. biortogonální k bázovým funkcím ϕ(sl)kˆ
Γ
(sl)
C
ψjϕ
(sl)
k dΓ = δij
ˆ
Γ
(sl)
C
ϕ
(sl)
k dΓ .
Pro inženýrskou praxi je prˇedchozí zápis nevhodný, jelikož lze pouze velmi teˇžko
popsat funkcˇní prˇedpisy funkcí ϕ a ψ. Tyto funkce potrˇebujeme v (1.13) a (1.14) inte-
grovat. Funkcˇní prˇedpisy ϕ a ψ umíme popsat na konecˇneˇ prvkovém elementu, a proto
je pro inženýrskou mechaniku a implementacˇní praxi hojneˇ používaný zápis
ϕ
(sl)
k
(
X(sl)
)
|
e(sl)
= N(sl)
(k,e)
(
ξ
(sl)
e
(
X(sl)
))
ψk
(
X(sl)
)
|
e(sl)
= Ψ(k,e)
(
ξ
(sl)
e
(
X(sl)
))
kde na každém 1D lineárním elementu e(i) ⊂ Γ(i)C kontaktní hranice Γ
(i)
C je definováno
zobrazení ξ(i)e : Γ
(i)
C 7→ 〈−1, 1〉 a n
(i,e)
n (pocˇet uzlu˚ elementu e(i)) tzv. tvarových funkcí
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N(i)j (ξ), j ∈ {1, . . . , n
(i,e)
n }. Zápisem N
(sl)
(k,e) je myšleno prˇirˇazení adekvátního indexu j dané
dvojici (k, e). V této práci budeme používat pouze LINE2 elementy, které jsou lineární
a platí pro neˇ
N1(ξ) =
1
2
(1− ξ) Ψ1(ξ) =
1
2
(1− 3ξ)
N2(ξ) =
1
2
(1+ ξ) Ψ2(ξ) =
1
2
(1+ 3ξ)
Nyní máme prˇipraveno vše potrˇebné pro dosazení do (1.13) a (1.14), prˇedem však bez
dalšího vysveˇtlování uvedeme, že
2
∑
i=1

ˆ
Ω(i)
σ(i)(u(i)) : ε(i)(v(i))dΩ

 ≈ v>Ku , (1.15)
2
∑
i=1


ˆ
Ω(i)
fˆ (i) · v(i)dΩ +
ˆ
Γ
(i)
N
pˆ(i) · v(i)dΓ

 ≈ v>f . (1.16)
Pro detailneˇjší odvození rovnic (1.15), (1.16) a rovnic v následujících sekcích ohledneˇ
diskretizace doporucˇujeme náhlédnout do [5].
1.2 Konstrukce matice D
Nyní
ˆ
γ
(sl)
C
λh · v(sl)hdγ = ∑
e=1
ˆ
e
λh · v(sl)hdγ =
=
n(sl)n
∑
j=1
n(sl)n
∑
k=1
n(sl)e
∑
e=1

ˆ
e
ψj
(
X(sl)
)
ϕ
(sl)
k
(
X(sl)
)
dγ

 z>(j)v(sl)(k) =
=
n(sl)n
∑
j=1
n(sl)n
∑
k=1
n(sl)e
∑
e=1

ˆ
e
Ψ(j,e)
(
ξ
(sl)
e
(
X(sl)
))
N(sl)
(k,e)
(
ξ
(sl)
e
(
X(sl)
))
dγ

 z>(j)v(sl)(k) =
=
n(sl)n
∑
j=1
n(sl)n
∑
k=1
n(sl)e
∑
e=1

 1ˆ
−1
Ψ(j,e) (ξ)N
(sl)
(k,e) (ξ) J(ξ)dξ

 z>(j)v(sl)(k) ≈
≈
n(sl)n
∑
j=1
n(sl)n
∑
k=1
n(sl)e
∑
e=1
n(sl,e)g
∑
g=1
[
wgΨ(j,e)
(
ξg
)
N(sl)
(k,e)
(
ξg
)
J(ξg)
]
z>(j)I 2v
(sl)
(k) =
= v>|(sl)D
>z
kde
J(ξ) =
∥∥∥∥∥∂x
(sl)h
∂ξ
∥∥∥∥∥
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je Jakobián zobrazení x(sl)h amatice D ∈ R2n
(sl)
n ×2n
(sl)
n je složena z 2× 2 bloku˚ na diagonále,
které jsou násobkem skaláru Djj a jednotkové matice,
Djj =
n(sl)e
∑
e=1

ˆ
e
ϕ
(sl)
j
(
X(sl)
)
dγ

 = n(sl)e∑
e=1
n(sl,e)g
∑
g=1
[
wgN
(sl)
(j,e)
(
ξg
)
J(ξg)
]
.
Využili jsme zde biortogonality funkcí N a Ψ.
1.3 Konstrukce matice M
Podobneˇ budeme chtít zapsat
−
ˆ
γ
(sl)
C
λ · vˆ(m)dγ ≈ −v>|(m)M
>z
kde matice M ∈ R2n
(sl)
n ×2n
(m)
n bude opeˇt složena z 2× 2 bloku˚ a uvidíme, že
Mjl =
n(sl)e
∑
e=1

ˆ
e
ψj
(
X(sl)
)
ϕ
(m)
l
(
Xˆ(m)
)
dγ

 .
Vyjádrˇení vztahu pro výpocˇet prvku Mjl matice M pomocí Gaussovy kvadratury
bude složiteˇjším úkolem. Problém spocˇívá v tom, že integrujeme prˇes element e soucˇin
duální tvarové funkce Ψ a projekci tvarové funkce N(m) na slave element. Prˇedpis této
projekce však nemusí být na celém slave elementu pouze jeden, jelikož každá prˇíslušná
dvojice master a slave elementu˚ má svu˚j prˇedpis pro projekci. Abychom tento problém
prˇekonali, nebudeme integrovat prˇes elementy, ale prˇes tzv. kontaktní segmenty, které
vzniknou rozdeˇlením konecˇneˇ prvkových elementu˚ na cˇásti, pro které se prˇedpis pro-
jekce master-slave nemeˇní, resp. jedná se o rozdeˇlení slave a master povrchu na menší
celky zvané segmenty, na kterých jsou obeˇ funkce definované jedním prˇedpisem. Roz-
deˇlení master a slave povrchu na segmenty je založeno na prˇedpokladu spojitého nor-
málového pole slave povrchu γ(sl)C a na projekci slave a master uzlu˚ na proteˇjší povrch
podél teˇchto normál. V du˚sledku toho si nyní zadefinujme pojem uzlová normála.
Obrázek 1.2: Uzlová normála a elementové normály
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Pokud uzel j ∈ S má dva prˇilehlé elementy (viz obrázek 1.2), pak normálu v uzlu j
vypocˇítáme podle vztahu
n j =
n j,1 + n j,2∥∥n j,1 + n j,2∥∥ , (1.17)
kde n j,1, n j,2 jsou jednotkové elementové normály, resp. jednotkové normály prˇíslušného
elementu. Na základeˇ vztahu (1.17) je spojité normálové pole definováno pomocí stan-
dardních tvarových funkcí N(sl)j
n =
n(sl)n
∑
j=1
N(sl)j
(
ξ(sl)
)
n j .
Nyní si zadefinujme výše zmíneˇné projekce master a slave uzlu˚ na proteˇjší povrch.
Projekce slave uzlu x(sl)j na master element e s uzly x
(m)
l , l = 1, . . . , n
(m,e)
n je dána prˇed-
pisem 


n(m,e)n∑
l=1
N(m)l
(
ξ(m)
)
x(m)l

− x(sl)j

× n j = 0 , (1.18)
kde ξ(m) je bod na master elementu, který vznikl projekcí slave uzlu x(sl)j na daný master
element. Projekce master uzlu x(m)l na slave element es uzly x
(sl)
j , j = 1, . . . , n
(sl,e)
n je dána
prˇedpisem 


n(sl,e)n∑
j=1
N(sl)j
(
ξ(sl)
)
x(sl)j

− x(m)l

×

n(sl,e)n∑
j=1
N(sl)j
(
ξ(sl)
)
n j

 = 0 , (1.19)
kde ξ(sl) je bod na slave elementu, který vznikl projekcí master uzlu x(m)l na daný slave
element. Vztahy (1.18), (1.19) jsou obecneˇ nelineární podmínky projekce sourˇadnic, a tedy
bývají obvykle rˇešeny lokální Newtonovou iterací.
Obrázek 1.3: Segmentace povrchu˚
Koncové body segmentu znacˇené ξ(sl)a , ξ
(sl)
b , ξ
(m)
a , ξ
(m)
b mohou být dány projekcí slave
uzlu na master element a naopak nebo mohou být shodné s koncovým bodem elementu
(viz obrázek 1.3). Detailní pohled na jeden segment je znázorneˇn na následujícím
obrázku 1.4.
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Obrázek 1.4: Detail segmentu
Modrou barvou jsou oznacˇeny uzly elementu prˇíslušného povrchu a cˇervenou barvou
body vzniklé projekcí uzlu z proteˇjšího povrchu. Poznamenejme, že pro koncové body
segmentu˚ platí ξ(sl)a , ξ
(sl)
b , ξ
(m)
a , ξ
(m)
b ∈ 〈−1; 1〉. Jejich konkrétní hodnota závisí na lokálních
elementových sourˇadnicích jednotlivých povrchu˚.
Zbývá nám si zavést segmentovou parametrizaci definovanou jako η ∈ 〈−1; 1〉, která
je potrˇebná pro aplikaci Gaussovy kvadratury na kontaktní segmenty. Zobrazení z ele-
mentových sourˇadnic ξ(i), i ∈ {sl, m} na segmentové sourˇadnice η je dáno vztahem
ξ(i) (η) =
1
2
(1− η) ξ(i)a +
1
2
(1+ η) ξ(i)b .
Nyní mu˚žeme prˇistoupit k rozepsání cˇlenu
−
ˆ
γ
(sl)
C
λ · vˆ(m)dγ = −
n(sl)n
∑
j=1
n(m)n
∑
l=1
ns
∑
s=1

ˆ
s
ψj
(
X(sl)
)
ϕ
(m)
l
(
Xˆ(m)
)
dγ

 z (j) · v(m)(l) =
= −
n(sl)n
∑
j=1
n(m)n
∑
l=1
ns
∑
s=1

ˆ
s
Ψ(j,s)
(
ξ
(sl)
s
(
X(sl)
))
N(m)
(l,s)
(
ξ
(m)
s
(
Xˆ(m)
))
dγ

 z (j) · v(m)(l) =
= −
n(sl)n
∑
j=1
n(m)n
∑
l=1
ns
∑
s=1

 1ˆ
−1
Ψ(j,s)
(
ξ
(sl)
s (η)
)
N(m)
(l,s)
(
ξ
(m)
s (η)
)
Js (η) dη

 z>(j)v(m)(l) ≈
≈ −
n(sl)n
∑
j=1
n(m)n
∑
l=1
ns
∑
s=1
n(s)g
∑
g=1
[
wgΨ(j,s)
(
ξ
(sl)
s
(
ηg
))
N(m)
(l,s)
(
ξ
(m)
s
(
ηg
))
Js
(
ηg
)]
z>(j)v
(m)
(l) =
= v>|(m)M
>z
kde
Js(η) =
∥∥∥∥∥∂x
(sl)h
∂ξ(sl)
∥∥∥∥∥
∣∣∣∣∣∂ξ
(sl)
∂η
∣∣∣∣∣ = J
(
ξ(sl) (η)
) ξ(sl)b − ξ(sl)a
2
.
Bloky matice M jsou tvorˇeny násobkem skaláru Mjl a 2× 2 matice I 2, kde
Mjl =
ns
∑
s=1
n(s)g
∑
g=1
[
wgΨ(j,s)
(
ξ
(sl)
s
(
ηg
))
N(m)
(l,s)
(
ξ
(m)
s
(
ηg
))
Js
(
ηg
)]
.
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1.4 Diskretizace kontaktního omezení
Nyní zbývá diskretizovat integrál v (1.14)
0 ≤
ˆ
γ
(sl)
C
µhng
hdγ = −
ˆ
γ
(sl)
C
µhn
(
x(sl)(X(sl))
)
n
(
x(sl)(X(sl))
)
·
[
x(sl)(X(sl))− xˆ(m)(Xˆ(m))
]
dγ.
Vycˇíslení integrálu˚ v tomto vzorci by bylo prˇíliš nárocˇné. Speciální volbou µhn zavedeme
diskretizovanou podobu tohoto nerovnostního omezení, které se rozpadne na n(sl)n line-
arizovaných nerovnostních omezení. Dosad’me
µhn =
n(sl)n
∑
i=1
ψj
(
X(sl)
)
(z˜n)i
Volbou (z˜n)i = δij pro j-té nerovnostní omezení a zárovenˇ pro j-té omezení prˇedpoklá-
dejme konstantní normálu n
(
x(sl)(X(sl))
)
= n j a dostaneme, že ∀j ∈ {1, . . . , n
(sl)
n } platí
0 ≤ −
n(sl)n
∑
k=1
n(sl)e
∑
e=1
n>(j)

ˆ
e
ψj
(
X(sl)
)
ϕ
(sl)
k
(
X(sl)
) (
x(sl)
(k)
)
dγ


+
n(m)n
∑
l=1
ns
∑
s=1
n>(j)

ˆ
s
ψj
(
X(sl)
)
ϕ
(m)
l
(
Xˆ(m)
) (
x(m)
(l)
)
dγ


0 ≤ g˜j = −n>(j)
[
D (X+ d)|(sl) −M (X+ d)|(m)
]
(j)
.
1.5 Algebraický tvar diskretizované úlohy
Na základeˇ výše odvozených vztahu˚ lze po diskretizaci prˇevést kontaktní úlohu na
algebraický tvar
=f int(d)︷︸︸︷
Kd +
=fC(d,z)︷ ︸︸ ︷
D>z−M>z −
=f ext︷︸︸︷
f = 0 (1.20)
g˜j ≥ 0 (1.21)
(zn)j ≥ 0 (1.22)
(zn)j g˜j = 0 (1.23)
(zt)j = 0 . (1.24)
Kapitola 2
Semihladká Newtonova metoda
V této kapitole si zadefinujeme pojem SEMIHLADKÁNewtonovametoda, ale prˇedtím
si prˇipomeneme definici Newtonovy metody. Uved’me, že všechny poznatky ohledneˇ
Newtonovy metody a semihladké Newtonovy metody jsou prˇevzaty z [1] a z [2].
2.1 Newtonova metoda
Newtonova metoda je numerická metoda, která se používá pro hledání korˇenu˚ ne-
lineární funkce F : Rn → Rn, tzn. hledáme x∗ ∈ Rn tak, aby platilo F(x∗) = 0 , kde F je
alesponˇ jednou spojiteˇ diferencovatelná. Poté Newtonova metoda generuje posloupnost
vektoru˚
(
xk
)
blížících se k rˇešení x∗ podle následujícího pravidla
xk+1 = xk −
[
F′
(
xk
)]−1
F
(
xk
)
, k = 0, 1, 2, . . . , (2.1)
kde F′ : Rn → Rn×n prˇedstavuje Jakobiho matici funkce F, která je regulární. Pokud si
oznacˇíme prˇíru˚stek v k-tém kroce jako ∆xk = xk+1 − xk a prˇenásobíme-li prˇedpis maticí
F′
(
xk
)
, dostaneme nový prˇedpis, ve kterém rˇešíme soustavu
F′
(
xk
)
∆xk = −F
(
xk
)
, xk+1 = xk + ∆xk . (2.2)
Poznamenejme, že této metodeˇ se také prˇezdívá Newton-Raphsonova metoda.
Uved’me si ješteˇ veˇtu týkající se konvergence Newtonovy metody.
Veˇta 1. Necht’ F : Rn → Rn je spojiteˇ diferencovatelná funkce na otevrˇené množineˇ D ⊆ Rn
a necht’ x∗ ∈ D je rˇešením nelineární rovnice F(x) = 0 . Navíc prˇedpokládejme, že [F′ (x∗)]−1
existuje,
∥∥∥[F′ (x∗)]−1∥∥∥ je ohranicˇená a F′ je Lipschitzovsky spojitá. Pak pro všechna x0 , která jsou
dostatecˇneˇ blízko x∗, je posloupnost
(
xk
)
generována prˇedpisem (2.1) dobrˇe definovaná a konver-
guje Q-kvadraticky k x∗.
Veˇta výše má lokální charakter, resp. konvergence je zarucˇena, pokud pocˇátecˇní vek-
tor x0 volíme dostatecˇneˇ blízko vektoru rˇešení x∗ . Pro globální konvergenci existují
tzv. globalizacˇní strategie založené na volbeˇ pevné délky kroku nebo na Armijoveˇ pravi-
dle. Nyní, když jsme si prˇipomneˇli Newtonovu metodu, mu˚žeme prˇejít k definici semi-
hladké Newtonovy metody.
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2.2 Semihladká Newtonova metoda
V mnoha aplikacích nemusí být nelineární funkce F diferencovatelná (v klasickém
smyslu), pak soustavu
F(x) = 0
nazýváme jako NEHLADKOU. V takovém prˇípadeˇ je zapotrˇebí zobecnit pojem Newto-
novy metody, resp. celkoveˇ zobecnit pojem diferencovatelnosti (zobecnit Jakobiho matici
funkce F). Jednou z možností je Rademacherova veˇta, ve které je za prˇedpokladu
Lipschitzovské spojitosti F, F diferencovatelná skoro všude. Pro takové F je definován
Clarkeu˚v zobecneˇný Jakobián a jeho prvek mu˚že být použit v Newtonoveˇ metodeˇ. Bo-
hužel prˇedpoklad Lipschitzovské spojitosti F není dostatecˇný pro dokázání, že zobec-
neˇné Newtonovy iterace jsou dobrˇe definovány. V du˚sledku toho je potrˇeba trˇídu funkcí,
které mohou být použity ve zobecneˇné Newtonoveˇ metodeˇ, zúžit na funkce semihladké.
Poté jsme schopni dokázat Q-superlineární konvergenci semihladké Newtonovy metody.
Drˇíve než si uvedeme prˇedpis semihladkéNewtonovy metody, si zavedeme pojemNewto-
novské diferencovatelnosti.
Necht’ X a Y jsou Banachovy prostory s prˇíslušnými normami ‖ · ‖X , ‖ · ‖Y . Necht’
L (X, Y) je množina všech lineárních omezených zobrazení z X do Y s normou ‖ · ‖L(X, Y).
Dále necht’ D ⊆ X je otevrˇenou podmnožinou , F : D→ Y funkcí a x, h ∈ X.
Definice 1. (i) Funkci F nazveme Newtonovsky diferencovatelnou v x ∈ D , pokud existuje
zobrazení F◦ : D→ L (X, Y) takové, že F◦ je jednoznacˇneˇ ohranicˇená na otevrˇeném okolí x a
lim
h→0
1
‖h‖X
‖F(x+ h)− F(x)− F◦(x+ h)h‖Y = 0 .
Pak funkci F◦ nazýváme Newtonovsky diferencovatelnou funkcí funkce F v x.
(ii) Funkci F nazvýváme Newtonovsky diferencovatelnou v D, pokud existuje zobrazení
F◦ : D → L (X, Y) takové, že F◦ je Newtonovsky diferencovatelnou funkcí funkce F v každém
bodeˇ x ∈ D . Pak funkci F◦ nazýváme Newtonovsky diferencovatelnou funkcí funkce F v D.
Semihladká Newtonova metoda generuje posloupnost vektoru˚
(
xk
)
podle prˇedpisu
xk+1 = xk −
[
F◦
(
xk
)]−1
F
(
xk
)
, k = 0, 1, 2, . . . , (2.3)
kde F◦ je Newtonovsky diferencovatelná funkce funkce F. Dodejme, že v (2.3) je F◦
(
xk
)
∈
L (X, Y) a oznacˇením
[
F◦
(
xk
)]−1
∈ L (Y, X) rozumíme inverzní zobrazení k F◦
(
xk
)
.
Pokud si prˇíru˚stek v kroku k oznacˇíme stejným zpu˚sobem jako tomu bylo výše a prove-
deme-li prˇenásobení prˇedpisu funkcí F◦, dostaneme
F◦
(
xk
)
∆xk = −F
(
xk
)
, xk+1 = xk + ∆xk . (2.4)
Všimneme si, že prˇedpis (2.4) semihladké Newtonovy metody je podobný prˇedpisu (2.2),
ale v prˇípadeˇ semihladké Newtonovy metody jsme zobecnili pojem diferencovatelnosti.
Navíc lze ukázat rovnost mezi F◦ = F′ , pokud F je spojiteˇ diferencovatelná.
Na záveˇr kapitoly si ješteˇ uved’me veˇtu pojednávající o konvergenci semihladkéNewto-
novy metody.
Veˇta 2. Necht’ F : X → Y je Newtonovsky diferencovatelná v D s Newtonovsky diferencovatel-
nou funkcí F◦. Prˇedpokládejme, že x∗ ∈ D je rˇešení nelineární rovnice F (x) = 0 . Prˇedpokládej-
me, že F◦ je regulární pro všechna x ∈ D a že existuje kladná konstanta M taková, pro kterou
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platí ∥∥∥[F◦ (x)]−1∥∥∥ ≤ M , ∀x ∈ D .
Pak existuje r > 0 takové, že pro jakoukoliv pocˇátecˇní iteraci x0 ∈ B (x∗, r) je posloupnost
generovaná prˇedpisem (2.3) definována jednoznacˇneˇ a konvegruje k x∗ Q-superlineárneˇ.
Du˚kaz druhé veˇty a ukázky Newtonovsky diferencovatelných funkcí jsou uvedeny
v [2].
Pokud jsou X = Y = Rn Banachovy prostory, pak Veˇta 2. platí i pro konecˇné di-
menze a práveˇ toho využijeme prˇi rˇešení kontaktní úlohy, ve které používáme aproxi-
maci konecˇnými prvky.
Kapitola 3
PDASS jako semihladká Newtonova
metoda
V první kapitole jsme si zformulovali kontaktní úlohu, která je v podstateˇ úlohou
minimalizacˇní s omezením na nerovnost. Naším úkolem bude prˇevést minimalizacˇní
úlohu s omezením na nerovnost na minimalizacˇní úlohu s omezením na rovnost, a poté
na takto prˇeformulovanou úlohu aplikovat semihladkou Newtonovu metodu. K trans-
formaci nerovnostních omezení na rovnostní omezení využijememyšlenky PDASS (z an-
glického Primal-Dual Active Set Strategy, tzn. primárneˇ-duální prˇístup založený na ak-
tivní množineˇ), viz [3], kapitola 6. Cílem PDASS je rozdeˇlit množinu slave uzlu˚ S na
podmnožinu A (zvanou aktivní) obsahující všechny uzly, které jsou práveˇ v kontaktu
s master teˇlesem a její doplneˇk I = S \A (zvaný neaktivní množina), tzn. množinu
uzlu˚, které nejsou v kontaktu s master teˇlesem. V du˚sledku toho mu˚žeme prˇevést nerov-
nostní omezení (1.21)-(1.23) na rovností omezení a prˇeformulovat tak kontaktní úlohu
(1.20)-(1.24) na
r = f int(d)− f ext + fC(d, z) = 0
g˜j = 0 ∀j ∈ A
(zn)j = 0 ∀j ∈ I
(zt)j = 0 ∀j ∈ S ,
(3.1)
kde vektor r prˇedstavuje reziduální sílu. Podíváme-li se na (3.1) detailneˇji, zjistíme, že
máme definovány trˇi omezení na rovnost, prˇicˇemž dveˇ z nich jsou definovány na dvou
ru˚zných množinách A a I . Ru˚zné prˇedpisy rovnostního omezení pro nmožiny A a I
jsou pro nás znacˇným problémem, protože k hledání aktivní množiny nelze použít algo-
ritmy Newtonova typu. Je to zpu˚sobeno tím, že pro zadanéA aI už máme rovnostními
omezeními v (3.1) striktneˇ nadefinované neˇkteré hodnoty (cˇi rovnostní vazby) pro vek-
tory d a z. Lze si to také prˇedstavit tak, že nemohou být stanoveny žádné tecˇné informace
pro aktivní A a neaktivní I množinu. Musíme tedy úlohu (3.1) prˇeformulovat tak, aby-
chom k jejímu rˇešení byli schopni použít Newtonovumetodu, tedy definovat pro každou
kombinaci d a z takovou funkci, aby její nulová hladina splnˇovala rovnostní podmínky
v (3.1). Zadefinujme si tzv. doplnˇkovou funkci Cj prˇedpisem
Cj
(
z j, d
)
= (zn)j −max
(
0, (zn)j − cn g˜j
)
∀j ∈ S (3.2)
pro daný parametr cn > 0. Jelikož normála n j, která je obsažená v (zn)j = n j · z j, a uzlová
vzdálenost (mezera) g˜j závisí nelineárneˇ na posunu d, je celá funkce Cj nejenom funkcí
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multiplikátoru˚ z, ale také je nelineární funkcí posunu d. Ukažme, že nulová hladina
funkcí Cj, j ∈ S
Cj
(
z j, d
)
= 0 , (3.3)
je ekvivaletní s KKT podmínkami (1.21)-(1.23), tedy platí poslední trˇi rovnosti v (3.1).
Du˚kaz. Nejprve si dokážeme následující implikaci
g˜j ≥ 0 ,
(zn)j ≥ 0 ,
(zn)j g˜j = 0
=⇒ Cj
(
z j, d
)
= (zn)j −max
(
0, (zn)j − cn g˜j
)
= 0 . (3.4)
Vzhledem k uvedenýmprˇedpokladu˚m (zejména prˇedpokladu (zn)j g˜j = 0)mu˚žou nastat
pouze trˇi situace.
1. (zn)j = 0 ∧ g˜j > 0 :
(zn)j −max
(
0, (zn)j − cn g˜j
)
= 0
0−max

0, <0︷ ︸︸ ︷0− cn g˜j

 = 0
0 = 0
V prˇípadeˇ první situace implikace (3.4) platí.
2. g˜j = 0 ∧ (zn)j > 0 :
(zn)j −max

0, >0︷︸︸︷(zn)j − cn0

 = 0
(zn)j − (zn)j = 0
0 = 0
V prˇípadeˇ druhé situace implikace (3.4) také platí.
3. g˜j = 0 ∧ (zn)j = 0 :
0−max (0, 0− cn0) = 0
0 = 0
V prˇípadeˇ poslední situace implikace (3.4) opeˇt platí.
Dokázali jsme, že výše napsaná implikace (3.4) je pro dané prˇedpoklady platná.
Jelikož máme dokázat ekvivalenci, musíme dokázat také opacˇnou implikaci
g˜j ≥ 0
(zn)j ≥ 0
(zn)j g˜j = 0
⇐= Cj
(
z j, d
)
= (zn)j −max
(
0, (zn)j − cn g˜j
)
= 0 . (3.5)
Víme, že (zn)j a g˜j jsou cˇísla, prˇicˇemž je cn > 0. Budeme tedy volit naprˇíklad cˇíslo (zn)j
a k neˇmu budeme „hledat“ cˇíslo g˜j. Pro cˇíslo (zn)j mu˚žou opeˇt nastat trˇi situace.
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1. (zn)j > 0 :
Cj
(
z j, d
)
= (zn)j −max
(
0, (zn)j − cn g˜j
)
= 0
Když víme, že (zn)j > 0 a cn > 0, pak výsledek funkce max
(
0, (zn)j − cn g˜j
)
bude
záviset na hodnoteˇ g˜j, tzn. jeli g˜j kladné, záporné nebo nulové.
(a) Když g˜j > 0, pak
i. (zn)j − cn g˜j < 0 ⇒ Cj
(
z j, d
)
= (zn)j − max
(
0, (zn)j − cn g˜j
)
=
(zn)j − 0 > 0 . . . SPOR !!!
ii. (zn)j − cn g˜j = 0 ⇒ Cj
(
z j, d
)
= (zn)j − max
(
0, (zn)j − cn g˜j
)
=
(zn)j − 0 > 0 . . . SPOR !!!
iii. (zn)j − cn g˜j > 0 ⇒ Cj
(
z j, d
)
= (zn)j − max
(
0, (zn)j − cn g˜j
)
=
cn g˜j > 0 . . . SPOR !!!
(b) Když g˜j = 0, pak
Cj
(
z j, d
)
= (zn)j −max
(
0, (zn)j − cn0
)
= 0.
(c) Když g˜j < 0, pak
Cj
(
z j, d
)
= (zn)j −max
(
0, (zn)j − cn g˜j
)
= cn g˜j < 0 . . . SPOR !!!
2. (zn)j = 0 :
0 = Cj
(
z j, d
)
= 0−max
(
0, 0− cn g˜j
)
=
{
0 . . . g˜j ≥ 0
g˜j . . . g˜j < 0
tedy g˜j ≥ 0.
3. (zn)j < 0 :
Cj
(
z j, d
)
= (zn)j −max
(
0, (zn)j − cn g˜j
)
= 0
(a) Když g˜j > 0, pak
(zn)j − cn g˜j < 0 ⇒ Cj
(
z j, d
)
= (zn)j −max
(
0, (zn)j − cn g˜j
)
=
= (zn)j < 0 . . . SPOR !!!
(b) Když g˜j = 0, pak
Cj
(
z j, d
)
= (zn)j −max
(
0, (zn)j − cn0
)
= (zn)j < 0 . . . SPOR !!!
(c) Když g˜j < 0, pak
i. (zn)j − cn g˜j < 0 ⇒ Cj
(
z j, d
)
= (zn)j − max
(
0, (zn)j − cn g˜j
)
=
(zn)j < 0 . . . SPOR !!!
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ii. (zn)j − cn g˜j = 0 ⇒ Cj
(
z j, d
)
= (zn)j − max
(
0, (zn)j − cn g˜j
)
=
(zn)j < 0 . . . SPOR !!!
iii. (zn)j − cn g˜j > 0 ⇒ Cj
(
z j, d
)
= (zn)j −max
(
0, (zn)j − cn g˜j
)
= g˜j <
0 . . . SPOR !!!
Existují tedy trˇi možné prˇípady
1. (zn)j > 0 ∧ g˜j = 0 ,
2. (zn)j = 0 ∧ g˜j > 0 ,
3. (zn)j = 0 ∧ g˜j = 0 ,
kdy je splneˇn uvedený prˇedpoklad (3.5). Tyto prˇípady lze ekvivalentneˇ zapsat ve tvaru
g˜j ≥ 0 ,
(zn)j ≥ 0 ,
(zn)j g˜j = 0 .
Získali jsme zmíneˇné KKT podmínky (1.21)-(1.23) a dokázali jsme, že i druhá implikace
platí, a tudiž platí ekvivalentní vztah mezi KKT podmínkami (1.21)-(1.23) a doplnˇkovou
funkcí Cj.

V du˚kazu výše si mu˚žeme všimnout nezávislosti platnosti ekvivalence mezi KKT
podmínkami (1.21)-(1.23) a doplnˇkovou funkcí Cj na volbeˇ cn. Z numerického hlediska
se doporucˇuje cn volit stejného rˇádu jako je Youngu˚v modul kontaktních teˇles. Detailneˇjší
popis vlivu volby cn na algoritmus semihladké Newtonovy metody je k nahlédnutí v [3].
Nyní, kdyžmáme zadefinovanou doplnˇkovou funkci Cj, mu˚žeme prˇeformulovat úlo-
hu (3.1) na
r = f int(d)− f ext + fC(d, z) = 0 ,
Cj
(
zj, d
)
= 0 ∀j ∈ S ,
(zt)j = 0 ∀j ∈ S ,
(3.6)
kde informaci, jestli daný bod náleží do aktivní nebo neaktivní množiny, v sobeˇ nese
nehladká funkce Cj, jejíž prˇedpis je složen ze dvou ru˚zných veˇtví. O derivaci funkce Cj
se zmíníme v sekci „Linearizace doplnˇkové funkce“.
Naším dalším úkolem bude aplikovat semihladkou Newtonovu metodu na výše uve-
denou úlohu (3.6). Díky semihladkéNewtonoveˇ metodeˇ prˇevedeme soustavu nelineárních
rovnic (3.6) na soustavu lineárních rovnic. Rozeberme si tedy detailneˇ jednotlivé lineari-
zace, které budou vystupovat ve finálním tvaru soustavy lineárních rovnic.
3.1 Linearizace normálového a tecˇného vektoru
Jako první se budeme veˇnovat linearizaci normálového vektoru a pomocí ní poté
odvodíme i linearizaci tecˇného vektoru. Jelikož budeme potrˇebovat pouze normály kon-
taktní hranice slave teˇlesa, budeme linearizaci tecˇného a normálového vektoru uvažovat
zde.
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Necht’ nˆ j,e prˇedstavuje elementovou normálu elementu e sousedícího s j-tým uzlem
povrchu slave. Normála nˆ j,e není normovaná, resp. není jednotková, a definujeme ji
ve tvaru
nˆ j,e =
n(sl,e)n
∑
k=1
∂Nk
∂ξ
(ξ j)

 xk,y
−xk,x

 ,
kde
(
xk,x, xk,y
)
=
(
Xk,x, Xk,y
)
+ d k =
(
Xk,x, Xk,y
)
+
(
dk,x, dk,y
)
a n(sl,e)n je pocˇet uzlu˚
daného elementu.
Derivací elementové normály nˆ j,e získáme prˇedpis
∆nˆ j,e =
n(sl,e)n
∑
k=1
∂Nk
∂ξ
(ξ j)
[
∆xk,y
−∆xk,x
]
=
n(sl,e)n
∑
k=1
∂Nk
∂ξ
(ξ j)
[
∆
(
Xk,y + dk,y
)
−∆
(
Xk,x + dk,x
)
]
=
n(sl,e)n
∑
k=1
∂Nk
∂ξ
(ξ j)
[
∆dk,y
−∆dk,x
]
,
který prˇepíšeme do maticového tvaru
∆nˆ j,e =
[
0 0 . . . . . . 0 ∂Nk∂ξ (ξ j) . . . . . . 0 0
0 0 . . . . . . − ∂Nk∂ξ (ξ j) 0 . . . . . . 0 0
]


∆d1,x
∆d1,y
...
∆d|S |,x
∆d|S |,y


= Pˆ e ∆dS .
Matice Pˆ e ∈ R2×2|S | obsahuje n
(sl,e)
n nenulových bloku˚ velikosti 2× 2 reprezentující prˇís-
peˇvky linearizace uzlových sourˇadnic ∆d k elementu e do normály ve slave uzlu j. Os-
tatní bloky matice Pˆ e jsou nulové. Vektor ∆dS ∈ R2|S | je tvorˇen derivacemi posunu˚
v jednotlivých slave uzlech j.
Pro elementový normovaný normálový vektor n j,e platí
n j,e =
1
lj,e
nˆ j,e ,
kde jsme z du˚vodu prˇehledneˇjšího zápisu oznacˇili lj,e = ‖nˆ j,e‖ .
Oznacˇme si n˜ j jako nenormovanou normálu ve slave uzlu j, pro kterou platí
n˜ j =
1
lj,1
nˆ j,1 +
1
lj,2
nˆ j,2 , (3.7)
tzn. výslednou normálu získame soucˇtem normovaných elementových normál elementu˚
sousedících se slave uzlem j. V našem prˇípadeˇ je normála n˜ j tvorˇena soucˇtem dvou ele-
mentových normál.
Pro další úpravy bude výhodneˇjší nenormovanou uzlovou normálu n˜ j zapsat ve tvaru
nˆ j = lj,2 nˆ j,1 + lj,1 nˆ j,2 . (3.8)
Vektory n˜ j a nˆ j se sice liší délkou, ale jelikož je budeme pozdeˇji normovat, nezáleží
na tom, který z nich dále použijeme.
V dalším kroku si vyjádrˇíme derivaci normálového vektoru nˆ j podle posunu d
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∆nˆ j = ∆lj,2 nˆ j,1 + lj,2 ∆nˆ j,1 + ∆lj,1 nˆ j,2 + lj,1 ∆nˆ j,2 =
=
nˆ j,2 · ∆nˆ j,2
lj,2
nˆ j,1 + lj,2 ∆nˆ j,1 +
nˆ j,1 · ∆nˆ j,1
lj,1
nˆ j,2 + lj,1 ∆nˆ j,2 ,
(3.9)
kde
∆lj,e = ∆
√
nˆ j,e · nˆ j,e =
nˆ j,e · ∆nˆ j,e
lj,e
.
Výše uvedený vztah pro ∆nˆ j prˇevedeme do globálního maticového zápisu, který je
mnohem výhodneˇjší pro implementaci algoritmu. Jako první si rozepíšeme a upravíme
první cˇlen výrazu (3.9)
nˆ j,2 · ∆nˆ j,2
lj,2
nˆ j,1 =

 nˆj,2,x
nˆj,2,y

 ·

 ∆nˆj,2,x
∆nˆj,2,y


lj,2

 nˆj,1,x
nˆj,1,y

 =
=
1
lj,2
(
nˆj,2,x∆nˆj,2,x + nˆj,2y∆nˆj,2,y
)  nˆj,1,x
nˆj,1,y

 =
=
1
lj,2

 nˆj,1,xnˆj,2,x∆nˆj,2,x + nˆj,1,xnˆj,2,y∆nˆj,2,y
nˆj,1,ynˆj,2,x∆nˆj,2,x + nˆj,1,ynˆj,2,y∆nˆj,2,y

 =
=
1
lj,2

 nˆj,1,xnˆj,2,x nˆj,1,xnˆj,2,y
nˆj,1,ynˆj,2,x nˆj,1,ynˆj,2,y



 ∆nˆj,2,x
∆nˆj,2,y

 = 1
lj,2
V
(
Pˆ 2 ∆dS
)
,
kde
R
2×2 3 V =

 nˆj,1,xnˆj,2,x nˆj,1,xnˆj,2,y
nˆj,1,ynˆj,2,x nˆj,1,ynˆj,2,y

 ,
Pˆ e ∈ R2×2|S | a ∆dS ∈ R2|S | . Stejným zpu˚sobem rozepíšeme a upravíme druhý zlomek
soucˇtu v prˇedpisu pro ∆nˆ j
nˆ j,1∆nˆ j,1
lj,1
nˆ j,2=
1
lj,1
VT
(
Pˆ 1 ∆dS
)
.
Zbývající dva cˇleny soucˇtu odpovídají úpravám
lj,2∆nˆ j,1 = lj,2I
(
Pˆ 1 ∆dS
)
,
lj,1∆nˆ j,2 = lj,1I
(
Pˆ 2 ∆dS
)
,
kde matice I ∈ R2×2 je jednotková matice.
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Nyní, když máme upraveny jednotlivé cˇleny vztahu (3.9), mu˚žeme prˇejít k maticové-
mu tvaru normálového vektoru ∆nˆ j
∆nˆ j =
1
lj,2
V
(
Pˆ 2 ∆dS
)
+ lj,2I
(
Pˆ 1 ∆dS
)
+
1
lj,1
VT
(
Pˆ 1 ∆dS
)
+ lj,1I
(
Pˆ 2 ∆dS
)
=
=
1
lj,1
VT
(
Pˆ 1 ∆dS
)
+ lj,2I
(
Pˆ 1 ∆dS
)
+
1
lj,2
V
(
Pˆ 2 ∆dS
)
+ lj,1I
(
Pˆ 2 ∆dS
)
=
=
[(
1
lj,1
VT + lj,2I
)
Pˆ 1 +
(
1
lj,2
V+ lj,1I
)
Pˆ 2
]
∆dS = Pˆ ∆dS ,
(3.10)
kde matice Pˆ ∈ R2×2|S | má podobný význam jako matice Pˆ e.
Dostali jsme se do bodu, kdy jsme schopni napocˇítat derivaci nejednotkové normály
∆nˆ j, kterou využijeme pro výpocˇet smeˇrové derivace normované normály ∆n j. Pro nor-
movanou normálu n j ve slave uzlu j platí vztah
n j =
n j,1 + n j,2
‖n j,1 + n j,2‖
=
nˆ j
‖nˆ j‖
, (3.11)
kde jsme za soucˇty v prvním zlomku (3.11) dosadili výraz (3.8). Obdržíme tak výraz pro
derivaci normované normály ∆n j
∆n j = ∆
(
nˆ j
‖nˆ j‖
)
=
∆nˆ j
‖nˆ j‖
−
(
nˆ j · ∆nˆ j
)
nˆ j
‖nˆ j‖3
. (3.12)
Opeˇt budeme chtít vyjádrˇit výraz (3.12) v maticovém tvaru. Toho docílíme následující
úpravou
∆n j =
1
‖nˆ j‖
∆nˆ j −
1
‖nˆ j‖3
(
nˆ j · ∆nˆ j
)
nˆ j =
=
1
‖nˆ j‖
(
Pˆ∆dS
)
−
1
‖nˆ j‖3
(
nˆj,x∆nˆj,x + nˆj,y∆nˆj,y
)  nˆj,x
nˆj,y

 =
=
1
‖nˆ j‖
(
Pˆ∆dS
)
−
1
‖nˆ j‖3

 nˆj,x∆nˆj,xnˆj,x + nˆj,y∆nˆj,ynˆj,x
nˆj,x∆nˆj,xnˆj,y + nˆj,y∆nˆj,ynˆj,y

 =
=
1
‖nˆ j‖
(
Pˆ∆dS
)
−
1
‖nˆ j‖3

 nˆj,xnˆj,x nˆj,xnˆj,y
nˆj,xnˆj,y nˆj,ynˆj,y

∆nˆ j =
=
1
‖nˆ j‖
(
Pˆ∆dS
)
−
1
‖nˆ j‖3
W
(
Pˆ∆dS
)
=
=
[(
1
‖n j‖
I−
1
‖n j‖3
W
)
Pˆ
]
∆dS ,
kde
R
2×2 3W =

 nˆj,xnˆj,x nˆj,xnˆj,y
nˆj,xnˆj,y nˆj,ynˆj,y

 .
Získali jsme maticový prˇedpis pro derivaci normované normály ∆n j ve slave uzlu j
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∆n j =
[(
1
‖n j‖
I−
1
‖n j‖3
W
)
Pˆ
]
∆dS = P ∆dS , (3.13)
kde P ∈ R2×2|S |.
Zbývá si vyjádrˇit linearizaci normovaného tecˇného vektoru ∆t j. Pro normovaný tecˇný
vektor t j platí
t j = e 3 × n j ,
tzn. že platí rovnost 
 tj,x
tj,y

 =

 −nj,y
nj,x

 .
Stejným zpu˚sobem obdržíme smeˇrovou derivaci normovaného tecˇného vektoru ∆t j
∆t j = e 3 × ∆n j.
To bude mít za následek prohození rˇádku˚ v matici P, resp.
P t =

 −P y
P x

 ,
kde P x, P y ∈ R2|S | prˇedstavují rˇádkové vektory matice P odpovídající prˇíslušné sourˇad-
nici vektoru ∆n j. Maticový zápis pro ∆t j je ve tvaru
∆t j = P t ∆dS .
3.2 Linearizace mortarové matice D
Jak již bylo rˇecˇeno drˇíve, jednotlivé prvky mortarové matice D jsou definovány vzta-
hem
D jj =
n(sl)e
∑
e=1

n(sl,e)g∑
g=1
wgN
(sl)
(j,e)
(
ξ
(sl)
g
) ∣∣∣J (ξ(sl)g )∣∣∣

 ,
kde n(sl,e)g reprezentuje pocˇet Gauss bodu˚ jednoho elementu a wg jsou prˇíslušné váhy. Prˇi
odvozování linearizace matice D se stacˇí zameˇrˇit pouze na prˇíspeˇvek jednoho elementu,
resp.
Delejj =
n(sl,e)g
∑
g=1
wgN
(sl)
(j,e)
(
ξ
(sl)
g
) ∣∣∣J (ξ(sl)g )∣∣∣ ,
a na konci provést soucˇet prˇes všechny slave elementy výsledného vztahu. Vysveˇtlení
dané problematiky na prˇedpisu pro jeden element bude pro nás výhodneˇjší, protože se
zbavíme, alesponˇ na okamžik, jedné sumy. Jako první provedeme smeˇrovou derivaci
Delejj , tzn.
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∆Delejj = ∆

n(sl,e)g∑
g=1
wgN
(sl)
(j,e)
(
ξ
(sl)
g
) ∣∣∣J (ξ(sl)g )∣∣∣

 = n
(sl,e)
g
∑
g=1
∆
(
wgN
(sl)
(j,e)
(
ξ
(sl)
g
) ∣∣∣J (ξ(sl)g )∣∣∣) =
=
n(sl,e)g
∑
g=1
wg

∂N(sl)(j,e)
∂ξ
(
ξ
(sl)
g
)
∆ξg
∣∣∣J (ξ(sl)g )∣∣∣+ N(sl)(j,e) (ξ(sl)g )∆ ∣∣∣J (ξ(sl)g )∣∣∣

 =
=
n(sl,e)g
∑
g=1
wg
∂N(sl)
(j,e)
∂ξ
(
ξ
(sl)
g
)
∆ξ
(sl)
g
∣∣∣J (ξ(sl)g )∣∣∣+ n
(sl,e)
g
∑
g=1
wgN
(sl)
(j,e)
(
ξ
(sl)
g
)
∆
∣∣∣J (ξ(sl)g )∣∣∣ .
Podíváme-li se na výše uvedený zápis smeˇrové derivace ∆Delejj detailneˇji, zjistíme, že nám
z výrazu vypadne první suma. Je to zpu˚sobeno faktem, že cˇlen ∆ξ(sl)g = 0 , protože lokální
sourˇadnice Gauss bodu jsou konstatní (nemeˇní se). Díky tomu se nám prˇedpis pro ∆Delejj
zjednoduší na tvar
∆Delejj =
n(sl,e)g
∑
g=1
wgN
(sl)
(j,e)
(
ξ
(sl)
g
)
∆
∣∣∣J (ξ(sl)g )∣∣∣ .
Zbývá si vyjádrˇit, cˇemu se rovná smeˇrová derivace Jakobiánu ∆
∣∣∣J (ξ(sl)g )∣∣∣.
Jakobián
∣∣∣J (ξ(sl)g )∣∣∣ je definován prˇedpisem
∣∣∣J (ξ(sl)g )∣∣∣ =
∥∥∥∥∥∥
n(sl,e)n
∑
k=1
∂N(sl)
(k,e)
∂ξ
(
ξ
(sl)
g
)
x(sl)k
∥∥∥∥∥∥ .
Prˇipomenˇme si, že sourˇadnice x jsou tvorˇeny referencˇními sourˇadnicemi X a posunem d,
resp. x = X+ d. Smeˇrová derivace Jakobiánu ∆
∣∣∣J (ξ(sl)g )∣∣∣ bude tedy rovna výrazu
∆
∣∣∣J (ξ(sl)g )∣∣∣ = ∆
∥∥∥∥∥∥
n(sl,e)n
∑
k=1
∂N(sl)
(k,e)
∂ξg
x(sl)k
∥∥∥∥∥∥ = ∆
√√√√√

n(sl,e)n∑
k=1
∂N(sl)
(k,e)
∂ξg
x(sl)k

 ·

n(sl,e)n∑
k=1
∂N(sl)
(k,e)
∂ξg
x(sl)k

 =
=
1∥∥∥∥∥∥
n(sl,e)n
∑
k=1
∂N(sl)
(k,e)
∂ξg
x(sl)k
∥∥∥∥∥∥

n(sl,e)n∑
k=1
∂N(sl)
(k,e)
∂ξg
x(sl)k

 ·

∆ n(sl,e)n∑
k=1
∂N(sl)
(k,e)
∂ξg
x(sl)k

 =
=
1∣∣∣J (ξ(sl)g )∣∣∣

n(sl,e)n∑
k=1
∂N(sl)
(k,e)
∂ξg
x(sl)k

 ·

n(sl,e)n∑
k=1
∂2N(sl)
(k,e)
∂ξ2g
∆ξ
(sl)
g x
(sl)
k +
n(sl,e)n
∑
k=1
∂N(sl)
(k,e)
∂ξg
∆x(sl)k

 =
=
1∣∣∣J (ξ(sl)g )∣∣∣

n(sl,e)n∑
k=1
∂N(sl)
(k,e)
∂ξg
x(sl)k

 ·

n(sl,e)n∑
k=1
∂N(sl)
(k,e)
∂ξg
∆x(sl)k

 ,
(3.14)
kde ∆x(sl)k = ∆d
(sl)
k a
∂N(sl)
(k,e)
∂ξg
chápeme jako
∂N(sl)
(k,e)
∂ξ
(
ξ
(sl)
g
)
. Beˇhem úprav jsme opeˇt využili
faktu, že lokální sourˇadnice Gauss bodu jsou konstatní, a tedy ∆ξ(sl)g = 0. V du˚sledku
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toho je celý cˇlen
n(sl,e)n
∑
k=1
∂2N(sl)
(k,e)
∂ξ2g
∆ξ
(sl)
g x
(sl)
k = 0.
Nyní jsme schopni dosadit již vyjádrˇenou smeˇrovou derivaci Jakobiánu ∆
∣∣∣J (ξ(sl)g )∣∣∣
do prˇedpisu smeˇrové derivace ∆Delejj
∆Delejj =
n(sl,e)g
∑
g=1
wgN
(sl)
(j,e)
(
ξ
(sl)
g
)
∣∣∣J (ξ(sl)g )∣∣∣

n(sl,e)n∑
k=1
∂N(sl)
(k,e)
∂ξg
x(sl)k

 ·

n(sl,e)n∑
k=1
∂N(sl)
(k,e)
∂ξg
∆x(sl)k

 .
Získali jsme vztah pro ∆Delejj . Provedeme-li sumaci prˇes všechny elementové prˇíspeˇvky,
obdržíme vztah pro linarizaci matice D v jednom slave uzlu j
∆Djj =
n(sl)e
∑
e=1

n(sl,e)g∑
g=1
wgN
(sl)
(j,e)
(
ξ
(sl)
g
)
∣∣∣J (ξ(sl)g )∣∣∣

n(sl,e)n∑
k=1
∂N(sl)
(k,e)
∂ξg
x(sl)k

 ·

n(sl,e)n∑
k=1
∂N(sl)
(k,e)
∂ξg
∆x(sl)k



 .
Výsledná matice ∆D je, podobneˇ jako matice D, složená z jednotlivých 2× 2 bloku˚
∆D jj = ∆Djj I ,
kde I ∈ R2×2 je jednotková matice. Jeden 2× 2 blok odpovídá vždy jednomu slave uzlu
j (x-ová a y-ová sourˇadnice uzlu).
Matice ∆D ∈ R2|S |×2|S | je tedy ve tvaru
∆D =


∆D11 0 0 0 0 0 0
0 ∆D11 0 0 0 0 0
0 0 ∆D22 0 0 0 0
0 0 0 ∆D22 0 0 0
...
...
...
. . . . . . . . .
...
0 0 0 0 0 ∆D|S ||S | 0
0 0 0 0 0 0 ∆D|S ||S |


.
Záveˇrem sekce si popíšeme jakým zpu˚sobem jsme schopni docílit následující rovnosti
∆D = ∆D ∆d , podrobneˇji ∆D(d,∆d) = ∆D(d) ∆d , (3.15)
kde ∆D ∈ R2|S |×2|S |×2|D | a ∆d ∈ R2|D |, kterou využijeme ke konci této kapitoly. Výraz
na pravé straneˇ rovnosti (3.15) získáme následující úpravou vztahu pro ∆Djj. Ukázku
úpravy provedeme pro prˇípad LINE2 elementu˚, kdy n(sl,e)n = 2:
∆Djj =
n(sl)e
∑
e=1


n(sl,e)g
∑
g=1
cˇíslo︷ ︸︸ ︷
wgN
(sl)
(j,e)
(
ξ
(sl)
g
)
∣∣∣J (ξ(sl)g )∣∣∣
rozepíšeme pro k=1, 2︷ ︸︸ ︷
n(sl,e)n∑
k=1
∂N(sl)
(k,e)
∂ξg
x(sl)k

 ·

n(sl,e)n∑
k=1
∂N(sl)
(k,e)
∂ξg
∆x(sl)k




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⇓


(
∂N(sl)
(1,e)
∂ξg
x(sl)1,x +
∂N(sl)
(2,e)
∂ξg
x(sl)2,x
)
(
∂N(sl)
(1,e)
∂ξg
x(sl)1,y +
∂N(sl)
(2,e)
∂ξg
x(sl)2,y
)

 ·


(
∂N(sl)
(1,e)
∂ξg
∆x(sl)1,x +
∂N(sl)
(2,e)
∂ξg
∆x(sl)2,x
)
(
∂N(sl)
(1,e)
∂ξg
∆x(sl)1,y +
∂N(sl)
(2,e)
∂ξg
∆x(sl)2,y
)


⇓
∂N(sl)
(1,e)
∂ξg
x(sl)1,x
∂N(sl)1,g
∂ξ
∆x(sl)1,x +
∂N(sl)
(1,e)
∂ξg
x(sl)1,x
∂N(sl)
(2,e)
∂ξg
∆x(sl)2,x +
∂N(sl)
(2,e)
∂ξg
x(sl)2,x
∂N(sl)
(1,e)
∂ξg
∆x(sl)1,x +
∂N(sl)
(2,e)
∂ξg
x(sl)2,x
∂N(sl)
(2,e)
∂ξg
∆x(sl)2,x +
+
∂N(sl)
(1,e)
∂ξg
x(sl)1,y
∂N(sl)
(1,e)
∂ξg
∆x(sl)1,y +
∂N(sl)
(1,e)
∂ξg
x(sl)1,y
∂N(sl)
(2,e)
∂ξg
∆x(sl)2,y +
∂N(sl)
(2,e)
∂ξg
x(sl)2,y
∂N(sl)
(1,e)
∂ξg
∆x(sl)1,y +
∂N(sl)
(2,e)
∂ξg
x(sl)2,y
∂N(sl)
(2,e)
∂ξg
∆x(sl)2,y
⇓

 ∂N(sl)(1,e)
∂ξg
x(sl)1,x
∂N(sl)
(1,e)
∂ξg
+
∂N(sl)
(2,e)
∂ξg
x(sl)2,x
∂N(sl)
(1,e)
∂ξg

∆x(sl)1,x +

 ∂N(sl)(1,e)
∂ξg
x(sl)1,x
∂N(sl)
(2,e)
∂ξg
+
∂N(sl)
(2,e)
∂ξg
x(sl)2,x
∂N(sl)
(2,e)
∂ξg

∆x(sl)2,x +
+

 ∂N(sl)(1,e)
∂ξg
x(sl)1,y
∂N(sl)
(1,e)
∂ξg
+
∂N(sl)
(2,e)
∂ξg
x(sl)2,y
∂N(sl)
(1,e)
∂ξg

∆x(sl)1,y +

 ∂N(sl)(1,e)
∂ξg
x(sl)1,y
∂N(sl)
(2,e)
∂ξg
+
∂N(sl)
(2,e)
∂ξg
x(sl)2,y
∂N(sl)
(2,e)
∂ξg

∆x(sl)2,y
Opeˇt
∂N(sl)
(k,e)
∂ξg
chápeme jako
∂N(sl)
(k,e)
∂ξ
(
ξ
(sl)
g
)
. Následneˇ dosadíme tímto zpu˚sobem upravený
skalární soucˇin zpeˇt do vztahu pro ∆Djj a vytkneme z neˇj ∆d (nezapomenˇme,
že ∆x(sl)k = ∆d
(sl)
k ). Dostaneme výsledný zápis ve tvaru
∆D = ∆D ∆d . (3.16)
3.3 Linearizace mortarové matice M
Prˇed samotným procesem linearizace matice M je nutné si prˇipomenout, jaký je prˇed-
pis pro její výpocˇet, resp. výpocˇet prvku Mjl
Mjl =
ns
∑
s=1
n(s)g
∑
g=1
[
wgΨ(j,s)
(
ξ
(sl)
s
(
ηg
))
N(m)
(l,s)
(
ξ
(m)
s
(
ηg
))
Js
(
ηg
)]
,
kde
Js(η) =
∥∥∥∥∥∂x
(sl)h
∂ξ(sl)
∥∥∥∥∥
∣∣∣∣∣∂ξ
(sl)
∂η
∣∣∣∣∣ = J
(
ξ(sl) (η)
) ξ(sl)b − ξ(sl)a
2
.
Aby nás zbytecˇneˇ nezateˇžovala suma prˇes všechny segmenty, stacˇí provést odvození lin-
earizace matice M pouze pro jeden segment prvku Mjl . Sumace prˇes všechny segmenty
se provede až na konci linearizacˇního procesu matice M. Pro jednoduchost a jednotnost
zápisu si Gauss body na slave ξ(sl)s
(
ηg
)
a na master ξ(m)s
(
ηg
)
oznacˇíme jako ξ(sl)g a ξ
(m)
g .
Pak prˇedpis Mjl pro jeden segment odpovídá výrazu
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Msegjl =
n(s)g
∑
g=1
wgΨ(j,s)
(
ξ
(sl)
g
)
N(m)
(l,s)
(
ξ
(m)
g
)
J(ξ(sl)g )
ξ
(sl)
b − ξ
(sl)
a
2
.
Nyní prˇejdeˇme k vyjádrˇení smeˇrové derivace vztahu Msegjl
∆Msegjl = ∆

 n(s)g∑
g=1
wgΨ(j,s)
(
ξ
(sl)
g
)
N(m)
(l,s)
(
ξ
(m)
g
)
J
(
ξ
(sl)
g
) ξ(sl)b − ξ(sl)a
2

 =
=
n(s)g
∑
g=1
wg∆Ψ(j,s)
(
ξ
(sl)
g
)
N(m)
(l,s)
(
ξ
(m)
g
)
J
(
ξ
(sl)
g
) ξ(sl)b − ξ(sl)a
2
+
+
n(s)g
∑
g=1
wgΨ(j,s)
(
ξ
(sl)
g
) ∂N(m)
(l,s)
∂ξ(m)
(
ξ
(m)
g
)
∆ξ
(m)
g J
(
ξ
(sl)
g
) ξ(sl)b − ξ(sl)a
2
+
+
n(s)g
∑
g=1
wgΨ(j,s)
(
ξ
(sl)
g
)
N(m)
(l,s)
(
ξ
(m)
g
)
∆J
(
ξ
(sl)
g
) ξ(sl)b − ξ(sl)a
2
+
+
n(s)g
∑
g=1
wgΨ(j,s)
(
ξ
(sl)
g
)
N(m)
(l,s)
(
ξ
(m)
g
)
J
(
ξ
(sl)
g
) ∆ξ(sl)b − ∆ξ(sl)a
2
,
(3.17)
kde ξ(sl)a , ξ
(sl)
b prˇedstavují koncové body segmentu na slave. Stejným zpu˚sobem jsou oz-
nacˇeny i koncové body segmentu na master a to ξ(m)a , ξ
(m)
b .
Pokud se podíváme na jednotlivé cˇleny soucˇtu detailneˇji, všimneme si, že ve vzta-
hu pro Msegjl vystupují derivace ∆Φj
(
ξ
(sl)
g
)
, ∆ξ(m)g , ∆J
(
ξ
(sl)
g
)
, ∆ξ(sl)a a ∆ξ
(sl)
b , které bude
potrˇeba vyjádrˇit. Mimo tyto uvedené derivace bude také nutné si odvodit vztahy pro
výpocˇet derivací ∆ξ(sl)g , ∆ξ
(m)
a a ∆ξ
(m)
a , které se nám objeví prˇi odvozování výše uve-
dených derivací.
Nejprve se zameˇrˇíme na výpocˇet derivací koncových bodu˚ segmentu˚ ∆ξ(sl)a , ∆ξ
(sl)
b ,
∆ξ
(m)
a , ∆ξ
(m)
b a na neˇ navážeme výpocˇtem derivací Gaussových bodu˚ ∆ξ
(sl)
g , ∆ξ
(m)
g . Poz-
namenejme, že koncové body segmentu na master, ale i na slave, nabývají hodnot z inter-
valu 〈−1, 1〉. Navíc pro koncové body segmentu ξ(sl)a , ξ
(sl)
b , ξ
(m)
a , ξ
(m)
b existují dveˇ možné
varianty. Bud’ se mu˚žou
I. shodovat s uzlem elementu prˇíslušného povrchu (slave nebo master)
II. nebo se mu˚žou shodovat se zobrazením χ : γ(sl)C → γ
(m)
C , tzn. s projekcí slave uzlu
namaster element, respektive se zobrazením χ−1, tzn. projekcí master uzlu na slave
element.
Je zrˇejmé, že v prvním prˇípadeˇ (I.) shody s uzlem elementu (naprˇíklad ξ(sl)a = −1 nebo
ξ
(sl)
a = 1) bude linearizace sourˇadnic nulová. Ve druhém prˇípadeˇ (II.) se budeme zabý-
vat linarizací zmíneˇné projekce. Pozor na situaci, kdy nastanou oba prˇípady (I. i II.), zde
je nutno klasifikovat je jako druhý prˇípad (II.), jelikož zde by linearizace nebyla nulová.
Uved’me si ješteˇ jednou detailní náhled na jeden segment, aby prˇípadný cˇtenárˇ nemusel
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prˇi odvozování jednotlivých derivací koncových bodu˚ segmentu listovat naprˇícˇ kapito-
lami.
Obrázek 3.1: Ukázka jednoho segmentu
Prˇípad ξ(sl)b ∈ {−1, 1}
Rozeberme si první prˇípad, který mu˚že nastat. Týká se dvojice bodu˚ ξ(sl)b , ξ
(m)
b zo-
brazených na obrázku 3.1, ve kterém jsou modrou barvou oznacˇeny uzly elementu prˇís-
lušného povrchu a cˇervenou barvou body vzniklé projekcí uzlu z proteˇjšího povrchu.
Necht’ ξ(sl)b je uzel na slave, tzn. ξ
(sl)
b ∈ {−1, 1}, pak
∆ξ
(sl)
b = 0 ,
a tedy pro vyjádrˇení ∆ξ(m)b , kde ξ
(m)
b prˇedstavuje projekci slave uzlu x
(sl)
b na master ele-
ment e s uzly x(m)l , l = 1, . . . , n
(m,e)
n , vyjdeme z prˇedpisu pro prˇíslušnou projekci


n(m,e)n∑
l=1
N(m)
(l,s)
(
ξ
(m)
b
)
x(m)l

− x(sl)b

× n b = o ,
kde n b = (nb,x, nb,y)T je jednotkový normálový vektor ve slave uzlu x
(sl)
b =
(
x(sl)b , y
(sl)
b
)T
.
Vyjádrˇíme si vektorový soucˇin


n(m,e)n∑
l=1
N(m)
(l,s)
(
ξ
(m)
b
)
x(m)l,x

− x(sl)b,x

 nb,y −



n(m,e)n∑
l=1
N(m)
(l,s)
(
ξ
(m)
b
)
x(m)l,y

− x(sl)b,y

 nb,x = 0 .
Rovnici zderivujeme (pro lepší prˇehlednost následujících zápisu˚ budeme N(m)
(l,s)
(
ξ
(m)
b
)
znacˇit jako N(m)
(l,s),b a
∂N(m)
(l,s)
∂ξ
(
ξ
(m)
b
)
jako
∂N(m)
(l,s)
∂ξb
)
∆



n(m,e)n∑
l=1
N(m)
(l,s),bx
(m)
l,x

− x(sl)b,x

 nb,y +



n(m,e)n∑
l=1
N(m)
(l,s),bx
(m)
l,x

− x(sl)b,x

∆nb,y−
−∆



n(m,e)n∑
l=1
N(m)
(l,s),bx
(m)
l,y

− x(sl)b,y

 nb,x −



n(m,e)n∑
l=1
N(m)
(l,s),bx
(m)
l,y

− x(sl)b,y

∆nb,x = 0
⇓
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


n(m,e)n∑
l=1
∂N(m)
(l,s)
∂ξb
∆ξ
(m)
b x
(m)
l,x +
n(m,e)n
∑
l=1
N(m)
(l,s),b∆x
(m)
l,x

− ∆x(sl)b,x

 nb,y +



n(m,e)n∑
l=1
N(m)
(l,s),bx
(m)
l,x

− x(sl)b,x

∆nb,y−
−



n(m,e)n∑
l=1
∂N(m)
(l,s)
∂ξb
∆ξ
(m)
b x
(m)
l,y +
n(m,e)n
∑
l=1
N(m)
(l,s),b∆x
(m)
l,y

− ∆x(sl)b,y

 nb,x −



n(m,e)n∑
l=1
N(m)
(l,s),bx
(m)
l,y

− x(sl)b,y

∆nb,x = 0
a roznásobíme
n(m,e)n∑
l=1
∂N(m)
(l,s)
∂ξb
∆ξ
(m)
b x
(m)
l,x

 nb,y +

n(m,e)n∑
l=1
N(m)
(l,s),b∆x
(m)
l,x

 nb,y − ∆x(sl)b,x nb,y−
−

n(m,e)n∑
l=1
∂N(m)
(l,s)
∂ξb
∆ξ
(m)
b x
(m)
l,y

 nb,x −

n(m,e)n∑
l=1
N(m)
(l,s),b∆x
(m)
l,y

 nb,x + ∆x(sl)b,y nb,x+
+

n(m,e)n∑
l=1
N(m)
(l,s),bx
(m)
l,x

∆nb,y − x(sl)b,x ∆nb,y −

n(m,e)n∑
l=1
N(m)
(l,s),bx
(m)
l,y

∆nb,x + x(sl)b,y ∆nb,x = 0 .
Z takto upravené rovnice si vyjádrˇíme cˇemu se rovná ∆ξ(m)b
n(m,e)n∑
l=1
∂N(m)
(l,s)
∂ξb
∆ξ
(m)
b x
(m)
l,x

 nb,y −

n(m,e)n∑
l=1
∂N(m)
(l,s)
∂ξb
∆ξ
(m)
b y
(m)
l

 nb,x =
= −

n(m,e)n∑
l=1
N(m)
(l,s),b∆x
(m)
l,x

 nb,y + ∆x(sl)b,x nb,y −

n(m,e)n∑
l=1
N(m)
(l,s),bx
(m)
l,x

∆nb,y + x(sl)b,x ∆nb,y+
+

n(m,e)n∑
l=1
N(m)
(l,s),b∆x
(m)
l,y

 nb,x − ∆x(sl)b,y nb,x +

n(m,e)n∑
l=1
N(m)
(l,s),bx
(m)
l,y

∆nb,x − x(sl)b,y ∆nb,x
⇓
∆ξ
(m)
b



n(m,e)n∑
l=1
∂N(m)
(l,s)
∂ξb
x(m)l,x

 nb,y −

n(m,e)n∑
l=1
∂N(m)
(l,s)
∂ξb
x(m)l,y

 nb,x

 =
= −



n(m,e)n∑
l=1
N(m)
(l,s),b∆x
(m)
l,x

− ∆x(sl)b,x

 nyb −



n(m,e)n∑
l=1
N(m)
(l,s),bx
(m)
l,x

− x(sl)b,x

∆nb,y+
+



n(m,e)n∑
l=1
N(m)
(l,s),b∆x
(m)
l,y

− ∆x(sl)b,y

 nxb +



n(m,e)n∑
l=1
N(m)
(l,s),bx
(m)
l,y

− x(sl)b,y

∆nb,x
⇓
3.3. LINEARIZACE MORTAROVÉ MATICEM 29
∆ξ
(m)
b =
1


n(m,e)n∑
l=1
∂N(m)
(l,s)
∂ξb
x(m)l,x

 nb,y −

n(m,e)n∑
l=1
∂N(m)
(l,s)
∂ξb
x(m)l,y

 nb,x


×
×





n(m,e)n∑
l=1
N(m)
(l,s),b∆x
(m)
l,y

− ∆y(sl)b

 nb,x −



n(m,e)n∑
l=1
N(m)
(l,s),b∆x
(m)
l,x

− ∆x(sl)b,x

 nb,y+
+



n(m,e)n∑
l=1
N(m)
(l,s),bx
(m)
l,y

− y(sl)b

∆nb,x −



n(m,e)n∑
l=1
N(m)
(l,s),bx
(m)
l,x

− x(sl)b,x

∆nb,y

 .
(3.18)
Smeˇrovou derivaci ∆n b = (∆nb,x, ∆nb,y)T vypocˇítáme pomocí známého prˇedpisu (3.13)
ze sekce „Linearizace normálového a tecˇného vektoru“.
Prˇípad ξ(m)# ∈ {−1, 1}
Nyní se podívejme na druhou variantu týkající se dvojice ξ(m)a , ξ
(sl)
a z obrázku 3.1.
Necht’ ξ(m)a odpovídá uzlu naMaster, pak
∆ξ
(m)
a = 0
a pro vyjádrˇení ∆ξ(sl)a výjdeme z prˇedpisu projekce Master uzlu x
(m)
a na slave element e
s uzly x(sl)k , k = 1, . . . , n
(sl,e)
n


n(sl,e)n∑
k=1
N(sl)
(k,s)
(
ξ
(sl)
a
)
x(sl)k

− x(m)a

×

n(sl,e)n∑
k=1
N(sl)
(k,s)
(
ξ
(sl)
a
)
n k

 = o ,
kde n k = (nk,x, nk,y)T je jednotková normála ve slave uzlu x
(sl)
k . Vyjádrˇíme výše uvedený
vektorový soucˇin


n(sl,e)n∑
k=1
N(sl)
(k,s)
(
ξ
(sl)
a
)
x(sl)k,x

− x(m)a,x



n(sl,e)n∑
k=1
N(sl)
(k,s)
(
ξ
(sl)
a
)
nj,y

−
−



n(sl,e)n∑
k=1
N(sl)
(k,s)
(
ξ
(sl)
a
)
x(sl)k,y

− x(m)a,y



n(sl,e)n∑
k=1
N(sl)
(k,s)
(
ξ
(sl)
a
)
nj,x

 = 0 .
Rovnici zderivujeme (provedeme obdobné prˇeznacˇení N(sl)k
(
ξ
(sl)
a
)
na N(sl)
(k,s),a a
∂N(sl)
(k,s)
∂ξa
(
ξ
(sl)
a
)
na
∂N(sl)
(k,s)
∂ξa
)
∆



n(sl,e)n∑
k=1
N(sl)
(k,s),ax
(sl)
k,x

− x(m)a,x



n(sl,e)n∑
k=1
N(sl)
(k,s),ank,y

+



n(sl,e)n∑
k=1
N(sl)
(k,s),ax
(sl)
k,x

− x(m)a,x

∆

n(sl,e)n∑
k=1
N(sl)
(k,s),ank,y

−
− ∆



n(sl,e)n∑
k=1
N(sl)
(k,s),ax
(sl)
k,y

− x(m)a,y



n(sl,e)n∑
k=1
N(sl)
(k,s),ank,x

−



n(sl,e)n∑
k=1
N(sl)
(k,s),ax
(sl)
k,y

− x(m)a,y

∆

n(sl,e)n∑
k=1
N(sl)
(k,s),ank,x

 = 0
⇓
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


n(sl,e)n∑
k=1
∂N(sl)
(k,s)
∂ξa
∆ξ
(sl)
a x
(sl)
k,x +
n(sl,e)n
∑
k=1
N(sl)
(k,s),a∆x
(sl)
k,x

− ∆x(m)a,x



n(sl,e)n∑
k=1
N(sl)
(k,s),ank,y

+
+



n(sl,e)n∑
k=1
N(sl)
(k,s),ax
(sl)
j,x

− x(m)a,x



n(sl,e)n∑
k=1
∂N(sl)
(k,s)
∂ξa
∆ξ
(sl)
a nk,y +
n(sl,e)n
∑
k=1
N(sl)
(k,s),a∆nk,y

−
−



n(sl,e)n∑
k=1
∂N(sl)
(k,s)
∂ξa
∆ξ
(sl)
a x
(sl)
k,y +
n(sl,e)n
∑
k=1
N(sl)
(k,s),a∆x
(sl)
k,y

− ∆x(m)a,y



n(sl,e)n∑
k=1
N(sl)
(k,s),ank,x

−
−



n(sl,e)n∑
k=1
N(sl)
(k,s),ax
(sl)
k,y

− x(m)a,y



n(sl,e)n∑
k=1
∂N(sl)
(k,s)
∂ξa
∆ξ
(sl)
a nk,x +
n(sl,e)n
∑
k=1
N(sl)
(k,s),a∆nk,x

 = 0 .
Opeˇt provedeme roznásobení a soucˇasneˇ dáme na pravou stranu pouze cˇleny neobsahu-
jící ∆ξ(sl)a
∆ξ
(sl)
a

n(sl,e)n∑
k=1
∂N(sl)
(k,s)
∂ξa
x(sl)k,x



n(sl,e)n∑
k=1
N(sl)
(k,s),ank,y

+ ∆ξ(sl)a



n(sl,e)n∑
k=1
N(sl)
(k,s),ax
(sl)
k,x

− x(m)a,x



n(sl,e)n∑
j=1
∂N(sl)
(k,s)
∂ξa
nk,y

−
−∆ξ
(sl)
a

n(sl,e)n∑
k=1
∂N(sl)
(k,s)
∂ξa
x(sl)k,y



n(sl,e)n∑
k=1
N(sl)
(k,s),ank,x

− ∆ξ(sl)a



n(sl,e)n∑
k=1
N(sl)
(k,s),ax
(sl)
k,y

− x(m)a,y



n(sl,e)n∑
k=1
∂N(sl)
(k,s)
∂ξa
nk,x

 =
= −



n(sl,e)n∑
k=1
N(sl)
(k,s),a∆x
(sl)
k,x

− ∆x(m)a,x



n(sl,e)n∑
k=1
N(sl)
(k,s),ank,y

−



n(sl,e)n∑
k=1
N(sl)
(k,s),ax
(sl)
k,x

− x(m)a,x



n(sl,e)n∑
k=1
N(sl)
(k,s),a∆nk,y

+
+



n(sl,e)n∑
k=1
N(sl)
(k,s),a∆x
(sl)
k,y

− ∆x(m)a,y



n(sl,e)n∑
k=1
N(sl)
(k,s),ank,x

+



n(sl,e)n∑
k=1
N(sl)
(k,s),ax
(sl)
k,y

− x(m)a,y



n(sl,e)n∑
k=1
N(sl)
(k,s),a∆nk,x

 .
Z takto upravené rovnice vyjádrˇíme ∆ξ(sl)a , dostaneme
∆ξ
(sl)
a =
cˇitatel
jmenovatel
, (3.19)
kde
cˇitatel =



n(sl,e)n∑
k=1
N(sl)
(k,s),a∆x
(sl)
k,y

− ∆x(m)a,y



n(sl,e)n∑
k=1
N(sl)
(k,s),ank,x

+
+



n(sl,e)n∑
k=1
N(sl)
(k,s),ax
(sl)
k,y

− x(m)a,y



n(sl,e)n∑
k=1
N(sl)
(k,s),a∆nk,x

−
−



n(sl,e)n∑
k=1
N(sl)
(k,s),a∆x
(sl)
k,x

− ∆x(m)a,x



n(sl,e)n∑
k=1
N(sl)
(k,s),ank,y

−
−



n(sl,e)n∑
k=1
N(sl)
(k,s),ax
(sl)
k,x

− x(m)a,x



n(sl,e)n∑
k=1
N(sl)
(k,s),a∆nk,y

 ,
jmenovatel =

n(sl,e)n∑
k=1
∂N(sl)
(k,s)
∂ξa
x(sl)k,x



n(sl,e)n∑
k=1
N(sl)
(k,s),ank,y

+



n(sl,e)n∑
k=1
N(sl)
(k,s),ax
(sl)
k,x

− x(m)a,x



n(sl,e)n∑
k=1
∂N(sl)
(k,s)
∂ξa
nk,y

−
−

n(sl,e)n∑
k=1
∂N(sl)
(k,s)
∂ξa
x(sl)k,y



n(sl,e)n∑
k=1
N(sl)
(k,s),ank,x

−



n(sl,e)n∑
k=1
N(sl)
(k,s),ax
(sl)
k,y

− x(m)a,y



n(sl,e)n∑
k=1
∂N(sl)
(k,s)
∂ξa
nk,x

 .
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Smeˇrovou derivaci ∆nj = (∆nj,x, ∆nj,y)T mu˚žeme opeˇt vypocˇítat podle znamého prˇed-
pisu (3.13) ze sekce „Linearizace normálového a tecˇného vektoru“.
Výše uvedený proces linearizace provedeme analogicky i pro koncové body ξ(sl)a
a ξ(m)b , které budou shodné s uzlem patrˇicˇného povrchu.
Nyní, když známe vztahy pro linearizaci koncových bodu˚ segmentu, mu˚žeme prˇejít
ke smeˇrovým derivacím Gauss bodu˚ ξ(sl)g a ξ
(m)
g , prˇi jejichž vyjádrˇení jsme brali ohled
na mapování ze segmentových sourˇadnic η na elementové sourˇadnice ξ(#)
∆ξ
(#)
g =
1
2
(1− ηg)∆ξ
(#)
a +
1
2
(1+ ηg)∆ξ
(#)
b , # ∈ {sl, m} . (3.20)
Dostali jsme se do bodu, kdy jsme schopni spocˇítat druhý a cˇtvrtý cˇlen soucˇtu (3.17).
Dokonce jsme schopni vypocˇítat i trˇetí cˇlen soucˇtu (3.17), protože pro derivaci Jakobiánu
∆
∣∣∣J (ξ(sl)g )∣∣∣ platí
∆
∣∣∣J (ξ(sl)g )∣∣∣ = 1∣∣∣J (ξ(sl)g )∣∣∣

n(sl,e)n∑
l=1
∂N(sl)
(l,s)
∂ξg
x(sl)l

 ·

n(sl,e)n∑
l=1
∂2N(sl)
(l,s)
∂ξ2g
∆ξ
(sl)
g x
(sl)
l +
n(sl,e)n
∑
l=1
∂N(sl)
(l,s)
∂ξg
∆x(sl)l

 . (3.21)
Derivace Jakobiánu ∆
∣∣∣J (ξ(sl)g )∣∣∣ (3.21) má obdobný tvar jako derivace Jakobiánu
∆
∣∣∣J (ξ(sl)g )∣∣∣ (3.14) v prˇedchozí sekci „Linearizace mortarové matice D“, ale v tomto prˇí-
padeˇ není derivace ∆ξ(sl)g obecneˇ nulová, protože jeden z koncových bodu˚ nebo oba dva
koncové body segmentu na slave se mohou shodovat s projekcí master uzlu na slave
povrch.
Zbývá nám si vyjádrˇit derivaci duální tvarové funkce ∆Ψj
(
ξ
(sl)
g
)
, která je zahrnuta
v prvním cˇlenu soucˇtu (3.17). Derivace ∆Ψj
(
ξ
(sl)
g
)
je rovna
∆Ψj
(
ξ
(sl)
g
)
=
∂Ψj
∂d
(
ξ
(sl)
g
)
∆d+
∂Ψj
∂ξ
(
ξ
(sl)
g
)
∆ξ
(sl)
g . (3.22)
Cˇlen
∂Ψj
∂d
(
ξ
(sl)
g
)
∆d odpovídá smeˇrové derivaci duální tvarové funkce s ohledem na po-
sun d. Jeho hodnota je v našem prˇípadeˇ, kdy používáme pouze lineární LINE2 elementy,
rovna nule. Kdybychom pocˇítali s LINE3 elementy, tak by tento cˇlen byl nenulový a jeho
linearizace je k nalezení v [3], kapitola A.5. V našem prˇípadeˇ jsou duální tvarové funkce
Ψ1 =
1
2
(1− 3ξ) , Ψ2 =
1
2
(1+ 3ξ)
nezávislé na d. Prˇedpis pro výpocˇet derivace ∆ξ(sl)g , která je obsažená ve cˇlenu
∂Ψj
∂ξ
(
ξ
(sl)
g
)
∆ξ
(sl)
g , je pro nás již znám.
V posledním kroku linearizace mortarové matice M dosadíme vyjádrˇené derivace do
prˇedpisu pro ∆Msegjl a provedeme sumaci prˇes všechny segmenty.
Pokud dosadíme ∆Mjl na prˇíslušnou pozici matice M, získáme její celkovou linea-
rizaci, kterou oznacˇíme jako ∆M. Opeˇt se pokusíme prˇejít ze zápisu ∆M ∈ R2|S |×2|M |
na zápis ve tvaru ∆M∆d, kde ∆M ∈ R2|S |×2|M |×2|D |. Uvedeme si zde pouze ukázku
(šablonu) jak k tomuto zápisu dojít. Nejprve si vytkneme ∆d z ∆ξ(sl)a , ∆ξ
(sl)
b , ∆ξ
(m)
a , ∆ξ
(m)
b ,
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∆ξ
(sl)
g a ∆ξ
(m)
g . Pro ∆ξ
(sl)
# , # ∈ {a, b}, platí vztah (3.19). Vzhledem k tomu, že
1
jmenovatel
nezávisí na ∆d, budeme se zabývat vytknutím ∆d z cˇitatele. Prˇi úpraveˇ budeme uvažovat
lineární elementy s n(sl,e)n = 2.



n(sl,e)n∑
k=1
N(sl)
(k,s),#∆x
(sl)
k,y

− ∆x(m)#,y


=c1︷ ︸︸ ︷
n(sl,e)n∑
k=1
N(sl)
(k,s),#nk,x

 +
+
=c3︷ ︸︸ ︷


n(sl,e)n∑
k=1
N(sl)
(k,s),#x
(sl)
k,y

− x(m)#,y



n(sl,e)n∑
k=1
N(sl)
(k,s),#∆nk,x

−
−



n(sl,e)n∑
k=1
N(sl)
(k,s),#∆x
(sl)
k,x

− ∆x(m)#,x


=c2︷ ︸︸ ︷
n(sl,e)n∑
k=1
N(sl)
(k,s),#nk,y

 −
−
=c4︷ ︸︸ ︷


n(sl,e)n∑
k=1
N(sl)
(k,s),#x
(sl)
k,x

− x(m)a,x



n(sl,e)n∑
k=1
N(sl)
(k,s),#∆nk,y


⇓
− c2N
(sl)
(1,s),#∆x
(sl)
1,x − c2N
(sl)
(2,s),#∆x
(sl)
2,x + c2∆x
(m)
#,x + c3N
(sl)
(1,s),#∆n1,x + c3N
(sl)
(2,s),#∆n2,x+
+ c1N
(sl)
(1,s),#∆x
(sl)
1,y + c1N
(sl)
(2,s),#∆x
(sl)
2,y − c1∆x
(m)
#,y − c4N
(sl)
(1,s),#∆n1,y − c4N
(sl)
(2,s),#∆n2,y
⇓[
0 . . . 0 c2 −c1 0 . . . 0 −c2N
(sl)
(1,s),# c1N
(sl)
(1,s),# −c2N
(sl)
(2,s),# c1N
(sl)
(2,s),# 0 . . . 0
]
∆d+
+ c3N
(sl)
(1,s),#P 1,x∆dS + c3N
(sl)
(2,s),#P 2,x∆dS − c4N
(sl)
(1,s),#P 1,y∆dS − c4N
(sl)
(2,s),#P 2,y∆dS
⇓
doplníme vektory P a vektor ∆dS o nuly na délku vektoru ∆d ∈ R2|D |
⇓
∆ξ
(sl)
# = Vektor sl,# ∆d , # ∈ {a, b}
Pro ∆ξ(m)# , # ∈ {a, b}, platí vztah (3.19), kde první cˇlen soucˇinu
1[(
n(m,e)n
∑
l=1
∂N(m)
(l,s)
∂ξ#
x(m)l,x
)
n#,y −
(
n(m,e)n
∑
l=1
∂N(m)
(l,s)
∂ξ#
x(m)l,y
)
n#,x
]
reprezentuje neˇjakou konstantu. V du˚sledku toho se zameˇrˇíme na druhý cˇlen soucˇinu,
který si upravíme do požadovaného tvaru. Opeˇt uvažujeme lineární elementy
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s n(m,e)n = 2.
− nb,yN
(m)
(1,s),#∆x
(m)
1,x − n#,yN
(m)
(2,s),#∆x
(m)
2,x + n#,y∆x
(sl)
#,x +
+ nb,xN
(m)
(1,s),#∆x
(m)
1,y + n#,xN
(m)
(2,s),#∆x
(m)
2,y − n#,x∆x
(sl)
#,y +
+
=c1︷ ︸︸ ︷


n(m,e)n∑
l=1
N(m)
(l,s),#x
(m)
l,y

− x(sl)#,y

 ∆n#,x−
=c2︷ ︸︸ ︷


n(m,e)n∑
l=1
N(m)
(l,s),#x
(m)
l,x

+ x(sl)#,x

 ∆n#,y
⇓[
0 . . . 0 −n#,yN
(m)
(1,s),# n#,xN
(m)
(1,s),# −n#,yN
(m)
(2,s),# n#,xN
(m)
(2,s),# 0 . . . 0 n#,y −n#,x 0 . . . 0
]
∆d
+ c1P #,x∆dS − c2P #,y∆dS
⇓
doplníme vektory P a vektor ∆dS o nuly na délku vektoru ∆d ∈ R2|D |
⇓
∆ξ
(m)
# = Vektorm,# ∆d , # ∈ {a, b}
Pro ∆ξ(#)g , # ∈ {sl, m} platí vztah (3.20). Na základeˇ odvozování, které jsme provedli výše,
a prˇedpokladu, že jeden nebo druhý koncový bod segmentu je shodný s uzlem elementu
prˇíslušného povrchu, bude pro ∆ξ(#)g platit
∆ξ
(#)
g , # ∈ {sl, m} ⇒
1
2
(
1− ηg
)
Vektor #,a ∆d ∨
1
2
(
1+ ηg
)
Vektor #,b ∆d ∨
∨
[
1
2
(
1− ηg
)
Vektor #,a +
1
2
(
1+ ηg
)
Vektor #,b
]
∆d .
V dalším kroku si vytkneme ∆d z ∆
∣∣∣J (ξ(sl)g )∣∣∣ , které odpovídá prˇedpis (3.21). Budeme
uvažovat lineární elementy s n(sl,e)n = 2.
∆
∣∣∣J (ξ(sl)g )∣∣∣ =
=c1︷ ︸︸ ︷
1∣∣∣J (ξ(sl)g )∣∣∣

n(sl,e)n∑
l=1
∂N(sl)
(l,s)
∂ξg
x(sl)l

 ·

n(sl,e)n∑
l=1
∂2N(sl)
(l,s)
∂ξ2g
∆ξ
(sl)
g x
(sl)
l +
n(sl,e)n
∑
l=1
∂N(sl)
(l,s)
∂ξg
∆x(sl)l


⇓

 ∂N(sl)(1,s)∂ξg x(sl)1,x + ∂N(sl)(2,s)∂ξg x(sl)2,x
∂N(sl)
(1,s)
∂ξg
x(sl)1,y +
∂N(sl)
(2,s)
∂ξg
x(sl)2,y

 ·

 ∂2N(sl)(1,s)∂ξ2g ∆ξ(sl)g x(sl)1,x + ∂2N(sl)(2,s)∂ξ2g ∆ξ(sl)g x(sl)2,x + ∂N(sl)(1,s)∂ξg ∆x(sl)1,x + ∂N(sl)(2,s)∂ξg ∆x(sl)2,x
∂2N(sl)
(1,s)
∂ξ2g
∆ξ
(sl)
g x
(sl)
1,y +
∂2N(sl)
(2,s)
∂ξ2g
∆ξ
(sl)
g x
(sl)
2,y +
∂N(sl)
(1,s)
∂ξg
∆x(sl)1,y +
∂N(sl)
(2,s)
∂ξg
∆x(sl)2,y


⇓
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=c1︷ ︸︸ ︷
 ∂N(sl)(1,s)
∂ξg
∂2N(sl)
(1,s)
∂ξ2g
(
x(sl)1,x
)2
+

 ∂N(sl)(1,s)
∂ξg
∂2N(sl)
(2,s)
∂ξ2g
+
∂N(sl)
(2,s)
∂ξg
∂2N(sl)
(1,s)
∂ξ2g

 x(sl)1,x x(sl)2,x + ∂N
(sl)
(2,s)
∂ξg
∂2N(sl)
(2,s)
∂ξ2g
(
x(sl)2,x
)2 ∆ξ(sl)g +
+
=c2︷ ︸︸ ︷
 ∂N(sl)(1,s)
∂ξg
∂2N(sl)
(1,s)
∂ξ2g
(
x(sl)1,y
)2
+

 ∂N(sl)(1,s)
∂ξg
∂2N(sl)
(2,s)
∂ξ2g
+
∂N(sl)
(2,s)
∂ξg
∂2N(sl)
(1,s)
∂ξ2g

 x(sl)1,y x(sl)2,y + ∂N
(sl)
(2,s)
∂ξg
∂2N(sl)
(2,s)
∂ξ2g
(
x(sl)2,y
)2 ∆ξ(sl)g +
+
=c3︷ ︸︸ ︷
 ∂N(sl)(1,s)
∂ξg
∂N(sl)
(1,s)
∂ξg
x(sl)1,x +
∂N(sl)
(1,s)
∂ξg
∂N(sl)
(2,s)
∂ξg
x(sl)2,x

 ∆x(sl)1,x +
=c4︷ ︸︸ ︷
 ∂N(sl)(1,s)
∂ξg
∂N(sl)
(2,s)
∂ξg
x(sl)1,x +
∂N(sl)
(2,s)
∂ξg
∂N(sl)
(2,s)
∂ξg
x(sl)2,x

 ∆x(sl)2,x +
+
=c5︷ ︸︸ ︷
 ∂N(sl)(1,s)
∂ξg
∂N(sl)
(1,s)
∂ξg
x(sl)1,y +
∂N(sl)
(1,s)
∂ξg
∂N(sl)
(2,s)
∂ξg
x(sl)2,y

 ∆x(sl)1,y +
=c6︷ ︸︸ ︷
 ∂N(sl)(1,s)
∂ξg
∂N(sl)
(2,s)
∂ξg
x(sl)1,y +
∂N(sl)
(2,s)
∂ξg
∂N(sl)
(2,s)
∂ξg
x(sl)2,y

 ∆x(sl)2,y
⇓
c1∆ξ
(sl)
g + c2∆ξ
(sl)
g +
[
0 . . . 0 c3 c5 c4 c6 0 . . . 0
]
∆d
Dosadíme-li do vztahu výše odvozenou derivaci ∆ξ(sl)g , dostaneme
∆
∣∣∣J (ξ(sl)g )∣∣∣ = VektorJ ∆d .
Zbývá nám si vytknout ∆d z
∆Ψj
(
ξ
(sl)
g
)
=
∂Ψj
∂d
(
ξ
(sl)
g
)
∆d +
∂Ψj
∂ξ
(
ξ
(sl)
g
)
∆ξ
(sl)
g .
První cˇlen
∂Ψj
∂d
(
ξ
(sl)
g
)
∆d = 0. Když dosadíme za ∆ξ(sl)g již známý vektorový zápis, dos-
taneme ve výsledku
∆Ψj
(
ξ
(sl)
g
)
= VektorΨ ∆d .
Po dosazení všech vektorových zápisu˚ do prˇedpisu pro Msegjl obdržíme konecˇný mati-
cový zápis linearizace mortarové matice M ve tvaru
∆M = ∆M∆d (3.23)
.
3.4 Linearizace doplnˇkové funkce
Pro slave uzel j ∈ S máme v normálovém smeˇru podmínku v druhé rovnici (3.6),
tedy
Cj
(
d, z j
)
= 0 ∀j ∈ S ,
kde Cj prˇedstavuje tzv. doplnˇkovou funkci, jejíž prˇedpis je
Cj
(
d, z j
)
= (zn)j −max
(
0, (zn)j − cn g˜j
)
, cn > 0 .
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Prˇipomenˇme si, že pro (zn)j platí vztah
(zn)j = n
k
j · z
k
j .
Použijeme-li na na výše uvedené omezení Newtonovumetodu, pak pro krok k semihladké
Newtonovy metody dostaneme
Cj
(
dk+1, zk+1j
)
= Cj
(
dk, zkj
)
+ ∆Cj
(
dk, zkj
)
= 0
∆Cj
(
dk, zkj
)
= −Cj
(
dk, zkj
)
∀j ∈ S .
(3.24)
Jelikož funkce Cj je spojitá, ale je nehladká, nelze jednoznacˇneˇ urcˇit derivaci
v (zn)j − cn g˜j = 0. Z tohoto du˚vodu si zadefinujeme zobecneˇnou derivaci funkce
max(a, x), pro kterou platí
f (x) = max(a, x) −→ ∆ f (x) =
{
0, pokud x ≤ a
1, pokud x > a
,
a pomocí ní vyjádrˇíme smeˇrovou derivaci ∆Cj
(
dk, zkj
)
∆Cj
(
dk, zkj
)
=∆nkj · z
k
j + n
k
j · ∆z
k
j − ψA
(
∆nkj · z
k
j + n
k
j · ∆z
k
j − cn∆g˜
k
j
)
a dosadíme ∆Cj
(
dk, zkj
)
zpeˇt do (3.24), obdržíme
∆nkj · z
k
j + n
k
j · ∆z
k
j − ψA
(
∆nkj · z
k
j + n
k
j · ∆z
k
j − cn∆g˜
k
j
)
= −nkj · z
k
j +max
(
0, nkj · z
k
j − cn g˜
k
j
)
. (3.25)
Symbol ψA mu˚žeme interpretovat jako charakteristickou funkci aktivní množiny Ak,
protože nám deˇlí rovnici (3.25) na aktivní cˇást, pro kterou je ψa = 1 v prˇípadeˇ(
nkj · z
k
j − cn g˜
k
j
)
> 0, a na neaktivní cˇást, pro kterou je ψa = 0 v prˇípadeˇ(
nkj · z
k
j − cn g˜
k
j
)
≤ 0. V du˚sledku toho mu˚žeme definovat rozdeˇlení množiny slave uzlu˚
na množiny aktivních ulzu˚ Ak a neaktivních uzlu˚ Ik pro krok k semihladké Newtonovo-
vy metody ve tvaru
Ik =
{
j ∈ S |
(
nkj · z
k
j − cn g˜
k
j
)
≤ 0
}
,
Ak =
{
j ∈ S |
(
nkj · z
k
j − cn g˜
k
j
)
> 0
}
.
(3.26)
Prˇedpokládáme-li rozdeˇlení (3.26) získáme z rovnice (3.25) omezení pro množinu
neaktivních uzlu˚
∆nkj · z
k
j + n
k
j · ∆z
k
j − 0
(
∆nkj · z
k
j + n
k
j · ∆z
k
j − cn∆g˜
k
j
)
= −nkj · z
k
j + 0 ,
∆nkj · z
k
j +
(
nkj · z
k
j + n
k
j · ∆z
k
j
)
= 0 ,
∆nkj · z
k
j + n
k
j ·
(
zkj + ∆z
k
j
)
= 0 ,
∆nkj · z
k
j + n
k
j · z
k+1
j = 0 ∀j ∈ Ik
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a omezení pro množinu aktivních uzlu˚
∆nkj · z
k
j + n
k
j · ∆z
k
j − 1
(
∆nkj · z
k
j + n
k
j · ∆z
k
j − cn∆g˜
k
j
)
=− nkj · z
k
j + n
k
j · z
k
j − cn g˜
k
j
cn∆g˜kj =− cn g˜
k
j
∆g˜kj =− g˜
k
j ∀j ∈ Ak .
Normálové omezení pro množinu neaktivních uzlu˚ si v další sekci spojíme s tecˇným
omezením, abychom získali výsledné vyjádrˇení rovnic v jednodušším tvaru. V prˇípadeˇ
normálového omezení pro množinu aktivních uzlu˚ bude zapotrˇebí si vyjádrˇit derivaci
∆g˜j. Z prˇedchozí kapitoly víme, že pro g˜j platí vztah
g˜j = −nTj
n(sl)n
∑
k=1
D[j, k]
(
X(sl)k + d
(sl)
k
)
+ nTj
n(m)n
∑
l=1
M[j, l]
(
X(m)l + d
(m)
l
)
,
a tudíž pro ∆g˜j platí
∆g˜j =− nTj
n(sl)n
∑
k=1
D[j, k]∆d(sl)k + n
T
j
n(m)n
∑
l=1
M[j, l]∆d(m)l
− ∆nTj
n(sl)n
∑
k=1
D[j, k]x(sl)k + ∆n
T
j
n(m)n
∑
l=1
M[j, l]x(m)l
− nTj
n(sl)n
∑
k=1
∆D[j, k]x(sl)k + n
T
j
n(m)n
∑
l=1
∆M[j, l]x(m)l ,
kde j, k = 1,. . . , n(sl)n a l = 1, . . . , n
(m)
n , D[j, k] ∈ R2×2 a M[j, l] ∈ R2×2 jsou subma-
tice prˇíslušných matic. Ve vztahu pro ∆g˜j vystupují pouze linearizace uzlové normály
nj a mortarových matic D a M. Všechny uvedené linearizace máme již odvozené. Navíc
pokud do ∆g˜j dosadíme výše rozebrané linearizace a vybereme pouze ty rˇádky, které
odpovídají aktivní množineˇ, dostaneme
na⋃
j=1
∆g˜j = S˜A ∆dS + M˜A ∆dM .
3.5 Linearizace tecˇné složky multiplikátoru˚
V soustaveˇ nelineárních rovnic (3.6) je pro tecˇnu definované omezení ve tvaru
(zt)j = 0 ∀j ∈ S . (3.27)
Prˇipomenˇme si, že omezení (3.27) zarucˇuje kontakt bez trˇení. Aplikujeme-li na uvedené
omezení Newtonovu metodu, dostaneme pro krok k semihladké Newtonovy metody
(zt)
k+1
j = (zt)
k
j + ∆ (zt)j
(
dk, zkj
)
= 0
∆ (zt)j
(
dk, zkj
)
= − (zt)
k
j ∀j ∈ S ,
Jelikož pro (zt)j platí
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(zt)j = t j · z j ,
získáme derivací ∆ (zt)
k
j prˇedpis ve tvaru
∆tkj · z
k
j + t
k
j · ∆z
k
j = −t
k
j · z
k
j ,
∆tkj · z
k
j + t
k
j ·
(
zkj + ∆z
k
j
)
= 0 ,
∆tkj · z
k
j + t
k
j · z
k+1
j = 0 ∀j ∈ S ,
(3.28)
který budeme rˇešit v každém kroku Newtonovy metody.
Prˇedpis (3.28) si vyjádrˇíme ve tvaru vhodneˇjším pro implementaci v algoritmu a to
ve tvaru maticovém. Nejprve si zadefinujme vektor multiplikátoru˚ zj
R
2|S | 3 z =


z1
...
z|S |

 ,
kde
R
2 3 z j = (zn)j n j + (zt)j t j ,
tzn. každý multiplikátor z j mu˚žeme rozložit na tecˇnou a normálovou složku, prˇicˇemž
každá z nich má svou x-ovou a y-ovou cˇást. Pro tecˇnou složku platí
R
|S | 3 zt =


(zt)1
...
(zt)|S |

 = T(d) · z, T(d) ∈ R|S |×2|S | ,
kde T(d) je matice tecˇen ve tvaru
T(d) =


. . . . . . 0 0 0 0
0 0 tj,x(dx) tj,x(dy) 0 0
0 0 0 0
. . . . . .

 .
V každém kroku k provedeme rozdeˇlení množiny S na množinu Ak a Ik podle prˇed-
pisu (3.26). V du˚sledku toho stacˇí rovnici (3.28) definovat pro množinu Ak . Prˇedpis pro
neaktivní množinu Ik sjednotíme s prˇedpisem omezení pro normálu.
Vezmeˇme si první cˇlen soucˇtu z rovnice (3.28) ∆tkj · z
k
j, kde ∆t j je popsáno v sekci
„Linearizace normálového a tecˇného vektoru“. Maticové vyjádrˇení je následující
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∂TA k (d)
∂d
z =


. . .
. . . 0 0 0 0
0 0 ∆tj,x(dx) ∆tj,y(dy) 0 0
0 0 0 0
. . .
. . .




...
zj,x
zj,y
...


=
=


...
Pt,j,x ∆dS zj,x + Pt,j,y ∆dS zj,y
...

 =


...(
Pt,j,x zj,x + Pt,j,y zj,y
)
∆dS
...

 =
=


...(
Pt,j,x zj,x + Pt,j,y zj,y
)
...

∆dS = F˜Ak ∆dS ,
kde P t,j,x, P t,j,y ∈ R2|S | jsou rˇádkové vektory z matice P t odpovídající cˇlenu˚m ∆tj,x
a ∆tj,y, F˜Ak ∈ R
|Ak |×2|S |.
Maticové vyjádrˇení druhého cˇlenu soucˇtu bude jednodušší. Stacˇí si vzít výše uvede-
nou matici tecˇen T(d) a vybrat pouze ty rˇádky, které vyhovují prˇedpisu aktivní množiny
Ak. To stejné provedeme s vektorem zk+1Ak . Získáme druhý cˇlen ve tvaru
TAk(d) z
k+1
Ak
=


. . . . . . 0 0 0 0
0 0 tj,x(dx) tj,y(dy) 0 0
0 0 0 0
. . . . . .




...
zj,x
zj,y
...

 ,
TAk(d) ∈ R
|Ak |×2|S |, zk+1
Ak
∈ R|Ak | .
Výsledné maticové vyjádrˇení rovnice (3.28) pro množinu aktivních bodu˚ je
F˜Ak∆d
k
S + TAkz
k+1
Ak
= 0 . (3.29)
Pro množinu neaktivních bodu˚ mu˚žeme omezení pro tecˇnu (podmínka pro trˇení)
(3.28) sjednotit s omezením pro normálu (67A) a vytvorˇit tak lineární kontaktní pod-
mínku
zk+1j = 0 ∀j ∈ Ik .
Prˇíslušný maticový zápis kontaktní podmínky bude
IIk z
k+1
j =


. . . 0 0 0
0 1 0 0
0 0 1 0
0 0 0
. . .




...
zj,x
zj,y
...

 ,
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kde IIk ∈ R
2|I |×2|I | je jednotková matice daného rozmeˇru a zk+1j ∈ R
2|I | aktualizovaný
vektor multiplikátoru˚.
3.6 Maticový zápis soustavy lineárních rovnic
Dostali jsme se do bodu, kdy máme odvozené všechny potrˇebné derivace pro vyjá-
drˇení výsledné soustavy lineárních rovnic. Nyní si pomocí strucˇného maticového zápisu
ukážeme, jakým zpu˚sobem prˇejdeme ze soustavy nelineárních rovnic (3.6) na soustavu
lineárních rovnic.
Pro Newtonovu metodu platí
F (x) = 0 ,
xk+1 = xk + ∆xk = xk −
[
∂F
∂x
(
xk
)]−1
F
(
xk
)
.
Soustaveˇ (3.6) odpovídá po úpraveˇ zápis
F



 d
z



 =


Kd− f+


0
−M>(d)z
D>(d)z


zIk
g˜Ak(d)
TAk(d) · z


= 0 ,
a proto vektor ∆xk =

 ∆dk
∆zk

 rˇeší soustavu
A∗NEWTON

 ∆dk
∆zk

 = b∗NEWTON ,
kde
A∗NEWTON =


K+


0
−
(
∂M>
∂d
)
(dk)zk(
∂D>
∂d
)
(dk)zk




0
−M>(dk)
D>(dk)


0 permutek
([
I |Ik | 0 |Ak |
])
∂g˜Ak (d
k)
∂d 0
∂TAk
∂d (d
k)zki permutek
([
0 |Ik | T |Ak |(d
k)
])


a
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b∗NEWTON = −


Kdk − f+


0
−M>(dk)zk
D>(dk)zk


zk
Ik
g˜Ak(d
k)
TAk(d
k) · zk


.
Využijeme toho, že pro druhý blokový rˇádek platí zk
Ik
= 0 2Ik , pro trˇetí je
∆0 zk = 0(zk + ∆zk) = 0 zk+1 a cˇtvrtý lze upravit na tvar (3.29), dostaneme
ANEWTON

 ∆dk
zk+1

 = bNEWTON , (3.30)
kde
ANEWTON =


K+


0
−
(
∂M>
∂d
)
(dk)zk(
∂D>
∂d
)
(dk)zk




0
−M>(dk)
D>(dk)


0 permutek
([
I|Ik | 0|Ak |
])
∂gAk (d
k)
∂d 0
∂TAk
∂d (d
k)zk permutek
([
0|Ik | T|Ak |(d
k)
])


a
b∗NEWTON = −


Kdk − f+


0
−M>(dk)zk
D>(dk)zk


0 2Ik
gAk(d
k)
0Ak


.
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Výše uvedenému maticovému zápisu odpovídá detailneˇjší blokový zápis

KNN KNM KNI KNA 0 0
KMN K˜MM K˜MI K˜MA −M
>
I −M
>
A
K IN K˜ IM K˜ II K˜ IA D I 0
KAN K˜AM K˜AI K˜AA 0 DA
0 0 0 0 I I 0
0 M˜
A
S˜
AI
S˜
AA
0 0
0 0 F˜
AI
F˜
AA
0 TA




∆dN
∆dM
∆d I
∆dA
z I
zA


= −


rN
rM
r I
rA
0
g˜
A
0


, (3.31)
kde
K˜
#$
= K #$ + C˜ #$, #, $ ∈ {M, I , A} ,
C˜ =


0
−
(
∂M>
∂d
)
(dk)zk(
∂D>
∂d
)
(dk)zk

 .
Poznamenejme, že matici C˜ jsme získali na základeˇ vztahu˚ (3.16), (3.23), kde(
∂M>
∂d
)
(dk) = ∆M> a
(
∂D>
∂d
)
(dk) = ∆D>.
Soustavu lineárních rovnic (3.31) mu˚žeme dále zredukovat o multiplikátory z a získat
tak soustavu menšího rozmeˇru. Rozepišme si tedy ty rˇádky soustavy (3.31), ve kterých
figurují multiplikátory z. Druhému rˇádku soustavy odpovídá zápis
KMN ∆dN + K˜MM ∆dM + K˜MI ∆dI + K˜MA ∆dA −M>I zI −M
>
A zA = −rM ,
trˇetímu rˇádku zápis
KI N ∆dN + K˜I M ∆dM + K˜I I ∆dI + K˜I A ∆dA +DI zI + 0 zA = −rI ,
cˇtvrtému rˇádku
KI N ∆dN + K˜I M ∆dM + K˜I I ∆dI + K˜I A ∆dA + 0 zI +DA zA = −rA ,
pátému rˇádku
0∆dN + 0∆dM + 0∆dI + 0∆dA + II zI + 0 zA = 0
a sedmému rˇádku
0∆dN + 0∆dM + F˜A I ∆dI + F˜A A ∆dA + 0 zI + TA zA = 0 .
Pátý rˇádek soustavy nám vypadne díky tomu, že platí zk+1j = 0 ∀j ∈ Ik . Tudíž cˇleny
obsahující multiplikátory zI jsou rovny nule. V du˚sledku toho nám zbývá si vyjádrˇit
pouze multiplikátory zA . Ty si vyjádrˇíme ze cˇtvrtého rˇádku soustavy. Pro zA platí
zA = D−1A
(
−KA N ∆dN −KA M ∆dM −KA I ∆dI −KA A ∆dA − rA
)
.
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Využili jsme prˇitom faktu, že matice D je diagonální, a proto výpocˇet její inverze bude pro
nás mnohem snažší než kterékoliv jiné matice vystupující v soustaveˇ (3.31). Dosadíme-li
vyjádrˇené zA do druhého rˇádku, dostaneme
KMN ∆dN + K˜MM ∆dM + K˜MI ∆dI + K˜MA ∆dA−
−MTA D
−1
A
(
−KA N ∆dN −KA M ∆dM −KA I ∆dI −KA A ∆dA − rA
)
= −rM ,
kde
M>A D
−1
A
=
[
D−1
A
MA
]>
= Mˆ>A .
Po úpraveˇ obdržíme(
KMN + Mˆ>A KA N
)
∆dN +
(
K˜MM + Mˆ>A KA M
)
∆dM+
+
(
K˜MI + Mˆ>A KA I
)
∆dI +
(
K˜MA + Mˆ>A KA A
)
∆dA = −rM − MˆTA rA .
Dosadíme-li zA do sedmého rˇádku, dostaneme
0∆dN + 0∆dM + F˜A I ∆dI + F˜A A ∆dA +
+TA D−1A
(
−KA N ∆dN −KA M ∆dM −KA I ∆dI −KA A ∆dA − rA
)
= 0
a po úpraveˇ (
TA D−1A KA N
)
∆dN +
(
TA D−1A KA M
)
∆dM+
+
(
TA D−1A KA I − F˜A I
)
∆dI +
(
TA D−1A KA A − F˜A A
)
∆dA = −TA D−1A rA .
Výsledný maticový zápis je roven
AdNEWTON


∆dN
∆dM
∆d I
∆dA

 = b
d
NEWTON , (3.32)
kde
AdNEWTON =
=


KNN KNM KNI KNA
KMN + Mˆ>A KA N K˜MM + Mˆ
>
A
KA M K˜MI + Mˆ>A KA I K˜MA + Mˆ
>
A
KA A
K IN K˜ IM K˜ II K˜ IA
0 M˜
A
S˜
AI
S˜
AA
TA D
−1
A
KA N TA D
−1
A
KA M TA D
−1
A
KA I − F˜A I TA D
−1
A
KA A − F˜A A


a
bdNEWTON = −


rN
rM + Mˆ>A rA
r I
g˜
A
TA D−1A rA


.
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3.7 Algoritmus
Algoritmus pro rˇešení zformulované kontaktní úlohy mu˚žeme zapsat následovneˇ
1. V kroku k = 0 nastavíme pocˇátecˇní hodnotu vektoru

 ∆d0
z0

 .
2. Urcˇíme A0 a I0, prˇitom musíme dbát na to, že platí A0 ∪I0 = S a A0 ∩I0 = ∅ .
3. Nalezneme primárneˇ-duální dvojici
(
∆dk, zk+1
)
vyrˇešením soustavy lineárních rov-
nic (3.30), resp. (3.31).
4. Aktualizujeme dk+1 = dk + ∆dk .
5. Urcˇíme Ak+1 a Ik+1
Ik+1 =
{
j ∈ S |
(
nk+1j · z
k+1
j − cn g˜
k+1
j
)
≤ 0
}
,
Ak+1 =
{
j ∈ S |
(
nk+1j · z
k+1
j − cn g˜
k+1
j
)
> 0
}
.
6. Pokud Ak+1 = Ak, Ik+1 = Ik a ‖rtot‖ ≤ εr , pak zastav výpocˇet, jinak prˇicˇti
k = k+ 1 a pokracˇuj od 3. kroku.
εr zde prˇedstavuje prˇesnost výpocˇtu a vektor rtot zahrnuje vektor reziduální síly r a rezi-
duální kontaktní omezení, resp. rozdíl pravých stran prˇedchozího a nového kroku semi-
hladké Newtonovy metody.
Lze snadno videˇt, že nalezení aktivní množiny a další typy nelinearit jsou vyrˇešeny
uvnitrˇ jednohoNewtonova kroku. To pak vyžaduje aktualizovat aktivní a neaktivní mno-
žinu po každém semihladkém Newtonoveˇ kroku.
Kapitola 4
Numerické experimenty
Sestavení jednotlivýchmatic potrˇebných k vyrˇešení kontaktní úlohy pomocí semihlad-
kéNewtonovy úlohy jsme implementovali v programovacím jazyce C++, ve kterém jsme
využili mex rozhraní, abychom byli schopni tyto kódy spustit v MATLABu. Samotný
algoritmus jsme napsali v MATLABu a zarˇadili jsme ho do již existující knihovnyMatSol,
která vznikla na katedrˇe 470 na Vysoké Škole Bánˇské – Technické Univerziteˇ Ostrava.
Obrázek 4.1: Testovací úloha
Semihladkou Newtonovu metodu jsme otestovali na úloze, ve které bylo slave teˇleso
diskretizováno na 10 × 10 prvku˚ a master teˇleso na 20 × 10 prvku˚. Po stranách slave
teˇlesa (v jejich horních polovinách) byla prˇedepsána Dirichletova podmínka. U master
teˇlesa byla Dirichletova podmínka stanovena na její spodní hraneˇ a bocˇních stranách.
V ukoncˇovací podmínce jsme zvolili prˇesnost εr = 10−9.
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k semihladká Newtonova
metoda – Algoritmus cˇ.1
semihladká Newtonova
metoda – Algoritmus cˇ.2
Pevný bod
1 6,13 · 101 6,13 · 101 6,00 · 104
2 6,53 · 10−1 6,53 · 10−1 3,30 · 100
3 5,62 · 10−4 5,62 · 10−4 2,97 · 100
4 3,17 · 10−7 3,17 · 10−7 3,30 · 10−3
5 8,08 · 10−10 7,85 · 10−10 3,13 · 10−4
6 7,38 · 10−6
7 4,75 · 10−7
8 1,92 · 10−8
9 1,01 · 10−9
10 4,54 · 10−11
Tabulka 4.1: Výpis ‖rtot‖ v každém kroce jednotlivých algoritmu˚.
Pomocí této prˇipravené kontaktní úlohy jsme porovnávali dveˇ modifikace semihladké
Newtonovy metody (první modifikace využívá soustavu (3.30) a druhá modifikace sous-
tavu (3.32)) spolecˇneˇ s pevneˇ bodovou úlohou. V každém kroku jednotlivých algoritmu˚
jsme vypisovali hodnotu ‖rtot‖, kterou jsme používali pro ukoncˇovací kritérium. Vypsané
hodnoty jsme uvedli v tabulce 4.1. Je zapotrˇebí uvést, že v prˇípadeˇ obou modifikací semi-
hladkéNewtonovy metody jsme hodnoty ‖rtot‖ zacˇali vypisovat od okamžiku, ve kterém
se teˇlesa master a slave dostali do kontaktu. To jsme provedli z toho du˚vodu, abychom
mohli lépe porovnat jednotlivé výsledky. Spolecˇneˇ s hodnotami ‖rtot‖ zde ješteˇ uvádíme
grafické výstupy semihladkéNewtonovymetody (viz další strana – zelenou barvou je zná-
zorneˇno slave teˇleso, modrou barvou master teˇleso.). Narozdíl od tabulky, ve které jsme
neuvedli první dveˇ iterace, kdy teˇlesa nebyla v kontaktu, jsme zobrazili grafické výstupy
pro všechny kroky. Z prvního obrázku 4.2a je videˇt proniknutí teˇles prˇi hledání aktivní
množiny uzlu˚ Ak . Ve druhém kroku je proniknutí témeˇrˇ minimální a od trˇetího kroku
jsou teˇlesa vyhodnocena, že se nacházejí v kontaktu.
Došli jsme tedy k záveˇru, že rˇešení kontaktních úloh pomocí semihladké Newtonovy
metody má pro nás znacˇný význam nejenom díky možnosti formulace kontaktní úlohy
pomocí nehladké funkce, ale také díky pocˇtu iterací potrˇebných k dosažení dané prˇes-
nosti.
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(a) k = 1, teˇlesa nejsou v kontaktu (b) k = 2, teˇlesa nejsou v kontaktu
(c) k = 3, teˇlesa jsou v kontaktu (d) k = 4, teˇlesa jsou v kontaktu
(e) k = 5, teˇlesa jsou v kontaktu (f) k = 6, teˇlesa jsou v kontaktu
(g) k = 2, teˇlesa jsou v kontaktu
Obrázek 4.2: Grafické výstupy semihladké Newtonovy metody
Záveˇr
V rámci diplomové práce jsme provedli odvození a následnou implementaci semihlad-
ké Newtonovy metody do již existující knihovny MatSol. V celém textu jsme se snažili,
pokud to bylo možné, co nejsrozumitelneˇji provádeˇt jednotlivé kroky. Bohužel ne vše šlo
prˇehledneˇ vyjádrˇit, naprˇ. vyjádrˇení trˇírozmeˇrných matic D a M. V takových prˇípadech
jsme se spoléhali na jistou prˇedstavivost cˇtenárˇe, jelikož snaha o podrobné vyjádrˇení
by textu spíše uškodila než by mu pomohla. V prˇedchozí kapitole týkající se numeric-
kých experimentu˚ jsme se prˇesveˇdcˇili, že opravdu nebylo zapotrˇebí testovat semihladkou
Newtonovu metodu na dynamické úloze, protože jsme byli schopni vytvorˇit stacionární
úlohu, ve které byla zarucˇena pozitivní definitivnost matice soustavy, a tudíž jsme byli
schopni danou úlohu rˇešit až do zdárného konce. Na testovacím prˇíkladeˇ jsme si také
mohli všimnout, že narozdíl od pevneˇ bodové úlohy, ve které reziduální chyba klesala
v každém kroce o jeden rˇád, jsme v prˇípadeˇ algoritmu Newtonova typu dosáhli poklesu
reziduální chyby o trˇi rˇády v každém jeho kroku.
V záveˇru bychom také chteˇli uvést dveˇ chyby, kterých jsme se dopustili beˇhem imple-
mentace. První chyba spocˇívala ve výpocˇtu derivací koncových bodu˚ segmentu˚ ∆ξ(sl)# ,
# ∈ {a, b}. Pro výpocˇet zmíneˇné derivace jsme používali projekci špatného bodu x(m)#
z kontaktního povrchu master na kontaktní povrch slave. Bylo to zpu˚sobeno tím, že
porˇadí koncových bodu˚ elementu˚ v referencˇní konfiguraci kontaktního povrchu bylo
odlišné od porˇadí koncových bodu˚ segmentu˚ stejného povrchu. Druhá chyba také sou-
visela s výpocˇtem derivací koncových bodu˚ segmentu˚. Jednalo se o tu cˇást, kdy rozho-
dujeme, jestli ξ(sl)# ∈ {−1, 1} nebo ξ
(m)
# ∈ {−1, 1}. Zde si je nutné uveˇdomit, že výpocˇty
probíhají s urcˇitou prˇesností, a proto je zapotrˇebí prˇi rozhodování urcˇit jistou toleranci,
díky které bude bod ξ(sl)# nebo ξ
(m)
# vyhodnocen jako −1 nebo 1. Uvedené chyby jsme
nemohli dlouho odhalit, protože pevneˇ bodová úloha byla plneˇ funkcˇní, ale v prˇípadeˇ
algoritmu Newtonova typu vznikaly jisté nesymetrie. V du˚sledku toho bychom chteˇli
cˇtenárˇe upozornit, aby byl prˇi implementaci dostatecˇneˇ pecˇlivý a vyvaroval se tak mož-
ným chybám.
Záveˇrem bych chteˇl diplomovou práci zhodnotit zmého úhlu pohledu. V rámci diplo-
mové práce jsem dostal možnost nahlédnout do problematiky kontaktních úloh, které
jsou v docela hojném pocˇtu rˇešeny v rámci katedry 470. Doposud byli kontaktní úlohy
rˇešeny na základeˇ prˇístupu minimalizace kvadratického funkcionálu s rovnostními ome-
zeními a nerovnostními omezeními speciálního tvaru. Bohužel úlohy rˇešené na základeˇ
zmíneˇného prˇístupu jsou teˇžce porovnatelné s úlohami, které se beˇžneˇ rˇeší v zahranicˇí,
protože kontaktní úlohy rˇešené na zahranicˇních univerzitách využívají aplikaci semi-
hladké Newtonovy metody, resp. v rámci kontaktních úloh prˇevádeˇjí nerovnostní vazby
na rovnostní vazby, ve kterých se objevují nehladké funkce. Implementací semihladké
Newtonovy metody do knihovny MatSol byla otevrˇena brána pro porovnávání efek-
tivnosti kontaktních úloh vytvorˇených na katedrˇe 470 naší univerzity a úloh vytvorˇených
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na zahranicˇních univerzitách. Je potrˇeba uvést, že v rámci diplomové práce byla ses-
tavena pouze stacionární kontaktní úloha, na které byla otestována funkcˇnost naimple-
mentované semihladkéNewtonovy metody. Pro rozsáhlé porovnávání se zahranicˇními al-
goritmy je ale ješteˇ zapotrˇebí naimplementovat dynamický 2D prˇístup a to vše ješteˇ ve
3D problematice.V du˚sledku toho bylo také v úvodu rˇecˇeno, že celý text diplomové práce
tvorˇí úvod (bránu) do problematiky kontaktních úloh využívajích rovnostních vazeb
s nehladkými funkcemi.
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