The X-ray regime, where the most massive visible component of galaxy clusters, the intra cluster medium (ICM), is visible, offers directly measured quantities, like the luminosity, and derived quantities, like the total mass, to characterize these objects. The aim of this project is to analyze a complete sample of galaxy clusters in detail and constrain cosmological parameters, like the matter density, Ω m , or the amplitude of initial density fluctuations, σ 8 . The purely X-ray flux-limited sample (HIFLUGCS ) consists of the 64 X-ray brightest galaxy clusters, which are excellent targets to study the systematic effects, that can bias results. We analyzed in total 196 Chandra observations of the 64 HIFLUGCS clusters, with a total exposure time of 7.7 Ms. Here we present our data analysis procedure (including an automated substructure detection and an energy band optimization for surface brightness profile analysis) which gives individually determined, robust total mass estimates. These masses are tested against dynamical and Planck Sunyaev-Zeldovich (SZ) derived masses of the same clusters, where good overall agreement is found with the dynamical masses. The Planck SZ masses seem to show a mass dependent bias to our hydrostatic masses; possible biases in this mass-mass comparison are discussed including the Planck selection function. Furthermore, we show the results for the (0.1 − 2.4) keV-luminosity vs. mass scalingrelation. The overall slope of the sample (1.34) is in agreement with expectations and values from literature. Splitting the sample into galaxy groups and clusters reveals, even after a selection bias correction, that galaxy groups exhibit a significantly steeper slope (1.88) compared to clusters (1.06).
INTRODUCTION
Galaxy clusters are thought to resemble the intersections of the filamentary structure of the Dark Matter. Therefore, these largest gravitationally bound systems witness the growth of structure in the Universe and are excellent objects for cosmological studies. With cosmological parameters it is possible to predict the cluster mass function, i.e. the number density of Dark Matter halos, reflected by the observed galaxy clusters. Important parameters are the normalized matter density, Ω M , and the amplitude of initial density fluctuations, σ 8 . Even with local galaxy clusters these quantities can be constrained.
Unfortunately, X-ray observations of galaxy clusters as a cosmological probe require assumptions on how the total E-mail: gerrit.schellenberger@cfa.harvard.edu gravitating mass can be obtained. Either one can assume that the intra cluster medium (ICM) is in hydrostatic equilibrium or use tracers like the luminosity or temperature for the total mass. Calibrating these scaling relations of observables and the total mass, e.g., using weak lensing observations might provide a way to reliably estimate masses for big samples of galaxy clusters. Unfortunately other (maybe unknown) biases are connected with weak lensing studies, such as noise bias (e.g., Massey et al. 2013) , mass sheet degeneracy (e.g., Schneider & Seitz 1995; Bradač et al. 2004) , asymmetry of the point spread function (e.g., Hirata & Seljak 2003) , false photometric redshifts and miscentering (Köh-linger et al. 2015) . Also selection effects, that enter by the composition of a galaxy cluster sample (e.g., selecting only massive or intrinsically brighter objects) can bias cosmological results, if they are not accounted properly.
Any observed sample of galaxy clusters has been sub-ject to a selection process, which properties are essential for any cosmological study. For the application of a halo mass function, a clear relation between any quantity (like X-ray flux) used to select objects, and the total mass of galaxy clusters is essential. X-ray flux selected samples tend to include more relaxed objects, while, for example, galaxy clusters selected via the Sunyaev-Zeldovich (SZ) effect are close to be limited in mass and have slightly more disturbed clusters (Rossetti et al. 2016) . For X-ray flux selected samples the luminosity mass relation takes a key role for the analysis. Especially for future surveys (like eROSITA), the X-ray luminosity will be the most important quantity for cosmology, since it is very easy to obtain with already tens of photons. For a plasma in complete hydrostatic equilibrium, the luminosity of the ICM is only dependent on the total gravitating mass of the cluster. First correlations have been found observationally by Mitchell et al. (1977) . But the X-ray luminosity is also strongly dependent on cluster physics close to the core, which introduces an intrinsic scatter for the luminosity mass relation. This intrinsic scatter together with selection effects of clusters is responsible for biased constraints on the slope and normalization of an observed distribution of luminosities and total cluster masses. Ideally the luminosity mass relation is calibrated simultaneously with the cosmological analysis, in this way it is also possible to correct for biases which affect the observed luminosity mass relation.
For a cosmological application an X-ray flux limited sample like HIFLUGCS is of special interest: It provides high quality data of nearby galaxy clusters, which can be studied in detail including a treatment of possible substructure and contaminating point sources to get precise temperature and surface brightness profiles. It has been shown in Reiprich & Böhringer (2002) that with such a sample, Ω m and σ 8 can be quantified, so one has an independent probe for cosmological parameters in hand. This analysis will enable us to put constraints on at least two cosmological parameters and also to gain knowledge about the physical processes in the X-ray brightest galaxy cluster sample. For the first time individually X-ray derived hydrostatic mass estimates of a complete sample of galaxy clusters are used to constrain cosmological parameters. The sample of interest here consists of the X-ray brightest galaxy clusters, with very high data quality available. Not only will we study the halo mass function and the cosmological implications, but also evaluate and quantify many sources of systematic biases.
The HIFLUGCS Cosmology Study (HICOSMO) is separated into two papers: This work (paper I) is focused on the Chandra data analysis to obtain total masses for all HIFLUGCS clusters individually, including crucial steps, e.g., the extrapolation technique. The cluster mass estimates are shown to be robust by a comparison to dynamical mass estimates (from optical velocity dispersion) and SZ derived masses. Furthermore, here we investigate the observed L x −M relation and compare it to the biased corrected one, as well as to other scaling relations from literature. The results and discussion of the cosmological analysis will be presented in Schellenberger & Reiprich (2017) (Paper II) .
Unless stated otherwise, we assume a flat ΛCDM cosmology with the following parameters: Ω M = 0.27, Ω Λ = 0.73, H 0 = h · 100 km s −1 Mpc −1 and h = 0.71.
GALAXY CLUSTER SAMPLE
The HIghest X-ray FLUx Galaxy Cluster Sample (HI-FLUGCS, Reiprich & Böhringer 2002 ) was selected from the ROSAT All-Sky Survey (RASS, Truemper 1993; Voges et al. 1999) . It consists of 64 galaxy cluster above a flux limit of 2 × 10 −11 erg s −1 cm −2 in the (0.1 − 2.4) keV band (ROSAT band) and within a region outside the Milky Way disk (|b| ≥ 20°), the Magellanic Clouds and the Virgo cluster, which sums up to 64.78 % of the sky (see Fig. 1 ). This results in a sample of very bright and local galaxy clusters. Looking at it in more detail highlights the effort spent on creating a complete, flux limited sample.
First candidates were selected from 4 different ROSAT catalogs:
• REFLEX, Böhringer et al. (2001) : This catalog covers the southern part of the sky and optical follow-up observations have been made within the ESO programme. It comprises 452 galaxy clusters above a flux limit of 3 × 10 −12 erg s −1 cm −2 in the ROSAT band. At the flux limit it is supposed to be complete at the 90% level. At redshifts above 0.2 the fraction of non-extended REFLEX sources rises above 30%, which makes it also crucial to select a local sample. Otherwise the number of AGNs falsely identified as clusters becomes significant. REFLEX was constructed with special attention on cosmological application.
• NORAS, Böhringer et al. (2000) : The northern sky of RASS is covered by NORAS, which consists of 378 clusters. The completeness is stated with 50% at the same flux level as REFLEX.
• NORAS II, see Reiprich & Böhringer (2002) for reference: NORAS II has a similar structure as NORAS but with a lower flux limit of 2 × 10 −12 erg s −1 cm −2 .
• BCS, Ebeling et al. (1998) : BCS consists of 201 bright galaxy clusters in the northern hemisphere above a flux of 4.4 × 10 −12 erg s −1 cm −2 and 90% completeness.
Clusters were selected from these catalogs with a slightly lower flux limit of 1.7 × 10 −11 erg s −1 cm −2 . This extended sample was then reanalyzed in Reiprich & Böhringer (2002) to obtain a homogeneous flux limited sample. It should be noted that RXCJ1504 was originally not included in HIFLUGCS, but follow-up observations later revealed that the contribution of AGN emission to the total flux is not as high as initially thought. The median redshift of the final sample is 0.05. Detailed studies of several aspects of this sample have been carried out in the past: Chen et al. (2007) (cooling flow), Hudson et al. (2010) (cool core definition), Mittal et al. (2009) (radio AGNs), Zhang et al. (2011a) (scaling relations), Zhang et al. (2011b) (star formation), Mittal et al. (2011) (L x − T vir relation), Eckert et al. (2011) (selection biases).
Despite this interesting opportunities for the future by the construction of even bigger samples, it is essential to have a reliable data analysis structure, which takes care of many sources of biases like substructure or extrapolation techniques. For this purpose, HIFLUGCS is the sample of choice to create a baseline for cluster analysis and cosmological interpretation. 
DATA ANALYSIS
All galaxy clusters of the HIFLUGCS sample have been observed at least once with the Chandra X-ray observatory. For reliable hydrostatic masses one has to not only follow the standard tasks for data reduction, but also account for the following aspects:
• Contamination by point sources and substructure • Instrumental and astrophysical background components • Density profile from surface brightness in appropriate energy band • Temperature profile parametrization • Mass extrapolation
After giving an overview on the basic steps of the Chandra data reduction, each of the above mentioned points will be discussed in this section. Many Chandra observations are available for the 64 HIFLUGCS clusters. The basic selection criteria are:
• Observation was public by Dec 2015, • Advanced CCD Imaging Spectrometer (ACIS) detector was used,
• no grating observations, • and exposure time at least 9 ks.
This selects 336 observations with a total exposure time of 12.2 Ms. A subset of these observations was actually analyzed, which usually excludes short observations with a high off-axis angle (cluster outskirts), observations that were not publicly available at the time of analysis and observations that would not add much more to an already large summed exposure time (if ∆t exp < 20 %). In total 196 observations (7.6 Ms) were analyzed. Note that some recent observations were added later 1 (see below).
Chandra standard data reduction tasks
The procedure for the raw Chandra data reduction follows the description in Schellenberger et al. (2015) . The important parts are briefly mentioned here. The analysis software that was used is
• CIAO software version 4.6, with CALDB (calibration database) version 4.6.5 (released in December 2014 and compatible for observations until October 2014), only for very recent observations (see footnote 1) CALDB 4.7.0 was used.
• Heasoft 6.16 including Xspec 12.8.2e, see also Section 3.4.2 for the use of an updated Xspec version.
The chandra_repro task applies a default treatment to the raw events files, for example badpixels and afterglows are detected and marked, and also the latest calibration is applied to update time, coordinate and pulse-height, grade and status information of the events. A lightcurve cleaning is performed in order to remove flared periods from the events file:
The events file is binned in the time domain to have 1000 counts in the (0.7 − 7) keV band in each time bin (but at least 200 s per bin). The deflare task using the lc_clean algorithm with a 3σ clipping is the default method, but for some very flared observations we switched to the iterative lc_sigma_clip algorithm, which is more stable, but sometimes cuts out more clean time. Many Chandra observations are not affected by flares. Any of the following region selection, either for the temperature or surface brightness profile, is centered on the emission weighted cluster center. Since Chandra does not provide a large field of view that is appropriate for this quantity, we take the emission weighted centers determined by Zhang et al. (2011a) using XMMNewton (see details in Tab. B2).
Point source treatment
Point sources are sources which have an angular size smaller than the point spread function (PSF) of the instrument and are broadened to the PSF scale. Chandra has arcsecond spatial resolution on axis, so one can assume that all the detected point sources are AGNs. The wavdetect task, which uses a Mexican-Hat Wavelet transformation for the automated detection, is applied. Different scales (1 2 4 8 16 pixel, which corresponds to roughly the same number in arcseconds due to the binned image) are used for the correlation of the image with the wavelet. Each source detection is characterized by a significance value, which we use to clip spurious detections. The significance is calculated from the net source counts and the (Gehrels) error of background counts, which can create misleading values for the low counts regime. Figure 2 (left) shows the correlation between the minimum detected flux and the exposure time. The flux here describes only a rough estimate of the source flux and has not been recomputed properly by, e.g., the ciao-task srcflux, because we don't use it later in the analysis. Note that in Fig. 2 only the main observation for each cluster (see Tab. B1) is shown. The three different colors correspond to a significance threshold of 0, 1 or 5. Above ∼ 50 ks the flux limit does not decrease any more. The fluxes were computed in the (0.5 − 2) keV band corrected for vignetting effects, dead area and detector quantum efficiency and assuming a powerlaw with 2 as spectral index. In the Chandra Proposers' Observator Guide 2 a sensitivity of Chandra/ACIS of 4 × 10 −15 erg s −1 cm −2 is mentioned in the (0.4 − 6) keV band for a 10 ks observation. This value roughly corresponds to 2.7 × 10 −15 erg s −1 cm −2 in the energy band for Fig. 2 . Applying the 5σ threshold means that some faint point sources may not be cut out (since the ACIS sensitivity limit is lower) but one gets rid of most of the spurious detections. Although the ACIS sensitivity is well above the 1σ significance limit in Fig. 2 , we do not trust the determined fluxes for these faint sources given the reasons described above. Also the expected increasing behavior of the detected number of sources as a function of exposure time strongly favors the 5σ threshold (Fig. 2 right) . For galaxy clusters with more than one observation, the point source detection was run for all observations and the complete point source list was excluded for each observation. Only multiple detected sources (in different observations) were only removed once before taking spectra or surface brightness profiles. So all observations of one cluster use the same point source catalog.
Substructure Selection
By assuming hydrostatic equilibrium one requires idealized objects that undergo no interaction with the surrounding environment. But a complete sample of galaxy clusters also contains merging systems. In some cases, these interactions are spatially localized in one part of the cluster. By excluding the substructure area from the extraction region of the profiles it is possible to minimize the bias that would arise from disturbed regions. The dense substructure is usually visible in X-rays as excess emission to the normal ICM radiation, but often not detected by the wavdetect task, which is more efficient for 2 http://cxc.harvard.edu/proposer/POG/arch_pdfs/POG_ cyc13.pdf point sources. We assume that in general the surface brightness profile of the ICM emission follows a double β-model,
where for each component i = 1, 2, S 0i denotes the central surface brightness value, r ci the core radius and β i characterizes the decrease of the surface brightness to the outskirts. Starting from a least square fit to the surface brightness distribution using this model (centered on the emission weighted cluster center as defined in Zhang et al. 2011a) , one can detect local excess emission. To reduce the noise we smooth both, the model and the photon flux image (corrected for vignetting, exposure time variations due to Chandra dither motion, quantum efficiency, bad pixels) of the observation with a Gaussian (16 arcsec width), before subtracting the model from the observation to get the flux difference image (see Fig. 3 , top left).
It is now important tune the threshold of excess emission to be cut out, that not too much emission gets excluded from very small fluctuations with respect to the model. In a histogram of the excess flux per pixel (Fig. 3 , top right) one can recognize a peak which represents the abundant flux difference between measurement and model. Left of this peak are smaller differences and to the right the larger ones. As default we chose the threshold to cut at a flux-difference limit, where the cumulative flux-excess is half the total flux difference summed over all pixels (note that only positive flux differences are included in this analysis):
where i are all pixels with a flux difference above a threshold (see also Fig. 3 , middle right). This has been computed by smoothing with histogram distribution as shown in Fig. 3 , middle left. The factor of 0.5 is slightly adjusted for a few observations, where still too much noise was included. This means that half of the excess flux is removed (Fig. 3 , bottom left). A mask file (Fig. 3 , bottom right) containing all the selected pixels (as polygons) is created and saved in a standard regions file. Since this procedure is very time consuming it is only done once per cluster for the longest exposure of a large part of the cluster (main observation ID). Together with the combined point source region file, these are the regions that are being excluded for the spectral and surface brightness analysis in the following. One can see the final result, for Abell 85 in Fig. 4 , which has some bright in-falling structure to the south.
Surface brightness and gas density profile
For an optically thin plasma the X-ray emissivity is a function of the luminosity L x and the emitting volume V,
and can be written as the product of the number densities of electrons n e and Hydrogen atoms n H and the cooling function Λ. The cooling function describes how much energy is radiated by a plasma with a density of unity and depends on the electron temperature T e and the abundance of heavy elements Z in the plasma. The surface brightness S X can be described as the flux of photons within a certain energy band and per solid angle. Combining these definitions one can write
where ζ is the ratio of Hydrogen and electron number densities.
For the double β model the procedure is more complex and has been presented in Hudson et al. (2010) . While the two components of the surface brightness distribution are simply added up, for the density model the components are added in quadrature,
where n ei are the central electron densities of the two components.
As it can be seen in Fig. 5 (top left) the surface brightness profile is well fit by a double β model. Every radial bin in the surface brightness profile is usually calculated from several 1000 counts, only in very short observations of faint clusters from at least 70 counts, so the Gaussian probability distribution is a good approximation. The other graphs in Fig. 5 show that there exists a strong degeneracy between some double β model parameters. It is very important to take this degeneracy into account when calculating the total or gas mass from the surface brightness model, otherwise the uncertainties will be overestimated.
The impact of the substructure removal procedure is illustrated in Fig. 6 for the case of A85. Especially the outer component of the model is affected by the substructure. If one would include substructure in the analysis, the total mass will be underestimated (if the temperature is not be affected).
Cooling Function
As it has been indicated in the previous Section, one assumption to convert a surface brightness profile into a density profile (from Eq. 9 to Eq. 9) is that the cooling function does not depend on the radius, i.e. the cluster temperature or relative abundance of heavy elements is also constant with radius. An appropriate energy band is defined by the detector sensitivity and the emission characteristics of the source. Very common for X-ray instruments are the following bands:
• (0.5 − 2.0) keV -Chandra and XMM-Newton have a very high effective area in this band so it is often used for these instruments.
• (0.1−2.4) keV -This band was used for the ROSAT satellite, which was sensitive to softer energies. It is still used because many galaxy cluster catalogs are selected from the ROSAT All-Sky Survey.
It turns out that for plasma temperatures > 2 keV the cooling function in the energy bands quoted above is almost constant with temperature/abundance, which can also be seen in the upper panels of Fig. 7 . The Fe-L line complex around 1 keV is very temperature and abundance sensitive. A combination of small bands below and above this feature turns out to be very insensitive to the plasma temperature even at temperatures below 1 keV. As it can be seen in the bottom right panel of Fig. 7 for a typical heavy element abundance of 0.3 the relative change in the cooling function is below 10% over the range of temperatures from 0.7 keV to 10 keV. In the same temperature range the relative change of Λ in the (0.1 − 2.4) keV band is 4 times larger. The optimal energy band was determined by calculating the residuals of the cooling function to a flat distribution over (0.7 − 10) keV temperature range and a typical abundance of Z = 0.3Z . The variable parameters are the lower and upper boundaries of the energy band, while also a gap in the middle was allowed (as it happens for the optimal band). These residuals are minimized and at the same time the average value of the cooling function maximized (to get more counts and better statistics later on for the surface brightness). The resulting energy band was found to be the combination of the (0.5 − 0.75) keV band plus the (1.15 − 2.0) keV band.
Gas mass
The gas mass M gas of the galaxy cluster is obtained by simply integrating the electron density profile Eq. 10 until r 500 (which is iteratively calculated when deriving the total mass M tot in Section 3.6),
where ξ is the ratio of the gas density ρ gas and electron density n e assuming a constant abundance of heavy elements:
where m p is the proton mass and assuming a neutron to proton ratio of 1 in atoms (except Hydrogen), which is correct for most elements that are considered here (i.e. included in the abundance tables). Note that for heavier elements the number of neutrons increases. The ratio of electrons per Hydrogen atom is directly calculated from the abundance of the individual elements Another quantity derived from the abundance of heavy elements which is of special interest for the hydrostatic mass, is the mean molecular weight µ, which gives the average mass of a particle in m p mass units,
The parameters of the surface brightness profile are calculated by a Markov Chain Monte Carlo simulation with 200 000 samples (out of which the first 50% are ignored), which also determine the uncertainty for the gas mass. The central value of the electron density is obtained from the spectrum of the innermost region outside 50 kpc in order to be clearly outside the possible emission of the BCG. This region was never distributed on more than one ACIS chip.
The gas mass is of particular interest for cosmology e.g., for f gas test or as a calibrator for the total mass. The gas mass fraction f gas = M gas M tot can constrain the matter density of the Universe Ω m assuming a Baryon density Ω b (e.g., from CMB measurements or Big Bang Nucleosynthesis data). This has been shown initially by White et al. (1993) and more recently, e.g., by Mantz et al. (2014) . Note that the uncertainties of the total and gas mass, which both enter in f gas , are both strongly dependent on the uncertainty of the radius. We take this into account when calculating f gas .
The gas mass can also be used as a tracer for the total mass which experiences low scatter (Zhang et al. 2008; Vikhlinin et al. 2009a) .
Note that with a recent patch version 12.9.0o for Xspec 3 a problem concerning the calculation of the normalization of the apec model was solved. This will affect all our gas masses, so we recalculated the normalizations of the innermost annuli using the updated Xspec version to calibrate the density profile. Since the total mass depends only on the density gradient, this normalization bias has no influence on those results.
Temperature
The temperature of galaxy clusters is crucial for the hydrostatic mass determination. Not only the value of the temperature is important but also the slope of the profile at the radius of interest enters, which makes an appropriate parametrization essential. We start by describing how we extract and model the spectra of the Chandra observations.
Regions
We create a counts image (OBS) and a background counts image (BKG) from the exposure corrected blank-sky background file in the (0.7 − 7) keV band for every observations of all the clusters. Both images have point source and substructure removed. Spherical rings around the emission weighted cluster center (taken from Zhang et al. 2011a) are created based on a signal to noise threshold S/N,
where i denotes a certain region. The minimum S/N threshold was set to 50 for all clusters, except for A3581, S1101 to 30 and for RXCJ1504, A400 and A1795 to 40, in order to get enough regions. For the bright cluster A2052 the threshold was set to 70. For a fixed aperture bright clusters would give very high S/N values, or in turn make the central regions very tiny. A high number of regions in the center would then give too much weight for the profile fit on the cluster center, which is not the primary target in this study. To avoid this we set a minimum size for a region of 25 arcsec. With this setup, on average 30 regions are extracted per cluster, 17 regions on average per observation. The minimum number of regions per cluster is 8 (A1736 and EXO0422). The average maximum extraction region is 12.1 arcmin or 670 kpc, or compared to the r 500 determined later, it is 66% on average. This means that most cluster profiles have to be extrapolated to calculate the M tot,500 .
Spectral modeling
The (0.7 − 7) keV energy band used in this study makes up 94% of the total effective area. For galaxy cluster analyses this energy band is an appropriate choice since at energies below 0.5 keV the calibration is uncertain and between 0.5 and 0.7 keV the effects of the uncertain Galactic absorption or solar wind charge exchange (SWCX) lines might bias temperature estimates. Also at energies above 7 keV the particle background becomes more and more dominant so the signal to noise ratio will decrease. To create the spectra and response files the specextract task from the CIAO 4.6 software package was used. Spectra were grouped to have at least 30 counts per bin.
For the spectral fitting the astrophysical background components are determined from a simultaneous fit to data from the ROSAT All-Sky survey 4 (Snowden et al. 1997) . The extraction region for the ROSAT All-Sky Survey (RASS) data is an annulus from 0.7 to 1 degree around the cluster center (for NGC4636, NGC1399 and A3526 r 500 is larger than 0.7 degree, so the RASS data was extracted from 1.5 to 2 degree). The particle background was directly subtracted from the Chandra spectra using the stow events files from an epoch close to the observation date. The stow events files are created when the ACIS detector is in a position where it is not exposed to the sky and the HRC-I camera is in the field of view. This configuration is also called event histogram mode (EHM). As shown by comparisons to dark moon observations only particle events are recorded in the stow position (Markevitch et al. 2003; Wargelin et al. 2004) . For each annulus the same detector region was used to extract the particle background spectra. These background spectra are normalized by the ratio of the (9.5 − 12) keV band count rate of the observation and the stow events file to account for variations of the quiescent particle background component. The cluster emission is modeled by an absorbed thermal model (phabs*apec), where all parameters apart from the redshift and the N H are left free to vary. Following Willingale et al. (2013) the Hydrogen columns density used as a tracer for the X-ray absorption,
where the parameters N H 2 m = 7.2 ± 0.3 × 10 20 cm −2 , N c = 3.0 ± 0.3 × 10 20 cm −2 and α = 1.1 ± 0.1 were calibrated using X-ray afterglows of Gamma ray bursts in the aforementioned reference. Both, the absorption E(B − V) from the IRAS and COBE/DIRBE infrared dust maps (Schlegel et al. 1998) and the N HI from Kalberla et al. (2005) are computed at each cluster position. The combined effect of the uncertainties of these parameters, the scatter of this scaling relation (0.087) plus accounting for a 10% uncertainty on N HI and E(B − V) has only an 11% effect on N H tot , which typically affects best fit temperatures by 1%. Since this is much smaller than the typical statistical uncertainties, any statistical uncertainty of N H tot is neglected. For the relative abundance of heavy elements the Asplund et al. (2009) abundance table was used. For each observation all spectra from the different regions and chips 5 are fit simultaneously. The temperature and metallicity of spectra from the same region but different chips are linked together, while the normalizations are not because of spatial variations of the density distribution. For all observations the steppar command was run on the temperatures. This task calculates the χ 2 for the parameter within a given range of values in order not to get best fit parameters of a local minimum of the likelihood distribution. The reduced χ 2 of all spectral fits was on average 1.03, while in 95% of the cases it was below 1.17. This gives a hint that the spectral modeling is appropriate.
Parametrization
For most clusters the signal to noise threshold results in the largest region being smaller than r 500 , so an extrapolation for the temperature and surface brightness, or mass profile has to be performed. We use several parametrizations to robustly model different types of temperature profiles, e.g., where a cool core as well as the decreasing behavior to the outskirts is present. One set of models which is used in this work is given in Gastaldello et al. (2007) : The first model is the connection of two powerlaws,
t i (r) = T i,100 r 100 kpc
This model has 5 free parameters and can be used for low quality data or when the measurements are not reaching outer regions of the cluster (e.g, due to a very low redshift and the limited FOV). It was applied to three cluster profiles (A1795, NGC5044 and NGC4636).
The second model is a composition of two powerlaws smoothed by an exponential function,
This model has 8 free parameters and can be applied to most of the clusters due to its many degrees of freedom. It was used for 46 clusters, which have a median of 19 independent temperature bins per cluster. The third model is a combination of the Allen et al. (2001) rising profile and an a falling profile.
This model has 10 free parameters and is only applied to 15 clusters (with a median of 37 temperature bins per cluster). The three different models are shown on specific examples in Figure 8 .
Deprojection
The measured spectra contain information from all emitting sources along the line of sight. While the foreground and background components (e.g., particle background, Galactic emission, unresolved AGNs) are either removed or modeled, the cluster emission within an annulus at an apparent radius from the cluster center is summed into the measured spectrum. Assuming a spherical, symmetric cluster and that the outermost projected annulus is not significantly contaminated by emission from outer cluster shells, one can start to remove or account for this emission when fitting the next inner annulus. This is usually referred as the onion-peelingtechnique (Fabian et al. 1981; Buote 2000; Gastaldello et al. 2007) . For high quality data, this approach can lead to oscillations in the deprojected temperature profile (Russell et al. 2008) . Vikhlinin (2006) developed an averaging code that takes several plasma components (with each temperature, metallicity and emission measure) and calculates the corresponding single temperature that would be measured within a certain energy band for either Chandra ACIS, XMM-Newton EPIC or ASCA SIS/GIS. The emission measure, EM, in a cluster shell can be easily calculated from the density model,
where n e and n H are the electron and Hydrogen number densities, respectively, and V is the emitting volume. The difference to a simple emissivity weighted averaging can be seen in Fig. 9 : For a two component plasma with T 1 = 5 keV and an EM ratio of 1 the emissivity weighting method overpredicts (with respect to the Vikhlinin 2006 method, which we assume here to be the expected reference curve) the "projected" temperature not only due to the missing line emission (see dashed line for Z ≈ 0) but also because of the instrumental sensitivity, which for ACIS is highest between 1 and 2 keV. Other effects like absorption, redshift, the energy band and the redistribution (RMF), which are also taken into account by the Vikhlinin (2006) method, play a minor role. We use the Vikhlinin (2006) method to deproject all cluster temperature profiles. In practice the parameters for the deprojected temperature profile are determined using a Markov Chain Monte Carlo with an adaptive MetropolisHastings algorithm as implemented in PyMC (Fonnesbeck et al. 2015) . In each step the input temperature profile is projected along the line of sight at every radius that has a measurement. Each projected and measured temperature (of all observations used for the cluster) are then compared assuming a Gaussian probability distribution of the measured uncertainties. After the first 50% of the samples are removed ("burn-in", samples that are needed to achieve convergence) each cluster still has 200 000 samples, which are used to characterize the deprojected temperature profile and its uncertainty.
Hydrostatic equilibrium
The total gravitating mass of a galaxy cluster is the most important parameter in a cosmological study. Assuming that the ICM is in hydrostatic equilibrium, the total gravitational potential determines temperature and density of the gas, which results in the hydrostatic mass equation,
where k B is the Boltzmann constant, m p the proton mass, µ the mean molecular weight, and G the gravitational constant. The assumptions that enter here are that gravity is the only external force (e.g., no magnetic fields), the cluster is spherically symmetric and the pressure behaves as in an ideal gas. Also µ must not depend on the radius r. Outside the core of galaxy clusters and excluding strong merging events these assumptions are generally fulfilled. Using Eq. 21 the mass can be calculated within any radius. In order to have a comparable quantity one usually defines M ∆ , which is the total mass within a sphere of radius R ∆ , inside which the mean density is ∆ times the critical density of the Universe at cluster redshift ρ crit (z) (see e.g., Bocquet et al. 2016) . ∆ is also called the overdensity and typical values are 500 or 200, sometimes also 2500. Note that T 1 =5 keV EM ratio =1 Vikhlinin+06 emissivity based Figure 9 . Comparison of the emissivity weighted temperature averaging, and the method used for the deprojection here assuming a two component plasma (with equal emission measure). The metallicity is 1 (solid) and 0.001 (dashed).
with increasing values of ∆ the radius decreases. In the following the cluster masses will be compared to the prediction of the Tinker et al. (2008) halo mass function. Therein the halo mass function is given for 9 different overdensities in the range between 200 and 3200 with respect to the mean density of the Universe ρ mean (z). The conversion between the critical and mean density is given by
This means that ρ mean has to be recalculated each time a new Ω m is being tested for a fixed overdensity of ∆ 500c . For all parameters of the Tinker et al. (2008) halo mass function, which depend on the overdensity, second derivatives are provided that a spline interpolation (Press et al. 1992) can be performed. For typical values of Ω m and low redshifts the interpolation allows to calculate values up to 1000 times the critical density, which means that even with the highest overdensity given for the halo mass function many HIFLUGCS masses still need to be extrapolated. Note that with increasing overdensity deviations from the universality of the mass function increase.
HIFLUGCS luminosities
Many studies show that there is a correlation between the X-ray luminosity L x and the total mass of a galaxy cluster that can be described by a powerlaw (e.g., Reiprich & Böhringer 2002; Pratt et al. 2009; Vikhlinin et al. 2009a; Mantz et al. 2010; Zhang et al. 2011a; Reichert et al. 2011) . Also other quantities like the temperature of the gas or its mass show a correlation with the total mass and can be used as tracers for the total mass. Here we will focus on the luminosity, since it is the most simple quantity that can be derived for any galaxy cluster with known redshift. Especially for the all-sky survey by eROSITA (Merloni et al. 2012) most of the expected 100 000 galaxy clusters will only have a luminosity (with the redshift coming from optical followup observations). So this quantity is crucial and it needs to be understood in detail. The relation between the cluster mass and its luminosity can also be predicted from simple self-similar relations (Arnaud & Evrard (1999) 
where <> denotes the volume average. Using virial equilibrium, 2E kin = −E pot , and the isothermal β model, β =
From the free-free emission it follows that Λ bolo ∝ T 1 2 , while in the ROSAT band the cooling function does not depend strongly on T for T > 2 keV. For the 0.5 − 2.0 keV band a similar behavior as in the ROSAT band is expected. If the gas mass fraction in Eq. 23 is constant and the fraction <ρ 2 gas > <ρ gas > 2 , which describes internal substructure or clumping, is assumed to be independent of temperature, one immediately can conclude
As indicated in Pratt et al. (2009) observed slopes of the L bolo − M as well as the L 0.1−2.4keV − M relation (1.8 for the bolometric case, 1.5 for the 0.1 − 2.4 keV case) are much steeper than expected from the self-similar prediction.
Furthermore, the luminosities are important for the cosmological analysis, since the cluster masses from the mass function need to have assigned a flux in order to follow the selection function (flux limit). A way to do this is to use a scaling relation. In Mantz et al. (2010) it is demonstrated how the selection effects can bias the slope and normalization of the L x − M relation of a luminosity limited sample: Due to the intrinsic scatter fainter objects get detected with a lower probability, which makes the observed L x − M relation shallower. The prediction on how the L x − M relation of a flux limited sample would be affected is not trivial.
Several remarks have to be made on the luminosities that were used in the end (Reiprich & Böhringer 2002 ):
• The cosmological analysis requires consistency between the selection of objects and the assigned luminosities in the L x −M relation. The HIFLUGCS clusters were selected based on redetermined fluxes of a bigger sample with a lower flux limit, which ensures a homogeneous selection instead of just using fluxes from the catalogs. So to stay consistent with the selection function we use the luminosities from Reiprich & Böhringer (2002) . Those luminosities are tabulated for the (0.1 − 2.4) keV band (source rest frame) in a flat Universe with H 0 = 50 km s −1 Mpc −1 and Ω m = 1. So every time the cosmological parameters are varied the luminosities have to be recalculated. Additionally a K-correction has to be performed to account for the difference between the observed and the emitted energy band due to the redshift (see e.g., Jones et al. 1998 , App. B).
• The Chandra FOV is too small to directly measure the luminosity of the clusters from the observed count rates, especially for the low redshift objects.
• After more detailed X-ray data was available, RXCJ1504 was added later to the sample, since it was first falsely classified to have a strong AGN boosting the X-ray luminosity just above the flux limit (see Hudson et al. 2010 , Appendix C. 43 for details).
RESULTS

HIFLUGCS masses
Following the hydrostatic equation, all one needs for the total gravitating mass of a galaxy cluster is detailed (deprojected) temperature and density information. Both quantities are parametrized, as described before, and the parameters are determined using a Markov Chain Monte Carlo approach. So it is straightforward to calculate the total mass and its uncertainty by just using the saved Markov chains. The mass at a given overdensity (for HIFLUGCS at 2500, 500 and 200 times the critical density) is determined in an iterative way. To easily compare the masses to literature we use 500ρ crit as the default overdensity (apart from other reasons described before), which will be denoted as M 500 in the following.
In the following we describe the four different extrapolation methods used for all HIFLUGCS clusters:
• "kT extrapolate": This is the most simple extrapolation by just using the temperature and surface brightness model. For small extrapolations this might provide still robust estimates but for cases where only 50%r 500 or less can be covered by the temperature profile, the uncertainties and systematics are probably underestimated, since the model is not physically motivated and at larger radii the galaxy cluster temperature does not necessarily need to follow the inferred behavior from inner regions.
• "NFW All": This extrapolation fits an NFW profile (Navarro et al. 1996 (Navarro et al. , 1997 to the cluster mass profile within a radius, where temperature measurements exist. The NFW profile is a simulation motivated, well established parametrization of the Dark Matter density profile,
where r s is a scaling radius and δ s a scale overdensity (see also Zhao et al. 2009; Ludlow et al. 2013 Ludlow et al. , 2014 . The scale parameters can be rewritten using a concentration parameter,
where ∆ is an overdensity with respect to ρ crit . The use of the overdensity 200 is a convention, but it is possible to use the NFW profile with respect to any overdensity, only then c should be labeled accordingly, e.g., c 500 . It is then easy to 2A0335  A0085  A0119  A0133  A0262  A0399  A0400  A0401  A0478  A0496  A0576  A0754  A1060  A1367  A1644  A1650  A1651  A1656  A1736  A1795  A2029  A2052  A2063  A2065  A2142  A2147  A2163  A2199  A2204  A2244  A2255  A2256  A2589  A2597  A2634  A2657  A3112  A3158  A3266  A3376  A3391  A3395  A3526  A3558  A3562  A3571  A3581  A3667  A4038  A4059  EXO0422  HydraA  IIIZw54  MKW3S  MKW4  MKW8  NGC1399  NGC1550  NGC4636  NGC5044  NGC507  RXCJ1504 
where Y (u) = ln(1 + u) − u/(1 + u). So the final fitting formula to extrapolate any radius to r 500 is given by
where only r 500 and c 500 are free parameters during the fit (again using an MCMC to account for the degeneracy between the parameters).
• "NFW Hudson": This method is almost identical to the "NFW All" case, only that the central region of the cluster mass profile is not taken into account for the NFW fit. In detail, radii smaller than the cool core radius as defined for HIFLUGCS in Hudson et al. (2010) are excluded. This is motivated by the fact that in the cool core region hydrostatic equilibrium deviations (e.g., due to the central AGN) might exist. Excluding this region from the NFW fit is expected to improve the results.
• "NFW Freeze": In this case an NFW model is fit to the outermost measured mass profile (i.e., the last 3-5 bins in the temperature profile), but a relation from Bhattacharya et al. (2013) 
which can be approximated numerically to derive a conversion between c 500 and c 200 ,
Inserting 32 in 34 one can derive a relation between c 500 and M 500 , which we again approximate numerically, c 500 = 0.056 log 10 M 500 2 − 2.18 log 10 M 500 + 22.566 .
By applying 35 to 31 the only free parameter is r 500 . These mass estimates are used as the default to derive cosmological parameters. Figure 10 shows the determined total masses. kT extrapolate and NFW Freeze masses give realistic mass estimates, i.e. not too many masses above 10 15 M , none of them above 10 16 M , and also no mass estimate below 10 13 M . NFW Hudson and NFW All (not shown in Fig. 10) give, in very few cases, unrealistically high masses (in two cases > 10 16 M , one of them Coma), while one case (NGC4636) has a suspiciously low mass. The average uncertainty estimates are 14% (kT extrapolate), 13% (NFW All), 11% (NFW Hudson), and 11% (NFW Freeze). Most likely this is due to the degrees of freedom that the different cases imply:
The NFW model sets constraints and leaves less possibilities for scatter as the extrapolated temperatures. NFW Hudson excludes the cool core and reduces the scatter. The NFW Freeze model introduces more uncertainty for M 500 by just using the outermost mass measurements for the extrapolation, but also restricts the concentration parameter, so the final uncertainty is comparable to the other methods. Figure 11 shows the kT extrapolated masses compared to the NFW Freeze masses, which show often agreement and the smallest scatter, while the other two methods give on average higher masses. Moreover, NFW Freeze (the default in the following) approach the kT extrapolated masses when the extrapolation is small or non existing (Fig. 11, bottom  right) . This is a consistency check that the measured hydrostatic masses (without extrapolation) more or less match the NFW Freeze masses.
The NFW Freeze masses will be chosen as the default cluster mass in the following because, on the one hand, it is consistent at smaller extrapolation scales with the temperature measurements, on the other hand it is based on a physically motivated model and does not give extreme mass estimates and, therefore, required extrapolations should be more robust.
L x − M relation
The results of the L x − M relation are of particular interest since they do not only enter in the cosmological analysis, but can be compared directly with references. Furthermore, the L x − M relation is an important tracer for total masses, and cosmological results of, for example, eROSITA (Merloni et al. 2012) , will rely on it. Indications for a steepening at the galaxy group scale have been raised in the past (e.g., Lovisari et al. 2015) , but usually just a simple powerlaw is used to model the L x − M relation in a cosmological context. First we will start with this simple powerlaw description, also to be consistent with what has been done before (e.g., Reiprich & Böhringer 2002; Vikhlinin et al. 2009b; Mantz et al. 2010) .
Equation 36 
We do not include a redshift evolution term, ∝ E(z), since we are dealing with a low-redshift sample. The observed distribution of mass and luminosity can easily be fit using a linear regression code that accounts for intrinsic scatter like BCES (Akritas & Bershady 1996) or the Bayesian code by Kelly (2007) . Furthermore, these algorithms take (symmetric) uncertainties of both parameters (x and y) into account. To minimize the bias when turning the original probability distribution of each mass and luminosity into logspace and identify it with a normal distribution (for symmetric errorbars), we first calculate the values of the upper and lower boundary in logspace and assign then the logspace uncertainty by taking the arithmetic mean of the individual uncertainties. In case of the luminosity, y = log 10 L x ,
where L u x and L l x are the upper and lower boundaries, respectively, and for the mass, x, the procedure is accordingly. The intrinsic scatter is always measured according to
2 , A and B are the intercept and slope, respectively. So the scatter is assumed to be normal distributed in logspace.
The BCES code includes four different minimization schemes:
• Y |X: Regression of y on x, i.e. minimization in y direction.
• X |Y : Minimization in x direction.
• Bisector: Taking the linear relation that bisects the functions from Y |X and X |Y .
• Orthogonal: Minimization in orthogonal direction on the best fit relation.
All these methods take into account the errors of both parameters and intrinsic scatter. For any linear regression of the L x − M relation we assume the uncertainties of the luminosity and mass to be uncorrelated. Uncertainties on the ) shows the 68% uncertainty region for the Y|X method using only the normalization and slope uncertainties, while the gray shaded uncertainty regions include the scatter. Also shown is the bias-corrected result based on the method described in this work (see paper II). best fit slope and intercept are taken from 10 000 bootstrap realizations 6 . Figure 12 and Tab. 1 show that the different minimization methods can give different results. The regres-6 The bootstrap method picks N elements randomly out of a sion of y on x gives slightly shallower slopes than the minimization in x. These two methods mark the two extremes in terms of slopes and normalizations, the bisector (by definition) and the orthogonal method are in between and very similar. The uncertainty range based on the slope and intercept errors (not accounting for the correlation) of the Y |X minimization is shown in Fig. 12 by the blue hatched area, which just includes the bisector and orthogonal methods but not the X |Y case. The gray shaded area represents the uncertainty of the best fit L x − M relation including the intrinsic scatter, which is so large that all other best fit relations are within this region. If we use the "kT ext" masses instead of our default choice, we find that the L x − M relation is driven by several clusters with large mass uncertainties (especially for the Y |X method). Excluding clusters with a relative mass uncertainty above 20% results in very similar values for slope and normalization (∼ 0.5% change).
BCES
We also tested the Bayesian linear regression code by Kelly (2007) which was implemented in python by Josh Meyers 7 . Andreon & Hurn (2012) have shown that a Bayesian regression seems to be more unbiased than least square methods like BCES. Table 1 also contains the results of this dataset of length N , so the distribution function of the dataset is not necessary. 7 https://github.com/jmeyers314/linmix method using 50 000 MCMC steps, which show very good agreement with the BCES Y |X method. The BCES code is clearly superior to the Bayesian method in terms of required computational time, because the Bayesian code runs an MCMC chain.
DISCUSSION
Selection effects in the L x − M relation
Intrinsically brighter objects have a higher chance to be included in a flux or luminosity limited sample. The observed relation between mass and luminosity is expected to be biased. For the simple case of a luminosity limited sample, Mantz et al. (2010) demonstrated that the observed scaling relation will be shallower. For a flux limited sample, the situation is more complex.
We take selection effects into account when calculating the likelihood function for our cosmological analysis (see paper II), where the parameters of the scaling relation are free parameters. An alternative approach to correct for selection effects has been shown in Lovisari et al. (2015) , where fake samples were constructed from the halo mass function using the sample selection criteria and an assumed scaling relation, where the parameters are varied until the observed scaling relation is matched by the fake samples after applying the selection.
Compared to the observed L x − M relation the bias corrected one (both shown in Fig. 13 ) is slightly steeper, while the normalizations are formally in agreement (although for most cluster masses, the normalization of the corrected relation lies actually below the uncorrected one). This behavior fulfills the naive expectations of a Malmquist and Eddington bias for luminosity cut. The bias corrected L x − M relation (see Tab. 1) is in agreement with Reiprich & Böhringer (2002) ; Mantz et al. (2010) (Fig. 13) Vikhlinin et al. (2009a) used a different energy band to derive luminosities, which are converted to the ROSAT band in Fig. 13 .
We tested the effects of the sample selection on the scatter of the observed sample by leaving this parameter free in the likelihood analysis, but we did not find any significant change with respect to the observed value of the scatter.
Since the Bayesian code from Kelly (2007) runs an MCMC, parameter confidence levels can be plotted, as shown in Fig. 14 . The center and right panel of this figure demonstrate that the scatter is consistent between the observed and bias corrected sample, which is also found, e.g., by Lovisari et al. (2015) for galaxy groups. The slope and normalization are not in agreement within the 68.3% range (left panel).
Differences for galaxy groups
Clusters of galaxies with a mass below 10 14 M are called galaxy groups. These objects are known to have different scaling properties compared to their more massive counterparts (e.g., Sun et al. 2009; Eckmiller et al. 2011; Lovisari et al. 2015; Bharadwaj et al. 2015) . Especially there are strong indications that the L x −M relation will steepen on the galaxy group scale. For a complete sample like HIFLUGCS, which consists also of several galaxy groups, a single powerlaw model might not be sufficient and cause further biases in the cosmological analysis. Splitting the observed mass and luminosity distribution into groups and clusters, with the threshold at a total mass of 10 14 M results in a confirmation of this trend: The 23 low mass objects have a slope of 1.81 ± 0.19 in the L x − M relation, while the rest of the clusters show a much flatter distribution, 0.91 ± 0.20 (see Tab. 1). For both subsamples, the scatter is reduced by about 15%.
In this case, the selection effects were corrected again within the likelihood analysis, but due to the relatively large uncertainties in the mass, the sample was not split but the L x − M relation was modeled by a broken powerlaw (see Fig.  13 ). We smoothed the model locally around the transition of the two powerlaws. For the (bias corrected) two slopes we found values, which are in good agreement with what was found by Lovisari et al. (2015) . The high mass slope is in agreement with the self-similar prediction, while there is strong tension with the low mass slope. When excluding the group with the lowest mass and luminosity (NGC4636), the observed slope is slightly shallower, but still in agreement with the overall slope of the groups.
Independent mass estimates
Here we explore the use of independent masses of the HI-FLUGCS sample, in particular the mass from the velocity dispersion σ v and the mass from the Planck SZ measurements. The SZ masses were obtained using a scaling relation calibrated with XMM-Newton data by Arnaud et al. (2010) . From three different pipelines (Matched Multi-Filter MMF1, MMF3 and PowellSnakes, PwS) clusters are detected in the Planck maps. All detections with the corresponding integrated Comptonization Y parameter and total masses, M 500 , are summarized in the "Union catalogue" (Planck Collaboration et al. 2016c,b,a, which is available on the Planck website 8 ).
We compared this catalog with HIFLUGCS and detected 50 out of the 64 objects. The missing ones are mainly low mass objects: NGC1399, A2052, A3581, EXO0422, NGC1550, MKW4, NGC4636, A0400, ZwCl1215, NGC5044, NGC507, A1060, HydraA, and IIIZw54. 90% of the detected objects have an SZ signal-to-noise ratio (SNR) above 6, which was used for the Planck SZ study. Here we use all detected objects (minimum SNR is 4.5) and set the mass uncertainties of the undetected objects to a very broad range, which gives them no weight. Out of these 14 undetected clusters, 12 are in the low redshift subsample of HIFLUGCS. The average bias between the Planck SZ and our Chandra masses is determined by an MCMC analysis, resulting in
Therefore, we construct the likelihood function that the log of the X-ray masses are the observations and the log of the SZ masses plus the log of the bias are the model. The SZ mass priors are set to their observed values and uncertainties, the bias has a uniform distribution with 0.5 and 2 as lower and upper boundaries.
Also parameterizing the mass difference by a linear regression fit (BCES Y |X) shows a slope of 0.76 ± 0.08, so Planck SZ masses are higher at low masses (∼ 10 14 M ) and slightly lower at high masses (∼ 10 15 M ), compared to our Chandra masses (details see Fig. 15, right) . The L x − M relation constrained from the Planck masses (using the same luminosities) deviates strongly from the default analysis: The slope and normalization are about 20% larger. A higher normalization of the L x − M relation could be due to a systematic bias that lowers all Planck masses. Following the degeneracy between slope and normalization, the slope has to increase as well. The Chandra−XMM-Newton cross calibration contributes to this effect. The trend of the Planck vs hydro masses in Fig. 15 will steepen the L x − M relation when using Planck SZ masses. But it is not immediately clear why the Planck masses are larger at the low mass end. One possibility is, that the Y − M 500 scaling relation from Arnaud et al. (2010) , which is not corrected for selection effects, does not reflect the real behavior. Furthermore, the Figure 15 . Direct comparison of the hydrostatic X-ray masses (default) and 62 dynamical mass estimates (left; Zhang et al. 2017) , and the hydrostatic masses and 50 Planck SZ masses (right). The dark green region is the 68.3% uncertainty region of the scaling relation (the light green region including the intrinsic scatter). The black dashed line is equality of masses. The best fit relations above each graph are calculated using the BCES Y |X estimator.
uncertainties of the Planck masses are much smaller than the X-ray constraints, because no uncertainties on the pressure profile and no uncertainties or scatter of the Y − M 500 relation enter in the calculation and the errorbars represent only statistical uncertainties (Planck Collaboration et al. 2016c) . Applying the Chandra -XMM-Newton total mass scaling relation from Schellenberger et al. (2015) on the derived Chandra HIFLUGCS masses results in XMM-Newton mass estimates for the HIFLUGCS sample. Comparing those with the Planck SZ masses, which were also derived with a scaling relation calibrated using XMM-Newton data, shows still the same slope as in Fig. 15 (right) , but a ∼ 20% higher normalization. Clearly, the Planck selection function misses low mass systems (with low Y SZ ) because they fall below the 4.5 S/N cut, which will also bias the Planck vs hydro mass relation at the low mass end. This is because for low mass clusters only those will end up in the Planck sample whose Y SZ scatters up for a given true mass. Since masses are then derived from this upscattered Y SZ , the resulting masses will on average be overestimated compared to the true underlying masses. Since this effect will be less strong for the more massive high-S/N clusters, this selection effect results in a slope < 1 in our mass-mass comparison. On the other hand it is clearly visible in Fig. 15 (right) that the six highest mass clusters are all biased toward lower SZ masses with respect to the hydrostatic masses. In particular, taking only all clusters with M hydro > 5 × 10 14 M h −1 results in a mass ratio
This is also the mass range, where most weak lensing comparisons have been done (WtG Applegate et al. 2016 , CCCP Hoekstra et al. 2015 , LoCuSS Smith et al. 2016 , but not 400d Israel et al. 2014 . Therefore, here we confirm a trend that at these high masses, the Planck masses are low compared to other estimates. Together this creates a biased slope as observed and does not indicate that M hydro are biased low at low masses. We verified this explanation by creating 10 000 fake samples for the Planck SZ masses from our Chandra X-ray masses by adding scatter (0.17 in logscale).
After selecting according to the Planck SZ cluster selection function, we find a median slope of 0.86 ± 0.06. Our fake samples consist on average of about 50 objects, as it is the case for the real sample. So the bias arising only from the Planck SZ selection function is consistent with the massdependent bias found in our mass-mass comparison. But other effects might also contribute to the observed bias, such as the fact that Planck SZ masses have been calibrated with a Y X −M scaling relation. As indicated in , already a M Y X vs. hydrostatic mass comparison exhibits a mass dependent bias similar to our finding. Moreover, the instrumental cross-calibration uncertainties between Chandra and XMM-Newton (e.g., Schellenberger et al. 2015) enter in our Planck SZ vs. Chandra hydrostatic mass comparison as well, which may explain the higher Chandra masses at the high-mass end.
A connection between the galaxy velocity dispersion and the total mass follows from simple considerations of the virial theorem,
where r is the virial radius and M is called the dynamic mass. Since this radius is usually unknown, one can use an NFW model to describe the density distribution, as done by Biviano et al. (2006) . Saro et al. (2013) use simulations to calibrate the dynamic mass. We use the mass estimates by Zhang et al. (2017) based on the velocity dispersion of the HIFLUGCS sample from Zhang et al. (2011a) with some updates. The direct comparison to the (default) hydrostatic masses in Fig. 15 (left) shows that despite the scatter the dynamic and hydrostatic masses are in good agreement (overall ratio using Bayesian analysis 0.97 ± 0.03). This independent mass estimator shows that the hydrostatic masses derived here are robust. The BCES fit (Fig. 15, left) shows only a very small difference between the masses and no mass dependency of this insignificant bias. Although the SZ signal might be a very unbiased mass proxy, see , the selection of clusters has to be carefully taken into account, since the intrinsic scatter, especially for hydrostatic masses is of the order of 25% . Even weak lensing masses have up to 10% bias and notable scatter, which makes them not ideal calibrators for scaling relations.
In Fig. 10 we also showed the Vikhlinin et al. (2009a) masses for comparison. These masses have been obtained using a scaling relation calibrated with relaxed galaxy clusters. Statistical uncertainties in this sample are very small (∼ 2% on the masses). Compared with the NFW extrapolated masses, the ones by Vikhlinin et al. (2009a) are ∼ 15% larger with a scatter of about 10%, but 16 clusters from HI-FLUGCS, especially the low mass groups (due to the redshift cut in Vikhlinin et al. 2009a ) are missing in this comparison. The effects on the cosmological parameter estimation will be discussed in Paper II. The "kT extrapolated" masses show no significant bias with respect to the Vikhlinin et al. (2009a) masses.
CONCLUSION
The aim of this project is to perform a cosmological analysis using a complete, X-ray selected, purely flux limited sample of 64 local galaxy clusters and calibrate the L x − M scaling relation simultaneously. In this work we have demonstrated how we obtain the total cluster masses, compare them with independent estimates and quantify the luminosity-mass scaling-relation for a complete sample including a bias correction.
Masses of the galaxy clusters have been calculated individually for each cluster from the temperature and surface brightness profiles. A crucial step was to perform the extrapolation of the mass, since the Chandra FOV and, for some clusters, the limited exposure time, does not allow us to measure the temperature and its gradient at r 500 . Several different methods are proposed to perform the extrapolation, either simply by using models for the temperature profiles, which can produce (unphysical) decreasing total mass profiles in the outer regions, or by using an NFW model. The NFW fit with a concentration parameter linked to the total mass, was found to be most reliable and used as default in the end.
Our main results can be summarized as follows:
• The observed L x − M relation exhibits a slope of 1.24 ± 0.11. The (logarithmic) intrinsic scatter of 0.25 is expected for a typical L x − M relation using a sample of relaxed and disturbed clusters of galaxies.
• The bias corrected L x − M relation shows an insignificantly steeper slope (1.35 ± 0.07) and a lower normalization at a median cluster mass range, which is in agreement with expectations for selection effects on a luminosity limited sample.
• Using a broken powerlaw to parameterize the L x − M relation, we find a steepening to the galaxy group scale and a flattening toward the high-mass end.
• Independently obtained masses from galaxy velocity dispersion and from the Planck Sunyaev Zeldovich effect measurements show overall agreement with our hydrostatic masses. While we see very good agreement between our hydrostatic masses and the dynamic masses (
with large scatter (0.21), we notice a mass dependent bias between the SZ and the hydrostatic masses (slope 0.75) but smaller scatter (0.09). The overall bias between hydrostatic and SZ masses is In paper II we will describe and discuss the results of the cosmological analysis. The L x − M relation is of crucial importance for these constraints, so we will also show all degeneracies of cosmological parameters with those of the scaling relation. 
APPENDIX A: PLANCK ESZ MASS COMPARISON
In order to complement the discussion of the Planck SZ mass comparison with our hydrostatic Chandra masses (Section 5.3) we also show here a comparison with the Planck ESZ masses derived from XMM-Newton data using the Y X − M scaling-relation (Planck Collaboration et al. 2011, see Fig. A1 ). Slope and normalization of the direct mass comparison have almost the same values as the comparison of the Planck SZ masses with our default (slope 0.74 vs 0.76, intercept 0.18 vs 0.13, scatter 0.07 vs 0.08). This seems plausible since the ESZ masses helped to calibrate scaling relations used for the full Planck SZ sample.
The overlap of the Planck ESZ sample with HIFLUGCS is limited to only 21 clusters because a) there existed no useful XMM-Newton observation, b) the Planck SZ signal-to-noise was below 6. The latter point raises the suspicion, that Fig. A1 does not only show a purely X-ray mass-mass comparison, but the Planck SZ selection function enters as well. Assuming the intrinsic scatter in the Y X − M and Y SZ − M relations are correlated, then clusters entering the sample have a Y SZ that is biased high for a given mass (due to intrinsic scatter). These clusters will also have a high Y X , and so the mass given in the ESZ paper is biased high. We conclude that many factors enter in the ESZ mass comparison, such as a more complicated selection function than the Planck SZ clusters, XMM-Newton derived masses or the use of the Y X scaling relation instead of hydrostatic masses (e.g., introducing biases. In the case of the Planck SZ masses (Section 5.3), the overlap with HIFLUGCS is much larger and the effects of the SZ selection function are found to be consistent with the observed bias. Table B1 . Chandra observation IDs for the 64 HIFLUGCS clusters, which were used here. The bold number gives the main ID (see text for details). This paper has been typeset from a T E X/L A T E X file prepared by the author.
APPENDIX B: TABLES
