Abstract-In this paper, we define and address the problem of finding the visual focus of attention for a varying number of wandering people (VFOA-W), determining where a person is looking when their movement is unconstrained. The VFOA-W estimation is a new and important problem with implications in behavior understanding and cognitive science and real-world applications. One such application, presented in this paper, monitors the attention passers-by pay to an outdoor advertisement by using a single video camera. In our approach to the VFOA-W problem, we propose a multiperson tracking solution based on a dynamic Bayesian network that simultaneously infers the number of people in a scene, their body locations, their head locations, and their head pose. For efficient inference in the resulting variable-dimensional state-space, we propose a Reversible-Jump Markov Chain Monte Carlo (RJMCMC) sampling scheme and a novel global observation model, which determines the number of people in the scene and their locations. To determine if a person is looking at the advertisement or not, we propose Gaussian Mixture Model (GMM)-based and Hidden Markov Model (HMM)-based VFOA-W models, which use head pose and location information. Our models are evaluated for tracking performance and ability to recognize people looking at an outdoor advertisement, with results indicating good performance on sequences where up to three mobile observers pass in front of an advertisement.
Ç

INTRODUCTION
A S our motivation for this work, we consider the following hypothetical question: "An advertising firm has been asked to produce an outdoor display ad campaign for use in shopping malls and train stations. Internally, the firm has developed several competing designs, one of which must be chosen to present to the client. Is there some way to empirically judge the best placement and content of these advertisements?" Currently, the advertising industry relies on recall surveys or traffic studies to measure the effectiveness of outdoor advertisements. However, these hand-tabulated approaches are often impractical or too expensive to be commercially viable and yield small samples of data. A tool that automatically measures the effectiveness of printed outdoor advertisements would be extremely valuable but does not currently exist.
However, in the television industry, such a tool exists. The Nielsen ratings measure media effectiveness by estimating the size of the net cumulative audience of a program via surveys and Nielsen Boxes. If one were to design a similar system for outdoor advertisements, it might automatically determine the number of people who have actually viewed an advertisement as a percentage of the total number of people exposed to it. This is an example of an important extension of the visual focus of attention (VFOA) problem, in which there exists a varying number of wandering people. We denote this as the VFOA-W problem, whose tasks are 1. to automatically detect and track a varying number of mobile observers and 2. to estimate their VFOA with respect to one or more fixed targets. Solutions to the VFOA-W problem have implications for other fields (for example, human behavior and humancomputer interaction (HCI)) and real-life applications. In our example of the outdoor advertisement application, the goal is to identify each person exposed to the advertisement and determine if and when they looked at it. We can also collect other useful statistics such as the amount of time that they spent looking at the advertisement.
The VFOA-W problem represents an extension of traditional VFOA problems studied in computer vision (for example, [38] ) in two respects. First, for VFOA-W, the VFOA must be estimated for an unknown varying number of subjects instead of a fixed number of static subjects. Second, in VFOA-W, mobility is unconstrained. By unconstrained motion, we mean that the subjects are free to walk about the scene (or wander): They are not forced to remain seated or otherwise restrained. This complicates the task, as the subject's appearance will change as he moves about the scene and keeps his attention focused on the target.
Camera placement and the unconstrained motion of the subjects can limit the video resolution of the subjects, making the VFOA estimation from eye gaze difficult, as illustrated in Fig. 1 . To address this problem, we follow the work of Stiefelhagen et al., who showed that VFOA can be deduced from head pose when the resolution is insufficient to determine eye gaze [38] .
In this paper, we propose a principled probabilistic framework for estimating VFOA-W and apply our method to the advertising example to demonstrate its usefulness in a real-life application. Our method consists of two components: a dynamic Bayesian network, which simultaneously tracks people in the scene and estimates their head pose, and two VFOA-W models based on Gaussian mixture models (GMMs) and hidden Markov models (HMMs), which infer a subject's VFOA from their location and head pose. We assume a fixed uncalibrated camera, which can be placed arbitrarily, with the condition that subjects appear vertical, with their face in view of the camera when they look at the target, as in Fig. 1 .
Besides defining the VFOA-W problem itself, which, to our knowledge, is a previously unaddressed problem in the literature, we also make several contributions toward a solution. First, we propose a probabilistic framework for solving the VFOA-W problem by designing a mixed-state dynamic Bayesian network that jointly represents the people in the scene and their various parameters. The state-space is formulated in a true multiperson fashion, consisting of size and location parameters for the head and body, and head pose parameters for each person in the scene. This type of framework facilitates defining interactions between people.
Second, because the dimension of the state representing a single person is sizeable, the multiobject state-space can grow to be quite large when several people appear together in the scene. The dimension of the state-space also changes as people enter or leave the scene. Efficiently inferring a solution in a large variable-dimensional space is a challenging problem. To address this issue, we designed a Reversible-Jump Markov Chain Monte Carlo (RJMCMC) sampling method to do inference in this large variabledimensional space.
Third, in order to localize, identify, and determine the correct number of people present, we propose a novel global observation model. This model uses color and binary measurements taken from a background subtraction model and allows for the direct comparison of observations containing different numbers of objects.
Finally, we demonstrate the applicability of our model by applying it to the outdoor advertisement problem. We show that we are able to gather useful statistics such as the number of people who looked at the advertisement and the total number of people exposed to it on a set of video sequences in which people walk past a simulated advertisement. We provide an evaluation of our approach on this data by using a comprehensive set of objective performance measures.
The remainder of this paper is organized as follows: In Section 2, we discuss related works. In Section 3, we describe our joint multiperson head-pose tracking model. In Section 4, we propose the GMM and HMM methods for modeling VFOA-W. In Section 5, we describe our parameter setting procedure. In Section 6, we evaluate our models on captured video sequences of people passing by an outdoor advertisement. Some limitations of our approach are discussed in Section 7. Finally, Section 8 contains some concluding remarks.
RELATED WORK
To our knowledge, our work is the first attempt to estimate the VFOA-W. However, there is an abundance of literature concerning the three component tasks of the VFOA-W problem: multiperson tracking, head-pose tracking, and VFOA estimation.
Multiperson Tracking
Multiperson tracking is the process of locating a variable number of moving people or objects in a video over time.
Multiperson tracking is a well-studied topic with a variety of different approaches. We restrict our discussion to probabilistic tracking methods, which use a particle filter (PF) formulation [20] , [39] , [15] , [23] . Some computationally inexpensive methods use a single-object state-space model [23] but suffer from the inability to resolve the identities of different objects or model interactions between objects. As a result, much work has been focused on adopting a rigorous Bayesian joint state-space formulation to the problem, where object interactions can be explicitly defined [20] , [39] , [15] , [17] , [44] , [32] . However, sampling from a joint state-space can quickly become inefficient, as the dimension of the space increases when more people are added [20] . Recent work has concentrated on using MCMC sampling to track multiple people more efficiently [17] , [44] . In a previous work [32] , we proposed to generalize this model to handle a varying number of people using RJMCMC, which allows for a formal definition of object appearance (births) and disappearances (deaths) from the scene through the definition of a set of reversible move types (see Section 3.4) . In this work, we extend the model in [32] to handle a more complex object model and a larger state-space, necessitating the design of new move types and proposal distributions, a new observation model, and interperson and intraperson interactions.
Head-Pose Tracking
Head-pose tracking is the process of locating a person's head and estimating its orientation in space. Existing methods can be categorized in two ways: feature-based versus appearance-based approaches and parallel versus serial approaches. In feature-based approaches, a set of facial features such as the eyes, nose, and mouth are tracked. Making use of anthropometric measurements on these features, the relative positions of the tracked features can be used for estimating the head pose [10] , [13] , [37] . A feature-based approach employing stereo vision was proposed in [42] . The major drawback of the feature-based approach is that it requires high-resolution head images, which is impractical in many situations. Occlusions and other ambiguities present difficult challenges to this approach as well.
In the appearance-based approach, instead of concentrating on specific facial features, the appearance of the entire head is modeled and learned from training data. Due to its Fig. 1 . Determining VFOA from eye gaze. In the VFOA-W problem, allowing an unknown number of people to move about the scene (as well as enter and exit the scene) complicates the task of estimating each subject's visual focus of attention (VFOA). Because a large field of view is necessary, the resolution is often too low to estimate the VFOA by using eye gaze (as seen above). In our work, VFOA is inferred from a person's location and head pose.
robustness, there is an abundance of literature on appearance-based approaches. Several authors have proposed using neural networks [28] , [19] , principal component analysis [8] , and multidimensional Gaussian distributions [41] as modeling tools.
In the serial approach to head-pose tracking, the tasks of head tracking and pose estimation are performed sequentially. This is also known as a "head tracking then pose estimation" framework, where head tracking is accomplished through some tracking algorithm, and features are extracted from the tracking results to perform pose estimation. This methodology has been used by several authors [37] , [28] , [19] , [43] , [41] , [7] . In approaches relying on state-space models, the serial approach may have a lower computational cost over the parallel approach as a result of a smaller configuration space, but head-pose estimation depends on the tracking quality.
In the parallel approach, the tasks of head tracking and pose estimation are performed jointly. In this approach, knowledge of the head-pose can be used for improving localization accuracy, and vice versa. Though the configuration space may be larger in the parallel approach, the computational cost of the two approaches may ultimately be comparable as a result of the parallel approach's improved accuracy through joint tracking and pose estimation. Benefits of this method can be seen in [42] and [3] . In this work, we adopt an appearance-based parallel approach to head-pose tracking, where we jointly track the bodies and the heads and estimate the poses of the heads of multiple people within a single framework.
Visual Focus of Attention
Estimating VFOA is of interest to several domains, as a person's VFOA is often strongly correlated with his behavior or activity. Strictly speaking, a person's VFOA is determined by his eye gaze. However, measuring the VFOA by using eye gaze is often difficult or impossible, as it can require either the movement of the subject to be constrained or high-resolution images of the eyes, which may not be practical [34] , [22] .
In [38] , Stiefelhagen et al. made the important observation that VFOA can be reasonably derived by head pose in many cases. We rely on this assumption to simultaneously estimate the VFOA for multiple people without restricting their motion. Others have followed this work, such as Danninger et al. [9] (where VFOA is estimated using head pose in an office setting), Stiefelhagen [36] (where VFOA for multiple people and multiple targets is estimated through head pose), and Katzenmaier et al. [16] (where the head pose is used for determining the addressee in a human-human-robot interaction). Note that in these related works, the VFOA is modeled for a fixed number of seated people by using an unsupervised learning process.
Other Related Work
Although we believe that this work is the first attempt to estimate VFOA-W, there exist several previous works in a similar vein. The Third IEEE International Workshop on Performance Evaluation of Tracking and Surveillance (PETS 2002) defined a number of estimation tasks on videos depicting people passing in front of a shop window, including 1) determining the number of people in the scene, 2) determining the number of people in front of the window, and 3) determining the number of people looking at the window. Several authors attempted to accomplish these tasks through various means, including [21] , [25] . However, among these works, there were no attempts to use head pose or eye gaze to detect when people were looking at the window: All estimations were done using only body location, assuming that a person pausing in front of the window is looking at it. A preliminary version of this paper appeared in [30] .
JOINT MULTIPERSON AND HEAD-POSE TRACKING
In a Bayesian approach to multiperson tracking, the goal is to estimate the posterior distribution for a target state X t , taking into account a sequence of observations Z 1:t ¼ ðZ 1 ; . . . ; Z t Þ, pðX t jZ 1:t Þ. The state or joint multiperson configuration is the union of the set of individual states describing each person in the scene. The observations consist of information extracted from an image sequence. The posterior distribution is expressed recursively by
where the dynamic model pðX t jX tÀ1 Þ governs the temporal evolution of X t , given the previous state X tÀ1 , and the observation likelihood pðZ t jX t Þ expresses how well the observed features Z t fit the predicted estimation of the state X t . Here, C is a normalization constant. In practice, the estimation of the filtering distribution in (1) is often intractable. However, it can be approximated by applying the Monte Carlo method, where the target distribution (1) is represented by a set of N samples fX ðnÞ t ; n ¼ 1; . . . ; Ng, where X ðnÞ t denotes the nth sample. In this work, we use RJMCMC, where a set of uniformly weighted samples form a so-called Markov chain. Given the sample set approximation of the posterior at time t À 1, pðX tÀ1 jZ 1:tÀ1 Þ % P n ðX tÀ1 À X ðnÞ tÀ1 Þ, the Monte Carlo approximation of (1) is written as follows:
In the following sections, we describe the joint multiperson and head tracking model, the dynamic model, the observation model, and how RJMCMC sampling is used for inference.
State-Space Definition for a Varying Number of People
The state at time t describes the joint configuration of people in the scene. Because the amount of people in the scene may vary, we define a state model designed to accommodate changes in dimension [32] . the height scale factor of the bounding box relative to a reference height, and e b is the eccentricity defined by the ratio of the width of the bounding box to its height.
The head component is represented by a bounding box, which may rotate in the image plane, along with an associated discrete exemplar used for representing the headpose (see Fig. 4 
Dynamic and Interaction Model
The dynamic model governs the evolution of the state between time steps. It is responsible for predicting the motion of people (and their heads) and governing transitions between the head-pose exemplars. It is also responsible for modeling interperson interactions between the various people and intraperson interactions between the body and the head.
We define the dynamic model for a variable number of objects as 
is the recall, and ðX i ; XjÞ ¼
is the precision, so that g ¼ 0 for no overlap, and increased overlap increases the penalization function g.
We also introduce intraperson interactions to the overall motion model. The intraperson interaction model is meant to constrain the head model with respect to the body model so that they are configured in a physically plausible way (for example, the head is not detached from the body). The intraperson interaction model p 02 ðX t Þ is defined as
k;t ÞÞ, and the distance function dðÁÞ is equal to zero when the head center is within a predefined region relative to the body (that is, the area defined by the top third of the body bounding box) and is equal to the euclidean distance between the head and nearest edge of the predefined region otherwise. This term penalizes head configurations that fall outside an acceptable range of the body, increasing as the distance between the head and body increases. With these terms defined, the Monte Carlo approximation in (2) can now be expressed as h , which models the out-of-plane head rotation.
Observation Model
The observation model estimates the likelihood of a proposed configuration or how well the proposed configuration is supported by evidence from the observed features. Our observation model consists of a body model and a head model, formed from a set of five features. The body model consists of binary and color features, which are global in that they are defined pixelwise over the entire image. The binary features Z bin t make use of a foreground segmented image, whereas the color features Z col t exploit histograms in hue-saturation (HS) space. The head model is local in that its features Z h are gathered independently for each person from an area around the head. They are responsible for the localization of the head and estimation of the head pose, and they include texture Z tex t , skin color Z sk t , and silhouette Z sil t features. For the remainder of this section, the time index t has been omitted to simplify the notation. Assuming conditional independence of body and head observations, the overall likelihood is given by
The first two terms constitute the body model, and the third term represents the head model.
Body Model
An issue arises when defining an observation likelihood for a variable number of objects. Fairly comparing the likelihoods, which is a task essential to the filtering process, is more complicated when the number of objects may vary. For a fixed number of objects, the comparison of two observation likelihoods can be relatively straightforward. Given an observation likelihood for a single object, the joint multiobject observation likelihood can be defined as the product of the individual object likelihoods [17] , [18] , [44] . For a static number of objects, the observation likelihoods are directly comparable because the number of objects, and thus the number of factors in the likelihood, is fixed. Fairly comparing two likelihoods defined in this manner when the number of objects may vary is problematic, as the number of factors in the likelihood terms that we wish to compare may be different. This can eventually lead to observation likelihoods of different magnitude orders reflecting a variation in the number of factors rather than an actual difference in the overall likelihood level.
To address this issue, we propose a global body observation model, which allows for a direct comparison of observations containing different numbers of objects. Our model detects, tracks, and maintains consistent identities of people, adding and removing them from the scene when necessary. It is comprised of a binary feature and a color feature.
Body Binary Feature. We introduced the binary feature in a previous work [32] , which relies on an adaptive foreground segmentation technique described in [35] . At each time step, the image is segmented into sets of foreground pixels F and background pixels B from the images I ¼ F [ B, which form the foreground and background observations (Z bin;F and Z bin;B ). For a given multiperson configuration and foreground segmentation, the binary feature computes the distance between the observed overlap (between the spatial support of the multiperson configuration S X obtained by projecting X onto the image plane and the segmented image) and a learned value. Qualitatively, we are following the intuition of a statement such as, "We have observed that two well-placed trackers (tracking two people) should contain approximately 65 percent foreground and 35 percent background." The overlap is measured for F and B in terms of precision and recall: In Fig. 3 , an example of the binary observation model trained to recognize M ¼ f1; 2; 3g objects is shown. Learning of the GMM parameters was done using the ExpectationMaximization (EM) algorithm on 948 labeled images from the data set described in Section 5.2. As shown in Figs. 3a, 3b, and 3c, two ground truth people appear in the scene. The binary feature also encourages the tracker to propose hypotheses with good spatial fitting in a similar manner. For example, a poorly placed object might only cover a small fraction of the foreground blob corresponding to a person appearing in the image. In this case, the foreground and measurements will not match the learned values well, as the learning has been done using tightly fitting example data.
Body Color Feature. The color feature is responsible for maintaining the identities of people over time and assisting the binary feature in localization of the body. The color feature uses HS color observations from the segmented foreground and background regions (Z [6] between the histograms. The 4D histograms Hði; bp; h; sÞ are collected as follows. The first dimension corresponds to the object i, and the remaining dimensions correspond to an object color model proposed by Pérez et al. [26] . In this object color model, the histogram is defined over three body parts bp corresponding to the head, torso, and legs. For each body part region, a 2D HS þ V histogram is computed using the HS-Value elements from the corresponding location in the training image. The HS þ V histogram is constructed by The 4D adaptive color model HC is selected from a set of competing adaptive color models every frame. When an object first appears, pixel values extracted from the initial frame are used for initializing each competing color model. At the end of each subsequent frame, the point estimate solution for the objects' locations is used for extracting a 4D multiperson color histogram, which is compared to each model. The nearest matching competing model receives a vote and is updated with the extracted data by a running mean. When computing the foreground color likelihood in the following frame, the model with the most votes is used.
The background color likelihood helps reject configurations containing untracked people by penalizing unexpected
colors. The background model is a static 2D HS color histogram, learned from empty training images. The back- 
Head Model
The head model is responsible for localizing the head and estimating the head pose. The head likelihood is defined as
The overall head likelihood is composed of the geometric mean of the individual head likelihood terms. The geometric mean provides a pragmatic solution to the problem of comparing likelihoods with a variable number of factors (corresponding to varying numbers of people). However, note that it is not justifiable in a probabilistic sense. The head model consists of three features: texture Z tex t , skin color Z sk t , and silhouette Z sil t . The silhouette feature, proposed in this work, helps localize the head by using foreground segmentation. The texture and skin color features, which have appeared in previous works, including our own [3] , [41] , use appearance-dependent observations to determine the head pose of the subject.
Head-Pose Texture Feature. The head-pose texture feature reports how well the texture of an extracted image patch matches the texture of the discrete head-pose hypothesized by the tracker. Texture is represented using responses from three filters: A coarse-scale Gaussian filter, a fine Gabor filter, and a coarse Gabor filter, as seen in Fig. 5 .
Texture models were learned for each discrete head pose h . Training was done using several 64 Â 64 images for each head pose taken from the Prima Pointing Database. Histogram equalization was applied to the training images to reduce variation in lighting, the filters were applied on a subsampled grid to reduce computation, and the filter responses concatenated into a single feature vector. Then, for each head pose ( ¼ h here, for simplicity), the mean e ¼ ðe j Þ and diagonal covariance matrix ¼ ð j Þ, j ¼ 1; . . . ; N tex , of the corresponding training feature vectors were computed and used for defining the person texture likelihood model from (10) as
where i is the head pose associated with person i, and d is the normalized truncated Mahalanobis distance defined as
where T tex ¼ 3 is a threshold set to make the distance more robust to outlier components. The normalization constant Z and the parameter tex are learned from the training data using a procedure proposed in [40] .
Head-Pose Skin Feature. The texture feature is a powerful tool for modeling the head pose but is prone to confusion due to background clutter. To help make our head model more robust, we have defined a skin color binary model (or mask) M for each head-pose , in which the value at a given location indicates a skin pixel (1) or a nonskin pixel (0). An example of a skin color mask can be seen in Fig. 5 . The skin color binary models were learned from skin color masks extracted from the same training images used in the texture model by using a Gaussian skin color distribution modeled in normalized redgreen (RG) space [2] .
The head-pose skin color likelihood compares the learned model with a measurement extracted from the image Z sk i (skin color pixels are extracted from the image by using a temporally adaptive person-dependent skin color distribution model, which is updated with a maximum a posteriori (MAP) adaptation to the current person by using skin color pixels in the estimated head location). The skin color likelihood of a measurement Z sk i belonging to the head of person i is defined as
where k:k 1 denotes the L 1 norm, and sk is a parameter tuned on training data. Head-Pose Silhouette Feature. In addition to the posedependent head model, we propose to use a head silhouette likelihood model to aid in localizing the head by taking advantage of foreground segmentation information. A head silhouette model H sil (see Fig. 5 ) is constructed by averaging head silhouette patches extracted from binary foreground segmentation images resized to 64 Â 64 (see Section 5.2; note that a single model is used unlike the pose-dependent models for texture and skin color).
The silhouette likelihood works by comparing the model H sil to an extracted binary image patch (from the foreground segmentation) corresponding to the hypothesized location of the head Z sil i . A poor match indicates foreground pixels in unexpected locations, probably due to poor placement of the head model. The head silhouette likelihood term is defined as
where sil is an parameter tuned on training data. In practice, we found that introducing this term (not defined in our previous work [3] or in others, like [41] ) greatly improved the head localization in the combined body-head optimization process. Further details on the head-pose model can be found in [2] .
Componentwise Reversible-Jump MCMC
Having defined the components of (2) (state-space, dynamic model, and observation model), we now define an RJMCMC sampling scheme to efficiently generate a Markov Chain representing the posterior distribution in (8) .
As the state vector for a single person is 10-dimensional, the multiperson state-space can quickly become very large when allowing for an arbitrary number of people. Traditional Sequential Importance Resampling (SIR) PFs are known to be inefficient in such high-dimensional spaces [1] . The classic Metropolis-Hastings (MH)-based MCMC PF is more efficient [17] but does not allow for the dimensionality of the statespace to vary (the number of people must remain static). To solve this problem, we have defined a type of the RJMCMC sampling scheme [11] based on a method that we proposed previously [32] , which includes a set of reversible move types (or jumps), which can change the dimension of the state-space (note that a different RJMCMC model was originally used for tracking in [44] ).
The RJMCMC algorithm starts in an arbitrary configuration X 0 sampled from the Markov chain belonging to the previous time step t À 1. The first step is to select a move type v from the set of reversible moves Ç by sampling from a prior distribution on the move types v $ pðvÞ. The next step is to choose a target object i Ã (or two objects i Ã and k Ã in the case of a swap move) and apply the selected move type to form a proposal configuration X Ã . The proposal is evaluated in an acceptance test, and based on this test, either the previous state X ðnÀ1Þ or the proposed state X Ã is accepted and added to the Markov chain for time t.
A reversible move defines a transition from the current state X and a proposed state X Ã via a deterministic function h v , and, when necessary, a generated random auxiliary variable U [11] . This transition can involve changing the dimension between X and X Ã . The transition function h v is a diffeomorphism or an invertible function that maps one space to another. There is flexibility in defining the transition h v , so long as it meets the following criteria: 1) it is a bijection, that is, if h v defines a one-to-one correspondence between sets, 2) its derivative is invertible, that is, it has a nonzero Jacobian determinant, and 3) it has a corresponding reverse move h R v , which can be applied to recover the original state of the system. The reverse move must also meet the first two criteria. For move types that do not involve a dimension change, the reverse move is often the move type itself, in which case it is possible to recover the original multiobject configuration by reapplying the same move. Move types that involve a change in dimension usually cannot revert to the previous state and are defined in reversible move pairs, where one move is the reverse of the other.
Following [1] , the general expression for the acceptance ratio for a transition defined by h v from the current state X t to a proposed state X Ã t (allowing for jumps in dimension) is given as follows: is the matrix of all first-order partial derivatives of a vector-valued function, which reduces to one for our selected moves (see [29] for further details). Instead of updating the whole of an object X i in a single move, as in [44] and [32] , we propose to split X i into components of differing dimension fX b i ; L i ; i g for some move types and update these components one by one to increase the efficiency of the sampling process. Haario et al. [12] showed that such Markov Chain Monte Carlo (MCMC) methods (which define proposal distributions that split the dimension of the state-space) are often more efficient and less sensitive to increasing dimension than those proposing moves over the full dimension for high-dimensional spaces [12] . In previous works using RJMCMC ([32] and [18] ), a single update move was defined, in which all the parameters of a person were updated simultaneously. This was sufficient for simple object models, but we found it to be inefficient for our complex model representing the body, head, and head pose.
Reversible-Move-Type Definitions
In this work, we define a set of six reversible move types Ç ¼ fbirth; death; swap; body update; head update; pose updateg. The traditional update move is split into three component moves for efficiency. The split was made such that the set of parameters modified for each of the update move types only affects a few terms in the observation likelihood: body update modifies the location and size of the body ðX b i Þ, head update modifies the location and size of the head ðL i Þ, and pose update updates the head pose ð i Þ.
1.
Birth. This adds a new object X Ã i Ã with index i Ã to the multiobject configuration X t while keeping all other objects fixed, forming a proposed state X Ã t . This move implies a dimension change from mÀ ! mÀ þ À, where À denotes the dimension of a single object within the multiobject configuration. The birth move proposes the new multiobject configuration X Ã t , generated from the birth proposal distribution X Ã t $ q b ðX Ã t jX t ; UÞ, by applying the transition function h b and sampling a dimension-matching auxiliary variable U, U $ qðUÞ. The birth move transition is given by X Ã t ¼ h b ðX t ; UÞ, where the specific objects are defined as
The auxiliary variable U is responsible for dimension matching in the transition ðX t ; UÞ ! ðX Ã t Þ (that is, U acts as a placeholder for the missing dimension in X t ). The proposal for the birth move q b ðX Ã t jX t ; UÞ is given by
where q b ðiÞ selects the object to be added, i þ is the next available unused object index, and D t is the set of currently dead objects. The target object index sampled from q b ðiÞ is denoted as i Ã , making the proposed set of objects indices a union of the current set I t and the target object index i Ã , I 
where in the case of i ¼ i Ã , the proposal can be rewritten as
where
When i Ã ¼ i þ , a previously unused object index is chosen, and pðX Ã i Ã ;t jX ðnÞ tÀ1 Þ reduces to pðX Ã i Ã ;t Þ (5). In this case, initial-sized parameters of a new object are sampled from learned Gaussian distributions. Location parameters are selected using cluster sampling for efficiency (a hierarchical process in which the image is broken into smaller regions, a region is randomly selected based on the probability of selecting its contents, and a point is sampled from the selected region) on a smoothed foreground segmented image. If a previously dead object is chosen to be reborn ði Ã 6 ¼ i þ Þ, the new object parameters are taken from the dead object. Initial head and pose parameters are chosen to maximize the head likelihood in both cases. Refer to [29] for further details. After simplification, it can be shown that b reduces to 
where q d ðiÞ selects the object index i Ã to be removed and placed in the set of dead objects D t , and the object-specific proposal distribution is
In practice, the death move selects an object according to q d ðiÞ (which is uniform over the set of existing objects in our model) and removes that object from the state-space. Refer to [29] for further details. After simplification, d is expressed as
3. Swap. This exchanges the parameters of a pair of objects indices i Ã and k Ã , allowing the tracker to recover from events in which the identity of two people become confused (for example in occlusion). The transition is given by X Ã t ¼ h s ðX t Þ, where specific objects are defined as follows:
The proposal for the swap move q s ðX 
where the object-specific proposal distribution is defined as 
The head-pose update move proposal is defined as where the object-specific proposal distribution is defined as tÀ1 Þ by using an appropriate sample n Ã from the previous time step, leaving the other parameters unchanged. can then be shown [29] to reduce to
Inferring a Solution
The first N b samples added to the Markov Chain are part of the burn-in period, which allows the Markov Chain to reach the target density. The chain, after this point, approximates the filtering distribution, which represents a belief distribution of the current state of the objects, given the observations. It does not, however, provide a single answer to the tracking problem. To find this, we compute a point estimate solution, which is a single state computed from the filtering distribution, which serves as the tracking output. To determine the set of objects in the scene, we compute the mode of the object configurations in the Markov Chain (each sample contains a set of object indices, and we select the set that is repeated most often, accounting for identity changes resulting from swap moves). Using these samples, we find the mean configuration of each of the body and head spatial configuration parameters ðX 
MODELING THE VFOA FOR A VARYING NUMBER OF WANDERING PEOPLE
The VFOA-W task is to automatically detect and track a varying number of people able to move about freely and to estimate their VFOA. The VFOA-W problem is significantly more complex than the traditional VFOA problem because it allows for the number of people in the video to vary, and it allows for the people in the video to freely walk about the scene, whereas in previous works [36] , the number of people appearing in a single video was fixed, and they were constrained to remain seated (for their VFOA to be estimated). The advertising application chosen as an introduction to VFOA-W represents a relatively simple instance of the problem, as we only attempt to measure VFOA for a single visual target, though it is straightforward to extend this model for multiple targets. At each time t, a person's VFOA-W is defined as being in any of the two states f t :
. Focused f t ¼ 1: looking at the advertisement. . Unfocused f t ¼ 0: not looking at the advertisement. Note that this is just one of the many ways in which the VFOA-W can be represented, but it is sufficient to solve the tasks set forth in Section 1. A person's state of focus depends both on their location and on their head pose, as seen in Fig. 7 . For head location and head-pose information, we rely on the output of the RJMCMC tracker described in Section 3.
VFOA-W Modeling with a GMM
Estimating VFOA-W can be posed in a probabilistic framework as finding the focus state maximizing the a posteriori probabilityf ¼ arg max f pðfjz h Þ / pðz h jfÞpðfÞ, where z h t is the head pointing vector of the person parameterized by a pan and tilt angle (see Fig. 4 ). We assume the prior on the VFOA-W state pðfÞ to be uniform; thus, it has no effect on the VFOA-W estimation. To model the probability of being in a focused state, we consider the horizontal head position x h and head pointing vector (see Fig. 7 ). Because the target is stationary, the ranges of z h corresponding to the focused state are directly dependent on the location of the head in the image. For this reason, we chose to split the image into K ¼ 5 horizontal regions I k , k ¼ f1; . . . ; 5g, and modeled the probability of a focused state as
where the first term pðx h 2 I k Þ models the probability of a person's head location belonging to region I k , and the second term pðz h jx h 2 I k ; f ¼ 1Þ models the probability of focused head pose, given the region that the head belongs to. The inclusion of the head location in modeling the VFOA-W allowed us to solve an issue that was not previously addressed in [24] , [34] , [38] : Resolving the VFOA-W of a person whose focus state depends on their location. The terms of the VFOA-W model in (41) are defined as follows: Each region is defined by its center and width, denoted by x I k and I k , respectively. The probability of a head location x h belonging to region I k is modeled by a Gaussian distribution pðx h 2 I k Þ ¼ N ðx h ; x I k ; I k Þ. For each region, the distribution of pointing vectors representing a focused state was modeled using a Gaussian distribution. Typical pointing vectors for each region are seen in Fig. 7 . The probability of being unfocused is modeled as a uniform distribution pðz h jf ¼ 0Þ ¼ T vfoaÀw . The parameters of the VFOA-W model (Gaussian mean and covariance matrix) and the uniform distribution modeling the unfocused state distribution were learned from the training data described in Section 5. Though our VFOA-W model does not make use of the vertical head location, it is straightforward to generalize the model to do this. To reduce noisy VFOA-W estimations, a smoothing filter with a 10-frame window was applied to the GMM output.
VFOA-W Modeling with an HMM
The VFOA-W GMM does not take into account the temporal dependencies between the focus states. Such dependencies can be modeled using an HMM. If we denote a sequence of focus states by f 1:T and a sequence of head pose observations as z h 1:T , the joint posterior probability of the observation and the states can be written as
In this equation, the emission probabilities pðz h t jf t Þ are modeled as before (GMM for focused and uniform for unfocused). However, in the HMM case, a transition matrix is used for modeling the temporal VFOA-W state transition pðf t jf tÀ1 Þ, which is defined as a 0.8 probability to stay in the same state and 0.2 to change state. Given z h 1:T , VFOA-W recognition is done by finding the optimal sequence maximizing pðf 1:T jz h 1:T Þ using the Viterbi algorithm [27] .
TRAINING AND PARAMETER SELECTION
Experimental Setup
To simulate the advertising application described in the Introduction, a fake advertisement was placed in an exposed window, with a camera set behind. Several actors were instructed to pass in front of the window and were allowed to look at the advertisement (or not) as they would naturally (actors were used due to privacy concerns for actual passersby). A recording of a 10-min duration (360 Â 288 resolution, 25 fps) was made, in which a maximum of three people appear in the scene simultaneously. The recorded data includes challenging events such as people occluding each other in sequence h and people entering/exiting the scene.
Training and Parameter Selection
The recorded video data was organized into a disjoint training and test set of equal size. The training set, consisting of nine sequences (for a total of 1,929 frames), was manually annotated for body location, head location, and focused/unfocused states. Table 1 provides a list of many of the key parameters of our model. Parameters were either learned automatically from training data (learned), tuned by hand (hand-tuned), or selected without exhaustive tuning (untuned). The parameters for the foreground segmentation were hand tuned by observing results on the training set. The binary body model was trained using background subtraction and training set annotations. Using this information, GMMs were trained for the foreground and background models (K parameters were selected through cross validation). Head annotations were used for learning the parameters of the Gaussian skin color distribution in the head-pose skin feature. The silhouette mask was also trained using the head annotations by averaging the binary patches corresponding to head annotations. Parameters for the VFOA-W model, including T vfoaÀw , were optimized on the training data (bootstrapped to 9,400 training points; see Fig. 7 ) to achieve the highest VFOA-W event recognition performance (see Section 6 for details). The training set was also used for learning prior-sized models (scale and eccentricity) for the person models. Texture models and the skin color masks were learned from the Prima-Pointing Database, which consists of 30 sets of images of 15 people, each containing 93 frontal images of the same person in a different pose ranging from À90 degrees to 90 degrees (see Fig. 4 ). The texture parameters Z and tex were learned according to the method described in [40] .
EVALUATION
In order to evaluate the performance of our application, the test set was annotated similarly to the training set. The test set consists of 10 sequences summarized in Table 2 . Sequences a to d contain three people (appearing sequentially) passing in front of the window. Sequences e to i contain two people, whereas sequence j contains three people appearing simultaneously. We compared our results with the ground truth over 200 experiments on the 10 test sequences (as we use a stochastic process, we ran 20 runs/sequence). The length of the Markov Chain was chosen such that there was a sufficient number of samples for good-quality tracking (see Table 1 ). Experimental results are illustrated in Fig. 9 and fully shown in companion videos [14] .
Multiperson Body and Head Tracking Performance
To evaluate the tracking performance, we adopt a set of measures proposed in [31] , with some minor changes to names and notation. These measures evaluate three tracking qualities: The ability to estimate the number and placement of people in the scene (detection), how tightly the estimated bounding boxes fit the ground truth (spatial fit), and the ability to persistently track a particular person over time (tracking). The overall results are given in Table 3 , with illustrations for sequences b, e, h, and i in Fig. 9 and further details available at [14] .
To evaluate detection, we rely on the rates of False-Positive and False-Negative errors (normalized per person per frame) denoted by F P and F N. As indicated in Table 3 , for a given person in a given frame, there is a 1.8 percent chance of our method producing a false-positive error and a 1.1 percent Table 3 , the CD is near zero, indicating good performance.
Spatial fitting between the ground truth region and the tracker output is measured for the body and the head by using the f-measure F ¼ 2 þ , where is recall, and is precision. A perfect fit is indicated by F ¼ 1, no overlap by F ¼ 0. Table 3 indicates that the spatial fitting for both the head and body were quite good, which is above 80 percent.
To evaluate the tracking performance, we rely on the purity measure, which estimates the degree of consistency with which the estimates and ground truths were properly identified (P near 1 indicates a well-maintained identity, and P near 0 indicates poor performance; see [31] for details). Table 3 shows that our model had good tracking quality (0.93), though it dropped to 0.81 in sequence h, where two people occlude one another as they cross paths.
Advertisement Application Performance
To evaluate the performance of the advertisement application, the results from our model were compared with ground truth annotations. Results appear in Fig. 8 (summarized in Table 4 ) and the companion videos [14] . For evaluation, we considered six criteria defined below and report results for the GMM and HMM models for each. To reduce errors caused by people partially appearing in the image, VFOA-W results are computed on a region of interest defined from eight frames after a person appears until eight frames before they exit the scene.
1. The number of people exposed to the advertisement. Over the entire test set, 25 people passed the advertisement, whereas our RJMCMC tracking model estimated that 25.15 people appeared on the average (over 20 runs, std dev ¼ 0:17). In Fig. 8a , we can see that the number of people was correctly estimated for every sequence, except for a, c, and i. [16] , where is the event-based recall (the number of segments where the ground truth and estimate agree, normalized by the number of segments in the ground truth), and is the precision (the number of segments where the ground truth and estimate agree, normalized by the number of segments in the estimate). The overall event-based recognition rates are 90.37 percent (mean GMM) and 93.85 percent (mean HMM). Results for each sequence appear in Figs. 8e and 8f.
Varying the Number of Particles
To study the model's dependency on the number of samples, we conducted a series of experiments on sequence i, which is omitted for space reasons. In summary, N ¼ 600 samples were required for good performance on an Intel Pentium IV 3.2 GHz processor (in Matlab, between < 1 and 5 seconds of processing time per frame). We refer the reader to [14] for details.
DISCUSSION AND LIMITATIONS
Although our proposed model yielded convincing results on the preceding experiments, there exist some limitations to the models and data set. In this section, we discuss some of these limitations and how they might be addressed in future work.
Multiperson Tracking
Separability of classes in the binary background observation model limits the number of people that the model can track simultaneously. As the number of people increases, the learned background model loses its ability to discriminate between different numbers of objects (that is, the fewer the objects in the scene, the more confident our estimation). In independent experiments, the binary observation model was found to be robust for up to five simultaneous objects, though this limitation depends on the typical size of the objects with respect to the scene and the variability of object size. An alternative approach to the binary observation model proposed in [33] addresses this limitation.
Our observation model is also limited in its ability to handle occlusion. Though it performs well for full occlusion in our experiments (with a relatively small number of people), our approach would be less robust in situations where a monocular camera view is insufficient to resolve the occlusion due to the camera placement or multiple occlusions. This is a common problem to monocular tracking algorithms. A multiview approach such as that proposed by Fleuret et al. [5] may better address these types of situations, which can occur in realistic environments.
Finally, because it models relative size and overlap of the foreground and background, the binary observation model is not robust in situations where the typical size of a person varies dramatically (for example, if a person appears much smaller in the background than in the foreground).
Head Tracking and Pose Estimation
The head-pose estimation is principally limited by the performance of the texture and skin color models. The performance of these models is dependent on the resolution of the head in the image. Lower resolution leads to greater error in the head-pose estimation (and, thus, the VFOA-W estimation). In our experiments, the head was typically approximately 40 Â 60 pixels. In [4] , the head-pose model presented in this work was shown to yield good tracking results for head sizes of 20 Â 30 pixels, though data from multiple cameras were used.
The performance of the texture and skin color models also depends on the placement of the camera relative to the head. Experiments in [3] show that our head-pose model performs better for near-frontal faces (12 degrees of mean error) than for faces near profile poses (18 degrees of mean error).
VFOA-W Modeling
The relatively simple x-axis positional model used for VFOA-W is sufficient to yield good results to estimate VFOA for moving people. A more complex scenario may require a more geometrically complex VFOA-W model, which takes into account the observed head pose and the locations of the advertisement, person, and camera.
Data Set
Although our data set was useful in demonstrating the ability of our VFOA-W algorithm to perform in a realistic situation, it contains some limitations. First, only four actors appeared throughout the data set. Second, the actors did not walk into the far background and, thus, their size did not vary appreciably. Third, the maximum number of actors appearing simultaneously did not exceed three, and the actors only crossed paths in one test sequence and one training sequence (causing an occlusion). Finally, though Tracking results appear as boxes around the body and head. A yellow pointing vector/head border indicates a focused state, whereas a white pointing vector/head border indicates an unfocused state. The ground truth appears as shaded boxes for the head and the body (the head area is shaded yellow when labeled as focused and is gray when labeled as unfocused). VFOA-W results for the GMM model appear at the bottom. The yellow bars represent the ground truth (raised indicates a focused state, lowered indicates unfocused, and no yellow bar indicates that the person is not present in the scene). GMM VFOA-W estimates appears as colored lines. VFOA-W performance was nearly perfect for b, with good event-based recognition in all sequences. Mild frame-based VFOA-W recognition errors occurred in e, h, and i. Frame 162 of sequence i shows an FP error generated as a tracker was placed where no ground truth was present.
tested outdoors, the lighting conditions were relatively stable. The design of a future VFOA-W data set should take these issues into account.
CONCLUSION
In this paper, we have introduced VFOA-W and presented a principled probabilistic approach to solving it. Our approach expands on state-of-the-art RJMCMC tracking models, with novel contributions to object modeling, likelihood modeling, and the sampling scheme. It is a general model that can be easily adapted to similar tasks. We applied our model to a real-world advertising application and provided a rigorous objective evaluation of its performance in this context. We compared two VFOA-W models (the GMM and HMM) and found the temporal dependencies of the HMM to yield superior performance. From these results, we have shown that our proposed model is able to track a varying number of moving people and determine their VFOA-W with good quality (exhibiting only a 6 percent error rate in determining the number of people who looked at the ad). For future work, it may be useful to investigate using a spatially dependent face/pose detector to help localize and model the head, which may outperform some of our head pose tracking features. Daniel Gatica-Perez received the BS degree in electronic engineering from the University of Puebla, Mexico, in 1993, the MS degree in electrical engineering from the National University of Mexico in 1996, and the PhD degree in electrical engineering from the University of Washington, Seattle, in 2001. He joined the IDIAP Research Institute in 2002, where he is currently a senior researcher. He is currently an associate editor of the IEEE Transactions on Multimedia. His research interests include multimedia signal processing and information retrieval, computer vision, and statistical machine learning applied to these domains. He is a member of the IEEE.
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