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a b s t r a c t
Themembers of Martin-Löf random closed sets under a distribution studied by Barmpalias
et al. are exactly the infinite paths through Martin-Löf random Galton–Watson trees with
survival parameter 23 . To be such a member, a sufficient condition is to have effective
Hausdorff dimension strictly greater than γ = log2 32 , and a necessary condition is to have
effective Hausdorff dimension greater than or equal to γ .
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1. Introduction
Classical probability theory studies intersection probabilities for random sets. A random set will intersect a given
deterministic set if the given set is large, in some sense. Here we study a computable analogue: the question of which
real numbers are ‘‘large’’ in the sense that they belong to some Martin-Löf random closed set.
Doug Cenzer put together a group of researchers, including some of his students at the University of Florida, which we
will refer to as the Florida group. They introduced algorithmic randomness for closed sets in the paper [2]. Subsequently,
Kjos-Hanssen [8] used algorithmically random Galton–Watson trees to obtain results on infinite subsets of random sets of
integers. Herewe show that the distributions studied by the Florida group and byGalton andWatson are actually equivalent,
not just classically but in an effective sense.
For 0 ≤ γ < 1, let us say that a real x is a Memberγ if x belongs to some Martin-Löf random (ML-random) closed set
according to the Galton–Watson distribution (defined below) with survival parameter p = 2−γ . We show that for p = 23 ,
this is equivalent to x being a member of a Martin-Löf random closed set according to the distribution considered by the
Florida group.
In light of this equivalence, we may state that
(i) the Florida group showed that in effect not everyMemberγ is ML-random, and
(ii) Joseph S. Miller and Antonio Montálban showed that every ML-random real is a Memberγ ; the proof of their result is
given in the paper of the Florida group [2].
The way to sharpen these results goes via effective Hausdorff dimension. Each ML-random real has effective Hausdorff
dimension equal to one. In Section 3, we show that
(i’) aMemberγ may have effective Hausdorff dimension strictly less than one, and
(ii’) every real of sufficiently large effective Hausdorff dimension (where some numbers strictly less than one are
‘‘sufficiently large’’) is aMemberγ .
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2. Equivalence of two models
We writeΩ = 2<ω , and 2ω , for the sets of finite and infinite strings over 2 = {0, 1}, respectively. If σ ∈ Ω is an initial
substring (a prefix) of τ ∈ Ω we write σ ≼ τ ; similarly σ ≺ xmeans that the finite string σ is a prefix of the infinite string
x ∈ 2ω . The length of σ is |σ |. Concatenation of strings σ , τ is written στ or σ⌢τ , the empty string is written ⟨ ⟩ and strings
of length one are written ⟨i⟩ or simply i, where i = 0, 1. We use the standard notation [σ ] = {x : σ ≺ x}, and for a set
U ⊆ Ω , [U]≼ := σ∈U [σ ]. Let P denote the power set operation, P (X) = 2X . For a real number 0 ≤ γ < 1, λ1,γ denotes
the distribution with sample space P (Ω) such that for each σ ∈ Ω ,
λ1,γ ({S : σ ∈ S}) = 2−γ ,
and the events {S : σ ∈ S} aremutually independent for distinct σ . Let λ∗γ be the distribution with sample spaceP (Ω) such
that for each J , writing p = 2−γ ,
λ∗γ ({S : S ∩ {σ0, σ1} = J} =

1− p if J = {σ0} or J = {σ1};
2p− 1 if J = {σ0, σ1},
and the events {S : S ∩ {σ0, σ1} = J} are mutually independent for distinct σ . The notation λ1,γ is consistent with earlier
usage [8] and is also easy to distinguish visually from λ∗γ . The closed set ΓS determined by S ⊆ Ω is defined by
ΓS = {x ∈ 2ω : (∀σ ≺ x) σ ∈ S}.
The Galton–Watson (GW) distribution for survival parameter 2−γ , also known as the (1, γ )-induced distribution [8], and as
the distribution of a percolation limit set [14], is a distribution P1,γ on the set of all closed subsets of 2ω defined by
P1,γ ({Γ : Γ ∈ E}) = λ1,γ {S : ΓS ∈ E}.
Thus, the probability of a property E of a closed subset of 2ω is the probability according to λ1,γ that a random subset ofΩ
determines a tree whose set of infinite paths has property E. Similarly, let
P∗γ ({Γ : Γ ∈ E}) = λ∗γ {S : ΓS ∈ E}.
AΣ01 subset of P (Ω) is the image of aΣ
0
1 subset of P (ω) = 2ω via an effective isomorphism betweenΩ and ω.
Definition 2.1 (Martin-Löf randomness). A set of strings S ∈ P (Ω) is called λ1,γ -ML-random if for each uniformly Σ01
sequence {Un}n∈ω of subsets of P (Ω)with λ1,γ (Un) ≤ 2−n, we have S ∉n Un.
A closed set Γ is called P1,γ -ML-random if Γ = ΓS for some λ1,γ -ML-random set of strings S.
A set of strings S ∈ P (Ω) is called λ∗γ -ML-random if for each uniformly Σ01 sequence {Un}n∈ω of subsets of P (Ω) with
λ∗γ (Un) ≤ 2−n, we have S ∉

n Un.
A closed set Γ is called P∗γ -ML-random if Γ = ΓS for some λ∗γ -ML-random set of strings S.
Lemma 2.2 (Axon [1]). Let 2−γ = 23 . A closed set Γ ⊆ 2ω is P∗γ -ML-random if and only if Γ is a Martin-Löf random closed set
under the Florida distribution.
A probability space (M,M, µ) consists of a set M , a σ -algebraM on M , and a measure µ defined on each set inM. For
each probability space there is a unique canonical M-valued random variable X such that for any A ∈ M, the probability
that X ∈ A is µ(A). In this way, for µ = λ1,γ or µ = λ∗γ we get the random variable S ∈ P (Ω). Conversely, if Y = f (X)
is a random variable defined deterministically from X then there is a unique canonical measure ν such that ν(A) is the
probability that Y ∈ A, i.e. ν(A) = µ({x : f (x) ∈ A}).
From such a random variable S we then define further random variables
Gn = {σ : |σ | = n & (∀τ ≼ σ)τ ∈ S},
G =
∞
n=0
Gn, and
G∞ = {σ ∈ G : {τ ∈ G : σ ≺ τ } is infinite}.
We have ΓG = ΓS and G∞ ⊆ G ⊆ S, and values of G∞ are in one-to-one correspondence with values of ΓS .
A value of the random variable G is called a GW-tree or a Florida treewhen S is the canonical random variable associated
with λ1,γ or λ∗γ , respectively.
Let e be the extinction probability of a GW-tree with parameter p = 2−γ ,
e = P1,γ (∅) = λ1,γ ({S : ΓS = ∅}).
For any number a let a = 1− a.
Lemma 2.3.
e = p/p.
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Proof. Note that ΓS = ∅ iff either (1) ⟨ ⟩ ∉ S, or (2) ⟨ ⟩ ∈ S but
ΓS∩{σ :⟨i⟩≼σ or σ≼⟨i⟩} = ∅
for both i ∈ {0, 1}. This gives the equation e = p+ pe2. 
We use standard notation for conditional probability,
P(E | F) = P(E ∩ F)
P(F)
;
in measure notation we may also write λ(E | F) = λ(E ∩ F)/λ(F).
The following lemma is the first indication that there is a connection between GW-trees and Florida trees. We write 1A
for the characteristic function of an event or a set A, i.e., 1A = 1 if A occurs, otherwise 1A = 0.
Lemma 2.4. For all J ⊆ {⟨0⟩, ⟨1⟩},
λ1,γ {G∞ ∩ {⟨0⟩, ⟨1⟩} = J | G∞ ≠ ∅} = λ∗γ [G1 = J].
Proof. By definition, λ∗γ [G1 = J] equals
(2p− 1) · 1J={⟨0⟩,⟨1⟩} +
1
i=0
(1− p) · 1J={⟨i⟩},
so we only need to calculate λ1,γ {G∞ ∩ {⟨0⟩, ⟨1⟩} = J | G∞ ≠ ∅}. By symmetry, and because the probability that G1 = ∅
is 0, it suffices to calculate this probability for J = {⟨0⟩, ⟨1⟩}. Now if G1 = {⟨0⟩, ⟨1⟩} then ⟨ ⟩ survives and both immediate
extensions are non-extinct. Thus the conditional probability that G1 = {⟨0⟩, ⟨1⟩} is p(1−e)21−e = p(1 − e). By Lemma 2.3, this
is equal to 2p− 1. 
Let a measure λc on P (Ω) be defined by
λc(M) = λ1,γ (M | G∞ ≠ ∅), and
λi(M) = ν(M | G∞ ≠ ∅),
where ν is the canonical measure obtained from G∞.
Let µi and µc be the canonical measures obtained from Gwhen S is the canonical random variable obtained from λi and
λc , respectively (so µi = λi).
Let λf be the distribution with sample space P (Ω) such that for each σ ∈ Ω ,
λf ({S : σ ∈ S}) = 1− p,
and the events {S : σ ∈ S} are mutually independent for distinct σ . Note that this is exactly the definition of λ1,γ , but with
1 − p in place of p. If the random variable G is defined as before, but on this new space with measure λf , then G again is a
GW-tree, but now with survival parameter 1 − p ≤ 12 . It turns out that the extinction probability e′ of such a tree is 1, so
such a tree is almost surely finite.
Lemma 2.5.
e′ = λf ({S | ΓS = ∅}) = 1.
Proof. As in Lemma 2.3, we observe that ΓS = ∅ iff either (1) ⟨ ⟩ ∉ S, or (2) ⟨ ⟩ ∈ S but
ΓS∩{σ :⟨i⟩≼σ or σ≼⟨i⟩} = ∅
for both i ∈ {0, 1}. This gives the equation e′ = (1 − p) + (1 − p)(e′)2, which has solutions 1 and p1−p . Since p1−p > 1, it
cannot represent a probability, so e′ = 1. 
Corollary 2.6. If S ⊆ Ω is chosen randomly with respect to λf , then for all reals f , there are infinitely many initial segments of f
which are not in S.
Proof. Let M ⊆ 2Ω have measure 0, and let T be a fixed, finite set of strings. Define M ′ = {S | (∃S ′ ∈ M)S \ T = S ′ \ T }.
Then λf (M ′) ≤

1
p
|T |
λf (M) = 0, soM ′ also has measure 0. Now let T vary, and let
M ′′ = {S | (∃S ′ ∈ M)(∃T ⊂ Ω, |T | <∞)S \ T = S ′ \ T }.
ThenM ′′ is a countable union of measure 0 sets, so has measure 0. If
M = {S | ΓS ≠ ∅},
thenM ′′ is the set we are interested in, which therefore has measure 0. 
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Remark 2.7. TakeM = {S | ΓS ≠ ∅}, and fix T . Then the setM ′ above is aΠ01 class of measure 0, and is therefore contained
in the intersection of the universal ML-test. Since this is true for all finite T , the setM ′′ is also contained in the intersection
of the universal ML-test.
We define a µi × λf → µc measure-preserving map ψ : 2Ω × 2Ω → 2Ω . The idea is to overlay two sets Gi, Sf , so that
Gi specifies the extendible nodes of a tree, and Sf specifies the non-extendible nodes. Let ψ be defined by
ψ(Gi, Sf ) = {σ : (∀τ ≼ σ)τ ∈ Gi ∪ Sf }.
(In other words, since Gi ∪ Sf will not necessarily be a tree, we take the set of strings in that set whose predecessors are also
all in the set to get the largest possible tree contained in that set of strings.)
Lemma 2.8. Write σ2 = {σ0, σ1}. The following identities hold for every string σ , and every set D ⊆ {σ0, σ1}:
(µi × λf )(G ∩ σ2 = D | σ ∈ G) = µc(G∞ ∩ σ2 = D | σ ∈ G∞),
(µi × λf )(ψ(G, S) ∩ σ2 = D | σ ∈ G) = µc(G ∩ σ2 = D | σ ∈ G∞), and
(µi × λf )(ψ(G, S) ∩ σ2 = D | σ ∈ ψ(G, S) \ G) = µc(G ∩ σ2 = D | σ ∈ G \ G∞).
Proof. Note that the event σ ∈ G∞ implies the event G∞ ≠ ∅, and the event σ ∈ G \ G∞ implies that any further events
cannot affect the probability of the event G∞ ≠ ∅. Thus we may replace µc by λ1,γ in the above, as µc is λ1,γ conditioned
on the event G∞ ≠ ∅. The rest is a straightforward computation, and is omitted. 
Theorem 2.9. The map ψ is µi × λf → µc measure preserving.
Proof. To show that ψ is measure preserving, it suffices to show that it is measure preserving on the basic open sets. We
will writeΩn = 2<n for the set of strings of length less than n, and given S ⊆ Ω , we will write S  n for S ∩ Ωn, the set of
strings in S of length less than n. Recall that the basic open sets in 2Ω are the sets of the form NT = {S | S  n = T } for fixed
n ∈ ω, T ⊆ Ωn. Thus we must show that µc(NT ) = (µi × λf )(ψ−1(NT )) for each T .
Since µc({S | S is not a tree}) = 0, and ψ(G, S) is always a tree, we can ignore elements of 2Ω which are not trees,
and focus our attention on the sets NT where T is a tree. For T ′ ⊆ T , let NT ,T ′ = {S | S is a tree, S  n = T , and S∞ 
n = T ′}. Observe that NT is equal to the disjoint union NT = T ′⊆T NT ,T ′ . Thus it suffices to show that µc(NT ,T ′) =
(µi × λf )(ψ−1(NT ,T ′)) for each pair T , T ′.
Suppose ψ(G, S) ∈ NT ,T ′ . Then either G  n = T ′, the extendible tree G contains a non-extendible node, or the tree
ψ(G, S) contains an extendible node outside of G. The latter event implies that there is a string f such that all but finitely
many initial segments of f are elements of S. By Corollary 2.6, such an event has λf -measure 0, so (up to measure 0 events),
ψ(G, S) ∈ NT ,T ′ implies that G  n = T ′.
We will prove, by induction, for each n, and all T ′ ⊆ T ⊆ Ωn, that µc(NT ,T ′) = (µi × λf )(ψ−1(NT ,T ′)). First, we see that
when n = 1, we either have T = ∅ or T = {⟨ ⟩}, and similarly with T ′. We have thatµc is conditioned on the event G∞ ≠ ∅,
and µi is the distribution of a nonempty extendible tree, so both sides are equal to 1 when T = T ′ = {⟨ ⟩}, and 0 when
T ′ = ∅, so we have equality when n = 1.
Now assume n > 0, and equality holds for T ′ ⊆ T ⊆ Ωn. Let U ′ ⊆ U ⊆ Ωn+1 with U  n = T , and U ′  n = T ′.
We may assume that U,U ′ are trees. We wish to show that µc(NU,U ′) = (µi × λf )(ψ−1(NU,U ′)), given that the same
equality holds with T , T ′ in place of U,U ′. Note that, given NT ,T ′ , the event NU,U ′ may be thought of as the intersection,
over all σ ∈ T ∩ 2n−1, of the events G ∩ {σ0, σ1} = U ∩ {σ0, σ1} and G∞ ∩ {σ0, σ1} = U ′ ∩ {σ0, σ1}, and these
events are independent for distinct σ . Similarly, given ψ−1(NT ,T ′), the event ψ−1(NU,U ′) may be thought (up to events
of measure 0) of as the intersection, over all σ ∈ T ∩ 2n−1, of the events ψ(G, S) ∩ {σ0, σ1} = U ∩ {σ0, σ1} and
G ∩ {σ0, σ1} = U ′ ∩ {σ0, σ1}, and these events are independent for different σ . By Lemma 2.8, the corresponding
probabilities are all equal, so µc(NU,U ′ | NT ,T ′) = (µi × λf )(ψ−1(NU,U ′) | ψ−1(NS,S′)). By induction, ψ is measure
preserving. 
Intuitively, a λi-ML-random tree may by van Lambalgen’s theorem be extended to a λc-ML-random tree by adding finite
pieces randomly; we verify this intuition in the following theorem.
Theorem 2.10. For each ML-random Florida tree H there is a ML-random GW-tree G with G∞ = H∞.
Proof. Let H be an ML-random Florida tree (i.e., let it be ML-random with respect to the measure µi). Let S ⊆ Ω be
ML-random relative to H with respect to the measure λf . Then, by a suitably generalized version of van Lambalgen’s
theorem1, (H, S) is ML-random relative to the measure µi × λf . Now since ψ is effectively continuous, if (Un) is a
uniformly Σ01 sequence, than so is (ψ
−1(Un)). Furthermore, since ψ is µi × λf → µc measure preserving, we have
1 To be precise, van Lambalgen’s theorem holds in the unit interval [0, 1]with Lebesgue measure λ, or equivalently the space 2ω . If (X, µ) is a measure
space then using the measure-preserving map ϕ : (X, µ) → ([0, 1], λ) induced from the Carathéodory measure algebra isomorphism theorem [10], we
may apply van Lambalgen’s theorem as desired.
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µc(Un) = (µi × λf )(ψ−1(Un), so ψ−1 pulls back µc-ML-tests to µi × λf -ML-tests. Thus, since (H, S) passes every ML-test,
so also must G = ψ(H, S), so G is a ML-random GW-tree.
Now, by Corollary 2.6 and Remark 2.7, the set
M = {S ′ | S ′ contains all but finitely many initial segments of some real}
has measure 0, and is contained in the universal λf -ML-test. Since S is ML-random with respect to λf , for any path f ∈ ΓG,
there are infinitelymany initial segments of f which are not in the set S. Thus f must contain infinitelymany initial segments
in H , which means that f ∈ ΓH . Therefore ΓG ⊆ ΓH , and G∞ ⊆ H∞. But H ⊆ G, so we have equality: G∞ = H∞. 
We next prove that the live part of every infinite ML-random GW-tree is an ML-random Florida tree.
Theorem 2.11. For each S, if S is λ1,γ -ML-random then G∞ is λ∗γ -random.
Proof. Suppose {Un}n∈ω is a λ∗γ -ML-test with G∞ ∈

n Un. Let Υn = {S : G∞ ∈ Un}. By Lemma 2.4, λ1,γ (Υn) = λ∗γ (Un).
Unfortunately, Υn is not a Σ01 class, but we can approximate it. While we cannot know if a tree will end up being infinite,
we can make a guess that will usually be correct.
Let e be the probability of extinction for a GW-tree. By Lemma 2.3 we have e = pp , so since p > 1/2, e < 1. Thus there
is a computable function (n, ℓ) → mn,ℓ such that for all n and ℓ,m = mn,ℓ is so large that em ≤ 2−n2−2ℓ. Let Φ be a Turing
reduction so that ΦG(n, ℓ), if defined, is the least L such that all the 2ℓ strings of length ℓ either are not on G, or have no
descendants on G at level L, or have at leastmn,ℓ many such descendants. Let
Wn = {S : for some ℓ,ΦG(n, ℓ) is undefined}.
Let AG(ℓ) = G∞ ∩ {0, 1}≤ℓ be G∞ up to level ℓ. Let the approximation AG(ℓ, L) to AG(ℓ) consist of the nodes of G at level
ℓ that have descendants at level L. Let
Vn = {S : AG(ℓ, L) ∈ Un for some ℓ, where L = ΦG(n, ℓ)}, and
Xn = {S : for some ℓ, L = ΦG(n, ℓ) is defined and AG(ℓ, L) ≠ AG(ℓ)}.
Note that Υn = {S : for some ℓ, AG(ℓ) ∈ Un }, hence Υn ⊆ Wn ∪ Xn ∪ Vn. Thus it suffices to show that ∩nVn,Wn, ∩nXn are all
λ1,γ -ML-null sets.
Lemma 2.12. λ1,γ (Wn) = 0.
Proof. If Φ(ℓ) is undefined then there is no L, which means that for the fixed set of strings on G at level ℓ, they do not all
either die out or reachmmany extensions. But eventually this must happen, so Lmust exist.
Indeed, fix any string σ on G at level ℓ. Let k be the largest number of descendants that σ has at infinitely many levels
L > ℓ. If k > 0 then with probability 1, above each level there is another level where actually k+ 1 many descendants are
achieved. So we conclude that either k = 0 or k does not exist. 
From basic computability theory,Wn is aΣ02 class. Hence eachWn is a Martin-Löf null set.
Lemma 2.13. λ1,γ (Xn) ≤ 2−n.
Proof. Let Eσ denote the event that all extensions of σ on level L are dead, i.e. not in G∞. Let Fσ denote the event that σ has
at leastmmany descendants on G(L).
If AG(ℓ, L) ≠ AG(ℓ) then some σ ∈ {0, 1}ℓ ∩ G has at leastmmany descendants at level L, all of which are dead. If a node
σ has at least m descendants, then the chance that all of these are dead, given that they are on G at level L, is at most em
(the eventual extinction of one is independent of that of another), hence writing P = λ1,γ , we have
P{AG(ℓ, L) ≠ AG(ℓ)} ≤

σ∈{0,1}ℓ
P{Eσ & Fσ } =

σ∈{0,1}ℓ
P{Eσ | Fσ } · P{Fσ }
≤

σ∈{0,1}ℓ
P{Eσ | Fσ } ≤

σ∈{0,1}ℓ
em ≤

σ∈{0,1}ℓ
2−n2−2ℓ = 2−n2−ℓ,
and hence
PXn ≤

ℓ
P{AG(ℓ, L) ≠ AG(ℓ)} ≤

ℓ
2−n2−ℓ = 2−n. 
Xn isΣ01 since when L is defined, AG(ℓ) is contained in AG(ℓ, L), and AG(ℓ) isΠ
0
1 in G, whichmeans that if the containment
is proper then we can eventually enumerate (observe) this fact. Thus ∩nXn is a λ1,γ -ML-null set.
Vn is clearlyΣ01 . Moreover Vn ⊆ Υn ∪ Xn, so λ1,γ (Vn) ≤ 2 · 2−n, hence ∩nVn is a λ1,γ -ML-null set. 
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3. Being a member of some ML-random closed set
For a real number 0 ≤ γ ≤ 1, the γ -weight wtγ (C) of a set of strings C ⊆ Ω is defined by
wtγ (C) =

w∈C
2−|w|γ .
We define several notions of randomness of individual reals.
AMartin-Löf γ -test is a uniformlyΣ01 sequence (Un)n<ω , Un ⊆ Ω , such that for all n, wtγ (Un) ≤ 2−n.
A strong ML-γ -test is a uniformlyΣ01 sequence (Un)n<ω such that for each n and each prefix-free set of strings Vn ⊆ Un,
wtγ (Vn) ≤ 2−n.
A real is (strongly) γ -random if it does not belong to ∩n[Un]≼ for any (strong) ML-γ -test (Un)n<ω .
If γ = 1 we simply say that the real, or the set of integers {n : x(n) = 1}, isMartin-Löf random (ML-random). For γ = 1,
strength makes no difference.
For a measure µ and a real x, we say that x is Hippocrates µ-random if for each sequence (Un)n<ω that is uniformly Σ01 ,
and where µ[Un]≼ ≤ 2−n for all n, we have x ∉ ∩n[Un]≼.
Let the ultrametric υ on 2ω be defined by
υ(x, y) = 2−min{n:x(n)≠y(n)}.
The γ -energy [14] of a measure µ is
Iγ (µ) :=

dµ(b)dµ(a)
υ(a, b)γ
,
which in expected value (E) notation can be written Iγ (µ) = E(a,b)ν(a, b)−γ . A real x is Hippocrates γ -energy random if x
is Hippocrates µ-random with respect to some probability measure µ such that Iγ (µ) < ∞. For background on γ -energy
and related concepts the reader may consult the monographs of Falconer [4] and Mattila [13] or the on-line lecture notes of
Mörters and Peres [14].
The terminology Hippocrates random is supposed to remind us of the ancient medic Hippocrates, who did not consult
the oracle at Delphi, but instead looked for natural causes. An almost sure property is more effective if it is possessed by all
Hippocratesµ-random reals rather than merely allµ-random reals. In this sense Hippocraticµ-randomness tests are more
desirable than arbitrary µ-randomness tests.
Effective Hausdorff dimension was introduced by Lutz [11] and is a notion of partial randomness. For example, if the
sequence x0x1x2 · · · is ML-random, then the sequence
x00x10x20 · · ·
has effective Hausdorff dimension equal to 12 . Let dim
1
Hx denote the effective (or constructive) Hausdorff dimension of x;
then we have (Reimann and Stephan [17])
dim1H(x) = sup{γ : x is γ -random},
which we can thus take as our definition of effective Hausdorff definition.
Theorem 3.1 ([8]). Each Hippocrates γ -energy random real is aMemberγ .
Here we show a partial converse:
Theorem 3.2. EachMemberγ is strongly γ -random.
Proof. Let P = λ1,γ and p = 2−γ ∈ ( 12 , 1]. Let i < 2 and σ ∈ Ω . The probability that the concatenation σ i ∈ G given that
σ ∈ G is by definition
P{σ i ∈ G | σ ∈ G} = p.
Hence the absolute probability that σ survives is
P{σ ∈ G} = p|σ | = 2−γ |σ | = 2−|σ |γ .
Let U be any strong γ -test, i.e. a uniformly Σ01 sequence Un = {σn,i : i < ω}, such that for all prefix-free subsets
U ′n = {σ ′n,i : i < ω} of Un, wtγ (U ′n) ≤ 2−n. Let U ′n be the set of all strings σ in Un such that no prefix of σ is in Un.
Clearly, U ′n is prefix-free. Let
[Vn]≼ := {S : ∃i σn,i ∈ G} ⊆ {S : ∃i σ ′n,i ∈ G}.
Clearly [Vn]≼ is uniformlyΣ01 . To prove the inclusion: Suppose G contains some σn,i. Since G is a tree, it contains the shortest
prefix of σn,i that is in Un, and this string is in U ′n. Now
P[Vn]≼ ≤

i∈ω
P{σ ′n,i ∈ G} =

i∈ω
2−|σ
′
n,i|γ ≤ 2−n.
Thus V is a test for λ1,γ -ML-randomness. Suppose x is a Memberγ . Let S be any λ1,γ -ML-random set with x ∈ ΓS . Then
S ∉ ∩n[Vn]≼, and so for some n, Γ ∩ [Un]≼ = ∅. Hence x ∉ [Un]≼. As U was an arbitrary strong γ -test, this shows that x is
strongly γ -random. 
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Examples of measures of finite γ -energy may be obtained from the fact that if dim1H(x) > γ then x is Hippocrates
γ -energy random [8]. If x is strongly γ -random then x is γ -random and so dim1H(x) ≥ γ .
Definition 3.3 ([16]). A real x is h-capacitable if x is µ-random for some probability measure µwith
µ(σ) ≤ cR2−h(|σ |).
A real x is γ -capacitable if x is µ-random for some µwith
µ(σ) ≤ cR2−|σ |γ ,
Definition 3.4. A real x is γ+-capacitable if x is µ-random for some µwith
µ(σ) ≤ cR2−|σ |γ−f (|σ |),
where

σ∈2<ω 2−f (|σ |) <∞.
Definition 3.4 is made so that we can prove a stronger version of [8, Lemma 2.5]:
Lemma 3.5. Suppose µ is a Borel probability measure on 2ω such that for some constant cR,
µ(σ) ≤ cR2−|σ |γ−f (|σ |)
for all binary strings σ , where

σ∈2<ω 2−f (|σ |) <∞. Then
dµ(b)dµ(a)
υ(a, b)γ
<∞.
Proof. We have
φγ (a) :=

dµ(b)
υ(a, b)γ
=
∞
n=0
2nγµ{b : υ(a, b) = 2−n} =
∞
n=0
2nγµ[(a  n) ∗ (1− a(n))]
≤ cR
∞
n=0
2nγ 2−(n+1)γ−f (n+1) = cR
∞
n=0
2−γ−f (n+1) = cˆ <∞.
Thus 
dµ(b)dµ(a)
υ(a, b)γ
=

φγ (a)dµ(a) ≤ cˆ <∞. 
Corollary 3.6. Let x be a real. We have the following implications:
dim1H(x) > γ
=⇒ x is γ+-capacitable
=⇒ x is γ -energy random
=⇒ x is Hippocrates γ -energy random
=⇒ x is aMemberγ
=⇒ x is γ -capacitable (⇔ x is strongly γ -random)
=⇒ dim1H(x) ≥ γ
Proof. Suppose dim1H(x) > γ . Then x is β-capacitable for some β > γ (see [16]) which immediately implies that x
is γ+-capacitable. This implies that x is γ -energy random (Lemma 3.5) which immediately implies that x is Hippocrates
γ -energy random. This implies by Theorem 3.1 that x is aMemberγ . This in turn implies by Theorem 3.2 that x is strongly
γ -random (which by Reimann [16] means that x is γ -capacitable). This implies that dim1H(x) ≥ γ (see, e.g., Reimann and
Stephan [17]). 
Theorem 3.7. Let x ∈ 2ω . We have the implications
dim1H(x) > γ =⇒ x is aMemberγ =⇒ dim1H(x) ≥ γ .
Some non-reversals can be obtained. For instance, not every real with dim1H(x) ≥ γ is strongly γ -random [17]; and
consider Proposition 3.11. We can also obtain a fairly sharp result on the minimum Kolmogorov complexity of aMemberγ .
As in [16], a (continuous) semimeasure is a function η : 2<ω → [0, 1] such that
∀σ [η(σ ) ≥ η(σ⌢0)+ η(σ⌢1)].
Levin [19] proved that there is an optimal enumerable semimeasure M . A semimeasure is enumerable if the set {(σ , q) ∈
2<ω × Q : q < η(σ)} is c.e. For any enumerable semimeasure η there exists a constant c such that for every σ ,
η(σ ) ≤ cM(σ ).
The a priori complexity of a string σ is defined as KM(σ ) := − logM(σ ).
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Theorem 3.8 (Reimann [16]). Suppose h is a computable order function such that for all n, h(n+ 1) ≤ h(n)+ 1, and x ∈ 2ω is
such that for all n, KM(x  n) ≥ h(n). Then x is h-capacitable.
From this theorem, we see that for x to be γ+-capacitable, it suffices to have KM(x  n) ≥ γ |n| + f (n) − c , for some
function f such that

n 2
−f (n) converges. Furthermore, we can turn this into a condition on the prefix-free Kolmogorov
complexity K rather than the a priori complexity KM by using the following theorem relating the two.
Theorem 3.9 (Gács [5], Uspensky and Shen [18]). For all σ ∈ 2<ω ,
K(σ ) ≤ KM(σ )+ K(|σ |)+ O(1).
Putting together these results, we obtain the following theorem.
Theorem 3.10. Suppose x ∈ 2ω satisfies, for some constant c and all natural numbers n,
K(x  n) ≥ γ n+ f (n)+ K(n)− c,
where f : ω→ R is a computable order function such that f (n+ 1)− f (n) < 1− γ for all but finitely many values of n. Then x
is γ+-capacitable, and hence x is aMemberγ .
Proposition 3.11. Let γ = 1/2. There exists a γ -energy random real x such that dim1H(x) = γ .
Proof. Consider the probability measure µ on 2ω such that µ([σ⌢0]) = µ([σ⌢1]) for all σ of even length, and such that
µ([σ⌢0]) = µ([σ ]) for each σ of odd length f (k) = 2k+1. A computation shows that Iγ (µ) is finite if and only if γ < 1/2.
In detail,2 writing σ ∗ for the neighbor string of σ , i.e.
σ ∗ = σ |σ |−1⌢(1− σ(|σ | − 1)),
we have
Iγ (µ) = E(a,b)ν(a, b)−γ = Ea
∞
n=0
2nγµ([a n+1∗])
= Ď
∞
n=0
2nγEa(µ([a n+1∗)]) =
∞
n=0
2(2k)γ 2−(k+1) = 1
2
∞
k=0
2k(2γ−1) <∞
if 2γ − 1 < 0, i.e., γ < 12 . To justify the step (Ď), note that if γ < 1/2 then for all a in the support of µ,
∞
n=0
2nγµ([a n+1∗]) ≤
∞
k=0
22kγ 2−(k+1)
which is a finite constant, so the dominated convergence theorem applies. On the other hand, if γ = 1/2 then since ‘‘≥’’
always holds in (Ď), we have Iγ (µ) = ∞.
We find that µ-almost all reals are µ-random and have effective Hausdorff dimension exactly 1/2. By modifying f (k)
slightly we can get Iγ (µ) < ∞ for γ = 1/2 while keeping the effective Hausdorff dimension of µ-almost all reals equal
to 1/2. Namely, what is needed is that
∞
k=0
2f (k)γ 2−(k+1) <∞.
This holds if γ = 1/2 and f (k) = 2k− 2(1− ε) log k for any ε > 0 sincek k−(1+ε) <∞. Since this f (k) is asymptotically
larger than (2− δ)k for any δ > 0, the µ-random reals still have effective Hausdorff dimension 1/2. 
Conjecture 3.12. There is a strongly γ -random real which is not Hippocrates γ -energy random.
In a conference version of this article [3] we made the following conjecture.
Conjecture 3.13. A real x is aMemberγ if and only if x is Hippocrates γ -energy random.
The following considerationsmake Conjecture 3.13 seem less plausible. (The ideas here are related to selection theorems
in the theory of random closed sets, which were introduced to us by David Ross at University of Hawai‘i in May 2009.)
Definition 3.14 (Address). IfΓ is a closed set and x ∈ Γ then the address of x inΓ is the image of x under the lexicographical
order preserving isomorphism between Γ and 2ω . If y is the address of x in Γ then we write x = Γ (y).
For example, the leftmost path in Γ has address 0∞ = 000 . . . An alternative term for address sometimes seen in the
literature is signature.
2 This computation corrects a numerical error in the conference version of the present article [3].
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Theorem 3.15. If x is Hippocrates γ -energy random then x is aMemberγ of a closed set Γ which is ML-random relative to the
address of x in Γ .
Proof. Suppose x is never Γ (y)where Γ is ML-random relative to y. Then
{(Γ , y) | x = Γ (y)} ⊆ {(Γ , y) | Γ ∈ V yn }
for all n, where Vn is a universal oracle test. Let
Un = {xˆ | {(Γ , y) | xˆ = Γ (y)} ⊆ {(Γ , y) | Γ ∈ V yn }}.
The class of realsUn isΣ01 , as follows from compactness upon considering a no-dead-ends tree representation ofΓ . As shown
in an earlier paper [8], if x is γ -energy random as witnessed by a measure µ, then
µ(Un)2
c
≤ P{Γ : Γ ∩ Un ≠ ∅} ≤ (P× νn){(Γ , y) | Γ (y) ∈ Un}
(where νn almost surely picks out an element of Γ ∩ Un if one exists)
= (P× νn)

xˆ∈Un
{(Γ , y) | Γ (y) = xˆ} ≤ (P× νn){(Γ , y) | Γ ∈ V yn } ≤ 2−n.
Hence ∩nUn is a Martin-Löf null set for the measure µ, and thus x is not µ-random, after all. 
4. Changing the quantifier
In this section our attention turns away from the types of reals that belong to some ML-random closed set, and toward
the types of reals can be found in allML-random closed sets.
Given any set Z ⊆ ω we can form the tree
TZ = {σ : (∀n < |σ |)(Z(n) = 0→ σ(n) = 0)},
and the corresponding closed set [TZ ] = {x : (∀σ ≺ x) σ ∈ TZ }.
Lemma 4.1 ([10, Lemma 4.11]). Suppose given a real number γ ∈ (0, 1), and ε > 0 such that γ + ε is a rational number p/q.
If A = [TZ ] with Z = {n : n mod q < p} then there is a probability measure µ on A such that Iγ (µ) <∞, and such that for all
for σ ∈ Ω , µ([σ ]) > 0↔ [σ ] ∩ A ≠ ∅.
Let dim(B) = dimH(B) denote the Hausdorff dimension of a set B ⊆ 2ω .
Lemma 4.2. Let A be as in Lemma 4.1. For each x ∈ A, dim1H(x) ≤ p/q.
Proof. LetHp/qε denote the usual ε-approximation to p/q-dimensional Hausdorff measureHp/q. Note that we can cover A
with 2mp many cones [σ ]with |σ | = mq, and hence if ε = 2−mq thenHp/qε (A) ≤ 2mp(2−mq)p/q = 1. Asm →∞, ε→ 0 and
soHp/q(A) ≤ 1 and thus dimH(A) ≤ p/q. 
Theorem 4.3. For each ε > 0, each P∗γ -ML-random closed set for 2−γ = 2/3 contains a real x with dim1H(x) ≤ log2( 32 )+ ε.
Proof. Fix ε > 0. Wemay assume γ + ε ∈ Q. Let A be as in Lemma 4.1. It follows from [10, Theorem 4.10] that dim(A) > γ .
Let
U := {Γ : (∃n)(∀σ ∈ Gn) [σ ] ∩ A = ∅},
which is a Σ01 class. Indeed, there are only finitely many σ ∈ 2n to check for a given n, and for our choice of set A = [TZ ],{σ ∈ Ω : [σ ] ∩ A = ∅} is computable.
As shown by Hawkes [7], P∗γ (U) < 1. In fact, one way to see this is to observe that if P∗γ (U) = 1 then U would contain all
P∗γ -ML-random closed sets Γ (even all P∗γ -Kurtz random closed sets), contradicting Theorem 3.7 and the following fact (see
[15]):
each set Bwith dim(B) > γ contains a real xwith dim1H(x) > γ .
LetΓ be aP∗γ -ML-randomclosed set, let ℓ be its leftmost path, and let ni be the ith zero of ℓ (so ℓ(ni) = 0) and ℓi = (ℓ  ni)⌢1.
Using the notation σX = {σ⌢x : x ∈ X}, we have
Γ =

i∈ω
ℓiΓi
where Γi is again a P∗γ -ML-random closed set.
Let Un be defined by Γ ∈ Un iff Γn ∈ U . Then the events Un are mutually independent and there is a constant u such that
for each n, P∗γ (Un) = u < 1. Hence P∗γ (∩nUn) = limn→∞ un = 0. Because un → 0 effectively,∩nUn is in fact a P∗γ -Martin–Löf
null set. Thus if Γ is P∗γ -ML-random, then there is an i for which A∩Γi ≠ ∅, or equivalently (ℓiA)∩Γ ≠ ∅. Thus Γ contains
a shift of a member of A.
By Lemma 4.2, for each x ∈ A, dim1H(x) ≤ γ + ε. Thus each P∗γ -ML-random closed set Γ contains a shift y of a real xwith
dim1H(x) ≤ γ + ε and hence in fact contains ywith dim1H(y) ≤ γ + ε. 
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5. Applications
5.1. Approximation properties
Proposition 5.1. Let 0 < γ < 1. If x is a real such that the function n → x(n) is f -computably enumerable for some computable
function f for which

j<n f (i)2
−nγ goes effectively to zero, then x is not γ -random.
Proof. Suppose n → x(n) is f -c.e. for some such f , and let F(n) = j<n f (n). Let α be any computable function such that
α(n, i) ≠ α(n, i + 1) for at most f (n) many i for each n, and limi→∞ α(i, n) = x(n). Let c(n, j) be the jth such i that is
discovered for any k < n; so c is a partial recursive function whose domain is contained in {(n, j) : j ≤ F(n)}. For a fixed i, α
defines a real αi by αi(n) = α(i, n). Let Vn = {x : ∃j ≤ F(n) x  n = αc(n,j)  n)}. Since Vn is the union of at most F(n)many
cones [x  n],
wtγ (Vn) ≤
F(n)
j=1
2−nγ = F(n)2−nγ ,
which goes effectively to zero by assumption. Thus there is a computable sequence {nk}k∈ω such that wtγ (Vnk) ≤ 2−k. Let
Uk = Vnk . Then Uk isΣ01 uniformly in k, and x ∈ ∩kUk. Hence x is not γ -random. 
Corollary 5.2 ([2]). Nomember of a ML-random closed set under the Florida distribution is f -c.e. for any polynomial-bounded f .
Proof. If f is polynomially bounded then clearly

j<n f (i)2
−nγ goes effectively to zero. Therefore if x is f -c.e., x is not
γ -random, hence not aMemberγ for any 0 < γ < 1, and thus not a member of a ML-random closed set under the Florida
distribution. 
5.2. Randomness for Bernoulli measures
Our results characterize the Bernoulli measures for which random sequences are Members. Suppose 0 ≤ p ≤ 1. The
Bernoulli measure µp on 2ω is uniquely defined by the properties
(i) µp{A : A(n) = 1} = p, and
(ii) the events {A : A(n) = 1} are mutually independent for distinct n ∈ ω.
An infinite binary sequence A ∈ Ω is ML-random for the Bernoulli measureµp, or for shortµp-random, if for each uniformly
Σ01 (p) sequence of open sets Un, n ∈ ω, with µp(Un) ≤ 2−n, we have A ∉ ∩nUn. This notion was related to (the martingale
characterization of) effective Hausdorff dimension by Lutz.
Theorem 5.3 (Lutz [11]). For each µp-random sequence A, the effective Hausdorff dimension of A is
H(µp) := −(p log p+ p log p).
To find the values of p for which a Bernoulli µp-random sequence is aMemberγ , note that
H(µp) > γ ⇐⇒ pp(p)p < 2−γ .
For the value 2−γ = 23 studied by the Florida group, a numerical calculation on the web site Wolfram Alpha yields that this
inequality is equivalent to
0.140276506997464 · · · < p < 0.859723493002535 · · ·
6. A different approach
Definition 6.1. A set A ⊆ ω is infinitely often r.e. traceable if there is a recursive function p(n) such that for all f : ω→ ω, if
f is recursive in A then there is a uniformly r.e. sequence of finite sets En, n ∈ ω, such that En has cardinality≤ p(n) for each
n; and such that for infinitely many n, we have f (n) ∈ En.
A total function f is DNR (diagonally nonrecursive) if ¬∃n, f (n) = ϕn(n), where ϕn is the nth partial recursive function.
(Note f is total, whereas ϕn need not be.)
A real A is Kurtz random relative to an oracle B if it does not belong to anyΠ01 (B) subset of 2
ω of fair-coin measure zero.
Theorem 6.2 (see [9]). A is infinitely often r.e. traceable iff A does not compute any DNR function.
Theorem 6.3. If x is not of DNR degree then every Martin-Löf random real is Kurtz random relative to x.
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Proof. Let T be an x-recursive tree such that [T ] has measure zero. It suffices to show that [T ] is contained inn Un, where
the sets Un are (uniformly)Σ01 classes of measure≤ 2−n.
By Theorem 6.2, since x is not of DNR degree, x is infinitely often r.e. traceable. Fix a recursive trace size bound function
p as in the definition of i.o. r.e. traceability. Let Vk be the minimal clopen set that we can tell is a covering of T by looking at
the first level of T where it becomes evident that the measure of [T ] is < 2−k/p(k). So [T ] ⊆ Vk. Let g(k) be (the code for)
Vk. Since g is recursive in x, there are infinitely many k for which the value g(k) is in an r.e. trace Sk of size bounded by
p(k) consisting of only clopen sets Wk of measure < 2−k/p(k). In particular there is some such k > n, so [T ] ⊆ Un. Let
Un =k>n Sk. Then {Un}n∈ω is clearly uniformlyΣ01 . Moreover µUn ≤k>n p(k)2−k/p(k) = 2−n. 
Greenberg and Miller [6] have shown that the converse of Theorem 6.3 also holds. Theorem 6.3 was a starting point for
research toward the present paper. The idea is that if x is not of DNR degree then x cannot belong to a Martin-Löf random
closed set Γ , because Γ is Kurtz random relative to x and the set of paths of Γ has measure zero. Now, as is well known
a real of positive effective Hausdorff dimension computes a DNR function, and it turned out that adaptation of the work of
Hawkes [7] and Lyons [12] gave precise results in terms of effective Hausdorff dimension, as shown above. This approach
was thus more powerful then the approach using Theorem 6.3.
An alternative proof of Theorem 6.33
Assume that A is Martin-Löf random and A is not Kurtz random relative to X . Since A is not Kurtz random relative to X ,
there is a martingale M ≤T X and a function f ≤T X such that M(A  f (n)) > 4n for all n. Now one can define a function
g ≤T X which outputs a string having the prefix 1n0 and the suffix consisting of all strings τ of length f (n) for which
M(τ ) > 4n. There are at most 2f (n)/4n = 2f (n)−2n many of them. Since A is Martin-Löf random, there is a constant d such
that K(A  f (n)) ≥ f (n)− d for almost all n. Furthermore, there is a partial recursive function ψ such that for all n there is
m < 2f (n)−2n such that A  f (n) = ψ(g(n),m). Note that by construction of g , the number n can be computed from g(n).
Hence it follows that there is a constant c so that
f (n) ≤ K(A  f (n))+ d < (f (n)− 2n)+ K(g(n))+ c + d
for all n. Hence, K(g(n)) ≥ n for almost all n. As g ≤T X , it follows from a result of Kjos-Hanssen et al. [9] that X has DNR
Turing degree.
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