Abstract-Color flow mapping has become an important clinical tool, for diagnosing a wide range of vascular diseases. Only the velocity component along the ultrasonic beam is estimated, so to find the actual blood velocity, the beam to flow angle has to be known. Because of the unpredictable nature of vascular hemodynamics, the flow angle cannot easily be found as the angle is temporally and spatially variant. Additionally the precision of traditional methods is severely lowered for high flow angles, and they breakdown for a purely transverse flow. To overcome these problems we propose a new method for estimating the transverse velocity component. The method measures the transverse velocity component by estimating the transit time of the blood between two parallel lines beamformed in receive. The method has been investigated using simulations performed with Field II. Using 15 emissions per estimate, a standard deviation of 1.64% and a bias of 1.13% are obtained for a beam to flow angle of 90 degrees. Using the same setup a standard deviation of 2.21 % and a bias of 1.07% are obtained for a beam to flow angle of 75 degrees. Using 20 emissions a standard deviation of 3.4% and a bias of 2.06% are obtained at 45 degrees. The method performs stable down to a signal-to-noise ratio of 0 dB, where a standard deviation of 5.5 % and a bias of 1.2% is achieved.
I. INTRODUCTION
Color flow mapping has become an important clinical tool for diagnosing a wide range of vascular diseases. Traditional color flow mapping works by sending out a number of ultrasound pulses in a given direction and then estimating the time shift between the received signals, caused by the movement of the blood scatterers [1] . Only the velocity component along the ultrasonic beam is estimated, so to find the actual blood velocity, the beam to flow angle has to be known. Because of the unpredictable nature of vascular hemodynamics, the flow angle cannot easily be found. The precision of traditional methods is also lowered severely for high flow angles, and they break down for a purely transverse flow. A number of authors have proposed several solutions to this problem. Fox [2] suggested using two active apertures to get two independent beam to flow angles, making it possible to calculate the true velocity. For this to work, a large aperture has to be used, which in a clinical environment is unpractical. The precision of the method is also strongly dependent on the difference in beam to flow angle. This causes problems when imaging at large depths. Trahey [3] used a speckle tracking approach, where a 2D cross correlation between two consecutive images is used to estimate the velocity vector. This approach sets high demands on the beamformer of the imaging system, since a whole image has to be formed for every emission.
Jensen and Munk [4] used a dual Hanning weighting on the aperture to introduce a transverse oscillation. The method has shown promising in-vivo result [5] , however a substantial number of emissions are needed to get an acceptable standard deviation. Anderson proposed a similar approach [6] . Jensen [7] suggested to find the velocity by beamforming lines along the direction of flow. To find the flow angle Kortbek and Jensen [8] suggested to beamform lines in a range of directions from 0 to 180 degrees and then search for the angle with the largest correlation over emissions. A low standard deviation is obtained, but the approach is very computational demanding. Hein [9] suggested using a time domain correlation technique to estimate the vector velocity. This approach is similar to the one proposed in this article, but sincea fixed geometric focus was used, the method was not able of imaging, and suffers from a poor SNR.
The method presented in this paper measures the transverse velocity component by estimating the transit time of the blood scatteres between two parallel lines beamformed in receive. Dsing the same data the axial velocity is also obtained, thus yielding the vector velocity. This approach enables imaging with a low number of computations making the method suitable for real time implementation.
II. THEORY
In the following section, it is assumed that the flow is moving from left to right and is spatially and temporally invariant. These assumptions are of course invalid for the flow encountered in the human vascular system, but as it will be obvious later in the paper, they are only introduced to ease the theoretical explanation.
The setup of the method can be seen in Fig. 1 . The transducer is placed on top of the vessel, and a weakly focused beam is emitted by focusing below the estimation area. A total of N pulses are used to create an estimate, where N /2 are used to search for the transit time, and N /2 are used to perform averaging. To estimate the velocity the center, as shown in the figure. The method estimates the axial velocity by using a cross-correlation technique [10] .
Since the scatterers move from left to right with a spatially and temporally invariant velocity, the scatterers originally positioned in LA will eventually move into LB. LA is therefore 
III. METHODS
where R ab is the cross-corelation between signal a and b, J-ta is the mean of a and J-tb is mean of b. When the time span between LA and LB corresponds to the transit time of the blood between the two lines, the scatteres originally positioned in LA will now be positioned in LB resulting in a high correlation. The transit time can therefore be found by finding the peak of the transit correlation function. Since the distance between the lines is known, the transverse velocity component is given by Fig. 2 shows a typical set of beamformed lines used for estimating the transverse velocity. The dotted line is the left where T t is the estimated transit time. To further increase the performance of the method, a compensation for the axial velocity is applied by moving the two lines up and down according to the estimated axial velocity.
A. Simulations
To evaluate the method, a series of simulations have been carried out under different situations. All the simulations have been made using the Field II program [11] [12]. The flow phantom has a laminar, parabolic velocity distribution given by (3) where Vo is the peak velocity, r is the radial position in the vessel, and R is the radius of the vessel.
The flow phantom is created by placing point scatterers randomly over the region of interest. All the point scatterers are assigned a Gaussian distributed amplitude. The point scatters laying outside the vessel are given a amplitude that is 40 dB higher than the amplitude of the scatterers inside the vessel to mimic the situation encountered in a real scanning situation. The scatterers inside the vessel are moved between each pulse emission according to the spatial velocity field. The propagation of the scatters is given by The basic parameters for the simulation are given in Table  I . where N zk is the number of estimates in the interval.
The outer most parts of the vessels are not included in the calculations of the statistical parameters to avoid wall effects.
Because the method relies on correlation, two types of errors are present [13] . The first, called a false peak error, is when a high sidelobe is identified by the estimator. This type of error is large, but can be removed by spatial or temporal median filtering [14] . The second type of error, called a jitter error, is a slight shift of the peak of the correlation function due to contamination of noise, finite sampling, etc. Since a few false peak errors will have a dominating effect on the calculation of the statistical parameters and they relative easily can be removed, a rejection scheme is used. Only estimates laying within 30% of the true velocity are included in the calculations of the statistical parameters. The percentage of rejected estimates will also be presented.
IV. RESULTS
The top of Fig. 3 shows a plot of 25 transverse velocity profiles for a purely transverse flow. 15 emissions are used to create every profile, with a transmit focus in 56 mm and a correlation line length 1 of 1.1 mm. The bottom part of Fig.   3 shows the mean and standard deviation for the profile. The mean normalized standard deviation over the profile is 1.64%, and the mean normalized bias is 1.13%. No estimates have been left out due to the rejection scheme. The results show that the estimator works well for spatially variant velocity fields. The standard deviation is seen to increase at the sides of the simulated vessel. This is due to the steeper gradient of the velocity field, and the fact that the scatterers move to slowly to travel the distance between LA and LB.
where Zk is a discrete depth, vJ1, is the mean of the estimates for the discrete depth, and Vtrue is the true velocity. The standard deviation is given by ,il 0.8/11 0.6 
where Nest is the number of estimates used for calculating the standard deviation, and Vi is an estimate. To get out a single number representing the performance of a simulation, the mean and standard deviation is averaged over a range ± 4 mm from the vessel center, and normalized with respect to the peak velocity Va, as
To evaluate the performance of the method, the standard deviation and bias are calculated for all simulations. The bias is given by 4 shows the mean and standard deviation for the profile. The normalized mean bias over the velocity profile is 2.06%, and the mean normalized standard deviation is 3.40%, 4.6% of the estimates have been left out due to the rejection scheme. The result shows that the method is capable of producing satisfactory results for a low beam to flow angle. where gb (t) is the beamformed signal taken from the middle of the vessel, and n(t) is the noise. The SNR is varied from -10 to 30 dB. The standard deviation falls exponentially until it reaches a plateau of around 3% for a SNR of 10 dB or greater. More than 28% of the estimates are rejected, when the SNR gets below 4.
