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We study a diffusion process on a three-dimensional comb under stochastic resetting. We consider
three different types of resetting: global resetting from any point in the comb to the initial position,
resetting from a finger to the corresponding backbone and resetting from secondary fingers to the
main fingers. The transient dynamics along the backbone in all three cases is different due to the
different resetting mechanisms, finding a wide range of dynamics for the mean squared displacement.
For the particular geometry studied herein, we compute the stationary solution and the mean
square displacement and find that the global resetting breaks the transport in the three directions.
Regarding the resetting to the backbone, the transport is broken in two directions but it is enhanced
in the main axis. Finally, the resetting to the fingers enhances the transport in the backbone and
the main fingers but reaches a steady value for the mean squared displacement in the secondary
fingers.
PACS numbers: 87.19.L-, 05.40.Fb, 82.40.-g
I. INTRODUCTION
Combs are two- or three-dimensional branched struc-
tures with a backbone crossed by perpendicular fingers.
These fingers may be one or two dimensional side struc-
tures. A random walker moving along the backbone may
enter into a finger (or fingers) and move there for a time
and return to the backbone to start the process again.
As a result of a Brownian motion in a two-dimensional
comb the mean squared displacement (MSD) shows a
subdiffusive behavior depending on time as t1/2 and was
originally introduced to understand anomalous transport
in percolation clusters and many other applications [1].
Although three-dimensional combs have been less devel-
oped, they have modeled transport in spiny dendrites [2]
or ultraslow diffusion in combs with circular fingers [3].
In this paper we investigate a diffusion process on a
xyz-comb (see Fig. 1) with stochastic resetting. The dif-
fusion on a three dimensional comb is governed by the
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following equation
∂
∂t
P (x, y, z, t) = LFPP (x, y, t), (1)
where
LFP = Dxδ(y)δ(z) ∂
2
∂x2
+Dyδ(z) ∂
2
∂y2
+Dz ∂
2
∂z2
is the Fokker-Planck (transport) operator, and
Dxδ(y)δ(z), Dyδ(z) and Dz are the diffusion coeffi-
cients along the x, y and z directions, respectively.
The δ-functions δ(y)δ(z) in front of the second spatial
derivative with respect to x, mean that diffusion along
the backbone (x-axis) is allowed only at y = z = 0,
while the δ-function δ(z) in front of the second spatial
derivative with respect to y, means that the diffusion
along the main fingers (or branches) (y-axis) is allowed
only at z = 0. The z-axis is a secondary finger, an
auxiliary direction along which the particle performs
normal diffusion.
On the other hand, the diffusion process in one dimen-
sion under stochastic resetting was introduced by Evans
and Majumdar [4]. The corresponding equation is given
by
∂
∂t
P (x, t|x0) = D ∂
2
∂x2
P (x, t|x0)− rP (x, t|x0) + rδ(x− x0),
(2)
where the initial position reads P (x, t = 0|x0) = δ(x −
x0), D is the diffusion coefficient, r is the rate of resetting
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2FIG. 1: Three-dimensional comb-like structure, which is
a discrete caricature of the continuous 3D comb model
described by Eq. (1). It consists of the backbone along
the x axis and continuously distributed side-branches -
fingers along the y and z axes.
to the initial position, the second term on the right hand
side represents the loss of probability from the position x
due to reset to the initial position x0, and the third term
is the gain of probability at x0 due to resetting from
all other positions. This equation represents a renewal
process: each resetting event to the initial position x0
renews the process at a rate r. Between two consecutive
renewal events, the particle undergoes free diffusion [4].
It is known that this equation has a stationary solution
in the long time limit given by
Pst(x|x0) = 1√
4D/r e
− |x−x0|√D/r .
Afterwards, other types of motion and resetting mech-
anisms have been studied by introducing the two reset-
ting terms to the Fokker-Planck equation of the corre-
sponding process [5–13]. For instance, space-dependent
reset rates [5] or diffusion in a potential landscape [9] and
the telegraphers equation [11] have been analyzed under
this perspective. Other works have studied motion with
resetting by employing a renewal equation [14–27], which
has also been used to study the completion time of search
processes with resetting [28–34].
Multi-dimensional diffusion has already been studied
in the literature [6]. There, diffusion with resets in an
multi-dimensional, homogeneous, infinite media is stud-
ied. In this work we analyze the transport properties and
the long time behavior of diffusion in an heterogeneous
environment and determine the properties emerging from
resetting in the different space coordinates.
The paper is organized as follows. In Section II we con-
sider diffusion in a three-dimensional comb with global
exponential (Markovian) resetting. We give exact results
for the marginal probability density functions (PDFs),
stationary distributions and MSDs along all three axes.
We also confirm the analytical results by numerical sim-
ulations by employing a Langevin equation approach for
comb structure. Excellent agreement has been shown.
Diffusion in three-dimensional comb with exponential re-
setting to the backbone is considered in Section III and
the corresponding PDFs and MSDs are also found. In
Section IV exponential resetting to the fingers is an-
alyzed. We also discuss the resetting mechanisms in
two-dimensional comb-structures in Section V. In Section
VI we give detailed explanation of the topological con-
straint of the transport properties of both two- and three-
dimensional comb structures. Summary is provided in
Section VII.
II. GLOBAL RESETTING
A. Analytical results
We start our analysis by considering diffusion in a three
dimensional comb with global resetting, represented by
the equation
∂
∂t
P (x, y, z, t|x0, 0, 0) = LFPP (x, y, z, t|x0, 0, 0)
− rP (x, y, z, t|x0, 0, 0) + rδ(x− x0)δ(y)δ(z), (3)
with the initial position P (x, y, z, t = 0|x0) = δ(x −
x0)δ(y)δ(z). This equation can also be interpreted in
terms of a renewal process: each resetting event to the
initial position (x0, y0, z0) = (x0, 0, 0) renews the process
at a rate r. Between two consecutive renewal events, the
particle undergoes diffusion on the xyz-comb structure.
To find the solution of Eq. (3) we apply the Fourier
transformations∗ with respect to x, y and z, and the
Laplace transformation† with respect to t. Therefore, for
the PDF in the Fourier-Laplace domain we obtain, see
Supplemental material 1 for details of calculations,
Pˆ (kx, ky, kz, s|x0, 0, 0) = 1
s
× (s+ r)
1/4
(s+ r)1/4 + Dx
2
√
2Dy
√Dz
k2x
× (s+ r)
1/2
(s+ r)1/2 +
Dy
2
√Dz k
2
y
× (s+ r)
(s+ r) +Dzk2z
× eıkxx0 .
(4)
∗ The Fourier transform of a function f(ξ) is given by f(k) =
F [f(x)](k) = ∫∞−∞ f(ξ) eıkξ dξ. The inverse Fourier transform
then reads f(ξ) = F−1[f(k)](x) = 1
2pi
∫∞
−∞ f(k) e
−ıkξ dk.
† The Laplace transform of a function f(t) reads fˆ(s) =
L[f(t)](s) = ∫∞0 f(t) e−st dt.
3B. Marginal PDFs
In order to analyze the motion along all three direc-
tions, we analyze the marginal PDFs,
p1(x, t|x0) =
∫ ∞
−∞
∫ ∞
−∞
P (x, y, z, t|x0, 0, 0) dy dz (5)
p2(y, t|0) =
∫ ∞
−∞
∫ ∞
−∞
P (x, y, z, t|x0, 0, 0) dx dz, (6)
p3(z, t|0) =
∫ ∞
−∞
∫ ∞
−∞
P (x, y, z, t|x0, 0, 0) dx dy. (7)
In the Fourier-Laplace space, the marginal PDFs are
pˆ1(kx, s|x0) = Pˆ (kx, ky = 0, kz = 0, s|x0, 0, 0), (8)
pˆ2(ky, s|0) = Pˆ (kx = 0, ky, kz = 0, s|x0, 0, 0), (9)
pˆ3(kz, s|0) = Pˆ (kx = 0, ky = 0, kz, s|x0, 0, 0). (10)
Therefore, from Eqs. (4) and (8), for the marginal PDF
along the backbone we have
pˆ1(kx, s|x0) = s
−1(s+ r)1/4
(s+ r)1/4 +D1 k2x
eıkxx0 , (11)
where D1 = Dx
2
√
2Dy
√Dz
. By applying the inverse Fourier
transform we obtain
pˆ1(x, s|x0) = 1
2
√D1
s−1(s+ r)1/8e
− (s+r)1/8√D1 |x−x0|. (12)
From Eq. (11), by inverse Fourier-Laplace transforms we
arrive at the generalized (non-Markovian) diffusion equa-
tion along the backbone∫ t
0
γ(t− t′) ∂
∂t′
p1(x, t
′|x0) dt′ = D1 ∂
2
∂x2
p1(x, t|x0), (13)
where
γ(t) = t1/4E
1/4
1,5/4(−r t). (14)
Here
Eδα,β(z) =
∞∑
k=0
(δ)k
Γ(αk + β)
zk
k!
(15)
is the three parameter Mittag-Leffler function [40]‡ and
(δ)k = Γ(δ + k)/Γ(δ) is the Pochhammer symbol. The
‡ The Laplace transform of the three parameter Mittag-Leffler
function reads [40]
L
[
tβ−1Eδα,β(±atα)
]
(s) =
sαδ−β
(sα ∓ a)δ
, <(s) > |a|1/α.
Its asymptotic behaviors are given by [38, 39]
Eγα,β(−zα) '

1
Γ(β)
exp
(
−γ Γ(β)
Γ(α+β)
zα
)
, z  1.
z−αγ
Γ(β−αγ) , z  1.
initial condition is p1(x, t = 0|x0) = δ(x − x0). The
equation can also be written in the form
CD
1/4,1/4
1,−r,0+p1(x, t|x0) = D1
∂2
∂x2
p1(x, t|x0), (16)
where
CD
δ,µ
ρ,−ν,0+f(t) =
∫ t
0
(t− t′)−µE−δρ,1−µ (−νtρ)
df(t′)
dt′
dt′,
(17)
is a so-called regularized Prabhakar derivative [41], which
has many applications nowadays [42–44]. The stationary
PDF along the backbone, obtained in the long time limit,
becomes
p1,st(x|x0) = 1√
4D1/ 4
√
r
e
− |x−x0|√
D1/ 4
√
r . (18)
From Eqs. (4) and (9), for the PDF along the fingers
we find
pˆ2(ky, s|0) = s
−1(s+ r)1/2
(s+ r)1/2 +D2 k2y
, (19)
where D2 = Dy2√Dz . From here, by applying the inverse
Fourier transform we obtain
pˆ2(y, s|0) = (s+ r)
1/4
2s
√D2
e
− (s+r)1/4√D2 |y|. (20)
The marginal PDF p2(y, t|0) provides the transport equa-
tion along the main finger and it is governed by the equa-
tion∫ t
0
ζ(t− t′) ∂
∂t′
p2(y, t
′|0) dt′ = D2 ∂
2
∂y2
p2(y, t|0), (21)
with the initial condition p2(y, t = 0|0) = δ(y). Here the
kernel ζ(t) is
ζ(t) = t−1/2E−1/21,1/2(−rt) =
1√
pit
e−rt +
√
r erf
(√
rt
)
.
(22)
Eq. (21) can also be presented by means of the regularized
Prabhakar derivative (17). It reads
CD
1/2,1/2
1,−r,0+p2(y, t|0) = D2
∂2
∂y2
p2(y, t|0), (23)
or equivalently
TCD
1/2
r p2(y, t|0) = D2
∂2
∂y2
p2(y, t|0)
−√r
∫ t
0
erf
(√
r(t− t′)
) ∂
∂t′
p2(y, t
′|0) dt′, (24)
4where erf(z) = 2√
pi
∫ z
0
e−t
2
dt is the error function, while
TCD
α
b f(t) =
1
Γ(1− α)
∫ t
0
e−b(t−t
′)(t− t′)−α d
dt′
f(t′) dt′
(25)
is the tempered Caputo derivative with the exponential
truncation, where b > 0 is the truncation parameter [37,
42]. For the stationary PDF along the y direction, we
find
p2,st(y|0) = 1√
4D2/
√
r
e
− |y|√D2/√r . (26)
For the z direction, we have
pˆ3(kz, s|0) = s
−1(s+ r)
(s+ r) +Dzk2z
, (27)
that yields
pˆ3(z, s|0) = 1
2
√Dz
s−1(s+ r)1/2e
− (s+r)1/2√D3 |z|, (28)
where D3 = Dz. The corresponding equation for the
transport along secondary fingers reads∫ t
0
ξ(t− t′) ∂
∂t′
p3(z, t
′|0) dt′ = D3 ∂
2
∂z2
p3(z, t|0). (29)
where
ξ(t) = δ(t) + r, (30)
and it can be rewritten in the equivalent form
∂
∂t
p3(z, t|0) = D3 ∂
2
∂z2
p3(z, t|0)− rp3(z, t|0), (31)
which is a diffusion-absorption equation. The stationary
PDF along the z direction is
p3,st(z|0) = 1√
4D3/r
e
− |z|√D3/r . (32)
It is interesting to note that the obtained stationary
PDFs along each axis are exponential functions, so that
the global resetting does not modify the stationary state
with respect to the case of standard diffusion in one di-
mension under resetting, see Eq. (2). The global reset-
ting affects the transient dynamics towards the stationary
state only. For a given value of D for all three compo-
nents, the width of the PDF varies. This can be seen
from the analytical formulas, in which the width of the
exponential stationary PDF depends on r for the z com-
ponent, on
√
r for the y component and on 4
√
r for the x
component, see Eqs. (18), (26), (32). The obtained ana-
lytical results are verified by stochastic simulations with
the Langevin equation approach, see Section II D.
C. Mean squared displacements
In the section, we analyze the MSDs along all three
directions, 〈
x2(t)
〉
=
∫ ∞
−∞
x2 p1(x, t|x0) dx,
〈
y2(t)
〉
=
∫ ∞
−∞
y2 p2(y, t|0) dy,
〈
z2(t)
〉
=
∫ ∞
−∞
z2 p3(z, t|0) dz.
Taking into account corresponding solutions for the
marginal PDFs, we have〈
x2(t)
〉
= x20 + 2D1 t1/4E1/41,5/4(−rt)
= x20 + 2D1 t1/4
[
1
4
√
rt
− E3/4(rt)
Γ(1/4)
]
, (33)
where En(z) =
∫∞
1
e−zt
tn dt is the exponential integral
function. This corresponds to the transition from sub-
diffusion to localization
〈
x2(t)
〉 ∼ x20 + 2D1

t1/4
Γ(5/4) , rt 1
1
4
√
r
, rt 1.
For the y fingers we have〈
y2(t)
〉
= 2D2 erf(
√
rt)√
r
, (34)
that corresponds to the transition from subdiffusion to
localization as well,
〈
y2(t)
〉 ∼ 2D2

t1/2
Γ(3/2) , rt 1,
1√
r
, rt 1,
Eventually, the MSD for z- fingers reads〈
z2(t)
〉
= 2D3 1− e
−rt
r
, (35)
that corresponds to saturation in the long time limit,
〈
z2(t)
〉 ∼ 2D3
 t, rt 11
r , rt 1.
Therefore, unlike an initial transient behaviour all
the MSDs saturate towards a constant value (exhibit-
ing stochastic localization) as in the scenario of one-
dimensional diffusion with resets. This confirms the ex-
istence of a non-equilibrium stationary state, which has
been recently observed for many different dynamics un-
der constant-rate resets [22]. This variety of cases has
been also obtained from stochastic simulations of the
process based on a Langevin equation approach, see Sec-
tion II D.
5FIG. 2: Trajectory along individual axes with global stochastic resetting to the initial position (x0, y0, z0) = (0, 0, 0)
with rate r = 0.002 obtained from a Langevin simulation of the process. The resetting events are represented by
black dots. Dashed regions are introduced in order for these resetting events to be more visible.
D. Langevin equation approach. Numerical
simulations
To verify the analytical solution obtained in the pre-
vious section, we perform numerical calculations, consid-
ering a system of Langevin equations [45, 46], and where
resets, as a renewal process, can be easily performed,
see Ref. [47]. The system of coupled Langevin equations
reads
x(t+ ∆t) =
 x(0), with prob. r∆t,x(t) + β1A(y)B(z)ηx(t), with prob. (1− r∆t),
(36a)
y(t+ ∆t) =
 y(0), with prob. r∆t,y(t) + β2B(z)ηy(t), with prob. (1− r∆t),
(36b)
z(t+ ∆t) =
 z(0), with prob. r∆t,z(t) + β3ηz(t), with prob. (1− r∆t), (36c)
where β1, β2, β3 are constants related to the diffusion
coefficients D1, D2, D3, ηx(t), ηy(t), ηz(t) are zero mean
Gaussian noises (〈ηx(t)〉 = 0, 〈ηy(t)〉 = 0, 〈ηz(t)〉 = 0),
A(y) and B(z) are functions introduced to mimic δ-
functions (see Refs. [45, 48]), and r is the parameter of
the Poisson process. To replicate the Dirac δ-function,
diffusion across the x and y directions is permitted in
a narrow band of thickness 2ε along the x and y axes.
As a result, the noise in Eqs. (36a) and (36b) is multi-
plicative, however in Refs. [46, 48] the authors verified
that the value ε has no influence in the diffusive pro-
cess, as long as ε and the noise amplitudes β1, β2, β3
are of the same order of magnitude. In our simulations,
we have set ε = βx = βy = βz = 0.1. The noises ηx(t),
ηy(t), ηz(t), were sampled from a Gaussian distribution
N(0,∆t). The time evolution of the diffusive particle is a
renewal process, where each resetting event to (x0, y0, z0)
renews the process at a Poisson rate r.
This effect of stochastic resetting is modeled by sam-
pling a resetting time from an exponential distribution
with parameter r representing the time between two
events in a Poisson point process. During this reset-
ting time, the particle undergoes diffusion on the three-
dimensional comb and resets at (x0, y0, z0) afterwards.
Graphical representation of the simulations of particle
trajectories along all directions is given in Fig. 2.
Regarding the simulation of marginal PDFs and tem-
poral evolution of the variance, ensembles of 5×104 par-
ticle positions were simulated considering a time step of
∆t = 1 across a time span of 105 in order to observe
convergence of the processes, with the MSD being cal-
culated for each of the ensembles along all three direc-
tions σ2x(t) = 〈(x(t)−〈x(t)〉)2〉, σ2y(t) = 〈(y(t)−〈y(t)〉)2〉,
σ2z(t) = 〈(z(t) − 〈z(t)〉)2〉. In Fig. 3 we give comparison
of the analytical and simulation results for the marginal
PDFs, where we use that βi =
√
2Di, i = {1, 2, 3}, with
∆t = 1, see [45, 47]. In Fig. 4 we show the simulated time
evolution of the MSDs in the three directions. From the
simulation results one can verify that they are in a very
good agreement with the saturation values obtained an-
alytically, if one uses that 2Di = β2i . For more results
on the corresponding PDFs obtained by the numerical
simulations we refer to the Supplemental material 1.
6FIG. 3: Comparison of the analytical (solid lines) and
simulation (dots) results for the marginal PDFs for
global resetting with r = 0.002 at t = 100, and reset
position x0 = 0. More specifically, we show p1(x, t|0)
(blue line), p2(y, t|0) (red line) and p3(z, t|0) (green
line) for D1 = D1 = D3 = 0.005.
FIG. 4: MSDs along all three axes for global resetting
with rate r = 0.05. Each color corresponds to an axis, x
(blue), y (green), z (red) with and without resetting.
III. RESETTING TO THE BACKBONE
Global resetting takes the particle to a particular po-
sition of the comb (with the coordinates (x0, 0, 0) in
Eq. (3)). However, it is only one of many possible mech-
anisms of resetting. Here, we proceed with a slightly
softer resetting procedure, which takes the particle to
the backbone. This resetting is applied to the y and z
directions only, taking a walker being at (x, y, z) to the
point (x, 0, 0). In this case, the governing equation reads
∂
∂t
P (x, y, z, t|x0, 0, 0) = LFPP (x, y, z, t|x0, 0, 0)
+ rδ(y)δ(z)
∫ ∞
−∞
dy′
∫ ∞
−∞
dz′P (x, y′, z′, t|x0, 0, 0),
(37)
which differs from Eq. (3) in the last term only. This dif-
ference results from the difference between the global re-
setting and resetting to the backbone. In the former case
the particle is taken at the particular position (x0, 0, 0) as
stated by the δ(x−x0)δ(y)δ(z) term in Eq. (3). However,
in the latter case, considered here, the particle appears
at y = 0, z = 0 but the x position is not modified. Math-
ematically it can be written as the marginal distribution,
the double integral term in Eq. (72). From the Fourier-
Laplace transformations, we arrive at the following PDF
in the Fourier-Laplace space, see Supplemental material
2 for details,
Pˆ (kx, ky, kz, s|x0, 0, 0)
=
1
s
× s (s+ r)
−3/4
s (s+ r)−3/4 +D1 k2x
eikxx0
× (s+ r)
1/2
(s+ r)1/2 +D2 k2y
× s+ r
s+ r +D3 k2z
. (38)
From this equation, the marginal PDFs for the three axis
can be straightforwardly obtained as done in the previous
section:
pˆ1(kx, s) =
(s+ r)−3/4
s (s+ r)−3/4 +D1 k2x
eikxx0 , (39)
pˆ2(ky, s) =
s−1 (s+ r)1/2
(s+ r)1/2 +D2 k2y
, (40)
pˆ3(kz, s) =
s−1 (s+ r)
(s+ r) +D3 k2z
. (41)
Here we note that the corresponding equations, Eqs. (40)
and (41), for the marginal PDFs along the y and z di-
rections are the same as in the case of global resetting,
Eqs. (20) and (27), respectively. Along the backbone the
PDF is
pˆ1(x, s) =
1
2
√D1
s−1/2(s+ r)−3/8 e
− s1/2(s+r)−3/8√D1 |x−x0|,
(42)
which is governed by the equation
TCD
1/4
r p1(x, t|x0) = D1
∂2
∂x2
p1(x, t|x0), (43)
where TCD
α
b f(t) is the tempered fractional derivative
(25) of order 1/4.
The corresponding MSDs along y and z axes are the
same as those for the case of global resetting, since the
effect of the resetting in these two dimensions is equiva-
lent for both scenarios. However, the dynamics on the x
axis change substantially as reflected in the MSD
〈x2(t)〉 = x20 + 2D1 t1/4E−3/41,5/4(−r t). (44)
7FIG. 5: Trajectory along individual axes with stochastic resetting to the backbone with rate r = 0.002 obtained
from a Langevin simulation of the process. The resetting events are represented by black dots. Note that there is no
resetting along x axis but the dashed regions are given only for indication when the resetting events along y and z
axis occur.
Its asymptotics reads
〈
x2(t)
〉 ∼ x20 + 2D1

t1/4
Γ(5/4) , rt 1,
r3/4 t, rt 1.
(45)
. The resetting mechanism studied in this section en-
hances the transport since it returns particles to the x
axis. Consequently, instead of the saturation of a sta-
tionary value for the MSD, one can see from Eq. (91)
that in the long time limit, 〈x2(t)〉 ∼ t, i.e. it scales dif-
fusively. The short time limit scales as 〈x2(t)〉 ∼ t1/4, as
in the case of global resetting. This means that we ob-
serve accelerating transport along the backbone, ranging
from subdiffsuion to normal diffusion.
The numerical simulations of particle trajectories along
all three directions, by using the Langevin equations ap-
proach, are shown in Fig. 5. We see that while in the y
and z axis we observe recurrent returns to the origin, in
the x axis the motion does not return. Instead, it freely
moves away from the origin. In Fig. 6 we give comparison
of the analytical and simulation results for the marginal
PDFs from where one observes excellent agreement be-
tween both approaches. Same parameters for ε, βi and
Di as in the case of global resetting are used. The analyt-
ical results has also been confirmed by simulation results
of the MSDs given in Fig. 7, where the y and z compo-
nents of the MSD reach a stationary value while the MSD
in the x direction increases linearly. This is in agreement
with the analytical results found above. More simula-
tion results for the PDFs are given in the Supplemental
material 2.
IV. RESETTING TO THE MAIN FINGERS
Finally, we study the dynamics of the system when
the resetting applies to particle located at any secondary
finger along the z axis and moves to main finger (axis y
in Fig. 1). In this case, the governing equation reads
∂
∂t
P (x, y, z, t|x0, 0, 0) = LFPP (x, y, z, t|x0, 0, 0)
− rP (x, y, z, t|x0, 0, 0) + rδ(z)
∫ ∞
−∞
dz′P (x, y, z′, t|x0, 0, 0),
(46)
where the last term is now the marginal distribution in
the variables x and y. In the Fourier-Laplace space, the
solution of the equation reads, see Supplemental material
3 for details,
Pˆ (kx, ky, kz, s|x0, 0, 0)
=
1
s
× s
1/2 (s+ r)−1/4
s1/2 (s+ r)−1/4 +D1 k2x
eikxx0
× s (s+ r)
−1/2
s (s+ r)−1/2 +D2 k2y
× s+ r
s+ r +D3 k2z
. (47)
This also yields the images of the marginal PDFs for the
different axis. Eventually, we have
pˆ1(kx, s) =
s−1/2 (s+ r)−1/4
s1/2 (s+ r)−1/4 +D1 k2x
eikxx0 , (48)
pˆ2(ky, s) =
(s+ r)−1/2
s (s+ r)−1/2 +D2 k2y
, (49)
pˆ3(kz, s) =
s−1 (s+ r)
(s+ r) +D3 k2z
. (50)
8FIG. 6: Comparison of the analytical (solid lines) and
simulation (dots) results for the marginal PDFs for
resetting to the backbone with r = 0.002 at t = 100,
and reset position x0 = 0. We show p1(x, t|0) (blue
line), p2(y, t|0) (red line) and p3(z, t|0) (green line) for
D1 = D2 = D3 = 0.005.
FIG. 7: MSDs along all three axes for resetting to the
backbone with rate r = 0.05. The same color pattern as
in Fig. 4 is used.
From these expressions one obtains the corresponding
MSDs, which are
〈x2(t)〉 = x20 + 2D1 t1/4E−1/41,5/4(−r t), (51)
〈y2(t)〉 = 2D2 t1/2E−1/21,3/2(−r t)
= 2D2
[
e−rt
t1/2
Γ(1/2)
+
2rt+ 1
2
√
r
erf(
√
rt)
]
, (52)
and the MSD along the z axis is the same as in the pre-
vious cases. Their asymptotics read
〈
x2(t)
〉 ∼ x20 + 2D1

t1/4
Γ(5/4) , rt 1,
r1/4 t1/2
Γ(3/2) , rt 1,
(53)
〈
y2(t)
〉 ∼ 2D2

t1/2
Γ(3/2) , rt 1,
r1/2 t, rt 1,
(54)
In this case, the MSD in the x-axis behaves subdiffusively
with 〈x2(t)〉 ∼ t1/4 as in the case with no resetting, and
then it turns to 〈x2(t)〉 ∼ t1/2, which means an acceler-
ating subdiffusive transport. Along the y-axis, the MSD
scales as 〈y2(t)〉 ∼ t1/2 in the short time limit, and then
it turns to linear dependence in time 〈y2(t)〉 ∼ t. Along
the z-axis the MSD from the normal diffusive behavior
reaches a stationary value in the long time limit.
We also performed numerical simulations by using the
Langevin equations approach. Same parameters for ε,
βi and Di as previous are used. The simulation results
show very good agreement with the analytical results,
see Figs. 8, 9 and 10. For more details on analytical
computation and simulation results see also Supplemental
material 3.
V. REMARKS ON TWO DIMENSIONAL COMB
Here we note that the results obtained for the
three-dimensional xyz-comb can be used for the two-
dimensional xy-comb. The y and z axes in the three-
dimensional comb would correspond to the x and y axes
in the two-dimensional comb. Therefore, the results ob-
tained for the y and z directions in the three-dimensional
comb with resetting in the backbone correspond to the
results for the x and y directions in the two-dimensional
comb with global resetting. Furthermore, the results ob-
tained for the y and z directions in the three-dimensional
comb with resetting in the main fingers correspond to the
results for the x and y directions in the two-dimensional
comb with resetting in the fingers.
VI. REMARK ON THE THREE DIMENSIONAL
COMB GEOMETRY
The topological (comb) constraint of the transport
properties of both two- and three-dimensional combs
should be discussed as well. To that end, let us un-
derstand the role of the δ(y) and δ(z) functions in the
highly inhomogeneous diffusion coefficients in Eq. (1).
One should recognize that the singularity of the x and y
components of the diffusion tensor is the intrinsic trans-
port property of the comb model (1). Note that this
9FIG. 8: Trajectory along individual axes with stochastic resetting to the fingers with rate r = 0.002 obtained from a
Langevin simulation of the process. The resetting events are represented by black dots. Note that there is no
resetting along x and y axis but the dashed regions are given only for indication when the resetting events along z
axis occur.
FIG. 9: Comparison of the analytical (solid lines) and
simulation (dots) results for the marginal PDFs for
resetting to the fingers with r = 0.002 at t = 100, and
reset position x0 = 0. We show p1(x, t|0) (blue line),
p2(y, t|0) (red line) and p3(z, t|0) (green line) for
Dx = Dy = Dz = 1.
FIG. 10: MSDs along all three axes for resetting to the
fingers with rate r = 0.05. The same color pattern as in
Fig. 4 is used.
singularity of the diffusion coefficients relates to a non-
zero flux along the x backbone and y fingers, and for the
two dimensional case it was discussed in Refs. [49–52].
Here, we extend the arguments of Refs. [51, 52] for the
three dimensional case of Eq. (1). Let us consider the
Liouville equation
∂
∂t
P + div j = 0, (55)
where the three dimensional current j = (jx, jy, jz) de-
scribes Markov processes in Eq. (1). In this case, the
three-dimensional current reads
jx = −Dx(y, z) ∂
∂x
P (x, y, z, t), (56a)
jy = −Dy(z) ∂
∂y
P (x, y, z, t), (56b)
jz = −Dz ∂
∂z
P (x, y, z, t). (56c)
Here, we take a general diffusivity function in the x and
y directions Dx(y, z) and Dy(z), respectively (instead of
Dx δ(y)δ(z) and Dy δ(z) in Eq. (1)). Therefore, Eq. (55)
together with Eqs. (56), can be regarded as the three-
dimensional non-Markovian master equation.
Integrating Eq. (55) with respect to y and z from −/2
to /2:
∫ /2
−/2 dy . . . and
∫ /2
−/2 dz . . . , one obtains for the
l.h.s. of the equation, after application of the middle
point theorem, 2 ∂∂tP (x, y = 0, z = 0, t), which is exact
in the limit  → 0. This term can be neglected in this
limit  → 0. Considering integration of the r.h.s. of the
equation, one should bear in mind that this procedure is
artificial and its implementation needs some care. First
we consider the currents outside of the  vicinity of the x
backbone. In this case, according to the comb geometry,
jx = 0 and we consider a two-dimensional y − z comb.
Therefore, we perform integration with respect to z only.
From Eq. (56c) we obtain that this term responsible for
the transport in the z direction reads
Dz
[
P ′(x, y, z, t)
∣∣
z=

2
− P ′(x, y, z, t)∣∣
z=− 2
]
,
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where prime means derivative with respect to z. This
corresponds to the two outgoing fluxes from the y fingers
in the ±z directions: Fz(+) + Fz(−). The transport in
the y direction, after integration, is
Dy(z → 0) ∂2yP (x, y, z = 0, t) ≡ Fy .
It should be stressed that the second derivative over y,
presented in the form

∂2
∂y2
P =
[
∂
∂y
P (y + /2)− ∂
∂y
P (y − /2)
]
,
ensures both incoming and outgoing fluxes for Fy along
the y direction at a point y. Following the Kirchhoff’s
law, we have Fy + Fz(+) + Fz(−) = 0 for every point
y and at z = 0. Function Fy contains both incoming
and outgoing fluxes of the probability, while Fz(+) and
Fz(−) are both outgoing probability fluxes. If the lat-
ter outgoing fluxes are not zero, the flux Fy has to be
nonzero as well: Fy 6= 0, as containing an incoming flux.
Therefore, Dy(z → 0) 6= 0. Taking Dy(z) = 1pi Dyy2+2 ,
one obtains in the limit  → 0 a nonzero flux Fy with
Dy(z) = Dy δ(z), which is the diffusion coefficient in the
y direction in Eq. (55).
Now we perform integration in the  vicinity of the
x backbone, where we take into account the singular-
ity of the y component of diffusion coefficient, which is
Dy δ(z). We also admit that integration of the jz current
in Eq. (56c) with respect to y yields zero. Therefore, in-
tegration with respect to y and z yields from Eq. (56b)
the term responsible for the transport in the y direction
as follows
Dy
[
P ′(x, y, z = 0, t)
∣∣
y=

2
− P ′(x, y, z = 0, t)∣∣
y=− 2
]
.
Here prime means derivative with respect to y. This
corresponds to the two outgoing fluxes from the backbone
in the±y directions: Fy(+)+Fy(−). The transport along
the x direction, after integration of Eq. (56a), is
2D(y → 0, z → 0) ∂
2
∂x2
P (x, y = 0, z = 0, t) =
Fx(x+ ) + Fx(x− ) .
In complete analogy with the y coordinate, the second
derivative with respect to x, presented in the form

∂2
∂x2
P =
[
∂
∂x
P (x+ /2)− ∂
∂x
P (x− /2)
]
as  → 0, ensures both incoming and outgoing fluxes
for Fx along the x direction at a point x. Again, after
the integration, the Liouville equation is a kind of the
Kirchhoff’s law: Fx(+) + Fx(−) + Fy(+) + Fy(−) = 0
for each point x and at y = 0. Note, that the flax in
the z direction is zero due to the integration with respect
to y. Since outgoing fluxes are not zero, jx 6= 0 and
correspondingly the flux Fx ≡ Fx(+) + Fx(−) has to be
nonzero as well: Fx(±) 6= 0. Therefore, 2D(y → 0, z →
0) 6= 0. Now, taking the diffusion coefficient in the form
D(y, z) = 1pi
D
y2+2 · 1pi Dz2+2 , one obtains in the limit → 0
a nonzero flux Fx with D(y, z) = Dxδ(y)δ(z), which is
the diffusion coefficient in the x direction in Eqs. (1),
(55) and (56a).
VII. SUMMARY
We have studied the dynamics of a particle, which
diffusing in a three-dimensional heterogeneous comb-like
structure performs different types of resets. The hier-
archical structure of the three-dimensional comb allows
to study different resetting mechanisms that generate a
wide variety of dynamics depending on the strength of
the resetting mechanism. In particular, we studied thee
types of resets in the three-dimensional comb and their
influence on the dynamics of the MSD, and we found that
at the short time there is no influence on the transport
exponents, which remain the same as in the case without
resetting. However, at the long time limit, the system is
strongly affected by the resetting process which leads a
change in the transport exponents.
We studied three kinds of resetting: global resetting of
a particle from any point on the comb to a fixed point
at (x, y, z) = (x0, 0, 0) and two kinds of softer resetting,
where two coordinates (y = 0, z = 0) and one coordinate
(z = 0) are fixed. When resets are global, the MSDs
in x, y and z directions reach constant values exhibit-
ing stochastic localization, i.e. a non-equilibrium steady
state is reached. This result is in complete agreement
with the results observed for the dynamics of walkers
with constant rate resetting recently studied in the liter-
ature [4, 22]. For a softer version of resetting consisting
with two fixed coordinates, the walker returns to any po-
sitions at the backbone. It means that if the position
of the walker before the resetting is (x, y, z), then after
the reset it is (x, 0, 0). In this case, the dynamics for
the y and z axis remains the same as in the global re-
setting case, since the effect of the resetting to these two
coordinates is the same. However, in the x direction,
the resetting enhances the motion: it becomes subdif-
fusive
〈
x2(t)
〉 ∼ t1/4 for short times and then normal
diffusion takes place for the long time scale. The lat-
ter regime results from the fact that the mean waiting
time to stay in (y, z) fingers becomes finite due to re-
setting. Indeed, the reset time PDF now plays the role
of a waiting time PDF for the motion along the back-
bone (x direction). Since the reset time PDF is expo-
nential (i.e., constant rate resetting or Markovian reset-
ting process), the motion in the x direction becomes dif-
fusive in the long time limit. For the softer resetting
with one fixed z-coordinate, a stationary regime takes
place in the z fingers only. In the x and y directions
the transport is enhanced with the MSDs behaving as
follows: 〈x2(t)〉 ∼ t1/2 and 〈y2(t)〉 ∼ t. The obtained
diffusion equations for the marginal PDFs shed light on
11
the physical relevance of usage of the regularized Prab-
hakar derivative in diffusion theory. They could describe
diffusion processes on comb structures with stochastic re-
setting.
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Supplemental material: Stochastic resetting on comb-like structures, V. Domazetoski, A. Maso´-Puigdellosas,
T. Sandev, V. Me´ndez, A. Iomin and L. Kocarev
1. Solutions for diffusion with global resetting
The diffusion equation in a three-dimensional comb with global resetting can be represented by
∂
∂t
P (x, y, z, t|x0, 0, 0) = Dxδ(y)δ(z) ∂
2
∂x2
P (x, y, z, t|x0, 0, 0) +Dyδ(z) ∂
2
∂y2
P (x, y, z, t|x0, 0, 0)
+Dz ∂
2
∂z2
P (x, y, z, t|x0, 0, 0)− rP (x, y, z, t|x0, 0, 0) + rδ(x− x0)δ(y)δ(z). (57)
Here we consider the initial condition P (x, y, z, t = 0|x0) = δ(x−x0)δ(y)δ(z). The Laplace transformation of Eq. (57)
reads
sPˆ (x, y, z, s|x0, 0, 0)− δ(x− x0)δ(y)δ(z) = Dxδ(y)δ(z) ∂
2
∂x2
Pˆ (x, y, z, s|x0, 0, 0) +Dyδ(z) ∂
2
∂y2
Pˆ (x, y, z, s|x0, 0, 0)
+Dz ∂
2
∂z2
Pˆ (x, y, z, s|x0, 0, 0)− rPˆ (x, y, z, s|x0, 0, 0) + r
s
δ(x− x0)δ(y)δ(z).
(58)
Then, by Fourier transform with respect to x, y and z we obtain
sPˆ (kx, ky, kz, s|x0, 0, 0)− eıkxx0 = −Dxk2xPˆ (kx, y = 0, z = 0, s|x0, 0, 0)−Dyk2yPˆ (kx, ky, z = 0, s|x0, 0, 0)
−Dzk2z Pˆ (kx, ky, kz, s|x0, 0, 0)− rPˆ (kx, ky, kz, s|x0, 0, 0) +
r
s
eıkxx0 . (59)
from where it follows
Pˆ (kx, ky, kz, s|x0, 0, 0) = s
−1(s+ r)eıkxx0
(s+ r +Dzk2z)
− Dxk
2
xPˆ (kx, y = 0, z = 0, s|x0, 0, 0)
(s+ r +Dzk2z)
− Dyk
2
yPˆ (kx, ky, z = 0, s|x0, 0, 0)
(s+ r +Dzk2z)
,
(60)
The inverse Fourier transform with respect to kz yields
Pˆ (kx, ky, z, s|x0, 0, 0) = (s+ r)
−1/2
2
√Dz
[
s−1(s+ r)eıkxx0 −Dxk2xPˆ (kx, y = 0, z = 0, s|x0, 0, 0)
−Dyk2yPˆ (kx, ky, z = 0, s|x0, 0, 0)
]
e
−
√
s+r
Dz |z|, (61)
from where we find Pˆ (kx, ky, z = 0, s|x0, 0, 0),
Pˆ (kx, ky, z = 0, s|x0, 0, 0) = 1Dy
s−1(s+ r)eıkxx0 −Dxk2xPˆ (kx, y = 0, z = 0, s|x0, 0, 0)
2
√Dz
Dy (s+ r)
1/2 + k2y
. (62)
By applying the inverse Fourier transform with respect to ky, we have
Pˆ (kx, y, z = 0, s|x0, 0, 0) = (s+ r)
−1/4
2
√
2Dy
√
Dz
[
s−1(s+ r)eıkxx0 −Dxk2xPˆ (kx, y = 0, z = 0, s|x0, 0, 0)
]
e
−
√
2
√Dz
Dy , (63)
and thus
Pˆ (kx, y = 0, z = 0, s|x0, 0, 0) = 1Dx
s−1(s+ r)eıkxx0
2
√
2Dy
√Dz
Dx (s+ r)
1/4 + k2x
. (64)
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Therefore, we finally obtain
Pˆ (kx, ky, kz, s|x0, 0, 0) = s−1 (s+ r)
1/4
(s+ r)1/4 + Dx
2
√
2Dy
√Dz
k2x
× (s+ r)
1/2
(s+ r)1/2 +
Dy
2
√Dz k
2
y
× (s+ r)
(s+ r) +Dzk2z
× eıkxx0 . (65)
After we find the marginal PDFs we will analyze the mean squared displacements along all three directions,〈
x2(t)
〉
=
∫∞
−∞ x
2 p1(x, t|x0) dx,
〈
y2(t)
〉
=
∫∞
−∞ y
2 p2(y, t|0) dy, and
〈
y2(t)
〉
=
∫∞
−∞ z
2 p3(z, t|0) dz. Therefore, we have
〈
x2(t)
〉
= 2
 Dx
2
√
2Dy
√Dz
L−1 [ s−1
(s+ r)1/4
]
= 2
 Dx
2
√
2Dy
√Dz
 t1/4E1/41,5/4(−rt)
= 2
 Dx
2
√
2Dy
√Dz
 t1/4 [ 1
4
√
rt
− E3/4(rt)
Γ(1/4)
]
, (66)
where
Eδα,β(z) =
∞∑
k=0
(δ)k
Γ(αk + β)
zk
k!
(67)
is the three parameter Mittag-Leffler function, and (δ)k = Γ(δ + k)/Γ(δ) is the Pochhammer symbol, En(z) =∫∞
1
e−zt
tn dt is the exponential integral function,〈
y2(t)
〉
= 2
( Dy
2
√Dz
)
L−1
[
s−1
(s+ r)1/2
]
= 2
( Dy
2
√Dz
)
t1/2E
1/2
1,3/2(−rt) = 2
( Dy
2
√Dz
)
erf(
√
rt)√
r
, (68)
where erf(z) = 2√
pi
∫ z
0
e−t
2
dt gives the error function, and
〈
z2(t)
〉
= 2Dz L−1
[
s−1
s+ r
]
=
2Dz
r
[
1− e−rt] . (69)
The Laplace transform of the three parameter Mittag-Leffler function (67) reads
L [tβ−1Eδα,β(±atα)] (s) = sαδ−β
(sα ∓ a)δ
, <(s) > |a|1/α, (70)
and its asymptotic behaviors are given by
Eγα,β(−zα) '
 1Γ(β) exp
(
−γ Γ(β)Γ(α+β)zα
)
, z  1.
z−αγ
Γ(β−αγ) , z  1.
(71)
In Figs. 11, and 12, we give graphical representations of the PDFs of the process without resetting and under global
resetting. The results are obtained by numerical simulations similar to the ones elaborated in Sec. II D, with different
values of the ensemble size of 2× 104 and the time span of 54.
2. Solutions for diffusion with reseting to the backbone
Previously we have studied a resetting mechanism which takes the particle to a particular position of the comb,
the coordinate (x0, 0, 0). Here, we proceed to analyse a slightly different resetting procedure, consisting on taking the
particle to the backbone. This is, if the particle is at any position (x, y, z), the resetting consists on taking it to the
position (x, 0, 0) of the state space. In this case, the Fokker-Planck equation reads
∂
∂t
P (x, y, z, t|x0, 0, 0) = Dxδ(y)δ(z) ∂
2
∂x2
P (x, y, z, t|x0, 0, 0) +Dyδ(z) ∂
2
∂y2
P (x, y, z, t|x0, 0, 0) +Dz ∂
2
∂z2
P (x, y, z, t|x0, 0, 0)
− rP (x, y, z, t|x0, 0, 0) + rδ(y)δ(z)
∫ ∞
−∞
dy′
∫ ∞
−∞
dz′P (x, y′, z′, t|x0, 0, 0).
(72)
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FIG. 11: Non-normalized PDF along (a) x direction, (b) y direction, and (c) z direction, for r = 0 (no resetting).
Here, instead of appearing at the particular position (x0, 0, 0) as stated by δ(x − x0)δ(y)δ(z), the particle appears
at y = 0, z = 0 but the x position is not modified and, therefore, it can be mathematically written as the marginal
distribution (double integral term in Eq. (72)). In order to solve the equation for the propagator P (x, y, z, t|x0, 0, 0),
we apply the Fourier-Laplace transform as done in the previous case to obtain
sPˆ (kx, ky, kz, s|x0, 0, 0)− eikxx0 = −Dxk2xPˆ (kx, y = 0, z = 0, s|x0, 0, 0)−Dyk2yPˆ (kx, ky, z = 0, s|x0, 0, 0)
−Dzk2z Pˆ (kx, ky, kz, s|x0, 0, 0)− rPˆ (kx, ky, kz, s|x0, 0, 0)
+ rPˆ (kx, ky = 0, kz = 0, s|x0, 0, 0).
(73)
Now, isolating the propagator one gets
Pˆ (kx, ky, kz, s|x0, 0, 0) = e
ikxx0
s+ r +Dzk2z
− Dxk
2
xPˆ (kx, y = 0, z = 0, s|x0, 0, 0)
s+ r +Dzk2z
− Dyk
2
yPˆ (kx, ky, z = 0, s|x0, 0, 0)
s+ r +Dzk2z
+
rPˆ (kx, ky = 0, kz = 0, s|x0, 0, 0)
s+ r +Dzk2z
.
(74)
Let us proceed to find the three unknown terms on the right hand side. Taking ky = kz = 0 one can isolate
Pˆ (kx, ky = 0, kz = 0, s|x0, 0, 0) = e
ikxx0
s
− Dxk
2
xPˆ (kx, y = 0, z = 0, s|x0, 0, 0)
s
, (75)
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FIG. 12: Non-normalized PDF along (a) x direction, (b) y direction, and (c) z direction, for global resetting with
rate r = 0.002.
with which the equation for the propagator reads
Pˆ (kx, ky, kz, s|x0, 0, 0) = s+ r
s+ r +Dzk2z
eikxx0
s
− s+ r
s+ r +Dzk2z
Dxk2x
s
Pˆ (kx, y = 0, z = 0, s|x0, 0, 0)
− Dyk
2
yPˆ (kx, ky, z = 0, s|x0, 0, 0)
s+ r +Dzk2z
.
(76)
The other two terms can be obtained by taking the inverse Fourier transform of ky and kz and evaluating at y = 0
and z = 0 respectively. Starting by the last, one gets that
Pˆ (kx, ky, z = 0, s|x0, 0, 0) = s+ r
2
√
Dz(s+ r) +Dyk2y
1
s
(
eikxx0 −Dxk2xPˆ (kx, y = 0, z = 0, s|x0, 0, 0)
)
. (77)
Proceeding similarly for the y variable one gets
Pˆ (kx, y = 0, z = 0, s|x0, 0, 0) = e
ikxx0
2 ss+r
√
2Dy
√
Dz(s+ r) +Dxk2x
. (78)
Putting all the elements into Eq. (76) and simplifying some terms one gets the following explicit expression for the
propagator:
Pˆ (kx, ky, kz, s|x0, 0, 0) =
eikxx04
√
2Dy
√Dz(s+ r)√Dz(s+ r)
(s+ r +Dzk2z)
(
2
√Dz(s+ r) +Dyk2y)(2 ss+r√2Dy√Dz(s+ r) +Dxk2x) . (79)
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FIG. 13: Non-normalized PDF along (a) x direction, (b) y direction, and (c) z direction, for resetting to the
backbone with rate r = 0.002.
Finally, from these expressions one can get the corresponding MSD,
〈x2(t)〉 = x20 +
Dx√
2Dy
√Dz
L−1
[
(s+ r)3/4
s2
]
= x20 +
Dx√
2Dy
√Dz
t1/4E
−3/4
1,5/4(−r t), (80)
〈y2(t)〉 = Dy√Dz
L−1
[
1
s(s+ r)1/2
]
=
Dy√Dz
erf(
√
rt)√
r
(81)
〈z2(t)〉 = 2Dz L−1
[
1
s(s+ r)
]
= 2Dz 1− e
−rt
r
. (82)
In Fig. 13, we give graphical representations of the PDFs of the process under resetting to the backbone.
3. Solutions for diffusion with reseting to the main fingers
Finally, we study the dynamics of the system when, instead of taking the particle to a fixed position in the x axis
or to the backbone, the resetting only applies to the z axis, taking the particle to the corresponding main finger. In
17
this case, the governing equation reads
∂
∂t
P (x, y, z, t|x0, 0, 0) = Dxδ(y)δ(z) ∂
2
∂x2
P (x, y, z, t|x0, 0, 0) +Dyδ(z) ∂
2
∂y2
P (x, y, z, t|x0, 0, 0) +Dz ∂
2
∂z2
P (x, y, z, t|x0, 0, 0)
− rP (x, y, z, t|x0, 0, 0) + rδ(z)
∫ ∞
−∞
dz′P (x, y′, z′, t|x0, 0, 0),
(83)
where the last term is now the marginal distribution in the variables x and y instead of only the x variable. The
corresponding equation in the Fourier-Laplace space reads
sPˆ (kx, ky, kz, s|x0, 0, 0)− eikxx0 = −Dxk2xPˆ (kx, y = 0, z = 0, s|x0, 0, 0)−Dyk2yPˆ (kx, ky, z = 0, s|x0, 0, 0)
−Dzk2z Pˆ (kx, ky, kz, s|x0, 0, 0)− rPˆ (kx, ky, kz, s|x0, 0, 0)
+ rPˆ (kx, ky, kz = 0, s|x0, 0, 0),
(84)
from which the propagator can be isolated to give
Pˆ (kx, ky, kz, s|x0, 0, 0) = e
ikxx0
s+ r +Dzk2z
− Dxk
2
xPˆ (kx, y = 0, z = 0, s|x0, 0, 0)
s+ r +Dzk2z
− Dyk
2
yPˆ (kx, ky, z = 0, s|x0, 0, 0)
s+ r +Dzk2z
+
rPˆ (kx, ky, kz = 0, s|x0, 0, 0)
s+ r +Dzk2z
.
(85)
and, by taking kz = 0, we can isolate the following expression for the marginal PDF:
Pˆ (kx, ky, kz = 0, s|x0, 0, 0) = e
ikxx0
s
− Dxk
2
xPˆ (kx, y = 0, z = 0, s|x0, 0, 0)
s
− Dyk
2
yPˆ (kx, ky, z = 0, s|x0, 0, 0)
s
. (86)
Introducing this expression to Eq. (85) we get
Pˆ (kx, ky, kz, s|x0, 0, 0) = s+ r
s(s+ r +Dz k2z)
(
eikxx0 −Dx k2xPˆ (kx, y = 0, z = 0, s|x0, 0, 0)−Dy k2yPˆ (kx, ky, z = 0, s|x0, 0, 0)
)
.
(87)
As done for the previous cases, the two unknown terms remaining on the right hand side can be found by applying
the inverse Fourier transform with respect to the y and z variables to Eq. (87) and evaluating at y = z = 0. Starting
by the last, one finds that
Pˆ (kx, ky, z = 0, s|x0, 0, 0) = 1
2 ss+r
√Dz(s+ r) +Dyk2y
(
eikxx0 −Dx k2xPˆ (kx, y = 0, z = 0, s|x0, 0, 0)
)
(88)
and proceeding equally for the y variable:
Pˆ (kx, y = 0, z = 0, s|x0, 0, 0) = e
ikxx0
2
√
2Dy ss+r
√Dz(s+ r) +Dx k2x . (89)
Putting all the elements together one finds a formal expression for the propagator:
Pˆ (kx, ky, kz, s|x0, 0, 0) =
4eikxx0
√Dz(s+ r)√2Dy ss+r√Dz(s+ r)
(s+ r +Dz k2z)
(
2 ss+r
√Dz(s+ r) +Dy k2y)(2√2Dy ss+r√Dz(s+ r) +Dx k2x) . (90)
Finally, the corresponding MSD in the Laplace space read
〈x2(t)〉 = x20 +
Dx√
2Dy
√Dz
L−1
[
(s+ r)1/4
s3/2
]
= x20 +
Dx√
2Dy
√Dz
t1/4E
−1/4
1,5/4(−r t), (91)
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FIG. 14: Non-normalized PDF along (a) x direction, (b) y direction, and (c) z direction, for resetting to the fingers
with rate r = 0.002.
〈y2(t)〉 = Dy√Dz
L−1
[
(s+ r)1/2
s2
]
=
Dy√Dz
t1/2E
−1/2
1,3/2(−r t) =
Dy√Dz
[
e−rt
t1/2
Γ(1/2)
+
2rt+ 1
2
√
r
erf(
√
rt)
]
, (92)
〈z2(t)〉 = 2Dz L−1
[
1
s(s+ r)
]
=
2Dz
r
[
1− e−rt] . (93)
In Fig. 14, we give graphical representations of the PDFs of the process under resetting to the backbone.
