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Abstract
By modifying the derivation of Mandelstam-Tamm bound we find, in ab-
stract setting, two alternative versions of the speed bound. Together with the
original one they are applied to both quantum and classical dynamics which
allows to: (i) find the quantum counterparts of classical speed limits derived
recently (Phys, Rev. Lett. 120 (2018), 070402); (ii) discuss the classical-
quantum correspondence based on standard relation between Wigner’s func-
tion and classical probability distribution on phase space. A simple example
is also provided which makes the existence of classical bound evident; more-
over, this bound can be saturated under the same conditions as its quantum
counterpart.
I Introduction
There exist two seminal results concerning the bounds on the speed of evolution
of quantum states and related ability to distinguish quantum states connected via
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time evolution. The first one, due to Madelstam and Tamm, is expressed in terms
of energy dispersion of initial state [1]. Quite unexpectably, Margolus and Levitin
[2] established an independent bound based on the expectation value of excitation
energy. Unifying both results one obtains the following constraint on orthogonal-
ization time [3]
t⊥ ≥ max
(
pi~
2 (〈E〉 − E0) ,
pi~
2∆E
)
. (1)
These results were further analyzed, extended and applied in various contexts in
numerous papers [4]÷[26].
Due to the appearance of Planck’s constant on the right hand side of (1) one
could argue that the bound on the speed of evolution is purely quantum phe-
nomenon. However, recently there appeared the papers [27], [28] showing that such
a conclusion is premature. Okuyama and Ohzeki [28] considered purely classical dy-
namics described by Liouville equation. It may be formulated as unitary evolution
in the Hilbert space of square integrable functions on classical phase space. From
this point of view one can derive the bound on classical evolution speed by applying
quantum mechanical techniques. This results in (a family of) bound on the speed
of classical evolution which may be viewed as classical counterpart of Mandelstam-
Tamm bound. The authors derived also another bound which they considered to
be the counterpart of Levitin-Margolus [2] inequality. However, it is always weaker
than the previous one. In fact, although it is derived using similar technique to that
presented in [2] it has a different structure due to the absence of the ”ground state”
in Liouvillian case.
Shanahan et. al. [27] derived a quantum speed bound in terms of Wigner’s
function and studied its limit as ~→ 0; they also derived the classical bound directly.
Their bound is weaker than the standard Mandelstam-Tamm one. Moreover, in
order to study the classical limit they rely on rather unorthodox interpretation of
Wigner’s function [29], [30].
In the present paper we derive a number of bounds on the speed of evolution
of positive operators under the action of one-parameter unitary group generated
by some hermitean operator. Generally speaking, we follow the original line of
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thought [1] (cf. also [5]). However, in order to derive one version of the bound
we use the weaker form of uncertaintly principle. What is more important, we
note that Mandelstam-Tamm reasoning can be lifted to the level of Hilbert space
of Hilbert-Schmidt operators acting in the initial Hilbert space. This extended
formal framework allows us to rederive all bounds found in Refs. [27] and [28],
both in classical and quantum cases. Moreover, we find the quantum counterparts
of classical bounds derived in Ref. [28] (this is possible because when lifting the
bounds to the space of Hilbert-Schmidt operator one can view initial mixed states
as pure ones); we also discuss the quantum-to-classical correspondence considered
in [27] referring only to standard relation between Wigner’s function and classical
probability distribution of phase space. The emerging picture becomes complete
except that the ~ → 0 limit is taken formally. We point out the subtleties of the
quantum-to-classical transition related to the complicated structure of phase space
flows for general (nonintegrable) dynamical systems.
Finally, we present a very simple example of quantum system which can be
equivalently described in terms of Hamiltonian flow on some sympletic manifold.
Although this example concerns spin 1
2
dynamics, it may be almost immediately
generalized to a large class of Lie groups and corresponding coherent states. For
the Hamiltonians linear in group generators the quantum dynamics is equivalent
to some classical Hamiltonian one making the existence of classical Mandelstam-
Tamm bounds evident; for more general Hamiltonians it is even possible to study
the genuine ~ → 0 limit. What is more some of the systems obtained in this way
are physically relevant.
II Formal derivation of Mandelstam-Tamm inequal-
ities
In this section we derive the Mandelstam-Tamm-like inequalities as formal relations,
abstracting from their physical context, whether classical or quantum. The general
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setting is provided by a Hilbert space H together with a family of positive trace one
operators ρ(t), t ∈ R, acting in H. They obey the following dynamical equation
iρ˙(t) =
[
Xˆ, ρ(t)
]
(2)
with Xˆ being a selfadjoint operator. Let us remind the derivation of Mandelstam-
Tamm inequality (cf., for example, Refs. [1],[5]). We are interested in the behaviour
of the quantity defined by
F (t) ≡ Tr (ρ(0)ρ(t)) ≡ 〈ρ(t)〉0 (3)
where 〈Aˆ〉0 ≡ Tr
(
ρ(0)Aˆ
)
. Due to
0 < Tr
(
ρ2(0)
) ≤ Tr (ρ(0)) = 1 (4)
we can set
Tr
(
ρ2(0)
)
= cos2 ϕ, 0 ≤ ϕ < pi
2
. (5)
Eqs. (2) and (3) result in the following equation of motion
F˙ (t) =
1
i
〈[
Xˆ, ρ(t)
]〉
0
. (6)
The uncertainty principle (viewed as a formal relation between certain matrix ele-
ments, independently of a particular physical interpretation) yields∣∣∣∣1i 〈[Xˆ, ρ(t)]〉0
∣∣∣∣ ≤ 2(∆Xˆ)
0
(∆ρ(t))0 (7)
where (∆Xˆ)20 ≡ 〈Xˆ2〉0 − 〈Xˆ〉20, etc.
In particular,
(∆ρ(t))20 =
〈
ρ2(t)
〉
0
− 〈ρ(t)〉20 ≤ 〈ρ(t)〉0 − 〈ρ(t)〉20 ≡ F (t)− F 2(t). (8)
Eqs. (6)÷(8) give ∣∣∣F˙ (t)∣∣∣ ≤ 2(∆Xˆ)
0
√
F (t)− F 2(t) (9)
or, integrating from 0 to t
− 2
(
∆Xˆ
)
0
t ≤
F (t)∫
cos2 ϕ
dF√
F − F 2 ≤ 2
(
∆Xˆ
)
0
t (10)
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and, finally,
F (t) ≥ cos2
(
(∆Xˆ)0t+ ϕ
)
, 0 ≤ t ≤
pi
2
− ϕ
(∆Xˆ)0
. (11)
Eq. (11) is the original Mandelstam-Tamm inequality. In particular, for ρ(t) =
|Ψ(t)〉 〈Ψ(t)| (pure states) one finds ϕ = 0 and
|〈Ψ(t)|Ψ(0)〉|2 ≥ cos2
(
(∆Xˆ)0t
)
(12)
or
|〈Ψ(t)|Ψ(0)〉| ≥ cos
(
(∆Xˆ)0t
)
. (13)
We can modify the above derivation in the following way. Instead of using uncer-
tainty principle we rewrite the right hand side of eq. (6) as follows
1
i
〈[
Xˆ, ρ(t)
]〉
0
=
1
i
Tr
(
ρ(0)
[
Xˆ, ρ(t)
])
= −1
i
Tr
(
ρ(t)
[
Xˆ, ρ(0)
])
. (14)
Applying the Schwarz inequality |Tr (A+B)| ≤√Tr (A+A)√Tr (B+B) we find∣∣∣F˙ (t)∣∣∣ = ∣∣∣∣1iTr(ρ(t) [ρ(0), Xˆ])
∣∣∣∣ ≤
≤
√
Tr (ρ2(t)) ·
√
−Tr
([
ρ(0), Xˆ
]2)
≤
√
−Tr
([
ρ(0), Xˆ
]2)
.
(15)
Integrating over time from 0 to t one obtains
F (t) ≥ cos2 ϕ−
√
−Tr
([
ρ(0), Xˆ
]2)
· t. (16)
In particular, for pure states one finds [27]
− Tr
([
ρ(0), Xˆ
]2)
= 2 (∆X)20 (17)
and eq. (16) takes the form
F (t) ≥ 1−
√
2 (∆X)0 t. (18)
Next, consider yet another approach obtained by lifting the original Mandelstam-
Tamm reasoning to the level of Hilbert space of linear operators acting in the orig-
inal Hilbert space H. Namely, consider the Hilbert space HHS of Hilbert-Schmidt
operators acting in H, equipped with the scalar product
(A,B) ≡ Tr (A+B) . (19)
5
The generator Xˆ acting in the Hilbert space H is replaced by the selfadjoint (with
respect to the scalar product (19)) operator Xˆ defined by
XˆA ≡
[
Xˆ, A
]
, A ∈ HHS. (20)
Now, if XˆAn = λnAn, then λn ∈ R and XˆA+n = −λnA+n , so the spectrum of Xˆ is
symmetric with respect to 0.
Consider the pure state in HHS defined by the normalized vector |Ψ(t)〉 = ρ(t)cosϕ ∈
HHS. The hermicity of ρ(t) implies the following eigenfunction expansion in terms
of eigenbasis of Xˆ :
ρ(t)
cosϕ
=
∞∑
n=−∞
αn(t)An, A−n = A+n , α¯n = α−n; (21)
as a result the expectation value 〈Xˆ 〉0 vanishes (cf. [28]). Eq. (13), adapted to this
context, yields
Tr (ρ(0)ρ(t))
cos2 ϕ
≥ cos
(√(
Xˆ 2
)
0
· t
)
(22)
or, in terms of Xˆ
Tr (ρ(0)ρ(t))
cos2 ϕ
≥ cos

√√√√√−Tr
([
Xˆ, ρ(0)
]2)
cos2 ϕ
· t
 . (23)
In particular, if ρ(t) itself represents a pure state in H, one finds ϕ = 0 and
Tr (ρ(0)ρ(t)) ≥ cos
(√
2
(
∆Xˆ
)
0
t
)
. (24)
Eqs. (22) and (24) provide the third form of Mandelstam-Tamm inequality.
Let us compare three versions of bounds derived above. It is easy to check that
the following inequalities hold (cf. Fig. 1)
cos2 y ≥ cos
(√
2y
)
≥ 1−
√
2y, 0 ≤ y ≤ pi
2
. (25)
Therefore, by comparying eqs. (12), (18) and (24) one finds that, at least for pure
states, the original Mandelstam-Tamm bound (12) is the most optimal among the
three bounds considered above.
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Figure 1: Graphs of the functions cos2 y, cos
√
2y and 1−√2y.
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III The classical speed bounds
The formal scheme sketched above can be applied to the problem of classical Hamil-
tonian evolution [28]. This is because the classical Liouville equation may be refor-
mulated as dynamical equation in the Hilbert space of square integrable functions on
phase space. Let ρ(x, p, t) ((x, p) stands for the collective set of canonical variables)
be the probability density of classical states. The classical Hamiltonian dynamics
is encoded in Liouville equation
i
∂ρ(x, p, t)
∂t
= (Lˆρ)(x, p, t) (26)
where the Liouvillian Lˆ is defined by
(Lˆρ)(x, p, t) ≡ i {H, ρ} (x, p, t) = i
f∑
k=1
(
∂H
∂xk
∂ρ
∂pk
− ∂H
∂pk
∂ρ
∂xk
)
(x, p, t) (27)
i.e.
Lˆ ≡ i
f∑
k=1
(
∂H
∂xk
∂
∂pk
− ∂H
∂pk
∂
∂xk
)
(28)
is a selfadjoint first order differential operator acting in the Hilbert space of square
integrable functions on phase space.
It easy to check that Lˆ has symmetric spectrum [28]: if Lˆf = λf then Lˆf¯ =
−λf¯ ; therefore, (ρ, Lˆρ) = 0 for real ρ(x, p) [28]. Assuming that ρ(x, p, 0) is square in-
tegrable one can use eq. (13) with |Ψ(t)〉 indentifed with 1
c
ρ(x, p, t), c2 ≡ ∫ dxdp ρ2(x, p, 0)
and Xˆ = Lˆ; then (∆Xˆ)20 ≡ (∆Lˆ)20 = (Lˆ2)0 = 1c2 (ρ, Lˆ2ρ). Thus we arrive at the in-
equality
(ρ(0), ρ(t))
c2
≥ cos

√
(ρ, Lˆ2ρ)
c
· t
 , 0 ≤ t ≤ pic
2
√
(ρ, Lˆ2ρ)
(29)
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which is equivalent to eq. (19) from Ref. [28] (for α = 1).
Eq. (29) may be easily generalized. For any differentiable functionG(y), G (ρ(x, p, t))
obeys Liouville equation (26) provided ρ(x, p, t) does. If G is such that G(ρ(x, p, t))
is real, positive and square integrable one may repeat the above reasoning leading
to (29), arriving at the whole variety of bounds. In Ref. [28] the choice G(y) = yα
has been made leading to
(ρα(t), ρα(0))
c2α
≥ cos

√
(ρα, Lˆ2ρα)
cα
· t
 (30)
with c2α ≡
∫
dxdp ρ2α(x, p, 0) (cf. eq. (19) in Ref. [28]).
In terms of classical Hamiltonian equation (29) takes the form
∫
dxdp ρ(0)ρ(t)
c2
≥ cos

√∫
dxdp {H, ρ(0)}2
c
· t
 . (31)
and similar inequalities are obtained upon replacing ρ→ ρα.
Another classical speed bound has been obtained in Ref. [27]. It can be derived
in the present framework as follows. Due to the inequality cos(λt) ≥ 1− λt, λ ≥ 0,
t ≥ 0, eq. (13) implies
|〈Ψ(t)|Ψ(0)〉| ≥ 1− (∆Xˆ)0 · t. (32)
Taking again Xˆ = Lˆ and |Ψ(t)〉 = √ρ(t) we find
∫
dxdp
√
ρ(0)ρ(t) ≥ 1−
√∫
dxdp
∣∣∣Lˆ√ρ(0)∣∣∣2 · t (33)
which should be compared with eqs. (22)÷(29) from Ref. [27]. Eq. (33) may be
rewritten as ∫
dxdp
√
ρ(0)ρ(t) ≥ 1−
√∫
dxdp
{
H,
√
ρ(0)
}2
· t. (34)
Eqs. (33) and (34) may be compared with eq. (30) for α = 1
2
(c 1
2
= 1). We
conclude that the bound obtained in Ref. [28], which follows directly from the
original Mandelstam-Tamm inequality (13), is stronger than that derived in [27].
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It is interesting to note that the inequality (18) implies
|〈Ψ(t)|Ψ(0)〉| ≥
√
1−
√
2
(
∆Xˆ
)
0
· t. (35)
As compared with the inequality (32) the above one gives less optimal bound for
”orthogonalization time”. However, for short times, 0 ≤ t ≤ 2−
√
2
(∆Xˆ)0
, the estimate
(35) is better. Explicitly, it reads
∫
dxdp
√
ρ(0)ρ(t) ≥
(
1−
√
2
∫
dxdp
{
H,
√
ρ(0)
}2
· t
) 1
2
. (36)
IV The quantum speed bounds
The general formula (11), adapted to the quantum mechanical context, Xˆ ≡ 1~Hˆ,
gives
F (t) ≡ Tr (ρˆ(0)ρˆ(t)) ≥ cos2
(
(∆E)0
~
t+ ϕ
)
(37)
or, for pure states,
|〈Ψ(0)|Ψ(t)〉| ≥ cos
(
(∆E)0
~
· t
)
; (38)
here ρˆ(t) denotes quantum mechanical density operator.
All quantum mechanical relations can be in principle represented in terms of
operator symbols resulting from (say) Weyl ordering. For any reasonable (i.e. such
that various formal manipulations can be justified) observable Fˆ one defines its
Weyl symbol (for simplicity we consider one degree of freedom) as
F (x, p) =
∞∫
−∞
dy
〈
x+
y
2
∣∣∣ Fˆ ∣∣∣x− y
2
〉
e−
ipy
~ (39)
Fˆ is then recovered by Weyl quantization of F (x, p). The relevant operations on
observables are performed on their symbols. For example, the symbol of the operator
product equals the Moyal product of the symbols,
(F ∗G) (x, p) ≡ F (x, p)e i~2 (
←−
∂ x
−→
∂ p−←−∂ p−→∂ x)G(x, p); (40)
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in particular, the symbol of the commutator 1
i~
[
Fˆ , Gˆ
]
is given by the so called
Moyal bracket
{{F,G}} = 2
~
F (x, p) sin
(
~
2
(←−
∂ x
−→
∂ p −←−∂ p−→∂ x
))
G(x, p). (41)
Moreover,
Tr(Fˆ · Gˆ) =
∫
dxdp
2pi~
F (x, p)G(x, p) (42)
Wigner’s function [31], [32] is basically the Weyl symbol of density matrix:
ρW (x, p) =
∞∫
−∞
dy
〈
x+
y
2
∣∣∣ ρˆ ∣∣∣x− y
2
〉
e−
ipy
~ ≡ 2pi~W (x, p) (43)
Eqs. (41) and (42) imply
〈Fˆ 〉t ≡ Tr
(
ρ(t)Fˆ
)
=
∫
dxdpF (x, p)W (x, p, t). (44)
The left hand side of (37) when expressed in terms of Wigner’s function reads
F (t) ≡ Tr (ρˆ(0)ρˆ(t)) = 2pi~
∫
dxdpW (x, p, 0)W (x, p, t). (45)
However, the right hand side appears to be more troublesome. It involves the energy
dispersion (∆E)0 even in the case of genuinely mixed states while the identity (17)
is no longer valid for such states. Still the right hand side is expressible, although
in more complicated form, in terms of Wigner’s function W (x, p, 0) and the symbol
H(x, p) of the Hamiltonian.
On the other hand, putting Xˆ = 1~Hˆ in (23) one finds the inequality
Tr (ρˆ(0)ρˆ(t))
cos2 ϕ
≥ cos

√√√√√−Tr
([
Hˆ, ρˆ(0)
]2)
~2 cos2 ϕ
· t
 . (46)
which can be directly rewritten in terms of Wigner’s function yielding
2pi~
∫
dxdpW (x, p, 0)W (x, p, t)
cos2 ϕ
≥
cos
√2pi~ ∫ dxdp {{H(x, p),W (x, p, 0)}}2
cos2 ϕ
· t
 (47)
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where cos2 ϕ = 2pi~
∫
dxdpW 2(x, p, 0) and H(x, p) is the Weyl symbol of the Hamil-
tonian Hˆ. Its classical limit ~→ 0 gives the classical Hamiltonian. Moreover, we ex-
pect that the Wigner function W (x, p, t) tends to classical probability distribution as
~→ 0. Taking into account that, by virtue of eq. (41), {{H,W}} = {H,W}+O(~2)
we conclude that formally (see, however, the remarks below) the classical limit of
(47) coincides with (31) derived first in Ref. [28]. Finally, eq. (16) for Xˆ = 1~Hˆ
takes the form
Tr (ρˆ(0)ρˆ(t))
cos2 ϕ
≥ 1−
√√√√√−Tr
([
ρˆ(0), Hˆ
]2)
~2 cos2 ϕ
· t (48)
or in terms of Wigner’s function
2pi~
∫
dxdpW (x, p, 0)W (x, p, t)
cos2 ϕ
≥
≥ 1−
(
2pi~
∫
dxdp {{W (x, p, 0), H(x, p)}}2
cos2 ϕ
) 1
2
· t
(49)
with cos2 ϕ as above. For pure states cos2 ϕ = 1 and (49) coincides with eq. (12)
from Ref. [27]. Again one may ask about the classical limit. Under the same
assumptions as made below eq. (47) one finds∫
dxdp ρ(x, p, 0)ρ(x, p, t)
c2
≥ 1−
(∫
dxdp {ρ(x, p, 0), H(x, p)}2
c2
) 1
2
· t (50)
with, again, c2 ≡ ∫ dxdp ρ2(x, p, 0) and ρ(x, p, t) being the classical density of states.
Eq. (50) can be easily derived from eq. (32) by choosing |Ψ(t)〉 = ρ(t)
c
and Xˆ = Lˆ
(cf. eqs. (32)÷(34)).
Let us conclude this section with some remarks concerning classical limit ~ →
0. We were able to derive various classical and quantum Mandelstam-Tamm-like
bounds (including all found in Refs. [27] and [28]). All quantum bounds have
their formal classical counterparts; in fact, we derived also the quantum bounds
corresponding to the classical ones considered in Ref. [28]. However, it is important
to stress the formal character of limiting procedure because the problem of quantum-
to-classical transition is quite subtle. The semiclassical mechanics in phase space was
analyzed in beautiful papers of Berry [33] and Berry and Balazs [34]. The limiting
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form of Wigner’s function depends on whether the dynamical system is integrable or
not (for simplicity we have considered here the systems with one degree of freedom
which are integrable). The nonintegrable classical systems are characterized by a
very complicated structure of resonant tori and irregular trajectories which repeats
itself down to infinitely fine scales [33]. Therefore, whatever the (finite) value of
~ is, the elementary quantum volume ~f still involves the complicated structure of
classical trajectories. This makes the description of semiclassical Wigner’s function
extremely difficult.
On the other hand, the derivation of Mandelstam-Tamm-like bounds does not
refer to the (non)integrability of classical systems. This suggests that one should be
able to find precise relation between quantum and classical bounds without referring
to the problem of (non)integrability. One possibility is to rely on the formalism
developed by Yaffe [35] which uses the coherent states based on Heisenberg group.
The (diagonal) matrix elements of operators are then given by Husimi representation
of Weyl symbols which implies smoothing over the volume of phase space of order
~f [32].
V An example
In the present section we describe a very simple example showing that the classical
and quantum bounds are closely related. In fact, our example, although really sim-
ple, provides a paradigm for the infinite family of examples with easily controllable
classical limit. We shall sketch this far reaching generalization at the end of this
section.
Consider spin 1
2
dynamics. After an appropriate adjustment of ground state
energy the most general Hamiltonian takes the form
Hˆ = ω~n · ~J = ~ω
2
~n · ~σ (51)
where ~n is an unit vector while ω - a coupling constant of dimension sec−1. The
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relevant evolution operator reads
U(t) = e−
i
~ tHˆ = cos
(
ωt
2
)
· 1− i sin
(
ωt
2
)
~n · ~σ. (52)
Any quantum state is described by a density matrix of the form
ρ =
1
2
(1 + ~m · ~σ) , |~m| ≤ 1. (53)
Pure states lie on the Bloch sphere |~m| = 1. Using eqs. (52) and (53) one easily
computes the energy dispersion
(∆E)ρ =
~ω
2
√
1− (~m · ~n)2. (54)
On the other hand, eqs. (51) and (52) allow us to find the time dependence of
density matrix:
ρ(t) ≡ U(t)ρU+(t) ≡ U(t)ρ(0)U+(t) (55)
or, explicitly,
ρ(t) =
1
2
(1 + ~m(t) · ~σ) (56)
with
~m(t) ≡ cos(ωt)~m− sin(ωt)(~m× ~n) + (1− cos(ωt))(~m · ~n)~n. (57)
Then one finds
Tr(ρ(0)ρ(t)) =
1
2
(1 + ~m · ~m(t)) = 1
2
(
1 + cos(ωt)~m2 + (1− cos(ωt))(~m · ~n)2) . (58)
In particular,
cos2 ϕ ≡ Tr(ρ(0)ρ(0)) = 1
2
(1 + ~m2). (59)
Using eqs. (54), (58) and (59) one can verify the basic indentity (37). It can be also
checked that (37) is saturated if the initial state is pure, |~m| = 1, and ~m · ~n = 0;
this is immediately seen from eqs. (54) and (58).
Let us describe the spin dynamics in terms of coherent states on SU(2). Our
SU(2) algebra is spanned by spin operators obeying[
Jˆi, Jˆj
]
= i~εijkJˆk; (60)
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as usual one defines Jˆ± ≡ Jˆ1 ± iJˆ2. The coherent states are defined as follows [36]
|ζ〉 = 1
(1 + |ζ|2)j e
ζJˆ+
~ |j,−j〉 ; (61)
here ζ ∈ C is an arbitrary complex number while j - the spin value. Then
|ζ〉 =
j∑
m=−j
Um(ζ)
ζj+m
(1 + |ζ|2)j (62)
Um(ζ) =
(
2j
j +m
)
ζj+m
(1 + |ζ|2)j (63)
and
〈η|ζ〉 = (1 + ζη¯)
2j
(1 + |ζ|2)j(1 + |η|2)j . (64)
Coherent states form an overcomplete set∫
dµj(ζ) |ζ〉 〈ζ| = 1, dµj(ζ) ≡ 2j + 1
pi
d2ζ
(1 + |ζ|2)2 . (65)
The complex ζ-plane (or, rather, its compactification, the Riemann sphere) becomes
a symplectic manifold when equipped with the two-form
Ω = 2i
dζ ∧ dζ¯
(1 + |ζ|2)2 (66)
which corresponds to the Poisson bracket
{f, g} = i(1 + |ζ|2)2
(
∂f
∂ζ¯
∂g
∂ζ
− ∂f
∂ζ
∂g
∂ζ¯
)
. (67)
Finally, to any operator Aˆ acting in the representation space of SU(2) corresponding
to spin j one can ascribe two symbols ap(ζ) and aQ(ζ) [36]:
Aˆ =
∫
dµj(ζ)ap(ζ) |ζ〉 〈ζ| (68)
〈ζ| Aˆ |ζ〉 = aQ(ζ). (69)
Then one easily finds
Tr(AˆBˆ) =
∫
dµj(ζ)ap(ζ)bQ(ζ) =
∫
dµj(ζ)aQ(ζ)bp(ζ). (70)
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Let us specify the above formulae to the case j = 1
2
. Then Jˆ+ =
~
2
(σ1 + iσ2) = ~σ+
and
|ζ〉 = 1√
1 + |ζ|2
(
ζ
1
)
. (71)
It is easy to check that
U(t) |ζ〉 = eiϕ(ζ;t) |ζ(t)〉 (72)
ζ(t) =
αζ + β
−β¯ζ + α¯ (73)
− β¯ζ + α¯ = | − β¯ζ + α¯|eiϕ(ζ;t) (74)
α = cos
(
ωt
2
)
− in3 sin
(
ωt
2
)
(75)
β = −in− sin(ωt
2
) (76)
By virtue of eqs. (73)÷(76) one finds
ζ˙ =
iω
2
(
n+ζ
2 − 2n3ζ − n−
)
(77)
Eq. (77) is of Hamiltonian form. Namely, defining the classical Hamiltonian
Hd(ζ) ≡ 1~HQ(ζ) =
1
~
〈ζ| Hˆ |ζ〉 (78)
one finds
ζ˙ = {ζ,Hd(ζ)} (79)
with the Poisson bracket given by eq. (67). Let us note that the quantum dynamics
is described here by purely classical Hamiltonian system which involves no reference
to the Planck constant ~.
Assume now that the initial state is given by the density matrix (53). It is
represented in coherent state formalism as follows (cf. eq. (68)):
ρ =
∫
dµ 1
2
(ζ)ρp(ζ) |ζ〉 〈ζ| . (80)
Therefore,
ρ(t) ≡ U(t)ρU+(t) =
∫
dµ 1
2
(ζ)ρp(ζ) |ζ(t)〉 〈ζ(t)| =
=
∫
dµ 1
2
(ζ)ρp
(
α¯ζ − β
β¯ζ + α
)
|ζ〉 〈ζ|
(81)
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where in the last step we made use of the invariance of measure under SU(2)
transformation. We conclude that in the coherent state representation the density
matrix evolves according to
ρp(ζ, t) = ρp
(
α¯ζ − β
β¯ζ + α
)
. (82)
Let us note that due to eq. (70) which, when specified to Bˆ = ρˆ, reads〈
Aˆ(t)
〉
ρ
=
∫
dµ 1
2
(ζ)aQ(ζ)ρp(ζ, t) (83)
ρp(ζ, t) may be also viewed as classical density of states. In fact, any observable Aˆ
for the spin 1
2
case is a linear function of generators; therefore, by defining
Acl(ζ) =
1
~
aQ(ζ) (84)
one finds that
〈Acl(t)〉ρ ≡
1
~
∫
dµ 1
2
(ζ)aQ(ζ)ρp(ζ, t) =
∫
dµ 1
2
(ζ)Acl(ζ)ρp(ζ, t) (85)
defines the relevant expectation value in terms of classical quantities, without re-
ferring to the value of Planck constant ~. It is easy to check that ρp(ζ, t) obeys
Liouville equation. Indeed, eqs. (67) and (82) imply
∂ρp(ζ, t)
∂t
= {Hcl(ζ), ρp(ζ, t)} . (86)
It is not difficult to compute the symbol ρp(ζ) of density matrix (53). However, one
can directly use the results presented in Ref. [36] to find
ρp(ζ) =
(1− 3m3) + (1 + 3m3)|ζ|2 + 3m−ζ¯ + 3m+ζ
2(1 + |ζ|2) (87)
where m± ≡ m1 ± im2. Also
ρQ(ζ) =
(1 +m3)|ζ|2 +m−ζ¯ +m+ζ + 1−m3
2(1 + |ζ|2) . (88)
According to the formula (70) our main point of interest is the following expression
Tr(ρ(0)ρ(t)) =
∫
dµ 1
2
(ζ)ρQ(ζ)ρp(ζ, t). (89)
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Note that the right hand side is a purely classical expression. Using eqs. (87), (88)
one finds after slightly tedious calculations that (89) coincides with eq. (58).
We conclude that the quantum dynamics of spin 1
2
is equivalent to the classi-
cal Hamiltonian dynamics with no dependence on Planck constant ~. Therefore,
the relevant quantum Mandelstam-Tamm bound reduces directly to its classical
counterpart.
The above example is easily generalizable to any spin j representation provided
both the Hamiltonian and density matrix are linear combinations of SU(2) genera-
tors. This is because all relations are then the consequences of SU(2) group struc-
ture only. We obtain exact equivalence between quantum spin dynamics and purely
classical dynamics of compactified complex plane (Riemann sphere) provided the
identification (84) is made. The latter is not a part of standard quantum-to-classical
transition paradigm; however, it allows to define the above equivalence yielding the
corresponding equivalence between classical and quantum Mandelstam-Tamm-like
bounds.
For higher spins, j > 1
2
, eqs. (51) and (56) do not provide the most general
expressions for the Hamiltonian and density matrix. In fact, both operators are, in
general, the elements of universal envelopping algebra of sU(2) algebra. Even then
one can repeat the above considerations; however, some details will depend not only
on SU(2) group structure but also on the specific properties of the representation
under consideration (in particular, some ~-dependence of ”classical” Hamiltonian
system remains). On the other hand, with general formulae at disposal, the gen-
uinely classical limit ~ → 0, j → ∞, ~j = const, can be studied again yielding
relation between Mandelstam-Tamm quantum and classical bounds; in this case
the classical limit is understood in its standard sense.
Moreover, going beyond the simplest SU(2) case one may study the case of
dynamics generated by the representations of other (say semisimple) Lie groups
using the formalism described in Refs. [36] and [37].
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VI Conclusion
Let us summarize our results. Following original Mandelstam-Tamm reasoning we
derived two alternative forms of speed bounds: one resulting from weakening the
uncertainty principle and the second one obtained by lifting the original derivation
to the Hilbert space of Hilbert-Schmidt operators acting in the original space. The
derivation is performed on purely formal level and the results may be applied to
classical or quantum dynamics. In this way we were able not only to reobtain all
bounds derived in Refs. [27], [28] but we also found the quantum counterpart of
the classical bounds discussed in [28]. Moreover, it was also possible to describe
quantum-to-classical correspondence based on standard relation between Wigner’s
function and classical phase space probability distribution.
As an example we considered spin dynamics in coherent states picture. Quan-
tum dynamics is then equivalent to classical Hamiltonian one making the existence
of classical counterpart of Mandelstam-Tamm bound evident. Moreover, generaliz-
ing the example to arbitrary spin allows to discuss rigorously the quantum-classical
relation.
References
[1] L. Mandelstam, I. Tamm, Journ. Phys 9 (1945), 249
[2] N. Margolus, L.B. Levitin, Physica D120 (1998), 188
[3] L.B. Levitin, T. Toffoli, Phys. Rev. Lett. 103 (2009), 160502
[4] G.N. Fleming, Nuovo Cim. 16A (1973), 232
[5] K. Bhattacharya, Journ, Phys. A16 (1983), 2993
[6] J. Anandan, Y. Aharonov, Phys. Rev. Lett. 65 (1990), 1697
[7] L. Vaidman, Am. Journ. Phys. 60 (1992), 182
[8] A. Uhlmann, Phys. Lett. A161 (1992), 329
18
[9] P. Pfeifer, Phys. Rev. Lett. 70 (1993), 3365
[10] S. Lloyd, Phys. Rev. Lett. 88 (2002), 237901
[11] V. Giovannetti, S. Lloyd, L. Maccone, Phys. Rev. A67 (2003), 052109
[12] P. Kosin´ski, M. Zych, Phys. Rev. A73 (2006), 024303
[13] B. Zielin´ski, M. Zych, Phys. Rev. A74 (2006), 034301
[14] T. Caneva, M. Murphy, T. Calarco, R. Fazio, S. Montangero, V. Giovannetti,
G. Santoro, Phys. Rev. Lett. 103 (2009), 240501
[15] A. del Campo, M. Rams, W. Zurek, Phys. Rev. Lett. 109 (2012), 115703
[16] R. Demkowicz-Dobrzan´ski, J. Kolodynski, M. Guta, Nat. Commun. 3 (2012),
1063
[17] M. Taddei, B. Fisher, L. Davidovich, R. de Matos Filho, Phys. Rev. Lett. 110
(2013), 050402
[18] A. del Campo, I. Egusquiza, M. Plenio, S. Huelga, Phys. Rev. Lett. 110 (2013),
050403
[19] S. Deffner, E. Lutz, Phys. Rev. Lett. 111 (2013), 010402
[20] I. Marvian, D. Lidar, Phys. Rev. Lett. 115 (2015), 210402
[21] S. Campbell, S. Deffner, Phys. Rev. Lett. 118 (2017), 100601
[22] K. Funo, J.-N. Zhang, C. Chatou, K. Kim, M. Ueda, A. del Campo, Phys. Rev.
Lett. 118 (2017), 100602
[23] A. Chenu, M. Beau, J. Cao, A. del Campo, Phys. Rev. Lett. 118 (2017), 140403
[24] M. Beau, J. Kiukas, I. Egusquiza, A. del Campo, Phys. Rev. Lett. 119 (2017),
130401
[25] A. del Campo, J. Molina-Vilaplana, J. Sonner, Phys. Rev. D95 (2017), 126008
19
[26] S. Deffner, S. Campbell, Journ. Phys. A50 (2017), 453001
[27] B. Shanahan, A. Chenu, N. Margolus, A. del Campo, Phys. Rev. Lett. 120
(2018), 070401
[28] M. Okuyama, M. Ohzeki, Phys. Rev. Lett. 120 (2018), 070402
[29] D. Bondar, R. Cabrera, R. Lompay, M. Ivanov, H. Rabitz, Phys. Rev. Lett.
109 (2012), 190403
[30] D. Bondar, R. Cabrera, D. Zhdanov, H. Rabitz, Phys. Rev.A88 (2013), 052108
[31] E. Wigner, Phys. Rev. 40 (1932), 749
[32] M. Hillery, R. O’Connell, M. Scully, E. Wigner, Phys. Rep. 106 (1984), 121
[33] M. Berry, Phil. Trans. Roy. Soc. 287 (1977), 237
[34] M. Berry, N. Balazs, Journ. Phys. A12 (1979)
[35] L. Yaffe, Rev. Mod. Phys. 54 (1982), 407
[36] A. Perelomov, Generalized Coherent States and Their Applications, Springer
1986
[37] E. Onofri, Journ. Math. Phys. 16 (1975), 1087
20
