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Abstract. We classify very-mild to moderate dementia in patients (CDR ranging
from 0 to 2) using a support vector machine classifier acting on dimensionally re-
duced feature set derived from MRI brain scans of the 416 subjects available in the
OASIS-Brains dataset. We use image segmentation and principal component anal-
ysis to reduce the dimensionality of the data. Our resulting feature set contains 11
features for each subject. Performance of the classifiers is evaluated using 10-fold
cross-validation. Using linear and (gaussian) kernels, we obtain a training classifi-
cation accuracy of 86.4% (90.1%), test accuracy of 85.0% (85.7%), test precision
of 68.7% (68.5%), test recall of 68.0% (74.0%), and test Matthews correlation
coefficient of 0.594 (0.616).
Keywords. support vector machine, CDR, dementia classification, principal
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1. Introduction
This is a technical note describing the implementation of linear and non-linear kernel
support vector machine (SVM) classifiers to classify MRI scans according to whether or
not the patient has a non-zero clinical dementia rating (CDR). We train and test these
classifiers on the Open Access Imaging Series (OASIS) dataset [1], which contains 416
subjects, of which 100 have been diagnosed with dementia (clinical dementia rating,
CDR > 0).
Previous works have discussed applications of machine learning techniques to clas-
sify MRI scans for dementia or Alzheimer’s and depression: Kloppel et al. [2] utilized
a support vector machine and structural MRI images to separate healthy subjects from
those diagnosed with Alzheimer’s disease (AD) via either neuropathology or Mini Men-
tal State Examination (MMSE) score, and the same work reported to be successful in
aiding the differential diagnosis of AD and frontotemporal lobar degeneration. Recent
work by Mwangi et al. [3] has also been successful in identifying depression in subjects
from structural MRI images. These previous works utilized relatively small samples of
subjects, testing and training support vector machines on relatively small samples con-
taining fewer than 100 subjects. Additionally, these works used the raw image data to
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train and test the classifiers, that is, raw voxel intensity values were fed into the algo-
rithms. An MRI scan with 2563 voxels has over 15 million voxels. When replicating the
procedure outline in previous works by training a linear-kernel SVM classifier using a
subset (10%) of the raw voxel intensities, we observe severe over fitting of the classifier
(i.e., training accuracy of 100%), which may introduce significant bias if applied out of
sample.
Therefore, in this work, we aim to improve the generality of the classifier by re-
ducing dimensionality of the feature set. Rather than testing and training on the entire
imaged volume, we reduce the dimensionality of the feature set to only 11 features per
example by using quantities computed from the images and principal component analy-
sis (PCA), then we assess the performance of the classifiers for various sets of features
via 10-fold cross-validation. Dimensional reduction of the data also increases the com-
putational tractability of the problem, enabling one to execute the classifier on a standard
laptop computer.
This brief is structured as follows: first, we present a brief overview of a SVM clas-
sifier and its implementation; second, we present the data used in the study; third, we
summarize and motivate the feature set on which we train and test the classifiers; lastly,
we present and discuss our results for classifying mild- to moderate-dementia using a
dimensionally reduced dataset.
2. Support Vector Machine
We implement a SVM classifiers to classify subjects into a CDR score moderate de-
mentia using MRI scans. An SVM is able to determine an optimal boundary between to
datasets described by features via a linear and non-linear combinations of features; for a
thorough review of support vector machines in the context of classification for diagno-
sis, please see [2] and [3]. We use LIBSVM [4] to implement linear- and radial basis
function (i.e., gaussian) SVM classifiers.
3. MRI dataset and features
OASIS [1] provides T1-weighted MRI scans for 416 subjects, aged 18 to 96, including
both women and men, and all subjects are right handed. Subjects’ cognitive health has
been diagnosed via both mini-mental state exam (MMSE, [5]) and clinical dementia
rating (CDR, [6]), and 100 subjects have a CDR greater than 0, with 70 subjects having
a CDR of 0.5, 28 with a rating of 1, and 2 with a rating 2; none have scores greater than
2. The dataset also includes the subjects’ age, gender, estimated total intracranial volume
(eTIV, [7]), and normalized whole brain volume (nWBV, [8]).
For more details about the data acquisition, content, and processing, we refer you to
[1]; a brief synopsis is provided here. For every subject, OASIS provides post-processed
images: the non-brain tissue is masked using the fMRIDC Brain Extraction Tool, and the
images are gain-field corrected and registered to the 1988 atlas of Talairach and Tournoux
[7]. Lastly, using the atlas registered image, a segmented (grey/white/CSF) brain is com-
puted [9]. In this work, we use the masked/gain-field corrected/registered images (re-
ferred to as ’masked’ images), and the segmented images (referred to as ’segmented’ im-
Table 1. List of features included in feature set
No. Feature Source
1 Age OASIS
2 Gender OASIS
3 eTIV OASIS
4 nBWV OASIS
5 Total white matter
∑
13(Isegmented)
6 Total gray matter
∑
12(Isegmented)
7 Total CSF
∑
11(Isegmented)
8 Up/down axial symmetry Equation 1
9 Left/right axial symmetry Equation 1
10 Coronal PCA coefficient coefficient for component #4 (coronal)
11 Axial PCA coefficient coefficient for component #7 (axial)
ages). In the registration, all images are resampled with 1mm isotropic voxels resulting
in a final imaged volume of 176× 208× 176 voxels [1].
We compute a reduced set of features using data provided in the OASIS-Brains
dataset, as well as from the masked and segmented images. We computed a measure of
symmetry Ψ for a scan I using the masked images; we compute the zero-lag (τ = 0)
correlation (?) of each slice with a flipped (left-right or up-down, noted as I
′
) version of
itself, and normalizing by the integrated level of signal in that slice
Ψ =
(Islice ? I
′
slice)(τ = 0)∑
Islice
. (1)
The average value of the symmetry over all axial slices is used as the feature for a given
scan. We also compute the sum of white matter, grey matter, and CSF as the sum of the
indicator function (1E) of E = 3, 2, and 1, respectively, with the segmented images.
We also use principal component analysis (PCA to incorporate more of the voxel
intensity value while keeping the dimensionality to a minimum. We adopt a strategy
well-known for person identification from facial images, where principal components are
computed from a set of headshots; the resulting principal components are often referred
to as ’eigenfaces’ [10]. Similarly, we compute ’eigenbrains’ for the entire dataset, and
consider the component coefficients resulting from OLS projection of each subject onto
the eigenbrain basis set. We compute eigenbrains for two separate slices, one axial slice
and one coronal slice (figure 1), selecting slices on which gray matter and white matter
volume have been shown to correlate with impaired cognitive ability [11]. We select PCA
components by parametrically testing the classifers; the combination of coronal and axial
components (#4 and #7, respectively) that maximize test accuracy are shown in figure 1.
Using these methods, our feature set includes 11 values for each subject, listed in
table 1. All features are mean-subtracted and normalized by the variance of each feature.
Lastly, we classify subjects with an CDR score greater than as 0 as demented, and so 100
of the 416 subjects classified with dementia.
(a) Coronal raw image, segmented image, and eigenbrain #4
(b) Axial raw image, segmented image, and eigenbrain #7
Figure 1.
4. Results
We compute training accuracy, test accuracy, recall, precision, and the Matthews corre-
lation coefficient (MCC) to determine performance of the classifier. an MCC score of 0
corresponds to random guessing, and 1 to perfect classification. The classifiers are tested
using 10-fold cross validation; the classifier is trained on 90% of the dataset, and then
tested on the remaining 10% (roughly 40 subjects), and this is repeated 10 times until
every subject has been tested. The average value of performance metrics (e.g., precision)
is reported here.
Using more than a single axial and coronal PCA component resulted in an increase
in training accuracy with no corresponding increase in test accuracy, suggesting the clas-
sifier was over fit; therefore, only a single PCA component was used for the axial and
coronal views.
Using the dimensionally reduced feature set (table 1), the SVM classifier performed
with a training accuracy of 86.4% (90.1%) and testing accuracy of 85.0% and (85.7%)
for a linear and (gaussian) kernel. The gaussian kernel is a radial basis function of the
form exp(−γ|u − v|2), where γ was 1/11 (or the inverse of the number of features [4]).
The test precision and recall for each classifier was 68.7% (68.5%) and 68.0% (74.0%),
respectively. The Matthews correlation coefficient [12] for the linear and (gaussian) ker-
nels was 0.594 (0.616).
In order to ensure the classifiers were not keying off the age feature alone, classifiers
were also tested with a feature set that did not include age, and test accuracy decreased
by≈ 2%, indicating that the classifiers were indeed not solely keying off the age feature.
Additionally, classifiers were run without the PCA components in the feature set, and
recall decreased by≈ 5% (10%) for each classifier, whereas the precision increased by≈
2% for both classifiers; however, the MCC for each classifier excluding PCA components
from the feature set reduced by .03 (.07), indicating that including PCA coefficients did
improve the performance of the classifiers.
Previous work [2] achieved testing accuracy of nearly 90% by using voxel intensity
values. Our classifiers do not perform as well, but there is no evidence of severe over
fitting, which may make a dimensionally reduced feature attractive for classifying truly
out-of-sample subjects.
5. Conclusions
We used an SVM with linear and gaussian kernels to classify for a non-zero CDR score
in patients using a dimensionally reduced feature set. Dimensional reduction was accom-
plished through image segmentation and principal component analysis (decomposition
into ’eigenbrains’). We achieved MCC values for our classifiers of approximately 0.6,
and precision and recall of at least 68%, with the gaussian kernel marginally outperform-
ing the linear kernel indicated by the MCC score. Although performance of the classifier
may not equal that of a non-reduced feature set, we have shown that a dimensionally
reduced feature set does improve the computational tractability, and also does not over
fit the training data, improving the generality of the classification technique.
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