We establish the fundamental limits of lossless analog compression by considering the recovery of arbitrary random vectors x ∈ R m from the noiseless linear measurements y = Ax with measurement matrix A ∈ R n×m . Our theory is inspired by the groundbreaking work of Wu and Verdú (2010) on almost lossless analog compression but applies to the nonasymptotic, i.e., fixed-m case, and considers zero error probability. Specifically, our achievability result states that, for Lebesgue-almost all A, the random vector x can be recovered with zero error probability provided that n > K(x), where K(x) is given by the infimum of the lower modified Minkowski dimension over all support sets U of x (i.e., sets U ⊆ R m with P[x ∈ U] = 1). We then particularize this achievability result to the class of s-rectifiable random vectors as introduced in Koliander et al. (2016); these are random vectors of absolutely continuous distribution-with respect to the s-dimensional Hausdorff measure-supported on countable unions of s-dimensional C 1 -submanifolds of R m . Countable unions of C 1 -submanifolds include essentially all signal models used in the compressed sensing literature such as the standard union of subspaces model underlying much of compressed sensing theory and spectrum-blind sampling, smooth submanifolds, block-sparsity, and low-rank matrices as considered in the matrix completion problem. Specifically, we prove that, for Lebesgue-almost all A, s-rectifiable random vectors x can be recovered with zero error probability from n > s linear measurements. This threshold is, however, found not to be tight as exemplified by the construction of an s-rectifiable random vector that can be recovered with zero error probability from n < s linear measurements. Motivated by this observation, we introduce the new class of s-analytic random vectors, which admit a strong converse in the sense of n ≥ s being necessary for recovery with probability of error smaller than one. The central conceptual tools in the development of our theory are geometric measure theory and the theory of real analytic functions. Corollary III.1. For s-rectifiable x ∈ R m , n > s is sufficient for the existence of a Borel measurable mapping g : R n×m × R n → R m satisfying P [g(A, Ax) = x] = 0 for λ n×m -a.a. A ∈ R n×m . (33) Proof. Follows from the general achievability result Theorem II.1 and Lemma III.4.
I. INTRODUCTION
C OMPRESSED sensing [2] - [6] deals with the recovery of unknown sparse vectors x ∈ R m from a small (relative to m) number, n, of linear measurements of the form y = Ax, where A ∈ R n×m is the measurement matrix. 1 Known recovery guarantees can be categorized as deterministic, probabilistic, and information-theoretic. The literature in all three categories is abundant and the ensuing overview is hence necessarily highly incomplete, yet representative.
Deterministic results, such as those in [2] , [6] - [10] , are uniform in the sense of applying to all s-sparse vectors x ∈ R m , i.e., vectors x that are supported on a finite union of s-dimensional linear subspaces of R m , and for a fixed measurement matrix A. Typical recovery guarantees say that s-sparse vectors x can be recovered through convex optimization algorithms or greedy algorithms provided that [11, Chapter 3] s < 1 2 (1 + 1/μ), where μ denotes the coherence of A, i.e., the largest (in absolute value) inner product of any two different columns of A. The Welch bound [12] implies that the minimum number of linear measurements, n, required for uniform recovery is of order s 2 , a result known as the "square-root bottleneck" all coherence-based recovery thresholds suffer from.
Probabilistic results are either based on random measurement matrices A ([3]- [5] , [13] - [16] ) or deterministic A and random s-sparse vectors x ( [14] , [15] ), and typically state that s-sparse vectors can be recovered, again using convex optimization algorithms or greedy algorithms, with high probability, provided that n is of order s log m.
An information-theoretic framework for compressed sensing, fashioned as an almost lossless analog compression problem, was developed by Wu and Verdú [17] , [18] . Specifically, [17] derives asymptotic (in m) achievability results and converses for linear encoders and measurable decoders, measurable encoders and Lipschitz continuous decoders, and continuous encoders and continuous decoders. For the particular case of linear encoders and measurable decoders, [17] shows that, asymptotically in m, for Lebesgue almost all (a.a.) measurement matrices A, the random vector x can be recovered with arbitrarily small probability of error from n = Rm linear measurements, provided that R > R B , where R B denotes the Minkowski dimension compression rate [17, Definition 10] of the random process generating x. For the special case of x with independent and identically distributed (i.i.d.) discrete-continuous mixture entries, a matching converse exists. Discrete-continuous mixture distributions ρμ c + (1 − ρ)μ d are relevant as they mimic sparse vectors for 1 Throughout the paper, we assume that n ≤ m. 0018-9448 © 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
large m. In particular, if the discrete part μ d is a Dirac measure at 0, then the nonzero entries of x can be generated only by the continuous part μ c , and the fraction of nonzero entries in x converges-in probability-to ρ as m tends to infinity. A nonasymptotic, i.e., fixed-m, statement in [17] says that a.a. (with respect to a σ-finite Borel measure on R m ) s-sparse random vectors can be recovered with zero error probability provided that n > s. Again, this result holds for Lebesgue a.a. measurement matrices A ∈ R n×m . A corresponding converse does not seem to be available. For recent work on the connection between lossy compression of stochastic processes under distortion constraints and mean dimension theory for dynamical systems, we refer the interested reader to [19] - [21] . Contributions: We establish the fundamental limits of lossless, i.e., zero error probability, analog compression in the nonasymptotic, i.e., fixed-m, regime for arbitrary random vectors x ∈ R m . Specifically, we show that x can be recovered with zero error probability provided that n > K(x), with K(x) given by the infimum of the lower modified Minkowski dimension over all support sets U of x, i.e., all sets U ⊆ R m with P[x ∈ U] = 1. This statement holds for Lebesgue-a.a. measurement matrices. Lower modified Minkowski dimension vastly generalizes the notion of s-sparsity, and allows for arbitrary support sets that are not necessarily finite unions of s-dimensional linear subspaces. For s-sparse vectors, we get the recovery guarantee n > s showing that our information-theoretic thresholds suffer neither from the square-root bottleneck [12] nor from a log m-factor [14] , [15] . We hasten to add, however, that we do not specify explicit decoders that achieve these thresholds, rather we provide existence results absent computational considerations. The central conceptual element in the proof of our achievability result is the probabilistic null-space property first reported in [22] . We emphasize that it is the usage of modified Minkowski dimension, as opposed to Minkowski dimension [17] , [22] , that allows us to obtain achievability results for zero error probability. The asymptotic achievability result for linear encoders in [17] can be recovered in our framework.
We particularize our achievability result to s-rectifiable random vectors x as introduced in [23] ; these are random vectors supported on countable unions of s-dimensional C 1 -submanifolds of R m and of absolutely continuous-with respect to s-dimensional Hausdorff measure-distribution. Countable unions of C 1 -submanifolds include numerous signal models prevalent in the compressed sensing literature, namely, the standard union of subspaces model underlying much of compressed sensing theory [24] , [25] and spectrum-blind sampling [26] , [27] , smooth submanifolds [28] , block-sparsity [29] - [31] , and low-rank matrices as considered in the matrix completion problem [32] - [34] . Our achievability result shows that s-rectifiable random vectors can be recovered with zero error probability provided that n > s. Again, this statement holds for Lebesgue-a.a. measurement matrices. Absolute continuity with respect to s-dimensional Hausdorff measure is a regularity condition ensuring that the distribution is not too concentrated; in particular, sets of Hausdorff dimension t < s are guaranteed to carry zero probability mass. One would therefore expect n ≥ s to be necessary for zero error recovery of s-rectifiable random vectors. It turns out, however, that, perhaps surprisingly, this is not the case in general. An example elucidating this phenomenon constructs a set G ⊆ R 2 of positive 2-dimensional Hausdorff measure that can be compressed linearly in a one-to-one fashion into R. This will then be seen to lead to the statement that every 2-rectifiable random vector of distribution absolutely continuous with respect to 2-dimensional Hausdorff measure restricted to G can be recovered with zero error probability from a single linear measurement. What renders this result surprising is that all this is possible even though G contains the image of a Borel set in R 2 of positive Lebesgue measure under a C ∞ -embedding. The picture changes completely when the embedding is real analytic. Specifically, we show that if a set U ⊆ R m contains the real analytic embedding of a Borel set in R s of positive Lebesgue measure, it cannot be compressed linearly (in fact, not even through a nonlinear real analytic mapping) in a one-to-one fashion into R n with n < s. This leads to the new concept of s-analytic random vectors, which allows a strong converse in the sense of n ≥ s being necessary for recovery of x with probability of error smaller than one. The qualifier "strong" refers to the fact that recovery from n < s linear measurements is not possible even if we allow an arbitrary positive error probability strictly smaller than one. The only strong converse available in the literature applies to random vectors x with i.i.d. discrete-continuous mixture entries [17] .
Organization of the Paper: In Section II, we present our achievability results, with the central statement in Theorem II.1. Section III particularizes these results to s-rectifiable random vectors, and presents an example of a 2-rectifiable random vector that can be recovered from a single linear measurement with zero error probability. In Section IV, we introduce and characterize the new class of s-analytic random vectors and we derive a corresponding strong converse, stated in Theorem IV.1. Sections V-VII contain the proofs of the main technical results stated in Sections II-IV. Appendices A-G contain proofs of further technical results stated in the main body of the paper. In Appendices H-K, we summarize concepts and basic results from (geometric) measure theory, the theory of set-valued functions, sequences of functions in several variables, and real analytic mappings, all needed throughout the paper. The reader not familiar with these results is advised to consult the corresponding appendices before studying the proofs of our main results. These appendices also contain new results, which are highly specific and would disrupt the flow of the paper if presented in the main body.
Notation: We use capital boldface roman letters A, B, . . . to denote deterministic matrices and lower-case boldface roman letters a, b, . . . to designate deterministic vectors. Random matrices and vectors are set in sans-serif font, e.g., A and x. The m × m identity matrix is denoted by I m . We write rank(A) and ker(A) for the rank and the kernel of A, respectively. The superscript T stands for transposition. The i-th unit vector is denoted by e i . For a vector x ∈ R m , (u, ρ) . We write S (X ) for a general σ-algebra on X , B(X ) for the Borel σ-algebra on a topological space X , and L (R m ) for the Lebesgue σ-algebra on R m . The product σ-algebra of S (X ) and S (Y) is denoted by S (X )⊗S (Y). For measures μ and ν on the same measurable space, we denote absolute continuity of μ with respect to ν by μ ν. We write μ × ν for the product measure of μ and ν. Throughout we assume, without loss of generality (w.l.o.g.), that a measure on a measurable space is defined on all subsets of the measurable space (see [36, Remark 1.2.6] ). The Lebesgue measure on R k and R k×l is designated as λ k and λ k×l , respectively. The distribution of a random vector x is denoted by μ x . If f : R k → R l is differentiable, we write Df (v) ∈ R l×k for its differential at v ∈ R k and define the min{k, l}-dimensional Jacobian Jf (v) at v ∈ R k by
For an open set U ⊆ R k , a differentiable mapping f : 
II. ACHIEVABILITY
In classical compressed sensing theory [3] - [6] , one typically deals with the recovery of s-sparse vectors x ∈ R m , i.e., vectors x that are supported on a finite union of s-dimensional linear subspaces of R m . The purpose of this paper is the development of a comprehensive theory of signal recovery in the sense of allowing arbitrary support sets U, which are not necessarily unions of (a finite number of) linear subspaces of R m . Formalizing this idea requires a suitable dimension measure for general nonempty sets. There is a rich variety of dimension measures available in the literature [37] - [39] . Our choice will be guided by the requirement of information-theoretic operational significance. Specifically, the dimension measure should allow the formulation of nonasymptotic, i.e., fixed-m, achievability results with zero error probability. The modified Minkowski dimension will turn out to meet these requirements.
We first recall the definitions of Minkowski dimension and modified Minkowski dimension, compare the two concepts, and state the basic properties of modified Minkowski dimension needed in the remainder of the paper. 
and
respectively, where
is the covering number of U for radius ρ. 
respectively, where in (5) and (6) 
Both lower and upper modified Minkowski dimension have the advantage of being countably stable, a key property we will use frequently. In contrast, upper Minkowski dimension is only finitely stable, and lower Minkowski dimension is not even finitely stable (see [38, p. 34] Minkowski dimension and modified Minkowski dimension also behave differently for unbounded sets. Specifically, by monotonicity of (upper) modified Minkowski dimension, dim MB (A) ≤ dim MB (A) ≤ dim MB (R m ) = m for all A ⊆ R m , in particular also for unbounded sets, whereas dim B (A) = dim B (A) = ∞ for all unbounded sets A as a consequence of N A (ρ) = ∞ for all ρ ∈ (0, ∞). Working with lower modified Minkowski dimension will allow us to consider arbitrary random vectors, regardless of whether they admit bounded support sets or not.
The following example shows that the modified Minkowski dimension agrees with the sparsity notion used in classical compressed sensing theory.
Example II.2. For I finite or countable infinite, let T i , i ∈ I, be linear subspaces with their Euclidean dimensions dim(T i ) satisfying
and consider the union of subspaces
As every linear subspace is a smooth submanifold of R m , it follows from Properties ii) and vi) of Lemma H.15 that dim MB (U) = s. In the union of subspaces model, prevalent in compressed sensing theory [3] - [6] , |I| = m s and the subspaces T i correspond to different sparsity patterns, each of cardinality equal to the sparsity level s.
The aim of the present paper is to develop a theory for lossless analog compression of arbitrary random vectors x ∈ R m . An obvious choice for the stochastic equivalent of the sparsity level s is the stochastic sparsity level S(x) defined as
where every T i is a linear subspace of R m of dimension dim(T i ) ≤ s and k ∈ N. This definition is, however, specific to the (finite) union of linear subspaces structure. The theory we develop here requires a more general notion of description complexity, which we define in terms of the lower modified Minkowski dimension according to
Sets satisfying P[x ∈ U] = 1 are hereafter referred to as support sets of x. While the definition of S(x) involves minimization of Euclidean dimensions of linear subspaces, K(x) is defined by minimizing the lower modified Minkowski dimension of general support sets. Definitions (11) and (12) imply directly that K(x) ≤ S(x) for all random vectors x ∈ R m (see Example II.2). We will see in Section III that this inequality can actually be strict.
Next, we show that application of a locally Lipschitz mapping cannot increase a random vector's description complexity. This result will allow us to construct random vectors with low description complexity out of existing ones simply by applying locally Lipschitz mappings. The formal statement is as follows.
Proof.
where (16) follows from Property vii) of Lemma H. 15 .
When the mapping f is invertible and both f and f −1 are locally Lipschitz, the description complexity remains unchanged:
As a consequence of Corollary II.1, the description complexity K(x) is invariant under a basis change. Our main achievability result can now be formulated as follows.
Theorem II.1. (Achievability) For x ∈ R m , n > K(x) is sufficient for the existence of a Borel measurable mapping g : R n×m × R n → R m , referred to as (measurable) decoder, satisfying
Theorem II.1 generalizes the achievability result for linear encoders in [17] in the sense of being nonasymptotic (i.e., it applies for finite m) and guaranteeing zero error probability.
The central conceptual element in the proof of Theorem II.1 is the following probabilistic null-space property for arbitrary (possibly unbounded) nonempty sets, first reported in [22] for bounded sets and expressed in terms of lower Minkowski dimension. If the lower modified Minkowski dimension of a nonempty set U is smaller than n, then, for λ n×m -a.a. measurement matrices A ∈ R n×m , the set U intersects the (m − n)-dimensional kernel of A at most trivially. What is remarkable here is that the notions of Euclidean dimension (for the kernel of the linear mapping induced by A) and of lower modified Minkowski dimension (for U) are compatible. The formal statement is as follows.
Proposition II.1. Let U ⊆ R m be nonempty with dim MB (U) < n. Then,
Proof. By definition of lower modified Minkowski dimension, there exists a covering {U i } i∈N of U by nonempty bounded sets U i with dim B (U i ) < n for all i ∈ N. The countable subadditivity of Lebesgue measure now implies that
The proof is concluded by noting that [22, Proposition 1] with dim B (U i ) < n for all i ∈ N implies that every term in the sum of (21) equals zero.
We close this section by elucidating the level of generality of our theory through particularization of the achievability result Theorem II.1 to random vectors supported on attractor sets of systems of contractions as defined below. The formal definition is as follows. Let A ⊆ R m be closed. For i = 1, . . . , k, consider s i : A → A and c i ∈ (0, 1) such that
Such mappings are called contractions. By [38, Theorem 9.1], there exists a unique compact set K ⊆ A, referred to as an attractor set, such that
Thanks to [38, Proposition 9.6] [38, Chapter 9] . As dim MB (K) ≤ dim B (K) by Property iv) of Lemma H.15, every x ∈ R m such that P[x ∈ K] = 1 has description complexity K(x) ≤ d (see (12) ). For an excellent in-depth treatment of attractor sets of systems of contractions, the interested reader is referred to [38, Chapter 9] . We finally note that for self-similar distributions [17, Section 3 .E] on attractor sets K satisfying the open set condition [38, Equation (9.12) ], an achievability result in terms of information dimension was reported in [17, Theorem 7] .
III. RECTIFIABLE SETS AND RECTIFIABLE RANDOM VECTORS
The signal models employed in classical compressed sensing [3] , [4] , model-based compressed sensing [25] , and block-sparsity [29] - [31] all fall under the rubric of finite unions of linear subspaces. More general prevalent signal models in the theory of sparse signal recovery include finite unions of smooth manifolds, either in explicit form as in [28] or implicitly in the context of low-rank matrix recovery [32] - [34] . All these models are subsumed by the countable unions of C 1 -submanifolds structure, formalized next using the notion of rectifiable sets. We start with the definition of rectifiable sets. 
Our definitions of s-rectifiability and countably srectifiability differ from those of [40, Definition 3.2.14] as we require the s-rectifiable set to be the Lipschitz image of a compact rather than a bounded set. The more restrictive definitions i) and ii) above have the advantage of s-rectifiable sets and countably s-rectifiable sets being guaranteed to be Borel. (This holds since the image of a compact set under a continuous mapping is a compact set, and a countable union of compact sets is Borel.) We note however that, by Lemma H.2, our definitions of (μ, s)-rectifiable and countably (μ, s)-rectifiable (see Definition III.1, Items iii) and iv)) are nevertheless equivalent to those in [40, Definition 3.2.14] .
In what follows, we only need Items iii) and iv) in Definition III.1 for the specific case of μ = H s (see Definition H.3), in which measurability of U is guaranteed for all Borel sets. Therefore, s-rectifiable sets and countably s-rectifiable sets are also H s -measurable, which leads to the following chain of implications:
The following result collects properties of (countably) s-rectifiable sets for later use.
is countably s-rectifiable. iii) If U ⊆ R m is countably s-rectifiable and V ⊆ R n is countably t-rectifiable, then
is countably (s + t)-rectifiable. iv) Every s-dimensional C 1 -submanifold [ We now show that the upper modified Minkowski dimension of a countably s-rectifiable set is upper-bounded by s. This will allow us to conclude that, for a random vector x admitting a countably s-rectifiable support set, K(x) ≤ s. The formal statement is as follows.
Proof. Suppose that U ⊆ R m is countably s-rectifiable. Then, Definition III.1 implies that there exist nonempty compact sets A i ⊆ R s and Lipschitz mappings ϕ i :
Thus, 
The proof is now concluded by noting that K(x) ≤ dim MB (V) ≤ s, where the latter inequality is by Lemma III.2.
In light of Theorem III.1, an s-rectifiable random vector x ∈ R m is supported on a countable union of s-dimensional C 1 -submanifolds of R m . Absolute continuity of μ x with respect to the s-dimensional Hausdorff measure is a regularity condition guaranteeing that x cannot have positive probability measure on sets of Hausdorff dimension t < s (see Property i) of Lemma H.3). This regularity condition together with the sharp transition behavior of Hausdorff measures (see Figure 3 in Appendix H) implies uniqueness of the rectifiability parameter. The corresponding formal statement is as follows.
Lemma III.5. If x ∈ R m is both s and t-rectifiable, then s = t.
Proof. See Appendix C.
We are now ready to particularize our achievability result to s-rectifiable random vectors.
Again, Corollary III.1 is nonasymptotic (i.e., it applies for finite m) and guarantees zero error probability. Next, we present three examples of s-rectifiable random vectors aimed at illustrating the relationship between the rectifiability parameter and the stochastic sparsity level defined in (11) . Specifically, in the first example, the random vector's rectifiability parameter will be shown to agree with its stochastic sparsity level. The second example constructs an (r + t − 1)rectifiable random vector of stochastic sparsity level S(x) = rt for general r, t. In this case, the stochastic sparsity level rt can be much larger than the rectifiability parameter r + t − 1, and hence Corollary III.1 implies that this random vector can be recovered with zero error probability from a number of linear measurements that is much smaller than its stochastic sparsity level. The third example constructs a random vector that is uniformly distributed on a submanifold, namely, the unit circle. In this case, the random vector's rectifiability parameter equals the dimension of the submanifold, whereas its stochastic sparsity level equals the dimension of the ambient space, i.e., the random vector is not sparse at all.
Since P[x ∈ U] = 1 by construction, it follows that S(x) ≤ s.
To establish that S(x) ≥ s, and hence S(x) = s, towards a contradiction, assume that there exists a linear subspace T ⊆ R m of dimension d < s such that P[x ∈ T ] > 0. Since
there must exist a set of indices {i 1 , . . . , i s } ⊆ {1, . . . , m} with i 1 < · · · < i s such that
where E = (e i1 . . . e is ). Next, consider the linear subspace
which, by (38) , satisfies P[z ∈ T ] > 0. Example III.2. Let x = a ⊗ b with a ∈ R k and b ∈ R l . Suppose that a = (e p1 . . . e pr )u and b = (e q1 . . . e qt )v, where u ∈ R r and v ∈ R t with μ u × μ v λ r+t , and p = (p 1 . . . p r ) T ∈ {1, . . . , k} r and q = (q 1 . . . q t ) T ∈ {1, . . . , l} t satisfy p 1 < · · · < p r and q 1 < · · · < q t , respectively. We first show that S(x) = rt. Since P[x 0 ≤ rt] = 1 by construction, it follows that S(x) ≤ rt. To establish that S(x) ≥ rt, and hence S(x) = rt, towards a contradiction, assume that there exists a linear subspace T ⊆ R m of dimension d < rt such that P[x ∈ T ] > 0. Since
where (42) 
where E 1 = (e i1 . . . e ir ) and E 2 = (e j1 . . . e jt ). Next, consider the linear subspace
which, by (44) , satisfies P[u ⊗ v ∈ T ] > 0. As d < rt by assumption and dim( T ) ≤ dim(T ) = d, there must exist a nonzero vector b 0 
As μ u × μ v λ r+t by assumption, we also have
We now view b T 0 (u⊗v) as a polynomial in the entries of u and v. Since a polynomial vanishes either on a set of Lebesgue measure zero or is identically zero (see Corollary K.1 and Lemma K.5), it follows that
which stands in contradiction to b 0 = 0. Thus, we indeed have S(x) = rt. We next construct a countably (r+t−1)-rectifiable support set U of x. To this end, we let
and set U = A ⊗ B. Since A is a support set of a and B is a support set of b, U is a support set of x = a ⊗ b. Note that U = (A\ {0}) ⊗ B. For a ∈ A\{0}, letā denote the first nonzero entry of a. We can now write
This allows us to decompose U according to U =Ã ⊗ B, whereÃ
Now, sinceÃ is a finite union of affine subspaces all of dimension r − 1, it is countably (r − 1)-rectifiable by Properties iv) and v) in Lemma III.1. By the same token, B as a finite union of linear subspaces all of dimension t is countably t-rectifiable. Therefore, the set
is countably (r + t − 1)-rectifiable thanks to Property iii) of Lemma III.1. Now, the multivariate mapping σ : 
, and note that this implies P[x ∈ S 1 ] = 1. We first establish that
To establish that S(x) ≥ 2, and hence S(x) = 2, towards a contradiction, assume that there exists a linear subspace T ⊆ R 2 of dimension one such that P[x ∈ T ] > 0. Set A = T ∩ S 1 , which consists of two antipodal points on S 1 (see Figure 1 ).
, which constitutes a contradiction to μ z λ 1 because g −1 (A)-as a countable set-must have Lebesgue measure zero. Therefore, S(x) = 2. Finally, x is 1-rectifiable by [23, Section III.D].
Since s-rectifiable random vectors cannot have positive probability measure on sets of Hausdorff dimension t < s, it is natural to ask whether taking n ≥ s linear measurements is necessary for zero error recovery of s-rectifiable random vectors. Surprisingly, it turns out that this is not the case. This will be demonstrated by first constructing a 2-rectifiable (and therefore also (H 2 , 2)-rectifiable) set G ⊆ R 3 of strictly positive 2-dimensional Hausdorff measure with the property that e T 3 :
Then, we show that every 2-rectifiable random vector x satisfying μ x H 2 | G can be recovered with zero error probability from one linear measurement, specifically from y = e T 3 x. Moreover, all this is possible even though G contains the image of a Borel set in R 2 of positive Lebesgue measure under a C ∞ -embedding.
The construction of our example is based on the following result.
Proof. See Section VI for an explicit construction of κ and A.
We now proceed to the construction of our example demonstrating that n ≥ s is in general not a necessary condition for zero error recovery of s-rectifiable random vectors.
Example III.4. Let κ and A be as constructed in the proof of Theorem III.2 and consider the mapping
We set G = h(A) and show the following:
where
Since a(z)a(z) T is positive semidefinite, Jh(z) ≥ det(I 2 ) = 1 for all z ∈ R 2 , which establishes that h is an immersion and completes the proof of i).
To prove ii), note that h is C ∞ and as such locally Lipschitz. As A is compact, Lemma H.12 implies that h| A is Lipschitz. The set G = h(A) is hence the Lipschitz image of a compact set in R 2 and as such 2-rectifiable.
To establish iii), we first note that
where the individual steps follow from Properties of Lemma H.3, namely, (59) from Property ii) with L denoting the Lipschitz constant of h| A , and (60) from Property iii).
To establish H 2 (G) > 0, consider the linear mapping
Clearly, π is Lipschitz with Lipschitz constant equal to 1. Therefore,
where (64) follows from Property ii) of Lemma H.3, (65) from π(G) = A, and (66) is by Property iii) of Lemma H.3.
It remains to establish v). Since μ x H 2 | G by assumption, it follows that P[x ∈ G] = 1. We show that there exists a Borel measurable mapping g :
where e is an arbitrary vector not in G, used to declare a decoding error. Since P[x ∈ G] = 1 and e T 3 is one-to-one on G, this then implies that P g e 3 , e T 3 x = x = 0. To construct g in (68), consider first the mapping
Note that G as the Lipschitz image of the compact set A is compact (see Lemma H.13). It now follows from Properties ii) and iii) of Lemma I.5 (with T = R 3 × R, α = 0, K = G, and f as in (69)-(70), which is a normal integrand with respect to B(R 3 × R)) that i) T ∈ B(R 3 × R) and ii) there exists a Borel measurable mapping
This mapping can then be extended to a mapping g :
Finally, g is Borel measurable owing to Lemma H.8 as p is Borel measurable and T ∈ B(R 3 × R).
IV. STRONG CONVERSE
Example III.4 in the previous section demonstrates that n ≥ s is not necessary for zero error recovery of s-rectifiable random vectors in general. In this section, we introduce the class of s-analytic random vectors x, which will be shown to allow for a strong converse in the sense of n ≥ s being necessary for recovery of x with probability of error smaller than one. The adjective "strong" refers to the fact that n < s linear measurements are necessarily insufficient even if we allow a recovery error probability that is arbitrarily close to one. We prove that an s-analytic random vector is s-rectifiable if and only if it admits a support set U that is "not too rich" (in terms of σ-finiteness of H s | U ), show that the s-rectifiable random vectors considered in Examples III.1-III.3 are all s-analytic, and discuss examples of s-analytic random vectors that fail to be s-rectifiable. Random vectors that are both s-analytic and s-rectifiable can be recovered with zero error probability from n > s linear measurements, and n ≥ s linear measurements are necessary for recovery with error probability smaller than one. The border case n = s remains open.
We now make our way towards developing the strong converse and the formal definition of s-analyticity. The following auxiliary result will turn out to be useful.
Lemma IV.1. For x ∈ R m and A ∈ R n×m , consider the following statements:
i) There exists a Borel measurable mapping g :
Then, i) implies ii).
Proof. See Appendix D.
We first establish a strong converse for the class of random vectors considered in Example III.1. This will guide us to the crucial defining property of s-analytic random vectors.
. . , m} s satisfies k 1 < · · · < k s . If there exist a measurement matrix A ∈ R n×m and a Borel measurable mapping g :
Proof. Towards a contradiction, suppose that there exist a measurement matrix A ∈ R n×m and a Borel measurable mapping g :
there must exist a set of indices A, i.e.,
As λ s (A) > 0, the Steinhaus Theorem [41] implies the existence of an
Since dim ker(AH) ≥ s − n > 0, we conclude that the linear subspace ker(AH) must have a nontrivial intersection with A − A, which stands in contradiction to (79).
The strong converse just derived hinges critically on the specific structure of the s-rectifiable random vector x considered. Concretely, we used the fact that, for every U ∈ B(R m ) with P[x ∈ U] > 0, there exist a set A ∈ B(R s ) with λ s (A) > 0 and a matrix H ∈ R m×s such that U contains the one-to-one image of A under H. The following example demonstrates, however, that this property is too strong for our purposes as it fails to hold for random vectors on general submanifolds like, e.g., the unit circle:
Example IV.1. Let S 1 ⊆ R 2 denote the unit circle and consider x ∈ R 2 supported on S 1 , i.e., P[x ∈ S 1 ] = 1. Towards a contradiction, suppose that there exist a set A ∈
The reason for this failure is that every h ∈ R 2 maps into a 1-dimensional linear subspace in R 2 , and 1-dimensional linear subspaces in R 2 intersect the unit circle in two antipodal points only. To map a set A ∈ B(R) to a set in R 2 that is not restricted to be a subset of a 1-dimensional linear subspace, we have to employ a nonlinear mapping. But this puts us into the same dilemma as in Example III.4, where we demonstrated that even the requirement of every U ∈ B(R m ) with P[x ∈ U] > 0 containing the embedded image-under a C ∞ -mapping-of a set A ∈ B(R s ) of positive Lebesgue measure is not sufficient to obtain a strong converse for general x. We therefore need to impose additional constraints on the mapping. It turns out that requiring real analyticity is enough. Examples of real analytic mappings include, e.g., multivariate polynomials, the exponential function, or trigonometric mappings. This finally leads us to the new concept of s-analytic measures and s-analytic random vectors.
Note that the only requirement on the real analytic mappings in Definition IV.1 is that their s-dimensional Jacobians do not vanish identically. Since the s-dimensional Jacobian of a real analytic mapping is a real analytic function, it vanishes either identically or on a set of Lebesgue measure zero (see Lemma K.7). By Lemma K.8, this guarantees that, for an analytic measure μ, every U ∈ B(R m ) with μ(U) > 0 contains the real analytic embedding of a set A ∈ B(R s ) of positive Lebesgue measure.
We have the following properties of s-analytic measures.
Lemma IV.3. If μ is an s-analytic measure on R m , then the following holds:
Proof. See Appendix E.
We are now ready to define s-analytic random vectors.
Definition IV.2. (Analytic random vectors) A random vector
The corresponding value s is the analyticity parameter.
We have the following immediate consequence of Lemma IV.3.
Proof. Follows from Properties ii) and iii) in Lemma IV.3 and Definition III.2.
By Corollary IV.1, an s-analytic random vector is s-rectifiable if and only if it admits a support set U that is "not too rich" (in terms of σ-finiteness of H s | U ). As an example of an s-analytic random vector that is not s-rectifiable, consider an (s + 1)-analytic random vector x with s > 0. By Property i) in Lemma IV. 3 , this x is also s-analytic, but it cannot be s-rectifiable, as shown next. Towards a contradiction, suppose that x is s-rectifiable. Then, by Lemma III.4, x has a countably s-rectifiable support set U, which by Property i) in Lemma III.1 is also countably (s+1)rectifiable. As, by assumption, x is (s+1)-analytic, Property ii) in Lemma IV.3 implies μ x H s+1 . Thus, μ x H s+1 | U with U countably (s + 1)-rectifiable, and we conclude that x would also be (s+1)-rectifiable, which contradicts uniqueness of the rectifiability parameter, as guaranteed by Lemma III.5.
We just demonstrated that s-analytic random vectors cannot be s-rectifiable if they are also (s + 1)-analytic. The question now arises whether s-analytic random vectors that fail to be (s + 1)-analytic (and, therefore, fail to be t-analytic for all t > s by Property i) in Lemma IV.3) are necessarily s-rectifiable. The next example shows that this is not the case.
is the normalized Hausdorff measure on C, is well defined. We Thus, x is 1-analytic. We next show that x is not 2-analytic. Towards a contradiction, suppose that x is 2-analytic. Since μ x (U) = 1, by 2analyticity of x, there must exist a set D ∈ B(R 2 ) with λ 2 (D) > 0 and a real-analytic mapping g : R 2 → R 2 of 2-dimensional Jacobian Jg ≡ 0 such that g(D) ⊆ U. By Property ii) in Lemma K.8, we can assume, w.l.o.g., that g| D is an embedding. It follows that
where in (84) we applied the area formula Corollary H.3 upon noting that g| D is one-to-one as an embedding and locally Lipschitz by real analyticity of g, and (85) is by Lemma H.4,
Upon noting that H 1+ln 2/ ln 3 (U) < ∞ [38, Example 4.3] , this results in a contradiction to Property i) in Lemma H.3. Finally, to establish iii), towards a contradiction, suppose that x is 1-rectifiable. Then, Lemma III.4 implies that x admits a countably 1-rectifiable support set. As every countably 1-rectifiable set is the countable union of 1-rectifiable sets, the union bound implies that there must exist a 1-rectifiable set V with P[x ∈ V] > 0. By Definition III.1, there must therefore exist a compact set K ⊆ R and a Lipschitz mapping f :
where in (88) we applied Corollary H.1 (with the finite mea- 1] ) and in (89) we set, for every c ∈ C,
Note that the sets A c ⊆ K are pairwise disjoint as inverse images of pairwise disjoint sets. Now, Lemma H.4 together with (86)-(89) implies that there must exist a set F ⊆ C with π(F ) > 0 such that
Since π = H ln 2/ ln 3 | C /H ln 2/ ln 3 (C) and 0 < π(F ) ≤ 1, the definition of Hausdorff dimension (see Definition H.4) implies dim H (F ) = ln 2/ ln 3. As every countable set has Hausdorff dimension zero [38, p. 48] , we conclude that F must be uncountable. Moreover,
where (92) 
which, by Lemma H.11, contradicts the uncountability of F . Therefore, x cannot be 1-rectifiable.
Our strong converse for analytic random vectors will be based on the following result.
With the help of Theorem IV.1, we can now prove the strong converse for s-analytic random vectors.
Corollary IV.2. For x ∈ R m s-analytic, n ≥ s is necessary for the existence of a measurement matrix A ∈ R n×m and a Borel measurable mapping g :
Proof. Suppose, to the contrary, that there exist a measurement matrix A ∈ R n×m and a Borel measurable mapping g :
and linear mappings are trivially real-analytic, Theorem IV.1 implies that we must have n ≥ s, which contradicts n < s.
We next show that the s-rectifiable random vectors considered in Examples III.1-III.3 are all s-analytic with the analyticity parameter equal to the corresponding rectifiability parameter. We need the following result, which states that real analytic immersions preserve analyticity in the following sense.
Example IV.3. We show that x in Example III.1 is s-analytic.
To this end, we consider an arbitrary but fixed U ∈ B(R m ) with μ x (U) > 0 and establish the existence of a set A ∈ B(R s ) of positive Lebesgue measure and a real analytic
there must exist a set of indices
where u :
. . e is )z. As μ z λ s by assumption, z is s-analytic thanks to Lemma IV.5 below. The mapping u is linear and, therefore, trivially real analytic.
Furthermore,
where (102) follows from Du(z) = (e i1 . . . e is ) for all z ∈ R s , which proves that u is an immersion. We can therefore employ Lemma IV.4 and conclude that u(z) is s-analytic.
Hence, Definition IV.2 together with (101) implies that there must exist a set A ∈ B(R s ) of positive Lebesgue measure and a real analytic mapping h :
Proof. We have to show that, for each U ∈ B(R m ) with μ x (U) > 0, we can find a set A ∈ B(R m ) of positive Lebesgue measure and a real analytic mapping h :
with μ x (U) > 0 be arbitrary but fixed. We have to establish that there exist a set A ∈ B(R r+t−1 ) of positive Lebesgue measure and a real analytic mapping h :
where (107) 
Since μ u × μ v λ r+t by assumption, it follows from Lemma IV.6 below that u ⊗ v is (r + t − 1)-analytic. The mapping v is linear and, therefore, trivially real analytic. Furthermore,
where (112) 
Hence, Definition IV.2 together with (109) implies that there must exist a set A ∈ B(R r+t−1 ) of positive Lebesgue measure and areal analytic mapping h :
Proof. See Appendix G.
Example IV.5. Let x, z, and h be as in Example III.3. We first note that sin and cos are real analytic. In fact, it follows from the ratio test [42, Theorem 3.34 ] that the power series
are absolutely convergent for all z ∈ R. Thus, sin and cos can both be represented by convergent power series at 0 with infinite convergence radius. Lemma K.1 therefore implies that sin and cos are both real analytic. As each component of h is real analytic, so is h. Furthermore, Jh(z) = sin 2 (z) + cos 2 (z) = 1 for all z ∈ R, which implies that h is a real analytic immersion. Since z is 1-analytic by Lemma IV.5 and x = h(z), Lemma IV.4 implies that x is 1-analytic.
V. PROOF OF THEOREM II.1 (ACHIEVABILITY)
Suppose that K(x) < n. It then follows from (12) that x must admit a support set U ⊆ R m with dim MB (U) < n. We first construct a new support set V ⊆ R m for x as a countable union of compact sets satisfying dim MB (V) < n. Based on this support set V we then prove the existence of a measurable decoder g satisfying P[g(A, Ax) = x] = 0. The construction of V starts by noting that, thanks to Property i) in Lemma H.15, dim MB (U) < n implies the existence of a covering {U i } i∈N of U by nonempty compact sets U i satisfying
For this covering, we set
and note that
where (120) . This e will be used to declare a decoding error. We will show in Section V-A that there exists a Borel measurable mapping g :
The mapping g is guaranteed to deliver a v ∈ V that is consistent with (A, y) (in the sense of Av = y) if at least one such consistent v ∈ V exists, otherwise an error is declared by delivering the "error symbol" e. Next, for each A ∈ R n×m , let p e (A) denote the probability of error defined as
It remains to show that p e (A) = 0 for λ n×m -a.a. A. Now,
where (127) 
Next, note that for y = Ax with x ∈ V, the vector g (A, y) can differ from x only if there is a v ∈ V\{x} that is consistent with y, i.e., if y = Av for some v ∈ V \{x}. Thus,
where, for each x ∈ V, we set
As (132) yields
for all x ∈ V. The null-space property Proposition II.1, with U = V x and dim MB (V x ) = dim MB (V) < n ((lower) modified Minkowski dimension is invariant under translation, as seen by translating covering balls accordingly) now implies that (137) equals zero for all x ∈ V. Therefore, (136) must equal zero as well for all x ∈ V. We conclude that (131) must equal zero as the integrand is identically zero (recall that V is a support set of x), which, by (130)-(131) and Lemma H.4, implies that we must have p e (A) = 0 for λ n×m -a.a. A, thereby completing the proof.
A. Existence of Borel Measurable g
Recall that i) V = i∈N U i R m , where U i ⊆ R m is nonempty and compact for all i ∈ N and ii) the error symbol e ∈ R m \ V. We have to show that there exists a Borel measurable mapping g :
To this end, first consider the mapping
Since f is continuous,
It now follows from Properties ii) and iii) of Lemma I.5 (with T = R n×m × R n , α = 0, K = U i , and f as in (139)-(140), which is a normal integrand with respect to B(R n×m × R n )) that i) T i ∈ B(R n×m × R n ) for all i ∈ N and ii) for every i ∈ N, there exists a Borel measurable mapping
For each i ∈ N, the mapping p i can be extended to a mapping g i : R n×m × R n → R m by setting , y) , we first use g 1 to try to find a consistent (in the sense of y = Au) u ∈ U 1 . If g 1 delivers the error symbol e, we use g 2 to try to find a consistent u ∈ U 2 . This procedure is continued until a g i delivers a consistent u ∈ U i . If no g i yields a consistent u ∈ U i , we deliver the error symbol e as the final decoder output. The formal construction is as follows. We set G 1 = g 1 and, for every i ∈ N\{1}, we define the mapping G i : R n×m × R n → R m iteratively by setting
Then, G 1 (= g 1 ) is Borel measurable, and, for each i ∈ N \ {1}, the Borel-measurability of G i follows from the Borel-measurability of G i−1 and g i thanks to Lemma V.2 below. Note that by construction
if there exists a v ∈ i j=1 U j such that Av = y and G i (A, y) = e else. Finally, we obtain g : 
and let V ∈ B(X ). Then,
Proof. We first note that B(X × X ) = B(X ) ⊗ B(X ) and
, both thanks to Lemma H.5. Therefore, V × X ∈ B(X × X ). Now, consider the diagonal D = {(x, x) : x ∈ X } and note that D as the inverse image of {0} under the Borel measurable mapping g :
and note that it is Borel measurable thanks to Lemma H.7 
is Borel measurable.
To this end, consider an arbitrary but fixed U ∈ B(Y). 
and show that A and B are both in B(X ), which in turn
U \{y 0 } ∈ B(Y), and f is Borel measurable by assumption, it follows that A ∈ B(X ). Finally, as
, and f and g are both Borel measurable by assumption, it follows that B ∈ B(X ). Thus, h −1 (U) = A∪B ∈ B(X ). Since U was arbitrary, we conclude that h is Borel measurable.
VI. PROOF OF THEOREM III.2
Construction of A:
Consider the sequence {a k } k∈N , where a k = 1/2 + 1/2 k , and note that
Let Q 1 = [0, 1] 2 be the unit square of side length one. We define
where every square Q 2,i ⊆ Q 1 has side length a 2 /2 with (0 0) T ∈ Q 2,1 , (1 0) T ∈ Q 2,2 , (0 1) T ∈ Q 2,3 , and (1 1) T ∈ Q 2,4 . It follows from (163) that the squares Q 2,1 , . . . , Q 2,4 are pairwise disjoint and Q 2 Q 1 . To define Q 3 , we follow the same procedure and split up every set Q 2,i into the disjoint union of four squares with side length a 3 /4. The sets Q 1 , Q 2 , and Q 3 are depicted in Figure 2 . We iterate this construction and obtain a sequence {Q k } k∈N , where Q k is the disjoint union of 4 k−1 squares Q k,i , i = 1, . . . , 4 k−1 , of side length a k /2 k−1 and
Next, we set
which, as the intersection of closed sets, is closed. Since A is also bounded it must be compact by the Heine-Borel theorem [42, Theorem 2.41 ]. Finally,
where (167) follows from Property iii) of Lemma H.1.
Construction of κ:
We now construct a C ∞ -function κ : R 2 → R that is one-to-one on A as defined in (166). This will be accomplished by building compactly supported C ∞functions ϕ k,i :
The construction of these functions is effected by Lemma VI.1 below with ϕ k,i (z) = ψ δ k,i ,a k,i ,w k,i (z), where w k,i denotes the center of Q k,i , a k,i equals half the side-length of Q k,i , and δ k,i is chosen sufficiently small for (171) to hold (recall that the squares Q k,i are closed and disjoint). Next, we define the C ∞ -functions
for all z ∈ Q k,i , i = 1, . . . , 4 k−1 , and k ∈ N, and
For l ∈ N and a, b ∈ N 0 , consider now the C ∞ -function
We now show that this particular choice for the constants M k guarantees, for each a, b ∈ N 0 , that the sequence {s (a,b) l } l∈N of C ∞ -functions converges uniformly and denote the corresponding limiting functions by κ (a,b) . Corollary J.1 then implies
for all a, b ∈ N 0 and z ∈ R 2 , and κ (0,0) must therefore be C ∞ . We set κ = κ (0,0) . It remains to prove uniform convergence of the sequences {s (a,b) l } l∈N of C ∞ -functions for all a, b ∈ N 0 . To this end, let a, b ∈ N 0 be arbitrary but fixed and note that
for all k > a+b and z ∈ R 2 . Furthermore, by the sum formula for the geometric series, 
We can now conclude from (182) and (184) that the sequence {t
satisfies the assumptions of Theorem J.1 and therefore converges uniformly to a function, which we denote by ρ (a,b) . As
for all l > a + b, we conclude that {s
Since a and b are arbitrary, this implies that {s (a,b) l } l∈N converges uniformly for all a, b ∈ N 0 , thereby concluding the proof of κ being C ∞ .
It remains to show that κ is one-to-one on A. To this end, consider arbitrary but fixed z 0 and w 0 in A with z 0 = w 0 . We have to show that κ(z 0 ) = κ(w 0 ). Note that by construction of A (see (166)), there exists a k 0 ∈ N such that i) for every k ≥ k 0 , there exist i k and j k in {1, . . . , 4 k−1 } with i k = j k such that z 0 ∈ Q k,i k and w 0 ∈ Q k,j k , and ii) for every k < k 0 , there exists an i k such that z 0 and w 0 are both in Q k,i k . We therefore have
where (189) 
We can therefore further lower-bound |κ(z 0 )−κ(w 0 )| according to
Since z 0 and w 0 are arbitrary, this establishes that κ is indeed one-to-one, thereby finishing the proof.
Lemma VI.1. For a > 0, δ > 0, and w = (w 1 w 2 ) T ∈ R 2 , consider the mapping ψ δ,a,w :
with f (t) = e −1/t ½ R+ (t). Then, ψ δ,a,w is C ∞ and satisfies
Proof. It follows from [43, Lemma 2.22] with H = ρ δ,a , r 1 = a, and r 2 = a + δ that ρ δ,a is C ∞ and satisfies
The claim now follows from ψ δ,a,w = ρ δ,a (z 1 − w 1 )ρ δ,a (z 2 − w 2 ) and the properties of ρ δ,a .
VII. PROOF OF THEOREM IV.1 (STRONG CONVERSE)
Towards a contradiction, suppose that the statement is false. That is, we can find an s ∈ N such that there exist i) an A ∈ B(R s ) with λ s (A) > 0, ii) a real analytic mapping h : R s → R m , with s ≤ m, of sdimensional Jacobian Jh ≡ 0, and iii) an n ∈ N with n < s and a real analytic mapping f : R m → R n that is one-to-one on h(A). Let s 0 be the smallest s ∈ N such that i)-iii) hold. The proof will be effected by showing that this implies validity of i)-iii) for s 0 − 1 and n − 1, which contradicts the assumption that s 0 is the smallest natural number for i)-iii) to hold. The reader might wonder what happens to this argument in the case where n = 1. In fact we establish below that, if i)-iii) is satisfied, then necessarily n ≥ 2, see the claims a)-c) right after (223).
Let A, h, n, and f satisfy i)-iii) for s 0 . We start by noting that
by ii) and iii). Next, we write
and set ψ i = f i • h, i = 1, . . . , n, and ψ = f • h, which, by Corollary K.2, are all real analytic as compositions of real analytic mappings. We now show that there must exist an i 0 ∈ {1, . . . , n} and a set A i0 ⊆ A such that
Jψ i0 (z) > 0, and Jh(z) > 0 for all z ∈ A i0 . To this end, we first decompose
for i = 1, . . . , n and
By Lemma VII.1 below (with s = s 0 ), Dψ(z) = 0 for λ s0a.a. z ∈ A. Furthermore, Jh(z) = 0 for λ s0 -a.a. z ∈ A because of Jh ≡ 0 and Lemma K.7. Thus, λ s0 (A 0 ) = 0 by the countable subadditivity of Lebesgue measure. Since λ s0 (A) > 0 by assumption, and λ s0 (A 0 ) = 0, it follows, again by the countable subadditivity of Lebesgue measure, that there must exist an i 0 such that (211) holds. Now, for each y ∈ R, let
We show in Section VII-A below that there exist a y 0 ∈ R and a z 0 ∈ A i0 ∩ M y0 such that
It now follows from (218), real analyticity of ψ i0 , M y0 = ∅, and Lemma K.11 that M y0 is an (s 0 − 1)-dimensional real analytic submanifold of R s0 . Therefore, by Lemma K.9, there exist a real analytic embedding ζ : R s0−1 → R s0 and an η > 0 such that 
Next, let
We now show that
is real analytic and of (s 0 − 1)dimensional Jacobian Jh ≡ 0, and c) s 0 − 1 > n − 1 > 0 and the real analytic mapping
is one-to-one onh(C i0 ), which finally yields the desired contradiction to the statement of s 0 being the smallest natural number such that i)-iii) at the beginning of the proof are satisfied.
Proof of a):
We first establish that C i0 ∈ B(R s0−1 ). Since ζ R s0−1 is relatively open in M y0 and, therefore, a Borel set in R s0 , it follows from (223) that C i0 is the inverse image of a finite intersection of Borel sets under the real analytic embedding ζ and, therefore, also a Borel set. Next, we show that λ s0−1 (C i0 ) > 0. Since
where (226) follows from the area formula Corollary H.3 upon noting that ζ is one-to-one as an embedding and locally Lipschitz by real analyticity, (227) is by (223), and in (228) we applied (222). Using Lemma H.4, we conclude from (226)-(228) that λ s0−1 (C i0 ) > 0. Proof of b): By Corollary K.2,h is real analytic as the composition of real analytic mappings. It remains to show that Jh ≡ 0. To this end, we establish Jh(0) > 0. First note that the chain rule yields
where the second equality is by (220). Since ζ : R s0−1 → R s0 is an embedding, it follows that rank(Dζ(0)) = s 0 − 1. (209)). To prove thatf is one-to-one onh(C i0 ), we first show that f i0 is constant onh(C i0 ). In fact, since
As f is one-to-one on h(A) and f i0 is constant onh (223), we conclude thatf must also be one-to-one onh(C i0 ). It remains to show that we must have n > 1, which obviously implies n − 1 > 0. Suppose, to the contrary, that n = 1. Sinceh is real analytic with Jh ≡ 0 and λ s0−1 (C i0 ) > 0, it follows from Property ii) of Lemma K.8 thath is one-to-one on a subset of C i0 of positive Lebesgue measure. Thus, the set h(C i0 ) is uncountable. Now, since by (233) f i0 is constant onh(C i0 ), and a constant function cannot be one-to-one on a set of cardinality larger than one, the uncountability ofh(C i0 ) implies that f i0 cannot be one-to-one onh(C i0 ). But f = f i0 for n = 1 (with i 0 = 1) and f is one-to-one onh(C i0 ) ⊆ h(A) by assumption, which results in a contradiction. Therefore, we necessarily have n > 1 and we can conclude that a)-c) must hold, which finalizes the proof of the theorem.
A. Proof of (217)-(219)
We start by noting that
where (235) 
where (240) is by (216) 
and define
Then, U = ψ(B) is t-rectifiable as a consequence of B compact and ψ Lipschitz. Proof of ii): First note that we can cover R s according to
with A k ⊆ R s compact for all k ∈ N (take, for example, (0, k) ). Setting, for every i, k ∈ N, ϕ i,k = ϕ i | A k (locally Lipschitz mappings are Lipschitz on compact sets by Lemma H.12), we can write
which implies that V is countably s-rectifiable.
Proof of iii):
Suppose that U is countably s-rectifiable and V is countably t-rectifiable. Then, we can write
where the A i ⊆ R s and the B j ⊆ R t are compact and the ϕ i : R s → R m and the ψ j : R t → R n are Lipschitz. Thus,
where we defined
and set 
where we set ϕ i = ϕ xi and U i = U xi . Now fix i ∈ N arbitrarily. As U i is open, for every u i ∈ U i , there exists an r ui > 0 such that
We can thus write 
where we set r i,j = r ui,j for all j ∈ N. (257)), it follows that
Since i ∈ N was arbitrary, using (256) and (260), we get 
Proof of ii): Suppose that U is countably s-rectifiable. We [46, Lemma 15.5] implies that H s | U is σ-finite. We can therefore employ Lemma H.10 to decompose
where 
where (265) Proof. We employ the following chain of arguments: Towards a contradiction, suppose that there exist r, t ∈ N with r = t such that x is r-rectifiable and t-rectifiable. We can assume, w.l.o.g., that r < t. Now, Lemma III.4 implies the existence of i) a countably r-rectifiable set U satisfying P[x ∈ U] = 1 and ii) a countably t-rectifiable set V satisfying P[x ∈ V] = 1. With Definition III.1, we can conclude that there exist i) compact sets A i ⊆ R r and Lipschitz mappings ϕ i :
and ii) compact sets B j ⊆ R t and Lipschitz mappings ψ j :
The union bound now yields
Since P[x ∈ U ∩ V] = 1, which follows from P[x ∈ U] = 1 and P[x ∈ V] = 1, (276)-(277) guarantee the existence of an i 0 and a j 0 , both in N, such that
The monotonicity of H r then yields
(279) But we also have → g(A, Ax) , which as the composition of two Borel measurable mappings, namely, x → (A, Ax) and g, is Borel measurable. Application of Lemma H.7 (with X = Y = R m , f 1 the identity mapping on R m , and f 2 = h A ) therefore establishes that
is Borel measurable. Now, consider the diagonal D = {(x, x) :
x ∈ R m } and note that D as the inverse image of {0} under the Borel measurable mapping d : (285)
We now use Fubini's Theorem to show that there exists a
where (286) follows from Lemma H.4 with λ s (A) > 0 and Jh(z) > 0 for all z ∈ A, and in (287) we applied Theorem H.1. We conclude that there must exist a z 0 ∈ R such that 
where (294) is by Lemma K.12 upon noting that 
where (295) 
and As μ = μ| U by assumption, and U = W ∪ W, it remains to show that μ( W) = 0 to conclude that μ = μ| W for the countably (H s , s)-rectifiable set W. Towards a contradiction, suppose that μ( W) > 0. Analyticity of μ then implies that there exist a set A ∈ B(R s ) of positive Lebesgue measure and a real analytic mapping h : R s → R m of s-dimensional Jacobian Jh ≡ 0 such that h(A) ⊆ W. By countable subadditivity of λ s , we can assume, w.l.o.g., that A is bounded; and by Property ii) in Lemma K.8, we can assume, w.l.o.g., that h| A is an embedding. It follows that
where (299) Suppose that x ∈ R m is s-analytic and u = f (x), where f : R m → R k is a real analytic immersion, and consider C ∈ B(R k ) with μ u (C) > 0. We have to show that there exist a set A ∈ B(R s ) of positive Lebesgue measure and a real analytic mapping g :
Since μ x (D) = μ u (C) > 0 and x is s-analytic, there exist a set A ∈ B(R s ) of positive Lebesgue measure and a real analytic mapping h :
Furthermore, g as the composition of real analytic mappings is real analytic by Corollary K.2. It remains to show that Jg ≡ 0. To this end, we first note that the chain rule implies Dg(z) = (Df )(h(z))Dh(z). Since Jh ≡ 0, there exists a z 0 ∈ R s such that Jh(z 0 ) = 0. Thus rank(Dh(z 0 )) = s.
(304)
Now, as f is an immersion, it follows that k ≥ m and Jf > 0. Thus, rank((Df )(h(z 0 ))) = m.
Applying Lemma K.12 to (Df )(h(z 0 )) ∈ R k×m and Dh(z 0 ) ∈ R m×s and using (304) and (305) establishes that rank(Dg(z 0 )) ≥ s, which in turn implies Jg(z 0 ) = 0 as Dg(z 0 ) ∈ R k×s .
APPENDIX G PROOF OF LEMMA IV.6
Suppose that a ∈ R k and b ∈ R l with μ a × μ b λ k+l , set x = a ⊗ b, and consider C ∈ B(R kl ) with μ x (C) > 0. We have to show that there exist a set A ∈ B(R k+l−1 ) of positive Lebesgue measure and a real analytic mapping h :
Since C ∈ B(R kl ) and ⊗ is Borel measurable, E as the inverse image of C under ⊗ is Borel measurable. Furthermore, as x = a ⊗ b, it follows that
which implies λ k+l (E) > 0 as μ a ×μ b λ k+l by assumption.
Using Corollary H.1, we can write
where, for each z ∈ R,
As λ k+l (E) > 0 we can conclude that there must exist a
Next, we define the mapping
which is real analytic thanks to Corollary K.1, and we write
where (314) follows from (306), and (315) is by (311)-(312). By construction, h(A) ⊆ C. Furthermore, A as the inverse image of C ∈ B(R kl ) under a real analytic and, therefore, Borel measurable mapping is in B(R k+l−1 ). It remains to show that there exist an a 0 ∈ R k and a v 0 ∈ R l−1 such that
This will be accomplished by showing that there exist an a 0 ∈ R k and a v 0 ∈ R l−1 such that
Now,
for general a ∈ R k and v ∈ R l−1 , and
for the specific choices a 0 = (1 . .
(319) indeed holds, which concludes the proof.
APPENDIX H TOOLS FROM (GEOMETRIC) MEASURE THEORY
In this appendix, we state some basic definitions and results from measure theory and geometric measure theory used throughout the paper. For an excellent in-depth treatment of geometric measure theory, the interested reader is referred to [36] , [40] , [48] , [49] . 
A. Preliminaries From Measure Theory
iii) Countable subadditivity:
for all sequences
For a probability measure μ x , countable subadditivity is equivalent to the union bound
The collection of μ-measurable sets forms a σalgebra [36, Theorem 1.2.4], which we denote by S μ (X ). If X is endowed with a topology, 3 the smallest σ-algebra containing the open sets is the Borel σ-algebra B(X ).
A measurable space (X , S (X )) is a set X equipped with a σ-algebra S (X ). A measure space (X , S (X ), μ) is a set X with a measure μ and a σ-algebra S (X ) ⊆ S μ (X ).
Lemma H.1. [36, Theorem 1.2.5] If (X , S (X ), μ) is a measure space and {A n } n∈N is a sequence of sets A n ∈ S (X ), then the following properties hold.
i) If the sets A n , n ∈ N, are pairwise disjoint, then μ is countably additive on their union. That is,
ii) If A n ⊆ A n+1 for all n ∈ N, then
iii) If A n+1 ⊆ A n for all n ∈ N and μ(A 1 ) < ∞, then 
ii) There exist bounded sets A i ⊆ R s and Lipschitz map-
iii) There exist Lipschitz mappings ϕ i : 
with B s (0, j) compact for all j ∈ N. 
for all δ > 0, and the diameter diam(·) of an arbitrary set U ⊆ R m is defined according to
with Γ(·) denoting the Gamma function. Fig. 3 ). ii) If f : R m → R n is Lipschitz with Lipschitz constant L, then i) Let (X , S (X )) and (Y, S (Y)) be measurable spaces. X , B(X ), μ) is a σ-finite (respectively finite) measure space. 
Lemma H.3. (Main properties of Hausdorff measures)
Corollary H.1. Let (X , S (X ), μ) and (Y, S (Y), ν) be σ-finite measure spaces and suppose that A ∈ S (X )⊗S (Y).
Then, 
is Borel measurable. Proof. We have to show that h −1 (A) ∈ B(X ) for all A ∈ B(Y). Consider an arbitrary but fixed A ∈ B(Y) and suppose first that 
Since μ B k (z i , r zi ) ∩ A = 0 for all i ∈ N, the countable subadditivity of μ implies
which contradicts the assumption μ(A) > 0.
Lemma H.10. Let (X , B(X ), μ) be a σ-finite measure space and B ∈ B(X ). Then,
where μ(N ) = 0 and A = i∈N A i with A i ⊆ R m compact for all i ∈ N.
Proof. By [47, Proposition 1.43] , we can find, for each i ∈ N, a compact set K i such that K i ⊆ B and μ(B 
The smallest constant L for (368) to hold is the Lipschitz
The following result establishes a necessary and sufficient condition for a mapping to be locally Lipschitz. Since we could not find a proof for this statement in the literature, we present one here for completeness.
Lemma H.12. The mapping f : R k → R l is locally Lipschitz if and only if f | K is Lipschitz for all compact sets K ⊆ R k .
Proof. "⇒": Suppose that f : R k → R l is locally Lipschitz and consider a compact set K ⊆ R k . We have to show that f | K is Lipschitz. For every x ∈ K, by the local Lipschitz property of f , there exists an open neighborhood U x containing x such that f | Ux is Lipschitz. Since K ⊆ x∈K U x is a cover of the compact set K by open sets, there must exist U xi , denoted by U i , i = 1, . . . , n, such that K ⊆ n i=1 U i . For i = 1, . . . , n, let L i denote the Lipschitz constant of f | Ui . Now, as shown below, there exists a δ > 0 such that, for every x, y ∈ K with x − y 2 < δ, we can find a U i in the finite subcover of U with x, y ∈ U i . With this δ we let
where Δ := max x∈K f (x). Note that the local Lipschitz property of f implies its continuity and, therefore, f attains its maximum on the compact set K. Consider an arbitrary pair x, y ∈ K. If x − y 2 < δ, then this pair must be in the same 
where the second equality follows from lim j→∞ x mj − y mj 2 ≤ lim j→∞ 1/m j = 0 and the continuity of · 2 . Thus, x =ȳ, which is not possible as there is no U i containingx andȳ. 
for all u and v in K, which implies that h| K is Lipschitz. As K was arbitrary, we can conclude that h is locally Lipschitz. 
It follows from the mean value theorem [55, Theorem 3.4] that C 1 mappings are locally Lipschitz. Conversely, by Rademacher's Theorem [36, Theorem. 5.1.11] , every locally Lipschitz mapping f : R m → R n has an L (R m )measurable (but not necessarily continuous) differential Df , which is defined λ m -almost everywhere. 
C. Area and Coarea Formula
Next, we state two fundamental results from geometric measure theory that are used frequently in the paper, namely, the area and the coarea formula for locally Lipschitz mappings. (376)
where (378) is by the Lebesgue Monotone Convergence Theorem [50, Theorem 4.6] upon noting that (½ Bm(0,i) ) i∈N is an increasing sequence of nonnegative Lebesgue measurable functions converging pointwise to the constant function 1, in (380) we applied Theorem H.3 to f | Bm(0,i) , which is Lipschitz by Lemma H.12 as B m (0, i) ⊆ B m (0, i) and B m (0, i) is compact for all i ∈ N, in (381) we used that f is one-to-one, by assumption, which implies
and (382) (386) 
is Lebesgue measurable [36, Lemma 5.2.5] and, therefore, (g i ) i∈N is a sequence of nonnegative increasing Lebesgue measurable functions, with
for all y ∈ R n by Property ii) in Lemma H.1.
D. Properties of Modified Minkowski Dimension
In this section, we state some properties of modified Minkowski dimension (see Definitions II.1 and II.2).
Lemma H.15. Main properties of modified Minkowski dimension:
i) We have 
for all countable collections of nonempty sets U i , i ∈ N. vii) Let f : R m → R n be locally Lipschitz. Then, We prove Properties v)-vii) for dim MB only. The corresponding arguments for dim MB are along the same lines.
To prove Property v) for dim MB , let f : D → R n be Lipschitz with domain D ⊆ R m and consider U ⊆ R m . By [53, Theorem 2] , there exists a Lipschitz mapping g : R m → R n with g| D = f . We have 
It remains to show that
Suppose first that the U i are all bounded. It follows that
where (411) 
with 
where (418) 
and dim MB (U) = F (U) with 
Combining (424) with (426) yields
Next, note that
where (429) follows from Definition II.2 and (428), in (431) we used (427), and (432) is by (425). This is in contradiction to Δ = dim MB (U) − F (U).
APPENDIX I PROPERTIES OF SET-VALUED MAPPINGS
A set-valued mapping Φ: T → 2 R m associates to each x ∈ T a set Φ(x) ⊆ R m . Many properties of ordinary mappings such as, e.g., measurability, can be extended to set-valued mappings. In this appendix, we first briefly review properties of set-valued mappings and then state a result needed in the existence proof of a measurable decoder in Section V-A. 
is S (T )-measurable and closed-valued.
We can now state the result on set-valued mappings needed to prove the existence of a measurable decoder in Section V-A.
Lemma I.5. Let (T , S (T )) be a measurable space, α ∈ R, and f : T × R m → R. Suppose that f is a normal integrand with respect to S (T ) and K ⊆ R m is compact and nonempty. Then, the following properties hold.
i) The set-valued mapping
is S (T )-measurable and closed-valued. ii)
iii) There exists an S (T )-measurable mapping
Proof. We start with the proof of i). For each t ∈ T , we can write P K (t) = L α (t) ∩ K, where L α is the S (T )-measurable closed-valued level-set mapping from Lemma I.4. Since L α is closed-valued and the intersection of a closed set with a compact set is closed, P K is closed-valued. To prove that P K is S (T )-measurable it suffices, thanks to Lemma I.1, to show that P −1 K (A) ∈ S (T ) for all compact sets A ⊆ R m . To this end, let A ⊆ R m be an arbitrary but fixed compact set. Since the intersection of two compact sets is compact it follows that K ∩ A is compact. As L α is S (T )-measurable and K ∩ A is compact, L −1 α (K ∩ A) ∈ S (T ) by Lemma I.1. Therefore, as L −1 α (K ∩ A) = P −1 K (A), we can conclude that P −1 K (A) ∈ S (T ). Since A was arbitrary, this proves i). Now, S (T )-measurability of P K implies P −1 K (R m ) ∈ S (T ), and thereby ii). Finally, the existence of the S (T )-measurable mapping p K in iii) follows from i) and Lemma I.2.
APPENDIX J PROPERTIES OF SEQUENCES OF FUNCTIONS
IN SEVERAL VARIABLES In this appendix, we summarize properties of sequences of functions in several variables needed in the proof of Theorem III.2. We start with a result that establishes a sufficient condition for uniform convergence. 
converges uniformly to a function f : R k → R.
Next, we state a result that allows us to interchange the order of summation and differentiation for certain sequences of differentiable functions. We start with the corresponding statement for differentiable functions in one variable. 
Proof. Let x = (x 1 . . . x k ) T ∈ R k be arbitrary but fixed and denote by {g n } n∈N the sequence of functions defined according to g n (t) = f n ((x 1 . . . x i−1 t x i+1 . . . x k ) T ).
Since {f n } n∈N converges uniformly to f by assumption, and g n (x i ) = f n (x) for all n ∈ N, it follows that 
As x was arbitrary, this finishes the proof.
APPENDIX K PROPERTIES OF REAL ANALYTIC MAPPINGS AND CONSEQUENCES THEREOF
In this appendix, we review material on real analytic mappings, on which our strong converse result in Sections IV and VII relies. We start with the definition of a real analytic mapping. there must exist an ε > 0 such that B m (f (x 0 ), ε) ⊆ V. By continuity of f , which follows from real analyticity, there must exist an r > 0 such that f (B m (x 0 , r)) ⊆ B m (f (x 0 ), ε) ⊆ V. We set W = f (B m (x 0 , r)). Summarizing, f is real analytic on B m (x 0 , r) and f −1 exists on W = f (B m (x 0 , r)) and is real analytic on W. It remains to show that W is open. This follows by noting that W = (f −1 ) −1 (B m (x 0 , r)) is the inverse image of an open set under a real analytic (and therefore continuous) mapping, and is hence open. We conclude that f | Bm(x0,r) is a real analytic diffeomorphism.
Corollary K.4. Let U be an open set in R m and suppose that f : U → R n with n ≥ m is real analytic on U. If there exists an x 0 ∈ U such that Jf (x 0 ) > 0, then there exists an r > 0 such that f is one-to-one on B m (x 0 , r).
Proof. Suppose that there exists an x 0 ∈ U such that Jf (x 0 ) > 0. Then, n ≥ m implies rank(Df (x 0 )) = m. Thus, the n × m matrix Df (x 0 ) has m linearly independent row vectors. Denote the indices of m such linearly independent row vectors by {i 1 , . . . , i m }, and consider the mapping
Since f is real analytic on U, so is g. Furthermore, rank(Dg(x 0 )) = m and hence Jg(x 0 ) > 0. Corollary K.3 therefore implies the existence of an r > 0 such that g| Bm(x0,r) is a real analytic diffeomorphism. In particular, g is one-to-one on B m (x 0 , r), which in turn implies that f is one-to-one on B m (x 0 , r).
Next, we show that the square root is a real analytic diffeomorphism on the set of positive real numbers. Proof. The function (·) 2 : R + → R + , x → x 2 is real analytic by Corollary K.1. Let y ∈ R + be arbitrary but fixed and set x = √ y. Since dy/dx = 2x > 0, Theorem K.1 implies that there exists an r > 0 such that the inverse of (·) 2 , given by √ ·, exists on (y −r, y +r) and is real analytic on (y −r, y +r). As y was arbitrary, it follows that √ · is real analytic on R + . Finally, since (·) 2 is the inverse of √ · and R + = R + is open, √ · is a real analytic diffeomorphism.
Lemma K.7. If f : R m → R n is real analytic, so is Jf . In particular, Jf vanishes either identically or on a set of Lebesgue measure zero.
Proof. Suppose that f : R m → R n is real analytic. Recall that Jf (x) = g(x), where g : R m → R, g(x) = det(Df (x)(Df (x)) T ) if n < m det((Df (x)) T Df (x)) else.
Lemmata K.2 and K.3 imply that g is real analytic. As √ · is real analytic on R + by Lemma K.6, real analyticity of Jf follows from Lemma K.4. Finally, as Jf is real analytic, it vanishes by Lemma K.5 either identically or on a set of Lebesgue measure zero.
We have the following important properties of real analytic mappings. 
Since U is open and u 0 ∈ U, there exists a ρ > 0 such that B t (u 0 , ρ) ⊆ U, which implies in turn that
Using Corollary K. 4 and Jξ(u 0 ) > 0 (recall that ξ is an immersion) we may choose ρ sufficiently small for ξ to be one-to-one on B t (u 0 , ρ). As ξ(B 
Let κ : R t → B t (0, ρ) be the real analytic diffeomorphism constructed in Lemma K.10 below and set ζ :
The mapping ζ is real analytic by Lemmata K.2 and K.4. Clearly, ζ is one-to-one on R t as κ is a diffeomorphism and ξ is one-to-one on B t (u 0 , ρ). Since ζ R t = ξ(B t (u 0 , ρ)), (461) establishes (457) It now follows i) from (469) in Lemma K.10 below that rank(Dκ(v)) = t for all v ∈ R t , and ii) from (458) and κ(v) + u 0 ∈ B t (u 0 , ρ) ⊆ U that rank((Dξ)(κ(v) + u 0 )) = t for all v ∈ R t . Applying Lemma K.12 to (Dξ)(κ(v) + u 0 ) ∈ R s×t and Dκ(v) ∈ R t×t , and using i) and ii) above yields rank(Dζ(v)) ≥ t for all v ∈ R t , which in turn implies Jζ(v) > 0 for all v ∈ R t , thereby concluding the proof. Lemma K.10. For ρ > 0, the mapping
x → ρx
is a real analytic diffeomorphism on R k satisfying
rank(Dκ(x)) = k for all x ∈ R k .
