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A review is presented of the static and dynamic magnetic properties of hole-doped cuprate
superconductors measured with neutron scattering. A wide variety of experiments are described
with emphasis on the monolayer La2−x(Sr,Ba)xCuO4 and bilayer YBa2Cu3O6+x cuprates. At
zero hole doping, both classes of materials are antiferromagnetic insulators with large superex-
change constants of J > 100 meV. For increasing hole doping, the cuprates become supercon-
ducting at a critical hole concentration of xc=0.055. The development of new instrumentation
at neutron beam sources coupled with the improvement in materials has lead to a better un-
derstanding of these materials and the underlying spin dynamics over a broad range of hole
dopings. We will describe how the spin dispersion changes across the insulating to supercon-
ducting boundary as well as the static magnetic properties which are directly coupled with the
superconductivity. Experiments directly probing the competing magnetic and superconduct-
ing order parameters involving magnetic fields, impurity doping, and structural order will be
examined. Correlations between superconductivity and magnetism will also be discussed.
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1. Introduction
Magnetism plays an important role in the phase dia-
gram of the high-temperature superconducting cuprates.
A complete understanding of high-temperature super-
conductivity must involve a thorough characterization
and knowledge of the spin response across the entire
phase diagram.1, 2 The magnetic properties throughout
the phase diagram have proven to be immensely complex
and sensitive to effects of disorder. Currently, there is no
complete theory of the spin spectrum able to describe the
measured response throughout the entire phase diagram
it is also not understood how the magnetism relates to
the superconducting properties.
The cuprate compounds at zero charge doping
are antiferromagnetic insulators which consist of two-
dimensional planes of magnetic CuO2 plaquettes coupled
through a strong superexchange interaction.3 With one
hole per Copper atom, one would expect that the un-
doped cuprate would be metallic and many calculations
have indeed made this prediction. However, all undoped
cuprates are antiferromagnetic insulators with large Ne´el
temperatures, illustrating the importance that electron-
electron interactions play in the phase diagram. High-
temperature superconductivity is introduced in these
materials through the doping of holes into the CuO2
planes which causes a dramatic suppression of the long-
ranged antiferromagnetism and at a critical hole doping
results in a superconducting state. For very large hole
dopings, superconductivity is suppressed in favor of a
metallic ground state well described by Fermi-liquid the-
ory.
The simplest high-temperature superconductor is
based on monolayered La2CuO4. The phase diagram is il-
lustrated in Fig. 1. The phase diagram is generic amongst
all hole doped cuprates and La2CuO4 doped with Stron-
Fig. 1. The phase diagram for La2−xSrxCuO4 (LSCO) is plotted
as a function of hole doping. For low hole dopings, LSCO is
an insulating antiferromagnetic. At higher concentrations high-
temperature superconductivity is present.
tium is chosen as an illustrative example. The hole doped
phase diagram is similar to that of electron doping,
though the later class of materials will not be described
in this review. La2CuO4 can be driven into the supercon-
1
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ducting phase by replacing La with Sr (La2−xSrxCuO4)
or by doping with excess Oxygens to form La2CuO4+y.
La2CuO4+y allows the opportunity to study supercon-
ductivity in a stoichiometric crystal, free of structural de-
fects. Superconductivity appears at hole dopings above
5.5%, reaching a maximum Tc of ∼ 40 K at approxi-
mately 15% hole doping. The monolayer cuprates have
been investigated in great detail throughout the under-
doped phase diagram with much attention focused on
characterizing the transition from an antiferromagnetic
insulator to a superconductor. The other commonly stud-
ied cuprate is the bilayer YBa2Cu3O6 system which has
a maximum Tc of 93 K. This material has two weakly
coupled CuO2 planes in each unit cell and is doped into
the superconducting phase by adding oxygen atoms into
the CuO chains in the basal plane of the unit cell. The
presence of chains means that for particular oxygen con-
centrations, the oxygen atoms form a stochiometric su-
perlattice.4, 5 This again allows the spin fluctuations to
be investigated in the absence of structural disorder for
particular oxygen concentrations throughout the phase
diagram. The ability to dope holes while maintaining a
well ordered structure has proven important in separat-
ing the effects of charge doping from those caused by the
introduction of structural disorder into the crystal.
We present a review of the magnetic properties of the
hole-doped cuprate superconductors using magnetic neu-
tron scattering. Emphasis is placed on the underdoped
side of the phase diagram for concentrations below where
Tc is maximum. The paper is divided into four sections
dealing with various aspects related to the superconduc-
tivity with emphasis on how the superconducting and
magnetic order parameters are related. The first section
examines the common magnetic dispersion measured
throughout the cuprate phase diagram and shows a re-
markably common underlying spin response amongst the
hole-doped cuprates. The second section deals with the
spin structure and how it changes on continuously dop-
ing holes from a Ne´el-ordered state to a high-temperature
superconductor and how the magnetism is related to the
presence of impurities. The third section deals with com-
peting magnetic and superconducting order parameters
as investigated through the tuning of structural order
and the application of large magnetic fields. The fourth
and final section of this review examines various common
trends in the high-temperature cuprate phase diagram.
2. Universal dispersion in insulating and under-
doped phases
Neutron inelastic scattering has played an important
role in characterizing the cuprates, and in particular, in
understanding the insulating and underdoped regions of
the phase diagram. The low-energy magnetic fluctuations
have been well investigated using triple-axis spectrome-
ters at thermal and cold reactor sources. However, the
large super-exchange interaction of the Cu2+ spins has
meant that a full understanding of the high-energy spin
fluctuations, and hence the spin interactions, can only be
obtained using new instrumentation at spallation neu-
tron sources and accordingly there have been many re-
cent developments towards understanding the spin prop-
Fig. 2. Scans through the correlated magnetic scattering at
several energy transfers in excess oxygen La2CuO4.055 and
La1.9Sr0.1CuO4.8, 11 The data show incommensurate peaks with
little dispersion or broadening with increasing energy transfer.
erties of the cuprates. This section describes the mag-
netic dispersion in the monolayer La2−x(Sr,Ba)xCuO4
(LSCO or LBCO) and bilayer YBa2Cu3O6+x (YBCO)
superconductors. It is divided into two segments dealing
with the low-energy fluctuations investigated using cold
and thermal neutron sources, and high-energy fluctua-
tions probed using epithermal neutrons from spallation
neutron labs.
2.1 Low-energy fluctuations
Low-energy fluctuations in insulating LSCO and
YBCO show very similar behavior, illustrating a com-
mon antiferromagnetic ground state in the insulating
cuprates.6, 7 Both insulating YBCO and La2CuO4 are
dominated by large nearest neighbor superexchange J
> 100 meV and small in- and out-of-plane anisotropies.
The excitations are well understood in terms of linear
spin-wave theory. Upon hole doping, the commensurate
antiferromagnetic order is destroyed in favor of an incom-
mensurate spin-density wave characterized by magnetic
peaks symmetrically displaced away from the (pi,pi) po-
sition. This has been investigated in detail over a broad
range in energy transfers for a variety hole concentra-
tions in LSCO between p=0.07-0.2. The magnetic ex-
citations for energy transfers below ∼ 20 meV consist
of nearly vertical rods extending from the incommensu-
rate positions.8–10 Further work on excess oxygen doped
La2CuO4+y has shown that the low-energy magnetic in-
commensurate scattering is present in the case of excess
J. Phys. Soc. Jpn. Full Paper Author Name 3
oxygen doping where effects due to structural disorder
may be removed.11 The incommensurate scattering at
low-energies is illustrated in Fig. 2, which shows data
from excess oxygen La2CuO4.055 and La1.9Sr0.1CuO4
at several energy transfers. This magnetic incommen-
surate scattering is directly coupled with the supercon-
ductivity as illustrated by two key experimental obser-
vations. First, the value for the incommensurate wave
vector defining the displacement of the magnetic scat-
tering away from the (pi,pi) position scales with the su-
perconducting transition temperature. This property will
be discussed in detail later. Second, for a broad range
of hole dopings, the low-energy magnetic response is
suppressed for temperatures below the superconducting
transition temperature, indicating the formation of a spin
gap. These two points suggest that the incommensu-
rate magnetic scattering is directly associated with high-
temperature superconductivity.
The temperature dependence of the magnetic scatter-
ing at finite energy transfers in the normal state has
been shown to follow a simple ω/T scaling law over a
very broad range of hole-dopings extending from the
spin-glass to the optimally doped regions.12–14 Scaling
has also been observed in La2Cu1−xLixO4 implying that
this property is common among the doped monolayer
cuprates.15 The only assumption behind the presence of
scaling is that the dominant energy scale is defined by the
temperature and naturally this assumption is expected to
break down at energies comparable with the anisotropic
exchange terms. At low-energies, a breakdown of scaling
has been observed and thought to be the result of the
out of plane anisotropy in the spin exchange.16
The low-energy excitations in the bilayer YBCO6+x
system have been studied in most detail for strongly
superconducting samples.17–19 Below Tc, the excitation
spectrum is dominated by a strong commensurate peak
in the neutron cross-section. At optimal doping the peak
is centered at 41 meV and was originally thought to
define a spin-gap and to be associated with the pair-
ing boson for superconductivity or with the presence
of a pseudogap in the spin dynamics.20, 21 Recent stud-
ies on underdoped YBCO have found that there is in-
deed significant magnetic scattering below the resonance
energy with a similar incommensurate and anisotropic
lineshape and spectral weight to that measured in the
monolayer LSCO.19, 22–25 It has also been demonstrated
through a number of experiments by many groups
that the incommensurability in YBCO6+x scales with
the superconducting transition temperature in a simi-
lar manner to that carefully measured in the monolayer
cuprates,26 confirming that indeed the magnetic fluctu-
ations are directly coupled with the superconductivity.
The anisotropy of the momentum lineshape at low ener-
gies where the incommensurate peaks are predominately
displaced along the [100] directions implies that an ex-
planation in terms of a simple conventional Fermi-surface
nesting is unlikely and therefore models involving stripes
or spiral spin phases may be more appropriate.57 This
point is further emphasized through the study of Lee et
al. on excess oxygen stage-4 LaCuO4+y (Tc=42 K) who
found the magnetic peaks incommensurate with the lat-
La
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Fig. 3. The full dispersion of the magnetic excitations in insulat-
ing La2CuO4 across the entire Brillouin zone. The anisotropy
around the zone boundary is indicative of strong next nearest
neighbor interactions. The data is taken from Coldea et al.37
tice and hence not precisely aligned with the Cu-O-Cu
tetragonal directions.27 However, we note that recent cal-
culations have shown that models based on transitions
from a truncated Fermi surface may indeed explain the
anisotropy observed in the cuprates.28 Further work and
experiments are required to distinguish between a quasi-
particle or spin based model.
The combined results on excess oxygen La2CuO4+y,
YBCO, and LSCO confirm that the incommensurate
scattering is a common feature to all cuprates and is not
unique to LSCO nor the monolayer cuprates. The mag-
netic fluctuations in the very underdoped region of the
YBCO6+x diagram have recently been studied in detail
due to recent advances in materials preparation.30, 31 The
results showed a similar energy lineshape in the inelastic
channel to that observed in very underdoped LSCO.29
The temperature dependence of the low-energy fluctu-
ations in doped YBCO6+x is also well described by an
ω/T law as is the case in LSCO.32 It is interesting to
note that scaling is followed in both the YBCO6+x and
LSCO cuprates over a very broad range of hole dopings
implying that the origin of scaling is not simply the close
proximity of a quantum critical point.
2.2 High-energy spin fluctuations
Measurements of the complete dispersion across the
entire Brillouin zone provides a direct measure of the
spin Hamiltonian. While measuring the low-energy spin
response and the velocity of spin-waves gives the strength
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Fig. 4. The magnetic dispersion and integrated weight for
YBCO6.5 is plotted as a function of energy transfer. The dotted
line in the right hand panel represents the spectral weight ex-
pected for the insulating cuprates. The data is taken from Stock
et al.39
of nearest neighbor interactions, it is only a complete
measure of the dispersion near the magnetic zone bound-
ary that provides definitive information on the strength
of higher order interactions. Measurements of the low-
energy spin response on single layer La2CuO4 and bilayer
YBa2Cu3O6 were first conducted using thermal triple-
axis spectrometers but were limited in the energy range
which could be covered.
High energy measurements on LSCO and YBCO were
first conducted on hot reactor neutron sources.34 These
measurements were able to observe successfully the spin-
wave velocity and to observe the presence of an optic
mode in the bilayer YBCO system. Definitive studies
of the spin-wave velocity were later made use spalla-
tion neutrons which allowed measurements in excess of
100 meV in energy transfer to be conducted. Early mea-
surements by Hayden et al. at ISIS on La2CuO4 and
YBa2Cu3O6 found nearest neighbor exchange constants
of about 125 meV, consistent with triple-axis work done
at low-energies. However, these early studies were not
able to obtain data near the magnetic zone boundary
and it was only more recently that Coldea et al. were
able to measure the dispersion in La2CuO4 across the
entire Brillouin zone.37 These experiments found the
dispersion around the magnetic zone boundary to be
anisotropic and characteristic of a ferromagnetic next-
nearest exchange. An alternate explanation in terms of
a ring exchange term was postulated. The spin-wave dis-
persion and intensity as a function of momentum trans-
fer throughout the magnetic zone is shown in Fig. 3. The
solid lines are calculations based on linear spin-wave the-
ory with nearest neighbor exchange interactions of J=112
± 4 and next-nearest J′=-11 ± 3 meV.
Measurements of the high-energy dispersion in the su-
perconducting state were first conducted by Hayden et
al. with later experiments studying the dispersion in
La
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Fig. 5. The magnetic dispersion and integrated weight for
La0.875Ba0.125CuO4 is plotted as a function of energy transfer.
The data is taken from Tranquada et al.41
YBCO by Arai et al.35, 36, 38 Further work on LBCO,
YBCO, and LSCO was conducted using improved in-
strumentation on the MAPS spectrometer at the ISIS
spallation source.39–42 The dispersion and integrated in-
tensity as a function of energy transfer is plotted in Fig.
4 for superconducting Ortho-II YBCO6.5 and in Fig. 5
for LBCO. The magnetic response in YBCO consists of
both optic and acoustic modes resulting from the fact
that it is a bilayer system with two Cu2+ ions in each
unit cell. In our discussion we will focus on the acoustic
mode only. The data for the acoustic scattering show two
energy scales, a low energy region where the dispersion is
characterized by incommensurate scattering with an al-
most infinite slope and a high-energy scale where the ex-
citations disperse with increasing energy. Measurements
on optimally doped YBCO6.85 have been conducted by
Pailhes et al.43 and show a very similar dispersion to
measurements conducted in the underdoped region of the
phase diagram.
The experiments focused on the high-energy excita-
tions have provided much new information on the spin
spectrum and helped to clarify previous apparent differ-
ences between the bilayer YBCO and monolayer LSCO
systems. The measurements conducted on LBCO and
LSCO show that the low-energy incommensurate scat-
tering do meet at a resonance energy which in LBCO is
at about 50 meV. This is larger than the energy of the
resonance peak in the YBCO cuprates and shows that
the resonance peak is not directly related to the pairing
boson in the cuprates as it does not scale with the critical
temperature. The resonance also has too little spectral
weight to be associated with the pairing boson as dis-
cussed by Kee et al., this is illustrated in Fig. 4 which
shows that the resonance only makes up a small fraction
of the total spectral weight.44
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These measurements conducted on several different
cuprates over a broad range of superconducting hole
dopings show a remarkably consistent dispersion with
two distinct energy scales and the resonance defining
a cross-over point (Figs. 4 and 5). The low-energies
are characterized by incommensurate scattering with an
anisotropic lineshape in momentum which meet at the
resonance energy. At higher energies, the scattering dis-
perses in a manner similar to that measured in the insu-
lating cuprates with a much reduced spin-wave velocity
indicative of a significant weakening of the nearest neigh-
bor super-exchange. Whether or not the momentum line-
shape at high-energies is closer to a circle or square is
currently not resolved. However, Tranquada et al.41 and
Stock et al.39 have shown that the spectral weight at
high-energy transfers (Figs. 4 and 5) is similar to that
measured in the insulator and therefore the high-energy
spin excitations appears to be more consistent with spin-
wave type excitations. The recent measurements on the
high-energy dispersion of the cuprates have revealed a
general dispersion which is common among the mono-
layer and bilayers systems and possibly to all cuprates. It
will be important for new theories to explain and model
this and to explain its difference from the behavior in the
insulator.
3. Discovery of diagonal spin density modula-
tion
In the previous section the underlying spin dispersion
was discussed throughout the underdoped region of the
phase diagram. The magnetic spectrum in the supercon-
ducting state is clearly very different to that of the anti-
ferromagnetic insulator. The incommensurability, which
defines the low-energy spectrum, is directly related to the
superconductivity and scales simply with the doping. In
this section, the transition from an antiferromagnetic in-
sulator to a superconductor with incommensurate mag-
netic fluctuations is discussed in detail and the origin of
the incommensurate ordering is examined through impu-
rity doping.
The linear relation δ = x in the underdoped super-
conducting (SC) phase45 and the sharp incommensurate
(IC) elastic peaks observed in the vicinity of x=0.1246
triggered a systematic exploration of spin correlations in
the spin-glass (SG) phase. How does the incommensura-
bility disappear towards the undoped insulating phase?
Does the sharp IC elastic peaks exist in the wider doping
region down to the SG phase?
In order to answer these questions Wakimoto et al. re-
visited the spin correlations in the SG phase near the
SC-SG boundary where they discovered a new type of
spin density modulation by elastic scattering.47 We call
it a diagonal spin density modulation (D-SDM) because
of the IC peak positions are rotated by 45◦ in recip-
rocal space about (pi,pi) from those observed in the SC
phase. Therefore, the modulation runs along the direc-
tion diagonal to the Cu-O bonds in CuO2 planes, in con-
trast to the direction in the SC phase which is paral-
lel/perpendicular to the Cu-O bonds. For the latter, we
call the modulation in the SC phase a parallel spin den-
sity modulation (P-SDM) to distinguish the two types of
Fig. 6. Elastic peak profiles of the scans through (100) along (a)
the b∗ and (b) a∗ axes for the domain A in orthorhombic no-
tation. Scan trajectories are illustrated in the inset. The small
horizontal bars indicate the instrumental resolution full width.
The data is taken from Wakimoto et al.48
spin modulation.
One more important discovery by Wakimoto et al.48
was the one-dimensionality of the D-SDM. In general,
due to the orthorhombic symmetry, crystals contain mul-
tiple domains, however, they were fortunate to study a
crystal with just two domains, A and B. A single pair of
IC peaks was observed, and it was possible to uniquely
associate them with domain A. As shown in Fig. 6, it
turned out that the direction of the modulation is the
b-axis, which is parallel to the buckling direction of the
CuO6 octahedra
Following these experimental results, Matsuda et al.49
performed a systematic neutron scattering study on
the doping and temperature dependences of the D-
SDM. They observed that the IC elastic peaks appear
at low temperatures throughout the SG phase. From
scans along the [001] direction which determines the L-
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Fig. 7. Hole concentration x dependence of the splitting of the
incommensurate peaks from Matsuda et al. 50 The inset shows
the configuration of the incommensurate peaks in the D-SDM
phase. ǫ=2
√
δ where δ is defined in tetragonal units. The solid
and broken lines correspond to ǫ=x and δ = x, respectively.
dependence of the peak intensities, they further con-
firmed that the spin correlations are predominantly con-
fined within the CuO2 planes, with the Cu
2+ spins
weakly coupled between nearest-neighbor planes.
Interestingly, the observed incommensurability in the
SG phase approximately maps onto the linear relation
between δ and x observed in the SC phase. Based on a
simple charge stripe model, this doping dependence sug-
gests that the charge density per unit length of a stripe
is almost constant throughout the phase diagram, even
when the modulation rotates away by 45◦ near the SC
boundary. However, detailed measurements show that
there exists a deviation downwards from the linear rela-
tion towards the antiferromagnetic (AFM) phase. In fact
as shown in Fig. 7, at the lowest values for x the density
deviates towards 1 hole/Cu instead of 0.5 hole/Cu as in
the parallel charge stripes.
How does the D-SDM disappear in the AF phase with
x < 0.02? Matsuda et al.50 examined the doped AFM
phase by a high resolution neutron scattering measure-
ment. Surprisingly, the D-SDM starts to develop below
the Ne´el temperature and coexists with the 3D-AFM or-
der. The incommensurability, however, does not depend
on x. Instead, the IC magnetic peak intensity from the
D-SDM phase decreases with decreasing x. Furthermore,
upon cooling the samples, the IC elastic peaks appear si-
multaneously with the reduction in the commensurate
magnetic Bragg peak intensities (Fig. 8). Therefore, the
short ranged D-SDM phase precipitates from the AFM
phase at low temperature, which suggests that electronic
phase separation of the doped holes occurs so that some
regions with hole concentration p ∼ 0.02 and the rest
with p∼ 0 are formed. It is noted that the reduction of
the magnetic Bragg peak intensity upon cooling as shown
in Fig. 8 was observed by Endoh et al. in LCO nearly 20
years ago.51 We now finally understand the origin of such
Fig. 8. Temperature dependence of the (100) magnetic Bragg in-
tensity (a) and the magnetic intensity at the diagonal incommen-
surate position (0,1-ǫ,0) (b) in La2−xSrxCuO4 (x=0.01, 0.014,
and 0.018). The solid lines are the results of fits to a linear func-
tion. Background intensities measured at a high temperature
have been subtracted in (b). The data is taken from Matsuda
et al.
50
phenomena as the precipitation of the D-SDM in the 3D-
AFM phase induced by dilute holes from excess oxygen
ions in LCO.
What is the direct relevance of the diagonal-parallel
SDM transition to the superconductivity? In order to
answer this question Fujita et al.52 prepared single crys-
tals of LSCO with finely tuned hole concentrations near
the boundary. Uniform magnetic susceptibility measure-
ments for these single crystals revealed that the SC tran-
sition sharply disappears below xc ∼ 0.055. Then a de-
tailed neutron scattering study using crystals with x
above and below xc finally confirmed the coincidence be-
tween the appearance of the P-SDM and the supercon-
ductivity. However, in the SC phase near the boundary
the D-SDM and P-SDM with similar incommensurabil-
ities coexist as demonstrated by a circular-scan around
(pi,pi). This coexistence suggests a doping-induced first
order transition between the diagonal and parallel SDM
phases and between the SG and SC phases. It is noted
that a µSR experiment observed the penetration of the
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Fig. 9. Elastic scans along (1,K,0) in
La1.95Sr0.05Cu0.95Zn0.05O4 (a) and
La1.95Sr0.05Cu0.99Ni0.01O4 (b) and along (0,K,0) in
La1.95Sr0.05Cu0.97Ni0.03O4 (c) taken by Matsuda et al.58
The solid lines are the results of fits of a convolution of the
resolution function with 2D squared Lorentzians. Background
intensities measured at a high temperature have been subtracted
in (c).
SG phase into a wide region of the underdoped SC
phase.53 We speculate that the magnetic signal observed
by µSR corresponds to the elastic magnetic signal from
the P-SDM in the underdoped SC phase.
What is the microscopic origin of the D-SDM? As in
the case of the P-SDM, one possibility to explain the D-
SDM is the charge stripe model. The parallel stripe phase
in La2−x−yNdySrxCuO4 and La2−xBaxCuO4 is stabi-
lized by the structural distortion, namely, the low tem-
perature tetragonal (LTT) structure, which is strongly
coupled to the charge ordering.54, 55 However, in lightly
hole-doped LSCO, which has no LTT phase, no evidence
has been found that the charge stripe phase is realized.
Most importantly, the structural distortion, originating
from the charge ordering, has not been observed, al-
Fig. 10. Impurity concentration z dependence of the incom-
mensurability ǫ in La1.95Sr0.05Cu1−zZnzO4 (z=0.03 and 0.05)
and La1.95Sr0.05Cu1−zNizO4 (z=0.01 and 0.03) by Matsuda
et al..58 Hole concentration x dependence of ǫ in impurity-free
La2−xSrxCuO449 is also shown. The solid lines are visual guides.
The broken line corresponds to z dependence of ǫ expected in the
spiral model.57 The thick shaded bar represents the boundary
between the long-range antiferromagnetic and spin-glass phases
in La2−xSrxCuO4. The incommensurability is almost zero in
La1.95Sr0.05Cu0.97Ni0.03O4.
though this non-observation can be due to disorder in
the periodicity and direction of the stripe. On the other
hand, Hasselman et al.56, 57 reported that the D-SDM
may be explained using the spiral spin model, originating
from the magnetic frustration around the localized hole
spins. In this model, the IC magnetic peaks are purely
magnetic in origin and have nothing to do with charge
ordering.
Matsuda et al.58 studied the effects of impurities to dif-
ferentiate between different models for the D-SDM. The
results show that Zn doping reduces the incommensura-
bility just slightly. On the other hand, Ni doping quickly
destroys the incommensurability and restores the Ne´el
ordering, indicating a strong effect on hole localization.
This suggests that Ni is doped as Ni3+ or as Ni2+ with a
hole forming a strongly bound state. Therefore, Ni dop-
ing reduces the number of mobile or hopping Zhang-Rice
(ZR) singlet states around the Cu spins by creating local-
ized hole sites near the doped Ni. Then the concentration
of the mobile ZR singlet xeff can be described by the dif-
ference between the number of holes and doped Ni ions.
In fact, the incommensurability of the D-SDM for the Ni
doped samples can be summarized by xeff as shown in
Fig. 10. Furthermore, the onset temperatures of the D-
SDM in Ni doped samples correspond to those of Ni free
samples with hole concentration xeff . This means that
the incommensurability in this system is controlled by
the number of mobile ZR singlets or mobile holes rather
than the number of localized holes around Ni. Further-
more, it should be noted that due to the strong local-
ization the effective spin value near the doped Ni is ex-
pected to be 1/2, the same as the surrounding Cu spins.
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Hence the magnetic effect of Ni doping should be smaller
than that of Zn in contradiction to the experimental re-
sult. Therefore, the observed impurity effect on the spin
density modulation, particularly the Ni effect favors the
charge stripe model based on charge segregation by mo-
bile holes rather than the spiral spin model based on
localized hole spins. It is noted that the strong localiza-
tion effect around Ni impurities is also observed in the
lightly doped AFM phase, where the Ne´el temperature
quickly recovers and the precipitation of the D-SDM is
suppressed by Ni doping.59
The comparison between doping holes and impurities
directly on the Cu2+ sites reveals a strong connection be-
tween antiferromagnetism and superconductivity. These
competing order parameters are further discussed in the
next section by tuning the structural order through an-
nealing and the superconducting order parameter di-
rectly by applying a magnetic field.
4. Competing Superconducting and Magnetic
Order
As discussed in the previous three sections, the Copper
oxide high temperature superconductors exhibit remark-
ably rich and complicated static and dynamic spin fluctu-
ation phenomena across the entire phase diagram.1 It is
particularly striking that in underdoped La2−xSrxCuO4
and related compounds static incommensurate magnetic
order and superconductivity coexist. It is found further
that for optimally doped La2CuO4.11, which is a stoichio-
metric ordered, single crystal phase without appreciable
structural disorder, the superconducting and magnetic
phase transitions occur at the same temperature.8 It is
important to know whether or not these two kinds of or-
der compete or cooperate with one another and whether
they coexist microscopically or form spatially separate
phases.
As is well known, the superconducting order may be
diminished by either the introduction of structural dis-
order or by the application of a magnetic field which in
type II superconductors in turn introduces vortices into
the superconductor. Recently, a number of neutron scat-
tering experiments have been carried out which probe
the superconductivity and magnetic correlations in the
presence of structural disorder and/or magnetic fields ap-
plied perpendicular to the CuO2 planes.
60–68 These ex-
periments have in turn stimulated important theoretical
developments, most notably by Demler et al.,69–72 which
have elucidated the nature of the competition between
the incommensurate magnetic order and the supercon-
ductivity. We will discuss the predictions of these theories
in the context of the experiments. We should emphasize
that in this section we will not attempt a comprehen-
sive review of this growing subfield of high temperature
superconductivity but rather we shall give a few illus-
trative examples to evince the basic phenomenology and
the essential theoretical ideas.
The first experiments to probe these effects were the
studies by Yamada and coworkers of La1.88Sr0.12CuO4
(Tc=12 K) in a magnetic field.
61 However, since micro-
scopic structural disorder is a feature of nearly all high
temperature superconductors, it is convenient to review
Stage-4 La
2
CuO
4.11
, E=0 meV
Fig. 11. Temperature dependence of the elastic SDW peak.
(A) The peak intensity in the order-oxygen state versus the
disordered-oxygen state. (B) The peak intensity in an applied
magnetic field of 7.5 T as a function of temperature. The data
is taken from Lee et al.60
first the work of Y.S. Lee et al.60 probing the effects of
disorder. Generally, it is difficult to isolate the effects
of disorder on any phase transition, especially one with
competing order parameters. However, as discovered by
Lee et al.,60 stage-4 La2CuO4.11 is a system in which
the intercalated oxygen atoms can be progressively dis-
ordered by varying the annealing conditions. Specifically,
for samples annealed at 320 K or lower the intercalated
oxygen atoms order three dimensionally so that the ma-
terial is a true stoichiometric single crystal. In such sam-
ples the superconducting transition temperature is ∼ 42
K (onset). Incommensurate magnetic order with incom-
mensurability of ∼ 1/8 occurs at precisely the same tem-
perature.27 By annealing the sample at temperatures of
330 K or higher and then quenching to low temperatures
the oxygen lattice can be completely disordered. Mea-
surements of the diamagnetic susceptibility show that
for an anneal at 360 K and subsequent quench to 9 K
Tc is reduced by 5 K to 37 K. We show in Fig. 11 A
the intensity of the spin density wave (SDW) peak as
a function of temperature in the oxygen ordered state
versus the oxygen disordered state. Fig 11 B shows data
at H = 0 T and H =7.5 T. We will discuss these lat-
ter data later in this section. As is evident from Fig. 11
A the effect of disordering the intercalant oxygen atoms
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Fig. 12. A schematic of the phase diagram predicted by the
Ginzburg-Landau theory of Demler et al.69 The theory offers a
complete description of the SC to SC+SDW transition at small
H.
is to enhance the magnetic intensity by nearly a factor
of 2 while reducing Tc by about 5 K. None of the mag-
netic phase transition temperature, the magnetic wave
vector or the magnetic correlation length is measurably
affected. These results indicate that the superconductiv-
ity and the SDW order compete and that microscopic
structural disorder favors the magnetic order over the su-
perconductivity. The sensitivity of the SDW amplitude
to structural disorder also explains the variability of the
magnetic intensity in different samples of nominally the
same composition.27, 60–64
As noted above, the first experiments to probe the
effects of a magnetic field on the magnetic and su-
perconducting order were those of Katano et al.61 on
La1.88Sr0.12CuO4 (Tc=12 K). They found that a field of
10 T applied perpendicular to the CuO2 planes severely
depressed Tc while the low temperature magnetic inten-
sity increased by as much as 50% suggesting that the
superconductivity and SDW order compete. These ex-
periments were followed by a comprehensive study by
Lake et al.62 of the low energy spin dynamics in the op-
timally doped material La1.84Sr0.16CuO4 (Tc=38.5 K)
at H =0 T and H =7.5 T. This study showed, in addi-
tion to the expected suppression of Tc, that a field of 7.5
T created new spin excitations in the superconducting
spin gap. They related this explicitly to the antiferro-
magnetism in the cores of the vortices and they then
made the prescient deduction that the spins in the vor-
tices are correlated over a variety of length scales from
the atomic to the mesoscopic.
Stimulated by these experiments, Demler et al.69, 70
proposed a Ginzburg-Landau model for coupled SC and
SDW order. Their model built on earlier work by a num-
ber of authors.2, 71, 72 They hypothesized that these data
could be understood by assuming that the superconduc-
tor (SC) was in the vicinity of a bulk quantum phase
transition to a state with microscopic coexistence of SC
and SDW order. This led them to predict the phase di-
agram shown in Fig. 12. They further predicted that in
the state with both SC and SW order, application of
La
2
CuO
4+y
, E=0 meV
Fig. 13. Field dependence of the elastic SDW peak intensity. The
solid lines are fits to the formula ∆I ∼ H/Hc2 ln(aHc2/H). The
data is taken from Khaykovich et al.64
a magnetic field should cause the magnetic intensity to
grow like ∆I ∼ H/Hc2 ln(aHc2/H).
Essentially simultaneous with this theoretical develop-
ment, Lake et al.63 and Khaykovich et al.64 measured the
enhancement of the SDW intensity as a function of field
in La1.9Sr0.1CuO4 and stage-4 La2CuO4.11 respectively.
In both cases a significant enhancement of the SDW in-
tensity is found. Importantly, the systems exhibit res-
olution limited magnetic diffraction peaks whose wave
vectors are identical at high fields (H up to 14 T) to
those of the zero field state. This necessitates that the
induced magnetism has the same microscopic origin as
that at zero field. Data in La2CuO4.11 at H =0 T and
7.5 T are shown in Fig. 11 B. In both cases the intensity
increases linearly with field as opposed to the H2 depen-
dence expected from a pure magnetic effect. Specifically,
this singular dependence of the SDW amplitude on the
applied field excludes purely magnetic mechanisms for
the phenomenon such as a suppression of the fluctua-
tions of the ordered moment by the applied field or an
increase of the correlations along the c-axis each of which
by symmetry must scale like H2. This result alone dic-
tates that the SDW enhancement must be driven by the
vortices whose density scales linearly with H. In fact, in
both systems it is found that over the entire range of
fields the intensity follows the Demler et al. prediction,
∆I ∼ H ln(aH/Hc2) to within the experimental errors.
Data for stage-6 and stage-4 La2CuO4+y for fields from 0
to 14 T are shown in Fig. 13 together with the H ln(1/H)
theoretical prediction.
Indirect confirmation of the model is given by the
study by Matsuda et al.65 of the effects of the appli-
10 J. Phys. Soc. Jpn. Full Paper Author Name
La
1.856
Sr
0.144
CuO
4
, E=0 meV
Fig. 14. Field dependence of the elastic magnetic scattering cor-
responding to the incommensurate SDW peak. The solid line is
a fit to the relation I(H) − I(BG)= A(H − Hc)β . The data is
taken from Khaykovich et al.67
cation of a magnetic field on the diagonal stripe spin
glass phase in lightly doped La2−xSrxCuO4. In this case
the magnetic intensity is diminished rather than en-
hanced by the magnetic field as expected for a purely
magnetic mechanism. A similar result is obtained in
La1.45Nd0.4Sr0.15CuO4;
66 the authors explain this based
on the relative volume fraction exhibiting stripe order at
zero field.
The most dramatic prediction of Demler et al.69, 70
may be immediately seen from Fig. 12. For a sample
which is in the pure superconducting state but in the
immediate vicinity of the quantum critical point (QCP),
which is at H =0, r = rc in Fig. 12, it should be possible
to drive the system from the SC to the SC+SDW state
with the application of a magnetic field and the transi-
tion should be second order. Consideration of all of the
available neutron scattering data in the La2−xSrxCuO4
system led Khaykovich et al.67 to conclude that if Fig.
12 is correct then the QCP should lie near x ∼1/8. Ac-
cordingly, Khaykovich et al. studied the magnetic re-
sponse as a function of magnetic field in a crystal with
x=0.144, intermediate between the putative QCP and
optimal doping. They confirmed earlier results that at
H =0 T no static magnetic order is observable. However
at fields above about 3 T a clear SDW signal correspond-
ing to long range incommensurate order is observed. The
detailed temperature dependence of the SDW diffrac-
tion signal is shown in Fig.14. The intensity is fitted ac-
cording to a power law I(H) − I(BG) = A(H − Hc)
β ,
with Hc=2.7±0.8 T and β=0.36 ± 0.10. This experi-
ment would seem to provide convincing evidence for the
basic physics of the model of competing SC and SDW
order proposed by Demler et al.69, 70 Further studies of
both the static and dynamic magnetic behavior as a
function of magnetic field around x=1/8 are required to
complete the empirical picture and to determine defini-
tively whether or not x=1/8 is indeed a QCP in the
La2− xSrxCuO4 system.
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Fig. 15. Variation of the magnetic incommensurability δ in
La2−xSrxCuO4 with and without Nd codoping. The open circles
are from measurements of excitations at ~ω ∼ 3 meV ant T ≈ Tc
in La2−xSrxCuO4 from Yamada et al.;45 filled squares are from
elastic scattering on La1.6−xNd0.4SrxCuO4 from Ichikawa et
al.54
5. Putting the pieces together
We have noted that the magnetic correlations in under-
doped La2−xSrxCuO4 are compatible with a model in
which the spin incommensurability is a result of the seg-
regation of the doped holes into stripes, forming an-
tiphase domain walls.2, 73–76 There is direct evidence
for order of this kind in La1.6−xNd0.4SrxCuO4 and
La2−xBaxCuO4 (especially at x =
1
8
) from diffraction
measurements;54, 55, 77, 78 the charge order has recently
been confirmed by soft–x-ray resonant diffraction.79 By
segregating the charge carriers, it is possible for mag-
netic domains to survive that are similar to those of the
parent insulator. The superexchange interaction should
still be operable in these domains, and the large energy
scale for magnetic excitations found in La2−xSrxCuO4
and La2−xBaxCuO4, as discussed in §2, is consistent with
this picture. The similar dispersion of spin excitations in
underdoped YBa2Cu3O6+x suggests that the same sort
of stripe-like correlations are present there as well.
The diagonal spin modulation found at light doping
in La2−xSrxCuO4 between the antiferromagnetic and
superconducting phases might not be a universal fea-
ture among the cuprates. Studies of the bilayer sys-
tem La2−x(Sr,Ca)xCaCu2O6+δ with x = 0.1–0.2 (corre-
sponding to 5–10% hole doping) reveal patches of com-
mensurate short-range antiferromagnetic order that sur-
vive to temperatures > 100 K,80, 81 even though optical
conductivity measurements demonstrate the presence of
mobile holes in the CuO2 planes.
82 The common fea-
ture seems to be that doped holes do not mix well with
commensurate antiferromagnetism. The coexistence of
distinct regions of antiferromagnetic order and of mo-
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Tc for overdoped La2−xSrxCuO4, from Wakimoto et al.83 The
solid line is the result of a least-squares fit to a linear function.
The inset shows the magnetic shielding measured in 10 Oe after
cooling in zero field.
bile holes in La2−x(Sr,Ca)xCaCu2O6+δ might reflect sub-
stantial local variations in chemical potential balanced by
Coulomb interactions; in any case, the large electronic
disorder in this system is correlated with a small super-
conducting volume fraction, as determined by magnetic
susceptibility measurements.81
Returning to the superconducting regime, the stripe
picture is plausible in the under-doped region, where
stripes can maintain a reasonable separation. If the
stripes all have a similar hole concentration, then in-
creasing the hole density leads to a rise in the stripe
density. Experimentally, the magnetic incommensurabil-
ity, which should be proportional to the stripe density,
increases with doping, as shown in Fig. 15, until it sat-
urates above x ∼ 1
8
. At x = 1
8
, the separation between
charge stripes is approximately four lattice spacings; it
may be difficult to increase the stripe density beyond this
point, as the stripes would lose their definition at smaller
separations.
It is informative to consider the behavior at large dop-
ing. Wakimoto and coworkers83 have studied the mag-
netic scattering from La2−xSrxCuO4 with 0.25 ≤ x ≤
0.30. At low temperatures, a peak in the inelastic scat-
tering is found at ∼ 6 meV; however, the magnitude of
the imaginary part of the dynamic susceptibility, χ′′, de-
creases steadily to zero. As shown in Fig. 16, they have
found that the decrease in the superconducting transi-
tion temperature, Tc, is correlated with χ
′′.
What happens to the signal? One possibility would
be for it to move to higher energy. The big question is
whether the weight remains at an energy scale of some
tens of meV, consistent with fluctuating local moments,
or whether it moves to electronic energy scales, on the
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order of eV. To test this, new measurements at ISIS
have looked for magnetic excitations up to ∼ 100 meV
in La2−xSrxCuO4 with x = 0.25 and 0.30.
84 They
demonstrate a drastic reduction in magnetic signal for
~ω > 10 meV, with the signal at lower energies consis-
tent with the triple-axis work.83 Thus, the correlation
shown in Fig. 16 truly shows that superconductivity and
local antiferromagnetism disappear together. (Note that
it is not practical to perform similar measurements on
YBa2Cu3O6+x because so far it has not been possible to
achieve such high doping levels.)
Muon spin-relaxation studies have shown, in several
cuprate systems, that there is a rapid decrease in the frac-
tion of normal-state charge carriers that participate in
the superfluid density as the hole concentration is raised
above 20%.85, 86 There have also been reports of percola-
tive behavior in over-doped samples based on magnetiza-
tion studies of the superconducting state.87 Such obser-
vations have led to suggestions that over-doped cuprates
are characterized by electronic phase separation.86, 87
If we take the phase-separation scenario seriously, then
the fact that the residual magnetic scattering at high
doping is incommensurate suggests that one of the phases
has stripe correlations similar to the x = 1
8
phase, with
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Fig. 18. A summary of results for Tc vs. δ in La2−xSrxCuO4,
La2CuO4+y , and related compounds, from Yamada et al.45
the volume fraction of this phase decreasing with x, as
indicated in the middle panel of Fig. 17. The other phase
is presumably uniformly doped. The picture, then, is that
as one increases the doping beyond x ∼ 1
8
, it becomes un-
favorable to accommodate the additional holes in stripes;
instead, patches of the uniformly-doped phase grow at
the expense of the stripe phase. The maximum Tc seems
to occur in a mixed phase region dominated by the stripe
phase.
New evidence for stripe correlations in cuprate super-
conductors comes from a neutron scattering study of
the bond-stretching phonon mode.88 In stripe-ordered
samples, a sharp drop in the dispersion, together with
a large increase in energy width, is observed at q =
(0.25, 0, 0), in reciprocal lattice units. A very similar
anomaly is observed in superconducting La2−xSrxCuO4
and YBa2Cu3O6+x; however, the anomaly is absent
in nonsuperconducting La2CuO4 and La1.7Sr0.3CuO4.
There is a strong circumstantial case that the anomaly
is associated with stripes. Further support comes from
the absence of such an anomaly in conventional calcula-
tions.89
Figure 18 shows the experimental correlation between
the superconducting transition temperature and the
magnetic incommensurability.45 The observed trend is
consistent with the theoretical arguments that electronic
inhomogeneity (as in the form of charge stripes) is im-
portant for achieving high-temperature superconductiv-
ity.90 The field-induced magnetic order discussed in §4
indicates that even static stripes are close in energy to
the superconducting state.
The perspective throughout this article has been one
in which the cuprates are viewed as doped antiferromag-
nets, with the magnetic correlations observed by neutron
scattering arising from local Cu moments coupled by su-
perexchange. In this picture, the carriers tend to segre-
gate to define the magnetic regions. There is, of course,
an alternative view in which the magnetic scattering is
attributed entirely to the charge carriers. It is possible
to calculate the dynamic susceptilibility from conven-
tional formulas for quasiparticles with residual magnetic
or Coulomb interactions.91–95 Such an approach is, per-
haps, more natural when one comes at the problem from
the over-doped side. In principle, there should be excita-
tions coming both from Cu moments and from the car-
riers. The challenge for the future is to learn how these
different contributions combine and interact.
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