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Abstract
We derive sharp, local and dimension dependent hypercontractive bounds on the Markov
kernel of a large class of diffusion semigroups. Unlike the dimension free ones, they capture
refined properties of Markov kernels, such as trace estimates. They imply classical bounds
on the Ornstein-Uhlenbeck semigroup and a dimensional and refined (transportation) Tala-
grand inequality when applied to the Hamilton-Jacobi equation. Hypercontractive bounds
on the Ornstein-Uhlenbeck semigroup driven by a non-diffusive Le´vy semigroup are also
investigated. Curvature-dimension criteria are the main tool in the analysis.
Key words: Hypercontractive bound, Diffusion semigroup, Logarithmic Sobolev inequality,
Curvature-dimension criterion, Transportation inequality.
1 Introduction
The well known Nelson Theorem asserts that the Ornstein-Uhlenbeck semigroup (Nt)t>0
satisfies the hypercontractive bound
‖Ntf‖Lq2(dγ) ≤ ‖f‖Lq1 (dγ) (1)
for all q2 > q1 > 1 such that q2 − 1 ≤ e2t(q1 − 1); here γ is the standard Gaussian measure
on Rn. It means that for given q2 > q1 > 1, there exists a large enough time t such that
Ntf ∈ Lq2(dγ) if f ∈ Lq1(dγ) only.
For a general diffusion Markov semigroup, the Gross Theorem (see [18]) shows that this
hypercontractivity property is equivalent to a logarithmic Sobolev inequality on its invariant
measure. Let indeed (Pt)t>0 be such a semigroup, with invariant measure µ and Dirichlet
form Eµ(f, f). We say that µ satisfies a logarithmic Sobolev inequality with constant C if
Entµ
(
f2
)
:=
∫
f2 log
f2∫
f2dµ
dµ ≤ CEµ(f, f)
for all smooth functions f. Then the Gross Theorem asserts that this inequality is equivalent
to the hypercontractive bound
‖Ptf‖Lq2(dµ) ≤ ‖f‖Lq1(dγ)
for all q2 > q1 > 1 such that q2 − 1 ≤ e4t/C(q1 − 1). For instance the Gaussian measure is
the invariant measure for the Ornstein-Uhlenbeck semigroup (Nt)t>0.
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In many cases (Euclidean spaces, Riemannian manifolds, etc), the Dirichet form is simply∫ |∇f |2dµ and it is often convenient to rewrite the logarithmic Sobolev inequality as∫
f log fdµ−
∫
fdµ log
∫
fdµ ≤ C
4
∫ |∇f |2
f
dµ
for all positive functions f , the left hand side being an entropy and the right hand side a
Fisher information.
These properties of semigroups are restricted to semigroups for which the invariant mea-
sure µ is finite. But there are many interesting semigroups, for example the usual heat semi-
group in the Euclidean space, for which the invariant measure is infinite (it is the Lebesgue
measure in the case of the heat semigroup). For these semigroups, one still have logarithmic
Sobolev inequalities, but for the heat kernel measure Pt itself instead of the invariant mea-
sure µ. For example, the Ornstein-Uhlenbeck semigroup (Nt)t>0 satisfies the so-called local
logarithmic Sobolev inequality
EntNt(f) := Nt(f log f)−Nt(f) logNt(f) ≤
1− e−2t
2
Nt
( |∇f |2
f
)
(2)
for all positive f and t > 0. The name local comes from the fact that for small time t the heat
kernel measure Nt(x, dy) is concentrated around x as a Gaussian measure of small variance
(but it is also local in time). Letting t go to infinity, then Ptf goes to
∫
fdγ and one recovers
the logarithmic Sobolev inequality for the ergodic measure γ.
On the other hand, the Euclidean heat kernel Pt on R
n also satisfies a local logarithmic
Sobolev inequality
EntPt(f) := Pt(f log f)−Ptf logPtf ≤ tPt(
|∇f |2
f
), (3)
which in this context is less useful since here one cannot let t go to infinity (here the invariant
measure, up to a scaling constant, is limt→∞ t
n/2Pt).
These local inequalities are in fact very general, and only depend on a curvature bound
on the generator, more precisely, a CD(ρ,∞) inequality, and they are equivalent to it. We
shall give more details later on. They do not depend on the dimension, which can be a great
advantage with the idea of easy extensions to infinite dimensional settings when this makes
sense; but it is also a drawback since they do not capture the precise dimensional information
about the semigroup.
For the Euclidean heat kernel Pt, the local logarithmic Sobolev inequality (3) can be
improved into the dimensional bound
EntPt(f) ≤ t∆Ptf +
n
2
Ptf log
(
1− 2t
n
Pt(f∆(log f))
Ptf
)
(4)
for all positive f and t. As proved in [8], this bound is in fact equivalent to the more precise
CD(0, n) inequality of the Euclidean space, and is equivalent to it. It improves on (3) since
∆(log f) =
∆f
f
− |∇f |
2
f2
and log(1 + x) ≤ x for all x.
Inequality (4) also has a reverse form
EntPt(f) > t∆Ptf −
n
2
Ptf log
(
1 +
2t
n
∆(logPtf)
)
, (5)
which is in fact a reinforced form of the celebrated Li-Yau inequality (see [8, 19]).
These inequalities may still be stated in the more general setting of a diffusion semigroup
on a space E, for which they appear to be equivalent to a CD(0, n) criterion. For example,
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for the heat kernel on a Riemannian manifold, this means that they are equivalent to the
Ricci curvature being non negative.
One should be careful when extending such equivalences between functional properties of
the heat kernel and lower bounds on the Ricci curvature to situations where the generator
of the semigroup is not the Laplace Beltrami operator of a Riemannian manifold: both
inequalities (3) and (4) are equivalent to the non negativity of the Ricci curvature for such
heat kernels, but it is no longer the case for general diffusion semigroups. In particular, the
Ornstein-Uhlenbeck semigroup (Nt)t>0 will never satisfy any dimensional inequality like (4).
In this paper we describe how a local logarithmic Sobolev inequality can be interpreted
as a local hypercontractive bound on the semigroup. In fact we should be careful that if for
instance for fixed t we brutally apply the Gross Theorem to the local logarithmic Sobolev
inequality (3), we obtain a hypercontractivity property not for the semigroup (Pt)t>0 itself,
but for the semigroup which has the Markov kernel Pt(x, dy) as invariant measure and same
“carre´ du champ”. With a few exceptions this semigroup is in general not easily related
to Pt.
In sections 3 and 4 we investigate the consequences on the semigroup itself of local loga-
rithmic Sobolev inequalities such as (2) and (4). We observe that many Markov semigroups
satisfy a local and dimensional hypercontractive bound. As an application this gives a new
characterization of the curvature-dimension criterion without any derivative.
In particular, when applied to the Euclidean heat semigroup, they will turn into dimen-
sional hypercontractive bounds on the Ornstein-Uhlenbeck semigroup which make the Nelson
theorem more precise (see section 4.2). As a simple consequence we recover sharp bounds
on the Ornstein-Uhlenbeck Markov kernel and on its trace, which brings new links between
these quantities and curvature bounds, and ensure the optimality of our method.
In section 5 we draw some consequences in terms of dimensional transportation inequal-
ities, through the Hamilton-Jacobi equations; in particular we obtain a local transportation
inequalities for a large class of semigroups and give dimensional improvements on a celebrated
transportation inequality for the Gaussian measure by M. Talagrand.
Non-diffusion situations of Levy semigroups are finally studied in section 6. We prove
hypercontractive bounds on the Ornstein-Uhlenbeck semigroup driven by an α-stable Le´vy
process : to our knowledge this is the first example of a hypercontractivity property for a
non-diffusive semigroup with non-reversible invariant measure.
The following section is devoted to a presentation of the setting and tools that will be
used throughout this work.
2 Diffusion semigroups and Γ2 criterion
The Γ2 calculus and curvature-dimension inequalities are an easy way to get hypercontrac-
tivity results, both for the measure Pt(x, dy) and for the invariant measure µ. It relies on
the local analysis of the generator L of the Markov semigroup.
A Markov semigroup is a family (Pt)t>0 of operators acting on bounded measurable
functions on (E, E), which preserve positivity and satisfy Pt(1) = 1 and the semigroup
property Pt ◦ Ps = Pt+s. We assume the existence of a reference measure µ, in general
chosen as to be an invariant measure for (Pt)t>0, and we assume that Pt(f) converges to f
in L2(µ) when t→ 0. In this context, the semigroup is entirely described by its infinitesimal
generator L, which is ∂tPt|t=0, so that Pt(f) solves the heat equation ∂tPt(f) = LPt(f).
We assume the existence of a nice dense algebra A of functions on E in the domain of L,
and we define the carre´ du champ operator Γ by
Γ(f, g) =
1
2
(L(fg)− fLg − gLf),
for all functions f and g in A. For simplicity we let Γ(f) = Γ(f, f) denote the quadratic
form.
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The operator L is called a diffusion operator if
Lϕ(f) = ϕ′(f)Lf + ϕ′′(f)Γ(f) (6)
for all f ∈ A and all ϕ ∈ C∞(R). This means that the operator L is a second order differential
operator. This is equivalent to the fact that the carre´ du champ operator Γ satisfies the chain
rule
Γ(ϕ(f), g) = ϕ′(f)Γ(f, g)
for all functions f and g, or in other words that Γ is a derivation in each variable.
The classical example of diffusion operators is given in Rn by
Lf(x) =
n∑
i,j=1
Dij(x)
∂2f
∂xi∂xj
(x) −
n∑
i=1
ai(x)
∂f
∂xi
(x)
where D(x) = (Dij(x))1≤i,j≤n is a symmetric n × n matrix, nonnegative in the sense of
quadratic forms on Rn and with smooth coefficients; also a(x) = (ai(x))1≤i≤n has smooth
coefficients. In this case one has :
Γ(f)(x) = (D(x)∇f(x)) · ∇f(x).
A first fundamental instance is the heat semigroup (Pt)t>0 on R
n, given by
Ptf(x) =
∫
f(y) exp
(
−|x− y|
2
4t
)
1
(4πt)n/2
dy, (7)
or equivalently
Ptf(x) = E(f(x+
√
2tY ))
where Y is a random variable of law γ. Its generator is the Laplacian ∆ on Rn.
Another instance of great interest is the Ornstein-Uhlenbeck semigroup (Nt)t>0 on R
n,
given by the Mehler formula
Nt(f)(x) = E(f(e
−tx+
√
1− e−2tY )). (8)
Its generator is L = ∆−x·∇. It is linked with the heat semigroup (Pt)t>0 in the following
way : Let us define the semigroup of dilations by
Ttf(x) = f(e
t/2x)
for all t > 0 and functions f , so that
TaPbf(x) = E(f(e
a/2x+
√
2bY )) = Pbe−aTaf(x). (9)
Then, the heat and Ornstein-Uhlenbeck semigroups are related by
TaPbf = Nt(f) (10)
with a = −2t and b = (1− e−2t)/2.
One can also deal on differentiable manifolds with the same kind of operators given in
a local system of coordinates, and this is the case for example for the Laplace-Beltrami
operator on a manifold.
Assumptions on L will be given in terms of the Γ2 operator defined by
Γ2(f) =
1
2
(LΓ(f)− 2Γ(f, Lf))
for all functions f in A. Although Γ(f) is always non-negative (and this is in some way a
characteristic property of Markov generators), it is not the case in general for the operator Γ2.
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If n > 1 and ρ ∈ R, we say that the semigroup (Pt)t>0 (or the infinitesimal generator L)
satisfies the curvature-dimension CD(ρ, n) criterion if
Γ2(f) > ρΓ(f) +
1
n
(Lf)
2
for all functions f ∈ A. The Γ2 operator and the associated CD(ρ, n) criterion have been
introduced by the first author and M. Emery in [7].
For instance, the Laplacian on Rn satisfies the CD(0, n) criterion and the operator L =
∆ − a(x) · ∇ satisfies the CD(ρ,∞) criterion if and only if Ja(x) + (Ja(x))∗ > 2ρId as
symmetric matrices on Rn, where Ja is the Jacobian matrix of a. In particular the Ornstein-
Uhlenbeck semigroup satisfies the CD(1,∞) criterion. The Laplace-Beltrami operator on
the n-dimensional unit sphere satisfies the CD(n− 1, n) criterion.
One of the applications of the criterion is to describe the local estimate of the logarithmic
Sobolev constant of the semigroup (Pt)t>0. Indeed, letting
EntPt(f) = Pt(f log f)−Ptf logPtf,
the curvature-dimension CD(ρ,∞) criterion is equivalent to the local logarithmic Sobolev
inequality
EntPt(f) ≤
1− e−2ρt
2ρ
Pt
(
Γ(f)
f
)
(11)
for all positive functions f ∈ A and t > 0. Moreover, for ρ > 0, it leads to the logarithmic
Sobolev inequality
Entµ(f) ≤ 1
2ρ
µ
(
Γ(f)
f
)
for the ergodic measure µ, where Entµ(f) = µ(f log f)− µ(f) logµ(f).
On the other hand the curvature-dimension CD(0, n) criterion is equivalent to the local
logarithmic Sobolev inequality
EntPt(f) ≤ tLPtf +
n
2
Ptf log
(
1− 2t
n
Pt(fL(log f))
Ptf
)
(12)
for any positive functions f ∈ A and t > 0. Inequality (11) is proved in [4] and (12) in [8].
There is an analog of (12) for the general condition CD(ρ, n), but is has a far less pleasant
form and we shall not use it in what follows.
It is the purpose of the following two sections to show how, in turn, these local logarithmic
Sobolev inequalities translate into hypercontractivity estimates on the semigroup. In the last
section, we shall use a curvature-dimension criterion argument for a Le´vy semigroup, which
is a non-diffusive Markov semigroup.
3 Hypercontractivity for diffusions under CD(ρ,∞)
In this section, we exploit the local inequality (11) to obtain new equivalent forms of the
CD(ρ,∞) criterion. In particular, applied to the usual Euclidean heat kernel in Rn (and
not the Ornstein-Uhlenbeck one), they recover Nelson’s theorem. Although the results given
here are certainly not new, it is interesting to compare them with the results that we shall
state in the next section under the CD(0, n) inequality, in which Nelson’s theorem shall be
extended using a similar method.
The simplest way to give an interpretation of the CD(0,∞) inequality in terms of the
semigroup (Pt)t>0 is perhaps, for a given function f , to let
Φ(s) = Ps(Pt−sf)
2
5
on [0, t]. Then, by the very definitions of the operators Γ and Γ2,
Φ′(s) = 2Ps(Γ(Pt−sf)), Φ
′′(s) = 4Ps(Γ2(Pt−sf)).
Therefore the CD(0,∞) inequality just translates into the convexity of the function Φ, which
for example is equivalent to
Ps(Pt−sf)
2 ≤ (1 − s
t
)(Ptf)
2 +
s
t
Pt(f
2)
for all s ∈ [0, t]. One would have a similar inequality under CD(ρ,∞). This inequality
has the advantage of being quite stable under convergence of semigroups, since it applies to
functions f and not to their derivatives, like Γ(f).
But, in view of the applications, this inequality is not very helpful, compared with in-
equality (15) below. In particular, for the Euclidean heat kernel or the Ornstein-Uhlenbeck
semigroup, it would be quite difficult to compare it with the Nelson’s hypercontractivity
theorem. This is why we shall give another equivalent form of this criterium.
Theorem 3.1 Let ρ ∈ R and (Pt)t>0 be a diffusion Markov semigroup. Then the following
assertions are equivalent :
(i) the semigroup (Pt)t>0 satisfies the CD(ρ,∞) criterion;
(ii) the semigroup (Pt)t>0 satisfies the local logarithmic Sobolev inequality :
EntPt(f) ≤
1− e−2ρt
2ρ
Pt
(
Γ(f)
f
)
(13)
for all positive functions f ∈ A and t > 0;
(iii) for all 0 < s ≤ t and 1 < q1 ≤ q2 such that
q2 − 1
q1 − 1 =
e2ρt − 1
e2ρs − 1 (14)
one has
Ps((Pt−sf)
q2)1/q2 ≤ Pt(f q1)1/q1 (15)
for all positive functions f ∈ A;
(iv) for all 0 < s ≤ t and all p and q such that 0 < q2 ≤ q1 < 1 or q2 ≤ q1 < 0, and (14),
one has
Pt(f
q1)1/q1 ≤ Ps((Pt−sf)q2)1/q2 (16)
for all positive functions f ∈ A.
If ρ = 0, then
(
1− e−2ρt)/(2ρ) will be replaced by t and (e2ρt − 1)/(e2ρs − 1) by t/s.
Proof
⊳ The equivalence between (i) and (ii) is proved in [4], one can also see [1, Chapter 5].
Let us now assume (ii) and prove (iii) and (iv). Let f ∈ A be a positive function and
define the function ψ on [0, t] by
ψ(s) = Ps(Pt−s(f)
q
)
1/q
,
where q is a function of s. If g = Pt−sf then
ψ′ψq−1
q2
q′
= EntPs(g
q) +
q2
q′
(q − 1)Ps(gq−2Γ(g)) ≤ q2
(
1− e−2ρs
2ρ
+
q − 1
q′
)
Ps
(
gq−2Γ(g)
)
by the local logarithmic Sobolev inequality (13). Let now q satisfy 1−e
−2ρs
2ρ +
q−1
q′ = 0, that
is,
q(s)− 1
q(t) − 1 =
e2ρt − 1
e2ρs − 1
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for all s ∈ (0, t]. Depending on whether q is decreasing or increasing, or equivalently on
whether q > 1 or q < 1, the function ψ is increasing or decreasing. The two cases give the
two inequalities (15) and (16).
Then we assume (iii). We apply a first order Taylor expansion for s going to t and
q2 going to q1: we let q1 = 2, q2 = 2(1 + ε), and s = t(1 − αε) + o(ε) for ε > 0 and
α = 2(1− e−2ρt)/(2ρt). This relation implies that the condition (14) is satisfied as ε goes to
0. The Taylor expansion of the inequality (15) gives
EntPt
(
f2
) ≤ 41− e−2ρt
2ρ
Pt(Γ(f)),
which is inequality (13) for f2 instead of f. The same argument ensures that (iv) implies
(ii). ⊲
Remark 3.2 Inequalities (15) and (16) give criteria equivalent to the CD(ρ,∞) criterion
without resorting to any derivation; in particular they apply to all bounded measurable func-
tions (whence their stability under convergence of semigroups).
Remark 3.3 Under the condition CD(ρ,∞) with ρ > 0, Theorem 3.1 leads to the hyper-
contractive bound given by the Gross Theorem. Let indeed a semigroup (Pt)t>0 satisfy the
CD(ρ,∞) criterion and be ergodic in Lp(dµ) where µ is an invariant probability measure. If
s = t− u with u > 0 then inequality (15) gives
Pt−u((Puf)
q2)1/q2 ≤ Pt(f q1)1/q1 ,
where 1 < q1 ≤ q2 satisfy (14). Now, letting t go to infinity, we recover the classical
hypercontractive bound
‖Puf‖Lq2(dµ) ≤ ‖f‖Lq1 (dµ),
where 1 < q1 ≤ q2 satisfy q2−1 = e2ρu(q1−1). Analogously from (16), we recover the reverse
hypercontractive bound
‖f‖Lq1(dµ) ≤ ‖Puf‖Lq2 (dµ), (17)
where 0 < q2 ≤ q1 < 1 or q2 ≤ q1 < 0 satisfy q2 − 1 = e2ρu(q1 − 1).
Remark 3.4 According to the above remark, Theorem 3.1 implies Nelson’s Theorem when
applied to the Ornstein-Uhlenbeck semigroup which satisfies the CD(1,∞) inequality. But
there is another way of recovering this theorem, using the heat equation in the Euclidean
space. This way may seem spurious at first glance, but we shall see in the next section that
it carries much more information.
As pointed out in Section 2, the Laplacian operator on Rn satisfies the CD(0,∞) crite-
rion. Hence we may apply the bound (15) to the heat semigroup (Pt)t>0, at x = 0, in the
form
Ps((Pt−sf)
q2)1/q2 (0) ≤ Pt(f q1)1/q1(0) (18)
where q2 = 1 +
t
s (q1 − 1), that is,∥∥Tlog(2s)Pt−sf∥∥Lq2(dγ) ≤ ∥∥Tlog(2t)f∥∥Lq1(dγ)
by (7), or ∥∥Tlog(2s)Pt−sT− log(2t)g∥∥Lq2 (dγ) ≤ ‖g‖Lq1(dγ)
for all positive g. But, by (9) and (10),
Tlog(2s)Pt−sT− log(2t)g = Tlog(s/t)P(t−s)/(2t)g = Ntg
for s = te−2t, which leads to the bound
‖Ntg‖Lq2(dγ) ≤ ‖g‖Lq1(dγ),
given by Nelson’s Theorem, with q2 − 1 = e2t(q1 − 1).
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Remark 3.5 The relations through dilations between the heat kernel and the Ornstein-
Uhlenbeck kernel on Rn just reflect the commutation properties of their generators. Indeed,
if D is the operator defined by
D(f) =
1
2
n∑
i=1
xi
∂f
∂xi
,
then
Ttf = exp(tD),
while
[∆, D] = ∆ and L = ∆− 2D.
A similar relation holds in the hypoelliptic setting for stratified nilpotent groups, for example
the Heisenberg group with the Kohn Laplacian, but in these situations there is no CD(ρ,∞)
inequality, and the Γ2 calculus is much more delicate to use, see for example [5]. It is not
clear that one could obtain similar results in this context.
4 Hypercontractivity for diffusions under CD(0, n)
In this section, we extend the equivalences of the previous one to the case of the CD(0, n)
inequality.
4.1 A general dimensional hypercontractivity condition
Theorem 4.1 Let n > 1 and L be a diffusion Markov semigroup. Then the following asser-
tions are equivalent :
(i) the semigroup (Pt)t>0 satisfies the CD(0, n) criterion;
(ii) the semigroup (Pt)t>0 satisfies the local logarithmic Sobolev inequality :
EntPt(f) ≤ tLPtf +
n
2
Ptf log
(
1− 2t
n
Pt(fL(log f))
Ptf
)
(19)
for all positive functions f ∈ A and t > 0;
(iii) for all 1 < q1 < q2, u2, u1 > 0 and t− s = u1q1 − u2q2,
Pu2((Pt−sf)
q2)
1/q2 ≤ Pu1(f q1)1/q1Mn/2 (20)
for all positive functions f ∈ A where
M =
(
q1 − 1
u2
)1−1/q1(q2 − 1
u1
)1/q2−1(u1q1 − u2q2
q2 − q1
)1/q2−1/q1
;
(iv) For all 0 < q2 < q1 < 1 or q2 < q1 < 0 and u2, u1 > 0 satisfying t− s = u1q1 − u2q2,
Pu1(f
q1)
1/q1 ≤ Pu2((Pt−sf)q2)1/q2Nn/2 (21)
for all positive functions f ∈ A, where
N =
(
1− q1
u2
)1/q1−1(1− q2
u1
)1−1/q2(u1q1 − u2q2
q1 − q2
)1/q1−1/q2
.
Remark 4.2 Inequalities (20) and (21) are optimal in the sense that if L is the Laplacian
in Rn then these inequalities are equalities for square-exponential (or Gaussian) functions.
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Indeed, the Laplacian operator is a diffusion in Rn satisfying the CD(0, n) criterion. The
associated heat semigroup (Pt)t>0 is given by (7). In particular, if f(x) = e
a|x|2 with a ∈ R,
then
Ptf(x) =
1
(1− 4ta)n/2
exp
(
a|x|2
1− 4ta
)
for all x ∈ Rn and t such that 1− 4ta > 0 so that(
Pu2((Pt−sf)
q2)1/q2(x)
Pu1(f
q1)
1/q1(x)
)2/n
=
(1− 4q1u1a)1/q1
1− 4a(t− s)
(
1− 4a(t− s)
1− 4q1u1a
)1/q2
for all x ∈ Rn since t − s = u1q1 − u2q2. It follows that the inequality (20) becomes an
equality for all x, provided we choose
a =
t− s+ u2 − u1
4u1(t− s)(q1 − 1) .
E.H. Lieb in [20] proves that operator bounds on Gaussian kernels as operators from
Lp(Rn) to Lq(Rn) have only Gaussian maximizers. It seems to us that it should also be
the case for (20) in the setting of the Laplacian in Rn. But the inequality (20) is more
complicated than an operator bound and we do not know how to prove it.
Proof of Theorem 4.1 ⊳ For future use we note that the bound (19) in (ii) is equivalent
to the family of bounds
EntPt(f) ≤ tLPtf +
n
2
(λ− 1− logλ)Ptf − t λPt(fL(log f)) (22)
for λ > 0, since
log(1 + x) = sup
λ>0
[λx+ λ− 1− logλ]
by concavity of the logarithm.
The equivalence between (i) and (ii) is proven by the first author and M. Ledoux in [8,
Theorem 1].
Let us now assume (ii) and prove (iii) and (iv). Let f ∈ A be a positive function and
define the function ψ of s ∈ [0, t] by
ψ(s) = Pu(Pt−s(f)
q
)
1/q
,
where q and u are functions of s. The function u has to be positive. Then
ψ′ψq−1
q2
q′
= EntPu(g
q) +
q2
q′
(u′ − 1)Pu(gq−1Lg) + q
2
q′
u′(q − 1)Pu(gq−2Γ(g)) (23)
where g = Pt−sf. By (22), the logarithmic Sobolev inequality (19) applied to g
q implies
EntPu(g
q) ≤ qu(1− λ)Pu(gq−1Lg) + qu(q − 1 + λ)Pu(gq−2Γ(g)) + n
2
AλPu(g
q).
for all λ > 0, where Aλ = λ− 1− logλ. Then (23) becomes
ψ′ψq−1
q2
q′
≤
[
qu(1− λ) + q
2
q′
(u′ − 1)
]
Pu(g
q−1Lg)
+
[
qu(q − 1 + λ) + q
2
q′
u′(q − 1)
]
Pu(g
q−2Γ(g)) +
n
2
Aλψ
q.
Let now q = q(s), u = u(s) and λ = λ(s) solve

q
q′
(u′ − 1) + u(1− λ) = 0
u(q − 1 + λ) + q
q′
u′(q − 1) = 0
(24)
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Then one has
ψ′ψ−1
q2
q′
≤ n
2
Aλ.
First case : q is a decreasing function. Then, by integration,
ψ(t)
ψ(s)
> exp
(
n
2
∫ t
s
q′(r)
q(r)2
Aλ(r) dr
)
:= exp
(n
2
Ms,t
)
,
that is,
Pu(s)(Pt−s(f)
q(s))
1/q(s) ≤ exp
(
−n
2
Ms,t
)
Pu(t)(f
q(t))
1/q(t)
The two relations between λ, u and q give
(uq)′(r) = 1
for s ≤ r ≤ t. In other words there exists a constant C such that
u(r) =
r + C
q(r)
,
and therefore, by the first equation in (24),
λ =
1− q
q′u
=
q(1− q)
q′(r + C)
.
In particular, if q is decreasing, then q > 1 (we always have u(r) = q(r)/(r + C) > 0).
If t > s > 0 are fixed, the quantity Ms,t depends only on the function q on [s, t] and the
constant C. Let now the parameters t, s, u(t) = u1, q(t) = q1, q(s) = q2 and q(t) = q1 > 1
be fixed. Then the quantity
Ms,t =
∫ t
s
1− q
q(r + C)
− q
′
q2
− q
′
q2
log
q(1− q)
q(r + C)
(r) dr
is made maximal by a map q such that
( q2
(r + C)2q′)
)′
= 0
on [s, t], that is given on [s, t] by
q(r) =
r + C
αr + β
,
where β is a constant and
α =
u2 − u1
s− t =
u2 − u1
u2q2 − u1q1 .
Then
Ms,t =
∫ t
s
q′(r)
q(r)2
Aλ(r) dr =
∫ q2
q1
1
q2
(
1− q
1− αq − 1− log
1− q
1− αq
)
dq
since λ = (1− q)/(1− αq) for this choice of q. Moreover an antiderivative of
1
q2
(
1− q
1− αq − 1− log
1− q
1− αq
)
is given by − q−1q log q−1αq−1 . Hence
exp
(
−n
2
∫ t
s
q′
q2
Aλdr
)
=
[(
q1 − 1
u2
)1−1/q1(q2 − 1
u1
)1/q2−1(u1q1 − u2q2
q2 − q1
)1/q2−1/q1]n/2
,
10
which proves the assertion (iii).
Second case : q is an increasing function. The computation is the same as in the previous
case. In this case one has to assume that q ∈ (0, 1) or q < 0. One obtains (iv).
Let us now prove that (iii) implies (ii). As usual we perform a first order Taylor expansion
in inequality (20). We let f be a positive function in the algebra A and let q1 = 2, q2 =
2(1+ ε), u1 = t and u2 = t(1− aε) for some t, ε, a > 0, so that s = t(1 + 2(1− a)ε) + o(ε). A
Taylor expansion for ε going to 0 leads to
Mn = 1 +
εn
2
(a− 2− log(a− 1)) + o(ε)
and then to
EntPt
(
f2
)
+ t(a− 2)PtL(f2)− 4t(a− 1)Pt(Γ(f)) ≤ n
2
(a− 2− log(a− 1))Pt(f2)
that is,
EntPt(g) ≤ t(1 − λ)Pt(Lg) +
n
2
(λ− 1− logλ)Pt(g) + tλPt
(
Γ(g)
g
)
.
with g = f2 and λ = a− 1. Since a > 1 is arbitrary, so is λ > 0, which leads to (19) by (22).
The same computation can be done starting from (iv) instead of (iii), which concludes the
proof of the theorem. ⊲
For all λ > 0, then λ − 1 − logλ > 0 and it is equal to 0 if and only if λ = 1. As we
can see in the proof it implies that we always have M > 1, and M = 1 if and only if u′ ≡ 1.
With this particular choice of u1 = t and u2 = s we recover the result of Theorem 3.1 with
ρ = 0, for which the hypercontractive bound does not depend on the dimension.
4.2 The case of the Ornstein-Uhlenbeck semigroup
We have seen in Remark 3.4 how to recover the Nelson Theorem only using a CD(0,∞)
inequality on the Euclidean heat semigroup. In fact the semigroup satisfies the stronger
CD(0, n) condition, whence the inequality (20). Following the argument in Remark 3.4, the
Ornstein-Uhlenbeck can be seen as a combination of the dilation and heat semigroups, and
we obtain
‖Ntf‖Lq2(dγ) ≤Mn/2‖T−af‖Lq1(dγ) (25)
for the Ornstein-Uhlenbeck semigroup (Nt), where
M =
(
q1 − 1
e−2t
)1−1/q1(q2 − 1
e−a
)1/q2−1(1− e−2t
q2 − q1
)1/q2−1/q1
for all t > 0, a ∈ R and 1 < q1 < q2 satisfying q2 − 1 = e2t(q1e−a − 1).
When a = 0, then M = 1 and inequality (25) is simply the Nelson classical hypercon-
tractivity estimate (1) of the Ornstein-Uhlenbeck semigroup. We cannot obtain a better
inequality in terms of a classical hypercontractivity property : if q1 and t are given, there is
no larger q2 such that (1) holds even with an additional constant.
The main difference is that the limit q1 going to 1 is not informative in Nelson’s Theorem.
On the contrary, in inequality (25), and for q2 = 2, this limit leads to the following inequality
for Gaussian kernels
‖Ntf‖L2(dγ) ≤
(
e−2t + 1
1− e−2t
)n/4∥∥Tln (e−2t+1)f∥∥L1(dγ) (26)
for t > 0. The coefficient in (26) behaves like t−n/4 for small t, which can be related to the
hypercontractive bound
‖Ptf‖L2(dx) ≤
1
(8πt)n/4
‖f‖L1(dx)
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for the heat semigroup and with respect to the Lebesgue measure.
Although the Ornstein-Uhlenbeck semigroup does not satisfy any CD(ρ, n) inequality,
its relation through dilations with the Euclidean heat semigroup, which satisfies CD(0, n),
carries dimensional properties of this semigroup. In particular, inequality (26) implies the
finitness of the trace of Nt (and in fact its exact value), which depends on the dimension and
cannot be deduced from the sole CD(1,∞) property of its generator.
Indeed, by a standard change of variables, we have
(
e−2t + 1
1− e−2t
)n/4∥∥Tln (e−2t+1)f∥∥L1(dγ) =
∫
|f(y)|Vt(y)γ(dy),
where
Vt(y) = (1− e−4t)−n/4 exp
( |y|2
2
1
1 + e2t
)
. (27)
The inequality (26) now reads
‖Ntf‖L2(dγ) ≤
∫
|f |Vtdγ. (28)
But, if a Markov operator K, symmetric with respect to a measure µ, satisfies
‖Kf‖L2(dµ) ≤ ‖fV ‖L1(dµ) (29)
for a positive function V , then the Markov kernel of the operator K2 = K ◦K has a density
k2(x, y) with respect to µ bounded from above by V (x)V (y). Let us indeed consider the
operator
K1(f) =
1
V
K(fV ),
which is symmetric with respect to the measure dν = V 2dµ. Equation (29) reads ‖K1f‖2 ≤
‖f‖1, the norms being now computed with respect to the measure ν. A standard duality
argument implies that ‖K1f‖∞ ≤ ‖f‖2, so that ‖K21f‖∞ ≤ ‖f‖1; in turn this implies that
K21 has a density with respect to ν which is bounded from above by 1. This is equivalent to
the fact that K2 has a density with respect to µ bounded from above by V (x)V (y).
Back to the semigroup (Nt)t>0, it follows from inequality (28) thatN2t has a density with
respect to γ bounded from above by Vt(x)Vt(y). But for a symmetric Markov semigroup,
such a bound is equivalent to the fact that the kernel n2t(x, y) is such that
n2t(x, x) ≤ Vt(x)2.
But in fact n2t(x, x) = Vt(x)
2 as ensured by comparing (27) and the explicit value of nt
given, for instance, by the Mehler formula (8). Therefore, the obtained bound on nt(x, x) is
sharp and so is the inequality (28).
It also implies the sharp bound (1 − e−t)n on the trace∫
nt(x, x)dγ(x) =
∫
V 2t/2dγ(x)
of Nt, which can be explicitly computed from (27). Note that it is dimension dependent,
unlike the hypercontractivity bounds or the logarithmic Sobolev constant of the ergodic
measure γ.
This illustrates the optimality of our method. Inequality (28) is in fact related to a
weighted Nash inequality relative to the Ornstein-Uhlenbeck semigroup. This method of
weighted Nash inequalities may be pushed forward to get information on the trace of various
semigroups. This point of view shall be developed in the forthcoming article [6].
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5 Hamilton-Jacobi equations and transportation inequal-
ities
5.1 Hypercontractivity for Hamilton-Jacobi equations
Solutions to Hamilton-Jacobi equations can be seen as limits of linear diffusion semigroups.
Let indeed L be an infinitesimal diffusion generator associated to a Markov semigroup (Pt)t>0.
Given ε > 0, let
uε = Pεt
(
e−f/2ε
)
be the solution to ∂tu
ε = εLuε, with initial value exp(−f/2ε). Then, since L is a diffusion
generator, the map
vε = −2ε logPεt
(
e−f/2ε
)
is a solution of the initial value partial differential equation
{
∂vε
∂t
+
1
2
Γ(vε)− εLvε = 0 on E × (0,∞),
vε = f on E × {t = 0},
where Γ is the carre´ du champ associated to L. Now, as ε → 0, it is expected that vε
converges to the solution v of the Hamilton-Jacobi equation
{
∂v
∂t
+
1
2
Γ(v) = 0 on E × (0,∞),
v = f on E × {t = 0}.
(30)
The solution at time t of (30) will be denoted Qtf, which defines a non-linear semigroup
(Qt)t>0. One can see [9, 13] for a review on Hamilton-Jacobi equations.
The classical example is given by Γ(f) = |∇f |2 on a complete Riemannian manifold
(M,d), for which the Hamilton-Jacobi semigroup is explicitly given by the Hopf-Lax formula
Qtf(x) = inf
y
{
f(y) +
1
2t
d(x, y)2
}
, (31)
when f is a Lipschitz function onM . This fundamental example will be treated in section 5.2.
The Hamilton-Jacobi semigroup is strongly related to logarithmic Sobolev inequalities in
the following way : for a probability measure µ and a constant C, the logarithmic Sobolev
inequality
Entµ
(
f2
) ≤ 2C ∫ Γ(f)dµ
for all functions f is equivalent to the hypercontractivity of the Hamilton-Jacobi equation∥∥eQtf∥∥
La+t/C(dµ)
≤ ∥∥ef∥∥
La(dµ)
(32)
for all a > 0 and all functions f . This result has been proved in [10] and extended in [14, 15].
We now turn from the invariant measure level of (32) to the local level, to investigate
how a local hypercontractive bound on Hamilton-Jacobi equations can be obtained by using
a curvature-dimension criterion CD(ρ, n).
The first result concerns the CD(ρ,∞) criterion:
Theorem 5.1 Let ρ ∈ R and (Pt)t>0 be a diffusion Markov semigroup. Then the following
assertions are equivalent :
(i) the semigroup (Pt)t>0 satisfies the CD(ρ,∞) criterion;
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(ii) for all q1 > q2 > 0 and u, t > 0 satisfying
q1 = q2 +
ρt
1− e−2ρu , (33)
then
Pu
(
eq1Qtf
)1/q1 ≤ Pu(eq2f)1/q2 (34)
for all functions f ;
If ρ = 0 then (33) will be replaced by q1 = q2 + t/(2u).
In the case when ρ > 0 we note that (34) leads to the bound (32) for the ergodic measure
µ of the semigroup, by letting u go to infinity.
Proof
⊳ We just give the sketch of the proof since it follows the argument of the next theorem,
which is given in greater detail.
We first assume (i) and prove (ii). Given u > 0 fixed we let H(s) = Pu
(
eq(s)Qsf
)1/q(s)
for
s on [0, t]. We differentiate with respect to s, use the local bound (13) at time u and obtain
the inequality H ′(s) ≤ 0 on [0, t] provided
q(t) = q(s) +
ρ
1− e−2ρu (t− s).
This proves (ii).
Then we assume (ii). As ε goes to 0, a first order Taylor expansion of (34) with q2 = 1
and t = ε gives the local logarithmic Sobolev inequality (13), which implies (i). ⊲
The second result concerns the CD(0, n) criterion :
Theorem 5.2 Let n > 1 and (Pt)t>0 be a diffusion Markov semigroup. Then the following
assertions are equivalent :
(i) the semigroup (Pt)t>0 satisfies the CD(0, n) criterion;
(ii) for all q1 > q2 > 0, u2, u1 > 0 and t > 0 satisfying t = 2(u1q1 − u2q2),
Pu1
(
eq1Qtf
)1/q1 ≤ Pu2(eq2f)1/q2
[
u
1/q2
1
u
1/q1
2
(
q1 − q2
u1q1 − u2q2
)1/q2−1/q1]n/2
(35)
for all functions f .
Proof
⊳ The proof partly follows the proof of Theorem 4.1. We first assume (i) and prove (ii).
For that purpose we consider the map H defined on R+ by
H(t) = Pu
(
eqQtf
)1/q
where u and q are functions of t > 0. By differentiation and using the Hamilton-Jacobi
equation we get
q2
q′
H ′Hq−1 = EntPu
(
eqQtf
)
+ u′
q2
q′
Pu
(
eqQtfLQtf
)
+ q2
(
u′q
q′
− 1
2q′
)
Pu
(
Γ(Qtf)e
qQtf
)
.
Then, by Theorem 4.1, assumption (i) implies the logarithmic Sobolev inequality (19) which,
in the form (22), writes
EntPu
(
eqQtf
) ≤ uq(1− λ)Pu(eqQtfLQtf)+ uq2Pu(Γ(Qtf)eqQtf)+ n
2
AλPu
(
eqQtf
)
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for all λ > 0, where again Aλ = λ− 1− logλ. Then we let q, u and λ solve{
u′q + uq′ − uq′λ = 0
q′u+ u′q =
1
2
,
so that
q2(t)
q′(t)
H ′Hq−1(t) ≤ n
2
Aλ(t)H
q(t),
and then
Pu(t)
(
eq(t)Qtf
)1/q(t)
≤ Pu(0)
(
eq(0)Q0f
)1/q(0)
exp
(n
2
∫ t
0
Aλ(r)
q′(r)
q(r)2
dr
)
if q is increasing. The two equations give (uq)′ = 1/2, that is u(r) = (1/2r + C)/q for a
constant C and
λ(r) =
q(r)
q′(r)(r + 2C)
.
As in the proof of Theorem 4.1 we minimize the quantity
∫ t
0
Aλ(r)
q′(r)
q(r)2 dr by letting
q(r) =
r + 2C
αr + β
on [0, t], where β is a constant and
α =
u1 − u2
u1q1 − u2q2
if q1 = q(t), q2 = q(0), u1 = u(t) and u2 = u(0). We obtain
λ(r) =
1
1− αq(r)
so that∫ t
0
q′(r)
q2(r)
Aλ(r)dr =
∫ q1
q2
(
1
1− αq − 1 + log (1− αq)
)
dq
q2
=
log (1− αq2)
q2
− log (1− αq1)
q1
.
Then the relations q(r)(αr+β) = r+2C = 2q(r)u(r) lead to the condition t = 2(u1q1−u2q2),
and we obtain (ii).
Then we assume (ii). As ε goes to 0 a first order Taylor expansion of (35) with q2 = 1,
u2 = u1(1 + aε) and t = 2εu1(1 − a), gives the local logarithmic Sobolev inequality (19),
which implies (i). ⊲
Let us now see how these hypercontractive bounds on Hamilton-Jacobi equations translate
into transportation inequalities.
5.2 Application to transportation inequalities
Let (M,d) be a complete Riemannian manifold. Then the Wasserstein distance between two
probability measures µ and ν on M is defined by
W2(ν, µ) = inf
pi
√∫
d(x, y)2
2
dπ(x, y)
where the infimum is taken over all probability measures π on M ×M such that∫
(f(x) + g(y))dπ(x, y) =
∫
f dν +
∫
g dµ
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for all bounded and measurable functions f and g on M.
The Wasserstein distance is linked with logarithmic Sobolev inequalities and hypercon-
tractivity bounds on the Hamilton-Jacobi semigroups by the following argument of [10]. Let
C > 0 and a probability measure µ on M satisfy the logarithmic Sobolev inequality
Entµ
(
f2
) ≤ 2C ∫ |∇f |2dµ
for all maps f on M, where |∇f | stands for the Riemannian length of the gradient of f .
Then, for t = 1 and a going to 0, the hypercontractive bound (32) leads to
∫
exp
(
1
C
Q1f
)
dµ ≤ exp
(
1
C
∫
fdµ
)
(36)
for all Lipschitz functions f. Now, following S. Bobkov and F. Go¨tze [11], this is equivalent
to the inequality ∫
Q1fhdµ−
∫
hdν ≤ C Entµ(f)
for all Lipschitz functions f and all probability densities h with respect to µ, by the variational
formulation of the entropy. But, by the Kantorovich duality formulation,
W 22 (hµ, µ) = sup
f,g
{∫
ghdµ−
∫
fdµ
}
,
where the supremum is taken over all f and g such that
g(x) + f(y) ≤ 1
2
d(x, y)2
for all x and y (see [23, Chapters 5 and 22]). In fact
W 22 (hµ, µ) = sup
f
{∫
Q1fhdµ−
∫
fdµ
}
(37)
since, by (31),
Q1f(x) = inf
x∈M
{
f(y) +
1
2
d(x, y)2
}
so is optimal among all g, for fixed f. In the end, the measure µ satisfies the transportation
or Talagrand inequality
W 22 (hµ, µ) ≤ C Entµ(h) (38)
for all probability densities h with respect to µ. This inequality was introduced by M. Tala-
grand in [22] for the Gaussian measure. Its implication by a logarithmic Sobolev inequality
is called the Otto-Villani Theorem [21] and has first been proved differently (see also [17]
and [23]).
We now again turn to the local level, and investigate how the curvature-dimension cri-
terion is equivalent to local transportation inequalities, which correspond to the local loga-
rithmic Sobolev inequalities (13) and (19) and hypercontractive bounds (34) and (35).
Theorem 5.3 Let (Pt)t>0 be a diffusion Markov semigroup on M such that Γ(f) = |∇f |2
for all functions f , where |∇f | stands for the Riemannian length of the gradient of f .
• Given ρ ∈ R the following assertions are equivalent :
(i) the semigroup (Pt)t>0 satisfies the CD(ρ,∞) criterion;
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(ii) for all u > 0, all x ∈M and all h > 0 such that Puh(x) = 1,
W 22 (hP
x
u ,P
x
u ) ≤
1− e−2ρu
ρ
EntPx
u
(h) , (39)
where hPxu is the probability measure defined by
∫
ϕd(hPxu ) = Pu(ϕh)(x) for all
functions ϕ.
If ρ = 0 then
(
1− e−2ρu)/ρ will be replaced by 2u.
• Given n > 1 the following assertions are equivalent :
(i) the semigroup (Pt)t>0 satisfies the CD(0, n) criterion;
(ii) for all u2, u1 > 0, all x ∈M and all h > 0 such that Pu1h(x) = 1,
W 22 (hP
x
u1
,Pxu2) ≤ 2u1
(
EntPx
u1
(h) +
n
2
Au2/u1
)
. (40)
Proof
⊳ We first prove the first part of the theorem. Let us first assume that the CD(ρ,∞)
criterion holds, so that inequality (34) is satisfied by Theorem 5.1. We let t = 1 and u > 0
fixed, and take the limit in (34) as q2 goes to 0. We obtain
Pu
(
eq1Q1f
) ≤ exp (q1Puf) (41)
with q1 = ρ/
(
1− e−2ρu). This is equivalent to (39) by the dual representation (36) of S.
Bobkov and F. Go¨tze, applied to the measure Pxu , which proves (ii).
Then we assume (ii), that is, (41) for all f . We let f = 1 + εg and perform a second
order Taylor expansion for ε going to 0. We obtain the local Poincare´ inequality
VarPu(g) ≤
1− e−2ρu
ρ
Pu(Γ(g)),
which is equivalent to the CD(ρ,∞) criterion (see [4, Proposition 3.3] for instance).
Then we prove the second part of the theorem. Let us first assume that the CD(0, n)
criterion holds, so that inequality (35) is satisfied by Theorem 5.2. We let x ∈M and u1 > 0
be fixed and we apply the inequality (35) with s = 0, t = 1, q1 = (2u2q2 + 1)/(2u1) and q2
going to 0. We obtain
Pu1
(
eq1Q1f
) ≤ eq1Pu2f exp(n
2
Au2/u1
)
, (42)
where q1 = 1/(2u1), that is,∫
exp
(
q1Q1f(y)− q1Pu2f(x)−
n
2
Au2/u1
)
Pxu1(dy) ≤ 1.
Hence, by the variational formulation of the entropy,
q1
(∫
Q1f(y)h(y)P
x
u1
(dy)−
∫
f(y)Pxu2(dy)
)
≤ EntPu1 (h) (x) +
n
2
Au2/u1
for all fixed x and all positive functions h such that Pu1h(x) =
∫
hdPxu1 = 1. In other words
q1W
2
2 (hP
x
u1
,Pxu2) ≤ EntPu1 (h) (x) +
n
2
Au2/u1
by the Kantorovich duality formulation (37), which proves the inequality (40).
Then we assume (ii).We first note that (ii) is equivalent to having (42) for all f . Then, as
in the proof of Theorem 4.1, we perform a second order Taylor expansion of inequality (42).
We let f = εg, u1 = t, u2 = t(1 + aε) where a ∈ R. We note in particular that
Q1εg = εg − ε
2
2
Γ(g) + o(ε2)
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as ε goes to 0. We obtain the bound
VarPt(g) ≤ 2tPt(Γ(g)) + 4at2LPtg + 2nt2a2 = 2tPt(Γ(g)) −
2t2
n
(LPtg)
2
for a = −LPtg/n. This finally implies the CD(0, n) criterion by [8, Proof of Theorem 1]. ⊲
In Remark 3.3 we saw how the local hypercontractive bound of Theorem 3.1 leads to the
Gross Theorem under a CD(ρ,∞) condition with ρ > 0. In the same way, if the semigroup
(Pt)t>0 satisfies the CD(ρ,∞) condition with ρ > 0 and is ergodic in Lp(dµ) for the probabil-
ity measure µ, then, as u goes to infinity, the inequality (39) in the first part of Theorem 5.3
implies the Talagrand inequality (38) for µ, with C = 1/ρ.
Then we saw in Remark 3.4 how to refine the Nelson Theorem on the Ornstein-Uhlenbeck
semigroup by using a CD(0, n) condition on the heat semigroup. In the same way we now
refine the usual Talagrand inequality for the Gaussian measure as a simple consequence of
the second part of Theorem 5.3, in Rn equipped with the Euclidean norm:
Corollary 5.4 The standard Gaussian measure on Rn satisfies the refined Talagrand in-
equality
W 22 (hγ, γ) ≤
1
2
∫
∆h dγ + n
(
1− exp
(
1
2n
∫
∆h dγ − 1
n
Entγ(h)
))
(43)
for all probability densities h with respect to γ. This inequality implies the classical Talagrand
inequality
W 22 (hγ, γ) ≤ Entγ(h)
and the refined Poincare´ inequality
Varγ(f) ≤
∫
|∇f |2dγ − 1
2n
(∫
∆fdγ
)2
for all smooth functions f .
Proof
⊳ Let indeed L be the Laplacian operator and (Pt)t>0 be the heat semigroup, which again
satisfies the CD(0, n) condition. We apply (ii) in the second part of Theorem 5.3 with x = 0
and u2 = 1/2, in the form
W 22 (hP
0
u , γ) ≤ 2u
(
EntP0
u
(h) +
n
2
A1/(2u)
)
for all u > 0.
Then we consider a map g on Rn such that
∫
g dγ = 1. We let
h(x) = g(x)
γ(x)
P0u(x)
,
so that hP0u = g γ has mass 1 and
W 22 (gγ, γ) ≤ 2u
(
EntP0
u
(h) +
n
2
A1/(2u)
)
.
We note that
EntP0
u
(h) = Entγ(g) +
n
2
log(2u) +
( 1
4u
− 1
2
) ∫ |x|2g(x) dγ(x)
where∫
|x|2g(x) dγ(x) = −
∫
xg(x) · ∇γ(x) dx =
∫
∇ · (xg(x))γ(x) dx = n+
∫
∆g dγ.
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We finally obtain the bound
W 22 (gγ, γ) ≤ λEntγ(g) + n(1− λ+ λ logλ) +
1
2
(1− λ)
∫
∆g dγ (44)
for all positive λ (= 2u).
The choice λ = 1 leads to the usual Talagrand inequality
W 22 (gγ, γ) ≤ Entγ(g) (45)
for the Gaussian measure, whereas the optimal choice leads to the bound (43).
We may recover that the inequality (43) implies the usual bound (45) by applying the
inequality ex > x+ 1 for x ∈ R.
We now prove that the refined Talagrand inequality (43) implies the refined Poincare´
inequality
Varγ(f) ≤
∫
|∇f |2dγ − 1
2n
(∫
∆fdγ
)2
.
For that purpose we first note that (43) is in fact equivalent to the bounds (44) for all λ > 0,
so by the Kantorovich duality formulation (37) implies the bound∫
Q1fgdγ −
∫
f dγ ≤ λEntγ(g) + n(1− λ+ λ logλ) + 1
2
(1− λ)
∫
∆g dγ
for all maps f, g and λ > 0.
Then we consider a map h on Rn and let f(x) = εh(x), g(x) = 1 + ε(h(x) + a(|x|2 − n))
and λ = 1 + 2aε. We perform a second order Taylor expansion for ε going to 0 and obtain
the bound
Varγ(h) ≤
∫
|∇f |2dγ − a
∫
∆h dγ +
na2
2
which leads to the refined Poincare´ inequality after optimization over a. ⊲
Remark 5.5 For non smooth probability densities h with respect to γ, the inequality (43)
writes
W 22 (hγ, γ) ≤
1
2
∫
|x|2h(x) dγ(x)− n
2
+n
(
1− exp
(
1
2n
∫
|x|2h(x) dγ(x) − 1
2
− 1
n
Entγ(h)
))
,
which can be useful in concentration of measure arguments.
6 Hypercontractivity for Le´vy operators
6.1 The general case
A Le´vy operator is by definition the infinitesimal generator of a Le´vy process.
For a pure jump process, the Le´vy-Khinchine formula asserts that there exists a positive
measure ν on R such that ν({0}) = 0 and∫
R
min
(
1, |z|2)dν(z) <∞,
and such that its generator is given by
I(f)(x) =
∫ (
f(x+ z)− f(x)−∇f(x) · zh(z))dν(z) (46)
for all functions f , where h(z) = 1/(1 + |z|2). We let (Lt)t>0 be the Markov semigroup
associated to I. Classical results on Le´vy semigroups are given in [3].
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In our context, a Le´vy semigroup is a non-diffusive Markov semigroup satisfying a CD(0,∞)
criterion, see [7]. It also satisfies the local logarithmic Sobolev inequality
EntLt(f) ≤ tLt
(∫
D(f(·+ z), f(·))dν(z)
)
(47)
for all positive functions f , where, for all positive u and v,
D(u, v) = u log
u
v
− (u− v).
The function D is known as the Bregman distance associated to the function x 7→ x log x.
Inequality (47) has been proved by C. Ane´ and M. Ledoux in [2] and by L. Wu in [24], one
can also see [12] for the more general setting of Φ-entropy inequalities.
A Le´vy operator is not a diffusion operator, so we cannot directly apply Theorem 3.1
with ρ = 0. Nevertheless we obtain the following weaker hypercontractive bound :
Theorem 6.1 For all 0 < s ≤ t and 0 < q2 ≤ q1 < 1 such that
q2 − 1 = q2
q1
t
s
(q1 − 1), (48)
then
Lt(f
q1)
1/q1 ≤ Ls(Lt−s(f)q2)1/q2 (49)
for all positive functions f . If now q2 − 1 = ts (q1 − 1) and if moreover ν(R) = C <∞, then
Lt(f
q1)
1/q1 ≤ Ls(Lt−s(f)q2)1/q2 exp
[
C
s(t− s)(1− q2)2
q2(sq2 + t− s)
]
. (50)
Remark 6.2 In the case when ν(R) < ∞ then the two hypercontractive bounds in The-
orem 6.1 correspond to two extremal points of view: inequality (49) gives a finer bound
whereas inequality (50) gives a larger range of parameters q2 for given q1. But one can ob-
tain interpolating bounds for intermediate parameters q2.
Given s, t and q1, the bound (49) is obtained by a parameter q2 closer to q1 than in the
bound (16) obtained in the diffusive case under a CD(0,∞) condition. To reach the same
gain of integrability we need to impose a finite mass assumption on ν and an extra constant
in the bound (50). Also the parameters q1 and q2 are restricted to (0, 1). This is the price to
pay when passing from the diffusive setting of Theorem 3.1 to this non diffusive setting.
Proof
⊳ Let, for s ∈ [0, t],
ψ(s) = Ls(Lt−s(f)
q)
1/q
,
where q depends on s. By differentiation
ψ′(s)
q2
q′
ψ(s)q−1 = EntLs(g
q) +
q
q′
Ls
(I(gq)− qgq−1I(g))
for all s ∈ [0, t], where g = Lt−s(f). The logarithmic Sobolev inequality (47) applied to the
function gq implies
ψ′(s)
q2
q′
ψ(s)q−1 ≤ Ls
(∫
Φ(g(·+ z), g(·)) dν(z)
)
where
Φ(Z,X) = sZq log
Zq
Xq
− s(Zq −Xq) + q
q′
(Zq −Xq)− q
2
q′
Xq−1(Z −X).
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Let now q be an increasing function on [0, t] such that q ∈ (0, 1) and
s+ q
q − 1
q′
= 0,
for instance such that
q(t)− 1
q(s)− 1 =
q(t)
q(s)
s
t
.
Then Φ(Z,X) ≤ 0 for all X,Z > 0, so that ψ′(s) ≤ 0 and finally ψ(t) ≤ ψ(s). This is
inequality (49) provided q1 = q(t) and q2 = p(t) satisfy (48).
If now q is increasing and satisfies
s+
q − 1
q′
= 0,
then Φ(Z,X) ≤ (q−1)2q′ Xq, which implies
ψ′(s)
q(s)2
q′(s)
ψ(s)q−1 ≤ Cψ(s)q
where C =
∫
dν is assumed to be finite. Integrating this inequality implies (50). ⊲
6.2 The case of α-stable Le´vy processes
The semigroup given by a α-stable Le´vy process can be represented as
Lαt f(x) = K
α
t ⋆ f(x) =
∫
Kαt (x− y)f(y)dy
for all t > 0, all x ∈ Rn and all smooth functions f on Rn, where
Kαt (x) =
1
(2π)n/2
F
(
e−t|·|
α
)
(x);
here F(g) is the Fourier transform of a function g ∈ L1(dx), given by
F(g)(x) = 1
(2π)n/2
∫
e−iu·xf(u)du.
The generator of such a semigroup will be denoted Iα. It is given by (46) with the Le´vy
measure
dνα(x) =
cα
|x|n+α dx
for a positive constant cα. It is the fractional Laplacian operator −(−∆)2/α, which for α = 2
is the Laplacian. All details can be found in [3].
This generator is a non-diffusive operator but has the Lebesgue measure as a reversible
measure and using a fractional Euclidean logarithmic Sobolev inequality one can obtain the
following hypercontractive bound : there exists a constant A such that
‖Lαt f‖Lq2 (dx) ≤ ‖f‖Lq1 (dx)
(An(q2 − q1)
2αt
)n(q2−q1)
αq1q2 q1
n/(q2α)
q2n/(q1α)
(51)
for all q2 > q1 > 2 and all positive functions f (see [16] for the proof).
Let us now see, following Remark 3.4, how Theorem 6.1 leads to a hypercontractive bound
for the Le´vy-Ornstein-Uhlenbeck semigroup, which is an Ornstein-Uhlenbeck process driven
by a Le´vy process instead of a Brownian motion.
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As for the heat equation,
Lαt (f)(0) =
∥∥∥T2
α log (αt)
f
∥∥∥
L1(Kα
1/α
)
,
so that if 0 < q2 ≤ q1 < 1 satisfy (48) then inequality (49) at x = 0 gives∥∥∥T2
α log(αt)
f
∥∥∥
Lq1 (K1/α)
≤
∥∥∥T2
α log(αs)
Lαt−sf
∥∥∥
Lq2(Kα
1/α
)
,
that is,
‖g‖Lq1(Kα
1/α
) ≤
∥∥∥T2
α log(αs)
Lαt−sT− 2α log(αt)
g
∥∥∥
Lq2(Kα
1/α
)
for all positive functions g. But Lαt and Tt commute according to
Lαt Ta = TaL
α
teaα/2
,
so that
‖g‖Lq1(Kα
1/α
) ≤
∥∥∥T2
α log
s
t
Lα1
α (1−
s
t )
g
∥∥∥
Lq2(Kα
1/α
)
=
∥∥∥T−2tLα1
α (1−e
−αt)g
∥∥∥
Lq2(Kα
1/α
)
for s/t = e−αt. But the semigroup
PLOUt = T−2tL
α
1
α (1−e
−αt),
is the Le´vy-Ornstein-Uhlenbeck semigroup, solution of
∂tP
LOU
t (g) = Iα(PLOUt (g))− x · ∇PLOUt (g).
Hence we have obtained the following result :
Corollary 6.3 The Markov semigroup of generator L = Iα − x · ∇ satisfies the hypercon-
tractive bound
‖f‖Lq1(Kα
1/α
) ≤
∥∥PLOUt f∥∥Lq2 (Kα
1/α
)
,
for all t > 0 and 0 < q2 ≤ q1 < 1 such that
q2 − 1 = q2
q1
(q1 − 1)eαt.
Remark 6.4 This is a kind of reverse hypercontractive bound on the Le´vy-Ornstein-Uhlenbeck
semigroup. This bound is classical for the usual Ornstein-Uhlenbeck semigroup, see (17).
In our case, parameters q1, q2 are closer than in the classical case for two reasons : our
semigroup is not a diffusion in the sense of the definition (6) and an α-stable process is less
‘diffusive” than the Brownian motion.
Note that the probability measure Kα1/α is invariant for the generator Iα − x · ∇ but it
is not reversible. To our knowledge this is the first instance of a hypercontractive semigroup
which is not a diffusion and has a non reversible invariant measure.
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