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REGULARIZED PERIODS AND THE GLOBAL GAN-GROSS-PRASAD
CONJECTURE : THE CASE OF U(n+ 2r)× U(n)
JAEHO HAAN
Abstract. In this paper, we introduce regularized trilinear periods on certain non-reductive groups. It
has two direct applications. Firstly, it enables us to define regularized Bessel periods and Fourier-Jacobi
periods for all classical and metaplectic groups. Secondly, by using the properties of regularized Fourier-
Jacobi periods, we can prove one direction of the full Gan-Gross-Prasad conjecture on skew-hermitian
unitary groups.
1. Introduction
The study of special L-values is one of the pivotal subject in modern number theory because they encode
many deep arithmetic information. Among all other special values, central L-values are of particular
interest as the Birch and Swinnerton-Dyer conjecture and its generalization implies.
In 1992, Gross and Prasad [10] proposed a fascinating conjecture on the relationship of automorphic
period integrals and central L-values of certain tensor product L-function on special orthogonal groups.
After that, in 2012 together with Gan [12], they generalized the conjecture to all classical groups and
metaplectic groups, which is now so-called the global Gan-Gross-Prasad (GGP) conjecture.
There are two types of periods in the global GGP conjectures: Bessel periods and Fourier-Jacobi
periods. The Bessel periods are periods of automorphic forms on orthogonal groups or hermitian unitary
groups and the Fourier-Jacobi periods are those of automorphic forms on metaplectic-symplectic groups
or skew hermitian unitary groups. We briefly recall the definition of both periods at least for (skew)
hermitian unitary groups.
Let E/F be a quadratic extension of number fields with adele rings AE and AF , respectively. Let ω
be the non-trivial quadratic character of F×\A×F by the global class field theory. Fix a character µ of
E×\A×E such that µ|A×F
= ω. Sometimes, we view µ as a character of GLn(AE) and in that case, it mean
µ ◦ det. We also fix a nontrivial character ψ of E\AE . For ǫ ∈ {±}, let Wm ⊂ Wn be non-degenerate m
and n-dimensional ǫ-Hermitian spaces over E such that
• ǫ · (−1)dimW
⊥
m = −1;
• W⊥m in Wn is a split space.
Let Gn, Gm be the isometry groups of Wn,Wm respectively and regard Gm as a subgroup of Gn, which
acts trivially on the orthogonal compliment of Wm inWn. Let Nn,r be some unipotent subgroup of Gn on
which Gm acts through conjugation. Put H = Nn,r ⋊Gm. When n−m = 2r + 1, there is an essentially
unique generic character χ : Nn,r(AF )\Nn,r(AF ) → C
× that is stabilized by Gm(AF ) and hence can be
extended to a character of H(F )\H(AF ). When n−m = 2r, there is a global generic Weil representation
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νψ−1,µ−1,Wm of H(AF ) realized on Schwartz space S = S(Y (AF )) where Y is a Lagrangian F -space of
ResE/FWm.
For each f ∈ S, the associated theta series is defined by
Θψ−1,µ−1,Wm(h, f) =
∑
x∈Y (F )
(
νψ−1,µ−1,Wm(h)f
)
(x), h ∈ H(AF ).
The space of theta series gives a H(F )-invariant automorphic realization of νψ−1,µ−1,Wm . From now on,
we denote G(F )\G(AF ) by [G] for all algebraic group G defined over F .
Let π1, π2 be two irreducible cuspidal automorphic representations ofGn(AF ) andGm(AF ), respectively.
We regard H as a subgroup of Gn through the map (n, g)→ ng. Depending on whether n−m is odd or
even, Bessel periods and Fourier-Jacobi periods are defined to be the integrals as follows.
• If n−m is odd, for ϕ1 ∈ π1, ϕ2 ∈ π2, its Bessel period is defined by
Bχ′(ϕ1, ϕ2) :=
∫
[Nn,r⋊Gm]
ϕ1(ng)ϕ2(g)χ
′−1((n, g))dndg.
• If n−m is even, for ϕ1 ∈ π1, ϕ2 ∈ π2, f ∈ νψ−1,µ−1,Wm, its Fourier-Jacobi period is defined by
FJ ψ,µ(ϕ1, ϕ2, f) :=
∫
[Nn,r⋊Gm]
ϕ1(ng)ϕ2(g)Θψ−1,µ−1,Wm ((n, g), f) dndg.
The GGP conjecture [12, Conjecture 24.1] predicts that for an irreducible tempered cuspidal represen-
tation π1 ⊠ π2 of Gn ×Gm, the following two conditions are equivalent in each cases.
• Bessel case
(i) Bχ′ is non-vanishing
(ii) HomH(Fv)(π1 ⊠ π2,C) 6= 0 for all places v and L(
1
2 , BC(π1)×BC(π2)) 6= 0
• Fourier-Jacobi case
(i) FJ ψ,µ is non-vanishing.
(ii) HomH(Fv)(π1,v⊠π2,v⊠νψ−1v ,µ−1v ,Wm,C) 6= 0 for all places v and L(
1
2 , BC(π1)×BC(π2)⊗µ
−1) 6=
0.
(Here, BC stands for the standard base change and the L-function is the Rankin-Selberg L-function.)
In their influential paper [18], Ichino-Ikeda formulated a refined GGP conjecture expressing the Bessel
periods in terms of special values explicitly for othorgonal groups of co-rank 1, i.e. SO(n + 1) × SO(n)
case. Thereafter, Liu [29] extended their conjecture to higher co-rank cases for both orthogonal groups and
hermitian unitary groups and Xue [35] formulated the similar refined conjecture for metaplectic-symplectic
groups. The refined GGP conjecture implies (i) → (ii) direction of the original GGP conjecture.
After the formulation of both original and refined GGP conjecture, Wei Zhang was the first who made
a breakthrough toward the GGP conjectures. Using the relative trace formula of Jacquet and Rallis
[21], he could prove the original and refined GGP conjecture for the co-rank 1 hermitian unitary groups,
i.e. U(n+ 1)× U(n) under two local assumptions.([41, 42]) Those two local assumptions arise when one
applies a simple version of Jacquet-Rallis relative trace formula. Quite recently, the first condition is
now completely removed in his joint work [5] with R. Beuzart. Plessis, Y. Liu and X. Zhu. However,
the second condition, which forces BC(π1)⊠BC(π2) to be cuspidal, seems very hard to remove because
it requires the fine spectral expansion of the relative trace formula of Jacquet-Rallis, which seems quite
afar as of now. Using the similar idea of Wei Zhang, H. Xue [36, 37] proved the original and refined
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GGP conjecture for the co-rank 0 skew-hermitian unitary groups, i.e. U(n)× U(n), under the two local
assumptions similar to those of W. Zhang.
On the other hand, inspired by the construction of the regularized period integral of Jacquet, Lapid,
Rogawski [25, 28], Ichino-Yamana [20] and Yamana [38] invented regularized period integrals for co-rank
1 hermitian unitary groups, i.e. U(n + 1) × U(n) and for co-rank 0 metaplectic–symplectic groups, i.e.
Mp(2n) × Sp(2n) respectively. By computing the regularized period integrals involving certain residual
Eisenstein series, they proved (i)→ (ii) direction of the original GGP conjecture in such low co-rank cases
without any local assumption.
For the higher co-rank GGP conjecture, there has been a huge progress on Bessel case recently. In
the seminal paper of Jiang and Zhang [22], they proved (i) → (ii) direction of the original full GGP
conjecture for both orthogonal groups and hermitian unitary groups. Their method is to use the twisted
automorphic descent which extends the automorphic descent developed by Ginzburg-Rallis-Soudry [16].
Recently, Morimoto-Furusawa [8] proved the refined GGP conjecture for certain special irreducible tem-
pered representations of SO(2n+ 1)× SO(2).
In the meanwhile, the most well-known result toward the higher co-rank GGP conjecture on Fourier-
Jacobi case is the Ginzburg-Jiang-Rallis’s one on metaplectic-symplectic groups [9]. In that paper, by
mixing the Arthur truncation method and the Rankin-Selberg method, they proved (i) → (ii) direction
of the original GGP conjecture for arbitrary even co-rank metapletic-symplectic groups, i.e., Mp(2n +
2r) × Sp(2n) under some stability assumption. The assumption forces the Langlands functorial transfer
of π1⊠ π2 to their corresponding general linear groups to be cuspidal. Since this assumption is critical in
their argument, it seems hard to remove this in their approach. (See remarks after [22, Theorem 5.7].)
In contrast to metaplectic-symplectic case, very little is known for non-equal rank skew-hermitian
groups. To the best of author’s knowledge, Gelbart-Rogawski’s paper [15] which studied the Fourier-
Jacobi period of U(3)× U(1) is the only one which deals with non-equal skew-hermitian groups.
The main goal of this paper is to prove (i) → (ii) direction of the original full GGP conjecture for
skew-hermitian unitary groups, i.e, U(n + 2r) × U(n). To do this, we first define regularized trilinear
periods which involves an integration on some unipotent group. This enable us to define regularized
Bessel periods and Fourier-Jacobi periods for all classical and metaplectic groups. In particular, these are
the generalization of regularized periods introduced in [20] and [38], respectively. And then by exploiting
several properties of regularized Fourier-Jacobi periods, we shall prove the following:
Main Theorem. Let n −m = 2r for some non-negative integer r and π1, π2 be an irreducible globally
generic cuspidal automorphic representations of Gn(AF ) and Gm(AF ) respectively. If there are ϕ1 ∈
π1, ϕ2 ∈ π2 and f ∈ νWm such that
FJ ψ,µ(ϕ1, ϕ2, f) 6= 0,
then L(12 , BC(π1)×BC(π2)⊗ µ
−1) 6= 0.
We remark that our assumption on the global genericity of π1, π2 is to use the following properties
(i) The weak base change BC(π1) and BC(π2) exist.
(ii) BC(π1) is decomposed as the isobaric sum σ1 ⊞ · · · ⊞ σt where σi’s are irreducible cuspidal
automorphic representations of general linear groups such that the (twisted) Asai L-function
L(s, σi, As
(−1)n−1) has a pole at s = 1 for all 1 ≤ i ≤ t.
(iii) The local normalized intertwining operator is holomorphic for all z with Re(z) ≥ 12 .
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The endoscopic classification of [23, 27] ensures that irreducible tempered cuspidal representations also
have the above properties. Thus our main theorem continues to hold if we replace the global genericity
of π1, π2 with the tempered condition as in the original GGP conjecture.
This paper is organized as follows. In Section 2, we introduce the general definition of automorphic
forms on certain non-reductive groups modeled after Jacobi forms. In Section 3, we define the mixed
truncation operator which sends an automorphic form on non-reductive groups to a rapidly decreasing
automorphic form on reductive groups. Using this mixed truncation, we define the regularized trilinear
period integral and then regularize Bessel and Fourier-Jacobi periods in Section 4. In Section 5, after
introducing the Jacquet module corresponding to Fourier-Jacobi character, we prove a lemma which is
required to prove some vanishing property of regularized periods involving certain residual Eisenstein
series. In Section 6, we explain the definition of (residual) Eisenstein series and review [20, Proposition
5.3] which manifests the correlation of analytic properties of Eisenstein series with the behavior of the
associated Rankin-Selberg L-functions. In Section 7, we prove various lemmas which will be used in the
proof of our main theorem. It is remarkable that the proof of aforementioned vanishing Lemma 7.4 is
quite different when r = 0 and r > 0. By collecting every lemmas established in Section 7, we prove our
main theorem in Section 8.
After the completion of this paper, we heard the news that Gan, Gross and Prasad extended their
original conjecture to the non-tempered case in their recent paper. In [11, Conjecture 9.1], they formulated
the general global (local) GGP conjecture for automorphic representations in global (local) A-packets. But
the automorphic representations in non-tempered A-packets are not necessarily cuspidal. So to formulate
the general GGP conjecture including non-tempered representations, one needs to regularize both Bχ′ ,
FJ ψ,µ. For such reason, they formulated [11, Conjecture 9.1] assuming the existence of a regularized
period integral in each cases. With our regularized Bessel and Fourier-Jacobi period integral in Definition
4.5, we can state their general GGP conjecture more explicitly. (see Remark 4.6.)
We expect that our method can be applied to prove (i) → (ii) direction of original GGP conjecture for
higher co-rank metaplectic-symplectic groups without the stability assumption appearing in [9]. We will
pursue this in the forthcoming paper [17].
2. Notation and automorphic forms
Let F be a number field with adele ring AF and E be either F or a quadratic extension of F with adele
ring AE. For a place v of F , denote by Ev the localization of E at v. Fix a non-trivial additive character
ψ of F\AF and the quadratic character ω of A
×
F associated to E/F by global class field theory. (When
E = F , ω is just trivial character.) Fix a character µ of E×\A×E such that µ|A×F
= ω. Write | · |Ev for the
normalized absolute valuation on Ev and for x ∈ A
×
E, put |x|E =
∏
v |x|Ev . When E = F , we simply write
| · |v for | · |Fv and | · | for | · |F . Occasionally, we regard ψ as a character of E\AE by composition with the
trace map TrE/F and µ and | · |E as a character of GLn(AE) by composition with the determinant map.
Fix ǫ ∈ {±}. Let (Wn, (·, ·)n) be a non-degenerate n-dimensional ǫ-Hermitian spaces over E and Wm
its m-dimensional subspace. Let W⊥m be the orthogonal complement of Wm in Wn and (·, ·)m be the
restriction of (·, ·)n to Wm. We assume that (·, ·)m is also non-degenerate and Wm ⊆Wn satisfies
• ǫ · (−1)dimW
⊥
m = −1;
• W⊥m in Wn is a split space.
When n−m = 2r, the second condition means that there exist r-dimensional isotropic subspaces X,X∗
of W⊥m such that W
⊥
m = X ⊕X
∗. When n−m = 2r+1, it means that there exist r-dimensional isotropic
subspaces X,X∗ and a non-isotropic hermitian line E in W⊥m such that E is orthogonal to X ⊕X
∗.
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Let k, k′ be Witt indices of Wn,Wm respectively. When n−m = 2r (resp. n−m = 2r + 1), it is easy
to check k = k′ + r (resp. k′ + r ≤ k ≤ k′ + r + 1). Let Gn be the isometry group of (Wn, (·, ·)n) and Gm
that of (Wm, (·, ·)m). We identify Gm as the subgroup of Gn which acts trivially on W
⊥
m . Until section 4,
we fix n,m and use the notation G and G′ to denote Gn and Gm, respectively.
We fix maximal totally isotropic subspaces X ′k′ , Y
′
k′ of Wm, in duality, with respect to (·, ·)m. We also
fix their complete flags
0 = X ′0 ⊂ X
′
1 ⊂ · · · ⊂ X
′
k′ ,
0 = Y ′0 ⊂ Y
′
1 ⊂ · · · ⊂ Y
′
k′ ,
in order that for all 1 ≤ i ≤ k′, X ′i and Y
′
i are also in dual with respect to (·, ·)m. Let P
′
0 =M
′
0U
′
0 be the
parabolic subgroup of G′ which stabilizes the above complete flag of X ′k with the Levi subgroupM
′
0 which
stabilizes the complete flag of Y ′k′ . Let AM ′0 be the maximal split torus in M
′
0 and call any F -parabolic
subgroup P ′ of G′ which contains P ′0 standard. We also fix a maximal compact subgroup K
′ =
∏
vK
′
v of
G′(AF ) which satisfies G
′(AF ) = P
′
0(AF )K
′ and for every standard parabolic subgroup P ′ =M ′U ′ of G′,
P ′(AF ) ∩K
′ = (M ′(AF ) ∩K
′)(U ′(AF ) ∩K
′)
and M ′(AF ) ∩K
′ is still maximal compact in M ′(AF ) (see [26, I.1.4]).
Let P (X ′k′) be the parabolic subgroup of G which stabilizes the same complete flag of X
′
k′ . Fix
a complete flag X of X and let Nn,r be the unipotent radical of the parabolic subgroup of G which
stabilizes X. Let P0 = M0U0 be the minimal F -parabolic subgroup of G, which is contained in P (X
′
k′)
and stabilizes X . Note that Nn,r ⊆ U0. We also fix a maximal compact subgroup K of G(AF ) as we
choose K ′ in G′(AF ). Note that the map P → P ∩ G
′ gives a bijection between the set of F -parabolic
subgroups of G which contains P (X ′k′) and the set of standard parabolic subgroups of G
′. Throughout the
rest of this section, the parabolic subgroup of G (resp. G′) always means a standard parabolic subgroup
of G containing P (X ′k′) (resp. a standard parabolic subgroup of G
′). When P is a parabolic subgroup of
G, we use the letter P ′ to denote P ∩G′ and vice versa. In particular,
(
P (X ′k′)
)′
= P ′0.
Let I be either G or G′. Let I(AF )
1 = ∩χ∈X(H) ker(|χ|) and I(F ⊗Q R)
1 = I(AF )
1 ∩ I(F ⊗Q R), where
X(I) is the additive group of homomorphisms from I to GL(1) defined over F . Then I(F ) ⊂ I(AF )
1.
When E = F and ǫ = −1, I is the symplectic group and it has the non-trivial double cover which is
called the metaplectic group. We define the topological group I and the surjective morphism pr : I → I
according to (E, ǫ) as follows:
I =
{
metaplectic double cover of I, E = F, ǫ = −1;
I, otherwise,
pr =
{
double covering map whose kernel is {±1}, E = F, ǫ = −1;
identity map, otherwise.
When I is the symplectic group, it is known that U0(AF ) (resp. U
′
0(AF )) lift canonically into G (resp.
G′) (see [26, Appendix I]). A result of Weil [34] tells that I(F ) lifts uniquely into I(AF ). For the unipotent
subgroup U of any parabolic subgroup of I (or a subgroup S of I(F )), we use the same notation U (or S)
to denote their image of such lifting. For a subgroup J of I(AF ), we use the boldface J to denote pr
−1(J).
When I is other classical group, J denotes J . The parabolic subgroup of G (resp. G′) is P =MU (resp.
P′ = M′U ′.) Sometimes, we view functions defined on J as a function on J by composing them with
pr. Note that G′ has the conjugate action on Nn,r and so it can be extended to G
′-action via pr. Thus
Nn,r ⋊G
′ is a subgroup of G.
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The letters P,Q (resp. P ′, Q′) are reserved for parabolic subgroups of G (resp. G′) and M,L (resp.
M ′, L′) for their Levi subgroups and U, V (resp. U ′, V ′) for their unipotent radicals. We fix a minimal
F -parabolic subgroup P0 × P
′
0 of G×G
′ and call P ×Q′ a parabolic subgroup of G×G′ if P and Q′ are
parabolic subgroups of G and G′ respectively. To distinguish parabolic subgroups of G×G′ with those of
G, we use the letter S˜ for parabolic subgroups of G×G′. Let θ be the involution on the set of parabolic
subgroups of G × G′ sending P × Q′ to Q × P ′. Then the map P → P × P ′ gives a bijection between
parabolic subgroups of G and θ-invariant parabolic subgroups of G ×G′. We use the letter P¯ to denote
P × P ′.
We give the Haar measure on U(AF ) (resp. U
′(AF )) so that the volume of [U ] (resp. [U
′]) should
be 1 and give the Haar measure on K (resp. K ′) so that total volume of K (resp. K ′) is 1. We also
choose Haar measures on M(AF ) (resp. M
′(AF )) for all Levi subgroups M (resp. M
′) of G (resp. G′)
compatibly with respect to the Iwasawa decomposition.
Let AP (G) be the space of automorphic forms on U(AF )P (F )\G(AF ), i.e., smooth,K-finite and z-finite
functions on U(AF )P (F )\G(AF ) of moderate growth, where z is the center of the universal enveloping
algebra of the complexified Lie algebra of G(F ⊗Q R). When P = G, we simply write A (G) for AG(G).
For a cuspidal automorphic representation ρ of M(AF ), we write A
ρ
P (G) for the subspace of functions
φ ∈ AP (G) such that for all k ∈ K, the function m→ δP (m)
−1 · φ(mk) belongs to the space of ρ. Here,
δP is the modulus function of P (AF ) (see [26, I.2.17]). We define the similar notation for G
′ by adding a
prime ′.
We extend the definition of automorphic forms from reductive groups to special non-reductive groups.
Let ‖ · ‖ be a height function on G(AF ) as in [26, Section I.2.2] and we use the same symbol to denote
the height function on G′(AF ) by composing ‖ · ‖ with the natural inclusion map of G
′ into G. Let N
be a unipotent F -subgroup of G which admits a G′-action in the category of algebraic groups over F .
We denote this action by σ : G′ → Aut(N) and keep the same notation for the composition of σ with pr.
Using σ, we consider the semi-direct product N ⋊G′ and define automorphic forms on N(AF )⋊G
′(AF )
as follows.
Definition 2.1. For a function ϕ : N(AF ) ⋊ G
′(AF ) → C, we say that ϕ is an automorphic form on
N(F )⋊G′(F )\N(AF )⋊G
′(AF ) if
• ϕ ((δ, γ) · (n, g)) = ϕ(n, g) for (δ, γ) ∈ N(F )⋊G′(F );
• ϕ is smooth;
• ϕ is of moderate growth;
• ϕ is right K′-finite;
• ϕ is z′-finite.
Here, ϕ is said to be of moderate growth if there is a positive integer m such that
sup
g∈G′(AF )1
(
‖g‖−m
( ∫
[N ]
|Xϕ(n, g)|dn
))
<∞
for every left invariant differential operators X on G′(F ⊗Q R)
1.
(Here, dn is the Haar measure on N(AF ) such that giving 1 for the volume of [N ].)
We denote by A (N ⋊G′) the space of automorphic forms on N(F )⋊G′(F )\N(AF )⋊G
′(AF ). Note
that if N is the trivial group 1, then A (1 ⋊ G′) equals A (G′). For ϕ ∈ A (N ⋊G′), define ϕP : N(AF )⋊
G′(AF )→ C by
ϕP (n, g) :=
∫
[U ]
ϕ(n, ug)du for (n, g) ∈ N(AF )⋊G
′(AF ).
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From now on, we suppose that σ : G′ → Aut(N) is chosen so that N ⋊G′ (resp. N ⋊G′) be a subgroup
of G (resp. G.) For φ ∈ A (G), φ′ ∈ A (N ⋊G′) and a parabolic subgroup S˜ = S1 × S
′
2 of G ×G
′, we
define a function (φ⊗ φ′)S˜ on N(AF )⋊G
′(AF ) by
(φ⊗ φ′)S˜(n, g) = φS1(ng)φ
′
S′2
(n, g).
Define (φ⊗ φ′)P,N : G
′(AF )→ C as
(φ⊗ φ′)P,N (g) :=
∫
[N ]
(φ⊗ φ′)P (n, g)dn.
Proposition 2.2. For φ ∈ A (G), φ′ ∈ A (N ⋊G′), (φ⊗ φ′)P,N ∈ AP (G
′) for any parabolic subgroup P
of G.
Proof. Since other properties follow readily from those of φ and φ′, we only prove the left U ′(AF )P
′(F )-
invariance and z′-finiteness.
To show U ′(AF )P
′(F )-invariant property, choose arbitrary a ∈ U ′(AF ) and p ∈ P
′(F ). Then (φ ⊗
φ′)P,N (apg) equals∫
[N ]
∫
[U ′]
∫
[U ]
ϕ(nu1apg)ϕ
′(n, u2apg)du1du2dn =
∫
[N ]
∫
[U ′]
∫
[U ]
ϕ(nu1pg)ϕ
′(n, u2pg)du1du2dn.
(We used change of variable u1 → u1a
−1, u2 → u2a
−1.) For i = 1, 2, write u′i = p
−1uip. Then du
′
i =
δP (p
−1)dui = dui as p ∈ P (F ). For an arbitrary g ∈ G
′(AF ), write n
′ = σ(g)n. Then dn′ = δσ(g)dn
where
δσ(g) = |det(dσ(g); Lie(N))|
with dσ(g) : Lie(N) → Lie(N) being the differential of σ(g). Since p ∈ G′(F ) ⊂ G′(AF )
1, we have
δσ(p
−1) = 1. Thus if we let n′ = σ(p−1)n, then∫
[N ]
∫
[U ′]
∫
[U ]
ϕ(nu1pg)ϕ
′(n, u2pg)du1du2dn
equals ∫
[N ]
∫
[U ′]
∫
[U ]
ϕ(pn′u′1g))ϕ
′((1, p) · (n′, u′2g))du
′
1du
′
2dn
′
and since ϕ is N(F )⋊G′(F )-invariant, the last integral equals∫
[N ]
∫
[U ′]
∫
[U ]
ϕ(n′u′1g)ϕ(n
′, u′2g)du
′
1du
′
2dn
′ = (φ⊗ φ′)P,N (g).
This shows that (φ⊗ φ′)P,N is left U
′(AF )P
′(F )-invariant function. Now, we shall show the z′-finiteness.
For each n ∈ N , write ϕn,P (g) = ϕP (ng) for g ∈ G (resp, ϕ′n,P ′(g) = ϕ
′
P ′(n, g) for g ∈ G
′.) For X ∈ z′,
(
X(ϕ⊗ ϕ′)P,N
)
(g) = X(
∫
[N ]
ϕn,P (g) · ϕ
′
n,P ′(g)dn) =
∫
[N ]
X
((
ϕn,P · ϕ
′
n,P ′
)
(g)
)
dn.
(Since [N ] is compact, we can apply the Lebesgue dominated convergence theorem to interchange the
order of integration on [N ] and differential operator X.)
Using the Harish-Chandra isomorphism, we see that there is a canonical epimorphism p : z→ z′. Let I be
the annihilating ideal of φP in z. Since I has a finite codimension in z, p(I) is also of finite codimension in
z′. Let I′ be the annihilating ideal of φ′P ′ in z
′. Then I′ has a finite codimension in z′ and so does p(I)∩I′.
Choose arbitrary X ∈ p(I) ∩ I′. Then X(φP )(g) = 0 for all g ∈ G and so X(φn,P )(g) = X(φP )(ng) = 0
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for all g ∈ G, n ∈ N . It shows that X(φn,P ) = 0 for every n ∈ N . Similarly, we have X(φ
′
n,P ′) = 0 for
every n ∈ N . Thus for every n ∈ N ,
X(ϕn,P · ϕ
′
n,P ′) = X(ϕn,P ) · ϕ
′
n,P ′ + ϕn,P ·X(ϕ
′
n,P ′) = 0
and so X(ϕ⊗ ϕ′)P,N = 0. Thus we proved z
′-finiteness of (φ⊗ φ′)P,N . 
Remark 2.3. When N is the trivial group 1, then for every φ ∈ A (G) and 1 ∈ A (1⋊G′), the constant
function whose values are 1, (φ⊗ 1)P,1 = φP where φP is the usual constant term of φ along P defined by
φP (g) =
∫
[U ]
φ(ug)du.
For two parabolic subgroups Q ⊆ P , it is easily checked (φP )Q = φQ.
3. Mixed truncation
To explain the mixed truncation, we recall some basic notations related to Arthur’s truncation. At
least during introducing these stuffs, we use general notation. (For more explantion on those notation,
see [1, Sec. 1].)
Let G be a connected reductive algebraic group over F and fix a minimal F -parabolic subgroup P0
of G with a Levi decomposition P0 = M0U0. Write X(G) for the group of F -rational characters of G.
Let a∗0 be the R-vector space spanned by the lattice X(M0) and a0 = Hom(a
∗
0,R) its dual space. The
canonical pairing on a∗0 × a0 is denoted by 〈 , 〉. Let ∆0 and ∆
∨
0 = {α
∨ : α ∈ ∆0} be the sets of simple
roots and simple coroots in a∗0 and a0 respectively. Write ∆ˆ
∨
0 and ∆ˆ0 for the dual bases of ∆0 and
∆∨0 respectively. (In other words, ∆ˆ
∨
0 and ∆ˆ0 are the set of coweights and weights respectively.) For a
standard parabolic subgroup P = MPUP of G, write AMP for the maximal split torus in the center of
MP and a
∗
P = X(MP )⊗Z R and aP for its dual space.
Let Q ⊂ P be a pair of standard parabolic subgroups of G. There are a canonical injection aP →֒ aQ
and surjection aQ ։ aP induced by two inclusion maps AMP →֒ AMQ and MQ →֒ MP . So we have a
canonical decomposition
aQ = a
P
Q ⊕ aP , a
∗
Q = (a
P
Q)
∗ ⊕ a∗P .
In particular, if we take Q = P0, we have a decomposition
a0 = a
P
0 ⊕ aP , a
∗
0 = (a
P
0 )
∗ ⊕ a∗P .
Let ∆P ⊂ ∆0 be the set of non-trivial restrictions of simple roots to a
∗
P . We denote by ∆
P
Q the subset
of ∆Q appearing in the root decomposition of the Lie algebra of the unipotent radical UQ ∩MP . Then
for H ∈ aP , 〈α,H〉 = 0 for all α ∈ ∆
P
Q and so ∆
P
Q ⊂ (a
P
Q)
∗. Note that ∆GP = ∆P . For any α ∈ ∆
P
Q, there
is an α˜ ∈ ∆0 whose restriction to (a
P
Q)
∗ is α. Write α∨ for the projection of α˜∨ to aPQ. Define
(∆PQ)
∨ = {α∨| α ∈ ∆PQ}.
Define ∆ˆPQ ⊂ (a
P
Q)
∗ and (∆ˆ∨)PQ ⊂ a
P
Q to be the dual bases of (∆
P
Q)
∨ and ∆PQ respectively. Thus, ∆ˆ
P
Q is the
set of simple weights and (∆ˆ∨)PQ is the set of coweights. We simply write ∆ˆ
∨
P for (∆ˆ
∨)GP and ∆ˆP for ∆ˆ
G
P ,
respectively.
Let τPQ be the characteristic function of the subset
{H ∈ a0 : 〈α,H〉 > 0 for all α ∈ ∆
P
Q} ⊂ a0
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and let τˆPQ be the characteristic function of the subset
{H ∈ a0 : 〈̟,H〉 > 0 for all ̟ ∈ ∆ˆ
P
Q} ⊂ a0.
Since these two functions depend only on the projection of a0 to a
P
Q, we also regard them as functions on
aPQ. For simplicity, write aP for a
G
P and τP , τˆP for τ
G
P , τˆ
G
P respectively.
For each parabolic subgroup P =MU , we have a height map
HP : G(AF )→ aP
characterized by the following properties (see [1, page 917]):
• |χ|(m) = e〈χ,HP (m)〉 for all χ ∈ X(M) and m ∈M(AF );
• HP (umk) = HP (m) for all u ∈ U(AF ),m ∈M(AF ), k ∈ K.
The restriction of HP on M(AF ) is a surjective homomorphism. For a pair of parabolic subgroups
Q ⊆ P , it is easy to check that the projection of HQ(g) ∈ aQ to aP is HP (g) for all g ∈ G(AF ).
Denote the kernel of HP |M(AF ) by M(AF )
1 and the connected component of 1 in AM (R) by AM (R)
0.
Write A0 for AM0(R)
0. ThenM(AF ) is the direct product of the normal subgroupM(AF )
1 with AM (R)
0,
and HP gives an isomorphism between AM (R)
0 and aP . Denote the inverse of this map by X → e
X . We
fix a Haar measure on aP .
From now on, we return to the notation and convention made in Section 2. Since a0′ (resp. a0) is
isomorphic to Rk
′
(resp. Rk), we can regard functions on a0′ as those of a0 by composing them with the
projection. Since aP and aP ′ are isomorphic, we identify them and fix Euclidean norms ‖ · ‖P ′ on aP and
‖ · ‖P ′ on aP ′ so that they are same by the identification of aP and aP ′ .
Let T ′ ∈ a′0. For φ1 ∈ A (G), φ2 ∈ A (N ⋊G
′), we define its mixed truncation by
ΛT
′
m (φ1 ⊗ φ2)(g) =
∑
P ′
(−1)dim aP ′
∑
γ∈P ′(F )\G′(F )
(φ1 ⊗ φ2)P,N (γg)τˆP ′(HP ′(γg) − T
′) , g ∈ G′(AF ).
More generally, we define a partial mixed truncation by
ΛT
′,P ′
m (φ1 ⊗ φ2)(g) =
∑
Q′⊂P ′
(−1)
dim aP
′
Q′
∑
δ∈Q′(F )\P ′(F )
(φ1 ⊗ φ2)Q,N (δg)τˆ
P ′
Q′ (HQ′(δg) − T
′).
Then ΛT
′,P ′
m (φ1 ⊗ φ2) is a function on U
′(AF )M
′(F )1\G′(AF )
1, where M′(F )1 = pr−1(M ′(F )1).
For any two parabolic groups Q′ ⊆ P ′, Langlands’ combinatorial lemma asserts that
(3.1)
∑
Q′⊆R′⊆P ′
(−1)
dim aR
′
Q′ τˆR
′
Q′ τ
P ′
R′ =
{
1 if P ′ = Q′
0 otherwise.
We put
ΓP
′
Q′(H
′,X) =
∑
Q′⊆R′⊆P ′
(−1)dim a
P ′
R′ · τR
′
Q′ (H
′)τˆP
′
R′ (H
′ −X), H ′,X ∈ a′0.
Note that this function depends only on the projection of H ′ and X onto aP
′
Q′ and is compactly supported
function on aP
′
Q′ .
The following lemma is the consequences of Langlands’ combinatorial lemma.
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Lemma 3.1. For H ′,X ∈ a′0,
τˆP
′
Q′ (H
′ −X) =
∑
Q′⊆R′⊆P ′
(−1)dim a
P ′
R′ · τˆR
′
Q′ (H)Γ
P ′
R′(H
′,X),(3.2)
τP
′
Q′ (H
′ −X) =
∑
Q′⊆R′⊆P ′
ΓR
′
Q′(H
′ −X,−X) · τP
′
R′ (H
′).(3.3)
Proof. Note that∑
Q′⊆R′⊆P ′
(−1)dim a
P ′
R′ · τˆR
′
Q′ (H
′)ΓP
′
R′(H
′,X) =
∑
Q′⊆R′⊆P ′
∑
R′⊆S′⊆P ′
(−1)dim a
S′
R′ · τˆR
′
Q′ (H
′)τS
′
R′ (H
′)τˆP
′
S′ (H
′ −X)
=
∑
Q′⊆S′⊆P ′
(−1)
dim aS
′
Q′ · τˆP
′
S′ (H
′ −X) ·

 ∑
Q′⊆R′⊆S′
(−1)
dim aR
′
Q′ · τˆR
′
Q′ (H
′)τS
′
R′ (H
′)

 .
By (3.1), it equals to τˆP
′
Q′ (H
′ −X). This proves (3.2).
On the other hand, ∑
Q′⊆R′⊆P ′
ΓR
′
Q′(H
′ −X,−X) · τP
′
R′ (H
′)
=
∑
Q′⊆R′⊆P ′
∑
Q′⊆S′⊆R′
(−1)dim a
R′
S′ · τS
′
Q′(H
′ −X) · τˆR
′
S′ (H
′)τP
′
R′ (H
′)
=
∑
Q′⊆S′⊆P ′
τS
′
Q′(H
′ −X)
∑
S′⊆R′⊆P ′
(−1)dim a
R′
S′ · τˆR
′
S′ (H
′)τP
′
R′ (H
′).
By (3.1), it equals to τP
′
Q′ (H
′ −X). This proves (3.3).

The mixed truncation has the following property.
Lemma 3.2. Let φ ∈ A (G), φ′ ∈ A (N ⋊G′). Then for all g ∈ G′(AF ),
ΛT
′+S′,P ′
m (φ⊗ φ
′)(g) =
∑
Q′⊆P ′
∑
δ∈Q′(F )\P ′(F )
ΛT
′,Q′
m (φ⊗ φ
′)(δg) · ΓP
′
Q′(HQ(δg) − T
′, S′).
Proof. Using (3.2), ΛT
′+S′,P ′
m (φ⊗ φ′)(g) equals∑
Q′⊂P ′
(−1)
dim aP
′
Q′ ·
∑
δ∈Q′(F )\P ′(F )
(φ1 ⊗ φ2)Q,N (δg)
×

 ∑
Q′⊆R′⊆P ′
(−1)dim a
P ′
R′ · τˆR
′
Q′ (HQ′(δg) − T
′)ΓP
′
R′ (HR′(δg) − T
′, S′)

 .
Write δ = δ1δ2, where δ1 ∈ Q
′(F )\R′(F ), δ2 ∈ R
′(F )\P ′(F ). Then HR′(δg) = HR′(δ2g) and thus
ΛT
′+S′,P
m (φ⊗ φ
′)(g)
=
∑
R′⊂P ′
∑
δ2∈R′(F )\P ′(F )

 ∑
Q′⊆R′
∑
δ1∈Q′(F )\R′(F )
(−1)
dim aR
′
Q′ · (φ1 ⊗ φ2)Q,N(δ1δ2g) · τˆ
R′
Q′ (HQ′(δ1δ2g)− T
′)


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× ΓP
′
R′(HR′(δ2g)− T
′, S′)
=
∑
R′⊂P ′
∑
δ2∈R′(F )\P ′(F )
ΛT
′,R′
m (φ⊗ φ
′)(δ2g) · Γ
P ′
R′(HR′(δ2g)− T
′, S′).
This completes the proof. 
For any two parabolic subgroups Q′ ⊆ P ′, put
σP
′
Q′ =
∑
Q′⊆R′
(−1)
dim aR
′
Q′ · τR
′
P ′ τˆR′ .
Using the binomial theorem, it is easy to check that for any parabolic subgroup P ′1 ⊇ P
′,
(3.4) τ
P ′1
P ′ τˆP ′1 =
∑
P ′1⊆R
′
σR
′
P ′ .
Let w be a compact subset of U0(AF )M0(AF )
1 and t0 ∈ a0. Note that M0(AF ) is the direct product
of the normal subgroup M0(AF )
1 with A0. Put
A0(t0) = {a ∈ A0 | 〈β,HP0(a)− t0〉 > 0 for all β ∈ ∆
P
0 }.
For any parabolic subgroup P of G and T ∈ a0, define a Siegel set and truncated Siegel set relative to P
by
SP = SP (t0) = {x = pak | p ∈ w, a ∈ A0(t0), k ∈K},
SP (T ) = SP (t0, T ) = {x ∈ S
P (t0) | 〈α,HP0(x)− T 〉 ≤ 0 for all α ∈ ∆ˆ
P
0 }
respectively. When P = G, we simply write S = SG and S(T ) = SG(T ). Let FP (g, T ) be the charac-
teristic function on P (F )SP (T ) in G(AF ). We take w
′,SP
′
,SP
′
(T ′) and FP
′
(g, T ′) similarly. We choose
w,w′, t0, t
′
0 so as to G(AF ) = P (F )S
P and G′(AF ) = P
′(F )SP
′
.
Lemma 3.3 (cf. [20], Lemma 2.1]). For any w′, t′0, we can choose w and t0 so that S
P ′ ⊂ SP .
Proof. When k = k′ + r, the lemma is obvious because P ′0 = P0 ∩ G
′. Suppose k > k′ + r and we fix
w′, t′0. Since A
′
0 ⊆ A0, we can choose t0 ∈ a0 such that A
′
0(t
′
0) ⊆ A0(t0). We shall find a compact subset
w ⊆ U0(AF )M0(AF )
1 such that w′A′0(t
′
0)K
′ ⊆ wA0(t0)K.
Choose arbitrary g ∈ w′A′0(t
′
0)K
′ and decompose it g = u′m′a′k′, where u′ ∈ U ′0,m
′ ∈ M′0(AF )
1, a′ ∈
A′0(t
′
0), k ∈ K
′. Note that U ′0 ⊆ U0, A
′
0(t
′
0) ⊆ A0(t0) and K
′ ⊆ K, though P ′0 is not contained in
P0. Let Wm,k′ be the orthogonal complement of X
′
k′ + Y
′
k′ in Wm and G
′
k′ its isometry group. Since
(M ′0)
1 = (AM ′0)
1 × G′k′ and AM ′0 ⊆ AM0 , we may assume m
′ ∈ Gk′(AF ). Let Wn,k′ be the orthogonal
complement of X ′k′ + Y
′
k′ in Wn and put Gk′ its isometry group. Since k > k
′ + r, Gk′ ∩ P0 is a proper
parabolic subgroup of Gk′ . Since G
′
k′ ⊆ Gk′ , using the Iwasawa decomposition of Gk′ with respect to
Gk′ ∩ P0, we can decompose m
′ in Gk′ as u0m0k0, where u0 ∈ Gk′ ∩ U0,m0 ∈ Gk′ ∩M0, k0 ∈ Gk′ ∩K.
Since Gk′ and A
′
0 are commutative, u
′m′a′k′ = u′u0m0k0a
′k′ = u′u0m0a
′k0k. This shows that we can
find w as desired. 
Now, we prove the rapidly decreasing property of ΛT
′,P ′
m .
Lemma 3.4. Let φ ∈ A (G), φ′ ∈ A (N ⋊G′). Then for every positive integer N1 and k ∈ K
′,
sup
m∈SP ′∩M′(AF )1
|ΛT
′,P ′
m (φ⊗ φ
′)(mk)| · ‖m‖N1 <∞.
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Proof. It is enough to show when P = G and k = 1.
[1, Lemma 6.4] says that
(3.5)
∑
P ′1⊆P
′
∑
δ1∈P ′1(F )\P
′(F )
FP
′
1(δ1x, T
′)τP
′
P ′1
(HP ′1(δ1x)− T
′) = 1.
By substituting (3.5) into the definition of ΛT
′
m (φ1 ⊗ φ2)(g), we have
ΛT
′
m (φ1 ⊗ φ2)(g)
=
∑
P ′
(−1)dim aP ′
∑
δ∈P ′(F )\G′(F )
(φ1 ⊗ φ2)P,N (δg)τˆP ′(HP ′(δg) − T
′)
=
∑
P ′1⊆P
′
(−1)dim aP ′
∑
δ∈P ′(F )\G′(F )

 ∑
δ1∈P ′1(F )\P
′(F )
FP
′
1(δ1δg, T
′)τP
′
P ′1
(HP ′1(δ1δg) − T
′)


× (φ1 ⊗ φ2)P,N (δg)τˆP ′(HP ′(δg) − T
′)
=
∑
P ′1⊆P
′
(−1)dim aP ′
∑
δ∈P ′1(F )\G
′(F )
FP
′
1(δg, T ′)(φ1 ⊗ φ2)P,N(δg)τ
P ′
P ′1
(HP ′1(δg) − T
′)τˆP ′(HP ′(δg) − T
′).
(In the last equality, we used the fact (φ1⊗φ2)P,N (δg)τˆP ′(HP ′(δg)−T
′) = (φ1⊗φ2)P,N (δ1δg)τˆP ′(HP ′(δ1δg)−
T ′).)
Using (3.4), we have
ΛT
′
m (φ1 ⊗ φ2)(g) =
∑
P ′1⊆P
′⊆Q′
(−1)dim aP ′
∑
δ∈P ′1(F )\G
′(F )
FP
′
1(δg, T ′)(φ1 ⊗ φ2)P,N (δg)σ
Q′
P ′1
(HP ′(δg) − T
′)
=
∑
P ′1⊆Q
′
∑
δ∈P ′1(F )\G
′(F )
FP
′
1(δg, T ′)σQ
′
P ′1
(HP ′1(δg) − T
′)
(∫
[N ]
φP1,Q(n, δg)dn
)
where
φP1,Q(n, g) =
∑
P1⊆R⊆Q
(−1)dim aR · (φ⊗ φ′)R¯(n, g).
By applying the similar argument in the proof of [28, Lemma 8.2.1(1)], one can show that
(−1)dim aP1φP1,Q(n, g) =
∑
P¯1⊆S˜⊆Q¯
(−1)dim aS˜φS˜,Q¯(n, g),
where S˜ = (S1, S
′
2) runs over all parabolic subgroups of G×G
′ between P¯1 and Q¯ such that S1 ∩S2 = P1
and
φS˜,Q¯(n, g) =
∑
S˜⊆R˜⊆Q¯
(−1)dim aR˜ · (φ⊗ φ′)R˜(n, g).
Note that
|φS˜,Q¯(n, g)| = |φS1,Q(ng)| · |φ
′
S′2,Q
(n, g)|
where
φS1,Q(h) =
∑
S1⊆R⊆Q
(−1)dim aRφR(h), h ∈ G
and
φ′S′2,Q′
(n, g) =
∑
S′2⊆R
′⊆Q′
(−1)dim aR′φ′R′(n, g), (n, g) ∈ N ⋊G
′.
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Choose δ ∈ G′(F ) and g ∈ S ′ such that FP
′
1(δg, T ′)σQ
′
P ′1
(HP ′1(δg) − T
′) 6= 0. By Lemma 3.3, we
can take a positive enough T ∈ a0 and S
P (T ) such that the projection of T to aPk′ ≃ a
′
0 is T
′ and
P ′(F )SP
′
(T ′) ⊆ P (F )SP (T ). Then FP1(δg, T )σQP1(HP1(δg) − T ) 6= 0. The property (iv) of the heights
function in [26, I.2.2] shows that there are positive constants c1, ǫ such that
e‖HP1 (a)‖P1 = e
‖HP ′
1
(a)‖P ′
1 > c1‖a‖
ǫ for all a ∈ AP ′1(R)
0.
If we apply the argument in [2, page 92-96] to G′ and G instead of G respectively, there exists a positive
constant cP ′1,Q′ such that for all g ∈ S
′ and δ ∈ P ′1(F )\G
′(F ) with FP
′
1(δg, T ′)σQ
′
P ′1
(HP ′1(δg) − T
′) 6= 0,
‖g‖N2ǫ ·
∫
[N ]
|φS1,Q(nδg)|dn < cP ′1,Q′ , ‖g‖
N2ǫ ·
∫
[N ]
|φ′S′2,Q′
(n, δg)|dn < cP ′1,Q′
for all positive integer N2. Furthermore, there are positive constant cT ′ , N3 such that∑
P ′1⊆Q
′
∑
δ∈P ′1(F )\G
′(F )
FP
′
1(δg, T ′)σQ
′
P ′1
(HP ′1(δg) − T
′) < cT ′‖g‖
N3 , g ∈ G′(AF )
1.
(See [2, page 96-97].)
Thus if we choose N2 so that 2N2ǫ ≥ N1 +N3, it follows
sup
g∈S′∩G′(AF )1
|ΛT
′
m (φ⊗ φ
′)(g)| · ‖g‖N1 <∞.
This completes the proof. 
4. Regularized periods
In this section, we shall define the regularized trilinear periods using the mixed truncation introduced
in the previous section. We keep the same notation and conventions as in Section 2.
Let C be the kernel of pr and H be either G or N ⋊G′ or G. Then for any f ∈ A (H), there is a
character χf : C→ {±1} such that
f(ξg) = χf (ξ)f(g) (ξ ∈ C, g ∈ H).
When (E, ǫ) = (F,−1), such χf is either trivial or non-trivial quadratic character. We call f genuine if
χf is non-trivial. When (E, ǫ) 6= (F,−1), χf is always trivial because C = 1.
Let χ = {χ1, χ2, χ3} be a character of C
3 such that χ1(ξ)χ2(ξ)χ3(ξ) = 1 for all ξ ∈ C. Let A (G,G
′)χ
denote the space of triplets (φ1, φ2, φ3) ∈ A (G)×A (N ⋊G
′)×A (G′) which satisfy
φi(ξg) = χi(ξ)φi(g) (ξ ∈ C, g ∈ G
′, i = 1, 2, 3).
For (φ1, φ2, φ3) ∈ A (G,G
′)χ, we consider the following integral
(4.1)
∫
G′(F )\G′(AF )1
ΛT
′
m (φ⊗ φ
′)(g)φ′′(g)dg.
By the assumption of χ, the integrand is well defined on G′(AF ) and thanks to Lemma 3.4, this integral
converges absolutely.
Write ρ′0 for half the sum of positive roots in (a
′
0)
∗ and denote by ρP ′ , ρ
P ′
Q′ the projection of ρ
′
0 to
(aP ′)
∗, (aP
′
Q′)
∗ respectively. Recall that e2〈ρP ′ ,HP ′(p)〉 = δP ′(p) for p ∈ P
′(AF ). It is known that an
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automorphic form φ ∈ AP ′(G
′) admits a finite decomposition
(4.2) φ(ueXmk) =
∑
i
Qi(X)φi(mk)e
〈λi+ρP ′ ,X〉
for u ∈ U ′(AF ),X ∈ aP ′ ,m ∈M
′(AF )
1 and k ∈ K′, where λi ∈ a
∗
P ′ ⊗R C, Qi ∈ C[aP ′ ] and φi ∈ AP ′(G)
satisfies φi(e
Xg) = φi(g) for X ∈ aP ′ and g ∈ G
′ (see [26, I.3.2]). We denote the finite set of exponents
λi appearing in this decomposition by EP ′(φ).
Proposition 4.1. The integral in (4.1) is a function of the form
∑
λ pλ(T
′)e〈λ,T
′〉, where pλ is a polynomial
in T and λ can be taken from the set⋃
P ′
{λ1 + λ2 | λ1 ∈ EP ′((φ⊗ φ
′)P,N ), λ2 ∈ EP ′(φ
′′
P ′)}.
Proof. Since ΓG
′
P ′(X − T
′, S′) is compactly supported, using Lemma 3.4, we integrate the equation in
Lemma 3.2 against φ′′(g) over G′(F )\G′(AF )
1 to obtain∫
G′(F )\G′(AF )1
ΛT
′+S′
m (φ⊗ φ
′)(g)φ′′(g)dg
=
∑
P ′
∫
G′(F )\G′(AF )1

 ∑
δ∈P ′(F )\G′(F )
ΛT
′,P ′
m (φ⊗ φ
′)(δg)φ′′(g) · ΓG
′
P ′(HP ′(δg) − T
′, S′)

 dg
=
∑
P ′
∫
P ′(F )\G′(AF )1
ΛT
′,P ′
m (φ⊗ φ
′)(g)φ′′(g) · ΓG
′
P ′(HP ′(g) − T
′, S′)dg
=
∑
P ′
∫
K ′
∫
M ′(F )\M ′(AF )1
∫ #
aP ′
ΛT
′,P ′
m (φ⊗ φ
′)(eXmk)φ′′P ′(e
Xmk) · ΓG
′
P ′(X − T
′, S′)e−2〈ρP ′ ,X〉dXdmdk.
(In the second equality, we used φ′′(g) = φ′′(δg) for all δ ∈ G(F ). The symbol
∫ #
aP ′
in the last equality
represents the regularized integral of a polynomial exponential function over a cone in a vector space. See
[25, Sec 2].)
The inner integral over aP ′ can be expressed in terms of the Fourier transform of Γ
G′
P ′(·, T
′) evaluated at
λ1+ λ2 for λ1 ∈ EP ′((φ⊗φ
′)P,N ), λ2 ∈ EP ′(φ
′′
P ′). Thus by [2, Lemma 2.2], the #-integral is a polynomial
exponential function in S′ whose exponents are {λ1+λ2 | λ1 ∈ EQ′((φ⊗φ
′)Q′,N ), λ2 ∈ EQ′(φ
′′
Q′)}Q′⊃P ′ . 
Definition 4.2. Let A0(G,G
′)χ be the subspace of triplets in A (G,G
′)χ such that the polynomial
corresponding to the zero exponent of (4.1) is constant. For (φ, φ′, φ′′) ∈ A0(G,G
′)χ, we define its
regularized period P(φ, φ′, φ′′) as its value p0(T
′). We also write
P(φ, φ′, φ′′) =
∫ ∗
G′(F )\G′(AF )1
(φ⊗ φ′)G,N (g)φ
′′(g)dg.
For a parabolic subgroup P ′ of G′, we set the #-integral
PT
′
P ′ (φ, φ
′, φ′′) =
∫ #
P ′(F )\G′(AF )1
ΛT
′,P ′
m (φ⊗ φ
′)(g)φ′′P ′(g)τP ′(HP ′(g) − T
′)dg
as the triple integral∫
K ′
∫
M ′(F )\M ′(AF )1
∫ #
aP ′
ΛT
′,P ′
m (φ⊗ φ
′)(eXmk)φ′′P ′(e
Xmk)τP ′(X − T
′)e−2〈ρP ′ ,X〉dXdmdk.
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Since the functions m −→ ΛT
′,P ′
m (φ⊗ φ′)(mk) are rapidly decreasing, PT
′
P ′ (φ, φ
′, φ′′) exists if and only if
〈λ1 + λ2, ω
∨〉 6= 0 for all ω∨ ∈ (∆ˆ∨)P ′ , λ1 ∈ EP ′((φ⊗ φ
′)P,N), λ2 ∈ EP ′(φ
′′
P ′)
by [25, Lemma 3].
Let A (G,G′)∗χ be the space of all triplets (φ, φ
′, φ′′) ∈ A (G,G′)χ such that
〈λ1 + λ2, ω
∨〉 6= 0 for all ω∨ ∈ (∆ˆ∨)P ′ , λ1 ∈ EP ′((φ⊗ φ
′)P,N), λ2 ∈ EP ′(φ
′′
P ′)
for all proper parabolic subgroups P ′ of G′.
Proposition 4.3. Let (φ, φ′, φ′′) ∈ A (G,G′)∗χ. Then the following statements hold.
(i)
∑
P ′ P
T ′
P ′ (φ, φ
′, φ′′) is independent of T ′.
(ii) P(φ, φ′, φ′′) =
∑
P ′ P
T ′
P ′ (φ, φ
′, φ′′). It says A (G,G′)∗χ ⊂ A0(G,G
′)χ.
(iii) The regularized period P is a right N(AF )⋊G
′(AF )
1-invariant linear functional on A (G,G′)∗χ.
(iv) If g → (φ⊗ φ′)G,N (g)φ
′′(g) is integrable over G′(F )\G′(AF )
1, then
P(φ, φ′, φ′′) =
∫
G′(F )\G′(AF )1
(φ⊗ φ′)G,N (g) · φ
′′(g)dg.
Proof. The proof of (i) is somewhat similar with [19, Proposition 3.3]. By the assumption,
∑
P ′ P
T ′
P ′ (φ, φ
′, φ′′)
is well-defined. Choose a regular S′ ∈ a′0. Using the Lemma 3.2 and the decomposition of automorphic
forms (4.2), we can write PT
′+S′
P ′ (φ, φ
′, φ′′) as∫ #
P ′(F )\G′(AF )1
∑
Q′
Q′⊆P ′
∑
δ∈Q′(F )\P ′(F )
ΛT
′,Q′
m (φ⊗ φ
′)(δg)φ′′P ′ (g)Γ
P ′
Q′(HQ′(δg) − T
′, S′)τP ′(HP ′(g) − T
′ − S′)dg
=
∫ #
Q′(F )\G′(AF )1
∑
Q′
Q′⊆P ′
ΛT
′,Q′
m (φ⊗ φ
′)(g)φ′′P ′(g)Γ
P ′
Q′(HQ′(g)− T
′, S′)τP ′(HP ′(g)− T
′ − S′)dg
=
∑
Q′
Q′⊆P ′
∫
K ′
∫
(Q′∩M ′)(F )\M ′(AF )1
∫ #
aP ′
(
ΛT
′,Q′
m (φ⊗ φ
′) · φ′′P ′
)
(eXmk)ΓP
′
Q′(HQ′(m)− T
′, S′)
× τP ′(X
′ − T ′ − S′)e−2〈ρP ′ ,X〉dXdmdk.
Using the Iwasawa decomposition of M ′ with respect to Q′ ∩M ′ = U ′Q′M
′
Q′ , write m = ve
Y lk′ where
v ∈ (UQ′ ∩M
′)(AF ), Y ∈ a
P ′
Q′ , l ∈M
′
Q′(AF )
1, k′ ∈ (K ∩M)(AF ).
Since U ′Q′ = U
′(U ′Q′ ∩M) and φ
′′
P (e
Xmk) = φ′′P (ue
Xmk) for all u ∈ U ′(AF ),∫
[U ′
Q′
∩M ′]
φ′′P ′(e
XveY lk′k)dv =
∫
[U ′]
∫
[U ′
Q′
∩M ′]
φ′′P ′(uv
′eX+Y lk′k)dv′du = φ′′Q′(e
X+Y lk′k).
Thus PT
′+S′
P ′ (φ, φ
′, φ′′) equals the sum over Q′ ⊆ P ′ of∫
K ′
∫
[M ′
Q′
]
∫ #
aP
′
Q′
∫ #
aP ′
ΛT
′,Q′
m (φ⊗ φ
′)(eX+Y lk)φ′′Q′(e
X+Y lk)ΓP
′
Q′(Y − T
′, S′)τQ′(X − T
′ − S′)e−2〈ρQ′ ,X+Y 〉dXdY dmdk
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=
∫
K ′
∫
[M ′
Q′
]
∫ #
aQ′
ΛT
′,Q′
m (φ⊗ φ
′)(eX lk)φ′′Q′(e
X lk)ΓP
′
Q′(X − T
′, S′)τP (X − T
′ − S′)e−2〈ρQ′ ,X〉dXdmdk.
(We incorporated the double #-integral into a single #-integral over aQ′ using [25, (14)].)
Thus if we change two sums over P ′ and Q′ in
∑
P ′ P
T ′+S′
P ′ (φ, φ
′, φ′′) and use (3.3),
∑
P ′
PT
′+S′
P ′ (φ, φ
′, φ′′) =
∑
Q′
∫
K ′
∫
[M ′
Q′
]
∫ #
aQ′
ΛT
′,Q′
m (φ⊗ φ
′)(eX lk)φ′′Q′(e
X lk)τQ′(X − T
′)e−2〈ρQ′ ,X〉dXdmdk
=
∑
Q′
PT
′
Q′ (φ, φ
′, φ′′) =
∑
P ′
PT
′
P ′ (φ, φ
′, φ′′).
This proves (i).
Next we prove (ii). Applying the similar argument in the proof of Proposition 4.1 to M ′ instead of
G′, we see that PT
′
P ′ (φ, φ
′, φ′′) is also a polynomial exponential function in T ′. Among all PT
′
P ′ (φ, φ
′, φ′′),
the zero exponent appears only in the term P ′ = G′ by the assumption. Since
∑
P ′ P
T ′
P ′ (φ, φ
′, φ′′) is
independent of T ′, other exponents are cancelled out except for the zero exponents. This proves (ii).
To prove (iii), the checking N(AF )-invariance is obvious from the definition of P and so we are sufficient
to check only G′(AF )
1-invariance. For any x ∈ G′(AF ) and a function f on G(AF ) or N(AF ) ⋊G
′(AF )
or G′(AF ), write fx for the right translation of f by x.
For (φ, φ′, φ′′) ∈ A (G,G′)∗χ, it is easy to see that
(φx ⊗ φ
′
x)P,N =
(
(φ⊗ φ′)P,N
)
x
.
The same argument just before [25, Theorem 9] shows that for arbitrary ϕ ∈ AP ′(G
′),
EP ′(ϕ) = EP ′(ϕx).
Thus EP ′((φx ⊗ φ
′
x)P,N ) = EP ′ ((φ⊗ φ
′)P,N ) and so (φx, φ
′
x, φ
′′
x) ∈ A (G,G
′)∗χ.
By (ii), it is enough to show that for any x ∈ G′(AF )
1,
(4.3) P(φ, φ′, φ′′) =
∑
P ′
∫ #
P ′(F )\G′(AF )1
ΛT
′,P ′
m (φx ⊗ φ
′
x)(g)(φx)
′′
P ′(g)τP ′(HP ′(g)− T
′)dg.
Fix x ∈ G′(AF )
1 and set FP ′(g) = Λ
T ′,P ′
m (φx−1 ⊗ φ
′
x−1)(gx). By applying the same argument in [25, page
193], we have∫ #
P ′(F )\G′(AF )1
ΛT
′,P ′
m (φx ⊗ φ
′
x)(g)φ
′′
x,P ′(g)τP ′(HP ′(g) − T
′)dg
∫ #
P ′(F )\G′(AF )1
FP ′(g)(φx−1)
′′
P ′(gx)τP ′(HP ′(gx)− T
′)dg =
∫ #
P ′(F )\G′(AF )1
FP ′(g)φ
′′
P ′(g)τP ′(HP ′(gx)− T
′)dg
because (φx−1)
′′
P ′(gx) = φ
′′
P ′(g).
For h ∈ G′(AF ), let K(h) ∈ K
′ be any element such that hK(h)−1 ∈ P ′0(AF ). Then using the same
argument in [25, page 193-194], we have
FP ′(g) =
∑
Q′
Q′⊂P ′
∑
δ∈Q′(F )\P ′(F )
ΛT
′,Q′
m (φ⊗ φ
′)(δg)ΓP
′
Q′(HQ′(δg) − T
′,−HQ′(K(δg)x)).
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Applying the similar argument in the proof of (ii), we have∫ #
P ′(F )\G′(AF )1
∑
δ∈Q′(F )\P ′(F )
ΛT
′,Q′
m (φ⊗ φ
′)(δg)φ′′P ′ (g)Γ
P ′
Q′(HQ′(δg) − T
′,−HQ′(K(δg)x))τP ′ (HP ′(gx)− T
′)dg
=
∫ #
Q′(F )\G′(AF )1
ΛT
′,Q′
m (φ⊗ φ
′)(g)φ′′Q′(g)Γ
P ′
Q′(HQ′(g)− T
′,−HQ′(K(g)x))τP ′(HP ′(gx)− T
′)dg.
Note that HQ′(gx)−HQ′(g) = HQ′(K(g)x). By putting H = HQ′(gx)− T
′,X = HQ′(K(g)x) in (3.3),∑
P ′
Q′⊆P ′
∫ #
Q′(F )\G′(AF )1
ΛT
′,Q′
m (φ⊗ φ
′)(g)φ′′Q′(g)Γ
P ′
Q′(HQ′(g) − T
′,−HQ′(K(g)x))τP (HP ′(gx)− T
′)dg
=
∫ #
Q′(F )\G′(AF )1
ΛT
′,Q′
m (φ⊗ φ
′)(g)φ′′Q′(g)τQ′(HQ′(g)− T
′)dg.
By changing the order of integration and summation, we have∑
P ′
∫ #
P ′(F )\G′(AF )1
ΛT
′,P ′
m (φx ⊗ φ
′
x)(g)(φx)
′′
P ′(g)τP ′(HP ′(g)− T
′)dg
=
∑
P ′
∫ #
P ′(F )\G′(AF )1
FP ′(g)φ
′′
P ′(g)τP ′(HP ′(gx)− T
′)dg
=
∑
Q′
∑
P ′
Q′⊆P ′
∫ #
Q′(F )\G′(AF )1
ΛT
′,Q′
m (φ⊗ φ
′)(g)φ′′Q′(g)Γ
P ′
Q′
(
HQ′(g)− T
′,−HQ′(K(g)x)
)
τP ′(HP ′(gx) − T
′)dg
=
∑
Q′
∫ #
Q′(F )\G′(AF )1
ΛT
′,Q′
m (φ⊗ φ
′)(g)φ′′Q′(g)τQ′(HQ′(g)− T
′)dg
= P(φ, φ′, φ′′)
and so we proved (4.3) as required. (Changing the order of integration and summation in the third and
fourth equality is justified by [3, Lemma 2.1]. We refer the reader to [25, page 194, 196] for the detail.)
The last assertion (iv) essentially follows from the fact that∫
G′(F )\G′(AF )1
(φ⊗ φ′)G,N (g)φ
′′(g)FG
′
(g, T ′)dg −
∫
G′(F )\G′(AF )1
ΛT
′
m (φ⊗ φ
′)(g)φ′′(g)dg → 0
as T ′ → ∞ in the positive Weyl chamber. (Here FG
′
(g, T ′) is the function defined just before Lemma
3.3.) Since the proof is almost same with that of [20, Proposition 3.8, Cor. 3.10], we omit the detail. 
Let A (G,G′)∗∗χ be the subspace of all triplets (φ, φ
′, φ′′) ∈ A (G,G′)∗χ such that
〈λ1 + λ2, ω
∨〉 6= 0 for all ω∨ ∈ (∆ˆ∨)P
′
Q′ , λ1 ∈ EQ′((φ⊗ φ
′)Q′), λ2 ∈ EQ′(φ
′′
Q′).
for all pairs of parabolic subgroups Q′ ⊂ P ′ of G′. Clearly A (G,G′)∗∗χ ⊂ A (G,G
′)∗χ.
If (φ, φ′, φ′′) ∈ A (G,G′)∗∗χ , then the regularized integral∫ ∗
P ′(F )\G′(AF )1
(φ⊗ φ′)P,N (g)φ
′′
P ′(g)τˆP ′(HP ′(g)− T
′)dg
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=
∫
K ′
∫
M ′(F )\M ′(AF )1
∫ #
aP ′
(φ⊗ φ′)P,N (e
Xmk)φ′′P ′(e
Xmk)τˆP ′(X − T
′)e−2〈ρP ′ ,X〉dXdmdk
is well-defined for all proper parabolic subgroups P ′ of G′ by [25, Lemma 3].
Proposition 4.4. If (φ, φ′, φ′′) ∈ A (G,G′)∗∗χ , then∫
G′(F )\G′(AF )1
ΛT
′
m (φ⊗ φ
′)(g)φ′′(g)dg
=
∑
P ′
(−1)dim aP ′
∫ ∗
P ′(F )\G′(AF )1
(φ⊗ φ′)P,N (g) · φ
′′
P ′(g)τˆP ′(HP ′(g)− T
′)dg.
Proof. We prove this by induction on the split rank of G′. Assume that it holds for groups MP ′ , where
MP ′ is the Levi subgroup of a proper parabolic subgroup P
′ of G′.
By Proposition 4.3 (ii), we can write∫
G′(F )\G′(AF )1
ΛT
′
m (φ⊗ φ
′)(g)φ′′(g)dgP(φ, φ′ , φ′′)−
∑
P ′(G′
PT
′
P ′ (φ, φ
′, φ′′).
Using the similar argument in [25, Theorem 10], we can show that PT
′
P ′ (φ, φ
′, φ′′) is equal to∑
R′⊂P ′
(−1)dim a
P ′
R′
∫ ∗
R′(F )\G′(AF )1
(φ⊗ φ′)R,N (g) · φ
′′
R′(g)τˆ
P ′
R′ (HR′(g) − T
′)τP ′(HP ′(g) − T
′)dg
from our induction hypothesis. (See also [39, Proposition 3.5].)
Thus∑
P ′(G′
PT
′
P ′ (φ, φ
′, φ′′)
=
∑
R′⊂P ′(G′
(−1)dim a
P ′
R′
∫ ∗
R′(F )\G′(AF )1
(φ⊗ φ′)R,N (g) · φ
′′
R′(g)τˆ
P ′
R′ (HR′(g)− T
′)τP ′(HP ′(g) − T
′)dg
=
∑
R′(G′
−(−1)dim aR′
∫ ∗
R′(F )\G′(AF )1
(φ⊗ φ′)R,N (g) · φ
′′
R′(g)τˆR′ (HR′(g)− T
′)dg
by Langlands’ combinatorial lemma. Thus we proved
P(φ, φ′, φ′′)−
∑
P ′(G′
PT
′
P ′ (φ, φ
′, φ′′) =
∑
P ′
(−1)dim aP ′
∫ ∗
P ′(F )\G′(AF )1
(φ⊗φ′)P,N (g) ·φ
′′
P ′(g)τˆP ′(HP ′(g)−T
′)dg,
as desired. 
We close this section by giving the definition of regularized Bessel periods and Fourier-Jacobi periods
for all classical and metaplectic groups. Let χ′ be a generic automorphic character of Nn,r(AF ), that
is stable under the action of G′. We view χ′ as an automorphic character of Nn,r ⋊ G
′. On the other
hand, there is a global generic Weil representation νψ−1,µ−1 of (Nn,r ⋊G
′)(AF ) and a theta series functor
Θψ−1,µ−1,Wm(·), which gives a realization of νψ−1,µ−1 in A (Nn,r ⋊G
′).
Definition 4.5. Let ϕ1 ∈ A (G), ϕ2 ∈ A (G
′) and f ∈ νψ−1,µ−1,Wm . When G,G
′ are symplectic group,
assume that exactly one of ϕ1 or ϕ2 is genuine.
When n−m = 2r + 1, the regularized Bessel period for (φ1, φ2) is defined by
Bχ′(ϕ1, ϕ2) := P(ϕ1, χ
′, ϕ2).
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When n−m = 2r, the regularized Fourier-Jacobi period for (φ1, φ2, f) is defined by
FJ ψ,µ(ϕ1, ϕ2, f) := P(ϕ1,Θψ−1,µ−1,Wm(f), ϕ2).
Remark 4.6. When N = 1, Remark 2.3 and Proposition 4.3 (ii) shows that P is exactly the same
regularized periods defined in [20] and [38] in each cases. Proposition 4.3 (iv) shows that the above
definitions coincide with those of original Bessel period and Fourier-Jacobi period defined on cusp forms.
Thus we can make [11, Conjecture 9.1] concrete with our regularized periods.
5. Jacquet module corresponding to Fourier-Jacobi character
From now on, we shall prove the full GGP conjecture for skew hermitian groups. Throughout the rest
of the paper, E/F is a quadratic extension number fields and for a place v of F , denote by Fv and Ev
the localizations of F and E at v respectively. Then
Ev =
{
Fv ⊕ Fv , when v splits in E
quadratic extension of Fv , when v non-splits in E
Let σ ∈ Gal(Ev/Fv) be the non-trivial element. If Ev = Fv ⊕ Fv , σ is defined by
σ(x, y) = (y, x).
Since we shall only consider the local situation, we suppress v from the notation until the end of this
section.
Let ψ : F → C× be an additive character and µ : E× → C× a multiplicative character defined similarly
as in the global case. Let Wn be a free left E-module of rank n which has a skew-hermitian structure (·, ·)
and Gn be its unitary group. Let k be the dimension of a maximal totally isotropic subspace of Wn and
we assume k > 0. We fix maximal totally isotropic subspaces X and X∗ of Wn, in duality, with respect
to (·, ·). Fix a complete flag in X
0 = X0 ⊂ X1 ⊂ · · · ⊂ Xk = X,
and choose a basis {e1, e2, · · · , ej} of Xj such that {e1, · · · , ej} is a basis of Xj for 1 ≤ j ≤ k. Let
{f1, f2, · · · , fk} be the basis of X
∗ which is dual to the fixed basis of X, i.e., (ei, fj) = δij for 1 ≤ i, j ≤ k,
where δi,j denotes the Kronecker delta. We write X
∗
j for the subspace of X
∗ spanned by {f1, f2, · · · , fj}
and Wn−2j for the orthogonal complement of Xj +X
∗
j in Wn.
For each 1 ≤ j ≤ k, denote by Pn,j the parabolic subgroup of Gn stabilizing Xj , by Un,j its unipotent
radical and by Mn,j the Levi subgroup of Pn,j stabilizing X
∗
j . Then Mn,j ≃ GL(Xj)×Gn−2j . (Here, we
regard GL(Xj) ≃ GLj(E) as the subgroup of Mn,j which acts as the identity map on Wn−2j.)
For 0 ≤ j ≤ k, we write Nn,j (resp., Nj) for the unipotent radical of the parabolic subgroup of Gn
(resp., GL(Xj)) stabilizing the flag {0} = X0 ⊂ X1 ⊂ · · · ⊂ Xj . If we regard Nj as a subgroup of
Mn,j ≃ GL(Xj) × Gn−2j , it acts on Un,j and so Nn,j = Un,j ⋊ Nj. When j = 0, N0 denotes the trivial
group.
For any 0 ≤ j < k, (ResE/F (Wn−2j),TrE/F (·, ·)) is a nondegenerate symplectic F -space of F -dimension
2(n−2j). LetHWn−2j = ResE/F (Wn−2j)⊕F be the Heisenberg group associated to (ResE/F (Wn−2j),TrE/F (·, ·))
and Ωψ−1,µ−1Wn−2j be the Weil representation of HWn−2j ⋊ Gn−2j with respect to ψ
−1, µ−1. Then since
Nn,j−1\Nn,j ≃ HWn−2j and Nj ⊆ Nn,j−1, we can pull back Ωψ−1,µ−1,Wn−2j to Nn,j ⋊Gn−2j and denote it
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by the same symbol Ωψ−1,µ−1,Wn−2j . When E is field, TrE/F and NE/F denote the usual trace and norm
map respectively and E1 the kernel of NE/F . When E = F ⊕ F , define
TrE/F (x, y) = x+ y, NE/F (x, y) = xy, (x, y) ∈ E.
When j ≥ 2, we define a character λj : Nj → C
× by
λj(n) = ψ(TrE/F ((ne2, f1) + (ne3, f2) + · · ·+ (nej , fj−1))), n ∈ Nj.
When j = 0, 1, λj denotes the trivial character. Put νψ−1,µ−1,Wn−2j = λj ⊗ Ωψ−1,µ−1,Wn−2j and denote
Hn,j = Nn,j ⋊Gn−2j . We can embed Hn,j into Gn×Gn−2j by inclusion on the first factor and projection
on the second factor. Then νψ−1,µ−1,Wn−2j is a smooth representation of Hn,j = Nn,j ⋊Gn−2j and up to
conjugation of the normalizer of Hn,j in Gn ×Gn−2j , it is uniquely determined by ψ modulo NE/F (E)
×
and µ. We shall denote by ωψ−1,ν−1,Wn−2j the restriction of νψ−1,µ−1,Wn−2j to Gn−2j .
For 0 ≤ l ≤ k − 1, we define a character ψl of Nn,l+1, which factors through the quotient n : Nn,l+1 →
Un,l+1\Nn,l+1 ≃ Nl+1, by setting
ψl(u) = λl+1(n(u)).
Denote by q the cardinality of the residue field of F and write qE = q
2.
For an irreducible smooth representation π′ of Gn, we write Jψl(π
′ ⊗ Ωψ−1,µ−1,Wn−2l−2) for the (nor-
malized) Jacquet module of π′ ⊗ Ωψ−1,µ−1,Wn−2l−2 with respect to the group Nn,l+1 and its character ψl,
regarded as a representation of the unitary group Gn−2l−2.
Lemma 5.1. Let n,m, a positive integers such that 2r = n−m ≥ 0. Let E be a smooth representation of
Gn+2a of finite length and σ and π be irreducible smooth representations of GL(Xa) and Gm, respectively.
Then
(i) If r > 0,
HomNn+2a,r⋊Gm+2a
(
E ⊗ νψ−1,µ−1,Wm+2a ⊗ Ind
Gm+2a
Pm+2a,a
(σ| · |sE ⊠ π),C
)
≃ HomGm+2a
(
Jψ−1r−1
(E ⊗ Ωψ−1,ν−1,Wm+2a)⊗ Ind
Gm+2a
Pm+2a,a
(σ| · |sE ⊠ π),C
)
.
(ii) If r = 0,
dimCHomGm+2a
(
E ⊗ νψ−1,µ−1,Wm+2a ⊗ Ind
Gm+2a
Pm+2a,a
(σ| · |sE ⊠ π),C
)
≤ dimCHomGm(Jψ−1a−1
(E ⊗ Ωψ−1,µ−1,Wm), π
∨)
except for finitely many q−sE .
Proof. Since the case E = F ⊕ F is quite similar, we give the proof only when E is a field.
We first prove (i). By the Frobenius reciprocity,
HomNn+2a,r⋊Gm+2a
(
E ⊗ νψ−1,µ−1,Wm+2a ⊗ Ind
Gm+2a
Pm+2a,a
(σ| · |sE ⊠ π),C
)
= HomNn+2a,r⋊Gm+2a
(
E ⊗ λr ⊗ Ωψ−1,µ−1,Wm+2a ⊗ Ind
Gm+2a
Pm+2a,a
(σ| · |sE ⊠ π),C
)
≃ HomGm+2a
(
Jψ−1r−1
(E ⊗ Ωψ−1,ν−1,Wm+2a)⊗ Ind
Gm+2a
Pm+2a,a
(σ| · |sE ⊠ π),C
)
.
Next, we prove (ii). The proof is quite similar with [38, Lemma 4.1]. By the Frobenius reciprocity,
HomGm+2a
(
E ⊗ νψ−1,µ−1,Wm+2a ⊗ Ind
Gm+2a
Pm+2a,a
(σ| · |sE ⊠ π),C
)
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is isomorphic to
(5.1) HomPm+2a,a
(
E ⊗ ωψ−1,µ−1,Wm+2a ⊗ (σ| · |
s−s0
E ⊠ π),C
)
where s0 is defined so that δ
1
2
Pm+2a,a
= | · |s0E . For 1 ≤ i ≤ a, write Pa,i for the subgroup of GL(Xa) which
stabilizes the flag Xa−i ⊂ Xa−i+1 ⊂ · · · ⊂ Xa−1 and fixes ej modulo Xj−1 for a − i + 1 ≤ j ≤ a. Put
Qa,i = (Pa,i ×Gm) ⋉ Um+2a,a. Using a similar argument to the proof of [12, Theorem 16.1], we have an
exact sequence
(5.2)
0→ c-ind
Pm+2a,a
Qa,1
µ−1| · |
1
2
E ⊠ Ωψ−1,µ−1,Wm → ωψ−1,µ−1,Wm+2a |Pm+2a,a → µ
−1| · |
1
2
E ⊠ ωψ−1,µ−1,Wm → 0,
where c-ind is the unnormalized compact induction functor. Since E is admissible, we have
HomPm+2a,a
(
E ⊗ (µ−1| · |
1
2
E ⊠ ωψ−1,µ−1,Wm)⊗ (σ| · |
s−s0
E ⊠ π),C
)
≃ HomMm+2a,a
(
JPm+2a,a(E)⊗
(
σµ−1| · |
1
2
+s
E ⊠ (π ⊗ ωψ−1,µ−1,Wm)
)
,C
)
,(5.3)
where JPm+2a,a is the Jacquet functor with respect to Um+2a,a and its trivial character. Since the central
character of any irreducible subquotient of JPm+2a,a(E)|GL(Xa) ⊗ σµ
−1| · |
1
2
+s
E is not trivial for almost
all q−sE , the Hom space in (5.3) is zero for almost all q
−s
E . By tensoring the exact sequence (5.2) with
E ⊗ (σ| · |s−s0E ⊠ π) and applying the HomPm+2a,a(−,C) functor, we can regard (5.1) as a subspace of
HomPm+2a,a
(
E ⊗ c-ind
Pm+2a,a
Qa,1
µ−1| · |
1
2
E ⊠ Ωψ−1,µ−1,Wm ⊗ (σ| · |
s−s0
E ⊠ π),C
)
≃ HomQa,1(E ⊗ (δPm+2a,aδ
−1
Qa,1
µ−1| · |
1
2
E ⊠ Ωψ−1,µ−1,Wm)⊗ (σ| · |
s−s0
E ⊠ π),C)
≃ HomQa,1(E ⊗ (σµ
−1| · |
1
2
+s−s1
E )⊠ π ⊗ Ωψ−1,µ−1,Wm,C)
for almost all s, where s1 is defined so that δPm+2a,aδ
−1
Qa,1
| · |−s0E = | · |
−s1
E . (Here we have used the Frobenius
reciprocity law again.)
Note that Pa,1 is a mirabolic subgroup of GL(Xa). By the Bernstein and Zelevinsky’s result (See [4,
Sec. 3.5]), the restriction of σ to Pa,1 has a filtration
{0} = σa+1 ⊂ σa ⊂ · · · ⊂ σ2 ⊂ σ1 = σ
such that σj/σj+1 ≃ (Φ
+)j−1Ψ+σ(j) for 1 ≤ j ≤ a. (For the definition of Φ+ and Ψ+, see [4, Sec. 3].)
Let Xa,i be the subspace of Xa generated by ea−i+1, ea−i+2, . . . , ea and put Na,i by Na ∩GL(Xa,i). Then
for 1 ≤ j ≤ a,
(Φ+)j−1Ψ+σ(j) ≃ c-ind
Pa,1
Pa,j
| · |
j
2
Eσ
(j)
⊠ λa|Na,j .
By applying the Frobenius reciprocity law, we have
HomQa,1(E ⊗ ((Φ
+)j−1Ψ+σ(j)µ−1| · |
1
2
+s−s1
E )⊠ π ⊗Ωψ−1,µ−1,Wm ,C)
≃ HomGL(Xa−j)×(Na,j×Gm)⋊Um+2j,j (JPm+2a,a−j (E)⊗ (| · |
j+1
2
+s−s′1
E µ
−1σ(j) ⊠ λa|Na,j ⊠ π)⊗ Ωψ−1,µ−1,Wm,C)
(5.4)
for some s′1 ∈ R (depending on j). For 1 ≤ j ≤ a− 1, the central character of any irreducible subquotient
of JPm+2a,a−j(E)|GL(Xa−j ) ⊗ (| · |
j+1
2
+s−s′1
E µ
−1σ(j)) is not trivial for almost all q−sE . Thus the Hom space in
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(5.4) is zero for almost all q−sE unless j = a, in which case it is isomorphic to
HomQa,a(E ⊗ Ωψ−1,µ−1,Wm ⊗ (σ
(a)
⊠ ψa−1 ⊠ π),C)
≃
(
HomGm(Jψ−1a−1
(E ⊗ Ωψ−1,µ−1,Wm), π
∨)
)⊕t
,
where t = dimC σ
(a). Since t ≤ 1, our claim is proved. 
6. Residual representation
For irreducible cuspidal automorphic representations π of Gn(AF ) and σ of GLa(AE), we write L(s, σ×
π) for the Rankin-Selberg L-function L(s, σ×BC(π)). We also write L(s, σ,As+) for the Asai L-function
of σ and L(s, σ,As−) for the µ-twisted Asai L-function L(s, σ ⊗ µ,As+) (cf., [12, Section 7]).
For g ∈ Gn+2a(AF ), write g = mgugk for mg ∈ Mn+2a,a(AF ), ug ∈ Un+2a,a(AF ), kg ∈ K. Since
Mn+2a,a ≃ GL(Xa) × Gn, we decompose mg = m1m2, where m1 ∈ GL(Xa)(AE),m2 ∈ Gn(AF ). Define
d(g) = |detm1|AE . For φ ∈ A
σ⊠π
Pn+2a,a
(Gn+2a), the Eisenstein series is defined by
E(g, φ, z) =
∑
Pn+2a,a(F )\Gn+2a(F )
φ(γg)d(γg)z .
This series converges absolutely when Re(s) is sufficiently large and admits a meromorphic continuation
to the whole complex plane.[26]
Proposition 6.1 ([20], Proposition 5.3). Let π be an irreducible globally generic cuspidal automorphic
representation of Gn(AF ) and σ an irreducible cuspidal automorphic representation of GLa(AE). For
φ ∈ A σ⊠πPn+2a,a(Gn+2a), the Eisenstein series E(φ, z) has at most a simple pole at z =
1
2 and z = 1.
Moreover, it has a pole at z = 12 as φ varies if and only if L(s, σ × π
∨) is non-zero at s = 12 and
L(s, σ,As(−1)
n−1
) has a pole at s = 1. Furthermore, it has a pole at z = 1 as φ varies if and only if
L(s, σ × π∨) has a pole at s = 1.
For φ ∈ A σ⊠πPn+2a,a(Gn+2a), we define the residues of the Eisenstein series to be the limits
E0(φ) = lim
z→ 1
2
(z −
1
2
)E(φ, z), E1(φ) = lim
z→1
(z − 1)E(φ, z).
For i = 0, 1, let E i(σ, π) be the residual representation of Gn+2a(AF ) generated by E
i(φ) for φ ∈
A
σ⊠π
Pn+2a,a
(Gn+2a).
The assumption that π is globally generic ensures the existence of the weak base change BC(π) and
we can write it as an isobaric sum of the form σ1 ⊞ · · · ⊞ σt, where σ1, · · · , σt are distinct irreducible
cuspidal automorphic representations of some general linear groups such that the (twisted) Asai L-function
L(s, σi, As
(−1)n−1) has a pole at s = 1.
Remark 6.2. Since L(s, σ × π∨) = Πti=1L(s, σ × σ
∨
i ), Proposition 6.1 implies that E
1(σ, π) is non-zero if
and only if σ ≃ σi for some 1 ≤ i ≤ t.
Remark 6.3. Let c be the automorphism of GLn(E) induced by
− : E → E and for a representation σ of
GLn(AE), we define σ
c := σ ◦ c. Note that L(s, σ,As±) are nonzero at s = 1 by [31, Theorem 5.1]. Thus
if L(s, σ,As(−1)
n−1
) has a pole at s = 1, the Rankin-Selberg L-function
L(s, σ × σc) = L(s, σ,As+) · L(s, σ,As−)
has a simple pole at s = 1 and so σc ≃ σ∨.
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7. Lemmas
In this section, E/F denotes a quadratic extension of number fields. Let m,a be positive integers and
r non-negative integer. Write n = m + 2r and let (Wn+2a, ( , )) be a skew-hermitian spaces over E of
dimension n+2a. Let X,X∗ be both r-dimensional isotropic subspaces of Wn+2a which are in dual with
respect to (·, ·) and (Wm+2a, ( , )) be its orthogonal complement. Then one has the polar decomposition
Wn+2a = X ⊕Wm+2a ⊕X
∗.
Suppose that (Wm+2a, ( , )) has also the polar decomposition Wm+2a = Ya ⊕Wm ⊕ Y
∗
a , where Ya, Y
∗
a
are both a-dimensional isotropic subspaces of Wm+2a which are in dual with respect to (·, ·).
For h ∈ GL(Ya(AF )), b ∈ Hom(Wm, Ya), c ∈ Hom(Y
∗
a , Ya), we define h
∗ ∈ GL(Y ∗a (AE)), b
∗ ∈
Hom(Y ∗a ,Wm), c
∗ ∈ Hom(Ya, Y
∗
a ) by requiring that
(h∗x, y) = (x, hy), (b∗x, z) = (x, bz), (c∗y, x) = (y, cx) for all x ∈ Y ∗a (AE), y ∈ Ya(AE), z ∈Wm(AE).
Let
(
ρa,S(Y
∗
a (AE))
)
be the Heisenberg representation of HYa⊕Y ∗a with respect to ψ
−1 and (ρ0,S0) be
the fixed Heisenberg representation of HWm with respect to ψ
−1. Then S = S(Y ∗a (AE)) ⊗ S
0 provides
a mixed model for both the Heisenberg representation of HWm+2a and the global Weil representation
νψ−1,µ−1,Wm+2a = ⊗νψ−1v ,µ−1v ,Wm+2a of Hn+2a,r(AF ). (Here, we regard S as a space of functions on Y
∗
a
whose values in S0.)
Using [[24], Theorem 3.1], we can describe the (partial) Nn,r(AF )⋊ Pm+2a,a−action of the global Weil
representation νψ−1,µ−1,Wm+2a on S as follows: (see also [[14], page 35])
For f ∈ S and y ∈ Y ∗a (AE),(
νψ−1,µ−1,Wm+2a(n)f
)
(y) = νψ−1,µ−1,Wm(n) (f(y)) , n ∈ Nn,r(AF ),(7.1) (
νψ−1,µ−1,Wm+2a(g0)f
)
(y) = νψ−1,µ−1,Wm(g0) (f(y)) , g0 ∈ U(Wm),(7.2) (
νψ−1,µ−1,Wm+2a(h0)f
)
(y) = µ−1(h0)|det(h0)|
1
2
AE
· f(h∗0y), h0 ∈ GL(Ya(AE)),(7.3) (
νψ−1,µ−1,Wm+2a(b)f
)
(y) = ρ0(b∗y, 0) (f(y)) , b ∈ Hom(Wm, Ya),(7.4) (
νψ−1,µ−1,Wm+2a(c)f
)
(y) = ψ−1(
TrE/F (cy, y)
2
) · f(y), c ∈ Herm(Y ∗a , Ya),(7.5)
where
Herm(Y ∗a , Ya) = {c ∈ Hom(Y
∗
a , Ya) | c
∗ = −c}
and we identified Herm(Y ∗a , Ya) and Hom(Wm, Ya) as subgroups of Um+2a,a via the canonical isomorphism
Um+2a,a ≃ Hom(Wm, Ya)⋉Herm(Y
∗
a , Ya).
By choosing a theta functional θ1 : S
0 → C, we define theta functions associated to S as follows:
For f ∈ S(Ya(AE))⊗ S
0, its associated theta function Θψ−1,µ−1,Wm+2a(·, f) is defined by
Θψ−1,µ−1,Wm+2a(h, f) =
∑
y∈Ya(E)
θ1
((
νψ−1,µ−1,Wm+2a(h)f
)
(y)
)
,
where h = ((u, n), g) ∈ Hn+2a,r(AF ) = (Un+2a,r(AF )⋊Nr(AF ))⋊Gm+2a(AF ). Then Θψ−1,µ−1,Wm+2a(f) ∈
A (Hn+2a,r) and the space of these theta functions {Θψ−1,µ−1,Wm+2a(f) | f ∈ S(Y
∗
a (AE))} is a realization
of the global Weil representation νψ−1,µ−1,Wm+2a as an automorphic representation of Hn+2a,r(AF ). By
one of main results of Weil [34], the global Weil representation has a unique (up to scailing) automorphic
realization. Thus we can choose θ1 so that this theta function coincides with the one we defined in Section
1.
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Since we have fixed µ,ψ, we simply write νWm+2a for νψ−1,µ−1,Wm+2a and its associated theta function
Θψ−1,µ−1,Wm+2a(f) as ΘWm+2a(f). Write ΘPm+2a,a(f) for the constant term of ΘWm+2a(f) along Pm+2a,a.
From now on, Gk denotes the isometry group of Wk for various k.
Lemma 7.1 (cf. [38], Lemma 6.2]). For h ∈ Nn+2a,r(AF )⋊Gm+2a(AF ), f ∈ S(Y
∗
a (AE))⊗ S
0,
ΘPm+2a,a (h, f) = θ1
((
νWm+2a(h)f
)
(0)
)
.
Proof. Using the isomorphism Um+2a,a ≃ Hom(Wm, Ya)⋉Herm(Y
∗
a , Ya), we take Haar measure du = db dc
on Um+2a,a for u = bc with b ∈ Hom(Wm, Ya), c ∈ Herm(Y
∗
a , Ya). For y ∈ Y
∗
a (AE), ψ
−1(
TrE/F (cy,y)
2 ) is the
trivial character of c ∈ Herm(Y ∗a , Ya) if and only if y = 0 and so by (7.5),∫
Herm(Y ∗a ,Ya)
Θψ−1,µ−1,Wm+2a((1, c)h, f)dc = meas(Herm(Y
∗
a , Ya)) · θ1
((
νWm+2a(h)f
)
(0)
)
.
By (7.4),
(
νWm+2a((1, b)h)(f)
)
(0) = νWm+2a(h)(f)(0) for all b ∈ Hom(Wm, Ya) and so the claim follows.

Remark 7.2. Let e be the identity element of Hn+2a,r(AF ) = Nn+2a,r(AF )⋊Gm+2a(AF ). Observe that
ΘPm+2a,a (e, f) = θ1 (f(0))
and every Schwartz function in S0 can be obtained as evaluation at 0 ∈ Ya(AF ) of some Schwartz function
in S (Ym+2a(AE)). So we can regard theta functions in νWm as the evaluation at e of the constant terms
of theta functions in νWm+2a . This observation will be used in the proof of Lemma 7.6.
Remark 7.3. From (7.3), we have
ΘPm+2a,a ((u, hg), f) = µ
−1(h)|det(h)|
1
2
AE
·ΘPm+2a,a ((u, g), f)
for h ∈ GL(Ya(AE)). Thus from the the Lemma 7.1 and (7.1), (7.2), we see that the constant terms of
theta functions {ΘPm+2a,a(·, f)}f∈S belong to the induced representation
Ind
Nn+2a,r(AF )⋊Gm+2a(AF )
GLa(AE)×(Nn,r(AF )⋊Gm(AF ))
µ−1| · |
1
2
AE
⊠ νWm.
Lemma 7.4. Let σ be an irreducible cuspidal automorphic representation of GLa(AE), π1, π2 irreducible
globally generic cuspidal automorphic representations of Gn(AF ) and Gm(AF ) respectively. We write
BC(π1) as an isobaric sum σ1 ⊞ · · · ⊞ σt, where σ1, · · · , σt are distinct irreducible cuspidal automorphic
representations of the general linear groups such that the (twisted) Asai L-function L(s, σi, As
(−1)n−1) has
a pole at s = 1. If σ ≃ σi for some 1 ≤ i ≤ t, then P(ϕ,Θ(f), E(φ, z)) = 0 for all ϕ ∈ E
1(σ, π1), φ ∈
A
µ·σ∨⊠π2
Pm+2a,a
(Gm+2a) and f ∈ νWm+2a .
Proof. SinceGm+2a(AF ) = Gm+2a(AF )
1 and {E(φ, z) | φ ∈ A µ·σ
∨
⊠π2
Pm+2a,a
(Gm+2a)} is a quotient of Ind
Gm+2a
Pm+2a,a
(µ·
σ∨| · |zAE ⊠ π2), we can regard the functional P(ϕ,Θ(f), E(φ, z)) as an element of
HomNn+2a,r(AF )⋊Gm+2a(AF )
(
E1(σ, π1)⊗ νWm+2a ⊗ Ind
Gm+2a(AF )
Pm+2a,a(AF )
(µ · σ∨| · |zAE ⊠ π2),C
)
by Proposition 4.3 (iii).
Since σ ≃ σi, the residue E
1(σ, π1) is non-zero by Remark 6.2. We first prove the irreducibility of
E1(σ, π1). Since the cuspidal support of the residues in E
1(σ, π1) consists only of σ|·|
−1
E ⊠π1, the residues are
square integrable by [26, Lemma I.4.11]. Thus E1(σ, π1) is a unitary quotient of Ind
Gn+2a(AF )
Pn+2a,a(AF )
(σ| · |E⊠π1).
Since the Langlands quotient is the unique irreducible quotient, it is isomorphic to E1(σ, π1).
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We fix a finite place v of F which splits in E and the local v-components of µ, σ, π1, π2 and E
1(σ, π1)
are unramified. We suppress the subscript v from the notation. Note that Gn ≃ GLn(F ) and GLa(E) ≃
GLa(F ) × GLa(F ). Since µ is trivial on F
×, write µ = (µ1, µ
−1
1 ) for some unitary character µ1 of F
×.
Let Bk be the standard Borel subgroup of GLk. Recall that an irreducible generic unitary unramified
representation of GLk(F ) is an irreducible principal series representation Ind
GLk(F )
Bk(F )
(χ1⊠ · · ·⊠χk), where
χi’s are characters of F
×. Since σc ≃ σ∨ by Remark 6.3, we can write σ ≃ σ0 ⊠ (σ0)
∨ where σ0 ≃
Ind
GLa(F )
Ba(F )
(χ1 ⊠ · · · ⊠ χa), and since σ is an isobaric summand of BC(π1), we can assume
π1 ≃ Ind
GLn(F )
Bn(F )
(χ1 ⊠ · · ·⊠ χa ⊠ χa+1 ⊠ · · ·⊠ χm),
where χi = | · |
si for some real number −12 < si <
1
2 . (The estimate for the real exponents comes from
the genericity of π1.) For a sequence a = (a1, a2, . . . , at) of positive integers whose sum is k, we denote
by Pa = MaUa the standard parabolic subgroup of GLk whose Levi subgroup Ma is isomorphic to
GLa1 × · · · ×GLat . Write
Σ = Ind
GLn+2a(F )
P(3,...,3,1,...,1)(F )
(χ1 ◦ detGL3 ⊠ · · ·⊠ χa ◦ detGL3 ⊠ χa+1 ⊠ · · · ⊠ χn).
Then by [40, Theorem 4.2], Σ is irreducible. It is not difficult to show that Σ is an irreducible subquotient
of
Ind
Gn+2a(F )
Pn,a(F )
(σ| · |E ⊠ π1) ≃ Ind
GLn+2a(F )
P(a,n,a)(F )
(σ0| · |⊠ π1 ⊠ σ0| · |
−1)
and so Σ is the irreducible unramified local component of E1(σ, π1) at v.
Now we claim that for any character χ of F× and irreducible smooth representation τ of GLn+2a−3(F ),
(7.6)
HomNn+2a,r(F )⋊Gm+2a(F )
(
Ind
GLn+2a(F )
P(3,n+2a−3)(F )
(χ ◦ detGL3 ⊠ τ)⊗ νWm+2a ⊗ Ind
Gm+2a(F )
Pm+2a,a(F )
(µ · σ∨| · |zE ⊠ π2),C
)
is zero for almost all q−zE .
We prove this by dividing it two cases: r > 0 and r = 0.
When r > 0, by the Lemma 5.1,
(7.6) ≃ HomGm+2a
(
Jψ−1r−1
(
Ind
GLn+2a(F )
P(3,n+2a−3)(F )
(χ ◦ detGL3 ⊠ τ)⊗ ΩWm+2a
)
⊗ Ind
Gm+2a
Pm+2a,a
(σ| · |sE ⊠ π),C
)
.
Note that the Bernstein-Zelevinski derivative of χ ◦ detGL3 is given by
(χ ◦ detGL3)
(t) =
{
(χ| · |−
t
2 ) ◦ detGL3−t if t ≤ 1,
0 if t ≥ 2
and
(χ ◦ detGL3)(s) = 0, for s ≥ 1.
(For the definition of (χ ◦ detGL3)(s), refer to [16, p.87].)
Given a partition l˜ = (l1, l2, l3) of k with l1, l3 ≥ 0 and l2 ≥ 1, let
Nl˜ =

v =

z1 y1 xIl2 y2
z2

 ∈ GLk(F )
∣∣∣∣∣∣z1 ∈ Nl1 , z2 ∈ Nl2


and define its character ψl˜ by
ψl˜(v) = ψ
(
l1∑
i=2
(z1)i−1,i
)
· ψ
(
l2∑
i=2
(z2)i−1,i
)
· ψ((y1)l1,1 + (y2)l2,1).
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Now we apply [16, Theorem 6.5] with l˜ = (r− 1,m+2a+2, r− 1). Since (χ ◦ detGL3)(s) = 0 for s ≥ 1,
if we put τ1 = χ ◦ detGL3 and τ2 = τ , then the third summand in [16, (6.30)] vanishes. Furthermore, the
second summand in [16, (6.30)] survives only when r − 1 ≤ 1. However, for l¯ = (r − 1,m+ 2a+ 2, r − 1)
with r − 1 ≤ 1, the character ψl˜ is non-trivial and so the Jacquet module of τ1 with respect to Nl˜
and ψl˜ is zero. So the whole second summand in [16, (6.30)] vanishes. Thus by [16, Proposition 6.11],
Jψ−1r−1
(
Ind
GLn+2a
P(3,n+2a−3)
(χ ◦ detGL3 ⊠τ)⊗ ΩWm+2a
)
can be decomposed as
⊕
2≤s≤3
4−r<s
Ind
GLm+2a(F )
P(s,m+2a−s)(F )
(
µ−11 (χ| · |
s−2
2 ) ◦ detGLs ⊠ | · |
3−s
2 · Jψl˜r,s
(τ ⊗ ΩWm+2a−s)
)
(7.7)
up to semisimplicaition. (Here, l˜r,s = (r − 1,m + 2a + 2 − s, r − 4 + s) and Jψl˜r,s
is the Jacquet functor
with respect to (Nl˜r,s , ψl˜r,s).)
Write πz = Ind
Gm+2a
Pm+2a,a
(σ|·|zE⊠π). Then it is easy to see that πz is the irreducible principal representation
of GLm+2a(F ) for almost all q
−z
E . For s = 2, 3, let ρ1,s be a 1-dimensional representation of GLs(F ) and
ρ2,s a smooth representation of GLm+2a−s(F ). It is enough to show that
HomGm+2a
(
Ind
Gm+2a
Ps,m+2a−s
(ρ1,s ⊠ ρ2,s)⊗ πz,C
)
= 0
for almost all q−zE .
By the Frobenius reciprocity,
HomGm+2a
(
Ind
Gm+2a
Ps,m+2a−s
(ρ1,s ⊠ ρ2,s)⊗ πz,C
)
≃ HomGLs×GLm+2a−s
(
(ρ1,s ⊠ ρ2,s)⊗ JPs,m+2a−s(πz),C
)
,
where JPs,m+2a−s is the Jacquet functor with respect to Ps,m+2a−s. Since the irreducible subquotients of
JPs,m+2a−s(πz)|GLs are also principal series representations for almost all q
−z
E , it doesn’t have 1-dimensional
representation as a subquotient since s ≥ 2. Thus (7.6) is zero for almost all q−zE when r > 0.
Now we consider the case r = 0.
In a similar manner as done in the r > 0 case , we can easily check that Jψ−1a−1
(IndGLmP(3,m−3)(χ ◦ detGL3 ⊠
τ)⊗ ΩWm) is decomposed as
(7.8)
⊕
2≤s≤3
4−a<s
IndGLmP(s,m−s)
(
µ−11 (χ| · |
s−2
2 ) ◦ detGLs ⊠ | · |
3−s
2 · Jψl˜a,s
(τ ⊗ ΩWm−s)
)
up to semisimplicaition. (Here, l˜a,s = (a− 1,m − 2a+ 2− s, a− 4 + s) and Jψl˜a,s
is the Jacquet functor
with respect to (Nl˜a,s , ψl˜a,s).)
[7, Corollary 10.1] implies that π∨2 and (7.8) have no common composition factor. Thus by [4, Theorem
2.9], we have HomGLm(F )(Jψ−1a−1
(IndGLmP(3,m−3)(χ ◦ detGL3 ⊠ΩWm,ψ)), π
∨
2 ) = 0 and so by Lemma 5.1, (7.6) is
zero for almost all q−zE when r = 0.
Since (7.6) is zero for almost all q−zE in both cases r > 0 and r = 0,
P(ϕ,Θ(f), E(φ, z)) = 0
at least when Re(z)≫ 0. Since z 7→ P(ϕ,Θ(f), E(φ, z)) is holomorphic, our claim is proved 
From now on, we simply write Pa,Ma for Pm+2a,a,Mm+2a,a, respectively.
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Lemma 7.5. With the same notation as in Lemma 7.4. Assume σ ≃ σi for some 1 ≤ i ≤ t. If
ϕ ∈ E1(σ, π1), φ ∈ A
µ·σ∨⊠π2
Pm+2a,a
(Gm+2a) and f ∈ νWm+2a , then
P(ϕ,Θ(f), E0(φ)) =∫
K
∫
Ma(F )\Ma(AF )1
φ(mk)
(∫
Nn+2a,r(F )\Nn+2a,r(AF )
ϕPa(nmk)ΘPa((n,mk), f)dn
)
dmdk.(7.9)
Proof. The proof is almost the same as [38, Proposition 6.3]. Nevertheless, we reproduce the proof here.
Using the residue theorem, write
E0(φ)(g) =
1
2πi
∫
|z− 1
2
|=ǫ
E(g, φ, z)dz
for some small ǫ > 0. Applying the Fubini theorem, we have∫
Gm+2a(F )\Gm+2a(AF )
ΛTm(ϕ⊗Θ(f))(g) · E
0(φ)(g)dg
=
1
2πi
·
∫
|z− 1
2
|=ǫ
∫
Gm+2a(F )\Gm+2a(AF )
ΛTm(ϕ⊗Θ(f))(g) · E(g, φ, z)dgdz
= lim
z→ 1
2
(
z −
1
2
)
·
∫
Gm+2a(F )\Gm+2a(AF )
ΛTm(ϕ⊗Θ(f))(g) ·E(g, φ, z)dg.
Since P(ϕ,Θ(f), E0(φ)) is the zero coefficient of the left-hand side, we compute the zero coefficient of the
right-hand side. By Proposition 4.4 and Lemma 7.4,∫
Gm+2a(F )\Gm+2a(AF )
ΛTm (ϕ⊗Θ(f)) (g) · E(g, φ, z)dg
= −
∫ ∗
Pa(F )\Gm+2a(AF )
(ϕ⊗Θ(f))Pa (g) · EPa(g, φ, z) · τˆPa(HPm+2a,a(g)− T )dg
= −
∫ ∗
Pa(F )\Gm+2a(AF )
(
ϕ⊗Θ(f))Pa(g) · (φ(g)d(g)
z + (M(z)φ)(g)d(g)−z
)
· τˆPa(HPa(g) − T )dg,
whereM(z) is the relevant intertwining operator. (Note that EPa(g, φ, z) = φ(g)d(g)
z+(M(z)φ)(g)d(g)−z .)
Since the zero coefficient does not appear in the second term, we only consider the first term. By Lemma
7.1, the first term is equal to
−
∫ ∞
T
e(z−
1
2
)XdX×
∫
K
∫
Ma(F )\Ma(AF )1
(∫
Nn+2a,r(F )\Nn+2a,r(AF )
ϕPa(nmk)Θ
ψ
Pa
((n,mk), f)dn
)
· φ(mk)dmdk.
Since
−
∫ ∞
T
e(z−
1
2
)XdX =
e(z−
1
2
)T
z − 12
,
the zero coefficient of
lim
z→ 1
2
(
z −
1
2
)
·
∫
Gm+2a(F )\Gm+2a(AF )
ΛTm(ϕ⊗Θ(f))(g) · E(g, φ, z)dg
is equal to (7.9). This completes the proof. 
28 JAEHO HAAN
Lemma 7.6. With the same notation as in Lemma 7.4, we assume σ ≃ σi for some 1 ≤ i ≤ t. If there
are ξ1 ∈ π1, ξ2 ∈ π2 and ξ ∈ νWm such that FJ ψ,µ(ξ1, ξ2, ξ) 6= 0, then there are ϕ ∈ E
1(σ, π1), φ ∈
A
µ·σ∨⊠π2
Pa
(Gm+2a) and f ∈ νWm+2a such that∫
K
∫
Ma(F )\Ma(AF )1
φ(mk)
(∫
Nn+2a,r(F )\Nn+2a,r(AF )
ϕPa(nmk)Θ
ψ
Pa
((n,mk), f) dn
)
dmdk 6= 0.
Proof. Put
Π = σ| · |−1E ⊠ π1, Π
′ = µ| · |
1
2
E · σ
∨
⊠ π2, Π
′′ = µ−1| · |
1
2
E ⊠ νψ−1,µ−1,Wm.
We define a functional on Π⊠Π′ ⊠Π′′ by
l(η ⊠ η′ ⊠ η′′) =
∫
Ma(F )\Ma(AF )1
η′(m)
(∫
Nn,r(F )\Nn,r(AF )
η(nm)η′′(nm)dn
)
dm.
Let (Π ⊠ Π′ ⊠ Π′′)∞ be the canonical Casselman-Wallach globalization of Π⊠ Π′ ⊠ Π′′ realized in the
space of smooth automorphic forms without the KMn+2a ×KMm+2a ×KMn+2a-finiteness condition, where
KMi+2a = K ∩Mi+2a,a(AF ) for i = n,m (cf. [6], [33, Chapter 11]). Since cusp forms are bounded, l can
be uniquely extended to a continuous functional on (Π⊠Π′ ⊠Π′′)∞ and denote it by the same notation.
Our assumption enables us to choose η ∈ Π, η′ ∈ Π′ and η′′ ∈ Π′′ so that l(η ⊠ η′ ⊠ η′′) 6= 0. We may
assume that η, η′ and η′′ are pure tensors. By [30, 32], the functional l is a product of local functionals
lv ∈ HomMa,v((Πv ⊠ Π
′
v ⊠ Π
′′
v)
∞,C), where we set (Πv ⊠ Π
′
v ⊠Π
′′
v)
∞ = Πv ⊠ Π
′
v ⊠ Π
′′
v if v is finite. Then
we have lv(ηv ⊠ η
′
v ⊠ η
′′
v ) 6= 0.
Denote by e the identity element of Gm+2a. Choose ϕ ∈ E
1(σ, π1), f ∈ νWm+2a such that
(i) δ
− 1
2
Pa
· ϕPa = ⊠vϕv, Θ
ψ
Pa
(f) = ⊠vf
′
v;
(ii) ϕv(e) = ηv, f
′
v(e) = η
′′
v .
(We can choose such f by Remark 7.2 and Remark 7.3.)
Since Nn+2a,r ≃ Hom(X,Ya) × Hom(X
∗, Ya) × Nn,r, we regard Hom(X,Ya) and Hom(X
∗, Ya) as the
subgroups of Nn+2a,r.
Then there are small neighborhoods N of (0,0) in Hom(X,Ya)×Hom(X
∗, Ya) such that∫
Hom(X,Ya)
∫
Hom(X∗,Ya)
lv
(
ϕv (p1p2)⊠ η
′
v ⊠ f
′
v (p1p2)
)
· χN (p1, p2)dp1dp2 6= 0.
(Here, χN is the characteristic function on N .)
By taking the support of Schwartz function f sufficiently small neighborhood of 0 ∈ Y ∗a , we may assume
that the support of f ′v is contained in N . Here, we regard f
′
v as a function on Hom(Z,X) ×Hom(Z
∗,X)
defined by f ′v(p1, p2) = f
′
v (p1p2). Then∫
Hom(X,Ya)
∫
Hom(X∗,Ya)
lv
(
ϕv (p1p2)⊠ η
′
v ⊠ f
′
v (p1p2)
)
dp1dp2(7.10)
=
∫
Hom(X,Ya)
∫
Hom(X∗,Ya)
lv
(
ϕv (p1p2)⊠ η
′
v ⊠ f
′
v (p1p2)
)
· χN (p1, p2)dp1dp2,
and so (7.10) is nonzero.
Now, it is sufficient to choose a smooth function φv on Gm+2a, whose values in Π
∞
v , that satisfies
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• φv(mug) = δPa(m)
1
2 · (Πv)
∞(m)φv(g) for m ∈Mna,v, u ∈ Una,v, g ∈ Gna,v,;
•
∫
Ka,v
∫
Hom(X,Ya)
∫
Hom(X∗,Ya)
lv (ϕv(p1p2k)⊠ φv(k)⊠ fv(p1p2k)) dp1dp2dk 6= 0.
Put
I(φv) =
∫
Ka,v
∫
Hom(X,Ya)
∫
Hom(X∗,Ya)
lv (ϕv(p1p2k)⊠ φv(k)⊠ fv(p1p2k)) dp1dp2dk
and write U−a for the unipotent radical of the parabolic subgroup opposite to Pa. For a smooth function
αv of compact support on U
−
a,v, we can define a section φv by requiring
φv(muu−) = δPa(m)
1
2αv(u−) · (Π
′
v)
∞(m)η′v , m ∈Ma, u ∈ Ua, u− ∈ U
−
a .
Since Pa,v · U
−
a,v is an open dense subset of Gm+2a,v , we can rewrite the local integral as
I(φv) =
∫
U−na,v
∫
Hom(X,Ya)
∫
Hom(X∗,Ya)
αv(u−)lv
(
ϕv(p1p2u−)⊠ η
′
v ⊠ fv(p1p2u−)
)
dp1dp2du−.
We can choose αv to be supported in a small neighborhood of e so that I(φv) 6= 0. Since I is continuous
and Kv-finite vectors are dense in the induced representation, we can choose Kv-finite function φv such
that I(φv) 6= 0. 
8. Proof of the Main Theorem
Proof. Since π1 is globally generic, BC(π1) is an isobaric sum of the form σ1⊞· · ·⊞σt, where σ1, . . . , σt are
distinct irreducible cuspidal automorphic representations of general linear groups such that the (twisted)
Asai L-function L(s, σi, As
(−1)n−1) has a pole at s = 1. Then for each 1 ≤ i ≤ t, L(s, µ−1 ·σi, As
(−1)n) has
a pole at s = 1. On the other hand, E0(µ ·σ∨i , π2) is nonzero by Lemma 7.5 and 7.6. Thus by Proposition
6.1, we have L(12 , BC(π
∨
2 ) × µ · σ
∨
i ) 6= 0 and so L(
1
2 , BC(π2) × µ
−1σi) 6= 0 by the functional equation.
Thus
L
(
1
2
, BC(π1)×BC(π2)⊗ µ
−1
)
=
t∏
i=1
L
(
1
2
, BC(π2)× µ
−1σi
)
6= 0
and so our claim is proved. 
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