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ABSTRACT
In this paper we study the performance of a family of cache
replacement algorithms. The cache is decomposed into lists.
Items enter the cache via the first list. An item enters the
cache via the first list and jumps to the next list whenever
a hit on it occurs. The classical policies FIFO, RANDOM,
CLIMB and its hybrids are obtained as special cases. We
present explicit expressions for the cache content distribu-
tion and miss probability under the IRM model. We develop
an algorithm with a time complexity that is polynomial in
the cache size and linear in the number of items to compute
the exact miss probability. We introduce lower and upper
bounds on the latter that can be computed in a time that is
linear in the cache size times the number of items.
We further introduce a mean field model to approximate
the transient behavior of the miss probability and prove that
this model becomes exact as the cache size and number of
items tends to infinity. We show that the set of ODEs asso-
ciated to the mean field model has a unique fixed point that
can be used to approximate the miss probability in case the
exact computation becomes too time consuming.
Using this approximation, we provide guidelines on how
to select a replacement algorithm within the family consid-
ered such that a good trade-off is achieved between the cache
reactivity and its steady-state hit probability. We simulate
these cache replacement algorithms on traces of real data
and show that they can outperform LRU. Finally, we also
disprove the well-known conjecture that the CLIMB algo-
rithm is the optimal finite-memory replacement algorithm
under the IRM model.
Categories and Subject Descriptors
D.4 [Operating Systems]: Storage Management ; C.4
[Performance of Systems]: Design studies, Modeling tech-
niques.
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1. INTRODUCTION
Caches are omnipresent in modern day computer systems
to improve system performance. A plethora of cache re-
placement algorithms has been studied by various authors
over the past few decades. Nevertheless, explicit expres-
sions for the cache content distribution and miss probability
under the well-known Independent Reference Model (IRM)
are only available for a limited number of replacement algo-
rithms such as FIFO, RANDOM, LRU, CLIMB and some
simple hybrids thereof. Further, these results are of little
practical use due to the curse of dimensionality (except for
FIFO and RANDOM). As such many approximation meth-
ods have been proposed for single caches [9, 8, 13, 25, 5]
as well as for networks of caches [23, 11, 26, 14, 25, 5].
While these approximations have often been shown to re-
sult in highly accurate predictions for the miss probability
(under the IRM model), their theoretical support is most
often rather limited. Further, these prior studies typically
focus on the long term (steady state) behavior only, while
the transient behavior of the miss probability is also of in-
terest under more dynamic request patterns.
In this paper we study two broad classes of cache replace-
ment algorithms that both organize the cache content in a
number of lists (with a fixed size). Items enter the cache
via the first list and are promoted to the next list whenever
a hit occurs at the expense of demoting another item. The
difference between the two classes of replacement algorithms
exists in the manner in which the demoted item is selected.
These two classes of cache replacement algorithms contain
the well-known RANDOM, FIFO and CLIMB algorithm as
well as some more advanced algorithms introduced in [2] as
special cases.
The main contributions of the paper are as follows:
1. We show that both classes of algorithms perform alike
under the IRM model by deriving an explicit expres-
sion for the cache content distribution and miss proba-
bility that is valid in both classes. We subsequently ex-
ploit this expression to devise fast algorithms to com-
pute the exact overall and per-item miss probability,
thereby avoiding the traditional curse of dimensional-
ity. The time complexity to compute the overall miss
probability is linear in the number of items and polyno-
mial in the cache size (where the degree is equal to the
number of lists used). We also derive upper and lower
bounds on the miss probability that can be computed
in a time that is linear in the cache size.
2. We introduce a mean field model (for one of the two
classes of replacement algorithms) that can be used to
approximate the transient behavior of the miss proba-
bility under the IRM model and show that this model
becomes exact as the number of items and cache size
becomes infinitely large (under some mild conditions).
We prove that the set of ODEs that characterizes the
mean field model has a unique fixed point and demon-
strate that this point can be used to get a highly accu-
rate approximation of the miss probability whenever
the exact computation becomes too time consuming.
3. We provide a number of guidelines on how to select the
number of lists and list sizes by relying on various ex-
periments using both the IRM model and trace-based
simulations. These experiments demonstrate that the
algorithms considered in this paper can outperform
LRU. We also show that the well-known conjecture
[2, page 135] that the CLIMB algorithm is the opti-
mal finite-memory demand replacement algorithm un-
der the IRM model is false.
The paper is structured as follows. We describe related
work in Section 2. In Section 3, we describe the two classes
of replacement algorithms. We derive the exact steady-state
probabilities and miss probabilities as well as upper and
lower bounds in Section 4. We develop our mean-field ap-
proximation and show its validity in Section 5. Finally, we
provide empirical evidence on how the list sizes should be
chosen in Section 6. We conclude in Section 7.
2. RELATED WORK
Cache replacement algorithms have been analyzed by vari-
ous authors mostly under the well-known IRM model. While
this model is not very suitable in the context of secondary
memory management, it is argued by many authors to be
a reasonable model in a web caching context. For instance,
as stated in [7], for some purposes, one might model web
accesses by a simple model that assumes independent ref-
erences following a Zipf-like distribution and no correlation
between request frequency and item size.
Explicit results under the IRM model for the cache content
distribution and miss probability have been derived for FIFO
and LRU [22, 2], RANDOM [15] and some simple hybrids
thereof [1, 3]. LRU is shown to outperform FIFO in [29],
while FIFO and RANDOM perform identical [15]. These
expressions however can only be used directly to compute
the miss probability of very small caches (e.g., 20 items). For
FIFO, an algorithm to compute the exact miss probability
in O(mn) time is given in [10], where n is the number of
items and m the cache size.
A number of approximations have been proposed to ana-
lyze caches of reasonable size. In [9] a fast iterative scheme
is proposed for FIFO that coincides with the iterative algo-
rithm proposed in [25] for RANDOM. For LRU the author
of [9] introduce an O(mn) time approximation, which is of
limited use since the introduction of the well-known Che-
approximation [8], for which theoretical support is provided
in [13].
Recently, the idea of the Che-approximation was general-
ized to capture a broader class of replacement algorithms,
both under the IRM model and in case of a renewal model
[25]. While [25] also considers replacement policies that
make use of multiple lists, all but these lists are assumed
to be virtual lists that only store the item ids and not the
actual items. Further, the algorithms are iterative in nature,
but in general no proof of a unique fixed point or conver-
gence towards a fixed point is provided. Renewal models
were also considered in [21, 11, 5] for time-to-live caches
which, in light of the Che-approximation, can be used to
approximate capacity-driven replacement polices.
More practically oriented simulation based studies have
also been performed and we do not attempt to provide an
overview here. We would like to indicate that the idea of us-
ing multiple lists has been explored before, e.g., the 2Q and
LIRS policies both combat the poor performance of LRU on
scan sequences and typical database access patterns [20, 19].
Considerable efforts have also been made to develop ap-
proximation methods to analyze networks of caches [23, 11,
26, 14, 25, 5]. Some of these methods are iterative in nature
and require the repeated solution of isolated caches, e.g.,
[26]. As such, studying isolated caches is useful in the study
of networks of caches.
Fluid limits for the miss probability have been derived
for LRU [18], 2Q [17] and RANDOM [28]. Our mean field
result is more general compared to [17, 28] as these papers
consider a system with Nn items, say ei,j with 1 ≤ i ≤ n
and 1 ≤ j ≤ N , such that the request probability of item
ei,j does not depend on j, while N tends to infinity.
3. REPLACEMENTS ALGORITHMS
In this section we introduce two families of replacement
algorithms that are obtained by slightly modifying a fam-
ily of replacement algorithms introduced in [2]. We denote
the members of this families as FIFO(m) and RAND(m),
respectively, where m = (m1,m2, . . . ,mh), with mi ≥ 1
integer for i = 1, . . . , h.
The FIFO(m) replacement algorithm.
The FIFO(m) algorithm makes use of h lists, labeled 1
to h. The length of list i is equal to mi, for i = 1, . . . , h,
and the total cache size is equal to m =
∑h
i=1mi. Items
enter the cache via list 1 and whenever hit while being part
of list i they move up one list. More specifically, one of the
following three events occurs when an item, say item k, is
requested at some point in time:
1. Item k was not in the cache (miss) – in this case item k
is inserted in position 1 of list 1. The remaining items
in list 1 move back one position, while the item that
was in the last position of list 1, that is, in position
m1, is removed from the cache.
2. Item k was in position j of list i < h (hit) – in this case
item k moves to position 1 of list i + 1, all the items
in list i+ 1 move back one position, the item that was
in position mi+1 of list i+ 1 takes the former position
of item k, that is, position j in list i.
3. Item k was part of list h (hit) – in this case no changes
are made.
The RAND(m) replacement algorithm.
The RAND(m) algorithm operates in a manner similar
to the FIFO(m) algorithm, except for two changes. First,
when a miss occurs the item is inserted in a random position
in list 1 (as opposed to position 1) and the item that was in
this randomly selected position is removed from the cache.
Second, when a hit occurs on an item part of list i < h, say
in position j, the item is inserted in a random position in
list i+ 1, while the item that was in this randomly selected
position moves to position j of list i. In other words, only
two items change position in case a hit in list i < h occurs.
We will shown that the FIFO(m) and RAND(m) algo-
rithm have the same steady state distribution for the cache
content under the IRM model, which is a generalization of
the well-known fact that FIFO and RANDOM perform alike
under the IRM model [15]. In fact, one can even show that
the steady state probabilities of FIFO(m) remain the same if
we do not update the cache when a hit occurs unless the item
hit is in the first position of some list i, for i = 1, . . . , h− 1.
A natural extension of these policies is to consider the two
following variants: strict FIFO(m) and LRU(m):
• strict FIFO(m) – The difference between strict FIFO(m)
and FIFO(m) is when a hit occurs on an item that is
in position j of a list i < h. As before, item k moves to
position 1 of list i+1 and all the items in list i+1 move
back one position. The difference is that the item that
was in position mi+1 of list i + 1 moves to position 1
of list i and the items that were in position 1 to j − 1
of list i move back one position.
• LRU(m) – The only difference between LRU(m) and
strict FIFO(m) is when a hit occurs in position j of list
h. In this case, this item is moved to the first position
of list h and all the items in the positions 1 to j− 1 of
list h move back one position.
The strict FIFO(m) algorithm corresponds to the policy
Ahmh(mh, . . . ,m1) of [2], while the LRU(m) algorithm is de-
noted as Ah1 (mh, . . . ,m1) in [2]. Note that the lists in [2] are
labeled in the opposite order. The FIFO(m) and the strict
FIFO(m) algorithms operate identical when m1 = . . . =
mh−1 = 1. For this special case, closed-form results for the
steady-state probabilities for the strict FIFO(m) algorithm
under the IRM model were also derived in [2].
Although these algorithms are close to our definition of
FIFO(m), simple closed-form expressions for the cache con-
tent distribution and miss probabilities do not appear to
exist. In Section 6, we compare all these policies using trace-
based simulation. We demonstrate that the hit probabilities
of strict FIFO(m) and FIFO(m) are close to each other (un-
less m1 is close to m), while LRU(m) outperforms these poli-
cies only marginally (at the expense of slightly more work).
4. STEADY STATE PROBABILITIES
Let Yi,j(t), with (i, j) ∈ I(m) , {(i, j)|i = 1, . . . , h, j =
1, . . . ,mi}, be the id of the item in position j of list i at time
t, where we observe the cache whenever a request arrives.
Let Cn(m) consists of all the sequences (c1, . . . , cm) of m
distinct integers taken from the set {1, . . . , n}. Under the
IRM model the process Y = {(Yi,j(t), (i, j) ∈ I(m)), t ≥ 0}
is clearly a Markov chain on the state space Cn(m) for the
FIFO(m) and RAND(m) algorithms. Denote piA(c), with
c = (c1, . . . , cm), as the steady state probability of state c,
where A = FIFO(m) or RAND(m) denotes the replacement
algorithm used.
To ease the notation denote c∑i−1
s=1ms+j
as c(i, j) for (i, j) ∈
I(m), where we can think of c(i, j) as the id of the item in
position j at list i. The next theorem shows that the steady
state probabilities of this Markov chain have a simple closed
form for the FIFO(m) or RAND(m) algorithm:
Theorem 1. The steady state probabilities piRAND(m)(c)
and piFIFO(m)(c), with c ∈ Cn(m), can be written as
piFIFO(m)(c) = piRAND(m)(c) =
pi(c) , 1
Z(m)
h∏
i=1
(
mi∏
j=1
pc(i,j)
)i
, (1)
where Z(m) =
∑
c∈Cn(m)
∏h
i=1
(∏mi
j=1 pc(i,j)
)i
.
The proof consists in verifying the balance equations. It
is detailed in Appendix A.
When h = 1 and c = (c1, . . . , cm) we get
pi(c) =
1
Z(m)
m∏
j=1
pcj .
These are the well-known steady state probabilities for the
FIFO and RANDOM algorithm [22, 15]. When h = m,
meaning mi=1 for all i, the RAND(m) algorithm coincides
with the so-called TRANSPOSITION rule or CLIMB algo-
rithm [27, 16]. In this case the above theorem reduces to
pi(c) =
1
Z(m)
m∏
j=1
pjcj ,
which are the steady state probabilities of the CLIMB algo-
rithm as reported in [2, Section 4.2]. Theorem 1 also gen-
eralizes the results for the second family of replacement algo-
rithms studied in [1] which corresponds tom1= . . .=mh−1=1
pi(c) =
1
Z(m)
m∏
j=1
pmin(j,h)cj .
Due to Theorem 1 it is easy to check that the following
corollary holds:
Corollary 1. For the RAND(m) replacement algorithm
the Markov chain Y is reversible, i.e.,
pi(c)P[Y (t+1) = c′|Y (t)=c] = pi(c′)P[Y (t+1) = c|Y (t)=c′],
for any c, c′ ∈ Cn(m).
Denote the hit probability of the RAND(m) and FIFO(m)
algorithms as H(m) and let M(m) = 1−H(m) be the miss
probability under the IRM model. Clearly, one can express
the miss probability via the steady state probabilities
M(m) =
∑
c∈Cn(m)
(
1−
h∑
i=1
mi∑
j=1
pc(i,j)
)
pi(c). (2)
This formula is however not very useful to compute M(m),
unless m is very small, as the number of terms is exponential
in m. In the next two sections we indicate how to compute
the overall and per item miss probability in a more efficient
manner.
4.1 Exact overall miss probability
In this section we introduce Algorithm 1 that computes
the steady-state miss probability in a time that is polyno-
mial in the cache size m, where the degree of the polyno-
mial is equal to h. This algorithm is a generalization of
the methodology introduced in [10] for the FIFO algorithm
(which corresponds to the case with h = 1). It uses a dy-
namic programming approach: to compute M(m), we com-
pute M(m′) for any m′ ≤ m (component-wise). In other
words, the quantities M(m′) are obtained as by-products
of the computation of M(m). Obtaining these quantities is
useful when studying optimal list sizes. More precisely, de-
fine a first set of miss probabilitiesM≤mh = {M(m1 . . .mk)|k ≤
h,mi ≤ m,∑h′i=1mi ≤ m} and a second set of miss proba-
bilities Mm1...mhh = {M(m′1 . . .m′k)|k ≤ h,m′i ≤ mi}. Our
algorithm computes the setM≤mh in O(nh2mh/h!) time and
the setMm1...mhh in O(nh2
∏h
i=1(mi+ 1)) time. In the next
section, we show how to compute the corresponding per item
hit probabilities inO(n3/2h2mh/h!) andO(n3/2h2
∏h
i=1(mi+
1)) time, respectively.
Let p1, . . . , pn be a fixed but arbitrary ordering of the re-
quest probabilities and r = (r1, . . . , rh) with ri integer for
all i and r =
∑
i ri. Let ej be the j-th row of the size h iden-
tity matrix. Define E(0, k) = 1, E(r, k) = 0 if
∑
i ri > k or
rj < 0 for some j and
E(r, k) =
∑
c∈Ck(r)
h∏
i=1
(
ri∏
j=1
pc(i,j)
)i
. (3)
By using (2) we can express M(m) via E(r, k):
M(m) =
∑
c∈Cn(m)
∑
k 6∈c
pk
pi(c) = E(m + e1, n)
E(m, n)
.
Further, we have the following recursion for E(r, k) by
noting that item k appears at most once in c:
E(r, k) = E(r, k − 1) +
h∑
j=1
rjp
j
kE(r− ej , k − 1). (4)
In principle we can use this recursion with E(ej , 1) = p
j
1 to
compute the miss probabilities. However, E(r, k) decreases
quickly in
∑
i ri and can easily cause underflows even for
m values below 100 (as in [10] for the FIFO replacement
policy). To avoid this problem, we define for i = 1, . . . , h:
Fi(r, k) =
E(r, k)
E(r− ei, k) , (5)
for r = (r1, . . . , rh) with rj ≥ 0 for j 6= i and ri ≥ 1. Let
Fi(r, k) = 0 if
∑
i ri > k or rj < 0 for some j or ri ≤ 0.
Note that the miss probability M(m) equals
M(m) = F1(m + e1, n).
The next theorem establishes a recursive relationship for
the Fi(r, k) values that allows us to compute the miss prob-
abilities without causing underflows.
Theorem 2. The miss probability M(m) = F1(m+e1, n)
and the quantities Fi(r, k), for i = 1, . . . , h, r = (r1, . . . , rh)
with rj ≥ 0 for j 6= i and ri ≥ 1, obey the following recursion
Fi(r, k) =
Fi(r, k − 1) +∑hj=1,j 6=i pjkrj Fi(r−ej ,k−1)Fj(r−ei,k−1) + pikri
1 +
∑h
j=1,j 6=i
p
j
k
rj
Fj(r−ei,k−1) +
pi
k
(ri−1)1{ri>1}
Fi(r−ei,k−1)
,
(6)
and Fi(ei, 1) = p
i
1.
Input: The vectors p and m
Output: The set M≤mh
1 for i, j = 1 to h do
2 Fj(ei, 1) = 1{i=j}p
i
1;
3 end
4 for k = 1 to n do
5 for r ∈ Rmin(k,m+1),h do
6 for i = 1 to h do
7 compute Fi(r, k) via (6);
8 end
9 end
10 end
11 for M(m) ∈M≤mh do
12 set M(m) = F1(m + e1, n)
13 end
Algorithm 1: Algorithm to compute the overall miss
probabilities in the set M≤mh .
Proof. By applying (4) on the numerator and denomi-
nator of (5) we get that Fi(r, k) can be written
1 as
E(r, k − 1) +∑hj=1 pjkrjE(r− ej , k − 1)
E(r− ei, k − 1) +
∑h
j=1 p
j
k(rj − 1{i=j})E(r− ei − ej , k − 1)
.
By dividing the numerator and denominator by E(r−ei, k−
1) (which is well defined as ri > 0 and differs from zero as∑
s rs − 1 ≤ k − 1), we find
Fi(r, k) =
Fi(r, k − 1) +∑hj=1,j 6=i pjkrj E(r−ej ,k−1)E(r−ei,k−1) + pikri
1 +
∑h
j=1,j 6=i
p
j
k
rj
Fj(r−ei,k−1) +
pi
k
(ri−1)1{ri>1}
Fi(r−ei,k−1)
.
The result follows by noting that E(r − ej , k − 1)/E(r −
ei, k−1) can be written as Fi(r−ej , k−1)/Fj(r−ei, k−1)
when rj > 0.
Denote Rk,h as the set {(r1, . . . , rh)|ri ∈ {0, . . . , k}, 1 ≤∑h
i=1 ri ≤ k}. Algorithm 1 indicates how to use the above
theorem to compute the values of Fi(r, k) for i = 1, . . . , h,
k ≤ n and r ∈ Rk in O(nh2|Rm+1,h|) time with |Rm+1,h| =
O(mh/h!). In other words we can determine the set of miss
probabilities M≤mh in O(nh2mh/h!) time, where n is the
number of items. Similarly, one can compute the miss prob-
abilities in the setMm1,...,mhh in O(nh2
∏h
i=1(mi+1)) time.
For the CLIMB algorithm we have m1 = . . . = mh = 1
and h = m, meaning the miss probability can be com-
puted in O(nm22m) time, which is still exponential in m,
but clearly a significant gain over directly relying on (2).
4.2 Per item miss probabilities
In this section we focus on the hit probability of item k,
denoted as H(k)(m), for k = 1, . . . , n. We first show how to
express M (k)(m) = 1 − H(k)(m) in terms of Fi(m, n − 1).
Recall that the items p1, . . . , pn in the previous subsection
were ordered in an arbitrary, but fixed order. To express
M (k)(m) in terms of Fi(m, n− 1), we order the items such
that item k, with request probability pk, is the last item.
Thus, we need to recompute the Fi(m, n − 1) values for
each item k and we denote these values as F
(k)
i (m, n − 1).
A direct application of this result would therefore leads to
1We use the notation 1{i=j} equals 1 if i = j and 0 otherwise.
an algorithm with a time complexity O(n2). We further
indicate how to reduce this to an algorithm in O(n3/2).
Theorem 3. The item k miss probability M (k)(m) is
M (k)(m) =
1
1 +
∑h
i=1
pi
k
mi
F
(k)
i (m,n−1)
,
if
∑h
i=1mi < n and M
(k)(m) = 0 otherwise.
Proof. The hit probability of item k is identical to the
steady state probability that item k is in the cache
M (k)(m) = 1−
h∑
i=1
mi∑
j=1
∑
c∈Cn(m),c(i,j)=k
pi(c).
Let E(k)(r, k) be defined as E(r, k) with the requirement
that the items are ordered such that item k is in the last
position. By means of (1), (3) and (4) we find
M (k)(m) = 1−
∑h
i=1 p
i
kmiE
(k)(m− ei, n− 1)
E(m, n)
(7)
=
1
E(k)(m, n− 1) +∑hi=1 pikmiE(k)(m− ei, n− 1) .
If
∑h
i=1mi ≥ n, E(k)(m, n − 1) and M (k)(m) = 0 (as all
items fit in the cache), otherwise E(k)(m, n−1) differs from
zero and the result follows from dividing the numerator and
denominator by E(k)(m, n− 1).
Note that pk has to be the last item in the order when
computing the F
(k)
i (r, n − 1) values based on Theorem 2,
thus for each k we must use a different order. However, it
is also clear that if we only change the order of the last s
items, the values of Fi(r, n− s) do not change.
To take advantage of this observation, we partition the set
of items {1, . . . , n} into √n sets S1, . . . , S√n each holding√
n items (for ease of presentation we assume that n is a
square). To compute the hitting probabilities of the item k
belonging to set Sj , we fix the order such that all the items
not belonging to Sj appear first (in an arbitrary fixed order),
followed by an arbitrary order of items of Sj with k as the
last item. Thus, the computation of the Fi(r, n−√n) values,
with ri ∈ {0, 1, . . . ,m} and∑i ri ≤ m, is identical for all the
items belonging to Sj and takes O(nh
2mh/h!) time, while
computing the Fi(m, n − 1) values from the Fi(r, n − √n)
values takes O(
√
nh2mh/h!) time for each item in Sj . This
results in an overall time complexity of
√
n ·
[
O(
nh2mh
h!
) +
√
n ·O(
√
nh2mh
h!
)
]
= O(
n3/2h2mh
h!
),
which is a significant gain over O(n2h2mh/h!) if the number
of items n is large.
For h = 1 we have H(k)(m) = pkm/(pkm+F
(k)
1 (m,n−1))
and the above algorithm to compute the per item hit prob-
abilities has a time complexity of O(mn3/2). An efficient
algorithm to compute the per item hit probabilities of the
RANDOM and FIFO scheme appears to be novel as [10]
only considered the overall hit probabilities.
Theorem 4. For any m, under the algorithms FIFO(m)
and RAND(m), pk > p` implies that M
(k)(m) < M (`)(m),
that is, more popular items have lower miss probabilities.
policy m M(m) lower bound
Optimal RAND(1,1,4) 0.005284 0.004925
RAND(1,1,3,1) 0.005299 0.004884
RAND(1,1,2,2) 0.005317 0.004884
RAND(1,1,2,1,1) 0.005321 0.004879
RAND(1,1,1,3) 0.005338 0.004884
RAND(1,1,1,2,1) 0.005343 0.004879
RAND(1,1,1,1,2) 0.005347 0.004879
CLIMB RAND(1,1,1,1,1,1) 0.005348 0.004878
RAND(1,2,3) 0.005428 0.004925
RAND(1,2,2,1) 0.005439 0.004884
LRU LRU(6) 0.005880 –
RANDOM RAND(6) 0.015350 0.015350
Table 1: CLIMB is not optimal for IRM model: p =
(49, 49, 49, 49, 7, 1, 1)/205 and m = 6.
The proof is given in Appendix B. It is a generalization
of [32, Lemma 5] which established the same result for the
CLIMB algorithm, that is, when m1 = . . . = mh = 1.
4.3 Upper and lower bounds on the overall
miss probability
In the previous subsections we developed fast algorithms
to compute the overall and per item miss probabilities of
the FIFO(m) and RAND(m) algorithm. In this section we
present a lower and upper bound on the overall miss proba-
bility. Compared to Algorithm 1, that leads to an algorithm
that is exponential in h, these bounds can be computed in a
O(mn) time (linear in the number of items times the cache
size). The upper bound coincides with the miss probability
of the original FIFO and RANDOM schemes.
Theorem 5. The miss ratio M(m) of the FIFO(m) and
RAND(m) algorithm is upper bounded by
M(m) ≤ F1((m+ 1)e1, n) = MFIFO(m),
and lower bounded by
F1(e1+meh, n) =
∑
x∈Cn(m)
(∏m
j=1 p
h
xj
)
(1−∑mj=1 pxj )∑
x∈Cn(m)
(∏m
j=1 p
h
xj
)
with m =
∑h
i=1mi.
These bounds can be computed in O(mn) time.
The proof is given in Appendix C.
4.4 CLIMB is not optimal
Theorem 5 shows that the RANDOM algorithm achieves
the worst performance (i.e., the highest miss rate) for the
class of RAND(m) algorithms with
∑
imi = m under the
IRM model. Hence, it is tempting to conjecture that sepa-
rating a list into two smaller lists improves the performance
and that the CLIMB algorithm, that is, having m lists of
size 1, achieves the lowest miss rate within this class. In [2,
p135] an even stronger conjecture is presented that states
that CLIMB is optimal under the IRM model for all finite-
memory demand replacement algorithms.
Figure 1 shows that both conjectures are false. The popu-
larity distribution is p = (49, 49, 49, 49, 7, 1, 1)/205 and the
cache has a size
∑
imi = 6. Figure 1 lists the ten vectors
m with
∑
imi = 6 that achieve the lowest miss probabil-
ity M(m), together with their corresponding M(m) value.
For comparison, we also show the performance of RANDOM
and LRU. This shows that CLIMB is not optimal. It further
indicates that when fixing the number of lists h, the optimal
choice for the length of each list is not necessarily setting
m1 = . . . = mh−1 = 1: for instance, m = (1, 1, 3, 1) is bet-
ter than m = (1, 1, 1, 3). This demonstrates that another of
the natural conjectures formulated in [2, p135] is also false.
4.5 Miss probability is not Schur concave
A related question is whether the miss probability is a
Schur-concave2 function of the popularity distribution p =
(p1, . . . , pn) for the class of algorithms RAND(m). If the
miss probability were Schur-concave, it would imply that
putting more weight on the most popular items decreases the
miss probability. The authors of [30] proved that the miss
probability of the RANDOM algorithm, i.e., when h = 1, is
Schur-concave, which is almost immediate from [24, p80].
It is shown in the more recent paper [31] that the miss
probability of the CLIMB algorithm is not a Schur-concave
function of p by providing a simple counter-example with
m = 3. We make use of the same example to demon-
strate that a counter-example also exist for RAND(m) with
h = 2. We consider the popularity distributions p1 =
(0.45, 0.45, 0.05, 0.05) and p2 = (.75, .15, 0.05, 0.05) (p(x1)
is majorized by p(x2)). For p1, the miss probability is
M(1, 2) = 0.05835 while it is M(1, 2) = 0.05994 for p2. This
implies that M(1, 2) is not a Schur-concave function of p.
4.6 Number of lists
In this section we investigate the potential reduction in the
miss probability by making use of multiple lists. To this end
Figure 1 depicts the lower bounds established in Theorem 5
for various h values as a function of the cache size m when
n = 3000 and p follows a Zipf-like distribution with α = 0.8,
that is, pi = A/i
α, where A is the normalizing constant.
Furthermore, we also plotted the miss probability M(m) of
the RAND(m) algorithm when m1 = . . . = mh−1 = 1.
The main conclusions are that these lower bounds appear
to be very sharp under a Zipf-like workload (with α = 0.8
and n = 3000 items). Second, the figure demonstrates that
there is little room for further reducing the miss probability
by using more than h = 10 lists. Most of the gain can be
obtained by implementing a limited number of lists. This
will be confirmed in Section 6 using trace-based simulations.
5. MEAN FIELD APPROXIMATION
In this section we develop an ODE approximation for the
RAND(m) policy. We show that this approximation be-
comes exact as the number of items and the cache size tends
to infinity. This approximation allows us to study fast and
accurately the transient behavior of the RAND(m) algo-
rithm. We use it to compute the time to fill an empty cache
in Section 6. It can also be used to obtain a fast approxi-
mation of the steady-state miss probability, when the cache
size or the number of lists make Algorithm 1 too time con-
suming.
5.1 Derivation of the equations and intuition
At a given time step t, item k is either part of some list
i ∈ {1, . . . , h} or is not in the cache. If an item is not
2A function is Schur-concave if p majorizes p′, implies that
the miss probability is lower for p than for p′.
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Figure 1: Lower bounds for h = 2, 3, 5, 10 and ∞ and
the miss rate M(m) with m1 = . . . = mh−1 = 1 for
h = 2, 3, 5 and 10 as a function of the cache size m,
with n = 3000 and α = 0.8.
in the cache, we say that it is part of list 0. For an item
k ∈ {1 . . . n} and a list i ∈ {0 . . . h}, we define the random
variables Xk,i(t), where Xk,i(t) equals 1 if the item k is part
of list i at time t and 0 otherwise. The probability that item
k is in list i at time t is E [Xk,i(t)].
Our mean-field approximation of the RAND(m) algorithm
boils down to assuming that the evolution of two items is
independent of each other. We approximate E [Xk,i(t)] by
a deterministic quantity xk,i(t). The initial conditions of
the ODE are xk,i(0) = 1 if the item k is in the ith list of
the cache at time t = 0 and 0 otherwise. Let (xk,i(t))k,i
be the unique3 solution of the following set of ODEs, for
k ∈ {1 . . . n}, i ∈ {1 . . . h}:
x˙k,i(t) = pkxk,i−1(t)−
∑
j
pjxj,i−1(t)
xk,i(t)
mi
+ 1{i<h}
(∑
j
pjxj,i(t)
xk,i+1(t)
mi+1
− pkxk,i(t)
)
, (8)
where 1{i<h} is equal to 1 if i < h and 0 otherwise.
This equation can be understood as follows. Assume that
item k is in list i ∈ {0 . . . h − 1} at time t. With proba-
bility pk, item k is requested and moves to list i + 1. With
probability Hi−1(t) =
∑
j pjXj,i−1(t), an item from list i−1
is requested and is exchanged with an item from list i cho-
sen at random. This item is item k with probability 1/mi.
Hence, with probability Hi−1(t)/mi, item k moves to list
i − 1. If the list in which item k is and the variables Hi(t)
were independent, the behavior of item k would be described
by a Markov chain whose transition matrix is represented in
Figure 2.
If the probability pk is small and the list sizes mi, for
i = 1, . . . , h, are large, this Markov chain is well approx-
imated by a continuous time Markov chain. If all items
3It should be clear that this ODE is Lipschitz-continuous
and hence has a unique solution. Moreover, with the initial
conditions indicated, the solution of the ODE satisfy that,
for all time t:
∑n
k=1 xk,i(t) = mi and
∑h
i=0 xk,i(t) = 1.
0 1 2 h. . . . . .
pk
H0(t)
m1
pk
H1(t)
m2
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H2(t)
m3
pk
Hh−1(t)
mh
Figure 2: Evolution of the list in which item k is.
When pk is small and the mis are large, the state
of one item becomes independent of the hit rate in
each box and its behavior can be approximated by a
time-inhomogeneous continuous-time Markov chain.
This is the mean-field approximation.
evolve independently, this leads to the mean-field approxi-
mation given by Equation (8). In the next section, we estab-
lish a theoretical result, Theorem 6, that guarantees that,
as the cache size grows, the transient hit probability can in-
deed be described by the ODE (8). The accuracy of this
mean field approximation is validated in Sections 5.4 and
6.1, where we compare simulation results and a numerical
integration of the ODE.
5.2 Proof of the validity of the approximation
Let Hi(t) =
∑n
k=1 pkXk,i(t) be the sum of the popularities
of the items that are part of the ith list of the cache at time t
andH0(t) = 1−∑hi=1Hi(t) be the miss probability at time t.
Let δi(t) =
∑
k pkxk,i(t), where xk,i(t) is the unique solution
of ODE (8), with initial conditions xk,i(0) = Xk,i(0).
Theorem 6. For any T > 0, there exists a constant C >
0 that depends on T such that, for any probability distribu-
tion over n items and list sizes m1 . . .mh, we have:
E
[
sup
t∈{0...τ},i∈{0...h}
|Hi(t)−δi(t)|
]
≤ C
√
n
max
k=1
pk+
h
max
i=0
1
mi
,
where τ := dT/(maxnk=1 pk + maxhi=0 1mi )e.
In particular, Theorem 6 implies that the ODE approxima-
tion becomes exact as the cache size goes to infinity and
the probability of each item goes to 0. This results can
be seen as a generalization of [28] for two reasons. First,
[28] only considers the RANDOM policy, that is, RAND(m)
with h = 1. More importantly, [28] assumed that there were
a finite number of classes of items with an infinite number
of items per class. Our results is more general as we assume
any distribution for p.
In fact, we believe that this result can also be extended
to show that the ODE approximation becomes exact as the
caches size goes to infinity, even if the probability of some
items do not go to 0 (as it is the case for a Zipf distribution
with α > 1). Assume that item k has a probability pk 
1/mh. In such a case, as shown of Figure 2, the item k
will quickly enter list h by having been hit multiple times,
but will only exit list h with probability O(1/mh)  pk.
We believe a result similar to Theorem 6 can therefore be
obtained by separating the behavior of the popular and non-
popular items.
Proof. Let a = maxk pk and b = maxi 1/mi. Recall that
Xk,i(t) is equal to 1 if item k is in the ith list of the cache at
time t and 0 otherwise. For any α ∈ Z+, and i ∈ {0 . . . h},
we define Hi,α(t) = a
1−α∑
k(pk)
αXk,i(t).
Let H be the set of infinite vectors (δi,α)i∈{0...h},α∈{1,2... }
where δi,α = a
1−α∑
k(pk)
αxk,i for some (xk,i)k,i such that
supi,k |xk,i| < ∞. We equip H with the `∞ norm: ‖h‖∞ =
supi,α |h| and defineH≤1 the set of h∈H such that ‖h‖∞≤1.
We define the function f : H → H by, for all δ ∈ H:
fi,α(δ) = aδi−1,α+1(t)− δi−1,1(t)δi,α(t)
mi
(9)
+ 1{i<h}
(
δi,1(t)δi+1,α(t)
mi+1
− aδi,α+1(t)
)
,
where 1{i<h} equals 1 if i < h and 0 otherwise.
To prove the result we rely on the following lemma, the
proof of which is postponed to Appendix D.
Lemma 1. Let (Ft) be the filtration associated with pro-
cess of the (Xk,i(t))k,i, then:
(i) f(H(t)) is the average variation of H(t):
E [H(t+ 1)−H(t)|Ft] = f(H(t)) (10)
(ii) the second moment is bounded:
E
[‖H(t+ 1)−H(t)‖2∞ |Ft] ≤ 2a2 (11)
(iii) there exists a constant L independent of the pks and the
mis such that the function f is Lipschitz-continuous
of constant L(a + b) on H≤1, where a = maxk pk and
b = maxi 1/mi.
(iv) If xk,i(t) is the unique solution of ODE (8), with initial
conditions xk,i(0) = Xk,i(0), then the infinite vector δ,
defined by δi,α(t) = a
1−α∑
k(pk)
αxk,i(t) is the unique
solution of δ˙ = f(δ), that is:
δ(t) = H(0) +
∫ t
0
f(δ(s))ds.
Let H¯ denote the continuous function equal to H(t) when
t ∈ Z+ and linear between t and t + 1. A straightforward
computation shows that for all t ∈ Z+: H(t) ∈ H≤1 and
that H≤1 is convex. Hence, for all t > 0: H¯(t) ∈ H≤1.
Let M(t) :=
∑t−1
s=0H(s+ 1)−H(s)− f(H(s)). We have
H¯(t) = H(0) +
t−1∑
s=0
f(H(s)) +M(t)
= H(0) +
∫ t
s=0
f(H(bsc))ds+M(t)
= H(0) +
∫ t
s=0
f(H¯(s))ds+M(t)
+
∫ t
0
(
f(H(bsc))− f(H¯(s))) ds. (12)
Equation (9) implies that for h ∈ H≤1, ‖f(h)‖∞ ≤ 2(a+ b).
Hence,
∥∥H(bsc)− H¯(s)∥∥∞ ≤ 2(a + b)(bsc − s), which by
Lemma 1(iii) implies that∫ t
s=0
∥∥f(H(bsc))− f(H¯(s))∥∥∞ ds ≤ tL(a+ b) ∫ 1
0
2(a+ b)sds
= L(a+ b)2t.
Combined with (12) and Lemma 1(iv), for t < τ , this shows
that
∥∥H¯(t)− δ(t)∥∥∞ is less than∫ t
0
∥∥f(H¯(s))−f(δ(s))∥∥∞ ds+ L(a+ b)2t+ sup
t≤τ
‖M(t)‖∞ ,
which, by Lemma 1(iii) and Gro¨nwall’s lemma implies that
supt≤τ
∥∥H¯(t)− δ(t)∥∥∞ is less than(
L(a+ b)2τ + sup
t≤τ
‖M(t)‖∞
)
exp(L(a+ b)τ) (13)
Moreover, by Lemma 1(ii), we have E
[‖M(τ)‖2∞] ≤ 2a2τ .
By Lemma 1(i), M(t) is a martingale. Therefore, this im-
plies that E
[
supt≤τ ‖M(t)‖∞
] ≤ a√2τ ≤ (a + b)√2τ . Re-
placing τ by T/(a+b), Equation (13) is smaller than: (LT (a+
b) +
√
a+ b
√
2T ) exp(LT ). By construction, a + b ≤ 2,
which implies that a + b ≤ √2√a+ b. Thus, setting C =√
2(LT +
√
T ) exp(LT ) gives the result.
5.3 Steady-state behavior
Theorem 6 justifies the fact that the ODE is an approxi-
mation of the transient behavior of the hit probability of the
original system. We now use this approximation to obtain
a fixed-point equation for the steady-state hit probabilities.
When h = 1 this equation is identical to the one introduced
in [9] for FIFO and used in [25] for the RANDOM algorithm.
The next theorem shows that the mean field approxima-
tion of our system, given by the ODE (8) has a unique
fixed point. As indicated by [4], having a unique fixed-point
is not, in general, a sufficient condition to show that the
steady-state of the stochastic system concentrates on this
point. In our case due to Corollary 1 the stochastic process
of RAND(m) is reversible and for reversible processes that
converge to an ODE [6] showed that the stationary measure
of a reversible process concentrates on the fixed point of the
ODE. Although we cannot directly apply the result of [6] to
our setting, we expect that a similar argument can be used.
As RAND(m) and FIFO(m) have the same steady-state hit
probability, this fixed-point provides a very efficient numeri-
cal method to compute the steady-state performance of both
policies.
Theorem 7. The mean-field model (8) has a unique fixed
point. For this fixed point, the probability that item k is part
of list i, for k = 1, . . . , n and i = 0, . . . , h, is given by
xk,i =
pikzi
1 +
∑h
j=1 p
j
kzj
,
where z = (z1, . . . , zh) is the unique solution of the equation
n∑
k=1
pikzi
1 +
∑h
j=1 p
j
kzj
= mi. (14)
Proof. Let (xk,i)k,i be a fixed point of the ODE (8) and
let Hi−1 =
∑n
j=1 pjxj,i−1 be the corresponding hit proba-
bility in box i− 1. The fixed-point equations are:
pkxk,i−1 − Hi−1
mi
xk,i + 1{i<h}
( Hi
mi+1
xk,i+1 − pkxk,i
)
= 0
As these equations correspond to the fixed-point equation of
the birth-and-death process described in Figure 2, we have
xk,i =
pikm1 . . .mi
H0 . . . Hi−1
xk,0
Let zi =
∏i−1
j=0mj+1/Hj for i ∈ {1 . . . h}. By using that∑h
i=0 xk,i = 1, this implies that xk,i = p
i
kzi/(1+
∑h
j=1 p
j
kzj).
By using that
∑n
k=1 xk,i = mi, this yields
mi =
n∑
k=1
xk,i =
n∑
k=1
pikzi
1 +
∑h
j=1 p
j
kzj
(15)
We now show that Equation (15) has a unique solution.
For a vector z = (z1 . . . zh) ∈ (R+)h, we define Di(z), for
i = 1, . . . , h, by
Di(z) =
n∑
k=1
pikzi
1 +
∑h
j=1 p
j
kzj
=
n∑
k=1
pik
1/zi +
∑h
j=1 p
j
kzj/zi
The function Di(z) is increasing in zi and decreasing in zj
for j 6= i.
For a vector z = (z1, . . . , zh), i ∈ {1, . . . , h} and y >
0, we denote z−i(y) the vector whose coordinates are all
equal to the ones of z except for the ith one which is equal
to y. Di(z−i(y)) is increasing in y. Hence, the equation
Di(z−i(y)) = mi has a unique solution that we denote Gi(z)
(it should be clear that, by definition, Gi(z) does not depend
on zi). Moreover, as Dj(z) is decreasing in zj for j 6= i,
Gi(z) is increasing in zj , for all j 6= i. This shows that G
is increasing (componentwise) in z: if for all i, zi ≤ z′i, then
for all i: Gi(z) ≤ Gi(z′).
We define the sequence zt by z0 = (0, . . . , 0) and zt+1 =
G(zt) for t ≥ 0. As G(z) is componentwise increasing in
z, the sequence zt is increasing. Moreover, by using that
z = zt−i(z
t
i) and mi = Di(z
t
−i(z
t+1
i )), we have:
Di(z
t) = Di(z
t
−i(z
t
i)) ≤ Di(zt−i(zt+1i )) = mi
where the inequality from the fact that zti is increasing in t
and Di(z) is increasing in zi. This shows for all t:
n−
h∑
i=1
mi ≤ n−
h∑
i=1
Di(z
t) =
n∑
k=1
1
1 +
∑h
j=1 p
j
kz
t
j
,
which implies that the sequence zt is bounded. As this se-
quence is increasing, it converges to a fixed point of G.
We now prove the uniqueness. Let λ > 1. If we multiply
all coordinates of z by λ, the D(λz) becomes:
Di(λz) =
n∑
k=1
pikziλ
(1 +
∑h
j=1 p
j
kzjλ)
=
n∑
k=1
pikzi
(1/λ+
∑h
j=1 p
j
kzj)
> Di(z).
This implies that Gi(λz) < λGi(z).
The function G satisfies the assumptions of a standard
interference function I of [33], which, by [33, Theorem 2],
implies that the fixed point of G is unique and that the
iterations zt+1 = G(zt) converge, regardless of z0.
5.4 Numerical algorithm and validation
The proof of Theorem 7 is based on the construction of an
iterative scheme zt+1 = G(zt) that converges to the unique
fixed point given by Equation (14). This iteration provides
an efficient method to compute the fixed-point, as it con-
verges exponentially fast to the fixed point and each iter-
ation takes O(nh) time, that is, is linear in the number of
items times the number of lists. This is clearly a significant
α n m1 m2 exact mean field
0.8 300 2 98 0.3466 0.3470
30 70 0.3608 0.3612
98 2 0.4239 0.4245
0.8 3000 20 980 0.3034 0.3035
300 700 0.3159 0.3160
980 20 0.3723 0.3724
1.1 300 2 98 0.1719 0.1722
30 70 0.1832 0.1835
98 2 0.2362 0.2367
1.1 3000 20 980 0.1110 0.1110
300 700 0.1183 0.1183
980 20 0.1531 0.1531
Table 2: Mean field model validation for h = 2 with
Zipf-like popularity distributions.
m1 m2 m3 m4 exact mean field
2 2 96 – 0.3166 0.3169
10 30 60 – 0.3296 0.3299
20 2 78 – 0.3273 0.3276
90 8 2 – 0.4094 0.4100
1 4 10 85 0.3039 0.3041
5 15 25 55 0.3136 0.3139
25 25 25 25 0.3345 0.3348
60 2 2 36 0.3514 0.3517
Table 3: Mean field model validation for h = 3 and
h = 4 with n = 300 and a Zipf-like popularity distri-
bution with α = 0.8.
improvement over the O(nhmh/h!) time complexity of Algo-
rithm 1, used to compute exact hit probabilities, especially
for large cache size and/or a large number of lists.
In Tables 2 and 3, we compare the steady-state miss prob-
abilities given by the mean-field approximation with the ex-
act values given by Algorithm 1. The popularity distribu-
tion follows a Zipf-like distribution of parameter 0.8 or 1.1.
These tables contain the results for various values of m. We
observe that, in all cases, the approximation is within 1% of
the exact value. This holds even when the lists are small or
with highly non-uniform distributions (Zipf with α > 1).
When the number of lists exceeds five, the execution time
of Algorithm 1 becomes prohibitive (it grows as mh). We
therefore compare the mean-field model with values obtained
by simulation for h = 10 in Table 4. We show the results for
various popularity models (Zipf 0.5 to Zipf 1.4) and diverse
lists sizes: all lists have the same size (mi = 30), increas-
ing sizes (mi = 10i or m = (10, . . . , 10, 50, . . . , 50)), varying
α mi simul mean field
0.5 30 .50113 ± .00011 .50116
0.75 10 + 40 · 1{i>5} .32307 ± .00002 .32310
0.8 10i .15836 ± .00003 .15838
0.9 30− (i− 5)2 .29437 ± .00003 .29439
1.1 8(11− i) .09412 ± .00007 .09417
1.4 8 + 72 · 1{i is odd} .02504 ± .00001 .02504
Table 4: Mean field model validation for h = 10 lists
with n = 1000 and a Zipf-like popularity distribution
based on 5 simulation runs.
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Figure 3: Impact of parameter α of the Zipf-like
distribution on the miss probability M(m1,m2), with
n = 1000 and m = 300.
(mi = 30− (i− 5)2), decreasing sizes (mi8(11− i)) or alter-
nating (m = (80, 8, 80, 8 . . . )). In all cases, the mean-field
approximation was computed almost instantaneously on a
regular laptop while the time to obtain our simulation results
was several hours. The accuracy of the transient behavior
of the ODE approximation is discussed in Section 6.1.
6. NUMERICAL RESULTS AND GUIDELINES
In this section, we wish to formulate some guidelines on
how to select the number of lists and the list sizes m1 to
mh. We first focus on the IRM model and study the trade-
off between time to fill the cache and miss probability. We
then explore traces of real data.
6.1 IRM model and time to fill the cache
In Figure 3 we study the impact of the size m1 of the
first list on the miss probability when h = 2, m = 300,
n = 1000 and the popularity distribution p follows a Zipf-
like distribution with α ranging from 0.5 to 1. The figure
indicates that there is no need to make the size m1 of the
first list extremely small in order to have a miss probability
that is close to the lower bound. This is important as we
will show next that small m1 values make it harder for items
that suddenly become popular to enter the cache.
To this end, we study the transient behavior of the hit
probability under the IRM model starting from an empty
cache by making use of the mean field model (with H0(t) =
1). We also validate the accuracy of the mean field model
to capture the transient regime by plotting the correspond-
ing simulation results (averaged over 5 or 25 runs to reduce
the noise). Figure 4 shows the transient behavior of the hit
probability as a function of the number of requests received
under the IRM model with a Zipf-like popularity distribu-
tion with α = 0.5 for h = 2 lists, m = 200, n = 1000 and
various values for the size of the first list m1. The figure in-
dicates that the mean field model and the simulation based
results are in perfect agreement. Further, as expected, it
demonstrates that while decreasing m1 improves the steady
state hit probability (which is in agreement with Figure 3),
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Figure 4: Evolution of the hit probability starting
from an empty cache with n = 1000 and α = 0.5.
Simulation is based on 25 runs.
the time to reach the steady state increases as a function of
m1. Assigning a sufficient portion of the overall cache size,
to the first list gives a significant increase in the hit proba-
bility while having a limited impact on the cache reactivity.
To obtain more insights on the time to fill the cache, let
us focus on the case when p is a uniform distribution. In
this case, the mean-field approximation (8) simplifies to
x˙i(t) =
xi−1(t)
n
− xi−1(t)xi(t)
mi
+ 1{i<h}
(
xi(t)xi+1(t)
mi+1
− xi(t)
n
)
.
When m1  n, items enter the first list at rate 1/n and
leave it at rate 1/m1. This leads to x1(t) ≈ (m1/n)(1 −
exp(−t/m1)): the time to fill the first list is proportional
to m1. When list i contains x items, these items jump to
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lation is based on 25 runs.
the next list at rate x/n. This suggests that the time to
fill the lists 2 to h is roughly proportional to n(m2/m1 +
m3/m2 + · · ·+mh/mh−1). Hence, a natural choice is to set
m1 = m2 = · · · = mh, which results in a total time to fill
the cache of 1/m1 + n(m−m1)/m1.
Although this analysis only works for a uniform distribu-
tion, we show in Figure 5 that the impact of the parameter
α of the Zipf-like popularity distribution p on time to reach
the steady state hit probability is limited. This figure shows
the hit probability as a function of the number of requests
for n = 1000 items and m = (50, 150). Similarly, we depict
the transient hit probability when m1 = 40 for h = 2, 3 and
4 lists Figure 6. The main message of this figure is that
the time to reach the steady state hit probability does not
depend much on the list sizes m2 to mh. Hence, instead of
working with just two lists, one can improve the steady state
hit probability by relying on multiple lists without affecting
the reactivity of the cache when the size of each of the lists
is at least as large as the first one.
6.2 Trace-based simulations
To validate the insights obtained by studying the IRM
model, we perform trace-based simulations using a publicly
available YouTube trace that was collected at a campus net-
work during a 14 day period in 2008 [34, Trace T5]. This
trace contains a total of 611,968 requests for 303,331 differ-
ent videos, meaning that, if we start with an initially empty
cache, the miss probability is at least 303, 331/611, 968 ≈
0.496 even if the cache has infinite capacity. Further, about
65.9% of these videos were requested only once during the
trace, meaning the request pattern is quite different from
the IRM model. We selected this particular trace among
the ones discussed in [34] as it is by far the longest one.
We developed a simulation program for the FIFO(m),
RAND(m), strict FIFO(m) and LRU(m) algorithms dis-
cussed in Section 3, for the scenario where the campus net-
work relies on a single proxy cache. As only HTML-based
control messages are available for trace T5, we have no in-
formation on the size of the requested videos. We therefore
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Figure 7: Trace-based hit probability of RAND(m)
with mi = (m−m1)/(h−1) for i = 2, . . . , h and ∑imi =
5000.
assumed (for all the policies) that the cache size is expressed
in the number of videos m that can be stored in the proxy
cache (the average size of a video should be a few Mbyte).
This should not impact the results much if the correlation
between video popularity and video size is small.
When comparing the different replacement policies, we
varied the size of the first list m1 and divided the remain-
ing cache capacity equally among the remaining h− 1 lists.
Figures 7 to 9 depict the hit probability as a function of the
cache capacity assigned to list 2 to h when the total cache
capacity is m = 5000 videos and we make use of h = 2, 3
or 5 lists. The following insights are provided by these fig-
ures. While the FIFO(m) and RAND(m) algorithm perform
alike under the IRM model, RAND(m) results in a lower hit
probability when using real data, as expected. The strict
FIFO(m) and FIFO(m) algorithm do however perform very
similar, especially if enough capacity is assigned to list 2 to
h. The LRU(m) algorithm does outperform FIFO(m) when
using two or three lists, but the gain becomes very limited
when using h = 5 lists. We also note that FIFO(m) clearly
outperforms a pure LRU cache.
In all cases, the hit probability is maximal when about 30
to 60% of the cache capacity is assigned to the first list. It
quickly deteriorates as the size of the first list becomes small.
This observation is in line with the earlier observation that
the time to fill the cache is larger for small values of m1,
that make it harder to insert new items into the cache.
The increase in the hit probability as a function of the
number of lists is the most pronounced when h is small,
which is in agreement with earlier observations under IRM.
In fact, further increasing the number of lists beyond 10
causes a decrease in the hit probability, mostly because the
sizes of the lists 2 to h become small, making it harder to
insert new items in the cache.
Both strict FIFO(m) and FIFO(m) exhibit a jump in the
hit probability as soon as we add a second list, even if this
list can only store a single item. For strict FIFO(m) this
can be easily understood as the second list allows an item
that is hit repeatedly to move to the front of the cache.
In particular, strict FIFO(m− 1, 1) behaves very similar to
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a pure LRU, that is known to outperform pure FIFO [29].
The same happens to a lesser extent for FIFO(m), but items
now move to a random position in the first list when being
demoted. Still, on average it allows popular items that are
in the back of the cache to move away from the back of the
cache. RAND(m) does not exhibit such a behavior as being
at the front or back in the first list makes no difference.
7. CONCLUSION
In this paper, we studied a family of cache replacement
algorithms FIFO(m) and RAND(m). We provided close-
form results for the steady-state probabilities under the IRM
model, as well as a polynomial algorithm to compute the
steady-state miss probabilities. We further developed a mean-
field approximation that provides a fast and accurate method
for approximating the miss probabilities. We used this ap-
proximation to study the transient behavior of the cache and
to provide guidelines of how to tune the number of lists and
the list sizes. This suggests that the first few lists should be
large enough and have equal sizes. By using these insights,
we verify on real traces of cache requests that these policies
perform well and can outperform other classical heuristics
such as FIFO or LRU.
A direct extension of this work would be to consider a
network of caches, by using the model of [11]. We also aim
at obtaining close-form expression for the steady-state prob-
abilities or the time to fill the cache when the distribution is
Zipf(α) or develop an approximation for studying the tran-
sient behavior of FIFO(m) or the steady-state of LRU(m).
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APPENDIX
A. PROOF OF THEOREM 1
We start with the RAND(m) algorithm.
Denote c(i,j)↔(i′,j′) as the vector c with c(i, j) and c(i
′, j′)
exchanged and ck→(i,j) as the vector c with entry c(i, j)
replaced by k. Using these notations we can express the
global balance equation of state c as
piRAND(m)(c)
(
1−
mh∑
j=1
pc(h,j)
)
=
∑
k 6=c1,...,cm
m1∑
u=1
piRAND(m)(ck→(1,u))
pc(1,u)
m1
+
h−1∑
i=1
mi∑
u=1
mi+1∑
v=1
piRAND(m)(c(i,u)↔(i+1,v))
pc(i+1,v)
mi+1
,
as we exit state c unless there is a hit on one of the en-
tries in list h, while we can enter state c because there is
a miss (and some item is inserted in a random position in
list 1) or there is a hit on an item in list i that moves up
to a random position at list i + 1. Implicitly plugging in
(1) and noting that pi(c(i,u)↔(i+1,v))/pi(c) = pc(i,u)/pc(i+1,v)
and pi(ck→(1,u))/pi(c) = pk/pc(1,u) holds for (1), yields
1−
mh∑
j=1
pc(h,j) =
∑
k 6=c1,...,cm
pk +
h−1∑
i=1
mi∑
u=1
pc(i,u),
which clearly holds as
∑n
i=1 pi = 1.
For FIFO(m), let the vector cmiss(k) be identical to c ex-
cept that (cmiss(k)(1, 1), . . . , cmiss(k)(1,m1)) is equal to (c(1, 2), . . . , c(1,m1), k)
and denote chit(i,j) as the vector c except that (chit(i,j)(i +
1, 1), . . . , chit(i,j)(i+1,mi+1)) = (c(i+1, 2), . . . , c(i+1,m1), c(i, j))
and chit(i,j)(i, j) = c(i+ 1, 1), then
piFIFO(m)(c)
(
1−
mh∑
j=1
pc(h,j)
)
=
∑
k 6=c1,...,cm
piFIFO(m)(cmiss(k))pc(1,1)
+
h−1∑
i=1
mi∑
j=1
piFIFO(m)(chit(i,j))pc(i+1,1).
The result follows by noting that pi(cmiss(k))/pi(c) = pk/pc(1,1)
and pi(chit(i,j))/pi(c) = pc(i,j)/pc(i+1,1) holds for (1).
B. PROOF OF THEOREM 4
Proof. Due to (7), M (k)(m) < M (`)(m) is equivalent to
h∑
i=1
pi`miE
(`)(m−ei, n−1)−
h∑
i=1
pikmiE
(k)(m−ei, n−1) < 0,
If we order the first n−1 entries in both cases such that items
k and ` are in the last two positions and we use Equation (4),
the above rewrites as
h∑
i=1
pi`mi
(
E(m− ei, n− 2)
+
h∑
j=1
pjk(mj − 1{i=j})E(m− ei − ej , n− 2)
)
−
h∑
i=1
pikmi
(
E(m− ei, n− 2)
+
h∑
j=1
pj`(mj − 1{i=j})E(m− ei − ej , n− 2)
)
=
h∑
i=1
(pi` − pik)miE(m− ei, n− 2),
which is negative as pk > p`.
C. PROOF OF THEOREM 5
To establish the lower and upper bounds in Theorem 5 we
rely on a Lemma of [29] based on the FKG inequality [12].
We order the items such that p1 ≤ p2 ≤ . . . ≤ pn. For
x,y ∈ Cn(m) let µ(x) = px1px2 . . . pxm > 0 and define
x  y if xi ≤ yi for i = 1, . . . ,m. A function f from Cn(m)
to R is increasing if x  y implies that f(x) ≤ f(y), f is
decreasing if (−f) is increasing. Further, we state that f is
permutation invariant if its value is independent of the order
of its arguments x1, . . . , xm.
Lemma 2 (Lemma of [29]). Let g be decreasing and per-
mutation invariant on on Cn(m). If f is increasing on
Cn(m), then∑
x∈Cn(m)
µ(x)f(x)g(x)
∑
y∈Cn(m)
µ(y) ≤
∑
x∈Cn(m)
µ(x)f(x)
∑
y∈Cn(m)
µ(y)g(y).
If f is decreasing on Cn(m), then∑
x∈Cn(m)
µ(x)f(x)g(x)
∑
y∈Cn(m)
µ(y) ≥
∑
x∈Cn(m)
µ(x)f(x)
∑
y∈Cn(m)
µ(y)g(y).
Proof of Theorem 5. We start with the upper bound.
Define the function g on Cn(m) as
g(x) = 1− px1 − px2 − . . .− pxh .
The function g is clearly decreasing and permutation invari-
ant on Cn(m). Let f(x) be defined as
f(x) =
h∏
i=1
(
mi∏
j=1
px(i,j)
)i−1
.
where x(i, j) = x∑i−1
s=1ms+j
. Due to (1) and (2) we have∑
x∈Cn(m)
µ(x)f(x)g(x) = Z(m)M(m),
∑
x∈Cn(m)
µ(x)f(x) = Z(m),
while ∑
y∈Cn(m)
µ(y)g(y) = Z(m)MFIFO(m)
= Z(m)F1((m + 1)e1, n)
and ∑
y∈Cn(m)
µ(y) = Z(m).
As f is increasing, the upper bound therefore follows from
the first inequality of Lemma 2.
For the lower bound define µ˜(x) = µ(x)h ≥ 0 and let x ∧
y = (min(x1, y1), . . . ,min(xm, ym)) and x∨y = (max(x1, y1),
. . . ,max(xm, ym)), then µ˜(x)µ˜(y) = µ˜(x ∧ y)µ˜(x ∨ y) and
µ˜ is permutation invariant on Cn(m). As a result, the proof
of the Lemma in [29] can be repeated to show that Lemma
2 remains valid if µ is replaced by µ˜. The result now follows
from the second inequality of Lemma 2 (with µ replaced by
µ˜) by setting
f(x) =
h∏
i=1
(
mi∏
j=1
px(i,j)
)i−h
,
which is a decreasing function on Cn(m) and noting that∑
y∈Cn(m) µ˜(y)g(y)∑
y∈Cn(m) µ˜(y)
= F1(e1 + meh, n).
Theorem 2 implies that
Fh(rheh, k) =
Fh(rheh, k − 1) + phkrh
1 +
ph
k
(rh−1)1{rh>1}
Fh((rh−1)eh,k−1)
,
and
F1(e1 + rheh, k) =
F1(e1 + rheh, k − 1) + phkrh F1(e1+(rh−1)eh,k−1)Fh(rheh,k−1) + pk
1 +
ph
k
rh
Fh(rheh,k−1)
.
This shows that the quantities Fh and F1 can be computed
by induction on k and m.
D. PROOF OF LEMMA 1
Let α ∈ Z+ and i ∈ {1 . . . h}. Two types of events can
modify the value of Hi,α(t):
• If at time t, the item k is requested and is in list i −
1, then, it is exchanged with another item j that is
chosen uniformly at random from list i. This occurs
with probability Xk,i−1(t)Xj,i(t)pk/mi and modifies
Hi,α(t) in Hi,α(t) + a
1−α(pαk − pαj ).
The average variation of Hi,α due to these events is:∑
k,j
Xk,i−1(t)Xj,i(t)a
1−α(pαk − pαj ) pk
mi
=
∑
k
Xk,i−1(t)a
1−αpα+1k
∑
j
Xj,i(t)
1
mi
+
∑
k
Xk,i−1(t)pk
∑
j
a1−αpαjXj,i(t)
1
mi
= aHi−1,α+1(t) +
Hi−1,1(t)Hi,α(t)
mi
,
where the last line comes from the fact that
∑
j Xj,i(t) =
mi and
∑
k pkXk,i−1(t) = Hi−1,1(t).
• If i < h and if at time t, the item k is in cache i and
is hit, then, it is exchanged with another item j that
is chosen uniformly at random from cache i+ 1. This
occurs with probability Xk,i(t)Xj,i+1(t)pk/mi+1 and
modify Hi,α(t) in Hi,α(t) + a
1−α(−pαk + pαj ).
This second type of events leads to an average variation
of aHi,α+1(t) + (Hi,1(t)Hi+1,α(t))/mi+1 if i < h.
Summing the two terms implies (i): for all i, α, we have
E [Hi,α(t+ 1)−Hi,α(t)|Ft] = fi,α(H(t)).
We now show that the second moment of the variation of
H is bounded. For all k, j 0 ≤ pk, pj ≤ a, which implies
a2−2α(pαk − pαj )2 ≤ a2. Therefore, by using the same two
types of events as for the proof of (i), we have
E
[
sup
α
(Hi,α(t+ 1)−Hi,α(t))2|Ft
]
=
∑
k,j
Xk,i−1(t)Xj,i(t) sup
α
a2−2α(pαk − pαj )2 pk
mi
+
∑
k,j
Xk,i(t)Xj,i+1(t) sup
α
a2−2α(pαj − pαk )2 pk
mi+1
≤
∑
k,j
Xk,i−1(t)Xj,i(t)a
2 pk
mi
+
∑
k,j
Xk,i(t)Xj,i+1(t)a
2 pk
mi+1
= (Hi−1,1(t) +Hi,1(t))a
2
This shows that
E
[‖H(t+ 1)−H(t)‖2∞ |Ft]
= E
[
sup
i,α
(Hi,α(t+ 1)−Hi,α(t))2|Ft
]
≤ E
[∑
i
sup
α
(Hi,α(t+ 1)−Hi,α(t))2|Ft
]
≤
∑
i
(Hi−1,1(t) +Hi,1(t))a
2 ≤ 2a2.
The points (iii) and (iv) are easier as f is a sum of two
terms: the first one is Lipschitz-continuous of constant a
and the second is a second order polynomial function of h
divided by mi, which is therefore Lipschitz-continuous of
constant C/mi on all bounded sub-space of H. Moreover,
by plugging (8) into (11), we find that δ is the solution of
δ˙ = f(δ).
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