The mean squared errors of various estimators of slope, intercept, and mean response in the simple linear regression problem are compared in a simulation study. A weighted median estimator of slope proposed by Sievers (1978) and Scholz (1978) and two intercept estimators based upon it are / found to perform well for most error distributions studied.
INTRODUCTION
The topic of simple linear regression is either omitted entirely or covered incompletely in most popular nonparametric statistics texts. Many such books include a distribution-free test or confidence interval for the slope of the regression line, but omit any discussion of the intercept or the mean response at a given x.
In Dietz (1986) , I compared several previously proposed estimators of slope, intercept, and mean response with regard to unbiasedness, efficiency, and breakdown properties. In this paper, I investigate the mean squared erors of those same estimators in a simulation study.
THE ESTIMATORS
I assume the model Yi = C( + fJxi + ei , i = 1,2,... ,n, where C( and fJ are unknown parameters, xl~x2~...~xn are known constants (not all equal), and the ei's are independent and identically distributed continuous random variables with mean zero.
Slope Estimators
The estimators of fJ considered in this paper can all be where w' . = (x' -x,)2 2. aA = L Aij/N (Randles and Wolfe, 1979, Problem 3.1.6) . (Conover, 1980, p.267) .
Bhattachar)~a (1968) considers estimators 7 and 8; Hettmansperger (1984) estimators 6 and 9.
Estimators of Mean Response
The mean response at a given x value, E(Y) = a + fl x, is often a more interesting parameter than the intercept a.
(Of course, if x~0, then E(Y) = a.) The estimators of E(Y)
considered here are of the form a + P x, where eQch~is associated with the P with the same subscript, except that~C is associated with flM.
UNBIASEDNESS AND SYMMETRY
Certain unbiasedness and symmetry properties possessed by the estimators are important in the simulation study. Since E(Sij) = p, it follows that ilLS and ilA are unbiased estimators of fl. Sen (1968, Section 5) shows that the distribution of PM is symmetric about fl, and Theorem 5 of Sievers (1978) 
SIMULATION STUDY: METHODS
The bias and mean squared error (MSE) of the various estimators of slope, intercept, and mean response were estimated and compared in a simulation study. All computing was done in
Fortran on the IBM 3081 at the Triangle Universities Computation
Center. Medians of pairwise averages were computed using the algorithm of Monahan (1984) , which in turn uses the uniform random number generator of Schrage (1979) . The IMSL (1984) routines GGNML, GGUBS, and GGCHS were used to generate no~mal, uniform, and chi square random numbers, respectively.
The IMSL (1984) routine MSENO was used to calculate expected order statistics from the normal distribution.
Five hundred samples were generated for each combination of n = 20 and 40, three x designs, and nine error distributions.
Preliminary work indicated that this number of samples was sufficient to demonstrate highly significant differences among estimators. Nine error distributions were considered --the standard normal, six contaminated normal distributions, the heavy-tailed t distribution with three degrees of freedom, and the asymmetric lognormal distribution. A single sample of n standard normal variates was used to generate samples from all nine error distributions. Specifically, for each of the 500 samples for a particular n value and x design, triples (Zi, Ui, Vi), i = 1,2,... ,n, were generated, where Zi is standard normal, Ui is Uniform (0,1),
and Vi is chi-square with three degrees of freedom. Then the t3
and lognormal variates, standardized to have mean zero and variance one, were obtained by taking ZiVC1/2 and (e Zi -e 1 / 2 )(e 2 -e)-1/2, respectively, for i = 1,2,... ,n.
Contaminated normal (CN(k,o<)) samples, k = 3,10 and 0< = .05, .10, .25, were generated by multiplying each Zj by k with probability 
SIMULATION STUDY: RESULTS

Slope Estimators
The estimated MSE's of the slope estimators and the associated standard error estimates are displayed in Table I 
Intercept Estimators: Lognormal Errors
Simulation results for the lognormal error distribution are shown in Table IV and, for uniform x's, in and~M' All show significant bias; however, for n = 20 and the normal x design, the median of the 500 values of each of these estimators (minus -.3001675) is closer to zero than is the mean of the 500 values, suggesting that these estimators are median unbiased. Of these estimators,~M has the largest MSE.
The three~2 estimators evidently estimate the pseudomedian of the lognormal distribution. The pseudomedian of a distribution F is the median of the distribution of (21 + 22)/2, where 21 and 22 are independent, each with distribution F (Hollander and Wolfe, 1973, p. 458) . To estimate the pseudomedian of the lognormal distribution, I generated ten independent random samples of 10,000 lognormal variates each and found the median of pairwise averages for each sample. The median of these ten sample medians (minus -.3001675)
was .10. This agrees moderately well with the estimated bias and median of~2,M shown in Table IV .
It is interesting to note that cxLS, although unbiased, has larger MSE for estimating the mean than do the other estimators (excluding~A) for estimating the median. This is true despite the bias of the other estimators and the fact that~2,M is not even estimating the "right" parameter.
SUMMARY
The main findings of the simulation study are: 
