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ON CONJUGACY INVARIANTS OF D∞-TOPOLOGICAL
MARKOV CHAINS
SIEYE RYU
Abstract. A D∞-topological Markov chain can be represented by a pair of
zero-one square matrices, which is called a flip pair. We introduce the concepts
of D∞-strong shift equivalence and D∞-shift equivalence, which are equiva-
lence relations between flip pairs. We investigate the relationships between the
existence of a D∞-conjugacy, the existence of a D∞-strong shift equivalence,
the existence of a D∞-shift equivalence and the coincidence of the Lind zeta
functions.
1. Introduction
Time-reversal symmetry arises in many physically-motivated dynamical systems
such as classical mechanics, thermodynamics and quantum mechanics. In the early
days of dynamical systems, the importance of time-reversal symmetry was recog-
nized in Birkhoff’s study of the restricted three body problem [2]. After Birkhoff’s
work, the study of time-reversal symmetry has been extended. For instance, see
[6, 17]. More information on the topic of time-reversal symmetry is provided in the
survey [14].
In this paper, we are interested in involutory reversing symmetries defined on
topological Markov chains. If an invertible dynamical system (X,T ) possesses an
involutory reversing symmetries, then it can be regarded as an action of the infinite
dihedral group on X. We study conjugacy invariants of the infinite dihedral group
action on topological Markov chains. For conjugacy invariants of actions of other
groups on topological Markov chains (or shifts of finite type), see [5, 4].
We begin by defining reversals. Let (X,T ) be an invertible topological dynamical
system. A homeomorphism ϕ : X → X is said to be a reversal for (X,T ) (or
reversing symmetry of T ) if ϕ is a conjugacy from (X,T ) to (X,T−1):
ϕ ◦ T = T−1 ◦ ϕ. (1.1)
A reversal ϕ for (X,T ) is said to be a flip for (X,T ) (or involutory reversing
symmetry of T ) if the composition of ϕ with itself is equal to the identity map of
X:
ϕ2 = idX . (1.2)
If ϕ is a flip for (X,T ), then we call the triple (X,T, ϕ) a flip system.
Suppose that D∞ is the infinite dihedral group generated by a and b:
D∞ = 〈a, b : ab = ba−1, b2 = 1〉.
Key words and phrases. Flips, D∞-topological Markov chains, D∞-conjugacy, conjugacy in-
variants, D∞-strong shift equivalence, D∞-shift equivalence, the Lind zeta functions.
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To each flip ϕ for (X,T ), there corresponds a unique D∞-action α on X such that
α(a, x) = T (x) and α(b, x) = ϕ(x).
Two flip systems (X,T, ϕ) and (Y, S, ψ) are said to be D∞-conjugate if there is a
homeomorphism θ : X → Y such that
θ ◦ T = S ◦ θ and θ ◦ ϕ = ψ ◦ θ (1.3)
and we write (X,T, ϕ) ∼= (Y, S, ψ). The homeomorphism θ is called a D∞-conjugacy
from (X,T, ϕ) to (Y, S, ψ).
By (1.1) and (1.2), if (X,T, ϕ) is a flip system, then so are (X,T, Tn ◦ ϕ) for all
integers n. By (1.3), Tn are conjugacies from (X,T, ϕ) to (X,T, T 2n ◦ ϕ) for all
integers n. As a result, if two flip systems (X,T, ϕ) and (Y, S, S2n ◦ ψ) are D∞-
conjugate for some integer n, then (X,T, ϕ) and (Y, S, ψ) are D∞-conjugate. On
the other hand, if (X,T, ϕ) and (Y, S, S2n+1 ◦ψ) are D∞-conjugate for some integer
n, then (X,T, ϕ) and (Y, S, S ◦ ψ) are D∞-conjugate. If two flip systems (X,T, ϕ)
and (Y, S, S◦ψ) are D∞-conjugate, then we say that (X,T, ϕ) and (Y, S, ψ) are skew
D∞-conjugate and a D∞-conjugacy from (X,T, ϕ) to (Y, S, S ◦ ψ) will be called a
skew D∞-conjugacy. In general, (Y, S, ψ) is not D∞-conjugate to (Y, S, S ◦ψ). (See
Proposition 4.1.)
Let A be a finite set. If A is a zero-one A×A matrix, then XA will denote the
topological Markov chain (TMC) determined by A:
XA = {x ∈ AZ : ∀ i ∈ Z A(xi, xi+1) = 1}.
In this case, we denote the restriction of the shift map of AZ to XA by σA. If
ϕ is a flip for a TMC (XA, σA), then the flip system (XA, σA, ϕ) will be called a
D∞-topological Markov chain or a D∞-TMC for short.
In this paper, we will study D∞-strong shift equivalence, D∞-shift equivalence
and the Lind zeta functions of D∞-TMCs and investigate the relationships between
them. We first recall the concepts of strong shift equivalence (SSE) and shift
equivalence (SE), which are introduced in [18]. SSE and SE are equivalence relations
between matrices. In [18], Williams proved that two TMCs (XA, σA) and (XB , σB)
are conjugate if and only if there is a SSE between A and B. In the same paper, he
conjectured the existence of a SE guarantees the existence of a SSE. His conjecture,
however, turned out to be false in [8, 9].
The Artin-Mazur zeta function is also well-known conjugacy invariant of TMCs.
The formula for the Artin-Mazur zeta function is found in [1]. It is well known
[13] that the coincidence of the Artin-Mazur zeta functions of topological Markov
chains (XA, σA) and (XB , σB) does not ensure whether or not A and B are shift
equivalent. For more details, see Chapter 7 of [13]. To illustrate the relationships
between these invariants, we introduce some notation. Suppose that A and B are
zero-one square matrices. By A ≈ B, we mean that there is a SSE between A
and B. By A ∼ B, we mean that there is a SE between them. The Artin-Mazur
zeta function of (XA, σA) is denoted by ζA(t). The following diagram indicates the
relationships between the invariants:
(XA, σA) ∼= (XB , σB) ⇔ A ≈ B ⇒ A ∼ B ⇒ ζσA(t) = ζσB (t).
In [7], it is shown that a D∞-TMC is uniquely determined up to D∞-conjugacy
by a certain pair (A, J) of zero-one square matrices, which will be called a flip
pair. (We will give the definition of a flip pair in Section 2.) We will denote
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the D∞-TMC determined by a flip pair (A, J) by (XA, σA, ϕA,J). D∞-strong shift
equivalence (D∞-SSE) and D∞-shift equivalence (D∞-SE) are equivalence relations
between flip pairs, which are analogous to SSE and SE, respectively. In Section 2,
the notion of half elementary equivalence will be introduced. If there is a half
elementary equivalence between two flip pairs (A, J) and (B,K), then there is a
skew D∞-conjugacy (rather than a D∞-conjugacy) between the corresponding D∞-
TMCs (XA, σA, ϕA,J) and (XB , σB , ϕB,K). A D∞-SSE of lag l is a sequence of l half
elementary equivalences. In the same section, we will prove the following theorem,
which is analogous to Williams’ decomposition theorem:
Theorem A. Suppose that (A, J) and (B,K) are flip pairs.
(a) Two D∞-TMCs (XA, σA, ϕA,J) and (XB , σB , ϕB,K) are D∞-conjugate if and
only if there is a D∞-SSE of lag 2l between (A, J) and (B,K) for some positive
integer l.
(b) Two D∞-TMCs (XA, σA, ϕA,J) and (XB , σB , ϕB,K) are skew D∞-conjugate if
and only if there is a D∞-SSE of lag 2l − 1 between (A, J) and (B,K) for some
positive integer l.
In Section 3, we introduce the notion of D∞-SE. As in the case of TMCs, if there
is a D∞-SSE between (A, J) and (B,K), then there is a D∞-SE between them.
In [12], Lind introduced a generalization of the Artin-Mazur zeta function, which
will be called the Lind zeta function. In [7], the Lind zeta functions for D∞-TMCs
are expressed in terms of matrices from flip pairs. From the formula of it, it will
be obvious that the Lind zeta function is a conjugacy invariant of D∞-TMCs. In
Section 4, we will see that not only the existence of a D∞-conjugacy but also
the existence of a skew D∞-conjugacy guarantees the coincidence of the Lind zeta
functions.
In Section 5, we will show that neither the existence of a D∞-SE nor the coinci-
dence of the Lind zeta functions is a complete conjugacy invariant by proving the
following:
Theorem B. Suppose that (A, J) and (B,K) are flip pairs.
(a) The existence of a D∞-SE between flip pairs (A, J) and (B,K) does not imply
that the corresponding D∞-TMCs (XA, σA, ϕA,J) and (XB , σB , ϕB,K) have the same
Lind zeta functions.
(b) The coincidence of the Lind zeta functions of (XA, σA, ϕA,J) and (XB , σB , ϕB,K)
does not guarantee the existence of a D∞-SE from (A, J) to (B,K).
We introduce some notation to illustrate the relationships between the existence
of a D∞-conjugacy, the existence of a D∞-SSE, the existence of a D∞-SE and the
coincidence of the Lind zeta functions. By (A, J) ≈ (B,K), we mean that there is
a D∞-SSE between two flip paris (A, J) and (B,K). By (A, J) ∼ (B,K), we mean
that there is a D∞-SE between them. Throughout the paper, we will assume that
δ is either 0 or 1 and ζA,J(t) will denote the Lind zeta function for (XA, σA, ϕA,J).
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The following diagram indicates the results of this paper:
(XA, σA, ϕA,J ) ∼= (XB , σB , σδB ◦ ϕB,K)KS

(A, J) ≈ (B,K)
'/
(A, J) ∼ (B,K)
px
ζA,J (t) = ζB,K(t)
The relationships of the invariants of D∞-TMCs are distinguished from the rela-
tionships of those for TMCs.
The outline of this paper is as follows. In Section 2, we introduce the notions of
half elementary equivalence and D∞-SSE. In the same section, we prove Theorem
A. We discuss the notion of D∞-SE in Section 3. We devote Section 4 to the Lind
zeta functions of D∞-TMCs. In Section 5, we prove Theorem B. In Section 6, we
consider a further question.
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2. D∞-Strong Shift Equivalence
LetA be a finite set. Suppose that A and J are zero-oneA×Amatrices satisfying
JA = ATJ and J2 = I. (2.1)
Since J is a zero-one non-singular matrix, it follows that there is a unique map
τJ : A → A such that for a, b ∈ A,
J(a, b) = 1 if and only if τJ(a) = b. (2.2)
From J2 = I, we see that τ2J = idA. Since AJ = JA
T, we have
A(a, b) = A(τJ(b), τJ(a)) (a, b ∈ A). (2.3)
If we define ϕJ : AZ → AZ by
ϕJ(x)i = τJ(x−i) (x ∈ AZ; i ∈ Z),
then ϕJ is a flip for (AZ, σ). By (2.3), we have ϕJ(XA) = XA. Thus, the restriction
of ϕJ to XA also becomes a flip for (XA, σA). We denote the restriction by ϕA,J .
A pair (A, J) of zero-one square matrices satisfying (2.1) will be called a flip pair.
A flip ϕ for a shift space (X,σX) is said to be a one-block flip if
x, x′ ∈ X and x0 = x′0 ⇒ ϕ(x)0 = ϕ(x′)0.
In this case, there is a unique map τ : A → A such that τ2 = idA and that
ϕ(x)i = τ(x−i) (x ∈ X; i ∈ Z).
We call τ the symbol map of ϕ. If (A, J) is a flip pair, then it is obvious that ϕA,J
is a one-block flip for (XA, σA) whose symbol map is τJ satisfying (2.2).
The following lemma is proved in [7, 16].
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Lemma 2.1. If (X,σX , ϕ) is a D∞-TMC, then there is a flip pair (A, J) such that
(X,σX , ϕ) ∼= (XA, σA, ϕA,J).
Let (A, J) and (B,K) be flip pairs. A pair (R,S) of zero-one matrices satisfying
A = RS, B = SR, and S = KRTJ
is said to be a half elementary equivalence from (A, J) to (B,K). We note that
S = KRTJ is equivalent to R = JSTK. If there is a half elementary equivalence
from (A, J) to (B,K), then we write (R,S) : (A, J) ∼∼ (B,K).
Proposition 2.2. If (R,S) : (A, J) ∼∼ (B,K), then (XA, σA, ϕJ,A) is skew-D∞
conjugate to (XB , σB , ϕK,B), that is, (XA, σA, ϕJ,A) ∼= (XB , σB , σB ◦ ϕK,B).
Before proving Proposition 2.2, we introduce some notation. Suppose that X is
a shift space over A. If n is a positive integer, we denote the set of all admissible
n-blocks of X by Bn(X):
Bn(X) = {w ∈ An : w occurs in x for some x ∈ X}.
Proof. SinceR and S are zero-one andA = RS, it follows that for all a1a2 ∈ B2(XA),
there is a unique b ∈ B1(XB) such that
R(a1, b) = S(b, a2) = 1.
We define the block map ΓR,S : B2(XA)→ B1(XB) to be
ΓR,S(a1a2) = b ⇔ R(a1, b) = S(b, a2) = 1
for a1a2 ∈ B2(XA) and b ∈ B1(XB). If we define the map γR,S : (XA, σA) →
(XB , σB) by
γR,S(x)i = ΓR,S (xixi+1) (x ∈ XA; i ∈ Z),
then we have γR,S ◦ σA = σB ◦ γR,S .
Since (S,R) : (B,K) ∼∼ (A, J), the block map ΓS,R : B2(XB)→ B1(XA) and the
map γS,R : (XB , σB)→ (XA, σA) are also well-defined:
ΓS,R(b1b2) = a ⇔ S(b1, a) = R(a, b2) = 1 (b1b2 ∈ B2(XB), a ∈ B1(XA))
and
γS,R(y)i = ΓS,R (yiyi+1) (y ∈ XB ; i ∈ Z).
Since γS,R ◦ γR,S = σA and γR,S ◦ γS,R = σB , it follows that γR,S is one-to-one and
onto.
It remains to show that
γR,S ◦ ϕJ,A = (σB ◦ ϕK,B) ◦ γR,S . (2.4)
Since S = KRTJ , it follows that
S(b, a) = 1 ⇔ R(τJ(a), τK(b)) = 1 (a ∈ B1(XA), b ∈ B1(XB))
or equivalently,
R(a, b) = 1 ⇔ S(τK(b), τJ(a)) = 1 (a ∈ B1(XA), b ∈ B1(XB)).
Thus, we obtain
ΓR,S(a1a2) = b ⇔ ΓR,S (τJ(a2)τJ(a1)) = τK(b) (a1a2 ∈ B2(XA)) (2.5)
By (2.5), we have
γR,S ◦ ϕJ,A(x)i = ΓR,S(τJ(x−i)τJ(x−i−1)) = τKΓR,S(x−i−1x−i)
= ϕK,B ◦ γR,S(x)i+1 = (σB ◦ ϕK,B) ◦ γR,S(x)i
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and (2.4) is proved. (See also the diagrams below.) 
The following diagram indicates (2.5):
a1
A //
R

a2 ⇔ τJ(a2) A //
R $$
τJ(a1)
b
S
@@
τK(b)
S
::
If we underline the zero-th coordinate of a bi-infinite sequence x, that is,
x = · · ·x−2x−1x0x1x2 · · · ,
then the following diagram indicates (2.4).
· · · x−1 A //
R
%%
x0
A //
R
  
x1 · · ·
· · · y−1
B
//
S
==
y0
S
::
· · ·
m
· · · τJ(x1) A //
R &&
τJ(x0)
A //
R $$
τJ(x−1) · · ·
· · · τK(y0)
B
//
S
::
τK(y−1)
S
77
· · ·
Let (A, J) and (B,K) be flip pairs. A sequence of l half elementary equivalences
(R1, S1) : (A, J) ∼∼ (A2, J2),
(R2, S2) : (A2, J2) ∼∼ (A3, J3),
...
(Rl, Sl) : (Al, Jl) ∼∼ (B,K)
is said to be a D∞-SSE of lag l from (A, J) to (B,K). If there is a D∞-SSE of lag
l from (A, J) to (B,K), then we say that (A, J) is D∞-strong shift equivalent to
(B,K) and write (A, J) ≈ (B,K) (lag l), or simply (A, J) ≈ (B,K).
By Proposition 2.2, it is clear that
(A, J) ≈ (B,K) (lag l) ⇒ (XA, σA, ϕJ,A) ∼= (XB , σB , σBl ◦ ϕK,B). (2.6)
Because σB
l is a conjugacy from (XB , σB , ϕK,B) to (XB , σB , σB
2l ◦ ϕK,B), the im-
plication in (2.6) can be rewritten as follows:
(A, J) ≈ (B,K) (lag 2l) ⇒ (XA, σA, ϕJ,A) ∼= (XB , σB , ϕK,B) (2.7)
and
(A, J) ≈ (B,K) (lag 2l − 1) ⇒ (XA, σA, ϕJ,A) ∼= (XB , σB , σB ◦ ϕK,B).
We will see that (XB , σB , ϕK,B) is not D∞-conjugate to (XB , σB , σB ◦ ϕK,B) but
they share the same Lind zeta functions in Proposition 4.1.
In order to prove Theorem A, we introduce the notion of a higher block shift-flip
system. We first indicate some notation. Suppose that A is a finite set. When n
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is a positive integer, we define the n-th mirror map ρn : An → An, the n-th initial
map in :
⋃∞
k=nAk → An and the n-th terminal map tn :
⋃∞
k=nAk → An by
ρn(a1a2 · · · an) = an · · · a2a1 (a1a2 · · · an ∈ An),
in(a1a2 · · · am) = a1a2 · · · an (a1a2 · · · am ∈ Am; m ≥ n)
and
tn(a1a2 · · · am) = am−n+1am−n+2 · · · am (a1a2 · · · am ∈ Am; m ≥ n).
For notational convenience, we drop n and denote the n-th mirror map by ρ. It
would be clear what ρ indicates in the context. We also denote the restrictions of
ρ, in, tn to Bn(X) by ρ, in, tn when X is a shift space over A.
Suppose that (X,σX) is a shift space and that ϕ is a one-block flip for (X,σX)
with a symbol map τ . The n-th higher block system (Xn, σn) has a natural one-
block flip ϕn whose symbol map is ρ ◦ τn:
ϕn(x)i = (ρ ◦ τn)(x−i) (x ∈ Xn; i ∈ Z).
For instance, if x ∈ X, then we have
· · ·
[
x0
x−1
] [
x1
x0
] [
x2
x1
]
· · · ∈ X2
and
ϕ2
(
· · ·
[
x0
x−1
] [
x1
x0
] [
x2
x1
]
· · ·
)
= · · ·
[
τ(x1)
τ(x2)
] [
τ(x0)
τ(x1)
] [
τ(x−1)
τ(x0)
]
· · · .
For notational simplicity, we drop the subscript n and write τ = τn.
τ(a1a2 · · · an) = τ(a1)τ(a2) · · · τ(an).
The shift-flip system (Xn, σn, ϕn) will be called the n-th higher block shift-flip sys-
tem of (X,σX , ϕ).
For each positive integer n, we define zero-one Bn(XA) × Bn(XA) matrices An
and Jn by
An(u, v) =
{
1 if tn−1(u) = in−1(v),
0 otherwise
(
u, v ∈ Bn(XA)
)
and
Jn(u, v) =
{
1 if v = (ρ ◦ τ)(u),
0 otherwise
(
u, v ∈ Bn(XA)
)
so that (An, Jn) is a flip pair for (Xn, σn, ϕn).
Lemma 2.3. For each positive integer n, we have
(A1, J1) ≈ (An+1, Jn+1) (lagn).
Proof. For each k = 1, 2, · · · , n, we define a zero-one Bk(XA) × Bk+1(XA) matrix
Rk and a zero-one Bk+1(XA)× Bk(XA) matrix Sk by
Rk(u, v) =
{
1 if u = ik(v),
0 otherwise,
(
u ∈ Bk(XA), v ∈ Bk+1(XA)
)
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and
Sk(v, u) =
{
1 if u = tk(v),
0 otherwise
(
u ∈ Bk(XA), v ∈ Bk+1(XA)
)
.
It is straightforward to see that (Rk, Sk) : (Ak, Jk) ∼∼ (Ak+1, Jk+1) for each k. 
In the rest of the section, we prove (a) in Theorem A. (b) is an immediate
consequence of (a) and Lemma 2.3. We denote the flip pairs for the n-th higher block
shift-flip systems of (XA, σA, ϕA,J) and (XB , σB , ϕB,K) by (An, Jn) and (Bn,Kn),
respectively.
Suppose that ψ : (XA, σA, ϕA,J) → (XB , σB , ϕB,K) is a conjugacy. Then there
are nonnegative integers s and t and a block map Ψ : Bs+t+1(XA)→ B1(XB) such
that
ψ(x)i = Ψ(x[i−s,i+t]) (x ∈ XA; i ∈ Z).
We may assume that s+t is even by extending window size if necessary. By Lemma
2.3, there is a D∞-SSE of lag (s+ t) from (A, J) to (As+t+1, Js+t+1). From (2.7),
the (s+ t+ 1)-th higher block code h is a D∞-conjugacy. It is clear that there is a
one-block conjugacy ψ′ induced by ψ from the (s+ t+ 1)-th higher block shift-flip
system to (XB , σB , ϕB,K) satisfying ψ = ψ
′ ◦ h. We need to prove that there is a
D∞-SSE of lag 2l from (As+t+1, Js+t+1) to (B,K) for some positive integer l. We
may assume that s = t = 0 and prove that there is a D∞-SSE of lag 2l from (A, J)
to (B,K) for some positive integer l.
If ψ−1 is the inverse of ψ, there is a nonnegative integer m such that
y, y′ ∈ XB and y[−m,m] = y′[−m,m] ⇒ ψ−1(y)0 = ψ−1(y′)0. (2.8)
For each k = 1, 2, · · · , 2m+ 1, we define a set Ak by
Ak =

 vw
u
 : u, v ∈ Bi(XB), w ∈ Bj(XA) and uΨ(w)v ∈ Bk(XB)
 ,
where i = bk−12 c and j = k − 2bk−12 c. Next, we define Ak × Ak matrices Mk and
Fk to be
Mk
( vw
u
 ,
 v′w′
u′
) = 1 ⇔
 vΨ(w)
u
 v′Ψ(w′)
u′
 ∈ B2(XBk)
and ww′ ∈ B2(XAj )
and
Fk
( vw
u
 ,
 v′w′
u′
) = 1 ⇔ u′ = (ρ ◦ τK)(v), w′ = (ρ ◦ τJ)(w)
and v′ = (ρ ◦ τK)(u)
for all  vw
u
 ,
 v′w′
u′
 ∈ Ak.
A direct calculation shows that (Mk, Fk) is a flip pair for each k.
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Now, we construct a D∞-SSE of lag 2m from (A, J) to (M2m+1, F2m+1). Define
a zero-one Ak ×Ak+1 matrix Rk and a zero-one Ak+1 ×Ak matrix Sk to be
Rk
( vw
u
 ,
 v′w′
u′
) = 1 ⇔ uΨ(w)v = ik (u′Ψ(w′)v′)
and t1(w) = i1(w
′)
and
Sk
( v′w′
u′
 ,
 vw
u
) = 1 ⇔ tk (u′Ψ(w′)v′) = uΨ(w)v
and t1(w
′) = i1(w),
for all  vw
u
 ∈ Ak and
 v′w′
u′
 ∈ Ak+1.
A direct calculation shows that
(Rk, Sk) : (Mk, Fk) ∼∼ (Mk+1, Fk+1).
Because M1 = A and F1 = J , we obtain
(A, J) ≈ (M2m+1, F2m+1) (lag 2m). (2.9)
Finally, (2.8) implies that theD∞-TMC determined by the flip pair (M2m+1, F2m+1)
is equal to the (2m + 1)-th higher block shift-flip system of (XB , σB , ϕK,B) by re-
coding of symbols. From Lemma 2.3, we have
(B,K) ≈ (M2m+1, F2m+1) (lag 2m). (2.10)
From (2.9) and (2.10), it follows that
(A, J) ≈ (B,K) (lag 4m)

3. D∞-Shift Equivalence
Let (A, J) and (B,K) be flip pairs and let l be a positive integer. A D∞-SE of lag
l from (A, J) to (B,K) is a pair (R,S) of nonnegative integral matrices satisfying
Al = RS, Bl = SR, AR = RB, and S = KRTJ.
We observe that AR = RA, S = KRTJ and the fact that (A, J) and (B,K) are flip
pairs imply SA = BS. If there is a D∞-SE of lag l from (A, J) to (B,K), then we
say that (A, J) is D∞-shift equivalent to (B,K) and write (R,S) : (A, J) ∼ (B,K)
(lag l), or simply (A, J) ∼ (B,K). Suppose that
(R1, S1), (R2, S2), · · · , (Rl, Sl)
is a D∞-SSE of lag l from (A, J) to (B,K). If we set
R = R1R2 · · ·Rl and S = Sl · · ·S2S1,
then (R,S) is a D∞-SE of lag l from (A, J) to (B,K). Hence,
(A, J) ≈ (B,K) (lag l) ⇒ (A, J) ∼ (B,K) (lag l).
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4. The Lind Zeta Functions
Suppose that G is a group and that α is a G-action on X. Let F denote the set
of finite index subgroups. For each H ∈ F , we set
pH(α) = |{x ∈ X : ∀h ∈ H α(h, x) = x}|.
The Lind zeta function ζα of the action α is defined by
ζα(t) = exp
(∑
H∈F
pH(α)
|G/H| t
|G/H|
)
.
It is clear that if α : Z × X → X is given by α(n, x) = Tn(x), then the Lind
zeta function ζα becomes the Artin-Mazur zeta function ζT [1]. Lind defined this
function in [12] for the case G = Zd.
We briefly discuss an explicit formula for the Lind zeta function of a flip system
(X,T, ϕ). For more details, see [7]. Every finite index subgroup of D∞ = 〈a, b :
ab = ba−1 and b2 = 1〉 can be written in one and only one of the following forms:
〈am〉 or 〈am, akb〉 (m = 1, 2, · · · ; k = 1, 2, · · · ,m− 1)
and has index
|G2/〈am〉| = 2m or |G2/〈am, akb〉| = m.
If m is a positive integer, then the number of periodic points in X of period m will
be denoted by pm(T ):
pm(T ) = |{x ∈ X : Tm(x) = x}|.
If m is a positive integer and n is an integer, then pm,n(T, ϕ) will denote the number
of points in X fixed by Tm and Tn ◦ ϕ:
pm,n(T, ϕ) = |{x ∈ X : Tm(x) = Tn ◦ ϕ(x) = x}|.
Now, we obtain
ζT,ϕ(t) = exp
( ∞∑
m=1
pm(T )
2m
t2m +
∞∑
m=1
m−1∑
k=0
pm,k(T, ϕ)
m
tm
)
.
The definition of a flip gives that
pm,n(T, ϕ) = pm,n+m(T, ϕ) = pm,n+2(T, ϕ)
and this implies
pm,n(T, ϕ) = pm,0(T, ϕ) if m is odd, (4.1)
pm,n(T, ϕ) = pm,0(T, ϕ) if m and n are even,
pm,n(T, ϕ) = pm,1(T, ϕ) if m is even and n is odd.
Hence, we obtain
m−1∑
k=0
pm,n(T, ϕ)
m
=

pm,0T, F if m is odd,
pm,0(T, ϕ) + pm,1(T, ϕ)
2
if m is even.
The Lind zeta function ζT,ϕ of a flip system (X,T, ϕ) is given by
ζα(t) = ζT (t
2)
1/2
exp (GT,ϕ(t)) ,
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where ζT is the Artin-Mazur zeta function of (X,T ) and
GT,ϕ(t) =
∞∑
m=1
(
p2m−1,0(T, ϕ) t2m−1 +
p2m,0(T, ϕ) + p2m,1(T, ϕ)
2
t2m
)
.
It is evident if the flip systems (X,T, ϕ) and (X ′, T ′, ϕ′) are D∞-conjugate, then
pm(T ) = pm(T
′)
and
pm,n(T, ϕ) = pm,n(T
′, ϕ′)
for all positive integers m and integers n. As a consequence, the Lind zeta function
is a conjugacy invariant.
Proposition 4.1. If (X,T, ϕ) is a flip system, then
p2m−1,0(T, ϕ) = p2m−1,0(T, T ◦ ϕ),
p2m,0(T, ϕ) = p2m,1(T, T ◦ ϕ), and
p2m,1(T, ϕ) = p2m,0(T, T ◦ ϕ) (m = 1, 2, · · · ),
As a consequence, the Lind zeta functions for (X,T, ϕ) and (X,T, T ◦ ϕ) are the
same.
Proof. The last equality is trivially true. To prove the first two equalities, we
observe that x is fixed by Tm and ϕ if and only if Tx is fixed by Tm and T ◦ (T ◦ϕ)
for all positive integers m:
Tm(x) = ϕ(x) = x ⇔ Tm(Tx) = T ◦ (T ◦ ϕ)(Tx) = Tx.
Thus, we have
pm,0(T, ϕ) = pm,1(T, T ◦ ϕ) (m = 1, 2, · · · ). (4.2)
Replacing m with 2m yields the second equality. From (4.1) and (4.2), the first one
follows. 
Corollary 4.2. Let (A, J) and (B,K) be flip pairs. If there is a D∞-SSE of lag l
from (A, J) to (B,K) for some positive integer l, then the Lind zeta functions for
(XA, σA, ϕJ,A) and (XB , σB , ϕK,B) are the same.
Let (A, J) be a flip pair again. It is well-known [13] that
pm(σA) = tr(A
m) (m = 1, 2, · · · ).
In [7], a similar formula for pm,δ(σX , ϕ) is established when m is a positive integer.
In order to present it, we indicate notation. If M is a square matrix, then ∆M will
denote the column vector whose i-th coordinates are identical with i-th diagonal
entries of M , that is
∆M (i) = Mii.
For instance, if I is the 2× 2 identity matrix, then
∆I =
[
1
1
]
.
With this notation, we obtain a formula for pm,n(σX , ϕ) as follows.
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Proposition 4.3. If (A, J) is a flip pair, then
p2m−1,0(σA, ϕJ,A) = ∆JT
(
Am−1
)
∆AJ ,
p2m,0(σA, ϕJ,A) = ∆J
T (Am) ∆J and
p2m,1(σA, ϕJ,A) = ∆JA
T
(
Am−1
)
∆AJ (m = 1, 2, · · · ).
5. The Relationships between The Invariants
In Section 2, we showed that two D∞-TMCs (XA, σA, ϕA,J) and (XB , σB , ϕB,K)
are D∞-conjugate if and only if there is a D∞-SSE of lag 2l between (A, J) and
(B,K) for some positive integer l. In Section 3, we introduced a notion of D∞-SE,
which is a conjugacy invariant of D∞-TMCs. The Lind zeta function discussed
in Section 4 is also a conjugacy invariant. In this section, we will show that D∞-
SE and the Lind zeta function are not complete conjugacy invariants by proving
Theorem B. The following example proves (a) of Theorem B.
Example 1. Let (A, I) and (A, J) be flip pairs given by
A =
[
1 1
1 1
]
, I =
[
0 1
1 0
]
and J =
[
0 1
1 0
]
.
Direct computations yields that
(Al, Al) : (A, I) ∼ (A, J) (lag 2l)
for all positive integers l. The correspondingD∞-TMCs (XA, σA, ϕA,I) and (XA, σA, ϕA,J),
however, do not share the same Lind zeta functions:
ζA,I(t) =
1√
1− 2t2 exp
(
2t+ 3t2
1− 2t2
)
,
ζA,J(t) =
1√
1− 2t2 exp
(
t2
1− 2t2
)
.
The following example proves (b) of Theorem B.
Example 2. Let
A =

1 1 1 0 0 0 0
0 1 0 1 0 0 0
0 0 1 0 0 1 0
0 0 0 1 0 0 1
1 1 1 0 1 0 0
1 1 1 0 0 1 0
0 0 0 1 1 0 1

, B =

1 1 0 0 0 0 0
0 1 1 0 1 0 0
0 0 1 0 0 1 1
0 0 0 1 0 1 1
1 1 0 0 1 0 0
0 0 0 0 1 1 0
0 0 0 1 0 0 1

,
C =

1 1 0 0 0 0 0
0 1 0 1 1 1 0
0 0 1 1 1 1 0
0 0 0 1 0 0 1
1 0 0 0 1 0 0
0 0 1 0 0 1 0
0 0 0 1 1 1 1

and J =

1 0 0 0 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 1 0
0 0 0 0 0 0 1
0 1 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 1 0 0 0

.
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Then (A, J), (B, J) and (C, J) are flip pairs. The corresponding D∞-TMCs to the
flip pairs share the same Lind zeta functions:√
1
t2(1− t2)4(1− 3t2 + t4) exp
( t+ 3t2 − t3 − 2t4
1− 3t2 + t4
)
.
Actually, they have the same numbers of fixed points:
pm = 4 + λ
m + µm,
p2m−1,0 =
8λm − 3λm−1
11λ− 4 +
8µm − 3µm−1
11µ− 4 ,
p2m,0 =
λm+1
11λ− 4 +
µm+1
11µ− 4 ,
p2m,1 =
55λm − 21λm−1
11λ− 4 +
55µm − 21µm−1
11µ− 4 (m = 1, 2, · · · ).
Here, λ and µ are the zeros of t2 − 3t+ 1:
λ =
3 +
√
5
2
and µ =
3−√5
2
.
If there is a D∞-SE (R,S) between two flip pairs (A, J) and (B,K), then (R,S)
also becomes a SE between A and B. Direct computations show that A and B are
shift-equivalent. The matrices A and B have the same Jordan canonical forms up
to the order of Jordan blocks while, Jordan canonical form of C is different from
them. This implies that A  C and B  C. (For more details, see [15] or Section
7.4 of [13].) From this, we see that (C, J) cannot be D∞-shift equivalent to (A, J)
or (B, J).
Now, we show that if R and S satisfy
A2l = RS, B2l = SR, AR = RB and S = JRTJ
for some positive integer l, then R and S are not integral matrices.
Let J denote the Jordan canonical form of A or B:
J =

λ
µ
0
1 1 0 0
0 1 1 0
0 0 1 1
0 0 0 1

.
The basic theorem on Jordan canonical form tells us that there are non-singular
real matrices P and Q such that
A = PJP−1 and B = QJQ−1.
Since AR = RB, it follows that A(RQ) = (RQ)J . Similarly, from SA = BS, it
follows that B(SP ) = (SP )J . Since det(A) and det(B) are non-zero and A2l = RS
and B2l = SR, R and S are non-singular. Thus,
A = (RQ)J (RQ)−1 and B = (SP )J (SP )−1.
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Direct calculations yield that RQ and SP have the following forms:
RQ = P

r1 0 0 0 0 0 0
0 r2 0 0 0 0 0
0 0 r3 0 0 0 0
0 0 0 r4 r5 r6 r7
0 0 0 0 r4 r5 r6
0 0 0 0 0 r4 r5
0 0 0 0 0 0 r4

and
SP = Q

s1 0 0 0 0 0 0
0 s2 0 0 0 0 0
0 0 s3 0 0 0 0
0 0 0 s4 s5 s6 s7
0 0 0 0 s4 s5 s6
0 0 0 0 0 s4 s5
0 0 0 0 0 0 s4

for some real numbers r1, · · · , r7 and s1, · · · , s7. From S = JRTJ , A2l = RS and
B2l = SR, it follows that
r21 = λ
l, r22 = µ
l, r23 = 0,
r4 = ±1, r5 = ±l, r6 = ± l(l − 1)
2
and r7 = ± l(l − 1)(l − 2)
6
and it can be shown that all the entries of R and S are not integers.
6. A Further Question
The existence of SSE between two defining matrices is a necessary and sufficient
condition for the corresponding shifts of finite type to be conjugate. However, there
is no known algorithm for deciding whether two matrices are strong shift equivalent.
Classification of shifts of finite type up to conjugacy has been one of the central
problems in symbolic dynamics for many years.
Let
A =

1 1 0 0 0 0 0 0
0 0 1 0 0 0 1 0
0 0 0 1 0 1 0 0
0 1 0 0 0 0 0 1
1 0 0 0 1 0 0 0
0 0 0 0 1 0 0 1
0 0 1 0 0 1 0 0
0 0 0 1 0 0 1 0

and B =
[
1 1
1 1
]
.
The TMC (XA, σA) is known as Ashley’s eight-by-eight (See Problem 3.2. (2)
of [3] or Example 2.2.7 of [10].) and (XB , σB) is the full 2-shift. The following
question is due to J. Ashley in 1989:
Question 1. Is (XA, σA) conjugate to (XB , σB)?
As in the case of shifts of finite type, it is currently unknown how to classify
D∞-TMCs up to D∞-conjugacy.
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If we set
J =

0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1
1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0

, I =
[
1 0
0 1
]
and K =
[
0 1
1 0
]
,
then (A, J), (B, I) and (B,K) become flip pairs. In Example 1, we calculated the
Lind zeta functions of (XB , σB , ϕB,I) and (XB , σB , ϕB,K) and showed that they
are not D∞-conjugate. However, a direct calculation tells us that the Lind zeta
functions of (XA, σA, ϕA,J) and (XB , σB , ϕB,K) coincide. Moreover, if we set
R = 2

1 1
1 1
1 1
1 1
1 1
1 1
1 1
1 1

and S = 2
[
1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1
]
,
then (R,S) is a D∞-SE of lag 6 from (A, J) to (B,K).
We conclude the paper with the following question:
Question 2. Is (XA, σA, ϕA,J) is D∞-conjugate to (XB , σB , ϕB,K)?
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