Introduction
By \time series", we generally mean a sequence of data values indexed sequentially in time, usually spaced at equal time increments. Statistical methods for the analysis of time series data have generally been developed under the assumption that the series to be analyzed consists of tens, hundreds, or perhaps thousands of such data values. Analytical techniques have been proposed for inferring the structural form (or model) of a time series, estimation of model parameters, and prediction of values for time frames not yet observed. Another more specialized form of analysis is the detection or location of changes in the series, i.e. time frames at which the basic structure of the generating process appears to be altered.
In recent years, improvements in measurement and computational technologies have made possible the collection or generation of time series data sets which are very much larger than those of interest a few decades ago. Examples include time series generated in speech recognition, weather monitoring, and satellite imaging problems. In addition to these physical measurement systems, computer models have been developed which simulate physical systems and often produce output in the form of time series. Computer models which simulate molecular dynamics, engineered structures under stress, and global climate are examples of current interest to the DOE.
Modern scienti c activities, both physical and computational, can result in time series of many thousands or even millions of data values. Because of the sheer quantity, particularly in computational activities, animated graphic techniques are often used to generate a \movie" for visual analysis. Of major interest to the scienti c investigator is the question of where changes may occur in the time series, where the nature of these changes may not be well de ned. A related problem is that of detecting \outliers" or \transients" which may not be associated with a permanent change in the state of the system, but are in some sense meaningfully di erent from other output values nearby in time.
For very long time series, however, visual inspection by animated graphics can be unsatisfactory due to the length of the presentation which must be viewed by the investigator. The purpose of the research reported here is to develop a statistically motivated algorithm to screen very long time series data for the presence of potentially interesting changes and outliers. If successful, such an algorithm would be of considerable value, since it would allow physical and computational scientists to concentrate most of their e ort on inspecting relatively short data segments of potentially greater scienti c interest.
Statistical Change Point Problems
Within the statistical literature, the detection of change in an ordered sequence of observations, including time series, is often referred to as the \change point problem." Some of the earliest statistical work in change point problems can be credited to Page (1954 Page ( , 1955 Page ( , 1957 ) who developed change point detection schemes for the situation in which observations are statistically independent over time, the pre-and post-change distributions are known, and all that must be determined is the time of change. This corresponds in some cases to CUSUM procedures, and was an important contribution to the development of control charts. Cherno and Zacks (1964) also examined data assumed to be independent realizations, where each distribution is Gaussian and the change is a shift of known direction but unknown magnitude in the mean. Hinkley (1970 Hinkley ( ,1971 derived the maximum likelihood estimate of the time of an unknown change in the mean under a model of independent Gaussian measurements. James et al. (1987) compared the performance of some of these and other procedures developed under models of independent Gaussian observations. Most work described in the literature relies on the assumption of independent observations; an exception is Box and Tiao (1965) , who considered detection of a shift in the mean of a nonstationary integrated moving average process. Three examples of more recent treatments of change point detection methods are given by Yao (1988) , Gordon and Smith (1990) , and Barry and Hartigan (1993) .
A recent book by Brodsky and Darkhovsky (1994) presents a summary of work done on change point problems. They present an argument (pp [15] [16] showing that for an arbitrary change in a stochastic process model, a transformation of the process exists so that in the transformed process, the change a ects the expectation. They interpret this as justi cation for concentrating e ort on procedures which detect changes in the mean, but this argument may be primarily of theoretical value.
Most of the methods which have been described seem to be inappropriate for our purposes for at least one of the following reasons:
1. The changes for which these methods have been developed are generally changes in the mean of the stochastic process only; the variance of the data is assumed to be constant throughout the time series, and all observations are usually modeled as mutually independent random variables.
2. Existing methods developed for analysis of all data simultaneously generally require algorithms with computational complexity of O(N 2 ) or greater, where N is the length of the time series.
3. Control chart methods are ordinarily designed for sequential operation as the data are being generated, where the aim is to detect changes as quickly as possible after their occurrence.
Because we are interested in more general classes of change than simple changes in mean over time (e.g. deviations from established trends, changes in variability, et cetera), (1.) seems an unacceptable restriction for our purposes. For practical reasons, (2.) is very undesirable because our intended applications will often involve quite large values of N. Finally, although control chart techniques may be of some use for our problem, (3.) is an unnecessary restriction in our setting and may limit the performance characteristics of control charts relative to what may be done with access to more data. Because of these problems with existing methods, we have begun development of a di erent approach, as described below.
Statistical Model
Our basic data model is a stationary Gaussian stochastic process. Letting y i represent the data variate generated at the i th time step, a stationary Gaussian model is then completely de ned by:
A change point is de ned as any time at which the mean or covariance function changes, and a potential outlier is one or a very few contiguous data points which would have very low probability under models which t the surrounding data well.
We use a Gaussian process for computational convenience, and because it provides a realistic class of models for many interesting time series. However, some series may require transformation before analysis, e.g. series which are always positive and relatively more variable when series values are relatively great may bene t from a logarithmic or similar transformation. This statistical model is usually not based on physical or mathematical knowledge about how the data are generated. Rather, it may more realistically be said to re ect idealized \uncertainty" about the time series. Given this interpretation, a Bayesian view of the issue of change point and outlier detection may be most appropriate.
Basic Method
Let y P denote the collection or vector of data values generated in a contiguous \window" of time steps, i.e. P = i; j], i < j represents the window comprised of the ith, i + 1st, i + 2nd, : : :, jth time steps. A \prediction" or \forecast" of y P , based on data which are located before P in time,can be constructed via the commonly used conditional approach to Gaussian time series. For speci ed parameter values, a commonly used forecast based on data from a conditioning window C with C < P (i.e. C occurring before P in time) is the mean of the conditional Gaussian density E (Y P jy C ) sometimes called the predictive density in Bayesian applications. (The notation capital Y is used to denote the random vector of which y is the corresponding realization.) A fully Bayesian approach could begin with placing a subjective prior on the process parameters and generating a corresponding (generally) nonGaussian predictive density for y P . Here we shall take a more expedient route (similar in spirit to the approach described in Currin et al. (1991)), estimating the parameters from an estimation window of dataE < P , not necessarily the same as C, resulting in a predictive Gaussian density
A measure of the quality of this prediction is its evaluation at the observed data value, i.e.
E (Y P jy C )
The basic idea behind our approach to detecting a change point is the comparison of two predictions y P , one a \forecast" as described above, and the other a \backcast" that is based on data from windows which are subsequent to P in time. Formally, for a window P of data, we also select windows: C 1 ; P; E 1 < P and C 2 ; P; E 2 > P The statistic is then de ned as the log of the ratio of the larger to the smaller evaluated predictive densities, or equivalently.
S(P ) = j log E1 (Y P jy C 1 ) ? log E 2 (y P jy C 2 )j Without the absolute value, this is the statistic associated with the likelihood ratio test where one hypothesis is that the distribution of Y P corresponds to the parameters estimated from E 1 , given y C 1 , and the other is that the distribution of Y P corresponds to the parameters estimated from E 2 , given y C 2 . Figure 1 displays graphically the relationships which exist between these windows. Although in principle C 1 could appear anywhere before P in time, the predictor is most strongly in uenced by the conditioning data if the two windows are close together since correlations between data in the two windows are usually strongest in this case. Also, it is reasonable that the estimation windows should be relatively large, since parameter estimates should be reliable. Finally, because our approach assumes that the forecast and backcast should be equally reliable when changes or outliers do not occur, symmetry of size and placement of the estimation windows and conditioning windows around P is desirable.
When the time series is \well behaved" without change points or outliers, values of S should be small since both forecast and backcast would be expected to predict about equally well. On the other hand, if a change point exists in E 1 (E 2 ), i.e. the mean or covariance function changes somewhere in this window, the forecast (backcast) should su er due to loss of accuracy in the process parameters. Similarly, if an outlier exists in C 1 (C 2 ), the forecast (backcast) should also lose accuracy. Both predictions will be relatively poor if the change point or outlier is actually in P , but this would not necessarily a ect the comparative form of S. Hence a large value of S(P ) should be interpreted as evidence for a change or outlier in at least one of the ve data windows.
The procedure described above is used by \sliding" the arrangement of 5 windows through the entire time series, evaluating S at each time-step increment. The result is a second time series consisting of the values of S generated. Intervals of time over which S is relatively large are agged as containing potential change points or outliers, and subsequently reviewed graphically by the investigator to characterize their meaning in the context of the problem.
The approach described here for detecting changes is di erent from that which motivates control chart methodology. In control chart applications, the goal is generally to detect changes or outliers sequentially, as the data are actually generated. A common approach to control charting for correlated data is to examine predictive residuals { in our case, the di erence between predictions of the data in P based on data appearing before it, and their observed values, eg. Alwan and Roberts (1988) . An \out of control" signal is issued if the absolute value of the predictive residual exceeds some speci ed value. In contrast to this, we are not limited to using data from before P , but have access to later data from which our backcast is formed. If a change occurs in the series just before P , the backcast should more reliably predict y P than the forecast. Similarly, if a change occurs in the series just after P , the forecast should more reliably predict y P than the backcast. In either case, S(P ) will tend to be larger than it would be if no changes occur within any of the windows. Using data on both sides of a potential change should produce a more e ective detection method than one based simply on data preceding the potential change. In addition, we conjecture that using two predictions in this manner should make this method somewhat less dependent on the Gaussian assumption. Any prediction method based on the Gaussian assumption may be prone to erroneous predictions when changes are not actually present; this can seriously damage the e ectiveness of a control chart procedure. However, by comparing two such predictions, some of this e ect may be \canceled out" { S(P ) may be less sensitive to non-Gaussian behavior than a statistic based on a single prediction.
Reference Values for S
Here we will assume that the conditioning windows are of equal size, the estimation windows are of equal size, and the window arrangement is symmetric about the center of P as depicted in Figure 1 . Consider the \signed" version of S(P ), i.e. without the absolute value:
S sign (P) = log E1 (y P jy C1 ) ? log E2 (y P jy C2 ) (2) where^ andP and denote estimates, based on data indicated by their subscripts, of the conditional mean vectors and variance matrices indicated by their arguments. Under the \null hypothesis" of no change in process parameters, and assuming that the parameter estimates are consistent, the two determinants are asymptotically equal as n E , the common width of the estimation windows, increases:
where Q(P jC 1 ) and Q((P jC 2 ) are the quadratic forms shown in (2) with true parameter values substituted for estimates associated with E 1 and E 2 , respectively. Under the model of no change, each quadratic form has a 2 n P distribution, where n P is the width of P . Hence, E Q(P jC 1 )] = E Q(P jC 2 )] = n P V ar Q(P jC 1 )] = V ar P jC 2 )] = 2n P It follows immediately that the distribution of S sign (P) is symmetric about zero. Complete speci cation of the distribution is di cult because the two quadratic forms are correlated. However, an upper limit on the variance is 2n P , which would be achieved only when the covariance of Q(P jC 1 ) and Q(P jC 2 ) is as small as possible. Hence, an upper bound on \k standard deviations" of S sign is k p 2n P , and deviations of more than this from the mean of S sign correspond to values of S greater than k p 2n P . Conservative values of k can be selected based on Chebyshev's inequality; the probability critical value by this bound is q 2n P .
Computational Issues
Parameter Estimation: In the early stages of this research, we attempted to use reasonable parametric forms for B and apply the method of maximum likelihood to estimate process parameters within each of E 1 and E 2 but this appeared to be too computationally demanding for our purposes. We have also used simple closed-form estimators which are popular in are time series literature, e.g. values, respectively. Although somewhat less precise than MLE's derived under an appropriate parametric model of covariance, these estimators can be quickly computed and easily updated as the windows slide over the data stream. However, a disadvantage of these estimators is that they can result in estimated variance matrices which are not positive de nite, especially when C and/or P are large windows and the output is a smoothly varying function of time.
In order to avoid numerical problems associated with parameter estimation, we currently use a di erent covariance estimator: This \circular" estimator is not as appealing as (4), but is consistent as n E increases relative to n C + n P . As a more practical matter, let T Y E] represent the n E -element vector whose i th element is the i ? 1st element of Y E , i = 2, 3, : : :, n E , and whose rst element is the n E th element of Y E . Then it can be shown that (5) results in estimated covariance matrices which are positive de nite so long as there are not exact linear dependencies among Y E , T Y E ], T 2 Y E ], : : :, T n C +n P Y E ], and the n E -element column vector of 1's.
Computational E ort: The procedure as described above requires calculation of O(N) . For each evaluation of S(P ) , a large portion of the e ort goes into calculating the determinant and inverse of the estimated conditional variance matrices of Y P . For conditioning and prediction windows of width n C and n P , respectively, this e ort is of O((n C + n P ) 3 ).
Trends
As with most \omnibus" tests designed to detect a condition which is not narrowly de ned (e.g. \change" in our case), there are some relatively simple data patterns which can yield problems. One such pattern is response data which contain a simple linear trend in time, e.g.
where 2 is now a realization of a stationary Gaussian process. As n E becomes large relative to n C + n P , the estimated covariances of interest,B E (d), all increase, and apparent correlations between values separated by d, d n C + n P , all approach 1. As a result the variance matrices required to calculate likelihood become ill-conditioned, or even \numerically singular".
A simple solution to this problem, and one we advocate at this point, is transformation of y by a di erence operator. In this case, the rst order di erence transformation of the time series, i.e. the series y i+1 ? y i , i.e. is stationary and in many cases leads to fewer numerical problems in our algorithm. Similarly, quadratic trends can be addressed by the second-order di erence operator y i+2 ? 2y i+1 + y i , and so forth.
Finally, note that even though we have spoken of y as if it were a realization from a stochastic process Y , this is mainly conceptual. The actual data may be generated by a deterministic process,as with a non-stochastic computer model. A simple example of this is the above linear trend without a random component, i.e. an exact linear trend in time. In this case, rst-di erences are (numerically) even worse than the original series for our algorithm, since all estimated covariances will be exactly zero. However, in this case the situation is at least easy to detect; variance estimates of zero indicate that the data are constant if a di erence transformation has not been made, or exactly follow an r th degree polynomial in time if r th di erences are being analyzed. Since deterministic computer models may produce output which approaches a steady state re ected by such a simple function in time, implementations of this procedure should probably include a check for zero variances. The series is plotted in Figure 2 (a).
The analysis described above was performed on the series, using window sizes n E = 400, n C = 10, and n P = 10. Values of S generated by analyzing the data and rst order di erences of the data are shown in Figures 2(b) and 2(c) , respectively, where S(P ) is plotted against the center of P . Following the argument of Section 5, a conservative 0.05 upper critical value for S is 20.0, and a corresponding 0.01 value is 44.7.
The change caused by increasing the variance of a i (10,000th time step) was most clearly detected in the analysis of both the original and di erenced data. The change involving a (15,000th timestep) is more clearly seen in the analysis of the rst di erences; this is probably due to the special relationship between di erencing and autoregressive series, even though the series a i are not being directly analyzed here. The change caused by altering the expectation of a i (5,000th time step) is least clear, although there are several \spikes" in S based on the undi erenced data in the vicinity of i = 5,000. This is probably due to the dampening caused by the di erence equation. Even though the mean of a changes abruptly, the change is more gradual in y. Larger values of n C and n P might help here, but would slow the algorithm down. Another possibility, where gradual changes are expected, would be to analyze, say, every 5th or 10th data value rather than the entire sequence.
Finally, analysis of the same time series was performed with a CUSUM statistic, to provide a limited comparison of how these two approaches might be expected to perform in at least this one demonstration case. Even thought the form of CUSUM test used is actually intended for detecting changes in mean level, it is of interest to see to what extent this computationally very easy technique might also detect the three changes embedded in this data set.
The one-sided CUSUM statistic for detecting an upward shift in the series is de ned, for time index i, as
where and are the assumed mean and variance of the series up to time index i and C 0 = 0. In practice, these values are usually estimated from data; in this calculation, we estimated them using the preceding 400 data values (chosen to match n E in the calculations described above), i.e. y i?400 through y i?1 . This is a slight departure from usual control chart practice, where the estimates are generally not changed, and are thought of as representing an \in control" process state. The one-sided CUSUM statistic for detecting a downward shift in the series is de ned, for time index i, as
Finally, in this analysis, we shall use
as the CUSUM statistic to indicate change, i.e. as a possible competitor for S. In this exercise,the CUSUM parameter k was set to the value of 1; other values were also tried with similar results. Figure 3 displays the result of the CUSUM analysis. As in Figure 2 , panel (a) is a plot of the data series, panel (b) is a plot of the CUSUM statistic calculated as described for these data, and panel (c) is the CUSUM series calculated on the rst order di erences of the data. While the change at i = 10; 000 might be detected using this approach, the changes at i = 5; 000 and 15,000 are not associated with particularly large values of C. It would appear, at least for this example, that use of the proposed method more clearly suggests the location of the 3 changes than this implementation of a CUSUM procedure.
Example: A Physical Time Series
The daily sunspot data set, a time series of 52,320 data values, is maintained and made available by the National Center for Atmospheric Research via ftp server (ncardata.ucar.edu/datasets/ds834.0/dailydata). The following description is provided with the data.
\In 1848 the Swiss astronomer Johann Rudolph Wolf introduced a daily measurement of sunspot number. His method, which is still used today, counts the total number of spots visible on the face of the sun and the number of groups into which they cluster, because neither quantity alone satisfactorily measures sunspot activity." \An observer computes a daily sunspot number multiplying the number of groups he sees by ten and then adding this product to his total count of individual spots. Results, however, vary greatly, since the measurement strongly depends on observer interpretation and experience and on the stability of the Earth's atmosphere above the observing site. Moreover, the use of Earth as a platform form which to record these numbers contributes to their variability, too, because the sun rotates and the evolving spot groups are distributed unevenly across solar longitudes. To compensate for these limitations, each daily international number is computed as a weighted average of measurements made from a network of cooperating observatories." \How do sunspot numbers in these tables compare with the largest values ever recorded? The highest daily count on record occurred December 24 and 25, 1957. On each of those days the sunspot number totaled 355. In contrast, during years near the minimum of the spot cycle, the count can fall to zero. Today, much more sophisticated measurements of solar activity are made routinely, but none has the link with the past that sunspot numbers have."
The dataset analyzed contains the daily sunspot numbers recorded from January 1, 1850 through March 31, 1993. A plot of the data over time is shown in Figure 4 Although the data are clearly not normally distributed, and our changepoint method is developed based on an assumption that a Gaussian stochastic process is an appropriate model for the observed process, it is of interest to see how well the method might be expected to work. The algorithm was applied to the square-root of the actual data.
This transformation seems reasonable given the apparent relationship between the mean and variability of the series. Additionally, some preliminary calculations indicated that this transformation approximately eliminated the local (blocks of 100 observations) skewness from the dataset. Window sizes of n E = 100, n C = 10, and n P = 10 were used. No detrending was performed prior to analysis; the change point algorithm as used here analyzes segments of 210 contiguous points, which is a small interval relative to the major periodic pattern in the data.
For analysis of the transformed data, statistic values S exceeded 10 in 216 separate intervals of time. (The number of time steps at which the statistic was greater than 10 was much larger than this { here we've reduced each such interval to the single time point at which the statistic reached its greatest value.) About half of these may be attributed to the interesting behavior of the series when the values drop below approximately 10. After eliminating all those times which were within 15 time intervals Of course, the scienti c signi cance of these or other apparent changes in the time series would require expert interpretation. However, this example does serve to indicate that the method can successfully identify segments over which the series visually appears to change.
Extension to Multivariate Series
Current and near-future work in this area will concentrate on generalizing the above method to multivariate data, or cases in which several data values representing di erent quantities are calculated for each time step. The basic model here will be one of parallel, correlated time series. However, a full multivariate analysis of the output will likely not be practical because of the computational e ort which would be required. Our e orts will be in trying to nd a highly structured 
