Abstract. Dimensionality reduction procedures such as principal component analysis and the maximum margin criterion discriminant are special cases of a weighted maximum variance (WMV) approach. We present a simple two parameter version of WMV that we call 2P-WMV. We study the classification error given by the 1-nearest neighbor algorithm on features extracted by our and other dimensionality reduction methods on several real datasets. Our results show that our method yields the lowest average error across the datasets with statistical significance.
Introduction
The problem of dimensionality reduction arises in many data mining and machine learning tasks. Among many such algorithms the principal component analysis [1] (PCA) is a very popular choice. PCA seeks a vector w ∈ R d that solves arg max
where x i ∈ R d for i = 0...n − 1. In other words it maximizes the variance of the projected data without taking class labels into consideration. The maximum margin criterion (MMC) [2] is a supervised dimensionality reduction method that overcomes limitations of the Fisher linear discriminant and has also shown to achieve higher classification accuracy [2] . It is given by w that maximizes trace(w T (S b − S w )w) subject to w T w = I. Using Lagrange multipliers one can show that w is given by the largest eigenvectors of S b − S w .
In this paper we consider a general version of Equation 1 that we call the maximum weighted variance given by arg max
The above equation gives us both PCA and MMC for specific settings of C ij as we show below. We consider a two parameter approach by setting C ij = α < 0 if x i and x j have the same class label and C ij = β > 0 otherwise. In other words we simultaneously minimize the distance between projected pairwise points in the same class and maximize the same distance for points in different classes. For a given dataset we obtain α and β by 1-nearest neighbor cross-validation.
The straightforward eigendecomposition solution requires at least quadratic space in the dimensions of x i . With graph Laplacians we can employ a singular value decomposition (SVD) approach to avoid this problem (as originally given in [3] ) and thus apply it to high dimensional data. Below we describe our approach in detail followed by experimental results.
Methods
Suppose we are given the vectors x i ∈ R d for i = 0...n − 1 and a real matrix C ∈ R n×n . Let X be the matrix containing x i as its columns (ordered x 0 through x n−1 ). Now consider the optimization problem arg max
where w ∈ R d and C ij is the entry in C corresponding to the i th row and j th column. This is in fact a more general representation of PCA and MMC.
Principal component analysis
To obtain PCA we set C ij = 1 n and Equation 3 becomes (without the arg max part)
T and is called the total scatter matrix. Inserting the optimization criterion into the last step yields arg max w w T S t w which is exactly the PCA optmization criterion [1] .
Maximum margin discriminant
To obtain the MMC discriminant (a supervised learning method) first recall that the MMC optimization criterion is defined as arg max w w T (S b − S w )w where S b is the between-class scatter matrix and S w is the within-class scatter matrix [2] . Since S b −S w = S t −2S w where S t is the total scatter matrix, this can be written as arg max w w T (S t − 2S w )w [4] . In practice though we would use the weighted maximum margin discriminant which is given by arg max w w T (S b − αS w )w [5] . We now set the weights C ij to obtain this discriminant.
Suppose class labels y i ∈ {+1, −1} are provided for each x i and n k is the size of class k. Define C ij to be (
where
n for all i and j and L ij = 1 n k if i and j have class labels k and 0 otherwise. By substituting the values of G ij and L ij into Equation 4 and some symbolic manipulation we obtain the MMC discriminant
where m k is the mean of points in k and cl(x) returns the class of point x. The last equation in the above steps is just the MMC discriminant.
Equation 3 can be rewritten as arg max w [6] . The matrix L is called the Laplacian of the weight matrix C. Using Lagrange multipliers one can show that the largest eigenvector of 1 n XLX T (i.e. eigenvector with largest eigenvalue) is the solution to w [6] . Thus, the largest eigenvector is also the solution to PCA and MMC.
Laplacian linear discriminant analysis
Following the Laplacian framework we can write the MMC discriminant (Equation 4) as arg max w , 4] . This form of the the maximum margin discriminant is also called Laplacian linear discriminant analysis and has been studied for unsupervlsed learning [4] . As in PCA and MMC the largest eigenvector of
T is the solution to the Laplacian discriminant. Notice that C ij in Equation 3 can take on arbitrary values. With suitable settings we obtained PCA and MMC. How does one select the best values C ij for a particular problem? Our solution is to collapse values of C into two parameters and select their values that minimize error on the training data.
Two parameter weighted maximum variance discriminant
As shown above the MMC discriminant is obtained by setting G ij = 1 n for all i and j and L ij = 1 n k if i and j have class labels k and 0 otherwise in Equation 4 . We consider a different setting for L below which gives us the two parameter weighted maximum variance discriminant (2P-WMV). We also show that this yields a class-wise unnormalized within-class scatter matrix and a pairwise interclass scatter matrix.
Define the matrix G ∈ R n×n as G ij = 1 n for all i and j and L ∈ R n×n as
Note the similarity of S w to the standard within-class matrix used in MMC given by
S w is the class-wise normalized version of S w . Thus, the discriminant yielded by our approach is given by the standard total scatter matrix, a modified within-class matrix, and a pairwise inter-class scatter matrix. We can obtain MMC by setting α = 1 n k if y i = k, y j = k and β = 0. This discards the inter-class scatter matrix and makes S w = S w . After defining L and G compute L g the Laplacian of G, L l the Laplacian of L, and the matrix
T (the 2P-WMV discriminant). The solution to 2P-WMV is w that maximizes
T w which is in turn is given by the largest eigenvector of
Results
To evaluate the classification ability of our extracted features we use the simple and popular 1-nearest neighbor (1NN) algorithm. In 10-fold and 5-fold crossvalidation experiments we apply the 1-nearest neighbor classification algorithm to features extracted from our method 2P-WMV, the weighted maximum margin discriminant (WMMC), PCA, and the features as they are (denoted simply as 1NN). We calculate average error rates across 50 randomly selected datasets shown in Table 1 from the UCI Machine Learning Repository [7] .
Experimental methodology
We compare four classification algorithms: 2P-WMV+1NN, PCA+1NN, WMMC+1NN, and 1NN where the first three are 1NN applied to features extracted from each of the three dimensionality reduction algorithms. We use 10-fold cross-validation on each real dataset with the same set of splits for each algorithm. However, for datasets with fewer than 300 instances we use 5-fold crossvalidation to obtain a large enough validation set. For dimensionality reduction we find the best parameters and number of dimensions by cross-validating further on the training dataset (also 10-fold).
In 2P-WMV we let β range from {-2,-1.9,-1.8,-1.7,-1.6,-1.5,-1.4,-1.3,-1.2,-1.1,-1,-.9,-.8,-.7,-.6,-.5,-.4,-.3,-.2,-.1,-.01} and α fixed to 1. For WMMC we let the α parameter range from {10 −7 , 10 −6 , 10 −5 , 10 −4 , 10 −3 , 10 −2 , 10 −1 , 1, 10, 100}. Recall that WMMC is given by arg max w w T (S b − αS w )w [5] . For each parameter we reduce dimensionality to 20 and then pick the top 1 <= k <= 20 features that give the lowest 1NN error on the training. Thus the cross-validation on the training set gives us the best values of α and the reduced number of features (including PCA) which we then apply to the validation set.
We wrote our code in C and R and make it freely available at http://www.cs.njit.edu/usman/wmv/. Our C programs use CLAPACK libraries for performing the eigenvector and singular value decompositions.
Experimental results on fifty datasets
We compute the number of misclassif ications number of instances in validation for each training-validation split during cross-validation and take the mean to be the average cross-validation error. In Table 2 we show the average cross-validation error on each dataset. Across the the 50 datasets 2P-WMV+1NN achieves the lowest average error of 13.324% and has the lowest error in 21 out of the 50 datasets. The next best is WMMC+1NN that achieves an average error of 15.302% and has the lowest error in 12 out of the 50 datasets. PCA+1NN are 1NN have higher average errors at 18.765% and 18.946% respectively. PCA+1NN and 1NN have the lowest error in 2 and 9 out of the 50 datasets respectively. We measure the statistical significance with the Wilcoxon rank test [9] . This is a standard test to measure the difference between two methods across a number of datasets. Roughly speaking it shows statistical significance between two methods when one outperforms the other each time on a large number of datasets. In Table 3 
Discussion
Both 2PWMV+1NN and WMMC+1NN reduce dimensionality by determining optimal parameters specific to the given dataset. This approach is better than the unsupervised PCA and the non-parametric MMC (results not shown here).
In fact 1NN applied to the raw data can be better than non-parameteric MMC most of the time.
In this study we fixed α for 2PWMV and varied only β. If we cross-validated α we could potentially obtain lower error but at the cost of increased running time. In the current experiments 2PWMV+1NN and WMMC+1NN are the slowest methods yet still tractable for large datasets.
We chose 1NN as the classification method for this study due to its simplicity and its popularity with dimensionality reduction programs. Other classifiers such as the support vector machine [1] may perform better when replaced with 1NN. However, in that case the regularization parameter would also need to be optimized via cross-validation which increases the total runtime.
Conclusion
We introduce a two parameter variant of the weighted maximum variance discriminant and optimize it with cross-validation followed by 1-nearest neighbor for classification. Compared to existing approaches our method obtains the lowest average error with statistical significance across several real datasets from the UCI machine learning repository.
