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Abstract. Computer-aided diagnosis via deep learning relies on large-
scale annotated data sets, which can be costly when involving expert
knowledge. Semi-supervised learning (SSL) mitigates this challenge by
leveraging unlabeled data. One effective SSL approach is to regularize the
local smoothness of neural functions via perturbations around single data
points. In this work, we argue that regularizing the global smoothness
of neural functions by filling the void in between data points can further
improve SSL. We present a novel SSL approach that trains the neural
network on linear mixing of labeled and unlabeled data, at both the input
and latent space in order to regularize different portions of the network.
We evaluated the presented model on two distinct medical image data
sets for semi-supervised classification of thoracic disease and skin lesion,
demonstrating its improved performance over SSL with local perturba-
tions and SSL with global mixing but at the input space only. Our code
is available at https://github.com/Prasanna1991/LatentMixing.
Keywords: semi-supervised learning · mixup · chest x-ray · skin images.
1 Introduction
Medical image analysis via deep learning has achieved strong performance when
supervised with a large labeled data set. Collecting such data sets is however
costly in the medical domain since it involves expert knowledge. Semi-supervised
learning (SSL) mitigates this challenge by leveraging unlabeled data.
An important goal in SSL is to avoid over-fitting the network function to
small labeled data. A common inductive bias to guide this is the assumption
of smoothness or consistency of the network function, i.e., nearby points and
points of the same manifold should have the same label predictions. For instance,
self-ensembling [6] penalizes inconsistent predictions of unlabeled data under
local perturbations, and virtual adversarial training [8] maintains consistency
by forcing predictions of different adversarially-perturbed inputs to be the same.
By considering perturbations around single data points, these approaches
regularize only the local smoothness of the network function in the vicinity of
available data points: no constraint is imposed on the global behavior of the
network function in between data points [7]. To better exploit the structure of
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unlabeled data, we consider a strategy of mixup which was recently proposed
to train a deep network on a linear mixing of pairs of input data and their
corresponding labels [12]. By filling the void between input samples, this strategy
regularizes the global smoothness of the function and was shown to improve the
generalization of state-of-the-art neural architectures in both supervised [12] and
semi-supervised learning [1]. This mixup strategy was recently extended to the
latent space, showing improvement over mixing in the input space only, in a
supervised setting.
We argue that the mixup strategy – training a network on linear mixing of
input data and their labels – can be interpreted as regularizing the network to
approximate a linear interpolation function in between data points. The gain of
performance brought by mixing in the latent space, therefore, is partly owing to
relaxing this linearity constraint to a portion of the network between the selected
latent space and the output space. We also hypothesize that, since high-level rep-
resentations in deep-networks encode important information for discriminative
tasks, mixing at the latent space may provide novel training signals for SSL.
Therefore, we propose to extend this regularization, i.e., regularizing differ-
ent portions of the network between the latent space and output space, for SSL
and demonstrate its first application in medical image classification. In this ap-
proach, we perform linear mixing of pairs of labeled and unlabeled data – both
in the input and latent space – along with their corresponding labels: for the lat-
ter, the label is guessed and continuously updated from an average of predictions
of augmented samples for each unlabeled data point. We evaluate the presented
SSL model on two distinct medical image classification tasks: multi-label classifi-
cation of thoracic disease using Chexpert lung X-ray images [5], and skin disease
classification using Skin Lesion images [3,10]. We compare the performance of
the presented method with both a supervised baseline, and several SSL methods
including mixup at the input space [12], standard self-ensembling in the input
space [6], and recently-introduced self-ensembling at the latent space [4]. We
further provide ablation studies and analyze the effect of function smoothing
achieved by the presented method.
2 Related Work
SSL in Medical Image Analysis: Many recent semi-supervised works in med-
ical image analysis have focused on explicitly regularizing the local smoothness
of the neural function [2,9,4]. For instance, in [2], a siamese architecture for
both labeled and unlabeled data points was proposed to encourage consistent
segmentation under a given class of transformations. In [9], ensemble diversity
was enforced with the use of adversarial samples to improve semi-supervised se-
mantic image segmentation. In [4], the disentangled stochastic latent space was
learned to improve self-ensembling for semi-supervised classification of chest X-
ray images. In these works, each data point was subjected to local perturbations,
e.g., elastic deformations [2], virtual adversarial direction [9], or sampling from
latent posterior distributions [4], for local smoothness regularization.
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Fig. 1. Schematic diagram of the presented SSL method. During training, we continu-
ously guess labels for the unlabeled data points (left) and then perform SSL via mixing
at the input and latent space (bottom right). On the top right, we demonstrate the
layers in the deep network where latent representations can be mixed.
In [7], the idea of promoting global smoothness in SSL was explored by
constructing a teacher graph network. Similar approaches exploiting the global
smoothness of neural functions, however, has not been studied in medical images.
Regularization with the Mixup Strategy: The mixup strategy was first
presented in [12] to improve generalization of supervised models by mixing the
data pairs at the input space. It was recently extended in a semi-supervised
setting where the mixing is considered for both labeled and unlabeled data points
[1]. In the meantime, a similar idea was also extended to the mixing of hidden
representations [11], demonstrating improvement over mixing at the input space,
although only in supervised learning.
To our knowledge, this is the first semi-supervised classification network that
employs the mixup strategy at the latent space, and the first time this type of
approaches is applied to semi-supervised medical image classification.
3 Methodology
We consider a set of labeled training examples X with the corresponding labels
Y, and a set of unlabeled training samples U . We aim to learn parameters θ
for the mapping function f : X → Y, approximated via a deep neural network.
Along the course of the training, we first guess and continuously update the
labels for unlabeled data points (section 3.1). We then perform linear mixing
between labeled and unlabeled data points, both in the input and latent space,
along with their corresponding actual or guessed labels (section 3.2). Finally, the
SSL model is trained on the mixed data sets using different losses depending on
whether the mixed data point is closer to labeled or unlabeled data (section 3.3).
Fig. 1 summarizes the key components of this semi-supervised learning process.
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3.1 Guessing Labels
We guess the labels for unlabeled data by augmenting M separate copies of data
batch ub, and computing the average of the model’s prediction as:
qb =
1
M
M∑
m=1
f(ub,m; θ) (1)
The label guessing in this manner implicitly works as consistency regularization
as the input transformations are assumed to leave class semantics unaffected. The
guessed labels are continuously changed as the neural function f(x) is updated
over the course of the training.
3.2 Input and Latent Mixup
Since the mapping function f(x) is approximated by deep neural network, we
can decompose this function as f(x) = dl(el(x)), where el represents the part
of the neural network that encodes the input data to some latent representation
at layer l, and dl denotes the part of neural network that decodes such latent
representation to the output f(x). Inspired by [11], we determine a set of eligible
layers S in the neural network from which we randomly select a layer l and apply
mixup in that layer (schematics in top-right; Fig. 1). For each batch, we combine
and shuffle labeled and unlabeled data points to obtain a pair of random mini-
batches (x1, y1) and (x2, y2). We pass these pairs to el to obtain latent pairs
(el(x1), y1) and (el(x2), y2), and then perform mixup at this latent layer to
produce the mixed minibatch as (el(x)
′, y′) as:
λ ∼ Beta(α, α)
λ′ = max(λ, 1− λ)
el(x)
′ = λ′ · el(x1) + (1− λ′) · el(x2)
y′ = λ′ · y1 + (1− λ′) · y1
(2)
where α is the positive shape parameter of the Beta distribution, treated as
hyperparameter in this work. Because the mixing could occur between labeled
and unlabeled data, it is important to ensure that the mixed data fairly repre-
sent the distribution of both labeled and unlabeled data. Furthermore, as will
be described in section 3.3, different losses will be used to reflect a different
treatment of the actual and guess labels due to their difference in reliability. It is
thus also important to know whether each mixed data point is closer to labeled
or unlabeled data. To do so, we use λ′ instead of λ in equations (2) to ensure
that el(x)
′ is always closer to el(x1) than to el(x2), allowing us to rely on the
knowledge of x1 to determine which loss to apply on the mixed data point.
Depending upon S, we achieve different mixup strategies. For example, when
S = {0}, we only mix at the input space. When S = {0, 1}, we mix at the input
space and latent layer 1. When S = {1}, we mix only at the latent layer 1.
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3.3 Supervised and Unsupervised Loss
To treat the actual and guessed labels differently because the latter are less
reliable, we use different losses for data points that are closer to labeled versus
unlabeled data. For data points in a batch B that are closer to labeled data, the
loss term LX is the cross-entropy loss:
LX =
∑
(B∩X )
∑
l∼S
`(dl(el(x)
′),y′) (3)
For data points in B that are closer to unlabeled data, the loss function is defined
as a L2 loss because it is considered to be less sensitive to incorrect predictions:
LU =
∑
(B∩U)
∑
l∼S
‖dl(el(x)′)− y′‖22 (4)
After obtaining mixed latent representation, the network is optimized by
minimizing the sum of these two losses:
L = LX + λU · LU (5)
where λU is the weight term for the unsupervised loss.
4 Experiments
We first test the effectiveness of the presented SSL approach on two distinct
benchmark data sets for medical image classifications, in comparison to a super-
vised baseline and alternative SSL models. We then analyze the effect of mixing
at different latent layers, and perform ablation studies to assess the impact of dif-
ferent hyperparameters and the depth of latent mixing on the presented method.
Finally, we discuss the effect of function smoothing achieved by the presented
SSL strategy.
4.1 Data sets
We evaluate the presented model on two open-sourced large-scale medical dataset:
Chexpert [5] and ISIC 2018 Skin Lesion Analysis [3,10].
Chexpert X-ray image classification: Chexpert comprises of 224316 chest
radiograph images from more than 60000 patients with labels for 14 different
pathology categories. For pre-processing, we removed all uncertain and lateral-
view samples from the data set, and re-sized the images to 128x128 in dimension.
To ensure a fair comparison, we used the publicly available data splits for the
labeled training set (ranging from 100 to 500 samples), unlabeled set, validation
set, and test set [4]. For data augmentation, we rotated an image in the range
of (-10o, 10o) and shifted (horizontal and vertical) it in the range of (0, 0.1)
fraction of the image.
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Model Chexpert (k) Skin (k)
100 200 300 400 500 350 600 1200
Supervised baseline 0.5576 0.6166 0.6208 0.6343 0.6353 0.7707 0.7991 0.8538
Input Mixup 0.6491 0.6627 0.6731 0.6779 0.6823 0.8504 0.8609 0.9040
Latent Mixup 0.6523 0.6632 0.6747 0.6795 0.6836 0.8536 0.8736 0.9036
Input+Latent Mixup 0.6512 0.6641 0.6739 0.6796 0.6847 0.8666 0.8768 0.9073
Table 1. Mean AUROC of 14 categories in the Chexpert data and seven categories
in the skin data. The reported values are the average of five random seeds runs.
Model Chexpert (k)
100 200 300 400 500
Image-space self-ensembling (noise) 0.6012 0.6277 0.6444 0.6550 0.6626
Image-space self-ensembling (augmentation) 0.6089 0.6301 0.6423 0.6530 0.6617
Latent-space self-ensembling 0.6200 0.6386 0.6484 0.6637 0.6697
Input + Latent Mixup (ours) 0.6512 0.6641 0.6739 0.6796 0.6847
Table 2. Mean AUROC for classification for 14 categories in the Chexpert data. The
average of five randomly-seeded runs is reported by the presented method, whereas the
best result is reported for the other method based on [4].
Skin image classification: ISIC 2018 skin data set comprises of 10015 der-
moscopic images with labels for seven different disease categories. Three sets of
labeled training data (350, 600, and 1200) were created considering class bal-
ance. The same data re-sizing and data augmentation strategies as applied to
X-ray images were applied here.
4.2 Implementation details
In our experiments, we use the AlexNet-inspired network from [4] to match their
model implementation and training procedure closely. The network consists of
five convolution blocks, followed by three fully-connected layers. All the models
were trained up to 256 epochs with a learning rate of 1e-4 and decayed by a factor
of 10 at the 50th and 125th epochs. For label guessing, we used M = 2 copies
of unlabeled data. For Chexpert, unless mentioned otherwise, we used a set of
eligible layers S = {0, 2, 4}, mixing parameter α = 1.0 for input mixup and α =
2.0 for latent mixup, and λU = 75 for the weight on unsupervised loss. For the
skin data set, we used a set of eligible layers S = {0, 1}, mixing parameter α =
1.0 for both input and latent mixup, and λU = 50 for the weight on unsupervised
loss. We used the separately held out validation set to determine the best model
along the course of the training, and report the results on the test set. The code
used in the experiments will be made publicly available.
4.3 Results
Comparison studies: In both data sets, we first evaluate the SSL performance
of the presented model in comparison with two baselines: a fully-supervised
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Ablation Latent mixup Input + Latent
(K = 300) mixup
Presented 0.6747 ± 0.23 0.6739 ± 0.20
Noise 0.6508 ± 0.13 0.6512 ± 0.06
α = 1.0 0.6736 ± 0.17 0.6743 ± 0.11
λU = 100 0.6722 ± 0.10 0.6719 ± 0.20
Table 3. Effect of hyperparameters (left) and the latent depth for mixing (right).
baseline where we train the network with a supervised cross-entropy loss without
mixing, and input mixup where SSL is performed with mixing at the input space
only. The results are presented in Table 1. For the presented approach, we present
two versions: mixing only at the latent space (latent mixup SSL), and combining
both input and latent mixing (input + latent mixup SSL). As shown, mixing
in the latent space in general improved the SSL performance over the baseline
methods. Among the alternatives involving latent mixup, combined input and
latent mixing yielded the best performance in three out of five cases in the
Chexpert data set, and in all cases in the skin dataset.
Using the Chexpert data set, we further compared the presented model with
existing SSL methods that focused on regularizing local smoothness of the net-
work function via perturbations around single data points: self-ensembling at the
input space [6] using Gaussian noise perturbations (with std=0.15, image-space
self-ensembling (noise)) or augmention with random translation and rotation
(image-space self-ensembling (augmentation)), and ensembling at the disentan-
gling latent space (latent-space self-ensembling) [4]. The results, as presented in
2, showed a clear improvement of the presented method, supporting the advan-
tage of regularizing the global in addition to local smoothness of neural functions.
Ablation studies: We study the effect of different hyperparameters and el-
ements in the presented SSL method, using a labeled dataset of size 300. The
results are shown in Table 3 (left). While each had certain effect on the model per-
formance, the most notable difference came from the data augmentation strategy
used in the presented SSL method: replacing the presented data augmentation
with image-level noises notably reduced the model performance, although still
at a level higher than the ensembling baselines presented in Table 2.
In Table 3 (right), we show how the model performance was affected by the
depth of latent space at which the mixing was performed, in comparison to a
fixed baseline (green dashed) of mixing at the input space only. As shown, mixing
at the deeper layers of the network appeared to be more beneficial in general.
This implies that it may be more appropriate to apply the linearity constraint,
considering its limited function capacity, to the later portion of a deep neural
network. It may also suggest that, since higher-level representations are more
task-related, mixing in such space could help in generalization.
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Input mixup Input + Latent mixupLatent mixup
Fig. 2. Decision boundary of SSL learning on two-moon toy data, where yellow dots
represent the labeled data and the rest are unlabeled data.
Fig. 3. Reliability diagram of the networks on classifying two class labels from X-
ray images, trained with K= 300 labeled data. Perfect calibration is indicated by the
diagonal line representing identity function.
4.4 The effect of function smoothing
Finally, we explore the effect of function smoothing brought by the presented
SSL method. Starting with a two-moon toy data set, we observed in Fig. 2 that
mixing in the latent space increases the smoothness of the decision boundary in
comparison to mixing at the input space only, an observation similar to [11] for
supervised learning. In addition, it also provided a broader range of uncertainty
(broader region of low confidence) compared to mixing in input space only.
While it is not feasible to visualizing the decision boundary for the deep neu-
ral network in the presented medical image classification, we instead investigated
the effect of a more smoothed confidence measure as observed in the toy data. To
do so, we consider the calibration of the model via the reliability diagram. Fig. 3
shows examples of the network in classifying two class labels: as shown, in gen-
eral, the mixup strategy improves the calibration of the network compared to a
supervised baseline, while mixing at the latent space tends to further marginally
improve the calibration compared to mixing at the input space alone.
5 Conclusion
We presented a novel semi-supervised learning method that regularizes the global
smoothness of neural functions under the combination of input and latent mixing
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of labeled and unlabeled data. The evaluation on public chest X-ray data and
skin disease data showed that the presented method improved the classification
performance over SSL focusing on local smoothness of neural functions, as well
as SSL regularizing global smoothness of the entire network between the input
and output space. In future work, we are interested in extending the presented
method for semi-supervised medical image segmentation.
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