Iterated continuous extensions (ICEs) are continuous explicit Runge-Kutta methods developed for the numerical solution of evolutionary problems in ordinary and delay di erential equations (DDEs). ICEs have a particular rôle in the explicit solution of DDEs with vanishing lags. They may be regarded as parallel continuous explicit Runge-Kutta (PCERK) methods, as they allow advantage to be taken of parallel architectures. ICEs can also be related to a collocation method.
Introduction
The outline of this paper is as follows: We state the equations de ning a class of methods 1] for solving delay di erential equations (DDEs). Our main aim, achieved in Section 3, is to establish the global convergence and order of convergence for our class of methods. Section 2 provides preliminary results to this end. In Section 4 a variant method is introduced, and we show how the analysis of Section 3 can be modi ed to analyse this method. Practical considerations are addressed and numerical results are provided in subsequent sections.
The presentation covers variable-step, varying smoothness and the possibility of a vanishing statedependent lag. The paper provides a systematic, self-contained and rigorous analysis valid under these conditions. We assume familiarity with the concept of a continuous explicit Runge-Kutta (CERK) method (see 5] p.176 et seq.) for initial-value problems in ordinary di erential equations (ODEs), y 0 (t) = f(t; y(t)) for t t 0 and y(t 0 ) = y 0 :
(
The CERK methods outlined in this paper are suitable for solving DDEs of the form u 0 (t) = F(t; u(t); u( (t; u(t)))) for t 0 t t N T;
Mathematics Department, Victoria University of Manchester, Manchester M13 9PL, England. with (t; u(t)) t and u(t) = (t) for t t 0 , where (t) is a prescribed initial function. In particular, these methods are suited to DDEs which have a singular or vanishing lag, for which (t; u(t)) ! t as t ! t . Other work relating to the explicit numerical solution of vanishing lag DDEs is referenced by Neves 8] . It is a complicating feature of (2) that the solution u(t) is liable (depending on the initial function (t)) to su er jump discontinuities in its derivatives at an ordered set of points ft j g; however, on successive intervals t j ; t j+1 ] the solution is smooth. A recent paper 11] describes a strategy for calculating the points ft j g for a system of DDEs; see also 4]. A CERK method can be associated with the tableau c A b T ( ) ;
where A is strictly lower triangular, and with the points ft n ; ft ni gg with t n+1 = t n + H n and t ni = t n + c i H n (H n > 0):
For our adaptation of a -stage CERK method to the DDE (2), we shall employ the parameters De nition 1.1 A continuous extension e v(t), based on the polynomials fb i ( )g and the values fe v(t n ); fV 0 ni gg (at the points ft n ; ft ni gg), is a function de ned on the interval t n ; t n + H n ] by e v(t n + H n ) = e v(t n ) + H n This concept is more general than might appear at rst, and is often implicit rather than explicit in the discussion of CERK methods. In the CERK solution of an ODE (1) , the values fe v(t n )g are \full-step values" approximating fy(t n )g, and the values fV 0 ni g are \internal-stage derivatives" approximating fy 0 (t n + c i H n )g. They have a similar interpretation in CERK methods for DDEs. The basic concept of the continuous order of a CERK formula is associated with its application to an ODE:
De nition 1.2 The CERK triple fc; A; b( )g with step H > 0 has continuous order p := p (c; A; b( )) when used to solve the initial-value problem (1), if the approximation e y(t) satis es sup t2 t0;t0+H] je y(t) ? y(t)j = O(H p +1 ) as H &0 whenever y(t) and f(t; y) have su ciently smooth derivatives.
The continuous order is governed by conditions on the CERK triple (see 1], p.374). We shall assume that the derivative function F(t; u 1 ; u 2 ) and the solution u(t) of (2) are such that the following holds: Hypothesis 1.3 There exists an integer p such that the CERK method applied to the initial-value problem y 0 (t) = f(t; y(t)) for t 2 t n ; t n+1 ]; with y(t n ) = u(t n ) and f(t; y(t)) = F(t; y(t); u( (t; u(t)))); yields an approximation e y(t) that satis es sup t2 tn;tn+1] je y(t) ? y(t)j = O(H p+1 n ) as H n & 0 uniformly for each n = 0; 1; . . .; N ? 1.
The value of p is speci c to the problem (2), with the given choice of (t). If u(t), (t; u) and F(t; u 1 ; u 2 ) are all su ciently smooth then p p (in general p = p ). Henceforth we assume the following: Hypothesis 1.4 The following additional assumptions hold:
1. F(t; u 1 ; u 2 ) has continuous partial derivatives upto order p , 2. u (r?1) (t) 2 Lip t n ; t n+1 ] for all n = 0; 1; . . .; N ? 1 
2 Assumptions and lemmas
The aim of this paper is to obtain a result for the m-th ICE of the form
Clearly is dependent on the choice of initial approximation e z 0] n (t), on the number of iterations m, on the continuity properties of the problem (2) and its solution, and on properties of the CERK triple. We will establish the global order of convergence for ICEs for the two initial approximations suggested above. First, however, we state some assumptions and lemmas: Lemma 2.1 Suppose that h n > 0 and n = 1 + C n h n , where 0 C n C, for n = 0; 1; . . .; N ? 1 and P N?1 i=0 h i T. If fD n g and fe n g are non-negative sequences with e n n e n?1 + D n h n for n = 0; 1; . . .; N ? 1 
when u (r?1) (t) 2 Lip t n ; t n+1 ], and (ii)
when u (s?1) (t) 2 Lip t n ; t n+2 ].
The CERK triple is said to provide a continuous quadrature extension u(t n ) + H n P i=1 b i ( )u 0 (t ni ) to u(t). Using standard Peano-type quadrature theory, the CERK triple fc; A; b( )g satis es (9) and ( 
Note that these conditions are independent of n .
Remarks: The continuous order p of the CERK triple fb c; b A; b b( )g (8) cannot exceed q , and if m is su ciently large it equals q . In the preceding hypothesis, we have introduced the generally distinct integers r and s r related to the di erentiability of u(t). However, a more precise insight can be obtained by introducing integers p n , r n and s n such that u (rn?1) (t) 2 Lip t n ; t n+1 ] and u (sn?1) (t) 2 Lip t n ; t n+2 ].
In fact, r = min 0 i N?1 fr i g and s = min 0 i N?2 fs i g. The determination of p n (corresponding to p in Hypothesis 1.3) requires information on the behaviour of the lag, since (t; u(t)) can traverse several previous intervals as t traverses the interval t n ; t n+1 ]. n (t)))) ? F(t; w; u( (t; u(t))))j L 2 jv ? wj + K 1 sup
Lemma 2.4 (Di erenced F-values
je z l] n (x) ? u(x)j for t 2 t n ; t n+1 ].
Proof. Writing (t; e z l] n (t)) as z , we use the triangle inequality jF(t; v; e z l] n ( z )) ? F(t; w; u( (t; u(t))))j jF(t; v; e z l] n ( z )) ? F(t; v; u( z ))j + jF(t; v; u( z )) ? F(t; w; u( z ))j + jF(t; w; u( z )) ? F(t; w; u( (t; u(t))))j; and exploit the restriction (by hypothesis) that (x; e z l] n (x)) t n+1 for x 2 t n ; t n+1 ]. In particular jF(t; v; e z l] n ( z )) ?
n (x ) ? u(x )j for some x t n+1 ; and jF(t; w; u( z )) ? F(t; w; u( (t; 
by Hypothesis 1.3. Di erencing these equations, employing (14), and bounding the order term using a 
3 The convergence result
We now present the main result, concerning the order of convergence of ICEs when applied to vanishing lag state-dependent DDEs.
We assume that the CERK triple fc; A; b( )g is given, and let H := max n fH n g. We suppose that Hypothesis 2.2 is valid (so that u (r?1) (t) 2 Lip t n ; t n+1 ] for all n) and assume that the conditions of Hypotheses 1.3, 1.4 and 2.3, in terms of q and r, hold for the CERK triple and the problem (2) . If e u(t) is computed from the m-th ICE using (8) Substituting 1. The preceding theorem provides not only a convergence proof, but an estimate of the rate of convergence as H &0. In particular, it shows the rôle of the order of the error e 0 in Case 2. Implementing the method in Case 2 requires a starting procedure for which does not restrict the order of accuracy. This is most easily accomplished by employing e z 0] 0 (t) := u(t 0 ) and using m = m 0 on the interval t 0 ; t 1 ], so that = minfm 0 ; q ; rg + 1 by (18). 3. Theorem 3.1 indicates that, for smooth problems, the order of our PCERK methods is limited by the continuous quadrature order q and not by the continuous order p of the CERK triple fc; A; b( )g.
Thus arbitrarily high-order PCERK methods can be constructed by ensuring that the CERK triple satis es only the appropriate continuous quadrature order conditions (11) and again the result follows. The proof of Case 3 is now straightforward.
The n1 = F(t n ; e u(t n ); e u( (t n ; e u(t n )))) remains unchanged in the iteration, and thus need not be recomputed.)
Parallel processing
The computation of an ICE falls naturally into two parts, the evaluation of the starting values fe u 0] (t ni )g i=1 and the subsequent iteration. We indicate how ICEs may be implemented in parallel and how this a ects the choice of parameters. ni g i=1 . Thus, after m iterations (and m + 1 parallel \stages"), the global order of the solution is minfm + 1; q ; r; g by Theorem 3.1, Case 2.
Transforming theory into practice
The analysis presented above is intended to contribute to the theoretical understanding of ICEs under general conditions. As such, it can be applied to a wide variety of implementations of algorithms, embodying various step-change strategies and varying continuity conditions. In a practical algorithm, the aim is to control the actual error by adjusting the parameters of the method, usually the step and possibly the order. The construction of robust codes which achieve this purpose is part art and part science. In our opinion, mathematical analysis can often only give insight and con dence in an algorithm, despite its rigorous nature. Thus we note that statements concerning the order of convergence of a method are only a guide to the actual performance of a method, since (i) such arguments are asymptotic as the stepsize H &0, and (ii) controlling bounds on the local error is di erent from controlling the global error. Baker et al. 3 ] recently addressed a number of the practical issues that arise in the numerical treatment of DDEs. 2 It fails to satisfy the \simplifying assumption"
Whilst we cannot expect in this paper to give a de nitive statement about the best practice in the numerical treatment of DDEs, we include in an Appendix some observations on practical aspects of solving DDEs numerically.
Numerical results
We seek to demonstrate the consistency of numerical results with our theorems. 
A practical illustration of order
when e u(t) e u H (t) is computed using a sequence of steps fH n g, with H = max n fH n g. Equation (23) holds for some M T M T (c; A; b( )) which is independent of H.
In the context of Corollary 3.2, this bound is valid for an optimum value of (and a corresponding particular choice of M T ) only for a restricted set of \compatible" stepsizes H 2 (0; H ], that may correspond to special step selection strategies.
For a xed-step H n = H, one might hope for a stronger form of the theory to hold, namely that there exists a bounded function (t) independent of H such that The construction of the function (H) is such that for a \compatible" discrete sequence of values of H (those for which 25 H ] is an odd integer) Figure 1 illustrates how the order of the function (H) is di cult to identify conclusively when one selects a restricted set of stepsizes. In our view it is preferable to opt for a random sample of stepsizes, and in We have introduced this discussion of (H): (i) as a general warning against deducing the order of convergence by selecting atypical values of the parameter H (similar remarks also apply in connection with (24)), and (ii) because the behaviour of the error in Figure 6 is similar to the graph in Figure 2 . In connection with the warning in (i), we believe it best to select a random sequence of values of H when providing numerical evidence, unless one seeks to make statements concerning \preferred" step selection strategies.
Choice of parameters
In order to illustrate the order of convergence of ICEs, we compare results computed using: (i) a continuous version of the classical RK method (26) (which can be regarded as an ICE with m = 1), and (ii) the mth ICE using A = 0; 1 2 ; 1] T 1; 0; 0] and taking m = 2 (27). For an ICE applied to a general DDE (cf. Theorem 3.3) we take e z 0] 0 (t) := u(t 0 ), and on subsequent intervals e z 0] n (t) := u(t n?1 + H n?1 ). Both methods have global order of convergence three by Theorem 3.1 when applied to su ciently smooth functions. Also, both formulae can use the FSAL strategy to economize on derivative function evaluations.
The classical RK and ICE methods have four and ve sequential stages respectively. (On the rst interval, the use of e z 0] 0 (t) := u(t 0 ) increases the number of RK stages in the ICE to seven.) In a 3-processor parallel implementation, the general step may be implemented in parallel in four and three stages respectively, and the FSAL variants may be implemented in three and two parallel stages respectively. The second-ICE with p = 2 and q = 3. 6.3 Results for a test equation The \actual solution" u(t) was obtained using a fth-order RK DDE method (given in 9]) at a high accuracy. Because the choices of H ensure that continuity is not a problem, we take = 3 (as predicted by Theorems 3.1, 3.3 and 4.2), and the displayed graphs of the scaled error E H (t) are almost coincident. Thus the gures suggest that as H &0 through a sequence of values H = 1=2 r , r = 4; 5; 6; . . ., the global order of convergence is three (consistent with (24)) for both the classical RK method and the ICE (whether or not the FSAL strategy is used). In the corresponding plots (not shown) for a general xed-step, the e ect of the jump in u 0 (t) at t = 0 is clearly visible at t = 2 and observable at t = 4; in Figures 3 and 4 only the e ect at t = 2 is visible.
Figures 5 and 6 display the maximum error sup n je n j when using the ICE (m = 2) with the FSAL strategy. There is a subsequence of stepsizes that give unrestricted r and O(H 3 ) convergence, as shown in Figure 5 . However, for a random xed-step we have p = 1 and r = 2, and the error is O(H 2 ), being bounded by (5:6 10 ?4 )H 2 . Figure 6 shows that for 1000 pseudo-random xed stepsizes with H 2 0; 0:2], the maximum error satis es sup n je n j 2 ( Recalling Remark 2 in Section 3, it is encouraging to observe that, given the continuity properties of u(t); F(t; u 1 ; u 2 ), etc., our numerical results (and those reported in 1] for vanishing lag DDEs) indicate that for the ICEs under consideration, both with special and arbitrary choices of H, the order predicted in our theorems is realistic.
