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MPI fu¨r Informatik, Stuhlsatzenhausweg 85, 66123 Saarbru¨cken, Germany
Cancellative superposition is a refutationally complete calculus for first-order equational
theorem proving in the presence of the axioms of cancellative Abelian monoids, and,
optionally, the torsion-freeness axioms. Thanks to strengthened ordering restrictions,
cancellative superposition avoids some of the inefficiencies of classical AC-superposition
calculi. We show how the efficiency of cancellative superposition can be further improved
by using variable elimination techniques, leading to a significant reduction of the number
of variable overlaps. In particular, we demonstrate that in divisible torsion-free Abelian
groups, variable overlaps, AC-unification and AC-orderings can be avoided completely.
c© 2002 Elsevier Science Ltd. All rights reserved.
1. Introduction
If we want to tackle real life problems with an automated theorem prover, the prover must
operate in a heterogeneous world. In fields of application like programme verification, it
has to deal with uninterpreted function and predicate symbols that are specific for a
particular domain, as well as with standard algebraic structures or theories, such as
the natural numbers, or Abelian groups, or orderings. So both mathematical and meta-
mathematical reasoning is required.
Unfortunately, handling algebraical theories naively by standard theorem proving tech-
niques leads to an explosion of the search space: as axioms like commutativity or asso-
ciativity allow inferences with every clause containing a sum as a subterm, they are
extremely prolific. But the obvious alternative, namely coupling a decision procedure for
some algebraic theory to a theorem prover in a black-box fashion, does not work well
either: the requirement of sufficient completeness practically excludes uninterpreted func-
tion symbols; and even in situations where sufficient completeness is not a too restrictive
requirement, insufficient communication between the general prover and the external
decision procedure makes the latter almost useless. It is therefore crucial to the perfor-
mance of a prover that specialized techniques to work efficiently within standard theories
are not only coupled to but integrated tightly into the prover.
Typical examples of such techniques can be found in paramodulation and superposition
calculi (Peterson, 1983; Zhang and Kapur, 1988; Hsiang and Rusinowitch, 1991; Rusi-
nowitch, 1991; Bachmair and Ganzinger, 1994c) and in AC-superposition calculi (Paul,
1992; Wertz, 1992; Bachmair and Ganzinger, 1994a; Rusinowitch and Vigneron, 1995).
The former may be considered as the result of incorporating the equality axioms into the
resolution calculus; the latter extend superposition further by integrating associativity
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and commutativity, using AC-unification and extended clauses. In both cases, inferences
with the theory axioms and certain inferences involving variables can be shown to be
superfluous. Together with strengthened ordering restrictions and redundancy criteria,
this leads to a significant reduction of the search space. However, reasoning with the asso-
ciativity and commutativity axioms remains difficult for an automated theorem prover,
even if explicit inferences with the AC axioms can be avoided. There are two reasons for
this: to begin with, the AC-unifiability problem is NP-complete, and minimal complete
sets of AC-unifiers may even have doubly exponential size. If the theory also contains the
identity law, then AC-unification can be replaced by ACU-unification, but minimal com-
plete sets are still simply exponential. Furthermore, typical AC theorem proving calculi
require an inference between literals u1+ · · ·+uk ≈ s and v1+ · · ·+ vl ≈ t (via extended
clauses) whenever some ui is unifiable with some vj . Obviously, a variable in a sum can
be unified with any part of any other sum—in this situation unification is completely
unable to limit the search space.
In algebraic structures that are richer than Abelian semigroups or monoids, it may
be possible to mitigate the second problem by integrating additional axioms into the
calculus. In Part I of this paper (Waldmann, 2002) we have presented a superposition
calculus for sets of clauses that include the axioms of Abelian monoids, plus the cancel-
lation axiom x+ y 6≈ x+ z ∨ y ≈ z (or the inverse axiom, which implies the cancellation
axiom), plus optionally torsion-freeness axioms ψx 6≈ ψy ∨ x ≈ y for all ψ ∈ N>0 (or even
generalized forms of torsion-freeness, where ψ ranges over some subset Ψ ⊆ N>0). Under
these circumstances, the ordering conditions of the inference rules can be refined in such
a way that only maximal summands ui and vj have to be overlapped. In this way, the
number of variable overlaps can be greatly reduced, as any variable that is shielded (that
is, occurs at least once below a free function symbol) cannot be a maximal summand.
The question remains how to deal with unshielded variables. In general, inferences with
unshielded variables cannot be avoided. Even worse, in the presence of unshielded vari-
ables, two inference rules of the cancellative superposition calculus are infinitely branch-
ing: they may produce infinitely many inferences for a given pair of premises. Given
further algebraic structure, however, it is often possible to eliminate unshielded variables
from formulae, that is, to transform clauses with unshielded variables into equivalent (sets
of) clauses with fewer unshielded variables. We will show under which circumstances elim-
ination of unshielded variables is possible and how these elimination techniques can be
integrated into cancellative superposition. In particular, we will show that the general
inference system described in Part I for an arbitrary subset Ψ ⊆ N>0 can be refined to
specialized finitely branching systems for Ψ = {1} and Ψ = N>0.
In divisible torsion-free Abelian groups (e.g. the rational numbers), the Abelian group
axioms are extended by the torsion-freeness axioms, the divisibility axioms ∀x ∃y: ky ≈ x
for all k ∈ N>0, and the non-triviality axiom ∃y: y 6≈ 0. In such structures unshielded
variables can be eliminated completely: every clause can be transformed into an equiva-
lent clause without unshielded variables. When we try to integrate variable elimination
into the superposition calculus, however, a typical discrepancy between computer algebra
methods and first-order theorem proving methods becomes visible. In the variable elim-
ination algorithm, the clauses are ordered with respect to the number of their variables:
the less variables a clause has, the smaller it is. In superposition and related calculi,
variables are objects that may be instantiated with small or with large terms, and the
clause ordering has to be stable under instantiation. Consequently, the variable elimi-
nation algorithm is not necessarily a simplification in the superposition calculus: some
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ground instances of the transformed clause may be too large. It turns out, however, that
all the critical instances can be handled by case analysis. The resulting calculus requires
neither variable overlaps nor explicit inferences with the theory axioms. If clauses are
fully abstracted eagerly, even ACU-unifications can be avoided.
The outline of this work is as follows: in Section 2 we recapitulate the inference sys-
tem and the redundancy concept of the cancellative superposition calculus. Section 3
starts with a presentation of simplification techniques. We discuss several refinements
of the cancellative superposition calculus and its use as a decision procedure. Divisible
torsion-free Abelian groups are treated in Section 4; the conclusions follow in Section 5.
In Appendix A, we provide some algebraic background information concerning cancella-
tive (Abelian) semigroups and monoids and their relationship to Abelian groups.
The two parts of this paper are a revised version of Waldmann (1997). The results of
Section 4 have been presented in Waldmann (1998b). For lack of space, this paper did
not include formal proofs.
2. Cancellative Superposition
2.1. preliminaries
We start this section by briefly summarizing the conventions and notations used in the
sequel. For more detailed information we refer the reader to Part I (Waldmann, 2002).
We work in a many-sorted framework and assume that there is a sort SCAM and function
symbols 0 and + with declarations 0 :→ SCAM and + : SCAMSCAM → SCAM. If t is a term
of sort SCAM and n ∈ N, then nt is an abbreviation for the n-fold sum t + · · · + t; in
particular, 0t = 0 and 1t = t.
Without loss of generality we assume that the equality symbol ≈ is the only predicate
of our language. An equation e is a pair of terms, usually written as t ≈ t′, where t
and t′ have the same sort. The left-hand and right-hand side of e are denoted by lhs(e)
and rhs(e). A literal is either an equation e or a negated equation ¬ e. The symbol [¬] e
denotes either e or ¬ e. Instead of ¬ t ≈ t′, we sometimes write t 6≈ t′. A clause is a finite
multiset of literals, usually written as a disjunction. For a set N of clauses, the set of all
ground instances of clauses in N is denoted by N .
Let Ψ ⊆ N>0. The clauses
(x+ y) + z ≈ x+ (y + z) (Associativity)
x+ y ≈ y + x (Commutativity)
x+ 0 ≈ x (Identity)
x+ y 6≈ x+ z ∨ y ≈ z (Cancellation)
ψx 6≈ ψy ∨ x ≈ y (Ψ-Torsion-Freeness)
(for every ψ ∈ Ψ) are the axioms of Ψ-torsion-free cancellative Abelian monoids. The
first four clauses are denoted by A, C, U, and K, the set of Ψ-torsion-freeness axioms by
TΨ. We write ACUKTΨ for the whole set and AC, ACU, ACK for the respective subsets.
By Lemma A.8 we can assume that Ψ contains 1 and is closed under multiplication and
factors. In practice, Ψ will usually be either {1} (so Ψ-torsion-freeness is void) or N>0
(so Ψ-torsion-freeness is ordinary torsion-freeness).
We denote the entailment relation modulo equality and ACUKTΨ by |=Ψ. In other
words, {C1, . . . , Cn} |=Ψ C0 if and only if {C1, . . . , Cn} ∪ ACUKTΨ |=≈ C0 for clauses
C0, C1, . . . , Cn.
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A function symbol is called free, if it is different from 0 and +. A term is called atomic,
if it is not a variable and its top symbol is different from +. We say that a term t occurs
at the top of s, if there is a position o ∈ pos(s) such that s|o = t and for every proper
prefix o′ of o, s(o′) equals +; the term t occurs in s below a free function symbol, if there
is an o ∈ pos(s) such that s|o = t and s(o′) is a free function symbol for some proper
prefix o′ of o. A variable x is called shielded in a clause C, if it occurs at least once
below a free function symbol in C, or if it does not have sort SCAM. Otherwise, x is called
unshielded.
A selection function is a function that assigns to every clause a (possibly empty)
submultiset of its negative literals. A variable x occurring in a clause C is called eligible,
if x has sort SCAM and either C has no selected literals and x is unshielded in C, or
x occurs in some selected literal and x is unshielded in the subclause consisting of all
selected literals of C. The set of all eligible variables of a clause C is denoted by elig(C).
We say that an ACU-compatible ordering  has the multiset property, if whenever a
ground atomic term u is greater than vi for every i in a finite non-empty index set I,
then u ∑i∈I vi.
From now on we will work only with ACU-congruence classes, rather than with terms.
So all terms, equations, substitutions, inference rules, etc., are to be taken modulo ACU,
that is, as representatives of their congruence classes. Furthermore, we will use the equal-
ity predicate as a symmetric operator, thus ignoring the difference between t ≈ t′ and
t′ ≈ t. The symbol  will always denote an ACU-compatible reduction ordering that
has the multiset property, is total on ACU-congruence classes, and satisfies t 6 s[t]o for
every term s[t]o.
Let e be a ground equation nu +
∑
i∈I si ≈ mu +
∑
j∈J tj , where u, si, and tj are
atomic terms, n ≥ m ≥ 0, n ≥ 1, and u  si and u  tj for all i ∈ I, j ∈ J . Then u is
called the maximal atomic term of e, denoted by mt(e).
The ordering L on literals compares lexicographically first the maximal atomic terms
of the literals, then the polarities (negative  positive), then the number of the sides
of the literals on which the maximal atomic term occurs, then the multisets of all non-
zero terms occurring at the top of the literals, and finally the multisets consisting of
the left- and right-hand sides of the literals. The ordering C on clauses is the multiset
extension of the literal ordering L. Both L and C are Noetherian and total on ground
literals/clauses.
If (Π0, >) is an ordered set, Π ⊆ Π0, and s ∈ Π0, then Π<s is an abbreviation for
{t ∈ Π | t < s}.
2.2. the inference system CInfΨ
The cancellative superposition calculus (Waldmann, 2002) is a refutationally complete
variant of the standard superposition calculus (Bachmair and Ganzinger, 1994c) for sets
of clauses that contain the axioms ACUKTΨ. It is parameterized by an ordering  and
by a selection function.
The inference system CInfΨ of the cancellative superposition calculus consists of the
inference rules cancellation, equality resolution, standard superposition, negative cancella-
tive superposition, positive cancellative superposition, abstraction, standard equality fac-
toring, and cancellative equality factoring. Ground versions of these rules are given below.
The following conditions are common to all the inference rules: if a literal of a clause
is selected, then an inference must not involve non-selected literals of this clause. If
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an inference involves a non-selected literal, then it must be maximal in the respective
clause (except for the last but one literal in equality factoring inferences). If an infer-
ence involves a selected literal, then it must be maximal among the selected literals of
this clause. A positive literal that is involved in a superposition or abstraction inference
must be strictly maximal in the respective clause. In all superposition and abstraction
inferences, the left premise is smaller than the right premise. In standard superposition
and abstraction inferences, if s is a proper sum, then t (or w, respectively) occurs in a
maximal atomic subterm of s.
Cancellation
C ′ ∨ [¬]mu+ s ≈ m′u+ s′
C ′ ∨ [¬] (m−m′)u+ s ≈ s′
if m ≥ m′ ≥ 1 and u  s, u  s′.
Equality Resolution
C ′ ∨ ¬ 0 ≈ 0
C ′
if either u = 0 or u does not have sort SCAM.
Standard Superposition
D′ ∨ t ≈ t′ C ′ ∨ [¬] s[t] ≈ s′
D′ ∨ C ′ ∨ [¬] s[t′] ≈ s′
if s does not have sort SCAM or t occurs below a free function
symbol in s, and s[t]  s′, t  t′.
Neg. Canc. Superposition
D′ ∨ nu+ t ≈ t′ C ′ ∨ ¬mu+ s ≈ s′
D′ ∨ C ′ ∨ ¬ ψs+ χt′ ≈ ψs′ + χt
if m ≥ 1, n ≥ 1, ψ = n/gcd(m,n), χ = m/gcd(m,n), ψ ∈ Ψ,
and u  s, u  s′, u  t, u  t′.
Pos. Canc. Superposition
D′ ∨ nu+ t ≈ t′ C ′ ∨ mu+ s ≈ s′
D′ ∨ C ′ ∨ (m−n)u+ s+ t′ ≈ s′ + t
if m ≥ n ≥ 1, and u  s, u  s′, u  t, u  t′.
Abstraction
D′ ∨ nu+ t ≈ t′ C ′ ∨ [¬] s[w] ≈ s′
C ′ ∨ ¬ y ≈ w ∨ [¬] s[y] ≈ s′
if n ≥ 1, w = mu + q occurs in s immediately below some
free function symbol, m ≥ 1, nu + t is not a subterm of w,
ψm′ = χn for some ψ ∈ Ψ, χ ∈ N>0, and m′ ∈ N>0 with
m′ ≤ m, and u  t, u  t′, s[w]  s′.
Standard Eq. Factoring
C ′ ∨ u ≈ v′ ∨ u ≈ u′
C ′ ∨ ¬ u′ ≈ v′ ∨ u ≈ v′
if u, u′, and v′ do not have sort SCAM, and u  u′, u  v′.
Canc. Eq. Factoring
C ′ ∨ nu+ t ≈ t′ ∨ mu+ s ≈ s′
C ′ ∨ ¬ ψt+ χs′ ≈ ψt′ + χs ∨ nu+ t ≈ t′
if m ≥ 1, n ≥ 1, ψ = m/ gcd(m,n), χ = n/ gcd(m,n), ψ ∈ Ψ,
and u  s, u  s′, u  t, u  t′.
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The inference system CInfΨ is sound with respect to ACUKTΨ: for every inference
with premises C1, . . . , Cn and conclusion C0, we have {C1, . . . , Cn} |=Ψ C0.
To lift the inference rules equality resolution, standard superposition, and standard
equality factoring to non-ground premises, we proceed as in the standard superposition
calculus (Bachmair and Ganzinger, 1994c), so that, for instance, the standard superposi-
tion rule has the following form:
Standard Superposition
D′ ∨ t ≈ t′ C ′ ∨ [¬] s[w] ≈ s′
(D′ ∨ C ′ ∨ [¬] s[t′] ≈ s′)σ
if the following conditions are satisfied:
(i) w is not a variable.
(ii) s does not have sort SCAM or w occurs below a free function symbol in s.
(iii) σ is a most general ACU-unifier of t and w.
(iv) s[w] 6 s′, t 6 t′.
As long as all variables in our clauses are shielded, we can lift the inference rules
cancellation, negative cancellative superposition, positive cancellative superposition, and
cancellative equality factoring in a similar way as the standard superposition rule. We
only have to take into account that, in a clause C = C ′ ∨ [¬] e1, the maximal equation
e1 need no longer have the form mu + s ≈ s′, where u is the unique maximal atomic
term. Rather, an equation such as f(x)+2f(y)+ b 6≈ c may contain several (distinct but
ACU-unifiable) maximal atomic terms uk with multiplicities m∗k, where k ranges over
some finite non-empty index set K. We thus obtain e1 =
∑
k∈K m
∗
kuk + s ≈ s′, where∑
k∈K m
∗
k corresponds to m in the ground literal above. As in the standard superposition
rule, the substitution σ that unifies all uk (and the corresponding terms vl from the other
premise) is applied to the conclusion. For instance, the positive cancellative superposition
rule now has the following form:
Positive Cancellative Superposition
D′ ∨ e2 C ′ ∨ e1
(D′ ∨ C ′ ∨ e0)σ
if the following conditions are satisfied:
(i) e1 =
∑
k∈K m
∗
kuk + s ≈ s′.
(ii) e2 =
∑
l∈L n
∗
l vl + t ≈ t′.
(iii) m =
∑
k∈K m
∗
k ≥ n =
∑
l∈L n
∗
l ≥ 1.
(iv) u is one of the uk or vl (k ∈ K, l ∈ L).
(v) e0 = (m− n)u+ s+ t′ ≈ t+ s′.
(vi) σ is a most general ACU-unifier of all uk and vl (k ∈ K, l ∈ L).
(vii) uσ 6 sσ, uσ 6 s′σ, uσ 6 tσ, uσ 6 t′σ.
The lifted versions of the rules cancellation, negative cancellative superposition, and
cancellative equality factoring are obtained analogously. The only inference rule for which
lifting is not so straightforward is the abstraction rule. Here we have to take into account
that the term to be abstracted out may be a sum containing variables at the top.
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We have shown in Part I of this paper (Waldmann, 2002) that one can devise lifted
inference rules even in the presence of unshielded variables. These rules, however, show
the familiar weakness of AC-superposition calculi: variable overlaps become necessary
for completeness, leading to an enormous growth of the search space. Besides, the nega-
tive cancellative superposition and cancellative equality factoring inference rules become
infinitely branching: they may produce infinitely many inferences for a given pair of
premises. As we will show in the sequel, for the special cases Ψ = {1} and Ψ = N>0, the
general inference system CInfΨ can be refined to specialized inference systems that are
finitely branching even if the premises contain unshielded variables.
2.3. redundancy and saturation
The inference rules described so far are only one of the components of the cancellative
superposition calculus. The other one is the associated redundancy criterion for clauses
and inferences.
Let N be a set of clauses. We say that a clause C is CRedΨ-redundant with respect
to N , if N≺CCθ |=Ψ Cθ for every ground instance Cθ.
To obtain a definition of redundancy for inferences, we need the concept of a ground
instance of an inference: let C0, C1, . . . , Ck be clauses and let θ be a substitution such
that C1θ, . . . , Ckθ are ground. If there are inferences
Ck . . . C1
C0
and
Ckθ . . . C1θ
C0θ
then the latter is called a ground instance of the former.†
Let N be a set of clauses. We say that an inference
Ck . . . C1
C0
is CRedΨ-redundant with respect to N if for every ground instance
Ckθ . . . C1θ
C0θ
N≺CC1θ |=Ψ C0θ holds.‡
The set of all clauses that are CRedΨ-redundant with respect to a set N of clauses is
denoted by CRedCΨ(N). The set of all inferences that are CRedΨ-redundant with respect
to N is denoted by CRed IΨ(N). The pair CRedΨ = (CRed
I
Ψ,CRed
C
Ψ) is a redundancy
criterion with respect to the inference system CInfΨ and the consequence relation |=Ψ
(Waldmann, 2002, Definition 2.2).
A set N of clauses is called saturated with respect to (CInfΨ,CRedΨ) if every inference
from clauses in N is CRedΨ-redundant with respect to N .
†Whenever we talk about instances of inferences, we assume that selected literals in the ground clauses
and in the non-ground clauses correspond to each other.
‡For abstraction inferences one has to consider all ground instances C0θρ of C0θ = y 6≈ wθ ∨ C′0θ[y]
with yρ ≺ wθ.
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The theorem proving calculus (CInfΨ,CRedΨ) is refutationally complete: a set of
clauses that is saturated with respect to (CInfΨ,CRedΨ) is unsatisfiablemoduloACUKTΨ
if and only if it contains the empty clause.
3. Refinements and Applications
3.1. simplification techniques
In any practicable saturation-based theorem prover methods to keep the number and
the size of formulae as small as possible are indispensable. Deletion of a formula during
a theorem proving derivation is allowed only if this formula has become redundant.
However, if formulae do not become redundant accidentally, we still have the chance to
simplify them, that is, to make them redundant by adding some other clauses (see Part I,
Waldmann, 2002, Definition 2.4).
The easiest simplification rules are those which transform a clause into an ACUKTΨ-
equivalent smaller one. For example, independently of N every clause C ∨ [¬]s+t ≈ s+t′
with s  0 can be simplified to C ∨ [¬]t ≈ t′; every clause C ∨ [¬]ψt ≈ ψt′ with ψ ∈ Ψ\{1}
can be simplified to C ∨ [¬] t ≈ t′.
Demodulation is a classical simplification technique. Demodulating a clause C[tσ]
means rewriting it to C[t′σ] using another clause t ≈ t′, where tσ  t′σ and C[tσ] C
t ≈ t′. More generally, if C and D are two clauses in N such that D = D′ ∨ t ≈ t′,
C = D′σ ∨ C ′[tσ], C C Dσ and tσ  t′σ, then C can be simplified to D′σ ∨ C ′[t′σ].
We can extend demodulation from the traditional kind of rewriting to cancellative
rewriting: if C and D are two clauses in N such that D = D′ ∨ t + w ≈ w′, C =
D′σ ∨ C ′ ∨ [¬] s+ tσ ≈ s′, C C Dσ, and s+ tσ ≈ s′ L s+w′σ ≈ s′+wσ, then C can
be simplified to D′σ ∨ C ′ ∨ [¬] s+ w′σ ≈ s′ + wσ.
For example, ifD is the inverse axiom (−x)+x ≈ 0, then every clause C ′ ∨ [¬](−s)+t ≈
t′ that is larger than (−s)+s ≈ 0 can be simplified to C ′ ∨ [¬]t ≈ t′+s. Similarly, for every
cancellation, equality resolution, or superposition inference from ground unit clauses, the
maximal premise follows from the smaller premise (if any) and the conclusion; hence
any such inference constitutes a simplification of the maximal premise. In particular,
when we start with a finite set of ground unit clauses over + and constants, then every
inference step leads to a set of ground unit clauses over + and constants that are smaller
in the multiset extension of the clause ordering C, hence the cancellative superposition
calculus must terminate:
Lemma 3.1. If membership in Ψ is decidable, then the cancellative superposition calculus
is a decision procedure for the satisfiability of finite sets of ground unit clauses over +
and constants with respect to ACUKTΨ.
In other words, we can decide the word problem for Ψ-torsion-free cancellative Abelian
monoids (and the equivalent problem for Ψ-torsion-free Abelian groups) whenever mem-
bership in Ψ is decidable. Using a refinement of positive cancellative superposition similar
to gcd superposition in Stuber (1996), this can even be done in quadratic time.
It is crucial for Lemma 3.1 that all free function symbols are constants. Lemma 3.1
is thus weaker than Theorem 5.7 of Marche´ (1996). If the set of clauses contains non-
constant free function symbols, then not only cancellation, cancellative superposition, and
equality resolution inferences, but also standard superposition and abstraction inferences
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have to be computed. While standard superposition is harmless, abstraction is not: as the
conclusion of an abstraction inference from ground unit premises is neither ground nor a
unit clause, the subsequent inferences are no longer guaranteed to be simplifications. To
use cancellative superposition as a decision procedure for arbitrary ground unit clauses,
a significantly more elaborate strategy would be necessary; and it is not known whether
such a strategy exists.
3.2. eliminating unshielded variables
Let us now return to non-ground cancellative superposition. As we have seen in Part I,
the ordering conditions of our inference rules make cancellative superposition inferences
into shielded variables superfluous. Cancellative superposition inferences into unshielded
variables cannot generally be avoided, however. As an example, consider the clauses
b+ c ≈ d and x+ c 6≈ d with the ordering b  c  d. Since unification is not an effective
filter, clauses with eligible variables are extremely prolific. In this subsection, we will
concentrate on simplification techniques that reduce the number of clauses with eligible
variables. As we will show, certain clauses with eligible variables can be removed from
the clause set.
Lemma 3.2. Let C be a clause
C ′ ∨
∨
i∈I
nix+ si ≈ ti
where x occurs neither in C ′ nor in the ti. Let M be a term-generated normal model of
{C} ∪ACK. Then M is a model of C ′, or SMCAM is a group under the operation +M.
Proof. Let M be a term-generated normal model of {C} ∪ ACK. Then SMCAM is a
cancellative Abelian semigroup under +M. Suppose that M is not a model of C ′. Let
θ be a substitution that maps all variables in C except x to constants, such that the
ground clause C ′θ is false in M. Consequently, M satisfies∨
i∈I
nix+ siθ ≈ tiθ.
Hence for every m ∈ SMCAM there is an i ∈ I such that m+M (ni−1)m+Mα(siθ) = α(tiθ),
where α is the assignment mapping x to m. As tiθ is ground, ti = α(tiθ) is independent
of α. Now {ti | i ∈ I} is finite, hence by Theorem A.3, SMCAM is a group. 2
In its most general form, we can use this lemma to split one theorem proving derivation
into two branches in a tableaux-like manner (see Bachmair et al., 1993). It is particularly
useful if one of the two branches can immediately be seen to fail. This happens in two
situations: first, if C ′ is empty, then the first branch can be closed immediately. In this
case C implies the identity and inverse axioms, and, although it is not required by
fairness, it may be wise to add them to find an easier proof. Second, if some subset N ′
of N implies that, for every model M, SMCAM is not a group, the second branch can be
closed immediately. (For instance, N ′ might consist of the single clause y + a 6≈ b.) In
this case, C can be simplified to C ′. In “non-groups” it is thus always possible to get rid
of unshielded variables that occur only positively.
A similar lemma holds for torsion-free cancellative Abelian monoids:
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Lemma 3.3. Let Ψ = N>0 and let C be a clause
C ′ ∨
∨
i∈I
nix+ si ≈ ti
where x occurs neither in C ′ nor in the si or ti. LetM be a term-generated normal model
of {C} ∪ACUKTΨ. Then M is a model of C ′, or SMCAM is a singleton.
Proof. This is proved analogously to Lemma 3.2 using Corollary A.6. 2
In the presence of a non-triviality axiom†
a 6≈ 0 (Non-triviality)
(which excludes singleton models), Lemma 3.3 allows us to eliminate every literal with
unshielded variables that occur only positively in a clause.‡ In Section 3.4 we will exploit
this possibility to construct a finite branching variant of the inference system CInfΨ for
Ψ = N>0.
If a non-triviality axiom is not initially given, then Lemma 3.3 suggests proving theo-
rems in torsion-free cancellative Abelian monoids in two steps: before checking whether
some set N ∪ ACUKTΨ of clauses has an equality model, we inspect the extended set
N ′ = N ∪{x = 0}. If N ′∪ACUKTΨ has a model, then so has N ∪ACUKTΨ. Otherwise,
N ∪ACUKTΨ has no term-generated normal model in which SMCAM is a singleton, so we
may consider N ′′ = N ∪ {a 6≈ 0} and continue as earlier.
Unshielded variables occurring negatively are somewhat harder to handle than positive
ones. If an unshielded variable occurs in only one negative literal and in no positive
literals, we can eliminate it, provided that the coefficient of the variable is 1 and that the
inverse axiom
(−x) + x ≈ 0 (Inverse)
has been derived: in a group, every clause of the form C ∨ ¬ x + s ≈ s′, where x does
not occur in C, can be simplified to C. If the coefficient is different from 1, the inverse
axiom alone does not yield enough information to eliminate the literal. In this case, we
additionally need division operators divided-byn and divisibility axioms§
n divided-byn(x) ≈ x (Divisibility)
(for n ∈ N>0). This will be further investigated in Section 4.
So far we have presented ways to deal with unshielded variables that occur either only
positively (in “non-groups” and torsion-free cancellative Abelian monoids) or negatively
and in only one literal (in groups). There is a variant of “rewriting with equations of
conditions” which can sometimes be applied if an unshielded variable occurs in more
than one literal and at least once negatively. Consider a clause C0 of the form
C ′ ∨ ¬ nx+ s ≈ s′ ∨ [¬]mx+ t ≈ t′.
If m ≥ n ≥ 1, then C0 is equivalent to
C ′ ∨ ¬ nx+ s ≈ s′ ∨ [¬] (m−n)x+ t+ s′ ≈ t′ + s.
†In non-Skolemized form: ∃y: y 6≈ 0.
‡We assume that variables occurring on both sides of an equation are cancelled immediately.
§In non-Skolemized form: ∀n ∈ N>0 ∀x ∃y: ny ≈ x.
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If n/ gcd(m,n) ∈ Ψ, then it is also equivalent to
C ′ ∨ ¬ nx+ s ≈ s′ ∨ [¬] ψt+ χs′ ≈ ψt′ + χs,
where ψ = n/ gcd(m,n) and χ = m/ gcd(m,n). Exploiting the first and then the second
equivalence repeatedly until they are no longer applicable we obtain a clause C1 in which
x occurs only in one negative literal kx + w ≈ w′ and, if Ψ 6= N>0, possibly in some
positive literals (with coefficients smaller than k). Unfortunately, a ground instance C1θ
of the resulting clause is not necessarily smaller than the corresponding instance C0θ.
This transformation is therefore not a simplification. A method to integrate this kind of
variable elimination into cancellative superposition will be presented in Section 4.
3.3. the standard case: Ψ = {1}
It is easy to see that the inference system CInfΨ is more or less unusable as soon as
clauses with unshielded variables have to be handled. Even if we restrict to the special
case Ψ = {1}, the negative cancellative superposition and cancellative equality factoring
rules may produce infinitely many inferences for a given premise or pair of premises.
However, if Ψ = {1}, the system CInf {1} can be refined to a finitely branching system
WCInf {1}. In WCInf {1}, the inference rules negative cancellative superposition, abstrac-
tion, and cancellative equality factoring are replaced by new rules whose names are dis-
tinguished from the old versions by the prefix weak. As saturation with respect to the
weak rules implies saturation with respect to the original rules, the completeness proof
of the previous section carries over to the new calculus.
The main idea behind the weak negative cancellative superposition rule is very simple.
If we have ground clauses Dθ = D′θ ∨ n¯u¯+ t¯ ≈ t¯′ and Cθ = C ′θ ∨ ¬ m¯u¯+ s¯ ≈ s¯′, where
m¯ = χn¯ and χ ∈ N>0, then a negative cancellative superposition inference ι produces
the clause C0 = D′θ ∨ C ′θ ∨ ¬ s¯ + χt¯′ ≈ χt¯ + s¯′. The premise Cθ contains χ copies of
n¯u¯; these are replaced by χ copies of t¯′, and χ copies of t¯ are added to the right-hand
side. If we replace only one copy of n¯u¯, rather than all χ copies, we obtain the clause
C ′0 = D
′θ ∨ C ′θ ∨ ¬ (m¯−n¯)u¯ + s¯ + t¯′ ≈ t¯ + s¯′. Like C0, the clause C ′0 is smaller than
the premise Cθ; furthermore, together with Dθ, it implies C0, making the inference ι
redundant. The new inference
Dθ Cθ
C ′0
is independent of χ, therefore it can be lifted to non-ground clauses in the same way as
the positive cancellative superposition rule.
To obtain a finitely branching variant of the cancellative equality factoring rule, we
consider the size of the literals in a ground cancellative equality factoring inference
C ′θ ∨ n¯u¯+ t¯ ≈ t¯′ ∨ m¯u¯+ s¯ ≈ s¯′
C ′θ ∨ ¬ t¯+ χs¯′ ≈ χs¯+ t¯′ ∨ n¯u¯+ t¯ ≈ t¯′
where χm¯ = n¯ and χ ∈ N>0. Obviously, n¯ ≥ m¯. On the other hand, the literal m¯u¯+s¯ ≈ s¯′
must be maximal, implying m¯ ≥ n¯. It follows that m¯ = n¯ and χ = 1. With these
additional restrictions, the lifted rule becomes finitary branching.
As we have already mentioned, the abstraction rule differs from the other inference
rules in that the validity of its conclusion depends only on the validity of its second
premise and that its conditions serve only to restrict the number of necessary inferences.
The conditions are not required for correctness—if checking them turns out to be too
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expensive, they may be weakened or even ignored. For instance, we note that an abstrac-
tion inference is usually possible if the set of variables lhs(e2)\Var(rhs(e2))\Var(neg(D′))
contains an eligible variable, or if w has the form mx + q and either m > 1, or m = 1
and q = q1 + q2 where q1 is a variable or a non-zero atomic term not containing x as a
subterm. It remains only to consider the situation where e2 =
∑
l∈L n
∗
l vl + t ≈ t′ and
w =
∑
k∈K m
∗
kuk + q with atomic terms uk and vl. In this case, an inference is possible
as soon as all uk and vl are ACU-unifiable and
∑
k∈K m
∗
k ≥
∑
l∈L n
∗
l . We combine these
conditions in the weak abstraction inference rule.
Inference System 3.4. The inference system WCInf {1} consists of the inference rules
cancellation, equality resolution, standard superposition, positive cancellative superposi-
tion, and standard equality factoring of Inference System 3.16 of Part I (Waldmann, 2002),
and of the inference rules weak negative cancellative superposition, weak abstraction, and
weak cancellative equality factoring, as described below.
Weak Negative Cancellative Superposition
D′ ∨ e2 C ′ ∨ ¬ e1
(D′ ∨ C ′ ∨ ¬ e0)σ
if the following conditions are satisfied:
(i) e1 =
∑
i∈I mixi +
∑
k∈K m
∗
kuk + s ≈ s′.
(ii) e2 =
∑
j∈J njyj +
∑
l∈L n
∗
l vl + t ≈ t′.
(iii) e0 = z +
∑
i∈I mixˇi + s+ t
′ ≈∑j∈J nj yˇj + t+ s′.
(iv) I ∪K 6= ∅ and J ∪ L 6= ∅.
(v) {xi | i ∈ I} = elig(C ′ ∨ ¬e1) ∩Var(lhs(e1))\Var(rhs(e1)),
{yj | j ∈ J} = elig(D′ ∨ e2) ∩Var(lhs(e2))\Var(rhs(e2))\Var(neg(D′)).
(vi) lhs(e1) is not a variable (i.e. either
∑
i∈I mi > 1 or
∑
k∈K m
∗
kuk + s 6= 0).
(vii) If I = {i1}, mi1 = 1, and K = ∅, then J 6= ∅ or t 6= 0.
(viii) If K ∪L 6= ∅, u is one of the uk or vl (k ∈ K, l ∈ L), otherwise, u is a new variable.
(ix) σ1 maps xi to xˆi + xˇi and yj to yˆj + yˇj for i ∈ I, j ∈ J ; σ2 is a most gen-
eral ACU-unifier of all uk and vl (k ∈ K, l ∈ L); σ3 is a most general ACU-
unifier of
∑
i∈I mixˆi +
(∑
k∈K m
∗
k
)
uσ2 and z +
∑
j∈J nj yˆj +
(∑
l∈L n
∗
l
)
uσ2 such
that
(∑
j∈J nj yˆj +
(∑
l∈L n
∗
l
)
uσ2
)
σ3 is not identical to 0; and σ = σ1σ2σ3.
(x) uσ 6 sσ, uσ 6 s′σ, uσ 6 tσ, uσ 6 t′σ, uσ 6 xˇiσ for i ∈ I, uσ 6 yˇjσ for j ∈ J .
Weak Abstraction
D′ ∨ e2 C ′ ∨ [¬] s[w] ≈ s′
C ′ ∨ ¬ y ≈ w ∨ [¬] s[y] ≈ s′
if the following conditions are satisfied:
(i) w occurs in s immediately below some free function symbol and has sort SCAM.
(ii) Either:
(a) elig(D′ ∨ e2) ∩Var(lhs(e2)) \Var(rhs(e2)) \Var(neg(D′)) 6= ∅.
(b) w is not a variable.
or:
(a) e2 =
∑
l∈L n
∗
l vl + t ≈ t′.
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(b) L 6= ∅.
(c) Either:
(α) w = mx+ q.
(β) Either m > 1, or m = 1 and q = q1+q2 where q1 is a variable or a non-zero
atomic term not containing x as a subterm.
(γ) lhs(e2) is neither an atomic term nor a subterm of w.
(δ) vl 6 t, vl 6 t′ for some l ∈ L.
or:
(α) w =
∑
k∈K m
∗
kuk + q.
(β) ρ is a most general ACU-unifier of all uk and vl (k ∈ K, l ∈ L).
(γ)
∑
k∈K m
∗
k ≥
∑
l∈L n
∗
l .
(δ) lhs(e2)ρ is not a subterm of wρ.
() vlρ 6 tρ, vlρ 6 t′ρ for all l ∈ L.
Weak Cancellative Equality Factoring
C ′ ∨ e2 ∨ e1
(C ′ ∨ ¬ e0 ∨ e2)σ
if the following conditions are satisfied:
(i) e1 =
∑
i∈I mixi +
∑
k∈K m
∗
kuk + s ≈ s′.
(ii) e2 =
∑
j∈J njxj +
∑
l∈L n
∗
l vl + t ≈ t′.
(iii) e0 =
∑
j∈J nj xˇj + t+ s
′ ≈∑i∈I mixˇi + s+ t′.
(iv) I ∪K 6= ∅ and J ∪ L 6= ∅.
(v) {xi | i ∈ I} = elig(C ′ ∨ e2 ∨ e1) ∩ Var(lhs(e1)) \Var(rhs(e1)) \Var(rhs(e2)) \
Var(neg(C ′)),
{xj | j ∈ J} = elig(C ′ ∨ e2 ∨ e1) ∩ Var(lhs(e2)) \Var(rhs(e1)) \Var(rhs(e2)) \
Var(neg(C ′)).
(vi) If K ∪L 6= ∅, u is one of the uk or vl (k ∈ K, l ∈ L), otherwise, u is a new variable.
(vii) σ1 maps xi to xˆi + xˇi for i ∈ I ∪ J ; σ2 is a most general ACU-unifier of all uk and
vl (k ∈ K, l ∈ L); σ3 is a most general ACU-unifier of
∑
i∈I mixˆi+
(∑
k∈K m
∗
k
)
uσ2
and
∑
j∈J nj xˆj +
(∑
l∈L n
∗
l
)
uσ2; and σ = σ1σ2σ3.
(viii) uσ 6 sσ, uσ 6 s′σ, uσ 6 tσ, uσ 6 t′σ, uσ 6 xˇiσ for i ∈ I ∪ J .
Instances of weak negative cancellative superposition, weak abstraction, and weak can-
cellative equality factoring inferences are defined as previously in Part I, Definition 4.30.
With these implements, we again obtain lifting lemmas analogously to Lemmas 4.36
and 4.37 of Part I. The definitions of redundancy (Part I, Definitions 4.31 and 4.32) are
extended verbatim to the new kinds of inferences. It is easy to show that Lemma 4.34 of
Part I also holds for Inference System 3.4, that is, that CRed {1} is also a redundancy cri-
terion with respect to WCInf {1}. We can then link saturation with respect to WCInf {1}
to saturation with respect to CInf {1} as described at the beginning of this section:
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Lemma 3.5. Let N be a set of clauses. If Ψ = {1} and if every weak negative cancellative
superposition inference from clauses in N is redundant with respect to N , then every neg-
ative cancellative superposition inference from clauses in N is redundant with respect to
N . (Analogously for weak abstraction inferences and weak cancellative equality factoring
inferences.)
Theorem 3.6. If a set of clauses is saturated with respect to WCInf {1} and CRed {1},
then it is also saturated with respect to CInf {1} and CRed {1}.
This means that we can obtain a CInf {1}-saturated set of clauses not only as the
limit of a fair CInf {1}-derivation, but also as the limit of a fair WCInf {1}-derivation.
Theorem 4.42 of Part I can therefore be extended from CInf {1}-derivations toWCInf {1}-
derivations.
3.4. the torsion-free case: Ψ = N>0
In the previous subsection, we have shown how the infinitely branching inference sys-
tem CInf {1} can be transformed into a finitely branching system WCInf {1}. A similar
refinement is possible if Ψ = N>0. For lack of space, we will only sketch the construction
of this inference system; the reader is referred to Waldmann (1997) for the details.
We have shown in Section 3.2 that in the N>0-torsion-free case all unshielded variables
that occur only positively can be eliminated. The new inference system WCInfN>0 is
equivalent to CInfN>0 , provided that the elimination of unshielded variables is performed
eagerly. Again, the inference rules negative cancellative superposition, abstraction, and
cancellative equality factoring are replaced by new rules, whose redundancy implies the
redundancy of the old rules.
Let Ψ = N>0 and let us consider a negative cancellative superposition inference ι from
ground clauses Dθ = D′θ ∨ n¯u¯ + t¯ ≈ t¯′ and Cθ = C ′θ ∨ ¬ m¯u¯ + s¯ ≈ s¯′, producing
the clause C0 = D′θ ∨ C ′θ ∨ ¬ ψs¯ + χt¯′ ≈ χt¯ + ψs¯′, where ψm¯ = χn¯, ψ ∈ N>0, and
χ ∈ N>0. Provided that m¯ ≥ n¯, we can use the same trick as in the case Ψ = {1}: by
replacing n¯u¯ by t¯′ in m¯u¯ + s¯ ≈ s¯′ and by adding t¯ to the right-hand side, we obtain a
clause C ′0 = D
′θ ∨ C ′θ ∨ ¬ (m¯−n¯)u¯ + s¯ + t¯′ ≈ t¯ + s¯′. This clause is smaller than the
premise Cθ; together with Dθ, it implies C0. Hence, if m¯ ≥ n¯, then the inference ι is
redundant whenever the inference
D′θ ∨ n¯u¯+ t¯ ≈ t¯′ C ′θ ∨ ¬ m¯u¯+ s¯ ≈ s¯′
D′θ ∨ C ′θ ∨ ¬ (m¯−n¯)u¯+ s¯+ t¯′ ≈ t¯+ s¯′
is redundant. We call inferences of this kind weak negative cancellative superposition (I)
inferences; they can be lifted in the same way as in Section 3.3.
It remains to consider ground inferences
D′θ ∨ n¯u¯+ t¯ ≈ t¯′ C ′θ ∨ ¬ m¯u¯+ s¯ ≈ s¯′
D′θ ∨ C ′θ ∨ ¬ ψs¯+ χt¯′ ≈ χt¯+ ψs¯′
where ψm¯ = χn¯, ψ ∈ N>0, and χ ∈ N>0, and additionally 0 < m¯ < n¯. We call
such inferences weak negative cancellative superposition (II) inferences. Lifting them in
a finitely branching manner becomes possible by virtue of the fact that we restrict to
clauses C and D without unshielded variables occurring only positively. If n¯u¯ + t¯ ≈ t¯′
is the ground instance of an equation
∑
l∈L n
∗
l vl + t ≈ t′, then u¯ does not result from
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instantiations of variables. Every u¯ is the instance of some vl, hence n¯ =
∑
l∈L n
∗
l . In
other words, even for non-ground clauses, the number n¯ of the occurrences of the maximal
atomic subterm in the ground instance is known. As 0 < m¯ < n¯, this leaves only finitely
many possibilities for m¯. Since there exists at most one pair (ψ, χ) for given n¯ and m¯, it
is no problem anymore to lift the inference in a finitely branching way.
The weak abstraction rule is constructed according to the same principles as the corre-
sponding rule of Inference System 3.4. Some differences are, on the one hand, due to the
fact that unshielded variables occurring only positively can be excluded. On the other
hand, for Ψ = N>0, a clause Dθ = D′θ ∨ n¯u¯ + t¯ ≈ t¯′ makes the abstraction of a term
m¯u¯+ q¯ necessary, even if n¯ > m¯.
Making the cancellative equality factoring rule of Inference System 3.16 of Part I finitely
branching turns out to be almost trivial: in the absence of unshielded variables occurring
only positively, the conditions of this rule can be satisfied only if χ = n∗/ gcd(m∗, n∗)
and ψ = m∗/ gcd(m∗, n∗), where m∗ =
∑
k∈K m
∗
k and n
∗ =
∑
l∈L n
∗
l .
Theorem 3.7. If a set of clauses is saturated with respect to WCInfN>0 and CRedN>0
and none of the clauses contains unshielded variables that occur only positively, then it
is also saturated with respect to CInfN>0 and CRedN>0 .
By Theorem A.7, an Abelian monoid is cancellative and torsion-free if and only if it
can be extended to a totally ordered Abelian monoid. As a consequence of this fact, the
calculi WCInfN>0 (or CInfN>0) can also be used to prove theorems in totally ordered
Abelian monoids, as long as the ordering predicate only occurs in the ordering axioms but
nowhere else in the theorem (Waldmann, 1997). Otherwise, a combination of cancellative
superposition and chaining (Slagle, 1972; Bachmair and Ganzinger, 1994b) is necessary
(see Waldmann, 2001).
3.5. full abstraction
The abstraction inference rule is problematic from an efficiency point of view. In com-
parison with the second premise, the conclusion of an inference
D C[t]
y 6≈ t ∨ C[y]
contains more variables and more incomparable terms, which both add to the number of
inferences in which this clause can participate.† Furthermore, even though y 6≈ t ∨ C[y]
is logically equivalent to C[t], an abstraction inference is in general not a simplification,
hence both the second premise and the conclusion must be kept and may be used in
further inferences.
In our calculi, working with abstracted clauses is necessary for completeness. It is
possible, however, to avoid working with both abstracted and unabstracted clauses:
A clause C is called fully abstracted, if no non-variable term of sort SCAM occurs below
a free function symbol in C. Every clause C can be transformed into an equivalent fully
abstracted clause abs(C) by iterated rewriting
C[f(. . . , t, . . . )]→ x 6≈ t ∨ C[f(. . . , x, . . . )],
†Note though that equality resolution inferences with the new variable y are prohibited by the ordering
restrictions.
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where x is a new variable and t is a non-variable term of sort SCAM occurring immediately
below the free function symbol f in C.
We can replace every clause C in the input of the inference system by the logically
equivalent clause abs(C) before we start the saturation process. With a little care, we
can also ensure that the clauses derived during the saturation process are again fully
abstracted. We only have to avoid selecting literals in such a way that a shielded variable
becomes eligible.†
In the worst case, full abstraction may intensify the efficiency problems of the abstrac-
tion inference rule. On the other hand, the cancellative superposition calculus requires
many abstraction inferences anyway, in particular in the presence of clauseswith unshielded
variables in positive literals. In this case, almost every clause in which a non-variable term
of sort SCAM occurs below a free function symbol can participate as a second premise in
an abstraction inference. Furthermore, if all clauses are fully abstracted, then the terms
that must be compared during the saturation do not contain the operator +. This greatly
enlarges the assortment of orderings with which the calculus can be parameterized: we are
no longer restricted to the small number of known ACU-orderings, but may use an arbi-
trary reduction ordering over terms not containing + that is total on ground terms and
for which 0 is minimal: as every ordering of this kind can be extended to an ordering that
is ACU-compatible and has the multiset property (Waldmann, 1998a), the completeness
proof is still justified. In particular, full abstraction allows us to use classes of orderings
that are more efficient in practice than LPO or RPO, for instance, the Knuth–Bendix
ordering.
Surprisingly, there are even examples where full abstraction reduces the number of
inferences, compared with, say, Godoy and Nieuwenhuis’s (2000) paramodulation calculus
modulo Abelian groups (where the presence of the inverse axiom makes it possible to
avoid abstraction). Consider the two clauses 2g(y) = b and f(2x+ b) 6≈ f(2x). In Godoy
and Nieuwenhuis’s calculus there is an AG-superposition inference of the first into the
second clause using variable splitting. The conclusion is f(2x2 + 2b) 6≈ f(2x) with the
constraint x = x1 + x2 ∧ 2x1 = 2g(y). Since this conclusion again contains a variable
with multiplicity 2 below a free function symbol, we can continue with a further AG-
superposition inference of the first clause into the new clause, yielding f(2x4+3b) 6≈ f(2x)
with the constraint x2 = x3 + x4 ∧ 2x3 = 2g(y′) ∧ x = x1 + x2 ∧ 2x1 = 2g(y), and
so on. Consequently, Godoy and Nieuwenhuis’s calculus does not terminate for the two
input clauses given above. On the other hand, full abstraction of the second clause yields
z1 6≈ 2x+b ∨ z2 6≈ 2x ∨ f(z1) 6≈ f(z2). If we select the last literal, then only one inference
is possible with this clause, namely a cancellation inference yielding z1 6≈ 2x+ b ∨ z1 6≈
2x ∨ 0 6≈ 0. This clause can be simplified immediately to b 6≈ 0 using the techniques of
Section 3.2. From b 6≈ 0 and 2g(y) = b no further inferences are possible.
4. Divisible Torsion-Free Abelian Groups
As shown in Section 3.2, certain unshielded variables can be eliminated in the pres-
ence of the torsion-freeness axioms, the non-triviality axiom, the inverse axiom, or the
divisibility axioms. We will now investigate the effect of the combination of these axioms.
†In other words: a variable is shielded in the full clause, but unshielded in the subclause consisting of
all the selected literals.
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Let us denote the union of the set of divisibility axioms, the inverse axiom, and the non-
triviality axiom by DivInvNt. Algebraic structures that satisfy the axioms ACUKTN>0 ∪
DivInvNt are called divisible torsion-free Abelian groups. Typical examples are the ratio-
nal numbers and rational vector spaces. It is well known that the theory of divisible
torsion-free Abelian groups allows quantifier elimination: every formula over 0, +, and ≈
can be transformed into an equivalent quantifier-free formula. In particular, every closed
formula over this vocabulary is either true in all divisible torsion-free Abelian groups or
false in all divisible torsion-free Abelian groups. In the presence of free function symbols
(and possibly other sorts), there is of course no way to eliminate all variables from a
clause, but we can at least give an effective method to eliminate all unshielded variables.
Using this elimination algorithm, we will then construct a new inference system that
operates on clauses without unshielded variables and again produces such clauses.
The integration of the variable elimination algorithm demands a restriction of the
cancellative superposition calculus: we have to dispense with selection functions. The
reason for this is rather technical in nature and will become clear later.
We write |=DTAG for the entailment relation modulo ACUKTN>0 ∪ DivInvNt and
equality. In other words, N |=DTAG N ′ if and only if N∪DivInvNt |=N>0 N ′. Throughout
this section we consider only sets of clauses comprising the set of additional theory axioms
DivInvNt, so that deduction using |=DTAG is legal. However, our redundancy concept is
still based on |=N>0 . This has several important consequences: first of all, it means that
the axioms DivInvNt themselves are in general not redundant, and even some inferences
with them may be necessary. Secondly, if we want to prove the redundancy of some other
clause using the theory axioms ACUKTN>0∪DivInvNt, then we may use arbitrarily large
instances of the ACUKTN>0 axioms, whereas the instances of the DivInvNt axioms must
obey the size restriction spelled out in the definition of redundancy.
4.1. variable elimination
Let x be a variable of sort SCAM. We define a binary relation →x over clauses by
CancelVar C ′ ∨ [¬]mx+ s ≈ m′x+ s′ →x C ′ ∨ [¬] (m−m′)x+ s ≈ s′
if m ≥ m′ ≥ 1.
ElimNeg C ′ ∨ ¬mx+ s ≈ s′ →x C ′
if m ≥ 1 and x does not occur in C ′, s, s′.
ElimPos C ′ ∨ m1x+ s1 ≈ s′1 ∨ . . . ∨ mkx+ sk ≈ s′k →x C ′
if mi ≥ 1 and x does not occur in C ′, si, s′i, for 1 ≤ i ≤ k.
Coalesce C ′ ∨ ¬mx+ s ≈ s′ ∨ [¬] nx+ t ≈ t′
→x C ′ ∨ ¬mx+ s ≈ s′ ∨ [¬] ψt+ χs′ ≈ ψt′ + χs
if m ≥ 1, n ≥ 1, ψ = m/ gcd(m,n), χ = n/ gcd(m,n), and x does not occur
at the top of s, s′, t, t′.
Lemma 4.1. If C0 →x C1, then {C1} |=N>0 C0 and {C0} |=DTAG C1. If C0θ is a ground
instance of C0, then {C1θ} |=N>0 C0θ.
Proof. If C0 →x C1 by CancelVar, the equivalence of C0 and C1 modulo ACUKTN>0
follows from cancellation; for Coalesce, from cancellation and torsion-freeness. The sound-
ness of ElimNeg follows from the divisibility and the inverse axiom; for ElimPos it is
implied by torsion-freeness and non-triviality (see Lemma 3.3). 2
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Lemma 4.2. If C0 →x C1, then every variable or atomic term occurring (negatively) in
C1 also occurs (negatively) in C0.
Corollary 4.3. If C0 →x C1, x occurs in both C0 and C1, and x is unshielded in C0,
then x is unshielded in C1.
Lemma 4.4. The relation →x is Noetherian.
Lemma 4.5. If x ∈ Var(C) is unshielded in C, then C is reducible with respect to →x.
Corollary 4.6. If C1 is a normal form of C0 with respect to →x, and x is unshielded
in C0, then x does not occur in C1.
The relation→elim is defined in such a way that C0 →elim C1 if and only if C0 contains
an unshielded variable x and C1 is a normal form of C0 with respect to →x.
Combining Lemma 4.2 and Corollary 4.6, we see that C0 →elim C1 implies Var(C1) ⊂
Var(C0). As the number of variables in a clause is finite, we obtain the following corollary:
Corollary 4.7. The relation →elim is Noetherian.
Every →elim-rewrite step eliminates at least one unshielded variable (non-determi-
nistically). For a clause C, elim(C) denotes some (arbitrary but fixed) normal form of C
with respect to the relation →elim.
Corollary 4.8. For any C, elim(C) contains no unshielded variables.
Corollary 4.9. For every clauseC, every variable or atomic term occurring (negatively)
in elim(C) occurs also (negatively) in C. For every ground instance Cθ, every atomic
term occurring (negatively) in elim(C)θ occurs also (negatively) in Cθ.
Corollary 4.10. For every clause C, {C} |=DTAG elim(C) and {elim(C)} |=N>0 C.
For every ground instance Cθ, {elim(C)θ} |=N>0 Cθ.
Using the technique sketched so far, every clause C0 can be transformed into a clause
elim(C0) that does not contain unshielded variables, follows from C0 and the divisible
torsion-free Abelian group axioms, and implies C0 modulo ACUKTN>0 . Obviously, we
can perform this transformation for all initially given clauses before we start the satura-
tion process. However, the set of clauses without unshielded variables is not closed under
the inference system CInfN>0 : inferences from clauses without unshielded variables may
produce clauses with unshielded variables. To eliminate these clauses during the satu-
ration process, logical equivalence is not sufficient: we have to require either that the
transformed clause elim(C0) makes the original clause C0 redundant, or at least that it
makes the inference producing C0 redundant.
The second condition it slightly easier to satisfy: let ι be an inference with maximal
premise C and conclusion C0. For the redundancy of C0 it is necessary that each of its
ground inferences C0θ follows from N≺CC0θ. For the redundancy of ι, it is sufficient that
for each ground instance of ι, C0θ follows from N≺CCθ. But even the latter property is not
guaranteed for our variable elimination algorithm, as the following example demonstrates:
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Example 4.11. Let the ordering on constants be given by b  c and consider the clause
C = 3x 6≈ c ∨ x+ f(z) ≈ 0 ∨ f(x) + b ≈ f(y).
A cancellation inference ι from C yields
C0 = 3x 6≈ c ∨ x+ f(z) ≈ 0 ∨ b ≈ 0.
The conclusion C0 contains the unshielded variable x. Eliminating x from C0, we obtain
elim(C0) = c+ 3f(z) ≈ 0 ∨ b ≈ 0.
Now let θ = {x 7→ b, z 7→ b}, then
elim(C0)θ = c+ 3f(b) ≈ 0 ∨ b ≈ 0
is not only strictly larger than
C0θ = 3b 6≈ c ∨ b+ f(b) ≈ 0 ∨ b ≈ 0,
but even strictly larger than
Cθ = 3b 6≈ c ∨ b+ f(b) ≈ 0 ∨ f(b) + b ≈ f(b).
Hence the clause elim(C0) makes neither C0 nor ι redundant.
To integrate the variable elimination algorithm into the cancellative superposition
calculus, it has to be supplemented by a case analysis technique.
4.2. pivotal terms
Let C1, . . . , Ck be clauses without unshielded variables and let ι be a CInfN>0-inference
Ck . . . C1
C0σ
.
We call the unifying substitution σ that is computed during ι and applied to the conclu-
sion the pivotal substitution of ι. (For abstraction inferences and all ground inferences,
the pivotal substitution is the identity mapping.) If C1 has the form C ′1 ∨ [¬] e, where
the replacement or abstraction or cancellation takes place at [¬]e, then we call [¬]eσ the
pivotal literal of ι. Finally, if u0 is the atomic term that is cancelled out in ι, or in which
some subterm is replaced or abstracted out,† then we call u0σ the pivotal term of ι.
Two properties of pivotal terms are important for us: first, whenever an inference ι from
clauses without unshielded variables produces a conclusion with unshielded variables,
then all these unshielded variables occur in the pivotal term of ι. Second, no atomic term
in the conclusion of ι can be larger than the pivotal term of ι.
Lemma 4.12. In every ground inference, the pivotal term is maximal among the atomic
terms occurring in the premises, and the pivotal literal is maximal among the literals of
the premises.
Notice that Lemma 4.12 does not hold in the presence of selection functions. Nor does
it hold for the merging paramodulation rule of Bachmair and Ganzinger (1994c).
†More precisely, u0 is the maximal atomic subterm of s containing t (or w) in standard superposition
or abstraction inferences, and the term u in all other inferences.
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Lemma 4.13. Let ι be an inference from clauses without unshielded variables, let ιθ be
a ground instance of ι. Then the pivotal term of ιθ is a ground instance of the pivotal
term of ι.
Whenever we talk about a ground instance ιθ of an inference ι, we assume without
loss of generality that θ is defined on all variables of the pivotal term u0 of ι, and that
the pivotal term of ιθ is u0θ.
Lemma 4.14. Let ι be an inference from clauses without unshielded variables; let C0 be
the conclusion and σ be the pivotal substitution of ι. Let C be some premise of ι (if ι is
an abstraction inference: the second premise). If t is an atomic term that occurs in Cσ,
but not in C0, then t is a subterm of the pivotal term of ι.
Corollary 4.15. Let ι be an inference from clauses without unshielded variables. Then
every variable that is unshielded in the conclusion of ι occurs in the pivotal term of ι.
Lemma 4.16. Let ι be a non-abstraction inference with maximal premise C and conclu-
sion C0; let D0 = elim(C0). Let ιθ be a ground instance of ι, and let [¬] eθ be the pivotal
literal of ιθ. If Cθ C D0θ, then the multiset difference D0θ \ C0θ contains a literal
[¬] e1θ, such that [¬] e1θ has the same polarity as [¬] eθ and the pivotal term of ιθ occurs
in [¬] e1θ.
Proof. In every ground inference, the conclusion consists of the literals of the last
premise, minus the pivotal literal, plus possibly other literals that are smaller than the
pivotal literal. As the clause ordering is the multiset extension of the literal ordering, the
conclusion is thus smaller than the last premise.
Let us consider the ground inference ιθ. Its conclusion C0θ is smaller than Cθ. If all
literals in D0θ \ C0θ are smaller than [¬] eθ, we can conclude that Cθ C D0θ.
Conversely, if Cθ C D0θ, then some literal [¬] e1θ in D0θ \ C0θ is greater than or
equal to [¬] eθ. As the literal ordering depends first on the maximal atomic terms in the
literals to be compared, [¬] e1θ L [¬] eθ implies mt(e1θ)  mt(eθ). On the other hand,
every atomic term in D0θ occurs also in C0θ, and is thus not greater than the pivotal
term of ιθ, that is mt(eθ). Consequently, mt(e1θ) = mt(eθ).
If the maximal atomic terms in the literals to be compared are equal, then the literal
ordering compares the polarity of the literals, so [¬] e1θ L [¬] eθ and mt(e1θ) = mt(eθ)
implies that either both [¬] e1θ and [¬] eθ are negative, or both are positive, or [¬] e1θ
is negative and [¬] eθ is positive. We will show that the last of these cases is impossible:
assume [¬] e1θ is negative. Then mt(e1θ) = mt(eθ) occurs in a negative literal of D0θ =
elim(C0)θ, and hence also in a negative literal of C0θ. But if [¬] eθ, that is, the pivotal
literal of ιθ is positive, then mt(eθ) does not occur negatively in Cθ. So Cθ would be
smaller than C0θ, which is impossible. Hence, [¬]e1θ and [¬]eθ have the same polarity. 2
Lemma 4.17. Let ι be a non-abstraction inference from clauses without unshielded vari-
ables with maximal premise C, conclusion C0, pivotal literal [¬] e, and pivotal term u;
let D0 = elim(C0). Let ιθ be a ground instance of ι. If Cθ C D0θ, then the multiset
difference D0 \ C0 contains a literal [¬] e1, such that:
(i) [¬] e1 has the same polarity as [¬] e,
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(ii) there is an atomic term u1 occurring at the top of e1,
(iii) for every minimal complete set U of ACU-unifiers of u and u1, there is a τ ∈ U
such that C0θ is a ground instance of C0τ .
Furthermore, for every τ ∈ U , C0τ has no unshielded variables.
Proof. By Lemma 4.16, the multiset difference D0θ\C0θ contains a literal that has the
same polarity as [¬] e and contains the pivotal term u¯ = uθ of ιθ. It is easy to see that
this literal is an instance [¬] e1θ of some literal [¬] e1 in the multiset difference D0 \ C0.
Assume that the term u¯ in e1θ results from instantiating a variable x occurring at
the top of e1. We will show that this is impossible: let xθ = mu¯ + s¯. As D0 has no
unshielded variables, some atomic term v[x] must occur in D0 and, by Corollary 4.9, in
C0. Consequently, the term v[x]θ = vθ[mu¯ + s¯] occurs in C0θ. But vθ[mu¯ + s¯] is larger
than the pivotal term u¯ of ιθ, contradicting the fact that C0θ ≺C Cθ.
As u¯ in e1θ cannot result from instantiating a variable x of e1, some atomic term
u1 with u1θ = u¯ must occur at the top of e1. On the other hand, uθ = u¯, so θ is an
ACU-unifier of u and u1. Then every minimal complete set U of ACU-unifiers of u and
u1 contains a τ such that C0θ is a ground instance of C0τ .
It remains to prove that C0τ has no unshielded variables for any τ ∈ U . For every
variable y ∈ Var(C0τ) there is a variable x ∈ Var(C0) such that y ∈ Var(xτ). Assume
that y is unshielded in C0τ . Then x must be unshielded in C0. By Corollary 4.15, x
occurs in the pivotal term u. As uτ = u1τ , xτ is a subterm of u1τ . The atomic term
u1 occurs in D0 = elim(C0) and, by Corollary 4.9, also in C0. Consequently, the atomic
term u1τ occurs in C0τ . Hence every variable in Var(xτ) is shielded in C0τ , contradicting
our assumption. 2
A similar lemma can be proved for abstraction inferences.
Lemma 4.18. Let ι be an abstraction inference with maximal premise C and conclusion
C0 = y 6≈ w ∨ C ′0; let D0 = elim(C0). Let ιθ be a ground instance of ι, and let [¬]eθ be the
pivotal literal of ιθ. Let ρ be a substitution that maps y to a ground term smaller than wθ.
If Cθ C D0θρ, then the multiset difference D0θρ \C0θρ contains a literal [¬] e1θρ, such
that [¬] e1θρ has the same polarity as [¬] eθ and the pivotal term of ιθ occurs in [¬] e1θρ.
Lemma 4.19. Let ι be an abstraction inference from clauses without unshielded variables
with maximal premise C, conclusion C0 = y 6≈ w ∨ C ′0, pivotal literal [¬] e, and pivotal
term u; let D0 = elim(C0). Let ιθ be a ground instance of ι. Let ρ be a substitution that
maps y to a ground term smaller than wθ. If Cθ C D0θρ, then the multiset difference
D0 \ C0 contains a literal [¬] e1, such that:
(i) [¬] e1 has the same polarity as [¬] e,
(ii) there is an atomic term u1 occurring at the top of e1,
(iii) for every minimal complete set U of ACU-unifiers of u and u1, there is a τ ∈ U
such that C0θ is a ground instance of C0τ .
Furthermore, for every τ ∈ U , C0τ has no unshielded variables.
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4.3. integration of the elimination algorithm
Using the previous results, we can now transform the inference system CInfN>0 into
a new inference system that operates on clauses without unshielded variables and again
produces such clauses. The new system DInf is given by two meta-inference rules:
Eliminating Inference
Cn . . . C1
elim(C0)
if the following condition is satisfied:
(i)
Cn . . . C1
C0
is a CInfN>0-inference.
Instantiating Inference
Cn . . . C1
C0τ
if the following conditions are satisfied:
(i)
Cn . . . C1
C0
is a CInfN>0-inference with pivotal literal [¬] e and pivotal term u.
(ii) The multiset difference elim(C0)\C0 contains a literal [¬]e1 with the same polarity
as [¬] e.
(iii) An atomic term u1 occurs at the top of e1.
(iv) τ is contained in a minimal complete set of ACU-unifiers of u and u1.
Recall that the inference system CInfN>0 is finitely branching for premises without
unshielded variables.
Like the inference systems introduced previously, the inference system DInf has to be
complemented by a redundancy criterion. For the redundancy of clauses we can use the
same definition that we have used so far. The redundancy of DInf -inferences, however, has
to be defined in a different way. As most DInf -inferences do not have ground instances at
all, the traditional method to define the redundancy of inferences in terms of their ground
instances does not work here. Rather, our definition of redundancy of DInf -inferences is
based on the redundancy of CInfN>0-inferences.
We call the CInfN>0-inference that is used in the definition of a DInf -inference ι a
parent inference of ι. Note that parent inferences are not defined uniquely; for instance,
both the cancellation CInfN>0-inferences
b 6≈ 0 ∨ x+ f(x) + g(y) ≈ y + f(x) + g(y)
b 6≈ 0 ∨ x+ g(y) ≈ y + g(y)
and
b 6≈ 0 ∨ x+ f(x) + g(y) ≈ y + f(x) + g(y)
b 6≈ 0 ∨ x+ f(x) ≈ y + f(x)
are parent inferences of the eliminating DInf -inference
b 6≈ 0 ∨ x+ f(x) + g(y) ≈ y + f(x) + g(y)
b 6≈ 0
since elim maps their conclusions to the same clause b 6≈ 0.
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Definition 4.20. An eliminating DInf -inference
Cn . . . C1
D0
is called DRed -redundant with respect to N , if for all its parent inferences
ι =
Cn . . . C1
C0
with D0 = elim(C0), all ground instances ιθ with D0θ ≺C C1θ are CRedN>0-redundant
with respect to N .†
An instantiating DInf -inference
Cn . . . C1
D0
is called DRed -redundant with respect to N , if for all its parent inferences
ι =
Cn . . . C1
C0
with D0 = C0τ all ground instances ιτθ with elim(C0)τθ C C1τθ are CRedN>0-
redundant with respect to N .‡
The set of all inferences that are DRed -redundant with respect to a set N of clauses
is denoted by DRed I(N).
Lemma 4.21. The pairDRed = (DRed I,CRedCN>0) is a redundancy criterionwith respect
to the inference system DInf and the consequence relation |=DTAG.
Proof. We have to show that DRed satisfies conditions (i)–(iv) of Definition 2.2 of
Waldmann (2002). Conditions (i)–(iii) follow directly from the fact that CRedN>0 is a
redundancy criterion with respect to CInfN>0 and |=N>0 . Condition (iv) is a consequence
of Lemmas 4.17 and 4.19. 2
Lemma 4.22. Let N be a set of clauses without unshielded variables. If every inference
in DInf (N) is DRed -redundant with respect to N , then every inference in CInfN>0(N)
is CRedN>0-redundant with respect to N .
Proof. By the definition of DInf , Lemmas 4.17 and 4.19, and Corollary 4.10. 2
Example 4.23. Let us consider once more the cancellation inference ι from Exam-
ple 4.11:
3x 6≈ c ∨ x+ f(z) ≈ 0 ∨ f(x) + b ≈ f(y)
3x 6≈ c ∨ x+ f(z) ≈ 0 ∨ b ≈ 0 .
We denote the premise of ι by C and the conclusion by C0. The conclusion contains one
†If ι is an abstraction inference with C0 = C′ ∨ ¬ y ≈ w ∨ [¬] s[y] ≈ s′, the condition is replaced
by “if for every substitution ρ that maps y to a ground term r ≺ wθ and all ground instances ιθ with
elim(C0)θρ ≺C C1θ, N≺CC1θ |=N>0 C0θρ”.‡If ι is an abstraction inference with C0 = C′ ∨ ¬ y ≈ w ∨ [¬] s[y] ≈ s′, the condition is replaced by
“if for every substitution ρ that maps y to a ground term r ≺ wθ and all ground instances ιτθ with
elim(C0)τθρ ≺C C1τθ, N≺CC1τθ |=N>0 C0τθρ”.
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unshielded variable, namely x, which occurs in the pivotal term f(x). Eliminating x from
C0, we obtain
elim(C0) = c+ 3f(z) ≈ 0 ∨ b ≈ 0.
The multiset difference elim(C0) \ C0 equals {c+ 3f(z) ≈ 0}; the pivotal term f(x) and
f(z) are ACU-unifiable. The singleton set containing the substitution τ = {x 7→ z} is a
minimal complete set of ACU-unifiers. Applying τ to C0 we obtain the clause
C0τ = 3z 6≈ c ∨ z + f(z) ≈ 0 ∨ b ≈ 0.
The clause elim(C0) makes all ground instances ιθ CRedN>0-redundant that satisfy
Cθ C elim(C0)θ, that is, in particular, every ιθ with xθ  zθ. The only remaining
ground instances are those where xθ = zθ; these are made CRedN>0-redundant by C0τ .
Theorem 4.24. If a set of clauses is saturated with respect to DInf and none of the
clauses contains unshielded variables, then it is also saturated with respect to CInfN>0 .
While deletion of redundant clauses works as usual in the DInf calculus, we have to take
some care if we want to simplify clauses: like the inference rules of DInf , the simplification
techniques that we employ must not introduce unshielded variables. As demonstrated by
the following example, this requirement can make even seemingly innocuous techniques
from Section 3.1 such as syntactic cancellation inapplicable.†
Example 4.25. Consider the clause
C1 = 3x 6≈ a ∨ 5z 6≈ c ∨ x+ z + f(x′, y′) ≈ 0 ∨ b+ g(y, z) ≈ g(y′, z)
∨ d+ f(x, y) ≈ f(x′′, y).
Cancellation of f(x, y) and f(x′′, y) in the last literal yields
C0 = 3x 6≈ a ∨ 5z 6≈ c ∨ x+ z + f(x′, y′) ≈ 0 ∨ b+ g(y, z) ≈ g(y′, z) ∨ d ≈ 0.
This CInfN>0-inference ι is the parent inference of an eliminating inference; elimination
of the unshielded variable x yields
elim(C0) = 5z 6≈ c ∨ a+ 3z + 3f(x′, y′) ≈ 0 ∨ b+ g(y, z) ≈ g(y′, z) ∨ d ≈ 0.
As elim(C0) \C0 contains the literal a+ 3z + 3f(x′, y′) ≈ 0 and f(x, y) is unifiable with
f(x′, y′), ι is also the parent inference of an instantiating inference with the conclusion
C0θ = 3x′ 6≈ a ∨ 5z 6≈ c ∨ x′ + z + f(x′, y′) ≈ 0 ∨ b+ g(y′, z) ≈ g(y′, z) ∨ d ≈ 0,
with θ = {x 7→ x′, y 7→ y′}. Now g(y′, z) occurs on both sides of the fourth literal of C0θ,
and it seems to be natural to simplify C0θ by syntactic cancellation of g(y′, z). However,
the resulting clause
D = 3x′ 6≈ a ∨ 5z 6≈ c ∨ x′ + z + f(x′, y′) ≈ 0 ∨ b ≈ 0 ∨ d ≈ 0
again contains an unshielded variable, namely z. One might be tempted to fix this by
applying the usual variable elimination algorithm once more to D:
elim(D) = 3x′ 6≈ a ∨ 5x′ + c+ 5f(x′, y′) ≈ 0 ∨ b ≈ 0 ∨ d ≈ 0.
†Note that avoiding syntactic cancellation is impossible in the calculus of Godoy and Nieuwenhuis
(2000), which works on clauses in normal form with respect to Abelian groups, thus making syntactic
cancellation (even of non-maximal terms) mandatory.
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However, if we consider ground instances C1θ with f(x, y)θ = f(x′′, y)θ = f(x′, y′)θ,
then elim(D)θ is larger than C1θ and even larger than elim(C0)θ. And worse, the trick
used earlier, namely to unify the cancelled term f(x, y) with the remaining term f(x′, y′),
cannot be iterated: there is no non-variable term in D that can be unified with g(y′, z).
The only way out is to keep C0θ as it is, without cancelling g(y′, z).
We have mentioned in the beginning of this section that we consider only sets of
clauses comprising the set of additional theory axioms DivInvNt. The axioms ACUKTN>0
are integrated into the inference rules and the redundancy criterion of the cancellative
superposition calculus and no inferences with these axioms are required. What about
inferences with DivInvNt? If there are no clauses with unshielded variables, then a non-
abstraction inference with, say, the inverse axiom is only possible if the maximal atomic
term −x of the inverse axiom overlaps with a maximal atomic term in another clause,
that is, if the negation function occurs in another clause. Similarly, for a non-abstraction
inference with one of the divisibility axioms k divided-byk(x) ≈ x it is necessary that
some other clause contains the function symbol divided-byk. The only inferences that are
possible if the negation function or the symbol divided-byk does not occur otherwise are
abstraction inferences where the theory axiom is the first premise. Note that in this case
the conclusion does not depend on the first premise. So, although there are infinitely many
divisibility axioms, it suffices to compute one such inference. In fact, as we will show in
the sequel, by performing abstraction eagerly, abstraction inferences and inferences with
DivInvNt during the saturation process can be avoided completely.
4.4. full abstraction
Let us define a new inference system DabsInf that contains exactly the inference rules of
DInf except the abstraction rule. As abstraction inferences from fully abstracted clauses
are impossible, the following theorem is an obvious consequence of Theorem 4.24.
Theorem 4.26. If a set of fully abstracted clauses is saturated with respect to DabsInf
and none of the clauses contains unshielded variables, then it is also saturated with respect
to CInfN>0 .
The following two lemmas show that, for effective saturation of a set of clauses with
respect to DabsInf , it is sufficient to perform full abstraction once in the beginning.
Lemma 4.27. Let C be a fully abstracted clause. Then elim(C) is fully abstracted.
Lemma 4.28. Let ι be a DabsInf (or more generally, DInf ) inference from fully abstracted
clauses without unshielded variables. Then the conclusion of ι is a fully abstracted clause
without unshielded variables.
If we replace every clause C in the input of the inference system by the logically
equivalent clause elim(abs(C)) before we start the saturation process, then all clauses
produced by DabsInf -inferences are again fully abstracted and contain no unshielded
variables. For such inputs, DabsInf -superposition is therefore refutationally complete.
In fact DabsInf -superposition can be used as a decision procedure. Define the class Delimc
as follows: a clause C is contained in Delimc if it has no unshielded variables and if there
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is a finite sequence of distinct variables x1, . . . , xn such that, for every literal [¬] s ≈ s′
in C, both s and s′ are sums
∑
nktk, and each tk is either a variable xi of sort SCAM
or an atomic term f(x1, . . . , xi) for some i ≤ n. Then there is a strategy for DabsInf -
superposition that is guaranteed to terminate on every finite subset of Delimc . As every
closed formula with arbitrary quantifiers over the vocabulary +, 0, −, divided-byk, ≈, and
variables of sort SCAM can be translated into such a finite subset, DabsInf -superposition
decides the theory of divisible torsion-free Abelian groups (Waldmann, 1999).
We have described the general advantages and disadvantages of full abstraction in
Section 3.5. In the case of DabsInf -superposition, there is one more advantage: if all clauses
are fully abstracted and do not contain unshielded variables, then the terms that must
be unified during the saturation do not contain the operator +. For such terms, ACU-
unification and syntactic unification are equivalent. Thus we may reformulate DabsInf
in terms of syntactic unification. In an implementation of the calculus, this means that
efficient indexing techniques for non-AC calculi become available again. Besides, if all
clauses are fully abstracted, then the negation function or the symbols divided-byk can
occur only at the top of a clause. In this case, it is easy to eliminate them initially from
all non-theory clauses, so that there is no need for further inferences with the clauses
DivInvNt during the saturation.
5. Conclusions
In the two parts of this paper, we have presented calculi for first-order equational
theorem proving in the presence of the axioms of cancellative Abelian monoids and,
optionally, the torsion-freeness axioms. These calculi are refutationally complete without
requiring extended clauses or explicit inferences with the theory clauses. Compared to the
conventional superposition calculus, on which they are based, the ordering restrictions
are strengthened in such a way that we may not only restrict to inferences that involve
maximal sides of maximal literals, but even to inferences that involve maximal summands
occurring in maximal sides.
In traditional AC-superposition, extended rules show a rather prolific behaviour, since
they produce an inference between two clauses whenever two summands in the maximal
sides of the respective maximal literals are unifiable. This is already bad enough if all
summands are ground, and it has truly fatal consequences for the search space, if one of
the summands is a variable. In our approach, cancellative superposition makes extended
rules superfluous, and the ordering restrictions mentioned earlier allow to exclude overlaps
with shielded variables altogether. The degree to which removal of unshielded variables
is possible depends on additional algebraic structure: certain elimination techniques for
unshielded variables are applicable in the presence of the non-group axiom, the inverse
axiom, the non-triviality and torsion-freeness axioms, or the divisibility axioms.
In divisible torsion-free Abelian groups, unshielded variables can be eliminated com-
pletely. We have presented two calculi that integrate this variable elimination algorithm
into the cancellative superposition calculus, rendering all variable overlaps superfluous.
The two calculi differ in the way they handle abstraction. The first one contains an
explicit abstraction inference rule with the usual ordering restrictions. By contrast, for
the second one, it is required that all input clauses are fully abstracted in advance. Full
abstraction is detrimental to the search space, as it increases the number of inferences
in which a clause can participate. On the other hand, it allows us to dispense with
ACU-unification and ACU-orderings. Both these operations are costly, and being able to
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avoid them greatly simplifies the integration of the calculus into existing theorem provers,
whose performance depends crucially on efficient indexing data structures. It remains to
be investigated whether full abstraction is generally advantageous in practice.
The integration of the torsion-freeness axioms also makes the cancellative superposition
calculus applicable to theorem proving in totally ordered Abelian monoids, as long as the
ordering predicate occurs only in the ordering axioms but nowhere else in the theorem.
To relax this restriction, cancellative superposition must be combined with an ordered
chaining calculus for total orderings (Bachmair and Ganzinger, 1994b). A superposition
and chaining calculus for totally ordered divisible Abelian groups has been described in
Waldmann (2001).
At the time of writing this paper, we cannot yet report on practical experiences with
our calculus. We are working on an implementation of the inference system DabsInf within
the SPASS system (Weidenbach et al., 1996).
Acknowledgements
I would like to thank Harald Ganzinger for valuable discussions and the anonymous
JSC referees for their detailed comments on this paper.
References
Bachmair, L., Ganzinger, H. (1994a). Associative-commutative superposition. In Dershowitz, N., Linden-
strauss, N. eds, Conditional and Typed Rewriting Systems, 4th International Workshop, CTRS-94,
LNCS 968, pp. 1–14. Jerusalem, Israel, Springer.
Bachmair, L., Ganzinger, H. (1994b). Ordered chaining for total orderings. In Bundy, A. ed., Twelfth
International Conference on Automated Deduction, LNAI 814, pp. 435–450. Nancy, France, Springer.
Bachmair, L., Ganzinger, H. (1994c). Rewrite-based equational theorem proving with selection and
simplification. J. Logic Comput., 4, 217–247.
Bachmair, L., Ganzinger, H., Waldmann, U. (1993). Superposition with simplification as a decision pro-
cedure for the monadic class with equality. In Gottlob, G., Leitsch, A., Mundici, D. eds, Computational
Logic and Proof Theory, Third Kurt Go¨del Colloquium, LNCS 713, pp. 83–96. Brno, Czech Republic,
Springer.
Ganzinger, H., Waldmann, U. (1996a). Theorem proving in cancellative abelian monoids. Technical
Report MPI-I-96-2-001, Max-Planck-Institut fu¨r Informatik, Saarbru¨cken, Germany.
Ganzinger, H., Waldmann, U. (1996b). Theorem proving in cancellative abelian monoids (extended
abstract). In McRobbie, M. A., Slaney, J. K. eds, Automated Deduction—CADE-13, 13th Interna-
tional Conference on Automated Deduction, LNAI 1104, pp. 388–402. New Brunswick, NJ, USA,
Springer.
Gilmer, R. (1984). Commutative Semigroup Rings, Chicago Lectures in Mathematics, Chicago, IL, USA,
The University of Chicago Press.
Godoy, G., Nieuwenhuis, R. (2000). Paramodulation with built-in abelian groups. In Fifteenth Annual
IEEE Symposium on Logic in Computer Science, Santa Barbara, CA, USA, pp. 413–424. Los Alami-
tos, CA, USA, IEEE Computer Society.
Hsiang, J., Rusinowitch, M. (1991). Proving refutational completeness of theorem-proving strategies: the
transfinite semantic tree method. J. ACM, 38, 559–587.
Lang, S. (1984). Algebra, 2nd edn, Redwood City, CA, USA, Addison-Wesley.
Levi, F. (1913). Arithmetische Gesetze im Gebiete discreter Gruppen. Rend. Circ. Mat. Palermo, 35,
225–236. Cited in Gilmer (1984).
Marche´, C. (1996). Normalized rewriting: an alternative to rewriting modulo a set of equations. J. Symb.
Comput., 21, 253–288.
Paul, E. (1992). A general refutational completeness result for an inference procedure based on
associative-commutative unification. J. Symb. Comput., 14, 577–618.
Peterson, G. E. (1983). A technique for establishing completeness results in theorem proving with equal-
ity. SIAM J. Comput., 12, 82–100.
Pro˝hle, P. (1998). Which of the cancellative semigroups are groups?, Semigroup Forum, 57, 438–439.
Rusinowitch, M. (1991). Theorem-proving with resolution and superposition. J. Symb. Comput., 11,
21–49.
858 U. Waldmann
Rusinowitch, M., Vigneron, L. (1995). Automated deduction with associative-commutative operators.
Appl. Algebra Eng. Commun. Comput., 6, 23–56.
Slagle, J. R. (1972). Automatic theorem proving with built-in theories including equality, partial ordering,
and sets. J. ACM, 19, 120–135.
Stuber, J. (1996). Superposition theorem proving for abelian groups represented as integer modules.
In Ganzinger, H. ed., Rewriting Techniques and Applications, 7th International Conference, RTA-96,
LNCS 1103, pp. 33–47. New Brunswick, NJ, USA, Springer.
Waldmann, U. (1997). Cancellative abelian monoids in refutational theorem proving. Dissertation, Uni-
versita¨t des Saarlandes, Saarbru¨cken, Germany, http://www.mpi-sb.mpg.de/~uwe/paper/PhD.ps.gz.
Waldmann, U. (1998a). Extending reduction orderings to ACU-compatible reduction orderings. Inf.
Process. Lett., 67, 43–49.
Waldmann, U. (1998b). Superposition for divisible torsion-free abelian groups. In Kirchner, C., Kirchner,
H. eds, Automated Deduction—CADE-15, 15th International Conference on Automated Deduction,
LNAI 1421, pp. 144–159. Lindau, Germany, Springer.
Waldmann, U. (1999). Cancellative superposition decides the theory of divisible torsion-free abelian
groups. In Ganzinger, H., McAllester, D., Voronkov, A. eds, Logic for Programming and Auto-
mated Reasoning, 6th International Conference, LPAR’99, LNAI 1705, pp. 131–147. Tbilisi, Georgia,
Springer.
Waldmann, U. (2001). Superposition and chaining for totally ordered divisible abelian groups (extended
abstract). In Gore´, R., Leitsch, A., Nipkow, T. eds, Automated Reasoning, First International
Joint Conference, IJCAR 2001, LNAI 2083, pp. 226–241. Siena, Italy, Springer.
Waldmann, U. (2002). Cancellative abelian monoids and related structures in refutational theorem prov-
ing (part I). J. Symb. Comput. [this volume/number].
Weidenbach, C., Gaede, B., Rock, G. (1996). SPASS & FLOTTER, version 0.42. In McRobbie, M. A.,
Slaney, J. K. eds, Automated Deduction—CADE-13, 13th International Conference on Automated
Deduction, LNAI 1104, pp. 141–145. New Brunswick, NJ, USA, Springer.
Wertz, U. (1992). First-order theorem proving modulo equations. Technical Report MPI-I-92-216, Max-
Planck-Institut fu¨r Informatik, Saarbru¨cken, Germany.
Zhang, H., Kapur, D. (1988). First-order theorem proving using conditional rewrite rules. In Lusk,
E., Overbeek, R. eds, 9th International Conference on Automated Deduction, LNCS 310, pp. 1–20.
Argonne, IL, USA, Springer.
Appendix A. Cancellative Monoids
We summarize some basic facts about cancellative semigroups and monoids. Most of
this material is part of the algebraic folklore; it can be found for instance in the books
of Lang (1984) and Gilmer (1984). Theorems A.3 and A.5 are new (to the best of our
knowledge).
A semigroup is an algebraic structure consisting of a non-empty set G and a binary
function + : G×G→ G that is associative: x+ (y + z) = (x+ y) + z for all x, y, z ∈ G.
The semigroup is said to be Abelian (or commutative), if x+ y = y + x for all x, y ∈ G.
An element 0 of a semigroup (G,+) is called a left identity element if 0+ x = x for all
x ∈ G (analogously for right identity). It is called an identity element if it is both a left
and right identity element. A monoid (G,+, 0) is a semigroup (G,+) with an identity
element 0.
Let (G,+) be a semigroup. If x ∈ G and m ∈ N>0, then mx is an abbreviation for the
m-fold sum x+ · · ·+ x. In a monoid, 0x is defined as 0.
A semigroup (G,+) or monoid (G,+, 0) is called left-cancellative, if for all x, y, z ∈ G,
x+ y = x+ z implies y = z (analogously for right-cancellative). It is called cancellative,
if it is left- and right-cancellative.
A monoid (G,+, 0) is called a group if for every x ∈ G there is a left and right inverse
−x ∈ G such that (−x) + x = x+ (−x) = 0. In fact, it is already sufficient to require a
right identity element and a right inverse:
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Lemma A.1. Let G be a semigroup. Then G is a group if and only if G has a right
identity element 0R and for every x ∈ G a right inverse (−x) with respect to 0R, that is,
x+ 0R = x and x+ (−x) = 0R.
Cancellative Abelian semigroups and Abelian groups are closely related: if (G,+, 0)
is an Abelian group and G′ ⊆ G is closed under addition, then (G′,+) is a cancella-
tive Abelian semigroup; if furthermore 0 ∈ G′, then (G′,+, 0) is a cancellative Abelian
monoid. Conversely, every cancellative Abelian semigroup (G′,+) or monoid (G′,+, 0)
is isomorphic to a subset of some Abelian group G. This so-called Grothendieck group
can be constructed as follows: consider the set G′×G′ with componentwise addition. We
define an equivalence relation ∼= on G′×G′ by (x, y) ∼= (x′, y′) ⇔ x+y′ = x′+y. Then G
is the quotient of G′×G′ under ∼=; the identity element is [(x, x)]∼= for an arbitrary x ∈ G′,
and the inverse of [(x, y)]∼= is [(y, x)]∼=. The embedding homomorphism of G′ into G given
by x 7→ [(2x, x)]∼= has the universal property with respect to homomorphisms of G′ into
Abelian groups. In particular, G and G′ are isomorphic, if G′ itself is already a group.
Lemma A.2. Let (G,+) be a left-cancellative semigroup. Let H be a finite subset of G,
such that for every x in G there is a y in G with x+ y ∈ H. Then G has a left identity
element 0L and right inverses with respect to 0L, that is, for all x in G, 0L + x = x and
x+ (−x) = 0L.
Proof. Let H be the set of all finite subsets of G with the same property as H above.
As H ∈ H, H is non-empty. Let H ′ be an element of H with minimal cardinality.
For all x ∈ H ′ and y ∈ G, x+y ∈ H ′ implies x+y = x. We show this by contradiction:
assume there are b ∈ H ′ and c ∈ G such that b + c ∈ H ′ and b + c 6= b. For every x in
G such that there is a y in G with x + y = b, there is a y′ (namely y + c) in G with
x+ y′ = b+ c. Hence H ′ \ {b} is an element of H, contradicting the minimality of H ′.
We can furthermore show thatH ′ is a singleton {b}. Assume that b, c ∈ H ′. AsH ′ ∈ H,
there is a d ∈ G such that b + b + d ∈ H ′. By the previous paragraph, b + b + d = b.
Hence b+ b+ d+ c = b+ c, and by left-cancellation b+ d+ c = c. Therefore, c = b.
As H ′ ∈ H, there is a c ∈ G such that b+ b+ c = b. Let x be an arbitrary element of
G. Then b+ b+ c+ x = b+ x, and by left-cancellation b+ c+ x = x; define 0L = b+ c.
As 0L + x = x, 0L is a left identity element.
It remains to show that G has right inverses. Let x be an arbitrary element of G. There
is a y ∈ G such that x+ y = b, hence x+ y + c = b+ c = 0L. Define (−x) = y + c, then
x+ (−x) = 0L as required. 2
The conditions of the previous lemma are not sufficient to deduce that G is a group.
As a counterexample consider the so-called right-zero semigroup with two elements, that
is the semigroup ({0, 1},⊕) where ⊕ is defined by x ⊕ y = y and H = {0, 1}. We have
to require one more property: either that G has a right identity, or that G is right-
cancellative, or that G is Abelian. (The first two properties are actually equivalent.)
Theorem A.3. Let (G,+) be a left-cancellative semigroup. Let H be a finite subset of
G, such that for every x in G there is a y in G with x+ y ∈ H. If additionally (i) G has
a right identity, or (ii) G is right-cancellative, or (iii) G is Abelian, then G is a group.†
†Part (iii) of this theorem appeared in a draft of Ganzinger and Waldmann (1996b) submitted for
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Proof. (i) According to the preceding lemma G has a left identity element 0L and
right inverses with respect to 0L. If G also has a right identity 0R, then 0L =
0L + 0R = 0R. Therefore, every right inverse with respect to 0L is also a right
inverse with respect to 0R. By Lemma A.1, G is a group.
(ii) As 0L is a left identity, 0L = 0L+0L. Hence, for every d ∈ G, d+0L = d+0L+0L.
If G is right cancellative, d = d+ 0L, so 0L is a right identity. By (i), G is a group.
(iii) If G is Abelian, the left identity 0L is also a right identity. By (i), G is a group. 2
Let (G,+, 0) be an Abelian group. An element x ∈ G is called a torsion element,
if kx = 0 for some positive integer k. If G′ is the set of all torsion elements of G,
then (G′, 0,+) is a subgroup of G, the so-called torsion subgroup of G. We say that
G is torsion-free, if G′ = {0}, that is, if for all k ∈ N>0 and x ∈ G, kx = 0 implies
x = 0.
A cancellative Abelian semigroup (G,+) is called torsion-free, if its Grothendieck group
is torsion-free.
Lemma A.4. A cancellative Abelian semigroup (G,+) is torsion-free, if and only if for
all k ∈ N>0 and x, y ∈ G, kx = ky implies x = y.
If should be noted that the conditions (i) “kx = ky implies x = y for all k ∈ N>0”, and
(ii) “kx = 0 implies x = 0 for all k ∈ N>0” are not equivalent for cancellative Abelian
semigroups, or even for cancellative Abelian monoids. As an example consider the monoid
(N × (Z/2Z)) \ {(0, 1)} with addition defined componentwise. Here kx = (0, 0) implies
x = (0, 0) for every k ∈ N>0. On the other hand, 2 · (1, 0) = (2, 0) = 2 · (1, 1). The
Grothendieck group of this monoid is (isomorphic to) Z× (Z/2Z).
Theorem A.5. Let (G,+) be a cancellative Abelian semigroup. Let H be a finite subset
of G, such that for every x in G there is a k ∈ N>0 with kx ∈ H. Then G is an Abelian
group and every x ∈ G is a torsion element.
Proof. For every x ∈ G, there is a k ∈ N>0 such that x+ (k− 1)x ∈ H. Hence G is an
Abelian group by Theorem A.3.
To show that every x ∈ G is a torsion element, let H be the set of all finite subsets of
G with the same property as H above. As H ∈ H, H is non-empty. Let H ′ be an element
of H with minimal cardinality. Obviously, 0 ∈ H ′.
We will first prove that for all y ∈ H ′ and k ∈ N>0, ky ∈ H ′ implies ky = y. Assume
that b ∈ H ′, k ∈ N>0, such that kb ∈ H ′ and kb 6= b. For every x in G such that there is
an n inN>0 with nx = b, we have knx = kb. So H ′\{b} is an element ofH, contradicting
the minimality of H ′.
Let y ∈ H ′ be arbitrarily chosen. By assumption, there is an n ∈ N>0 such that
n · 2y ∈ H ′. By the previous paragraph, 2ny = y, thus (2n− 1)y = 0. As 2n− 1 ∈ N>0
and 0 ∈ H ′, we have y = 0, and therefore H ′ = {0}. Since for each x ∈ G there is a
k ∈ N>0 with kx ∈ H ′, each x ∈ G is a torsion element. 2
CADE-13 and in Ganzinger and Waldmann (1996a), with a different proof. An anonymous CADE-13
referee pointed out to me that the theorem also holds in the non-Abelian case (without giving me the
proof). Independently, the extension to non-Abelian cancellative semigroups, that is, part (ii) of this
theorem was found by Pro˝hle (1998).
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Corollary A.6. Let (G,+) be a torsion-free cancellative Abelian semigroup. Let H be
a finite subset of G, such that for every x in G there is a k ∈ N>0 with kx ∈ H. Then G
is a singleton.
A totally ordered Abelian semigroup (G,+, <) is an Abelian semigroup (G,+) together
with a binary relation < that is (i) transitive: x < y and y < z implies x < z for all
x, y, z ∈ G, (ii) irreflexive: there is no x ∈ G with x < x, (iii) total: for all x, y ∈ G,
either x < y or y < x or x = y, and (iv) compatible: for all x, y, z ∈ G, if x < y, then
x+ z < y + z. Totally ordered Abelian monoids and groups are defined analogously.
The following theorem due to Levi (1913) gives the connection between totally ordered
and torsion-free cancellative Abelian semigroups. A proof can be found in Gilmer (1984).
Theorem A.7. For an Abelian semigroup (G,+) (or monoid, or group), the following
two properties are equivalent:
(i) (G,+) is cancellative and torsion-free.
(ii) There exists a binary relation < over G such that (G,+, <) is a totally ordered
Abelian semigroup.
To be able to present the general and the torsion-free case in a uniform way, we
generalize torsion-freeness to Ψ-torsion-freeness.
Let Ψ ⊆ N>0. We say that a cancellative Abelian semigroup is Ψ-torsion-free, if for
all ψ ∈ Ψ and x, y ∈ G, ψx = ψy implies x = y. It is obvious that Ψ-torsion-freeness is
equivalent to torsion-freeness for Ψ = N>0, and that it is void for Ψ = {1}.
Lemma A.8. Let (G,+) be an Abelian semigroup, let Ψ be the set of all ψ ∈ N>0 such
that ψx = ψy implies x = y for all x, y ∈ G. Then Ψ contains 1 and is closed under
multiplication and factors, that is, for all ψ,ψ′ ∈ N>0
ψ ∈ Ψ ∧ ψ′ ∈ Ψ if and only if ψψ′ ∈ Ψ.
Proof. If ψ ∈ Ψ and ψ′ ∈ Ψ, then ψψ′x = ψψ′y implies ψ′x = ψ′y and x = y for all
x, y ∈ G; hence ψψ′ ∈ Ψ. Conversely, if ψ′ /∈ Ψ, then there exist x, y ∈ G such that x 6= y
and ψ′x = ψ′y, hence ψψ′x = ψψ′y and ψψ′ /∈ Ψ. 2
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