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Chapter 1
Equations and questions
1.1 Introduction
The subject of these notes is the asymptotic behaviour of solutions to systems of linear wave
equations of the following form:
gu+Xu+ ζu = f. (1.1)
Here g is a given Lorentz metric on a manifold M ; X is a smooth m ×m matrix of vector fields
on M whose coefficients with respect to a frame are allowed to be complex (and 1 ≤ m ∈ Z); ζ is
a smooth Mm(C)-valued function on M (where Mm(K) denotes the set of m×m matrices with
entries in the fieldK); and f is a smoothCm-valued function onM . We are mainly interested in the
real (as opposed to the complex) setting, but for technical reasons, it turns out to be convenient to
derive results under the above assumptions. The problem is to analyse the asymptotic behaviour
of solutions u : M → Cm to (1.1). In particular, we are interested in the problem of deriving
optimal estimates for energies naturally associated with solutions to (1.1), and in the problem of
calculating the leading order asymptotics. We are only interested in globally hyperbolic Lorentz
manifolds (M, g), and in that setting, there is a unique smooth solution to (1.1), given smooth
initial data on a Cauchy hypersurface; a justification for this statement is provided, e.g., by [34,
Theorem 12.19, p. 144] (though we do not need to appeal to this result in these notes). In fact,
we here think of solutions to (1.1) as arising in this way. Our main motivation for studying (1.1)
is that we are interested in the linearised Einstein equations. Note, however, that (1.1) is not the
most general class of systems relevant in that context. For example, in the study of the Einstein–
Euler equations, it is of interest to consider systems for which the symbol is different for the
different components of u, a situation not covered by (1.1). Nevertheless, (1.1) represents quite a
general class of equations, and, in order to obtain conclusions, we gradually need to impose more
and more restrictions on the Lorentz manifolds of interest etc. One assumption we consistently
make is that the Cauchy hypersurfaces of (M, g) are closed manifolds. In fact, M is here always
of the form M := M¯ × I, where M¯ is a closed manifold and I = (t−, t+) is an open interval. In
the case of Einstein’s equations, this situation is of interest in cosmology (i.e., in the study of the
universe as a whole), and the asymptotic regimes associated with t→ t± should be thought of as
representing a cosmological singularity (a big bang or a big crunch) or the expanding direction.
The cosmological setting should be contrasted with the asymptotically Euclidean or asymptotically
hyperbolic situation, which is of interest in the study of isolated systems (isolated galaxies, stars,
black holes etc.). In the isolated systems setting, static and stationary solutions (such as the
Minkowski and Kerr spacetimes) are the ones of greatest interest. In the cosmological setting, it
is more natural to consider solutions with contracting directions (toward a big bang/big crunch)
and/or expanding directions. In the following section, we take one more step towards restricting
the class of equations defined by (1.1) to the one of interest here.
3
4 CHAPTER 1. EQUATIONS AND QUESTIONS
1.2 Equations
In these notes, we consider equations of the form
−g00(t)utt −
∑d
j,l=1g
jl(t)∂j∂lu− 2
∑d
l=1 g
0l(t)∂l∂tu−
∑R
r=1 a
−2
r (t)∆gru
+α(t)ut +
∑d
j=1X
j(t)∂ju+ ζ(t)u = f.
(1.2)
Here 1 ≤ m ∈ Z, 0 ≤ d,R ∈ Z and g00, gjl, g0l, ar ∈ C∞(I,R), where I is an open interval,
j, l = 1, . . . , d and r = 1, . . . , R. In case d = 0, the sum from 1 to d should be thought of as
empty, and similarly for the sum from 1 to R. Moreover, −g00 and ar, r = 1, . . . , R, take their
values in (0,∞) and for each t ∈ I, gjl(t), j, l = 1, . . . , d, are the components of a positive definite
matrix (in (1.2) we also abuse notation in that we write a−2r (t) when we, strictly speaking, mean
[ar(t)]
−2). In addition, (Mr, gr), r = 1, . . . , R, are closed Riemannian manifolds and ∆gr is the
Laplace-Beltrami operator on (Mr, gr). The functions u and f should be smooth functions from
M := M¯ × I to Cm, where
M¯ := Td ×M1 × · · · ×MR; (1.3)
the differential operators ∂j are the standard vector fields on T
d; ∂t represents standard differen-
tiation with respect to t (for functions on M); and α,Xj , ζ ∈ C∞[I,Mm(C)]. Note that (1.2) is
a special case of (1.1) when the Lorentz metric g on M is of the form
g = g00dt⊗ dt+ g0idt⊗ dxi + gi0dxi ⊗ dt+ gijdxi ⊗ dxj +
∑R
r=1a
2
rgr, (1.4)
where we use Einstein’s summation convention (to sum over repeated upstairs and downstairs
indices) and the coefficients only depend on t. The ar appearing in this metric can be read off
directly from (1.2) and the gγβ(t), γ, β ∈ {0, . . . , d}, are the components of the inverse of the matrix
with components gγβ(t), γ, β ∈ {0, . . . , d}. That this inverse exists, and that (1.4) is a Lorentz
metric on M , is a consequence of the assumptions; cf. Chapter 24, in particular the beginning of
Section 24.1, for a detailed justification. Moreover, g00(t) < 0 and gij(t), i, j ∈ {1, . . . , d}, are the
components of a positive definite matrix for all t ∈ I. In Chapter 24, we also demonstrate that
(M, g) is globally hyperbolic and that each hypersurface
M¯t := M¯ × {t}, (1.5)
t ∈ I, is a Cauchy hypersurface; cf. Lemma 24.1.
Remark 1.1. There are two important operations that leave the class of equations of the form
(1.2) invariant. First, multiplying an equation of the form (1.2) by a strictly positive function of t
only yields an equation of the same type. Considering only the leading order derivatives in (1.2),
this corresponds to a conformal rescaling of the metric (1.4) (by a conformal factor depending only
on t). Secondly, we have the freedom of changing the time coordinate. In what follows, we make
use of both of these operations in order to reduce the underlying geometry to a preferred form.
Clearly, the step from (1.1) to (1.2) involves significant restrictions. In particular, the fact that the
coefficients of (1.2) only depend on t ensures that (1.2) is separable, an important simplification.
Note also that the separability makes it very easy to study solutions under much more general
regularity assumptions than smoothness (though we focus on smooth solutions in these notes). On
the other hand, our main interest is in cosmological solutions, and in that setting, the standard
starting point is the assumption of spatial homogeneity. From this point of view, assuming the
coefficients to only depend on time is thus natural.
1.2.1 Separable cosmological model manifolds
Due to our interest in equations of the form (1.2), we restrict our attention to the following class
of Lorentz manifolds in what follows.
1.2. EQUATIONS 5
Definition 1.2. A separable cosmological model manifold is a Lorentz manifold (M, g) such that
M = M¯ × I, where I = (t−, t+) is an open interval, 0 ≤ d,R ∈ Z, M¯ is given by (1.3) and
g = g00dt⊗ dt+ g0idt⊗ dxi + gi0dxi ⊗ dt+ gijdxi ⊗ dxj +
∑R
r=1a
2
rgr, (1.6)
where the gγβ and the ar only depend on t; the (Mr, gr) are closed Riemannian manifolds; gγβ(t) =
gβγ(t) for all t; g00(t) < 0 for all t; for all t, the gij(t) are the components of a positive definite
matrix; and ar(t) > 0 for all t.
Remark 1.3. In the definition, it is always understood that γ, β ∈ {0, . . . , d}; i, j ∈ {1, . . . , d};
and r ∈ {1, . . . , R}.
Remark 1.4. The reason for using the word separable is that the wave equation on (M, g) is
separable. The reason for using the word cosmological is that M¯ is closed.
Remark 1.5. Sometimes it is convenient to write g as
g = −N2dt⊗ dt+ gij(χidt+ dxi)⊗ (χjdt+ dxj) +
∑R
r=1a
2
rgr; (1.7)
cf. Subsection 24.1.1 below for an explanation of how to calculate N and χi in terms of the metric
components. When using this notation, N > 0 is called the lapse function and χ := χi∂i the shift
vector field. Note also that N and χi only depend on t.
In the case that (M, g) is a separable cosmological model manifold, the induced metrics, second
fundamental forms and volumes on the hypersurfaces M¯t (cf. (1.5)) are of importance. It is
therefore convenient to introduce the following terminology.
Definition 1.6. Let (M, g) be a separable cosmological model manifold. Then the metric and
second fundamental form of M¯t are denoted by g¯t = g¯(t) and k¯t = k¯(t) respectively (and they
are interpreted as symmetric covariant 2-tensor fields on M¯). The trace trg¯k¯ is referred to as the
mean curvature of M¯t. Moreover, V (t) := volg¯(t)(M¯) denotes the volume of M¯ with respect to
g¯(t). Finally, U denotes the future directed unit timelike vector field which is normal to all the
hypersurfaces M¯t.
Remark 1.7. The vector field U can be written
U := N−1(∂t − χi∂i). (1.8)
Moreover, U(lnV ) = trg¯k¯; cf. (24.17)–(24.19) below.
In the context of general relativity, the metric and second fundamental form induced on M¯t by
g are of particular importance, since they constitute the geometric part of the initial data for
Einstein’s equations.
1.2.2 Examples of separable cosmological model manifolds
In order to illustrate that there are separable cosmological model manifolds of interest, let us give
a few examples.
Minkowski space. In the study of hyperbolic PDE’s onRd+1, it is natural to begin with equations
whose symbols equal that of the standard wave operator on d + 1-dimensional Minkowski space.
One reason for this is that physical theories consistent with special relativity give rise to Lorentz
invariant PDE’s. From the point of view of general relativity, Minkowski space also plays a central
role. This is partly due to the fact that it is a vacuum solution to Einstein’s equations describing
the geometry in the absence of gravitational fields (and constitutes the weak field limit of general
relativity), but also because it is a stable solution to Einstein’s equations, as has been demonstrated
in, e.g., [9, 23, 24, 6]. The Minkowski metric on Rd+1 can, of course, also be considered to be a
6 CHAPTER 1. EQUATIONS AND QUESTIONS
vacuum solution to Einstein’s equations on Td × R. However, this solution is less natural. The
main reason for this is that it is unstable, as we demonstrate below; cf. also the comments made
at the beginning of Section 1.3.
Bianchi type I. Consider initial data to Einstein’s equations on Td. Assume that they are
invariant under the natural action of Td on itself. Here we refer to the corresponding maximal
Cauchy developments as Bianchi type I spacetimes. In this situation, the spacetime metric can
often be written in the form
g = −dt⊗ dt+∑di=1a2i dxi ⊗ dxi (1.9)
on M = Td × I, where I is an open interval; the ai are smooth, strictly positive functions on I; t
is the coordinate on I; and dxi are the standard one-forms on Td (considered as forms on M). We
are here mainly interested in the situation that the mean curvature is non-zero (cf. the discussion
at the beginning of Section 1.3). In the case of the vacuum Einstein equations, the ai then take
the form αit
pi , where 0 < αi ∈ R and pi ∈ R for i = 1, . . . , d. Moreover, the sum of the pi and
the sum of the p2i both equal 1 (these conditions are referred to as the Kasner relations). The
corresponding solutions are referred to as the Kasner solutions. Note that when ai(t) = (t/t0)
pi ,
the initial data induced by (1.9) on the t = t0 hypersurface take the form
g¯t0 :=
∑d
j=1dx¯
j ⊗ dx¯j , k¯t0 :=
∑d
j=1
pj
t0
dx¯j ⊗ dx¯j ,
where dx¯i are the standard one-forms on Td. Letting t0 → ∞, it is clear that these initial data
converge to those of the Minkowski metric on Td × R. Moreover, this convergence is in any Ck-
topology. On the other hand, if none of the pj’s equal 1, then (1.9) with ai(t) = (t/t0)
pi is an
inextendible solution to Einstein’s vacuum equations which is past causally geodesically incomplete
and exhibits curvature blow up as t → 0+. In particular, it is thus clear that d + 1-dimensional
Minkowski space, considered as a solution on Td × R, is unstable.
Concerning the Kasner solutions, let us remark that even though they can be expected to be
unstable (both in the expanding and in the contracting direction), they have traditionally played
an important role in general relativity. The reason for this is that they are the basic building blocks
in the so-called BKL conjecture (due to Belinskiˇı, Khalatnikov and Lifschitz) concerning spacelike
cosmological (big bang or big crunch) singularities. We shall here not discuss this conjecture
further, but refer the reader interested in heuristic and numerical perspectives to [11, 13, 18] and
[50] respectively, as well as references cited therein. Nevertheless, due to the central role this
conjecture plays in the physics literature, it is of interest to understand the behaviour of solutions
to the linearised Einstein equations around Kasner solutions.
Bianchi type I, accelerated expansion. Turning to cosmological solutions that are future
stable, it is of interest to consider ones with accelerated expansion. The reason for this is partly due
to the fact that the currently preferred models of the universe exhibit such expansion. However, it is
also related to the cosmic no-hair conjecture, roughly stating that generic cosmological solutions to
Einstein’s equations with a positive cosmological constant generally asymptote to de Sitter space;
cf., e.g., [4] for a more detailed discussion of this topic and a more precise formulation of the cosmic
no-hair conjecture. Turning to the results, de Sitter space is stable; cf., e.g., [15]. Similarly,
gdS := −dt⊗ dt+
∑d
j=1e
2Htdxj ⊗ dxj , (1.10)
where 0 < H ∈ R and 3 ≤ d ∈ Z, is a future stable solution to Einstein’s vacuum equations with a
positive cosmological constant Λ = d(d− 1)H2/2. Note that (1.10) is a solution of Bianchi type I.
Moreover, the universal covering spacetime of (Td×R, gdS) is a subset of de Sitter space which, to
the future, exhibits the same asymptotics as de Sitter space itself. Moreover, future stability holds
in the presence of a large class of different matter models; cf., e.g., [32, 47, 38, 45, 16, 36, 4, 26]. In
accordance with the cosmic no-hair conjecture, spatially homogeneous but anisotropic solutions
typically asymptote to de Sitter space; cf., e.g., [49, 21] and [36, Part VII]. In fact, there are
even classes of solutions that are both highly anisotropic and highly spatially inhomogeneous that
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asymptote to the geometry described by (1.10); cf., e.g., [48, 4] for two results in the Einstein–
Vlasov setting. Due to these results, it is clear that the metric (1.10) is of importance. It also
describes the asymptotics of the currently preferred models of the universe.
The Einstein-non-linear scalar field equations with an exponential potential are considered in, e.g.,
[35, 17, 25]. The motivation for studying this setting is that it can be used to model dark energy,
the purpose being to explain the accelerated expansion of the universe. In this setting, the model
metrics again take the form (1.9), but with ai(t) = αit
p, where 0 6= αi ∈ R and 1 < p ∈ R. That
these metrics (together with a scalar field corresponding to an appropriate exponential potential)
are future stable solutions to the Einstein-non-linear scalar field equations is demonstrated in [35].
Bianchi type I, quiescent singularities. Concerning the spacetimes mentioned above, we
focused on the issue of future stability. However, it is also of interest to consider big bang/big
crunch type singularities. Due to the BKL conjecture, big bang singularities are typically thought
to be ’oscillatory’ (in a sense we do not here try to specify). However, there are some special
matter models that are expected to neutralise the oscillations. Two examples of such matter
models are stiff fluids and scalar fields. In this setting there is support for the BKL picture. The
support comes in three main forms. First, there are results in the presence of symmetries (but in
the absence of small data conditions); cf., e.g., [28, Section 7]. Second, there are constructions of
large classes of solutions with the expected behaviour; cf., e.g., [5, 12]. Third, there are stability
results around symmetric solutions; cf., e.g., [39, 40]. The relevant model metrics in this case are,
again, of the form (1.9), where ai(t) = αit
pi , 0 < αi ∈ R and 0 < pi ∈ R. Moreover, the sum of
the pi equal 1, but the sum of the p
2
i is strictly less than 1.
Higher dimensional analogues of de Sitter space. Let 0 < H ∈ R and (Σ, gΣ) be a closed
Riemannian manifold of dimension n ≥ 3 such that Ric[gΣ] = (n − 1)H2gΣ. Then the Lorentz
metric
ggdS := −dt⊗ dt+ cosh2(Ht)gΣ (1.11)
on MgdS := Σ × R is a solution to Einstein’s vacuum equations with a positive cosmological
constant Λ = n(n − 1)H2/2. In the special case that n = 3 and Σ = S3, the Lorentz manifold
(MgdS, ggdS) is called de Sitter space.
The Nariai spacetimes. The Nariai spacetimes are interesting counterexamples to what is
expected to be the generic behaviour of solutions to Einstein’s equations with a positive cosmolog-
ical constant (according to the cosmic no-hair conjecture). For 0 < H ∈ R, the Nariai spacetime
solving Einstein’s vacuum equations with a positive cosmological constant Λ = H2 is given by
(MN, gN), where MN := S
1 × S2 × R,
gN := −dt⊗ dt+ cosh2(Ht)dx2 +H−2gS2 , (1.12)
and gS2 is the standard metric on the unit 2-sphere.
The Milne model. In [3], Andersson and Moncrief demonstrate the future stability of the Milne
model in the class of vacuum solutions to Einstein’s equations. The Milne model is the spacetime
(Σ× (0,∞), gM), where
gM := −dt⊗ dt+ t2gΣ
and (Σ, gΣ) is an appropriate closed hyperbolic manifold. This model plays a central role in
a general conjecture concerning the future asymptotics of cosmological solutions to Einstein’s
vacuum equations due to Arthur Fischer and Vincent Moncrief on the one hand, and Michael
Anderson on the other; cf., e.g., [1, 14].
Cosmological solutions with U(1)-symmetry. In [7, 8], Choquet-Bruhat and Moncrief study
the future stability of
gU := −dt⊗ dt+ dθ ⊗ dθ + t2gΣ
on S1 × Σ × (0,∞), where dθ is the standard one-form field on S1 and (Σ, gΣ) is an appropriate
closed hyperbolic 2-manifold. In fact, they demonstrated future stability of this solution under
U(1)-symmetric perturbations.
8 CHAPTER 1. EQUATIONS AND QUESTIONS
Gowdy and T2-symmetry. When taking the step from spatially homogeneous solutions to Ein-
stein’s equations to spatially inhomogeneous solutions, the setting which is the easiest to consider
is that of polarised T3-Gowdy symmetric solutions to Einstein’s vacuum equations. In that case,
the essential part of the equations is given by one linear, scalar wave equation:
Ptt − e2tPθθ = 0 (1.13)
on S1 × R. Here t → ∞ corresponds to the expanding direction and t → −∞ corresponds to
the big bang singularity. Again, this is an equation of the form (1.2). Even though (1.13) is a
simple equation, deriving all the asymptotic information needed in order to prove strong cosmic
censorship in this setting does require an effort; cf. [10, 19]. Relaxing the symmetry assumptions
by considering T3-Gowdy symmetric solutions, the equation (1.13) is replaced by a system of
non-linear wave equations, but with the same symbol. In this case, analysing the asymptotics
is more difficult; cf., e.g., [29, 31, 33]. Moreover, in the expanding direction, the behaviour of
solutions can be radically different from that of spatially homogeneous solutions; in fact, spatially
homogeneous solutions are unstable. This conclusion is strengthened by the analyses carried out
in [22] (in the polarised T2-symmetric setting) and in [37] (in the T2-symmetric setting). Even
though we are here interested in the linear setting, a better understanding of linear systems of
equations with symbols similar to that of (1.13) can be expected to be useful in interpreting the
results of [29, 22, 37], and possibly in extending them to other situations.
Summary. As is clear from the above, there is a large number of spacetimes such that studying
linear systems of equations of the form (1.2) on these spacetimes is of interest. In several of the
examples we have given, stability has already been demonstrated in the non-linear setting. It is
therefore reasonable to ask if there is any use in considering linear equations on the corresponding
backgrounds. The reason we do so here is that in several of the cases mentioned, the results are
limited in that they do not currently apply to the full range of situations one would expect. In fact,
in many of the situations discussed above where there are results, it would be desirable to relax the
symmetry requirements and/or to extend the results to other matter models. When extending the
results, a more detailed understanding of the linear setting can be expected to be valuable. This
is particularly true in the case of Einstein’s equations, since, even for a fixed solution to Einstein’s
equations coupled to a specific matter model, there are many different ways of formulating the
equations and many different ways of breaking the gauge invariance. In order to be able to make
an informed choice on how to break the gauge invariance, it is very valuable to have tools allowing
a quick determination of how solutions to the corresponding linearised system behave.
1.3 Metrics with convergent asymptotics
In the context of cosmology, the two types of asymptotic regimes that are of greatest interest
are expanding directions and big bang/big crunch type singularities. One indicator of expansion
is that the volume V tends to infinity, and one indicator of a big bang/big crunch is that the
volume tends to zero. It is also natural to assume that, at least asymptotically, the derivative of
the volume in the direction normal to the hypersurfaces M¯t is non-zero; this would ensure a strict
monotonicity of the volume. Due to Remark 1.7 this requirement is equivalent to the assumption
that the mean curvature is either strictly positive or strictly negative asymptotically. In what
follows, we impose these conditions. However, before stating them, let us make the following
comments concerning static metrics.
Remark 1.8 (Static solutions). Due to the importance of static solutions in the asymptotically
flat setting, it is perhaps worth commenting on the properties of such solutions in the cosmological
setting. We already discussed Minkowski space with Td-spatial topology in Subsection 1.2.2. More
generally, we would expect a static cosmological solution to have the following three properties: it
should be a causally geodesically complete solution to Einstein’s equations; it should be globally
hyperbolic with closed spatial topology; and with respect to a suitable foliation by spacelike Cauchy
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hypersurfaces, say Σt, the volume of the leaves Σt should be constant. That the volume of the
leaves is constant implies that the mean curvature of the leaves vanishes (assuming constant mean
curvature). Perturbing the initial data induced on Σt should thus yield a sequence of initial data for
Einstein’s equations with strictly positive mean curvature and converging to those induced on Σt.
Appealing to Hawking’s singularity theorem (assuming the relevant matter fields appearing satisfy
the energy conditions needed in order to appeal to Hawking’s theorem) yields the conclusion that
the maximal Cauchy developments of the members of this sequence are all causally geodesically
incomplete; cf., e.g., [27, Theorem 55B, p. 432]. This means that the solution we started with is
unstable. For this reason, static solutions are not natural in the context of cosmology. In fact,
the asymptotics are typically characterised by expansion and/or contraction in the cosmological
setting.
Due to the above observations, we here focus on separable cosmological model manifolds with one
of the following properties.
Definition 1.9. Let (M, g) be a separable cosmological model manifold.
• If V (t)→∞ as t→ t+− and there is a t0 ∈ I such that U(V ) > 0 for t ≥ t0, then (M, g) is
said to be future expanding.
• If V (t)→∞ as t→ t−+ and there is a t0 ∈ I such that U(V ) < 0 for t ≤ t0, then (M, g) is
said to be past expanding.
• If V (t)→ 0 as t → t+− and there is a t0 ∈ I such that U(V ) < 0 for t ≥ t0, then (M, g) is
said to have big crunch asymptotics.
• If V (t)→ 0 as t → t−+ and there is a t0 ∈ I such that U(V ) > 0 for t ≤ t0, then (M, g) is
said to have big bang asymptotics.
Remark 1.10. Let (M, g) be a separable cosmological model manifold. If it is future expanding,
then reversing the time coordinate yields a separable cosmological model manifold which is past
expanding (and vice versa). If (M, g) has big crunch asymptotics, then reversing the time coordi-
nate yields a separable cosmological model manifold with big bang asymptotics (and vice versa).
For that reason, we here restrict our attention to (M, g)’s which are future expanding or have big
crunch asymptotics.
Remark 1.11. Due to Remark 1.7, ±U(V ) > 0 is equivalent to ±trg¯ k¯ > 0. The conditions
involving U(V ) could thus be reformulated in terms of trg¯ k¯.
The assumptions introduced in Definition 1.9 are not very restrictive. In order to obtain a class
of geometries such that we can draw conclusions concerning solutions to (1.2), we need to im-
pose additional conditions. One object on which it is natural to impose conditions is the second
fundamental form. In the formulation of the conditions, it is convenient to consider k¯ to be a
map from TM¯ to itself. This can be achieved by raising one of the indices of k¯ by g¯, and we
denote the corresponding object by K¯. Note that K¯ ji = k¯
j
i with respect to local coordinates.
In particular, trK¯ = trg¯ k¯ (note that trK¯ does not depend on a choice of metric, since for each
p ∈ M¯ , (K¯)p ∈ End(TpM¯)). In many of the situations of interest, trK¯ either tends to zero or ±∞
asymptotically. It is therefore natural to normalise K¯. One way of doing so is to focus on K¯/trK¯.
In what follows, we refer to this object as the expansion normalised second fundamental form. If
the assumptions of Definition 1.9 are satisfied, the expansion normalised second fundamental form
is at least asymptotically well defined. In these notes, we are mainly interested in the case that
K¯/trK¯ converges, a situation we refer to as the convergent setting. However, it also turns out to
be important to impose conditions on the normal derivative of the mean curvature. Imposing such
restrictions may seem to be less natural. However, in the context of Einstein’s vacuum equations,
the relevant conditions often follow from a combination of the assumption of convergence and the
so-called Raychaudhuri equation. In the presence of matter, additional conditions may need to be
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imposed. However, the required conditions sometimes follow by combining the assumption of con-
vergence, the Hamiltonian constraint, the Raychaudhuri equation and, possibly, energy conditions.
Considering, e.g., solutions to Einstein’s vacuum equations corresponding to left invariant initial
data on 3-dimensional unimodular Lie groups yields solutions such that the following version of
the Raychaudhuri equation holds:
U(trg¯ k¯) = −k¯ij k¯ij ;
cf., e.g., [34, (20.17), p. 218]. This means that if K¯/trK¯ is convergent (or bounded), then
U [(trg¯ k¯)
−1] is convergent (or bounded). Nevertheless, in these notes, we do not assume (M, g)
to be a solution to Einstein’s equations. For this reason, we here impose conditions directly on
U [(trg¯ k¯)
−1].
Even though we are mainly interested in the convergent setting, it is sometimes sufficient to assume
boundedness. For this reason, we introduce the following terminology.
Definition 1.12. Let (M, g) be a separable cosmological model manifold and let ̺ be a fixed
Riemannian metric on M¯ . Then (M, g) is said to have future bounded geometry if there is a
constant 0 < C ∈ R and a t0 ∈ I such that |trg¯ k¯| > 0 and
|k¯|g¯/|trg¯k¯|+ |U [(trg¯ k¯)−1]| ≤ C
for all t ≥ t0. If, in addition, there is a 2-tensor field A on M¯ of mixed type, a constant a ∈ R and
constants 0 < C, η ∈ R such that
|K¯/trK¯ −A|̺ + |U [(trg¯ k¯)−1]− a| ≤ C exp[−η| lnV (t)|] (1.14)
for all t ≥ t0, then (M, g) is said to be future convergent.
Remark 1.13. It is of course possible to define the notion of future convergence without a rate.
However, in these notes we are only interested in convergence in the case that there are quantitative
bounds of the form (1.14).
At this stage, it is of interest to make use of the invariance described in Remark 1.1. By conformally
rescaling the metric and then changing the time coordinate, we are in a position to reduce it to
what we refer to as “canonical form”.
Lemma 1.14. Let (M, g) be a separable cosmological model manifold, cf. Definition 1.2, and let
̺ be a fixed Riemannian metric on M¯ . Assume that (M, g) is future expanding and has future
bounded geometry; cf. Definitions 1.9 and 1.12. Introduce the metric gˆ := (trg¯ k¯)
2g and the time
coordinate
τ(t) := ln
V (t)
V (t0)
.
Then the interval [t0, t+) in t-time corresponds to [0,∞) in τ-time. Moreover, gˆ is well defined on
[0,∞) in τ-time and can be written
gˆ = −dτ ⊗ dτ + gˆij(χˆidτ + dxi)⊗ (χˆjdτ + dxj) +
∑R
r=1aˆ
2
rgr. (1.15)
If gˇ and kˆ are the metric and second fundamental form induced on constant τ-hypersurfaces by gˆ,
then there is a constant 0 < C ∈ R such that |kˆ|gˇ ≤ C for all τ ≥ 0.
Assuming, in addition to the above, that (M, g) is future convergent, there is a 2-tensor field Aˆ on
M¯ of mixed type such that
|Kˆ − Aˆ|̺ ≤ Ce−ητ (1.16)
for all τ ≥ 0, where 0 < C, η ∈ R and Kˆ is obtained from kˆ by raising one of the indices using gˇ.
Remark 1.15. The proof of this statement is to be found in Section 24.4. Moreover, there is a
similar result in the case of big crunch asymptotics.
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Remark 1.16. The idea to conformally rescale the metric by multiplying it by the square of the
mean curvature is not new; cf., e.g., [18] in which this idea is applied in a much more general
(cosmological) setting.
Remark 1.17. The functions gˆij , aˆr and χˆ
i only depend on τ . Moreover, gˆ(∂τ , ∂τ ) < 0 by
construction. This means that gˆijχˆ
iχˆj < 1.
1.3.1 Canonical separable cosmological model manifolds
With the above observations in mind, it is natural to introduce the following definition.
Definition 1.18. A canonical separable cosmological model manifold is a separable cosmological
model manifold such that the interval I = (t−, t+) contains [0,∞) and such that N appearing in
(1.7) equals 1.
Remark 1.19. Due to the fact that N = 1, it can be concluded that g00 = −1; cf. Chapter 24,
in particular Lemma 24.2.
Remark 1.20. In order to obtain a canonical separable cosmological model manifold, it is suffi-
cient to assume that (M, g) is future expanding; to conformally rescale g according to gˆ := (trg¯ k¯)
2g;
and to change the time coordinate as in Lemma 1.14. There is a similar statement in the case of
big crunch asymptotics.
Remark 1.21. We are mainly interested in the case that K¯ converges to a non-trivial mixed
2-tensor field on M¯ ; cf. Lemma 1.14. However, we prefer to impose specific conditions on K¯ in
the statements of the results rather than including it in the definition.
It is useful to have some specific examples in mind before proceeding.
Solutions with exponential expansion. Consider the metrics gdS, ggdS and gN, introduced in
(1.10), (1.11) and (1.12) respectively and defined on Td×R, Σ×R and S1×S2×R respectively. They
are all canonical separable cosmological model manifolds. Moreover, in the case of (Td × R, gdS),
K¯ = HIdTTd , where we think of K¯ as an element of End(TT
d). In the case of (Σ× R, ggdS),
K¯ = H
sinh(Ht)
cosh(Ht)
IdTΣ → ±HIdTΣ
as t→ ±∞. Finally, in the case of (S1 × S2 × R, gN),
K¯ = H
sinh(Ht)
cosh(Ht)
ΠTS1 → ±HΠTS1
as t→ ±∞, where ΠTS1 ∈ End[T (S1 × S2)] is the projection onto TS1.
Examples, Bianchi type I. Let us consider a metric of the form (1.9), where ai(t) = αit
pi ,
0 < αi ∈ R and pi ∈ R. Metrics of this form arise, e.g., in the vacuum setting, in the study of the
Einstein-scalar field equations and in the study of the Einstein-non-linear scalar field equations
with an appropriate exponential potential; cf. Subsection 1.2.2 above. In all of these examples,
the sum of the pi’s, say p, is strictly positive.
The expanding direction. Say now that we want to study the expanding direction of these solutions.
According to Lemma 1.14, it is then natural to introduce a time coordinate τ(t) = ln(t/t0)
p.
Choosing t0 = 1, this yields τ = p ln t. On the other hand,
k¯ =
∑d
i=1pit
−1α2i t
2pidxi ⊗ dxi,
so that trg¯k¯ = pt
−1. Multiplying g (given by (1.9) with ai as above) with (trg¯k¯)
2 thus yields
(trg¯k¯)
2g =− p2t−2dt⊗ dt+∑di=1p2α2i t2(pi−1)dxi ⊗ dxi
=− dτ ⊗ dτ +∑di=1β2i e2γiτdxi ⊗ dxi, (1.17)
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where βi = pαi and γi = (pi − 1)/p. Note that in the case of the Kasner solutions, p = 1 and
the sum of the squares of the pi equals one. There are thus two possibilities: either one pi equals
1 and all the rest equal zero (the corresponding metrics are referred to as flat Kasner solutions,
since they have a vanishing Riemann curvature tensor - in fact, they are quotients of a part of
d+1-dimensional Minkowski space); or all the pi < 1. In the first case, there is one γi = 0 and all
the rest equal −1. In the second case, all the γi < 0. In the second case, it is thus clear that there
is contraction in all directions, even though the original solution was expanding. Denoting the
metric in (1.17) by gˆ, the associated second fundamental form (of the hypersurfaces of constant
τ) is given by
kˆ =
∑d
i=1γiβ
2
i e
2γiτdxi ⊗ dxi.
In particular, it is clear that Kˆ is constant. Moreover, the eigenvalues are given by the γi’s.
The contracting direction. Turning to the contracting direction, it is natural to introduce the time
coordinate τ = −p ln t. The computation (1.17) is still valid. The only difference in the contracting
direction is that γi = (1 − pi)/p. In the case of the Kasner solutions, the typical situation is thus
that the metric given by the far right hand side of (1.17) exhibits exponential expansion. In the
case of a non-vacuum solution to the Einstein-scalar field equations, the sum of the squares of the
pi’s is strictly less than 1. For that reason the γi’s are always strictly positive, and the metric
exhibits exponential expansion. In both cases, Kˆ is constant.
The Milne model. In this case, the volume is given by V (t) = tdvolgΣ(Σ), where d is the
dimension of Σ. Fixing t0 = 1, it is therefore natural to introduce τ(t) = d · ln t. On the other
hand, the second fundamental form is given by k¯ = tgΣ, so that trg¯ k¯ = d · t−1. Thus
gˆM := (trg¯k¯)
2gM = −d2t−2dt⊗ dt+ d2gΣ = −dτ ⊗ dτ + d2gΣ.
In particular, the associated second fundamental form is identically zero, even though the Milne
model exhibits expansion.
U(1) symmetric solutions. In this case, V (t) = 2πt2volgΣ(Σ). Letting t0 = 1 yields τ(t) = 2 ln t.
Moreover, trg¯k¯ = 2t
−1, so that
gˆU := −4t−2dt⊗ dt+ 4t−2dθ ⊗ dθ + 4gΣ = −dτ ⊗ dτ + 4e−τdθ ⊗ dθ + 4gΣ.
Model metrics. Considering the above examples, it is clear that metrics of the following form
appear naturally:
g = −dt⊗ dt+∑Rr=1α2re2βrtgr, (1.18)
where 0 < αr ∈ R, βr ∈ R and (Mr, gr) are closed Riemannian manifolds (here (Mr, gr) could
equal (S1, dθ ⊗ dθ), so that the d-torus part appearing in (1.6) should be thought of as being
included in (1.18)). In fact, we are mainly interested in metrics that, asymptotically, behave as
(1.18). However, in several of the results of these notes we impose much weaker conditions.
1.3.2 Silent, transparent and noisy metrics
The behaviour of solutions to (1.2) is strongly dependent on the asymptotic behaviour of the cor-
responding metric (after a conformal rescaling and change of time coordinate of the type described
in Lemma 1.14). In Chapters 4, 5 and 6 we introduce the notions of silent equations; transparent
equations; and equations with a dominant noisy spatial direction. The purpose of this terminol-
ogy is to allow us to distinguish between asymptotics of fundamentally different type. It would be
premature to formulate the corresponding definitions here, but it is useful to define what it means
for a model metric (1.18) to be silent, transparent or noisy.
Definition 1.22. Consider a metric of the form (1.18). If all the βr are strictly positive, the
metric is said to be silent ; if all the βr ≥ 0 but there is one βr = 0, then the metric is said to be
transparent ; and if there is one βr which is strictly negative, then the metric is said to be noisy.
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In order to motivate the terminology, we consider the three cases separately.
Silent metrics. Let g be a silent metric of the form (1.18) and let γ be a causal curve with
respect to this metric (so that g(γ˙, γ˙) ≤ 0). Note that, in general relativity, light and material
objects (or, more generally, information) are assumed to travel along causal curves, so that causal
curves are often spoken of as “observers”. By a reparametrisation, if necessary, we can assume γ
to be of the form γ(t) = (γ¯1(t), . . . , γ¯R(t), t), where γ¯r takes its values in Mr. The assumption of
causality is equivalent to
−1 +∑Rr=1α2re2βrt| ˙¯γr(t)|2gr ≤ 0.
In particular, | ˙¯γr(t)|gr ≤ α−1r e−βrt. This means that γ¯r(t) converges to a point pr ∈ Mr. If λ is
another causal curve, we obtain corresponding points qr ∈ Mr. For two typical curves, there is
one r ∈ {1, . . . , R} such that pr 6= qr. Given two such curves, there is a t1 such that for t ≥ t1,
it is not possible to send information from γ(t) to λ (in other words, there is no future directed
causal curve ξ, starting at γ(t) and intersecting λ to the future). Due to this inability of observers
to communicate at late times, the metric (1.18) is said to be silent.
Transparent metrics. Let g be a transparent metric of the form (1.18) and assume that βr = 0.
Given two distinct points pr, qr ∈Mr, let γ¯r be a smooth simple closed curve in Mr with constant
speed α−1r (with respect to gr) such that the image of γ¯r contains pr and qr. Assume, moreover,
that γ¯r(0) = pr. We think of γ¯r as being defined on R and define γ(t) = (γ¯1(t), . . . , γ¯R(t), t),
where γ¯s is a constant curve in Ms for s 6= r. Then γ is a null curve and the Mr coordinate
of γ equals pr and qr infinitely many times. In particular, the spatial coordinate of the curve
does not converge. Moreover, if tn ≥ 0, 1 ≤ n ∈ Z, are the non-negative times at which the Mr
coordinate of γ equals pr, then tn+1 − tn is independent of n. We think of γ as representing a
signal propagating in M and let p ∈ M¯ be defined by (p, 0) = γ(0). Then the signal γ passes
through (p, tn) for each n. If λ is the observer sitting at p, i.e. λ(t) = (p, t), then λ receives the
signal (propagating along γ) at times tn, and the proper time elapsed between received signals (as
measured by λ) equals tn+1 − tn. In particular, the proper time elapsed is independent of n. The
word transparent is intended to capture the combination of the two properties that information
can be sent (along null curves) between points on Mr and that the time elapsed between received
signals remains constant. Note, however, that it is not necessarily possible to send information
between an arbitrary pair of points on M¯ . From this point of view, it would perhaps be more
natural to say that the metric is partially transparent. However, we here use the terminology
introduced above.
Noisy metrics. Let g be a noisy metric of the form (1.18) and assume that βr < 0. Let pr, qr
and γ¯s, s ∈ {1, . . . , R}, be as in the transparent setting above, and define
γ(t) = [γ¯1(−β−1r e−βrt), . . . , γ¯R(−β−1r e−βrt), t].
Then γ is a null curve and the Mr coordinate of γ equals pr and qr infinitely many times. In
particular, the spatial coordinate of the curve does not converge. Letting tn be defined as in the
transparent setting, there is a constant C such that
tn+1 − tn ≤ Ceβrtn .
In particular, the time elapsed between received signals decays exponentially. In short, information
can be sent (along null curves) between points on Mr and the time elapsed between received
signals decays exponentially. The word noisy is intended to capture the combination of these two
properties. Again, it could be argued that the terminology partially noisy would be more justified.
1.4 Questions
Energy estimates. Our main goal in these notes is to obtain optimal energy estimates for
solutions to subclasses of systems of the form (1.2). In what follows, we are not interested in
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the most general case, but rather assume the underlying geometry to be a canonical separable
cosmological model manifold, so that, in particular, g00 = −1. In other words, we assume that
we have already appealed to Lemma 1.14, if necessary, and that the relevant metric and time
coordinate are the conformally rescaled metric and logarithmic “volume” time coordinate. In this
setting, the main energy of interest is
Ebas[u](t) =
1
2
∫
M¯
(
|ut(·, t)|2 +
∑m
i=1[g
kl(t)∂kui(·, t)∂lu∗i (·, t)
+
∑R
r=1a
−2
r (t)|gradgrui(·, t)|2gr ] + |u(·, t)|2
)
µB,
(1.19)
where M¯ is given by (1.3),
µB := dx ∧ µg1 ∧ · · · ∧ µgR , (1.20)
dx is the standard volume form on Td and µgr and gradgr are the volume form and gradient
associated with the Riemannian manifold (Mr, gr) respectively; we assume Mr to be oriented.
Moreover, if Xj , j = 1, 2, are two real vector fields on Mr and X = X1 + iX2 is a complex vector
field, then
|X |2gr := |X1|2gr + |X2|2gr .
From now on we refer to Ebas[u] as the basic energy. There are also associated higher order
energies. However, due to the separability of the equation, estimates for the higher order energies
are direct consequences of the estimates for the basic energy. Even though Ebas[u] is the energy
of greatest interest, it is sometimes convenient to consider
Ehom[u](t) =
1
2
∫
M¯
(
|ut(·, t)|2 +
∑m
i=1[g
kl(t)∂kui(·, t)∂lu∗i (·, t)
+
∑R
r=1a
−2
r (t)|gradgrui(·, t)|2gr ]
)
µB.
(1.21)
There are several ways of formulating questions related to optimal decay. However, we are here
mainly interested in equations such that the basic energy grows or decays exponentially (in some
degenerate situations, polynomial factors might also occur, but they represent subdominant be-
haviour). In such settings it is natural to introduce the following numbers.
Definition 1.23. Consider (1.2). Assume that the associated Lorentz manifold (M, g) is a canon-
ical separable cosmological model manifold. Assume, moreover, that f = 0. Let S denote the set
of smooth solutions to (1.2) (with f = 0). Assume the set
Acr := {η ∈ R | ∀u ∈ S ∃C ∈ R : Ebas[u](t) ≤ Ce2ηt ∀t ≥ 0}
to be non-empty and bounded from below. Then ηcr is defined to be the infimum of Acr and is
called the crude exponential bound for the growth of the basic energy of solutions to (1.2) with
f = 0. Assume the set
Anl := {η ∈ R | ∃C ∈ R : ∀u ∈ S, Ebas[u](t) ≤ CEbas[u](0)e2ηt ∀t ≥ 0} (1.22)
to be non-empty and bounded from below. Then ηnl is defined to be the infimum of Anl and is
called the exponential bound for the growth of the basic energy of solutions to (1.2) with f = 0.
Remark 1.24. Note that ηcr ≤ ηnl. As we demonstrate below, however, this is the only restriction
on the relation between these two numbers.
Remark 1.25. Clearly, other definitions are conceivable. For instance, we could replace Ebas[u](0)
appearing in (1.22) by a higher order energy of u at t = 0, corresponding to, say, the Hs0+1×Hs0-
norm of the initial data. For each s0 ≥ 0, we then obtain a constant, say αl(s0), describing the
behaviour of the energy. Then ηcr ≤ αl(s0) ≤ ηnl, and αl(s0) is a decreasing function of s0.
Nevertheless, we here focus on the two constants ηcr and ηnl.
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Our main goal in these notes is to calculate ηnl for large classes of equations. However, we are
also interested in obtaining asymptotic information.
Asymptotics. In order to give an idea of the type of asymptotic information we would like to
derive, let us first give two very simple examples.
The contracting direction of polarised T3-Gowdy. Consider the equation (1.13) with the time
reversed; i.e., the equation
Ptt − e−2tPθθ = 0. (1.23)
Then the asymptotics in the direction t → ∞ correspond to the behaviour close to the big bang
singularity of polarised T3-Gowdy symmetric solutions to Einstein’s vacuum equations. Given a
smooth solution P to (1.23), there are v, ψ ∈ C∞(S1,R) such that
P (·, t)− vt− ψ, Pt(·, t)− v (1.24)
both decay exponentially in any Ck-norm as t→∞. In fact, one can demonstrate that there is a
homeomorphism (in the C∞-topology) between initial data to (1.23) and asymptotic data (given
by v and ψ as described above). For a justification of these statements, the reader is referred to
Example 4.19 below.
The expanding direction of polarised T3-Gowdy. Returning to (1.13), it is clear that the asymp-
totics as t→ ∞ are quite different from those in the opposite time direction. However, changing
time coordinate to τ = et, (1.13) becomes
Pττ +
1
τ
Pτ − Pθθ = 0 (1.25)
on S1 × (0,∞). Given a solution P to this equation, there are two constants, say a and b, and a
solution ν to the flat space wave equation with zero mean value over the circle, such that
P (·, τ)− a ln τ − b− τ−1/2ν(·, τ), Pτ (·, τ)− aτ−1 − τ−1/2ντ (·, τ)
decay to zero as τ−3/2 with respect to any Ck-norm. In this case, a, b and ν thus constitute
the asymptotic data. In fact, in this case there is also a homeomorphism (in the C∞-topology)
between initial data to (1.25) and the asymptotic data (given by a, b and ν as described above,
where ν is topologised by its initial data). For a justification of these statements, the reader is
referred to Example 6.16 below.
The equations (1.13) and (1.23) are two very simple examples of systems of the form (1.2). How-
ever, it is of interest to derive analogous asymptotic information, given a solution to (1.2). More-
over, we would like to demonstrate that the map from initial data to asymptotic data is continuous
with respect to a suitable topology. Finally, it is of interest to prescribe asymptotic data, and to
demonstrate that the map from asymptotic data to initial data is continuous with respect to, say,
the C∞-topology. These are our goals as far as the asymptotics are concerned.
1.5 Outline of the introductory part
The outline of the remainder of Part I is the following. In Section 1.6, we perform the separation
of variables which is the basis for most of the analysis in these notes. In particular, we recall some
basic facts concerning the Laplace-Beltrami operator on a closed manifold in Subsection 1.6.1;
determine the eigenfunctions of interest in Subsection 1.6.2; write down the equations for the
individual modes in Subsection 1.6.3; and introduce a higher order version of the energies in
Subsection 1.6.4.
On the notion of balance. Considering (1.2), it is clear that it is determined by the metric g; the
coefficients α, ζ and Xj; and the right hand side f . In Section 1.3 above, we introduce conditions
on the metric g. Even though most of the results in these notes require stronger assumptions,
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these conditions give a good idea of the class of metrics we have in mind. However, at this stage it
is unclear what to assume concerning α, ζ and the X i. In Chapter 2, we therefore describe some
of the pathologies that can arise if the assumptions concerning these functions are too weak. It is
natural to start by focusing on α and ζ. Consider (1.2) with g00 = −1 and f = 0; cf. Remark 1.19.
The spatially homogeneous solutions to this equation satisfy
utt + α(t)ut + ζ(t)u = 0. (1.26)
If we allow, e.g., ‖α‖ or ‖ζ‖ to grow exponentially, there are corresponding equations whose
solutions grow super exponentially (i.e. as exp[a exp(bt)] for some a, b > 0); cf. Section 2.1.
There are analogous results if ‖α‖ or ‖ζ‖ grow, say, polynomially. Since we here think of the
Lorentz manifolds and time coordinates of interest as arising from an application of Lemma 1.14,
we think of the volume of the time slices in the original manifold as equalling V (t) = V (t0)e
t−t0
(assuming the original Lorentz manifold to be future expanding). From this perspective, the
natural length scale is proportional to et/D, where D is the dimension of M¯ . For this reason, we
here consider growth faster than exponential as pathological. As a consequence, we are mainly
interested in equations of the form (1.2) with a metric satisfying the assumptions of Definition 1.18
and matrices α and ζ whose norms are bounded to the future. There are similar arguments in the
case of Lorentz manifolds with big crunch asymptotics.
Concerning theX i, it turns out to be natural to focus on Y i(t) := X i(t)/[gii(t)]1/2 (no summation).
If there is a β > 0 such that e−βtY i(t) converges to a matrix with an eigenvalue with non-zero real
part, then the results of Chapter 2 demonstrate that the energies of solutions to (1.2) typically
grow super exponentially (additional technical assumptions are needed in order to obtain this
conclusion, but we refer the reader to Chapter 2 for the details). In Section 2.2, we state such
results for homogeneous equations of the type (1.2) with d = 1 and R = 0. The solutions with
super exponential growth that we construct are smooth. However, if g11 decays exponentially, we
are not able to prove super exponential growth of solutions corresponding to real analytic initial
data. In order to determine where the construction breaks down, it is of interest to consider
regularity classes which are intermediate between smoothness and real analyticity. In Section 2.3
we therefore determine to which Gevrey classes the initial data of the constructed solutions belong.
Even though the examples exhibiting super exponential growth are of interest, we would also like
to know if they correspond to a generic set of initial data. We turn to this topic in Section 2.4,
where we consider equations of the form (1.2) for general d and R, and with an f which is not
necessarily zero. We state two genericity results. First, there is a subset of the set of smooth
initial data which is generic in the sense of Baire, such that the corresponding solutions exhibit
super exponential growth; cf. Proposition 2.18. Second, the set of initial data which do not lead to
solutions with super exponential growth has infinite co-dimension; cf. Proposition 2.21. Finally,
in Section 2.5 we explain the main ideas behind the proof of the results.
A geometric perspective. On the basis of the observations made in Chapter 2, we are in a
position to formulate conditions that exclude pathological behaviour (such as super exponential
growth). This is the subject of Chapter 3. It turns out that the conditions quite naturally take a
geometric form. To begin with, we assume that the metric satisfies the conditions of Definition 1.18.
Turning to the shift vector field, we already know that gijχ
iχj < 1. However, it is convenient
to impose conditions of the type gijχ
iχj ≤ a for some a ∈ [0, 1) and all t ≥ 0; this ensures that
−g00 is uniformly bounded away from zero to the future. In specific results, we impose additional
smallness conditions. Concerning the lower order terms, we assume ‖α‖ and ‖ζ‖ to be bounded
to the future (though there are some exceptions to this; cf. Subsection 6.2.5 below). Turning to
the X i, it is natural to think of X = X i∂i as a matrix of vector fields on M . For a fixed t, it can
also be thought of as a matrix of vector fields on Td. It is of interest to consider the norm of X
with respect to the metric induced on Td ×{p}× {t} (considered as a metric on Td). It turns out
that some of the pathologies described in Chapter 2 can be eliminated by assuming the norms of
the components of X to be bounded to the future with respect to this metric.
In practice, we also need to impose conditions on the derivatives of the second fundamental form,
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X etc. One natural way of doing so is to demand that the Lie derivatives of these objects with
respect to U (up to a certain order) are bounded to the future; recall that U is defined by (1.8).
We introduce the relevant terminology in Definitions 3.1, 3.4, 3.7 and 3.8. In Section 3.4, we then
state conditions ensuring that the energy of solutions to the homogeneous equation cannot grow
faster than exponentially; cf. (3.9). Finally, in Section 3.5, we formulate the results of Chapter 2
geometrically.
Silent equations. In Chapter 4, we turn to silent equations. The main condition concerning the
metric in this case is that the second fundamental form has a strictly positive lower bound. This
means that the metric is expanding exponentially in all directions; cf. Subsection 1.3.2 above. We
also assume the shift vector field to be small. Given that these conditions are satisfied and that
the norm of X is future bounded, the coefficients of the spatial derivatives of u appearing in (1.2)
decay exponentially. It is therefore natural to compare solutions to (1.2) with solutions to the
equation obtained from (1.2) by dropping all the terms involving spatial derivatives. Additionally
assuming α and ζ to converge to constant matrices α∞ and ζ∞ respectively, we obtain a “limit
equation” which is a constant coefficient ODE for each spatial point. The first result of Chapter 4
states that the basic energy exhibits the same growth/decay as the basic energy for solutions to
the limit equation; cf. (4.6). In particular, the growth/decay is determined by the coefficients of
the limit equation (i.e. by α∞ and ζ∞) and the right hand side. Next, Proposition 4.10 yields the
leading order asymptotics of solutions, as well as the conclusion that these asymptotics coincide
with those of solutions to the limit equation. Moreover, according to Proposition 4.15, it is possible
to specify the leading order asymptotics. Returning to the questions stated in Section 1.4, we can
compute ηcr, derive asymptotics and specify asymptotics. However, the results stated in Chapter 4
only yield a lower bound on ηnl.
Transparent equations. As a next step, it is of interest to consider equations such that the
second fundamental form of the associated metric is non-negative, but converges to zero in some
direction(s). This is the main assumption concerning the metric in the definition of transparent
equations, the subject of Chapter 5. In this situation, the spatial variables are naturally divided
into “silent” and “transparent” variables. This division is formalised in Subsection 5.1.2. Addi-
tionally, we assume the shift vector field to be small; X to be future bounded; the components of
X corresponding to the transparent variables to converge; and α and ζ to converge. Under these
assumptions, it is possible to associate a limit equation with (1.2). The limit equation is a constant
coefficient system of linear wave equations in the transparent variables and the time variable for
each silent variable. Similarly to the silent setting, the leading order asymptotics coincide with
those of the limit equation; cf. Proposition 5.11. We are also in a position to specify the leading
order asymptotics; cf. Proposition 5.14.
Equations with a dominant noisy spatial direction. Finally, it is of interest to consider
metrics such that the second fundamental form is negative definite in some directions. In the
end, we consider, roughly speaking, the following situation: we assume that there is one direction
(corresponding to one S1-factor in Td or one of the Mr) such that k¯ behaves as −βng¯ in that
direction asymptotically, where βn > 0; and that k¯ ≥ (−βn + ηn)g¯ in the remaining directions,
where ηn > 0. In this sense, there is one “dominant noisy spatial direction”. In this setting,
the spatial variables can be divided into “noisy” variables and “subdominant” variables. Adding
appropriate convergence and boundedness conditions, we again obtain a limit equation. However,
as opposed to the previous cases, it is not a constant coefficient equation. In order to obtain
conclusions, we need to limit our attention to the modes of the equation that correspond to non-
trivial dependence on the noisy variables. It turns out that, for a fixed such mode, the dominant
behaviour is oscillatory, and the frequency of the oscillations grows exponentially. However, it
turns out to be possible to average over the oscillations, and this yields a well-defined overall
growth/decay of solutions. We state the corresponding energy estimate in Proposition 6.8.
In order to describe the asymptotics, we need to separate the oscillatory part from the overall
growth/decay. To this end, it is of interest to first focus on solutions to the scalar homogeneous
equation obtained from (1.2) by setting all the lower order terms (i.e., the ones involving α, ζ and
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X i) as well as the right hand side f to zero. The resulting equation is given by (6.6) below. For
(6.6), we are able not only to derive detailed asymptotics, but in fact to demonstrate that there is
a homeomorphism (with respect to the C∞-topology) between initial data and asymptotic data.
The relevant result is stated as Proposition 6.10. Given these models for the oscillatory behaviour,
we derive the leading order asymptotics in Proposition 6.18. The asymptotic form of the solution
is given by a sum of terms of the form eAtuw, where A is a constant matrix and uw is a vector
valued solution to (6.6). Similarly to silent and transparent equations, it is also possible to specify
the leading order asymptotics. The relevant result is stated as Proposition 6.28. Combining
the results of Chapter 6, we are in a position to derive and to specify asymptotics. Moreover,
restricting to the parts of the solutions corresponding to modes with non-trivial dependence on
the noisy variables, we can calculate an analogue of the ηcr introduced in Definition 1.23. However,
we only obtain a lower bound on ηnl.
Energy estimates in the asymptotically diagonal setting. In spite of the detailed asymp-
totic information obtained in Chapters 4–6, the corresponding results only yield a lower bound on
ηnl. In order to be able to calculate ηnl, we need to make stronger assumptions. In Chapter 7, we as-
sume, roughly speaking, that the metric becomes diagonal asymptotically; i.e., that the S1-factors
in Td become orthogonal asymptotically (the Mr-factors are already orthogonal to everything else
by construction). Moreover, we assume that the second fundamental form is convergent and that
the shift vector field converges to zero. As a consequence, the metric asymptotically takes the
form (1.18). Turning to the lower order terms, we assume that α, ζ and Xj/(gjj)1/2 converge to
α∞, ζ∞ and X
j
∞ respectively. Finally, we assume the metric to be non-degenerate in the sense
that the βr appearing in (1.18) are distinct. Under these circumstances we are able to calculate
ηnl; cf. Theorem 7.21. It is of interest to note that ηnl depends on α∞, ζ∞, the βr and the X
j
∞.
Improved asymptotic estimates in the silent setting. In Chapter 4, we derive asymptotics,
given a solution. Moreover, for given leading order asymptotics, we construct a corresponding
solution. Due to the results stated in Chapter 4, we know that the map from initial data to
asymptotic data is continuous with respect to the C∞-topology. In fact, there is an 0 ≤ s0 ∈ R
such that the Hs-norm of the asymptotic data is bounded by the Hs+s0 norm of the initial data.
On the other hand, the results stated in Chapter 4 do not allow us to determine s0 in terms of
the coefficients of the equation. Imposing conditions similar to those of Chapter 7, we obtain a
specific value for s0; cf. Proposition 8.1. In Proposition 8.9, we state similar results concerning
the map from asymptotic data to initial data. It is of interest to note that the map from initial
data to asymptotic data in some situations improves the regularity. In other words, there are cases
for which the Hs-norm of the asymptotic data is bounded by the Hs+s0 -norm of the initial data,
where s0 < 0.
1.6 Dividing the solution into modes
The equation (1.2) is separable. It is therefore possible to analyse the behaviour of solutions by
considering the individual modes. In fact, the arguments presented in these notes are based on
this perspective, as are the statements of several of the results. Before proceeding, we therefore
here present the background relevant to separating (1.2). As a starting point, let us recall some
basic facts concerning the Laplace-Beltrami operator on a closed Riemannian manifold.
1.6.1 Spectral properties of the Laplace-Beltrami operator on a closed
Riemannian manifold
To begin with, let us recall the following result.
Theorem 1.26. Let (M, g) be a closed Riemannian manifold and ∆g be the associated Laplace-
Beltrami operator. Then the eigenvalues of ∆g consist of a sequence λi, 0 ≤ i ∈ Z, such that
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0 = λ0 > λ1 > · · · and λi → −∞ as i → ∞. Moreover, if Ei is the eigenspace corresponding to
λi, then Ei is finite dimensional and consists of smooth functions. In particular E0 is the set of
constant functions. Finally, the set of eigenfunctions of ∆g is a basis for L
2(M).
Remark 1.27. Let (M, g) be an oriented Riemannian manifold. There is an associated volume
form µg. This volume form defines a linear functional Λ on C0(M,C) (the set of complex valued
continuous functions on M with compact support):
Λ(f) =
∫
M
fµg.
Using this linear functional, we can appeal to the Riesz Representation Theorem; cf., e.g., [43,
Theorem 2.14, p. 40]. This yields the existence of a positive measure λg and a σ-algebra A of
subsets of M , such that (M,A, λg) is a complete measure space. Moreover, A contains all the
Borel sets and ∫
M
fλg =
∫
M
fµg
for all f ∈ C0(M,C). Given the measure λg, we can define Lp(M). When we do so, the relevant
underlying Riemannian metric should be understood from the context, and we take it for granted
that the functions in question are complex-valued.
Remark 1.28. Since each of the eigenspaces is finite dimensional, there is a sequence 0 = λ¯0 ≥
λ¯1 ≥ · · · , for 0 ≤ i ∈ Z, and corresponding orthonormal eigenfunctions ϕi ∈ C∞(M), such that
the sequence ϕi is a basis for L
2(M). Moreover, there is a sequence 0 ≤ ν0 ≤ ν1 ≤ · · · such that
λ¯i = −ν2i . Note that νi → ∞ as i → ∞. In what follows, we assume all closed manifolds to be
connected. In that setting ν0 = 0 and ν1 > 0.
Let (M, g) be a closed (connected and oriented) Riemannian manifold and ϕi and νi be defined
as in Remark 1.28. Let µg be the volume form associated with g and λg be the measure defined
by Remark 1.27. Define the inner product
〈u, v〉g :=
∫
M
uv∗λg
for u, v ∈ L2(M), where ∗ denotes complex conjugation; this turns L2(M) into a complex Hilbert
space. For u ∈ L2(M) and 0 ≤ i ∈ Z, we also let uˆ(i) := 〈u, ϕi〉g. The statement that ϕi is a basis
of L2(M), cf. Theorem 1.26, is equivalent to the statement that
∫
M
|u|2λg =
∞∑
i=0
|uˆ(i)|2 (1.27)
for all u ∈ L2(M); cf. [43, Theorem 4.18, p. 85]. If u ∈ C∞(M,C) and s ∈ R, let
‖u‖(s) :=
(
∞∑
i=0
〈νi〉2s|uˆ(i)|2
)1/2
. (1.28)
If s = k, where 0 ≤ k ∈ Z, then this norm is equivalent to the standard Hk(M) Sobolev norm
associated with the metric g. From now on, we therefore loosely refer to the ‖ · ‖(s) as Sobolev
norms. Moreover, in these notes, Hs(M) is defined to be the set of complex valued distributions
such that the right hand side of (1.28) is finite, where the Riemannian metric should be understood
from the context. We use notation similar to (1.28) if u ∈ C∞(M,Cn); in that case, the uˆ(i) are
computed component-wise.
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1.6.2 Spectral properties, the product setting
Consider (1.2), where the coefficients have the properties stated in connection with (1.2). For
r = 1, . . . , R, we apply Remark 1.28 to the Laplace-Beltrami operator ∆gr on (Mr, gr). This
yields orthonormal eigenfunctions ϕr,i, 0 ≤ i ∈ Z, of ∆gr and corresponding eigenvalues −ν2r,i.
Let n ∈ Zd, 0 ≤ ir ∈ Z, r = 1, . . . , R, and
ι := (n, i1, . . . , iR); (1.29)
we denote the set of such ι by IB. For each ι ∈ IB, there is a uniquely associated ν given by
ν(ι) := (n, ν1,i1 , . . . , νR,iR). (1.30)
In case (1.30) holds, we also write, by slight abuse of notation,
νT(ι) = n, νT,j(ι) = nj , νr,ir(ι) = νr,ir . (1.31)
Let x ∈ Td (where we think of Td as [0, 2π]d with the ends identified), pr ∈Mr, r = 1, . . . , R, and
p = (x, p1, . . . , pR). Given ι ∈ IB, define ϕι by
ϕι(p) := (2π)
−d/2ein·xϕ1,i1 (p1) · · ·ϕR,iR(pR). (1.32)
Note that ϕι is an eigenfunction of the operator ∆T + ∆1 + · · · +∆R, and the eigenvalue corre-
sponding to ϕι is −|ν(ι)|2; here ∆T is the standard Laplace operator on Td. Introduce the volume
form µB on M¯ by (1.20), where M¯ is given by (1.3). Let λB be obtained from µB in the same way
that λg is obtained from µg in Remark 1.27. Using the measure λB, we can think of L
2(M¯) as a
complex Hilbert space, in analogy with the above. We denote the corresponding inner product by
〈u, v〉B :=
∫
M¯
uv∗λB (1.33)
for u, v ∈ L2(M¯), where the star denotes complex conjugation. If ιa, ιb ∈ IB, it is clear that
〈ϕιa , ϕιb〉B = 0 unless ιa = ιb. Moreover, 〈ϕι, ϕι〉B = 1 for ι ∈ IB. Let ι be given by (1.29) and
u ∈ L2(M¯). Define uˆ(ι) by
uˆ(ι) := 〈u, ϕι〉B. (1.34)
Appealing successively to the fact that ein·x, n ∈ Zd, is a basis of L2(Td) and the fact that ϕr,i is
a basis of L2(Mr), r = 1, . . . , R, it can be verified that if u ∈ C∞(M¯,C),∫
M¯
|u|2µB =
∑
ι∈IB
|uˆ(ι)|2. (1.35)
In particular, it is thus clear that ϕι, ι ∈ IB, is a basis for L2(M¯). If s ∈ R and u ∈ C∞(M¯,C),
define
‖u‖(s) :=
(∑
ι∈IB
〈ν(ι)〉2s|uˆ(ι)|2
)1/2
. (1.36)
If 0 ≤ k ∈ Z, ‖ · ‖(k) is a norm which is equivalent to the standard Sobolev Hk-norms, and we
therefore refer to the ‖ · ‖(s) as Sobolev norms or Hs-norms. We also define Hs(M¯) as at the
end of Subsection 1.6.1. We use a notation similar to (1.36) for u ∈ C∞(M¯,Cn). It is also worth
noting that a combination of (1.35) and polarisation type identities yields
〈u, v〉B =
∑
ι∈IB
uˆ(ι)vˆ(ι)∗; (1.37)
cf. [43, Theorem 4.18, p. 85].
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1.6.3 Fourier decomposition of the main equation
Consider (1.2). Assume the associated Lorentz manifold (M, g) to be a canonical separable cos-
mological model manifold. Taking the inner product of (1.2) with ϕι (with respect to 〈·, ·〉B
introduced in (1.33)) yields
z¨(ι, t) + g2(ι, t)z(ι, t)− 2∑dl=1inlg0l(t)z˙(ι, t)
+α(t)z˙(ι, t) +
∑d
l=1inlX
l(t)z(ι, t) + ζ(t)z(ι, t) = fˆ(ι, t),
(1.38)
where nj := νT,j(ι),
g(ι, t) :=
(∑d
j,l=1g
jl(t)njnl +
∑R
r=1 a
−2
r (t)ν
2
r,ir
(ι)
)1/2
(1.39)
z(ι, t) :=〈u(·, t), ϕι〉B, (1.40)
fˆ(ι, t) :=〈f(·, t), ϕι〉B. (1.41)
For the sake of brevity, it is convenient to omit reference to the arguments ι and t in (1.38), and
to use the Einstein summation convention for sums from 1 to d. Then (1.38) can be written
z¨ + g2z − 2inlg0lz˙ + αz˙ + inlX lz + ζz = fˆ . (1.42)
Most of the arguments in these notes are devoted to a study of this equation. For 0 6= ι ∈ IB, it
is often convenient to introduce the notation
σ(ι, t) :=
nlg
0l(t)
g(ι, t)
, X(ι, t) :=
nlX
l(t)
g(ι, t)
. (1.43)
Then (1.42) can be written
z¨ + g2z − 2iσgz˙ + αz˙ + iXgz + ζz = fˆ . (1.44)
1.6.4 Higher order energies
In Section 1.4 we introduce the basic energies of interest in these notes. However, it is also of
interest to introduce higher order energies. In particular, we define
Es[u](t) :=
1
2
∑
ι∈IB
〈ν(ι)〉2s [|z˙(ι, t)|2 + g2(ι, t)|z(ι, t)|2 + |z(ι, t)|2] . (1.45)
Here u ∈ C∞(M,Cm) and z is defined by (1.40). In what follows, we also use the notation E := E0.
Note that E = Ebas, where Ebas is defined in (1.19).
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Chapter 2
On the notion of balance
2.1 Introduction
Consider (1.2). The coefficients of this equation can naturally be divided into two groups: those
of the highest order derivatives and those of the lower order derivatives. The coefficients of
the highest order derivatives correspond to the Lorentz metric (1.6). Even though we impose
additional conditions in particular situations, we have already formulated the basic assumptions
concerning this metric in Section 1.3. In particular, we, from now on, assume the Lorentz manifold
corresponding to (1.2) to satisfy Definition 1.18. Turning to α and ζ, we can already develop
a feeling for what types of assumptions are reasonable by considering spatially homogeneous
solutions. Let us, to this end, consider (1.26). Assume that there are constants Ccu, γ, ηcu > 0
and matrices α∞, ζ∞ ∈Mm(C) such that
‖γ−1e−γtα(t) − α∞‖+ ‖γ−2e−2γtζ(t)− ζ∞‖ ≤ Ccue−ηcut
for all t ≥ 0. Assume, moreover, that one of α∞, ζ∞ is non-zero. Define
A∞ :=
(
0 Idm
−ζ∞ −α∞
)
(2.1)
and let κ1 be the largest real part of an eigenvalue of A∞. Then solutions to (1.26) behave as
exp[κ1e
γt] as t→∞; cf. Lemma 16.4 below for a precise statement. If κ1 > 0, then solutions grow
super exponentially. If κ1 < 0, then solutions decay super exponentially (meaning that they grow
super exponentially to the past). We consider both cases to be pathological. The reason for this
is that we think of the Lorentz manifolds of interest as arising from an application of Lemma 1.14.
Such Lorentz manifolds have the property that the volume of the hypersurfaces M¯t with respect
to the original metric is proportional to e±t (in the case of big crunch asymptotics, we obtain
an exponentially decreasing volume). As a consequence, the natural length scale is e±t/D, where
D := dim M¯ . From this point of view, exponential growth/decay is natural, but super exponential
growth/decay is not. In case the eigenvalues of A∞ are purely imaginary, Lemma 16.4 does not
yield any conclusions. On the other hand, κ1 = 0 is a sensitive borderline case, which we choose
not to consider further (with one exception; cf. Subsection 6.2.5 below). For these reasons, we
wish to avoid α and ζ growing exponentially. Another option would be to consider the case that
α and ζ grow polynomially. However, this typically yields faster than exponential growth/decay.
Due to these observations, we assume ‖α‖ and ‖ζ‖ to be future bounded in most of the results of
these notes.
Imposing conditions on the matrix X of vector fields. Except for the Xj’s, we have
developed a rough feeling for what conditions to impose on the coefficients of (1.2). The main
purpose of the present chapter is to illustrate some of the pathologies that arise if we do not impose
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appropriate bounds on X . Before turning to a formal statement of the results, let us consider
utt − e−4tuθθ + e−tuθ + ut + u = 0 (2.2)
on S1 × R. One naive way of approaching this equation is to say that the factors in front of
the spatial derivatives are exponentially decaying. It should thus be possible to ignore the corre-
sponding terms, and the behaviour should be dominated by the ODE part of the equation. Since
the solutions to the corresponding ODE decay exponentially, solutions should in general decay
exponentially. Another perspective would be to separate the equation (2.2) and to consider the
Fourier coefficients. This leads to the equations
z¨ + z˙ + (n2e−4t + ine−t + 1)z = 0, (2.3)
where z denotes the n’th Fourier coefficient of u. We thus expect z to decay exponentially (just as
in the case of the equation obtained by dropping the spatial derivatives). For each fixed Fourier
coefficient, this is indeed what happens; Lemma 9.13 below implies that z decays as e−t/2. On the
other hand, the constant C appearing in the estimate |z(n, t)| ≤ Ce−t/2 depends on n, indicating
that there might be a problem when considering, e.g., smooth solutions to (2.2). Yet another
perspective is to study energies. In analogy with the basic energy introduced in (1.19), consider
Eu(t) :=
1
2
∫
S1
[|ut(θ, t)|2 + e−4t|uθ(θ, t)|2 + |u(θ, t)|2]dθ.
A crude energy estimate yields the conclusion that E˙u(t) ≤ etEu(t), indicating that the growth
might be as bad as exp(et); i.e., super exponential. The different perspectives clearly yield very
different conclusions. It is therefore of interest to ask: do solutions decay exponentially or grow
super exponentially? Below we demonstrate that for generic smooth solutions to (2.2), the crude
energy estimate Eu(t) ≤ C exp(et) is essentially optimal; cf. Example 2.9 and Section 2.4 below.
In this particular case, the argument that the spatial derivatives in (2.2) can be dropped since
they are multiplied by exponentially decaying factors is not justified. Later on, we introduce the
notion of balance, and it will become clear that the super exponential growth of solutions to (2.2)
is related to the fact that (2.2) is not balanced.
In the present chapter, the conditions appearing in the results are largely non-geometric in nature.
The reason for this is that we, in the next chapter, use the results obtained here to motivate the
importance of a geometric perspective. However, in Section 3.5 below, we provide geometric
reformulations of the results of the present chapter.
2.2 Unbalanced equations, first examples of super exponen-
tial growth
To begin with, we state a result concerning equations of the form (1.2) with d = 1, R = 0 and
f = 0. In order to be able to state the assumptions in a concise way, it is convenient to introduce
the notation
l(t) := ln[g11(t)]1/2, Y 1(t) :=
X1(t)
[g11(t)]1/2
, ς(t) :=
g01(t)
[g11(t)]1/2
. (2.4)
It is possible to take a geometric perspective on these objects (and we encourage the reader to do
so). However, in the present chapter, we take an analytic perspective, and only in the next chapter
do we interpret the conclusions geometrically. Given the notation (2.4), the main assumptions are
the following.
Assumption 2.1. Consider (1.2). Assume the associated metric to be such that (M, g) is a
canonical separable cosmological model manifold. Assume, moreover, that d = 1 and that
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R = 0. Let l, Y 1 and ς be defined by (2.4). Assume that there are real numbers βsh < 0;
b, ηode, Csh, CX , Code > 0; βX ≥ 0; and βode such that
βX − βode = ηode, |l˙(t)|+ |¨l(t)| ≤ b (2.5)
for all t ≥ 0, and
|ς(t)|+ |ς˙(t)| ≤Csheβsht, (2.6)
‖Y 1(t)‖ + ‖Y˙ 1(t)‖ ≤CXeβXt, (2.7)
‖α˙(t)‖+ ‖α(t)‖ + ‖ζ˙(t)‖1/2 + ‖ζ(t)‖1/2 ≤Codeeβodet (2.8)
for all t ≥ 0.
Remark 2.2. The assumption concerning l guarantees that g11 cannot grow (or decay) faster than
exponentially. Combining this observation with (2.6)–(2.8) yields the conclusion that none of the
coefficients of the equation grows faster than exponentially. On the other hand, the assumptions
still allow both exponential growth and exponential decay of the coefficients.
Assumption 2.1 only involves bounds, and as a consequence there are classes of equations, satisfying
the assumptions, whose solutions do not exhibit super exponential growth. In order to proceed,
we therefore make the following additional assumption.
Assumption 2.3. Consider (1.2). Assume the associated metric to be such that (M, g) is a
canonical separable cosmological model manifold. Assume, moreover, that d = 1 and that R = 0.
Let Y 1 be defined by (2.4) and Assumption 2.1 be fulfilled. Assume that there is a Y 1∞ ∈Mm(C)
and constants ηX > 0 and KX > 0 such that
‖e−βXtY 1(t)− Y 1∞‖ ≤ KXe−ηXt (2.9)
for all t ≥ 0, where βX ≥ 0 is the constant appearing in the statement of Assumption 2.1. Finally,
assume Y 1∞ to have an eigenvalue with a non-zero real part.
Remark 2.4. If βX > 0, this assumption ensures that Y
1 grows exponentially. On the other
hand, it does not imply that X1 grows. In fact, X1 could decay exponentially.
Given that these assumptions hold, we obtain the following result.
Proposition 2.5. Consider (1.2). Assume the associated metric to be such that (M, g) is a
canonical separable cosmological model manifold. Assume, moreover, that d = 1; that R = 0; and
that f = 0. Given that Assumptions 2.1 and 2.3 hold with βX > 0, let κ be the largest absolute
value of a real part of an eigenvalue of Y 1∞/2 (by assumption, κ > 0). Let ǫ > 0. Then there is a
sequence of smooth Cm-valued solutions vl to (1.2), 1 ≤ l ∈ Z, and for each l ≥ 1, there is a time
sequence tl,k →∞ (as k →∞) such that for each s ∈ R,
lim
l→∞
(‖vl(·, 0)‖(s+1) + ‖∂tvl(·, 0)‖(s)) = 0. (2.10)
Moreover,
Ehom[vl](tl,k) ≥ exp
[
2β−1X κ(1− ǫ)eβXtl,k
]
, (2.11)
where Ehom[u] is defined by (1.21); i.e., in the present setting,
Ehom[u](t) :=
1
2
∫
S1
[|ut(x, t)|2 + g11(t)|ux(x, t)|2]dx. (2.12)
Remarks 2.6. Here ‖ · ‖(s) denotes the norm introduced in (1.36). The combination of the
estimates (2.10) and (2.11) demonstrates that the solution u = 0 to (1.2) is future unstable.
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Remark 2.7. The statement is a consequence of Lemma 16.27; cf. Remark 16.29.
Remark 2.8. It is of interest to compare the lower bound given by (2.11) with the upper bound
obtained by standard energy estimates. Due to Lemma 16.42, given a solution u to an equation
satisfying the assumptions of the proposition, there is an upper bound on the associated energy
of the form Cǫ exp[β
−1
X ‖Y 1∞‖(1 + ǫ)eβXt]. When ‖Y 1∞‖ = 2κ (e.g., when Y 1∞ is Hermitian), the
estimate (2.11) is thus essentially optimal.
Let us apply this result to (2.2).
Example 2.9. Consider (2.2). This equation is such that d = 1, R = 0 and f = 0. Moreover,
g11(t) = e−4t, g01(t) = 0, α(t) = 1, ζ(t) = 1 and X1(t) = e−t. In particular, the relations
l(t) = −2t, Y 1(t) = et and ς(t) = 0 thus hold. As a consequence, Assumption 2.1 holds with
βsh = −1, b = 2, ηode = 1, Csh = 1, CX = 2, Code = 2, βX = 1 and βode = 0. Moreover,
Assumption 2.3 holds with Y 1∞ = 1, ηX = 1 and KX = 1; clearly Y
1
∞/2 has an eigenvalue with
non-zero real part and κ = 1/2. Thus the conclusions of Proposition 2.5 hold, so that, given ǫ > 0,
there is a sequence of smooth solutions vl to (2.2) and time sequences {tl,k} such that tl,k → ∞
as k →∞ and (2.10) and (2.11) hold. In our setting, the estimate (2.11) reads
Ehom[vl](tl,k) ≥ exp
[
(1 − ǫ)etl,k] .
This indicates that the crude energy estimate mentioned in connection with (2.2) is essentially
optimal.
The equation in Example 2.9 is rather simple in that the coefficients of (2.2) are either constants
or constants times exponential factors. However, similar conclusions hold for, e.g.,
utt − e−4tuθθ + e−tuθ + sin(et/2)ut + et/2 cos(et/2)u = 0. (2.13)
Here one might naively expect the factors sin(et/2) and et/2 cos(et/2) to influence the behaviour
(due to their growth and the growth of their derivatives). However, as far as the argument is
concerned, the corresponding terms in (2.13) are effectively error terms. It is also of interest to
consider, e.g.,
utt − e−4tuθθ + e−tuθ + et/2ut + etu = 0. (2.14)
In the case of (2.14), initial data with finite frequency content yield solutions with super exponential
decay (in fact, such solutions roughly behave as exp(−et/2); cf. Section 16.2). However, generic
smooth solutions exhibit super exponential growth; cf. Section 2.4 below.
Recalling the discussion of the Fourier coefficients of solutions to (2.2), it is clear that solutions
to (2.2) with finite frequency content decay exponentially. In particular, there is thus a dense set
of initial data such that the corresponding solutions exhibit exponential decay. It is of interest to
isolate where the transition between exponential decay and super exponential growth takes place.
To this end, it is useful to introduce function spaces interpolating between initial data with finite
frequency content and smooth initial data, and to analyse where super exponential growth sets
in. In the end, we are not able to demonstrate super exponential growth for solutions with real
analytic initial data (at least not for equations such that the coefficients of the spatial derivatives
decay exponentially), so that it is sufficient to consider a class of function spaces interpolating
between real analyticity and smoothness. This leads us to study Gevrey classes.
2.3 Gevrey classes
Let us begin by defining the Gevrey classes in the context of interest here.
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Definition 2.10. A real valued function f defined on Td is said to be a Gevrey function of order
0 < s ∈ R if f ∈ C∞(Td,R) and there are constants R > 0 and C > 0 such that
sup
x∈Td
|∂αf(x)| ≤ RC|α|(α!)s (2.15)
for all d-multiindices α. The class of Gevrey functions of order 0 < s ∈ R on Td is denoted Gs(Td).
Remarks 2.11. Here we think of functions defined on Td as being defined on Rd and being 2π-
periodic in all of their variables. The definition can be generalised to functions with values in Rm
or Cm, and we use the notation Gs(Td,Rm) and Gs(Td,Cm). Moreover, if f ∈ G1(Td), then f is
real analytic. Finally, if f ∈ Gs(Td), where 0 < s < 1, then f is entire.
Remark 2.12. There is an alternate characterisation of the Gevrey classes; cf. Lemma 16.48
below. In fact, let f ∈ C∞(Td,C), 0 < s ∈ R and an, n ∈ Zd, be the complex Fourier coefficients
of f . Then f ∈ Gs(Td,C) if and only if there are constants Ci > 0, i = 1, 2, such that
|an| ≤ C1 exp
(
−C2|n|1/s
)
(2.16)
for all n ∈ Zd. There is an analogous characterisation in case f takes its values in Rm or Cm.
When considering solutions to (1.2) with R = 0, it is of interest to verify that Gevrey class
regularity is preserved. In that context, the following definition is useful.
Definition 2.13. Let I ⊆ R be an open interval, f ∈ C∞(Td × I,Cm) and 0 < s ∈ R. Then f is
said to belong to Gsloc,u(I,T
d,Cm) if, for every compact interval J ⊂ I, the following holds: there
are constants C1 > 0 and C2 > 0 (depending on f and J) such that
|fˆ(n, t)| ≤ C1 exp
(
−C2|n|1/s
)
for all n ∈ Zd and t ∈ J , where fˆ(n, t) is the n’th (complex) Fourier coefficient of f(·, t).
Consider (1.2). Assume the associated metric to be such that (M, g) is a canonical separable
cosmological model manifold. Assume, moreover, that R = 0. If the coefficients are smooth,
f ∈ Gsloc,u(R,Td,Cm), and the initial data at t = t0 belong to Gs(Td,Cm), then the corresponding
solution to (1.2) is smooth and such that u and ut have the same regularity as f ; cf. Lemma 16.51.
Given the above terminology, the statement of Proposition 2.5 can be improved to the following
result.
Proposition 2.14. Assume that the conditions of Proposition 2.5 are fulfilled. Assume, moreover,
that there are constants β1 ∈ R and 0 < cm,1 ∈ R such that
cm,1e
2β1t ≤ g11(t)
for all t ≥ 0. If βX − β1 > 0, then the sequence of functions vl constructed in Proposition 2.5 can
be assumed to be such that vl, ∂tvl ∈ GsXloc,u(I, S1,Cm) for all l, where
sX :=
βX − β1
βX
. (2.17)
In case βX −β1 ≤ 0, one frequency can be chosen, say na ∈ Z, such that the sequence of functions
vl constructed in Proposition 2.5 has the property that if zl(n, t) denotes the n’th Fourier coefficient
of vl(·, t), then zl(n, t) = 0 for all t unless n = na.
Remark 2.15. The statement is an immediate consequence of Proposition 16.52.
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Remark 2.16. Returning to Example 2.9, it is clear that β1 = −2 and βX = 1. Thus sX = 3.
Remark 2.17. Consider
utt − e2β1tuθθ + e(β1+βX)tuθ = 0.
If we want the coefficients of the spatial derivatives to decay exponentially, we have to have β1 < 0
and β1 + βX < 0. If we also want to have super exponential growth, we have to have βX > 0.
This means that 0 < βX < −β1, so that sX > 2. In this setting, there is thus a limit on how close
we can get to the case of real analytic initial data. If, on the other hand, 0 < βX ≤ β1, then there
are initial data with finite frequency content such that the corresponding solutions exhibit super
exponential growth.
It would be of interest to determine if the value of sX appearing in (2.17) has any real significance
or is just an artefact of our argument. However, we do not pursue this topic in these notes.
2.4 Unbalanced equations, generic super exponential growth
In the previous sections, we demonstrate that there are solutions to equations of the form (1.2)
that exhibit super exponential growth. However, it is not clear if these solutions are very special,
or if they represent the typical behaviour. When addressing this question, it is of interest to return
to general equations of the form (1.2). Let us first note that initial data ensuring super exponential
growth are generic in the Baire sense.
Proposition 2.18. Consider (1.2). Assume the associated metric to be such that (M, g) is a
canonical separable cosmological model manifold. Assume, moreover, that there is a j ∈ {1, . . . , d}
such that
utt − gjj(t)∂2j u− 2g0j(t)∂t∂ju+ α(t)ut +Xj(t)∂ju+ ζ(t)u = 0 (2.18)
(no summation on j) satisfies the conditions of Proposition 2.5; note that (2.18) is an equation
of the form (1.2) with f = 0, d = 1 and R = 0. Let ǫ > 0. Then there is a set of smooth
Cm-valued initial data to (1.2), say A, with the following properties. First, A is the intersection
of a countable number of open and dense sets (with respect to the C∞ topology). Second, each
element of A corresponds to a Cm-valued solution u to (1.2) such that there is a time sequence
{tk}, 1 ≤ k ∈ Z, with the properties that tk →∞ and
Ehom[u](tk) ≥ exp
[
2β−1X κ(1− ǫ)eβXtk
]
(2.19)
for all 1 ≤ k ∈ Z, where Ehom[u](t) is defined by (1.21).
Remark 2.19. In the present proposition, we do not assume that f = 0, nor do we assume that
R = 0 or that d = 1. Moreover, we take it to be understood that the equation (2.18) is obtained
from (1.2) by setting f to zero and dropping all terms involving spatial derivatives other than ∂j .
Remark 2.20. The result is an immediate consequence of Proposition 16.34.
Even though this result is interesting, we would also like to know that the set of initial data that
do not yield solutions with super exponential growth has positive codimension. The next result
states that the codimension is in fact infinite.
Proposition 2.21. Consider (1.2). Assume the associated metric to be such that (M, g) is a
canonical separable cosmological model manifold. Assume, moreover, that there is a j ∈ {1, . . . , d}
such that (2.18) (no summation on j) satisfies the conditions of Proposition 2.5. Let ǫ > 0. Define
Bǫ by the condition that ξ ∈ Bǫ iff ξ constitutes smooth Cm-valued initial data for (1.2) such that
if u is the solution corresponding to ξ, then there is a constant Cǫ (depending on the solution)
such that
Ehom[u](t) ≤ Cǫ exp
[
2β−1X κ(1 − ǫ)eβXt
]
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for all t ≥ 0, where Ehom is defined by (1.21). Define Aǫ by the condition that ξ ∈ Aǫ iff ξ
constitutes smooth Cm-valued initial data for (1.2) such that if u is the solution corresponding to
ξ, then there is a time sequence 0 ≤ tk →∞ such that
Ehom[u](tk) ≥ exp
[
2β−1X κ(1− ǫ/2)eβXtk
]
(2.20)
for all k. Then Aǫ and Bǫ are disjoint. Moreover, there is an infinite dimensional (linear) subspace
Pǫ of the vector space of smooth C
m-valued initial data for (1.2) such that if ξ ∈ Bǫ and ξper ∈ Pǫ,
then ξ + ξper ∈ Aǫ unless ξper = 0.
Remarks 2.22. The statement of the proposition can be interpreted as saying that Bǫ has infinite
codimension in the set of smooth initial data for (1.2). On the other hand, there are examples of
equations such that Bǫ, even though it has infinite codimension, is dense in the set of initial data;
this is a consequence of the current proposition and the results of Section 16.11. In fact, there are
examples of equations satisfying the conditions of Proposition 2.21 such that all solutions with
finite frequency content decay super exponentially. Having one dense set of initial data yielding
super exponential growth and one dense set of initial data yielding super exponential decay may
seem to be counter intuitive. However, it should be pointed out that the super exponential growth
can be detected by only considering solutions with finite frequency content (even when solutions
with finite frequency content exhibit super exponential decay); cf. Subsection 16.8.3.
Remark 2.23. By the vector space of smooth Cm-valued initial data for (1.2), we here mean the
space C∞(M¯,Cm)× C∞(M¯,Cm), where M¯ is defined by (1.3).
Remark 2.24. The statement is an immediate consequence of Proposition 16.37.
To conclude: solutions to equations satisfying the conditions of Propositions 2.18 and 2.21 typ-
ically exhibit super exponential growth. Returning to the conditions, it is thus clear that when
Xj(t)/[gjj(t)]1/2 exhibits definite exponential growth, the behaviour of solutions to (1.2) might
be pathological. The next step of our analysis is to introduce the notion of a balanced equation,
the purpose being to exclude this pathological behaviour.
2.5 A rough idea of the argument in a model case
In order to obtain a complete proof of the statements of this chapter, it is sufficient to read
Parts III and IV of these notes. However, the material in Part III covers much more general
situations than are needed to obtain the results of the present chapter. Moreover, the level of
abstraction is sufficiently high that extracting the essential idea of the argument from the formal
proof is non-trivial. For that reason, it is of interest to develop some intuition by considering a
model case. That is the purpose of the present section.
A model case. Let us return to (2.3), the equation for the Fourier coefficients of (2.2). In the
coefficients of this equation, there are terms of three different sizes: 1, |n|e−t and n2e−4t. For
|n| ≥ 2, the third term dominates initially. Denote the subinterval of [0,∞) during which n2e−4t
is largest by I1; it is of the form I := [0, tfin]. Considering the intervals on which the other terms
dominate is also of interest, but in order to demonstrate generic super exponential growth, it is
sufficient to focus on I1. The equation (2.3) can be written w˙ = Aw, where
w(n, t) :=
(
g(n, t)z(n, t)
z˙(n, t)
)
, A(n, t) :=
(
−2 g(n, t)
−g(n, t)− inet|n| − e
2t
|n| −1
)
and g(n, t) = |n|e−2t. The dominant behaviour of solutions in I1 is oscillatory with a period
roughly given by T = 2π/g(n, t).
Approximating the oscillations. Since the dominant behaviour is oscillatory, it is natural to
divide the analysis of the evolution into two steps. First we consider one period of the oscillations;
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the corresponding analysis yields a matrix describing the evolution over the period. Then we draw
conclusions concerning the evolution over longer periods of time by multiplying together these
matrices. Assuming the oscillations to be sufficiently rapid, the evolution within one period can
be approximated by freezing the coefficients of the equation. Freezing the coefficients of A at
t = t0, the change in the solution from t0 to t0 + T0, where T0 := 2π/g(n, t0), roughly speaking
corresponds to multiplication by exp[A(n, t0)T0]. The matrix A(n, t0)T0, in its turn, is roughly
speaking given by 2πB0, where
B0 :=
(
0 1
−1− ir 0
)
and r := n−1e3t0 . There are various ways of calculating exp(2πB0). In Section 13.2, we study
the matrix exponentials of a general class of matrices that is of interest when approximating
oscillations by freezing coefficients. Using these calculations, in particular Lemma 13.3, yields
exp[2πB0] ≈ Id2 + π
(
0 ir
−ir 0
)
≈ exp
[
π
(
0 ir
−ir 0
)]
.
The eigenvalues of the matrix inside the exponential on the right hand side are given by ±πr. In
particular, the largest eigenvalue is given by
π|r| = π|n|−1e3t0 = 1
2
et0T0.
It is thus natural to expect the growth of the solution from t0 to t0 + T0 to be exp(e
t0T0/2).
Here T0 should be thought of as a small increment in t, so that summing e
t0T0 + e
t1T1 + . . .
(where t1 := t0 + T0, T1 := 2π/g(n, t1) etc.) should roughly speaking yield the integral of e
t. The
change in absolute value of the solution from 0 to t should thus, roughly speaking, correspond
to multiplication by exp(et/2). This expectation should be compared with the conclusions of
Example 2.9.
Gevrey classes. The above line of reasoning only concerns one mode. Sooner or later, both |n|e−t
and n2e−4t are less than or equal to one. At that point, the ODE behaviour takes over and yields
exponential decay of the Fourier coefficient. However, by combining infinitely many modes, we
obtain super exponential growth of smooth solutions. The constructed solutions have the property
that the frequency of the dominant Fourier coefficient becomes larger as the time increases. On
the other hand, in order to obtain super exponential growth, the size of the Fourier coefficients of
the initial data must not decay too fast with |n|; otherwise the growth in the intervals of the type
I1 described above is not sufficient to ensure overall growth. This is why we only obtain super
exponential growth for the Gevrey indices indicated in Remark 2.16.
Making the argument rigorous. The above discussion provides the intuition behind the proof
that there are solutions that grow super exponentially. However, turning the ideas into a rigorous
argument requires an effort. The purpose of Part III of these notes is to calculate the evolution
over one period to leading order, and to provide an estimate for the error. To this end, we carry out
several changes of variables that serve the purpose of isolating the essential behaviour. Moreover,
we calculate the leading order terms in the relevant matrix exponentials (and estimate the errors);
we estimate the variation of flows associated with the coefficients of (1.2) during one period etc.
Once this has been done, we are interested in multiplying together the corresponding matrices in
order to derive conclusions concerning the overall behaviour. As |n| grows, so does the number
of factors. Proving that we can control the error of the product, even though there is no bound
on the number of factors, is non-trivial. Moreover, in the present setting, we are interested in
deriving a lower bound on the size of Fourier coefficients corresponding to appropriately chosen
initial data. The necessary arguments are presented in Sections 16.3–16.6.
Chapter 3
A geometric perspective
3.1 Introduction
Before considering the general case, let us return to (2.2), our basic example of an equation with
solutions exhibiting super exponential growth. What is the cause of this growth? Considering the
assumptions required in order for Proposition 2.5 to apply, in particular (2.9), it is clear that it is
related to the fact that Y 1 grows exponentially. In order to obtain a more geometric perspective
on the meaning of this object, note that the natural Lorentz metric associated with the equation
(2.2) is given by
g = −dt⊗ dt+ e4tdθ ⊗ dθ, (3.1)
and defined on S1 × R. Moreover, for each t ∈ R, g induces a metric on S1:
g¯ := e4tdθ ⊗ dθ.
Turning to the lower order terms, e−tuθ can be interpreted as Xu, where X is the vector field
X = e−t∂θ. Thus, even though the coefficient of uθ appearing in (2.2) decays exponentially, it is
clear that the norm of X with respect to g¯ does not. In fact, g¯(X ,X ) = e2t. When viewed from
a more geometric perspective, it is thus clear that X is not small. Given the metric (3.1), it is
natural to introduce an orthonormal frame {e0, e1}, where e0 = ∂t and e1 = e−2t∂θ. With respect
to this frame, X = ete1; i.e., X = Y 1e1.
3.2 Conditions on the metric
Let us now return to the general case. Consider (1.2). Assume the associated metric to be such
that (M, g) is a canonical separable cosmological model manifold (recall that this implies that
g00 = −1; cf. Remark 1.19). Then
g = −dt⊗ dt+ gij(χidt+ dxi)⊗ (χjdt+ dxj) +
∑R
r=1a
2
rgr. (3.2)
Note that (3.2) induces a family of metrics on M¯ , given by
g¯ := gijdx
i ⊗ dxj +∑Rr=1a2rgr,
where we normally do not explicitly state the dependence on t. The metric g also induces a family
of metrics on Td:
h¯ := gijdx
i ⊗ dxj .
Again, we normally omit explicit reference to the dependence on t. Next we wish to impose
restrictions on the metric (3.2). When studying Einstein’s equations, there is a freedom in choosing
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the gauge. For this reason there is some freedom in imposing conditions on the metric coefficients.
In particular, the lapse function and the shift vector field, cf. Remark 1.5, are related to a choice
of foliation of the spacetime. In the case of the metric g defined by (3.2), the lapse function equals
1 and the shift vector field is given by χ. Even though one typically has a freedom of imposing
conditions on the shift vector field, setting it to zero is sometimes problematic. That is the reason
why we include it here. On the other hand, it is rarely useful to have a shift vector field with
a large norm. Moreover, it is often convenient if the foliation is such that ∂t is an approximate
normal to the constant t hypersurfaces. Considering (3.2), the future directed unit normal to M¯t
is
U := ∂t − χi∂i. (3.3)
To begin with, we therefore impose the following conditions.
Definition 3.1. Let (M, g) be a canonical separable cosmological model manifold. If there is an
0 < ηsh,0 ≤ 1 such that
g(∂t, ∂t) ≤ −η2sh,0 (3.4)
for all t ≥ 0, then ∂t is said to be future uniformly timelike. If, in addition, there is a 1 ≤ k ∈ Z
and an 0 < ηsh,k ∈ R such that ∑k
l=1|LlUχ|g¯ ≤ ηsh,k (3.5)
for all t ≥ 0, then the shift vector field of (3.2) is said to be Ck-future bounded.
Remarks 3.2. The estimate (3.4) is equivalent to gijχ
iχj ≤ 1 − η2sh,0 (note that if gijχiχj ≥ 1,
then ∂t is no longer timelike). Moreover, LUχ denotes the Lie derivative of χ with respect to U .
Remarks 3.3. Since L∂tχ = LUχ, we could replace LUχ with L∂tχ in (3.5). Note also that since
LUχ = χ˙i∂i, we sometimes use the notation χ˙ := LUχ. Finally,
|LlUχ|g¯ :=
[
g¯(LlUχ,LlUχ)
]1/2
,
where it is understood that LlUχ and g¯ are both evaluated at the same time t.
Turning to the conditions on gij and ar, it is convenient to express them in terms of the second
fundamental form of the hypersurfaces M¯t; cf. (1.5). The second fundamental form is given by
k¯(Z1, Z2) := g(∇Z1U,Z2),
where ∇ is the Levi-Civita connection associated with the Lorentz manifold (M, g), U is given by
(3.3) and Zi, i = 1, 2, are vector fields tangent to M¯t. It can be computed that
k¯ =
1
2
d∑
i,j=1
∂tgijdx
i ⊗ dxj +
R∑
r=1
a˙r
ar
a2rgr,
LU k¯ =1
2
d∑
i,j=1
∂2t gijdx
i ⊗ dxj +
R∑
r=1
[
a¨r
ar
+
(
a˙r
ar
)2]
a2rgr.
Again, LU k¯ = L∂t k¯, so that in the conditions stated below, we could replace LU k¯ with L∂t k¯. The
basic assumptions we make concerning k¯ are the following
Definition 3.4. Let (M, g) be a canonical separable cosmological model manifold. Let, moreover,
0 ≤ k ∈ Z. If there is a constant 0 < Ck ∈ R such that∑k
l=0|LlU k¯|g¯ ≤ Ck
for all t ≥ 0, then the second fundamental form is said to be Ck-future bounded.
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Remark 3.5. The notation |k¯|g¯ is defined by
|k¯|g¯ :=
(
g¯abg¯cdk¯ack¯bd
)1/2
,
where the lower case Latin indices from the beginning of the alphabet indicate coordinate com-
ponents on M¯ and it is understood that both k¯ and g¯ are evaluated at the same time t. In
Section 24.5 we develop different perspectives on this norm.
Remark 3.6. The motivation for assuming k¯ to be bounded is given in Section 1.3. However, in
some of the arguments, it is not sufficient to only assume k¯ to be bounded, we also need to impose
bounds on LU k¯. This is the motivation for introducing the terminology of the definition. Note
also that the basic examples given in Subsection 1.3.1 are such that the second fundamental form
is Ck-future bounded for any k.
3.3 The lower order terms
So far, we introduced bounds on the metric components; cf. Definitions 3.1 and 3.4. However,
considering (1.2), we also need to impose restrictions on the Xj , α and ζ. Concerning the Xj’s,
it is convenient to combine them and think of the result as a matrix of vector fields on M :
X := Xj(t)∂j . (3.6)
Due to the results of Chapter 2, it is clear that we need to impose bounds on X in order to exclude
pathological behaviour of solutions. When stating the relevant bounds, the following notation is
convenient:
|X |h¯ :=
(∑
ς∈S
∑d
i,j=1 h¯ijςi‖X i‖ · ςj‖Xj‖
)1/2
, (3.7)
where it is understood that both X and h¯ are evaluated at the same time t and S is the set of
elements of Rd whose components are plus or minus one; note that S has 2d elements. We use
similar notation for other matrices of vector fields (in the span of the {∂j}). The reader interested
in a motivation for the choice (3.7) of norm is referred to the proof of Lemma 24.17, in particular
(24.62).
Definition 3.7. Consider (1.2). Assume the associated metric to be such that (M, g) is a canonical
separable cosmological model manifold. Define X by (3.6). If there is a 0 ≤ k ∈ Z and a 0 < Ck ∈ R
such that ∑k
l=0|LlUX|h¯ ≤ Ck (3.8)
for all t ≥ 0, then X is said to be Ck-future bounded.
Finally, let us turn to the matrix valued functions α and ζ appearing in (1.2). Due to the
results of Section 16.2, we know that if α and ζ are allowed to grow exponentially, then spatially
homogeneous solutions to (1.2) (with f = 0) can exhibit super exponential growth or decay; cf.
also the discussion in Section 2.1. We consider both of these types of behaviour to be pathological.
For these reasons, we typically impose the conditions that ‖α(t)‖, ‖α˙(t)‖, ‖ζ(t)‖ and ‖ζ˙(t)‖ are
bounded to the future.
3.4 A rough notion of balance
One basic notion of balance, prohibiting the occurrence of super exponential growth, is the fol-
lowing.
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Definition 3.8. Consider (1.2). Assume the associated metric to be such that (M, g) is a canonical
separable cosmological model manifold. Let 0 ≤ k ∈ Z. If ∂t is future uniformly timelike; there is
a constant 0 < Ck ∈ R such that∑k
l=0[‖∂ltα(t)‖ + ‖∂ltζ(t)‖] ≤ Ck
for all t ≥ 0 (i.e., α and ζ are Ck-future bounded); X is Ck-future bounded; the shift vector field
of (3.2) is Ck+1-future bounded; and the second fundamental form is Ck-future bounded, then
(1.2) is said to be Ck+1-balanced.
Remark 3.9. The bounds on the metric components involve k+1 derivatives, but the conditions
on the coefficients of the lower order terms in (1.2) only involve k derivatives.
Given a C1-balanced equation, the basic energy cannot grow faster than exponentially (except
if the right hand side does). In fact, there is a constant 0 < ηbal ∈ R (depending only on the
constants appearing in the bounds of Definition 3.8) such that
E
1/2
bas [u](t1) ≤ eηbal|t1−t0|E1/2bas [u](t0) +
∣∣∣∣
∫ t1
t0
eηbal|t1−t|‖f(·, t)‖2dt
∣∣∣∣ (3.9)
for all 0 ≤ t0, t1 ∈ R and all solutions u to (1.2), where ‖f(·, t)‖2 denotes the L2-norm of f(·, t).
This statement follows from Lemma 10.14; cf. Remark 10.15. In fact, estimates of the form (3.9)
hold under slightly weaker conditions; cf. Remark 10.15. Even though the estimate (3.9) is of
interest, it only excludes pathological behaviour. We are also interested in deriving more detailed
information concerning the asymptotics of solutions and concerning the behaviour of the basic
energy; the constant ηbal that results from an application of Lemma 10.14 could very well be quite
far from the optimal value. In order to obtain more detailed conclusions, we need to make stronger
assumptions.
3.5 Geometric formulation of the results in the unbalanced
setting
At this stage, it is of interest to return to the unbalanced setting, and to express the conditions
geometrically.
Assumptions 3.10. Consider (1.2). Assume the associated metric to be such that (M, g) is a
canonical separable cosmological model manifold; cf. Definition 1.18. Assume, moreover, that
d = 1, that R = 0 and that there is an 0 < ηsh,0 ≤ 1 such that (3.4) holds. Assume that there are
constants Ksh,Kk¯,Kode, K¯X > 0, βsh < 0, βode and βX > 0 such that βX − βode > 0 and
|χ(t)|g¯ + |χ˙(t)|g¯ ≤Ksheβsht, (3.10)
|χ¨(t)|g¯ + |k¯(t)|g¯ + |LU k¯(t)|g¯ ≤Kk¯, (3.11)
‖ζ(t)‖1/2 + ‖ζ˙(t)‖1/2 + ‖α(t)‖ + ‖α˙(t)‖ ≤Kodeeβodet, (3.12)
|X (t)|h¯ + |X˙ (t)|h¯ ≤K¯XeβXt (3.13)
for all t ≥ 0.
Let e1 be the unit vector field which is a positive multiple of ∂1, define Y1 to be the matrix valued
function such that Y1e1 = X and assume that there is a matrix Y1∞ ∈ Mm(C) and η¯X , LX > 0
such that
‖e−βXtY1(t)− Y1∞‖ ≤ LXe−η¯Xt (3.14)
for all t ≥ 0. Assume, moreover, that Y1∞ has an eigenvalue with a non-zero real part.
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Assume, finally, that there are β¯j ∈ R, j = 1, 2, and a continuous function 0 ≤ e ∈ L1([0,∞)) such
that
(β¯2 − e)g¯ ≤ k¯ ≤ (β¯1 + e)g¯ (3.15)
for all t ≥ 0.
Remark 3.11. If Assumptions 3.10 hold, then Assumptions 2.1 and 2.3 hold with Y 1∞ = Y1∞; cf.
Lemma 24.19 and Remark 24.20.
Remark 3.12. The only quantities we require to converge are the components of e−βXtX with
respect to the unit vector field e1. Moreover, the condition βX −βode > 0 implies that Y1 is larger
in size than ‖α(t)‖ and ‖ζ(t)‖1/2.
Remark 3.13. One consequence of the assumptions is that there is a constant c1 > 0 such that
c1e
−2β¯1t ≤ g11(t) for all t ≥ 0; this follows from Lemma 24.21.
Proposition 3.14. Consider (1.2). Assume that d = 1, R = 0 and f = 0. Given that Assump-
tions 3.10 hold, let κ > 0 be the largest absolute value of a real part of an eigenvalue of Y1∞/2.
Let ǫ > 0. Then there is a sequence of smooth Cm-valued solutions vl to (1.2), 1 ≤ l ∈ Z, and for
each l ≥ 1, there is a time sequence tl,k →∞ (as k→∞) such that for each s ∈ R,
lim
l→∞
(‖vl(·, 0)‖(s+1) + ‖∂tvl(·, 0)‖(s)) = 0. (3.16)
In addition,
Ehom[vl](tl,k) ≥ exp
[
2β−1X κ(1− ǫ)eβXtl,k
]
, (3.17)
where Ehom[u] is given by (2.12). Moreover, if βX + β¯1 > 0, then the sequence of functions vl can
be assumed to be such that vl, ∂tvl ∈ GsXloc,u(I, S1,Cm) for all l, where
sX :=
βX + β¯1
βX
. (3.18)
In case βX + β¯1 ≤ 0, one frequency can be chosen, say na ∈ Z, such that the sequence of functions
vl has the property that if zl(n, t) denotes the n’th Fourier coefficient of vl(·, t), then zl(n, t) = 0
for all t unless n = na.
Remark 3.15. If Y1∞ is Hermitian, (3.17) is essentially optimal. In fact, in that case there is,
given a solution u, a constant Cǫ such that Ehom[u](t) ≤ Cǫ exp
[
2β−1X κ(1 + ǫ)e
βXt
]
for all t ≥ 0;
cf. Remark 2.8.
Remark 3.16. The constituents of the right hand side of (3.18) have a natural interpretation.
The constant β¯1 represents the (average) maximal expansion of the spacetime, in the sense that it
corresponds to the upper bound in (3.15). Moreover, βX is the exponential rate of growth of the
norm of the vector field X (with respect to the induced metric on the constant-t hypersurfaces).
The statements concerning the regularity can be summarised as follows. If the average maximal
expansion is strictly positive (i.e., if β¯1 > 0), then sX > 1, and the initial data are not analytic.
If the average maximal expansion is zero (i.e., if β¯1 = 0), then sX = 1, and the initial data are
analytic. If the average maximal expansion is negative, but strictly greater than minus the growth
rate of X (i.e., if −βX < β¯1 < 0), then 0 < sX < 1, and the initial data are entire. If the average
maximal expansion is less than or equal to minus the growth rate of X (i.e., if β¯1 ≤ −βX), then
the initial data have only one non-zero Fourier coefficient.
Proof. Due to the assumptions of the proposition, the conditions of Proposition 2.5 are fulfilled.
Moreover, due to Remark 3.13, the conditions of Proposition 2.14 hold with β1 = −β¯1. Combining
the corresponding conclusions yields the statement of the proposition.
Next, let us turn to the question of the generic behaviour.
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Proposition 3.17. Consider (1.2). Assume the associated metric to be such that (M, g) is a
canonical separable cosmological model manifold. Assume, moreover, that there is a j ∈ {1, . . . , d}
such that
utt − gjj(t)∂2j u− 2g0j(t)∂t∂ju+ α(t)ut +Xj(t)∂ju+ ζ(t)u = 0 (3.19)
(no summation on j) satisfies Assumptions 3.10. Then the conclusions of Propositions 2.18 and
2.21 hold.
Remark 3.18. The conclusions of Propositions 2.18 and 2.21 can roughly speaking be summarised
as saying that there is a Baire generic set of initial data corresponding to solutions exhibiting super
exponential growth; and that the initial data corresponding to solutions that do not exhibit super
exponential growth have infinite co-dimension.
Proof. The conditions of the proposition ensure that the assumptions required to appeal to Propo-
sitions 2.18 and 2.21 are satisfied.
It is of interest to contrast this result with conclusions obtained concerning solutions with finite
frequency content. In particular, we here consider a situation in which the dominant coefficients
in (1.2) are α and ζ.
Proposition 3.19. Consider (1.2). Assume the associated metric to be such that (M, g) is a
canonical separable cosmological model manifold. Assume, moreover, that f = 0. Assume that
there is a γ > 0; α∞, ζ∞ ∈Mm(C), one of which is non-zero; an ηcu > 0; and a constant Ccu > 0
such that
|g0l(t)|+ |gjl(t)|1/2 + |a−1r (t)| + ‖Xj(t)‖1/2 ≤Ccue(γ−ηcu)t,
‖e−γtα(t)− γα∞‖+ ‖e−2γtζ(t)− γ2ζ∞‖1/2 ≤Ccue−ηcut
for all t ≥ 0, j, l = 1, . . . , d, and r = 1, . . . , R. Let A∞ be defined by (2.1) and κ1 be the largest
real part of an eigenvalue of A∞. Consider a solution u to (1.2) such that if z is defined by (1.40),
then z(ι, ·) = 0 for all but a finite number of ι ∈ IB. Fix ǫ > 0. Then there is a constant Cǫ > 0
such that
Ebas[u](t) ≤ Cǫ exp[2(κ1 + ǫ)eγt]Ebas[u](0)
for all t ≥ 0. Here Ebas is defined by (1.19).
Remark 3.20. The constant Cǫ only depends on Ccu; the set of ι ∈ IB for which z(ι, ·) does not
vanish; the spectrum of the Laplace-Beltrami operator on (Mr, gr) for r = 1, . . . , R; A∞; ηcu; γ;
and ǫ.
Remark 3.21. There are large classes of equations satisfying both the assumptions of Proposi-
tion 3.17 and the assumptions of Proposition 3.19 with κ1 < 0. For the corresponding equations,
solutions with finite frequency content decay to zero super exponentially. In other words, there is
a dense set of initial data such that the corresponding solutions exhibit super exponential decay.
However, generic solutions grow super exponentially.
Remark 3.22. Appealing to Lemma 16.59 instead of to Lemma 16.56 yields an analogous result
in the case that α and ζ converge exponentially to elements ofMm(C). In that case, assuming the
quantity corresponding to κ1 in Proposition 3.19 to be negative, solutions with finite frequency
content decay exponentially.
Proof. The conclusion is an immediate consequence of Lemma 16.56.
Chapter 4
Silent equations
4.1 Introduction
Heuristics. Consider (1.23). As already mentioned, the direction t→∞ corresponds to the big
bang singularity of polarised T3-Gowdy symmetric solutions to Einstein’s equations. In heuris-
tic arguments concerning cosmological singularities, similar equations appear. In particular, it is
often expected, on heuristic grounds, to be possible to approximate the full Einstein equations
with equations such that the coefficients multiplying the spatial derivatives of the unknowns decay
exponentially. A similar structure appears in the expanding direction when considering solutions
to Einstein’s equations with a positive cosmological constant. In the physics literature, the ex-
ponential decay of the coefficients is often assumed to justify dropping the spatial derivatives.
This results in one ODE for each spatial point, a substantially simplified situation. In order to
illustrate this line of reasoning, consider (1.23) again. Dropping the term involving the spatial
derivatives yields the equation Ptt = 0 with solutions P (θ, t) = v(θ)t + ψ(θ). This heuristically
motivated conclusion should be compared with the statements made in connection with (1.24);
see also Example 4.19 below.
Due to the results of Chapter 2, we know that the above line of reasoning does not always work;
cf., in particular, Example 2.9. On the other hand, perhaps the situation changes if we assume
the equation to be balanced in the sense of Definition 3.8. For this reason, it is of interest to
consider balanced systems of equations such that the coefficients of the spatial derivatives decay
exponentially. Moreover, the question we wish to ask is: can the above heuristic picture be given
a mathematical justification?
Examples. Considering the examples of geometries given in Section 1.3, the metrics gdS and ggdS
yield principal symbols such that the coefficients of the highest order spatial derivatives decay
exponentially. Considering the contracting direction of Kasner solutions (with the exception of
the flat Kasner solutions), or of non-vacuum Bianchi type I solutions to the Einstein-scalar field
equations, yields the same conclusion.
Geometry. The above heuristics are formulated in terms of properties of the coefficients of the
equations. However, it is desirable to formulate geometric conditions. Exponential decay of the
coefficients of the spatial derivatives is related to exponential expansion. Exponential expansion,
in its turn, is related to lower bounds on the second fundamental form. In the examples given
above, not only do the second fundamental forms have a uniform strictly positive lower bound
(for late times), they, in fact, converge. However, in the present chapter, the main assumption is
that of a lower bound. It is therefore of interest to introduce the following terminology.
Definition 4.1. Consider (1.2). Assume the associated metric to be such that (M, g) is a canonical
separable cosmological model manifold. If ∂t is future uniformly timelike and there is a 0 < µ ∈ R
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and a continuous non-negative e ∈ L1([0,∞)) such that
k¯ ≥ (µ− e)g¯, |χ|g¯|χ˙|g¯ ≤ e (4.1)
for all t ≥ 0; then (1.2) is said to be C1-silent.
Remark 4.2. In Subsection 1.3.2, we motivate the terminology “silent metric” in the context
of the metrics introduced in (1.18). The motivation in the present setting is similar. In fact, let
γ : J → M be a future directed inextendible causal curve in (M, g), where J = (s−, s+). Then
γ0(s)→ ∞ as s → s+, where γ0 denotes the t-coordinate of γ; this is an immediate consequence
of the fact that M¯t is a Cauchy hypersurface in (M, g) for each t ∈ R (cf. Lemma 24.1) and the
tacit assumption that ∂t is future oriented. Moreover, given that the assumptions of the definition
are satisfied, the M¯ -coordinate of γ, say γ¯, converges to a point, say p¯[γ] as s→ s+. Finally, if two
future directed inextendible causal curves, say γi : Ji → M , i = 1, 2, are such that p¯[γ1] 6= p¯[γ2],
then there are si ∈ Ji such that
J+[γ1(s1)] ∩ J+[γ2(s2)] = ∅;
the reader interested in an explanation of the terminology J+(p) is referred to [27]. Thus, sooner
or later, the observers γi lose the ability to communicate to the future. In other words, there
is silence. For a justification of these statements, the reader is referred to Lemma 24.23 and
Remark 24.24.
In the present chapter, we are interested in equations (1.2) that are C1-silent in the sense of
Definition 4.1; such that X is C0-future bounded; and such that there are α∞, ζ∞ ∈Mm(C) and
0 < ηmn, Cmn ∈ R with the property that
‖α(t)− α∞‖+ ‖ζ(t)− ζ∞‖ ≤ Cmne−ηmnt (4.2)
for all t ≥ 0. Under these assumptions, all the coefficients in (1.2) that multiply spatial derivatives
of u decay to zero exponentially; cf. Lemma 25.1. Since (4.2) is satisfied, it is then of interest to
compare solutions to (1.2) with solutions to the equation
∂t
(
v
vt
)
= A∞
(
v
vt
)
+
(
0
f
)
, (4.3)
where
A∞ :=
(
0 Idm
−ζ∞ −α∞
)
. (4.4)
Note that if one drops the second term on the right hand side of (4.3), then what results is a
system of constant coefficient equations in which no spatial derivatives occur. On the other hand,
we have not eliminated the dependence of the solution on the spatial variables. Thus (4.3) should
be interpreted as a system of ODE’s for each point in M¯ . In case f = 0, one would expect solutions
to (4.3) to grow as 〈t〉d1−1eκ1t, where κ1 is the largest real part of an eigenvalue of A∞ and d1 is
the largest dimension of a Jordan block corresponding to an eigenvalue of A∞ with real part κ1;
here we use the notation
〈ξ〉 := (1 + |ξ|2)1/2 (4.5)
for ξ ∈ Cl. Due to the importance of κ1 and d1 in the description of the asymptotics, it is
convenient to introduce the following terminology.
Definition 4.3. Given A ∈Mk(C), let SpA denote the set of eigenvalues of A. Moreover, let
κmax(A) := sup{Reλ | λ ∈ SpA}, κmin(A) := inf{Reλ | λ ∈ SpA}.
Then RspA, the real eigenvalue spread of A, is defined by RspA := κmax(A)−κmin(A). In addition,
if κ ∈ {Reλ | λ ∈ SpA}, then dmax(A, κ) is defined to be the largest dimension of a Jordan block
corresponding to an eigenvalue of A with real part κ. Finally, if κ /∈ {Reλ | λ ∈ SpA}, then
dmax(A, κ) := 1.
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4.2 Results
Concerning the energy of solutions to (1.2), we obtain the following conclusion.
Proposition 4.4. Consider (1.2). Assume that it is C1-silent in the sense of Definition 4.1; that
X is C0-future bounded; and that there are α∞, ζ∞ ∈ Mm(C) and 0 < ηmn, Cmn ∈ R with the
property that (4.2) holds for all t ≥ 0. Then there are constants C and s0 ≥ 0, depending only on
the coefficients of the equation (1.2), such that if u is a smooth solution to (1.2), then
E1/2s [u](t) ≤C〈t〉d1−1eκ1tE1/2s+s0 [u](0)
+ C
∫ t
0
〈t− τ〉d1−1eκ1(t−τ)‖f(·, τ)‖(s+s0)dτ
(4.6)
for all t ≥ 0 and s ∈ R, where κ1 := κmax(A∞), d1 := dmax(A∞, κ1) and A∞ is given by (4.4); cf.
Definition 4.3.
Remark 4.5. The proposition is a consequence of Lemma 10.10; cf. Remark 10.13.
Remarks 4.6. More detailed information concerning the dependence of the constants is to be
found in Remark 10.12. The energy Es is defined by (1.45). The object ‖f(·, t)‖(s) is the Hs-
Sobolev norm of the function f(·, t); cf. (1.36).
Next we would like to derive more detailed information concerning the asymptotics. Naively, we
would expect a solution to (1.2) to be well approximated by a solution to (4.3). However, there
are obstructions. Say, for the sake of argument, that
‖f‖A,s :=
∫ ∞
0
e−κ1τ‖f(·, τ)‖(s)dτ <∞ (4.7)
for s ∈ R, where κ1 is the number defined in the statement of Proposition 4.4. Then the energies
associated with solutions u to (1.2) are bounded by C〈t〉2d1−2e2κ1t; cf. (4.6). Moreover, as is
demonstrated below, this estimate is optimal. On the other hand, when taking the step from (1.2)
to (4.3), we have ignored terms of the form
χj∂j∂tu, X
j∂ju, (α− α∞)ut, (ζ − ζ∞)u, (4.8)
as well as the terms involving second spatial derivatives of u. On the other hand, the first two
terms appearing in (4.8) can be expected to be of the order of magnitude 〈t〉d1−1e(κ1−µ)t, and
the last two terms can be expected to be of the order of magnitude 〈t〉d1−1e(κ1−ηmn)t; cf. (4.2)
and Lemma 25.1. Moreover, the terms involving second spatial derivatives of u can be expected
to be of the order of magnitude 〈t〉d1−1e(κ1−2µ)t; cf. Lemma 25.1. For this reason, it would be
optimistic to think that the terms appearing in solutions to (4.3) that are of the order of magnitude
e(κ1−βrem)t, where
βrem := min{µ, ηmn} (4.9)
can be distinguished from the error terms arising when the terms (4.8) are omitted. When con-
sidering solutions to the homogeneous version of the equation (4.3), it therefore seems natural to
focus on solutions whose norms asymptotically exceed e(κ1−βrem)t. For this reason, it is natural to
introduce the following terminology.
Definition 4.7. Let 1 ≤ n ∈ Z, B ∈Mn(C) and PB(X) be the characteristic polynomial of B.
Then
PB(X) =
∏
λ∈SpB
(X − λ)nλ ,
where 1 ≤ nλ ∈ Z. Moreover, the generalised eigenspace of B corresponding to λ, denoted Eλ, is
defined by
Eλ := ker(B − λIdn)nλ ,
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where Idn denotes the n × n-dimensional identity matrix. If J ⊆ R is an interval, then the J-
generalised eigenspace of B, denoted EB,J , is the subspace of C
n defined to be the direct sum
of the generalised eigenspaces of B corresponding to eigenvalues with real parts belonging to J
(in case there are no eigenvalues with real part belonging to J , then EB,J is defined to be {0}).
Finally, given 0 < β ∈ R, the first generalised eigenspace in the β, B-decomposition of Cn, denoted
EB,β , is defined to be EB,Jβ , where Jβ := (κ− β, κ] and κ := κmax(B); cf. Definition 4.3.
Remark 4.8. Our definition of a generalised eigenspace coincides with that of [44, p. 51].
Remark 4.9. If B ∈Mn(R), then λ ∈ SpB ⇒ λ∗ ∈ SpB, where λ∗ denotes the conjugate of λ.
Moreover, nλ = nλ∗ , so that v ∈ Eλ implies v∗ ∈ Eλ∗ . In particular, given an interval J ⊆ R,
we can thus choose a basis of EB,J consisting of elements of R
n. In short: in the context of real
n× n-matrices, we can think of EB,J as a subspace of Rn.
Given this terminology, we have the following result concerning the asymptotics.
Proposition 4.10. Consider (1.2). Assume that it is C1-silent in the sense of Definition 4.1;
that X is C0-future bounded; and that there are α∞, ζ∞ ∈ Mm(C) and 0 < ηmn, Cmn ∈ R with
the property that (4.2) holds for all t ≥ 0. Assume, moreover, that f is a smooth function such
that for every s ∈ R, (4.7) holds, where κ1 := κmax(A∞) and A∞ is given by (4.4). Let βrem
be given by (4.9) and Ea be the first generalised eigenspace in the βrem, A∞-decomposition of
C2m. Then there are constants C, N and shom, sih ≥ 0, depending only on the coefficients of the
equation (1.2), such that the following holds. Given a smooth solution u to (1.2), there is a unique
V∞ ∈ C∞(M¯, Ea) such that∥∥∥∥
(
u(·, t)
ut(·, t)
)
− eA∞tV∞ −
∫ t
0
eA∞(t−τ)
(
0
f(·, τ)
)
dτ
∥∥∥∥
(s)
≤C〈t〉Ne(κ1−βrem)t (‖ut(·, 0)‖(s+shom) + ‖u(·, 0)‖(s+shom+1) + ‖f‖A,s+sih)
(4.10)
holds for t ≥ 0 and all s ∈ R. Moreover,
‖V∞‖(s) ≤ C
(‖ut(·, 0)‖(s+shom) + ‖u(·, 0)‖(s+shom+1) + ‖f‖A,s+sih) . (4.11)
Remark 4.11. The proposition is a consequence of Lemma 10.16; cf. Remark 10.17.
Remark 4.12. If, in addition to the assumptions of the proposition, there are constantsKder, βder >
0 such that
|χ|g¯ + |X |h¯ ≤ Kdere−βdert (4.12)
for all t ≥ 0, then βrem can be replaced by min{2µ, µ+βder, ηmn}. This follows from Remark 10.20.
Remark 4.13. If α∞, ζ∞ ∈ Mm(R), then Ea can be thought of as a subspace of R2m due to
Remark 4.9
Remarks 4.14. Due to the definition of Ea, the function V∞ is uniquely determined by the
estimate (4.10). Viewing V∞ as asymptotic data, the estimate (4.11) can be interpreted as saying
that the map from initial data to asymptotic data is continuous with respect to the C∞-topology.
Finally, note that
eA∞tV∞ +
∫ t
0
eA∞(t−τ)
(
0
f(·, τ)
)
dτ
is a solution to (4.3).
Proposition 4.10 yields asymptotic data, given a solution. However, it is also of interest to specify
the asymptotics. Due to Proposition 4.10, it is sufficient to demonstrate that asymptotic data can
be specified in the case of homogeneous equations. For that reason, we focus on the homogeneous
setting for the remainder of the section; i.e., we assume f = 0 in (1.2). In order to obtain
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conclusions, we need to strengthen the assumptions of the previous two propositions. In particular,
we need to assume an upper bound on k¯, analogous to the lower bound of Definition 4.1. The
reason for this is that we need to control how the energy evolves when going backwards in time,
and an upper bound on k¯ excludes pathologically fast growth.
Proposition 4.15. Consider (1.2) with f = 0. Assume that (1.2) is C1-silent in the sense
of Definition 4.1; that X is C0-future bounded; and that there are α∞, ζ∞ ∈ Mm(C) and 0 <
ηmn, Cmn ∈ R with the property that (4.2) holds for all t ≥ 0. Assume, moreover, that there is a
constant 0 < µ+ ∈ R and a non-negative continuous function e+ ∈ L1([0,∞)) such that
k¯ ≤ (µ+ + e+)g¯ (4.13)
for all t ≥ 0. Let βrem be given by (4.9) and Ea be the first generalised eigenspace in the βrem,
A∞-decomposition of C
2m. Then there is an injective map
Φ∞ : C
∞(M¯, Ea)→ C∞(M¯,C2m)
such that the following holds. First,
‖Φ∞(ψ)‖(s) ≤ C‖ψ‖(s+s∞) (4.14)
for all s ∈ R and all ψ ∈ C∞(M¯, Ea), where the constants C and s∞ ≥ 0 only depend on the
coefficients of the equation (1.2). Second, if ψ ∈ C∞(M¯, Ea) and u is the solution to (1.2) (with
f = 0) such that (
u(·, 0)
ut(·, 0)
)
= Φ∞(ψ), (4.15)
then ∥∥∥∥
(
u(·, t)
ut(·, t)
)
− eA∞tψ
∥∥∥∥
(s)
≤C〈t〉Ne(κ1−βrem)t (‖ut(·, 0)‖(s+shom) + ‖u(·, 0)‖(s+shom+1))
(4.16)
for all t ≥ 0 and s ∈ R, where the constants C, N and shom have the same dependence as in the
case of Proposition 4.10, κ1 := κmax(A∞) and A∞ is given by (4.4). Finally, if Ea = C
2m, then
Φ∞ is surjective.
Remark 4.16. The proposition is a consequence of Lemma 10.21; cf. Remark 10.24.
Remark 4.17. If, in addition to the assumptions of the proposition, there are constantsKder, βder >
0 such that (4.12) holds for all t ≥ 0, then βrem can be replaced by min{2µ, µ+ βder, ηmn}. This
follows from Remark 10.26.
Remarks 4.18. By combining (4.14), (4.15) and (4.16), the Sobolev norms of u(·, 0) and ut(·, 0)
appearing on the right hand side of (4.16) can be replaced by a suitable Sobolev norm of ψ. The
estimate (4.14) demonstrates that the map from asymptotic data to initial data is continuous
with respect to the C∞-topology. Combining Propositions 4.10 and 4.15 yields the conclusion
that when Ea = C
2m, the map from initial data to asymptotic data is a homeomorphism in the
C∞-topology. Note also that RspA∞ < βrem implies that Ea = C
2m.
4.3 Examples
In order to illustrate the results, let us consider two simple examples of scalar equations.
Example 4.19. Consider (1.23), the relevant equation when studying the singularity in polarised
T3-Gowdy. In this case,
g = −dt⊗ dt+ e2tdθ ⊗ dθ, g¯ = e2tdθ ⊗ dθ, k¯ = g¯, χ = 0.
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Moreover, X = 0, α = 0 and ζ = 0. It is thus obvious that the equation (1.23) is C1-silent with
µ = 1. In addition, (4.12) holds with Kder = 1 and βder = 1. Finally, since ζ = α = 0, the matrix
A∞, introduced in (4.4), is given by
A∞ =
(
0 1
0 0
)
. (4.17)
Thus κ1 = 0. Note that (4.2) holds with, e.g., ηmn = 2 and Cmn = 1. Since βder = 1 we can equate
βrem with 2; cf. Remarks 4.12 and 4.17. Finally, since A∞ has only one eigenvalue, the spaces Ea
appearing in the statements of Propositions 4.10 and 4.15 equal C2. To conclude, the assumptions
of all the propositions stated in Section 4.2 are fulfilled. Appealing to Propositions 4.10 and
4.15 yields a homeomorphism between initial data to (1.23) and asymptotic data, consisting of
ψ ∈ C∞(S1,C2). If ψ = (ψ∞ v∞)t, (4.16) yields∥∥∥∥
(
P (·, t)
Pt(·, t)
)
−
(
v∞t+ ψ∞
v∞
)∥∥∥∥
(s)
≤ Cs〈t〉Ne−2t,
where Cs in this case is allowed to depend on s and the solution. These asymptotics should be
compared with (1.24).
Example 4.20 (The non–flat Kasner solutions). Let us consider the non–flat Kasner solutions in
the direction of the singularity. In other words, let us consider a metric g of the form (1.9), where
ai(t) = t
pi and the pi are constants satisfying∑d
i=1pi =
∑d
i=1p
2
i = 1, pi < 1.
Then
gu =
1√− det g ∂α
(
gαβ
√
− det g ∂βu
)
= −1
t
∂t(tut) +
d∑
i=1
t−2piuii.
Changing time coordinate to τ , where t = e−τ , the Klein-Gordon equation gu−m2u = 0, where
m is a constant, can thus be written
− uττ +
∑d
i=1e
−2βiτuii −m2e−2τu = 0, (4.18)
where βi = 1− pi > 0. The metric associated with (4.18) is given by
gcon = −dτ ⊗ dτ +
∑d
i=1e
2βiτdxi ⊗ dxi (4.19)
on Td × R. Let g¯ be the metric and k¯ be the second fundamental form induced on Td × {τ} by
gcon. Then, beyond the metric (4.19), the functions characterising (4.18) are given by α(τ) = 0,
X (τ) = 0 and ζ(τ) = m2e−2τ . Moreover,
k¯ =
∑d
i=1βie
2βiτdxi ⊗ dxi;
note that U = ∂τ . In particular,
k¯ ≥ min{β1, . . . , βd}g¯.
Since the shift vector field field χ vanishes in the current setting, it is thus clear that (4.18) is
C1-silent, with µ := min{β1, . . . , βd} < 1; cf. Definition 4.1. Moreover, X is clearly C0-future
bounded, and (4.2) holds with α∞ = 0, ζ∞ = 0, Cmn = m
2 and ηmn = 2. Finally, (4.12) holds
with Kder = 1 and βder = 1. Thus Proposition 4.10 applies, and the relevant matrix A∞ is in the
present setting given by (4.17). Moreover, κ1 = 0, βrem = 2µ and Ea = C
2. Given a solution u to
(4.18), appealing to Proposition 4.10 yields u∞, v∞ ∈ C∞(Td,C) such that∥∥∥∥
(
u(·, τ)
uτ (·, τ)
)
−
(
v∞τ + u∞
v∞
)∥∥∥∥
(s)
≤ Cs〈t〉Ne−2µτ , (4.20)
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where Cs in this case is allowed to depend on s and the solution. In fact, appealing to Proposi-
tions 4.10 and 4.15 yields the conclusion that the map from initial data to asymptotic data is a
homeomorphism with respect to the C∞-topology.
It is of interest to note that the mass term in the Klein-Gordon equation does not have any
influence on the asymptotics.
4.4 Strengths and weaknesses of the results; a rough idea
of the argument
4.4.1 Strengths and weaknesses
One clear strength of the results contained in Propositions 4.4, 4.10 and 4.15 is that they apply
to a general class of equations. Moreover, the consequences are quite far reaching; in favourable
situations, combining Propositions 4.10 and 4.15 yields a homeomorphism between initial data and
asymptotic data. Turning to the questions concerning the optimal behaviour of the energy, posed
in Section 1.4, note that combining Propositions 4.4 and 4.15 yields the conclusion that ηcr = κ1,
where κ1 is introduced in the statement of Proposition 4.4. In particular, we can calculate ηcr.
How about ηnl? Considering (4.6), there is clearly one fundamental obstruction to calculating ηnl:
the fact that Es+s0 appears on the right hand side (where we do not know whether s0 = 0 or
not). In other words, the estimate (4.6) potentially involves a loss of derivatives which makes it
impossible to deduce an upper bound on ηnl. On the other hand, Proposition 4.15 yields the lower
bound ηnl ≥ κ1. Below we demonstrate that for any η1 ≥ η2, there are equations satisfying the
assumptions of Propositions 4.4, 4.10 and 4.15 such that ηcr ≤ η2 and ηnl ≥ η1; cf. Example 7.23
below. It is therefore hard to imagine the perspective taken in the present chapter (where we,
generally, accept unspecified derivative losses) to be useful in drawing conclusions concerning ηnl.
On the other hand, when applying the linear theory in the study of non-linear equations, ηnl is of
much greater interest than ηcr.
4.4.2 Outline of the argument
The proofs of Propositions 4.4, 4.10 and 4.15 are not very complicated. They are also quite short;
the complete arguments are contained in Chapters 9 and 10. In particular, it is of interest to note
that an analysis of the type described in Section 2.5, involving a detailed study of the oscillations,
is not necessary. In fact, we do not need to appeal to Part III at all (below we describe the contents
of Part III in greater detail, but let us here point out that it is the most important part of these
notes in that it allows us to study the oscillations in detail and thereby to derive optimal estimates
for the energies, our main goal in these notes).
The Fourier coefficients; dividing the time interval. In order to describe the arguments, let
us consider (1.44), the equation for the Fourier coefficients, where σ and X are defined by (1.43).
Due to the assumptions on the shift vector field and on X , it can be verified that for all t ≥ 0,
|σ(ι, t)| and ‖X(ι, t)‖ are bounded by constants which are independent of ι; this is a consequence
of Lemma 24.17 below. In this sense, all the dependence on ι in (1.44) enters via the function
g(ι, t), introduced in (1.39). On the other hand, due to the assumptions concerning the second
fundamental form,
g(ι, t) ≤ Ce−µt〈ν(ι)〉 (4.21)
for all t ≥ 0 and ι ∈ IB, where C ∈ R is independent of ι, ν(ι) is defined by (1.30) and we use
the notation (4.5); this is a consequence of Lemma 24.12 below. Due to (4.21), it is natural to
divide [0,∞) into two parts: [0, Tode] and [Tode,∞). The division is, roughly speaking, defined
by the condition that g(ι, t) ≤ 1 for all t ≥ Tode; cf. Definition 10.1 below for the details. Given
the definition of Tode, it is natural to divide the analysis into two parts. First, we analyse the
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behaviour in [Tode,∞), which we refer to as the ODE-regime. Second, we analyse the behaviour
in the interval [0, Tode], which we refer to as the oscillatory regime.
The ODE regime. For t ≥ Tode, g(ι, ·) is not only ≤ 1, it is also exponentially decaying. In the
interval [Tode,∞), the equation (1.44) can thus be written in the form
v˙(ι, t) = A∞v(ι, t) +Arem(ι, t)v(ι, t) + F (ι, t) (4.22)
for an appropriate choice of v and F , where A∞ is given by (4.4). Moreover, Arem satisfies an
estimate of the form ‖Arem(ι, t)‖ ≤ Ce−βrem(t−Tode) for all t ≥ Tode, where C ∈ R is independent of
t and ι; and βrem is given by (4.9). In Chapter 9, we develop the tools necessary for analysing the
behaviour of solutions to equations of the form (4.22). The discussion is divided into the following
steps.
Algebraic decompositions, energy estimates. The first step of the analysis is to decompose the
equation algebraically in order to isolate the leading order behaviour. This is the subject of
Section 9.1. The main idea is very simple, namely to, first, change variables in (4.22) so that
A∞ is transformed into its Jordan normal form; second, to change variables by a time dependent
unitary matrix in order to eliminate the imaginary parts of the eigenvalues; third, to multiply
the variables by a scalar exponential function to normalise the eigenvalues so that the largest one
is zero; and, fourth, to multiply the variables by a diagonal matrix so that the Jordan blocks
corresponding to a strictly negative eigenvalue become negative definite (after the final change of
variables, the Jordan blocks are non-standard in the sense that the non-zero off-diagonal elements
all equal a suitably chosen 0 < ǫ ∈ R, small enough). The end result is that (4.22) is transformed
into
w˙(ι, t) = Jw(ι, t) +Brem(ι, t)w(ι, t) +G(ι, t), (4.23)
where J is a real matrix, in non-standard Jordan normal form, such that the Jordan blocks
corresponding to negative eigenvalues are negative definite; Brem satisfies the same type of estimate
as Arem; and |G(ι, t)| ≤ Ce−κ1t|F (ι, t)|, where κ1 := κmax(A∞) and C is a constant depending
only on A∞. Moreover, |w| is equivalent to e−κ1t|v|, with constants of equivalence depending
only on A∞. Based on the reformulation (4.23), we derive an energy estimate for t ≥ Tode in
Section 9.2.
Deriving asymptotics. Next, we turn to the problem of deriving asymptotics. This is the subject
of Section 9.3. Again, the variables w described above play an important role. However, we
can, in general, only expect to obtain partial information concerning the asymptotics of w. In
Section 4.2 above, we give a heuristic motivation for the analogous statement in the case of C1-
silent equations. We also motivate the necessity of focusing on the spaces Ea appearing in the
statement of Proposition 4.10. This issue already appears in the study of systems of the form
(4.23), and makes it necessary to, beyond the algebraic decompositions already discussed, divide
the variables w into one group for which we can expect to be able to distinguish the asymptotic
behaviour from the error terms arising from Brem, say wa, and one group for which we cannot,
say wb. Considering the matrix J appearing in (4.23), wa corresponds to the Jordan blocks whose
eigenvalues are > −βrem, and wb corresponds to the remaining Jordan blocks. Concerning wa,
we need to calculate an asymptotic expression, and to estimate the error. Concerning wb, we
only need an estimate. Finally, we need to combine the estimates for the two components, and to
reinterpret the result in terms of the original variables. Doing so yields Lemma 9.15.
Specifying the asymptotics. Finally, we want to construct solutions with prescribed asymptotics.
When doing so, it is sufficient to consider the case that G = 0 in (4.23). Note also that we can only
hope to be able to specify the asymptotics for wa. The idea of the argument is to fix a sufficiently
late time, say t0 ≥ Tode; to specify initial data at t0 such that wb(t0) = 0; and to consider the
map taking wa(t0) to the asymptotic data for wa. For sufficiently late t0, it can be demonstrated
that this map is injective. Since the relevant vector spaces have the same dimension, this proves
that the map is an isomorphism. Inversion yields a map from asymptotic data to initial data. In
the end, we also have to estimate the norm of this map, and to translate the estimates into the
original variables. The end result is Lemma 9.20.
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The oscillatory regime. In Chapter 10, we first consider the interval [0, Tode] for one individual
mode. Note that as 〈ν(ι)〉 → ∞, Tode → ∞. Moreover, under the assumptions of the present
chapter, we do not have any detailed control of the growth of the energy of the modes in [0, Tode].
On the other hand, due to the fact that the equation is balanced, we know that the growth is not
faster than exponential; cf. Lemma 10.5. Moreover, the constant appearing in the exponential
does not depend on ι. Finally, due to (4.21), we know that Tode ≤ C ln〈ν(ι)〉. Combining these
observations, the energy associated with a mode can, in the interval [0, Tode], be estimated by
〈ν(ι)〉s0 times the initial energy, for a suitable constant s0 depending only on the coefficients of
the equation. From this point of view, the growth in the interval [0, Tode] simply corresponds to a
loss of derivatives. Combining the rough estimate given by Lemma 10.5 with the estimate (9.12),
valid in the ODE-regime, yields Proposition 4.4 after summing over the modes. In order to obtain
Proposition 4.10, it is essentially sufficient to combine the estimates in the oscillatory regime with
the ones in the ODE-regime. However, writing down the details turns out to be quite technical.
Finally, in order to prove Proposition 4.15, we need an additional assumption. The reason is that
in order to take the step from initial data at t = Tode (obtained from asymptotic data by the
analysis in the ODE regime) to initial data at t = 0, we need to estimate the energy of a mode at
t = 0 in terms of the energy at t = Tode. In order for the growth (when going backwards in time
from Tode to 0) not to be worse than exponential (so that it does not correspond to more than a
loss of derivatives), it is not sufficient to have a lower bound on k¯, we also need an upper bound.
This is the reason for demanding that (4.13) hold. However, once we have the necessary estimates
for the individual modes, it is sufficient to sum them up (even though the details are somewhat
technical). This yields Proposition 4.15.
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Chapter 5
Transparent equations
5.1 Introduction
In Chapter 4 above, we present results concerning silent equations. Beyond the bounds on X and
the shift vector field, and the convergence requirements on α and ζ (which we impose in most
of these notes), the main assumption in the silent setting is that (4.1) hold. Disregarding the
integrable function e, the first inequality appearing in (4.1) implies that k¯ has a strictly positive
lower bound. It is of interest to consider the case that k¯ (up to an integrable function) has a non-
negative lower bound, but that there are some directions in which it degenerates asymptotically.
This leads to the study of transparent equations. Returning to Subsection 1.3.1, the Nariai
spacetimes, the flat Kasner solutions (in the direction of the singularity) and the Milne model (in
the expanding direction) are some examples of relevant geometries.
5.1.1 Outline
In the transparent setting, it is necessary to divide the spatial variables into “silent” and “trans-
parent” variables; cf. Subsection 5.1.2 below. Given this division, a formal definition of the above
requirements can be given; we demand that k¯ converges to zero exponentially in the transparent
directions, cf. (5.3) below, and that there is exponential expansion in the silent directions, cf. (5.4)
below. The conditions imposed on the shift vector field are described in Definition 5.5. In part, the
assumptions are similar to the ones imposed in the silent setting. However, we here also demand
that the shift vector field be C1-future bounded, and that its transparent components converge
to zero exponentially. Due to these assumptions, we can calculate the leading order behaviour
of the coefficients of the highest order derivatives in (1.2); cf. (5.7) and (5.8) below. Concerning
α and ζ, we assume that they converge exponentially, as in the silent setting. Turning to X ,
the C0-future boundedness is sufficient to ensure that the “silent” components of X converge to
zero exponentially. In order to control the “transparent” components, we explicitly assume that
they converge exponentially; cf. (5.9). Adding up all of the above observations we obtain a limit
equation, given by (5.10) below. For fixed silent variables, the limit equation can be thought of as
a system of linear wave equations in the transparent variables and the time variable. Moreover,
this system has constant coefficients.
The Fourier modes. Turning to the Fourier side, the situation is very similar to the one con-
sidered in the previous chapter. However, there is one crucial difference: as opposed to the silent
setting, the coefficients of the limit equation here depend on ι. This leads to several compli-
cations. First, estimating the distance between two solutions by computing the energy of the
difference is not so useful, since the energies of different modes typically exhibit different exponen-
tial growth/decay. In order to obtain norms such that bounds on these norms have implications
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for all the modes, it is necessary to introduce a time and mode dependent normalisation in the
definition of the energies/norms. Second, when describing the asymptotics, we need to introduce
spaces analogous to the Ea defined in the statement of Proposition 4.10. However, in the present
context, what Ea is depends on the mode. Third, the proof proceeds similarly to the argument
described in Section 4.4. In particular, we wish to make an appropriate algebraic decomposition
of the matrices appearing in the equation on the Fourier side. The problem that arises in the
transparent setting is that we, in general, need to decompose infinitely many different matrices.
This leads to the problem of obtaining uniform control of the norms of the matrices used to trans-
form the equations into the preferred form; we return to this topic in greater detail in Section 5.6
below.
Dividing the equation into silent and transparent parts. Corresponding to the division
of the spatial variables into “silent” and “transparent” variables, there is a division of IB into
IB,sil and IB,ts; cf. Definition 5.8 below. We can project (1.2) to the corresponding subspaces
of L2(M¯,Cm) (where we tacitly assume the projection to only be in the spatial variables). The
projection to the subspace corresponding to IB,sil, say L2sil(M¯,Cm), yields an equation to which
the results of the previous chapter apply. We therefore focus on the projection to the subspace
corresponding to IB,ts, say L2ts(M¯,Cm), in the present chapter. We refer to the latter equation as
the transparent part of (1.2). If the (smooth) initial data for (1.2) are in L2ts(M¯,C
m)×L2ts(M¯,Cm),
then they are said to be transparent. Finally, given a solution to (1.2), say u, we call the projection
of u to L2ts(M¯,C
m) the transparent part of the solution u, and we denote it by uts.
Deriving asymptotics. Before describing the asymptotics, it is of interest to develop a feeling
for the solutions to the limit equation. In Subsection 5.2.1, we therefore solve the transparent part
of the limit equation, given transparent initial data. Given a solution u to (1.2), our goal is to
describe the asymptotics of uts. We therefore wish to find transparent initial data such that the
corresponding solution to the transparent part of the limit equation, say vts, is as “close” to uts
as possible. The relevant result is formulated as Proposition 5.11 below. Note that it is analogous
to Proposition 4.10 above, with the following two main differences. First, the vector spaces to
which the asymptotic data belong depend on ι, for reasons mentioned above. Second, in order
for estimates of the difference between uts and vts to uniquely determine the asymptotic data,
we, in the definition of the norm, need to introduce a time and ι dependent normalising factor
for each mode. The definition of the norm is given in (5.22) below, and the main estimate of the
difference of uts and vts is given by (5.24) below. As in the silent setting, the map from initial
data to asymptotic data is continuous with respect to the C∞-topology; cf. (5.25) below.
Specifying asymptotics, examples and outline. In Section 5.4 below, we turn to the question
of specifying the asymptotics. With the exception of the differences described above, the relevant
statement is analogous to Proposition 4.15, the corresponding statement in the silent setting. In
particular, we obtain a continuous map from asymptotic data to initial data. In order to illustrate
the results, we give a simple example in Section 5.5 below. We end the chapter by giving an
outline of the argument in Section 5.6.
5.1.2 Dividing the variables
Before stating the requirements on the second fundamental form, we need to specify in which
directions there is expansion and in which directions there is not. This division can be made in
the tangent space, or in the cotangent space. The reason for this is that for each hypersurface
M¯t, the metric g¯ induces an isomorphism between TM¯ and T
∗M¯ . We denote this isomorphism
by ♭, and the inverse by ♯. In particular, (T ∗M¯)♯ = TM¯ . Clearly, the isomorphisms are time
dependent, but we omit explicit reference to this dependence in the notation. Given a division
into directions, either on the tangent or the cotangent side, the relevant isomorphism, i.e. ♭ or
♯ respectively, yields a division on the other side. In practice, it turns out to be more natural
to make the division on the cotangent side. Later, when we impose requirements on the second
fundamental form, it is convenient to state the conditions in terms of the symmetric contravariant
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2-tensor fields g¯♯ and k¯♯. They are defined by the requirement that their components be given by
g¯ij and k¯ij respectively. An equivalent, geometric, definition is
g¯♯(η, ξ) := g¯(η♯, ξ♯), k¯♯(η, ξ) := k¯(η♯, ξ♯)
for all η, ξ ∈ T ∗p¯ M¯ and all p¯ ∈ M¯ .
The following definition yields the relevant division both in the tangent and in the cotangent space.
Definition 5.1. Let (M, g) be a canonical separable cosmological model manifold. Assume that a
division of the set {1, . . . , d} into two disjoint sets {j1, . . . , jdts} and {j¯1, . . . , j¯dsil} is given (if dts = 0
or dsil = 0 the corresponding set is empty). These subsets are referred to as the transparent and
silent subsets of {1, . . . , d} respectively. Assume, moreover, that a division of the set {1, . . . , R}
into the union of two disjoint sets {r1, . . . , rRts} and {r¯1, . . . , r¯Rsil} is given (if Rts = 0 or Rsil = 0
the corresponding set is empty). Again, these subsets are referred to as the transparent and silent
subsets of {1, . . . , R} respectively. Finally, assume that dts +Rts > 0. Given this division, define
M¯ts := T
dts ×Mr1 × · · · ×MrRts , M¯sil := Tdsil ×Mr¯1 × · · · ×Mr¯Rsil .
These manifolds are referred to as the transparent and silent manifolds respectively. Given these
manifolds, there are associated projections πts : M¯ → M¯ts and πsil : M¯ → M¯sil, given by
πts(x1, . . . , xd, p1, . . . , pR) :=(xj1 , . . . , xjdts , pr1 , . . . , prRts ),
πsil(x1, . . . , xd, p1, . . . , pR) :=(xj¯1 , . . . , xj¯dsil
, pr¯1 , . . . , pr¯Rsil ),
where xj ∈ S1, j ∈ {1, . . . , d}, and pr ∈ Mr, r ∈ {1, . . . , R}. These projections induce maps
π∗ts : T
∗M¯ts → T ∗M¯ and π∗sil : T ∗M¯sil → T ∗M¯ . Let
T ∗tsM¯ := π
∗
ts(T
∗M¯ts), T
∗
silM¯ := π
∗
sil(T
∗M¯sil).
These sets are referred to as the transparent and silent subsets of T ∗M¯ respectively. Given t ≥ 0,
let
Tts,tM¯ := (T
∗
tsM¯)
♯, Tsil,tM¯ := (T
∗
silM¯)
♯,
where the operator ♯ is introduced prior to the statement of the definition. These sets are referred
to as the t-transparent and t-silent subsets of TM¯ respectively.
5.1.3 Conditions on the second fundamental form and the shift vector
field
Given the above division of the cotangent space into silent and transparent subsets, we are in a
position to introduce the relevant conditions on the second fundamental form.
Definition 5.2. Let (M, g) be a canonical separable cosmological model manifold. Assume that
there is a division of {1, . . . , d} and {1, . . . , R} into transparent and silent subsets, as described in
Definition 5.1. Assume, moreover, that there are constants ηts > 0 and Ca > 0 such that
|k¯♯(ξ, ξ)| ≤ Cae−ηtstg¯♯(ξ, ξ) (5.1)
for all ξ ∈ T ∗tsM¯ and t ≥ 0, where T ∗tsM¯ is introduced in Definition 5.1. Then g¯♯ is said to be
convergent on T ∗tsM¯ . Assume that there is a βsil > 0 and a continuous non-negative function
esil ∈ L1([0,∞)) such that
k¯♯(ξ, ξ) ≥ [βsil − esil(t)]g¯♯(ξ, ξ) (5.2)
for all ξ ∈ T ∗silM¯ and t ≥ 0, where T ∗silM¯ is introduced in Definition 5.1. Then g¯♯ is said to be
expanding on T ∗silM¯ .
Remark 5.3. The notation g¯♯ and k¯♯ is introduced at the beginning of Subsection 5.1.2.
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Remark 5.4. The condition (5.1) is equivalent to the requirement that
|k¯(v, v)| ≤ Cae−ηtstg¯(v, v) (5.3)
for all v ∈ Tts,tM¯ and t ≥ 0, where Tts,tM¯ is introduced in Definition 5.1. Similarly, the condition
(5.2) is equivalent to the requirement that
k¯(v, v) ≥ [βsil − esil(t)]g¯(v, v) (5.4)
for all v ∈ Tsil,tM¯ and t ≥ 0, where Tsil,tM¯ is introduced in Definition 5.1.
In order to be able to draw conclusions, we also need to make assumptions concerning the shift
vector field χ.
Definition 5.5. Let (M, g) be a canonical separable cosmological model manifold. Assume that
there is a division of {1, . . . , d} and {1, . . . , R} into transparent and silent subsets, as described in
Definition 5.1. Assume, in addition, that there is a continuous non-negative function e ∈ L1([0,∞))
such that
|χ|g¯|χ˙|g¯ ≤ e (5.5)
holds for all t ≥ 0, and that the shift vector field is C1-future bounded; cf. Definition 3.1. Assume,
finally, that there are Cb > 0 and ηts > 0 such that
|ξ(χ)| ≤ Cbe−ηtst|ξ|g¯ (5.6)
for all ξ ∈ T ∗tsM¯ and t ≥ 0, where T ∗tsM¯ is introduced in Definition 5.1. Then the shift vector field
of g is said to be asymptotically negligible.
Remark 5.6. The estimate (5.6) corresponds to imposing exponential decay on the shift vector in
the transparent directions. This is of course a weaker condition than imposing exponential decay
in all directions.
Remark 5.7. The constant ηts appears in both (5.1) and (5.6). In situations where we assume
both estimates to hold, we tacitly assume the constants ηts appearing in these estimates to coincide.
5.1.4 Consequences for the coefficients of the equations
The highest order coefficients. Consider (1.2). Assume the associated metric to be such
that (M, g) is a canonical separable cosmological model manifold. Assume, moreover, that there
is a division of {1, . . . , d} and {1, . . . , R} into transparent and silent subsets, as described in
Definition 5.1. Assume, finally, that Definitions 5.2 and 5.5 are fulfilled. Then the leading order
coefficients of (1.2) have the following properties. First, there is a constant C such that
|gj¯k j¯l(t)|+ a−2r¯j (t) ≤ Ce−2βsilt, |gj¯kji(t)|+ |g0j¯k(t)| ≤ Ce−βsilt (5.7)
for all t ≥ 0, all k, l ∈ {1, . . . , dsil}, i ∈ {1, . . . , dts} and j ∈ {1, . . . , Rsil}. Moreover, for k, l ∈
{1, . . . , dts} and j ∈ {1, . . . , Rts}, there are constants gjkjl∞ and q∞,rj such that
|gjkjl∞ − gjkjl∞ |+ |a−2rj (t)− q∞,rj |+ |g0jk(t)| ≤ Ce−ηtst (5.8)
for all t ≥ 0. Finally, q∞,rj > 0 and gjkjl∞ are the components of a positive definite matrix. The
justification of the above statements is to be found in Lemma 25.2 below.
The lower order coefficients. In order to obtain control of the coefficients of the lower order
derivatives in (1.2), we need to make additional assumptions. To begin with, we assume that X is
C0-future bounded and that there are α∞, ζ∞ ∈Mm(C) and 0 < ηmn, Cmn ∈ R with the property
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that (4.2) holds for all t ≥ 0. Finally, assume that there are Xjk∞ ∈ Mm(C) and a constant
0 < Kts ∈ R such that
‖Xjk(t)−Xjk∞‖ ≤ Ktse−ηtst (5.9)
for all t ≥ 0 and all k ∈ {1, . . . , dts} (an observation similar to Remark 5.7 is equally relevant in
the case of the estimate (5.9)). Under these circumstances, there is a constant C such that
‖X j¯k(t)‖ ≤ Ce−βsilt
for all k ∈ {1, . . . , dsil} and t ≥ 0; cf. Remark 25.4.
The limit equation. Combining the above assumptions, it is natural to associate the following
limit equation with (1.2):
vtt −
∑dts
k,l=1g
jkjl
∞ ∂jk∂jlv −
∑Rts
j=1 q∞,rj∆grj v
+α∞vt +
∑dts
k=1X
jk
∞∂jkv + ζ∞v = f.
(5.10)
Note that this is a constant coefficient equation. Moreover, we can think of it as yielding a system
of linear wave equations on M¯ts × I for each x¯ ∈ M¯sil. It is natural to compare the asymptotic
behaviour of solutions to (1.2) with that of solutions to (5.10). Before doing so, it is of interest to
consider the limit equation in its own right. We turn to this subject next.
5.2 The limit equation
In the analysis to follow, it is important to keep track of on which variables the solution depends.
In fact, if (1.2) is an equation satisfying the conditions stated in the previous section with f = 0,
and if u is a solution arising from initial data depending only on the variables corresponding to
M¯sil, then u is effectively a solution to (1.2) where g
jkξ, Xjk and a−2rj have been set to zero for
all k ∈ {1, . . . , dts}, ξ ∈ {0, . . . , d} and j ∈ {1, . . . , Rts}; we say that the solution only depends
on the silent variables and time. Moreover, the conclusions of Propositions 4.4 and 4.10 apply
to the corresponding class of solutions; cf. Remark 5.10 below. If, on the other hand, the initial
data depend on some of the variables corresponding to M¯ts, then the asymptotic behaviour can
be expected to be different. In order to distinguish the cases that have already been handled from
what remains to be done, it is therefore convenient to introduce the following terminology.
Definition 5.8. Let (M, g) be a canonical separable cosmological model manifold. Assume that
the variables can be divided as described in Definition 5.1. Given ι ∈ IB, define ιts ∈ IB as follows:
replace nj¯k in ι by zero for k = 1, . . . , dsil; and replace ir¯k by 0 for k = 1, . . . , Rsil. Given ι ∈ IB,
define ιsil ∈ IB by ιsil := ι− ιts. The set of ι ∈ IB such that ιts = 0 (ιts 6= 0) is denoted by IB,sil
(IB,ts).
Remark 5.9. It is important to keep in mind that the set of ιts for ι ∈ IB is in general different
from IB,ts, but that the set of ιsil for ι ∈ IB equals IB,sil.
Remark 5.10. Let (1.2) be an equation satisfying the conditions stated in the previous section
with f = 0. Then the conclusions of Propositions 4.4 and 4.10 hold for the class of solutions
depending only on the silent variables and time. The reason for this is that, due to Lemma 25.2,
in particular (25.4); Lemma 24.17; and (4.2); the conditions of Definition 10.1 are satisfied. In
particular, Lemmas 10.10 and 10.16 thus apply. Finally, assuming k¯ to be C0-future bounded and
appealing to Lemma 24.11, we conclude that Lemma 10.21 applies as well. Thus the conclusions
of Proposition 4.15 hold.
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5.2.1 Solving the limit equation
Let us consider the limit equation (5.10). Decomposing it into modes as described in Subsec-
tion 1.6.3 yields
z¨(ι, t) + g2∞(ι)z(ι, t) + α∞z˙(ι, t)
+
∑dts
l=1injlX
jl
∞z(ι, t) + ζ∞z(ι, t) = fˆ(ι, t),
(5.11)
where, applying Einstein’s summation convention to jk and jl,
g∞(ι) = limt→∞ g(ι, t) =
(
gjkjl∞ njknjl +
∑Rts
j=1 q∞,rjν
2
rj ,irj
)1/2
. (5.12)
Assuming that ι ∈ IB,ts (or, equivalently, that g∞(ι) 6= 0), (5.11) can be written
∂tw(ι, t) = A(ι)w(ι, t) + F (ι, t), (5.13)
where
A(ι) :=
(
0 g∞(ι)Idm
−g∞(ι)Idm − i[g∞(ι)]−1njlXjl∞ − [g∞(ι)]−1ζ∞ −α∞
)
. (5.14)
Moreover,
w(ι, t) :=
(
g∞(ι)z(ι, t)
z˙(ι, t)
)
, F (ι, t) :=
(
0
fˆ(ι, t)
)
. (5.15)
The solutions to (5.13) can be written
w(ι, t) = eA(ι)tw(ι, 0) +
∫ t
0
eA(ι)(t−τ)F (ι, τ)dτ. (5.16)
Returning to (5.10), let fts denote the function obtained from f by setting fˆ(ιsil, t) to zero for all
t ∈ I and all ι ∈ IB. Define vts similarly and introduce
Vts(·, t) :=
(
(−∆∞)1/2vts(·, t)
∂tvts(·, t)
)
. (5.17)
Here ∆∞ is the differential operator given by
∆∞ := g
jkjl
∞ ∂jk∂jl +
∑Rts
j=1q∞,rj∆grj . (5.18)
Moreover, if ψ ∈ C∞(M¯,Ck) is such that ψˆ(ι) = 0 for all ι ∈ IB,sil and a ∈ R, then (−∆∞)aψ
is the function whose ι’th Fourier coefficient is given by 0 in case ι ∈ IB,sil and by [g∞(ι)]2aψˆ(ι)
otherwise. Then (5.16) can formally be summarised into
Vts(·, t) = eAtstVts(·, 0) +
∫ t
0
eAts(t−τ)Fts(·, τ)dτ, (5.19)
where
Fts(·, t) :=
(
0
fts(·, t)
)
,
Ats :=
(
0 Idm(−∆∞)1/2
−Idm(−∆∞)1/2 − (Xjl∞∂jl + ζ∞)(−∆∞)−1/2 −α∞
)
. (5.20)
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5.2.2 Describing the asymptotics
Let (1.2) be an equation satisfying the assumptions of Section 5.1. If u is a corresponding solution,
we can divide u into u = uts + usil, where uts is defined as above. Assuming f to satisfy the
appropriate conditions, usil solves an equation such that Propositions 4.4 and 4.10 apply; cf.
Remark 5.10. We therefore focus on uts. When describing the asymptotics of uts, it is convenient
to define Uts to be the right hand side of (5.17) with vts replaced by uts. Keeping (5.19) in mind,
it is then of interest to try to find a U∞ (whose ι’th Fourier coefficient vanishes for ι ∈ IB,sil) such
that
Uts(·, t)− eAtstU∞ −
∫ t
0
eAts(t−τ)Fts(·, τ)dτ (5.21)
is small. In practice, we carry out this comparison on the level of the Fourier coefficients. In other
words, we compare solutions to (1.38) with solutions to (5.11). This is very similar to the analysis
carried out in the case of silent equations. However, there are two important differences.
• Consider the equation (5.11). For ι ∈ IB,sil, the coefficients of this equation do not depend
on ι. However, for ι ∈ IB,ts, they do. In fact, (5.11) corresponds to infinitely many different
equations. In particular, as opposed to the silent setting, the asymptotic behaviour depends
on the mode. This yields complications when making the statement that (5.21) is small
precise.
• Just as in the case of silent equations, we can only expect to be able to obtain conclusions
concerning the leading order behaviour of solutions to (5.11); cf. the discussion adjacent to
(4.8). Moreover, in order to isolate the leading order behaviour, we need to transform the
matrix A(ι) appearing in (5.13) in such a way that the leading order part is separated from
the remainder. The problem in the current setting is that there are infinitely many different
matrices of the form A(ι) (as opposed to a single matrix in the silent setting), but we would
like to have uniform control in the estimates (independent of ι).
The first problem can be handled by defining an appropriate norm. To be more precise, assume
that the maximal growth of solutions to (5.13) with F (ι, t) = 0, up to polynomial factors, is eκιt
for some κι ∈ R. We then, roughly speaking, define a norm in which the ι’th mode is multiplied
with e−κιt. That such a norm decays exponentially then gives relevant information for every mode.
The second problem is more difficult to deal with. Here we address it by introducing additional
restrictions.
Consider the matrix A(ι) introduced in (5.14). If Xjl∞ = 0 for all l ∈ {1, . . . , dts}, then A(ι) is such
that as g∞(ι) → ∞, there is an asymptotic expansion of the eigenvalues of A(ι); cf. Chapter 11,
in particular Sections 11.2 and 11.3. In addition, for a fixed 0 < µ0 ∈ R, the set
{A(ι)|ι ∈ IB,ts : g∞(ι) ≤ µ0}
is finite. Analysing the equation (5.13) for ι ∈ IB,ts such that g∞(ι) ≤ µ0 is therefore not a
problem; it is essentially sufficient to appeal to the results of Chapter 4. Similarly, if we allow
Xjk∞ 6= 0 for some k ∈ {1, . . . , dts}, but insist that dts = 1 and Rts = 0, then the matrices A(ι)
have the same properties. For that reason, we, from now on, restrict to these two situations.
5.3 Future asymptotics
Before stating a result concerning the future asymptotics, we need to give a formal definition
of a norm of the type described in Subsection 5.2.2. Given ι ∈ IB,ts, let κι := κmax[A(ι)] and
δι := dmax[A(ι), κι]; cf. Definition 4.3. Then we expect generic solutions to the homogeneous
version of (5.13) to behave as 〈t〉δι−1eκιt. We therefore introduce the norm
‖ψ‖t,s :=
(∑
ι∈IB,ts
〈ν(ι)〉2s〈t〉−2δι+2e−2κιt|ψˆ(ι)|2
)1/2
. (5.22)
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Clearly, ‖ · ‖t,s is not a norm on C∞(M¯,Ck). To justify the terminology, we can consider two
functions to be equivalent if their difference, say v, is such that vˆ(ι) = 0 for all ι ∈ IB,ts. Then
‖ · ‖t,s is a norm on the corresponding vector space of equivalence classes. In the case of a solution
to the homogeneous version of the limit equation (5.10), we expect the norm ‖ ·‖t,s to be bounded
for t ≥ 0, but not better. Next, we are interested in situations where the behaviour of solutions is
not dominated by the contribution from the inhomogeneity. In the case of silent equations, this
assumption led us to the introduction of the norm ‖ · ‖A,s; cf. (4.7). Given 0 < βmar ∈ R, we
introduce an analogous norm in the present setting:
‖f‖ts,s :=
∫ ∞
0
(∑
ι∈IB,ts
〈ν(ι)〉2se−2(κι−βmar)t|fˆ(ι, t)|2
)1/2
dt; (5.23)
in order for ‖ · ‖ts,s to be a norm, we need to give it an interpretation similar to the one given to
‖ · ‖t,s above. When using the notation (5.23), the value of the constant βmar > 0 should be clear
from the context. The reason for including βmar in (5.23) is related to the complications described
in Subsection 5.2.2. Due to the fact that there are infinitely many matrices of the form A(ι),
infinitely many different matrices are needed in order to transform all the A(ι) into their preferred
form. On the other hand, we need to have uniform bounds on the norms of the transformation
matrices and their inverses. Under certain circumstances, the latter requirement is not compatible
with obtaining as detailed an algebraic decomposition of the A(ι)’s as the decomposition of the
matrix A described in Subsection 4.4.2. As a consequence, we are not always able to, in the
algebraic decompositions, resolve the real parts of the eigenvalues exactly. This necessitates the
margin represented by βmar.
Proposition 5.11. Consider (1.2). Assume the associated metric to be such that (M, g) is a
canonical separable cosmological model manifold. Assume that there is a division of {1, . . . , d} and
{1, . . . , R} into transparent and silent subsets, as described in Definition 5.1. Assume, moreover,
that Definitions 5.2 and 5.5 are fulfilled; that X and the second fundamental form are C0-future
bounded; that there are α∞, ζ∞ ∈Mm(C) and 0 < ηmn, Cmn ∈ R with the property that (4.2) holds
for all t ≥ 0; that there are Xjk∞ ∈ Mm(C), k = 1, . . . , dts, and a constant 0 < Kts ∈ R with the
property that (5.9) holds for all t ≥ 0 and all k ∈ {1, . . . , dts}; and that if there is an Xjk∞ 6= 0,
then dts = 1 and Rts = 0. Fix a 0 < βmar ∈ R which is small enough, the bound depending only
on the coefficients of the operator ∆∞ introduced in (5.18); X
jk
∞ , k = 1, . . . , dts; α∞, ζ∞; and the
constant
βts := min{ηts, βsil, ηmn}.
Assume f to be such that ‖f‖ts,s <∞ for all s ∈ R, where ‖ · ‖ts,s is defined in (5.23). Then there
are constants σhom, σih ∈ [0,∞), 0 ≤ N ∈ Z and 0 < C ∈ R such that the following holds. Given
a solution u to (1.2), there is a unique U∞ ∈ C∞(M¯,C2m) with the following properties
• the ι’th Fourier coefficient of U∞ vanishes unless ι ∈ IB,ts,
• if ι ∈ IB,ts, then the ι’th Fourier coefficient of U∞ belongs to Eι, where Eι is the first
generalised eigenspace in the (βts − βmar), A(ι)-decomposition of C2m, and A(ι) is given by
(5.14),
• the estimate∥∥∥∥
(
(−∆∞)1/2u(·, t)
∂tu(·, t)
)
− eAtstU∞ −
∫ t
0
eAts(t−τ)
(
0
f(·, τ)
)
dτ
∥∥∥∥
t,s
≤C〈t〉Ne−(βts−βmar)t[‖ut(·, 0)‖(s+σhom) + ‖u(·, 0)‖(s+σhom+1) + ‖f‖ts,s+σih ]
(5.24)
holds for all t ≥ 0 and s ∈ R, where ∆∞ is defined in (5.18), Ats is defined in (5.20) and
‖ · ‖t,s is defined in (5.22).
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Moreover,
‖U∞‖(s) ≤ C‖ut(·, 0)‖(s+σhom) + C‖u(·, 0)‖(s+σhom+1) + C‖f‖ts,s+σih (5.25)
for all s ∈ R.
Remark 5.12. The constant C appearing in (5.24) and (5.25) only depends on the coefficients
of (1.2), the spectrum of the Riemannian manifolds (Mrj , grj ), j = 1, . . . , Rts, and βmar. The
constants σhom and σih have the same dependence and N only depends on m.
Proof. The proposition is a consequence of Proposition 12.22; cf. Remark 12.24. The statements
of Remark 5.12 follow from Remark 12.23.
Due to the proposition, we can think of the transparent part of solutions to (1.2) as being well
approximated by the transparent part of solutions to the limit equation (5.10). Just as in the
case of silent equations, we obtain the leading order asymptotics. However, there is a limit to
how detailed asymptotics we can obtain. Moreover, the limit is set by the size of the discrepancy
between the actual equation and the limit equation (quantitatively, the limit is determined by
the number βts). Finally, (5.25) implies that the map from initial data to asymptotic data is
continuous.
The reader interested in an application of this result is referred to Section 5.5 below.
5.4 Specifying the asymptotics
In the previous section, we derived asymptotics, given a solution. However, it is also of interest
to specify the leading order asymptotics, just as in the case of silent equations. In analogy with
Proposition 4.15, it is sufficient to focus on the homogeneous case. In this section, we therefore
assume that f = 0 in (1.2). When comparing the present context with that of Proposition 4.15,
there is one important difference: we cannot assume the asymptotic data to take its values in one
specific subspace of C2m; cf. the statement of Proposition 5.11. For this reason, it is convenient
to introduce the following terminology.
Definition 5.13. Let (M, g) be a canonical separable cosmological model manifold. Assume that
the variables can be divided as described in Definition 5.1. Let Ets be a function from IB,ts to the
set of vector subspaces of C2m. Then ψ ∈ C∞(M¯,C2m) is said to be Ets-adapted if the ι’th Fourier
coefficient of ψ vanishes for ι ∈ IB,sil and belongs to Ets(ι) for ι ∈ IB,ts. The set of Ets-adapted
elements of C∞(M¯,C2m) is denoted by C∞(M¯,C2m;Ets). Finally, C
∞
ts (M¯,C
2m) denotes the set
of elements of C∞(M¯,C2m) whose ι’th Fourier coefficients vanish for ι ∈ IB,sil.
Next, we demonstrate that we can specify the leading order asymptotics.
Proposition 5.14. Assume that the conditions of Proposition 5.11 are fulfilled. Let βmar and βts
be as in the statement of Proposition 5.11. Assume, finally, that f = 0. Then there is a function
Ets from IB,ts to the set of subspaces of C2m such that if Eι := Ets(ι), then the spaces Eι have
the properties stated in Proposition 5.11. Moreover, there are constants CΦ > 0 and s∞ ≥ 0, and
an injective linear map Φ∞ from C
∞(M¯,C2m;Ets) to C
∞
ts (M¯,C
2m) with the following properties.
First,
‖Φ∞(ψ)‖(s) ≤ CΦ‖ψ‖(s+s∞) (5.26)
for all s ∈ R and ψ ∈ C∞(M¯,C2m;Ets). Second, if ψ ∈ C∞(M¯,C2m;Ets) and u is the solution
to (1.2) (with f = 0) such that (
u(·, 0)
ut(·, 0)
)
= Φ∞(ψ), (5.27)
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then ∥∥∥∥
(
(−∆∞)1/2u(·, t)
ut(·, t)
)
− eAtstψ
∥∥∥∥
t,s
≤C〈t〉Ne−(βts−βmar)t (‖ut(·, 0)‖(s+σhom) + ‖u(·, 0)‖(s+σhom+1)) ,
(5.28)
where the constants C, N and σhom have the same dependence as in the case of Proposition 5.11;
cf. Remark 5.12. Finally, if there is an ǫ > 0 such that Rsp[A(ι)] < βts − ǫ for all ι ∈ IB,ts, cf.
Definition 4.3, then Ets can be chosen to be such that Ets(ι) = C
2m for all ι ∈ IB,ts. In that case,
Φ∞ is surjective.
Remark 5.15. The constant CΦ only depends on the coefficients of (1.2), the spectrum of the
Riemannian manifolds (Mrj , grj ), j = 1, . . . , Rts, βmar and the supremum of κι for ι ∈ IB,ts. The
constant s∞ ≥ 0 only depends on the coefficients of (1.2) and the supremum of κι for ι ∈ IB,ts.
Remark 5.16. By combining (5.26), (5.27) and (5.28), the norms of u(·, 0) and ut(·, 0) appearing
on the right hand side of (5.28) can be replaced by a suitable Sobolev norm of ψ.
Remark 5.17. In order to obtain a similar result in the case of inhomogeneous equations, it is
sufficient to combine Propositions 5.11 and 5.14.
Remark 5.18. Due to the estimate (5.26), the map from asymptotic data to initial data is
continuous.
Proof. The statement follows from Proposition 12.25 and Remark 12.24. The statements of Re-
mark 5.15 follow from Remark 12.26.
Due to Proposition 5.14, we are in a position to calculate ηcr. The reason for this is the following.
First, we can divide a solution, say u, to the homogeneous version of (1.2) into two parts: uts and
usil. Due to Proposition 4.4, the energy of usil does not grow faster than 〈t〉2d1−2e2κ1t, where κ1
and d1 are defined in the statement of Proposition 4.4. Similarly, due to Proposition 5.11, for every
ǫ > 0, the energy of uts does not grow faster than e
2(κ+ǫ)t, where κ is the supremum of the κι’s
introduced at the beginning of Section 5.3. Thus ηcr ≤ max{κ1, κ}. Combining this observation
with Propositions 4.15 and 5.14 yields the conclusion that ηcr = max{κ1, κ}; cf. Remark 5.10 for a
justification of the statement that Proposition 4.15 applies. On the other hand, we do not obtain
any conclusions concerning ηnl.
5.5 An example: the flat Kasner solution
In Example 4.20, we consider the Klein-Gordon equation for all the non–flat Kasner solutions. In
the case of the flat Kasner solution, the Klein-Gordon equation also takes the form (4.18) (though
in what follows, we relabel τ to t). However, all the βi except one equal 1 and the exceptional
exponent, say βd, equals 0. In the case of solutions that only depend on the first d−1 variables, an
analysis similar to the one provided in Example 4.20 yields the conclusion that for such solutions,
there is a homeomorphism from initial data to asymptotic data. Moreover, an estimate of the
form (4.20) holds, where µ = 1. Let us therefore focus on the part of the solution that corresponds
to modes with nd 6= 0;
uts(x, t) =
∑
n∈Zd,nd 6=0
z(n, t)(2π)−d/2ein·x.
In accordance with Definition 5.1, there is a division of {1, . . . , d} into a silent subset (in our
case given by {1, . . . , d − 1}) and a transparent subset (in our case given by {d}). Moreover,
Definition 5.2 applies with Ca = 1, ηts = 2, βsil = 1 and esil = 0. Since the shift vector field
vanishes in the present setting, it is clear that it is asymptotically neg
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Definition 5.5. Since X = 0 and (4.2) holds, with Cmn = m2, ηmn = 2, α∞ = 0 and ζ∞ = 0, the
limit equation (5.10) takes the form
vtt − vdd = 0. (5.29)
Next, note that IB = Zd in the present setting. For this reason, we here use the notation n instead
of ι. The function g∞, introduced in (5.12), is here given by g∞(n) = |nd|. Turning to A(ι), w(ι, t)
and F (ι, t), introduced in (5.14) and (5.15) , they are given by
A(n) =
(
0 |nd|
−|nd| 0
)
, w(n, t) =
( |nd|z(n, t)
z˙(n, t)
)
and F (n, t) = 0. In particular,
eA(n)t =
(
cos(|nd|t) sin(|nd|t)
− sin(|nd|t) cos(|nd|t)
)
.
If U∞ ∈ C∞(Td,C2) is a function with Fourier coefficients Uˆ∞ such that Uˆ∞(n) = 0 if nd = 0,
then
(eAtstU∞)(x, t) =
∑
n∈Zd,nd 6=0
(
cos(|nd|t) sin(|nd|t)
− sin(|nd|t) cos(|nd|t)
)
Uˆ∞(n)(2π)
−d/2ein·x.
In practice, the variables x1, . . . , xd−1 are thus frozen, and we solve the linear wave equation (5.29)
in the txd-directions.
Let us now return to Proposition 5.11. Note that in the present setting, the assumptions of this
proposition are satisfied. In addition, βts = 1. Fix 0 < βmar ∈ R satisfying the restrictions of
Proposition 5.11. Given a solution u to (4.18), there is a unique U∞ ∈ C∞(Td,C2) with the
property that Uˆ∞(n) = 0 if nd = 0, and the property that∥∥∥∥
( |∂d|uts(·, t)
∂tuts(·, t)
)
− eAtstU∞
∥∥∥∥
(s)
≤ Cs〈t〉Ne−(1−βmar)t (5.30)
for some constant 0 < Cs ∈ R and all t ≥ 0. Here the constant Cs is allowed to depend on s, the
solution and the equation, and |∂d| := (−∂2d)1/2. In fact, appealing to Proposition 5.14, the map
from initial data to U∞ is a homeomorphism with respect to the C
∞ topology. In order to obtain
this conclusion, we use the fact that the eigenvalues of A(n) are purely imaginary. Turning to the
function uts itself, note that (5.30) implies that
∑
n∈Zd,nd 6=0
〈n〉2s
∣∣∣|nd|z(n, t)− cos(|nd|t)Uˆ1(n)− sin(|nd|t)Uˆ2(n)∣∣∣2 ≤ Cs〈t〉2Ne−2(1−βmar)t
for all t ≥ 0, where Uˆi, i = 1, 2, are the components of Uˆ∞. Combining this estimate with (5.30)
yields the conclusion that there is a function Uts ∈ C∞(Td × R,C) which solves (5.29); has the
property that Uˆts(n, ·) = 0 for all n ∈ Zd such that nd = 0; and is such that
‖uts(·, t)− Uts(·, t)‖(s) + ‖∂tuts(·, t)− ∂tUts(·, t)‖(s) ≤ Cs〈t〉Ne−(1−βmar)t
for all t ≥ 0.
5.6 Outline of the argument
The strengths and weaknesses of the results are quite similar to those in the silent setting; cf.
Subsection 4.4.1. Here, we therefore focus on an outline of the proof. The rough structure of
the argument in the transparent setting is similar to that of the argument in the silent setting.
In particular, Subsection 4.4.2 gives a general idea of how to proceed. The main difference is
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due to the fact that the set of A(ι) is infinite. This difference gives rise to difficulties that are
purely algebraic, but somewhat technical to resolve. In order to describe the complications, let us
consider the matrices A(ι) in greater detail.
Model matrices. Consider the case that Xjk∞ 6= 0 for some k ∈ {1, . . . , dts}. Then, due to the
assumptions of Propositions 5.11 and 5.14, dts = 1 and Rts = 0. Thus g∞(ι) = (g
j1j1
∞ )
1/2|nj1 |, so
that A(ι) equals
Aµ :=
(
0 µIdm
−µIdm + iV + 2µ−1W U
)
, (5.31)
where µ := g∞(ι); U := −α∞; W := −ζ∞/2; and
V := − nj1|nj1 |
Xj1∞
(gj1j1∞ )1/2
.
For ι ∈ IB,ts, nj1 6= 0, so that there are only two possibilities for V . In that sense, it is sufficient
to focus on matrices of the form (5.31) for fixed matrices U, V,W ∈Mm(C). In case all the Xjk∞
vanish, A(ι) also takes the form (5.31), this time with V = 0.
Asymptotic expansions for the eigenvalues. Let us consider Aµ in greater detail. Conjugat-
ing Aµ by a matrix independent of µ yields a matrix Nµ of the form
Nµ =
( −iµIdm +R−µ Q+µ
Q−µ iµIdm +R
+
µ
)
, (5.32)
where
R±µ = γ± ∓ iµ−1W±, Q±µ = ±iδ± + µ−1V±.
Here γ±, δ±, V± and W± are independent of µ. Moreover, the γ± are Jordan normal forms
of the matrices (U ± V )/2. Let λj,±, j = 1, . . . , p±, be the distinct eigenvalues of γ±, and
mj,± be the corresponding multiplicities. It can then be demonstrated that there are constants
0 < ca, µa ∈ R such that for µ ≥ µa and j = 1, . . . , p±, there are mj,± eigenvalues of Nµ in a ball
of radius caµ
−1/mj,± and centre ±iµ+λj,±; cf. Lemma 11.6. In other words, there are asymptotic
expansions for the eigenvalues.
Asymptotic partial diagonalisation. Ideally, we would like to diagonalise Nµ. However, the
potential multiplicities of the eigenvalues of γ± cause problems. In the end, we therefore only
obtain a partial diagonalisation. In fact, for sufficiently large µ, there are matrices Tµ ∈M2m(C)
such that ‖Tµ‖, ‖T−1µ ‖ ≤ 2 and such that
T−1µ NµTµ = diag{N−µ,1, . . . , N−µ,p− , N+µ,1, . . . , N+µ,p+}, (5.33)
where
‖N±µ,j ∓ iµIdmj,± − γ±,j‖ ≤ Cµ−1.
Here γ±,j, j = 1, . . . , p±, is the matrix collecting all the Jordan blocks in γ± corresponding to the
eigenvalue λj,±. The justification for these statements is to be found in Lemma 11.14. The proof
is quite long, and requires some background material, which we develop in Section 11.3 below.
Dividing the matrices according to frequency. Fix 0 ≤ µ0 ∈ R. Due to the assumptions,
the set of g∞(ι) satisfying g∞(ι) ≤ µ0 is finite. Considering the family of matrices A(ι), there is
thus a natural way to divide it into two subsets: the matrices corresponding to g∞(ι) ≤ µ0 and
the matrices corresponding to g∞(ι) > µ0. The use of this division is due to the fact that for large
µ0, there is a partial diagonalisation of the form (5.33). Choosing µ0 large enough, the behaviour
of the modes satisfying g∞(ι) > µ0 can therefore be analysed (up to, possibly, some small error).
Since the remaining modes only correspond to a finite number of matrices A(ι), their behaviour
can be analysed by appealing to the results of the previous chapter.
Asymptotic analysis for the modes. Let us now focus on the Fourier mode corresponding to a
ι ∈ IB,ts. In analogy with the discussion in Subsection 4.4.2, it is natural to divide [0,∞) into two
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subsets: [0, Tts] and (Tts,∞). Here Tts is defined so that the error terms (i.e., the terms that make
up the difference between the actual equation and the limit equation) are bounded by Ce−βts t¯ for
t ≥ Tts, where C is a constant independent of ι and t¯ := t − Tts. Moreover, Tts is logarithmic
in 〈ν(ι)〉. Just as in the silent setting, the analysis in [0, Tts] consists of a crude energy estimate.
Due to the fact that Tts is logarithmic in 〈ν(ι)〉, this is sufficient; our lack of detailed knowledge
in [0, Tts] only corresponds to a finite loss of derivatives. How we analyse the asymptotics in
the interval (Tts,∞) depends on the division of the modes into low and high frequencies. The
parameter defining the division is µ0. A large µ0 yields more detailed control of the eigenvalues
(and corresponds to a smaller βmar; cf. Section 5.3). On the other hand, the larger the µ0, the
larger the number of cases to which we need to apply the analysis of the previous chapter (and,
thereby, the larger the constants appearing in the estimates). Given the partial diagonalisation
(5.33), we are in a position to carry out an analysis for high frequencies and t ≥ Tts. This is the
subject of Section 11.4. In Section 11.5, we then turn to the problem of specifying the asymptotic
data for an individual high frequency mode.
Summing up. Given the analysis described above and the results of the previous chapter,
we are in a position to derive the desired conclusions concerning transparent equations. This
is the subject of Chapter 12. We start, in Sections 12.1 and 12.2, by describing the equations
of interest; estimating the discrepancy between the actual equation and the limit equation for
fixed modes; and defining Tts. The derivation of the asymptotics is divided into two parts. In
Lemma 12.18, we derive conclusions for the part of the solution corresponding to all the high
frequency modes. Combining this result with the methods developed in the silent setting yields
the desired conclusions concerning the asymptotics for the transparent part of the solution; cf.
Proposition 12.22. In particular, we obtain a continuous map from initial data to asymptotic
data. We end the chapter in Section 12.4 by demonstrating that we can specify the leading
order asymptotics; cf. Proposition 12.25. Again, the map from asymptotic data to initial data is
continuous.
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Chapter 6
Equations with a dominant noisy
spatial direction
6.1 Introduction
In Chapter 4 we consider the case that k¯ has a strictly positive lower bound and in Chapter 5 we
consider the case that k¯ asymptotically vanishes in some directions. As a next step, it is natural
to allow k¯ to be negative in some directions. Note that this corresponds to contraction. As far
as the asymptotic behaviour is concerned, the direction in which the contraction is the strongest
is the most important. Moreover, assuming that there is one direction in which the contraction
dominates simplifies the analysis, and we restrict our attention to this case. For reasons mentioned
in Subsection 1.3.2, we refer to the corresponding geometries (and equations) as noisy. Two
examples of noisy geometries are given by the Kasner solutions and the U(1)-symmetric solutions
(in the expanding direction); cf. Subsection 1.3.1. In the study of the expanding direction of
polarised Gowdy solutions, we also obtain noisy equations.
6.1.1 Outline
Division of the variables and basic assumptions. In order to give a formal definition of
what it means for an equation to have a dominant noisy spatial direction, we need to divide the
cotangent space into directions in which the spacetime contracts maximally and the remaining
directions. The formal definition of this division is similar to the definition in the transparent
setting, cf. Definition 5.1, and is provided in Subsection 6.1.2. In Subsection 6.1.2, we also
describe the requirements on the second fundamental form, the shift vector field, the X l’s, α and ζ.
Concerning the second fundamental form, the main assumption is that there is a 0 < βn ∈ R such
that k¯♯+βng¯
♯ converges to zero exponentially in the dominant noisy spatial direction. Concerning
the remaining directions, we only need to assume that the contraction is slower, with a margin.
Turning to the coefficients of the lower order derivatives, we only need to impose convergence
conditions on the X l’s corresponding to the dominant noisy direction and on α. Beyond these
requirements, we demand that (1.2) be C2-balanced and that the C1-norm of the shift vector
field decay exponentially. In other words, the conditions are weaker than the ones imposed in
the silent and transparent settings, in the sense that we do not require ζ to converge. However,
they are stronger in that we require control over a higher number of derivatives. In both cases,
the reason for the difference is the fact that the solutions exhibit oscillatory behaviour, with a
frequency that grows exponentially. Due to the exponentially growing frequency, ζ is effectively
an error term, as long as it is future bounded in C1. On the other hand, in order to control the
evolution in this highly oscillatory setting, we need to approximate the oscillations, just as for the
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equations considered in Chapter 2; cf. Section 2.5. In order for the relevant methods, developed
in Part III, to work, we need to impose bounds on a larger number of derivatives than in the silent
and transparent settings.
The limit equation. Just as in the case of silent and transparent equations, there is a limit
equation in the noisy setting. On the Fourier side, the homogeneous version of this equation reads
z¨ + ν2n(ι)e
2βntz + iνn(ι)e
βntX¯n(ι)z + α∞z˙ = 0; (6.1)
cf. (6.16) below. Here νn(ι) is the limit of e
−βntg(ι, t) (which exists due to the assumptions).
Moreover, α∞ is the limit of α, and X¯n(ι) is either zero or, up to a sign, given by a limit that
exists due to the assumptions; cf. (6.13)–(6.15) below.
At this point, let us remark that the assumptions that we make in the present chapter only allow
us to draw conclusions for the ι ∈ IB such that νn(ι) 6= 0. The Fourier modes with νn(ι) = 0
correspond to solutions to the so-called subdominant equation. This equation is obtained by setting
all the coefficients in front of the derivatives with respect to the dominant noisy spatial variables to
zero. In order to obtain asymptotic information concerning solutions to the subdominant equation,
we need to make additional assumptions. For instance, if the subdominant equation is transparent
in the sense of the previous chapter, then the results of the previous two chapters apply; if it is
silent, the results of Chapter 4 apply; and if it has a dominant noisy spatial direction in the sense
of the present chapter, then we can proceed inductively.
Averaging over the oscillations. Consider a solution to (6.1) corresponding to a ι ∈ IB such
that νn(ι) 6= 0. Since νn(ι)eβnt → ∞, it is clear that the dominant behaviour of solutions is
oscillatory. However, it is also of interest to understand the overall behaviour over longer periods
of time. To this end, it is of interest to consider one period of the oscillations in detail and then to
derive conclusions concerning the overall behaviour by combining the conclusions concerning the
individual periods; cf. the discussion in Section 2.5. In order to develop a feeling for the evolution
over one period, fix a t0 ≥ 0. Then the corresponding period of the oscillations is roughly speaking
T := 2π/g∞(ι, t0), where g∞(ι, t) := νn(ι)e
βnt. Moreover, (6.1) can be rewritten as
w˙(ι, t) = A∞(ι, t)w(ι, t), (6.2)
where
w(ι, t) :=e−βn(t−t0)/2
(
eα∞(t−t0)/2g∞(ι, t)z(ι, t)
eα∞(t−t0)/2z˙(ι, t)
)
,
A∞(ι, t) :=
(
(βnIdm + α∞)/2 g∞(ι, t)Idm
−g∞(ι, t)Idm − iY¯n(ι, t) −(βnIdm + α∞)/2
)
(6.3)
and
Y¯n(ι, t) := e
α∞(t−t0)/2X¯n(ι)e
−α∞(t−t0)/2. (6.4)
Note that the choice of variables ensures that the sum of the matrices on the diagonal of A∞
equals zero. A naive way of approximating the evolution of w from t0 to t0 + T is to say that
it corresponds to multiplication by exp[A∞(ι, t0)T ]. However, due to the fact that T decays
exponentially as t0 grows, we expect this approximation to gradually become better and better.
The matrix A∞(ι, t0)T has a very special form. First, the dominant part corresponds to the
evolution over exactly one full period of the oscillations. Second, the sum of the matrices on the
diagonal vanishes (so that, intuitively, the mean contribution from the diagonal matrices over one
period should vanish). Third, the only matrix that remains beyond this is
−iY¯n(ι, t0)T = −iX¯n(ι)T.
In Section 13.2, we develop methods for calculating exponentials of matrices of exactly this form.
The result is
exp[A∞(ι, t0)T ] ≈ Id2m + 1
2
(
0 iX¯n(ι)
−iX¯n(ι) 0
)
T.
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Combining the above definitions and observations yields the conclusion that if t1 := t0 + T , then(
g∞(ι, t1)z(ι, t1)
z˙(ι, t1)
)
≈eβnT/2
(
e−α∞T/2 0
0 e−α∞T/2
)
exp[A∞(ι, t0)T ]w(ι, t0)
≈ [Id2m +B∞(ι)T ]w(ι, t0),
where
B∞(ι) :=
1
2
(
βnIdm − α∞ iX¯n(ι)
−iX¯n(ι) βnIdm − α∞
)
.
Thus (
g∞(ι, t1)z(ι, t1)
z˙(ι, t1)
)
≈eB∞(ι)T
(
g∞(ι, t0)z(ι, t0)
z˙(ι, t0)
)
.
Conjugating B∞(ι) by
S :=
1
2
(
Idm iIdm
iIdm Idm
)
yields
SB∞(ι)S
−1 =
1
2
(
βnIdm − α∞ + X¯n(ι) 0
0 βnIdm − α∞ − X¯n(ι)
)
. (6.5)
Naively, it is thus reasonable to expect the overall evolution to be determined by the diagonal
elements of this matrix. Note that X¯n(ι) can be written as ±V for a fixed matrix V (independent
of ι). For this reason, the set consisting of the matrices on the diagonal of (6.5) is independent of
ι. In particular, the growth of generic solutions to v˙ = B∞(ι)v is independent of ι.
Outline, results. After describing the conditions we impose in the present chapter, cf. Subsec-
tion 6.1.2; and the limit equation, cf. Subsection 6.1.3; we turn to the results in Section 6.2. First,
we derive an energy estimate in Subsection 6.2.1. The growth corresponds exactly to the generic
growth of solutions to v˙ = B∞(ι)v (which, as we noted above, is independent of ι). However, just
as in the silent and transparent settings, the stated energy estimate involves a loss of derivatives;
cf. Proposition 6.8.
Understanding the oscillations. Our second goal is to understand the oscillatory character of the
solutions. In order to do so, we focus on the scalar equation obtained from (1.2) by dropping
the right hand side and only keeping the terms on the left hand side that involve second order
derivatives of u, i.e.,
utt −
∑d
j,l=1 g
jl(t)∂j∂lu− 2
∑d
l=1 g
0l(t)∂l∂tu−
∑R
r=1 a
−2
r (t)∆gru = 0. (6.6)
Considering (6.5), it seems reasonable to expect oscillations with an overall growth of E[u] of
the form eβnt. This is indeed what happens. Moreover, not only are we in a position to derive
detailed asymptotics of solutions, we actually obtain a homeomorphism between initial data and
asymptotic data. Due to this fact, we can consider solutions to (6.6) as models for the oscillatory
behaviour. The result is stated as Proposition 6.10. As an illustration of the result, we consider
the future asymptotics of polarised vacuum Gowdy solutions.
Deriving/specifying the asymptotics. Outline of the proof. Let us return to (1.2). In order to
describe the future asymptotics of a solution, it turns out to be convenient to compare it with a
sum of terms of the form eRtu, where R is a constant matrix and u is a vector valued solution
to (6.6). However, describing the detailed combination of matrices and solutions to (6.6) needed
is somewhat technical, and is left to Subsection 6.2.3, in particular Proposition 6.18. Finally,
similarly to the silent and transparent settings, we can specify the leading order asymptotics.
Moreover, in favourable circumstances, we obtain a homeomorphism between initial data and
asymptotic data. The relevant result is stated as Proposition 6.28. In Section 6.3 we end the
chapter by giving an outline of the proofs of the results.
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6.1.2 Dividing the cotangent space
Just as in the transparent setting, we here need to divide the cotangent space into the direct
sum of two subspaces. We refer to the relevant subspaces as the dominant noisy spatial direction
and the subdominant directions. In parallel with the introduction of these subspaces, we state
the main convergence requirements. Since the formulation of the conditions depends on whether
the dominant noisy spatial direction corresponds to an S1-factor or an Mr-factor, we state the
requirements in two separate definitions. We start by considering the S1-case.
Definition 6.1. Let (M, g) be a canonical separable cosmological model manifold. Fix j ∈
{1, . . . , d} and let πn be the map from M¯ to S1 corresponding to projection onto the j’th S1-factor
in Td. Let πsub be the map from M¯ to
M¯sub := T
d−1 ×M1 × · · · ×MR
corresponding to the projection onto what remains after removing the j’th S1-factor. Define
T ∗n M¯ := π
∗
n(T
∗
S
1), T ∗subM¯ := π
∗
sub(T
∗M¯sub).
The metric g is said to have a geometric dominant noisy spatial S1-direction corresponding to j if
there are 0 < βn, ηn, Cn ∈ R and a continuous non-negative function e ∈ L1([0,∞)) such that the
following holds:
|k¯♯(ξ, ξ) + βng¯♯(ξ, ξ)| ≤ Cne−ηntg¯♯(ξ, ξ) (6.7)
for all ξ ∈ T ∗n M¯ and all t ≥ 0, and
k¯♯(ξ, ξ) ≥ [−βn + ηn − e(t)]g¯♯(ξ, ξ) (6.8)
for all ξ ∈ T ∗subM¯ and all t ≥ 0. Consider (1.2), where (M, g) is such that the above conditions
hold. If there are constants ηmn > 0, Cmn > 0 and matrices X
j
∞, α∞ ∈Mm(C) such that
‖e−βntXj(t)−Xj∞‖+ ‖α(t)− α∞‖ ≤ Cmne−ηmnt (6.9)
for all t ≥ 0; then (1.2) is said to be such that the dominant coefficients are convergent.
Remark 6.2. The definitions of g¯♯ and k¯♯ are given at the beginning of Subsection 5.1.2.
Remark 6.3. In Remark 5.4, we reformulate the conditions (5.1) and (5.2) on the second funda-
mental form in the transparent setting to (5.3) and (5.4). Using the notation ♯ introduced at the
beginning of Subsection 5.1.2, and the notation
Tn,tM¯ := [π
∗
n(T
∗
S
1)]♯, Tsub,tM¯ := [π
∗
sub(T
∗M¯sub)]
♯,
there is a similar reformulation of the conditions (6.7) and (6.8).
We use similar terminology, and identical notation, when the dominant noisy spatial direction
corresponds to one of the Mr.
Definition 6.4. Let (M, g) be a canonical separable cosmological model manifold. Fix r ∈
{1, . . . , R} and let πn be the projection from M¯ to the Mr-factor in M¯ and let πsub be the map
from M¯ to
M¯sub := T
d ×M1 × · · · × Mˆr × · · · ×MR
corresponding to the projection onto what remains after removingMr; here a hat signifies omission.
Define
T ∗n M¯ := π
∗
n(T
∗Mr), T
∗
subM¯ := π
∗
sub(T
∗M¯sub).
The metric g is said to have a geometric dominant noisy spatial direction corresponding to Mr
if there are 0 < βn, ηn, Cn ∈ R and a continuous non-negative function e ∈ L1([0,∞)) such that
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(6.7) holds for all ξ ∈ T ∗n M¯ and all t ≥ 0, and such that (6.8) holds for all ξ ∈ T ∗subM¯ and all
t ≥ 0. Consider (1.2), where (M, g) is such that the above conditions hold. If there are constants
ηmn > 0, Cmn > 0 and a matrix α∞ ∈Mm(C) such that
‖α(t)− α∞‖ ≤ Cmne−ηmnt (6.10)
for all t ≥ 0; then (1.2) is said to be such that the dominant coefficients are convergent.
In what follows, it is convenient to make additional assumptions. In order for the statements of
the results not to be too cumbersome, we therefore introduce the following terminology.
Definition 6.5. Consider (1.2). Assume the associated metric to be such that (M, g) is a canonical
separable cosmological model manifold. Assume, moreover, the metric g to have a geometric
dominant noisy spatial direction and the dominant coefficients of (1.2) to be convergent; i.e.,
either all the requirements of Definition 6.1 or all the requirements of Definition 6.4 are satisfied.
Assume, in addition, that (1.2) is C2-balanced and that there are constants Csh, ηsh > 0 such that
|χ(t)|g¯ + |χ˙(t)|g¯ ≤ Cshe−ηsht (6.11)
for all t ≥ 0. Then (1.2) is said to be C2-balanced with a geometric dominant noisy spatial direction,
convergent dominant coefficients and a negligible shift vector field.
Before turning to the results, note that given assumptions of the form stated in Definitions 6.1
and 6.4, we cannot say much about modes such that there is no spatial variation in the dominant
noisy spatial direction. For that reason, we, from now on, focus on ι ∈ IB,n, where IB,n is defined
as follows.
Definition 6.6. Assume that (1.2) is C2-balanced with a geometric dominant noisy spatial di-
rection, convergent dominant coefficients and a negligible shift vector field; cf. Definition 6.5.
Define
νn(ι) := lim
t→∞
e−βntg(ι, t), (6.12)
where βn is given in Definitions 6.1 and 6.4. Then the set IB,n is defined to consist of the ι ∈ IB
such that νn(ι) 6= 0.
Remark 6.7. The function g(ι, t) is defined by (1.39). Due to Remarks 17.2 and 17.4, the limit
(6.12) exists. Moreover, if g has a geometric dominant noisy spatial S1-direction corresponding to
j, then ι ∈ IB if and only if νT,j(ι) 6= 0; cf. (1.31). Similarly, if g has a geometric dominant noisy
spatial corresponding to Mr, then ι ∈ IB if and only if νr,ir (ι) 6= 0.
6.1.3 The limit equation
Assume that (1.2) is C2-balanced with a geometric dominant noisy spatial direction, convergent
dominant coefficients and a negligible shift vector field; cf. Definition 6.5. Consider (1.42), the
equation for the Fourier coefficients of a solution to (1.2), and assume that ι ∈ IB,n. In analogy
with earlier chapters, it is of interest to isolate a limit equation. Considering (6.12), it seems
natural to, as a first approximation, replace g(ι, t) with νn(ι)e
βnt. Moreover, due to (6.9) and
(6.10), it seems reasonable to replace α with α∞. Turning to the term involving the X
l, it can
be verified that it, to leading order, is given by iX¯n(ι)νn(ι)e
βntz (cf. Lemma 17.15 for a detailed
justification). Here
X¯n(ι) := sgnn(ι)X˜n,∞. (6.13)
Concerning the definition of the expressions appearing on the right hand side, there are two cases
to consider. If (1.2) has a geometric dominant noisy spatial S1-direction corresponding to j, and
ι ∈ IB,n, then
X˜∞,n := (g
jj
∞)
−1/2Xj∞, sgnn(ι) :=
nj
|nj | (6.14)
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(no summation on j); here gjj∞ := limt→∞ e
−2βntgjj(t) (that this limit exists and is strictly positive
is a consequence of Remark 17.2). If (1.2) has a geometric dominant noisy spatial direction
corresponding to Mr and ι ∈ IB,n, then
X˜∞,n := 0, sgnn(ι) := 1. (6.15)
Leaving the significance of ζ aside for a moment, the preliminary, homogeneous version of the
limit equation is given by
z¨ + ν2n(ι)e
2βntz + iνn(ι)e
βntX¯n(ι)z + α∞z˙ + ζ(t)z = 0,
where the absence of the term involving the shift vector field is justified by (6.11). This equation
can be written as a first order system for a vector valued function whose first m components are
given by νn(ι)e
βntz and whose last m components are given by z˙. If one does so, it becomes clear
that ζ only appears divided by νn(ι)e
βnt. As a consequence, it seems reasonable to expect ζ to
have a negligible influence on the leading order asymptotics. In the end, this expectation turns
out to be justified. Summing up yields the homogeneous limit equation
z¨ + ν2n(ι)e
2βntz + iνn(ι)e
βntX¯n(ι)z + α∞z˙ = 0. (6.16)
Since βn > 0, it is clear that the leading order behaviour is oscillatory, with a frequency that grows
exponentially. However, there is also an overall exponential growth/decay. Considering the limit
equation, it is natural to expect the growth/decay to be determined by βn, X˜∞,n and α∞. In fact,
we expect the matrices appearing on the diagonal on the right hand side of (6.5) to determine the
growth/decay of solutions. It is therefore natural to introduce the notation
R±n,+ :=
1
2
(−α∞ + βnIdm ± X˜∞,n). (6.17)
Let Rn,+ := diag(R
+
n,+, R
−
n,+), κn,+ := κmax(Rn,+) and dn,+ := dmax(Rn,+, κn,+); cf. Defini-
tion 4.3.
6.2 Results
Turning to the results, it is natural to begin by stating a rough Sobolev estimate. However, for
reasons mentioned above, we can only expect to be able to estimate the projection of solutions
to the subspace corresponding to IB,n. This is the subject of Subsection 6.2.1. After that, we
turn to the problem of deriving asymptotics. As mentioned above, the asymptotic behaviour can
roughly speaking be divided into two pieces: an oscillatory part and an overall growth/decay.
The oscillatory part can be expressed in terms of solutions to (6.6); i.e., the homogeneous wave
equation obtained by dropping the right hand side of (1.2) as well as all the lower order terms on
the left hand side. In Subsection 6.2.2, we state the asymptotics for solutions to this equation.
Moreover, we note that there is a homeomorphism between initial data and asymptotic data. An
important observation that arises in the study of (6.6) is that solutions (with frequency content
contained in IB,n) can be divided into two pieces, one of which is said to be positively oriented,
and the other of which is said to be negatively oriented.
Turning to the asymptotics of solutions to (1.2), we restrict our attention to the situation that the
right hand side exhibits slower growth than solutions to the homogeneous equation. Then the so-
lutions can be approximated by a sum of functions of the form eAtuw, where A is a constant matrix
and uw is a solution to (6.6). However, there are two types of orientation that influence what the
matrix A is: the orientation of solutions to (6.6) mentioned above; and the sign of nj (assuming the
metric g associated with (1.2) has a geometric dominant noisy spatial S1-direction corresponding
to j). We describe the relevant results in Subsection 6.2.3. Finally, in Subsection 6.2.4, we turn
to the problem of specifying the asymptotics.
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6.2.1 A rough Sobolev estimate
Next, we formulate a rough estimate of Sobolev type energies. In the statement, we use the
following notation. If f ∈ C∞(M,Cm),
fn(p, t) :=
∑
ι∈IB,n
fˆ(ι, t)ϕι(p), (6.18)
where ϕι and fˆ are defined by (1.32) and (1.41) respectively. We define un similarly, and Es by
(1.45).
Proposition 6.8. Assume that (1.2) is C2-balanced with a geometric dominant noisy spatial
direction, convergent dominant coefficients and a negligible shift vector field; cf. Definition 6.5.
Then there are constants C > 0 and sn ≥ 0 such that if u is a solution to (1.2), then
E1/2s [un](t) ≤C〈t〉dn,+−1eκn,+tE1/2s+sn [un](0)
+
∫ t
0
C〈t− t′〉dn,+−1eκn,+(t−t′)‖fn(·, t′)‖(s+sn)dt′
(6.19)
for all t ≥ 0 and s ∈ R, where fn and un are defined by (6.18) and the adjacent text. Finally, κn,+
and dn,+ are defined in the text adjacent to (6.17).
Remarks 6.9. The proposition is a consequence of Remark 17.23. Moreover, C and sn only
depend on the the Riemannian manifolds (Mr, gr), r = 1, . . . , R, and the coefficients of the equation
(1.2).
6.2.2 A model for the oscillations
As a preparation for the description of the asymptotics of solutions to (6.6), we need to introduce
some terminology. Assume, first of all, that (6.6) is C2-balanced with a geometric dominant
noisy spatial direction, convergent dominant coefficients and a negligible shift vector field; cf.
Definition 6.5. We then define ηA by
ηA := min{ηn/2, ηsh, ηmn, βn}, (6.20)
where βn, ηn and ηmn are the constants appearing in Definitions 6.1 and 6.4; and ηsh is the
constant appearing in Definition 6.5. Note that, in the present setting, ηmn could be removed
from the definition of ηA, since α = 0 and X
l = 0 for (6.6). However, we also wish to use the
definition (6.20) in the study of solutions to (1.2), and in that setting, we need to include ηmn.
In order to describe the oscillations of the solutions, the following two functions are of central
importance:
ωsh(ι, t) :=
∫ t
0
σ(ι, t′)g(ι, t′)dt′, (6.21)
ϕtot(ι, t) :=
∫ t
0
[1 + σ2(ι, t′)]1/2g(ι, t′)dt′, (6.22)
where g is defined by (1.39) and σ is defined by (1.43). The main result concerning the asymptotics
of solutions to (6.6) is the following.
Proposition 6.10. Consider the equation (6.6). Assume that it is C2-balanced with a geometric
dominant noisy spatial direction, convergent dominant coefficients and a negligible shift vector
field; cf. Definition 6.5. Let ηA be defined by (6.20) and χ±(ι) ∈ C, ι ∈ IB,n, be such that for
every 0 ≤ k ∈ Z, there is a constant Ck <∞ with the property that∑
ι∈IB,n
〈ν(ι)〉2k [|χ+(ι)|2 + |χ−(ι)|2] ≤ Ck. (6.23)
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Define zapp and uapp by
zapp(ι, t) :=
eβnt/2
g(ι, t)
(
χ+(ι)e
i[ωsh(ι,t)−ϕtot(ι,t)] + χ−(ι)e
i[ωsh(ι,t)+ϕtot(ι,t)]
)
(6.24)
uapp(p, t) :=
∑
ι∈IB,n
zapp(ι, t)ϕι(p), (6.25)
where ι ∈ IB,n in (6.24); ωsh is defined by (6.21); ϕtot is defined by (6.22); and g(ι, t) is defined by
(1.39). Then there is a unique smooth solution u to (6.6) such that the following holds: u = un,
where un is defined in analogy with (6.18); and there are constants s ∈ R, η > 0 and C > 0 such
that
Es[u− uapp](t) ≤ Ce(βn−η)t (6.26)
for all t ≥ 0. Moreover, this unique solution has the property that
Es[u− uapp](t) ≤ CAe(βn−2ηA)t
∑
ι∈IB,n
〈ν(ι)〉2(s+sm)[|χ+(ι)|2 + |χ−(ι)|2] (6.27)
for all t ≥ 0 and s ∈ R, where 0 ≤ sm ∈ R and 0 < CA ∈ R only depend on the coefficients of the
equation (6.6) and the Riemannian manifolds (Mr, gr), r = 1, . . . , R; and Es is defined by (1.45).
Finally,
E1/2s [u](0) ≤ CA
(∑
ι∈IB,n
〈ν(ι)〉2(s+sm)[|χ+(ι)|2 + |χ−(ι)|2]
)1/2
(6.28)
for all s ∈ R, where CA and sm have the same dependence as in the case of (6.27).
Conversely, assume that u is a smooth solution to (6.6) such that u = un. Then there are uniquely
determined χ±(ι), ι ∈ IB,n, such that (6.23) holds, and such that if uapp is defined by (6.24) and
(6.25), then (6.26) holds. Moreover, this uapp is such that (6.27) holds. Finally,
(∑
ι∈IB,n
〈ν(ι)〉2s[|χ+(ι)|2 + |χ−(ι)|2]
)1/2
≤ CAE1/2s+sm [u](0) (6.29)
for all s ∈ R, where CA and sm have the same dependence as in the case of (6.27).
Remark 6.11. The proposition is a consequence of Remark 19.2.
Remark 6.12. Specifying χ±(ι) ∈ C, ι ∈ IB,n, such that (6.23) holds for all k ≥ 0 corresponds
to specifying two smooth C-valued functions on M¯ with frequency content contained in IB,n.
These two functions can be thought of as the asymptotic data. Moreover, from this point of
view, the estimates (6.28) and (6.29) imply that the map from initial data to asymptotic data is
a homeomorphism with respect to the C∞-topology.
Remark 6.13. Since g(ι, t) ≈ νn(ι)eβnt, (6.24) implies that zapp(ι, t) decays as e−βnt/2. However,
the energy of uapp grows as e
βnt.
Remark 6.14. The estimate (6.27) immediately yields an estimate for the L2-norm of the differ-
ence between u and uapp; cf. (1.45). However, this estimate is not very good. In order to improve
it, assume that there is a non-negative continuous function elow ∈ L1([0,∞)) such that
k¯ ≥ −[βn + elow(t)]g¯ (6.30)
for all t ≥ 0 (in addition to the assumptions of the proposition). Then there is a constant 0 < C ∈ R
(depending only on the spectrum of the Riemannian manifold corresponding to the dominant noisy
spatial direction and the coefficients of the equation (6.6)) such that eβnt[g(ι, t)]−1 ≤ C for all t ≥ 0
and all ι ∈ IB,n; cf. Remarks 25.7 and 25.10. As a consequence,
e2βnt
∑
ι∈IB
〈ν(ι)〉2s|z(ι, t)− zapp(ι, t)|2
=
∑
ι∈IB
e2βnt[g(ι, t)]−2〈ν(ι)〉2sg2(ι, t)|z(ι, t)− zapp(ι, t)|2 ≤ CEs[u− uapp].
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Combining this estimate with (6.27) yields∑
ι∈IB
〈ν(ι)〉2s|z(ι, t)− zapp(ι, t)|2
≤CAe−(βn+2ηA)t
∑
ι∈IB,n
〈ν(ι)〉2(s+sm)[|χ+(ι)|2 + |χ−(ι)|2]
(6.31)
for all t ≥ 0 and s ∈ R, where CA and sm have the same dependence as in the case of (6.27).
Due to this proposition, we can introduce a notion of orientation of a solution to (6.6).
Definition 6.15. Consider the equation (6.6). Assume that it is C2-balanced with a geometric
dominant noisy spatial direction, convergent dominant coefficients and a negligible shift vector
field; cf. Definition 6.5. Assume that u is a smooth solution to (6.6) such that u = un, where
un is defined in analogy with (6.18). Let uapp be the uniquely associated function of the form
(6.24) and (6.25), whose existence is guaranteed by Proposition 6.10. Consider (6.24) and (6.25).
If χ−(ι) = 0 for all ι ∈ IB,n, then u is said to be positively oriented. If χ+(ι) = 0 for all ι ∈ IB,n,
then u is said to be negatively oriented.
In order to illustrate the use of Proposition 6.10, let us consider a special case.
Example 6.16. Consider (1.13). In the case of this equation,
g = −dt⊗ dt+ e−2tdθ ⊗ dθ, g¯ = e−2tdθ ⊗ dθ, k¯ = −g¯, LU k¯ = 2g¯.
Moreover, the shift vector field vanishes (as does α, ζ and X ). Thus (1.13) is C2-balanced. Since
k¯+ g¯ = 0, it is clear that (1.13) has a geometric dominant noisy spatial S1-direction corresponding
to 1. Moreover, βn = 1 and we can choose Cn = 1 and ηn = 2. That the dominant coefficients are
convergent is obvious (since X and α vanish), and we can choose ηmn = 2. Finally, (1.13) has a
negligible shift vector field, and we can choose ηsh = 2. Considering (6.20), it is clear that ηA = 1.
Turning to ωsh and ϕtot, note that ωsh = 0, g(n, t) = e
t|n| and ϕtot(n, t) = (et − 1)|n|. Thus zapp
appearing in (6.24) can be written
zapp(n, t) = |n|−1e−t/2
(
χ+(n) exp[−i(et − 1)|n|] + χ−(n) exp[i(et − 1)|n|]
)
.
This means that uapp can be written in the form
uapp(θ, t) = e
−t/2uw(θ, e
t),
where uw is a solution to the flat space wave equation uττ − uθθ = 0 with mean value zero for
all τ (in the present setting, the requirement that uw have mean value zero corresponds to the
frequency content being contained in IB,n). Moreover, there is a homeomorphism (in the C∞-
topology) between the initial data for P (assuming that the mean value of P over S1 vanishes)
and the initial data for uw. Turning to the estimates of the difference between uapp and P , note
that (6.31) implies that every Sobolev norm of P (·, t)− uapp(·, t) decays as e−3t/2. Consider
Pt(θ, t)− ∂tuapp(θ, t) = Pt(θ, t)− et/2(∂τuw)(θ, et) + 1
2
e−t/2uw(θ, e
t). (6.32)
Due to (6.27), the Sobolev norm of this difference decays as e−t/2. However, the Sobolev norm of
the last term on the right hand side of (6.32) also decays as e−t/2, so that the sum of the first two
terms on the right hand side of (6.32) decays as e−t/2. Changing time coordinate to τ = et, we
obtain, by abuse of notation,
‖P (·, τ)− τ−1/2uw(·, τ)‖Ck + ‖Pτ (·, τ) − τ−1/2∂τuw(·, τ)‖Ck ≤ Ckτ−3/2
for all 0 ≤ k ∈ Z and all τ ≥ 1. Moreover, there is a homeomorphism between the initial data for
P and the initial data for uw. Adding to these observations the spatially homogeneous solutions
to (1.25) yields the conclusions stated in connection with (1.25). Finally, let us note that the fact
that there is a bijection follows from [20, 30].
70 CHAPTER 6. EQUATIONS WITH A DOMINANT NOISY SPATIAL DIRECTION
6.2.3 Deriving asymptotics
Next, we consider the asymptotics of solutions to (1.2). As already mentioned, a given solution can
be approximated by a sum of terms consisting of an oscillatory part and an overall growth/decay.
However, what the overall growth/decay is depends on the orientation of the oscillatory part,
as well as the sign of nj (assuming (1.2) has a geometric dominant noisy spatial S
1-direction
corresponding to j); here the oscillatory part is modelled by a solution to (6.6) and the notion
of an orientation for a solution to (6.6) is given by Definition 6.15. It is therefore convenient to
introduce the following notation.
Definition 6.17. Assume that (1.2) is C2-balanced with a geometric dominant noisy spatial
direction, convergent dominant coefficients and a negligible shift vector field; cf. Definition 6.5.
In case (1.2) has a geometric dominant noisy spatial S1-direction corresponding to j, let
I+B,n := {ι ∈ IB,n : νT,j(ι) < 0}, I−B,n := {ι ∈ IB,n : νT,j(ι) > 0}; (6.33)
cf. (1.31). In case (1.2) has a geometric dominant noisy spatial direction corresponding to, say,
Mr, let
I+B,n := IB,n, I−B,n := ∅. (6.34)
Proposition 6.18. Assume that (1.2) is C2-balanced with a geometric dominant noisy spatial
direction, convergent dominant coefficients and a negligible shift vector field; cf. Definition 6.5.
Let ηA be defined by (6.20) and assume that there is an 0 < ηB ≤ ηA such that∫ ∞
0
e−(κn,+−ηB)t‖fn(·, t)‖(s)dt <∞ (6.35)
for all s, where κn,+ is defined by the text adjacent to (6.17); fn is defined by (6.18); and ‖ · ‖(s)
is defined by (1.36). Let
An,± := −1
2
(
α∞ ± X˜∞,n
)
, κn,m := max{κmax(An,+), κmax(An,−)},
where X˜∞,n is defined by (6.14) and (6.15). Finally, let In := (κn,m − ηB, κn,m] and En,± :=
EAn,±,In ; cf. Definition 4.7.
If the metric g has a geometric dominant noisy spatial direction corresponding to, say, Mr, cf.
Definition 6.4, then En,+ = En,− =: En and An,+ = An,− =: An. Moreover, if u is a solution to
(1.2), there is a unique solution u0,w ∈ C∞(M,En) to (6.6) such that
• if z0,w(ι, t) denotes the ι’th Fourier coefficient of u0,w(·, t), then z0,w(ι, ·) = 0 if ι /∈ IB,n,
• if uw is defined by
uw(p, t) = e
Antu0,w(p, t), (6.36)
then there are real constants C, N and s such that
E1/2s [un − uw](t) ≤C〈t〉Ne(κn,+−ηB)t (6.37)
for all t ≥ 0, where un is defined in analogy with (6.18).
If the metric g has a geometric dominant noisy spatial S1-direction corresponding to j and u is
a solution to (1.2), then there are unique solutions u±,w ∈ C∞(M,En,±) to (6.6) such that the
following holds:
• u+,w = u++,w+u−−,w and u−,w = u−+,w+u+−,w, where uυτ,w, τ, υ ∈ {+,−}, are smooth solutions
to (6.6) whose ι’th Fourier coefficients are denoted by zυτ,w(ι, t) and are such that
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– z+±,w(ι, ·) = 0 in case ι /∈ I+B,n and z−±,w(ι, ·) = 0 in case ι /∈ I−B,n,
– u±+,w are positively oriented and u
±
−,w are negatively oriented solutions to (6.6),
• if uw is defined by
uw(p, t) = e
An,+tu+,w(p, t) + e
An,−tu−,w(p, t), (6.38)
then there are real constants C, N and s such that
E1/2s [un − uw](t) ≤C〈t〉Ne(κn,+−ηB)t (6.39)
for all t ≥ 0.
Moreover, in both cases there are constants CB > 0 and sB ≥ 0 (depending only on ηB, the
Riemannian manifolds (Mr, gr), r = 1, . . . , R, and the coefficients of the equation (1.2)); and a
non-negative integer N (depending only on m) such that the following holds. If u and uw are as
above, then
E1/2s [un − uw](t)
≤CB〈t〉Ne(κn,+−ηB)t
(
E
1/2
s+sB [un](0) +
∫ ∞
0
e−(κn,+−ηB)t
′‖fn(·, t′)‖(s+sB)dt′
)
(6.40)
for all t ≥ 0 and all s ∈ R. In addition, if the metric g has a geometric dominant noisy spatial
direction corresponding to, say, Mr, then
E1/2s [u0,w](0) ≤ CB
(
E
1/2
s+sB [un](0) +
∫ ∞
0
e−(κn,+−ηB)t
′‖fn(·, t′)‖(s+sB)dt′
)
(6.41)
for all s ∈ R, where CB and sB have the same dependence as in the case of (6.40). Finally, if the
metric g has a geometric dominant noisy spatial S1-direction corresponding to j, then
E1/2s [u±,w](0) ≤ CB
(
E
1/2
s+sB [un](0) +
∫ ∞
0
e−(κn,+−ηB)t
′‖fn(·, t′)‖(s+sB)dt′
)
(6.42)
for all s ∈ R, where CB and sB have the same dependence as in the case of (6.40).
Remark 6.19. The result is a consequence of Lemma 19.11; cf. Remark 19.12.
Remark 6.20. The asymptotics can be characterised in terms of functions such as uapp introduced
in (6.24) and (6.25) (as opposed to solutions to (6.6)); cf. Remark 19.19.
Remark 6.21. Note that κn,+ and κn,m are related according to κn,+ = κn,m + βn/2.
Remarks 6.22. In the statement of the proposition, two equations play an important role: (1.2)
and (6.6). Note that it is here taken for granted that (6.6) is the equation obtained from (1.2)
by setting α, ζ, Xj and f to zero. In the statement of the present proposition, we speak of ηA,
defined by (6.20). Note that this ηA need not necessarily coincide with the ηA associated with
the equation (6.6), say ηA,hom, since ηmn can be omitted from the right hand side of (6.20) in the
definition of ηA,hom. On the other hand, it is clear that ηA,hom ≥ ηA, so that when we appeal to
Proposition 6.10, the discrepancy does not cause complications. Turning to the constant βn, note
that it is the same for the two equations; cf. Definitions 6.1 and 6.4.
Remark 6.23. If (1.2) has a dominant noisy spatial generalised direction, then An = −α∞/2, so
that (6.36) can be written
uw(p, t) = e
−α∞t/2u0,w(p, t).
Remark 6.24. The constants C, s and N appearing in (6.37) and (6.39) are allowed to depend
on the coefficients of the equation (1.2), ηB , the functions un, uw, fn etc.
Remark 6.25. If all the Jordan blocks of the matrices An,± are trivial, then the N appearing in
(6.40) can be replaced by 1. If En,+ = En,− = C
m, then N can be replaced by dn,+ − 1, where
dn,+ is defined in connection with (6.17).
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6.2.4 Specifying the asymptotics
The result of the previous subsection yields conclusions concerning the asymptotics, given a solu-
tion. In fact, (6.41) and (6.42) demonstrate that there is a continuous map from initial data to
asymptotic data. It is then of interest to ask if it is possible to construct a solution, given asymp-
totic data. If there is a corresponding map, it is also natural to ask whether it is continuous.
In the preparation for the statement of such a result, it is convenient to introduce the following
terminology.
Definition 6.26. Consider the equation (6.6). Assume that it is C2-balanced with a geometric
dominant noisy spatial direction, convergent dominant coefficients and a negligible shift vector
field; cf. Definition 6.5. Let 1 ≤ m ∈ Z and V be a vector subspace of Cm. Then
Wn(M¯, V ) ⊂ C∞(M¯, V )× C∞(M¯, V )
denotes the set of initial data at t = 0 for solutions u to (6.6) such that u ∈ C∞(M,V ) and the
ι’th Fourier coefficient of u(·, t) vanishes for all t if ι /∈ IB,n. Moreover,Wn,+(M¯, V ) (Wn,−(M¯, V ))
denotes the subset of Wn(M¯, V ) corresponding to positively (negatively) oriented solutions to
(6.6). In addition, W+n,±(M¯, V ) (W
−
n,±(M¯, V )) denotes the subset of Wn,±(M¯, V ) consisting of
functions whose ι’th Fourier coefficients vanish if ι /∈ I+B,n (ι /∈ I−B,n).
Remark 6.27. By initial data we here mean [u(·, 0), ut(·, 0)].
Proposition 6.28. Assume that (1.2) is C2-balanced with a geometric dominant noisy spatial
direction, convergent dominant coefficients and a negligible shift vector field; cf. Definition 6.5.
Assume, moreover, that f = 0. Let ηA be defined by (6.20) and 0 < ηB ≤ ηA. Define An,± and
En,± as in the statement of Proposition 6.18.
If the metric g has a geometric dominant noisy spatial direction corresponding to, say, Mr, then
En,+ = En,− =: En, and there is an injective linear map
Φn,g :Wn(M¯, En)→Wn(M¯,Cm)
such that if ψ ∈ Wn(M¯, En); u0,w is the solution to (6.6) corresponding to the initial data ψ at
t = 0; uw is defined by (6.36); and u is the solution to (1.2) (with f = 0) corresponding to the
initial data Φn,g(ψ) at t = 0, then u = un and
E1/2s [u− uw](t) ≤ CB〈t〉Ne(κn,+−ηB)t‖ψ‖(s+sB) (6.43)
for all t ≥ 0 and s ∈ R, where CB, sB and N have the same dependence as in the case of (6.40).
If the Jordan blocks of the matrix An are trivial, the N appearing in (6.43) can be replaced by 1.
Moreover, if En = C
m, then N can be replaced by dn,+ − 1, where dn,+ is defined in connection
with (6.17). If En = C
m, then Φn,g is surjective. Finally, there are constants CB > 0 and sB ≥ 0
such that
‖Φn,g(ψ)‖(s) ≤ CB‖ψ‖(s+sB) (6.44)
for all s ∈ R and all ψ ∈ Wn(M¯, En), where CB and sB have the same dependence as in the case
of (6.40).
If the metric g has a geometric dominant noisy spatial S1-direction corresponding to j, let
W+n :=W+n,+(M¯, En,+)⊕W−n,−(M¯, En,+),
W−n :=W−n,+(M¯, En,−)⊕W+n,−(M¯, En,−).
Then there is an injective linear map
Φn,T :W+n ×W−n →Wn(M¯,Cm)
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such that if χ± ∈ W±n ; u±,w is the solution to (6.6) corresponding to the initial data χ± at t = 0;
uw is defined by (6.38); and u is the solution to (1.2) (with f = 0) corresponding to the initial
data Φn,T(χ+, χ−) at t = 0, then u = un and
E1/2s [u− uw](t) ≤ CB〈t〉Ne(κn,+−ηB)t[‖χ+‖(s+sB) + ‖χ−‖(s+sB)] (6.45)
for all t ≥ 0 and s ∈ R, where CB, sB and N have the same dependence as in the case of (6.40).
If the Jordan blocks of the matrices An,± are trivial, the N appearing in (6.45) can be replaced by
1. Moreover, if En,+ = En,− = C
m, then N can be replaced by dn,+ − 1, where dn,+ is defined in
connection with (6.17). If En,+ = En,− = C
m, then Φn,T is surjective. Finally, there are constants
CB > 0 and sB ≥ 0 such that
‖Φn,T(χ+, χ−)‖(s) ≤ CB[‖χ+‖(s+sB) + ‖χ−‖(s+sB)] (6.46)
for all s ∈ R and all (χ+, χ−) ∈ W+n ×W−n , where CB and sB have the same dependence as in
the case of (6.40).
Remark 6.29. The result is a consequence of Lemma 19.22; cf. Remark 19.24.
Remark 6.30. The asymptotic data can be specified in terms of functions such as uapp introduced
in (6.24) and (6.25) (as opposed to solutions to (6.6)); cf. Remark 19.26.
Remark 6.31. Remarks 6.22 are equally relevant in the present setting.
6.2.5 Reinterpreting oscillatory ODE behaviour; equations with un-
bounded ζ
In most of these notes, we assume ζ to be future bounded. However, there are some situations in
which this requirement can be omitted. To be more specific, assume that there is a real valued
function ξ2 ∈ C∞(I,R) and real numbers ξ2,∞, ηaux, Caux > 0 such that
|ξ2(t)− ξ2,∞|+ |∂tξ2(t)| ≤ Cauxe−ηauxt (6.47)
for all t ≥ 0. Assume, moreover, ζ to be of the form
ζ(t) = ζ1(t) + ζ2(t)Idm, ζ2(t) := ξ2(t)e
2βauxt
for all t ≥ 0, where βaux > 0 is a constant. Here ζ1 should be thought of as being such that ‖ζ1‖
and ‖∂tζ1‖ are bounded (however, ζ1 need not converge). By redefining ζ1 and ζ2 (in such a way
that they remain unchanged in a neighbourhood of t = ∞), it can be ensured that ξ2 ≥ ξ2,∞/2
for all t ≥ 0. For that reason, we from now on assume this inequality to be satisfied. Returning
to (1.2) with g00 = −1, note that it can be written
utt − gjl∂j∂lu− 2g0l∂l∂tu−
∑R
r=1a
−2
r (t)∆gru+ αut +X
j∂ju+ ζ1u+ ζ2u = f. (6.48)
On the other hand, we can view this equation as being the equation for a Fourier coefficient of a
solution to
Utt − gjl∂j∂lU − ζ2∂2d+1U − 2g0l∂l∂tU −
∑R
r=1a
−2
r (t)∆grU + αUt +X
j∂jU + ζ1U = F (6.49)
on Maux := M¯aux× I, where M¯aux := Td+1×M1× · · · ×MR. In fact, given a solution u to (6.48),
U = ueix
d+1
satisfies (6.49) with F = feix
d+1
(where xd+1 denotes the (d+1)’th coordinate on the
(d+1)-torus). If we can derive asymptotic information concerning solutions to (6.49), we can thus
do the same for solutions to (6.48). In fact, it is sufficient if we can derive asymptotic information
concerning the parts of solutions to (6.49) corresponding to ι’s such that nd+1 6= 0. There are
many situations in which the results of these notes could be applied to (6.49). However, for the
sake of definiteness, let us consider one such situation.
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Dominant ODE oscillations. Note that (6.49) is an equation of the form (1.2), where the
metric is given by
gaux := g + ζ
−1
2 dx
d+1 ⊗ dxd+1
onMaux. Moreover, (Maux, gaux) is a canonical separable cosmological model manifold, and if k¯aux
is the second fundamental form associated with gaux, then
k¯aux = k¯ −
(
βaux +
1
2
ξ−12 ξ˙2
)
ζ−12 dx
d+1 ⊗ dxd+1,
where k¯ is the second fundamental form of g. Assume that there is a constant ηn > 0 and a
continuous e ∈ L1([0,∞)) such that
k¯(v, v) ≥ [−βaux + ηn − e(t)]g¯(v, v) (6.50)
for all v ∈ TM¯ and t ≥ 0. Define M¯sub := M¯ ; πn : M¯aux → S1 to be the projection onto the
(d+1)’th S1-factor in M¯aux; πsub to be the map from M¯aux to M¯sub corresponding to the projection
onto what remains after removing the (d+1)’th S1-factor; and let βn := βaux. Then (6.47) ensures
that (6.7) holds. Moreover, (6.50) ensures that (6.8) holds. Thus gaux has a geometric dominant
noisy spatial S1-direction corresponding to d+ 1. Since Xd+1 = 0 in (6.49), the requirement that
(6.9) hold is equivalent to the requirement that
‖α(t)− α∞‖ ≤ Cmne−ηmnt (6.51)
for all t ≥ 0. From now on, we therefore assume (6.51) to hold, so that the dominant coefficients
are convergent; cf. Definition 6.1. Turning to the shift vector field, note that it is the same for g
and gaux, and assume that (6.11) holds for all t ≥ 0. What remains to be verified in order to ensure
that the conditions of Definition 6.5 are satisfied is that (6.49) is C2-balanced. Assuming the shift
vector field of g to be C2-future bounded; α and ζ1 to be C
1-future bounded; X to be C1-future
bounded; k¯ to be C1-future bounded; and (in addition to (6.47)), ξ¨2 to be future bounded, then
(6.49) is C2-balanced. Making appropriate assumptions concerning f , the results of the present
section thus apply to (6.49).
Example 6.32. Consider the Klein-Gordon equation in the expanding direction of Kasner space-
times. Due to the calculations carried out in Example 4.20, the Klein-Gordon equation can be
written
t∂t(tut)−
∑d
i=1t
2βiuii +m
2t2u = 0,
where βi = 1− pi. Letting τ = ln t, this equation becomes
uττ −
∑d
i=1e
2βiτuii +m
2e2τu = 0.
In the discussion above, this equation corresponds to (6.48). The corresponding version of (6.49)
is
Uττ −
∑d
i=1e
2βiτUii −m2e2τUDD = 0, (6.52)
where D := d + 1. If the βi are all distinct and different from 1, we can think of (6.52) as
being defined on TD × R. If there are several βi’s equalling, say, β1, then we can combine the
corresponding circles to a Td1 =: M1 etc. Due to these observations, we can apply the methods
developed so far in these notes to (6.52). Doing so yields a homeomorphism between initial data
and asymptotic data (we leave the details of the verification of this statement to the reader).
6.3 Outline of the proof
Fix a Fourier mode ι ∈ IB,n. In one respect, the analysis of the asymptotics of a corresponding
Fourier coefficient is similar to the analysis in the silent and transparent cases:
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• For large t, say t ≥ Tn, g(ι, t) is well approximated by νn(ι)eβnt, and (1.42) can effectively
be replaced by a limit equation.
• For small t, i.e. t ∈ [0, Tn], the solution can be controlled by a crude energy estimate.
The main difference between the noisy setting on the one hand, and the silent and transparent
settings on the other, is that the limit equation in the noisy setting is not a constant coefficient
equation, so that quite different methods are needed in order to analyse the behaviour of solutions
for t ≥ Tn. The fact that a crude energy estimate is sufficient to handle the interval [0, Tn] is a
strength in the sense that the conditions needed to obtain the results are weak. On the other
hand, the crude analysis leads to a loss of derivatives, which makes it impossible to calculate ηnl.
The noisy regime. Due to the above observations, it is clear that the main difficulty consists
in analysing the behaviour of solutions in the regime [Tn,∞). In the introduction to the present
chapter, we give a rough idea of how to approximate the corresponding oscillatory behaviour in
the case of (6.1). In Part III, we develop general methods for approximating the evolution over
one period of the oscillations. However, the methods developed in Part III of these notes apply
not only to the equations considered in Chapter 2 and the equations considered in the present
chapter. If we make additional assumptions concerning the equations, they also apply in regions
of the form [0, Tode], [0, Tts] and [0, Tn] in the silent, transparent and noisy settings respectively.
Moreover, in Chapter 7 below, we demonstrate that it is possible to calculate ηnl on the basis
of such an application. To summarise: since the full range of the applications of the results of
Part III only becomes clear at the end of the next chapter, we only give an outline of the methods
developed in Part III at the end of Chapter 7. However, let us describe the main outcome of the
analysis. The goal is to estimate the evolution of solutions in intervals where the behaviour is
oscillatory. To this end, we introduce a time sequence {tk} such that [tk, tk+1], roughly speaking,
corresponds to one period of the oscillations. The final result of Part III is (15.63), an equation
that yields
ψk+1 = A
+
k ψk +A
+
k
∫ tk+1
tk
Fˆk(t)dt. (6.53)
Here ψk represents the initial data for the Fourier coefficient at tk (the exact relation is somewhat
technical, and we refer the reader interested in the details to Part III). Moreover, A+k is the matrix
taking initial data at tk to initial data at tk+1 in the homogeneous setting. Finally, Fˆk(t) is a
reformulated version of the contribution from fˆ(ι, t). That a relation of the form (6.53) holds is
an immediate consequence of the fact that the underlying equation is a linear system of ODE’s.
However, in Part III, we provide approximations for A+k , and estimate the error. Moreover, the
approximations can be expressed in terms of the coefficients of (1.2).
Estimates along a time sequence. A rough Sobolev estimate. The main part of the
arguments needed to prove the results of the present chapter is contained in Parts III and V of
these notes. Focusing on Part V, we begin, in Sections 17.2 and 17.3, by providing an analytic
version of the definition of a noisy equation (the conditions are such that they are implied by the
geometric conditions imposed in the current chapter). Moreover, we verify that the conditions
needed in order to apply the results of Part III are satisfied, and we define Tn. In Section 17.4,
we adapt the general framework of Part III to the context of interest here. In particular, we
estimate A+k appearing in (6.53) in terms of α∞, βn and X¯n(ι). Given this approximation, we
reformulate the iteration (6.53) in order to isolate the leading order behaviour; this is the subject
of Section 17.5. On the basis of this reformulation, we are then in a position to estimate the growth
of the individual Fourier coefficients. This is the subject of Section 17.6. Combining this estimate
for the Fourier coefficients with a rough energy estimate in the interval [0, Tn] and summing up
over the modes yields the Sobolev estimate (6.19); cf. Section 17.7.
Asymptotics along a time sequence. In Section 18.1, we turn to the problem of deriving the
asymptotic behaviour along a time sequence. The argument is quite long and technical, but in
some respects, it is a discrete version of the corresponding argument in the silent setting. Note,
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however, that the analysis is only relevant for one mode and along a time sequence contained in
[Tn,∞). In Section 18.2, we turn to the problem of specifying the asymptotic data along the time
sequence. Again, the argument is long and technical, but roughly speaking a discrete version of the
corresponding argument in the silent setting. Deriving and specifying asymptotics along a time
sequence is interesting. However, there are two drawbacks: the time sequence is not canonically
defined and depends on ι; and the conclusions do not tell us what happens between the times
belonging to the sequence. In Section 18.3 we begin addressing these issues by estimating the
evolution for all t ≥ Tn. In order to obtain the desired conclusion, we, again, need to appeal to
the results of Part III.
The results. Given the analysis described above, we are in a position to derive the main results
of the present chapter; Propositions 6.10, 6.18 and 6.28. In Section 19.2 we demonstrate Propo-
sition 6.10. Even though most of the ingredients are already in place, we need to demonstrate
that we can specify the asymptotics for the individual modes (in the particular case of interest);
we need to sum up over the modes; and, given a solution, we need to derive asymptotics. As a
next step, we demonstrate a uniqueness result; cf. Section 19.3. The purpose of this result is to
ensure that the uniqueness statement made in Proposition 6.18 holds. Proving this uniqueness
statement is more complicated than proving the corresponding result in the silent setting. The
reason for this is that in the silent setting, the decay rate on the right hand side of the estimate is
strong enough to ensure uniqueness. However, in the noisy setting, the fact that uniqueness holds
is dependent on the orientation of the solutions, and this complicates the proof. In Section 19.4 we
prove Proposition 6.18: we verify the uniqueness statement; we derive estimates for the individual
modes and late times; we extend the results to early times; we consider the approximate solutions
and use the approximate solutions to construct solutions to the model equation; and finally we
derive the desired estimates. We end by demonstrating that the asymptotic data can be specified
in Section 19.5.
Chapter 7
Energy estimates in the
asymptotically diagonal setting
7.1 Introduction
Weaknesses of the results. The results of Chapters 4–6 may, superficially, seem quite satisfac-
tory. First of all, they yield optimal energy estimates in the sense that they allow us to calculate
ηcr. Second, they yield detailed asymptotics and, third, they allow us to specify the leading order
asymptotics. In fact, we sometimes obtain a homeomorphism between initial data and asymptotic
data. In other words, if one is only interested in the linear systems of equations discussed in
these notes, then the results are quite informative. However, our main motivation for studying
these equations is that they arise as linearised versions of Einstein’s equations. Moreover, in the
original non-linear setting, the question of stability is of interest. Assume, therefore, that the
homogeneous version of (1.2) is the linearised version of a non-linear equation. We would then
like to know that if u is a solution with initially small energy, then the energy of u remains small.
In order to evaluate whether the results of, say, Chapter 4 allow us to draw such conclusions, say
that the conditions of Proposition 4.4 are satisfied and that f = 0. Assume, moreover, that d1 = 1
and that κ1 = −4711. For a smooth solution u, Proposition 4.4 then guarantees that there is a
0 < C ∈ R such that
E1/2[u](t) ≤ Ce−4711t (7.1)
for all t ≥ 0; recall that E = E0 = Ebas. In particular, the energy is decaying exponentially, so
that the solution will eventually be small. Let 0 < ǫ ∈ R be given, and assume that E1/2[u](0) ≤ ǫ.
Assuming ǫ to be small, we know E1/2[u] to be small initially and to decay exponentially in the sense
that there is a constant such that (7.1) holds. Does the combination of these two observations
ensure that E is always small? Unfortunately, the answer to this question is no. Given two
constants 0 < ǫ,N ∈ R, there is an equation satisfying the above restrictions and a corresponding
solution u such that E1/2[u](0) ≤ ǫ; such that (7.1) holds for some C and all t ≥ 0; and such that
there is a 0 < t1 ∈ R such that E1/2[u](t1) ≥ N . In this sense, the results of Chapter 4 are not very
useful when addressing the issue of stability. On the other hand, assuming Es0 [u](0) ≤ C−2ǫ2,
where s0 and C are the constants appearing in the statement of Proposition 4.4, the estimate
E1/2[u](t) ≤ ǫe−4711t holds for all t ≥ 0. However, this result involves a loss of derivatives, and,
depending on the context, this may substantially reduce its use. For a justification of the above
statements, we refer the reader to Example 7.23 below.
Calculating ηnl. The deficiencies mentioned above are related to our inability to calculate ηnl
in the previous chapters. Moreover, this inability is related to the loss of derivatives in, e.g.,
Propositions 4.4 and 6.8. Finally, this loss of derivatives is related to the rough energy estimates
we carry out in time intervals of the form [0, Tode], [0, Tts] and [0, Tn] for a fixed mode; cf. the
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descriptions of the arguments in the previous chapters. In order to calculate ηnl, we need to
improve the analysis in these intervals. However, in order to be able to do so, we need to make
stronger assumptions. In Section 7.2 we introduce the relevant conditions. However, it is useful
to consider a few examples before stating the results; this is the subject of Subsection 7.1.1. We
also give an outline of the present chapter in Subsection 7.1.2.
7.1.1 Examples
In order to contrast the results of Chapter 4 and the results of the present chapter with standard
energy estimates, let us consider the following two examples.
Example 7.1. Consider
utt − e−2tuθθ + 2e−tuθ + ut + u = 0. (7.2)
This equation is such that the results of Chapter 4 apply. In fact, k¯ = g¯ and χ = 0, so that
(7.2) is C1-future silent in the sense of Definition 4.1, with µ = 1. Moreover, X = 2e−t∂θ is
C0-future bounded, and since α = 1 and ζ = 1, (4.2) holds with Cmn = ηmn = 1. In particular,
the eigenvalues of A∞ introduced in (4.4) all have real part κ1 = −1/2 and the corresponding
Jordan blocks are trivial. Moreover, Proposition 4.4 applies and yields the conclusion that there
are constants C and s0 such that
E1/2s [u](t) ≤ Ce−t/2E1/2s+s0 [u](0) (7.3)
for all t ≥ 0 and all s ∈ R. Since the energy of spatially homogeneous solutions decays as e−t, this
estimate is optimal as far as the time dependence is concerned, and ηcr = −1/2.
On the other hand, considering the problem from the point of view of standard energy estimates,
let
Ebas[u](t) :=
1
2
∫
S1
[|ut(θ, t)|2 + e−2t|uθ(θ, t)|2 + |u(θ, t)|2]dθ. (7.4)
It can then be calculated that
dEbas[u]
dt
= −
∫
S1
|ut + e−tuθ|2dθ. (7.5)
Clearly, Ebas is a decreasing function. On the other hand, we can chose initial data so that the
right hand side of (7.5) vanishes. In general, we therefore cannot obtain a better estimate than
∂tEbas ≤ 0. From this point of view, it seems optimistic to even expect decay. Clearly, there is a
tension between this observation and the estimate (7.3). However, it turns out that ηnl = 0; this
is a consequence of Theorem 7.21 below. In other words, if a ∈ R and 0 < C ∈ R are such that
Ebas[u](t) ≤ Ce2atEbas[u](0)
for all t ≥ 0 and all solutions u to (7.2), then a ≥ 0. To conclude, what the decay rate is depends
on how many derivatives one is prepared to lose. The estimate (7.3) is the best as far as decay is
concerned, but the estimate Ebas[u](t) ≤ Ebas[u](0) for all t ≥ 0 is the best estimate if one is not
prepared to lose derivatives.
In the case of (7.2), the crude energy estimate (7.5) yields a good indication of the value of ηnl.
In order to illustrate that the situation is sometimes more complicated, we consider the following
example.
Example 7.2. Consider the equation
utt − e−2tuθθ + ae−tuθ + but = 0, (7.6)
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where a, b ∈ R and b < 0. In what follows, we focus on real valued solutions. Due to the absence
of an undifferentiated u, it is convenient to consider the energy
Ehom[u](t) :=
1
2
∫
S1
[u2t (θ, t) + e
−2tu2θ(θ, t)]dθ.
Due to (7.6),
dEhom[u]
dt
=
∫
S1
(−ae−tuθut − bu2t − e−2tu2θ)dθ.
The integrand is a quadratic form in ut and e
−tuθ. The largest eigenvalue of the corresponding
matrix is
λmax =
1
2
[
−(b+ 1) +
√
(b − 1)2 + a2
]
.
Note that if b < 0 and a 6= 0, then λmax > −b. For a given t0, there are non-vanishing initial data
at t0 such that
∂tEhom(t0) = 2λmaxEhom(t0).
Hoping for a better estimate than Ehom(t) ≤ e2λmaxtEhom(0) thus seems optimistic. On the other
hand, it can be calculated that for the equation (7.6),
ηnl =
1
2
max{−b− 1 + |a|,−2b}, (7.7)
assuming b < 0; cf. Example 7.24 below. In fact, we demonstrate that there is a constant C such
that for every solution u to (7.6), the energy Ebas introduced in (7.4) satisfies
Ebas[u](t) ≤ Ce2ηnltEbas[u](0) (7.8)
for all t ≥ 0. Note that, as long as b < 0 and a 6= 0, ηnl < λmax. Since Ehom ≤ Ebas, it follows
that Ehom(t) ≤ Ce2ηnltEbas(0). This yields a better estimate for the energy Ehom than we would
naively have expected. Of course, there is a loss involved in that Ebas(0) ≥ Ehom(0). On the other
hand, Ebas(0) involves the same number of derivatives of the initial data as Ehom(0). In this sense,
the loss is not severe. Even though this argument does not prove that energy estimates cannot
be used to obtain optimal conclusions, they do indicate that crude energy estimates sometimes do
not suffice.
7.1.2 Outline
As indicated by the title of the chapter, we are here interested in metrics that become diagonal
asymptotically. A precise explanation of what this means is given in Definition 7.3 below. However,
loosely speaking, there are two main conditions. First, in each S1 and Mr direction, the second
fundamental form converges; cf. (7.15) and (7.16) below. Second, the different S1-directions are
becoming exponentially more orthogonal with time in the sense that (7.17) and (7.18) below hold
for some suitable choice of k. In the present chapter, we also assume that the shift vector field
becomes negligible asymptotically, in the sense that (7.19) below holds. Adding to these conditions
on the metric the assumption that the lower order coefficients are convergent, in the sense that
(7.20) below holds, and the assumption that (1.2) is C2-balanced, we obtain the conclusion that
the equation (1.2) asymptotically takes the form
utt −
∑
jg
jj
∞e
2βjtujj −
∑
r a
−2
r,∞e
2βRi,rt∆gru+
∑
j e
βjtXj∞uj + α∞ut + ζ∞u = f, (7.9)
where ut = ∂tu, uj = ∂ju etc.; cf. Section 7.2 for a justification of this statement. Here 0 <
gjj∞, ar,∞ ∈ R, βj, βRi,r ∈ R and Xj∞, α∞, ζ∞ ∈Mm(C). In order to develop some intuition for the
results, let us consider the limit equation (7.9).
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The Fourier modes. Introducing
g∞(ι, t) :=
(∑
jg
jj
∞e
2βjtn2j +
∑
r a
−2
r,∞e
2βRi,rtν2r,ir (ι)
)1/2
, (7.10)
the equation for the Fourier coefficients of solutions to the limit equation can be written
z¨ + g2∞z +
∑
jinje
βjtXj∞z + α∞z˙ + ζ∞z = fˆ . (7.11)
In the present chapter, we focus on the non-degenerate setting, where the set consisting of the
union of the βj ’s and the βRi,r’s contains Q := d + R distinct elements. Under this assumption,
the interval [0,∞) can be divided into, at most, Q+1 intervals. Each interval corresponds to one
of the functions
1, (gjj∞)
1/2|nj|eβjt, a−1r,∞νr,ir (ι)eβRi,rt
being larger than all the others, and we refer to these intervals as eras. Let us now assume that
(gjj∞)
1/2|nj |eβjt dominates. Naively, it then seems reasonable to replace (7.11) by
z¨ + gjj∞e
2βjtn2jz + inje
βjtXj∞z + α∞z˙ = fˆ (7.12)
(no summation on j). Here we have discarded the term ζ∞z since (g
jj
∞)
1/2|nj |eβjt ≥ 1 by assump-
tion. When f = 0, the equation (7.12) is identical to (6.1) if we introduce the notation
νn(ι) := (g
jj
∞)
1/2|nj |, βn := βj , X¯n(ι) := nj|nj| (g
jj
∞)
−1/2Xj∞.
If βj > 0, we can thus appeal to the line of reasoning presented in Subsection 6.1.1 in order to
conclude that the growth/decay of solutions should be determined by the matrices
1
2
(
βjIdm − α∞ ± (gjj∞)−1/2Xj∞
)
; (7.13)
cf. (6.5). In fact, the same line of reasoning works in the case that βj < 0. In other words, as
long as βj 6= 0, the largest real part of an eigenvalue of a matrix of the form (7.13) can naively
be expected to determine the overall growth of the Fourier coefficient in the era during which
(gjj∞)
1/2|nj |eβjt dominates. In the case that a−1r,∞νr,ir (ι)eβRi,rt dominates with βRi,r 6= 0, a similar
argument applies. In an interval where 1 dominates, the largest real part of an eigenvalue of the
matrix A∞ introduced in (4.4) determines the overall growth/decay.
The transparent eras. Consider an era corresponding to βj 6= 0, βRi,r 6= 0 or 1. Then there is
one matrix that determines the overall growth/decay rate. Now consider an era with βj = 0 or
βRi,r = 0; from now on, we refer to such eras as transparent eras. In the case of a transparent era,
the term ζ∞z has to be included in the limit equation. In the interval where, say, (g
jj
∞)
1/2|nj|eβjt
dominates (and βj = 0), the limit equation thus becomes
z¨ + gjj∞n
2
jz + injX
j
∞z + α∞z˙ + ζ∞z = fˆ . (7.14)
This is a family of infinitely many different systems of constant coefficient ODE’s. For each member
of the family, there is an associated generic growth rate for solutions to the corresponding homo-
geneous equation. On the basis of the results of the previous chapters, we expect the supremum
of these growth rates over all 0 6= nj ∈ Z to be a lower bound for ηnl.
Outline of the chapter. In Section 7.2 below, we introduce the conditions that characterise the
asymptotically diagonal equations. First, we impose conditions on the geometry, cf. Definition 7.3;
and then we impose conditions on the lower order coefficients, cf. Definition 7.5. However, in order
for the results of the present chapter to apply, we also need to make a non-degeneracy assumption;
cf. Definition 7.6. Finally, we need to assume that the equation is balanced. For convenience, we
summarise the assumptions in Definition 7.8.
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The growth/decay rates corresponding to the different eras. In Section 7.3, we introduce the
constituent growth/decay rates that determine ηnl. The constituents are of three types. First,
there is the ODE part, corresponding to the maximal growth rate of solutions to the homogeneous
version of (4.3), where A∞ is given by (4.4). Second, there are the growth/decay rates given by
the greatest real parts of eigenvalues of matrices of the form (7.13) (for j’s such that βj 6= 0).
In addition, there are similar contributions from the corresponding matrices for r’s such that
βRi,r 6= 0. Third, there are the growth/decay rates arising from the transparent eras. They are
given by the supremum of the growth/decay rates of the solutions to the homogeneous versions
of (7.14) (or the relevant analogous equations in case βRi,r = 0). Combining these definitions
leads to the introduction of κtot,+, cf. Definition 7.16. In the end, we are able to demonstrate
that ηnl = κtot,+; cf. Theorem 7.21 below. In the energy estimates, we, in general, have to count
on a loss of the form eǫt; cf. (7.30). However, if (1.2) satisfies some additional non-degeneracy
requirements, this loss can be removed; cf. (7.31), (7.32) and (7.33). In Definition 7.16, we
introduce not only κtot,+, but also the relevant non-degeneracy conditions.
Results/outline of the argument. Once we have introduced the necessary terminology, we are in
a position to formulate the main results. In Section 7.4 we state the main energy estimates;
cf. Theorem 7.19. Moreover, we demonstrate optimality and calculate ηnl in Section 7.4.1; cf.
Theorem 7.21. We end the chapter, in Section 7.5, by giving an outline of the argument.
7.2 Asymptotically diagonal equations
In addition to the requirements made in previous chapters, the main assumption concerning the
metric in the present chapter is that it becomes asymptotically diagonal and is diagonally conver-
gent. These notions are defined as follows.
Definition 7.3. Let (M, g) be a canonical separable cosmological model manifold. For each
l ∈ {1, . . . , d} let πT,l be the map from M¯ to S1 corresponding to projection onto the l’th S1-factor
in Td. For each r ∈ {1, . . . , R}, let πRi,r be the map from M¯ to Mr corresponding to projection
onto Mr. Then k¯ is said to be diagonally convergent if there are real numbers βj and βRi,r, where
j ∈ {1, . . . , d} and r ∈ {1, . . . , R}, and constants Cd, κd > 0 such that the following holds:
|k¯♯(vj , vj) + βj g¯♯(vj , vj)| ≤Cde−κdtg¯♯(vj , vj), (7.15)
|k¯♯(wr, wr) + βRi,rg¯♯(wr , wr)| ≤Cde−κdtg¯♯(wr , wr) (7.16)
for all t ≥ 0, j ∈ {1, . . . , d}, vj ∈ π∗T,j(T ∗S1), r ∈ {1, . . . , R}, and wr ∈ π∗Ri,r(T ∗Mr).
In addition, g¯ is said to be C0-asymptotically diagonal if there are constants Cod, κod > 0 such
that
|g¯♯(vj , vl)| ≤ Code−κodt|vj |g¯|vl|g¯ (7.17)
for all t ≥ 0; j, l ∈ {1, . . . , d} such that j 6= l; vj ∈ π∗T,j(T ∗S1); and vl ∈ π∗T,l(T ∗S1). Similarly, g¯
is said to be Ck-asymptotically diagonal, 1 ≤ k ∈ Z, if it is C0-asymptotically diagonal and there
are constants Cod,k, κod > 0 such that∑k−1
i=0 |(LiU k¯)♯(vj , vl)| ≤ Cod,ke−κodt|vj |g¯|vl|g¯ (7.18)
for all t ≥ 0; j, l ∈ {1, . . . , d} such that j 6= l; vj ∈ π∗T,j(T ∗S1); and vl ∈ π∗T,j(T ∗S1).
Finally, if there are constants Csh, κsh > 0 such that
|χ(t)|g¯ + |χ˙(t)|g¯ ≤ Cshe−κsht (7.19)
for all t ≥ 0, then the shift vector field is said to be negligible.
Remark 7.4. In (7.15)–(7.18), the symbol ♯ indicates raising all indices using g¯; in particular, g¯♯,
k¯♯ and (LU k¯)♯ are the contravariant 2-tensor fields whose components are given by g¯ij , k¯ij and
(LU k¯)ij respectively. Moreover, if η ∈ T ∗M , then |η|g¯ := (g¯ijηiηj)1/2.
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Beyond making assumptions concerning the metric appearing in (1.2), we also need to make
assumptions concerning the lower order coefficients.
Definition 7.5. Consider (1.2). Assume the associated metric to be such that (M, g) is a canonical
separable cosmological model manifold. Assume, moreover, the associated second fundamental
form k¯ to be diagonally convergent; cf. Definition 7.3. If there are constants 0 < Cmn, κmn ∈ R
and matrices Xj∞, α∞, ζ∞ ∈Mm(C), j ∈ {1, . . . , d}, such that
‖e−βjtXj(t)−Xj∞‖+ ‖α(t)− α∞‖+ ‖ζ(t)− ζ∞‖ ≤ Cmne−κmnt (7.20)
for all t ≥ 0 and all j ∈ {1, . . . , d}, then (1.2) is said to be such that the main coefficients are
convergent ; here the βj appearing in (7.20) are the constants whose existence is guaranteed by
Definition 7.3.
Consider (1.2). Assume the associated metric to be such that (M, g) is a canonical separable cos-
mological model manifold. Assume (1.2) to be C2-balanced; cf. Definition 3.8. Assume, moreover,
the shift vector field to be negligible, k¯ to be diagonally convergent and g¯ to be C2-asymptotically
diagonal; cf. Definition 7.3. Finally, assume (1.2) to be such that the main coefficients are con-
vergent; cf. Definition 7.5. Then Lemma 25.12 applies. In particular, e−2βjtgjj(t) converges to
gjj∞ > 0; e
−2βRi,rta−2r (t) converges to a
−2
r,∞ > 0; e
−βjtXj(t) converges to Xj∞; α(t) converges to
α∞; and ζ(t) converges to ζ∞. Moreover, the shift vector field g
0l and the off-diagonal components
gjl, j 6= l, are relatively speaking negligible. This leads to the limit equation (7.9).
Treating the βj and the βRi,r separately is inconvenient in the discussions to follow. We therefore
introduce the following terminology.
Definition 7.6. Consider (1.2). Assume the associated metric to be such that (M, g) is a canonical
separable cosmological model manifold. Assume, moreover, k¯ to be diagonally convergent; cf.
Definition 7.3. Define β¯1 < β¯2 < · · · < β¯Q to be the distinct elements of the union of the
sets {β1, . . . , βd} and {βRi,1, . . . , βRi,R}, where βj and βRi,r are the numbers whose existence is
guaranteed by Definition 7.3. If Q = R + d, the equation (1.2) is said to be asymptotically
non-degenerate.
Remark 7.7. The numbers β1, . . . , βd, βRi,1, . . . , βRi,R are distinct if and only if the equality
Q = d+R holds.
In what follows, we are mainly interested in asymptotically non-degenerate equations. In order to
simplify the statement of the assumptions, we therefore introduce the following terminology.
Definition 7.8. The equation (1.2) is said to be geometrically non-degenerate, diagonally dom-
inated, balanced and convergent if the following assumptions hold. First, the associated metric
is such that (M, g) is a canonical separable cosmological model manifold. Second, (1.2) is C2-
balanced; cf. Definition 3.8. Third, the shift vector field is negligible, k¯ is diagonally convergent
and g¯ is C2-asymptotically diagonal; cf. Definition 7.3. Fourth, (1.2) is such that the main
coefficients are convergent; cf. Definition 7.5. Fifth, (1.2) is asymptotically non-degenerate; cf.
Definition 7.6.
7.3 The constituent growth/decay rates
Consider (1.2). Assume that it is geometrically non-degenerate, diagonally dominated, balanced
and convergent; cf. Definition 7.8. It is then convenient to introduce the following terminology:
For 1 ≤ q ≤ Q and ι ∈ IB, let
ν¯q(ι) :=

 ∑
{j:βj=β¯q}
gjj∞n
2
j +
∑
{r:βRi,r=β¯q}
a−2r,∞ν
2
r,ir (ι)


1/2
. (7.21)
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The following objects play a central role in the analysis to follow.
Definition 7.9. Assume that (1.2) is geometrically non-degenerate, diagonally dominated, bal-
anced and convergent; cf. Definition 7.8. Given q ∈ {1, . . . , Q}, define X˜q∞ as follows. If β¯q = βj
for some j ∈ {1, . . . , d}, then j is uniquely determined by q and
X˜q∞ := (g
jj
∞)
−1/2Xj∞. (7.22)
Moreover, if ι ∈ IB is such that νT,j(ι) = nj 6= 0, then
X¯qdiag(ι) :=
nj
|nj|X˜
q
∞.
If β¯q = βRi,r for some r ∈ {1, . . . , R}, then r is uniquely determined by q and X˜q∞ := 0. Moreover,
X¯qdiag(ι) := 0. For q ∈ {1, . . . , Q}, let
R+q,± := ±
1
2
(−α∞ + β¯qIdm + X˜q∞), R−q,± := ±
1
2
(−α∞ + β¯qIdm − X˜q∞), (7.23)
and let
κq,± :=max{κmax(R+q,±), κmax(R−q,±)}, (7.24)
dq,± :=dmax(diag{R+q,±, R−q,±}, κq,±); (7.25)
cf. Definition 4.3. Finally, let
κ± := max
q
κq,±. (7.26)
Remark 7.10. It is of interest to interpret the constituents of R±q,+ geometrically. First of all,
the β¯q are the asymptotic eigenvalues of the second fundamental form. Second, note that
Y := α∂t +Xj∂j
is the matrix of vector fields appearing in (1.2). Let Ej be the unit one-form field which is a
positive multiple of dxj . Then
lim
t→∞
U ♭(Y) = −α∞, lim
t→∞
Ej(Y) = (gjj∞)−1/2Xj∞.
Note that U ♭ is metrically equivalent to the future directed unit normal to the hypersurfaces M¯t.
Moreover, ±Ej are the two unit one-form fields generating π∗T,j(T ∗S1). Since the sign corresponds
to a choice of orientation of the j’th S1-factor, it is not surprising that κ± does not depend on it.
Remark 7.11. The matrices appearing in (7.23) should be compared with those appearing in
(7.13).
Remark 7.12. At this stage, it is not so clear why it would be of interest to consider R±q,−. How-
ever, the argument demonstrating that we can specify asymptotic data is based on an analysis of
the evolution when going backwards in time. In that context, the matrices R±q,− are of importance.
The number κ+ plays an important role in determining the growth rate of the basic energy.
However, in the case of equations with a q ∈ {1, . . . , Q} such that β¯q = 0, we need to complement
κ+ with additional information; cf. the discussion of transparent eras in Subsection 7.1.2.
Definition 7.13. Consider the equation (1.2). Assume that it is geometrically non-degenerate,
diagonally dominated, balanced and convergent; cf. Definition 7.8. If there is a q ∈ {1, . . . , Q}
such that β¯q = 0, say qts, define the sets Kqts,± by
Kqts,± := {κqts,ι,± | ι ∈ IB, ν¯qts(ι) 6= 0} ,
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where ν¯q(ι) is defined by (7.21), κqts,ι,± is defined by
κqts,ι,± := κmax[±Aqts,∞(ι)] (7.27)
and
Aqts,∞(ι) :=
(
0 ν¯qts(ι)Idm
−ν¯qts(ι)Idm − iX¯qtsdiag(ι) − [ν¯qts(ι)]−1ζ∞ −α∞
)
. (7.28)
Define κ¯qts,± to be the limit of κqts,ι,± as ν¯qts(ι)→∞ and define
κqts,ts,± := supKqts,±.
It is also convenient to introduce the notation
κts,± := max{κ±, κqts,ts,±} (7.29)
Remark 7.14. The matrix Aqts,∞(ι) introduced in (7.28) should be compared with A(ι) intro-
duced in (5.14); cf. also (7.14).
Remark 7.15. That the stated limit, κ¯qts,±, exists is a consequence of Remark 21.15. In this
remark, we also calculate κ¯qts,± in terms of α∞ and X˜
qts
∞ .
In Definition 7.9, we introduce the growth/decay rates associated with the eras with β¯q 6= 0; and
in Definition 7.13 we introduce the growth/decay rate associated with the transparent eras. Com-
bining these definitions with the growth/decay rate corresponding to the spatially homogeneous
solutions to (1.2) yields a number κtot,+; cf. Definition 7.16 below. Naively, we would hope κtot,+
to equal ηnl. In the end this turns out to be the case; cf. Theorem 7.21 below.
In some situations, it is possible to not only calculate ηnl, but also to obtain the correct polynomial
rate; cf. (7.31)–(7.33) below. However, to obtain such conclusions, we need to make suitable non-
degeneracy assumptions. The relevant conditions are the following.
Definition 7.16. Consider the equation (1.2). Assume that it is geometrically non-degenerate,
diagonally dominated, balanced and convergent; cf. Definition 7.8. If there is a qts ∈ {1, . . . , Q}
such that β¯qts = 0, let κtot,+ := max{κts,+, κsil,+}, where κts,+ is defined in (7.29); κsil,+ :=
κmax(A∞); and A∞ is defined in (4.4). If there is no such qts, let κtot,+ := max{κ+, κsil,+}, where
κsil,+ is defined as before and κ+ is defined by (7.26).
The equation (1.2) is said to exhibit subdominant block non-degeneracy provided that
• if there is a qts ∈ {1, . . . , Q} such that β¯qts = 0, then κ¯qts,+ < κtot,+,
• for q ∈ {1, . . . , Q} such that β¯q < max{0, β¯Q}, all the Jordan blocks of R+q,+ and R−q,+
corresponding to the eigenvalues with real part κtot,+ are trivial, and
• if β¯Q > 0 and there is a qts ∈ {1, . . . , Q} such that β¯qts = 0, then the Jordan blocks of
Aqts,∞(ς) corresponding to the eigenvalues with real part κtot,+ are trivial for all ς ∈ IB
such that ν¯qts(ς) 6= 0.
Remark 7.17. Note that β¯Q ≥ β¯q for all q ∈ {1, . . . , Q}.
Remark 7.18. In Remark 22.5 below, we give an intuitive motivation for the conditions that
characterise subdominant block non-degeneracy.
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7.4 Energy estimates
We are now in a position to state the main result of these notes.
Theorem 7.19. Consider the equation (1.2). Assume that it is geometrically non-degenerate,
diagonally dominated, balanced and convergent; cf. Definition 7.8. Fix ǫ > 0. Then there is a
constant 0 < Cǫ ∈ R, depending only on ǫ, the spectra of the Riemannian manifolds (Mr, gr),
r ∈ {1, . . . , R}, and the coefficients of the equation (1.2), such that
E1/2s [u](t) ≤ Cǫe(κtot,++ǫ)tE1/2s [u](0) + Cǫ
∫ t
0
e(κtot,++ǫ)(t−t
′)‖f(·, t′)‖(s)dt′ (7.30)
for all t ≥ 0, all solutions u to (1.2) and all s ∈ R, where κtot,+ is given by Definition 7.16. If, in
addition to the above, the equation (1.2) exhibits subdominant block non-degeneracy, there are the
following improvements of (7.30):
• If β¯Q < 0, then the estimate
E1/2s [u](t) ≤ C〈t〉dsil,+−1eκtot,+tE1/2s [u](0) + C
∫ t
0
〈t− t′〉dsil,+−1eκtot,+(t−t′)‖f(·, t′)‖(s)dt′
(7.31)
holds for all t ≥ 0, all solutions u to (1.2) and all s ∈ R. Here dsil,+ = dmax(A∞, κtot,+);
A∞ is defined in (4.4); and the constant C only depends on the spectra of the Riemannian
manifolds (Mr, gr), r ∈ {1, . . . , R}, and the coefficients of the equation (1.2).
• If β¯Q = 0, then
E1/2s [u](t) ≤ C〈t〉dsts,+−1eκtot,+tE1/2s [u](0) + C
∫ t
0
〈t− t′〉dsts,+−1eκtot,+(t−t′)‖f(·, t′)‖(s)dt′
(7.32)
holds for all t ≥ 0, all solutions u to (1.2) and all s ∈ R. Here dsts,+ := max{dsil,+, dt,+};
dsil,+ is defined as in the case of (7.31); dt,+ is the largest dimension of a non-trivial Jordan
block of a matrix of the form AQ,∞(ς) (where ς ∈ IB is such that ν¯Q(ς) 6= 0) corresponding
to an eigenvalue with real part κtot,+; and the constant C only depends on the spectra of the
Riemannian manifolds (Mr, gr), r ∈ {1, . . . , R}, and the coefficients of the equation (1.2).
• If β¯Q > 0, then
E1/2s [u](t) ≤ C〈t〉dtot,+−1eκtot,+tE1/2s [u](0) + C
∫ t
0
〈t− t′〉dtot,+−1eκtot,+(t−t′)‖f(·, t′)‖(s)dt′
(7.33)
holds for all t ≥ 0, all solutions u to (1.2) and all s ∈ R. Here dtot,+ := max{dsil,+, dn,+};
dsil,+ is defined as in the case of (7.31);
dn,+ := max{dmax(R+Q,+, κtot,+), dmax(R−Q,+, κtot,+)};
and the constant C only depends on the spectra of the Riemannian manifolds (Mr, gr), r ∈
{1, . . . , R}, and the coefficients of the equation (1.2).
Remark 7.20. The statement follows from Theorem 22.8, cf. Remark 22.10.
7.4.1 Optimality
Even though it is of interest to know that the estimate (7.30) holds, its value is dependent on
whether it is optimal or not. For this reason, we now address the issue of optimality.
86 CHAPTER 7. THE ASYMPTOTICALLY DIAGONAL SETTING
Theorem 7.21. Consider the equation (1.2) with f = 0. Assume that it is geometrically non-
degenerate, diagonally dominated, balanced and convergent; cf. Definition 7.8. Then ηnl, given
by Definition 1.23, satisfies ηnl = κtot,+. Assume, in addition to the above, that the equation
exhibits subdominant block non-degeneracy. If β¯Q < 0 and κsil,+ = κtot,+, then there is a constant
0 < C ∈ R and a solution u 6= 0 to (1.2) with f = 0 such that
E1/2[u](t) ≥ C〈t〉dsil,+−1eκtot,+tE1/2[u](0) (7.34)
for all t ≥ 0. In this setting, the estimate (7.31) is thus optimal for f = 0. If β¯Q = 0 and either
κsil,+ = κtot,+ or κQ,ts,+ = κtot,+ holds, then there is a constant 0 < C ∈ R and a solution u 6= 0
to (1.2) with f = 0 such that
E1/2[u](t) ≥ C〈t〉dsts,+−1eκtot,+tE1/2[u](0) (7.35)
for all t ≥ 0. In this setting, the estimate (7.32) is thus optimal for f = 0. Finally, if β¯Q > 0 and
either κsil,+ = κtot,+ or κQ,+ = κtot,+ holds, then there is a constant 0 < C ∈ R and a solution
u 6= 0 to (1.2) with f = 0 such that
E1/2[u](t) ≥ C〈t〉dtot,+−1eκtot,+tE1/2[u](0) (7.36)
for all t ≥ 0. In this setting, the estimate (7.33) is thus optimal for f = 0.
Remark 7.22. The statement follows from Theorem 22.13, cf. Remark 22.10.
7.4.2 Examples
In order to illustrate the results, we give two examples.
Example 7.23. Consider the equation
utt − e−2tuθθ + e−tXuθ + αut + ζu = 0 (7.37)
on S1 × R, where X,α, ζ ∈ R. The relevant metric in this case is
g = −dt⊗ dt+ e2tdθ ⊗ dθ.
In particular, g¯ = e2tdθ ⊗ dθ and k¯ = g¯. Moreover, χ = 0. In particular, (7.37) is C1-silent in the
sense of Definition 4.1. Note also that X := e−tX∂θ is C0-future bounded and that (4.2) holds
with α∞ = α, ζ∞ = ζ, Cmn = 1 and ηmn = 1. In particular, Proposition 4.4 applies. In order to
justify that the results of the present chapter are applicable, note that k¯ is diagonally convergent
(with β1 = −1) and that g¯ is C2-asymptotically diagonal. Moreover, the shift vector field is
negligible, and the main coefficients are convergent; X1∞ = X , α∞ = α and ζ∞ = ζ. Finally,
(7.37) is C2-balanced and asymptotically non-degenerate. To conclude, (7.37) is geometrically
non-degenerate, diagonally dominated, balanced and convergent; cf. Definition 7.8. Thus the
results of the present chapter apply.
Assume that α > 0, ζ = α2/4+1 and that X = 2α+1. Then Proposition 4.4 yields the conclusion
that there are constants C and s0 such that
Es[u](t) ≤ CEs+s0 [u](0)e−αt
for all t ≥ 0. Choosing α := 2 · 4711, it is thus clear that (7.1) holds. On the other hand,
R±1,+ =
1
2
(−α+ β1 ± X˜1∞).
Moreover, β1 = −1, g11∞ = 1 and X1∞ = X . In particular, R+1,+ = α/2 and κtot,+ = α/2. Thus,
Theorem 7.21 yields the conclusion that ηnl = α/2. Let α := 2 · 4711 and fix 0 < ǫ,N ∈ R. Then
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ηnl = 4711. Let Anl be defined by (1.22). Clearly, 4710 /∈ Anl. In other words, regardless of the
choice of C > 0, there is a solution 0 6= u ∈ S and a t ≥ 0 such that E[u](t) ≥ CE[u](0)e9420t.
Choosing C = ǫ−2N2 and normalising u so that E[u](0) = ǫ2, it is clear that
E1/2[u](0) = ǫ, E1/2[u](t) ≥ N.
This justifies the statements made in the introduction.
Example 7.24. Consider the equation (7.6). It is of the same type as (7.37), so that the results
of the present chapter apply. In the case of (7.6),
κsil,+ = −b, κ+ = 1
2
(−b− 1 + |a|), κtot,+ = 1
2
max{−b− 1 + |a|,−2b},
where we assume that b < 0. Appealing to Theorem 7.21 yields the conclusion that (7.7) holds.
Moreover, since (7.6) exhibits subdominant block non-degeneracy, we know that (7.8) holds; cf.
Theorem 7.19.
7.5 Outline of the argument, outlook
The proofs of the results of the present chapter are provided in Part VI, in particular Chapters 20–
22. However, they build upon some of the results of the previous chapters, in particular on those
of Part III. We therefore begin by describing the contents of Part III.
7.5.1 Averaging over oscillations
Consider a solution u to (1.2). Let z(ι, t) be the ι’th Fourier coefficient of u(·, t). Then z satisfies
(1.44). For at least some part of the interval [0,∞), the behaviour of z can be expected to be
oscillatory. The purpose of Part III is to develop methods for estimating how z evolves in such
oscillatory regimes. Before turning to the formal details, it is useful to develop some intuition.
However, a rough idea of the perspective developed in Part III is given by the argument presented in
Subsection 6.1.1. Turning to the formal details, the first step is to calculate the matrix exponential
of a special class of matrices; one example of an element of this class is given by A∞(ι, t0)T
appearing in Subsection 6.1.1.
Matrix exponentials and approximations. In order to estimate the overall evolution of
solutions during one period of the oscillations, it is useful to reformulate the equation; in the case
of the limit equation in the noisy setting, the relevant reformulation is given by (6.2)–(6.4). In
the general case, the reformulation is given in Section 14.2 below. Freezing the coefficients in the
reformulated equation, one is led to the problem of calculating the matrix exponential exp(2πP ),
where P is a matrix of the form
P =
(
0 Idm
−Idm 0
)
+
(
iξIdm +R11 0
R21 −iξIdm −R11
)
+ E. (7.38)
Here E should be thought of as an error term and ξ and Rij should be thought of as being
small; cf. Section 13.2 for a detailed description of the assumptions. Note that P has a very
special structure. First of all, the exponential of 2π times the first term on the right hand side of
(7.38) equals Id2m. Second, the second matrix on the right hand side of (7.38) is trace free, block
triangular and of lower order. In Section 13.2, we calculate exp(2πsP ) up to an error term for
s ∈ [−1, 1]. In order to understand the overall evolution over longer periods of time, it is sufficient
to focus on the case that s = 1. However, we are sometimes interested in going backwards in
time (for instance when specifying asymptotics), and in that case, it is of interest to know what
happens for s = −1. Finally, in the noisy setting, we are also interested in knowing what happens
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during one period of the oscillations, and this is the motivation for taking an interest in all the
s ∈ [−1, 1].
Freezing the coefficients. To estimate the evolution of solutions to non-constant coefficient equa-
tions (over one period), we freeze the coefficients and calculate the solution to the resulting constant
coefficient equation. In order to estimate the error involved, we need to compare the matrix ex-
ponential (which arises when freezing the coefficients) with the appropriate fundamental solution
of the actual system of equations. This is the topic of Section 13.3.
Assumptions and preliminary estimates. Turning to equations of the form (1.2), we state the
relevant assumptions in Section 14.1. The assumptions are restrictive enough that we can analyse
the behaviour over one period of the oscillations. However, they are also general enough that the
results apply in the situations considered in Chapters 2 and 6, as well as in those considered in
the present chapter. In Section 14.2 we perform a change of variables that allows us to isolate the
leading order behaviour during one period of the oscillations. It also allows us to appeal to the
matrix exponential calculations of Section 13.2.
Choosing time intervals. Above, we speak of “one period of the oscillations” etc. In general, this
notion is not uniquely defined. However, for practical purposes, we here take one period of the
oscillations to mean an interval [ta, tb] such that∫ tb
ta
g(ι, t)dt = 2π.
Variation within a period; a first approximation of the fundamental solution. Before appealing to
the results of Sections 13.2 and 13.3, we need to estimate the variation of the coefficients of the
equation within one period of the oscillations. This is the purpose of Sections 14.3 and 14.4. Given
the relevant estimates, we are then in a position to give a first approximation of the fundamental
solution; this is the purpose of Section 14.5.
Evolution over one period; iteration. In Chapter 15, we consider the evolution over one
period of the oscillations in greater detail. First, we derive a rough estimate in Section 15.1. This
estimate is then refined to a detailed estimate in Section 15.2.
Iteration. In order to estimate the evolution of the solution over longer periods of time, it is
convenient to introduce a time sequence {tk} such that [tk, tk+1] corresponds to one period of the
oscillations. Introducing such a time sequence and changing the variables appropriately yields an
iteration relating the solution at tk+1 to the solution at tk. Moreover, the matrices involved in
the relation can be well approximated by matrices that can be calculated from the coefficients of
the equation. The iteration is the basic tool for analysing the behaviour of solutions over longer
periods of time. The reader interested in the details is referred to Section 15.3.
7.5.2 The asymptotically diagonal setting
Preliminaries. In Part VI we turn to a study of asymptotically diagonal equations. To begin
with, we give an analytical definition of what this means in Section 20.2; in Part VII we verify
that the requirements of the analytical definition follow from the geometric conditions introduced
in Definition 7.8. In Section 20.2, we also work out some of the consequences of the definition. In
particular, we verify that the basic assumptions of Part III are satisfied. In Section 20.3, we then
turn to the problem of simplifying the matrix coefficients that appear in the iteration mentioned
above. Using this simplification, we are in a position to introduce a notion of “frequency eras”;
cf. Definition 20.10. In the non-degenerate setting, a frequency era is a time interval in which one
of the terms inside the parenthesis on the right hand side of (7.10) dominates. In Section 20.4,
we simplify the matrix coefficients further in frequency eras. Finally, in Section 20.5, we estimate
sums of the error terms that appear in the iteration.
Analysis for one mode. Given the preliminaries, we are in a position to analyse how the energy
associated with one mode evolves over time. This is the subject of Chapter 21, a chapter in
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which we restrict our attention to the asymptotically non-degenerate setting; cf. Definition 7.6.
To begin with, we devote Section 21.2 to estimating the evolution of the energy of one mode in
one frequency era. The basic tool for obtaining the estimates is the iteration. In the end, we
therefore need to estimate the norm of a matrix product (where the number of factors depends
on the frequency). The argument begins by a derivation of as good estimates of the constituent
matrices as possible. As a second step, we simplify the constituent matrices by conjugating them
with appropriate matrices. Finally, we estimate the norm of the matrix products; cf. the proof of
Lemma 21.7 for the details.
Refined estimates in transparent eras. Lemma 21.7 applies both when going forward and when
going backwards in time. In the case that β¯q 6= 0, the estimate is essentially optimal (with,
possibly, the exception of a loss eǫt in the decay). However, in the case that β¯q = 0, there is
potentially a substantial loss. We therefore devote Section 21.3 to deriving refined estimates in
transparent eras. The main idea in this case is that for ν¯q(ι) large, the results of Lemma 21.7
yield good estimates. On the other hand, fixing a 0 < Kco ∈ R, there are only finitely many types
of frequency eras with β¯q = 0 and ν¯q(ι) ≤ Kco. For the latter class of frequency eras, a refined
analysis can therefore be carried out, and the loss in the estimates is at worst of the form eǫt.
Estimates for one mode. Given the analysis described above, we are in a position to derive
estimates for one full mode. This is the purpose of Section 21.4. The desired conclusion is
essentially obtained by combining previous results.
Unbounded frequency eras. As already mentioned, many of the estimates involve a loss of the type
eǫt. However, in some cases, this loss can be avoided. In particular, in the case of a frequency
era of the form [t0,∞). In this case the loss eǫt can sometimes be replaced by a polynomial loss.
Justifying this statement is the subject of Section 21.5; cf., in particular, Lemma 21.29.
Optimality. Finally, in Section 21.6, we turn to the question of optimality. In order to obtain
the desired conclusions, it is sufficient to consider one frequency era. Moreover, we only need
to derive a lower bound on the norm of the matrix products, say Pk appearing in the iteration.
However, deriving such a lower bound is somewhat technical. First, we have to conjugate the
constituent matrices in order to isolate the dominant part; then we have to choose the initial data
ξ0 appropriately to ensure maximal growth of |Pkξ0|; and, finally, we have to verify that the error
terms do not cause problems.
Optimal energy estimates. In Chapter 22, we are finally in a position to prove the results
stated in the present chapter. The argument essentially consists of summarising the estimates
derived in previous chapters. In Section 22.2, we begin by dividing IB into different subsets.
Then, in Proposition 22.6, we derive estimates for individual modes, based on this division of IB.
Applying Minkowski’s inequality to the estimates for the individual modes yields Theorem 7.19;
cf. Section 22.3 below. Finally, we prove optimality in Section 22.4.
7.5.3 Outlook
Degeneracy. There are several ways in which one could think of improving the results of the
present chapter. First of all, it would be desirable to remove the non-degeneracy condition. It
is then to be expected that the one matrix X˜q∞ appearing in (7.23) is replaced by a compact set
of matrices; cf. X¯qdiag(ι) introduced in (20.37) below. This causes complications, but it should
be possible to derive conclusions nonetheless. For a non-degenerate equation with no transparent
eras, the growth/decay rate is determined by finitely many matrices. In the degenerate setting, it
is to be expected that the growth/decay rate is determined by the supremum of the real parts of
the eigenvalues of matrices belonging to a compact set. Moreover, there would be infinitely many
different matrices appearing in the estimates for the frequency modes. Nevertheless, it should be
possible to carry out a corresponding analysis.
Detailed estimates for a single mode. Considering a fixed mode, the time interval [0,∞)
can be divided into several parts. First, there is the initial interval [0, Tini], where Tini is, roughly
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speaking, defined by the condition that (7.11) is a good approximation of the equation for t ≥ Tini.
The interval [Tini,∞) is, in its turn, divided into frequency eras. Due to the methods developed in
Part VI of these notes, we have a good understanding of how the solutions behave in a frequency
era. However, it would be of interest to give a description of how the Fourier coefficient behaves
for all t ∈ [Tini,∞). In the present chapter we focus on estimates, but it would be of interest to
derive more information. A first step is taken in Subsection 21.4.1, but it should be possible to
do better.
Chapter 8
Improved asymptotic estimates in
the silent setting
Even though Proposition 4.10 gives detailed information concerning the asymptotic behaviour of
solutions in the silent setting, there is one fundamental problem: we have essentially no information
concerning the values of shom and sih. Proposition 4.15 suffers from a similar deficiency. In the
present chapter, we state results analogous to these propositions, but with specific values for the
loss of derivatives involved in the estimates.
8.1 Estimating the asymptotic data in terms of the initial
data
Let us start by giving an estimate of the asymptotic data in terms of the initial data, with a loss
of derivatives that can be calculated in terms of the coefficients of the equation.
Proposition 8.1. Consider the equation (1.2). Assume that it is geometrically non-degenerate,
diagonally dominated, balanced and convergent; cf. Definition 7.8. Assume that β¯Q < 0 and that
f is a smooth function such that for every s ∈ R,
‖f‖sil,s :=
∫ ∞
0
e−κsil,+t‖f(·, t)‖(s)dt <∞, (8.1)
where κsil,+ := κmax(A∞) and A∞ is defined by (4.4). Let βrem := min{−β¯Q, κmn}, where κmn
is the constant appearing in (7.20). Fix 0 < β ≤ βrem and ǫ > 0. Let Ea be the first generalised
eigenspace in the β,A∞-decomposition of C
2m; cf. Definition 4.7. Then there are constants Cǫ,β
and N , where Cǫ,β only depends on ǫ, β, the coefficients of the equation (1.2) and the spectra
of the Riemannian manifolds (Mr, gr), r ∈ {1, . . . , R}; and N only depends on m, such that the
following holds. Given a smooth solution u to (1.2), there is a V∞ ∈ C∞(M¯, Ea) such that∥∥∥∥
(
u(·, t)
ut(·, t)
)
− eA∞tV∞ −
∫ t
0
eA∞(t−τ)
(
0
f(·, τ)
)
dτ
∥∥∥∥
(s)
≤Cǫ,β〈t〉Ne(κsil,+−β)t
(‖ut(·, 0)‖(s+sh,β,++ǫ) + ‖u(·, 0)‖(s+sh,β,++ǫ+1) + ‖f‖sil,s+sih,β+ǫ)
(8.2)
holds for all t ≥ 0 and all s ∈ R. Here
sh,β,+ := max
1≤q≤Q
max
{
0,−β + κq,+ − κsil,+
β¯q
}
, (8.3)
sih,β :=max
{
−κode
β¯Q
,− β
β¯Q
+ max
1≤q≤Q
max
{
0,−κq,+ − κsil,+
β¯q
}}
, (8.4)
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where κode := RspA∞, cf. Definition 4.3, and κq,+ is defined by (7.24). Moreover,
‖V∞‖(s) ≤ Cǫ,β
(‖ut(·, 0)‖(s+sh,β+ǫ) + ‖u(·, 0)‖(s+sh,β+ǫ+1) + ‖f‖A,s+sih,β+ǫ) , (8.5)
where
sh,β := max
1≤q≤Q
(
−β + κq,+ − κsil,+
β¯q
)
. (8.6)
Remark 8.2. The proposition is a consequence of Proposition 23.1 and Remark 23.2.
Remark 8.3. The constants β¯q, q ∈ {1, . . . , Q}, are introduced in Definition 7.6.
Remark 8.4. The function V∞ is uniquely determined by the fact that it satisfies the estimate
(8.2).
Remark 8.5. Both sh,β,+ and sih,β are non-negative. However, sh,β could be strictly negative.
In this sense, the function V∞ could be more regular than the initial data.
Remark 8.6. As opposed to (4.10), β need not equal βrem in (8.2). The reason for allowing β
to vary in the range (0, βrem] is that a higher β yields more detailed asymptotics, but a lower β
yields a lower loss of derivatives.
Remark 8.7. Under some circumstances, the ǫ appearing in (8.2) and (8.5) can be removed. See
Remarks 23.8 and 23.9 for more details.
In order to illustrate the result, let us consider an example.
Example 8.8. Consider the equation (7.37). It satisfies the conditions of Proposition 8.1. More-
over, Q = 1; β¯1 = −1; (7.20) holds with κmn = 1; and βrem = 1. Let
ζ =
1
4
α2 ± 1
4
Y 2,
where Y ∈ R. There are two cases to consider.
Assuming, for the sake of argument, that ζ ≥ α2/4, we know that κsil,+ = −α/2 and that κode = 0.
Moreover,
κ1,+ =
1
2
(−α+ β¯1 + |X |).
Thus
sh,β = β − 1
2
(1− |X |).
In particular, for small β and |X |, we know that sh,β is negative. Note also that, regardless of
how small β is, Ea = C
2, and the map from initial data to asymptotic data is a homeomorphism.
If X = 0, (8.5) thus implies that for every ǫ > 0, there is a constant Cǫ such that
‖V∞‖(s) ≤ Cǫ
(‖ut(·, 0)‖(s−1/2+ǫ) + ‖u(·, 0)‖(s+1/2+ǫ)) .
Moreover, for β ≤ 1/2, sh,β,+ = 0, so that (8.2) only involves an ǫ-loss in derivatives. On the
other hand, the time dependence of the right hand side is then not optimal. In fact, we are
allowed to choose β = 1, and then the right hand side of (8.2) has a time dependence of the form
〈t〉Ne(κsil,+−1)t as opposed to 〈t〉Ne(κsil,+−1/2)t. However, the price for the improvement as far as
the time dependence is concerned is a loss of derivatives.
Assume now that ζ ≤ α2/4. Then κsil,+ = −α/2 + |Y |/2. On the other hand, κ1,+ is the same as
before so that
sh,β = β − 1
2
(1 + |Y | − |X |).
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In this case, it is thus clear that sh,β can be made arbitrarily negative, by making |Y | large enough.
On the other hand, RspA∞ = κode = |Y |. Thus, if β ≤ |Y |, Ea is (complex) one dimensional. If
we wish Ea to be two dimensional, we have to have β > |Y |, in which case
sh,β >
1
2
(|Y |+ |X | − 1) ≥ −1
2
.
If we want complete asymptotic information, we can thus not hope for sh,β ≤ −1/2. Note also
that if |Y | ≥ 1, we, in the present context, do not obtain a homeomorphism between initial data
and asymptotic data.
8.2 Estimating the initial data in terms of the asymptotic
data
Next, we improve Proposition 4.15 by expressing the derivative losses in terms of the coefficients
of the equation.
Proposition 8.9. Consider the equation (1.2) with f = 0. Assume that it is geometrically
non-degenerate, diagonally dominated, balanced and convergent; cf. Definition 7.8. Assume that
β¯Q < 0 and let βrem := min{−β¯Q, κmn}, where κmn is the constant appearing in (7.20). Fix
0 < β ≤ βrem and ǫ > 0. Let Ea be the first generalised eigenspace in the β,A∞-decomposition of
C
2m; cf. Definition 4.7. Then there is a linear injective map
Φβ,∞ : C
∞(M¯, Ea)→ C∞(M¯,C2m)
such that the following holds. First, if Φjβ,∞ : C
∞(M¯, Ea) → C∞(M¯,Cm), j = 1, 2, are defined
by the condition that
Φβ,∞(ψ) =
(
Φ1β,∞(ψ)
Φ2β,∞(ψ)
)
for all ψ ∈ C∞(M¯, Ea), then
‖Φ1β,∞(ψ)‖(s+1) + ‖Φ2β,∞(ψ)‖(s) ≤ Cǫ‖ψ‖(s+sh,−+ǫ) (8.7)
for all s ∈ R and all ψ ∈ C∞(M¯, Ea), where Cǫ only depends on ǫ, the coefficients of the equation
(1.2) and the spectra of (Mr, gr), r ∈ {1, . . . , R}, and
sh,− := max
1≤q≤Q
(
−κq,− + κsil,+
β¯q
)
. (8.8)
Second, if ψ ∈ C∞(M¯, Ea) and u is the solution to (1.2) (with f = 0) such that(
u(·, 0)
ut(·, 0)
)
= Φβ,∞(ψ), (8.9)
then ∥∥∥∥
(
u(·, t)
ut(·, t)
)
− eA∞tψ
∥∥∥∥
(s)
≤Cǫ,β〈t〉Ne(κsil,+−β)t
(‖ut(·, 0)‖(s+sh,β,++ǫ) + ‖u(·, 0)‖(s+sh,β,++ǫ+1))
(8.10)
holds for all t ≥ 0 and all s ∈ R, where Cǫ,β only depends on ǫ, β, the coefficients of the equation
(1.2) and the spectra of the Riemannian manifolds (Mr, gr), r ∈ {1, . . . , R}, and N only depends
on m. Finally, if Ea = C
2m (i.e., if β > RspA∞; cf. Definition 4.3), then Φβ,∞ is surjective.
Remark 8.10. The proposition is a consequence of Proposition 23.10 and Remark 23.11.
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Remark 8.11. Again, the ǫ appearing in (8.7) can be removed under appropriate circumstances;
cf. Remark 23.12.
Again, let us illustrate the result with an example.
Example 8.12. Consider the equation (7.37). It satisfies the conditions of Proposition 8.9 and
in what follows, we use the notation introduced in Example 8.8. As before, there are two cases to
consider.
Assume that ζ ≥ α2/4. Then κsil,+ = −α/2 and
κ1,− =
1
2
(α− β¯1 + |X |),
so that
sh,− =
1
2
(1 + |X |).
Note that |X | only leads to a loss. Comparing with Example 8.8, we see that if X = 0, we can,
roughly speaking, gain 1/2 derivative when going from initial data to asymptotic data, but we lose
roughly 1/2 derivative when going back. Introducing X 6= 0 leads to an additional loss in both
directions.
Assume that ζ ≤ α2/4. In this case, κ1,− remains the same, but κsil,+ changes. In fact,
sh,− =
1
2
(1 + |X |+ |Y |).
In other words, X and Y only yield a loss of derivatives. Comparing with Example 8.8, we see
that the (potential) gain caused by Y when going from initial data to asymptotic data is lost when
going back.
8.3 Outline of the argument, outlook
The proofs of Propositions 8.1 and 8.9 build on Part III and Chapters 20–22. However, the
argument is based on a more refined version of the analysis of the Fourier coefficients than the one
used to obtain optimal energy estimates. In fact, in order to obtain optimal energy estimates, it
is sufficient to isolate the frequency era corresponding to the least amount of decay. However, in
order to calculate the loss of derivatives of interest in the present chapter, we need to consider all
the frequency eras for a given mode.
Refined analysis. Consider a Fourier coefficient z corresponding to a solution to (1.2) and a
ι ∈ IB. Under the assumptions of Propositions 8.1 and 8.9, there is a Tode such that the ODE-
behaviour is dominant in [Tode,∞). The interval [0, Tode] can, in its turn, be divided into frequency
eras, say [0, T1], . . . , [Tl, Tode]. In each frequency era, there is a worst case scenario as far as the
growth/decay is concerned, say λj in [Tj , Tj+1]. This leads, roughly speaking, to a growth of the
form
exp[λ0T1 + · · ·+ λl(Tode − Tl) + κsil,+(t− Tode)]
for t ≥ Tode. On the other hand, Tl+1 − Tl can be estimated in terms of ι. Moreover, we, in the
end, wish to compare this growth with eκsil,+t. This leads to the problem of estimating, e.g.,
exp[(λ0 − κsil,+)T1 + · · ·+ (λl − κsil,+)(Tode − Tl)]. (8.11)
In particular, we are interested in the worst case scenario as we vary ι. Carrying out the corre-
sponding analysis leads to the conclusion that expressions of the form (8.11) can be estimated by
C〈ν(ι)〉sa for some sa ∈ R depending on the β¯q, the κq,+ and κsil,+. This is, roughly speaking, the
argument by which one arrives at the number sh,β. Note that all the λj −κsil,+ could be negative;
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this is the origin of the (potential) gain of derivatives in the estimate for V∞. In the case of sh,β,+,
the estimate has to be valid for all t ≥ 0, and it is therefore clear that sh,β,+ has to be bounded
from below by zero.
Outline. The main structure of the proofs of Propositions 8.1 and 8.9 is similar to that of the
proofs of Propositions 4.10 and 4.15; cf. Subsection 4.4.2 for a rough description of the arguments
in the case of the latter propositions. However, in order to obtain the desired estimates, we need
to appeal to the refined analysis described above. The details are provided in Sections 23.2 and
23.3.
8.3.1 Outlook
In the present chapter, we only consider the silent setting. It would, however, also be of interest
to derive similar conclusions in the transparent and noisy settings. Using the methods developed
in these notes, it should be possible to do so. However, the required arguments can be expected
to be lengthy.
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Part II
Rough analysis in the silent and in
the transparent settings
97

Chapter 9
ODE’s with exponentially
decaying error terms
Introduction. Consider (1.42), obtained by decomposing (1.2) into Fourier modes. Introducing
additional variables, it can be reformulated as a first order system
v˙(t) = B(t)v(t) + F (t). (9.1)
The function F arises from fˆ appearing on the right hand side of (1.42) and depends on the
frequency ι ∈ IB and t. In general, B also depends on both ι and t. However, in the silent setting,
the matrix can be written as a sum B(t) = A + Arem(t), where A is a constant matrix and Arem
decays exponentially. Moreover, A does not depend on ι. This is the simplest situation, and the
one we consider in the present chapter. The case of transparent equations is similar. However, in
that case, A depends on ι, a more complicated situation which we discuss in Chapter 11. Even
though the division of B into A and Arem corresponds to a division into a dominant part A and
an error term Arem, there is one problem: Arem depends on ι, and ‖Arem(0)‖ typically tends on
∞ as |ν(ι)| → ∞. In that sense, Arem cannot be considered to be negligible. On the other hand,
the equations of interest are such that for each ι, there is a time, say Tode (depending on ι), such
that
‖Arem(t)‖ ≤ Creme−βrem(t−Tode) (9.2)
for t ≥ Tode. Moreover, Crem > 0 and βrem > 0 are independent of ι. Here we refer to the interval
[Tode,∞) as the non-oscillatory or ODE era of the relevant Fourier mode, and this is the interval
we focus on in the present chapter.
Asymptotics. In this chapter we analyse the asymptotics of solutions to
v˙(t) = Av(t) +Arem(t)v(t) + F (t), (9.3)
where Arem satisfies (9.2) and A is constant. To begin with, it can be demonstrated that, roughly
speaking, solutions do not grow faster than solutions to v˙(t) = Av(t) + F (t); cf. Lemma 9.13. In
order to obtain detailed asymptotics, it is necessary to make more detailed assumptions concerning
F . If F grows more quickly (or decays less slowly) than the fastest growing solution to v˙ = Av,
then F can be expected to have a dominant influence on the asymptotics. However, there might be
cancellations associated with, e.g., oscillatory behaviour in F . In order to obtain detailed asymp-
totics in such a situation, it can thus be expected to be necessary to make detailed assumptions
concerning F . This is not our main interest here, and we therefore restrict our attention to the
case that the fastest growing solutions to v˙ = Av grow more quickly than F . To be more precise,
we assume that
‖F‖A :=
∫ ∞
0
e−κ1s|F (s)|ds <∞, (9.4)
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where κ1 := κmax(A); cf. Definition 4.3. Under these circumstances, Lemma 9.13 ensures that
solutions to (9.3) do not grow faster than the fastest growing solutions to v˙ = Av; i.e.,
|v(t)| ≤ C〈t− Tode〉d1−1eκ1(t−Tode) (9.5)
for t ≥ Tode, where we have used the notation (4.5) and d1 := dmax(A, κ1); cf. Definition 4.3. At
this stage, it would seem natural to return to (9.3) in order to calculate the leading order terms
of the asymptotics. Compute, to this end,
d
dt
(
e−Atv −
∫ t
Tode
e−AsF (s)ds
)
= e−AtArem(t)v(t). (9.6)
Under ideal circumstances, the right hand side decays exponentially, so that we can integrate this
equality. This would lead to the conclusion that the expression inside the parenthesis on the left
hand side converges exponentially. Thus v would, to good approximation, behave as a solution to
(9.3) with Arem set to zero. However, even though Arem and v satisfy (9.2) and (9.5) respectively,
there is no reason why the right hand side of (9.6) should decay exponentially. Whether we obtain
exponential decay or not is determined by the spread of the real parts of the eigenvalues of A; cf.
Definition 4.3. If RspA < βrem, then the right hand side of (9.6) decays exponentially. However,
if RspA ≥ βrem we need to proceed differently. By conjugating A by a suitable T ∈ GLk(C),
the resulting matrix is in block form; T−1AT = diag{Aa, Ab}. Moreover, κmax(Aa) = κmax(A),
RspAa < βrem and κmax(Ab) ≤ κmax(A) − βrem; cf. Definition 4.3 for an explanation of the
notation. This follows from transforming A to Jordan normal form and arranging the Jordan
blocks in a suitable way. Letting w(t) := T−1v(t) and letting wa and wb denote the components of
w corresponding to the blocks Aa and Ab respectively, (9.3) can be divided into the two equations
w˙a(t) =Aawa(t) + [T
−1Arem(t)v(t)]a + [T
−1F (t)]a, (9.7)
w˙b(t) =Abwb(t) + [T
−1Arem(t)v(t)]b + [T
−1F (t)]b. (9.8)
Here ξa and ξb denote the components of ξ ∈ Ck corresponding to the blocks Aa and Ab respec-
tively. In the case of wa, we can carry out a computation similar to (9.6) by appealing to (9.7). In
this way we obtain the leading order behaviour of wa. However, in the case of wb we only obtain
an estimate. This is not so surprising, since the second term on the right hand side of (9.8) is,
on the one hand, an error term (the only information we have concerning Arem is an estimate).
On the other hand, this term could potentially grow more quickly than the fastest growing solu-
tion to w˙b = Abwb. For this reason, it is not realistic to hope to extract asymptotic information
concerning wb.
Outline. The outline of the present chapter is as follows. In Section 9.1, we state the equations of
interest and describe in greater detail the algebraic decomposition leading to (9.7) and (9.8). Then
we proceed to derive a rough estimate for solutions to (9.3). This is the subject of Section 9.2.
Given this information, it is then possible to derive detailed asymptotics concerning wa in the
above decomposition; cf. Section 9.3. This gives a map from initial data for (9.3) to asymptotic
data for wa. However, it is also of interest to go in the other direction; i.e., to start with asymptotic
data for wa and to construct initial data for (9.3) such that the corresponding solution yields the
desired asymptotic data for wa. In Section 9.4 we demonstrate that this is possible. In all of the
arguments, it is of great importance to keep track of the constants involved, since we, in the end,
are interested in an infinite sequence of equations and a corresponding infinite sequence of times
Tode.
9.1 Equations and algebraic decompositions
In this chapter we are concerned with the non-oscillatory, or ODE, era of a Fourier mode of an
asymptotically silent equation. However, it is convenient to formulate general results that do not
refer to the PDE origin of the problem. Let us start by describing the class of equations we are
interested in.
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9.1.1 Class of equations
We are interested in equations of the form (9.3) for a Ck-valued function v, 1 ≤ k ∈ Z, where F is
a given smooth Ck-valued function on R; A ∈Mk(C); and Arem is a smooth function from R to
Mk(C). We assume, moreover, that there are constants Crem, Tode ≥ 0 and βrem > 0 such that
‖Arem(t)‖ ≤ Creme−βrem t¯ (9.9)
for t ≥ Tode, where t¯ := t− Tode. We refer to βrem as the ODE margin.
9.1.2 Motivation and goal
The equation (9.3) should be thought of as a model equation for the Fourier modes of an asymp-
totically silent equation. In that setting, there are infinitely many different modes (corresponding
to infinitely many different matrices Arem). However, there are universal constants βrem and Crem
such that (9.9) holds for Tode large enough. Note, however, that Tode does depend on the mode.
Our goal is to estimate the difference between v and an appropriate solution to the equation that
results by removing the second term on the right hand side from (9.3). The estimate should be
valid for t ≥ Tode. Since A, βrem and Crem should be thought of as universal (independent of
mode), it is not of any greater importance to spell out the dependence of constants (appearing in
the estimates) on Crem, βrem and A explicitly. However, we need to keep very careful track of the
dependence on Tode.
9.1.3 Decomposition of A
The complex k×k-matrix A plays a central role in (9.3). Many of the results below will be phrased
in terms of different algebraic decompositions of A. For the sake of clarity, we here collect all the
details of these decompositions in one subsection. Our motivation for decomposing A is described
in connection with (9.7) and (9.8). In particular, the starting point, motivating the decomposition,
is the fact that the ODE margin might be strictly smaller than the real eigenvalue spread of A;
i.e., that the inequality βrem < RspA might hold.
Lemma 9.1. Given 1 ≤ k ∈ Z, 0 < β ∈ R and A ∈ Mk(C), there is a T ∈ GLk(C) such that
AJ := T
−1AT has the following properties. To begin with,
AJ = T
−1AT = diag{Aa, Ab},
where Aa ∈ Mka(C); Ab ∈ Mkb(C); 1 ≤ ka ∈ Z and 0 ≤ kb ∈ Z are such that ka + kb = k;
and Aa and Ab consist of Jordan blocks. Moreover, RspAa < β; κmax(Aa) = κmax(A); and
κmax(Ab) ≤ κmax(A)− β (assuming kb ≥ 1).
Remarks 9.2. If kb = 0, then diag{Aa, Ab} should be interpreted as equalling Aa. Moreover,
the notation κmax(A) is introduced in Definition 4.3. The matrices T , Aa etc. are not unique.
However, the dimensions ka and kb are well defined.
Proof. The statement follows by transforming A to Jordan normal form and then arranging the
Jordan blocks appropriately.
Definition 9.3. Given 1 ≤ k ∈ Z, A ∈ Mk(C) and 0 < β ∈ R, let ka and kb be the integers
obtained by appealing to Lemma 9.1. Below, ka and kb are referred to as the dimensions of the
first and second subspaces (respectively) of the β, A-decomposition of Ck. If B ∈Mk(C) can be
written B = diag{Ba, Bb}, where Ba ∈Mka(C) and Bb ∈Mkb(C), then Ba (Bb) is referred to as
the first (second) block of the β, A-decomposition of B. If ξ ∈ Ck and ξa ∈ Cka collects the first
ka components of ξ and ξb ∈ Ckb collects the last kb components of ξ, then ξa (ξb) is referred to as
the first (second) component in the β, A-decomposition of ξ. Finally, if T is obtained by appealing
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to Lemma 9.1, Ea := T (C
ka × {0}kb) and Eb := T ({0}ka × Ckb), then Ea (Eb) is referred to as
the first (second) generalised eigenspace in the β, A-decomposition of Ck. The first generalised
eigenspace in the β, A-decomposition of Ck is also denoted by EA,β .
Remark 9.4. The vector space Ea (Eb) is the direct sum of the generalised eigenspaces of A
corresponding to eigenvalues in SpAa (SpAb); here Aa and Ab are obtained by appealing to
Lemma 9.1. In particular, the spaces Ea and Eb are uniquely determined by A and β > 0.
Moreover, dimEa = ka and dimEb = kb. Finally, note that the present definition is consistent
with Definition 4.7.
In our applications, the following estimate will be of interest.
Lemma 9.5. Given 1 ≤ k ∈ Z, A ∈ Mk(C) and 0 < β ∈ R, let Ea (Eb) be the first (second)
generalised eigenspace in the β, A-decomposition of Ck. Let Πa : C
k → Ea and Πb : Ck → Eb
be defined by the condition that x = Πax + Πbx for all x ∈ Ck. Let κb := κmax(Ab) and db :=
dmax(Ab, κb), where Ab is the restriction of A to Eb; cf. Definition 4.3. Then
‖eAtΠb‖ ≤ CA〈t〉db−1eκbt
for all t ≥ 0, where CA only depends on A.
Proof. Let T , ka and kb be obtained by appealing to Lemma 9.1 and let πb : C
k → {0}ka × Ckb
be the projection onto the last kb elements of C
k. Then Πb = TπbT
−1, so that
eAtΠb = TT
−1eAtTπbT
−1 = Tdiag{0ka , eAbt}T−1,
where Ab here denotes the matrix appearing in the statement of Lemma 9.1. The statement of
the lemma follows.
Below, the following terminology will be important.
Definition 9.6. Given 1 ≤ k ∈ Z, A ∈Mk(C) and 0 < β ∈ R, let AJ,i := iIm{AJ}, where AJ is
obtained by appealing to Lemma 9.1. Then AJ,i is diagonal and purely imaginary, and the smooth
function RA : R → Mk(C) defined by RA(t) := exp(−AJ,it) is referred to as a rotation matrix
associated with A.
Remark 9.7. Note that ‖RA(t)‖ = ‖[RA(t)]−1‖ = 1.
In our setting, we are given a matrix A ∈Mk(C) and a 0 < βrem ∈ R. Appealing to Lemma 9.1
with β replaced by βrem then yields a matrix AJ , which we here refer to as Apre. Let κ1 := κmax(A),
cf. Definition 4.3, and consider Ainter := Re{Apre} − κ1Idk. This is a real k × k-matrix consisting
of Jordan blocks, all of whose diagonal elements are non-positive. It would be convenient if the
Jordan blocks in Ainter with strictly negative eigenvalues were negative definite. However, this
need not be the case. On the other hand, it can be arranged.
Lemma 9.8. Let J ∈ Mk(R) be a Jordan block whose diagonal components equal λ ∈ R. For
every 0 < ǫ ∈ R, there is then a diagonal matrix D ∈ GLk(R) such that for every x ∈ Rk,
xtD−1JDx ≤ (λ+ ǫ)|x|2.
Moreover, ‖D‖ = max{1, ǫk−1} and ‖D−1‖ = max{1, ǫ−(k−1)}.
Remark 9.9. The difference between J and D−1JD is that the off-diagonal 1’s in J have been
replaced by ǫ. Below, it will be convenient to refer to a matrix of the form D−1JD as a generalised
Jordan block. We also use this terminology when J is complex.
Proof. The matrix D can be chosen according to D = diag{1, ǫ, . . . , ǫk−1}.
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Applying this to the individual Jordan blocks leads to the following definition.
Definition 9.10. Given 1 ≤ k ∈ Z, A ∈Mk(C) and 0 < β ∈ R, let T be a matrix of the form ob-
tained in Lemma 9.1. Let, moreover, κ1 := κmax(A). Then there is a diagonal matrix D ∈ GLk(R)
such that if TA := TD, then T
−1
A ATA consists of generalised Jordan blocks. Moreover, all the
generalised Jordan blocks of JA := Re{T−1A ATA}−κ1Idk corresponding to negative eigenvalues are
negative definite. A matrix TA obtained in this way is referred to as a β-normalised A-conjugation
matrix. Moreover, the matrix JA is referred to as a real β-normalised Jordan decomposition of A.
Remarks 9.11. The notion of a generalised Jordan block is introduced in Remark 9.9. Note that
the definition of TA leads to ‖TA‖ and ‖T−1A ‖ depending on the distance between the largest and
the second largest real part of an eigenvalue of A. On the other hand, ‖TA‖ and ‖T−1A ‖ depend
only on A (partly through this distance).
Remarks 9.12. Note that the matrices RA(t), TA and JA are dependent on a number of choices.
For this reason we speak of a rotation matrix instead of the rotation matrix etc. However, we
assume the different choices to be consistent with each other in the sense that they are related
to each other as described above. Then RA(t) and AJ,i (cf. Definition 9.6) commute with JA,
since for each generalised Jordan block in JA, the corresponding diagonal components in AJ,i are
constant.
For future reference, it is of interest to note that eAt can be expressed in terms of the above
decomposition of A. In fact, given A ∈ Mk(C) and 0 < β ∈ R, let T and J be the TA and JA
(respectively) constructed in Definition 9.10. Let, moreover, R be the matrix valued function RA
constructed in Definition 9.6. Then
T−1AT = AJ,i + J + κ1Idk, (9.10)
so that
eAt = eκ1tT [R(t)]−1eJtT−1; (9.11)
note that R(t) commutes with J , cf. Remarks 9.12. Alternately, since T−1AT = diag{Aa, Ab}
(this is true irrespective of whether T is the matrix obtained in Lemma 9.1 or if T is the matrix
TA introduced in Definition 9.10),
eAt = Tdiag{eAat, eAbt}T−1.
9.2 Rough estimate of solutions
The first step in the analysis of the asymptotics is to derive an estimate for |v(t)| for t ≥ Tode,
where v is a solution to (9.3). This is the subject of the present section.
Lemma 9.13. Consider the equation (9.3), where A, Arem and F satisfy the assumptions described
in Subsection 9.1.1. There is a constant C, depending only on Crem, βrem and the matrix A, such
that if v is a solution to (9.3), then
|v(t)| ≤ C〈t¯〉d1−1eκ1 t¯|v(Tode)|+ C
∫ t
Tode
〈t− s〉d1−1eκ1(t−s)|F (s)|ds (9.12)
for t ≥ Tode, where t¯ = t− Tode, κ1 := κmax(A) and d1 := dmax(A, κ1); cf. Definition 4.3.
Remark 9.14. The constant C may depend on, e.g., the reciprocal of the difference between the
largest and the second largest real part of an eigenvalue of A. If one is interested in applying the
result for an infinite set of matrices A, this has to be kept in mind.
