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In the last two decades non-equilibrium spectroscopies have evolved from avant-garde stud-
ies to crucial tools for expanding our understanding of the physics of strongly correlated ma-
terials. The possibility of obtaining simultaneously spectroscopic and temporal information
has led to insights that are complementary to (and in several cases beyond) those attainable
by studying the matter at equilibrium. From this perspective, multiple phase transitions and
new orders arising from competing interactions are benchmark examples where the inter-
play among electrons, lattice and spin dynamics can be disentangled because of the different
timescales that characterize the recovery of the initial ground state. For example, the nature
of the broken-symmetry phases and of the bosonic excitations that mediate the electronic
interactions, eventually leading to superconductivity or other exotic states, can be revealed
by observing the sub-picosecond dynamics of impulsively excited states. Furthermore, recent
experimental and theoretical developments have made possible to monitor the time-evolution
of both the single-particle and collective excitations under extreme conditions, such as those
arising from strong and selective photo-stimulation. These developments are opening the road
toward new non-equilibrium phenomena that eventually can be induced and manipulated by
short laser pulses.
Here, we review the most recent achievements in the experimental and theoretical studies
of the non-equilibrium electronic, optical, structural and magnetic properties of correlated
materials. The focus will be mainly on the prototypical case of correlated oxides that exhibit
unconventional superconductivity or other exotic phases. The discussion will extend also to
other topical systems, such as iron-based and organic superconductors, MgB2 and charge-
transfer insulators. Under the light of this review, the dramatically growing demand for novel
experimental tools and theoretical methods, models and concepts, will clearly emerge. In
particular, the necessity of extending the actual experimental capabilities and the numerical
and analytic tools to microscopically treat the non-equilibrium phenomena beyond the simple
phenomenological approaches represents one of the most challenging new frontier in physics.
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1. Introduction
Since a long time, the study of the physical properties of materials is pervaded
by non-equilibrium methods and concepts. Any form of transport or tunneling
property is inferred from measurements performed under the application of elec-
tric fields that drive the motion of the conduction electrons. As well, optical and
photoemission spectroscopies require electromagnetic fields for inducing transitions
between different energy levels. Although perturbative of an equilibrium state, the
common nature of these experiments relies on the fact that the external stimuli are
either extremely weak or their application lasts for a time much longer than the
interaction time among the internal degrees of freedom of the system. Expressly,
a steady state regime, which may or may not correspond to the real ground state,
is reached on a timescale much faster than the observation time, thus providing
a quasi-equilibrium information which can be treated consistently by conventional
statistical approaches.
The possibility of breaking this paradigm by applying external perturbations
faster than the typical relaxation times led to dramatic advances. One of the most
important examples is offered by cold atoms, in which the typical lifetimes of the
excited states are so long that the transformation from an excited quantum state
to a statistical ensamble can be directly followed in real time. Similar approaches
in condensed matter have been sought for a long time, for their fundamental inter-
actions are often confined in the sub-nanosecond timescale. A turning point was
attained with the advent of ultrafast laser sources. These lasers deliver ultrashort,
coherent and tunable light pulses with durations ranging from a few to several hun-
dreds of femtoseconds (1 fs=10−15 s). Since then, it was realized that such lasers
could be used to create non-equilibrium conditions on timescales faster than the
energy exchange with lattice vibrations, magnetic excitations and other degrees
of freedom, hence disclosing physical phenomena not observable by equilibrium
spectroscopies.
Among the wealth of systems and physical processes that could be investigated
by ultrafast experiments, strongly correlated materials soon attracted a substantial
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attention. These systems are generally on the verge of multiple phase transitions,
because of the strong interactions between electrons occupying the same lattice
sites, and hence prone to dramatic changes of the electronic properties upon small
changes in the external parameters, like temperature, doping, pressure and applied
magnetic fields. As a natural extension of this concept, ultrashort light pulses could
be used as an additional knob to control the physical properties of the transient
electronic states in the sub-ps timescale, till to reach nowadays the sub-fs time
scale. In some cases, the interplay among different degrees of freedom that are
strongly intertwined in the frequency domain, has been disentangled in the time
domain by exploiting specific thermalization processes characterized by different
timescales.
Within correlated materials, copper oxide-based compounds are an interesting
system for observing ultrafast mechanisms depending on temperature, pressure,
doping and external fields, hence unveiling complex phenomena that impact on
some of the paradigms of the solid state physics. The information attainable by non
equilibrium studies is also relevant for studying the electron-boson interactions, the
development of low temperature symmetry-breaking instabilities, the competing or
cooperative interactions among different order parameters and the doping evolution
of the fundamental electronic excitations from incoherent charge fluctuations to
coherent quasi-particles, along with other many-body mechanisms in condensed
matter.
Along with the above mentioned topics, the study of non-equilibrium phenomena
in superconductors has become so important that it can be regarded as a funda-
mental topic for condensed matter physics. Since the first observation that intense
laser pulses can non-thermally destroy the superconducting state, laser-based spec-
troscopies gradually surpassed the junction carrier injection as a tool for studying
non-equilibrium phenomena in superconductors. This topic further evolved after
the advent of ultrafast lasers and time-resolved experiments have been expanded
from superconductivity to other systems for studying the charge-orders, the spin
and charge density waves, the electronically-driven phase transitions and other
mechanisms resulting from strong correlation effects.
There are important reasons for studying non-equilibrium superconductivity in
the time domain. As an example, the dynamics of gapped phases is ubiquitously
characterized by the presence of bottlenecks in the relaxation dynamics. In this
case, part of the system, such as gap-edge electrons and optical phonons, reach a
quasi-equilibrium condition whereas the remaining degrees of freedom are almost
unaffected. This experimental fact suggests that the single particle kinetics at the
gap edges can be observed in some detail. For example, In the bottleneck regime,
the measured relaxation rates are ruled by the fundamental interactions among the
elementary single-particle excitations, thus providing complementary information
to those obtained by equilibrium spectroscopic methods. The proper treatment of
bottlenecks turns out to be crucial for understanding the relaxation of quasipar-
ticles across the superconducting gap, hence suggesting the most relevant bosonic
modes that are populated during the recombination process.
More in general, the timescale of the relaxation of high-energy electronic excita-
tions and the quasi-particle (QP) recombination dynamics, via electron-electron,
electron-phonon or electron-spin scattering, can unveil the most important interac-
tions in the compound. By tuning the laser photon energy it is possible to induce
resonant transitions between states with energies ranging from ∼0.001 eV to ∼6 eV,
thus allowing to select particular relaxation channels. Finally, time-domain laser
spectroscopy can be used to investigate the dynamics of collective states, such as
the destruction of the superconducting condensate and its collective recovery or
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the intrinsic dynamics of the amplitude and phase modes associated to specific
order parameters. For example, the study of the destruction and recovery of the
superconducting condensate in the time-domain can reveal new processes, such
as the formation of vortex-antivortex pairs or the coexistence of superconducting
and normal domains, eventually similar to those observed at equilibrium when an
external magnetic field is applied.
The possibility of selectively exciting specific degrees of freedom in correlated
materials and superconductors opens the way to create novel metastable states,
that cannot be reached via thermodynamic transformations. Even though a com-
prehensive review of photo-induced phase transitions is beyond the scope of the
present work, we will report some important examples of non-equilibrium phenom-
ena that can be induced by strong laser-field excitations. The recent advances in
the production of intense THz and mid-infrared pulses led to the possibility of
directly coupling the laser field to low-energy degrees of freedom and to directly
investigate, for example, the emergence of cooperative phenomena induced by se-
lective lattice excitations. All these results point to achieve a real optical control
of macroscopic electronic phases on the sub-picosecond timescale.
Nowadays, time-resolved optical experiments can probe almost entirely the elec-
tromagnetic spectrum from THz to the hard X-rays using either conventional ultra-
fast laser sources or free electron lasers. This impressive development offers a wealth
of possibilities to perform non-equilibrium studies based on optical and photoemis-
sion spectroscopies or diffraction and inelastic scattering experiments. Conversely,
the development of suitable theoretical frameworks to treat non-equilibrium prob-
lems is still at its infancy, while significant works are currently under development
to describe the many-body non-equilibrium physics in condensed matter. For this
reason, an entire chapter is focused on the ongoing theoretical efforts to treat
strong-electronic correlations in non-equilibrium conditions with the aim of going
beyond the phenomenological models currently used to interpret time-resolved ex-
periments in the ultrafast time domain.
The review is organized as follows.
In Chapter 2, we provide a survey of the pump-probe (P-p) techniques for cor-
related electron systems, with particular focus on table-top experiments.
Chapter 3 reports on the basic models used for describing the quasiparticle dy-
namics in strongly correlated materials starting from the link between the concepts
established by frequency-domain experiments/theories and the novel phenomenol-
ogy emerging from non-equilibrium approaches. In particular, a significant empha-
sis is given to the Gutzwiller approximation and Dynamical Mean-Field Theory,
that today are among the best methods to describe the quasiparticle evolution in
the vicinity of Mott-Hubbard transitions. Finally, we present the most widely used
models to treat non-equilibrium superconductivity and extract the microscopic in-
teraction parameters from the measured relaxation time. Specifically, we discuss
the effective-temperature models used to extract the electron-boson coupling in the
normal state and the Rothwarf-Taylor and other effective models to describe the
dynamics of gapped excitations in the superconducting phase. Finally, we introduce
the time-dependent Ginzburg-Landau functionals to phenomenologically describe
the dynamics of any perturbed order parameter in a symmetry-broken phase.
In Chapter 4 we introduce the basic physics related to the optical properties
of strongly correlated materials out of equilibrium. The core of this Chapter is
the link between the equilibrium optical properties of correlated materials and
the non-equilibrium physics that is probed by time resolved optical experiments.
We introduce the extended Drude model and the electron-boson scattering as ob-
served in optical experiments, along with the THz/infrared conductivity. In order
May 25, 2016
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to bridge the theory with the optical experimental data, we dedicate a section to the
description of the optical conductivity of correlated materials by means of Dynam-
ical Mean Field Theory. The second part of the Chapter is aimed at introducing
the concept of differential dielectric function for non-equilibrium measurements
and to discuss the possible strategies to extract quantitative information from the
experiments.
Chapter 5 constitutes the core of this work and presents an outline of the most
important results in the field. In the first part we report a historical overview of
the first pioneering single-colour experiments on superconductors and other cor-
related materials. In the second part of the Chapter we present the outcomes of
the most advanced non-equilibrium spectroscopies and we discuss the main ideas
and concepts emerging from the whole of the experimental data. In particular, we
tackle the electron dynamics of charge-transfer and Mott insulators, the electron-
boson coupling in correlated materials, the ultrafast dynamics in the pseudogap
phase, the superconductivity-induced spectral-weight change, the fluctuations of
the superconducting order parameters. Finally, the possibility of impulsively excit-
ing coherent waves in symmetry-broken phases is discussed.
Chapter 6 overviews some selected topics that are relevant for achieving the
all-optical manipulation of the electronic properties of correlated materials. Far
from pretending of being comprehensive, we mainly discuss the recent attempts for
non-thermally destroying or photoinducing the superconductivity and for optically
creating transient metastable states with exotic electronic properties.
Chapter 7 presents the state-of-the art techniques to theoretically treat the many-
body problem of correlated materials driven out of equilibrium. While we mainly
focus on the Gutzwiller variational approach and on Dynamical Mean Field The-
ory, we also discuss the different approaches today available and we introduce the
next steps required to achieve a realistic description of time-resolved experiments.
Since the development of the theoretical models for non-equilibrium experiments
is still under development, some of the presented results should be considered of
relevance by themselves, even without a direct connection (for the moment) to the
experiments.
2. Non-equilibrium optical techniques for correlated electron systems: a
survey
In the 1980s, when the first ∼100 fs laser pulses have been generated by colliding-
pulse mode- locked (CPM) dye laser [1], it was clear that the route for studying
the matter out of equilibrium was open. A few years later the pulse length was
brought down to ∼30 fs pulses [2] and then further down to ∼6 fs [3] and the
direct observation of the charge transfer process in semiconductors and molecules
was made possible. A further step ahead was done in the early 1990s when coherent
pulses of ∼60 fs infrared (IR) were generated using the self mode-locking technique
in Ti:sapphire-based lasers [4].
Nowadays, ultrafast lasers are commonly used for a variety of cutting-edge spec-
troscopies that share the capability of detecting ultrafast non-equilibrium dynamics
in gases and condensed matter systems.
The great and constantly increasing success of the ultrafast spectroscopies can
be attributed to the fact that a single experiment, often naively referred to as
Pump-probe (P-p), can be applied to investigate a large variety of phenomena
that take place in diverse physical regimes. As shown in Figure 1, P-p experiments
are based on the idea of perturbing the matter with a pump (P), i.e., an ultrashort
pulsed electromagnetic field, while taking snapshots of the time evolution of some
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observables in the system using a quasi non-perturbing probe (p) pulse. This simple
arrangement can be adapted to investigate the non-equilibrium physics of solids in
substantially different frameworks, that can be grouped into three main categories.
1. Non-equilibrium spectroscopy. In this case, the experiments aim at using
the pump pulse as a mean to induce a non-equilibrium initial condition, often
represented as a non-thermal distribution of quasi-particles, with a minor influ-
ence on the overall properties of the systems. In the simple potential-landscape
picture, the system is instantaneously driven to a non-equilibrium initial con-
dition far from the potential minimum occupied at equilibrium. For sufficiently
weak perturbations, the potential is not altered and the system relaxes back to
the equilibrium state. In this process, the relaxation dynamics is regulated by
the same thermodynamic parameters that determine the equilibrium properties.
Microscopically, the initial non-equilibrium distribution of the electronic, vibra-
tional, and magnetic degrees of freedom recovers on timescales that are governed
by the same interaction strengths (i.e. electron-phonon coupling) that can be in-
ferred from equilibrium spectroscopies. After a rather fast relaxation process,
usually in the fs-ps timescale, the electronic and bosonic (phonons, magnons)
excitations recover a quasi-equilibrium distribution that differs from equilibrium
only for an increased effective temperature. Many examples of this technique,
along with the links between the equilibrium quasiparticle dynamics and the
P-p experiments, will be extensively provided and discussed in Sections 5-5.2.
In general, the details of the effects of the electromagnetic field on the sample
are disregarded and treated as a sudden injection of quasi-particles. However,
there are many evidences that the initial non-equilibrium condition may have
a strongly non-thermal character (e.g., a pronounced anisotropic k-space distri-
bution) that cannot be obtained by adiabatically changing the common ther-
modynamic variables, such as temperature, pressure and external fields. In this
regime, the recovery dynamics can explore pathways different from those that
are followed during the relaxation after the sudden change of thermodynamic
variables. In this perspective, the non-equilibrium spectroscopy goes far beyond
the simple time-domain approach, in which the time-domain trace simply repre-
sents the Fourier-transform of spectral features detected by the energy-domain
spectroscopy. In Secs. 4-7 we will report different examples of non-equilibrium
spectroscopies which provide genuine new information as compared to conven-
tional equilibrium techniques.
2. Excitation of coherent bosonic modes. Any kind of impulsive excitation
coupled to specific bosonic modes, such as lattice vibrations and charge/spin
order, can trigger a coherent oscillation at the typical frequency of the mode
and with a relaxation time that is related to its de-phasing time. In this case,
the P-p technique can be considered as a real time-domain technique, since the
Fourier-transform of the time-domain signal provides the frequency and lifetime
of the mode. In non-resonant conditions, the lowest order coupling of the light
pulse to the mode is given by an inverse Raman process (see Sec. 4.2.3). The
role of the frequency of the pump excitation follows the Raman cross section
[5, 6] that is usually a well-known input from equilibrium Raman spectroscopy.
The use of this technique, which will be discussed in Sec. 5.3, is increasingly
expanding, since it provides a new tool to investigate highly-damped modes in
transiently non-equilibrium conditions.
3. Optical manipulation. In the strong excitation regime, the pump pulse can
bring the system very far from equilibrium and, eventually, can trigger the cre-
ation of ”phases” that are not accessible via adiabatic transformations. In this
perspective, the research lines pursued in the last years by various groups world-
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Figure 1. a) Pump and Probe experiments. Various excitation schemes (pump) and spectroscopic tools
(probes) have been developed over the years (see texts). b) Sketch of the basic setup for optical pump and
probe.
wide aim at driving catastrophic changes in matter to investigate many im-
portant phenomena, such as photo-induced phase transitions, ultrafast optical
switching and the photo-enhancement of superconductivity. The possibility of
using P-p techniques to disclose novel exotic non-equilibrium ”phases” and the
different excitation schemes which have been used to selectively manipulate the
properties of various strongly correlated materials and high-temperature super-
conductors will be reviewed in Sec. 6.
The recent advances in ultrafast techniques are opening novel routes in P-p ex-
periments. In state-of-the-art femtosecond experiments, the optical properties can
be probed from the THz to the XUV spectral range, with temporal resolutions
ranging from a few picoseconds to attoseconds. Ultrafast lasers can be used in
time-resolved photoelectron spectroscopy with a time-energy resolution given only
by the indeterminacy rule. Time-resolved electron and X-ray diffraction provides
a tool to directly investigate the structural and electron density dynamics. Many
efforts are currently focused to exploit the new high-energy and high-repetition
rate sources to produce trains of light pulses with photon beam parameters com-
plementary to those typical obtained by storage rings. Furthermore, the possibility
of combining the direct observation of the ultrafast time evolution with sub-micron
spatial resolution is also gaining the attention of multidisciplinary teams extend-
ing from physics to biology and nano-science. The recent development of radiation
sources capable to generate EUV and X-ray ultrashort pulses starting from suit-
able relativistic electron bunches, i.e. free electron laser facilities, represents a novel
and rapidly expanding area for advanced and unique experiments on matter out-
of-equilibrium.
Even though a comprehensive presentation of the technical details of the specific
ultrafast techniques is beyond the purpose of this review, we will discuss the main
concepts at the base of P-p experiments, with a particular attention to optical
techniques for they represent the prototypical and probably the more versatile
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example of non-equilibrium spectroscopies.
2.1. Visible and near-IR pump-probe experiments
In spite of the fact that various early days non-equilibrium studies of high tem-
perature superconductors were performed making use of actively mode locked sys-
tems [7–18], most of the recent works have been implemented starting from the
Ti:Sapphire laser technology. The discovery of passive mode locking laser systems,
such as Kerr-Lens mode locking [4, 19] in Ti:Sapphire based cavities, together with
the implementation of chirp pulse amplification techniques [20], boosted the field
of ultrafast spectroscopy. The possibility of studying the ultrafast dynamics with
relatively cheap table-top laser has stimulated in the last 20 years a dramatic devel-
opment of the time-resolved version of the traditional ”equilibrium” spectroscopies,
with a particular ascendancy of optical techniques such as reflectivity and trans-
missivity. A typical building block for a Ti:Sapphire based time resolved reflectivity
(transmissivity) experiment is shown in Figure 1b. The laser pulses are split into
two beams. The first and more intense (P) perturbs the sample while the second
(p) is used to measures the time evolution of the reflectivity. The time delay be-
tween the two pulses is varied by a mechanical translator controlling the length of
one of the two arms of the setup (commonly the pump pulse for stability reasons),
or, more recently, by exploiting the ferquency detuning between two synchronized
cavities (ASOPS: ASynchronous OPtical Sampling) [21, 22].
The most common acquisition scheme for experiments using high repetition rate
lasers (>1 kHz) includes a mechanical modulator (chopper), which modulates the
pump beam at a known frequency. Being the pump beam modulated, the pump-
induced variation of the sample reflectivity (transmissivity) is measured by acquir-
ing the ac-component (at the chopper frequency) of the photo-current produced on
a photodiode measuring the reflected (transmitted) probe beam. This ”differential”
acquisition scheme, allows for a very high sensitivity reaching easily signal to noise
(S/N) ratio of 10−4 that can be extended to 10−8 in experimental setups specif-
ically designed for very low noise measurements. Alternative acquisition schemes,
allowing also single pulse measurements, are based on fast analogue-to-digital con-
verters, that digitize the amplitude of each reflected probe pulse.
More elaborate optical schemes make use of a combination of waveplates (typi-
cally l/2 and l/4) and polarizing optics (typically polarizing beam splitter or Wol-
laston prisms) to measure different properties of the probe pulses such as the
polarization state. The most common optical configuration used to this purpose
splits ortogonal polarization states on different detectors. This scheme is prefer-
able as it corrects the intensity fluctuations of the laser source. A description of
a typical acquisition scheme can be found in Ref. 23. The possibility of unravel-
ing the polarization state, in combination with magnetic fields, is commonly used
in time-domain magneto optical Kerr effects measurements (or Faraday effect in
transmission) [24, 25].
The large majority of the optical experiments reported to date makes use of the
fundamental lasing mode of Ti:Sapphire cavities (centered at the energy ~ω=1.55
eV) [26–30], but for a large set of time domain measurements the wavelength
tunability of both pump and probe is desirable. This possibility is enabled in time
domain studies by the intrinsic advantage of pulsed laser sources allowing to exploit
a large set of non-linear optic techniques [31]. The most common approach consists
in the doubling (second harmonic), tripling (third harmonic) or quadrupling (fourth
harmonic) the laser fundamental frequency by suitable non-linear crystals. This
technique allows to easily perform P-p experiments with either pump or probe at
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Figure 2. A shematic presentation of a typical pump-probe experimental setup. M1, M2 are mirrors, BS1:
beam splitter, LM1, LM2: = λ/2 plates, AT1, AT2: attenuators, PCC: pre-chirp compensation with the
flint glass, which was needed when acousto-optical modulator was used, Mod.: acousto-optical modulator or
mechanical chopper, L1, L2: lenses, RR1, RR2: retro-reactors, P: polarizer, PD: photo detector, CCD: CCD
monitoring camera. The beams paths are represented by solid lines and the electrical signal connections
are indicated by dotted lines.
Figure 3. The high-repetition rate non-collinear optical parametric amplifier (NOPA). The β-barium
borate (BBO) crystal is placed in the Rayleigh range of the focussing lens to achieve the high pump
intensities. Pump and seed beams overlap in the 2 mm BBO crystal cut for type I phase matching at
3.7◦. At this angle phase matching is ensured over a large bandwidth and the bandwidth of the output is
given by the temporal overlap between the pump and the chirped seed pulse. The resulting pulses have
a bandwidth of approximately 60 nm and are tunable between centre wavelengths of 500 to 650 nm by
changing the pump-seed delay. At 535 nm centre wavelength, the amplified pulse energy is 20 to 30 nJ. A
prism compressor compensates the chirp to give pulse durations of ∼20 fs.
different frequency with respect to the fundamental lasing mode [31, 32].
In order to improve the wavelength tunability, a commonly used setup is based
on Optical Parametric Amplifiers (OPA). OPAs allow for the generation of light
pulses with wavelength continuously tunable in the visible and near-infrared (IR).
Most systems use optical parametric amplification in β-barium borate (BBO) or
litium triborate (LBO). The visible region is usually covered by OPA pumped
with the Ti:Sapphire second harmonic (λ=400 nm) that allows tunability from
450 nm (signal) to 2500 nm (idler). The near-infrared (IR) region is commonly
covered with OPA pumped with the Ti:sapphire fundamental. The wavelength
tunability can be extended up to 5 µm by means of different non-linear crystals
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Figure 4. A schematic diagram of the 3-pulse technique for studying the temporal evolution of systems
freely evolving through a phase transition. The insert defines the time delays between the three pulses.
such as KTiOPO4 or its isomorphs, KNbO3, or MgO:LiNbO3. The range of the
optical parameteric amplification can be extended up to 10 µm wavelength with
ZnGeP2 and HgGa2S4 pumped with longer wavelength pulses. An alternative to
produce mid-IR pulses is provided by Different Frequency Generation between the
signal and idler of a standard OPA in AgGa2, GaSe or GaAs. This setup allows a
wavelength tunability up to 20 µm. A detailed review of the non-linear methods
for extending the wavelength tunability goes can be found in Refs. 33, 34.
2.2. Multi-pulse techniques
Recently, a multi-pulse technique was introduced for studying the coherent control
of collective states of matter, such as the superconducting state or the charge-
density-wave ordered state [35]. In its most simple version (see Fig. 4), an intense
laser pulse − Destruction (D) pulse − is first used to excite the system into the
high-symmetry state. The evolution through the symmetry-breaking phase is mon-
itored using a weaker standard P-p sequence, where the P pulse is properly delayed
with respect to D. The main reason for introducing this two-pumps technique (D-
P-p) is that the standard P-p spectroscopy cannot distinguish the order parameter
dynamics from the energy relaxation and single-particle recombination processes,
all of simultaneously present in the response. In contrast, the D-P-p technique can
access the coherent dynamics of the order parameter η, that can be distinguished
from other single-particle and collective mode excitations either by symmetry, re-
laxation time, temperature dependence or by its behaviour through the transition,
particularly if it shows critical behavior. Notably, this technique can directly pro-
vide the wondered information on the state of the many-body system at any time
instant through the symmetry-breaking transition.
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2.3. Laser heating artefacts
Since in P-p experiments a significant amount of energy is absorbed in a relatively
small volume, this results in a significant and undesired local heating of the sample.
The sample temperature can easily increase by many tens of K or more above the
base temperature. In superconducting samples, this can be checked by cooling
a superconducting sample through Tc and recording the temperature difference
between the nominal and actual transition temperature of the sample.
Laser heating in time-resolved experiments can induce major artifacts, in partic-
ular for intensity dependence studies. Surprisingly, the problem of sample heating
is particularly noxious in experiments using weak laser pulses from the Ti:sapphire
oscillators at high-repetition rates. In this configuration, the time interval between
pulses, typically a few ns, is not sufficient to dissipate the small energy released by
the single laser pulse, thus leading to a local temperature build-up. On the other
hand, high-energy and low-repetition rate experiments are strongly affected by the
impulsive heating, typically a few ps, that may drive the system out of the phase
under scrutiny. The heating problem can be treated starting from the solutions of
the thermal diffusion equation:
∇  J(r, t) + ρc∂T (r(, t)
∂t
= A(r, t) (1)
where T (r, t) is the temperature, J(r, t) is the thermal energy crossing unite area
per unit time, ρc is the heat capacity per unit volume, ρ is the density, c is the
specific heat capacity and A(r, t) is the net energy per unit time generatied by the
laser. With the additional use of the Fourier’s law J(r, t) = −K∇T (r, t), where
K is the thermal conductivity, analytical solutions for the heating problem have
been obtained by Bechtel [36] for several experimental cases encountered in P-p
experiments. The long time behavior is typically diffusive, where the temperature
falls off as T ∼ √t . A useful approximation for the temperature evolution after
absorption of light in a surface layer of thickness z0 is given in Ref. 37:
δTs(t) =
δT0√
1 + 4Dtz20
4Dt (2)
where D = K/ρc is the diffusivity. For more specific geometries, the temperature as
a function of depth and time must be calculated numerically. To some extent, the
effect of laser heating can be experimentally calibrated by comparing the equilib-
rium reflectivity at two temperatures, i.e., Req(T )−Req(T+δT ), with the transient
δR(t)/R, which is more relevant when dealing with signals on timescales beyond a
few ps.
2.4. Towards a non-equilibrium optical spectroscopy: supercontinuum
white-light generation
The experimental setup dedicated to optical P-p experiments aiming at a time de-
pendent reconstruction of the frequency-dependent dielectric functions are based on
the possibility of producing short pulses with a broad wavelength content. Broad-
band pulses are commonly produced via self-phase modulation in transparent crys-
tals (energy E>0.5 µJ/pulse in amplified systems) [32] or, more recently, with mi-
crostructured photonic-crystal fibers (PCF) operating also with low-energy light
pulses (E<100 nJ/pulse) [38, 39]. White-light generation in sapphire (of CaF2)
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Figure 5. a) In ultrafast broadband P-p spectroscopy the white light pulses are generated by non-linear
optics (see text) and measured on multichanned detectors allowing for frequency resolution. b) The mea-
surement of the wavelength dependent response on a large energy range for every time delay between pump
and probe allows for a differential approach starting from equilibrium optical properties.
crystals with 800 nm pumps allows for the generation of a continuous spectra be-
tween 450 and 1300 nm. Most commonly, the transient reflectivity (transmissivity)
is measured simultaneously on a large spectral range by means of silicon-based
multichannel detectors covering the visible and near IR range (400-1000 nm).
It should be noted that the non-linear interactions lead to a broadband non-
transform-limited pulse. The residual spectral chirp of the light pulses can be com-
pensated by optomechanical schemes [40] or with a post-processing procedure of
the time resolved data [41, 42]. The advantage of broadband time domain spec-
troscopy lies in the fact that broadband measurements can be used to develop
effective non-equilibrium models for the dielectric function and to disentangle the
different physical mechanisms perturbing the optical properties at equilibrium.
This issue will be extensively discussed in Sec. 5.2.
Different approaches can be used to extract the time evolution of the optical
functions from time domain broadband reflectivity measurements. Starting from
a Drude-Lorentz fit to the static ellipsometry data it is possible to calculate the
equilibrium reflectivity (Req(ω)). From a model describing the static response, it is
possible to fit the measured transient reflectivity variation, i.e., δR/R=[R(ω, t) −
Req(ω)]/Req(ω), with a differential model for the perturbed reflectivity obtained
by the variation of the parameters used to fit the equilibrium data. The values of
the oscillator parameters obtained by this fitting procedure for any time t are used
to calculate the time-evolution of the different optical constants, and thereby the
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Figure 6. a) Sketch of optical pump and THz probe setup. The short light pulses produced by a Ti:Sapphire
laser are rectified through optical reptification in non-linear Crystals (NLC) of THz antennas. The produced
fields are measured by Electro Optic Sampling (EOS) after the interaction with the sample. Time domain
THz spectroscopy can be used to measure either the static response in the far-IR region as well as to study
the dynamical response in a pump&probe configuration. b) A typical time domain THz trace measured in
transmission (MgB2) carries both amplitude and phase information on the transmitted e.m. field allowing
for the extraction of both real and imaginary part of the optical conductivity in the THz region. c) and d)
depict respectively the temperature dependence of the σ1 and σ2 in the THz region for superconducting
MgB2.[45]
evolution of the physical parameters relevant for the experiment [43].
An alternative approach is to start from the broadband equilibrium reflectivity
measurements, to perform a Drude-Lorentz fit over a wide energy range, from few
meV up to several tens of eV. In such a case, the real and imaginary parts of the
equilibrium dielectric function are calculated in the entire energy range through
the Kramers-Kronig (KK) relations. In order to obtain the time-domain changes of
the optical functions, it is reasonable to assume that for small reflectivity changes
the variations outside the measured energy range are either small or distant in
the energy scale so that they do not affect significantly the optical response in the
probed range. Starting from these assumptions, the time evolution of the optical
quantities can be obtained by the Kramers-Kronig transformations [44].
2.5. Time Domain THz spectroscopy
The field of time domain THz spectroscopy rapidly evolved in the last decades and
various configurations making use of ultrashort THz pulses to measure the static
optical constants in the THz region have been developed. The interest in investi-
gating and controlling the population dynamics of low energy excitation is driven
by the idea of accessing dynamically the excitations that determine the thermody-
namic properties of the samples. In particular, light at terahertz frequencies allows
for the measurement of excitations at the characteristic energy scales of the won-
dered physical mechanisms. In this frame, interesting cases are given by phonon,
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spin or orbital excitations as well as superconducting and charge density waves
gaps in transition metal oxides and related compounds.
We define the THz range as non-ionizing radiation with photon energy ranging
from 0.1 THz (0.4 meV or 4 K) to 5 THz (20 meV or 220 K). A standard setup for
measuring the optical conductivity in this region is shown in Figure 6. Ultrashort
light pulses with a frequency content in the THz region are commonly produced
by a second order non-linear process known as optical reptification of ultrashort
light pulses in the NearIR-visible range [46]. Various non-linear media as ZnTe
[47], GaSe [48], LiNbO3 [49] and even organic crystals (DAST [50]) can be used to
this purpose. The ultrashort light pulses commonly employed have a duration of
order 100 fs, so that the optical rectification produces electromagnetic fields with
frequency content up to a few THz, depending (inversely) on the length of the
generation pulse and the absorption behavior of the non linear crystal. In ZnTe the
generation of high THz frequencies (3-4 THz) is limited by the absorption from
phonon modes. However, other optical rectification (EOS) schemes, based on thin
GaSe, can produce (measure) higher frequencies [51–54].
Another common scheme used for the optical rectification is based on semicon-
ductor THz photoconductive antennas (PA). In PA the free carriers created by
the short light pulses illuminating a biased semiconductor lead to a discharge be-
tween the electrodes acting as a source for the THz field. The free photo-carriers
exhibit a time-dependent behaviour due to both the time-varying exciting pulse
and the relaxation dynamics characteristic of the material. This limit the speed
of the discharge and therefore the spectral content of the THz radiation emitted
[55]. The low damaging threshold of PA makes them ideal for high repetition rate
and low power operation, hence they are most commonly used in combination with
Ti:sapphire oscillators.
As shown in Fig. 6, THz pulses can be measured with via the so-called Electro
Optics Sampling (EOS) [46, 56], that simultaneously accesses both the amplitude
and the phase of the electromagnetic field. The intrinsic amplitude and phase
sensitivity in EOS measurements allow for the study of the optical constants in the
whole terahertz range without using KK transformation [56].
2.5.1. Optical pump THz probe spectroscopy
Time domain THz spectroscopy can be easily implemented in a P-p configuration.
The almost single-cycle THz pulse is measured after the interaction with the sample
(reflectivity or transmission) perturbed by a second THz pulse. Most commonly,
THz P-p spectroscopy combines the excitation with visible or near-IR light pulses
with the measurement of the time evolution of the optical properties in the THz
region. A typical configuration for pump and probe spectroscopy is presented in
Fig. 6. In addition to the electro-optical sampling path, a second delay line is used
to control the arrival time of the pump with respect to the THz probe. Recent
upgrades for the production of ultra-intense THz pulses that can be employed in
P-p experiments where THz pulses are used both as a time domain spectroscopic
tool as well as the mean to drive matter into transient states (see Sec. 6).
2.6. Other time domain domain techniques
In addition to all-optical P-p experiments other techniques have been implemented
for detecting both the time evolution of the electronic structure and the ionic posi-
tion. Here, we will briefly introduce the basic concepts of time-resolved ARPES and
electron diffraction, for they are attracting a fast-growing interest in the scientific
community.
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2.6.1. Time resolved photoemission
The P-p sequence in time-resolved angle-resolved photoemission spectroscopy
(TR-ARPES) use the same P excitation as for the optical methods, but the probe
pulse is in the UV spectral range. The interests in this spectroscopy are rapidly
expanding for it offers the possibility of directly measuring the non-equilibrium mo-
mentum dependence and electronic distribution functions. The kinetic energy and
momentum of the photoelectrons are typically measured by time-of-flight spectrom-
eters (TOF) or by state-of-the-art hemispheric analyzers. TR-ARPES also allows
to measure the spin of the photoemitted electrons, when the electron analyzer is
equipped with a Mott detector or other spin-filter devices.
In order to photoemit electrons from a solid the photon energy must exceed the
work function, hence for the most common materials ultraviolet laser pulses are
required, i.e. typically ~ω >6 eV [57–59]. The UV photons can be obtained by
frequency-quadrupling the fundamental Ti-sapphire frequency (hν=1.55 eV) with
a set of β-BBO crystals. Unfortunately, because of kinematic constraints, with 6
eV photons only a limited part of the Brillouin zone (BZ) can be accessed. This
is a serious limit preventing, for example, the investigation of the dynamics of
the antinodal regions of high-temperature superconductors. Other means, mainly
based on high harmonic generation (HHG) non-linear processes in gases, have been
exploited in these last years and ultrashort pulses in the XUV range (∼10-100 eV)
have been generated at a relatively low (few kHz) repetition rate. Although these
sources have been proved to be suitable for covering the entire BZ of all the solids,
the relatively large pulse bandwidth along with the relatively low repetition rate
significantly limit the TR-ARPES momentum and energy resolution along with
the signal statistic [60].
2.6.2. Time-resolved electron and X-ray diffraction
In time domain X-ray diffraction the stroboscopic scheme of P-p experiments
combines ultrashort pumps with time domain measurements of the ultrashort
diffracted X-ray probe. Various schemes have been implemented using both ta-
ble top [61, 62] and synchrotron radiation [63–69]. More recently hard and soft
X-ray diffraction experiments based on free electron laser (FEL) sources have been
made possibile [70–72]. In particular, the combination of soft X-ray resonant at the
Ni and Cu L3 edges (∼ 930 eV) with tunable pump excitation in the THz/mid-
IR/visible range, opened important perspectives in the study of the non-thermal
dynamics of charge-order in nickelates [73–75] and cuprates [76, 77].
In the case of time-resolved electron diffraction, the light pulses are used to gener-
ate electron bunches by photoemission from a photocathode. Then these ultrashort
electron pulses, properly delayed with respect to the pump pulse, can be used to
generate diffraction patterns from the material in transmission or in the low angle
configuration. Transmission experiments require thin samples for the electrons to
cross the sample, hence requiring the use of sample preparation techniques which
are standard in electron microscopy, such as slicing, ion milling etc. Apart from
direct Bragg diffraction of the incident electrons, more sophisticated techniques
are becoming available, such as time-resolved observation of Kikuchi bands, which
occur when some electrons, originally diffusely scattered in the sample, satisfy the
Bragg condition for a particular plane [78].
Details on the different approaches to time resolved structural measurements are
beyond the purpose of this review and can be found elsewhere [79–83].
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2.7. The next generation of ultrafast sources
Even though the recent advances in ultrafast techniques determined the success of
P-p techniques as an innovative and important tool to investigate the properties
of solids, the field is still rapidly growing and is expected to provide in the near
future new and advanced tools for ultrafast time-dependent experiments. A major
achievement of this last decade arises from the remarkable development of novel
radiation sources capable to generate EUV and ultrashort X-ray pulses. The ex-
tension of the time resolved spectroscopies and scattering to the X-ray region is
allowing to picture the transient changes of electronic states and lattice structures.
A major revolution for time resolved X-ray based experiments started in 2005 when
the first VUV free-electron laser (FEL) delivered the first light at the DESY labo-
ratory in Hamburg (SASE) [84]. Today, other facilities operating on the SASE FEL
principle include the Linac Coherent Light Source (LCLS) at the SLAC National
Accelerator Laboratory [85] and the SPring-8 Compact SASE Source (SCSS) [86],
whereas two other FEL facilities are under construction, the European x-ray free
electron laser (XFEL) in Hamburg and the SwissFEL at the Paul Scherrer Insti-
tute (Switzerland), along with the fully coherent laser seeded FEL operating in the
EUV region at Elettra Sincrotrone Trieste (Italy) [87]. All this huge technological
effort in developing new X-ray sources, delivering fully coherent EUV, soft and
hard X-ray pulses with a time structure of few tens of fs, is expected to unlock the
gate for the next generation of pump probe experiments. The possibility of directly
investigating the electronic core-levels and the lattice structure of materials in a
time-resolved fashion is progressively becoming reality.
3. Quasiparticle dynamics in correlated materials: basic concepts and
theoretical background
The first results of P-p experiments on correlated materials and superconductors
evidenced a rich phenomenology that boosted, in the first stage, the development
of simple models to describe the ultrafast dynamics of quasiparticles and, more
in general, of low- and high-energy charge excitations in gapped and correlated
states. Nevertheless, it was also soon realized that the microscopic processes which
lead to the relaxation of the out-of-equilibrium charge distribution are the same
than those regulating the scattering processes in (quasi-)equilibrium conditions and
determining the properties of the quasiparticles and of the fundamental excitations.
In this chapter we will discuss the most important interaction mechanisms that
lead to the dressing of the naked charge excitations and to the development of the
concept of ”quasiparticles” and incoherent excitations in doped Mott insulators.
Even though the use of these concepts is widespread and has been extensively
introduced in many works and reviews, here we will touch the most important
issues that are of relevance for the understanding of the quasiparticle dynamics
and constitute the foundation of the non-equilibrium models that will be presented
in Sec. 3.4 and Chapter 7 and extensively used in Chapter 5.
3.1. The dynamics of quasiparticles
3.1.1. Quasiparticle scattering in the normal state: electron-phonon coupling
In metals, the dynamics of a quasiparticle (QP) at frequency ω and momentum
k is determined by the scattering processes between the QP itself and all the
external degrees of freedom coupled with the QP. Scattering mechanisms include
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both electron-electron interactions and the coupling with bosons, such as the lattice
vibrations, that can be considered as an external reservoir in thermal equilibrium
with the QPs population. The scattering processes affect both the QP effective
mass m∗ and lifetime τ and − within the effective mass approximation − are
accounted for by the complex single particle self-energy, Σ(k, ω, T ). The inverse of
the imaginary part of Σ(k, ω, T ) provides the finite QP lifetime τ=~/ImΣ.
In the normal state (T > Tc) of conventional superconductors, the QP dynam-
ics is strongly affected by the scattering with lattice vibrations, whose dispersion,
Ω(q), and high-energy cutoff, Ωc, determine the frequency region over which the QP
scattering time, τ(ω), is strongly frequency-dependent. All the allowed QP-phonon
scattering processes can be wrapped up in the electron-phonon coupling function
(or bosonic function) α2F (k,k-q,Ω) that is determined by both the phonon den-
sity of states and the matrix element of the electron-phonon interaction. After
integration over all the possible scattering wavevectors q, the electron self-energy
Σ(ω, T ) can be calculated as a convolution integral between the bosonic function
α2F (k,Ω) and a kernel function L(ω,Ω, T ) [88]:
Σ(k, ω, T ) =
∫ ∞
0
α2F (k,Ω)L(ω,Ω, T )dΩ (3)
The kernel function
L(ω,Ω, T ) =
∫ [
n(Ω′, T ) + f(Ω, T )
Ω− ω + Ω′ + iδ +
1 + n(Ω′, T )− f(Ω, T )
Ω− ω − Ω′ − iδ
]
dΩ′ (4)
accounts for the distribution of the Fermionic QPs and bosonic excitations through
the Fermi-Dirac (f(Ω, T )) and Bose-Einstein (n(Ω, T )) distributions, and can be
calculated analytically:
L(ω,Ω;Te, Tb) = −2pii
[
n(Ω, Tb) +
1
2
]
+Ψ
(
1
2
+ i
Ω− ω
2piTe
)
−Ψ
(
1
2
− iΩ + ω
2piTe
)
(5)
where Ψ are digamma functions and the dependence of the different terms on the
temperatures of the electronic QPs (Te) and bosonic excitations (Tb) has been made
explicit.
In this formalism, the frequency-dependent scattering rate is a consequence of
the microscopic interaction of the QPs with a distribution of bosons at temperature
Tb. As an example, Figure 7 shows the electronic self-energy for the simple case
of a generic coupling represented by a histogram function peaked at 50 meV. On
an energy scale larger than the α2F (k,Ω) cut-off, the QP scattering rate reaches
an asymptotic value that results from all the scattering process with bosons at
energies Ω<Ωc. As the temperature is increased, the change in the total number of
phonons present in the system causes the increase of ImΣ(ω, T ), as shown in the
inset of Figure 7. We stress that when the QP scattering processes can be effectively
described by the coupling with bosonic degrees of freedom, the temperature of the
system and the bosonic function are the only parameters that control τ(ω).
The k-space integrated bosonic function is defined as:
α2F (Ω) =
∫
SF
dSk
~vkα
2F (k,Ω)∫
SF
dSk
~vk
(6)
dSk being an infinitesimal surface element of the Fermi surface SF and vk the Fermi
velocity at momentum k. This approach has been successfully used [89] to explain
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Figure 7. The k-space integrated ImΣ(ω, T = 300K) is reported as a function of the frequency. For the
sake of simplicity we calculated ImΣ(ω, T ) by solving Eq. 3, in which we considered the coupling with a
bosonic function localized in the 25-75 meV energy range and represented by the histogram reported in the
figure. The inverse QP lifetime reaches a constant asymptotic value on the energy scale corresponding to
few times the energy scale of the bosons. In the inset we report the temperature dependence of ImΣ(ω, T )
at the fixed value ~ω=0.25 eV. The increase of the inverse lifetime (scattering rate) is a consequence of the
increase of the boson density as the temperature of the system is increased. The temperature-dependent
boson density is accounted for by the kernel function L(ω,Ω;T ) defined in Eqs. 4,5.
the scattering properties of conventional metals that develop an isotropic supercon-
ducting gap in the electronic density of states (∆(ω,T )), at temperatures smaller
than the critical temperature Tc. The close correspondence between the α
2F (Ω)
function measured [90] by tunneling experiments (see Figure 8) and the phonon
density of states F (Ω) reconstructed by inelastic neutron scattering experiments
[91] is considered as one of the most convincing proofs of the phonon-mediated
pairing mechanism driving the formation of the Cooper pairs in metals.
The excited state dynamics in this formalism is expected to be characterized by
the instantaneous Coulomb repulsion between charged QPs and a finite timescale
attraction corresponding to the retarded interaction with the phonons. In the pro-
totypical case of Pb, the high-energy cutoff in the α2F (Ω) function (Ωc '9 meV)
corresponds to ~/Ωc '70 fs (~=658 meV fs). This defines the fastest timescale of
the electron-boson interaction. The possibility of defining a retarded electron-boson
interaction was the key to the success of the BCS theory to explain superconduc-
tivity in conventional isotropic metals.
The critical parameter determining the Tc of the system is the electron-phonon
coupling constant, defined as λlat=2
∫
α2F (Ω)/Ω dΩ. In the strong-coupling for-
malism, the McMillan’s formula [92], based on the Eliashberg theory [93, 94], can
be corrected to calculate [95, 96] the critical temperature for pairing in the s-wave
channel:
Tc = 0.83Ω˜ exp
[ −1.04(1 + λlat)
λlat − µ∗(1 + 0.62λlat)
]
(7)
where lnΩ˜=2/λlat
∫∞
0 α
2F (Ω)lnΩ/ΩdΩ and µ∗ is the non-retarded screened
Coulomb pseudopotential that accounts for all the instantaneous electron-electron
interactions.
This picture becomes more complex in the case of anisotropic systems. Particu-
larly interesting is the case of MgB2 that becomes superconductor [99] at Tc ∼40
K, which is the largest critical temperature for what is commonly believed to be
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Pb MgB2
Figure 8. Left panel: Bosonic function of Pb as measured by tunneling experiment [90] (dotted line) and
calculated [97] (solid line). Right panel: phonon dispersion and density of states and bosonic function
calculated for MgB2 [98].
a conventional electron-phonon superconductor. MgB2 is a layered system consist-
ing of graphene-like boron planes separated by magnesium planes. In this system,
the electronic properties at the Fermi level are mostly determined by boron px,
py orbitals that form in-plane σ-bands and pz orbitals that form an out-of-plane
pi-band. The strong coupling [98] of the σ-bands to optical B-B bond-stretching
modes is responsible for a strong electron-phonon coupling, that is described by
an α2F (Ω) with a strong peak at ΩSCP ∼70 meV, as shown in Figure 8. Although
the phonon density of states is almost flat around 70 meV, the coupling of the
σ-bands to optical B-B stretching modes alone provides λ=0.62 that represents
about the 70% of the total coupling. The strong anisotropy of the electron-phonon
coupling is expected to be reflected in the dynamics of the system. Besides the in-
stantaneous Coulomb repulsion, the characteristic structure of α2F (Ω) defines two
different timescales: i) ~/ΩSCP '10 fs related to the coupling with Strongly Cou-
pled optical Phonons (SCP) and ii) ~/Ωlat 10 fs related to the residual coupling
with the other optical and acoustic modes.
3.1.2. Quasiparticle scattering including bosonic degrees of freedom of different
nature
The physics of the cuprates represents a challenge to a picture of QP interacting
with bosons within the effective-mass approximation. The insulating character of
the undoped compounds (3d9 electronic configuration, which corresponds to a half-
filled band of dx2 − y2 character) is the consequence of the strong on-site Coulomb
repulsion, U , between two holes occupying the same Cu lattice sites. The large U
value (U>W , W being the bandwidth) leads to the failure of the single-electron
approximation and to the necessity of introducing new models including strong cor-
relation effects and Mott-Hubbard insulators. Although the hybridization between
the Cu-3dx2−y2 and the O-2px,y orbitals plays a role into a wealth of interesting
phenomena, it is commonly accepted that many basic properties of the underdoped
compounds are well captured by the single-band Hubbard hamiltonian [100–102]:
Hˆ = −
∑
i,j,σ
(tij cˆ
†
iσ cˆjσ + c.c.) + U
∑
i
nˆi,↑nˆi,↓ − µ
∑
i
nˆi (8)
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where cˆ†iσ (cˆjσ) create (annihilate) an electron with spin σ on the i (j) site,
nˆi,σ=cˆ
†
iσ cˆiσ is the number operator, tij the hopping amplitude from the site i
to j and µ is the chemical potential that controls the average electron density
n=
∑
iσ〈nˆi,σ〉/N on each of the N lattice sites. This model represents the paradigm
of the physics of strong correlations as it features the competition between the
kinetic energy term, which naturally leads to metallic states, and the Coulomb en-
ergy term, which describes the repulsion between two electrons on the same lattice
site.
In the limit U →∞ and for n=1 (half-filling), the electrons are completely local-
ized by the repulsion and the ground state of the system is an insulator described
by atomic-like wavefunctions Ψi localized on the lattice site i, with infinitely small
fluctuations of the average occupation number, i.e., δn→0.
This is the extreme limit of a Mott-Hubbard insulator with a large gap U . On
the other hand, for finite U values and for t U –where t is the nearest neighbor
hopping– an antiferromagnetic coupling J=4t2/U between neighboring sites arises
due to virtual hopping of holes into already occupied sites (with a U energy cost)
through Anderson’s superexchange mechanism. If the lattice is not very frustrated,
this leads to a magnetic ordering of the spins of the localized electrons. In this
framework, the low-energy dynamics is described by a Heisenberg model.
The addition of carriers to the half-doped system by electron (n>1) or hole
doping (n<1) leads to the so-called t-J model, which allows for the motion of
carriers in the presence of superexchange interactions. By increasing the doping the
antiferromagnetic ordering is destroyed, the system develops a low-energy spectral
weight and it becomes a “bad metal”, whose nature is still object of a lively debate,
while a Fermi-liquid is progressively recovered at larger dopings. The intertwining
of high-energy incoherent excitations at energies of the order of U and low-energy
coherent quasiparticles makes the description of the electron dynamics of cuprates
an extremely challenging problem. In the case of the cuprates the above Mott-
Hubbard picture does not completely apply as doped holes have been shown to
occupy predominantly the oxygen sites, thus calling for a multi band description
of the material. This brings into play another energy scale (∼2 eV) associated to
the charge transfer process and a coupling with oxygen phonons which can lead to
polaronic effect for light doping [103–105].
Despite the overwhelming consensum about the role of strong electron-electron
interactions not only in driving the Mott insulating state and antiferromagnetism,
but also as the main source of the superconducting pairing, one of the main open
questions is related to the very possibility of defining the boson-mediated interac-
tion in doped cuprates [106]. The issue is whether the low-energy hole (electron)
dynamics can be described through the interaction with a bosonic spectrum with
a cutoff of the order of 2J [107], i.e., the high-energy cutoff of the spin-fluctuation
spectrum, or the non-retarded (sub-fs) U energy scale is the only relevant param-
eter [106].
A wealth of techniques have been used to extract the electron-boson coupling
in cuprates, as discussed in a recent comprehensive review [108]. Here we report
the main experimental outcomes suggesting that at finite hole (electron) concen-
trations, the α2F (Ω) function can be recast into a more general bosonic function:
Π(Ω) = α2F (Ω) + I2χ(Ω) (9)
that includes electronic correlations through the term I2χ(Ω). We particularly focus
on Bi2Sr2CaCu2O8+δ, that is one of the most extensively studied copper oxides and
allows a comparative study with different techniques.
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Figure 9. Summary of the electron-boson spectral function in Bi2212 extracted from: (a) B1g (a) and (b)
B2g Raman data [112]; (c) optical conductivity [113, 114]; (d) from nodal direction ARPES [110, 111]. The
Figure has been taken from [108].
Angle Resolved Photoemission Spectroscopy (ARPES) [109] has been widely
used to investigate the electron-boson coupling in doped cuprates and other cor-
related materials. In case of strong electron-boson coupling, the QP dispersion
exhibits a deviation from the non-interacting band and a kink at the energy corre-
sponding to the boson mode coupled to the QPs appears. Considering the photoe-
mission intensity profile at constant energy, usually called momentum distribution
curve (MDC), the QP peak position (k) and width (∆k) are related to the self-
energy by the relations:
ReΣ(ω,k) = ωk − bk (10)
ImΣ(ω,k) = −∆kvbk (11)
where ωk is the QP energy, 
b
k is the bare band energy at momentum k and v
b
k is
the QP velocity. Despite the difficulties in determining bk and in measuring the QP
coupling with broad and featureless bosons at energies &100 meV, ARPES provides
fundamental informations to address the electron-boson coupling problem. Figure
9(d) shows the bosonic function extracted [110] from ARPES spectra taken [111]
along the nodal direction of optimally-doped Bi2Sr2CaCu2O8+δ (Bi2212), through
Equation 3. Π(Ω) exhibits a peak at ∼70 meV and a flat continuum with a cutoff
at ∼350 meV.
Raman spectroscopy is another useful tool to probe the low-energy electron dy-
namics. In Raman experiments the spectrum of inelastically scattered light is ac-
quired as a function of the light polarization σ, that determines the symmetry
of the scattering processes that can be accessed. It has been demonstrated [112]
that the Raman Scattering rate is related to the bosonic function through a rela-
tion very similar to Equation 3, provided a weighting that takes into account the
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symmetry of the modes is introduced. In Figure 9(a,b), the bosonic function ex-
tracted by Raman experiments on optimally-doped Bi2212 is reported. Depending
on the polarization of the light, the extracted bosonic function is weighted by a
factor cos2(2θ) (B1g symmetry, sensitive to antinodal directions) and sin
2(2θ) (B2g
symmetry, sensitive to nodal directions). Considering the average over the whole
Brillouin zone, the Π(Ω) obtained by Raman spectroscopy has features very similar
to that obtained by ARPES. It consists of a strong peak at low energy (∼40 meV),
which is strongly temperature dependent, and a broad continuum up to ∼400 meV,
which is less sensitive to temperature variations.
The frequency-dependent optical scattering rate (τopt(ω)) measured from IR op-
tical spectroscopy can be also used to extract the electron-boson scattering rate,
further corroborating the results from ARPES and Raman spectroscopies. The k-
space integrated Π(Ω) can be obtained from the optical data through the so-called
maximum entropy techniques [115], provided a relation between the single-particle
self-energy and the optical scattering rate, that involves particle-hole excitations, is
found. In Section 4.1.2 a more comprehensive overview of the optical spectroscopy
and of the underlying Extended Drude Model will be given. In Figure 9(c) the Π(Ω)
function of optimally-doped Bi2212 samples is reported [113, 114]. The results are
in striking agreement with those obtained by ARPES and Raman spectroscopy,
confirming the presence of a temperature dependent peak at ∼40 meV and a back-
ground with a cutoff at about ∼400 meV. More recent results [116], suggests the
possibility that the spectrum of bosonic fluctuations may extend up to very high
energies of the order of 1-2 eV.
Finally, following the pioneering measurements on conventional superconductors
[90], tunnel conductance measurements have been extended to correlated super-
conductors and revealed the opening of the superconducting gap and the mani-
festation of the electron-boson coupling. Being the tunnelling current sensitive to
the integral of the joint density of states of the two sides of the junction used in
the experiment, its derivative (the tunnel conductance) dI/dV (V, T ) can reveal the
opening of a gap in the density of states. Meanwhile, electron-boson interactions
show up as dip features in dI/dV (V, T ). In the particular case of Scanning Tun-
neling Microscopy (STM), the junction is formed by the sample and the scanning
tip. STM technique is strongly complementary to k-space resolved spectroscopies,
such as ARPES, since it provides a direct measurement of the real-space depen-
dance of the electronic properties. A recent work [117] on Bi2212 has demonstrated
a strong inhomogeneity of the normal state electronic excitations in the 150-300
meV energy range. These inhomogeneities are spatially related to the opening of
the superconducting gap at T<Tc suggesting a direct relation between the two phe-
nomena. Furthermore, a novel analysis [118] of data taken with the superconductor-
insulator-superconductor (SIS) technique on Bi2212 demonstrated the possibility
of extracting an extended bosonic function that exhibit a strong peak at ∼40 meV
and a weaker broad contribution at higher energies.
Taken all together, the results of ARPES, Raman, optical and tunnelling spec-
troscopies on Bi2Sr2CaCu2O8+δ, suggest that, close to optimal doping ('16%),
the QP low-energy dynamics can be effectively described by the interaction with
bosonic excitations, whose spectrum is characterized by a strong peak at 40-70
meV and a featureless part extending up to ∼400 meV. These observations sup-
port a picture in which, the vertex corrections can be neglected for hole concentra-
tions close or larger than the optimal doping concentration. This conclusion is in
agreement with the Fermi-liquid based theoretical analysis of the electron-phonon
coupling in the presence of strong electronic interactions [119, 120]. In particular, in
Ref. 119 it is shown that the contribution of the vertex corrections to the effective
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electron-phonon coupling scales with the ratio ω/vF q, ω and q being the transferred
frequency and momentum and vF the Fermi velocity. The strong correlation-driven
renormalization of vF in underdoped systems thus leads to the enhancement of the
bare electron-phonon coupling as the Mott insulating phase is approached.
Far from solving the problem, the experimental results raise the fundamental
question of the nature of the bosonic excitations coupled to QPs. While for Ω
larger than the cutoff of the optical phonon branch (∼90 meV) Π(Ω) is most
likely related to the coupling with bosons of electronic nature, the low energy part
(Ω <90 meV) is the result of the interplay of electronic interactions (I2χ(Ω)) and
electron-phonon coupling (α2F (Ω)). Considering the phonon acoustic and optical
branches typical of cuprates, α2F (Ω) is expected to be characterized by some
universal features:
i) the coupling of QPs to acoustic [121] and Raman-active optical [122] phonons
in the <40 meV energy range;
ii) a relatively stronger and anisotropic coupling to either out-of-plane buckling
and in-plane breathing Cu-O optical modes [123] at ∼60 meV.
3.1.3. Magnetic degrees of freedom
The strong on-site Coulomb repulsion U , that is responsible of the insulating
phase at zero doping, has also profound consequences in the QP dynamics of doped
systems. The first dramatic consequence of the strong U is the intrinsic increase
of ImΣ related to the electron-electron interactions. The strong repulsion between
the charge carriers eventually leads, at low hole concentration, to the loss of the
concept of quasiparticle itself [124], driving the metal-to-insulator phase transi-
tion. Electronic correlations also give rise to additional bosonic degrees of freedom
that should be considered to correctly describe the the low-energy QP dynamics.
The I2χ(Ω) term in Eq. 9 accounts for all these scattering processes that include
the coupling with antiferromagnetic fluctuations and with the fluctuations of the
order parameter associated to a possible quantum critical point underneath the
superconducting dome [125, 126].
In the undoped compounds the charge-transfer insulating phase is accompanied
by long-range antiferromagnetism (AF), that is the consequence of the J=4t2ij/U
AF coupling constant. The dispersion of the excitations (AF magnons) of the AF
lattice can be phenomenologically reproduced by the expression [127]:
ωq = J
√
(2− cosqx − cosqy)(2 + cosqx + cosqy + ω2qAF /4J2) (12)
where ωqAF =50-70 meV is the spin gap that opens up at the AF wavevector
qAF=(pi,pi) (in units of the lattice parameter) in bilayer compounds. In Figure
10a we report the electronic unit cell and Brillouin zone (black squares), along
with AF ones (red dashed squares). Figure 10b displays the ωq dispersion of AF
paramagnons, as calculated by Equation 12. The maximum of the magnon disper-
sion is ωq=2J '250 meV (assuming J=125 meV) and it is found in correspondence
of the border of the AF Brillouin zone (X symmetry point), whereas ωq=ωqAF at
the M point.
Recent Resonant Inelastic X-ray Scattering (RIXS) [127–131] measurements and
have demonstrated (see Figure 11) the persistence of short-range spin-fluctuations
far in the highly overdoped region of the phase diagram, challenging the common
expectation that AF correlations should significantly weaken when moving away
form the insulating phase. The tendency of doped systems to develop short range
antiferromagnetic correlations is captured by the spin susceptibility, that can be
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Figure 10. Schematic picture of the magnetic excitations of the antiferromagnetic copper sublattice.
phenomenologically described by the function [127]:
χ(q, ω) =
1− (cosqx + cosqy)/2
ω2q − ω2 − iΓω
(13)
where Γ is the damping that account for the fluctuating character of short-range
AF correlations. The χ(q, ω) function is shown in Figure 10c for the different values
of the magnon frequencies and assuming the damping Γ ∼200 meV, as extracted
from the RIXS data reported in Fig. 11. For ~ω=40 meV, χ(q) is strongly peaked at
the AF wavector, revealing a very efficient and selective electron-boson scattering
mechanism with an exchange of momentum qAF=(pi,pi). At higher energies the
momentum selectiveness of the scattering processes is progressively lost, leading
to the coupling with spin fluctuations incommensurate to the AF lattice and with
less-defined q vectors, as shown in Fig 10. The richness of the magnetic excitations
in hole-doped cuprates is also supported by neutron scattering experiments [132],
that evidence a universal magnetic spectrum with a bandwidth of ∼2J .
To summarize, short-range antiferromagnetic correlations lead to a new dissi-
pation channel for the charge carriers. Although the development of microscopic
models that could account for the initial and final states available for the scat-
tering with spin fluctuations is still underway, the naive expectation is that the
general bosonic function, Π(Ω), extended to include also bosonic fluctuations of
electronic origin, should define three different timescales. Besides ~/ΩSCP'10 fs
and ~/Ωlat10 fs, electronic correlations introduce an additional timescale, i.e.,
~/2J <3 fs, that is related to the k-integrated coupling with short-range AF fluc-
tuations. The SCP and magnetic timescales can be thus extremely fast and difficult
to be disentangled, which leads to the complexity in these materials and poses a
challenge both experimentally and theoretically.
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Figure 11. a) Dispersion and b) width of the magnetic excitations in the antiferromagnetic
Nd1.2Ba1.8Cu3O6, the underdoped Nd1.2Ba1.8Cu3O7, YBa2Cu3O6.6, YBa2Cu4O8 and YBa2Cu3O7 mea-
sured by resonant inelastic X-ray scattering at T=15 K. Readapted from Ref. 127.
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Figure 12. Pseudogap in underdoped cuprates. a) The doping- and temperature-dependce of the k-
dependent pseudogap, ∆PG(k, is extracted from photoemission data on Bi2212 [133]. ∆PG(k) is maximum
at k∼(pi,pi) (antinode), while ∆PG(k)=0 at k∼(pi/2,pi/2) (node). b) Hot spots of the Fermi arcs in Bi2201
[134]. The wavevector of the main electron-electron and electron-boson scattering processes are indicated
by the coloured arrows.
3.1.4. Quasiparticles scattering channels in the gapped phases
The low-energy physics of correlated materials is further complicated by the onset
of (pseudo-)gapped phases in the temperature-doping phase diagram. Considering
the ubiquitous pseudogap of cuprates (∆PG(k), see Fig. 12) in the low T-low dop-
ing region of the phase-diagram, the inherent anisotropy of the electronic density
of states can dramatically affect the phase-space available for electron-electron and
electron-boson scattering processes. A further complication in describing the re-
laxation processes in the pseudogap phase of correlated materials is the intrinsic
instability of these systems towards different kinds of ordered phases. Such phases
can be favoured by the reduced kinetic energy of the carriers and they might be
associated with a quantum critical point underneath the superconducting dome
[125, 126]. Indeed, a wealth of different broken-symmetries, such as unusual q=0
magnetism [135–137], stripes [138], nematic and smectic phases [139–141], and,
more recently, charge density waves (CDW)[134, 142–144] have been reported. The
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fluctuations of these incipient order parameters are expected to provide a wealth
of additional scattering channels that are very selective in the momentum space.
This can be rationalized by the inspection of the prototypical Fermi surface of
underdoped Bi2Sr2−xLaxCuO6+δ (Bi2201), shown in Fig. 12 (right panel). The in-
tersections of the Fermi arcs, characteristic of the pseudogap phase, with the AF
Brillouin zone define the so-called hot-spots that are particularly sensitive to a
wealth of different scattering processes: i) since the quasiparticle density of states
is maximum in the hot-spots (|∇kE(k)|−1 is maximum), they define an octet of
most-probable elastic scattering processes that give rise to the typical QP interfer-
ence pattern in STM measurements [145]; ii) The hot-spots are connected by the
antiferromagnetic vector qAF=(pi,pi), therefore they are subject to a strong scat-
tering with AF fluctuations at ~Ω ∼40 meV; iii) Recent experiments [134] suggest
that the CDW instability is driven by a Fermi surface nesting at the wavevector
qHS=(0.255,0), shown in Fig. 12 (right panel). As a consequence, the QP scat-
tering with fluctuations of the CDW order is particularly strong at the hot-spots.
On a more general level, the fluctuations of any incipient order parameter with
a characteristic wavevector provide additional electron-boson scattering channels
that are strongly selective in the momentum space.
These additional processes should be taken into account when modelling the QP
relaxation processes after the impulsive photo-excitation of the pseudo-gapped sys-
tem. In particular, the photoexcitation process can be roughly reduced to two main
steps. In the first step, the pump pulse (~ω photon energy) is absorbed creating
electron-hole excitations extending from -~ω to ~ω across the Fermi energy (EF )
and with a distribution that is regulated by the Joint Density of States (JDOS) of
the photo-excitation process. As a consequence of the extremely short scattering
time of high-energy excitations, this photoexcited population undergoes a fast en-
ergy relaxation related to multiple electron-electron and electron-boson scattering
processes that lead to the creation of a large number of low-energy excitations.
In the second and slower step, the subset of scattering processes that allow large
momentum exchange, while conserving the energy, leads to the recovery of a quasi-
equilibrium distribution dominated by nodal QPs at k∼(pi/2,pi/2). At this stage,
the anisotropic energy gap is expected to provide strong constraints to the large-
momentum and small-energy exchange scattering processes necessary for the re-
laxation of antinodal excitations at k∼(pi,pi) and the recovery of the quasi-thermal
nodal population. Strictly speaking, the phase-space constraints for the scattering
processes of the photoinduced non-thermal population can decouple, at least on the
picosecond timescale, the populations at different k. This non-thermal QPs distri-
bution cannot be described by a Fermi-Dirac function at any effective temperature
and cannot be captured by any effective-temperature model. Nonetheless, the pos-
sibility of creating a transient QPs population characterized by an occupation of
the empty states that cannot be achieved in equilibrium conditions, opens intrigu-
ing perspectives to shed new light into the elusive pseudogap phase in correlated
materials.
3.2. Microscopic Descriptions of quasiparticles and beyond
In the previous paragraphs we have outlined the main phenomenological approaches
to describe strongly correlated systems at equilibrium along with their optical
properties. Here we briefly show how the quasiparticle properties of a correlated
system can be derived in a microscopic framework, i.e., solving models of interacting
electrons like the Hubbard model described by Eq. 8, in which a band of lattice
fermions is influenced by a local Coulomb interaction which acts when two fermions
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with opposite spin are present on the same lattice site. Despite its formal simplicity,
this model can not be solved exactly in more than one dimension as a consequence
of the direct competition between the delocalizing effect of the hopping term and
the constraint to the electronic motion imposed by the local repulsion. In order
to describe realistic features of actual materials, the simple model above can be
enriched by including more orbitals either on the transition-metal atom and on the
ligand oxygen atoms, longer-range electron-electron interaction, electron-phonon
coupling and other terms, but, as long as the Hubbard term remains the largest,
the physics will be dominated by the above described competition between kinetic
energy and electron-electron correlations.
In this section we do not aim at reviewing the huge amount of work which has
been devoted to the investigation and the solution of these prototype modes and
we refer the reader to recent reviews, Refs. [146] and [147] respectively dedicated
to analytical (semianalytical) and numerical approaches. Instead we focus on two
methods are are well suited for the description of the quasiparticle dynamics in
the strongly correlated regime and to an accurate characterization of the interac-
tion effects contributing to the the self-energy. The first approach, based on the
Gutzwiller approximation (GA)[148], is a variational method that introduces an ef-
fective quasiparticle description by projecting out the “high-energy” configurations
from a non-interacting wavefunction which would -without projection- describe a
non-interacting metal. The second approach, centered on the Dynamical Mean-
Field Theory (DMFT)[149], goes beyond the QP description and simultaneously
accounts for the low-energy QP particle properties and the higher-energy excitation
(exemplified by the “Hubbard bands”). This method is particularly suited for the
description of the dynamical response of correlated systems, both in equilibrium,
when linear-response theory holds and out of equilibrium.
3.2.1. Quasiparticles from strong correlations in the Gutzwiller approximation
The Gutzwiller Approximation, described in more details in Sec. 7.1, represents
one of the most popular and effective approximations to treat strongly correlated
electron systems. The method is based on the variational principle and on a wave
function that introduces real-space constraints on an uncorrelated wave function
described by a Slater determinant. In the case of the single-band Hubbard model,
the idea is simply that the Hubbard U makes doubly occupied sites energetically
unfavourable, while the kinetic energy gives rise to delocalized states, in which any
of the local configurations is equally probable. Therefore, at every value of U there
is an optimal value of double occupation resulting from this balance. The Gutzwiller
wave function describes this process in terms of a variational parameter (projector).
For multi-band systems more projectors with similar meaning can be introduced.
Despite its approximate nature, the expectation value of a many-body Hamiltonian
on the Gutzwiller wave function can not be computed analytically except for the
case of infinite coordination number, where the the variational energy depends only
on the average double occupation. In finite dimensions this property becomes an
approximation which goes under the name of Gutzwiller Approximation.
Despite its limitations, the GA provides precious insights on the physics of strong
correlations, including the Mott transition and the reduction of quasiparticle weight
when the critical point is approached, as pioneered by Brinkman and Rice[150].
The picture emerging from a GA calculation can be interpreted as a liquid of
quasiparticles with a renormalized hopping amplitude and bandwidth. In the stan-
dard GA, the renormalization is momentum-independent and the full dispersion is
renormalized by a unique factor, leaving the Fermi surface unaffected by the inter-
actions. In this case, the reduction of the effective bandwidth is equivalent to an
effective mass enhancement, and the Mott transition is associated to a vanishing
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kinetic energy and a divergent effective mass. The main limitation of the GA is that
the spectral weight which is lost at low-energy when the QPs lose their mobility is
not recovered in high-energy spectral features.
One strategy to go beyond this limitation is to consider a time-dependent GA (t-
GA), where the Slater determinants and/or the projectors are assumed to depend
on time. In Sec. 7 we will review the non-equilibrium time-dependent GA which is
used to describe the real-time evolution of correlated systems, but it is important
to mention that the t-GA can be use to extract the linear response functions which
are associated to intrinsic equilibrium properties of the system[151].
The Gutzwiller approximation can be generalized to include the most relevant
realistic features, including a multi-orbital electronic structure [152], the coupling
with bosons [153, 154] and geometry, including the role of surfaces [155, 156].
Furthermore, this approximation can be combined with density-functional theory
(DFT) to provide a consistent picture of actual correlated materials[157–160] that
is complementary to DFT+U methods [161] while less computationally demanding
than DFT+DMFT methods [162].
3.2.2. Quasiparticles coexisting with high-energy features in Dynamical
Mean-Field Theory
Dynamical Mean-Field Theory has nowadays a paramount role among the meth-
ods designed to treat strong correlation effects. The reason of this success is at least
twofold: on one hand DMFT allows for the calculation of a variety of experimen-
tally relevant quantities both for model systems and for more realistic situations,
on the other hand, DMFT has provided us with a powerful reductionist approach
to strongly correlated electrons on the verge of a metal-insulator transition. These
electrons show the low-energy behavior of a metal, as expected in the Landau
quasiparticle picture, while, at high energy, they behave as the localized carriers of
a Mott insulator.
DMFT can be derived as the quantum version of a static mean-field theory,
where the spatial fluctuations are frozen, but the local quantum dynamics is in-
stead completely accounted for. In practice, the theory maps a lattice problem (for
example the Hubbard model 8) onto a local theory in which a single interacting site
is embedded into a non-interacting bath which describes effectively the interaction
of the chosen site with the rest of the original lattice. The equivalence between the
original lattice model and the effective local theory is enforced by a self-consistency
condition for the local single-particle Green’s function that we describe in Sec. 7.2.
The self-consistent solution of the effective local theory is typically realized with
a simple iterative procedure, where a new local theory is generated applying the
self-consistency condition to the output of a previous iteration, and the iterations
proceed until the input and the output function coincide. The solution of the
effective local theory can not be obtained analytically, but several numerically exact
“impurity solvers” have been identified and, at least for the single-band model, the
solution is nowadays completely established and solid.
It can easily be shown that DMFT becomes exact both in the non-interacting
limit U = 0 and in the atomic limit where all the hoppings go to zero. This high-
lights that the method is intrinsically nonperturbative and it is therefore perfectly
suited to study intermediate regimes, where the different energy scales are compa-
rable.
3.2.3. Quasiparticle evolution approaching the Mott-Hubbard transition
We have discussed in Sec. 3.1.2 that the half-filled Hubbard model describes a
Mott-Hubbard insulator in the large U limit. If we neglect the onset of antiferro-
magnetism, we can follow the evolution from a metal to the Mott insulator as a
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function of U , i.e., the correlation-driven Mott transition, as well as the effect of
doping on a Mott insulator. The Mott-Hubbard transition is arguably the most
spectacular direct effect of strong correlations and its understanding is believed
to be essential to understand less obvious effects including high-temperature su-
perconductivity. The Mott-Hubbard transition is simply the process connecting a
metallic state with a Mott-Hubbard insulator, a state in which the electronic con-
ductions is inhibited by strong local Coulomb repulsion despite the partial filling
of the band. The Mott-Hubbard insulator is indeed easily understood considering
a half-filled single-band Hubbard (see Eq. 8) with one electron per site. In this
case, if U is much larger than the bandwidth, the lowest-energy state is obtained
occupying each site with one electron and the electronic motion is inhibited be-
cause it would imply the double occupation of a site and hence a higher energy.
Starting from this state, one can then reach a metal either reducing the interac-
tion (or, equivalenty, enhancing the bandwith) or doping carriers. In this section
we describe the theoretical Mott-Hubbard transition which can be driven either
by doping which takes place in a system described by the Hubbard model by in-
creasing the interaction strength U . Within the GA, Brinkman and Rice[150] have
demonstrated an evolution of the quasiparticles controlled by the progressive re-
duction of the average number of doubly occupied sited d = 1/Ns
∑
i〈ni↑ni↓〉 from
0.25 (non interacting limit) to 0 (Mott insulator), a value which is reached at a
critical value of the interaction.
The elimination of double occupancy is mirrored in a reduction of the quasipar-
ticle weight, which measures the weight of coherent Fermi-liquid excitations with
respect to incoherent states. For a non-interacting system Z = 1, while the Mott
transition is associated to a complete loss of coherence, which implies Z = 0.
This occurs for a finite value of U = Uc ≡ 8|ε0|, where ε0 is the non-interacting
kinetic energy per particle. This effect can be described also in term of a self-
energy Σ(ω) = A +
(
1− 1Z
)
ω, which is momentum-independent and it only de-
pends linearly on frequency. We notice that a similar frequency-dependent can not
be captured within standard Hartree-Fock mean-field which can only lead to a
constant Σ. Due to the momentum-independent self-energy the effective mass is
given by m∗ = 1/Z. As a consequence, the Mott-Hubbard transition is associated
to a divergence of the effective mass which clearly highlights the difference with
band-like or disorder-driven metal-insulator transitions. Another consequence of
the momentum-independence is that Z also renormalizes the full dispersion, which
becomes εk
′ = Zεk, implying that the Fermi surface shape is not influenced by cor-
relations. Thus one can picture the evolution of the spectral function obtained in
GA by following only the red part of the spectrum shown in Fig. 13 (left column),
where a broad non-interacting spectrum shrinks as U/W increases until a critical
point where it simply vanishes.
It is worth to notice that the linear dependence of Σ(ω) can not be obtained
within mean-field Hartree Fock, in which the self-energy is unavoidably constant
and does not allow to describe loss of coherence and Mott physics in the absence
of symmetry breaking. In Sec. 8 we will present more details about the equilibrium
Mott transition within the GA approximation as a starting point to investigate the
non-equilibrium dynamics.
The GA can be used also out of half-filling, where the system is always metallic for
any doping. If we start U > Uc, one can study a doping-driven insulator-to-metal
transition, in which Z is zero only in the half-filled case, and it linearly grows as a
function of doping (in the standard Hubbard model with nearest-neighbor hopping
only, doping with holes or electrons is equivalent by particle-hole symmetry).
The main deficiency of the GA is that it only describes the quasiparticle compo-
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Figure 13. Schematic picture of the Mott-Hubbard transition within DMFT. On the left, following the
vertical arrow from top to bottom: evolution of the single particle spectral function (local density of
states) as a function of U/W . Read lines indicate the quasiparticle metallic part of the spectrum, blue
lines indicate the insulating high-energy Hubbard bands and purple lines indicate an intermediate situation.
Bottom of the plot: following the horizontal arrow we visualize the doping-driven Mott transition from a
Mott insulator with a clear gap to a strongly-correlated doped metal with a quasiparticle peak. The figure
corresponds to hole doping, while an electron doping would have led to a peak close to the upper Hubbard
band. In the top-right part of the picture we report a schematic diagram locating the correlation-driven
and doping-driven transitions (dashed arrows). The color notation is the same as in the left panels and
the blue dot marks the Mott transition point.
nent of the correlated electrons and its disappearance as the interaction grows. The
Mott transition is thus associated with the destruction of the metallic state and
the description of the Mott insulator is completely trivial. One indeed expects that
the reduction of the low-energy quasiparticle weight close to the Fermi level should
be accompanied by a shift of spectral weight towards high energy. This latter con-
tribution is expected to be incoherent and to evolve towards the Hubbard bands of
the Mott-Hubbard insulator. The incoherence would be associated to a finite value
of the imaginary part of the self-energy, which determines a finite lifetime for these
high-energy excitation, in contrast with the long-lived quasiparticles.
While these effects are not accessible by the GA, that starts from a metallic wave
function, they are all present in the DMFT picture of the Mott-Hubbard transition.
Here the spectral function and the self-energy do not take a simple analytical form,
but -at least for the single-band model- a numerically exact solution can be obtained
straightforwardly using different solvers.
The evolution of the single-particle spectral function obtained within DMFT
is reproduced in Fig. 13 (left column). The low-energy part apparently mirrors
the behavior of the Brinkman-Rice transition, with a quasiparticle peak that gets
narrower when the interaction is increased. However, in DMFT, the quasiparticle
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peak is flanked by high-energy features, centered roughly at ±U/2. Increasing the
interaction the spectral weight is shifted toward higher energy. Interestingly, the
quasiparticle peak disappears for a value of U ' 1.5W , when the Hubbard bands
are already well separated (bottom-left panels in Fig. 13). As a consequence the
Mott-Hubbard gap opens abruptly when the system becomes an insulator, even if
Z vanishes continuously and the zero-temperature transition is of second order.
When the Mott insulator is doped (bottom-tight panel in Fig. 13) the system
immediately becomes metallic. However, the insulator-to-metal transition does not
lead to a major reshuffling of spectral weight. Indeed a tiny coherent quasiparticle
peak appears close to one of the Hubbard bands (the lower band for hole doping
and the upper band for electron doping). As the doping increases the peak becomes
larger and larger and eventually merges with the Hubbard band, gradually turn-
ing the system into a weakly correlated metal. Roughly speaking, the non-trivial
strongly correlated region coincides with parameters such that the spectral func-
tion shows three coexistent features: the incoherent high-energy Hubbard bands
and the low-energy coherent quasiparticle peak. This is vivid picture of a physical
electron which has a partially itinerant and partially localized part, and one of the
greatest successes of DMFT is precisely to provide a relatively simple and cheap
representation of this non-trivial physics.
In the top-right part of Fig. 13 we report a schematic phase diagram which
hold for both GA and DMFT. The dashed arrows indicate the two Mott-Hubbard
transitions: the correlation driven transition that occurs at half-filling by increasing
the value of U and the doping-driven transition that occurs for U > Uc as a function
of the density.
3.3. Effective-temperature models
The signature of the electronic coupling with the different degrees of freedom of the
system could be unveiled by time-resolved techniques, under the form of different
relaxation dynamics following the pump excitation. The stronger is the coupling to
a specific subset of bosonic modes, the faster is the relaxation dynamics. Quantita-
tively, the link between the bosonic function extracted by conventional techniques
and the outcomes of P-p experiments has been set in a seminal work by Allen
[163]. In this work the energy exchange process between an electronic population
at the effective temperature Te and the bosonic fluctuations at the effective tem-
perature Tb is investigated. Although the original work addresses the simplest case
of an isotropic coupling with the phonons, in the following we extend the same
formalism to the more general case of the QP coupling with bosonic fluctuations of
electronic origin at the effective temperature Tbe, with a subset of strongly-coupled
phonons (usually buckling and breathing modes involving the Cu-O bonds) at TSCP
and with the rest of the lattice at Tlat.
A set of four coupled differential equations can be used to represent the following
physical processes: a short laser pulse, with power density (absorbed) p, impulsively
raises the effective electronic temperature of the QPs with a specific heat Ce=γeTe
(γe=pi
2NcN(F )k
2
b/3, Nc being the number of cells in the sample and N(EF ) the
density of states of both spins per unit cell). Te then relaxes through the energy ex-
change with all the coupled degrees of freedom that linearly contribute to the total
Π(Ω)=I2χ(Ω)+α2F (Ω)SCP+α
2F (Ω)lat. The rate of the energy exchange among
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Figure 14. Temporal dynamics of the electronic and bosonic effective temperatures, as given by the Ef-
fective Temperature Model.
the different populations is given by [163]:
∂Te
∂t
=
G(I2χ, Tbe, Te)
γeTe
+
G(α2FSCP , TSCP , Te)
γeTe
+
G(α2Flat, Tlat, Te)
γeTe
+
p
γeTe
(14)
∂Tbe
∂t
= −G(I
2χ, Tbe, Te)
Cbe
(15)
∂TSCP
∂t
= −G(α
2FSCP , TSCP , Te)
CSCP
(16)
∂Tlat
∂t
= −G(α
2Flat, Tlat, Te)
Clat
(17)
where
G(Πi, Ti, Te) =
6γe
pi~k2b
∫ ∞
0
dΩΠi(Ω)Ω
2[n(Ω, Ti)− n(Ω, Te)] (18)
with Πi=I
2χ, α2FSCP , α
2Flat and n(Ω, Ti)=(e
~Ω/kBTi − 1)−1 the Bose-Einstein
distribution at the temperatures Ti (i=be, SCP , lat). The specific heat (CSCP )
of SCPs is proportional to their density of states and is taken as a fraction f
of the total specific heat, i.e., CSCP=fClat. We underline that the Eqs. 14-17
constitute a special case of more general equations in which the coupling is not
only mediated by the electronic population, but explicit terms that directly link
the bosonic populations are considered. In Fig. 14 we report the characteristic
dynamics of the effective temperatures Ti, as calculated from equations 14-17.
Considering that the specific heat of the spin fluctuations should be a fraction
of the electronic specific heat [164], that is much smaller than CSCP and Clat, the
temperatures Ti are expected to decouple very quickly after the excitation with the
pump pulse. In particular, while Tbe promptly follows the electronic temperature,
TSCP and Tlat increase on longer timescales, finally leading to the local effective
thermalization (Te ≈ Tbe ≈ TSCP ≈ Tlat) on the picosecond timescale. Assuming
that the variation of the optical properties is directly proportional to the electronic
temperature Te, the relaxation dynamics in the P-p experiments should contain
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Figure 15. Effective temperature model to extract the electron-phonon coupling in metals. The left panel
shows time-resolved reflectivity measurements on conventional superconducting metals [165]. The fit to
the data (black line) is an exponential decay, whose time constant is given by Eq. 21. The central and left
panels represent a sketch of the effective temperature model and of its extension to include a non-thermal
distribution of QPs and phnons.
the fingerprint of all the relaxation processes with the different subset of bosonic
fluctuations.
Further insight into this simple model, known as effective-temperature model, is
gained by using the Taylor expansion of the Bose-Einstein distribution, n(Ω, Ti),
under the assumption ~ΩkBTi. In this case, Eq. 14 reduces to:
∂Te
∂t
=
gbe
γeTe
(Tbe − Te) + gSCP
γeTe
(TSCP − Te) + glat
γeTe
(Tlat − Te) (19)
where gi=(3γe~/pik2B)·(λ〈Ω2〉i) and λ〈Ω2〉i=
∫∞
0 Πi(Ω)ΩdΩ is the second momen-
tum of the Eliashberg coupling with the sub-population i. Therefore, Eqs. 14-17
reduce to a set of linear coupled equations for the functions Te(t), Tbe(t), TSCP (t),
Tlat(t). Considering the simplest case of an isotropic coupling with the lattice (2-
temperature model), the relaxation dynamics of Te(t) further reduces to:
∂Te
∂t
= −(Te − Tlat)
τe−lat
(20)
that determines a quasi-exponential decay of Te(t) with initial slope given by:
τe−lat(0) =
pik2BTe(0)
3~λ〈Ω2〉 (21)
Although useful to quantitatively support the outcomes of the first P-p experi-
ments, the effective-temperature model has some intrinsic limits that mostly arises
from the definition of Te and Ti during the relaxation process of the photoexcited
population.
The basic picture of the effective-temperature model is based on the assumption
that the energy delivered by the pump pulse, under the form of a non-thermal oc-
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cupation of the empty electronic states, rapidly relaxes to a ”hot” Fermi-Dirac pop-
ulation before any energy is exchanged with the lattice (or with other bosonic fluc-
tuations). Although the electron-electron interactions can be extremely effective in
many materials, the validity of the hypothesis underlying the effective-temperature
model could be disputed even in the simplest frame of the Fermi Liquid (FL) the-
ory. As a consequence of the phase-space available for the scattering processes, the
FL theory predicts a QP scattering rate (γ) of the form: γ=a(E-EF )
2+b(k2BT
2),
where a and b are coefficients, E is the QP energy and T is the temperature. Con-
sidering finite temperatures (e.g. T=300 K), the QP lifetime (1/γ) can range from
∼10−15 s at E=1 eV to ∼10−10 s at E=EF , that is much longer than the typical
electron-phonon scattering time (typically in the 10−14-10−12 s range). In a more
realistic picture, while the high-energy electronic excitations (∼1 eV) promptly
decay towards EF , the low-energy excitations start exchanging energy with the
bosonic fluctuations before an effective thermalization is achieved (see Figure 15).
From the experimental perspective, the lack of any fluence dependance in the
relaxation dynamics, is often considered as the failure of the effective-temperature
approach. Considering that τe−lat(0) ∝ Te(0) (see Eq. 21) and assuming a direct
proportionality between Te(0) and the laser power density p (that is reasonable
for very high excitation fluences, i.e., Te(0)  Tsample), the effective-temperature
model predicts a relaxation dynamics that linearly scales with p. This trend can be
easily verified though intensity-dependent P-p experiments. Nonetheless, while this
is true for the simplest case of an isotropic electron-phonon coupling (2-temperature
model), the case of simultaneous energy exchange with different subset of phonons
is less straightforward and no characteristic fluence-dependence of τe−lat(0) can
be predicted a priori. This is a consequence of the fact that, while the electronic
specific heat linearly increase with p, CSCP and Clat are almost independent of
the pump fluence. In particular, considering a typical fraction f=0.1 of SCPs,
the SCP specific heat reduces to 0.1Clat and CSCP ' γeTe at the typical pump
fluences necessary to have Te(0) Tsample. Therefore, in the realistic experimental
conditions the fastest relaxation dynamics is no longer proportional to Te(0), as
given by Eq. 21.
As already pointed out by Allen [163], the assumption that the distribution func-
tions for the electrons are thermal (i.e. equilibrium ones) may not be correct. In
other words, the assumption that electron-electron relaxation is instantaneous as
compared to electron-phonon scattering may not always apply. In particular, when
dealing with unconventional metals, such as cuprate superconductors, this assump-
tion needs to be verified before quantitative values of γeL are discussed. To explicitly
account for the non-thermal nature of the photoinduced electron population, the
temporal evolution of the electron distribution should be included in the model
through the Boltzmann equation (BE). The simplest way to tackle this problem is
to assume a two-fluid picture in which the transient electron distribution, f(E, t),
is the sum of a thermal Fermi-Dirac distribution (fT ) at the effective temperature
Te and a non equilibrium part that is calculated by BE in the relaxation-time
approximation:
f(E, t) = fT (E, Te(t)) + fNT (E, t) (22)
Accordingly to this model, usually quoted as Extended Multi Temperature Model
(EMTM), the energy provided by the pump pulse is transferred to fT (E, Te(t))
through the non-thermal population fNT . This process can be included in Eqs. 14-
17 by replacing the source term p(t)/γeTe with
∫
p(t′)K(t-t′)dt′, in which K(t-t′)
is a kernel function determined by the BE [166–168]. Recently, the improvement of
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Figure 16. The ARPES spectrum of Bi2Sr2CaCu2O8 immediately after excitation (at zero delay) from
Ref. 58 (black line), a fit to a Fermi-Dirac function (red line) and the calculated distribution function from
Kabanov and Alexandrov [170] (Blue line)
the temporal resolution and spectral coverage of time-resolved experiments led to
directly measure the dynamics (∼400 fs) of formation of the thermalized electron
distribution in gold [169], that can be exactly reproduced by the EMTM.
Nonetheless, a complete description of the problem should rely on the calcula-
tion of the real QPs distribution function beyond the approximation of the EMTM.
Kabanov and Alexandrov re-examined the kinetic equations without prior assump-
tions regarding electron thermaization, and obtained an exact solution for the
energy relaxation rate [170]. They analyzed P-p relaxation rates using an analyt-
ical approach to the Boltzmann equation, without assumptions regarding quasi-
equilibrium distributions for the electrons or phonons, and with particular focus
on cuprate supe conductors. They appli d the Landau-Fokker-Planck expansion,
expanding the electron-phonon collision integral at room or higher temperatures
in powers of the relative electron energy change in a collision with a phonon,
~ω/(pikBT ) . 1. Then the integral Boltzmann equation for the non-equilibrium
part of the electron distribution function φ(ξ, t) = f(ξ, t) − f0(ξ) is reduced to a
partial differential equation in time-energy space [170]:
γ−1φ˙(ξ, t) =
∂
∂ξ
[
tanh(ξ/2)φ(ξ, t) +
∂
∂ξ
φ(ξ, t)
]
, (23)
where f(ξ, t) is the non-equilibrium distribution function, and γ = pi~λ〈Ω2〉/kBT .
The electron energy, ξ, relative to the equilibrium Fermi energy is measured in
units of kBT . Multiplying Eq. 23 by ξ and integrating over all energies yield the
rate of the energy relaxation:
E˙e(t) = −γ
∫ ∞
−∞
dξ tanh(ξ/2)φ(ξ, t), (24)
where Ee(t) =
∫∞
−∞ dξξφ(ξ, t). Under appropriate conditions, the characteristic
electron-phonon relaxation rate given by the calculation differs from the rate de-
rived by Allen in the numerical factor (which is twice larger) and the fact that the
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ambient temperature enters the formula instead of the electron temperature:
τe−lat =
2pik2BTlat
3~λ〈Ω2〉 (25)
alleviating the need to determine the initial electron temperature Te. The validity
of these approaches requires careful consideration of electron-electron scattering
rates, that crucially dependent on the specific material considered. The estimate
that leads to Eq. 25 is supported by the experimental evidence of a non-thermal
distribution in ARPES, which shows that the 2TM fails to describe the high-energy
electronic distribution at very early times on the order of 50-100 fs [170, 171].
In Fig. 16 we show a comparison of the Fermi function used by the 2TM and
the TR-ARPES data for Bi2Sr2CaCu2O8 together with a fit to a Fermi-Dirac
distribution used to estimate Te. Compared to the Fermi-Dirac curve, these data
show a high-energy tail very similar to the exact non-equilibrium distribution from
Ref. 170. Further confirmation of the validity of the formula 25 is the observation of
linear dependence on sample temperature, just as predicted. The most important
conclusion from this work is that the assumption that either electrons or phonons
have equilibrium distribution functions is very approximate, and it may not hold
quantitatively for the case of cuprates.
The 2TM can be easily extened to include the effect of thermal diffusion, in which
case an additional term appears for the electronic and bosonic (i = be, SCP, lat)
temperatures in the form of Fick’s second law dTe,i/dt = −D∇2Te,i, where D =
Ke,i/ρe,iCe,i is the thermal diffusivity, where Ke,i is the thermal conductivity and
ρe,i is the density.
In all-optical measurements, the energy relaxation rates are inferred from the
transient reflectivity response. The probe is assumed to measure the relaxation of
the dielectric constant (and thus reflectivity) as a result of the relaxation of the
electronic distribution function for the electrons, assuming electron-hole symmetry.
The optical experiments rely on the existence of excited states for the final states
in the probe transition, in which case the response is a summation over all the pos-
sible vertical transitions weighted by the matrix elements Mif (E, k). Time resolved
angular resolved photoelectron spectroscopy (ARPES) masures the electronic dis-
tribution functions more directly [58, 172, 173]. Optical and ARPES experiments
potentially give similar information, allowing a comparison of the model predic-
tions with experiements. The values of relaxation time from time-resolved ARPES
experiments [58, 172–174] agree very well with the optical experiments in BiSCO
[175–177].
All these models rely on the Fermi-liquid description of the electronic proper-
ties, of the electron-electron, and of the electron-boson scattering processes. The
extension of these models to correlated materials, in which even the applicability
of the concept of quasiparticle is disputed, is one of the great challenges of non-
equilibrium physics in solid state systems. More broadly, electronic correlations
provide a wealth of additional scattering channels, such as spin fluctuations and
spin/charge orders, that could accelerate the heat exchange processes and the onset
of quasi-thermal distributions.
3.4. The basic concepts of non-equilibrium superconductivity
The outcomes of the first single-colour experiments (see chapter 5) triggered an
intense effort to develop simple models to interpret the novel information com-
ing from the ultrafast dynamics. Although the energy released by the pump pulse
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would eventually lead to a quasi-thermal state characterized by a local effective
temperature, the high temporal resolution of the experiments allows to access the
dynamics of the thermalization process itself. On this timescale the thermodynamic
state, i.e., the distribution of the charge-carriers and bosonic excitations, cannot
be described by a single temperature. The simplest approach is to treat the elec-
trons and the bosonic baths as different coupled systems, characterized by specific
effective temperatures. In this picture, the thermal state is achieved via the energy
exchange among the different subsystems and the relevant timescale is regulated
by the electron-boson coupling function (see chapter 3).
On the other hand, the study of the relaxation dynamics becomes a more com-
plex problem when the systems undergoes the superconducting phase transition or,
more in general, any kind of symmetry-breaking transition. In this case, the opening
of a gap in the density of state introduces additional phase-space constraints for the
scattering processes, that typically result in a bottlenecked dynamics. This problem
will be tackled either from the microscopic point of view, in which the dynamics is
the result of the interaction between non-thermal gap-energy electrons and bosons,
or from the thermodynamic point of view, through the Ginzburg-Landau function-
als. Even though the simple models presented in this chapter sometimes rely on
brutal approximations, they represent the fundamental tools to move the first steps
towards the quantitative study of the results of ultrafast experiments and to con-
nect the ultrafast relaxation processes to the quasiparticle dynamics presented in
chapter 3.
3.4.1. The bottleneck in the dynamics: the Rothwarf-Taylor equations
The issue of QPs relaxation in superconductors is relevant for non-equilibrium su-
perconducting devices, superconducting particle detectors and for photoexcitation
experiments. From QP recombination studies one can infer the intrinsic relaxation
times and their dependence on the experimentally tuneable parameters, such as the
excitation intensity. Uniquely, P-p techniques can distinguish between gap states
and pseudogap states on the basis of their lifetimes. This is particularly important
when the system under study is inhomogeneous, either in real space or in k-space.
Real-space inhomogeneity may arise due to the presence of self-assembled stripes
or aggregated textures [178, 179]. In k-space, we can speak of inhomogeneity when
states at different regions in the Brillouin zone (BZ) have different character: for
example some states may have polaronic character, while other states may have
extended state character. This is particularly important in in cuprates, due to the
nodal-antinodal dichotomy, and in multi-band superconductors, such as pnictides,
where a number of bands cross the Fermi level and become gapped below the su-
perconducting transition. Very similar phenomenology is encountered also in other
gapped systems, particularly CDW systems, where the Fermi surface is gapped in
some regions of the BZ due, for example, to a Peierls instability [180]. The main dif-
ference is that in superconductors the gap is intended for single particle excitations
out of the ground state, whereas in CDW systems, there is a gap for electron-hole
excitations.
In photoexcitation experiments, after the initial rapid energy relaxation lasting
for few hundreds femtoseconds, the electrons (holes) are nearly in equilibrium with
phonons irrespective of whether there is a gap in the electronic spectum or not.
While in a gapless metal, the relaxation proceeds further towards thermodynamic
equilibrium by the QP emission of low-energy acoustic phonons, in superconductors
and CDW systems the final states are limited by the presence of a gap. In this case
the QPs can relax to the ground state only provided that they emit a phonon with
an energy greater than 2∆, where ∆ is the single particle gap energy (see Fig. 17).
In other words, the energy relaxation process is interrupted when photoexcited
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Figure 17. The relaxation of photoexcited electrons takes place in distinct steps (an analogous pro-
cess takes place for holes). The inital steps are photoexcitation (1), electron-electron thermalisation and
avalanche energy relaxation (2). The latter takes place within 40-100 fs. Thereafter quasiparticles recom-
bine into pairs across the superconducting gap ∆ (3) with the emission of high frequency phonons (orange
wiggly arrows) with an energy ~ω > 2∆. These GFPs can immediately break pairs (4), leading to a cyclical
process shown by the blue arrows. This process is terminated either by anharmonic decay of GFPs with
energy ~ω < 2∆ or by phonons escaping from the photoexcited volume[181, 182].
particles reach states near the gap in the energy spectrum. As already discussed
in the previous section, these non-equilibrium quasiparticles can be detected by
excited state absorption or photoemission, measuring the QP density (n(t)) at the
gap edge.
It was recognized already in 1979 by Rothwarf and Taylor (R-T) that the mea-
sured QP lifetime for these states is not governed by the intrinsic recombination
rate R because one needs to take into account phonon reabsorption processes from
the ground state, as shown in Fig. 17. They proposed a simple model to account
for phonon re-absorption, in which the QP and pairing boson population dynamics
are described in terms of two non-linear differential equations [181]
dn
dt
= I0 + ηN −Rn2 (26)
dN
dt
= −ηN
2
+
Rn2
2
− γ(N −NT ) (27)
where n is the QP population, N is the total gap-frequency phonon (GFP)
population that can be separated into the photoexcited and thermal contributions:
N = NPE + NT . η is the probability for pair breaking by the absorption of a
phonon, and R is the bare QP recombination rate with the emission of a phonon
and I0 describes the incindent pulse. The factor 2 comes from the fact that two
QPs are annihilated with an emission of a single phonon in a recombination event.
γ describes the loss of phonons by mechanisms such as phonon escape from the
superconducting region [182] in mesoscopically inhomogeneous systems or in thin
films; or anharmonic decay of the high-frequency phonons (~ω > 2∆) into lower
frequency phonons (~ω < 2∆). Phonon escape may be important in inhomogeneous
systems, or in thin films. In such cases, the rate limiting step is determined by the
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Figure 18. The processes which determine the rate limiting step, γ in the R-T equation 27. a) Anharmonic
decay of phonons with energy ~ω > 2∆ to lower energy phonons prevents further pair-breaking. b) Phonon
escape from superconducting regions in an inhomogeneous state, such as a vortex state or an intrinsically
textured state, removes them from the R-T loop[182]. c) Phonons escaping from the superconductor to
the substrate cannot be reabsorbed, and present a rate limiting step in thin film samples.
characteristic length scale of the superconducting regions or the thickness of the
film [183].
The anharmonic decay rate is known from phonon linewidths and time-resolved
Raman measurements to be in the 0.2 ∼ 1 ps−1 range [184]. While the model was
originally formulated for phonons as the pairing bosons, the model in its various
forms applies equally to phonons and spin excitations as pairing bosons [185]. In-
deed, apart from classical superconductors [186], hole [184, 187–198] and electron
doped [199, 200] cuprates, MgB2 [201], and recently pnictides [37, 202, 203], the
model has been successfully used for optical studies concerning the QP recombi-
nation across the gap in several charge-density wave systems [57, 180, 204–206]
and the relaxation of electrons between low-energy electronic states in Jahn-Teller
ordered systems and in heavy electron systems [207–209].
Although the R-T equations can be solved numerically, analytic solutions [185]
are more useful in performing systematic analysis as a function of particular pa-
rameters, such as excitation power, carrier density and temperature. In particular,
analytical solutions reveal non-linear dependences of the relaxation time on pump
intensity, as well as bimolecular decay kinetics or simple exponential behaviour
with different excitation densities.
In thermal equilibrium N = NT , n = nT and the equations reduce to ηNT =
Rn2T . The thermal-QP density at temperature T can be estimated as [185]
nT (T ) ∼= N(0)
√
2pi∆kBT exp (−∆/kBT ) (28)
Here N(0) is the electronic density of states at Fermi energy, and ∆ is the energy
gap. The estimate of the GFP density is given by:
NT (T ) ∼= 36ν
′∆2kBT
(~ωD)3
exp (−2∆/kBT ), (29)
where ~ωD is the Debye energy and ν ′ is the number of atoms per unit cell.
As discussed in the previous section, for small perturbations the optical response
is proportional to the excess QP density np. Substituting np = n − nT and Np =
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N −NT into 26 and 27we can rewrite the RT equations:
dnp
dt = I0 + ηNp − 2RnTnp −Rn2p
dNp
dt = J0 − ηNp/2 +RnTnp +Rn2p/2− γNp,
(30)
here we used the equilibrium condition: ηNT = Rn
2
T .
We can now discuss a number of different regimes for QP recombination. In the
so called weak bottleneck regime the decay is dominated by γ, i.e. γ/η  1, the first
equation simplifies to dnpdt = −2RnTnp −Rn2p. The relaxation rate τ−1, defined as
−dnp/dt
np
for t→ 0, is temperature and intensity dependent:
τ−1 = R(2nT + np(0)), (31)
where np(0) is np at time t = 0. The relaxation time is dominated by two-body
processes for low temperatures when nT  np, but it shows a single particular
exponential decay for the low excitation case (nT  np).
More interesting is the opposite limit, namely the strong bottleneck regime where
γ/η  1. In this regime breaking of pairs by GFP is dominant, causing an initial
fast exchange of energy between QPs and GFP (compared with 1/γ) leading to a
quasi equilibrium between GFP and QP.
This can be described as a two temperature regime where GFP and QP are in
thermal equilibrium at a higher temperature than the rest of the system. This
regime was named prebottleneck dynamics and the relaxation following it super-
conducting state recovery dynamics.
We can look at the superconducting state recovery dynamics in two limits. The
low temperature limit is for the case when nT  η/R. In this case R(nT +np) γ
and the thermal equilibrium is not established. The relaxation rate for this limit
is again temperature and intensity dependent:
τ−1 = 2
Rγ
η
(2nT + np(0)) (32)
For high temperature limit nT > η/R the relaxation rate is:
τ−1 =
{
γ for np  nT ,
γ/2 for np  nT (33)
For this limit it is also interesting to write down the np as a function of light
excitation density εl as quasi thermal equilibrium is achieved:
n0p =
1
4
(
η
R
− 4nT +
√
η2
R2
+ 8nT
η
R
+ 16n2T + 8
η
R
εl
∆
)
(34)
The buildup of the signal prebottleneck dynamics depends on the initial processes
after photoexcitation in RT equations marked as I0, J0. For the case where the
first relaxation of highly excited quasiparticles is predominantly electron-phonon
relaxation and the majority of the energy before thermal equilibrium is in the
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phonon system the finite risetime can be described with Eqs. 30:
dnp
dt
≈ ηNp, (35)
while n2p is negligible.
By use of the two temperature model governed with bottleneck dynamics and
conservation of energy Kabanov [184] derived equations for temperature depen-
dence of the density of optically excited QP in low excitation limit as quasi-thermal
equilibrium is reached between QP and GFP:
np =
εl/∆p
1 +B exp (−∆p/kBT ) (36)
np =
εl/(∆(T ) + kBT/2)
1 +B
√
2kBT
pi∆c(T )
exp (−∆(T )/kBT )
. (37)
The first equation is for the case of a temperature independent gap like pseudogap
with ∆p = constant and the second for a temperature dependent gap ∆(T ) such
as the superconducting gap. In the equations the parameter B = 2ν˜/N(0)~Ωc with
N(0) a density of states at Fermi energy, ν˜ is the effective number of phonon modes
per unit cell participating in the recombination process and Ωc is the characteristic
phonon cutoff frequency. It should be pointed out that these equations are de-
rived for an isotropic energy gap (s-wave), whereas the calculations for anisotropic
(d-wave) gap predict a different temperature behavior [184]. Since the simple s-
wave model works well with several materials (see Sec. 5), it is argued that the
recombination process mainly takes place at anti-nodes, where the gap magnitude
is maximum.
3.4.2. The response due to the effective temperature and chemical potential
perturbations in the superconducting state
A phenomenological description of the electron dynamics in the superconducting
phase should account for the non-thermal modification of the electronic occupation
induced by the pump pulse. To address this issue we recall the dependence of the
superconducting (isotropic) gap on the excitation distribution function, as given
by the BCS gap equation:
1 = N(0)Vpair
∫ ~ωD
0
dk√
2k + ∆
2
[
1− 2f0
(√
2k + ∆
2/kBT
)]
(38)
where N(0) is the electronic density of states at the Fermi level, ∆ the gap and
Vpair the attractive pairing potential. The main role of the thermal energy kBT is to
control the number and the distribution of excitations in the empty states, k, above
the Fermi energy. When the temperature is increased, the thermal occupation of the
available states Ek=
√
k + ∆2, given by the Fermi-Dirac distribution f0(Ek/kBT ),
prevents these states from participating to the formation of the superconducting
condensate and eventually leading to the superconducting-to-normal state second-
order phase transition. When the system is excited by light pulses with photon
energy ~ω>∆, the thermal distribution is perturbed leading to a transient non-
equilibrium population described by: fk=f0(Ek/kBT )+δfk. The number of excess
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excitations can be calculated by integrating the non-equilibrium distribution:
δn =
1
∆(0)
∫ ∞
0
δfkdk (39)
The simplest approach to account for the photoinduced non-equilibrium popu-
lation is attained by introducing some effective parameters, namely an effective
temperature Teff [210] or chemical potential µeff [211] to describe δfk. Although
simple, these two effective distributions represent the general classes of pertur-
bation that can be applied to a superconducting system [212]. In the effective
temperature model, δfk(Teff ) is even with respect to inversion through the Fermi
energy and the excess distribuition is the same for electron-like and hole-like exci-
tations. In this case the non-equilibrium population is calculated by a Fermi-Dirac
distribution at the effective temperature Teff>T . In contrast, a change in the ef-
fective chemical potential describes any odd perturbation of fk, in which the excess
electron- and hole-like excitations are unbalanced. In the superconducting state,
the possible shift of the chemical potential of ”normal” quasiparticles can be bal-
anced by the opposite shift of the chemical potential of superconducting pairs. The
µeff model can be used when the excitation process is charged, in the sense that
it intrinsically changes the number of charged carrier, such as the case of electron
injection in superconductors.
The case of photoexcitation in multiband systems is more complex. The pho-
toexcitation process does not alter the total charge distribution of the system, but
creates a non-thermal distribution of electron-hole excitations. If the electron and
hole density of states are completely symmetric, the chemical potential remains
constant during and after the photoexcitation process. However, in realistic multi-
band systems the density of states and the effective mass of the empty levels filled
by the electrons can be dramatically different from those of the occupied states be-
low the Fermi level. As a consequence, an excitation can lead to the simultaneous
variation of Teff and µeff in order to maintain the charge-neutrality. This picture is
expected to represent well the case of underdoped cuprates, that are characterized
by the pseudogap and the superconducting gap, and of charge-transfer insulators,
in which the excited electron have 3d character, while the excited holes mainly
reside in the O-2p orbitals.
Both models predict a decrease of the superconducting gap ∆(δn, T ) when
increasing δn (expressed in units of 4N(0)∆(0, 0)) but with important dif-
ferences [213]. In the Teff model the gap dependence can be approximated
by ∆(δn, 0)/∆(0, 0)≈1-32(3δn)3/2/pi3 and a complete closing is obtained at
δncr(Teff )'0.33, causing a second-order phase transition to the normal state. In
the µeff model the gap closing is slower, i.e. ∆(δn, 0)/∆(0, 0) ≈1-4
√
2δn3/2/3, and,
before the complete gap collapse at δn '0.65, the free energy of the superconduct-
ing state equals the normal state one. The free energy difference between the two
phases, in units of the condensation energy Uc=N(0)∆
2(0)/2, is expressed [213]
as ∆F (δn) ≈ −1/2 + 16√2δn3/2/3 and reduces to zero at δncr(µeff )'0.16. The
most important consequence is that, within the µeff model, a first-order phase
transition from the superconducting to the normal state can take place. This pos-
sibility introduces a non-thermal scenario in which superconducting and normal
domains can spatially coexist, in contrasts to what expected in equilibrium condi-
tions. We underline that the differences between the predictions of two models are
not related to the density of excitation injected into the system but to their energy
distribution.
We stress that the crucial issue to describe the photo-excitation process through
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the Teff or µeff models is the way the pulse energy, Ep, is shared among the differ-
ent degrees of freedom of the system, i.e.Ep =EQP +Ec+Eph+Ebos, where EQP is
the energy directly absorbed by QPs excitation, Ec is the energy necessary to mod-
ify the condensation energy of the system, Eph and Ebos are the energies released
to the phonons and to other bosonic fluctuations, such as short-range AF excita-
tions. While the Teff model directly provides the amount of energy delivered to the
bosonic degrees of freedom, that are described by a Bose-Einstein distribution at
Teff , in the µeff model the excess bosons are not accounted for and the absorbed
energy is entirely absorbed by the shift of the chemical potential. Calculating the
excess excitations injected by a short light pulse in the limit of weak optical per-
turbation (δnnT , where nT is the total number of thermal excitations), it has
been shown [184] that:
δn =
Ep/[∆(T ) + kBT/2]
1 + g(kBT/∆)exp[−∆(T )/kBT ] (40)
where g(kBT/∆) is a function of the temperature dependent gap. A common as-
sumption is that the photoresponse of a superconducting systems is proportional
to the number of excess excitations. This is particularly reasonable in the case of
optical measurements in transmission on thin films, in which the relative variation
of transmissivity, δT/T is directly proportional to the change in absorption, given
by the imaginary part of the complex refractive index (n+ik). In this case, the
relation δk/k ' δn/nT and Eq. 40 suggests that the photoresponse is given by a
universal function of ∆(T )/kBT and can be used as a powerful probe of the gap
amplitude, also in systems that exhibit multiple gaps [184, 188].
Once the optical perturbation is halted, the equilibrium distribution at the tem-
perature T is recovered by exchanging energy with the thermal bath constituted
by the different degrees of freedom interacting with quasiparticles. In conventional
superconductors, the main relaxation channels is provided by the inelastic scatter-
ing with phonons, although elastic electron-electron scattering processes can play
a role in the case of an anisotropic gap. Although a quantitative estimation of the
relaxation time should be based on a microscopic model accounting for the density
of states and all the possible couplings with bosonic fluctuations, a simple and
general phenomenological expression links the relaxation time, τTeff ,µeff to the gap
value, in the limit ∆kBT , i.e., for T'Tc:
τTeff ,µeff = cTeff ,µeff
kBTc
∆(T )
(41)
where cTeff ,µeff is a coefficient that depends on the microscopic parameters of the
system and is proportional to the inelastic scattering time of a quasiparticle at the
Fermi surface. This relation predicts a characteristic divergence of the relaxation
time when Tc is approached, that is related to the progressive decrease of the phase-
space available to inelastic scattering processes that involve a fraction ∆(T )/kBTc
of the thermally occupied states.
3.4.3. Sub-gap photo-excitation and gap enhancement
A particularly interesting case is related to the sub-gap (~ω <2∆(T )) optical
excitation of a superconducting or, more in general, of a gapped system at the
equilibrium temperature T . As discussed in the previous section, Eq. 38 suggests
that the QP distribution plays the fundamental role in determining the gap value.
Therefore, by manipulating the equilibrium QP distribution function on the en-
ergy scale kBT , it is possible to enhance the gap value [212, 214], provided that
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the total number of excitations is not increased, i.e., δn=0. During the photoex-
citation process, the constraint ~ω <2∆(T ) does not allow breaking Cooper pairs
and photoinjecting additional excitations, while thermal quasiparticles are pref-
erentially elevated from the low-lying states at ∆ ≤ Ek ≤ ∆+~ω, to the less
populated states at Ek > ∆+~ω. Intuitively, this process increases the number of
states (δfk <0) at Ek ≥ ∆ available for the formation of the superconducting con-
densate, thus increasing the value of the gap. From the gap equation, it is possible
to define the effective temperature change δTeff corresponding to the change of
the gap amplitude:
δTeff
T
'
∫ +∞
−∞
δfk√
2k + ∆
2(T )
dk (42)
that becomes negative (effective cooling) when δfk <0. This effect is particularly
evident at moderate temperatures while at very low temperatures, the absence of
thermal excitations prevents the formation of the non-thermal distribution neces-
sary to achieve the gap enhancement.
In conventional superconductors, the gap is of the order of a few meV, that
requires excitation with sub-THz electromagnetic radiation to fulfil the relation
~ω<2∆(T ). Indeed, a gap enhancement corresponding to δTeff∼2% by continuous-
wave microwave radiation has been demonstrated in thin metallic films [215, 216].
For T>Tc it has been shown that a new superconducting state with a finite gap is
the stable solution of the gap problem upon CW irradiation [217].
In principle, the same approach could be extended to achieve the gap enhance-
ment in high-temperature superconductors. The large value of 2|∆| ∼40 meV [218]
permits to design experiments in which short and very intense THz and far-infrared
pulses are used to create a transient non-thermal population. However, the d-
wave character of the superconducting gap prevents from achieving the condition
~ω <2∆k(T ) for every k value. In particular, a large rate of QP production is ex-
pected in the nodal region, i.e., k ∼ (pi/2,pi/2), in which ∆(pi/2,pi/2)=0. Furthermore,
the non-thermal population can be sustained on the timescale determined by the
relaxation time given by Eq. 41, that is proportional to the inelastic scattering time
of QPs at the Fermi surface. Therefore, the wealth of different scattering channels
available in correlated materials (see previous sections) could confine the typical in-
elastic scattering processes to the femtosecond timescale, making extremely difficult
the feed of the non-thermal distribution necessary to achieve the gap enhancement
condition. A microscopic description of the out-of-equilibrium superconductivity in
correlated materials and the possible d-wave gap enhancement via ultrashort THz
pulses represents a challenge for condensed matter theory and experiments.
3.5. Dynamics of the order parameters: time-dependent Ginzburg-Landau
functionals
Any system characterized by a broken symmetry can be described through the
Ginzburg-Landau functionals that introduce the concept of (complex) order pa-
rameter Ψ(r) [219]. The ground state of the system is obtained by minimization,
over the entire volume, of the normalized (and adimensional) Landau free-energy,
U˜ :
U˜ =
∫
(u˜0 +
A0(P, T )
2
|η|2 + B(P )
4
|η|4 + λ|∇η|2)dv (43)
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Figure 19. Dynamics of the order parameter in a broken-symmetry phase.
where η=Ψ/Ψeq is the order parameter normalized to its equilibrium value,
A0(P, T ) and B(P ) are the coefficients that determine the thermodynamics of the
symmetry-broken second-order phase transition, and λ is the stiffness to the spa-
tial perturbations of η. The generality of this approach allows treating on the same
footing a wealth of different ordering phenomena of relevance to correlated mate-
rials, such as lattice distortions, magnetic ordering, superconductivity and charge
density wave (CDW) instabilities.
The extension of this approach to describe the dynamics of the order param-
eter after an impulsive excitation is based on the possibility of replacing the
temperature-dependent coefficient A0(P, T ) with a time-dependent function A(t).
A general equation of motion can be derived by differentiating U˜ with respect to
the order parameter:
d2η
dt2
+ αω0
dη
dt
= −ω20
∂U˜
∂η
= −ω20[A(t)η +Bη3] (44)
where ω0 is the eigenfrequency of the mode, characterized by a well-defined disper-
sion. For sake of simplicity, we assume a real homogeneous order parameter which
describes an optical mode whose dispersion is almost flat. The possible damping
of the coherent motion of η is introduced through the adimensional coefficient α.
At equilibrium, ∂U˜/∂η=0 and Eq. 44 does not contain any forcing term. As soon
as a perturbation is applied, ∂U˜/∂η 6=0 and a coherent motion is triggered, whose
dynamics is controlled by the shape of the mexican-hat potential U˜ (see Fig. 19).
This simple formalism can be applied to describe different processes that are
relevant to time-resolved experiments. The na¨ıve picture is that the interaction
with the pump pulse prepares a perturbed state of the system in which the value
of the order parameter is partially quenched from ηeq=1 to 1-δη(t). In this case,
the potential is unchanged and the evolution of the system is that of an harmonic
oscillator in which the initial displacement is maximum, while the initial velocity is
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null. This typical cos-like oscillatory dynamics is shown in Fig. 19a. The damping
term α mimic the energy exchange process with the thermal bath that transforms
the energy selectively stored in the coherent motion into thermal energy shared
among the different degrees of freedom. In other terms, the loss of coherence of
the oscillation of η(t) is a consequence of the dissipation to the thermal bath that
ultimately allows the relaxation to the equilibrium value η=ηeq=1.
Nonetheless, this simple picture does not represent most of the excitation pro-
cesses in which there is no direct dipole-allowed coupling between the light pulse
and the order parameters. In contrast, the excitation pathway is usually mediated
by some electronic transition, either real or virtual, that impulsively modify the
potential landscape of the system. This process can be modelled by introducing the
time-dependent coefficient A(t)=A0+f(t) which describes the temporal evolution
of the perturbation, that can have either an impulsive or displacive character. In
the first case, the change of A(t) instantaneously follows the temporal profile of the
laser pulse and can be represented by a delta-function, i.e., f(t)=δ(t). This process
is analogous to impulsively change the initial velocity of an harmonic oscillator,
while leaving the initial position unchanged. As a consequence, a sin-like oscillation
of the order parameter is triggered, as shown in Fig. 19b, that eventually relaxes
back to the equilibrium value. Among the processes that can be represented by
an impulsive change of teh potential, there is the Impulsive Stimulated Raman
Scattering (ISRS) mechanism. Here, a portion of energy is impulsively released to
initiate the coherent oscillation of η via a virtual electronic transition, following the
cross section and the selection rules of the conventional Raman scattering processes.
However, in many cases the interaction with the pump pulse involves real electronic
transitions that absorb most of the energy that is locally stored in the system and
is released to the rest of the bulk on a longer timescale (typically on the order of
0.1-1 ns) that is related with the heat diffusion process. In this case, the excitation
process is displacive and the change in the potential is a step-like function given by
f(t)=H(t), where H(t) is the Heaviside function. The typical oscillatory dynamics,
reported in Fig. 19c, exhibits a cos-like character but approaches an asymptotic
value, η∞=A(t → ∞)/B, that is different from ηeq=1. This kind of dynamics is
general to all processes in which the pump excitation induces a long-lived change
of the equilibrium potential, such as the case of a photoinduced phase transition
or of a temperature increase directly induced by the pump pulse or consequent
on the decoherence of η(t), as recently shown in the case of the spin dynamics in
the antiferromagnetic dielectric KNiF3 [220]. Intriguingly, the motion equation of
Eq. 43) constitutes also the link to thermodynamic description of the relaxation
process of a system adiabatically driven out of equilibrium.
In Fig. 19b we show the relaxation dynamics in the case of an overdamped
oscillation (α1, blue line) and a completely incoherent relaxation (α→∞, black
line). In this last case, the second-order term can be neglected and the dynamics
reduces to the classical kinetic equation [221]:
dη
dt
= −g∂U˜
∂η
(45)
where g=ω0/α. This equation can be linearized for small perturbations, δη, ob-
taining:
dδη
dt
= − δη
τGL
(46)
where τGL=-2gA(P, T ) is the exponential decay that describes the relaxation dy-
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namics of δη. Finally, Fig. 19b displays an intermediate scenario in which the time-
dependent coefficient A(t)=A0+ae
−t/τ relaxes on a timescale of the same order of
the damping of the system and of the oscillation period.
When an inhomogeneous system is considered, the |∇η|2 term must be included
in the functional U˜ . This leads to a second-order equation in the time and space
coordinates that accounts for the propagation of δη(t, ~r) perturbation. This formal-
ism can be extremely useful to treat thin films, interfaces and devices in realistic
geometric configurations, for example the recovery of the superconducting order in
LSCO [222]. Moreover, it has been recently applied to investigate the space-time
propagation of the impulsive quench of a CDW order, in which the inhomogene-
ity of the process is intrinsically related to the finite penetration length of the
electromagnetic field in the material [35].
The same formalism can be further extended to treat complex order parameters
η=|η|eiφ, provided the derivative of the functional U˜ in Eqs. 43 and 45 is performed
with respect to the function η∗. Besides the dynamics of the amplitude of the order
parameter, additional modes, related to the spatial and temporal variation of φ(t)
emerge from the td-GL.
Finally, the GL functional is extremely useful also in the case of systems, whose
properties are the consequence of the interplay between two different order pa-
rameters, η1 and η2. The functional U˜ can be extended to include both the order
parameters and a quadratic interaction term, i.e., W |η1|2|η2|2, that can be either
repulsive (competing phases, W<0) or attractive (cooperative phases, W>0):
U˜ =
∫ [
u˜0 +
A1(P, T )
2
|η1|2 + B1(P )
4
|η1|4 + λ1|∇η1|2
]
+[
A2(P, T )
2
|η2|2 + B2(P )
4
|η2|4 + λ2|∇η2|2 +W |η1|2|η2|2
]
dv
(47)
Following the previous steps, it is possible to linearize Eqs. 47, obtaining a set of
coupled equations:
dη1
dt
= −δη1
τ11
− δη2
τ12
(48)
dη2
dt
= −δη1
τ21
− δη2
τ22
(49)
The dynamics emerging from these equations is characterized by two diagonal
time-constants (τ11 and τ22) that describe the intrinsic decay time with non in-
teraction, and two non-diagonal terms (τ12=τ21) that depend on the parameter
W . The possibility of studying the interplay between two competing phases in
the time-domain has been recently applied to hole- and electron-doped cuprates
[198, 223], demonstrating the competitive nature of the interaction between the
pseudogap and superconducting phase, and in stripe ordered nickelates, support-
ing the scenario of strong coupling between the spin and charge sectors [73].
3.6. On the complexity of the scattering processes which regulate the
quasiparticle dynamics
The brief overview of (quasi-)equilibrium dynamics in strongly correlated systems
highlights the inseparable nature of the most relevant lattice and magnetic excita-
tions. This points out the inadequacies of classical theory, particularly for dealing
with inhomogeneous and fluctuating mesoscopically ordered phases. The concepts
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introduced in this chapter also challenge the knowledge coming from conventional
equilibrium techniques and pave the way towards the use of non-equilibrium experi-
ments to disentangle the intertwined degrees of freedom. In particular, we highlight
the following aspects that constitute the bridge between the equilibrium properties
and non-equilibrium dynamics, as discussed in chapter 3.4:
• In correlated materials, the charge dynamics is regulated by a rich electron-boson
coupling function, which includes the coupling with both phonons and bosons
of electronic origin, such as spin fluctuations. These scattering processes can
strongly affect the electronic self-energy up to an energy scale of hundreds of
milli-electronvolts.
• The anisotropy of the fundamental interactions in (pseudo-)gapped phases deter-
mines a k-dependent renormalization of the electronic self-energy and, therefore,
of the most relevant scattering processes. This effect is further enhanced by the
intrinsic tendency of correlated materials to develop symmetry-breaking insta-
bilities.
• The short-range electronic correlations, usually described through the Hubbard
model, challenge the notion of quasiparticle in itself. In materials close to the
Mott-insulating phase, the fundamental excitations involve incoherent charge
fluctuations localized in real space.
• Within the effective-temperatures approximation, the timescale of the relaxation
dynamics observed in P-p experiments is controlled by the same electron-boson
coupling function, Π(Ω), which also regulates the quasiparticle dynamics. In
other words, the coupling to the bosonic (eg. phonons, spin fluctuations) baths,
which renormalize the single-particle self energy and the quasiparticle effective
masses, also provides the relaxation channels necessary for the relaxation of the
photoexcited electrons. The electron-boson coupling function can be quantita-
tively estimated from the sub-ps dynamics in ungapped metallic phases.
• The opening of a gap in the density of states and the onset of superconductivity
call for a microscopic model to describe the relaxation dynamics. While the tem-
poral evolution of the gap can be described by some form of effective-temperature
or effective-chemical potential model, the relaxation of the electronic excitations
across the gap can be successfully described by the Rothwarf-Taylor model. In
this picture, the gap-energy bosons emitted during the recombination process
accumulate to form a pair-breaking non-thermal population of bosons, which
strongly slows down the relaxation process.
• The time-dependent Ginzburg-Landau functionals constitute a simple tool to
capture the phenomenology of the space-time propagation of the impulsive per-
turbation in a symmetry-broken phase.
4. Optical properties: a non-equilibrium approach
One of the major breakthroughs in the field of ultrafast optical spectroscopies was
given by the possibility of tuning both the pump and the probe frequencies over
a very wide region, ranging from the THz to the UV. While tuning the pump
photon energy allows to selectively excite the system along well-defined pathways,
the tunability of the probe can be exploited to explore the dynamics of many
different degrees of freedom. Furthermore, the possibility of easily controlling the
polarization of both the pump and probe beams makes the table-top tunable ul-
trafast experiments a novel tool complementary to the conventional equilibrium
optical spectroscopies. Although we do not pretend to provide a comprehensive
overview of the optical properties of correlated materials, that can be found else-
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Figure 20. Reflectivity of a prototypical cuprate. The red dots are the reflectivity of an optimally-doped
Bi2Sr2Y0.08Ca0.92Cu2O8+δ sample (Y-Bi2212OP, p '0.16, Tc=96 K). The black line is the fit of the
extended Drude model to the data. The inset displays the electron-boson coupling function Π(Ω) extracted
from the EDM. The dashed line is the reflectivity computed in the case of an increase of the effective
temperature of δT=200 K. Taken from [226]
where [224, 225], here we will present the most important concepts that constitute
the bridge between the equilibrium and non-equilibrium optical properties. The
possibility of investigating the ultrafast dynamics of different regions of the dielec-
tric function will open the gate to many interesting experiments, whose results will
be reported in chapter 5.2.
4.1. The fundamental optical features of correlated materials
In this section we overview the general features that constitute the starting point
of the differential analysis for time-resolved measurements. In particular, we will
focus on copper oxides which can be considered as prototypical materials, since,
upon doping and temperature changes, they exhibit some general features that
are of relevance for all correlated materials. Among these we cite: i) development
of a Drude peak when the carrier concentration is increased; ii) charge-transfer
transitions involving transitions from O-2p orbitals to the localized upper Hubbard
band of the 3d Cu orbitals; iii) anomalous spectral weight changes involving the
Drude peak and the high-energy U energy scale; iv) mid-infrared peaks (MIP) in
the 0.5-0.7 eV energy range; v) signatures of the opening of the pseudogap and of
the superconducting gap; vi) inductive response of the condensate.
Figure 20 reports the ab-plane reflectivity of optimally-doped
Bi2Sr2Ca0.92Y0.08Cu2O8+δ (Y-Bi2212) crystals (Tc=96 K), measured by con-
ventional spectroscopic ellipsometry [227] at 300 K. The reflectivity of Y-Bi2212
shows some general features common to most of correlated materials:
i) below the dressed plasma frequency (ω¯p ∼1 eV), defined through the
relation Re{(ω¯p, T )}=0, the optical properties are dominated by a broad
peak related to the optical response of the low-energy excitations in
the conduction band. Interestingly, the dielectric function in this energy
range cannot be simply reproduced by a Drude peak, in which a constant
scattering rate τ and effective mass m∗ of the QPs is assumed. The strongly
frequency-dependent scattering rate and effective mass, resulting from the
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interaction with bosonic excitations, can be accounted for by the more
general extended Drude model [224], presented in section 4.1.1. When the
density of the charge carriers is decreased by chemical doping, the weight
of the Drude-like part of the spectrum is progressively suppressed until
the insulating phase, exhibiting a charge-transfer gap at 1.5-2 eV (see
Fig. 21), is reached. When moving to the low-doping region of the phase
diagram, the optical conductivity of copper oxides is characterized by
universal structures at ∼0.5 eV, which are usually named as mid-infrared
peaks (MIP). Although their nature is often debated, the MIPs constitute
a rather universal fingerprint of short-range electronic correlations. As
a general picture, the MIPs can be rationalized as interband transitions
between the filled lower Hubbard band and the empty quasiparticle
states close to EF or between the filled quasiparticle states at EF and
the empty upper Hubbard band (UHB). In both cases, the transitions
involve delocalized QP states and localized states characterized by the
doubly-occupancy of the Cu sites. Different interpretations as been also
proposed, such as a subtle interplay between the strong coupling of the
charge carriers with phonons and spin fluctuations [228, 229].
ii) above ω¯p, the high-energy interband transitions dominate. In this energy
range, the equilibrium dielectric function can be modeled as a sum of
Lorentz oscillators in the >1 eV energy range [224, 225]. The attribution of
these interband transitions in cuprates is a subject of intense debate. The
ubiquitous charge-transfer (CT) gap edge (hole from the upper Hubbard
band with dx2−y2 symmetry to the O-2px,y orbitals) in the undoped com-
pounds is about 2 eV [224]. Upon doping, a structure reminiscent of the
CT gap moves to higher energies, while the gap is filled with new transi-
tions. This trend has been reproduced by Dynamical Mean Field Theory
(DMFT) calculations of the electron spectral function and of the ab-plane
optical conductivity for the hole-doped three-band Hubbard model [230].
The structures appearing in the dielectric function at 1-2 eV, that is, below
the remnant of the CT gap at 2.5-3 eV, are possibly related to transi-
tions between many-body Cu-O states at binding energies as high as 2 eV
(for example singlet states) and states at the Fermi energy. More recently,
equilibrium optical spectroscopy measurements [231] on HgBa2O4+δ have
revealed an interband peak at 1.3 eV, which appears at the hole doping
p ∼0.1 and progressively increases with maximum amplitude at optimal
doping.
The spectral evolution of the cuprate optical conductivity when moving from
the overdoped to the underdoped region of the p-T phase diagram presents many
features similar to those characteristic of other correlated materials which undergo
a temperature driven insulator-to-metal phase transition. In Fig. 21 we contrast
the doping-dependent optical conductivity of YBa2Cu3O6+x and La2−xSrxCuO4
to that of the vanadates VO2 and V2O3 at different temperatures. As the insu-
lating phase is approached, the Drude peak is progressively suppressed concomi-
tantly with the divergence of the optical effective mass (see Section 4.1.1) and
the increase of the intensity of the interband transitions. As a general behaviour,
in correlated materials the changes of the optical conductivity in proximity of a
metal-to-insulator transition involve energy scales on the order of the Hubbard U .
To quantitatively address the temperature- or doping-related changes of the opti-
cal conductivity we introduce the optical spectral weight of the Drude-like peak,
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Figure 21. Real part of the optical conductivity of prototypical correlated materials, such as VO2 [232],
YBa2Cu3O6+x [233], V2O3 [234] and La2−xSrxCuO4 [235].
defined as:
SWD =
∫ ∞
0
ReσD(ω)dω (50)
As a consequence of the conservation of the total number of the charge carriers
(with density N) in the conduction band, SWD is a constant given by SWD=ω
2
pl/8,
where ω2pl=4piNq
2/m∗ is the squared plasma frequency and m∗ is the effective mass
of the free carriers. When the system undergoes a phase transition, e.g., from insu-
lator to metal, the density of states at the Fermi level is expected to dramatically
change and a more general sum rule, which accounts for the conservation of the
total number of electrons in the conduction and valence bands, holds:
SWD +
∑
i
SWi = cost (51)
where SWi is the spectral weight of the interband transitions labeled by i.
The normal-state optical properties of copper oxides mostly change, particularly in
the infrared region of the spectrum, when the c-axis (i.e., perpendicular to the Cu-
O planes) conductivity is considered. In particular, the infrared (~ω . 100 meV)
optical conductivity is strongly suppressed from typical values on the order of
1000-2000 Ω−1cm−1 in the ab-plane, down to400 Ω−1cm−1. Further, the optical
conductivity along the c-axis assumes the characteristics of a strongly incoherent
metal. Although the microscopic mechanisms at the origin of this strong scattering
are still debated [224, 236], the underlying physics of this effect is related to the
small interplane transfer matrix elements that are of the order of tc '30 meV for the
most conducting systems. Therefore, the c-axis coherent is destroyed by the very
strong in-plane scattering. Specifically, the timescale of the scattering processes
involving the charge carriers is significantly smaller than the the time needed for
the interlayer hopping, which is of the order of ~/tc '20 fs.
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4.1.1. The extended Drude model
In the conventional Drude model, the optical absorption is mediated by scattering
processes that lead to a finite lifetime τ of the free carriers. However, in most cases
a constant value of τ does not allow to account for the coupling of electrons (or
holes) with a rich spectrum of fluctuations and does not reproduce the experimental
results. In the extended Drude model (EDM) the physical processes responsible for
the renormalization of the lifetime and effective mass of the QPs are included in a
phenomenological way, by replacing the frequency-independent scattering time τ
with a complex temperature- and frequency-dependent scattering time τ(ω, T ):
τ−1 ⇒ τ˜−1(ω) = τ−1(ω)− iωλ˜(ω) = −iM(ω, T ) (52)
where 1+ λ˜(ω) = m
∗
m (ω) is the mass renormalization of the QPs due to many-body
interactions and M(ω, T ) is the memory function.
In the EDM, the optical conductivity σD(ω, T )=[1− D(ω, T )]iω/4pi is given by:
σD(ω, T ) =
i
4pi
ωp
2
ω +M(ω, T )
=
1
4pi
ωp
2
1/τ(ω, T )− iω(1 + λ˜(ω, T )) (53)
The renormalized scattering rate and effective mass can be directly extracted
from the measured Drude optical conductivity, through the relations:
1/τ(ω, T ) =
ω2p
4pi
Re
(
1
σD(ω, T )
)
(54)
1 + λ˜(ω, T ) = −ω
2
p
4pi
1
ω
Im
(
1
σD(ω, T )
)
(55)
Although this phenomenological version of the EDM does not provide any clue
about the microscopic mechanisms responsible for the renormalization of the energy
dispersion and lifetime of the QPs, it is very useful for directly extracting τ(ω, T )
and m∗(ω, T )/m from the optical data. The EDM can be used to demonstrate
the correlated nature of the metallic phase of transition-metal oxides, in which the
transition to the insulating phase is driven by the progressive localization of the
charge carriers.
In three-dimensions, this Mott-type transition manifests in the divergence [234] of
the scattering rate (τ−1(ω, T )) and of the effective mass, which unveils a dramatic
correlation-driven decrease of the the kinetic energy of the charge carriers. In lower
dimensions, which is the case of copper oxides, the spatial correlations become
important and the divergence is partially smoothed out. In copper oxides, the
EDM has been widely [224] used to estimate the ab-plane scattering time of the
charge carriers due to the interaction with any fluctuations present in the system.
For example, in the normal state of Bi2212, τ−1(ω, T ) linearly increases from ∼1000
cm−1 (∼5 fs) at zero frequency, to ∼4000 cm−1 (∼1.3 fs) at ~ω ∼0.5 eV. Above
this frequency, which corresponds to the cut-off of the highest-energy fluctuations,
τ−1(ω, T ) saturates to a constant value [237]. As soon as the system enters a gapped
phase, τ−1(ω, T ) rapidly drops to zero on the energy scale lower than the energy
gap.
In some simple cases, the spectral weight SWD can be directly related to the
average kinetic energy 〈K〉 of the charge carriers in the conduction band. As an
example, in a single-band system in which the tight-binding model with nearest-
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Figure 22. Electron-boson coupling function extracted from the Extended Drude analysis of spectroscopic
ellipsometry data of different copper-oxides. Taken from [239].
neighbour hopping is a valid approximation, it is demonstrated [238]:
SWD =
pi2a2δe
2
4~2Vatom
〈−K〉 (56)
where aδ is the lattice spacing projected along the direction determined by the the
polarization δ of the incident light and Vatom is the volume per atom. Eq. 56 is valid
when only the Drude contribution to the optical conductivity is included in the
integration 50, in which the upper bound is infinite. In realistic analysis, however,
the Drude contribution can be hardly disentangled from the additional interband
transitions which appear at the >1 eV energy scale. Therefore, the spectral weight
calculations are often performed using a finite-energy cut-off, Ωc, positioned in-
between the plasma frequency and the onset of the interband transitions. In this
case, the spectral weight sum rules are not strictly valid since any change of the
optical scattering rate leads to the modification of the Drude peak width which
is missed when the finite cut-off integral is calculated. Quantitatively, this can be
easily shown for the simplest Drude model in which the scattering rate is frequency-
independent:
SW (Ωc, T ) '
ω2p
8
[
1− 2γ(T )
piΩc
]
(57)
This relation is valid in the limit Ωc  γ and can be extended to a frequency-
dependent scattering rate, provided that a suitable frequency-averaged 〈γ(T )〉ω is
used. Considering the direct relation between the Drude spectral weight and γ(T ),
Eq. 57 suggests that SWD can be used to study the temperature-dependence of
the scattering rate of the charge carriers, which is strictly related to the scattering
with bosonic fluctuations, as it will be discussed in the next section.
4.1.2. The electron-boson scattering in optics
From the microscopic point of view, the extended Drude formalism can be derived
from the Holstein theory for normal metals [88]. Considering the Kubo formula and
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using complex diagrammatic techniques to evaluate the electron and boson thermal
Green’s functions and omitting vertex corrections (Migdal approximation), the
memory function M(ω, T ) results:
M(ω, T ) = ω
{∫ +∞
−∞
f(ξ, T )− f(ξ + ω, T )
ω + Σ∗(ξ, T )− Σ(ξ + ω, T ) + iγimpdξ
}−1
− ω (58)
where f is the Fermi-Dirac distribution, γimp an intrinsic decay rate that accounts
for the scattering by impurities and Σ(ω, T ) and Σ∗(ω, T ) the electron and hole
k-space averaged self-energies, which can be calculated by Eq. 3. We pinpoint
that, although the memory function M(ω, T ) has the same analytical properties
of the single-particle self-energy Σ(ω, T ), it has a conceptually different meaning,
since the optical transition at frequency ω involves a particle-hole excitation of the
many-body system and provides information about the joint particle-hole density
of states. Considering the vast amount of experimental indications that, at moder-
ate doping concentrations (p >0.16), the fermionic and bosonic degrees of freedom
can be separated [108], we assume that the EDM can be used to extract Π(Ω) from
the optical conductivity, as measured at the equilibrium temperature T . Although
sophisticated maximum entropy techniques [115] have been developed to unveil the
rich details of the bosonic function [108], the main features can be evidenced by a
simple histogram form for Π(Ω). The inset of Figure 20 displays the typical Π(Ω)
histogram function, extracted by the equilibrium optical conductivity of optimally-
doped Y-Bi2212. Π(Ω) is characterized by:
i) a low-energy part (up to 40 meV) linearly increasing with the frequency. This
part is compatible with either the coupling of QPs to acoustic [121] and Raman-
active optical [122] phonons or the linear susceptibility, as expected for a Fermi
liquid [240];
ii) a narrow, intense peak centered at ∼60 meV, attributed to the anisotropic cou-
pling to either out-of-plane buckling and in-plane breathing Cu-O optical modes
[123] or bosonic excitations of electronic origin such as spin fluctuations [128, 132];
iii) a broad continuum extending up to 300-400 meV, well above the characteristic
phonon cutoff frequency (∼90 meV) that strongly resembles the dispersion of mag-
netic excitations, evidenced by scattering experiments [107, 127, 129–131, 241–243],
or loop currents [125].
The EDM model allows to treat on equal footing the electron-phonon coupling
and the coupling to the additional degrees of freedom, mostly of electronic origin,
that are common to all correlated materials. Interestingly, the formalism presented
in this section constitutes the link between the single-particle self-energy and the
optical self-energy. This fills the gap between the concept of QP scattering, as dis-
cussed in chapter 3, and the optical scattering rate introduced through the memory
function. In this framework, the probability of a scattering event which enables the
interaction of a free QP with the incoming photons is ultimately proportional to
the density of bosons and to the strength of their coupling with the charge carriers.
As extensively reviewed in Ref. [108], the Π(Ω) extracted by optical spectroscopy in
copper oxides is in very good agreement with the electron-boson function measured
by other single-particle and two-particle techniques such as ARPES, STM and Ra-
man. In this framework, the temperature-dependence of γ(T ) naturally emerges
from Eq. 58 and is directly related to the change of the number of bosons which
can scatter with the carriers. Given the Π(Ω) function with a Ωc cutoff, γ(T ) can
be easily calculated. γ(T ) exhibits a sub-linear increase for kBT<~Ωc, which ap-
proaches a linear trend as the temperature becomes larger than the energy scale
of the bosonic fluctuations.
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Fig. 22 displays the doping and temperature dependent Π(Ω) on several fam-
ilies of copper oxides. Although the main role of the temperature is to modify
the population of the bosonic modes, the histograms exhibit a small temperature-
dependence, which becomes stronger in the underdoped regime. This result sug-
gests that the picture of a sharp distinction between fermionic QPs and bosonic
fluctuations, which interact though a temperature-independent coupling, is pro-
gressively lost when electronic correlations dominate the electronic properties. As
a general trend, Π(Ω) is characterized by an intense and peaked low-energy struc-
ture, which progressively evolves in a rather flat background as the doping density
is increased. This result can be connected to the presence of well-defined AF res-
onances at qAF=(pi,pi) in the underdoped compounds, which broaden and evolve
in the continuum of the short-range magnetic fluctuations when the density of the
charge carriers is increased by doping (see Section 3.1.3).
The EDM has been widely employed to discuss the dynamics of the charge
carriers in copper oxides and its relation with the onset of superconductivity
[110, 115, 225, 239, 244–251]. Recent results suggest that the fluctuation spec-
trum could extend up to several eV [116, 252], hence of the order of the Hubbard
energy U . The same formalism has been also applied to investigate the coupling
in iron-based superconductors [253] and more conventional ferromagnetic systems
[254]. When the density of the carriers is decreased (underdoping), the application
of the EDM to copper oxides and, more in general, to correlated materials becomes
more questionable for various reasons: i) the opening of the k-dependent pseudo-
gap in the electronic density of states, which will be discussed in Section 4.1.2; ii)
the loss of well-defined quasiparticles and the impossibility of separating fermionic
and bosonic degrees of freedom; iii) the appearance of the MIPs which progressive
replace the broad Drude-like peak.
Non-constant density of states. In the calculation of the self-energy (see Eq. 3), a
constant density of states at the Fermi level has been considered. This assumption is
dramatically broken by the opening of a partial or full gap in the DOS close to EF .
Such a gap, lying within the same energy scale of the bosonic fluctuations, hinders a
reliable modelling of the electron-boson dynamics. A further evolution of the EDM,
accounting for a non-constant electronic density of states, has been developed by
Sharapov and Carbotte [255], and has been used to analyze spectroscopic data at
equilibrium [247]. In this model, the imaginary part of the electronic self energy is
given by:
ImΣ(ω, T ) = −pi
∫ ∞
0
Π(Ω){N˜(ω + Ω, T ) [n(Ω, T ) + f(ω + Ω, T )] +
+ N˜(ω − Ω, T ) [1 + n(Ω, T )− f(ω − Ω, T )]}dΩ
(59)
where N˜(ω, T ) is the frequency-dependent normalized density of states, which
can be modelled through a proper function of ω. ReΣ(ω, T ) is calculated from
(59) through the Kramers-Kronig relations. This formalism has been introduced
and successfully used to study the electron-boson coupling in the underdoped
cuprates, characterized by the onset of the pseudogap ∆pg(k) at T<T
∗ [247]. The
normalized density of states N˜(ω, T ) can be modelled by [247]:
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a b
Figure 23. Extended Drude model analysis of the frequency-dependent scattering rate in underdoped a)
Bi2Sr2CaCu2O8+δ (Tc=67 K) and b) YBa2Cu3O6.50 (Tc=59 K). The coloured lines are the EDM fit to the
experimental data (black lines) at different temperatures. The bottom panels display the electron-boson
spectral function at different temperatures. Taken from Ref. 247.
N˜(ω, T ) =

N˜(0, T ) + [1− N˜(0, T )]
(
ω
∆pg
)2
for |ω| 6 ∆pg
1 + 23 [1− N˜(0, T )] for |ω| ∈ (∆pg, 2∆pg)
1 for |ω| > 2∆pg
(60)
where ∆pg'40 meV is the maximum energy gap amplitude at the antinodes
k'(±pi,0) and (0,±pi), while 0<N˜(0, T )<1 is the gap filling. The k-space inte-
grated electronic DOS is completely recovered between ∆pg and 2∆pg. This model
has been used to extract Π(Ω) as a function of the temperature, demonstrating
a significative pseudogap-driven increase of the electron-boson spectral function
in the same doping range in which Tc decreases (see Fig. 23). This result strongly
supports a scenario where the pseudogap and the superconductivity are competing.
4.1.3. Infrared active modes
The low-frequency optical properties contain valuable information about the elec-
tronic and structural properties of correlated materials. As discussed in Chapter
1, the THz and mid-IR (2-130 meV) regions of the electromagnetic spectrum can
be almost continuously covered by time-resolved experiments. This energy range is
particularly sensitive to a wealth of relevant processes such as the infrared active
modes, the Josephson plasma resonances, the inductive response of the supercon-
ducting condensate and the opening of a full or partial low-energy gap in the density
of states. In principle, all these processes can be used as the fingerprints to track
the ultrafast transformations of the system, in which the structural and electronic
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Figure 24. a) Reflectivity and b) optical conductivity of YBa2Cu3O6+x at different doping concentrations
and temperatures. Taken from [256]. THz-infrared conductivity of: c) the prototypical doped manganite
Pr0.6Ca0.4MnO3 [257]; d) the prototypical nickel oxide La1.67Sr0.33NiO4 [258]. e) Sketch of part of the
Bi2212 unit cell and of the typical infrared-active vibrational modes in correlated materials.
degrees of freedom can be directly disentangled in the time domain. Here, we will
review some of the general features that can be accessed by THz or infrared pump-
probe experiments. In general, the optical conductivity associated to the infrared
active modes is on the order of .500 Ω−1cm−1. In metallic systems, these values
are easily overwhelmed by the intrinsic Drude conductivity of the system. There-
fore, the infrared features are usually more visible in insulating systems or in the
cases in which the metallic conductivity is suppressed either by the opening of a
gap or as a consequence of an extremely large scattering rate of the charge carriers.
Copper oxides Figure 24a reports the low-frequency c-axis reflectivity [256] of
YBa2Cu3O6+x (YBCO) at different hole dopings, ranging from under (x=0.5,
Tc=53 K) to optimal (x=0.95, TC=93 K) doping concentrations. Due to the large
incoherent nature of the charge carriers along the c-axis, a large number of narrow
peaks in the 20-80 meV energy range are clearly visible, already at room tempera-
ture. These peaks are related to the infrared active phonon modes which are allowed
by the dipole optical selection rules, given the symmetry of the crystal structure.
Of particular relevance for time-resolved experiments [198, 259–264] (see Section
5.2) are two B1u symmetry modes:
• the bond bending mode at ∼40 meV (322 cm−1), which involves the out-of-plane
motion of the oxygens in the Cu-O plane, and
• the ∼70 meV (570 cm−1) mode which modulates the displacement of the apical
oxygen atoms (see Fig. 24) along the c direction (apex oxygen vibrations). The
latter is more clearly visible in the optimally-doped system which is closer to the
true orthorhombic phase of YBa2Cu3O7. When decreasing the carrier density,
this mode progressively weakens and a new mode at ∼76 meV (610 cm−1),
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related to a change of the crystal symmetry, appears.
When cooling down (e.g. 100 K), many new players come into the game. While
in the most metallic system (x=0.95) the THz reflectivity increases, as expected
for a metal, in the more underdoped samples the conductivity is suppressed below
an energy scale of ∆PG ∼50 meV. This effect is related to the onset of the pseu-
dogap at T ∗, which leads to the progressive depletion of states at ~ω < ∆PG, as
shown in the optical conductivity of the underdoped ((x=0.7)) sample (see Fig.
24b). When the temperature is further decreased and Tc is crossed, an additional
plasma edge appears at ∼19 meV in the optimally-doped sample. This feature,
known as Josephson plasma edge, is related to the coupling between the parallel
superconducting Cu-O layers and will be discussed in Sec. 4.1.4. Furthermore, the
temperature also affects the position and lineshape of the infared-active phonon
modes. As a general trend, the vibrational modes undergoes a blueshift when the
temperature is decreased. This is a consequence of the anharmonicity of the lat-
tice potential which stiffens for smaller vibrations. On the other hand, the bending
mode at ∼40 meV is subject to an anomalous redshift when Tc is crossed. This
shift in the position of the mode is also accompanied by a dramatic change of the
lineshape, which becomes asymmetric and can be phenomenologically described by
the celebrated Fano resonance [265]:
σ1(ω) = A
(x+ q)2
1 + x2
(61)
where x = ~(ω − ω0)/Γ, A is an amplitude factor and q and the asymmetry pa-
rameter. The Fano resonance describes any system characterized by the quantum
interference between a narrow level and a continuum of states. In the case of YBCO,
both the anomalous redshift and the asymmetry of the bending mode have been
explained [266] as the effect of the change of the local electric field experienced by
the ions, which arises from the onset of the Josephson plasma resonance at T < Tc.
The same effect has been measured in Tl2Ba2Ca2Cu3O10 [267].
The phenomenology of the infrared-active phonon mode in YBCO, is alike for
almost all the copper oxides characterized by perovskite-derived structures with
orthorhombic (YBCO) or tetrahedral symmetries (e.g. Bi2212, see Fig. 24e), where
the copper ions sit at the center of an octahedral cell constituted by the oxygen
ions. In multi-plane cuprates, the octahedra are replaced by square pyramids with
the base lying in the Cu-O plane. Since the electric properties of cuprates are
dominated by the conduction in the Cu-O planes, we can single-out three main
families of infrared active phonon modes (see Fig. 24e) which are expected to be
more relevant for the electronic properties:
i) the modes involving the stretching of the oxygens ions at the apex of the pyra-
mids (or octahedra);
ii) the stretching modes involving a change of the in-plane Cu-O distance;
iii) the bending modes related to the out-of-plane movement of the oxygens;
Other correlated materials Similar infrared features are present in different
transition-metal oxides, such as manganites, nickelates and vanadates. As an exam-
ple, Figure 24c reports the optical conductivity of Pr0.6Ca0.4MnO3, which exhibits
an anisotropic charge-ordering at T <235 K with electronic gap on the order of
∆CO '0.18 eV. The suppression of the optical conductivity below ∆CO allows ob-
serving a wealth of infrared active modes (see inset). The three dominant phonon
modes (23, 42 and 71 meV) correspond to the three F2u infrared active vibrational
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modes of the cubic perovskite. Due to the orthorhombic distortion, a number of
weaker resonances are clearly visible. The two highest-frequency vibrations are as-
signed to the Mn-O-Mn bending mode and the Mn-O stretching mode, respectively
[257, 259].
Also the charge-ordered nickelate La1.67Sr0.33NiO4 exhibits similar phonon modes
that can be clearly visible at low temperature, when the electronic DOS is sup-
pressed by the opening of a gap attributed [258, 268–270] to static charge order,
fluctuating stripes or small polarons formation. Also in this case, the Ni-O in-plane
stretching mode [198, 258] (84 meV) develops a strongly asymmetric Fano-like line-
shape at low temperature, that is attributed to the modification of the physical en-
vironment around the ions when the charge carriers progressively localize. Phonons
in this frequency range are critical for the metal-insulator transition in vanadium
oxides. For the VO2, the Ag lattice modes associated with stretching and tilting of
V-V dimers are found at ∼23 and 27 meV, respectively [260, 271].
Similar cases are given by the layered transition-metal dichalcogenides. For exam-
ple, 1T -TiSe2 shows a transition into a commensurate charge density wave (CDW),
when cooled below TCDW '200 K. The microscopic mechanism driving the forma-
tion of CDW is still under debate, for the electronic correlations and the structural
order are strongly intertwined. In the THz-infrared frequency range 1T -TiSe2 ex-
hibit features that can be used to disentangle the dynamics of the structure of the
system from that of the excitonic correlation [272]. The crystal symmetry can be
tracked by looking at the infrared-active phonons [273]. The symmetry change re-
lated to the CDW yields additional infrared-active in-plane modes at 19 meV and
22 meV, which adds to the 17 meV optical phonon resonance measured at room
temperature [272]. Differently, the pure electronic response of the system can be
monitored by measuring the dynamics of the collective plasma resonance of un-
bound electrons and holes [274], that manifests as a pole in the dielectric function,
which moves from ∼145 meV at 300 K to 45 meV at 10 K.
In conclusion, the THz-infrared optical properties of correlated materials can
be effectively used to disentangle the dynamics of the lattice, that determines the
nature and the position of the infrared-active modes, from that of the electronic
degrees of freedom, manifesting themselves in the opening of low-energy gaps, in
the change of the plasma frequency and/or scattering rate, in the modification of
the local potential experienced by the ions and in the formation of collective states,
such as the superconducting condensate, that will be addressed in the next session.
4.1.4. Electrodynamics of the condensate
The expression of the optical conductivity of a perfect condensate can be eas-
ily obtained starting from the frequency-dependent conductivity of a conductor
in which the charge carriers are subject to an average scattering rate 1/τ , i.e.,
σ=0ω
2
pl/(1/τ − iω), where ω2pl=
√
nqe2/0mq is the plasma frequency of the sys-
tem. In the limit τ → ∞ for a perfect superconductor, the optical conductivity
becomes purely imaginary with a ω−1 frequency dependence. However, in order
to satisfy the causality given by the Kramers-Kronig relations, σ(ω) must also
acquire a δ-like real component. Therefore, the optical conductivity of a perfect
s-wave superconductor reads:
σ(ω) = 0ω
2
pl
(
piδ(ω) + i
1
ω
)
(62)
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where the σ1(ω) component satisfies the sum rule:
∫ +∞
0
σ1(ω)dω =
pi
2
0ω
2
pl (63)
Considering that the amplitude of σ2(ω) is proportional to the fraction of charge
carriers that participates to the condensate, i.e., nSC=nq−nN , near-IR pump/THz-
probe measurements in the ab-plane have been widely used to investigate the in-
plane dynamics of the condensate in high-temperature superconductors [193, 275–
277]. When the frequency of the probe is increased up to the energy scale of the
superconducting gap, the breaking of the Cooper pairs and the related excitation
of above-gap electron-hole pairs provide an additional absorption channel that is
manifested under the form of an absorption edge at ω ∼ 2∆SC in the σ1(ω) func-
tion. Therefore, non equilibrium optical spectroscopies in the THz/mid-infrared
region can be used to directly trace the recovery dynamics of the energy gap in
both unconventional [275] and conventional [278–280] s-wave superconductors.
Considering the case of layered copper oxide superconductors, also the c-axis op-
tical properties carry important information about the superconducting properties.
While the c-axis optical conductivity in the normal state is completely incoherent,
the sudden decrease of the in-plane scattering rate drives the coherent coupling be-
tween the condensates confined in the Cu-O planes that form an array of Josephson
junctions [224]. In the most common case of bi-layer cuprates, this effect results in
the appearance of two longitudinal Josephson plasma resonances [281, 282] in the
reflectivity and an absorption peak in the σ1(ω) that arises from a transverse mode
at the frequency ω2T=dinω
2
in + dexω
2
ex/din + dex, where din is the distance between
the two Cu-O planes within the unit cell and dex is the distance between the double
layers in the neighbouring unit cells. The plasma resonances can be modelled by
a dielectric function that vanishes at the two proper screened Josephson plasma
frequencies, ωin and ωout, with a pole at ωT :
(ω) = ∞
(ω2 − ω2in)(ω2 − ω2ex)
ω2(ω2 − ω2T )
(64)
where ∞ is constant. As an example, YBa2Cu3O6.5 displays the two longitudinal
plasma resonances at 3.7 meV and 60 meV, whose dynamics can be probed by THz
and mid-infrared techniques [263].
4.1.5. Interband transitions and high-energy excitations
The high-energy region (ω¯ &1.5 eV) of the dielectric function of correlated ma-
terials is dominated by interband transitions that correspond to excitations across
the Mott or charge-transfer gaps and, at even higher energies, to optical transition
between different bands. In general, these transitions are modelled through a high-
energy dielectric function (HEω) that contains a number of Lorentz oscillators:
HE(ω) = 1 +
∑
i
ω2pi
ω2oi − ω2 − iωγi
(65)
where ω2pi, ω
2
oi and γi are the intensity, position and frequency of the i-oscillator.
From the Lorentz dielectric function, the optical conductivity can be directly cal-
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culated through the relation:
(ω) = 1− iσ(ω)
0ω
(66)
Since the sum of the spectral weight of the high-energy transitions, i.e.
SWHE=
∫∞
0 ReσHE(ω)dω, and of the Drude component is proportional to the total
number of charges of the system, this quantity must be conserved. Therefore, any
change in the Drude plasma frequency as a function of the change of an external
parameter (e.g. temperature, pressure, etc.) or during a phase-transition, must be
compensated by the consequent change of the total spectral weight of the interband
transition which follows the rule SWD + SWHE=const.
This conservation rule has some important consequences in the study of the su-
perconducting phase transition. While in conventional superconductors the spec-
tral weight of the condensate zero-frequency δ-function, SWδ, is compensated ex-
clusively by the loss in SWD in the 0-∆SC frequency range, in unconventional
superconductors a more general sum rule (Ferrel-Glover-Tinkham) holds [212]:
SWND + SW
N
HE = SW
SC
D + SW
SC
HE + SWδ (67)
where the superscripts indicate the normal (N) and superconducting (SC) phases.
Considering that the Drude spectral weight is proportional to the total kinetic
energy of the charge carriers in the conduction band (see Sec. 4.1.1), possi-
ble superconductivity-driven changes of SWNHE , in both equilibrium and non-
equilibrium conditions, can be used to investigate the nature of the superconducting
phase transition as the doping concentration is changed (see Sec. 5.2.5).
A particular case is given by the cuprate parent insulators (p=0), in which
the fluctuations of the Cu-3d9 charge-configuration are suppressed by the strong
Coulomb repulsion (Udd ∼ 10 eV) between two electrons occupying the same Cu
orbital. In this case, the lowest excitation is the charge-transfer (CT) of a localized
Cu-3dx2−y2 hole to its neighbouring O-2px,y orbitals, with an energy cost ∆CT ∼2
eV< Udd. In the optical conductivity, this process is revealed by a typical charge-
transfer (CT) edge at ~ω=∆CT , which defines the onset of optical absorption by
particle-hole excitations in the complete absence of a Drude response[235]. The
shape of the charge-transfer edge can be modelled through the Urbach’s expres-
sion [283] α=α0exps(E−E0)/kBT where α0 and E0 are temperature-independent
parameters, while s is given by s=σ0(2kBT/~ΩP )tanh(~ΩP /2kBT ), in which ~ΩP
is the characteristic phonon energy and kB the Boltzmann constant. Monitoring
the dynamics of the CT edge allows addressing the dynamics of the decoherence of
Mott excitons [284] (holon-doublon pairs) and clarify the nature of the final state of
the system after the photoexcitation [196]. In system in which the electron-phonon
coupling is sufficiently strong, the local excitons created by the light absorption can
be dressed by the local deformation of the crystal, creating Frenkel polarons. This
process accounts for the temperature-driven redshift of the CT edge measured on
La2CuO4 [7, 285–288].
4.1.6. Optics and Dynamical Mean Field Theory
One of the reasons for the success of Dynamical Mean-Field Theory is the direct
access to dynamical properties, including both frequency-dependent single-particle
spectra and response functions and time-resolved observables. In Sec. 3.2.2 we have
discussed the basic picture of strongly correlated electrons emerging from DMFT,
in which a quasiparticle peak with Fermi liquid properties is flanked by largely
incoherent high-energy Hubbard bands. Here we show the consequent picture of
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the optical conductivity for an equilibrium correlated system before attacking the
non-equilibrium properties.
The optical conductivity is related to the current-current response function. It
can be shown on general grounds that, for single-site DMFT, only the local an
frequency-independent component of the vertex function contributes to the re-
sponse functions [289], which implies that we can compute the real part of the
optical conductivity as
σ(ω) =
pie2
ω
∑
k
∫
dε[f(ε− ω)− f(ε)]Tr[ρ(k, ω)vkαρ(k, ω − ε)vkβ], (68)
where the sum over k is extended over the whole Brillouin zone, f(ω) is the Fermi
function, ρ(k, ω) = −1/piImG(k, ω) is the interacting single-particle spectral func-
tion, vkα is the band velocity along the α direction for fermions with momentum
k. The trace is taken over the (implicit) band index labelling both the spectral
functions and the velocity tensor. For more details on the calculation of the opti-
cal conductivity in the framework of electronic structure calculations of correlated
materials, we refer to Ref. [290].
For the purpose of the present section we focus however on the basic concepts
which stem from Eq. (68) and emerged since the first calculations for the single-
band Hubbard model[291–294]. As a matter of fact, for a fixed bandstructure, the
essential frequency dependence of the optical conductivity is given by the convolu-
tion of two spectral functions, which clearly reflects the idea of optical transitions
connecting occupied and empty states in the single-particle spectra. Starting from
the spectral functions described above, we can simply build a cartoon picture of
the optical conductivity for a strongly correlated metal close to a Mott transition.
The case of major interest is that of a slightly hole-doped Mott insulator, where
the quasiparticle peak is shifted very close to the lower Hubbard band with respect
to the half-filled situation, but it retains its separate character, as shown in Fig.
25.
The optical conductivity is characterized by three main features: (a) A Drude
peak, associated to transition within the quasiparticle peak. This states are essen-
tially coherent, and they give rise to a sharp Drude peak, which can be broad-
ened by interactions of any kind. The weight of the Drude peak is proportional
to the quasiparticle weight Z; (b) A “mid-infrared” peak, which is associated to
transitions from the lower Hubbard band to the empty quasiparticle states. As a
result, this relatively high-frequency feature is influenced by the low-energy ex-
citations of the system; (c) a very high-energy (∼ U) feature which arises from
transitions connecting the lower and the upper Hubbard bands. In the case of a
charge-transfer insulator, this would coincide with the charge-transfer gap rather
than to the Coulomb repulsion.
This simple description represents the backbone of our understanding of optical
properties of strongly correlated systems. This picture indeed successfully captures
the properties of three-dimensional oxides like V2O3 once the material-dependent
aspects are taken into account[290, 293, 294]. The most prominent feature is the
evolution of the spectral weight as a function of U and/or the doping, which mirrors
the evolution of the quasiparticle peak and the (much less pronounced) evolution
of the Hubbard bands in the same process.
While this simple picture remarkably works for three-dimensional materials, the
application of the above picture to the highly anisotropic cuprate superconductors
is certainly much more questionable. The structure of these materials strongly sug-
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Figure 25. Single-particle spectral function A(ω) and corresponding real part of the optical conductivity
σ(ω) for a cartoon doped Mott insulator. Transitions within the narrow quasiparticle peak (QP) of width
ZW around the Fermi level (marked by a dashed vertical line) lead to the low-frequency Drude contribution
in the optical conductivity. Transitions connecting the lower Hubbard band (LHB) with the quasiparticle
peak lead to the “MIR” structure in the conductivity, while transition connecting LHB and Upper Hubbard
Band (UHB) give rise to the high-energy “Mott” feature.
gest that the two-dimensional copper-oxygen layers are the main building blocks
where the superconducting phenomenon and the other electronic features take
place, leading to identify the two-dimensional Hubbard model (or its three-orbital
version) as the basic electronic model to describe these materials. The need to
go beyond the DMFT picture with a momentum-independent self-energy is also
triggered by the physical properties of the cuprates, starting from the d-wave super-
conducting phase, which requires a momentum-dependent anomalous self-energy,
and the pseudogap regime, in which a clear differentiation between the antinodal
and nodal regions takes place.
If one wants to build on the success of DMFT and include short-ranged correla-
tions, it is therefore necessary to go beyond the ”single-site” version of DMFT that
we described so far. The most straightforward and popular extensions of DMFT
are “cluster extensions” in which an effective theory is built for a small cluster
rather than for a single site[295–297].
It has been repeatedly shown that even the smallest possible clusters, like a suit-
ably chosen two-site cluster[298, 299] or a 2×2 plaquette[300–310] all the main
features of the cuprate phase diagram, including antiferromagnetism, d-wave su-
perconductivity and the pseudogap appear and their competition is compatible
with the experimental framework. Larger clusters of around 8-16 sites are in-
stead sufficient to make the agreement with experiments stronger and almost
quantitative[311–315].
The present manuscript is not the appropriate forum to discuss all these develop-
ments, but we would like to end this session with an important observation. Despite
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the necessity to include at least short-range non-local correlations to properly de-
scribe the phase diagram of the cuprates, even the single-site DMFT with its local
self-energy describes accurately the distribution of spectral weight as a function of
frequency. In particular, it has been shown that DMFT correctly reproduces both
the doping[316, 317] and the temperature[318] evolution of the integrated optical
spectral weight S =
∫ Ωc
0 dωσ(ω) for different values of the cut-off Ωc chosen in order
to include either the pure Drude contribution or the Drude and the mid-infrared
structure.
We stress that this success is not accidental or a minor aspect. The ability of
single-site DMFT in capturing the main features of the evolution of the spectral
weight reflects the fact that the separation of the optical spectrum in the three
features (Drude, MIR and Mott) described above seems to survive also in low-
dimensional materials like the cuprates. In this perspective, we can conclude that
the inclusion of short-range correlation in cluster methods (or any other suitable
extension of DMFT) gives rise essentially to a redistribution of weight within each
main spectral feature, but it does not transfer substantial spectral weight from
one feature to the other. In particular, we expect the low-energy manifold in the
spectral function to be significantly reorganized in cluster calculations, reflecting
in the internal structure of the ”Drude” and “mid-infrared” features. In this sense,
we can always view the single-site DMFT picture has the “backbone” description
of the spectral properties of correlated materials even in low dimensions. In the
latter case, we have to keep in mind that non-local effects will certainly play a role,
but this does not imply a breakdown of the hierarchy of energy scales emergent
from DMFT.
4.2. The non-equilibrium response
In general, the non-equilibrium response of excited materials can be the sum of
different contributions, ranging from the plasma response, the thermomodulation
effect, the Fermi surface smearing and the Mathis-Bardeen (M-B) response in the
superconducting state.
Here we limit the discussion to the case of relatively weak perturbation induced
by the photoexcitation, where the photoexcited carrier density np is small as com-
pared to the normal state carrier density N0. In this regime, for any specific probed
wavelength, it is possible to assume the linear response approximation and ex-
pand the optical constants to the first order in carrier density n or, in the case of
phonons, to the displacement coordinate Q. In this framework, the temperature-
and fluence-dependences of the amplitude and lifetimes are described well by the
phenomenological theory presented in the previous sections. However, for longer
timescales the thermomodulation response proportional to d/dT becomes impor-
tant. In the next subsections we will discuss the transient dynamics of the dielectric
function on a very general ground, while some simple examples (e.g. Fermi level
smearing) relevant for the results presented in Chapter 5 will be provided. Finally,
for a quantitative description of the selection rules related to the polarizations of
the pump and probe pulses, we will discuss the transient response in terms of the
stimulated Coherent Raman scattering.
4.2.1. Probing the spectral response: dynamics of the dielectric function
Fermi surface smearing and interband transitions. The possibility of probing
the dynamics of the dielectric function of correlated materials over a significantly
broad frequency range, represents a breakthrough in the quantitative understand-
ing of the spectrally resolved non equilibrium physics. The pioneering pump-probe
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Figure 26. Cartoon of the electronic thermalization process in gold. The time-resolved reflectivity ex-
periments in which the 5d−6pd optical transitions are probed are mostly sensitive to the photoexcited
non-thermal distribution fNT (E, t) extending in the energy range EF -~ωpump−EF+~ωpump. Taken from
[169]
experiments on metals [165] and correlated materials were based on the generic as-
sumption of a proportionality between the reflectivity variation at the frequency ω
and the instantaneous ”effective” electronic temperature, i.e., δR/R(t)∝ δTe/Te(t).
In this perspective, the dynamics of the transient reflectivity was reproduced
through an effective-temperature model trying to estimate the electron-phonon
coupling which ultimately regulates the relaxation dynamics of Te(t) (see Chapter
3). Nonetheless, in many cases the variation of the optical properties is uncorre-
lated to the effective electronic temperature, whose definition is often questionable,
particularly for the sub-ps timescale.
The simplest example is related to the dynamics of the optical properties in a
metal, when a resonant optical transition from a narrow band (e.g. a d-band) to
the Fermi level is probed, as schematically shown in Fig. 26. In this case, the exci-
tation process at ~ωpump creates a step-like non-thermal function, fNT (E, t), which
extends from EF -~ωpump to EF -~ωpump. The relaxation dynamics of fNT (E, t) is
regulated by the charge-charge and the charge-phonon interactions, which eventu-
ally lead to a thermalized electronic distribution at the effective temperature Te(t),
as discussed in Section 3.3. Snapshots of this thermalization process can be taken
by measuring the dynamics of the complex dielectric function δ(ω, t). Consider-
ing the optical transitions from the d-band to the conduction band, we note that
fNT (E, t) is expected to increase the phase space available for optical transitions
whose final state lies in the (EF -~ωpump)−EF energy range (see Fig. 26), while the
photoinduced filling of the bands from EF to EF+~ωpump leads to the opposite
effect. As a consequence, the absorption of the system is strongly modulated in
the (ω0-~ωpump)−(ω0+~ωpump) energy range, where ω0 is the central frequency of
the d→conduction band transition. As far as the fNT (E, t) evolves into a thermal
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hot distribution f(E, Te(t)), the smearing of the Fermi-Dirac distribution progres-
sively leads to a narrower modification of the optical properties in the 2kBTe range
across ω0. The frequency-dependence of the variation of the dielectric function can
be easily modelled by assuming [166, 319] that the absorption change at the probe
frequency ω is given by:
δ2(ω, t) ' 1
(~ω)2
∫ Emax
Emin
D(E, ~ω)δf(E, t)dE (69)
where D(E, ~ω) is the JDOS of the optical transition from E-~ω to E and
δf(E, t)=f(E, t)-feq(E, Teq) is the relative change of the electronic occupation with
respect to the equilibrium Fermi-Dirac distribution at the temperature Teq. While
the lower integration limit, Emin can be taken as -20kBTe, Emax depends on the
details of the band structure of the material [319]. Assuming that both the matrix
elements of the optical transition and the JDOS remain constant during the exci-
tation and relaxation processes, it possible to model the dynamics of δ(ω, t) by
computing 1 through the Kramers-Kronig relations and letting f(E, t) evolving
within the extended multi-temperature model (see section 3.3).
Recent time-resolved measurements with sub-20 fs resolution [169] mapped the
dynamics of the electron thermalization process in gold, demonstrating the forma-
tion of a fully-thermalized electron distribution on a timescale of the order of 500
fs. The onset of a thermal electron distribution is bottlenecked by the Fermi-liquid
behaviour of the low-energy quasiparticles, whose lifetime diverges when E → EF
leading to a long-lived low-energy tail in δf(E, t). As a further consequence, a sig-
nificative amount of the energy stored in the electron gas can be exchange with
the phonons (or other bosonic fluctuations) before the complete thermalization of
the electrons, as pointed out in Ref. [320], making the applicability of the effective
temperature model a quite elusive problem.
Fermi level smearing and transient Drude response. In the normal state, the
transient change of the electronic occupation, δf(E, t), can also lead to important
variations of the low-energy optical properties, usually described by the (extended)
Drude model. We report here two simple examples, that show how it is possible to
relate the complex changes of the intraband optical properties to the variation of
the parameters which enter in the equilibrium dielectric function.
The first simple case is related to a transient change of the density of the free
carriers in the conduction band. This can be achieved, for example, by strongly
and resonantly pumping a transition from states near EF to high-energy empty
bands, whose decay is slower than the temporal resolution of the experiment. The
excitation in which the effective number of carriers in the conduction band, nq(t),
is time dependent can lead to a transient change of the plasma frequency ωpl(t) =√
nq(t)e2/0mq, which in turn induces a transient change of the reflectivity by the
free-carrier plasma. This kind of response is shown in Fig. 27 (blue line), for the
case in which only the plasma frequency changes. For simplicity we have assumed a
simple Drude model, i.e., =∞-ω2pl/(ω
2+ωγ) with the parameters typical of doped
copper oxides (plasma frequency: ωpl ∼2.5 eV; scattering rate: γ ∼0.5 eV). The
presence of high-energy interband transitions, that are intrinsic to any realistic
model, is simulated by using ∞=5 in the model dielectric function.
The second example is the photoinduced change of the scattering rate of the
charge carriers in the conduction band. The reflectivity variation induced by the
increase of the electronic scattering rate is shown in Fig. 27 (red line). This case can
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Figure 27. The reflectivity (top panel) and differential reflectivity δR/R (bottom panel) calculated within
the simple Drude model. The black line represent the reflectivity for a Drude model with parameters similar
to those typical of doped copper oxides: ωpl=2.5 eV and γ=0.5 eV. The contribution of the interband
transitions is accounted for by setting ∞=5. The blue line represents the reflectivity variation in the case
of a photoinduced decrease of the plasma frequency (δωpl ∼5%). The red line is the reflectivity variation
calculated in the case of an increase of the scattering rate (δγ ∼50%). The possible photoinduced variations
of ωpl and γ have been exaggerated for graphical reasons.
represent the simple picture in which the energy released by the pump excitation
to the charge carriers is rapidly dissipated into the bosonic bath, whose effective
temperature rapidly increases and leads to the rise of the electron-boson scattering
rate (see Sec. 5.2.3). An alternative scenario, implying the photoinduced variation
of γ, is given when carriers have strongly anisotropic scattering rates, e.g. the nodal-
antinodal dichotomy in copper oxides. After the photoexcitation, the underlying
k-dependent distribution of the thermal excitations can be strongly perturbed and
the total scattering rate can be modified as a result of the non-thermal distribution
of excitations in the k-space (see Sec. 5.2.4).
While in both cases (δωpl <0 and δγ >0) the non-equilibrium response is relevant
for probe frequencies ω ∼ ωpl, the frequency-dependent relative reflectivity varia-
tion, i.e., δR(ω)/R, contains the fingerprint of the two phenomena. These two cases
constitute the simplest example in which two different physical scenarios can be
disentangled by probing the reflectivity variation over a very broad energy range.
The differential dielectric function. Considering the ”local” relation between the
reflectivity R(ω) and (ω), the assumption δR/R(t)∝ δTe/Te(t) can be invalidated,
even in the simple case of weakly interacting electrons in a metallic system. How-
ever, the rapid growing of the broadband time-resolved optical spectroscopies has
paved the road to the development of quantitative models for the electron dynam-
ics in solids, allowing to address important questions concerning non-equlibrium
optical experiments. The foundation of the differential dielectric function approach
is grounded on the knowledge of the equilibrium dielectric function (eq(ω);ηi), that
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is a functional of a number of parameters ηi (or functions if they depend on the
energy E). Starting from this information, it is necessary to identify the smallest
subset of parameters necessary to reproduce the measured δ(ω, t), which can be
expressed as:
δ(ω, t) =
∑
i
∂(ω; ηi)
∂ηi
δηi(E, t) (70)
As a consequence, the dynamics of the dielectric function is mapped into the dy-
namics of the parameters ηi(E, t) that can provide valuable informations about the
relevant physics. Here below we list some physical parameters that are of relevance
for the dynamics of correlated materials, along with the physics disclosed by their
dynamics:
i) non-thermal carrier distribution f(E, t) → dynamics of the non-
thermal distribution of the charge carriers photoexcited by the pump pulse;
ii) plasma frequency ω2pl → transient modification of the plasma frequency
as a consequence of either a change of the carriers density or an ultrafast
spectral weight shift;
iii) density of states N(E, t) → change of the density of state at the Fermi
level;
iv) optical scattering rate γ(ω, t)→ change of the electron-boson scattering
rate as a consequence of the change of either the electron-boson coupling
constant or the boson density;
v) optical spectral weight SW(Ωc, t) → ultrafast modification of the spec-
tral weight, energy and damping of interband transitions;
vi) infrared-active modes with frequency ωi, damping Γi and oscilla-
tor strength ω2i → changes of the intensity and shape of infrared-active
modes as a consequence of the energy transfer to the lattice;
vii) condensate density nSC(t) → transient modification of the inductive
response of the superconducting condensate;
The time-domain THz techniques [321, 322] provide direct access to the com-
plex optical functions, i.e., the dielectric function (ω), the optical conductivity
σ(ω)=i/4pi((ω)-1) and the refraction index n(ω)=
√
(ω). Conversely, the non-
equilibrium optical spectroscopies in the infrared/visible range usually probe the
dynamics of the reflectivity (or transmissivity) that is, at normal incidence, related
to the dielectric function by:
R(ω, T ) =
∣∣∣∣∣1−
√
(ω, T )
1 +
√
(ω, T )
∣∣∣∣∣
2
(71)
To overcome the limitation in directly probing the complex optical properties, a
spectroscopic ellipsometry can be carried out for each probe wavelength by perform-
ing measurements at different incident angles or polarizations of the probe beam
[323] and by numerically inverting the Fresnel relations. However, performing a real
time-resolved ellipsometry over a broad frequency range is usually experimentally
demanding. More frequently, the optical properties are reconstructed through mea-
surements on thin films, in which the transmissivity variation is directly related
to imaginary part of the refraction index, i.e., T (ω)=(1-R)exp(-2ωn2(ω)/c), when
Fabry-Perot internal reflections are neglected. In the case of broadband reflectivity
measurements, the complex dielectric function can be extracted either by perform-
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ing a differential dielectric function analysis starting from a model of the dielectric
function which is intrinsically Kramers-Kronig constraint or by directly perform-
ing KK transformations on the δR(ω, t) signal constraining δR(ω, t)=0 in the range
outside the probe frequency window. This last method, recently introduced [44],
basically assumes that the variations of the pump-perturbed reflectivity outside of
the probed region are either negligible or too distant from the probed energy scale
to significantly change the local optical response.
4.2.2. The optical response of a superconductor
Strong photoexcitation. The Mattis-Bardeen (M-B) formula [212] gives the ratio
between the superconducting and normal state optical conductivity σs/σn, ( =
αs/αn) calculated within a single band model. While it is large for ω ' ∆, it
diminishes with frequency as ω−2. The amplitude As, of the induced change in
reflectivity in the regime of condensate vaporization, is given by:
As =
∣∣∣∣δRR
∣∣∣∣
F>FT
=
Rn −Rs
Rs
' Rn −Rs
Rn
(72)
where Rn and Rs are the reflectivities in the normal and in the superconducting
states respectively, and Rn, Rs  Rn − Rs. At optical frequencies, the induced
change in reflectivity is mainly affected by the imaginary component of the refrac-
tive index, hence proportional to the induced change in the real part of the optical
conductivity δRR ∝
δk
k ∝
δε2
ε2
∝ δσ1σ1 giving
As =
∣∣∣∣δRR
∣∣∣∣
F>FT
∝ σ
n
1 − σs1
σn1
(73)
To determine the temperature dependence of As, the ratio
σs1
σn1
(T ) is evaluated,
being σ
s
1
σn1
given by the Mattis-Bardeen relation [324]
σs1
σn1
(~ω) =
2
~ω
∫ ∞
∆
(f (ε)− f (ε+ ~ω)) g (ε) dε
+
1
~ω
∫ −∆
∆−~ω
(1− 2f (ε+ ~ω)) g (ε) dε (74)
Here f (ε) is the Fermi-Dirac distribution function, ~ω is the photon energy, ∆ is
the superconducting gap, and g (ε) is
g (ε) =
ε (ε+ ~ω) + ∆2
√
ε2 −∆2
√
(ε+ ~ω)2 −∆2
(75)
In the limit of ∆ ~ω Eq. 74 becomes:
σs1
σn1
(~ω) ' 1
~ω
∫ ~ω−∆
∆
g (ε− ~ω) dε
+
2
~ω
∫ ∞
∆
f (ε) (g (ε)− g (ε− ~ω)) dε (76)
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For 2∆ ~ω, the integral 76 can be used to obtain As(T ) [194, 324]:
As(T ) ∝
∆(T )2
(~ω)2
ln
(
4~ω
e∆(T )
)
. (77)
Eq. 77 can be compared with the temperature dependence of δR/R, when a strong
P pulse completely destroys the condensate. Note that the response is proportional
to ω−2. This fact can be experimentally tested.
Weak photoexcitation. If the perturbing pulse is too weak to destroy the ordered
state, the derivative change of reflectivity δR with respect to ∆ must be calculated.
Using the two-fluid model, we obtain that ∆2 = ∆20ns = ∆
2
0(1−nq), where ns is the
superfluid density, nq is the quasiparticle density, and ∆0 is the gap at T = 0. δR
can be related to the photoexcited carrier density np using the fact that δnq = np:
δR =
∂R
∂∆
∂∆
∂nq
δnq =
A∆20
2(~ω)2
(
1− 2ln
[
1.47~ω
∆
])
np (78)
If we neglect the derivative of the logarithmic correction with respect to ∆, we can
substitute ∆0 for ∆(t) in the logarithm and obtain:
Rs(t)−Rn ' A∆ (t)
2
(~ω)2
ln
[
1.47~ω
∆0
]
(79)
Eq. 78 then further simplifies to:
δR =
∂R
∂∆
∂∆
∂nq
δnq =
2A∆(t)
(~ω)2
δ∆ ∝ − ∆
2
0
(~ω)2
np. (80)
This is an intuitive result, which is consistent with an excited state absorption probe
process. This response function, just as for strong excitation, does not consider
resonant processes and diminishes at higher energies as ω−2.
Under conditions of weak excitation often encountered experimentally in super-
conductors, the QPs accumulate at the bandgap edge forming a bottleneck. Under
such conditions, the QPs and phonons are in near equilibrium, and np is given by:
np =
1/(∆(T )) + T/2)
1 +B
√
2T/(∆(T )Exp[−∆(T )/T ] . (81)
where ∆ is the superconducting gap, B = ν/N(0)~Ωc, where ν is the effective num-
ber of phonon modes of frequency ~Ωc per unit cell participating in the relaxation
process. B can be determined by fitting the temperature dependence of δR/R and
N(0) is the density of electronic states at the Fermi energy.
4.2.3. Description of the non-equilibrium experiments in terms of stimulated
Raman scattering
A vast literature [5, 6, 325] showed that P-p experiments can be described as
a two step stimulated Raman scattering (SRS) process, which applies not only to
lattice vibrations, but also to electronic [326, 327] and magnetic excitations. This
picture is valid in the limit in which the excitation is shorter than the typical relax-
ation time of the excited bosonic mode. In this case, the first order in the expansion
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Figure 28. (a) A schematic illustration of the two-color pump-probe setup for polarization-resolved mea-
surements. The probe polarization can be controlled by a half-wave plate (HWP) and is recombined with
the pump by a dichroic mirror (DM). The angle θ is measured relative to the Cu-O bond axes. (b) The
k-space selectivity of the probe, according to the Raman-like selection rules is indicated by the colours:
A1g : black, B1g : red; B2g : green.
of the kinetic equations for the electronic and bosonic distributions [328] can be ap-
proximately considered as the leading one. This model is very useful, since it makes
possible to compare quantitatively the polarisation selection rules using the Ra-
man tensor, and intensities of the P-p measurements with theoretically calculated
resonant Raman scattering cross-sections. Moreover, it allows detailed analysis of
broken symmetries on short timescales. In contrast to ordinary stimulated Raman
scattering the process is coherent, so one can extract lifetime information using P-p
spectroscopy. The beauty of this approach is that once the dielectric function is
known, either experimentally or theoretically, the P-p response can be calculated.
In the first step, of the pump-probe process, the pump pulse excitation can pro-
ceed either by impulsive excitation (IE) or displacive excitation (DE) [5, 6]. The
two typically apply to non-resonant and resonant conditions respectively. In the
DE process, photo-excited carriers scatter among themselves and rapidly release
their energy to the lattice within tens of fs, resulting in a transient non-equilibrium
population of electrons, phonons, magnons, etc. All memory of the initial electron
(or hole) momenta is lost in the process. If the excitation is not too intense, the
process can be considered as a weak coherent perturbation of the QP density nq
near the Fermi level which does not cause a significant renormalisation of the elec-
tronic structure. nq can linearly couple (only) to symmetric Ag excitations, whereas
the appropriate Raman tensor piR [5, 6] governs all the excitations (phonons, elec-
tronic states, etc.) in the IE process. In particular, for the pseudo-tetragonal (D4h)
symmetry, usually considered as appropriate for the parent structure in cuprates,
A1g, A2g as well as B1g and B2g modes can be excited for polarisations in the a− b
plane.
In the second step, i.e. the probe experiment, the detection of the transient
change of reflectivity can also be described by a SRS process [5, 6]. The IE and
DE components can be distinguished by the phase of the response at t = 0, since
RIE ∝sin(ω(t− t0)), while RDE ∝cos(ω(t− t0)). The coupling of the photon with
the crystal excitations (for either the pump or the probe) can be written as:
Pk = ΣlχklEl + P
R
k (82)
The SRS polarisation Pk due to a pump-induced change of nq is given by:
PRk =
∑
l
RklElnq, (83)
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where Rkl = ∂kl∂nq is the Raman tensor, kl is the complex dielectric tensor, and El
is the l-th component of the electric field.
For DE and IE the frequency dependence of the Raman tensor components in
terms of the complex dielectric constant are:
ξDE(ω, ω + Ω) ∝ [dRe()
dω
+ i
dIm()
dω
] (84)
and
ξIE(ω + Ω, ω) ∝ [dRe()
dω
+ 2iIm()/Ω] (85)
respectively. Note that the DE response is proportional to the derivative, dIm()dω ,
while the IE response is proportional to Im(). Thus, by measuring the frequency
dependence of the P-p response it is possible determine the excitation mechanism.
A nice example of such an effect of resonance is demonstrated by the derivative
line shape in the photoinduced transmission experiments of Okamoto et al [329],
signifying a DE mechanism associated with the Cu-O charge transfer excitation
around 1.5 eV.
The case of Bi2212 gives a good example for the analysis of the polarisation
response associated with SRS. Assuming a pseudo-tetragonal structure (D4h point
group) for BiSCO for example, the photoinduced changes of the in-plane dielectric
tensor components can be decomposed, according to symmetry, as:
δ =
[
δA1g
δA1g
]
+
[
δB1g
−δB1g
]
+
[
δB2g
δB2g
]
. (86)
Here we have omitted the A2g symmetry term, because the pseudovector A2g sym-
metry components do not appear in low-energy spectra [330]. However, they may
appear at high energies associated with either d9x2−y2 − d9xy intra-Cu transitions or
in d9x2−y2 − pσ charge transfer transitions [199].
Considering that the reflected light intensity is proportional to PkP
∗
k , and taking
the incident electric field (only the in-plane components) as E = E0
(
cos θ
sin θ
)
, then
to lowest order the angle-dependence of the photoinduced change of reflectivity R
reduces to:
δR(θ) = ∂R/∂1
[
δ
A1g
1 + δ
B1g
1 cos(2θ) + δ
B2g
1 sin(2θ)
]
+
+∂R/∂2
[
δ
A1g
2 + δ
B1g
2 cos(2θ) + δ
B2g
2 sin(2θ)
]
. (87)
Here  = 1 + i2, where 1 and 2 are the real and imaginary parts of the dielectric
constant, respectively. Assuming a linear response δi ' δRi, the angle-dependence
of the transient reflectivity results:
δR(θ) ∝ δRA1g + δRB1g cos(2θ) + δRB2g sin(2θ). (88)
Thus by measuring the angle dependence of ∆(R), we can obtain the relative mag-
nitudes of the A1g, B1g and B2g components. The expression in Eq. 88, together
with the temperature dependence and relaxation time measurements, allows to ex-
tract the different components of the response associated with specific symmetries
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and, consequently, to identify the states involved1.
Although this response was originally derived for collective modes (phonons),
it may also hold for electronic excitations, provided the electronic bandwidth is
not too large. Therefore, it may apply to superconducting gap excitations, charge-
density-wave gap excitations, single-ion electronic levels in insulators etc. but not
for wide band semiconductors, where higher order corrections would need to be
included [328]. Pump-probe experiments and electronic Raman scattering can be
thus be viewed as complementary spectroscopies in time domain and spectral do-
main respectively. Previous analysis of electronic Raman scattering on Bi-based
cuprates have shown that B2g symmetry probes excitations in the nodal (pi/2,pi/2)
direction in k-space, while the B1g probes excitations in the antinodal directions
(pi/2,0) and (0,pi/2) [330–332]. Recent studies suggest a PG in the nodal direction
to have s-wave symmetry, in contrast to the common assumption of a pure d-wave
PG [333], indicating that the PG symmetry is still an open issue. A rather similar
debate exists for the SC state symmetry, which entertains the possibility of dif-
ferent order parameter symmetry on the surface and in the bulk as indicated by
different experimental probes [334].
5. Non-equilibrium spectroscopies of high-temperature superconductors and
correlated materials
The first pioneering age of pump-probe experiments was characterized by the ef-
fort of understanding whether the out-of-equilibrium properties of superconduc-
tors and correlated materials could provide a novel piece of information relevant
for the general understanding of these materials. This nascent field, mostly based
on single-colour experiments, soon brought to light a wealth of interesting phe-
nomena emerging from the possibility of investigating the relaxation processes on
a timescale (sub-picosecond) faster than the time necessary to achieve transient
quasi-thermodynamic states.
In this chapter we will provide an overview of the main experimental results
ranging from the first single-color experiments to the use of more advanced ultrafast
techniques. The aim is to follow the historical path and to collect the main results
so far achieved and leading to the foundation of the field. Even though the first
experimental outcomes could appear as scattered and unrelated attempts, they led
to development of the conceptual framework (see Chapter 3.4) that is still at the
base of most of the recent advances (see Section 5.2).
5.1. Single-color pump-probe in the near-IR
5.1.1. Cuprate superconductors
Since the early times of ultrafast spectroscopies, single-colour P-p experiments
were performed on almost all the families of copper oxides and on many different
correlated materials. Only within the cuprate class of high-temperature supercon-
ductors, the ultrafast dynamics was measured on the Y- [8, 13, 17, 26, 28, 29, 171,
184, 188, 335–342], La- [171, 194, 343–348], Bi- [175, 190, 191, 196–198, 344, 349–
352], Tl- [353–355] and Hg-based [189, 356] families, as well as on the electron-
doped (La/Nd)2−xCexCuO4 (LCCO, NCCO) copper oxides [199, 200, 357]. Since
1This analysis for the probe process applies for the case where the system does not relax (e.g. by Frank-
Condon relaxation) before emitting the reflected photon, and the perturbation should be weak, which is
easily fulfilled.
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Figure 29. Transient reflectivity measurements on YBa2Cu3O7−δ. a) Typical δR/R(t) time trace at T <
Tc. b) Temperature dependence of the maximum amplitude of the δR/R(t) signal. c) Divergence of the
relaxation time, τr, as Tc is approached. Taken from Ref. 192
detailed systematic studies were performed mainly on YBa2Cu3O7−δ (YBCO),
La2−xSrxCuO4 (LSCO) and Bi2Sr2CaCu2O8+δ (Bi2212), in this section we will
mainly focus on these cuprate families, referring to other materials when illustrat-
ing a particular point.
Y-based cuprate superconductors. The pioneering work on single particle relax-
ation in cuprates was performed on YBa2Cu3O7−δ (YBCO) and its related com-
pounds. Early experiments by Han et al. [192] using dye laser photoexcitation
(at 625 nm) on thin film samples of near-optimally doped YBa2Cu3O7−δ detected
the appearance of a transient reflectivity below the superconducting critical tem-
perature that was unambiguously related to QP dynamics in the superconducting
state (Fig. 29). By checking the QP relaxation dynamics as a function of excitation
intensity at 20 K they verified that the dynamics was consistent with the Rothwarf-
Taylor model, (see discussion in sec. 3.4.1), in which the gap-energy bosons emitted
during the recombination of quasiparticles into Cooper pairs act as a bottleneck for
the recombination dynamics. The transient change of reflectivity was interpreted
in terms of a transient change of dielectric constant due to the change in the Drude
response arising from photoinduced QPs. However, the (negative) sign of the QP
response compared to the positive sign for the thermal signal was identified as a
potential problem. The authors also reported a divergence of the QP lifetime just
below Tc, shown in Fig. 29 c), consistent with the closure of the superconducting
gap at Tc.
Subsequent systematic work on YBa2Cu3O7−δ [26], particularly as a function
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of doping [29, 184, 188, 336, 340], showed a very consistent picture of a multi-
component response (see Fig. 30), in which the QP recombination dynamics across
the superconducting gap is quite distinct from the QP relaxation (recombination)
dynamics across the pseudogap. The QP recombination time across the super-
conducting gap, ∆SC , vanishes sharply at Tc, as a consequence of the closing of
the gap itself (∆SC → 0), as discussed in Sec. 3.4.2. This divergence is especially
pronounced in optimally-doped and overdoped YBCO, but is hardly noticeable in
underdoped thin films. The superconducting QP lifetime remains almost constant
for most samples measured except for the very clean ortho-II phase samples, where
the relaxation rate is reported to decrease with decreasing temperature. Such be-
havior appears to be a property of very high quality single crystals, also of other
cuprates, such as LSCO and Hg-1223 [189]. The temperature dependence of the
transient response due to QP recombination, whose amplitude and relaxation time
dramatically increase below Tc, was shown to fit well to the model predictions
under bottleneck conditions, as described by Eq. 37 using a superconducting gap
with a BCS-like temperature dependence. On the other hand, the PG response can
be fit very well with a model of QP relaxation across a temperature-independent
gap ∆PG (see Eq. 36). In the normal state, the PG response gradually diminishes
until it vanishes at a temperature T ∗, which is consistent with the ”pseudogap tem-
perature” measured by other techniques which measure a charge gap [358]. Such
behaviour has been found to be quite generic: all cuprate superconducting mate-
rials show similar temperature-dependence for the SC and PG response. Similar
behaviour has also been observed in pnictides, as we shall see in Sec. 5.1.2. The
values of ∆SC and ∆PG estimated from the the fitting with the gap-dependent
model that will be discussed in Sec. 3.4.2 suggested a phase diagram (reported
in Fig. 31) that was remarkably consistent with conventional equilibrium spec-
troscopies. Of particular interest is the comparison between the magnitude of the
normal-state pseudogap ∆PG and the spin gap measured by NMR. Fig. 32 shows
that the the charge gap inferred from the QP recombination in the normal state is
approximately twice the spin gap measured by Knight shift measurements, which
was attributed to the different nature of the charge and spin excitations [358].
The sign of the SC and PG responses in YBa2Cu3O7−δ was reported to depend
on doping [336] and on the polarization of the optical probe light with respect to
the crystal axes [338]. For probe parallel to the crystallographic a-axis, the PG and
SC transient reflectivity responses are of the same sign, while for probe parallel to
the b-axis, the two are of opposite sign. While the SC response changes sign, the
PG response is independent of the probe polarization, consistently with the band
structure anisotropy of YBCO [338]. An important issue in analysing the dynamics
of the equilibrium-state recovery is the determination of the intrinsic timescale of
the quasiparticle decay via reformation of Copper pairs and emission of gap-energy
bosons. This process, that has been formalized through the Rothwarf-Taylor equa-
tions discussed in Sec. 3.4.1, is expected to be strongly temperature-dependendent
and, therefore, also strongly affected by the average heating accumulated within
the laser spot.
Extremely low-fluence measurements [29], performed on YB2Cu3O6.5 Ortho-II
with a high-repetition rate Ti:sapphire oscillator, accessed the low-temperature
and low-fluence regime, in which the recovery dynamics can be described by the
weak bottleneck (see Sec. 3.4.1). In this limit, the slowest relaxation process is
given by the bi-particle recombination and the dynamics is expected to be strongly
fluence-dependent, in agreement with the outcome of low-fluence experiments [29,
191, 340].
Measurements of the mid-infrared reflectivity using difference-frequency gen-
May 25, 2016
77
VOLUME 82, NUMBER 24 P HY S I CA L REV I EW LE T T ER S 14 JUNE 1999
respectively, grown by the self-flux method in Y or Ca sta-
bilized ZrO2 crucibles. The Ca content was determined by
energy-dispersive x-ray spectroscopy and neutron diffrac-
tion analysis. The oxygen content d was adjusted by
heat treatment and adjustment of oxygen pressure to give
d ≠ 6.94, 6.986, 6.943, and 6.928 for x ≠ 0, 0.016, 0.101,
and 0.132, respectively. Tc was measured by dc magneti-
zation for each x and d as shown in the inset to Fig. 1(b).
The time evolution of the PI reflection, DRyR, is
shown for x ≠ 0 and 0.132 at a few temperatures in
Figs. 1(a) and 1(b). Above Tc, a single exponential gives
a very good fit to the data with a relaxation time of
tB , 0.5 ps. We note that beyond 3 ps (.6tB) the sig-
nal has decayed to nearly a constant value, indicating that
no other relaxation process is present on this time scale
[8]. This is true for all 0 , x , 0.132. This is also evi-
dent from the logarithmic plots in Figs. 1(c) and 1(d). Be-
low Tc, however, the logarithmic plots of DRyR shown
in Figs. 1(c) and 1(d) reveal a break in the slope near
t ≠ 3 ps, indicating the presence of two distinct relaxation
times, one with tB ¯ 0.5 ps and the other with tA ¯ 3 ps.
This implies that a two-component fit to the data is neces-
FIG. 1. The photoinduced reflection DRyR from Y12x-
CaxBa2Cu3O72d above and below Tc as a function of time
(a) for x ≠ 0 (Tc ≠ 93 K) and (b) x ≠ 0.132 (Tc ≠ 75 K)
at different temperatures. A two-exponential fit is made
below Tc and a single exponential fit above Tc. In
(c) and (d) the same data for x ≠ 0 and x ≠ 0.132, respec-
tively, are presented on a logarithmic scale. The inset to (b)
shows the dc magnetization curves for the four samples.
sary for an accurate description. We therefore model the
response as a sum of two components, each given by the
solution of drydt ≠ 2ryt 1 Gstd, where r ≠ DRyR
and Gstd is the excitation temporal profile approximated
by Gstd ≠ G0 exps22t2yt2md. For t . 200 fs, we can
simplify the solution to DRyRstd ≠ AsT d exps2tytAd 1
BsT d exps2tytBd, where both amplitudes AsT d and BsT d
are T dependent and AsT d ≠ 0 for T . Tc.
In Fig. 2 we have plotted the relaxation times tA and
tB as a function of temperature for different x. The
common feature for all x is the divergence of tA just
below Tc similar to that reported previously near optimum
doping [4,9]. In contrast, tB is found to be completely
T independent, as previously observed in underdoped
YBa2Cu3O72d [4,10].
Below Tc the QP recombination time of the supercon-
ductor with a gap DsT d can be expressed as [4]
t ≠
h¯v2 lnhs EI2Ns0d fDs0dg2 1 e2DsTdykBT d21j
12GvfDsT dg2
, (1)
where v is a typical phonon frequency, Gv is a charac-
teristic anharmonic phonon linewidth, Ns0d is the DOS,
and Ds0d is the gap at zero temperature. The important
feature of Eq. (1) is that near Tc, t ~ 1yDsT d [4]. On
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FIG. 2. The relaxation times tA (squares) and tB (open
circles) as a function of T for Y12xCaxBa2Cu3O72d with
(a) x ≠ 0, (b) x ≠ 0.016, (c) x ≠ 0.101, and (d) x ≠ 0.132.
The solid line is the relaxation time below Tc given by Eq. (1).
The dashed line describes QP relaxation time above Tc given
by tGL ≠ p h¯f8ksT 2 Tcdg21.
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the other hand, if t is constant, this implies that D is T
independent. To model the divergent signal (component
A) below Tc, we substitute Ns0d ≠ 5 eV21 cell21 spin21,
Gv ≠ 10 cm21 [11], and v ≠ 400 cm21, with—for sim-
plicity—a BCS functional form for DsT d ≠ DcsT d and
Dcs0d ≠ 4kTc. The result is shown by the solid curves
in Fig. 2. The divergence of t at Tc is evidence for the
existence of a collective gap in the entire overdoped re-
gion. The simultaneous presence of a T -independent tB
indicates the coexistence of a T -independent gap Dp also
over the whole overdoped region.
To obtain quantitative information on DcsT d and Dp we
analyze the temperature dependence of jDRyRj plotted in
Fig. 3 as a function of T . Qualitatively similar behavior
is observed for all x: at low T , jDRyRj is nearly constant
exhibiting a slight upturn near 0.7Tc and then a rapid drop
to approximately 30% of maximum amplitude just below
Tc. Close to Tc, there is a clear break in the response and
jDRyRj reverts to a much slower asymptotic temperature
dependence above Tc extending to 150 K or more.
In the limit of small photoexcited carrier density, we can
assume that all possible contributions to DRyR—arising
from excited state absorption and photoinduced band-gap
changes, for example—are linear in the photoexcited car-
rier density. So, for a T -dependent gap DcsT d, the tem-
FIG. 3. The PI reflection amplitude, jDRyRj, as a function
of T for Y12xCaxBa2Cu3O 72d with (a) x ≠ 0, (b) x ≠ 0.016,
(c) x ≠ 0.101, and (d) x ≠ 0.132. The fits are made using the
sum of Eqs. (2) and (3). The values of Dcs0d and Dp used in
the fit are shown. The separate AsT d and BsT d are also shown
as a dotted line and a dashed line, respectively.
perature dependence of the amplitude of the photoinduced
reflectivity DRyR is given by [4]
AsT d ≠
EIyfDcsT d 1 kBTy2g
1 1 2nNs0d h¯Vc
p
2kBTypDcsT d e2DcsT dykBT
, (2)
where EI is the incident energy density per unit cell of the
pump pulse, n is the number of phonon modes interacting
with the QPs, Ns0d is the DOS, and Vcis a typical phonon
cutoff frequency. A similar expression gives the amplitude
for a T -independent gap Dp :
BsT d ≠
EIyDp
1 1 2nNs0d h¯Vc e
2DpykBT
. (3)
The two expressions predict qualitatively different T de-
pendence for jDRyRj. As Tc is approached from below,
Eq. (2) predicts that AsT d ! 0 as DsT d ! 0. In contrast,
Eq. (3) predicts an asymptotic (exponential) fall of the
amplitude at high T . Moreover, Eq. (2) predicts a slight
maximum at TyTc ¯ 0.7, which is not present for the
case of a T -independent gap [Eq. (3)]. These differences
between the two predictions allow us to unambiguously
identify the temperature dependence of the QP gaps and
determine their magnitude. Using n ≠ 18,Vc ≠ 0.1 eV,
andNs0d ≠ 5 eV21 cell21 spin21 as before, fits to the tem-
perature dependence of jDRyRj with the sum of (2) and
(3) are plotted in Fig. 3. The values of Dcs0d and Dp are
shown in each case. It is vident from the plots that the
total amplitude jDRyRj can be described accurately only
by a two-component fit and cannot be described by either
component separately. The gap ratios obtained from the
fits are DcykBTc ¯ 5 6 0.5, depending slightly on x. Dp
and Dcs0d from the fits of the T dependences of jDRyRj
as a function of doping are shown in Fig. 4. (The data on
Dp for underdoped YBCO [4] have also been included for
completeness.) In the crossover region the two gaps con-
verge Dp ! Dcs0d, but they remain clearly distinct, as in-
dicated by the two-component decay in Figs. 1(c) and 1(d),
as well as in Figs. 2(a)–2(d) and in the T -dependence anal-
ysis of jDRyRj (Fig. 3).
Turning our attention to the relaxation dynamics of the
order parameter above Tc, if we assume that Ginzburg-
Landau (GL) theory can be applied to the collective state
which exhibits a T -dependent gap DcsT d, then the only
contribution relevant to the present experiments is from
nonequilibrium pair density fluctuations. Time-dependent
GL (TDGL) theory [13] predicts the relaxation time for
the amplitude of these fluctuations above Tc to be tGL ≠
p h¯f8ksT 2 Tcdg21 . 3.0ysT 2 Tcd psK. Plotting this
(parameterless) expression for tGL as a function of T
above Tc in Fig. 2, we see that tGL drops to zero within
a few K of Tc, consistent with the data on tA. Any QP
density extending significantly above that predicted by
TDGL theory would be evident in the data above Tc, but it
is not. We conclude that pair fluctuations associated with
the collective phase are consistent with TDGL theory and
are quite unrelated to the pseudogap behavior.
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Figure 30. Top panel: the transient reflectivity δR/R in the superconducting state as a function of time
in optimally doped and overdoped Y1−yCayBa2Cu3O7−δ. The lifetimes of the QP recombination across
the superconducting gap ∆s and the pseudogap ∆p differ by ne ly an order of magnitude. Above Tc
only the PG relaxation is observed. Bottom panel: The temperature dependence of the amplitude of the
transient reflectivity δR/R as a function of temperature in overdoped YBCO. These resul s suggest the
simultaneous presence of two different gaps which exhibit an independent temperature behaviour. Taken
from Ref. 188.
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Figure 31. The two gaps ∆SC and ∆PG as a function of doping in Y1−yCayCuO7−δ are shown by full
and open symbols respectively. A divergence of τs in the relaxation time is evident for optimally doped
and overdoped materials [184, 188].
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Figure 32. The charge channel pseudogap ∆PG and spin gap ∆s in YBa2Cu3O7−δ as a function of
doping. The full circles are from 89Y NMR Knight shift Ks . The open squares are from time-resolved QP
relaxation measurements[184, 188]. The open and full diamonds are from spin polarised neutron scattering
and charge excitation neutron data, respectively, while the triangles are from the tunneling data [358, 359].
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erated laser pulses tunable in the range between 60 to 180 meV (7-21 µm) on
YBa2Cu3O7, confirmed the two-gap scenario: a picosecond recovery of the super-
conducting condensate in underdoped and optimally doped material and, in under-
doped YBa2Cu3O7−δ, an additional subpicosecond component related to pseudo-
gap correlations [360]. Both the components exhibited a temperature-dependence
similar to that previously observed in single-colour P-p experiments.
Important insights into the diffusion of photoexcited quasiparticles in YBCO
were provided by the use of transient-grating spectroscopy [361]. In this experi-
mental scheme, the sample is excited by two non-collinear coherent pump pulses,
which ”write” a transient grating in the dielectric function whose period is of the
order of the wavelength. As long as the excitation pattern persists in the sample,
the probe beam is partially diffracted with an intensity proportional to the contrast
of the grating. By performing a phase-sensitive heterodyne detection, the authors
were able to disentangle the in-plane diffusion of the excited quasiparticles, which
alters the profile of the grating, from the recombination/relaxation, which only
impacts on the contrast of the grating. A diffusion coefficient D=20 cm2/s along
the a-axis and D=24 cm2/s along the b-axis was determined.
La-based cuprate superconductors. The large range of doping concentrations
available in La2−xSrxCuO4 (LSCO) was of great help to perform systematic mea-
surements which improved the understanding of the phenomena underlying the
relaxation dynamics in high-temperature superconductors. Time-resolved exper-
iment as a function of temperature and doping were reported by Kusar [347].
Similarly as in YBCO and other cuprates, the experiments on LSCO revealed a
two-component relaxation at T < Tc (see Fig. 33), that was attributed to the
SC and pseudogap (PG) responses. This observation turned out to be important,
because this material does not contain charge reservoir layers, thus excluding the
possibility that the two-component response arises as a result of the decoupled
charge reservoirs and CuO2 planes respectively. Instead, these data suggested that
the ultrafast response is strictly related to the electron dynamics within the CuO
planes, which is a common feature of all the cuprates. Since in degenerate P-p ex-
periments, the SC and PG signals are of the same sign, particular care is needed to
resolve them. However, the unambiguous temperature dependence of the two sig-
nals and the evolution with doping, turned out to be very helpful in disentangling
the two components (see Fig. 34). The temperature dependence of the supercon-
ducting signal follows a markedly different curve than that observed in YBCO, but
can be fit similarly with the bottleneck QP relaxation formula of 37.
Bianchi et al. [343] discussed also an alternative possible interpretation to the
independent PG and SC responses, which was based on the hypothesis that the ob-
served relaxation traces a 2-step cascade-like process arising from the coexistence
of two energy scales (∆SC and ∆PG) in the superconducting state. Even though it
is not possible to discriminate between a cascade process and the sum of two com-
ponents, the dependence of the amplitudes of the two signals on P pulse intensity
[347], the doping dependence and the comparison of the electronic structure with
the outcome of other spectroscopies, indicate a coexistence of parallel relaxation
channels for the two types of excitations, rather than a cascade. In particular, the
phase diagram obtained from the La2−xSrxCuO4 data suggests that the PG and
SC gaps coexistence is ubiquitously present in cuprates.
Bianchi et al. also found that in the SC state the response is remarkably sensi-
tive to a magnetic field [345, 346] along the c axis of the crystal. This result was
attributed to the appearance of normal regions surrounding vortex cores (approx-
imately 13 nm diameter) which show characteristic PG relaxation dynamics. The
May 25, 2016
80 C. Giannetti, M. Capone, D. Fausti, M. Fabrizio, F. Parmigiani, D. Mihailovic
and decay time. Below Tc, a second component becomes
evident !A in Fig.1" whose rise time is about 1 ps !which is
somewhat temperature dependent, being slightly shorter at
higher temperatures". Both the amplitude !R /R and the re-
laxation time "R of component A are strongly T dependent.
The difference in rise times of the two components is an
important feature of the data, which enables us to distinguish
between the two components below Tc. In particular, the in-
sets to Fig. 1 clearly demonstrate that the two components
are coexisting down to the lowest temperatures measured.
Moreover, it is also clear that the amplitude of component B
is roughly constant below Tc, consistent with previous re-
ports on other cuprates.
III. DATA ANALYSIS
In this paper we concentrate on the analysis of the tem-
perature dependence of the amplitude !R /R, which gives
systematic information on the gap structure as a function of x
and temperature.15 As noted above, above Tc the photoin-
duced reflectivity !R /R !component B" can be well de-
scribed by a single relaxation process, while below Tc the
photoinduced reflectivity trace !R /R consists of two distinct
contributions !A and B" with different rise times #which is
clear from the kink in the raw data at t#0.3 ps !see insets to
Fig. 1"$. The determination of amplitudes of the two compo-
nents as a function of temperature is straightforward over the
entire temperature range, i.e., by simple reading out from the
raw data. However, the large difference in magnitudes of the
two components !below Tc A$B" prevents us from extract-
ing the relaxation time "B at temperatures below Tc, as was
done in the case of YBa2Cu3O7−x !YBCO" !Ref. 1" or
YBa2Cu4O8 !Y124".3 On the other hand, both components
are well fitted by single exponential decay, i.e., both at
T$Tc, where only component B is present, as well as at
T%Tc, where A$B; the relaxation is well fitted by
exp!−t /"". In addition to picosecond relaxation dynamics,
some long time scale dynamics !"$10 ns" is also found with
similar temperature dependence that has been reported for
other cuprates,4 which will not be discussed in detail here.
Due to poor low-temperature thermal conductivity in
cuprates,16 the heating of the laser illuminated spot in these
experiments with high repetition laser systems can be sub-
stantial. However, proper accounting of heating effects using
different pump intensities shows that the relaxation dynamics
in La2−xSrxCuO4 are independent of the excitation intensity
in the range of intensities used here !spanning nearly two
orders in magnitude". In Fig. 2!a" we show the temperature
dependence of the relaxation time " taken at several laser
fluences for x=0.1. Heating of the probed spot due to laser
excitation has been determined using the method given in
Ref. 12, showing that the relaxation time is in this range of
excitations independent of pump intensity over a wide tem-
perature range. Similarly, the amplitudes of the photoinduced
reflectivity signals are linearly proportional to the pump in-
tensity, as expected.15 Figure 2!b" presents the temperature
dependence of amplitudes of components A and B over the
temperature range 20#T#300 K.
A. Temperature dependence of the photoinduced quasiparticle
density
The very different rise times !see Fig. 1" of the two relax-
ation processes allow us to analyze the T dependence of the
two components in more detail. The temperature depen-
dences of the two amplitudes !A and B" are shown in Fig. 3
for different doping levels x. Clearly the temperature depen-
dences of the two components are very different. As already
mentioned above, component B is evident throughout the
entire temperature range, while component A is present only
FIG. 1. !Color online" The photoinduced reflection dynamics
!R /R in La2−xSrxCuO4 single crystals taken with photoexcitation
intensities 1.7&10−7–2&10−6 J /cm2 for different doping x as a
function of temperature. Two distinct components !A and B" are
clearly resolved !see also insets".
KUSAR et l. PHYSICAL REVIEW B 72, 014544 !2005"
014544-2
Figure 33. The transient reflection δR/R in La2−xSrxCuO4 single crystals measured with photo xcitation
intensities 1.7− 20× 10−7 J/cm2 for different doping x a function of temperature. Two distinct compo-
nents A and B are clearly resolved (see also insets), which a e attributed to superconducting quasiparticle
recombination (A) and pseudogap quasiparticle relaxation (B). Taken from Ref. 347.
temperature dependence of the superconducting quasiparticle recombination time
below Tc shows remarkably little variation with doping. The expected anom ly is
clearly observed near Tc, but the divergence of the relaxation time is not as pro-
nounced as in overdoped (Y,Ca)Ba2Cu3O7−δ single crystals (see Sec. 5.1.1). More,
recently, the physics of the vortices in LSCO has been investigated by broadband
time-domain THz spectroscopy [362], which suggested an anomalous contribution
to the diamagnetic response that is not superconducting in origin, but could be
ascribed to a d-density wave (DDW) state within the pseudogap phase [363].
Bi-based cuprate superconductors. Because of the easiness in preparing cleaved
surfaces, Bi2Sr2CaCu2O8+δ is one most studied superconducting cuprates through
conventional techniques, such as ARPES and STM. Therefore, it was soon recog-
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below Tc. Above Tc, we observe that the amplitude of signal
B systematically diminishes with increasing temperature,
similar to previous observations on YBCO,15
Hg1Ba2Ca2Cu3O8+! !Hg1223",2 and Y124.3 To quantify the
systematics in temperature dependence of signal B as a func-
tion of doping, we plot the temperature where the signal
drops to half its maximum-low-temperature value !T*" as a
function of doping x in Fig. 4!a", together with Tc. The sys-
tematic variation of T* with x is very similar to the one
obtained in YBCO !Refs. 1 and 15" and qualitatively follows
the doping dependence of the pseudogap temperature
extracted by other experimental techniques. We should
emphasize the qualitative doping dependence of T*, since
different criteria for its determination !e.g., T* is the tempera-
ture where the signal B drops to 1/3 of its low temperature
value" would give different absolute values of T*, while the
qualitative doping dependence would remain the same.
As discussed already in several publications1–3 the pres-
ence of two distinct components in photoinduced carrier re-
laxation dynamics, one of which !A" is sensitive to the su-
perconducting phase transition, whereas the other !B"
becomes evident below the characteristic temperature
T*—which coincides with the pseudogap temperature ob-
served by other spectroscopic techniques—implies that pho-
toexcited carrier relaxation dynamics is sensitive to the open-
ing of the superconducting gap and pseudogap, respectively.
The coexistence of two components at temperatures below
Tc, on the other hand, suggests that intrinsic phase separation
persists all the way to very low temperatures, i.e., the super-
conducting ground state is phase separated. In order to quan-
tify the doping dependence of the superconducting gap "c
and pseudogap "p we fit the temperature dependence of am-
plitudes A and B using the model of Kabanov et al.,15 as-
suming QP recombination across a T-dependent BCS-like
gap "c !below Tc" and a T-independent pseudogap "p under
bottleneck conditions.15 The model has been shown to give
an accurate value of the gap not only in cuprates but also in
low dimensional charge-density wave systems.17,18 In this
model, the amplitude of the photoinduced reflectivity tran-
sient #"R /R# is linearly proportional to the photoexcited qua-
siparticle density #"R /R##nqp, which is in turn given by
nqp =
EI/"p
1 + B exp!− "p/kBT"
, "p = const, !1"
nqp =
EI/!"c!T" + kBT/2"
1 + B$ 2kBT
$"c!T"
exp%− "c!T"/kBT&
; "c!T" = "BCS!T" .
!2"
Here B=2% /N!0"q&, in which N!0" is the density of states
at EF , & is the characteristic phonon cutoff frequency, %
is the effective number of phonon modes per unit cell
participating in the recombination process, "p is the magni-
tude of the temperature-independent pseudogap, and "c!T"
the magnitude of the temperature-dependent gap. A BCS
FIG. 2. !a" The temperature dependence of the relaxation time
obtained using a single exponential decay fit to the data. !b" The
temperature dependence of the amplitude of components A and B
normalized to the excitation fluence for La1.9Sr0.1CuO4 taken at
several excitation intensities !the fluence of the probe beam was
0.18 'J /cm2 in all data sets". The amplitudes of the two transients
were directly read out from the raw data. Continuous heating due to
laser excitation is accounted for as described in Ref. 12.
FIG. 3. !Color online" The temperature dependence of the mag-
nitudes of the two photoinduced reflectance components !A and B"
in La2−xSrxCuO4 for different doping levels—symbols. The lines
present the best fit to the data using Eqs. !1" and !2" with "c!0" and
"p as fitting parameters !see text". All the data have been normal-
ized to their low-temperature values, and therefore the cross section
of the fit with horizontal line in panel !b" corresponds to the tem-
perature T* !see text".
SYSTEMATIC STUDY OF FEMTOSECOND… PHYSICAL REVIEW B 72, 014544 !2005"
014544-3
Figure 34. The temperature dependence of the amplitude of the superconducting (A) and pseudogap (B)
components of the δR/R signal in La2−xSrxC O4. The lines are the best fi to the ata using the expres-
sions of the temperature-dependent gaps, ∆SC and ∆PG, reported in Eqs. 37 and 36. The intersection
of the fit with horizontal line in panel b) corresponds to the pseudogap temperature T ∗. Taken from Ref.
347.
nized as fundam ntal t e comp rison between ult afast optical xperiments and
the ARPES and STM r sults. Unfortunatey, the range of doping in the 2-layer
Bi2212 system is typically not as large as that in YBCO or LaSCO, therefore only
results near optimum doping ca be compared. Furthermore, the weak interlayer
coupling leads to a small thermal conductivity perp ndicular to the layers, which
implies that it s v ry easy to accumulate local heat with high repetition rate laser
pulse trains.
Thomas et al. [336] performed measur me s on Bi2Sr2Ca1−yYyCu2O8 (Y-
Bi2212) as a function of y, as shown in Fig. 35a). Th dye laser output was a train
of pulses with ~ω=2 eV and temporal length of ∼150 fs, which preve ted high tem-
poral resolution studies. Nevertheless, the data clearly revealed a low-temperature
divergence of the QP lifetime in the superconducting state, consistently with the
results on YBCO and LSCO families, and a systematic cross-over of the sign of
the transient absorption (negative transmission -δT/T ). The authors correlated the
sign of δT/T to the sign of the slope of the absorption curve (dα/dE)|λp , where
λp s t probe wavelength (see Fig. 35b) and c)). The doping concentration of
the crossover was found to be close, but not the same as the point at which the
sign changes (see Fig. 35d)). Furthermore, the magnitude of (dα/dE)|λp showed
markedly different behaviour than δα/α as a function of y. Remarkably, the cross-
over of the slope (dα/dE)|λp coincides with the superconductor-insulator transition
as a function of y, although the authors suggested this to be fortuitous. A simi-
lar sign change was reported for Bi2Sr2Ca1−yDyyCu2O8+δ and YBa2Cu3O7−δ, as a
function of the hole-doping concentration [191, 336]. Gedik et al. suggested a deeper
significance for this crossover [191], related to sharp transition of the quasiparticle
dynamics which takes place precisely at optimal doping. However, since the sign of
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Bi2Sr 2Ca 12yY yCu2O8 in Fig. 2~a!. All samples show a fast
rise in the induced signal which essentially follows the inci-
dent laser pulse. The amplitude of this signal changes with
doping, and shows a crossover from induced absorption ~
y,0.4! to induced transmission (y.0.4! close to the MI
transition.4 The YBa2Cu3O72d data presented in Fig. 2~b!
are qualitatively similar, showing an induced transmission in
the insulating phase for d 5 1 and an induced absorption in
the metallic phase for d 5 0.06.
The decay of the induced absorption in the metallic
and superconducting phases of both YBa2Cu3O72d and
Bi 2Sr 2Ca 12yY yCu2O8 shows two-component behavior.
There is a fast initial decay, with a characteristic time
t1;1 ps, followed by a very long-lived component whose
lifetime t2 is sufficiently long that there is a small, but
clearly observable induced absorption signal even after
; 160 ms, i.e., at negative time delays. There is no evidence
of this latter component in the induced transmission spectra
of the insulating materials. Assuming an exponential decay
~which it probably is not!, we estimate t2;100 ms at 300 K
in YBa2Cu3O6.9 . A similar long-lived component has been
reported previously1 and was attributed to a heating effect,
but the systematics of its occurrence here suggest otherwise.
Because of its significance in relation to the presence of lo-
calized states in the superconducting species, this component
merits closer examination.
Since the long-lived effect is observed only in metallic
materials, i.e., in Bi2Sr2Ca1-yYyCu2O8 (0,y,0.44) and
YBa2Cu3O72d ~d50.06!, the proposed heating mechanism
should be strongly dependent on the thermal properties of the
metallic layers. However, as the Bi2Sr2Ca12yYyCu2O8
samples are free-standing 600–1000 Å films and
theYBa2Cu3O72d samples are deposited on 0.5-mm-thick
MgO substrates, the thermal transport characteristics, includ-
ing reflections from the rear surface of the substrate, are very
different in the two cases. Because only lateral heat dissipa-
tion is possible in the free-standing films, the heat buildup in
them is vastly greater than for a film on a substrate, where
the heat predominantly diffuses into the substrate. We should
thus expect to see a significantly larger heating effect in the
free-standing films ~Bi2Sr2Ca12yYyCu2O8! than for the films
on substrates ~YBa2Cu3O72d!. Instead we see systematics
which are only correlated with doping and not with film
temperature.
We have quantified this analysis by calculating the tem-
perature rise in the probe volume as a function of time after
excitation using a well-proven heat-diffusion model for the
case of anisotropic thermal conductivity, taking into account
both lateral diffusion and diffusion into the substrate. The
evolution of the excess temperature with time is given by the
integral9
DT~r,t !5E dt8E E E d3rg~r,l ,r8t8! azi~r8t8!rc , ~1!
where g(r ,t ,r8t8) is the Green’s function appropriate
for the boundary conditions in the experiment and for a
case of anisotropic thermal conductivity. Here c is the
specific heat, r is the density, az is the optical absorption
coefficient along the crystal c axis and
i(r8t8)5i0(1-R)e2atzc2(x
21y2)/r2et2/2t2 is the incident laser
fluence within the sample for laser pulses of duration t with
a Gaussian beam profile with a spot diameter 2r incident on
a surface of reflectivity k. Assuming an energy loss rate of
FIG. 2. Time evolution of the induced transmission signal in ~a! Bi2Sr2Ca12yY yCu2O8 ~0,y,1! and ~b! YBa2Cu3O72d (d 5 0.06
and d 5 1!. The sign reversal is seen at y 5 0.44 for Bi2Sr2Ca12yY yCu2O8 ~0,y,1!. The long-lived component, which occurs only in
the superconducting samples does not decay appreciably over 500 ps and is still present after 10 ns. The dotted curve in ~b! is the
autocorrelation trace of the laser pulse, showing the pulsewidth. The dotted line in ~c! is the expected heating effect using a solution to Eq.
~1! ~see text!.
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1/tE;0.5 eV/ps, consistent with an electron-phonon cou-
pling constant of l21, we expect that the model is appli-
cable for t.2 ps, i.e., as soon as most of the excess elec-
tronic energy is deposited into the phonon bath. The
resulting change in optical absorption at 2.1 eV is then cal-
culated by using published thermal data on the material and
measurements of the optical absorption as a function of tem-
perature ~cf. Fig. 1!.10 The numerical solution to Eq. ~1!
combined with the da/dT obtained from the literature,10 is
sh wn by the dotted line in Fig. 2~c! for YBa2Cu3O72d. The
heating model predicts a change in transmission DTr /Tr
which is both too small and of the wrong functio al form to
describe the long-lived signal. M reover, the calculatio pre-
dicts a larger signal in both insulating YBa2Cu3O6.0 and
Bi2Sr2YCu2O8 of the opposite sign to that observed. Indeed,
a systematic search has shown no long-lived signal in insu-
lating samples of either sign with these experimental param-
eters. In addition to the simple arguments given above, com-
paring the heat buildup in the free-standing versus deposited
films, the sign, the size, and the functional form of the ex-
perimentally observed signal are contrary to the behavior ex-
pected for laser heating: it is related rather to the structure of
the electronic states intrinsic to the superconducting species.
The magnitudes of both the fast and the slow signals have
a linear dependence on incident laser power, albeit with dif-
ferent slopes. The peak value of the induced transmission
signal in Bi2Sr2Ca12yYyCu2O8 is plotted in Fig. 3 as a func-
tion of y. The slope of the room-temperature absorbance
da/dE at the laser energy EL is also plotted as a function of
y, together with Tc , which indicates a coincidence in the
optical response at this energy with the MI transition. The
room-temperature lifetime of the transient signal also sys-
tematically changes with doping, and an exponential fit to
the data gives a value t121.560.3 ps for y50 and a sig-
nificantly shorter t120.5560.15 ps for y50.85. The
YBa2Cu3O72d data confirm the apparent decrease in t1 with
d, with t152.210.8 ps for d50.06 and t150.860.15 ps for
d51.
The temperature dependence of the fitted decay constants
t1 are hown in Fig. 4 for two superconducting
Bi2Sr2Ca12yYyCu2O8 samples with y50 and y50.15 with
Tc585 K and 68 K, respectively. The significant increase in
lifetime below Tc has already been studied in YBa2Cu3O72d
~Ref. 5! and Tl-based superconductors,11 and the behavior
reported here is qualitatively similar to that already reported
for experiments with 100 times lower photon fluences than in
the present experiments. One may make a comparison be-
tween the present experiments and those used in photocon-
ductivity work15 in which superconducting transitions were
not appreciably shifted at ten times the photon density.
IV. DISCUSSION
In order to discuss the origin of the rather unusual behav-
ior of the ultrafast time-resolved photoinduced transmission
signal with doping, we consider several possible scenarios.
On the basis of measurements of Y12xPrxBa2Cu3O72d as a
function of x, Brorson et al.6 have proposed that the fast
transient absorption signal for x50 results from a Fermi
smearing mechanism: an increase in the electronic tempera-
ture, which increases the occupancy of states above EF ,
gives rise to an induced absorption signal for interband tran-
sitions between these states and a Cu d band, 1.98 eV higher
in energy. A rigid band model was assumed whereby only
the Fermi level changes with doping, while the bands remain
unchanged. This has now been shown not to hold for the
electronic structure within 2 eV of EF .
In particular, the rapid disappearnce of the 1.8 eV O-2p to
Cu-3d in-plane charge transfer transition with doping sug-
gests that this appealingly straightforward interpretation of
the photoinduced signal must be reexamined. A further dif-
ficulty with Fermi smearing mechanism1 put forward for Pr-
FIG. 3. The maximum value of DT/T is plotted versus doping
level y in Bi2Sr Ca12yY yCu2O8 ~0,y,1!. The sl pe f the ab-
s rbance at 600 m ~2 eV! da/dE and Tc are also plotted as a
funcion of doping.
FIG. 4. The lifetime of the transient signal as a function of
temperature in Bi2Sr2Ca12yY yCu2O8 ~a! for y 5 0 (Tc 5 85 K!
and ~b! y 5 0.15 (Tc550 K!. A significant increase in lifetime is
seen at Tc for both samples. The lines are a guide to the eye.
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c)
d)
Figure 35. Time-resolved transmission δT/T=−δα/α through thin single crystal films of
Bi2Sr2Ca1−yYyCu2O8 for different doping y. b) the magnitude of ∆T/T as a function of y. c)
The magnitude of the slope (dα/dE) as a function of y. d) The critical temperature Tc as a function of y.
Taken from Ref. 336.
the response is strongly dependent on the prob wavelength and p larisation, one
can ot make more subst tial st teme ts on this issue with ut detailed knowledge
of both the initial and final states for the probe transition. This problem, along
with the origin of the δR/R signal in the infrared-visibl region, will be solved
thanks to the advent of broadband techniques [43], a xtensively discussed in S c.
5.2.5.
Some interesting physics arising from the two-dimensional nature of the system
is discussed by Corson et al. [364], who repor ed meas rements of high-frequency
conduc ivity using time-domain trans ission spectroscopy to capture the linear
response in the 100-600 GHz frequency range. Direct measurement of the electric
field, rather than intensity, yields both the real and imaginary parts of the opti-
cal conductivity, without the use of Kram rs-Kronig analysis. The samples were
thin (40-65 nm) epitaxial films of underdoped Bi2S 2CaCu2O8+δ grown by atomic
layer-by-layer molecular-beam epitaxy. The autho s tracked he phase-correlati n
time, τpc, in the normal state suggesting that, just above Tc, τpc reflects he m -
tion of thermally generated vortices. The phase correlation time is related to the
crossover frequency at which phase-fluctuations become indistinguishable from the
DC superconducting tate response. orson et al. found that t e v rtex p olifera-
tion reduces τpc to a value indistinguishable from the lifetime of the normal state
electrons at ∼100 K, i.e., well below the pseudogap temperature T ∗. As a conse-
quence, they suggested that while phase correlations indeed persist above Tc, they
vanish well below T ∗. Similar conclusions have been later drawn on the basis of
broadband time-domain THz spectroscopy on LSCO [365]. Unfortunately, more di-
rect data on vortex formation, which would confirm the proposed vortex dynamics,
have not been obtained since then. Significant progress on the separation of pairing
and phase coherence dynamics above Tc from the pseudogap will be discussed later
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the c-axis direction on freshly cleaved surfaces. The laser
power induced heating effect has been accounted for by
measuring the temperature dependence of the !R=R am-
plitude at different given powers. The pump-probe experi-
mental configurations have been described in detail
elsewhere [21]. It is worthwhile mentioning that the
pump and probe fluences are !40 and !10 !J=cm2.
Figure 1(a) shows the temperature evolution of!R=R as
a function of delay time measured at a probe energy@!pr ¼ 1:55 eV and a pump energy @!pu ¼ 1:07 eV
over a wide temperature range from 15 to 280 K. This
waterfall plot shows that the sign changes of !R=R occur
just at the SC transition temperature Tc and the PG-
opening temperature T#, respectively. It should be pointed
out that the T# determined here is consistent with the result
of the tunneling spectroscopy [22]. The sign of !R=R
below Tc and above T
# is positive, whereas it is negative
between Tc and T
#. Hereafter, we define the positive
(negative) signal as one with a positive (negative) sign.
Using a single-component exponential decay function
!R=RðT; tÞ ¼ AðTÞ expð&t="Þ, where AðTÞ is the ampli-
tude of !R=R as a function of temperature (T) and " is the
relaxation time of QPs, we can fit the data well [solid lines
in Figs. 1(b)–1(d)] and achieve the relaxation times for
different QPs, whose temperature dependence is shown in
Fig. 2(a). Considering the noticeable sign changes of
!R=R present at Tc and T
#, we naturally assign the positive
component appearing below Tc with a slow decay of
!2:5 ps to SC QPs (Cooper pairs), which corresponds to
the recombination time of Cooper pairs, consistent with
those obtained on Y1&xCaxBa2Cu3O7&# single crystal [16]
and underdoped Bi2212 film [17] using two-component
analysis. Another component that appears above Tc and
fades out at T# is ascribed to PG QPs with a relaxation time
of !0:5 ps. The third component appearing above T# is a
step-function response with a relaxation time of !0:8 ps
[Fig. 1(d)], which is a typically bolometric effect in the
metal [23] and similar to that observed in YBa2Cu3O7&#
(Y123) at 300 K [24]. This observation is consistent with
ARPES results showing that underdoped Bi2212 is a metal
above T# [25]. In this Letter, we focus our attention on the
two components present below T#. The temperature de-
pendence of the amplitude of !R=R is shown in Fig. 2(b),
which exhibits two features: (1) the amplitude of the
positive SC component decreases with increasing tempera-
ture and becomes zero at Tc; (2) the negative PG compo-
nent starts to appear at Tc and fades out around T
#.
Comparing Figs. 2(a) and 2(b) carefully, one can find
that at temperatures just above Tc, both the lifetime and
amplitude of PG QPs are smaller than those well above Tc
(around 90 K). If there is no superconductivity, it is specu-
lated that the lifetime of PG QPs should be longer at lower
temperatures because of lower scattering rates. This phe-
nomenon seems to suggest that below Tc or around Tc, the
PG state is slightly suppressed by high-Tc superconductiv-
ity. This point will be discussed in the forthcoming paper in
detail.
Figures 3(a) and 3(b) show the effect of the probe beam
polarization on !R=R measured at @!pr ¼ 1:55 eV below
and above Tc. It is worthwhile noting that !R=R shows no
dependence on the pump beam polarization, which is con-
sistent with previous reports on Y123 [20], but is closely
related to that of the probe beam. Below Tc, the transient
!R=R is independent of the probe polarization, and two
identical signals are obtained forEprk andEpr ? (Eprk and
Epr ? denoted as the probe polarizations parallel and
orthogonal to the a-axis of the crystal, respectively).
FIG. 1 (color online). (a) Waterfall plot for !R=R as a function
of delay time over a wide temperature range from 15 to 280 K
measured at @!pu ¼ 1:07 eV and @!pr ¼ 1:55 eV. The pump
and probe beams are polarized at 90' and 0' relative to the
a-axis, respectively. The sign changes of !R=R at Tc and T
# can
be clearly seen. Note that the temperature of each curve corre-
sponds to that of each point in Fig. 2. The single-component
exponential function fittings are for transient signals measured at
15 K (b), 100 K (c), and 280 K (d).
FIG. 2 (color online). Temperature dependence of (a) the
relaxation time of QPs, and (b) the measured amplitude of
!R=R derived from the spectra shown in Fig. 1(a). The dashed
lines are guides to the eye.
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Figure 36. Temperature dependence of: a) the QP relaxation time; b) the measured amplitude of transient
reflectivity signal, δR/R . The dashed lines ar guides to the ye. Taken from Ref. 351.
in section 5.2.6.
Bu lding on the results of Corson et al. [364], systematic transient terahertz con-
ductivity experiments using a high repetition rate Ti-Sapphire laser source were
performed on Bi2Sr2CaCu2O8+δ by Kaindl at al. [193]. After depletion of the su-
perconducting condensate by optical excitation, Kaindl at al. studied the ensuing
dynamics at various excitation densities and temperatures. Furthermore, they mea-
sured the low-energy spectra and shapes of decay rates that were attributed to the
bimolecular kinetics of the condensate formation, accordingly with the Rothwarf-
Taylor model (see Sec. 3.4.1). On the basis of the fact that the kinetics could be
fit using bimolecular kinetics, the authors argued that the phonons do not cause
breakup of Cooper pairs, in agreement with the prediction that bimolecular kinet-
ics is expected at low temperatures (see Sec. 3.4.1). Unfortunately, heating is very
difficult to control at low temperatures for the vanishing thermal conductivity and
heat capacity, thus limiting the experiments to very low fluences [193]. More recent
experiments, where the heat build-up is smaller, were reported by Liu et al. [351]
and Toda et al. [175], at various pump and probe wavelengths and temperatures
in the bottleneck regime, where an exponential decay is observed. Liu et al [351]
reported an ultrafast optical response of quasiparticles (QPs) in both the pseudo-
gap (PG) and the superconducting (SC) state of an underdoped Bi2Sr2CaCu2O8+δ
single crystal measured with a probe energy ~ω=1.55 eV. Since the δR/R signal
changes the sign exactly at Tc, the direct separation of the PG and SC dynamics
was easily achieved. Furthermore, the transient signals associated with the PG and
SC dynamics was found to depend on the probe beam energy and polarization. By
tuning them below Tc, two distinct components could be detected simultaneously,
providing evidence for the coexistence of PG and SC excitations. Remarkably, a
clear divergence of the relaxation time at Tc, as well as an anomaly at T ∼210 K,
i.e. approximately at T ∗ was observed (see Fig. 36). The presence of the divergence
at Tc is in line with the results obtained on the YBCO and LSCO families and
on other materials [188], but the sharp anomaly in both amplitude of the pho-
toinduced reflectivity and relaxation time at T ∗ implies the existence of a critical
temperature, which could be associated with the onset of a charge-order in the
Bi-O layers, although this behavior is solely for this compound. The authors also
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FIG. 6. (Color online) Typical !R/R transients at Epu/Epr =
0.95/1.55 eV with various F > Fth (a) at 10 K (<Tc) and (b) at
90 K (>Tc). Each plot is shifted vertically. For comparison, !R/R
obtained with the lowest F are shown in the top. (c) Plot of the
exponential decay time (τSC, open circles) and the delay of the
exponential decay (tns, closed circles and triangles) as a function
of F . The positions of tns are indicated by arrows in (a) and (b). (d)
!R/R(T = 10 K)−C!R/R(90 K) fitted with a delayed exponential
decay (dashed line), where C is !RPG(10 K)/!RPG(90 K)≈ 1.3. (e)
!R(tns)/R −!Req/R at 90K, where !Req/R is defined in (b). The
amplitude of the PG component at Fth is also shown (triangle). The
error bars represent the standard deviation noise of !R/R.
into the prerecovery evolution of the SC component, we
subtract the transients measured above Tc [at T = 90 K
shown in Fig. 6(b)] from the transients measured at 10 K. To
compensate for the T dependence of the PG amplitude at low
T , !R/R(90 K) is multiplied before subtraction by C(T ) =
!RPG(T )/!RPG (90 K) [C(10 K) = 1.3], derived from the
T -dependent amplitude of the PG component in Fig. 2(b).
Here, we assumed that the PG amplitude T dependence does
not significantly change with F due to the near-linear F
dependence of the PG component up to ∼200 µJ/cm2. Also
note that the above manipulation is correct only under the
assumption that the PG decay time is temperature independent.
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FIG. 7. (Color online) (a) Normalized density plot of
!R/R(T )− C(T )!R/R(T =90 K) at Epu/Epr = 0.95/1.55 eV
with F = 70 µJ/cm2. C(T ) = !RPG(T)/!RPG(90 K) is the calibra-
tion coefficient for the T -dependent amplitude of the PG component.
(b) Subtracted !R/R transients at typical temperatures. Each
transient is fitted by an exponential function delayed by tns. White
circles show tns obtained from the delayed exponential fits in (b). The
raw data (before subtraction) are shown in Fig. 5(a).
The subtracted transients [shown in Fig. 6(d)] show at the
highestF a flat-top response, which follows the initial negative
∼100 fs peak. While it is not clear whether the initial peak is
an artifact of the subtraction procedure,34 the flat-top response
seems a quite robust feature, since it is consistently present also
in T -dependent subtracted intermediate-F transients shown in
Fig. 7.
The F dependence of the flat-top duration, tns, obtained
from the delayed-exponential-function fits, is shown by the
solid circles in Fig. 6(c) and appears consistent with the
shifts of the negative peak position obtained from the raw
data (triangles), ensuring the validity of the subtraction
procedure. A linear fit to the data shows that the delay of
the SC recovery intercepts zero at F ≈ 20 µJ/cm2, which is
approximately equal to Fth ≈ 16 µJ/cm2, suggesting that the
delayed recovery starts with the saturation of the SC response.
From the delayed-exponential fits [dashed lines in
Fig. 6(d)], we obtain more accurate values of τSC in the
saturation regime [shown as open circles in Fig. 6(c)], that
show a much weaker dependence on F than τSC obtained by
the nondelayed exponential fit [see inset of Fig. 4(c)].
In Fig. 7 we summarize the T dependence of the saturated
SC component dynamics obtained by the subtraction proce-
dure performed on the data of Fig. 5. The flat-top response is
clearly visible throughout the whole temperature range below
Tc. Unlike the divergent-like increase of the superconducting
response duration with increasing T near Tc, the flat-top shows
a finite tns (∼3 ps at F = 70 µJ/cm2) even in the vicinity of
Tc. Note that the delay of SC recovery is confirmed also by the
shift of the negative peak in the raw data [see Figs. 5(a) and
5(c)].
174516-6
Y. TODA et al. PHYSICAL REVIEW B 84, 174516 (2011)
(µ cm2J/     )
2 0 2 4 6 8 10
Delay (ps)
(a)
9
300
210
140
110
83
50
0.0
0.5
1.0
1.5
2.0
2.5
3.0
(c)
2 0 2 4 6 8 10
Delay (ps)
2 0 2 4 6 8 10
(b)
(d)
300
210
140
110
83
50
∆Req
(e)
0 50 100 150 200
luence (µJ/cm2)
250 300
0.0
0.1
0.2
0.3
0.4
0.5
D
el
ay
 a
nd
 d
ec
ay
 o
f 
SC
 r
ec
ov
er
y 
(p
s)
∆R
/R
 (
ar
b.
 u
ni
ts
)
∆R
(t
ns
)/
R
−
∆R
eq
/R
 (
ar
b.
 u
ni
ts
)
0 50 100 150 200
Fluence (µJ/cm2)
250 300
∆R(tns)
FIG. 6. (Color online) Typical !R/R transients at Epu/Epr =
0.95/1.55 eV with various F > Fth (a) at 10 K (<Tc) and (b) at
90 K (>Tc). Each plot is shifted vertically. For comparison, !R/R
obtained with the lowest F are shown in the top. (c) Plot of the
exponential decay time (τSC, open circles) and the delay of the
exponential decay (tns, closed circles and triangles) as a function
of F . The positions of tns are indicated by arrows in (a) and (b). (d)
!R/R(T = 10 K)−C!R/R(90 K) fitted with a delayed exponential
decay (dashed line), where C is !RPG(10 K)/!RPG(90 K)≈ 1.3. (e)
!R(tns)/R −!Req/R at 90K, where !Req/R is defined in (b). The
amplitude of the PG component at Fth is also shown (triangle). The
error bars represent the standard deviation noise of !R/R.
into the prerecovery evolution of the SC component, we
subtract the transients measured above Tc [at T = 90 K
shown in Fig. 6(b)] from the transients measured at 10 K. To
compensate for the T dependence of the PG a plitude at low
T , !R/R(90 K) is multiplied before subtraction by C(T ) =
!RPG(T )/!RPG (90 K) [C(10 K) = 1.3], derived from the
T -dependent amplitude of the PG component in Fig. 2(b).
Here, we assumed that the PG amplitude T dependence does
not significantly change with F due to the near-linear F
dependence of the PG component up to ∼200 µJ/cm2. Also
note that the above manipulation is correct only under the
assumption that the PG decay time is temperature independent.
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FIG. 7. (Color online) (a) Normalized density plot of
!R/R(T )− C(T )!R/R(T =90 K) at Epu/Epr = 0.95/1.55 eV
with F = 70 µJ/cm2. C(T ) = !RPG(T)/!RPG(90 K) i the calibra-
tion coefficient for the T -dependent amplitude of the PG component.
(b) Subtracted !R/R transients at typical temperatures. Each
transient is fitted by an exponential function delayed by tns. White
circles show tns obtain d from the delayed expone tial fits in (b). The
raw data (before subtraction) are shown in Fig. 5(a).
The subtracted transients [shown in Fig. 6(d)] show at the
highestF a flat-top response, which follows the initial negative
∼100 fs peak. While it is not clear whether the initial peak is
an artifact of the subtraction procedure,34 the flat-top response
seems a quite robust feature, since it is consistently present also
in T -dependent subtracted intermediate-F transients shown in
Fig. 7.
T F depen en e of the flat-top duration, tns, obtained
from the delayed-exponential-function fits, is shown by the
solid circles in Fig. 6(c) and appears consistent with the
shifts of the negative peak position obtained from the raw
data (triangles), ensuring the validity of the subtraction
procedure. A linear fit to the data shows hat the delay of
the SC recovery intercepts zero at F ≈ 20 µJ/cm2, which is
approximately equal to Fth ≈ 16 µJ/cm2, suggesting that the
delayed recovery starts with the saturation of the SC response.
From the delayed-exponential fits [dashed lines in
Fig. 6(d)], we obtain more accurate values of τSC in he
saturation regime [shown as open circles in Fig. 6(c)], that
show a much weaker dependence on F than τSC obtained by
the nondelayed exponential fit [see inset of Fig. 4(c)].
In Fig. 7 we summarize the T dependence of the saturated
SC c mponent dynamics obtained by the sub raction proce-
dure performed on the data of Fig. 5. The flat-top response is
clearly visible throughout the whole temperature range below
Tc. Unlike the divergent-like increase of the superconducting
response duration with increasing T near Tc, the flat-top shows
a finite tns (∼3 ps at F = 70 µJ/cm2) ven n the vicinity of
Tc. Note that the delay of SC recovery is confirmed also by the
shift of the negative peak in the raw data [see Figs. 5(a) and
5(c)].
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Figure 37. (a) δR/R(T = 10K)-cδR/R(90K) fitted with a delayed exponential decay (dashed line), where
c=δRPG(10K)/δRPG(90K) ' 1.3. b) Normalized densi y plot of δR/R(T ) − c(T )δR/R(T = 90K) with
~ωpu(~ωpr) = 0.95(1.55) eV and F=70 µJ/cm2. c(T ) = δRPG(T )/δRPG(90K) is the calibration coefficient
for the T -dependent amplitude of the PG component. (c) Subtracted δR/R transients at three different
temperatures. Each transient is fitted by an exponential function. White circles show the delay of each
peak obtained from the delayed exponential fits in (a). Taken from Ref. 175.
found pronounced sharp resonant effects with respect to the probe energy, with a
peak near hνprobe '1.17 eV, which is visible only with polarization parallel with
respect to the crystal a axis. This is clearly a consequence of the interband selection
rules, which will be discussed in Chapter 4. A similar resonance was found near
hνprobe ∼1.5 eV also in YBa2Cu3O7−δ [26]. No dependence on pump energy was
observed in either case.
More recently, Toda et al [175] presented a further detailed investigation of the
relaxation dynamics in underdoped Bi2Sr2CaCu2O8+δ (Tc=78 K). By changing the
excitation fluence and the polarization of the probe beam, two different types of
relaxation dynamics, associated with superconducting (SC) and pseudogap (PG)
QPs, were quantitatively analyzed independently. The amplitudes of the gap were
estimated f om the temperature dependency, obtai ing ∆SC=24 meV and ∆PG=41
meV, in good agr ement with the values coming f om c nvent onal spectrosc pi s
[218, 366].
By performing fluence-dependent studies on Bi2212 and on other relevant
materials, it was soon realized that the SC response was strongly non-linear,
as a consequence of the ultrafast melting of the superconducting condensate
[175, 193, 194, 196–198, 275, 276, 279, 348, 367]. Phenomenologically, it was shown
that, above saturation fluences in the range of Fth=10-70 µJ/cm
2, the dynamics of
the δR/R signal presented a flat response and a prono nced delay in th build-up
time, while a fast component similar to the r sp nse of normal QPs appeared on
the 0-200 fs timescale [175, 368]. These observations were interpreted as the proof
of a non-thermal superconducting-to-normal state phase transition, which will be
discussed in Sec. 6.2.1. These results opened the possibility for studying the dy-
namics of the non-thermal melting and recovery of the SC state, whic turned out
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to be a highly-non-thermal process in which the superconducting condensate is va-
porized before the complete closing of the gap. This process can lead to a complex
transient inhomogeneous state characterized by the spatial coexistence of SC and
normal regions [368]. The comprehension of this process is still an open and fasci-
nating aspect of the out-of-equilibrium physics of unconventional superconductors.
The new emerging techniques, such as time-resolved ARPES, are expected to shed
light on the dynamics of the electronic structure during the non-thermal melting
process [173, 369–372]. Similarly to the melting of the superconducting conden-
sate, whose threshold has been proved to scale with ∆2SC [367], also the PG signal
presents a non-linear behaviour above some threshold fluence. Consistently, the sat-
uration threshold of the PG component was found to be from 4 to 8 times larger
than that necessary to melt the condensate [175, 369, 373]. This difference opens
interesting scenarios where the interplay between the two states can be studied in
real time [369, 373].
Hg- and Tl-based cuprate superconductors. Measurements of the quasiparticle
dynamics in Hg1Ba2Ca2Cu3O8 (Hg-1223) [189] and the one-, two- and three- layer
Tl-based cuprates, evidence the same pattern as the other cuprate superconduc-
tors, i.e., the QP and PG response [189, 353–355] have opposite sign, enabling a
clear distinction of the PG and QP dynamics in the SC state. As a consequence,
it is possible to infer about the existence of two gaps, one temperature-dependent
superconducting gap, ∆SC(T ), and another temperature-independent pseudogap,
∆PG, from the temperature dependence of the amplitude of the photoinduced re-
flection variation. The zero-temperature magnitudes of ∆SC(T ) and ∆PG obtained
from fits using the bottleneck model [184] or the analytic solutions to the Rothwarf-
Taylor equations [185] were found to be in close agreement with the gaps measured
by other techniques, particularly tunneling (STM). Further general features are the
rapid increase of QP recombination time in the SC state and a tendency to diverge
of the relaxation time, as T → Tc from below. Chia et al. [355] interpreted the
two components as the competition of normal-state and SC-state QPs. However,
this picture is challenged by the fact that the sign of the response depends on the
polarisation and the probe photon energy, as a consequence of the selection rules
for the probe transition [338], as discussed in Sec. 4.2.3.
Electron-doped cuprates. Ultrafast nonequilibrium carrier relaxation in single-
crystal of Nd1.85Ce0.15CuO4−y was reported very early by Liu et al. [199], who
found that the energy relaxation time in the normal state increases by more than an
order of magnitude at low temperatures, consistently with later reports on other su-
perconducting cuprates. The authors also observed a weak divergence near Tc = 24
K, and a saturation of the relaxation time below Tc, similar to what observed, for
example, in thin films of YBa2Cu3O7−δ [374]. They discussed this phenomenology
as the complex interplay among the characteristic relaxation times, including scat-
tering and recombination of photo-excited quasiparticles and the order parameter
relaxation close to Tc.
More recently, Cao et al. [200] and Long et al., [375] studied the photoexcited
carrier dynamics in the electron-doped La2−xCexCuO4 (LCCO). They observed a
behaviour similar to the results obtained on hole-doped cuprates (see Secs. 5.1.1-
5.1.1) consisting in a general increase of the relaxation time at low temperature,
a divergence at T=Tc, and a mono-exponential (not bimolecular) decay of the SC
signal. Furthermore, they also observed a relatively long (ps) rise time, that was
attributed to the Cooper pairs breaking dynamics. The experimental results were
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Figure 38. Temperature dependence of the photoinduced reflectivity δR/R at the pump fluence of
3µJ/cm2 in a SmFeAsO0.8F0.2 single crystal. In the inset, the temperature dependence of the magne-
tization in the superconducting state. Taken from Ref. 37.
analyzed through the Rothwarf-Taylor model (see Sec. 3.4.1), with good agreement.
Single-color P-p spectroscopy has also used for studying NCCO, at a doping
concentration near optimal doping, as a function of time, temperature, and laser
fluence [357]. The relatively slow decay of δR/R above Tc (23< T <75 K), com-
pared to the analogous signal in hole doped compounds, allowed to resolve a time-
temperature scaling consistent with critical fluctuations. This additional fluctu-
ating order, which could be identified as the charge-order observed on the same
compound [376], was found to compete with superconductivity below the super-
conducting temperature Tc.
5.1.2. Iron-based superconductors
The interplay of well-defined spin or charge-density wave orders and superconduc-
tivity in the iron-based materials introduced a new dimension in the investigations
of the QP dynamics. Hence, a significant number of P-p studies, based on system-
atic experiments as a function of doping and temperature, have been focused on
the competition between the different ground states. The first experiments on the
superconducting pnictides [37] revealed multiple QP relaxation components in the
superconducting state, similarly to what observed in cuprate superconductors. In
the nearly optimally-doped SmFeAsO0.8F0.2 superconductor (Tc = 49.5 K), multi-
ple relaxation processes, such as a SC-like signal following the trend expected for
a T -dependent superconducting gap and a PG-like signal of opposite sign with an
onset above 180 K (see Fig. 38), have been observed. However, the authors have
interpreted these effects as the sum of the two signals, rather than a competing dy-
namics. This interpretation was confirmed by doping- and polarisation-dependence
studies [377]. All together these results suggest the existence the existence, above
Tc, of a temperature-independent gap ∆PG with a magnitude of 61±9 meV. Both
the superconducting and pseudogap components showed saturation at pump flu-
ences of ∼4 µJ/cm2 and ∼40 µJ/cm2, respectively, associated with the non-thermal
melting of the two states.
Later on, Torchinsky et al. [203] reported on band-dependent quasiparticle dy-
namics in Ba0.6K0.4Fe2As2 (Tc=37 K) measured using ultrafast P-p spectroscopy.
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In the superconducting state, they observed a fast component, whose decay rate
increases linearly with excitation density, and a slow component with a fluence-
independent decay rate. On the basis of these observation they argued that these
two components could reflect the recombination of quasiparticles in the two hole
bands by means of intraband and interband processes. The authors also found
that the thermal recombination rate of quasiparticles increases quadratically with
temperature. The temperature and excitation density dependence of the decays
indicated fully gapped hole bands and nodal or very anisotropic electron bands.
The doping dependence of quasiparticle relaxation dynamics in (Ba,K)Fe2As2
was reported by Chia et al. [378], in optimally doped, underdoped, and undoped
regimes. In the underdoped sample, spin-density wave (SDW) order forms at ∼85
K, followed by superconductivity at ∼28 K. They found the emergence of a normal-
state order which suppressed SDW at the temperature T ∗ ∼ 60 K, arguing that
this normal-state order is a precursor to superconductivity.
Stojchevska et al. [377] systematically investigated the photoexcited QP relax-
ation and the low-energy electronic structure in electron-doped Ba(Fe1−xCox)2As2
single crystals, as a function of Co doping (0 < x < 0.11). Remarkably, the evo-
lution of the photoinduced reflectivity transients with doping proceeds with no
abrupt changes as the ground state evolves from a SDW to a superconductor. In
the orthorhombic spin-density-wave (SDW) state, a bottleneck associated with a
partial charge-gap opening is detected, similar to previous reports in different SDW
iron pnictides [202]. The relative charge-gap magnitude 2∆/kBTs decreases with
increasing x. In the SC state, an additional relaxation component appears due to a
partial (or complete) destruction of the SC state on a sub-0.5 picosecond timescale.
From the SC component saturation behavior, the optical SC-state melting energy,
Up/kB=0.3 K/Fe, is determined near the optimal doping. The subsequent relatively
slow recovery of the SC state indicates clean SC gaps. The T dependence of the
transient reflectivity amplitude in the normal state was found to be consistent with
the presence of a pseudogap in the QP density of states. An interesting feature was
the observation of a polarization anisotropy of the δR/R signal, suggesting that
the pseudogap-like behavior might be associated with a broken fourfold rotational
symmetry resulting from nematic electronic fluctuations persisting up to T ' 200
K and occuring at any x in the range 0-0.11.
Mansart et al. [379] investigated the photoexcited electron energy relaxation
in Ba(Fe1−xCox)2As2 focusing on the possibility of different coupling to specific
phonon baths. Separating the phonon baths into a high-frequency phonon bath
and a low frequency bath, and using a three-temperature model (see Sec. 3.3),
they attributed the faster relaxation component to the scattering of the electrons
with a subset of strongly-coupled lattice vibration modes with a second moment
of the Eliashberg function λ
〈
ω2
〉 '64 meV2 (see Secs. 3.1.1 and 5.2.2). Assigning
this to a fully symmetric A1g optical phonon leads to a value of λ ' 0.12. The
conclusion of the authors is that this is too weak to account for superconductivity
with conventional theory.
More recently, time-resolved x-ray diffraction has been applied to investigate the
structural dynamics of the A1g phonon mode in the parent compound BaFe2As2
[380]. The coherent modifications of the Fe-As tetrahedra, indicated a transient
increase of the Fe magnetic moments, thus demonstrating the importance of this
specific mode for the electron-phonon coupling in these compounds.
Kim et al. [381] examined the coupling of the spin density wave gap ∆SDW
to the coherently generated phonon oscillations of the collective amplitude mode,
showing that the ∆SDW closely follows the phonon oscillations and it is nearly
adiabatically (i.e. without any time lag) modulated by this lattice dynamics. Since
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the coherent phonon oscillation modulates the Fermi-surface pockets, thus they
also modulate the nesting wavevector which is at the origin of the SDW insta-
bility. Similar gap oscillations, driven by the same mechanism, were observed in
time-resolved ARPES experiments performed on charge density wave (CDW) com-
pounds, such as TbTe3 [382], where the CDW gap is modulated by the coherent
phonon oscillations. The observation of Kim et al. [381] demonstrates that this can
also occur for the SDW gap. The implication is that, in spite of the relatively weak
electron-phonon coupling suggested by band structure calculations and photoelec-
tron energy relaxation[176, 379], there is a strong influence of collective nuclear
motion on the spin ordering.
5.1.3. The conventional superconductors MgB2 and NbN
Pump-probe measurements have been performed also on prototypical conven-
tional superconductors, such as MgB2 and NbN. To some extent, the photoexcited
quasiparticle dynamics in MgB2, measured through optical-pump/THz-probe ex-
periments [201], was found to follow relaxation patterns similar to those observed in
high-temperature superconductors. The Cooper pair-breaking dynamics was found
to be rather slow, taking place on a timescale up to 10 ps (compared to typical
values of 1 ps in La2−xSrxCuO4 [194]) and strongly dependent on the tempera-
ture and photoexcitation, in agreement with the Rothwarf-Taylor equations. On
the other hand, a careful analysis of the wavelength-dependence of the reflectiv-
ity variation (obtained from optical-pump/optical-probe measurements [201]) sug-
gested that in MgB2 the photoexcitation is initially followed by energy relaxation
to high frequency phonons instead of the electron-electron thermalization. This
process appears to be more pronounced in MgB2 than in cuprates, suggesting that
the last are characterized by additional relaxation channels with respect to con-
ventional superconductors (see Sec. 5.2.3). Additionally, the T -dependence of the
SC state recovery dynamics was found to be similar to that observed in cuprates.
The most significant difference resides in the fact that the recombination rate is
two orders of magnitude smaller, as a consequence of the smaller gap value that
causes the dynamics to be governed by the lifetime of acoustic phonons instead of
optical phonons as in copper oxides.
Recent THz experiments on NbN [278], showed remarkable similarity to the
MgB2. The pair-breaking dynamics and recovery are on an even longer timescale
(>10 ps). As in MgB2, both the destruction and the recovery are strongly depen-
dent on the excitation density and temperature. Also in this case, the Rothwarf-
Taylor model applies well, enabling to reliably determine the recombination rate
factor. An electron-phonon coupling constant (λ=1.1±0.1) in agreement with that
theoretical estimated for NbN [383], has been extracted from the normal state
decay.
5.1.4. Organic superconductors
Organic systems were soon considered as promising prototypical systems for the
out-of-equilibrium study of the interplay between electronic correlations and com-
plex macroscopic orders (see the prototypical phase diagram of Fig. 40), such as
superconductivity and charge-order (CO). Iwai et al. [384] reported femtosecond
photoinduced melting of CO in [bis(ethylenedithiolo)]-tetrathiafulvalene (BEDT-
TTF) salts in the non-superconducting state. Ultrafast melting of the CO demon-
strated that the major contribution to the electronic instability arises from the
Coulomb interaction. A comparative study on two polytypes, exhibiting large -
θ-(BEDT-TTF)2RbZn(SCN4)4 - and small - α-(BEDT-TTF)2I3 - molecular rear-
rangements through the CO transition, were discussed on the basis of low frequency
lattice dynamics, demonstrating that the dynamics of the metallic state are clearly
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Figure 39. a) The response of the imaginary part of the optical conductivity, σ2(ω), in MgB2 at different
time delays, showing a slow destruction of the superconducting state taking place over 10 ps or more. b)
The time-dynamics of the real part of the conductivity, σ1(ω). The insert to b) shows the dynamics of
σ1 and σ2, measured at ν = 0.8 THz, as a function of time delay measured. c) The optical response at
different temperatures shows dynamics on a similar timescale as the THz response. The insert shows the
usual divergence of the relaxation time τ as T → Tc from below. Taken from Ref. 201.
!-ðBEDT-TTFÞ2CuðSCNÞ2 [15] to be 1:4 "m for Epu and
4:4 "m for Epr.
In Figs. 1(c)–1(f), we plot the T dependence of !R=R
transients for (left) Br and (right) Cl salts. Figures 1(c) and
1(d) show the density plots of the data, and their
cross-sectional views at the selected temperatures are
shown in 1(e) and 1(f), respectively. At the conditions of
the Epu=Epr ¼ 0:95=1:55 eV and the probe polarization
Epr k c, each signal shows a reduction of R ($!R=R).
No remarkable polarization dependence was observed in
Cl salt while in Br salt the amplitude of !R=R becomes
small by rotating the polarization away from the c axis. A
small increase of R was observed in Br salt at Epr k a at
low temperatures. For simple comparison, we confine
ourselves to the data obtained at Epr k c, where !R=R in
Br salt exhibits the same signature (reduction of R) as in
Cl salt.
For quantitative analysis, T dependences of the ampli-
tude (A) and decay time (#) of !R=R are summarized in
Fig. 2, where open and solid circles represent the data for
the Br and Cl salts, respectively. We extracted the maxi-
mum value of!R=RðtÞ for the amplitudeA and normalize
it byAðT ! 0Þ [Fig. 2(a)]. The decay time #was obtained
by fitting the data [insets of Figs. 1(c) and 1(d)] with a
single-exponential decay function [Fig. 2(b)]. At T %
100 K, !R=R in each salt is nearly identical and shows
an instantaneous transient response, whose # is as fast as
&0:5 ps. Upon lowering T below &100 K, A for both
salts shows a gradual increase together with a slight in-
crease of #. Further lowering of T accelerates these trends
and shows plateaus around the lowest T. Over the whole T
range, T dependence of A is quite similar between the
salts, which is more clearly shown in the inset of Fig. 2(a),
where we optimized the normalization of A to enhance
the similarity and plot them as a function of logT. On the
other hand, only Br salt shows an abrupt change of #,
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FIG. 1 (color online). (a) The crystal structure of
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!-ðBEDT-TTFÞ2X as a function of Coulomb interaction U=t.
The on-site Coulomb repulsion U is nearly constant for various
anions X. On the other hand, the substitution of X changes the
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antiferromagnetic. (c),(d) Density plots of !R=R transients as a
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60 "J=cm2) and Cl salt (F ¼96"J=cm2), respectively. Insets
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Figure 40. a) The crystal structure of κ-(BEDT-TTF)2X, b) A schematic phase diagram of κ-(BEDT-
TTF)2X as a function of Coulomb interaction U/t. The on-site Coulomb repulsion U is nearly constant for
various anions X, but the substitution of X changes the transfer integral t between BEDT-TTF dimers.
AFM denotes an antiferromagnetic phase. The black arrows indicate the two salts investigated in Ref. 385.
different in the two systems. The local melting of CO causes ultrafast recovery in
the θ-RbZn salt, whereas the formation of 2D quasi-macroscopic metallic domains
shows a critical slowing down in the α-I3 salt.
More recently, Kawakami et al. [386] reported the possibility of optically mod-
ulating the effective on-site Coulomb energy U by approximately 0.4-0.7% on a
dimer, in view of achieving the Mott insulator-to-metal transition in κ-(BEDT-
TTF)2Cu[N(CN)2]Br and κ-(BEDT-TTF)2Cu[N(CN)2]Cl. U was optically modu-
lated by molecular displacements within the dimer as a result of intradimer excita-
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tion. The mechanism of this metallization differs from the usual photodoping-type
mechanism, and a faster transition via the photodoping mechanism is detected. A
metallic-domain-wall oscillation originating from the modulation of U was also ob-
served near the critical end-point of the Mott transition line. However, neither Iwai
et al., [384] nor Kawakami et al., [386] investigated the superconducting transition
in this system.
The first P-p experiments investigating the superconducting transition in
organic superconductors were performed by Toda et al. [385] on κ-(BEDT-
TTF)2Cu[N(CN)2]Br. The relaxation dynamics of the non-equilibrium carriers
in the superconducting system was compared to that measured in the non-
superconducting antiferromagnetic κ-(BEDT-TTF)2Cu[N(CN)2]Cl (see Fig. 40).
The relaxation dynamics for both salts showed similar temperature dependences
above Tc, which was well understood in terms of a carrier relaxation across a pseu-
dogap (PG) of a magnitude EPG ∼16 meV for the Br salt and EPG ∼7.0 meV for
the Cl salt. Below Tc, the measurements revealed an additional decay component
in the Br salt, which is associated with the SC phase, suggesting the coexistence
of the SC and PG phases. The Br salt showed an abrupt increase of the decay
time at low temperatures, associated with the opening of a superconducting (SC)
gap below Tc. The fluence dependent dynamics at low temperature confirmed the
superposition of the SC and PG components in the Br salt. The coexistence of the
PG and SC phases in the superconducting state of κ-(BEDT-TTF)2Cu[N(CN)2]Br
suggested the presence of phase separation between metallic and insulating phases
in the Br salt, as a consequence of the photoexcitation process.
5.1.5. Basic concepts emerging from time-resolved measurements
The exploratory P-p experiments briefly summarised in this chapter have re-
vealed the scope of time-resolved spectroscopy techniques, showing great potential
for probing correlated electron systems. It was soon demonstrated that the ultra-
fast dynamics provides information about the gap(s), the associated quasiparticle
relaxation and the electron-boson interactions, opening the way to new more so-
phisticated spectral- and momentum-resolved techniques (see chapters 4 and 5.2).
The experiments also led to a very useful phenomenological/theoretical description
of the elementary phenomena, with analytical expressions for the relaxation times,
amplitude of the optical response, and laser fluence dependences. These concepts,
which have been widely applied in diverse situations and in different families of
superconductors, as well as other gapped systems, will be reviewed in chapter 3.4.
The early experiments in cuprates also pointed out some fundamental observations
in cuprates that were not revealed by conventional equilibrium spectroscopies. In
particular:
• the simultaneous presence of the the superconducting gap and the pseudogap in
all parts of the phase diagram, with distinct relaxation times and temperature-
dependences. This observation could so far be explained only in terms of spatial
inhomogeneity with distinct PG and SC regions.
• the absence of any signature of relaxation from nodal quasiparticles. This evi-
dence strongly suggested that, even in the presence of a strongly anisotropic gap,
the dynamics is dominated by the recombination of antinodal excitations. This
is in contrast to what expected for a simple d-wave gap model at equilibrium, in
which the thermally-excited quasiparticle should accumulate in the regions with
vanishing gap (nodes).
• the presence of QP lifetime divergence at Tc, particularly in the optimally-doped
and overdoped samples, associated with collective ordering. No such divergences
were reported for the pseudogap.
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• the presence of multi-component response indicating relaxation processes on very
different timescales. In particular, the superconducting dynamics which appears
below Tc is universally bottlenecked by some superconductivity-related mecha-
nism which likely involves gap-energy bosons.
5.2. Multi-color experiments: main results
The recent advances in ultrafast techniques introduced new powerful tools, such as
multi-colour experiments and time-resolved ARPES that have been key in bring-
ing the field into a more mature era, in which the experimental results can be
quantitatively interpreted and realistic models of the ultrafast dynamics in corre-
lated materials can be developed. In this section we will review the most relevant
concepts and problems that have been tackled using the most advanced P-p tech-
niques. Instead of reporting just a list of the main results obtained on different
systems, we have organized them by their relevance to the most interesting issues
in the physics of correlated materials.
5.2.1. Electron dynamics of charge-transfer and Mott insulators
The first and simplest problem that has been tackled by non-equilibrium tech-
niques is the relaxation in Mott-Hubbard or charge-transfer insulators. This issue
is related to the many-body effects that regulate the fundamental charge interac-
tions in correlated materials. The interplay between the electronic, magnetic and
phononic degrees of freedom can be disentangled by studying the relaxation dy-
namics, once a non-thermal population of excitations has been created by pumping
the system across the correlation gap.
To better address the problem, we refer to the typical relaxation dynamics of
conventional solid state systems. While in ungapped metals the continuum of the
electronic levels allows a prompt (<1 ps) relaxation of the excited charges through
electron-electron and electron-phonon scattering, in semiconductors the gap is usu-
ally larger than the spectral width of the bosonic excitations available in the system.
Considering the phonons, the cutoff of the maximum energy that can be transferred
in a single scattering process is on the order of ∼100 meV. As a consequence, a
non-thermal population is rapidly accumulated on the bottom of the conduction
band, until radiative decays or multi-phonon processes eventually lead to the com-
plete relaxation on a relatively longer timescale (ns). At a first sight, the relaxation
process in correlated insulators should be similar to that observed in semiconduc-
tors. Since the correlation gap is large and robust, the expectation is that the
impulsive photo-excitation would create a long-lived metastable state. The tempo-
ral evolution of the lowest-energy electronic excitations, that are those across the
Mott-Hubbard or charge-transfer gap (∆CT &1.5 eV), can be easily monitored by
performing time-resolved optical experiments in the near-infrared and UV energy
ranges.
The first pioneering measurements on charge-transfer insulators soon evidenced
a more complex picture than what was naively expected for conventional systems.
The transient absorption spectra of insulating YBa2Cu30y (YBCO) and Nd2Cu04
(NCO) thin films has been investigated in the 1.3-2.8 eV energy range with a
time resolution of ∼100 fs [7]. In both cases, an ultrafast photo-induced bleaching
of the O2p-Cu3d charge-transfer transition at 1.8 eV was observed. Surprisingly,
the relaxation of this signal was found to be of the order of 600-900 fs, i.e., ex-
tremely faster than what measured in semiconductors with even smaller gaps. The
fundamental role of the magnetic excitations in the relaxation process was soon
realized. As a consequence of the strong antiferromagnetic coupling (J=4t2h/U) of
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the electrons (holes) occupying the Cu atoms, the CT insulators are intrinsically
characterized by an antiferromagnetic background, whose fluctuation spectrum ex-
tends up to 2J ∼300 meV. Since the CT process induces a quench of the local
magnetic moment on the Cu atom, the photoexcitation corresponds to a local
perturbation of the AF ground state, with the immediate consequence of locally
increasing the AF fluctuations. In this scenario, the fast decay of the CT bleaching
was attributed to nonradiative transitions that involve the emission of high-energy
magnetic excitations.
Later on, the probe energy window was extended down to the far infrared (0.1
eV) by performing the frequency difference of two OPAs pumped by an amplified
Ti:sapphire oscillator [288]. The dynamics of the CT insulators NCO and La2CuO4
(LCO) was investigated in the 0.1-2.2 eV energy range, after a pump excitation
of 1.6 eV and 2.25 eV, that is above the CT gap of NCO and LCO, respectively
(see Fig. 5.2.1) [288]. In both systems, the dynamics of the infrared part of the
spectrum evidenced the formation of a transient metallic state (see Fig. 5.2.1c)
that decays within 200 fs. The delocalized electron-hole excitations subsequently
localize because of the charge-spin coupling, giving rise to midgap absorptions at
different energies. Interestingly, these features are very similar to those appearing
in the spectrum when the hole or electron doping is chemically increased (see Fig.
5.2.1b). On the ps timescale, the variation of the transmittance of the systems is a
combination of the increase of the effective doping of the system and of the effective
temperature of the charge carriers (see Fig. 5.2.1d). The effective the midgap ab-
sorption has similarities to well-known mid-infrared peak in doped cuprates, which
can be attributed to the spin polaron, i.e. charge dressed with spin as well pos-
sible phonon excitations. On the other hand, slower recombination in LSCO has
predominantly the origin in larger charge gap and smaller exchange interaction J .
[387, 388]
Similar results have been also obtained in Ca2CuO3, i.e., a prototypical 1D
copper-oxide insulator. In this system the photoinduced metallic state decays
within ∼30 fs, giving rise to the formation of localized polarons via the interplay
between charge-phonon and charge-spin coupling [389].
The role of the spin-charge coupling in the ultrafast dynamics of Mott insula-
tors has been also investigated in other prototypical 1D systems, such as the or-
ganic salt bis(ethylenedithio)tetrathiafulvalene-difluorotetracyanoquinodimethane
(ET-F2TCNQ), which is characterize by the suppression of the electron-lattice in-
teraction and by a very weak spin-lattice coupling. As a consequence, a transient
metallic state is photoinduced and detected as a transient Drude component which
relaxes in less than ∼200 fs [390]. In contrast to the results obtained on copper
oxides, mid-gap states are not expected to form in such 1D systems, where the
charge-spin separation suppresses the mechanism which drives the localization of
the delocalized charges [390].
The increase of the temporal resolution in non-equilibrium optical spectroscopies
paved the road to investigate of the decoherence phenomena of the initial many-
body excitations. In a Mott insulator, the pumping process drives the formation
of Hubbard-excitons (HE), i.e., bound states between double-occupied sites (dou-
blons) and its neighbouring empty sites (holons), which rapidly dephase as a con-
sequence of electron-electron and electron-boson scattering processes. Since the
timescale of this process is of the order of few femtoseconds, its observation re-
lies on the development of extremely high-temporal resolution experiments. The
physics related to the decoherence of the HEs has been observed in ET-F2TCNQ
by exploiting a NOPA seeded by the white-light generated in a sapphire plate and
amplified in a BBO crystal, in order to obtain nearly transform-limited 9 fs pulses
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Figure 41. Photoexcitation of charge-transfer insulators. a) Optical Density (OD=-log10T, where T is
the transmittance) OD spectra of electro-doped (Nd2xCexCuO4, NCCO) and hole-doped (La2xSrxCuO4,
LSCO) cuprates and their parent compounds (NCO, LCO). b) The differential OD spectra ∆OD=ODx6=0-
ODx=0. c) Photoinduced absorption spectra with pump energy of 1.58 eV (NCO) and 2.25 eV (LCO).
c) ∆OD spectra at 1 ps of NCO and 5 ps of LCO. Solid lines show the differential OD spectra [OD(340
K)-OD(292 K)]. Taken from Ref. 288.
with a spectrum covering the 0.55-1 eV energy range. After photoexcitation, the
delocalization process has been observed to occur through a quantum interference
between the HE and ionized holondoublon pairs, that are created when the holons
and doublons move far apart in the 1D lattice. This process is observed as an oscil-
lation at 25 THz (period of ∼40 fs) [284]. The role of HEs in the optical transitions
across the Mott-Hubbard gap has been also studied in the orbitally-ordered insu-
lator YVO3. The dynamics of the spectral weight transfer between the HE peak
and the single-particle band has been monitored on the fs timescale by means of a
white-light probe [42].
Finally, the role of the excitation process has been also addressed by study-
ing the ultrafast dynamics of quasi-particles in the archetypal strongly correlated
charge-transfer insulator LCO. While the above-gap excitation injects electron-hole
excitations that subsequently exchange energy with the boson baths (antiferromag-
netic fluctuations, phonons), the sub-gap excitation pilots the formation of itinerant
quasi-particles, which are suddenly dressed by an ultrafast reaction of the bosonic
field [44]. This result evidences that, in the case of sub-gap excitation, the interac-
tion between electrons and bosons manifests itself directly in the photo-excitation
processes.
The huge experimental effort to investigate the dynamics in Mott-Hubbard and
CT insulators was triggered by the possibility of understanding the fundamental
relaxation processes in correlated materials and providing the necessary inputs
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for the development of simple models for the non-equilibrium physics of out-of-
equilibrium correlated systems. The problem of the origin of the fast relaxation in
a Mott insulator has been tackled by studying a simplified version of the single-band
Hubbard model. A generalized t-J model for insulators is obtained by performing
a canonical transformation of the Hubbard model that, at the lowest order in t/U ,
decouples sectors with different numbers of HEs. As compared to the conventional
t-J model, the transformed Hamiltonian contains also the terms causing recombina-
tion of the HEs [387, 388]. Within this model, the short picosecond-range lifetimes
of photoexcited carriers evidenced by the first P-p experiments is naturally ex-
plained as a two step process: i) the formation of an s-type HE; ii) the decay of the
bound holon-doublon exciton via multimagnon emission. Even though the large
gap requires many magnetic excitations to be emitted, leading to an exponentially
suppressed recombination rate, the relaxation process is fast as a consequence of
the strong charge-spin coupling in 2D systems [387, 388]. In view of reproducing
and understanding the dynamics of the entire dielectic function, that has been
measured through broadband optical techniques, a linear-response formalism to
calculate the time dependent optical conductivity σ(ω, t) within the t-J model has
been developed [391]. The photoexcitation process is accounted for by assuming
that the photons absorbed during the interactions with the pump pulse give rise to
an instantaneously increase of the kinetic energy of the charge carriers immersed
in the spin background. The main features experimentally observed, such as the
transient increase of the Drude peak and the formation of midinfrared peaks are
reproduced. As an interesting result, the optical sum rules approaches the equilib-
rium ones extremely fast, even though the time evolution and the final asymptotic
behavior of the absorption spectra still reveal the dependence on the type of initial
pump excitation [391].
As a further step in reproducing the ultrafast dynamics in correlated insula-
tors, the electron-phonon coupling is included through the t-J-Holstein model that
includes the coupling with a dispersionless bosonic mode. The formation of spin-
lattice polarons after a quantum quench, that simulates absorption of the pump
pulse, has been also studied [392, 393]. While in the first stage the kinetic energy of
the spin-lattice polarons relax towards its ground-state value, in the second longer
stage an energy transfer between lattice and spin degrees of freedom via the charge
carriers emerges. This results demonstrate that a direct spin-phonon coupling is
not mandatory to quickly achieve the thermalization of the spin and phonon baths
[393]. While the t-J(-Holstein) model correctly describes the coupling to low-energy
bosonic excitations, it intrinsically misses the relaxations processes across the cor-
relation gap [388]. To solve this problem, many efforts are being put forward to
solve the full Hubbard(-Holstein) model out of equilibrium, under suitable approxi-
mations. Calculations of the relaxation dynamics in a 2D Hubbard-Holstein model
after the interaction with an ultrashort powerful light pulse have been recently
performed on 8 lattice sites. At non-zero electron-phonon interaction, phonon and
spin subsystems are found to oscillate at the period of the phonon mode [394].
As discussed in Sec. 7 a breakthrough in this field could be achieved via the
development of suitable methods to extend DMFT out-of-equilibrium [395] and
calculate the dynamics of the relaxation process retaining the full Mott physics re-
lated to the Coulomb on-site repulsion, as long as the coupling to antiferromagnetic
fluctuations [396] when at least four sites are considered.
5.2.2. Electron-phonon coupling in correlated materials
As a consequence of the development of the BCS theory a huge effort has been
put in clarifying whether a strong electron-phonon coupling could lead to high
critical temperatures. Although in realistic systems, when the electron-phonon cou-
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pling λlat overcomes a threshold value, the crystal structure becomes unstable and
the conduction becomes dominated by polaron formation, the Eliashberg equa-
tions for the calculation of Tc do not predict any upper bound for the possible
critical temperature of metals. Therefore, since the discovery of high-temperature
superconductivity in copper oxides, a reliable measurement of the electron-phonon
coupling function has been considered crucial for understanding the physical mech-
anisms responsible for the pair formation. As discussed in Section 3, the state-of-the
art spectroscopies, such as ARPES, Raman, optics and tunneling measurements
have been applied to measure the electron-phonon coupling in correlated materi-
als and high-Tc superconductors and extract the electron-boson coupling function
Π(Ω)=α2F (Ω)+I2χ(Ω). Nonetheless, the interplay of different bosonic degrees of
freedom on similar energy scales makes it difficult to single out the electron-phonon
constant and to estimate its strength. The application of time-resolved techniques
to investigate the electron-phonon coupling was boosted by the seminal work of P.
Allen [163], in which it is shown that the timescale of the relaxation of the effective
electronic temperature Te is directly related to the frequency-integral of the cou-
pling function Π(Ω). The quantitative estimation of the electron-phonon coupling
relies on two major assumptions: i) the transient distribution of the phonon bath
and charge carries can be described by the effective temperatures Tlat and Te, re-
spectively, larger than the equilibrium temperature T0; ii) the reflectivity-variation
at a given wavelength is proportional to the effective electronic temperature, i.e.
δR/R=δTe/T0.
The time-resolved reflectivity measurements (see Fig. 15) have been promptly
employed [165] to measure λlat=2
∫
α2F (Ω)/Ω dΩ in many metals and conventional
superconductors (Cu, Au, Cr, W, V, Nb, Ti, Pb, NbN, V3Ga). The dynamics of
δR/R in these materials exhibits a single exponential decay which ranges from 0.1
ps to 1 ps for different systems. Using Eq. 21 and its further evolution (Eq. 25),
which accounts for the non-thermal nature of the transient electronic distribution,
the second momentum of the Eliashberg coupling (λlat〈Ω2〉) is directly extracted
from the relaxation dynamics. Assuming the values of 〈Ω〉 reported in the literature,
the following λlat values are extracted: i) 0.1-0.15 for non-superconducting metals
(Cu, Au, Cr), ii) 0.15-0.5 for very low-Tc superconductors (W, Ti) and iii) 0.7-1.5
for moderate temperature superconductors (V, Nb, Pb, NbN, V3Ga). In particular,
the case of Pb is interesting, for it exhibits the slowest relaxation dynamics that
corresponds to the lowest value (∼46 meV2) of λlat〈Ω2〉. The small value of the
second momentum is the consequence of the small energy scale of the phonon modes
involved in the relaxation. When the value 〈Ω〉 ∼5.6 meV is considered, the largest
coupling (λlat '1.5) among the conventional metals is obtained. The measured
value of λlat can be in turn used to estimate the maximum critical temperature
attainable. Using the value µ∗=0 and assuming that all the phonon modes couple
to the charge carriers in the s-wave channel necessary for the pairing, Eq. 7 provides
the upper bound for Tc which could be reached, in principle, in the most favourable
case. Large values of Tc result from the combination of both a strong coupling and
a particularly high-energy scale of the phonon modes. As an example, the relatively
low energy scale of the phonons in Pb leads to a moderate value of the estimated
Tc (6-10 K), despite the large value of the coupling. The plot in Fig. 42 displays the
calculated maximum critical temperatures for phonon-mediated superconductivity
as a function of the real Tc of the superconductors. As expected, almost all the
BCS materials lye in the upper sector of the plot and evolve along its diagonal,
demonstrating the reliability of the values of λlat measured through time-resolved
techniques.
Even more interesting is the case of MgB2, which is the phonon-mediated su-
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Figure 42. The maximum critical temperature, calculated through Eq. 7 for different classes of supercon-
ducting materials, is reported as a function of the real Tc of the materials. The electron-phonon coupling,
λlat, determined through time-resolved spectroscopies, has been used to estimate the maximum critical
temperatures. The grey triangles represent the conventional metals: Cu (λlat '0.08), Au (λlat '0.12),
Cr (λlat '0.11-0.12), W (Tc=0.012 K, λlat '0.14-0.26), V (Tc=5.38 K, λlat '0.68-0.79), Nb (Tc=9.5
K, λlat '0.87-1.16), Ti (Tc=0.39 K, λlat '0.43-0.58), Pb (Tc=7.19 K, λlat '1.45-1.51), NbN (Tc=16 K,
λlat '0.53-0.95), V3Ga (Tc=1 K, λlat '0.45-0.83) [165, 171]. The blue squares and red circles indicate the
critical temperatures of the iron-based (122 and 1111 families) superconductors and copper oxides listed
in Tables 5.2.2 and 5.2.2.
perconductor with the largest Tc (40 K) known. As a consequence of the intrin-
sic anisotropy of the layered lattice structure, the charge carriers result strongly-
coupled with a stretching mode at ∼70 meV which is expected [98] to provide the
largest contribution to the total α2F (Ω) function. In fact, recent high-resolution
pump-probe measurements [397] evidenced a twofold dynamics which is related to
the coupling with the 70 meV mode (τe−SCP ∼90 fs) and, subsequently (τe−lat ∼500
fs), with the rest of lattice. According to the fit with the 3-temperature model, in
which the selective coupling with a subset of phonon modes is introduced in Eqs.
14-17, the SCP modes correspond to a small fraction f=0.15-0.22 of the total lattice
modes but provide a coupling strength λSCP=0.53-0.75. Substituting these values
in Eq. 7, the range of values 30< Tc <60 K is obtained, which is in agreement with
the real value of Tc. This result further supports the extension of P-p techniques
to extract the electron-phonon coupling in intrinsically anisotropic systems.
In principle, the same technique can be extended to correlated materials, pro-
vided the electron dynamics can be described as the interaction between a fermionic
quasiparticle gas and an external boson bath. Although this picture is clearly in-
adequate to describe the dynamics in the charge-transfer insulators and in the
weakly-doped compounds, a more conventional picture is recovered as the density
of the charge carriers is progressively increased [124, 398]. Therefore, as far as the
underdoped region of the phase diagrams and the pseudogap state are avoided,
the concepts underlying the effective temperature model can be extended to inter-
pret the dynamics of moderately-doped cuprates and other correlated materials.
In fact, a wealth of non-equilibrium spectroscopies, such as time-resolved optics,
photoemission and electron or X-ray diffraction have been applied to investigate
the electron-phonon coupling problem in copper oxides. Addressing this issue is
of particular relevance, since it is intimately connected to the pairing in uncon-
ventional superconductors [399]. Considering the widely studied problem of the
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Figure 43. Dynamics of the time-resolved ARPES spectra in optimally-doped Bi2212 (Tc=91 K). a)
Prototypical two-dimensional Brilloiun zone of copper oxides. The time-resolved ARPES experiment probes
the transient occupation along a k-space cut perpendicular to the Fermi surface in the nodal region. b)
Dynamics of the effective electronic temperature at different equilibrium emperatures before the pump
excitation. c) Transient quasiparticle occupation at the maximum overlap between the pump and probe
pulses (blue line, t=0) contrasted to the equilibrium Fermi-Dirac QP distribution (black line, t <0). The
dashed red line is the fit to the data of a hot Fermi-Dirac distribution at the effective electronic temperature
Te. d) Picosecond evolution of the non-equilibrium nodal QP distribution. Taken from [58].
charge scattering in cuprates there are many evidences of an important role played
by the electron-phonon scattering [400, 401]. In particular, considering that the
conduction is confined in the Cu-O planes, the modes which are typically expected
to more effectively couple to the charge carriers are the out-of-plane O buckling
modes [123], which involve small momentum transfers and couple strongly to elec-
tronic states near the antinode, the in-plane Cu-O breathing modes [123], which
involve large momentum transfers and couple strongly to nodal electronic states,
and the apical oxygen stretching modes, which modulate the low-energy in-plane
electric properties through the pz orbitals [402]. Furthermore, the electron-phonon
coupling is expected to strenghten in the underdoped region of the phase diagram,
as a consequence of charge inhomogeneity associated to stripes [403] and other
possible charge-orders. Recent results also indicated a weak but distinct isotope
effect of the ∼70 meV kink observed by ARPES on Bi2Sr2CaCu2O8+δ, in which
the isotope substitution 16O→18O has been performed.
Profound insights into the charge relaxation dynamics in cuprates are given by
time-resolved ARPES experiments (see Fig. 43), in which the transient electronic
occupation is probed during the relaxation process triggered by a 1.5 eV ultra-
fast pump pulse. Due to the energy-momentum conservation in the photoemission
process, only the nodal region of the BZ is explored by the 6 eV probe photons.
In Fig. 43c) and d) the transient occupation of the states in the nodal region of
Bi2Sr2CaCu2O8+δ is shown in the 0.2< EF -E <-0.7 energy range. The QP dis-
tribution quickly evolves from a non-thermal distribution, characterized by a flat
population extending up to 0< EF -E < EF+~ω, to a hot-Fermi-Dirac function at
the effective temperature Te > T0. In Fig. 43c) the cooling dynamics of the QP
is reported by fitting the hot Fermi-Dirac at the different P-p delays. Similarly to
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Table 1. Electron-phonon coupling in copper oxides from time-resolved techniques. 1L: one-layer; 2L: two-layers; 3L: three-layers.
UD: underdoped; OP: optimally doped; OD: overdoped.
Material Tc (K) p Ref. Fp (mJ/cm2) τe−lat (fs) λlat〈Ω2〉 (meV2) λlat
1L-UD La1.9Sr0.1CuO4d 25 [404] 5 - 13f 0.04n
16 - 24f 0.08n
1L-OP La1.85Sr0.15CuO4a 38 [171] 0.07-0.5 45±8 800±200e 0.13-0.5g
1L-OD La1.79Sr0.21CuO4d 32 [404] 16 - 30f 0.09n
1L-OP HgBa2CuO4.1a 98 [405] 0.02 62 580e 0.09-0.36g
2L-UD YBa2Cu3O6.5a 60 [171] 0.07-0.5 100±20 400±100e 0.06-0.25g
2L-UD YBa2Cu3O6.9a 90 [405] 0.02 77 450e 0.07-0.28g
2L-UD Bi2Sr2CaCu2O8+δ
c 56 [261] 20 - 2500f,h 1m
- 300f,l 0.12m
2L-UD Bi2Sr2CaCu2O8+δ
a 75 [352] 10−4 - 160g 0.025-0.1g
2L-OP Bi2Sr2CaCu2O8.14a 90 [405] 0.02 49 720e 0.11-0.45g
2L-OP Bi2Sr2CaCu2O8+δ
b 91 [58] 0.2 110 300-380f 0.08-0.19g
2L-OP Bi2Sr2CaCu2O8+δ
c 91 [261] 20 290h 1380f 0.55m
900i 450f 0.18m
2000l 200f 0.08m
2L-OP Bi2Sr2CaCu2O8+δ
a 95 [352] 10−4 - 640g 0.4g
2L-OD Bi2Sr2CaCu2O8+δ
a 88 [352] 10−4 - 160g 0.1g
2L-OP Bi2Sr2Ca0.92Y0.08Cu2O8+δ
a 96 [177] 0.01 200 1400±700o 0.4±0.2o
3L-OP Bi2Sr2Ca2Cu3O10+δ
c 111 [261] 20 - 1000f 0.4m
aNon-equilibrium optical spectroscopy
bNon-equilibrium photoemission spectroscopy
cTime-resolved electron diffraction
dTime-resolved X-ray diffraction
eEvaluated through Eq. 25
fEvaluated through Eq. 21
gThe reported λ values correspond to the 80-40 meV energy range of the strongly coupled phonons
hPump polarization at 0◦ with respect to the Cu-O bond direction
iPump polarization at 22◦ with respect to the Cu-O bond direction
lPump polarization at 45◦ with respect to the Cu-O bond direction
mλ calculated assuming 〈Ω〉=50 meV (B1g buckling mode)
nλ calculated assuming 〈Ω〉'17 meV (Eg apical modes)
oλ and λ〈Ω2〉 calculated through the effective temperature model in the integro-differential form (Eqs. 14-18) and by the
direct integration of the bosonic function Π(Ω)
the case of MgB2, the relaxation exhibits two different dynamics. The first (∼100
fs) is related to the fast and effective energy exchange with the strongly-coupled
lattice modes, while the second (∼1-2 ps) accounts for the thermalization with
the entire phonon spectrum. The 3-temperature model fitting provides a coupling
to SCP smaller than 0.2. At the same time, the presence of a weak non-thermal
tail for t <100 fs triggered a debate about the possibility of defining a single ef-
fective electronic temperature which describes the relaxation dynamics. Even if
the number of electrons in the high-energy tail is negligible (note the log-scale in
Fig. 43d)) as compared to the total number of electrons, they can directly and
effectively exchange energy with the lattice modes, thus altering the dynamics de-
scribed the 3TM. This picture has been recently supported by time-resolved mea-
surements in which a broadband midinfrared pulse probes the transient lineshape
of the Raman-active mode at 70 meV (see Sec. 4.1.3) in optimally-doped YBCO
[262]. The apex oxygen vibration is strongly excited within 150 fs, demonstrating
that the strongly-coupled modes can absorb a portion of the pump energy on the
same timescale of the quasiparticles thermalization. However, when the strength
of the coupling is evaluated through Eq. 25, which accounts for the non-thermal
nature of the QP and boson occupations during the first stages of the relaxation
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Table 2. Electron-phonon coupling in iron-based superconductors and parent compounds (PC) from time-resolved tech-
niques.
Material Tc (K) p Ref. Fp (mJ/cm2) τe−lat (fs) λlat〈Ω2〉 (meV2) λlat
122-PC EuFe2As2b - [406–408] 0.05-0.8 - 56-120c,d 0.1-0.23e
122-PC SrFe2As2a - [409] 0.01-0.1 - 110c 0.25e
122-PC BaFe2As2b - [407, 408] 0.05-0.8 - 28-46c,d 0.05-0.09e
122-PC BaFe2As2a - [405] 0.02 300 110c 0.18e
122 BaFe1.95Co0.05As2a - [405] 0.02 330 110c 0.18e
122 BaFe1.90Co0.1As2a 20 [405] 0.02 320 110c 0.18e
122 BaFe1.86Co0.14As2a 23 [405] 0.02 300 110c 0.18e
122 BaFe1.85Co0.15As2b 23 [407, 408] 0.05-0.8 - 46-55c,d 0.09-0.1e
122 BaFe1.84Co0.16As2a 24 [379] 1-3 - 59-66d 0.11-0.12e
122 BaFe1.78Co0.22As2a 10 [405] 0.02 300 110c 0.18e
1111 SmFeAs00.8F0.2a 10 [405] 0.02 190 180c 0.29e
1111 SmFeAsOa - [410] 0.01-0.1 180 135±10c 0.2f
aNon-equilibrium optical spectroscopy
bNon-equilibrium photoemission spectroscopy
cEvaluated through Eq. 25
dEvaluated through Eq. 21
eλ calculated assuming 〈Ω〉=23 meV (A1g Raman active mode)
fλ calculated assuming 〈Ω〉=25 meV
[320], an even smaller value is obtained. The decrease of the estimated λlat〈Ω2〉 is
a consequence of the fact that the ratio between the values obtained through Eqs.
25 and 21 is 2Tlat/Te which is, for reasonable values of the experimental parame-
ters, smaller than unity. Even though determining the effective temperature of the
non-equilibrium Fermi-Dirac distribution is a difficult task and new methods to ac-
curately extracts both the temperature and the position of the Fermi level for a hot
carrier distribution are being developed [411], time-resolved photoemission exper-
iments suggest that the value of the electron-phonon coupling in optimally-doped
copper oxides is similar to that measured in very low-Tc metals. To support or
confute these results, many of the state-of-the art non-equilibrium techniques have
been applied to investigate the electron-phonon coupling in doped cuprates. Time-
resolved reflectivity [171] on La1.85Sr0.15CuO4 and YBa2Cu3O6.5 supported similar
values, i.e., λlat〈Ω2〉=800±200 meV2 and 400±100 meV2, respectively. Besides,
time-resolved electron diffraction revealed a possible anisotropy in the electron-
phonon coupling [261] of optimally-doped Bi2212. In particular, when the pump
polarization is set parallel to the direction of the Cu-O bonds (corresponding to
the nodal direction in k-space) the largest coupling (λlat=0.55) is measured. The
coupling progressively decreases as the angle between the polarization and the Cu-
O bonds increases, reaching the minimum (λlat=0.08) at 45
◦, which corresponds
to the antinodal direction with the maximum superconducting gap. The average
value of the coupling (λlat ∼0.3) is consistent with the k-space integrated one (see
Eq. 6), as probed by non-equilibrium optical spectroscopy. Slightly larger values
for the coupling (λlat ∼0.4), with no significant anisotropy, have been measured
[261] in double-layer compounds (Bi2223). Furthermore, the e-phonon coupling in
overdoped LSCO has been investigated by X-ray diffraction experiments [404], in
which the fluence is varied from 5 to 27 mJ/cm2. The results evidenced a λ〈Ω2〉
ranging from 13 to 56 meV2, as a consequence of the temperature-induced modi-
fication of the QP distribution and of the density of states at the Fermi level, in
agreement with DFT calculations.
Taken all together, the outcomes of the non-equilibrium spectroscopies (collected
in table 5.2.2) provide a comprehensive picture of the electron-phonon coupling in
copper oxides. As for conventional superconductors, Eq. 7 can be used to estimate
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Figure 44. a) The maximum superconducting transition temperature Tc as a function of the relaxation
rate γe−lat(left). b) Tc as a function of a lattice constant a for cuprates (Note the correspondence of the
symbols (and compounds) in the two panels) [405]
the upper bound of the critical temperature achievable when considering the mea-
sured λlat and assuming that the whole coupling is due to the interaction with a
single mode at the frequency 〈Ω〉. Despite the many optimistic approximations, the
maximum Tc estimated for cuprates never exceeds their real critical temperature,
being almost always confined in the <20 K range. As shown in Figure 42, this
result remarks a dramatic difference in respect to conventional superconducting
metals, in which λlat ∼ accounts for the critical temperature of the system. The
same techniques have been also extensively applied to iron-based superconductors
and parent compounds. The results, reported in Table 5.2.2, evidence values of the
electron-phonon coupling very similar to those measured in cuprates.
Even though the precise estimation of the total electron-phonon coupling relies on
the approximations contained in the effective-temperature models and their further
developments, non-equilibrium spectroscopies demonstrate that the timescale of
the energy-exchange between the electrons and the lattice in unconventional high-
Tc systems is similar to that measured in conventional superconducting metals.
By calculating the maximum Tc attainable within the Eliashberg theory (see Eq.
7) and using as input the measured λlat, we observe that copper oxides and iron-
based materials cluster in the bottom-right corner of the plot in Figure 42, thus
demonstrating that a simple phonon-mediated mechanism cannot account for the
superconducting pairing.
Surprisingly, in cuprates there appears to be a systematic, but non-monotonic
dependence of Tc on the relaxation rate γe−lat = 1/τe−lat as shown in Fig. 5.2.2a).
The behaviour is clearly well beyond BCS or Eliashberg electron-phonon coupling
theory which predict a monotonically increasing Tc with increasing coupling con-
stant. The behaviour has been discussed in terms of polaronic effects [405], which
lead to the entanglement of electronic and lattice degrees of freedom, as will be
discussed in the next section. Insight into the role of electronic excitations on the
superconducting critical temperature is provided by the remarkable correspondence
between the dependence of Tc on γe−lat = 1/τe−lat and the in-plane lattice con-
stant a, as shown in Fig. 5.2.2b). Since a is directly related to the local strain,
the correspondence, and particularly the apparent singular behaviour of Tc with
lattice constant in Fig. 5.2.2b), implies a critical strain value associated with an
instability at a Cu-Cu distance of 1.92 A˚.
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5.2.3. Ultrafast electron-boson coupling and the magnetic degrees of freedom
Electron-phonon coupling constitutes only a subset of the decay channels for the
photoexcited charge-carriers in correlated materials. As discussed in Sections 3.1.2
and 3.1.3, the electron-boson coupling function is characterized by a strong peak
at ∼60 meV and a continuum extending up to 350 meV. This rather featureless
part of the coupling function is compatible with the coupling to short-range anti-
ferromagnetic fluctuations, that persist far in the over-doped region of the phase
diagram[127–131].
Simple arguments can be used to estimate the timescale of the coupling to
bosonic fluctuations of magnetic origin in correlated materials. Considering the
Hubbard model, the instantaneous virtual hopping of holes into already occupied
sites favours an antiferromagnetic coupling J=4t2h/U between neighbouring sites,
where th is the nearest-neighbour hopping energy. The spectrum of the antiferro-
magnetic fluctuations has a high-energy cutoff of 2J ∼200-300 meV which nat-
urally brings in a characteristic retarded timescale of the order of ~/2J=2-3 fs.
From another point of view, the elementary time (~/th ∼ 2fs) associated with
the Cu−O−Cu hole-hopping process inevitably leads to the creation of local AF
excitations. All these evidences point to an extremely fast dynamics of the electron-
magnetic fluctuations coupling that, until recently, was concealed by the temporal
resolution of pump-probe techniques.
For this reason, the direct experimental study of the coupling to magnetic fluc-
tuations has been anticipated by theoretical works that modeled the coupling of
out-of-equilibrium charge carriers to local AF fluctuations using an approach sim-
ilar to that discussed in Sec. 5.2.1 for the CT insulators. For this purpose, the
starting point is the simplified t-J model on a square lattice that retains the com-
plete dynamics at the energy scale J . Considering that in the t-J model the double
occupation of Cu sites is projected out, the photoexcitation process can be sim-
plified as a quantum quench that instantaneously rises the kinetic energy of the
holes (electrons) already present in the system. It was readily pointed out[412] that
also the magnetically-mediated relaxation dynamics is a two-step process. The ini-
tial ultrafast relaxation is regulated by the hopping integral t0 and the exchange
interaction J and can be considered as a local process that involves many anti-
ferromagnetic excitations, each absorbing a fraction of J of energy. The timescale
of this process is estimated to be of the order of τ ∼ (~/t0)(J/t0)−2/3 '4 fs for
realistic values of t0 ∼360 meV and J ∼120 meV. The second step is slower and
involves the coupling to collective magnetic excitations (magnons) that carry away
the local excess energy. The rate of this magnon-mediated cooling depends on the
magnon group velocity that is in turn regulated by the details of the magnon dis-
persion. Even though this model is strictly valid for a single hole in an infinite
AF background, a first step to mimic the consequences of the chemical doping is
to limit the average number of antiferromagnetic bonds that are available for the
relaxation process. This can be achieved by limiting the propagation of the photo-
excited hole to a finite cluster, whose size is chosen so as to reproduce the actual
density of the chemically-doped charge carriers [397].
Similar results have been obtained by considering the solution of the full Hubbard
model with a non-equilibrium version [413] of the dynamical cluster approximation
(DCA) for capturing the effects of short-range correlations. The relaxation rate of
the high-energy photo-doped charge carriers (i.e. those that are close to the upper
edge of the Hubbard band) in the paramagnetic phase is of the order of 10-20 fs
and it scales with the strength of the nearest-neighbour spin correlations, further
supporting the direct role played by local AF excitations. The relaxation process
becomes more complex at finite doping, since the direct charge-charge interactions
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open additional scattering channels that lead to a faster relaxation of the photo-
excited holes (electrons). However, the direct interactions among the carriers are
not expected to dramatically influence the time necessary to exchange energy with
the boson bath [397], that is ultimately regulated by the electron-boson coupling
(see Secs. 3 and 3.4).
The coupling to dispersionless phonons can be accounted for by the Holstein
model (see Sec. 7), thus opening the way to the study of the competition between
the magnetic and phononic decay channels. As a first step, this problem has been
tackled in a finite one-dimensional chain by diagonalization in a limited functional
space (LFS)[414]. The results of time evolution of the electron and phonon dis-
tribution have been benchmarked against the relaxation dynamics obtained from
the Boltzmann equation. Among the different important results, we report the ob-
servation that, in the weak-coupling regime, the natural time unit to measure the
relaxation with the bosons is 1/ω0, where ω0 is the typical frequency of the bosons.
The relaxation dynamics τ is thus regulated by the relation τω0=(8/pi)(t0/λω0), t0
and λ being the hopping amplitude and the electron-boson coupling. Considering
that in the weak-coupling λ ≤0.5, the τω0 product is always larger than one, i.e.,
the relaxation dynamics is always slower than the inverse energy-scale of the boson
involved in the process. As an example, considering a realistic value for the cop-
per oxides (t0 ∼350 meV), we obtain for the electron-phonon coupling τω0 ∼30,
where we have considered the upper bound λ=0.4, as determined by pump-probe
measurements (see Sec. 5.2.2). This value corresponds to a relaxation dynamics
of several times the inverse phonon energy ((~ω0)−1 ∼8 fs, for (~ω0) ∼80 meV),
that is of the order of ∼250 fs. This value can dramatically decrease when AF ex-
citations are considered. Since the spectrum of magnetic excitations extends up to
about 300 meV, i.e. about 4 times the phonon energy scale, the relaxation towards
the magnetic degrees of freedom is expected to be at least 4 times faster assuming
the same coupling constant.
From the experimental standpoint, the experimental resolution didn’t allow, until
recently [397], to directly follow in the time domain the coupling with bosons of elec-
tronic origin. Nevertheless, the combination of the ultrafast time-resolution with
the broad spectral window accessible by the supercontinuum-based time-resolved
spectroscopies has been a turning-point in the study of the electron-boson coupling
in copper oxides. By measuring the dynamics of a broad part of the reflectivity
around the dressed plasma frequency of doped Bi2212, it has been suggested that
the reflectivity variation (δR(ω, t)/R) is directly proportional to the electron-boson
scattering rate [177]. Therefore, by monitoring δR(ω, t)/R it is possible to recon-
struct the dynamics of the average boson density and estimate the electron-boson
coupling within the Effective Temperature Model (ETM) described in Sec. 3.3. This
technique evidenced that on a timescale faster than the electron-phonon coupling,
that is of the order of 100 fs, the charge carriers are already effectively coupled
with another type of bosons, characterized by the coupling function Πbe(Ω). The
spectrum of the coupling with this bosonic excitations, shown in Fig. 45 is ex-
tracted by considering as a constraint that the total electron-boson coupling func-
tion (Πtot(Ω)=I
2χ(Ω)+α2FSCP (Ω)+α
2Flat(Ω), see Sec. 3.3) should coincide with
that extracted from the equilibrium optical conductivity (see Secs. 3.1.2, 3.1.3,
4.1.1 and 3.3). The spectral extension of Πbe(Ω) (see the spectra reported in Fig.
45) and the strength of the coupling itself (λbe '1.1) strongly support its magnetic
origin [177]. Furthermore, when using Πbe(Ω) and λbe as inputs for the calculation
of the critical temperature through the McMillan’s formula [92], reported in Eq. 7,
a maximal TC=105-135 K is obtained for optimally doped Bi2212. Even though the
fraction of the Πbe(Ω) that can give rise to superconductivity in the d-wave channel
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coupled phonons and with the rest of lattice, respectively. Taken from Ref. 177.
is still subject of debate, these results demonstrate that the coupling to AF excita-
tions can, in principle, provide the glue necessary to achieve critical temperatures
exceeding 100 K. This mechanism is likely to constitute the ”missing” glue that has
been evidenced in Fig. 42. More recently, cluster dynamical mean-field calculations
have been used to investigate the superconducting gap within the two-dimensional
Hubbard model [415]. The results strongly suggest that superconductivity arises
from exchange of spin fluctuations and the inferred pairing glue function is in re-
markable qualitative consistency with the pairing function, Πbe(Ω), inferred from
time-resolved optical spectroscopy [177].
The coupling with two different types of bosons has been also indirectly in-
ferred by the relaxation dynamics of single-colour pump-probe measurements on
Bi2Sr2CaCu2O8+δ single crystals [352], whose doping concentration ranged from
the underdoped to overdoped regime. The different doping dependences of the
electron-boson coupling strengths led the authors to identify them as strongly-
coupled phonons and spin fluctuations. While the electron-phonon coupling (λSCP )
peaks at optimal doping with a maximum value of 0.4, the coupling to AF excita-
tions decreases monotonically with doping, starting from values λbe '1 at the hole
concentration p=0.1 [352]. Recent time-resolved ARPES experiments on optimally-
doped Bi2212 [371] also evidenced, above Tc, a marked change in the effective mass
of the nodal quasiparticles related to the change of 70-meV kink in the E(k) dis-
persion. This ultrafast modification of the kink is found [371] to occur during the
experiment’s 100-fs temporal resolution and is compatible with the ultrafast cou-
pling to AF excitations.
In conclusion, time-resolved optical spectroscopies opened new scenarios in the
study of the electron-boson coupling in copper oxides. The theoretical efforts are
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currently pointing to address the limits of applicability of the ETM [416] and to
develop models for the extraction of electron-boson coupling from time-resolved
experiments without assuming an effective temperature model [417]. On the other
hand, recent advances in ultrafast optical spectroscopy [397] succeeded in achiev-
ing a temporal resolution of ∼10 fs, that is of the order of ~/2J , i.e., the timescale
of the direct coupling to magnetic fluctuations. This extremely high temporal res-
olution enabled the direct observation the ∼16 fs build-up of the effective elec-
tronboson interaction in different families of hole-doped copper oxides [397]. This
extremely fast timescale has been compared to numerical calculations based on
the t-J model, in which the relaxation of the photo-excited charges is achieved via
inelastic scattering with short-range antiferromagnetic excitations [397]. The joint
theoretical-experimental effort is expected to provide novel tools to further clarify
the issues related to the electron-boson dynamics in correlated materials and to
the problem of the retarded interactions and the superconducting glue in copper
oxides.
5.2.4. The ultrafast dynamics in the pseudogap state
As extensively discussed in Sec. 5.1.1, the single-colour P-p experiments are
particularly sensitive to the pseudogap (PG) state of copper oxides and, more
in general, of correlated materials. For the sake of convincing the reader of
the effectiveness of the ultrafast techniques in investigating the PG, we report
in Fig. 46a the temperature- and doping-dependent time-traces measured on
Bi2Sr2Y0.08Ca0.92Cu2O8+δ (YBi2212) at the probe energy of 1.55 eV [418]. A neg-
ative component with a fast relaxation dynamics (<1 ps) progressively appears at
the temperature Tc < T < T
∗ and dominates the time response, until the onset
of the superconducting phase transition (see Sec. 5.2.5). The plot of T ∗(p) as a
function of the hole doping p (see Fig. 46) evidences a clear pseudogap-line that
intersects the superconducting dome at p > 0.16. Despite the dramatic evidence of
the PG physics at play, the origin and the nature of this component in the transient
reflectivity remained unexplained for a long time, until the development of more
sophisticated versions of the first single-colour experiments became available. The
possibility of changing the polarization of the pump and probe beams, of exploiting
the capabilities of multicolour techniques, which extend from the midinfrared to
the visible, and of probing the electron dynamics through time-resolved photoe-
mission spectroscopy provided new insights into the nature of the PG state and
opened new intriguing scenarios that will be reviewed in this section.
The first evidence that the time-resolved signal in the pseudogap state of cop-
per oxides is constituted by two components characterized by different symmetries
and different temperature-dependence came from polarization-dependent measure-
ments on (110)- and (100)-YBCO thin films [342]. Considering the direct relation
between the gaps in the electronic DOS and the dynamics in the time-domain,
the authors directly investigated the symmetries of the different components by
combining the direction of the beam polarization and the orientation of the crystal
axes. While the low-energy gap appears below Tc with the same d-wave symmetry
regardless of the hole concentration, signatures of the high-energy gap, whose sym-
metry strongly depends on doping, were observed also along the a-b diagonal. The
authors suggested a strong dichotomy between nodal and antinodal quasiparticles
and argued that the two differnt gaps should have different physical origins and
compete with each other [342].
Similar polarization-dependent dynamics were lately observed on
Bi2Sr2CaCu2O8+δ (Bi2212), which became the best system to disentangle
the superconducting and pseudogap signals and to study the symmetry of the
pseudogap through the polarization-dependence of the time-domain response
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[175, 327, 351], as already discussed in Sec. 5.1.1. All these results converge
on a picture in which the low-temperature dynamics is characterized by a fast
pseudogap-like component, which corresponds to the relaxation of antinodal QP,
and a slower component that is related to the opening of the superconducting gap
and is dominated by the near-node contributions. Furthermore, the observation
that the pseudogap dynamics depends only on the probe polarization led to the
conclusion that the PG state is characterized by a spontaneous spatial symmetry
breaking that is not limited to the sample surface [327].
The results obtained by time-resolved optical spectroscopy unveil a picture that
is fully consistent with the outcomes of the most advanced equilibrium techniques.
Recently, a comparative study of the pseudogap in Bi2201 has been carried out
by ARPES, polar Kerr effect and time-resolved reflectivity [419]. The three exper-
iments revealed a coincident and abrupt onset at T ∗ of an antinodal gap, a Kerr
rotation signal and a change on the relaxation dynamics, making the link between
the ultrafast dynamics and the equilibrium concepts that are usually invoked to
explain the PG a robust experimental fact.
A further step towards the comprehension of the PG dynamics in correlated ma-
terials has been recently done by studying the model compound La1.75Sr0.25NiO4
[198]. Similarly to the case of copper oxides, the optical conductivity of this proto-
typical nickelate exhibits a pseudogap-like loss of infrared spectral weight, whose
onset temperature (T ∗) is far above the long-range stripe formation (T ∼100 K).
By using mid-infrared probe pulses, it has been possible to directly study the dy-
namics of the Ni-O stretch vibration at 85 meV. As discussed in Sec. 4.1.3, the
spectral shape of the infrared-active phonon modes is usually characterized by
a strong asymmetry that is described by a Fano lineshape and originates from
the quantum interference between the narrow intrinsic phonon lineshape and the
continuum of the electronic levels. The strength of the coupling regulates the asym-
metry of the peak through the factor q, introduced in Eq. 61. In the experiment,
the phonon lineshape is monitored as a function of the delay from a near-infrared
pump pulse. The data, reported in Fig. 47, show a clear decrease of the 1/q factor,
while the position of the resonance remains unchanged. This result is interpreted
as the transient decrease of the electron-phonon coupling in consequence of the
delocalization of the charges induced by the impulsive excitation [198]. This exper-
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Figure 47. Ultrafast dynamics in the pseudogap state of the La1.75Sr0.25NiO4 nickelate. a) Non-
equilibrium mid-infrared optical conductivity around the Ni-O stretching mode (circles) at specific delay
times after the 1.5-eV photoexcitation at 30 K. Dashed lines: equilibrium conductivity, solid lines: Fano
model. b) Dynamics of the Ni-O mode peak energy ω0 c,d) Dynamics of the Fano asymmetry parameter
1/q and of the phonon linewidth Γ, as defined in Eq. 61. Taken from [198].
iment suggests that the real-space charge localization is the key to understand the
physics of the PG and that it can be precursory to the onset of charge-ordering
at lower temperatures. We stress that, even though the role of the pump is to
increase the average energy of the charge carriers, similarly to the case of an adi-
abatic increase of the temperature, the transient decrease of the electron-phonon
coupling has no counterpart in equilibrium measurements. This difference is in-
herently related to the ultrafast excitation process, during which the electronic
degrees of freedom (responsible for the charge localization) are perturbed before
the heating the lattice. On a longer timescale, the temperature-related broaden-
ing of the phonon linewidth completely washes out the effect, thus demonstrating
that the non-equilibrium approach provides a genuinely new information as com-
pared to conventional spectroscopies. Similar conclusions have been derived from
three-pulses experiments, that unveiled the tendency to carrier localization in the
pseudogap state of Bi2212 [420].
The possibility of experimentally decoupling the charge localization dynamics
from the lattice heating, also suggests that the charge localization, which char-
acterizes the pseudogap state of nickelates, is primarily driven by the electronic
correlations. Similarly, the role of the short range Coulomb repulsion in the PG
physics of copper oxides (Bi2212 and Hg1201) has been recently demonstrated by
combining broadband time-resolved optical experiments to time-resolved ARPES
[418]. Ultrashort light pulses are used to prepare a non-thermal electron distribution
that is dominated by antinodal excitations. The dynamics of the dielectric func-
tion, simultaneously probed in the 0.52 eV range and analyzed within the extended
Drude model (see Sec. 4.1.1), unveils an anomalous decrease in the scattering rate
of the charge carriers. In the pseudogap-like region of the phase diagram, delimited
by a well-defined T ∗neq(p) line, the photoexcitation process transforms the nature
of antinodal excitations from that typical of a strongly correlated metal to that of
a less-correlated metal, characterized by delocalized quasiparticles with a longer
lifetime. This effect is naturally explained within the single-band Hubbard model,
in which the short-range Coulomb repulsion leads to a k-space differentiation be-
tween nodal quasiparticles and antinodal excitations that are strongly localized in
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Figure 48. (a-c) δR(θ)/R transients at typical temperatures for overdoped Bi2212 samples together with
polar plots of the maximum values of δR(θ)/R. The solid lines indicate fits using Eq. 88. δR(θ)/δR at delay
time of 10 ps is also shown (open circles). Note that the Cu-O bonds directions are drawn horizontal and
vertical, while the crystalline axes are along the Bi-O bonds, and are rotated nearly 45◦ from the Cu-O
bonds. Taken from Ref. 327.
real space [418]. A similar picture has been confirmed by three-pulses experiments
on Bi2212 samples at different dopings and temperatures [420]. The pseudogap
photodestruction and recovery reveal a marked absence of critical behaviour at T ∗,
which implies an absence of collective electronic ordering beyond a few coherence
lengths on short timescales. This result suggests that the pseudogap is character-
ized by the localization of the charge carriers into a textured polaronic state arising
from a competing Coulomb interaction and lattice strain [420]. Taken all together,
the outcomes of non-equilibrium optical spectroscopies strongly support a scenario
in which the PG physics is dominated by the k-dependent effect of the short-range
Coulomb repulsion that drives the real-space localization of the charge carriers and
that can evolve into charge-ordered states upon further cooling.
Recently, polarisation sensitive P-p measurements were used to ascertain the
presence of rotational symmetry breaking associated with the PG state in
Bi2Sr2CaCu2O8+δ compounds at various dopings [327]. Fig. 5.2.4 shows the ex-
perimental polarization dependence, where the probe polarization was rotated by
an angle θ with respect to the crystal x direction. (Fig. 5.2.4a)). Here we use no-
tations in which x and y point in directions along the Cu-O bond, while x′ and
y′ are directions rotated by 45◦ in the plane (Fig. 5.2.4b)). When either global or
local symmetry is broken (either dynamically or statically), an additional possi-
bility exists, where asymmetric states can be excited also by higher order terms
via DE. Without such breaking of symmetry, higher order coupling cannot coher-
ently excite B-symmetry modes, because the phase of the excitation averages out
to zero (for second order coupling). However, symmetry breaking can provide a
coupling mechanism for the excitation of B-symmetry modes. Measurements by
Toda et al [327] on Bi2Sr2CaCu2O8+δ reveal a remarkable independence of the Pp
response on pump polarisation, which rules out IE as the excitation mechanism,
and indicates the presence of symmetry breaking. The polarisation data shown in
Fig. 5.2.4 show that not only A1g, but also B-symmetry modes are excited. The
pump must therefore excite B1g and B2g in second order, which is only possible in
the presence of breaking of tetragonal symmetry. The T-dependences of the A1g,
B1g and B1g components in Fig. 5.2.4 nicely show the onset of the underlying
symmetry-breaking to occur near T ∗. Within this mechanism it is necessary that
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all three components show broken symmetry at the same time, which is indeed
the case. Thus it is possible to unambiguously conclude that tetragonal symmetry
breaking occurs at T ∗ = 140 K [327].
Finally, interesting results have been recently obtained by time-resolved ARPES.
The initial pump-induced modification of the occupation of the ungapped nodal
states is affected by the onset of the pseudogap state at T < T ∗ [369]. These results
allows to directly connect the transient density of the nodal quasiparticles to the
global phase diagram of cuprates (see Sec. 5.2.7), demonstrating an unexpected
interplay between the antinodal pseudogap an the pump-induced population at
different k-vectors in the Brillouin zone.
5.2.5. Superconductivity-induced spectral-weight change
As extensively discussed in Sec. 5.1.1, single-colour optical techniques unveil a
dramatic change in the dynamics, as soon at the system undergoes the supercon-
ducting phase transition at T < Tc. At the most general level, all the time-resolved
optical measurements unveil a slowing down of the relaxation dynamics of the opti-
cal signal, whose time constant rapidly changes from 100-200 fs when T > Tc, char-
acteristic of the electron-phonon cooling process, to several picosends at T < Tc.
Simultaneously, the optical constants in the near-infrared range increases of about
one order of magnitude. The detailed discussion about the origin of this bottleneck,
which is ascribed to the formation of a non-equilibrium population of pair-breaking
bosons at the gap energy, has been presented in Sec. 5.1.1 and discussed within
the frame of the Rothwarf-Taylor model (see Sec. 3.4.1). Despite some early at-
tempts of directly measuring the dynamics of the superconducting gap, ∆SC(T ),
via time-resolved Raman spectroscopy [421], it was soon realized that the gap dy-
namics could be mapped into the high-energy (>1 eV) optical properties. In this
section we will focus on the origin of the variation of the near-infrared optical
properties that, for some unexpected mechanisms, results to be directly propor-
tional to the density of the superconducting condensate. To formulate the problem
more directly, we can consider the conventional BCS superconductors, in which
the onset of superconductivity corresponds to the opening of the superconduct-
ing gap, ∆SC(T ), in the electron density of states. As a consequence, the opti-
cal conductivity (see Sec. 4.1.4) is strongly affected only for below-gap radiation
(~ω < ∆SC(T )), while the optical properties are almost unaffected at energy scales
larger than about 10∆SC(T ). Even considering an interband transition at the fre-
quency Ω0, the simple energy-gap model for conventional superconductors [422]
predicts small changes of the interband transitions over a narrow frequency range
of the order of Ω0 ±∆SC(T ), which does not explain the relatively large variation
of the optical properties in the entire infrared-visible spectrum.
The direct relation between the dynamics of the infrared optical properties
and the superconducting condensate was directly demonstrated by the first time-
resolved experiments in the THz [193, 275, 276] and mid-infrared [360] energy range
that directly accessed the dynamics of the condensate and of the superconducting
gap. Optical (1.5 eV) pump-THz probe experiments were performed on supercon-
ducting YBCO crystals [275]. At T < Tc, the recovery time for long-range phase-
coherent pairing increases up to a value of about 3.5 ps, that is in agreement with
the relaxation time measured through all optical P-p experiments. Furthermore,
the relaxation time exhibits a clear tendency to diverge when Tc is approached
from below. This result, which was lately confirmed by infrared probe measure-
ments [197], suggests that the relaxation time and the temperature-dependent gap
are linearly related, i.e., τ ∝ 1/∆SC(T ). Similar conclusions can be reached by
studying the ultrafast mid-infrared reflectivity of YBCO at different hole-doping.
In particular, after the optical excitation, the ab-plane gap in the optical conduc-
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Figure 49. Time-resolved optics in superconducting cuprates. a) The single-colour relative reflectivity
variation, δR/R(t), measured in the superconducting phase of Bi2Sr2Ca1−yDyyCu2O8+δ crystals with
different hole concentrations. The superconducting temperatures are Tc=71 K (underdoped), Tc=94.5 K
(optimally doped) and Tc=77 K (overdoped). Taken from [191]. b) The broadband relative reflectivity
variation, δR/R(ω, t), measured in the superconducting phase of Y-Bi2212 crystals with different hole
concentrations. The superconducting temperatures are Tc=83 K (underdoped), Tc=96 K (optimally doped)
and Tc=86 K (overdoped). The insets display schematically the position of each measurement in the T -p
phase diagram of Y-Bi2212. The white lines are the time traces at 1.5 eV photon energy. Taken from [43].
c) The spectral weight variation, δSWtot is reported at different delays for the three dopings. d) The black
circles represent the maximum δSWtot, i.e. the δSWtot measured at 400 fs, as a function of the doping
level. Taken from Ref. 43.
tivity undergoes an ultrafast filling, while the equilibrium condition is recovered on
the picosecond timescale [360]. Overall, THz and mid-infrared data clearly confirm
the scenario suggested by all-optical measurements, i.e., the ultrafast excitation
triggers a strong decrease of the superconducting fraction, that progressively re-
covers on the picosecond time scale.
A possible explanation of the relation between the optical properties in the vis-
ible and the superconducting condensate was suggested by time-resolved reflec-
tivity measurements on Bi2Sr2Ca1−yDyyCu2O8+δ (BSCCO) crystals with a hole-
doping concentration that spans a significant range of values across optimal doping
(popt=0.16) [191]. These experiments demonstrated that both the kinetics of the
quasiparticle decay and the sign of the δR(t)/R signal change abruptly at optimal
doping, as shown in Fig. 49a. As a consequence, the p = popt value discriminates
between two regions characterized by a different nature of the superconducting
phase transition. Taking inspiration from the results coming from equilibrium op-
tical spectroscopies [423–425], it was suggested that the change of sign of δR(t)/R
could be the fingerprint of a spectral weight transfer from the condensate δ(ω)
function (see Sec. 4.1.4) to higher frequencies.
This problem was unambiguously addressed after the advent of multicolour ex-
periments that opened the possibility of probing the dynamics of the dielectric
function over a broad energy range. In order to perform low-fluence experiments in
which the pump energy does not overcome the threshold for the impulsive vapor-
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ization of the superconducting condensate (see Secs. 5.1.1 and 6.2.1), a pump probe
technique based on the supercontinuum white light produced by a photonic fibre
seeded by a high-rep. rate Ti:sapphire oscillator was developed [41]. This novel opti-
cal pump-supercontinuum-probe technique was used to investigate the dynamics of
the optical properties in the 1-2.5 eV energy range in Bi2Sr2Ca0.92Y0.08Cu2O8+δ (Y-
Bi2212) crystals at different doping, unveiling a superconductivity-driven change
of an optical transition at 1.5 eV (see Fig. 49b) [43]. This result unveils an un-
conventional mechanism at the base of the superconducting transition, both below
and above popt, whose nature can be inferred by calculating the spectral weight
variation of the 1.5 eV transition, i.e., δSW1.5eV =SW
N
1.5eV -SW
SC
1.5eV , as defined in
Sec. 4.1.5. As shown in Fig. 49c, the sign change at p = popt of the δR/R(t) signal is
just the consequence of a transition from positive to negative δSW1.5eV values. This
observation entails important consequences on the nature of the superconducting
phase transition, since the spectral weight change of the interband transitions can
be related to the change of the average kinetic energy of the charge carriers. By
assuming that δSW1.5eV is compensated by an opposite change of the Drude spec-
tral weight, the kinetic energy variation (δ〈K〉) of the charge carriers is obtained
by [43]:
δ〈K〉 = 8~2δSW1.5eV · (83meV/eV2) (89)
Using Eq. 89, the estimated superconductivity-induced kinetic energy decrease
per Cu atom. For the underdoped sample is estimated to be ∼12 meV, which is
very close to the superconductivity-induced kinetic energy gain predicted by sev-
eral unconventional models [238, 426]. In this picture, the p = popt value delimits
two regions that correspond to the crossing from a kinetic energy gain- to a poten-
tial energy gain-driven superconducting transition (see Fig. 49b), consistent with
predictions of the 2D Hubbard model [313]. These results clarify the origin of the
doping- and temperature-dependent δR/R(t) signal measured in single-colour op-
tical experiments and demonstrate that the dynamics of ∆SC can be reconstructed
from the dynamics at optical frequencies.
The interplay between the low-energy physics and the high-energy optical tran-
sition has been further supported by other experiments based on the use of tran-
sient broad-band reflectivity. In particular signatures of the dynamics of ∆SC in
La1.85Sr0.15CuO4 (LSCO) have been found at the typical scale of the Mott physics
(2.6 eV) [326]. More recently, a direct link between the c-axis phonon modes and
the high-energy in-plane optical properties in optimally doped YBCO was made
by a similar technique [427].
A new window on the ultrafast dynamics of high-Tc superconductors was opened
by the recent development of high-resolution TR-ARPES experiments [59]. The
high repetition rate of the ultrafast sources that can be currently employed for pho-
toemission experiments guarantees the statistics necessary for low-fluence experi-
ments in which the band dispersions and the electron self-energies are only slightly
modified by the optical excitation. Considering the case of superconducting copper
oxides, TR-ARPES experiments substantially confirmed the picture emerging from
time-resolved optical technique, beside adding new valuable information related to
the excitation and relaxation processes in the crystal momentum space. Unfortu-
nately, the photon energy (~ω ∼ 6 eV) of the fourth harmonics of the Ti:sapphire
laser, that is commonly employed as the source of ultrashort pulses of UV photons,
limits the accessibility window of this technique in copper oxides to the states that
lie within ∼1 eV from the Fermi energy and with a momentum that corresponds to
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Figure 50. Relaxation dynamics of the ARPES intensity change at different pump fluences and k-
directions, measured by the azimuthal angle Φ. a) Nodal decay curves at different fluences normalized
to the same amplitude. b) Off-nodal decay curves at different fluences normalized to the same amplitude.
c) Nodal and off-nodal curves at the same fluence. Taken from Ref. 172.
a range of ∼27◦ of azimuthal angle [173] from the nodal direction (45◦, see the top
panel in Fig. 50). As expected, the measurements of the pump-induced dynamics of
the nodal quasiparticles in Bi2212 revealed a suppression of the nodal quasiparticle
spectral weight, that is greatly enhanced in the superconducting state[173, 428].
As shown in Fig. 50a, the recovery dynamics of the QP spectral weight depends
on the laser fluence and ranges from ∼4 to ∼7 ps, in agreement with the optical
results that evidenced the strong superconductivity-induced bottleneck in the dy-
namics. Interestingly, the evidence of a superconductivity-induced change of the
dynamics of the nodal QPs challenges the conventional picture dominated by the
nodal-antinodal dichotomy, in which the nodal QPs should be almost unaffected
by the onset of superconductivity and the opening of a d-wave gap [428]. Further
results [369], also demonstrated the unexpected possibility of establishing a link
between the nodal quasiparticles and the cuprate phase diagram, as can be inferred
from equilibrium and out-of-equilibrium optical (see Sec. 5.2.7). Even though the
issue of the k-dependence of the relaxation dynamics has not been completely clar-
ified [172, 173], the TR-ARPES measurements far from the node seem to suggest
that the decay of hot QPs towards the node is blocked by phase-space restrictions,
while the recovery of the equilibrium superconducting state is dominated by the
Cooper pair recombination in a boson bottleneck limit [173].
Current efforts in the field of TR-ARPES measurements are directed to quan-
titatively extract the dynamics of the band dispersion and of the electron self-
energy and to address the nature of the boson modes which drive the formation
of a non-thermal electron/hole distribution in the ”boson”-energy window EF -
~Ω < ~ω < EF +~Ω [429] and its successive relaxation through electron-boson cou-
pling [430]. Recent data on optimally-doped Bi2212, evidenced a transient shrink-
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Figure 51. A summary of the pairing amplitude and phase coherence dynamics near Tc measured with
different methods in Bi2212: (a) The recovery time of the optical superconducting signal (τREC), the
QP recombination time τ3PulseQP measured by the three pulse technique and the QP recombination time
τSubtractionQP from Pump-probe measurements obtained by subtraction of the pseudogap signal. A fit to the
data using a Berezinsky-Kosterlitz-Thouless model [364] is shown by the solid red line. The green dashed
line shows the fluctuation lifetime τGL given by time-dependent Ginzburg-Landau theory. The phase
correlation time τTHz from THz conductivity measurements is shown for comparison. (b) The amplitude
of the SC signal A3PulseSC and A
Pp
SC obtained by three pulse and the Pump-probe measurements respectively.
The THz response is also shown. As expected on the basis of the response functions discussed in Sections
4.1.4 and 4.2, the superfluid density ρ0 from THz measurements shows remarkably close agreement with
the amplitude of the optical response ASC , above Tc.
ing of the Fermi surface on the 200-500 fs timescale, which suggests a possible
transient hole-photodoping as a consequence of the electron-hole asymmetry in the
relaxation dynamics [371]. On the other hand, the analysis of the TR-ARPES ex-
periments on Bi2212 and Pb-Bi2201 evidenced a transient decrease of the electron
self-energy, which corresponds to a weakening of the electron-boson coupling [431].
The tight relation between the dynamics of the electron-boson coupling and that of
the superconducting gap is also supported by the fact that the electronboson cou-
pling is unresponsive to the ultrafast excitation above the superconducting critical
temperature [431]. These recent results, along with the current efforts to increase
the probe photon energy through high-harmonics generation from high-repetition
rate ultrafast sources, are expected to open new perspectives for the physics of
correlated systems and high-temperature superconductors.
5.2.6. Fluctuations of the superconducting order parameter
The non-equilibrium spectroscopies offer also a new tool to investigate the role of
the fluctuations in the superconducting transition. While in conventional supercon-
ductors the opening of the energy gap is simultaneous to the onset of a macroscopic
phase coherence, in low-density and two-dimensional systems the phase fluctuations
of the order parameter can prevent the formation of a macroscopic condensate, even
though a pairing gap is already formed. In this regime the system is governed by
a small coherence length, ξ, which tends to diverge at Tc following the power law
ξ ∝ |T−Tc|−ν . Similarly, the relaxation time τ , of the system is expected to diverge
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Figure 52. The phase diagram of superconducting copper oxides from non-equilibrium spectroscopies. a)
The phase diagram of Bi2212 obtained by Non-equilibrium. b) Pseudogap and superconducting energy
scales as obtained from equilibrium spectroscopies for various families (Bi2212, Y123, Tl2201 and Hg1201)
of superconducting copper oxides with Tc,max=95 K. Taken from Ref. [218].
as τ ∝ ξz, where z and ν are the critical exponents [212].
THz spectroscopy directly probes the superfluid response and is thus a useful
tool for measuring the temporal fluctuations of the superconducting order param-
eter. Broadband time-domain THz spectroscopy in Bi2212 [364] and La2xSrxCuO4
[365] unveiled the persistence of superconducting correlations up to 16 K above
Tc. The further development of the techniques also led to the development of more
elaborate techniques in optical P-p experiments aimed at investigating the relax-
ation dynamics with high temporal resolution in the regime that is expected to be
dominated by the phase fluctuations of the superconducting condensate. Indeed,
using an all-optical three pulse technique (see Sec. 2.2) on Bi2212, the fluctuation
dynamics of the superconducting pairing amplitude was separated from phase re-
laxation above the critical transition temperature. Both were shown to be distinct
from the contribution related to the pseudogap phase [432] on the basis of their
temperature dependence, and more recently on the basis of symmetry [327]. The
results are summarized in Fig. 51z. Similar critical behavior near Tc have been
recently obtained on thin Bi2212 films with optical pump-THz probe measure-
ments, directly monitoring the dynamics of the mid-infrared conductivity [277].
Finally, also recent time-resolved ARPES measurements [369] suggested that the
pump-induced modification of the nodal QP population is affected by the onset of
superconducting pairing fluctuations at Tfl > Tc. Overall, these results strongly
support the scenario in which the pairing gap amplitude of underdoped cuprates
extends a few tens of degrees beyond Tc, while the phase coherence shows a power-
law divergence as T → Tc.
5.2.7. The cuprate phase diagram from non-equilibrium spectroscopies
Bringing together the results presented in the previous sections, we can eas-
ily realize that the non-equilibrium spectroscopies, which combine temporal and
spectral information, constitute a unique tool to investigate the phase diagram of
copper oxides and, more in general, of correlated materials. In contrast with con-
ventional techniques, such as ARPES, Raman scattering, tunneling, specific-heat
measurements and scattering experiments, which usually probe a specific aspect,
non-equilibrium technique are sensitive, within a single experiment, to a variety
of phenomena ranging from the pseudogap to the onset of superconductivity. In
the case of hole-doped copper oxides, the main non-equilibrium results collected in
Fig. 52a, provide a comprehensive p-T phase diagram whose main properties can
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be summarized as follows:
the normal state−The high-temperature and large-doping concentration
region of the phase diagram is characterized by a relaxation dynamics sim-
ilar to that observed in conventional metals. Two recovery times of the
order of ∼100 fs and ∼1-2 ps are usually observed and attributed to the
coupling to the optical buckling and breathing phonons and, subsequently,
to the rest of the lattice vibrations. The coupling of the charge carriers to
short-range antiferromagnetic fluctuations is expected to be effective on the
∼10 fs timescale (see Secs. 5.2.2 and 5.2.3).
the pseudogap state−When the doping concentration and temperatures
are decreased, the ultrafast dynamics exhibits a sharp change in the sign
of the relative reflectivity variation, which defines a T ∗neq(p) pseudogap-like
line that approaches the superconducting dome in the overdoped region.
This drastic change in the dynamics has been attributed to a photoinduced
decrease of the scattering rate related to the photoinjection of antinodal ex-
citations. Notably, TR-ARPES measurements showed that the opening of
the antinodal pseudogap also affects the relaxation dynamics of nodal quasi-
particles, challenging the concept of complete nodal-antinodal dichotomy
(see Sec. 5.2.4). Furthermore, polarization-sensitive ultrafast measurements
suggested an underlying s-wave symmetry of the pseudogap-related signal,
in contrast to the common assumption of a pure d-wave pseudogap (see
Sec. 4.2.3). Interestingly, the region defined by the T ∗neq(p) corresponds to
the region of the T -p phase diagram where an anomalous increase of the
conductivity, interpreted as a transient superconducting-like state, has been
reported after mid-infrared excitation (see Sec. 6.2.2).
the superconducting dome−When the systems is cooled down below the
critical temperature, the photoinduced relaxation dynamics is dramatically
modified, as clearly shown by all the different non-equilibrium techniques.
On a very general level, the recovery dynamics suddenly increases from the
∼100 fs to the 1 ps timescale, as soon as T < Tc. This drastic increase of
the recovery time is attributed to a bottleneck process, in which the pair-
breaking excitations photoinjecetd by the pump pulse are trapped on the
upper edge of the superconducting gap as a consequence of the interaction
with the gap-energy bosons emitted in the recombination process and of the
phase-space constraints for the scattering processes. Even though a com-
prehensive model of the microscopic processes responsible for the relaxation
dynamics are still missing, many experimental and theoretical efforts have
been recently made to clarify this fundamental aspect in the hope of find-
ing the signature of the elusive superconducting bosonic glue. Furthermore,
non-equilibrium optical spectroscopies have demonstrated that the super-
conducting transition is accompanied by a change of the spectral weight
of the optical transitions at the energy scale (1.5-2.5 eV) of the charge-
transfer process, which suggest the transition from a kinetic energy-driven
superconducting transition in the underdoped region to a more conventional
potential energy-driven process in the overdoped region (see Sec. 5.2.5).
the phase-fluctuation region−In the underdoped region of the phase
diagram, the superconducting signal persists well above the critical tem-
perature Tc. This has been interpreted as the signature of an underdoped
region dominated by the phase-fluctuations of the superconducting order
parameter which destroy the long-range order (see Sec. 5.2.6).
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Overall, the non-equilibrium spectroscopies demonstrated an enormous potential
in directly probing the rich physics of the copper oxides phase diagram. Current
efforts mainly focus on experimentally accessing the dynamics of the antinodal
excitations, on investigating the interplay between the charge-order phenomenon
and the superconductivity and finally unveiling which are the boson modes involved
in the pairing mechanism.
5.2.8. Time-domain competition between different orders
Time-resolved techniques constitute a natural tool to investigate the interplay
among multiple orders that can cooperate or compete to determine the actual
ground state of complex materials. Recalling the Ginzburg-Landau equations (see
Eqs. 47, 48 and 49) for two coupled order parameters (η1 and η2), it is easily to show
that the recovery dynamics of the two orders are interdependent. This observation
has important consequences that can be exploited in time-domain experiments: i)
when the intrinsic lifetimes (τ11 and τ22) of the order parameters are significantly
different, it is possible to partially quench one of the two and track in the time-
domain their subsequent coupling during the restoring of the ground state; b) if
τ11 ∼ τ22, then the optical pump can be used to completely quench one of the
phases and probe the intrinsic dynamics of the residual order parameter.
Coupled dynamics of multiple orders. The coupled dynamics of different order
parameters has been studied in a variety of systems, such as nickel and copper
oxides. One the simplest examples is the La1.75Sr0.25NiO4 nickelate that exhibits
simultaneous spin and charge orders in the stripy phase. In particular, while the for-
mation of the one dimensional charge density waves (CDW) breaks the translational
symmetry, the antiferromagnetic spin order (SO), which requires the pre-existing
CDW, breaks both translational and rotational symmetries. By using time-resolved
femtosecond resonant X-ray diffraction at the Ni-L3 edge [73], which is sensitive
to the modulation of the Ni valence electrons at the CDW and SO wavevectors, it
has been shown that the dynamics of the two symmetry-broken phases is strongly
coupled in the time-domain (see Fig. 53), i.e. τ12 ≥ τ11, τ22, despite the fact that
the energy scales for the orders differ by at least an order of magnitude. This work
stimulated the theoretical investigation of the role of the amplitude and phase
fluctuations in the coupled CDW and SO dynamics, demonstrating that the am-
plitude dynamics dominates the initial time scale (∼2 ps), while the phase recovery
controls the behaviour on the long-timescale (>20 ps) [74].
More recently, femtosecond soft X-ray diffraction at the Cu-L3 edge resonance
was combined with mid-infrared excitation to investigate the melting of the
charge order and its interplay with superconductivity in copper oxides [76, 77].
In particular, upon resonant excitation of the in-plane Cu-O stretching mode in
La1.875Ba0.125CuO4, the charge stripe order was found to melt on a sub-picosecond
time scale, while the low-temperature tetragonal distortion was only weakly per-
turbed (and on longer timescales). Similar measurements were also performed on
YBa2Cu3O6.6 [76]. Interestingly, the melting of the in-plane charge-density wave
was shown to be directly connected to the photo-enhancement of the coherent inter-
layer transport [263, 264], suggesting that the charge-order phenomenon competes
with the superconductivity. Above Tc, superconductivity remains a hidden phase,
which can be accessed by nonlinear phonon excitation [72, 433].
Time-resolved optical techniques have been also employed to investigate pos-
sible phases that compete with superconductivity in Tl2Ba2Ca2Cu3Oy [434] and
(Ba,K)Fe2As2 [378], in which spin-density wave (SDW) order anticipates the su-
perconducting transition at T=28 K.
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Figure 53. Cartoon of the dynamics of CDW (blue areas) and SO (yellow areas) orders in La1.75Sr0.25NiO4
at four different stages. The intensity of the colours is proportional to teh amplitude of the CDW and SO
orders. Taken from Ref. 73.
Quite naturally, much effort has been dedicated to clarify the nature of the in-
terplay between the pseudogap (PG) and superconductivity (SC) in doped copper
oxides. Single-colour P-p experiments promptly revealed a coexistence of the the
PG and SC signals below Tc, which allows the direct separation of the charge dy-
namics of PG and SC excitations [196, 351]. The advent of broadband time-resolved
experiments constituted a breakthrough in the understanding of the relation be-
tween the PG and SC phases. The broadband probe provides spectral fingerprints
of the different phases that can be exploited to unambiguously disentangle their
dynamics, even in the regime in which one of the two orders is vanishing. This
technique has been applied to investigate Bi2Sr2Ca0.92Y0.08Cu2O8+δ, demonstrat-
ing that once superconductivity is established, the relaxation of the pseudogap
proceeds two times faster than in the normal state. The sign and strength of the
coupling term suggest a weak competition between the two phases, allowing their
coexistence [373]. Similar results, which suggest a repulsive interaction between
superconductivity and another fluctuating order, have been also obtained on the
Nd2−xCexCuO4+δ electron-doped cuprate [357].
Ultrafast quench of the superconducting phase. The possibility of using an ul-
trashort light pulse to completely quench the superconducting phase constitutes
a further development in the time-domain study of the PG-SC interplay. More
specifically, above a fluence-threshold of the order of few µJ/cm2, the Cooper pairs
with long-range order are fully destroyed within the photoexcited volume (see dis-
cussion in Sec. 6.2.1). Above this threshold, it is possible to isolate the native
SC signal and to study how the PG signal is modified during the recovery of the
long-range superconducting order [175]. Time-resolved broadband spectroscopy on
Bi2Sr2Ca0.92Y0.08Cu2O8+δ demonstrated that the relaxation of the pseudogap be-
comes significantly slower once the SC phase is removed through the impulsive
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Figure 54. Optical generation of coherent bosonic waves. a) Phase diagram of doped vanadium sesquiox-
ide (V2O3). b) Relative reflectivity variation measured in a single-colour P-p experiment on V2O3 and
V1.944Ti0.056O3. Taken from Ref. 435. c) Relative reflectivity variation measured in a single-colour P-p
experiment on La1.9Sr0.1CuO4 at different temperatures. Taken from Ref. 436. The change in the probe
THz electric field, δEprobe, as a function of the P-p delay time tpp, measured on superconducting NbN.
Taken from Ref. 437.
optical excitation [373]. This result suggests a dynamically competing relation be-
tween SC and PG, in agreement with the results obtained as a function of the
temperature [373]. The presence of multiple competing ordering tendencies has
been also argued by TR-ARPES measurements on Bi2212 [370], which evidenced
a marked anisotropy in the fluence-dependent response of the gap.
5.3. Optical generation of coherent bosonic waves
The excitation with an external stimulus that is shorter than the typical lifetime
of a specific mode is able to induce a macroscopic coherent oscillation of the mode
itself, which can be detected by the probe pulse. Microscopically, the impulsive
excitation mechanism can be described as an inverse Raman scattering process
(see Sec. 4.2.3), in which the modes with the symmetry determined by the Raman
tensor [5, 6] can be excited. In the particular case of symmetry-broken phases,
the oscillation of the mode at the proper frequency ω0 can be viewed as the dy-
namics around the equilibrium value of the order parameter, as determined by the
mexican-hat potential landscape described in Sec. 3.5. The possibility of tracking
in the time-domain the oscillation of the order parameter, constitutes the time-
domain counterpart of the conventional energy-domain Raman spectroscopy and
it has been applied for the investigation of a wealth of different systems. His-
torically, most of the work has been focused on optical coherent phonon modes
that can be easily excited and detected in many materials. More recently, also the
possibility of investigating the coherent oscillations of charge-density wave modes
and the massive amplitude modes (Higgs modes) in s-wave superconductors has
opened interesting perspectives. Even though the discussion of the huge amount of
literature about the coherent excitation of optical phonons and CDW modes goes
beyond the scope of the present review and it would require a separate work, we
will here present some recent examples to show how it is possible to exploit co-
herently excited bosonic modes for understanding the properties of unconventional
superconductors and other correlated materials.
5.3.1. Lattice modes
A major advances in the field was achieved after the observation of coherent
optical phonons under the form of distinct oscillations in the single-colour P-p sig-
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nal on YBa2Cu3O7. Surprisingly, both the amplitude and the dephasing time of
a specific mode at ∼15 meV, which involves the motion of the Ba atoms, were
found to drastically increase below Tc [8]. This result underscored, for the first
time, a direct relation between coherent phonon modes and the superconduct-
ing condensate. As a possible explanation, ab-initio calculations suggested that
the superconductivity-induced change of the density of states at the Fermi level
induces a small displacement in the equilibrium positions of the ions. As a conse-
quence of the partial quench of the superconducting condensate, induced by the
pump pulse, the ions are pulled back to their normal equilibrium positions, thus
exciting coherent phonons [438]. This picture has been later completed by means
of broadband time-resolved measurements which showed that the coherent move-
ment of the Ba atoms resonantly modulates the optical properties at a very high
energy-scale (2-2.4 eV) [427]. DMFT calculations demonstrated that the specific
atomic displacement of the Ba atoms strongly couples to the density of states at
the Fermi energy, thus affecting the high-energy optical transitions from the lower
Hubbard band to the Fermi level [427].
The possibility of inducing lattice oscillations to coherently modulate the den-
sity of states at the Fermi level and, in turn, the chemical potential has been
also widely explored in iron-based superconductors. While P-p reflectivity mea-
surements on Ba(Fe1xCox)2As2 did not evidence any difference below and above
the critical temperature [379], TR-ARPES on Ba/Eu(Fe1xCox)2As2 showed a pro-
nounced oscillation of the Fermi level at the frequency of the A1g phonon mode
[439]. These results have been interpreted as the fingerprint of the modulation
of the effective chemical potential in the photoexcited surface region [408, 439].
Furthermore, the use of few-cycle multi-THz pulses enabled to directly track the
evolution of the spin-density-wave (SDW) gap of BaFe2As2 after the ultrafast ex-
citation. Interestingly, it was found that the SDW gap is induced upon excitation
of the normal state above the transition temperature and that the magnetic or-
der adiabatically follows the coherent lattice oscillation at a frequency of 22 meV
(5.5 THz). These results attested a strong spin-phonon coupling that supports the
rapid development of a macroscopic order on small vibrational displacement even
without breaking the symmetry of the crystal [381].
Finally, the excitation of coherent acoustic waves has been exploited to inves-
tigate the interplay between the lattice and the electrons in proximity of the
insulator-to-metal phase transition in Cr(Ti)-doped V2O3 (see Fig. 54a,b), which
constitutes the paradigm of a Mott-insulator [435].
5.3.2. Charge-Density-Waves
The spontaneous development of charge-order patterns, which break the transla-
tional symmetry, is a common property of many correlated materials. The paradig-
matic case is the charge-density wave (CDW) instability that emerges from the
Fermi-surface nesting at the wavevector QCDW , as a consequence of the coupling
between the charge density and the lattice (Peierls instability). Besides this basic
mechanism, the CDW instability can also be caused or enhanced by the electron-
electron interactions, which can eventually lead to the formation of Mott or ex-
citonic insulators, and by disorder (Anderson localization mechanism). It was re-
cently realized that time-resolved optical spectroscopy can be used to quench the
CDW order and to measure the recovery dynamics of the equilibrium state. This
technique provided a new way for disentangling the role of the elementary electronic
and structural processes and thus identifying the dominant interactions responsible
for the insulating state and for the CDW instability [440, 441]. A comprehensive
picture of the melting and reconstruction of the CDW order has been obtained by
extending the time-domain investigation to the lattice degrees of freedom, through
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the use of time-resolved electron diffraction on TaS2 [442].
Besides the clarification of the fundamental interactions responsible for the CDW
instability, ultrafast technique can be also used to generate coherent oscillations of
the CDW mode. Since the CDW instability is one of the most simple and robust
examples of second-order phase transition, in which a complex order parameter
∆exp(iQ·r+φ) emerges at T < Tc, the CDW systems can be used as a platform
to study the dynamics of symmetry-broken phases and the decay of the ampli-
tude/phase modes. Coherent oscillations at the frequency corresponding to the
lattice mode which drives the Peierls instability have been observed in various rare-
earth tritellurides, in TaSe2, in K0.3MoO3, Rb0.3MoO3 and in TiSe2 by conventional
optical pump-probe [443, 444], three-pulses optical experiments [35], TR-ARPES
[382, 445], THz spectroscopy [272] and time-resolved X-ray diffraction [446].
In P-p experiments the initial quench of the order parameter, δη0(t,
−→r ), is con-
fined to the thin superficial layer corresponding to the pump penetration length.
The intrinsic inhomogeneity of the excitation process leads to a complex spatio-
temporal dynamics of δη(t,−→r ) that can be reproduced by a second-order differen-
tial equation that is derived by the Ginzburg-Landau functionals (see Sec. 3.5) [35].
The results of time-resolved spectroscopies on CDW materials triggered a theoreti-
cal effort, that is still at its infancy, to develop non-equilibrium microscopic models
that can reproduce the temporal evolution of the CDW gap, the charge distribu-
tion and the density of states at the Fermi level [447, 448]. More in general, the
study of the temporal evolution of systems undergoing symmetry breaking phase
transitions is relevant for the Kibble-Zurek mechanism that has an impact that
goes beyond condensed-matter physics, extending to cosmology and finance.
As discussed in Sec. 3.1.4 the physics of the CDW instability is also relevant for
copper oxides superconductors. The universal tendency to develop short-ranged
incommensurate CDWs that break the translational symmetry has been recently
reported in both hole- and electron-doped copper oxides [134, 142, 143, 376, 449–
453]. These finding opened new intriguing questions about the origin of the CDW
instability (Fermi surface nesting vs electronic mechanism) and its relation with
the pseudogap and superconducting phases. In general, the CDW order is consid-
ered as an instability that competes with superconductivity, drastically reducing
the Tc in the under-doped region of the phase diagram of copper oxides. The
possibility of impulsively removing the CDW order and of achieving its control
by optical means, would open interesting, though challenging, ways to increase
the critical temperature of copper oxides. Recently, the observation of a coherent
oscillation at 2 THz in a single-colour P-p experiment has been reported in under-
doped La1.9Sr0.1CuO4 films (Tc= 26 K) up to a temperature of ∼100 K (see Fig.
54a,c) [436]. This oscillating signal has been attributed to a highly-damped collec-
tive mode of the fluctuating CDW. The observation that the CDW mode vanishes
in the optimally-doped La1.84Sr0.16CuO4 compound (Tc=38.5 K), supports the
scenario of a competing interaction between the CDW order and superconductiv-
ity. Furthermore, the extremely short lifetime of this mode (∼300 fs) demonstrates
the capability of ultrafast spectroscopies to investigate fluctuating phenomena that
would remain inaccessible by frequency-domain spectroscopies. A similar result was
also reported for underdoped YBa2Cu3O6+x, where a coherent oscillation with fre-
quency ν=1.87 THz and doping-dependent onset temperature (TCDW=105(130)
K for x=0.67(0.75)) [223] has been detected via P-p optical spectroscopy. Interest-
ingly, the characteristics of the CDW mode change when the the system is cooled
below the superconducting temperature. For T < Tc, the CDW oscillation ampli-
tude increases, the phase shifts by pi, and the frequency decreases by δν/ν ∼7%.
The analysis through the coupled Ginzburg-Landau equations (see Eqs. 47, 48
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and 49 in Sec. 3.5) also supports the competing scenario between superconducting
and CDW orders [223]. Finally, recent femtosecond X-ray scattering experiments
on underdoped YBCO, in which the vibrational modes involving the apical oxy-
gen are excited though a mid-IR ultrashort pulse, have been performed [76]. The
observation that the CDW is significantly quenched when the c-axis trasport is
photo-enhanced (see Sec. 6.2.2), further confirms the CDW-SC competing scenario
as the most plausible.
5.3.3. Superconducting amplitude modes
A very interesting topic that is attracting great attention concerns the possibility
of directly observing the collective amplitude mode (AM) of the superconducting
condensate. This mode corresponds to the the oscillation of the order parameter
η(t) about the equilibrium value ηeq (see Sec. 3.5) at the proper frequency 2∆SC .
The existence of an intrinsic oscillation frequency, which is derived from the micro-
scopic BCS theory, implies that the collective mode has acquired a mass, in analogy
with the Higgs mechanism in the Standard Model. For an historical review of the
subject, see Refs. 454 and 455. In principle, two main obstacles should impede the
excitation and the observation of the AM in a s-wave superconductor: i) its fre-
quency resonates with the energy necessary to break Cooper pairs, resulting in a
strong damping of the mode itself; ii) it does not couple directly to electromagnetic
fields in the linear response regime. However, it was soon realized that when the
superconductivity coexists with the CDW order, the competing CDW gap pushes
the total effective energy necessary to inject electron-hole excitations up to a value
larger than 2∆SC . Therefore, the simultaneous presence of the CDW order avoids
the strong overdamping of the AM [456] and, furthermore, if there is any coupling
between CDW and superconductivity, the AM becomes Raman active [456, 457].
As the most promising candidate, the CDW superconductor NbSe2 attracted many
attentions. In this dichalcogenide, the onset of the superconducting phase, charac-
terized by a Tc=7.1 K and ∆SC ∼1.2 meV, is anticipated by the onset of the CDW
order at TCDW=33 K and ∆CDW ∼5 meV. Indeed, a collective mode attributed
to the Higgs AM was recently measured in NbSe2 through Raman scattering [458].
The attribution to the AM was corroborated by the comparison of the results on
NbSe2 with those on its isostructural partner, NbS2, which lacks the charge density
wave order and, accordingly, does not exhibit the signature of the AM.
These results triggered an effort toward the time-domain investigation of the elu-
sive AM in conventional (s-wave) superconductors. It was argued that the hallmark
of the AM should be an oscillation of the gap edge at twice the gap frequency [459].
The direct detection of this mode could be achieved via either TR-ARPES or opti-
cal spectroscopy in the gap energy range (THz) [460, 461]. In the case of optical P-p
measurements, the collective oscillatory response in the optical conductivity can be
resonantly enhanced by tuning the frequency of the order-parameter oscillations to
the energy of an optical phonon mode that is coupled to the superconducting AM
[462].
Unfortunately, the main problem in designing such a time-domain experiment is
related to the excitation process. While, in principle, the inverse Raman process
in a CDW-SC system could be be exploited to launch coherent AM, the excitation
with photon energy ~ω  2∆SC would result in the strong photoexcitation of
the electron-hole continuum which would probably destroy the superconducting
phase. This problem was recently solved by employing a sub-gap THz excitation
scheme, in which the intensity of the THz pump pulse is strong enough to non-
linearly couple to the superconducting condensate, thus exciting the AM beyond
the linear response regime [463]. Time-domain oscillations at the frequency 2∆SC
were reported on Nb1−xTixN films via THz pump-THz probe experiments, in which
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the probe directly monitors the dynamics of the absorption edge associated to the
superconducting gap. As a further development, it was demonstrated the resonant
excitation of collective modes in NbN via non-linear excitation with a coherent
THz field. The superconducting nature of the resonance has been demonstrated by
the occurrence of a large terahertz third-harmonic generation when the frequency
of the THz pulse matches the value of the superconducting gap [437]. While it was
originally proposed that this effect could be ascribed to the resonant excitation
of the AM mode [437], it has been recently argued that the contribution of the
AM is largely subdominant with respect to the collective excitation of Cooper
pairs [464]. The reason is that even if the AM oscillates three-time faster than the
incoming light, it weakly couples to the optical probe, that induces a collective
density fluctuation. As shown in Ref. [464] the non-linear optical process behind
the third-harmonic generation shares interesting analogies with equilibrium Raman
spectroscopy, including a polarization dependence that could be tested, e.g. in
cuprates, to selectively excite the AM.
The problem becomes even more complex in the case of unconventional supercon-
ductors, which exhibit a d-wave order parameter. In these systems, it was theoret-
ically shown the existence of a rich assortment of Higgs bosons, each in a different
irreducible representation of the point-group symmetry of the lattice [465]. Re-
cently, non-equilibrium broadband optical spectroscopy on copper oxides showed
coherent oscillations at the gap frequency, which were attributed to the oscillations
of the Cooper pair condensate and were discussed by an NMR/electron spin reso-
nance formalism [326]. Interestingly, the coherent oscillations affect the high-energy
optical properties at the typical scale of Mott physics (2.6 eV). This finding further
supports the scenario of a strong interplay between the high- and low-energy scale
physics in unconventional superconductors (see Secs. 5.2.5 and 5.3.1).
The route towards the optical control of AM modes in unconventional super-
conductors is still long, but the recent advances in ultrafast techniques provide
interesting routes to investigate the character of the order parameter and its cou-
pling to other degrees of freedom [466], such as phonons, magnons or charge-density
oscillations, and to develop novel schemes toward non-linear quantum optics in su-
perconductors.
6. Toward the optical manipulation and control of electronic phases in
correlated materials
The main body of this review is dedicated to time domain studies performed in the
limit of small perturbation. The light pulses trigger a small redistribution of energy
among the different degrees of freedom and the time evolution of the observables
measured is used to unveil the basic interactions determining equilibrium properties
in complex materials. A different regime of time domain spectroscopy explores the
limits where light pulses can perturb the overall physical properties of materials on
picoseconds timescales, enabling, in principle, an ultra-fast control over the material
properties. The possibility of controlling materials properties on sub-picosecond
timescales led, in the last decades, to a large number of experiments exploring
photo-induced phase transformations1 ”impulsively” injecting a large number of
excitations in a suitable material. The basic idea of these experiments is to drive
1Here we use the wording phase transformations to address the field which commonly goes under such
name. Nevertheless we will argue here that the use of the wording non-equilibrium phase is often misleading
and we propose in the following a new classification of the phenomena leading from photo-excitation to
the onset new material functionalities
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Figure 55. Scketch for optical control of correlated electron systems. Photo-excitation can be used to pro-
duce transient macroscopic material’s functionalities not present at equilibrium. The onset of such func-
tionalities is typically the result of the transient non-equilibrium pathways triggered by photo-excitation
(left sketch). The main advantages of this approach is twofold. On one hand the new functionality can be
obtained on timescales which are not limited by thermodynamic constraints (sub ps), while on the other
hand, the non-adiabatic nature of the processes can produce transient states not attainable at equilibrium.
We propose here to classify the different evidences of transient light driven macroscopic change of phys-
ical properties as: phase transformation between quasi equilibrium phases, non-thermal transient excited
states, and coherent control of electronic properties.
the transformations, by means of ultrashort light pulses ”impulsively” injecting a
large number of excitations. The photo-excitation within time windows shorter than
the characteristic times of the relaxation processes drives the matter into highly
non-equilibrium transient regimes characterized by anomalous energy distribution
between electrons, ions, and spins, hence resulting in a sudden changes of the overall
material properties. The non-equilibrium pathways leading to such effects depends
on the different physics scenario specific of the material investigated. Unravelling
such pathways is recognized as an important challenge for the community in the
years to come and a conference series is dedicated to this topic since 1998, while a
number of focused issues [467] and books [468] have been published.
Very often the light driven onset of a transient property in complex materials
is reported as Photo-Induced-Phase-Transition (PIPT). Despite the common use
of the wording PIPT, strictly speaking it is very rare that the inset of a new
functionality is effectively associated to a new thermodynamic phase. Therefore,
we propose here to classify the most common approaches to the ultrafast control
of material properties under the following categories:
i) Photo-induced phase transition between quasi-equilibrium phases
(PIPT) ; i.e. light driven transient states characterized by new macroscopic
functionalities which are associated to a well defined thermodynamics po-
tential.
ii) Photo-Induced transient Non-Equilibrium States (PINES); i.e.
transient light driven state with a new functionality but undefined ther-
modynamics potential.
iii) Coherent control of transient matter states (COHCO); i.e. transient
states associated to the presence of the perturbing fields.
In this chapter we will proceed following the classification proposed and we will
limit the discussion to some of the most intriguing experimental evidences and
promising theoretical approaches to describe such regimes in correlated electron
systems. Furthermore, we will limit the discussion to photo-induced phase transi-
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tion (i) and transient non thermal states (ii). We stress that what reported here
is not a comprehensive review on photo-induced phase transition and it should be
rather seen as a selection of evidences reported to date. Actually the scope is to
mainly provide a set of references related to this fast growing field along with a
tentative framework to classify the most important results so far achieved.
6.1. Photo-induced phase transitions (PIPT) between quasi-thermodynamic
phases
At equilibrium, the free energy that describes the phase of a material is at the
global minimum given the value of the control parameters such as temperature and
pressure. The crossing of the boundary between two different phases is commonly
called phase transition and it occurs as the consequence of the variation of the
control parameters. The concept beyond photo-induced phase transition to quasi-
equilibrium phases is to use ultrashort light pulses as an additional control parame-
ter. The intrinsic advantage of photo-excitation with respect to quasi-static changes
of temperature or pressure lies in the fact that the photo-excitation creates a far
from equilibrium distribution of the energy among the different degrees of freedom.
This can trigger the formation of thermal and sometimes non-thermal metastable
phases. The thermal phases are those that can be attained via a quasi-equilibrium
changes of temperature and pressure. The non-thermal phases are metastable states
accessible only via a pathway including transient non-equilibrium distribution of
energy between the different degrees of freedom; i.e. non-thermal phases are those
phases not observable in equilibrium phase diagrams.
A central role in the effort of achieving an ultrafast control of electronic properties
has been played by transition metal oxides (TMOs). The rich phase diagram of
many TMOs is the result of the intricate interplay between electrons, phonons,
and magnons that often makes TMOs very susceptible to the fine tuning of control
parameters such as the pressure, the magnetic field, and the temperature. The same
responsiveness makes TMOs an ideal playground to design experiments where the
interaction between ultra-short light pulses and matter can trigger the formation
of transient phases with specific, sometime exotic, physical properties.
6.1.1. Insulator-to-metal transition in transition metal oxides
The technological drive for increasing data processing speed and storage density
led to a significant effort dedicated to photo-induced insulator-to-metal transition
in 3d transition metal oxides. In this framework, a large set of evidences reveal-
ing the transient changes of electronic properties have been discussed as photo-
induced phase transitions. Various reports revealed that photo-excitation can lead
to metallicity on picoseconds timescales in different transition metal oxides fami-
lies ranging from manganites [469–472], iron oxides [70], and the vanadate families
(VO2 and V2O3) [473, 474]. These findings anticipated the possible realization of a
new generation of metal-oxide-based ultrafast electronic devices, whose electronic
properties can be controlled on sub-picosecond timescales, i.e. three or four orders
of magnitude faster than current semiconductor-based devices. In the following
we will shortly review the studies on VO2, allegedly the most widespread photo-
induced phase transformation in inorganic compounds. The high electron density of
the insulating phase (1022 electrons/cm3) as well as the vicinity of the equilibrium
insulator-to-metal transition to ambient temperatures led to large number of exper-
iments with different time-domain techniques, such as time-resolved X-ray [66, 475]
and electron diffraction [476, 477], P-p spectroscopies in the THz/mid-IR/visible
ranges [260, 271, 473, 478–481] and time-resolved photoemission spectroscopy [482].
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Figure 56. a) Schematic of the insulator-metal transition in VO2. While the optical properties (reprint
from [479]) and diffraction (d, [476]) reveal a quasi-instantaneous response, the far IR conductivity (c,
[478]) changes on much longer timescales.
Below the critical temperature Tc '340 K, VO2 undergoes a transition from a
metallic rutile (R) to an insulating monoclinic (M1) phase. The M1 phase can be
obtained from R by V-V dimerization along the rutile c-axis, which thus leads to
the doubling of unit cell along this direction. Nowadays, there is general consensus
that VO2 can be considered as a strongly correlated Peierls insulator in which the
short range Coulomb repulsion drives the formation of the dynamical V-V pairs
necessary to initiate the structural phase transition [483].
At ambient temperature, the photo-excitation with visible and near-IR pulses
results in a sudden (<ps) change of the electronic properties. The large increase
of conductivity occurring in the first picoseconds is followed by a slow response
revealing that highly photo-excited VO2 reaches a metallic state immediately after
photo-excitation. The high energy spectral response is changed within one picosec-
ond [41, 484] as well as the local vanadium environment [476, 479]. On the other
hand, in highly photo-excited VO2 single crystal the low energy properties evolve
for longer times up to hundreds of picoseconds [474, 478].
Besides the obvious technological implications, the possibility of photoinducing
the insulator-to-metal phase transition in VO2 attracted many interests for disen-
tangling in the time-domain the role of the structural phase transition from the pure
electronic mechanisms responsible for the insulating properties. The first pioneer-
ing works with time-resolved X-ray diffraction and near-IR optical spectroscopy
[66, 473] demonstrated that the time necessary to photoinduce the switching from
the M1 to the R phase is ∼80 fs, which is exactly half period of the phonon con-
necting the two crystallographic phases. These results were obtained with a pump
excitation larger than ∼10 mJ/cm2, which exceeded the energy needed for a quasi-
adiabatic transformation. The presence of the 80 fs bottleneck suggested that the
structural rearrangement is fundamental for achieving the complete phase trans-
formation.
Later on, the dramatic advances in multi-THz spectroscopy led to the possibility
of directly disentangling the electronic and lattice dynamics with a time resolution
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of 40 fs [260, 271]. These measurements unveiled an instantaneous (within 40 fs)
photoinduced metallicity and a coherent response of the V-V structural motion,
which were interpreted as the result of the local photoexcitation of the vanadium
dimers from the insulating state. A clear threshold of 2-4 mJ/cm2 at 340-300 K was
reported. The absence of a bottleneck to photoinduce the transient metallic state,
led to reconsider the role of the local electronic correlations in the stabilization of
the insulating M1 phase.
All this rich (and to some extent contrasting) phenomenology was recently rec-
onciled by time-resolve electron diffraction measurements [477]. The possibility of
directly tracking the position of the V atoms allowed the authors to identify two
different excitation regimes: i) above ∼9 mJ/cm2 the pump excitations drives the
non-thermal melting of the M1 phase in a fraction of crystallites; ii) at intermediate
fluences (2-9 mJ/cm2), the pump excitation is not sufficient to initiate the struc-
tural phase transition, but drives a non-thermal metastable metallic state in the
M1 crystallographic structure. This transient metallic state, which is not accessible
in equilibrium conditions, is the direct consequence of the instantaneous collapse of
the Mott gap after the strong photoexcitation of carriers from the localized V-3d
valence states. This picture has been confirmed by time-resolved photoemission
spectroscopy [482, 485], which directly showed the instantaneous collapse of the
Mott gap in the intermediated 2-9 mJ/cm2 pump-fluence regime.
A similar phenomenology has been also observed on V2O3 by time-resolved far-
infrared spectroscopy [474]. The possibility of directly probing the dynamics of the
Drude conductivity allowed the authors to disentangle two different pathways for
the photoinduced phase transition: i) a photothermal transition from antiferromag-
netic insulator to paramagnetic metal in ∼20 ps; ii) an incipient strain-generated
paramagnetic metal to paramagnetic insulator transition on a timescale of ∼100
ps.
6.1.2. Photo-induced metastable non-thermal phases
The phase transitions towards metastable phases that are not accessible through
quasi-adiabatic transformations are quite attractive for both fundamental physics
and technological applications. Specifically, it is possible to access non-thermal
minima in the free energy by resonantly exciting specific degrees of freedom (elec-
tron, phonon, or spin excitation). These quasi-equilibrium states of the matter are
reached via a transformation requiring a non adiabatic distribution of energy be-
tween electron, lattice or spins. One seminal example of such a mechanism has
been recently reported in TaS2 [486], where a transition towards a stable hidden
phase in the material can be obtained through the sudden quench driven by ∼35
fs light pulses. In TaS2 the interplay between electron correlation and the coupling
of electrons with phonons makes the free energy dependence on different degrees
of freedom quite complex. In particular, the transient photo-excited electron-hole
asymmetry allows for a transient non-adiabatic doping. In figure 57a, a plot of
the chemical potential surface as function of the number of electrons and holes is
represented. The three surfaces represents the chemical potential surfaces for free
electrons (blue), holes (green) and localized electrons (orange). Photo-excitation
under the condition of electron-hole asymmetry can create electronic distributions
not achievable via quasi-equilibrium transformation. As reported in Ref. 486, this
mechanism can be exploited to drive the system between different quasi-ground
state electronic configurations, leading to different sample conductance (figure 57b)
and vibrational characteristic (figure 57c).
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Figure 57. Exploring a non-equilibrium phase diagram by photo-excitation in TaS2. A transformation
towards a persistent non-thermal phase can be triggered by ultrashort light pulses in TaS2. The transient
electron-hole asymmetry photo-excited can push the material into different electronic free energy minima
(a), leading to quasi-stable phase characterized by a conductance (b) and structural caracteristic (c)
different from any thermodynamically accessible state. Taken from Ref. 486.
6.2. Photo-induced transient non-equilibrium states and photodoping
Photo-excitation in matter often result in transient non-linear responses that are
associated to a non-thermal change of is physical properties. oppositely to the pre-
vious paragraph where we have identified photo induced phase transformation as
a response associated to a novel quasi-equilibrium phase, transient responses dis-
playing functionalities different from those at equilibrium and not associated to
the quasi-equilibrium thermodynamic potentials can be often produced by light
irradiation in complex material. In such states the onset of the new functionality
is not associated to a phase transition, but rather to a transient non-equilibrium
responses with undefined thermodynamic potentials. The dynamical onset and off-
set of a new functionality is, in this case, determined by the dissipation processes
characteristic of the material.
Many studies have used this non-linear response to address the nature of the
interactions leading to the pairs formation in high temperature superconductors.
The rationale of those studies have been to use photo-excitations to trigger a partial
(or full) quench of the superconducting gaps in order to address via the dynamical
response, the leading mechanisms underneath high temperature superconductivity.
6.2.1. Non-thermal melting of the superconducting condensate
The destruction of the superconducting state in very thin Pb films was first
proved by L.R. Testardi [487], by using 40 microsecond pulses at 2 W e 6 microsec-
ond pulses at 5 W, generated by an Ar laser operating at a wavelength of 5145
A˚. Testardi argued that a non-thermal process was responsible for the destruction
of the SC state. Later on, the availability of ultrashort laser pulses enabled more
detailed studies on this topic. In conventional superconductors, phase coherence
and pairing occurs at the same temperature, so the evolution order parameter co-
incides with the appearance of the gap. Thus one can discuss the process of the
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recovery is governed by the decay of acoustic phonons.
The decay of ! * 2! phonon population is governed
either by anharmonic decay to!< 2! phonons or escape
of ! * 2! phonons to the substrate [28]. The fact that no
change in !R is observed when comparing the data taken
on 80, 100, and 400 nm films suggests that in MgB2 the
predominant mechanism that governs the SC condensate
recovery is anharmonic phonon decay. This assignment is
further supported by the observed T dependence of !R,
which near Tc shows [1] !R / 1=!!T" and the estimated
anharmonic decay time of the 10 meV longitudinal acous-
tic phonon in MgB2 of #1 ns [26].
When discussing the OPOP data we should mention the
peculiar ps normal state dynamics, present also in the SC
state. In metals, ps QP dynamics are usually interpreted
in terms of the two-temperature model (TTM) [8,30,31].
Here the assumption that the e-e scattering is much faster
than e-ph scattering leads to the description of the PI
transient in terms of the time evolution of the electronic
temperature Te, i.e., !R!t" $ @R=@T !Te!t". The recov-
ery dynamics are due to e-ph thermalization which is
proportional to the e-ph coupling constant " [8,31]. For
MgB2, however, the ps dynamics are inconsistent with the
TTM since (i) the!R=R transient changes sign with time
[27]; (ii) @R=@T at 1.5 eV is negative [32], so!R=R< 0 in
the TTM, contrary to what is observed; (iii) the expected
e-ph thermalization time [33] is !ep # 20fs, which is
much shorter than the experimental values of either !1
or !2; and (iv) the initial dynamics do not change upon
cooling below Tc, where the bottleneck in the relaxation
due to the presence of the SC gap should strongly affect
the recovery dynamics [1,21]. The above arguments sug-
gest that the origin of the ps dynamics measured in OPOP
experiments is not associated with e-ph thermalization
and indicates that the assumption of e-e thermalization
being much faster than the e-ph scattering is invalid in
MgB2. Since the coupling between electrons and high
frequency optical phonons in MgB2 is very strong (in
particular the coupling of # band electrons to the E2g
phonon mode at 60–80 meV) [18,19,34], it is quite pos-
sible that the situation in MgB2 is reversed (or at least that
the two time scales are comparable). In this scenario the
initial relaxation of photoexcited electrons proceeds via
emission of high frequency (60–80 meV) optical phonons
which only subsequently release their energy to the elec-
tron system via phonon-electron scattering, and to low
energy phonons via anharmonic decay. We believe that
the ps dynamics observed in OPOP experiments is due to
the energy relaxation of the optical phonon population,
rather than e-ph thermalization.
Finally, let us discuss the rise-time dynamics, reflect-
ing the Cooper pair-breaking processes (i.e., the initial
reduction of ns). Figure 2(a) and the inset of Fig. 1(b)
clearly show a finite rise time in the induced change in
conductivity, indicating that it takes some time for the
completion of pair breaking following optical excitation.
Furthermore, Fig. 2(a) shows that the PBD are T depen-
dent (the PBD becomes faster as T is increased). Also, the
PBD depend on the photoexcitation intensity. Figure 3(a)
shows the early time !#!t" taken at 7 K for different
fluences. While the solid symbols represent the data ob-
tained by measuring !Esam!t", the open symbols repre-
sent the induced change in the conductivity obtained
directly using the two-dimensional scanning technique.
The agreement between the two data sets clearly shows
that the phase changes accurately reveal the condensate
dynamics. This is particularly important, since measur-
ing !Esam!t" enables the study of condensate dynamics
with subpicosecond resolution (limited by optical pulse
widths to #0:3 ps), while the two-dimensional scanning
technique is limited by the THz pulse width (%2 ps) [24].
In view of the normal state OPOP data, which suggest
that high energy electrons initially release most of their
energy via emission of high frequency phonons (which
subsequently break Cooper pairs), there is a natural ex-
planation of the observed fluence and T dependence of
the PBD in MgB2 [28]. To show this, we consider the
Rothwarf-Taylor model, where the dynamics of the QP
and high frequency (! > 2!) phonon densities, n and N,
are described by a set of two coupled differential equa-
tions [21]. Since the SC recovery dynamics proceed on a
much longer time scale than the PBD, the term describing
the loss of ! > 2! phonons by processes other than pair
excitation can be neglected, and the equations are
dn=dt $ $N & Rn2; dN=dt $ 1
2
'Rn2 & $N(: (1)
Here R is the bare quasiparticle recombination rate and $
is the probability for pair breaking by phonons [21]. With
the initial condition that after photoexcitation (and initial
subpicosecond e-e and e-ph dynamics) the QP and high
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FIG. 3 (color online). (a) The rise time dynamics at 7 K taken
at various F in%J=cm2 (for presentation purpose all traces have
been shifted vertically by 0.1). Solid circles represent the data
obtained by scanning the pump line while measuring !E!t $
t0", while the open circles correspond to !# measured directly.
Solid lines are fits to the data using Eq. (2), with the intensity F
(absorbed energy ") dependence of ! and K plotted in (b) and
(c). Dashed lines in (b) and (c) represent the best fit to Eqs. (3).
Inset to (a): Solutions of Eq. (2) for different K.
P H Y S I C A L R E V I E W L E T T E R S week ending31 DECEMBER 2003VOLUME 91, NUMBER 26
267002-3 267002-3
ime
Figure 58. The pair-breaking dynamics in MgB2 at 7K exhibited by the transient conductivity σ1(t)
measured by optical pump/THz probe reflectivity measurements with diff rent pump fluences F = 0.4 −
4µJ/cm2. The insert shows the time-dep ndence of n(t) for different K. Tak n from 201.
destruction of the SC state in terms of pair-breaking using the Rothwarf-Taylor
model (see Sec. 3.4.1).
Indeed, the conventional superconductors MgB2 and NbN have been discussed
very successfully in terms of the R-T equations taking into account pair-breaking
by phonons generated in the photoexcited electron thermalization process. The
so-called pre-bottleneck scenario gives and expression for the time-evolution of the
QP dynamics within the R-T model. Exact solutions for the QP density n are given
in [185, 488]:
n(t) =
β
R
[
−1
4
− 1
2τ
+
1
τ
(
1
1−Ke−βt/τ
)]
(90)
where R and β are the usual bare QP recombination rate and pair-breaking rates
respectively, while K and τ are dimensionless parameters determined from the
initial conditions: K= τ(ξ+1)/2−1τ(ξ+1)/2+1 , τ
−1 =
√
1
4 +
2R
β (n0 + 2N0), where ξ = 4R0/β.
n0 and N0 are the initial QP and phonon populations. Hence, when the number
of phonons N is large after the photoexcitation, a regime where −1 ≤ K < 0, i.e.,
the initial phonon temperature is higher than the equilibrium value, is established.
Fig. 58 shows a good fit to Eq. 90 [488]. Interestingly, a very similar pair-breaking
dynamics was discussed also for NbN [278].
As already discussed in Sec. 5.1.1, a saturation of the P-p signal was universally
observed [175, 193, 194, 196–198, 275, 276, 279, 348, 367] also in copper oxides
at relatively small pump fluences (Fth=10-70 µJ/cm
2). This phenomenon was at-
tributed to the non-thermal superconducting-to-normal state phase transition in-
duced by the pump pulse. Intriguingly, it was argued that this transition is driven
by the loss of phase coherence, before the complete closing of the superconducting
gap is achieved [196, 197, 372]. This process can lead, in analogy to the case of
a magnetic-field quench of type I superconductivity, to a non-thermal first-order
phase transition where superconducting and normal-state domains can coexist at
the nanoscale. In this picture, from the saturation of the δR/R response it is possi-
ble to extract the vaporisation energy Uv necessary to destroy the condensate. The
data for a number of diverse materials are shown in Fig. 59a) ??. A systematic
investigation of the processes leading to nonthermal condensate vaporization shows
that the process exhibits a strong systematic dependence of the vaporization en-
ergy on Tc, varying approximately as Uv ∼ T 2c . The behaviour can be shown to be
described by a phonon-mediated quasiparticle (QP) bottleneck mechanism within
the RT model, where the ratio between ∆SC in relation to the phonon spectrum de-
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Figure 59. a) The transient reflectivity δR/R as a function of fluence F , normalised to the threshold
value FT for a number of different superconductors. b) Vaporisation energy Uv , as a function of T
2
c for
the cuprates (expressed in Kelvin per planar Cu), NbN (in K /Nb), and for the pnictides SmFeAsO0.8F0.2
and Ba(Fe0.93Co0.07)2As2 (in K/Fe). The solid curve is a plot of Ulost using D(ωph) from Eq. 92 for
YBaCuO (red) and the iron oxy-pnictide (blue). The dashed line is a square law Uv = ηT 2c . The inset
shows the phonons with ~ω > 2∆ (shaded) participate in the relaxation. The measured phonon density of
states D(ωph) for YBCO (Ref. 20) is approximated by a parabola (line) for the purposes of the calculation.
Taken from Ref. [367].
termines the dependence of Uv on Tc (see Fig. 59b). To model the dependence of Uv
on Tc, let us consider how the energy transfer between photoexcited (PE) carriers
and the condensate depends on the size of the SC gap. After initial thermalization
(which is over in 100 fs) a large non-equilibrium phonon population is created. The
phonons whose energy exceeds the gap ~ωph > 2∆SC can subsequently excite QPs
from the condensate, but the low frequency phonons with ~ω < 2∆SC cannot, so
they do not contribute to the vaporisation process. The lost energy to low-energy
phonons is:
Ulost =
∫ 2∆SC
0
δf(ω)D(ω)~ωdω (91)
where D(ω) is the phonon density of states and δf(ω) = fNE(ω) − fE(ω) is the
difference between the non-equilibrium and equilibrium phonon distribution func-
May 25, 2016
129
tions fNE and fE respectively. To estimate the dependence of Ulost on Tc from Eq.
(1), we assume that δf(ω) is constant, and approximate the experimental D(ω) by
an inverted parabola D(ω) = α8ω(2ω0 − ω), where α is a constant. Integrating Eq.
91, we obtain:
Ulost = α∆
3
SC [
2~ω0
3
− ∆SC
2
]. (92)
Assuming a constant gap ratio 2∆SC/kBTc = R, with R = 4, for YBCO, ~ω0 = 40
meV extending D(ω) to 80 meV, as shown in the insert to Fig. 59, Eq. 92 gives the
curve shown in Fig. 59b. For iron pnictides the phonon frequencies are lower than
in oxides, but taking ~ω0 = 20 meV, the predicted variation of Ulost on Tc is not
significantly different (Fig. 59b)). For the superconductor series Eq. 92 predicts the
dependence of Uv on Tc quite well, which is not surprising, considering that the
gross features of D(ω) do not vary significantly from material to material.
The total vaporisation energy is the sum of the condensation energy and the
lost energy, Uv = Uc + Ulost. Since for large gap systems Uv  U expc , then Uv '
Ulost. As a consequence, U
exp
c is only a small contribution to Uv, hence explaining
why the anomalous doping dependence of U expc observed in the cuprates is not
displayed by Uv. Comparing Uv for NbN measured using the same technique [278],
Uv/U
exp
c = 1.7 is considerably smaller than in the cuprates, which can now be
understood in terms of Eq. 92 and the insert to Fig. 59b. When 2∆SC << ~ωDebye
almost all phonons can excite QPs, so Ulost → 0, and Uv ' Uc, in agreement with
the obvserved ratio of Uv/U
exp
c = 1.7. Thus for small-gap superconductors, the
optical method can be used to give a reasonable estimate of the superconducting
condensation energy.
6.2.2. Photoinduced superconductivity
The conjecture that the superconducting state might emerge, or be enhanced
as a result of an appropriate photoexcitation, goes back many decades[489]. In
particular, many interests were focused on materials where the appearance of su-
perconductivity is governed by the doping. Starting with a material set in a region
of the phase diagram close to the superconducting transition, a small additional
photodoping might result in a metastable superconducting state. The main problem
is that photoexcitation - that creates equal numbers of electrons and holes - does
not increase the carrier density unless an unbalanced population is created near
the Fermi level. Moreover, if such a condition can be achieved, it must hold long
enough for establishing the macrosopic phase coherence. Unfortunately, achieving
the required e−h asymmetry is difficult, and attempts of photoinduced states with
CW excitation lead to heating, and possibly a ”photoinduced” pyroelectric effect
[490].
In recent years, a few examples of doping-induced metastable photoinduced states
have been discovered. Here we will limit the discussion to materials that exhibit
photoinduced superconductivity.
Persistent photoconductivity. A possible mechanism for creating a metastable
state is to utilise the trapping of electrons on defects and vacancies [491]. Such a
trapping can occur in insulating layers of a structurally heterogeneous supercon-
ductors, but also on impurities or within twin or grain boundaries[492]. Indeed,
these effects are quite common in nonstoichiometric complex oxides [493, 494].
For example, the trapping of electrons in colour centers of the Cu-O chains in
YBa2Cu3O7−δ leads to hole doping in the CuO2 planes, hence mimicking the
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chemical doping. Samples close to the insulator-superconductor phase boundary
can then show metastable superconductivity. The effect, originally observed by
Kudinov [495, 496], was suggested to be intrinsically related to the ordering of the
oxygen atoms into chain fragments subsequent to photoexcitation [495]. The pro-
cess is correlated with the appearance of luminescence [497], only recently it was
clarified by novel experiments and theory [498–500].
An interesting arises from the large transient photoinduced enhancement
of the superconducting critical temperature from 43 K to 67 K in epitaxial
YBa2Cu3O6.7/La0.7Ca0.3MnO3 bilayers upon visible light illumination [501]. In
contrast with the case of persistent photoconductivity, here the photoinduced
enhancement of the critical temperature is transient and it relaxes slowly on a
timescale of 100 s. While in the first persistent photoconductivity experiments the
oxygen ion defects are involved, in these layered samples a charge transfer between
the layers is suggested to be responsible for the photodoping. This demonstrates
the possibility of light induced charge transfer through interfaces, by a process
similar to carrier injection though semiconductor junctions.
Transient photoconductivity. Yu et al. have pioneered ultrafast transient photo-
conductivity experiments [16, 502] on insulating YBa2Cu3O6.3 crystals. Their stud-
ies show an intriguing transient drop of the resistance on the picosecond timescale
appearing at temperatures near 90 K. Interestingly, this finding reflects the super-
conducting critical temperatures in chemically doped YBa2Cu3O6.9. The crystals
were mounted in a stripline circuit, with a resolution of 50 ps at 2.6 eV photon en-
ergy, or 600 ps at 3.7 eV, and the transient photocurrent was recorded with a band-
width > 200 GHz. Interestingly, a similar effect was also observed in La2CuO4+δ
[16]. In these experiments, the lifetime of the photocurrent response was found to be
strongly dependent on photoexcitation fluence, displaying a clear crossover around
7 × 1015 photons/cm2 (which corresponds to 2 ∼ 3 mJ/cm2 for 2.6 eV photons),
where a dip appears in the photoinduced resistivity ρph(T ) curve at 90 K (Fig.
6.2.2a). A the same laser fluence, a kink appears in the photoinduced conductivity
σph(t) (Fig. 6.2.2b), which indicates the existence of a metastable photoexcited
state. Yu et al [16] attribute this to the formation of metastable metallic droplets
embedded in the insulating matrix and that become superconducting at low tem-
peratures. The critical fluence is quite large in comparison with the vaporisation
energy required to melt the superconducting condensate, but is close to the fluence
(∼0.75 mJ/cm2) required to manipulate the pseudogap in La1.9Sr0.1CuO4 [348],
and it is lower than the fluence that causes photoinduced structural instabilities
(>10 mJ/cm2) [503].
The microscopic mechanism for the observed metastability is unknown yet, al-
though it is clear that the process is relatively inefficient. The majority of photoex-
cited e−h pairs are presumed to annihilate very rapidly, and only a small number
of electrons remain trapped in defects, allowing their hole partners to dope the
CuO2 planes, forming superconducting droplets. As we shall see in the next sec-
tion, signatures may appear at higher frequencies in the optical response.
Photo-induced superconductivity based on mid-IR excitation. As extensively
discussed in Sec. 3.4.3, sub-gap photons can be used to manipulate the distri-
bution of the thermal excitations already present in the system, leading to the
effective increase of ∆SC , as given by Eq. 42. This effect has been recently ob-
served in NbN, under strong excitation by intense and narrow-band picosecond
THz pulses [280]. Although this effect is interesting per se, it can be hardly ex-
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Figure 60. The transient photocurrents recorded with different laser fluences in insulating YBa2Cu3O6.3.
a) At a critical fluence of ∼ 7 × 1015 photons/cm2, the transient photoinduced resistivityρPC(T ) shows
a dip near 90 K, close to the superconducting Tc = 93 K of the optimally doped compound. b) σPC
as a function of time shows an increase of lifetime τPC with increasing fluence, again with a remarkable
crossover to metastability at a fluence near ∼ 1016photons/cm2. Taken form Ref. 16.
tended to unconventional systems with anisotropic gaps. In copper oxides, even
though the large antinodal gap (∼ 40 meV) would allow to achieve th sub-gap
condition by strong mid-IR excitation, the presence of nodal regions with zero or
vanishing gap prevents from reaching the full effective cooling regime. Nonetheless,
the effort for achieving by photoexcitation superconductivity in condition where
a superconducting state is thermodynamically unattainable rekindled thanks to
recent discoveries revealing that a superconducting phase may be attainable in
photo-excited underdoped cuprates [263, 504]. The physical mechanisms leading to
transient superconductivity in such systems is still debated but the set of evidences
and theoretical proposals is growing by the day. The first reports proposed to drive
by light pulses the formation of superconducting phases in non-superconducting
stripe ordered underdoped cuprates. For example, in La1.675Eu0.2Sr0.125CuO4 and
La2−xBaxCuO4 superconductivity at equilibrium is inhibited by the presence of a
competing charge ordered phase [504, 505]. The main idea of these works is to use
near-IR pulses to melt the charge ordered phase in underdoped cuprates via vibra-
tional excitation. The qualitative argument reported by Fausti et al. is that the
resonant excitation of vibrational modes could melt the charge order [77] without
a significant heating of the electrons, hence leading to a superconducting state not
reachable by adiabatic transitions. In these works, the onset of out-of-equilibrium
quantum coherent transport is measured by the light-induced appearance of a
Josephson plasma resonance(insert fig. 6.2.2a), that at equilibrium is linked to the
onset of 3D coherent transport [224, 506].
The evidence that the resonant excitation of vibrational modes may lead to a
transient quantum coherent state motivated various recent reports using similar
experimental settings to study the effects of resonant excitation of the off-plane
CuO modes in underdoped YBCO. A systematic study of the effect as a func-
tion of the doping revealed that mid-IR excitations result in a transient response
possibly related to the quantum coherent transport in all the pseudogap phase
of underdoped YBCO[263, 264](Fig. 6.2.2b). Most interestingly, a signature of a
transient superconducting state have been revealed up to ambient temperature in
Y2Ba2CuO6.45 [263? ].
A comprehensive theory describing the light-induced quantum coherent transport
at high temperatures is still lacking but some experimental evidences and theoret-
ical speculations provide some clues. Under the excitation condition that leads to
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the onset of possible superconducting states [263, 264], the distances between the
CuO layers are modified by the photo-excitation process [72]. This is rationalized
at a qualitative level by the presence of a non-linear coupling between the ac-driven
CuO phonon mode and the inter- and intra-bilayer distances [76, 507](Fig. 6.2.2c).
The resonant excitation of the c-axis CuO mode leads to an increase (reduction)
of the intra(inter)-bilayer distance. LDA calculations suggest that such modified
intra- inter-layer distances may drive a reduction of the hybridization between
the oxygen (in the oxygen-deficient chains) with the Cu orbitals. This is likely
to increase the doping and the dx2−y2 character of the Fermi surface. A doping
increase would push the system towards optimal doping while the change of the
Fermi surface shape may help suppressing the charge-density wave order, which
inhibits superconductivity [72]. Both effects may favour the formation of a tran-
sient superconductive phase, but further investigations are needed to consolidate
this scenario.
The debate over the mechanism governing the possible transient superconducting
state is lively and partly the same authors have proposed alternative scenarios. An
alternated stack of insulating and superconducting layer, which are coupled by the
Josephson interaction, can describe the electrodynamical response of the layered
superconductors. In particular, in bilayer YBCO two different Josephson coupling
are present between intra- and inter-layer planes. This peculiar structure give rise to
two different plasma resonances associate to inter- and intra-layer coupling. Recent
calculations suggest that an ac-excitation of a by layer superconductor resonant to
the intra-layer plasmon can drive a cooling of the interlayer fluctuations, which are
mostly connected to 3D transport properties [508, 509] (Fig. 6.2.2d). The optimal
suppression of phase fluctuations is observed for electric field resonant with the
energy difference between inter- and intra-layer plasmon, while the experimental
reports suggested a resonance with the CuO mode [263, 264]. Furthermore, it
has been suggested that Dicke superradiance can cause the formation of transient
superconducting states at temperature much higher than the equilibrium critical
temperature [510].
Various question remain open and the debate is lively on both the possibility
of observing the onset of quantum coherent transport on ultrashort time scales
[511, 512] as well as on the theoretical scenarios disclosing the possibility of driving
by ultrashort electric field the formation of a superconducting phase.
The recent advances in optical and Free Electron Laser schemes to generate
intense THz light pulses allowed also for the exploration of various non-linear
transport response of superconductors to electromagnetic waves. In particular, the
possibility of manipulating the superconducting order parameter along the c-axis
allowed for the observation of a field driven quench of the Josephson coupling be-
tween the superconducting planes and revealed in such a condition the onset of an
Ohmic response [513]. Further studies combining table top and FEL THz sources
could disclose a regime where solitonic solutions for the propagation of low photon
energy e. m. field could be observed [514]. More recently in-plane THz excitation
has been used to measure non-linear transmission of the condensate [515] and to
trigger collective excitations associated the charge-density-wave-ordered in under-
doped cuprate [516]. The disappearance of the CDW oscillation at Tc revealed
a strong coupling between the possibility of launching coherent excitation in the
CDW and the onset of the SC order parameter.
May 25, 2016
133
Figure 61. Various experiments have rekindled the possibility of using Mid-IR pulses to transiently en-
hance superconductivity. a) The first evidence was reported in La1.675Eu0.2Sr0.125CuO4 where irradiation
with Mid-IR pulses triggered the onset of a low frequency Josephson plasma resonance (insert) indicative of
3D quantum coherent transport. b)The THz response to similar excitation condition in underdoped YBCO
revealed a light-induced inductive response which is indicative of the formation of a condensate whose den-
sity vanishes approaching the pseudogap onset temperature. Different scenarios have been proposed for
this experiemntal evidences. c) LDA calculation have shown that the resonant excitation of CuO stretching
mode could lead to a modulation of the interplanar distances through non-linear phononic coupling. d) An
alternative scenario is that the resonant excitation in the mid-IR could lead to an effective cooling of the
interlayer phase fluctuation thereby leading to the onset of 3D coherent transport. The figures have been
reproduced by Refs. 263, 264, 504, 508, 509.
7. Recent advances and perspectives in the theoretical approaches for
non-equilibrium correlated materials
Almost every attempt to review our theoretical understanding of high-temperature
superconductivity features the admission that, despite the huge effort of the com-
munity, these materials still remain puzzling in many aspects, including the most
important question, namely the origin of superconducting properties. One of the
main reasons behind the lack of a complete understanding of these materials is
indeed the inherent difficulty to treat the strong correlations that dominate their
phase diagram, even in simplified models such as the two-dimensional single-band
Hubbard model [100], (see Sec. 3.1.2) or the related t-J model, which can be derived
as the strong coupling limit of (Eq. 8) for U  t, but it is sometimes considered
as a more general model because it can also be obtained also from a more realistic
three-band model which includes also oxygen px and py orbitals[517]:
H = −
∑
i,j,σ
tijc
†
iσcjσ + J
∑
ij
~Si · ~Sj , (93)
where ~Si =
∑
αβ c
†
iα~σαβciβ and ~σ are the Pauli matrices.
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Despite the huge effort triggered by the idea that these models should feature
the main properties of high-temperature superconductors, no exact solution has
been found except for one dimension and in the limit of infinite coordination, and
there seems to be still some controversy even about the qualitative phase diagram
of the two-dimensional version of these models. In this view, the path towards
a theory of non-equilibrium high-temperature superconductivity may seem long
and winding. On the other hand, one can reverse the perspective and consider
the non-equilibrium dynamics as an extra “knob” that we can use to explore the
intrinsic properties of high-temperature superconductors and strongly correlated
materials. As discussed in the previous chapters, pump-and-probe spectroscopies
can be indeed used to drive the system in metastable states which are not accessible
in equilibrium and/or to tune the properties of the system, similarly to what can
be done in ultracold atom systems, where we can control the relevant parameters
of a quantum system with a freedom which is not possible in solid state[518].
The tuning of the physical properties via photoexcitation is clearly not, at least
in the present stage, as simple, direct and controlled as in cold atoms. Nonetheless a
joint experimental and theoretical effort can help to disentangle the various effects
which determine the time-evolution of photoexcited materials, thereby identifying
protocols to control the properties of the materials, a strategy with a huge potential
both for technological applications and for basic research.
Of course this process is at in an early stage, even if the experimental advances
are setting a very fast pace. As a matter of fact, the present landscape of theoretical
investigation of non-equilibrium correlated systems is rather complex and only a
part of these studies are directly relevant to strongly correlated materials, while a
large body of research is devoted to open quantum systems and to general concepts
related to thermalization and lack thereof. As a consequence, the aim of this section
is not devoted a complete a comprehensive review of the diverse approaches to
study the non-equilibrium physics strongly correlated models, but it rather presents
some of the main ideas which can help to get oriented in the evolving landscape
of time-resolved experiments on high-temperature superconductors and correlated
materials. In particular, we focus our attention on the non-equilibrium extensions of
the Gutzwiller approximation and the Dynamical Mean-Field Theory, and we will
briefly review their application to study some basic problems in which a correlated
materials is driven out of equilibrium.
Methods for non-equilibrium correlated systems Even if the research on the time
evolution of non-equilibrium quantum systems is a relatively young field, a variety
of methods have been introduced or adapted from their equilibrium counterparts.
In this work we focus mainly on the time-dependent generalizations of two of
the most popular approaches for equilibrium correlated systems, the Gutzwiller
variational approach[519] and the Dynamical Mean-Field Theory[149]. The choice
of these two approaches is based on their success in the description of strongly
correlated materials in equilibrium, especially in three dimensions and for homoge-
neous phases. Moreover, the two methods systematically improve on independent-
particle methods like the Hartree-Fock scheme, and DMFT can be seen in turn
as an improvement on the Gutzwiller approximation, thereby defining a hierar-
chy of theoretical methods which guides us to identify the microscopic mechanism
behind the observed phenomena. On the other hand, we will not discuss in any
details many other approaches and ideas that have been proposed to study strongly
correlated systems out of equilibrium, including for example exact diagonalization
and density-matrix renormalization group (DMRG)[520, 521], quantum versions of
classical methods to explore the dynamics, like the master equation[522] or the ki-
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netic equation[523], variational methods[524] and Quantum Monte Carlo[525], even
if we will comment on some of the main results in relation with specific physical
problems. In the spirit of the present work, we will not discuss issues connected to
the thermalization in closed quantum systems and its relation with integrability.
We will also avoid discussion of one-dimensional systems, which display peculiar
phenomena which are not directly relevant for high-temperature superconductors
or three-dimensional Mott insulating oxides. In the following section we will first
discuss the basic information we can gain from equilibrium calculations, then we
will present analytical insight based on the Gutzwiller approximation, and we will
finally briefly comment on the DMFT results. We remind that this section is not
meant to review the huge body of work on non-equilibrium DMFT, for which we
refer the refer the reader to Ref. [526].
7.1. Non-equilibrium techniques for strongly correlated materials: the
Gutzwiller variational technique
The Gutzwiller variational approach represents one of the simplest yet effective
tools to deal with strongly correlated electron systems. The method is based on the
Rayleigh-Ritz variational principle and it is devised to find the optimal wavefunc-
tion within a class of wavefunctions where a linear operator which gives different
weights to different local configurations (the “Gutzwiller projector”), is applied to
a Slater determinant. The Gutzwiller approximation is therefore a systematic im-
provement over the Hartree-Fock method, which in turns spans the space of Slater
determinants, which is obviously a subspace of the Gutzwiller variational space.
The similarity between the two methods suggests that the Gutzwiller approach can
be generalized to non-equilibrium situations in analogy with the time-dependent
Hartree-Fock scheme. For the same reasons mentioned above, the time-dependent
Gutzwiller approximation will be a systematic improvement with respect to the
time-dependent Hartree-Fock, which can be recovered in a the limit in which the
Gutzwiller projector becomes the unit operator.
Starting from any lattice Hamiltonian with only local interaction terms
H =
∑
i,j
N∑
a,b=1
(
tabij c
†
iacjb + H.c.
)
+
∑
i
Hi, (94)
where c†ia creates an electron at site i in orbital a = 1, . . . , N , the index a spans
all the local degrees of freedom including the spin, and the orbital index, and Hi
contains all on-site terms, like the Hubbard U interaction, the Hund’s exchange
coupling and the crystal-field potential. The Gutzwiller wavefunction[148, 519] is
defined as
| Ψ〉 = P | Ψ0〉 =
∏
i
Pi | Ψ0〉, (95)
where | Ψ0〉 is a Slater determinant and Pi a linear operator that acts on the
Hilbert space of site-i. Following a popular terminology we shall denote Pi as
the Gutzwiller projector. The role of Pi is to the change the weights of the local
electronic configurations with respect to the Slater determinant, mimicking the
effect of the interactions, which select some local configurations. For example, in the
case of the single-band repulsive Hubbard model, the interaction unfavors double
occupancy and the Gutzwiller projector has to “project out” configurations rich of
doubly occupied sites.
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At equilibrium, both | Ψ0〉 and Pi can be determined variationally by minimizing
the expectation value of the Hamiltonian over the variational wavefunction
E =
〈Ψ | H | Ψ〉
〈Ψ | Ψ〉 . (96)
If we want to describe the non-equilibrium dynamics of a correlated system
within the same approximation, we can introduce a time-dependent trial wave-
function [527, 528] in which both the Slater determinant and the projector depend
on time
| Ψ(t)〉 = P(t) | Ψ0(t)〉 =
∏
i
Pi(t) | Ψ0(t)〉. (97)
and require that | Ψ0(t)〉 and Pi(t) extremize the action S(t), i.e.
δS(t) = δ
∫ t
0
dτ L(τ) = 0, (98)
where (~ = 1)
L(t) = 〈Ψ(t) | i∂t −H | Ψ(t)〉. (99)
In general situations the expectation values in Eq. (96) and Eq. (99) cannot
be evaluated analytically, and the exact values can only be obtained numerically,
for instance by means of variational Monte Carlo. [529] An exception is the case
of models defined on lattices with infinite coordination number. In this case, the
expectation values can be computed analytically provided the following two con-
straints are satisfied: [152, 530, 531]
〈Ψ0(t) | Pi(t)† Pi(t) | Ψ0(t)〉 = 1, (100)
〈Ψ0(t) | Pi(t)† Pi(t) c†iacib | Ψ0(t)〉 = 〈Ψ0(t) | c†iacib | Ψ0(t)〉, ∀a, b. (101)
At equilibrium the wavefunction is time independent which means that enforc-
ing the constraint simply requires to perform a constrained minimization of the
expectation value E over the variational parameters.
Away from equilibrium, one should in principle enforce the two constraints
Eq. (100) and Eq. (101) at any time t. However, it was shown [531] that, if Eq. (100)
and Eq. (101), are satisfied at the initial time t = 0, the equalities will hold dur-
ing the whole time-evolution t > 0 that solves Eq. (98), which is a noteworthy
simplification for practical implementations.
In the following we parameterize the Gutzwiller projector Pi(t) at site i by means
of a variational matrix Φˆi(t), with elements
(
Φˆi(t)
)
αβ
where | i;α〉 and | i;β〉 span
a basis set in the many-body Hilbert space of site i. For a single band Hubbard
model |i;α〉 can assume four values, namely|0〉, | ↑〉, | ↓〉, | ↑↓〉.
By definition [531](
Φˆi(t) Φˆi(t)
†
)
αβ
= 〈Ψ(t) | i;β〉〈i α | Ψ(t)〉, (102)
is the matrix measuring the probability distribution of the local configurations
in the variational wavefunction. In terms of Φˆi(t), Eq. (100) and Eq. (101) read,
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respectively,
Tr
(
Φˆi(t)
† Φˆi(t)
)
= 1, (103)∑
αβ
(
Φˆi(t)
† Φˆi(t)
)
αβ
〈i;β | c†iacib | i;α〉 ≡ Tr
(
Φˆi(t)
† Φˆi(t) c
†
iacib
)
= 〈Ψ0(t) | c†iacib | Ψ0(t)〉, (104)
where the fermionic operators inside the trace must be interpreted hereafter as
their matrix representation in the local basis set
{ | i;α〉}.
If Eq. (103) and Eq. (104) are both satisfied, the variational principle (98) can
be calculated explicitly and it leads to the equations of motion for the Slater
determinant and the projector, respectively [527, 528, 531]
i∂t | Ψ0(t)〉 = H∗(t) | Ψ0(t)〉, (105)
i∂t Φˆi(t) =
δE(t)
δΦˆ†i (t)
, (106)
where
E(t) =
∑
i
Tr
(
Φˆi(t)
† Φˆi(t) Hi
)
+ 〈Ψ0(t) | H∗(t) | Ψ0(t)〉. (107)
We have conveniently introduced a non-interacting effective time-dependent Hamil-
tonian H∗(t) which is written as
H∗(t) =
∑
i,j
N∑
a,b,d,f=1
c†ia Ri,ad(t)
† tdfij Rj,fb(t) cjb, (108)
which is nothing but the non-interacting kinetic terms renormalized by time-
dependent renormalization factors Ri,ad(t) and Rj,fb(t), which generalize the
static renormalization of the kinetic energy which characterizes the equilibrium
Gutzwiller approximation. The renormalization parameters Ri,ab(t) are defined
through the solution of the linear set of equations
Tr
(
c†ia Φˆi(t)
† cibΦˆi(t)
)
=
∑
d
Ri,bd(t) Tr
(
Φˆi(t)
† Φˆi(t) c
†
ia cid
)
, ∀ a, b . (109)
The set of equations (14-18) defines the time-dependent Gutzwiller approxima-
tion. In the following sections we will describe the main applications which have
been developed so far. Here we briefly analyze the physical content of these equa-
tions in order to anticipate what are the main improvement with respect to Hartree-
Fock and the limitations of this approach.
It is indeed natural and common to interpret the time-dependent Slater deter-
minant | Ψ0(t)〉 as describing the dynamics of quasiparticles, whereas the matrices
Φˆi(t) encode the dynamics of the Mott-Hubbard side-bands. Within the above
variational scheme the two distinct degrees of freedom are mutually coupled, but
only in a mean-field fashion; each of them evolves in an effective time-dependent
potential provided by the other.
In addition, the equation of motion for Φˆi(t), Eq. (106), is essentially semiclas-
sical; there is no quantum entanglement between the matrices at the same and
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at different sites. Therefore, while the feedback between quasiparticles and Hub-
bard bands represents a fundamental improvement over time-dependent Hartree-
Fock, where the systems is approximated by non-interacting quasiparticle states,
Eq. (105) and Eq. (106) can not account for all dissipative processes which can take
place in the real dynamics. This limitation is expected to be particularly severe in
the description of the relaxation to a stationary state. However, as we discuss in
the following, comparison with exact time-dependent dynamical mean-field theory
results, whenever they are available, shows that time-averages of observables turn
out to be well captured by the Gutzwiller variational approach. [527, 532, 533]
The dynamical equations (105) and (106), with the expressions in Eq. (107),
(108) and (109) can be derived from the variational principle (98), and they have
a rigorous variational interpretation, only when the lattice coordination is infinite.
Nevertheless, the same formulas can also be used when the lattice coordination
is finite, where they go under the name of Gutzwiller approximation (GA). In
fact, several basic concepts in the field of strongly-correlated electron systems in
equilibrium have been originally uncovered by the Gutzwiller approximation, or its
equivalent slave-boson mean field theory, [534, 535] like for instance the Brinkman-
Rice scenario for the Mott transition in V2O3, [150] or the Resonating Valence
Bond mechanism for high-temperature superconductivity. [536]
Before briefly reviewing some results that have been obtained by the time-
dependent variational scheme based on the Gutzwiller wavefunction and approxi-
mation, we end mentioning that Eq. (105) and Eq. (106) expanded at linear order
in the deviations from equilibrium coincide with the linear response theory within
the Gutzwiller approximation originally developed in Refs. [151, 537]
7.2. Non-equilibrium techniques for strongly correlated materials:
Dynamical Mean Field Theory
Dynamical Mean-Field Theory (DMFT)[149] has established in the last decades as
one of the most reliable and powerful methods to treat strongly correlated electron
systems. DMFT is a non-perturbative, yet computationally affordable method that
can be used either to solve simple models (Hubbard and related models) or it can be
combined with density-functional theory to describe accurately actual solids[162].
It can treat different interactions (electron-electron, electron-phonon) and aspects
of the electronic structure of a material without assuming any hierarchy of energy
scales.
As the name implies, DMFT can be viewed as a quantum (dynamical) gen-
eralization of classical mean-field theory. The method is based on the neglect of
spatial fluctuations, which are treated as in a static mean-field theory. On the other
hand, all the remaining quantum and thermal fluctuations are instead treated ex-
actly without any further assumption. This approximation becomes exact in the
limit of infinite coordination or infinite dimensionality[538], where the interaction
of each site with an infinite number of partners can be described exactly by an
exact bath. Indeed the DMFT approximation turns out to be remarkably good for
many three-dimensional strongly correlated materials, where it can be used both
to clarify longstanding problems like the Mott-Hubbard transition[149, 539] or in
combination with density-functional theory to address realistic aspects of correlated
solids[162] including successful descriptions of photoemission and optical spectra
as well as many other observables. This success emphasizes the crucial role of local
quantum fluctuations in strongly correlated materials, but it can not be extended
straightforwardly to two-dimensional or highly anisotropic materials such as the
high-temperature superconducting cuprates. In the latter case, it is necessary to
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consider cluster extensions of DMFT[296, 540], in which the short-ranged dynamics
inside a chosen cluster is treated explicitly.
The success of DMFT to treat the equilibrium properties of strongly correlated
materials makes the method an ideal candidate for the investigation of the time-
dependent properties of systems driven out of equilibrium. Indeed DMFT is natu-
rally extended to the non-equilibrium by combining it with the Keldysh formalism.
The first general formulation of nonequilibrium DMFT is due to Ref. [541] where
the Baym-Kadanoff formalism is used in the case of a system driven by an elec-
tric field. Triggered by the experimental advances in time-resolved spectroscopies
and in the detection of real-time non-equilibrium phenomena, the nonequilibrium
DMFT has been boosted thanks to the activity of several groups, as reported in the
recent review by Aoki et al.[526]. In this manuscript we focus mainly on the aspects
which are particularly relevant for the description on non-equilibrium phenomena
in high-temperature superconductors and in Mott insulators.
7.2.1. Dynamical Mean-Field Theory: Basic Ideas and Equations
In this section we briefly review the basic concepts of equilibrium and non-
equilibrium DMFT. We refer to previous reviews for all the technical details, and
we limit the present discussion to the basic information required to appreciate
the potential of the method and its applications to investigate strongly correlated
systems out of equilibrium and their dynamical response.
As we anticipated above, the Dynamical Mean-Field Theory is an approximated
solution of a quantum model in which every lattice site is assumed to be equivalent,
or, in other words, spatial fluctuations are frozen, just like in a static mean-field
theory. On the other hand, in contrast with classical mean-field methods, the lo-
cal quantum fluctuations are fully taken into account and their effect defines the
“quantum” or “dynamical” character that appears in the name of the method. The
inclusion of quantum fluctuations is a highly non-trivial improvement over static
mean-field theories. As a matter of fact, the quantum nature of the method sig-
nificantly complicates the solution of the effective approximate theory, but, on the
positive side, it remarkably extends the validity of the method, allowing for a com-
plete characterization of nonperturbative phenomena such as the Mott-Hubbard
transition[149], or the crossover between Bardeen-Cooper-Schrieffer superconduc-
tivity and Bose-Einstein condensation[542, 543].
The route to construct the DMFT is to build an effective theory for one arbi-
trary representative site, usually labeled as “0”. From a formal point of view, this
is realized by means, e.g., of a cavity construction, formally integrating out all the
degrees of freedom of a lattice model retaining only those defined on the chosen
site. This formal procedure defines an effective local theory which is however pa-
rameterized by all the high-order Green’s functions of the rest of the lattice. In
the limit of large lattice coordination, using a scaling of the hopping that insures
a finite expectation energy for the kinetic energy, only the single-particle Green’s
function survives as all the higher-order functions vanish. As a consequence, the
local effective theory only depends on a single function of two time variables. We
can write down the form of the effective theory in terms of a local action, in the
specific case of the single-band Hubbard model, as
Seff =
∫ ∞
−∞
dt
∫ ∞
−∞
dt′c†0σ(t)G−10 (t, t′)c0σ(t′) +
∫ ∞
−∞
dtU(t)n0↑(t)n0↓(t). (110)
The second term is the on-site Hubbard repulsion, and it would be replaced by any
other local interaction for different models. The first term describes precisely the
local quantum fluctuations on any site, and it is measured by the single function
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G−10 (t, t′). This function contains, within DMFT, the effect of the rest of the lattice
on any arbitrary site, just like the Weiss effective field describes the effect of the
other spins onto any “chosen” spin in a classical mean-field theory. For this reason,
it is usually referred to as a “dynamical Weiss field”. The time dependence of the
Weiss field is the key element of the dynamical mean-field approach.
In order to have a practical mean-field theory, we need to determine the Weiss
field G−10 . This is done by imposing a self-consistency condition, which is derived
in the infinite coordination limit, where the method becomes exact. For the sake of
simplicity, we first present the self-consistency equation in equilibrium, postponing
its non-equilibrium counterpart to the end of the present section.
The main simplification in equilibrium is that G−10 is not an independent function
of t and t′, but it depends only on the time difference t − t′. As a consequence, it
can be Fourier transformed in the frequency space. The crucial observables that
encodes for the local quantum dynamics of the effective theory is the Green’s func-
tion G(t, t′) = −i〈Tc0σ(t)c†0σ(t′)〉Seff , where the expectation value is taken over the
effective action Eq. (110) and T indicates the time-ordered product of the sub-
sequent operators. In equilibrium also G(t, t′) becomes time-translation invariant,
and a function of the time difference alone. We can define the self-energy of the
effective theory
Σ(ω) = G−10 (ω)−G−1(ω), (111)
and write the self-consistency as
G(ω) =
∫ ∞
−∞
dε
D(ε)
ω + µ− ε− Σ(ω) , (112)
where D(ε) is the bare density of states for the chosen lattice. Eq. (7.2.1) implies
that the Green’s function of the effective theory G(ω) coincides with the local
component of the lattice Green’s function computed using Σ(ω) as a local self-
energy for the lattice model. The right-hand side of Eq. is indeed equivalent to
the sum over all the momenta of the Brillouin-zone of the lattice Green’s function
G(k, ω) is the self-energy is local and coincides with Σ(ω) given by Eq. (111) As a
matter of fact, one can indeed view DMFT as a theory in which the exact Green’s
function is obtained provided that the momentum-dependent lattice self-energy
Σ(k, ω) is replaced by a local quantity which is ideally obtained averaging Σ(k, ω)
over all the momenta of the Brillouin zone.
A practical implementation of DMFT requires to solve the local effective the-
ory and to impose the self-consistency condition. The local effective theory can
be mapped onto a quantum impurity model, in which a single interacting site is
hybridized with a non-interacting bath, which is the Hamiltonian representation
of the Weiss field. Impurity models, albeit much simpler than the original lattice
models, are non trivial and do not allow for analytical solutions. There are however
different numerically exact approaches that allow to solve the model and compute
the Green’s function, among which we mention Continuous-Time-Quantum Monte
Carlo, Numerical Renormalization Group and Exact Diagonalization. In practice a
DMFT calculation is an iterative procedure in which, starting from a given Weiss
field, the impurity model is solved, and the new Green’s function and self-energy
are used to compute a new Weiss field through the self-consistency condition. The
procedure is then iterated until convergence is achieved. The numerical solution
of the impurity model is computationally extremely cheap for a single-band Hub-
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Figure 62. Schematic representation of the DMFT idea (upper half) in which a lattice model is mapped
onto an impurity model and of the DMFT self-consistency loop (lower half)
bard model, but it can become expensive for multi-orbital models. In the next
section we briefly discuss the “impurity solvers” that are presently available out of
equilibrium.
One of the most remarkable features of DMFT is that it gives a direct ac-
cess to dynamic observables which include the spectral function A(k, ω) =
−1/piImG(k, ω), which retains a momentum dependence despite the local self-
energy, and response functions including the optical conductivity σ(ω), the dy-
namical spin susceptibility χ(ω).
7.2.2. Dynamical Mean-Field Theory and High-Temperature Superconductors
The above discussion of the DMFT should cast some doubts on its application
to high-temperature superconductors. Indeed the phenomenology we described in
the introductory sections does not seem to be accessible by means of a theoretical
approach in which spatial fluctuations are frozen. The most fundamental limita-
tion is that a momentum-independent self-energy is unable to describe a d-wave
superconducting order parameter and a momentum-dependent pseudogap. Charge-
density wave are also unaccessible unless for specific commensurate cases, in which
DMFT can be straightforwardly generalized. The simplest strategy to overcome
the limitations of DMFT is to include the quantum short-range correlations within
the range of a finite cluster which requires to consider one of the methods that
go under the name of cluster-extensions of DMFT. We do not need to enter the
details of these methodologies here, and we limit to mention two main approaches,
the Dynamical Cluster Approximation (DCA) and the Cellular DMFT (CDMFT).
These methods employ a very similar philosophy, approximating a lattice model
with a finite cluster embedded in an effective medium which is self-consistently
calculated analogously to DMFT. On the other hand the two methods differ in the
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way they treat the lattice translation symmetry. Within DCA an artificial trans-
lational symmetry within the cluster is implemented in order to make the model
diagonal in the reciprocal vectors of the cluster, while in CDMFT the translation
symmetry is broken.
7.2.3. Non-equilibrium Dynamical Mean-Field Theory: the equations and the
algorithm
As mentioned above, when the system is driven out of equilibrium, the Weiss field
G−10 (t, t′) is no longer a function of t − t′, but it depends on both time variables.
Apart from this important difference, DMFT can be formulated in a way that
closely mirrors the equilibrium version. The key ingredient is the use of the non-
equilibrium Green’s function theory based on the seminal papers by Schwinger[544],
Kadanoff and Baym[545] and Keldysh[546]. As a matter of fact the Keldysh for-
malism allows to generalize the equilibrium Green’s function method in a straight-
forward way and it does not require any assumption or knowledge on the properties
of the system other than the initial state and the time-evolution of the Hamilto-
nian. We refer the reader to previous publications[526, 547] for detailed reviews
of the derivation of the Kadanoff-Baym and Keldysh formalisms. The basic idea
is the time evolution of the density matrix in the presence of a time-dependent
Hamiltonian H(t) can be formally written as
ρ(t) = [U(t)]† ρ(tmin)U(t) ≡ U(t, tmin)ρ(tmin)U(tmin, t), (113)
where U(t) ≡ U(tmin, t) = Texp(−i
∫ t
tmin
dt′H(t′) is the standard time-evolution
operator and T is the time-ordering operator, while we define a reversed time
evolution operator U(t, tmin) = T
−exp(−i ∫ ttmin dt′H(t′), where T− is an anti-time-
ordering operator. Then the calculation of the expectation value of any operator
A becomes
〈A(t)〉 = 1
Z
Tr[e−βHU(tmin, t)AU(t, ttmin)] =
=
1
Z
Tr[U(−iβ + tmin, tmin)U(tmin, t)AU(t, tmin)] (114)
where we have used the cyclic property of the trace and we recast the “Boltzmann”
exponential as an imaginary-time evolution. The trace can be computed following
first evolving from time tmin to time t and measuring the operator A, then evolving
from t back to tmin and then from tmin to tmin − iβ. This leads to define the
contour represented in Fig. 7.2.3 and a time-ordering operator along the contour
C , represented by the arrows. With this notation, the above expectation value can
be written as
〈A(t)〉 = Tr[TCe
−i ∫
C
A(t)dt′H(t′)]
Tr[TCe
−i ∫
C
dt′H(t′)]
. (115)
The use of the Keldysh contour defined above is particularly useful when dealing
with the evaluation of expectation values of products of operators at different times,
like the Green’s functions which can be simply defined as
G(t, t′) ≡ 〈TCc(t)c†(t′)〉, (116)
where we did not specify any label (position, spin, orbital momentum) for the
fermionic operators to maintain the generality. Since the contour C has three
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Figure 63. The ordered contour C used to compute non-equilibrium Green’s function
branches, we can unfold Eq. (116) into a 3×3 matrix representation where the
three branches of the contour correspond to the three rows and columns (1 is the
upper real-time branch, 2 is the second real-time branch and 3 is the imaginary-
time branch)[548]. We refer the reader to the literature on the non-equilibrium
Green’s functions or its application to DMFT[526] for more details. Here we just
recall that the components G12 ≡ G< and G21 ≡ G> correspond to the so-called
lesser and greater Green’s function and that the expressions of the retarded Green’s
function and the so-called Keldysh component are given by
GR(t, t′) = −iθ(t− t′)〈c(t), c†(t′)〉 = 1
2
(G11 −G12 +G21 −G22) (117)
GK(t, t′) = −iθ(t− t′)〈[c(t), c†(t′)]〉 = 1
2
(G11 +G12 +G21 +G22). (118)
Using this contour, one can essentially construct the same theory of the equilib-
rium Green’s functions for time-dependent problems and perform, at least in prin-
ciple the perturbation expansion, which leads to the definition of the self-energy
Σ(t, t′) which will now have the same components that we discussed for the Green’s
function, and to a Dyson equation.
Once the formalism for non-equilibrium Green’s function is given, one can prove
that in the limit of infinite dimensionality the self-energy becomes local also for
time-dependent non-equilibrium problems using the same scaling of the hopping
which is required to obtain a sensible infinite-coordination limit in equilibrium.
This implies that
Σˆij(t, t
′) = δijΣˆi(t, t′), (119)
where the hat reminds the matrix nature of the self-energy and now i and j are
spatial indices referring to lattice sites. Then the Dyson equation which allows to
compute the Green’s function is
(G−1)ij(t, t′) = [δij(i∂t + µ)− Jij(t)]δC(t, t′)− δijΣi(t, t′), (120)
where Jij are the hopping amplitudes, which we relabel to avoid confusion with
the time variable t, and δC(t, t
′) is the delta function on the contour. The equation
is easily understood observing that the first term of the right-hand side is noth-
ing but the inverse of the non-interacting lattice Green’s function. Exactly like in
equilibrium, in infinite coordination the local component of the lattice self-energy
coincides with the self-energy of an auxiliary single-site effective theory with the
May 25, 2016
144 C. Giannetti, M. Capone, D. Fausti, M. Fabrizio, F. Parmigiani, D. Mihailovic
local action what we write for the site 0
S0 = −i
∫
C
dtH0(t)− i
∑
σ
∫
C
dtdt′c†0σ(t)G−10 (t, t′)c0σ(t′) (121)
Exactly as in equilibrium the Weiss field has to be chosen in such a way that the
Green’s function of model (121) G = −i〈Tcc0σ(t)c†0σ(t′)〉S0 coincides with the local
component of the lattice Green’s function computed from Eq. (120) with
G−1(t, t′) = (i∂t + µ)δC(t, t′)− Σi(t, t′)− G−10 (t, t′). (122)
7.3. Correlated systems in electric fields
In this section we review the theoretical investigations of strongly correlated sys-
tems driven by an electric field. In particular we consider the cases of static or
periodically oscillating uniform fields.
7.3.1. Correlated Electrons in a d.c. electric field
An ideal metal, in which no scattering process disturbs the electronic motion, is
known to react to a static electric field with a current which oscillates periodically
in time displaying the so-called Bloch oscillations[549]. The Bloch oscillations are
the consequence of a time-dependent shift of the occupied momenta in the Brillouin
zone and their existence relies on the delocalized character of the electronic states.
The period of the oscillations is given by TB = 2pi~/ae|E|, where a is the lattice
spacing, e is the electron charge and E is the electric field.
In solid state systems this period is indeed too large, even for the largest accessible
electric fields, and the Bloch oscillations are hard to observe also in the best metals
with very long scattering times. The detection of the oscillation has become possible
only in artificially designed systems like semiconducting heterostructures and it
may be realized in cold-atom systems.
From a theoretical point of view, a natural question is the destiny of the Bloch
oscillations in the presence of electron-electron interactions which lead to scatter-
ing processes and limit the coherent motion of the electrons. Pioneering works on
time-dependent DMFT have shown the damping of the Bloch oscillations as the
interaction is increased in the Falicov-Kimball model[541, 550, 551], a simplified
Hubbard model in which one of the two spin species is localized. A similar behavior
is found in the Hubbard model[552, 553]. The many-body spectrum of the system
is strongly reminiscent of the Wannier-Stark ladder resonances, with a positive
feedback effect between the Wannier-Stark localization and the effects of the inter-
actions. As a matter of fact the correlation properties are enhanced by the electric
field[551, 552, 554, 555]. When the electric field is directed along one of the crys-
tallographic directions of the lattice and it is so large to make the potential drop
between two lattice sites the largest energy scale of the problem, a dimensional
crossover to a system of dimensionality d-1 has been reported[556].
7.3.2. Dissipation and the approach to steady states
The results we briefly discussed in the previous section apply to isolated corre-
lated systems driven out of equilibrium by a static electric field. In the context of
actual materials they can only provide a starting point to understand the role of
electronic correlation, while their relevance is limited by the neglect of dissipation
due to the coupling with phonons and to the other degrees of freedom that are
excluded from the simplified models.
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It should be clear that some kind of dissipation must be included in order to
absorb the energy which is lumped into the system by the electric field and it is a
necessary condition to reach a stationary states at long times.
From a general point of view, the role of the dissipative bath is essentially to
allow for energy and momentum relaxation, depleting the high-energy and high-
momentum state which are populated by the driving field. Only the competition
between the two effects can lead to a stationary population of the different quantum
states.
A simple strategy to study the general effect of a dissipative bath on the dynamics
of a driven system is to include an artificial thermostat, although one can also
consider models in which some models one can avoid to introduce an explicit bath,
because the dissipative degrees of freedom are included in the model[412, 557].
In a practical implementation the dissipation can be realized either via a bosonic
bath[558–560] (which may describe the coupling with phonons or other bosons) or
via a fermionic bath. The bosonic bath is realized via an infinite set of harmonic
oscillators which can be assumed coupled with the electrons with a simple Holstein
coupling. To avoid a feedback of the system on the bath the coupling is treated in
linear order with a free-boson distribution function.
On the other hand, at least within DMFT it is particularly convenient to imple-
ment a fermionic local bath, which appears in the DFMT equations as a further
thermalized bath which is added to the self-consistent bath discussed in Sec 8.2.
This approach has been successfully implemented in[553] where the full relaxation
dynamics leading to the non-equilibrium stationary state was studied and charac-
terized, and in Ref. [556], where the formalism was limited to study the asymptotic
stationary state assumed to establish at long times. In Ref. [? ] the same approach
has been applied to the Kondo-lattice model.
As we anticipated, the effects of the thermostat on the non-equilibrium dynamics
can be taken into account by means of an additional self-energy Σbath, which can
be written as:
Σbath(t− t′) = V 2g(t− t′) (123)
where g(t−t′) is the Green’s function of the bath, which is assumed to be unaffected
by the interaction with the actual system and time-translation invariant. This
can be taken as an operative definition of a bath, an object that can exchange
energy and particles with the actual system without changing its temperature and
thermodynamic state. In this way the bath can absorb the extra energy pumped
into the system by the electric field. Naturally this choice of bath is not limited to
the case of a constant electric field, but it can be used for any time dependence of
the external perturbation, including impulsive fields such as those used in pump-
probe experiments.
The thermostated system obeys the following Dyson equation on the Keldysh
contour[555]
Gk(t, t
′) = G0k(t, t′) + [G0k · Σk ·Gk](t, t′) (124)
where all quantities represent continuous functions of two time variables (t, t′) ∈ C,
the symbol · denotes the convolution product
[f · g] (t, t′) =
∫
C
dzf(t, z)g(z, t′)
and Σk(t, t
′) denotes the Keldysh self-energy function. Eq.124 is expressed in terms
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of the “renormalized” non-interacting lattice Green’s function G0k:
G−10k (t, t′) =
[
G−10k (t, t
′)− Σbath(t− t′)
]
(125)
which is obtained from the “bare” non-interacting lattice Green’s function:
G−10k (t, t
′) = [i
−→
∂t − (k)] · δC(t, t′) (126)
by integrating out locally the electronic degrees of freedom of the external thermo-
stat. The symbol δC indicates the delta function on the contour C.
We can define Λ = V 2/W as an effective coupling of the physical electrons with
the thermal bath (This would be an exact result for a flat bath density of states of
amplitude W , but it gives the order of magnitude for any kind of DOS).
The approach to the stationary non-equilibrium state can be characterized fol-
lowing the real-time dynamics of the local current J(t) = −ie/pi∑k vkG<k (t, t),
where vk = ∇k(k) is the electronic velocity.
The results for the local current are presented in 64. The relaxation dynamics is
depends naturally on the value of the applied electric field and on the coupling with
the dissipative bath. However, as long as the coupling is finite and not incredibly
large, a finite value of the asymptotic current at long times is obtained and the
value does not depend strongly on the value of the coupling Λ. This information
is summarized in the phase diagram of Fig. 65, which shows a wide central region
(labelled II) in which the competition between the driving field and the dissipation
channel lead to a non-trivial state with a finite current, whose value is largely
independent on the detals, while only for exceedingly large E (region I) or Λ (region
III) trivial states with no stationary current are obtained. This demonstrates the
effectiveness of the fermionic bath to drive non-trivial stationary states.
Han has later shown that the inclusion of a fermionic bath is sufficient to repro-
duce a semiclassical Ohm-expression in the conductivity despite the lack of explicit
momentum scattering[561], confirming that this bath can lead to a proper dissi-
pation despite its intrinsic simplifications. Only in the limit of small dissipation
the steady state displays a divergent effective temperature as long as the Bloch
oscillation frequency remains finite[562].
7.3.3. Periodic a.c. electric fields
In the presence of a periodic in time external field, a quantum system can be
driven into a nonequilibrium steady state in which the system follows the periodic
time dependence of the external stimulus. In principle, such an a.c. field could
be used to dynamically control the properties of the system. On the other hand
in present solid-state experiments, pulsed lasers are necessary to reach sufficiently
large intensities. However, if a sufficiently large number of cycles takes place in
the duration of the pulse, we can reasonably describe the external stimulus as an
oscillating field.
When we can approximate the external field with a periodic pulse, we can use
Floquet method[563, 564], which is based on Floquet theorem[565], which can be
seen as an analog of Bloch’s theorem for periodic time-dependent problems. As a
consequence of the periodic dependence of time, the time-dependent problem can
be mapped onto a time-independent eigenvalue problems introducing quasienergies
which are defined up to integer multiples of 2pi/T , where T is the oscillation period.
The approach is expected to reproduces accurately the spectral properties, while
the distribution depends on the initial conditions and requires ad hoc schemes to
adequately describe the effect of generic fields.
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Figure 64. Time evolution of the current for two values of the electric field (E=4.7 in the top
panel and E=1.26 in the bottom panel) for different values of the coupling to the dissipative
bath. In the absence of a bath the current goes to zero at long-times, signaling the inability
to establish a real stationary state
I
II
III
Figure 65. Phase diagram of the driven Hubbard model as a function of the static electric field E and
the dissipation constant Λ. The colorscale represents the asymptotic value of the current for long times.
The current vanishes both for very large values of E/Λ, for which the system is unable dissipate the extra
energy pumped into the system, and it evolves towards a state with infinite effective temperature, and for
small values of E/Λ, in which the coupling with the dissipative bath is so large and it overshadows the
effect of the driving field. However, a large region of finite current is found for intermediate values of E/Λ,
and the value of the current does not depend dramatically on the parameters.
May 25, 2016
148 C. Giannetti, M. Capone, D. Fausti, M. Fabrizio, F. Parmigiani, D. Mihailovic
Recently, the Floquet method has been employed in combination with
DMFT[554, 555, 566–569]. In the Floquet DMFT formalism[554, 566] a dissipative
correlated system is continuously driven by a time-periodic perturbation, and it is
postulated that a non-equilibrium stationary state is reached in the long-time limit,
when the dissipative processes is expected to eliminate any dependence from the
initial conditions. We notice in passing that this assumption has been numerically
proved in Ref. [553] in the case of static electric fields and a fermionic dissipative
bath. The non-equilibrium periodic state can be directly calculated within Floquet
DMFT mapping the problem onto a non-equilibrium state of an impurity model.
Therefore this specific version of non-equilibrium DMFT does not require to actu-
ally compute the time evolution of the system, leading to a substantially reduced
computational weight.
The method was first applied to the Falicov-Kimball model, where the metalliza-
tion of a Mott insulator has been shown through the formation of photoinduced
midgap states emerge from strong a.c. fields[554]. The field-induced metallic state
has been further characterized, demonstrating how a standard Drude-like peak co-
exists with intrinsic non-equilibrium features, including dip and kink structures
in the optical conductivity exhibits around the frequency of the external field, a
midgap absorption arising from photoinduced Floquet subbands, and a negative
attenuation due to a population inversion[569].
In Ref. [570, 571] a sudden application of a properly tuned periodic field flips the
electronic structure, effectively turning the repulsion into an attraction in the ab-
sence of energy dissipation. The driven system is characterized by a a no-adiabatic
shift of the electronic population in momentum space. When the momentum shift
reaches pi, the shifted population relaxes to a negative-temperature state, which
leads to the interaction switching.
7.3.4. Electric fields in correlated heterostructures
The theoretical description of a system subject to an external electric field nat-
urally leads to address the properties of an actual device contacted to two metallic
leads which enforce the potential bias. From a technical point of view, this requires
to consider spatially inhomogeneous systems and in layered heterostructures. The
difficulties in solving an inhomogeneous system out of equilibrium suggested to
address the problem starting from the stationary state[390, 572–575].
Okamoto has studied the steady state of a correlated slab sandwiched between
two non-interacting metallic leads using DMFT and the Keldysh formalism [390,
572].The current-bias characteristic are clearly nonlinear and this is connected with
the evolution of the spectral functions inside the correlated slab as a function of
the external bias, which show important deformations with respect to equilibrium.
Using a simplified approach in which the physical carriers are divided into left
and right movers, Heary and Han[573] have proposed the existence –in the presence
of a bias– of a second critical value of the interaction Ud smaller than the critical U
for the Mott transition where the Landau-Fermi liquid quasiparticles are lost while
the system is not Mott localized. In Ref. [575] the same approach has been applied
to an s-wave superconductor described by the attractive Hubbard model and a
“bad superconducting” state was found in an analogous critical region adjacent to
a superconductor-insulator transition, where now the insulator is a paired state of
preformed pairs without phase coherence[542, 576, 577]. In a steady-state DMFT
calculation for the repulsive model a spatially inhomogeneous state with metallic
and insulating islands has been later proposed as the bridge between the field-
induced driven metal and the Mott insulator[574].
In Ref. [578] the real-space inhomogeneous DMFT for layered systems has been
extended to the Keldysh formalism and solved for a Mott insulator using strong-
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coupling perturbation theory. In Ref. [396] the same approach has been used to
monitor the spreading of photoexcited carriers, demonstrating the crucial effect
of antiferromagnetic correlations, which allow for fast transport between layers
and spatial separation of holes and electrons, as opposed to paramagnetic Mott
insulators.
7.3.5. Electric-field driven Mott transitions and resistive switching
When a band insulator is subject to a very large electric field, a resistive transition
to a metallic state can be induced, as proposed in pioneering work by Landau[579]
and Zener[580]. This mechanism, which goes under the name of Landau-Zener
dielectric breakdown is based on the simple idea that the electric field changes the
wave vector of the band electrons from k to k− eEt/~, therefore it can induce the
quantum tunneling of carriers from the conduction band to an otherwise empty
valence band. The Landau-Zener tunneling requires a threshold electric field which
is clearly of the order of the band gap. An alternative mechanism for the ”dielectric
breakdown” in band insulators and semiconductors is the avalanche effect, where
electrons accelerated by the external field are able to excite new electrons leading
to an exponential rise of the conducting carriers. Also in this case the threshold
field for the dielectric breakdown is necessarily controlled by the amplitude of the
single-particle gap and the switching of the metallic state is triggered by promoting
carriers to the empty valence band.
The extension of this mechanism to Mott insulators is not merely an academic
one. While in a band insulator the electric field can reasonably excite only a small
number of electrons, in a Mott insulator the number of carriers is large and, if some
mechanism is able to destroy the Mott locking, it can release a much larger number
of electrons. Therefore the control control of the conduction properties of materials
by means of electrc fields would accelerate the development of the ”Mottronics”, in
which the properties of correlated materials would be exploited to devise and engi-
neer novel devices which could overcome the limitations of silicon-based electronics
in terms of mininiaturization, large voltages and long reaction times. As a matter
of fact, the idea is related to control with external knobs the insulator-to-metal
transition, leading to a new kind of dielectric breakdown. The first steps in this
direction have been already taken, and a number of strongly correlated insulator
have been shown to undergo a resistive transition which does not seem to follow the
Landau-Zener paradigm[581–583]. The list includes prototypical three-dimensional
oxides and chalcogenides like V2O3, NiS2−xSex, GaTa4Se8.
The theoretical investigation of the dielectric breakdown of Mott insulators has
focused mainly on the single-band Hubbard model. Solving numerically a time-
dependent Schro¨dinger equation in one dimension Oka et al.[584, 585] have revealed
that even in the case of a Mott insulator a Landau-Zener quantum tunneling leads
to the dielectric breakdown of the Hubbard model through quantum tunneling of
many-body states across the Mott gap.[586]
The Mott version of the Landau-Zener mechanism involves the creation of pairs
of doubly occupied sites (doublon) and holes (holons) leading to a quasistationary
state which carries with a threshold behavior and an exponential behavior[390,
584, 585, 587]
j(t)→ γe−VthV . (127)
The threshold is found to vanish at the Mott transition and to scale with the Hub-
bard U , confirming that Vth is controlled by the Mott gap[558, 588]. Interestingly,
the system displays an asymptotic finite value of the current even in the absence of
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the field is switched off and the system is allowed to relax
to a thermal equilibrium state. Since the tunneling current
turns out to be essentially independent of the excitation of
the system (cf. Fig. 1), differences between the quasista-
tionary current in our setup and the stationary current in
experiments are expected to be of the order of the linear
response current (3), which is negligible compared to
Eq. (2) for large enough fields. For small fields or high
temperatures, on the other hand, the open system should
recover the linear response behavior which is lost in the
closed system at long times.
We find that the ratio Fth=! is only weakly dependent on
the interaction or the bandwidth in the insulator, and it
should thus give the correct order of magnitude for the
breakdown field in real Mott insulators as well. Note that
this value, i.e., Fth ! 2" 3!=ea, is much larger than the
temperature-dependent threshold which is obtained in the
experiments of Ref. [1] in connection with a negative
differential resistance (for SrCuO3, e.g., Fth ! 10"4!=ea
at T ¼ 190 K). The threshold behavior in these one-
dimensional materials must thus be of a different origin,
and indeed collective excitations were proposed in Ref. [1],
as the temperature dependence of the experimental thresh-
old is similar to what is expected for charge-ordered
materials. The larger threshold found in our analysis,
which may be achieved in experiments on thin layers
of insulating material between metallic leads, should be
observed in paramagnetic Mott insulators when other
sources of destabilizing the insulator are not present.
In conclusion, we have investigated the dielectric break-
down of a Mott insulator in the Hubbard model by comput-
ing the current in a strong electric field F. Our main result
is the formation of a quasistationary nonequilibrium state
with time-independent current, which may be called a
field-induced metal. In the limit of small temperature, the
stationary current resembles the exponential law [Eq. (2)]
for the ground state decay rate in a one-dimensional
Hubbard model due to many-body Landau-Zener tunneling
[2,3]. Its value becomes exponentially small below a
threshold field which vanishes at the metal-insulator
transition.
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FIG. 3 (color online). (a) Linear response conductivity, ob-
tained by extrapolating "|=F to F ¼ 0. Thin solid lines corre-
spond to fits with Eq. (3); the resulting gap !ðUÞ is shown in (b).
(c) Conductance "|=F for the stationary current at ! ¼ 20. For
U ¼ 3:5, there is a still a slight drift of the current at the largest
times (see text), and we plot time averages for 8< t < 10
(crosses) and 12< t < 14 (open symbols). Solid lines are linear
fits according to Eq. (2). (d) The threshold field FthðUÞ resulting
from the fits in (c).
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Figure 66. Asymptotic behavior of the current j¯ in the Hubbard model obtained in DMFT. The expo-
nential behavior i made clear by the logarithmic plot in panel (c). Panel (a) shows the linear response
conductivity σdc = j¯/F , where F here denotes the bias (V in the text). Panel (b) and (d) show respectively
the gap ∆ and the threshold bias Fth, showing that the latter is cotnrolled by the former.
dissipative mechani ms (which are not included in the studies mentioned above).
The result has b en int rpreted in terms of an infinite effective tempe ature for the
excited carriers which do not contribute to the coherent motion and to the current,
which remains associated to the pure quantum tunneling effect.
In Ref. [589] a dissipative mechanism has been introduced and some deviations
from a pure Zener picture have been reported. In particular the current at weak field
is found to be controlled by the dissipation. In this case the effective temperature of
the excited carriers becomes finite leading to a contribution t the asymptotic cur-
rent. Moreover, in connection with the electric-field-driven dimensional crossover,
the dielectric breakdown occurs when the field strength is on the order of the Mott
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Figure 67. Time evolution of the quasiparticle weight for layers 1 (a, edge), 5(b) and 10(c, middle) of
a 20-layer slab with U = 16.5 (larger than the critical U for the Mott transition) and an hybridization
between the slab and the leads v = 1.0 Energies are in units of the hopping amplitude along each later. We
compare two values of the applied bias ∆V = 1.0(red lines) and ∆V = 4.0 (blue lines). (d): time-averaged
stationary quasiparticle weight spatial profile across the slab.
gap of the corresponding lower-dimensional system. Using a inhomogeneous time-
dependent Gutzwiller approximation it is possible to monitor the appearance of
field-induced evanescent quasiparticles starting from the Mott insulator[590] and
their spatial distribution. The quasiparticles appear exponentially fast as soon as
the system is attached to the leads, with a characteristic time which diverges when
U is tuned towards the Mott transition, suggesting an avalanche effect triggered
by electron-electron interaction. We notice that the feedback between the quasi-
particles and the Hubbard bands characteristic of the time-dependent Gutzwiller
scheme is fundamental to obtain this effect. In Fig. 67 we report the time evolution
of the quasiparticle weight for different layers (z = 1 corresponds to one edge, while
z = 10 is the middle layer). While the dynamics displays oscillations reminiscent
of the incoherent dynamics of the metallic state, the time-averaged values shown
in Panel (d) have a well defined limit, which shows how increasing the bias the
quasiparticles penetrate from the outer layers to the bulk region. The penetration
of the quasiparticles leads finite values of the stationary current which well fit
the expected behavior (127) for a Landau-Zener dielectric breakdown. A series of
different behaviors in the relaxation dynamics in the presence of an electric field
has been reported also within DMFT in Ref. [591] for the Hubbard and Falicov-
Kimball models highlighting that the integrability of the unperturbed model does
not influence the relaxation dynamics.
The effect of a dissipative bath has been explored in [574] in a steady-state for-
malism for DMFT. A nonmonotonic threshold field for the resistive transition s
found as a function of the interaction strength due to an interplay quasiparticle
renormalization and field-driven effective temperature. Hysteretic I-V curves sug-
gest that the nonequilibrium current is carried through a spatially inhomogeneous
metal-insulator mixed state.
All the studies of the single-band Hubbard model strongly suggest that the
Landau-Zener picture survives in the essential aspects also in the case of a Mott
insulator described by the Hubbard model. This may seem a surprising and disap-
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pointing result, as the many-body character of the insulating Mott state is expected
to lead to a more adaptive gap with respect to a band insulator, where the gap is
fixed by the structure, the chemistry and the external conditions, but it does not
depend on the electronic configuration. Indeed a recent study[592] shows that the
picture changes qualitatively as soon as we consider more than one single orbital per
site (or one single band). Solving a two-orbital Hubbard model with a crystal field
splitting, it has been shown that a novel mechanism for the dielectric breakdown
takes place when the equilibrium Mott-Hubbard transition is strongly first-order
and the metallic solution obtained either by changing control parameters or via
the electric field is substantially different from the metal. As a result, the threshold
field is not controlled by the gap but rather by the energy difference between the
metallic and the insulating solutions, as proposed at a more phenomenological level
in Ref. [593].
Finally, it has been recently shown that the noninteracting lesser Green’s func-
tion can be determined in terms of the Wannier-Stark ladder eigenstates, which
are thermalized via the standard canonical ensemble according to the Markovian
quantum master equation. As a result, the interplay between strong correlation and
large electric fields can generate a sequence of two dielectric breakdowns with the
first induced by a coherent reconstruction of the midgap state within the Mott gap
and the second by an incoherent tunneling through the biased Hubbard bands.
It is predicted that the reconstructed midgap state generates its own emergent
Wannier-Stark ladder structure with a reduced effective electric field. The two
dielectric breakdowns are mediated by a reentrant insulating phase, which is char-
acterized by the population inversion, causing instability toward inhomogeneous
current density states at weak electron-impurity scattering. [594]
7.3.6. Light-induced excitation and photodoping
One of the main goals of the research on non-equilibrium correlated materi-
als is to describe the excitation process induced by a laser pulse, as realized in
pump-probe spectroscopies. This subfield is however one of the most complicated
targets, as it requires the inclusion of all the different effects leading to relaxation
after the impulsive excitation. This section is therefore mainly devoted to DMFT
calculations in which the relaxation effects associated to electron-electron inter-
actions are better accounted for. As discussed at length in Sec. 5.1, the simple
two-temperature model[163], in which the photo excitation excites “hot” electrons
to a temperature Te, while the lattice remains at a lower effective temperature
Tlat, has been successful in reproducing the main features of the photo excitation
of semiconductors and weakly correlated metals. This scheme can be useful only
when electron-electron interaction processes drive the system to a quasi-equilibrium
state on a timescale which is smaller and clearly separated from the time associated
with the electron-lattice dynamics. DMFT studies have indeed shown that this is
the case when the correlated metallic state of the Hubbard model is impulsively
excited[595] and, rather surprisingly, this essentially happens also in the simplified
Falicov-Kimball model[596, 597] where the exact solution demonstrates the lack of
actual thermalization for quasiparticle properties[395] which do not coincide with
the corresponding thermal values[598].
The qualitative success of the two-temperature scheme is however mostly limited
to the metallic state. When we perturb the Mott insulator the system is unable
to thermalize[595–597] and the dynamics depends on the details of the excita-
tion process[595]. The dynamics is characterized by a fast transient with strong
damping, rapidly followed by an exponential relaxation. For large values of U , the
relaxation time grows with U as a consequence of the long lifetime of doubly oc-
cupied sites (doublons). When we approach the Mott transition from above, the
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Figure 68. Relaxation dynamics of the difference between the double occupancy d(t) and the effective
thermal value calculated in equilibrium with T = TJeff . For different values of U for a single-band
Hubbard model solved within time-dependent DMFT. The linear behavior in the semi-log plot highlights
the exponential decay for intermediate and large values of U and the deviation when the Mott transition
point is approached. Energies are in units of the bandwidth. Taken from Ref. [595].
dynamics becomes faster and faster and the system relaxes to an asymptotic state
in times of the order of the inverse of the hopping matrix element, until a point in
which the relaxation appears even faster than an exponential and the decay time
loses significance.
Indeed even in the presence of an explicit dissipation channel the photodoped
carriers give rise to a bad metal which does not follow the Landau Fermi-liquid
paradigm, despite their relatively high kinetic energy[559]. The lifetime of the photo
excited holes and electrons is indeed finite at the longest times accessible in the
DMFT simulations of Ref. [559] so that the bands observed in both the single-
particle and the optical spectra are much broader than the corresponding equi-
librium counterparts. The limited simulation time does not however rule out the
possibility that on a longer timescale the system actually relaxes to a conventional
Fermi liquid, which would signal a similarity between the behavior of the photo
excited Mott insulator and systems with broken symmetry[599, 600].
In Ref. [601] it has been shown that the thermalization dynamics can depend on
the energy of the photo-doped carriers, which can be controlled by changing the
laser frequency and fluence. In particular, if the Mott gap is smaller than the kinetic
energy of the carriers in the Hubbard bands, the excited carriers can produce ad-
ditional doublon-hole pairs through a kind of impact ionization. This phenomenon
can take place on ultrafast timescales of the order of 10 fs, well before the standard
relaxation processes take place. Finally it has been recently shown –using extended
DMFT to introduce low-energy bosonic modes which are not present in DMFT–
that the photo excitation of carriers rapidly opens new screening channels which
are not present in the Mott insulator and therefore reduce the Mott gap. The
low-energy bosonic excitations also open new relaxation channels which further in-
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crease the speed of the thermalization[602]. The opposite scenario can be realized
in a strongly correlated metal, where the weak quasiparticles can be destroyed by
the impulsive excitation, thereby reducing the screening.
Using non-equilibrium inhomogeneous DMFT[578], to study a photo excited
Mott heterostructure[396] it has been shown that AFM correlations strongly influ-
ence the carrier dynamics. An antiferromagnetic state can in fact exchange energy
with the excited carriers on an ultrafast timescale via spin-flip processes, which
allows for transport across the heterostructure leading to a spatial separation be-
tween excited holes and electrons.
7.4. Quantum quenches and dynamical phase transitions in simple models
One of the most popular and paradigmatic non-equilibrium problems is the quan-
tum quench, a protocol in which a system is driven out of equilibrium by a sud-
den change of a relevant parameter (for example the interaction strength in the
Hubbard model). From a theoretical point of view, this is perhaps the simplest
non-equilibrium protocol, and it attracted a lot of interested in the case of open
quantum systems in connection to the concept of thermalization[603].
Even if the quantum quench problem is not directly connected to the experiments
that represent the core of the present review, where the system is pushed out of
equilibrium by an electromagnetic field, it still represents a useful reference problem
which allows to reverse engineer the complex dynamics of a correlated material
driven out of equilibrium and to disentangle the effect that stem from the change
in the state of the system (for example a change in the double occupancy in the
Hubbard model) from the intrinsic effects of the electromagnetic field. Hence in
the following we review the main results for quantum quenches obtained by means
of the Gutzwiller approximation and DMFT.
In this section we mainly focus on the paradigmatic single-band Hubbard model.
We can gain intuition on the effect of a change of the interaction parameter ex-
ploiting the knowledge on the equilibrium phase diagram of the model within
DMFT which has been firmly established after a remarkable collective effort us-
ing a combination of different approaches. In particular we consider the half-filled
model in the paramagnetic sector, where the antiferromagnetic ordering is ne-
glected (or it assumed to be frustrated). The system undergoes a Mott-Hubbard
metal-insulator transition increasing the interaction U . The schematic phase dia-
gram in the interaction-temperature plane is reproduced in Fig. 69, where both
T and U are measured in units of the half-bandwidth D of the bare lattice. Here
we consider an infinite-coordination Bethe lattice with a semicircular density of
states. The transition occurs when the line UMIT is crossed and it is continuous
at zero temperature and it becomes of first order at finite temperatures below a
critical temperature Tc, where the line ends in a critical point[149, 539].
Let us assume that the system is initially in equilibrium in the groundstate of
the non-interacting system (U = 0). At some given time we turn on the interaction
reaching a finite value U¯ . If the interaction switch is infinitely slow (adiabatic) the
system will be able to follow the equilibrium phase diagram which implies that at
U¯ = UMIT(T = 0) ' 2.97D it will cross the transition line and turn into a Mott
insulator. If the interaction is instead switched on in a finite time τ , the system will
no longer be able to follow adiabatically the instantaneous groundstate, and it will
instead evolve into a thermal state with a finite effective temperature T∗ 6= 0. The
smaller is τ , the larger is expected to be T∗. As a consequence, since the the critical
interaction decreases as a function of temperature UMIT(T 6= 0) ≤ UMIT(T = 0)
[See Fig. 69] the dynamical phase transition to a Mott insulator is expected to
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Figure 69. Sketch the DMFT phase diagram of the half-filled Hubbard model on a Bethe lattice and in
the paramagnetic sector. The transition line at T 6= 0 is first order and ends up into a second order critical
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Figure 70. The critical value for the dynamical Mott transition in the single-band Hubbard model, Ucf in
units of UMIT(T = 0), found by the time-dependent Gutzwiller wavefunction as function of the switching
time τ . (From Ref. [532].)
occur at smaller value of the interaction U∗(τ) ' UMIT(T∗) ≤ UMIT(T = 0), the
equality holding only in the adiabatic limit when the switching-time τ → ∞.
This expectation has been actually confirmed by explicit calculations within the
time-dependent Gutzwiller approximation in Ref. [532], where a dynamical Mott
transition is obtained for any value of τ with a critical value which increases with
τ as shown in the plot of reported in Fig. 70.
It is much less obvious to predict the behavior for of a sudden quench of the inter-
action, which corresponds to the τ → 0 limit of the previously described protocol.
Indeed this problem has been the first application of the time-dependent Gutzwiller
approximation [527, 528]. The result is that a dynamical Mott transition occurs
also in this limit at a critical U∗(τ → 0) ' UMIT(T = 0)/2, a value of the interaction
for which no Mott transition occurs as a function of temperature within DMFT
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Figure 71. Fermi surface discontinuity ∆n and double occupation d(t) after quenches to U < 3 (left
panels) and U > 3.3 (right panels). Inset: thermal value dth and dmed, the average of the first maximum
and the second minimum of d(t), which provides an estimate of the stationary value dstat; black dashed
lines are the respective results from the strong- coupling expansion. taken from 604.
(See Fig. 69). One might be tempted to blame this surprising and counterintuitive
result to the limitations of the Gutzwiller approximation which does not account
for all the dissipative channels therefore inhibiting a proper thermalization.
This suspicion is completely ruled out by the DMFT studies of the same
problem that in fact appeared before the Gutzwiller analysis in two pioneering
papers[604, 605]. Here the authors used Continuous-Time Quantum Monte Carlo
as the impurity solver, which leads to numerically exact results, but severely lim-
its the simulation time. Despite this limitation, the results clearly show a sharp
change in the dynamics at a critical value of the interaction Udync ' 2D which can
be associated to a possible dynamical phase transition. In Fig. 71, we reproduce
the time evolution of the double occupancy d(t) = 〈∑i ni↑ni↓〉 and of the jump
of the momentum distribution function at the Fermi level ∆n(t) from Ref. [604]
for different values of the final interaction U¯ . Panels (a) and (c) refer to small
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and intermediate values of U¯ , panels (b) and (d) to large values. In all cases the
interaction quench reduces both d(t) and ∆n(t) from the non-interacting value,
but the dynamics is clearly different. For U < Udync the system is trapped for
very long times into a quasi stationary state characterized by a double occupancy
which differs from the thermal equilibrium value by a quantity of order 1, while
for U > Udync the dynamics is characterized by oscillations with a frequency of the
order 2pi/U in the observables. The two behaviors are compatible with metallic
and Mott-insulating responses, respectively. This might suggest that the DMFT
dynamical phase transition is continuously connected with the equilibrium phase
diagram we discussed above. On the other hand the critical value of the interaction
Udync ' 2D is smaller than the minimum value of UMIT, which coincides with the
finite-temperature critical point.
The possible connection between the results for finite switching time and the
sudden quench has not been studied within time-dependent DMFT yet. We notice
in conclusion that if the scenario which we have drawn on the basis of the present
result would be confirmed, the existence of such dynamical transition implies the
absence of thermalization.
We finally mention that the time-dependent Gutzwiller approximation (t-GA),
i.e. the above variational scheme applied to lattices with finite coordination number,
also predicts the possibility of a dynamical surface-Mott transition. Specifically, in
Ref. [606] a correlated metal slab was studied whose surface is suddenly excited
into a non-equilibrium state. Above a threshold, the supplied excitation energy
dynamically drives the surface layer into a Mott insulating phase while the bulk is
still metallic. In addition, if a realistic electron-phonon coupling is included in the
calculation, the dynamical surface Mott-transition is found to be accompanied by
a lattice deformation at the surface layers. [606] Therefore, should the prediction
of t-GA be correct, such a phenomenon could be detected by monitoring either the
conducting or the structural properties of the surface layers.
7.5. Melting of antiferromagnetism and broken-symmetry phases
In the previous section we focused on the paramagnetic phase of the Hubbard
model, where no magnetic (or other) symmetry breaking is allowed. Under this
assumption a dynamical transition has been identified which has a direct connec-
tion with the equilibrium Mott transition between a paramagnetic metal and a
paramagnetic insulator.
However the ground state of the half-filled Hubbard model with nearest-neighbor
hopping on a bipartite lattice is an antiferromagnetic (AFM) insulator for any
coupling U , and a magnetic state is expected to be stable at low temperature for
most values of U also in the presence of realistic lattices and hopping structures
(for example in the presence of a next-neighbor hopping) as long as the degree of
frustration is not extreme.
In Fig. 72 we report a phase diagram in the U -temperature plane which shows
the stability of the AFM state as obtained by means of the finite-temperature
Gutzwiller approximation [607]. The data are from Ref. [533]. A qualitatively sim-
ilar phase diagram is obtained using DMFT.
The Ne´el temperature TN , below which the system is an antiferromagnet in-
creases exponentially at weak-coupling as predicted in a simple Hartree-Fock ap-
proximation, then reaches a maximum when U is of the order of the bandwidth
2D, and then decreases. At large U , TN is proportional to J ∼ D2/U , the superex-
change coupling. In this regime the Hubbard model can indeed be mapped onto
a Heisenberg model with coupling constant J , which is nothing but the t-J model
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Figure 72. Phase diagram of the half-filled Hubbard model obtained within the Gutzwiller approximation
for a model with a semicircular density of states (Bethe lattice) comparing the magnetic and paramagnetic
solutions AFM marks the antiferromagnetic solution, which is always insulating, PM indicates the param-
agnetic metallic phase. The first-order critical line between a PM and and a paramagnetic Mott insulator
which is obtained quenching magnetism is the dashed line with open symbols (See Fig. 72). The red line
reproduces the Ne´el temperature within the Hartree-Fock approximation. Both U and T are in units of a
quarter of the bandwidth (From Ref. [533].)
where no hopping is possible due to the double occupancy constraint. It is remark-
able that the finite-temperature Gutzwiller variational approach can capture the
correct non-monotonic behavior of TN as function of U , which is completely out of
the reach of the standard Hartree-Fock approximation, which predicts incorrectly
that TN always increases with U , see Fig. 72. We observe that the line marking
the transition between the paramagnetic metal and the paramagnetic insulator lies
below the TN . Therefore, above TN there only a crossover connects the metallic to
the insulating state.
The above equilibrium phase diagram suggests an interesting perspective for the
non-equilibrium behavior [533]. We consider a quantum quench of the interaction
starting from an intermediate value of Ui. The wave function at t = 0 therefore
coincides with the variational wavefunction Eq. (95) that minimizes the internal
energy at Ui = 4, see Fig. 72. Then the interaction is quenched to Uf 6= Ui defining
a final Hamiltonian which governs the time evolution through the dynamical equa-
tions (105) and (106). Since the initial state is a superposition of an infinite number
of excited states of the final Hamiltonian, the system is expected to thermalize to
an asymptotic state with an effective temperature T ∗. T ∗ is expected to be larger
as the strength of the quench |Uf − Ui| increases. Since TN is nonmonotonic and
it vanishes both for U → 0 and U →∞, thermalization would imply the existence
of two critical values of the final interaction such that, for U>f > Ui a U
<
f < Ui
=T ∗ exceeds TN leading to a final state without magnetic ordering. In other words,
we would obtain a field-induced dynamical melting of antiferromagnetism above a
critical |Uf − Ui| = |Uf − 4|. In particular, for Uf ≤ U<f , the state would evolve
into a paramagnetic metal at finite temperature, while for Uf ≥ U>f into a finite-
temperature paramagnetic insulator. This qualitative expectation is indeed con-
firmed by explicit calculations within the Gutzwiller approximation in Ref. [533],
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Figure 73. Time evolution of the double occupancy d(t) (Panel (b)) and of the order parameter M(t) =
M/(1− 2d(t)) (Panel (a)) for different values of the interaction in a quench in which the initial state is the
Ne´el antiferromagnet. In Panel (c) the inverse of the effective temperature reached after thermalization
is plotted as a function of U . The arrows in Panel (b) are the value of double occupancy computed in
equilibrium for the corresponding effective temperatures. Taken from Ref. [608]
where, using Ui = 4, the critical values U
<
f ' 1.7 and U>f ' 21 were found (here
we use a quarter of the bandwidth as energy unit to facilitate the comparison with
literature). It must be noted however that such critical values correspond to an ef-
fective temperature higher than the corresponding equilibrium TN , which suggests
that magnetism is more resilient to the quantum quench than expected on on the
basis of thermalization. It must be reminded that the Gutzwiller approximation
does not describe the actual dissipation processes, and we can expect that the ex-
act dynamics leads to actual thermalization correcting the non-thermal Gutzwiller
asymptotic state.
The same quench protocol has been investigated within DMFT by Tsuji, Eckstein
and Werner[600, 609]. In particular, Ref. [600] is dedicated to the weak-coupling
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regime, with Ui ranging between 2 and 2.7 and Uf < Ui, where the persistence of
magnetic ordering below the threshold expected by thermalization is observed in
a finite range of parameters. Analyzing the decay of the magnetic order parameter
for different values of Ui, the authors argue that the non-thermal state is only a
transient regime in which the dynamics is trapped before reaching, at longer times,
the final relaxation to a thermal state. The lifetime of the metastable non-thermal
state is shown to increase as Ui is reduced. We finally turn to the properties of the
nonthermal state obtained for Uf > Ui. In this region we expect an antiferromag-
netic insulator for long times. It was found in Ref. [533] that although the magnetic
ordered phase survives more than expected, for quenches U∗ ' 8.2 ≤ Uf ≤ U>f the
non-equilibrium antiferromagnet shows incoherent excitations at the gap edges, in
contrast to the equilibrium antiferromagnet which has coherent excitations. A sim-
ilar trapping into a non-thermal state has been observed using DMFT in Ref. [609]
for the case of a quench from Ui = 4 to slightly larger values of U . Here the tran-
sient state is found to be reminiscent of a doped AFM insulator, and its persistence
has been attributed to the slow decay of doubly occupied sites.
In the previous section we focused on the paramagnetic phase of the Hubbard
model, where no magnetic (or other) symmetry breaking is allowed. Under this as-
sumption a dynamical transition has been identified which has a direct connection
with the equilibrium Mott transition between a paramagnetic metal and a param-
agnetic insulator. In Ref. [608] the melting of the Ne´el state has been studied using
DMFT with the accurate DMRG solver. In this study the system is prepared in a
classical Ne´el state and let evolve under the actual Hubbard Hamiltonian for dif-
ferent values of U and the results are summarized in Fig. 73. A crossover between
two different relaxation dynamics occurs for U ' 2.4 (following the same notations
of this whole section). In strong coupling the local magnetic moment survive the
melting of the ordered AFM state. In this case the magnetic state is destroyed
by the motion of the photoexcited carriers, similarly to what happens for doped
models of the cuprates[387, 396, 397, 557, 597]. The destruction of the magnetic
ordering in weak coupling is instead controlled by the quasiparticle excitations.
Besides the melting of the full AFM state, it is also possible to influence and
control the strength of the exchange interaction J in a Mott antiferromagnet. In
particular, it has been shown by explicitly simulating the spin precession in an
antiferromagnet canted by a perpendicular magnetic field[610] that photo doped
excitation can quench the exchange coupling on an ultrafast timescale almost as
effectively as chemical doping. Using a Floquet approach, it has been proposed
to exploit the same mechanism to control in an ultrafast and reversible way the
exchange coupling[611]. In particular J can be enhanced and reduced by means of
periodic modulations with a frequency smaller and larger than the Mott gap, and
strong perturbations can even lead to a change of sign.
7.6. Non-equilibrium dynamics beyond the single-band Hubbard model
In this section we discuss how the non-equilibrium dynamics can become reacher
and more appealing if we relax the single-band approximation and introduce other
orbitals in the low-energy description of the correlated material. This is not merely a
theoretical complication, but it reflects the electronic structure of most correlated
materials, while single-band materials like the cuprate superconductors are the
exception rather than the rule.
If we assume that the orbitals are completely degenerate and we can neglect the
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Hund’s coupling, we can start from a SU(N) symmetric Hubbard model
H =
∑
i,j,σ
N∑
a=1
tij c
†
iacja +
U
2
∑
i
(
ni − n
)2
, (128)
where a = 1, . . . , N labels one of the N orbitals, including the spin multiplicity
of each atom (lattice site) and n ≤ N is the average number of electrons per site.
Mott-Hubbard transitions occur in general at every integer value of n at some
Uc(n,N) such that a Mott insulator is stable for U > U(n,N), while for any non-
integer n the paramagnetic solution is always metallic. As in the case of the single-
band Hubbard model, we expect some kind of spatial ordering to take place at
low temperature to quench the orbital degeneracy corresponding to the number of
ways to arrange n fermions into N orbitals, i.e. to the binomial coefficient C(N,n).
However, within mean-field theories like Gutzwiller and DMFT we can neglect any
kind of ordering and study the fully symmetric solution, what for SU(2) implies
enforcing paramagnetism. In this case it is well established within DMFT [149] that
two critical value of the interaction Uc1 and Uc2 exist, with Uc1 < Uc2. Below Uc1
only a metallic solution can be found, which means that no insulating minimum
of the energy exists, while above Uc2 there is no metallic minimum, the model is
insulating. For Uc1 ≤ U ≤ Uc2 both metallic and insulating solutions exist as local
minima of an energy functional. In principle a first-order transition is expected
at the value of U for which the energies of the two solutions cross. However, for
the fully symmetric model the point at which the crossing of the energy curves
coincides with Uc2, the point at which the metal becomes unstable, so that in the
whole coexistence region between Uc1 and Uc2 the lowest energy state is always
metallic and the zero-temperature Mott transition is continuous (of second-order).
At any finite temperature the delicate balance between the two internal energies
is broken by the different entropy of the two solutions (the metal has a smaller
entropy) and the transition becomes of first-order. As a matter of fact, the fully
symmetric case has the same physics of the single-band Hubbard model.
Turning back to zero temperature we can now add a symmetry-lowering field ∆
to the Hamiltonian
δH = −∆
∑
i
Mi = −∆
∑
i
N∑
a,b=1
c†iaMab cib, (129)
whereMi can be one of the SU(N) generators, which splits the orbital degeneracy.
To visualize the effect we can consider a two orbital model andMi = ni1−ni2 which
manifestly makes one of the two orbitals energetically more convenient. If we aim at
a realistic description of solids, we should also include interaction terms that lower
the SU(N) symmetry, specifically the Coulomb exchange splitting responsible of
the Hund’s rules, whose interplay with the single-particle field ∆ can lead to a
variety of phenomena including both cooperation and competition between the
two symmetry-breaking terms. [612–617] When n = 1 or n = N − 1 the role of the
Hund’s interaction is indeed much more limited and it can be neglected. For the
sake of simplicity, we limit the present discussion to such simpler situations and
we simply consider the fully symmetric form of the Coulomb interaction.
When ∆ is finite the energetic balance between the two solutions in the coexis-
tence region is not obvious and we can safely discard the possibility in which the
energies of the two solutions coincide exactly at Uc2, which remains a marginal
case, realized only in the fully symmetric model at zero temperature. We hence
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expect that for any fine ∆ > 0, even much smaller than U and the bandwidth
W , there will be a genuine first order phase transition at some Uc within the co-
existence region Uc1 < Uc < Uc2. Both the strongly correlated metal near the
transition and the Mott insulator are expected to have a very large susceptibility
to the symmetry-lowering field (129), even if the insulator is expected to display a
larger response because of the localized character of the carriers. That implies that
the site-independent average m = 〈Mi〉, which we shall denote as ”orbital polar-
ization”, is greater in the insulator than in the metal. Therefore, we expect that
on the insulating side of the coexistence region, i.e. for Uc < U < Uc2, even though
the ground state is a Mott insulator characterized a larger value 〈Mi〉 = mI,
a metastable metal phase with higher energy and 〈Mi〉 = mM < mI exists, as
schematically shown in Fig. 74.
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Figure 74. Sketch of the total energy as a function of the orbital polarization m = 〈Mi〉 on the insulating
side of the coexistence region, Uc < U < Uc2. The insulator, characterized by a larger M is the absolute
energy minimum, while the metal has a lower orbital polarization and higher energy.
The above physical scenario has been explicitly uncovered in a two-orbital Hub-
bard model, which corresponds to N = 4 including spin degeneracy at quarter
filling n = 1 (one electron per site), in the presence of a crystal field, [607, 618].
This simple model has also been proposed to capture the essential physics of V2O3.
The Hamiltonian reads
H =
2∑
a=1
∑
kσ
k c
†
akσcakσ +
∑
kσ
γk
(
c†1kσc2kσ +H.c.
)
+
∑
i
[
−∆ (n1i − n2i)+ U
2
(
n1i + n2i − 1
)2]
, (130)
where a = 1, 2 labels the two orbitals, U parametrizes the on-site repulsion and
∆ > 0 the crystal field splitting. We include a small inter-orbital hopping γk, with
a symmetry such that the local single-particle density matrix remains diagonal in
the orbital indices 1 and 2. This choice assures that the occupation of each orbital is
not a conserved quantity and yet that both orbitals are irreducible representations
of the crystal field symmetry.
When ∆ is much smaller than the bandwidth W and U = 0, the Hamiltonian
(130) describes a metal with two overlapping partially occupied bands. Even though
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the two orbitals are hybridized, the lower energy band has mainly orbital character
”1” while the upper energy one mostly orbital character ”2”. Therefore we shall
refer to them as band ”1” and ”2”, respectively.
A finite U brings two main effects. One is the standard reduction of the coherent
quasiparticle bandwidth W → W∗ < W that we described in Sec. 4. In addition,
U generates an internal field ∆int(m) that depends on the orbital polarization and
it sums up to external field ∆, i.e.
∆eff(m) = ∆ + ∆int(m) > ∆. (131)
In contrast with the quasiparticle bandwidth reduction, which requires to use the
Gutzwiller scheme or DMFT, the Stoner-like enhancement of the crystal-field split-
ting can be described also within an independent particle picture. Within Hartree-
Fock one immediately finds a simple expression that can guide our interpretation
∆int(m) =
U
4
m. (132)
As a result, when U increases, the reduction of the effective bandwidth and the
enhancement of the effective splitting cooperate to gradually deplete the band ”2”.
At some value of Z the upper band is therefore completely depleted, which implies
that lower band becomes half-filled. If ∆ is small enough, the full polarization
leading to half-filling of the occupied band takes place for an interaction value such
that the Hubbard bands are already formed and the system becomes an half-filled
Mott insulator. An interesting features revealed both by DMFT [618] and by the
GA [607] is that the correlation effects are gradually washed out as the band ”2”
becomes less and less populated, so that the Mott-Hubbard sub-bands have mostly
orbital character ”1”. This evolution from a two-band metal into a Mott insulator
is schematically shown in Fig. fig-8.1-5.
U increases
LHB
UHB
crystal field 
splitting
Δ 1
2
Figure 75. Schematic DOS as the repulsion U increases. On the left the isolated site is shown with the
two crystal-field split orbitals, the lower one being occupied by the available electron. In the center, we
sketch the metal DOS when U = 0. Finally, one the right the DOS in the Mott insulator is drawn, with
occupied lower Hubbard band (LHB), unoccupied upper Hubbard band (UHB), both with character ”1”,
and, in between, the empty band ”2” undressed by correlations.
Within the paramagnetic sector, i.e. preventing magnetic ordering, the physics is
exactly the same we previously described in a generic SU(N) model. Therefore we
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expect the transition from the two-band metal into the Mott insulator to be of first
order, which is indeed clearly found in the Gutzwiller approximation [607], while
DMFT [618] does not completely rule out a second order transition. When we allow
for magnetism, in the present bipartite lattice the Mott insulator is expected to
order in an AFM way, since the Mott localized band ”1” is half-filled. This is indeed
what is found, [607] with a clear evidence, both by DMFT and GA, of a first-order
transition from the two-band metal to the antiferromagnetic Mott insulator. The
temperature T versus U phase diagram obtained in Ref. [607] by the GA is shown
in Fig. fig-8.1-6, and agree well with DMFT, also worked out in the same reference.
It is remarkable that, in constrast with the single-band Hubbard model, the first
order line that separates paramagnetic metal from paramagnetic Mott insulator at
finite temperature is not completely covered by the antiferromagnetic dome and
a first-order Mott transition is indeed present in the actual solution of the model.
Indeed, such a phase diagram closely resembles the experimental data on V2O3
confirming that the present model contains the basic physics of this prototypical
material.
1.8 1.6
0.02
1.4
0.04
1.2 1.0
0.06
0.08
U/D
T/D
antiferromagnetic
insulator
Mott
insulator
metal1st order
1st order
1s
t o
rd
er
critical point
Figure 76. Phase diagram of the model Eq. (130) in the U -T plane at ∆ = 0.025W = 0.05D taken from
the data of Ref. [607] and obtained within the GA.
The physical scenario exemplified by Fig. 74 and realized in the model Eq. (130),
assumed to mimic vanadium sesquioxide, suggests in fact an appealing non-
equilibrium pathway to drive metallic a Mott insulator. Let us assume that the
on-site single-particle excitation from orbital ”1” to ”2” is optically allowed. It fol-
lows that a short laser pulse might excite a certain fraction ∆n of electrons from
orbital ”1” to ”2”, thus lowering the orbital polarization by ∆m = −2∆n, where
m = n1 − n2 in this case. When |∆m| is large enough, the system may cross the
potential barrier between the two minima and fall into the attraction range of the
relative metallic minimum, see Fig. 74, hence stay trapped in the metastable metal
phase where the gap ∆EGAP between the valence band ”1” and the conduction
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band ”2” has collapsed. This scenario clearly emerges from the time-dependent
Gutzwiller approximation in Ref. [619]. In Fig. 77 we show the long-time value
of the gap ∆EGAP that is reached as function of the non-equilibrium orbital po-
larization mi that the system acquires after the laser pulse, assumed here to last
infinitely short time, smaller then the equilibrium value meq ' 1. If we want to
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Figure 77. Long time value of the gap ∆EGAP between band ”1” and ”2” as function of the non-
equilibrium orbital polarization mi that the system acquires after an infinitely short laser pulse. [From
Ref. [619].]
compare these results with experiments, we have to consider that the data of Fig. 77
refer to a simulation where translational symmetry is enforced. In this case, since
the metallic solution is anyway a minimum of the energy, the system can in princi-
ple remain trapped in the metastable phase for a very long or even infinite time. In
a real solid, however, the coexistence of solution will not lead to a competition be-
tween alternative homogenous states, but it will rather give rise to the nucleation
of droplets of the metastable phase which would eventually evaporate restoring
the Mott insulator, with a dynamics which is expected to be slower and slower as
the system approaches the Mott transition. Such a non-equilibrium gap collapse
driven by an ultrashort laser pulse has been actually observed in VO2 [482] and in
V2O3 [620].
7.7. Electron-phonon interaction beyond the two-temperature model
As discussed in Sec. 5.2.2, pump-probe techniques have been widely used to inves-
tigate the dynamics of electron-boson coupling in many different materials. The
analysis of time-domain data is usually based on the assumption that the ultrafast
relaxation dynamics is regulated by the same electron-boson matrix elements that
determine the electronic self-energy at equilibrium (see Chap. 3). Furthermore, the
quantitative determination of the electron-boson interaction strength often relies
on the use of simplified models (see Sec. 3.3) that do not include quantum co-
herence and correlation effects. The experimental efforts thus naturally triggered
the development of microscopic models of the electron-phonon interaction out of
equilibrium aimed at benchmarking the validity of the assumptions behind the
standard analysis of ultrafast experiments.
A rather general result arising from microscopic models is that, when the
electron-boson coupling is relatively small, the relaxation dynamics is largely con-
trolled by the equilibrium physics, and the relaxation times characterizing the
time evolution turn out to be dictated by the equilibrium scattering rates, com-
puted from the low-frequency limit of the imaginary part of the self-energy. This
observation is crucial to use out-of-equilibrium spectroscopy to extract intrinsic
properties of the materials from the real-time dynamics without assumptions of
specific modeling.
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Most of microscopic studies are based on the simplest model for electron-phonon
interaction, namely the Holstein model
Hˆ = g
∑
i
ni(ai + a
†
i ) + ω0
∑
i
a†iai, (133)
where ni =
∑
σ c
†
iσciσ is the total fermionic occupation of site i, ai and a
†
i are the
annihilation and creation operator for a local bosonic mode on site i. The phonons
are dispersionless Einstein modes and they are coupled with the total charge. The
dimensionless coupling λ can be defined as λ = g2/(2ω0t0). The groundstate of the
model generally undergoes a crossover from a metal weakly coupled to phonons to
a polaronic regime, where the electrons are almost localized by the strong coupling
with the lattice. The crossover occurs for λ ∼1, essentially for every electron den-
sity, when the phonon frequency is smaller than the hopping (adiabatic regime).
A different criterion, i.e., g/ω0 > 1, is required for large phonon frequencies (an-
tiadiabatic regime) [621–623]. In the absence of Hubbard repulsion polarons bind
into bipolaronic pairs which may eventually lead to an bipolaronic insulating state
[624, 625].
Using exact diagonalization Golez et al. [392, 626] have studied the effect of an
impulsive excitation in a one-dimensional Holstein model and otained the scattering
time as a function of the model parameters finding different regimes. For very weak
coupling (λ >> 0.1t0/ω0) 1/τ is linear in the coupling in agreement with the Fermi
golden rule, while it becomes sublinear for λ > 0.1t0/ω0. As mentioned above, the
actual relaxation time is closely connected with the imaginary part of the self-
energy, i.e. with the equilibrium scattering rate. In Ref. 414 a dissipative behavior
is recovered for a single fermion coupled with phonons in one dimension in the
limit of weak coupling and small phonon frequency.
Using the simple Migdal approximation for which the self-energy can be easily
computed [417, 560, 627] it has been shown that the relaxation dynamics can
largely be understood in terms of equilibrium physics, confirming that, at least
within this approximation, the equilibrium scattering rate determines the actual
relaxation dynamics when the system is driven out of equilibrium. The results
have been applied to the understanding of different time-resolved spectroscopies
and led the authors to propose a time-resolved Compton scattering to characterize
the unoccupied states of materials [560].
The relaxation of electron-phonon systems has been explored recently by Mu-
rakami et al. [628] using Dynamical Mean-Field Theory and describing the excita-
tion process as a simple quantum quench, where the electron-phonon interaction
is suddenly switched on from zero to a finite value. Also this study has shown that
different dynamics take place even within the weak-coupling regime, when the sys-
tem is still far from polaronic localization and one might expect that dissipative
effects prevail over intrinsic interactions. For very weak coupling a fast damping
of the oscillations associated to phonon excitation is observed, while the electron
dynamics is much slower. In the second regime of coupling the electron dynamics
becomes faster than the phonon damping, leading to a sort of thermalization. The
behavior is explained in terms of a different dependence on the coupling of the
phononic and electronic self-energies.
The strong-coupling limit has been instead explored by Sayyad and Eckstein [629]
by means of the exact solution of the single-polaron problem which generalized the
equilibrium result of Ref. 621. The authors focused on the adiabatic strong coupling
regime (small phonon frequency, large coupling) where they observed a regime of
coexistence between excited polarons and more itinerant states. Interestingly, the
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phonon cloud seems to be described by a Fermi golden rule even in this strong
coupling regime.
In the presence of strong Hubbard-like repulsion the scenario for electron-phonon
assisted relaxation can change according to the parameters range. Indeed equilib-
rium studies already suggested that strong correlations can strongly affect the
signature of electron-phonon interaction. In Ref. 630 it has been shown that for U
larger than the phononic scales and the kinetic energy, phonon effects are strong
only for high-energy processes (i.e. on short timescales), while the electron-phonon
interaction can be described as an effective non-retarded interaction at low-energy
(long timescales). This is particularly strong at half filling, where Mott localization
takes place, but it also affects strongly correlated metallic states [631].
In Ref. 632 the transfer of energy from electrons to a phononic environment
has been discussed solving the Schro¨dinger equation for many-electron wavefunc-
tions coupled with different kind of vibrations. Werner and Eckstein have shown
that electron-phonon coupling can effectively dissipate the excess of doubly excited
states following a quench of the Coulomb interaction [633]. An electric-field driven
effective enhancement of the electron-phonon coupling in Mott insulators subject
to a DC field with potential implications for photoemission spectra has been also
observed [634].
8. Experimental perspectives
Here we have reviewed the most recent experimental results and theoretical mod-
els for studying the non-equilibrium electronic, optical, structural and magnetic
properties of correlated materials in the sub-picosecond time domain. Although
the main focus was on the prototypical correlated oxides exhibiting the supercon-
ducting and other exotic phases at low temperature, other topical materials, such
as iron-based and organic superconductors, MgB2, charge-transfer insulators and
many others have been mentioned and discussed to some extent. The main con-
clusion of this extended review is quite clear for it shows that the gate toward
novel experiments, concepts and theories is unlocked. As a matter of fact the im-
pressive amount of techniques and experimental data that need to be coherently
understood calls for the development of new theoretical concepts and treatises.
This is particularly pressing for a major revolution has started recently when the
first free-electron laser sources have been used for studying the non-equilibrium
electronic, magnetic and structural properties of the matter. Today it is quite clear
that the possibility of generating ultra-bright and ultra-short light pulses, extend-
ing from the VUV to the hard X-rays region, requires to expand beyond the present
paradigm the numerical and analytic techniques for microscopically treating the
non-equilibrium phenomena. From the present review is undoubtedly emerging that
the ultrafast optical spectroscopy of correlated materials and, more in general, the
non-equilibrium physics in condensed matter represents a challenging new frontier
allowing to picture the transient changes of electronic states and lattice structures,
along with the dynamics of single-particle excitations and collective phenomena.
However, even more challenging is the future possibility to extending to the X-ray
region the coherent and quantum optics studies, at the present possible only for the
spectral regions available by the conventional laser sources. This is quite clear now,
since externally seeded FEL like FERMI have shown the possibility of generating
fully coherent EUV, soft X-ray pulses with a time structure of few tens of fs.
From the time of the exploratory pump-probe experiments, the time-resolved
techniques have revealed in the past thirty years a great potentiality for probing cor-
related electron systems, proving that the ultrafast experiments can provide unique
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information about the gap(s) dynamics, the associated quasi-particle relaxation
and the electron-boson interactions. These findings are opening the road to new
more sophisticated spectral- and momentum-resolved techniques. Non-equilibrium
experiments, as shown here, also led to novel and exotic phenomenological theo-
retical descriptions of the elementary phenomena and to analytical expressions for
evaluating the relaxation times, the amplitude of the optical response, and the laser
fluence dependences. These experiments have been particularly critical for studying
the non-equilibrium properties in cuprates and for triggering significant theoretical
efforts to determine the electron-boson coupling from time resolved experiments
without assuming effective temperature models.
Although the main body of this review is focused to study the non-equilibrium
properties of strongly correlated materials in the limit of small perturbations, we
also bring to the attention of the reader the fact that different excitations can
explore the limits where light pulses can perturb the overall physical properties of
materials unlocking the gate for the ultra-fast control of macroscopic properties of
the material. The fundamental idea is to induce controlled photo-excitations within
time windows shorter than the characteristic times of the relaxation processes.
This will bring the matter into highly off-equilibrium transient regimes. These
regimes are found to have an anomalous energy distribution between electrons,
ions, and spins, possibly resulting in fast changes of the material properties. In
other words the photo-excitation can lead to a highly non-thermal distribution of
energy among the different degrees of freedom and such a transient non-equilibrium
state, eventually enabling the ultrafast light-based control of material properties.
Finally, the recent advances in the production of increasingly short pulses in the
sub-10 fs/attosecond range [33, 34, 635] are expected to open the route to a com-
pletely unexplored physics, in which the temporal resolution is shorter than the
dephasing time of the excited many-body wavefunctions. In this limit, multi-pulse
combinations can be used to implement multi-dimensional spectroscopic techniques
[636] in order to study the fundamental optical dephasing processes in correlated
materials and optically manipulate the macroscopic polarization by creating quan-
tum superposition of many body wavefunctions. At the same time, the possibility
of performing photon-number statistics [637] in pump-probe experiments could un-
lock the gate to novel approaches to track the fluctuations of the atomic positions
or of other degrees of freedom that can couple with the electro-magnetic field.
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