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はじめに 
発電所や石油化学プラント、鉄道などの産業インフラ設備や生産設備においては、古く
から CPU が用いられてきた(1), (2 )。1990 年代後半より近年まで、CPU は半導体技術の発
展 に基 づくクロック周 波 数 の上 昇 により処 理 能 力 が向 上 したが(3)、CPU の基 本 構 造 が変
わらないため既存プログラムを流用することができた。その結果、産業用コントローラは既存
の資産を活かしながら新しく開発された高性能 CPU を用いることで、より複雑な制御機能
に対応できた。新型 CPU の登場サイクルが数年という短期間でも、産業用途において重
要な 20 年以上の長期保守や継承に問題は生じてこなかった。 
近年、CPU のクロック周波数は上限に達し(4) , (5 )、性能向上の手段としてマルチコア化が
主流である。マルチコアの CPU を使うためには分散処理型プログラムに作り直すことや、マ
ルチコアを１つのコアに仮 想化 するミドルウェアの搭 載などのシステムの再 開 発が必 要であ
る(6)-(12)。あるマルチコア CPU で再 開 発 を実 施 しても、数 年 で新 たな構 造 のマルチコア
CPU に対して再開発を繰り返さなければならない。これは事業者の大きな負担やリスクとな
り、制御システムが進化する上での障害となってきている。 
この問題に対し FPGA（Field Programmable Gate Array）が注目されている(13)。FPGA
は内部記述言語（HDL: Hardware Description Language）が機種に依存しないため、後
継の FPGA 製品に容易に継承できる。しかし、次の２つの問題のため産業用コントローラの
CPU の代替としての活用は進んでいない。 
産業用コントローラでは、設備現場での試運転によって制御ロジックやパラメータの 適
化 を行 う。FPGA は小 さな変 更 でも内 部 回 路 全 体 の信 号 タイミングの変 化 が伴 うため、事
業 者 としては試 運 転 段 階 での内 部 回 路 全 体 に及 ぶ変 更 は許 容 し難 い。制 御 回 路 やパラ
メータの部分的な変更が FPGA の回路全体に影響を及ぼすことが第一の課題である。 
第 二 の課 題 は機 能 安 全 への対 応 である。LSI のパターンピッチは微 細 化 し、地 上 にお
いてもソフトエラーの影 響 を考 慮 する必 要 がある(14)。FPGA で高 い SIL（Safety Integrity 
Level, 安 全 完 全 性 ）(15)を達 成 する技 術 が明 確 でないことである。以 上 ２つの課 題 を解 決
する FPGA を用いた産業用コントローラの実現は、きわめて早急に対応すべき重要なテー
マである。 
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そこで本論 文では、前 述の課 題を解 決するため、FPGA を用いた産 業 用コントローラの
ための新しい動作原理 TDB（Two Dimensional Bus）を提案し、処理性能をシミュレーショ
ンにより明らかにし、実際の発電プラントへの応用を想定した能力評価 を行った。また高い
SIL の達成には不可欠な多重化した FPGA 回路の多様性を生み出すために新しい手法
DTM（Diverse Technology Mapping）を提案し、効果をシミュレーションにより明確にした。
後に TDB および DTM を備えた産業用コントローラの新しいアーキテクチャ SGC（Safety 
Green Controller）を提案し、国際規格に基づく評価を行い、実現性と信頼性を明らかに
した。本論文にて提案する SGC の基本原理である TDB は前述の課題を解決するだけで
はなく、近 年 の制 御 システム設 計 には不 可 欠 なモデル言 語 での複 雑 な制 御 回 路 設 計 に
適している。さらに DTM は多様性のある FPGA 回路の作成に掛かる作業コストや製造コス
トを大幅に削減する効果がある。 
第１章は緒論である。産業用コントローラの種類や、CPU とともに発展してきた歴史や背
景を整理する。現代の産業用コントローラに必要な機能や課題について述べ、CPU による
産業用コントローラの問題点や FPGA が有用な点について述べる。 
第２章は TDB アーキテクチャについて述べる。TDB の基礎となる高位合成による FPGA
回 路 の生 成 について示 し、モデル言 語 で記 述 された制 御 回 路 を並 列 演 算 するための条
件を明らかにする。また TDB アーキテクチャを FPGA シミュレーションによって処理性能を
評価し実用性について論じる。 
第３章は DTM について述べる。試験および評価では、DTM によって生成した演算回路
にエラーを発生させ、その効果を評価した。FPGA の動作周波数をオーバークロックするこ
とで環 境 からのストレスによる回 路 エラーを模 擬 し、多 様 性 の効 果 を評 価 する手 法 を採 用
した。この結果、DTM 手法によって共通要因故障が低減し、MTBF が改善することを明ら
かとなった。 
第４章は TDB および DTM を組み合わせ、自己診断機能を持つ多重化産業用コントロ
ーラのアーキテクチャ SGC の提案とその評価について述べる。ここではシステムの潜在故
障 の低 減 がシステムの不 動 作 確 率 （PFH）の低 減 に不 可 欠 であることを示 し、本 論 文 で提
案する多重自己診断の手法が高い安全完全性を達成することを論じる。 
第５章はまとめである。本研究を総括し、今後の展望について述べる。 
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第 1 章 緒論 
1.1 まえがき 
 様々なタイプの産業用コントローラが古くから CPU を用いて実現されてきている。本章で
は産 業 用 コントローラにはどのような種 類 があり、どのような機 能 が求 められているのか、
CPU の能力の向上の歴史を踏まえて整理する。またそのうえで産業用コントローラと CPU
が直面している問題を明確にし、FPGA が有 利な点について述べ、本論 文の目 的を示す。 
1.2 産業用コントローラの種類 
産業用コントローラとは、プラント、工場設備、鉄道および自動車など、信頼性を重視す
る機械 製 品 で搭載される制御システムである。産業 用コントローラはハードウェアの特徴 や
制御を記述 する言語によって下記 3 つに分類できる(16)-(27)。Ⅰ型Ⅱ型Ⅲ型とは、本論文
での便宜的 な呼称である。大規模 な設備では制御対 象の機械や設 備 の特性に応 じ各型
を組み合わせて使用する(1) , (2 ) , (28 )-(33)。 
Ⅰ型 機械制御コントローラ（自動車・ロボット・医療機器・エンジン） 
特徴：専用ハードウェア、モデル言語、プログラム言語 
Ⅱ型 シーケンス制御コントローラ（昇降設備、信号、輸送ライン） 
特徴：汎用ハードウェア（PLC）、ラダー言語 
Ⅲ型 プロセス制御コントローラ（石油化学・薬品・熱サイクルプラント） 
特徴：汎用ハードウェア（DCS）、FBD 言語 
PLC (Programmable Logic Controller)とは、生 産設 備や機 械制 御で使 用される汎 用
の産業用コントローラ製品の総称である。DCS (Distributed Control System) とは、石油
化 学 などプロセス制 御 で使 用 される産 業 用 コントローラ製 品 の総 称 である。たとえば火 力
発電 所では、ガスタービンやコンプレッサなどの回転 機 械はⅠ型の産業 用コントローラによ
り回 転 数 制 御 を行 い(34)、熱 エネルギーを蒸 気 に変 換 する熱 サイクルプロセスはⅢ型 を用
いて温度や圧力流量の制御を行う(35)- (38 )。 図 1-1 は発電プラントの制御システムの構成
例である。ラダー言語および FBD（Function Block Diagram）とは、産業用制御装置の制
御回路を記述するための専用言語である。 
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風 力 発 電 では、翼 角 度 ・方 位 はⅠ型 の産 業 用 コントローラによって絶 えず変 化 する風
速 や風 向 に対 したピッチ制 御 を行 い(39) , (40)、発 電 機 と電 力 系 統 との接 続 など電 気 機 器 の
制御にはⅡ型を用いる(41)。図 1-2 は風力発電設備の制御システムの構成例である。 
再 生 可 能 エネルギーに不 可 欠 なリチウムバッテリーでは、電 力 平 滑 化 制 御 はⅠ型 のコ
ントローラで実 施 されるが、電 力 量 や発 熱 を監 視 し冷 却 や蓄 電 を抑 制 する制 御 回 路 はⅢ
型 のコントローラが用 いられる(42)。データセンターの冷 却 設 備 ではⅡ型 およびⅢ型 の産 業
用コントローラが用いられている(43), (44 )。図 1-3 はデータセンターなど、建築物の空調設備
の制御システム構成例である。 
近 年 、より効 率 の良 い電 力 管 理 や熱 制 御 のために、データセンターの負 荷 をモデル化
した 適 制 御 が適 用 されることがある。このような場 合 では専 用 のハードウェアを用 いたⅠ
型 の 産 業 用 コ ン ト ロ ー ラ を 使 用 す る (45) (46) 。  パ ソ コ ン が 高 機 能 化 し た た め 、 SCADA 
(Supervisory Control And Data Acquisition)によって低価格な機材で制御システムを構
築するパソコン計 装という製 品 群 があるが、機 能としてはⅡ型 またはⅢ型 に類するものであ
る(47)。SCADA とは、 PLC からのデータを表示し操作を行うパソコンソフトウェアである。こ
れらの産業用コントローラは、用途 の違いやハードウェアの違いはあれども、いずれも CPU
を用いた制御演算ユニットを持つ(1), (2 ) , (47)。 
ここで CPU とは記憶メモリから命令や値を読み取り逐次実行しその結果を再び記憶メモ
リに保 存 することを繰 り返 すことで、既 定 の処 理 を実 行 する処 理 ユニットの一 般 をさす。Ⅱ
型 の製 品 はラダー言 語 を演 算 するための専 用 プロセッサを採 用 するケースもあるが、ラダ
ープログラムを専用コードに変換し逐次 実行する構造のため、CPU に類するものと考えて
よい(32)。産業用コントローラは逐次実行型の CPU に大きく依存している。カルマンフィルタ
など現代制御理論に基づく機械制御の適用分野の拡大は、CPU の処理能力向上に負う
ところが大きい。 
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図 1-1. 発電プラントの制御システム構成例 
図 1-2. 風力発電設備の制御システム構成例 
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1.3 CPU の歴史と産業用コントローラの変遷 
産業用途で使用に適した量産性と低価格を備えた CPU 製品の歴史と制御システムの
発展への影響を示す。 初の CPU 製品として、1960 年代のインテル社の 4 ビット型 CPU
の 4004 が代表的である。CPU が一度に処理できるビット長と命令実行のサイクルのクロッ
ク周波数（以下クロック）で CPU の性能を示したものが表 1-1 である。 
 
 
 
 
 
 
 
 
 
 
図 1-3. ビル空調設備の制御システム構成例 
表 1-1. 代表的な量産 CPU の処理データ長と動作周波数 
Intel® CPU Data Sheet 
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4 ビット～８ビットの CPU は主にディスクリート制御に用いられていた。ディスクリート制御
とは、AND および OR などの論理演算で表現される制御手法である。ポンプやファンなど
電 動 機 械 を起 動 停 止 する制 御 が代 表 的 である。CPU が登 場 する以 前 は電 磁 リレーを用
いて実現していた。1970 年代に 8 ビット CPU が商用化されたことが国内外で PLC が製
品化されたことにつながる(1) , (2 ) , (47 )。1980 年代に 16bit の CPU が登場したことにより、プロ
セス制 御 で必 要 な信 号 精 度 のアナログ信 号 処 理 ができるようになり、積 分 や微 分 を離 散
演 算 で行 う産 業 用 コントローラが製 品 化 され始 めた(1)。この段 階 ではまだ、１つまたは２つ
の計 測 信 号 で１つのアクチュエータを制 御 する単 一 のフィードバック制 御 （１ループ制 御 と
呼称する）に適用されていた。1990 年代になり、制御システム同士が通信を介して結びつ
き、設 備 全 体 を分 散 制 御 （または協 調 制 御 ）することが可 能 となった(48) , (49 ) , (50 )。このような
分散型制御システムを DCS と呼ぶ(2), (33 )。 
1.4 産業用コントローラの要件 
産 業 用 コントローラは対 象 機 械 や電 力 設 備 の動 特 性 モデルに基 づいた 適 制 御 や、
分 散 した産 業 用 コントローラ同 士 の協 調 制 御 など高 機 能 化 を進 めている(51)- (53 )。現 代 の
産 業 用 コントローラは大 容 量 の計 算 処 理 能 力 を必 要 としている。様 々な機 械 製 品 や設 備
に使 用 されるため、求 められる処 理 能 力 に大 きなスケーラビリティが求 められることは近 年
の特 徴 である。たとえば大 規 模 な熱 サイクルプラントでは、１つの制 御 システムが処 理 をす
る計 測 信 がアナログで数 千 点 に上 る場 合 もある一 方 、内 蔵 機 械 ごとにコントローラを分 散
する自動車では、１つの産業用コントローラあたり 10 点未満の計測信号だけを扱うケース
もある(2), (33 )。様々なものが CPU で制御され通信で接続される生産現場では、すべてのセ
ンサーや機 械 が互 いに連 携 することを目 指 している(54), (55 )。このため、産 業 用 コントローラ
用の CPU は大小さまざまなラインナップが必要になっている。例えばルネサス社の RX シリ
ーズは処理能力メモリ容量などで数十の選択肢がある(56)。 
また産業用制御システムは FBD 言語およびラダー言語など C 言語のような汎用のプロ
グラム言語ではなく、PLC や DCS 製品ごとに搭載されている専用の制御記述言語をもち
い て 制 御 回 路 を 設 計 す る こ と が 一 般 的 で あ る 。 ま た 近 年 で は モ デ リ ン グ 言 語 で あ る
MATLAB や Simulink で記述するケースも増加している。これらも CPU の高性能化によっ
て一般化してきた。図 1-4 は、(a)FBD 言語および(b)ラダー言語の記述例である。 
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次に制御システムに必 要な機 能について整理 する。1990 年代は産業 用コントローラの
制御回路は、Fortran 言語や C 言語など、アルゴリズムを直接プログラムで記述することが
主 流 であった。制 御 論 理 の設 計 者 はソフトウエアプログラマを兼 ねていた。産 業 用 コントロ
ーラの適用範囲の拡大やモデルベース設計の必要性から、FBD および MATLAB などの
ブロック図 による制 御 記 述 一 般 化 してきた。現 代 では制 御 論 理 を構 築 する技 術 者 が直 接
プログラム言 語 を使 用 することは、事 業 の現 場 では極 めてまれなケースである(32) , (57 )-(59 )。
産業用コントローラを使用する現場で制御回路を変更する場合には C 言語のコンパイラを
使 用 せず、制 御 記 述 言 語 による修 正 をオンラインで産 業 用 コントローラにダウンロードする
(60)。 
1.5 国際規格機能安全と準拠の必要性 
設 備 や機 械 が身 体 や環 境 へダメージを与 えるリスクを低 減 するための準 拠 事 項 として、
ISO 12100(26)が国際貿易の基本規格として採用されている。日本でも日本工業規 格 JIS 
B 9700（機械類の安全性−設計のための一般原則−リスクアセスメント及びリスク低減）とし
て制定されており、機械製品が準拠すべき基本規格（タイプ A 規格）として取り扱われてい
図 1-4.記述例 
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る。欧州では CE マーキング機械指令（CE Marking Machinery Directive 2006/42/EC）
において必 須 の規 格 として制 定 されており、欧 州 市 場 で流 通 するすべての機 械 製 品 が準
拠する必要がある。 
本 規 格 は工 業 製 品 が及 ぼす影 響 についてリスク分 析 し、その軽 減 対 策 を設 計 に組 み
込むことをもとめている。万一事 故が発生した際 には、その開発設 計プロセスにおけるエビ
デンスを製造物責 任法 （Product Liability Law）に基づき裁判所に提 示することが求めら
れ る 。 本 規 格 で は 、 物 理 現 象 や 自 然 法 則 に 基 づ く 対 策 を 第 一 に 求 め る 。 本 質 安 全
（Inherent Safety または Intrinsic Safety）および本質安全的安全（Inherently Safety）と
呼 ばれる安 全 対 策 である。前 者 は主 に対 象 のエネルギーレベルの低 減 や、そもそもの危
険 減 の除 去 などの対 策 を指 す。列 車 衝 突 事 故 の回 避 のために踏 切 をなくして立 体 交 差
にするような対 策 が本 質 安 全 対 策 である。後 者 は危 険 な状 態 や災 害 の発 生 リスクを低 減
する方 策 である。たとえば湿 式 スプリンクラーのように熱 源 によって金 属 が溶 融 し止 水 弁 が
開くなどが本質的安全対策である。また発電用蒸気タービンでは、タービン回転数が危険
な領 域 に至 らないように、機 械 式 オーバスピードトリップ装 置 を回 転 軸 に取 り付 けることが
国 際 的 に取 り決 められている。これは、バネの力 に抗 した鉄 製 のピンが遠 心 力 によって飛
び出すことで、ある回転数以上になるとエネルギー源である蒸気弁を閉止する機械装置で
ある。これは本質 的 安全 対策である。本 質的 安 全は、原 理 が確 認された後は装置 や材 料
の品 質 が適 切 であれば、製 品 単 体 個 々の安 全 性 は同 水 準 で担 保 できると考 える。このた
め、製作時の品質管理（Quality Control）が重視される。 
一 方 で本 質 安 全 および本 質 的 安 全 の対 策 は一 般 的 に製 品 の製 造 コストや保 守 コスト
が大きくなる問題がある。また自動車の自動運転のように本質的安全対策が難しい製品も
増 加 している。またコンピュータおよびセンサー、A/D コンバータなどの電 子 デバイスの高
性 能 化 、低 価 格 化 や小 型 化 も理 由 となり、電 子 デバイス特 にコンピュータによる安 全 保 護
や制御の仕組みが一般化してきた(21), (22 ) , (26 )。たとえばインバータモータなどの電気動力製
品 において、ヒューズによる電 流 制 限 の方 法 では、製 品の大きさや定 格 によって数 段 階 の
ヒューズを在 庫 として保 有 し組 み合 わせることが必 要 である。これが電 子 デバイスによる計
測 とソフトウェアによる保 護 の仕 組 みであれば、モータの定 格 や出 力 に大 きな影 響 を受 け
ず、共通の保護装置のソフトウェアパラメータの変更で適用が可能になる。物理的なヒュー
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ズは設 置 せず、モデル計 算 によって推 定 されるデータに基 づき産 業 用 コントローラが判 断
し、運 転 動 作に制 限を加える手 法 が一 般 的 になってきた(29), (61 )。これは共 通 部 材による在
庫圧縮の効果がある。前述の蒸気タービンでは、機械式オーバスピードトリップ装置は、動
作 確 認 試 験 を行 った後 は、一 旦 タービンを完 全 冷 却 し該 当 部 分 の適 切 な復 帰 を確 認 す
るなどの保守作業が必要である。一方、電子ピックアップによる電子式オーバスピードトリッ
プ装 置 であれば、動 作 の確 認 後 はすぐにシステムをリセットし、短 時 間 の保 守 作 業 のあと
直ちに運用に移ることができる。図 1-5 は機械式及び電子式のオーバスピードトリップ装置
の構 造を示 している。鉄 道の信号システムも、従 来のような電気 回 路によるフェールセーフ
構 造 だけではなく、通 信 など電 子 デバイスを介 在 させたシステムが不 可 欠 になりつつある
(62), (63 )。 
このようなメリットの一 方 、コンピュータを用 いた制 御 や保 護 の仕 組 みは本 質 安 全 および
本 質 的 安 全 の仕 組 みに比 して、２つの観 点 で脆 弱 性 を持 つ。１つはシステマティック故 障
（系 統 故 障 ）が発 生 する余 地 が大 きいことであり、もう１つは電 子 デバイスのランダムハード
ウェア故障の発生の影響を確定的に論じることが難しいことである。 
 
 
  
図 1-5. 蒸気タービンのオーバスピードトリップ装置 
Mechanical Over Speed Trip 
電磁式ピックアップ  
回転数カウント（PLC）  
電磁弁 
Electrical Over Speed Trip 
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システマティック故 障 は人 による作 業 の間 違 いが影 響 する。使 用 する電 子 デバイスの選
定 間 違 いなど設 計 作 業 上 の間 違 いや、プログラムなどソフトウェアのバグなど記 述 間 違 い
によって発生する故障が該当する。国内自動車メーカが米国で起こされた訴訟では 25 万
行の C プログラムが対象となった(85)。エンジン制御やロボット制御では安全性にかかわる
制御プログラムは大規模化しており、一旦制作したあとからプログラムを解析し問題点を発
見 することは極 めて困 難 である。システマティック故 障 を低 減 するため、ソフトウェアだけで
はなくハードウェア回路 の設 計も含 め、様 々な開 発 手法 や検 証 手法 が用いられているが、
いずれも様 々な設 計 プロセスを経 てのちプログラミングを実 施 する。そのほかプログラムに
発生したバグの影響が全体に波及しないよう、メモリや CPU の処理時間を分離独立させる
ような構 造 的 な方 策 も用 いられる。いずれもプログラミング段 階 ではなく、開 発 開 始 時 の設
計 のルールの明 確 化 やその準 拠 、基 本 的 な構 造 設 計 （アーキテクチャ設 計 ）が、システマ
ティック故障への主たる対策となる。 
ランダムハードウェア故障は、ノイズや素子の劣 化および半 導体素 子へのソフトエラーな
どが要因となる。コイルや抵抗コンデンサのような部品では、ランダムに発生する故障といえ
ども、故 障 発 生 時 の影 響 が確 定 的 である。たとえば炭 素 系 抵 抗 素 子 であれば、ショートモ
ード（短 絡）、オープンモード（断 裂 ）が主な故 障モードであるため、それが発 生 した時 の影
響を回路で特定することが容易である。このような分析を FMEDA（Failure Modes Effects 
and Diagnostics Analysis）と呼び、この作 業 の結 果を踏 まえ、故 障時 の影 響を局 所 化す
る回 路 や自 己 診 断 の仕 組 みを搭 載 する。故 障 時 の対 策 は、あらかじめ回 路 設 計 やソフト
ウェア設 計 に組 み込まれておく必 要がある。プラント制 御 に用いる制 御 システムでは、CPU
や FPGA のほか入出力装置や通信 I/F なども含め数千点の電子デバイスを使用する。一
般に現実の商品開発においては基板サイズや CPU の処理能力に余裕は設けない。これ
らの故 障 の影 響 を極 小 化 する機 能 は回 路 設 計 の初 期 段 階 で計 画 しておかなければ、製
品量産の段階で、後から組み込むことは極めて困難である。 
このようにコンピュータを用いた制御や保護の仕組みは、本質安全および本質的安全と
は開 発 設 計 のプロセスが異 なる。安 全 性 を担 保 するための対 策 は製 作 段 階 や製 造 品 質
の管 理 だけではなく、構 想 設 計 など開 発 初 期 段 階 からの人 的 ・組 織 的 な準 備 や技 術 検
討 が重 視 される。このようなコンピュータを用 いた制 御 や保 護 の仕 組 みの開 発 から製 造 や
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将 来 の保 守 までの要 件 をまとめた国 際 規 格 が機 能 安 全 規 格 である。機 能 安 全 規 格 は、
IEC 61508(15)を基本 規 格として様 々な分野のセクター規 格に広がっている。セクター規格
とは基本規格に基づき、特定の製品分野に特化した条項が追加され整理された規格であ
る。図 1-6 はセクター規格の例である。 
機能安全規格 IEC 61508 は 2000 年に初版が発行されたが、航空宇宙分野の規格や、
原子力発電 所の規格、鉄道規格、燃焼や高温高圧を扱うプロセスの規格など、それ以前
から欧 米 で蓄 積 されてきた産 業 分 野 の安 全 システムの規 格 を網 羅 し整 理 する形 で制 定 さ
れた。例えば現代の欧米をはじめ関連の各国での鉄道建設では、RAMS 規格（Reliability, 
Availability, Maintainability and Safety）と呼ばれる規格群（EN 50129 など）への準拠が
求められる。それは IEC 61508 のセクター規格である。また乗用車では ISO 26262 への準
拠が義務づけられるが、これも IEC 61508 のセクター規格である。 
IEC 61508 およびセクター規格は、前述の ISO 12100 と同様欧米市場に輸出する際に
は不可欠な規格になっている(15) , (17 )-(25 )。たとえば冷凍食品の陳列ケースなどのような商用
家電に使用されるインバータモータを例とすると、欧州への輸出で取得が必要な CE マー
キングでは IEC 60335 という機 能 安 全 のセクター規 格 への準 拠 が該 当 する。また米 国 も
UL マークがなければ米国に持ち込むことができないが、同様に IEC 60335 と同内容の 
UL 60335 への準拠がなければ UL マークを取得できない。すなわち税関を通過できない。 
 
 
 
 
 
 
 
 
 
 
図 1-6. 機能安全基本規格 IEC 61508 とセクター規格 
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商 品 の機 能 や意 匠 デザインおよび価 格 における競 争 力 は商 品 販 売 に不 可 欠 であるが、
一 定 規 模 の動 力 やエネルギー源 を持 つ機 械 製 品 では、安 全 保 護 の仕 組 みに機 能 安 全
規 格 への準 拠 がなければ、輸 出 そのものができない分 野 が広 がっている。より効 率 的 な機
能安全への準拠の仕組みやアプローチが求められる。本論文で主たるテーマとして取り上
げる背景である。 
機 能 安 全 規 格 はいずれも、ＳＩＬ（Safety Integrity Level）という指 標 を用 いて、安 全 や
保護の機能が持つべき信頼性の程度を表す。必要な SIL のレベルは設備や機械のリスク
分 析に基づくが、その評 価 方法は分 野ごとに異 なるためセクター規格 の中で取り扱 われる。
たとえば石油化学プラント分野で適用される IEC 61511 では、図 1-7 のようなマトリクスと
HAZOP（Hazard and Operability Study）という手法が用いられる。HAZOP は対象のプラ
ントプロセスの温度や圧 力、流 量などに注目し、その値が正常な状態 から極 端に逸脱した
状況を網羅的に想定し評価する手 法である。ガイドワードと呼ばれる単語群を用いて異常
な状況を洗い出してゆく。ガイドワードとは、「None」「Less」「More」「As Well as」「Reverse」
などの言 葉 を、プロセスの物 理 量 の異 常 状 態 に結 び付 けた連 想 を用 いて、実 際 に発 生 し
うる危 険 な事 象 を洗い出 す手 法 である。その作 業を繰 り返 し、災 害 に結 びつく項 目 があれ
ば何 らかの設 計 変 更 や保 護 機 能 での対 策 を規 定 する。その危 険 な状 況 一 つ一 つに対 し
て、過去の経験や同業種の事故事例などから、マトリクスのスコアを設定し必要な SIL の値
を決定してゆく。ポンプやタンク、熱交換器などすべてのプラント機器に出入りするプロセス
媒 体 の特 性 量 を網 羅 的 にチェックするため、その作 業 量 は数 カ月 に及 ぶ膨 大 な量 になる
こともある。 
 
 
 
 
 
 
 
 
図 1-7. IEC 61511 のおける SIL の決定マトリクス 
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リスクそのものの数学的な意味はあまり重要ではない。産業用インフラの設備では、災害
リスクは甚大なため SIL2 または SIL3 の領域となることが一般的だからである。重要な点は
SIL が設備全体に一律に与えられるものではなく、膨大な作業量のリスク分析の結果に基
づき設 定 された保 護 機 能 個 々に与 えられるというプローチにある。抽 出 したリスク分 析 とそ
こから得 られる保 護 機 能 項 目 の網 羅 性 が低 ければ、設 備 や機 械 の安 全 性 を高 めることが
できない。このため、国 際 規 格 の評 価 においてはリスク分 析 に関 するエビデンスの提 出 を
求 めることがある。この初 期 のリスク分 析 の網 羅 性 が低 ければ、もしくはそのリスク分 析 のエ
ビデンスが残っていなければ、そのあとの安 全 性設 計 のすべての評 価が停 止されるほど重
要 な前 提 となる作 業 である。ここで求 められるエビデンスとは、リスク分 析 の結 果 「クリティカ
ルだ」と評 価 した項 目 だけの一 覧 ではなく、抽 出 過 程 で網 羅 したイベントや想 定 事 象 のす
べての項目とその評価記録である。 
設 備 や機 械 のリスク分 析 と同 様 、保 護 システムそのものの障 害 解 析 も網 羅 的 に行 うこと
が求 められる。抵 抗 器 やコンデンサなど安 全 機 能 に関 係 するすべての電 子 デバイスの故
障モードを列記し、すべての故障 モードについてシステムが担う安全 や保護の機 能に与え
る影響を分析する作業 FMEDA の実施が必要である。その結果に基づき、システムの安全
機能が動作しない確率（平均的な危険側不動作確率）を計算する。 
この網羅的なリスク分析のアプローチは過去の経験や事故事例の対策の蓄積や、技術
者個人の改 善活動に基 づく日本の安全設 計アプローチと異なるが、現在の国 際 的な取り
決 めのトレンドである。機 能 安 全 規 格 のみならず、制 御 セキュリティ規 格 などでも同 様 なア
プローチを規 定 している。これは変 化 や進 化 が急 激 で激 しい電 子 デバイスを用 いたシステ
ムによって安 全 を担 保 するためには、過 去 の経 験 を踏 まえたうえで、対 象 のシステムを網
羅 的 に解 析 することが大 切 であると考 えるからである。このようなアプローチが日 本 の従 来
のアプローチよりも優 れているかどうかは別 として、国 際 貿 易 においては、このようなアプロ
ーチと実施した証明（エビデンス）がなければビジネスができないのが現実である。これが鉄
道 や航 空 機 のような設 備 から、ロボットなどの産 業 用 機 器 や、商 用 家 電 、医 療 機 器 にまで
広がっている。スケーラブルな機能 安全対策の産業用コントローラのアーキテクチャを本論
文にてとりあげる背景である。 
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以上の現 代 の産業用コントローラに求められる要件を整 理 すると以下 の４つの観点にま
とめることができる。 
（１） 高度な制御理論の実現のための、大容量の計算処理能力。 
（２） さまざまな規模に適用できるスケーラビリティ。 
（３） モデル言語での制御回路設計保守。 
（４） 機能安全への対応。 
1.6 産業用コントローラにおける CPU の問題 
上記のような要件を満たす産業用コントローラの演算処理装置として CPU が現在も使
われている。本節では現 代の CPU が産業用コントローラの演算処理 装 置として大きな問
題を抱えている点を指摘する。 
1980 年以降 30 年間以上、主に動作クロックの周波数を上昇させることで CPU の性能
は向 上 してきた。これは産 業 用 コントローラの基 礎 的 なプログラムは変 更 する必 要 なく、新
たな機能が追加できることを意味する。これまでの CPU 性能向上のアプローチは、産業用
コントローラにとってとても望 ましいアプローチである。なぜならば、産 業 用 コントローラは長
期の保守保全や維持が必要であるが、1980 年代の CPU のプログラムも、2010 年に登場
した CPU で容易に動作させることができる。ソフトウェアの継承性の良 さが産業用 コントロ
ーラの分野で CPU の適用が拡大した大きな要因である。 
近 年の CPU のコア当 たりの動 作 クロック周 波 数は数 GHz で上 限に達している(3) , (4 )。
CPU の性能向上は動作クロックの周波数ではなく、1 つの CPU に搭載されるコアの数の
拡張によってもたらされている(3) , (4 )。図 1-8 は CPU の周波数の向上のカーブとコア数の推
移である。コア数による CPU の機能向上の戦略は産業用制御システムのコントローラに使
用 するうえで、いくつかの問 題 を発 生 させている。第 一 は発 熱 の問 題 である。能 力 の高 い
マルチコア CPU の発熱は極めて高い。CPU の電力消費について、様々な解決方法が提
案されてはいるものの冷却機構が不可欠である(43)-(45)。産業用制御システムでは長期のメ
ンテナンスフリーが必 要 だが、エアコンなどの冷 却 機 構 は定 期 的 な保 守 や部 品 交 換 が必
要でありメンテナンスフリーの障害となる。 
第二にマルチコア化による産業用コントローラの複雑化である(6), (7 )。たとえば、風力発電
設 備 の場 合 、落 雷 や系 統 事 故 によって系 統 と切 り離 されるタイミングと、回 転 トルクを遮 断
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するタイミングと同 一 にする必 要 がある。このタイミングのずれは機 械 本 体 に大 きな物 理 的
なストレスとなり機械機構の破壊につながる可能性がある(8)。このため、制御システムは、ハ
ードウェア、OS およびアプリケーションにわたって、詳 細 なタイミング設 計を行 うことが不 可
欠である。マルチコア CPU の場合、マルチコアを正確に動作させるプログラムの記述は極
めて難しい(8)-(12 ) , (64) , (65) , (66 )。マルチコアのアーキテクチャ毎に処理の優 先順序や内 部バス
の使 用 の優 先 順 位 の決 定 アルゴリズムが異なるため、専 用 の命 令 を使 用 することや、それ
ぞれの構 造 に基 づいたプログラム設 計 が必 要 だからである。このため複 数 のコアを仮 想 的
に 1 つのコアにみなせる仮想化ミドルウェアを搭載したり、専用のリアルタイム OS を搭載し
たりすることで、制御システム設計者の負担を軽減する方策を取らざるを得ない(67)- (69 )。 
システム内 部 に複 数 のミドルウェアが介 在 する構 造 は開 発 にかかる負 担 を軽 減 する一
方 で、システムの動 作 を詳 細 に解 析 することを困 難 にしている。産 業 用 コントローラでは、
品 質と信 頼 性および長 期の連 続 稼 働 性の確 保 ため、可 能 な限 りホワイトボックス化 を求め
る。ミドルウェアが多 く存 在 し構 造 が複 雑 なマルチコアは、産 業 用 コントローラとして扱 うに
は制御関連事業者にとってとても負担が大きい。 
 
 
 
 
 
 
 
 
 
 
 
 
 
図 1-8. CPU 動作クロック周波数とコア数の推移 
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第三にマルチコア CPU の製品アーキテクチャ変化のサイクルが短いことである。マルチ
コアのアーキテクチャは製品ブランドによって大きく異なる(10)。 CPU 型式を変更する都度、
マルチコア相互の連携を CPU の構造に沿ってソフトウェアを再設計しプログラムコードを生
成しなければならない。またマルチコア CPU の実現方法には多様性があるため、CPU 内
部 のアーキテクチャには様 々なものが製 品 化 されている。さらに一 つのアーキテクチャが継
続して製品化される期間が極めて短い。CPU の上で動作するプログラムコードが短期間で
再利用できず再設計を余儀なくされること、すなわちソフトウェア資産が継承できないことは、
産業用コントローラを扱う現場では極めて大きな問題である。 
以上のことをまとめる。産業 用コントローラに今 後も CPU を適用し続 けた場合、以下の
問題が避けられない。 
（１） 発熱が極めて高い。サーバ向け CPU が主流。冷却機構の維持が必要。 
（２） 周波数限界によるマルチコア化。仮想化等複雑さ増。解析が困難。 
（３） 製品のアーキテクチャ変更サイクルの短期化。ソフトの継承が困難。 
今 後 、自 動 車 の自 動 運 転 など、さらに多 くの分 野 で産 業 用 コントローラに役 割 が広 がり、
高性能な制御や保護の仕組みが必要となる。CPU に依存せず、発熱が低くスケーラビリテ
ィに富 み、そして長 期 のアーキテクチャの継 承 が可 能 な産 業 用 コントローラを実 現 すること
は、制御対象の分野を超えた緊急かつ重大な課題である。 
1.7 FPGA の可能性 
近年、産業用電子デバイスに FPGA の適用が広がっている(70)-(72)。FPGA に次のような
特徴があるからである(73)- (75 )。 
（１） 発熱が小さい。単位ロジックあたりの消費電力が低下しつづけている。 
（２） 構造が単純。大小さまざまな製品がある（スケーラビリティが高い）。 
（３） 製品間の言語継承性が高い。長期の保守や維持が可能である。 
たとえば Xilinx 社の FPGA は単位ロジックあたりの消費電力だけではなく、単位ロジック
当たりの価格も低下している。図 1-9 は Xilinx 社が公開している自社製品の性能や消費
電力などの推移である。縦軸は 1990 年時点の性能数値を１とした相対指標である。 
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図 から明 らかのように、ロジック回 路 の搭 載 量 と処 理 速 度 は増 加 している。今 後 も性 能
向 上 を期 待 できる。消 費 電 力 量 は低 下 している。産 業 用 制 御 システムにとって熱 処 理 は
極 めて大 きな問 題 である。発 熱 が低 ければ、ファンや冷 却 設 備 など定 期 的 なメンテナンス
が必要な機械機構を備える必要がなく、長期の運用や稼働 率の向上に有利だからである。 
さらに FPGA は HDL という言語を用いることで、製品タイプや製造メーカに依存しないシ
ステム開発が可能である。HDL (Hardware Description Language)とは、 FPGA の接続回
路の設定データを作成するための記述言語である。この特徴により FPGA は前節で示した
CPU の問題を解決する可能性がある。FPGA で産業用コントローラを構築できれば、CPU
に依存せず長期的な製品維持と処理能力の向上を両立することができると期待できる。 
なお、FPGA の一部の製品では FPGA の論理ブロックの中に、CPU コアと同様な機能
ブロックを搭載したものがある。そのような内蔵演算コアは、CPU 同様に性能向上をマルチ
コア化により実現しているため、第 1.5 節に示したマルチコア CPU に関する課題は解決さ
れない。これに類する FPGA の利用形態はここでは CPU と類似の問題を持つため、前述
の課題の解決策とはならない。 
 
  
図 1-9. FPGA の性能や消費電力等の推移 
Xilinx® Data Sheet 
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1.8 FPGA を産業用コントローラに適用するための課題 
前節では CPU の代替として FPGA が有望であることを述べたが、FPGA を産業用コント
ローラに適用するにはいくつかの課題がある。産業用コントローラに必要な要件は第 1.4 節
より以下の４点である。 
（１） 高度な制御理論の実現のための、大容量の計算処理能力。 
（２） さまざまな規模に適用できるスケーラビリティ。 
（３） モデル言語での制御回路設計保守。 
（４） 機能安全への対応。 
第１項および第２項は FPGA としての基本的な特徴で解決することは前節より明らかで
ある。第３項および第４項は FPGA にとって課題となる要件である。初めに、第３項モデル
言語での制御回路設計とオンラインでの修正における FPGA の課題を示す。 
MATLAB などのモデル言語では、作成した制御演算アルゴリズムやモデルアルゴリズム
を変換ツールによって、直接 FPGA 言語（HDL）に変換することが可能である。このような変
換 機 能 は、すでにソフトウェア商 品 として利 用 できる(76)-(81)。このためすでにモータや電 源
装 置 などの小 型 の製 品 では、モデリング言 語 により制 御 アルゴリズムが記 述 された FPGA
による制 御 コントローラが採 用 されている。しかし産 業 用 コントローラ一 般 では、かなり小 型
製品での適用にとどまっている。 
FPGA の直接の配線回路として FPGA が起動時に読み込む不揮発メモリに記録される。
制御演算アルゴリズムの修正は不揮発メモリの書き換えと FPGA の再起動を伴う。このよう
な専 門 性 の高 い作 業 のために、産 業 用 コントローラを設 置 しているそれぞれの現 場 に
FPGA 回路の技術者を派遣し実施することは現実的な解決策ではない。半年など長期間
を要する試運転の期間中プラント現地に FPGA 回路技術者を拘束しておくことは経済的
にも妥当ではない。また試運転の途中に制御アルゴリズムそのものの変更が必要な場面も
ある。FPGA は、わずかな回路修正であっても合成時に配線が大きく変化し、回路のタイミ
ングが変化 する可能性 がある。設 備の試運 転 段階では変 更の影響を極小化することが不
可欠であり、そのような作業を実施することは困難である。 
FPGA の回 路 構 成 を動 的 に変 更 させる研 究 がなされており、一 部 で製 品 化 されている
(80)。この対策は FPGA の不揮発メモリに書き込む作業や再起動の時間を短くする効果が
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あるものの、やはり論理合成による変更を伴う。このため設備現場での使用は困難である。
モデル言語のブロック図で記載した制御アルゴリズムが直接 FPGA の回路となるのではな
く、アプリケーションとして動作する構造が必要である。 
次 に、第 ４項 に示 した機 能 安 全 への対 応 が困 難 な点 について述 べる。機 能 安 全 とは、
現代の産業用コントローラにおいて準拠が不可欠な国際規格である(15)（付録 1-1 参照）。
これは CPU や FPGA などの LSI 内部パターンピッチが微細化したことにより、ソフトエラー
の発 生 が無 視 できなくなってきたからである(82)-(84 )。エネルギーの高 い荷 電 粒 子 の衝 突 は
宇 宙 のような特 殊 な環 境 下 での問 題 であったが、近 年 では地 表 においても発 生 が疑 われ
るようになった。自 動 車 のシステム異 常 など人 命 にかかわるケースも発 生 している(14) , (85 )。
CPU は、メモリ、レジスタ、キャッシュ、スタック、プログラムカウンタおよび演算コアという、機
能 的 な構 造 が自 明 であり、プログラムコード内 にこれらの機 能 的 構 造 ごとへの対 策 を搭 載
することで、信 頼 性 への対 策 が可 能 となっている(15), (20 ) , (30) , (31 )。プログラムコードがあるメモ
リであれば、単位領域ごとに CRC を計算し付加することで意図しない変更を検知する(15),  
(20 ) , (30 ) , (31) ,  (86)- (88 )。プログラムカウンタの障 害 を検 知 するためには、サブルーチンなどの処
理の単位領域ごとに固有の ID 番号を比較することで、意図したプログラムの順序で演算
しているのかを確認する手法がとられる(15), (20 ) , (30) , (31 )。 
FPGA は生成される内部配線接続が様々であり、画一的な信頼性アプローチを決定す
ることが難しい。一部の FPGA 製品で機能安全対応と称するものが発売されている(89)。こ
れは内部に CPU コアを搭載し CPU への機能安全対応を構造的に組み込んだものであ
る。FPGA の論理回路に対する機能安全対策ではない。 
機 能 安 全 規 格 への準 拠 を も確 実 に主 張 する手 法 として、ＦＰＧＡ回 路 を多 重 化 する
手 法 があげられるが、単 純 な多 重 化 は共 通 要 因 故 障 の影 響 のため、全 体 の信 頼 性 の向
上には大きくは貢献しないとされている(90)- (94 )。FPGA 回路の多重化に加え多様化が必要
である(95)。しかし回 路 の多 様 化 は開 発 コストの増 加 が著 しく、産 業 用 コントローラを扱 う事
業体として現実的には許容できるアプローチではない。 
以上のように、FPGA には CPU が持つ課題を解決できる特徴があるが、産業用コントロ
ーラとして使 用 するうえで、「モデル言 語 による制 御 回 路 記 述 とオンライン修 正」と「機 能 安
全対応」の２つの観点で課題があり、適用が進んでいない。 
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1.9 むすび 
マルチコアのコア数によって CPU の性能が向上することは、産業用コントローラにとって
問題が多いことを示した。FPGA はそれらの問題を解決する可能性を持つが、産業用コン
トローラに必 要 な機 能 を実 現 するためには、いくつかの課 題 があることが明 らかとなった。
「モデル言 語 による制 御 回 路 記 述 とオンライン修 正 」と「機 能 安 全 対 応 」の２つである。本
論文では、制御システムにおける今後の一 層 の発展や進 化に貢献することを目指 し、これ
らの課題を解決する FPGA による制御演算コントローラのアーキテクチャを提案しその有効
性を確認する。 
次 章 ではモデルベースの制 御 設 計 に適 した産 業 用 コントローラのための新 しい動 作 原
理 TDB（Two Dimensional Bus）を提案する。第３章では高い機能安全の達成には不可欠
な 多 重 化 し た FPGA 回 路 の 多 様 性 を 生 み 出 す た め に 新 し い 手 法 DTM （ Diverse 
Technology Mapping）を提 案 し、効 果 をシミュレーションにより明 確 する。 後 に第 ４章 に
て TDB および DTM を備えた制御コントローラの新しいアーキテクチャ SGC（Safety Green 
Controller）を提案し、国際規格に基づく評価を行い、実現性と信頼性を明らかにする。 
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付録 1-1 機能安全規格の準拠の要件 
リスク分析によって必要な安全や保護の機能とその機能が持つべき SIL の値が決定す
ることで、その機能を搭載するシステムに求められる SIL の値が決定する。たとえば火力発
電 所 では、30 個 前 後 の保 護 機 能 が抽 出 される。それらを１つの保 護 システムで実 現 する
場合、その中の も高い SIL の値が保護システムに必要な SIL と考える。SIL が高い保護
機能とは、それだけリスクの高い事象に対抗する機能のため、より信頼性の高いシステムが
求められる。このため規格では SIL の値に応じて、システマティック故障およびランダムハー
ドウェア故障のそれぞれに対して低減するための方策が定まっている。 
システマティック故 障 に対 しての要 件 は、開 発 プロセスだけではなく製 品 の検 討 段 階 か
ら廃 棄 までのライフサイクル全 体 で定 まっている。初 回 の製 品 開 発 が適 切 でも、電 子 部 品
の製 造 中 止 による変 更 がシステムの安 全 性 を損 なう可 能 性 もあるからである。IEC 61508
では、図 A-1.1 のような活動それぞれについて、詳細に取り組むべき要件がある。本論文
の対象ではないため詳細は割愛する。後述するランダムハードウェア故障に対する故障確
率 計 算 などの技 術 的 な要 件 は、このような管 理 プロセスがあらかじめ厳 格 に定 まった上 で
の作 業 結 果 であることが前 提 である。基 本 的 に「設 計 完 了 した」後 に、規 格 への準 拠 を主
張 することは極 めて難 しく、海 外 の規 格 認 証 機 関 ではそのような場 合 は審 査 を拒 否 するこ
とも多々ある。この点は日本の製造メーカは注意しておく必要がある。 
 
 
 
 
 
 
 
 
 
 
 
図 A-1.1. IEC 61508 がカバーする製品ライフサイクル 
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ランダムハードウェア故 障 に対する要 件は、システムの構 造 的 な評 価 と関 連する電 子 デ
バイスの故障率を用いたシステムの故障確率による評価である。SIL が高い保護機能とは、
それだけリスクの高い事 象に対抗する機能のため、許容される不動作 確率が、SIL のレベ
ルに応じて決められる。たとえば機能安全規格では表 A-1.1 のような基準を設けている。
石油化学プラント分野で適用される IEC 61511 では、危険な事象は頻度が少ないため、
要求あたりの平均的な不動作確率 PFDavg を用いた要件が設定されている。 
 
 
 
 
 
 
 
 
この基準はとても厳しい。電子システムは機械システムとは異なり、定期的な現場での検
査（定期検査）では、内部の電子デバイスすべての健全性を完全に確認することは困難だ
からである。電 子 デバイスの故 障 率 が一 定 と考 えれば、システムの不 動 作 確 率 の時 間 関
数 PFD(t)は使用期間に亘って増加してゆく。たとえば一般的なパワートランジスタ 1 個あた
りの故障率は 1 時間当たり 10-9 程度である。これはとても小さな値であるが、このトランジス
タの故 障モードのすべてが安全 機 能の喪 失（不動 作）につながる場合、システムの使用 期
間を 30 年とすると、その期間の平均的故障確率 PFDavg≒故障率×30 年＝（1.0×10-9）
×（2.6×105）＝2.6×10-4 すなわち SIL3 となる。これでは数千個の電子デバイスを使用す
る制 御システムは構 築 できない。このため、故 障モードが不 動作 につながらないような回 路
を考 案 する、またはソフトウェアによる自 己 診 断 機 能 を搭 載 し故 障 時 にシステムを安 全 状
態に推 移するようなメカニズムを搭 載するなどし、機 能 安 全 規格 の基 準を満たすようシステ
ムの構想設計を行うことが必要となる。多くの場合、SIL3 など高い SIL レベルを達成するた
めには、センサーや演算 処理 部分を多重 化するような構 造 的な対 策（アーキテクチャ設計）
を伴わなければ、目標の PFDavg を達成することは難しい。 
表 A-1.1. IEC 61511 における SIL と PFD の関係 
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システムを多 重 化 することによって、ランダムに発 生 する部 品 故 障 のようなエラーの影 響
は軽減 されるが、機能 安 全規 格ではその軽 減 の効 果は、2 つの観点 での評 価を要 件とし
ている。１つは多 重 化システムに共 通する共 通 要 因 故 障であり、もう１つは多 重 化したサブ
システムに潜在する検知できない危険側故障の割合である。 
共 通 要 因 の故 障 とは、設 計 プロセスの共 通 性 や、使 用 する電 子 デバイスの共 通 性 、ソ
フトウェアの共通 性のほか、バスや電源などの電気 的な共 通性も要因 となる。たとえば同じ
プログラムを搭 載したサブシステムで多 重 化した場 合、同 じバグが潜 在すると予 想できるた
め、そのバグが顕 在 化 した場 合 に両 システムが同 じ誤 った計 算 結 果 を出 力 することで、多
重 化 の意 味 をなさない可 能 性 が高 い。これはプログラムのバグに限 ることではなく、人 の作
業 に起 因 するシステマティック故 障 すべてに当 てはまる。開 発 の根 拠 となる仕 様 設 定 が共
通でかつ間違っていれば、両方のサブシステムが同時に危険側不動作故障となりえる。 
ランダムハードウェア故障はランダムに発生するため、サブシステムすべてに同時に発生
する可能性が低いように思われるが、たとえば電源ラインが共通であれば同じ雷サージによ
って両サブシステムが同時 に故 障 する可 能性 が高い。通 常同 時には発生 しない多重 化 し
た電 子 デバイスの劣 化 による故 障 も、腐 食 性 ガスの中では他 方 で発 生 した後 の修 復 時 間
の間にもう一方も故障 を発生する可能 性がある。極端な環境の中では、ランダムに発生す
る電子デバイスの故障も共通要因故障となる。 
機 能 安 全 規 格 では、共 通 要 因 故 障 の低 減 のためにサブシステム相 互 の多 様 化 を求 め
ている。相 互 に多 様 化 すべき要 件 は多 岐 にわたり規 格 の中 で規 定 されている。しかしその
評価方法には明確な数学的な根拠はない。対策しておくことが望ましいとあるが、それをし
た場 合 どのぐらい多 様 性 として効 果 があるのか、共 通 要 因 故 障 がどのぐらい低 減 できるの
かは審 査 官 や評 価 機 関 の判 断 となるのが実 際 である。しかし過 剰 な多 様 性 をもつ開 発 は
事 業 者 に極 めて大 きな負 担 となる。使 用 する電 子 デバイスを２種 類 使 用 すれば、製 品 化
後の初期不良のトラブルを 2 倍抱える可能性がある。設計工数も 2 倍かかり、部品在庫に
かかわる経済的なリスクも 2 倍になる。このようなことから、作業工数を増加させず、かつ定
量 的 に効 果 が主 張 できる共 通 要 因 故 障 対 策 が求 められる。本 論 文 のテーマとして取 り上
げる背景である。 
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多 重 化 したシステムを設 計 した場 合 、さらに評 価 が求 められる要 件 がある。危 険 側 の潜
在 故 障 である。危 険 側 とは、そのシステムが担 う安 全 や保 護 の機 能 が働 かない（不 動 作 ）
の方向に影響するような故障である。潜在とは故障が発生しているにもかかわらず、その状
態が観測できず、故障を保守する機会を逸するような故障である。一般にλDU と表記する。 
電子デバイスの故障は、FMEDA という作業で回路全体に対して網羅的に故障モードを
チェックし影 響 を分 析 しなければならない。その中 で「発 生 時 に検 知 できるか」「安 全 機 能
の喪失に至るか」を評価し、抽出したλDU をサブシステム全体で合計する。これをΣλDU と
する。サブシステム全体の故障率の合計をΣλtota l とした場合、Σλtota l とΣλDU の割合を
SFF（Safe Failure Fraction）という指標で示し、SFF と多重化の度合いによる SIL との関係
に表 A-1.2 のような制約を設けている。 
SFF 1 	
∑
∑
       (A-1.1) 
 
 
 
 
 
 
 
 
ＨＦＴ(Hardware Fault Tolerance)とは多 重 化 の度 合 いである。ＨＦＴ＝０とは多 重 化 し
ていないシステムを示す。たとえば HFT＝０で、かつＳＦＦが６０％より小さい、すなわち危険
側潜在故障ΣλDU が大きい場合は、機能安全が必要となるリスク低減 のシステムとしては
使 用 してはならないことが示 されている。ＨＦＴ＝０のシステムによって産 業 用 インフラで必
要な SIL3 を達成するためには、SFF が 99%すなわち、回路に使用する電子デバイスの故
障 モードの 99%が発 生 しても、安 全 保 護 機 能 に障 害 を与 えないことが明 確 であるか、また
は故障発生を検知する仕組みがあることが必要であることが示されている。ＨＦＴ＝１とは 2
重化したシステムが該当する。この場合は SFF が 90%程度でも SIL3 を主張してよいことと
表 A-1.2. IEC 61508 における SIL と SFF／ＨＦＴとの制約 
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なっている。現実のシステム設計では SFF90%が実現性の限界である。SIL3 では多重化は
ほぼ不可欠な要件である。 
以 上 のように、機 能 安 全 規 格 ではシステマティック故 障 とランダムハードウェア故 障 によ
る安 全 や保 護 の仕 組 みの不 動 作 確 率 を低 減 するための様 々な要 件 が規 定 されている。
機能安全規格への準拠をまとめると図 A-1.2 のようになる。機能安全規格とは、このような
開 発 プロセスを踏 むことで、システマティック故 障 およびランダムハードウェア故 障 に基 づく
システムの不動作リスクを低減することを目指す規格である。 
このうち、ランダムハードウェア故 障 に対する要 件を満たすためには、多 様 化 による多 重
化 によって共 通 要 因 故 障 を低 減 し、検 知 できない故 障 （ΣλDU）を少 なくすることが求 めら
れる。また規 格 に準 拠 した開 発 作 業 には多 大 な労 力 がかかるため、システムの規 模 や長
期的な維持 に影響しない効率的な設計アプローチが求められる。これらの課題を背景とし、
本論文では FPGA による制御コントローラのアーキテクチャ SGC を提案し、機能安全規格
に基づく評価を行う。 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
図 A-1.2. 機能安全規格への準拠フロー 
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第 2 章 修正可能な制御回路処理構造の実証と評価 
2.1 まえがき 
大 規 模 なスマートグリッドシステムでは、電 力 系 統 制 御 において、バッテリと組 み合 わせ
たモデリングベースの 適 制 御 が必 要 である(42)。複 雑 な制 御 を実 現 するためには高 性 能
な CPU が必要である。再生可能エネルギーの大規模化、適切な系統オペレーションにも
高性能な CPU による制御システムが必要である(79)。発電用ガスタービンや石炭燃焼ボイ
ラなどでは、従来から高性能な CPU が使われてきた。発電プラントを構成する主要機械が
複雑な制御を必要とするからである。 
従来の再生 可能エネルギー設備ではシンプルな制御が行われてきた(41)。このため制 御
システムは、PID 制 御 (Proportional-Integral-Derivative Control)とよばれる P（比 例 ）Ｉ
（積 分 ）Ｄ（微 分 ）により特 性 を調 整 する制 御 方 式 を実 行 できるように拡 張 したラダー言 語
や、簡単なファンクションブロック回路が演算できる PLC で実現されてきた。これらは古くか
ら専用の ASIC で構成されている(32), (39 )。このため長期の製品維持に十分に対応できてき
た。しかしながら、再 生 可 能 エネルギー設 備 の制 御 は複 雑 化 している。たとえば洋 上 風 車
では、MATLAB や Simulink によって翼の物理モデルに基づいたピッチ制御や油圧変速
器制御を行う(40)。複雑な制御を実現するためには高性能な CPU が不可欠である。 
高性能な CPU で産業用制御システムを実現することにおいて問題が顕在化している。
現在の CPU の性能向上は、動作周波数ではなくマルチコアに依存している(11), (12 )。このた
めリアルタイム OS や仮想化など、複雑なミドルウェア(63) , (66)の搭載が必要になっている。ま
た製品の世代交代により大きく CPU 内部のアーキテクチャや命令セットが変わり、プログラ
ムコードの互換性がなく、過去のソフトウェアをそのまま新しい CPU で使用することは困難
である。産 業用コントローラにとって、長 期のシステム維持 が難しいことは大きな問 題である。 
そこで、構造がシンプルで長期の互換性に有利な FPGA が注目されている。すでに小
規模な制御には FPGA は使用されている(13), (70 )-(72) , (76 ) , (77 )。またモデリング言語から FPGA
回 路 データの直接 生 成 も市 販 ソフトウェアによって実 現 している(78)。しかし前 述 のような大
規模な発電システムや、再生可能エネルギーシステムなどのインフラ設備に FPGA を適用
するためには様々なハードルがあり実現されていない。 
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たとえば運 転 特 性 を左 右 するパラメータの変 更 や制 御 回 路 の改 善 は発 電 システムを運
転しながら行う必要がある。これは発電システムの制御システムに FPGA を使用するにあた
って数 々のハードルのうちの一 例 である。さらに、大 規 模 で複 雑 な制 御 コントローラには適
応 されてない理 由 がある。ソフトコアのようなアーキテクチャでは、性 能 向 上 を図 るアプロー
チは CPU と同じアナロジーとなる。デバイスの動作クロックの向上によって性能向上を図る
アーキテクチャでは FPGA の並列性を生かせない。大規模な制御システムを実現するため
には FPGA の持つ特性を活かす必要がある。重要な点は並列処理である(78)。モデリング
言語で記述された制御アプリケーションを FPGA 上で並列処理する特徴を持つ、新しいコ
ントローラアーキテクチャが必要である。 
本章では FPGA 内部に配置したプロセスエレメントをネットワークで接 続したアーキテク
チャを提案し、それにより FPGA が制御システムに必要な要件を満たすことができることを
示す。また提案したアーキテクチャを実際に構築した試験体を用い、処理能力や必要にな
る FPGA 資源について評価し、本構想の妥当性を証明する。 
2.2 発電プラント分野の制御システムの要件 
2.2.1 CPU による従来型制御システム 
制 御 アプリケーションは柔 軟 に作 成 できることが望 ましい。柔 軟 性 とともに、十 分 な処 理
速 度 で大 量 のロジックを処 理 できることが必 要 である。実 際 の発 電 向 け制 御 システムは、
多入力 多出 力が相互に関係する複 雑な制御回 路を持つが、アクチュエータの数に基づく
フィードバック回 路 の数 が全 体 の演 算 処 理 量 の規 模 を概 ね示 すと考 えることができる。処
理性能や使用する処理資源の量を評価するために、１入力１出力に対する PI 制御コント
ローラを評価単位として使用する。このようなロジックを１ループと呼称する。 
発電用の大型ガスタービンにおいて、実際の制御回路は１ループ制御ではないが、１ル
ープ制御回路を単位とすると、必要な処理量はおよそ 1,000 ループから 2,000 ループ相
当の規模である。これは調節弁だけではなく遮断弁なども出力に含めている。大型の石炭
ボイラの燃焼制御装置も同様である。その演算周期は一般的に 50ms が必要とされる。将
来の演算量の増大に備え、現在の 10 倍の処理能力を想定しておくべきである。従って、
50ms で、およそ 2.0×104 ループを演算することが、発電設備分野の産業用制御システム
に求められる要件である。高性能な CPU が求められる理由である。 
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再生可能エネルギー設備では、長期間の試運転を通し環境とのマッチングをはかり、性
能の 大化 を図ることが不可欠である(60)。石炭などを燃料 にする発電システムでは、石炭
の性質の違いによって長期間の試運転を行い、制御パラメータを 適化することが必要で
ある(51)。たとえば実 際 に使 用 する石 炭 のカロリーや水 分 含 有 量 によって燃 焼 系 の動 特 性
が変 化 するため、温 度 制 御 の積 分 や比 例 のパラメータを変 化 させることが必 要 である。
新の再生可能エネルギー、たとえば洋上風車などの大型の風車では、制御対象の機械の
物理モデルを用いた 適制御を行う必要がある(40)。これらは MATLAB や Simulink のよう
なモデリング言 語 を用 いて記 述 され、シミュレーションを経 て実 際 の制 御 システムに適 用 さ
れる。これらの演算には ASIC ベースの PLC ではなく、高い能力をもつ CPU が必要である
(52), (53 )。またパラメータ調整とオンラインでの監視・変更の観点でも CPU には利点がある。
高性能な CPU ならば、必要な演算周期の間に制御パラメータなどをオンラインで変更する
機能を実現することが容易であるからである。 
しかしながら高性能な CPU を産業用コントローラの演算処理装置として適用することに
問題が生じている。これまでの CPU の進化はクロック周波数によって性能が向上してきた
が、近年、シングルコアあたりのクロック周波数は 2GHz～6GHz が上限となり、マルチコア
による性 能 向 上 が一 般 的 になっている(11), (12 )。マルチコアアーキテクチャは複 雑 であり、製
造 メーカごとに構 造 が異 なるばかりか、同 じメーカのラインナップであっても数 年 の製 品 世
代の変更によって大きく構造が変化し、障害解析や防止を困難にする。CPU の仮想化な
どの余分な CPU 能力が必要となる。余剰な CPU 能力の消費はより大きな発熱に繋がり、
冷 却 設 備 など設 備 のコストを上 昇 させる(37) , (43 )- (45 )。このように、発 電 システムの制 御 システ
ムを CPU で実現することには長期的に大きなリスクがある。 
2.2.2 FPGA による制御コントローラの実現 
これらの問題を解決するため、産業分野で FPGA が注目されている(13) , (73)- (78 )。性能や
搭 載 容 量 の増 大 、そして単 位 演 算 辺 りの商 品 電 力 の低 下 や低 価 格 化 などのほかに、画
像処理など従来 CPU で演算していたプログラムを FPGA の論理回路に合成する HLS が
活用範囲を拡大しているからである(96) , (97)。HLS (High-Level Synthesis： 高位合成)とは、
C 言語などのプログラムコードを HDL データに変換する技術である。FPGA は製品の世代
進化においても HDL の互換を維持するケースが多い。このことは長期の運用における互
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換 品 供 給 にきわめて有 利 である。FPGA は構 造 がシンプルでありシミュレーションによって
動 作 を完 全 に再 現 することができるため、機 能 障 害 が発 生 した場 合 、その原 因 解 析 や防
止措置を行うことが容易である。 
FPGA を制御コントローラとして用いるアプローチには２つのアプローチがある。1 つ目は
制御回路を HLS によって用いて直接 FPGA の回路に変換する方法である。このアプロー
チは、画像処理や音響処理などの製品で広く実現している。ただし FPGA の回路資源を
大量に消費 することが予想される。もう１つの方法 は、FPGA の回路資源 の消費量を低減
する制 御 コントローラ専 用 の演 算 処 理 アーキテクチャを構 築 し、そのうえで制 御 回 路 を実
行する手法である。次節より、この２つのアプローチをシミュレーションにより比較評価する。 
 
2.3 アーキテクチャの提案と評価 
2.3.1 テストモデルと制御回路 
本節では、モデルのシミュレーションによって、FPGA の制 御コントローラとしての性能や
消費する FPGA 資源を検証する。実験で使用する、タンクの水面制御のテストモデルと制
御ロジックは、図 2-1 および図 2-2 のとおりである。１つの流量調節弁経由の水供給ライン
と１つの排水ラインをもつタンクである。ここでは簡単のため、タンクの排 出水量は排出弁に
て一定の流量であるとする。タンクの水位制御は、水位に対する PI 制御によって水供給の
流量調節弁を開閉することで実現する。この系の閉ループ伝達関数は次のようになる。 
H s 	
∙
∙
∙
∙
     (2.1) 
 
発電プラントの制御回路を表現するために、古くから MATLAB や Simulink のような特
殊な FBD 言語が用いられるケースがある。ここでは一般 的 なプラント向 け制御システムの
FBD 記述言語を評価する(32)。C 言語コードで表現できる機能ブロックを接続によって表現
できる制御記述言語であれば、本アプローチは適用できる。図 2-3 は式（2.1）を実現する
PI 制御回路を一般的な FBD 言語で記載したものである。 
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図 2-3. FBD 言語で記述した PI 制御回路 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
図 2-1. テストモデル／タンク水位モデル 
タンク水位モデル
 
LX
Control Valve
ドレン
Drain
= Constant Flow
   L = 0 ~ 10,000
　タンク水位目標値
　Lo = 5,000
弁開度
Valve Lift 　V = 0 ~ 10,000
タンク底面積 A= 300
タンク容量
V = 3,000,000
給水流量
Water Flow
F = 300 /s
タンク水位
Tank Level
図 2-2. テストモデル／タンク制御モデル 
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2.3.2 HLS による直接合成（Direct Synthesis） 
制御アプリケーションの記述のために、一般に算術演 算専 用のモデリング言語を用いる。
そのようなモデリング言語は MATLAB や Simulink のように、機能ブロックの接続で構成さ
れている(76)。モデリング言 語 においては、接 続 線 が関 数 の入 力 または出 力 信 号 を表 現 す
る。CPU 型 の制 御システムでは、この機 能 ブロックの連 結 をＣ言 語 のサブルーチンで表 現
し逐次実行する。発電システムの制御で使用する機能ブロックの C 言語コードを HLS で
FPGA 回路に変換したものを FPGA に配置し、機能ブロック相互の接続を FPGA 内部の
配線で実現する。このイメージが図 2-4 である。 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
このアーキテクチャによる処理能力と FPGA 資源の使用量をシミュレーションにより確認
した。処理能力は 1 ループあたり 0.88μs であり、資源消費量は 783 スライスであった。こ
の結 果を実 際 の制 御コントローラに置き換 える。上 位クラスの FPGA（Xilinx 社  Virtex-7 
XC7V200T）は 305,400 スライスを持つため、1 ループコントローラを 390 ループ搭載するこ
とができることが分 かる。この資 源 消 費 量では要 求される制 御コントローラの処 理 容 量を満
たすことができない。省資源のアーキテクチャが必要である。  
図 2-4. 直接接続による制御回路の実現 
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2.3.3 Two Dimensional Bus （TDB）アーキテクチャ 
 TDB は FPGA の省資源を達成するための制御コントローラ専用の回路アーキテクチャで
ある。TDB の構造の特徴は次の３つで示すことができる。なお PE (Process Element)とは、
FPGA 内部で特定の演算を処理するための、ひとかたまりの演算ブロックを示す。 
（１） 機能ブロックのみを HLS にて HDL に変換し合成後、FPGA に配置する。 
（２） PE は実行する順番をメモリに保持し同期信号のカウントにより演算を開始する。  
（３） 各機能ブロックは FBD の接続情報から生成されたアドレス配列 R を保持する。 
機 能 ブロックは特 定 の演 算 順 序 で演 算 し、その計 算 結 果 は通 信 によって、その出 力 値
を入力値として使用する機能ブロックに伝達する。計算結果の伝達先の機能ブロックの ID
をアドレスと呼称し、配列 R に保持する。この配列 R によって、FBD の機能ブロック間の接
続を機 能 ブロック間の通 信として実 現する。TDB アーキテクチャの演 算の順 番と演 算ブロ
ックの接続は FPGA 内部の配線に依存しない。 それらは FPGA の合成なしに変更可能
である。図 2-5 は TDB の構造を示している。各 PE はタテ方向のバスとヨコ方向のバスの
二 次 元 バスのマトリクスに配 置 される。ひとつのループの中 の同 じ種 類 の演 算 ブロックはタ
テに配置している。種類を示す番号を j とする。演算ブロックは種類ごとに ID 番号を持つ。
その番 号 を k とする。またそれぞれの演 算 ブロックの入 力 信 号 の順 列 を l とする。つまり
FBD に記述された演算ブロックの入力信号は、j,k,l にて特定することができる。j,k は使用
する FPGA の資源にあわせて 大値を決定する。 
クロックパルスのカウントにより、各 機 能 ブロックに割 り当 てられたカウント番 号 で特 定 の
機能ブロックが演算を行う。各機能ブロックを演算する PE は、データパケットのルーティン
グの処理の回路を持つ。演算結果はタテのバスに送信される。受け取ったデータの宛先が
自分と同じ j のデータを受信し、他の PE はデータを破棄する。受け取った PE が自分あて
ではない場合、ヨコバスに対して転送を行う。受け取ったデータの宛先が自分と同じ j,k の
PE はデータを採用し自身の入力値 l に値をセットする。 
図 2-6 は信号伝達の例である。図 2-7 は TDB アーキテクチャを FPGA に展開した際の
例である。  
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図 2.6. 信号伝達の例 
図 2-7. FBD ブロック図の FPGA 回路への展開 
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図 2-5.  TDB の構造 
R :アドレス配列テーブル 
k : PE 番号 
j : PE 種類番号 
l : 入力信号番号 
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機能ブロックの接続情報は、配列 R の通信アドレスのテーブルによって保持されている
ため、配列 R を変更することにより、制御回路の変更が可能になる。FBD ロジックの１ルー
プ分 を演 算 完 了 したのち、機 能 ブロックのアドレス配 列 Ｒを次 のループの接 続 情 報 に切 り
替え演算を行うことにより、同じ FPGA 資源を用いて異なるループの演算を実行することが
可能となる。また次の演算周期の開始までの時間で配列 R を変更することにより、オンライ
ンでの制御回路の変更も実現できる。図 2-8 はシミュレーション試験における制御動作で
ある。図 2-1 に示すモデルに基づき、タンクレベル 5,000 を目標値として制御を行い、およ
そ 3,000 サイクルで整定した状態を示している。 
 
 
 
 
 
 
 
 
 
この通 信 に関 する回 路 のオーバヘッドが演 算 処 理 のパフォーマンスにどの程 度 影 響 す
るのか、またその影響が実際の発電システムの制御システムの実現可能性を阻害しないか
を評価する必要がある。このシミュレーション試験における TDB の処理能力および FPGA
の消費資源を評価したところ、１ループあたりの演算処理時間は 2.36μs であった。また、
使用した FPGA 資源は 4,402 スライスである。ある制御演算回路から別な制御演算回路
に配列 R を切り替えるための必要時間は 10ns であった。したがって、配列 R の切り替え
時間を含む演算処理時間は 1 ループ当たり 2.37 ms である。この結果から、50ms の演算
周期が必要な制御演算では、2.0×104 ループに相当する演算を 4,402 スライスの FPGA
資源を再利用しながら実行することができることを意味する。また、FPGA 内に TDB アーキ
テクチャを複 数配置し並 列処理することにより、制御コントローラとしての処理能力はさらに
向上する。制御演算を分割し並列処理するための条件については本節の付録に示す。 
弁開度 
タンク水位 
水
位
及
び
弁
開
制御演算サイクル 
図 2-8. 試験モデルでのステップ応答 
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図 2-9 および図 2-10 は、HLS による直接合成の手法と TDB 手法における、FPGA の
資源消費量を表している。図 2-9 より、HLS による直接合成の手法は、１ループを演算す
るためだけであれば使用する資源は少ない。一方で、図 2-10 より、TDB は FPGA 資源を
再利用するため、4,096 ループを演算する際の消費量は極めて少なくなっている。 
図 2-11 は、HLS 直接合成手法と TDB の演算実行時間の比較である。この結果から、
TDB は HLS による直接合成の手法に比べ、およそ 3 倍の演算処理時間が必要である。
これは PE 間の通信オーバヘッドによるものである。しかしながら、いずれのアプローチも 1
ループの実行時間について 50ms の要求を満たしている。 
 
 
 
 
 
 
 
 
 
 
  
図 2-9. 1 ループでの FPGA 資源消費量 
図 2-10. 4,096 ループでの FPGA 資源消費量 
（１ループあたり。縦軸は対数表示）  
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2.3.4 TDB アーキテクチャの拡張についての考察 
TDB アーキテクチャはバス型 接 続 とマルチキャスト型 通 信 を用 いるため、１つの信 号 伝
達 シーケンスの期 間 はその信 号 がバスを占 有 する。効 率 が低 い通 信 方 式 である。前 節 の
通り１ループ制御回路を基準とした制御回路であれば、火力発電用ガスタービンを想定し
た規 模 の機 能 ブロック数 でも通 信 オーバヘッドは無 視 できる。しかし伝 達 効 率 が低 いバス
型 通 信 は、連 結 する機 能 ブロック間 の信 号 数 が大 規 模 な制 御 演 算 には適 さない。たとえ
ばロボットの動 力 学 計 算 などベクトルを変 数 とする行 列 演 算 が必 要なケースでは通 信オー
バヘッドは顕在化する。 
また機能ブロック数の規模の増加に伴い、バスに接続するノードが信号を送受信する同
期 タイミングの余 裕 が小 さくなる（クリティカルパスになる）欠 点 がある。タイミング余 裕 が極
端に小さなクリティカルパスは次章で示す通り、ノイズや電圧低下、ソフトエラーなどの環 境
からの影 響 で信 号 伝 達 にエラーを生じさせ、結 果として演 算エラーを生じさせる原 因となり
うる。バス構造では、発生した１つのソフトエラーが、複数の機能ブロック間通信に影響する
ため、エラーの影響が広くなる。 
このような問題には、すべての機能ブロックを相互に 1 対１（P2P：Peer to Peer）接続し
信号を伝達するアプローチが有効である。機能ブロック間の接続数が極めて大きくなること
から、バス型の信号伝達ではなくシリアル型通信によって配線数を低減させる必要がある。
図 2-11. HLS 直接合成手法と TDB の演算実行時間の比較 
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図 2-12 は構造のイメージである。ここでは PE は 1 つの機能ブロックと同等である。ｎ機能
ブロックのすべてが相互に接続するために必要な接続数を Cn とすると 
Cn 	∑ 	 ∙ 1 ∙       (2.2) 
 
図 2-3 では 1 ループあたりの連結する機能ブロック数は 20 程度を想定している、ここで
はより複雑な制御演算回路を想定し、連結する機能ブロック数を 1.0×103 と仮定する。こ
の場合、機能ブロック間の接続数 は、 
	 ∑ 	1.0 10       (2.3) 
機能ブロック間をシリアル通信接続とすれば、大規模な FPGA 製品では制限となる配線
リソース数ではない。しかし 999 個の接続先から 1 つの接続先を選択するマルチプレクサ
回路のブロックが 1,000 個必要となることから、現在販 売 されている上位製 品でも実装が
難しい可能性がある。このため、本論文で示した TDB アーキテクチャを単位ノードとした演
算グループを、P2P 接続したアーキテクチャで実現することが有効である。 
図 2-13 はそのイメージである。PG(Process Group)とは TDB アーキテクチャで実現した
演算グループの単位である。PE に相当する機能ブロックは TDB アーキテクチャで接続さ
れ１つの PG を構成し、PG が相互に P2P 接続されている。各 PG は並行演算することも可
能 であるが、TDB アーキテクチャにおける演 算 順 序 クロックシグナルを共 有 することで、異
なる PG 間の機能ブロックを特定の演算順序で演算することも可能になる。 
図 2-12. 機能ブロックの P2P 接続のイメージ 
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FPGA は並列処理が可能であるため、P2P 型の通信効率は高い。また PG 間の通信経
路にバスに類する共 通 部 位がないため、前 述 のような環 境 からの影 響による通 信エラーが
発生した場合も、影響 を受ける通 信経路が限定される。このように TDB アーキテクチャの
欠点を補う効果が期待できる。 
トポロジーの異 なるネットワークを構 成 するためには、信 号 伝 達 のためのルーティングテ
ーブルの構築や制御が必要である。ここで提案する構造は、IP(Internet Protocol)ネットワ
ークにおけるレイヤー２とレイヤー３の階 層 構 造 と類 似 している。経 路 決 定 のためのルーテ
ィ ン グ プ ロ ト コ ル に 、 RIP （ Routing Information Protocol ） や 、 BGP （ Border Gateway 
Protocol）を使 用 することで解 決 することが可 能 であろう。そのほか通 信 データのエラー時
のリトライ処 理 の追 加 や、冗 長 な経 路 の障 害 時 の切 り替 えには、TCP/IP のフロー制 御 や
スパニングツリープロトコルなどの IP ネットワークの技術を適用することができるだろう。 
P2P 接続は、ハードエラー（FPGA 素子にダメージが発生するような恒久的な故障）時に
予備の PG に切り替えるなどのフォールトトレラント機能（待機冗長構造）を構成することが
バス接続と比して容易である。これらの構造や機能の実装は、TDB アーキテクチャの成 果
を踏まえた今後の検討テーマである。 
図 2-13. TDB 構造を単位とした P2P 接続のイメージ 
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2.4 むすび 
本章では、新しい FPGA の制御コントローラのアーキテクチャ TDB を提案し、その性能
や FPGA 資源の消費量をシンプルなタンクモデルシミュレーションに結果にも続き評価した。
その結果、TDB が 1 ループ制御の演算に使用する時間は 2.37ms であり、使用する FPGA
資源は 4,402 スライスであることが判った。TDB は同じ FPGA 資源を用いながら、配列 R
を切り替えることで複数の制御演算を実行することができる。 
切 り替 えにかかる処 理 時 間 のオーバヘッドを考 慮 しても、2.1×10４ループに相 当する規
模の制御演算回路を 50ms で処理できる能力である。これは大規模な発電プラントの制御
コントローラとして使 用 するうえで、十 分 な演 算 処 理 性 能 である。この演 算 処 理 性 能 は、
FPGA 内部に TDB アーキテクチャを複数配置し並列処理をすることにより、さらに高めるこ
とができる。またさらに TDB がシステムの再起動をせずに、オンラインで制御回路の変更が
できることも確認できた。  
本章で提案した TDB アーキテクチャは、処理速度の観点、処理できる容量の観点、そ
して運用保守の観点など、産業用制御システムに FPGA を適用する際に解決すべき要件
をすべて満たすことが明らかとなった。また TDB アーキテクチャは、処理する制御回路の機
能ブロックの量に相応した FPGA デバイスを選択することで、小さな処理から複 雑で大規
模な制御まで広い範囲の制御回路に適用できることも大きな長所である。 
またバス型アーキテクチャの問題点の整理と、それを補う P2P 型のアーキテクチャについ
て効果や実現性を考察し、本研究の今後の展開について述べた。 
 
付録 2-1 FBD ブロック図の並列演算の条件 
FPGA の並列構造を活用するため、適切な演算順序の条件について示す。機能ブロッ
クは順 番 に演 算 し、おのおのの結 果 を接 続 先 の機 能 ブロックに伝 達 する。その演 算 順 番
を演算順序と呼び 1～k～n で示す。ある機能ブロックに入力信号として使用できるすべて
の信号をベクトル表現したものを全信号ベクトルと呼称する。FBD ロジックでは機能ブロック
を演算するごとに、次の機能ブロックの演算で入力値として使用することができる全信号ベ
クトルの要素数が増加する。演算前のロジックに存在する全信号ベクトルを とする。ロジッ
クの初 期 状 態は、そのロジックの入 力 信 号しか確 定 的ではないため、 は入 力 信 号 をベク
トル表現したものである。同様にそのロジックの出力信号ベクトルをx と表すこととする。 
 
43 
ある全信号ベクトル を入力信号として演算順序 k の機能ブロックの演算後の全信号
ベクトルを とし、機 能 ブロックにより新 たに確 定 し生 成 された信 号 だけで構 成 されるベクト
ルを とすると下記になる。 
 , 1 k n , 1 m n,  n,m は整数   (A-2.1) 
 , 1 k n , 1 m n, かつ n と m は自然数  (A-2.2) 
この処理を次のような演算子 で表すこととする。 
∗        (A-2.3) 
このとき、演算順序が i,j の２つの機能ブロックが順序ｊの機能ブロックの結果が順序ｉの
機能ブロックの入力に使用されている場合は次のように書ける。 
∗        (A-2.4) 
このときすべての機 能 ブロックで、0 j であるならば、常 に ⊆  であるため、 
∗ ∗        (A-2.5) 
これは、演算順序１からｎまでのすべの機能ブロックの順序演算において、不定となる入
力値が存在しないことを示している。 
∗ ∗ ⋯ ⋯F ⋯ ∗ ∗     (A-2.6) 
上 記 を満 たす演 算 順 序 が存 在 する。これを満 たすロジックを１つの完 全 系 列 と呼 ぶこと
とする。適 切 な演 算 順 序 によって演 算 すれば、演 算 後 に計 算 結 果 を接 続 先 の機 能 ブロッ
クの入力値に送信することにより、適切な演算が実行できることを示している。 
つぎに0 となる機能ブロックが存在する場合について考える。 ⊇ であり、
∗ を演 算 するための信 号 が不 足 する。つまり不 定 な入 力 信 号 がある機 能 ブロックの演
算が存在することを意味する。このような場合には次の操作を行う。前回のプロセス演算 サ
イクル完了後の全信号ベクトルを とし、 を拡張したベクトルを とする。 
x
, m は自然数であり、1<m<n    (A-2.７) 
信 号 が不 足 する場 合 、該 当 する信 号 の前 回 値 を用 いることで、不 定 な信 号 を補 完 でき
る。補完した変数を用いた演算を とすれば、次の式を満たす演算順序が存在する。 
∗ ∗ ⋯ ⋯ ⋯ ∗ ∗     (A-2.8) 
該当するケースは、フィードバックなどの帰還回 路である。このケースは式(A-2.6)と対比
し不 完 全 系 列 と呼 ぶこととする。再 生 可 能 エネルギーなどのエネルギー設 備 において、制
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御 に用 いるプロセス量 の変 化 はそれほど急 激 ではなく、前 回 サイクルの結 果 で補 完 しても
問題ではない。以上のことより、並列処理に関して次のことがいえる。 
ある２つの演算順序により計算される系列を , 、 , とする。 
, ⟺ ∗ ∗ ⋯∗ ∗  , p、i は自然数 (A-2.9) 
, ⟺ ∗ ∗ ⋯∗ ∗  , p、i は自然数 (A-2.10) 
 (ケース 1) その全信号ベクトルが互いに独立な場合、互いの演算順序は計算結果に
影響しない。即ち、FA と FB は並列演算が可能である。 
, ∩ , ∅, ∩ ∅    (A-2.11) 
言い換えれば、 ,  と , は並列演算が可能である。 
 (ケース 2) 	 ,  と , の全信号ベクトルに共通因子がある場合でも、制
御性を逸脱しなければ、前回の値を使用することができる。 
, ∩ , ∅,  
ここで ∩ , , ⋯ , ∅, r は自然数   (A-2.12) 	
, , ⋯ , ,  
  X(t-1)は前回の演算サイクルにおける値とする。   (A-2.13) 
, , ⟺ ∗ ∗ ⋯ ⋯ ∗ ∗ , q,j は自然数 (A-2.14) 
, ∩ , , ∅      (A-2.15) 
言い換えれば、 ,  と , ,  は並列演算が可能である。  
これは、複 雑 な制 御 回 路 であっても、式 (A-2.15)を満 たすいくつかの系 列 に分 割 し、そ
の系 列ごとに並 列 演 算 をすることが可 能であることを示 している。さらに、単 純な１ループコ
ントローラも図 A-2.1 のように回路を系列化することができる。 
このとき、系列 FC と系列 FD は独立しているため並列に演算することができる。この場合
は式(A-2.15)を逸 脱しない。つまり本アーキテクチャは、演算のパフォーマンスの向上を系
列 の分 割 で調 整 することができることを示 している。この構 造 により、FPGA の並 列 性 を活
用しながら FPGA の再合成をせずに、オンラインで適切な制御演算性能を探索することが
可 能 である。本 件 は複 雑 な回 路 を分 割 する手 法 について、さらに議 論 をすることができる
が、本章の実験では、シンプルな１ループ制御を 1 つの完全系列として処理した場合の基
本的な動作の確認を行った。 
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系列  Fc 
系列  Fd 
図 A-2.1. ２つの並列演算への分割例 
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第 3 章 多様性を持つ FPGA 回路の冗長化手法 
3.1 まえがき 
発 電 量 に対 して再 生 可 能 エネルギーの割 合 を拡 大 するため、現 在 よりもさらにアクセス
が困 難 な場 所 に設 置 することが必 要 である。たとえば風 力 発 電 であれば洋 上 風 力 発 電 が
該 当 する(60)。そのような場 所 では保 守 作 業 員 が近 づくことが困 難 であるため、制 御 システ
ムには長期間のメンテナンスフリーが求められる。 
近 年 の再 生 可 能 エネルギーの制 御 では高 度 な演 算 処 理 が必 要 になっている(40) , (41)。
CPU コア動作クロックはおよそ数 GHz で上限であり、それ以上の性能向上はマルチコアに
よってもたらされる。このため単純な PLC(32) , (33 ) , (39)ではなく、高速なマルチコア CPU を再生
可能エネルギーの制御システムに採用しはじめている(11) , (12 )。マルチコア CPU をリアルタイ
ムの制御システムに使用するためには、マルチコアに対応するリアルタイム OS や仮想化な
ど、複雑なミドルウェアが必要である(65) , (66 )。このため、さらに高い性能が必要となっている。
高い性能の CPU は発熱が大きいため、システムの多重化はさらに大きな発熱の原因とな
る。CPU の低消費電力化の試みも行われているが(98)- (100 )、多くの場合高性能な CPU をフ
ィールドで使 用するためには専 用 の冷 却 設備 が必 要となる。冷 却 設 備は定 期 的 な保 守が
必要であり、メンテナンスフリーの障害となる。 
以上のような CPU の問題は、FPGA を採用することによって解決することができる。たと
えば FPGA は単位周波数当たりの発熱量が年々改善している。FPGA は処理能力も改善
がつづいており、構 造もシンプルである。OS のような複 雑 なミドルウェアを必 要としない。さ
らに、デバイスの世 代 交 代 によっても、過 去 の設 計 結 果 を継 承 しやすい利 点 がある。エネ
ルギー分野や鉄道など、長期運用するインフラの制御システムには大きなメリットである。そ
こで FPGA による制御システムの構築が注目されている(13)(70)- (81 )。制御システムは、ノイズ
や温 度 変 化 や電 源 電 圧 の変 化 などのストレスによって、ランダムハードウェア故 障 が発 生
する可能性が高い。 
システムを不 信頼 に導 く故 障は２つの要 因に分 類できる(15)。１つは確 率 的な故 障 であり、
主 に物 理 的 にハードウェア・素 子 に発 生 する故 障 である。電 磁 ノイズの影 響 や、ソフトエラ
ーはこのカテゴリに属する。素子の劣化もこのカテゴリに属する。他方は確定的な故障であ
る。主に設計間違いやプログラムのバグがこのカテゴリに属する。  
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長期の信頼性が必要な設備においては多重化構成とし、フォールトトレラントシステムを
構築する(82), (90 )- (92 )。FPGA は並列処理構造のため、多重化による信頼性向上のアプロー
チは効果的である(90)。多重化したシステムの信頼性を評価する際は、多重化したサブシス
テムに共 通 に発 生 する故 障 を想 定 しなければならない。共 通 要 因 故 障 は多 重 化 したサブ
システムの両 方 に同 時 に発 生 するため、１つの故 障 が全 体 のシステムを故 障 に至 らせるか
らである。たとえば各サブシステムのグランドが共通であれば、ノイズの影響で両方のサブシ
ステムが異 常 になる可 能 性 がある。このような原 因 の故 障 を共 通 要 因 故 障 と称する(15)。共
通要因故障は、ランダムハードウェア故障にもシステマティック故障にもどちらにも起因する。
十 分 に品 質 検 査 がされたサブシステムであれば、システマティック故 障 による共 通 要 因 故
障は低減することができる。環境からのストレスが大きい再生 可能エネルギーの制御 システ
ムにおいては、ランダムハードウェア故障に起因する共通要因故障がシステムにとって大き
なリスクである。 
多 重 化 による信 頼 性 向 上 では、共 通 要 因 故 障 の低 減 ため多 様 化 手 法 が用 いられる
(83), (84 )。多様化には３つのアプローチがある。アルゴリズムの多様化、コードの多様化そして
ハードウェアの多 様 化である(95)。いずれのアプローチも開 発コストや製 造コストを大 幅 に増
加させるため、再 生 可 能エネルギーのシステムでは採 用 が難しい。アルゴリズム共 通 、コー
ド共通で、さらにハードウェア（FPGA）も共通でありながら、FPGA のランダム故障に効果的
で低コストを実現する多様化の手法を実現することが必要である。 
そこで本書では、FPGA の TM（Technology Mapping）に注目した、多様性を持つ FPGA
コントローラを生 み出 す新 しい手 法 を提 案 する。この手 法 により、アルゴリズムやコードを多
様化せずに FPGA 回路の多様 化を実現できる。ハードウェアのランダム故障の発生に多
様 性を持たせることができ、多 重 化 した FPGA の共 通 要因 故 障を小さくできる。この結 果
CPU の代替となる FPGA による新しい制御演算コントローラを実現し、再生可能エネルギ
ーの高度化や大規模化、メンテナンスフリーを実現する。さらにこの手法によれば、従来使
用 している実 績 のある”Proven-in-use”の合 成 ツールを使 用 することができるため、多 くの
使用実績が必要な再生可能エネルギーの制御システムに効果的である。この手法により、
アルゴリズムやコードを多様化せずに FPGA 回路の多様化を実現できる。 
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次節では、多様化が必要となる理由として、二重化システムの MTBF と共通要因故障
について説明する。第 3.3 節では本論文にて提案する多様化を実現する手法について説
明 する。第 3.4 節 ではこの手 法 をシミュレーションにより評 価 する。またこの手 法 による
MTBF への影響を考察する。第 3.5 節はまとめである。 
3.2 共通要因故障と MTBF 
3.2.1 共通要因故障 
発電設 備などの産業 制 御コントローラは、修復 可能な多 重 化システムで構成される。図
3-1 は一般的な二重化した産業用コントローラの信頼性モデルである(15)。サブシステム（コ
ントローラ-A および B）のうち、他方だけが異常となる場合は、もう片方が制御コントローラ
の機 能 を維 持 するため、サブシステムに固 有 の故 障 の影 響 は並 列 の関 係 で示 している。
共 通 要 因 故 障 とは両 システムの結 果 を比 較 する回 路 の故 障 や、雷 サージや電 源 変 動 な
ど環境からの共通のストレスによってサブシステムが同時 に異常になる故障、およびサブシ
ステムに共 通 するプログラムコードのバグなどを想 定 している。共 通 要 因 故 障 は単 独 の発
生で制御コントローラ全体を異常にするため、図では直列の関係となっている。 
図 3-1 では、サブシステムの故障率を _ とし、その中に含まれる共通要因故障の仮
想 的 な割 合 をβとした。βを小 さくしなければ、多 重 化 してもコントローラ全 体 の信 頼 性 を
大きく向上させることができない。このことを MTBF（Mean Time Between Failure）を用いて
確認する。 
  
図 3-1. 二重化した制御コントローラの信頼性モデル 
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3.2.2 共通要因故障を考慮しない二重化システムの MTBF 
MTBF(Mean Time Between Failure)とは、そのシステムが機能不全になるまでの平均時
間 間 隔 である。再 生 可 能 エネルギーの制 御 システムにおいて、稼 働 率 を長 くしメンテナン
スが不要な期間を長くするということは MTBF を長くするということと等しい。図 3-2 は図 3-
1 に示 した修 復 系 二 重 化 システムにおいて、共 通 要 因 故 障 を考 慮 しない場 合 のマルコフ
モデルである。 
このモデルにおける MTBF は次のとおりである（付録 3-2 を参照）。 
MTBF 		
_
       (3.1) 
_  はサブシステムの故障率(1/hr)である。 
インフラ設 備 のサブシステムの _  は一 般 的 に、10
－ ４などの小 さな値 である(15)。共
通要因故障を考慮しなければ、MTBF は 10８時間（10,000 年）などのきわめて長い保守イ
ンターバルとなると期待できる。 
 
 
 
 
 
 
 
 
 
 
 
3.2.3 共通要因故障を考慮した二重化システムの MTBF 
共通の FPGA によって二重系システムを構築する場合の共通要因故障には、共通のク
ロックのドリフト、共 通の供給 電 源の低下などの品質 劣 化、および素 子 材質の化 学 的な劣
化などが考えられる。FPGA はすべての演算が内部の配線の信号伝達で実現されている。
たとえば 32 ビットの数値を伝達する回路では 32 本の信号線の同期によって実現される。
したがって配 線 上 の信 号 波 形 の乱 れは信 号 線 間 の同 期 の乱 れとなり、想 定 したタイミング
図 3-2. 共通要因故障を考慮しない二重化システムのマルコフモデル 
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で正しい信号伝達ができない。この結果、演算にエラーが発生する。再生可能エネルギー
は自 然 環 境 の中 に設 置 するため、雷 などの電 磁 波 の影 響 は電 源 電 位 の変 動 などに現 れ
るため、FPGA 内部の回路に共通に影響を与えやすい(8)。 
FPGA 内部の回路における信号伝達のタイミングのマージンは、余裕のある場所もあれ
ば余 裕 のない場 所 もある。タイミングのマージンが大 きければ外 乱 による影 響 を受 けにくい。
タイミングマージンが小 さければ外 乱の影 響を受けやすく演 算のエラーの原 因となる。同 じ
特性を持つ FPGA 回路の場合、配線経路やタイミングマージンが同じであるため、同様な
演算エラーを発生させると考えられる。エラー結果が共通しているということは、多重 化した
システムであっても、エラーが発生したことが検知できないことを示している。仮に FPGA の
内部配線が大きく異なれば、エラーが発生するタイミングやエラーの演算結果が異なること
が期待できる。共通要因故障への対策を考慮した多重化設計が不可欠である。 
図 3-3 は共通要因故障を考慮した修復系二重化システムのマルコフモデルである。多
重化したサブシステムに共通する故障の割合を β として表現している。このモデルにおけ
る MTBF は次のとおりである（付録 3-2 を参照）。 
MTBF
_
       (3.2) 
_  はサブシステムの故障率(1/hr)である。 
 
 
 
 
 
 
 
 
 
 
 
  
図 3-3. 共通要因故障を考慮した二重化システムのマルコフモデル 
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共通要因故障ファクタ β の値は、機能安全規格 IEC 61508-6-Annex D (15)において
一般的な取り扱い数値が規定されている。その値は 0.5%～5%の範囲である。インフラ設備
のサブシステムに想定できる故障率（ _ ）は 10
－４などの小さな値であっても、βは 10-2
程度であるため、共通通要因故障を想定した二重化システムの MTBF は 106 時間（＝100
年 ）程 度 にとどまる。風 車 など再 生 可 能 エネルギーに限 らず、発 電 設 備 は多 くの多 重 化 し
た制御コントローラによって構成される。その数は 10 セットから 100 セットである。仮に 20 セ
ットのコントローラで構成されていれば、設備全体のシステムの MTBF（年）は 5 年程度とな
る。これは発 電 設 備 の稼 働 率 として十 分 ではない。特 に保 守 が困 難 な場 所 に建 設 される
再 生 可 能 エネルギー発 電 では不 十 分 である。多 重 化 によって、FPGA による制 御 コントロ
ーラの信頼性を実現するのであれば、共通要因故障割合 β をより小さくしなければならな
い。 
同時に同じ演算エラーを発生させないためには、FPGA の内部配線が異なるサブシステ
ムを組み合わせることが有効であると予想できる。FPGA の内部配線が異なるサブシステム
の組み合わせを本論文では多様であると称する。 
3.3  Diversity Technology Mapping （DTM）手法 
一般的な FPGA の回路設計においては、はじめに HDL で記述されたコードを解析合
成し論理的なネットリストに変換する。その後 FPGA 回路のための物理的なゲートの資源を
割り当てることにより、FPGA の構成データをネットリストから生成する。後者の設計ステップ
をテクノロジマッピング（Technology Mapping）と呼称する。多様性を持つ FPGA 回路を生
成実現するために、このテクノロジマッピングフェーズに注目する。 
FPGA コンパイラはとても多 くの回 路 パターンを生 成 する。配 線 長 や処 理 時 間 などを鑑
み、いくつかの配線パターンを評価し 適な１つのパターンを選別する。１つの論理的な回
路 に対 して使 用 可 能 な数 多 くの異 なる実 際 の配 線 パターンがある。様 々な実 際 の配 線 パ
ターンの組 み合 わせには大 きな多 様 性 がある。冗 長 化 システムを構 築 する上 で大 きな利
点である。FPGA の内部の資源の配置はコンパイラソフトウェアによって制御できる。図 3-4
は同じ HDL 記述から異なる資源配置を取ることによって、異なる FPGA の構成データが生
成される様子を示している。DSP（Digital Signal Processor）とは FPGA の内部の資源の一
つである。掛 け算 のような算 術 演 算 のための専 用 論 理 回 路 ブロックである。BRAM（Block 
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Random access memory）とは、論理回路の一部として使用することができる FPGA 内部の
メモリ資源である。LUT とは小さなメモリ資源であり、通常は回路の構成 情報そのものであ
る。LUT 自身をメモリとして使用することもできる。DSP や BRAM の機能は LUT だけでも実
現することができる。たとえば Xilinx ISE FPGA デザインツールは、命令によってそれらの
資源の使用割り当てを指定することができる。次の記述がその例である。 
(*use_dsp48 = “no”*)       (3.3) 
この記述によって生成される FPGA の物理回路には DSP 資源が含まれない。回路の中
では、LUT だけによって演 算 が実 行 される。FPGA におけるこの資 源 割 り当 ての制 限 は
HDL ソースコードの変更をせずに、生成される物理回路に多様性を生み出す。表 3-1 は
Xilinx Kintex ７ FPGA にて掛け算のテクノロジマッピングをした例である。この結果のとお
り、１つの HDL コードから異なる物理回路が生成されていることがわかる。 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
図 3-4. DTM のイメージ（多様性の生成） 
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このように生成された FPGA 回路は、異なる FPGA 資源を使うことによって、配線パター
ンが異なる回 路 が生 成 された。この多 様 性 設 計 の手 法 によって、共 通 要 因 故 障 の影 響 が
軽減されることが期待できる。この手法を DTM（Diversity Technology Mapping）と呼称す
る。DTM のもう一 つの利 点 は、 “Proven-in-use”であるコンパイラなどのソフトウェア製 品
にもとづくことである。“Proven-in-Use”とは、産 業 界 において、多 くの実 績 により信 頼 でき
る製 品 や技 術 を指 す(15) , (17)。再 生 可 能 エネルギーや発 電 などのインフラ設 備 において、と
ても重要な利点である(17)。 
3.4 実験と評価 
3.4.1 共通要因故障の模擬方法 
多様性の評価の為の、環境ストレスの模擬手法と DTM の評価について述べる。共通要
因故障の発生原理として FPGA 内部のクリティカルパスでのエラーに注目する。クリティカ
ルパスとは、タイミングマージンが小 さい配 線 経 路 を示 す。たとえば電 源 電 圧 の低 下 は
FPGA 内部の信号波形の劣化となり、信号伝達効率を低下させ信号伝達が遅延する。信
表 3-1.生成された乗算回路の物理特性の比較 
ROUTE 1
(DSP)
ROUTE 2
(LUT)
ROUTE 1
(DSP)
ROUTE 2
(LUT)
Slice Logic Utilization
  Number of Slice Registers 0 0 65 96
    Number used as Flip Flops 0 0 65 96
  Number of Slice LUTs 38 1203 126 3049
    Number used as logic 38 1199 126 3041
      Number using O6 output only 38 590 110 2243
      Number using O5 output only 0 51 0 102
      Number using O5 and O6 0 558 16 696
    Number used exclusively as route-thrus 0 4 0 8
      Number with same-slice carry load 0 4 0 8
Slice Logic Distribution
  Number of occupied Slices 24 316 43 877
  Number of LUT Flip Flop pairs used 38 1203 127 3049
    Number with an unused Flip Flop 38 1203 63 2968
    Number with an unused LUT 0 0 1 0
    Number of fully used LUT-FF pairs 0 0 63 81
Specific Feature Utilization  
  Number of DSP48E1s 4 0 9 0
Average Fanout of Non-Clock Nets 1.61 2.68 1.75 3.18
 
 
FPGAの物理パラメータ
掛け算
(MUL)
比例積分
(PI)
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号 の遅 延 は回 路 の動 作 タイミングをひっ迫 させる。想 定 の時 間 内 で信 号 伝 達 ができず意
図した動作ができなくなる。この結果エラーを発生させる。また FPGA 素子内部の素材劣
化 による信 号 伝 達 効 率 の低 下 も内 部 の信 号 伝 達 の遅 延 をつながり、前 述 の電 源 低 下 と
同 じくエラーを発 生 させる。電 磁 ノイズの影 響 も信 号 波 形 のみだれとなり、信 号 伝 達 の遅
延として回路の動作タイミングをひっ迫させる。これらはいずれも意図した回路の動作タイミ
ングを乱すため演算結果のエラーとして顕在化する。 
図 3-5 は共通要因による FPGA 内の信号伝達効率の低下がクリティカルパス部分でエ
ラーを発生する様子を示している。またＬＵＴのみで構成された回路と DSP を用いる回路で
は、異 なる場 所 やタイミングがエラーを発 生 させる様 子 も併 せて示 している。ハッチングは
外的ストレスにさらされている期間を表している。この期間では FPGA 内の信号伝達が乱さ
れ、信 号 が予 想 以 上 の遅 延 を発 生 させる。それにより演 算 回 路 のクリティカルパスにおい
てエラーが発 生 しやすくなる。発 生 する共 通 要 因 故 障 の影 響 は、LUT のみで構 成 された
回路と DSP を用いる回路とで異なると考えられる。LUT のみで構成された回路が 2 つある
場 合 でも、配 線 ルートや配 線 長 が異 なる回 路 であれば、両 者 のエラーの発 生 状 況 やその
影響は異なると予想できるが、その違いは DTM の差ほどではないと期待できる。 
 
 
 
 
 
 
 
 
 
 
 
 
図 3-5. 共通の外部ストレスによる影響と DTM の効果 
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前述のような信号伝達のタイミングエラーは、FPGA の動作周波数を過剰に上昇させる
こと（オーバークロック）によって発生させることができることを示す。図 3-6 は図 3-5 で示し
た回路をオーバークロックすることで、タイミングエラーを発生させている様子を示している。
オーバークロックすることで、もともとの演算周期で行われるべき回路の信号伝達の時間的
余 裕 が少 なくなる。ノイズなどによる影 響 とは異 なり、この場 合 では信 号 波 形 そのものが乱
れることはない。しかし信 号 伝 達 の時 間 的 マージンが不 足 することで、信 号 伝 達 エラーが
発生しやすくなる。このようなエラーは、前述の影響と同様 に回路のクリティカルパスにおい
て発 生 しやすいと考 えられる。外 的 な要 因 による信 号 波 形 の乱 れによる演 算 エラーと、オ
ーバークロックによる演算エラーは同様な性質を持つと考えた。これに基づき、本論文では、
DTM の評価方法として、オーバークロックをさせた際のエラーの発生を用いて評価する手
法を採用する。図にある通り、オーバークロックによるエラーにおいても、LUT のみを用いた
回路と DSP や BRAM を用いた回路とではクリティカルパスが異なるため、エラー発生場所
やタイミングが異なることが予想される。DTM の効果が期待できる。 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
図 3-6. オーバークロックによるエラーの発生状況 
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3.4.2 テスト環境 
テストのターゲットデバイスは Xilinx 社 XC7K325T-2（Kintex-７）である。使用する開発
ツールは Xilinx ISE 14.7 である。表２のテストケースを用いて、シミュレーションにおける動
作クロックをステップ的に変更する。2MHz ごとの各ステップの周波数で、ランダムな入力値
を用いた演算を 10,000 回実施し、その結果を記録する。 
各 演 算 結 果 は別に用 意 した正 しい計 算 結 果（真 値）と比 較することで、10､000 回の演
算結果のどれが演算エラー結果なのかを検証できるように準備する。多様性のある回路の
計算結果と真値をそれぞれ比較し DTM の効果を評価する。 
3.4.3 テストケースと結果 
実験では DSP を使用する代表的な関数として、乗算（Multiple）、三乗（Cube）および積
和 （MAC）を選 んだ。BRAM を用 いる代 表 的 な関 数 として、10 点 ポイントの折 れ線 関 数
（PLI）を選 んだ。それぞれの関数 において、LUT のみで構成 した回 路とペアを組み、各ス
テップの周 波 数 で演 算 した結 果 を記 録 する。その計 算 結 果 を用 いて、それぞれの関 数 に
対して下記の観点で演算結果を評価する。結果を図 3-7～図 3-18 に示す。 
(a) エラー出現率（真値と異なる計算結果が出現した回数の割合） 
(b) エラー検知率（エラー出現時に不一致によりエラーを検知できた回数の割合） 
(c) エラー検知確率（エラー出現時の計算結果のペア間の検知の能力） 
 
 
 
 
 
 
 
 
  
表 3-2. テストケース 
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図 3-7～3-10 は、各テストナンバーにおいて、a)の観点すなわちエラー出現率（％）でま
とめたグラフである。DSP または BRAM を用いた回路は特定周波数より急激にエラー出現
率が上昇し、LUT だけの回路はクロックの上昇 にあわせてエラーの出 現率が高くなってい
る。DSP や BRM は特定の機能のためのブロックである。それらの信号伝搬の遅れは入力
信号の値には依存しない。 
一方で、LUT にもとづく回路のクリティカルパスは入力信号の値に依存して変化する。本
試験ではランダムな入力値を用いて各周波数で 10,000 回の演算を行っている。このため
エラー出 現 率 は周 波 数 ごとに平 滑 化 された値 となる。このため出 現 率 のカーブ配 線 や構
造 に根 差 した特 定 の形 状 ではなく、オーバークロック周 波 数 に応 じたなだらかなカーブを
形成したものと考えられる。 
このように FPGA 内部のメカニズムにより DSP、LUT、BRAM を用いる回路に、特徴的で
異なるエラーカーブが出現している。 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
図 3-7. エラー出現率（テストケース１） 
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図 3-8. エラー出現率（テストケース２） 
図 3-9. エラー出現率（テストケース３） 
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次に、図 3-11～3-14 は、各テストナンバーにおいて、b)の観点すなわちエラーの検 知
率 （％）でまとめたグラフである。エラーが発 生 したとしても、ペアの両 方 に同 じ計 算 結 果 の
エラーが出 現した場 合 、エラーが発 生したことを検 知することができない。すなわち、「他 方
のみエラーが発 生 」と「両 方 にエラーが発 生 したがエラー結 果 がペアで異 なる」場 合 に限 り
エラーが検 知 できたと考 え、周 波 数 ごとにエラー出 現 回 数 と検 知 できた回 数 の比 をエラー
検知率（％）とした。 
DSP だけのペアおよび BRAM だけのペアは、ほとんどすべてのテストケースにおいて、エ
ラーの検知率が０である。これは、エラー出現時の両者の計算結果が完全に一致するから
である。片 方 だけがエラーというケースもない。これは冗 長 設 計 が機 能 していないことを意
味している。LUT だけのペアではエラー検知率 が向上している。これはデータの遅延の影
響 が入 力 信 号 の値 に依 存 しているからである。DTM を用 いたペアは更 によいエラー検 知
率 を示している。テクノロジマッピングに多 様 性 が生 み出されたため、計 算 結 果 が異 なるか
らである。 
図 3-10. エラー出現率（テストケース４） 
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図 3-11. エラー検知率（テストケース１） 
図 3-12. エラー検知率（テストケース２） 
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図 3-14. エラー検知率（テストケース４） 
図 3-13. エラー検知率（テストケース３） 
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次に、図 3-15～3-18 は、各テストナンバーにおいて、c)の観点すなわち検知確率でま
とめたグラフである。ペアで結果が異なることでエラーの発生 を検知できたとしても、計算結
果 の違 いが大 きく異 なる場 合 とあまり違 わない場 合 では検 知 性 能 が異 なるといえる。計 算
結果が大きく異なるすなわち、計算 結果をビット列で表した場合、より多 くのビットに違いが
あれば、そのペアの検知確率がより高いと考えることができる。 
エラー検知確率 を次のように定義する。 
	
∑ ,
       (3.4) 
 
はクロック周波数である。 , は周波数 における i 番目のテストのペア間の不一致
ビットのビット数である。 は周波数 におけるエラーの発生回数である。32 ビットの
データ長で正規化している。 
 
= 0 とは 32 ビットすべての結果が一致していることを意味し、 = 1 とは両者の値が完
全 に異 なっていることを意 味 する。 は、周 波 数 において、エラー出 現 時 に検 知 できる
能力を示すため、 = 0 とは発生したエラーを検知できないことを示す。 
 
 
 
 
 
 
 
 
  
図 3-15. エラー検知確率（テストケース１） 
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図 3-16. エラー検知確率（テストケース２） 
図 3-17. エラー検知確率（テストケース３） 
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3.4.4 エラー検知確率とβファクタおよび MTBF との関係 
関 数 単 位 の多 様 化 の効 果 が制 御 の演 算 全 体 の多 様 性 に対 してどのように影 響 するの
か考 察 する。制 御 演 算 は関 数 の連 結 で示 すことができる(32) , (101 )。代 表 的 な例 として FBD
がある。ここでは、FBD で実現する制御システムを用いて DTM を評価する。図 3-19 は
FBD と DTM の関係を示している。またこの図は機能ブロックのエラー検知確率とシステム
全体としてのエラー検知確率との関係も示している。 
n 個の関数の連結で構成する制御演算があり、その k 番目の関数のエラー検知確率を
とする。エラーとは、冗 長 化 した制 御 システムのすくなくともどちらかにエラーがあることを
両 者の間の不 一致 によって確 認できる確 率を意 味する。 は、 の平均 的な確率である
と考えることができる。よって、 1 は、どちらにもエラーがあるにもかかわらず、結果が一
致 するためエラーを検 知 できないケースの確 率 である。∏ 1 は、システムが何 らかの
エラーを含んでいる時に冗長なペアの間の機能ブロックのすべての計算結果が、全体のプ
ロセスにわたり不一致を全然持っていない確率を意味している。この確率は 3.2.2 節にて
示した、共通要因故障割合βと等しいと考えることができる。 
β 	∏ 1        (3.5) 
図 3-18. エラー検知確率（テストケース４） 
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は機能ブロックの種類によって異なる。ここでは、 の分散は小さいと仮定し、 を次の
ように定義する。 
	 ∑ .        (3.6) 
するとβは次のように考えることができる。 
β	 	 1        (3.7) 
原 理 的 には、βには比 較 回 路 が発 生 するエラーの確 率 も含 まれている。このシステムは
ｎ個 の比 較 回 路 を持 つ。すべての比 較 回 路 が同 時 にエラーを発 生 させる確 率 は、無 視 で
きるほど小さいと考えることができる。 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
図 3-19. FBD ベースの制御コントローラと DTM 
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図 3-20 は、β とｎに対する多様性の効果を示している。比較データは、表 3.2 における
テストケース１：関数は「掛け算」、ペアは「DSP/LUT（赤）」と「LUT/LUT（緑）」である。オー
バークロック周波数が 210MHz から 258MHz の値をサンプルとし、そのサンプルのエラー検
知確率 の平均を とする。LUT と LUT のペアと DSP と LUT のペアのエラー検知確率
の差は小さいため、n=1 や n=5 のように、n が小さい時にはβは大きくは違わない。n=10 や
n=20 のように、n が大きくなると DSP と LUT の β は大きく減少するため、LUT と LUT のペ
アと DSP と LUT のペアの β の差は大きくなる。n＝20 では差は 100 倍以上となる 
図 3-21 は、β とサブシステムの故障率 _ によって、MTBF にどのような影響がある
のかを示している。MTBF は 3.2.3 節の式（3.2）より、 
MTBF
_
       (3.2) 
また、MTBF は年を単 位としている。使 用したテストケースは前述と同 じである。 サブシ
ステムの故障率は、10-4/hr、10-5/hr、および 10-6/hr を適用した。サブシステムの故障率
にかかわらず、共通要因故障割合 β が小さくなることにより、MTBF は 10 倍～100 倍改
善していることが確認できる。 
 
 
 
 
 
 
 
 
 
 
 
 
  
図 3-20. β とクロック周波数および n と多様性の効果 
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3.5 むすび 
本章では、アルゴリズムやコードおよびハードウェアが共通であっても、冗長化した FPGA
回路に多様性を生み出す新しいアプローチを提案した。これを DTM と名付けた。DTM は
意図的に FPGA の資源配分を変化させることにより、多様性を生み出す手法である。その
手法によって生成した FPGA 回路をシミュレーションによって評価した。その結果、多様化
した FPGA 回路のペアは、ハードウェアへの環境ストレスによってエラーが発生するときに、
異 なる計 算 結 果 を発 生 しやすくなり、エラーを効 率 的 に検 知 することが明 らかになった。
FBD で示した制御回路 の機能ブロック数の連結数が大きくなるほど多 様化の効果は大き
くなり共 通 要 因 故 障 割 合 βの値 は小 さくなる。一 般 的 な制 御 回 路 である連 結 数 ２０では、
多様化したペアと多様化をしていないペアのβは 100 倍以上となる。これにより、システム
の MTBF は多様化することにより、10 倍から 100 倍改善することが判った。DTM が共通要
因故障や MTBF に効果がある手法であることが明らかとなった。 
また DTM は十分に使用実績のあるツールソフトウェアを使用するため、産業用設備の
制 御 システムに適 している。特 に高 い信 頼 性 をもち、メンテナンスフリー、低 コスト、低 発 熱
であるため、再生可能エネルギーに 適である。また DTM はシステム内部の潜在故障を
低減する効果も期待できると考えられる。本件については次章で明らかにする。 
図 3-21. MTBF とクロックおよびサブシステムの故障率と多様性の効果 
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付録 3-1 共通要因故障を考慮しない二重化システムの MTBF の導出 
図 3-3 のマルコフモデルにおいて、 は両サブシステムが正常な状態に存在する確
率 の時 間 関 数 である。  は一 方 のサブシステムが異 常 状 態 である確 率 である。  
は両サブシステムが異常状態である確率である。  から  に、サブシステム 1 台あ
たりの故 障 率 _ によって推 移 する。トータルの故 障 率 は2 _ である。このシステ
ムは修復 可 能システムのため、 から  に、修復率 _ で推移する。発電 設備 な
どでは、バックアップの予 備システムへの切り替 えを行うため、 _ は一般的 に１である。
,  および  は、 _  と _  を用いて次のように表すことができる。 
2 _ _       (A-3.1) 
2 _ _ _     (A-3.2) 
_         (A-3.3) 
稼働開始時、両サブシステムは正常であるため、初期値は下記の通りとなる。 
0 1, 0 0 0      (A-3.4) 
MTBF とはシステムが稼働できる状態の存在確率  の時間積分である。 
 は  または  どちらかの状態であるため、MTBF は次のように定義できる。 
MTBF      (A-3.5) 
これを (A-3.1) から (A-3.4)を用いて解く。 
MTBF _ _
_
      (A-3.6) 
前述の通り _ ＝１>> _   
MTBF 	
_
       (A-3.7) 
 
付録 3-2 共通要因故障を考慮した二重化システムの MTBF の導出 
図 3-4 のマルコフモデルにおいて、 は両サブシステムが正常な状態に存在する確
率 の時 間 関 数 である。  は一 方 のサブシステムが異 常 状 態 である確 率 である。  
は両 サブシステムが異 常 状 態 である確 率 である。サブシステムの故 障 率 _ をサブシス
テム間の共通要因故障とそうではない故障に分類する。 
_ ＝ 1 _ ＋β _      (A-3.8) 
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β _  は共 通 要 因 故 障 を示 し、システムを  から  に直 接 遷 移 させる。
 から  に、サブシステム 1 台あたりの故障率 1 _  によって推移す
る。トータルの故障率は 2× 1 _ である。このシステムは修復可能システムのた
め、 から  に、修 復 率 _ で推 移 する。発 電 設 備 などではバックアップの予 備
システムへの切り替えを行うため、 _ は一般的に１である。 ,  および  は、
_  と _  を用いて次のように表すことができる。 
2 1 β _ _ _    (A-3.9) 
2 1 β _ _ 1 β _   (A-3.10) 
_ 1 β _       (A-3.11) 
0 1,				 0 0 0      (A-3.12) 
これを用いて、MTBF を計算すると次のようになる。 
MTBF      (A-3.13) 
MTBF _ _
_ _ _ _
    (A-3.14) 
前述の通り _ ＝１>> _   
MTBF
_
     (A-3.15) 
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第 4 章 FPGA による産業用コントローラの実現と評価 
4.1 まえがき 
トヨタ自動車の米国における急加速 (85)、サムソンの携帯電話の爆発 (103)など、製造過程
の品 質 管 理 が原 因 ではなく、製 品 の構 造 や内 部 の仕 組 みに起 因 する事 故 や、そのような
事 故 に対 する製 造 物 責 任 （Product Liability）に対 する裁 判 やリコールが増 加 している。
図 4-1 および図 4-2 は、日本での自動車のリコールと家電製品のリコールの件数の推移
である。これらの件 数 の増 加 は、自 動 車 では車 体 や部 品 の車 種 を跨 いだ共 通 化 のために
リコール範 囲 が広 くなることや製 造 物 責 任 に対 する一 般 の認 知 度 が上 がったことなども起
因している。事業者としては更に慎重な製品開発と製造が重要である。 
自動車の自 動運転やドローンによる輸送、介 護 や医療の現 場でのロボットの導入など、
今 後 はさらに複 雑 で危 険 性 の高 い装 置 が身 近 に増 加 する時 代 が予 想 されている(104)。制
御システムや保護システムによる安全装置の信頼性が強く求められる。 
従来の制御と保護の関係は国際規格 ISO 12100(26)にまとめられている。本質的安全設
計による保護機構を設置することでシステム全体の安全性の達成を図る。表 4-1 は、ISO 
12100 にある本質安全による安全 達成ための設計要件である。たとえば産業用ロボットや
工場内の搬送機械では、図 4-3 のように機械の周囲に柵を設け、人の立ち入りを物理的
に制 限 する仕 組 みが本 質 的 安 全 対 策 に相 当 する(23)。自 動 車 では車 両 統 合 システムとは
独 立 した機 械 式 のハンドブレーキを設 置 することで危 険 な場 面 で確 実 に動 作 する保 護 機
構を用意している。これも本質的安全対策に相当する(20)。 
本質安全的なアプローチで安全や保護を達成するのではなく、近年では保護の仕組み
をコンピュータが担うケースが増えてきた。たとえば図 4-4 のように、人と共同作業をするロ
ボットでは安 全 柵 による安 全 距 離 をとることはできず、ロボットに搭 載 された力センサーによ
り、人との干渉を検知して自律的に保護動作を行う(25)。自動運転を行う自動車では、レー
ダや画 像 処 理 装 置 により車 両 周 囲 の障 害 物 を検 知 し緊 急 停 止 するシステムが不 可 欠 で
ある(102)。 
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図 4-1. 国産自動車のリコール件数の推移 
万
台
 
出 典 ：H28 年 度 国 土 交 通 省  自 動 車 局  審 査 ・リコール課 発 表 資 料 (108 )  
http://www.mlit .go. jp/j idosha/carinf/rcl/data_sub/data004.html 
図 4-2. 家電製品のリコール件数の推移 
件
数
 
出 典 ：H28 年 度  一 般 財 団 法 人 家 電 製 品 協 会 家 電 製 品 PL センター年 次 報 告 書 (109)  
http://www.aeha.or.jp/plc/houkoku/nenji/nenji_2016.pdf 
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表 4-1.  ISO 12100 本質的安全における設計アプローチ 
図 4-3. 安全柵による防護 
 
73 
 
 
 
 
 
 
 
 
 
本質的安全 対策は重力 や電磁気力による保護の仕組みに基づくため、構造の原理評
価 に加 え、その保 護 機 構 の製 造 品 質 が安 全 性 を評 価 する重 要 な観 点 である。コンピュー
タを用いたしくみはコンピュータ自身の製造品質に加え、ソフトウェアのバグなど人が原因と
なる障害の可能性が高 くなる。これを系統故障（システマティック故障）と称する(15)。また大
気中の荷電粒子によるメモリなどの半導体素子へのソフトエラーやノイズの影響による誤動
作 も重 大 な故 障 を誘 発 する原 因 となる(82)。集 積 回 路 の中 で発 生 するこのようなエラーが、
プログラムのどのような機能に影響を及ぼすのかを確定的に分析することは極めて難しい。
コンピュータの誤動作による安全性 の喪失について評価が必要である。たとえば欧州への
輸 出 にはその評 価 がなければ上 市 できない。このためコンピュータを使 用 した保 護 の仕 組
みを評価する基準が国際的に取り決められている。IEC 61508（機能安全）である(15)。 
機能安全では、システムの安全性を SIL という指標で設定し、ランダム故障の観点では
危険側故障確率を算出し、システマティック故障の観点では厳格な設計プロセスを要求し
第三者認証を経ることを求めている。故障確率の評価においては高い SIL レベルでは多
重 化 が不 可 欠 である。機 能 安 全 評 価 における多 重 化 では、共 通 要 因 故 障 、潜 在 故 障
（検 知 できない危 険 側 故 障 ）の存 在 による影 響 度 を評 価 する必 要 がある。共 通 要 因 故 障
については本論文第３章に述べた通りである。多様化が重要である。 
システムに潜 在 故 障 が多 く存 在 することは、多 様 化 ・多 重 化 の効 果 を低 くする恐 れがあ
り小さくする必 要がある。潜 在 故障 を小さくするためには、自 己診 断の仕 組みをシステムに
あらかじめ組み込む必要がある。すなわち、システムのアーキテクチャに大きく依存する。一
図 4-4. ロボットと人の共同作業 
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般的に自己診断は CPU に大きな負荷をかける。たとえば表 4-2 は機能安全の国際規格
に挙げられている自己診断機能の例である(15), (30 ) , (31)。 
一 方 、FPGA では並 列 化 した回 路 によって制 御 演 算 と自 己 診 断 を同 時 に実 行 する構
造にできるため、限られた演算資源を効率よく産業用コントローラに搭載することができる。
本章では、第 2 章および第 3 章を踏まえ、高い安全完全性を備え、かつインフラなどの産
業用途の制御システムに使用できる FPGA 二重化コントローラのアーキテクチャを提案し、
その安全完全性について国際規格 IEC 6158(15)に基づき評価を行う。 
次 節 では、二 重 化 したシステムに影 響 を及ぼす潜 在 故 障 について述 べ、その影 響を小
さくするための対策としての自己診断が CPU を用いた産業用制御システムに大きな問題
になっていることを示し、FPGA による実現性の優位性について述べる。第 3 節は、前述の
課題を解決する FPGA に基づく産業用コントローラのアーキテクチャを提案し、産業用途
に適している点を確認する。第 4 節は、提案したシステムを IEC 61508 に基づき評価し、
SIL レベルの評価を行う。第 5 節はまとめである。 
表 4-2. IEC 61508 における CPU の自己診断機能の抜粋 
参 照 先  項 目  備 考  
 不 揮 発 メモリ  
 複 数 ビットによる冗 長 化  例 ）データの CRC 保 護  
IEC 61508-7 A.4.4 データエリアの署 名   
IEC 61508-7 A.4.5 データエリアの複 製  例 ）多 重 保 存 、読 み出 し時 の比 較  
 可 変 メモリ  
IEC 61508-7 A.5.1 RAM テスト 例 ）ウォークビットまたはガルパット法  
IEC 61508-7 A.5.6 訂 正 コードによる検 知   
IEC 61508-7 A.5.7 冗 長 メモリによるリードライトテスト 例 ）冗 長 化 した RAM の内 容 を比 較 する
 割 り込 みなどの I/O  
IEC 61508-7 A.6.1 テストパターン 
特 定 の周 期 で特 定 信 号 を強 制 的 に入
力 （出 力 ）させて健 全 性 を確 認 する。 
IEC 61508-7 A.6.3 
マルチチャンネルパラレルアウト
プットによる監 視  
例 ）同 一 出 力 に一 方 をリードバックして
出 力 状 態 を確 認 する。 
IEC 61508-7 A.6.5 多 数 決   
IEC 61508-7 A.11.4 相 反 信 号  反 転 した信 号 を同 時 入 力 （出 力 ）する。
 プログラムシーケンス処 理 部   
IEC 61508-7 A.9.1 ウォッチドッグタイマ 処 理 時 間 の規 定 超 過 の外 部 観 測  
IEC 61508-7 A.9.2 ウィンドウ付 きウォッチドッグタイマ 超 過 と遅 延 の両 方 の外 部 観 測  
IEC 61508-7 A.9.3 プログラム順 序 の論 理 的 な観 測  
例 ）処 理 終 了 毎 に特 の CRC を計 算 す
る 
IEC 61508-7 A.9.4 プログラム順 序 の時 間 的 な観 測  
例 ）処 理 終 了 毎 に処 理 時 間 を評 価 す
る 
 クロック  
IEC 61508-7 A.9.5 多 重 クロックによる周 波 数 監 視   
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4.2 潜在故障と CPU の課題および FPGA の有用性 
多重化したシステムでは、両方に共通する原因による共通要因故障と潜在故障が多重
化の効果を低下させる要因となる。共通要因故障については第 3 章で示した。ここでは潜
在故障について述べる。 
故障は図 4-5 に示す通り４つに分類することができる。発生した故障によって、そのシス
テムが危険 な状態になる原因となるものを危険 側故 障と称 する。発生 の結果システムが安
全な状態になるものを安全側故障と称する。たとえば火災を消火するための装置（スプリン
クラー）において、火 災 ではないときに水 が噴 射 する故 障 を発 生 した場 合 、結 果 的 に火 災
には至 らないため安 全 側 故 障 と考 える。一 方 止 水 弁 が腐 食 などの要 因 で固 着 し、火 災 が
発 生 しても水 が噴 射 できない場 合 、その故 障 は危 険 側 故 障 と考 える。これらの故 障 は発
生 と同 時 に故 障 であることを運 用 者 が知 ることができる故 障 と、故 障 の発 生 を知 ることがで
きず必要な動作をする際に動 作できないことによって、はじめて故障していることを知ること
ができる故障がある。前者を検知できる故障、後者を検知できない故障と称する。 
危険側で、かつ検知できない故障をここでは潜在故障と称することとする。図 4-5 では
λDU と表している。潜 在故障が二 重化したシステムに及 ぼす影響をマルコフモデルで示し
たものが図 4-６である。簡略化のため、サブシステムの故障すべてが潜在故障である場合
を示す。 
潜 在 故 障 は発 生 してもシステムまたは運 用 者 が認 知 できないため、発 生 したサブシステ
ムを修理する機会が失われる。すなわち修復率は０である。時間の経過とともに、他方のサ
ブシステムにも危 険 側 故 障 が発 生 することにより、二 重 化 したシステムの両 方 が異 常 となり
運 用 ができない状 態 になる。このような事 象 を潜 在 故 障 の累 積 と称 する。潜 在 故 障 はシス
テムの多 重 化 の効 果 を著 しく低 下 させることが分 かる。このため多 重 化 したシステムでは、
潜在故障を低減するため自己診断（Diagnostic または Self-test）の機能を搭載する。自
己 診 断 の周 期 がその保 護 システムに求 められる応 答 時 間 よりも短 ければ、自 己 診 断 の結
果検知できた潜在故障は、検知可能な故障として扱うことができる。 
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CPU を用いる演算装置の自己診断機能は表 4-2 のように一般化されている(15)。潜在
故 障 を自 己 診 断 によって検 知 できる故 障 としてみなすためには、自 己 診 断 を実 施 する周
期が、そのシステムが担う安全保護機能の安全時間以内に実施することが必要である。安
全 時 間とは、安 全 や保 護のシステムが異 常 状 態を計 測したのち安全 動 作が完 了 するまで
に許容することができる時間である。言い換えれば、異常 状態が実際 に災害につながる状
態（ハザード）となるまでに想定される時間である。 
たとえば、ガスタービンなどの大 型 の発 電 用 原 動 機 では、燃 焼 不 安 定 などの異 常 状 態
が、タービン翼が溶けるなどの災害につながると想定できる状態に至るまでの時間は 1 秒
未 満 である。このため、異 常 状 態 をセンサーが観 測 した時 点 から燃 料 弁 を閉 止 する電 磁
弁を励磁するまでに 0.1 秒未満であることが求められる。機械構造物では、弁やアームな
図 4-5. 故障の分類 
λ
SU
 
λ
SD
 λ
DD
 
λ
DU
 
λ 検 知 できない 
危 険 側 故 障 率  
検 知 できる 
危 険 側 故 障 率  
λ
D
 
危 険 側 故 障 率  
検 知 できない 
安 全 側 故 障 率  
検 知 できる 
安 全 側 故 障 率  
λ
S
 
安 全 側 故 障 率  
図 4-6. 潜在故障の影響を示す二重化システムのマルコフモデル 
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どを動 作 させる動 力 が起 動 し動 作 を完 了 させるまで、物 理 的 な遅 延 時 間 がさけられない。
上記の例であれば、およそ 0.4 秒は弁が動作するための時間に割り当てられる。この場合、
異常を判断し弁を閉止する演算結果を出力する産業用コントローラには 0.1 秒未満の動
作時間しか割り当てることができない。潜在故障を検知できる故障と見なすためには、その
制御システムの自己診断を 0.1 秒周期の安全時間以内で常時働かせておく必要がある。 
これは CPU の演算処理の時間的資源を大きく消費する。たとえば、搭載する可変メモリ
を表 4-2 に基づいてビットテストした場合、DRAM の使用エリアの内容を一旦退避させ変
化させたのち、固着をチェックし元の記録内容を復元する。復元時にも CRC などの符号を
つけることによってデータのビット化 けを確 認 する。プログラムシーケンスのチェックではライ
ブラリなどの処理単位ごとに特定の CRC 演算を行い、 終の処理完了後、予定の処理フ
ローを経たかどうか CRC の演算結果を用いて判定する。CPU が担うべき自己診断機能は
一般化されているが、極めて処理量が多い。さらに CPU が演算に使用するメモリなどの資
源が大型することで、自己診断に必要な CPU 能力は増大している。加えて自動車の自動
運 転 など安 全 保 護 装 置 に求 められる安 全 時 間 も短 くなっているため、自 己 診 断 を完 了 さ
せなければならない時間要求が短くなってきている。 
このため CPU が本来の制御や保護のための演算に必要な処理時間に加え、自己診断
にかかる処理時間も大きな割合を占めるため、さらに高速で大容量な CPU が必要になっ
てきている。産 業 用 制 御 システムには発 熱 などの制 約 も多 い。CPU に負 担 のかかる潜 在
故障の検知処理を目的とした自己診断機能は今後さらに大きな問題となる。 
産業用制御システムの演算フローは図 4-7 のようになる。制御演算は厳格な一定間隔
の演 算 周 期 を実 現 する必 要 があるため、自 己 診 断 処 理 は演 算 周 期 ごとに分 割 して実 施
する。このような処理の切り替えをタスクスイッチ、コンテキストスイッチと呼ぶ。コンテキストス
イッチを行う際 CPU は、処理 中のレジスタの値 を保存しスタックに退 避 し、次の処 理が退
避 していたレジスタを読 み込 み、中 断 していた処 理 を継 続 する。CPU にとってコンテキスト
スイッチは、それ自身が CPU の処理時間を消費する作業であり、数多くのコンテキストスイ
ッチは望ましくない 
FPGA は素 子の中の演 算回路が並 行処理する点が特徴である。多くの自己診 断機 能
が必要であっても、制御演算と並行して行うことができる。たとえば大容量化するメモリのチ
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ェックも短 時 間 で完 了 する。CPU では１ブロックごとに検 査 する処 理 が必 要 であるが、
FPGA ではブロック RAM ごとに同時的にメモリチェックを実施できる。また自己診断機能を
並列処理することができれば、図 4-8 のように、システムが保証できる安全時間を短くする
ことができることも大 きなメリットである。潜 在 故 障 が検 知 できる故 障 とみなせる安 全 時 間 を
短 くすることができることは、より高 速 な安 全 保 護 を必 要 とする移 動 体 の自 動 運 転 や、人 と
共同で動作する産業用ロボットなどで有用性が高い。 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
図 4-7. CPU における制御演算と自己診断機能 
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自己診断機能
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自己診断周期 ＜ 安全時間  
図 4-8. FPGA における制御演算と自己診断機能 
制御演算  
自己診断機能
自己診断機能
自己診断機能
自己診断機能
制御演算周期  
自己診断周期  ＜  安全時間  
 
79 
4.3 Safety Green Controller （SGC）アーキテクチャの提案 
FPGA の並列処理によるメリットの一方、産業用制御システムとしては課題がある。第 2
章で示した通り、産業用制御システムとして活用するためには、モデリング言語からの制御
アルゴリズムの生 成 に加 え、設 備 現 場 でのオンラインでの変 更 が必 要 である。FPGA の内
部で構成する回路に応じて必要となる自己診断回路も変化するため、オンラインでの変更
によって必 要 となる自 己 診 断 回 路 も変 化 することが予 想 される。このため、モデリング言 語
を用いることができ、かつ制御アルゴリズムの変更で FPGA の配線回路の再構成が必要と
ならない自己診断の仕組みが必要である。この解決アプローチとして TDB を用いる。また
機能安全への対応のため、DTM アプローチを用いることが有効である。本章では、第 2 章
TDB および第 3 章 DTM の成果を踏まえ、FPGA による自己診断付きの産業用コントロー
ラのアーキテクチャを提案しその安全性を国際規格に基づき評価する。 
図 4-9 のように第 2 章で提案評価した TDB アーキテクチャの演算処理部を拡張し、各
機 能 ブロックの演 算 結 果 をバス経 由 で次 の機 能 ブロックに伝 達 する際 に、自 己 診 断 用 演
算結 果メモリにも計算 結果を転 送 する。TDB アーキテクチャではバスの転送はマルチキャ
スト型 通 信 を用 いるため、自 己 診 断 演 算 結 果 用 メモリへの転 送 による演 算 処 理 の遅 延 は
発 生 しない。このように、個 々の機 能 ブロックの結 果 を自 己 診 断 用 演 算 結 果 メモリに一 時
保管する。次に図 4-10 のように、演算処理回路を 2 系統用意し互いに演算結果を比較
する構造を構成する。この比較 回路 が相互 監視 機能を実 現 し、システムの自己 診断 機能
としての役割を果たす。 
機能ブロックの演算結果の比較の結果、結果が不一致であれば、どちらかのサブシステ
ムにエラーが発生したことを検知 することができる。この検知によって、設備全体をフェール
セーフ状態（たとえば退避処理など）に移行し、保護システムが無効化することを防ぐ。 
このように機能ブロックごとに比較するエラー検知方法は、前章の結果より、演算の 終
結 果 だけを比 較 する手 法 よりも共 通 要 因 故 障 の影 響 や潜 在 故 障 の影 響 を小 さくできる。
比 較 回 路 そのものの故 障 も共 通 要 因 故 障 の要 因 であるが、本 方 式 では連 結 する機 能 ブ
ロック数 の数 だけの比 較 回 路 が存 在 する。システム全 体 として比 較 回 路 が共 通 要 因 故 障
となるためには、多 くの比 較 回 路 が同 時 に故 障 し無 効 となる必 要 がある。なぜならば、ある
機能ブロックの計算結果はその次の機能ブロックの計算結果に影響を与えるため、後段 
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図 4-9. TDB アーキテクチャの拡張 
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図 4-10. 二系統 TDB の相互監視による自己診
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の機 能 ブロックの計 算 結 果 も不 一 致 になる可 能 性 が高 い。比 較 回 路 の故 障 ですべて検
知できないためには、後 段の比 較 回 路もすべて故 障し無 効 化することが必 要だからである。
このような確 率 は極 めて小 さいと考 えられるため、比 較 回 路 が共 通 要 因 故 障 として与 える
影響は無視することができると考える。 
第 2 章の結果から、MATLAB や Simulink、FBD で記載された制御ロジックは、TDB ア
ーキテクチャによって、連結された機 能ブロックの順序演算で実現することができる(101)。制
御 演 算 を機 能 ブロックの連 結 で表 せることにはメリットがある。この特 性 から各 機 能 ブロック
の演 算 ごとに結 果 を比 較 することができる。比 較 回 路 は機 能 ブロックを実 行 する回 路 とは
別な回路が並行して行うため、演算処理の遅延は発生しない。 
二系統の FPGA 回路は同一タイミングで同じ制御演算アルゴリズムを演算するため、共
通要因故障が発生すると二系統の機能ブロックは同じエラーを発生させるため、異常を検
知することができない。そこで第 3 章の結果から、2 系統の FPGA 回路は同じ制御アルゴリ
ズムであっても、DTM アプローチを適用することにより FPGA の配線回路に多様化を持た
せ共通要因故障を低減することが可能である(105)。このように第 2 章の TDB アーキテクチ
ャ、第 3 章の DTM アプローチを用いた制御演算の構造を図 4-11 に示す。このアプロー
チを用いて、1 ループ制御を実現すると図 4-12 のようになる。機能ブロックごとの比較回路
はシステムの自己 診断 回路として機能する。 終 的な演 算結 果に出 現しない回 路の中に
隠れたエラーを検知することを目的とする。 
この FPGA による産 業 用 コントローラの新 しいアーキテクチャを SGC（Safety Green 
Controller）と呼称する。SGC は TDB の特徴と DTM の特徴を共に備える。モデル言語に
よる制御演算設計を可能にするほか、第 2 章の結果よりオンラインでの変更や FPGA の資
源 利 用 効 率 の点で、大 型 の火 力 発 電 所 でも使 用できる処 理 能 力 を持 つ。産 業 用 コントロ
ーラとして有用である。また第 3 章の結果より、多様性を生み出す DTM アプローチは既存
の FPGA のコンパイルソフトウェアなどの使用実績のある”Proven-in-use”ツールを用いる
ことができる点も大きな利点である。さらに、制御演算の規模や複雑さに応じ FPGA の大き
さを自由に選ぶことができる。処理が増加した場合、より大きな FPGA に変更する際も、構
造を継承することができる。このことも産業用コントローラとして有用である。次節にて、機能
安全におけるコントローラとしての信頼性評価を行う。  
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4.4 SGC の機能安全における評価 
SGC を制御システムまたは保護システムとして用いた場合の、信頼性について評価する。
DTM アプローチによる多様化による共通要因故障への効果は第 3 章で示した通りである。
ここでは、国 際 規 格に基 づき、SGC の機 能 安 全 における安 全 完 全 性レベル（SIL）を評 価
する(15), (28 )。ロボットや自動車の自動 運転のような連続稼働を行う制御 システムにおける安
図 4-11. DTM アプローチによる二系統演算の多様化 
図 4-12 FPGA による自己診断付き二重化コントローラと 1 ループ制御 
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全完全性の評価には PFH（Probability of Failure per Hour (h-1)）を用いる。PFH は、シ
ステムに発 生 するランダムハードウェア故 障 のうち、システムを安 全 ではない状 態 に導 く故
障（危険側故障）が発生する単位時間当たりの確率である。安全完全性レベルと PFH は
表 4-3 のように定義されている(15)。 
たとえば人 と協 調 して作 業 するような産 業 用 ロボットでは、安 全 保 護 システム全 体 で
SIL2 の達成が必要である。これは産業用ロボットの安全規格で指標として規定されている
(23)- (25 )。この場合、これは産業用コントローラが SIL2 のレベルにあればよいということでない。
図 4-13 に一般的な保護システムと PＦＨの割り当てと SIL の関係を示す。 
図 4-13 に示す通り、PFH_s＝PFH_i＝PFH_c＝PFH_o＝PFH_a＝2.0×10-7（ＳＩＬ２）と仮
定 した場 合 、保 護 システム全 体 は ＰＦＨ＝1.0×１０－6（ＳＩＬ１）となり、システム全 体 として
はＳＩＬ２を達成できない。産業用コントローラには SIL3 レベル以上の信頼性が要求される。
従って、ＳＧＣを用いた産業用コントローラも SIL3 レベルの信頼性が不可欠である。 
 
 
 
 
 
 
 
 
自己診断機能を持つ二重化したシステムのＰＦＨは次の式で求められる(15) , (28)。 
1 2 2 2 1 2
 (4.1) 
PFH : 二重化システムの危険側故障の時間あたりの発生確率 
λD  : サブシステムの危険側検知できない故障率 
DC  : 自己診断カバー率（Diagnostic Coverage） 
β   : 共通要因故障割合 
T1  : 定期検査時間間隔 
T2  : 自己診断時間間隔 
  
表 4-3. SIL と PFH の定義（IEC 61508） 
Safety Integrity Level
(SIL)
Average frequency of a dangerous failure of
the safety function [h
-1
]
(PFH)
4
3
2
1
10-9 to 10-8
108- to 10-7
10-7 to 10-6
10-6 to 10-5
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サブシステムの危険側検知できない故障率は、その部位に含まれる電子部品の危険側
検 知 できない故 障 率 を積 算 することで求 める。電 子 部 品 の故 障 率 は、国 際 規 格 IEC 
62830(106)や産 業 分 野 で公 開 されているデータベースを用 いることが一 般 的 である。ここで
は、日本の産業用システムの開発 で広く使われている、シーメンス社 が提供する電子部品
の故障率データベース SN29500(107)を用いる。 
このデータベースに基づき、本評価ではサブシステムを構成する FPGA のλD を 1,138 
FIT と仮定した。大規模な FPGA であり、機械や発電プラント制御を十分に実施できるスケ
ールである。FIT とは、Failure in time と呼び単位時間当たりの故障率である。１ FIT＝ 
1.0×10-9 (h-1)である。 
共通要因故障割合βは、第３章の 3.4.3 のテストケースのうち、Multiple 関数（テストケ
ース１）における DTM を用いたペア（DSP/LUT）と非 DTM のペア（DSP/DSP）のオーバー
クロック周波数 240MHz の試験結果を用いた。βは連結する機能ブロックの個数によって
変化する。表 4-4 にまとめる。 
 
 
図 4-13. 保護システム全体の PFH 計算と SIL 
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表 4-4 演算要素 Multiple （DTM 使用：DSP/LUT）のβ 
 ｎ＝１ ｎ＝５ ｎ＝１０ ｎ＝２０ 
DTM 使用（DSP/LUT） 0.7652 0.2623 0.0688 0.0047 
DTM 不使用（DSP/DSP） 0.9383 0.7273 0.5290 0.2798 
 
DC（Diagnostic Coverage）とは、潜 在 故 障 を検 知 可 能 な故 障 として扱 うための自 己 診
断機能のエラー発見効 率である。本論文では、第３章の Error Detection Rate（％）と同
義である。DC の値も、前述のβと同じく、本論文第３章 3.4.3 テストケース１のデータにお
ける DTM を用いたペア（DSP/LUT）と非 DTM のペア（DSP/DSP）のオーバークロック周波
数 240MHz の試験結果に基づくものとする。DTM を用いたペア（DSP／LUT）は、ほぼ検
知率 99%以上であるが、DTM 不使用のペア（DSP/DSP）は検知率がおおむね０%である。
これは非 DTM の FPGA 回路ではエラー時の結果が同一であり、エラーの発生が検知でき
ないためである。IEC 61508 に基づく PFH 算出の際の DC は、様々な自己診断機能に対
する設計パラメータとして、おおむね Low（６０％）、Middle（９０％）、High（９９％）を設定す
ることとなっている。ここでは、DTM 使 用 （DSP/LUT）ペアの DC を 99%、DTM 不 使 用
（DSP/DSP）ペアの DC を下限値の 60%として設定することとした。 
T１（定 期 検 査 時 間 間 隔 ）とは、内 部 の故 障 を発 見 するような、システムの定 期 検 査 のイ
ンターバルを指す。例えば火力発電所の蒸気タービンでは、弁の固着を確認するために 3
カ月程度に 1 度タービンに流入する蒸気を緊急遮断するための油圧バルブを実開閉させ
固着していないことを確 認する。このような定 期 的な試 験によって、特 定 の故 障モードの発
生率を一旦リセットするような試験の試験期間が T1 である。コンピュータシステムでは設備
に据 え付 けた電 子 基 板 内 部 の電 子 デバイスの故 障 モードをつぶさに分 解 点 検 するような
運用はあり得ない。このため産業用コントローラの想定運用期間 30 年（8,760 時間×30
年）を T1 のパラメータとして使用することが一般的である。 
T2（自 己 診 断 時 間 間 隔 ）とは、自 己 診 断 を実 施 する周 期 である。SGC においては、演
算 プロセスの中 で機 能 ブロックの演 算 ごとに結 果 を比 較 し異 常 を検 知 する仕 組 みである。
このため産 業 用 コントローラの演 算 周 期 と同 一 と考 え、一 般 的 なプラント制 御 において使
用される 100 ms をパラメータとして使用する。以上のパラメータを表 4-5 にまとめる。 
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表 4-5. 設定パラメータ一覧 
DTM 使 用 （DSP/LUT） 
記 号  名 称  値  備 考  
λD 危 険 側 検 知 できない故 障 率  1,138 FIT  
β 共 通 要 因 故 障 割 合  0.7652～0.0047 ｎ=20 （表 4-3）参 照  
DC 自 己 診 断 カバー率  99%  
T1 定 期 検 査 時 間 間 隔  2.628×105 30 年  
T2 自 己 診 断 時 間 間 隔  2.77778×10-5 100 ms 
DTM 不 使 用 （DSP/DSP） 
記 号  名 称  値  備 考  
λD 危 険 側 検 知 できない故 障 率  1,138 FIT  
β 共 通 要 因 故 障 割 合  0.7652～0.0047 ｎ=20 （表 4-3）参 照  
DC 自 己 診 断 カバー率  99%  
T1 定 期 検 査 時 間 間 隔  2.628×105 30 年  
T2 自 己 診 断 時 間 間 隔  2.77778×10-5 100 ms 
このパラメータを用い、式(4.1)に基づき、ｎ＝１、５、１０、２０についてプロットしたものが図
4-14 である。SGC は機能ブロックの連結数 n が多くなるほど、PFH の値が小さくなる傾向
があり、DTM を使用する場合に顕著となる。機械制御などモデルベースの制御システムで
は、演算ブロックの連結数は少なくとも１０を超えるため、SGC は SIL3 相当の安全完全性
が達成できると評価することができる。SGC は FPGA の規模が小さなものから大きなものま
で容 易 に適 用 できるため、人 間 と共 同 作 業 をするような産 業 用 ロボットや、自 動 運 転 の自
動車、さらには化学プラントや発電プラントなど、様々な分野の高い SIL レベルが必要な機
能安全システムに適用することができることを意味している。 
 
 
 
 
 
 
 
 
 
 
図 4-14. SGC の PFH による評価および DTM の効果 
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機 能 安 全 では、SIL の目 標 に応 じた不 動 作 確 率 （PFD／PFH）の要 件 に加 え、危 険 側
潜在故障の割合と多重化の効果についても要件が規定されている。図 A-1.6 にある通り、
高い SIL を達成するためには多重化の度合い（HFT）が大きいことと、危険側潜在故障率
（ΣλDU）の割合が低いことが求められる。潜在故障すなわち故障が発生しても検知できな
い故障は、修復する機会を逸するため多重化の効果を低下させるからである。 
SGC では機能ブロック毎にエラーを検知することができ、そのエラー検知率（DC）は前述
の通り 99%を超える。これにより SFF も 99%以上を見込むことができるため、二重化（HFT=1）
で実現した SGC は、図 A-1.6 より SIL4 の要件も満たすことが判る。SGC アーキテクチャ
は、機能安全規格の要件をすべて満たすことが明らかとなった。 
 
4.5 むすび 
本章では、第 2 章および第 3 章を踏まえ、高い安全完全性を備えた FPGA の新しい産
業用コントローラのアーキテクチャ SGC を提案した。TDB を備えたサブシステムとすること
で、産 業 用 制 御 システムが必 要 なモデリング言 語 を用 いた設 計 や、オンラインでの回 路 の
修正が可能であることを示した。TDB を２つ備えた多重化システムを TDB のバスに演算結
果を保持 するメモリエリアを設けることで、制御 演 算の処 理 を阻 害することなく、両 サブシス
テムの機 能 ブロックの演 算 結 果 を比 較 できる構 造 が実 現 できることを示 した。この２つのサ
ブステムを DTM の手法を用いて多様化し、制御演算プロセスの中の機能ブロックごとに演
算 結 果 を比 較 する自 己 診 断 機 能 を考 案 した。比 較 回 路 が機 能 ブロックごとに存 在 するた
め、演算プロセスの中に発生する潜在故障を効率よく検知できる。 
後に機能安全の国際規格 IEC 61508 に基づき、多重化システムの PFH を算出した。
計算には、第２章および第３章のシミュレーション試験結果を用いた。その結果、FBD で示
された制御回路において、一般的な機能ブロック数１０を連結する回路の PFH は、1.0×
10-7 となり、SIL3 相当の安全完全性を持つことが明らかとなった。加えて、危険側潜在故
障の割合と多重化の要件も機能安全規格に基づき評価し、機能ブロック数２０を連結する
回路の場合、SIL4 の制約も満たすことが可能であることを示した。 
SCG は、FBD などの記述言語を使用し、産業用コントローラに不可欠なオンラインでの
修正機能を持ち、かつ国際規格に基づいた評価でも高い SIL 値を実現することができるア
ーキテクチャであることが明確となった。 
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付録 4-1 実際のシステム開発におけるβおよび DC の決定  
本 節 では SGC の効 果 を評 価 するため、第 ３章 3.4.3 テストケース１のデータにおける
DTM を用 いたペア（DSP/LUT）と非 DTM のペア（DSP/DSP）のオーバークロック周 波 数
240MHz の試験結果を用いた。実際には演算関数や関数の論理合成作業ごとに検知確
率が異なる回路が生成されるため、個々の機能ブロックごとにβおよび DC を設定すること
が必要となる。 
実際の制御システムの開発では、機能ブロックの関数ごとに FPGA の回路を繰り返し生
成し、βの値が低くエラー検知効率の高い回路を取捨選択し SCG の基本回路として組み
込むこととなろう。その際に選択した個々の機能ブロックごとにβと DC を実験データととも
にエビデンスとして残 すこととなる。多 様 化 は開 発 工 数 だけではなく、製 造 コストや製 品 出
荷後の保 守 においても事業 者に大 きな負担を強いる。開 発者 側はできるだけ簡便な手法
を採 用 したいが、負 担 の少 ない多 様 化 には効 果 の点 で評 価 が分 かれる手 法 が多 い。この
ため多様化の手法とその効果は、現実のシステムの開発プロセスにおいて、審査機関と
も議論が活発に行われる領域である。 
本論文で提案する SGC および多様化手法の DTM は、前述の通り実際の使用に際し
ては、関数ごと論理合成作業ごとに実験を行いβと DC の値を規定する必要がある。この
点では確定的なアプローチではない。しかし現状のβファクタや DC の値を決める開発審
査 において、実 験 に基 づく定 量 的 なパラメータを提 示 することができるため、機 能 安 全 の
対応 が求められるシステムの開 発 作 業や審査 プロセスを大きく効率 化できる。このような開
発プロセスや審査プロセスの効率化も SGC および DTM の効果である。 
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第 5 章 結論 
産業用コントローラに用いる CPU はコアの高速化が限界に達しつつある。マルチコアに
よる性能向上が主流であるが、マルチコア CPU は大きな発熱に加え、仮想化などのミドル
ウェアを必 要し、制御 システムの基盤を複雑 化する傾 向 がある。またマルチコアのアーキテ
クチャは製 品 世 代 による変 化 が大 きく、ミドルウェアの変 更 やアプリケーションの変 更 など、
製 品 の長 期 供 給 性 や継 承 性 に課 題 があり、事 業 者 への負 担 も大 きい。この問 題 は産 業
用制御コントローラが CPU アーキテクチャに依存する限り深刻化する。 
本研究は、CPU に代わる制御演算デバイスとして FPGA に着目し、FPGA が持つ課題
を解 決 し、かつ自 動 車 の自 動 運 転 や産 業 用 ロボットなどに不 可 欠 な機 能 安 全 における高
い安 全 完 全 性 を実 現 する、新 しい産 業 用 コントローラのアーキテクチャの原 理 確 立 と実 現
を目指した。 
近 年の制 御 演 算 回路 の設 計は、モデル言 語やファンクションブロック図 による設 計 が主
流である。このため本研究では、まず MATLAB などのモデル言語から FPGA 回路に容易
に展開できる TDB アーキテクチャを提案した。TDB が産業用コントローラとして不可欠な、
オンラインでの制御回路やパラメータの変更に対応できること、また FPGA の並列処理構
造 を活 かすことで、火 力 発 電 などの大 規 模 で複 雑 な制 御 回 路 であっても、十 分 な処 理 能
力で実現できることをシミュレーションにより明確にした。 
次に FPGA 回路を多重化した際のエラー検知確率を向上させるための、DTM アプロー
チを提案し評価した。DTM アプローチによって生成された１組の FPGA 回路は、従来方法
で生成された FPGA 回路よりも、ペア間に大きな多様化が生じ、環境からのストレスによる
ランダムハードウェアエラーの発生時の検知効率を向上させうることを確認した。特に DTM
アプローチは、モデル言 語 やファンクションブロック図 によって記 述 された制 御 回 路 におい
て、機能ブロックの連結数が多いほど効果があることが確認でき、システムの MTBF 拡大に
効果があること明らかにした。 
以上２つのアプローチの効果を踏 まえ、TDB とＤＴＭを組み合わせた、FPGA ベースの
新しい産業用コントローラのアーキテクチャ SGC を提案し、国際規格 IEC 61508 に基づ
き、産業用コントローラとしての安全完全性レベル（SIL）を評価した。その結果、SGC は大
型で故障レートが大きな FPGA を用いた場合においても、MATLAB などのモデリング言語
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やファンクションブロック図で表現された連結数 10 以上の制御回路において、SIL3 相当
の信頼性を達成できることを証明した。以上のことから、TDB および DTM という２つのアプ
ローチを融合した SGC は、CPU の代替としての FPGA を使用した産業用コントローラのア
ーキテクチャとして極めて有効であることが示せた。その特徴をまとめると以下のようになる。 
（１） FPGA ベースのため、低 商 品 電 力 低 発 熱 、小 型 から大 型 までのスケーラビリティ、
製品世代を超えた長期の設計継承性を持つ。 
（２） TDB アーキテクチャにより、モデル言語や FBD 言語を用いて制御回路を記述でき、
パラメータや制御回路の修正の際に、FPGA の論理合成を必要としない。 
（３） TDB アーキテクチャは制御ループごとに並列処理を行うことができ、FPGA の回路
資源を有効活用するため、大規模で複雑な制御回路でも、FPGA が大型化せず、
かつ十分な処理性能を実現する。 
（４） SGC は FPGA の並列処理の特徴を活かした自己診断回路を持つため、自己診断
にかかる時間が制御演算周期と同一であり安全時間が大幅に短い。 
（５） SGC は DTM アプローチによる高い多様性を持つ二重化した演算回路を持ち、高
い自己診断能力により、SIL3 相当の安全完全性を実現する。 
上 記 に加 え、SGC は産 業 用 途 で十 分 な使 用 実 績 のある開 発 ツールを使 用 するアプロ
ーチのため、発 電 や鉄 道 などシステム全 体 に信 頼 性 が必 要 な用 途 に 適 な産 業 用 コント
ローラであることを証明できた。SGC アーキテクチャを採用することによって、FPGA を CPU
の代替とすることができ、産業用コントローラが直面する CPU のマルチコア化の問題を解
決できることが明らかとなった。 
小 さな家 電 製 品 から巨 大 な発 電 プラントまで、様 々な制 御 システムが使 用 されている。
水 素 動 力 などの新 しいエネルギーや、介 護 ロボットのような機 械 も増 えることだろう。そのよ
うな将来において、安全や保護を担うシステムの産業用コントローラは重要である。どのよう
な便 利 な機 械 やサービスも、長 期 的 な安 全 ・安 心 の上 に成 り立 つ。本 研 究 で提 案 し実 用
を評価した産業用コントローラは、制御技術の進化を支える重要な基盤となるものと考える。 
また今 後 は高 速 な無 線 ネットワーク網 と人 工 知 能 の活 用 により、自 動 車 やドローンの自
動 運 転 ・搬 送 サービスなど、私 たちの生 活 を大 きく変 えてゆくことだろう。このような未 来 で
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は、産 業 用 コントローラが地 球 規 模 のコンピュータネットワークに常 時 直 接 接 続 することが
一 般 的 となる。ハッキングやウィルス感 染 による障 害 などを鑑 みれば、安 全 や保 護 を担 うシ
ステムのリスクは高まる一方である。CPU が行う機能を FPGA で置き換えることは、本論文
で取り上げた発熱や継承性、および機能安全対応の観点のみならず、制御セキュリティの
面でも大きな意味を持つと考えられる。 
SGC は OS のような多機能で脆弱なミドルウェアを必要とせず、ハードウェアによる機能
実 現である点、そして並 列処 理が可 能である点から、制 御セキュリティ装 置の基 盤としても
注目されている。本研究が安全な制御とセキュリティの礎としても広がることを期待する。 
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付録 5-1 SGC が役に立つ分野および制御セキュリティへの展開 
SGC が活用できる分野について補足する。本論文では主に発電プラントなどのインフラ
設備の産業用コントローラを対象に論じた。SGC の効果は、表 A-1.1 のような分野におい
ても効 果 が期 待 できる。特 に身 体 補 助 型 のロボットや医 療 機 器 においては、逆 動 力 学 計
算のような負荷の大きな処理を省電力で高速に処理することが必要であるため、SGC の効
果が期待できる。機能ブロックを演算 する PE を十分に冗長 に搭載しておくことで、FPGA
の配線接続を変えることなくダメージを受けた PE を変更することができる。宇宙空間や原
子力設備のような過酷な環境で使用するフォールトトレラントコントローラにも適している。 
 
 
 
 
 
 
機能安全規格には CPU に対するランダムハードウェア故障への対策メカニズムは明確
になっているが、FPGA での多 様 化 の要 件 は発 展 途 上 である。機 能 安 全 が必 要 となる分
野の拡大とともに、本研究で示したアプローチが規格成熟の一助になることを期待したい。 
さらに SGC は制御ネットワークのセキュリティ対策においても有効である。近年 IoT や第
四 次 産 業 革 命 と称 し、様 々な制 御 システムがネットワークに接 続 し、より効 率 よく設 備 を稼
働 させる取 り組 みが進 んでいる。このような取 り組 みは、従 来 孤 立 して動 作 することが前 提
であった制 御 システムが、ネットワークからの障 害 やサイバー攻 撃 にさらされる危 険 性 が指
摘 されており、各 国 で対 策 の法 令 化 やガイドラインが整 備 されている(110)。たとえば米 国 原
子 力 発 電 所 で発 生 した設 備 故 障 に起 因 するパケットストームによる重 要 設 備 のコントロー
ラの機能不能のような事故 (111)は、制御演算と通信処理を分離並行処理できる SGC であ
れば発 生 を防 ぐことができる。ＳＧＣは脆 弱 性 の大 きな根 源 となるようなＯＳを必 要 としない
ため、ネットワーク経 由 のサイバー攻 撃 にも有 効 である。スマートグリッドのように広 域 に分
散設置される配電設備 ではＯＳのアップグレードが不要になる。港湾や空港などの公安施
設の警備システムのコントローラとしても活用が期待できる。 
表 A-1.1. SGC が有効な分野及びその効果、部位  
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