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  Gene regulation is a critical determinant of an organism’s phenotype. 
Furthermore, there is mounting evidence that gene regulation, or rather gradual changes 
in gene regulation as a result regulatory sequence turnover, has played an important 
role in evolution and speciation. Given the remarkable phenotypic diversity among 
mammals, it is surprising to learn that all share roughly the same set of around 20,000 
genes, most of which are highly conserved. Indeed, the degree of divergence at the 
gene level fails to explain the diversity observed among mammals, suggesting that it is 
not differences in genes that explain the balance of the phenotypic changes, but when 
and where genes are used in different species. The spatiotemporal expression patterns 
of genes are intricately controlled through the process of transcriptional regulation, a 
multifactorial process involving interactions between a host of regulatory sequences, 
DNA-binding proteins and cofactors, signaling pathways and epigenetic factors. 
Transcription factor binding sites (TFBS’s) are an important class of regulatory 
sequences involved in the gene regulatory process and it is known that TFBS’s are 
frequently gained and lost in mammalian genomes. This is consistent with an important 
role of TFBS’s in gene regulatory evolution. However, little is known about the TFBS 
turnover process and its relationship to gene regulatory evolution and, by extension, 
phenotypic change and the adaptive evolutionary process. In order to gain insight into 
the process of TFBS turnover, it is necessary to reliably identify TFBS’s that have been 
gained or lost in a lineage-specific manner through the process of regulatory evolution. 
Here I present a phylogenetic hidden-Markov model (phylo-HMM) that describes the 
process of lineage-specific TFBS gain and loss and test its performance on simulated 
and biological datasets using two methods: a Viterbi algorithm implementation and a 
Gibbs sampler. In both contexts, the model performs well on simulated data but does not appear robust to violations of the model assumptions that are present in biological 
datasets. With further refinement, the model and methods may yield better performance 
on real data. However, key limitations include large memory and computational 
requirements and a need to simplify the model and restrict the dataset size to ensure 
tractability. These shortcomings increase the user inputs required to apply the methods 
and complicate data interpretation and generalization, thus limiting the utility of the 
methods. iii
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CHAPTER 1: INTRODUCTION 
 
The phenotypic diversity present among mammals is truly remarkable. What is 
more remarkable is the magnitude of conservation between mammalian genes relative 
to this phenotypic diversity. Indeed, divergence between orthologous genes cannot fully 
explain this diversity, a phenomenon noted by King and Wilson, who postulated that 
differences may instead result from changes at the gene regulatory level [5]. This idea 
was first proposed by Jacob and Monod [6] and expanded upon by Britten and 
Davidson in their prescient model for regulatory evolution through propagation of 
repetitive sequences containing regulatory binding sites [7]. With the recent 
development of molecular biology techniques for direct observation of transcription 
factor binding and high-throughput genome sequencing technologies, it is possible to 
explore these theories by dissecting the underlying process of regulatory evolution. 
 
Gene Regulation 
 
  Gene regulation is a complex, multifactorial process involving regulation at 
levels including chromatin structure, epigenetic modification, gene transcription, 
splicing, maturation and degradation, translational control and post-translational 
modification. All of these can be further decomposed into numerous component 
processes, each representing potential access points for adaptive change and phenotypic 
evolution. The research presented here focuses on transcriptional regulation (TR), the 
process of determining where and when genes are expressed. 
 
TR defines the spatiotemporal expression pattern of each gene in the genome. 
As summarized in Figure 1, TR involves interactions between an organism’s genome,  2  
epigenome, core transcriptional machinery, transcription factors (TF’s) and co-factors. 
Interactions between these elements are complex and may be cooperative, competitive, 
inhibitory or otherwise. The net function is to relay messages to the core transcriptional 
machinery, which is responsible for assembling the actual RNA transcript. Briefly, the 
presence and activity of the core transcriptional complex within a gene depends on the 
accessibility of its chromatin environment, the combination of TF’s bound within its 
within its regulatory neighborhood and the availability of cofactors and general 
transcription factors to relay and act on the messages spelled out by the set of bound 
TF’s. 
 
The regulatory neighborhood of a gene consists of a collection of cis-regulatory 
regions (CRR’s): discrete, noncoding sequences that may exist upstream, downstream 
or within introns. Each CRR is a discrete collection of individual transcription factor 
binding sites (TFBS’s) separated by spacer sequences which allow the physical room 
for binding of multiple TF’s within a CRR and, in some cases, confer the flexibility 
needed for DNA bending to facilitate interactions between bound TF’s, cofactors and 
the core transcriptional machinery. Intuitively, in order for a gene to be responsive to a 
given TF, at least one of its CRR’s must contain at least one TFBS for that factor. 
CRR’s are modular, each defining a specific portion of a gene’s spatiotemporal 
expression pattern. They have discrete, separable roles and act somewhat like switches 
responsive to specific sets of conditions in order to properly modulate gene expression. 
 
Relationship between Gene Regulation and Phenotype 
 
An organism’s phenotype is determined, in large part, by the genes it expresses: 
that is, the sum of the spatiotemporal expression patterns of its genes. For example,   3  
 
Figure 1-1: An integrated view of transcriptional regulation. Transcription 
factors bind to sites (TFBS’s) within a gene’s core promoter and cis-regulatory 
modules, which may be proximal/distal to a gene or in more distant genomic 
regions. The signals from bound TF’s are relayed to the Transcription Initiation 
Complex, including an RNA polymerase and associated proteins, by the Co-
activator complex. All facets of this process are subject to change through 
mutational and selective processes and represent potential pathways to regulatory 
evolution. (Image taken from [3])  4  
an organism’s body plan is determined largely by the expression patterns of 
developmental genes. Likewise, gene expression patterns during adulthood play a 
major role in determining how an organism responds to its environment. The number of 
combinatorial actions possible is innumerable but, intuitively, a gene must be expressed 
in order to contribute to a phenotype. By extension, changing a gene’s expression 
pattern may change an organism’s phenotype and, if the change improves its fitness, 
may lead to adaptive change in the population over time. Therefore gene regulatory 
evolution may be responsible for creating the specific gene expression patterns that 
imbue each species with its unique phenotypic characteristics. 
 
Regulatory Turnover 
 
Each gene’s collection of CRR’s can be thought of as a set of instructions on 
how it is to be used under various conditions encountered during an organism’s 
lifecycle. Furthermore, each CRR may be thought of as a single sentence, its TFBS’s 
representing the words in the sentence. The full set of instructions may be made up of a 
few to several hundred individual CRR “sentences” collectively containing thousands 
of individual TFBS “words.” A gene’s expression pattern can be changed simply by 
altering the “word” content of any individual CRR, which changes the meaning of the 
“sentence,” or more dramatic changes may be made by changing the “sentence” content 
of the instruction set as a whole, i.e., by adding or removing entire CRR’s. The number 
of discrete spatiotemporal expression patterns possible by making such changes is 
infinite. This makes regulatory evolution a very flexible way to modulate phenotypes. 
 
  Both the modular nature of CRR’s and the unique properties of the TFBS’s that 
compose them contribute to the flexibility of regulatory evolution. As noted above, one  5  
way to change gene expression is by changing the TFBS content of a CRR. Because of 
the short length and degeneracy of TFBS’s, this may be accomplished merely by 
changing a few nucleotides [8]. Indeed, such gain and loss events are common in 
eukaryotes. The extent of TFBS turnover has been estimated in mammals [9-12], 
suggesting that 32-40% of TFBSs in TRANSFAC [13] have been gained or lost in 
humans since their divergence from mice [9]. Similarly, at least 5% of zeste elements 
are not shared between Drosophila melanogaster and two closely related species [14] 
and closely related yeast species have a high degree of variability in regulatory 
sequence content [15]. The prevalence of TFBS turnover underlines its importance in 
the process of regulatory evolution. 
 
Relationship between Gene Regulation and Evolution 
 
TFBS turnover represents both an opportunity to generate adaptive change and a 
challenge in maintaining stable gene expression patterns. In terms of the latter, 
observations of the eve s2e from four Drosphila species [16] suggest that balancing 
selection frequently acts to fix compensatory mutations within CRRs, thus stabilizing 
the expression pattern of the target gene. The prevalence of balancing selection through 
compensatory gain and loss presents a challenge in determining which turnover events 
may have contributed to directional and adaptive evolution. This is because, without 
careful experimental follow-up, it is often impossible to tell whether an individual gain 
or loss event actually changes the expression pattern of the target gene. Even so, TFBS 
gain and loss has been linked to directional change, as exemplified by changes in 
abdominal and wing coloration in Drosophila [17] and armor plating of stickleback fish 
[18, 19], both of which have been traced back to individual regulatory changes. There is 
also evidence for positive selection on human CRRs, particularly those for neural and  6  
nutrition-related genes [20-22], both processes that have been implicated in the 
divergence of humans from chimpanzees [23-26], although the regulatory sequence 
changes directly responsible for the signatures of selection found in these studies have 
not been identified. 
 
Two unique properties of TFBS’s contribute to their adaptive potential: high 
efficiency of selection and their ability to affect gene expression patterns on a fine scale 
without affecting gene function. The first property stems from the short length and 
degeneracy of TFBS’s, which makes them particularly amenable to creation and 
destruction through the mutational process and from the codominant nature of most 
TFBS’s, meaning they affect fitness in heterozygotes as well as homozygotes. As a 
result, on average, TFBS variants may be more visible to selection than coding 
mutations, most of which are recessive [27]. Thus, selection may act very efficiently on 
TFBSs even under modest directional pressure [8]. The modular nature of CRR’s 
underlies their ability to affect gene expression patterns on a fine scale without 
affecting gene function. Regulatory mutations often only affect expression within a 
single cell type or developmental stage, thus pleiotropy is minimized, reducing the 
chance that a mutation will be strongly deleterious. By contrast, protein-coding 
mutations often affect function everywhere a gene is expressed, thus they are more 
likely to have broad, deleterious effects [27]. 
 
It is also notable that CRR’s reside primarily in the noncoding portion of the 
genome, which represents roughly 98% of the total sequence content, or approximately 
2.9GB in a typical mammal. Although the fraction of noncoding sequences that serve 
direct regulatory functions is not known, the bulk quantity of sequence involved in such 
functions is likely to be very large, possibly exceeding the bulk quantity of coding  7  
sequence. Therefore, the potential target for regulatory mutations may be much larger 
than that for coding mutations. The number of unique spatiotemporal expression 
patterns that may be generated through such mutations is innumerable and offers a 
broad avenue for adaptive evolution. 
 
Existing Methods for studying TFBS gain and loss 
 
Two general approaches have been used to study TFBS gain and loss: first, 
bioinformatics-based methods that utilize existing site predictions to gather information 
on TFBS turnover; and second, direct prediction of individual TFBS’s or CRR’s with 
evidence of differential selection based on comparative genomics data. A third, related 
approach is to modify a method for predicting conserved TFBS’s to accommodate 
turnover [28]; however, this cannot truly be classified as a method for studying TFBS 
turnover. Another published method investigates the process of TFBS turnover using a 
simulation approach but is not designed for predicting individual binding sites within 
genomic sequences [29]. 
 
The bioinformatics approach is best suited for estimating turnover rates and 
other bulk properties of the TFBS turnover process. However, these methods may be 
somewhat error-prone due to biases introduced from sources including variable false 
positive and negative rates for different types of sites and within different species, by 
the methods used in different studies contributing content to the databases, 
completeness of the databases used, etc. Owing largely to variable false negative rates, 
these methods are not well suited for identifying individual sites that are under 
differential selection. 
  8  
The direct site prediction approach is more useful in terms of finding individual 
lineage-specific TFBS’s or CRR’s. These methods have roots in comparative genomics 
methods for finding conserved sequences and all documented approaches utilize 
phylogenetic models to describe the evolutionary process within an existing MSA 
dataset. The first published method incorporating evolutionary information specific to 
TFBS’s  [14] could classify TFBS’s according to their degree of conservation but could 
not assign them explicitly as gains or losses on a given branch in the phylogeny [30]. 
Likewise, an investigation of positive selection on CRR’s [20] identified several 
noncoding regions within the human genome with significant evidence of positive 
selection since the chimpanzee divergence, but could not identify individual TFBS’s 
responsible for the selective signatures observed. To my knowledge, the only method 
published to date that actually predicts individual lineage-specific TFBS’s utilizes 
phylogenetic shadowing to model TFBS turnover [31]. This method showed promising 
results but its main limitation is that the extensive training on labeled data required to 
achieve reasonable performance measures. Although some data of this type is available 
for yeast, the utility of this method for other species, mammals in particular, is limited 
at present due to absence of suitable training data. 
 
Summary 
 
There is ample evidence that TFBS gain and loss plays a role in adaptive 
evolution but there are large gaps in our knowledge of TFBS turnover and how it 
relates to the evolutionary process as a whole. These gaps range from lack of basic rate 
and pattern information to a limited understanding of how TFBS turnover contributes to 
interspecies divergence and how TFBS turnover data can be applied to practical 
problems such as identifying genes and pathways of evolutionary significance. The  9  
ability to perform genome-wide accounting of TFBS turnover would be a large step 
toward filling these gaps. One important goal to reach this end is developing reliable 
methods for identifying lineage-specific TFBS’s. Newly-available comparative 
genomics datasets from high-throughput sequencing efforts provide the raw data for 
such methods. 
 
  Here I present Dmotif, a phylogenetic Hidden-Markov Model (phylo-HMM) 
describing the process of TFBS gain and loss, and two TFBS prediction methods 
incorporating the model: DMotif, a Viterbi algorithm approach, and DMsample, a 
Gibbs Sampling method that explores the joint posterior probability space over state 
paths and parameter values. I have extensively tested the performance of both methods 
on simulated data and applied them to investigate turnover of ERE and P53 binding 
sites within genomic multiple sequence alignments for 32 mammals. I have also 
developed a framework within our local mirror of the UCSC Genome Browser for 
visualizing the resulting datasets. The challenges I have encountered along the way will 
be instructive for those seeking to model the process of regulatory evolution through 
similar methods.  10 
CHAPTER 2: THE DMOTIF MODEL 
 
Rationale 
 
  TFBS gain and loss is an inherently stochastic process by virtue of the 
underlying process of molecular evolution. Statistical models have proven very useful 
in evolutionary investigations and so it makes sense to extend them to the problem at 
hand. The DLESS model [1] (Fig. 2-1, panel A, top), a phylo-HMM that models linege-
specific gain and loss of functional constraint, furnishes one necessary component. It is 
capable of predicting generic sequences under differential selection within genomic 
multiple sequence alignments (MSA’s), although it does not assign any specific 
function to the elements it predicts. Phylo-HMM’s also exist that model TFBS function 
and it is possible to extend these to model lineage-specific TFBS function by using 
phylogenetic models similar to those used in DLESS (Figure 2-1, panel A, bottom). 
The two models may be combined in a modified cross-product scheme to yield the 
Dmotif model, which, to my knowledge, is the first hidden-Markov model describing 
the process of TFBS turnover. 
 
Description of the Dmotif Model 
 
Model Topology and Parameters 
 
The overall form of the Dmotif model is a modified cross-product model based 
on two parent models: DLESS and a phylo-HMM for a motif.  The cross-product form 
is modified by fixing the transition probabilities between states representing adjacent 
motif positions at 1 to ensure that the model only predicts whole motifs. Dmotif (Figure  11 
2-1, panel B) has (2k+2)(w+1) states where k is the number of branches in the unrooted 
phylogeny (k = 2N-3, assuming reversibility, N being the number of present-day 
species) and w is the width of the motif. As in DLESS, states are arranged in a hub-and-
spokes manner. Each spoke contains w+1 states, all under the same form of selection: a 
chain of w states, each representing a single column in the motif PWM, and one state 
representing background sequences. The model has five free parameters: , μ, ,  and 
 (Table 2-1).  and  control entry into conserved and nonconserved motifs, 
respectively. I distinguish between these alternatives because I have observed a positive 
correlation between conservation and motif presence (data not shown). Allowing 
different motif occurrence rates in conserved and nonconserved sequences substantially 
improves model fit and performance (data not shown). The sixth parameter, , is a 
branch-length scaling factor specifying the strength of selection on the conserved 
portion of the phylogenetic tree. 
Table 2-1: Parameters Used by the DMotif Model. 
Parameter Description 
  Probability of entering a conserved state 
from a nonconserved state 
μ  Probability of entering a nonconserved 
state from a conserved state 
 
Given that we are entering a conserved 
state, the probability conservation is 
lineage-specific 
  Probability of starting a conserved motif 

*  Probability of starting a nonconserved 
motif 
  Strength of selection on conserved portion 
of tree (Fixed) 
 
* This parameter was added during development of DMsample to address the 
observed preponderance of  “nonconserved” motif predictions observed with the 
original model. See the discussion section of chapter 4 for details.  12 
 
Figure 2-1: The Dmotif model. A: Components of the Dmotif model. Dmotif can be 
described as a cross-product of the DLESS model for lineage-specific gain and loss of 
conservation and a phylo-HMM motif model. B: Topology and parameterization of 
the Dmotif model. Most transition parameters are set as the cross-product of the two 
models in A, but the transitions between motif position states are fixed at 1 to ensure 
complete traversal of the motif chain before returning to a background state. C: 
Phylogenetic models used by Dmotif. 
N is the neutral background phylogeny used by 
state N
B; its parameters are estimated directly from neutrally-evolving sites in the 
genome and all other models are derived from it. i
LBG and i
GBG are background 
states corresponding, respectively, to loss and gain of conservation on branch i. These 
states are inherited directly from the DLESS model. i
LMj and i
GMj represent loss and 
gain, respectively, of motif function. As in models i
LBG and i
GBG, branches outside 
  13 
 
Phylogenetic Models 
 
  The phylogenetic models used by Dmotif (Figure 2-1, panel C) are based on 
those in DLESS but there are several important differences. In both DLESS and 
Dmotif, background states may use any type of phylogenetic model implemented in 
PHAST (Figure 2-1, panel C, left and middle portions). However, motif states in 
Dmotif always use the F81 model [2] with stationary nucleotide frequencies taken from 
the corresponding column in the PWM (Figure 2-1, panel C, right). In the case of 
lineage-specific motif gain or loss, we further generalize the phylogenetic model by 
using F81 only on nodes in the phylogeny bearing a functional TFBS column in the 
current position; all other nodes use the neutral background model. Finally, in the case 
of gain states, we reroot the phylogenetic tree above the node where motif function was 
gained. The reasons for this are easier to explain when the model is used in a generative 
context. In this case, a nucleotide is randomly drawn based on the stationary 
frequencies at the root of the tree and then evolved along the phylogeny down to the 
leaf nodes. Without rerooting, the stationary frequencies at the base of the tree come 
from the background model. This presents two problems: sequences drawn from this 
distribution frequently bear little resemblance to the motif and, because branches below 
the “gain” node are shrunken by the  parameter, the chance that such sequences will 
and inside the subtree under node i are scaled by  to capture the effects of functional 
constraint. In addition, the substitution models associated with nodes inside the grey 
“Motif” regions, are F81 models with stationary frequencies taken from position j of 
the motif PWM while those within the “Background” region use the background 
model.  
  14 
evolve into recognizable motifs within the time available is further reduced. Rerooting 
the tree overcomes these issues because the initial sequence is drawn from the motif 
model before evolution as a motif on the “gain” subtree and as a background sequence 
on the nonfunctional subtree. Mathematically, this ensures that the correct stationary 
distribution is used at the root of the tree. In functional terms, the effect is like requiring 
the ancestral sequence to display a preexisting resemblance to a TFBS, an idea that is 
biologically intuitive and has garnered some empirical support [12, 32, 33]. 
 
Assumptions of the Dmotif Model 
 
The Dmotif model is based on the following simplifying assumptions. First, we 
assume that the binding specificity of the factors we use is maintained in all species 
under consideration. Given evidence that the nucleotide binding domains of many 
transcription factors are highly conserved [34-36], this assumption is likely to be valid. 
The model also assumes that genome-wide stationary nucleotide frequencies are shared 
by all species. The only exception is within TFBS gain and loss states, in which all 
species on the motif portion the phylogeny carry the same set of motif-derived 
stationary frequencies while species on the nonfunctional portion carry those from the 
background model. As noted above, this models the change in substitution patterns that 
occurs when TFBS function is gained or lost. It also must be noted that Dmotif models 
only a subset of valid gain and loss scenarios, implicitly assuming that other possible 
scenarios occur at negligible rates, for instance gains and/or losses occurring 
independently in multiple species. This assumption is definitely violated in practice but 
is necessary in the interest of tractability. In principle, the Dmotif framework can 
accommodate such scenarios but at the cost of dramatically expanding the state space 
and corresponding computational requirements. The present model is capable of  15 
predicting at least a subset of valid scenarios, giving a starting point for further 
refinements and experimental follow-up on selected site predictions. 
 
  16 
CHAPTER 3: PREDICTING BINDING SITE GAINS AND LOSSES WITH A 
VITERBI ALGORITHM DMOTIF IMPLEMENTATION 
 
Rationale 
 
  With the Dmotif model completed, the next step was to create software 
employing the model to predict TFBS’s. As a starting point, I modified the DLESS 
software, which uses the Viterbi algorithm to predict lineage-specific gain and loss of 
conservation. The Viterbi algorithm is a dynamic programming algorithm used to find 
the optimal state path (i.e., the single path through the model with the highest 
likelihood) given a dataset and an HMM. Its key advantages are threefold: 1) 
computational efficiency relative to MCMC-based algorithms; 2) simple, easily 
obtained inputs (a multiple alignment, a neutral model of sequence evolution and a 
PWM); 3) easily interpreted output data consisting of a single “best” set of predictions. 
 
 
Methods 
 
Software Implementation 
 
  The DMotif software was implemented in the C programming language as a 
module of the Phast package [37]. Briefly, the DLESS software was modified to 
incorporate the Dmotif model. The version of the Dmotif used by the DMotif software 
differs slightly from that presented in chapter 2 in that it lacks the  parameter, the key 
difference being that TFBS’s are constrained to occur at equal rates in both conserved 
and neutral sequences. See Chapter 4 for further discussion. The program takes as  17 
inputs a multiple alignment, a PWM and a phylogenetic model for neutral sequences. 
Emission and transition probabilities are precomputed for efficiency prior to running 
the Viterbi algorithm. The optimal state path is then parsed to locate predicted TFBS’s 
and their modes of selection, which are reported to standard output in GFF format. 
 
Data Simulation 
 
In order to evaluate the performance of the DMotif software, I simulated six 
species multiple-alignment datasets for the Estrogen Response Element (ERE) and P53 
motifs. The datasets consisted of 500 sequences, 500bp in length, each containing a 
single TFBS in the exact center. These were generated independently of the Dmotif 
HMM using the base_evolve program, part of PHAST, according to an REV model for 
background sequences and a set of w F81 models for the individual columns in the 
TFBS weight matrix [12, 38]. Briefly, background sequences were generated as 5’ and 
3’ flanking half-sequences and w alignment columns were drawn according to the motif 
models. The flanking sequences and motif columns were then concatenated into a 
complete alignment. I examined five scenarios: conservation and gain and loss on the 
rodent (rat-mouse) and primate (human-macaque-marmoset) clades. To investigate the 
effects of selection strength, datasets were generated for five values of : 0.1, 0.2, 0.5 
and 0.7, representing strong through weak conservation. 
 
Analysis of Simulated Data 
 
Because I did not know the optimal values for the model parameters, it was 
necessary to estimate them experimentally before testing the performance of the 
software. To this end, I performed a factorial test using values of the transition  18 
parameters, : 0.2, 0.1, 0.05, 0.005, 0.002 and 0.001, and : 0.3, 0.5, 0.6, 0.7, and 0.9, 
defining the optimal combination of parameter values as the one that offered the best 
compromise between power for detecting lineage specific and conserved sites. Values 
of μ and  parameters were fixed in order to produce conserved coverage of 2% with an 
expected length of 20bp for conserved elements and the  parameter was fixed at its 
known value within each dataset. True-positive and false-positive predictions were 
counted and sensitivity, specificity, FDR and PPV were computed for the overall 
dataset and for each type of selection. The reported performance of the DMotif method 
is based on results from the optimal parameter combination for each motif selected 
based on these experiments. 
 
Acquisition and Analysis of Biological Datasets 
 
  Human-referenced MSA’s containing human, chimpanzee, bush baby, mouse, 
rat and dog were retrieved from the UCSC genome browser [39] for ER bound regions 
identified experimentally in five studies [40-44]. Bushbaby was used in this analysis 
due to the unavailability of macaque in the UCSC browser alignments at the time. The 
union of the five ChIP datasets was taken prior to sequence extraction to ensure a 
nonredundant dataset. Regions that did not contain all six species were filtered out, 
leaving a total of 45,828 regions scattered across all autosomes and the X chromosome. 
DMotif was run on these sequences using the optimal combination of parameter values 
previously selected. Three values of  were used: 0.1, 0.2 and 0.3, reflecting very 
strong, strong and moderately strong selection. Datasets were uploaded to our UCSC 
browser mirror for visualization and further analysis. 
 
  19 
Results 
 
Analysis of Simulated Data 
  
My results indicate that the performance of the DMotif method depends 
strongly on the phylogenetic information content of the motif, which is primarily a 
function of its length. The ability to discriminate between similar modes of selection is 
the limiting factor in its accuracy, likely a direct corollary of limitations of the DLESS 
model in detecting short sequences under lineage-specific selection. There was a 
distinct tradeoff between power to detect conserved versus lineage-specific elements 
whereby increasing  increased the power for lineage-specific sites but at the cost of 
decreased power to detect conserved sites. 
 
For both ERE and P53, DMotif performed well in locating TFBS’s, finding 80-
100% of embedded sites but overall performance at correctly identifying the mode of 
selection was limited. DMotif was able to correctly classify 36.6% of p53 sites (figure 
4H) and 9.4% of ERE sites (figure 5H). Strength of selection had a substantial effect on 
power, as did the total branch length within the clade bearing motif function. The 
greatest power for losses was observed on the rodent clade and greatest power for gains 
on the primate clade. Paradoxically, power to detect conserved P53 sites dropped off 
faster than lineage-specific power when plotted as a function of selection strength. The 
reasons for this are not clear but it may be that the motif signal in the MSA is more 
concentrated under lineage-specific selection compared to weak conservation. 
Examples of TFBS’s identified correctly by DMotif are shown in figures 4 and 5, D-F. 
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Evolutionary Turnover of Estrogen Response Elements 
 
I have applied DMotif to evaluating turnover of estrogen response elements 
(EREs) in the genomes of human, macaque, bush baby, rat, mouse and dog. The bulk 
properties of the dataset are summarized in figure 3-3 A-C. Predictions suggest that 
approximately 20-44% of estrogen response elements have undergone turnover during 
the evolution of these six species, a number consistent with previous observations of 
turnover rates between human and mouse [9]. Among lineage-specific sites, I found 
approximately twice as many births (4118) as deaths, and predicted higher rates of both 
birth and death in primates compared to rodents. However, the absolute value of these 
numbers was highly dependent on the specific parameter values used and, based on my 
simulation results, only about 10% of these predictions are expected to correct. As a 
result, it is difficult to assess the impact of these estimates. It is interesting to note the 
presence of gain and loss predictions among the dataset that are seemingly 
incompatible with ER-binding in human ChIP experiments, from which these 
sequences were derived. I did not map the locations of these specific sites relative to 
sites predicted within human but it is possible, since some ER-bound regions contained 
multiple site predictions, that these sites could be explained by paired compensatory 
gain-loss events. Although the bulk properties estimated based on the DMotif 
predictions may not be reliable, I did discover a number of individual conserved and 
lineage-specific TFBS predictions that appear quite convincing. Some examples are 
shown in figure 3-3, D-F. 
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Figure 3-3: Results of ERE Turnover Analysis within ChIP-occupied Sequences. 
A: Proportions of all predictions made up of conserved, neutral and lineage-specific 
(i.e., gain and loss) sites. B: Branch-wise composition of gain predictions. C: Branch-
wise composition of loss predictions. D-F: Representative conserved, gain and loss 
predictions in the TFBS Turnover track of the Cornell mirror of the UCSC Genome 
Browser. The black bar at top represents the predicted ERE. Below this is a histogram 
showing base-wise conservation from phastcons and at bottom are the aligned 
sequences for human, chimp, bushbaby, mouse, rat and dog. Sequences predicted by 
DMotif as bearing a functional ERE are highlighted in green in the alignment view. 
Substitutions and indels are highlighted in red. See Appendix 5 for species tree.  24 
Discussion 
 
DMotif is, to my knowledge, the first program to use an integrated model of 
TFBS turnover to predict TFBS gain and loss. Accordingly, it is a substantial stride 
toward the goal of reliable, statistically rigorous prediction of TFBS turnover. DMotif 
performs reasonably well in classifying high-information-content motifs under certain 
phylogenetic scenarios but is hindered by high false positive rates for motifs with 
moderate information content and problems correctly distinguishing between lineage-
specific selection scenarios. I have applied DMotif to estimating ERE turnover in six 
mammalian species and made a bulk turnover rate estimate consistent with previous 
observations, although the exact value was heavily swayed by the choice of parameter 
values. The strength of DMotif lies in its ability to predict individual conserved and 
lineage-specific TFBS’s and power is reasonably good for some of these scenarios, 
although false positives and negatives are a major concern. Indeed, the ERE dataset 
contained several lineage-specific predictions that appear quite convincing. However, 
further refinements are needed before this method can produce the quality of 
predictions needed to materially contribute to our knowledge of regulatory evolution. 
 
The largest drawback of this approach is the need to select a fixed set of 
parameter values prior to analysis. While it would be best to use maximum likelihood 
to estimate each parameter, this is impossible without a suitably sized set of known 
examples of TFBS gains and losses. Such data are currently unavailable for most or all 
known TF’s. As a result, it was necessary to estimate the optimal parameter values 
based on analysis of simulated data. Unfortunately, this approach is inherently flawed 
due to discordance between the simulated biological datasets: i.e., assumptions made in  25 
data simulation may be violated in biological data. The net effect on power in a 
biological scenario is very difficult to assess but is almost certainly negative. 
 
Although it may be possible to use unsupervised methods to estimate 
parameters from the data, an attempt at using a nonlinear optimization method inherited 
from DLESS was unsuccessful because the method failed to converge on stable 
parameter estimates (data not shown.) Furthermore, with DLESS, use of parameter 
estimates derived from this method yielded suboptimal performance [45]. 
 
It is also noteworthy that DMotif, owing to its Viterbi algorithm framework, 
presents one “best” set of predictions based on the single state path with the highest 
likelihood. It is possible that in many cases there are several suboptimal state paths that 
are very close in likelihood, which may include the true scenario in many cases where 
we currently fail to make a correct prediction. 
 
Another drawback is the method’s inability to assign p-values to individual site 
predictions, which makes it difficult to rank predictions according to quality. Although 
it is possible to assign p-values based on null scoring distributions, most readily 
obtained by analyzing sequences simulated based on the neutral background 
phylogenetic model, but this is unwieldy because it requires a null distribution for every 
scenario present in the model. It is also possible to approximate these distributions 
computationally but my attempt to write a piece of software to do so met with failure 
after several weeks of development. It is also not clear how insertion and deletion 
events affect the DMotif method. Owing to these limitations, I chose to abandon further 
development of DMotif in favor of a MCMC-based method.  26 
CHAPTER 4: PREDICTING BINDING SITE GAINS AND LOSSES WITH 
DMSAMPLE: A GIBBS SAMPLING ALGORITHM DMOTIF IMPLEMENTATION 
 
Rationale 
 
  Given the limitations I observed with the DMotif method, I chose to develop an 
alternative based on the Gibbs sampling algorithm. The key advantage is the ability to 
directly explore the joint probability space over both paths and parameter values. This 
obviates the need to supply parameter values a-priori in optimizing performance. The 
method also reports a set of posterior probabilities for each TFBS prediction that can be 
used in lieu of p-values, filling another deficiency of the DMotif method. 
   
Methods 
 
The DMsample software and Modifications to the Dmotif model 
 
  DMsample is an implementation of the Dmotif model that employs Gibbs 
sampling to explore the joint posterior probability space over state paths and parameter 
values, given the dataset and Dmotif model. It is written in C and is available as part of 
the PHAST package [37]. DMsample takes as inputs a set of MSA’s, a PWM, a set of 
beta priors for each transition parameter and a neutral phylogenetic model. The value of 
the  is fixed and can be specified via a command-line switch, allowing emission 
probabilities to be pre-computed and reused throughout sampling. Because the typical 
input sequences are ChIP-based and, as a result, noncontiguous, their individual 
Markov chains can be considered independent and their accompanying state paths can  27 
be sampled separately. This allows the sampling process to be multithreaded across 
individual sequences, dramatically reducing computational time. 
 
The DMsample algorithm is illustrated in figure 3-1. Prior to sampling, initial 
values for each free parameter are drawn from a beta distribution with the supplied 
priors and an initial state path is predicted via a stochastic traceback algorithm. The 
path is parsed to find the locations and types of TFBS’s and all transitions relevant to 
the model parameters are counted. Transition counts are added to the beta priors and 
used to draw a new set of parameter values. If burn-in is complete, motif locations and 
modes of selection are stored in a hash. This cycle is repeated until sampling is 
complete, after which the stored hash of motif locations and types serves as the basis 
for computing the posterior probabilities for the binding site predictions, which are 
reported to standard output in GFF format. An optional log file documenting transition 
counts and parameter draws at each sample can also be reported. 
 
Early testing of DMsample showed a strong propensity for the model to over-
predict “nonconserved” motifs. This traced back, in part, to a correlation between 
sequence conservation and TFBS presence. That is, many types of motifs tend to occur 
in conserved sequences more frequently than in neutral sequences. By contrast, using 
only the  parameter within conserved and neutral sequences implies that TFBS’s occur 
at equal rates. Adding the  parameter, which controls motif entry specifically in 
nonconserved sequences, addresses this issue by allowing TFBS’s to occur at a lower 
rate in neutral sequences compared to conserved sequences. 
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Figure 3-1: The DMsample Algorithm. DMsample is a Gibbs Sampling 
algorithm that explores the joint posterior probability space over state paths and 
parameter values of the DMotif model, given a multiple alignment dataset. It takes 
as inputs a set of MSA’s, a neutral phylogenetic model, a PWM and a set of beta 
priors for the DMotif parameters. Emissions are precomputed with Felsenstein’s 
Algorithm and initial parameter values are drawn from beta distributions according 
to the supplied priors. At each sample, state paths are gathered for all MSA’s using 
a stochastic traceback algorithm and transitions through the DMotif model states 
are counted, added to the appropriate beta priors and parameter values are 
resampled. If burn-in has been completed, predicted motif locations and modes of 
selection are also stored as well. When sampling is complete, a hash of stored 
motif information is used to construct a GFF describing motif locations and all 
modes of selection with non-zero probability for output.  29 
Data Simulation and Performance Evaluation 
 
  In order to assess DMsample’s convergence properties and ability to recover 
parameter values, 32-species datasets for P53 element turnover were simulated, based 
on the Mammalian Genomes Project phylogenetic model, using DMsimulate, a 
generative implementation of the Dmotif model. The  and μ parameters were fixed at 
their maximum a-posteriori estimates based on preliminary experimentation with ChIP 
sequences (data not shown). The value of  was chosen to produce, on average, one 
TFBS per simulated sequence and  was set at a value one order of magnitude below 
the value of  based on relative rates observed in preliminary experiments on ChIP 
data. I tested four combinations of  (0.3 and 0.5) and  (0.4 and 0.7), representing 
different strengths of selection and turnover rates. Approximately 700KB of total 
sequence was generated in short, randomly sized fragments with a mean length of 
approximately 900bp, closely approximating the length distribution I observed in the 
ChIP regions for P53 (data not shown). A GFF file documenting the locations and types 
of all motifs in the dataset was reported as part of the simulation procedure. 
 
To accelerate the data acquisition phase, I launched eight parallel DMsample 
processes with identical options and arguments for each dataset. These represented 
eight independent Markov chains that I later combined into a single unified dataset.  
was fixed at its known value and uninformative priors were supplied for the five free 
parameters. For each process, 500 samples were allowed for burn-in, after which 
10,000 total samples were retained (1,250 per individual DMsample process). Beta 
parameters and draws were stored in the log file throughout the sampling process. The 
reference GFF file was used to document the per-sample sensitivity, specificity and 
false positive rates, also printed to the log file. Convergence was assessed by visual  30 
inspection of plots of the total log likelihood, mean parameter estimates and between-
run variance of parameter estimates collected at each sample. Predictions were filtered 
at posterior parameter thresholds ranging from 0.0 (no filtering) to 0.99 and used to 
compute sensitivity and FDR, which were summarized as ROC curves, produced in R. 
AUC for these curves was computed by triangulation. 
 
Assessing the Effect of Indels when the Alignment is Correct 
 
  To assess the effect of biologically valid indels, i.e., those NOT caused by 
alignment errors, multiple alignments were simulated as before but the indel model was 
used in DMsimulate. When this option is used, a pair-HMM indel model, adapted from 
the DLESS indel model, is used to overlay insertions and deletions after the initial 
alignment is generated. See Appendix 4 for a description of the indel model. Parameters 
for the pair-HMM were estimated from the P53 ChIP regions using the indel_fit 
program. DMsample analysis, convergence assessment and statistical analysis of the 
results were performed as before. 
 
Assessing the Effect of Alignment Errors 
 
  I used the same sequences generated in section 3 to assess the effects of 
alignment error. Briefly, alignments from the previous analysis were split into 
individual gap-free sequences, all possible pair-wise alignments to human were 
generated using blastz [46]or lastz, following the conventions used in producing the 44-
way mammalian alignments in the UCSC genome browser [39]. Following 
realignment, embedded sites from the original dataset were mapped to the coordinate  31 
frame of the new alignment via the gap-free sequences. Parameter recovery and 
predictive power were assessed as before. 
 
Assessing Branch-Wise Power 
 
  In order to assess the effects of branch lengths and clade sizes on performance 
of the software, I generated branch-wise datasets similar to those used for the DMotif 
software, this time using DMsimulate. I selected five braches/clades for study: human-
chimp, primate, rodent, alpaca-hedgehog and horse. For each of these, I generated 100 
gain sequences and 100 loss sequences, plus an additional 100 fully-conserved 
sequences for a total of 1,100 individual sequences. DMsample analysis was conducted 
as before, but because the TFBS and lineage-specific sequence content of the sequences 
was highly unrealistic, parameter values were fixed at a-posteriori values estimated 
from analysis of P53-bound ChIP sequences. Performance was assessed as before. 
 
Analysis of P53-bound Genomic Sequences 
 
  Because of its evolutionarily dynamic nature, high information content and 
potential for experimental follow-up, I chose to analyze motif turnover within P53-
bound sites in the human genome [47]. Genomic coordinates of P53-bound regions 
were obtained from the “p53 HCT116 +5FU” subtrack of the “GIS ChIP-PET” track in 
the UCSC Genome Browser. These were filtered to include only “PET-3+” clusters, 
totaling 43,061 regions. The maf_parse utility, part of PHAST, was used to extract 
sequences from the 32-way mammalian alignments in SS format after which sequences 
were filtered according to a set of minimum criteria: total length between 100 and 2000 
bp; and at least five primate species, four rodents/lagomorphs and two other mammals  32 
present in the alignment. 17,771 sequences passed filtering. These were subdivided by 
chromosome and then assigned in a round robin manner into bins of ~500 sequences, a 
number chosen because it presented a reasonable compromise between computational 
tractability and stability of the variance on parameter estimates (data not shown). 
DMsample was run as before, with  fixed at 0.3 and uninformative priors. Only 
chromosome 22 was used in the preliminary analysis. 500 samples were allowed for 
burn-in and 10,000 total samples collected. Data were assembled from stored hashes 
and filtered at a threshold of 0.1. This resulted in 29 total predictions, which I loaded 
into our mirror of the UCSC browser under the “P53 Turnover” subtrack of the “TFBS 
Turnover” track. 
 
Results 
 
The DMsample Software and Data Visualization 
 
DMsample implements the DMotif model in a Gibbs sampling framework that 
allows exploration of the joint posterior probability space over both state paths and 
parameter values. This is a distinct advantage as it avoids the need for known data to 
train parameter values in a supervised context, which is not currently feasible for most 
motifs. The posterior probabilities given in the output offer a principled way to rank 
predictions by confidence and a means of controlling the false positive rate. Predictions 
that remain after filtering at a given confidence level can be visualized within a 
purpose-built track display integrated into our local mirror of the UCSC Genome 
Browser, available at http://genome-mirror.bscb.cornell.edu/cgi-bin/hgGateway. 
Predictions can be viewed in their genomic context within the standard browser display, 
with individual predictions color-coded by event type (i.e., gain, loss, conserved or  33 
neutral) (Figure 4-7). Within the track, clicking on an individual TFBS prediction takes 
the user to a secondary page with descriptive information, a full listing of posterior 
probabilities, a sequence alignment snippet for the predicted TFBS and a graphic 
describing the motif’s binding specificity (Figure 4-8). 
 
Assessing Performance on Simulated Data 
 
  In assessing the performance of the DMsample method, we are concerned with 
its ability to, first, converge in an unsupervised setting, second, recover the correct 
parameter values and, third, correctly identify the locations and types of TFBS’s within 
the dataset. There are several factors that affect DMsample’s performance, including 
the information content of the motif, the rate of TFBS turnover (), the strength of 
selection (), the length of the subtree under which a gain or loss event occurred and 
the presence of gaps and alignment errors in the dataset. I investigated these effects by 
making use of the simulated datasets described in the methods section. Results 
presented represent strong selection ( = 0.3) and a moderate turnover rate ( = 0.4). 
Performance as a function of selection strength and motif turnover rate was consistent 
with observations from the DMotif method: weaker selection and higher rates of 
turnover did not affect parameter recovery but did decrease overall predictive power 
(data not shown.) 
 
Dataset 1. Gap-Free Data 
 
The gap-free dataset served as a baseline to establish DMsample’s performance 
when all model assumptions are valid. Convergence plots, AUC within ROC curves  34 
and posterior parameter distributions were used as indicators of performance. Visual 
inspection of the convergence plots indicated that DMsample was able to converge on 
all parameters within the specified burn-in period (Figure 4-2). Overall power was 
good, with an AUC of 0.988; the ability to recover parameter values was also good 
(Table 4-1, first column). Mean parameter estimates for μ,   and  fell within one 
standard deviation of their actual value while those for  and  were greater than two 
standard deviations from their actual value (Figure 4-3). While these values are not 
exact, departures of this magnitude are unlikely to substantially affect the predictive 
properties of the model, as suggested by the very high AUC attained with these values. 
Table 4-1: Performance of DMsample on Simulated Data 
   No Indels 
With Indels, 
Correct Alignment 
With Indels and 
Realignment 
AUC
†  0.988  0.621  0.639 
μ
§  0.081
*  0.00983  0.0148  

§  0.00442
*  0.606  0.235 

§  0.385
*  0.818  0.633  

§  0.00882  0.000773  0.00076 

§  0.000426  0.000331  0.000202 
† Area under the ROC curve for sensitivity vs. false positive rate for all motif types 
present in the dataset. 
§   Actual values used in simulating datasets were μ = 0.0837,  = 0.00444,  = 0.4, 
 = 0.01,  = 0.0004 
*   The actual value of this parameter falls within one standard deviation of the 
mean of the posterior distribution. 
** The actual value of this parameter falls within two standard deviations of the 
mean of the posterior distribution. 
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Figure 4-3: Posterior Distributions of DMotif Parameters using Simulated P53 
Data. The posterior distributions for the five free parameters are shown with their 
mean and variance indicated, along with the actual value specified in data 
simulation.   37 
Dataset 2. Effect of Indels 
 
  Dataset 1 describes DMsample’s performance within an idealized setting where 
the data does not contain any indels, gaps or errors like those found in real MSA’s. It is 
possible to isolate the performance effect of gaps by simulating sequences as in dataset 
1 and overlaying indel events according to a context-dependent pair-HMM indel model 
(See Appendix 1 for details). The procedure I used is analogous to a full transducer 
model that incorporates indels, motifs and lineage-specific conservation to generate the 
dataset. The same analysis procedures and metrics are used as with dataset 1. 
 
Results show that indels have profound effects on both parameter recovery and 
predictive power. While convergence still occurs well within the 500-sample burn-in 
period (Figure 4-4), the values converged upon are significantly different from their 
actual values (paired t-test p < 2e-16 for all five parameters) (Figure 4-5) and overall 
predictive power drops by approximately 40% (Table 4-1, second column). (paired t-
test p < 2e-16 for all five parameters). Only  had a mean estimate that fell within two 
standard deviations of the actual value. The posterior parameter values were largely 
unresponsive to steering via the beta priors and, while sensitivity improved 
incrementally as a result, predictive power decreased by about 10% due to a 
concomitant increase in the false positive rate (data not shown). These departures from 
the true values likely result from a combination of information loss due to gap presence 
and poor model fit. Paradoxically, use of the indel model in the prediction step did not 
improve performance (data not shown). 
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Figure 4-5: Posterior Distributions of DMotif Parameters using Simulated P53 
Data with Indels. The posterior distributions for the five free parameters are shown 
with their mean and variance indicated, along with the actual value specified in data 
simulation.   40 
 
Dataset 3. Effect of Alignment Error 
 
MSA’s contain alignment errors in the form of spurious indels and columns 
containing non-orthologous nucleotides, both of which may affect DMsample’s 
performance. To quantify these effects, I realigned sequences from the dataset 2 using 
the methods and alignment parameters used in constructing the 44-way mammalian 
alignments in the UCSC browser and repeated the analysis as in dataset 2 (Table 2, last 
column). The convergence rate is unaffected by errors introduced in the realignment 
process and, paradoxically, I actually observe a slight increase in performance relative 
to the correct alignment data. This is likely a result of the nu and phi parameters 
converging closer to their actual values than within the true alignment. The reasons for 
this are not clear. The mean parameter estimates were significantly different than 
estimates from datasets 1 and 2 (paired t-test p < 2e-16 for all five parameters) and 
from their true values. As expected, with the exception of nu and phi, all parameters 
converged further from their actual values under the realigned data as compared to the 
true alignment. In general, it appears that alignment errors are indeed detrimental to the 
Table 4-2: Branch-Wise AUC
† for Simulated P53 Elements
†† 
   All  Loss  Gain 
Fully Conserved  0.988  --  -- 
Human-Chimp  0.799  0.967  0.634 
Primate  0.850  0.970  0.738 
Rodent  0.912  0.994  0.838 
Horse  0.884  0.984  0.797 
Alpaca-Hedgehog  0.951  0.999  0.904 
Complete Dataset  0.890  0.982  0.781 
  † Area under the ROC curve, computed by triangulation. 
†† P53 elements were generated with rho fixed at 0.3. 
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performance of DMsample. However, the decrease in performance is only incremental 
relative to the effects of indels. 
 
Dataset 4. The Effect of Evolutionary Time Span 
 
  The amount of evolutionary time elapsed since a TFBS turnover event 
corresponds to the length of the subtree below the branch where the event occurred. 
Intuitively, more evidence for gain or loss will accumulate given a longer evolutionary 
time span. As a result, I expect DMsample’s power to scale positively with the length 
of the subtree on which an event happened. In order to test this theory, I simulated data 
for fully conserved elements and turnover on five branches of the 32-species 
phylogeny, representing different subtree lengths and species content (Figure 2B). 
Results are presented in table 4-2 and figure 4-6. 
 
Predictive power for fully conserved elements is exceptionally good, with AUC 
of 0.988. Overall, the power to detect losses exceeded power to detect gains by 
approximately 20% and was quite good for all branches tested. As expected, power was 
positively correlated with subtree length with the greatest lineage-specific power on the 
large Alpaca-Hedgehog clade. Surprisingly, the method performed very well in 
detecting loss elements even on the shortest clade tested, human-chimp, with an AUC 
for loss elements of 0.967. This was, as expected, the clade for which we had the least 
power to detect both gains and losses and gain elements proved problematic, yielding 
AUC of only 0.634. Power on the horse branch, the only single-branch scenario tested, 
was somewhat low, especially for gain events. Similarly, performance on the human-
chimp   42 
 
 
Figure 4-6: Branch-wise performance of DMsample. A: ROC curves, pooled over 
gain and loss scenarios on the indicated branches of the phylogeny. B: 32-species 
phylogeny used for data simulation and analysis. Clades analyzed are highlighted 
and color-coded as shown in panel A. 
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branch is low, particularly for gain events. Surprisingly, however, overall power on the 
horse branch exceeds that observed on the primate clade, which contains six species 
and has a greater total subtree length; the reasons for this disparity are not clear 
although it is possible there is more information for predicting events on the horse 
branch due to the position of the outgroups. Overall, my results fell in line with my 
expectations and confirm that, while power to detect all but the strongest events on 
short subtrees may be low, the DMsample method is quite sensitive in detecting 
turnover events that may be of great interest, such as those that may play a role in 
divergence of primates from other mammals. 
 
Analysis of Evolutionary Turnover of P53 Elements in Biological Sequences 
 
  I performed a pilot biological analysis of turnover of P53 binding sequences 
within selected P53-bound regions from a genome-wide ChIP-PET dataset [47]. For 
purposes of the pilot analysis, I restricted the dataset to the 160 regions spanning human 
chromosome 22. In all, I identified 29 sites with a marginal posterior probability greater 
than 0.1. All of these 29 predictions are of the “nonconserved” type, despite use of both 
 and  in the model. There is a strong association of these predictions with repeat 
elements annotated in the RepeatMasker track (26/29 elements), consistent with 
observations of P53 elements being distributed by transposable elements [12]. For 18 
sites, the “neutral” motif call is explained by lack of informative data for all species 
except human, as this is the default mode of selection in the software when there is no 
comparative data on which to base decisions. In other cases, one may be tempted to 
subjectively call the site conserved but the model appears to be confounded by the 
presence of missing-data and gap characters. Limited experimentation with the indel 
model did not alleviate these circumstances (data not  44 
 
 
Figure 4-7: The TFBS Turnover Track in the UCSC Browser Mirror at 
Cornell. A snapshot of a region of human chromosome 22 is shown in the 
context of the Cornell mirror of the UCSC Genome Browser. A pictogram of 
chromosome 22 is shown at the top with the region displayed in the browser 
window indicated by the red box. Within the browser window, the human 
sequence is shown at the top, followed by a black bar representing a human P-
53-bound region identified by ChIP-PET. Below this are two overlapping P53 
site predictions from DMsample. The black coloration of the bars indicates these 
are predicted to be neutral sites. Below this are the 32-species alignment and 
conservation histogram from phastcons and the RepeatMasker track is at the 
bottom. Based on the RepeatMasker data, it can be seen that the sequence shown 
corresponds to a primate specific LTR retrotransposon insertion. Clicking on the 
predicted P53 element in the TFBS-Turnover track brings up the details page 
shown in figure 4-8. 
  45 
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Figure 4-8: Motif Details Display from the TFBS Turnover Track. This figure 
shows the details page for one of the predicted P53 elements shown in figure 4-7. 
Descriptive information for the prediction including its genomic location, predicted 
mode of selection and marginal probability of being a P53 site are given at the top 
left. The table at top-right describes the marginal posterior probabilities that the 
prediction is conserved, neutral or a gain or loss on any branch. The alignment 
snippet at center-left shows the genomic sequences making up the prediction plus 
five flanking bases on each side. The actual prediction is displayed in blue letters. To 
the right of this is a sequence logo describing the binding specificity of the P53 site 
and a dendrogram for the 32-species phylogeny used in this study. At bottom-left is 
a table of all predictions made by DMsample for this element and their 
corresponding posterior probability, conditioned on this element being a true P53 
binding site. Predictions in this table are ranked in descending order by posterior 
probability.   47 
shown), nor did an attempt at using the Halpern-Bruno model to account for the 
possibility of confounding effects due to position-specific rate variation (data not 
shown.) 
 
Discussion 
 
  I have implemented the Dmotif model in a Gibbs sampling framework that 
allows exploration of the joint posterior probability space over parameter values and 
state paths by simultaneous sampling of parameter values and binding site locations. 
This model performs well at recovering the correct parameter values in simulated 
datasets in the absence of indels as well as exhibiting very good power to correctly 
recover conserved and lineage-specific P53 elements in simulated data without indels. 
However, its performance in the presence of indels and on real data did not parallel its 
performance under idealized conditions. 
 
Overall Performance 
 
Not surprisingly, DMsample is very good at finding conserved elements. Even 
so, conserved elements may be spuriously classified as gains or losses in the presence 
of alignment errors, particularly if they introduce spurious indels. The method is also 
able to accurately predict certain types of gain and loss elements under idealized 
conditions, i.e., in the absence of indels and when all modeling assumptions are valid. 
Unfortunately, the presence of indels in both simulated and biological datasets had a 
profound negative effect on DMsample’s performance. Experimentation with the ERE 
motif showed that, in some cases, DMsample is capable of predicting convincing cases 
of element loss, although convincing gain predictions proved elusive (data not shown).  48 
However, despite higher information content, P53 predictions were less encouraging. 
One possible explanation for this disparity is the location of many P53 elements within 
lineage-specific repeats that reduce the amount of phylogenetic information available 
for classification of the elements. Indeed, P53 elements are known to be dispersed by 
various classes of transposable elements [11, 12], which may hinder investigation of 
their turnover using this method. 
 
Effects of Indels and Missing Data 
 
It is not clear why indels affect DMsample so strongly, especially in the 
simulation studies. DMsample, in the absence of an indel model, treats indels purely as 
missing data. That is, they should have no net effect on the likelihood calculation and 
thus should not, in theory, influence predictions aside from reducing the number of 
branches available for element classification. When indels were present, predictions 
were often of dubious quality relative to the stated marginal posterior probability and/or 
appeared to have been spuriously classified based on by-eye assessment. 
 
One possible explanation is that the reduced information content of the MSA in 
the presence of indels is the culprit. Observations among the P53 biological predictions 
seem to lend some support to this theory in that, in the absence of comparative data, 
predictions are pushed strongly into neutral (and perhaps sometimes background) 
regions of the probability space. It is also possible the sensitivity to indels is related to 
problems with model fit, lack of an appropriate indel model or both. As noted above, 
inclusion of an indel model did not address the problem and was, in fact, detrimental to 
the number and overall quality of predictions (data not shown). Finally, the 
convergence behavior of the program on the simulated data, even when the indel model  49 
was used in prediction, was unexpected. Despite extensive debugging and verification 
of computations, I cannot rule out that these effects stem from a bug or computational 
error hidden in the software. 
 
 
Computational Tractability of DMsample 
 
  In order to ensure computational tractability, I had to make several 
compromises and workarounds. The software engineering challenges are described 
above. In addition to these, I was forced to abandon the idea of running DMsample on 
MSA’s of entire human chromosomes as this would have been computationally 
intractable given the requirements of the DMsample software. Instead, I had to focus on 
P53-bound regions derived from a human ChIP-PET study [47]. The fact that these 
sequences are known to bind P53 in humans implies that a majority of them contain a 
functional P53 binding site in the human sequences. The effect is to bias the site 
content toward scenarios that include a human site, potentially having a detrimental 
effect on model fit and concomitant decrease in overall performance. Furthermore, the 
bias toward human function complicates data analysis. The net effect is akin to 
conditioning the model on the presence of a site in human but the specific effects are 
difficult to interpret, making it very hard to generalize any observations of turnover 
rates, number and location of predictions of any given type, etc. While individual 
predictions may still prove informative, this limits the general utility of the method. 
 
  Another compromise made in the interest of tractability was subdividing the 
ChIP dataset into several bins upon which DMsample needed to be run independently. 
Within each bin, eight parallel processes were run to accelerate the predictions phase.  50 
Results of all runs had to be assembled in a separate step once sampling data for all bins 
and chains were run. Under the best of conditions, this process was quite labor 
intensive. To make matters worse, intermittent software crashes resulted in the need to 
rerun the program in approximately 1/3 of cases. The underlying cause of these crashes 
could not be isolated despite extensive debugging both by eye and using industry 
standard debugging tools for C programs. 
 
 
Conclusion 
 
All in all, the DMsample method yielded encouraging results under idealized 
conditions. However, its performance on biological data was disappointing. Making use 
of the Gibbs Sampling framework is an attractive premise, given that it obviates the 
need for supplying labeled training data or explicitly setting parameter values while at 
the same time allowing inclusion of prior knowledge in a fully Bayesian setting. 
However, the memory and computational requirements are very large and it is not 
possible, given current computational resources, to apply this method in a truly genome 
wide analysis. The computational and memory intensity of the DMsample method 
traces directly to the complexity of the Dmotif model. The state space for a motif with 
information content high enough to yield good performance is very large, despite 
compromises made in model construction (i.e., leaving out multiple-branch gain and 
loss scenarios). This illustrates the key limitation to developing a model of this type to 
accurately describe the process of TFBS gain and loss: the complexity of the process is 
far too great and our knowledge of its characteristics far too small to allow capture 
within a compact model. 
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CHAPTER 5: SUMMARY 
 
  The Dmotif model represents a novel approach toward explaining the process of 
evolutionary TFBS gain and loss: a major contributor to the process of regulatory 
evolution. The goals of my research were twofold: 1) gain new knowledge about the 
processes of motif gain and loss through a modeling approach; and 2) produce a 
method capable of reliably identifying examples of gain and loss for specific motifs in 
genomic sequence alignments. Although I had some success, the results of this research 
were disappointing, owing in large part to compromises necessary to ensure tractability 
of the methods. 
 
Limitations of the Model Itself 
 
As a matter of convenience, the parameterization of Dmotif is inherited directly 
from its parent models, both of which are simple and intuitive in terms of describing 
rates of certain underlying events (conservation, for example), while saying little about 
the underlying biological processes. As such, while the model itself may be useful for 
identifying lineage-specific TFBS’s, the value of the parameter estimates in terms of 
explaining the biological processes of TFBS gain and loss may be limited, aside from 
describing some general characteristics of lineage-specific and conserved elements and 
rates of gain and loss. To further complicate matters, the need to restrict the analysis to 
ChIP sequences complicates generalization of the parameter estimates in a meaningful 
way, the net effect being to implicitly condition the model on site presence in human 
owing to the enrichment of human functional sequences in the dataset. 
 
  52 
Reliance on Multiple Sequence Alignments 
 
  Possibly the biggest limitation of the DMotif model is its reliance on multiple 
sequence alignments. This introduces the need to deal directly with insertions, deletions 
and missing data, as well as account for the effects of alignment errors. In purely 
practical terms, dealing with an MSA increases the computational and memory 
requirements of the model implementation in proportion with the number of species in 
the alignment, a problem that was quite apparent with the 32-species datasets used in 
the DMsample analysis. 
 
Furthermore, relying on an MSA may actually limit our ability to find the 
sequences we are most interested in: those that have undergone extensive evolutionary 
change. The reason for this lies in alignability of the underlying sequences. The 
sequences most likely to contain gains and losses have likely undergone extensive 
evolutionary change. That is, they may often contain enough substitutions, insertions 
and deletions that alignment errors and inability to align may be more prevalent than in 
average sequences. However, MSA’s are useful tools for approaching this problem. 
Because alignment error is correlated positively with evolutionary distance and 
negatively with subtree density, we expect its effects to be minimal for cases I have 
chosen to focus on: primate gains and losses.  
 
Tradeoffs between Model Fit and Computational Complexity 
 
  It is possible that poor model fit is the culprit in some cases where DMotif and 
DMsample misclassify TFBS predictions. As noted previously, the model is based on 
numerous compromises made in the interest of model simplicity and computational  53 
tractability. At the forefront is the lack of branch-independent gain/loss scenarios. 
Indeed, in preliminary experimentation with DMsample on an ERE dataset, a large 
proportion of “neutral” sites resembled multiple-branch gains and/or losses by visual 
inspection (data not shown). These could, in principle, be included in Dmotif: it is 
possible, using the generalized phylogenetic model framework I developed, to model 
such scenarios. However, to include all possible gain and loss scenarios would increase 
the model’s state space from (2k+2)(w+1)  to (2
k+2)(w+1) states where k is the number 
of branches in the unrooted phylogeny (k = 2N-3, assuming reversibility) and w is the 
width of the motif. As noted above, the large memory requirements of the existing 
model obviate increasing model complexity, given current computational resources. 
 
The Need to Restrict Dataset Size 
 
  I had originally hoped to apply Dmotif to complete human chromosomes. 
However, given the complexity of the model and memory requirements of the 
DMsample software, to do so would have been logistically impossible. Accordingly, I 
had to restrict the analysis to bound regions described in ChIP studies. This represents a 
very small fraction of the genome and, owing to the high false negative rate of ChIP-
based methods, potentially a very small fraction of actual binding sites in the genome. 
As a result, the analysis cannot be considered truly genome-wide and interpretations in 
a general sense must be made with that in mind. As noted previously, because the sites 
used are bound in human, the method is biased toward scenarios that include a 
functional site in human and away from those that do not (i.e., gains in other species, 
losses on branches leading to human). This complicates data interpretation further and 
raises questions of model fit, as noted previously. 
Insertions and Deletions  54 
 
Insertions and deletions are a major concern in any comparative genomics 
method. These proved to have a profoundly negative effect on DMsample for reasons 
that, as discussed above, are not quite clear. My attempts at incorporating an indel 
model into the DMsample method were unsuccessful. Although the combination of the 
DMotif and indel models were useful in a generative sense, producing convincing 
simulated MSA’s, it was not helpful when used in a scoring framework. This was true 
even when model parameters were computed by maximum likelihood, directly from the 
ChIP datasets. In all attempts, use of the model actually caused a drop in performance. 
This is contrary to the effects observed DLESS, which uses essentially the same indel 
model. It is possible that the model does not sufficiently explain differences in indel 
rates and patterns between TFBS sequences and generic functional sequences. It is 
imperative that this issue be resolved in developing an indel model useful to any future 
attempts at modeling TFBS gain and loss. 
 
Conclusion 
 
  Although the Dmotif model and DMsample method did not produce the 
extensive dataset of lineage-specific TFBS’s I had hoped for, the challenges 
encountered in the process of this research project are instructive. For reasons discussed 
above, the model did not perform as well as expected. It seems that the many 
compromises needed to achieve computational tractability and stability compromised 
the model’s ability to sufficiently account for the (as yet unknown) factors underlying 
the TFBS turnover process. In some cases, the software was able to identify convincing 
examples of TFBS gains and losses in the biological datasets. However, in the majority 
of cases, predictions were of questionable quality and/or had posterior probabilities that  55 
did not seem to match the quality of the predictions. This was especially true in the 
presence of indels and this will have to be addressed in any future attempts using 
similar strategies. 
 
  On the whole, I am not convinced of the utility of the integrated modeling 
approach toward elucidating general properties of the process of regulatory evolution. 
As discussed above, the parameters themselves are assigned more as a matter of 
convenience than as a matter of biological relevance. The value of such methods lies in 
their applied value, i.e., in identifying individual lineage-specific sites for further study, 
than in their ability to capture the general process of TFBS turnover. Given the current 
body of knowledge surrounding regulatory evolution, we do not have sufficient data to 
construct a model based on the actual biological effects involved, nor is it clear that 
such a model would perform any better or be any more compact than the present model.  
 
In summary, the Dmotif model and, in particular, the DMsample software 
appears to be a potentially useful tool to identify individual sites under lineage-specific 
selection but it is hampered by a number of undesirable characteristics including large 
memory requirements, long computation times, intensive user inputs and a propensity 
toward crashing. Many compromises were required in order to retrieve even the meager 
biological results presented here. These compromises limit the potential impact of this 
work, a problem that will need to be addressed in future attempts at modeling the TFBS 
gain and loss process. 
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APPENDIX 
 
Appendix 1: Hidden Markov Models. 
 
  Hidden Markov Models (HMM’s) are a class of graphical statistical models. 
HMM’s contain three components: a model topology consisting of states and 
connecting edges, a set of transition parameters and, for each state in the model, a set of 
emission probabilities. HMM’s are particularly well suited to processing sequences of 
symbols, such as nucleotides in a DNA sequence, and can be used in a generative 
context, to produce such sequences, or a scoring context, to compute the likelihood that 
a given sequence was generated by a model. 
 
  A simple example of an HMM used in a generative context is given by a two-
state HMM that simulates a series of consecutive coin flips for a fair coin and a 
weighted coin (Figure A1-1). The model topology consists of a begin state, and end 
state, a state representing a flip of a fair coin and a state representing a flip of a 
weighted coin. The “fair” and “weighted” states each associate with a set of emission 
probabilities describing the probability of obtaining a head or a tail when flipping a 
given coin.  
 
  HMM’s are very versatile in that the emission probabilities may come from any 
arbitrarily defined probability distribution.  Phylogenetic hidden-Markov model (phylo-
HMM’s), for example, are a class of HMM’s in which the emission probabilities are 
computed using phylogenetic models. The effect is to allow the HMM to generate 
and/or score several aligned orthologous sequences simultaneously, which suits them 
well for use in comparative genomics applications. Figure A1-2 shows the PhastCons   57 
 
 
 
Figure A1-1: A Simple Two-State HMM used in a Generative Context. The 
function of this model is to simulate a series of coin flips from either a fair coin or 
a weighted coin. The model consists of two states: one representing a flip of a fair 
coin, labeled “Fair” and one representing a flip of a weighted coin, labeled 
“Weighted.” The Fair and Weighted states are each associated with a set of 
emission probabilities, f and w, respectively, which describe the probability of 
obtaining a head  (h) or tail (t) when flipping the associated coin. There are two 
additional silent states (i.e., they do not emit a sequence character): the Begin and 
End states. Starting from the Begin state, the state path may proceed into either the 
Fair or Weighted state with equal probability. If the Fair state is entered, a H or T 
character is appended to the sequence according to f. The state path may then 
transition into the Weighted state, with probability μ or stay in the Fair state, with 
probability 1-(μ+). Having entered the Weighted state, a character is drawn 
according to w and the state path may transition to the Fair state with probability 
 or stay in the Weighted state with probability 1-(+). In either the Fair or 
Weighted state, the probability  is the chance of transitioning to the End state, 
which terminates the state path. This defines the length of the sequences produced,   58 
 
 
according to a geometric distribution. In the example sequence at the bottom, the 
“start” transition led into the Fair state, which generated the first thirteen 
nucleotides of the sequence, which are outlined in green. The state path then made 
a transition into the Weighted state, which generated the last half of the sequence, 
outlined in orange.  59 
 
 
Figure A1-2: The PhastCons phylo-HMM. PhastCons is a phylo-HMM used to 
parse multiple sequence alignments into regions that appear to be evolutionarily 
conserved and nonconserved regions. The only difference between this model and 
the coin flip model presented in figure A1-1 is the way the emission probabilities 
are computed. The two states that make up the model represent conserved 
sequence columns (dark grey) and nonconserved, or neutral, sequnences (light 
grey). An end state is not included in this diagram because, in a scoring context, 
the length distribution is defined by the input sequences themselves, in this case, 
chromosomes within a whole genome multiple sequence alignment. The 
parameters μ and  define the chance of entering a neutral sequence from a 
conserved sequence and entering a conserved sequence from a neutral sequence, 
respectively. Each state is associated with a phylogenetic model. The emission 
probabilities are computed from this model, using Felsentein’s algorithm [2], 
based on the observed sequence columns in x. Parsing is performed by the Viterbi 
algorithm, which finds the path with the highest likelihood given the phylo-HMM 
and the dataset. The example sequences contain a conserved sequence, in dark 
grey, and two flanking nonconserved sequences.  Image from [4].   60 
Appendix 2: Phylogenetic Models 
 
  Phylogenetic models are a class of statistical models that represent the 
relationships between genetic sequences and their evolutionary properties. Phylogenetic 
models include three components: a phylogenetic tree, a substitution matrix and a set of 
genomic equilibrium frequencies. The phylogenetic tree describes the relationships 
between species and the amount of evolutionary time that has elapsed in divergence 
between each species, typically measured in units of substitutions per site.  The 
substitution matrix describes for each nucleotide the probability of undergoing a 
substitution event to any other nucleotide. The equilibrium frequencies describe the 
average frequency of each nucleotide under a stationary assumption, meaning that the 
overall nucleotide composition of the sequence remains the same despite the ongoing 
substitution process. 
 
  Phylogenetic models are important tools in the arsenal of evolutionary 
biologists because of their ability to describe the evolutionary properties of different 
sequences.  The most common way of making use of a phylogenetic model is to 
compute the likelihood that a given sequence was generated under the properties 
described by that model. For example, one may compare the likelihoods computed for a 
sequence given a phylogenetic model describing neutral evolution and one on 
conserved evolution to identify sequences that may be under evolutionary constraint.  61 
Appendix 3: Evolutionary Theory 
 
According to the neutral theory of evolution, most substitutions have little or no 
effect on an organism’s fitness. This postulate holds true when mutations occur within 
nonfunctional sequences. As a result, the cumulative changes within neutrally evolving 
sequences of related species can be used to estimate the neutral substitution rate, a 
benchmark used to identify sequences under purifying and positive selection, both of 
which are hallmarks of functional sequences. In the case of purifying selection, the 
observed substitution rate is significantly below the neutral rate, indicating a conserved 
function. Conversely, in the case of positive selection, the observed substitution rate is 
faster than the neutral rate, indicating a sequence is under pressure to change in 
response to selective pressures. 
 
Many methods have been developed that take advantage of substitution rates to 
identify sequences that are under purifying or positive selection. In general, these rely 
on comparing substitution rates within putative functional sequences to those in 
sequences believed to be evolving neutrally, such as ancestral repeat sequences or 
fourfold degenerate sites and many take advantage of a phylogenetic model that allows 
likelihoods of evolution under a particular model to be computed for each sequence 
under consideration. Having computed likelihoods for a sequence under a model of 
conservation or positive selection and a model of neutral evolution, it is possible to 
utilize a likelihood ratio test to determine if there is significant evidence that a given 
sequence is under a given form of non-neutral selection. We can also utilize such 
models as components of statistical models designed to parse out elements under 
various forms of selection given a set of related sequences, most commonly in multiple 
alignment form. The phylo-HMM described in this work is such a model.  62 
 
Appendix 4: A Pair-HMM for insertion and deletion events within general and TFBS 
sequences. 
 
 
 
 
 
 
 
 
Figure A4-1: Pair-HMM Model for Insertions and Deletions. The model has 
three free parameters: , the probability of an insertion event, , the probability of a 
deletion event, and , the indel length parameter. In order to accommodate indels 
within TFBS’s, I added a fourth parameter, , the probability of an insertion or 
deletion within a TFBS. This is not a free parameter; its value is set by reducing the 
average of  and  by one order of magnitude. This parameter takes the place of 
both  and  whenever the path traverses a motif branch in the DMotif model. The 
begin state is represented by “b” When generating an indel mask, we start with a 
gap-free simulated MSA, including ancestral sequences, with a fully-annotated path 
through the DMotif model. Each pair of sequences in the MSA is traversed and 
insertions and deletions are overlayed based on the pair-HMM, state path and gap 
presence in the parent sequence. Figure from [1].  63 
Appendix 5: Phylogenetic Models used in DMotif Analysis 
 
Six-species phylogeny used in simulated data analysis: 
 
ALPHABET: A C G T  
ORDER: 0 
SUBST_MOD: REV 
BACKGROUND: 0.295000 0.205000 0.205000 0.295000  
RATE_MAT: 
  -0.976030    0.165175    0.539722    0.271133  
   0.237691   -0.990352    0.189637    0.563024  
   0.776673    0.189637   -1.248143    0.281833  
   0.271133    0.391254    0.195849   -0.858237  
TREE: 
((((human:0.032973,macaque:0.036199):0.021496,marmoset:0.066389):0.088
210,(mouse:0.083220,rat:0.090564):0.269385):0.020666,dog:0.193569); 
  
Six-species phylogeny used in biological analysis of ER ChIP-bound regions: 
 
ALPHABET: A C G T  
ORDER: 0 
SUBST_MOD: REV 
BACKGROUND: 0.295000 0.205000 0.205000 0.295000  
RATE_MAT: 
  -0.976030    0.165175    0.539722    0.271133  
   0.237691   -0.990352    0.189637    0.563024  
   0.776673    0.189637   -1.248143    0.281833  
   0.271133    0.391254    0.195849   -0.858237  
TREE: 
((((human:0.032973,macaque2:0.036199):0.089714,bushbaby:0.164447):0.01
9992,(mouse:0.083220,rat:0.090564):0.269385):0.020666,dog:0.193569); 
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Appendix 6: Phylogenetic Models used in DMsample Analysis 
 
32-species phylogenetic model used in all steps: 
 
ALPHABET: A C G T  
ORDER: 0 
SUBST_MOD: REV 
BACKGROUND: 0.295000 0.205000 0.205000 0.295000  
RATE_MAT: 
  -0.976030    0.165175    0.539722    0.271133  
   0.237691   -0.990352    0.189637    0.563024  
   0.776673    0.189637   -1.248143    0.281833  
   0.271133    0.391254    0.195849   -0.858237  
TREE: 
(((((((((((hg18:0.006591,panTro2:0.006639):0.026382,rheMac2:0.036199):
0.078407,tarSyr1:0.135169):0.011307,(micMur1:0.091452,otoGar1:0.128984
):0.035463):0.015304,tupBel1:0.183583):0.004688,(((((mm9:0.083220,rn4:
0.090564):0.196605,dipOrd1:0.209532):0.022555,cavPor3:0.223415):0.0098
28,speTri1:0.146894):0.025042,(oryCun1:0.116009,ochPri2:0.198295):0.10
0037):0.015355):0.020666,(((vicPac1:0.105252,(turTru1:0.064182,bosTau4
:0.121911):0.025111):0.039691,((equCab2:0.107726,(felCat3:0.097971,can
Fam2:0.100888):0.049486):0.006252,(myoLuc1:0.141155,pteVam1:0.111787):
0.033187):0.004179):0.011699,(eriEur1:0.220580,sorAra1:0.266859):0.056
117):0.021065):0.023276,(((loxAfr2:0.083775,proCap1:0.152633):0.026190
,echTel1:0.240221):0.049905,(dasNov2:0.115179,choHof1:0.096272):0.0523
73):0.006713):0.232748,monDom4:0.325899):0.182333,galGal3:0.474279):0.
466546,tetNig1:0.894648);  65 
WORKS CITED 
 
1.  Siepel, A., K.S. Pollard, and D. Haussler, New methods for detecting lineage-
specific selection. Proceedings of the 10th International Conference on Research 
in Computational Molecular Biology, 2006: p. 190-205. 
2. Felsenstein,  J.,  Evolutionary trees from DNA sequences: a maximum likelihood 
approach. J Mol Evol, 1981. 17(6): p. 368-76. 
3.  Wasserman, W.W. and A. Sandelin, Applied bioinformatics for the 
identification of regulatory elements. Nat Rev Genet, 2004. 5(4): p. 276-87. 
4.  Siepel, A., et al., Evolutionarily conserved elements in vertebrate, insect, worm, 
and yeast genomes. Genome Res, 2005. 15(8): p. 1034-50. 
5.  King, M.C. and A.C. Wilson, Evolution at two levels in humans and 
chimpanzees. Science, 1975. 188(4184): p. 107-16. 
6.  Jacob, F. and J. Monod, Genetic regulatory mechanisms in the synthesis of 
proteins. J Mol Biol, 1961. 3: p. 318-56. 
7.  Britten, R.J. and E.H. Davidson, Repetitive and non-repetitive DNA sequences 
and a speculation on the origins of evolutionary novelty. Q Rev Biol, 1971. 
46(2): p. 111-38. 
8.  Berg, J., S. Willmann, and M. Lassig, Adaptive evolution of transcription factor 
binding sites. BMC Evol Biol, 2004. 4(1): p. 42. 
9.  Dermitzakis, E.T. and A.G. Clark, Evolution of transcription factor binding 
sites in Mammalian gene regulatory regions: conservation and turnover. Mol 
Biol Evol, 2002. 19(7): p. 1114-21. 
10.  Smith, N.G., M. Brandstrom, and H. Ellegren, Evidence for turnover of 
functional noncoding DNA in mammalian genome evolution. Genomics, 2004. 
84(5): p. 806-13.  66 
11.  Bourque, G., et al., Evolution of the mammalian transcription factor binding 
repertoire via transposable elements. Genome Res, 2008. 18(11): p. 1752-62. 
12.  Wang, T., et al., Species-specific endogenous retroviruses shape the 
transcriptional network of the human tumor suppressor protein p53. Proc Natl 
Acad Sci U S A, 2007. 104(47): p. 18613-8. 
13.  Wingender, E., et al., TRANSFAC: a database on transcription factors and their 
DNA binding sites. Nucleic Acids Res, 1996. 24(1): p. 238-41. 
14.  Moses, A.M., et al., Position specific variation in the rate of evolution in 
transcription factor binding sites. BMC Evol Biol, 2003. 3: p. 19. 
15.  Borneman, A.R., et al., Divergence of transcription factor binding sites across 
related yeast species. Science, 2007. 317(5839): p. 815-9. 
16.  Ludwig, M.Z., N.H. Patel, and M. Kreitman, Functional analysis of eve stripe 2 
enhancer evolution in Drosophila: rules governing conservation and change. 
Development, 1998. 125(5): p. 949-58. 
17.  Prud'homme, B., N. Gompel, and S.B. Carroll, Emerging principles of 
regulatory evolution. Proc Natl Acad Sci U S A, 2007. 104 Suppl 1: p. 8605-12. 
18.  Peichel, C.L., et al., The genetic architecture of divergence between threespine 
stickleback species. Nature, 2001. 414(6866): p. 901-5. 
19.  Shapiro, M.D., et al., Genetic and developmental basis of evolutionary pelvic 
reduction in threespine sticklebacks. Nature, 2004. 428(6984): p. 717-23. 
20.  Haygood, R., et al., Promoter regions of many neural- and nutrition-related 
genes have experienced positive selection during human evolution. Nat Genet, 
2007. 39(9): p. 1140-4. 
21.  Rockman, M.V., et al., Ancient and recent positive selection transformed opioid 
cis-regulation in humans. PLoS Biol, 2005. 3(12): p. e387.  67 
22.  Tishkoff, S.A., et al., Convergent adaptation of human lactase persistence in 
Africa and Europe. Nat Genet, 2007. 39(1): p. 31-40. 
23.  Sabeti, P.C., et al., Positive natural selection in the human lineage. Science, 
2006. 312(5780): p. 1614-20. 
24.  Vallender, E.J. and B.T. Lahn, Positive selection on the human genome. Hum 
Mol Genet, 2004. 13 Spec No 2: p. R245-54. 
25.  Bustamante, C.D., et al., Natural selection on protein-coding genes in the 
human genome. Nature, 2005. 437(7062): p. 1153-7. 
26.  Kosiol, C., et al., Patterns of positive selection in six Mammalian genomes. 
PLoS Genet, 2008. 4(8): p. e1000144. 
27. Wray,  G.A.,  The evolutionary significance of cis-regulatory mutations. Nat Rev 
Genet, 2007. 8(3): p. 206-16. 
28.  Stark, A., et al., Reliable prediction of regulator targets using 12 Drosophila 
genomes. Genome Res, 2007. 
29.  Huang, W., J.R. Nevins, and U. Ohler, Phylogenetic simulation of promoter 
evolution: estimation and modeling of binding site turnover events and 
assessment of their impact on alignment tools. Genome Biol, 2007. 8(10): p. 
R225. 
30.  Moses, A.M., et al., MONKEY: identifying conserved transcription-factor 
binding sites in multiple alignments using a binding site-specific evolutionary 
model. Genome Biol, 2004. 5(12): p. R98. 
31.  Ray, P., et al., CSMET: comparative genomic motif detection via multi-
resolution phylogenetic shadowing. PLoS Comput Biol, 2008. 4(6): p. 
e1000090.  68 
32.  Polak, P. and E. Domany, Alu elements contain many binding sites for 
transcription factors and may play a role in regulation of developmental 
processes. BMC Genomics, 2006. 7: p. 133. 
33.  Thornburg, B.G., V. Gotea, and W. Makalowski, Transposable elements as a 
significant source of transcription regulating signals. Gene, 2006. 365: p. 104-
10. 
34.  Sharrocks, A.D., et al., The ETS-domain transcription factor family. Int J 
Biochem Cell Biol, 1997. 29(12): p. 1371-87. 
35.  Seyfert, H.M., et al., Molecular characterization of STAT5A- and STAT5B-
encoding genes reveals extended intragenic sequence homogeneity in cattle and 
mouse and different degrees of divergent evolution of various domains. J Mol 
Evol, 2000. 50(6): p. 550-61. 
36.  Wang, M., et al., FoxO gene family evolution in vertebrates. BMC Evol Biol, 
2009. 9: p. 222. 
37. Siepel,  A.,  PHAST: Phylogenetic Analysis with Space/Time Models. 
38.  O'Lone, R., et al., Genomic targets of nuclear estrogen receptors. Mol 
Endocrinol, 2004. 18(8): p. 1859-75. 
39.  Kent, W.J., et al., The human genome browser at UCSC. Genome Res, 2002. 
12(6): p. 996-1006. 
40.  Gao, H., et al., Genome-wide identification of estrogen receptor alpha-binding 
sites in mouse liver. Mol Endocrinol, 2008. 22(1): p. 10-22. 
41.  Kininis, M., et al., Genomic analyses of transcription factor binding, histone 
acetylation, and gene expression reveal mechanistically distinct classes of 
estrogen-regulated promoters. Mol Cell Biol, 2007. 27(14): p. 5090-104. 
42.  Lin, C.Y., et al., Whole-genome cartography of estrogen receptor alpha binding 
sites. PLoS Genet, 2007. 3(6): p. e87.  69 
43.  Lin, Z., et al., Novel estrogen receptor-alpha binding sites and estradiol target 
genes identified by chromatin immunoprecipitation cloning in breast cancer. 
Cancer Res, 2007. 67(10): p. 5017-24. 
44.  Liu, Y., et al., The genome landscape of ERalpha- and ERbeta-binding DNA 
regions. Proc Natl Acad Sci U S A, 2008. 105(7): p. 2604-9. 
45. Siepel,  A.,  Personal Communication. 
46.  Schwartz, S., et al., Human-mouse alignments with BLASTZ. Genome Res, 
2003. 13(1): p. 103-7. 
47.  Wei, C.L., et al., A global map of p53 transcription-factor binding sites in the 
human genome. Cell, 2006. 124(1): p. 207-19. 
 
 