Abstract. This paper investigates the enumerability of the function #GA, the number of automorphisms of an undirected graph, in relation to the computational complexity of GI, the Graph Isomorphism problem. A function f (on graphs) is b(n)-enumerable if there exists a function g E PF such that for all a-node graphs G, g(G) lists b ( n ) numbers, one of which is f ( G ) . The results in this paper show the following connections between the enumerability of #GA and the Graph Isomorphism problem.
Introduction
The concept of polynomial enumerability was introduced by Beigel [2] and independently by Cai and Hemachandra [5] that for all inputs z, g(z) prints out b(l.1) numbers, one of which is f ( z ) . @ai and Hemachandra showed that unless P = PP the function #SAT (which computes the number of satisfying assignments of a Boolean formula) is not ne-enumerable for E < 1. This result was improved independently by Cai and Hemachandra [6] and by Amir, Beigel and Gasarch [l] , who showed that P = PP if and only if #SAT is p(n)-enumerable for some polynomial p . Moreover, Amir, Beigel and Gasarch [l] generalized the definition of enumerator to functions b(n) that grow faster than polynomials and proved that unless the Polynomial Hierarchy (PH) collapses to its fourth level, #SAT is not 2nc-enumerable for E < 1. Since #SAT is clearly 2n-enumerable, these results show tight bounds on the enumerability of #SAT assuming P H does not collapse.
In the present paper, we are interested in the enumerability of #GA, the function which computes the number of automorphisms in a given graph. The enumerability of a function is also connected to the number of queries needed to compute the function. Although our main focus will be on enumerability, we will present corollaries about bounded queries when appropriate. The complexity of #GA is closely related to the complexity of Graph Isomorphism (GI), the set of pairs of graphs that are isomorphic, and that of Graph Automorphism (GA), the set of graphs with non-trivial automorphisms. These two problems are of special interest in complexity theory because they are among the few problems in NP that are not known to be either in P or NP-complete. The function #GA is also related to #GI, the function which computes the number of graph isomorphisms between a given pair of graphs. Our motivation for studying the enumerability of #GA is twofold. First, the results mentioned above, combined with Toda's theorem that every set in PH reduces to #SAT [17] , show that #GA cannot be #P-complete unless P H collapses to PNP (actually PG1). Therefore, the enumerability properties of #GA might be very different from those of #SAT. Also, connections between the enumerability of #GA and the complexity of GI might help us obtain a better classification of the Graph Isomorphism problem.
The rest of this paper is organized as follows. In the Section 2, we review the definition of b(n)-enumerable, including the case where b ( n ) grows faster than a polynomial, and state the connection to bounded queries. In Section 3 we review the proof of two known results that we need. In Section 4, we construct a graph gadget that allows us to prove a useful combining lemma. This gadget allows us to encode a sequence of graph pairs into a single graph F, so that from the number of autornorphisms of 3, we can efficiently decide which of the original graph pairs are isomorphic. The results connecting the enumerability of #GA and the complexity of GI are given in Sections 5 and 6 where we show that if #GA is n'-enumerable ( E < i) then GI E P, and if #GA is polynom.ially enumerable then GI E R. Qbserve that the best known upper bound for the complexity of GI (in terms of complexity classes)
is NP f' CO-AM. Finally, in Section 7 we give an upper bound on the enumerability of #GA showing that for all constants c > e M 2.718, #GA is cn-enumera ble.
2 Definition and Notation Important, Convention: Since we will be dealing exclusively with graphs in this paper, we will take the number of nodes in the graph to be the measure of size of the input (instead of the length of the encodiing of the input). When necessary, we will assume that graphs are represented as adjacency matrices. Since the number of nodes in a graph and the length of the adjacency matrix representation of the graph are polynomially related, this restriction does not adversely affect the running time or space used. Formally this convention has the following effect.
0 Many definitions in this paper assume that a function f has domain E*. We apply such definitions to the function #GA by interpreting the symbol 1x1 to be the number of nodes in 1c. This convention is used in Definitions 2.1, 2.2, and 2.3.
Many definitions in this paper assume that a set A is a subset of E*. We apply such definitions to the set GI by assuming that the input is a pair of graphs with the same number of nodes and interpreting the symbol 1x1, where 2 = ( G , H ) , to be the number of nodes in G. This convention is used in Definition 2.6. m Theorem 5.1 is stated for E < 1/2. Without this convention, it would be E < 1/4.
Cai and Hemachandra [5] had defined b ( n ) -enumerability as follows.
is a list of at most b(l1cI) elements of E*, separated by %, at least one of which is f (z). We interpret the output of g as a set. A function f is poly-enumerable i f f is b(n)-enumerable for some polynomial b. where A ( -) is the characteristic function of the set A. In this paper, we are not particularly concerned with the arity of the input to F f , so we will use F i ( z 1 , . . . , z r ) to denote the vec-
We will measure the size of the input to F; in terms of two parameters: the number of components r and the size of the largest component maxlci<, -_ 1xil. If A is GI, then the size of the largest component is the number of nodes in the largest graph in the input.
We will also consider the input ( X I , . . . , q.> as an ordered list Q. In this case, we will use F:(Q) to denote F;(z~, . . . , z,). Furthermore, we use the notation Q -xi to indicate the ordered list with the element I C~ removed:
Definition 2. 7 We use S, to denote the group of permutations of {I,. . . ,n].
Useful Lemmas
In this section we will review two constructions from the literature. The first one shows that the Graph Isomorphism problem is "selfcomputable," in the sense that given GI as an oracle, we can find an isomorphic mapping between the vertices of two graphs [lo] . We reproduce the proof of this well-known theorem because we need to make reference to the construction in the proof and because we need to estimate the sizes of the graphs queried. 
Proof:
Using the GI oracle, we can use the "self-reducibility" property of GI to find a mapping of the vertices between the two given graphs G and H in polynomial time. This property is similar to the self-reducibility property of SAT, but the pairs of graphs queried may actually be larger than the original graphs. Remark: lin Section 5 , we will view the construction described above as a disjunctive selfreduction tree. The root of the tree, level 0, is labelled with the graphs (G, H ) . Each node at level k has n -IC children which represents the n -k possible assignments of vertex k in G to the n -k remaining vertices in H . These nodes are labelled with the corresponding transformed graphs. This tree has n! leaves, so we cannot construct the entire tree in polynomial time. However, the pairs of graphs a,t the leaves of the tree have every vertex of G assigned to some vertex of H . So, we can determine if the graphs at the leaves of the tree are isomorphic in polynomial time. We will use the following combinatorial lemmas to help us prune the tree [4, 141.
I Definition 3.2
For a collection C of sets and a set X, we say X separates C if for all S,S' E C, S # s / + S n x # S / n X . and gjo This takes time 0(t4). I 4 
Combining Lemma
In this section we show how to combine many instances of GI into one instance of #GA. We begin with a proof of the following facts. 
mi does not divide #GA(G).
3. There exists a prime p s.t. mi < p < 2mi. 4 . For n 2 17, mi 5 2 ( n l o g n + i l o g i ) .
mi can be computed in time no(') + io(').

Proof:
Part 1 follows from the fact that the group of automorphisms of G is a subgroup of S,. Lagrange's Theorem (see any abstract algebra textbook) states that the size of a subgroup divides the size of the original group. Hence #GA(G) divides n!, Part 2 follows from Part 1 and Part 3 is just Bertrand's Postulate (see [8] In this section we show that if #GA is neenumerable for E < 1/2, then GI can be recognized in polynomial time. The techniques that we use are derived from results on enumerability and self-reducibility by Amir, Beige1 and Gasarch 111. In particular, the tree pruning argument below is taken directly from their results. We reproduce the proof here because it is difficult to match the terminology and notation between the two papers. Part of this difficulty is due to the fact that we consider the length of the input to be the number of nodes in a graph, rather than the length of the encoding of a graph. 
If GI E P, then #GA is computable in polynomial time using group theoretic arguments [ l o ] . So, we only need to show that if #GA is n'-enumerable, then GI E P. Given two graphs G and H with n vertices, we search the self-reduction tree described in the remark after Lemma 3.1 in stages. We maintain a list Q of pairs of graphs from the self-reduction tree. Initially, Q contains just the pair ( G , H ) .
Throughout the tree-pruning procedure we maintain the invariant that given F,G1( Q ) we can determine whether G 2: H.' In each stage of the tree pruning, we take every pair of graphs in Q and replace them with their children in the selfreduction tree. We continue the replacement until Q has at least q(n) pairs (for q(n) 2 n to be determined below). Then, we prune the list Q until there are fewer than q(n) pairs. (The pruning procedure is described below.) After at most n stages, the pairs in Q are leaves of the self-reduction tree, so we can compute F;'(Q) 'This invariant is different from standard tree pruning arguments. The standard tree pruning argument maintains the invariant that the path containing the witness is never pruned from the list &. Hence, when the leaves of the tree are reached, the witness will be found if one exists. In our tree pruning argument, we may end up removing all the witness paths from the list &. G must be g. Thus, given F$I(Q'') we can compute FE'(Q') and by extension we can determine F$'(&t) from F$'(Qt+l).
e' = ((Gl, Hl), . * . 7 Q n ) , Hq(n)E be the first
At the end of the pruning procedure, the pairs of graphs in & are taken from the leaves of the self reduction tree, so we can determine whether these graphs are isomorphic in polynomial time.
Thus, at the final time step t j , we know F$'( et,).
By retracing the pruning procedure, we can compute Fz'( Qt) for each time step t. In particular, we can determine F,G'( Q,) which tells us whether G E H. (Actually, we can take a shortcut in this procedure, because as soon as we find a pair of graphs in Qt that is isomorphic we know that G 2: H without tracing the pruning procedure back to Qo.)
Finally, we need to show that by picking q(n) to be n" where CY > 1/(1 -2~) , we can guarantee
From the construction of the self-reduction tree in Lemma 3.1, we know that m is O ( n 2 ) since the graphs Gi and H; consist of n original nodes and cliques of size n + 1 through 2n. So,
Thus, r' < n2'+2aE+6 for all 6 > 0. From our choice of CY, we know that 2 E + 2 a E < 1 + 2a.5 < CY.
Therefore, T' 5 q(n). I
Using Fact 2.4 we obtain this corollary:
Amir, Beige1 and Gasarch also proved theorems on 2n'-enumerability [l, Corollary 7.271. If we were to use these theorems with the Combining Lemma, we would obtain a theorem which shows that if #GA is 2n'-en~merable then GI E NP/poly n CO-NP/poly. However, GI really is in NP/poly n co-NP/poly. To see this, note that GI E NP. Also, GI E NP/poly, because GI E IP [2] by Goldwasser, Micali and Rackoff [7] (see also [ l o , Corollary 2.101) and IP [2] C NP/poly [16] . This observation suggests that we cannot obtain results about 2"'-enumerability using the techniques in this paper.
In the next section, we show that #GA cannot be poly-enumerable unless GI E R. The following theorem uses ideas from the proof by Goldwasser, Micali and Rackoff [7] which showed that GI E AM [2] (see also [lo, Corol- 
Theorem 6.3
If #GA is poly-enumerable then GI E R.
Proof:
Assume that #GA is p(n)-enumerable via an enumeration function g. Let q(n) 2 n be a polynomial to be named later. Let S and T be obtained from the Combining Lemma. We construct a randomized algorithm for GI as follows. On input ( G , H ) , we randomly select H I ) , . . . , (G, Hq(,))) ) and call the set of all such outcomes ( 6 ) ) . 
ALGORITHM
Step 1: Input ( G , H ) .
Step 2: Randomly pick b' E {O,l}q(n) and ?i E
Step 3: Construct 4 = TRAN(G, H , 6, ii).
Step 4: Compute g(G).
Step 5: Use g ( 6 ) to compute the set:
(S,)P(,).
pass= { S ( n , q ( n ) , N ) I N E g ( G ) ) .
Step 6: If b' E POSS then output NO, otherwise output YES.
END O F ALGORITHM
It remains to be proven that if G N H then the algorithm above accepts with high probability over the choices for (bt, 2) . Intuitively, it is unlikely for 6 E POSS when G N H because POSS is completely determined by G, but the same 6 can be the result of exponentially many choices of (6,n') with distinct 6. Since POSS has only polynomially many elements, 6 E POSS can only occur with low probability. We prove this formally.
Assume that G E H and let T E S, be a permutation such that T ( G ) = H . Recall the definition of Hi and TRAN in Definition 6.2. For a randomly chosen pair (g, ?;), we want to construct a set of (Z, p3 such that TRAN(G, H , g, 3 TRAN(G,H,G,a') = TRAN(G,H,c',a'oundo(c3) .
To see this, let Z = ( a~, . . . , aq(,)) and note that
We call such a set a block. Clearly, (6,a') E 232, each block has exactly 24(n) elements and each element (2, p3 in the block has a distinct Z. From the discus- is chosen in step 2 of the algorithm, then we know that (1) the same graph 4 is constructed in step 3, (2) the same set g ( 4 ) is produced in step 4, and (3) the same list POSS is produced in step 5. Let r(n) be the number of nodes in 8. Note that r ( n ) = O(nq(n)2 logq(n)) since q ( n ) 2 n. So, the set POSS has at most p(r(n)) elements. Thus, of the 24(n) choices of (Z,?) E Bz at most p(r(n)) of the choices will result in b' E POSS and the algorithm rejecting. (Recall that the elements (g,?;) E Bz have distinct g.) Thus, the probability that the algorithm will reject given that (g,?) E I35 is at most ~( r ( n ) ) / 2 4 (~) .
Since, the blocks partition (0, 1}4(n) x (Sn)4(n) and have the same number of elements, the overall probability that the algorithm rejects is no more than Therefore, for q large enough, the probability that the algorithm incorrectly rejects can be bounded by 2 T n k , for any constant k . I Using Fact 2.4 we obtain this corollary:
Corollary 6. 4 If there exists a n X such that
then GI E R.
#GA is cn-enumerable
We show that #GA is cn-enumerable for all constants c > e = 2.718. Our enumerator will be oblivious, that is, g(G,i) will only depend on n and i. is the number of primes less than or equal to n. Thus, m 5 n / l n n + o(1). I
Theorem 7.2
Let c be a constant such that c > e M 2.718. Then, #GA is cn-enumerable vice an oblivious enumerator.
Proof:
Let G be a graph. GA(G) is a subgroup of S,, hence #GA(G) must be of the form specified in Lemma 7.1. We show how to enumerate (using Definition 2.2) all possible sizes of the subgroups of S,.
ALGORITHM
Step 1:
Step 2:
Step 3:
Step 4: 
, &).)
Let c' = (c + e)/2, let d be defined as in Lemma 7.1 and let m be the value (logc')(n/logn) = (lnc')(n/lnn). For large n, m > n / l n n + o(1).
Consider the binary representation of the number i. Divide it into m blocks of size log(dnlog(n)). Let dj be the number encoded by the bits of the j t h leftmost block. (You may pad the leftmost part of i with 0's.) ' The enumerator prints out nIjZ1 p: .
END O F .$LGORITHM
We estimate how large i has to be to ensure that the correct vector ( d l , . . . , d,) will be found and hence the correct number enumerated. The maximal length that i must achieve is m log(dn log(n)). Hence the maximal magnitude of i is For large n, this quantity is bounded by cn, since we know that c > c'. I
Open Problems
The upper bounds and relative lower bounds on the enumerability of #GA presented in this paper bring up some open problems. First, we have shown that if #GA is poly-enumerable, then GI E R. For SAT, we know that if #SAT polyenumerable, then P = PP [I, 61 which implies that SAT E P. We would like to prove the analogous result for GI which states that if #GA is poly-enumerable, then GI E P. It might even be possible to show that if #GA is 2,'-enumerable for some E < 1, then GI E P. The analogous result for #SAT is not known, but it would not violate our upper bound that #GA is ?-enumerable, for all e: > e 2.718. Finally, it remains possible that #GA is not cn-enumerable for any c < e, which would mean that our upper bound is tight. However, since #SAT is 2,-enumerable, it seems unlikely that one would be able to show that if #GA is ?-enumerable for some c < e then GI E P.
