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WELL-POSEDNESS OF THE LIMITING EQUATION OF A NOISY
CONSENSUS MODEL IN OPINION DYNAMICS
BERNARD CHAZELLE∗, QUANSEN JIU† , QIANXIAO LI‡ , AND CHU WANG§
Abstract. This paper establishes the global well-posedness of the nonlinear Fokker-Planck
equation for a noisy version of the Hegselmann-Krause model. The equation captures the mean-
field behavior of a classic multiagent system for opinion dynamics. We prove the global existence,
uniqueness, nonnegativity and regularity of the weak solution. We also exhibit a global stability
condition, which delineates a forbidden region for consensus formation. This is the first nonlinear
stability result derived for the Hegselmann-Krause model.
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1. Introduction. Network-based dynamical systems feature agents that com-
municate via a dynamic graph while acting on the information they receive. These
systems have received increasing attention lately because of their versatile use in mod-
eling social and biological systems [1, 4, 6, 7, 8, 10, 17]. Typically, they consist of
a fixed number N of agents, each one located at xk(t) on the real line. The agents’
positions evolve as interactions take place along the edges of a dynamical graph that
evolves endogenously. The motivation behind the model is to get a better understand-
ing of the dynamics of collective behavior. Following [13, 22], we express the system
as a set of N coupled stochastic differential equations:
(1.1) dxi = − 1
N
N∑
j=1
aij(xi − xj)dt+ σdW (i)t ,
where σ is the magnitude of the noise, W
(i)
t are independent Wiener processes, and
the “influence” parameter aij is a function of the distance between agents i and j; in
other words, aij = a(|xi − xj |), where a is nonnegative (to create attractive forces)
and compactly supported over a fixed interval (to keep the range of the forces finite).
Intuitively, the model mediates the competing tension between two opposing forces:
the sum in (1.1) pulls the agents toward one another while the diffusion term keeps
them jiggling in a Brownian motion; the two terms push the system into ordered and
disordered states respectively. In the mean field limit, N → +∞, Equation (1.1)
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induces a nonlinear Fokker-Planck equation for the agent density profile ρ(x, t) [13]:
(1.2) ρt(x, t) =
(
ρ(x, t)
ˆ
ρ(x− y, t)ya(|y|)dy
)
x
+
σ2
2
ρxx(x, t).
The function ρ(x, t) is the limit density of ρN (x, t) := 1N
∑
δxj(t)(dx), as N goes to
infinity, where δx(dx) denotes the Dirac measure with point mass at x.
In the classic Hegselmann-Krause (HK ) model, one of the most popular systems
in consensus dynamics [12, 14, 18], each one of the N agents moves, at each time step,
to the mass center of all the others within a fixed distance. The position of an agent
represents its “opinion”. If we add noise to this process, we obtain the discrete-time
version of (1.1) for a(y) = 1[0,R] (y). To be exact, the original HK model does not
scale aij by 1/N but by the reciprocal of the number agents within distance R of
agent i. Canuto et al. [5] have argued that this difference has a minor impact on
the dynamics. By preserving the pairwise symmetry among the agents, however, the
formulation (1.1) simplifies the analysis.
The HK model has been the subject of extensive investigation. A sample of
the literature includes work on convergence and consensus properties [1, 2, 12, 16,
19, 20, 21, 25], conjectures about the spatial features of the attractor set [3], and
various extensions such as HK systems with inertia [9], leaders [15, 24, 27], or random
jumps [23]. This paper focuses on the analysis of the nonlinear Fokker-Planck equation
for the noisy HK system, which corresponds to setting a(y) = 1[0,R] (y) in (1.2).
For concreteness, let us denote U = [−ℓ, ℓ], UT = [−ℓ, ℓ]× (0, T ) for T > 0, and
consider the following periodic problem for the HK system:

ρt − σ
2
2
ρxx = (ρGρ)x in UT
ρ (ℓ, ·) = ρ (−ℓ, ·) on ∂U × [0, T ]
ρ = ρ0 on U × {t = 0}
(1.3)
where
(1.4) Gρ (x, t) :=
ˆ x+R
x−R
(x− y) ρ (y, t) dy
and the initial condition ρ0 is assumed to be a probability density, i.e., ρ0 ≥ 0 and´
U ρ0 (x) dx = 1. The positive constants ℓ, R and σ are fixed with 0 < R < ℓ. Note
that we have to periodically extend ρ outside of U in order to make sense of the
integral above. The periodicity of ρ, together with Eq. (1.3), immediately implies the
normalization condition
(1.5)
ˆ
U
ρ (y, t) dy = 1
for all 0 ≤ t < T .
Main Results.. We establish the global well-posedness of Eq. (1.3), which entails
the existence, uniqueness, nonnegativity and regularity of the solution. In addition,
we prove a global stability condition for the uniform solution ρ = 12ℓ , representing the
state without any clustering of opinions. This gives a sufficient condition involving R
and σ for which no consensus can be reached regardless of the initial condition.
The paper is organized as follows. In Section 2, we first derive the aforementioned
global stability condition by assuming that a sufficiently smooth solution exists. More
2
precisely, we show that as long as σ2 > 2ℓπ
(
2R+R2/
√
3 ℓ
)
, the uniform solution
ρ = 12ℓ is unconditionally stable in the sense that ρ (t) → 12ℓ exponentially as t → ∞
for any initial data ρ0 ∈ L2per (U). An important ingredient in the proof is a L1per
estimate on the solution (Lemma 2.1). Interestingly, this estimate immediately implies
the nonnegativity of the solution while no arguments using maximum principles are
required. The latter may not be easy to obtain for nonlinear partial integro-differential
equations, such as the one we consider here. We close the section by discussing the
physical significance of the stability result and how it relates to other works in the
opinion dynamics literature.
In Section 3, we prove the global existence and uniqueness of the weak solution to
(1.3) when the initial data ρ0 ∈ L2per (U). Here, we construct approximate solutions
by solving a series of linear parabolic equations obtained from (1.3) by replacing ρGρ
with ρnGρn−1 . Using energy estimates, we find that the sequence of solutions ρn forms
a Cauchy sequence in L1(0, T ;L1per (U)) and we use this strong convergence result to
simplify the existence proof.
Finally, in Section 4 we establish improved regularity properties of the weak solu-
tion if ρ0 ∈ Hkper (U) for some k ≥ 1. This allows us to remove the a priori smoothness
assumptions in the stability and positivity results of Section 2. The main results in
this paper are then summarized in Theorem 4.5.
Notation.. As customary in the literature, we often treat ρ (and other functions
on UT ) not as a function from UT to R, but from [0, T ] to a relevant Banach space.
In this case, we define for each t,
(1.6) [ρ (t)] (·) := ρ (·, t) .
For a shorthand, we denote the usual Lp norms on U by
(1.7) ‖ρ (t)‖p := ‖ρ (t)‖Lp(U)
Other Banach space norms will be written out explicitly. Since we are dealing with
periodic boundary conditions, a subscript “per” will often be attached to the relevant
Banach space symbols to denote the subspace of periodic functions on U , e.g.,
Lpper (U) := {u ∈ Lp (U) : u (−ℓ) = u (+ℓ)} ,
Hkper (U) :=
{
u ∈ Hk (U) : u (−ℓ) = u (+ℓ)} ,(1.8)
for 1 ≤ p ≤ ∞ and k ≥ 1. They are equipped with the usual norms.
Finally, we denote by C,C1, C2, . . . any generic constants (possibly depending on
R, ℓ or σ) used in the various energy estimates. Their actual values may change from
line to line. When they depend on the time interval under consideration, we will
indicate the dependence explicitly, e.g., C (T ).
2. Nonnegativity and Global Stability via A Priori Estimates. First, let
us assume that there exists a sufficiently smooth solution
(2.1) ρ ∈ C1 (0,∞;C2per (U)) ,
to equation (1.3). This allows us to prove a priori energy estimates, from which we
can deduce the solution’s nonnegativity and derive a global stability condition of the
spatially uniform solution ρ = 12ℓ .
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We begin by setting ψ = ρ − 12ℓ so that
´
U
ψ (y, t) dy = 0. Then, ψ satisfies the
equation
(2.2) ψt − σ
2
2
ψxx = (ψGψ)x +
1
2ℓ
(Gψ)x .
The other two extra terms are zero since
´ x+R
x−R
(x− y) dy = 0 for all x. Multiplying
equation (2.2) by ψ and integrating by parts over U , we have
(2.3)
1
2
d
dt
‖ψ (t)‖22 +
σ2
2
‖ψx (t)‖22 ≤
∣∣∣∣
ˆ
U
ψxψGψdx
∣∣∣∣+ 12ℓ
∣∣∣∣
ˆ
U
ψxGψdx
∣∣∣∣ .
By the Cauchy-Schwarz inequality,
1
2
d
dt
‖ψ (t)‖22 +
σ2
2
‖ψx (t)‖22 ≤ ‖Gψ (t)‖∞ ‖ψ (t)‖2 ‖ψx (t)‖2
+
1
2ℓ
‖ψx (t)‖2 ‖Gψ (t)‖2 .(2.4)
First let us estimate ‖Gψ (t)‖∞. For any x and t, we have
|Gψ (x, t)| ≤
ˆ
U
|y − x|1{|y−x|≤R} |ψ (y, t)| dy
≤ R ‖ψ (t)‖1
≤ R (1 + ‖ρ (t)‖1) .(2.5)
In order to proceed with the bound on ‖Gψ (t)‖∞, we need an L1per estimate of ρ (t).
Lemma 2.1. Suppose ρ ∈ C1 (0,∞;C2per (U)) is a solution of (1.3) with ρ0 ∈
L1per (U), then ‖ρ (t)‖1 ≤ ‖ρ0‖1 for all t ≥ 0.
Proof. Let ǫ > 0 and define
(2.6) χǫ (r) =
{
|r| |r| > ǫ
− r48ǫ3 + 3r
2
4ǫ +
3ǫ
8 |r| ≤ ǫ
.
This is a convex C2-approximation of the absolute value function satisfying |r| ≤
χǫ (r). Multiplying χ
′
ǫ (ρ) to equation (1.3) and integrating by parts over U , we have
(2.7)
d
dt
ˆ
U
χǫ (ρ (x, t)) dx+
σ2
2
∥∥∥ρx (t) [χ′′ǫ (ρ (t))]1/2∥∥∥2
2
= −
ˆ
U
ρGρχ
′′
ǫ (ρ) ρx dx.
By Cauchy-Schwarz and Young’s inequality,
d
dt
ˆ
U
χǫ (ρ (x, t)) dx+
σ2
2
∥∥∥ρx (t) [χ′′ǫ (ρ (t))]1/2∥∥∥2
2
≤
∥∥∥ρ (t)Gρ (t) [χ′′ǫ (ρ (t))]1/2∥∥∥
2
∥∥∥ρx (t) [χ′′ǫ (ρ (t))]1/2∥∥∥
2
≤ 1
2σ2
∥∥∥ρ (t)Gρ (t) [χ′′ǫ (ρ (t))]1/2∥∥∥2
2
+
σ2
2
∥∥∥ρx (t) [χ′′ǫ (ρ (t))]1/2∥∥∥2
2
.(2.8)
Therefore,
d
dt
ˆ
U
χǫ (ρ (x, t)) dx ≤ 1
2σ2
∥∥∥ρ (t)Gρ (t) [χ′′ǫ (ρ (t))]1/2∥∥∥2
2
≤ 1
2σ2
‖Gρ (t)‖2∞
∥∥∥ρ (t) [χ′′ǫ (ρ (t))]1/2∥∥∥2
2
.(2.9)
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Replacing ψ by ρ in (2.5) we have
(2.10) ‖Gρ (t)‖∞ ≤ R ‖ρ (t)‖1 .
The term
∥∥∥ρ (t) [χ′′ǫ (ρ (t))]1/2∥∥∥2
2
can be split into two integrals:
∥∥∥ρ (t) [χ′′ǫ (ρ (t))]1/2∥∥∥2
2
=
ˆ
U
ρ2χ′′ǫ (ρ) dx
=
ˆ
U
ρ2χ′′ǫ (ρ)1{|ρ|>ǫ} dx
+
ˆ
U
ρ2χ′′ǫ (ρ)1{|ρ|≤ǫ} dx.(2.11)
For |ρ| > ǫ, χ′′ǫ (ρ) = 0 by construction, and hence the first integral above is zero. The
second integral is estimated as:
ˆ
U
ρ2χ′′ǫ (ρ)1{|ρ|≤ǫ} dx =
ˆ
U
3ρ2
(
ǫ2 − ρ2)
2ǫ3
1{|ρ|≤ǫ}dx
≤
ˆ
U
3ǫ
2
dx = 3ℓǫ.(2.12)
Therefore, by (2.10, 2.11, 2.12), Eq. (2.9) becomes
d
dt
ˆ
U
χǫ (ρ (x, t)) dx ≤ 3ℓR
2ǫ
2σ2
‖ρ (t)‖21 ≤
3ℓR2ǫ
2σ2
[ˆ
U
χǫ (ρ (x, t)) dx
]2
.
Applying Gro¨nwall’s inequality, we get
ˆ
U
χǫ (ρ (x, t)) dx ≤
(ˆ
U
χǫ (ρ0 (x)) dx
)
.
× exp
[
3ℓR2ǫ
2σ2
ˆ t
0
ˆ
U
χǫ (ρ (x, s)) dx ds
]
.(2.13)
Since ρ is continuous, the integral in the exponential is finite. Therefore, taking the
limit ǫ→ 0 yields
(2.14) ‖ρ (t)‖1 ≤ ‖ρ0‖1 ,
for every t ≥ 0, as required.
Incidentally, Lemma 2.1 establishes the nonnegativity of ρ. This is important
because ρ represents the density of opinions of individuals and, as such, is necessar-
ily nonnegative at all times. It is interesting that a L1per estimate suffices to show
nonnegativity and no arguments from maximum principles are required.
Corollary 2.2. If ρ ∈ C1 (0,∞;C2per (U)) is a solution of (1.3), with ρ0 ≥ 0
and
´
U
ρ0 (x) dx = 1, then ‖ρ (t)‖1 = 1 and ρ (t) ≥ 0 in U for all t ≥ 0.
Proof. Since
´
U
ρ0 (x) dx = 1, the normalization condition (1.5) is satisfied for
t > 0. Applying Lemma 2.1, we have
(2.15) 1 =
ˆ
U
ρ (x, t) dx ≤ ‖ρ (t)‖1 ≤ ‖ρ0‖1 =
ˆ
U
ρ0 dx = 1.
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Hence, ‖ρ (t)‖1 = 1. But
1 =
ˆ
U
ρ (x, t) dx =
ˆ
U
ρ1{ρ≥0}dx+
ˆ
U
ρ1{ρ<0} dx,(2.16)
1 =
ˆ
U
|ρ (x, t)| dx =
ˆ
U
ρ1{ρ≥0}dx−
ˆ
U
ρ1{ρ<0}dx.(2.17)
These equations imply that
´
U
ρ1{ρ<0}dx = 0, and hence, ρ (t) ≥ 0 a.e. in U . By
continuity, ρ (t) ≥ 0 in U for all t ≥ 0.
With Lemma 2.1, it follows from (2.5) that
(2.18) ‖Gψ (t)‖∞ ≤ 2R
Next, we also have
(Gψ (x, t))
2
=
(ˆ x+R
x−R
(x− y)ψ (y, t) dy
)2
≤
ˆ x+R
x−R
(x− y)2 dy
ˆ x+R
x−R
(ψ (y, t))2 dy
=
2
3
R3
ˆ x+R
x−R
(ψ (y, t))2 dy.(2.19)
Consequently,
‖Gψ (t)‖22 ≤
2
3
R3
ˆ
U
ˆ x+R
x−R
(ψ (y, t))
2
dydx
=
2
3
R3
ˆ
U
ˆ +R
−R
(ψ (x+ y, t))
2
dydx
=
4R4
3
‖ψ (t)‖22 .(2.20)
With estimates (2.18) and (2.20), (2.4) becomes
1
2
d
dt
‖ψ (t)‖22 +
σ2
2
‖ψx (t)‖22 ≤
(
2R+
R2√
3 ℓ
)
‖ψ (t)‖2 ‖ψx (t)‖2
≤ σ
2
4
‖ψx (t)‖22
+
1
σ2
(
2R+
R2√
3 ℓ
)2
‖ψ (t)‖22 .(2.21)
Hence, we have
(2.22)
1
2
d
dt
‖ψ (t)‖22 ≤
1
σ2
(
2R+
R2√
3 ℓ
)2
‖ψ (t)‖22 −
σ2
4
‖ψx (t)‖22 .
By construction,
´
U ψ (x, t) dx = 0 for all t. Thus, ψ (t) satisfies the Poincare´ inequal-
ity
(2.23) ‖ψ (t)‖2 ≤ C ‖ψx (t)‖2 .
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For the interval U = [−ℓ, ℓ], the optimal Poincare´ constant is C = ℓ/π. Therefore,
(2.22) becomes
(2.24)
d
dt
‖ψ (t)‖22 ≤
(
2
σ2
(
2R+
R2√
3 ℓ
)2
− π
2σ2
2ℓ2
)
‖ψ (t)‖22 .
But
(2.25) ‖ψ (0)‖22 =
∥∥∥∥ρ0 − 12ℓ
∥∥∥∥
2
2
≤ 2 ‖ρ0‖22 +
1
ℓ
.
Thus we obtain the integral form of (2.22):
(2.26) ‖ψ (t)‖22 ≤
(
2 ‖ρ0‖22 +
1
ℓ
)
exp
{(
2
σ2
(
2R+
R2√
3 ℓ
)2
− π
2σ2
2ℓ2
)
t
}
.
In particular, if σ2 > 2ℓπ
(
2R+R2/
√
3 ℓ
)
, the constant factor in the exponential is
negative, therefore ‖ψ (t)‖22 → 0 as long as ‖ρ0‖2 <∞. We summarize these results:
Theorem 2.3. Let ρ ∈ C1 (0,∞;C2per (U)) be a solution of (1.3) with ρ0 ≥ 0,´
U
ρ0 (x) dx = 1, and ρ0 ∈ L2per (U). If σ2 > 2ℓπ
(
2R+R2/
√
3 ℓ
)
, then ρ (t) → 12ℓ in
L2per exponentially as t→∞.
Physical Significance of Theorem 2.3. The noisy HK model generally ex-
hibits two types of steady-states. The first is a spatially uniform steady-state, i.e.,
ρ is constant. This represents the case where individuals have uniformly distributed
opinions, without any local or global consensus. The second involves one or more
clusters of individuals having similar opinions, in which case ρ is a multi-modal pro-
file. Which of these two steady-states appear in the long-time limit depends on the
interaction radius R and noise σ, as well as the initial profile ρ0.
In this aspect, Theorem 2.3 gives a sufficient condition for the spatially uniform
solution to be the globally attractive state, irrespective of the initial profile ρ0. In other
words, as long as σ2 > 2ℓπ
(
2R+R2/
√
3 ℓ
)
, any initial profile converges to the spatially
uniform state. In particular, clustered profiles do not even have local stability. This
immediately indicates a forbidden zone for consensus: when the volatility of one’s
opinion is too large compared to the interaction radius, there can be no clustering of
opinions regardless of the initial opinion distribution. It should be noted that this is
the first result regarding the nonlinear stability of the HK system. On the other hand,
it is straightforward to perform linear stability analysis of Eq. (1.3) at the uniform
solution ρ = 12ℓ to derive a linear stability condition for the uniform solution [26]. The
combination of these two results indicate a region where it is possible to have both
clustered and uniform states as locally stable solutions (see Figure 1).
3. Existence and Uniqueness. Our discussion so far has assumed the exis-
tence of a solution to (1.3). In this section, we prove the existence and uniqueness
of the weak solution by defining a sequence of linear parabolic equations, whose so-
lutions converge strongly to a function ρ that solves a weak formulation of Eq. (1.3).
To begin with, let T > 0 and consider a sequence of linear parabolic equations

ρnt −
σ2
2
ρnxx =
(
ρnGρn−1
)
x
in UT
ρn (ℓ, ·) = ρn (−ℓ, ·) on ∂U × [0, T ]
ρn = ρ0 on U × {t = 0}
(3.1)
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Figure 1: The phase diagram for the noisy HK model. The top (red) curve is the
curve σ2 = 2ℓπ
(
2R+R2/
√
3 ℓ
)
, above which the spatially uniform solution (ρ = 1/2ℓ)
is unconditionally stable, i.e. no clustering of opinions is possible. The bottom (blue)
curve is obtained from linear stability analysis around the spatially uniform solution,
and has the form (σ/ℓ)2 = C(R/ℓ)3. Below this curve, the uniform solution loses
linear stability and only clustered solutions are permitted. Between these two curves
is the region for which both clustered and uniform solutions can be stable with respect
to small perturbations.
for n ≥ 1, with ρ0 (x, t) := ρ0 (x) for all t > 0. For convenience, we assume that the
initial condition satisfies ρ0 ∈ C∞per (U), ρ0 ≥ 0 and
´
U
ρ0 (x) dx = 1. The smoothness
condition will be relaxed later (see Theorem 3.12 at the end of this section).
Consider the case n = 1. Since ρ0 ∈ C∞per (U) and both Gρ0 and (Gρ0)x are
bounded, by standard results on linear parabolic evolution equations, there exists a
unique ρ1 ∈ C∞
(
0, T ;C∞per (U)
)
satisfying (3.1) for n = 1. Iterating this for n > 1
implies that there exists a sequence of smooth functions {ρn : n ≥ 1} satisfying (3.1).
Next, we establish some uniform energy estimates on ρn.
Proposition 3.1. Let T > 0 and suppose {ρn : n ≥ 1} satisfy (3.1) with ρ0 ∈
C∞per (U). Then, ‖ρn (t)‖1 ≤ ‖ρ0‖1 for all 0 ≤ t ≤ T and n ≥ 1.
Proof. Since we know that ρn (t) ∈ C∞
(
0, T ;C∞per (U)
)
for all n ≥ 1 and all
0 ≤ t ≤ T , we can proceed exactly as in the proof of Lemma 2.1. In this case, instead
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of (2.13) we have
ˆ
U
χǫ (ρn (x, t)) dx ≤
(ˆ
U
χǫ (ρ0 (x)) dx
)
× exp
[
3ℓR2ǫ
2σ2
ˆ t
0
ˆ
U
χǫ (ρn−1 (x, s)) dxds
]
.(3.2)
Since ρn−1 is smooth, the integral in the exponential is finite, hence we take the limit
ǫ→ 0 to obtain
(3.3) ‖ρn (t)‖1 ≤ ‖ρ0‖1 ,
for all 0 ≤ t ≤ T .
Corollary 3.2. Let T > 0 and suppose {ρn : n ≥ 1} satisfy (3.1) with ρ0 ∈
C∞per (U), ρ0 ≥ 0 and
´
U
ρ0 (x) dx = 1. Then, ‖ρn (t)‖1 = 1 and ρn (t) ≥ 0 in U for
all 0 ≤ t ≤ T and for all n ≥ 1.
Proof. Since the functions ρn are all periodic, we have
´
U
ρn (x, t) dx = 1; hence
the proof is identical to Corollary 2.2.
Proposition 3.3. Let T > 0 and suppose {ρn : n ≥ 1} satisfy (3.1) with ρ0 ∈
C∞per (U), ρ0 ≥ 0 and
´
U
ρ0 (x) dx = 1. Then, there exists a constant C (T ) > 0 such
that
‖ρn‖L∞(0,T ;L2per(U)) + ‖ρn‖L2(0,T ;H1per(U)) ≤ C (T ) ‖ρ0‖2 .
Proof. We proceed as in Section 2 by multiplying (3.1) by ρn and integrating by
parts. This gives us
1
2
d
dt
‖ρn (t)‖22 +
σ2
2
‖ρnx (t)‖22 ≤
ˆ
U
∣∣ρnρnxGρn−1∣∣ dx
≤ ‖ρnx (t)‖2
∥∥ρn (t)Gρn−1 (t)∥∥2
≤ σ
2
4
‖ρnx (t)‖22
+
1
σ2
‖ρn (t)‖22
∥∥Gρn−1 (t)∥∥2∞ .(3.4)
Using Proposition 3.1 and Corollary 3.2 we have
(3.5)
∥∥Gρn−1 (t)∥∥∞ ≤ R ‖ρn−1 (t)‖1 = R,
and hence (3.4) becomes
(3.6)
1
2
d
dt
‖ρn (t)‖22 +
σ2
4
‖ρnx (t)‖22 ≤
R
σ2
‖ρn (t)‖22 ,
which implies, by integration, that
(3.7) ‖ρn (t)‖22 ≤ C (T ) ‖ρ0‖22 ,
for all 0 ≤ t ≤ T , and
(3.8) sup
0≤t≤T
‖ρn (t)‖22 +
ˆ T
0
‖ρnx (t)‖22 dt ≤ C (T ) ‖ρ0‖22 .
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Proposition 3.4. Let T > 0 and suppose {ρn : n ≥ 1} satisfy (3.1) with ρ0 ∈
C∞per (U), ρ0 ≥ 0 and
´
U ρ0 (x) dx = 1. Then, there exists a constant C (T ) > 0 such
that
(3.9) ‖ρn‖L∞(0,T ;H1per(U)) + ‖ρn‖L2(0,T ;H2per(U)) ≤ C (T )
(
‖ρ0‖2H1per(U) + ‖ρ0‖
4
2
)1/2
.
Proof. Multiplying equation (3.1) by −ρnxx and integrating by parts over U , it
follows from Cauchy-Schwarz, Young’s inequality, and (3.5) that
1
2
d
dt
‖ρnx (t)‖22 +
σ2
2
‖ρnxx (t)‖22
≤
ˆ
U
∣∣(ρnGρn−1)x ρnxx∣∣ dx
≤ σ
2
4
‖ρnxx (t)‖22 + C1
∥∥Gρn−1ρnx (t)∥∥22 + C2 ∥∥(Gρn−1)x (t) ρn (t)∥∥22
≤ σ
2
4
‖ρnxx (t)‖22 + C1 ‖ρnx (t)‖22 + C2
∥∥(Gρn−1)x (t) ρn (t)∥∥22 .(3.10)
Now,
(
Gρn−1
)
x
=
∂
∂x
[ˆ x+R
x−R
(x− y) ρn−1 (y, t) dy
]
= −R (ρn−1 (x+R, t) + ρn−1 (x−R, t))
+
ˆ x+R
x−R
ρn−1 (y, t) dy.(3.11)
By (3.7) and Morrey’s inequality,
∥∥(Gρn−1)x (t) ρn (t)∥∥22 ≤ ‖ρn (t)‖2∞ ∥∥(Gρn−1)x (t)∥∥22
≤ C ‖ρn (t)‖2H1per(U) ‖ρn−1 (t)‖
2
2
≤ C (T ) ‖ρ0‖22 ‖ρn (t)‖2H1per(U) .(3.12)
It follows that (3.10) becomes
1
2
d
dt
‖ρnx (t)‖22 +
σ2
4
‖ρnxx (t)‖22 ≤ C1 ‖ρnx (t)‖22
+C2 (T ) ‖ρ0‖22 ‖ρn (t)‖2H1per(U) .(3.13)
Integrating over t, we have
1
2
sup
0≤t≤T
‖ρnx(t)‖22 +
σ2
4
‖ρnxx‖2L2(0,T ;L2per(U))
≤ 1
2
‖ρ0x‖22 + C (T )
(
‖ρn‖2L2(0,T ;H1per(U)) + ‖ρ0‖
2
2 ‖ρn‖2L2(0,T ;H1per(U))
)
.
(3.14)
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Applying the estimates in Proposition 3.3, we find that
(3.15) sup
0≤t≤T
‖ρnx (t)‖22 + ‖ρnxx‖2L2(0,T ;L2per(U)) ≤ C (T )
(
‖ρ0‖2H1per(U) + ‖ρ0‖
4
2
)
.
With the uniform estimates above, we can now show that ρn converges strongly
to a limit.
Lemma 3.5. Let T > 0 and suppose that {ρn : n ≥ 1} satisfies (3.1) with ρ0 ∈
C∞per (U), ρ0 ≥ 0 and
´
U ρ0 (x) dx = 1. Then there exists ρ ∈ L1
(
0, T ;L1per (U)
)
such
that ρn → ρ in L1
(
0, T ;L1per (U)
)
.
Proof. We set φn = ρn − ρn−1 for n ≥ 1. For n ≥ 2, the evolution equation for
φn reads
(3.16) φnt −
σ2
2
φnxx =
(
φnGρn−1 + ρn−1Gφn−1
)
x
.
Let ǫ > 0. Multiplying the equation above by χ′ǫ (φn) (see definition (2.6)) and
integrating by parts yields
d
dt
ˆ
U
χǫ (φn) dx+
σ2
2
∥∥∥[χ′′ǫ (φn (t))]1/2 φnx (t)∥∥∥2
2
≤
ˆ
U
∣∣χ′′ǫ (φn)φnxφnGρn−1 ∣∣ dx+
ˆ
U
∣∣χ′ǫ (φn) (ρn−1Gφn−1)x∣∣ dx
≤ σ
2
2
∥∥∥[χ′′ǫ (φn (t))]1/2 φnx (t)∥∥∥2
2
+
1
2σ2
∥∥Gρn−1 (t)∥∥2∞
∥∥∥[χ′′ǫ (φn (t))]1/2 φn (t)∥∥∥2
2
+
ˆ
U
∣∣χ′ǫ (φn) (ρn−1Gφn−1)x∣∣ dx.(3.17)
By Corollary 3.2,
∥∥Gρn−1 (t)∥∥∞ ≤ R ‖ρn−1 (t)‖1 = R. Also, as in (2.12) from the
proof of Lemma 2.1, we have
(3.18)
∥∥∥[χ′′ǫ (φn (t))]1/2 φn (t)∥∥∥2
2
≤ Cǫ.
To estimate the last integral in (3.17), observe that |χ′ǫ| ≤ C, henceˆ
U
∣∣χ′ǫ (φn) (ρn−1Gφn−1)x∣∣ dx ≤ C
ˆ
U
∣∣(ρn−1)xGφn−1∣∣ dx
+C
ˆ
U
∣∣ρn−1 (Gφn−1)x∣∣ dx
≤ C1
∥∥Gφn−1∥∥∞ ‖ρn−1‖H1per(U)
+C2 ‖ρn−1‖∞
∥∥(Gφn−1)x∥∥1 .(3.19)
But we know that
∥∥Gφn−1∥∥∞ ≤ R ‖φn−1‖1 and that ∥∥(Gφn−1)x∥∥1 ≤ C ‖φn−1‖1 (see
expression (3.11)). Moreover, Morrey’s inequality implies ‖ρn−1‖∞ ≤ ‖ρn−1‖H1per(U).
Hence, it follows that, as ǫ tends to 0, (3.17) becomes
d
dt
‖φn (t)‖1 ≤ C ‖ρn−1 (t)‖H1per(U) ‖φn−1 (t)‖1
≤ C (ρ0; 1, T )‖φn−1 (t)‖1 ,(3.20)
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where in the last line we used Proposition 3.4 and the shorthand
(3.21) C (ρ0; 1, T ) := C (T )
(
‖ρ0‖2H1per(U) + ‖ρ0‖
4
2
)1/2
.
Now, for N ≥ 2 we define
(3.22) yN (t) :=
N∑
n=2
‖φn (t)‖1 .
By (3.20) and Corollary 3.2,
d
dt
yN (t) ≤ C (ρ0; 1, T ) (yN (t) + ‖φ1 (t)‖1 − ‖φN (t)‖1)
≤ C (ρ0; 1, T ) (yN (t) + 4) .(3.23)
Moreover, the ρn’s coincide at t = 0, so yN (0) = 0. Thus by Gro¨nwall’s inequality,
(3.24) yN (t) ≤ 2TC (ρ0; 1, T ) eTC(ρ0;1,T ),
uniformly in N and t. Furthermore, for each t, yN (t) is a bounded monotone sequence
in N , hence there exists
(3.25) y∞ (t) =
∞∑
n=2
‖φn (t)‖1 ≤ 2TC (ρ0; 1, T ) eTC(ρ0;1,T ),
such that yN (t) ↑ y∞ (t), pointwise in t. By the monotone convergence theorem,
(3.26)
ˆ T
0
yN (t) dt ↑
ˆ T
0
y∞ (t) dt ≤ 2T 2C (ρ0; 1, T ) eTC(ρ0;1,T ).
This result immediately implies that {ρn} is a Cauchy sequence in L1
(
0, T ;L1per (U)
)
.
Indeed, for ǫ > 0 we can pick N ≥ 2 such that ´ T
0
y∞ (t) dt−
´ T
0
yN (t) dt < ǫ. Hence,
for all M ≥ 1,
‖ρN+M − ρN‖L1(0,T ;L1per(U)) =
ˆ T
0
‖ρN+M (t)− ρN (t)‖1 dt
=
ˆ T
0
∥∥∥∥∥
N+M∑
n=N+1
φn (t)
∥∥∥∥∥
1
dt
≤
ˆ T
0
N+M∑
n=N+1
‖φn (t)‖1 dt
=
ˆ T
0
yN+M (t) dt−
ˆ T
0
yN (t) dt
≤
ˆ T
0
y∞ (t) dt−
ˆ T
0
yN (t) dt
≤ ǫ.(3.27)
Therefore, {ρn} is a Cauchy sequence and there exists ρ ∈ L1
(
0, T ;L1per (U)
)
such
that ρn → ρ in L1
(
0, T ;L1per (U)
)
.
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Note that we can extract from {ρn} a subsequence that converges weakly in
smaller spaces.
Definition 3.6. We denote by H−1per (U) the dual space of H
1
per (U). Since
periodic boundary conditions allows integration by parts without extra terms, most
characterizations of H−1 =
(
H10
)∗
carries over to H−1per.
Lemma 3.7. We have ρ ∈ L2 (0, T ;H1per (U)) ∩ L∞ (0, T ;L2per (U)), with ρt ∈
L2
(
0, T ;H−1per (U)
)
, and the estimate
(3.28) ‖ρ‖L∞(0,T ;L2per(U)) + ‖ρ‖L2(0,T ;H1per(U)) + ‖ρt‖L2(0,T ;H−1per(U)) ≤ C (T ) ‖ρ0‖2 .
Moreover, there exists a subsequence {ρnk : k ≥ 1} such that
ρnk ⇀ ρ in L
2
(
0, T ;H1per
)
,
and
ρnkt ⇀ ρt in L
2
(
0, T ;H−1per
)
.
Proof. From Proposition 3.3, we have
(3.29) ‖ρn‖L∞(0,T ;L2per(U)) + ‖ρn‖L2(0,T ;H1per(U)) ≤ C (T ) ‖ρ0‖2 .
Next, observe that from the evolution equation of ρn, we have
(3.30) ρnt =
(
Gρn−1ρn +
σ2
2
ρnx
)
x
.
Hence,
‖ρnt‖2L2(0,T ;H−1per(U)) ≤
ˆ T
0
∥∥∥∥Gρn−1 (t) ρn (t) + σ22 ρnx (t)
∥∥∥∥
2
2
dt
≤ 2
ˆ T
0
∥∥Gρn−1 (t)∥∥2∞ ‖ρn (t)‖22 dt
+σ2
ˆ T
0
‖ρnx (t)‖22 dt
≤ 2R2
ˆ T
0
‖ρn (t)‖22 dt
+σ2
ˆ T
0
‖ρnx (t)‖22 dt
≤ C (T ) ‖ρ0‖22 .(3.31)
where in the last step we used Proposition 3.3. Therefore, we have the uniform
estimate
(3.32)
‖ρn‖L∞(0,T ;L2per(U)) + ‖ρn‖L2(0,T ;H1per(U)) + ‖ρnt‖L2(0,T ;H−1per(U)) ≤ C (T ) ‖ρ0‖2 .
Hence, ρ ∈ L2 (0, T ;H1per (U)) ∩ L∞ (0, T ;L2per (U)), with ρt ∈ L2 (0, T ;H−1per (U))
and they satisfy the same estimate (3.32). Furthermore, there exists {ρnk : k ≥ 1}
such that
(3.33)
{
ρnk ⇀ ρ in L
2
(
0, T ;H1per (U)
)
,
ρnkt ⇀ ρt in L
2
(
0, T ;H−1per (U)
)
.
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Following [11], we can deduce from Lemma 3.7 the following result:
Theorem 3.8. Suppose ρ ∈ L2 (0, T ;H1per (U)) with ρt ∈ L2 (0, T ;H−1per (U)),
then ρ ∈ C (0, T ;L2per (U)) up to a set of measure zero. Further, the mapping
(3.34) t 7→ ‖ρ (t)‖22
is absolutely continuous, with
(3.35)
d
dt
‖ρ (t)‖22 = 2 〈ρt (t) , ρ (t)〉 ,
for a.e. 0 ≤ t ≤ T . Here, 〈, 〉 denotes the pairing between H−1per and H1per.
Proof. The proof is identical to the proof in Evans [11] Section 5.9 Theorem 3.
The only difference here is that we are considering H1per and H
−1
per , instead of H
1
0 and
H−1. Since periodic conditions still guarantees integration by parts without extra
terms, all proofs follow through.
Now, we are ready to prove the existence of a weak solution to equation (1.3).
Definition 3.9. We say that ρ ∈ L2 (0, T ;H1per (U)) ∩ L∞ (0, T ;L2per (U))
with ρt ∈ L2
(
0, T ;H−1per (U)
)
is a weak solution of equation (1.3) if for every η ∈
L2
(
0, T ;H1per (U)
)
,
(3.36)
ˆ T
0
〈ρt (t) , η (t)〉 dt+
ˆ T
0
ˆ
U
(
σ2
2
ρxηx + ρGρηx
)
dxdt = 0,
and ρ (0) = ρ0. Note that since ρ ∈ C
(
0, T ;L2per (U)
)
(Theorem 3.8), the last condi-
tion makes sense as an initial condition.
Theorem 3.10. (Existence and uniqueness) Let ρ0 ∈ C∞per (U), ρ0 ≥ 0 and´
U
ρ0 (x) dx = 1. Then, there exists a unique weak solution ρ ∈ L∞
(
0, T ;L2per (U)
) ∩
L2
(
0, T ;H1per (U)
)
, with ρt ∈ L2
(
0, T ;H−1per (U)
)
, to equation (1.3) with the estimate
‖ρ‖L∞(0,T ;L2per(U)) + ‖ρ‖L2(0,T ;H1per(U)) + ‖ρt‖L2(0,T ;H−1per(U)) ≤ C (T ) ‖ρ0‖2 .
Proof. For each η ∈ L2 (0, T ;H1 (U)), we multiply equation (3.1) (with n = nk)
by η and integrate over UT to obtain
(3.37)
ˆ T
0
〈
ρnkt (t) , η (t)
〉
dt+
σ2
2
ˆ T
0
ˆ
U
ρnkx ηxdxdt+
ˆ T
0
ˆ
U
ηxρnkGρnk−1dxdt = 0.
There are no boundary terms due to periodic boundary conditions. Now,
ˆ T
0
ˆ
U
ηxρnkGρnk−1dxdt =
ˆ T
0
ˆ
U
ηx (ρnk − ρ)Gρnk−1dxdt
+
ˆ T
0
ˆ
U
ηxρG(ρnk−1−ρ)
dxdt
+
ˆ T
0
ˆ
U
ηxρGρdxdt.(3.38)
We know from Lemma 3.7 that ρnk ⇀ ρ in L
2
(
0, T ;H1per (U)
) ⊂ L2 (0, T ;L2per (U)).
Moreover, Gρnk−1 is uniformly bounded so that ηxGρnk−1 ∈ L2
(
0, T ;L2per (U)
)
. Thus,
ˆ T
0
ˆ
U
ηx (ρnk − ρ)Gρnk−1dxdt→ 0.(3.39)
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Also,
ˆ T
0
ˆ
U
ηxρG(ρnk−1−ρ)
dxdt ≤ ‖ρ‖L∞(0,T ;L2per(U)) ‖ηx‖L2(0,T ;L2per(U))∥∥∥G(ρnk−1−ρ)
∥∥∥
L2(0,T ;L2per(U))
≤ C (T ) ‖ρ0‖2 ‖η‖L2(0,T ;H1per(U))(ˆ T
0
‖ρnk−1 (t)− ρ (t)‖21 dt
)1/2
.(3.40)
But ‖ρnk−1 (t)− ρ (t)‖1 ≤ 2R. Hence, by the strong convergence result in Lemma 3.5,
we have
ˆ T
0
‖ρnk−1 (t)− ρ (t)‖21 dt ≤ 2R ‖ρnk−1 (t)− ρ (t)‖L1(0,T ;L1(U))
→ 0,(3.41)
and thus
ˆ T
0
ˆ
U
ηxρG(ρnk−1−ρ)
dxdt→ 0.(3.42)
Combining (3.38), (3.39) and (3.42), we have
(3.43)
ˆ T
0
ˆ
U
ηxρnkGρnk−1dxdt→
ˆ T
0
ˆ
U
ηxρGρdxdt.
By the weak convergence results established in Lemma 3.7, we also have
ˆ T
0
〈
ρnkt (t) , η (t)
〉
dt→
ˆ T
0
〈ρt (t) , η (t)〉 dt,
ˆ T
0
ˆ
U
ρnkx ηxdxdt→
ˆ T
0
ˆ
U
ρxηxdxdt.(3.44)
Putting together (3.43) and (3.44), we obtain in the limit k →∞,
(3.45)
ˆ T
0
〈ρt (t) , η (t)〉 dt+
ˆ T
0
ˆ
U
(
σ2
2
ρxηx + ρGρηx
)
dxdt = 0,
for every η ∈ L2 (0, T ;H1per (U)).
Finally, we have to show that ρ (0) = ρ0. Pick some η ∈ C1
(
0, T ;H1per (U)
)
with
η (T ) = 0. Then, we have from (3.45) that
(3.46) −
ˆ T
0
〈ρ (t) , ηt (t)〉 dt+
ˆ T
0
ˆ
U
(
σ2
2
ρxηx + ρGρηx
)
dxdt = (ρ (0) , η (0)) .
Similarly, we also have
−
ˆ T
0
〈ρnk (t) , ηt (t)〉 dt+
ˆ T
0
ˆ
U
(
σ2
2
ρnkxηx + ρnkGρnk−1ηx
)
dxdt
= (ρ0, η (0)) .(3.47)
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Where we have used the fact that ρnk (0) = ρ0 for all k. Taking the limit k→∞ and
comparing (3.46) and (3.47), we have
(3.48) (ρ (0) , η (0)) = (ρ0, η (0)) .
Since η is arbitrary, we conclude that ρ (0) = ρ0. This completes the proof of the
existence of a weak solution.
Now, we prove its uniqueness. Let ρ1 and ρ2 be weak solutions to (1.3) and set
ξ = ρ1 − ρ2. Then, for every η ∈ L2
(
0, T ;H1per (U)
)
, we have
(3.49)ˆ T
0
〈ξt (t) , η (t)〉 dt+ σ
2
2
ˆ T
0
ˆ
U
ξxηxdxdt +
ˆ T
0
ˆ
U
(ρ1Gρ1 − ρ2Gρ2) ηxdxdt = 0.
Adding and subtracting
´ T
0
´
U
ρ2Gρ1ηxdxdt, we obtain
ˆ T
0
〈ξt (t) , η (t)〉 dt+ σ
2
2
ˆ T
0
ˆ
U
ξxηxdxdt = −
ˆ T
0
ˆ
U
ξGρ1ηxdxdt
−
ˆ T
0
ˆ
U
ρ2Gξηxdxdt.(3.50)
But, ∣∣∣∣∣
ˆ T
0
ˆ
U
ξGρ1ηxdxdt
∣∣∣∣∣ ≤ ‖Gρ1‖L∞(0,T ;L∞per(U))
×‖ηx‖L2(0,T ;L2per(U)) ‖ξ‖L2(0,T ;L2per(U))
≤ R ‖ηx‖L2(0,T ;L2per(U)) ‖ξ‖L2(0,T ;L2per(U))
≤ σ
2
4
‖ηx‖2L2(0,T ;L2per(U))
+C ‖ξ‖2L2(0,T ;L2(U)) ,(3.51)
and ∣∣∣∣∣
ˆ T
0
ˆ
U
ρ2Gξηxdxdt
∣∣∣∣∣ ≤ ‖ρ2‖L∞(0,T ;L2per(U))
×‖Gξ‖L2(0,T ;L2per(U)) ‖ηx‖L2(0,T ;L2per(U))
≤ C (T ) ‖ρ0‖2 ‖ηx‖L2(0,T ;L2per(U)) ‖ξ‖L2(0,T ;L2per(U))
≤ σ
2
4
‖ηx‖2L2(0,T ;L2per(U))
+C (T ) ‖ρ0‖22 ‖ξ‖2L2(0,T ;L2per(U)) ,(3.52)
so that
ˆ T
0
〈ξt (t) , η (t)〉 dt+ σ
2
2
ˆ T
0
ˆ
U
ξxηxdxdt
≤ σ
2
2
‖ηx‖2L2(0,T ;L2(U))
+
(
C1 (T ) + C2 (T ) ‖ρ0‖22
)
‖ξ‖2L2(0,T ;L2(U)) .(3.53)
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Now, set η = ξ, and use Theorem 3.8, we have
ˆ T
0
1
2
d
dt
‖ξ (t)‖22 dt ≤
(
C1 (T ) + C2 (T ) ‖ρ0‖22
)
‖ξ‖2L2(0,T ;L2(U))
=
(
C1 (T ) + C2 (T ) ‖ρ0‖22
) ˆ T
0
‖ξ (t)‖22 dt.(3.54)
Since this holds for all T , we must have
(3.55)
d
dt
‖ξ (t)‖22 ≤
(
C1 (T ) + C2 (T ) ‖ρ0‖22
)
‖ξ (t)‖22 ,
and hence
(3.56) ‖ξ (t)‖2 ≤
(
C1 (T ) + C2 (T ) ‖ρ0‖22
)
‖ξ (0)‖2 ,
for a.e. 0 ≤ t ≤ T . But ‖ξ (0)‖22 = ‖ρ0 − ρ0‖22 = 0 and the ρ’s are continuous in time,
we have
(3.57) ‖ρ1 (t)− ρ2 (t)‖2 = 0.
for all 0 ≤ t ≤ T .
Finally, the energy estimate is from Lemma 3.7.
Remark 3.11. The strong convergence result (Lemma 3.5) is important here
because without it, we could not have concluded that expression (3.41) converges to 0,
because it involves a different subsequence ρnk−1. Strong convergence ensures that all
subsequences converge in L1
(
0, T ;L1per (U)
)
.
Throughout this section we assumed that the initial condition is smooth, i.e.
ρ0 ∈ C∞per (U). We can in fact relax this condition to ρ0 ∈ L2per (U) by mollifying the
initial data.
Theorem 3.12. (Existence and uniqueness with relaxed regularity assumption
on the initial condition) Let ρ0 ≥ 0,
´
U
ρ0 (x) dx = 1 and ρ0 ∈ L2per (U). Then,
there exists a unique weak solution ρ ∈ L∞ (0, T ;L2per (U))∩L2 (0, T ;H1per (U)), with
ρt ∈ L2
(
0, T ;H−1per (U)
)
to equation (1.3) with the estimate
‖ρ‖L∞(0,T ;L2per(U)) + ‖ρ‖L2(0,T ;H1per(U)) + ‖ρt‖L2(0,T ;H−1per(U)) ≤ C (T ) ‖ρ0‖2 .
Proof. Let ǫ > 0 and consider the modified problem

ρǫnt −
σ2
2
ρǫnxx =
(
ρǫnGρǫn−1
)
x
in UT
ρǫn (ℓ, ·) = ρǫn (−ℓ, ·) on ∂U × [0, T ]
ρǫn = ρ
ǫ
0 on U × {t = 0}
(3.58)
where
(3.59) ρǫ0 (x) :=
ˆ
U
jǫ (x− y) ρ0 (y) dy,
and jǫ (x) = ǫ
−1j
(
ǫ−1x
)
. Here, j is a standard positive mollifier with compact support
on U and
´
U
jǫ (x) dx=1.
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With mollification, ρǫ0 is now smooth and we can apply Theorem 3.10 to conclude
that there exists a unique weak solution ρǫ ∈ L∞ (0, T ;L2per (U))∩L2 (0, T ;H1per (U)),
with ρǫt ∈ L2
(
0, T ;H−1per (U)
)
to equation (3.58) with the estimate
(3.60) ‖ρǫ‖L∞(0,T ;L2per(U))+‖ρ
ǫ‖L2(0,T ;H1per(U))+
∥∥ρǫ
t
∥∥
L2(0,T ;H−1per(U))
≤ C (T ) ‖ρǫ0‖2 .
But for all ǫ, we have ‖ρǫ0‖2 ≤ ‖ρ0‖2. Hence, there exists ρ ∈ L∞
(
0, T ;L2per (U)
) ∩
L2
(
0, T ;H1per (U)
)
, with ρt ∈ L2
(
0, T ;H−1per (U)
)
, satisfying
(3.61) ‖ρ‖L∞(0,T ;L2per(U)) + ‖ρ‖L2(0,T ;H1per(U)) + ‖ρt‖L2(0,T ;H−1per(U)) ≤ C (T ) ‖ρ0‖2 ,
and a sequence {ǫk}, with ǫk → 0, such that{
ρǫk ⇀ ρ in L2
(
0, T ;H1per (U)
)
,
ρǫkt ⇀ ρt in L
2
(
0, T ;H−1per (U)
)
,
(3.62)
as k → ∞. We now show that ρ is in fact a weak solution to (1.3). Since each ρǫk
solves the weak formulation of (3.58) (albeit with different initial data), we have
(3.63)
ˆ T
0
〈ρǫk (t) , η (t)〉 dt+ σ
2
2
ˆ T
0
ˆ
U
ρǫkηxdxdt+
ˆ T
0
ˆ
U
ηxρ
ǫkGρǫk dxdt = 0.
Using (3.62), we can replace ρǫk by ρ in the first two integrals above in the limit
k →∞. Moreover, as in (3.38), we write the last integral as
ˆ T
0
ˆ
U
ηxρ
ǫkGρǫk dxdt =
ˆ T
0
ˆ
U
ηx (ρ
ǫk − ρ)Gρǫk dxdt
+
ˆ T
0
ˆ
U
ηxρG(ρǫk−ρ)dxdt
+
ˆ T
0
ˆ
U
ηxρGρdxdt.(3.64)
Since ‖Gρǫk (t)‖∞ ≤ R ‖ρǫk (t)‖1 ≤ R ‖ρǫk0 ‖1 = R ‖ρ0‖1 = R, we have ηxGρǫk ∈
L2
(
0, T ;L2per (U)
)
and hence
(3.65)
ˆ T
0
ˆ
U
ηx (ρ
ǫk − ρ)Gρǫk dxdt→ 0.
Next, we can write
ˆ T
0
ˆ
U
ηxρG(ρǫk−ρ)dxdt =
ˆ T
0
ˆ
U
ηxρ
[ˆ x+R
x−R
(ρǫk − ρ) (x− y)dy
]
dxdt
=
ˆ T
0
ˆ
U
h (ρǫk − ρ) dydt,(3.66)
where we have defined
h (y, t) :=
ˆ y+R
y−R
ηx (x, t) ρ (x, t) (x− y)dx.
(3.67)
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Clearly, ‖h (t)‖∞ ≤ R ‖ηx (t)‖2 ‖ρ (t)‖2 so that in particular, h ∈ L2
(
0, T, L2per (U)
)
and from (3.66) we obtain
(3.68)
ˆ T
0
ˆ
U
ηxρG(ρǫk−ρ)dxdt→ 0.
Thus, we have shown that ρ satisfies
(3.69)
ˆ T
0
〈ρ (t) , η (t)〉 dt+ σ
2
2
ˆ T
0
ˆ
U
ρηxdxdt+
ˆ T
0
ˆ
U
ηxρGρdxdt = 0.
To show that ρ (0) = ρ0, we again take η ∈ C1
(
0, T ;H1per (U)
)
with η (T ) = 0. Since
ρǫk0 → ρ0 uniformly, we have (c.f. expressions (3.46) and (3.47))
(3.70) (ρ (0) , η (0)) = (ρ0, η (0)) .
Since η is arbitrary, we have ρ (0) = ρ0. The uniqueness follows from exactly the same
argument in the proof of Theorem 3.10 and we omit writing it again here.
4. Higher Regularity. In this section, we prove improved regularity of the
weak solution to (1.3). This allows us to put the results in Section 2 on a rigorous
footing. As in the previous section, we always mollify ρ0 by jǫ so that the resulting
evolution equations (3.1) admit smooth solutions. This allows us to differentiate the
equation as many times as required, and we take the limit ǫ → 0 at the end. For
simplicity of notation, we drop the ǫ superscripts on ρn and implicitly assume that
we perform the limit at the end.
First, we prove a useful estimate.
Proposition 4.1. Let u, v ∈ C∞ (U). Then for k ≥ 2 we have the estimate
‖uGv‖Hkper(U) ≤ C ‖u‖Hkper(U) ‖v‖Hk−1per (U) .(4.1)
Proof. We have
‖uGv‖2Hkper(U) ≤ C
(
‖uGv‖22 +
∥∥∥(uGv)(k)∥∥∥2
2
)
,
where (·)(k) denotes the kth derivative with respect to x. Applying the Leibniz rule,
we have
(4.2) (uGv)
(k)
=
k∑
i=0
(
k
i
)
u(k−i) (Gv)
(i)
,
But,
(4.3) (Gv)
(i)
(x) =


Gv (x) i = 0
−R [v (x+R) + v (x−R)] + ´ x+R
x−R
v (y) dy i = 1
−R [v(i−1) (x+R) + v(i−1) (x−R)]
+v(i−2) (x+R)− v(i−2) (x−R) i ≥ 2
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Hence we have the bound∥∥∥(uGv)(k)∥∥∥2
2
≤ C0
∥∥∥u(k)∥∥∥2
2
‖Gv‖2∞
+
k∑
i=1
Ci
∥∥∥u(k−i)∥∥∥2
∞
∥∥∥(Gv)(i)∥∥∥2
2
≤ C0 ‖u‖2Hkper(U) ‖v‖
2
2
+
k∑
i=1
Ci
∥∥∥u(k−i)∥∥∥2
H1per(U)
∥∥∥(Gv)(i)∥∥∥2
2
.(4.4)
For i ≥ 2, ∥∥∥(Gv)(i)∥∥∥2
2
≤ C
(∥∥∥v(i−1)∥∥∥2
2
+
∥∥∥v(i−2)∥∥∥2
2
)
≤ C ‖v‖2Hi−1per (U) ,(4.5)
and for i = 1, ∥∥∥(Gv)(i)∥∥∥2
2
≤ C
(
‖v‖22 + ‖v‖21
)
≤ C ‖v‖22 .(4.6)
Keeping only the highest Sobolev norms, we have∥∥∥(uGv)(k)∥∥∥2
2
≤ C0 ‖u‖2Hkper(U) ‖v‖
2
2 + C1 ‖u‖2Hkper(U) ‖v‖
2
Hk−1per (U)
≤ C ‖u‖2Hkper(U) ‖v‖
2
Hk−1per (U)
.(4.7)
Now, we assume that ρ0 ∈ Hkper for some k ≥ 0 and prove the corresponding
regularity of ρ.
Theorem 4.2. (Improved regularity) Let k ≥ 0 and suppose ρ0 ∈ Hkper (U) with
ρ0 ≥ 0 and
´
U
ρ0 (x) dx = 1. Then the unique solution to (1.3) satisfies
ρ ∈ L2 (0, T ;Hk+1per (U)) ∩ L∞ (0, T ;Hkper (U)) ,
with the estimate
‖ρ‖L2(0,T ;Hk+1per (U)) + ‖ρ‖L∞(0,T ;Hkper(U)) ≤ C (ρ0; k, T ) ,
where
C (ρ0; k, T ) := C (T )
(
k∑
i=0
‖ρ0‖2
i+1
Hk−iper (U)
)1/2
.
Proof. We prove the statements by proving uniform estimates on ρn by induction
on k. The base case k = 0 is provided in Proposition 3.3. The k = 1 case is
Proposition 3.4. Suppose for some k ≥ 1,
‖ρn‖L2(0,T ;Hk+1per (U)) + ‖ρn‖L∞(0,T ;Hkper(U)) ≤ C (ρ0; k, T ) ,(4.8)
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for all n. We differentiate equation (3.1) k times with respect to x, multiply it by
−∂k+2x ρn and integrate over U to get
1
2
d
dt
∥∥∂k+1x ρn (t)∥∥22 + σ22
∥∥∂k+2x ρn (t)∥∥22
≤
ˆ
U
∣∣∂k+1x ρn (t) ∂k+1x (ρnGρn−1) (t)∣∣ dx
≤ σ
2
4
∥∥∂k+2x ρn (t)∥∥22 + C ∥∥∂k+1x (ρnGρn−1) (t)∥∥22 .(4.9)
Using Proposition 4.1 with u = ρn (t) and v = ρn−1 (t), we have
1
2
d
dt
∥∥∂k+1x ρn (t)∥∥22 + σ24
∥∥∂k+2x ρn (t)∥∥22
≤ C
(
‖ρn (t)‖2Hk+1per (U) ‖ρn−1 (t)‖
2
Hkper(U)
)
(4.10)
Integrating over time, we get
sup
0≤t≤T
‖ρn (t)‖2Hk+1per (U) + ‖ρn‖
2
L2(0,T ;Hk+2per (U))
≤ ‖ρ0‖2Hk+1per (U)
+C
(
‖ρn−1‖2L∞(0,T ;Hkper(U)) ‖ρn‖
2
L2(0,T ;Hk+1per (U))
)
≤ ‖ρ0‖2Hk+1per (U) + [C (ρ0; k, T )]
4
≤ C (ρ0; k + 1, T )2(4.11)
This completes the induction. Taking limits, we obtain
ρ ∈ L2 (0, T ;Hk+2per (U)) ∩ L∞ (0, T ;Hk+1per (U)) ,(4.12)
with the estimate
‖ρ‖L2(0,T ;Hk+2per (U)) + ‖ρ‖L∞(0,T ;Hk+1per (U)) ≤ C (ρ0; k + 1, T ) .(4.13)
So far we have only considered regularity in space. The same can also be done in
the time domain.
Theorem 4.3. (Improved regularity) Let k ≥ 0 and suppose ρ0 ∈ H2kper (U) with
ρ0 ≥ 0 and
´
U ρ0 (x) dx = 1. Then,
(i) For every 0 ≤ m ≤ k, the unique solution to (1.3) satisfies
dmρ
dtm
∈ L2 (0, T ;H2k−2m+1per (U)) ∩ L∞ (0, T ;H2k−2mper (U)) ,
with the estimate
k∑
m=0
(∥∥∥∥dmρdtm
∥∥∥∥
L2(0,T ;H2k−2m+1per (U))
+
∥∥∥∥dmρdtm
∥∥∥∥
L∞(0,T ;H2k−2mper (U))
)
≤ D (ρ0; k, T ) ,
where
D (ρ0; k, T ) :=

 k∑
j=0
C (ρ0; 2k, T )
2j+1


1/2
.
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(ii) Moreover,
dk+1ρ
dtk+1
∈ L2 (0, T ;H−1per (U)) ,
with the estimate
∥∥∥∥dk+1ρdtk+1
∥∥∥∥
L2(0,T ;H−1per(U))
≤ D (ρ0; k, T ) .
Proof. Let us prove that for all M ≤ k,
M∑
m=0
(∥∥∥∥dmρndtm
∥∥∥∥
L2(0,T ;H2k−2m+1per (U))
+
∥∥∥∥dmρndtm
∥∥∥∥
L∞(0,T ;H2k−2mper (U))
)
≤ C (ρ0; k,M, T ) ,(4.14)
where we have defined
(4.15) C (ρ0; k,M, T ) :=

 M∑
j=0
C (ρ0; 2k, T )
2j+1


1/2
.
This is done by induction on M up to k. The case M = 0 is Theorem 4.2. Suppose
we have for some 0 ≤ M < k the estimate (4.14). Differentiating equation (3.1) M
times with respect to t and using the Leibniz rule, we have
ρ(M+1)n =
σ2
2
ρ(M)nxx +
(
ρnGρn−1
)(M)
x
=
σ2
2
ρ(M)nxx + C
M∑
m=0
(
ρ(m)n Gρ(M−m)
n−1
)
x
.(4.16)
where we used the shorthand ρ
(m)
n := ∂mρn/∂t
m. Thus, we have
∥∥∥ρ(M+1)n (t)∥∥∥2
H2k−2M−1per (U)
≤ C1
∥∥∥ρ(M)n (t)∥∥∥2
H2k−2M+1per (U)
+C2
M∑
m=0
∥∥∥ρ(m)n (t)Gρ(M−m)
n−1
(t)
∥∥∥2
H2k−2Mper (U)
.(4.17)
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Using Proposition 4.1 with u = ρ
(m)
n (t) and v = ρ
(M−m)
n−1 (t), we have∥∥∥ρ(M+1)n (t)∥∥∥2
H2k−2M−1per (U)
≤ C1
∥∥∥ρ(M)n (t)∥∥∥2
H2k−2M+1per (U)
+C2
M∑
m=0
∥∥∥ρ(m)n (t)Gρ(M−m)
n−1
(t)
∥∥∥2
H2k−2Mper (U)
≤ C1
∥∥∥ρ(M)n (t)∥∥∥2
H2k−2M+1per (U)
+C2
M∑
m=0
∥∥∥ρ(m)n (t)∥∥∥2
H2k−2Mper (U)
∥∥∥ρ(M−m)n−1 (t)∥∥∥2
H2k−2M−1per (U)
≤ C1
∥∥∥ρ(M)n (t)∥∥∥2
H2k−2M+1per (U)
+C2
M∑
m=0
∥∥∥ρ(m)n (t)∥∥∥2
H2k−2m+1per (U)
∥∥∥ρ(M−m)n−1 (t)∥∥∥2
H
2k−2(M−m)
per (U)
.(4.18)
Integrating over time then gives∥∥∥ρ(M+1)n ∥∥∥2
L2(0,T ;H2k−2M−1per (U))
≤ C1
∥∥∥ρ(M)n ∥∥∥2
L2(0,T ;H2k−2M+1per (U))
+C2
M∑
m=0
∥∥∥ρ(m)n ∥∥∥2
L2(0,T ;H2k−2m+1per (U))
∥∥∥ρ(M−m)n−1 ∥∥∥2
L∞
(
0,T ;H
2k−2(M−m)
per (U)
) .(4.19)
Since 0 ≤ m,M −m ≤ M , we can apply the inductive hypothesis (4.14) to conclude
that ∥∥∥ρ(M+1)n ∥∥∥2
L2(0,T ;H2k−2M−1per (U))
≤ C (ρ0; k,M, T )2 + C (ρ0; k,M, T )4
≤ C (ρ0; k,M + 1, T )2 .(4.20)
Similarly, ∥∥∥ρ(M+1)n ∥∥∥2
L∞(0,T ;H2k−2M−2per (U))
≤ C1
∥∥∥ρ(M)n ∥∥∥2
L∞(0,T ;H2k−2Mper (U))
+C2
M∑
m=0
∥∥∥ρ(m)n ∥∥∥2
L∞(0,T ;H2k−2mper (U))
∥∥∥ρ(M−m)n−1 ∥∥∥2
L∞
(
0,T ;H
2k−2(M−m)
per (U)
) .
≤ C (ρ0; k,M + 1, T )2 .(4.21)
This completes the induction on M up to k. Putting M = k into (4.14) and taking
limits proves part (i).
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To prove the second part, notice that
(4.22) ρ(k+1)n =
(
σ2
2
ρ(k)nx + C
k∑
m=0
(
ρ(m)n Gρ(k−m)n−1
))
x
.
Hence, ∥∥∥ρ(k+1)n ∥∥∥2
L2(0,T ;H−1per(U))
≤
∥∥∥∥∥σ
2
2
ρ(k)nx + C
k∑
m=0
(
ρ(m)n Gρ(k−m)
n−1
)∥∥∥∥∥
2
L2(0,T ;L2per(U))
≤ C1
∥∥∥ρ(k)n ∥∥∥2
L2(0,T ;H1per(U))
+C2
k∑
m=0
∥∥∥ρ(m)n ∥∥∥2
L∞(0,T ;L2per(U))
∥∥∥ρ(M−m)n−1 ∥∥∥2
L2(0,T ;L2per(U))
≤ D (ρ0; k, T ) .(4.23)
Taking limits then proves part (ii).
Corollary 4.4. Let T > 0 and ρ0 ∈ H3per (U) with ρ0 ≥ 0 and
´
U
ρ0 (x) dx = 1.
Then the unique solution to (1.3) satisfies
ρ ∈ C1 (0, T ;C2per (U)) ,
after possibly being redefined on a set of measure zero.
Proof. By Theorem 4.2, ρ ∈ L∞ (0, T ;H3per (U)), i.e. ρxx ∈ L∞ (0, T ;H1per (U)).
Hence there exists a version of ρ with ρxx (t) ∈ C0,
1
2
per (U), so that in particular,
ρ (t) ∈ C2per (U). Next, using Theorem 4.3, we have ρt ∈ L2
(
0, T ;H1per (U)
)
and
ρtt ∈ L2
(
0, T ;H−1per (U)
)
, hence by Theorem 3.8 there is a version of ρ so that
ρt ∈ C
(
0, T ;L2per (U)
)
. Hence we have
(4.24) ρ ∈ C1 (0, T ;C2per (U)) ,
up to a set of measure zero.
This result allows us to restate the results in Section 2 without the a priori
smoothness assumption. We summarize the main results of this paper in the following:
Theorem 4.5. Let ρ0 ∈ H3per (U) with ρ0 ≥ 0 and
´
U ρ0 (x) dx = 1. Then, there
exists a unique weak solution ρ to equation (1.3), with
(i) (Regularity) ρ ∈ C1 (0,∞;C2per (U)) ,
(ii) (Nonnegativity) ρ (t) ≥ 0 for all t ≥ 0.
(iii) (Stability) Furthermore, if σ2 > 2ℓπ
(
2R+R2/
√
3 ℓ
)
, then ρ (t)→ 12ℓ in L2per
exponentially as t→∞.
Proof. Existence and uniqueness follow from Theorem 3.12. (i) follows from
Corollary 4.4. Having established (i), (ii) and (iii) then follows from Corollary 2.2
and Theorem 2.3 respectively.
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