Abstract-A key component in most parametric classifiers is the estimation of an inverse covariance matrix. In hyperspectral images the number of bands can be in the hundreds leading to covariance matrices having tens of thousands of elements. Lately, the use of general linear regression models in estimating the inverse covariance matrix have been introduced in the time-series literature. This paper adopts and expands these ideas to ill-posed hyperspectral image classification problems. The results indicate that at least some of the approaches can give a lower classification error than traditional methods such as the linear discriminant analysis (LDA) and the regularized discriminant analysis (RDA). Furthermore, the results show that contrary to earlier beliefs, long-range correlation coefficients appear necessary to build an effective hyperspectral classifier, and that the high correlations between neighboring bands seem to allow differing sparsity configurations of the covariance matrix to obtain similar classification results.
I. INTRODUCTION
Hyperspectral image classification operates, by definition, on data of high dimensionality, and the number of training pixels is often severely limited. Furthermore, the high correlation between features adds a redundancy to the data that may sometimes obscure the information important for classification.
When using parametric methods, such as the Gaussian Maximum Likelihood (GML) classifier, the parameter estimates, most importantly the covariance matrix estimate, will become increasingly unstable when the number of labeled samples is low compared to the dimensionality of the feature space. This instability quickly deteriorates the generalization capacity of the classifier. In dealing with this problem one can try to reduce the dimensionality of the feature space and/or biasing the parameter estimates toward simpler and more stable estimates. This paper focuses solely on the latter.
When the number of available training samples are limited, a common classifier is the linear discriminant analysis (LDA) classifier which assumes Gaussian density with a common covariance matrix for all classes. The discriminant function for each class, k, is thus
where µ k and π k are the mean and a-priori probability for class k, and Σ −1 is the common inverse covariance matrix for which estimation and regularization is discussed in this paper. Note that only the inverse of the covariance matrix is needed for classification.
A popular way of obtaining a more stable estimate of Σ than the sample covariance matrix, and hence increasing the generalization performance, is by usinĝ
whereΣ is the sample covariance matrix and I is a scaled identity matrix or the diagonal ofΣ, and α is a parameter controlling the amount of regularization. Using crossvalidation on the classification performance to determine α, (2) can be seen as a variant of RDA [1] , and by using leave-oneout crossvalidation on the likelihood one gets a simplified LOOC [2] . The concept of using linear regressions in estimating the inverse covariance matrix comes from the modified Cholesky decomposition, Σ −1 = T DT , in which each row of the lower triangular T can be interpreted as coefficients of a linear regression [3] . By the use of coefficient shrinkage and subset selection these regressions can be made to handle small sample numbers and in consequence provide a more robust estimate of the inverse covariance matrix. In this paper we have implemented the most promising approaches suggested in the statistics literature, and developed some logical extensions and alternatives. Their classification performances using small sample hyperspectral data are reported and discussed.
II. REGRESSION APPROACH TO INVERSE COVARIANCE ESTIMATION In a training set containing N pixels, let y i be a row vector containing the p hyperspectral band values (features) of pixel i, assuming zero mean for simplicity. Now define
where the αs are the least squares regression coefficients obtained by regressing each feature on it predecessors, i.e., finding the αs of
minimizing the squared error over all the pixels,
The regressions remove any linear dependence between the residual elements, ε = T y, thus making its covariance matrix diagonal,
where Σ is the covariance matrix of y that is needed, in its inverse form, for classification (1) . By rearranging we get
which is the same as a modified Cholesky decomposition of Σ −1 . As long as the diagonal elements of D = diag var(ε 1 ), var(ε 2 ), . . . , var(ε p ) are positive, any choice of αs will still produce a positive definite covariance matrix. Thus by using different regression approaches, and retaining a diagonal D, the resulting regression coefficients, α r,j , can be used to estimate the inverse covariance matrix in (4) for subsequently being used in the discriminant function of (1) .
Maximum likelihood route to the regressions: Huang et al. [4] express the regressions in a maximum-likelihood framework. By assuming multivariate normal distribution, ignoring irrelevant constants and using |Σ| = |D| = p r=1 σ 2 r , the loglikelihood can be written
Maximizing this likelihood with respect to the elements of T yields the same solution as minimizing the squared error in (3), i.e., each row of T , or r in (5) can be solved independently as linear regressions.
III. REGULARIZING AND STRUCTURING THE REGRESSIONS
In [4] they use the maximum-likelihood framework, and put an a-priori likelihood on the elements of T , thus dampen the elements toward zero. The resulting penalized likelihood can be written
where λ is the tuning parameter, and where φ = 2 gives an analogue to ridge and φ = 1 an analogue to LASSO regression. Again, each r in (6) can be solved independently, although as penalized regressions. Each regression, however, must be solved iteratively by alternating the minimization of σ r and the αs. See [4] for a more detailed description of an algorithm minimizing (5) for both φ = 1 and φ = 2.
As in the original LASSO, using φ = 1 in (5) might produce a sparsity by forcing many of the αs to exactly zero. This has the benefit of possibly revealing underlying structures in T and consequently Σ and its inverse.
Two other common approaches when it comes to lowsample regression, subset selection (SFS) and principal component regression (PCR), have in this paper been adopted to covariance matrix estimation. Both methods treat every row in T as independent regressions. The subset selection has the advantage that it might produce interpretable structures in the matrix in addition to increasing prediction accuracy. Two common approaches for finding the number of elements to select, or finding the number of principal components to include, are the use of crossvalidation and applying significance tests (Ftests).
Using restrictions and a-priori knowledge in structuring: In [5] (STIC) we used the heuristic of selecting and estimating sub-diagonals of T , while keeping the rest zero. This corresponds to including only certain lags in the generalized regressions. The approach was evaluated on full datasets with quadratic Gaussian likelihood classifiers, and is in this paper placed in a linear classifier setting using (very) few training samples.
Several authors suggest that the strong correlations between neighboring features in hyperspectral data indicate that longrange correlations could be ignored. In [6] and [7] this is achieved by employing low-order antedependence models, i.e., forcing all but the first few sub-diagonals of T to be zero, which again can be seen as using low-order generalized autoregressive (AR) models. In practice this can be achieved by limiting the search to contiguous sub-diagonals in STIC. A moderately more flexible model can be achieved by letting the order of the AR model differ between each regression, i.e., between each row of T . The latter approach can be implemented by placing simple restraints on the SFS.
Including features which are too correlated might reduce generalization performance in classifiers [8] . In the regression setting of this paper we can easily apply simple a-priori element selection rules limiting this correlation effect. One such rule could be that the first sub-diagonal of T (the regression coefficients of neighboring features) should be forced to zero, and that two neighboring elements of T should not be simultaneously selected. This would limit the effect of the highly correlated features and possibly increase generalization performance.
IV. EXPERIMENTS
The Datasets: The regression approaches have been applied to four hyperspectral datasets containing widely different types of data, with dimensions ranging from 71 to 171 bands. The first dataset, Pavia [9] , is from an airborne sensor (DAIS), contains urban type data, is divided into 9 classes, has 71 spectral bands and a pixels size of 2.6 m. The second dataset, ROSIS, is from an airborne sensor, contains forest type data, is divided into 4 classes, has 81 spectral bands and has a pixel size of 5.6 m. The third set, KSC [10] , is from an airborne sensor (AVIRIS), contains vegetation type data, divided into 13 classes, has 171 spectral bands and has 18 m pixels. The last dataset, Botswana [10] , is from a scene taken by the Hyperion sensor aboard the EO-1 satellite, contains vegetation type data, is divided into 14 classes, has 145 bands, and has a 30 m pixel size.
Each dataset was divided into two equally sized, spatially separate and mostly disjoint training and test sets. From the half corresponding to training data 5 repeated experiments were created by random sampling. The average performances over all classes and all experiements are reported. The number of elements used for training the classifiers is in this study related to the dimensionality of the corresponding training set. Results from training sizes ranging from 0.5 to 8 times the dimensionality of the set are studied.
Experimental methodology: The λ value in the ridge and LASSO method of (6) was estimated by the use of 10-fold crossvalidation. In the case of selecting the best subset in each regression independently, the fast and simple sequential forward selection (SFS) method has been applied. In this approach, and the PCR variant, the number of elements, or the number of principal components, to include was guided by statistical F-tests. The p-value in the F-tests was chosen to be 0.025 for the SFS, and 0.10 in the PCR approach.
The number and placement of the non-zero sub-diagonals in the approach proposed in [5] (STIC), and the order of the generalized AR-models in its more restrained variant, were determined by 10-fold crossvalidation.
Two other methods of estimating the covariance matrix are used as reference. They are the usual sample covariance matrix used in the original LDA and the variant of RDA in (2) . A completely different type of classifier, the highly popular support vector machines (SVM), is included in the result plots for state-of-the-art classifier comparison.
V. RESULTS
As can be seen in Figure 1 , most of the regression approaches have a lower classification error than the original LDA, and as the sample count decreases the differences increase. When the sample count is high, the PCR exceeds LDA in classification error. The LDA most often fails completely when the sample count is less than 2 times the dimension. Some variability can be seen between the ranking of the different regression approaches, but ridge is generally among the best performers, with LASSO a close second. In these low-sample cases, the SVM classifier is outperformed by all except LDA. Figure 2 shows the selected elements of T using SFS on the Botswana set for the five repeated experiments added together. Studying the non-zero element-patterns appearing when using the SFS and LASSO reveals that the number of non-zero elements increase with increased dataset size as expected, but that little underlying structure is apparent. The structures have at best a vague resemblance to the block-like structures often evident in correlation matrices of hyperspectral images. There is a large spread of element selection between the five experiments, except for a tendency to include near-diagonal elements. The results for the other datasets, not shown, have strong similarities. Even though the non-zero elements selected using SFS differ widely between the five experiments, the selected element patterns can be interchanged while more or less retaining classifier performance. Figure 3 shows an example of the resulting classification errors when forcing structure upon the non-zero elements of T . In 3 out of the 4 datasets in this study, enforcing the strict generalized AR-model structure resulted in higher classification error. The exception was the urban landcover dataset, Pavia, in which the AR-model restriction and its less stringent counterpart fluctuated having the lowest error. As the training-set sizes increased, the AR-restrained models even surpassed LDA in classification error. Letting simple a-priori knowledge of the impairing effect of too high correlation between neighboring bands guide the SFS resulted in improved classification results over the unrestricted SFS.
The use of F-tests, as in our implementations of SFS and PCR, instead of relying on crossvalidation on the classification errors to estimate parameters, gives considerable runtime reductions. Furthermore, ample savings in execution times are made by using AR-model restraints.
VI. DISCUSSION AND CONCLUSION Most of the regression approaches outperformed LDA and SVM, and some did better than RDA when it comes to correct classification rate. The excellent classification performance of the ridge approach can possibly be attributed to the direct link between the single parameter, λ, which is found using crossvalidation on the classification error, and the regularizing effect. Furthermore, it dampens the exaggerated correlations, i.e., the high regression coefficients, stronger than LASSO. Attempts of using crossvalidation in finding the p-values in SFS and PCR, in a way mimicking the finding of λ in ridge, gave only slightly better classification results, at least for the SFS, thus making the extreme increase in computation time for such an approach seem unjust.
While the non-zero element patterns of T from SFS and LASSO are highly varying, the classification performance stays fairly stable, even when the patterns are interchanged between the five experiments for each trainsize in the case of SFS. One explanation for this can be the high level of correlation between the features (bands), and that it is not the exact sparsity configuration of the matrix that is important, merely the fact that it is sparsed, causing the remaining elements to be more robustly estimated.
Enforcing strict AR-models facilitates the interpretations of both T and Σ −1 , but reduces the classification performance, giving rise to a conclusion that the long-range correlation coefficients are needed to build an effective hyperspectral classifier. Including simple a-priori guidelines to the SFS approach seems to help reduce the damaging effects of highly correlated neighboring features.
