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In this paper, by introducing a weighted supremum norm, then using non-adap- 
tive approach and. backward induction, we suggest an s-optimal algorithm for the 
problem of adaptive queueing control. In case of Bernoulli queues, we obtain an 
s-optimal cost and a Z&-optimal policy. Furthermore, a simple inequality is given as 
an upper bound of the error, which can be used for determining the number of 
backward induction steps. 0 1987 Academic PESS. I~C. 
1. INTRODUCTION 
Over the past twenty years, the problem of queueing control has been 
investigated thoroughly in the case of known arrival distribution. This is 
the problem of non-adaptive queueing control. However, in practice, we 
may not exactly know the arrival distribution. Instead, we are given a 
special class of arrival distribution with unspecified parameter which has a 
prior distribution. This is the problem of adaptive queueing control. Schll 
(1981, 1982) considered the adaptive control of Markov chains and its 
application to queueing system. Hernandez-Lerma (1983) studied the 
problem of parameter estimation and optimal control of the service rate in 
M/G/l queue with unknown arrival rate under average cost criterion. By 
using continuous time Markov decision processes approach, Lam and 
Thomas (1983) investigated the adaptive control of M/M/l queues. 
Roughly speaking, their works were mainly concerned with the deter- 
mination or characterization of the optimal policy. Later on, Lam (1985) 
considered the problem of adaptive control of Bernoulli queues. He showed 
the existence of monotone optimal policy and suggested a computation 
method for determining optimal solution, i.e., the optimal policy and the 
approximate optimal total expected discounted cost. Essentially, the 
method relies on the special structure of the Bernoulli queues and is power- 
ful if the number of customers in the system is large. 
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It is more interesting to find a general method for the solution of adap- 
tive queueing control. There are two difficulties. Firstly, the state space is 
infinite, for instance, in the case of Bernoulli queues, it is a countable set in 
3-dimensional Euclidean space. Secondly, the cost is unbounded. Thus the 
usual dynamic programming methods, such as method of successive 
approximation, policy iteration method can not be used directly. We need 
some sophisticated techniques. 
The difficulty due to infinite number of states has occurred in the 
problem of adaptive control of inventory theory. To overcome this 
difficulty, Thomas (1979) suggested an s-optimal algorithm for adap- 
tive inventory control. He assumed that the demand had a Bernoulli 
distribution, but the parameter was unknown and had a conjugate prior 
distribution. His idea was that for all but a finite number of prior dis- 
tributions, the cost of the non-adaptive inventory system with parameter 
corresponding to the mean of the prior distribution of the adaptive system 
was a good approximate cost of the adaptive system with this prior. By the 
non-adaptive control plus backward induction approach on the Markov 
decision processes (MDP) functional equations, Thomas obtained an E- 
optimal solution for the problem of adaptive inventory control. 
In this paper, we generalize the non-adaptive approach and backward 
induction to the problem of adaptive control of queues. To overcome the 
difficulty of unbounded cost, we introduce a weighted supremum norm due 
to Wessels (1977). In Section 2, we describe both the adaptive and non- 
adaptive queueing control models. Then we discuss the relationship 
between these two models in Section 3. In Section 4, we give a finite 
algorithm for calculating the s-optimal cost and for determining a 2&- 
optimal policy. Finally in Section 5, three numerical examples are com- 
puted with a brief discussion. For simplicity, we restrict ourselves in the 
case of Bernoulli queue, but the idea and method can be generalized in 
more general queueing control problem. 
2. MODELS 
It is easy to show that the MDP model of the adaptive control of 
Bernoulli queue can be specified by a 5-tuple (S, A, 0, P, r) as below. 
(i) For each period, either one customer arrives with probability 0 
or no customers arrive with probability 1 - 8. The parameter 0 is unknown 
having a prior Beta distribution. 
The state space 
S=((i,a,b):b>a>O 
and a=a,+j, b=b,+k;i,j,k=O, 1,2 ,... } 
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where state s = (i, a, b) means that there are i customers in the system and 
the parameter 0 has prior Beta distribution B(a, b -a). 
(ii) Action space A = (p,, p2}. There are two servers with service 
rates pi and pL2 respectively. Assume that ,ui < p2. 
(iii) Parameter space O= {8:0<0Q 1). 
(iv) Transition probability P,(s, s’) from s = (i, a, 6) to s’ = (i’, a’, 6’) 
by using server k is as follows: 
If i > 0, then 
(1 -piclub s’=(i+l,u+l,b+l) 
iwlb s’=(i,u+l,b+l) 
(1 -~ic)(l -u/b) s’( i, a, b + 1) (1) 
A( 1 - 0) s’= (i- 1, a, b+ 1) 
0 otherwise. 
If i = 0, then 
I 
alb s’=(l,u+l,b+l) 
P,(s, s’) = 1 - u/b s’ = (0, a, b + 1) (2) 
0 otherwise. 
(v) If in state s = (i, a, b), the server k is used, then the cost rate is 
r = rk + c(i), where rk is the wages rate, r1 < r2 and c(i) is the waiting cost 
rate, which is non-decreasing and convex, i.e., for each i, 
dc(i)=c(i+ 1)-c(i)>0 
d2c(i)=dc(i+ 1)-dc(i)aO. 
(3) 
Also, the discounted rate is CI, 0 < CI < 1. (See Lam Yeh (1985).) 
Let V,(i, a, b) be the optimal total expected discounted cost (briefly, the 
optimal cost) incurred in N periods given the initial state s = (i, a, b), 
correspondingly, let pN(i, a, b) be the optimal service rate, then V,(i, a, b) 
will satisfy the following functional equations: For i > 0, 
V,(i, u, b)=mjn {r,+c(i)+cr 
1 
~(l-~k)VN~,(i+l,u+l,b+l) 
+ 1-i (I-~,)V,~,(i,u,b+l) 
( > 
~kVN-,(i-l,u,b+l) . (4) 
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For i=O, 
V,(O,a,h)=r, +c(O)+;UV,&,(l.u+ l,h+ 1) 
+ 1-; ctv, 
( ) 
,(O,a,h+l). 
Similarly, we can define V(i, a, 6) and p(i a, h) in the infinite horizon 
problem accordingly. Moreover, the similar equations for V(i, a, h) can be 
obtained from (4) and (5) by dropping the subscripts N and N - 1. 
Based on the monotonicity of V,(i, u, 6) and p,,,(i, a, 6) Lam (1985) 
showed the existence of optimal cost V(i, a, b) and optimal policy ~(i, u, h). 
An alternative approach, as Wessels (1977) suggested, is to introduce a 
weighted supremum norm. To do this, in addition to the assumptions on 
c(i), we assume again: 
0 < c(i) 6 Qi” 
AC(i) 6 c 
(6) 
where Q, c, m are nonnegative constants. Clearly, if c(i) = a’ is linear. then 
c(i) satisfies (3) and (6). 
Now, for any real function V on state space S, we define a weighted 
norm as 
II VII = sup I V(s)1 Ai) ’ (7) 
s E s 
where 
s = ( i, a, h ), and p(i) = (i + ,)‘,I. (8) 
Assume that L > 1 is large enough such that p = r( 1 + l/L)“’ < 1, then (4) 
and (5) (after dropping N and N - 1) represent a contraction operator on a 
normed Banach space, hence by fixed point theorem, it is straightforward 
to prove the existence of V(i, a, b) and /J( ‘, 1 a, 6) (for further details see Lam 
(1981)). 
The MDP model of the non-adaptive control of Bernoulli queue can be 
specified by a 4-tuple (S, A, P, Y) as follows: 
(i) state space S= {i: i=O, 1,2 ,... ), 
(ii) action space A = (p,, p2}, 
(iii) transition probability P,(i, i’) from i to i’ by using server k is 
given below. 
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If i > 0, then 
/ 
P(l -P/J i’=i+l 
Pk(i, i’) = PP&+ (1 -P)(l -P/c) 
i’ = i 
(1 -P)Ih i’=i-1 
(9) 
0 otherwise. 
If i = 0, then 
P,(O, i’) = 
! 
P i’ = 1 
1 -p i’ = 0 
0 otherwise. 
(iv) If in state i, the server k is used, then the cost rate is 
r = rk + c(i). 
As in the adaptive case, we make the same assumptions (3) and (6) on c(i). 
Similarly, we can define VN(i, p), pN(i, p), V(i, p), p(i, p) accordingly. 
Now, the similar equations satisfied by V,(i, p) are given below. 
For i>O, 
V,(i,p)=mjn {rk+c(i)+a[p(l-p,) V,-,(i+l,p) 
For i=O, 
+hh+(l -PM1 -hII v,-,(i,p) 
+ (1 -P) h v,- l(i- 1, P)I}. (11) 
~N(O,p)=r~+c(0)+~~~N-~(l,p)+(l-~)~~N-,(O,~). (12) 
By dropping N and N - 1 in (11) and (12), we can obtain the functional 
equations of V(i, a, b). 
If we think the above non-adaptive control model of Bernoulli queue to 
be an adaptive one with parameter having degenerate prior distribution, 
then the existence of V(i, p) and p(i, p) will be trivial. 
3. THE RELATIONSHIP BETWEEN ADAPTIVE AND NON-ADAPTIVE MODELS 
Let V be the set of all real-valued functions u on state space S, define a 
norm of u as 
II4 = SUP b(s)l Ai)-’ 
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where s = (i, a, 6) in the adaptive control case, s = i in the non-adaptive 
control case, and P(s) = (i + L)m defined as in (8). Now, let 
Y,(p)=sup IV,(i+ LPI- v,(i,p)l k4W1, 
f(P,P’)=w IV&p)- V&p’)1 49 ‘, 
and 
e,(b) = sup 
i,o<h 
e(b)= sup V(i, a, b)- V 
r,o<b 
Note that Y,(i, a/!~)( V(i, a/b)) is just the optimal cost of the non-adap- 
tive control problem with parameter equal to the mean of the prior Beta 
distribution B(a, b - a) of the adaptive control problem. 
Then, by induction, we have 
LEMMA 1. (i) 0~ V,(if l,P)- VJi,P)dc/(l --r), 
(ii) Y,(p) < c/(L”(l -a)). 
LEMMA 2. (i) fN(~,p’)<ca/(L”(l -a)(1 -p))lp-p’l, 
(ii) f(~,~‘)Gca/(~“(l -a)(1 -p))lp-$1. 
Proof: If i > 0, from (1 1 ), it follows 
lb-0 
=sup Iyin {r,+c(i)+a[p(l -pk) V,+ ,(i+ 1,~) 
i>O 
+(P~k+(~-p)(1-~~))~N~I(i,p)+(~-~)~Lk~N-I(i-1,~)1J. 
-m$ {rk+c(i)+a[p’(f-Pk) VN-,(i+lrp’)+(P’Pk+(l-P’) 
x(l-~k))~N-I(i,p’)+(l-~‘)~~~.Y~l(i-l,~’)l} IPFL(T’ 
<asupmaxIIP(f-CLk)(~N~~(i+15P)- V~~-i(i+l~P’)) 
k 
+(‘P~k+(l-P)(l-~k))(y,~,(i,P)-v,~ l(i?p’)) 
+(l-P)~k(VN-,L(i-lrP)-VN--I(i-l,P’)) 
+(P-p’)(l-~k)(VN-,(i+ l,p’)- VN-I(i,P’)) 
+(P-p’)~k(T/N~,(irp’)- v,-,ti- l,p’))}( p(i) -’ (13) 
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Q~fN-~(~,~‘)supyx IP(~ -~~)~u(i+ l)p(i)-’ i 
+ajp-p’l Y,_,(p’)supmax l(l-~~)+~~~(~-l)~(i)-ll 
i k 
~PNfo(P,P’)tL”‘(filo) IP-P’l(l +P+ ... +@-‘I 
CCI 
<L”(l -cc)(l -p) IP-P’I. 
Equation (13) is because of the simple inequality 
lmin {a,}-min {b,}l Gmax Ia,-bb,l. 
n n n 
Similarly, we can obtain the same inequality for i = 0. Thus we have 
f/d PT P’) $ Lm(l -:)(I -p) Jp-P’I 
Letting N -+ co, (ii) of Lemma 2 follows, immediately. 
LEMMA 3. Let W= cap/(2L”( 1 - tl)( 1 - p)*), then 
0) e,(b) G w/(b + 11, 
(ii) e(b) 6 w/(b + 1). 
Proof For i > 0, from (4) and (1 1 ), it follows 
V,_,(i,a+l,h+l)-V,-, 
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<a ,,t 
( ) 
)?* 
e& ,(b+l)+cc 1+; 
( 1 
,?I 
6pe,vm,(h+ I)+ cap 
2Lrn( 1 - x)( 1 - p)(h + 1) 
6 < pNe,(h + N) + 
cap 
2L”(l-a)(l-p) b+l+ i 
1 
C@P M‘ 
G2Lyl -cY)(l -p)Z(h+ l)=h+l’ 
Equation (14) is due to Lemma 2. (15) is based on the fact 
(14) 
(15) 
+cA) 
226 LAM YEH 
For i= 0, the same inequality can be proved in a similar way. Hence, 
e,(b) < w/(b + 1) and e(b) 6 w(b + 1). 
4. ALGORITHM 
First of all, we introduce the concepts of c-optimal cost and a-optimal 
policy. 
DEFINITION 1. A function v on S is called an a-optimal cost function, if 
sup 1 V(i, a, b) - V(i, a, b)[ p(i)-’ <E 
i,a<b 
DEFINITION 2. A policy 71 is called an s-optimal policy, if 
sup 1 V(i, a, 6) - V,(i, a, b)[ ,u(i)-’ <t 
i,a<b 
where V,(i, a, b) is the expected total discounted cost starting from state 
s = (i, u, 6) by using policy X. 
Now, we can describe an e-optimal algorithm for the problem of adap- 
tive control of Bernoulli queues. 
Step 1: Non-adaptive control approach 
If W/(b+ l)<e, then take p(i, a, b) = V(i, u/b). From Lemma 3, it 
follows that r is an s-optimal cost function. 
Step 2: Backward induction 
If W/(b + 1) 2 E, let K be the smallest integer such that p”W/ 
(b + K+ 1) < E. Then consider the following functional equations, 
if i > 0, 
r(i,u,b)=mjn 
{ 
r,+c(i)+a 
[ 
:(1-p,) ~(i+l,u+l,b+l) 
+~p,~(i,u+l,b+l)+ (l-pk)r(i,u,b+l) 
pkv(i-l,u,b+l) II , 
if i = 0, 
+ 1-i ctv(O,u,b+l). 
( > 
(16) 
(17) 
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Let r(i,a,b+K)= V(i,a/(b+K)), then from (16) and (17) we can 
determine v(i, a, b + K - 1). Repeat of the above procedure enables us to 
calculate P for all states with third component less than b + K. In 
particular we can obtain the value of r(i, a, b). 
The following theorem shows that the r obtained by this algorithm is an 
s-optimal cost function. 
THEOREM 1. The function v is an &-optimal cost function. 
Proof. Let Z(b)=sup,,.,,IV(i,a,b)-~(i,a,b)lp(i)~~’. 
(i) If W/(b+l)<&, then v(i,a,b)=V(i,a/b)and 
E(b) = e(b) d W/(b + 1) <E. (18) 
(ii) If W/(b + 1) > E, similar arguments as used in Lemma 2 or 3 
gives 
P(b) d pe”(b + 1). 
Then, by induction, 
g(b) < p’%(b + K) 
= pKe(b + K) (19) 
Q p”W/(b + K + 1) < E. (20) 
Equation (19) is due to the fact &i, a, h + K) = V(i, a/(b + K)). 
Equation (20) follows Lemma 3. 
This completes the proof. 
Now, we can determine a 2c-optimal policy ji in the following way. If 
W/(b+ 1) <E, then we take fi(i, a, b) =p(i, a/b) where p(i, a/b) is the 
optimal service rate at state (i, a/b) for the non-adaptive model; otherwise, 
if W/(b + 1) > E, then we let ,ii(i, a, b) = p(i, a, b), and p(i, a, b) is the service 
rate which minimizes the right-hand side of (16) or (17) i.e., 
p(i, a, 6) = 
P(i, a/b) w/(b + 1) < E 
B(i a, b) w/(b + 1) 3 F: 
Theorem 2 shows that ,ii is actually a 2c-optimal policy. 
(21) 
THEOREM 2. The policy ji is a 2&-optimal policy. 
Proof: Let &i, a, b) be the total expected discounted cost by using 
policy p given the initial state is (i, a, b), then P(i, a, b) will satisfy the 
following functional equations. 
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V(i,u,b)=J+c(i)+a :(1--p) V(i+l,a+l,b+l) 
+;$qi,a+l,b+l)+ (l-/i) V(i,a,b+l) 
jIV(i-l,a,b+l) . 1 (22) 
For i=O. 
+ 1-i aP(O,a,b+l) 
( ) 
(23) 
where 
r= rl ii(i, a, b) = p1 
r2 P(i, 4 b) = p2. 
Now, consider two cases. 
(i) W/(b+ l)<& 
sup 1 V(i, a, b) - V(i, a, b)[ p(i)-’ 
r>O,o<b 
d sup p(i)-’ 
+ sup 
i>O,o<b 
< W/(b + 1) +a sup 
i>O,a<b 
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<&+a sup V(i+l,a+l,b+l)-I/ 
i>O,U<b 
where 
e(b)= sup V(;(i,a, b)- V 
i.o<h 
As e(b), we can show in the same way, F(b) will be bounded above by 
W/(b + 1). Moreover, it was proved in (15) that the third term is bounded 
above by 
cw (1 -PI w 
2Lm(l -cr)(l -p)(b+l)= b+ 1 
Therefore 
sup I f’(i, a, b)- V(i, a, b)l p(i) ’ 
i>O,u<b 
<E+pW/(b+ l)+(l -p) W/(b+ 1)<2c. 
Similar inequality holds in the case of i= 0. Thus 11 is a 2E-optimal 
policy. 
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(ii) W/(b+ l)>.s, then choose b+K such that pKW/(b+K+ 1)~s 
as before. Now, from (20), we have 
sup I V(i, a, b) - V(i, a, b)l p(i)-’ 
i,u-zb 
< sup (V(i, a, b)- F(i, a, b)l p(i)-’ 
i,rrcb 
6 pKW/(b + K+ 1) + ,D~ i,ayf+ K I V(i, a, b + K) - t(i, a, b + K)I p(i)-’ 
=fT’/(b+K+ l)+pK sup F(i,u,b+K)-V 
i,o<b+K 
< jfW/(b + K+ 1) + p%(b + K) 
< 2pKW/(b + K+ 1) < 2s. 
Hence, ,6 is also a 2s-optimal policy. 
In practice, we are concerned with the component difference between 
V(i, a, 6) and r(i, a, b), or we need only to calculate a finite number of the 
optimal costs. Thus, we can assume that i < Z, Z is some integer. 
Thus, from ( 18) or (20), we have 
1 V(i, a, 6) - p(i, a, b)l 
< p(i) p”W/(b + K+ 1) 
(I + L)” CapK+ ’ 
‘2Lm(l -a)(1 -p)‘(b+K+ 1) 
caK+2 (1 + Z/L)” (1 + l/L)++ 1) 
=2(1 -a)(b+K+ 1)’ [l -a(1 + 1/L)m]2 (24) 
The right-hand side of inequality (24) depends on L under the constraints 
L > 1 and p = a( 1 + l/L)” < 1. This means that we can choose L flexibly to 
obtain an upper bound of error I V(i, a, b) - v(i, a, b)( as small as possible. 
It is clear that the function Q(L) = ((1 + Z/L)m (1 + l/L)m(K+‘)/ 
[ 1 - a( 1 + l/L)“]‘) is decreasing in L, and hence 
Thus, from (24), we have 
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THEOREM 3. 
ca i-+2 
IV(i,a,b)-B(i,a,b)l< 
2(1 -Co3 (b+K+ 1)’ (25 1 
For given E > 0, (25) allows us to determine the value K, i.e., to determine the 
number of backward induction steps. 
The interesting thing is that this upper bound is independent of m and of 
any finite i. Clearly, larger the value of a, more the number of steps 
required in order to obtain the same precision. 
5. NUMERICAL EXAMPLES 
In this section, three numerical examples (Tables l-3) with a = 0.2, 0.3, 
and 0.7 are discussed. Also, we make the assumption that the waiting cost 
rate is proportional to the number of customers in the system, i.e. c(i) = ci. 
TABLE 1 
Example 1: u= 5, b = IO, c = 0.1, a = 0.2, 
r,=3, i-==S, p,=O.3, p2=0.8, K=O 
TABLE 2 
Example 2: u = 5, b = 10, c = 1. c( = 0.3. 
r,=5, r2=5.3. p,=O.l, ~(,=0.85, K-2 
I Optimal cost Optimal policy I Optimal cost Optimal policy 
0 3.7646 
I 3.8815 
2 4.0063 
3 4.1313 
4 4.2563 
5 4.3813 
6 4.5063 
I 4.6313 
8 4.1563 
9 4.8813 
10 5.0063 
11 5.1313 
12 5.2563 
13 5.3813 
14 5.5063 
15 5.6313 
16 5.7563 
17 5.88 13 
18 6.0063 
19 6.1313 
20 6.2563 
1 
1 
1 
1 
1 
1 
1 
1 
1 
I 
1 
1 
1 
1 
0 
2 
3 
4 
5 
6 
1 
8 
9 
10 
II 
12 
13 
14 
15 
16 
17 
18 
19 
20 
7.4349 
8.7975 
10.2162 
1 I .6432 
13.0715 
14.5000 
15.9286 
17.3571 
18.7857 
20.2 143 
2 1.6429 
23.0714 
24.5000 
25.9286 
21.3511 
28.7857 
30.2143 
3 1.6429 
33.0714 
34.5000 
35.9286 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
i 
2 
2 
2 
2 
2 
2 
2 
2 
2 
d+= CaA+2 
error < 
2(1-a)j(b+K+l) 
< 3.56 x 1O-4 
error ’ 2( 1 - a)3 (b + K + 1) 
<9.09x 10 4 
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TABLE 3 
Example 3: a = 5, 6 = 10, c = 1, G( = 0.7, 
r,=5, i-,=6, p,=O.2, p2=0.7, K=17 
I Optimal cost Optimal policy 
0 19.6896 1 
1 22.2610 1 
2 25.3125 2 
3 28.5322 2 
4 31.8173 2 
5 35.1294 2 
6 38.4531 2 
7 41.7819 2 
8 45.1132 2 
9 48.4455 2 
10 51.7783 2 
11 55.1114 2 
12 58.4446 2 
13 61.7778 2 
14 65.1111 2 
15 68.4445 2 
16 71.7778 2 
17 75.1111 2 
18 78.4444 2 
19 81.7778 2 
20 85.1111 2 
CUK+Z 
errorg2(l-a)‘(6+K+l) 
< 7.54 x 1om4 
All these three examples show that both V(i, a, b) and p(i, a, b) are non- 
decreasing in i. This is generally true. In fact, it has been proved in author’s 
earlier paper (1985) that both V(i, a, b) and p(i, a, b) are non-decreasing in 
i and a, but non-increasing in b. 
The same examples have been considered in Lam Yeh (1985) by an alter- 
native method. By comparison, this s-optimal algorithm seems to be a 
more accurate and more powerful one. Because it allows us not only to 
determine all V(i, a, b) and p(i, a, 6) but also to estimate their error. 
Although, in this paper we discuss only the e-optimal algorithm for 
adaptive Bernoulli queueing control. The idea and technique can be 
applied in to more general adaptive control problem. 
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