Neural machine translation (NMT) models are able to partially learn syntactic information from sequential lexical information. Still, some complex syntactic phenomena such as prepositional phrase attachment are poorly modeled. This work aims to answer two questions: 1) Does explicitly modeling source or target language syntax help NMT? 2) Is tight integration of words and syntax better than multitask training? We introduce syntactic information in the form of CCG supertags either in the source as an extra feature in the embedding, or in the target, by interleaving the target supertags with the word sequence. Our results on WMT data show that explicitly modeling syntax improves machine translation quality for English↔German, a high-resource pair, and for English↔Romanian, a lowresource pair and also several syntactic phenomena including prepositional phrase attachment. Furthermore, a tight coupling of words and syntax improves translation quality more than multitask training.
Introduction
Sequence-to-sequence neural machine translation (NMT) models (Sutskever et al., 2014; Cho et al., 2014b; Bahdanau et al., 2015) are state-of-the-art on a multitude of language-pairs (Sennrich et al., 2016a; Junczys-Dowmunt et al., 2016) . Part of the appeal of neural models is that they can learn to implicitly model phenomena which underlie high quality output, and some syntax is indeed captured by these models. In a detailed analysis, Bentivogli et al. (2016) show that NMT significantly improves over phrase-based SMT, in particular with respect to morphology and word order, but that results can still be improved for longer sentences and complex syntactic phenomena such as prepositional phrase (PP) attachment. Another study by Shi et al. (2016) shows that the encoder layer of NMT partially learns syntactic information about the source language, however complex syntactic phenomena such as coordination or PP attachment are poorly modeled.
Recent work which incorporates additional linguistic information in NMT models (Luong et al., 2016; Sennrich and Haddow, 2016) show that even though neural models have strong learning capabilities, explicit features can still improve translation quality. In this work we perform a thorough investigation of rich syntactic features in NMT. We examine the benefit of adding syntactic information in the source, as an extra feature in the embedding layer following the approach of Sennrich and Haddow (2016) . We also propose a method for generating syntactic information in the target: tightly coupling words and syntax by interleaving target syntactic representation with the word sequence. We compare this to loosely coupling words and syntax using multitask solutions, where the shared parts of the model are trained to produce either a target sequence of words or supertags in a similar fashion to Luong et al. (2016) .
We use CCG syntactic categories (Steedman, 2000) , also known as supertags, to represent syntax explicitly. Supertags provide global syntactic information locally at the lexical level. They encode subcategorization information, capturing short and long range dependencies and attachments, and also tense and morphological aspects of the word in a given context. Consider the sentence in Figure 1 . This sentence contains two PP attachments and could lead to several disambiguation possibilities ("in" can attach to "Netanyahu" or "receives", and "of" can attach to "capital", "Netanyahu" or "receives" ). These alternatives may lead to different translations in other languages. However the supertag S\NP/PP/NP of "receives" indicates that the preposition "in" attaches to the verb, and the supertag NP\NP/NP of "of" indicates that it attaches to "capital", thereby resolving the ambiguity.
Our research contributions are as follows:
• We show that both source and target language syntax improves translation quality for English↔German, English↔Romanian as measured by BLEU.
• We present a fine grained analysis of Syntaxaware NMT (SNMT) and show consistent gains when looking at different linguistic phenomena and sentence lengths.
• We propose three novel approaches to integrating target syntax at word level in the decoder, by serializing CCG supertags in the target word sequence and by multitasking with either a shared or distinct attention model and decoder.
• Our results suggest that a tight coupling of target words and syntax (by serializing) improves translation quality more than the decoupled signal from multitask training.
Related work
Syntax has helped in statistical machine translation (SMT) to capture dependencies between distant words that impact morphological agreement, subcategorisation and word order (Galley et al., 2004; Menezes and Quirk, 2007; Williams and Koehn, 2012; Sennrich, 2015; Chiang, 2007) . There has been some work in NMT on modeling source-side syntax implicitly or explicitly. Kalchbrenner and Blunsom (2013); Cho et al. (2014a) capture the hierarchical aspects of language implicitly by using convolutional neural networks. Sennrich and Haddow (2016) generalize the embedding layer of NMT to include explicit linguistic features such as dependency relations and partof-speech tags and we extend their work to using CCG supertags. Other architectures have been proposed to integrate source-side syntax such as Eriguchi et al. (2016) who use the phrase structure of the source sentence to guide the recurrence and attention model in a tree-to-sequence model. Luong et al. (2016) co-train a translation model and a syntactic parser which share the encoder. Our multi-task models extend their work to attentionbased NMT models and we implement a novel multi-task architecture where the tasks share not just the encoder, but also the attention model and the decoder, keeping only the softmax layer separate. Applying more tightly coupled linguistic factors on the target for NMT has been previously investigated. Niehues et al. (2016) proposed a factored RNN-based language model for re-scoring an nbest list produced by a phrase-based MT system. In recent work Martínez et al. (2016) implemented an NMT model which first generated lemmas and morphology, and then used these to generate the word form. Unfortunately no real gain was reported for these experiments. In our work we do not focus on model architectures, and instead we explore the more general problem of including syntax in NMT: comparing source and target-side syntax and comparing tightly and loosely coupled syntactic information.
Previous work on integrating CCG supertags in factored phrase-based models (Birch et al., 2007) showed promising results. However the factored models originally proposed for statistical machine translation (Koehn and Hoang, 2007) suffered from data sparsity and did not consider longer sequences as context. In this work we take advantage of the expressive power of neural networks to learn representations that generate both words and CCG supertags.
Modeling Syntax in NMT
CCG is a lexicalised formalism in which words are assigned with syntactic categories, i.e., supertags, that indicate context-sensitive morpho-syntactic properties of a word in a sentence. The combinators of CCG allow the supertags to capture global syntactic constraints locally. Though NMT captures long range dependencies using long-term memory, short-term memory is cheap and reliable. Supertags can help by allowing the model to rely more on local information (short-term) and not having to rely heavily on long-term memory.
Consider a decoder that has to generate the following sentences: If the decoding starts with predicting "What", it is ungrammatical to omit the preposition "in", and if the decoding starts with predicting "Where", it is ungrammatical to predict the preposition. Here the decision to predict "in" depends on the first word, a long range dependency. However if we rely on CCG supertags, the supertags of both these sequences look very different. The supertag (S[q]/PP)/NP for the verb "is" in the first sentence indicates that a preposition is expected in future context. Furthermore it is likely to see this particular supertag of the verb in the context of
. Therefore a succession of local decisions based on CCG supertags will result in the correct prediction of the preposition in the first sentence, and omitting the preposition in the second sentence. Since the vocabulary of CCG supertags is much smaller than that of possible words, the NMT model will do a better job at generalizing over and predicting the correct CCG supertags sequence.
CCG supertags also help during encoding if they are given in the input, as we saw with the case of PP attachment in Figure 1 . Translation of the correct verb form and agreement can be improved with CCG since supertags also encode tense, morphology and agreements. For example, in the sentence "It is going to rain", the su-
indicates the current word is a verb in continuous form looking for an infinitive construction on the right, and an expletive on the left.
We explore the effect of syntax by using CCG supertags either on the source-side (encoder) or target-side (decoder) as follows.
Source-side syntax When modeling the sourceside syntactic information, we include the CCG supertags as extra features in the NMT encoder using the framework of (Sennrich and Haddow, 2016) . The model of (Bahdanau et al., 2015) is extended by learning a separate embedding for several source-side features such as the word itself or its part-of-speech. All feature embeddings are concatenated into one embedding vector which is used in all parts of the encoder model instead of the word embedding.
The baseline features are the subword units obtained using byte-pair-encoding (BPE, (Sennrich et al., 2016b) ) together with the annotation of the subword structure using IOB format by marking if a symbol in the text forms the beginning (B), inside (I), or end (E) of a word. A separate tag (O) is used if a symbol corresponds to the full word. The word level supertag is replicated for each BPE unit. Figure 1 gives an example of the source-side feature representation. It shows the segmentation of the noun Netanyahu into three BPE sub-units Net+ an+ yahu as well as the duplication of the supertag NP for each of these sub-units.
Target-side syntax When modeling the targetside syntactic information we consider different strategies of coupling the CCG supertags with the translated words in the decoder: serializing, multitasking with shared encoder and multitasking with distinct softmax layer.
• Serializing In this paper we propose a tight integration in the decoder of the syntactic representation and the surface forms. For each target word we include its supertag as an extra token before the first BPE sub-unit of the word. With this arhitecture a single decoder learns to predict both the target supertags and the target words conditioned on previous syntactic and lexical context. Figure 1 gives an example of the target-side representation in the case of serializing. The supertag NP corresponding to the word Netanyahu is included only once before the three BPE subunits Net+ an+ yahu.
• Multitasking (1) -shared encoder A loose coupling of the syntactic representation and the surface forms can be achieved by co-training a translation model with a secondary prediction task, in our case CCG supertagging. In the multitask framework (Luong et al., 2016 ) the encoder part is shared while the decoder is different for each of the prediction tasks: translation and tagging. Different from Luong et al. we also train a separate attention model for each task. Another difference is that we experiment with both source and target syntax as a secondary task, while Luong et al. only used source syntax. We use EasySRL to label the parallel corpus with CCG supertags instead of using a corpus with gold annotations.
• Multitasking (2) -distinct softmax In this approach only the softmax layer is distinct for each task while the encoder, attention model and decoder are shared. The input to the two softmax layers is indentical (the context vector, the previous hidden state and the previous predicted word) but the second softmax layer predicts CCG supertags. The cost of predicting the wrong supertag is added to the cost of predicting the wrong target word. We do not add a connection between the CCG supertag at time step t − 1 and the word predicted at time step t as that would require a modification of the beam search.
Each of the three models has its disadvantages. The serializing approach increases the length of the target sequence which might lead to loss of information learned at lexical level. For the multitasking (1) approach there is no explicit way to constrain the number of predicted words and tags to match. The multitasking (2) approach does not condition the prediction of target words on the syntactic context.
Experimental Setup and Evaluation

Data and methods
We train the neural MT systems on all the parallel data available at WMT16 (Bojar et al., 2016) for the German↔English and Romanian↔English language pairs. The English side of the parallel data is annotated with CCG lexical tags using EasySRL (Lewis et al., 2015) . Some longer sentences cannot be processed by the parser and therefore we eliminate them from our training and test data. We report the sentence counts for the filtered data sets in (Papineni et al., 2002) and report results on newstest2016 for both language pairs. All the neural MT systems are attentional encoder-decoder networks (Bahdanau et al., 2015) as implemented in the Nematus toolkit. 1 We use similar hyper-parameters to those reported by (Sennrich et al., 2016a ) with minor modifications: we used mini-batches of size 60 and Adam optimizer (Kingma and Ba, 2014) .
Words are segmented into sub-units that are learned jointly for source and target using BPE (Sennrich et al., 2016b) , resulting in a vocabulary size of 85,000. The vocabulary size for CCG supertags was 500.
We select the best single models according to BLEU on the development set and use the four best single models for the ensembles. Due to small differences in pre-processing with CCG supertags, our results for the baseline systems are similar but do not match the results reported by (Sennrich et al., 2016a) .
For the experiments with source-side features we use the BPE sub-units and the IOB tags as baseline features. We keep the total word embedding size fixed to 500 dimensions. When adding the CCG feature we allocate 135 dimensions for CCG supertags, 360 for BPE sub-units and 5 for IOB tags.
For the experiments where we add CCG supertags in the target sequence we increase the maximum length of sentences from 50 to 100. On average the length of English sentences for newstest2013 in BPE representation is 22. Table 3 : BLEU scores for baseline NMT and syntax-aware NMT (SNMT) with source-side CCG supertags for English→Romanian.
Results
In this section we evaluate whether our syntaxaware NMT model (SNMT) with source-side and target-side CCG supertags improves translation quality as compared to a baseline NMT model (Bahdanau et al., 2015; Sennrich et al., 2016a) .
In tables and figures we use the symbol "*" to indicate that syntactic information is used on the source (eg. *de-en), the target (eg. de-en*) or both (eg. *de-en*).
CCG on the source-side We first evaluate the impact of source-side CCG features on overall translation quality. We report results for English→German, a high-resource language pair, and for English→Romanian, a low-resource language pair. Both the target languages are morphologically richer than the source language, with German exhibiting more word order flexibility than Romanian. We report BLEU scores in Table 2 and Table 3 for both the best single models and ensemble models. However, we will only refer to the results with ensemble models since these are generally better.
Adding the source-side CCG feature improves translation quality for both language pairs as well as for both single and ensemble models. For English→German BLEU increases by up to 0.7 points and for English→Romanian by up to 0.4 points.
Although the training data for English→German is large, the CCG supertags still improve translation quality. This suggests that syntax provides complementary information that the baseline NMT model is not able to learn from the source word sequence alone.
Next we make a finer grained analysis of the impact of source-side syntactic features by looking at a breakdown of BLEU scores with respect to different linguistic constructions. We classify sentences into different linguistic constructions based on the CCG supertags that appear in them, e.g., the presence of category (NP\NP)/(S/NP) indicates subordinate construction. Figure 2 shows the breakdown of BLEU scores for the following linguistic constructions: coordination (conj), control and raising (control), prepositional phrase attachment (pp), questions and subordinate clauses (subordinate). We report the number of sentences for each category in Table 4 . We see a consistent improvement for English→German for all linguistic constructions when using the CCG supertags, especially for questions which involve a lot of movement, and control constructions which involve long range verb agreements. In the case of English→Romanian, where word order is closer between languages, we still see improvements across most constructions when using the CCG supertags.
CCG on the target-side Here we evaluate the impact of using the target-side CCG supertags for the Romanian→English and German→English translation directions. In Table 5 and Table 6 we report results with BLEU.
The target-side CCG feature improves BLEU scores by 0.9 for Romanian→English. For German→English, the ensemble model with target-side CCG supertags improves BLEU scores by 0.6. These results suggest that the baseline NMT decoder benefits from modeling the global syntactic information locally via supertags. Table 6 : BLEU scores for baseline NMT, syntaxaware NMT (SNMT), multiasking with shared encoder (1) and multitasking with distinct softmax (2) for German→English. * indicates target-side CCG supertags.
We also see consistent improvements across most linguistic constructions for both language pairs as reported in Figure 2 . In particular, the increase in BLEU scores for the prepositional phrase and subordinate constructions suggests that target word order is improved. For the control and raising constructions we don't see any improvement for German→English, while the improvement for English→German was 1.5 BLEU points. These results suggest that syntactic information is more helpful for the control and raising constructions when translating into German.
CCG on both source-side and target-side Next we combine source-side and target-side syntax in a German→English syntax-aware NMT system. We use CCG supertags on the target-side and dependency labels as source-side features. Although the dependency labels do not encode global syntactic information they disambiguate the grammatical function of words. In Table 7 we compare systems that use syntax either on the source-side or target-side with a system that uses syntax on both sides. First we observe that the source-side dependency labels improve translation quality by only 0.1 BLEU points as compared to the baseline NMT system, while the improvement with target-side CCG supertags is more than 0.5 BLEU points. When using both source-side and target-side factors the syntax-aware NMT system performs better than the baseline by roughly 1 BLEU point. Next we observe from Figure 2 that having both source and target syntax helps improve BLEU scores for all syntactic phenomena. As compared to the SNMT system with only target syntax, BLEU scores improve by 0.5 for control and raising constructs, 0.3 for prepositional phrase attachment, 0.4 for subordinate constructs and 0.4 for sentences involving coordination.
Finally we compare the systems with respect to sentence length. Figure 3 shows the difference in BLEU points between the baseline NMT system and the syntax-aware NMT system with respect to the length of the source sentence measured in BPE sub-units. We report the number of sentences for each category in Table 8 . For the majority of systems and sentence lengths adding CCG supertags helps. When using target CCG supertags for German→English there is a decrease in BLEU for short sentences. However when using both source and target syntax, BLEU improves in this case as well. Furthermore combining the source and target syntax seems to help the most for longer sentences. This is an encouraging result since including target CCG supertags increases the target sequence which may lead to information being forgotten. We conclude that when syntactic information is available for both the source language and the target language it is most beneficial to integrate syntax in both the encoder and the decoder.
Serializing vs multitasking
One open question we address in this work is how tightly do we need to integrate syntax in the NMT system. For this purpose we compare different ways of coupling the target word sequence and CCG supertags: serializing, multitasking (1) with shared encoder and multitasking (2) with distinct softmax layer. In our proposed SNMT system with target CCG supertags we take the serializing approach. The different approaches are described in Section 3. For the multitasking (1) approach we explore two scenarios: in the first scenario the secondary task is to predict the source-side CCG supertags while in the second scenario it is to predict the target-side CCG supertags.
First we compare the multitask (1) NMT system predicting source CCG supertags and the SNMT system with CCG features on the source. The results in Table 2 show that multitasking also improves BLEU scores, suggesting that the encoder learns a better latent syntactic representation of the source sentence. However the SNMT system performs slightly better, by 0.2 BLEU points.
Next we compare a SNMT system with target CCG supertags and a multitask (1) NMT system which predicts target CCG supertags as a secondary task. The results in Table 6 show that the multitask approach does not improve BLEU scores as compared to the baseline NMT system, suggesting that the shared encoder is not able to learn a good representation of target syntax. In contrast, the SNMT system which integrates syntax in the decoder improves translation by 0.5 BLEU points.
Finally the multitask (2) system which predicts independently the target CCG supertags and words does not perform better than the NMT baseline. The BLEU scores are shown in Table 6 . Since neither of the two multitasking models improve translation quality as measured by BLEU we conclude that a tight integration of the target syntax and word sequence is important. Conditioning the prediction of words on their corresponding CCG supertag is what sets SNMT apart from the other models and improves the translation quality.
Discussion
Our preliminary experiments show that source syntax improves translation when translating from a morphologically poor language into a morphologically rich language. It would be interesting to evaluate the impact of target syntax for such a language pair. In the future we plan to use the Hindi CCGBank (Ambati et al., 2016) to run experiments for English↔Hindi.
Although the focus of this paper is not improving CCG tagging, we can measure that SNMT is accurate at predicting CCG supertags. We compare the CCG sequence predicted by the SNMT models with that predicted by EasySRL and obtain the following accuracies: 93.2 for Romanian→English, 95.6 for German→English, 95.8 for German→English with both source and target syntax. This result might be useful for Prentiss was a nurse who worked for various companies online . NMT Prentiss was a nurse who worked for various companies online . SNMT* Prentiss was a nurse who worked (S[dcl]\N P )/P P for various companies . *SNMT* Prentiss was a nurse who worked ((S[dcl]\N P )/P P )/N P online for several companies .
RO -EN* Coordination
Source Sustinerea in randul barbatilor s-a redus considerabil iar Sanders se afla la o distanta de doar 5 puncte . Reference Her support among men has dropped considerably and Sanders only trails her by 5 points . NMT Support for men has decreased considerably , and Sanders are at a distance of just 5 points . SNMT* Support among men has diminished considerably , and Sanders is at a distance of just 5 points . downstream applications using CCG supertagging, such as multi-lingual question answering.
We conclude by giving a few examples in Figure 4 for which the syntax-aware NMT system produced more grammatical translations than the baseline NMT system.
In the example DE-EN* Question the baseline NMT system translates the preposition "über" twice as "about". The SNMT predicts the correct CCG supertag for "what" which expects to be followed by a sentence and not a preposition: NP/(S[dcl]/NP). Therefore the SNMT correctly re-orders the preposition "about" at the end of the question.
In the example DE-EN* Subordinate the baseline NMT system fails to correctly attach "Prentiss" as an object and "his wife" as a modifier to the verb "called (bezeichnete)" in the subordinate clause. In contrast the SNMT system predicts the correct sub-categorization frame of the verb "described" and correctly translates the entire predicate-argument structure.
In the example *DE -EN* Subordinate the baseline NMT system translates the sentence correctly while the SNMT drops the argument "online". The SNMT* predicts the wrong CCG supertag (S[dcl]\NP)/PP for the verb "worked (arbeitete)", which guides the system to only translate the prepositional modifier and drop the second argument. However the *SNMT* system which also has source syntactic factors predicts the correct subcategorization frame for the verb ((S[dcl]\NP)/PP)/NP and subsequently translates the second argument.
In the example RO-EN* Coordination the baseline NMT system makes an agreement mistake between the subject "Sanders" and the verb "are". In contrast the SNMT system correctly identifies that the coordination is between sentences, and outputs the correct verb form "is".
Conclusions
Our results suggest that having the notion of explicit syntax, here in the form of CCG supertags, in the encoder or the decoder improves machine translation for both English↔German and English↔Romanian language pairs. Earlier work on syntax-aware NMT mainly modeled syntax in the encoder while our results suggest modeling syntax in the decoder is also useful. Moreover by modeling syntax in both encoder and decoder we obtain the most improvement over the baseline NMT system, in particular for longer sentences and syntactic phenomena such as prepositional attachment and coordination. Finally our results show that a tight integration of syntax in the decoder improves translation quality while decoupling of target words and syntax does not.
