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CORRELATION INTEGRAL AND DETERMINISM
FOR A FAMILY OF 2∞ MAPS
J. MAJEROVA´
Abstract. The correlation integral and determinism are quantitative characteristics of a dy-
namical system based on the recurrence of orbits. For strongly non-chaotic interval maps, the
determinism equals 1 for every small enough threshold. This means that trajectories of such
systems are perfectly predictable in the infinite horizon. In this paper we study the correlation
integral and determinism for the family of 2∞ non-chaotic maps, first considered by Delahaye in
1980. The determinism in a finite horizon equals 1. However, the behaviour of the determinism
in the infinite horizon is counter-intuitive. Sharp bounds on the determinism are provided.
1. Introduction
The correlation integral was first introduced in [GP83] to measure a quantity of recurrences of
trajectory. It is tightly connected with the correlation dimension and correlation entropy. For
example, these characteristics are used in chaos theory and in time series analysis, see e.g. [KS04].
Let g be a continuous map on a compact metric space (M,%). Throughout the paper we consider
the distance sup{%(gi(x), gi(y)) | 0 ≤ i < `}, denoted by %`(x, y), where ` ∈ N ∪ {∞}. For a fixed
ergodic measure µ on M , the `–correlation integral cg` (µ, r) for r > 0 is a measure of pairs of
points which are r–close with respect to the metric %`. Then c
g
`2|`1(µ, r) = c
g
`2+`1
(µ, r)/cg`1(µ, r),
where 1 ≤ `1 < ∞ and 1 ≤ `2 ≤ ∞, is a conditional probability. Moreover, it is a measure
of partial predictability. Especially, cg∞|1(µ, r) is a measure of total predictability. The natural
question arises whether the predictability of a system can be maximal for all small enough r’s.
This holds for g being a contraction, an isometry, or whenever the support of µ is a periodic orbit.
In contrary, if a map g has sensitive dependence on initial conditions and µ is not atomic then
cg∞|1(µ, r) can be equal to zero for all small enough thresholds r > 0. Hence, we can say that this
measure quantifies how sensitive a map is towards initial conditions on the support of µ. We call
it an ∞–asymptotic determinism or an asymptotic determinism in the infinite horizon and denote
it by detg∞(µ, r). Similarly, an `–asymptotic determinism is defined as a linear combination of the
conditional probabilities
detg` (µ, r) = ` ·
cg` (µ, r)
cg1(µ, r)
− (`− 1) · c
g
`+1(µ, r)
cg1(µ, r)
= ` · cg`−1|1(µ, r)− (`− 1) · cg`|1(µ, r).
The map g1/3 goes back to the work of Delahaye, cf. [Del80]. There has since been systematic
work on this map together with its variations (e.g. [CK94], [Dev89, p. 137], [Hri99]). It is often
presented as the simplest non-chaotic 2∞ map. In this paper we study the `–correlation integral
and the `–asymptotic determinism for a special family of interval maps denoted by {fα}0<α<1/2.
Especially, f1/3 = 1 − g1/3 ◦ (1 − id[0,1]), e.g. defined in [Rue03, Example 5.54]. These maps are
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2 J. MAJEROVA´
non-chaotic in the sense of Li and Yorke and conjugate to an isometry on the support of the
unique non-atomic ergodic measure µα. Some properties of these imply the maximal predictability
for every ergodic measure and for small enough r. Theorem 28 shows that the hypothesis is
wrong pointing out the fact that for α > 1/3 and the non-atomic ergodic measure µα, the
predictability is never maximal. Moreover, for each det ∈ (1/3, 8/15], we can find α ∈ (0, 1/2)
satisfying lim infr→0+ det
fα∞ (µα, r) = det (Corollary 32). However, by Theorem 30, measures of
partial predictability cg`|1(µα, r) = 1 for all r ≤ r`.
By Lemma 27, it is not necessary to study the asymptotic determinism in the infinite horizon
for µα on the interval [0, 1]. Since det
fα∞ (µα, r) = det
fα∞ (µα, α · r) for each r ≤ (1 − 2α)/α, all
properties can be determined from detfα∞ (µα, [α
h(1− 2α), αh−1(1− 2α)]) where h > 0 is such that
αh−1(1 − 2α) ≤ 1. In addition, it is not necessary to use the map fα for the computation either.
By Corollary 22, for approximation with a desired accuracy, we can use a simpler map fα,k and
fα,k–ergodic measure µα,k. All points from the support of µα are periodic for fα,k and it is sufficient
to investigate only a finite number of pairs of points which can be written into the matrix which
contains the patterns simplifying the computation (Lemma 16).
For all x ∈ [0, 1], there is fα–ergodic measure µα,x such that for every ` ≤ ∞ the limit of
card{(i, j) | 0 ≤ i, j < n, %`(f iα(x), f jα(x)) ≤ r}/n2 is the correlation integral cfα` (µα,x, r) (Theo-
rem 25). Moreover, if x = 0, then the measure µα,0 is the unique non-atomic ergodic measure µα
(Lemma 24). The functions cfα` (µx, r) and det
fα
` (µx, r) are not continuous in the universal measure
µα. If x is not eventually periodic then the correlation integrals and asymptotic determinisms are
continuous with respect to the radius r (Theorem 23) and parameter α (Lemma 26).
2. Preliminaries
Let a dynamical system (M, g) be given where M is a metric space with metric %. Define the
metric %` by
%`(x, y) = sup{%(gi(x), gi(y)) | 0 ≤ i < `}
where 1 ≤ ` ≤ ∞. The `–correlation sum for r > 0 was first defined in [GP83] as
(1) Cg` (x, n, r) =
1
n2
card{(i, j) | 0 ≤ i, j < n, %`(gi(x), gj(x)) ≤ r}.
Similarly, the `–recurrence rate and `–determinism (notions of the recurrence quantification analy-
sis, cf. [ZWJ92]) are defined by
RRg` (x, n, r) =
1
n2
card{(i, j) | 0 ≤ i, j < n, η`(i, j, r) = 1},
DETg` (x, n, r) =
RRg` (x, n, r)
RRg1(x, n, r)
(2)
where η`(i, j, r) = 1, if there is 0 ≤ k ≤ min{i, j, ` − 1} such that %`(gi−k(x), gj−k(x)) ≤ r, and
h(i, j, r) = 0 otherwise. If ` =∞, we define min{i, j,∞− 1} = min{i, j} for all 0 ≤ i, j <∞.
The next lemma shows that for the computation of determinism and recurrence rate it is sufficient
to know only the correlation sums. Its first part was proved in [GMSˇ13], hence only the case ` =∞
remains to prove.
Lemma 1. Let (M, g) be a dynamical system where M is a metric space. For all n > 0, 1 ≤ ` <∞,
x ∈M and r > 0 the recurrence rate RRg` (x, n, r) = ` ·Cg` (x, n, r)− (`− 1) ·Cg`+1(x, n, r). If ` =∞,
so RRg∞(x, n, r) = C
g
∞(x, n, r).
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Proof. By definition, Cg∞(x, n, r) ≤ RRg∞(x, n, r). For ` = ∞, consider the pair (i, j) with the
property that %∞(gi−k(x), gj−k(x)) ≤ r for some 0 ≤ k ≤ min{i, j}. Therefore %∞(gi(x), gj(x)) ≤ r.
It follows that RRg` (x, n, r) ≤ Cg` (x, n, r). 
From Lemma 1,
(3)
DETg` (x, n, r) =
` · Cg` (x, n, r)− (`− 1) · Cg`+1(x, n, r)
Cg1(x, n, r)
for 1 ≤ ` <∞,
DETg∞(x, n, r) =
Cg∞(x, n, r)
Cg1(x, n, r)
.
In this paper we consider the generalized rotated version of Delahaye’s g1/3 (cf. [Del80]), namely
fα. In special case f1/3 = 1− g1/3 ◦ (1− id[0,1]). Maps fα are usually defined by sequences of maps.
But for us it is more convenient to work with an exact definition.
Definition 2. Let α ∈ (0, 1/2) and k ≥ 1. Then fα is defined by
fα(x) =

x− 1 + 2αj−1 − αj x ∈ [1− αj−1, 1− αj−1 + αj ], j ≥ 1,
1−α+α2
2α−1 (x− 1) + αj+1 2−α2α−1 x ∈ (1− αj−1 + αj , 1− αj), j ≥ 1,
0 x = 1.
We call the approximation map fα,k : [0, 1] → [0, 1] a continuous map equal to fα on the interval
[0, 1 − αk−1 + αk], it is equal to x − 1 + αk on the interval [1 − αk, 1], and it is linear elsewhere.
Define the function f0 : [0, 1]→ [0, 1] by f0(x) = x.
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Figure 1. From the left to the right f1/3,1, f1/3,2, f1/3,3, f1/3.
If α ∈ (0, 1/2) is known and there is no uncertainty about its value, then we write f and fk
instead of fα and fα,k. For brevity, we omit α when there is no risk of confusion.
From now on, α and r are always assumed to be fixed, α ∈ (0, 1/2) and r ∈ (0, 1], unless stated
otherwise (e.g. we study the correlation integral as a function of these arguments).
2.1. Adding Machine. In this section, we provide some information about the adding machine
and its connection with the dynamics of fα and fα,k restricted to their attractors. For a more
abstract approach see e.g. [Mis79].
Put Σ = {0, 1} and let 1 ≤ k ≤ ∞. To simplify the notation, we set ∞+ c =∞ for every c ∈ R.
The members u of Σk are called words of length |u| = k. For u ∈ Σk and 1 ≤ i ≤ j < k+ 1, denote
uji = uiui+1 . . . uj . If there is an ambiguity about the length of words, e.g we use words of different
lengths, we write u(k), uk1 ∈ Σk. The concatenation of words is understood as usually. By 0k, 1k
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we denote the words 00 . . . 0, 11 . . . 1 from Σk. Symbols v(0), v01 , 1
0, 00 all denote the word of the
length zero, the empty word. It has the following properties:
• u(0)u(k) = u(k) for every word u(k) of the length k ≥ 1 and
• u(k)u(0) = u(k) for every word u(k) of the length k <∞.
We denote the set containing the empty word by Σ0. For u ∈ Σk and v ∈ Σm where v = um1 we
write u  v and we say that u begins with v if m < k + 1 and if v = um1 .
For 1 ≤ k ≤ ∞, denote the addition from the left to the right on Σk by +; e.g. 100 + 110 = 001.
We are led to the following lemma which is well known, e.g. [BC92].
Lemma 3. For each 1 ≤ k ≤ ∞, (Σk,+) is a cyclic group. If k <∞, the group is isomorphic with
(Z2k ,+) and generated by 10k−1. (Σ∞,+) is isomorphic with (Z,+) and it is generated by 10∞.
For u ∈ Σk and n ∈ Z we abbreviate u + n · 10k−1 by u + n. We will write the inverse element
of u = uk1 , 1 ≤ k ≤ ∞, as −u, i.e. for such a u and −u we have u+ (−u) = 0k. Clearly, −u = v+ 1
where vi = 1− ui. For u ∈ Σk, where k <∞ or u = v(m)0∞ with m <∞, there exists n < 2k such
that 0k + n = u. In fact, if u = um1 0
k−m, 0 ≤ m < k + 1, then
n = u1 · 1 + u2 · 2 + . . .+ uj · 2j−1 + . . .+ um · 2m−1.(4)
This can be easily checked by induction. For w ∈ Σk and v ∈ {w+ n | n ∈ Z} (note that this set is
the whole Σk for k <∞), we denote the unique integer 0 ≤ n < 2k by w − v satisfying w = v + n.
Let 0 ≤ k ≤ ∞. The dynamical system (Σk, g), where gn(u) = u + n for n ∈ Z and u ∈ Σk, is
called the adding machine (or odometer). Later we write (Σk,+) instead of (Σk, g). Let uk1 , v
k
1 ∈ Σk
be such that uh1 = v
h
1 and uh+1 6= vh+1 for some 0 ≤ h < k. Then (u + 1)h1 = (v + 1)h1 and
(u + 1)h+1 6= (v + 1)h+1, therefore the adding machine with the metric defined by d(uk1 , vk1 ) =
max({0} ∪ {1/2i | 1 ≤ i ≤ k, ui 6= vi}) is an isometry. From now on we make the assumption that
this metric defines the topology on Σk, i.e. sets of words of the length k beginning with the same
word form a basis for topology on Σk.
Let 1 ≤ k < ∞ and u = uk1 ∈ Σk. Sometimes it is more comfortable to think about orders of
words instead of their dyadic codes. We write γ(uk1) = 1+uk ·1+uk−1 ·2+. . .+uj ·2k−j+. . . u1 ·2k−1.
For u, v ∈ Σk we thus write u < v whenever it holds that γ(u) < γ(v). For k = ∞ we write
u(∞) < v(∞) if there is 0 < h < ∞ with uh1 < vh1 . If u 6= v, such an h always exists. The relations
≤, >,≥ on the words are defined similarly.
We define ⊕ to be the addition from the right to the left on Σk where 1 ≤ k <∞, e.g. 100⊕110 =
010. The pair (Σk,⊕) is a cyclic group with the identity element 0k and the inverse element
	u = v ⊕ 0k−11 where vi = (1− ui) for all 1 ≤ i ≤ k. For n ∈ N, we write u⊕ n = u⊕ n · 0k−11.
Let 0 ≤ n < γ(v), then v 	 n is defined as the unique word u ∈ Σk such that u⊕ n = v.
Let the map κα : Σ∞ → [0, 1] be given by
κα(u1u2 . . .) = κ(u1u2 . . .) = (1− α) · (u1 + u2 · α+ u3 · α2 + . . .+ uk · αk−1 + . . .).
It can be easily checked that κ is injective for all α. If k < ∞ and u ∈ Σk, then we mean κ(u0∞)
by κ(u).
Let u, v ∈ Σk; uˆ, vˆ ∈ Σm, and 1 ≤ k,m <∞. We now prove that
γ(u) < γ(v)⇔ γ(uuˆ) < γ(vvˆ)⇔ κ(uuˆ) < κ(vvˆ)⇔ κ(u) < κ(v).(5)
Suppose that γ(u) < γ(v). Obviously, we now have u 6= v. Then, there are h ≥ 0 and the words
u(h) ∈ Σh, u(k−h−1), v(k−h−1) ∈ Σk−h−1 such that u = u(h)0u(k−h−1) and v = u(h)1v(k−h−1). It
is always true that αk−h > αk−h+1 + αk−h+2 + . . . + αk, hence κ(u) < κ(v). Since the proof
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does not depend on k or on the words u(k−h−1), v(k−h−1), we can assume that u = u(h)0u(k−h−1)uˆ
and v = u(h)1v(k−h−1)vˆ. We can use the same arguments if we assume that κ(u) < κ(v). The
equivalences (5) are now proved. If u, v ∈ Σ∞, then neither γ(u) and γ(v) nor uuˆ, vvˆ are defined.
However, we can use the same arguments to prove that
u < v ⇔ κ(u) < κ(v).(6)
Let u = uk1 , v = v
k
1 ∈ Σk. Denote by dE the Euclidean metric on [0, 1]. Therefore we can define
the distance of words on Σk by
%α(u, v) = %(u, v) = dE(κ(u), κ(v)) = (1− α)
∣∣∣∣∣
k∑
i=1
(ui − vi)αi−1
∣∣∣∣∣ .
Lemma 4. For every u ∈ Σ∞ and n ≥ 1,
fnα (κ(u)) = κ(u+ n).
Proof. If u = 1∞, then u+ 1 = 0∞, κ(u) = 1, κ(u+ 1) = 0 and fα(1) = 0.
Suppose that u < 1∞, then there is some h ≥ 0 such that u = 1h0uˆ where uˆ ∈ Σ∞. Then
κ(u) = 1− αh + αh+1 · κ(uˆ), u+ 1 = 0h1uˆ and κ(u+ 1) = αh · (1− α) + αh+1 · κ(uˆ). From (6),
1− αh = κ(1h0∞) ≤ κ(u) ≤ κ(1h01∞) = 1− αh + αh+1.
Using Definition 2, where j = h+ 1, we can conclude that
fα(κ(u)) = κ(u)− 1 + 2αh − αh+1 = 1− αh + αh+1κ(uˆ)− 1 + 2αh − αh+1 =
= αh(1− α) + αh+1κ(uˆ) = κ(u+ 1).
The general case here is proved with the induction. 
For every v ∈ Σk there exists n ≥ 0 satisfying v0∞ = 0∞+n. By Definition 2, f(κ(w)) = fk(κ(w))
for every w = v0∞ < 1k0∞ and fk(κ(1k0∞)) = fk(1− αk) = 0 = κ(0∞). Therefore, by Lemma 4,
fnk (κ(v)) = κ(v + n).(7)
For fk, it is thus sufficient to consider words of the length k and vice versa.
Set X0 = [0, 1]. For 1 ≤ k < ∞, let (Iα(u))u∈Σk be the system of compact subintervals of [0, 1]
defined by
(8) Iα(u) = I(u) = [κ(u), κ(u) + α
k].
Thus, the distance of words from Σk is actually the distance of left points of intervals I(u) and
I(v). Denote Xα,k = Xk =
⋃
u∈Σk I(u). If w ∈ Σ0, then I(w) = X0.
For every u ∈ Σk such that u < 1k and every x ∈ I(u), we have f(x) = fk(x). For x ∈ I(1k),
the equality need not hold, however f(I(1k)) = fk(I(1
k)) = I(0k). Since
• each I(u) has the same length αk and
• the slope of the restricted maps fk|I(u) equals 1,
from (7) it follows that
(9) fn(I(u)) = I(u+ n) = fnk (I(u)) for every u ∈ Σk, n ≥ 0.
The unique uncountable minimal set X of f is
Xα = X =
⋂
k≥1
Xk.
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From the latter part of Lemma 3, each interval I(u), u ∈ Σk, is 2k periodic under f and fk. The
trajectory of u ∈ Σk is the 2k–periodic sequence (u+ n)n≥0. Similarly, the trajectory of I(u) is the
2k–periodic sequence I(u+ n)n≥0.
I(00) I(01) I(10) I(11)
Figure 2. Visualization of the trajectory of I(00).
Lemma 5. The map fα|X is topologically conjugate to (Σ∞,+).
Proof. By Lemma 4, it is sufficient to prove that κ is a continuous bijection between X and Σ∞.
Since κ(01∞) < κ(10∞), the map κ is injective. We have to prove that κ is also surjective. Let
x ∈ X, then there is a sequence of words (u(i)) such that x ∈ I(u(i)) for every i ≥ 1. Therefore
x ∈ ⋂∞i=1 I(u(i)). Clearly, for every i ≥ j, the word u(i) begins with u(j) and I(u(i)) ⊂ I(u(j)).
Moreover, every u ∈ Σ∞ with the property that κ(u) ∈ I(u(j)) begins with u(j).
Intervals I(u(i)) are compact and their diameters converge to zero, therefore their intersection
is a singleton. Consider u ∈ Σ∞ with the property that uk1 = u(k) for every k > 0. It follows that
κ(u) ∈ I(u(i)) for every i and κ(u) = x.
It remains to show that κ is continuous, i.e. for every x ∈ X and for every neighbourhood Ux of
x there is a neighbourhood Vx of u = κ
−1(x) such that κ(Vx) ⊂ Ux. The basis for the topology on
Σ∞ is formed with sets B(w, k) = {v ∈ Σ∞ | vk1 = wk1}. Obviously, κ(B(w, k)) ⊂ I(wk1 ). Since Ux
is open, there is k > 0 satisfying I(uk1) ⊂ Ux. Then κ(B(u, k)) ⊂ I(uk1). 
Let u, v ∈ Σk. We say that I(u) and I(v) are r–close if %(u, v) ≤ r. Analogously, I(u) and I(v)
are r–distant if %(u, v) > r.
Let the matrix M = (mi,j) of the size n × m be given. Let β ∈ {1, 2, . . . , n}n′ , respectively
δ ∈ {1, 2, . . . ,m}m′ , where n′,m′ ≥ 1. Denote by β[i], respectively that of δ by δ[i], an ith element
of β. Then M [β, δ] = (m′i′,j′) is a matrix of the size n
′ ×m′ with m′i′,j′ = mi,j where i = β[i′] and
j = δ[j′]. If β = (i) and if δ = (j), then M [β, δ] = M [i, j] = mi,j .
Definition 6. Let fα,k and 1 ≤ ` ≤ ∞ be given. The matrix Dk,α,`(r) of the size 2k × 2k is called
the `–distance matrix where:
• Dk,α,`(r)[γ(u), γ(v)] = 1 if %α` (u, v) ≤ r and
• Dk,α,`(r)[γ(u), γ(v)] = 0 otherwise,
for every u, v ∈ Σk. Instead of Dk,α,`, we write Dk,α if ` = 1.
By (9), the operation + defines iterations of intervals under f and fk. Let u,w ∈ Σk. We show
that
γ(u⊕ n) = γ(u) + n, γ(w 	m) = γ(w)−m,(10)
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for every 0 ≤ n ≤ 2k − γ(u) and 0 ≤ m < γ(w). This means that operations ⊕,	 define moves of
intervals I(v) on Xk. That is, e.g. for 0
k < u < 1k the interval I(u ⊕ 1) lies to the right of I(u),
respectively I(u	 1) lies to the left of I(u).
For n = 0 and m = 0, the statements hold trivially. Suppose that u < 1k, then there is 0 ≤ k′ < k
such that u = v(k−k
′−1)01k
′
. Then u⊕ 1 = v(k−k′−1)10k′ and γ(u⊕ 1) = γ(u) + 1. Let u⊕ n′ < 1k
and assume that γ(u⊕ n′) = γ(u) + n′. We thus have
γ(u⊕ n′ ⊕ 1) = γ((u⊕ n′)⊕ 1) = γ(u⊕ n′) + 1 = γ(u) + n′ + 1.
Hence, γ(u ⊕ n) − γ(v ⊕ n) = γ(u) − γ(v). Let v ∈ Σk be such that v ⊕m = w, i.e. v = w 	m.
Therefore γ(w) = γ(v ⊕m) = γ(v) +m and γ(w 	m) = γ(w)−m.
3. Distance matrix and properties of fα
The purpose of this section is to introduce patterns contained in distance matrices and also to
describe the behaviour of word trajectories.
Lemma 7. Let k > h ≥ 0 be given and u, v ∈ Σk are such that uh1 = vh1 and uh+1 6= vh+1. Then
for all x ∈ I(u), y ∈ I(v),
(1− 2α)αh < (dE)f∞(x, y) < αh.
If u = 0hukh+1 and v = 0
hvkh+1, then (dE)
f
` (x, y) = dE(x, y) for ` < 2
h.
Proof. Note that the (Euclidean) length of I(w) with w ∈ Σh is αh. Since words have the first h
coordinates equal, there is w ∈ Σh such that x, y ∈ I(w), hence their distance is at most the length
of this interval. The (h + 1)st coordinates are distinct and therefore their distance has to be at
least the length of the gap between intervals I(w0) and I(w1).
The interval I(w) is 2h periodic, and I(w0) and I(w1) are 2h+1 periodic. Therefore fn(x), fn(y) ∈
I(w + n). Without loss of generality, fn(x) ∈ I(w0 + n) 6= I(w1 + n) 3 fn(y) for every n.
If u = 0hukh+1 and v = 0
hvkh+1, then I(u), I(v) ⊂ I(0h). Since I(0h+2h) = I(0h), it follows that,
by Lemma 3, I(0h + n) 6= I(1h) for n < 2h. Since the slope of f is one on each such I(0h + n),
the maps f, f2, . . . , f2
h−1 are isometries restricted to I(0h). By definition of (dE)`, the proof is
complete. 
Each point in [0, 1] is either eventually periodic under fα or belongs to Xk for every k > 0,
after a finite number of iterations. No (eventually) periodic points form a scrambled set. From the
previous lemma, no distinct points from X form a scrambled set either. Now, let one point be from
X and the other be an eventually periodic point y. In this case there is k > 0 such that the orbit of
y does not intersect Xk. Thus, it has positive distance from this set. The orbit of each point from
X lies in X ⊂ Xk, hence the pair under consideration is not a Li-York pair. Therefore Lemma 7
provides an easy argument that no fα is Li-Yorke chaotic.
The weaker version of the following lemma was proven in [CK94]. Later we will need a more
specific version presented here.
Lemma 8. There is a unique 2k–periodic orbit under f in every set Xk \Xk+1. Moreover, if x is
one of such points, then f i(x) = f ik(x) for every i ∈ Z.
Proof. By (9), f2
k
(I(0k)) = I(0k) and f i(I(0k)) 6= I(0k) for every k ≥ 0 and 0 < i < 2k. Thus,
by Brouwer fixed-point theorem, in I(0k) there exists a periodic point under f2
k
with the smallest
period 2k. Since f2
k
(I(0k+1)) = I(0k1) 6= I(0k+1), the point lies in I(0k) ∩ (Xk \Xk+1).
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Suppose that there are two disjoint periodic orbits in Xk \Xk+1. Let x, y ∈ I(0k)∩ (Xk \Xk+1)
belong to these. From the previous lemma, (dE)`(x, y) = dE(x, y) for ` < 2
k. Since x, y ∈ Xk\Xk+1
are periodic and both Xk, Xk+1 are f–invariant, f
m(x), fm(y) ∈ Xk \Xk+1 for every m ∈ Z. Put
J = I(1k)∩ (Xk \Xk+1). Then f2k−1(x), f2k−1(y) ∈ J and the function f |J is linear with the slope
less than −1. Thus, dE(f2k(x), f2k(y)) > dE(x, y), contrary to the periodicity of points.
Since fn(x) ∈ I(0k + n) 6= I(0k) for 0 ≤ n < 2k and since the definition of fk, it follows that
fn(x) = fnk (x). The period of x is 2
k, therefore it is sufficient to show that x = f2
k
k (x). For each
u ∈ Σk, the map fk|I(u) is linear with slope 1 and f2
k
k (I(u)) = I(u). Therefore, every f
2k
k restricted
to Xk is an identity. 
The previous lemma could be proven slightly more elegantly using the graph of the map fα. It
follows from the graphically obvious fact that there is a unique fixed point and the fact that the
graph of fα|[1−α,1] is the smaller copy of fα. More precisely, the map fα|[0,α] is linear with the slope
of the line equal to one and maps onto [1 − α, 1]. Hence f2α
∣∣
[1−α,1] is conjugate to fα. Therefore
the number of fixed points is the same in both the cases. The second part of the lemma would
be proven similarly. However, we chose more algebraic way to prove the lemma to keep the paper
more consistent.
Since X0 = [0, 1] and the set X =
⋂∞
k=0Xk contains no periodic points, it can be seen, that if x
is f–periodic point of the period 2k, then x ∈ Xk \Xk+1 and in [0, 1] are no f–periodic points of
other period than 2k, k ≥ 0. Thus, each fα is indeed of 2∞ type.
Corollary 9. The set of periods for f is {2k | k ≥ 0}. If x is of the period 2k, then x ∈ Xk \Xk+1.
The point 0 is not f–periodic but it is fk–periodic for every k ≥ 0. In fact, left points of intervals
I(u), u ∈ Σk, form the orbit Orbfk(0). We conclude that analysis of distances of trajectories of
words is the same as that of the recurrence of fk–trajectories of 0.
Lemma 10. Let h, k > 0 and u, v ∈ Σk+h+2 satisfy uh1 = vh1 and uh+1 6= vh+1. If n ≥ 0 is such
that
u+ n = 0k+h+2, v + n = 0h11w or u+ n = 0h11w, u+ n = 0k+h+2
for some w ∈ Σk, then
%∞(u, v) = %(0k+h+2, 0k11w).
Such an n always exists and is unique up to the period 2k+h+2.
Proof. Without loss of generality, we can assume that u = uh10uh+2u
(k) and v = uh11vh+2v
(k). Let
0 ≤ n,m < 2k+h+2 be such that n · 10k+h+1 = −u and m · 10k−1 = −v. Assume that uh+2 6= vh+2.
We thus have u+ (−u) = 0k+h+2 and v + (−u) = 0h1w where w = vh+2v(k) + (−uh+2u(k)). Since
the first coordinates of a word and its inverse are identical and, by assumption, uh+2 6= vh+2, it
follows that w1 = 1 and n is the desired iteration. It can be shown similarly that m does not satisfy
our assumptions. If uh+2 = vh+2, then n does not meet assumptions, but m does it so. In this
case, m is the desired iteration. The inverse element is unique in a group, therefore n,m < 2k+h+2
are unique as well.
It remains to show that the distance is maximal. From Lemma 3, the words u, v are 2k+h+2
periodic, therefore, without loss of generality, we can assume that u = 0h11a, a ∈ Σk, and v =
0k+h+2. From Lemma 7, the distance changes only after m·2h iterations where m ≥ 1, i.e. iterations
u+n and v+n are such that n·10k+h+1 = 0hb10b20b where b = bk1 ∈ Σk. Let a = ak1 ∈ Σk. The distance
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%(0k+h+2, 0h11a) is at least αh−αh+2. We have to show that %(0k+h+2+0hb10b20b, 0h11a+0hb10b20b) ≤
αh − αh+2 for every b10b20b ∈ Σk+2.
There are four possibilities for b10, b
2
0. For a better visualization of iterations, see Figure 2.
• b10 = 1, b20 ∈ {0, 1}. In these cases, the maximal distance is αh − αh+2 − αh+1(1 − 2α) <
αh − αh+2.
• b10 = 0, b20 = 1. The maximal distance of points in such intervals is αh(1 − 2α) + 2αh+2 <
αh − αh+2.
• b10 = b00 = 0. This is the only option where it is not that easy to see that the distance cannot
increase. This iteration is such that I(0k+h+2) maps into I(0k+h+2 + 0h+2b) = I(0h+2b), so
does I(0h11a) into I(0h11w + 0h+2b) = I(0h11c1c2 . . . ck), where cis satisfy
a1 + b1 + q0 = c1 + q1
a2 + b2 + q1 = c2 + q2
· · ·
ak + bk + qk−1 = ck + qk,
(11)
where q0 = 0 and qi is 0 if ai + bi + qi−1 ≤ 1, otherwise qi = 1. The number ci ∈ {0, 1} is
congruent to ai + bi + qi−1 modulo 2.
The distance of left points of resulting intervals is αh(1− α)(1 + α+ (c1 − b1)α2 + . . .+
(ck − bk)αk+1); the distance of initial left points is αh(1−α)(1 +α+ a1α2 + . . .+ akαk+1).
a) For all i : ci − bi = ai, the distance is the same.
b) There is n ≥ 1 such that for all i < n : ci − bi = ai and cn − bn < an. Therefore
an − (cn − bn) ≥ 1 and
(cn − bn)+(cn+1 − bn+1)α+ . . .+ (ck − bk)αk−n ≤
≤ (cn − bn) + α+ . . .+ αk−n < (cn − bn) + 1 ≤ an ≤
≤ an + an+1α+ . . .+ akαk−n.
c) There is n ≥ 1 such that for all i < n : ci − bi = ai and cn − bn > an. Therefore
cn − bn = 1, an = bn = 0, qn−1 = cn = 1 and n ≥ 2. Moreover, for i < n : ci =
max{ai, bi} and ai · bi = 0. Thus, qi = 0 for all i < n, contrary to qn−1 = 1.
The proof is finished, since no other case can occur. 
From the previous lemma, whole trajectories of intervals I(u) and I(v) are r–close if and only if
corresponding intervals I(0k+h+2) and I(0h11w) are r–close.
Corollary 11. Let h ≥ 0 be such that αh+1 < r ≤ αh and k ≥ h+ 2. Let u ∈ Σk−h−2 be such that
%(0k, 0h11u) ≤ r and %(0k, 0h′11v) > r for every h′ ≤ h and v ∈ Σk−h′−2 satisfying 0h11u < 0h′11v.
Then there are exactly 2k(2γ(0h11u)− 2k−h) pairs u′, v′ ∈ Σk with %∞(u′, v′) ≤ r.
The next lemma shows that if the approximation fk of f gets better, the ratio of pairs of words
u, v such that %(u, v) ≤ r and %∞(u, v) > r to all pairs of words of the corresponding length cannot
get much smaller. In fact, if such ratio for an approximation fk is c/2
2k, the ratio for some better
approximation has to be at least c/22k+1.
Lemma 12. Let k ≥ 1 and u, v ∈ Σk be the words satisfying %(u, v) ≤ r. Then for every m > 0
there is at least 2m−1(1 + 2m) pairs of words uˆ, vˆ ∈ Σm such that %(uuˆ, vvˆ) ≤ r. In addition, if
%∞(u, v) > r, then for all m ≥ 0 and uˆ, vˆ ∈ Σm the distance %∞(uuˆ, vvˆ) > r.
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Proof. Without loss of generality, we may assume that u < v. Then %(u, v) = κ(v)−κ(u). From (5),
we have uuˆ < vvˆ for every uˆ, vˆ ∈ Σm and therefore
%(uuˆ, vvˆ) = κ(vvˆ)− κ(uuˆ) = κ(v)− κ(u) + αk · (κ(vˆ)− κ(uˆ)) =
= %(u, v) + αk(κ(vˆ)− κ(uˆ)).
Clearly, there are γ(uˆ) words vˆ with the property that vˆ ≤ uˆ. Then, by (5), κ(vˆ) ≤ κ(uˆ) and, from
the identity above, %(uuˆ, vvˆ) ≤ %(u, v) ≤ r. Therefore there are at least∑uˆ∈Σm γ(uˆ) = 2m−1(1+2m)
pairs of words from Σm which satisfy %(uuˆ, vvˆ) ≤ r.
From Lemma 10, the distance %∞(u, v) = %(0k, 0h11w) where h ≥ 0 is such that uh1 = vh1
and uh+1 6= vh+1 and w is a word of the length k − h − 2. Without loss of generality, assume
that u + n = 0k and v + n = 0h11w, i.e. v + (−u) = 0h11w. Then uuˆ + (−uuˆ) = 0k+m and
vvˆ+ (−uuˆ) = 0h11wwˆ where wˆ ∈ Σm. Since %(0k+m, 0h11w0m) = %(0k, 0h11w) > r, it follows that
%(0k+m, 0h11wwˆ) > r for every wˆ ∈ Σm. 
The next lemma shows that if α > 1/3, then the pairs of words from the previous lemma always
exist. Informally put, there are pairs of intervals which are r–close, but after a finite number of
iterations they are r–distant.
Lemma 13. Let 1/3 < α < 1/2 and r < 1. Then there are k > 0 and u, v ∈ Σk such that
%(u, v) ≤ r and %∞(u, v) > r.
Proof. Let h ≥ 0 be such that αh+1 < r ≤ αh. If r < αh, let k > 0 satisfy
αh(1− 2α) + αk ≤ r < αh − αk,
i.e. let intervals I(0h+11k−h−1) and I(0h10k−h−1) be r–close, and I(0k) and I(0h1k−h) be r–distant.
If r = αh, then from assumption, h > 0. In this case, let k satisfy
αh−1(1− 2α) + αk ≤ αh,
i.e. let intervals I(0h1k−h) and I(0h−110k−h) be r–close.
First, assume that r < αh − αk, i.e. intervals I(0k) and I(0h1k−h) are r–distant. Consider
u = 0h+11k−h−1 and v = 0h10k−h−1. From assumptions, %(u, v) = αh(1 − 2α) + αk ≤ r. Let
w ∈ Σk−h−2 be such that %∞(u, v) = %(0k, 0h11w). If %(0k, 0h11w) > r, then the desired pair of
words exists. Otherwise, set u = 0k. Thus
%(u, v) = %(0k, 0h10k−h−1) ≤ %(0k, 0h11w) ≤ r.
Let n be such that n · 10k−1 = 0h1k−h, then u + n = 0h1k−h and v + n = 0k. Thus, %∞(u, v) =
%(0k, 0h1k−h) > r.
Let r = αh. Put u = 0h1k−h and v = 0h−110k−h. Then %(u, v) = αh−1(1 − 2α) + αk ≤ r. For
all w ∈ Σk−h−1 we have %(0k, 0h−111w) ≥ αh−1 − αh+1 > αh = r. Therefore, from Lemma 10, it
is true that %∞(u, v) > r, and u, v are those desired words. 
Let i ≥ 1 and j ≥ 0,m ≥ 0 be such that i = 2j · (2m + 1). Then we call the sequence (ai)i∈N,
given by ai = (1/α)
j , the gap sequence.
Let u ∈ Σk and u 6= 1k. Denote the gap between intervals I(u) and I(u⊕ 1), that is the distance
between the right point of I(u) and the left point of I(u⊕1), by bγ(u)|k. Since I(v) = [κ(v), κ(v)+αk]
for each v ∈ Σh, the gap between I(u0) and I(u1) is αk(1 − 2α). The original gap between I(u)
and I(u ⊕ 1) is a new gap between I(u1) and I((u ⊕ 1)0). Therefore bγ(u1)|k+1 = bγ(u)|k and
bγ(u0)|k+1 = αk(1− 2α). We have γ(u1) = 2 · γ(u) and γ(u0) = γ(u1)− 1.
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If γ(v(k)) is odd, the gap bγ(v(k))|k = αk−1(1 − 2α) = αk−1−0(1 − 2α). If v(k) = v(k−1)1 and if
γ(vk−11 ) is odd, then bγ(v(k))|k = bv(k−1)|k−1 = α
k−2(1− 2α) = αk−1−1(1− 2α). Similarly, if v(k) =
v(k
′)1k−k
′
where γ(v(k
′)) is odd, then bγ(v(k))|k = bv(k′)|k′ = α
k′−1(1− 2α) = αk−1−(k−k′)(1− 2α).
Since u 6= 1k, there exists k′ ≥ 0 such that u = v(k−k′−1)01k′ . By an easy computation,
γ(u) = 2k
′
+n ·2k′+1 where n ≥ 0 depends only on v(k−k′−1). The number γ(v(k−k′−1)0) = 1 +n ·2
is odd regardless of v(k−k
′−1). Therefore aγ(u) = α−k
′
and
bγ(u)|k = bγ(v(k−k′−1)01k′ )|k = bv(k−k′−1)0|k−k′ = α
k−1−k′(1− 2α) =
= aγ(u) · αk−1(1− 2α).
It follows that for u, v ∈ Σk where u ≤ v,
(12) %(u, v) = (γ(v)− γ(u)) · αk + αk−1 · (1− 2α) ·
γ(v)−1∑
i=γ(u)
ai.
Let (ai) be a gap sequence. Fix m > 0, 1 ≤ s < 2m and h ≥ 0. Let s = 2j(2i + 1) for some
i, j ≤ 0. Since 2m > 2j(2i+ 1), we know that 2m−j ≥ 2i+ 2. Thus 2m−j−1 − i− 1 ≥ 0 and
h2m + s = 2j(2 · (h2m−j−1 + i) + 1),
h2m − s = 2j(2 · (h2m−j−1 − i− 1) + 1).
Therefore
as = ah·2m±s.
Note that for all m′ > m > 0 and h′ > 0 there is h > 0 such that h′ · 2m′ = h · 2m, hence
as = ah1·2m+h2·2m+1+h3·2m+2+...+hj ·2m+j−1±s
for all j ≥ 1 and h1, h2, . . . , hj ≥ 0.
Put A(m,n) =
∑m+n−1
i=m ai where (ai) is a gap sequence. The following lemma states that
the sum of the first n elements of gap sequence, i.e. A(1, n), is the smallest among all sums of n
successive elements.
Lemma 14. Let (ai) be a gap sequence. Then for n, s > 0,
A(1, n) ≤ A(s, n).
Proof. For every α, the ratio 1/α > 1. Hence a2k > a2l for every k > l.
Let n = 2j(2m′ + 1). First, consider m′ = 0, i.e. n = 2j for some j ≥ 0. If j = 0, the statement
holds trivially, therefore assume that j ≥ 1. Then for some m ≥ 0 and h < 2j ,
A(s, 2j) = A(2m − h, 2j).
Let m be the maximal such integer. For every j, we have a2j+k1·2j+1 = a2j , a2j+1+k2·2j+2 =
a2j+1 , . . . , a2j+t−1+kt·2j+t = a2j+t−1 , . . . where ki ≥ 0. Hence ak·2j ≥ a2j for all k ≥ 1. Then
for every s > 0, there is 0 ≤ k′ < 2j with the property that as+k′ = ak·2j ≥ a2j for some k ≥ 1.
From that, 2j ≤ 2m.
From previous Lemma, a2m−i = a2m+2j−i for every i ≤ h. Put
∑l
i=k ai = 0 for every k > l.
From that,
A(2m − h, 2j) = A(2m − h, h) +A(2m, 2j − h) = A(2m, 2j − h) +A(2m + 2j − h, h) =
= A(2m, 2j) = a2m +A(1, 2
j − 1).
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It follows from the above that a2m ≥ a2j and A(2m − h, 2j) ≥ A(1, 2j).
Let m > 0 and j ≥ 0. There are unique integers 0 ≤ j = j1 < j2 < . . . < jk, k ≥ 2 satisfying
n = 2jk + 2jk−1 + . . .+ 2j1 . Finally,
A(s, n) = A(s, 2jk) +A(s+ 2jk , 2jk−1) + . . .+A(s+ 2jk + 2jk−1 + . . .+ 2j2 , n) ≥
≥ A(1, 2jk) +A(1, 2jk−1) + . . .+A(1, 2ji) =
= A(1, 2jk) +A(2jk + 1, 2jk−1) + . . .+A(2jk + 2jk−1 + . . .+ 2j2 + 1, 2j1) =
= A(1, n).
The lemma has now been proved. 
From the previous lemma, we know which sums of parts of gap sequence are the smallest ones.
The next lemma shows that the sum of short enough part of gap sequence, beginning with some
power of two, is the biggest among all sums of equally long parts of sequence containing some
multiple of this power.
Lemma 15. Let (ai) be a gap sequence. Let m ≥ 0, s > m, t ≥ 0, 2m < n ≤ 2s and 0 ≤ h < 2m,
then
A(2m, n− 2m) ≥ A(2m + t · 2s − h, n− 2m).
Proof. By (3), a2m+t·2s−q1 = a2m−q1 and at·2s+q2 = aq2 for every 0 ≤ q1 < 2m and 0 < q2 < 2s.
From assumptions, 1 ≤ n− h− 1 < 2s. Therefore
A(2m + t · 2s − h, n− 2m) = A(2m − h, n− 2m).
Hence, we can conclude that t = 0.
If h = 0, the proof is complete. Assume that h > 0, then
A(2m, n− 2m) = A(2m, n− 2m − h) +A(n− h, h) and
A(2m − h, n− 2m) = A(2m − h, h) +A(2m, n− 2m − h).
It remains to show that A(2m − h, h) ≤ A(n − h, h). Since 0 < h < 2m, the first sum is equal to
A(1, h). Applying Lemma 14 we complete the proof. 
For i > 1, denote by si an integer satisfying 2
si < i ≤ 2si+1. We say that the zero-one matrix M
of dimension 2k × 2k contains
• pattern A0 if M [i, j] = 0 implies
M [i+ n, j] = M [i, j +m] = 0
for n ≤ 2k − i,m ≤ 2k − j;
• pattern A1 if M [i, j] = 1 implies
M [i− n, j] = M [i, j −m] = 1
for n ≤ i− j,m ≤ j − i;
• pattern B0 if M [1, j] = 0 implies
M [1 + n, j + n] = 0
for all n ≤ 2k − j;
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• pattern B1 if M [1, j] = 1 implies
M [1 + h2sj+1, j + h2sj+1] = M [1 + (h+ 1)2sj+1 − j, (h+ 1)2sj+1] = 1
for all 0 ≤ h < 2k−sj−1.
• pattern C0 if M [2m, j] = 0 implies
M [2m + h2sj+1, j + h2sj+1] = M [1 + (h+ 1)2sj+1 − j, 1 + (h+ 1)2sj+1 − 2m] = 0
for all 0 ≤ m ≤ sj , 0 ≤ h < 2k−sj−1;
• pattern C1 if M [2m, j] = 1 implies
M [2m + h · 2sj+1 − n, j + h · 2sj+1 − n] = 1
for all 0 ≤ m ≤ sj , 0 ≤ h < 2k−sj−1, n < min{2m, j − 2sj}.
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Figure 3. Bigger white dots, respectively black ones, represent the initial value
for patterns, so do smaller dots as consequent values. From the left to the right,
we display:
• patterns A0, B0, C0 in the first row,
• patterns A1, B1, C1 in the second row.
The next lemma shows that a distance matrix contains all the patterns. Their importance is
accentuated because of radical simplifying an estimate of the ratio of r–close pairs of intervals to
all interval pairs.
Lemma 16. The distance matrix Dk(r) for each k > 0 contains the patterns A0, A1, B0, B1, C0,
C1.
Proof. The patterns A0 and A1 follow from the definition of distance matrix and the geometry of
I(u) with u ∈ Σk on [0, 1]. Choose u ∈ Σk and let s = sγ(u), 1 ≤ m < k be as in the definition of
patterns. For the patterns C0, C1, assume that γ(u) ≥ 2m. Then:
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(B0) A(n+ 1, γ(u)− 1) ≥ A(1, γ(u)− 1). It is always true by Lemma 14.
(B1) A(n2
s+1 + 1, γ(u)− 1) = A((n+ 1)2s+1 + 1− γ(u), γ(u)− 1) = A(1, γ(u)− 1). That follows
from (3) since γ(u)− 1 < 2s+1.
(C0) A(2
m+h2s+1, γ(u)−2m) = A((h+ 1)2s+1−γ(u) + 1, γ(u)−2m) = A(2m, γ(u)−2m). This
case is analogous to the previous one.
(C1) A(2
m + h2s+1 − n, γ(u) − 2m) ≤ A(2m, γ(u) − 2m). Since 2m ≤ 2s < γ(u) ≤ 2s+1 and
n < 2m, the inequality follows from Lemma 15 where n′ = γ(u), s′ = s+ 1 and h′ = n.
From (10), we have γ(u⊕ n)− γ(v ⊕ n) = γ(u)− γ(v). Therefore
γ(0k−s−11s+1⊕n · 2s+1)− γ(0k−s−210s+1 	 γ(u)⊕ n · 2s+1) =
= 2s+1 + n · 2s+1 − (2s+1 + 1− γ(u) + n · 2s+1) = γ(u)− 1 =
= γ(u)− γ(0k),
and
γ(0k−s−11s+1 	 2m ⊕ 1⊕ h · 2s+1)− γ(0k−s−11s+1 	 γ(u)⊕ 1⊕ h · 2s+1) =
= 2s+1 − 2m + 1 + h · 2s+1 − (2s+1 − γ(u) + 1 + h · 2s+1) = γ(u)− 2m =
= γ(u)− γ(0k−m1m).
Using definitions of patterns together with (12) we proved the lemma. 
4. Correlation integrals and asymptotic determinisms of maps fα and fα,k
Let 1 ≤ ` ≤ ∞ and k > 0 be given. Then sup{|fk′(x) − f(x)| | x ∈ [0, 1]} ≤ αk for all
k′ ≥ k. By Definition 2 and the definition of intervals (8), f i(I(u)) = f ik(I(u)) = f ik′(I(u)) for every
u ∈ Σk, i ≥ 0, and k′ ≥ k. Fix x ∈ Xk, then %(f i(x), f ik′(x)) ≤ αk for all k′ ≥ k and i ≥ 0. If
%(f i(x), f j(x)) ≤ r where i, j ≥ 0, then we have
%(f ik′(x), f
j
k′(x)) ≤ %(f ik′(x), f i(x)) + %(f i(x), f j(x)) + %(f j(x), f jk′(x)) ≤ r + 2 · αk
for every k′ ≥ k. Similarly, %(f ik′(x), f jk′(x)) ≤ r − 2 · αk implies %(f i(x), f j(x)) ≤ r. From the
definition of %`,
%
fk′
` (f
i
k′(x), f
j
k′(x)) ≤ r − 2 · αk ⇒ %f` (f i(x), f j(x)) ≤ r
%f` (f
i(x), f j(x)) ≤ r ⇒ %fk′` (f ik′(x), f jk′(x)) > r + 2 · αk.
Then, by (1), for all n > 0, k′ ≥ k, and x ∈ Xk,
(13) C
fk′
` (x, n, r − 2 · αk) ≤ Cf` (x, n, r) ≤ Cfk′` (x, n, r + 2 · αk).
Lemma 17. Let (M,%) be a metric space and g a map on M . Suppose that x is a periodic point
with the period p. Then limn→∞C
g
` (x, n, r) exists and is equal to C
g
` (x, p, r) = µx × µx{(x, y) ∈
M2 | %`(x, y) ≤ r} where µx is a uniform measure with the support on the orbit of x.
Proof. By assumptions, %`(g
i(x), gj(x)) = %`(g
i+m1·p(x), gj+m2·p(x)) for every i, j ≥ 0 andm1,m2 ≥
0. Every n ∈ N can be uniquely written as n = mn ·p+qn where mn ≥ 0 and 0 ≤ qn < p. It follows
that
card{(i, j) | 0 ≤ i, j < n, %`(gi(x), gj(x)) ≤ r} =
= m2n card{(i, j) | 0 ≤ i, j < p, %`(gi(x), gj(x)) ≤ r}+
+ card{(i, j) | 0 ≤ i, j < n,max{i, j} > mn · p, %`(gi(x), gj(x)) ≤ r}.
CORRELATION INTEGRAL AND DETERMINISM FOR A FAMILY OF 2∞ MAPS 15
Thus
(mnp)
2 · Cg` (x, p, r) ≤ (mn · p+ qn)2 · Cg` (x, n, r) ≤ (mnp)2 · Cg` (x, p, r) + 2nqn − q2n.
The first statement follows after multiplying the inequality by 1/n2.
Since µx is uniform, and non-zero only on the orbit of x, we have
µx × µx{(x, y) ∈M2 | %`(x, y) ≤ r} = 1
p2
card{(x, y) ∈ Orb2g(x) | %`(x, y) ≤ r}
which is the same as Cg` (x, p, r). 
Each fk is periodic on Xk, hence limn→∞ C
fk
` (x, n, r) exists for every x ∈ Xk and is equal to
Cfk` (x, 2
k, r). Left points of intervals I(u), here being u ∈ Σk, form the orbit Orbfk(0). Using the
distance matrix Dk,`(r) by the previous lemma we can compute the `–correlation sum for x = 0.
Lemma 18. Let g be a continuous map on a metric space (M,%). Let x ∈ M be periodic under
g. Then there is r0 > 0 such that for every r < r0, n > 0 and every 1 ≤ ` ≤ ∞ the determinism
DETg` (x, n, r) equals 1.
Proof. Suppose that p is the period of x. Set r0 = min{%(f i(x), f j(x)) | 0 ≤ i, j < p}. Thus for
every 0 < r < r0, if %`(f
i(x), f j(x)) ≤ r, we have j = q · p+ i for some q ≥ 0.
The statement follows from the definition of determinism. 
Let (M,%) be a metric space and g : M → M be a continuous map. Recall that we say that a
measure ν is g–ergodic if every subset A ⊂ M with the property g−1(A) = A satisfies ν(A) = 0 or
ν(M \A) = 0. In addition, let ν be a probability measure, that is ν(M) = 1.
The `–correlation integral is defined by
(14) cg` (ν, r) = ν × ν{(x, y) ∈M ×M | %`(x, y) ≤ r}
and the `–asymptotic determinism is defined by
(15) detg` (ν, r) =
` · cg` (ν, r)− (`− 1) · cg`+1(ν, r)
cg1(ν, r)
and especially detg∞(ν, r) =
cg∞(ν, r)
cg1(ν, r)
.
The `–correlation integral has originally been defined in [GP83] as the limit of (Cg` (x, i, r))i where
x ∈M . Definitions above follow from the results in [Pes93] and [PT95] and from Lemma 1. Later,
ergodic measures will be fixed, therefore we can leave them from notation and write cg` (r) instead
of cg` (ν, r). Similarly for determinisms.
Define
µα,k(A) = 1/2
k · card{Orbfα,k(0) ∩A}
for a subset A ⊂ [0, 1]. The set function µα,k is a measure. Similarly, set µα to be a unique
ergodic measure on [0, 1] with the support on the set Xα, i.e. µα(Iα(u
(k))) = 1/2k for all k > 0 and
u(k) ∈ Σk, and the measure of a measurable B ⊂ [0, 1] \Xα is zero.
Lemma 19. Let k ≥ 1, h ≥ 0 and r ∈ (αh+1, αh] be given. Suppose that um ∈ Σk+h where
1 ≤ m ≤ h + 1 satisfy 2k−1 < γ(u1) ≤ 2k and 2k+m−2 ≤ γ(um) < 2k+m−1 for m > 1. Set
j1 = 2
k−γ(u1) and jm = γ(um)−2k+m−2 for 2 ≤ m ≤ h+ 1. Assume that the pair of I(0k+h) and
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I(u1) is r–close, and I(0
k+h) and I(u1⊕1) are r–distant. Similarly, require that I(0h−m+21k+m−2)
and I(um) are r–close, and I(0
h−m+21k+m−2) and I(um ⊕ 1) are r–distant. Then(
1
2k+h
)2 [
2h+1(22k−1 − j21) +
h+1∑
m=2
2h−m+1j2m
]
≤ cfk1 (r) ≤
≤
(
1
2k+h
)2 [
2h(22k − j21) +
h+1∑
m=2
2h−m+2j2m
]
.
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Figure 4. Lemma 19 for k = 4 and h = 1. Here u1 = 01011 and u2 = 10101.
Black dots are pairs of intervals which are r–close. Green diamonds are pairs of
intervals which are r–distant. Blue squares are pairs of intervals which may or may
not be r–close.
Proof. We can fill almost the whole upper triangle of distance matrix by using patterns A0, A1,
B0, B1, C0, C1 (Lemma 16). Since a metric is commutative, Dk+h(r)[i, j] = Dk+h[j, i]. We can
imagine all matrices being similar to the one in Figure 4 where
• black dots are given by patterns A1, B1, C1,
• green diamonds are given by patterns A0, B0, C0 and
• blue squares are in positions in the distance matrix which are not determined by the
patterns.
Then, the correlation integral is at least 1/22(k+h)× ”the number of black dots in such a figure”
and is less than or equal to 1/22(k+h)× ”the number of black dots plus blue squares”. 
Note that the length of the above-mentioned interval covering cfk` (r) need not converge to zero
with k →∞. However, there are special cases for which the interval is degenerate.
Obviously, the correlation integral as a function of radius r is non-decreasing. The next lemma
shows a similar relation between correlation integrals for the map f and its approximations fk.
Lemma 20. Let g : N → [0, 1] be a function such that g(k) ≥ αk. For all 1 ≤ ` ≤ ∞ and large
enough k,
cfk` (r − g(k)) ≤ cf` (r) ≤ cfk` (r + g(k)).
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Proof. We have to prove that
µk × µk{(x, y) | %fk` (x, y) ≤ r − g(k)} ≤ µ× µ{(x, y) | %f` (x, y) ≤ r} ≤
≤ µk × µk{(x, y) | %fk` (x, y) ≤ r + g(k)}.
Denote the left point of I(u) by xu and the right one by yu. By definitions of measures, µk ×
µk((xu, xv)) = µ×µ(I(u)×I(v)) and µk is zero on the set X0 \{(xu, xv) | u, v ∈ Σk}. It is sufficient
to show that
(xu, xv) ∈ {(x, y) | %fk` (x, y) ≤ r − αk} ⇒ I(u)× I(v) ⊂ {(x, y) | %f` (x, y) ≤ r},
I(u)× I(v) ∩ {(x, y) | %f` (x, y) ≤ r} 6= ∅ ⇒ (xu, xv) ∈ {(x, y) | %fk` (x, y) ≤ r + αk}.
The biggest distance of points from the intervals I(u) and I(v), where u ≤ v, is for xu and yv.
Since the length of an interval is αk, we have %(xu, yv) = %(xu, xv) + α
k. Similarly, points with
the smallest distance are represented by the right lower corner of I(u) × I(v), i.e. (yu, xv). Then
%(xu, xv) = %(yu, xv) + α
k. If (x, y) ∈ I(u)× I(v), we thus have
(16) %(xu, xv)− αk ≤ %(x, y) ≤ %(xu, xv) + αk.
Suppose that sup{%(f ik(xu), f ik(xv)) | 0 ≤ i < `} ≤ r − αk. Since fk × fk(x, y) and f ×
f(x, y) belong to the same square and fk × fk(xu, xv) = (xu+1, xv+1), from (16) we have that
sup{%(f i(x), f i(y)) | 0 ≤ i < `} ≤ r for every (x, y) ∈ I(u)× I(v).
Conversely, suppose that sup{%(f i(x), f i(y)) | 0 ≤ i < `} ≤ r for some (x, y) ∈ I(u)×I(v). Thus
similarly as before sup{%(f ik(xu), f ik(xv)) | 0 ≤ i < `} ≤ r + αk.
Since g(k) ≥ αk for every k and cfk` is a non-decreasing function, the proof is complete. 
Denote the smallest integer not less than x ∈ R by dxe. Let J ⊂ [0, 1] be a subinterval of length
β. Then there are at most hJ =
⌈
β/αk
⌉
+ 1 words u ∈ Σk such that I(u) ∩ J 6= ∅. Let hβ be the
maximal number of words u ∈ Σk such that I(u) ∩ J ′ 6= ∅ where J ′ ⊂ [0, 1] is an interval of length
β. Let u1 < u2 < . . . < uhβ be these words. Clearly, hβ ≤ hJ and ui = u1 ⊕ (i− 1).
Lemma 21. Let g : N → [0, 1] satisfy g(k) ≥ αk. If limi→∞ hg(i)/2i exists and is equal to zero,
then cfk` (r + g(k))− cfk` (r − g(k))→ 0 as k →∞.
Proof. In the first row of Dk(r+g(k)) there are at most 2 ·hg(k) ones that are not in the first row of
Dk(r− g(k)). Therefore, from Corollary 11, there are at most 2k · 2 · hg(k) pairs of words u, v ∈ Σk
such that r − g(k) < %∞(u, v) ≤ r + g(k). Thus
cfk∞(r + g(k))− cfk∞(r − g(k)) ≤
2 · hg(k)
2k
.
Analogously,
cfk1 (r + g(k))− cfk1 (r − g(k)) ≤
4 · hg(k)
2k
.
Now, let ` <∞. We prove this case from more geometrical point of view motivated by [MS98].
Consider a picture of the square [0, 1]2 together with 22k smaller squares I(u) × I(v) where
u, v ∈ Σk. For every u, v ∈ Σk, the measures µ×µ(I(u)×I(v)) = 1/22k = µk×µk(I(u)×I(v)). Let
the lines y = x+ r and y = x− r be drawn in the picture. Each line intersects at most two squares
in every column, that is µk × µk{(x, y) ∈ X × X | %fk1 (x, y) = r} ≤ 4/2k. The function fk maps
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the picture on the same one and therefore µk × µk{(x, y) ∈ X ×X | %fk1 (fk(x), fk(y)) = r} ≤ 4/2k.
This gives
µk × µk{(x, y) ∈ X2 | %fk2 (x, y) = r} ≤ µk × µk{(x, y) ∈ X2 | %fk1 (x, y) = r}+
+ µk × µk{(x, y) ∈ X2 | %fk1 (fk(x), fk(y)) = r} ≤ 2 ·
4
2k
.
Similarly, µk × µk{(x, y) ∈ X2 | %fk` (x, y) = r} ≤ ` · 4/2k.
By the definition of correlation integrals,
cfk` (r + g(k))− cfk` (r − g(k)) = µk × µk{(x, y) ∈ X2 | r − g(k) < %fk` (x, y) ≤ r + g(k)}.
We again consider the picture as before, but instead of lines y = x ± r, we do consider lines
y = x+ r± g(k) and y = x− r± g(k). Let k be large enough that r− g(k) > g(k)− r. The number
of squares with points lying between the lines y = x+ r + g(k) and y = x+ r − g(k), respectively
between y = x − r + g(k) and y = x − r − g(k), is at most 8 · hg(k). Therefore, similarly to the
above-mentioned case,
µk × µk{(x, y) ∈ X ×X | r − g(k) < %fk` (x, y) ≤ r + g(k)} ≤ 8 · hg(k) · `/2k.
Now, the statement is proved. 
From previous lemmas, we can use the correlation integral cfk` for approximation of the correlation
integral cf` . The choice of k depends on neither r nor α which is clear from the previous proof.
However, the choice of k > 0 satisfying |detf∞(r)− detfk∞(r)| < ε does depend on r.
Corollary 22. For every k ≥ 1 such that r > αk, the maximal errors of approximation are
|cfk1 (r)− cf1 (r)| < 8/2k
|cfk` (r)− cf` (r)| < 16 · `/2k
|cfk∞(r)− cf∞(r)| < 4/2k,
where 1 < ` <∞. If r ∈ (αh+1, αh] where h ≥ 0, then∣∣∣detfα∞ (r)− detfα,k∞ (r)∣∣∣ ≤ 242k−h−1 − 8 .
Proof. From Lemma 20, the integral cf` (r) ∈ (cfk` (r − αk), cfk` (r + αk)). Clearly, cfk` (r) belongs
into this interval, thus |cfk` (r)− cf` (r)| < cfk` (r + αk)− cfk` (r − αk). The length of each I(u) where
u ∈ Σk is αk, therefore hαk = 2. The statement about correlation integrals now follows from Proof
of Lemma 21.
By an easy computation,
• 32/(2kcfk1 (r)(2kcfk1 (r)− 8)) = −4/(2kcfk1 (r)) + 4/(2kcfk1 (r)− 8) and similarly,
• 32/(2kcfk1 (r)(2kcfk1 (r) + 8)) = 4/(2kcfk1 (r))− 4/(2kcfk1 (r)− 8).
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Therefore using the worst approximations of correlation integrals, we have
detfk∞(r)−
12
2kcfk1 (r) + 8
= detfk∞(r)−
8
2kcfk1 (r) + 8
− 4
2kcfk1 (r)
+
32
2kcfk1 (r) · (2kcfk1 (r) + 8)
≤
≤ c
fk∞(r)− 4/2k
cfk1 + 8/2
k
≤ detf∞(r) ≤
cfk∞(r) + 4/2
k
cfk1 − 8/2k
≤
≤ detfk∞(r) +
8
2kcfk1 (r)− 8
+
4
2kcfk1 (r)
+
32
2kcfk1 (r) · (2kcfk1 (r)− 8)
= detfk∞(r) +
12
2kcfk1 (r)− 8
.
Thus |detf∞(r) − detfk∞(r)| ≤ 24/(2kcfk1 (r) − 8). The integral cfk1 (r) ≥ 2−h−1 for αh+1 < r ≤ αh
which follows from %(0k, 0h1k−h) < αh+1 and from A1, B1. 
By the previous corollary, we can use the distance matrix not only for fk but for f as well. Next
theorem shows that the matrix with a small change of r cannot change much.
Theorem 23. For every 1 ≤ ` ≤ ∞, functions cf` , detf` are continuous at r, and cf` (r) =
limk→∞ c
fk
` (r) and det
f
` (r) = limk→∞ det
fk
` (r).
Proof. The latter statements follow immediately from Corollary 22.
Put ki = k0 + i− 1 with k0 > 0 such that r > αk0 . Set r2i = r + αki and r2i−1 = r − αki . Then
ri → r as i → ∞, and for all i ∈ N we have that r2i−1 < r < r2i. From Lemma 21, the difference
c
fki
` (r2i)− c
fki
` (r2i−1)→ 0 as i→∞ and from Corollary 22, cf` (r′)− cfk′` (r′)→ 0 as k′ →∞ for all
r′ > 0. Thus cf` (r2i)− cf` (r2i−1)→ 0 as i→∞ and the monotonicity of cf` completes the proof. 
Denote the set of all limit points of (Cf` (x, i, r))i by c
f
` (x, r) and the set of limit points of
(DETf` (x, i, r))i by det
f
` (x, r). If c
f
` (x, r), respectively det
f
` (x, r), is a singleton, we identify the set
with the value of its unique element. Since cf` is continuous at every r, we have c
f
` (x, r) = c
f
` (r) for
µ–a.e. x ∈ [0, 1], cf. [PT95]. We show that the limit of (Cf` (x, i, r))i exists for all x ∈ [0, 1]. First,
we will prove the convergence for x = 0.
Lemma 24. Let 1 ≤ ` ≤ ∞. Then cf` (0, r) = cf` (r).
Proof. We can use bounds (13) for every k ≥ 1 since 0 belongs to every Xk. Thus
Cfk` (0, n, r − 2 · αk) ≤ Cf` (0, n, r) ≤ Cfk` (0, n, r + 2 · αk).
The point 0 ∈ X is periodic for every fk, then from Lemma 17 and the definition of cfk` (r),
cf` (0, r) ⊂
⋂
k≥0
[
cfk` (r − 2 · αk), cfk` (r + 2 · αk)
]
.
Using Lemma 21, where g(k) = 2αk and hg(k) = 4, c
f
` (0, r) is a singleton. By Theorem 23, its value
is cf` (r). 
Denote by ePer(f) the set of eventually periodic points of the map f , i.e. if x ∈ ePer(f), then
there are i ≥ 0 and p > 0 with the property that fm·p(f i(x)) = f i(x) for every m ≥ 0. We call
such smallest p > 0 the period of x.
Let x ∈ [0, 1] be a 2k–periodic point under fk, that is x ∈ Xk. Since
• fk|I(u) is linear and its slope is 1 and
• f ik(I(u)) = I(u+ i)
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for each u ∈ Σk and i ≥ 0, it follows that f ik
∣∣
I(u)
is an isometry. Hence for every x ∈ I(0k + n)
with 0 ≤ n < 2k, 1 ≤ ` ≤ ∞ and 0 ≤ i, j <∞
(17) %`(f
i
k(x), f
j
k(x)) = %`(f
i+n
k (0), f
j+n
k (0))
Obviously, %`(f
i
k(x), f
j
k(x) ≤ r if and only if %`(f i+nk (0), f j+nk (0)) ≤ r for every r > 0.
Let µk,x be the uniform ergodic measure on Orbfk(x), consequently µk,x is positive on the fk–
orbit of x. The measure µk is uniform and positive on Orbfk(0). By (17),
µk × µk{(x, y) ∈ [0, 1]2 | %`(x, y) ≤ r} = µk,z × µk,z{(x, y) ∈ [0, 1]2 | %`(x, y) ≤ r}.(18)
Theorem 25. For all x ∈ [0, 1] and 1 ≤ ` ≤ ∞, the limits of (Cfα` (x, i, r))i and (DETfα` (x, i, r))i
exist. Moreover,
• cf` (x, r) = cf` (r) and detf` (x, r) = detf` (r) for all x /∈ ePer(f) and
• cf` (x, r) = cfk` (r) and detf` (x, r) = detfk` (r) for x ∈ ePer(f) of period 2k where k ≥ 0.
Proof. Let x ∈ ePer(f). Since the beginnings of trajectories are not important for the limits, we
can assume that x is periodic. From Lemma 8, f ik(x) = f
i(x) for i ∈ Z and from Corollary 9,
x ∈ Xk. Then the latter statement follows from (18).
Now let x /∈ ePer(f). All such points are eventually periodic for every fk. Since all of measures
µk,z on these points are zero, we can ignore the beginning of the orbit. From (18),
lim
n→∞C
fk
` (x, n, r) = limn→∞C
fk
` (0, n, r) = c
fk
` (r).(19)
The map fk is the same as f on [0, 1−αk−1+αk]. The functions are different on (1−αk−1+αk, 1].
Consider I(1k−1) ⊃ (1− αk−1 + αk, 1] which is periodic for all of f, fk−1 and fk.
If x = 1, then f(x) = 0 and limn→∞C
f
` (1, n, r) = limn→∞C
f
` (0, n, r) = c
f
` (r). Therefore we can
assume that x 6= 1. Let k > 0 be large enough that there exists h ≥ 0 such that the iterations
f i(x) /∈ I(1k−1) for 0 ≤ i ≤ h. Suppose that h is maximal such integer, i.e. fh+1(x) ∈ I(1k−1).
Then f i(x) = f ik(x) for all 0 ≤ i ≤ h, but f j(x) need not be the same as f jk(x) for j > h. For every
j ≥ 0, the points fh+j+1(x), fh+j+1k (x) ∈ f j(I(1k−1)) = f jk(I(1k−1)). From that, there is u ∈ Σk−1
such that f i(x), f ik(x) ∈ f i(I(u)) and %(f i(x), f ik(x)) ≤ αk−1 for every i > h.
Let %(f i(x), f j(x)) ≤ r. Therefore
%(f ik(x), f
j
k(x)) ≤ %(f ik(x), f i(x)) + %(f i(x), f j(x)) + %(f j(x), f jk(x)) ≤ r + 2 · αk−1.
Similarly, if %(f ik(x), f
j
k(x)) ≤ r − 2 · αk−1, then %(f i(x), f j(x)) ≤ r. From (13),
Cfk` (x, n, r − 2 · αk−1) ≤ Cf` (x, n, r) ≤ Cfk` (x, n, r + 2 · αk−1)
and from (19),
lim
n→∞C
fk
` (x, n, r − 2 · αk−1) = cfk` (r − 2 · αk−1) and
lim
n→∞C
fk
` (x, n, r + 2 · αk−1) = cfk` (r + 2 · αk−1).
Thus cf` (x, r) ⊂ [cfk` (r − 2 · αk−1), cfk` (r + 2 · αk−1)] for every large enough k.
We finish the proof by using Lemma 21 where g(k) = 2 · αk−1. In an interval J ⊂ [0, 1] of
length αk−1, there are at most three words u, u ⊕ 1, u ⊕ 2 ∈ Σk satisfying J ∩ I(v) 6= ∅ where
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v ∈ {u, u⊕ 1, u⊕ 2}. Then hg(k) = 6 for each k and clearly 6/2k → 0 as k →∞. Using Lemma 21
and Lemma 20, we then actually have⋂
k>0
[
cfk` (r − 2 · αk−1), cfk` (r + 2 · αk−1)
]
=
{
cf` (r)
}
which finishes the proof. 
The correlation integrals and asymptotic determinisms change continuously not only with respect
to r but for a fixed r these functions are continuous at every α ∈ (0, 1/2) as well.
Lemma 26. For every 1 ≤ ` ≤ ∞, the correlation integral cfα` (r) and asymptotic determinism
detfα` (r) change continuously with respect to α.
Proof. Let 1 ≤ ` ≤ ∞ and ε > 0. From the proof of Lemma 21, there is k such that |cfα,k` (r) −
c
fα,k
` (r
′)| < ε/3 for every α ∈ (0, 1/2) and r′ ∈ (r − αk, r + αk). Then from Corollary 22, |cfα` (r)−
c
fα,k
` (r)| < ε/3 for all r > 0 and 0 < α < 1/2.
Fix α and r. If there are u, v ∈ Σk such that %α(u, v) = r, choose r < r′ < r + (α/2)k to satisfy
Dk,α(r) = Dk,α(r
′) and %α(u, v) 6= r′ for every pair u, v ∈ Σk. Hence cfα,k` (r) = cfα,k` (r′).
By (12), for every u 6= v ∈ Σk there are a, b ∈ N ∪ {0} such that %α(u, v) = αk · a + αk−1 ·
(1 − 2α) · b for every α. The function gu,v : R → R, where gu,v(x) = xk · a + xk−1 · (1 − 2x) · b, is
continuous, thus there is some δu,v > 0 such that for every α
′ ∈ (α − δu,v, α + δu,v) the product
(gu,v(α) − r′) · (gu,v(α′) − r′) > 0. Set δ = min{min{δu,v | u 6= v ∈ Σk}, α/2} > 0. Then,
c
fα,k
` (r) = c
fα,k
` (r
′) = c
fα′,k
` (r
′) for every α′ ∈ (α− δ, α+ δ). The radius r′ < r+ (α/2)k < r+ (α′)k
and therefore c
fα′,k
` (r
′)− cfα′,k` (r) = cfα,k` (r)− c
fα′,k
` (r) < ε/3.
Hence for every ε > 0, α ∈ (0, 1/2) and r ∈ (0, 1), there are k > 0, δ > 0 such that for every
α′ ∈ (α− δ, α+ δ),∣∣∣cfα′` (r)− cfα` (r)∣∣∣ ≤ ∣∣∣cfα′` (r)− cfα′,k` (r)∣∣∣+ ∣∣∣cfα′,k` (r)− cfα,k` (r)∣∣∣+ ∣∣∣cfα,k` (r)− cfα` (r)∣∣∣ <
<
ε
3
+
ε
3
+
ε
3
= ε.
Thus the function cfα` (r) is for fixed `, r continuous in every α ∈ (0, 1/2). Therefore, from the
definition of asymptotic determinism, detfα` (r) is continuous as well. 
Even though all cf·` (r) are continuous, c
f·,k
` (r) are not continuous in general. Let k > 0,
α ∈ (0, 1/2) and r ∈ (0, 1) be such that for some u, v ∈ Σk the distance %α(u, v) = r. Now, let
ε < 1/22k. If
∑
1≤i,j≤2k Dk,α[i, j](r) 6=
∑
1≤i,j≤2k Dk,α′(r)[i, j], then |cfα,k1 (r)− c
fα′,k
1 (r)| > ε. The
above-mentioned function gu,v is continuous, nowhere constant and increasing for x ≥ 0. Hence
if %α(u, v) = r, then for every sufficiently small neighbourhood of α there is some α′ satisfying∑
1≤i,j≤2k Dk,α[i, j](r) 6=
∑
1≤i,j≤2k Dk,α′(r)[i, j]. Let ` ≤ ∞, and r > 0, next, let u, v ∈ Σk be
such that %α` (u, v) = r. The map gu,v,` = max{gu+i,v+i | 0 ≤ i < `} is continuous. Since gu,v is
nowhere constant for all u, v ∈ Σk, each gu,v,` is nowhere constant and increasing for x ≥ 0. Then
the proof for discontinuity of c
f·,k
` (r) follows the case ` = 1 where we use Dk,α,` instead of Dk,α.
The next lemma is very helpful for computations of lim infr→0+ det
f
` (r) and lim supr→0+ det
f
` (r)
which is the main purpose of this paper.
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Lemma 27. For each r ∈ (0, 1),
detfα∞ (α · r) ≤ detfα∞ (r).
Moreover, for r ≤ (1− 2α)/α, the equality holds.
Proof. Let u ∈ Σk be given. By an easy computation, γ(0u) = γ(u) and γ(1u) = γ(u) + 2k.
From (12), for every u, v ∈ Σk,
%(0u, 0v) = (γ(v)− γ(u)) · αk+1 + αk · (1− 2α) ·A(γ(u), γ(v)− γ(u)) = α · ρ(u, v) and
%(1u, 1v) = (γ(v)− γ(u)) · αk+1 + αk · (1− 2α) ·A(γ(u) + 2k, γ(v)− γ(u)).
By (3), we get
A(γ(u), γ(v)− γ(u)) = A(γ(u) + 2k, γ(v)− γ(u)).
Therefore
(20) %(u, v) = α%(0u, 0v) = α%(1u, 1v)
and c
fα,k+1
1 (αr) ≥ 1/2 · cfα,k1 (r).
Let Dk+1(α · r)[2k, 2k + 1] = 0, i.e. %(01k, 10k) = αk+1 + (1 + 2α) > α · r. Then, from the pattern
A0 and from (20), the distance %(wu,w
′v) with w,w′ ∈ {0, 1}, is for α · r ≤ 1 − 2α less than or
equal to α · r if and only if w = w′ and %(u, v) ≤ r.
By Lemma 11, for computing c
fα,k∞ (r) it is sufficient to study only the first row in the distance
matrix Dk(r). If 0
h11u where u ∈ Σk−h−2 is the word from the lemma for k and r, then by (20),
0h+111u is the word for k+ 1 and α · r. Thus cfα,k+1∞ (αr) = 1/2 · cfα,k∞ (r) for every r > 0 and k ≥ 1.
Therefore
detfα,k+1∞ (αr) =
c
fα,k+1∞ (αr)
c
fα,k+1
1 (αr)
≤ c
fα,k∞ (r)
c
fα,k
1 (r)
= detfα,k∞ (r),
and the equality holds if αr ≤ 1− 2α. Applying Theorem 23 we complete the proof. 
From Lemma 27, if α ≤ 1/3, it is sufficient to compute correlation integrals only for r ∈ (α, 1].
α1 α0 − α2
8
15
1
r
det
∞
f0.2
α1 α0 − α21 − 2α
1
α
(1 − 2α)
7 15
8 15
1
r
det
∞
f0.4
Figure 5. Examples of determinism as a function of r for α = 0.2 and α = 0.4.
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Define the functions det,det : (0, 1/2)→ (1/3, 1] by det(α) = lim infr→0+ detfα∞ (r) and det(α) =
lim supr→0+ det
fα∞ (r). The next theorem gives some bounds for these.
Theorem 28. The local minima of infinite determinism are located at points αh − αh+2 where
h ≥ 0. Then det(α) ∈ [1/3, 8/15] for all α. The maxima det(α) = 1 for α ≤ 1/3 and det(α) < 1
for α > 1/3. If α ≤ 1/3, the extremes are 8/15 and 1 and maxima are achieved at r = αh.
Proof. Assume that α ≤ 1/3 and r ∈ (α, 1], i.e. h = 0. Then by Lemma 27, the resulting minima
and maxima on (α, 1] will be the maxima and minima on (0, 1] as well. Moreover, if the minima
for detfα∞ is achieved at rmin ∈ (α, 1], then the minima are achieved at each αm · rmin, m ≥ 0. The
same holds for the maxima.
Let k > 0 and u ∈ Σk be such that %(0k, u) ≤ r and %(0k, u ⊕ 1) > r. Let v ∈ Σk satisfy
%(0k, v) ≤ r and either
• %(0k, v ⊕ 1) > r or
• v = 01k+1 and %(0k, 110k−2) > r.
Set j = γ(u) and j′ = γ(v). From the definition of v, if j ∈ {2k−1, 2k−1 + 2k−2 + 1, 2k−1 + 2k−2 +
2, . . . , 2k}, then j′ = j. Otherwise we have j′ = 2k−1.
From Corollary 11, if j′ = 2k−1, then the correlation integral cfk∞(r) = 1/2. If j
′ = 2k−1+2k−2+n,
1 ≤ n ≤ 2k−2, then cfk∞(r) = 1/2 + n/2k−1.
Following notation from Lemma 19, we have j1 = 2
k − j and
1
22k
[
2(22k−1 − j21)
] ≤ cfk1 (r) ≤ 122k [22k − j21] .
For the considered α, %(0k, 01k−1) ≤ α < %(01k−1, 10k−1) and %(0k, 101k−2) ≤ 1 − α + α2 <
%(021k−2, 120k−2). From the patterns A0 and A1, we thus get c
fk
1 (α) = c
fk∞(α) = c
fk∞(1−α+α2) =
1/2 and cfk1 (1− α+ α2) = 1− 2 · (2k−2)2/22k.
Similarly, %(01k−1, 1k) ≤ 1 − α < %(0k, 10k−21) and %(021k−2, 1k) ≤ 1 − α2 < %(0k, 120k−31).
From the patterns B0 and C1, we thus have c
fk
1 (1 − α) = 1 − (2k−1 − 1)2/22k, cfk∞(1 − α) = 1/2,
cfk1 (1− α2) = 1− (2k−2 − 1)2/22k and cfk∞(1− α2) = 1/2 + 1/2k−1.
For better visualization of distance matrices for these values see Figure 6.
From Lemma 21, we see that with k →∞,
cf1 (α) =
1
2 , c
f
∞(α) =
1
2 , det
f
∞(α) = 1,
cf1 (1− α) = 34 , cf∞(1− α) = 12 , detf∞(1− α) = 23 ,
cf1 (1− α+ α2) = 78 , cf∞(1− α+ α2) = 12 , detf∞(1− α+ α2) = 47 ,
cf1 (1− α2) = 1516 , cf∞(1− α2) = 12 , detf∞(1− α2) = 815 .
The determinism cannot be larger than 1, therefore we see that for 0 < α ≤ 1/3 the maximum
is at r = αh.
Since for r ∈ [α, 1−α2] the integral cf∞(r) remains the same and cf1 (r) increases, determinism is
decreasing for these r. It remains to show that detf∞(r) > 8/15 for every r ∈ (1 − α2, 1]. In these
values 0 ≤ j1 < 2k−2, cfk∞(r) = 1− 2j1/2k and cfk1 (r) ≤ 1/22k
[
22k − j21
]
. Therefore
detfk∞(r) ≥
2k+1(2k−1 − j1)
(2k − j1)(2k + j1) .
The j1–differentiation and Lemma 21 prove the case α ≤ 1/3.
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Figure 6. Visualization of the distance matrix for α ≤ 1/3 and r ∈ (α, 1]. There
are black dots for r = α, add green triangles pointed down for r = 1 − α, add
purple diamonds for r = 1− α+ α2, add blue triangles pointed up for r = 1− α2
and similarly as in the case of black dots, add red squares for r = 1. Matrices
shown here are constructed for the cases k = 3, k = 4 and k = 5.
Now, let 1/3 < α < 1/2, 0 < r ≤ 1, and k > 0 be large enough. First, we prove that
detf∞(r) ≥ 1/3. Let s ≥ 0 be such that detfα∞ (αs+1) = detfα∞ (αs), i.e. αs ≤ (1− 2α)/α. Similarly as
was noted before, by Lemma 27, the resulting maxima and minima of detfα∞ on (α
s+1, αs] is det(α)
and det(α).
Let u ∈ Σk be such that I(0k) and I(u) are r–close while I(0k) and I(u⊕1) are r–distant. From
the pattern A0, the correlation integrals c
fk
1 (r) are always less than or equal to 1 − (1 − j/2k)2 =
(2k+1j − j2)/22k where j = γ(u). We show that detfk∞(r) > 1/3.
Suppose that 2k−s−1 < j ≤ 2k−s−1 + 2k−s−2 < 2k. In this case cfk∞(r) = 22k−s−1/22k = 2−s−1
and detfk∞(r) ≥ 22k−s−1/(2k+1j− j2). Since cfk1 (r) is increasing for these j, the smallest asymptotic
determinism is for j = 2k−s−1 + 2k−s−2. In this case detfk∞(r) ≥ 2s+3/(5 · (2s+2 − 5)) > 1/3. For
2k−s−1 + 2k−s−2 < j ≤ 2k−s, the integral cfk∞(r) = (2j − 2k−s)/2k and determinism detfk∞(r) ≥
g(j) = 2k(2j−2k−s)/(2k+1j− j2). A simple j–differentiation shows that g is an increasing function
of j. For j = 2k−s−1 + 2k−s−2 + 1, the value g(j) > 1/3. Therefore detf∞(r) ≥ 1/3 for every α and
every r.
Note that j = 2k−s−1 + 2k−s−2 is obtained at r ∈ [αs−αs+1 +αs+2−αk, αs−αs+2). Obviously,
the larger r, the larger cfk1 (r). Since c
fk∞ remains the same, the asymptotic determinism in the
infinite horizon decreases for r → αs − αs+2. Similarly, j = 2k−s−1 + 2k−s−2 + 1 is obtained at
r ∈ [αs−αs+2, αs−αs+2 +αk−1−αk) and the determinism decreases for r → αs−αs+2 +αk−1−αk.
The interval (αs − αs+2 − αk, αs − αs+2 + αk−1 − αk) ⊂ (αs − αs+2 − αk−1, αs − αs+2 + αk+1)
for every k. Using Lemma 21 we finish the proof that the determinism achieves its minimum at
r = αs − αs+2 and its value is at least 1/3.
Now, let h ≥ 0 and k > 0 be as in the proof of Lemma 13, moreover let u, v ∈ Σk be the
desired words from that lemma. Then detfk∞ ≤ 1 − 1/(22k · cfk1 (r)) < 1 − 1/22k. Let m > 0.
By Lemma 12, there is at least 2m−1 · (1 + 2m) words u, v ∈ Σk+m satisfying Lemma 13. Then
detfk+m∞ (r) ≤ 1− (2m−1(1 + 2m))/(22(k+m)cfk+m∞ ) < 1− 1/22k+1. By Theorem 23, the determinism
detf∞(r) ≤ 1− 1/22k+1. 
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In the proof of the next theorem it is more convenient to use the definition of determinism via
recurrence rates.
Corollary 29 (of Theorem 25). For every x ∈ [0, 1] and 1 ≤ ` ≤ ∞, the limit of (RRf` (x, i, r))i
exists and we denote it by rrf` (x, r). Moreover, it is equal to
• ` · cf` (x, r)− (`− 1) · cf`+1(x, r) for ` <∞ and
• cf` (x, r) for ` =∞.
The asymptotic determinism detf` (x, r) equals rr
f
` (x, r)/rr
f
1 (x, r).
By Corollary 25, if x1 6= x2 ∈ X0, then detf` (x1, r) need not be the same as detf` (x2, r). By
Lemma 18, Theorem 28 and Theorem 18, for ` =∞ there are in fact such pairs of points for which
the equality does not hold. The next theorem shows that for ` <∞ such pairs may not exist.
Theorem 30. For every 0 < ` < ∞, there is r0 satisfying detf`′(x, r) = 1 for every 0 < r < r0,
0 < `′ ≤ ` and x ∈ X0.
Proof. From Corollary 29, it is sufficient to prove that for every 1 ≤ ` <∞ there is r0 > 0 with the
property that RRf` (x, n, r) = RR
f
1 (x, n, r) for every x ∈ [0, 1] and 0 < r ≤ r0. Fix ` < ∞. From
the definition of `–recurrence rate, it is clear that RRf` (x, n, r) ≤ RRf1 (x, n, r). Therefore we prove
only the opposite inequality.
Let h be such that ` ≤ 2h and r ≤ r0 < (1− 2α) · αh−1 be given.
First, consider RRf` (0, n, r) and RR
f
1 (0, n, r). If we prove their equality, recurrence rates are
equal for every x /∈ ePer(f).
Let 0 ≤ i, j < n. Suppose that dE(f i(0), f j(0)) ≤ r < (1 − 2α) · αh−1. Thus, there are u ∈ Σh
and v, w ∈ Σ∞ such that f i(0) = κ(uv) and f j(0) = κ(uw). From Lemma 7,
%k(0
hv, 0hw) = %2h(0
hv, 0hw) = %(uv, uw) = dE(f
i(0), f j(0))
for every k ≤ 2h. Hence there ism ≤ min{i, j, `−1} satisfying %`(uv−m,uw−m) = dE(f i(0), f j(0)) ≤
r. From the definition of `–recurrence rate (2), we thus get RRf1 (0, n, r) = RR
f
` (0, n, r).
Now, let x ∈ ePer(f) be of period 2k. By Corollary 9, x ∈ ePer(f)∩ (Xk \Xk+1). By Lemma 17
and Lemma 1, we can assume that n = 2k. By Lemma 8,
min{dE(f i(x), f j(x)) | 0 ≤ i 6= j < 2k} ≥ αk−1(1− 2α) + 2αk+1 > αk−1(1− 2α).
If k ≤ h, then %(f i(x), f j(x)) ≤ r implies f i(x) = f j(x). Thus, RRf` (x, n, r) = RRf1 (x, n, r).
Suppose that k > h. We can repeat the proof for x = 0, but we use the words v, w of length
k − h instead of infinitely long words. Therefore, there are u ∈ Σh and v, w ∈ Σk−h such that
f i(x) ∈ I(uv) and f j(x) ∈ I(uw) for 0 ≤ i, j < n. 
By results from this section, all of the functions
c : (0, 1/2)× [0, 1]× (0, 1]× (N ∪ {∞})→ [0, 1]
(α, x, r, `) 7→ lim
n→∞C
fα
` (x, n, r)
det : (0, 1/2)× [0, 1]× (0, 1]× (N ∪ {∞})→ [0, 1]
(α, x, r, `) 7→ lim
n→∞DET
fα
` (x, n, r)
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are well defined. None of c(·, x, r, `), c(α, ·, r, `), c(α, x, ·, `), and det(·, x, r, `), det(α, ·, r, `), det(α, x, ·, `)
is continuous in general. If r = 1, all correlation integrals and asymptotic determinisms are equal
to 1 and therefore these are continuous. Suppose that r 6= 1. If the argument is
• α, then the functions are continuous for x ∈ {0, 1};
• x, then the functions are continuous for ` <∞ and r small enough;
• r, then the functions are continuous for x /∈ ePer(fα).
Thus c(·, 0, ·, `) and det(·, 0, ·, `) are continuous functions for every l ≤ ∞ on the set (0, 1/2)× (0, 1].
By the previous theorem, it is not interesting to study functions det`(α) = lim infr→0+ det
fα
` (r)
and det`(α) = lim supr→0+ det
fα
` (r) for ` < ∞. This corresponds to the original hypothesis about
measures of predictability. We have already seen that the hypothesis is not true for ` = ∞. The
remainder of this paper will be devoted to the study of functions det and det, that is we will show
how wrong the hypothesis was.
Lemma 31. Functions det,det are continuous.
Proof. From Theorem 23 and Lemma 26, the determinism is the uniformly continuous function of
α and r at Jα×Jr where Jr ⊂ (0, 1] and Jα ⊂ (0, 1/2) are compact intervals. Thus for ε > 0 there is
δ > 0 with the property that if diam(Jr) < δ and if diam(Jα) < δ, then for (α1, r1), (α2, r2) ∈ Jα×Jr
the difference of determinisms |detfα1∞ (r1)− detfα2∞ (r2)| is less than ε.
Fix α and let h ≥ 0 be such that αh < 1/α · (1 − 2α). Choose 0 < δh < δ/2 to satisfy
(α+δ)h < 1/(α+δh)·(1−2(α+δh)) and (α+δh)h−(α−δh)h+1 < δ. Put Jr = [(α−δh)h+1, (α+δh)h]
and Jα = [α − δh, α + δh]. Let α1, α2 ∈ Jα and r1 = αh1 − αh+21 , r2 = αh2 − αh+22 ∈ Jr. Then
|r2−r1| < δ. Moreover, det(α1) = detfα1∞ (r1) and det(α2) = detfα2∞ (r2). From previous assumptions,
|det(α1)− det(α2)| < ε. Similarly, |det(α1)− det(α2)| < ε. 
Let ε > 0. From Corollary 22, choosing an even k > 0 such that for every α ∈ (0, 1/2), h = k/2
and r ∈ (αh+1, αh], we have∣∣∣detf∞(r)− detfk∞(r)∣∣∣ ≤ 242k−h−1 − 8 = 242k/2−1 − 8 < ε2 .
By an easy computation, 2−k/2+6 < ε. Let α be such that 1− 2α < αk.
Let detfk∞(r) < d+ ε/2, then∣∣∣detf∞(r)− d∣∣∣ ≤ ∣∣∣detf∞(r)− detfk∞(r)∣∣∣+ ∣∣∣detfk∞(r)− d∣∣∣ < ε2 + ε2 = ε.
Hence, for the purpose of the next corollary it is sufficient to show that
• detfk∞(r) < 1/2 + ε/2 for all small enough r and
• detfk∞(r) < 1/3 + ε/2 for some r > 0.
For α considered here, we thus get det(α) < 1/2 + ε and det(α) < 1/3 + ε.
Using (12), for every u ∈ Σk where u ≤ 01k−1, we get
%(01k−1, 01k−1 ⊕ (γ(u)− 2)) ≤ %(0k, 0k ⊕ (γ(u)− 2)) + αk < %(0k, 0k ⊕ (γ(u)− 1)).
As αh−1 < αk−1, we have %(0h1k−h, 0h1k−h ⊕ γ(u)) ≥ %(0k, 0k ⊕ γ(u)) for every u ≤ 0h1k−h.
Since A(2m1 , j) ≤ A(2m2 , j) where m1 ≤ m2 and j ≤ 2m1 , it follows that
%(01k−1, 01k−1 ⊕ γ(u)) ≥ %(021k−2, 021k−2 ⊕ γ(u)) ≥ . . . ≥
≥ %(0h1k−h, 0h1k−h ⊕ γ(u)) ≥ %(0k, 0k ⊕ γ(u))
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for every u ≤ 0h1k−h. Put j = γ(u). If %(0k, 0k ⊕ (γ(u)− 1)) ≤ r and if %(0k, 0k ⊕ γ(u)) > r, then
from patterns A0, A1, B1, C1 and Corollary 11,
cfk1 (r) ≥
1
22k
· (2k+1j + 3j − j2 − 3 · 2k − 2) ≥ 2−h−1 and cfk∞(r) ≤ 2kj22k .
Now, we want to show that detfk∞(r) < 1/2 + ε/2 for every r ∈ (αh+1, αh] (and by Lemma 27, for
all r ≤ αh). From previous inequalities, we thus want to show that
detfk∞(r) ≤
2kj
2k+1j + 3j − j2 − 3 · 2k − 2 <
1
2
+
ε
2
j2 + 3 · 2k + 2 < 3j + ε(2k+1j + 3j − j2 − 3 · 2k − 2).
From assumptions, ε > 2−k/2+6, j ≥ 2k/2−1, 2k+1j + 3j − j2 − 3 · 2k − 2 ≥ 23k/2−1, and j2 ≤ 2k.
Thus
3j + ε(2k+1j + 3j − j2 − 3 · 2k − 2) > 3 · 2k/2−1 + 2k+5 > 2k+2 + 2 > j2 + 3 · 2k + 2.
We now show that det not only goes below 1, but also can be arbitrarily close to 1/3. Let
r = αh − αh+2 − αh+1 · (1− 2α). Then,
Dk(r)[1, 2
k−h + 2k−h−2] = Dk(r)[2k−1, 2k−1 + 2k−h − 2k−h−2 − 1] = 1 and
Dk(r)[1, 2
k−h + 2k−h−2 + 1] = Dk(r)[2k−1, 2k−1 + 2k−h − 2k−h−2] = 0.
Using patterns A1, B1, C1, the correlation integral c
fk
1 (r) is greater than or equal to 1/2
2k ·[
10 · 23/2k−2 − 41 · 2k−4 + 5 · 2k/2−2]. The correlation integral in the infinite horizon cfk∞(r) is equal
to 1/22k · [23/2k−1] (Corollary 11). We now show that
detfk∞(r) ≤
8 · 23/2k
40 · 23/2k − 41 · 2k + 20 · 2k/2 <
1
3
+
ε
2
.
By an easy computation, we have to prove that
2k · (41 + 123/2ε) < 16 · 23/2k + 20 · 2k/2 + 60 · 23/2kε+ 15/2 · 2k/2ε.
Using 2−k/2+6 < ε ≤ 2/3, 82 < 27, and 60 > 25, the statement follows.
Corollary 32. For all d ∈ (1/2, 1], d ∈ (1/3, 8/15] there are α, α ∈ (0, 1/2) satisfying det(α) = d
and det(α) = d.
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