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Introduction
The logarithmic and identric means of two positive real numbers x and y with x = y are defined by The main properties of these means are given in [5] . In particular, the function r → M r (x, y) (x = y) is continuous and strictly increasing on R. As special cases, the arithmetic mean and geometric mean are A = A(x, y) = M 1 (x, y) and G = G(x, y) = M 0 (x, y) respectively. There has been many bounds for identric mean in terms of other means. Stolarsky [16] first established that L < I < A.
(1.1)
A reverse inequality of the the second one of (1.1) was given by Alzer [2] :
In [17] the author and Pittenger [9] proved that the inequalities
hold, respectively, where the constants 2/3 and ln 2 are the best possible. The following reverse inequality of (1.2) is due to Yang [22] :
In 1990, Sandor [11] gave an improvement of the first inequality of (1.1):
For the bounds for identric mean in terms of arithmetic mean and geometric mean, Neuman and Sándor [7] first showed that
In [12] , Sándor further proved the inequalities
hold. Alzer and Qiu [3] pointed out that
hold if and only if α 2/3 and β 2/e. While Trif [18] derived that for p 2 inequalities
hold if and only if α (2/e) p and β 2/3 . Recently, Kouba [6] proved that the inequalities
hold if and only if p 6/5 and q (ln 3 − ln2) / (1 − ln2). Other inequalities involving the identric mean can be found in the literature [7] , [10] , [12] , [13] , [14] , [15] , [21] , [22] , [23] , [24] , [25] , [26] The main aim of this paper is to present the sharp bounds for identric mean I in terms of p -order power means of logarithmic mean L and arithmetic mean A, that is, determine the best p > 1 such that
and its reverse inequality hold for all x, y > 0 with x = y. 
Lemmas
To prove our main results, we need the following lemmas.
.
LEMMA 2. ([4])
Let a n and b n (n = 0, 1, 2, ...) be real numbers and let the power series A (t) = ∑ ∞ n=1 a n t n and B (t) = ∑ ∞ n=1 b n t n be convergent for |t| < R. If b n > 0 for n = 0, 1, 2, ..., and a n /b n is strictly increasing (or decreasing) for n = 0, 1, 2, .. LEMMA 4. Let (a n ) and (b n ) be the sequences defined by a n = −16n
., then the function t → A (t) /B (t) is strictly increasing (or decreasing) on (0, R).
LEMMA 3. Let M (x, y) be a homogeneous mean of positive arguments x and y.
Then b n > 0 and a n /b n is strictly increasing for n 5 .
Proof. We first prove that b n > 0 for n 5 . Note that
Using binomial expansion we have 
Hence, b n > 0 for n 5. Now we show that a n /b n is strictly increasing for n 5. Since b n > 0, it suffices to show that a n+1 b n − a n b n+1 > 0.
Straightforward computation and arrangement yield a n+1 b n − a n b n+1 = c 9 9 2n + c 6 For n = 5, we have a n+1 b n − a n b n+1 = 603 187 200 > 0.
Hence, it is enough to check that a n+1 b n − a n b n+1 > 0 for n 6. Clearly, c 4 > 0 and
We have for n 5, It remains to prove that c 9 9 2n + c 6 6 2n > 0 for n 6 , which is equivalent to which is clearly positive for n 6. Consequently, a n+1 b n − a n b n+1 > 0 for n 5 , and thus a n /b n is strictly increasing for n 5.
This completes the proof.
LEMMA 5. Let f 1 be the function defined on (0, ∞) by
4)
Then f 1 (t) increases from 8/5 to ∞ as t increases from 0 to ∞.
Proof. We first prove the function t → f 1 (t) is strictly increasing on (0, ∞) . Define f 2 (t) = ln sinh 2 t − t 2 cosht
and notice that
Then f 1 (t) can be written as
By Lemma 1, in order to prove that f 1 is strictly increasing on (0, ∞) , it suffices to show that the function
is strictly increasing. Differentiation yields
2t(sinht cosht)(sinh 4t+2t 2 sinh 4t−4t cosh 4t−2 sinh2t+8t 2 sinh 2t+4t cosh 2t−8t 3 ) (sinh 2t−2t)(t 2 cosh 4t−t sinh 4t−4t 4 cosh 2t+4t 3 sinh 2t+2t sinh 2t−t 2 −4t 4 )
:= A (t) B (t) .
Using "product into sum" formula for hyperbolic functions leads to From which we easily obtain the Taylor series of A (t) and B (t):
It is clear thatã
where a n , b n are defined by (2.2), (2.3), respectively. By Lemma 4, it is seen thatb n > 0 andã n /b n is strictly increasing for n 5 , from which and Lemma 2 it follows that A (t) /B (t) is strictly increasing on (0, ∞). This reveals that f 4 , that is, f 2 / f 3 is also strictly increasing on (0, ∞) . Thus, by Lemma 1 the function f 1 is strictly increasing on (0, ∞) . Limit calculation gives 
where F 0 (t) := lim p→0 F p (t).
Proof. Using power series expansion we have
which yields (2.6).
To obtain (2.7), we write F p (t) as
from which (2.7) easily follows.
LEMMA 7. Let the function t → F p (t) be defined on (0, ∞) by (2.5). Then F p is strictly increasing with respect to t on (0, ∞) if and only if p 8/5 .
Proof. Differentiation and simplifying yield
Clearly, sinh 2 t − t 2 , t cosht − sinht > 0 for t > 0, so F p (t) can be written as
where f 1 (t) is defined by (2.4) and L (x, y) is the logarithmic mean of positive numbers x and y.
Necessity. If F p is strictly increasing on (0, ∞), then F p (t) > 0 , hence
On the other hand, applying L'Hospital rule to the right hand of (2.6) we get Sufficiency. Suppose that p 8/5 . We now prove that F p (t) > 0. Since t cosht − sinht > 0 and ln t cosht sinht > 0 for t > 0 , it needs to show that ( f 1 (t) − p) > 0 . By Lemma 5, we have
Our required result follows. 
Proofs of Main Results
Solving the inequalities for p yields p 8/5.
Sufficiency. If p 8/5 , then from Lemma 7 it is seen that F p is increasing with respect to t , hence we get
which completes the proof of sufficiency. By the monotonicity of F p 0 where p 0 = 8/5 and note that (2.7), we find that
that is, inequalities (1.12) hold, and c 0 = exp
is clearly the best possible constant.
Proof of Theorem 2. In order to prove that the reverse inequality in (1.11) holds if and only p p 0 = (ln 2) / (1 − ln2), it suffices to show that F p (t) < 0 holds for all t > 0 if and only if p p 0 , where F p is defined by (2.5).
Necessity. If F p (t) < 0 holds for all t > 0 , then by Lemma 6 we have
Sufficiency. Suppose that p p 0 . Since the function p → F p (t) is decreasing, so it needs to check that F p (t) < 0 holds for p =p 0 .
From the proof of Lemma 6 it is easy to see that sgn F p (t) = sgn ( f 1 (t) − p), (3.2) where f 1 (t) and F p (t) are defined by (2.4) and (2.5), respectively. By Lemma 4 f 1 (t) increases from 8/5 to ∞ as t increases from 0 to ∞, and then, the function t → ( f 1 (t) −p 0 ) is also increasing. Since
hence there is a unique number t 0 ∈ (0, ∞) such that f 1 (t) −p 0 = 0, and f 1 (t) −p 0 < 0 for t ∈ (0,t 0 ) and f 1 (t) −p 0 > 0 for t ∈ (t 0 , ∞) . From (3.2) which, in turn, implies that F p 0 (t) < 0 for t ∈ (0,t 0 ) and F p 0 (t) > 0 for t ∈ (t 0 , ∞) , consequently, 
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