The use of multiple power sources in railway applications is common on modern rolling stock. Prime movers are usually distributed along the length of the train, and are able to provide distributed traction. If the primary power for such vehicles comes from individual diesel engines, or if there are non-linear efficiency characteristics within the drive train, then the supervisory controllers for each motive unit may be decoupled and operated independently. This can potentially save energy.
This paper investigates two global optimisation algorithms. These are the dynamic programming method, and the greedy algorithm. Both of these two graphic searching algorithms help to find the optimum power distribution between engines for a typical Diesel Multiple Unit (DMU) train. It is found that the application of Dijkstra"s Algorithm, in association with a Fibonacci heap (F-heap) based advanced data structure, can significantly improve the computing efficiency while maintaining the same optimisation precision as the dynamic programming method. In an optimisation process with M power requirements and n possible engine power states for each requirement, the time complexity will be reduced from ) * (
Introduction
Nowadays, the importance of energy efficient operations for railway traction systems is escalating. Various strategies are adopted to improve total efficiency [1] . This paper takes a typical DMU train as example and proposes two graphic searching algorithms to achieve an optimum supervisory power management strategy. The optimum supervisory power management strategy will distribute the instant power demand between the three on-board diesel engines.
By looking into the simulation of a single train movement, the procedure of simulation is discretely conducted. Due to the slew rate of the diesel engine, the engine power output evolution forms a Markov chain. This implies that all the information about future engine power states is only contained in present engine power states. This sets a suitable scenario for the application of dynamic programming and the greedy algorithm.
Dynamic programming as a global optimisation algorithm has been applied to find the optimum power distribution between the engines and energy storage devices in the hybrid electric vehicle driving systems [2] , [3] . This paper, taking a threeengine-installed DMU train as a case study target, proposes that by using Floyd-Warshall's algorithm [4] [5] [6] , an example of dynamic programming, optimum power distribution between the three engines can be achieved.
Further to the algorithm exploration in the first stage, the authors found a more efficient algorithm which takes less time and results in lower space complexity, i.e. Dijkstra's algorithm [7] . This algorithm is one variety of the greedy algorithm and it is widely applied in Single Source Shortest Path searching, due to its efficient "reaching" searching style.
It is a suitable algorithm for a graph with non-negative weight for each edge. Fredman and Tarjan [8] proposed a novel advanced data structure, the F-heap, which can effectively manage a huge amount of data, especially F-heap is good at manage the minimum of a large data set. With the aid of the F-heap, the searching efficiency of Dijkstra's algorithm is greatly enhanced. In our case study, if applying the enhanced Dijkstra's algorithm in an optimisation process with M timesteps and N possible engine power states for each time step, the time complexity can be reduced from ) * (
compared to the previously proposed Floyd-Warshall"s algorithm.
Section two, Simulation Context, covers the context of simulation, including a brief introduction to a single train simulator and the modelling of finite engine power states for instant power demand. Section three covers both of the graphical searching methods, i.e. Floyd-Warshall's algorithm and Dijkstra's algorithm, in a three-engine DMU case study. Analysis and comparison of the results is presented in section four and finally the conclusions are drawn in section five.
Simulation context
It is necessary to develop a single train simulator for the study of power management. The single train simulator is able to simulate single train motion information, i.e. instant velocity, instant power consumption and instant time consumption. All of this information is recorded for future analysis. In our case study, the total instant power consumption is obtained from the single train simulator and then used as a constraint for an optimum distribution of each instant power demand. This section briefly covers the physics of railway traction, which is the basis for the single train simulator.
Physics of single train traction
The basic equation of low speed motion is based on Newton's Second Law [9] :
Where:
 M is the vehicle"s effective mass  g is the acceleration rate of gravity  R is the vehicle"s resistance force to motion  F is the tractive effort  s is the distance
Finite engine power states
In our case study it is assumed that there are three engines, named Engines A, B and C. It is assumed at every instance that the driver's power demand d P should be satisfied. As a result, the following condition should be met:
and ) (t P C are the instant power outputs from each engine. Given a typical power demand at time t , the possibility of combination of each output is infinity. The total power state vector is represented by the
. A certain fuel cost will be caused by the engine efficiency map as shown in Figure 1 , which varies for different power state vectors. In order to come up with a model with the finite number of engine power state vectors, some approximation has been adopted. This approximation makes the assumption that, within a selected power range, the change in power consumption for an engine remains negligible. For example, if the power range is selected as kW 10 , the difference in power consumption for an engine output changing within the range of kW 10 is regarded as negligible. The procedure begins by dividing the power demand into three portions evenly, and then decreasing the power output from Engine C, adding the amount of power reduction into Engines A and B. Considering all the possibilities for division between Engines A and B for each reduction in power output from Engine C, the procedure continues until all of the power output from Engine C has reduced to zero, or either of Engines A or B has increased to maximum power output. At each sub-routing, Engine B performs the same process by reducing its power output and adding the same reduction amount into Engine A. All along the process, the power output from Engine A is no less than Engine B, and Engine B is no less than Engine C, to avoid any vector duplication. The reduction amount for each engine is limited by the search gap previously defined. With the assumption of the searching gap, the actual engine states are remarkably reduced. This approximation avoids missing any important power states in the searching procedure. For example, at lower power demand, the searching procedure should be able to get the access to the fewer-engine working mode which could potentially lead to lower fuel consumption.
3 Shortest path searching algorithms
Floyd-Warshall's algorithm
Floyd-Warshall's algorithm is categorised as an "all-pairs shortest paths" algorithm, i.e. this algorithm is able to find out the shortest path between any vertices in a directed graph
where V the vertices in the graph and E is the edge matrix between every two vertices.
There is a weighted, directed graph with vertices set } ,..., 
Secondly, the problem becomes more complicated when the vertex k is on the path of k P min . Figure 3 shows a simple case of Floyd-Warshall"s algorithm for searching the optimum operation of three engines. Each circle symbolises an engine power state vector. In this figure there are only three power requirements and time steps. Only time step 2 has multiple power states, as indicated by multiple circles. If two engine power states are not physically connected, i.e. due to the slew rate of engine, the engine power output cannot reach a certain level within a limited length of time, and the fuel cost will be regarded as infinity for that connection. Two engine power states in two nonadjacent time steps will be regarded as non-connected.
To search the optimum routes between states 
 
In equation (8) are not possible due to the engine slew rate limitation. Therefore, these states are set to infinity to rule these states out of searching space. After searching all the possible engine power states, the minimum engine power state evolution can be found.
After all the engine power states are updated by the method described above, the minimum fuel cost from the original engine power state 
Dijkstra's algorithm
Dijkstra's algorithm was first proposed by Dijkstra in 1959 [7] . This algorithm was later improved by combining an advanced data structure called "F-heap", introduced by Fredman and Tarjan in 1987 [8] .
Dijkstra's algorithm solves the single source shortest paths problem on a weighted directed graph ) , ( E V G  with nonnegative edge weights. Dijkstra's algorithm maintains a set of vertices whose weighted distance between itself and the source is known. This set of vertices is originally only the source vertex since it has a known weighted distance from the source, which is zero. This algorithm recursively selects a vertex v in S V  with the minimum weighted distance estimated and relax all the edges initiate from v , i.e. the adjacent vertex of v . For a vertex, "relax" means that if a current weighted distance, (as indicated in this section later all the current weighted distance is regarded as infinity) could be lowered by a selected vertex, the lowered weighted distance is selected as a new weighted distance for the vertex.
The pseudo codes for Dijkstra"s algorithm are illustrated as follows.
1.

 
for every vertex
There are two functions in the pseudo code which need further explanation.
 INITIALIZE function. This function initialises the whole graph by assigning the distance for every vertex. The source vertex is set to zero and infinity for all other vertices.
 EXTRACT-THE-MIN function. As in line 3 in the pseudo code, a "min priority queue" R is initialised and R contains the entire element in V. The function EXTRACT-THE-MIN is to extract minimise the minimum elements within the set R. The advanced data structure F-heap is involved in dealing with both of these two operations. The function EXTRACT-THE-MIN is one of the common operations of F-heap.
F-heap has a wide application for "priority queues". F-heap is given this name because Fibonacci numbers are used in the running time analysis [8] . Some operations such as insert, find minimum, decrease key and union take constant amortised time, while the delete and delete minimum take   n log  amortised time. 
S
, the next step of searching uses this state as a starting state reaching out to states 1 _ 3 S . If there is a valid connection between these two engine power states, the optimum engine state is found i.e. 
. If not, the engine power state with the second minimum fuel cost sum in the first two power demands is chosen to reach out for state 1 _ 3 S and the third, fourth,...etc. until the final state is reached by the states for the second power demand.
If we define the concept of the engine states fuel cost so far ( sf F for short) is the total fuel cost caused by all the previous connected power engine states routes for each previous power requirement. The sf F will be infinity before it is reached by states for previous power requirements and it will be updated by the engine states with the minimum fuel cost so far for the current power requirement and then the second minimum fuel cost so far, until all the engine power states for the next power requirement are all updated. Note that each state is only updated once for one update iteration.
F-heap is introduced to help achieved such a mechanism. All the states for N power requirement will be stored into an Fheap and the states with the minimum fuel cost so far will be extracted to update the states for the 1  N power requirement. Meanwhile, another F-heap is used to store all the updated states for 1  N power requirement.
Consider the worst case in which all the states for N power requirement are used to update the states for the 1  N power requirement. If there are n states for each power requirement, there will be n times of deleting the minimum operation, n times of inserting the operation and n times of the relax operation. The total amortised time is
Results analysis
Due to the global optimality of both algorithms, the final power requirement distribution is the same. The results of the three engine power output evolution curves are presented in Figure 6 and Figure 7 . and empirical operation Figure 7 shows a magnified view of the power distribution at the beginning of the journey. The power requirement is increased from zero to a maximum point to accelerate the vehicle. Both algorithms are able to locate best power distribution, i.e. the engine power state, between the three engines for each power requirement. In this case each engine is switched on to supply acceleration power, implying various distribution policy [4] . Figure 8 shows the fuel consumption comparison between the optimised and empirical operations. Empirical operation means that power requirement is evenly divided between 3 engines all the time. It is noted that 6.52% saving ratio has been achieved by this optimisation procedure.
Thanks to the application of F-heap and the greedy element i.e. looking for the minimum sf F rather than trying out an entire set of sf F to update each state, the computation time is greatly reduced from 20 mins to less than one minute.
Conclusions
This paper investigates the potential application of two typical graphic searching algorithms: the Floyd-Warshall's algorithm and the Dijkstra's algorithm. These two algorithms are widely used to find the shortest path for a journey. By comparing an engine power state to a vertex in a graph, a typical railway operation duty cycle is compared to searching for a route between the initial vertex and the ending vertex along the time line. The constraint is that the journey should follow the strict time step, i.e. only one state should be selected for one power requirement and all the states should only be selected in the order of consequence. Considering that the searching space may be too large to search for optimum routes, a novel finite engine states creation method is proposed in this paper.
Based on the above observation and with the inspiration of the principle of two algorithms, two global optimisation operations have been performed through both MATLAB mfile and Visual Studio C language. Using the advanced data structure and improved algorithm mechanism, computational time is very much reduced.
Future work will consider the searching algorithm for a negative edge (i.e. regenerative braking, etc) and try to expand such an idea into the power management strategy for a more general railway vehicle.
