Abstract. Let the distribution of a nonnegative random variable W be such that
Introduction and statement of the result
Consider a family of positive random points {Y i : i = 1, . . . , J}, where the number J can be deterministic or random as well as finite or infinite with positive probability. Let L(ξ) denote the distribution of a random variable ξ and let P + be the set of probability measures on [0, ∞). The definitions given below can be found in the book [5] . A transform
is called a homogeneous smoothing transform if {Z i : i ∈ N} are independent copies of a random variable Z and if the sequence {Z i : i ∈ N} is independent of {Y i : i = 1, . . . , J}.
The distribution of a nonnegative random variable W is called a fixed point of a smoothing transform if the following equality holds for the distributions:
where {W i } are independent copies of W and if the sequence {W i } is independent of
Let α ∈ (0, 1] be given. We say that a distribution µ α is an α-elementary fixed point of a transform T if its Laplace-Stieltjes transform ϕ α is such that
for some finite number m > 0. Note that a fixed point is 1-elementary if and only if it has a finite mean. The set of elementary fixed points is the union of all α-elementary fixed points with respect to α ∈ (0, 1]. A fixed point is called nonelementary if there is no α ∈ (0, 1] for which the point is α-elementary. Corollary 2.4.1 of [5] implies that a 1-fixed point is either a degenerate distribution at the point 1 or it is a mixture of an atom at the origin and a purely continuous component. Now we state the main result of the paper, which improves Corollary 2.4.1 of [5] in the sense that it contains conditions under which the purely continuous component is absolutely continuous. 
where ν is an absolutely continuous distribution.
The absolute continuity of fixed points of probability distributions is studied by other authors as well. In particular, the paper [3] contains sufficient conditions for the absolute continuity of the distribution of the limit random variable for the Bellman-Harris branching process satisfying the equality
. . are independent copies of Z such that the sequence {Z i } is independent of (A, N ). In the papers [1] and [4] , sufficient conditions are found for the existence of an absolutely continuous component of a distribution satisfying equality (1) with J < ∞ almost surely. Sufficient conditions are given in [2] for the absolute continuity of a fixed point for the case where the Y i are points of a Poisson point process.
2. Proof of Theorem 1.1
We study fixed points with a finite mean. Denote by φ(t) the characteristic function of such a fixed point. According to the assumption of the theorem, J = ∞ almost surely. Thus equality (1) is equivalent to the following one:
We need some auxiliary results.
Proof. Put q := lim t→∞ |φ(t)|. Equality (3) implies that
It is clear that the latter inequality may hold either for q = 0 or for q = 1 only. Now we prove that q < 1, whence we conclude that q = 0. Since a fixed point has a finite mean,
Thus the expectation of the number of those Y i that do not exceed 1 is strictly greater than 1. Thus one can choose δ ∈ (0, 1) such that E T δ > 1, where
Assume that q = 1. Corollary 2.4.1 of [5] implies that the distribution of a fixed point is continuous. Thus |φ(t)| < 1 for all nonzero real t. Fix an arbitrary ε > 0 and choose t 1 and t 2 such that t 1 < δt 2 and |φ(t 1 )| = |φ(t 2 )| = 1 − ε and |φ(t)| < 1 − ε for t 1 < t < t 2 .
where R = {r : t 1 /t 2 < Y r ≤ 1}. Thus we derive from the latter inequality that
for all sufficiently small ε. This result contradicts the inequality E T δ > 1.
Lemma 2.2. Let f (t) ≤ p E f (At) for a nonnegative bounded Borel function f , positive random variable
The proof of Lemma 2.2 can be found in [3] . The following result is Lemma 5.3.2 in the monograph [5] . 
dy) is the density of the absolutely continuous component of χ. If the n-th derivative of g 1 is bounded and continuous, then the n-th derivative of g exists and is continuous.
Now we turn to the proof of the theorem. Choose an arbitrary fixed ε ∈ (0, 1) and
Since the mean of a fixed point is finite, we have E
whence we conclude that N δ < ∞ almost surely. By the assumption of the theorem, N δ ↑ ∞ as δ ↓ 0. Lemma 2.1 implies that there exists t ε > 0 such that |φ(t)| < ε for all t > t ε . Thus we obtain from equality (3) that
, Y j is a random variable whose distribution is as in Theorem 1.1, and Y j is a positive random variable whose distribution is determined by
considered for an arbitrary nonnegative bounded Borel function g. According to the Lebesgue bounded convergence theorem, p ε,δ → 0 as δ ↓ 0 and
Thus p ε,δ < 1 for sufficiently small δ > 0 and p ε,δ E( 
for an arbitrary Borel set C ⊂ [0, ∞) of zero Lebesgue measure. Thus
almost surely. Passing to the mathematical expectation in the latter equality, we get
whence we obtain the absolute continuity of fixed points with finite mean. Now we study α-elementary fixed points, α ∈ (0, 1). Consider the following modified transform:
By Proposition 3.4.1 of [5] , the distribution µ α of an α-elementary fixed point is such that
where s α is a strictly stable positive distribution with index α and where µ 1 is a fixed point with the finite mean of the modified transform T α . By Lemma 2.3, the distribution µ α admits representation (2), since all stable distributions are absolutely continuous.
