We demonstrate that effortlessly accessible digital records of behavior such as
INTRODUCTION
Personality is determined as a set of characteristics which make an individual unique, and the study of personality considered as a central aim of psychology [1] . One of the most influential and generally accepted personality theories is the big-five personality theory, which envelope five basic traits:
Extraversion (sociable vs shy), Agreeableness (friendly vs uncooperative), Conscientiousness (organized vs careless), Openness (insightful vs unimaginative), and Neuroticism (neurotic vs calm) to compose human personality [2] . With the wide spread of social networks sites nowadays, Facebook becomes one of the most popular social networking services in the world. More than 1.3 billion users are daily active as on average of June 2017 1 . As a consequence, Facebook plays a big role in people' normal life. Thus, the platform provides an ideal online platform for personality research and relative application [4] .
The information revealed through a personality assessment can be used in numerous applications. These include but not limited to, advertisements alignment, marketing campaigns adjustment, and supporting bloggers in narrowing down their target audiences based on community pre-detected personality traits [3] [5] . There are also many other applications that can take an advantage of personality recognition systems. For instance, a company selling guns can selectively show an advertisement describing their products as a sign of strength and force to extroverted people, while showing statistics of burglary and highlighting the apparent safety improvements to neurotic and anxious people.
In recent years, the interest of the scientific community in personality recognition has grown very fast [6] [7] . Meanwhile, predicting user's personality through social networks is not an easy task. One of the critical factors that affect personality detection at the scale of social platforms is the predictive accuracy as an outcome of limited available training data. One of Facebook advantages (easy access to large amounts of personal data) introduce serious ethical challenges that have yet to be addressed in a pragmatic manner by the applicable legal and ethical guidelines.
Several authors have looked at the Big Five personality traits of Facebook users [6] [7] [8] [9] . However,
there is fewer work that analyze the usage of like button in the Facebook social platform in term of personality prediction. Likes can be used by Facebook users to endorse content such as status updates, comments, photos, links shared by friends, Facebook pages, or external Web sites. Endorsements also result in users receiving updates on a given piece of content, such as comments on a liked status update.
Likes were introduced by Facebook in February 2009. Likes can be used to categories users across a large variety of personal characteristics, political affluence, sexual orientation, or cultural ethnicity [10] .
Results indicate that extra diverse information about user's personality can be determined computationally by extending the data with metadata such as user browsing history.
Studies that perform Natural Language Processing to understand users' language on social platforms leads to predict a user's personality traits precisely [11] . Others analyzed semantical features rather than syntactical features to judge human's personality [12] . It shows that not only the number of posts and statistical information of users can be used to assess personality traits. In contrast, the way in which users phrase their posts entails a lot of information about a user's personality. In fact, they were able to improve existing computer-based personality assessments by supplementing the syntactical features with their semantical ones. However, the metadata of the like object itself on the Facebook social platform has not been studied in any research yet.
The structure of this paper is as follow: The previous INTRODUCTION Section presents the related works of predicting users' personality within various social networking sites. Section METHODOLOGY provides an overview of the followed and applied research methodology. In Section IMPLEMENTATION, we demonstrate the datasets we used and gives a solid view of the actual implementation. Where in Section RESULTS, we illustrate the performance insights for each algorithm we applied. Finally, In Section DISCUSSION we summarize final results with redirection of future work for the task of users' personality prediction.
METHODOLOGY
The purpose of this study is to present a model that predicts user's personality scores by analyzing their online social fingerprints and developed a web-based application to access this prediction. We aim to utilize the hierarchy that Facebook employs to categories pages as features, then we used this features to train our machine learning models to predict user's Big Five scores for each of the personality traits.
We observed a hidden relationship between the metadata of the Facebook like's objects. Therefore, we decided to investigate this relationship and map each like object to it corresponding category using Facebook Graph API2 and evaluated different classifiers (boosted trees, linear regression, k-nearest neighbor, and neural networks) for predicting personality traits of each like category.
IMPLEMENTATION
As a foundation for our research we used the "big5" and "user likes" datasets from the "myPersonality project" [10] . This dataset contains information about Big Five personality scores and Facebook likes for more than 700,000 Facebook users. The personality scores are represented on a scale according to the Big Five personality traits "openness to experience", "conscientiousness", "extraversion", "agreeableness", and "neuroticism". It also includes information about the size of the questionnaire that users responded to associated with their ids.
This dataset can be joined with the data provided in the "user likes" dataset, which is a mapping from user id to Facebook like id. Since the ids are the original Facebook page ids, the missing information can be queried from the Facebook API as presented in figure 1 . In order to crawl the needed mapping data, we developed a query bot that used the Facebook Graph API to get all available information about the likes, such as, category, subcategories, engagements, verification status, price ranges and more.
However, for this study, we focused on the category and subcategories of the like objects. We then used the queried information to create a new dataset which maps a user id to the corresponding Big Five scores and the number of likes that user has in each category and subcategory. This allows us to study the relationship among these metadata of like objects and present novel method in predicting users' personality from Facebook platform. We used two different sampling methods for two different objectives. First, we used random sampling which gives each element in the dataset an equal chance of being selected for the test set. This represents the best possible distribution but can lead to minorities of not being represented equally in the test set. Second, we used stratified sampling, meaning that the population is partitioned into nonoverlapping groups, for example, we used buckets for each Big 5 category containing similar user objects as presented in Figure 2 . Samples are then randomly picked from these groups, leading to an equal distribution from each partition. Since the classification and regression algorithms we used to make predictions based on a quantitative scale, huge amount of elements are treated differently than smaller amount. However, when a user has 30 likes in politics and 300 likes in sports, he might be less interested in politics than another user who has solely 25 likes in politics. Therefore we turn the absolute scale into a relative scale. A value of 0.1 in politics means that a 10% of his likes are of the politics category. Normalising the features improved our RMSE values by about 5% as we present in RESULTS section.
We explored several machine algorithms to find the optimal classifier for our task. Therefore, we experimented Random Forest algorithm as a classification algorithm based on decision trees. To create the decision tree, we mapped the data into an n-dimensional space where each dimension stands for one like category. The algorithm then tries to find a decision boundary and divides the dataset into two nonoverlapping partitions. This continued until a remaining group can be perfectly separated which could result in very specific category buckets.
In a regression algorithms setting, we predict the Big 5 personality traits on 1 -5 linear scale using different learning algorithms. Linear regression is a learning technique that model relationship between a numeric variable with one or more feature variables. In our case, the features are the number of likes a user has in a certain category. Assuming we only have the feature ''numLikesBoxingStudio''and we want to predict the openness of a user. We therefore, try to find values for ϴ0, 1 so that the following function is optimal:
We constructed an explanatory example and visualized it in Figure 3 . These relationships are found by linear regression and modelled through the predicting function. 
RESULTS
To compare and evaluate prediction performance of different algorithms and models, we calculated various metrics that are specific to the class of algorithms. Classification algorithms are evaluated differently than regression algorithms because they serve complete different tasks. Therefore, we evaluated the Multi-Class classification algorithm with precision and recall and evaluated the regression algorithm with Root Mean Squared Error (RMSE). The Mean Squared Error (MSE) and Root Mean Squared Error (RMSE) both are metrics to measure the difference between predicted value and the actual value. The closer the value is to zero, the better is the model in predicting the target value. The RMSE describes by how much the predicted value on average deviates from the actual value of the observation (Equations (1) and (2)).
(1)
To decide which group of algorithms fits our task, we adopted to solve the problems by training two models: "Random Forest", typically used for classification tasks, and "Linear Regression", which is used to predict continuous values. On the early stages, regression models outperformed classification models. We were able to achieve precision values of about 40% with the optimised set of features for "Random Forests", but the task at hand is not a classification task. Additionally, the class labels do not provide a sufficient information about the person himself. Therefore, we decided to focus solely on algorithms that predict continuous values.
There are a variety of models that can be used to predict continuous values. In our research, we evaluated four different algorithms: Regression trees, linear regression, k-nearest neighbors, and neural networks.
We used the RMSE function to assess which algorithm outperforms the others in predicting personality traits. Figure 4 presents the results of our experiment based on likes mapping feature. The extensive experiments revealed the best-performing algorithm among the four which is the boosted trees, followed by linear regression. While these algorithms offer a lot of flexibility in the tasks they can perform, they usually introduce unnecessary complexity. In our case, we deal with a rather traditional regression task. The linear regression models are quite capable of high-quality predictions, and in fact performs even better with the feature set we optimized it for. Since the output we look for has to be limited in a 1 -5 scale, we have to set up the logical boundaries of the setting. We, therefore, clipped the output to have all values above five to be rounded down to five and all values below one to be rounded up to one.
The algorithm we used for boosted trees is called "xg-boost" 3 . It has gained popularity in recent years by being the winner algorithm in many of machine learning competitions. Boosted trees aim to automatically address the weaknesses of the model during the training stage. In a given step, it computes which training segment struggle in prediction and then generates a tree specifically trained to better predict those observations. It gradually computes a fairly sophisticated model that consists of multiple smaller trees each optimised to predict certain characteristics of the training set.
The k-nearest neighbor model we built was able to compete with linear regression, but could not quite achieve the same exact metrics. We experimented with different numbers for K, and found 10 <= k <= 15 yields the best results. Based on various experiments with different forms of penalties we decided to consider the number of non-overlapping categories in which the users have likes and use this as the basis for the weighted penalty. Consequently, the more categories exist in which the observation has likes, but the neighbor does not, the higher is the penalty. One way to further improve the model is to analyse the importance of each feature and significantly reduce the number of features to the ones that are most impactful on prediction performance. Currently, users might be penalized heavily for having similar likes which are assigned by Facebook to different subcategories. Generalising these might help improve prediction performance because distance-based metrics would assign them closer together. The fourth algorithm we trained models for is a neural network. A neural network can be modelled as a network of perceptron's in which the first layer gets the features as input and the succeeding inner layers get the output of the previous perceptron's as input.
To validate our results, we divided the dataset into a test set containing 20% of the data and a training set containing the rest. Results show that we are able to predict a user's Big Five "openness" score within about 8% on average with the boosted trees algorithm. The "openness" personality trait can be predicted with the smallest error, indicating that it correlates mostly with pages that a user liked on Facebook. To make the result of our research accessible to public users; we set up a web-based prototype on which users can predict their own personality using their Facebook likes data.
DISCUSSION
We have presented a novel approach in revealing the Big 5 personality traits of a user by predicting them from the actual Facebook pages like's list. According to the results derived from RMSE evaluation function, the proposed model can predict the "openness" personality trait with the smallest error, indicating that openness personality trait particularly correlates with pages that a user liked on
Facebook. This allows for a quite accurate assessment of a person's personality traits and can be used in a wide variety of fields, for example, in political or marketing campaigns.
We examined which parameters impact the results and we observed that total number of likes a user holds play a dominant role in our experiment. Since we use each like of a user and create features out of them, the more likes a user has, the better the prediction is. On the other hand, by filtering our dataset for a minimum number of likes, we significantly reduce the number of observations that we can work with. In fact, the dataset can be reduced by about 75% when specifying a minimum number of 250 likes.
Consequently, a much smaller part of the data is available to train the models, which in turn negatively influences prediction performance as presented in Figure 5 . The prior hypothesis is verified by the second round of experiments. In this round, we used a fixed-size training set in every round. Therefore, in contrast to the previous experiments, we train the models on the same number of observations, no matter how many observations exist in the whole dataset with the respective number of likes. As presented in Figure 6 , prediction performance, in that case, does improve when filtering only for users with a higher number of likes.
Since the information revealed within the metadata of the like objects is only a small part of the total information a user leaves on social networks, the learning models we described can now be integrated into a learning ensemble that considers other relevant information as mentioned in the introduction section to better build personality detection systems. Last but not least, we are currently extending and magnifying the metadata information about liked pages. One idea is to enrich the data by looking up the liked entities in databases like DBpedia 4 . In cooperation with domain experts it can be used to develop insights, and consequently, generate augmented features. 
CONCLUSION
We reported the feasibility of modelling the Big 5 personality traits of users based on extracting metadata of pages users liked on Facebook. We used the hierarchy that Facebook employs to categorize pages as features to train our machine learning models to effectively predict the Big Five personality scores. This allows for a quite accurate assessment of a person's personality traits and can be used in a wide variety of applications. While the prediction performance differs between the traits, our results
show that we can predict the personality scores within 8-15% of the actual value and we developed a web-based prototype to access this prediction. The insights we gained when doing our research can now be combined with the results of other researchers to create a learning ensemble that can predict the personality of a social media users to a very precise approximation.
