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Abstract
Relevance of local GL(d,R) Lie group for solving quantum ADM constraints is pointed out.
Noncommutative harmonic analysis on GL(d,R)/O(d) provides a natural basis and techniques
for calculations. This is summarized. Such a basis is explicitly constructed for space dimension
d = 2.
1 Introduction
The Hamiltonian constraint of ADM formalism [1] in 3-space dimensions in absence of matter fields
is
(qac(X)qbd(X)p
ab(X)pcd(X)− 1
2
(qbd(X)p
ab(X))2)− q(X)
4κ2
R(3)(X) = 0, (1)
at each point X of 3-dimensional space. The momentum constraints are
∂c(qab(X)p
bc(X)) +
1
2
∂aqbc(X)p
bc(X) = 0. (2)
Here qab(X), p
ab(X), a, b = 1, 2, 3 are components of the 3-metric and its canonical conjugate respec-
tively.
In quantum gravity the metric and its conjugate variable are field operators qˆab(X), pˆ
ab(X) with
canonical commutation relations
[pˆab(X), qˆcd(Y )] = −i~(δacδbd + δadδbc)δ3(X − Y ), (3)
with other commutators vanishing. The naive functional integral with Einstein action leads to
quantum version [2] of the constraints Eqn. 1,2, with a symmetric ordering of qˆab and pˆ
ab. If we can
’solve’ these constraints to get the ’physical states’, then quantum gravity is dramatically simplified
[2]. In this paper we highlight the relevance of local GL(d,R) Lie group and noncommutative harmonic
analysis on GL(d, R)/O(d) for tackling the constraints.
∗E-mail: sharat@cpres.org
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Define formally a set of nine operator densities,
Tba(X) =
1
2~
(qˆac(X)pˆ
cb(X) + pˆcb(X)qˆac(X)). (4)
We have used a symmetric ordering to have formally self-adjoint operators. These composite opera-
tors formally have the algebra
[Tba(X),T
d
c(Y )] = i(δadT
b
c(X)− δbcTda(X))δ3(X − Y ). (5)
This is local gl(3, R) Lie algebra, where GL(3, R) is the general linear group on a 3-dimensional real
vector space. The composite field Tba(X) can also be interpreted as the tensor p
b
a(X) with mixed
indices. But we do not want to do this.
The ’kinetic energy’ part of the Hamiltonian constraint Eqn. 1 is remarkable in many ways. i.
It is ultralocal. In any kind of discretization it can be treated independently at each X and then
the continuum limit can be taken. ii. It is scale invariant. iii. It appears to be related to Casimirs
Tba(X)T
a
b(X) and T
a
a(X). Therefore we first address (in Sec.2) zero space dimensional version of
this part. In Sec.3 we obtain explicit basis for GL(2, R). In Sec.4 we show the connection to
noncommutative harmonic analysis on GL(d, R)/O(d) and give a fast summary of its techniques and
results. Finally a short discussion of the relevance of these techniques for solving solving quantum
ADM constraints is given in Sec.5.
2 gl(d,R) Lie algebra
Consider a set of d quantum mechanical position and momentum operators labelled qˆab, pˆ
ab, a, b =
1, 2, · · ·d, with qˆab = qˆba, pˆab = pˆba,
[pˆab, qˆcd] = −i~(δacδbd + δadδbc). (6)
With this definition there is an extra factor of 2 on rhs in the canonical commutaton rules for diagonal
elements like p11, q11. Define d
2 self-adjoint operators
Tba =
1
2~
(qˆacpˆ
cb + pˆcbqˆac) =
1
~
qˆacpˆ
cb − id+ 1
2
δab. (7)
These have the algebra
[Tba,T
d
c ] = i(δadT
b
c − δbcTda). (8)
This is the Lie algebra gl(d, R).
The transformation properties of qˆab, pˆ
ab are
[Tba, qˆcd] = −i(δbcqˆad + δbdqˆca), [Tba, pˆcd] = i(δacpˆbd + δadpˆcb). (9)
This means the following: under the action of an element G(ξ) = exp(iTbaξ
a
b ) of GL(d, R),
GqˆabG
−1 = (gqˆg˜)ab, Gpˆ
abG−1 = ((g˜)−1pˆg−1)ab. (10)
Here g(ξ) = exp(itbaξ
a
b ), with (t
b
a) as the generators of GL(d, R) in the defining representation,
(tba)
d
c = −iδadδbc. g˜ is the transpose of matrix g. Using the terminology of general relativity, we say
that qab transforms covariantly and p
ab contravariantly as symmetric tensors under GL(d, R).
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Now consider transformation property of qab (elements of the matrix inverse of qab,) under
GL(d, R). Since for an infinitesimal variation, δqab = −qacδqcdqdb, using Eqn. 9 we get [Tba, qˆcd] =
i(δbcq
ad+ δbdqˆ
ca), which is the contravariant transformation. Thus the subscripts correspond to a co-
variant transformation and the superscripts, a contravariant transformation, as in case of general rel-
ativity. It is relevant to consider the transformation property of q = det(qab). Using δq
r = rqrqabδqba,
where r is an arbitrary real or complex number we get,
[Tba, q
r] = −2irqrδab. (11)
The trace element
T =
∑
a
Taa, (12)
commutes with all the generators. The traceless combinations,
T ba = Tba −
1
d
δabT, (13)
have the Lie algebra sl(d, R) of the special linear group. Now,
[T ba , qˆr] = 0; [T, qˆab] = −2iqˆab; [T, qˆr] = −2driqˆr. (14)
This means i. q behaves like a c-number under SL(d, R) transformations; ii. qab scales with a weight
−2 under T and iii. qr scales with a weight −2dr under T. Note that any diagonal generator
Taa, a = 1, 2, · · · , d, counts the number of a super- (sub-) scripts with a weight 1 (-1). Therefore T
counts the number of any super- (sub-) script with a weight 1 (-1).
We now consider ’wave functions’ ψ({qab}) which have nice transformation properties under
GL(d, R). First we construct the singlet representation ψ0(q) which is invariant under GL(d, R).
As the self-adjoint choice of Tba is given by Eqn. 7, we need to solve the equation
(qˆacpˆ
cb − id+ 1
2
δab)ψ0(q) = 0. (15)
We have pˆcbqr = −2irδcbqr, so that
Tbaq
r = −2i(r + d+ 1
4
)δabq
r. (16)
Thus the singlet representation is given by the wave function
ψ0(q) = q
−(d+1)/4. (17)
This is annihilated by all generators.
Consider simplest case d = 1 of one quantum mechanical position and momentum operator to
see the novel issues that appear in case of non-compact groups.
tˆ =
1
2~
(qˆpˆ+ pˆqˆ) (18)
is the self-adjoint dilatation operator and qˆ has a scale dimension −1. Now the wave function φ0(q)
annihilated by tˆ satisfies
−i(q d
dq
+
1
2
)φ0(q) = 0. (19)
3
We get φ0(q) ∼ 1/√q. The complete set of eigenstates of tˆ are found by solving the differential
equation
−i(q d
dq
+
1
2
)φr(q) = rφr(q), (20)
and therefore
φr(q) =
1√
2πq
qir. (21)
r can have any complex value. As tˆ is Hermitian, we allow only real eigenvalues, r ∈ (−∞,∞). We
also notice that the natural variable is t = ln |q|, with the dilatation group acting as a translation
of t. Also q ∈ (0,∞) and q ∈ (−∞, 0) are separately invariant under the group action. Consider
the range q ∈ (0,∞). Now t is real and has the range (−∞,∞). With all this the basis Eqn. 21 is
complete,
∫
∞
0
dq φr(q)
∗φs(q) =
∫
∞
−∞
dt
2π
e−i(r−s)t = δ(r − s). (22)
The message is the following: The singlet representation φ0(q) serves to set the correct measure
1/
√
2πq. The Hibert space relevant for the action of the group is the space of square integrable
functions of ln q. The basis functions φr(q) (in particular the singlet representation) are not square
integrable, in analogy with the eigenstates of position or momentum operator in quantum mechanics.
These considerations are directly relevant to the centre GL(1, R) part of GL(d, R) in our case.
T =
1
2~
∑
ab
(qˆabpˆ
ab + pˆabqˆab). (23)
This is a self-adjoint dilatation operator, with scale dimension −2 for the diagonal variables qˆaa (due
to the commutation relations Eqn. 3) and scale dimension −1 for the off-diagonal variables qˆab, b 6= a.
Eqn. 14 means that q = det(qab) acts as a scalar wrt SL(d, R) subgroup and can be used to construct
representations of GL(1, R). The trivial representation is given by Eqn. 17. Also
Tψr(q) = rψr(q), ψr(q) = q
−
d+1
4
+i r
2d . (24)
We are only interested in positive definite metrics, q > 0. Therefore the range of q is naturally (0,∞).
For a infinitesimal symmetric matrix δqab the GL(d, R) invariant metric is
< δq, δq >= tr(δqq−1δqq−1) =
∑
abcd
δqabq
bc δqcdq
da. (25)
This gives GL(d, R) invariant functional measure
Dq =
∏
ab
dqab |detM |1/2, (26)
where M is the d(d+1)
2
× d(d+1)
2
symmetric matrix
Mab,cd =
1
2
(qacqbd + qadqbc). (27)
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Now dimension counting gives |detM | ∝ q−(d+1). Thus the GL(d, R) invariant measure is
Dq = q−(d+1)/2
∏
ab
dqab, (28)
and the inner product for functions of {qcd} is,
< φ, ψ >=
∫
q−(d+1)/2
∏
ab
dqab φ
∗({qcd})ψ({qcd}). (29)
3 d = 2: Explicit basis
We now obtain a complete basis at a point of space in 2-space dimensions, for which the relevant
group is GL(2, R).
We have SL(2, R) as the invariance group of det{qab} under the transformation qab → (gqg˜)ab.
Choose new variables
U =
1
2
(q11 + q22), V =
1
2
(q11 − q22), W = q12. (30)
We have
q = U2 − V 2 −W 2. (31)
This presents the action of SL(2, R) as the Lorentz group SO(2, 1) keeping the ’metric’ q invariant.
Define scaled variables
u =
U√
q
, v =
V√
q
, w =
W√
q
. (32)
We have self-adjoint generators of boost in u-v plane, boost in u-w plane and rotation in v-w plane
respectively as
L1 = −i(u ∂
∂v
+ v
∂
∂u
), L2 = −i(u ∂
∂w
+ w
∂
∂u
), L0 = −i(v ∂
∂w
− w ∂
∂v
), (33)
with the commutators
[L0, L1] = iL2, [L0, L2] = −iL1, [L1, L2] = −iL0. (34)
The opposite sign in the last commutator differentiates the non-compact SO(2, 1) Lie algebra from
the compact case of angular momentum algebra SO(3).
Using Eqn. 30 we can relate these to our generators Eqn. 7:
L1 =
1
2
(T 11 − T 22 ) = T 11 = −T 22 , L2 =
1
2
(T 21 + T 12 ), L0 =
1
2
(T 21 − T 12 ). (35)
The SO(2, 1) invariant measure is
∫
dU dV dW δ(U2 − V 2 −W 2 − q) = q1/2
∫
du dv dw δ(u2 − v2 − w2 − 1). (36)
Our generators are self-adjoint with this inner product.
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Choose the parametrization,
u = cosh χ, v = sinh χ cos θ, w = sinh χ sin θ. (37)
We get
L1 = −i(cos θ ∂
∂χ
− coth χ sin θ ∂
∂θ
), L2 = −i(sin θ ∂
∂χ
+ coth χ cos θ
∂
∂θ
), L0 = −i ∂
∂θ
. (38)
The Casimir operator is C2 =
1
2
T ba T ab = L21 + L22 − L20. As with the angular momentum algebra,
we consider the common eigenvalues of C2, L0. Choose the ansatz ψ(θ, χ) = e
imθf(χ). For single-
valuedness we have only integer values for m, m = 0,±1,±2,±3, · · · . It is the eigenvalue of L0. The
eigenvalue equation C2ψ = λψ gives
−d
2f
dχ2
− cothχ df
dχ
−m2sech2χ f = λf. (39)
This ordinary differential equation can be rewritten as
(1− u2)d
2f
du2
− 2u df
du
+ (ν(ν + 1)− m
2
1− u2 )f = 0, (40)
where λ = −ν(ν + 1). This is the Legendre equation [3] with two linearly independent solutions
Pmν (u),Q
m
ν (u). These are the associated Legendre functions of the first and second kind, of degree
ν and order m respectively. (Our range of u is (1,∞), and therefore we need associated Legendre
functions and not the Ferrer’s functions.) We have
ν = −1
2
±
√
1
4
− λ. (41)
Legendre equation is invariant under ν + 1
2
↔ −(ν + 1
2
). Thus it is sufficient to choose only one of
the signs above. C2 is self-adjoint but not positive definite. Therefore λ is real but not required to
be non-negetive. This means the possible ranges for ν are
Case 1. ν = −1
2
+ is; s ∈ (0,∞) if λ ∈ (1
4
,∞). (42)
Case 2. ν ∈ (−1
2
,∞) if λ ∈ (1
4
,−∞).
Case 1. ν = −1
2
+ is: Pm
−
1
2
+is
(u) is real valued and known as Conical or Mehler function [3].
Generalized Mehler-Fock transform is defined as
F (s) =
s
π
sinh(sπ) Γ(
1
2
−m+ is)
∫
∞
1
Pm
−
1
2
+is
(u)f(u)du. (43)
for functions f(u) such that f(u) ln(1 + u)/
√
u ∈ L1(1,∞). For m = ±1/2 this corresponds to the
Fourier cosine and sine transforms respectively. Therefore it is a generalization of Fourier transform.
We can recover the function f(u) by the inversion formula
f(u) =
∫ ∞
0
Pm
−
1
2
+is
(u)F (s)ds. (44)
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The SO(2, 1) invariant measure is
q1/2
∫
du d(v2 + w2) dθ δ(u2 − (v2 + w2)− 1) = 1
q3/2
∫
∞
1
du
∫ 2pi
0
dθ. (45)
Case 2. ν ∈ (−1
2
,∞): The Legendre function that does not grow at infinity is,
Qmν (u) ∼ u−ν−1. (46)
We also need to consider the behaviour as u→ 1+.
Qmν ∼ (u− 1)−m/2. (47)
Define
L± = L1 ± iL2 = −ie±iθ( ∂
∂χ
∓ im coth χ). (48)
[L0, L±] = ±L±, [L+, L−] = −2L0. (49)
Thus the generators L± raise and lower the eigenvalue m respectively by 1. We need a function space
on which these generators repeatedly act. Because of the bad singularity Eqn. 47 as u→ 1+, Case
2 is ruled out.
We now relate this to the classification [5, 6, 7] of all irreducible unitary representations of
SL(2, R). We have the following types.
I.Continuous series : i. P rincipal series : λ ≥ 1
4
, ν = −1
2
+ is, (50)
ii. Complementary series : λ ≤ 1
4
,−1
2
≤ ν ≤ 0,
II. Discrete series : ν ≥ 0, m = ±ν,
apart from the trivial representation. Realization of the group on the hyperbolic space H2 has only
(I.i). See Sec.4 for further discussion.
We now collect these results to obtain a complete basis in the case ofGL(2, R) in which T, L0, tr(T ba T ab )
are diagonalized.
ψr,s,m(qab) = q
−3/4+ir/4(
q11 − q22 − 2iq12
q11 − q22 + 2iq12 )
imPm
−
1
2
+is
(
q11 + q22
2
√
q
) (51)
We represent this state, appropriately normalized, by the ket vector |r, s,m >.
T|r, s,m >= r|r, s,m >, L0|r, s,m >= m|r, s,m >, C2|r, s,m >= (1
4
+ s2)|r, s,m > (52)
We have the action of raising and lowering operators,
L±|r, s,m >=
√
((m± 1
2
)2 + s2) |r, s,m± 1 > (53)
Even though this is a perfectly viable and simple basis, it is not useful for addressing the ADM
constraints. The reason is we need these labels at each point of space X . As m is a discrete (integer)
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label, we do not get a smooth and continuous label. Therefore we use a different basis, where
(T11 − T22)/2 is diagonalized instead of L0. L0 is the generator of the compact SO(2) subgroup of
SL(2, R) and therefore its spectrum labelled by m were discrete. Instead, 1
2
(T11−T22) is the generator
of the non-compact SL(1, R) subgroup, and its spectrum would be a continuous label. Indeed it is a
scaling operator, which scales q11, q12 and q22 with weights −1, 0, 1 respectively. L0 and (T11−T22)/2
are generators of distict Cartan subgroups which are not related by conjugation. We have,
T = T 11 = −T 22 =
1
2
(T11 −T22), T 21 = T21, T 12 = T12. (54)
The transformation of qab under these generators is,
[T , q11] = −iq11, [T , q22] = iq22, [T , q12] = 0, (55)
[T 21 , q11] = 0, [T 21 , q22] = −2iq12, [T 21 , q12] = −iq11,
[T 12 , q11] = −2iq12, [T 12 , q22] = 0, [T 12 , q12] = −iq22.
We use the Ansatz
ψ({qab}) = q−3/4+ir/3(q11
q22
)it/2f(
q12√
q
). (56)
T counts the difference in the number of 1 and 2 subscripts: T ψ = tψ. We get
T 21 ψ({qab}) = q−3/4+ir/3(
q11
q22
)it/2(−i q11√
q
f ′ − tq12
q22
f). (57)
T 12 ψ({qab}) = q−3/4+ir/3(
q11
q22
)it/2(−i q22√
q
f ′ + t
q12
q11
f). (58)
The Casimir is,
C2 =
1
2
T ba T ab = T 21 T 12 + T 2 + iT . (59)
We get,
C2ψ = q
−3/4+ir/3(
q11
q22
)it/2(−(1 + x2)f ′′ − 2xf ′ + t
2
1 + x2
f). (60)
Eigenvalue equation C2ψ = λψ gives
−(1 + x2)f ′′ − 2xf ′ + (−λ+ t
2
1 + x2
)f = 0. (61)
Compare this with the Legendre equation for a complex argument z,
(1− z2)d
2f
dz2
− 2z df
dz
+ (ν(ν + 1)− µ
2
1− z2 )f = 0. (62)
It has two linearly independent solutions Pµν (z ),Q
µ
ν (z ) over the entire complex plane with appro-
priately chosen cuts for any real or complex values of ν, µ. Therefore our eigenfunctions are linear
combinations of P itν (iy),Q
it
ν (iy) with ν(ν +1) = −λ, µ = it. As discussed above, the relevant values
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are ν = −1
2
+ is, s ∈ (0,∞); λ ∈ (1
4
,∞). These functions have appeared earlier. For a recent
discussion see Ref. [7].
Legendre equation Eqn.(62) has regular singular points at z = −1, 1,∞. As our case is on the
imaginary axis z = iy, it avoids the singular points at z = −1, 1. Characteristic exponent of these
two solutions at z =∞ are respectively −ν, ν + 1. For our case this gives the asymptotic behaviour
|y|−1/2±is. Thus both linearly independent solutions are equally dominant and behave like the positive
and negetive Fourier modes.
ψ({qab})rst = e(−3/4+ir/3)lnq(q11
q22
)it/2P it
−
1
2
+is
(i
q12√
q
) (63)
For GL(2, R) we get the inner product
< φ, ψ >=
∫
1
q3/2
∏
ab
dqab φ
∗({gcd})ψ({qcd}). (64)
Note that we are interested in only positive definite metrics. Sylvester’s criterion says, the necessary
and sufficient conditions for a (symmetric) real matrix to be positive definite is that all principal
minors be nonnegetive. For us this means
q11 ≥ 0, q ≥ 0. (65)
As a consequence we have
q ≥ 0, q11, q22 ≥ 0, 0 ≤ q11
q22
≤ ∞,−∞ ≤ q12√
q
≤ ∞. (66)
Changing the variables to q, q11/q22, q12/
√
q, we get the invariant measure to be,
∫
∞
−∞
d(ln q)
∫
∞
−∞
d(
q11
q22
)
∫
∞
−∞
d(
q12√
q
) (67)
There are other well known choices for the basis than are used here. We have isomorphisms of
groups SL(2, R), SU(1, 1), SP (1, R). For each there is a natural choice of basis. The coset space
SL(2, R)/SO(2) can be identified with the Poincare upper half plane and basis is available in Carte-
sian and also geodesic coordinate systems. On the other hand the choice of unit disk D in the complex
plane is useful in many contexts and extensively used.
4 Noncommutative harmonic analysis on SL(d,R)/SO(d)
We have pointed out relevance of the group GL(d, R) for Einstein gravity. This has a deeper signifi-
cance. At any point of space, the space of metrics relevant to us is the convex cone of d× d positive
definite real symmetric matrices, Q = {{qab}, q > 0}. The group GL(d, R) acts on this as Eqn.10,
GqabG
−1 = (gqg˜)ab. The stabilizer group at any point of Q is O(d), as seen by the action on the
identity matrix which correponds to the Euclidean metric. Hence Q can be identified with the coset
space GL(d, R)/O(d). It is a Riemannian symmetric space of noncompact type.
Consider the subspace S of Q consisting positive definite real symmetric matrices of unit determi-
nant. In the same way as argued above, we get S ≃ SL(d, R)/SO(d), also a Riemannian symmetric
space of noncompact type.
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There is extensive study over decades of what is termed noncommutative harmonic analysis on
these spaces. We summarize some of the results relevant for us. Most of the material is to be found
in the treatises of Helgason [5, 6] and Diudonne´ [7]. Both Q,S are special because (GL(d, R), O(d))
and (SL(d, R), SO(d)) are Gelfand pairs involving the maximal compact subgroup. This leads to
very special properties of harmonic analysis. Here we address the space S. (Q can also be directly
handled as a reductive homogeneous space using Langland techniques.) For g ∈ SL(d, R) define
Cartan involution θ : θ(g) = g˜−1. The manifold of its fixed points is SO(d), the maximal compact
subgroup of SL(d, R).
On G = SL(d, R) we have (left and right) SL(d, R) invariant Haar measure dg obtained from
the Killing form < X, Y >= Tr(adXadY ) = 2d Tr(XY ) where X, Y are d× d matrices representing
the Lie algebra elements. S inherits SL(d, R) invariant measure ds, obtained by keeping only the
Lie algebra elements that are invariant under Cartan involution, X = X˜ . Consider the Hilbert
space L2(S, ds) of complex valued functions on coset S that are square integrable wrt this measure.
Any element f ∈ L2(S, ds) can be identified with the subspace of functions f(g) ∈ L2(SL(d, R), dg)
satisfying f(gO) = f(g) for all O ∈ SO(d).
Define (left regular) representation of G = SL(d, R) on L2(S) by
(L(g)f)(s) = f(g−1s). (68)
This representation is unitary, a consequence of invariance of the Haar measure.
Given two functions f1(g), f2(g) ∈ L1(G, dg) define their convolution as done in Fourier transform
theory:
(f1 ⋆ f2)(g) =
∫
f1(gg
−1
1 )f2(g1)dg1. (69)
This will also be in L1(G, dg). Therefore L1(G, dg) is a Banach algebra. It is not commutative
if G is not. However consider functions f(g) ∈ L1(G, dg) which are invariant under both left and
right actions by SO(d): f(gO1) = f(O2g) = f(g) for any O1, O2 ∈ SO(d). These are functions on
the double coset SO(d)\G/SO(d) and form a closed subalgebra of the Banach algebra L1(G, dg).
Because SO(d) is the fixed point of an involution, this algebra is commutative. As a consequence,
the algebra D(S) of bounded linear operators on L2(S) which are invariant under the full group G
is commutative. Consider simultaneous eigenfunctions φλ(g) of this commuting set of operators on
the double coset SO(d)\G/SO(d). For any D ∈ D(S),
Dφλ(g) = χλ(D)φλ(g). (70)
Any such φλ(g) is called a spherical function of positive type for reasons explained below. The
corresponding eigenvalue χλ(D) is called a character. In our case, for any given character the spherical
function of positive type is unique, i.e. the vector space of eigenfunctions is one dimensional.
Now consider the subspace of joint eigenfunctions in the larger space S corresponding to a char-
acter χλ(D)
Dfλ(g) = χλ(D)fλ(g). (71)
These functions span an irreducible unitary representation,
(πλ(g)fλ)(g1) = fλ(g
−1g1). (72)
This gives a complete decomposition of L2(S) into irreducible unitary representations of SL(d, R):
L2(S) = ∫ ⊕
λ
Hλ(S).
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In case of a symmetric space G/K with compact group G and a maximal subgroup K obtained
by a Cartan involution, we have the Cartan’s theorem
f =
∑
δ∈GˆH
d(δ)f ⋆ φδ, f ∈ C∞c (G/K), (73)
where φδ is the spherical function and d(δ) the degree of an irreducible unitary representation δ. Not
all irreducible unitary representations of G appear in the decomposition above. Only the subset GH
for which there is a vector v0 invariant under the subgroup K appear.
For our noncompact case we have very similar result:
f(g) =
∫
a∗
f ⋆ φλ(g)|c(λ)|−2dλ, f ∈ D(S). (74)
c(λ) is the Harish-Chandra c-function and dλ is a Euclidean measure elaborated below. Only the
principal series of irreducible unitary representations ofG appear in this decomposition. This explains
why only one class of representations of Bargmann appeared in explicit calculations in Sec.3 with
SL(2, R).
It is possible to introduce a measurable family of complete orthonormal system v0(λ), v1(λ), v2(λ), · · · in
Hλ such that v0(λ) is invariant under SO(d) action, i.e. πλ(O)v0(λ) = 0, ∀O ∈ SO(d), and the sub-
space spanned by the rest of the orthonormal system does not have any non-zero elements invariant
under all πλ(O). We get
φλ(g) =< πλ(gO)v0(λ)|v0(λ) > . (75)
Define
Fˆ (λ) =
∫
f(g)πλ(g)dg, f ∈ L1(S) ∩ L2(S). (76)
This is a bounded operator on Hλ for almost every λ. Moreover
< Fˆ (λ)vm(λ)|vn(λ) >= 0 if n 6= 0, ∀m. (77)
This allows us to define the analogue of Fourier modes,
f˜m(λ) =< Fˆ (λ)vm(λ)|v0(λ) > . (78)
From unitarity of the representation we get∫
S
|f(s)|2ds =
∫
a∗
∑
m
|f˜m(λ)|2|c(λ)|−2dλ. (79)
This is the Plancherel theorem giving an isometry f(s)↔ f˜m(λ).
We now give technical details of the summary stated above.
Any element g ∈ SL(d, R) can be uniquely and continuously decomposed as g = O(g)A(g)N(g), O(g) ∈
SO(d), A(g) ∈ A,N(g) ∈ N . Here A is the subgroup of d × d diagonal matrices with positive di-
agonal entries Ai, product of the diagonal elements is 1: ΠiAi = 1. N is the nilpotent subgroup of
all real upper triangular matrices with diagonal entries 1. This is the Iwasawa decomposition giving
an analytic map of SL(d, R) into SO(d, R), A,N . The mapping N × A → S : (n, a) → na ˜(na) is a
diffeomorphism.
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Corresponding to the Iwasawa decomposition we have decomposition of the Lie algebra, g =
l ⊕ a ⊕ p. Here l is the Lie algebra of SO(d). a = {diag(a1, a2, · · · , ad); aj ∈ R,
∑
j aj = 0} is the
maximal abelian subalgebra. The rank r of the group is given by the dimension (d − 1) of a. The
(real) dual of a is denoted by a∗ and the complexification of this dual by a∗C .
For any λ ∈ a∗ define gλ = {X ∈ g : [H,X ] = λ(H)X, ∀H ∈ a}, i.e. gλ is the corresponding
simultaneous eigenspace. If λ 6= 0 and gλ 6= 0 such a λ is called a restricted root and any X ∈ gλ is
called a restricted root vector. The set of all restricted roots is denoted by Σ.
H ∈ a is called regular if λ(H) 6= 0, ∀λ ∈ Σ, otherwise it is called singular. Denote the set of
regular points by a′ ∈ a. For each root consider the hyperplane λ(H) = 0. These hyperplanes divide
the space into finitely many connected components called Weyl chambers. Fix a Weyl chamber a+
and call a restricted root λ positive if it has positive values on a+. The set of all positive restricted
roots is denoted by Σ+.
A root λ ∈ Σ+ is called simple if it is not a sum of two positive roots. The number of simple
roots is equal to the rank r of the group. Denote them by λ1, λ2, · · · , λr and the corresponding dual
basis by H1, H2, · · ·Hr. Therefore a+ = {H ∈ a, λ1(H) > 0, λ2(H) > 0, · · ·λr(H) > 0}. Let a+ be
lexicographically ordered wrt this basis.
Define ǫj ∈ a∗ by ǫj(diag(a1, a2, · · · , ad)) = aj . For SL(d, R) the set Σ of restricted roots of (g, a)
is Σ = {αij = ǫi − ǫj , 1 ≤ i 6= j ≤ d}. All root multiplicities mα are 1. The set of positive roots is
Σ+ = {αij; i < j}. The (d− 1) simple roots are (ǫ1− ǫ2), (ǫ2− ǫ3), · · · , (ǫ(d−1)− ǫd). The Weyl group
W of Σ is the group of permutations Sd acting on ǫ1, ǫ2, · · · , ǫd. The Lie algebra of the nilpotent
subgroup N is simply n = Σλ∈Σ+gλ.
Let A = ea, A+ = ea
+
and A¯+ the closure of A+ in G. Then we have the Cartan decomposition
G = OA¯+O, i.e. g = O1(g)A
+(g)O2(g) uniquely, where A
+(g) ∈ A¯+. We write A+(g) = exp a+(g)
where a+(g) ∈ a¯+.
We write the Iwasawa decomposition as g = O(g)exp(H(g))N(g) where the unique H(g) ∈ a
is called the H-function and plays an important role. After all the machinary described above, we
can present Harish-Chandra’s explicit formula for the spherical functions of positive type. They are
completely given by
φλ(g) =
∫
O
e(iλ−ρ)H(gO)dO, (80)
for all λ ∈ a∗. Here ρ = 1/2∑λ∈Σ+ λ. Also all such φλ are distinct unless the corresponding λ are
related by a Weyl transformation: φλ = φµ if λ = Wµ. λ is called the spectral parameter. Thus
{λ mod W, λ ∈ a∗} provides a unique labelling of all irreducible unitary representations of SL(d, R)
appearing in harmonic analysis on S.
φλ has many important propeties. i. φλ(g) = φ−λ(g
−1) = φ¯−λ(g). ii. Since φλ(O1gO2) = φλ(g), it
is a function on the double coset. iii. Also
∫
φλ(g1Og2)dO = φλ(g1)φλ(g2) where dO is an integration
over all O ∈ SO(d). iv. |φλ(g)| ≤ φλ(e) = 1. v. If f is a square integrable function in the double
coset then f ∗ φλ = λfφλ with λf =
∫
G
f(g)φ¯λ(g)dg. vi. An extremely important property is that
φλ(g) is a function of positive type:
∑
ij ziz¯jφλ(g
−1
i gj) ≥ 0 for any set {gi ∈ G} and {zi ∈ C}. vii. It
is an analytic function.
Every positive definite matrix can be diagonalized by an orthogonal transformation. Therefore
the polar decomposition O × A → S, (o, a) → oa2o˜ is an onto mapping. The generic fiber is iso-
morphic to a finite group, the Weyl group W . This acts as the permutation group Sd, permuting
the diagonal elements Ai. Therefore we get the identification C
∞(S)O ≃ C∞(A)W . Here the lhs
is the space of smooth SO(d) invariant functions on S and rhs is smooth functions of {Ai} invari-
ant under permutations. Consider the action of any D ∈ D(S) on a function in the double coset
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SO(d, R)\G/SO(d, R). The corresponding operator DA is called the radial operator. This operator
is automatically inavariant under the Weyl group W , DA ∈ DW (A).
We give technical definition of the radial part RN (D) of any operator D ∈ D(S) wrt the subgroup
N . Let f denote the restriction of a function f ∈ S to A. Then for any operator D ∈ D(S) there is
a unique operator RN(D) ∈ DW (A) called the radial part of D wrt N such that
(Du) = RN(D)u, (81)
for each locally invariant function u. The explicit form is
RN (D) = e
ρDA ◦ e−ρ − |ρ|2. (82)
Here the norm |ρ| is defined as follows. The Killing form defines a metric on a and by duality a inner
product on a∗. As it is positive definite it gives us the norm |λ| = √< λ|λ >. The mapping
Γ : D → e−ρRN(D) ◦ eρ. (83)
is an isomorphism of D(S) onto DW (A), the Harish-Chandra isomorphism.
The foremost member of D(S) is the Laplacian operator ∆ of the Riemannian space which is
also the Casimir operator tr(T 2). We have Γ(∆) = ∆A − |ρ|2. The entire algebra is generated by
the basic set tr(T n), n = 2, 3, · · ·d. (Note that tr(T ) = 0). Spherical functions of positive type
are eigenfunctions of the Laplacian: ∆φλ = −(|λ|2 + |ρ|2)φλ. Explicit calculation in Sec.3 gave the
spectrum of the Laplacian in d = 2 as (1/4,∞). In d = 3 it ranges over (1/3,∞).
Sekiguchi [8] gives an explicit formula for the generating function of the basic (d − 1) radial
operators ∆i, i = 2, 3, · · ·d:
∆(ζ) =
1
δ(H)
∑
s∈W
det(s) e2ρ(sH)Σdi=1(ξ +Ds(i) +
d+ 1− 2i
2
) = ζd +∆1ζ
d−1 +∆2ζ
d−2 + · · ·+∆d.(84)
Here
Di =
∂
∂ti
, δ(H) = Πi<j(e
ti−tj − etj−ti), ρ(H) = 1
2
Σi<j(ti − tj) (85)
s(H) = (ts(1), ts(2), · · · , ts(d)), (86)
for H = (t1, t2, · · · , td) ∈ a, and s label the elements of the Weyl group W. In particular the radial
part of the Casimir operator is
∆2 =
∑
i<j
(DiDj − 1
2
coth(ti − tj)(Di −Dj))− 1
2
|ρ|2. (87)
∆(ζ) is a family of commuting operators. Consider the eigenvalue equation
∆(ζ)u = Πd1(ζ + λi)u. (88)
for any real values of (λ1, λ2, · · · , λd),
∑d
1 λi = 0 Explicit solution are given in . They are generaliza-
tions of Gegenbauer polynomials.
We can define radial operator wrt the Cartan decomposition as we did with the Iwasawa decom-
position. Now the Laplacian has the form
RK(∆) = ∆A +
∑
α∈Σ+
coth α Hα (89)
This is Schro¨dinger operator for Calagero-Moser model.
Harish-Chandra has derived a formula for the c-function. Gindikin and Karpelevik [9] have
obtained an explicit product formula for SL(d, R). Similar product formula is available [10] also for
the spherical functions.
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5 Discussion
We rewrite the constraints Eqn. 1,2 using GL(3, R) generators. The Hamiltonian constraints of ADM
formalism takes the form
(TbaT
a
b −
1
2
T
2)(X)− q(X)
4κ2
R(3)(X) = 0, (90)
and the momentum constraints,
∂bT
b
a(X) +Pa(X) = 0. (91)
Pa(X) is the generator of local translations in argument X . Its role is a local translation of the
space coordinate X , while the first term in Eqn. 91 handles the tensorial properties under general
coordinate transformations. There are important ordering issues when these constraints are derived
[2] from the naive functional integral of Einstein gravity. This is handled in detail in Ref.[11], where
we also include the effects of an external energy-momentum source.
It is now clear that it is natural to use noncommutative harmonic analysis on GL(d, R)/O(d) as
presented in this paper. We obtain the general solution of the Hamiltonian constraints Eqn.90 in
Ref.[11]. We also obtain the general solution of the momentum constraints Eqn.91 in case of space
dimension d = 2.
In this paper we have highlighted that the constraints of the Hamiltonian formalism of Einstein
gravity are to be interpreted through local GL(d, R) Lie group. Then the machinary of noncom-
mutative harmonic analysis developed over many decades can be used for detailed calculations of
quantum gravity. This provides a powerful tool to address the many mysteries of quantum gravity.
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