Abstract-Driven by mutual bene ts, exchange and publication of data among various parties is an inevitable trend. However, released data often contains sensitive user information thus direct publication violates individual privacy. Among many privacy models, k-anonymity framework is popular and well-studied, it protects information by constructing groups of anonymous records such that each record in the table released is covered by no fewer than k − 1 other records. In this paper, we rst investigate different privacy preserving technologies and then focus on achieving k-anonymity for large scale and sparse databases, especially recommender systems. We present a general process for anonymization of large scale database. A preprocessing phase strategically extracts preference matrix from original data by Singular Value Decomposition (SVD) and eliminates the high dimensionality and sparsity problem. We developed a new clustering based k-anonymity heuristic named Bisecting K-Gather (BKG) and it is proven to be ef cient and accurate. To support customized user privacy assignments, we also proposed a new concept called customized k-anonymity along with a corresponding algorithm (BOKG). We use MovieLens database to assess our algorithms. The results show that we can ef ciently release anonymized data without compromising the utility of data.
I. INTRODUCTION
With the increased digitization of the society, more and more information about the physical world and citizens is collected and stored in various databases. The collection of information by governments and corporations has created massive opportunities for knowledge-based decision making. Driven by either mutual bene ts or by regulations of public available information, there is a demand for the exchange and publication of data among various parties. Such "user data" can be mined for insights or used to create useful computer systems, such as recommendation engines. For example, e-commerce sites often track a user's shopping history and analyze it to recommend new products in which the user might be interested. Similarly, online movie streaming applications may track users' viewing history and/or selfreported ratings in order to suggest additional movies to the users.
Given the trend towards releasing of user data, user privacy has become an important concern. Users are made uncomfortable by the prospect of having so much of their personal information being shared with various, often unidenti ed, third parties. Therefore, activities of data sharing have been strongly limited since the released data often contains users' sensitive information and by publishing data directly, it will violate users' privacy. Hence, it is extremely important that users' safety and integrity to be preserved. This undertaking is in the scope of privacy preserving data publishing (PPDP) [1] . A typical PPDP scenario is described in Figure 1 . Assume there is a centralized trusted server, called data publisher, who has a collection of data from users and wants to release the collected data to a data miner or to the public for research or other purposes. A task of the utmost importance here for the data publisher is to anonymize data before it is published such that the data recipient cannot learn the privacy information about the users. At the same time, the usefulness of the data is still preserved so that the recipient can perform data mining activities with a decent accuracy. It puts high requirements on the anonymization algorithms.
In Section II, we investigate related work on different privacy models, especially perturbation based approaches and k-anonymity. The pros and cons of each approach will be pointed out. In Section III, we present our general anonymization process using Bisecting K-Gather (BKG) to achieve k-anonymity, along with a series of experiments with the purpose of analyzing the performance of our general process. In Section IV, a new concept of "customized kanonymity" is raised. The "customized k-anonymity" can be achieved by using modi ed Bisecting One-K-Gather (BOKG). Evaluations of the proposed algorithms is presented in Section V. Finally, the concluding remarks are given in Section VI.
II. RELATED WORK
Privacy preserving techniques can be classi ed in ve dimensions: data distribution, data modi cation, data mining algorithm, data or rule hiding and privacy preservation [2] . Privacy preserving data publishing (PPDP) is a eld of research that focuses on manipulating a user dataset to create greater user anonymity while still maintaining the value of the dataset. Using PPDP techniques, a data publisher might "anonymize" a dataset and release the anonymized dataset rather than the original data set to a third party. Thus, the recipient of the data may be able to use the data for meaningful data mining activities but cannot learn particular private information about each user.
Various PPDP techniques have been developed. For example, one simple technique is to replace entities' names with anonymous identi ers (e.g., random numbers) or to remove such names altogether. More complex techniques may be aimed at preventing malicious actors from reverseengineering personal user information from the data when considered as a whole. Such techniques include approaches such as perturbation and k-anonymity.
In perturbation, the data values themselves are perturbed such that some data would be masked while other properties preserved. Perturbation techniques that have been studied include randomization, rotation perturbation, geometric perturbation, and others [3] [4] [5] [6] . The key advantages of randomization based approaches is that they are relatively simple, since the noise added to a given record is independent of the behavior of other records. Thus, randomization method can be achieved at data collection time. However, it works well only with large amount of data. Outlier records can also introduce much more noise and reduce the utility of data.
In k-anonymity, attempts to protect data by constructing groups of anonymous records, such that every tuple in the original user data is indistinguishably related to no fewer than k users [7] [8] [9] [10] . Although several algorithms have been proposed for nding optimal (i.e., minimal) kanonymous tables, the application of those algorithms is limited in practice because the k-anonymity problem is NPhard [11] . Nevertheless, various approximation algorithms and heuristics have emerged [12] [13] .
The existing k-gather heuristics can be classi ed into two classes. Fixed-size k-gather constructs n k anonymous groups and assigns the rest records to these groups [14] . Variable-size k-gather yields anonymous groups which all have sizes varying between k and 2k − 1 [15] . Fixed-size k-gather heuristics are often very ef cient and simple. However, variable-size methods often achieve lower information loss since they are able to adapt the choice of group sizes to the structure of the dataset.
The main focus of this paper is to develop an ef cient k-anonymization algorithm for high dimension and sparse datasets.
III. GENERAL SOLUTION WITH BISECTING K -GATHER
In this paper, we focus on achieving clustering based kanonymity for movie recommender system. Figure 2 describes the general process. It consists of three major phases. 
A. Preprocess
There are three main characteristics of the data in a movie recommender system. The clustering and k-anonymization algorithms do not work well with high dimensional and sparse datasets. Therefore, we need to preprocess the data before applying k-gather clustering algorithm. An important observation here is that similar users are not necessarily those who have rated the same movies but users who have similar movie preferences. Extracting user preferences from the original dataset is the key for further clustering. Feature extraction can be achieved by using SVD (singular value decomposition). By choosing r most signi cant values, which represent r implicit aspects or features of movies [16] , we can reduce the dimension of user preference matrix from m×n to m×r. r is considerably less than n.
B. Bisecting K-Gather
As mentioned before, xed k-gather clustering algorithms like bounded k-means has some drawbacks, and may suffer higher information loss. Therefore, we propose a new kgather heuristic, called bisecting k-gather (BKG).
1) Algorithm Description:
BKG derives from the conventional bisecting k-means algorithm, which is a variance of kmeans tends to produce clusters of similar sizes with smaller entropy. The algorithm exploits a top-down partition strategy that iteratively bisects the original dataset with possible least entropy. One can view the process akin to constructing a BSP (Binary Space Partitioning) tree, as in which BKG recursively divides the entire dataset into two until every leaf contains at least k records and the union of all leaves is the entire dataset. Our bisecting k-gather clustering method is described as the following ( · represents speci c similarity function).
else x i ∈ G R 7 repeat step 2 to 6 several times, select clusters from bisection with lowest Sum of Squared Error (SSE). 8 count the number of records in each cluster, without losing generality, assume
then Compute the centroid x i 17 nd the most distant record x r from x i 18 form a cluster containing x r and k − 1 records closest to x r 19 form another cluster containing the rest of records For a large-scale dataset that k n, it is expected that the dataset will be partitioned into a number of "bins" (step 13) before dealing with clusters of size between 0 and 3k. For cluster of size n L ∈ (0, k), we combine k − n L closest records in its siblings to form a group. We satisfy with clusters of size in [k, 2k). And for cluster of size [2k, 3k), we heuristically divide the cluster into two cluster, one of size k, the other of size in the range of [k, 2k). Figure 3 shows an example about the process of how BKG works for a 3-gather problem given a set of 12 randomly generated points.
2) Time Complexity: Since BKG is a non-deterministic algorithm, we analyze the best and the worst cases. Lemma 1. The best case time complexity of BKG is O(n log n). (c). Two clusters G0 and G1 generated after first bisection (d). G0 statisfies criteria, while G1 is of [2k,3k), further divide G1 to two cluseters, xr is the most distant point to centroid of G1(in grid) (e). A tree construction representation Proof: The complexity of BGK algorithm can be measured as the number of required distance computations. In best scenario, the dataset is not skewed much, means the data is relatively uniformly distributed, such that we are constructing a quite balanced BSP tree. We need about log n k iterations to produce nearly n k leaves (groups), and the best case happens when all the clusters' sizes are in [k, 2k). Therefore, in each iteration, to determine which cluster a point belongs to, we need n distance computations. The total number of distance computations is about n log n k . Thus the time complexity is O(n log n).
If the clusters are all with size [2k, 3k), we need to measure the number of distance computations in step 15. The centroid computation takes n additions; nding the most distant record from centroid also takes n additions and nding k − 1 closest points costs about (k − 1)n additions. Thus the time complexity is O(kn log n k ), which is also O(n log n).
Lemma 2. The worst case time complexity of BKG is O(n 3 ). The worst case happens when the following conditions are met:
(i) The dataset is extremely skewed such that we lose our nice tree structure degraded to a linked list. (ii) After each iteration, a cluster of size (0, k) is separated from the entire set.
Proof: In step 1, we need n k iterations instead of nice log n k . For the calculation of the number of distance computations in step 9, for simplicity, we assume that the total number of records in the dataset n is a multiple of k and there are no records in c L 's cluster. Then, we need n distance computations to nd the closest record from c L ; n − 1 distance computations for the second closest record; and up to n − k + 1 distance computations for the k closest record. Thus, the total number of distance computations is
By multiplying the number of iterations with the number of distance computations in each iteration, we get (n 2 (n−1)) 2k
, which means the complexity of the worst case is O(n 3 ). In reality, the worst case scenario rarely happens. We can expect the complexity is comparable to O(n log n).
C. Feature Extraction
After user preference extraction and k-gather clustering phases, we have a set of clusters with each of them contains users with similar movie preferences. Since the data publisher want to publish the anonymized user data instead of the user preference table, we need to refer back to the original dataset, and anonymize the rating of each movie as the average rating from the users in each cluster who have rated that movie, i.e. r j =
, where m is the number of users in group G who have rated movie j.
By anonymizing the rating of each movie within the group, some missing entries will be replaced by the group average values. As a result, the total number of entries increase with the increased k. In some PPDP scenarios, not all the users will have the same privacy concern. For instance, in a movie recommender system, some subscribers may be willing to trade their privacy for more accurate recommendation. It can also potentially improve the overall anonymization quality with respect to the information loss. Data publisher can provide subscribers a set of privacy concern levels (PL). Subscribers who wants better recommendations can choose lower privacy levels.
IV. CUSTOMIZED K-ANONYMITY

A. Motivation
Hypothesis: Users with lower privacy level can get higher recommendation accuracy. This hypothesis will be studied in the Evaluation section. If the hypothesis is true, then it will be a major incentive for users to choose lower privacy levels. In general, it is common that the collection of data records owned by data publisher may have different privacy concern requirements, thus k is not a globally xed number, but an individual preference. Therefore, each record can be tagged with an attribute of privacy level, generally, from [k min , k max ]. We can thus de ne clustering based on customized k-anonymity problem as the following.
De nition 1 (customized k-gather problem) The customized k-gather problem is to cluster n records (with individual privacy level k) in a metric space into a set of clusters, such that for each cluster, the number of records satis es the highest individual's privacy level.
In this paper, we have studied the basic case of customized k-anonymity, i.e. there are two privacy levels pl ∈ {1, k}, pl = 1 means no privacy concern, and k is the maximal privacy concern level. We name this problem as 1-k-gather problem.
B. Bisecting One-K-Gather
We have modi ed our BKG with additional functions to be a heuristic for solving 1-k-gather problem. The new heuristic is called bisecting one-k-gather (BOKG). To describe the algorithm, we introduce two tool functions (pl = privacy level).
CHECK-ALL-ONE(R
then return f alse 4 each x i forms a cluster 5 return true CHECK-ALL-ONE simply checks a set of records to see whether all records belong to privacy-level-one (pl-1) class, if so, each individual will form its own group.
LEAVE-ONE-OUT(R
do compute centroidx of R and the σ 5 nd the most distant pl-1 record x 1r fromx 6 if RSE(x 1r ,x) ≥ σ 7 then x 1r forms an individual cluster of itself 8 n = n − 1 9 continue 10 else return
For clusters of size n ∈ [k, 2k), LEAVE-ONE-OUT tries to separate pl-1 records out of the cluster by evaluating contribution it made to improve the cluster quality with respect to Root Squared Error (RSE). pl-1 records which increase the RSE of the cluster are chosen to be separated. The BOKG algorithm is show in Figure 5 . Figure 5 . Flowchart for BOKG Algorithm Figure 6 shows an example of how BOKG works for the same dataset in Figure 3 , but with six points of pl-1, denoted by circles, and the rest of points of pl-3, denoted by solid dots. (e). Form a separate cluster of point (3.8) of pl-1 which is most distant from centroid and out of the σ circle, recompute centroid and σ; same as cluster of point (7, 11) (f). Point (4,4) stands alone, eventually, we have six clusters, three of which are one-record clusters In this example, the rst two steps (a, b) are the same as BKG. In (d), since size of G 0 is bigger than k, we compute its centroid and the standard deviation, shown in dashed circle, to nd the most distant point of pl-1. Since this point lies outside of the circle, which means, separating this point will improve the cluster's quality. We perform this procedure recursively, until the size of cluster is equal to k, or no pl-1 point lies outside the "standard deviation circle".
V. EVALUATION
Evaluation of the customized k-anonymity includes two parts, the rst one is the analysis of the distribution of users in clusters with different sizes, to verify the BOKG algorithm can actually separate pl-1 users.
The second part is "Proof of the hypothesis", for users of no privacy concern, and users with privacy concern. We evaluate the lost utility for each case respectively, in order to prove that users with lower privacy level can have higher recommendation quality.
A. Distribution Analysis
We use MovieLens database 1 as our test database. We separated users into two categories, with half of the users are assigned privacy level 1 (471 users). Then BOKG was applied with k=5 and k=10, we calculated the number of users in groups of different sizes. For each case, we plot the result of the average numbers with ten tries. Figure 7 shows 
B. Utility Loss Evaluation
In this part, we studied the utility loss with k varying from 2 − 20.The dashed line indicates the test records from pl-1 users, the dotted line indicates test records from privacy level k users, and the solid line is the utility loss for conventional k-anonymity as a reference.
We can see that for users with no privacy concern, a great improvement of the prediction accuracy can be observed. They can get lower information loss and better recommendations. This result agrees with our hypothesis. We think the main reason is that pl-1 users who form clusters of itself will not loss any information. By separating those distant pl-1 users out of the clusters, the original clusters' quality is also improved. As a result of the anonymization, more clusters can be formed so that pl-1 user can also get better information from anonymized users.
Second, other users with normal privacy concerns have slightly improved prediction accuracy. Thus, people who care about their privacy information can also bene t from customized k-anonymity.
In summary, compared to conventional k-anonymity, the overall utility loss of customized k-anonymity is reduced.
VI. CONCLUSION
The problem dealt in this paper is privacy preserving data publishing for recommender system. We mainly focused on adapting k-anonymity to recommender system and also developed new concepts and algorithms for customized k-anonymity. Our main contributions are summarized as follows:
(i) We proposed a general scheme for PPDP of recommender system. It eliminates the high dimensionality and sparsity problem by a preprocess phase. We also present a new k-gather heuristic, bisecting k-gather algorithm (BKG). It forms groups of similar records by iteratively bisecting dataset with least entropy. (ii) We further introduced the concept of "customized kanonymity", which means anonymize database with records of different privacy concerns. (iii) We studied the basic case of customized k-anonymity, and we have further modi ed BKG to satisfy the basic case of customized k-anonymity, called bisecting 1-kgather (BOKG). Since we anonymize user records according to other users with similar preferences, the padded values are of high accuracy. When the sparsity and the dimension of database are large, we even can expect some bene ts from the anonymization. Utility test also showed that we can anonymize sparse data of recommender system with little loss of utility.
The new concept "customized k-anonymity", a more exible privacy model, disclosed meaningful use cases in reality. Though we have only studied the basic case of customized k-anonymity, the result of the algorithm turns out to support our hypothesis, i.e. users with lower privacy level requirements are likely to get higher recommendation quality.
