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2Vorwort
Traditionell existieren zwei kontroverse Sichtweisen

uber die Funktionsweise
einer Marktwirtschaft. Die sogenannte Klassische Schule betont die Vorz

uge frei-
er M

arkte und ihrer intrinsischen Stabilit

at, sowie die rationale Handlungsweise
der Marktteilnehmer. Insbesondere werden dabei wirtschaftliche Wechsellagen
mittels des Auftretens wiederkehrender exogener St

orungen der fundamentalen
Daten des

okonomischen Systems (Technologie, Ressourcen, usw.) begr

undet.
Allerdings ist es schwierig,

uberzeugende Argumente f

ur derartige exogene Zu-
fallsprozesse makro

okonomischer Schocks anzugeben.
Daher existiert eine andere Sichtweise, die h

aug auch als Keynesianische
Denkrichtung bezeichnet wird, welche davon ausgeht, da Fluktuationen vor al-
lem durch endogene

okonomische Mechanismen erkl

art werden m

ussen. Vor allem
die Rolle der Erwartungsbildung, also die R

uckkopplung der Erwartungen bei so-
zio

okonomischen Systemen, wird dabei als wesentliche Quelle verschiedener Insta-
bilit

aten hervorgehoben. Dabei haben gerade die neueren Entwicklungen auf dem
Gebiet der nichtlinearen dynamischen Systeme, wie etwa die Entdeckung, da
bereits einfache nichtlineare Systeme deterministisches Chaos erzeugen k

onnen,
dazu gef

uhrt, da die Annahme rationaler Erwartungen mehr und mehr ver-
worfen wird. Vielmehr wird unterstellt, da Wirtschaftssubjekte nur beschr

ankt
rational sind und ihre Vorhersagen anhand von vergangenen Beobachtungen mit-
tels

okonometrischer Methoden treen. So sind beispielsweise die Prognosen bzw.
Erwartungen von Finanzmarktakteuren h

aug linear rekursiven Prognosen, wie
etwa der geometrisch gewichtete Durchschnitt endlich vieler vergangener Beob-
achtungen. Allerdings ist die Untersuchung des Zusammenhangs zwischen der
unterstellten Form der Erwartungsbildung und den dynamischen Eigenschaften
eines

okonomischen Modells im allgemeinen sehr schwierig. Die vorliegende Arbeit
befat sich daher mit den einfachsten

okonomischen Modellen mit Prognoser

uck-
kopplung, den Modellen vom Cobweb{Typ.
Modelle vom Cobweb{Typ zeichnen sich dadurch aus, da die Realisation der
Modellvariablen in der n

achsten Periode ausschlielich von dem f

ur die n

achste
Periode erwarteten Zustand der Modellvariablen bestimmt wird. Gerade diese
Einfachheit der Modellstruktur macht die Faszination dieser Modelle aus und
verleiht ihnen einen hohen Wert bei der Untersuchung des Einusses verschiede-
ner Formen von Erwartungsbildung auf die Marktdynamik.
Um den Zusammenhang zwischen den Gl

attungseigenschaften einer Progno-
3seregel und dem dynamischen Verhalten eines Cobweb{Modells zu untersuchen,
werden in dieser Arbeit vor allem Cobweb{Modelle mit geometrisch gewichtetem
Durchschnitt als Prognoseregel betrachtet. Im Hinblick auf die lokalen dynami-
schen Eigenschaften dieser Modelle lassen sich dann eine Reihe von Aussagen
analytisch erzielen. Dagegen werden Aussagen in Bezug auf das globale dynami-
sche Verhalten haupts

achlich numerisch anhand zweier prototypischer Beispiele
abgeleitet. Mit Hilfe verschiedener numerisch graphischer Methoden wird dabei
zun

achst ein Cobweb{Modell mit S{f

ormiger Angebotsfunktion und anschlieend
ein Cobweb{Modell mit zur

uckgebogener Angebotsfunktion untersucht.
Ich m

ochte an dieser Stelle allen danken, die zur Fertigstellung dieser Arbeit
beigetragen haben. Insbesondere m

ochte ich meinem akademischen Lehrer Pro-
fessor Volker B

ohm f

ur die zahlreichen Anregungen und Diskussionen und f

ur die
Bereitstellung von danken. F

ur die intensive Betreuung und die anre-
gende Diskussion der Ergebnisse m

ochte ich mich vor allem bei Dr. Klaus Reiner
Schenk{Hoppe bedanken.
Herrn Professor B

orsch{Supan danke ich f

ur die

Ubernahme des Korreferats
und die intensive Durchsicht der Arbeit. Auerdem m

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ohm f
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Kapitel 1
Einleitung
Das Auftreten wiederkehrender wirtschaftlicher Wechsellagen und die immer wie-
der zu beobachtenden Schwankungen von Preisen und Mengen auf Finanz{ und
G

uterm

arkten besch

aftigen seit mehr als 100 Jahren das Denken vieler

Okono-
men. In den verschiedenen Erkl

arungsans

atzen f

ur wirtschaftliche Wechsellagen
spiegeln sich Dogmengeschichte, Forschungsmethoden und Paradigmen der

oko-
nomischen Theorie und insbesondere der dynamischen Wirtschaftstheorie.
Unabh

angig davon, ob Fluktuationen aggregierter

okonomischer Gr

oen be-
trachtet werden oder ob eine Erkl

arung f

ur Schwankungen innerhalb bestimmter
Sektoren gesucht wird, gibt es zwei grunds

atzlich verschiedene Erkl

arungsans

atze.
Einerseits gibt es den Ansatz, der von zuf

alligen exogenen Ein

ussen als Ursache
ausgeht. Andererseits k

onnen

okonomische Schwankungen aber auch mit Hilfe der
Einsichten und Methoden der Theorie der dynamischen Systeme auf deterministi-
sche Schwankungen zur

uckgef

uhrt werden. Diese deterministischen Schwankun-
gen werden dabei von Modellen erzeugt, die bestimmte endogene

okonomische
Mechanismen nachbilden.
1
Anfang der dreiiger Jahre gelang es zun

achst Slutzky (1937) und sp

ater
Frisch (1965) Konjunkturzyklen auf der Basis zuf

alliger exogener St

orungen zu
erkl

aren. Durch die Aggregation von Zufallszahlen erzeugten sie Zeitreihen, die
die charakteristischen Eigenschaften empirisch beobachteter Konjunkturzyklen
aufweisen.
2
Seit den siebziger Jahren werden vor allem in den Beitr

agen der Neu-
1
Gabisch & Lorenz (1987) geben einen allgemeinen

Uberblick zur Kontroverse zwischen
Erkl

arungsans

atzen f

ur wirtschaftliche Wechsellagen, die von exogenen Ursachen ausgehen, und
Erkl

arungsans

atzen, die von endogenen

okonomischen Mechanismen als Ursache ausgehen.
2
Krelle (1959) verfeinerte die Methoden von Slutzky und konnte dadurch auch Wendepunkte
und deren Abfolge im Konjunkturverlauf erkl

aren.
11
12 KAPITEL 1. EINLEITUNG
en Klassischen Marko

okonomik konjunkturelle Schwankungen mit Hilfe von sto-
chastischen Gleichgewichtsmodellen untersucht, wobei im Rahmen dieser Modelle
h

aug unterstellt wird, da die Wirtschaftsubjekte

uber rationale Erwartungen
verf

ugen.
3
H

aug wird dabei der Standpunkt vertreten, da die wesentlichen ge-
samtwirtschaftlichen Grundbeziehungen global stabil sind und keine dauerhaften
konjunkturellen Entwicklungen zulassen. Nur durch exogene Ein

usse, wie et-
wa zuf

allig auftretende Produktivit

atsschocks, ver

anderte Pr

aferenzen der Wirt-
schaftssubjekte oder wiederkehrende politische Wahlen, kommt es zu Abweichun-
gen vom Gleichgewicht und damit zu konjunkturellen Schwankungen (McCallum
(1980) und Begg (1982)).
W

ahrend Erkl

arungsans

atze, die von exogenen Ursachen ausgehen, vom em-
pirischen Standpunkt aus gesehen durchaus von Interesse sind, mu im Rahmen

okonomischer Modellbildung die Frage gestellt werden, ob Erkl

arungen f

ur Kon-
junkturen nur auf exogene Faktoren gest

utzt werden sollten. Erkl

arungen auf
der Basis stochastischer St

orungen, die keine endogenen

okonomischen Zusam-
menh

ange ber

ucksichtigen, sind aus theoretischer Sicht unbefriedigend. Dar

uber
hinaus haben seit den achtziger Jahren verschiedene

Okonomen, auf der Basis von
neueren Erkenntnissen aus dem Gebiet der nichtlinearen dynamischen Systeme,
die Grundthese der Neuen Klassischen Marko

okonomik, da exible Preise und
rationale Erwartungen in einer von

aueren Ein

ussen isolierten Wirtschaft ein
zyklenfreies Wachstum gew

ahrleiten, in Frage gestellt. Ihre Kritik f

uhrte schlie-
lich zur Entwicklung der Theorie der Endogenous Business Cycles.
4
Die Ergeb-
nisse dieser Theorie zeigen, da schon vergleichsweise einfache Modikationen an
Standardmodellen der Neuen Klassischen Makro

okonomik ausreichen, um zykli-
sche und sogar irregul

ar schwankende Gleichgewichtsl

osungen zu erhalten. Diese
3
Die Erwartungen von Wirtschaftssubjekten werden als rational bezeichnet, wenn die von
ihnen prognostizierte Entwicklung der Modellvariablen mit der sp

ateren Realisierung der Varia-
blen bis auf unsystematische Fehler

ubereinstimmt. Im Zusammenhang mit deterministischen
Modellen wird f

ur rationale Erwartungen auch der Begri perfekte Voraussicht verwendet.
4
Im Rahmen der Theorie der Endogenous Business Cycles wird meistens eine explizite Mo-
dellierung des intertemporalen Optimierungskalk

uls der Wirtschaftssubjekte durchgef

uhrt. So
zeigen die Arbeiten von Deneckere & Pelikan (1986) und Benhabib & Nishimura (1985), da

okonomische Modelle komplexe Gleichgewichtsl

osungen aufweisen k

onnen, obwohl sich die mo-
dellierten Wirtschaftssubjekte

uber einen unbeschr

ankten Zeitraum hinweg optimal verhalten.
Benhabib & Day (1982) und Grandmont (1985) verwenden ein Modell mit

uberlappender Gene-
rationenstruktur um zu demonstrieren, da trotz der Annahme von vollkommenemWettbewerb
und perfekter Voraussicht Konjunkturzyklen von beliebiger Ordnung auftreten k

onnen.
13
Erkenntnisse l

osten verschiedene Kontroversen aus, wobei neben den Erkl

arungs-
ans

atzen, die Schwankungen von

okonomischen Gr

oen auf exogene Ursachen
zur

uckf

uhren, auch die Hypothese der rationalen Erwartungen ins Zentrum der
Kritik ger

uckt wurde (Sargent (1993)).
Erkl

arungsans

atze, die endogene

okonomische Mechanismen f

ur Schwankun-
gen verantwortlich machen, wurden bereits in den dreiiger Jahren von Tinbergen
(1930) und Schultz (1930) entwickelt. Beiden gelang es ein einfaches dynami-
sches Modell herzuleiten, mittels dessen das zyklische Verhalten von Preisen und
Mengen auf bestimmten Agrarm

arkten erkl

art werden konnte. Kaldor (1934) be-
zeichnete dieses Modell sp

ater als Cobweb{Modell. Weitere fr

uhe Beitr

age, die als
Ursache f

ur Konjunkturzyklen die R

uckkopplung des Volkseinkommens und ande-
rer gesamtwirtschaftlicher Gr

oen auf sich selbst sehen, gehen auf Kalecki (1935),
Harrod (1936) und Samuelson (1939) zur

uck. Die R

uckkopplung entsteht durch
die Verbindung der beiden Keynesianischen Konzepte Konsum{Multiplikator und
Investitions{Akzelerator und wird durch eine lineare Dierenzengleichung zwei-
ter Ordnung beschrieben. Allerdings haben lineare dynamische Systeme die Ei-
genschaft, da permanente Schwingungen nur f

ur singul

are Parameterkombina-
tionen auftreten. Konjunkturzyklen k

onnen auf der Basis linearer Systeme nur
dann generisch erkl

art werden, wenn wiederkehrende exogene Schocks unterstellt
werden. Erst die Arbeiten von Hicks (1950), Goodwin (1951) und Rose (1967)
erbringen mit Hilfe nichtlinearer Dierenzengleichungen den Nachweis, da

oko-
nomische R

uckkopplungssysteme auch ohne exogene Ein

usse dauerhafte Kon-
junkturschwankungen erzeugen k

onnen.
Neben technolgischen Anpassungsvorg

angen und Verz

ogerungsprozessen auf
M

arkten kann sich eine R

uckkopplung eines

okonomischen Prozesses allerdings
auch aus folgendem Grund ergeben: Wirtschaftssubjekte besitzen nur ein un-
vollst

andiges Wissen

uber die zugrundeliegenden

okonomischen Mechanismen.
Ihre Handlungen werden ganz wesentlich von ihren Prognosen

uber die zuk

unf-
tige Entwicklung verschiedener

okonomischer Variablen bestimmt. Da die Hand-
lungen der Wirtschaftssubjekte die aktuellen Realisierungen des Marktprozesses
beeinussen, entsteht eine sogenannte Prognoser

uckkopplung.
5
Dar

uber hinaus
erstellen die Wirtschaftssubjekte ihre Prognosen aufgrund der in der Vergangen-
heit beobachteten Realisierungen der

okonomischen Variablen. Falls sie dabei ein
5
Eine solche Prognoser

uckkopplung ist typisch f

ur soziale Systeme, wohingegen bei biologi-
schen oder physikalischen Systemen niemals eine Prognoser

uckkopplung auftritt.
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Berechnungsverfahren mit einer endlichen Datenspeicherkapazit

at, also eine so-
genannte rekursive Prognoseregel, anwenden, dann ergibt die mathematische Be-
schreibung der Prognoser

uckkopplung ein dynamisches System mit einer endlich
dimensionalen Verz

ogerungsstruktur.
B

ohm & Wenzelburger (1997c) haben einen formalen Rahmen entwickelt, in
welchem

okonomische Prozesse mit Prognoser

uckkopplung als dynamisches Sy-
stem beschrieben werden k

onnen. Der Einu der Prognosen und der Einu
der vergangenen Realisierung von

okonomischen Variablen auf die zeitliche Ent-
wicklung des

okonomischen Prozesses wird in diesem Rahmen durch eine stetige
Abbildung, das sogenannte

okonomische Bildungsgesetz, festgelegt. Die Zusam-
mensetzung von Prognoseregel und

okonomischem Bildungsgesetz ergibt dann
ein dynamisches

okonomisches System. Die Frage, in welcher Weise die zeitli-
che Entwicklung eines

okonomischen Prozesses ver

andert wird, falls Vorausset-
zungen

uber Pr

aferenzen, Marktform, Erwartungsbildung, usw. variiert werden,
entspricht aufgrund der konzeptionellen Trennung von Prognoseregel und Bil-
dungsgesetz somit der Frage, in welcher Weise die globale Dynamik eines

okono-
mischen Systems ver

andert wird, falls das

okonomische Bildungsgesetz oder die
Prognoseregel variiert werden.
Im Rahmen der Theorie des tempor

aren Gleichgewichts werden zwar die Ei-
genschaften von

okonomischen Prozessen mit Prognoser

uckkopplung untersucht.
Allerdings werden dabei die R

uckkopplungsprozesse fast immer mittels eines
impliziten Dierenzengleichungssystems beschrieben (Fuchs & Laroque (1976),
Grandmont (1985)). Die mathematischen Methoden zur Untersuchung der Dy-
namik von implizit denierten Dierenzengleichungen erlauben im allgemeinen
nur eine lokale Analyse in der Umgebung von station

aren L

osungen.
6
Um die globale Entwicklung eines

okonomischen Prozesses untersuchen zu
k

onnen, mu die rekursive Struktur des Prozesses, also die sequentielle Abfolge
von Aktionen und Realisierungen, explizit als ein dynamisches

okonomisches Sy-
6
Das heit, es kann nichts

uber L

osungen ausgesagt werden, die den lokal denierten Zu-
standsraum verlassen, wobei oftmals nicht klar ist, f

ur welche Anfangswerte dies zutrit. Die
meisten Beitr

age zur Theorie des tempor

aren Gleichgewichts befassen sich deshalb mit der
Analyse der lokalen Stabilit

atseigenschaften von station

aren Gleichgewichtsl

osungen. Insbeson-
dere wird dabei argumentiert, da nur die Stabilit

atseigenschaften der station

aren Zust

ande
von Interesse sind, da im Falle von Instabilit

at systematische Prognosefehler vorliegen und die
Wirtschaftssubjekte darauf hin ihre Prognoseregel entsprechend ab

andern (Evans & Honkapoh-
ja (1995a)).
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stem modelliert werden. Aufgrund des Verst

andnisses der globalen dynamischen
Eigenschaften von

okonomischen Systemen lassen sich dann Erkl

arungen f

ur kon-
junkturelle Schwankungen ableiten, ohne da dabei auf exogene Ursachen zur

uck-
gegrien werden mu. Hierdurch sind schlielich modellgest

utzte Vorhersagen von
zuk

unftigen

okonomischen Entwicklungen m

oglich, die dann auch Ver

anderungen
von Informations{ und Transaktionsm

oglichkeiten auf M

arkten oder den Wech-
sel der wirtschaftspolitischen Rahmenbedingungen ber

ucksichtigen k

onnen. Wird
ein

okonomischer Proze durch ein nichtlineares dynamisches

okonomisches Sy-
stem beschreiben und liegen kleinste Mefehler vor, dann ist eine Prognose der
langfristige Entwicklung des

okonomischen Prozesses oftmals nicht m

oglich, ob-
wohl die dem System zugrundeliegenden Gleichungen genauestens bekannt sind.
7
Aus diesem Grunde geh

ort es zur Aufgabe der dynamischen Wirtschaftstheorie
Ursachen f

ur prognostizierbar und nicht prognostizierbare

okonomische Entwick-
lungen zu ermitteln. Dabei ist zu ber

ucksichtigen, da nichtlineare dynamische
Systeme sehr unterschiedliche Formen von komplexen dynamischen Verhalten
aufweisen k

onnen. Beispielsweise kann der Fall eintreten, da mehrere lokal sta-
bile station

are Zust

ande koexistieren, wobei der Einzugsbereiche der Anfangs-
werte fraktale Strukturen aufweist. Bei kleinsten Me{ oder Berechnungsfehlern
ist dann f

ur viele Anfangswerte eine langfristige Prognose des Systemverhaltens
unm

oglich.
Die vorliegende Arbeit untersucht das globale dynamische Verhalten von

oko-
nomischen Systemen vom Cobweb{Typ, wobei die Annahme getroen wird, da
die Wirtschaftssubjekte ihre Prognose mittels einer linear rekursiven
8
Progno-
seregel erstellen.

Okonomische Bildungsgesetze vom Cobweb{Typ zeichnen sich
dadurch aus, da der im n

achsten Zeitpunkt realisierte Zustand ausschlielich von
dem f

ur den n

achsten Zeitpunkt erwarteten Zustand abh

angt. Bei allgemeiner de-
nierten Bildungsgesetzen beeinussen auch die vergangenen Realisierungen der
Zustandsvariablen die Entwicklung des Systems. Daher ist die Analyse der Dy-
namik solcher Systeme noch um vieles schwieriger als die Analyse der Dynamik
7
Eine solche Unm

oglichkeit der langfristigen Prognose besteht gerade dann, wenn das nicht-
lineare System sensitiv von den Anfangswerten abh

angt. Eine formale Denition von sensitiver
Abh

angigkeit von den Anfangswerten wird in Anhang B gegeben.
8
Die dynamischen Eigenschaften von

okonomischen Systemen, unter der Annahme von nicht-
linearen Prognoseregeln, werden beispielsweise von Brock & Hommes (1997) oder DeGrauwe,
Dewachter & Embrechts (1993) untersucht. Diese Arbeiten besch

aftigen sich mit der Frage,
in welcher Weise heterogene Formen der Erwartungsbildung die Dynamik eines

okonomischen
Systems beeinussen.
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eines Systems vom Cobweb{Typ. Trotz der einfachen Struktur von

okonomischen
Systemen vom Cobweb{Typ, ist die systematische Untersuchung des Einusses
von linear rekursiven Prognoseregeln auf das dynamische Verhalten dieser Sy-
steme grundlegend f

ur sp

atere Untersuchungen, die sich mit der Dynamik bei
allgemeinem Bildungsgesetz befassen. Dar

uber hinaus spielen

okonomische Sy-
steme vom Cobweb{Typ in verschiedenen Gebieten der

okonomischen Theorie
eine wichtige Rolle. Neben dem klassischen Cobweb{Modell zur Erkl

arung re-
gelm

aig wiederkehrender Preis{ und Mengenschwankungen auf Agrarm

arkten
(Ezekiel (1938)), werden auch in der Wachstumstheorie (Jarsulic (1993)) und der
Finanzmarkttheorie (Day & Huang (1990), Brock & Hommes (1997)) Modelle
vom Cobweb{Typ verwendet.
Eine Form der linear rekursiven Prognose, die im folgenden immer wieder im
Mittelpunkt des Interesses stehen wird, ist der geometrisch gewichtete Durch-
schnitt vergangener Beobachtungen. Beispielsweise verwenden Finanzmarktak-
teure im Rahmen des tats

achlichen B

orsengeschehens den geometrisch gewichte-
ten Durchschnitt zur chart{technischen Analyse von vergangenen Beobachtungen
9
und zur Prognose von B

orsenkursen. Daher geh

oren Prognosen mittels geome-
trisch gewichtetem Durchschnitt zu den Standardbeispielen f

ur rekursive For-
men der Erwartungsbildung. Bei einer Prognose mittels geometrisch gewichte-
tem Durchschnitt wird durch die Wahl eines geometrischen Gewichtungsfaktors
und einer Ged

achtnisl

ange festgelegt, wie stark weiter vergangene Beobachtun-
gen die Prognose beeinussen. Bei einem sehr kleinen Gewichtungsfaktor liegt
die Prognose in der N

ahe des zuletzt realisierten Wertes der Zustandsvaria-
blen. Wird zur Vorhersage der zuletzt realisierte Wert der Zustandsvariablen
verwendet, dann bezeichnet man das auch als naive Erwartungen. Bei einem sehr
groen Gewichtungsfaktor entspricht die Prognose einer saisonalen Vorhersage.
Eine Prognoseregel, die als der geometrisch gewichtete Durchschnitt aller ver-
gangenen Beobachtungen deniert ist, kann auch in Form einer linear adaptiven
Prognoseregel dargestellt werden. Linear adaptive Prognoseregeln wurden bereits
von Nerlove (1958) eingef

uhrt. Er bezeichnete diese Prognoseregeln als adaptive
Erwartungen.
10
9
Geometrisch gewichtete Durchschnitte besitzen statistische Optimalit

atseigenschaften
(Muth (1960)), aufgrund derer sie im Rahmen der deskriptiven Analyse von empirischen Zeitrei-
hen eine wichtige Rolle spielen.
10
Hicks' Denition der Erwartungselastizit

at regte Cagan (1956) dazu an, das Konzept der
zeitstetigen adaptiven Erwartungen einzuf

uhren. Einige Jahre sp

ater interpretierte Nerlove
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Verschiedene Arbeiten befaten sich bereits mit der Frage, inwiefern Pro-
gnosen mittels geometrisch gewichtetem Durchschnitt das globale dynamische
Verhalten eines nichtlinearen Cobweb{Modells beeinussen. So werden Cobweb{
Modelle mit naiven Erwartungen und nicht monotonem Bildungsgesetz von Art-
stein (1983), Jensen & Urban (1984) und Day (1994) betrachtet. Sie gehen von
einem zur

uckgebogenen Bildungsgesetz des Cobweb{Modells aus und zeigen, da
f

ur diese Modelle topologisches Chaos auftreten kann. Qualitative und numerische
Untersuchungen der globalen Dynamik von Cobweb{Modellen, unter der Annah-
me von adaptiven Erwartungen, werden von Chiarella (1988), Hommes (1991),
Hommes (1994) und Gallas & Nusse (1996) durchgef

uhrt. Sie weisen unter ande-
rem nach, da bei S{f

ormigem Bildungsgesetz das Bifurkationsverhalten und das
Auftreten von topologischem Chaos von den Adaptationseigenschaften der Pro-
gnoseregel abh

angt. Die dynamischen Eigenschaften von Cobweb{Modellen mit
geometrisch gewichtetem Durchschnitt als Prognoseregel werden von Hommes
(1996),Hommes (1998) untersucht. Auch er betrachtet S{f

ormige Bildungsgeset-
ze. Mit Hilfe von Bifurkationsdiagrammen und zwei{dimensionalen Projektionen
von Attraktoren zeigte er, da durch die Ged

achtnisl

ange und durch den Ge-
wichtungsfaktor der Prognoseregel die Komplexit

at des dynamischen Verhaltens
in charakteristischer Weise beeinut wird. Hommes & Sorger (1996) untersu-
chen Cobweb{Modelle mit verschiedenen Bildungsgesetzen und berechnen f

ur die
von diesen Modellen erzeugten Zeitreihen die Autokorrelationsfunktion. Sie zei-
gen, da die statistischen Eigenschaften einiger der Zeitreihen schwachem weien
Rauschen
11
entsprechen und deshalb nicht mittels linearer statistischer Methoden
von rein stochastisch erzeugten Zeitreihen unterschieden werden k

onnen.
Die vorliegende Arbeit erweitert diese Untersuchungen zum Einu der Pro-
gnose mittels geometrisch gewichtetem Durchschnitt auf die Dynamik von Syste-
men vom Cobweb{Typ in mehrerer Hinsicht. So wird das Bifurkationsverhalten
der Systeme an den station

aren Zust

anden bei

Anderung der Ged

achtnisl

ange
(1958) diese adaptiven Erwartungen zeitdiskret, in dem er das Konzept des erwarteten nor-
malen Preises entwickelte. Der erwartete normale Preis ist der von den

okonomischen Agenten
erwartete Gleichgewichtspreis der n

achsten Periode. Die Agenten berechnen den f

ur die n

achste
Periode erwarteten normalen Preis aus dem f

ur heute erwarteten normalen Preis, linear kor-
rigiert um die Dierenz zwischen dem heute realisierten Preis und dem f

ur heute erwarteten
normalen Preis.
11
Eine Folge von unabh

angigen und identisch verteilten Zufallsvariablen mit endlichem zwei-
ten Moment nennt man starkes weies Rauschen. Eine Folge von unkorrelierten Zufallsvariablen
mit identischem ersten und zweiten Moment bezeichnet man als schwaches weies Rauschen.
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und bei

Anderung des Gewichtungsfaktors untersucht, wobei nur die stetige Dif-
ferenzierbarkeit der Systeme vorausgesetzt wird. Im Zusammenhang mit dieser
Bifurkationsanalyse werden obere Schranken f

ur die Spektralradien der Jacobi{
Matrizen, und damit f

ur die Lyapunov Exponenten des Systems, abgeleitet. Des
Weiteren wird die Abh

angigkeit dieser oberen Schranken von der Ged

achtnisl

ange
und dem Gewichtungsfaktor der Prognoseregel untersucht. Dar

uber hinaus wird
das dynamische Verhalten eines Cobweb{Modells mit S{f

ormigem Bildungsgesetz
und das dynamische Verhalten eines Cobweb{Modells mit zur

uckgebogenem Bil-
dungsgesetz analysiert und miteinander verglichen. Erst durch den Vergleich von
dynamischen Eigenschaften bei unterschiedlichem Bildungsgesetz kann bestimmt
werden, inwiefern der Einu der Ged

achtnisl

ange und des Gewichtungsfaktors
auf die Dynamik des Cobweb{Modells von den nichtlinearen Eigenschaften des
Bildungsgesetzes abh

angt. Monotone Bildungsgesetze, wie das im folgenden be-
trachtete S{f

ormige Bildungsgesetz, k

onnen dabei aufgrund von speziellen An-
nahmen an die Technologie hergeleitet werden. Bildungsgesetze von zur

uckgebo-
gener Form ergeben sich, wenn man unterstellt, da die Produzenten den Preis
der n

achsten Periode subjektiv als unsicher betrachten. Geht man auerdem da-
von aus, da die Nutzenfunktion der Produzenten quadratisch ist, so weist die
Angebotsfunktion bereits bei geringer Risikoaversion eine zur

uckgebogene Form
auf.
In dieser Arbeit werden sowohl analytische, wie auch numerische Untersuchun-
gen vorgenommen. So wird das lokale dynamische Verhalten in der Umgebung von
station

aren Zust

ande analytisch, in Abh

angigkeit der Elasitizit

at des Bildungs-
gesetzes und der Ged

achtnisl

ange bzw. dem Gewichtungsfaktor der Prognosere-
gel, untersucht. Hierzu wird zun

achst eine allgemeine Analyse der Eigenwerte
der Jacobi{Matrizen von Cobweb{Modellen durchgef

uhrt. Weitere Eigenschaften
des globalen dynamischen Langzeitverhaltens, wie etwa sensitive Abh

angigkeit
von den Anfangswerten, k

onnen mit Hilfe des ergodentheoretischen Konzepts der
Lyapunov Exponenten untersucht werden. Da sich obere Schranke f

ur Lyapunov
Exponenten aus den Spektralradien des Systems ableiten lassen, kann die Frage,
ob und in welcher Weise ein Zusammenhang zwischen sensitiver Abh

angigkeit
von den Anfangswerten und der Ged

achtnisl

ange bzw. dem Gewichtungsfaktor
der Prognoseregel besteht, zumindest teilweise analytisch beantwortet werden.
Da Cobweb{Modelle mit geometrisch gewichtetem Durchschnitt als Progno-
seregel, je nach Ged

achtnisl

ange, eine unterschiedlich hohe Dimension aufweisen,
l

at sich mittels analytischer Methoden nur wenig

uber das globale dyamische
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Verhalten der Systeme aussagen. Weitere Einsichten, etwa im Hinblick darauf un-
ter welchen Bedingungen an die nichtlinearen Eigenschaften des Bildungsgesetzes
und an die Form der Prognoseregel komplexes dynamisches Verhalten auftritt,
k

onnen mit Hilfe des Softwarepakets
12
gewonnen werden. Durch die
systematische Kombination von Bifurkationsdiagrammen, Diagrammen des ma-
ximalen Lyapunov Exponenten, Zyklogrammen
13
und Attraktoreinbettungen las-
sen sich die globalen Bifurkationseigenschaften des Cobweb{Modells mit S{f

ormi-
gem Bildungsgesetz und des Cobweb{Modells mit zur

uckgebogenem Bildungsge-
setz umfassend analysieren und miteinander vergleichen. Dadurch k

onnen dann
unter anderem die Ergebnisse von B

ohm &Wenzelburger (1995) zum Zusammen-
hang von Zyklenstruktur und Ged

achtnisl

ange erweitert werden. Da sich bei der
Untersuchung des Verhaltens von Lyapunov Exponenten mit Hilfe von oberen
Schranken nur Aussagen

uber das Verhalten bei groer Ged

achtnisl

ange ableiten
lassen, werden die Lyapunov Exponenten des Cobweb{Modells mit S{f

ormigem
Bildungsgesetz und des Cobweb{Modells mit zur

uckgebogenem Bildungsgesetz
numerisch approximiert. Hierdurch wird auch ein Vergleich des Verhaltens der
Lyapunov Exponenten bei kurzer Ged

achtnisl

ange m

oglich.
Die Arbeit ist wie folgt aufgebaut. In Kapitel 2 wird die formale Struktur
von Cobweb{Modellen hergeleitet und es wird ein kurzer

Uberblick zur Entwick-
lung der Theorie des Cobweb{Modells gegeben. Auerdem werden eine Reihe von

okonomischen Bedingungen angegeben, unter denen das Verhalten eines

okono-
mischen Prozesses durch ein System vom Cobweb{Typ beschrieben werden kann.
Die Systeme vom Cobweb{Typ werden in den von B

ohm &Wenzelburger (1997c)
entwickelten Rahmen eines dynamischen

okonomischen Systems eingebettet und
f

ur verschiedene rekursive Prognoseregeln wird die allgemeine Systemform her-
geleitet. Anschlieend werden die aus der Literatur bekannten Ergebnisse zum
Einu von linear rekursiven Prognoseregeln, insbesondere aber von Prognosen
mittels geometrisch gewichtetem Durchschnitt, auf die Dynamik von Systemen
12
Das Softwarepaket ist Teil des Projekts
"
Dynamische Makro

okonomik\ der Uni-
versit

at Bielefeld und wird von der Deutschen Forschungsgemeinschaft unter Kontrakt Bo
635/8-1 nanziert. Eine genaue Beschreibung des Leistungsumfangs und der Bedienung von
, sowie eine Sammlung von Standardbeispielen, nden sich im Handbuch B

ohm &
Schenk-Hoppe (1998).
13
Zyklogramme sind qualitative Zwei{Parameter Bifurkationsdiagramme. Eine ausf

uhrliche
Beschreibung ndet man in Kapitel 4.
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vom Cobweb{Typ zusammengefat.
Das Kapitel 3 behandelt qualitative Aspekte der Dynamik von Systemen
vom Cobweb{Typ. Im Rahmen einer analytischen Untersuchung werden Zusam-
menh

ange zwischen der Ged

achtnisl

ange und der Gewichtungsstruktur der Pro-
gnoseregel und dem Bifurkationsverhalten der Systeme hergeleitet. Vorausset-
zung hierf

ur ist zun

achst eine allgemeine Analyse der Eigenwerte von Cobweb{
Modellen. Des Weiteren wird mit Hilfe von oberen Schranken f

ur Lyapunov
Exponenten eine qualitative Analyse des Zusammenhangs zwischen sensitiver
Abh

angigkeit von den Anfangswerten und der Ged

achtnisl

ange der Prognoseregel
durchgef

uhrt.
Das Kapitel 4 befat sich mit der numerischen Analyse eines Cobweb{Modells
mit S{f

ormigem Bildungsgesetz. Die S{Form des Bildungsgesetzes ergibt sich auf-
grund einer speziellen Produktionsfunktion. Da sich im Fall der Prognose mittels
ungewichtetem Durchschnitt eine Vielzahl von speziellen dynamischen Ph

anome-
nen ergeben, werden die numerischen Resultate in einem gesonderten Abschnitt
zusammengefat. Anschlieend werden dann Ein{ und Zwei{Parameter Bifurkati-
onsanalysen des Cobweb{Modells f

ur den allgemeineren Fall der Prognose mittels
geometrisch gewichtetem Durchschnitt durchgef

uhrt.
Das Kapitel 5 beinhaltet die numerische Analyse der dynamischen Eigenschaf-
ten eines Cobweb{Modells mit zur

uckgebogenem Bildungsgesetz. Die zur

uckgebo-
gene Form des Bildungsgesetzes ergibt sich aufgrund der Voraussetzung, da die

okonomischen Agenten Preise subjektiv als unsicher betrachten und sich entspre-
chend risikoavers verhalten. Um das dynamische Verhalten dieses Cobweb{Mo-
dells mit dem dynamischen Verhalten bei S{f

ormigem Bildungsgesetz einfacher
vergleichen zu k

onnen, werden die numerischen Ergebnisse f

ur den Fall der Pro-
gnose mittels ungewichtetem Durchschnitt und f

ur den Fall der Prognose mittels
geometrisch gewichtetem Durchschnitt in jeweils getrennten Abschnitten zusam-
mengefat.
Kapitel 2
Modelle vom Cobweb{Typ und
rekursive Erwartungen

Okonomische Prozesse mit der Eigenschaft, da die Realisierungen der

okonomi-
schen Variablen in der n

achsten Periode ausschlielich von den f

ur die n

achste
Periode von den Wirtschaftssubjekten erwarteten Realisierungen der Variablen
abh

angen, lassen sich mittels Modellen vom Cobweb{Typ beschreiben. Ein Mo-
dell vom Cobweb{Typ setzt sich aus einer Prognoseregel und einem speziellen
Bildungsgesetz, dem sogenannten Cobweb{Bildungsgesetz, zusammen. Die Pro-
gnoseregel leitet sich aus den Annahmen

uber die Form der Erwartungsbildung
der Wirtschaftssubjekte ab. Das Bildungsgesetz beschreibt formal den Einu
vergangener Realisierungen der

okonomischen Variablen und der Erwartungen der
Wirtschaftssubjekte auf die zuk

unftigen Realisierungen der Variablen. Cobweb{
Bildungsgesetze zeichnen sich dabei dadurch aus, da die Realisierungen der

oko-
nomischen Variablen in der n

achsten Periode nur von den Erwartungen der Wirt-
schaftssubjekte f

ur die n

achste Periode abh

angen.

Okonomische Prozesse, deren Verhalten mit Hilfe von Modellen vom Cobweb{
Typ untersucht werden kann, treten beispielsweise in einigen Sektoren der Agrar-
wirtschaft auf. Die Produktionsbedingungen in diesen Sektoren sind meistens
dergestalt, da die Produzenten ihre Produktionsentscheidung eine gewisse Zeit-
spanne vor der Verf

ugbarkeit des produzierten Gutes treen m

ussen. Ist dann das
Gut nicht lagerf

ahig und besteht f

ur den Produzenten keine M

oglichkeit zum Ab-
schlu von Preissicherungsgesch

aften, so h

angt die Produktionsentscheidung nur
von dem Preis ab, den der Produzent zum Zeitpunkt des Absatzes des Gutes er-
wartet. Im folgenden werden Modelle vom Cobweb{Typ, welche die zeitliche Ent-
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wicklung der Preise von G

utern beschreiben, wobei eine Verz

ogerung zwischen der
Produktionsentscheidung und der Verf

ugbarkeit des Gutes auftritt, als Cobweb{
Modelle bezeichnet. Das dynamische Verhalten der Preise und Mengen solcher
G

uter wurde erstmals in den dreiiger Jahren von Schultz (1930) und Tinbergen
(1930) mit Hilfe eines einfachen linearen Modells vom Cobweb{Typ beschrieben.
Das Modell wurde dann von Ezekiel (1938), Nerlove (1958) und anderen wei-
terentwickelt. Aber auch neuere Beitr

age zur Finanz{ und Kapitalmarkttheorie
verwenden Modelle vom Cobweb{Typ zur Erkl

arung bestimmter

okonomischer
Prozesse (Jarsulic (1993), Day & Huang (1990)). In diesen Beitr

agen wird ins-
besondere davon ausgegangen, da die Wirtschaftssubjekte nur ein beschr

anktes
Wissen

uber zugrundeliegende

okonomische Zusammenh

ange besitzen. Die Wirt-
schaftssubjekte bilden ihre Erwartungen vielmehr mit Hilfe von

okonometrischen
Methoden auf der Grundlage von vergangenen Beobachtungen (Sargent (1993)).
Die meisten der Methoden, die

Okonometriker zur Prognose verwenden, sind
rekursiv. Rekursiv bedeutet, da der zur Berechnung der Prognose verwendete
Algorithmus nur eine endliche Datenspeicherkapazit

at ben

otigt. Betrachtet man
rekursive Formen der Erwartungsbildung im Zusammenhang mit Modellen vom
Cobweb{Typ, dann entsprechen die Modelle jeweils autonomen dynamischen Sy-
stemen, wobei die jeweilige Verz

ogerungsstruktur des Systems von der Form der
Erwartungsbildung abh

angt.
Die Untersuchungen der vorliegenden Arbeiten befassen sich mit dem Ein-
u verschiedener Formen der rekursiven Erwartungsbildung auf das dynamische
Verhalten von Modellen des Cobweb{Typs. Im folgenden werden dabei die ein-
fachsten Formen der rekursiven Erwartungsbildung untersucht. Das sind zum
einen Prognoseregeln, die als geometrisch gewichtete Durchschnitt vergangener
Beobachtungen deniert sind, und zum anderen linear adapative Prognoseregeln,
wie sie bereits von Nerlove (1958) betrachtet wurden. Bei einer Prognose mittels
geometrisch gewichtetem Durchschnitt wird nur die Information aus endlich vie-
len Beobachtungen verwendet. Man spricht deshalb auch von einer Prognoseregel
mit endlichem Ged

achtnis.
Im folgenden Abschnitt 2.1 wird das auf Tinbergen und Schultz zur

uckgehen-
de Cobweb{Modell eingef

uhrt und in den von B

ohm & Wenzelburger (1997b)
denierten allgemeinen Rahmen eines dynamischen

okonomischen Systems ein-
gebettet. Da sich Cobweb{Modelle aus einem

okonomischen Bildungsgesetz und
einer Prognoseregel zusammensetzen, wird f

ur den Fall linear adaptiver Progno-
seregeln und f

ur den Fall des geometrisch gewichteten Durchschnitts als Progno-
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seregel die Systemform des Cobweb{Modells hergeleitet. Dar

uber hinaus werden
zwei Modelle vom Cobweb{Typ, die in der Wachstums{ und der Finanzmarkt-
theorie verwendet werden, vorgestellt. In Abschnitt 2.2 wird die Literatur zur
Theorie der Cobweb{Modelle mit rekursiver Erwartungsbildung und die von den
Modellen bekannten dynamischen Eigenschaften zusammengefat.
2.1 Das Cobweb{Modell
Die zeitliche Entwicklung der Preise und Mengen eines nicht lagerf

ahigen Gutes,
zu dessen Produktion ein bestimmter Zeitraum ben

otigt wird, leitet sich h

aug
aus einem

okonomischen Proze mit Prognoser

uckkopplung ab. So wird beispiels-
weise zur G

uterproduktion in einigen Sektoren der Landwirtschaft, der Forst-
wirtschaft und des Fischereigewerbes ein gewisser Zeitraum ben

otigt, so da eine
bestimmte Zeitspanne zwischen der Produktionsentscheidung und der Verf

ugbar-
keit des Gutes vorliegt. Aus diesem Grunde leitet sich die Angebotsfunktion des
Gutes aus der Produktionsentscheidung der Vorperiode ab. Oftmals kennen die
Produzenten zum Zeitpunkt der Produktionsentscheidung noch nicht den zuk

unf-
tigen Marktpreis und sie haben meistens auch keine M

oglichkeit, Terminkontrakte
oder andere Preissicherungsgesch

afte abzuschlieen. Bei vollkommenem Wettbe-
werb h

angt dann die Produktionsentscheidung von dem von den Produzenten
f

ur die n

achste Periode erwarteten Preis ab. In der n

achsten Periode stellt sich
dann derjenige Preis als Gleichgewichtspreis ein, zu dem die gesamte angebotene
Menge nachgefragt wird.
1
Um die Entwicklung der Preise und Mengen im Zeitablauf analysieren zu
k

onnen, haben Schultz (1930) und Tinbergen (1930) bereits in den dreiiger Jah-
ren ein formales Modell entwickelt, das die Preise und Mengen des Gutes in jeder
Periode aufgrund eines dynamischen Systems bestimmt. Sie gehen dabei von der
Annahme aus, da die Prognose der Produzenten f

ur die n

achste Periode der je-
weils aktuelle Preis ist. Diese Form der Prognose wird auch als naive Erwartungen
bezeichnet.
Einige Jahre sp

ater hat Kaldor (1934) dem Modell dann den Namen Cobweb{
Modell gegeben. Zeichnet man n

amlich den zeitlichen Verlauf der Preis{ und
1
Die empirischen Studien von Blandford (1983) und Anderson & Tyers (1992) zeigen, da
gerade in den Sektoren, in denen derartige Produktionsbedingungen vorliegen, zyklische und
zeitweise sogar irregul

are Schwankungen der G

uterpreise und {mengen auftreten.
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Mengenvariablen in ein Preis{Mengen{Diagramm ein, dann gleicht das Diagramm
einem Spinnennetz (engl. cobweb). Ezekiel (1938) hat die dem Cobweb{Modell
zugrundeliegenden Ideen folgendermaen zusammengefat:
\Cobweb models describe the adjustment of supply and demand in
markets ... where production is completely determined by the produ-
cers' response to price, under conditions of pure competition (where
the producer bases plans for future production on the assumption
present prices will continue, and that his own production plans will
not eect the market); where the time needed for production requires
at least one full period before production can be changed, once the
plans are made; and where the price is set by the supply available."
M. Ezekiel (1938)
Die linearen Cobweb{Modelle wurden wegen der leicht erkennbaren Syste-
matik der Prognosefehler kritisiert. Auerdem verschwinden die permanenten
Schwankungen bei der kleinsten

Anderung der Parameter, wobei das Cobweb{
Modell entweder gegen seinen station

aren Zustand konvergiert oder divergiert.
Die Literatur hat sich aus diesen Gr

unden

uber einen l

angeren Zeitraum hin-
weg nur wenig mit dem Cobweb{Modell besch

aftigt. Arbeiten zur Erkl

arung von
Preis{ und Mengenschwankungen auf G

uterm

arkten, wie etwa die von Newberry
& Stiglitz (1981) oder Massel (1970), gingen vielmehr von der Idee aus, da allo-
kative Schwankungen auf M

arkten durch zuf

allige exogene St

orungen verursacht
werden. Sie zeigen, da wirtschaftspolitischer Handlungsbedarf zur Preisstabilisie-
rung erst dann gegeben ist, wenn unvollst

andige Marktstrukturen vorliegen.
2
Die-
se Modelle haben die Eigenschaft, da sie Schwankungen nur durch die zus

atzliche
Voraussetzung von exogenen Faktoren erkl

aren k

onnen.
3
Neuere Untersuchun-
gen von Jensen & Urban (1984), Chiarella (1988) und Hommes (1991), Hommes
(1994) zeigen, da Cobweb{Modelle mit nichtlinearer Nachfrage{ oder Angebots-
funktion auch f

ur verschiedene oene Teilmengen des Parameterraums komplexe
2
Handelsbeschr

ankungen k

onnen beispielsweise dazu f

uhren, da ein Gesamtmarkt aus ei-
ner Vielzahl von voneinander unabh

angigen M

arkten zusammengesetzt ist. Im Rahmen einer
Gesamtmarktanalyse mu die r

aumliche Verteilung der einzelnen M

arkte mitber

ucksichtigt wer-
den. Durch eine Vereinigung der verschiedenen Teilm

arkte zu einem homogenen Gesamtmarkt
mit vollkommener Konkurrenz kann somit die Volatilit

at der aggregierten Preise und Mengen
verringert werden.
3
Dar

uberhinaus haben empirische Studien, wie etwa die von Anderson & Tyers (1992) ge-
zeigt, da durch die Marktgr

oe die Schwankungen kaum beeinut werden.
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Preis{ und Mengenschwankungen erzeugen. Sind die erzeugten Schwankungen
sogar chaotisch, dann ist f

ur Wirtschaftssubjekte nicht unmittelbar ersichtlich,
ob die Schwankungen auf systematischen Prognosefehlern beruhen oder nicht.
Aussagen

uber derartige strukturelle Ph

anomene, wie etwa der Zusammenhang
zwischen der Prognoser

uckkopplung und einem chaotischen Verhalten des

oko-
nomischen Prozesses, sind erst dann m

oglich, wenn man

uber die Betrachtung
von station

aren Gleichgewichtsl

osungen hinausgeht und die rekursive Struktur
des Marktmechanismus als ein dynamisches System modelliert.
Der folgende Abschnitt 2.1.1 beinhaltet die auf Schultz, Tinbergen und Eze-
kiel zur

uckgehende formale Herleitung des Cobweb{Modells. Dieses Modell kann
in den von B

ohm & Wenzelburger (1997b) entwickelten Rahmen eines dynami-
schen

okonomischen Systems eingebettet werden. Zwei wichtige Formen der Er-
wartungsbildung, die h

aug im Zusammenhang mit Cobweb{Modellen betrachtet
werden, sind lineare Prognoseregeln mit endlichem Ged

achtnis und linear adap-
tive Prognoseregeln.
Da im Rahmen der folgenden Untersuchungen h

aug unterstellt wird, da
Wirtschaftssubjekte ihre Prognose aufgrund einer dieser Prognoseregeln ablei-
ten, wird in Abschnitt 2.1.2 die dynamische Systemform des Cobweb{Modells f

ur
lineare Prognoseregeln mit endlichem Ged

achtnis und f

ur linear adaptive Progno-
seregeln hergeleitet. Dar

uber hinaus wird der Zusammenhang zwischen der Form
der Prognoseregel und der Verz

ogerungsstruktur des Cobweb{Modells betrachtet.
Um die Rolle, die Modelle vom Cobweb{Typ auch in anderen Bereichen der dy-
namischen Wirtschaftstheorie spielen, zu verdeutlichen, wird in Abschnitt 2.2.3
ein neueres Modell der Finanzmarkttheorie und ein neueres Modell der Wachs-
tumstheorie vorgestellt, die beide vom Cobweb{Typ sind. Alle dynamischen Ei-
genschaften, die von diesen Modellen in der Literatur bekannt sind, k

onnen aus
den Ergebnissen der vorliegenden Arbeit abgeleitet werden.
2.1.1 Das Cobweb{Bildungsgesetz
Bereits in den dreiiger Jahren erkannten Schultz (1930), Tinbergen (1930) und
Ezekiel Ezekiel (1938), da es bei der G

uterproduktion in bestimmten Wirt-
schaftssektoren { aufgrund der mangelnden Lagerf

ahigkeit der G

uter und der Un-
vollst

andigkeit des Finanzmarktsystems { zu einem

okonomischen Proze kommt,
der durch die in jeder Periode gemachten Prognosen der Produzenten beeinut
wird. Zur formalen Beschreibung dieses

okonomischen Prozesses haben sie ein Mo-
26 KAPITEL 2. MODELLE VOM COBWEB{TYP
dell, das sogenannte Cobweb{Modell entwickelt, welches die zeitliche Entwicklung
der Preise und Mengen dieser G

uter durch ein dynamisches System beschreibt.
Tinbergen und Schultz zeigen, da der marktr

aumende Preis der n

achsten Pe-
riode nur von der in der aktuellen Periode gemachten Preisprognose der Pro-
duzenten abh

angt. Dieser funktionale Zusammenhang wird im weiteren Verlauf
auch als das Cobweb{Bildungsgesetz bezeichnet. Des Weiteren gehen Tinbergen
und Schultz von der Annahme aus, da die Prognose der Produzenten f

ur den
marktr

aumenden Preis der n

achsten Periode der jeweils aktuelle marktr

aumende
Preis ist. Derartige Prognosen nennt man auch naive Erwartungen.
Im folgenden wird eine formale Herleitung des Cobweb{Bildungsgesetzes ge-
geben. Allerdings werden die Voraussetzungen von Tinbergen (1930) bzw. Schultz
(1930) dahingehend erweitert, da auch nichtlineare Angebots{ und Nachfrage-
funktionen zugelassen sind. Die Bezeichnungen und Voraussetzungen sind wie
folgt:
Betrachtet sei ein nicht lagerf

ahiges Gut, das auf einem Markt bei vollkom-
menem Wettbewerb gehandelt wird. Zur Produktion des Gutes werde eine Pe-
riode ben

otigt. Jeder Produzent mu deshalb seine Entscheidung in bezug auf
die zu produzierende Menge eine Periode vor dem Absatz des Gutes treen. Da
auerdem angenommen wird, da es keine M

oglichkeit zum Abschlu von Preis-
sicherungsgesch

aften gibt, h

angt die Produktionsentscheidung des Produzenten
in der Periode t, und damit das Angebot q
S
t+1
in Periode t + 1, von dem f

ur die
n

achste Periode erwarteten Preis p
e
t;t+1
ab. Die aggregierte Angebotsfunktion
S : IR
+
 ! IR
+
; q
S
t+1
= S(p
e
t;t+1
)
ist deshalb eine Funktion des erwarteten Preises p
e
t;t+1
. Des Weiteren sei S als
stetig dierenzierbar mit S(0) = 0 vorausgesetzt. Im Gegensatz zu Tinbergen
(1930) und Schultz (1930) ist auch eine nicht monotone Angebotsfunktion S
zugelassen.
Die aggregierte Nachfrage q
D
t
nach dem Gut in der Periode t 2 IIN sei eine
Funktion
D : IR
+
 ! IR
+
; q
D
t
= D(p
t
)
des Preises p
t
der jeweiligen Periode. Dabei sei D(0) = 1 zugelassen und die
Funktion D(p) sei stetig auf IR
+
mit lim
p!1
D(p) = 0. Dar

uberhinaus sei D
auf der Menge f p > 0 jD(p) > 0 g stetig dierenzierbar mit Ableitung D
0
< 0.
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Falls ein Reservationspreis p^ > 0 mit D(p^) = 0 existiert, so mu D(p) = 0 f

ur
alle p > p^ sein. In diesem Fall gelte f

ur die inverse Nachfragefunktion D
 1
, da
D
 1
(0) := p^ ist.
Da in der Periode t + 1 das Angebot q
S
t+1
fest vorgegeben ist, ist der markt-
r

aumende Preis p
t+1
derjenige Preis, zu dem das gesamte Angebot nachgefragt
wird, also der die Gleichgewichtsbedingung
D(p
t+1
) = S(p
e
t;t+1
) ; p
t+1
; p
e
t;t+1
2 IR
+
; 8 t 2 IIN
erf

ullt. Damit der marktr

aumende Preis p
t+1
eindeutig durch die Gleichgewichts-
bedingung bestimmt ist, mu die inverse Nachfragefunktion D
 1
auf der Menge
S(IR
+
) deniert sein. Im folgenden sei deshalb
sup
p0
S(p)  D(0)
vorausgesetzt. Damit ist die D
 1
 S eine Funktion auf IR
+
und der Einu
des erwarteten Preises p
e
t;t+1
auf den marktr

aumenden Preis p
t+1
wird durch die
Gleichung
p
t+1
= D
 1
 S(p
e
t;t+1
) ; p
t+1
; p
e
t;t+1
2 IR
+
; 8 t 2 IIN (2.1)
beschrieben. Diese Beziehung nennt man das Bildungsgesetz des Cobweb{Modells
oder auch Cobweb{Bildungsgesetz. Um die zeitliche Entwicklung der Preise her-
leiten zu k

onnen, mu jetzt noch die Art und Weise bestimmt werden, in der die
Produzenten ihre Prognosen erstellen.
Im folgenden wird h

aug unterstellt, da die Produzenten keine perfekte Vor-
aussicht haben. Geht man beispielsweise davon aus, da die Produzenten weder
die Nachfrage{ noch die Angebotsfunktion des Marktes kennen, dann bleibt ih-
nen nur die M

oglichkeit, eine Preisprognose aufgrund der in der Vergangenheit
beobachteten Preise zu treen. Hierbei berechnen die Produzenten ihre Preispro-
gnose mit Hilfe eines

okonometrischen Prognoseverfahrens. Viele

okonometrische
Prognoseverfahren, die von B

orsenspekulanten im Rahmen der technischen Ana-
lyse von B

orsenkurs{Zeitreihen verwendet werden, k

onnen als stetige Funktion
in  2 IIN vergangenen Beobachtungen dargestellt werden. Die Preisprognose der
Produzenten ergibt sich somit aufgrund einer Prognoseregel
 : IR
+

 ! IR
+
; p
e
t;t+1
=  (p
t
; p
t 1
; : : : ; p
t +1
) ;
die stetig von den endlich vielen vergangenen Beobachtungen p
t
; p
t 1
; : : : ; p
t +1
abh

angt. Tinbergen und Schultz gehen bei ihren Betrachtungen davon aus, da
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die Produzenten naive Erwartungen haben. Naive Erwartungen entsprechen einer
Prognoseregel der Form  (p
t
) = p
t
.
Gem

a dem Cobweb{Bildungsgesetz (2.1) h

angt der Preis p
t+1
des Gutes
ausschlielich von der Prognose p
e
t;t+1
der Produzenten ab. Die Prognose ist jeweils
eine Funktion  der vergangenen Preise p
t
; p
t 1
; : : : ; p
t +1
. Damit kommt es
zu einer sogenannten Prognoser

uckkopplung, wobei die zeitliche Entwicklung der
Preise und Mengen durch die Dierenzengleichung
p
t+1
= D
 1
 S( (p
t
; p
t 1
; : : : ; p
t +1
)) ; t   (2.2)
bestimmt ist. Die Dierenzengleichung hat die Ordnung  und ihre Verz

oge-
rungsstruktur wird allein durch die Prognoseregel  bestimmt. Das Cobweb{
Bildungsgesetz zusammen mit der Prognoseregel  bezeichnet man als Cobweb{
Modell. Cobweb{Modelle beschreiben die einfachsten Formen der Prognoser

uck-
kopplung, welche bei

okonomischen Prozessen vorliegen k

onnen.
Im allgemeinen h

angt die zeitliche Entwicklung eines

okonomischen Prozes-
ses nicht nur von den Prognosen der Wirtschaftssubjekte ab. H

aug wirken auch
vergangene Realisierungen der

okonomischen Variablen auf das zuk

unftige Ver-
halten des

okonomischen Prozesses ein. Formal kann die zeitliche Entwicklung
eines

okonomischen Prozesses, der sowohl von den Prognosen der Wirtschaftssub-
jekte wie auch von den vergangenen Realisierungen der

okonomischen Variablen
beeinut wird, mit Hilfe des von B

ohm & Wenzelburger (1997b) entwickelten
Modellrahmens f

ur dynamische

okonomische Systeme beschrieben werden. Dieser
Modellrahmen ist wie folgt deniert:
Es sei X  IR
n
der Raum der endogenen Variablen der

Okonomie. Zu jedem
Zeitpunkt t 2 IIN kann der Vektor aus endogenen Variablen x
t
2 X aufgeteilt
werden in
x
t
= (x
0
t
; y
t
) 2 X
0
 Y = X ;
wobei der Vektor y
t
2 Y  IR
q
aus denjenigen Variablen besteht, f

ur welche die
Wirtschaftssubjekte Erwartungen bez

uglich der kommenden Periode bilden, und
x
0
t
2 X
0
 IR
p
der Vektor der restlichen Variablen ist. Insbesondere gilt n = p+q.
Das

okonomische Bildungsgesetz sei durch die stetige Abbildung
F : X  Y  ! X ; x
t+1
= F (x
t
; y
e
t;t+1
); 8 t 2 IIN (2.3)
beschrieben, wobei y
e
t;t+1
2 Y der zum Zeitpunkt t f

ur y
t+1
prognostizierte Wert
sei. Da die stetige Funktion F in die beiden stetigen Funktionen
~
F : XY  ! X
0
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und f : X  Y  ! Y zerlegt werden kann, l

at sich das

okonomische Bildungs-
gesetz (2.3) auch in der Form
8
<
:
x
0
t+1
=

F (x
t
; y
e
t;t+1
)
y
t+1
= f(x
t
; y
e
t;t+1
)
darstellen. Leiten Wirtschaftssubjekte ihre Prognose y
e
t;t+1
aus der stetigen Pro-
gnoseregel
 : X

 ! Y ; y
e
t;t+1
=  (x
t
; x
t 1
; : : : ; x
t +1
) (2.4)
ab, wobei  auch als Prognoseregel mit endlichem Ged

achtnis der L

ange  2 IIN
bezeichnet wird, dann kommt es zu einer Prognoser

uckkopplung. Die zeitliche
Entwicklung des

okonomischen Prozesses wird dann durch das dynamische

oko-
nomische System
x
t+1
= F (x
t
;  (x
t
; x
t 1
; : : : ; x
t +1
)) ; t   (2.5)
beschrieben.
Das Cobweb{Modell (2.2) kann folgendermaen in den Modellrahmen eines
dynamischen

okonomischen Systems eingebettet werden: Es sei X = Y = IR
+
gesetzt und die Zustandsva:riable sei y
t
= p
t
. Deniert man f = D
 1
S, dann hat
das Bildungsgesetz die Form y
t+1
= f(y
e
t;t+1
). Zusammen mit der Prognoseregel
 ergibt sich dann die Dierenzengleichung
y
t+1
= f( (y
t
; : : : ; y
t +1
)) ; t   :
Allgemein bezeichnet man ein dynamisches

okonomisches System mit Zustands-
variablen y
t
2 Y
k
, stetigem Bildungsgesetz
f : Y  ! Y ; y
t+1
= f(y
e
t;t+1
) ; 8 t 2 IIN
und Prognoseregel  : Y

! Y als Modell vom Cobweb{Typ oder auch als

oko-
nomisches System vom Cobweb{Typ. Da die Zustandsvariablen der n

achsten Pe-
riode nur von den Prognosevariablen abh

angen, stellt ein

okonomisches System
vom Cobweb{Typ eine Art Randfall eines allgemeinen dynamischen

okonomi-
schen Systems (2.5) dar. Aufgrund dieser besonderen Struktur ergibt sich unter
anderem die folgende spezielle Eigenschaft:
Hat die Trajektorie f(y
t
; : : : ; y
t +1
)g
1
t=1
eines

okonomischen Systems f   
die Eigenschaft, da im Zeitverlauf die Prognosefehler

f
(y
t
;  
?
(y
t
)) = f( 
?
(y
t
))    
?
(y
t
) ; 8t 2 IIN
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verschwinden, also 
f
(y
t
;  
?
(y
t
)) = 0 f

ur alle t 2 IIN ist, so bezeichnet man
f(y
t
; : : : ; y
t +1
)g
1
t=1
als Trajektorie mit perfekter Voraussicht. Die Frage nach
der Existenz einer Prognoseregel  
?
, so da s

amtliche Trajektorien des

okonomi-
schen Systems f   
?
die Eigenschaft der perfekten Voraussicht besitzen, wird in
der Arbeit von B

ohm & Wenzelburger (1997b) beantwortet. Sie zeigen, da eine
solche perfekte Prognoseregel  
?
genau dann existiert, wenn das Bildungsgesetz
f : IR
k
! IR
k
einen Fixpunkt y
?
besitzt. Die perfekte Prognoseregel entspricht
dann der konstanten Funktion  
?
 y
?
.
Dynamische

okonomische Systeme weisen je nach Form der Prognoseregel und
des Bildungsgesetzes eine unterschiedlich hohe Dimension auf. Die Analyse der
dynamischen Eigenschaften eines Systems von hoher Dimension ist meistens sehr
schwierig. So lassen sich Fragen nach dem Zusammenhang von bestimmten Pa-
rametern des Systems und der Komplexit

at des dynamischen Verhaltens oftmals
nicht beantworten. Aus diesem Grunde konzentrieren sich die weiteren Untersu-
chungen dieser Arbeit auf

okonomische Systeme vom Cobweb{Typ, denn diese
Systeme weisen die einfachste Form der Prognoser

uckkopplung auf.
Im weiteren Verlauf der Arbeit wird sich zeigen, da einige Verbindungen zwi-
schen dem dynamischen Verhalten der Systeme vom Cobweb{Typ mit Progno-
seregel von endlichem Ged

achtnis und dem dynamischen Verhalten der Systeme
vom Cobweb{Typ mit Prognoseregel von nicht endlichem Ged

achtnis existieren.
Aus diesem Grunde wird im n

achsten Abschnitt 2.1.2 der Begri der Prognose-
regel etwas weiter gefat.
2.1.2 Rekursive und linear rekursive Prognoseregel
Geht man von der Annahme aus, da die Wirtschaftssubjekte das dem

okonomi-
schen Proze zugrundeliegende Bildungsgesetz nicht kennen, dann mu das Ver-
halten der Wirtschaftssubjekte beim Erstellen ihrer Prognosen in derselben Art
und Weise modelliert werden, wie Individuen lernen, vergessen und Informatio-
nen verarbeiten. Die Prognose ist somit jeweils das Ergebnis des auf vergangenen
beobachteten Realisierungen des

okonomischen Prozesses beruhenden adaptiven
Lernverhaltens der Wirtschaftssubjekte. Sargent (1993) zeigt, da ein solches ad-
aptives Lernverhalten meistens analog zu einem

okonometrischen Prognosever-
fahren modelliert werden kann. Die meisten der g

angigen Prognoseverfahren der

Okonometrie sind rekursive Prognoseverfahren (Harvey (1981) und Schlittgen &
Streitberg (1984)). Rekursive Prognoseverfahren basieren auf Algorithmen, die
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zur Berechnung der Prognose nur eine endliche Datenspeicherkapazit

at ben

oti-
gen. Nach Marimon (1996) sind rekursive Prognoseregeln wie folgt deniert:
Denition 1 (Rekursive Prognoseregeln)
Es sei   IR
l
ein Parameterraum und 
t
2  sei der Adaptations{Parameter zur
Bestimmung der Prognose in t 2 IIN f

ur die n

achste Periode t+ 1. Des Weiteren
sei eine parametrisierte Familie von Prognoseregeln
 : X   ! Y ; y
e
t;t+1
=  (x
t
; 
t+1
) ; 8 t 2 IIN
und eine Parameter{Adaptationsregel
 : X    !  ; 
t+1
= (x
t
; 
t
) ; 8 t 2 IIN
mit Startwert 
1
gegeben. Die Prognose f

ur t+1 kann dann berechnet werden als
y
e
t;t+1
=  (x
t
; 
t+1
) =  (x
t
; (x
t
; 
t
)) : (2.6)
Rekursive Prognoseregeln haben die Eigenschaft, da sie die Information aus allen
vergangenen Beobachtungen verwenden und trotzdem nur eine begrenzte Daten-
speicherkapazit

at zur Berechnung der jeweiligen Prognose ben

otigen. Nicht re-
kursive Prognoseverfahren, wie etwa Prognoseverfahren, die auf neuronalen Net-
zen oder genetischen Algorithmen basieren, haben dagegen die Eigenschaft, da
die zur Prognoseberechnung notwendige Datenmenge im Zeitverlauf unbegrenzt
anw

achst.
Das

okonomische Bildungsgesetz (2.3) und die rekursive Prognoseregel (2.6)
ergeben zusammen das autonome dynamische System
8
<
:
x
t+1
= F (x
t
;  (x
t
; (x
t
; 
t
)))

t+1
= (x
t
; 
t
)
; t 2 IIN ; (2.7)
mit Zustandsraum (x
t
; 
t
) 2 X . Erweitert man das Bildungsgesetz F um die
Funktion , dann kann das System (2.7) in den Modellrahmen eines dynamischen

okonomischen Systems eingebettet werden.
Bekannte einfache Beispiele f

ur rekursive Prognoseregeln sind die verschiede-
nen von Marcet & Sargent (1989) und Evans & Honkapohja (1995a) eingef

uhr-
ten Kleinste{Quadrate{Prognoseregeln. Die Kleinste{Quadrate{Prognoseregeln
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geh

oren zu den nichtlinear rekursiven Prognoseregeln. Schlittgen & Streitberg
(1984) leiten aus einem exponentiellen Gl

attungsverfahren der Zeitreihenanalyse
die Prognoseregel
y
e
t;t+1
= (1  w)
t 1
X
i=0
w
i
y
t i
; t 2 IIN (2.8)
ab. Durch den Gewichtungsfaktor w 2 [0; 1] wird der Grad der Gl

attung aller
vergangenen Beobachtungen festgelegt. Im wesentlichen handelt es sich bei dieser
Art der Prognose um eine Extrapolation des Trends. Ist w 2 [0; 1), so kann die
Prognoseregel (2.8) durch Anwendung der Formel f

ur die geometrische Reihe auch
als linear rekursive Prognoseregel
y
e
t;t+1
= wy
e
t 1;t
+ (1  w)y
t
dargestellt werden. Ersetzt man w durch den Adaptationsparameter  = (1  
w) 2 [0; 1], so entspricht die Prognoseregel (2.8) den von Nerlove (1958) ein-
gef

uhrten adaptiven Erwartungen
4
y
e
t;t+1
= y
e
t 1;t
+ (y
t
  y
e
t 1;t
) : (2.9)
Da sich die aktuelle Prognose jeweils durch lineare Adaptation aus der vorhe-
rigen Prognose ergibt, wird (2.9) im folgenden als linear adaptive Prognoseregel
bezeichnet.
Weitere Beispiele f

ur rekursive Prognoseregeln sind die Prognoseregeln (2.4)
mit endlichem Ged

achtnis der L

ange  . Gem

a Lemma 10 aus Anhang A gilt so-
gar, da lineare Prognoseregeln mit endlichem Ged

achtnis zur Familie der linear
rekursiven Prognoseregeln geh

oren. Ein Standardbeispiel einer linear rekursiven
Prognoseregel ist der im Rahmen des tats

achlichen B

orsengeschehens von Fi-
nanzmarktakteuren zur chart{technischen Analyse und Prognose von B

orsenkur-
sen verwendete geometrisch gewichtete Durchschnitt endlich vieler vergangener
4
Hicks' Denition der Erwartungselastizit

at regte Cagan (1956) dazu an, das Konzept der
zeitstetigen adaptiven Erwartungen einzuf

uhren. Einige Jahre sp

ater interpretierte Nerlove
(1958) diese adaptiven Erwartungen zeitdiskret, indem er das Konzept des erwarteten nor-
malen Preises entwickelte. Der erwartete normale Preis ist der von den

okonomischen Agenten
erwartete Gleichgewichtspreis der n

achsten Periode. Die Agenten berechnen den f

ur die n

achste
Periode erwarteten normalen Preis aus dem f

ur heute erwarteten normalen Preis, linear korri-
giert um die Dierenz zwischen dem heutigen realisierten Preis und dem f

ur heute erwarteten
normalen Preis. In den Arbeiten von Arrow & Nerlove (1958) und Solow (1960) wird das Kon-
zept der adpativen Erwartungen nochmals erweitert. Adaptive Erwartungen werden dort als
allgemeine gleitende Durchschnitte vergangener Beobachtungen deniert.
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Beobachtungen:
y
e
t;t+1
=
 1
X
k=0
1
P
 1
i=0
w
i
w
k
y
t k
t   : (2.10)
F

ur w = 1 ist der geometrisch gewichtete Durchschnitt ein ungewichteter Durch-
schnitt vergangener Beobachtungen:
y
e
t;t+1
=
1

 1
X
k=0
y
t k
t   :
Die Ged

achtnisl

ange ist  2 IIN und w > 0 wird als geometrischer Gl

attungs{
bzw. Gewichtungsfaktor bezeichnet. Eine Prognose mittels geometrisch gewich-
tetem Durchschnitt stellt im wesentlichen eine Extrapolation des Trends dar,
wobei auf weit zur

uckliegende Beobachtungen verzichtet wird. Insbesondere wird
durch die Wahl des geometrischen Gewichtungsfaktors und der Ged

achtnisl

ange
festgelegt, wie stark weiter vergangene Beobachtungen die Prognose beeinussen.
Bei einem sehr kleinen Gewichtungsfaktor liegt die Prognoseregel (2.10) in der
N

ahe des zuletzt realisierten Wertes der Zustandsvariablen. Prognoseregeln, die
jeweils den zuletzt realisierten Wert der Zustandsvariablen verwenden, sind die
oben eingef

uhrten naiven Erwartungen. Bei einem sehr groen Gewichtungsfak-
tor entspricht die Prognoseregel in etwa der saisonalen Prognose y
e
t;t+1
= y
t +1
.
Wird die Gl

attung

uber alle Beobachtungen hinweg vorgenommen, dann ist die
Prognoseregel (2.10) gleich der linear adaptiven Prognoseregel (2.9).
Im weiteren Verlauf der Arbeit wird das dynamische Verhalten von Model-
len vom Cobweb{Typ untersucht, wobei sich die Modelle aus unterschiedlichen
nichtlinearen Bildungsgesetzen und linear rekursiven Prognoseregeln zusammen-
setzen. Bei nichtlinearem Cobweb{Bildungsgesetz ist eine systematische Analyse
der Dynamik f

ur alle linear rekursiven Prognoseregeln nicht m

oglich. Da sowohl
lineare Prognoseregeln mit endlichem Ged

achtnis, hierbei insbesondere Progno-
sen mittels geometrisch gewichtetem Durchschnitt, wie auch linear adaptive Pro-
gnoseregeln zu den einfachsten und am h

augsten verwendeten Formen der linear
rekursiven Prognose geh

oren, konzentrieren sich die weiteren Untersuchungen auf
diese Familien von Prognoseregeln. Ausgangspunkt der Untersuchung des Einus-
ses linearer Prognoseregeln mit endlichem Ged

achtnis bzw. des Einusses line-
ar adaptiver Prognoseregeln auf das dynamische Verhalten von Modellen vom
Cobweb{Typ ist die Klassizierung der Verz

ogerungsstruktur, die die Systeme
aufweisen:
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Lineare Prognoseregel mit endlichem Ged

achtnis:
Eine lineare Prognoseregel mit endlichem Ged

achtnis  2 IIN ist eine lineare
Funktion  : IR

! IR von  vergangenen Beobachtungen
y
e
t;t+1
=  (y
t
; : : : ; y
t +1
) = w

+
 1
X
k=0
w
k
y
t k
; (2.11)
wobei die Gewichtungsfaktoren mit W

= fw
k
g

k=0
abgek

urzt werden. Des Wei-
teren gelte f

ur die Gewichtungsfaktoren W

= fw
k
g

k=0
:
 1
X
k=0
w
k
= 1 und w

= 0 ;
denn nur so bleiben die Fixpunkte ~y des Cobweb{Bildungsgesetzes als station

are
Zust

ande y
?
= (~y; : : : ; ~y) 2 IR

des Modells vom Cobweb{Typ unter der Progno-
seregel (2.11) erhalten:
f(
 1
X
k=0
w
k
~y) = f(~y) = ~y :
Ein Modell vom Cobweb{Typ mit einer Prognoseregel von endlichem Ged

achtnis
 hat die Struktur einer Dierenzengleichung der Ordnung 
y
t+1
= f(
 1
X
k=0
w
k
y
t k
) ; t   ; (2.12)
mit Startwerten y

; : : : ; y
1
. Die Verz

ogerungsstruktur
5
der Dierenzengleichung
h

angt ganz wesentlich von der Gewichtung W

= fw
k
g

k=0
ab.
Um die Eigenschaften der Dierenzengleichung (2.12) einfacher analysieren
zu k

onnen, wird sie auch in Form eines {dimensionalen Systems
0
B
B
B
@
z
(0)
t+1
.
.
.
z
( 1)
t+1
1
C
C
C
A
=
0
B
B
B
@
z
(1)
t
.
.
.
f(
P
 1
k=0
w
k
z
( 1 k)
t
)
1
C
C
C
A
; t   ; (2.13)
mit Zustandsvariablen
z
(0)
t
= y
t +1
; z
(1)
t
= y
t +2
; : : : ; z
( 1)
t
= y
t
5
Da in (2.12) die letzten  Beobachtungen mitgeschleppt werden, spricht man auch von einer
schleppenden Struktur.
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und Startwert z

dargestellt.
Linear adaptive Prognoseregeln :
Ein Modell vom Cobweb{Typ mit linear adaptiver Prognoseregel ergibt gem

a
den obigen Ausf

uhrungen zu System (2.7) ein zwei{dimensionales dynamisches

okonomisches System. Der Zustandsraum dieses Systems ist X = IR
2
+
und die
Zustandsvariablen sind (y
t
; y
e
t 1;t
) 2 X . Das

okonomische Bildungsgesetz wird
erweitert zu
F
0
(y
t
; y
e
t 1;t
; y
e
t;t+1
) := y
e
t;t+1
;
f(y
t
; y
e
t 1;t
; y
e
t;t+1
) := f(y
e
t;t+1
) :
Bildungsgesetz und linear adaptive Prognoseregel ergeben das zwei{dimensionale
System
0
@
y
e
t;t+1
y
t+1
1
A
=
0
@
(1  w)y
e
t 1;t
+ wy
t
f((1  w)y
e
t 1;t
+ wy
t
)
1
A
; t 2 IIN ;
mit Startwert (y
1
; y
e
0;1
).
Die dynamischen Eigenschaften dieser beiden Modelle sind bereits, in un-
terschiedlichem Zusammenhang, in mehreren Arbeiten zur dynamischen Wirt-
schaftstheorie qualitativ und numerisch analysiert worden. Der folgende Ab-
schnitt 2.2 fat die wichtigsten Ergebnisse dieser Beitr

age zusammen.
2.2 Die Literatur zu Cobweb{Modellen
Endogene Marktmechanismen, durch die es in bestimmten Agrarsektoren zu
Preis{ und Mengenschwankungen kommt, wurden zun

achst durch lineare Mo-
delle vom Cobweb{Typ beschrieben. Unter der Annahme, da die Erwartungen
von Produzenten naiv oder adaptiv sind, konnten dann Bedingungen hergeleitet
werden, so da das Verhalten der Preise stabil ist. Da jedoch lineare dynami-
sche Systeme f

ur fast alle Parameterkombinationen entweder gegen den stati-
on

aren Zustand konvergieren oder unbeschr

ankt divergieren, war eine Erkl

arung
von komplexeren empirischen Ph

anomenen nicht m

oglich. Erst durch die neue-
ren Entwicklungen auf dem Gebiet der Theorie nichtlinearer dynamischer Syste-
me kam es zu einem erneuten Interesse an den dynamischen Eigenschaften von
36 KAPITEL 2. MODELLE VOM COBWEB{TYP
nichtlinearen Modellen vom Cobweb{Typ. F

ur eine Vielzahl unterschiedlicher
Prognoseregeln wurde seitdem die Dynamik von Modellen vom Cobweb{Typ un-
tersucht. Neben den im folgenden betrachteten linear rekursiven Prognoseregeln
entstanden auch eine Reihe von Arbeiten zu Cobweb{Modellen mit Kleinste{
Quadrate{Prognoseregeln (Bray & Savin (1986)) und zu Cobweb{Modellen mit
Prognoseregeln auf der Basis genetischer Algorithmen (Arifovic (1994)).
Neben den klassischen Cobweb{Modellen zur Erkl

arung von Preis{ und Men-
genschwankungen auf Agrarm

arkten spielen Modelle vom Cobweb{Typ auch in
anderen Gebieten der dynamischenWirtschaftstheorie, wie etwa in der Konjunktur{
und Wachstumstheorie, eine wichtige Rolle. In Abschnitt 2.1.2 wird ein Wachs-
tumsmodell von Jarsulic (1993) und ein Finanzmarktmodell von Day & Huang
(1990) vorgestellt. Beide Modelle weisen dieselbe Verz

ogerungsstruktur wie das
Cobweb{Modell (2.12) mit Prognoseregel von endlichem Ged

achtnis auf. Die von
Jarsulic und Day & Huang gezeigten dynamischen Eigenschaften k

onnen im wei-
teren Verlauf unter allgemeineren Voraussetzungen ebenfalls abgeleitet werden.
2.2.1 Linear adaptive Prognoseregeln
In den dreiiger Jahren untersuchen Schultz (1930), Tinbergen (1930) und sp

ater
Ezekiel (1938) die Dynamik linearer Cobweb{Modelle, wobei sie von einer linearen
Nachfragefunktion D(p) = a  bp, einer linearen Angebotsfunktion S(p) = c+ dp
und naiven Preiserwartungen der Produzenten ausgehen. Eine formale Analy-
se der Stabilit

atseigenschaften des Gleichgewichtspreises, also des Schnittpunk-
tes der Angebots{ und Nachfragefunktion, wird von Ezekiel gegeben. Er zeigt,
da das globale dynamische Verhalten des Modells anhand des Quotient d=b be-
stimmt werden kann. Der Quotient d=b entspricht dem Verh

altnis der Steigung
der Angebotsfunktion zur Steigung der Nachfragefunktion. Falls jd=bj < 1 ist, so
konvergiert das Cobweb{Modell global zum Gleichgewichtspreis. Falls jd=bj = 1
ist, dann verh

alt sich das Cobweb{Modell zyklisch mit Periode 2. F

ur jd=bj > 1
divergiert das Cobweb{Modell unbeschr

ankt. Goodwin Goodwin (1947) erwei-
tert diese

Uberlegungen auf Mehrsektoren{Modelle. Diese Modelle k

onnen auch
unter der Annahme von naiven Erwartungen Zyklen von h

oherer Ordnung erzeu-
gen. Goodwin zeigt, da durch die R

uckkopplungen zwischen den Sektoren das
Gesamtsystem eher instabil wird.
Ende der f

unfziger Jahre kritisieren Nerlove (1958) und Arrow & Nerlove
(1958) das Konzept der naiven Erwartungen als eine zu eingeschr

ankte Annah-
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me an das Verhalten von Wirtschaftssubjekten und erweitern das Konzept zu
adaptiven Erwartungen. Er zeigt, da das globale dynamische Verhalten eines
Cobweb{Modells ganz wesentlich von der Form der Prognose, in diesem Falle von
der Wahl des Adaptationsparameters, bestimmt wird. F

ur alle Werte des Adap-
tationsparameters unterhalb einer gewissen Schranke ist der Gleichgewichtspreis
global stabil. F

ur Werte oberhalb der Schranke divergiert das System. Intuitiv
fand Nerlove daf

ur die folgende Erkl

arung: Revidieren die Wirtschaftssubjekte ih-
re Erwartungen nur langsam, so stabilisiert das den Gleichgewichtspreis. Reagie-
ren Wirtschaftssubjekte dagegen schnell auf Ver

anderungen der Beobachtungen,
dann hat das ein instabiles Verhalten des Systems zur Folge.
Die Arbeiten von Li & Yorke (1975) und Sarkovskii (1964) zur Theorie der
Dynamik nichtlinearer Systeme
6
f

uhrte zu einer Reihe von Arbeiten, die sich mit
der Dynamik von nichtlinearen Cobweb{Modellen befassen.
Anfang der achtziger Jahre betrachten Artstein (1983) und Jensen & Ur-
ban (1984) Cobweb{Modelle mit naiven Erwartungen, wobei sie von einer nicht-
linearen Angebots{ und einer linearen Nachfragefunktion ausgehen. Die nicht
monotone Form der Angebotsfunktion wird durch spezielle Einkommenseekte
begr

undet, die unter bestimmten Gegebenheiten bei Produzenten des agrarwirt-
schaftlichen Sektors vorliegen k

onnen. F

ur eine oene Teilmenge des Parame-
terraums gelingt ihnen der Nachweis von Zyklen der Periode 3 und damit von
topologischem Chaos. Je nach Anfangswert erzeugt das Cobweb{Modell Zyklen
beliebiger Ordnung und sogar aperiodische Trajektorien.
Day (1994) und Day & Hanson (1991) betrachten ebenfalls Cobweb{Modelle
mit naiven Erwartungen. Sie leiten die zur

uckgebogene Form der Angebotsfunk-
tion sowohl aus Einkommenseekten wie auch aus Finanzierungsrestriktionen der
Produzenten ab. Sie zeigen, da das Cobweb{Modell bei einer

Anderungen der
Finanzierungsrestriktionen eine Folge von Periodenverdopplungen erf

ahrt.
Huang (1995) weist darauf hin, da unter bestimmten Voraussetzungen die
Schwankungen auf G

uterm

arkten nicht nur permanent, sondern von den Produ-
zenten sogar erw

unscht sein k

onnen. Er zeigt, da die Produzenten trotz nai-
ver Erwartungen im Falle des Auftretens von Preisschwankungen einen h

oheren
Durchschnittsgewinn erzielen, als sie bei einem global stabilen Gleichgewichts-
preis erzielen w

urden. Das dynamische Verhalten eines Cobweb{Modells mit nai-
6
Wichtige Impulse gingen vorallem von dem Ergebnis aus, da bei ein{dimensionalen Ab-
bildungen im Falle eines Zyklus der Ordnung 3 topolgisches Chaos auftritt.
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ven Erwartungen ist allerdings nur im Falle einer nicht{monotonen Angebots{
oder Nachfragefunktion komplex.
Nichtlineare Cobweb{Modelle mit linear adaptiver Prognoseregel werden erst-
mals von Chiarella (1988) und Hommes (1991), Hommes (1994) untersucht. Bei-
de gehen von einer linear fallenden Nachfragefunktion und einer S{f

ormigen und
damit monotonen Angebotsfunktion aus. Hierdurch ergibt sich ein nichtlineares
monotones Cobweb{Bildungsgesetz. Bei gen

ugend kleinem Adaptationsparame-
ter ist das Cobweb{Modell global stabil. Liegt der Adaptationsparameter ober-
halb eines bestimmten Wertes, dann l

at sich immer eine lineare Nachfragefunk-
tion nden, so da das zugeh

orige Cobweb{Modell einen Zyklus der Periode 3
aufweist. Gem

a dem Theorem von Li & Yorke (1975) bedeutet das, da topolo-
gisches Chaos auftritt. Dar

uber hinaus f

uhren Chiarella und Hommes zahlreiche
numerische Analysen durch, aus denen abgeleitet werden kann, da das Bifurkati-
onsverhalten ganz wesentlich durch den Adaptationsparameter der Prognoseregel
und der Elastizit

at des nichtlinearen Bildungsgesetzes beeinut wird.
Die von Hommes (1994) durchgef

uhrten Analysen der Dynamik des Cobweb{
Modells mit S{f

ormiger Angebotsfunktion werden von Gallas & Nusse (1996)
erweitert. Sie untersuchen die Dynamik des Cobweb{Modelles im Hinblick auf
sensitive Abh

angigkeit von den Startwerten. Hierzu berechnen sie numerisch den
Lyapunov Exponenten, in Abh

angigkeit von mehreren Parametern des Modells.
Ist der Lyapunov Exponent negativ, dann ist die erzeugte Trajektorie ein Zyklus.
Ist der Lyapunov Exponent positiv, so liegt sensitive Abh

angigkeit von den Start-
werten vor. Gallas & Nusse zeigen, da das Auftreten von positiven Lyapunov
Exponenten vom Adaptationsparameter der Prognoseregel abh

angt. Die Menge
der Parameter mit positivem Lyapunov Exponent weist auerdem eine fraktale
Struktur auf.
2.2.2 Prognoseregeln mit endlichem Ged

achtnis
Linear adaptive Prognoseregeln werden von einigen

Okonomen kritisiert. So wei-
sen Grandmont & Laroque (1986) darauf hin, da mittels einer linear adaptiven
Prognoseregel ein periodisches Verhalten des

okonomischen Systems nicht pro-
gnostiziert werden kann. Balasko & Royer (1996) geben zu bedenken, da linear
adaptive Prognoseregeln eine Funktion aller vergangenen Beobachtungen sind.
Damit wird den Wirtschaftssubjekten unterstellt, da sie auch weit zur

ucklie-
gende Beobachtungen noch f

ur relevant erachten. Prognoseregeln mit endlichem
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Ged

achtnis h

angen dagegen nicht von weit vergangenen Beobachtungen ab. Um
den Einu eines solchen endlichen Ged

achtnisses auf

okonomische Prozesse zu
verstehen, befaten sich verschiedene neuere Beitr

age mit der Dynamik von Mo-
dellen vom Cobweb{Typ, wobei sie von eine lineare Prognoseregel mit endlichem
Ged

achtnis unterstellten.
Da die Modelle, je nach der Ged

achtnisl

ange der Prognoseregeln, eine un-
terschiedlich hohe Dimension haben, ist eine Analyse der globalen dynamischen
Eigenschaften h

aug schwierig. Die meisten Arbeiten besch

aftigen sich vor al-
lem mit Fragen der lokalen Stabilit

at von station

aren Zust

anden. Einige der
wichtigsten Stabilit

atsbedingungen f

ur lineare Modelle vom Cobweb{Typ sind
in der Arbeit von Bear, Conlisk & Harri (1980) zusammengefat. Werden die
Zustandsvariablen eines stabilen linearen Systems einer Verz

ogerung unterwor-
fen, dann stellt sich die Frage, ob das verz

ogerte System ebenfalls stabil ist. Bear,
Conlisk & Harri (1980) zeigen, unter welchen Bedingungen an die Verz

ogerung
der Zustandsvariablen das verz

ogerte System stabil bleibt. Unter Anwendung die-
ser Resultate untersuchen Balasko & Royer (1996) die lokalen Stabilit

atseigen-
schaften der station

aren Zust

ande eines Modells vom Cobweb{Typ. F

ur lineare
Prognoseregeln mit endlichem Ged

achtnis leiten sie die allgemeinsten bisher be-
kannten Stabilit

atsbedingungen f

ur station

are Zust

ande her. Insbesondere zeigen
Balasko & Royer (1996) f

ur Prognosen mittels ungewichtetem Durchschnitt, da
wenn der station

are Zustand eines Modells vom Cobweb{Typ ab einer bestimm-
ten Ged

achtnisl

ange lokal stabil ist, auch der station

are Zustand bei gr

oerer
Ged

achtnisl

ange lokal stabil ist. Diese Ergebnisse werden ausf

uhrlich in Kapitel
3 dargestellt.
Verschiedene globale dynamische Eigenschaften eines nichtlinearen Cobweb{
Modells mit geometrisch gewichtetem Durchschnitt als Prognoseregel werden
erstmals in dem Beitrag von Hommes (1996) untersucht. Er unterstellt dabei
dieselbe S{f

ormige Angebotsfunktion und dieselbe lineare Nachfragefunktion, die
er im Zusammenhang mit linear adaptiven Prognoseregeln (Hommes (1996)) be-
trachtet. Hommes zeigt, da die Komplexit

at der Dynamik, insbesondere das Bi-
furkationsverhalten des Modells, von der Ged

achtnisl

ange und dem Gewichtungs-
faktor der Prognoseregel beeinut wird. Auerdem weist er anhand von zwei{
dimensionalen Attraktorprojektionen und Bifurkationsdiagrammen nach, da bei
sehr langem Ged

achtnis das dynamische Verhalten eines Cobweb{Modells mit
geometrisch gewichtetem Durchschnitt als Prognoseregel gewisse

Ubereinstim-
mungen zu dem dynamischen Verhalten eines Cobweb{Modells mit linear adap-
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tiver Prognoseregel zeigt. Die Arbeit von Hommes (1996) befat sich dar

uber
hinaus mit den Autokorrelationseigenschaften der von dem Cobweb{Modell er-
zeugten Zeitreihen. F

ur verschiedene Parameterkombinationen weist Hommes
numerisch nach, da die statistischen Eigenschaften der Zeitreihen schwachem
weien Rauschen entsprechen und damit nicht durch lineare statistische Metho-
den von rein stochastisch erzeugten Zeitreihen unterschieden werden k

onnen.
7
In
Hommes & Sorger (1996) wird auerdem analytisch gezeigt, da Cobweb{Modelle
mit zur

uckgebogenem Bildungsgesetz unkorrelierte Zeitreihen erzeugen k

onnen.
Die vorliegende Arbeit kn

upft vor allem an die Arbeiten von Hommes (1994),
Hommes (1996) und Hommes & Sorger (1996) an. Hommes geht im Rahmen
seiner qualitativen und numerischen Untersuchungen meistens von einer speziel-
len Familie von monotonen Bildungsgesetzen aus. Dagegen wird im Rahmen der
qualitativen Analyse der vorliegenden Arbeit der Einu von Ged

achtnisl

ange
und Gewichtungsstruktur einer Prognoseregel auf das dynamische Verhalten nur
unter der Voraussetzung der Dierenzierbarkeit des Bildungsgesetzes untersucht.
Auerdem befassen sich die numerischen Analysen dieser Arbeit sowohl mit den
dynamischen Eigenschaften von Cobweb{Modellen mit monotonem Bildungsge-
setz, wie auch mit den dynamischen Eigenschaften von Cobweb{Modellen mit
nicht monotonem Bildungsgesetz.
2.2.3 Finanzmarkt{ undMakromodelle vom Cobweb{Typ
Neben den klassischen Cobweb{Modellen zur Erkl

arung von Preis{ und Mengen-
schwankungen auf Agrarm

arkten werden Modelle vom Cobweb{Typ auch in der
Finanzmarkt{ und Wachstumstheorie zur Erkl

arung des periodischen und aperi-
odischen Verhaltens gesamtwirtschaftlicher Gr

oen verwendet. Das Verst

andnis
der globalen Dynamik dieser Modelle ist wesentlich zur Erkl

arung einer ganzen
Reihe von empirischen Ph

anomenen. Um die Bedeutung der Familie der Modelle
vom Cobweb{Typ f

ur die Erkl

arung der Schwankung von aggregierten wie auch
von sektoralen Gr

oen zu verdeutlichen, wird in diesem Abschnitt ein Wachs-
tumsmodell von Jarsulic (1993) und ein Finanzmarktmodell von Day & Huang
(1990) vorgestellt. In beiden Arbeiten werden numerische Analysen durchgef

uhrt,
wobei sich zeigt, da die Dynamik der Modelle in charakteristischer Weise von der
7
Hommes bezeichnet Trajektorien, die eine solche Eigenschaft aufweisen, als konsistent.
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Form des

okonomischen Bildungsgesetzes und von der Art der Prognose abh

angt.
Die Ergebnisse von Jarsulic und Day & Huang k

onnen im Rahmen der folgenden
Untersuchungen noch weiter vertieft werden.
Ein Wachstumsmodell vom Cobweb{Typ
Dynamische Systeme mit Verz

ogerungsstruktur spielen eine wichtige Rolle in der
Wachstums{ und Konjunkturtheorie. Bereits die fr

uhen Beitr

age von Kalecki
(1935), Samuelson (1939) und sp

ater Goodwin (1951) weisen nach, da es bei
makro

okonomischen Modellen aufgrund von Budget{ oder Produktionsrestriktio-
nen zu R

uckkopplungen von

okonomischen Variablen kommen kann. Die Modelle
entsprechen dabei einer Dierenzengleichung von h

oherer Ordnung und generie-
ren Zeitreihen, die den empirisch beobachteten Zeitreihen der entsprechenden

okonomischen Gr

oen sehr nahe kommen.
Das von Jarsulic (1993) entwickelte Wachstumsmodell beschreibt ebenfalls
einen solchen R

uckkopplungsmechanismus. Das Modell dient vor allem zur Er-
kl

arung der Phasen mit periodischer und mit aperiodischer Entwicklung des Wirt-
schaftswachstums der USA. Jarsulic entwickelt das Modell auf der Basis eines
Keynesianischen Makromodells, wobei er von einer verz

ogerten Kapitalstockan-
passung ausgeht. Somit hat das Modell dieselbe Struktur wie ein Modell vom
Cobweb{Typ mit Prognoseregel von endlichem Ged

achtnis. Unter bestimmten
Nichtlinearit

atsannahmen erzeugt das Modell dann sogar chaotische Wachstums-
pfade. Die Herleitung des Modells beruht auf den folgenden Annahmen:
In einer

Okonomie existiert nur ein Gut und in jeder Periode t 2 IIN wer-
den Y
t
Einheiten des Gutes produziert. Die Nachfrage nach dem Gut setzt sich
aus der Investitionsnachfrage I
t
und der Konsumnachfrage C
t
zusammen. Das
Marktgleichgewicht in Intensit

atsform wird beschrieben durch
Y
t
K
t 1
=
I
t
K
t 1
+
C
t
K
t 1
; (2.14)
wobeiK
t 1
der Kapitalstock am Ende der Periode t 1 ist und keine Abschreibung
vorliegt.
Aufgrund der Annahme, da die Konsumnachfrage proportional zum Einkom-
men Y
t
ist, kann die Gleichgewichtsbedingung (2.14) auch in der Form
u
t
=
g
t
s
;
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mit u
t
= Y
t
=K
t 1
, g
t
= K
t
=K
t 1
  1 und s = 1   c dargestellt werden. Hierbei
bezeichnet u
t
die Kapitalproduktivit

at in Periode t, g
t
die relative Investitionsrate
und s = 1  c 2 (0; 1) die Sparquote bzw. marginale Konsumneigung.
Des Weiteren wird davon ausgegangen, da die Investitionsnachfrage von der
prognostizierten Kapitalrendite der Investoren abh

angt.
8
Auerdem wird ange-
nommen, da die relative Investitionsnachfrage proportional zur prognostizierten
Kapitalrendite ist, also g
t+1
= 
e
t;t+1
mit  > 0 gilt. Ist dann die Prognose
f

ur die Kapitalrendite jeweils der Durchschnitt aus endlich vielen vergangenen
Kapitalrenditen 
t
; : : : ; 
t +1
, so ist
g
t+1
=


 1
X
k=0

t k
: (2.15)
Die Beziehung zwischen Kapitalproduktivit

at u
t
und Kaptialrendite 
t
sei durch
die st

uckweise lineare Funktion

t
= f(u
t
) =
8
<
:
A  u
t
; 0  u
t
 u
?
B   C  u
t
; u
?
 u
t
 u
??
(2.16)
beschrieben, mit positiven Konstanten A, B und C.

Uberschreitet die Kapitalpro-
duktivit

at den Auslastungsgrad u
?
, dann beginnt die Kapitalrendite zu sinken.
Der Wert u
??
= B=C entspricht der maximal m

oglichen Kapitalproduktivit

at.
Eine theoretische Erkl

arung f

ur eine solche Beziehung zwischen Kapitalrendite
und Kapitalproduktivit

at wird von Bowles, Gordon & Weisskopf (1989) gegeben.
Setzt man  = A=s,  = B=s und  = C=s, dann ist 
?
=  =( + )
und 
??
=  =. Aus Gleichung (2.15) und (2.16) folgt, falls (1 + =) >  und

1
 0 ist, da die Entwicklung der Kapitalrendite durch die nicht{negative
Dierenzengleichung

t+1
=
8
<
:


1

P
 1
k=0

t k

; 0 
1

P
 1
k=0

t k
 
?
   

1

P

k=0

t k

; 
?
<
1

P
 1
k=0

t k
 
??
(2.17)
beschrieben wird. Die Parameter ,  und  werden von Jarsulic (1993) auf der
Basis des BSP der USA empirisch gesch

atzt. F

ur  = 1 ist das System (2.17) in
Abbildung 2.1 dargestellt.
8
Ein m

oglicher Grund f

ur eine solche Abh

angigkeit ergibt sich beispielsweise aus der Finan-
zierungsrestriktion von Unternehmen. In Fazzari, Hubbard & Petersen (1988) ndet man eine
ausf

uhrliche Darstellung dieses Zusammenhangs.
2.2. DIE LITERATUR ZU COBWEB{MODELLEN 43
F

ur  > 1 besitzt das System einen instabilen station

aren Zustand ~ > 0.
Das Bildungsgesetz ist f

ur  > 1 negativ elastisch in der Umgebung von ~ und
damit ist bei entsprechend groem  der station

are Zustand ~ lokal stabil. Ist
 < 1, dann konvergiert das System gegen den station

aren Zustand 0. Damit tre-
ten Phasen des stabilen wirtschaftlichen Wachstums immer dann auf, wenn die
Investoren im Rahmen ihrer Investitionsentscheidung auch weiter zur

uckliegende
Kapitalrenditen ber

ucksichtigen. Das Modell von Jarsulic beschreibt allerdings
nur die zeitliche Entwicklung der relativen Gr

oen und nicht die Entwicklung
der absoluten Gr

oen. Zwischen dem dynamischen Verhalten eines Systems mit
relativen Zustandsvariablen und dem dynamischen Verhalten des entsprechenden
Systems mit absoluten Zustandsvariablen bestehen einige wesentliche Unterschie-
de. Man sehe hierzu vor allem die Arbeit von Koch (1995).
Jarsulic (1993) weist numerisch nach, da das System (2.17) f

ur  = 1; 2; 3
einen homoklinen Punkt besitzt, falls 
?
nahe genug bei 
??
liegt.
9
Die Existenz
eines homoklinen Punktes impliziert ein chaotisches Verhalten des Systems auf
einer invarianten Teilmenge des Zustandsraums. Das Modell von Jarsulic liefert
daher eine Erkl

arung sowohl f

ur Phasen des zyklischen Wachstums wie auch f

ur
Phasen des irregul

aren Wachstums. Die Resultate von Jarsulic in bezug auf den
Einu von 
?
, 
??
und  auf die Dynamik des Systems werden im Rahmen der
folgenden numerischen und theoretischen Analysen noch weiter vertieft.
Ein Finanzmarktmodell vom Cobweb{Typ
Day & Huang (1990) untersuchen die zeitliche Entwicklung der Aktienkurse eines
Unternehmens, wobei sie nicht von rationalen Erwartungen der Wirtschaftssub-
jekte ausgehen, sondern vielmehr annehmen, da f

ur die Wirtschaftssubjekte die
M

oglichkeiten des Informationszugangs und der Informationsverarbeitung unter-
schiedlich sind. Day & Huang unterscheiden zwischen zwei Gruppen von Markt-
teilnehmern. Die eine Gruppe besitzt vollst

andige Informationen und wird als die
Gruppe der {Investoren bezeichnet. Die andere Gruppe ist nur unvollst

andig in-
formiert und wird als die Gruppe der {Investoren bezeichnet.
10
Die Aktien wer-
den auf einem Markt mit vollkommenem Wettbewerb gehandelt. Das Angebot
und die Nachfrage der Aktie in Periode t 2 IIN leitet sich aus dem aggregierten
9
Die Denition und die Eigenschaften homokliner Punkte werden in Anhang B.1 erl

autert.
10
Finanzmarktmodelle mit

ahnlichen Voraussetzungen ndet man in dem Buch von DeGrau-
we, Dewachter & Embrechts (1993).
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   
t

t+1

t
0

??
~
?

t
Abbildung 2.1: Ein einfaches Wachstumsmodell 
t+1
= f(

s

t
) nach Jarsulic.
Angebot und der aggregierten Nachfrage der { und {Investoren ab. Der Akti-
enkurs p
t
ist jeweils der marktr

aumende Kurs der Periode t, wobei angenommen
wird, da dieser Kurs durch m  p
t
M beschr

ankt ist.
Die {Investoren treen ihre Kaufentscheidung f

ur die Periode t+1 aufgrund
einer Fundamentalbewertung der Aktie. Sie ermitteln den Fundamentalkurs ~p
der Aktie, indem sie den abdiskontierten Wert aller zuk

unftigen Ertr

age je Aktie
berechnen. Der Fundamentalkurs ~p sei f

ur alle Perioden als fest angenommen.
Die {Investoren wissen, da die {Investoren h

aug einen anderen Kurs als ~p
erwarten. Weicht deshalb ihre Kurserwartung

p
e
t;t+1
f

ur die n

achste Periode t+1
vom Fundamentalkurs ~p nach oben (bzw. nach unten) ab, dann verkaufen (bzw.
kaufen) sie einen Teil ihrer Aktien in der Periode t + 1. Die

Uberschunachfrage
(

p
e
t;t+1
) der {Investoren nach Aktien in der Periode t + 1 wird durch eine
stetige und streng monoton fallende Funktion
 : [m;M ]  ! IR
beschrieben. Dabei sei angenommen, da (m) < 0, (M) > 0 und (~p) = 0 sei.
Die Funktion (

p
e
t;t+1
) ist in Abbildung 2.2 dargestellt.
Im Gegensatz zu den {Investoren kennen die {Investoren den Fundamen-
talkurs ~p der Aktie nicht. Sie kaufen Aktien in der Periode t+1, wenn sie f

ur diese
Periode einen hohen Kurs

p
e
t;t+1
2 [m;M ] erwarten und sie verkaufen Aktien,
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wenn sie einen niedrigen Kurs erwarten. Die

Uberschunachfrage (

p
e
t;t+1
) der
{Investoren nach Aktien in Periode t + 1 wird deshalb durch eine stetige und
streng monoton steigende Funktion
 : [m;M ]  ! IR
beschrieben, wobei (m) < 0 und (M) > 0 ist. Das Verhalten eines {Investors
gleicht dem Verhalten eines kurzfristig orientierten Investors, der mit Hilfe einfa-
cher Charttechniken seine Kauf{ und Verkaufsentscheidungen f

allt.
Die aggregierte

Uberschunachfrage nach Aktien in Periode t+1 lautet daher
E(

p
e
t;t+1
;

p
e
t;t+1
) = (

p
e
t;t+1
) + (

p
e
t;t+1
) :
Neben den { und {Investoren gibt es noch einen B

orsenmakler. Er legt in
jeder Periode den marktr

aumenden Aktienkurs p
t+1
fest, wobei er aus seinem
eigenen Bestand Aktien verkauft bzw. kauft, bis die andere Marktseite befrie-
digt ist. Entsprechend der aggregierten

Uberschunachfrage ergibt sich also der
marktr

aumende Kurs der Periode t+ 1 gem

a
p
t+1
= (E(

p
e
t;t+1
;

p
e
t;t+1
)) ; t 2 IIN ; (2.18)
wobei  : IR! [m;M ] eine stetige und streng monoton fallende Funktion ist.
Day & Huang (1990) gehen unter anderem davon aus, da die Erwartungen
der { und {Investoren homogen sind. Das Bildungsgesetz (2.18) des Finanz-
marktmodells ist dann vom Cobweb{Typ. Bilden die { und {Investoren ihre
Erwartungen mittels der Prognoseregel
p
e
t;t+1
=


 1
X
k=0
p
t k
;
dann entspricht das Modell der Dierenzengleichung der Ordnung  :
p
t+1
= (E(


 1
X
k=0
p
t k
)) :
Dieses System erzeugt bereits f

ur einfache nichtlineare Funktionen ,  oder 
Zeitreihen, welche die f

ur Aktienkursbewegungen typischen Merkmale aufweisen.
Day & Huang weisen f

ur lineares ,  und f

ur verschiedene nichtlienare Funk-
tionen  nach, da im Falle von  = 1 Zyklen der Periode 3 existieren. Nach
Li & Yorke (1975) liegt dann topologisches Chaos vor. Das Modell von Day &
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Huang (1990) erkl

art periodische und aperiodische Kursschwankungen einer Ak-
tie durch einen deterministischen Mechanismus. Das Modell steht damit im Ge-
gensatz zu anderen Finanzmarktmodellen, wie etwa den Modellen von Grossman
& Stiglitz (1980), die Kursschwankungen auf exogene zuf

allige St

orungseinf

usse
zur

uckf

uhren.
Aktien
M
m
0
~p
(

p
e
t;t+1
)

;

p
e
t;t+1
(

p
e
t;t+1
)
Abbildung 2.2: Die Aktiennachfrage der {Investoren und {Investoren im Mo-
dell von Day & Huang.
Kapitel 3
Qualitative Analyse der Dynamik
f

ur Prognoseregeln mit
endlichem Ged

achtnis
Die Untersuchungen dieses Kapitels befassen sich mit der Frage, in welcher Weise
das dynamische Verhalten eines stetig dierenzierbaren
1
Modells vom Cobweb{
Typ mit linearer Prognoseregel und endlichem Ged

achtnis
y
t+1
= f(
 1
X
k=0
w
k
y
t k
) ; t   (3.1)
durch die Elastizit

atseigenschaften des Bildungsgesetzes, durch die Gewichtung
W

= fw
k
g
 1
k=0
bzw. durch die Ged

achtnisl

ange  2 IIN der Prognoseregel be-
einut werden. Im Rahmen der qualitativen Analyse wird meistens ein ein{
dimensionales Bildungsgesetz f : IR ! IR unterstellt und die Elastizit

at am
Punkt y 2 IR f

ur f(y) 6= 0 wird mit 
f
(y) = yf
0
(y)=f(y) abgek

urzt. Die Frage,
inwiefern bestimmte Eigenschaften von f oder W

= fw
k
g
 1
k=0
das globale dy-
namische Verhalten von System (3.1) beeinussen, ist aufgrund der von  2 IIN
abh

angigen Dimension des Systems meist nur schwer zu beantworten. Die qualita-
tive Analyse befat sich deshalb zun

achst mit dem lokalen dynamischen Verhalten
des Systems in der Umgebung der station

aren Zust

ande. Aus bestimmten Eigen-
schaften der lokalen Dynamik von System (3.1) k

onnen mit Hilfe ergodentheore-
tischer Methoden, insbesondere durch Analyse der Lyapunov Exponenten, auch
1
Aussagen

uber die topologischen und statistischen Eigenschaften der Trajektorien eines
Systems, wie etwa Aussagen

uber strukturelle Stabilit

at oder Ergodizit

at, lassen sich unter der
Annahme von Dierenzierbarkeit einfacher erzielen, als wenn nur Stetigkeit vorausgesetzt wird.
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Aussagen

uber globale dynamische Eigenschaften abgeleitet werden. So wird sich
zeigen, da die sensitive Abh

angigkeit von den Anfangswerten ganz wesentlich von
der Ged

achtnisl

ange und der Form der Gewichtung W

= fw
k
g
 1
k=0
abh

angt. Im
Rahmen der folgenden Betrachtungen wird nur die stetige Dierenzierbarkeit des
Bildungsgesetzes f vorausgesetzt. Inwiefern bestimmte nichtlineare Formen des
Bildungsgesetzes die dynamischen Eigenschaften von System (3.1) beeinussen,
wird sp

ater in den Kapiteln 4 und 5 mit Hilfe numerischer Methoden untersucht.
Im folgenden Abschnitt 3.1 werden Bedingungen angegeben unter denen ein
station

arer Zustand eines Modells vom Cobweb{Typ mit linearer Prognoseregel
von endlichem Ged

achtnis lokal stabil ist. Es handelt sich dabei um Bedingun-
gen an die Gewichtungsstruktur bzw. an die Ged

achtnisl

ange der Prognoseregel
und an die Elastizit

at des Bildungsgesetzes. Diese Elastizit

at ist an einem Fix-
punkt ~y von f gleich der Ableitung, also 
f
(~y) = ~yf
0
(~y)=f(~y) = f
0
(~y). Mittels der
lokalen linearen Approximation des Systems in der Umgebung des station

aren Zu-
standes und dem Satz von Grobman & Hartman (siehe Kuznetsov (1995), Seite
50) k

onnen die Stabilit

atsbedingungen aus der speziellen Struktur der jeweili-
gen Jacobi{Matrix abgeleitet werden. Geht man speziell von Prognosen mittels
geometrisch gewichtetem Durchschnitt aus, so zeigt sich, da die Stabilit

atseigen-
schaften eines Modells vom Cobweb{Typ mit linear adaptiver Prognoseregel und
die eines Modells vom Cobweb{Typ mit dem geometrisch gewichtetem Durch-
schnitt als Prognoseregel bei entsprechend groer Ged

achtnisl

ange dieselben sind.
Der Abschnitt 3.2 versucht eine systematische Darstellung des prim

aren Bi-
furkationsverhaltens eines Modells vom Cobweb{Typ mit dem geometrisch ge-
wichteten Durchschnitt vergangener Beobachtungen als Prognoseregel. Um Aus-
sagen

uber

Anderungen des lokalen dynamischen Verhaltens in der Umgebung
eines station

aren Zustandes machen k

onnen, wird die Abh

angigkeit der Eigenwer-
te von den drei Parametern Ged

achtnisl

ange, geometrischer Gewichtungsfaktor
und Elastizit

at des Bildungsgesetzes untersucht. Hieraus k

onnen dann das ge-
nerische Bifurkationsverhalten und die Bifurkationskurven
2
der Systeme an den
station

aren Zust

anden bestimmt werden. Da das Bildungsgesetz f als stetig die-
renzierbar vorausgesetzt ist, k

onnen die qualitativen Eigenschaften der sensitiven
Abh

angigkeit der Dynamik von den Startwerten durch eine Analyse der Lyapunov
Exponenten bestimmt werden. Im folgenden wird nur der maximale Lyapunov
Exponent untersucht, denn er gibt den durchschnittlichen Faktor an, mit dem
2
Der Begri Bifurkationskurve wird in Anhang B.2 erkl

art.
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sich zwei Trajektorie mit nahe beieinander liegenden Startwerten voneinander
entfernen.
In Abschnitt 3.3 wird untersucht, inwiefern die Gr

oenordnung der maxima-
len Lyapunov Exponenten des Systems (3.1) durch die Gewichtung bzw. durch
die Ged

achtnisl

ange der Prognoseregel beeinut wird. Da Lyapunov Exponenten
als Eigenwerte einer Matrix abgeleitet werden, wobei die Matrix eine auf ergo-
dentheoretischen Methoden basierende Verallgemeinerung der Jacobi{Matrizen
des Systems ist, ergeben sich Absch

atzungen f

ur Lyapunov Exponenten aus den
Absch

atzungen f

ur Eigenwerte. Es wird sich zeigen, da die Lyapunov Expo-
nenten nahe oder unterhalb der Null liegen, wenn die Gewichtung f

ur weiter
zur

uckliegende Beobachtungen anw

achst und das Ged

achtnis entprechend lang
ist.
3.1 Stabilit

atsanalyse
Die Anzahl der Gleichgewichtszust

ande eines Modells vom Cobweb{Typ wird
durch die Form des Bildungsgesetzes festgelegt. Die Stabilit

atseigenschaften die-
ser Gleichgewichtszust

ande h

angen dagegen von den Eigenschaften der Progno-
seregel ab.
3
F

ur Modelle vom Cobweb{Typ mit linearer Prognoseregel von end-
lichem Ged

achtnis k

onnen die Stabilit

atseigenschaften der station

aren Zust

ande
unter sehr allgemeinen Voraussetzungen bestimmt werden. In den Arbeiten von
Bear, Conlisk & Harri (1980), Balasko & Royer (1996) und Giona (1991) wer-
den lineare Dierenzengleichungen mit unterschiedlicher Verz

ogerungsstruktur
betrachtet. Es werden verschiedene M

oglichkeiten der

Anderung der Verz

oge-
rungsstruktur angegeben, so da der station

are Zustand der ver

anderten Dieren-
zengleichung stabil ist. Die folgende qualitative Analyse der Stabilit

at station

arer
Zust

ande basiert auf den Ergebnissen dieser Arbeiten.
3.1.1 Ged

achtnisl

ange und Elastizit

at des Bildungsgeset-
zes
Gem

a den

Uberlegungen aus Abschnitt 2.1 entspricht ein Modell vom Cobweb{
Typ mit einer Prognoseregel von endlichemGed

achtnis einer Dierenzengleichung
3
Evans (1986) spricht in diesem Zusammenhang auch von Gleichgewichtsauswahl.
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der Ordnung  :
y
t+1
= f(
 1
X
k=0
w
k
y
t k
) ; t   ; (3.2)
bzw. einem {dimensionalen System
0
B
B
B
@
z
(0)
t+1
.
.
.
z
( 1)
t+1
1
C
C
C
A
=
0
B
B
B
@
z
(1)
t
.
.
.
f(
P
 1
k=0
w
k
z
( k 1)
t
)
1
C
C
C
A
; (3.3)
mit den Zustandsvariablen
z
(0)
t
= y
t +1
; z
(1)
t
= y
t +2
; : : : ; z
( 1)
t
= y
t
:
Das System (3.3) mit Gewichtung W

= fw
k
g
 1
k=0
sei im folgenden auch mit
z
t+1
= F (z
t
;W

) abgek

urzt. Die Jacobi{Matrizen DF (z;W

) dieses Systems sind
Begleitmatrizen der Form
DF (z;W

) =
2
6
6
6
6
6
6
6
6
6
4
0 1 : : : 0 0
0 0 : : : 0 0
.
.
.
.
.
.   
.
.
.
.
.
.
0 0 : : : 0 1
c(z;W

)w
 1
c(z;W

)w
 2
: : : c(z;W

)w
1
c(z;W

)w
0
3
7
7
7
7
7
7
7
7
7
5
;(3.4)
wobei c(z;W

) deniert ist als
c(z
(0)
; : : : ; z
( 1)
;W

) := f
0
(
 1
X
k=0
w
k
z
( k 1)
) :
Begleitmatrizen haben spezielle Eigenschaften. So konnte Giona (1991) zeigen,
da die lokale Stabilit

at der station

aren Zust

ande in folgender Weise von der
Gewichtung W

= fw
k
g
 1
k=0
abh

angt:
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Lemma 1 (Giona, 1991)
Gegeben sei die dierenzierbare Funktion f : I ! I auf dem Intervall I  IR und
~y sei ein Fixpunkt von f .
1. Es sei f
0
(~y) > 1. Dann ist der station

are Zustand y
?
= (~y; : : : ; ~y) 2 IR

des
Systems (3.2) instabil, f

ur alle Gewichtungen fw
i
g
 1
i=0
mit
P
 1
i=0
w
i
= 1 und
w
i
 0, i = 0; : : : ;    1.
2. Es sei f
0
(~y) < 1. Dann existiert ein 
0
(~y), so da f

ur alle   
0
(~y) der sta-
tion

are Zustand y
?
= (~y; : : : ; ~y) 2 IR

des Systems (3.2) mit ungewichtetem
Durchschnitt f1=g
 1
i=0
, also
y
t+1
= f(
1

 1
X
k=0
y
t k
) ; t   ;
lokal stabil ist.
Aus dem Beweis von Lemma 1 folgt sogar, da 
0
(~y) = f 2 IIN j   jf
0
(~y)jg
gew

ahlt werden kann. Dar

uber hinaus ist der geometrisch gewichtete Durch-
schnitt eine stetige Funktion in w > 0. Betrachtet man das System F (z
t
;W

)
f

ur die geometrische Gewichtung W

= f
w
k
P
 1
i=0
w
i
g
 1
k=0
, dann existiert ein  > 0
derart, da f

ur alle geometrischen Gewichtungsfaktoren w 2 (1   ; 1 + ) und
alle   
0
(~y) der station

are Zustand y
?
= (~y; : : : ; ~y) lokal stabil ist.
Wendet man diese Ergebnisse auf das in Abschnitt 2.1 eingef

uhrte Cobweb{
Modell an, so l

at sich in bezug auf die Stabilit

at der station

aren Zust

ande eines
Cobweb{Modells mit Prognoseregel von endlichem Ged

achtnis die folgende Aus-
sage treen:
Ist ~p = D
 1
 S(~p) der Gleichgewichtspreis, dann h

angt die lokale Stabilit

at
des station

aren Zustandes p
?
= (~p; : : : ; ~p) 2 IR

einerseits von der Gewichtung
W

der Prognoseregel und andererseits von der Elastizit

at des Bildungsgesetzes

D
 1
S
(~p) ab. Hinsichtlich der Elastizit

at gilt

D
 1
S
(~p) =
S
0
(~p)
D
0
(~p)
=

S
(~p)

D
(~p)
;
wobei 
D
(~p) die Elastizit

at der Nachfragefunktion und 
S
(~p) die Elastizit

at der
Angebotsfunktion beim Preis ~p ist.
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Um das Lemma von Giona anwenden zu k

onnen, mu zun

achst die Existenz
des Gleichgewichtspreises ~p = D
 1
S(~p) sichergestellt sein. Unter den Annahmen
des Abschnitts 2.1 an die Nachfragefunktion D : IR
+
! IR
+
und die Angebots-
funktion S : IR
+
! IR
+
ist nicht klar, ob ein Gleichgewichtspreis existiert, bzw.
ob das Bildungsgesetz f = D
 1
 S einen Fixpunkt besitzt.
Um die Existenz eines Gleichgewichtspreises zu erhalten, werden zus

atzliche
Bedingungen an S und D gestellt. Diese Bedingungen gehen urspr

unglich auf
Day (1994) zur

uck.
(A) F

ur die Nachfragefunktion D gelte lim
p!1
D(p) = 0 und D(p) > 0 f

ur
alle p > 0. Die Angebotsfunktion S habe die Eigenschaften S(0) = 0 und
S(p) > 0 f

ur alle p > 0. Des Weiteren gelte lim inf
p!1
S(p) > 0.
(B) F

ur die Nachfragefunktion D gelte, da p^ > 0 ein Reservationspreis mit
D(p^) = 0 sei. Des Weiteren sei D(0) < 1. F

ur die Angebotsfunktion S
gelte S(0) = 0 und S(p) > 0 f

ur alle p > 0.
Setzt man eine der Bedingungen (A) oder (B) voraus, so k

onnen mittels des Lem-
mas von Giona die folgenden Stabilit

atseigenschaften der station

aren Zust

ande
eines Cobweb{Modells hergeleitet werden:
Lemma 2
Angenommen, eine der Bedingungen (A) oder (B) sei erf

ullt. Dann existiert min-
destens ein Gleichgewichtspreis ~p > 0 mit der Eigenschaft 
S
(~p)=
D
(~p)  1.
1. Falls 
S
=
D
< 1 ist, dann gibt es ein ~ so, da f

ur alle   ~ der sta-
tion

are Zustand p
?
= (~p; : : : ; ~p) des Cobweb{Modells mit ungewichtetem
Durchschnitt als Prognoseregel
p
t+1
= D
 1
 S (
1

 1
X
k=0
p
t k
) ; t  
lokal stabil ist.
2. Falls 
S
=
D
= 1 ist, dann gilt f

ur alle   1, da der station

are Zustand
p
?
= (~p; : : : ; ~p) nicht{hyperbolisch ist.
Beweis: Aus den Annahmen in Kapitel 2 folgt, da die Funktion D
 1
 S auf
IR
+
stetig dierenzierbar ist. Da D und S eine der Bedingungen (A) oder (B)
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erf

ullen, hat die Funktion D
 1
 S die Eigenschaften lim inf
p!0
D
 1
 S(p) > 0
und lim sup
p!1
D
 1
S(p) <1. Aus dem Zwischenwertsatz folgt, da D
 1
S(p)
mindestens einen Fixpunkt ~p > 0 mit der Eigenschaft (D
 1
 S)
0
(~p)  1 besitzt.
Ist (D
 1
S)
0
(~p) < 1, dann folgt die 1. Behauptung des Lemmas aus dem Lemma
von Giona.
Ist (D
 1
S)
0
(~p) = 1, dann besitzt die Begleitmatrix (3.4) des Cobweb{Modells
am station

aren Zustand p
?
= (~p; : : : ; ~p) f

ur alle   1 einen Eigenwert  = 1.
Daraus ergibt sich die 2. Behauptung des Lemmas. 2
Eine Verallgemeinerung der obigen Ergebnisse f

ur m{dimensionale Modelle
vom Cobweb{Typ, also f

ur Systeme der Form
y
t+1
= f(
 1
X
k=0
w
k
y
t k
) ; t   ; (3.5)
wobei f 2 C(IR
m
; IR
m
) ist, wird von Balasko & Royer Balasko & Royer (1996) an-
gegeben. Sie leiten das folgende Lemma in bezug auf die Stabilit

atseigenschaften
von station

aren Zust

anden her:
Lemma 3 (Balasko und Royer, 1996)
Gegeben sei eine dierenzierbare Funktion f : IR
m
! IR
m
und ~y sei ein Fixpunkt
von f .
1. Die Jacobi{Matrix Df(~y) weise einen Eigenwert 
i
mit Re(
i
)  1 auf.
Dann gilt f

ur jede GewichtungW

= fw
i
g
 1
i=0
mit
P
 1
i=0
w
i
= 1 und w
i
nicht{
negativ, da der station

are Zustand y
?
= (~y; : : : ; ~y) 2 IR
m
des Systems
(3.5) instabil ist.
2. Es sei W

= f
1

g
 1
k=0
. Ist dann der station

are Zustand y
?
= (~y; : : : ; ~y) 2
IR
m
des Systems
y
t+1
= f(
1

 1
X
k=0
y
t k
) ; t  
f

ur ein 
0
 0 lokal stabil, so ist er auch f

ur alle   
0
lokal stabil.
Die bisherigen Ergebnisse zeigen, da die station

aren Zust

ande eines Mo-
dells vom Cobweb{Typ mit dem ungewichteten Durchschnitt als Prognoseregel,
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im Falle einer negativen Elastizit

at des Bildungsgesetzes und bei entsprechender
Ged

achtnisl

ange der Prognose, lokal stabil sind. Um Aussagen

uber die lokalen
Stabilit

atseigenschaften der station

aren Zust

ande eines Modells vom Cobweb{
Typ mit dem geometrisch gewichteten Durchschnitt als Prognoseregel
y
t+1
= f(
 1
X
k=0
w
k
P
 1
i=0
w
i
y
t k
) ; w > 0 ; t   (3.6)
zu gewinnen, wird ein Vergleich der Dynamik dieses Systems zur Dynamik des
Modells bei linear adaptiver Prognoseregel durchgef

uhrt.
3.1.2 Vergleich von linear adaptiven Prognoseregeln und
Prognosen mittels geometrisch gewichtetem Durch-
schnitt
In Abschnitt 2.1 wurde gezeigt, da linear adaptive Prognoseregeln ein Grenzfall
der Prognosen mittels geometrisch gewichtetem Durchschnitt sind. Aus diesem
Grund stellt sich die Frage, inwiefern die Stabilit

atseigenschaften eines Modells
vom Cobweb{Typ bei einer linear adaptiven Prognoseregel mit den Stabilit

ats-
eigenschaften bei einer Prognose mittels geometrisch gewichtetem Durchschnitt
zusammenh

angen. Es wird sich zeigen, da die station

aren Zust

ande eines Mo-
dells vom Cobweb{Typ mit linear adaptiver Prognoseregel genau dann lokal sta-
bil sind, wenn sie bei Prognose mittels geometrisch gewichtetem Durchschnitt
mit entsprechendem Adaptationsparameter und entsprechender Ged

achtnisl

ange
lokal stabil sind.
Stabilit

at bei linear adaptiver Prognoseregel
Gem

a den

Uberlegungen aus Abschnitt 2.1 entspricht ein Modell vom Cobweb{
Typ mit linear adaptiver Prognoseregel dem dynamischen System
0
@
y
(0)
t+1
y
(1)
t+1
1
A
=
0
@
(1  )y
(0)
t
+ y
(1)
t
f((1  )y
(0)
t
+ y
(1)
t
)
1
A
; t 2 IIN ; (3.7)
wobei  2 [0; 1] der Adaptationsparameter der Prognoseregel ist. Der Zustands-
raum des Systems (3.7) ist eine Teilmenge des IR
2
und die Zustandsvariablen lau-
ten (y
(0)
t
; y
(1)
t
) = (y
e
t 1;t
; y
t
). Da f als stetig vorausgesetzt ist, gen

ugt es zur Ana-
lyse der Stabilit

atseigenschaften, das Teilsystem mit Zustandsvariable z
t
= y
(0)
t
z
t+1
= z
t
+ (f(z
t
)  z
t
) ; 8 t 2 IIN (3.8)
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zu betrachten.
Die Stabilit

atseigenschaften der station

aren Zust

ande des Modells (3.8) wur-
den erstmals von Nerlove (1958) untersucht. Er zeigte, da die Stabilit

at eines
station

aren Zustandes im wesentlichen von dem Wert des Adaptationsparameters
 abh

angt. Seine Ergebnisse lassen sich wie folgt zusammenfassen.
Lemma 4 (Nerlove, 1958)
Betrachtet sei ein Modell vom Cobweb{Typ mit linear adaptiver Prognoseregel
und stetig dierenzierbarem Bildungsgesetz f : I ! I auf dem Intervall I  IR.
Es sei ~y ein Fixpunkt von f .
1. Ist die Elastizit

at 
f
(~y) = f
0
(~y) < 1 (bzw. 
f
(~y) = f
0
(y) < 1 f

ur alle y 2 I),
dann existiert ein  > 0, so da f

ur alle Adaptationsparameter  <  der
station

are Zustand y
?
= (~y; ~y) von System (3.7) lokal stabil (bzw. global
stabil) ist.
2. Ist die Elastizit

at 
f
(~y) = f
0
(~y) > 1, dann ist der station

are Zustand y
?
=
(~y; ~y) f

ur jeden Adaptationsparameter  2 (0; 1] instabil.
Das obige Resultat kann noch weiter verallgemeinert werden. Viele rekursive
Prognoseregeln lassen sich in Form der zeitabh

angigen adaptiven Prognoseregel
y
e
t;t+1
= y
e
t 1;t
+ 
t
(y
t
  y
e
t 1;t
) ; 8 t 2 IIN (3.9)
darstellen, wobei f
t
g
1
t=1
eine vorgegebene Folge von Adaptationswerten ist. F

ur
die Adaptationswerte gelte
P
1
t=0

t
= 1. Anderenfalls w

aren die station

aren
Zust

ande des Systems nur lokal stabil. W

ahlt man beispielsweise 
t
=
1
t
, dann
entspricht die Prognoseregel (3.9) dem ungewichteten Durchschnitt aller vergan-
genen Beobachtungen y
e
t;t+1
=
1
t
P
t
i=1
y
t i
.
Zur Untersuchung der Stabilit

atseigenschaften eines Modells vom Cobweb{
Typ mit stetig dierenzierbarem Bildungsgesetz f und einer adaptiven Progno-
seregel der Form (3.9) gen

ugt es, das dynamische System
z
(0)
t+1
= z
(0)
t
+ 
t
(f(z
(0)
t
)  z
(0)
t
) ; 8 t 2 IIN
zu betrachten. Balasko & Royer (1996) haben die Stabilit

atseigenschaften dieses
Systems untersucht und erzielten das folgende Resultat:
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Lemma 5 (Balasko und Royer, 1996)
Betrachtet sei ein Modell vom Cobweb{Typ mit adaptiver Prognoseregel y
e
t;t+1
=
y
e
t 1;t
+ 
t
(y
t
  y
e
t 1;t
) und stetig dierenzierbarem Bildungsgesetz f : I ! I auf
dem Intervall I  IR. Es sei ~y ein Fixpunkt von f . F

ur die Adaptationswerte
gelte
P
1
t=0

t
=1 und lim
t!1

t
= 0.
1. Falls 
f
(~y) = f
0
(~y) < 1 ist, dann ist der station

are Zustand y
?
= (~y; ~y) lokal
stabil.
2. Falls 
f
(~y) = f
0
(~y) > 1 ist, dann ist der station

are Zustand y
?
= (~y; ~y)
instabil.
Vergleich der Stabilit

atseigenschaften
Das Modell vom Cobweb{Typ mit geometrisch gewichtetem Durchschnitt als
Prognoseregel (3.6) kann mittels der stetig dierenzierbaren Transformation
y
e
t;t+1
=
 1
X
k=0
w
k
P
 1
i=0
w
i
y
t k
in das topologisch{konjugierte System
4
y
e
t;t+1
=
 1
X
k=0
w
k
P
 1
i=0
w
i
f(y
e
t k 1;t k
) ; t   (3.10)

uberf

uhrt werden. Das dynamische Verhalten des Systems (3.8) f

ur w = (1  )
und z
t
= y
e
t;t+1
stimmt mit dem dynamischen Verhalten des {dimensionalen
Systems
y
e
t;t+1
= (1  w)
 1
X
k=0
w
k
f(y
e
t k 1;t k
) + w

y
e
t ;t +1
; t   (3.11)

uberein, falls die  Startwerte die Bedingung y
e
t;t+1
= y
e
t 1;t
+ (1  w)(f(y
e
t 1;t
) 
y
e
t 1;t
) f

ur t = 1; : : : ;  erf

ullen. Das System (3.11) unterscheidet sich von dem
System (3.10) nur durch den Faktor 1=(1 w

) und durch den Term w

y
e
t ;t +1
.
Folgende Verbindungen zwischen den Stabilit

atseigenschaften bei linear adaptiver
Prognoseregel und bei Prognose mittels geometrisch gewichtetem Durchschnitt
k

onnen hergeleitet werden.
4
Der Begri topologisch{konjugiert ist in Anhang B deniert.
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Lemma 6
Gegeben sei ein stetig dierenzierbares Cobweb{Bildungsgesetz f : I ! I auf ei-
nem Intervall I  IR und ~y sei ein Fixpunkt von f . Die folgenden beiden Aussagen
sind

aquivalent:
1. Der station

are Zustand y
?
= (~y; ~y) des Systems (3.7) mit linear adaptiver
Prognoseregel ist f

ur den Adaptationsparameter  2 (0; 1) lokal stabil.
2. Es existiert ein 
0
2 IIN derart, da der station

are Zustand y
?
= (~y; : : : ; ~y) 2
IR

des Modells (3.6) mit geometrisch gewichtetem Durchschnitt als Progno-
seregel f

ur den Gewichtungsfaktor w = (1   ) < 1 und f

ur alle Ged

acht-
nisl

angen  > 
0
lokal stabil ist.
Beweis: Zur Untersuchung der lokalen Stabilit

at des station

aren Zustandes des
Systems (3.6) bzw. (3.7) werden die entsprechenden Systeme (3.10) bzw. (3.11)
betrachtet. Beide Systeme haben den station

aren Zustand y
?
= (~y; : : : ; ~y) 2 IR

.
Es sei zun

achst angenommen, da der station

are Zustand y
?
des Systems (3.7)
lokal stabil ist. Somit gilt f

ur die Ableitung von f am Fixpunkt ~y:
(1  ) + f
0
(~y) 2 ( 1; 1) bzw. w + (1  w)f
0
(~y) 2 ( 1; 1) (3.12)
ist. Das dynamische Verhalten des Systems (3.10) entspricht dem dynamischen
Verhalten des Systems
y
e
t;t+1
=
1  w
1  w

f(y
e
t 1;t
) + wy
e
t 1;t
 
w

(1  w)
1  w

f(y
e
t  1;t 
) ; t   + 1 ;(3.13)
falls die Startwerte die Bedingung y
e
;+1
=
P
 1
k=0
w
k
P
 1
i=0
w
i
f(y
e
 k 1; k
) erf

ullen.
Zur Untersuchung der lokalen Stabilit

at des station

aren Zustandes y
??
= (~y; : : : ; ~y)
2 IR
+1
wird die Jacobi{Matrix des Systems (3.13) f

ur y
??
betrachtet. Der stati-
on

are Zustand ist genau dann lokal stabil, wenn alle Eigenwerte 
i
der Jacobi{
Matrix im Einheitskreis liegen, also j
i
j < 1 gilt. Die Jacobi{Matrix
2
6
6
6
6
6
6
6
6
6
4
0 1 0 : : : 0
0 0 1 : : : 0
.
.
.
.
.
.
.
.
.   
.
.
.
0 0 0 : : : 1
1 w
1 w

f
0
(~y) + w 0 0 : : :
w

(1 w)
1 w

f
0
(~y)
3
7
7
7
7
7
7
7
7
7
5
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hat die Form einer Begleitmatrix. Gem

a Balasko & Royer (1996) (Proposition
6) gilt, da die Eigenwerte dieser Begleitmatrix im Einheitskreis liegen, falls
j
1  w
1  w

f
0
(~y) + wj + j
w

(1  w)
1  w

f
0
(~y)j < 1
ist. Da 0 < w < 1 ist, gilt
lim
!1
j
1  w
1  w

f
0
(~y) + wj + j
w

(1  w)
1  w

f
0
(~y)j = j(1  w)f
0
(~y) + wj :
Aufgrund der Eigenschaft (3.12) folgt die Existenz eines 
0
2 IIN , so da f

ur alle
 > 
0
der station

are Zustand y
??
des Systems (3.13) lokal stabil ist. Damit ist
auch der station

are Zustand y
?
des Systems (3.10) f

ur alle  > 
0
lokal stabil.
Sei umgekehrt angenommen, da der station

are Zustand y
?
des Systems (3.10)
f

ur ein 
0
2 IIN lokal stabil sei. Das System (3.11) kann f

ur 
0
als echte Konvexkom-
bination des Systems (3.10) und des {dimensionalen Systems y
e
t;t+1
= y
e
t ;t +1
dargestellt werden, denn es ist
y
e
t;t+1
= (1  w

0
)
1  w
1  w

0

0
 1
X
k=0
w
k
f(y
e
t k 1;t k
) + w

y
e
t 
0
;t 
0
+1
; t  
0
: (3.14)
Da der station

are Zustand y
?
des Systems (3.10) lokal stabil ist und da das Sy-
stem (3.11) als Konvexkombination (3.14) dargestellt werden kann folgt, da auch
der station

are Zustand y
?
des Systems (3.11) lokal stabil ist. Hieraus folgt die Be-
hauptung des Lemmas. 2
Stellt man ein Modell vom Cobweb{Typ mit linear adaptiver Prognoseregel
in Form eines (degenerierten)  + 1{dimensionalen Systems dar, so konvergiert
bei festem w = (1   ) < 1 f

ur wachsendes  der Abstand in der C
1
{Norm
zu dem System (3.11) gegen Null. Im folgenden Abschnitt 3.2 wird die Flip{
Bifurkationskurve des station

aren Zustands eines Modells vom Cobweb{Typ mit
geometrisch gewichtetem Durchschnitt als Prognoseregel analytisch berechnet.
Aufgrund der Ann

aherung in der C
1
{Norm, werden die Flip{Bifurkationskurven
f

ur wachsendes  gegen die Flip{Bifurkationskurve des Modells vom Cobweb{Typ
mit linear adaptiver Prognoseregel punktweise konvergieren.
3.2 Bifurkationsanalyse
Die empirisch beobachteten Zeitreihen verschiedener

okonomischer Gr

oen weisen
nicht nur ein zyklisches Verhalten auf. H

aug beobachtet man auch ein quasi{
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periodisches oder sogar ein irregul

ares Verhalten der Zeitreihen. Zwar lassen sich
mit linearen Systemen periodische Zeitreihen erzeugen, doch ist das dynamische
Verhalten eines linearen Systems f

ur fast alle Parameterkombinationen entweder
global stabil oder global divergent. Ein periodisches Verhalten eines linearen Sy-
stems f

ur eine oene Teilmenge des Parameterraums ergibt sich nur, wenn exogene
periodische Schocks unterstellt werden. Im Gegensatz dazu k

onnen nichtlineare
dynamische Systeme periodische, quasi{periodische und sogar irregul

are Zeitrei-
hen erzeugen, ohne da eine wesentliche Einschr

ankung des Parameterraums oder
des Startwertebereichs vorliegen mu.
Dar

uber hinaus haben nichtlineare Systeme die Eigenschaft, da eine kleine

Anderung von exogenen Parametern zu unterschiedlichen Formen des komplexen
dynamischen Verhaltens f

uhren kann. Diese als Bifurkation bezeichnete Eigen-
schaft machten sich

Okonomen, wie etwa Hicks (1950) oder Goodwin (1951) zu-
nutze, um das Auftreten von persistenten Schwankungen in makro

okonomischen
Systemen zu erkl

aren. Einige der wichtigsten Bifurkations{Typen und ihre Ei-
genschaften sind in Anhang B zusammengefat. Je nach den nichtlinearen Eigen-
schaften eines dynamischen

okonomischen Systems kann beispielsweise aufgrund
der

Anderung eines Parameters eine Flip{Bifurkation und damit ein stabiler Zy-
klus der Periode 2 auftreten. Bei fortlaufender Ver

anderung des Parameters kann
es zu weiteren Flip{Bifurkationen der Zyklen kommen, wobei schlielich Zyklen
beliebig hoher Ordnung auftreten k

onnen.
Liegt bei Variation eines Parameters eine Hopf{Bifurkation vor, so kann der
Fall eintreten, da das System einen lokal stabilen station

aren Zustand verl

at
und gegen einen quasi{periodischen Attraktor konvergiert. Im Falle einer Fold{
Bifurkation f

uhrt eine

Anderung des Parameters zum Auftreten eines lokal stabi-
len und eines instabilen station

aren Zustandes. Nach weiteren Fold{Bifurkationen
k

onnen dann sogar mehrere lokal stabile station

are Zust

ande koexistieren. Kommt
es bei einer

Anderung von Startwerten oder Parametern zu einer nachhalti-
gen Ver

anderung des langfristigen Verhaltens des

okonomischen Systems, dann
spricht man von

okonomischer Hysteresis. Man sehe hierzu auch den Beitrag von
G

ocke (1996).
Im folgenden wird das lokale dynamische Verhalten von Modellen vom Cobweb{
Typ mit Hilfe der Methoden der Bifurkationsanalyse untersucht. Eine Bifurka-
tionsanalyse geht weit

uber die g

angige komparativ{statische Analyse der sta-
tion

aren Zust

ande eines

okonomischen Systems hinaus. Die Bifurkationsanaly-
se gibt nicht nur Aufschlu dar

uber, inwieweit sich aufgrund einer Variation
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von exogenen Parametern bestimmte Komponenten des station

aren Zustandes
ver

andern. Man erh

alt dar

uber hinaus auch Aussagen

uber die Ver

anderung des
lokalen dynamischen Verhaltens des Systems. Insbesondere k

onnen qualitative
Aussagen

uber das lokale dynamische Verhalten nur aufgrund der Elastizit

atsei-
genschaften des Bildungsgesetzes und der Form der Gewichtung der Prognoseregel
abgeleitet werden.
Die folgenden Untersuchungen befassen sich mit dem lokalen dynamischen
Verhalten von Modellen vom Cobweb{Typ unter der Annahme von Prognosen
mittels geometrisch gewichtetem Durchschnitt. Eine Bifurkationsanalyse unter
der Annahme einer allgemeinen linearen Prognoseregel mit Ged

achtnis der L

ange
 w

are gleichbedeutend damit, da die

Anderung der Dynamik bei gleichzeitiger
Variation von  Parametern untersucht werden m

ute. Betrachtet man nur den
Fall der Prognose mittels geometrisch gewichtetem Durchschnitt, dann gen

ugt es,
die

Anderung der Dynamik in Abh

angigkeit des Gewichtungsfaktors w bzw. der
Ged

achtnisl

ange  und in Abh

angigkeit der Elastizit

at 
f
(~y) = f
0
(~y) am stati-
on

aren Zustand y
?
= (~y : : : ; ~y) 2 IR

zu untersuchen. Insbesondere ist in diesem
Fall die numerische Berechnung der Bifurkationskurven wesentlich einfacher und
es besteht die M

oglichkeit die numerischen Ergebnisse in 2{ und 3{dimensionalen
Diagrammen darzustellen.
3.2.1 Eigenwertanalyse f

ur Prognosen mittels geometrisch
gewichtetem Durchschnitt
Die Untersuchungen des Abschnitts 3.1 haben gezeigt, da die Stabilit

atseigen-
schaften der station

aren Zust

ande eines Modells vom Cobweb{Typ mit linea-
rer Prognoseregel von der Ged

achtnisl

ange und von der Form der Gewichtung
abh

angt. Ist die Elastizit

at des Bildungsgesetzes negativ und weist die Progno-
seregel eine gen

ugend groe Ged

achtnisl

ange mit einer gleichm

aigen Verteilung
der Gewichte auf, dann ist der station

are Zustand des Systems lokal stabil. Es
stellt sich nun die Frage, was passiert wenn die Elastizit

at des Bildungsgeset-
zes zu{ oder abnimmt oder wenn sich die Gewichtung der Prognoseregel

andert?
Mittels einer Bifurkationsanalyse kann zumindest lokal, in der Umgebung der sta-
tion

aren Zust

ande, die

Anderung des dynamischen Verhaltens bestimmt werden.
F

ur das Modell vom Cobweb{Typ mit geometrisch gewichtetem Durchschnitt als
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Prognoseregel
y
t+1
= f(
 1
X
k=0
w
k
P
 1
i=0
w
i
y
t k
) ; 8 t  
wird deshalb zun

achst eine Analyse der Eigenwerte am station

aren Zustand
y
?
= (~y; : : : ; ~y) 2 IR

durchgef

uhrt. Hieraus lassen sich dann verschiedene Bi-
furkationskurven des station

aren Zustandes y
?
ableiten.
Im folgenden sei angenommen, da das Cobweb{Bildungsgesetz f(y; ) =
f

(y) von dem Parameter  2 IR abh

angt. F

ur das Bildungsgesetz f : IR  I !
IR gelte f 2 C
3
(IR  I), wobei ~y ein Fixpunkt von f

f

ur alle  2 I sei. Zur
Vereinfachung der Eigenwertanalyse wird auerdem vorausgesetzt, da f

ur die
Elastizit

at am Fixpunkt ~y

f
(~y; ) = f
0
(~y; ) =  ; 8 2 I
gilt.
Sei y
?
= (~y; : : : ; ~y) 2 IR

der station

are Zustand des Systems (3.15). Die
zugeh

orige Jacobi{Matrix DF (y
?
; f
w
k
P
 1
i=0
w
i
g
 1
k=0
) lautet:
2
6
6
6
6
6
6
6
6
6
4
0 1 0 : : : 0 0
0 0 1 : : : 0 0
.
.
.
.
.
.
.
.
.   
.
.
.
.
.
.
0 0 0 : : : 0 1
w
 1
P
 1
i=0
w
i
w
 2
P
 1
i=0
w
i
w
 3
P
 1
i=0
w
i
: : :
w
1
P
 1
i=0
w
i

P
 1
i=0
w
i
3
7
7
7
7
7
7
7
7
7
5
:
Die Matrix hat die Form einer Begleitmatrix und die Eigenwerte f
k
g

k=1
dieser
Matrix sind die Nullstellen des charakteristischen Polynoms:

;w;
() = 

 

P
 1
i=0
w
i

 1
  : : :  
w
 2
P
 1
i=0
w
i
 
w
 1
P
 1
i=0
w
i
:
Die  Nullstellen des Polynoms h

angen stetig von dem Parameter w > 0 ab.
F

ur w = 1, also bei ungewichtetem Durchschnitt, ist das System (3.15) sym-
metrisch in den Zustandsvariablen. Die Eigenwerte haben deshalb f

ur  =  
bzw.  = 1 spezielle Eigenschaften. Bereits in der Arbeit von B

ohm &Wenzelbur-
ger (1995) wird gezeigt, da Systeme mit einer solchen symmetrischen Struktur
nur Zyklen von bestimmten Ordnungen besitzen. Im Beitrag von Bischi, Gallegati
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& Naimzada (1997) wird dar

uber hinaus f

ur diese Systeme ein Bifurkationsver-
halten nachgewiesen, das zum Auftreten von seltsamen Attraktoren f

uhrt. Die
Nullstellen des charakteristischen Polynoms

;1;
() = 

 



 1
  : : :  


 


haben aufgrund des Theorems von Enestr

om{Kakeya
5
die Eigenschaft:
Lemma 7 (Elastizit

at und Bifurkation)
Die Eigenwerte f
k
g

k=1
der Jacobi{Matrix (3.15) mit w = 1, die den Nullstellen
des charakteristischen Polynoms 
;1;
() entsprechen, haben die Eigenschaft:
1. Ist  <   , dann liegen alle Eigenwerte auerhalb des Einheitskreises, das
heit es ist j
k
j  1 f

ur k = 1; : : : ;  .
2. Ist  =   , dann lauten die Eigenwerte 
k
= e
2i
+1
k
, k = 1; : : : ;  . Also
liegen alle Eigenwerte auf dem Einheitskreis.
3. Ist  2 ( ; 1), dann benden sich alle Eigenwerte innerhalb des Einheits-
kreises, das heit es ist j
k
j < 1 f

ur k = 1; : : : ;  .
4. Ist  = 1, dann existiert ein einfacher Eigenwert 
k
= 1.
5. Ist  > 1, dann existiert mindestens ein Eigenwert 
k
auerhalb des Ein-
heitskreises mit 
k
> 1.
Beweis:
1. Diese Aussage folgt aus der Umkehrung des Theorems von Enestr

om{
Kakeya. F

ur Polynome der Form a

x

+ a
 1
x
 1
+ : : : + a
0
mit reellen
und nicht{negativen Koezienten a

 a
 1
 : : :  a
0
gilt, da alle Null-
stellen x
i
, i = 1; : : : ;  des Polynoms auerhalb des Einheitskreises liegen.
Das heit es ist jx
i
j  1 f

ur i = 1; : : : ;  .
5
Das Theorem von Enestr

om{Kakeya besagt folgendes: Gegeben sei ein Polynom a

x

+
a
 1
x
 1
+ : : :+ a
0
mit reellen und nicht{negativen Koezienten a

> a
 1
> : : : > a
0
. Alle
Nullstellen x
i
, i = 1; : : : ;  dieses Polynoms liegen im Einheitskreis, das heit es ist jx
i
j < 1
f

ur i = 1; : : : ;  . Einen Beweis dieses Theorems ndet man bei Ostrowski (1973).
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2. Ist  =   , dann folgt die Aussage aus der Umformung des Polynoms

 ;1;
() nach

 ;1;
() =

+1
  1
  1
:
Die Nullstellen lauten somit 
k
= e
2i
+1
k
, k = 1; : : : ;  .
3. Ist  2 ( ; 1), so folgt die Aussage aus dem Lemma 1 von Giona.
4. Ist  = 1, dann ist 
k
= 1 eine Nullstelle des Polynoms 
1;1;
(1) = 0.
5. Ist  > 1, dann folgt 
;1;
(1) < 0 und lim
!1

;1;
() = 1. Somit exi-
stiert ein reeller Eigenwert 
k
> 1. 2
Im folgenden werden die Bifurkationskurven im (w; ){Raum hergeleitet. Da-
zu werden diejenigen Paare (w; ) bestimmt, f

ur welche die Jacobi{Matrix minde-
stens einen Eigenwert 
k
= 1 (Fold{Bifurkation), bzw. einen Eigenwert 
k
=  1
(Flip{Bifurkation), bzw. einen nicht{reellen Eigenwert j
k
j = 1 (Hopf{Bifurkation)
besitzt.
F

ur  = 1 und  = 2 ist eine analytische Berechnung der Eigenwerte und
damit auch der Bifurkationskurven m

oglich. F

ur  = 3; 4; 5; 6; 7 werden die Bi-
furkationskurven numerisch mit Hilfe des interaktiven Computerprogramms zur
Bifurkationanalyse LOCBIF bestimmt.
3.2.2 Ged

achtnisl

ange und Bifurkationsverhalten
Das Modell vom Cobweb{Typ mit naiven Erwartungen y
e
t;t+1
= y
t
entspricht
dem System y
t+1
= f

(y
t
). Aufgrund der obigen Annahmen hat das System f

ur
 1 <  < 1 den lokal stabilen station

aren Zustand y
?
= ~y. F

ur  = 1 erf

ahrt das
System am station

aren Zustand y
?
eine Fold{Bifurkation und f

ur  =  1 eine
Flip{Bifurkation.
Die Bifurkationskurven des Systems (3.15) mit Ged

achtnis der L

ange  = 2
y
t+1
= f

(
1
1 + w
y
t
+
w
1 + w
y
t 1
) ; t  2
lassen sich anhand der Nullstellen 
1;2
des charakteristischen Polynoms

;w;2
() = 
2
  

1 + w
 
w
1 + w
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bestimmen. F

ur Polynome der Ordnung 2 k

onnen die Nullstellen explizit berech-
net werden:

1;2
=
1
2
0
@

1 + w

s


1 + w

2
+ 4
w
1 + w
1
A
:
Daraus ergeben sich die Bifurkationskurven:
B
1
:  = 1 ; w > 0 Fold{Bifurkationskurve
B
2
:  =  
1 + w
1  w
; w  0 Flip{Bifurkationskurve
B
3
:  =  
1 + w
w
; w 
1
2
Hopf{Bifurkationskurve
Die Abbildung 3.1 zeigt f

ur  = 2 einen Teilabschnitt der Flip{Bifurkationskurve
B
2
und der Hopf{Bifurkationskurve B
3
, wobei  6    0 und 0  w  2 ist.
Die Parameterkombination w = 1 und  =  2 ist von besonderem Interesse.
Das System erf

ahrt bei dieser Parameterkombination eine starke 1:3 Resonanz.
Das bedeutet, da das System f

ur ein  > 0 und f

ur alle  2 ( 2   ; 2)
einen Sattel{Zyklus der Periode 3 aufweist. Des Weiteren treten generisch f

ur
Parameterwerte  2 ( 2  ; 2) homokline Zyklen auf. Es existieren also Para-
meterwerte  <  2 f

ur die sich das System chaotisch verh

alt.
6
Die Bifurkationskurven des Systems (3.15) f

ur eine Ged

achtnisl

ange  > 2
lassen sich nur zum Teil anhand des charakteristischen Polynoms 
;w;
() ablei-
ten. Nach Lemma 7 hat die Jacobi{Matrix (3.15) f

ur  2 IIN , w = 1 und  =  
nur im Falle eines ungeraden  einen einfachen Eigenwert 
k
=  1. F

ur das
System (3.15) existiert am station

aren Zustand nur bei ungeradem  eine Flip{
Bifurkationskurve, die durch den Punkt w = 1 und  =   geht. Bei geradem 
bzw. bei ungeradem  h

angt die Flip{Bifurkationskurve in folgender Weise von
w und  ab:
Lemma 8 (Ged

achtnisl

ange und Flip{Bifurkation)
Die Flip{Bifurkationskurve des Systems (3.15) ist
 =  
1 + w
1  w
; w 2 (0; 1) f

ur  ungerade,
 =  
(1 + w)(1  w

)
(1  w)(1 + w

)
; w > 0 f

ur  gerade.
6
Eine ausf

uhrlichere Beschreibung der Dynamik von Systemen, die eine starke 1:3 Resonanz
erfahren, ndet man in Kuznetsov (1995) (Seite 381).
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Beweis: Die Flip{Bifurkationskurve ergibt sich aus denjenigen Paaren (w; ),
f

ur die das Polynom 
;w;
() = 

 

P
 1
i=0
w
i

 1
  : : : 
w
 2
P
 1
i=0
w
i
 
w
 1
P
 1
i=0
w
i
die
Nullstelle 
?
=  1 besitzt. Die Behauptung des Lemmas folgt durch Einsetzen
des Terms  =  
1+w
1 w
f

ur w 2 (0; 1) bei ungeradem  , bzw. durch Einsetzen des
Terms  =  
(1+w)(1 w

)
(1 w)(1+w

)
f

ur w > 0 bei geradem  in die Gleichung

;w;
(
?
) = ( 1)

 

P
 1
i=0
w
i
( 1)
 1
  : : :  
w
 2
P
 1
i=0
w
i
( 1) 
w
 1
P
 1
i=0
w
i
= 0 :
2
Weitere Bifurkationskurven des station

aren Zustandes werden f

ur die Ged

acht-
nisl

ange  = 3; : : : ; 7 numerisch mit Hilfe des interaktiven Computerprogramms
zur Bifurkationanalyse LOCBIF berechnet. Eine Beschreibung des Softwarepa-
kets LOCBIF durchgef

uhrt werden k

onnen, ndet man in dem Handbuch von
Khibnik, Kuznetsov, Levitin & Nikolaev (1990). Die Diagramme der Abbildung
3.1 zeigen Abschnitte der Flip{ und Hopf{Bifurkationskurven f

ur  = 2; : : : ; 7,
wobei 0  w  2 und 0      gew

ahlt wurde. Da das Computerprogramm
LOCBIF nur bestimmte Bifurkationskurven bzw. bestimmte Abschnitte dieser
Kurven berechnen kann, ist die Darstellung der Kurven nicht vollst

andig. Jedoch
lassen sich aufgrund der berechneten Bifurkationskurven die folgenden Aussagen
treen:
Stabilit

atseigenschaften:
F

ur jedes  2 IIN schneiden sich die Hopf{Bifurkationskurven in (w; ) = (1; ).
Ist  ungerade, dann geht zum einen die Flip{Bifurkationskurve durch den Punkt
(w; ) = (1; ) und zum anderen nimmt die Randkurve des Stabilit

atsbereichs
von (w; ) als kleinsten Wert f

ur  den Wert  =   bei w = 1 an. Ist  gerade,
dann existieren Parameterkombinationen (w; ) mit  <   und w 2 (1  ; 1),
f

ur die der station

are Zustand noch lokal stabil ist.
Aus Lemma 8 folgt, da f

ur jedes w 2 (0; 1) die Flip{Bifurkationskurve des
Cobweb{Modells mit geometrisch gewichtetem Durchschnitt als Prognoseregel
gegen die Flip{Bifurkationskurve des Modells vom Cobweb{Typ mit linear ad-
aptiver Prognoseregel und Adaptationsparameter  = (1   w) konvergiert. Das
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bedeutet, da f

ur w < 1 der station

are Zustand des Cobweb{Modells, unabh

angig
von der Ged

achtnisl

ange, bei entsprechend kleinem  instabil ist.
Aufgrund der in Abbildung 3.1 dargestellten Hopf{Bifurkationskuren zeigt
sich numerisch, da auch f

ur w > 1 der station

are Zustand des Cobweb{Modells,
unabh

angig von der Ged

achtnisl

ange  , bei entsprechend kleinem  instabil ist.
Bifurkationseigenschaften:
Nach Lemma 7 gilt, da bei w = 1 f

ur  =   alle  Eigenwerte des Cobweb{
Modells am station

aren Zustand auf dem Einheitskreis liegen. Damit kann im
Rahmen der Bifurkationsanalyse der Satz

uber Zentrumsmannigfaltigkeiten nicht
angewendet werden. Das Cobweb{Modell erf

ahrt daher bei w = 1 f

ur  =  
eine degenerierte Flip{ bzw. Hopf{Bifurkation.
Ist w < 1 und  ungerade, so erf

ahrt das Cobweb{Modell am station

aren
Zustand bei Variation von  eine Flip{Bifurkation. Ist w < 1 und  gerade, so
erf

ahrt das Cobweb{Modell am station

aren Zustand bei Variation von  eine
Hopf{Bifurkation, falls w nahe bei 1 liegt. Ist w nahe bei 0, dann erf

ahrt das
Cobweb{Modell eine Flip{Bifurkation.
Ist w > 1, so erf

ahrt das Cobweb{Modell am station

aren Zustand bei Varia-
tion von  eine Hopf{Bifurkation.
3.2. BIFURKATIONSANALYSE 67
Stabilit

at
0
1
2
3
4
5
6
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
Bifurkationskurven f

ur  = 2
0
1
2
3
4
5
6
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
Bifurkationskurven f

ur  = 3
0
1
2
3
4
5
6
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
0
1
2
3
4
5
6
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
Bifurkationskurven f

ur  = 5
0
1
2
3
4
5
6
7
8
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
Bifurkationskurven f

ur  = 7
0
1
2
3
4
5
6
7
8
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
Bifurkationskurven f

ur  = 6
Bifurkationskurven f

ur  = 4
w
w
  
  
w
w
w
w
  
Hopf
Stabilit

at
Stabilit

at
Hopf
Flip
Flip
Flip
Flip
Hopf
Stabilit

at
Hopf
Flip
Flip
Hopf
Flip
Flip
Hopf
Hopf
Hopf
Stabilit

at
Stabilit

at
Flip
Hopf
HopfFlip
Hopf Flip Hopf
Flip
Abbildung 3.1: Verschiedene Hopf{ und Flip{Bifurkationskurven in   und w
f

ur  = 2; : : : ; 7.
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3.3 Lyapunov Exponenten Analyse
Die Ergebnisse der Abschnitte 3.1 und 3.2 haben gezeigt, da das lokale dyna-
mische Verhalten eines Modells vom Cobweb{Typ in der Umgebung der stati-
on

aren Zust

anden vor allem von der Form der Prognoseregel beeinut wird.
Insbesondere bei geometrisch gewichtetem Durchschnitt als Prognoseregel konn-
te nachgeweisen werden, da die Stabilit

ats{ und Bifurkationseigenschaften der
Modelle vom Cobweb{Typ durch die Elastizit

at des Bildungsgesetzes sowie durch
die Ged

achtnisl

ange  und den Gewichtungsfaktor w bestimmt werden. Die bis-
her durchgef

uhrte Analyse der Dynamik orientierte sich an den topologischen
Eigenschaften der von den Systemen erzeugten Trajektorien. Ein wesentlich an-
derer Ansatz zur Untersuchung der Dynamik eines Systems besteht darin, die
statistischen Eigenschaften von Trajektorien zu betrachten, wobei Methoden der
Ergodentheorie zur Analyse des asymptotischen Verhaltens verwendet werden.
7
Nichtlineare dynamische Systeme weisen h

aug komplexe Formen des asym-
ptotischen Verhaltens auf. Zum Beispiel kann bei nichtlinearen dynamischen Sy-
stemen eine sensitive Abh

angigkeit von den Startwerten vorliegen.
8
Dar

uber-
hinaus besitzen dynamische Systeme auch bestimmte ergodische Eigenschaften.
In Verbindung mit der Dierenzierbarkeit des Systems k

onnen dann invariante
Gr

oen des dynamischen Verhaltens, wie etwa Lyapunov Exponenten, deniert
werden. Der maximale Lyapunov Exponent entspricht asymptotisch dem durch-
schnittlichen exponentiellen Streckungsfaktor (oder Stauchungsfaktor) um den
sich zwei Trajektorien mit eng benachbarten Startwerten voneinander entfernen
(oder ann

ahern). Durch die Bestimmung der Lyapunov Exponenten lassen sich al-
so verschiedene Eigenschaften einer sensitiven Abh

angigkeit von den Startwerten
genauer charakterisieren. Treten im Rahmen einer Vorausberechnung der zuk

unf-
tigen Entwicklung von Trajektorien eines dynamischen Systems Mefehler auf,
dann h

angt das Anwachsen dieser Mefehler ebenfalls von der Gr

oenordnung der
maximalen Lyapunov Exponenten ab. Hieraus folgt im Falle eines positiven ma-
ximalen Lyapunov Exponenten, da eine langfristige Vorhersage der zuk

unftigen
Entwicklung des Systems nicht m

oglich ist.
Im folgenden wird eine formale Denition f

ur Lyapunov Exponenten gegeben
7
Diese statistischen Eigenschaften von Trajektorien werden auch als Rekurrenzeigenschaften
bezeichnet.
8
Eine formale Denition des Begris der sensitiven Abh

angigkeit von den Startwerten ndet
man in Anhang B.
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und es wird erl

autert, inwiefern Eigenschaften der maximalen Lyapunov Expo-
nenten und Eigenschaften des asymptotischen Verhaltens des Systems zusam-
menh

angen. Hieraus ergeben sich insbesondere Konsequenzen in bezug auf die
Erstellung von Vorhersagen der zuk

unftigen Entwicklung des Systems. Des Wei-
teren werden die Lyapunov Exponenten von Modellen vom Cobweb{Typ mit geo-
metrisch gewichtetem Durchschnitt als Prognoseregel einer qualitativen Analyse
unterzogen. Dabei wird vor allem der Zusammenhang zwischen der Gr

oenord-
nung der maximalen Lyapunov Exponenten und der Ged

achtnisl

ange bzw. dem
Gewichtungsfaktor der Prognoseregel untersucht. Da Lyapunov Exponenten in
gewisser Weise eine Verallgemeinerung der Eigenwerte eines Systems darstellen,
k

onnen die Absch

atzungen der Eigenwerte aus der obigen Bifurkationsanalyse
entsprechend auf Lyapunov Exponenten erweitert werden.
3.3.1 Denition und Eigenschaften
Die folgende Denition und Zusammenfassung der Eigenschaften von Lyapunov
Exponenten ist aus Eckmann & Ruelle (1985), Hasselblatt & Katok (1995) und
Katok & Strelcyn (1986). Der Zusammenhang zwischen dem maximalen Lyapu-
nov Exponenten und der kurzfristigen Vorhersagbarkeit eines dynamischen Sy-
stems ist der Arbeit von Casdagli (1989) entnommen.
Ergodische Mae und invariante Mengen
Betrachtet sei das dynamische System
x
t+1
= f(x
t
) ; x
t
2 IR
m
; t 2 IIN
mit einer stetig dierenzierbaren Abbildung f : IR
m
! IR
m
. Um die dynami-
schen Eigenschaften der Trajektorien aufgrund ihrer statistischen Eigenschaften
beschreiben zu k

onnen, werden die folgenden Denitionen getroen:
Ein Ma  auf der Borelschen {Algebra B(IR
m
) wird als f -invariant bezeich-
net, falls (f
 1
(A)) = (A) f

ur alle A 2 B(IR
m
) gilt. Man nennt die Abbildung f
auch maerhaltend bez

uglich des Maes .
Eine Menge A  IR
m
heit f{invariant, falls f(A) = A ist. Ein invariantes
Wahrscheinlichkeitsma  wird als ergodisch bez

uglich f bezeichnet, falls f

ur je-
de f{invariante Menge A 2 B(IR
m
) entweder (A) = 0 oder (X   A) = 0 gilt.
Das einfachste Beispiel eines ergodischen Maes ist das Dirac{Ma 
~x
: B(IR
m
)!
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f0; 1g, wobei ~x ein Fixpunkt von f ist. Ergodische Mae beschreiben das dynami-
sche Verhalten einer Trajektorie ff(x
1
)
i
g
1
i=0
mittels der Rekurrenzeigenschaften
der Trajektorie. Ist supp() der Tr

ager von  mit x
0
2 supp() und ist A eine
beliebige mebare Teilmenge von supp(), dann gilt
lim
t!1
1
t
t 1
X
i=0

A
(f
i
(x
1
)) = (A) ;
wobei 
A
: IR
m
! f0; 1g die Indikatorfunktion f

ur Mengen ist.
Maximale Lyapunov Exponenten
Die Jacobi{Matrix Df(x) der stetig dierenzierbaren Abbildung f : IR
m
! IR
m
wird durch die partiellen Ableitungen von f deniert. Die Jacobi{Matrix ent-
spricht also der Matrix Df(x
(1)
; : : : ; x
(m)
) = f@f
(i)
=@x
(j)
g
m
i;j=1
. Aufgrund der
Kettenregel gilt f

ur die Jacobi{Matrix der t-ten Iteration f
t
von f :
Df
t
(x) = f@(f
t
)
(i)
=@x
(j)
g
m
i;j=1
= Df(f
t 1
(x))   Df(f(x))Df(x) :
Die folgende Version des Multiplikativen Ergoden Theorems ist dem Buch von
Katok & Strelcyn (1986) entnommen.
Theorem 1 (Multiplikatives Ergoden Theorem von Oseledets)
Gegeben sei eine dierenzierbare Abbildung f : IR
m
! IR
m
und ein endliches
f{invariantes Wahrscheinlichkeitsma  auf IR
m
. Des Weiteren sei  ergodisch
und es gelte:
Z
ln
+
jjDf(x)jj(dx) < 1 ;
mit ln
+
v := max(0; ln v).
Dann gibt es eine f{invariante Menge   mit ( ) = 1, so da f

ur fast alle
x 2   und u 2 IR
m
der Grenzwert


(x; u) = lim
t!1
1
t
ln jDf
t
(x)uj (3.15)
existiert. Dabei ist 

(x; u) 2 IR[f 1g und es existiert ein (m-1)-dimensionaler
Teilraum U  IR
m
, so da f

ur fast alle x 2   und f

ur alle u 2 IR
m
nU der
Grenzwert konstant ist und als 
m

:= 

(x; u) deniert werden kann. Man nennt

m

den maximalen Lyapunov Exponenten bez

uglich des ergodischen Maes .
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Gem

a einer allgemeineren Version des Theorems von Oseledets existiert zu
jedem ergodischen Ma  sogar ein ganzes Spektrum von Lyapunov Exponenten

1

 
2

 : : :  
m

. Im Rahmen der folgenden Untersuchungen ist es aus-
reichend, nur den maximalen Lyapunov Exponenten zu betrachten. Numerisch
erh

alt man den maximalen Lyapunov Exponenten 
m

durch explizite Berechnung
der vom Startwert x^ 2 IR
m
abh

angigen Terme
(x^; u; t) =
1
t
ln jDf
t
(x^)uj ;
mit beliebigem u 2 IR
m
, u 6= 0. Da ein dynamisches System meistens mehrere
ergodische Mae aufweist, konvergiert die Trajektorie f
t
(x^) nur gegen den Tr

ager
eines bestimmten Maes . Der zu diesem  geh

orende maximale Lyapunov Ex-
ponent 
m

wird dann durch den Term (x^; u; t) bei groem t approximiert. In
Abschnitt 4 und 5 werden mit dieser Methode f

ur verschiedene Systeme n

ahe-
rungsweise die maximalen Lyapunov Exponenten berechnet.
Die Aussage des Theorems von Oseledets, insbesondere die Gleichung (3.15),
kann folgendermaen interpretiert werden: Der maximale Lyapunov Exponent
entspricht asymptotisch dem durchschnittlichen exponentiellen Streckungsfaktor
(oder Stauchungsfaktor), mit dem sich zwei Trajektorien mit eng benachbarten
Startwerten voneinander entfernen (oder einander ann

ahern). Ist x
1
2  

und
liegt eine kleine Abweichung x
1
= jx
0
1
  x
1
j der Startwerte vor, so ist zum
Zeitpunkt t der Unterschied zwischen der Trajektorie mit Startwert x
1
und der
Trajektorie mit Startwert x
0
1
in etwa
x
t
e
(t 1)
m

=
jx
0
t
  x
t
j
e
(t 1)
m


jDf
t 1
(x
1
) x
1
j
e
(t 1)
m

 1 :
Sensitive Abh

angigkeit von den Startwerten liegt dann vor, wenn 
m

> 0 ist. Aus

m

< 0 folgt hingegen, da sich das System in einem lokal stabilen station

aren
oder periodischen Zustand bendet. Die Klassizierung des dynamischen Verhal-
tens auf dem Tr

ager von  wird entsprechend dem Vorzeichen von 
m

in Tabelle
3.1 wiedergegeben. Das quasi{periodische Verhalten eines dynamischen Systems
mit 
m

= 0 ist im generischen Sinne zu verstehen.
Im Falle eines positiven maximalen Lyapunov Exponenten wachsen kleine
Mefehler in den Startwerten exponentiell an, so da Vorhersagen

uber einen
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bestimmten Zeitpunkt hinaus nicht mehr im Rahmen einer vorgegebenen Genau-
igkeit m

oglich sind. Die Arbeiten von Abarbanel (1996), Bailey, Ellner & Nych-
ka (1991) und Casdagli (1989) untersuchen die Frage, inwieweit die kurzfristige
Vorhersagbarkeit eines dynamischen Systems vom maximalen Lyapunov Expo-
nenten abh

angt. So interpretiert beispielsweise Casdagli (1989) den maximalen
Lyapunov Exponenten selbst als zeitlichen Mastab f

ur die Vorhersagbarkeit ei-
nes dynamischen Systems, denn aufgrund des Exponenten kann asymptotisch die
durchschnittliche Anzahl zuk

unftiger Zeitpunkte berechnet werden, f

ur die eine
verl

aliche Vorhersage von Trajektorien, im Rahmen einer vorgegebenen Mege-
nauigkeit, noch m

oglich ist. Ein Anwachsen des maximalen Lyapunov Exponen-
ten hat eine Reduzierung des durchschnittlichen Vorhersagehorizonts zur Folge.
9
Maximale Lyapunov Exponenten stellen nur eine sehr grobe Absch

atzung f

ur die
Vorhersagbarkeit eines dynamischen Systems dar. Ein etwas verfeinertes Kon-
zept sind die von Bailey, Ellner & Nychka (1991) eingef

uhrten lokalen Lyapunov
9
Im Rahmen der Vorhersage von Zeitreihen, die von einem nichtlinearen dynamischen
System f : IR
m
! IR
m
erzeugt werden, spielen maximale Lyapunov Exponenten eben-
so eine wichtige Rolle. Ist das zugrundeliegende dynamische System nicht bekannt, so kann
die zuk

unftige Entwicklung einer Zeitreihe, der eine Trajektorie zugrundeliegt, mittels eines
nicht{parametrischen Prognoseverfahrens vorhergesagt werden. Einige der bekanntesten nicht{
parametrischen Prognoseverfahren sind in Casdagli (1989) zusammengefat. Die meisten dieser
Verfahren basieren auf einem nearest{neighbor Ansatz. Das bedeutet, da das zugrundeliegen-
de System f auf der Grundlage der beobachteten Zeitreihe x
1
; : : : ; x
T
durch Polynome oder
Radial{Basis Funktionen (z) interpoliert wird. Die Prognosefunktion

f(x) ist dabei deniert
als

f(x) :=
T 1
X
r=1

r
(x   x
r
) ;
wobei sich die Koezienten 
r
aus der Interpolationsbedingung

f(x
r
) = x
r+1
; r = 1; : : : ; T   1
ergeben. Die Vorhersage f

ur die n n

achsten Perioden lautet dann

f(x
T
); : : :

f
n
(x
T
). Geh

ort das
zugrundeliegende dynamische System f zu einer Familie von Systemen (siehe auch Abschnitt
3.3.2), f

ur die der maximale Lyapunov Exponent nach oben durch


max
abgesch

atzt werden
kann, und ist (

f) = sup
z
j

f(z)  f(z)j der Interpolationsfehler, so ist der mittlere Fehler der
n{Perioden Vorhersage
j

f
n
(x
T
)   f
n
(x
T
)j  (

f) e
n


max
:
Weitaus genauere Absch

atzungen werden von Abarbanel (1996) und Casdagli (1989) angegeben.
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Max. Lyapunov Exponent Generische Dynamik

m

< 0 stabiler Fixpunkt bzw. Zyklus

m

= 0 quasi{periodische Kurve bzw. m-Torus

m

> 0 sensitive Abh

angigkeit von Startwerten
Tabelle 3.1: Max. Lyapunov Exponent 
m

und generisches dynamisches Verhalten
auf dem Tr

ager von .
Exponenten.
Im

ubrigen gilt, da eine parametrisierte Familie von Systemen f(x; ) =
f

(x), mit Parameter  2 I, f

ur den Parameterwert 
0
eine Bifurkation erf

ahrt,
falls das System f

0
einen maximalen Lyapunov Exponenten 
m

= 0 aufweist.
Im Rahmen der numerischen Bifurkationsanalyse sind daher die Parameterwerte,
f

ur die bei groem t der Term (x^; u; t;
0
)  0 ist, von besonderem Interesse.
10
Allgemeine Schranken f

ur Lyapunov Exponenten
Ein maximaler Lyapunov Exponent 
m

ist in Abh

angigkeit eines ergodischen
Maes  deniert. Da ergodische Mae meistens schwierig zu bestimmen sind,
werden im Rahmen analytischer und numerischer Untersuchungen vor allem die
oberen Schranken

s
:= sup
x2IR
m

s
x
; 
s
x
:= lim sup
t!1
1
t
ln jjDf
t
(x)jj : (3.16)
betrachtet, wobei jj  jj eine Matrixnorm auf dem Raum der mm{Matrizen ist.
Die beiden oberen Schranken 
s
x
und 
s
sind unabh

angig von .
Um den Zusammenhang zwischen den maximalen Lyapunov Exponenten 
m

und der oberen Schranke 
s
erkl

aren zu k

onnen, mu man die Menge aller rele-
10
An diesen Parameterwerten 
0
ist numerische Evidenz f

ur eine Bifurkation gegeben. Liegt
f

ur 
0
ein lokal eindeutiges Maximum vor, wobei (x^; u; t;
0
)  0 ist und (x^; u; t;) < 0 ist,
f

ur  2 (
0
  ; 
0
) bzw.  2 (
0
; 
0
+ ), dann ergibt sich daraus ein numerischer Hinweis auf
eine Fold{ oder Flip{Bifurkation. Liegt f

ur 
0
kein lokal eindeutiges Maximum vor, gilt aber
(x^; u; t;
0
) < 0 f

ur  2 (
0
  ; 
0
) und (~x; u; t;
0
)  0 f

ur  2 [
0
; 
0
+ ), so ist das
ein numerischer Hinweis auf eine superkritische Hopf{Bifurkation. Weitere Anmerkungen zum
Zusammenhang von Bifurkationsanalyse und Lyapunov Exponenten Analyse ndet man in den
Arbeiten von Alexander, Kan, Yorke & You (1992) und Aston & Dellnitz (1995).
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vanten Mae betrachten:
M := f  j  ergodisch mit
R
ln
+
jjDf(x)jj(dx) <1g :
Ist f : I
m
! I
m
stetig dierenzierbar und ist I  IR ein kompaktes Intervall,
dann ist M 6= ; und man erh

alt die Ungleichung
sup
2M

m

 
s
 ln (sup
y2M
jjDf(y)jj) :
Weitere Einzelheiten werden im Buch von Hasselblatt & Katok (1995) (Seite 136-
142) erl

autert. Insbesondere basiert die Aussage M 6= ; auf dem Theorem von
Krylov{Bogolubov.
3.3.2 Von der Ged

achtnisl

ange abh

angige obere Schranke
In Abschnitt 3.1 und 3.2 wurden die Stabilit

ats{ und Bifurkationseigenschaf-
ten von Modellen vom Cobweb{Typ mit geometrisch gewichtetem Durchschnitt
als Prognoseregel auf der Basis der Eigenschaften von Eigenwerten der entspre-
chenden Jacobi{Matrizen hergeleitet. Die Frage, inwieweit Ver

anderungen der
Ged

achtnisl

ange oder des Gewichtungsfaktors der Prognoseregel die maximalen
Lyapunov Exponenten dieser Systeme beeinussen, kann allerdings nicht mit der-
artigen Methoden beantwortet werden. Zwar kann der maximale Lyapunov Expo-
nent 
m

, gem

a der Tabelle 3.1, als eine Verallgemeinerung des Spektralradiuses
interpretiert werden. Da aber 
m

bez

uglich des ergodischen Maes  deniert
ist, lassen sich die Eigenschaften von 
m

nicht unmittelbar aus algebraischen
Umformungen ableiten. Die obere Schranke 
s
ist dagegen unabh

angig von ei-
nem ergodisch Ma deniert. Damit k

onnen die Eigenschaften von 
s
ebenfalls
anhand der Eigenschaften der Jacobi{Matrizen bestimmt werden.
Betrachtet man Modelle vom Cobweb{Typ mit ungewichtetem Durchschnitt
als Prognoseregel f

ur Bildungsgesetze auf einem kompakten Intervall I, dann exi-
stieren die oberen Schranken (3.16) f

ur jedes  . Da diese Schranken insbesondere
von der Ged

achtnisl

ange  abh

angen, werden sie im weiteren mit 
s
x
() bzw. 
s
()
bezeichnet. Die folgenden

Uberlegungen werden zeigen, da die Folge der oberen
Schranken f
s
()g
1
=1
asymptotisch gegen Null konvergiert
lim sup
!1

s
() = 0 :
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Modelle vom Cobweb{Typ mit ungewichtetem Durchschnitt als Prognoseregel
weisen also eine umso geringere sensitive Abh

angigkeit von den Startwerten auf,
desto l

anger das Ged

achtnis der Prognoseregel ist.
Prognose mittels ungewichtetem Durchschnitt
Gegeben sei ein stetig dierenzierbares Cobweb{Bildungsgesetz y
t+1
= f(y
e
t;t+1
),
t 2 IIN , wobei f : I ! I auf dem kompakten Intervall I  IR deniert ist. Des
Weiteren sei die Prognoseregel der ungewichtete Durchschnitt
y
e
t;t+1
=
1

 1
X
k=0
y
t k
t  
der  2 IIN vergangenen Beobachtungen y
t
; y
t 1
; : : : ; y
t +1
. Damit ergibt sich die
stetig dierenzierbare Dierenzengleichung:
y
t+1
= f(
1

 1
X
k=0
y
t k
) ; t   : (3.17)
Betrachtet man die Lyapunov Exponenten dieser Systeme f

ur wachsendes  , dann
gilt:
Proposition 1 (Von der Ged

achtnisl

ange abh

angige obere Schranke)
Die Abbildung f sei stetig dierenzierbar auf dem kompakten Intervall I. Die Fol-
ge der oberen Schranken f
s
()g
1
=1
der Systeme (3.17) hat den Limes Superior:
lim sup
!1

s
()  0 :
Beweis: Es sei
~
f(y) := f(
1

y). Dann entsprechen die Systeme (3.17) den Syste-
men
y
t+1
=
~
f(
 1
X
k=0
y
t k
) ; t   : (3.18)
Die Ableitung von f ist durch eine Konstante K  max
y2I
f
0
(y) beschr

ankt.
Somit gilt f

ur die Ableitung von
~
f :
max
y2I
j
~
f
0
(y)j 
K

;
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wobei o.B.d.A. K > 1 angenommen werden kann.
Die Dierenzengleichungen (3.18) k

onnen gem

a Gleichung (2.13) auch als
Systeme
0
B
B
B
@
z
(0)
t+1
.
.
.
z
( 1)
t+1
1
C
C
C
A
=
0
B
B
B
@
z
(1)
t
.
.
.
~
f(
P
 1
k=0
z
( 1 k)
t
)
1
C
C
C
A
=
~
F (z
t
; f
1

g
 1
k=0
)
dargestellt werden, wobei z
(j)
t
= y
t+j +1
ist. Die Jacobi{MatrizenD
~
F (z
t
; f
1

g
 1
k=0
)
haben nach Gleichung (3.4) die Form einer Begleitmatrix. Die Jacobi{Matrizen
der {ten Iterierten haben daher die folgende Eigenschaft: Jeder Eintrag der
Jacobi{Matrix D
~
F

(z; f
1

g
 1
k=0
) erf

ullt die Ungleichung






@
~
F

(i)
@z
(j)






 (1 +
K

)

; 8 z 2 I

:
Die Ungleichung ergibt sich unmittelbar aus der Berechnung der  .{Zeile der Ma-
trix D
~
F

(z; f
1

g
 1
k=0
). Damit ist auch die Zeilensummen{Norm k  k
msr
der Matrix
D
~
F

(z; f
1

g
 1
k=0
) durch






(
@(
~
F

)
(i)
@z
(j)
)

i;j=1






2
msr
 (1 +
K

)

; 8 z 2 I

(3.19)
beschr

ankt. Um eine gleichm

aige obere Schranke in z 2 I

f

ur den punktweise
denierten Limes Superior 
s
z
(   1) zu erhalten, w

ahlt man t = r   + q f

ur
0  q     1, und betrachtet die Ungleichung:
jj(D
~
F
t
(z))jj
1=t
=





 
r
Y
i=1
D
~
F

!
D
~
F
q
(z)





1
r+q
:
Aufgrund der Ungleichung (3.19) ergeben sich die weiteren Absch

atzungen:

s
z
() = lim sup
t!1
1
t
ln jjD
~
F
t
(z)jj
 lim sup
r!1
1
r  
ln
 


(1 +
K

)

2
r
Y
i=1
jjD
~
F

jj
!

ln()

+ ln

1 +
K


:
Da diese Schranke unabh

angig von z 2 I

ist, gilt:

s
() 
ln()

+ ln

1 +
K


:
Es ist sowohl lim
!1
ln()

= 0 wie auch lim
!1
ln

1 +
K


= 0, so da hieraus
die Behauptung von Proposition 1 folgt. 2
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Prognose mittels geometrisch gewichtetem Durchschnitt
Gegeben sei ein stetig dierenzierbares Cobweb{Bildungsgesetz y
t+1
= f(y
e
t;t+1
),
t 2 IIN , wobei f : I ! I auf dem kompakten Intervall I  IR deniert ist. Des
Weiteren sei die Prognoseregel der geometrisch gewichtete Durchschnitt
y
e
t;t+1
=
 1
X
k=0
w
k
P
 1
i=0
w
i
y
t k
8 t   w > 0 ;
der  2 IIN vergangenen Beobachtungen y
t
; y
t 1
; : : : ; y
t +1
. Damit ergibt sich die
stetig dierenzierbare Dierenzengleichung:
y
t+1
= f(
 1
X
k=0
w
k
P
 1
i=0
w
i
y
t k
) ; t   : (3.20)
F

ur jedes  2 IIN und alle w > 0 existieren die in Gleichung (3.16) denierten
oberen Schranken. Um die Abh

angigkeit der Schranken von  und w deutlich zu
machen, werden sie 
s
x
(; w) bzw. 
s
(; w) bezeichnet. Die folgende Proposition ist
eine Verallgemeinerung der Proposition 1, denn Prognosen mittels geometrisch
gewichtetem Durchschnitt umfassen Prognosen mittels ungewichtetem Durch-
schnitt. Betrachtet man die Lyapunov Exponenten dieser Systeme f

ur wachsendes
 und festes w  1, dann gilt:
Proposition 2 (Von der Ged

achtnisl

ange und dem Gewichtungsfaktor abh

angige
obere Schranke)
Die Abbildung f sei stetig dierenzierbar auf dem kompakten Intervall I. Betrach-
tet man f

ur festes w  1 die Folge der oberen Schranken f
s
(; w)g
1
=1
, dann gilt
f

ur den Limes Superior dieser Folge
lim sup
!1

s
(; w)  0 :
Beweis: Ist analog zu Proposition 1.
F

ur festes  2 IIN und w ! 1 erh

alt man als Grenzfall des Systems (3.20)
die verz

ogerte Dierenzengleichung
y
t+1
= f(y
t +1
) ; t   ; (3.21)
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mit einer Verz

ogerung von  Perioden. Ein Modell vom Cobweb{Typ mit einer
Prognoseregel der saisonalen Periode  , das heit es ist
y
e
t;t+1
= y
t +1
; t   ; (3.22)
entspricht dann genau einer solchen verz

ogerten Dierenzengleichung der Ord-
nung  .
Da die Prognoseregel (3.22) ein Grenzfall der Prognose mittels geometrisch
gewichtetem Durchschnitt ist, kann f

ur die Systeme (3.21) das folgende Korollar
abgeleitet werden:
Korollar 1
Die Abbildung f sei stetig dierenzierbar auf dem kompakten Intervall I. Betrach-
tet man die Folge der oberen Schranken f
s
()g
1
=1
der Systeme (3.21), dann gilt
f

ur den Limes Superior dieser Folge:
lim sup
!1

s
() = 0 :
Beweis: Der Beweis folgt aus Proposition 2.
Cobweb{Modelle mit unbeschr

ankter Angebots{ oder Nachfragefunk-
tion
Das Bildungsgesetz eines Cobweb{Modells setzt sich aus einer Nachfragefunktion
D : IR
+
! IR
+
und einer Angebotsfunktion S : IR
+
! IR
+
zusammen. Gem

a
der Voraussetzung in Abschnitt 2.1 ist die inverse Nachfragefunktion D
 1
auf
der Menge S(IR
+
) deniert, so da sich der marktr

aumende Preise aufgrund des
Bildungsgesetzes
p
t+1
= D
 1
 S (p
e
t;t+1
) ; 8 t 2 IIN
ergibt. Geht man davon aus, da die Produzenten ihre Prognose mittels einer
Prognoseregel  (p
t
; : : : ; p
t +1
) mit endlichem Ged

achtnis  2 IIN erstellen, dann
wird die zeitliche Entwicklung der Preise durch das Cobweb{Modell
p
t+1
= D
 1
 S( (p
t
; : : : ; p
t +1
) ; 8 t   (3.23)
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beschrieben. Die Angebotsfunktion S sei stetig dierenzierbar. Um die Dieren-
zierbarkeit des Bildungsgesetzes D
 1
 S auf IR
+
zu erhalten, m

ussen neben der
Eigenschaft lim sup
p!1
S(p)  D(0) noch weitere Bedingungen erf

ullt sein. Hier-
zu werden die in Abschnitt 3.1.1 eingef

uhrten Bedingungen (A) und (B) durch
die folgenden Bedingungen ersetzt:
(AA) F

ur die Nachfragefunktion D gelte lim
p!1
D(p) = 0 und D(p) > 0 f

ur
alle p > 0. Des Weiteren sei D stetig dierenzierbar mit D
0
(p) < 0 f

ur alle
p  0 und es sei D
 1
(sup
p2IR
+
S(p)) > 0. F

ur die Angebotsfunktion S gelte
S(0) = 0, S(p) > 0 f

ur alle p > 0 und lim inf
p!1
S(p) > 0.
(BB) F

ur die Nachfragefunktion D existiere ein Reservationspreis p^ mit D(p^) =
0. Des Weiteren sei D stetig dierenzierbar auf [0; p^] mit D
0
(p) > 0 f

ur alle
p 2 [0; p^].
Ist die Angebots{ oder Nachfragefunktion eines Cobweb{Modells unbeschr

ankt,
dann kann unter der Bedingung (AA) bzw. (BB) aufgrund der Propositionen 1
und 2 folgendes

uber die asymptotischen Eigenschaften der maximalen Lyapunov
Exponenten des Cobweb{Modells ausgesagt werden:
Lemma 9
Angenommen, die Nachfragefunktion D und die Angebotsfunktion S erf

ullen eine
der Bedingungen (AA) oder (BB). Betrachtet man das Cobweb{Modell (3.23) mit
1. einer Prognoseregel f

ur die saisonale Periode  , oder
2. dem ungewichteten Durchschnitt als Prognoseregel, oder
3. dem geometrisch gewichteten Durchschnitt als Prognoseregel mit w  1,
dann besitzt die Folge der oberen Schranken f
s
()g
1
=1
bzw. f
s
(; w)g
1
=1
den
Limes Superior
lim sup
!1

s
(; )  0 : (3.24)
Beweis: Aufgrund der Bedingung (AA) bzw. (BB) ist die Funktion D
 1
 S(p)
stetig dierenzierbar auf IR
+
bzw. auf [0; p^].
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Falls die Bedingung (AA) erf

ullt ist, dann existiert eine Schranke
s
u
= D
 1
( sup
p2IR
+
S(p)) > 0 mit 
u
 D
 1
 S(p) ; p 2 IR
+
:
Aufgrund der Annahme lim inf
p!1
S(p) > 0 existiert ein r > 0 mit r  S(p)
f

ur alle p  
u
. Somit ist D
 1
 S(p)  
o
< 1 f

ur alle p  
u
. Da auerdem
D
 1
S(p) > 
u
f

ur p 2 [0; 
u
] ist, folgt D
 1
S D
 1
S(p) 2 [
u
; 
o
]. Es gen

ugt
also, die Dynamik des Cobweb{Modells auf dem kompakten Intervall [
u
; 
o
] zu
betrachten. Die Behauptung (3.24) folgt direkt aus den Propositionen 1, 2 und
aus dem Korollar 1.
Falls die Bedingung (BB) erf

ullt ist, folgt 0  D
 1
 S(p)  p^ f

ur alle [0; p^].
Es gen

ugt also, die Dynamik des Cobweb{Modells auf dem kompakten Intervall
[
u
; 
o
] zu betrachten. Die Behauptung (3.24) folgt dann direkt aus den Proposi-
tionen 1, 2 und aus dem Korollar 1. 2
Kapitel 4
Numerische Analyse des
dynamischen Verhaltens f

ur eine
S{f

ormige Angebotsfunktion
Verschiedene Aspekte des dynamischen Verhaltens von

okonomischen Systemen
lassen sich aufgrund ihrer Komplexit

at nur mit Hilfe von numerischen Methoden
erfassen. So ist zum Beispiel eine qualitative Analyse des Bifurkationsverhal-
tens der Systeme auerhalb der Umgebungen ihrer station

aren Zust

ande oder
eine qualitative Analyse der Struktur und der Einzugsbereiche
1
der koexistieren-
den Zyklen meistens nicht m

oglich. Um die in Kapitel 3 erzielten qualitativen
Ergebnisse zum Einu der Ged

achtnisl

ange und der Gewichtungsstruktur von
Prognosen mittels geometrisch gewichtetem Durchschnitt auf das dynamische
Verhalten von Modellen vom Cobweb{Typ erg

anzen und erweitern zu k

onnen,
wird im folgenden das globale dynamische Verhalten zweier prototypischer Bei-
spiele numerisch analysiert. Das in diesem Kapitel betrachtete Beispiel ist ein
Cobweb{Modell mit S{f

ormigem Bildungsgesetz. Im n

achsten Kapitel 5 wird das
dynamische Verhalten eines Cobweb{Modells mit zur

uckgebogenem Bildungsge-
setz untersucht und es wird ein Vergleich der dynamischen Eigenschaften der
beiden Cobweb{Modelle durchgef

uhrt.
Das S{f

ormige Bildungsgesetz des in diesem Kapitel betrachteten Cobweb{
Modells ergibt sich aus der Komposition einer S{f

ormigen Angebotsfunktion und
einer linear inversen Nachfragefunktion. Die S{Form der Angebotsfunktion ergibt
1
Der Einzugsbereich eines Zyklus ist dabei diejenige oene Menge von Startwerten, f

ur die
das System gegen den Zyklus konvergiert.
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sich aufgrund einer speziellen Technologie und wird in Abschnitt 4.1 hergeleitet.
Die Eigenschaften des Bildungsgesetzes folgen unmittelbar aus den Annahmen,
die im Zusammenhang mit der Technologie und der Nachfragefunktion getroen
wurden. Des Weiteren wird davon ausgegangen, da die Produzenten des Gu-
tes den geometrisch gewichteten Durchschnitt als Prognoseregel verwenden. Das
dynamische Verhalten des Cobweb{Modells h

angt also von dem Gewichtungs-
faktor Und der Ged

achtnisl

ange der Prognoseregel und von den Parametern der
Technologie und der Nachfragefunktion ab.
Um zu bestimmen, in welcher Art und Weise die Prognoseregel das dynami-
sche Verhalten des Cobweb{Modells beeinut, wird zun

achst das Bifurkations-
verhalten und das Verhalten der maximalen Lyapunov Exponenten bei

Anderung
von Modellparametern mit Hilfe von numerisch analysiert. Da bei ver-
schiedenen Parameterkombinationen koexistierendene Zyklen auftreten, wird au-
erdem die Struktur und der Einzugsbereich dieser Zyklen numerisch bestimmt.
Das Cobweb{Modell weist bei ungewichtetem Durchschnitt als Prognoseregel spe-
zielle dynamische Eigenschaften auf, so da dieser Fall gesondert in Abschnitt 4.2
behandelt wird. Die Dynamik des Cobweb{Modells mit geometrisch gewichtetem
Durchschnitt als Prognoseregel wird in Abschnitt 4.3 numerisch analysiert, wobei
vor allem der Einu der Ged

achtnisl

ange  und des Gewichtungsfaktors w der
Prognoseregel auf das dynamische Verhalten untersucht wird. Es wird sich zei-
gen, da das dynamische Verhalten im Falle eines Gewichtungsfaktors w < 1 sehr
verschieden von dem dynamischen Verhalten im Falle eines Gewichtungsfaktors
w > 1 ist.
4.1 Eine Technologie mit S{f

ormiger Grenzko-
stenfunktion
Wie bereits in Abschnitt 2.1 ausgef

uhrt, beschreibt ein Cobweb{Modell die zeit-
liche Entwicklung der Preise und Mengen eines Gutes auf einem kompetitiven
Markt. Das betrachtete Gut ist nicht lagerf

ahig und die Entscheidung

uber die
zu produzierende Menge q
S
t+1
mu bereits eine Periode vor der Verf

ugbarkeit des
Gutes getroen werden. Da keine M

oglichkeit zum Abschlu von Terminkontrak-
ten besteht und die Preise f

ur die kommenden Perioden nicht bekannt sind, mu
der Produzent in Periode t seine Produktionsentscheidung S(p
e
t;t+1
) aufgrund sei-
ner Preiserwartung p
e
t;t+1
f

ur die Periode t+1 treen. Im Falle einer invertierbaren
4.1. S{F

ORMIGE GRENZKOSTENFUNKTION 83
Nachfragefunktion kann dann der marktr

aumende Preis der Periode t + 1 durch
die Gleichgewichtsbedingung p
t+1
= D
 1
 S(p
e
t;t+1
) ermittelt werden.
Geht man im Rahmen der Modellierung des Cobweb{Bildungsgesetzes, ne-
ben den in Abschnitt 2.1 gemachten Annahmen, zus

atzlich von den in Debreu
(1974) getroenen Standardannahmen an

Okonomien aus, so kann jede auf einem
kompakten Intervall denierte und stetige Funktion als Bildungsgesetz abgeleitet
werden. Der Grund hierf

ur ist, da nach einem Theorem von Debreu (1974) jede
auf einem kompakten Intervall denierte Funktion, die stetig und streng monoton
fallend ist, als partielle Nachfragefunktion einer

Okonomie, welche gewisse Stan-
dardannahmen erf

ullt, abgeleitet werden kann.
2
Auerdem l

at sich auch jede
stetige und monotone Funktion als Angebotsfunktion einer

Okonomie ableiten.
Daraus folgt, da unter Standardannahmen jede auf einem kompakten Intervall
denierte stetige Funktion Bildungsgesetz eines Cobweb{Modells sein kann.
Das im folgenden betrachtete S{f

ormige Bildungsgesetz leitet sich aus einer
speziellen Technologie ab. Eine Funktion g 2 C
2
(I; IR) auf einem Intervall I  IR
wird als S{f

ormig bezeichnet, falls sie monoton ist und genau einen Wendepunkt
q
W
2 I besitzt mit der Eigenschaft, da g
00
(q) < 0 f

ur q < q
W
und g
00
(q) > 0
f

ur q > q
W
ist, oder da g
00
(q) > 0 f

ur q < q
W
und g
00
(q) < 0 f

ur q > q
W
ist. Eine S{f

ormige Funktion hat die Eigenschaft, da sie unter einer linearen
Transformation S{f

ormig bleibt. Das Cobweb{Bildungsgesetz leitet sich aus den
folgenden Annahmen ab:
Das Ziel eines jeden Produzenten sei die Maximierung des Periodengewinns.
Das heit, seine Produktionsentscheidung q
S
t+1
ist L

osung des Maximierungspro-
blems
(p
e
t;t+1
) = max
q
fp
e
t;t+1
q   C(q)g :
Wird auerdem angenommen, da alle Produzenten

uber dieselbe Produktions-
technologie verf

ugen, dann sind deren Kostenfunktionen identisch und es gen

ugt,
einen repr

asentativen Produzenten zu betrachten. Die Grenzkostenfunktion C
0
:
IR
+
! IR
+
der Produzenten sei stetig und streng monoton. Somit lautet die
2
Debreu (1974) hat das folgende Theorem bewiesen: Gegeben sei eine stetige Funktion auf
einer kompakten Teilmenge des IR
n
. Die Funktion sei homogen vom Grade 0 und erf

ulle das
Walrasgesetz. Zu dieser Funktion existiert eine

Okonomie derart, da die Funktion und die
Markt

uberschunachfragefunktion der

Okonomie auf der kompakten Teilmenge

ubereinstimmen.
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Angebotsfunktion der Periode t + 1:
S
mon
(p
e
t;t+1
) = arg max
q0
fp
e
t;t+1
q   C(q)g
= (C
0
)
 1
(p
e
t;t+1
) : (4.1)
Zur Produktion einer Menge q  0 des Gutes werden zwei Produktionsfaktoren
in der Menge x
1
 0 und x
2
 0 ben

otigt. Die Technologie sei beschrieben durch
die limitative Produktionsfunktion q = PF (x
1
; x
2
) mit
q = minfx
1
; x
1
I(x
2
+
1
3
log(cos(x
1
  q
?
)))g ; q
?
 

2
< x
1
 q
u
; 0  x
2
<1 :
Zur Aufrechterhaltung der Technologie sei in jeder Periode ein Mindesteinsatz des
ersten Faktors von x
1
> q
?
 

2
notwendig, wobei q
?
> =2 und q
?
< q
u
< q
?
+=2
gelte. Die Schranke q
u
sei die Kapazit

atsobergrenze der Technologie. Des Weiteren
sei die Funktion I : IR! f0; 1g deniert als
I(y) =
8
<
:
0 ; y < 0
1 ; y  0
:
Die Abbildung 4.1 zeigt die Produktionsfunktion PF (x
1
; x
2
) und einige ihrer
Konturlinien.
q
0
0.5
1.5
2
2.5
0
5
10
-0.5
0
0.5
1
1.5
2
2.5
1
x
1
x
2
Abbildung 4.1: Die Produktionsfunktion q = PF (x
1
; x
2
) und einige ihrer Kon-
turlinien.
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Die Faktornachfrage bei einer Produktion von q Einheiten des Gutes sei im
folgenden mit x
1
(q; w
1
; w
2
) bzw. x
2
(q; w
1
; w
2
) bezeichnet, wobei w
i
> 0 der Fak-
torpreis des Produktionsfaktors i sei. Zu jedem Faktorpreisverh

altnis  =
w
1
w
2
> 0
gibt es eine kostenoptimale Produktionsuntergrenze q
l
() < q
?
mit
q
l
() = q
?
  arctan(3) :
Damit ergibt sich eine Faktornachfrage von
x
1
(q; w
1
; w
2
) =
8
<
:
q
l
() ; 0  q  q
l
()
q q
l
() < q  q
u
und
x
2
(q; w
1
; w
2
) =
8
<
:
 
1
3
log(cos(q
l
()  q
?
)) ; 0  q  q()
 
1
3
log(cos(q   q
?
)) ; q
l
() < q  q
u
:
Hinsichtlich des marginalen Faktoreinsatzes gilt, da
@x
2
(q;w
1
;w
2
)
@q
< 0 f

ur q
l
() <
q < q
?
ist und da
@x
2
(q;w
1
;w
2
)
@q
> 0 f

ur q
?
< q  q
u
ist. Somit ist der zweite
Produktionsfaktor f

ur q
l
() < q < q
?
inferior
3
und f

ur q
?
< q  q
u
normal. Der
erste Produktionsfaktor ist f

ur alle q  q
l
() ein normaler Produktionsfaktor.
Die entsprechende Kostenfunktion lautet
C(q; w
1
; w
2
) =
8
<
:
c
0
+ w
1
q
l
()  
w
2
3
log(cos(q
l
()  q
?
)) ; 0  q < q
l
()
c
0
+ w
1
q  
w
2
3
log(cos(q   q
?
)) ; q
l
()  q  q
u
:
Hierbei bezeichnet c
0
> 0 den Fixkostenanteil. Die Grenzkostenfunktion
C
0
(q; w
1
; w
2
) =
8
<
:
0 ; 0  q < q
l
()
w
1
+
w
2
3
tan(q   q
?
) ; q
l
()  q  q
u
3
Gem

a Varian (1984) nennt man den Produktionsfaktor i einer Produktionsfunktion
PF (x
1
; : : : ; x
k
) inferior, falls
@x
i
(q;w
1
;:::;w
k
)
@q
< 0 ist.
Ein Beispiel f

ur eine Produktionsfunktion, die inferiore Produktionsfaktoren aufweist, ist die
Produktionsfunktion eines Elektrizit

atswerkes. Das Werk ben

otigt zur Stromerzeugung zwei
Produktionsfaktoren. Der eine Produktionsfaktor ist Kohle und der andere Produktionsfak-
tor sind Betriebshilfsstoe. Nach dem Energieerhaltungssatz w

achst die Menge des erzeugten
Stroms proportional zur Menge der verbrauchten Kohle. Ist das Kraftwerk schlecht ausgelastet,
dann werden groe Mengen an Betriebshilfsstoen verbraucht. Wird pro Periode die Strom-
menge q
?
erzeugt, dann ist das Kraftwerk optimal ausgelastet. Wird pro Periode weniger als q
?
erzeugt, dann werden aufgrund der Unterauslastung zunehmend gr

oere Mengen an Betriebs-
hilfsstoen verbraucht.
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ist nicht{negativ und monoton steigend. Dar

uber hinaus ist C
0
(q; w
1
; w
2
) in q auf
dem Intervall [q
l
(); q
u
] S{f

ormig und hat den Wendepunkt (q
?
; w
1
). Aufgrund
der Beziehung (4.1) ergibt sich die S{f

ormige Angebotsfunktion
S
mon
(p
e
t;t+1
) = q
?
+ arctan(
3
w
2
(p
e
t;t+1
  w
1
)) ; p
e
t;t+1
2 [0; c
?
(w
1
; w
2
)] ;
mit c
?
(w
1
; w
2
) = w
1
+
w
2
3
tan(q
u
  q
?
). Im Rahmen der weiteren numerischen
Untersuchungen wird q
?
= 3 und w
1
= 3 fest gew

ahlt. Das Faktorpreisverh

altnis
ist daher  =
3
w
2
und die Angebotsfunktion lautet
S
mon
(p
e
t;t+1
) = 3 + arctan((p
e
t;t+1
  3)) ; p
e
t;t+1
2 [0; c
?
(w
1
; w
2
)] : (4.2)
Im folgenden werden nur Werte von  aus dem Intervall (0; 30] betrachtet. F

ur
entsprechend groes q
u
folgt, da c
?
(3; w
2
) > 6 gilt. Somit ist S
mon
(p
e
t;t+1
) 2 [0; 5],
f

ur alle p
e
t;t+1
2 [0; 6] und alle  2 (0; 30).
a = 7;  = 1
0
1
2
3
4
5
6
0 1 2 3 4 5 6
p
t+1
p
e
t;t+1
a = 6;  = 4
Abbildung 4.2: Das Cobweb{Bildungsgesetz D
 1
 S
mon
(p
e
t;t+1
) f

ur a = 6, b = 1,
 = 4 und a = 7, b = 1,  = 1.
Die Nachfragefunktion wird im folgenden als linear vorausgesetzt:
D(p) = a   b  p ; p 2 [0;
a
b
] : (4.3)
Der Parameter a  0 bezeichnet die maximal nachgefragte Menge nach dem Gut
und der Parameter b  0 entspricht der Steigung der Nachfragefunktion. Das
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Cobweb{Bildungsgesetz setzt sich damit aus der inversen Funktion zur Nachfra-
gefunktion (4.3) und der S{f

ormigen Angebotsfunktion (4.2) zusammen. Unter
der Voraussetzung, da a 2 [5; 7], b  1, p
e
t;t+1
2 [0; 6] und  2 (0; 30) ist, hat das
Cobweb{Bildungsgesetz die Form
D
 1
 S
mon
(p
e
t;t+1
) =
a  3
b
 
1
b
arctan((p
e
t;t+1
  3)) ; (4.4)
wobei D
 1
 S
mon
(p
e
t;t+1
) 2 (0; 6) gilt. Das Bildungsgesetz ist S{f

ormig und hat
den Wendepunkt (3;
a 3
b
). Die Abbildung 4.2 zeigt das Bildungsgesetz f

ur a = 6,
 = 4:0 und f

ur a = 7,  = 1:0. Das S{f

ormige Bildungsgesetz (4.4) wird im
folgenden auch mit
f(p
e
t;t+1
; a; b; ) =
a  3
b
 
1
b
arctan((p
e
t;t+1
  3)) ; p
e
t;t+1
2 [0; 6] (4.5)
abgek

urzt.
F

ur jede Parameterkombination (a; b; ) mit a  5, b  1 und   0 besitzt
f(p
e
t;t+1
; a; b; ) einen eindeutigen Gleichgewichtspreis ~p
(a;b;)
. Betrachtet man die
partiellen Ableitungen nach a, b und  von f(p
e
t;t+1
; a; b; ), so k

onnen folgende
komparativ statische Eigenschaften des Gleichgewichtspreises hergeleitet werden:
 Es ist @~p
(a;b;)
=@a > 0, das heit, eine Vergr

oerung der maximalen Nach-
frage a bewirkt eine Erh

ohung des Gleichgewichtspreises ~p
(a;b;)
.
 Es ist @~p
(a;b;)
=@b < 0, das heit, eine Vergr

oerung der Steigung b der Nach-
fragefunktion bewirkt eine Verringerung des Gleichgewichtspreises ~p
(a;b;)
.
 Es ist @~p
(a;b;)
=@  0, das heit, eine Vergr

oerung des Faktorpreisverh

alt-
nisses  bewirkt eine Verringerung des Gleichgewichtspreises ~p
(a;b;)
.
Dar

uber hinaus weist das Bildungsgesetz f(p
e
t;t+1
; a; b; ) am Gleichgewichtspreis
~p
(a;b;)
die folgende Elastizit

at auf:
f
0
(~p
(a;b;)
; a; b; ) =
S
0
(~p
(a;b;)
)
D
0
(~p
(a;b;)
)
=

S
(~p
(a;b;)
)

D
(~p
(a;b;)
)
=
 
b(1 + 
2
(~p
(a;b;)
  3)
2
)
:
F

ur p
e
t;t+1
= 3 ist die Elastizit

at des Bildungsgesetzes 
f
(3) =
 3
a 3
. Daraus folgt,
da bei einem hohen Faktorpreisverh

altnis das Bildungsgesetz eine negative Ela-
stizit

at von hohem Betrag aufweist. Des Weiteren f

uhrt eine gr

oere maximale
Nachfrage zu einer Verringerung des maximalen Betrages der negativen Elasti-
zit

at.
88 KAPITEL 4. S{F

ORMIGE ANGEBOTSFUNKTION
Das dynamische Verhalten von Cobweb{Modellen, unter der Annahme des
obigen Bildungsgesetzes f(p
e
t;t+1
; a; b; ), wurde im Zusammenhang mit linear ad-
aptiven Prognosenregeln von Chiarella (1988) und Hommes (1991) untersucht.
Linear adaptive Prognoseregeln sind ein Grenzfall der Prognosen mittels geo-
metrisch gewichtetem Durchschnitt. Die numerischen Analysen dieses Kapitels
werden zeigen, da im Falle des S{f

ormigen Bildungsgesetzes f(p
e
t;t+1
; a; b; ) ein
Zusammenhang zwischen dem dynamischen Verhalten des Cobweb{Modells bei
linear adaptiver Prognoseregel und dem dynamischen Verhalten bei Prognose
mittels geometrisch gewichtetem Durchschnitt besteht.
4.2 Prognose mittels ungewichtetemDurchschnitt
Die Prognose mittels ungewichtetem Durchschnitt
p
e
t;t+1
=
1

 1
X
k=0
p
t k
ist ein Spezialfall der Prognose mittels geometrisch gewichtetem Durchschnitt.
Da Cobweb{Modelle mit ungewichtetem Durchschnitt als Prognoseregel beson-
dere dynamische Eigenschaften aufweisen, befassen sich die folgenden Untersu-
chungen zun

achst mit diesem Spezialfall. Ein Cobweb{Modell mit S{f

ormigem
Bildungsgesetz f(p
e
t;t+1
; a; b; ) und dem ungewichteten Durchschnitt als Progno-
seregel entspricht bei Anfangswerten p

2 [0; 6]; : : : ; p
1
2 [0; 6] der stetig dieren-
zierbaren Dierenzengleichung:
4
p
t+1
=
a  3
b
 
1
b
arctan((
1

 1
X
k=0
p
t k
  3)) ; t   : (4.6)
Diese Dierenzengleichung kann auch in Form eines {dimensionalen dynami-
schen Systems dargestellt werden und ist in den Parametern a 2 [5; 7], b  1 und
 2 (0; 30] stetig dierenzierbar. Da sich die Dynamik der Dierenzengleichung
(4.6) bei einer Variation der Parameter von (a; b; ; ) nach (a; b+ ; ; ) in glei-
cher Weise ver

andert wie bei einer Variation der Parameter von (a; b; ; ) nach
(a  3; b;
b
b+
; ), wird der Parameter b als b = 1 festgesetzt. Das Bildungsgesetz
wird im folgenden mit f(p
e
t;t+1
; a; ) abgek

urzt.
4
Die Prognose mittels ungewichtetem Durchschnitt p
e
t;t+1
liegt jeweils in der konvexen H

ulle
der endlich vielen vergangenen Beobachtungen p
t
; : : : ; p
t +1
.
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4.2.1 Ein{Parameter Bifurkationsanalyse: Faktorpreisver-
h

altnis, maximale Nachfrage
Im folgenden ist zu ber

ucksichtigen, da das Cobweb{Modell (4.6) stetig von den
Parametern  und a abh

angt, da sich jedoch bei einer

Anderung des Parame-
ters  2 IIN die Dimension des Cobweb{Modells ebenfalls

andert. Zur numerischen
Analyse des Einusses der Ged

achtnisl

ange  , des Faktorpreisverh

altnisses  und
der maximalen Nachfrage a auf die Dynamik des Cobweb{Modells, werden des-
halb Bifurkationsdiagramme in  und a f

ur jeweils festes  2 f1; : : : ; 6g erstellt
und miteinander verglichen. Da das Cobweb{Modell bei entsprechend hohem Fak-
torpreisverh

altnis  koexistierende Zyklen aufweist, werden zur Untersuchung der
Einzugsbereiche dieser Zyklen Bifurkationsdiagramme in den Startwerten erstellt.
Naive Erwartungen
Naive Erwartungen p
e
t;t+1
= p
t
sind der einfachste Fall der Prognose mittels unge-
wichtetem Durchschnitt, denn die Ged

achtnisl

ange ist  = 1. Das Cobweb{Modell
(4.6) reduziert sich auf das ein{dimensionale System
p
t+1
= f(p
t
; a; ) = a  3   arctan((p
t
  3)) ; t 2 IIN : (4.7)
F

ur alle a 2 [5; 7] und  2 (0; 30) existiert jeweils ein eindeutiger station

arer
Zustand ~p
(a;)
. Auerdem gibt es ein Faktorpreisverh

altnis ~  1, so da die
Bedingungen
f
p
(~p
(a;~)
; a; ~) =  1 ;
f
p
(~p
(a;~)
; a; ~) 6= 0 ;
1=2(f
pp
(~p
(a;~)
; a; ~))
2
+ 1=3f
ppp
(~p
(a;~)
; a; ~) 6= 0
f

ur eine nicht{degenerierte Flip{Bifurkation erf

ullt sind. Man sehe hierzu auch
Anhang 3.2. Das Cobweb{Modell (4.7) erf

ahrt somit am station

aren Zustand
~p
(a;~)
f

ur ~ eine nicht{degenerierte Flip{Bifurkation. Das dynamische Verhalten
des Cobweb{Modells ist daher in folgender Weise von dem Faktorpreisverh

altnis
 abh

angig. Der station

are Zustand ~p
(a;)
des Cobweb{Modells ist bei einem
Faktorpreisverh

altnis 0 <  < ~ global stabil. F

ur weiter zunehmendes  erf

ahrt
das Cobweb{Modell dann eine Flip{Bifurkation und es tritt ein global stabiler
2{Zyklus auf.
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Das Bifurkationsverhalten des Cobweb{Modells bei einer

Anderung der ma-
ximalen Nachfrage a 2 [5; 7] kann man dem in Abbildung 4.5 unter  = 1 darge-
stellten Bifurkationsdiagramm entnehmen. Das Bifurkationsdiagramm zeigt f

ur
jedes a 2 [5; 7] das langfristige dynamische Verhalten des Cobweb{Modells.
5
Bei
einem Faktorpreisverh

altnis von  = 10 h

angt das dynamische Verhalten von der
maximalen Nachfrage a wie folgt ab. F

ur a 2 [6:7; 7] konvergiert das Cobweb{
Modell gegen den eindeutigen station

aren Zustand ~p
(a;10)
. F

ur a = 6:7 erf

ahrt das
Cobweb{Modell eine Flip{Bifurkation, wobei ein global stabiler 2{Zyklus auftritt.
Ist 5 < a < 6:7, dann konvergiert das Cobweb{Modell gegen einen global stabilen
2{Zyklus. Da die Abbildung f(p
t
; a; ) monoton in p
t
ist, kann ein aperiodisches
Verhalten des Cobweb{Modells nicht auftreten.
Bifurkationsverhalten bei unterschiedlicher Ged

achtnisl

ange
Die qualitative Bifurkationssanalyse des Abschnitts 3.2 hat ergeben, da das Bi-
furkationsverhalten des Cobweb{Modells mit ungewichtetem Durchschnitt als
Prognoseregel in besonderer Weise von der Ged

achtnisl

ange der Prognoseregel
abh

angt. Entsprechend Lemma 7 und den Bifurkationskurven des Cobweb{Modells
in Abbildung 3.1 gilt folgendes:
F

ur a = 6 ist das Bildungsgesetz f(p
e
t;t+1
; 6; ) symmetrisch zum Gleichge-
wichtspreis ~p = 3 und der Gleichgewichtspreis h

angt nicht von  ab. Somit ist
im Falle einer Ged

achtnisl

ange  der station

are Zustand p
?
= (3; : : : ; 3) 2 IR

f

ur 0 <  <  lokal stabil. Ist  =  , dann liegt f

ur gerades  eine degenerier-
te Hopf{Bifurkation vor. Ist  ungerade, dann erf

ahrt das Cobweb{Modell eine
degenerierte Flip{Bifurkation. F

ur a 6= 6 ist das Bildungsgesetz f(p
e
t;t+1
; a; )
asymmetrisch zum Gleichgewichtspreis ~p
(a;)
und der Gleichgewichtspreis h

angt
stetig von  ab. Bei zunehmendem Faktorpreisverh

altnis  existiert ein ~, so da
das Cobweb{Modell am station

aren Zustand p
?
(a;~;)
= (~p
(a;~)
; : : : ; ~p
(a;~)
) 2 IR

bei ungeradem  eine degenerierte Flip{Bifurkation und bei geradem  eine de-
generierte Hopf{Bifurkation erf

ahrt.
Da eine theoretische Analyse des dynamischen Verhaltens des Cobweb{Modells
f

ur diese degenerierten Bifurkationsformen auerordentlich schwierig ist, wird ei-
ne numerische Analyse des Bifurkationsverhaltens durchgef

uhrt.
5
F

ur einen festen Startwert p
1
und f

ur a 2 [5; 7] im Abstand von 0.001 werden jeweils
2000 Iterationen des Systems berechnet. Die jeweils letzten 200 Iterationen werden in dem
Bifurkationsdiagramm abgebildet.
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Bifurkationsverhalten in  2 (0; 10] f

ur a = 6 und  = 2; : : : ; 7:
Die Abbildung 4.3 zeigt Bifurkationsdiagramme
6
des Cobweb{Modells, die sich
bei einer Variation des Faktorpreisverh

altnisses  2 (0; 10] ergeben. Die maximale
Nachfrage ist a = 6 und die betrachteten Ged

achtnisl

angen sind  = 2; : : : ; 7. Bei
der Analyse der Bifurkationsdiagramme ist zu beachten, da ein{dimensionale
Projektionen eines {dimensionalen Zustandsraumes dargestellt werden. Die fol-
genden Aussagen lassen sich ableiten:
F

ur  = 2 erf

ahrt das Cobweb{Modell bei einem Faktorpreisverh

altnis von
 = 2 eine starke 1:3 Resonanz. Dies ist eine degenerierte Form der Hopf{
Bifurkation, wobei f

ur bestimmte Werte von  2 (2; 2 + ) chaotisches Verhal-
ten auftritt. In Anhang B.1 ndet man eine ausf

uhrliche Beschreibung dieses
Bifurkations{Typs. Ist  ungerade, dann ist f

ur Faktorpreisverh

altnisse  < 
der station

are Zustand p
?
= (3; : : : ; 3) 2 IR

global stabil. F

ur  >  tritt ein
eindeutiger, global stabiler Zyklus der Ordnung  +1 auf. Ist  gerade und  > 2,
dann ist f

ur  <  der station

are Zustand p
?
= (3; : : : ; 3) 2 IR

global stabil. F

ur
 >  ndet man numerisch zwei koexistierende lokal stabile Zyklen der Ordnung
 + 1. Die Struktur dieser Zyklen wird im folgenden Abschnitt 4.2.2 erl

autert.
Die Amplitude dieser Preisschwankungen wird mit zunehmendem Faktorpreis-
verh

altnis gr

oer.
Bifurkationsverhalten in  2 (0; 10] f

ur a = 6:65 und  = 2; : : : ; 7:
Im Falle einer maximalen Nachfrage von a = 6:65 ist das Bildungsgesetz des
Cobweb{Modells asymmetrisch zum Gleichgewichtspreis ~p
(6:65;)
. Der Gleichge-
wichtspreis ist streng monoton fallend in  und streng monoton wachsend in a.
Die Abbildung 4.4 zeigt diejenigen Bifurkationsdiagramme des Cobweb{Modells,
die sich bei einer Variation des Faktorpreisverh

altnisses  2 (0; 10] f

ur Ged

acht-
nisl

ange  = 2; : : : ; 7 ergeben. Hieraus k

onnen die folgenden Aussagen abgeleitet
werden:
Das Faktorpreisverh

altnis ~, zu dem das Cobweb{Modell am station

are Zu-
stand p
?
(6:65;~;)
eine Bifurkation erf

ahrt, so da der station

are Zustand instabil
6
F

ur festen Startwert p

; : : : ; p
1
und f

ur Werte von  2 (0; 10] im Abstand 0:01 werden
jeweils 2000 Iterationen des Systems berechnet. Das Bifurkationsdiagramm zeigt die letzten
200 Iterationswerte von p
t
.
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wird, ist streng monoton wachsend in  . Der station

are Zustand p
?
(6:65;;)
ist f

ur
Faktorpreisverh

altnisse  < ~ global stabil. F

ur bestimmte  > ~ koexistiert
der lokal stabile station

are Zustand p
?
(6:65;;)
mit einem lokal stabilen Zyklus der
Ordnung  + 1. F

ur  > 2 und f

ur entsprechend groe  > ~ koexistieren zwei
lokal stabile Zyklen der Ordnung  + 1.
Das Bifurkationsverhalten des Cobweb{Modells bei

Anderung der maxima-
len Nachfrage wird im folgenden Abschnitt, im Zusammenhang mit der Struk-
tur der lokal stabilen koexistierenden Zyklen, untersucht. Dar

uber hinaus wurde
eine Zwei{Parameter Bifurkationsanalyse in  und a f

ur  = 3; 4; 5; 6; 7 durch-
gef

uhrt. Diese Analyse hat ergeben, da sich Cobweb{Modelle mit ungewichtetem
Durchschnitt als Prognoseregel, bei einer Ged

achtnisl

ange der Prognoseregel von
2 <   7, ausschlielich periodisch verhalten. Die Details dieser Analyse werden
hier nicht dargestellt.
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Abbildung 4.3: Ein{Parameter Bifurkationsdiagramme in  2 (0; 10] f

ur  =
2; : : : ; 7 und a = 6:0.
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 = 2
p
t
 = 3
 = 4  = 5
 = 6  = 7
 
 
 
0 105
0
3 3
0
0 5 10
3 3
3 3
0 0
0 0
0 0
0 0
5 5
5 5
10 10
10 10
6 6
66
66
p
t
p
t
p
t
p
t
p
t
Abbildung 4.4: Ein{Parameter Bifurkationsdiagramme in  2 (0; 10] f

ur  =
2; : : : ; 7 und a = 6:65.
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p
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 = 2,  = 2:5
 = 3,  = 3:5  = 4,  = 4:5
 = 5,  = 5:5  = 6,  = 6:5
 = 1, 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p
t
p
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6
Abbildung 4.5: Ein{Parameter Bifurkationsdiagramme in a 2 [5; 7] f

ur  =
1; : : : ; 6.
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Ged

achtnis  # koexist. Zyklen Ordnung
1 1 2
2 1 3
3 1 4
4 2 5 ; 5
5 1 6
6 2 7 ; 7
7 1 8
8 2 9 ; 9
9 1 10
10 2 11 ; 11
Tabelle 4.1: Die Ordnung der koexistierenden Zyklen f

ur  = 1; : : : ; 10 bei einer
maximalen Nachfrage von a = 6 und entsprechend groem Faktorpreisverh

altnis.
4.2.2 Die Struktur der lokal stabilen koexistierenden Zy-
klen
Modelle vom Cobweb{Typ mit dem ungewichteten Durchschnitt als Prognose-
regel weisen nur Zyklen von ganz bestimmter Ordnung auf. B

ohm & Wenzel-
burger (1995) haben gezeigt, da der Grund hierf

ur die Invarianz dieser Model-
le gegen

uber einer zyklischen Permutation der Zustandsvariablen ist. Falls die
Ged

achtnisl

ange des ungewichteten Durchschnitts  ist und das Modell einen Zy-
klus der Ordnung 1 < k <  aufweist, so mu =k 62 IIN gelten. F

ur a = 6,   10
und  > 10 sind in Tabelle 4.1 die Ordnungen der verschiedenen lokal stabi-
len Zyklen des Cobweb{Modells (4.6) zusammengefat. Ist die Ged

achtnisl

ange
 gerade, dann koexistieren Zyklen der Ordnung  + 1. Ist die Ged

achtnisl

ange
 ungerade, dann tritt ein Zyklus der Ordnung  + 1 auf. Die Zyklen besitzen
dar

uber hinaus eine typische Struktur. Sie lassen sich jeweils als zyklische Per-
mutation eines  +2{dimensionalen Vektors darstellen. Die Komponenten dieses
Vektors nehmen ausschlielich zwei verschiedene Werte c
1
> 0, c
2
< 0 (bzw. im
koexistierenden Fall c
3
< 0, c
4
> 0) an, wobei c
1
und c
2
(bzw. c
3
und c
4
) stetig
von a und  abh

angen.
F

ur a = 6:65 ist das Bildungsgesetz f(p
e
t;t+1
; 6:65; ) asymmetrisch zumGleich-
gewichtspreis. Unabh

angig davon, ob die Ged

achtnisl

ange  > 2 gerade oder un-
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Tabelle 4.2: Die Struktur der beiden koexistierenden Zyklen der Ordnung 5 f

ur
a = 6.
Ged

achtnis  # koexist. Zyklen Ordnung
1 1 2
2 1 3
3 2 1 ; 4
3 2 4 ; 4
4 2 1 ; 5
4 2 5 ; 5
5 2 1 ; 6
5 2 6 ; 6
6 2 1 ; 7
6 2 7 ; 7
Tabelle 4.3: Die Ordnung der koexistierenden Zyklen f

ur  = 1; : : : ; 6 bei einer
maximalen Nachfrage von a = 6:65 und bei unterschiedlich groem Faktorpreis-
verh

altnis .
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gerade ist, koexistieren bei entsprechend groem Faktorpreisverh

altnis  jeweils
zwei lokal stabile Zyklen. Die Tabelle 4.3 zeigt f

ur  = 1; : : : ; 6 und f

ur unter-
schiedliche  > 0 die Ordnungen der lokal stabilen koexistierenden Zyklen.
Bestimmt man beispielsweise numerisch die koexistierenden Zyklen des Cob-
web{Modells im Falle von  = 4 und a = 6 oder a = 6:65, so koexistieren f

ur
 > ~ jeweils zwei lokal stabile Zyklen fs
i
g
5
i=1
und f~s
i
g
5
i=1
. Die Tabelle 4.2 zeigt
die Struktur dieser beiden koexistierenden Zyklen. Sie entspricht der zyklischen
Permutation eines 5{dimensionalen Vektors. Bei einer

Anderung des Startwertes
p
1
oder bei einer Variation des Faktorpreisverh

altnisses konvergiert das Cobweb{
Modell entweder gegen den Zyklus fs
i
g
5
i=1
oder gegen den Zyklus f~s
i
g
5
i=1
. Man
sehe hierzu auch das Einzugsbereich{Diagramm in Abbildung 4.6 f

ur  = 4 und
a = 6 bzw. a = 6:65, sowie das Bifurkationsdiagramm mit  = 4 in Abbildung
4.3 bzw. in Abbildung 4.4.
Eigenschaften von koexistierenden Zyklen bei einer

Anderung von a 2 [5; 7]:
Die Bifurkationsdiagramme 4.5 zeigen f

ur  = 1; : : : ; 6 und festen Startwert
(p

; : : : ; p
1
) die

Anderung des dynamischen Langzeitverhaltens bei einer Variati-
on von a. Da sich bei zunehmendem a die Form der Einzugsbereiche ver

andert,
liegt der Startwert entweder im Einzugsbereich des station

aren Zustandes oder
im Einzugsbereich eines koexistierenden Zykluses.
Wird  gr

oer, dann nimmt auch die Anzahl der Spr

unge zwischen den Ein-
zugsbereichen zu. Dies ist ein numerischer Hinweis darauf, da bei gr

oer wer-
dender Ged

achtnisl

ange  die Einzugsbereiche eine zunehmend kompliziertere
Struktur aufweisen.
Einzugsbereiche der koexistierenden Zyklen f

ur Startwerte p
1
2 [0; 6]:
Die Einzugsbereich{Diagramme in Abbildung 4.6 zeigen die Ver

anderung des
Konvergenzverhaltens des Cobweb{Modells bei einer Variation der ersten Kom-
ponente p
1
des Startwertvektors (p

; : : : ; p
1
). Die Einzugsbereich{Diagramme in
Abbildung 4.6 f

ur a = 6 und  = 4,  = 6 bzw. f

ur a = 6:65 und  = 4,
 = 5 lassen den Schlu zu, da bei groer Ged

achtnisl

ange und einem hohen
Faktorpreisverh

altnis die Einzugsbereiche der Zyklen eine komplizierte Struktur
besitzen. Brock & Hommes (1997) f

uhren zur Beschreibung der komplizierten
Strukturen von Startwerteinzugsbereichen den Begri der Unsicherheitsdimen-
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sion ein. Ein dynamisches System, dessen Startwerteinzugsbereich eine positive
Unsicherheitsdimension aufweist, hat die folgende Eigenschaft. Kann der jeweili-
ge Zustand des Systems nur bis zu einem gewissen Fehlergrad ermittelt werden,
so existiert eine oene Menge von Startwerten, f

ur die das dynamische Verhalten
des Systems trotz Kenntnis der zugrundeliegenden Gleichungen nicht bestimm-
bar ist. Im Falle einer mangelnden Megenauigkeit oder im Falle des Auftretens
zuf

alliger Mefehler ist ein solches dynamisches System nur bedingt vorhersag-
bar. Eine formale Darstellung des Zusammenhangs von Unsicherheitsdimension
und Vorhersagbarkeit ndet man in der Arbeit von McDonald, Grebogi, Ott &
Yorke (1985).
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Abbildung 4.6: Einzugsbereiche koexistierender Zyklen in p
1
2 [0; 6] f

ur a = 6:0
und a = 6:65.
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4.2.3 Schlufolgerungen
Die numerische Analyse des Cobweb{Modells mit S{f

ormigemBildungsgesetz und
ungewichtetem Durchschnitt als Prognoseregel hat folgendes ergeben.
Der Gleichgewichtspreis des Cobweb{Modells ist monoton fallend im Fak-
torpreisverh

altnis  und streng monoton wachsend in der maximalen Nachfrage
a. Das Bildungsgesetz weist bei einem hohen Faktorpreisverh

altnis am Gleich-
gewichtspreis eine negative Elastizit

at von hohem Betrag auf. Der entsprechen-
de station

are Zustand des Cobweb{Modells ist dann erst ab einer bestimmten
Ged

achtnisl

ange der Prognoseregel lokal stabil.
7
Der station

are Zustand verliert
bei einer entsprechenden Zunahme des Faktorpreisverh

altnisses seine Stabilit

at
aufgrund einer degenerierten Hopf{ bzw. Flip{Bifurkation. Hierbei treten lokal
stabile koexistierende Zyklen auf und die Amplitude dieser zyklischen Preis-
schwankungen nimmt mit wachsendem Faktorpreisverh

altnis zu.
Aperiodische Formen des dynamischen Verhaltens weist das Cobweb{Modell,
auer im Falle von  = 2 und  > 2, nicht auf. Die Struktur und die Ordnung
der lokal stabilen koexistierenden Zyklen h

angt in charakteristischer Weise von
der L

ange des Ged

achtnisses ab. Die Einzugsbereiche der koexistierenden Zyklen
weisen bei groer Ged

achtnisl

ange und bei hohem Faktorpreisverh

altnis eine kom-
plizierte Struktur auf. Dies kann zur Folge haben, da das Cobweb{Modell (f

ur
auenstehende Beobachter) nur bedingt vorhersagbar ist.
4.3 Prognose mittels geometrisch gewichtetem
Durchschnitt
Bei einer Prognose mittels geometrisch gewichtetem Durchschnitt
p
e
t;t+1
=
1
P
 1
i=0
w
i
 1
X
k=0
w
k
p
t k
k

onnen die vergangenen Beobachtungen p
t
; : : : ; p
t +1
, je nach Gewichtungsfak-
tor w 2 (0;1) und Ged

achtnisl

ange  2 IIN , unterschiedlich gewichtet werden.
7
Die Untersuchung einzelner Trajektorien des Cobweb{Modells zeigt, da der station

are Zu-
stand bei l

angerem Ged

achtnis zwar lokal stabil ist, da sich jedoch die Konvergenzgeschwindig-
keit der Trajektorien gegen den station

aren Zustand verringert. Bei einer Ged

achtnisl

ange von
 = 1 konvergieren die Trajektorien lokal mit einem Konvergenzfaktor von  = f
0
(~p
(a;)
; a; )
gegen den station

aren Zustand ~p
(a;;)
. F

ur  > 1 verringert sich dieser geometrische Konver-
genzfaktor, wobei teilweise ein Konvergenzfaktor 

=
n
p
 beobachtet wird.
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Die Prognose p
e
t;t+1
ist f

ur jedes w 2 (0;1) und jedes  2 IIN in der konvexen
H

ulle der vergangenen Beobachtungen p
t
; : : : ; p
t +1
. Das Cobweb{Modell mit
S{f

ormigem Bildungsgesetz (4.5) und dem geometrisch gewichteten Durchschnitt
als Prognoseregel entspricht bei Anfangswerten p

2 [0; 6]; : : : ; p
1
2 [0; 6] der
stetig dierenzierbaren Dierenzengleichung:
p
t+1
=
a  3
b
 
1
b
arctan((
1
P
 1
i=0
w
i
 1
X
k=0
w
k
p
t k
  3)) ; t   :
Auerdem ist die Dierenzengleichung in den Parametern a 2 [5; 7], b  1,  2
(0; 30] und w > 0 stetig dierenzierbar. Dar

uberhinaus wird   2 vorausgesetzt,
da der Fall  = 1 dem oben untersuchten Fall naiver Erwartungen entspricht.
Da sich die Dynamik des Cobweb{Modells (4.8) bei einer Variation der Para-
meter von (a; b; ; w; ) nach (a; b + ; ; w; ) in gleicher Weise

andert, wie bei
einer Variation der Parameter von (a; b; ; w; ) nach (a   3; b;
b
b+
; w; ), wird
der Parameter b als b = 1 festgesetzt. Das Bildungsgesetz des Cobweb{Modells
wird im folgenden mit f(p
e
t;t+1
; a; ) abgek

urzt.
4.3.1 Ein{Parameter Bifurkationsanalyse: Faktorpreisver-
h

altnis und Gewichtungsfaktor
Im diesem Abschnitt wird der Einu der Ged

achtnisl

ange  und des Gewich-
tungsfaktors w auf die Dynamik des Cobweb{Modells (4.8) bei unterschiedlichem
Faktorpreisverh

altnis  numerisch analysiert. Insbesondere wird die Frage unter-
sucht, inwiefern sich die Dynamik des Cobweb{Modells bei einem Gewichtungs-
faktor w < 1 von der Dynamik bei einem Gewichtungsfaktor w > 1 unterschei-
det. Hierzu wird das Bifurkationsverhalten des Cobweb{Modells bei

Anderung
des Faktorpreisverh

altnisses  f

ur ein festes w < 1 und f

ur ein festes w > 1
untersucht. Auerdem wird f

ur den Fall eines festen Faktorpreisverh

altnisses 
das Bifurkationsverhalten des Modells bei Variation des Gewichtungsfaktors von
w < 1 nach w > 1 bestimmt. Die numerische Analyse wird zeigen, da f

ur w < 1
bei einer

Anderung des Faktorpreisverh

altnisses komplexe Formen des dynami-
schen Verhaltens, wie etwa sensitive Abh

angigkeit von den Startwerten, auftritt.
Im Falle von w > 1 verh

alt sich das Cobweb{Modell periodisch oder quasi{
periodisch. Ein chaotisches Verhalten tritt nicht auf. Vergleicht man die Bifurka-
tionsdiagramme des Cobweb{Modells mit geometrisch gewichtetem Durchschnitt
als Prognoseregel und die Bifurkationsdiagramme des Cobweb{Modells mit line-
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ar adaptiver Prognoseregel, so gibt es bei groer Ged

achtnisl

ange verschiedene

Ubereinstimmungen zwischen dem Bifurkationsverhalten der beiden Modelle.
Bifurkationsdiagramme eignen sich vor allem dazu, die verschiedenen Formen
des periodischen Verhaltens eines Systems zu untersuchen, die bei einer Varia-
tion der Parameter auftreten. Eine Unterscheidung von Zyklen mit sehr hoher
Ordnung und quasi{periodischem Verhalten, oder auch eine Unterscheidung von
quasi{periodischem Verhalten und chaotischem Verhalten, ist mit Hilfe von Bi-
furkationsdiagrammen meistens nur schwer m

oglich. Zus

atzliche Informationen in
bezug auf die dynamischen Eigenschaften eines Systems ergeben sich aus Lyapu-
nov Exponenten Diagrammen. F

ur einen festen Startwert und f

ur Parameterwerte
aus einem vorgegebenen Parameterintervall wird der jeweilige maximale Lyapu-
nov Exponent mittels des Algorithmus von Benettin, Galgani, Giorgilli & Strel-
cyn (1980) berechnet. Die maximalen Lyapunov Exponenten werden dann als
Funktion des Parameters in einem Diagramm abgetragen. Nach Abschnitt 3.3.1
ergeben sich aus dem Verhalten des maximalen Lyapunov Exponenten, in der
Umgebung der Bifurkationsstelle, Hinweise auf den Bifurkations{Typ. Ein positi-
ver maximaler Lyapunov Exponent impliziert sensitive Abh

angigkeit des Systems
von den Anfangswerten und damit das Auftreten von Chaos. Ist der Lyapunov
Exponent negativ, dann konvergiert das System gegen einen stabilen station

aren
Zustand oder Zyklus. Der Betrag des negativen Lyapunov Exponenten entspricht
der exponentiellen Konvergenzgeschwindigkeit der Trajektorien zum stabilen Zu-
stand.
Einu des Faktorpreisverh

altnisses auf die Dynamik
Ist bei einer Prognose mittels geometrisch gewichtetem Durchschnitt der Ge-
wichtungsfaktor w < 1, so ist der Einu der vor kurzem gemachten Beobach-
tungen auf die Prognose weitaus st

arker, als der Einu der weiter zur

ucklie-
genden Beobachtungen. Anhand der Bifurkationskurven des Cobweb{Modells in
Abbildung 3.1 lassen sich nur Aussagen in bezug auf das dynamische Verhalten
des Cobweb{Modells in der Umgebung des station

aren Zustandes ableiten. Ver-
schiedene Aspekte des allgemeinen Bifurkationsverhaltens des Cobweb{Modells
k

onnen aufgrund der folgenden numerischen Analyse bestimmt werden.
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Bifurkationsverhalten in  2 (0; 30] f

ur w = 0:8, a = 6:65 und  = 2; 3; 4; 5:
Die Bifurkationsdiagramme und Lyapunov Exponenten Diagramme
8
in Abbil-
dung 4.7 zeigen das Bifurkationsverhalten im Faktorpreisverh

altnis  2 (0; 30]
f

ur Gewichtungsfaktor w = 0:8, maximale Nachfrage a = 6:65 und Ged

acht-
nisl

ange  = 2; 3; 4; 5. Die folgenden Aussagen lassen sich ableiten:
Ist  = 2, dann erf

ahrt das Cobweb{Modell bei wachsendem  zun

achst ei-
ne Hopf{Bifurkation. Das Auftreten einer Hopf{Bifurkation ergibt sich auch aus
der Bifurkationskurve des Cobweb{Modells in Abbildung 3.1. Entsprechend dem
Lyapunov Exponenten Diagramm liegen die maximalen Lyapunov Exponenten
f

ur  oberhalb der Hopf{Bifurkationsstelle nahe bei 0. Das ist ein numerischer
Hinweis darauf, da aufgrund der Hopf{Bifurkation quasi{periodische Attrakto-
ren auftreten. Bei weiter zunehmendem Faktorpreisverh

altnis  treten positive
maximale Lyapunov Exponenten auf. Damit ist eine sensitive Abh

angigkeit des
Cobweb{Modells von den Startwerten gegeben. Bei entsprechend groem  kon-
vergiert das Cobweb{Modell gegen einen global stabilen 3{Zyklus. Man vergleiche
dar

uber hinaus das Bifurkationsdiagramm mit dem Zyklogramm in Abbildung
4.13.
F

ur  = 3 kommt es bei zunehmendem  zu einer Flip{Bifurkation und
dann zu einer Folge von Perioden{Verdopplungen. Das Auftreten einer Flip{
Bifurkation ergibt sich auch aus der Bifurkationskurve des Cobweb{Modells in
Abbildung 3.1. F

ur  > 5 treten positive Lyapunov Exponenten auf, mit ei-
ner Gr

oenordnung von bis zu 1:5. Wird  weiter erh

oht, so verh

alt sich das
Cobweb{Modell f

ur  aus Teilintervallen von (8; 30) periodisch. Solche Teilinter-
valle werden auch als periodische Fenster bezeichnet.
F

ur  = 4 erf

ahrt das Cobweb{Modell f

ur zunehmendes  eine Hopf{Bifurkat-
ion. Aufgrund des Lyapunov Exponenten Diagramm ergibt sich ein numerischer
Hinweis darauf, da nach der Hopf{Bifurkation zun

achst quasi{periodische At-
traktoren auftreten. F

ur ein Faktorpreisverh

altnis   16 ndet man numerisch
keine signikant positiven Lyapunov Exponenten. Das Intervall (13; 16) weist
mehrere periodische Fenster auf. F

ur  > 16 existieren dann auch signikant po-
8
Zur Erstellung der Lyapunov Exponenten Diagramme wird das Cobweb{Modell f

ur einen
festen Startwert und f

ur jeden Parameterwert 5000 mal iteriert. F

ur die letzten 2000 Iteratio-
nen berechnet der Algorithmus von Benettin, Galgani, Giorgilli & Strelcyn (1980) jeweils die
maximale lokale Streckung und approximiert den maximalen Lyapunov Exponenten als den
Durchschnitt aller dieser lokalen Streckungen.
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sitive Lyapunov Exponenten. Ist  > 27, dann konvergiert das Cobweb{Modell
gegen einen global stabilen Zyklus.
F

ur  = 5 erf

ahrt das Cobweb{Modell in  zun

achst eine Flip{Bifurkation.
Der 2{Zyklus erf

ahrt anschlieend eine Hopf{Bifurkation. F

ur verschiedene  2
(8; 9) treten positive Lyapunov Exponenten auf. Ist  > 9, dann konvergiert das
Cobweb{Modell gegen einen 3{Zyklus. Man vergleiche das Bifurkationsdiagramm
auch mit dem entsprechenden Zyklogramm in Abbildung 4.13.
Unabh

angig von der Ged

achtnisl

ange der Prognoseregel gilt, da der Durch-
messer der Attraktoren
9
des Cobweb{Modells bei zunehmendem Faktorpreis-
verh

altnis gr

oer wird. Das bedeutet, da bei h

oherem Faktorpreisverh

altnis
gr

oere Preisschwankungen auftreten.
Hat die Prognoseregel eine Ged

achtnisl

ange  , so ist der Zustandsraum des
Cobweb{Modells {dimensional. Da eine {dimensionale Darstellung der Tra-
jektorien nicht m

oglich ist, werden f

ur verschiedene Parameterkombinationen
zwei{dimensionale Einbettungen der {dimensionalen Attraktoren des Cobweb{
Modells untersucht.
9
Sei j  j die Euklidische Norm auf IR
n
. Der Durchmesser (M) einer Menge M  IR
n
ist
deniert als supfjx  yj jx; y 2Mg.
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Abbildung 4.7: Ein{Parameter Bifurkationsdiagramme und Diagramme des max.
Lyap. Exp. in  2 (0; 30] f

ur  = 2; : : : ; 5 mit a = 6:65, w = 0:8.
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Attraktoreinbettungen f

ur  = 3 und  = 4 mit a = 6:65 und w = 0:8:
Die Abbildung 4.8 zeigt eingebettete Attraktoren
10
f

ur Ged

achtnisl

ange  = 3
und f

ur die Faktorpreisverh

altnisse  = 7; 9; 15; 20. Der Attraktor f

ur  = 7 ist
ein Zyklus der Ordnung 32, der w

ahrend einer Phase von Perioden{Verdopplung
auftritt. Nach der Phase der Perioden{Verdopplung treten f

ur bestimmte Faktor-
preisverh

altnisse, etwa f

ur  = 9, Attraktoren mit einer fraktalen Struktur auf.
Innerhalb der periodischen Fenster, beispielsweise f

ur  = 15, treten Zyklen von
niedriger Ordnung auf. Der Attraktor f

ur  = 20 weist eine fraktale Struktur auf,
die

ahnlich zur Struktur des Attraktors f

ur  = 9 ist.
Die Abbildung 4.8 zeigt f

ur Ged

achtnisl

ange  = 4 und f

ur die Faktor-
preisverh

altnisse  = 7; 9; 15; 20 zwei{dimensional eingebettete Attraktoren des
Cobweb{Modells. Der Attraktor f

ur  = 7 ist ein Zyklus von hoher Ordnung und
tritt nach einer Hopf{Bifurkation auf. F

ur  = 9 liegt ein Attraktor von fraktaler
Struktur vor. F

ur Faktorpreisverh

altnisse innerhalb des periodischen Fensters,
etwa f

ur  = 15, treten Zyklen von niedriger Ordnung auf. Der Attraktor f

ur
 = 20 hat eine fraktale Struktur. Die Struktur dieses Attraktors ist wiederum

ahnlich zur Struktur des Attraktors bei  = 9. Unabh

angig von der Ged

acht-
nisl

ange zeigt sich numerisch, da im Falle eines niedrigen Preises p
t 1
in Periode
t   1 in der n

achsten Periode t sowohl ein hoher wie auch ein niedriger Preis p
t
auftreten kann. Im Falle eines hohen Preises p
t 1
in Periode t   1 ergibt sich in
der n

achsten Periode t immer ein niedriger Preis p
t
.
Ist bei einer Prognose mittels geometrisch gewichtetem Durchschnitt der Ge-
wichtungsfaktor w > 1, so ist der Einu der vor kurzem gemachten Beobach-
tungen auf die Prognose weitaus schw

acher, als der Einu der weiter zur

uck-
liegenden Beobachtungen. Entsprechend den Bifurkationskurven aus Abbildung
3.1 erf

ahrt das Cobweb{Modell bei einer Ged

achtnisl

ange  = 2; 3; 4; 5; 6 oder
 = 7 der Prognoseregel f

ur das Faktorpreisverh

altnis ~

eine Hopf{Bifurkation.
Bei einer weiteren Erh

ohung des Faktorpreisverh

altnisses kommt es zu folgendem
Bifurkationsverhalten.
10
Zu einem festen Startwert wird ein Orbit mit 40000 Iterationswerten berechnet. Um bis
zu einem gewissen Grade transientes Verhalten auszuschlieen, werden nur die letzten 10000
Iterationswerte p
t
als Paare (p
t
; p
t 1
) dargestellt.
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Abbildung 4.8: Attraktoren im (p
t
; p
t 1
){Raum f

ur  = 3 und  = 4 mit a = 6:65
und w = 0:8.
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Bifurkationsverhalten in  2 (0; 30] f

ur w = 1:5, a = 6:65 und  = 2; 3; 4; 5:
Die Bifurkationsdiagramme und Lyapunov Exponenten Diagramme in Abbildung
4.9 zeigen, da der Wert ~

, zu dem das Cobweb{Modell eine Hopf{Bifurkation
erf

ahrt, in der N

ahe von 2 liegt. F

ur  > ~

treten quasi{periodische Attrak-
toren auf. Numerische Evidenz f

ur die Quasi{Periodizit

at des Cobweb{Modells
folgt aus dem Verhalten der maximalen Lyapunov Exponenten, denn die sind f

ur
 > ~

kleiner oder gleich Null. F

ur groe Werte von  verschwindet der quasi{
periodische Attraktor und das Cobweb{Modell konvergiert gegen einen Zyklus.
Die Ordnung des Zykluses h

angt von der Ged

achtnisl

ange  ab. Man vergleiche
die Bifurkationsdiagramme auch mit den entsprechenden Zyklogrammen der Ab-
bildung 4.13. Komplexe Formen des dynamischen Verhaltens treten im Falle von
w > 1 nicht auf.
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Abbildung 4.9: Ein{Parameter Bifurkationsdiagramme und Diagramme des max.
Lyap. Exp. in  2 (0; 30] f

ur  = 2; : : : ; 5 mit a = 6:65, w = 1:5.
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Einu des Gewichtungsfaktors auf die Dynamik
Die Bifurkationskurven des Cobweb{Modells in Abbildung 3.1 zeigen, da der
station

are Zustand bei einem Faktorpreisverh

altnis von  <  , einer Ged

acht-
nisl

ange gr

oer als  und einem Gewichtungsfaktor w aus der Umgebung von
1 lokal stabil ist. Bei zunehmendem Gewichtungsfaktor erf

ahrt das Cobweb{
Modell eine Hopf{Bifurkation. Bei abnehmendem Gewichtungsfaktor erf

ahrt das
Cobweb{Modell eine Flip{Bifurkation. Aussagen

uber weitere Bifurkation des
Cobweb{Modells bei einer

Anderung des Gewichtungsfaktors w k

onnen aus den
folgenden Bifurkations{ und Lyapunov Exponenten Diagrammen abgeleitet wer-
den.
Bifurkationsverhalten in w 2 [0; 2] f

ur  = 10, a = 6:65 und  = 2; 3; 4; 5:
Die Abbildung 4.10 zeigt Bifurkations{ und Lyapunov Exponenten Diagramme
des Cobweb{Modells im Gewichtungsfaktor w 2 [0; 2] f

ur ein Faktorpreisverh

alt-
nis von  = 10, eine maximale Nachfrage von a = 6:65 und f

ur die Ged

acht-
nisl

angen  = 2; 3; 4; 5. Der station

are Zustand des Cobweb{Modells ist f

ur alle
Gewichtungsfaktoren w instabil. Die Eigenschaften des periodischen Verhaltens
des Cobweb{Modells bei einem Gewichtungsfaktor w = 1 wurden bereits in Ab-
schnitt 4.2.2 untersucht. F

ur Gewichtungsfaktoren w < 1 treten im Falle von
 = 3 und  = 4 signikant positive Lyapunov Exponenten auf. F

ur w nahe bei
0 konvergiert das Cobweb{Modell gegen einen 2{Zyklus. F

ur w > 1 ndet man
numerisch keine signikant positiven Lyapunov Exponenten. Damit ist das Ver-
halten der maximalen Lyapunov Exponenten ausgepr

agter als es in Proposition
2 behauptet wird. Aus Proposition 2 folgt nur, da sich die maximalen Lyapu-
nov Exponenten bei zunehmender Ged

achtnisl

ange  dem Wert 0 ann

ahern. Das
vorliegende Cobweb{Modell weist f

ur Ged

achtnisl

ange  = 2; 3; 4; 5 und jeden
Gewichtungsfaktors w  1 einen maximalen Lyapunov Exponenten kleiner oder
gleich Null auf.
Das dynamische Verhalten bei langem Ged

achtnis:
Untersucht man das dynamische Verhalten des Cobweb{Modells f

ur Gewich-
tungsfaktoren w < 1 bei groer Ged

achtnisl

ange  , so kommt man zu folgendem
Ergebnis:
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In Abschnitt 3.1.2 wurde gezeigt, da ein station

arer Zustand eines Cobweb{
Modells mit geometrisch gewichtetem Durchschnitt als Prognoseregel bei entspre-
chend langem Ged

achtnis und einem Gewichtungsfaktor w 2 (0; 1] genau dann
lokal stabil ist, wenn der station

are Zustand des Cobweb{Modells mit linear ad-
aptiver Prognoseregel und Adaptationsparameter (1   w) lokal stabil ist. Der
Zustandsraum eines Cobweb{Modells mit geometrisch gewichtetem Durchschnitt
als Prognoseregel ist {dimensional. Der Zustandsraum eines Cobweb{Modells
mit linear adaptiver Prognoseregel ist ein{dimensional. Um das dynamische Ver-
halten der beiden Cobweb{Modelle vergleichen zu k

onnen, wird bei dem Cobweb{
Modell mit geometrisch gewichtetem Durchschnitt nur das Verhalten der ersten
Komponente p
t
der Zustandsvariablen (p
t
; : : : ; p
t +1
) betrachtet. Die Zustands-
variable eines Cobweb{Modells mit linear adaptiver Prognoseregel kann gem

a
der Dierenzengleichung 3.8 aus Abschnitt 3.1.2 als Variable p
e
t;t+1
interpretiert
werden.
Die Abbildung 4.11 zeigt die Bifurkationsdiagramme des Cobweb{Modells
mit geometrisch gewichtetem Durchschnitt als Prognoseregel bei einer

Anderung
des Faktorpreisverh

altnisses  2 (0; 30]. Die Ged

achtnisl

ange ist  = 20 und
der Gewichtungsfaktor ist w = 0:5 und w = 0:6. Unterhalb dieser Bifurkati-
onsdiagramme sind die Bifurkationsdiagramme des Cobweb{Modells mit linear
adaptiver Prognoseregel bei einer

Anderung von  2 (0; 30] f

ur die Adaptati-
onsparameter 1   w = 0:5 und 1   w = 0:6 abgebildet. Daneben sind f

ur festes
 = 14 und  = 16 die Bifurkationsdiagramme der beiden Cobweb{Modelle im
Gewichtungsfaktor w 2 (0; 1] bzw. im Adaptationsparameter 1 w 2 [0; 1) abge-
bildet. Es zeigen sich deutliche

Ubereinstimmungen im Bifurkationsverhalten der
beiden Cobweb{Modelle. Insbesondere weisen beide Modelle numerisch dieselben
Bifurkationsstellen auf.
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Abbildung 4.10: Ein{Parameter Bifurkationsdiagramme und Diagramme des
max. Lyap. Exp. in w 2 [0; 2] f

ur  = 2; : : : ; 5 mit a = 6:65,  = 10.
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Abbildung 4.11: Vergleich des Bifurkationsverhaltens bei lin. adap. Prognose und
bei Prognose mittels geo. gew. Durchschn. ( = 20) f

ur  2 (0; 30] bzw. w 2 [0; 2],
a = 6:65.
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4.3.2 Zwei{Parameter Bifurkationsanalyse: Faktorpreisver-
h

altnis und Gewichtungsfaktor, Faktorpreisverh

alt-
nis und maximale Nachfrage
Qualitative Ver

anderungen des dynamischen Langzeitverhaltens eines zeitdiskre-
ten Systems bei gleichzeitiger Variation zweier Parameter k

onnen mit Hilfe des
Softwarepakets untersucht werden.
11
Das Softwarepaket kann f

ur Para-
meterkombinationen aus einem vorgegebenen zwei{dimensionalen Intervall das je-
weilige dynamische Langzeitverhalten des Systems numerisch ermitteln und farb-
lich kodiert in Form einer Landkarte, dem sogenannten Zyklogramm, darstellen.
12
Im folgenden wird zun

achst die

Anderung der Dynamik des Cobweb{Modells bei
gleichzeitiger Variation des Faktorpreisverh

altnisses und des Gewichtungsfaktors
der Prognoseregel untersucht. Anschlieend wird die

Anderung der Dynamik bei
gleichzeitiger Variation der maximalen Nachfrage und des Gewichtungsfaktors der
Prognoseregel analysiert. Die im Rahmen der Ein{Parameter Bifurkationsanalyse
gewonnenen Ergebnisse k

onnen dadurch in einen allgemeineren Zusammenhang
eingebettet werden.
Zyklogramm in (;w) 2 (0; 10] [0; 2] f

ur a = 6 und  = 2; : : : ; 7:
Die Abbildung 4.12 zeigt Zyklogramme des Faktorpreisverh

altnisses und Gewich-
tungsfaktors (;w) 2 (0; 10][0; 2] bei einer maximalen Nachfrage von a = 6 und
f

ur die Ged

achtnisl

angen  = 2; : : : ; 7. Im Rahmen der Ein{Parameter Bifurka-
tionsanalyse wurden bereits ein{dimensionale Projektionen von Trajektorien f

ur
bestimmte Parameterkombinationen (;w) 2 (0; 10] [0; 2] betrachtet. Die Ord-
nung von Zyklen wurde dann anhand von Attraktoreinbettungen ermittelt. Bei
einem Zyklogramm kann die Ordnung der Zyklen direkt abgelesen werden.
11
Eine Beschreibung der m

oglichen qualitativen Zwei{Parameter Analysen, die mit Hilfe von
durchgef

uhrt werden k

onnen, ndet man in dem Handbuch von B

ohm & Schenk-
Hoppe (1998).
12
F

ur jede Parameterkombination werden 1000 Iterationswerte des Systems berechnet. Mit-
tels eines von Lohmann (1995) entwickelten Erkennungsverfahrens k

onnen Zyklen bis zu einer
Ordnung von 100 unterschieden werden. Zyklen mit einer Ordnung kleiner als 30 werden unter-
schiedlich farblich kodiert in das Zyklogramm eingetragen. Liegt ein Zyklus mit einer Ordnung
zwischen 30 und 100 vor, dann wird er mit derselben Farbe kodiert. Weist der Zyklus eine
h

ohere Ordnung als 100 auf oder verh

alt sich das System aperiodisch, dann wird
"
Aperiodic\
markiert. Verl

at das System den Denitionsbereich, so wird
"
oor\ angezeigt.
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Da die Parameter (;w) 2 (0; 10] [0; 2] variiert werden, f

uhrt ein Vergleich
der Zyklogramme in Abbildung 4.12 und der Bifurkationskurven in Abbildung
3.1 zu folgenden Ergebnissen:
Das unterschiedliche Bifurkationsverhalten des Cobweb{Modells bei gerader
und bei ungerader Ged

achtnisl

ange zeigt sich am Verlauf derjenigen Bifurkations-
kurven, die den Rand der Menge der Parameter markieren, f

ur die der station

are
Zustand lokal stabil ist. Ist  ungerade und w < 1, dann konvergiert das Cobweb{
Modell gegen einen Zyklus der Periode  +1 oder gegen einen Zyklus der Periode
2. Ist  gerade und w 2 (1   ; 1), dann existieren Faktorpreisverh

altnisse, zu
denen sich das Cobweb{Modell aperiodisch verh

alt. F

ur  > 1 und w in der Um-
gebung von 0 konvergiert das Cobweb{Modell immer gegen einen 2{Zyklus. F

ur
w  1 existieren ausgepr

agte periodische Fenster mit Zyklen der Ordnung gr

oer
als  + 1. Der Durchmesser der periodischen Fenster w

achst mit zunehmendem
Faktorpreisverh

altnis an. Auerdem ist das f

ur w > 1 angezeigte aperiodische
Verhalten aufgrund der Ergebnisse des Abschnitts 4.3.1 ein quasi{periodisches
Verhalten.
Zyklogramm in (;w) 2 (0; 10] [0; 2] f

ur a = 6:65 und  = 2; : : : ; 7:
Die Abbildung 4.13 zeigt Zyklogramme des Faktorpreisverh

altnisses und des Ge-
wichtungsfaktors (;w) 2 (0; 10]  [0; 2] bei einer maximalen Nachfrage von
a = 6:65 und f

ur die Ged

achtnisl

angen  = 2; : : : ; 7. F

ur a = 6 ist das Bil-
dungsgesetz f(p
e
t;t+1
; a; ) symmetrisch in p
e
t;t+1
zu p
e
t;t+1
= 3. Da f

ur a = 6:65
das Bildungsgesetz nicht symmetrisch in p
e
t;t+1
ist, weist das Cobweb{Modell ein
wesentlich anderes dynamisches Langzeitverhalten auf. Ist  = 2, dann existiert
eine groe Menge von Parametern, f

ur die jeweils ein global stabiler Zyklus der
Ordnung 3 existiert. Ist w < 1, dann verh

alt sich das Cobweb{Modell sowohl f

ur
 gerade, wie auch f

ur  ungerade, aperiodisch. F

ur w > 1 existieren periodische
Fenster, wobei die Ordnung der Zyklen in diesen periodischen Fenstern gr

oer als
+1 ist. Die Ordnung der Zyklen erh

oht sich bei zunehmendem w. Das f

ur w > 1
angezeigte aperiodische Verhalten ist nach Abschnitt 4.3.1 Quasi{Periodizit

at.
Zyklogramm in (a; w) 2 [5; 7] [0; 2] f

ur  = 10 und  = 2; : : : ; 7:
Die Abbildung 4.14 zeigt f

ur  = 10 und f

ur  = 2; : : : ; 7 Zyklogramme, die
sich bei Variation der maximalen Nachfrage und des Gewichtungsfaktors (a; w) 2
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[5; 7] [0; 2] ergeben. Da das Bildungsgesetzes f(p
e
t;t+1
; a; ) symmetrisch in a zu
a = 6 ist, weisen die Zyklogramme eine symmetrische Struktur auf.
Betrachtet man das dynamische Verhalten des Cobweb{Modells f

ur w < 1,
dann ergibt sich folgendes. Bei gerader Ged

achtnisl

ange 

andert sich die Menge
der Parameter (a; w), f

ur die das Cobweb{Modell gegen einen 2{Zyklus konver-
giert, nur wenig, wenn die Ged

achtnisl

ange zunimmt. F

ur Gewichtungsfaktoren
w in der Umgebung von 1 liegt aperiodisches dynamisches Verhalten vor. Bei
einer Erh

ohung der ungeraden Ged

achtnisl

ange  n

ahert sich die Menge der Pa-
rameter (a; w), f

ur die das Cobweb{Modell gegen einen 2{Zyklus konvergiert, der
Parameterkombination (a; w) = (5; 1) an.
F

ur Parameterkombinationen (a; w) mit w > 1 ergibt sich folgendes. Bei
Erh

ohung der Ged

achtnisl

ange w

achst die Anzahl der periodischen Fenster. F

ur
Ged

achtnisl

ange  und Gewichtungsfaktor 1 < w < 2 ndet man numerisch
periodische Fenster, die Zyklen bis zu einer Ordnung von 2   1 aufweisen. Die
Ordnung der Zyklen ist dabei ansteigend im Gewichtungsfaktor w  1.
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Abbildung 4.12: Zyklogramme in w 2 [0; 2] und  2 (0; 10] f

ur  = 2; : : : ; 7 und
a = 6.
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Abbildung 4.13: Zyklogramme in w 2 [0; 2] und  2 (0; 10] f

ur  = 2; : : : ; 7 und
a = 6:65.
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4.3.3 Schlufolgerungen
Die numerische Analyse des Cobweb{Modells mit S{f

ormigem Bildungsgesetz
und geometrisch gewichtetem Durchschnitt als Prognoseregel f

uhrte zu folgenden
Ergebnissen.
Bei hohem Faktorpreisverh

altnis  ist die Elastizit

at des S{f

ormigen Bildungs-
gesetzes am Gleichgewichtspreis negativ und von hohem Betrag. Bei entsprechend
langem Ged

achtnis  ist der station

are Zustand des Cobweb{Modells f

ur Gewich-
tungsfaktoren w aus der Umgebung von 1 lokal stabil. Die Bifurkationskurven in
Abbildung 3.1 und die Zyklogramme in (;w) zeigen, da das Bifurkationsver-
halten des Cobweb{Modells, bei

Anderung der Elastizit

at des Bildungsgesetzes,
einerseits davon abh

angt, ob der Gewichtungsfaktor w gr

oer oder kleiner als
1 ist. Andererseits h

angt das Bifurkationsverhalten davon ab, ob die Ged

acht-
nisl

ange  gerade oder ungerade ist. Unabh

angig von w nimmt die Amplitude
der Preisschwankungen zu, wenn das Faktorpreisverh

altnis gr

oer wird.
Komplexes dynamisches Verhalten, Attraktoren mit fraktaler Struktur und
signikant positive Lyapunov Exponenten k

onnen bei einer

Anderung des Fak-
torpreisverh

altnisses  f

ur Gewichtungsfaktoren 0 < w < 1 auftreten. Bendet
sich w in der Umgebung von 0 und ist  entsprechend gro, so konvergiert das
Cobweb{Modell, unabh

angig von der Ged

achtnisl

ange, immer gegen einen 2{
Zyklus. Auerdem zeigt der Vergleich der Dynamik bei linear adaptiver Prognose
und bei Prognose mittels geometrisch gewichtetem Durchschnitt, da bei groer
Ged

achtnisl

ange

Ubereinstimmungen zwischen dem dynamischen Verhalten der
beiden Modelle bestehen.
Ist der Gewichtungsfaktor w > 1, dann verh

alt sich das Cobweb{Modell ent-
weder periodisch oder quasi{periodisch. Insbesondere treten f

ur alle w > 1 keine
signikant positiven Lyapunov Exponenten auf. Dar

uber hinaus h

angt auch die
Struktur und die Ordnung der lokal stabilen koexistierenden Zyklen von der L

ange
 des Ged

achtnisses ab, wobei man numerisch keine lokal stabilen Zyklen ndet,
deren Ordnung gr

oer als 2 ist.
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Kapitel 5
Numerische Analyse des
dynamischen Verhaltens f

ur eine
zur

uckgebogene
Angebotsfunktion
Im vorherigen Kapitel 4 wurde das dynamische Verhalten eines Cobweb{Modells
mit S{f

ormigem Bildungsgesetz und geometrisch gewichtetem Durchschnitt als
Prognoseregel numerisch analysiert. Dabei hat sich gezeigt, da die Ged

acht-
nisl

ange und der Gewichtungsfaktor der Prognoseregel das dynamische Verhal-
ten dieses Cobweb{Modells in charakteristischer Weise beeinussen. S{f

ormige
Cobweb{Bildungsgesetze sind monotone Funktionen der Prognose. Die in Ab-
schnitt 2.1.2 vorgestellten Cobweb{Modelle von Jensen & Urban (1984), Jarsulic
(1993) und Day & Huang (1990) weisen dagegen ein Bildungsgesetz auf, das
nicht monoton von der Prognose abh

angt. Die in diesen Beitr

agen untersuchten
Cobweb{Bildungsgesetze sind insbesondere von zur

uckgebogener Form.
Die numerischen Analysen dieses Kapitels befassen sich mit dem dynami-
schen Verhalten eines Cobweb{Modells, dessen Bildungsgesetz eine zur

uckgebo-
gene Form aufweist. Das Bildungsgesetz ergibt sich dabei aus der Komposition
einer zur

uckgebogenen Angebotsfunktion und einer linear inversen Nachfrage-
funktion. Wie in Kapitel 4 wird von dem geometrisch gewichteten Durchschnitt
als Prognoseregel ausgegangen, so da ein Vergleich des Einusses der Ged

acht-
nisl

ange und Gewichtungsstruktur der Prognoseregel auf das dynamische Verhal-
ten des Cobweb{Modells bei S{f

ormigem und bei zur

uckgebogenem Bildungsge-
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setz m

oglich ist.
Die zur

uckgebogene Form der Angebotsfunktion des im folgenden betrachte-
ten Cobweb{Modells leitet sich aus der Annahme ab, da der Produzent den Preis
der n

achsten Periode subjektiv als risikobehaftet erwartet und sich entsprechend
risikoavers verh

alt. Der Erwartungsnutzen des Produzenten ergibt sich dabei aus
einer quadratischen von Neumann{Morgenstern Nutzenfunktion. Im folgenden
Abschnitt 5.1 wird gezeigt, da in diesem Fall der Erwartungsnutzen des Pro-
duzenten von der produzierten Menge des Gutes und von dem f

ur die n

achste
Periode erwarteten ersten und zweiten Moment des zuf

alligen Preises abh

angt.
Unter der Voraussetzung, da die Kostenfunktion linear ist, und da das erwarte-
te zweite Moment vom Quadrat des erwarteten ersten Moments abh

angt, ergibt
sich eine zur

uckgebogene Angebotsfunktion.
Das dynamische Verhalten des Cobweb{Modells f

ur den Fall des ungewichte-
ten Durchschnitts als Prognoseregel wird in Abschnitt 5.2 numerisch analysiert.
Bei dem Cobweb{Modell mit S{f

ormigem Bildungsgesetz hatte sich ergeben, da
auer f

ur  = 2 das Modell entweder gegen einen eindeutigen station

aren Zustand
oder gegen einen Zyklus der Ordnung  + 1 konvergiert. Dagegen kann bei dem
Cobweb{Modell mit zur

uckgebogenem Bildungsgesetz auch komplexes dynami-
sches Verhalten vorliegen. So k

onnen mehrere lokal stabile station

are Zust

ande
gleichzeitig vorliegen, oder es treten lokal stabile Zyklen auf, wobei einige der
Zyklen eine Ordnung gr

oer als  + 1 aufweisen. Dar

uber hinaus k

onnen auch
positive Lyapunov Exponenten vorliegen.
Das dynamische Verhalten des Cobweb{Modells mit geometrisch gewichte-
tem Durchschnitt als Prognoseregel wird in Abschnitt 5.3 numerisch analysiert.
Analog zu Kapitel 4 wird die Frage untersucht, inwieweit sich die Dynamik des
Cobweb{Modells bei einem Gewichtungsfaktor w < 1 von der Dynamik bei einem
Gewichtungsfaktor w > 1 unterscheidet. Es wird sich zeigen, da das Cobweb{
Modell mit zur

uckgebogenem Bildungsgesetz, im Gegensatz zum Cobweb{Modell
mit S{f

ormigem Bildungsgesetz, f

ur beliebig kleine Gewichtungsfaktoren w < 1
positive Lapunov Exponenten aufweist. Auerdem treten positive Lyapunov Ex-
ponenten auch f

ur Gewichtungsfaktoren w > 1 auf. Das Cobweb{Modell verh

alt
sich f

ur w  1 erst f

ur entsprechend groer Ged

achtnisl

ange periodisch oder
quasi{periodisch.
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5.1 Risikoaversion und subjektives Preisrisiko
Bereits Sandmo (1971) und Epstein (1978) haben die Produktionsentscheidung
eines Produzenten unter Preisunsicherheit und bei vollkommenem Wettbewerb
analysiert. Sie zeigen f

ur den Fall konstanter Grenzkosten, da der Produzent die
Produktionsmenge in Abh

angigkeit seiner absoluten bzw. relativen Risikoaver-
sion und der erwartungstreuen Streuung
1
des Preises w

ahlt. Beide kommen zu
dem Ergebnis, da der Produzent die Produktionsmenge verringert, falls seine
Risikoaversion gr

oer wird oder falls die erwartungstreue Streuung des Preises
zunimmt.
Boussard (1996) untersucht die Dynamik eines Cobweb{Modells, das ein zu-
r

uckgebogenes Bildungsgesetz aufweist. Das Bildungsgesetz leitet er unter der
Annahme her, da der Produzent den Preis der n

achsten Periode als unsicher
betrachtet. Der Produzent macht daher keine Preisprognose, sondern er erstellt
eine Prognose in bezug auf den Erwartungswert und die Varianz des zuf

alligen
Preises. Boussard (1996) geht insbesondere davon aus, da der Produzent den
heute realisierten Preis als Prognose des Erwartungswertes verwendet, und da
die prognostizierte Varianz proportional zum Quadrat des heute realisierten Prei-
ses ist. Falls die absolute Risikoaversion des Produzenten konstant ist, er subjektiv
von einem normalverteilten Preisproze ausgeht und seine Kostenfunktion linear
ist, so weist die Angebotsfunktion eine zur

uckgebogene Form auf. Eine Funktion
g 2 C
2
(I; IR) auf einem Intervall I  IR wird als zur

uckgebogen bzw. als unimodal
bezeichnet, falls sie ein globales Maximum (oder Minimum) q
M
2 I im Inneren
von I besitzt mit der Eigenschaft, da g
0
(q) > 0 f

ur q < q
M
und g
0
(q) < 0 f

ur
q > q
M
(oder g
0
(q) < 0 f

ur q < q
M
und g
0
(q) > 0 f

ur q > q
M
) ist. Eine zur

uckge-
bogene Funktion bleibt unter einer linearen Transformation zur

uckgebogen.
Im Rahmen des folgenden Cobweb{Modells wird von einer quadratischen von
Neumann{Morgenstern Nutzenfunktion des Produzenten ausgegangen. Der Er-
wartungsnutzen des Produzenten h

angt dann nur von dem ersten und zweiten
Moment der Verteilung ab, so da er zur Produktionsentscheidung nur diese
beiden Momente und sonst keine weiteren Informationen

uber den Preisproze
ben

otigt. Da auerdem alle Produzenten Zugang zur gleichen Technologie haben
1
Nach Huang & Litzenberger (1988) ist der Begri der erwartungstreuen Streuung bez

uglich
einer Zufallsvariablen wie folgt deniert: Gegeben seien die beiden Zufallsvariablen X und Y .
Gilt f

ur die Dierenz  = Y  X , da E(jX ) = 0 ist, dann wird  als erwartungstreue Streuung
bez

uglich X bezeichnet.
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und vollkommene Konkurrenz gegeben ist, gen

ugt es, die Angebotsfunktion ei-
nes repr

asentativen Produzenten zu betrachten. Der Produzent geht im Rahmen
seiner Produktionsentscheidung subjektiv davon aus, da die Folge der Markt-
preise fp
t
g
1
t=1
die Realisierungen eines nicht{negativen Zufallsprozesses fP
t
g
1
t=1
sind. Er unterstellt dabei, da das erste und zweite Moment jeder Zufallsvariablen
P
t
endlich ist. Da zur Erzeugung des Gutes eine Zeitspanne von einer Periode
ben

otigt wird, basiert die Produktionsentscheidung des Produzenten in Periode
t auf seiner Prognose des ersten und zweiten Moments der Zufallsvariablen P
t+1
.
Das von ihm prognostizierte erste Moment (E(P
t+1
))
e
wird im folgenden mit
p
e
t;t+1
abgek

urzt. Des Weiteren ist die von ihm prognostizierte Varianz der Zu-
fallsvariablen (Var(P
t+1
))
e
proportional zum Quadrat des prognostizierten ersten
Moments. Das heit, es ist (Var(P
t+1
))
e
= 
2
 (p
e
t;t+1
)
2
. Der Parameter  ist da-
bei ein von dem Produzenten unterstellter Streuungsfaktor, der die Korrelation
zwischen dem Erwartungswert und der Standardabweichung des Preises angibt.
Trit der Produzent in Periode t die Entscheidung q
S
t+1
Einheiten des Gutes zu
produzieren, dann entspricht der Gewinn der Periode t + 1 der Zufallsvariablen
(P
t+1
; q
S
t+1
) = q
S
t+1
P
t+1
  C(q
S
t+1
). Der Produzent hat eine durch den zuf

alligen
Periodengewinn bestimmte Nutzenfunktion. Sein Erwartungsnutzen leitet sich
aus der quadratischen von Neumann{Morgenstern Nutzenfunktion
u(x) = x  

2
x
2
; x 
1

ab. Da auerdem
@
@

 u
00
u
0

> 0 ist, entspricht jedem Parameterwert  > 0 eine
bestimmte absolute Risikoaversion  u
00
=u
0
. Der Erwartungsnutzen des Produzen-
ten ist somit
E(u((P
t+1
; q
S
t+1
))) = E((P
t+1
; q
S
t+1
))  

2
[(E((P
t+1
; q
S
t+1
)))
2
+
+Var((P
t+1
; q
S
t+1
))] :
Setzt man f

ur E(P
t+1
) das erwartete erste Moment p
e
t;t+1
ein und ersetzt man die
Varianz Var(P
t+1
) durch die erwartete Varianz 
2
 (p
e
t;t+1
)
2
, dann ergibt sich der
prognostizierte Erwartungsnutzen
E(u((P
t+1
; q
S
t+1
))) = q
S
t+1
p
e
t;t+1
  C(q
S
t+1
)  

2
[(q
S
t+1
p
e
t;t+1
 
 C(q
S
t+1
))
2
+ (q
S
t+1
)
2
(p
e
t;t+1
)
2

2
] :
Die Kostenfunktion sei linear mit
C(q) = c  q ; c > 0 ; q  0 :
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Eine solche Kostenfunktion kann aus einer Cobb{Douglas Produktionsfunktion
mit konstanten Skalenertr

agen abgeleitet werden.
Da der Produzent den Erwartungsnutzen der Periode t + 1 maximiert, folgt
seine Entscheidung in bezug auf die zu produzierende Menge q
S
t+1
aus der not-
wendigen Bedingung:
0 = p
e
t;t+1
  c   q
S
t+1
[(p
e
t;t+1
)
2
  2p
e
t;t+1
c + c
2
+ (p
e
t;t+1
)
2

2
] :
L

ost man diese Bedingung nach q
S
t+1
auf, wobei die Nebenbedingung q
S
t+1
 0 zu
beachten ist, dann ergibt sich die Angebotsfunktion
S
b
(p
e
t;t+1
) =
8
<
:
0 ; 0  p
e
t;t+1
< c
p
e
t;t+1
 c
((p
e
t;t+1
 c)
2
+
2
(p
e
t;t+1
)
2
)
; c  p
e
t;t+1
<1
: (5.1)
Die L

osung S
b
(p
e
t;t+1
) ist insbesondere zul

assig, denn f

ur c  p
e
t;t+1
gilt
(p
e
t;t+1
; S
b
(p
e
t;t+1
)) =
p
e
t;t+1
  c
((p
e
t;t+1
  c)
2
+ 
2
(p
e
t;t+1
)
2
)
(p
e
t;t+1
  c) 
1

:
Die Angebotsfunktion S
b
(p
e
t;t+1
) ist nicht{negativ und weist auf dem Intervall
[c;1) eine zur

uckgebogene Form auf.
2
Die Angebotsfunktion S
b
(p
e
t;t+1
) besitzt
dabei ein globales Maximum und es ist lim
p
e
t;t+1
!1
S
b
(p
e
t;t+1
) = 0.
Im folgenden wird eine lineare Nachfragefunktion
D(p) = a   b  p ; p 2

0;
a
b

(5.2)
vorausgesetzt. Der Parameter a  0 bezeichnet die maximale Nachfrage nach dem
Gut und der Parameter b  0 entspricht der Steigung der Nachfragefunktion.
2
Eine zur

uckgebogene Angebotsfunktion kann auch aufgrund der folgenden allgemeineren
Nutzenfunktion hergeleitet werden. Der Erwartungsnutzen des Produzenten bei einen zuf

alligen
Gewinn  betrage
E(u()) = V

E()  

2
Var()

;
wobei V eine streng monoton steigende und stetig dierenzierbare Funktion auf IR sei. Wird
(E(P
t+1
))
e
wieder mit p
e
t;t+1
abgek

urzt, ist (Var(P
t+1
))
e
= 
2
 (p
e
t;t+1
)
2
und sind die Grenz-
kosten c > 0 konstant, so ist die in Periode t+ 1 angebotene Menge:
q
S
t+1
=
p
e
t;t+1
  c

2
(p
e
t;t+1
)
2
; p
e
t;t+1
 c :
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Ist die maximale Nachfrage a gr

osser als das Maximum der Angebotsfunktion
max
p
e
t;t+1
S
b
(p
e
t;t+1
), dann ergeben die Angebotsfunktion (5.1) und die Inverse der
Nachfragefunktion (5.2) das Bildungsgesetz:
D
 1
 S
b
(p
e
t;t+1
) =
8
<
:
a
b
; 0  p
e
t;t+1
< c
a
b
 
p
e
t;t+1
 c
b((p
e
t;t+1
 c)
2
+
2
(p
e
t;t+1
)
2
)
; c  p
e
t;t+1
<1
:
Das Bildungsgesetz D
 1
S
b
(p
e
t;t+1
) weist auf [c;1) ebenfalls eine zur

uckgebogene
Form auf. Die Elastizit

at des Bildungsgesetzes ist f

ur p
e
t;t+1
nahe bei c negativ.
F

ur entsprechend groes p
e
t;t+1
wird sie dann positiv.
Im Rahmen der weiteren numerischen Untersuchungen wird b = 1 und c = 1
gesetzt. F

ur p
e
t;t+1
 1 ist das Bildungsgesetz stetig dierenzierbar und wird mit
f(p
e
t;t+1
; ; ; a) = a  
p
e
t;t+1
  1
((p
e
t;t+1
  1)
2
+ 
2
(p
e
t;t+1
)
2
)
; p
e
t;t+1
 1
abgek

urzt. Nach Lemma 2 aus Kapitel 3 besitzt dieses zur

uckgebogene Bildungs-
gesetz mindestens einen Gleichgewichtspreis p
I
;;a
. F

ur die Elastizit

at des Bil-
dungsgesetzes an diesem Gleichgewichtspreis gilt

f
(p
I
;;a
) =

S
(p
I
;;a
)

D
(p
I
;;a
)
 1 :
Die Abbildung 5.1 zeigt das Bildungsgesetz f

ur a = 4:0, b = 1:0, c = 1:0,  = 0:4
und f

ur  = 0:29 bzw.  = 0:32. Es existieren Werte von , f

ur die ein, zwei
oder drei verschiedene Gleichgewichtspreise vorliegen. Die Abbildung 5.2 zeigt das
Bildungsgesetz f

ur a = 4:0, b = 1:0, c = 1:0,  = 0:55 und f

ur  = 0:18 bzw.  =
0:2. Bei beliebiger

Anderung von  existiert immer nur ein Gleichgewichtspreis.
Die Abbildung 5.3 zeigt das Bildungsgesetz f

ur a = 4:0, b = 1:0, c = 1,  = 0:18
und f

ur  = 0:55 bzw.  = 0:6. Bei beliebiger

Anderung von  existiert immer
nur ein Gleichgewichtspreis.
Die Gleichgewichtspreise des Bildungsgesetzes k

onnen als Nullstellen eines
Polynoms vom Grade 3 berechnet werden. Auerdem existiert zu jedem Gleich-
gewichtspreis eine eindeutige Gleichgewichtsmenge. Im Falle einer

Anderung der
Parameter ,  und a kann es bei den drei Gleichgewichtspreisen zu unterschied-
lichen Verschiebungen kommen. Liegt ein Gleichgewichtspreis in der N

ahe der
Grenzkosten c, dann ist die partielle Ableitung der Gleichgewichtsmenge nach
dem Gleichgewichtspreis positiv. Bei entsprechend hohem Gleichgewichtspreis ist
die partielle Ableitung der Gleichgewichtsmenge nach dem Gleichgewichtspreis
negativ.
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Abbildung 5.1: Zur

uckgebogenes Cobweb{Bildungsgesetz D
 1
 S
b
mit  = 0:4,
a = 4:0, c = 1:0, b = 1:0 und  = 0:29; 0:32.
 = 0:2
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Abbildung 5.2: Zur

uckgebogenes Cobweb{Bildungsgesetz D
 1
S
b
mit  = 0:55,
a = 4:0, c = 1:0, b = 1:0 und  = 0:18; 0:2.
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 = 0:55
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Abbildung 5.3: Zur

uckgebogenes Cobweb{Bildungsgesetz D
 1
S
b
mit  = 0:18,
a = 4:0, c = 1:0, b = 1:0 und  = 0:55; 0:6.
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5.2 Prognose mittels ungewichtetemDurchschnitt
Um die dynamischen Eigenschaften des Cobweb{Modells mit S{f

ormigem Bil-
dungsgesetz unmittelbar mit den dynamischen Eigenschaften des Cobweb{Modells
mit zur

uckgebogenem Bildungsgesetz vergleichen zu k

onnen, wird in diesem Ab-
schnitt zun

achst davon ausgegangen, da die Produzenten zur Prognose des ersten
Moments p
e
t;t+1
den ungewichteten Durchschnitt
p
e
t;t+1
=
1

 1
X
k=0
p
t k
; t  
verwenden. Die Prognose p
e
t;t+1
liegt jeweils in der konvexen H

ulle der endlich
vielen vergangenen Beobachtungen p
t
; : : : ; p
t +1
. Sind die Parameter a,  und
 so gew

ahlt, da das globale Minimum des zur

uckgebogenen Bildungsgesetzes
gr

oer als c = 1 ist und gilt f

ur die Anfangswerte p
1
 1; : : : ; p
k
 1, dann
entspricht das Cobweb{Modell der stetig dierenzierbaren Dierenzengleichung
p
t+1
= a  
1

P
 1
k=0
p
t k
  1
((
1

P
 1
k=0
p
t k
  1)
2
+ 
2
(
1

P
 1
k=0
p
t k
)
2
)
; t   : (5.3)
Diese Dierenzengleichung kann auch in Form eines {dimensionalen dynami-
schen Systems dargestellt werden und ist in den Parametern a,  und  stetig
dierenzierbar.
5.2.1 Ein{Parameter Bifurkationsanalyse: Risikoaversion
und Streuungsfaktor
In diesem Abschnitt wird die Ver

anderung des dynamischen Verhaltens bei

Ande-
rung des Risikoaversions{Parameters , des Streuungsfaktors , der maximalen
Nachfrage a und der Ged

achtnisl

ange  untersucht. Es wird sich zeigen, da
wesentliche Unterschiede zwischen dem dynamischen Verhalten des Cobweb{
Modells mit S{f

ormigem Bildungsgesetz und dem dynamischen Verhalten des
Cobweb{Modells mit zur

uckgebogenem Bildungsgesetz bestehen. Im Rahmen der
folgenden Bifurkationsanalyse ist zu beachten, da das Cobweb{Modell stetig
von dem Risikoaversions{Parameter , dem Streuungsfaktor  und der maxima-
len Nachfrage a abh

angt, da jedoch eine

Anderung der Ged

achtnisl

ange  zu
einer Erh

ohung der Dimension des Cobweb{Modells f

uhrt. Um den Einu der
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Ged

achtnisl

ange  auf die Dynamik numerisch zu untersuchen, werden daher Bi-
furkationsdiagramme in ,  und a f

ur jeweils festes  = 1; 2; 3; 4 erstellt und
miteinander verglichen.
Naive Erwartungen
Naive Erwartungen p
e
t;t+1
= p
t
sind der einfachste Fall der Prognose mittels unge-
wichtetem Durchschnitt, denn die Ged

achtnisl

ange ist  = 1. Das Cobweb{Modell
(5.3) entspricht somit der ein{dimensionalen Dierenzengleichung
p
t+1
= f(p
t
; ; ; a) ; t 2 IIN : (5.4)
Das dynamische Verhalten eines Cobweb{Modells mit zur

uckgebogenem Bildungs-
gesetz und unter der Annahme von naiven Erwartungen wurde erstmals von
Artstein (1983) und sp

ater von Jensen & Urban (1984) untersucht. Beide Ar-
beiten weisen nach, da bei diesen Cobweb{Modellen f

ur eine oene Teilmenge
des Parameterraums topologisches Chaos auftritt. Die folgenden Untersuchungen
werden ergeben, da auch bei dem obigen Cobweb{Modell (5.4) f

ur eine oene
Teilmenge des Parameterraums topologisches Chaos auftritt. Insbesondere zei-
gen die Bifurkationsdiagramme, da es bei abnehmender Risikoaversion zu einem
Perioden{Verdopplungsszenario kommt.
Bifurkationen bei abnehmender Risikoaversion und Streuungsfaktor  = 0:4:
Nach Abbildung 5.1 liegen in Abh

angigkeit der Parameter ,  und a ein, zwei
oder drei station

are Zust

ande p
I
;;a
< p
II
;;a
< p
III
;;a
vor. Die Abbildung 5.1 macht
auerdem deutlich, da bei einem Streuungsfaktor von  = 0:4 und bei einer ma-
ximalen Nachfrage von a = 4 ein Risikoaversions{Parameter 
1
existiert, so da
am station

aren Zustand p
III

1
;0:4;4
die Fold{Bifurkationsbedingungen
f
p
(p
III

1
;0:4;4
; 
1
; 0:4; 4) = 1 ;
f
pp
(p
III

1
;0:4;4
; 
1
; 0:4; 4) 6= 0 ;
f

(p
III

1
;0:4;4
; 
1
; 0:4; 4) 6= 0
erf

ullt sind. Man sehe hierzu auch die Ausf

uhrungen in Anhang 3.2. F

ur  in
einer entsprechenden Umgebung von 
1
gilt daher folgendes. Ist  > 
1
, dann
existiert ein lokal stabiler station

arer Zustand p
III
;0:4;4
und ein instabiler stati-
on

arer Zustand p
II
;0:4;4
. Ist  < 
1
, dann verschwinden die station

aren Zust

ande
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p
II

1
;0:4;4
und p
III
;0:4;4
. Dar

uber hinaus existiert f

ur beliebiges  2 [0:29; 0:32] ein
station

arer Zustand p
I
;0:4;4
. Die Elastizit

at des Bildungsgesetzes am station

aren
Zustand p
I
;0:4;4
ist negativ, denn es ist f
0
(p
I
;0:4;4
; ; 0:4; 1) < 0 f

ur  2 [0:29; 0:32].
Die Abbildung 5.4 zeigt unter  = 1 Bifurkationsdiagramme in  2 [0:29; 0:32]
f

ur unterschiedliche Anfangswerte. F

ur  > 0:31 koexistieren die lokal stabilen
station

aren Zust

ande p
I
;0:4;4
und p
III
;0:4;4
. Ist der Anfangswert p
1
= 1:5, dann
kommt es bei abnehmender Risikoaversion zu einem Perioden{Verdopplungssze-
nario. Ist  < 0:305, dann verh

alt sich das Cobweb{Modell in Abh

angigkeit der
Startwerte periodisch oder aperiodisch. Der Durchmesser der Attraktoren w

achst
mit abnehmender Risikoaversion. Das bedeutet, da bei niedrigerer Risikoaversi-
on gr

oere Preisschwankungen auftreten.
Bifurkationen bei abnehmender Risikoaversion und Streuungsfaktor  = 0:55:
Die Abbildung 5.2 macht deutlich, da im Falle eines Streuungsfaktors von  =
0:55 und einer maximalen Nachfrage von a = 4 zu jedem  2 [0:18; 0:2] genau ein
station

arer Zustand p
I
;0:55;4
existiert. Dar

uber hinaus gibt es ein 
0
derart, da
die Flip{Bifurkationsbedingungen
f
p
(p
I

0
;0:55;4
; 
0
; 0:55; 4) =  1 ;
f
p
(p
I

0
;0:55;4
; 
0
; 0:55; 4) 6= 0 ;
1=2(f
pp
(p
I

0
;0:55;4
; 
0
; 0:55; 4))
2
+ 1=3f
ppp
(p
I

0
;0:55;4
; 
0
; 0:55; 4) 6= 0
erf

ullt sind. F

ur  in einer entsprechenden Umgebung von 
0
gilt daher folgen-
des. Ist  > 
0
, dann ist der station

are Zustand p
I

0
;0:55;4
lokal stabil. F

ur  = 
0
erf

ahrt das Cobweb{Modell eine nicht{degenerierte Flip{Bifurkation und konver-
giert f

ur  < 
0
lokal gegen einen 2{Zyklus.
Die Abbildung 5.5 zeigt unter  = 1 das Bifurkationsdiagramm in  2
[0:18; 0:2] und das zugeh

orige Diagramm des maximalen Lyapunov Exponen-
ten. F

ur  < 0:196 treten positive Lyapunov Exponenten und damit sensitive
Abh

angigkeit von den Anfangswerten auf. Im folgenden wird auerdem der Nach-
weis erbracht, da topologisches Chaos auftritt. Der Durchmesser der Attraktoren
w

achst auch in diesem Fall wieder mit abnehmender Risikoaversion. Das bedeu-
tet, da bei niedrigerer Risikoaversion gr

oere Preisschwankungen auftreten.
Die Abbildung 5.6 zeigt unter  = 1 Zyklogramme des Cobweb{Modells mit
naiven Erwartungen. Die Zyklogramme zeigen die qualitative Ver

anderung des
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dynamischen Verhaltens, die im Falle einer

Anderung zweier Modellparameter
eintritt. Zum einen wird der Risikoaversions{Parameter  2 [0:18; 0:2] und der
Streuungsfaktor  2 [0:55; 0:58] variiert. Zum anderen wird der Risikoaversions{
Parameter  2 [0:18; 0:2] und die maximale Nachfrage a 2 [4:0; 4:2] variiert.
Numerisch zeigt sich, da im Falle von a = 4 ein oener Parameterbereich f

ur 
und  existiert, so da ein lokal stabiler Zyklus der Ordnung 3 vorliegt. Ebenfalls
ndet man numerisch bei  = 0:55 einen oenen Parameterbereich f

ur  und
a, so da ein lokal stabiler Zyklus der Ordnung 3 vorliegt. Da diese numerisch
nachgewiesenen 3{Zyklen lokal stabil sind, kann aufgrund einer hohen Rechen-
genauigkeit auf die analytische Existenz von lokal stabilen 3{Zyklen geschlossen
werden. Nach Li & Yorke (1975) existiert damit ein oener Parameterbereich in
(; ; a), f

ur den topologisches Chaos auftritt.
Bifurkationsverhalten bei unterschiedlicher Ged

achtnisl

ange
In diesem Abschnitt wird der Einu der Risikoaversion auf das dynamische
Verhalten des Cobweb{Modells bei unterschiedlicher Ged

achtnisl

ange  der Pro-
gnoseregel untersucht. Im Rahmen der qualitativen Bifurkationssanalyse des Ab-
schnitts 3.2 wurde f

ur die station

aren Zust

ande das Verhalten der Eigenwerte
in Abh

angigkeit der Ged

achtnisl

ange und der Elastizit

at des Bildungsgesetzes
bestimmt (Abbildung 3.1). Da meistens ein degenerierter Bifurkations{Typ vor-
liegt, ist eine theoretische Bifurkationsanalyse dieser Cobweb{Modelle aueror-
dentlich schwierig. Das Bifurkationsverhalten des Cobweb{Modells wird deshalb
numerisch mit Hilfe von Bifurkationsdiagrammen und Diagrammen des maxima-
len Lyapunov Exponenten analysiert. Die obigen Untersuchungen haben gezeigt,
da f

ur  = 1 lokal stabile station

are Zust

ande koexistieren. Im folgenden wer-
den Bifurkationsdiagramme imRisikoaversions{Parameter  bei unterschiedlicher
Ged

achtnisl

ange und f

ur unterschiedliche Startwerte erstellt.
Bifurkationsverhalten in  2 [0:29; 0:32] f

ur a = 4,  = 0:4 und  = 1; 2; 3:
Die Abbildung 5.4 zeigt Bifurkationsdiagramme
3
in  2 [0:29; 0:32] f

ur  = 1; 2; 3
mit  = 0:4, a = 4 und c = 1, wobei von zwei verschiedenen Anfangswerten ausge-
3
Zu Parameterwerten  2 [0:29; 0:32] und Anfangswerten p^

; : : : ; p^
1
bzw. p

; : : : ; p
1
wer-
den jeweils 2000 Iterationswerte berechnet. Das Bifurkationsdiagramm zeigt die letzten 200
Iterationswerte p
t
.
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gangen wird. Im Gegensatz zu dem Cobweb{Modell mit S{f

ormigem Bildungsge-
setz koexistieren bei dem Cobweb{Modell mit zur

uckgebogenem Bildungsgesetz
lokal stabile station

are Zust

ande f

ur  = 1; 2; 3.
F

ur  = 1 und Risikoaversions{Parameterwerte  2 [0:31; 0:32] sind die bei-
den station

aren Zust

ande p
I
;0:4;4
und p
III
;0:4;4
lokal stabil. F

ur  2 [0:3; 0:31] ko-
existieren der station

are Zustand p
III
;0:4;4
und Zyklen von h

oherer Ordnung. Bei
l

angerem Ged

achtnis ist nur der station

are Zustand p
I
;0:4;4
f

ur Risikoaversions{
Parameterwerte  < 0:3 noch lokal stabil. N

ahert sich  dem Wert 0:29, dann
tritt komplexes dynamisches Verhalten auf. Der Durchmesser der Attraktoren
und damit der maximale Ausschlag der Preisschwankungen nimmt mit kleiner
werdender Risikoaversion zu. Diese Zunahme ist unabh

angig von  .
Um zus

atzliche Informationen

uber die Form des komplexen dynamischen
Verhaltens des Cobweb{Modells zu erhalten, werden zu verschiedenen Bifurkati-
onsdiagrammen die entsprechenden Diagramme des maximalen Lyapunov Expo-
nenten erstellt.
Bifurkationsverhalten in  2 [0:18; 0:2] f

ur a = 4,  = 0:55,  = 1; 2; 3; 4:
Die Abbildung 5.5 zeigt die Bifurkationsdiagramme und die zugeh

origen Dia-
gramme des maximalen Lyapunov Exponenten in  2 [0:18; 0:2] f

ur  = 0:55,
a = 4 und  = 1; 2; 3; 4. Es existiert ein eindeutiger station

arer Zustand, der
bei wachsender Ged

achtnisl

ange f

ur immer gr

oere Bereiche des Risikoaversions{
Parameters lokal stabil ist. Im Gegensatz zu dem Cobweb{Modell mit S{f

ormigem
Bildungsgesetz weist das Cobweb{Modell mit zur

uckgebogenem Bildungsgesetz
bei jeder Ged

achtnisl

ange  = 1; 2; 3; 4 positive Lyapunov Exponenten und damit
komplexes dynamisches Verhalten auf. Das Supremum der positiven Lyapunov
Exponenten wird bei zunehmender Ged

achtnisl

ange kleiner. Der Durchmesser der
Attraktoren und damit der maximale Ausschlag der Preisschwankungen nimmt
mit kleiner werdender Risikoaversion zu. F

ur  in der N

ahe von 0:18 ist diese
Zunahme unabh

angig von  . Um Aussagen

uber Eigenschaften des periodischen
Verhaltens und deren Abh

angigkeit von der Ged

achtnisl

ange machen zu k

onnen,
werden im folgenden Zyklogramme f

ur unterschiedliche Parameterkombinationen
erstellt.
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p
t
 = 3, SW:p
1
; p
2
; p
3
= 3:5
p
t
p
t
p
t
p
t
p
t
 
 
 
0.320.305
0
2 2
0
0.305 0.32
2 2
2 2
0 0
0 0
0.305 0.305
0.305 0.305
0.32 0.32
0.32 0.32
4 4
44
44
0.29 0.29
0.290.29
0.29 0.29
 = 1, SW: p
1
= 1:5  = 1, SW:p
1
= 3:5
 = 2, SW:p
1
; p
2
= 1:5  = 2, SW:p
1
; p
2
= 3:5
 = 3, SW:p
1
; p
2
; p
3
= 1:5
Abbildung 5.4: Ein{Parameter Bifurkationsdiagramme in  2 [0:29; 0:32] mit
unterschiedlichen Startwerten (SW) f

ur  = 1; 2; 3,  = 0:4 und a = 4.
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p
t
0.18
p
t
 = 1  = 2
Max.Lyap.Exp.  = 1 Max.Lyap.Exp.  = 2
4 4
2
0 0
0.19 0.2 0.19 0.2
 
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-1.0 -1.0
0.19 0.2 0.19 0.2
 
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-1.0 -1.0
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0 0
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 = 4
 = 4p
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p
t
1.0 1.0
1.0 1.0
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0.18 0.18
0.18 0.18
0.180.18
0.18
Abbildung 5.5: Ein{Parameter Bifurkationsdiagramme und Diagramme des max.
Lyap. Exp. in  2 [0:18; 0:2] f

ur  = 1; 2; 3; 4 mit  = 0:55 und a = 4.
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5.2.2 Zwei{Parameter Bifurkationsanalyse: Streuungsfak-
tor und Risikoaversion, maximale Nachfrage und
Risikoaversion
Zur Untersuchung der qualitativen Ver

anderung der Dynamik bei Variation zwei-
er Modellparameter werden wieder mittels Zyklogramme
4
erstellt. Die-
ser Abschnitt befat sich zun

achst mit dem Bifurkationsverhalten des Cobweb{
Modells bei gleichzeitiger Variation des Risikoaversions{Parameters und des Streu-
ungsfaktors. Anschlieend wird das Bifurkationsverhalten bei Variation des Ri-
sikoaversions{Parameters und der maximalen Nachfrage untersucht. Die Abbil-
dung 5.6 zeigt f

ur Ged

achtnisl

ange  = 1; 2; 3 der Prognoseregel das jeweilige
Zyklogramm in (; ) 2 [0:18; 0:2] [0:55; 0:58] und das jeweilige Zyklogramm in
(; a) 2 [0:18; 0:2] [4:0; 4:2].
Zyklogramm in (; ) 2 [0:18; 0:2] [0:55; 0:58] f

ur  = 1; 2; 3:
Bei hoher Risikoaversion oder hohem Streuungsfaktor konvergiert das Cobweb{
Modell gegen den eindeutigen station

aren Zustand. Insbesondere w

achst die Men-
ge der Parameterkombinationen (; ), f

ur die der station

are Zustand lokal stabil
ist, wenn die Ged

achtnisl

ange  der Prognoseregel gr

oer wird. Bei abnehmen-
der Risikoaversion  oder abnehmendem Streuungsfaktor  treten zun

achst lokal
stabile Zyklen der Ordnung  + 1 auf. Bei dem in Abschnitt 4.2 untersuchten
Cobweb{Modell mit S{f

ormigem Bildungsgesetz ist die Ordnung der lokal stabi-
len Zyklen durch  +1 beschr

ankt. Im Gegensatz dazu weist das Cobweb{Modell
mit zur

uckgebogenem Bildungsgesetz, bei entsprechend niedrigem  oder , auch
lokal stabile Zyklen von einer Ordnung gr

oer als  + 1 auf. Insbesondere ndet
man f

ur  = 1; 2; 3 periodische Fenster mit lokal stabilen Zyklen der Ordnung 3.
Zyklogramm in (; a) 2 [0:18; 0:2] [4:0; 4:2] f

ur  = 1; 2; 3:
Bei gleicher Ged

achtnisl

ange  weisen die Zyklogramme in den Parametern (; a)
und die Zyklogramme in (; ) eine Vielzahl von Gemeinsamkeiten auf. So w

achst
4
Wie bereits in Abschnitt 4.3.2 erkl

art, kann f

ur Parameterkombinationen aus
einem vorgegebenen zwei{dimensionalen Intervall das jeweilige dynamische Langzeitverhalten
eines Systems numerisch ermitteln und farblich kodiert in Form einer Landkarte, dem Zyklo-
gramm, darstellen. Man sehe hierzu auch das Handbuch von B

ohm & Schenk-Hoppe (1998).
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die Menge der Parameterkombinationen (; a), f

ur die der station

are Zustand
lokal stabil ist, wenn die Ged

achtnisl

ange  der Prognoseregel gr

oer wird. Ins-
besondere liegt ein aperiodisches Verhalten des Cobweb{Modells erst bei ent-
sprechend niedriger maximaler Nachfrage a oder bei niedrigem Risikoaversions{
Parameter  vor.
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Order 17
Order 15
Order 18
Order 14
Order 19
Order 13
Order 20
Order 12
Order 21
Order 11
Order 22
Order 10
Order 23
Order 9
Order 24
Order 8
Order 25
Order 7
Order 26
Order 6
Order 27
Order 5
Order 28
Order 4
Order 29
Order 3
Order 30
Order 2
oor
Order 1
Order 16
Aperiodic
 = 3,  = 0:55
0.2 0.2
0.2 0.2
0.2 0.2
0.19 0.19
0.19 0.19
0.19 0.19



 


0.18 0.18
0.18 0.18
0.18 0.18


a
a
a
0.55 0.565 0.58
0.55 0.565 0.58
0.55 0.565 0.58
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4.0 4.1 4.2
4.0 4.1 4.2
 = 1, a = 4
 = 2, a = 4
 = 3, a = 4
 = 1,  = 0:55
 = 2,  = 0:55
Abbildung 5.6: Zyklogramme in (; ) 2 [0:18; 0:2]  [0:55; 0:58] und in (; a) 2
[0:18; 0:2] [4; 4:2] f

ur  = 1; 2; 3.
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5.2.3 Schlufolgerungen
Die numerische Analyse der Dynamik des Cobweb{Modells mit zur

uckgeboge-
nem Bildungsgesetz und dem ungewichteten Durchschnitt als Prognoseregel hat
folgendes ergeben:
Bei einer hohen Risikoaversion des Produzenten hat das Cobweb{Modell ent-
weder einen eindeutigen lokal stabilen station

aren Zustand oder es koexistieren
drei station

are Zust

ande. Entspricht dem station

aren Zustand ein hoher Gleich-
gewichtspreis, so ist das Bildungsgesetz zu diesem Gleichgewichtspreis positiv
elastisch. Entspricht dem station

aren Zustand ein niedriger Gleichgewichtspreis,
dann ist das Bildungsgesetz zu diesem Gleichgewichtspreis negativ elastisch. Da-
her h

angen nur die Stabilit

atseigenschaften des station

aren Zustandes, der dem
niedrigen Gleichgewichtspreis entspricht, von der L

ange des Ged

achtnisses der
Prognoseregel ab.
5
Die imKapitel 4 durchgef

uhrte numerische Analyse der Dynamik des Cobweb{
Modells mit S{f

ormigem Bildungsgesetz und dem ungewichtetem Durchschnitt
als Prognoseregel hat gezeigt, da auer f

ur  = 2 kein komplexes dynamisches
Verhalten auftritt und da die Ordnung der lokal stabilen Zyklen  + 1 ist. Im
Gegensatz dazu zeigten die Untersuchungen dieses Abschnitts, da das Cobweb{
Modell mit zur

uckgebogenem Bildungsgesetz und ungewichtetem Durchschnitt
als Prognoseregel bei kurzer Ged

achtnisl

ange auch komplexere Formen des dyna-
mischen Verhaltens aufweist.
So kann es bei naiven Erwartungen im Falle einer Variation des Risikoaversions{
Parameters oder des Streuungsfaktors sowohl zu einer Flip{Bifurkation, wie auch
zu einer Fold{Bifurkation kommen. Auerdem tritt komplexes dynamisches Ver-
halten, wie etwa topologisches Chaos, bei niedriger Risikoaversion und niedrigem
Streuungsfaktor auf. Ist die Ged

achtnisl

ange der Prognoseregel  , so liegen nicht
nur lokal stabile Zyklen der Ordnung  +1 vor. Numerisch lassen sich auch lokal
stabile Zyklen von einer Ordnung gr

oer als  + 1 nachweisen. Auerdem nimmt
bei abnehmender Risiokoaversion der Durchmesser der Attraktoren und damit die
Amplitude der Preisschwankungen zu. Im Falle einer Verringerung der Risikoaver-
sion, der maximalen Nachfrage a, oder des Streuungsfaktors  kommt es zu einem
aperiodischen Verhalten des Cobweb{Modells, wobei h

aug auch positive Lyapu-
nov Exponenten auftreten. Eine Erh

ohung der Ged

achtnisl

ange bewirkt, da sich
5
Die Konvergenzgeschwindigkeit der Trajektorien zu diesem station

aren Zustand verringert
sich dabei mit zunehmender Ged

achtnisl

ange.
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diese maximalen Lyapunov Exponenten schnell der Null ann

ahern. Das bedeutet,
da das Cobweb{Modell dann nur noch eine geringe sensitive Abh

angigkeit von
den Anfangswerten aufweist.
5.3 Prognose mittels geometrisch gewichtetem
Durchschnitt
In diesem Abschnitt wird davon ausgegangen, da die Produzenten zur Prognose
des ersten Moments p
e
t;t+1
den geometrisch gewichteten Durchschnitt
p
e
t;t+1
=
1
P
 1
i=0
w
i
 1
X
k=0
w
k
p
t k
verwenden. Die folgende numerische Analyse befat sich daher sowohl mit dem
Einu des Gewichtungsfaktors w 2 (0;1), wie auch mit dem Einu der Ged

acht-
nisl

ange  2 IIN auf das dynamische Verhalten des Cobweb{Modells mit zur

uck-
gebogenem Bildungsgesetz. Die Prognose p
e
t;t+1
liegt jeweils in der konvexen H

ulle
der endlich vielen vergangenen Beobachtungen p
t
; : : : ; p
t +1
. Sind die Parameter
a,  und  so gew

ahlt, da das globale Minimum des zur

uckgebogenen Bildungs-
gesetzes gr

oer als c = 1 ist und gilt f

ur die Anfangswerte p
1
 1; : : : ; p
k
 1, dann
entspricht das Cobweb{Modell der stetig dierenzierbaren Dierenzengleichung
p
t+1
= a  
P
 1
k=0
w
k
p
t k
P
 1
i=0
w
i
  1
(
P
 1
k=0
w
k
p
t k
P
 1
i=0
w
i
  1)
2
+ 
2
(
P
 1
k=0
w
k
p
t k
P
 1
i=0
w
i
)
2
)
; t   : (5.5)
Diese Dierenzengleichung kann auch in Form eines {dimensionalen dynami-
schen Systems dargestellt werden und ist in den Parametern a, ,  und w > 0
stetig dierenzierbar. Es wird   2 vorausgesetzt, denn f

ur  = 1 entspricht die
Prognoseregel den bereits oben untersuchten naiven Erwartungen.
5.3.1 Ein{Parameter Bifurkationsanalyse: Risikoaversion,
Streuungsfaktor, Gewichtungsfaktor
In diesem Abschnitt wird der Einu des Gewichtungsfaktors w und der Ged

acht-
nisl

ange  auf das dynamische Verhalten des Cobweb{Modells (5.5) numerisch
analysiert. Analog zu Kapitel 4 wird insbesondere die Frage untersucht, inwiefern
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sich die Dynamik des Cobweb{Modells bei einem Gewichtungsfaktor w < 1 von
der Dynamik bei einem Gewichtungsfaktor w > 1 unterscheidet. Hierzu wird das
Bifurkationsverhalten des Cobweb{Modells in w 2 [0; 1] und in w 2 [1; 2] mit
Hilfe von Bifurkationsdiagrammen und Zyklogrammen untersucht. Um auer-
dem verschiedene Formen des komplexen dynamischen Verhaltens voneinander
unterscheiden zu k

onnen, wird zu jedem Bifurkationsdiagramm jeweils das ent-
sprechende Diagramm des maximalen Lyapunov Exponenten erstellt. Daneben
werden zu einigen Gewichtungsfaktoren w zwei{dimensionale Einbettungen von
verschiedenen {dimensionalen Attraktoren des Cobweb{Modells betrachtet.
Die numerische Analyse wird zeigen, da bei dem Cobweb{Modell mit zur

uck-
gebogenem Bildungsgesetz, im Gegensatz zu dem Cobweb{Modell mit S{f

ormi-
gem Bildungsgesetz, f

ur w < 1 und f

ur w > 1 signikant positive Lyapunov
Exponenten, und damit sensitive Abh

angigkeiten von den Anfangswerten, auf-
treten. Insbesondere weist das Cobweb{Modell mit zur

uckgebogenem Bildungs-
gesetz, f

ur Gewichtungsfaktoren w in der Umgebung von 0 und bei beliebiger
Ged

achtnisl

ange, h

aug ein komplexes dynamisches Verhalten auf. F

ur Gewich-
tungsfaktoren w aus der Umgebung von 1 verh

alt sich das Cobweb{Modell erst
bei einem entsprechend langen Ged

achtnis periodisch oder quasi{periodisch. Ver-
gleicht man im Falle des zur

uckgebogenen Bildungsgesetzes die Bifurkationsdia-
gramme des Cobweb{Modells mit geometrisch gewichtetem Durchschnitt und die
Bifurkationsdiagramme des Cobweb{Modells mit linear adaptiver Prognoseregel,
so zeigen sich bei groer Ged

achtnisl

ange wieder

Ubereinstimmungen zwischen
dem Bifurkationsverhalten der beiden Modelle.
Einu des Gewichtungsfaktors auf die Dynamik
Nach Lemma 2 aus Kapitel 3 existiert f

ur das zur

uckgebogene Bildungsgesetz
immer ein Gleichgewichtspreis p
I
;;a
, wobei f

ur die Elastizit

at des Bildungsgeset-
zes an diesem Gleichgewichtspreis 
f
(p
I
;;a
) = 
S
(p
I
;;a
)=
D
(p
I
;;a
)  1 gilt. Das
Cobweb{Modell besitzt daher f

ur fast alle Parameterkombinationen (; ; a), bei
entsprechend langem Ged

achtnis  und Gewichtungsfaktor w = 1, einen lokal
stabilen station

aren Zustand.
Bei zunehmendem Gewichtungsfaktor erf

ahrt das Cobweb{Modell eine Hopf{
Bifurkation. Bei abnehmendem Gewichtungsfaktor erf

ahrt das Cobweb{Modell
eine Flip{Bifurkation. Die folgenden Bifurkations{ und Lyapunov Exponenten
Diagramme zeigen das globale Bifurkationsverhalten des Cobweb{Modells bei
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Variation des Gewichtungsfaktors w 2 [0; 2].
Bifurkationsverhalten in w 2 [0; 2] f

ur  = 0:18, a = 4,  = 0:55 und  = 2; 3; 4; 5:
Die Abbildung 5.7 zeigt Bifurkationsdiagramme und Diagramme des maximalen
Lyapunov Exponenten im Gewichtungsfaktor w 2 [0; 2] f

ur die Ged

achtnisl

angen
 = 2; 3; 4; 5. Hierbei betr

agt die maximale Nachfrage a = 4, der Streuungsfaktor
 = 0:55, und der Risikoaversions{Parameter  = 0:18. Der station

are Zustand
des Cobweb{Modells ist f

ur  = 2; 3; 4 und Gewichtungsfaktoren aus der Um-
gebung von 1 instabil. Die Diagramme des maximalen Lyapunov Exponenten in
Abbildung 5.7 zeigen, da f

ur w in jeder Umgebung von 1 positive Lyapunov Ex-
ponenten auftreten. Auerdem ndet man numerisch f

ur Gewichtungsfaktoren w
in jeder beliebigen Umgebung von 0 signikant positive Lyapunov Exponenten.
Im Gegensatz dazu konvergiert das Cobweb{Modell mit S{f

ormigem Bildungsge-
setz, f

ur alle Gewichtungsfaktoren aus einer Umgebung von 0, gegen 2{Zyklen.
F

ur Gewichtungsfaktoren w  1 treten signikant positive maximale Lyapu-
nov Exponenten auf, die sich bei zunehmender Ged

achtnisl

ange  dem Wert Null
ann

ahern. Dieses numerische Ergebnis stimmt mit der Aussage der Proposition
2

uberein. Im Gegensatz dazu treten bei dem Cobweb{Modell mit S{f

ormigem
Bildungsgesetz, f

ur alle Gewichtungsfaktoren w  1, nicht{positive Lyapunov
Exponenten auf.
Unabh

angig von der Ged

achtnisl

ange der Prognoseregel vergr

oern sich die
Durchmesser der Attraktoren des Cobweb{Modells bei abnehmendem Gewich-
tungsfaktor w < 1. Das bedeutet, da die Preisschwankungen eine zunehmend
gr

oere Amplitude aufweisen. Die Durchmesser der Attraktoren vergr

oern sich
ebenso im Falle einer Zunahme des Gewichtungsfaktors w > 1.
Hat die Prognoseregel eine Ged

achtnisl

ange  , so ist der Zustandsraum des
Cobweb{Modells {dimensional. Da eine {dimensionale Darstellung der Tra-
jektorien nicht m

oglich ist, werden f

ur verschiedene Parameterkombinationen
zwei{dimensionale Einbettungen der {dimensionalen Attraktoren des Cobweb{
Modells untersucht.
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Abbildung 5.7: Ein{Parameter Bifurkationsdiagramme und Diagramme des max.
Lyap. Exp. in w 2 [0; 2] f

ur  = 1; : : : ; 4 mit  = 0:18,  = 0:55 und a = 4.
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Attraktoreinbettungen mit unterschiedlicher Risikoaversion und Ged

achtnisl

ange:
Die Abbildung 5.8 zeigt zwei{dimensional eingebettete Attraktoren
6
des Cobweb{
Modells f

ur die Risikoaversions{Parameterwerte  = 0:18; 0:1825; 0:185; 0:1875,
wobei die Ged

achtnisl

ange  = 2, der Gewichtungsfaktor w = 1 und der Streu-
ungsfaktor  = 0:55 ist. Die Attraktoren weisen eine fraktale Struktur auf und ihr
Durchmesser verringert sich bei zunehmendem Risikoaversions{Parameter. Un-
abh

angig von der Ged

achtnisl

ange gilt, da wenn in Periode t  1 der Preis p
t 1
niedrig ist, dann kann in der n

achsten Periode ein hoher oder ein niedriger Preis
p
t
auftreten. Im Falle eines hohen Preises p
t 1
in Periode t  1 ergibt sich in der
n

achsten Periode t ein Preis p
t
mittlerer H

ohe.
Die Abbildung 5.8 zeigt f

ur Gewichtungsfaktor w = 1:15, Streuungsfaktor
 = 0:55, Risikoaversions{Parameter  = 0:18 und Ged

achtnisl

ange  = 2; 3; 4; 5
zwei{dimensional eingebettete Attraktoren des Cobweb{Modells. F

ur  = 2; 3; 4
weisen die Attraktoren eine fraktale Struktur auf. F

ur  = 5 liegt ein quasi{
periodischer Attraktor vor. Im Falle eines niedrigen Preises p
t 1
in Periode t  1
kann der Preis p
t
in der n

achsten Periode t niedrig oder hoch sein. Ist aber in
Periode t  1 der Preis p
t 1
hoch, dann liegt in der n

achsten Periode t immer ein
niedriger Preis p
t
vor.
Das dynamische Verhalten bei langem Ged

achtnis:
Untersucht man das dynamische Verhalten des Cobweb{Modells f

ur Gewich-
tungsfaktoren w < 1 bei groer Ged

achtnisl

ange  , so kommt man zu folgendem
Ergebnis:
Die Abbildung 5.9 zeigt das Bifurkationsverhalten des Cobweb{Modells mit
geometrisch gewichtetem Durchschnitt als Prognoseregel bei einer

Anderung des
Risikoaversions{Parameters  2 [0:18; 0:2]. Hierbei betr

agt die Ged

achtnisl

ange
der Prognoseregel  = 10 und die betrachteten Gewichtungsfaktoren sind w = 0:2
und w = 0:3. Unterhalb der Bifurkationsdiagramme ist jeweils das Bifurkati-
onsdiagramm des Cobweb{Modells mit linear adaptiver Prognoseregel bei einer

Anderung von  2 [0:18; 0:2] f

ur Adaptationsparamter 1 w = 0:8 und 1 w = 0:7
abgebildet. Daneben sind f

ur festes  = 0:18 und  = 0:19 die Bifurkationsdia-
6
Zu einem festen Startwert werden 20000 Iterationswerte berechnet. Um bis zu einem gewis-
sen Grade transientes Verhalten auszuschlieen, werden nur die letzten 10000 Iterationswerte
p
t
als Paare (p
t
; p
t 1
) dargestellt.
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gramme der beiden Cobweb{Modelle im Gewichtungsfaktor w 2 (0; 1] bzw. im
Adaptationsparameter 1 w 2 [0; 1) abgebildet. Es zeigen sich deutliche

Uberein-
stimmungen im Bifurkationsverhalten der beiden Cobweb{Modelle. Insbesondere
weisen beide Modelle numerisch dieselben Bifurkationsstellen auf.
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Abbildung 5.8: Attraktoren im (p
t
; p
t 1
){Raum f

ur  = 2, w = 1,  = 0:55, a = 4
und  = 0:18; 0:1825; 0:185; 0:1875, sowie f

ur w = 1:15,  = 0:55,  = 0:18 und
 = 2; 3; 4; 5.
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Abbildung 5.9: Vergleich des Bifurk.verh. bei lin. adap. Prognose und bei Progno-
se mittels geo. gew. Durch. ( = 10) f

ur  2 [0:18; 0:2] bzw. w 2 [0; 1],  = 0:55,
a = 4.
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5.3.2 Zwei{Parameter Bifurkationsanalyse: Risikoaversi-
on und Gewichtungsfaktor
In diesem Abschnitt wird die

Anderung des dynamischen Verhaltens des Cobweb{
Modells (5.5) bei gleichzeitiger Variation des Risikoaversions{Parameters und des
Gewichtungsfaktors der Prognoseregel numerisch analysiert. Die Ergebnisse wer-
den anschlieend mit den Ergebnissen der Zwei{Parameter Bifurkationsanalyse
des Cobweb{Modells mit S{f

ormigem Bildungsgesetz verglichen. Die qualitati-
ve

Anderung der Dynamik des Cobweb{Modells bei Variation zweier Parameter
wird dabei mittels Zyklogrammen untersucht. Man sehe hierzu auch Abschnitt
4.3.2. Die im Rahmen der obigen Ein{Parameter Bifurkationsanalyse gewonnenen
Ergebnisse k

onnen hierdurch in einen allgemeineren Zusammenhang eingebettet
werden. Die Abbildung 5.10 zeigt Zyklogramme in (; w) 2 [0:18; 0:2] [0; 2] f

ur
 = 0:55, a = 4 und  = 2; : : : ; 7. Die beiden variierten Parameter sind also der
Risikoaversions{Parameter  2 [2:5; 3:0] und der Gewichtungsfaktor w 2 [0; 2].
Der Streuungsfaktor ist  = 0:55 und die maximale Nachfrage ist a = 4. Wie
bereits aus den in Abbildung 3.1 dargestellten Bifurkationskurven folgt auch auf-
grund der Zyklogramme, da f

ur Gewichtungsfaktoren w 6= 1 ab einer bestimm-
ten Elastizit

at des Bildungsgesetzes durch Vergr

oerung der Ged

achtnisl

ange eine
Stabilisierung des station

aren Zustandes nicht mehr m

oglich ist.
Das unterschiedliche Bifurkationsverhalten des Cobweb{Modells bei gerader
und ungerader Ged

achtnisl

ange zeigt sich vor allem am Verlauf der Bifurkations-
kurven des station

aren Zustandes. Die Zyklogramme zeigen diese Bifurkations-
kurven als den Rand der Menge derjeniger Parameter (; w), f

ur die das Cobweb{
Modell gegen den station

aren Zustand konvergiert. Betrachtet man das Bifurka-
tionsverhalten f

ur Gewichtungsfaktoren w < 1, dann zeigen sich f

ur Ged

acht-
nisl

ange   4 keine weiteren Ver

anderungen der Zyklogramme. Das dynami-
sche Verhalten der Cobweb{Modelle ist also f

ur 0 < w < 1 und groes  , trotz
unterschiedlicher Dimension der Modelle, kaum noch von der Ged

achtnisl

ange
abh

angig. Nur im Falle eines Gewichtungsfaktors w > 1 kommt es zu wesentli-
chen Ver

anderungen des Bifurkationsverhaltens, wenn die Ged

achtnisl

ange vari-
iert wird. Insbesondere ndet man, im Gegensatz zu dem Cobweb{Modell mit
S{f

ormigem Bildungsgesetz, f

ur w  1 lokal stabile Zyklen, die eine Ordnung
gr

oer als 2 aufweisen.
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Abbildung 5.10: Zyklogramme in w 2 [0; 2] und  2 [0:18; 0:2] f

ur  = 2; : : : ; 7
mit a = 4 und  = 0:55.
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5.3.3 Schlufolgerungen
Die numerische Analyse der Dynamik des Cobweb{Modells mit zur

uckgeboge-
nem Bildungsgesetz und geometrisch gewichteten Durchschnitt als Prognoseregel
f

uhrte zu folgenden Ergebnissen.
In Abh

angigkeit der Risikoaversion , des Streuungsfaktors  und der ma-
ximalen Nachfrage a, besitzt das zur

uckgebogene Cobweb{Bildungsgesetz einen,
zwei oder drei Gleichgewichtspreise. Bei niedriger Risikoaversion oder niedrigem
Streuungsfaktor ist die Elastizit

at des Bildungsgesetzes an einem dieser Gleich-
gewichtspreise negativ und weist einen hohen Betrag auf. Liegen drei station

are
Zust

ande vor, so ist der station

are Zustand, der dem hohen Gleichgewichtspreis
immer lokal stabil. Die lokalen Stabilit

atseigenschaften des station

aren Zustan-
des, der dem niedrigen Gleichgewichtspreis entspricht, h

angen von der Ged

acht-
nisl

ange  ab.
Die numerischen Untersuchungen zeigen, da das Cobweb{Modell f

ur Ge-
wichtungsfaktoren w > 1 und w < 1, sowie bei gerader und ungerader Ged

acht-
nisl

ange  , ein unterschiedliches dynamisches Verhalten aufweist. Die in Kapitel
4 durchgef

uhrte numerische Analyse ergab, da bei dem Cobweb{Modell mit
S{f

ormigem Bildungsgesetz und geometrisch gewichtetem Durchschnitt als Pro-
gnoseregel nur f

ur Gewichtungsfaktoren w < 1 komplexes dynamisches Verhalten
auftritt. Auerdem konvergiert dieses Cobweb{Modell f

ur w nahe bei 0 jeweils
gegen einen 2{Zyklus. Im Gegensatz dazu weist das Cobweb{Modell mit zur

uck-
gebogenem Bildungsgesetz f

ur Gewichtungsfaktoren w in der N

ahe von 0 ein kom-
plexes dynamisches Verhalten auf, wobei meistens signikant positive Lyapunov
Exponenten vorliegen. Bei kurzer Ged

achtnisl

ange tritt auch f

ur Gewichtungsfak-
toren w  1 komplexes dynamisches Verhalten mit zum Teil signikant positiven
Lyapunov Exponenten auf. Erst bei gr

oerer Ged

achtnisl

ange  n

ahern sich die
Lyapunov Exponenten der Null an, wobei sich das Cobweb{Modell f

ur Gewich-
tungsfaktoren w in der Umgebung von 1 periodisch oder quasi{periodisch verh

alt.
Der Vergleich der Dynamik bei linear adaptiver Prognose und bei Prognose
mittels geometrisch gewichtetem Durchschnitt zeigt, da auch bei zur

uckgeboge-
nem Bildungsgesetz

Ubereinstimmungen zwischen dem dynamischen Verhalten
der beiden Modelle bestehen. Unabh

angig von der Ged

achtnisl

ange der Progno-
seregel gilt auerdem, da sich sich die Durchmesser der Attraktoren des Cobweb{
Modells vergr

oern, wenn sich der Gewichtungsfaktor w von der 1 entfernt. Die
Preisschwankungen weisen dadurch also eine zunehmend gr

oere Amplitude auf.
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Des Weiteren existieren sowohl f

ur Gewichtungsfaktorenen w < 1, wie auch f

ur
Gewichtungsfaktoren w > 1 Attraktoren mit fraktaler Struktur. F

ur alle At-
traktoren gilt, da im Falle eines niedrigen Preises p
t 1
in Periode t   1 der
Preis p
t
in der n

achsten Periode t niedrig oder hoch sein kann. Ist in Periode
t   1 der Preis p
t 1
hoch so liegt in der n

achsten Periode t ebenfalls ein hoher
Preis p
t
vor. In Anlehnung an die Untersuchungen von Hommes & Sorger (1996)
m

ute sich daher die Analyse der Autokorrelationsfunktion der Zeitreihen dieses
Cobweb{Modells ergeben, da die Autokorrelationseigenschaften von einigen der
Zeitreihen den Autokorrelationseigenschaften von schwachem weien Rauschen
entsprechen. Hommes & Sorger (1996) bezeichnen dann die Prognoseregeln von
solchen Cobweb{Modellen als konsistent.
Somit l

at sich zusammenfassend sagen, da die Komplexit

at der Dynamik
von Cobweb{Modellen mit S{f

ormigem Bildungsgesetz vor allem durch die Form
der Prognoseregel bestimmt wird. Bei zur

uckgebogenem Bildungsgesetz h

angt
die Komplexit

at des dynamischen Verhaltens dagegen sowohl von der Form der
Prognoseregel, wie auch von den Kr

ummungseigenschaften des Bildungsgesetzes
ab. Im obigen Beispiel wurde die Kr

ummung des Bildungsgesetzes im wesentli-
chen durch die absolute Risikoaversion des Produzentens bestimmt. Hierbei ist
zu ber

ucksichtigen, da die absolute Risikoaversion selbst ein Kr

ummungsma
der Nutzenfunktion ist.
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Kapitel 6
Zusammenfassung und
Schlubemerkung
Die mathematischen Entdeckungen, die in den letzten Jahren auf dem Gebiet
der nichtlinearen dynamischen Systeme gemacht wurden, haben die Entwicklung
der

okonomischen Theorie nachhaltig beeinut. Insbesondere ergaben sich dar-
aus wichtige Impulse f

ur die Kontroverse, ob Schwankungen von

okonomischen
Gr

oen durch endogene Ursachen erkl

art werden m

ussen oder ob diese Schwan-
kungen allein auf exogene Ursachen zur

uckzuf

uhren sind. Vor allem die Kontro-
verse zwischen den Anh

angern der Bounded Rationality Literatur
1
und den Ve-
tretern der Hypothese rationaler Erwartungen wurde stark durch die Entdeckung
beeinut, da fast jede von einem stochastischen Proze erzeugte Zeitreihe auch
durch ein nichtlineares deterministisches System erzeugt werden kann. Ein Teil
der Bounded Rationality Literatur (Grandmont (1985), Grandmont (1998), Evans
& Honkapohja (1995a), Evans & Honkapohja (1995b), usw.) befat sich fast aus-
schlielich mit der Frage, unter welchen Voraussetzungen die Trajektorien eines

okonomischen Systems gegen eine Gleichgewichtsl

osung mit rationalen Erwartun-
gen konvergieren. Allerdings haben gerade die Beitr

age von Hommes (1998) und
Hommes & Sorger (1996) gezeigt, da auch die Trajektorien, die nicht gegen eine
1
Unter bounded rationality bzw. beschr

ankt rationalem Verhalten wird in der Regel ver-
standen, da die Erwartungsbildung der Wirtschaftssubjekte auf einer vorgegebenen Familie
von Prognoseregeln beruht. Die Prognosen der Wirtschaftssubjekte werden dabei adaptiv er-
stellt, indem sie, basierend auf vergangenen Beobachtungen, jeweils eine neue Prognoseregel
ausw

ahlen. Die Gleichgewichtsl

osungen des zugrundeliegenden

okonomischen Systems, also die
perfekten Prognoseregeln, m

ussen nicht notwendigerweise zu der vorgegebenen Familie von
Prognoseregeln geh

oren. Man sehe hierzu auch Kirman & Salmon (1995).
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Gleichgewichtsl

osung konvergieren, im Rahmen von Untersuchungen langfristiger

okonomischer Entwicklungen mitber

ucksichtigt werden m

ussen.
2
Im Rahmen der vorliegenden Arbeit wird ebenfalls von der Annahme aus-
gegangen, da die Wirtschaftssubjekte die Struktureigenschaften der

Okonomie
nur unzureichend kennen und sich deshalb beschr

ankt rational verhalten. Das
bedeutet, da die Form ihrer Erwartungsbildung nur zu einem Teil oder

uber-
haupt nicht durch die Eigenschaften der

Okonomie bestimmt werden. Vielmehr
verwenden die Wirtschaftssubjekte zur Erstellung ihrer Prognosen einfache linear
rekursive Prognoseregeln. Beschr

ankt rationales Verhalten bedeutet im folgenden
also, da die Erwartungen der Wirtschaftssubjekte einfachen Trendbestimmun-
gen entsprechen, wobei der Trend zum Beispiel mittels der Bildung geometrisch
gewichteter Durchschnitte von vergangenen Beobachtungen bestimmt wird. In
diesem Fall legen sie durch den Gewichtungsfaktor und die Ged

achtnisl

ange des
geometrisch gewichteten Durchschnitts fest, welche der vergangenen Beobachtun-
gen die Extrapolation des Trends am st

arksten beeinussen. Das Verst

andnis des
Einusses von linear rekursiven Prognoseregeln auf das dynamische Verhalten von

okonomischen Systemen ist wichtig um die beiden oben genannten Kontroversen
voranzubringen.
Da im allgemeinen die Analyse des dynamischen Verhaltens

okonomischer Sy-
steme schwierig ist, befassen sich die Untersuchungen dieser Arbeit ausschlielich
mit der Frage, in welcher Weise Prognosen mittels einem geometrisch gewichte-
ten Durchschnitt das dynamische Verhalten von Cobweb{Modellen beeinussen.
Cobweb{Modelle bzw. Modelle vom Cobweb{Typ zeichnen sich dadurch aus, da
die Realisation aller Modellvariablen der n

achsten Periode ausschlielich von dem
f

ur die n

achste Periode erwarteten Zustand der Modellvariablen bestimmt wird.
Gerade wegen dieser einfachen Struktur werden in der Konjunktur{, Wachstums{,
und Finanzmarkttheorie h

aug Modelle vom Cobweb{Typ zur Analyse marktdy-
namischer Prozesse verwendet. Zum Studium des Einusses der Ged

achtnisl

ange
 und des Gewichtungsfaktors w einer Prognose mittels geometrisch gewichtetem
2
Weist ein

okonomisches System ein komplexes dynamisches Verhalten auf, dann ist nicht
klar, inwiefern die Wirtschaftssubjekte ihre Prognosefehler als systematische Fehler erkennen
k

onnen. So weist unter anderem Hommes (1998) darauf hin, da bestimmte Prognoseregeln
Fehler in der Vorhersage erzeugen, die dieselben Autokorellationseigenschaften wie weies Rau-
schen aufweisen. Hommes bezeichnet das Verhalten der Wirtschaftssubjekte als konsistent, da
diese ihre Prognosefehler nicht mittels linearer statistischer Methoden von weiem Rauschen
unterscheiden k

onnen.
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Durchschnitt auf das dynamische Verhalten eines Cobweb{Modells, werden in
dieser Arbeit analytische wie auch numerische Untersuchungen durchgef

uhrt.
Die analytischen Untersuchungen f

uhrten zu folgenden Ergebnissen:
Unter der Annahme, da das Bildungsgesetz des untersuchten Cobweb{Modells
stetig dierenzierbar ist, weisen die Eigenwerte der Jacobi{Matrizen spezielle Ei-
genschaften auf. So zeigt sich im Falle der Prognose mittels ungewichtetem Durch-
schnitt, da bei negativ elastischem Bildungsgesetz die station

aren Zust

ande
des Cobweb{Modells bei gen

ugend groer Ged

achtnisl

ange  lokal stabil sind.
Im

ubrigen ist das Bildungsgesetz negativ elastisch, wenn die Angebotsfunktion
streng monoton steigend und die Nachfragefunktion streng monoton fallend ist.
Im Falle der Prognose mittels geometrisch gewichtetem Durchschnitt mit einem
Gewichtungsfaktor w 6= 1, ist dagegen die Stabilit

at der station

aren Zust

ande
haupts

achlich von der Gr

oenordnung des Produktes aus der Elastizit

at des Bil-
dungsgesetzes und der Distanz (w   1) abh

angig.
Des Weiteren weisen Cobweb{Modelle in der Umgebung der station

aren Zu-
st

ande folgendes charakteristisches Bifurkationsverhalten auf. Ist der station

are
Zustand lokal stabil, dann tritt im Falle eines Gewichtungsfaktors w > 1 bei einer

Anderung der Elastizit

at des Bildungsgesetzes zun

achst eine Hopf{Bifurkation
auf. Ist jedoch w < 1, dann tritt bei gerader Ged

achtnisl

ange  f

ur w nahe 0 eine
Flip{ und f

ur w nahe 1 eine Hopf{Bifurkation auf. Bei ungerader Ged

achtnisl

ange
 tritt f

ur alle w < 1 bei einer Elastizit

ats

anderung eine Flip{Bifurkation auf.
Aufgrund der Begleitmatrixstruktur der Jacobi{Matrizen von Cobweb{Mo-
dellen ist es auerdem m

oglich, das Verhalten der maximalen Lyapunov Expo-
nenten in Abh

angigkeit der Ged

achtnisl

ange  genauer zu charakterisieren. Ins-
besondere kann analytisch nachgewiesen werden, da im Falle eines Gewichtungs-
faktors w  1, das Supremum aller Lyapunov Exponenten unterhalb einer oberen
Schranke liegt. Diese obere Schranke strebt gegen Null, wenn die Ged

achtnisl

ange
 gegen 1 konvergiert. Hat also eine Prognoseregel die Eigenschaft, da sie nur
die weit vergangenen Beobachtungen ber

ucksichtigt, so weist das entsprechende
Cobweb{Modell nur eine geringe oder gar keine sensitive Abh

angigkeit von den
Startwerten auf. Ein auenstehender Beobachter k

onnte nun die Entwicklung des
Modells nicht nur kurzfristig sondern auch mittelfristig vorhersagen.
S

amtliche Resultate best

atigen in gewisser Weise die Ergebnisse von Grand-
mont (1998). Er betrachtet OLG{Modelle unter der Annahme einer Kleinst{
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Quadrate{Lernregel und untersucht die lokalen dynamischen Eigenschaften dieser
Systeme. Dabei kommt er zu folgendem Schlu:
Learning generates local instability of self{fullling expectations
whenever agents are on average uncertain about the local dynamics
of the system, and thus ready to extrapolate a wide range of regula-
rities (trends) out of past deviations from equilibrium, and when the
inuence of expectations on the dynamics of the system is signicant.
(Grandmont (1998), Seite 743)
Im Rahmen von analytischen Untersuchungen kann aber nur wenig

uber das
globale dynamische Verhalten eines Cobweb{Modells ausgesagt werden. Aus die-
sem Grund befat sich die vorliegende Arbeit zu einem groen Teil mit numerisch{
experimentellen Analysen. In diesen numerischen Analysen wird das globale dy-
namische Verhalten eines Cobweb{Modells mit S{f

ormigem sowie mit zur

uck-
gebogenem Bildungsgesetz untersucht. Monotone Bildungsgesetze, wie das im
folgenden betrachtete S{f

ormige Bildungsgesetz, k

onnen aus der Voraussetzung
einer speziellen Technologie abgeleitet werden. Bildungsgesetze von zur

uckgebo-
gener Form ergeben sich dagegen erst wenn man annimmt, da die Produzenten
den Preis der n

achsten Periode subjektiv als unsicher betrachten. Im Falle ei-
ner quadratischen Nutzenfunktion weist dann die Angebotsfunktion bereits bei
einer geringen Risikoaversion der Produzenten eine zur

uckgebogene Form auf.
Das globale Bifurkationsverhalten der Modelle wird mittels einer systematische
Kombination von Bifurkationsdiagrammen, Diagrammen des maximalen Lyapu-
nov Exponenten, Zyklogrammen und Attraktorabbildungen untersucht.
Die numerischen Untersuchungen f

uhrten zu folgenden Ergebnissen:
Da S{f

ormige Bildungsgesetze negativ elastisch sind, besitzen Cobweb{Modelle
mit S{f

ormigem Bildungsgesetz immer einen eindeutigen Gleichgewichtspreis. Im
Fall der Prognose mittels ungewichtetem Durchschnitt ist der entsprechende stati-
on

are Zustand des Cobweb{Modells bei gen

ugend groer Ged

achtnisl

ange  nicht
nur lokal sondern global stabil. Bei zunehmendem Absolutbetrag der Elastizit

at
des Bildungsgesetzes treten lokal stabile koexistierende Zyklen der Ordnung +1
auf. Die Einzugsbereiche dieser koexistierenden Zyklen weisen bei groer Ged

acht-
nisl

ange eine komplizierte, Fraktal{

ahnliche Struktur auf. Das bedeutet, da f

ur
einen auenstehenden Beobachter die zuk

unftige Entwicklung des Systems nur
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bedingt vorhersagbar ist.
Der Einu einer Prognose mittels geometrisch gewichtetem Durchschnitt
auf das globale dynamische Verhalten von Cobweb{Modellen mit S{f

ormigem
Bildungsgesetz h

angt im wesentlichen davon ab, ob der Gewichtungsfaktor w
gr

oer oder kleiner als 1 und ob die Ged

achtnisl

ange  gerade oder ungerade
ist. Insbesondere tritt komplexes dynamisches Verhalten mit signikant positiven
Lyapunov Exponenten nur f

ur Gewichtungsfaktoren 0 < w < 1 auf. Ist der Ge-
wichtungsfaktoren w > 1, so verh

alt sich das Cobweb{Modell entweder periodisch
oder quasi{periodisch, aber niemals aperiodisch. Des Weiteren h

angt die Struktur
und die Ordnung der lokal stabilen koexistierenden Zyklen im wesentlichen von
der Ged

achtnisl

ange  ab, wobei die lokal stabilen Zyklen immer eine Ordnung
gr

oer als  und kleiner als 2 aufweisen. Dagegen nimmt die Amplitude der
Preisschwankungen, unabh

angig von  und w, mit wachsendem Absolutbetrag
der Elastizit

at des Bildungsgesetzes zu.
Der Einu der Prognose mittels geometrisch gewichtetem Durchschnitt auf
die Dynamik eines Cobweb{Modells mit zur

uckgebogenem Bildungsgesetz ist un-
terschiedlich zum Einu auf die Dynamik bei einem S{f

ormigen Bildungsgesetz.
Da zur

uckgebogene Bildungsgesetze f

ur niedrig erwartete Preise negativ elastisch
und f

ur hohe erwartete Preise positiv elastisch sind, treten entweder 1, 2 oder
3 Gleichgewichtspreise auf. Bei Prognose mittels ungewichtetem Durchschnitt
mit groer Ged

achtnisl

ange  kann es daher zur Koexistenz zweier lokal stabiler
station

arer Zust

ande kommen. Bei kurzer Ged

achtnisl

ange  weist das Cobweb{
Modell h

aug ein komplexes dynamisches Verhalten und positive Lyapunov Ex-
ponenten auf. Dagegen ist das Verhalten des Cobweb{Modells mit S{f

ormigem
Bildungsgesetz, bei Prognose mittels ungewichtetem Durchschnitt, immer peri-
odisch.
Das globale dynamische Verhalten des Cobweb{Modells mit zur

uckgeboge-
nem Bildungsgesetz h

angt ebenfalls davon ab, ob der Gewichtungsfaktor w > 1
oder w < 1 und die Ged

achtnisl

ange  gerade oder ungerade ist. F

ur w nahe
bei 0 ist die Dynamik des Cobweb{Modells meistens komplex und wird kaum
durch

Anderungen der Ged

achtnisl

ange beeinut. F

ur w  1 k

onnen bei kurzer
Ged

achtnisl

ange  zwar positive Lyapunov Exponenten vorliegen, doch bei einem
Anwachsen der Ged

achtnisl

ange n

ahern sich die Lyapunov Exponenten der Null
an. Unabh

angig von der Ged

achtnisl

ange der Prognoseregel vergr

oert sich die
Amplitude der Preisschwankungen, wenn der Absolutbetrag der Elastizit

at des
Bildungsgesetzes zunimmt.
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Insgesamt zeigt sich also, da das Auftreten eines komplexen dynamischen
Verhaltens bei S{f

ormigem Bildungsgesetz durch die Form der Prognoseregel be-
stimmt wird. Bei zur

uckgebogenem Bildungsgesetz h

angt die Komplexit

at der
Dynamik sowohl von der Form der Prognoseregel, als auch von der Kr

ummungs-
eigenschaft des Bildungsgesetzes ab. Die zur

uckgebogene Form des Bildungsge-
setzes wird vor allem durch die subjektive Preisunsicherheit und das risikoaverse
Verhalten des Produzenten bestimmt.
3
Es w

are nun notwendig, die in dieser Arbeit vorgenommenen Untersuchungen
auch bei allgemeineren sozio

okonomischen Systemen durchzuf

uhren. Die hier ge-
fundenen Resultate wurden zwar schon teilweise auf

okonomische Systeme mit
"
Leads\
4
(Guesnerie & Woodford (1991)) und auf

okonomische Systeme mit
"
vor-
herbestimmten Variablen\ (Gauthier (1997))

ubertragen. Allerdings befassen sich
diese Arbeiten nur mit dem lokalen dynamischen Verhalten der Systeme in der
Umgebung der station

aren Zust

ande. Dar

uberhinaus wurden erst wenige For-
men von rekursiver und nicht rekursiver Erwartungsbildung im Zusammenhang
mit nichtlinearen Cobweb{Modellen untersucht. Die bisher wichtigsten Beitr

age
sind dazu die Arbeit von Bray & Savin (1986) (Cobweb{Modelle mit Kleinst{
Quadrate{Lernregeln), die Arbeit von Arifovic (1994) (Cobweb{Modelle mit ge-
netischen Algorithmen als Prognoseregel) und der Beitrag von Brock & Hommes
(1997) (Cobweb{Modelle mit heterogenen Formen der Erwartungsbildung). Ein
Vergleich dieser Arbeiten zeigt, da noch vollkommen unklar ist, inwieweit ver-
schiedene Formen der Erwartungsbildung, bzw. ihr Einu auf das dynamische
Verhalten von sozio

okonomischen Systemen, miteinander zusammenh

angen.
3
Die absolute Risikoaversion ist dabei ein Kr

ummungsma der Nutzenfunktion des
Produzenten.
4
Bei

okonomischen Bildungsgesetzen mit
"
Leads\ ist der Zustand in der n

achsten Periode
auch von Erwartungen abh

angig, die

uber die n

achsten Periode hinausgehende Zeitpunkte
betreen. Eine genaue Denition ndet man in B

ohm & Wenzelburger (1997a).
Anhang A
Lineare Rekursivit

at und
endliches Ged

achtnis
Der Zusammenhang zwischen linear rekursiven Prognoseregeln und linearen Pro-
gnoseregeln mit endlichem Ged

achtnis wird deutlich, wenn eine nicht rekursive
Darstellung der linear rekursiven Prognoseregeln gew

ahlt wird.
Eine linear rekursive Prognoseregel basiert nach Denition 1 auf dem Para-
meterraum  = IR
k
und der parametrisierten Familie von Prognoseregeln
y
e
t;t+1
=  
L
(x
t
; 
t+1
) = a
0
+ Ax
t
+ B
t+1
; t 2 IIN ;
mit Matrizen
1
A 2 M(q; n), B 2 M(q; k), a
0
2 IR
q
und Adaptations{Parameter

t+1
2 IR
k
. Die Parameter{Adaptationsregel lautet

t+1
= 
L
(x
t
; 
t
) = c
0
+ Cx
t
+ D
t
; t 2 IIN ;
mit Matrizen C 2 M(k; n), D 2 M(k; k), c
0
2 IR
k
und Startwert 
1
2 . Setzt
man 
L
(x
t
; 
t
) in  
L
(x
t
; 
t+1
) ein, dann erh

alt man die Prognoseregel
y
e
t;t+1
=  
L
(x
t
; 
L
(x
t
; 
t
)) = a
0
+ Ax
t
+ B(c
0
+ Cx
t
+ D
t
) : (A.1)
Durch weiteres iteratives Einsetzen von 
L
(x
t i
; 
t i
) in die Prognoseregel (A.1)
ergibt sich die folgende nicht parametrische Darstellung f

ur linear rekursive
Prognoseregeln:
y
e
t;t+1
= a
0
+ Ax
t
+ B(c
0
+ Cx
t
+Dc
0
+DCx
t 1
+ : : :+
+D
t 1
c
0
+D
t 1
Cx
1
+D
t

1
) ; t 2 IIN :
1
Es bezeichne M(q; n) die Menge der reellwertigen Matrizen mit q Zeilen und n Spalten.
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AT
Lemma 10
Existiert ein  2 IIN derart, da D
+1
= 0 und D
k
6= 0 f

ur k   ist, so ist eine
linear rekursive Prognoseregel zugleich eine lineare Prognoseregel mit endlichem
Ged

achtnis der L

ange  2 IIN .
Umgekehrt kann jede linear Prognoseregel mit endlichem Ged

achtnis  2 IIN
als eine linear rekursive Prognoseregel dargestellt werden.
Beweis: Ist D
+1
= 0, dann folgt unmittelbar, da die Prognoseregel ein endli-
ches Ged

achtnis der L

ange  aufweist.
Sei umgekehrt eine lineare Prognoseregel
y
e
t;t+1
= w

+
 1
X
k=0
w
k
y
t k
; t   (A.2)
mit endlichem Ged

achtnis  2 IIN und mit Koezienten w
k
2 IR gegeben. Eine
rekursive Darstellung dieser Prognoseregel gem

a Denition 1 erh

alt man, wenn
man die folgende parametrisierte Familie von Prognoseregel und die folgende
Parameter{Adaptationsregel betrachtet:
Es sei  = IR

der Parameterraum, a
0
= w

, A = 0 2 IR,B = (w
 1
; : : : ; w
0
) 2
M(1; ), c
0
= 0, C = (0; : : : ; 0; 1)
T
2 M(; 1) und es sei D 2 M(; ) mit
D =
2
6
6
6
6
6
6
6
6
6
4
0 1 0 : : : 0 0
0 0 1 : : : 0 0
.
.
.
.
.
.
.
.
.   
.
.
.
.
.
.
0 0 0 : : : 0 1
0 0 0 : : : 0 0
3
7
7
7
7
7
7
7
7
7
5
:
Die hierdurch denierte rekursive Prognoseregel ist

aquivalent zur Prognoseregel
(A.2). Im Falle der allgemeineren Voraussetzung Y = IR
q
und X = IR
n
kann die
rekursive Darstellung von linearen Prognoseregeln mit endlichem Ged

achtnis in
analoger Weise abgeleitet werden.
Anhang B
Grundlagen der
Bifurkationsanalyse
Im folgenden wird eine kurze Zusammenfassung der wichtigsten Bifurkationsty-
pen gegeben.
Es bezeichne G(x; ) = G

(x) eine parametrisierte Familie von Abbildungen
mit Parameter  2 I. Dabei sei I ein oenes Intervall in IR und f

ur G : IR
n
I !
IR
n
gelte G 2 C
3
(IR
n
 I). Die Bifurkationsanalyse befat sich mit der Frage,
inwiefern die qualitativen dynamischen Eigenschaften des diskreten dynamischen
Systeme
x
t+1
= G(x
t
; ) ; t 2 N
0
;  2 I
ver

andert werden, falls der Parameter  variiert wird.
Denition 2
Die beiden dynamischen Systeme G

1
und G

2
, mit 
1
; 
2
2 I, werden als topolo-
gisch konjugiert bezeichnet, falls ein Hom

oomorphismus H : IR
n
! IR
n
existiert,
so da G

2
= H
 1
G

1
H gilt.
Das dynamische System G

0
wird als strukturell stabil bezeichnet, falls eine
Umgebung U

0
 I von 
0
existiert, so da alle Systeme G

,  2 U

0
zu G

0
topolgisch konjugiert sind.
Falls G

0
strukturell instabil ist, dann erf

ahrt die Familie G

von Abbildungen
in 
0
eine Bifurkation.
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B.1 Ein{Parameter Bifurkationsanalyse
Untersucht man das lokale dynamische Verhalten von G

0
in der Umgebung eines
station

aren Zustandes x
?
2 IR
n
, dann wird die Form der Bifurkation in 
0
unter
anderem durch die Eigenschaften der Jacobi{Matrix DG

0
(x
?
) bestimmt.
Gem

a dem Theorem von Grobman und Hartman kann eine Familie von Ab-
bildungen G

in (x
?
; 
0
) nur dann eine Bifurkation erfahren, falls DG

0
(x
?
) min-
destens einen Eigenwert 
i
mit j
i
j = 1 aufweist. Eine ausf

uhrliche Darstellung
dieses Theorems ndet man in Kuznetsov (1995) (Seite 50).
Die Bifurkation an einem station

aren Zustand eines n{dimensionalen Systems
l

at sich meistens auf die Bifurkation eines Systems der Dimension 1 oder 2
zur

uckf

uhren. Sei x
?
2 IR
n
ein station

arer Zustand und DG

0
(x
?
) die dazu-
geh

orige n{dimensionale Jacobi{Matrix. Falls es genau n
0
Eigenwerte 
i
mit
j
i
j = 1 gibt, dann

andert sich das dynamische Verhalten von G

0
nur in einer
n
0
{dimensionalen Teilmenge des IR
n
, der sogenannten Zentrumsmannigfaltigkeit.
Eine ausf

uhrliche Darstellung dieses Reduktionsprinzips ndet man in Kuznetsov
(1995).
F

ur Ein{Parameter Familien von Abbildungen der Dimension 1 und 2 lassen
sich im wesentlichen die folgenden drei Bifurkationstypen unterscheiden:
Fold{Bifurkation: Gegeben sei die Ein{Parameter Familie von C
3
{Abbildungen
G(x; ) mit G : IRI ! IR. Es sei x
?
2 IR ein station

arer Zustand von G

0
mit G
x
(x
?
; 
0
) = 1. Des Weiteren seien die folgenden Bedingungen erf

ullt:
1. G
xx
(x
?
; 
0
) 6= 0,
2. G

(x
?
; 
0
) 6= 0.
Dann ist das System in der Umgebung des station

aren Zustandes x
?
lokal
topologisch konjugiert zur Ein{Parameter Familie von Abbildungen:
~
G(z; ) =  + z  z
2
: (B.1)
Man nennt das System (B.1) auch die Normalform der Fold{Bifurkation.
Flip{Bifurkation: Gegeben sei die Ein{Parameter Familie von C
3
{Abbildungen
G(x; ) mit G : IR  I ! IR. Es sei x
?
2 IR ein station

arer Zustand von
G

0
mit G
x
(x
?
; 
0
) =  1. Des Weiteren seien die folgenden Bedingungen
erf

ullt:
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1.
1
2
(G
xx
(x
?
; 
0
))
2
+
1
3
G
xxx
(x
?
; 
0
) 6= 0,
2. G
x
(x
?
; 
0
) 6= 0.
Dann ist das System in der Umgebung des station

aren Zustandes x
?
lokal
topologisch konjugiert zur Ein{Parameter Familie von Abbildungen:
~
G(z; ) =  (1 + )z  z
3
: (B.2)
Man nennt das System (B.2) auch die Normalform der Flip{Bifurkation.
Hopf{Bifurkation: Gegeben sei die Ein{Parameter Familie von C
3
{Abbildungen
G(x; ) mit G : IR
2
 I ! IR
2
. Es sei x
?
2 IR
2
ein station

arer Zustand von
G(x; ) f

ur alle  2 I. Die Eigenwerte von DG(x
?
; ) seien

1;2
() = r()e
i()
;  2 I (B.3)
mit r(
0
) = 1 und (
0
) = 
0
. Des Weiteren seien die folgenden Bedingun-
gen erf

ullt:
1. r
0
(
0
) > 0,
2. e
ik
0
6= 1 f

ur k = 1; 2; 3; 4.
Dann existiert eine Umgebung U von x
?
, so da gilt:
 F

ur   
0
(bzw.   
0
) existiert nur der station

are Zustand x
?
in
U und keine invariante abgeschlossene Kurve.
 F

ur  > 
0
(bzw.  < 
0
) existiert in U neben dem station

aren
Zustand x
?
eine eindeutige, abgeschlossene und invariante Kurve.
Man bezeichnet in diesem Fall die Hopf{Bifurkation als superkritisch (bzw.
als subkritisch).
Bemerkung 1
1. Die Bedingung e
ik
0
6= 1 f

ur k 2 f1; 2; 3; 4g ist keine rein technische Bedin-
gung. Falls diese Bedingung nicht erf

ullt ist, dann kann der Fall eintreten,
da

uberhaupt keine invariante abgeschlossene Kurve in der Umgebung
des station

aren Zustandes existiert. Es k

onnen aber auch mehrere Kurven
gleichzeitig existieren. Ist e
ik
0
= 1 f

ur ein k 2 f1; 2; 3; 4g, dann wird die
Hopf{Bifurkation als starke 1:1, 1:2, 1:3 bzw. 1:4 Resonanz bezeichnet.
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Bis heute existiert noch keine mathematische Theorie zur vollst

andigen
Beschreibung der Dynamik im Falle einer starken 1:3 Resonanz. Nach Kuz-
netsov (1995) (Seite 381) ist f

ur starke 1:3 Resonanzen bekannt, da das
System f

ur  > 
0
heterokline 3{Zyklen aufweist. Generisch kann es zum
Auftreten von homoklinen Zyklen kommen, so da sich das System chao-
tisch verh

alt.
2. Homokline Punkte sind folgendermaen deniert:
Es sei x
?
ein expandierender Fixpunkt der dierenzierbaren Abbildung
G : IR
n
! IR
n
. Das heit, es existiert eine Umgebung U(x
?
) von x
?
, so
da die Jacobi{Matrizen an allen Punkten in U(x
?
) nur Eigenwerte mit
einem Absolutbetrag gr

oer als 1 haben. Man nennt x
h
einen homoklinen
Punkt von G, wenn ein Punkt x
0
2 U(x
?
) mit x
0
6= x
h
und ein t
0
2 IIN
existiert, so da G
t
0
(x
0
) = x
h
und det(DG
t
0
(x
0
)) 6= 0 ist.
Besitzt ein dynamisches System G : IR
n
! IR
n
einen homoklinen Punkt,
dann bezeichnet man das System als chaotisch, da es die folgenden Eigen-
schaften aufweist:
(a) Es existiert ein m 2 IIN , so da G f

ur alle p 2 IIN mit p  m einen
Zyklus der Ordnung p besitzt.
(b) Es existiert eine

uberabz

ahlbare Menge S, die keine periodischen Punk-
te von G enth

alt, so da G(S)  S ist und
lim sup
t!1
jG
t
(x) G
t
(y)j > 0 ; 8 x; y 2 S ; x 6= y : (B.4)
(c) Es existiert eine

uberabz

ahlbare Menge S
0
 S, so da f

ur alle x; y 2
S
0
gilt:
lim inf
t!1
jG
t
(x) G
t
(y)j > 0 : (B.5)
Diese Denition von Chaos geht auf Marotto (1978) zur

uck. Weist ein dy-
namisches System die Eigenschaften 2. und 3. auf, so bezeichnet man das
auch als sensitive Abh

angigkeit von den Startwerten.
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B.2 Zwei{Parameter Bifurkationsanalyse
Es bezeichne G(x; ) = G

(x) eine parametrisierte Familie von Abbildungen
mit Parameter  = (
1
; 
2
) und  2 I
1
 I
2
. Dabei seien I
1
bzw. I
2
oene
Intervalle in IR und f

ur die Familie von Abbildungen G : IR
n
I
1
I
2
! IR
n
gelte
G 2 C
3
(IR
n
 I
1
 I
2
).
Dar

uber hinaus besitze die Abbildung G

0
f

ur 
0
= (
1
0
; 
2
0
) den station

arer
Zustand x
?
2 IR
n
und es seien die Voraussetzungen f

ur eine Fold{, Flip{ oder
Hopf{Bifurkation erf

ullt. Dann existiert eine sogenannte Bifurkationskurve B im
Parameterraum I
1
 I
2
, entlang derer G

jeweils einen station

aren Zustand mit
den entsprechenden Bifurkationseigenschaften aufweist. Beispielsweise ergibt sich
eine Fold{Bifurkationskurve als implizite L

osung des Gleichungssystems
G(x; )   x = 0
det(G
x
(x; )   I) = 0 :
Eine Flip{Bifurkationskurve folgt aus der impliziten L

osung des Gleichungssy-
stems
G(x; )   x = 0
det(G
x
(x; ) + I) = 0 :
Beide Gleichungssysteme bestehen aus n+1 Gleichungen in den n+2 Variablen
(x; 
1
; 
2
). Unter bestimmten Voraussetzungen existiert f

ur beide Systeme jeweils
eine ein{dimensionale Kurve, die durch den Punkt (x
?
; 
1
0
; 
2
0
) verl

auft.
Entlang einer Bifurkationskurve k

onnen allerdings auch degenerierte Formen
von Fold{, Flip{ oder Hopf{Bifurkationen auftreten. Ein solcher Punkt auf einer
Fold{Bifurkationskurve wird als Cusp{Bifurkation, auf einer Flip{Bifurkations-
kurve als verallgemeinerte Flip{Bifurkation und auf einer Hopf{Bifurkationskurve
als Chenciner{Bifurkation bezeichnet. Eine ausf

uhrliche Darstellung dieser Bifur-
kationstypen ndet man bei Kuznetsov (1995).
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