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GROMOV-WITTEN INVARIANTS OF P1 COUPLED TO A KDV TAU FUNCTION.
PAUL NORBURY
ABSTRACT. We consider the pull-back of a natural sequence of cohomology classes Θg,n ∈ H2(2g−2+n)(Mg,n) to
the moduli space of stable mapsMgn(P1, d). These classes are related to the Bre´zin-Gross-Witten tau function of
the KdV hierarchy via ZBGW(h¯, t0, t1, ...) = exp∑
h¯2g−2
n!
∫
Mg,n Θg,n · ∏
n
j=1 ψ
k j
j ∏ tk j . Insertions of the pull-backs of
the classes Θg,n into the integrals defining Gromov-Witten invariants define new invariants which we show in the
case of target P1 are given by a random matrix integral and satisfy the Toda equation.
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1. INTRODUCTION
Let X be a projective algebraic variety and consider (C, x1, . . . , xn) a connected smooth curve of genus g
with n distinct marked points. For d ∈ H2(X,Z) the moduli space of stable mapsMgn(X, d) is defined by:
Mg,n(X, d) = {(C, x1, . . . , xn) f→ X | f∗[C] = d}/ ∼
where f is a morphism from a connected nodal curve C containing distinct points {x1, . . . , xn} that avoid
the nodes. Any genus zero irreducible component of C with fewer than three distinguished points (nodal
or marked), or genus one irreducible component of C with no distinguished point, must not be collapsed to
a point. The quotient is by isomorphisms of the domain C that fix each xi. The moduli space of stable maps
has irreducible components of different dimensions but it has a virtual class which is a well-defined cycle
in the Chow group ofMg,n(X, d) of dimension
dim[Mg,n(X, d)]vir = (dimX − 3)(1− g) + 〈c1(X), d〉+ n.
When X = {pt},Mg,n(X, d) = Mg,n is the moduli space of genus g stable curves—curves with only nodal
singularities and finite automorphism group—with n labeled points disjoint from nodes. There is a forgetful
map p : Mg,n(X, d) → Mg,n, which maps a stable map to its domain curve followed by contraction of
unstable components.
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In [36], a collection of natural cohomology classes
Θg,n ∈ H2(2g−2+n)(Mg,n)
associated to the Bre´zin-Gross-Witten tau function of KdV is defined—see Section 2. Consider the pull-back
class ΘXg,n = p
∗Θg,n ∈ H∗(Mg,n(X, d)) with respect to the forgetful map p. This class cuts out a smaller
virtual fundamental class of dimension
(1) dim
{
[Mg,n(X, d)]vir ∩ p−1(ΘPDg,n)
}
= (dimX− 1)(1− g) + 〈c1(X), d〉.
The class Θg,n is defined in the Chow group in [36] and we denote this class by Θ
PD
g,n. Define the Θ-Gromov-
Witten invariants of a variety X by coupling to the classes Θg,n as follows:〈
Θ ·
n
∏
i=1
τbi(αi)
〉g
d
:=
∫
[Mg,n(X,d)]vir
ΘXg,n ·
n
∏
i=1
ψ
bi
i ev
∗
i (αi)
where the classes αi ∈ H∗(X) are pulled back by the evaluation maps evi :Mg,n(X, d)→ X and ψi = c1(Li)
for the line bundle Li →Mg,n(X, d)with fibre the cotangent line T∗xiC of the ith labeled point on the domain
curve. One property of the classes Θg,n is the vanishing of the genus zero classes Θ0,n = 0. Hence the genus 0
Θ-Gromov-Witten invariants vanish for n ≥ 3. The genus 0 two-point Θ-Gromov-Witten invariants coincide
with the usual genus 0 two-point Gromov-Witten invariants of X. The genus 0 one-point Θ-Gromov-Witten
invariants are obtained from the genus 0 two-point invariants via the forgetful map—see Section 3.1.
In this paper wemainly consider the targetX = P1. In this case the dimension formula (1) is independent
of g and n and reduces to
dim
{
[Mg,n(P1, d)]vir ∩ p−1(ΘPDg,n)
}
= 2d
for d ∈ N the degree of the map. Let 1,ω ∈ H∗(P1) be the identity and the Ka¨hler class. Assemble the
Θ-Gromov-Witten invariants of P1 into the free energy defined by
FΘ
P1
(h¯,s0, s1, ..., t0, t1, ...) = ∑
g≥0
h¯2g−2FΘg = ∑
g,d
h¯2g−2
〈
Θ · exp
{
∞
∑
i≥0
τi(ω)si + τi(1)ti
}〉g
d
+
1
4
log h¯(2)
=− h¯−2s1(1− t0) + h¯−2s20 +
1
4
log
h¯
1− t0 +
1
4
s1
1− t0 −
h¯2
64(1− t0)2 + ...
and define the partition function ZΘ
P1
(h¯, {sk, tk}) = exp FΘP1(h¯, {sk, tk}). The 14 log h¯ term is included so that
ZP1(h¯, {sk, tk}) is homogeneous—see (21) in Section 3.
The following theorem expresses the stationary invariants in terms of a random matrix integral.
Theorem 1. Set h¯ = N−1 and tk = 0 for k ≥ 0 in the partition function. Then
(3) ZΘ
P1
(h¯ = N−1, {sk}, {tk = 0}) =
c
N!
∫ 2
−2
∫ 2
−2
...
∫ 2
−2
dx1...dxN ∏
i<j
(xi − xj)2 exp
(
N∑
k≥0
sk
N
∑
i=1
xk+1i
)
where c ∈ C is a constant. More precisely, ZΘ
P1
coincides with an asymptotic expansion of the integral as N → ∞.
The 0-point Θ-Gromov-Witten invariants, which can be calculated by setting {sk = 0} in (3), are non-
trivial for all g 6= 1. For the usual Gromov-Witten invariants the only non-trivial 0-point invariant is in
genus 0, due to the degree one self-map of P1. Whereas, conveniently
degΘg = 2g− 2 = dim[Mg(P1, 0)]vir
so they pair to give non-trivial invariants.
Theorem 1 yields new information about the classes Θg,n ∈ H∗(Mg,n). In Section 4.4 it is shown that (3)
produces the following integrals involving Hodge classes∫
Mg,1
λg−1Θg,1 =
(−1)g−1(1− 2−2g)
g
B2g, g ≥ 1
where Bk is the kth Bernoulli number.
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The integral (3) also gives relations among the usual Gromov-Witten invariants of P1. For example,
Θ2 =
1
8 δ00 +
3
8δ01 where δ00, respectively δ01, is the stratum of M2 consisting of irreducible, respectively
reducible, curves with two nodes. Hence
− 1
64
=
∫
[M2(P1,0)]vir
Θ2 =
1
16
〈τ0(1)2τ0(ω)2〉0 + 3
8
〈τ0(1)〉1〈τ0(1)τ0(ω)2〉0 + 3
8
〈τ0(ω)〉1〈τ0(1)2τ0(ω)〉0
which uses formula (14) for Gromov-Witten invariants integrated over lower strata. We can explicitly check
the right hand side above since 〈τ0(ω)〉1 = − 124 , 〈τ0(1)2τ0(ω)〉0 = 1 and 〈τ0(1)2τ0(ω)2〉0 = 0 = 〈τ0(1)〉1.
Previously it was not known that the random matrix integral (3) in Theorem 1 is related to intersection
theory onMg,n(P1, d). Theorem 1 can be viewed in two ways. It brings a geometric meaning to the integral
(3), and used in reverse it enables the calculation of the Θ-Gromov-Witten invariants of P1. One immediate
application is a proof that the partition function ZΘ
P1
of Θ-Gromov-Witten invariants of P1 satisfies the Toda
equation, which was already known for the partition function ZP1 of the usual Gromov-Witten invariants
of P1—defined in Section 4.2.
To study the Toda equation we include insertions of the class τ0(1) i.e. consider Z
Θ(h¯, {sk, tk = 0, k > 0}).
Theorem 2. The partition function satisfies the Toda equation
∂2
∂s˜20
logZΘ
P1
(h¯, {sk}, t0) =
ZΘ
P1
(t0 + h¯)Z
Θ
P1
(t0 − h¯)
ZΘ
P1
(t0)2
where s˜0 =
s0
h¯(1−t0) .
A specialisation of the partition function gives rise to the following wave function which satisfies a dif-
ferential equation known as the quantum curve. Define the wave function
(4) ψ(x, h¯) = ZΘ
P1
(
{sk = h¯
k!
xk+1
, tk = 0}
)
.
Theorem 3. The wave function (4) satisfies the quantum curve equation(
(4− x2)h¯2 d
2
dx2
− 2xh¯2 d
dx
+ 1+ h¯
)
ψ(x, h¯) = 0.
The quantum curve is essentially Legendre’s differential equation. The expression x−1/h¯ψ(x, h¯) is analytic
at x = ∞ with coefficients of its Taylor series in x−1 rational in h¯. Its first few terms are given by
x−1/h¯ψ(x, h¯) = 1+ x−2(−h¯−1 + 1
2
+
1
4
h¯+
1
8
h¯2 + ...)
The coefficient of x−2dh¯−χ in x−1/h¯ψ(x, h¯) collects all of the stationary invariants arising from degree dmaps
to P1 with disconnected domain of Euler characteristic χ. The same specialisation of the partition function
for usual Gromov-Witten invariants ZP1
(
{sk = h¯ k!xk+1 , tk = 0}
)
is also the wave function for a quantum
curve [12], which is a difference equation instead of a differential equation.
The wave function has aWKB expansion logψ(x, h¯) = ∑k≥0 h¯k−1Sk(x) and the differential equation gives
(4− x2)
(
dS0
dx
)2
+ 1 = O(h¯) hence the differential equation in Theorem 3 is supported on a curve. This is
known as the h¯→ 0 semi-classical limit of the quantum curve which produces the spectral curve
(5) SΘ
P1
= {(x, y) ∈ C2 | (x2 − 4)y2 = 1}.
For k > 0, the Sk(x) are expansions at x = ∞ of analytic functions defined on the spectral curve.
Theorem 1 produces only the stationary invariants ZΘ
P1
(h¯ = N−1, {sk}, {tk = 0}). The full partition func-
tion, allowing tk 6= 0, i.e insertions of non-stationary terms can be obtained from Theorem 4 below which
is essentially a replacement for Virasoro constraints. The usual Gromov-Witten invariants of P1 satisfy Vi-
rasoro constraints. This is proven in [41] where the Virasoro constraints are presented as decay conditions
that allow one to calculate non-stationary invariants from stationary invariants. The Virasoro constraints
have an alternative formulation in terms of topological recursion which is a procedure that takes as input a
spectral curve and produces a collection of correlators defined on Cn.
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Theorem 4. Topological recursion applied to the spectral curve S encodes the full partition function
ZΘ
P1
(h¯ = N−1, {sk}, {tk}).
Theorem 4 is proven by pushing forward cohomology classes onMg,n(P1, d) to cohomology classes on
Mg,n and calculating so-called ancestor invariants. This is the content of Section 3.
The paper is organised as follows. In Section 2 we define the cohomology classes Θg,n ∈ H∗(Mg,n) and
describe their relation to the Bre´zin-Gross-Witten tau function of KdV. In Section 3 we define cohomolog-
ical field theories (CohFTs) which provide the crucial link between the left and right hand sides of (3) in
Theorem 1—Gromov-Witten invariants can be calculated using an associated CohFT; and a matrix integral
satisfies loop equations defined on a spectral curve which is associated to a CohFT via topological recursion.
In Section 3.1 we prove properties of Θ-Gromov-Witten invariants for a general target variety X. Section 3.2
describes a graphical formulation of Givental’s action on CohFTs and the resulting construction of semisim-
ple CohFTs. Section 3.3 describes an equivalent formulation of this graphical construction via topological
recursion. The main theorems are proven in Section 4. A number of explicit calculations can be found in
Sections 4.3 and 4.4.
Acknowledgements. I would like to thank Peter Forrester for useful conversations. This research was sup-
ported by the Australian Research Council grants DP170102028 and DP180103891.
2. COHOMOLOGY CLASSES OVER Mg,n AND KDV TAU FUNCTIONS
LetMg,n be the moduli space of genus g stable curves—curves with only nodal singularities and finite
automorphism group—with n labeled points disjoint from nodes. Define ψi = c1(Li) ∈ H2(Mg,n,Q), the
first Chern class of the line bundle Li →Mg,n with fibre above [(C, p1, . . . , pn)] given by T∗piC.
The KdV equation
(6) Ut1 = UUt0 +
h¯2
12
Ut0t0t0 , U(t0, 0, 0, ...) = f (t0)
is the first equation in a hierarchy of equations Utk = Pk(U,Ut0,Ut0t0 , ...) for k > 1 which determine U
uniquely from U(t0, 0, 0, ...). This is known as the KdV hierarchy—see [35] for the full definition. A tau
function Z(h¯, t0, t1, ...) of the KdV hierarchy gives rise to a solution U = h¯
2 ∂2
∂t20
logZ of the KdV hierarchy.
Witten conjectured, and Kontsevich proved, that a generating function for the intersection numbers∫
Mg,n ∏
n
i=1 ψ
mi
i is a tau function of the KdV hierarchy.
Theorem 5 (Witten-Kontsevich 1992 [31, 46]).
(7) ZKW(h¯, t0, t1, ...) = exp∑
g,n
h¯2g−2 1
n! ∑
~k∈Nn
∫
Mg,n
n
∏
i=1
ψ
ki
i tki
is a tau function of the KdV hierarchy.
The Kontsevich-Witten tau function ZKW(h¯, t0, t1, ...) is defined by the initial condition U
KW(h¯, t0, 0, ...) =
t0 for U
KW = h¯2 ∂
2
∂t20
logZKW. The low genus terms of logZKW are
logZKW(h¯, t0, t1, ...) = h¯
−2(
t30
3!
+
t30t1
3!
+
t40t2
4!
+ ...) +
t1
24
+ ...
In [36] we constructed cohomology classes Θg,n ∈ H∗(Mg,n) for g ≥ 0, n ≥ 0 and 2g − 2 + n > 0
such that the generating function ZBGW(h¯, t0, t1, ...) of intersection numbers of Θg,n with ψ classes is also a
tau function of the KdV hierarchy. The function ZBGW(h¯, t0, t1, ...) is known as the Bre´zin-Gross-Witten tau
function and arose previously in the study ofU(n)matrix models [7, 29]. It is defined by the initial condition
UBGW(h¯, t0, 0, 0, ...) = h¯
2/(1− t0)2 for UBGW = h¯2 ∂2∂t20 log Z
BGW. The low genus g terms of log ZBGW are
logZBGW = −1
8
log(1− t0) + h¯2 3
128
t1
(1− t0)3 + h¯
4 15
1024
t2
(1− t0)5 + h¯
4 63
1024
t21
(1− t0)6 +O(h¯
6)
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= (
1
8
t0 +
1
16
t20 +
1
24
t30 + ...) + h¯
2(
3
128
t1 +
9
128
t0t1 + ...) + h¯
4(
15
1024
t2 +
63
1024
t21 + ...) + ...
Theorem 6 ([36]). There exist cohomology classes Θg,n ∈ H2(2g−2+n)(Mg,n) so that
ZBGW(h¯, t0, t1, ...) = exp∑
h¯2g−2
n!
∫
Mg,n
Θg,n ·
n
∏
j=1
ψ
k j
j ∏ tk j
is the Bre´zin-Gross-Witten tau function of the KdV hierarchy.
The classes Θg,n ∈ H2(2g−2+n)(Mg,n) are constructed in [36] via the push-forward of classes defined on
the moduli space of stable spin curves. They naturally restrict to the boundary divisorsMg−1,n+2 →Mg,n
andMh,n1+1 ×Mg−h,n2+1 →Mg,n and are compatible with the forgetful mapMg,n+1
pi−→Mg,n.
(i) Θg,n|Mg−1,n+2 = Θg−1,n+2, Θg,n|Mg1,n1+1×Mg2,n2+1 = Θg1,n1 ·Θg2 ,n2
(ii) Θg,n+1 = ψn+1 · pi∗Θg,n,
(iii) Θ1,1 = 3ψ1
Properties (i)-(iii) are enough to uniquely determine all intersection numbers
∫
Mg,n Θg,n · ∏nj=1 ψ
k j
j hence
the partition function in Theorem 6. Property (i) shows that Θg,n is a cohomological field theory discussed in
Section 3. Property (ii) implies that
pi∗(Θg,n+1ψmn+1) = Θg,nκm.
This push-forward property has a graphical interpretation which is crucial in the sequel. It allows one
to calculate Gromov-Witten invariants coupled to pull-backs of the classes Θg,n using the same graphical
data—described in Section 3.2—to calculate usual Gromov-Witten invariants.
3. COHOMOLOGICAL FIELD THEORIES
Cohomology classes on the moduli space of stable mapsMg,n(X, d) naturally push forward to cohomol-
ogy classes on the moduli space of stable curvesMg,n. The Gromov-Witten invariants of a target variety X
can be calculated via these push-forward classes on Mg,n using the beautiful structure of a cohomological
field theory (CohFT) which is defined below. Importantly for this paper, the pull-back of the class Θg,n to
the moduli space of stable maps is realised simply by cup product of Θg,n with the push-forward of classes
from Mg,n(X, d). In this section we describe the Gromov-Witten invariants of a target variety X coupled
to the classes Θg,n from this perspective. We begin more generally, with a description of the cup product of
Θg,n with any CohFT.
A cohomological field theory is a pair (V, η) consisting of a finite-dimensional complex vector space V
equipped with a metric η and a sequence of Sn-equivariant maps:
Ωg,n : V
⊗n → H∗(Mg,n)
that satisfy compatibility conditions from inclusion of strata:
φirr : Mg−1,n+2 →Mg,n, φh,I : Mh,|I|+1 ×Mg−h,|J|+1 →Mg,n, I ⊔ J = {1, ..., n}
given by
φ∗irrΩg,n(v1 ⊗ ...⊗ vn) = Ωg−1,n+2(v1 ⊗ ...⊗ vn ⊗ ∆)
φ∗h,IΩg,n(v1 ⊗ ...⊗ vn) = Ωh,|I|+1⊗Ωg−h,|J|+1
(⊗
i∈I
vi ⊗ ∆⊗
⊗
j∈J
vj
)
(8)
where ∆ ∈ V ⊗V is dual to the metric η ∈ V∗ ⊗V∗. When n = 0, Ωg := Ωg,0 ∈ H∗(Mg).
The partition function of a CohFT Ω = {Ωg,n} with respect to a basis {e1, ..., eD} of V, is defined by:
(9) ZΩ(h¯, {t¯αk}) = exp ∑
g,n,~α,~k
h¯2g−2
n!
∫
Mg,n
Ωg,n(eα1 ⊗ ...⊗ eαn) ·
n
∏
j=1
ψ
k j
j ∏ t¯
αj
k j
αi ∈ {1, ...,D} and kj ∈ N.
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Definition 3.1. Given a CohFT Ω, define Ωtop to be its degree 0 part:
Ω
top
g,n (v1 ⊗ ...⊗ vn) = deg0 Ωg,n(v1 ⊗ ...⊗ vn) ∈ H0(Mg,n).
Ωtop is a CohFT since it is Sn-equivariant and conditions (8) restrict to Ω
top
g,n .
The CohFT Ωtop is also known as a (two-dimensional) topological field theory, since together with the
metric η it satisfies axioms of Atiyah [2] on a functor from cobordisms in 1+ 1 dimensions to vector spaces.
When dimV = 1, we identify Ωg,n with the image Ωg,n(11⊗n) for a choice of basis vector 11 ∈ V and
we write Ωg,n ∈ H∗(Mg,n). Two examples are given by the trivial CohFT Ωg,n = 1 ∈ H0(Mg,n), which
is also a topological field theory, and Ωg,n = Θg,n ∈ H0(Mg,n) which is a CohFT by the restriction prop-
erty (i) in Section 2. By Theorem 5, the partition function of the trivial CohFT Ωg,n = 1 ∈ H∗(Mg,n)
is ZΩ(h¯, {tk}) = ZKW(h¯, {tk}), and by Theorem 6, the partition function of the CohFT Ωg,n = Θg,n ∈
H∗(Mg,n) is ZΩ(h¯, {tk}) = ZBGW(h¯, {tk}).
A CohFT defines a product · on V using the non-degeneracy of η and
(10) η(a · b, c) = Ω0,3(a, b, c).
Note that the product depends only on Ωtop. If there exists a vector 11 ∈ V satisfying
(11) Ω0,3(11⊗ v1 ⊗ v2) = η(v1, v2)
then 11 is a unit for the product defined in (10) and we say Ω is a CohFT with unit.
A CohFT may satisfy the further condition of the existence of a vector 11 ∈ V (which may be the unit
vector) whose insertion is compatible with the forgetful map pi : Mg,n+1 →Mg,n in the following ways. A
CohFT with unit 11 that satisfies
(12) Ωg,n+1(11⊗ v1 ⊗ ...⊗ vn) = pi∗Ωg,n(v1 ⊗ ...⊗ vn), 2g− 2+ n > 0
is a CohFT with flat unit. The trivial CohFT Ωg,n = 1 ∈ H0(Mg,n) is a CohFT with flat unit, and if Ω is a
CohFT with flat unit, then Ωtop is a CohFT with flat unit. In place of (12), a CohFT may satisfy, for some
11 ∈ V,
(12′) Ωg,n+1(11⊗ v1 ⊗ ...⊗ vn) = ψn+1 · pi∗Ωg,n(v1 ⊗ ...⊗ vn), 2g− 2+ n > 0.
The CohFT {Θg,n} satisfies (12′).
Definition 3.2. For any CohFT Ω defined on (V, η), define the CohFT ΩΘ = {ΩΘg,n}, also defined on (V, η),
to be the sequence of Sn-equivariant maps Ω
Θ
g,n : V
⊗n → H∗(Mg,n) given by
ΩΘg,n(v1 ⊗ ...⊗ vn) = Θg,n ·Ωg,n(v1 ⊗ ...⊗ vn).
It is immediate that if Ω is a CohFT satisfying (12) then ΩΘ is a CohFT satisfying (12′). The operation
in Definition 3.2 is a special case of the tensor product of two CohFTs Ωi, respectively defined on (Vi, ηi)
for i = 1, 2, which produces a CohFT defined on (V1 ⊗ V2, η1 ⊗ η2). It is given by ΩΘ = Ω ⊗ Θ. The
tensor product generalises the special case of Gromov-Witten invariants of target products and the Ku¨nneth
formula H∗(X1 × X2) ∼= H∗(X1)⊗ H∗(X2).
A CohFT is semisimple if the product defined in (10) is semisimple, i.e. if the diagonal decompositition
V ∼= C⊕C⊕ ...⊕C respects the product, or equivalently there is a canonical basis {u1, ..., uD} ⊂ V such that
ui · uj = δijui. Note that the metric is necessarily diagonal with respect to the canonical basis, η(ui, uj) = δijηi
for some ηi ∈ C \ {0}, i = 1, ...,D. A semisimple topological field theory Ωtop defined on a vector space V is
characterised by an element Ω
top
0,1 ∈ V∗ which represents evaluation of the metric η(ui, ui) = η(ui · ui, 11) =
η(ui, 11) = Ω
top
0,1 (ui).
3.1. Gromov-Witten invariants. The Gromov-Witten invariants of a target variety X are defined via inter-
section theory on the moduli space Mg,n(X, d) of degree d ∈ H2(X) stable maps f : (C, x1, . . . , xn) → X
of genus g curves with n labeled points into X. Over the moduli space of stable maps are line bundles
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Li → Mg,n(X, d), for i = 1, ..., n, with fibre the cotangent line T∗xiC of the ith labeled point on the domain
curve, and ψi = c1(Li). There are natural maps
Mg,n(X, d) evi→ X
p ↓
Mg,n
given by evaluation evi of f at pi, and the forgetful map p which maps a stable map to its domain curve
followed by contraction of unstable components. For g1 + g2 = g, d1 + d2 = d and I ⊔ J = {1, ..., n}, define
D(g1, I, d1 | g2, J, d2) ⊂Mg,n(X, d) to be the image of the map
Mg1,|I|+1(X, d1)×X Mg2,|J|+1(X, d2)→Mg,n(X, d)
where the fibre product is over the evaluation map from the final point in each domain, say x|I|+1 and y|J|+1.
Points of D(g1, I, d1 | g2, J, d2) consist of stable maps with reducible domain. A special case is when points
pi and pn+1 try to come together, denoted by Di = D(g, {1, .., iˆ, .., n}, d | 0, {i, n+ 1}, 0).
The Gromov-Witten invariants are defined via intersection with a virtual fundamental class [4]:
(13)
〈
n
∏
i=1
τbi(αi)
〉g
d
:=
∫
[Mg,n(X,d)]vir
n
∏
i=1
ψ
bi
i ev
∗
i (αi)
for αi ∈ H∗(X). If one includes divisor classes into the integral then the Gromov-Witten invariants reduce
to Gromov-Witten invariants over lower strata. See [25] for a proof of the following:
(14)
∫
[Mg,n(X,d)]vir
n
∏
i=1
ψ
bi
i ev
∗
i (αi) · [D(g1, I, d1 | g2, J, d2)]vir=
N
∑
k=1
〈
τ0(ek)∏
i∈I
τbi(αi)
〉g1
d1
〈
τ0(e
k)∏
j∈J
τbj(αj)
〉g2
d2
where {ek} is a basis of Heven(X;C) and {ek} is a dual basis using the metric η.
Define the partition function with respect to a basis {eα} of the even part of the cohomology Heven(X;C),
with e0 = 1 ∈ H0(X), by ZX(h¯, {tαk}) = exp FX(h¯, {tαk}) for
FX(h¯, {tαk}) = ∑
g,d
h¯2g−2
〈
exp
{
∑
α,k
τk(eα)t
α
k
}〉g
d
+ 〈τ1(1)〉10 log h¯.
The presence of the log h¯ term is justified by the following dilaton equation.〈
τ1(1) ·
n
∏
i=1
τbi(αi)
〉g
d
= (2g− 2+ n)
〈
n
∏
i=1
τbi(αi)
〉g
d
which can be written as a PDE
∂
∂t01
ZX(h¯, {tαk}) =
(
h¯
∂
∂h¯
+ ∑
α,k
tαk
∂
∂tαk
)
ZX(h¯, {tαk}).
The 〈τ1(1)〉10 log h¯ term is needed so that the PDE above holds in the presence of the 〈τ1(1)〉10t01 term. Note
that if we change coordinates t01 = 1+ q, the so-called dilaton shift, then the dilaton equation is the statement
that ZX(h¯, {tαk}) is homogeneous of degree zero in h¯, q and {tαk , (α, k) 6= (0, 1)}.
There is an analogous dilaton equation satisfied by the Θ-Gromov-Witten invariants.
Proposition 3.3. 〈
τ0(1) ·Θ ·
n
∏
i=1
τbi(αi)
〉g
d
= (2g− 2+ n)
〈
Θ ·
n
∏
i=1
τbi(αi)
〉g
d
Proof. The proof is analogous to the proof of the dilaton equation—see for example [25]. Define
ψi = p
∗ψi ∈ H2(Mg,n(X, d)).
From [25] we have
(15) ψi = ψi + ∑
d1+d2=d
[D(g, {1, .., iˆ, ..n}, d1 | 0, {i}, d2)]vir.
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The following square is commutative, i.e. Π∗p∗ = p∗pi∗ in
Mg,n+1(X, d) Π→ Mg,n(X, d)
p ↓ p ↓
Mg,n+1 pi→ Mg,n
where the forgetful map upstairs is denoted by Π. The pull-back property (ii) satisfied by Θg,n downstairs
implies the pull-back property upstairs
ΘXg,n+1 = ψn+1 ·Π∗ΘXg,n
since
ψn+1 ·Π∗ΘXg,n = ψn+1 ·Π∗p∗Θg,n = ψn+1 · p∗pi∗Θg,n = p∗(ψn+1 · pi∗Θg,n) = p∗Θg,n+1 = ΘXg,n+1.
Downstairs, we have pi∗ψn+1 = 2g− 2+ n from integration of ψn+1 along a fibre giving the first Chern
class of the cotangent bundle, and ψn+1 · Di = 0 for Di the ith section of the universal curve (given by the
d = 0 case of Di defined above). Similarly, we will need the following two properties satisfied upstairs by
ψn+1 and ψn+1.
(16) Π∗(ψn+1 · [Mg,n+1(X, d)]vir) = (2g− 2+ n)[Mg,n(X, d)]vir = Π∗(ψn+1 · [Mg,n+1(X, d)]vir)
(17) ψn+1 · [Di]vir = 0 = ψn+1 · [Di]vir, for i = 1, ..., n.
The equalities in (16) are equivalent using (15) applied to i = n + 1 and the fact that the push-forward
of the divisors on the right hand side of (15) all vanish since they each have codimension one inside
[Mg,n(X, d1)]vir. Similarly, the equalities in (17) are equivalent using (15) applied to i = n + 1 and the
vanishing [D(g, {1, .., n}, d1 | 0, {n+ 1}, d2)]vir · [Di]vir = 0. The first equality in (16) follows from integra-
tion of ψn+1 along a fibre. The first equality in (17), uses the fact that the restriction of ψn+1 to Di factors via
its restriction toM0,3 and hence vanishes.
Downstairs we have ψi = pi
∗ψi + si(Mg,n) and upstairs we have ψi = Π∗ψi + si(Mg,n(X, d)), where si
is the ith section of the universal curve for i ∈ {1, ..., n}, or more precisely
(18) ψi · [Mg,n+1(X, d)]vir = Π∗ψi · [Mg,n+1(X, d)]vir + [Di]vir.
Since ψi · [Di]vir = 0 most terms in powers of this relation vanish to give the following [25]. For any ω ∈
H∗(Mg,n+1(X, d)) there are classes ηi ∈ H∗(Mg,n(X, d)) such that
Π∗
(
n
∏
i=1
ψ
bi
i ev
∗
i (αi) ·ω · [Mg,n+1(X, d)]vir
)
(19)
=
n
∏
i=1
ψ
bi
i ev
∗
i (αi)·Π∗(ω · [Mg,n+1(X, d)]vir) +
n
∑
i=1
ηi ·Π∗(ω · [Di]vir).
The proof of the dilaton equation for usual Gromov-Witten invariants applies (19) to ω = ψn+1. Instead we
apply (19) to ω = Θg,n+1, which acts in some ways like ψn+1. In particular, in both cases the final term of
(19) vanishes, i.e. by (17)
Θg,n+1 · [Di]vir = Π∗ΘXg,n · ψn+1 · [Di]vir = 0.
This vanishing together with (16) gives
Π∗
(
n
∏
i=1
ψ
bi
i ev
∗
i (αi) ·ΘXg,n+1 · [Mg,n+1(X, d)]vir
)
=
n
∏
i=1
ψ
bi
i ev
∗
i (αi) ·Π∗(ΘXg,n+1 · [Mg,n+1(X, d)]vir)
=
n
∏
i=1
ψ
bi
i ev
∗
i (αi) ·ΘXg,n ·Π∗(ψn+1 · [Mg,n(X, d)]vir)
= (2g− 2+ n)
n
∏
i=1
ψ
bi
i ev
∗
i (αi) ·ΘXg,n · [Mg,n(X, d)]vir.
Integrate this relation to get the statement of the proposition. 
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The dilaton equation allows us to define the genus zero 1-point invariants by:
(20) 〈Θ · τk(eα)〉0d := − 〈Θ · τ0(1)τk(eα)〉0d = − 〈τ0(1)τk(eα)〉0d
which uses the genus zero 2-point usual Gromov invariants. It would be desirable to have a geometric
definition of these genus zero 1-point invariants. The dimension of the moduli space of stable maps in the
usual case is given by dim[M0,1(P1, d)]vir = 2d− 2, while for the Θ-Gromov invariants we would expect
to construct a space of maps of dimension given by dim[MΘ0,1(P1, d)]vir = 2d.
Define the partition function with respect to a basis {eα} of the even part of the cohomology Heven(X;C),
by ZΘX (h¯, {tαk}) = exp FΘX (h¯, {tαk}) for
(21) FΘX (h¯, {tαk}) = ∑
g,d
h¯2g−2
〈
Θ · exp
{
∑
α,k
τk(eα)t
α
k
}〉g
d
+ 〈Θ · τ0(1)〉10 log h¯.
Again 〈Θ · τ0(1)〉10 log h¯ is required in (21) as a boundary term for the PDE version of the relation in Proposi-
tion 3.3 given by
(22)
∂
∂t00
ZΘX (h¯, {tαk}) =
(
h¯
∂
∂h¯
+ ∑
α,k
tαk
∂
∂tαk
)
ZΘX (h¯, {tαk}).
If we change coordinates t00 = 1+ q then we see that Z
Θ
X (h¯, {tαk}) is homogeneous of degree zero in h¯, q and
{tαk , (α, k) 6= (0, 0)}which is apparent in the first few terms of (2).
The partition functions ZX and Z
Θ
X can be calculated from the following CohFTs constructed out of X.
Definition 3.4. Associate to a variety X the pair (VX, η) where VX = H
even(X;C), equipped with the metric
η(α, β) =
∫
X
α ∧ β.
Define a CohFT ΩX on (VX , η), i.e. (ΩX)g,n : V
⊗n
X → H∗(Mg,n), by
(ΩX)g,n(γ1, ...γn) = ∑
d
p∗
(
n
∏
i=1
ev∗i (γi) ∩ [Mg,n(X, d)]vir
)
∈ H∗(Mg,n)
for γi ∈ Heven(X;C). In [3, 32] it is proven that ΩX is a CohFT with flat unit given by 1 ∈ H∗(X). Note
that the dependence of p = p(g, n, d) on d (which is suppressed) results in (ΩX)g,n(α1, ...αn) being a sum of
different degree terms.
The partition function of the CohFT ΩX defined in (9) is
ZˆX(h¯, {t¯αk}) = ZΩX (h¯, {t¯αk}) = exp∑
g,d
h¯2g−2 ∑
n,~α,~k
1
n!
∫
Mg,n
p∗
(
n
∏
i=1
ev∗i (eαi) ∩ [Mg,n(X, d)]vir
)
·
n
∏
j=1
ψ
k j
j ∏ t¯
αj
k j
.
The partition functions ZX and ZˆX are related by a linear change of variables and multiplication by extra
unstable terms—see (25) below. We use variables t¯αk in ZˆX to facilitate this change of variables. Define
ancestor Gromov-Witten invariants of X by
(23)
〈
n
∏
i=1
τbi(αi)
〉g
d
:=
∫
[Mg,n(X,d)]vir
n
∏
i=1
ψ
bi
i ev
∗
i (αi)
where ψi = p
∗ψi replaces ψi in (13). The integrand in (23) pushes forward to the integrand in the definition
of ZˆX . Define ZˆX similarly to ZX by
ZˆX(h¯, {t¯αk}) = exp∑
g,d
h¯2g−2
〈
exp
{
∑
α,k
τk(eα)t¯
α
k
}〉g
d
We now refer to the usual Gromov-Witten invariants defined in (13) as descendantGromov-Witten invariants,
and ZX , respectively ZˆX , as the descendant, respectively ancestor, partition functions.
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The relationship between the descendant and the ancestor invariants uses a sequence of endomorphisms
{Sk}, k ∈ N, defined by
(24) (Sk)
α
β = ∑
d
〈τ0(eα)τk(eβ)〉0d
where eα = ηαβeβ. It is proven in [33] that
(25) ZstX(h¯, {tαk}) = ZˆX(h¯, {t¯αk})
∣∣
t
α
k= ∑
m≥k
(Sm−k)αβt
β
m
where ZstX (h¯, {tαk}) is the stable part defined by
ZX(h¯, {tαk}) = ZstX(h¯, {tαk}) · exp h¯−2
 ∑
k,α,d
〈τk(eα)〉0dtαk +
1
2 ∑
~k,~α,d
〈τk1(eα1)τk2(eα2)〉0dtα1k1 t
α2
k2
 .
Following Definition 3.2, we define the CohFT ΩΘX by
(ΩΘX)g,n(γ1, ...γn) = Θg,n ·∑
d
p∗
(
n
∏
i=1
ev∗i (γi)
)
∈ H∗(Mg,n).
and its partition function
ZˆΘX (h¯, {t¯αk}) = exp ∑
g, n,~k
~α, d
h¯2g−2
n!
∫
Mg,n
Θg,n · p∗
(
n
∏
i=1
ev∗i (eαi)
)
·
n
∏
j=1
ψ
k j
j ∏ t¯
αj
k j
.
The next proposition shows that the relationship (25) also holds between the descendant and the ancestor
Θ-Gromov-Witten invariants, where again the stable part is defined by removing the genus zero 1-point
and 2-point functions.
Proposition 3.5. The ancestor and descendant Θ-Gromov-Witten invariants are related by:
(26) (ZΘX )
st(h¯, {tαk}) = ZˆΘX (h¯, {t¯αk})
∣∣∣
t
α
k= ∑
m≥k
(Sm−k)αβt
β
m
using the same change of variable as for usual Gromov-Witten invariants.
Proof. The proof of (25) uses an inductive argument based on the relationship between ψi and ψi in (15). It
immediately allows cup product with Θg,n which we describe here.
In order to compare insertions of ψi and ψi we need the following generalised Θ-Gromov-Witten invari-
ants involving insertions of both:
(27)
〈
Θ ·
n
∏
i=1
τai,bi(αi)
〉g
d
:=
∫
[Mg,n(X,d)]vir
ΘXg,n ·
n
∏
i=1
ψ
ai
i ψ
bi
i ev
∗
i (αi).
This was introduced by Kontsevich and Manin [33] for the usual Gromov-Witten invariants. By taking the
cup product of ΘXg,n ·∏ni=1 ψaii ψ
bi
i ev
∗
i (αi) with the relation (15) and integrating, we have〈
Θ · τa1+1,b1(α1)
n
∏
i=2
τai,bi(αi)
〉g
d
=
〈
Θ · τa1,b1+1(α1)
n
∏
i=2
τai,bi(αi)
〉g
d
+ ∑
k,d2
〈
Θ · τ0,b1(ek)
n
∏
i=2
τai,bi(αi)
〉g
d1
〈
τ0(e
k)τa1,0(α1)
〉0
d2
where d1+d2 = d. The sum over the basis {ek} of Heven(X;C) and its dual basis {ek} comes from restriction
to the divisor given in (14). Apply this relation to the sequence of insertions τm1 = τm1,0, τm1−1,1,...,τ0,m1 =
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τm1 (and set bi = 0 for i > 0) to get〈
Θ ·
n
∏
i=1
τmi(αi)
〉g
d
=
〈
Θ · τm1(α1)
n
∏
i=2
τmi(αi)
〉g
d
+ ∑
a+b=m1
k,d2
〈
Θ · τa(ek)
n
∏
i=2
τmi(αi)
〉g
d1
〈
τ0(e
k)τb(α1)
〉0
d2
.
This gives exactly the coordinate change in (26). 
3.2. Givental action. In this sectionwe recall the group action on cohomological field theories due to Given-
tal. The action on a CohFT Ω is presented as a weighted sum over stable graphs with vertices weighted by
Ωg,n, and edges weighted by interesting combinations of ψ classes. Givental’s original action was defined
on partition functions of CohFTs. The action on CohFTs , i.e. the actual cohomology classes in H∗(Mg,n), de-
scribed here was discovered independently, by Katzarkov-Kontsevich-Pantev, Kazarian and Teleman—see
[43, 44].
Consider an element of the loop group LGL(V) given by a formal series
R(z) =
∞
∑
k=0
Rkz
k
where Rk are endomorphisms of V and R0 = Id. The twisted loop group L
(2)GL(V) ⊂ LGL(V) is the
subgroup defined to consist of elements satisfying
R(z)R(−z)T = Id.
For R ∈ L(2)GL(V), define
(28) E (w, z) = I − R
−1(z)R−1(w)T
w+ z
= ∑
i,j≥0
Eijwizj
which has the power series expansion on the right since the numerator I − R−1(z)R−1(w)T vanishes at
w = −z since R−1(z) is also an element of the twisted loop group.
Givental’s action is defined via weighted sums over stable graphs. Dual to any point (C, p1, ..., pn) ∈
Mg,n is its stable graph Γ with vertices V(Γ) representing irreducible components of C, internal edges
representing nodal singularities and a (labeled) external edge for each pi.
Definition 3.6. Define Gg,n to be the set of all stable, connected, genus g graphs with n labeled external
leaves, dual to a stable curve (C, p1, ..., pn). For any graph γ ∈ Gg,n denote by
V(γ), E(γ), H(γ), L(γ) = L∗(γ) ⊔ L•(γ)
its set of vertices, edges, half-edges and leaves, or external edges. Associated to any vertex v ∈ V(γ) is its
valence nv and genus gv. The leaves L(γ) consist of ordinary leaves L∗ and dilaton leaves L•. Associated to
any ordinary leaf ℓ ∈ L∗ is its label p(ℓ) ∈ {1, 2, ..., n}. The set of half-edges consists of leaves and oriented
edges so there is an injective map L(γ) → H(γ) and a multiply-defined map E(γ) → H(γ) denoted by
E(γ) ∋ e 7→ {e+, e−} ⊂ H(γ). The map sending a half-edge to its vertex is given by v : H(γ) → V(γ). The
genus of γ is g(γ) = b1(γ) + ∑
v∈V(γ)
g(v). We say γ is stable if any vertex labeled by g = 0 is of valency ≥ 3 and
there are no isolated vertices labeled by g = 1.
For a given stable graph Γ of genus g and with n external edges we have
φΓ :MΓ = ∏
v∈V(Γ)
Mgv,nv →Mg,n.
Given a CohFT Ω = {Ωg,n ∈ H∗(Mg,n)⊗ (V∗)⊗n | g, n ∈ N, 2g− 2+ n > 0}, following [43, 44] define a
new CohFT RΩ = {(RΩ)g,n} by a weighted sum over stable graphs, with weights defined as follows.
(i) Vertex weight: w(v) = Ωgv ,nv ∈ (V∗)⊗nv ⊗ H∗(Mgv ,nv) at each vertex v
(ii) Leaf weight: w(ℓ) = R−1(ψp(ℓ)) ∈ End(V)⊗ H∗(Mgv(ℓ),nv(ℓ)) at each leaf ℓ
(iii) Edge weight: w(e) = E (ψ′e,ψ′′e ) ∈ V⊗2 ⊗ H∗(Mgv(e′) ,nv(e′))⊗ H∗(Mgv(e′′) ,nv(e′′)) at each edge e
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Then
(RΩ)g,n = ∑
Γ∈Gg,n
1
|Aut(Γ)| (pΓ)∗ ∏
v ∈ V(Γ)
ℓ ∈ L∗(Γ)
e ∈ E(Γ)
w(v)w(ℓ)w(e)
where we contract in the V factor to get w(v)w(ℓ)w(e) ∈ (V∗)n ⊗ H∗(MΓ). This defines an action of the
twisted loop group on CohFTs.
Define a translation action of T(z) ∈ zV[[z]] on the sequence Ωg,n as follows.
(iv) Dilaton leaf weight: w(ℓ) = T(ψp(ℓ)) at each dilaton leaf ℓ ∈ L•.
The translation action is given by
(29) (TΩ)g,n(v1 ⊗ ...⊗ vn) = ∑
m≥0
1
m!
p∗Ωg,n+m(v1 ⊗ ...⊗ vn ⊗ T(ψn+1)⊗ ...⊗ T(ψn+m))
where p : Mg,n+m → Mg,n is the forgetful map. To ensure the sum (29) is finite, one usually requires
T(z) ∈ z2V[[z]], so that dimMg,n+m = 3g− 3+ n+m grows more slowly in m than the degree 2m coming
from T. Instead, one can also control growth of the degree of Ωg,n in n to ensure T(z) ∈ zV[[z]] produces a
finite sum.
The action on CohFTs immediately gives rise to an action on partition functions, which store correlators
of the sequence of cohomology classes. It gives a graphical construction of the partition functions ZRΩ and
ZTΩ out of the partition function ZΩ.
Givental and Teleman [28, 45] proved that the twisted loop group acts transitively on semisimple CohFTs
with unit and in particular is determined by the topological, or degree zero, part of the CohFT. This gives
a way to construct semisimple CohFTs on a vector space of dimension D—simply act on D copies of the
trivial CohFT. The partition function of a semisimple CohFT is then constructed as a graphical expansion
with vertex contributions given by the basic building block ZKW(h¯, t0, t1, ...), defined in (7), which represents
the trivial CoHFT.
Theorem 7 ([28, 45]). Given a semisimple CohFT Ω with unit, there exists R(z) ∈ L(2)GL(V) and T(z) ∈ z2V[[z]]
such that
Ω = R · T ·Ωtop.
The proofs of Theorem 7 in [28, 45] show how to construct the elements R(z) and T(z) out of the CohFT.
We have omitted details here because we will need only some properties of R(z). In particular the following
proposition, which shows how the classes Θg,n interact with the group action in Theorem 7, only needs the
existence of R(z).
Proposition 3.7. If Ω = R · T ·Ωtop for R(z) ∈ L(2)GL(V) and T(z) ∈ z2V[[z]] then
ΩΘ = R · T0 ·
(
Ωtop
)Θ
where T0(z) = T(z)/z ∈ zV[[z]].
Proof. Using Ω = R · T ·Ωtop, express Ωg,n as a weighted sum over genus g stable graphs with n leaves.
Ωg,n = ∑
Γ∈Gg,n
1
|Aut(Γ)| (pΓ)∗ ∏
v ∈ V(Γ)
ℓ ∈ L∗(Γ)
e ∈ E(Γ)
w(v)w(ℓ)w(e)
where the weights are given by w(v) = T · Ωtopgv,nv at each vertex v, w(ℓ) = R−1(ψp(ℓ)) at each leaf ℓ and
w(e) = E (ψ′e,ψ′′e ) at each edge e. The polynomial in two variables E is defined from R in (28).
Hence ΩΘg,n = Θg,n ·Ωg,n is a weighted sum over stable graphs. Since Θg,n is a CohFT we have p∗ΓΘg,n =
ΘΓ hence
Θg,n · (pΓ)∗ω = (pΓ)∗ΘΓ ·ω.
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Consider a vertex v of the stable graph Γ of genus gv and valence nv. Inside the factorMgv ,nv , the contribu-
tion to the sum giving ΩΘg,n is given by a product of ψ classes, determined by edge and leaf weights, times
Θgv,nv (which is part of ΘΓ) times T ·Ωtopgv,nv . We claim that
Θgv ,nv · T ·Ωtopgv,nv = T0 ·Θgv ,nv ·Ωtopgv,nv .
The translation T · Ωtopgv,nv is realised by inserting the vector coefficients of T into dilaton leaves labeled
nv + 1, ..., nv + m and pushing forward powers ψmnv+i to Mgv ,nv via the forgetful map, giving κm−1. The
translation T0 ·Θgv,nv ·Ωtopgv ,nv pushes forward powers ψmnv+i next to Θgv,nv+m = ψnv+1...ψnv+mpi∗Θgv,nv . The
extra factor of ψnv+i means the power ψ
m
nv+i
becomes ψm+1nv+i which pushes forward to κm. This results in a
shift by one in the translation producing T0(z) = T(z)/z ∈ zV[[z]]. Since Θgv,nv · Ωtopgv ,nv = (Ωtop)Θgv,nv , at
each vertex we place Θgv ,nv rescaled by a topological field theory, and the result follows. 
An efficient way to store the decomposition of a semisimple CohFT Ω given in Theorem 7, together with
the data of R and T, is via topological recursion which we describe next. We will see that Proposition 3.7
allows us to produce associated topological recursion data that stores the decomposition of ΩΘ.
3.3. Topological recursion. Topological recursion, as developed by Chekhov, Eynard, Orantin [8, 19], is a
procedure which takes as input a spectral curve, defined below, and produces a collection of symmetric
tensor products of meromorphic 1-forms ωg,n on C
n which we refer to as correlators. The correlators store
enumerative information in different ways. Periods of the correlators store top intersection numbers of
tautological classes in the moduli space of stable curves Mg,n and local expansions of the correlators can
serve as generating functions for enumerative problems.
A fundamental ingredient in topological recursion is a bidifferential B(p, p′) defined on C× C as follows.
Definition 3.8. On any compact Riemann surface C with a choice of A-cycles (Σ, {Ai}i=1,...,g), define a
fundamental normalised bidifferential of the second kind B(p, p′) to be a symmetric tensor product of differentials
on C × C, uniquely defined by the properties that it has a double pole on the diagonal of zero residue,
double residue equal to 1, no further singularities and normalised by
∫
p∈Ai B(p, p
′) = 0, i = 1, ..., g, [22]. On
a rational curve, which is sufficient for this paper, B is the Cauchy kernel
B(z1, z2) =
dz1dz2
(z1 − z2)2
.
The bidifferential B(p, p′) acts as a kernel for producing meromorphic differentials on the Riemann sur-
face C via ω(p) =
∫
Λ
λ(p′)B(p, p′) where λ is a function defined along the contour Λ ⊂ C. Topological
recursion produces tensor products of differentials built from B(p, p′) such as the normalised (trivial A-
periods) differentials of the second kind, holomorphic outside the zeros of dx and with a double pole at a
simple zero of dx used in Definition 3.10.
A spectral curve S = (C, x, y, B) is a Riemann surface C equipped with two meromorphic functions
x, y : C → C and a bidifferential B(p1, p2) defined in Definition 3.8, which is the Cauchy kernel in this paper.
Topological recursion is a procedure that produces from a spectral curve S = (C, x, y, B) a symmetric tensor
product of meromorphic 1-forms ωg,n on C
n for integers g ≥ 0 and n ≥ 1, which we refer to as correlation
differentials or correlators. The correlation differentials ωg,n are defined by
ω0,1(p1) = −y(p1) dx(p1) and ω0,2(p1, p2) = B(p1, p2)
and for 2g− 2+ n > 0 they are defined recursively via the following equation.
ωg,n(p1, pL) = ∑
dx(α)=0
Res
p=α
K(p1, p)
[
ωg−1,n+1(p, pˆ, pL) +
◦
∑
g1+g2=g
I⊔J=L
ωg1,|I|+1(p, pI) ωg2,|J|+1( pˆ, p J)
]
Here, we use the notation L = {2, 3, . . . , n} and pI = {pi1, pi2, . . . , pik} for I = {i1, i2, . . . , ik}. The outer
summation is over the zeroes α of dx and p 7→ pˆ is the involution defined locally near α satisfying x( pˆ) =
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x(p) and pˆ 6= p. The symbol ◦ over the inner summation means that we exclude any term that involves ω0,1.
Finally, the recursion kernel is given by
K(p1, p) =
1
2
∫ p
pˆ ω0,2(p1, · )
[y(p)− y( pˆ)] dx(p) .
which is well-defined in the vicinity of each zero of dx. It acts on differentials in p and produces differentials
in p1 since the quotient of a differential in p by the differential dx(p) is a meromorphic function. For 2g−
2+ n > 0, each ωg,n is a symmetric tensor product of meromorphic 1-forms on Cn with residueless poles at
the zeros of dx and holomorphic elsewhere. A zero α of dx is regular, respectively irregular, if y is regular,
respectively has a simple pole, at α. The order of the pole in each variable of ωg,n at a regular, respectively
irregular, zero of dx is 6g− 4+ 2n, respectively 2g, [10]. Define Φ(p) up to an additive constant by dΦ(p) =
y(p)dx(p). For 2g− 2+ n > 0, the invariants satisfy the dilaton equation [19]
∑
α
Res
p=α
Φ(p) ωg,n+1(p, p1, . . . , pn) = (2g− 2+ n) ωg,n(p1, . . . , pn),
where the sum is over the zeros α of dx. This enables the definition of the so-called symplectic invariants
Fg = ∑
α
Res
p=α
Φ(p)ωg,1(p).
Remark 3.9. A generalisation of topological recursion known as local topological recursion allows the Rie-
mann surface C to be non-compact and disconnected. In this case the bidifferential B(p1, p2) is simply a
prescribed symmetric tensor product of differentials on C×C, uniquely defined by the properties that it has
a double pole on the diagonal of zero residue, double residue equal to 1 and no further singularities. This
generalisation arises out of the fact that topological recursion on a spectral curve (C, x, y, B) where C is a
compact Riemann surface can be formulated by restriction of (x, y, B) to the non-compact Riemann surface
C˜ given by the disjoint union of small open neighbourhoods of the zeros of dx.
Definition 3.10. For a Riemann surface equipped with a meromorphic function (Σ, x)we define evaluation
of any meromorphic differential ω at a simple zero P of dx by
ω(P)2 := Res
p=P
ω(p)ω(p)
dx
.
This defines ω(P) ∈ C up to a ±1 ambiguity which can be removed by making a choice of square root.
The correlators ωg,n are normalised differentials of the second kind in each variable—they have zero A-
periods, poles of zero residue at the zeros α of dx, and holomorphic elsewhere . Their principle parts are
skew-invariant under the local involution p 7→ pˆ. A basis of such normalised differentials of the second
kind is constructed from x and B in the following definition.
Definition 3.11. For a Riemann surface C equipped with a meromorphic function x : C → C and bidifferen-
tial B(p1, p2) define the auxiliary differentials on C as follows. For each zero αi of dx, define
(30) U i0(p) = B(αi, p), U
i
k+1(p) = d
(
U ik(p)
dx(p)
)
, i = 1, ...,D, k = 0, 1, 2, ...
where evaluation B(αi, p) at αi is given in Definition 3.10.
The correlators ωg,n are polynomials in the auxiliary differentialsU
i
k(p). To any spectral curve S, one can
define a partition function ZS by assembling the polynomials built out of the correlators ωg,n [15, 18].
Definition 3.12.
ZS(h¯, {uαk}) := exp∑
g,n
h¯2g−2
n!
ωSg,n
∣∣∣∣∣
Uαk (pi)=u
α
k
.
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3.3.1. Topological recursion and the Givental action. It was proven in [15] that for any semisimple CohFT with
flat unit Ω, there exists a (local) spectral curve Swhich produces the partition function ZΩ via Z
S(h¯, {uαk}) =
ZΩ(h¯, {uαk}). As we saw in Theorem 7, a semisimple CohFT with flat unit Ω is equivalent to three pieces of
information: R(z) ∈ L(2)GL(V,C), T(z) ∈ z2V[[z]] and η1, ..., ηdimV ∈ C which encodes a topological field
theory. We will describe below how R(z) is obtained from x(p) and the bidifferential B(p1, p2), and T(z)
and the topological field theory are obtained from x(p) and y(p). The role of the function x(p) is to produce
local coordinates with respect to which local expansions of B(p1, p2) and y(p) give R(z) and T(z).
An element of the twisted loop group R(z) ∈ L(2)GL(D,C) can be naturally defined from a Riemann
surface Σ equipped with a bidifferential B(p1, p2) on Σ× Σ and a meromorphic function x : Σ → C, where
D is the number of zeros of dx. Define
(31)
[
R−1B (z)
]i
j
= −
√
z√
2pi
∫
Γj
B(αi, p) · e
(x(αj)−x(p))
z
where Γj is a path of steepest descent of −x(p)/z containing αj. More precisely, [R−1(z)]ij is an asymptotic
expansion of the integral as z → 0, which depends only on a neighbourhood of p = αj. The proof that
R(z)RT(−z) = I can be found in [14, 18]. A basic example is the function x = z2 on Σ = C which gives rise
to the constant element R(z) = 1 ∈ GL(1,C). More generally, since any function x looks like this example
locally R(z) = I + R1z+ ... ∈ L(2)GL(D,C) is a deformation of I ∈ GL(D,C).
The local expansion of a regular function y(p) at p = αi gives the translation Ty and semisimple TFT Ω
top
y
defined by
(32) Ty(z) = −
∞
∑
k=2
(2k− 1)!!
{
yα2k−1
yα1
}
zk ∈ z2V[[z]] Ωtop,y0,1 = {y1,α} ∈ V∗
where y2k−1,α are the odd coefficients of the local expansion y = ∑j≥0 yj,αsj with respect to the local coordi-
nate s defined by x = 12 s
2 + x(αi). Here we have encoded a semisimple TFT by Ω
top
0,1 ∈ V∗ as described in
Section 3.
Theorem 8 ([15]). For any semisimple CohFT with flat unit Ω = R · T · Ωtop, there exists a local spectral curve
S = (Σ, B, x, y) with R(z) = RB(z) defined in (31), T(z) = T
y(z) and Ωtop = Ωtop,y defined in (32), such that
ZS(h¯, {uαk}) = ZΩ(h¯, {uαk}).
Remark 3.13. The flat unit condition is rather strong and in particular it means that the function y(p), hence
Ty(z), is uniquely determined from the D-tuple Ω
top
y = {y1,α}. Dubrovin associated to any semisimple
CohFT with flat unit a family of spectral curves known as a superpotential [11]. In [13] it is proven that the
superpotential can be used to produce a compact spectral curve out of Theorem 8.
Theorem 8 can be generalised to allow for CohFTs without flat unit and irregular spectral curves. The
translation associated to an irregular point is
(33) T
y
0 (z) = −
∞
∑
k=1
(2k− 1)!!
{
yα2k−1
yα−1
}
zk ∈ zV[[z]] Ωtop,y0,1 = {y−1,α} ∈ V∗
where y2k−1,α are the odd coefficients of the local expansion y = ∑
j≥−1
yj,αs
j with respect to the local coordi-
nates d fined by x = 12 s
2 + x(αi).
Theorem 9 ([9]). For any CohFT Ω = R · T0 · (Ωtop)Θ, there exists a local spectral curve S = (Σ, B, x, y) with
R(z) = RB(z) defined in (31), T0(z) = T
y(z) and Ωtop = Ωtop,y defined in (33), such that
ZS(h¯, {uαk}) = ZΩ(h¯, {uαk}).
Remark 3.14. The expression R · T0 · (Ωtop)Θ gives a weighted sum over graphs, as described in Section 3.2,
where a vertex of type (g′, n′) is weighted by the cohomology class Θg′,n′ and the TFT, whereas the expres-
sion R · T ·Ωtop weights each vertex by the trivial cohomology class 1 and the TFT. One can of course mix
the two—assign Θg′,n′ to some vertices and 1 to others. Indeed, a more general version of Theorem 9 is
proven in [9] which allows mixed vertex contributions.
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4. GROMOV-WITTEN INVARIANTS OF P1
From now on we consider Gromov-Witten invariants of P1. The main outcome of this section is the
calculation of the Θ-Gromov-Witten invariants of P1 from topological recursion applied to the spectral
curve
SΘ
P1
= (C, x, y, B) =
(
C, x = z+
1
z
, y =
z
z2 − 1 , B =
dzdz′
(z− z′)2
)
.
We first state the result for stationary Θ-Gromov-Witten invariants which consist of insertions of ω ∈
H2(P1). Consider
(34) DΘg,n(x1, ..., xn) = ∑
b
〈
Θ ·
n
∏
i=1
τbi(ω)
〉g
d
·
n
∏
i=1
(bi + 1)!x
−bi−2
i dxi.
Theorem 10. For 2g− 2+ n > 0, DΘg,n(x1, ..., xn) gives an analytic expansion around branches of {xi = x(zi) =
∞} of the correlators ωg,n of topological recursion applied to the spectral curve SΘP1 .
In the two exceptional cases (g, n) = (0, 1) and (0, 2), the invariants ωg,n are not analytic at xi = ∞. We
get analytic expansions around a branch of {xi = ∞} by removing their singularities at xi = ∞ as follows:
(35) ω0,1 +
dx1
x1
∼ DΘ0,1(x1), ω0,2 −
dx1dx2
(x1 − x2)2 ∼ D
Θ
0,2(x1, x2).
The usual Gromov-Witten invariants of P1 satisfy a similar result to Theorem 10. Analogous to the series
DΘg,n(x1, ..., xn), define
Dg,n(x1, ..., xn) = ∑
b
〈
n
∏
i=1
τbi(ω)
〉g
d
·
n
∏
i=1
(bi + 1)!x
−bi−2
i dxi
where d is determined by ∑ni=1 bi = 2g− 2+ 2d.
Theorem 11 ([15, 38]). For 2g− 2+ n > 0, Dg,n(x1, ..., xn) gives an analytic expansion around branches of {xi =
∞} of the correlators ωg,n of topological recursion applied to the spectral curve
SP1 = (C, x, y, B) =
(
C, x = z+
1
z
, y = log z, B =
dzdz′
(z− z′)2
)
.
Note that the function y(z) = log z is locally well-defined up to a constant around z = ±1, the zeros of
dx, so the invariants ωg,n are well-defined. Theorem 11 was proven for g = 0 and g = 1 in [38] and proven
in general in [15].
In [15] it was proven that the partition function of the spectral curve SP1 coincides with the ancestor
partition function:
ZSP1 (h¯, {t¯k, s¯k}) = ZˆP1 (h¯, {t¯k, s¯k}).
The variables tk and sk correspond to the basis {1,ω} of H∗(P1). This requires a linear change of coordinates
from the coordinates uαk in the partition function in Definition 3.12.
ZSP1 (h¯, {t¯k, s¯k}) = exp∑
g,n
h¯2g−2
n!
ω
S
P1
g,n
∣∣∣∣∣
tk(z)=t¯k,sk(z)=s¯k
where we have replaced the auxiliary differentials defined in (30) with tk(z) = U
1
k (z)− iU2k (z) and sk(z) =
U1k (z) + iU
2
k (z) or equivalently
(36)
t0(z) =
1
2
(
1
(z− 1)2 −
1
(z+ 1)2
)
dz, tk+1(z) = d
(
tk(z)
dx(z)
)
, k ≥ 0
s0(z) =
1
2
(
1
(z− 1)2 +
1
(z+ 1)2
)
dz, sk+1(z) = d
(
sk(z)
dx(z)
)
, k ≥ 0.
We can apply Proposition 3.7 to produce a new spectral curve with partition function the Θ-Gromov-
Witten invariants of P1.
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Theorem 12. The topological recursion partition function of the spectral curve
SΘ
P1
= (C, x, y, B) =
(
C, x = z+
1
z
, y =
z
z2 − 1 , B =
dzdz′
(z− z′)2
)
coincides with the ancestor partition function of Θ-Gromov-Witten invariants of P1
ZˆΘ
P1
(h¯, {t¯k, s¯k}) = exp∑
g,n
h¯2g−2
n!
ω
SΘ
P1
g,n
∣∣∣∣∣
tk(z)=t¯k,sk(z)=s¯k
where the differentials tk(z) and sk(z) are defined in (36).
Proof. By Proposition 3.7, the ancestor partition functions of Gromov-Witten invariants ofP1 andΘ-Gromov-
Witten invariants of P1 use the same element R(z) of the twisted loop group, the same topological field
theory and differ only by the shifted translation term T0(z). The element R(z) is encoded by the (C, x, B)
part of the spectral curve hence (C, x, B) is the same for SΘ
P1
and SP1 . It remains to find y for S
Θ
P1
which
determines the translation term T0(z). We will write the spectral curve SP1 = (C, x,Y, B)where Y = z so as
not to confuse it with y. Choose a local coordinate s around a zero pα of dx, by x =
1
2 s
2 + x(pα). In this local
coordinate, the odd part of y is
yαodd =
∞
∑
k=0
yα2k−1s
2k−1
which we have allowed to have a simple pole at s = 0. It is proven in [9] that the translation action on
partition functions induced from the translation action (29) on CohFTs is realised in topological recursion by
uαk 7→ uαk − (2k− 1)!!
yα2k−1
yα−1
for k > 0 if yα−1 6= 0. Equivalently the α component of the (series-valued) vector
T0(z) is
(T0(z))α = −
∞
∑
k=1
(2k− 1)!!y
α
2k−1
yα−1
zk.
Locally the shift T(z) 7→ T(z)/z = T0(z) is achieved by differentiation Y 7→ dY/dx = y since near pα we
have x = 12 s
2, Y = ∑∞k=0Y
α
2k+1s
2k+1, and dYαodd/dx = ∑
∞
k=0(2k+ 1)Y
α
2k+1s
2k−1 which maps to
(T0(z))α = −
∞
∑
k=0
(2k− 1)!! · (2k+ 1)Y
α
2k+1
Yα1
zk+1 =
1
z
T(z).
Differentiate globally to get
Y(z) =
dy
dx
(z) =
y′(z)
x′(z)
=
1/z
1− 1/z2 =
z
z2 − 1 .
as required. 
Proof of Theorem 4. By Theorem 12 the ancestor Θ-Gromov-Witten invariants of P1 are encoded in the cor-
relators ω
SΘ
P1
g,n . Hence by Proposition 3.5 the stable descendant Θ-Gromov-Witten invariants of P
1 are also
encoded in the correlators ω
SΘ
P1
g,n . For the unstable terms, the genus zero 2-point function 〈τk1(eα1)τk2(eα2)〉0d
of Gromov-Witten invariants and Θ-Gromov-Witten invariants coincide, and the former is known to be en-
coded in ω
S
P1
0,2 = ω
SΘ
P1
0,2 by (35), so the same is true for the latter. The genus zero 1-point function can be
calculated as follows. By the definition of the genus zero 1-point invariants in (20),
〈Θ · τk(ω)〉0P1 := − 〈τ0(1)τk(ω)〉0P1 = − 〈τk−1(ω)〉0P1
where the last equality uses the string equation for usual Gromov-Witten invariants. The degree d ∈ N is
uniquely determined by the insertions so it is hidden. Hence
∑
d>0
〈Θ · τ2d−1(ω)〉0d
(2d)!
x2d+1
= − ∑
d>0
〈τ2d−2(ω)〉0d
(2d)!
x2d+1
=
d
dx ∑
d>0
〈τ2d−2(ω)〉0d
(2d− 1)!
x2d
=
d f
dx
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where f = log z+ log x for z = 2/(x+
√
x2 − 4), is proven in [38]. Hence, for ω01 = −ydx = − zz2−1dx we
have
∑
d>0
〈Θ · τ2d−1(ω)〉0d
(2d)!
x2d+1
dx = ω01 +
dx
x
as required. Note that the dx/x term is there to cancel −dx/x in the expansion of ω01 at x = ∞. 
Proof of Theorem 1. The integral in (3) can be equivalently expressed as a matrix integral over N× N Hermit-
ian matrices with eigenvalues contained in the interval [−2, 2]
(37)
∫
HN [−2,2]
exp (NV(M))DM
where the measure is Euclidean on the entries of the matrix and V(M) = ∑
k≥0
sk tr(M
k+1). It is known as the
Legendre ensemble.
It is proven in [5] that the cumulants of the resolvents of the Legendre ensemble have asymptotic expan-
sions as N → ∞ given by〈
tr
(
1
x1 −M
)
· · · tr
(
1
xn −M
)〉c
N→∞∼ ∑
g>0
N2−2g−nWg,n(x1, ..., xn)
which define Wg,n(x1, ..., xn). These Wg,n(x1, ..., xn) satisfy loop equations which coincides with topological
recursion applied to a spectral curve obtained from the large N limit of the resolvent
y(x) = lim
N→∞
N−1
〈
tr
(
1
x−M
)〉
.
It is well-known that y(x) coincides with the spectral curve SΘ
P1
, or it can be seen explicitly at the beginning
of the proof of Theorem 13. Furthermore, W0,2(x1, x2) is well-known to coincide with ω0,2 − dx1dx2(x1 − x2)2 .
Hence Wg,n(x1, ..., xn) satisfies topological recursion for the spectral curve S
Θ
P1
or more precisely gives an
expansion of ω
SΘ
P1
g,n at x = ∞.
By Theorem 4, the ancestor Θ-Gromov-Witten invariants invariants are encoded in the correlators ω
SΘ
P1
g,n .
Furthermore, the same basis of differentials (36), whose coefficients give the ancestor Gromov-Witten invari-
ants, is used for SP1 and S
Θ
P1
since the differentials depend only on the data of (C, x, B) which coincides for
SP1 and S
Θ
P1
. The linear change of coordinates used in (25) to relate ancestor and descendant Gromov-Witten
invariants is achieved by taking the linear function Res∞ x
k· on the correlators. In other words,〈
n
∏
i=1
τbi(ω)
〉g
d
= Res
x1=∞
... Res
xn=∞
n
∏
i=1
x
b1+1
i
(bi + 1)!
ω
S
P1
g,n .
But the linear change of coordinates used in (26) to relate ancestor and descendant Θ-Gromov-Witten invari-
ants is the same hence we also have:〈
Θ ·
n
∏
i=1
τbi(ω)
〉g
d
= Res
x1=∞
... Res
xn=∞
n
∏
i=1
x
b1+1
i
(bi + 1)!
ω
SΘ
P1
g,n .
Thus we have proven that the formula DΘg,n(x1, ..., xn) in (34) is an expansion of the correlators ω
SΘ
P1
g,n , and
in particular DΘg,n(x1, ..., xn) satisfy the same recursion with the same initial conditions, as Wg,n(x1, ..., xn).
Hence Dg,n(x1, ..., xn) = Wg,n(x1, ..., xn) and their respective partition functions Z
Θ
P1
(h¯, {sk}, {tk = 0}) and∫
HN [−2,2] exp (NV(M))DM coincide up to a constant for h¯ = 1/N. 
The equivariant Gromov-Witten invariants of P1 with respect to the C∗ action were studied in [40]. The
equivariant Θ-Gromov-Witten invariants of P1 are well-defined since the group acts only on the target
GROMOV-WITTEN INVARIANTS OF P1 COUPLED TO A KDV TAU FUNCTION. 19
P1. In [21] the equivariant Gromov-Witten invariants of P1 are shown to arise from topological recursion
applied to the spectral curve
x = z+ 1/z+w log z, y = log z
where w is the equivariant parameter of the C∗ action. When w = 0 this gives the spectral curve SP1 . It is
shown in [21] that this is example is semisimple with R(z) and T(z) determined by the spectral curve. The
techniques of this paper should enable the calculation of the equivariant Θ-Gromov-Witten invariants of P1
using the spectral curve
x = z+ 1/z+ w log z, y =
z
z2 + wz− 1
obtained by replacing y with dy/dx as described in the proof of Theorem 12.
4.1. Quantum curve. A quantum curve of a spectral curve S = {(x, y) ∈ C2 | P(x, y) = 0} is a linear
differential equation
(38) P̂(xˆ, yˆ) ψ(p, h¯) = 0
where p ∈ S, h¯ is a formal parameter, and P̂(xˆ, yˆ) is a differential operator-valued non-commutative quanti-
sation of the plane curve with xˆ = x· and yˆ = h¯ ddx , and in particular [xˆ, yˆ] = −h¯.
The wave function ψ(p, h¯) is given by
(39) ψ(p, h¯) = exp(h¯−1S0(p) + S1(p) + h¯S2(p) + h¯2S3(p) + ...)
and the Sk(p) are calculated recursively via (38), which is known as the WKB method. The Sk(p) are mero-
morphic functions on S for k > 1. The operator ddx acts on meromorphic functions via composition of the
exterior derivative followed by division by dx, and coincides with usual differentiation of a meromorphic
function around a point where x defines a local coordinate.
In many cases, the wave function is related to topological recursion applied to S via
(40) Sk(p) = ∑
2g−1+n=k
(−1)n
n!
∫ p
p0
∫ p
p0
...
∫ p
p0
ωSg,n(p1, ..., pn).
See [6, 30, 37] for a description of the relationship of quantum curves to topological recursion.
Theorem 13. The quantum curve of SΘ
P1
is given by(
(4− x2)h¯2 d
2
dx2
− 2xh¯2 d
dx
+ 1+ h¯
)
ZΘ
P1
(
sk = h¯
k!
xk+1
, tk = 0
)
= 0
where the wave function agrees with the form in (39).
Proof. As shown in the introduction, put ψ(x, h¯) = exp(h¯−1S0(x) + S1(x) +O(h¯)). Then
ψ(x, h¯)−1
(
(4− x2)h¯2 d
2
dx2
− 2xh¯2 d
dx
+ 1+ h¯
)
ψ(x, h¯) = (4− x2)d
2S0(x)
dx2
+ 1+O(h¯).
Let h¯→ 0, so we see that ddxS0(x) defines the spectral curve and indeed ddxS0(x) = y as required.
More generally, we will prove that the wave function agrees with the form in (39) to all orders. When
S = SΘ
P1
we have a primitive of (−1)nωS
Θ
P1
g,n (p1, ..., pn) = (−1)nDΘg,n(x1, ..., xn) (choose p0 = ∞) given by
FΘg,n(x1, ..., xn) = ∑
b
〈
Θ ·
n
∏
i=1
τbi(ω)
〉g
d
·
n
∏
i=1
(bi)!x
−bi−1
i
which we specialise to xi = x to get
Sk(x) = ∑
2g−1+n=k
1
n! ∑
b,d
〈
Θ ·
n
∏
i=1
τbi(ω)
〉g
d
·
n
∏
i=1
(bi)!x
−bi−1
leading to
ψ(x, h¯) = ZΘ
P1
(
sk = h¯
k!
xk+1
, tk = 0
)
as required.
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Next, we prove the differential equation. Define the resolventsWn(x1, ..., xn) by
Wn(x1, ..., xn) =
cN
N!
∫ 2
−2
∫ 2
−2
...
∫ 2
−2
dt1...dtN ∏
i<j
(ti − tj)2
n
∏
i=1
N
∑
j=1
1
xi − tj
where 1/cN = Z
Θ
P1
(
h¯ = 1/N, sk = 0, tk = 0
)
is a constant which will play no role in the solution of a linear
differential equation. Hence
∞
∑
n=1
1
n!
∫ x
∞
∫ x
∞
...
∫ x
∞
Wn(x1, ..., xn) =
∞
∑
n=1
cN
N!
∫ 2
−2
∫ 2
−2
...
∫ 2
−2
dt1...dtN ∏
i<j
(ti − tj)2 1n!
(
log
N
∏
j=1
(x− tj)
)n
=
cN
N!
∫ 2
−2
∫ 2
−2
...
∫ 2
−2
dt1...dtN ∏
i<j
(ti − tj)2
N
∏
j=1
(x− tj)
The left hand side is the exponential of the samemultiple integral formula specialised at x over its cumulants
W
g
n (x1, ..., xn) = D
Θ
g,n(x1, ..., xn)/∏ dxi. Thus we have (up to a constant in x)
ψ(x, h¯) =
1
N!
∫ 2
−2
∫ 2
−2
...
∫ 2
−2
dt1...dtN ∏
i<j
(ti − tj)2
N
∏
j=1
(x− tj) = dNPN(12x)
where PN(x) is the degree N Legendre polynomial up to a constant in x. The second equality is proven in
[1]. Hence ψ(x, h¯) is an asymptotic expansion of dNPN(
1
2x) as 1/h¯ = N
2 → ∞.
The Legendre polynomial satisfies the Legendre differential equation
(1− x2) d
2
dx2
PN(x)− 2x d
dx
PN(x) + N(N+ 1)PN(x) = 0
hence after rescaling x 7→ x/2 and setting N = 1/h¯we have
(4− x2)h¯2 d
2
dx2
ψ(x, h¯)− 2xh¯2 d
dx
ψ(x, h¯) + (1+ h¯)ψ(x, h¯) = 0
as required. 
Remark 4.1. Note that we can incorporate τ0(1) insertions into the quantum curve by defining the wave
function:
ψ(x, h¯, t) = ZΘ
P1
(
sk = h¯
k!
xk+1
, t0 = h¯t, tk = 0, k > 0
)
.
which satisfies the differential equation(
(4− x2)h¯2 d
2
dx2
− 2xh¯2 d
dx
+ (1− t)(1− t+ h¯)
)
ψ(x, h¯, t) = 0.
This corresponds to the spectral curve St = {(x, y) ∈ C2 | (x2− 4)y2 = (1− t)2}which replaces y 7→ (1− t)y
hence ωg,n 7→ (1− t)2−2g−nωg,n hence Sk 7→ (1− t)1−kSk which corresponds to h¯ 7→ h¯/(1− t)
Put ψ(x, h¯) = ψˆ(x, h¯)x1/h¯ where ψˆ(x, h¯) is a series in x−1. The differential equation becomes(
(4− x2)h¯2 d
2
dx2
− 2xh¯
(
1+ h¯− 4
x2
)
d
dx
+
4
x2
(1− h¯)
)
ψˆ(x, h¯) = 0
Decompose ψˆ into its degree d components:
ψˆ(x, h¯) =
∞
∑
d=0
ψˆd(h¯)x
−2d = ψˆ0(h¯) + ψˆ1(h¯)x−2 + ...
The differential equation gives (6h¯2 − 4h¯(1+ h¯))ψˆ1(h¯) = 4(1− h¯)ψˆ0(h¯). Since ψˆ0(h¯) = 1 we can calculate
ψˆ1(h¯):
(41) ψˆ1(h¯) =
2(1− h¯)
h¯(h¯− 2)
which we will need later.
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4.2. Toda equation. The Toda equation for a function Z(t0) = Z(h¯, {sk}, t0) is given by
(42)
∂2
∂s20
logZ(t0) =
Z(t0 + h¯)Z(t0 − h¯)
Z(t0)2
wherewe show the dependence of Z only the variable t0. It was conjectured by Eguchi-Yang [17] and proven
by Okounkov-Pandharipande [39] that the partition function ZP1 (h¯, {sk}, t0) of Gromov-Witten invariants
of P1 satisfies (42). In this section we prove that the partition function ZΘ
P1
(h¯, {sk}, t0) of Θ-Gromov-Witten
invariants of P1 also satisfies (42).
The free energy of the Gromov-Witten invariants of P1 is given by
FP1(h¯, {sk, tk}) = ∑
g≥0
h¯2g−2Fg = ∑
g,d
h¯2g−2
〈
exp
{
∞
∑
k≥0
τk(ω)sk + τk(1)tk
}〉g
d
+
1
12
log h¯
=h¯−2
(
(1− t1)2 +
1
2 t
2
0s0
1− t1 + s0(1− t1) +
1
2
s20 +
1
6 t
3
0s1
(1− t1)2 + ...
)
+
1
12
log
h¯
1− t1 −
1
24 s0
1− t1 + ...
and ZP1 (h¯, {sk, tk}) = exp FP1(h¯, {sk, tk}). The dilaton equation
∂
∂t1
ZP1 (h¯, {sk, tk}) =
(
h¯
∂
∂h¯
+∑
k
tk
∂
∂tk
+ ∑
k
sk
∂
∂sk
)
ZP1 (h¯, {sk, tk})
is equivalent to the statement that ZP1 (h¯, {sk, tk}) is homogeneous of degree zero in h¯, {sk}, {tk, k 6= 1}
and q = t1 − 1. For example, the t1 terms combine in FP1 to give the degree zero terms − 16 t20s0 h¯−2q−1 and
1
12 log(−h¯q−1). The boundary term 112 log h¯ in FP1 as discussed in [16], is required to counteract the term
1
12 t1. The presence of a log h¯ term is explained quite generally in Section 3.1. Moreover, the Toda equation
holds only when the 112 log h¯ term is present.
Theorem 14. The partition function satisfies the Toda equation
h¯2(1− t0)2 ∂
2
∂s20
logZΘ
P1
(h¯, {sk}, t0) =
ZΘ
P1
(t0 + h¯)Z
Θ
P1
(t0 − h¯)
ZΘ
P1
(t0)2
.
Proof. The main idea is to use the random matrix integral of Theorem 1. So we first need to incorporate the
insertions of the class τ0(1) into the integral.
The dilaton equation in Proposition 3.3 restricted to stationary invariants and τ0(1) insertions is
(43)
〈
τ0(1) ·Θ ·
l
∏
i=1
τbi(1)
n
∏
i=l+1
τbi(ω)
〉
= (2g− 2+ n)
〈
Θ ·
l
∏
i=1
τbi(1)
n
∏
i=l+1
τbi(ω)
〉
which is equivalent to the PDE (22) so that ZΘ
P1
(h¯, {sk}, t0) is homogeneous of degree 0 in h¯, q = t0 − 1 and
{sk}. Hence
ZΘ
P1
(h¯, {sk}, t0) = ZΘP1
(
h¯
1− t0 ,
{
sk
1− t0
})
where any variable not appearing is set to zero. Thus in the integral of Theorem 1, we set N = 1−t0h¯ and
replace sk by
sk
1−t0 .
Now we follow a rather standard argument showing that the random matrix integral satisfies the Toda
equation. Here we write ZN =
1
cZ
Θ
P1
(1/N, {sk}, t0)where c is the constant in (3) which is unimportant since
the the following Toda equation is invariant under rescaling Z(N) by a constant.
(44)
∂2
∂s20
log Z(N) =
Z(N + 1)Z(N − 1)
Z(N)2
Define hj = hj(s0, s1, ...) for j ∈ N to be the norms of a set of monic orthogonal polynomials∫ 2
−2
exp
(
∑ sjx j
)
pj(x, {si})pk(x, {si})dx = 〈pj, pk〉 = h2j δj,k.
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(i) A standard proof found in, for example, [23] equation (5.74) or [34] equation (3.10), shows
Z(N, {sk}) =
N
∏
j=1
h2j−1.
(ii) In [23] equation (5.122) it is proven that
∂
∂s0
(
1
h2k
∂
∂s0
h2k
)
=
(
hk+1
hk
)2
+
(
hk−1
hk−2
)2
− 2
(
hk
hk−1
)2
, k > 1
with boundary relations ∂∂s0
(
1
h21
∂
∂s0
h21
)
=
(
h2
h1
)2 − ( h1h0)2 and ∂∂s0
(
1
h20
∂
∂s0
h20
)
=
(
h1
h0
)2
.
(iii) It follows immediately that
N
∑
i=1
∂
∂s0
(
1
h2i−1
∂
∂s0
h2i−1
)
=
h2N
h2N−1
=
N
∑
i=1
((
hi
hi−1
)2
−
(
hi−1
hi−2
)2)
which is equivalent to (44).
Finally notice that N + 1 = 1−t0h¯ + 1 =
1−t0+h¯
h¯ so N 7→ N + 1 is equivalent to t0 7→ t0 − h¯. Similarly,
N 7→ N − 1 is equivalent to t0 7→ t0 + h¯. Since s0 has been replaced by s01−t0 the second derivative is rescaled
by (1− t0)2 and (44) becomes
h¯2(1− t0)2 ∂
2
∂s20
log ZΘ
P1
(h¯, {sk}, t0) =
ZΘ
P1
(t0 + h¯)Z
Θ
P1
(t0 − h¯)
ZΘ
P1
(t0)2
as required. 
In Theorem 2we use the variable s˜0 = s0/(1− t0) in order to get the same Toda equation for both Gromov-
Witten invariants of P1 and Θ-Gromov-Witten invariants of P1. Getzler [26] proved that the Toda equation
for the full partition function ZP1 of the usual Gromov-Witten invariants which includes all tk follows from
the Toda equation for Z with tk = 0 for k > 0 using Virasoro relations. Perhaps an analogous result holds
for ZΘ
P1
.
The Toda equation determines the partition function uniquely from its degree zero part. In the Toda
equation, the derivative ∂
2
∂s20
reduces the degree by 1—it describes the removal of τ0(ω)
2—andmultiplication
by (1− t0)2 does not change the degree. Hence, with respect to the decomposition
ZΘ
P1
(h¯, {sk}, t0) = ∑
d≥0
Zd(h¯, {sk}, t0)
the degree d part Zd is determined by Zd′ for d
′ < d.
4.3. The 1-point series. In this section we calculate the 1-point stationary invariants 〈Θ · τ2d−1(ω)〉g. It is
proven in [24] that
W1(x) = ∑
g
h¯2g−2Wg1 (x) = ∑
g,d
h¯2g−2 〈Θ · τ2d−1(ω)〉gd ·
(2d)!
x2d+1
.
satisfies a differential equation
(45)
d3W1
dx3
+
8x
x2 − 4
d2W1
dx2
+
14x2 − 24
(x2 − 4)2
dW1
dx
+
4x
(x2 − 4)2W1 = 4h¯
−2
(
1
x2 − 4
dW1
dx
+
x
(x2 − 4)2W1
)
.
Equivalently (45) can be written
DW
g
1 = EW
g−1
1 , D =
4
xy2
d
dx
+ 4, E =
1
xy4
d3
dx3
+
8
y2
d2
dx2
+
14x2− 24
x
d
dx
+ 4
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for y = 1/
√
x2 − 4. With respect to the basis of monomials {yk, k ∈ Z}, the differential operator D is
diagonal, and the differential operator E is upper triangular. We have:
Dyk = 4(1− k)yk, Eyk = (1− k)(k− 2)2yk − 4k2(k− 2)yk+2.
From this we deduce that the seriesW
g
1 (x) is a degree 2g+ 1 polynomial in y. A Taylor expansion of y = y(x)
around x = ∞ will retrieve the series in x. The first few polynomials are:
W01 = −y
W11 =
1
2
y3
W21 =
1
8
y3 +
9
8
y5
W31 =
1
32
y3 +
45
16
y5 +
225
16
y7
W41 =
1
128
y3 +
819
128
y5 +
15750
128
y7 +
55125
128
y9
W51 =
1
512
y3 +
1845
128
y5 +
108675
128
y7 +
1157625
128
y9 +
6251175
256
y11
The seriesW
g
1 (x) collects the 1-point invariants of a given genus. We can also collect the 1-point invariants
of a given degree d. Define
Gd = ∑
g
h¯2g−2 〈Θ · τ2d−1(ω)〉gd , d > 0
so that W1(x) = ∑
d
Gd
(2d)!
x2d+1
. The differential equation (45) implies the following recursion for Gd which
uniquely determines Gd from the initial conditions G−1 = 0 and G0 = −h¯−2.
d2(1− (d− 12 )2h¯2)Gd = (1− (2d2 − 3d+ 32 )h¯2)Gd−1 + h¯2Gd−2
The recursion implies that Gd is a rational function of h¯
2 with simple poles at h¯2 = 0 and h¯2 = 4/(2m− 1)2
for m = 1, ..., d. The low degree series are as follows.
G0 = −h¯−2
G1 = −h¯−2 + 1
4− h¯2
G2 =
1
4
(
−h¯−2 + 13
8
1
4− h¯2 +
3
8
1
4− 9h¯2
)
G3 =
1
36
(
−h¯−2 + 135
64
1
4− h¯2 +
99
128
1
4− 9h¯2 +
15
128
1
4− 25h¯2
)
G4 =
1
4!2
(
−h¯−2 + 2577
1024
1
4− h¯2 +
1179
1024
1
4− 9h¯2 +
305
1024
1
4− 25h¯2 +
35
1024
1
4− 49h¯2
)
It is shown in [24] thatW1(x) is the large N (= 1/h¯) asymptotic expansion of a sequence of Taylor series in
x−1.
W1(x) = N(PN−1(x)Q′N(x)− PN(x)Q′N−1(x))
where PN(x) is the Nth Legendre polynomial andQN(x) the Nth Legendre function of the second kind. The
latter is analytic at x = ∞ and satisfies Q′N(x) = O(x
−N−2), hence PN−1(x)Q′N(x) and PN(x)Q
′
N−1(x) are
both Taylor series in x−1. The poles of Gd corresponding to N = n− 12 , a half-integer, arise because QN(x)
diverges as N tends to a half-integer.
The behaviour of the 1-point series Gd is rather different than the behaviour of the 1-point series for the
usual Gromov-Witten invariants of P1. It is proven in [39] that
Hd = ∑
g
h¯2g−2
〈
τ2g−2+2d(ω)
〉g
d
=
h¯−2
d!2
S(h¯)2d−1, S(h¯) =
sinh h¯2
h¯/2
.
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The methods of [39] use a Fock space representation of the Gromov-Witten invariants of P1 which produces
the 1-point series Hd. The difference in behaviour of the 1-point series Gd and Hd suggests that a Fock space
approach to Θ-Gromov-Witten invariants of P1 might not exist. It was shown in [42] that the formula for Hd
is a consequence of the Toda equation and the divisor equation. Although the Θ-Gromov-Witten invariants
of P1 satisfy the Toda equation, they satisfy a different type of divisor equation.
4.4. Hodge classes and the 0-point series. Degree zero stable maps to a target variety X consist of a stable
curve and its image in X, hence
Mg,n(X, 0) ∼=Mg,n × X.
The virtual class is strictly smaller than the moduli space when dimX > 0. It is given by the top Chern class
of a rank g× dimX bundle
[Mg,n(X, 0)]vir = ctop(Λ∨ ⊠ TX)
where Λ → Mg,n is the rank g Hodge bundle with fibres over smooth curves given by the vector space of
holomorphic differentials and Λ∨ is its dual. When X = P1, since ⊠ is the tensor product of the pull-back
bundles we have c(Λ∗⊠ TX) = pi∗1 c(Λ
∗)pi∗2c(TP1) = pi∗1 (1− λ1 + λ2 + ...+ (−1)gλg)pi∗2(1+ 2ω) hence the
top Chern class is cg(Λ∗⊠ TP1) = (−1)g(pi∗1λg − 2pi∗1λg−1pi∗2ω) and the push-forward is given by
p∗[Mg,n(P1, 0)]vir = (−1)g−12λg−1 ∈ H∗(Mg,n).
We can use knowledge of the Θ-Gromov-Witten invariants of P1 to learn more about the structure of the
classes Θg,n and in particular their integral next to the Hodge class. We have∫
Mg
λg−1Θg = (−1)g−112Fg
This is analogous to calculations of the Hodge integrals
∫
Mg,n λg−1 ∏i ψ
mi
i using Gromov-Witten invariants
of P1 carried out in [20, 27].
The 0-point series
∑ h¯
2g−2Fg := ∑ h¯2g−2 〈Θ〉g0 = ∑ h¯2g−2
∫
[Mg(P1,0)]vir
ΘP
1
g
can be determined by the Toda equation.
Consider the degree 1 stationary Θ-Gromov-Witten invariants of P1. We can calculate
H1(h¯) := ∑〈Θ · τ0(ω)τ0(ω)〉g1 h¯2g−2
from the quantum curve together with
G1(h¯) = ∑
g
h¯2g−2 〈Θ · τ1(ω)〉g1 = −h¯−2 +
1
4− h¯2
as follows. The degree 1 component of the wave function calculated in (41) is
ψˆ1(h¯) =
2(1− h¯)
h¯(h¯− 2) = h¯G1(h¯) +
1
2
h¯2H1(h¯).
hence
H1(h¯) = h¯
−2 + 1
4− h¯2 .
The Toda equation gives
Z0(
h¯
1−h¯ )Z0(
h¯
1+h¯ )
Z0(h¯)2
= ∑
g
〈Θ · τ0(ω)τ0(ω)〉g1 h¯2g = h¯2H1(h¯) =
4
4− h¯2 .
Hence
logZ0 =
1
4
log h¯− 1
64
h¯2 +
1
256
h¯4 − 17
6144
h¯6 +
31
8192
h¯8 − 691
81920
h¯10 +
5461
196608
h¯12 + ...
and it is not difficult to show the exact expression
Fg =
(1− 2−2g)
g(g− 1) B2g.
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A generating series looks nicest when we include the g = 1 term which can be achieved by considering
〈τ0(1)〉g = (2g− 2)Fg.
∑
g>0
h¯2g−1 〈τ0(1)〉
g
(2g− 1)! = tanh
h¯
4
.
Thus we have
∑
g>1
h¯2g−2
∫
Mg
λg−1Θg =
1
128
h¯2 +
1
512
h¯4 +
17
12288
h¯6 +
31
16384
h¯8 +
691
163840
h¯10 + ...
and
∫
M1,1 λ0Θ1,1 =
1
8 .
For n > 0, the degree 0 Θ-Gromov-Witten invariants involve only τ0(1) insertions since
deg
{
l
∏
i=1
τbi(1)
n
∏
i=l+1
τbi(ω)
}
= 0 = dim
{
[Mg,n(P1, 0)]vir ∩ p−1(ΘPDg,n)
}
⇔ l = n and bi = 0.
They are determined by the 0-point invariants via the dilaton equation (43) hence
Z0 = exp
{
∑
(
h¯
1− t0
)2g−2
Fg
}
.
Likewise, the Hodge integrals are determined from the integrals
∫
Mg λg−1Θg for g > 1 and
∫
M1,1 Θ1,1 via∫
Mg,n+1 λg−1Θg,n+1 = (2g− 2+ n)
∫
Mg,n λg−1Θg,n.
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