Time series analysis under stationary assumption has been well established. However, stationary time series models are not plausible to describe the real world. Indeed, relatively long stretches of time series data should contain either slow or rapid changes in the spectrum. To develop a general nonstationary theory, we have to pay careful attention to constituting a suitable model, otherwise the observations obtained in the future give no information about the present structure. Dahlhaus (1996a Dahlhaus ( , 1996b Dahlhaus ( , 1996c Dahlhaus ( , 1997 has introduced an important class of nonstationary processes, called locally stationary processes which have time varying spectral densities. In this paper, for a clustering problem of stock prices in Tokyo Stock Exchanges, we propose nonparametric approach based on generalized integral functional measures of time varying spectral densities. This generalized measures include Gaussian Kullback-Leibler information and Chernoff information measure.
Introduction
In recent years, the field of financial engineering has been developed as a huge integration of economics, probability theory, statistics and time series etc. There are mainly two streams in financial engineering. The one which probabilists developed focuses highly sophisticated mathematical theory, by using stochastic differential equations. On the other hand empirical people in financial econometrics studied various numerical aspects of financial data by means of statistical inference method. However, we have still hardly found the financial engineering based on time series methodologies. One of the main topics in financial engineering is the rating problem which classifies several companies into some class of credit from their data. Usually people in this field has employed discriminant criterion based on independent observations. The extension of classical discriminant analysis techniques in multivariate analysis to time series data is a problem of practical interest. It engages our attention to cluster the observed time series data into similar categories, and classify new observed series known to belong to one of two or more categories. Shumway (1982) gave an extensive review of various discriminant problems in time series. Zhang and Taniguchi (1994) discussed the parametric discriminant problems for non-Gaussian vector linear processes, and showed that discriminant criterion based on Gaussian Kullback-Leibper information measure which is an integral functional of periodogram has some good properties, for example, asymptotic normality and non-Gaussian robustness, etc. Alternatively, Zhang and Taniguchi (1995) have employed Chernoff information measure and shown peak robustness of it in frequency domain. For discrimination between non-Gaussian multivariate time series, Kakizawa et al. (1998) have introduced a general disparity measure which includes the foregoing information measures and given applications to the problems of classifying earthquakes and mining explosions.
Although the analysis for stationary time series has been well established, empirical studies show that most of time series data has non-stationary behavior. In the actual, either slow or rapid changes in the spectrum should be contained in relatively long stretches of time series data. One of the most important classes of non-stationary processes has been recently formulated in a rigorous asymptotic framework by Dahlhaus (1996a Dahlhaus ( , 1996b Dahlhaus ( , 1996c Dahlhaus ( , 1997 , called locally stationary processes. Locally stationary processes have time varying spectral densities whose spectral structures smoothly change in time. Discrimination and clustering of locally stationary processes that can be characterized by differing covariance or time varying spectral structures are important in applications of occurring in the analysis of financial data, seismic records and biometrics data etc. Sakiyama and Taniguchi (2004) investigated the problems of classifying a multivariate non-Gaussian locally stationary process into one of two categories which have hypotheses described by time varying spectral density matrices. They used an approximation of the Gaussian Kullback-Leibler information measure as a classification statistic. Hirukawa (2004) has generalized this measure to non-linear integral functional measures of time varying spectral densities which include the Gaussian Kullback-Leibler and the Chernoff information measure.
The time series data recoded in real phenomena such as seismic record and financial time series, are often non-stationary and non-Gaussian. To investigate the actual performance of the classifying to such non-stationary and nonGaussian time series data will be increasing importance. Sakiyama (2002) has discussed a clustering problem of stock data of 5 companies in New York stock exchange and employed the parametric approach for the estimating time varying spectral densities. Shumway (2003) has exploited using locally stationary and Gaussian Kullback-Leibler discrimination measures of distance for classifying earthquakes and mining explosions at regional distances. In this paper, we consider a clustering problem of stock prices of 13 companies in Tokyo Stock Exchange. We employ the generalized integral functional symmetric measure of time varying spectrum introduced in Hirukawa (2004) , which is based on a nonparametric estimators of time varying spectral densities. Consequently, we obtain the clustering results of well extracting the features of the relationships among the companies. Furthermore, we discuss robustness of Chernoff information measure to sharp peak of sample time varying spectrum in time domain which is corresponding to one of the phenomena of rapid changes in the spectral structure.
This paper organized as follows. In section 2 we introduce the non-Gaussian locally stationary processes, and a nonparametric time varying spectral density estimator which is due to Dahlhaus (1996c Dahlhaus ( , 1997 . Section 3 gives the generalized integral functional symmetric disparity measures of time varying spectrum which include Gaussian Kullback-Leibler and Chernoff information. Peak robustness of our disparity measure is studied. In Section 4 our clustering methods are executed to stock price of 13 companies in Tokyo Stock Exchange. Peak robustness of Chernoff measure in time domain is also verified by the simulation.
Non-Gaussian locally stationary processes
Viewing a actual time series data, one may often find the case that however it has locally stationary behavior, the entire time series data has spectrum which smoothly changes in time. Of course, such a case is included in non-stationary processes. Dahlhaus (1996a Dahlhaus ( , 1996b Dahlhaus ( , 1996c Dahlhaus ( , 1997 ) has introduced the model which describes such a time series, called locally stationary processes defined as follows.
Definition 1 A sequence of stochastic processes {X t,T } = {X t,T : t = 2 − N/2, . . . , 1, . . . , T, . . . , T +N/2; T, N ≥ 1)} is called locally stationary with mean 0 and transfer function A
• if there exists a representation
where
for k ≥ 2, where cum{. . .} denotes the cumulant of k-th order, and η(λ) = ∞ j=−∞ δ(λ + 2πj) is the period 2π extension of the Dirac delta function. (ii) There exists a constant K and a 2π-periodic function A :
for all T ∈ N. A(u, λ) is assumed to be continuous in u.
f (u, λ) := κ 2 |A(u, λ)| 2 is called the time varying spectral density of the process. Write
then E(ε t ) = 0 and E(ε 2 t ) = κ 2 . Furthermore we make the following assumption on the transfer function A(u, λ).
Assumption 1 (i)
The transfer function A(u, λ) is 2π-periodic in λ and the periodic extension is twice differentiable in u and λ with uniformly bounded continuous derivatives
The time varying spectral density f (u, λ) is bounded from below and above by some constants δ 1 , δ 2 > 0 uniformly in u and λ.
To develop a general nonstationary theory, we have to pay careful attention to constituting a suitable model, otherwise the observations obtained in the future give no information about the present structure. It has been shown that locally stationary processes have several good asymptotically properties, such as asymptotical normalities and √ T -consistencies of various estimators, and local asymptotic normality (LAN) (See Dahlhaus (1996a Dahlhaus ( , 1996b Dahlhaus ( , 1996c Dahlhaus ( , 1997 and Hirukawa and Taniguchi (2005) ).
As an estimator of time varying spectral density f (u, λ), we use the nonparametric estimator of kernel type defined by
where ) is not a consistent estimator of the spectral density. To make a consistent estimator of f (u, λ) we have to smooth it over neighbouring frequencies. Now we impose the following assumptions on W (·) and h(·).
Assumption 2 The weighted function
, and is a continuous and even function satisfying
W (x)dx = 1 and
∈ U where U is a finite set of R, and sup x / ∈U |h ′′ (x)| < ∞. Write
which plays a role of kernel in the time domain.
To ensure linear integral functional of local periodogram I N (u, λ) has √ Tconsistency, we need the followings.
(ii) The stretches of the observations {X 2−N/2,T , . . . , X 0,T } and {X T +1,T , . . . , X T +N/2,T } are available.
Assumption 4 (i) does not coincide with Assumption A.1 (ii) of Dahlhaus (1997). Adding Assumption 4 (ii) to (i), we have
√ T -consistency of linear integral functional of I N (u, λ). Furthermore, note that the use of f (u, λ) instead of I N (u, λ) is essential, because non-linear integral functional of local periodogram does not have √ T -consistency, even after integrated.
Symmetric measure of disparity
To execute classifying and clustering given observations of locally stationary processes, first we have to decide how to measure the disparity between different locally stationary processes which have time varying spectral densities f i (u, λ), i = 1, 2. Along with Kakizawa et al. (1998) , Hirukawa (2004) has employed the generalized non-linear integral functional disparity measures of time varying spectral density, defined as
k (u, λ) and (j, k) = (1, 2) or (2, 1). To ensure that D H (f j ; f k ) has the quasi-distance property, we require D H (f j ; f k ) ≥ 0, and that the equality holds if and only if f j (u, λ) = f k (u, λ), almost everywhere.
Denote by p i (x), i = 1, 2, the probability density functions of the observed time series X T = (X 1,T , . . . , X T,T ) ′ under two hypotheses Π i , i = 1, 2, respectively. Let under Π i , X T is corresponding to zero mean Gaussian locally stationary process with time varying spectral density f i (u, λ), i = 1, 2. Then, it is seen that this disparity measure D H (f j ; f k ) includes the Gaussian Kullback-Leibler discriminant information ratio
and the Chernoff information measure
and
Note that another possible choice is the quadratic function
Disparity measure D H (f j ; f k ) is not a real distance because it is not symmetric and doesn't satisfy triangle inequality. For clustering it is more convenient to use the symmetric information divergence
H Bα (z) = log(αz + 1 − α) + log(αz
Next, we turn to discuss peak robustness of Chernoff measure D HB α . We consider the case where the sample time varying spectral density of X T is contaminated by a sharp peak in time domain. Such case corresponds to one of the phenomena of rapid changes in the spectral structure. We shall prove that D HB α (f j ; f k ) is robust with respect to peak, but D HK (f j ; f k ) is not so. Definē
where Ω ǫ = [u 0 , u 0 + ǫ] is an interval in [0, 1] for sufficiently small ǫ > 0 and r > 1. Suppose that f 1 (u, λ) ≡ f 2 (u, λ) on a set of a positive Lebesgue measure. Then, under Assumption 1, it is seen that
which converges to zero, as ǫ → 0. On the other hand we have
which diverges, as ǫ → 0. Therefore we can see that D HB α is insensitive to peak in the spectrum, while D HK is sensitive. Thus, D HB α is better than D HK if the sample spectrum is contaminated by sharp peak.
Hierarchical clustering
In this section we execute clustering of stock prices in Tokyo Stock Exchange. Table  1 shows the stock data of Tokyo Stock Exchange. The last colum of Table  1 is the stock prices of each company on October 1, 2004, which consist of (stock price)×(stock unit), so they are minimum unit prices which one can buy. Figures 1-4 are the stock prices and the daily log-returns of MATUSHITA and NTTDOCOMO. Table 1 is about here. Figures 1-4 are about here.
For the nonparametric estimators of time varying spectral densities, we employ the following window function
To simplify the calculation, we take kernel function as h(x) ≡ 1. The nonparametric time varying spectral density estimators of MATUSHITA and NTTDOCOMO are plotted in Figures 5 and 6 , where the selected parameters are T = 1000, N = 175 and M = 8. From these figures it is seen that spectra change as the time changes.
Figures 5 and 6 are about here.
We compute the distance between two different stocks via the measures of disparity given by integral functional of nonparametric time varying spectral density estimators:
First, we compute the distances of each stock by Gaussian Kullback-Leibler disparity measure or Chernoff measures with α = 0.1, 0.3 or 0.5. We make two elements of minimum distance into one cluster. Then, we can iteratively define the distance between clusters as the average of the distances between each element of the clusters. In figures 7-10, the clusters identified at each distance value are displayed as dendrograms. All the results of clustering show that the first main cluster is HITACHI, MATSUSHITA, SHARP and SONY which are electric appliances companies. Furthermore, the distances between NISSAN and HONDA which are transportation equipment companies, and between NTT and NTTDOCOMO which are Information and communication companies, are close, respectively. Note that DENSO and TOYOTA, which are a kind of branching companies, are classified into one category. Taking into account all the above results, we can conclude our clustering method works well. Next, we examine peak robustness of Chernoff measure D HB α (f j ; f k ). Now, we assume that the sample spectrum of MATSUSHITA is contaminated by a sharp peak, that is, the sample spectrum of MATSUSHITA is given by (18) with u 0 = 0.5, ǫ = 0.001 and r = 1.5, and plotted in Figure 11 . For this case, the clusters identified at each distance value be displayed as dendrograms in figures 12-15. It can be seen that Chernoff measure with α not close to zero works well, while Kullback-Leibler measure does not work. These results coincide with theoretical result, because Chernoff measure tends to Kullback-Leibler measure as α tends to zero. 
