An electromagnetic system can be described in a variety of ways. Coarse models provide fast evaluations but lack the required accuracy in the final stages of design. Fine models are highly accurate, but prohibitively expensive. Finding a compromise between these extremes may assist in overcoming bottlenecks in design automation and optimization. One approach is to carry out optimization in the coarse model space and use fine model simulations to fine-tune the result via space mapping. A new response surface space mapping (RSSM) strategy is presented and applied to an E-shaped patch antenna test case. The solutions that emerge are comparable to full fine model optimization at a fraction of the cost.
I. INTRODUCTION
W ITHIN the design process, the costs associated with fine models, such as finite elements (FEs), are often prohibitive. Empirical approaches like response surface (RS) models have found success in accurately approximating the FE model [1] - [3] . Further increases in efficiency can be obtained by employing design of experiments (DOE) theory [1] . These methods provide significant speed advantages once the model has been constructed. While building an RS model is a one-time cost, it can nevertheless be a substantial one. A successful RS model of an electromagnetic shaker required 171 magnetostatic solutions [3] . At 15 min per solution, the RS model would be ready in about 40 h.
An alternate strategy, based on space mapping (SM), aims to combine cheap coarse models with highly accurate fine models. A coarse model can be built in the same way as an RS. The coarse model will have inherent errors but is expected to preserve the general character of the device response. An optimization of this coarse model would follow. Fine simulations would then be conducted in an iterative manner and would be used to align the coarse model with the fine model. The fine optimal solution would emerge after a certain number of iterations.
In much of the SM literature (e.g., [4] - [6] ), the coarse models are circuit models available within commercial simulators. The behavior of the microwave device over a frequency range is usually the model output that is of interest in existing SM algorithms [6] . SM methods for optimization of a multivariable RS, and multiobjective optimization of several linked RS models have remained absent. In this paper, the response surface space mapping (RSSM) technique is introduced for the first time. As will be seen, RSSM is also directly applicable to low-frequency optimization problems in electromagnetics.
II. RESPONSE SURFACE SPACE MAPPING
The behavior of an electromagnetic device is described in both the coarse model space and the fine model space . Fig. 1 .
In step 3 of Fig. 1 , the input parameters are selected to provide a starting pool of data for the RSSM algorithm (total of points when is included). The reason for selecting these points near is that the true optimum is expected to be in the vicinity. The key RSSM operations occur within steps 5-10 of the loop. At each iteration, the parameter extraction (PE) phase of step 6, implemented via genetic algorithm (GA) [7] , finds the inputs to the coarse model that will yield a 0018-9464/$20.00 © 2006 IEEE response as similar as possible to the fine response of step 5. The PE result is then added to the set . It is important to note that in the first iteration of the loop, PE's are performed in step 6. In subsequent iterations, a single PE is performed based on the newly computed of step 5. Let the input parameters selected in step 3 be denoted by . The th PE operation takes the form (1) with (2) (3) (4) The aim of (2)- (4) is to augment the responses and that have a single value as output. Using and alone would not be meaningful because a single output value is not sufficient to characterize the behavior of the model; the result of the GA search would surely not be unique. Each additional computation of (1) only entails a single fine model evaluation (in step 5 of Fig. 1 ) because the evaluations at are continually reused. This PE strategy allows for similarity to be evaluated "within" the RS. Previous strategies used fine model evaluations over a frequency range in order to evaluate similarity and were not applicable to general multivariable, single-output RS models.
Following PE, a mapping is built in step 7 using all previously computed fine responses and results of PE. The role of this mapping is to transform the fine input parameters so that in step 8 behaves like the fine model. The mapping is implemented using an artificial neural network (ANN) [8] . The RSSM algorithm essentially builds and enhances the mapped coarse model until a desirable optimum is achieved. Each iteration of RSSM provides additional information for building the mapping.
RSSM can be directly generalized to multiple coarse models that are linked for solving an optimization problem. For instance, power, efficiency, and size could each be represented as a separate RS and jointly optimized. Thus, the overall coarse model would be comprised of multivariable, single-output RS models. All RSSM steps would be performed in an analogous fashion, with separate PE and ANN mappings required for each submodel. For this general case of submodels, (5)- (9) give a synopsis of the costs associated with the RSSM technique. For simplification of the expressions, we are assuming that the number of iterations is greater than zero. For the trivial case of no iterations, it is readily apparent that only a single coarse model optimization and single fine model evaluation would be required, signifying that the optimum was achieved at the first attempt. The costs associated with the proposed technique fall roughly into five categories: fine model evaluations (5); PE (6); enhanced model optimization (7); ANN model building (8); and coarse model building and optimization (9 In much of the previous literature (e.g., [6] ), the termination criteria were tied to achieving a fine response that is equal to the (desirable) optimal coarse response. In the current paper, the coarse models may be arbitrarily poor. The objective of these coarse models is to generally approximate the character of the device response. They are inherently insufficient for standalone optimization. Thus, the termination criteria relate to the overall quality of the optimum rather than its proximity to the coarse optimum. Novel features of the RSSM technique include the following:
1) submodel (RS) based; 2) use of all available fine data for development of mapping; 3) independent PE and ANN for each submodel, allowing independent evolution; 4) no additional fine model evaluations required for determining similarity in the RSSM loop; data is reused, and each fine simulation is a potential fine optimum.
III. E-SHAPED PATCH ANTENNA
The E-shaped patch antenna test case is shown in Fig. 2 . The E-shaped patch antenna is a well-known configuration [9] and is also the subject of a patent [10] . It will be used to provide insight into the performance of RSSM. Let us assume a starting design (in millimeters) (10) The width of the antenna controls the higher resonant frequency, whereas the slots control the lower resonant frequency. Let us state the design objective of minimizing the maximum at 2.21 and 2.58 GHz. The coarse models were built based on a uniform grid of 100 data points. The first design variable is shown as a vertical dashed line in Fig. 2 . The width is sampled at ten equally spaced points between 36 and 62 mm (along the axis). The second design variable is shown by the two horizontal dashed lines and denoted by and . The parameter, whose starting design value is 46 mm, is varied through ten sample points between 43 and 69 mm (along the axis). The lower horizontal line moves opposite to (when moves up, moves down and so on).
IV. RESULTS
The antenna at 2.21 and 2.58 GHz, as a function of and , leads to two separate two-variable submodels. The coarse data required for these submodels is 100 2 200 evaluations. Let us begin by investigating the resulting coarse model. Fig. 3 shows the behavior of the coarse model average percent error over a wide range of frequencies. At the two frequencies of interest, the accuracy is particularly poor, ranging between 40% and 50% error. For most purposes, this model would be unusable. However, here it is used as a challenging test case for RSSM.
The overall accuracy performance is depicted in Fig. 4 , with , and denoting the coarse, SM, and fine optimal solutions, respectively. The optimization approaches were applied to the two frequency points of interest, but the full fine model response from 2 to 3 GHz is given for completeness. The coarse and fine optimizations were carried out using a standard GA [7] . The coarse model optimal design , as evaluated within the coarse model , was actually the best design of all (not shown). In Fig. 4 , however, it is observed that does not produce an adequate fine model performance . This initial unsatisfactory design is the starting point for RSSM. Note in Fig. 4 that RSSM produces a greatly improved design which has a response that is significantly different from the optimal coarse result. The GA applied to the fine model produces a design with a virtually identical response to the RSSM result. Convergence of the GA optimization of the fine model is shown in Fig. 5 . The convergence behavior of RSSM is shown in Fig. 6 . The cost function represents the maximum over the two frequency points. The optimal design was actually attained after only seven iterations of RSSM. Table I shows the final designs from the optimization approaches. Notice the evolution of the RSSM technique starting with the coarse optimum and arriving at the RSSM optimum.
Numerical results associated with the costs of the optimization techniques are presented in Table II . While RSSM is roughly four times more costly than coarse optimization for this test case, it only incurs 25% of the time cost of a standard GA optimization of the fine model. The GA requires 1078 fine evaluations, and RSSM only 30.
The behavior of the costs with increasing iteration number is shown in Fig. 7 . We note that PE, which is the key step in the RSSM technique, is also the main contributor to the overall cost of the technique.
V. CONCLUSION
A response surface space mapping (RSSM) technique has been proposed for electromagnetic optimization. RSSM begins with multiple coarse response surface models built using simulation data. The RSSM algorithm takes advantage of the implicit knowledge in these coarse models to iteratively construct and optimize an enhanced model based on mappings between input parameter spaces. The enhanced response surface (RS) models are allowed to evolve independently. The bulk of the costs are transferred from fine model evaluations to mapping operations between the input spaces. The RSSM technique employs artificial neural network (ANN) and genetic algorithm (GA) in a supporting role, but these could be replaced by analogous methods. An E-shaped antenna test case was used for demonstration. RSSM was able to achieve solutions that are comparable to full fine model optimization at a fraction of the cost. RSSM can similarly be applied to low-frequency electromagnetic optimization.
Cases inevitably arise where a space mapping is insufficient to transform the coarse model into a good approximation of the fine model. In such cases, output mappings have been suggested [6] . Future research could focus on incorporating output mappings in the RSSM framework.
