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Abstract
The paper introduces a class of experimental designs that allows experimenters to control
the robustness and efficiency of their experiments. The designs build on a recently introduced
algorithm in discrepancy theory, the Gram–Schmidt walk. We provide a tight analysis of this
algorithm, allowing us to prove important properties of the designs it produces. These designs aim
to simultaneously balance all linear functions of the covariates, and the variance of an estimator
of the average treatment effect is shown to be bounded by a quantity that is proportional to
the loss function of a ridge regression of the potential outcomes on the covariates. No regression
is actually conducted, and one may see the procedure as regression adjustment by design. The
class of designs is parameterized so to give experimenters control over the worse case performance
of the treatment effect estimator. Greater covariate balance is attained by allowing for a less
robust design in terms of worst case variance. We argue that the trade-off between robustness
and efficiency is an inherent aspect of experimental design. Finally, we provide non-asymptotic
tail bounds for the treatment effect estimator under the class of designs we describe.
1 Introduction
Randomized experiments are the gold standard for investigating causal effects. If we successfully
randomize the assignment of different treatment conditions to the units in an experiment, an outcome
comparison between the resulting treatment groups is guaranteed to capture the treatment effects
without error, in expectation. No other method provides such guarantees by design. The use of
randomized experiments have revolutionized several academic fields, including medicine [Byar et al.,
1976], political science [Green and Gerber, 2002] and economics [Banerjee and Duflo, 2009]. Companies
and organizations outside of academia have recently using the method to generate reliable information
about causality [Kohavi and Thomke, 2017].
The reason controlled randomization is powerful is that it lacks systematic biases. By virtue of
being random, however, the procedure is erratic. Randomization does not prevent assignments that
by any standard must be considered absurd, such as giving treatment only to the sickest patients in
a medical trial. The procedure only ensures that such absurd assignments are countered with equally
absurd assignments in the opposite direction. That is, it is as probable that the sickest patients
receive treatment as it is that the healthiest patients do so. Randomization balances the treatment
groups in expectation, but it does not ensure that treatment groups are comparable for all possible
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assignments. This fact have prompted skepticism among some scholars about the superiority, or even
appropriateness, of randomization as a method to study causality [see, e.g., Deaton and Cartwright,
2018].
The insight that randomization may produce undesirable assignments goes back to at least Student
[1938]. Student argues that it is more appropriate to assigns treatments so that the groups are
balanced. Randomization should only be used to select between assignments that we are indifferent
between with respect to balance. A similar point made was more recently by Kasy [2016]. While such
methods maximize observable balance, they do not ensure balance on unobservable characteristics.
Experimenters may be therefore be concerned that a singular focus on observable balance leads to
misleading conclusions in the case they have failed to collect data on some prognostically important
characteristic of the units.
The trade-off between randomization and balance motivates experimenters to use methods that
mix aspects of the two extremes. These methods restrict the randomization to avoid the worst
imbalances, but they do allow some imbalances to persist so to facilitate randomization. Examples
include various blocking designs [Fisher, 1935, Higgins et al., 2016], the matched-pair design [Greevy
et al., 2004, Imai et al., 2009] and rerandomization [Lock Morgan and Rubin, 2012, Li et al., 2018].
These methods put varying amount of emphasis on randomization and balance, effectively resolving
the trade-off in different ways. While experimenters find this trade-off relevant, they do not always
know how to navigate it. Uncertainty remains about what properties are affected when randomization
is reduced to improve balance, and experimenters tend to select their experimental designs based on
vague intuitions and the current conventions in their respective fields. The aim in this paper is to
rigorously explore this trade-off.
We suggest that the trade-off between randomization and balance is best interpreted as a trade-off
between model efficiency and model robustness. The efficiency of an experimental design is its perfor-
mance under an appropriate model (which may not be explicitly stated in a particular experiment).
Robustness is the worst case performance of the design when the model is incorrect and a wider class of
models is considered. The first contribution of the paper is to show that independent random assign-
ment with equal probability for each treatment group is the minimax optimal design with respect to
a model that only restricts the magnitude of the potential outcomes. This design ignores all covariate
information. It thereby makes no effort to balance the treatment groups (other than in expectation).
Robustness may, in other words, be the motivation for randomization. Of course, such robustness
comes at the cost of inefficiency should some more restrictive model be correct. To improve efficiency
within a particular model, the focus should be on maximizing balance (appropriately defined given
the model under consideration). It is in this sense the choice between balance and randomization
maps onto the choice between efficiency and robustness.
We are not the first to make the connection between randomization and robustness. The insight
goes back to at least Wald [1950] who studies various statistical decision problems. He shows that
random decision rules tend to be minimax optimal. A contribution closer to the current topic, focus-
ing on the experimental design problem specifically, is Wu [1981]. He derives the minimax optimal
design under invariance restrictions on the potential outcomes given constant treatment effects, and
he highlights a similar trade-off as we do.1 Basse et al. [2019] extends these results and derive minimax
optimal designs for crossover experiments under similar invariance restrictions but without assuming
constant treatment effects. A related idea is discussed by Kallus [2018]. He shows how several common
experimental designs can be motivated by being minimax optimal with respect to a particular model.
We build on these results, further highlighting the connection between randomization and robustness.
The main contribution of the paper is the introduction of a new class of experimental designs
that allow experimenters control over the efficiency–robustness trade-off. These designs build on the
Gram–Schmidt Walk algorithm introduced by Bansal, Dadush, Garg, and Lovett [2018], a recent
1Note, however, that Wu defines “efficiency” differently from us.
2
advancement in the field of algorithmic discrepancy theory. Classic results in the field of discrepancy
theory seek to characterize the extent to which collections of objects, such as vectors, can be divided
into groups so that the groups appear similar, in which case the discrepancy between the groups is
said to be small (see, e.g., Chazelle, 2001 and Matousek, 2009, for overviews). An important insight in
discrepancy theory is that divisions exist for many problems such that the discrepancy is remarkably
small [Spencer, 1985, Banaszczyk, 1998]. These divisions are considerably better than those produced
by randomly dividing the objects into groups. In fact, they are often better than one could hope to
obtain after examining a large number of random divisions. A breakthrough result of Bansal [2010]
was the creation of efficient algorithms that produce divisions nearly as good as those known to exist.
This work was followed by a large number of efficient algorithms for solving discrepancy problems.
In the language of experimental design, maximizing the balance between treatment groups is to
minimize a discrepancy between the groups. In this way, one approach to achieve balanced treatment
groups is to use a discrepancy minimization algorithm. Such an approach would, however, be little
more than an algorithmically efficient way to implement the ideas of Student [1938] and Kasy [2016].
Algorithms for discrepancy minimization generally produce a single assignment which is guaranteed
to be balanced, rather than a large distribution of balanced assignments. As a consequence, they
provide very little randomness (except, perhaps, by permuting the treatment labels), so the resulting
design would completely ignore robustness.
Our contribution is to demonstrate that the experimental design problem, including the trade-off
between efficiency and robustness, can be reduced to a discrepancy problem that the Gram–Schmidt
Walk algorithm can solve. Indeed, the class of designs we describe is parameterized in such a way
to give the experimenter direct control over the trade-off. With an appropriate choice of the design
parameter, experimenters may choose to maximize robustness, in which case the Gram–Schmidt Walk
design recovers the minimax optimal design mentioned above. Alternatively, experimenters can select
the parameter to maximize efficiency, in which case the design randomizes only in so far it does not
hurt balance. Intermediate choice between these two extremes are possible, allowing for a design that
reflect one’s preference between efficiency and robustness. No matter the choice of the robustness
parameter, the design assigns each unit to each treatment condition with equal probability, so it
remains unbiased.
When instructed to partially or completely focus on balance, the Gram–Schmidt Walk design
aims to assign units to treatments so to balance all linear functions of their covariates. That is, the
appropriate model to judge the efficiency of the design is one in which the potential outcomes can
be approximated by linear functions of the covariates. Experimenters often adjust their treatment
effect estimates using various linear regression techniques [Lin, 2013]. The Gram–Schmidt Walk can
be seen as doing such regression adjustments by design. Similar to ex post regression adjustment, the
use and efficiency of the design does not require that the potential outcomes are generated by a linear
structural model. What we mean with the term “linear model” is simply that the potential outcomes
can be partially explained by linear functions of the covariates.
The final contribution is an analysis of the statistical properties of the Gram–Schmidt Walk design.
As part of this investigation, we provide a tight analysis of the Gram–Schmidt Walk algorithm. These
algorithmic results are new, and we believe they should be of independent interest to discrepancy
theorists. Our main focus is on the performance of the Horvitz–Thompson estimator under the design.
We show that the variance of the estimator is bounded by the minimum of the ridge regression loss
function when the covariates are used to predict the potential outcomes. This regression is never
actually conducted. Instead, the design balances the covariates in such a way so that the estimator
behaves as if the regression was run before the experiment was conducted, using information on all
potential outcomes. The ridge loss is scaled by the reciprocal of the robustness parameter, capturing
the trade-off between efficiency and robustness. We provide non-asymptotic tail bounds for the design,
allowing experimenters to construct confidence intervals that are valid in finite samples.
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1.1 Overview
The paper presents several, somewhat disparate results. The following list provides an overview.
• Section 2 introduces randomized experiments, experimental designs and the design-based sta-
tistical framework we will use in the paper. The minimax optimal result is presented here.
• Section 3 introduces the Gram–Schmidt Walk design and discusses its properties.
• Section 4 compares the Gram–Schmidt Walk design to other common designs.
• Section 5 presents a simulation study exploring the performance of the designs empirically.
• Section 6 analyzes the Gram–Schmidt Walk design, proving its properties.
• Section 7 analyzes the Gram–Schmidt Walk algorithm, providing the results on which the anal-
ysis in Section 6 builds on.
• Section 8 provides various additional results and proofs, including a conservative variance esti-
mator for the Horvitz–Thompson estimator under the Gram–Schmidt Walk design.
1.2 Notation
We denote sets as roman capital letters, e.g. A and S. We use the shorthand [n] to denote the set
{1, 2, . . . , n} for any positive integer n. Vectors are written as bold face lower case letters, e.g. x,
b. We take all vectors to be column vectors. The transpose of a vector x is written as xT. The ith
coordinate of vector x is denoted by x(i). A vector of ones is written as 1 = (1, 1, . . . , 1). We denote
the standard inner product in angle brackets: 〈x,y〉 = xTy = ∑ni=1 x(i)y(i). Matrices are written as
bold face capital letters, e.g. X, B, and the identity matrix is written as I. We say that an n-by-n
symmetric matrix A is positive semidefinite if xTAx ≥ 0 for all vectors x ∈ Rn. We write that A  B
if B −A is positive semidefinite, i.e. xTAx ≤ xTBx for all vectors x ∈ Rn. The relation  forms a
partial order on symmetric matrices which is known as the Loewner ordering.
2 Randomized experiments
2.1 Preliminaries
An experiment consists of a sample of n units indexed by i ∈ [n] and a set of treatment conditions in-
dexed by Z. The units could, for example, be patients in a randomized clinical trial, and the treatments
could be different drugs under evaluation. We consider experiments with two treatment conditions,
Z = {a, b}, representing, for example, active and placebo treatment. Each unit is assigned one of the
treatments. We use z(i) ∈ Z to denote the assignment of unit i, and z = (z(1), z(2), . . . ,z(n)) ∈ Zn
collects all assignments.
The response of unit i when assigned to treatment a ∈ Z is denoted ya(i), which is taken be a real
number. We refer to these responses as potential outcomes. This is to highlight that the responses
could be observed but are not necessarily so. To ensure that the potential outcomes are well-defined,
we assume that the treatment conditions are well-specified and that the treatment assigned to one
unit does not affect other units [Rubin, 1980]. It will prove helpful to collect the potential outcomes
in vectors, so that
ya =
(
ya(1),ya(2), . . . ,ya(n)
)
contains the potential outcomes for treatment a ∈ Z. We write y = (ya + yb)/2 for the average of
the two vectors of potential outcomes.
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A treatment effect for two treatments a, b ∈ Z is the contrast between a unit’s potential outcomes,
ya(i)− yb(i). We focus on the average treatment effect (ATE):
τab =
1
n
n∑
i=1
[
ya(i)− yb(i)
]
.
The assignments partition the units into treatment groups:
Ga = {i ∈ [n] : z(i) = a} and Gb = {i ∈ [n] : z(i) = b} ,
and we observe the potential outcomes corresponding to the units’ assignments. For example, ya(i) is
observed for i ∈ Ga. A unit can be assigned to only one treatment, so we observe n potential outcomes.
The average treatment effect depends on 2n potential outcomes, and it is therefore fundamentally
unobservable. A reliable method to investigate τab is to randomly assign the treatments. The partition
into Ga and Gb is thus random, and we refer to the distribution of z as the design of the experiment.
The design is the sole source of randomness considered in this paper, and the potential outcomes
are considered to be fixed quantities [see, e.g., Athey and Imbens, 2017, for a discussion about this
framework].
We seek to estimate the average treatment effect based on the observed potential outcomes and
knowledge of the design. We will consider several estimators, but our primary focus is the Horvitz–
Thompson estimator [Narain, 1951, Horvitz and Thompson, 1952]. The estimator is defined as
τ̂ab =
1
n
[∑
i∈Ga
ya(i)
Pr(z(i) = a)
−
∑
i∈Gb
yb(i)
Pr(z(i) = b)
]
,
where Pr(z(i) = a) is the marginal probability that unit i is assigned to treatment a ∈ Z. We will
initially consider designs for which these probabilities are the same for all treatments and units, so
that Pr(z(i) = a) = Pr(z(i) = b) = 1/2 for all i ∈ [n]. The reason we focus on the Horvitz–Thompson
estimator is that it can accommodate a large number of designs, and it is straightforward to analyze
under those designs, as captured by the following lemma [see, e.g., Aronow and Middleton, 2013, for
additional details].
Lemma 2.1. For any design with marginal assignment probabilities bounded away from zero, the
Horvitz–Thompson estimator is unbiased.
Proof. Focusing on the first term of the estimator,
E
[
1
n
∑
i∈Ga
ya(i)
Pr(z(i) = a)
]
=
1
n
n∑
i=1
Pr(i ∈ Ga)ya(i)
Pr(z(i) = a)
=
1
n
n∑
i=1
ya(i),
where the last equality follows from Pr(i ∈ Ga) = Pr(z(i) = a). The same derivation for the second
term gives E[τ̂ab] = τab, as desired.
2.2 Experimental designs
The behavior of the estimator depends on the design of the experiment. It is known that the Horvitz–
Thompson estimator is consistent for the average treatment effect for a large number of designs [see,
e.g., Delevoye and Sa¨vje, 2019]. The goal of this paper is to select one of these designs so to ensure
that the estimator is close to τab with high probability also in experiments with small and moderately
sized samples.
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A common choice is the Bernoulli design, which will act as a benchmark in the following discussion.
Under this design, the treatments are assigned independently, so that
Pr(z = q) =
1
2n
for any q ∈ {a, b}n.
The design can be extended to non-uniform assignment probabilities, but we restrict our focus to the
uniform version here.
The Bernoulli design performs well in large samples. The law of large numbers ensures that mean
of the potential outcomes in the treatment groups are close to the mean in the overall sample, implying
that the corresponding estimate is close to the average treatment effect. The concern in small and
moderately sized samples is that the treatment groups may not be representative of the potential
outcomes in the overall sample. Designs that successfully balance the potential outcomes between the
treatment groups will outperform the Bernoulli design.
The issue is that no potential outcomes are observed before the experiment is conducted, so designs
that directly balance the potential outcomes are infeasible. We may, however, try to approximate such
a design using information about the units that is known when the experiment is designed. Let xi ∈ Rd
be a vector of d such covariates for unit i, and let X be the n-by-d matrix whose rows are the covariate
vectors x1,x2, . . . ,xn. Under the assumption that these covariates are associated with the potential
outcomes, we may use them as proxies for the potential outcomes. The hope is that if the design
balances the covariates between the treatment groups, then it will balance the potential outcomes as
well.
An important insight here is that the design may perform poorly if the assumption that the
covariates are associated with the potential outcomes is wrong. Indeed, as we show below, the Bernoulli
design is minimax optimal for the Horvitz–Thompson estimator, implying that we cannot uniformly
do better over all possible potential outcomes by incorporating such information in the design. The
central trade-off in experimental design is therefore one between efficiency and robustness. We seek a
design that balances the covariates while performing reasonably well when the hypothesized association
between the covariates and potential outcomes is incorrect.
There are mainly two reasons why the Bernoulli design is a good benchmark to judge the efficiency
and robustness of other designs. First, the variance under this design depends on the potential outcome
only through the norm of y, which greatly simplifies the discussion. Second, as mentioned above, the
design is minimax optimal with respect to the Horvitz–Thompson estimator, making it a natural
reference point. The following two lemmas describe these two properties.
Lemma 2.2. For treatments Z = {a, b}, the variance of the Horvitz–Thompson estimator under the
Bernoulli design is
var(τ̂ab) =
4
n2
‖y‖2.
Lemma 2.3. Let Θ be the set of all experimental designs for n units and two treatment conditions,
Z = {a, b}, and let Y = {(ya,yb) ∈ R2n : ‖ya‖+ ‖yb‖ ≤ c} be the set of all potential outcome vectors
such that the sum of their norms is at most c. The minimax mean square error of the Horvitz–
Thompson estimator is:
min
θ∈Θ
max
(ya,yb)∈Y
Eθ
[
(τ̂ab − τab)2
]
=
c2
n2
,
where the subscript of the expectation operator indicates the design used for the integration.
Lemma 2.3 restricts the sum of the norms of the potential outcome vectors to be at most c. This
is because a trivial worst case is to make ‖ya‖ and ‖yb‖ arbitrary large, so the case of interest is
when the magnitude of the potential outcomes are restricted. A consequence of the two lemmas is
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that Bernoulli design is minimax optimal with respect to mean square risk for the Horvitz–Thompson
estimator of the average treatment effect. In particular, estimator is unbiased under the Bernoulli
design, so the variance is the mean square error. Lemma 2.2 thus gives the mean square error. Note
that the triangle inequality gives
4
n2
‖y‖2 = ‖ya + yb‖
2
n2
≤
(‖ya‖+ ‖yb‖)2
n2
,
which is bounded from above by the minimax in Lemma 2.3 because ‖ya‖+ ‖yb‖ ≤ c.
3 The Gram–Schmidt Walk design
The design we describe here is based on the Gram–Schmidt Walk algorithm introduced by Bansal
et al. [2018], and thus which we adopt it as the name of the design. This section describes the
properties of the Gram–Schmidt Walk design. We start with a description of the design itself. A
detailed description and analysis of the Gram–Schmidt Walk algorithm appears in Section 7.
3.1 Sampling from the design
The Gram–Schmidt Walk design has one key parameter, λ ∈ (0, 1). The parameter controls how
strongly the covariates should be balanced. We will discuss the interpretation and selection of this
parameter later in Section 3.3, but for now, we simply note that we do not always want to maximize
covariate balance as this would make the design less robust.
An assignment is sampled by calling the Gram–Schmidt Walk algorithm with appropriate inputs.
The algorithm takes two inputs: a vector w1 in the cube [−1, 1]n and an m-by-n real-valued input ma-
trix B. For the Gram–Schmidt Walk design, the input vector is chosen to be zero, w1 = (0, 0, . . . , 0).
We discuss an extended version of the design in Section 6 for which w1 takes other values. To
construct B, we need the matrix of covariates X from above in addition to the parameter λ. Let
ξ = maxi∈[n]‖xi‖ denote the maximum row norm of the covariate matrix. With these quantities in
hand, construct the (n+ d)-by-n input matrix as
B =
[ √
λI
ξ−1
√
1− λXT
]
,
where I is the n-by-n identity matrix.
The next step is to call the Gram–Schmidt Walk algorithm with these inputs. We provide a brief
overview of the algorithm here, and refer the reader to a detailed description and analysis in Section 7.
For the input matrix B, the purpose of the algorithm is to generate a random vector w ∈ {±1}n in
such a way that the vector Bw is close to zero. This is accomplished by constructing w sequentially,
starting with an input vector w1. At each iteration t, the algorithm randomly updates the current
vector wt to a new vector wt+1 by moving it closer to the boundary of the cube [−1, 1]n. When wt
reaches a corner, all its entries are ±1, and the vector is output by the algorithm.
An important aspect of the algorithm for our purposes is the way that wt is updated at each
iteration. First, at each step of the algorithm, at least one coordinate in wt which is in the interior
of [−1, 1] will be set to ±1. Moreover, coordinates of wt which have been set to ±1 remain fixed
throughout the remaining iterations. As a consequence, the algorithm will run at most n iterations,
ensuring that it completes in reasonable time. Second, the direction of the update is random, ensuring
that w is random. Third, when one entry is moved toward one of ±1, similar entries as judged by
the columns in B will move in the opposite direction. This ensures that Bwt does not derivate too
far from zero at any iteration t, and thereby that Bw is close to zero.
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The assignment vector of the Gram–Schmidt Walk design is constructed based on the output of
the algorithm. For a given output vector w = (w(1),w(2), . . . ,w(n)) ∈ {±1}n, the units are assigned
in the following manner:
z(i) =
{
a if w(i) = 1,
b if w(i) = −1.
That is, w(i) = 1[z(i) = a] − 1[z(i) = b]. The distribution of z resulting for this procedure is the
Gram–Schmidt Walk design.
3.2 Properties of the design
The discussion and proofs of the properties of the Gram–Schmidt Walk design span several sections.
We start with a summary in the form of the following theorem. The summary is followed by a
discussion about the interpretation and practical implications of the properties.
Theorem 3.1. For treatments Z = {a, b} and covariate matrix X with ξ = maxi∈[n]‖xi‖, the Gram–
Schmidt Walk design with parameter λ ∈ (0, 1) is such that:
1. Assignments from the design can be sampled using O
(
n2d+ nd2 + d3
)
arithmetic operations and
O(n+ d2) additional storage.
2. The marginal assignment probabilities are uniform:
Pr(z(i) = a) = Pr(z(i) = b) = 0.5 for all i ∈ [n].
3. The variance of the Horvitz–Thompson estimator is bounded as:
var
(
τ̂ab
) ≤ 4Lλ
n2
where Lλ = min
β∈Rd
[
1
λ
∥∥y −Xβ∥∥2 + ξ2
1− λ
∥∥β∥∥2].
4. The tails of the sampling distribution of the Horvitz–Thompson estimator are bounded as:
Pr
(|τ̂ab − E[τ̂ab]| ≥ γ) ≤ 2 exp(−γ2n2
8Lλ
)
for all γ > 0 .
3.2.1 Complexity and control over assignment probabilities
Theorem 3.1.1 ensures that one can generate assignments from the design in an algorithmically efficient
manner, allowing experimenters to use the design in practice. As we will see below, some designs
require extensive computational resources to generate assignments, which make their use impractical
or impossible.
Theorem 3.1.2, which is straightforward, provides control over the marginal assignment probabili-
ties. This ensures that the probabilities are known, so the Horvitz–Thompson estimator can be used.
Furthermore, the probabilities are bounded away from zero, so the estimator is unbiased. Unbiased-
ness does not require that the marginal assignment probabilities are uniform as they are in this version
of the Gram–Schmidt Walk design. The non-uniform version of the design is described in Section 6.
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3.2.2 Control over variance
The third property in Theorem 3.1 provides control over the variance of the Horvitz–Thompson
estimator. Because the estimator is unbiased, this is the same as control over the mean square risk of
the estimator. Experimenters may thereby select the parameters and the covariates in such a way to
minimize the risk.
The main component of the variance bound is
Lλ = min
β∈Rd
[
1
λ
∥∥y −Xβ∥∥2 + ξ2
1− λ
∥∥β∥∥2] , (1)
which is closely related to the loss function for least squares estimation of the best linear function to
predict the average potential outcomes using the covariates with `2 regularization, commonly known
as ridge regression. In fact, by multiplying both sides by λ, we can more clearly see that
λ · Lλ = min
β∈Rd
[∥∥y −Xβ∥∥2 + ξ2λ
1− λ
∥∥β∥∥2] ,
which is the more standard form for ridge regression, where the penalty coefficient is set to ξ2λ(1−λ)−1.
Due to the implicit minimization in the term Lλ, we say that the Gram–Schmidt Walk design performs
regression adjustment by design. Indeed, the term Lλ is small when the average potential outcomes
are well-explained by a linear function of the covariates and λ is set appropriately small. Likewise, if
the average potential outcomes are not well-explained by a linear function of the covariates, then the
term Lλ is smallest when λ is larger. Regardless, for any choice of λ, the variance upper bound adapts
to the unobserved potential outcomes through the implicit minimization (1). A similar reduction in
variance can be achieved by incorporating regression adjustments in the treatment effect estimate
[Lin, 2013]. However, these types of adjustments are independent of the design and may hurt both
the efficiency and robustness of the experiment [Middleton, 2018]. The Gram–Schmidt Walk avoids
these issues by incorporating the regression adjustment implicitly by design.
The loss Lλ is determined by the parameter λ and the association between y and X. To minimize
this quantity, we should let λ → 0. However, the parameter enters inversely in the variance bound,
so a small λ may not be optimal. We can understand the variance bound and the role of λ in terms
of the efficiency–robustness trade-off mentioned in the previous section. Starting with robustness, the
following corollary describes the worst case performance of the Gram–Schmidt Walk design.
Corollary 3.2. For treatments Z = {a, b} and the potential outcome model Y = {(ya,yb) ∈ R2n :
‖ya‖ + ‖yb‖ ≤ c}, the worst case variance of the Horvitz–Thompson estimator under the Gram–
Schmidt Walk design with parameter λ ∈ (0, 1) is
var(τ̂ab) =
4
λn2
‖y‖2.
Proof. The worst case is
max
(ya,yb)∈Y
min
β∈Rd
Lλ = max
(ya,yb)∈Y
min
β∈Rd
[
1
λ
∥∥∥∥ya + yb2 −Xβ
∥∥∥∥2 + ξ21− λ∥∥β∥∥2
]
.
The minimum is bounded from above by ‖(ya + yb)/2‖2/λ = ‖y‖2/λ, which is obtained by setting
β to 0. This bound is obtained in the maximum when the potential outcomes are orthogonal to the
column space of X, which is to say that they are completely unpredictable by linear functions of the
covariates.
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The restriction ‖ya‖ + ‖yb‖ ≤ c fills the same purpose here as it did in Lemma 2.3. It avoid
the trivial worst case when ‖y‖ is made arbitrary large. To understand the robustness of the Gram–
Schmidt Walk design we may compare this worst case with the variance under the Bernoulli design
given by Lemma 2.2:
vargs(τ̂ab)
varb(τ̂ab)
≤ 1
λ
,
where vargs(τ̂ab) and varb(τ̂ab) are the variances under the two designs.
This comparison demonstrates that we control the robustness of the design by our choice of λ. For
example, when λ = 0.5, the variance under the Gram–Schmidt Walk design is no worse than twice
the variance under the Bernoulli design. Of course, our hope is to do considerably better than the
Bernoulli design. The use of the Gram–Schmidt Walk design to balance the covariates implies that we
believe that the covariates can partially explain the potential outcomes, effectively saying that we do
not believe we are in the worst case setting. The purpose of the robustness result above is to show that
the design performs reasonably well also when this belief is incorrect, and the covariates contain no
information about the potential outcomes. By letting λ→ 1, we can ensure that the Gram–Schmidt
Walk design performs no worse than the Bernoulli design. Indeed, the Gram–Schmidt Walk design
with λ = 1 is identical to the Bernoulli design.
A comparison with the Bernoulli design can also help us understand the performance of the design
in other settings than the worse case. Let β∗ is the vector that minimizes Lλ, and consider
vargs(τ̂ab)
varb(τ̂ab)
≤
∥∥y −Xβ∗∥∥2
λ‖y‖2 +
ξ2‖β∗‖2
(1− λ)‖y‖2 . (2)
The first term is related to the coefficient of determination (often denoted R2) of the implicit ridge
regression. In particular, it is the fraction of the second raw moment of the potential outcomes that is
not explained by the linear function β∗ scaled with λ−1. This first term is less than one when the linear
function β∗ can explain greater than a λ ∈ [0, 1] fraction of the potential outcomes. Momentarily
disregarding the second term, the Gram–Schmidt Walk design would outperform the Bernoulli design
in such cases.
The second term relates to the penalty term from the ridge regression loss, namely the norm
of coefficients in the linear function that best explains the potential outcomes, ‖β∗‖. This norm is
scaled by the maximum row norm of the covariate matrix, ξ = maxi∈[n]‖xi‖, which normalizes the
coefficients to a neutral scale. In particular, we can make ‖β∗‖ arbitrarily small by substituting X
with X ′ = kX for some large k, but we would not expect the performance of the design to be affected
by a rescaling of the covariates. Indeed, we then get ξ′ = kξ, so ξ2‖β∗‖2 is invariant to such rescalings.
However, the covariate matrix can be transformed in other ways without affecting the maximum row
norm.
The denominator of the second term is the norm of the average potential outcomes scaled with
1 − λ. This will generally be large compared to the numerator. This is because experimenters tend
to have fewer covariates than units in their experiments, and y has n elements, while Lλ has d. The
exception is when the covariates are many and λ is close to zero, so the coefficients are not heavily
regularized. The opposite situation, when λ is close to one, is not generally a concern because β∗ ≈ 0
in that case due to the regularization.
The conclusion is that the Gram–Schmidt Walk design outperforms the Bernoulli design if the
balance of the two terms in (2) is less than one. This balances is governed by our choice of λ. The
choice is less straightforward than what the equation would have us believe. This is because β∗
depends on λ. The choice of λ requires a deeper discussion, which we provide below in Section 3.3.
A simple heuristic is that λ should be small if one suspects that a linear function can explain the
potential outcomes well. One should, however, keep in mind that a small λ makes the design less
robust, as captured by Corollary 3.2.
10
3.2.3 Tail bounds and confidence intervals
The fourth property of Theorem 3.1 provides similar insights as the third. In particular, it tells us
that the sampling distribution of the estimator concentrates around the treatment effect of interest.
This concentration result allows us to construct confidence intervals that are valid in small samples.
Corollary 3.3. The random interval [τ̂ab − γα, τ̂ab + γα] for γα =
√
8 log(2/α)Lλ/n2 is a valid
(1− α)-confidence interval for the average treatment effect:
Pr
(
τ̂ab − γα ≤ τab ≤ τ̂ab + γα
) ≥ 1− α.
Proof. Use Lemma 2.1 to write
Pr
(
τ̂ab − γα ≤ τab ≤ τ̂ab + γα
)
= Pr
(|τ̂ab − E[τ̂ab]| ≤ γα) ≥ 1− Pr(|τ̂ab − E[τ̂ab]| ≥ γα).
Theorem 3.1.4 gives
1− Pr(|τ̂ab − E[τ̂ab]| ≥ γα) ≥ 1− 2 exp(−γ2αn2
8Lλ
)
= 1− α.
The confidence interval in Corollary 3.3 is infeasible because Lλ depends y, and this vector is
unobserved even after the experiment is completed. A feasible confidence interval can be constructed
by substituting γα with
γ̂α =
√
log(2/α)L̂rr/(2n2)
where L̂rr is an estimator of Lλ. In Section 8.1, we provide a conservative estimator of Lλ.
It is instructive to compare this confidence interval with intervals constructed using other common
methods. Chebyshev’s inequality provides tail bounds on a distribution based solely on its variance,
so the inequality can used to construct a confidence interval when combined with the variance bound
above. In particular, Chebyshev’s inequality together with Theorem 3.1.3 gives
Pr
(|τ̂ab − E[τ̂ab]| ≥ γ) ≤ var(τ̂ab)
γ2
≤ Lλ
4γ2n2
for all γ > 0. A calculation similar to the one in the proof of Corollary 3.3 shows that the interval
[τ̂ab ± γc,α] for γc,α =
√
Lλ/(4αn2) is a valid (1− α)-confidence interval. Because both intervals are
valid, we prefer the one that is narrowest. Compare the widths of the intervals:
γα
γc,α
=
√
2α log(2/α).
The width difference remains the same if the feasible confidence intervals are used because the esti-
mator of Lλ would be the same for both methods. Hence, for the commonly used α = 0.05, the length
of the confidence interval based on the tail bound in Theorem 3.1.4 is a factor of 0.61 of the length of
interval based on Chebyshev’s inequality. For α = 0.01, we get γ0.01 ≈ 0.33γc,0.01.
Another common approach to construct confidence intervals is to approximate the sampling dis-
tribution of the estimator with a normal distribution. The approximation is typically motivated by a
central limit theorem. Under an assumption that τ̂ab is normally distributed,
Pr
(
|τ̂ab − E[τ̂ab]| ≥ γ
√
var(τ̂ab)
)
= 2Φ(−γ) for all γ > 0
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where Φ(·) is the distribution function of the standard normal deviate. Together with Theorem 3.1.3,
a confidence interval can then be constructed as [τ̂ab ± γn,α] for γn,α = −Φ−1(α/2)
√
4Lλ/n2 where
Φ−1(·) is the quantile function of the standard normal deviate. A comparison of widths gives:
γα
γn,α
=
√
2 log(2/α)
−Φ−1(α/2)
For the confidence levels above,
γ0.05 ≈ 1.39γn,0.05 and γ0.01 ≈ 1.26γn,0.01,
so confidence intervals based on a normal approximation will be narrower than those provided by
Theorem 3.1. The question is then whether a normal approximation is appropriate. We conjecture
that the Horvitz–Thompson estimator is asymptotically normal under Gram–Schmidt Walk design,
which would motivate a normal approximation in large samples. In small samples, the intervals based
on γα is a more appropriate choice.
3.3 Selecting parameters and transforming covariates
The key term in the variance bound and confidence intervals in the previous sections is
Lλ = min
β∈Rd
[
1
λ
∥∥y −Xβ∥∥2 + ξ2
1− λ
∥∥β∥∥2] ,
and thus the experimenter should aim to choose the design parameter λ ∈ [0, 1] so that this quantity
is small. Of course, there is no way to minimize this quantity directly without exact knowledge of the
potential outcomes. There are, however, several practical heuristics to consider.
As a general rule of thumb, experimenters should set λ closer to 0 if the potential outcomes are
quite likely to be well-explained by linear functions of the covariates. If the relationship between
covariates and potential outcomes is not well understood, setting λ close to 1 guards against those
“worst case” potential outcomes which are unrelated to the covariates.
Another approach is to use a model-assisted technique to choose the parameter λ. Consider
extending the current statistical framework to include a generative model of the potential potentional,
so that the potential outcomes themselves are random quantities. The term Lλ is now a random
variable, capturing that different realizations of the potential outcome may be differently explainable
by the covariates. Given a probabilistic model of the potential outcomes, the experimenter may choose
the parameter λ which minimizes E[Lλ], effectively minimizing the risk of the estimator under the
assumed generative model. The aim of the generative model is purely to guide the choice of the design
parameter λ, and analysis of the experiment is agnostic to this model.
We provide a simple example to illustrate the model-assisted approach. Assume that the potential
outcomes are generated according to a linear model as ya = Xβa and yb = Xβb where the linear
functions are normal, i.e. βa ∼ N (0,Σa) and βb ∼ N (0,Σb). In this case, one can show that the
choosing λ to minimize E[Lλ] may be obtained as
λ∗ = arg min
λ∈[0,1]
E[Lλ] = arg min
λ∈[0,1]
tr
((
λI + (1− λ)XXT
)−1
XT(Σa + Σb)X
)
.
As a model for potential outcomes, this indeed seems quite na¨ıve as it doesn’t allow for the types of
worst-case outcomes which motivate the experimental design framework used in this paper; however,
it may be a reasonable way to pick a parameter λ in practice when experimenters may have additional
understanding of the potential outcomes.
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In some experiments, baseline outcomes are collected before treatment assignment. In these sce-
narios, the collected baseline outcomes may be used to estimate the unknown potential outcomes y.
Using this estimate, the optimization of a surrogate Lλ (replacing y with the base outcome estimate)
may be a way to obtain λ.
Another design choice that experimenters have are the covariates X which are supplied to the
Gram–Schmidt Walk design. For instance, experiments may choose to weight certain covariates higher
if they are suspected to be more important in explaining the potential outcomes. Placing higher
weight on covariates would give them more importance in the balancing process. It also reduces the
contribution of the ‖β‖2 term to the Lλ. The experimenter is also free to add new covariates to the
design by using non-linear transformations of original collected covariates. Examples of non-linear
transformations include low powers of covariates, (x2i or x
4
i ), kernels, or other feature embeddings.
Adding non-linear transformations of covariates will be helpful in estimating treatment effects when
potential outcomes may be better explained by linear functions of these non-linear transformations of
the covariates. This idea is known as the “kernel trick” in the machine learning community.
4 Comparisons to other designs
4.1 The complete randomization design
A common alternative to the Bernoulli design is complete randomization. The design fixes the number
of units assigned to each treatment condition, thereby introducing weak dependences between the
units’ assignments. More formally, for even sample sizes, n ≡ 0 (mod 2), and any q ∈ {a, b}n:
Pr(z = q) =
(
n
n/2
)−1
if
n∑
i=1
1[q(i) = a] = n/2
and Pr(z = q) = 0 otherwise. The design can be extended to odd sample sizes and non-uniform
assignment probabilities, but such an extension introduces technicalities of little interest here.
The Horvitz–Thompson estimator is unbiased under complete randomization because the marginal
assignment probabilities are bounded away from zero. The following lemma gives the variance of the
estimator.
Lemma 4.1. For treatments Z = {a, b}, the variance of the Horvitz–Thompson estimator under the
complete randomization design is
var(τ̂ab) =
4
n(n− 1)‖y‖
2 − 4
n2(n− 1) 〈1,y〉
2
.
Balancing the sizes of the treatment groups as in the complete randomization design can be seen
as a rudimentary type of covariate balancing. It corresponds to balancing a covariate that is constant
among the units. This will improve efficiency over the Bernoulli design when the magnitude of the
average potential outcome is large. In particular, as implied by Lemma 4.1, complete randomization
will outperform the Bernoulli design when the magnitude of the sum of y is greater than its norm:
|〈1,y〉| > ‖y‖. This is, for example, the case when all elements in y have the same sign because then
|〈1,y〉| = ‖y‖1 ≥ ‖y‖. The best performance is when all elements in y are identical. In this case, the
potential outcomes are perfectly explainable by a constant covariate, and |〈1,y〉| = √n‖y‖.
While this design often will outperform the Bernoulli design, complete randomization is less robust.
In particular, the worse case with respect to the class Y = {(ya,yb) ∈ R2n : ‖ya‖ + ‖yb‖ ≤ c} in
Lemma 2.3 is when 〈1,y〉 = 0. The performance relative to the Bernoulli design in this case is
varc(τ̂ab)
varb(τ̂ab)
=
n
n− 1 .
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The worse performance penalty is small for large and moderately sized samples, so experimenters
might prefer complete randomization over the Bernoulli design if they hypothesize that the average
potential outcome is far from zero. When this hypothesis is correct, the efficiency gain can be sizable.
The insight that the complete randomization design effectively balances a constant covariate sug-
gests a way to emulate the design in the Gram–Schmidt Walk design. We simply add a constant to
the covariate matrix. In particular, for some ρ ∈ [0, 1], the input matrix in Section 3.1 is substituted
with
B =

√
λI√
ρ(1− λ)1T
ξ−1
√
(1− ρ)(1− λ)XT
 .
The parameter ρ governs the relative effort the algorithm will put on balancing the constant covariate
(i.e., the sizes of the treatment groups) and balancing the covariates in X. When ρ = 0, we recover
the design described in Section 3.1. When ρ = 1, we get intermediate designs between the Bernoulli
and complete randomization designs. Indeed, ρ = 1 and λ = 1 recovers the Bernoulli design exactly,
and ρ = 1 and λ→ 0 recovers the complete randomization design.
This extended parameterization of the Gram–Schmidt Walk design allows precise control over
the relevant trade-offs here. The parameter λ governs the trade-off between robustness and covariate
balance, and the parameter ρ govern the trade-off between balance in the sizes of the treatment groups
and balance in the covariates.
4.2 The matched paired design
The matched paired design starts by pairing units hypothesized to have similar potential outcomes.
The design is such that exactly one unit in each pair is assigned to each treatment condition. The
hypothesis that the paired units are similar, such negative dependence tends to balance the potential
outcomes. The idea goes back to at least Fisher [1935]. An updated perspective is provided by Imai
et al. [2009].
We may formalize the design using a permutation matrix that captures the the pairing. Let P be
a symmetric matrix whose representative entry [P ]ij is one when units i and j are paired and zero
otherwise. When n is odd, one unit will be unpaired, so the corresponding row and column of P are
zero. Like above, we consider even sample sizes here to ease the exposition. Using the notation from
Section 3.1, w = (w(1), . . . ,w(n)) for w(i) = 1[z(i) = a]− 1[z(i) = b], the matched paired design is
such that for q ∈ {±1}n
Pr(w = q) =
1
2(n/2)
if Pq = −q,
and Pr(w = q) = 0 otherwise. The following lemma gives the variance under the design.
Lemma 4.2. For treatments Z = {a, b}, the variance of the Horvitz–Thompson estimator under the
matched paired design with pairing P is
var(τ̂ab) =
4
n2
‖y‖2 − 4
n2
yTPy.
The lemma makes clear that the performance of the matched paired design depends on the choice
of P . If the pairing is chosen so that y(i) = y(j) for all paired units, i and j, the design will perfectly
balance the potential outcomes, and yTPy = ‖y‖2. Such a matching will, however, generally not
exist, and the potential outcomes are, in any case, unobserved, so we may not find it even if it does
exist. Greevy et al. [2004] suggests selecting the P that minimizes the sum of the distances between
xi and xj for paired units according some suitable metric.
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We may ask how well the matched paired design resolves the trade-off between efficiency and
robustness. Starting with robustness, our concern is that the design performs poorly when the hy-
pothesized association between the covariates and the potential outcomes is incorrect. There may be
no association whatsoever or the true association may be of a different type than the hypothesized
one, in which case the metric used to measure covariate similarity may not be appropriate. The worst
case is when y(i) = −y(j) for all paired units, in which case yTPy = −‖y‖2. The variance is twice
the variance under the Bernoulli design in that case:
varmp(τ̂ab)
varb(τ̂ab)
= 2.
The design can, in other words, do considerably worse than both the Bernoulli design, and by extension
the Gram–Schmidt Walk and complete randomization designs. Indeed, we can ensure the worse case
under the Gram–Schmidt Walk design is better than the worse case under matched paired design by
setting λ ≥ 0.5.
Experimenters may be comfortable assuming the pairing is not structured in this way. For example,
under the assumption that all elements in y have the same sign, yTPy ≥ 0. The question is then how
effectively the design balances the potential outcomes. Assuming that P is constructed as suggested
by Greevy et al. [2004], the question becomes how well the metric space used to construct the pairing
can approximate the distance between the units’ potential outcomes, |y(i) − y(j)|. For example,
the matched pair design could be expected to perform well under an assumption that the potential
outcomes are well-approximated by the class of functions that are Lipschitz continuous with respect
to the metric space used for the pairing. This class is considerably larger than the class of linear
functions that the Gram–Schmidt Walk design can accommodate, so the matched pair design can
be suspected to perform better than the Gram–Schmidt Walk design when the potential outcomes
are poorly approximated by linear function of the covariates but well-approximated by non-linear,
continuous functions.
The fact that matched pair design could accommodate a large class of associations between the
potential outcomes and the covariates does not reveal how successful it is in its balancing. There
are two related concerns. The first concern is that the design does not prevent the compounding of
imbalances within pairs. Consequently, considerable imbalances may remain even when the matching
is reasonably good. As an example, consider an experiment of four units with two-dimensional covari-
ates x1 = (1, 1), x2 = (1, 0), x3 = (0, 1) and x4 = (0, 0). A reasonable pairing here would be (1, 2)
and (3, 4), so that
P =

0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0
 .
The assignment z = (a, b, a, b) is in the support of this design. The within-pair imbalance is in the
same direction in both pairs in that case, so the imbalance compounds: x1 − x2 = x3 − x4 = (0, 1).
It is possible to to perfectly balance the marginals of the covariates by randomizing between the
assignments z = (a, b, b, a) and z = (b, a, a, b). No pairing can, however, replicate this design. One
may connect the assignments between pairs to improve the balance, but the introduction of such
dependencies exacerbates the worst case performance of the design, making it less robust.
The second concern is that the paired structure cannot easily accommodate detailed information
about the units. Points in high-dimensional normed vector spaces tend to be equidistant unless there
exists a low-dimensional representation of the points, in which case most of the detailed information
is redundant. As a consequence, a matching based on such distances will do only marginally better
than an arbitrary matching, and the covariate balance may be poor.
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Taken together, the matched pair design will outperform the Gram–Schmidt Walk design when the
covariates are low-dimensional and the potential outcomes are well-approximated by well-behaved non-
linear functions. The Gram–Schmidt Walk design will perform better when the potential outcomes
are well-approximated by linear functions of the covariates.
Similar to above, we may create an hybrid design, combining elements of both the matched pair
and Gram–Schmidt Walk designs. In particular, instead of assigning treatment independently between
the pairs in the matched pair design, we may do so using the Gram–Schmidt Walk design. That is,
after the units are paired, we collect one unit from each pair and assign treatments to these units
using the Gram–Schmidt Walk design. The second unit in each pair is assigned the treatment the
collected unit was not. This hybrid design will be less robust than either of the constituent designs; its
worst case performance relative to the Bernoulli design is 2/λ. Efficiency may, however, be improved
because it may potentially balance both linear and non-linear functions.
4.3 Rerandomization
Rerandomization is a general method to construct designs using rejection sampling. The approach was
formalized and analyzed by Lock Morgan and Rubin [2012] and Li et al. [2018]. The key ingredients
are a base design and an acceptable set of assignments A ⊂ {a, b}n. Vectors are randomly sampled
from the base design until a vector in the acceptable set is drawn, z ∈ A, which is then used for the
treatment assignments. If the Bernoulli design is used for the base, the approach yields a uniform
distribution over the assignments in A.
Given a base design, the performance of the rerandomization method depends on the choice of
the acceptable set of assignments. The aim is to select A so that the potential outcomes (as proxied
by the covariates) are reasonably balanced for all z ∈ A. Returning to the example in the previous
section, we may choose A = {(a, b, b, a), (b, a, a, b)}, ensuring that marginal distributions of the two
covariates always are perfectly balanced.
The reason we do not directly sample from A is that this set may be hard to enumerate or
characterize. Indeed, a key observation in Lock Morgan and Rubin [2012] is that it is often easier
to define an acceptance function ϕ : {a, b}n → {0, 1} for a given sample than to define A. This
function is such that an assignment q ∈ {a, b}n is acceptable when ϕ(q) = 1. The preimage of the
acceptance function is the acceptable set of assignments, but this inverse may be hard to compute. If
the acceptance function can be computed quickly, rejection sampling may be a possible solution.
Rerandomization is best seen as an approach to implement designs rather than a design itself. In
particular, we can implement any design using rerandomization with appropriate choices of the base
design and the acceptable set. Thus, the trade-off between efficiency and robustness concerns the
choice of base design and the acceptable set. Whether rerandomization is used is immaterial.
The primary concern with the rerandomization is practical: we may reject a lot of candidate vectors
before we find one that is acceptable. To ensure that an acceptable assignment can be generated in
reasonable time, the probability that z ∈ A, with respect to the base design, must be reasonably large.
However, we want that A contains only the most balanced assignments, motivating us to keep its size
small. This computational concern limits the balance we can hope to achieve with rerandomization.
Indeed, the number of assignments grows exponentially in the sample size, so A must grow at the rate
as well if we are to generate assignments in a reasonable time in moderately size samples.
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5 Numerical demonstrations and comparisons
We conducted simulations2 with three synthetic covariate matrices and a data set from Groh and
McKenzie [2016]. The data set from Groh and McKenzie comes from an experiment on microfinance
in Egypt. It contains both continuous, discrete, and binary measurements. The three synthetic
covariate matrices consist of independent, identically distributed, Gaussian random variables3 of mean
0 and variance 1. The columns of each matrix were then shifted to have mean 0, and the matrix was
multiplied by a scale factor so that the maximum row norm was 1. Their dimensions are n = 100, d =
30, n = 200, d = 50 and n = 400, d = 50, respectively.
5.1 Balance in treatment group sizes
A potential drawback of the Gram–Schmidt Walk design is that it does not automatically balance
treatment group sizes. As we discussed above, we may add a constant row to the matrix that encour-
ages group size balance. We then use two parameters to specify the design: λ and ρ, and run the
Gram-Schmidt walk on the matrix
B =

√
λI√
1− λ√ρ1T
ξ−1
√
(1− λ)(1− ρ)XT
 .
In Figure 1 we compare the distribution of group imbalances on the 400-by-50 matrix when ρ = 0
(imposing no balance) and when ρ = 0.5. When ρ = 0 the value of λ does not substantially change
the group balance. So, we plot the histogram only for λ = 0.5.
Figure 1: Class imbalances as a function of λ and ρ.
5.2 Norms of XTz
In the following table, we compare the norms of XTz when z is drawn from the designs we consider.
A common way to compare different experimental designs is how well they balance the center of
2This software will be made publicly available with a future draft of this paper.
3These were constructed in Julia version 1.2 using the standard pseudorandom number generator initialized with
seed 0.
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the marginal distributions of the covariates. A standard metric is the treatment effect estimator
applied to the covariates. A design that concentrates these estimators around zero are considered
well-performing. The norm of XTz is proportionally the total magnitude of these estimators when
applied to all covariates. Hence, a well-performing design is one for which the norm is small.
For calibration, we first list the average norm from the Bernoulli design, in which z consists of
independent variables in {±1}, each of which is 1 with probability 1/2. We then list the average norm
of XTz when z is sampled from the Gram-Schmidt Walk design with varying parameters λ and ρ. To
explore rerandomization, we sample a large number of vectors z, and then report the minimum value
of the norm of XTz obtained in this sample. We do this for numbers of samples equal to powers of
10 ranging from 10 to 109 to make clear that a constant decrease in norm requires a multiplicative
increase in number of samples, and thus computation time. We use the same matrix in this exploration
of rerandomization as in the examination of the other designs, because we are merely attempting to
examine the likelihood of obtaining small norm.
Design 100x30 200x50 400x50 Groh-Mckenzie
Random 7.14 10.93 14.43 23.20
GSW(λ = 0.5) 3.86 5.45 5.29 1.77
GSW(λ = 0.25) 2.87 4.04 3.78 1.31
GSW(λ = 0.01) 2.18 3.01 2.80 1.07
GSW(λ = 0.5, ρ = 0.5) 4.70 6.72 6.81 2.35
GSW(λ = 0.25, ρ = 0.5) 3.50 4.89 4.65 1.61
GSW(λ = 0.01, ρ = 0.5) 2.31 3.12 2.90 1.12
Matched pairs 6.10 9.22 11.75 5.35
Rerandomize 101 5.80 8.65 12.47 15.46
Rerandomize 102 5.12 8.34 9.99 11.10
Rerandomize 103 4.38 7.13 9.91 10.77
Rerandomize 104 3.61 7.11 8.98 7.54
Rerandomize 105 3.50 6.65 8.50 6.58
Rerandomize 106 3.29 6.21 8.16 5.64
Rerandomize 107 2.98 5.98 7.67 3.93
Rerandomize 108 2.63 5.55 7.08 3.35
Rerandomize 109 2.47 5.05 6.93 3.34
Observe that decreasing λ causes the Gram–Schmidt Walk design to emphasize minimizing the
covariance of XTz, and thus decreases the norm of this vector. Increasing ρ causes the norm of
XTz to rise slightly. Observe that as the dimensions of the covariate matrix grow, the number of
rerandomizations needed to find a small norm vector increases exponentially. In a future version of
this paper, we will report average vector norms from rerandomization rather than just minima, as the
minima are unstable.
5.3 Synthetic potential outcomes
We conducted simulations of how well each design predicted average treatment effects under synthetic
potential outcomes. For each covariate matrix we constructed synthetic potential outcomes at three
different signal-to-noise ratios (SNR). The procedure we employed was:
a. We choose random N (0, Id/d) vectors βa and βb. We then multiplied these by X to form Xβa
and Xβb.
b. Let σ2 be the average squared entry of Xβb. Note that σ
2 should equal the average squared
norm the rows of X. We set qa = Xβa and qb = Xβb + σ. So far this produces vectors of
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potential outcomes that depend on the treatment, with the mean of qa being 0 and the mean
of qb being σ.
c. We then set ya = qa + a and yb = qb + b, where both a and b are chosen according to
N (0, In/SNR).
We then proceeded to sample each design the indicated number of times. The designs we used
were:
• Binomial: each entry of z was chosen from ±1 independently.
• Complete random: z is a random ±1 vector in which half the entries are 1.
• Gram–Schmidt Walk design, with λ in 0.5, 0.25 and 0.01, and ρ in 0 and 0.5.
• Matched pairs, following the greedy algorithm of King et al. [2007].
• Rerandomization. For each simulation, we sampled 1,000 or 10,000 random vectors z that have
half their entries 1. We then used the one that minimized the norm of X˜
T
z, which is the matrix
of the form X˜ = XQ such that X˜
T
X˜ = I. This corresponds to the approach of minimizing
Mahalanbois distances suggested by Lock Morgan and Rubin [2012]. We also examined (but do
not report) results from just minimizing XTz, as they were similar. We did not sample more
than 10,000 vectors, as this was already the dominant computational cost in the simulations.
For each design, we applied three different estimators of average treatment: the Horvitz-Thompson
estimator, the Hajek estimator, which in this case is just the difference of means, and the adjustment
by Ordinary Least Squares (OLS) suggested by Lin [2013]. Of course, the only designs for which
Horvitz-Thompson and Hajek differ are those that can be imbalanced: Binomial and Gram-Schmidt
Walk. Each entry in the table reports the root mean squared error of these estimators. The results
appear in Figures 2, 3, 4, and 5.
SNR 0.2 SNR 1.0 SNR 10.0
Design HT Hajek OLS HT Hajek OLS HT Hajek OLS
Binomial 0.313 0.314 0.553 0.193 0.176 0.247 0.160 0.124 0.078
Complete 0.311 0.311 0.512 0.174 0.174 0.229 0.123 0.123 0.072
Matched pairs 0.331 0.331 0.425 0.175 0.175 0.190 0.111 0.111 0.060
Rerand 1k 0.292 0.292 0.370 0.147 0.147 0.165 0.085 0.085 0.052
Rerand 10k 0.289 0.289 0.350 0.143 0.143 0.157 0.078 0.078 0.050
GSW(λ = 0.5) 0.301 0.302 0.570 0.180 0.156 0.255 0.147 0.095 0.081
GSW(λ = 0.25) 0.296 0.296 0.373 0.174 0.145 0.167 0.141 0.077 0.053
GSW(λ = 0.01) 0.289 0.288 1.267 0.167 0.134 0.567 0.134 0.058 0.179
GSW(λ = 0.5, ρ = 0.5) 0.302 0.302 0.426 0.162 0.161 0.190 0.106 0.105 0.060
GSW(λ = 0.25, ρ = 0.5) 0.294 0.294 0.374 0.149 0.149 0.167 0.088 0.087 0.053
GSW(λ = 0.01, ρ = 0.5) 0.281 0.281 0.306 0.131 0.131 0.137 0.058 0.058 0.043
Figure 2: 4,000 trials with n = 100 and d = 30.
The following are some observations concerning the data presented in these tables:
• The designs that do not automatically balance the treatment group sizes—Binomial and Gram–
Schmidt Walk with ρ = 0—benefit substantially from the use of the Hajek estimator.
19
SNR 0.2 SNR 1.0 SNR 10.0
Design HT Hajek OLS HT Hajek OLS HT Hajek OLS
Binomial 0.239 0.238 0.313 0.151 0.143 0.140 0.128 0.115 0.044
Complete 0.236 0.236 0.307 0.141 0.141 0.137 0.114 0.114 0.043
Matched pairs 0.236 0.236 0.276 0.138 0.138 0.123 0.107 0.107 0.039
Rerand 1k 0.227 0.227 0.259 0.122 0.122 0.116 0.084 0.084 0.037
Rerand 10k 0.223 0.223 0.252 0.118 0.118 0.113 0.079 0.079 0.036
GSW(λ = 0.5) 0.228 0.226 0.254 0.128 0.115 0.113 0.097 0.071 0.036
GSW(λ = 0.25) 0.223 0.221 0.237 0.120 0.107 0.106 0.087 0.056 0.034
GSW(λ = 0.01) 0.221 0.219 0.226 0.116 0.101 0.101 0.081 0.043 0.032
GSW(λ = 0.5, ρ = 0.5) 0.227 0.227 0.264 0.122 0.121 0.118 0.083 0.083 0.037
GSW(λ = 0.25, ρ = 0.5) 0.222 0.222 0.243 0.111 0.111 0.109 0.065 0.065 0.034
GSW(λ = 0.01, ρ = 0.5) 0.217 0.217 0.224 0.100 0.100 0.100 0.044 0.044 0.032
Figure 3: 40,000 trials with n = 200 and d = 50.
SNR 0.2 SNR 1.0 SNR 10.0
Design HT Hajek OLS HT Hajek OLS HT Hajek OLS
Binomial 0.186 0.181 0.186 0.119 0.108 0.083 0.097 0.083 0.026
Complete 0.182 0.182 0.186 0.109 0.109 0.083 0.083 0.083 0.026
Matched pairs 0.177 0.177 0.174 0.100 0.100 0.078 0.070 0.070 0.025
Rerand 1k 0.171 0.171 0.173 0.092 0.092 0.077 0.061 0.061 0.024
Rerand 10k 0.169 0.169 0.169 0.089 0.089 0.076 0.057 0.057 0.024
GSW(λ = 0.5) 0.171 0.165 0.165 0.096 0.081 0.074 0.069 0.044 0.023
GSW(λ = 0.25) 0.169 0.162 0.162 0.092 0.076 0.073 0.064 0.034 0.023
GSW(λ = 0.01) 0.167 0.160 0.160 0.090 0.073 0.072 0.061 0.028 0.023
GSW(λ = 0.5, ρ = 0.5) 0.167 0.167 0.168 0.086 0.086 0.075 0.052 0.052 0.024
GSW(λ = 0.25, ρ = 0.5) 0.163 0.163 0.164 0.078 0.078 0.073 0.039 0.039 0.023
GSW(λ = 0.01, ρ = 0.5) 0.160 0.160 0.160 0.073 0.073 0.071 0.028 0.028 0.023
Figure 4: 36,000 trials with n = 400 and d = 50.
• The Gram–Schmidt Walk designs seem to perform better as λ decreases. The likely reason for
this is that larger λ make the design resilient in the worst-case. But, our random choice of a
and b in the synthetic potential outcomes makes this resilience largely unnecessary.
• The Horvitz–Thompson estimator on the Gram–Schmidt Walk designs with ρ = 0.5 often per-
forms comparably to OLS adjusted completely randomized designs.
• OLS adjustment improves all estimators except when the signal-to-noise ratio is low.
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SNR 0.2 SNR 1.0 SNR 10.0
Design HT Hajek OLS HT Hajek OLS HT Hajek OLS
Binomial 0.0666 0.0642 0.0582 0.0423 0.0381 0.0260 0.0347 0.0292 0.0082
Complete 0.0642 0.0641 0.0585 0.0379 0.0379 0.0262 0.0291 0.0291 0.0083
Matched pairs 0.0590 0.0590 0.0587 0.0269 0.0269 0.0263 0.0101 0.0101 0.0083
Rerand 1k 0.0598 0.0598 0.0586 0.0289 0.0289 0.0262 0.0150 0.0150 0.0083
Rerand 10k 0.0586 0.0586 0.0578 0.0278 0.0278 0.0259 0.0132 0.0132 0.0082
GSW(λ = 0.5) 0.0598 0.0576 0.0575 0.0312 0.0260 0.0257 0.0202 0.0090 0.0081
GSW(λ = 0.25) 0.0597 0.0576 0.0575 0.0310 0.0259 0.0257 0.0199 0.0085 0.0081
GSW(λ = 0.01) 0.0604 0.0580 0.0580 0.0318 0.0260 0.0259 0.0207 0.0083 0.0082
GSW(λ = 0.5, ρ = 0.5) 0.0579 0.0579 0.0576 0.0264 0.0264 0.0257 0.0098 0.0098 0.0081
GSW(λ = 0.25, ρ = 0.5) 0.0577 0.0577 0.0576 0.0260 0.0260 0.0257 0.0088 0.0088 0.0081
GSW(λ = 0.01, ρ = 0.5) 0.0575 0.0575 0.0575 0.0257 0.0257 0.0257 0.0082 0.0082 0.0081
Figure 5: 10,000 trials with the matrix from Groh and McKenzie [2016]
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6 Analysis of the Gram–Schmidt Walk design
In this section, we will prove the properties of the Gram–Schmidt Walk design. We will focus on
an extended version of the design, of which the design in Section 3 is a special case. The extended
version allows for exact control over the marginal assignment probabilities. Futher extensions are
possible. For example, multiple treatments can be accommodated by calling the Gram–Schmidt Walk
algorithm sequentially or recursively.
6.1 The general Gram–Schmidt Walk design
The general version of the design has the same parameter λ ∈ (0, 1) as above. It also has a parameter
vector pi which is taken to be in the open cube (0, 1)n. The inputs to the Gram–Schmidt Walk
algorithm is now:
w1 = 2pi − 1 and B =
[ √
λI
ξ−1
√
1− λXT
]
.
The assignment vector z is constructed as before, so that w(i) = 1[z(i) = a] − 1[z(i) = b]. The
following theorem summarizes the properties of the general Gram–Schmidt Walk design.
Theorem 6.1. For treatments Z = {a, b} and covariate matrix X with ξ = maxi∈[n]‖xi‖, the Gram–
Schmidt Walk design with parameters λ ∈ (0, 1) and pi ∈ (0, 1)n is such that:
1. Assignments from the design can be sampled using O
(
n2d+ nd2 + d3
)
arithmetic operations and
O(n+ d2) additional storage.
2. The marginal assignment probabilities are controlled by pi:
Pr(z(i) = a) = pi(i) for all i ∈ [n].
3. The variance of the Horvitz–Thompson estimator is bounded as:
var
(
τ̂ab
) ≤ 4Lλ
n2
where Lλ = min
β∈Rd
[
1
λ
∥∥y˜ −Xβ∥∥2 + ξ2
1− λ
∥∥β∥∥2]
for y˜ = (y˜a + y˜b)/2 where
y˜a =
(
ya(1)
2pi(1)
,
ya(2)
2pi(2)
, . . . ,
ya(n)
2pi(n)
)
and y˜b =
(
yb(1)
2(1− pi(1)) , . . . ,
yb(n)
2(1− pi(n))
)
.
4. The tails of the sampling distribution of the Horvitz–Thompson estimator are bounded as:
Pr
(|τ̂ab − E[τ̂ab]| ≥ γ) ≤ 2 exp(−γ2n2
8Lλ
)
for all γ > 0 .
Note that by setting pi = 0.5×1, we recover Theorem 3.1 as a direct consequence of Theorem 6.1.
In particular, 2pi(i) = 2(1− pi(i)) = 1 for all i ∈ [n], so y˜a = ya, y˜b = yb and y˜ = y. An interesting
intermediate case is when pi = pi × 1 for some pi ∈ (0, 1) so that the assignment probabilities are
uniform among the units but not between the treatment conditions. In this case, we may write y˜ as
a scaled convex combination of the potential outcomes:
y˜ = (y˜a + y˜b)/2 =
1
4pi(1− pi)
[
(1− pi)ya + piyb
]
.
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Again, when pi = 0.5, we recover Theorem 3.1. We also remark that the Gram–Schmidt Walk design
may be naturally extended to experiments with k ≥ 2 treatments. There are several approaches
that work, including recursive splitting and sequential assignments of groups, which require only
minor modifications to the Gram–Schmidt Walk algorithm. The extension to multiple treatments will
appear in a future version of this paper.
6.2 Properties of the Gram–Schmidt Walk algorithm
The properties of the design depends on properties of the Gram–Schmidt Walk algorithm. The
following two theorems summarize these properties. The theorems themselves are proven in Section 7.
Our analysis builds upon and tightens the results of Bansal, Dadush, Garg, and Lovett [2018]. In
particular we provide a tight subgaussian constant, a new bound on the covariance matrix, and a
faster implementation for our use case. For the sake of completeness, we include several basic facts
that are derived in their work.
Theorem 6.2. Let w1 ∈ [−1, 1]n and let B be an m-by-n matrix in which each column has `2 norm
at most one. The Gram–Schmidt Walk algorithm with w1 and B as inputs produces a random vector
w ∈ {±1}n such that:
1. The expectation of w is controlled by the input vector: E[w] = w1.
2. The covariance of Bw is bounded in the Loewner order by the orthogonal projection onto the
subspace spanned by the columns of B:
cov(Bw)  ΠB = B
(
BTB
)−1
BT.
3. The vector B(w −w1) is 1-subgaussian:
E
[
exp
(〈
B(w −w1),θ
〉)] ≤ exp(‖ΠBθ‖2/2) for all θ ∈ Rm.
Note that Bansal et al. [2018] proved that the Gram-Schmidt walk is
√
40-subgaussian. Our proof
that it is 1-subgaussian requires new techniques for establishing the subgaussian parameter of random
vectors.
Lemma 6.3. Let w1 ∈ [−1, 1]n and let B =
[√
λI
√
1− λXT]T be an (n + d)-by-n matrix where
X is an arbitrary n-by-d matrix, I is the n-by-n identity matrix, and λ ∈ (0, 1]. For this input
matrix B and any input vector w1, the Gram–Schmidt Walk algorithm can be implemented using
O
(
n2d+ nd2 + d3
)
arithmetic operations and O(n+ d2) additional storage.
The first property in Theorem 6.1 follows immediately from Lemma 6.3, and require only a brief
discussion. In particular, the form ofB in Lemma 6.3 is precisely that which is described in Section 3.1.
The remaining properties in Theorem 6.1 require more explanation, which we provide the follow
sections.
6.3 Proof of Theorem 6.1.2
We start by restating Theorem 6.1.2 as a reminder.
Theorem 6.1.2. For treatments Z = {a, b}, the marginal assignment probabilities in the Gram–
Schmidt Walk design are controlled by parameter pi ∈ (0, 1)n:
Pr(z(i) = a) = pi(i) for all i ∈ [n].
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Proof. Recall from Section 3.1 thatw(i) = 1[z(i) = a]−1[z(i) = b] by construction. As a consequence,
E[w(i)] = Pr(z(i) = a)− Pr(z(i) = b) = Pr(z(i) = a)− [1− Pr(z(i) = a)] = 2 Pr(z(i) = a)− 1.
By Theorem 6.2.1, E[w] = w1. Recall that the Gram–Schmidt Walk design with parameter pi uses
w1 = 2pi − 1 as input vector. It follows that E[w(i)] = 2pi(i) − 1 = 2 Pr(z(i) = a) − 1. Rearranging
this equation yields the desired result.
6.4 Proof of Theorem 6.1.3
Lemma 6.4. Suppose Z = {a, b} and consider an experimental design for which Pr(z(i) = a) = pi(i)
for all i ∈ [n] for some vector pi ∈ (0, 1)n. Let
w = (w(1), . . . ,w(n)) with w(i) = 1[z(i) = a]− 1[z(i) = b],
and let w1 = 2pi − 1. The error of the Horvitz–Thompson estimator may be written as
τ̂ab − τab = 2
n
〈
w −w1, y˜
〉
,
where y˜ = (y˜a + y˜b)/2 and
y˜a =
(
ya(1)
2pi(1)
,
ya(2)
2pi(2)
, . . . ,
ya(n)
2pi(n)
)
and y˜b =
(
yb(1)
2(1− pi(1)) , . . . ,
yb(n)
2(1− pi(n))
)
.
Proof. Write
nτab =
n∑
i=1
[
ya(i)− yb(i)
]
=
∑
i∈Ga
[
pi(i)
pi(i)
ya(i)− yb(i)
]
−
∑
i∈Gb
[
1− pi(i)
1− pi(i)yb(i)− ya(i)
]
.
It follows that
n(τ̂ab − τab) =
∑
i∈Ga
[
1− pi(i)
pi(i)
ya(i) + yb(i)
]
−
∑
i∈Gb
[
pi(i)
1− pi(i)yb(i) + ya(i)
]
=
∑
i∈Ga
2
(
1− pi(i))[ya(i)
2pi(i)
+
yb(i)
2(1− pi(i))
]
−
∑
i∈Gb
2pi(i)
[
ya(i)
2pi(i)
+
yb(i)
2(1− pi(i))
]
Using indicator functions in the sums yields
n(τ̂ab − τab) =
n∑
i=1
[
2
(
1− pi(i))1[z(i) = a]− 2pi(i)1[z(i) = b]][ya(i)
2pi(i)
+
yb(i)
2(1− pi(i))
]
Note that 1[z(i) = a] = 1− 1[z(i) = b], so
2
(
1− pi(i))1[z(i) = a]− 2pi(i)1[z(i) = b] = 1[z(i) = a]− 1[z(i) = b]− (2pi(i)− 1) = w(i)−w0(i).
Hence
n(τ̂ab − τab) =
n∑
i=1
[
w(i)−w0(i)
][ya(i)
2pi(i)
+
yb(i)
2(1− pi(i))
]
=
〈
w −w1, y˜a + y˜b
〉
.
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Lemma 6.5. Let X denote an arbitrary n-by-d matrix with maximum row norm ξ = maxi∈[n]‖xi‖.
For all λ ∈ (0, 1), y ∈ Rn and φ ∈ Rd:
θTΠBθ = min
β∈Rd
[
1
λ
‖y −Xβ‖2 + ξ
2
1− λ‖β‖
2
]
where ΠB = B
(
BTB
)−1
BT is the projection onto the column space of the matrix
B =
[ √
λI
ξ−1
√
1− λXT
]
, and θ =
[(
y −Xφ)/√λ
ξφ/
√
1− λ
]
.
Proof. Let β∗ be the optimal linear function in the minimization term appearing on the right hand
side of the Lemma. Note that multiplying by λ ≥ 0 does not change the minimizer β∗, and so
β∗ = arg min
β∈Rd
[
‖y −Xβ‖2 + ξ
2λ
1− λ‖β‖
2
]
,
which has closed-form solution [see, e.g., Hastie et al., 2009, p. 64]
β∗ =
(
XTX +
ξ2λ
1− λI
)−1
XTy.
Let R = λI + ξ−2(1− λ)XTX, so that
β∗ = ξ−2(1− λ)R−1XTy.
Consider the right hand side of the expression in the lemma. After multiplication by λ, we have
min
β∈Rd
[
‖y −Xβ‖2 + ξ
2λ
1− λ‖β‖
2
]
= ‖y −Xβ∗‖2 + ξ
2λ
1− λ‖β
∗‖2
=
∥∥∥y − ξ−2(1− λ)XR−1XTy∥∥∥2 + ξ−2λ(1− λ)∥∥∥R−1XTy∥∥∥2
Consider the terms separately, starting with the first.∥∥∥y − ξ−2(1− λ)XR−1XTy∥∥∥2 = yT(I − ξ−2(1− λ)XR−1XT)2y
= yT
[
I + ξ−2(1− λ)X
(
ξ−2(1− λ)R−1XTXR−1 − 2R−1
)
XT
]
y
And for the second term,
ξ−2λ(1− λ)
∥∥∥R−1XTy∥∥∥2 = ξ−2λ(1− λ)yTXR−2XTy.
Taken together
min
β∈Rd
[
‖y −Xβ‖2 + ξ
2λ
1− λ‖β‖
2
]
= yT
[
I + ξ−2(1− λ)X
(
ξ−2(1− λ)R−1XTXR−1 − 2R−1 + λR−2
)
XT
]
y
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Because of the construction ofR = λI+ξ−2(1−λ)XTX, the inverseR−1 has the same eigenvectors
as XTX. As a consequence, R−1 and XTX are simultaneously diagonalizable, so they commute:
R−1XTXR−1 = R−2XTX.
It follows that
ξ−2(1− λ)R−1XTXR−1 − 2R−1 + λR−2 = λR−2 + ξ−2(1− λ)R−2XTX − 2R−1
= R−2
(
λI + ξ−2(1− λ)XTX)− 2R−1
= R−2R− 2R−1 = −R−1
and
min
β∈Rd
[
‖y −Xβ‖2 + ξ
2λ
1− λ‖β‖
2
]
= yT
(
I − ξ−2(1− λ)XR−1XT
)
y
Let U = λ−1X and V = ξ−2(1− λ)XT. Recall R = λI + ξ−2(1− λ)XTX, and write
I − ξ−2(1− λ)XR−1XT = I −U(I + V U)−1V
The Woodbury identity gives:
I −U(I + V U)−1V = (I +UV )−1 = λ(λI + ξ−2(1− λ)XXT)−1
so we have
min
β∈Rd
[
‖y −Xβ‖2 + ξ
2λ
1− λ‖β‖
2
]
= λyT
(
λI + ξ−2(1− λ)XXT
)−1
y
and dividing both sides by λ yields
min
β∈Rd
[
1
λ
‖y −Xβ‖2 + ξ
2
1− λ‖β‖
2
]
= yT
(
λI + ξ−2(1− λ)XXT
)−1
y
To complete the proof, observe that
BTB =
[ √
λI
ξ−1
√
1− λXT
]T [ √
λI
ξ−1
√
1− λXT
]
= λI + ξ−2(1− λ)XXT.
and
BTθ =
[ √
λI
ξ−1
√
1− λXT
]T [(
y −Xφ)/√λ
ξφ/
√
1− λ
]
=
(
y −Xφ)+Xφ = y,
so
yT
(
λI + ξ−2(1− λ)XXT
)−1
y = θTB
(
BTB
)−1
BTθ = θTΠBθ.
Theorem 6.1.3. For treatments Z = {a, b} and covariate matrix X with ξ = maxi∈[n]‖xi‖, the
variance of the Horvitz–Thompson estimator under the Gram–Schmidt Walk design with parameters
λ ∈ (0, 1) and pi ∈ (0, 1)n is bounded as:
var
(
τ̂ab
) ≤ 4Lλ
n2
where Lλ = min
β∈Rd
[
1
λ
∥∥y˜ −Xβ∥∥2 + ξ2
1− λ
∥∥β∥∥2].
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Proof. Use Lemmas 2.1 and 6.4 to write
var
(
τ̂ab
)
= E
[
(τ̂ab − E[τ̂ab])2
]
= E
[
(τ̂ab − τab)2
]
=
4
n2
E
[〈
w −w1, y˜
〉2]
,
where w is the output vector of the Gram–Schmidt Walk algorithm and w1 is its input vector.
Let φ ∈ Rd be some arbitrary vector, and consider
B =
[ √
λI
ξ−1
√
1− λXT
]
and θ =
[(
y˜ −Xφ)/√λ
ξφ/
√
1− λ
]
.
Note that B is the input matrix to the Gram–Schmidt Walk algorithm. As in the proof of Lemma 6.5,
observe that
BTθ =
[ √
λI
ξ−1
√
1− λXT
]T [(
y˜ −Xφ)/√λ
ξφ/
√
1− λ
]
=
(
y˜ −Xφ)+Xφ = y˜.
This allows us to write
E
[
〈w −w1, y˜〉2
]
= E
[
〈w −w1,BTθ〉2
]
= E
[〈
Bw −Bw1,θ
〉2]
.
It follows that
E
[〈
Bw −Bw1,θ
〉2]
= θT E
[(
Bw −Bw1
)(
Bw −Bw1
)T]
θ = θT cov
(
Bw
)
θ
where the final equality follows from Theorem 6.2.1, namely E[w] = w1, so
cov
(
Bw
)
= E
[(
Bw − E[Bw])(Bw − E[Bw])T] = E[(Bw −Bw1)(Bw −Bw1)T].
By Theorem 6.2.2, cov(Bw)  B(BTB)−1BT = ΠB, so
θT cov
(
Bw
)
θ ≤ θTΠBθ.
The proof is completed after an application of Lemma 6.5:
n2
4
var
(
τ̂ab
) ≤ θTΠBθ = min
β∈Rd
[
1
λ
‖y˜ −Xβ‖2 + ξ
2
1− λ‖β‖
2
]
.
6.5 Proof of Theorem 6.1.4
Theorem 6.1.4. For treatments Z = {a, b} and covariate matrix X with ξ = maxi∈[n]‖xi‖, the tails
of the sampling distribution of the Horvitz–Thompson estimator under the Gram–Schmidt Walk design
with parameters λ ∈ (0, 1) and pi ∈ (0, 1)n is bounded as:
Pr
(|τ̂ab − E[τ̂ab]| ≥ γ) ≤ 2 exp(−γ2n2
8Lλ
)
for all γ > 0.
Proof. Use Lemma 2.1 to write
Pr
(|τ̂ab − E[τ̂ab]| ≥ γ) = Pr(|τ̂ab − τab| ≥ γ) = ∑
s∈{±1}
Pr
(
s(τ̂ab − τab) ≥ γ
)
.
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Observe that for all x ∈ R and t ≥ 0,
1[x ≥ 0] ≤ exp(tx).
This allows us to write
Pr
(
s(τ̂ab − τab) ≥ γ
)
= E
[
1[s(τ̂ab − τab)− γ ≥ 0]
]
≤ E
[
exp
(
ts(τ̂ab − τab)− tγ
)]
= exp(−tγ)E
[
exp
(
ts(τ̂ab − τab)
)]
for s ∈ {±1} and any t ≥ 0. Use Lemma 6.4 to write
exp
(
ts(τ̂ab − τab)
)
= exp
(
2ts
n
〈w −w1, y˜〉
)
where w is the output vector of the Gram–Schmidt Walk algorithm and w1 is its input vector.
Following the argument in the proof of Theorem 6.1.3, let φ ∈ Rd be some arbitrary vector, and
consider
B =
[ √
λI
ξ−1
√
1− λXT
]
and θ =
[(
y˜ −Xφ)/√λ
ξφ/
√
1− λ
]
,
so that B is the input matrix to the Gram–Schmidt Walk algorithm and BTθ = y˜. We can now write
exp
(
2ts
n
〈w −w1, y˜〉
)
= exp
(
2ts
n
〈w −w1,BTθ〉
)
= exp
(〈
B(w −w1), 2ts
n
θ
〉)
.
For any θ ∈ Rm, Theorem 6.2.4 gives
E
[
exp
(〈
B(w −w1), 2ts
n
θ
〉)]
≤ exp
(
1
2
∥∥∥2ts
n
ΠBθ
∥∥∥2) = exp(2t2
n2
‖ΠBθ‖2
)
where ΠB = B
(
BTB
)−1
BT, and the final equality follows from s2 = 1 for s ∈ {±1}.
Note that ΠTBΠB = ΠB because ΠB is a projection. Together with Lemma 6.5, this gives
exp
(
2t2
n2
‖ΠBθ‖2
)
= exp
(
2t2
n2
θTΠBθ
)
= exp
(
2t2Lλ
n2
)
so, for s ∈ {±1} and any t ≥ 0,
Pr
(
s(τ̂ab − τab) ≥ γ
) ≤ exp(−tγ) exp(2t2Lλ
n2
)
= exp
(
2t2Lλ
n2
− tγ
)
.
Set t = γn2/(4Lλ) to get
Pr
(|τ̂ab − E[τ̂ab]| ≥ γ) ≤ 2 exp(2t2Lλ
n2
− tγ
)
= 2 exp
(−γ2n2
8Lλ
)
.
7 Analysis of the Gram–Schmidt Walk algorithm
In this section, we present and analyze the Gram–Schmidt Walk algorithm of Bansal, Dadush, Garg,
and Lovett [2018] for producing a random assignment vector w ∈ {±1}n, given an m-by-n input
matrix B with column vectors b1, b2, . . . bn ∈ Rm. The purpose of the algorithm is to produce a
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distribution on assignment vectors w so that for all vectors θ the quantity θTBw is usually small.
The key technical contribution of Bansal et al. [2018] is the proof that the vectorBw is σ2-subgaussian
for some universal constant σ > 0. The authors proved this result with σ =
√
40 via a martingale
Freedman inequality. For their purposes, any constant σ would suffice.
Our application requires tight bounds, and thus we prove that that cov(Bw)  ΠB and that
σ = 1. The covariance analysis is relatively straightforward; however, our proof of the 1-subgaussian
result requires a new technique. Finally, we show how to obtain a very efficient implementation of the
Gram–Schmidt Walk by maintaining certain matrix factorizations.
Section 7.1 has a description of the algorithm. Section 7.2 computes the mean of the random
vector. Section 7.3 bounds the covariance of Bw. Section 7.4 proves that the random vector Bw is
1-subgaussian. Finally, Section 7.5 describes a fast implementation in the case that that the input
matrix B comes from the Gram–Schmidt Walk design.
7.1 A description of the algorithm
An informal description of the algorithm is as follows: The algorithm begins with an initial vector
w1 in the unit cube [−1, 1]n. At each iteration, the algorithm incrementally (and randomly) updates
the vector wt, always moving closer to a corner by hitting a new face of the unit cube. In this way,
the algorithm produces a sequence of random vectors w1,w2, . . .wT+1 where the final vector wT+1
is a corner of the cube, i.e. it has integral ±1 entries. This final vector wT+1 is the output of the
algorithm.
Algorithm 1: Gram–Schmidt Walk
Input : Matrix B =
[
b1 b2 . . . bn
]
and initial point w1 ∈ [−1, 1]n
Output: w ∈ {±1}n
1 t← 1
2 A1 ← [n]
3 while At 6= ∅ do
4 At ← {i ∈ [n] | |wt(i)| < 1}
5 pt ← maxAt
6 Let ut be a n-vector such that
1. ut(i) = 0 for all i /∈ At
2. ut(pt) = 1
3. But = bpt −Πtbpt , where Πt is projection onto span{bi | i ∈ At \ pt}
Let δ+t = max{δ | wt + δut ∈ [−1, 1]n} and δ−t = max{δ | wt − δut ∈ [−1, 1]n}
Randomly set δt ←
 δ
+
t with probability
δ−t
δ−t +δ
+
t
−δ−t with probability δ
+
t
δ−t +δ
+
t
wt+1 ← wt + δtut
t← t+ 1
7 end
8 return w ← wt−1
Now we provide a more formal description of the algorithm. The input to the algorithm is the
initial vector w1 ∈ [−1, 1]n and the m× n matrix B. At each iteration t = 1, 2, . . . , T , the vector wt
is updated using the update rule
wt+1 ← wt + δtut ,
where δt is the step size and ut is the step direction. We say that a variable i ∈ [n] is alive at time t
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if |wt(i)| < 1; otherwise, if |wt(i)| = 1, we say that variable i is frozen at time t. In Algorithm 1, the
set of of alive variables at time t is denoted by At. Central to the algorithm is the notion of the pivot
variable, a live variable chosen at each iteration, denoted by pt in Algorithm 1. As will be discussed
later, the pivot variable pt is used to compute the step direction ut. Once an alive variable is chosen
as the pivot, it remains the pivot until it becomes frozen. In a single iteration, the pivot may be frozen
or it may be kept alive, in which case it remains the pivot for the next iteration. For each variable i,
the pivot phase is the set of iterations for which i is the pivot, denoted Si = {t1, t2, . . . t`}. A given
pivot phase may be empty if the corresponding variable was never chosen as the pivot, and non-empty
pivot phases are always contiguous iterations, as a variable remains the pivot until frozen.
The step direction ut is chosen to ensure that the assignment of the pivot variable wt(pt) is always
updated and also that, in aggregate, alive variables which are similar to the pivot—as measured by
columns of B—are updated in a manner which is negatively correlated with the pivot while alive
variables which are dissimilar to the pivot are updated in a manner which is positively correlated with
the pivot. This ensures that at each iteration, the vector But is near zero and so at the end of the
algorithm, the vector Bw has small norm. More precisely, the step direction ut is chosen to satisfy
the equation
But = bpt −Πtbpt , (3)
where Πt is the orthogonal projection matrix onto the subspace spanned by the set of column vectors
{bi | i ∈ At \ pt}. The step direction is chosen so that ut(pt) = 1 for the pivot variable and
ut(i) = 0 for the frozen variables, i /∈ At \ pt. Once these coordinates of ut have been set, there are
k , |At \ pt| coordinates which have not been set and k remaining equations to be satisfied in (3).
Thus, ut may be obtained by computing the vector Πtbpt and solving a system of linear equations
in k variables. In this way, a naive approach for computing ut at each iteration may be implemented
using a polynomial number of arithmetic operations. Although this is efficient from a computational
complexity perspective, the naive implementation may be prohibitively costly for large instances. In
Section 7.5, we discuss how to more efficiently compute ut at each iteration when the matrix B is
chosen according to a Gram–Schmidt Walk design.
Next, we provide a lemma which shows that the (random) number of iterations T in the Gram–
Schmidt Walk is at most n, the number of variables.
Lemma 7.1. Let the random variable T be the number of iterations required by the algorithm. Then,
T ≤ n with probability 1.
Proof. Because ut(i) = 0 for all frozen variables, the coordinates wt′(i) in later iterations t
′ ≥ t are
updated as wt′+1(i) = wt′(i) + δt · 0. In this way, frozen variables remain unchanged once they are
frozen. This shows that the alive set is not growing, i.e. At′ ⊂ At for all t′ ≥ t. In fact, we can
even show that the alive set is shrinking at each iteration. The step size δt is randomly chosen to be
either δ+t or −δ−t . Because ut(pt) > 0 and by construction of δ+t , there is at least one alive variable
i ∈ At such that
∣∣wt(i) + δ+t ut(i)∣∣ = 1. The same is true for δ−t ; that is, there is at least one alive
variable j ∈ At such that
∣∣wt(j)− δ−t ut(j)∣∣ = 1. Thus, regardless of whether δt is chosen to be either
δ+t or δ
−
t , we are guaranteed that at least one alive variable becomes frozen at each iteration, i.e.
|At+1| < |At|. This shows that the number of alive variables is strictly decreasing at each iteration.
Thus, the number of iterations T is always at most n.
At each iteration t, the step size δt is chosen randomly to be either δ
+
t or −δ−t . Note that this is
the only source of randomness in the Gram–Schmidt Walk. In this way, only n (biased) random bits
are needed for the Gram–Schmidt Walk, which is the same number of random bits required for the
Bernoulli design. We also remark that the step direction vectors ut are chosen deterministically at
each iteration, which means that ut is a deterministic quantity conditioned on all previous step sizes
δ1, δ2, . . . δt−1.
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We now introduce a notational convention which improves the clarity of further analysis. Because
the number of iterations T is always at most n, we may suppose that the algorithm runs for n iterations
and that for iterations t > T , we set the update direction ut = 0 and the step size δt = 0. In this way,
same vector w is returned and the output distribution of the algorithm is unchanged. Thus without
loss of generality, we may adopt the convention that T = n. Note that the algorithm is unchanged
and the convention that T = n is used only in the analysis.
7.2 Expected value of the assignment vector
In this section, we show how the initial choice of w1 determines the mean of the assignment vector
w. We do this in two steps. First, we begin by showing that at each iteration, the step size δt is zero
in expectation.
Lemma 7.2. At each iteration t, E[δt | δ1, δ2, . . . δt−1] = 0 and E[δt] = 0.
Proof. Let an iteration t ≥ 0 be given. Conditional on previous step sizes, δ1, δ2, . . . δt−1, the step size
δt is a random variable taking two possible values. A direct calculation of its mean shows that
E[δt | δ1, δ2 . . . δt−1] =
(
δ+t
) · δ−t
δ−t + δ
+
t
+
(−δ−t ) · δ+t
δ−t + δ
+
t
=
δ+t δ
−
t − δ−t δ+t
δ−t + δ
+
t
=
0
δ−t + δ
+
t
= 0 ,
and E[δt] = 0 follows by law of total expectation.
Lemma 7.3. Let w ∈ {±1}n be the random vector returned by Algorithm 1. Its expected value is the
initial vector, E[w] = w1.
Proof. By the update rule wt+1 ← wt + δtut, we have that
w = w1 +
T∑
t=1
δtut ,
and so by using linearity of expectation and the convention that T = n,
E[w] = w1 + E
[
T∑
t=1
δtut
]
= w1 +
n∑
t=1
E[·δtut]
For a fixed t ∈ [n], consider the term E[δtut]. Suppose that we further condition on all previous step
sizes δ1, δ2 . . . δt−1. As discussed in Section 7.1, the vector ut is completely determined and thus δt is
independent of ut under this conditioning. Thus,
E[δtut | , δ1, . . . δt−1] = ut · E[δt | δ1, . . . δt−1] = ut · 0 = 0 ,
where the first equality follows by the independence and the second equality uses Lemma 7.2. By the
law of total expectation, E[δtut] = 0 for each iteration t and thus E[w] = w1.
7.3 Covariance of the assignments
In this section, we present the bound on the covariance matrix cov(Bw). One can view this as a
warm-up for the 1-subgaussian bound on Bw that appears in Section 7.4.
We develop this bound in several steps. First, we derive the covariance cov(w) in terms of the
step sizes δt and the step directions ut, which we present in the following claim.
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Claim 7.4. Let w ∈ {±1}n be the random vector returned by Algorithm 1 and let cov(w) be its
covariance matrix. Then,
cov(w) = E
[
T∑
t=1
δ2tutu
T
t
]
.
Proof. First, observe that
cov(w) = E
[
(w − E[w])(w − E[w])T
]
= E
[
wwT
]− E[w]E[w]T = E[wwT]−w1wT1
where the last equality uses E[w] = w1 (Lemma 7.3). By the update rule wt+1 ← wt + δtut,
wt+1w
T
t+1 = (wt + δtut)(wt + δtut)
T
= wtw
T
t + δt
(
utw
T
t +wtu
T
t
)
+ δ2tutu
T
t .
Applying this over the iterations t = 1, 2, . . . n and using that the returned vector is w = wn+1 yields
wwT = wn+1w
T
n+1 = w1w
T
1 +
T∑
t=1
δt
(
utw
T
t +wtu
T
t
)
+
T∑
t=1
δ2tutu
T
t .
Substituting this into the earlier covariance calculation, we obtain that
cov(w) = E
[
T∑
t=1
δ2tutu
T
t
]
+ E
[
T∑
t=1
δt
(
utw
T
t +wtu
T
t
)]
(4)
We will now show that the last term is zero because the step size δt is zero in expectation. By
linearity of expectation and using the convention that T = n,
E
[
T∑
t=1
δt
(
utw
T
t +wtu
T
t
)]
=
n∑
t=1
E
[
δt
(
utw
T
t +wtu
T
t
)]
For a fixed iteration t, consider the individual term E
[
δt
(
utw
T
t +wtu
T
t
)]
in the sum above. Observe
that if we further condition on all previous step sizes, δ1, δ2 . . . δt−1, the step direction ut and current
vector wt are both determined, so that utw
T
t + wtu
T
t is a deterministic quantity. In this way, δt is
conditionally independent of utw
T
t +wtu
T
t conditioned on all previous step sizes δ1, δ2 . . . δt−1. Thus,
by Lemma 7.2 we have that
E
[
δt
(
utw
T
t +wtu
T
t
) ∣∣ δ1, . . . δt−1] = (utwTt +wtuTt ) · E[δt | δ1, . . . δt−1] = 0
for all iterations t. By the law of total expectation, E
[
δt
(
utw
T
t +wtu
T
t
)]
= 0 and so that the second
term in (4) is zero.
Bansal et al. [2018] discuss how the Gram–Schmidt Walk algorithm was inspired by Gram–Schmidt
Orthogonalization, a method for obtaining an orthonormal basis of a span of vectors; however, an ex-
plicit formal connection between Gram–Schmidt Walk and Gram–Schmidt orthogonalization was not
made in that paper. Our analysis of the Gram–Schmidt Walk uses a Gram–Schmidt Orthogonalization
of the input vectors b1, b2, . . . bn in a randomized order which depends on the algorithm. Arguably,
this orthogonalization helps us more cleanly analyze quantities such as the covariance and subgaus-
sian constant. We emphasize that this re-ordering and orthogonalization is only for the purposes of
analysis and is not executed by the algorithm.
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We begin this discussion by describing the randomized re-ordering of the input vectors then defining
the Gram–Schmidt Orthogonalization processes applied to this re-ordering. First, we introduce the
notation of the re-ordering. The inputs vectors b1, b2, . . . bn will be re-ordered as
bσ(1), bσ(2), . . . bσ(n) ,
where σ is a bijection mapping positions in the re-ordering to the variables. Formally, σ : [n] → [n]
and to avoid confusion in this notation, we reserve the symbol r for a position in the re-ordering and
the symbol i for a variable. In this way, we write σ(r) = i to mean that the variable i has position
r in the re-ordering. We may also refer to the position of a specific variable in the re-ordering using
the inverse function σ−1. For example, σ−1(i) = r means that the variable i is assigned to position
r in the re-ordering.
The re-ordering we consider is random and depends on the randomization in the algorithm. We
say that a variable i is decided by the algorithm when it is either selected as the pivot or frozen without
being chosen as the pivot. The ordering of the variables σ(1),σ(2), . . .σ(n) will be the reverse order
in which variables are decided. In this way, as the algorithm decides variables at each iteration, the
randomized re-ordering is determined in reverse order. For example, the first variable to be decided
is the first pivot variable. By definition of the algorithm, this is p1 = maxA1 = max[n] = n and so
variable n appears last in the re-ordering, i.e. σ(n) = n. If a single variable j 6= p1 is frozen in the first
iteration, then this is the next variable decided by the algorithm, in which case it is second to last in the
re-ordering, i.e. σ(n−1) = j. On the other hand, if the pivot p1 = n is frozen in the first iteration, the
next variable decided by the algorithm is the next pivot, which is p2 = maxA2 = max[n− 1] = n− 1.
In this case, σ(n− 1) = n− 1.
At each iteration t, the set At \pt is exactly the set of variables which have not yet been decided by
the algorithm, as they have neither been frozen nor chosen as the pivot. Thus, at any iteration t, the
first |At \ pt| = |At| − 1 positions in the re-ordering have not yet been determined and the subsequent
n− |At|+ 1 have been determined. It follows that σ−1(pt) > σ−1(i) for all i ∈ At \ pt and also that
σ−1(pt) ≥ |At|. For each iteration, we define `t = |At| and ut = σ−1(pt). In our analysis, we will
condition on all random events leading up to the decision of the r-th position in the re-ordering. For
each position r, we define ∆r to be the sequence of step sizes δ1, δ2, . . . δtr−1 chosen by the algorithm
until the variables r has been determined. Because the step sizes are the only source of randomness
in the algorithm, the ordering positions σ(r),σ(r + 1), . . .σ(n) are completely determined by ∆r.
Finally, for each position r in the re-ordering, the set of iterations Lr is defined as
Lr = {t | `t ≤ r ≤ ut} ,
which we may interpret as follows: If the variable σ(r) in position r is chosen as a pivot, then Lr
are the iterations for which σ(r) remains the pivot. If the variable σ(r) is frozen at an iteration t
without becoming the pivot, then the set Lr are the subsequent iterations where the pt remains the
pivot. Note that if a variable σ(r) is frozen with the pivot variable, then Lr is empty.
Given a re-ordering of the variables σ(1),σ(2), . . .σ(n), we define the sequence of orthonormal
vectors vσ(1),vσ(2), . . .vσ(n) such that for each r ∈ [n],
span{bσ(1), bσ(2) . . . bσ(r)} = span{vσ(1),vσ(2), . . .vσ(r)} .
We remark that this sequence of random orthonormal vectors vσ(1),vσ(2), . . .vσ(n) is exactly what
is obtained by running Gram-Schmidt Orthogonalization on the randomized re-ordering of the input
vectors. In particular, one may explicitly (up to normalization) obtain vσ(r) as the projection of
bσ(r) onto the subspace orthogonal to the span of bσ(1), bσ(2), . . . bσ(r−1). This demonstrates the
dependency of the orthonormal vectors on the re-ordering of the input vectors, as we it follows that
for each position r ∈ [n] ,
vσ(r) is orthogonal to span{bσ(1), bσ(2), . . . bσ(s)} for all s < r .
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Regardless of the re-ordering, however, the entire sequence of orthonormal vectors forms a basis for
the span of the input vectors. The next lemma demonstrates how to express the vector But in this
orthonormal basis.
Lemma 7.5. At each iteration t, we can write But in the orthonormal basis vσ(1),vσ(2), · · ·vσ(n) as
But =
ut∑
r=`t
〈
vσ(r), bpt
〉
vσ(r)
Proof. We being by writing But in the ordered orthonormal basis vσ(1),vσ(2), · · ·vσ(n),
But =
n∑
r=1
〈vσ(r),But〉vσ(r) (orthonormal basis)
=
n∑
r=1
〈vσ(r), bpt −Πtbpt〉vσ(r) (definition of ut by Algorithm 1)
=
n∑
r=1
(〈vσ(r), bpt〉 − 〈vσ(r),Πtbpt〉)vσ(r) (by linearity)
=
n∑
r=1
(〈vσ(r), bpt〉 − 〈Πtvσ(r), bpt〉)vσ(r) (Πt = ΠTt by projection)
We claim that
Πtvσ(r) =
{
vσ(r) for r < `t
0 otherwise
(5)
This is because Πt is the projection onto the subspace
span{bi | i ∈ At \ pt} = span{bσ(r) | r < `t} = span{vσ(r) | r < `t} ,
where the first equality follows from the definition of the re-ordering and also that At \ pt are exactly
those variables which have not been decided. The second equality follows from the definition of the
Gram–Schmidt orthogonalization.
Thus, when r < `t, we have that Πtvσ(r) = vσ(r). On the other hand, if r ≥ `t then by Gram–
Schmidt orthogonalization, vσ(r) is orthogonal to all preceding vσ(r′) for r
′ < `t. Thus, vσ(r) is
orthogonal to the entire subspace so that Πtvσ(r) = 0. Using (5), we have that terms for which r < `t
do not contribute to the sum because
〈vσ(r), bpt〉 − 〈Πtvσ(r), bpt〉 = 〈vσ(r), bpt〉 − 〈vσ(r), bpt〉 = 0 .
In addition, we have that terms r ≥ `t may be simplified as(〈vσ(r), bpt〉 − 〈Πtvσ(r), bpt〉)vσ(r) = 〈vσ(r), bpt〉vσ(r) .
Furthermore, we claim that the terms r > ut do not contribute to the sum, as
〈vσ(r), bpt〉 = 0 .
To see this, observe that if r > ut = σ
−1(pt), then variable σ(pt) appears after the pivot in
the re-ordering. By properties of the Gram–Schmidt Orthogonalization, bpt lies in the span of
vσ(1),vσ(2), . . .vpt . Because the input vector bσ(r) appears after the vector bpt in the Gram–Schmidt
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ordering, vσ(r) is orthogonal to all vσ(1),vσ(2), . . .vpt and thus to bpt . That is to say that 〈vσ(r), bpt〉 =
0. So, we have that analyzed all of the terms in the sum, showing that
But =
ut∑
r=`t
〈
vσ(r), bpt
〉
vσ(r) ,
as desired.
The next lemma shows that the expected sum of squared step sizes within the remainder of a pivot
phase is at most one.
Lemma 7.6. Consider a position r in the re-ordering and the associated set of iterations, Lr. Then,
E
[∑
t∈Lr
δ2t
∣∣∣∣∣∆σ(r)
]
≤ 1
Proof. Recall that ∆r is defined to be the sequence of step sizes δ1, δ2, . . . δtr−1 made by the algorithm
before position r was determined. If Lr is empty, then the statement is trivial. Otherwise, Lr is a
(random) contiguous set of iterations, say tr, tr + 1, tr + 2, . . . tr + `, all with the same pivot variable,
p. Because all iterations have the same pivot variable, we have that |wtr (p)| < 1 and |wtr+`(p)| = 1.
It follows that
1−wtr (p)2 = wtr+`(p)2 −wtr (p)2 (because |wtr+`(p)| = 1)
=
`−1∑
s=0
[
wtr+s+1(p)
2 −wtr+s(p)2
]
(telescoping sum)
=
`−1∑
s=0
[
(wtr+s(p) + δtr+sutr+s(p))
2 −wtr+s(p)2
]
(update rule)
=
`−1∑
s=0
[
δ2tr+sutr+s(p)
2 + 2δtr+sutr+s(p)wtr+s(p)
]
=
∑
t∈Lr
[
δ2tut(p)
2 + 2δtut(p)wt(p)
]
.
Because p is the pivot for all iterations t ∈ Lr, we have ut(p) = 1 for t ∈ Lr and ut(p) = 0 for later
iterations t. Using this and linearity of expectation, we have that
1−wtr (p)2 = E
[∑
t∈Lr
δ2t
∣∣∣∣∣∆σ(r)
]
+ 2E
∑
t≥tr
δtut(p)wt(p)
∣∣∣∣∣∣∆σ(r)
 . (6)
We now seek to show that the second term on the right hand side is zero. To this end, use linearity
of expectation to obtain
E
∑
t≥tr
δtut(p)wt(p)
∣∣∣∣∣∣∆σ(r)
 = ∑
t≥tr
E
[
δtut(p)wt(p)
∣∣∆σ(r)]
We now show that each term E
[
δtut(p)wt(p)
∣∣∆σ(r)] is zero. Suppose that we further condition on the
random step sizes δtr+1, δtr+2, . . . δt−1. In this case, the quantity ut(p)wt(p) is completely determined
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and so δt is independent of ut(p)wt(p). Moreover, the step size has mean zero by Lemma 7.2. Thus,
for t ≥ tr,
E[δtut(p)wt(p) | δ1, . . . δt−1] = ut(p)wt(p) · E[δt | δ1, . . . δt−1] = 0
By the law of total expectation, it follows that the entire term E
[
δtwt(p)
∣∣∆σ(r)] is zero for t ≥ tr.
Thus, the second term in (6) is zero and so we have shown the equality in the statement of the lemma.
The inequality follows from the fact that wt ∈ [−1, 1]n.
We shall see that re-writing the vector But in this basis helps us analyze both the covariance and
the subgaussian aspects of the Gram–Schmidt Walk. We are now ready to prove the matrix inequality
on the covariance matrix cov(Bw).
Theorem 7.7. Let w∈{±1}n be the random vector returned by Algorithm 1. Then,
cov(Bw)  ΠB ,
where ΠB is the orthogonal projection onto the column space of B.
Proof. It suffices to show that θT cov(Bw)θ ≤ θTΠBθ for all θ ∈ Rm. Using Claim 7.4 for the form
of cov(w) and linearity of expectation, we have that
θT cov(Bw)θ = θTB cov(w)Bθ = θTB E
[
T∑
t=1
δ2tutu
T
t
]
BTθ = E
[
T∑
t=1
δ2t 〈But,θ〉2
]
.
Thus, we seek to show that for any θ ∈ Rm,
E
[
T∑
t=1
δ2t 〈But,θ〉2
]
≤ θTΠBθ
Next, we compute an upper bound on the quadratic forms in the sum. For each iteration t,
〈But,θ〉2 =
〈
ut∑
r=`t
〈
vσ(i), bpt
〉
vσ(i),θ
〉2
(Lemma 7.5)
=
(
ut∑
r=`t
〈
vσ(r), bpt
〉〈vσ(r),θ〉
)2
(linearity)
≤
(
ut∑
r=`t
〈vσ(r), bpt〉2
)(
ut∑
r=`t
〈vσ(r),θ〉2
)
(Cauchy Schwartz)
≤ ‖bpt‖2 ·
(
ut∑
r=`t
〈vσ(r),θ〉2
)
(vσ(r) are orthonormal)
≤
(
ut∑
r=`t
〈vσ(r),θ〉2
)
(by assumption, ‖bpt‖2 ≤ 1)
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Using this upper bound, we obtain an upper bound for the expected quantity of interest,
E
[
T∑
t=1
δ2t 〈But,θ〉2
]
≤ E
[
T∑
t=1
δ2t
(
ut∑
r=`t
〈vσ(r),θ〉2
)]
(from above)
= E
[
n∑
r=1
〈vσ(r),θ〉2
∑
t∈Lr
δ2t
]
(rearranging terms)
=
n∑
r=1
E
[
〈vσ(r),θ〉2
∑
t∈Lr
δ2t
]
(linearity of expectation)
Let’s examine each of the terms in this sum. Fix a position r ∈ [n] in the randomized reordering.
Suppose that we further condition on ∆r, the sequence of step sizes δ1, δ2, . . . δtr−1 produced by the
algorithm until the variable in the re-ordered position r is decided. As shown above, the vector vσ(r)
is completely determined under this conditioning and so the quantity 〈vσ(r),θ〉2 is also completely
determined. In this way, the random term
∑
t∈Lr δ
2
t is conditionally independent of 〈vσ(r),θ〉2 given
∆r. Thus, we have that
E
[
〈vσ(r),θ〉2
∑
t∈Lr
δ2t
∣∣∣∣∣∆r
]
= 〈vσ(r),θ〉2 · E
[∑
t∈Lr
δ2t
∣∣∣∣∣∆r
]
≤ 〈vσ(r),θ〉2 ,
where the equality is due to conditional independence and the inequality follows from Lemma 7.6.
Using iterated expectation, it follows that
E
[
〈vσ(r),θ〉2
∑
t∈Lr
δ2t
]
≤ E
[
〈vσ(r),θ〉2
]
.
Substituting this bound into an earlier result and using linearity of expectation yields
E
[
T∑
t=1
δ2t 〈But,θ〉2
]
≤
n∑
r=1
E
[
〈vσ(r),θ〉2
]
= θT E
[
n∑
r=1
vσ(r)v
T
σ(r)
]
θ = θTΠBθ ,
where the last equality follows from the fact that the vectors vσ(1),vσ(2), . . . ,vσ(n) form an orthonor-
mal basis for the column space of B, and so
∑n
r=1 vσ(r)v
T
σ(r) = ΠB holds deterministically, regardless
of the randomized re-ordering.
7.4 Bx is 1-subgaussian
In this section, we will prove part 3 of Theorem 6.2, which we restate in the form
E
[
exp
(
〈Bw −w0,θ〉 − 1
2
‖ΠBθ‖22
)]
≤ 1,∀θ ∈ Rm (7)
where w ∈ {±1}n is the random vector returned by Algorithm 1 with input B,w0.
We first break down the exponent term of this expectation according to pivot phases. Let p(1) >
p(2) > . . . > p(J) be all the pivots when we implement the algorithm with input B,w0. Since the
algorithm always chooses a pivot to be the alive variable with the largest index, the pivot p(j) is the
jth pivot chosen by the algorithm. The total number of all the distinct pivots (that is, J), is a random
variable upper bounded by n. Recall that in Section 7.3, we re-ordered the input vectors and defined
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a map σ(·) from this re-ordering to the variables. The re-ordering is the reverse order in which the
variables are decided (a non-pivot variable is decided at the iteration that it is frozen, and a pivot
variable is decided at the iteration that it is chosen as a pivot). We then applied the Gram-Schmidt
Orthogonalization to the input vectors according to this re-ordering to obtain an orthonormal basis
as vσ(1),vσ(2), . . . ,vσ(n). For each 1 ≤ j ≤ J , let Πj be the orthogonal projection onto the span of
the vectors corresponding to variables frozen during phase j:
{vσ(r) : σ−1(p(j+1)) < r ≤ σ−1(p(j))}, if 1 ≤ j < J
{vσ(r) : 1 ≤ r ≤ σ−1(p(j))}, if j = J
We can check that
∑J
j=1 Πj = ΠB and Πj1Πj2 = 0 for any j1 6= j2. This implies
‖ΠBθ‖22 =
J∑
j=1
‖Πjθ‖22.
We also know
〈Bw −w0,θ〉 =
T∑
i=1
δt〈But,θ〉 =
J∑
j=1
∑
t∈S
p(j)
δt〈But,θ〉,
where Sp(j) consists of all iterations in which p
(j) is the pivot. Thus,
E
[
exp
(
〈Bw −w0,θ〉 − 1
2
‖ΠBθ‖22
)]
= E
exp
 J∑
j=1
 ∑
t∈S
p(j)
δt〈But,θ〉 − 1
2
‖Πjθ‖22
 (8)
We now state a lemma to that will enable us to prove that (8) is at most 1, thereby establishing
part 3 of Theorem 6.2.
Lemma 7.8. For every pivot p(j),
E
exp
 ∑
t∈S
p(j)
δt〈But,θ〉 − 1
2
‖Πjθ‖22
 ∣∣∣∣∣∣ δt : t ∈ Sp(1) ∪ . . . ∪ Sp(j−1)
 ≤ 1 (9)
Proof of the 1-subgaussian statement of Theorem 6.2 . For each 1 ≤ j ≤ n, we define Ej to be the
event that j ≤ J and define 1[Ej ] to be its indicator function. The right hand side of (8) equals
E
exp
 n∑
j=1
1[Ej ]
 ∑
t∈S
p(j)
δt〈But,θ〉 − 1
2
‖Πjθ‖22
.
This in turn equals
E
exp
n−1∑
j=1
1[Ej ]
 ∑
t∈S
p(j)
δt〈But,θ〉 − 1
2
‖Πjθ‖22
Yn

where
Yn = E
exp
1[En]
 ∑
t∈S
p(n)
δt〈But,θ〉 − 1
2
‖Πjθ‖22
 ∣∣∣∣∣∣ δt : t ∈ Sp(1) ∪ . . . ∪ Sp(min{J,n−1})

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If 1[En] = 0, then Yn = 1. Otherwise, by Lemma 7.8, Yn ≤ 1. Thus
E
exp
 n∑
j=1
1[Ej ]
 ∑
t∈S
p(j)
δt〈But,θ〉 − 1
2
‖Πjθ‖22

≤E
exp
n−1∑
j=1
1[Ej ]
 ∑
t∈S
p(j)
δt〈But,θ〉 − 1
2
‖Πjθ‖22

We now establish equation (7) by applying the above arguement inductively.
Now we prove Lemma 7.8. Consider all the iterations in the phase Sp(j) , say t0, t0 +1, . . . , tj , where
tj is a random variable at most n. As a shorthand, let wt = 〈But,θ〉 and Yt =
∑t
s=t0
δs〈Bus,θ〉.
Then Yt0 , Yt0+1, . . . , Ytj is a martingale w.r.t. δt0wt0 , δt0+1wt0+1, . . . , δtjwtj , with the stopping time
being the iteration that the pivot is frozen, that is, the sum of δt’s reaches some fixed threshold.
We prove that once one conditions on all the iterations except the last iteration (we will extend the
iterations in this phase to iteration n by appending null iterations when needed), the expectation
in Equation (9) is maximized when wn = wn−1. Then a backward induction on iteration number
will prove Equation (9). This approach to proving martingale concentration bounds might be of
independent interest.
Proof of Lemma 7.8. In this proof, we will only consider iterations belong to the phase Sp(j) . All
expectations are conditional on {δt : t ∈ Sp(1) ∪ . . . ∪ Sp(j−1)}—the decisions made in the iterations
before the jth pivot is chosen. When context is clear, we will drop this condition and the pivot index
j. Let t0 be the first iteration of the phase Sp, and let u = σ
−1(p) the largest re-ordering index of
this phase. Both t0 and u are fixed once we condition on the previous phases. For each t ∈ Sp, we
define a subset of re-ordering indices by Qt = {r : lt ≤ r < lt−1} if t > t0, and Qt0 = {u}. Recall
that lt is defined as |At \ pt| + 1. For t > t0, Qt consists of the re-ordering indices corresponding to
the variables which are frozen at iteration t− 1 (Note that for inputs in general position, each Qt will
contain just one element).
As the number of iterations in this phase is a random variable, we will find it convenient to redefine
for this proof variables corresponding to iterations that are not in this phase. For each such iteration
t ∈ {t0, t0 + 1, . . . , n} \ Sp, we define pt = p, δt = 0, wt = wt−1, At = At−1, and Qt = {0}. To make
expressions involving the these sensible, we also define vσ(0) = 0. We remark that these definitions
are only for the analysis in the proof of this lemma, and are not reflected in the algorithm.
According to Lemma 7.5, for each t = t0, t0 + 1, . . . , n, we can write But using the vectors
vσ(0) = 0,vσ(1), . . . ,vσ(u) as
But =
t∑
s=t0
∑
r∈Qt
〈vσ(r), bp〉vσ(r)
Similarly, we can write Πj in terms of these vectors as
‖Πjθ‖22 =
n∑
t=t0
∑
r∈Qt
(〈vσ(r),θ〉)2
As a shorthand, we let αr = 〈vσ(r), bp〉 and βr = 〈vσ(r),θ〉. Since bp has norm at most 1, we have
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∑t1
t=t0
∑
r∈Qt α
2
r ≤ 1. Thus we can write the expectation in Equation (9) as
E
[
exp
(
n∑
t=t0
δt〈But,θ〉 − 1
2
‖Πjθ‖22
)]
=E
exp
 n∑
t=t0
δt
 t∑
s=t0
∑
r∈Qt
〈vσ(r), bp〉〈vσ(r),θ〉
− 1
2
n∑
t=t0
∑
r∈Qt
(〈vσ(r),θ〉)2

=E
exp
 n∑
t=t0
δt
 t∑
s=t0
∑
r∈Qt
αrβr
− 1
2
n∑
t=t0
∑
r∈Qt
β2r

≤E
exp
 n∑
t=t0
δt
 t∑
s=t0
∑
r∈Qt
αrβr
− 1
2
 n∑
t=t0
∑
r∈Qt
α2r
 n∑
t=t0
∑
r∈Qt
β2r

We will prove that for every t1 satisfying t0 ≤ t1 ≤ n (for convention, we define
∑t0−1
i=t0
ai = 0 for
any sequence of numbers a1, a2, . . .),
E
exp
 n∑
t=t0
δt
 t∑
s=t0
∑
r∈Qt
αrβr
− 1
2
 n∑
t=t0
∑
r∈Qt
α2r
 n∑
t=t0
∑
r∈Qt
β2r

≤E
exp
 n∑
t=t0
δt
min{t1−1,t}∑
s=t0
∑
r∈Qt
αrβr
− 1
2
t1−1∑
t=t0
∑
r∈Qt
α2r
t1−1∑
t=t0
∑
r∈Qt
β2r
 (10)
We can think of the above inequality as: Regardless of αr, βr for r ∈ Qt0 ∪ Qt0+1 ∪ . . . ∪ Qt1−1, the
lhs expectation is maximized when αr = βr = 0 for r ∈ Qt1 ∪ . . . ∪Qn. Setting t1 = t0, we have
E
exp
 n∑
t=t0
δt
 t∑
s=t0
∑
r∈Qt
αrβr
− 1
2
 n∑
t=t0
∑
r∈Qt
α2r
 n∑
t=t0
∑
r∈Qt
β2r
 ≤ exp(0) = 1
which is Equation (9) in the lemma statement.
It remains to prove Equation (10). We will give a proof by backward induction on t1. In the base
case of t1 = n,
E
exp
 n∑
t=t0
δt
 t∑
s=t0
∑
r∈Qt
αrβr
− 1
2
 n∑
t=t0
∑
r∈Qt
α2r
 n∑
t=t0
∑
r∈Qt
β2r

=E
exp
n−1∑
t=t0
δt
 t∑
s=t0
∑
r∈Qt
αrβr
Xn
 (11)
where
Xn = E
exp
δn
 n∑
s=t0
∑
r∈Qt
αrβr
− 1
2
 n∑
t=t0
∑
r∈Qt
α2r
 n∑
t=t0
∑
r∈Qt
β2r
 ∣∣∣∣∣∣ δt0 , . . . δn−1

Conditioning on δt0 , . . . δn−1, all αr, βr for r ∈ Qt0∪Qt0+1∪ . . .∪Qn are determined. The only random
variable in the above expectation is δn. According to (the extended) Algorithm 1, δn = 1 − wn(p)
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with probability (1 +wn(p))/2 and δn = −(1 +wn(p)) with probability (1−wn(p))/2. Thus Xn has
an explicit expression:
Xn =
1 +wn(p)
2
exp
(1−wn(p))
 n∑
s=t0
∑
r∈Qt
αrβr
− 1
2
 n∑
t=t0
∑
r∈Qt
α2r
 n∑
t=t0
∑
r∈Qt
β2r

+
1−wn(p)
2
exp
−(1 +wn(p))
 n∑
s=t0
∑
r∈Qt
αrβr
− 1
2
 n∑
t=t0
∑
r∈Qt
α2r
 n∑
t=t0
∑
r∈Qt
β2r

Define
x = wn(p), γ =
n∑
s=t0
∑
r∈Qt
αrβr
α =
n∑
t=t0
∑
r∈Qt
α2r, β =
n∑
t=t0
∑
r∈Qt
β2r ,
a = (αr : r ∈ Qn), b = (βr : r ∈ Qn)
We will upper bound Xn by applying Lemma 7.9, which is proved below in Section 7.4.1. We can
check that Xn = f(α, β, γ, x,a, b) where the function f is defined in Lemma 7.9 and x, γ, α, β,a, b
satisfy the conditions in Lemma 7.9. Lemma 7.9 then implies that
Xn ≤ E
exp
δn
n−1∑
s=t0
∑
r∈Qt
αrβr
− 1
2
n−1∑
t=t0
∑
r∈Qt
α2r
n−1∑
t=t0
∑
r∈Qt
β2r
 ∣∣∣∣∣∣ δt0 , . . . δn−1

Plugging this into Equation (11), we get Equation (10) with t1 = n.
Assume the induction hypothesis: Equation (10) holds for t1 + 1 ≤ n. We consider iteration t1.
The following proof is similar to the proof of the base case. By the induction hypothesis,
E
exp
 n∑
t=t0
δt
 t∑
s=t0
∑
r∈Qt
αrβr
− 1
2
 n∑
t=t0
∑
r∈Qt
α2r
 n∑
t=t0
∑
r∈Qt
β2r

E
exp
 n∑
t=t0
δt
min{t1,t}∑
s=t0
∑
r∈Qt
αrβr
− 1
2
 t1∑
t=t0
∑
r∈Qt
α2r
 t1∑
t=t0
∑
r∈Qt
β2r

=E
exp
t1−1∑
t=t0
δt
 t∑
s=t0
∑
r∈Qt
αrβr
Xt1

(12)
where
Xt1 = E
exp
( n∑
t=t1
δt
) t1∑
s=t0
∑
r∈Qt
αrβr
− 1
2
 t1∑
t=t0
∑
r∈Qt
α2r
 t1∑
t=t0
∑
r∈Qt
β2r
 ∣∣∣∣∣∣ δt0 , . . . δt1−1

Conditioning on δt0 , . . . δt1−1, we have
∑n
t=t1
δt = 1−wn(t1) or −1−wn(t1) and
E
[
n∑
t=t1
δt
∣∣∣∣∣ δt0 , . . . δt1−1
]
= 0
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since each δt has mean 0. Thus, random variable
∑n
t=t1
δt = 1−wt1(p) with probability (1+wt1(p))/2
and
∑n
t=t1
δt = −(1 +wt1(p)) with probability (1−wt1(p))/2. Xt1 has an explicit expression:
Xt1 =
1 +wt1(p)
2
exp
(1−wt1(p))
 n∑
s=t0
∑
r∈Qt
αrβr
− 1
2
 n∑
t=t0
∑
r∈Qt
α2r
 t1∑
t=t0
∑
r∈Qt
β2r

+
1−wt1(p)
2
exp
−(1 +wt1(p))
 n∑
s=t0
∑
r∈Qt
αrβr
− 1
2
 t1∑
t=t0
∑
r∈Qt
α2r
 t1∑
t=t0
∑
r∈Qt
β2r

Again by Lemma 7.9,
Xt1 ≤ E
exp
( n∑
t=t1
δt
)t1−1∑
s=t0
∑
r∈Qt
αrβr
− 1
2
t1−1∑
t=t0
∑
r∈Qt
α2r
t1−1∑
t=t0
∑
r∈Qt
β2r
 ∣∣∣∣∣∣ δt0 , . . . δt1−1

Plugging into Equation (12), we get Equation (10) with t1. This completes the proof.
7.4.1 A key technical lemma
In this subsection, we will prove the following technical lemma which is used in proving Lemma 7.8.
Lemma 7.9. Let α, β, γ, x be any fixed real numbers satisfying:
α, β ≥ 0, αβ ≥ γ2, and x ∈ [−1, 1]
Let a, b ∈ Rl for some positive integer l. Define function
f(α, β, γ, x,a, b) =
exp
(
−1
2
(α+ ‖a‖22)(β + ‖b‖22)
)(
1 + x
2
exp((1− x)(γ + 〈a, b〉)) + 1− x
2
exp(−(1 + x)(γ + 〈a, b〉))
)
Then f(α, β, γ, x,a, b) ≤ f(α, β, γ, x,0,0).
To prove Lemma 7.9, we will reduce the case that a, b are l-dimensional vectors to a simple case
that a, b are 1-dimensional scalars. We state this simple case as
Lemma 7.10. Let α, β, γ, x be any fixed real numbers satisfying the conditions of Lemma 7.9. Let
a, b ∈ R. Then f(α, β, γ, x, a, b) ≤ f(α, β, γ, x, 0, 0).
Given Lemma 7.10, we prove Lemma 7.9 for l > 1.
Proof of Lemma 7.9. Suppose l > 1.
For each 0 ≤ k ≤ l, we define
α̂k = α+
k∑
i=1
a2i , β̂k = β +
k∑
i=1
b2i , and γ̂k = γ +
k∑
i=1
aibi.
In these variables, we have
f(α, β, γ, x,a, b) = f(α̂l, β̂l, γ̂l, x, 0, 0),
and for all k ≤ l,
f(α̂k, β̂k, γ̂k, x, 0, 0) = f(α̂k−1, β̂k−1, γ̂k−1, x,ak, bk).
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We can check that α̂k, β̂k ≥ 0, and
α̂kβ̂k =
(
α+
k∑
i=1
a2i
)(
β +
k∑
i=1
b2i
)
≥
√αβ +
√√√√( k∑
i=1
a2i
)(
k∑
i=1
b2i
)2
≥
(
γ +
k∑
i=1
aibi
)2
= γ̂2k
where both the two inequalities are due to the Cauchy-Schwartz inequality. Thus, Lemma 7.10 implies
f(α̂l−1, β̂l−1, γ̂l−1, x,al, bl) ≤ f(α̂l−1, β̂l−1, γ̂l−1, x, 0, 0)
By iteratively applying Lemma 7.10, we can prove that f(α, β, γ, x,a, b) ≤ f(α, β, γ, x,0,0).
Now it remains to prove Lemma 7.10. We first address the special case that α = β = ±γ; and
then reduce the general case for arbitrary α, β, γ satisfying the conditions of Lemma 7.9 to this special
case. Our proof will rely on the following facts about the function f .
Claim 7.11. f(α, β, γ, x, a, b) = f(α, β,−γ,−x,−a, b).
Proof.
f(α, β,−γ,−x,−a, b)
= exp
(
−1
2
(α+ a2)(β + b2)
)(
1− x
2
exp((1 + x)(−γ − ab)) + 1 + x
2
exp(−(1− x)(−γ − ab))
)
=f(α, β, γ, x, a, b)
Claim 7.12. Let α, β, γ, x satisfy the conditions in Lemma 7.9. Let c be any fixed real number. Then
max
a,b:ab=c
f(α, β, γ, x, a, b)
= exp
(
−1
2
(
√
αβ + |c|)2
)(
1 + x
2
exp((1− x)(γ + c)) + 1− x
2
exp(−(1 + x)(γ + c))
)
Proof. Let y = ab, z = αb2 + βa2 ≥ 2√αβ|ab|. Then,
f(α, β, γ, x, a, b)
= exp
(
−1
2
(αβ + z + y2)
)(
1 + x
2
exp((1− x)(γ + y)) + 1− x
2
exp(−(1 + x)(γ + y))
)
The above function is decreasing in z. Thus
max
a,b:ab=c
f(α, β, γ, x, a, b)
= exp
(
−1
2
(αβ + 2
√
αβ|y|+ y2)
)(
1 + x
2
exp((1− x)(γ + y)) + 1− x
2
exp(−(1 + x)(γ + y))
)
= exp
(
−1
2
(
√
αβ + |c|)2
)(
1 + x
2
exp((1− x)(γ + c)) + 1− x
2
exp(−(1 + x)(γ + c))
)
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Now we are ready to show the special case that α = β = ±γ.
Claim 7.13. Let α ≥ 0, x ∈ [−1, 1], ab ≥ 0. Then f(α, α, α, x, a, b) ≤ f(α, α, α, x, 0, 0).
Proof.
f(α, α, α, x, a, b) = exp
(
−1
2
(α+ a2)(α+ b2)
)(
1 + x
2
exp((1− x)(α+ ab)) + 1− x
2
exp(−(1 + x)(α+ ab))
)
By Claim 7.12,
f(α, α, α, x, a, b) ≤ exp
(
−1
2
(α+ ab)2
)(
1 + x
2
exp((1− x)(α+ ab)) + 1− x
2
exp(−(1 + x)(α+ ab))
)
By Claim 7.15, the RHS is decreasing in ab. Thus
f(α, α, α, x, a, b) ≤ f(α, α, α, x, 0, 0).
Claim 7.14. Let α ≥ 0, x ∈ [−1, 1], ab < 0. Then f(α, α,−α, x, a, b) ≤ f(α, α,−α, x, 0, 0).
Proof. By Claim 7.11 and 7.13,
f(α, α,−α, x, a, b) = f(α, α, α,−x,−a, b) ≤ f(α, α, α,−x, 0, 0) = f(α, α,−α, x, 0, 0)
Claim 7.15. Given any fixed x ∈ [−1, 1],
g(η) = exp
(
−1
2
η2
)(
1 + x
2
exp((1− x)η) + 1− x
2
exp(−(1 + x)η)
)
is decreasing in η when η ≥ 0.
Proof. Take derivative of g:
g′(η) = exp
(
−1
2
η2
)
(−η)
(
1 + x
2
exp((1− x)η) + 1− x
2
exp(−(1 + x)η)
)
+ exp
(
−1
2
η2
)(
1− x2
2
exp((1− x)η)− 1− x
2
2
exp(−(1 + x)η)
)
=
1
2
exp
(
−1
2
η2
)
((1 + x)(1− x− η) exp((1− x)η)− (1− x)(1 + x+ η) exp(−(1 + x)η))
=
1
2
exp
(
−1
2
η2 − xη
)
((1 + x)(1− x− η) exp(η)− (1− x)(1 + x+ η) exp(−η))
Since the first exp term is always positive, it suffices to show
h(η) = (1 + x)(1− x− η) exp(η)− (1− x)(1 + x+ η) exp(−η) ≤ 0, ∀η ≥ 0
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Take derivative of h:
h′(η) = (1 + x)(1− x− η − 1) exp(η) + (1− x)(1 + x+ η − 1) exp(−η)
= −(1 + x)(x+ η) exp(η) + (1− x)(x+ η) exp(−η)
= (x+ η) · ((1− x) exp(−η)− (1 + x) exp(η))
If x ≥ 0, then h′(η) ≤ 0. This implies that h(η) ≤ h(0) = 0. If x < 0, then the zeros of h′(η) are
η = −x, 1
2
ln
(
1− x
1 + x
)
Note x is negative, thus 1−x1+x > 0.
It suffices to show that h is non-positive when η = −x, 12 ln
(
1−x
1+x
)
, 0,∞. When η = −x,
h(−x) = (1 + x) exp(−x)− (1− x) exp(x) = k(x) (13)
Take derivative of k:
k′(x) = exp(−x)(−(1 + x) + 1)− exp(x)(1− x− 1)
= x(exp(x)− exp(−x))
≥ 0
k(x) is increasing in x and thus
h(−x) = k(x) ≤ k(0) = 0
When η = 12 ln
(
1−x
1+x
)
,
h
(
1
2
ln
(
1− x
1 + x
))
= (1 + x)
(
1− x− 1
2
ln
(
1− x
1 + x
))(
1− x
1 + x
)1/2
− (1− x)
(
1 + x+
1
2
ln
(
1− x
1 + x
))(
1 + x
1− x
)1/2
= −(1− x2)1/2
(
2x+ ln
(
1− x
1 + x
))
It suffices to show 2x+ ln
(
1−x
1+x
)
≥ 0 for every x < 0.
2x+ ln
(
1− x
1 + x
)
≥ 0
⇐⇒ ln
(
1− x
1 + x
)
≥ −2x
⇐⇒ 1− x
1 + x
≥ exp(−2x)
⇐⇒ (1− x) exp(x) ≥ (1 + x) exp(−x)
Note the difference between the RHS and the LHS of the last equation is the function k(x) defined in
Equation (13). Since k(x) ≤ 0, the above equations hold.
When η = 0,
h(0) = (1− x2)− (1− x2) = 0
When η > 1− x > 1, recall
h(η) = (1 + x)(1− x− η) exp(η)− (1− x)(1 + x+ η) exp(−η)
The first term is negative, and h subtract a positive term from the first term. Thus h(x) < 0.
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Now let us consider the general case for arbitrary α, β, γ satisfying the condition of Lemma 7.10.
Note f(α, β, γ, x, a, b) ≥ 0 for any α, β, γ, x, a, b. To prove Lemma 7.10, it suffices to show
F (α, β, γ, x, a, b) =
f(α, β, γ, x, a, b)
f(α, β, γ, x, 0, 0)
≤ 1
Claim 7.16. For any α, β, γ, x satisfying the conditions in Lemma 7.9, ∂F∂γ ≥ 0 when ab ≥ 0 and
∂F
∂γ < 0 when ab < 0.
Proof. Expand F :
F (α, β, γ, x, a, b)
= exp
(
αβ − 1
2
(α+ a2)(β + b2)
)
(1 + x) exp((1− x)(γ + ab)) + (1− x) exp(−(1 + x)(γ + ab))
(1 + x) exp((1− x)γ) + (1− x) exp(−(1 + x)γ)
= exp
(
αβ − 1
2
(α+ a2)(β + b2)
)
·R(γ, x, a, b)
Note the first exp term does not include γ and it is positive, it suffices to take derivative ∂R∂γ .
∂R
∂γ
=
2(exp(ab)− exp(−ab)) · (1− x2) exp(−xab− 2xγ)
((1 + x) exp((1− x)γ) + (1− x) exp(−(1 + x)γ))2
If ab ≥ 0, then ∂R∂γ ≥ 0; if ab < 0, then ∂R∂γ < 0.
By the above claim and the condition αβ ≥ γ2,
F (α, β, γ, x, a, b) ≤ F (α, β,
√
αβ, x, a, b), when ab ≥ 0
F (α, β, γ, x, a, b) ≤ F (α, β,−
√
αβ, x, a, b), when ab < 0
Thus it suffices to show
F (α, β,
√
αβ, x, a, b) ≤ 1, when ab ≥ 0
F (α, β,−
√
αβ, x, a, b) ≤ 1, when ab < 0
We will prove them by the following two claims.
Claim 7.17. If ab ≥ 0, then f(α, β,√αβ, x, a, b) ≤ f(α, β,√αβ, x, 0, 0).
Proof. By Claim 7.12,
f(α, β,
√
αβ, x, a, b)
≤ exp
(
−1
2
(
√
αβ + ab)2
)(
1 + x
2
exp((1− x)(
√
αβ + ab)) +
1− x
2
exp(−(1 + x)(
√
αβ + ab))
)
By Claim 7.15, the above function is maximized when ab = 0, that is,
f(α, β,
√
αβ, x, a, b) ≤ f(α, β,
√
αβ, x, 0, 0)
Claim 7.18. If ab < 0, then f(α, β,−√αβ, x, a, b) ≤ f(α, β,−√αβ, x, 0, 0).
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Proof. By Claim 7.11 and 7.17,
f(α, β,−
√
αβ, x, a, b) = f(α, β,
√
αβ,−x,−a, b)
≤ f(α, β,
√
αβ,−x, 0, 0)
= f(α, β,−
√
αβ, x, 0, 0)
Combining the above claims, we complete the proof of Lemma 7.10.
7.5 A Faster Implementation For Gram–Schmidt Walk Designs
In this section, we describe a faster implementation of the Gram–Schmidt Walk when the matrix B
comes from a Gram–Schmidt design; that is,
B =
[ √
λI√
1− λXT
]
,
for a n-by-d matrix X and a parameter λ ∈ (0, 1). Our computational speed-ups come from more
efficiently computing the vector ut at each iteration by maintaining certain matrix factorizations,
allowing for faster repeated linear system solves. Recall that at each iteration of the Gram–Schmidt
Walk, we want to compute a vector ut such that
But = bpt −Πtbpt , (14)
where ut(i) = 0 for all i /∈ At \ pt and ut(pt) = 1. Given that these variables are fixed, (14) reduces
to a linear system in k , |At \ pt| variables,
Btut(At \ pt) = −Πtbpt
where ut(At \ pt) is the k-dimensional restriction of ut to the coordinates At \ pt and we define Bt to
be the column submatrix of B with columns At \pt. Recall that Πt is the projection onto the column
span of Bt, which satisfies the equation Πt = Bt
(
BTtBt
)−1
BTt when the columns of B are linearly
independent. Thus, both sides of the equation above have a common term Bt on the left. Removing
this common term yields the following form for the remaining coordinates ut(At \ pt),
ut(At \ pt) = −
(
BTtBt
)−1
BTt bpt , (15)
which holds for general input matrices B with linearly independent columns. Let Xt denote the
row-submatrix of X with rows At \ pt. Using our specific form of B, and by direct calculation and
application of the matrix inversion lemma, we obtain that(
BTtBt
)−1
=
(
1
λ
Ik + (1− λ)XtXTt
)−1
=
1
λ
Ik − 1− λ
λ2
Xt
(
Id + (1− λ)XTtXt
)−1
XTt .
By again using our specific form of input matrix B, a direct calculation yields that
BTt bpt = (1− λ)Xtxpt .
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Thus, we obtain a form for the relevant coordinates in the update direction vector ut
ut(At \ pt) = −
(
1− λ
λ
)
Xt︸︷︷︸
n×d
xpt − (1− λλ
)(
Id + (1− λ)XTtXt
)−1
︸ ︷︷ ︸
d×d
XTtXt︸ ︷︷ ︸
d×d
xpt
 , (16)
which involves smaller matrices of size d× d, rather than n×n. In the next few paragraphs, we show
how computing and maintaining factorizations of these smaller matrices results in faster computations
of the step direction ut. We are chiefly concerned with computing and maintaining a factorization of
the matrix Id+ (1−λ)XTtXt. We describe an implementation which uses the Cholesky factorization,
although there are several appropriate alternatives.
Here, we briefly review Cholesky factorizations and their computational properties. The Cholesky
factorization of an n-by-n symmetric positive definite matrix A is the unique factorization A =
LLT, where L is lower triangular. Given the matrix A, the matrix L may be obtained using O(n3)
arithmetic operations. Once the Cholesky factorization L is obtained, solutions x to the system
of linear equations Ax = b may be solved using O(n2) arithmetic operations by using a forward-
backward algorithm which leverages the triangular structure of L. In general, solving systems of linear
equations takes O(n3) arithmetic operations and so if many linear system solves are required, then
computing the factorization and using the faster forward-backward algorithm yields computational
speed-ups. Suppose that A is a positive definite matrix with Cholesky factorization A = LLT and
that the rank-1 updated matrix A + vvT has Cholesky factorization A + vvT = L+L
T
+. Given the
original factorization L and the vector v, the updated factorization L+ may be computed using
O(n2) arithmetic computations, without extra memory allocation. Updating in this way is a much
more efficient way to maintain the factorization than explicitly computing A+vvT and its factorization
directly. The same technique may be used for rank-1 downdates A − vvT when the updated matrix
remains positive definite. For more details, see Stewart [1998], Trefethen and Bau [1997].
Computing and Maintaining Factorizations Before the first pivot is chosen, we have that
Xt = X, as no rows of X have been decided. Thus, we compute Id + (1− λ)XTX directly and then
compute a Cholesky factorization. Computing the matrix directly requiresO(nd2) time and computing
the factorization requires O(d3) time. Each time a variable i ∈ [n] is decided (i.e. chosen as pivot or
frozen), the set At \pt is updated and so we must update the factorization
(
Id + (1− λ)XTtXt
)
. The
update consists of removing the row vector xi from X. One can see that this corresponds to a rank-1
downdate to the entire matrix
(
Id + (1− λ)XTtXt
)
. Rank-1 downdates to a Cholesky factorization
may be computed in-place, using O(d2) arithmetic operations. Because there will be at most n rank-1
updates to this factorization, the total update cost is O(nd2) arithmetic operations. Thus, the total
computational cost of maintaining this Cholesky factorization is O(nd2 + d3) arithmetic operations
and O(d2) memory.
Computing Step Directions Assume that at each iteration, we have a Choleksy factorization of
the matrix Id− (1−λ)XTtXt. By (16), we can solve for the relevant coordinates in the step direction
ut(At \ pt) using the following three computations:
1. a
(1)
t = X
T
tXtxpt
2. a
(2)
t = (Id + (1− λ)XTtXt)−1a(1)t
3. ut(At \ pt) = −
(
1−λ
λ
)
Xt
(
xpt −
(
1−λ
λ
)
a
(2)
t
)
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If the matrix XTtXt is explicitly available at the beginning of each iteration, then computing a
(1)
t
can be done in O(d2) time by matrix-vector multiplication. While it is possible to maintain XTtXt
explicitly, it requires an extra O(d2) memory. On the other hand, if XTtXt is not explicitly available,
then a
(1)
t may be obtained from a factorization of Id − (1− λ)XTtXt, as
a
(1)
t =
1
1− λ
[
xpt −
(
Id + (1− λ)XTtXt
)
xpt
]
,
which saves O(d2) memory and incurs only a slightly larger arithmetic cost of O(d2 + d). Next, one
may compute a
(2)
t using O(d
2) arithmetic operations via a forward-backward solver on the Cholesky
factorization. Finally, computing ut(At \ pt) may be done in O(nd) operations via matrix-vector
multiplication. Thus, the per iteration cost of computing ut given a factorized
(
Id + (1− λ)XTtXt
)
is O(nd+ d2) arithmetic operations. Because there are at most n iterations, this leads to a total cost
of O(n2d+ nd2) arithmetic operations. We remark that O(n) memory is required for storing vectors
such as ut(At \ pt).
Combining the total costs described above over n iterations, we have that this more efficient
implementation of the Gram–Schmidt Walk requires O(n2d+ nd2 + d3) arithmetic computations and
O(n + d2) extra storage. We remark that for general input matrices B with linearly independent
columns, a similar technique for maintaining a factorization of BTtBt yields an implementation with
a total of O(n3 + n2m) arithmetic operations, which improves upon the O(n4 + n3m) running time
of the naive implementation.
8 Additional results
8.1 A conservative estimator of the ridge loss
The variance and tail bounds in Theorem 6.1 depends on
Lλ = min
β∈Rd
[
1
λ
∥∥y˜ −Xβ∥∥2 + ξ2
1− λ
∥∥β∥∥2]
where y˜ = (y˜a + y˜b)/2 for
y˜a =
(
ya(1)
2pi(1)
,
ya(2)
2pi(2)
, . . . ,
ya(n)
2pi(n)
)
and y˜b =
(
yb(1)
2(1− pi(1)) , . . . ,
yb(n)
2(1− pi(n))
)
.
This quantity is not observed because y˜ depends on 2n potential outcomes but we observe at most n
of them. This section provides an estimator of Lλ. The inferential challenge here is Lλ depends on
the joint distribution of the potential outcomes, so the type of estimators discussed above cannot be
used directly. This differs from the estimation of the average treatment effect in that this quantity
only depends on the marginal distributions of the potential outcomes, which can be estimated with
standard estimators.
The estimator of Lλ is constructed in two steps. First, an upper bound on Lλ that only depends on
the marginal distributions of the potential outcomes is constructed, then an estimator of the bound
is provided. The use of an upper bound will lead to an overestimate of Lλ, but that is generally
acceptable because it makes our inference more conservative. For example, our confidence intervals
will be wider than necessary.
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Lemma 8.1. Suppose Z = {a, b} and consider an experimental design for which Pr(z(i) = a) = pi(i)
for all i ∈ [n] for some vector pi ∈ (0, 1)n. For any λ ∈ (0, 1),
Lλ = min
β∈Rd
[
1
λ
∥∥y˜ −Xβ∥∥2 + ξ2
1− λ
∥∥β∥∥2] ≤ Lλ,a + Lλ,b
2
where
Lλ,a = min
βa∈Rd
[
1
λ
∥∥y˜a−Xβa∥∥2+ ξ21− λ∥∥βa∥∥2
]
and Lλ,b = min
βb∈Rd
[
1
λ
∥∥y˜b−Xβb∥∥2+ ξ21− λ∥∥βb∥∥2
]
.
Proof. Let β∗a and β
∗
b be the minimizers of Lλ,a and Lλ,b, respectively. Set βw = (β
∗
a + β
∗
b)/2, and
note
min
β∈Rd
[
1
λ
∥∥y˜ −Xβ∥∥2 + ξ2
1− λ
∥∥β∥∥2] ≤ 1
λ
∥∥y˜ −Xβw∥∥2 + ξ21− λ∥∥βw∥∥2.
Recall that y˜ = (y˜a + y˜b)/2, so
1
λ
∥∥y˜ −Xβw∥∥2 + ξ21− λ∥∥βw∥∥2 = 1λ
∥∥∥∥ y˜a −Xβ∗a2 + y˜b −Xβ∗b2
∥∥∥∥2 + ξ21− λ
∥∥∥∥β∗a + β∗b2
∥∥∥∥2.
Note that for any a, b ∈ Rn,∥∥∥∥a+ b2
∥∥∥∥2 ≤ ‖a/2‖2 + 2‖a/2‖ × ‖b/2‖+ ‖b/2‖2 ≤ 2‖a/2‖2 + 2‖b/2‖2 = ‖a‖2 + ‖b‖22 ,
where the triangle inequality and Young’s inequality for products were used. It follows that∥∥∥∥ y˜a −Xβ∗a2 + y˜b −Xβ∗b2
∥∥∥∥2 ≤ 12∥∥y˜a −Xβ∗a∥∥2 + 12∥∥y˜b −Xβ∗b∥∥2,∥∥∥∥β∗a + β∗b2
∥∥∥∥2 ≤ 12‖β∗a‖2 + 12‖β∗b‖2.
It remains to construct estimators for Lλ,a and Lλ,b. We will focus on Lλ,a here; the estimator for
Lλ,b is identical. Assume momentarily that β
∗
a, the minimizer of Lλ,a, is known. The loss Lλ,a is still
unobserved here because we only observe the elements of y˜a for i ∈ Ga, but the quantity can easily
be estimated using a Horvitz–Thompson estimator:
L̂∗λ,a =
1
λ
∑
i∈Ga
(
y˜a(i)− 〈xi,β∗a〉
)2
Pr(z(i) = a)
+
ξ2
1− λ
∥∥β∗a∥∥2.
The performance of this estimator is similar to the Horvitz–Thompson estimator above, but the design
has not be targeted to estimate this quantity. This estimator is, however, not feasible because β∗a is
unknown.
There are primarily two ways forward. The first is based on a similar observation as in the proof
of Lemma 8.1, namely that
Lλ,a = min
βa∈Rd
[
1
λ
∥∥y˜a −Xβa∥∥2 + ξ21− λ∥∥βa∥∥2
]
≤ 1
λ
∥∥y˜a −Xβe∥∥2 + ξ21− λ∥∥βe∥∥2
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for any βe ∈ Rd. We may estimate this quantity in the same way as above:
L̂eλ,a =
1
λ
∑
i∈Ga
(
y˜a(i)− 〈xi,βe〉
)2
Pr(z(i) = a)
+
ξ2
1− λ
∥∥βe∥∥2.
We can now proceed using L̂err = (L̂
e
λ,a + L̂
e
λ,b)/2 as our estimator for Lλ. Unless the sample is very
small, L̂err ≥ Lλ − ε with high probability for some small ε, so inferences based on this estimator will
generally be valid. The concern is that L̂err may be considerably larger than Lλ, so our inferences
could be overly conservative. Picking βe so that it is close to β
∗
a will make L̂
e
rr less conservative, and
is generally advisable. A way to do so is to pick βe as the minimizer of Lλ,a in some ancillary data,
not affected by the treatments assigned in the current experiment.
The most natural way to estimate β∗a may be in the experimental data itself. Consider
L̂dλ,a = min
βa∈Rd
[
1
λ
∑
i∈Ga
(
y˜a(i)− 〈xi,βa〉
)2
Pr(z(i) = a)
+
ξ2
1− λ
∥∥βa∥∥2
]
.
After repeating the same exercise for treatment b, we may use L̂drr = (L̂
d
λ,a + L̂
d
λ,b)/2 as an estimator
for Lλ. The concern here is that it is generally easier to predict the potential outcomes in Ga than
it is in [n], so L̂dλ,a will be systematically lower than Lλ,a. Such overfitting will be mild when d is
small relative to n or when λ is close to one, and it may be reasonable to ignore the problem in those
cases. The bound Lλ ≤ (Lλ,a + Lλ,b)/2 is generally not tight, so it provides some margin of error
with respect to underestimation of Lλ,a and Lλ,b. When overfitting is a concern, cross-validation is a
possible solution.
8.2 Variance under the Bernoulli design
Lemma 8.2. For treatments Z = {a, b}, the variance of the Horvitz–Thompson estimator under any
design for which Pr(z(i) = a) = 0.5 for all i ∈ [n] is
var(τ̂ab) =
4
n2
yT cov(w)y where y =
ya + yb
2
.
Proof. Recall that y˜ = y when Pr(z(i) = a) = 0.5. Use Lemmas 2.1 and 6.4 to write
var
(
τ̂ab
)
= E
[
(τ̂ab − E[τ̂ab])2
]
= E
[
(τ̂ab − τab)2
]
=
4
n2
E
[
〈w,y〉2
]
,
where w = (w(1), . . . ,w(n)) for w(i) = 1[z(i) = a]− 1[z(i) = b]. Observe that E[w] = 0, so
E
[
〈w,y〉2
]
= yT E
[
wwT
]
y = yT cov(w)y.
Lemma 2.2. For treatments Z = {a, b}, the variance of the Horvitz–Thompson estimator under the
Bernoulli design is
var(τ̂ab) =
4
n2
‖y‖2 where y = ya + yb
2
.
Proof. Use Lemma 8.2 to write
var(τ̂ab) =
4
n2
yT cov(w)y.
Assignments are independent under a Bernoulli design, so cov(w) is a diagonal matrix in which the
ith diagonal element is
var
(
w(i)
)
= E
[
w(i)2
]− (E[w(i)])2 = 1
so
4
n2
yT cov(w)y =
4
n2
yTy =
4
n2
‖y‖2.
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8.3 The Bernoulli design is minimax
Lemma 2.3. Let Θ is the set of all experimental designs for two treatments Z = {a, b} and n units,
and let Y = {(ya,yb) ∈ R2n : ‖ya‖+‖yb‖ ≤ c} be the set of all potential outcome vectors such that the
sum of their norms is at most c. The minimax mean square error of the Horvitz–Thompson estimator
is:
min
θ∈Θ
max
(ya,yb)∈Y
Eθ
[
(τ̂ab − τab)2
]
=
c2
n2
,
where the subscript of the expectation operator indicates the design used for the marginalization.
Proof. The proof proceeds by first showing that
∀θ ∈ Θ, ∃(ya,yb) ∈ Y, Eθ
[
(τ̂ab − τab)2
]
≥ c
2
n2
.
Next, it is shown that for the Bernoulli design,
∀(ya,yb) ∈ Y, Eθ
[
(τ̂ab − τab)2
]
≤ c
2
n2
.
Start by partitioning Θ based on the marginal treatment probabilities of the designs:
Θ(pi) =
{
θ ∈ Θ : ∀i ∈ [n],Prθ(z(i) = a) = pi(i)
}
where pi ∈ Π = [0, 1]n and Prθ(·) indicates that the probability is with respect to the design θ. For
example, Θ(0.5 × 1) collects all designs for which Pr(z(i) = a) = Pr(z(i) = b) for all units. Also
partition Π = [0, 1]n into three parts:
Π0.5 = {0.5× 1}, Πp = (0, 1)n \Π0.5, and Πp = Π \ (Π0.5 ∪Πp).
Observe that
Θ = Θ0.5 ∪Θp ∪Θn where Θ0.5 = Θ(0.5× 1), Θp =
⋃
pi∈Πp
Θ(pi), and Θn =
⋃
pi∈Πn
Θ(pi).
Consider the designs in Θn. For any θ ∈ Θn, there exists ` ∈ [n] and z ∈ Z = {a, b} such
that Prθ(z(`) = z) = 0. Set ya(i) = yb(i) = 0 for all i ∈ [n], except for y`(z) = c. Note that
‖ya‖+ ‖yb‖ = c. The average treatment effect for these potential outcomes is
τab =
1
n
n∑
i=1
[
ya(i)− yb(i)
]
=
[
1[z = a]− 1[z = b]] c
n
The estimator is constant at zero because all observed potential outcomes are zero with probability
one. Hence the mean square error with these potential outcomes is
(τ̂ab − τab)2 = c
2
n2
.
This will generally not be the maximum mean square error for the designs in Θn, but it suffices for
our purposes.
Next, consider designs in Θp. These designs satisfy the premises of Lemmas 2.1 and 6.4. By a
similar argument as in the proof of Lemma 8.2,
Eθ
[
(τ̂ab − τab)2
]
= Eθ
[
(τ̂ab − Eθ[τ̂ab])2
]
=
4
n2
E
[
〈w − (2piθ − 1), y˜〉2
]
=
4
n2
y˜T cov(w)y˜
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where piθ is the marginal treatment probabilities under design θ and y˜ = (y˜a + y˜b)/2 for
y˜a =
(
ya(1)
2pi(1)
,
ya(2)
2pi(2)
, . . . ,
ya(n)
2pi(n)
)
and y˜b =
(
yb(1)
2(1− pi(1)) , . . . ,
yb(n)
2(1− pi(n))
)
.
For any θ ∈ Θp, consider:
(`∗, z∗) = arg min
(`,z)∈[n]×Z
Prθ(z(`) = z)
By definition of Θp, Prθ(z(`
∗) = z∗) < 0.5 for any given θ. Similar to above, set y`∗(z
∗) = c, and
yz(i) = 0 for all other i ∈ [n] and z ∈ Z. Once again, ‖ya‖+ ‖yb‖ = c. Note that
y˜ =
y˜z∗
2
=
(
0, . . . , 0,
c
4Prθ(z(`∗) = z∗)
, 0, . . . , 0
)
so
y˜T cov(w)y˜ =
c2
16[Prθ(z(`∗) = z∗)]2
var
(
w(`∗)
)
.
Observe that(
E[w(`∗)]
)2
=
[
Prθ(z(`
∗) = a)− Prθ(z(`∗) = b)
]2
= 4[Prθ(z(`
∗) = z∗)]2 − 4Prθ(z(`∗) = z∗) + 1
so
var
(
w(`∗)
)
= E
[
w(`∗)2
]− (E[w(`∗)])2 = 4[Prθ(z(`∗) = z∗)]2 + 2− 4Prθ(z(`∗) = z∗)
and
c2
16[Prθ(z(`∗) = z∗)]2
var
(
w(`∗)
)
=
c2
4
+
c2
4Prθ(z(`∗) = z∗)
[
1
2Prθ(z(`∗) = z∗)
− 1
]
≥ c
2
4
,
where the inequality follows from 2Prθ(z(`
∗) = z∗) < 1. Hence, potential outcomes exist such that
Eθ
[
(τ̂ab − τab)2
]
=
4
n2
y˜T cov(w)y˜ ≥ c
2
n2
for all θ ∈ Θp.
We have yet to consider the designs in Θ0.5. These designs satisfy the premises of Lemmas 2.1
and 8.2, so
Eθ
[
(τ̂ab − τab)2
]
= Eθ
[
(τ̂ab − Eθ[τ̂ab])2
]
=
4
n2
yT cov(w)y
where y = (ya + yb)/2. The diagonal elements in cov(w) are all
var
(
w(i)
)
= E
[
w(i)2
]− (E[w(i)])2 = 1,
so
4
n2
yT cov(w)y =
4
n2
‖y‖2 + 4
n2
n∑
i=1
∑
j 6=i
cov
(
w(i),w(j)
)
y(i)y(j).
Let
(i∗, j∗) = arg max
(i,j)∈[n]2:i6=j
∣∣cov(w(i),w(j))∣∣ and C∗ = cov(w(i∗),w(j∗)).
Set ya(i
∗) = c/
√
2 and ya(j
∗) = sign
(
C∗
)
c/
√
2 where sign(·) is the sign function. Set all other
potential outcomes to zero. Note that ‖ya‖+ ‖yb‖ = c and
‖y‖2 = ‖(ya + yb)/2‖2 = ‖ya‖2/4 = c2/4.
53
It follows that
n∑
i=1
∑
j 6=i
cov
(
w(i),w(j)
)
y(i)y(j) = 2 cov
(
w(i∗),w(j∗)
)
ya(i
∗)ya(j
∗) = c2|C∗|
and
4
n2
yT cov(w)y =
c2
n2
+
4c2
n2
|C∗| ≥ c
2
n2
.
Taken together, we have shown that
∀θ ∈ Θ, ∃(ya,yb) ∈ Y, Eθ
[
(τ̂ab − τab)2
]
≥ c
2
n2
.
To prove that c2/n2 is the minimax, we must show that at least one design attains the bound.
Consider the Bernoulli design. By Lemmas 2.1 and 2.2,
Eθ
[
(τ̂ab − τab)2
]
= Eθ
[
(τ̂ab − Eθ[τ̂ab])2
]
=
4
n2
‖y‖2
for the Bernoulli design. By the triangle inequality,
‖y‖2 =
∥∥∥∥ya + yb2
∥∥∥∥2 = 14∥∥ya + yb∥∥2 ≤ 14(‖ya‖+ ‖yb‖)2 ≤ c24
Hence Eθ
[
(τ̂ab − τab)2
]
≤ c2/n2 under the Bernoulli design.
8.4 Variance under the complete randomization design
Lemma 4.1. For treatments Z = {a, b}, the variance of the Horvitz–Thompson estimator under the
complete randomization design is
var(τ̂ab) =
4
n(n− 1)‖y‖
2 − 4
n2(n− 1) 〈1,y〉
2
where y =
ya + yb
2
.
Proof. Use Lemma 8.2 to write
var(τ̂ab) =
4
n2
yT cov(w)y.
The diagonals of cov(w) is the same as under the Bernoulli design, namely
var
(
w(i)
)
= E
[
w(i)2
]− (E[w(i)])2 = 1
However, the assignments are dependent under the complete randomization design, and the off-
diagonals are
cov
(
w(i),w(j)
)
= E[w(i)w(j)] = 2
[
0.5n(0.5n− 1)
n(n− 1) −
(0.5n)2
n(n− 1)
]
=
−1
n− 1 ,
so
yT cov(w)y =
n∑
i=1
[y(i)]2 − 1
n− 1
n∑
i=1
∑
j 6=i
y(i)y(j)
=
n
n− 1
n∑
i=1
[y(i)]2 − 1
n− 1
n∑
i=1
n∑
j=1
y(i)y(j)
=
n
n− 1‖y‖
2 − 1
n− 1 〈1,y〉
2
.
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8.5 Variance under the matched pair design
Lemma 4.2. For treatments Z = {a, b}, the variance of the Horvitz–Thompson estimator under the
matched paired design with pairing P is
var(τ̂ab) =
4
n2
‖y‖2 − 4
n2
yTPy where y =
ya + yb
2
.
Proof. Use Lemma 8.2 to write
var(τ̂ab) =
4
n2
yT cov(w)y.
The assignments under a matched pair design are independent for all units except for those that are
paired. The representative element in cov(w) is thus
[
cov(w)
]
ij
=
{
cov
(
w(i),w(j)
)
if i = j or [P ]ij = 1,
0 otherwise.
When i = j,
cov
(
w(i),w(j)
)
= var
(
w(i)
)
= E
[
w(i)2
]− (E[w(i)])2 = 1
and when i and j are paired, so that [P ]ij = 1,
cov
(
w(i),w(j)
)
= E[w(i)w(j)]− E[w(i)]E[w(j)] = −1
because w(i) = −w(j) for paired units. Taken together, cov(w) = I − P , so
4
n2
yT cov(w)y =
4
n2
yTy − 4
n2
yTPy.
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