Abstract. We develop a necessary stochastic maximum principle for a finite-dimensional stochastic control problem in infinite horizon under a polynomial growth and joint monotonicity assumption on the coefficients. The second assumption generalizes the usual one in the sense that it is formulated as a joint condition for the drift and the diffusion term. The main difficulties concern the construction of the first and second order adjoint processes by solving backward equations on an unbounded time interval. The first adjoint process is characterized as a solution to a backward SDE, which is well-posed thanks to a duality argument. The second one can be defined via another duality relation written in terms of the Hamiltonian of the system and linearized state equation. Some known models verifying the joint monotonicity assumption are discussed as well.
Introduction
The study of the stochastic maximum principle (SMP in short) is a current field of research motivated by the interest in finding necessary (and sufficient) conditions for optimality for stochastic control problems. The general idea of the SMP consists in associating to every controlled trajectory an adjoint equation which is backward in time. Its solution, called a dual process (which is, in fact, a pair of processes), is shown to exist under some appropriate conditions and plays a role of "generalised Lagrange multipliers". The SMP is a variational inequality formulated by means of the state trajectory and the dual process. It is satisfied by any optimal control and, usually, adding some convexity assumptions, it fully characterizes the optimality. Moreover, if the control enters the diffusion, the irregularity in time of the noise forces to introduce a second adjoint process which is strictly related to the Lyapunov equation for the first variation of the state.
The first general formulation of the SMP is due to Peng [17] for finite dimensional systems. After this seminal work, there has been a large number of works on this subject, both in finite and infinite dimensions for different formulation of the control problem. SMP in infinite dimension has been studied e.g. in Tang and Li [20] , Fuhrman, Hu and Tessitore [7] , Du and Meng [5] , Lü and Zhang [9] whereas some of the results in finite dimension comprise: Jump control: Tang and Li [21] , Øksendal and Sulem [11] ; Singular control: Bahlali and Mezerdi [1] , Dufour and Miller [6] , Øksendal and Sulem [12] ; Impulse control: Wu and Zhang [23] ; Delayed controlled systems: Øksendal, Sulem and Zhang [13] ; Near-optimal control: Zhou [25] and many others. This paper is a natural continuation of [10] on one side and [15] on the other. Our aim is to control the behaviour of a dissipative system in an unbounded time interval and to provide necessary conditions for optimality. If W t is a d-dimensional Brownian motion, the equation for the state can be written in the form
P−a.s. for all t ∈ [0, +∞) and all x ∈ R n . The objective is to minimize a discounted functional J (u(·)) = E +∞ 0 e −rt f (X t , u t )dt, over all admissible controls u(·) with values in a general separable metric space (U, d). Let us remark that this general assumption on the space of control actions allows us to consider a broad class of controls, such as bang-bang controls, which are excluded from the classic convexity framework. On the other hand, it necessarily forces us to formulate the SMP via a spike perturbation argument. The analysis of the problem is based on the well-posedness of the state equation under a joint (or global) monotonicity assumption. For any x, y ∈ R n and fixed p > 0, there exists c p ∈ R such that b(x, u) − b(y, u), x − y + p σ(x, u) − σ(y, u)
where U is the space of control actions. For a detailed exposition of SDEs with this property see [3] . This condition is a generalization of the usual dissipativity condition which involves only the drift of the equation and allows us to consider a larger class of concrete examples. Informally, there is a balance between the dissipativity of the drift and the noise term. If the drift term is dissipative enough, the diffusion term can grow in a polynomial way, instead of being globally Lipschitz. As a reference for this general assumption, see [3] and [19] . A list of several important examples satisfying joint monotonicity condition is given further in this paper. However, let us notice that many interesting equations do not satisfy a global monotonicity assumption (see [4] for a selection of examples) and the formulation of a version of the SMP for these systems could be a subject of a future work.
In the first step of our analysis we have to deal with a partially-coupled system of the state equation and the first adjoint equation. The delicate question here consists in giving a precise meaning to the solution of the following backward SDE dp t = − D x H(X t ,ū t , p t , q t ) − rp t dt + q t dW t ,
where H(x, u, p, q) = p, b(x, u) + Tr q T σ(x, u) − f (x, u) is the Hamiltonian of the system and X ,ū is an optimal pair. In general, the behaviour at infinity of BSDEs is not easy to understand and different approaches and approximations are proposed in several papers. In our setting, we are able to tackle the problem showing that the adjoint equation preserves, in some sense, the dissipativity of the state. Using a duality argument and the same technique as in [18] we can show that there exists a solution in some exponentially weighted space. It turns out that for the analysis of the state and adjoint equations the condition on the discount factor (forming both the functional and the weight e −rt in the definition of exponential weighted space) is given by some formula in terms of the joint monotonicity constant c p ∈ R. Nevertheless, due to the framework of SMP (use of the spike variation techniques) and, more importantly, due to the form of the polynomial growth assumption one has to assume implicitly r positive so that the polynomial bound is integrable with the weight.
As already mentioned, the presence of the control in the diffusion term makes a second adjoint process to appear. In this case, there exists a formal matrix-valued BSDE which represents the process, but due to the lack of dissipativity of the equation, it seems to be impossible to obtain an a priori estimate of the solution. To solve the problem we follow the idea of Fuhrman et al. in [7] and we define the first component of the second adjoint process P t as a bilinear form defined via the relation
where (y t,η s ) s≥t is the solution of the linearized state equation starting from η at time t. Note that the second component Q t does not appear in the definition of the SMP. Proceeding this way it is not necessary to define and solve the second adjoint equation (i.e. finding the couple (P, Q)) but it is sufficient to identify only the process P via the equality (3) . Notice that our definition of P is similar to the notion of transposition solution presented in [9] . Nevertheless, if the diffusion term σ is Lipschitz, P can be indeed identified as a unique solution to a matrix-valued BSDE which, in fact, inherits the monotonicity property from the state equation. The formulation of the SMP, in this case, follows by similar arguments as in [15] but with an extension to the infinite horizon setting.
Having in mind the form of the Hamiltonian of the system, the final step (and the main result, Theorem 5) is to derive a necessary condition for optimality. Let us suppose that (X,ū) is an optimal pair, then for every v ∈ U , the following variational inequality has to hold P ⊗ dt−a.e.
This variational inequality can be rewritten in terms of so called H-function defined by
in the following manner
The paper is organized as follows. The second and third sections contain the basic assumptions, the formulation of the discounted problem and a list of motivating examples. In section 4, we study well posedness of the state equation. The fifth section concerns with the application of the spike variation technique to our problem. In the two next sections, 6 and 7, the two adjoint processes are studied. The first adjoint BSDE is solved by approximation and a duality argument whereas, the construction of the process P is described without any potential relation to some BSDE. A precise statement of the main theorem (Theorem 5) is presented in section 8 and its proof is given. Last, in the Appendix we provide some technical proofs and we quote the actual restriction for the discount factor including the final one used in formulation of the main result.
Assumptions and preliminaries
Brownian motion defined on some complete filtered probability space (Ω, F, (F t ) t≥0 , P). The filtration (F t ) t≥0 is assumed to be the canonical filtration of W completed by P−null sets. The space of control actions is a general metric space U endowed with its Borel σ-algebra B(U ). The class of admissible controls is defined as follows
For r ∈ R, p > 1 and a Banach space E, we define
We want to study an infinite horizon stochastic control problem in R n of the form
where x ∈ R and u(·) is an admissible control. The discounted functional to be minimized is given by
By | · | we denote the Euclidean norm on R n , · stands for a Frobenius norm on R n×d and, finally, · 2 denotes the Hilbert-Schmidt norm on R n×n . By S n we denote the set of symmetric matrixes R n×n . χ A denotes the characteristic function of a set A.
Hypotheses: (H1) (U, d) is a separable metric space.
(H2) (Polynomial growth) The vector field b :
(H3) (Polynomial growth) The mapping σ : R n × U → R n×d is measurable with respect to B(R n ) ⊗ B(U ). Moreover the map x → σ(t, x, u) is C 2 (R n ; R n×d ) and there exists m (same as in (H2)) such that
(H4) (Joint monotonicity) Let p > 0. Then there exists c p ∈ R such that,
(H5) (Cost) The function f :
Remark 1.
(a) In [3] , the form of (H2) and (H3) is given in a stronger way. For our purposes the above formulation is sufficient.
for all x, y ∈ R n . This is motivated by the attempt to solve not only the state equation, but also the first and second variation equations and to derive some appropriate estimates of higher moments of the solutions. Another natural assumption in this framework is the polynomial growth of the coefficients along with their derivatives. This is fundamental in order to choose the correct discount factor in the definition of the weighted spaces L 2,−r F (R + ; R n ) that we are going to use. Let us also mention that these polynomial bounds allow us to prove the local Lipschitzianity of the coefficients of the state equation.
To conclude, notice that the freedom in choosing p in the definition of (16) implies the existence of a link between the growth of the diffusion term and the drift (compare (H2) and (H3), see also [3] ). For example, to gain a quadratic growth in the diffusion we have to require the system to be more dissipative. Concretely, one such an example is
A more general framework is presented in [19] and [8] where the authors do not ask for polynomial growth of the coefficients and present a weak local version of the global monotonicity assumption along with a weak coercivity assumption. By weak we mean the presence of stochastic coefficients instead of constant ones in the definitions of the conditions, see [19] for a detailed exposure.
After this preliminary discussion we also present some concrete models.
(1) Polynomial model: As we have discussed above, a one dimensional model given by the SDE
for some a i , b i ∈ R, is the simplest example we have in mind. Let us notice that we can easily generalize the model in a way so that these polynomials are upper bounds for some more general (but locally Lipschitz) functions satisfying the joint monotonicity condition.
(2) Population growth models: A model in R given by the SDE dX t = αX t h (X t ) dt + σX t dW t ; X 0 = x > 0, where h(x) = 1 − β ln(x), for so called Gompertz growth models (tumor growth models etc.) or h(x) = 1 − βx, for so called logistic growth models (population dynamics models etc.). A detailed discussion of the controlled logistic model on infinite time horizon can be found [10] . In both cases, α > 0 is the speed of growth and β > 0 represents some saturation level of the system. It can be shown by Lyapunov techniques that the solution is positive and an explicitly analytic formula can be found by linearizing the two equations. It is important to mention that our version of SMP covers the case of controlled logistic models (in full generality) whereas the controlled Gompertz model can be treated only with uncontrolled diffusion. This fact is due to the lack of polynomial growth condition needed in (H2) and the second variation equation might not be well posed. The same argument holds for another generalizations of the two population models with different choices of diffusion term (σx(1 − ln(x)), σ x(1 − ln(x)), σ x(1 − x) etc.). 
for every x 0 , x 1 ∈ R d and α ∈ [0, 1]. Then we can study a SDE of the form
provided that ϕ is of class C 1 . In fact, λ-convexity (with C 1 -regularity) is equivalent to
which in particular implies that ∇ϕ is λ-dissipative. If we ask σ to be Lipschitz, then (11) is satisfied. Some possible choices of ϕ(·) are:
• Take λ = 0 and ϕ(x) = |x| 2k convex with the derivative 2k|x| 2k−2 x; • (Double-well potential) Let d = 1 and consider ϕ(x) = (x 2 − 1) 2 , which is not convex (±1 are minima) but λ-convex.
• Let d = 2 and consider the following dynamics
t . Here the energy has the following form ϕ = ϕ 1 + ϕ 2 , where
.
The difference between this case and the previous one is that here, the energy has not isolated minima but rather forms a sub-manifold (i.e. the x-axis).
State equation
In this section we provide the existence and uniqueness theorem for the state equation (5) . The classical proof of such theorem under our Hypotheses (H1)-(H4) goes along the lines as in [3] , Section 1.2. for a solution in the space L 2
. Nevertheless, by these arguments one can not obtain a contraction from L 2,−r F ([0, +∞); R n ) to itself (not even locally in time). Hence an another approach has to be chosen. More specifically, we will scale the original equation in a way so that the classical result from [3] can be applied. We stress that, in this case, the bound for the discount factor depends on c p which can be also negative. Theorem 1. Let Hypotheses (H1)-(H4) hold. Then for every admissible control u(·) there is a unique solution process (X t ) t≥0 to SDE (5) with sup t∈[0,T ] E e −rt |X t | 2 < +∞, for each T > 0 and for r > 2c 1/2 . Moreover, for all q ≥ 2 and for r > 2c q−1 it holds
where c q−1 is the joint monotonicity constant in (9) . In addition, for q ∈ 1 2 , 2 and r > 4c 1 , it holds
Proof. Without loss of generality we prove the result for uncontrolled case (which can be easily converted to the controlled one). The idea is to apply the result from [3] to a transformed equation which corresponds to our original equation. Assume for a moment that we already have a process X satisfying the dynamics given by (5) and defineX t ≡ e − r 2 t X t . ThenX solves
t σ e r 2 tX t dW t , ∀t ≥ 0,
t σ e r 2 t x it is easy to check thatb,σ also satisfy assumptions (H1)-(H4). Differentiability and polynomial growth (H2)-(H3) are evident whereas joint monotonicity (H4) holds in the following sense
Hence, due to [3] , Section 1.2 there exists a unique predictable processX solving (20) which satisfies sup t∈[0,T ] E|X t | 2 < +∞, for each T > 0. But this means that there actually exists a process X solving (5) with the following integrability property
The last step is proving the desired exponentially weighted integrability. Denote the exit time
Proof of estimate (18): Let us fix q ≥ 2 and apply the Itô formula to |X t∧τ K | 2q . We also de-
Then we obtain
where we have used the joint monotonicity in the form of (11) and coercivity-type estimate (13) . By Gronwall lemma it easily follows that
The last estimate can be made for r ≥ 2c q−1 . Consequently, the final estimate reads
and it follows by Fatou. Expressed in terms of the process X we have that for all t ≥ 0 it holds
Now it is sufficient to integrate both sides of (24) on [0, +∞).
Proof of estimate (19) : Fix q ≥ 2 and observe that e −rt |X t | 2q = e rt(q−1) |X t | 2q . Therefore, applying
Itô formula to e rt(q−1)
Then, similarly as before, we obtain
To conclude the proof observe that once we have obtained the estimates (25) for q ≥ 2, the case q ∈ [1/2, 2) easily follows by Hölder inequality. Note that we have proved even more than stated in the assertion of the theorem. Nevertheless, such generality is not needed for the purposes of proving the SMP.
Spike variation and variation equations
The derivation of the variational inequality needed for the formulation of SMP is based on expanding the difference of the functional J (u ε (·)) − J (ū(·)) whereū(·) is an optimal control and u ε (·) is its appropriate perturbation. Since the control variable is allowed to enter also the diffusion term, the expansion has to be carried out up to second order due to the time irregularity of the noise. Therefore, two forward variation equations appear in our setting: first order variaton process y ε being, in fact, a linearization of the state process, and the second order variation process z ε coming from the second order expansion. We also stress that due to the estimation techniques used in the forthcoming proofs, we often need the polynomial bound of coefficients to be integrable with the weight, which immediately implies that r has to be a priori positive.
Let ε > 0, E ε ⊂ R + be a set of measure ε of the form E ε := [t 0 , t 0 + ε], with t 0 ≥ 0 arbitrary but fixed, andū(·) an optimal control. Define the spike variation u ε (·) ofū(·) by the formula
where v ∈ U is an arbitrary and fixed point. Let (X(·),ū(·)) be a given optimal pair and (X ε (·), u ε (·)) satisfy the following perturbed SDE
Further, following the notation of Yong and Zhou [24] , we denote by δϕ t the quantity ϕ(X t , u ε t ) − ϕ(X t ,ū t ), for a generic function ϕ.
Now, let us begin studying the first variation equation
and the second variation equation
where we have adopted the notation
Proof. Note first that (27) and (28) are linear equations in y ε and z ε , respectively. The perturbation of the diffusion in (27) belongs to L 2,−r F (R + ; R n ) for every r, and it is independent on y ε . Therefore, the joint monotonicity condition (11) holds and the proof follows by similar arguments as the proof of Theorem 1, for r 1 > 2c 1/2 . Concerning the equation for z ε , we have to choose r 2 such that
Then existence and uniqueness of a solution follow.
Remark 2. Let us note that, thanks to the linearity of the equation and due to the structure of the forcing term δσ j , the solution y ε to the equation (27) is identically zero for times t ≤ t 0 .
In the rest of this section, we will often benefit from a general estimate of the solution to a linearized SDE given by the following Lemma.
Then it holds
where K = K(δ), for some appropriate δ > 0 and r > 2c 2k−1 .
Proof. The proof will be given for all B j , β j 's bounded. Then the stochastic integral in the proof is a true (centered) martingale. The proof for the unbounded case follows immediately by standard localization and the Fatou lemma.
Let 2k, k ≥ 2 and apply the Itô formula to e −rt |Y t | 2k on [0, t]. The case k ∈ [1/2, 2) follows easily by the Hölder inequality.
Now, using Hölder and the weighted Young inequality ab ≤ 
and similarly
The estimate (29) easily follows by substituting (31) and (32) into (30), by taking sup t≥0 on both sides and finally by choosing δ > 0 such that 1
2k−2 > 0 and r > 2c 2k−1 .
Before proceeding, let us recall that byX and X ε we mean the solution to (5) in the space L 2,−r F (R + ; R n ), for r > 2c 1/2 , corresponding toū(·) and u ε (·), respectively. y ε and z ε are the solutions to (27) and (28), respectively.
Proof. See Appendix.
Before giving a preliminary expansion of the cost, we state the following Lemma 2. If g ∈ C 2 (R n ; R) then the following equality holds for every x,x ∈ R n
Proposition 2. The following expansion holds for the cost functional
where the discount factor r ≥ max i=1,...,5 {ρ i } and ρ i are the individual discount factors from Proposition 1.
Proof of Proposition 2. Thanks to Lemma 2, we have
Finally, Proposition 1 gives
which completes the proof.
First adjoint equation
The first adjoint process naturally arises as a solution to an appropriate BSDE whose driver can be obtained by differentiating the Hamiltonian function with respect to the state variable x. In some sense, the first adjoint process is dual to the linearized state equation (27) and it can have the interpretation of generalized (in the sense of time-dependent and stochastic) Lagrange multipliers. In the classical setting for BSDEs, the terminal condition is given a priori. On the contrary, here the BSDE is solved on infinite time horizon and the behaviour at infinity is not known. Yet the existence and uniqueness result can be derived for processes being in some exponentially-weighted L 2 space.
In our case, the first order adjoint equation on infinite time horizon has the following form
where
Let us start the analysis by proving an a priori estimate for the difference of solutions to (35). To do so, the following estimate will be of a particular interest since it allows to transfer the joint monotonicity property to the BSDE
Lemma 3. Let (p 1 , q 1 ) and (p 2 , q 2 ) be two solutions to BSDE (35) belonging to the space L 2,−r
where δ > 0 is sufficiently small.
Proof. Applying Itô formula to e −rt |p 1 t − p 2 t | 2 gives
where we have used the estimate (36), joint monotonicity assumption (H4) and weighted Young inequality. The conclusion easily follows.
Before giving the proof of existence and uniqueness for the first adjoint equation we produce a preliminary result in finite time horizon T > 0. Let us consider the following equation:
where T > 0 is arbitrary but fixed.
As far as we know, no results in the literature can be used to solve this equation due to the polynomial growth of D x σ(X t ,ū t ) T in front of q t . In order to produce existence of a solution to such equation we exploit some duality arguments.
Theorem 3. Under Hypotheses (H1)-(H5) equation (37) admits a unique solution
Proof. The proof consists in three steps. First, the diffusion term σ is approximated so that there exists a solution for each approximating backward equation, by classical results. Second, a duality between these approximate solutions and a properly perturbed first variation equation is established. The last step consists in constructing a unique solution to the original equation (on a finite horizon) by some compactness arguments. Let us define a sequence of Lipschitz-continuous maps σ n with σ n (x) → σ(x) as n → ∞, for all x ∈ R n so that the joint monotonicity property still holds. An example of such approximation can be given by (see [3] )
Then, for each n, the following approximating equation 
F ([0, T ]; R n×d ) the following perturbed first variation equation
Due to Theorem 2 we know that the above equation has a unique solution in L 2 F ([0, T ]; R n ) for each n. Moreover, using dissipativity it is easy to show that there exists K > 0 not depending on n such that
Next, by applying the Itô formula to d y n t , p n t we establish the duality relation
Let us define the set A :
If we repeat the same argument with γ ≡ 0, instead of η, we finally get
This way we have obtained a uniform estimate (with respect to n) of the L 2 F −norm of (p n , q n ). Hence there exists a subsequence, denoted by abuse of notation again as (p n , q n ), which converges weakly in L 2
Our goal is to verify that (p, q) is the solution to the limit equation
To do so, we note that due to the linearity of the equation, it is enough to prove that each term of the approximating equation weakly converges to the corresponding term in the limit equation. Let us start by studying the term
As n → ∞, the right hand side converges to
thanks to the pointwise convergence of the derivative of σ n . Indeed, D x σ n (x) = D x σ(x), if |x| ≤ n, and the derivative is bounded. Regarding the noise term, let us notice that the map q → T 0 q t dW t is linear and continuous, hence weakly continuous. The other terms are easy to treat.
For the uniqueness part it is enough to use a version of Lemma 3 on finite time horizon. Then we have existence and uniqueness of a solution in finite time horizon and the proof is finished.
Remark 3.
(a) The introduction of the term −ry n t in (39) is due to the choice of the scalar product used for establishing duality. If one considers a scalar product in L 2,−r rather than in L 2 then the additional term −ry n t can be omitted. (b) An alternative approach to obtain the uniform estimate can be the one following Pardoux [16] . Indeed, applying the Itô formula gives
which, thanks to the joint monotonicity of b, σ n and weighted Young inequality, produces
for all t ∈ [0, T ], ε > 0 and r > c 1 . Again, we have a uniform estimate (in n) for the left hand side and the relative compactness argument can be applied as before. Note that this approach gives another restriction on r than the one used in the proof. 
Proof. Following Peng and Shi [18] , Theorem 4, define for all k ∈ N ϕ k and which is identically zero for t ∈ (k, ∞). Such solution exists for each k due to Theorem 3. Using the a priori estimate given in Lemma 3, it is easy to see that there exists r such that the sequence of solutions (p k t , q k t ) forms a Cauchy sequence in L 2,−r
F (R + ; R n×d ) and that the limiting processes (p t , q t ) solves (35). Uniqueness is straightforward due to Lemma 3.
Second adjoint
The second adjoint equation has the following form
For a detailed discussion of the role of this equation see e.g. [24] . We can see that the term
destroys the dissipative behaviour of the dynamics in the sense that, in general
Nontheless, see Remark 4 for one particular case. The lack of dissipativity prevents us from finding an a priori estimate of the solution. Hence the argument we adopted to solve the first adjoint is no longer helpful. The only information that can be useful to study the process P t comes from the first variation equation (27) . It can be shown that P t is dual (in some sense explained later) to the process Y ε t defined as Y ε t = y ε t (y ε t ) T . It is not difficult to verify that Y ε t is a symmetric and positive (semi)definite matrix process. By using Itô formula it can be also shown that it is a solution to the following (matrix-valued) SDE
and
We also have the following Proposition 3. Under Hypotheses (H1)-(H5), there exists r ∈ R such that equation (47) has a unique solution Y ε ∈ L 2,−r F (R + ; R n×n ) and the following holds
for some K > 0.
The crucial point here is that Proposition 3 holds true if and only if Y ε t is the solution to equation (47), i.e. for Γ and Λ given by (48) and (49). For general (nonsymmetric) forcing terms Γ and Λ j ∈ L 2,−r F (R + ; R n×n ) the corresponding process Y t can not be decomposed anymore as y t y T t for some process y t . Due to this fact, it is not possible to apply a classical duality argument (as in [22] or [24] ) to extract some information for P and the corresponding BSDE.
Remark 4. Note that in the case of σ Lipschitz (thus D x σ bounded) it is quite easy to derive the dissipativity of P in sense of (46). This particular case can be treated in the same way as in the section on first adjoint equation.
7.1. Construction of P t . Here we propose a different way to construct the process P , following ideas of Fuhrman et al. [7] . More precisely, will show that there exists r > 0 and a well defined matrix-valued process P such that the following duality relation holds
Once we have this relation, it is easy to prove the stochastic maximum principle using usual arguments. The strategy to do so will be the following.
Dual identity satisfied by P : For t ≥ 0 and an arbitrary vector γ ∈ R n , let us consider the following SDE
(52) By repeating the arguments by Yong and Zhou [24] , Chapter 3, the SDE for the product y 
Suppose for a moment that we are able to find a solution to equation (45) (53), it follows by the Itô formula that for all [t, T ] we have P-almost surely
where we have used the notation D 2 x H(t) := D 2 x H(X t ,ū t , p t , q t ) for the forcing term in the equation for P . Since the processes P (·) and y t,η · (y t,γ · ) T are assumed to be in some appropriate exponentiallyweighted spaces, there has to be a sequence of times (T n ) n≥1 with T n ր +∞ as n → +∞ such that P-almost surely
Passing to the limit along the above sequence (T n ) n≥1 produces the following formal relation
which can be used to define the process P t . Our aim is to show that the right hand side of (56) actually defines a continuous bilinear form that can be used to prove (51) without any reference to the second adjoint BSDE.
Existence of P : The following estimates on (y t,η s ) s≥t are crucial to prove continuity of the bilinear form.
Proposition 4. Let η ∈ R n and assume that Hypotheses (H1)-(H4) hold. Then there is a unique solution (y
and for all h > 0, 0 ≤ t ≤ t + h and s ≥ t + h e −rs E|y
Proof. Let us choose r > 2c 1/2 . The existence follows immediately by Theorem 2 and the proof of (57) it is a easy consequence of Lemma 1 with the additional requirement r > 2 max{c 1/2 , c 3 }. To prove the continuity property (58) let us denote z s = y t+h,η s − y t,η s then, for s ≥ t + h, we have by the Itô formula
Using the same estimate of Lemma 1 we end up with e −rs E|y
which we can control in the following form
Now, using Hölder inequality and again Lemma 1 for the first term we obtain
The D x σ term can be treated in the same way and the conclusion follows.
Proposition 5. Let Hypotheses (H1)-(H5) hold and γ, η ∈ R n . Then there exist r > 0 and a progressive process (P t ) t≥0 with values in S n such that for all t ≥ 0 it holds
Moreover, sup t≥0 E P t 2 < ∞ and for ε ց 0 we have that
Proof. For γ and η ∈ R n fixed, let us define P t γ, η by the formula given in the statement. To do so we have chosen an arbitrary version of the conditional expectation. To construct the process P t we have to prove that the map (γ, η) → P t γ, η is a continuous bilinear form. 
where we used conditional Hölder inequality with p ∈ (1, 2), q = p p−1 > 2 and estimate (57). r > 0 can be chosen such that
This can be seen from the definition of the Hamiltonian, the estimates on first adjoint processes and the polynomial growth of the coefficients. Further, there exists a set N such that P(N ) = 0 and for ω / ∈ N ,
If we set P t (ω) = 0 for ω ∈ N , by now we have constructed an adapted process P t which satisfies equation (61). The symmetry of the process P is obtained easily by symmetry of D 2 x H(s). To construct a progressive modification of P t , it is sufficient to prove that the map (ω, t) → P t (ω) is F ⊗ B(R + ) \ B(R n×n )−measurable (i.e. it is a jointly measurable process). Here, B(R n×n ) stands for a Borel σ−field induced by the norm || · || 2 on R n×n . If we prove that P is an (F t )−adapted and jointly measurable process then there is an (F t )−progressive version of P . For a recent and elegant proof of this fact see [14] . Concerning joint measurability of P , its proof is given in [7] . In that paper, in fact, even the existence of a progressive version in infinite dimensional setting is provided without any reference to the classical result.
To show that (62) holds, let us write The first summand on the right hand side goes to zero in L 1 (Ω) as ε ց 0 thanks to the Lévy downward martingale convergence theorem (note that we have UC filtration (F t ) t≥0 ), the second one and the last one tend to zero in L 1 (Ω) by dominated convergence theorem. Regarding the third term the result easily follows by using (58). Indeed we can rewrite it as follows
Using Hölder inequality with p ∈ (1, 2), q = p p−1 > 2, the first addendum I 1 can be estimate by
Repeating the same estimate for the second addendum I 2 , using Lemma 1 and (58) we get the required result.
Remark 5. If F, G are random variables in L 2 (Ω) measurable with respect to F t then it is true that
The proof follows by applying similar procedure as in Peng and Shi, [18] , Theorem 13.
Proposition 6. Let (y ε t ) t≥0 be a solution to the first variation equation (27) . Then there exists r > 0 such that the following relations hold true.
Proof. (i) From Proposition 1-(ii) we know that there exists r such that
and by the Markov inequality, for every δ > 0 we have that
If we denote Ω δ,ε the event {ε −1/2 y ε t 0 +ε ∈ B Cδ −1/4 }, where B Cδ −1/4 is the centred ball with radius δ −1/4 , then it holds
Now we rewrite (i) in the following form
where we have used the notation Y ε s = y ε s (y ε s ) T and Γ(s), Λ j (s) are as in (48), (49). Now, by taking conditional expectation with respect to F t 0 and rewriting the equation in integral form from t 0 to s (recall Remark 2) it follows that
8. Necessary stochastic maximum principle
For our main result we need to recall the notion of the Hamiltonian of the system. Given the control problem (5)-(6), let us define H :
Theorem 5. Assume (H1)-(H5) hold and let (X,ū) be an optimal pair. Then there exist r > 0, a pair (p, q) ∈ L 2,−r
F (R + ; R n×d ) and a progressively measurable process (P t ) t≥0 with values in S n such that the following variational inequality holds, P ⊗ dt−a.e.
for every v ∈ U . The pair of processes (p, q) is the unique solution to the first adjoint equation (35).
The definition of the process P t is given in Proposition 5 and the process satisfies sup t≥0 E P t 2 2 < ∞.
Remark 6. A sufficient condition for such r is given in the Appendix.
Before proving the theorem, it is useful to rewrite the variation of cost functional in a suitable form, as the following proposition suggests.
Proposition 7.
There exists r > 0 such that the following expansion holds
where H(X t ,ū t , p t , q t ) is the Hamiltonian of the system computed along the optimal trajectory.
Now we are in position to end the proof of the SMP.
Proof of Theorem 5 . The difficult step of the proof is to show that the following holds
Indeed, if relation (76) holds true then by using Proposition 7 we get
thanks to the optimality ofū(·). Now the final variational inequality follows by standard arguments, i.e. by using the definition of δσ j , δb, δf , noting that E ε = [t 0 , t 0 + ε] and by sending ε ց 0.
Let us focus on the proof of (76). Recalling Remark 2, we can rewrite the left hand side of (76) in the following form
where we have used Proposition 1 to estimate the first integral and the identity y ε
thanks to the polynomial growth of the coefficients and the boundedness of the integration interval E ε . Indeed, remember that it is easy to control all the moments ofX up to a fixed time. In this case the discount factor ρ 1 can be chosen equal to the initial one ρ 1 = r.
(ii) Using again the global monotonicity assumption and Lemma 1, the estimate for y ε follows in the same way.
(iii) For z ε we start by estimating its norm in the space L 2k,−rkα F (R + ; R n ), for a generic α ∈ R.
Using the same technique as in Lemma 1, we obtain
The first term (with δb t ) can be treated as before, thanks to the boundedness of E ε . Let us discuss the second one. It holds
, where we used the polynomial growth of D 2 x b and Jensen inequality, assuming that
t dt < ∞, hence rα > 0. Moreover, if we choose α ≥ max (4, 8k(2m + 1)) = 8k(2m + 1), we have that 
where K = K(r, k, m) depends on the choice of the initial discount factor, the order of integration and the polynomial growth of the coefficients of the state. Let us briefly sketch also the computations for the last addendum 
In this case ρ 4 can be chosen as ρ 4 ≥ rα ≥ 32k(2m + 1)r.
as ε → 0. Then For B ε (t) we proceed in the same way to obtain
thanks to the fact that y ε 0 = 0. Since (p t ) t≥0 ∈ L 2,−r F (R + ; R n ) then there exists a sequence of times (T n ) n≥1 with T n ր +∞ as n → +∞ such that along this sequence E e −rTn p Tn → 0. Hence, for all n ∈ N we have that Thanks to the growth assumptions on σ, f and to the regularity of y ε t and q t , we can send T n to infinity to end with
If we substitute relations (82) and (83) into equation (33), we obtain J (u ε (·)) − J (ū(·)) = E and recalling the definition of the Hamiltonian H(x, u, p, q) = p, b(x, u) + Tr q T σ(x, u) − f (x, u) we have the desired result.
10.4.
Conditions on the discount factor r. Here we collect some restrictions on the discount factor used throughout the computations in the paper. For the purposes of the SMP it is not necessary to find precise values of the discount factor, in general r has to be positive and big enough. Nevertheless, it can be useful to exhibit some sufficient conditions.
Starting from the well posedness of the state equation, we have to require r > 2c 1/2 in order to find a unique solution in the space L 2,−r F (R + ; R n ). Regarding the first variation equation we have no other restriction. On the contrary, to assure that D 2
x b(X t ,ū t )(y ε t ) 2 , D 2 x σ j (X t ,ū t )(y ε t ) 2 ∈ L 2,−r F (R + ; R n ) in the equation for z ε , a sufficient condition is r > 2 max{0, c 1/2 , c 2(2m+1)−1 , c 2m−1 , c 3 }, where c 3 comes from estimate (18) applied to the process y ε . Further restrictions come from the proof of Proposition 1. Here it follows that one can choose ρ 1 , ρ 2 ≥ 2c 1/2 ; ρ 3 , ρ 5 ≥ 16k(2m + 1) max{c 2k(2m+1)−1 , c 8k−1 , c 2km−1 } and ρ 4 ≥ 64k(2m + 1) max{c 4k(2m+1)−1 , c 4km−1 }. These conditions are derived from the polynomial growth assumptions and from the use of the Hölder inequality.
The choice of the discount factor r for the first adjoint equation (see Theorem 4) depends on the a priori estimate given by Lemma 3 as well as the integrability of the forcing term D x f (X t ,ū t ). Therefore, due to the polynomial growth, it is easy to see that it is sufficient to consider r > 2 max{0, c 1/2 , c l−1 }.
For the existence and uniqueness of (y t,η s ), we choose r > 2c 1/2 . Regarding the estimates (57) and (58), it is sufficient to choose r > 2 max{c 1/2 , c 3 }. Now, for the existence of the process P , it is sufficient to take r > 2 max{0, c 5 , c 3(2m+1)−1 , c 3m−1 , c 3l−1 } (for p = 3 2 , q = 3 in (63)). Regarding Proposition 6, we have to add some restrictions originating from Lemma 1 throughout the proof. More precisely, it is sufficient to require r > 2 max{c 7 , c 2m−1 , c 3 }.
To conclude, the statement of the SMP holds true if the discount factor is chosen in a way such that all the previous results can be applied. Hence, it is sufficient to choose k = 1 and r such that r > 64(2m+1) max{0, c 1/2 , c 3 , c 5 , c 7 , c l−1 , c 3l−1 , c 2m−1 , c 3m−1 , c 4m−1 , c 2(2m+1)−1 , c 3(2m+1)−1 , c 4(2m+1)−1 }.
