Abstract-This paper investigated the problem of interference channel with one cognitive transmitter (ICOCT) from both the noncausal and causal perspectives. For the noncausal ICOCT, which is also referred to as interference channel with degraded message sets (ICDMS), we proposed a new achievable rate region, which generalizes existing achievable rate regions for IC-DMS and coincides with Marton's broadcast channel region. For the causal ICOCT, we proposed both inner and outer bounds for the general case, strong interference case and weak interference case. The inner and outer bounds for the Gaussian ICOCT are also considered and evaluated.
I. INTRODUCTION
In this paper, we revisit the problem of interference channels with one cognitive transmitter. This model was first studied in [1] , motivated to a large extent by the cognitive radio applications. Attempts in studying the cognitive radio channels from an information theoretic point of view include, among others, [1] - [6] .
The so-called cognitive radio channel in [1] is in essence an interference channel with two users transmitting to two different receivers, where one user has non-causal knowledge of the other user's transmitting message. This is also referred to in the literature as interference channels with degraded message sets (IC-DMS). In [2] and [3] , the authors derived the capacity rate region for Gaussian IC-DMS with weak interference. In [4] , the capacity region for IC-DMS with strong interference was determined. Recently, more general coding schemes were proposed in [5] and [6] , which include the results in [2] and [3] as special cases.
The IC-DMS model is interesting in the sense that it combines the features of both interference channel and broadcast channel. However, the achievable rate regions proposed in [5] and [6] are not able to reduce to Marton's region [7] for general broadcast channels, implying potential improvements are possible for the coding strategy. In this work, we propose an achievable rate region for IC-DMS that generalizes all the existing results and can reduce to Marton's region.
While the noncausal ICOCT is well studied in literature, the causal ICOCT, which is also more interesting and practical, is far less investigated. In the causal scenario, the cognitive transmitter obtains and utilizes the other user's message only after he receives the other user's transmitted signals, which makes the problem more complex and yet interesting. This paper is organized as follows. In chapter II, we propose a new achievable rate region for noncausal ICOCT that generalize all the existing results and can reduce to Marton's region [7] . In chapter III, we study the causal ICOCT. We propose inner and outer bounds for the channel model, for both the strong interference and weak interference cases. We also extend the proposed inner and outer bounds to the Gaussian channels and compare them in the numerical examples. The conclusion remarks are given in chapter IV.
II. NONCAUSAL ICOCT
A noncausal ICOCT is a quintuple (X 1 , X 2 , p, Y 1 , Y 2 ), where X 1 , X 2 are two finite input alphabet sets and Y 1 , Y 2 are two finite output alphabet sets, p is the channel transition probability p(y 1 , y 2 |x 1 , x 2 ), i.e. the probability of (y 1 , y 2 ) ∈ Y 1 ×Y 2 given (x 1 , x 2 ) ∈ X 1 ×X 2 . We assume that the channels are memoryless, i.e.
where
} be the message sets that sender 1 and sender 2 (cognitive transmitter) will transmit, respectively. The cognitive transmitter has noncausal knowledge of user 1's message, so there are M 1 codewords for x 1 (i) and M 1 · M 2 codewords for x 2 (i, j). Suppose the decoded message index at receiver 1 ism 1 and receiver 2m 2 . Then, the average probability of decoding error of the cognitive radio channel is defined as
The capacity region of IC-DMS is the closure of all the rate
e,2 → 0 as codeword length n → ∞, where
Both [5] and [6] applied the following techniques: 1) Rate split m 2 into m 22 and m 20 . 2) GP binning m 2 against m 1 , boosting R 2 . 3) User 2 help transmitting message m 1 . However, both [5] and [6] don't have any part of m 1 decoded at receiver 2. This is not optimal since GP binning is not always optimal. For example, when binning against a codebook, superposition coding is optimal over GP binning when the interference rate is small. Therefore, we need to divide m 1 into m 11 and m 10 and let m 10 be decoded by receiver 2 while binning m 2 against m 11 . Also, since m 10 is to be completely decoded by receiver 2, binning m 2 against m 10 provides no improvements, thus, we only bin against m 11 . On the other hand, when the interference link from user 2 to receiver 1 is very strong compared to the direct link from user 1 to receiver 1, the rate of R 1 will mainly depend on the transmission of user 2. Since user 2 knows both messages m 1 and m 2 , it can also bin m 1 against m 2 to boost the rate of R 1 .
The above ideas lead us to theorem 1 which proposes a new achievable rate region for IC-DMS.
Theorem 1: Rates R 1 = R 11 + R 10 and R 2 = R 22 + R 20 are achievable if
for some joint distribution that factors as
and for which all the right-hand sides are nonnegative.
Proof: See Appendix. The achievable rate region in theorem 1, denoted by R * , is derived based on simultaneous decoding. In theorem 2, we introduce another region R based on sequential decoding, which is a subset of R * . Theorem 2: Rates R 1 = R 11 + R 10 and R 2 = R 22 + R 20 are achievable if R 20 ≤L 20 − I(V 20 ; U 11 |U 10 ) (14)
and for which all the right-hand sides are nonnegative. Remark: Both the above two regions R * and R are convex. Therefore, no convex hull operation or time sharing is necessary. The convexity of the regions can be easily proved following the same approach as in [8, Lemma 5] .
A. Strong interference
In the scenario of strong interference, the optimal scheme is for both user's messages to be decoded by both receivers. Thus, by setting V 11 = V 22 = U 11 = φ and R 1 = R 10 , R 2 = R 20 , R * reduces to the capacity region in [4] .
B. Weak interference
By setting V 11 = V 20 = φ, V 22 = X 2 , U 10 = (U, X 1 ) and R 1 = R 10 , R 2 = R 22 , and removing all the redundant conditions under the weak interference conditions [2] , R * reduces to the capacity region for IC-DMS with weak interference in [2] .
C. Jiang and Xin's region
Jiang and Xin's region R JX [5] is different from R * because 1) there is no rate splitting for R 1 ; 2) the binning of v 22 and v 20 are done independently; 3) there is no codeword v 11 . After setting
, and substituting all the L 22 and L 20 using (5)- (6), R * reduces to a region, denoted by R . It can be easily checked that R JX ⊂ R . Thus, R JX ⊂ R * Remark: Since the difference only comes from the dependency of the binning of v 22 and v 20 , and dependent binning is more general than independent binning, we conclude that R * contains R JX as a subset.
D. Maric et al's region
Maric et al's region is different than R * in that 1) no part of m 1 is decoded by receiver 2; 2) there is no codeword v 11 . By setting U 10 = Q, V 11 = U 11 = (X 1a , X 1b ), 
E. Marton's region
In the absence of user 1, IC-DMS reduces to a broadcast channel. Next, we argue that in the absence of user 1, R * includes Marton's achievable region for general broadcast channel. To that end, it will be convenient if we compare the region R proposed in Theorem 2 with Marton's region R M .
Setting U 11 = U 10 = φ, V 20 = W , V 11 = V 1 , V 22 = V 2 and removing redundant constraints, we get
Apply Fourier-Motzkin Elimination on (21)-(25) with the definition R 1 = R 11 + R 10 and R 2 = R 22 + R 20 , we get
The equivalence of region (26)- (29) was proved by Gel'fand and Pinsker in [9] and we skip the details here. Thus, we have shown R reduces to Marton's region R M when user 1 is absent. Since R ⊂ R * , R * includes R M as a subset. transmitter 2 (also serves as a relay of transmitter 1). p is the channel transition probability p(y 1 , y 2 , y 3 |x 1 , x 2 ). Encoders 1 depends on its own message and encoder 2 is allowed to depend on its own message and the past values of y 2 . Let M 1 = {1, 2, · · ·, M 1 } and M 2 = {1, 2, · · ·, M 2 } be sender 1 and sender 2's own message sets, respectively. Thus, for w 1 ∈ M 1 and w 2 ∈ M 2 , the joint probability mass function on
III. CAUSAL ICOCT
(30) Suppose w 1 ∈ M 1 and w 2 ∈ M 2 are sent by transmitters 1 and 2 respectively, g 1 and g 2 are the decoding functions at receiver 1 and 2, the average probabilities of decoding error of this channel are defined as
The capacity region C of ICOCT is the closure of all rate pairs
i.e.,
A. strong interference
Definition 2: For degraded ICOCT, the strong interference condition is
for all joint distributions p(x 1 , x 2 ). For degraded strong interference ICOCT, we find an inner bound R is and an outer bound R os in Theorem 3 and Theorem 4 respectively.
Theorem 3: The inner bound R is is the union of all rate pairs (R 1 , R 2 ) such that
for all joint distributions factor as
The outer bound R os is the union of all rate pairs (R 1 , R 2 ) such that
for all joint distributions factor as p(u)p(x 1 , x 2 |u)p(y 1 y 2 y 3 |x 1 x 2 ) (43) Remarks: It is interesting to note that the inner bound and outer bound for degraded causal ICOCT with strong interference share exactly the same expressions, with the only difference in their Markov chain relations.
B. weak interference
Definition 3: For degraded causal ICOCT, the weak interference condition is
for all joint distributions p(ux 1 )p(x 2 |ux 1 )p(y 1 y 3 |x 1 x 2 ). For degraded weak interference ICOCT, we find an inner bound R iw and an outer bound R ow in Theorem 5 and Theorem 6 respectively.
Theorem 5: The inner bound R iw is the union of all the (R 1 , R 2 ) satisfying:
for distributions p(u)p(x 1 |u)p(x 2 |u)p(y 1 y 2 y 3 |x 1 x 2 )
Theorem 6: The outer bound R ow is the union of all the (R 1 , R 2 ) satisfying:
for distributions factor as p(u)p(x 1 , x 2 |u)p(y 1 y 2 y 3 |x 1 x 2 ). It is interesting to note that R ow can be expressed in another form, which shares almost the same expressions with the inner bound R iw but with different Markov chain relation. This is given in the theorem below.
Theorem 7: Define another region R ow as the convex hull of the union of all (R 1 , R 2 ) pairs satisfying
for distributions factor as p(u)p(x 1 , x 2 |u)p(y 1 y 2 y 3 |x 1 x 2 ). Then, R ow is also an outer bound.
C. Gaussian Degraded ICOCT
For Gaussian degraded causal ICOCT, due to the degradedness condition (33), the general model is as follows:
where h 11 , h 21 , h 12 , h 22 , h 13 and h 23 are deterministic positive numbers,
are independent random variables, and V ar{X 1 } ≤ P 1 , V ar{X 2 } ≤ P 2 . We can show that the above channel model can be transformed into a normalized expression as stated in the following theorem. Theorem 8: Any Gaussian degraded causal ICOCT expressed in (56)-(58) can be normalized, without change on the channel capacity region, as
1) strong interference: Definition 4:
A Gaussian degraded ICOCT is said to have strong interference if
For Gaussian degraded strong interference ICOCT, we also find an inner bound R is,G and an outer bound R os,G in Theorem 9 and Theorem 10 respectively. Theorem 9: The inner bound R is,G is the convex hull of the union of all (R 1 , R 2 ) satisfying
where α +ᾱ = 1, β +β = 1, and α, β ∈ [0, 1].
Theorem 10: The outer bound R os,G is the convex hull of the union of all (R 1 , R 2 ) satisfying
where β +β = 1 and β ∈ [0, 1].
Remarks: It can be seen from Theorem 9 and Theorem 10, that the inner bound and outer bound for Gaussian degraded causal ICOCT are very similar in formula, as in the case of discrete channels. This similarity is well demonstrated in Fig.  3 , which compares R is,G and R os,G for different channel parameters. We can see that the inner and outer bounds are optimal at the corner points (R 1 , 0) and (0, R 2 ), but have different sum rates. This difference is due to their different sum rate bounds. Specifically, in R is,G , E(X 1 X 2 ) = ᾱβP 1 P 2 ; while in R os,G , E(X 1 X 2 ) = β P 1 P 2 . It is clear that, the root for this difference is their different Markov chain relations of R is,G and R os,G . The extra Markov chain X 1 → U → X 2 in R is,G leads to two parameters α and β in the inner bound, while R is,G only needs one parameter β. 
For Gaussian degraded weak interference ICOCT, we also find an inner bound R iw,G and an outer bound R ow,G , stated in Theorem 11 and Theorem 12 respectively.
Theorem 11: The inner bound R iw,G is the convex hull of the union of all (R 1 , R 2 ) satisfying
Theorem 12: The outer bound R ow,G is the convex hull of the union of all (R 1 , R 2 ) satisfying
where 0 ≤ β ≤ α ≤ 1.
Remarks: The comparison of R iw,G and R ow,G is shown in Fig. 4 . Similar to the Gaussian strong interference case, the curves of the inner bound and the outer bound are very close to each other, due to their similar expressions in the formula. Again, the inner bound and outer bound are optimal in the extreme points (R 1 , 0) and (0, R 2 ), as they match as those points. However, the sum rates of the inner and outer bounds do not match. This is due to the different Markov chain relations, as in the strong interference case. i |v 22,i , v 20,i , v 11,i , u 11,i , u 10,i ) . Encoding: Suppose user 1 wants to send message (m 11 , m 10 ) = (j 11 , j 10 ), it just transmit the codeword x 1 (j 11 , j 10 ). Suppose user 2 wants to send message (m 22 , m 20 ) = (j 22 , j 20 ), encoder 2 first looks into bin j 20 for codeword v 20 such that (v 20 , u 11 , u 10 ) ∈ T (V 20 , U 11 , U 10 ) where T (·) denote jointly typical set. After it finds v 20 , it looks for a codeword v 22 in bin j 22 and a codeword v 11 in bin j 11 such that (v 22 , v 11 , v 20 , u 10 ) ∈ T (V 22 V 11 V 20 U 10 ). For the above codeword searching, if there are more than one such codewords, pick the one with the smallest index; if there is no such codeword, declare an error. Then, user 2 sends x 2 (l 22 , l 20 , l 11 , j 11 , j 10 ).
Decoding: Given y 1 , receiver 1 looks for all sequences v 11 , u 11 , u 10 , v 20 such that (v 11 , u 11 , u 10 , v 20 , y 1 ) ∈ T (V 11 U 11 U 10 V 20 Y 1 )
Given y 2 , receiver 2 looks for all sequences v 22 , v 20 , u 10 such that (v 22 , v 20 , u 10 , y 2 ) ∈ T (V 22 V 20 U 10 Y 2 ).
Based on the encoding and decoding schemes, we can show that the error probability will be arbitrarily small if (5)-(12) hold.
