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In recent years, social media has become a ubiquitous and integral part of social networking. One of the major attentions made
by social researchers is the tendency of like-minded people to interact with one another in social groups, a concept which
is known as Homophily. The study of homophily can provide eminent insights into the flow of information and behaviors
within a society and this has been extremely useful in analyzing the formations of online communities. In this paper, we
review and survey the effect of homophily in social networks and summarize the state of art methods that has been proposed
in the past years to identify and measure the effect of homophily in multiple types of social networks and we conclude with a
critical discussion of open challenges and directions for future research.
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1 INTRODUCTION
Homophily is a well-established phenomenon that has been observed to occur frequently in social networks,
where users with similar contexts have a nature of connecting with one another constantly, and this principle is
also a meticulously thought-out field in the domain of social sciences [1–5]. Homophily is a social concept where
peopleâĂŹs personal networks tend to be more homogeneous than heterogeneous such that the communication
between similar people occurs more frequently than with dissimilar people [6]. The main driving forces for
initiating these networks are social influence and homophily. In other words, the importance of establishing
connections between people does not rely upon âĂŸwhat you knowâĂŹ but âĂŸwho you know.âĂŹ In order to
study this phenomenon, various studies have been conducted by sociologists on multiple socio-demographic
dimensions of race, age, social class, culture, and ethnicity. For example, friends, colleagues, spouses, and other
associates are inclined to mixing with each other who are similar to them than with randomly selected members
of the same population [6, 7].
Studies in homophily usually have been conducted by surveying a group of human subjects which in most
cases belonged in a specific geographical location [8–11]. For example, one study showed that American high
school students have a tendency to make friends with other students that belong to the same race and gender
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[12]. Initially, homophily was classified into two categories - status homophily and value homophily [13–15].
Status homophily mainly focused on the social position of the individuals inferring that individuals belonging to
similar social conditions are inclined to mixing with one another. Value homophily in contrast is based upon
the similarity of thoughts of individuals leading to the belief that individuals with homogeneous thoughts are
inclined to connect with others even though differences may lie in their social positions [16–18]. Although,
researchers have successfully conducted experiments with human beings, the results were often based upon
real-world scenarios of only small groups [19]. In order to fill the gap in the analysis, social media platforms
come in handy as social networking sites such as Twitter and Facebook have become extremely widespread, with
over 126 million daily Twitter users [20, 21] and Facebook having approximately 1.2 billion daily users [22, 23].
Reactive interfaces like those available through social networks provide users with the opportunity to be more
open about their opinions, perspectives, thoughts, likes and dislikes [24, 25]. As a result, social media platforms
are becoming more and more popular among users [26, 27]. These platforms are known to help users feel more
involved. Users feel that they are able to participate in things that are happening around the world. Furthermore,
such platforms help users in raising their voice against unjust acts or issues [28]. Therefore, both status and
value homophily have been analyzed recently in social networks in order to evaluate whether these types of
homophily phenomenon exists in these types of networks. Moreover, if homophily exists, whether it increases or
decreases in digital environments has been studied [29–31].
The effect of homophily has been vastly studied in different types of social media data. From textual data
(Twitter tweets) to follower lists of online social accounts [2]. However, no detailed survey has been conducted to
date based on the works of social media networks related to the homophily principle. Therefore, the main aim of
this paper is to focus on providing a thorough review of the related works conducted on social media networks
based on the homophily principle.
The rest of the paper is organized as follows. Section 2 presents the methodology that has been used to extract
high quality articles in order to conduct the survey. Section 3 discusses the role of homophily of the various ways
in which the homophily effect has been analysed in multiple domains of social media data. Section 4 discusses
on the predictions made in many fields of social network by using the homophily effect. Section 5 introduces a
comparative study of the social network analysis, conducted by measuring homophily in multiple applications,
the different types of network models constructed in each of the proposed models. Section 6 includes the different
types of datasets used to validate these proposed, homophilous models. Section 7 discusses about the state-of-art
methods used for detecting homophily in social networks, the limitations of these approaches and directions for
future research. Moreover, Section 7 draws the conclusion of the survey. Fig. 1, shows the overall structure of the
paper.
2 METHODOLOGY
Keywords, such as Homophily, social media, and degree distribution have been used to search for papers related
to analyzing homophilous models. However, it is not only important to find the appropriate papers based on
keywords but also to extract papers from top venues. As such articles have a high impact factor. As a result, the
h-index of the venue, where the paper was published and the number of citations of the paper were considered.
We have mainly focused on the venues which have an h-index of 50 or above, from Q1 or Q2 journals, and the
articles having a minimum of 100 citations. Using this information1, papers for this survey were obtained by
accessing them through university library resources. Recent surveys [32–34] have also reported adopting the
similar approach. Fig. 2, shows the h-index of the articles cited in the survey, we can see most of the articles’
h-index is from 50-100. As h-index is a venue-level metric which is used to evaluate the impact factor and citations
of the publications of the venue. Thus, Fig. 2 shows that most of the articles selected have high h-index. The table
1https:/www.scimagojr.com
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Fig. 1. Overall structure of the survey paper
3 of Appendix A shows the articles selected for this survey with the venue, number of citations, quartile, h-index,
as well as the year of publication.
Fig. 2. The number of articles’ H-index from a range of 50 and above
An article from a high h-index venue, with a high number of citations shows that the paper is reliable and
trust-worthy for the academic community. Fig. 3 shows the total percentage of journals, conferences, and other
types of articles such as book chapters, workshop papers that have been cited in this paper. It can be seen
from Fig. 3 that most of the articles selected for this survey are from journals. Furthermore, in Fig. 4 we can
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see that majority of the articles are taken from Q1 journals. However, for some of the articles, the information
about belonging to certain quartile was missing. For such cases, we have only focused on the remaining metrics.
Besides, the papers selected were from 2015 onwards so that the approaches used in the recent papers could be
studied more exhaustively [35, 36]. However, if any articles have major contributions, such as introducing novel
algorithms or approaches used in measuring the degree of homophily, then, they are considered for this survey.
This is because homophily is not a recent concept and the impact of these papers is more important than the year
of publication. Fig. 5 shows that most of the articles have been selected from 2015 onwards.
Fig. 3. Percentages of Journals, Conferences and other type of articles cited in the survey paper.
Fig. 4. Proportion of Q1 and Q2 Journals referenced in the survey article.
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Fig. 5. Percentages of the Year of Publication of each of the articles.
A word cloud, as shown in Fig. 6, was generated from the abstracts of the papers selected to get a visualization
of the most important word in the field of homophily [37]. We implemented a simple python code to form the
word cloud. The abstracts are pre-processed by converting the text to lower case, removing the punctuation, and
commonly used English stop words, available in the nltk library. Then the word-cloud is built using a word cloud
library. The importance of each word is represented with the font size and color. The darker the color of the word,
the more significant the word is. The larger the font size of the word, the more frequently the word has occurred
in the abstracts. Fig. 6 shows that the homophily word has the largest font which depicts that most of the papers
were about homophily related issues. Moreover, the word Twitter and social network has the second-largest
font. The color of the font is darker which shows most of the papers discussed about social media. Moreover, the
Fig shows that words like social, graph, networks, echo, and homophily are highly co-related to one another.
The word echo is used, in social media, when users raise their voices and talk about politics or debating about a
particular issue. As a result, it can be concluded that most of the abstracts talk about visualizing social network
graphs from the issues discussed in social media platforms by using the homophily concept.
3 ROLE OF HOMOPHILY IN SOCIAL MEDIA
The Internet has the ability of connecting people, with all kinds of interest, all around the world. As a result, it can
be assumed that when social ties are formed between individuals in social media, homophily will be less likely to
appear among users. However, homophily has rather shown to increase in social media platforms [38–41]. For
instance, earliest research has highlighted that, when people used Microsoft Instant Messaging, users were more
interested to converse with others belonging to a equivalent ages,location and native language [42]. Moreover,
the more individuals communicated with one another, the more related their online searches were [43]. Similarly,
increased homophily was also detected among groups of Facebook friends, where they had similar thoughts on
ideology or political orientation [44]. The effect of homophily has been studied in various domains to observe if
homophily has any effect on social networks or not. For example, Twitter is a popular micro-blogging platform
that has been considered as an effective tool for studying the interactions between the social media users [45, 46].
Homophilic studies have been conducted at an exhaustive rate in the domain of politics, marketing, and sociology
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Fig. 6. Visual representation of the important words from the abstracts
as well. Insightful information has been extracted from these approaches. The following subsections discuss in
detail the approaches that have been proposed in these domains.
3.1 Politics
In the field of politics, homophilic studies range from analyzing the users participating in political debates to
observing the network of politically engaged users on a variety of political activities [4, 30, 47, 48]. On a politically
oriented website named "Essembly", users were observed to form positive and negative ties with people having
parallel thoughts and different reasoning on an ideology respectively [49]. Furthermore, when smaller networks
were studied more in-depth, several characteristics such as gender, age and level of education have proven
to be strong predictors with network structural characteristics. Moreover, these characteristics were used for
investigating the existence and strength of positive ties among individuals [50].
Homophily principle was also used to study the flow of political information among the majority and minority
groups on the Twitter platform [4, 47, 51]. Recent studies have shown that the majority of larger groups received
political information more quickly than smaller groups. Both groups were exposed to similar political information
and it has been observed that the flow of information was faster among the larger group. Substantial evidence
of homophily was detected, when users following a specific political party were more likely to connect with
other users following the same party. The flow of information through the social media network was faster
among the majority groups since they had more network connections and so they received more information at
a faster rate. To sum up, political information is considered as an extremely influential information. Therefore,
increasing exposure to such information among the like-minded majority (large) users can further increase
political divergence among the users.
Furthermore, social networks of users exchanging views about global warming on Twitter were examined.
The users’ attitudes towards global warming were classified based on their message content [30, 52]. The social
networks were categorized by opinion-based homophily and the users were manually labeled as "skeptic" and
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“activist" groups based on their message content. Results have shown that, users generally communicate only
with other similar-minded users, in communities that are influenced by a common view. Moreover, the messages
of like-minded users have shown to be a positive sentiment in most of the cases, whereas, messages from skeptics
and activists held a more negative comment. Overall, discussions of climate change in social media often take
place in the polarising "echo chambers" where political issues are discussed, and also in “open forums" and
mixed-opinion communities [50, 53].
3.2 Sociology
Homophily, meaning "love of sameness", is considered to be a sociological theory that like-minded people will be
inclined towards each other and will have a tendency to act in a similar way [13]. This behavior of individuals
has been studied in social media platforms as well. Social media generally consists of majority and minority
groups, where the majority group is considered to have stronger connections with one another in its group and
also tends to have higher network communications [4, 31]. Compared to the majority group, the minority group
not only has fewer members in its group but is also deprived from receiving information quickly [54]. Thus, the
relationship between majority and minority group in social media is studied in depth to observe how the groups
and the size of the groups are formed and the groups react to one another in social network [54, 55].
In order to study the influence of homophily between the minority groups, the levels of homophily was
calculated by combining the centrality measures with the preferential attachment network [54, 56, 57]. The
model focused on multiple ranges of homophily and density of populations by capturing the degree distributions
and ranked the minority groups in empirical social networks of scientific collaboration and dating contacts[54].
Experimental results have shown that as the volume of the minority group decreased, the heterophilic interactions
were greater than the homophilic interactions. However, multiple assumptions were made. For instance, all the
members of the minority groups were considered to be equally active and behave in a similar pattern and the
group size differences were omitted. These factors can cause a bias estimate in the ranking of the groups. A major
drawback was also faced when validating the proposed model such as finding adequate numbers of large scale
data representing the minority groups, since, remote and hard-to-reach minority groups are often absent from
the social network datasets [58].
3.3 Marketing
Comparative analysis has also been conducted on homophily and social influence effects on product purchasing
[1]. This analysis examined problems related to whether a company should target customers based on homophily
or the social influence effect. If a company relies on the homophily principle then they target the existing
customer’s friends directly as they have a tendency to purchase similar products. Whereas, if the firm emphasizes
on social influence of the existing customers then they only target the existing customers and rely on them to
promote to their social circles. Therefore, for cost effective marketing strategies, it is extremely important to
separate these two effects. However, such approaches are challenging since both phenomenons end up producing
similar outcomes. As a result, a product choice model has been designed via the hierarchical Bayesian model which
was implemented with a dataset that consists of both communication and product purchase information over a
three month period provided by Asian Telecom Company [1]. A strong homophily effect was detected on the
choice of products. When one of the factors was ignored in the Bayesian model, it resulted in an overestimation
of the other factor and this shows that social influence and homophily effects are highly connected with each
other. Ignoring any of the factors leads to biased estimates in the Bayesian model. Furthermore, as network
structures are versatile in nature [59], it was difficult for the model to detect strong and weak ties in network
structures. This is because, some people in the network might have many friends with weak ties to one another
consequently others might have few friends but with extremely strong ties. As a result, the model can be further
Proc. ACM Meas. Anal. Comput. Syst., Vol. 37, No. 4, Article 111. Publication date: May 2020.
111:8 • Khanam, et al.
improved to inspect the strength and the impact of social ties with respect to a customer’s decision on product
purchasing. This will help to identify customer preferences in such versatile networks. Thus, an improved model
is required that can further differentiate the effects of homophily and social influence.
Research was also conducted to study the presence of homophilic patterns based on the usage of hashtags
in a Twitter mention network based on a Cause-Related Marketing (CRM) campaign [60]. CRM is a mutually
beneficial collaboration between a corporation and a nonprofit organization. It is designed to promote social
responsibility in the public community. However, CRM is a risky and controversial issue since this campaigning
varies from receiving skepticism to full support of the customers [61, 62]. Gillette’s CRM campaign "The Best
Men Can Be" was used, to test the hypothesis that whether homophily exists in such marketing campaigns or not
[60]. The brand’s goal was to address concerns based on gender inequality and bullying of men and encourage a
better lifestyle for youngsters. The company, moreover, guaranteed to make a donation of 1 million to NGOs
fighting for gender inequality. When the campaign ad was released, the ad received positive feedback from
some of the customers because of its positive message [63]. However, others felt that the ad was a bit offensive
representing men as sexually harassing, and bullying. Thus, it received negative feedback from the rest of the
customers [64]. Hence, two groups were formed in the social media where one group was supporting the cause
while the other group opposed its motive. As the brand is well-known and discussions on this campaign became
a trending topic on Twitter. Thus, this CRM campaign was an ideal fit to analyze how the users communicated
and reacted with other users on the Gillette’s ad. For CRM’s marketing campaign, topic modeling was used for
extracting information [65]. Topic modeling was conducted on 100,000 original tweets, profiling the topics related
to the CRM campaign tweets [66]. Based on the usersâĂŹ engagement, the network of the CRM event’s related
hashtags were analyzed with the aid of Exponential Random Graph Models (ERGMs) [67]. ERGMs are statistical
models that are commonly used for analyzing data regarding online social networks [68, 69]. Results generated
from this model showed an increased tendency of homophily on the network of users. The degree of homophily
inspected was based upon the common views of the users. The results of topic modeling on Twitter have revealed
that users are highly dependent on established social networking platforms to discuss important issues [63, 70].
Furthermore, users tend to react more to the tweets of influential, popular users which enable the users to be
more reactive during online discussions. Moreover, these users showed homophily on the usage of hashtags.
Thus, ideological hashtags served as measures of homophily as ideological hashtags refers to a person’s identity
and thoughts [71]. One such example of ideological hashtag is the usage of #BlackLivesMatter or #AllLivesMatter
which reflects the user’s ideological position is based on the social justice issues to a large extent. Therefore,
hashtags not only express a user’s self-identity but also helps similar users to identify and connect in a versatile
community [64, 72].
4 USING HOMOPHILY FOR PREDICTIONS
Homophily concepts can be implemented for predicting certain features. For example, homophily principles have
been applied in the link prediction area for studying the probability of one user to be connected with another
user. On the other hand, homophily in Twitter has also been examined to predict occupation of users based on
the information of the users’ followers and followings’ IDs. The usage of homophily concept in predicting certain
features are discussed below.
4.1 Predicting occupations
In order to predict the occupation of Twitter users, the homophily principle was used to conduct social network
analysis on the biographical content of the user’s follower/following community [2]. Occupation prediction is
considered as a multi-classification problem since the model is specialized in predicting multiple occupational
classes. Furthermore, the results concluded that a user’s follower/following community provides insightful
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information for identifying the occupational group of each of the users. The model was designed with Graph
Convolutional Network (GCN) [73] which has enhanced the model to work efficiently by training on only a small
fraction of data. Graph convolutional network is a recently proposed graph based neural network learning model,
which specializes on learning graph-structured network data [73]. Thus, by using the homophily principle and
GCN, a better result was achieved for predicting occupation class with an accuracy of 61%. A similar work was
done to predict the occupational class of Twitter users where the dataset contained the historical tweets of the
users [74], however, an accuracy of only 50% was achieved.
4.2 Predicting Links
The homophily principle was used as motivation in various works of link prediction, where link prediction is
calculated based on the similarity between two entities.As a result, it can be used to predict future possible links
in social networking platforms [75]. For example, researchers have proposed a model to investigate the associated
links of document’s topic distribution between people discussing about related topics. This study shows how
topic distribution is mainly affected by the distribution of the topics of its nearest neighbors [60, 76, 77].
Particularly, a joint model was proposed in which link structure has been applied to define clusters. Here, each
of the clusters was allocated with its own segregated Dirichlet prior for topic distribution. Using such priors have
shown to be very helpful as in previous works only document priors were applied [78, 79]. Discriminative and
max-margin approaches [78, 80] have been used for designing the contextual documents and generating good
link predictions. Moreover, lexical terms have been used in the decision function in order to improve the strength
of the prediction [81].
In summary, users in social media are not only comfortable at expressing their self identities but also have
a tendency to connect with one another, with similar interests, in a versatile community. Several studies have
been carried out to study the homophilic patterns especially among the majority and minority groups. Studies
have deduced that the majority and larger groups receive information faster than smaller, minority groups and
information reaches like-minded individuals more quickly [4, 82, 83]. Whereas, the minority groups are deprived
from receiving information instantaneously as such groups have fewer members in their groups hence have
fewer network connections [54]. On the other hand, a strong homophily effect was detected on customers having
similar product tastes and based on the attraction of users having a common view [1, 30, 60].
5 COMPARATIVE STUDY OF RELATED WORKS FOR HOMOPHILY DETECTION
In this section, comparative analysis has been performed on various approaches proposed in order to detect and
calculate the level of homophily. In addition, the network and language models defined by each of the state of art
methods are also explained in details.
5.1 Measuring the degree of Homophily
Multiple approaches have been proposed for measuring the level of homophily with the aid of topic modeling
and network modeling. Recently, the degree of homophily has also been calculated by combining both textual as
well as network features by using a highly efficient neural network model that has outperformed the existing
traditional methods [2, 4, 54, 60].
5.1.1 Topic modeling. Topic modeling is considered as an unsupervised machine learning technique which
does not need the aid of humans to determine the topic of a set of documents [84]. It can automatically detect
the main theme of given paragraphs or documents by clustering groups of words or similar expressions that
best portrays the set of documents or paragraphs. The topic model proposed based on the homophily concept
specializes in detecting high-quality topics to test the hypothesis that whether people talking about similar topics
are connected with each other or not [76]. For example, the Latent Dirichlet Model (LDA), is a topic model, that
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maps the documents to the topics based on the distribution of words [66]. LDA model was modified with the
concepts of homophily to not only detect the high-quality topics but also predict whether the people having
similar posts in social media are connected with one another or not [66].
Generally, the most frequent words of each of the documents are aggregated into K words clusters by using
the k means algorithm [85]. Thus, for any word token wd,n , for the word token belonging to a cluster k, any
other token zd,n being a neighbor of wd,n will also belong to cluster k. The d represents the document and n
represents the number of documents. Therefore, in order to find the topic k’s major words, skip-gram transition
probability [86] is calculated for eachwk,i word as in Equation 1.
Sk,i =
Nk∑
j=1, j,1
p(wk, j |wk,i ) (1)
where, Nk indicates the number of words in topic k, words with the highest probabilities are used as the
designated topic words for each of the documents in the sample. Regression is used to compute the topic
distribution between d and d ′, for predicting the link between the two documents, which is depended on the
similarity of their topic patterns. Therefore, the regression value is defined in Equation 2.
Rd,d ′ = η
T (zd ◦ zd ′) + τT (wd ◦wd ′) (2)
where, zd = 1Nd
∑
n zd,n . Similarly,wd = 1Nd
∑
n wd,n ; ◦ denotes the Hadamard product [87]; η and τ are the
assigned topic based weight vectors and document link predictions.
In some studies, the perplexity metric was used as a measurement for evaluating the model’s topic modeling
performance [88–90]. Perplexity is a measurement based on the quality of a probability model predicting a sample.
Results have assured that the proposed model outperformed the traditional LDA model for topic modeling.
Furthermore, for validating the model in terms of its performance for predicting document link prediction, the
Predictive Link Rank (PLR) metric was used. PLR outputs the average rank of a document with the documents
to which it has been linked with. High training performance was achieved that showed user interactions can
contribute to better link prediction. However, the testing performance score was much lower than the training
performance score. This shows that the model has over-fitted since the model could not perform well with
the testing dataset. Even though the new model outperformed the traditional LDA method, for document link
predicting task the overfitting issue was not resolved.
LDA-based topic modeling focuses on topics co-occurring frequently. However, the main drawbacks of LDA
based approach is the need of specifying the "appropriate" number of topics that the LDA has to predict [66].
Statistical indices have been proposed to address this issue [91–93] which includes differentiating each pair of
the topics by the difference of each pair of topics or their distance. Although, these methods can approximately
calculate the number of topics in a given corpus, proper gold standards or benchmark still does not exist. Therefore,
human interpretation is still required for rendering the topics into the unsupervised topic modeling method
[94]. Most importantly, the performance of these methods are not analyzed in documents such as a tweet which
consists of only sentences with few number of words. Thus, for measuring the homophily of users using similar
hashtags in Twitter posts, the co-occurrence of the topic was calculated by using Mimno et al.’s approach [60, 95].
Mimno et al. state that for any document, the leading words in a topic profile are likely in the same document.
The coherence in Mimno et al.’s approach is defined as:
C(t ;v(t )) =
M∑
m=2
m−1∑
l=1
log
D(v(t )m ,v(t )l ) + 1
D(v(t )l )
(3)
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In Equation 3, D(v) denotes the frequency the document, word v and V (t ), topic t has a list ofM words.The
topic model can predict better when the result has an output that is close to zero. [96]. In order to evaluate the
quality of the predicted topics, the distance between each of the topic was calculated using Jensen-Shannon
divergence [96, 97].
5.1.2 Exponential random graph modeling. Exponential random graph models were used to evaluate whether the
networks of users engaged in conversations influence the users’ response in online discussions [60]. In ERGMs,
nodes’ connections at the same degree is considered to be an indicator of users conversing frequently [98]. These
graph models are statistical models that are composed of network structures [99]. ERGMs have been used in
multiple domains of the social networks such as social media settings and to study communication between the
users. For modeling the presence of any ties that may exist between the network’s local and structural factors
[100–102].
Generally, the ERGM model is designed by aggregated tweets and hashtags which are posted by the users. [60].
The top hashtags are categorized as either conceptual or ideological markers based on the definitions provided
by Blevins et al. [71]. Ideological hashtag refers to the identity or identification, perspectives. On the other hand,
conceptual markers are considered as personal thoughts on particular events. Then, the users mentioned in the
network as @user and the classified hashtags are fed into the statistical modeling as nodal attributes. The mention
network is modeled because it helps to visualize a discussion that starts by actively exchanging information with
one another rather than relying on what others have said.
5.1.3 Network modeling. Network modeling is a flexible way of representing a group of connected objects. The
objects are represented as nodes or vertices and the connection between the nodes are represented by edges.
Network modeling is generally used to visualize the various types of networks. These models are constructed
from the social media data consisting of users and how the users are connected. Many researchers have claimed
that the flow of information in social media is dependent highly on the majority groups where more users are
connected. Moreover, the majority groups have a larger social circle compared to the minority groups. The reason
behind having a larger social circle is due to homophily [4, 54].
The homophily among majority groups was studied between a network of politically engaged users of Twitter
[4]. Due to the shortage of measuring the political orientation and ideology of the Twitter users directly. The
research emphasized on the users following politicians from the two major parties- Conservatives and Liberals
of the House of Representatives, in the 2012 general election. In order to analyze the degree of homophily, the
individuals are divided into two groups - conservatives (C) and liberals (L), depending on which political party
each group supports such that: t ∈ C,L. The group sizes are normalized and symbolized as wt which is the weight
of the tweet, where,wC +wL = 1. Conservatives was randomly selected as the majority group and liberals was
considered as the minority group. Therefore,wC ≥ 0.5.
When two individuals belonging to the same group are randomly selected, then the probability of the two
individuals communicating with each other is denoted by πs and the probability of the two individuals connecting
with each other belonging to different groups is represented by πd . Moreover, it is also logical to assume that
individuals belonging to the same group have a higher tendency to interact with each other compared to two
individuals of two different groups communicating with one another. As a result, πs > πd . Thus, an individual
belonging to a group t will be having similar πswt interactions, and πd (1 −wt ) different interactions. Therefore,
in this study, the Homophily principle has been evaluated as such:
Ht =
πswt
πswt + πd (1 −wt ) (4)
In Equation 4, the greater the value of πswt , the higher the degree of homophily. As a result, if conservatives are
more prominent and links are formedwith similar types, then conservatives would tend to bemore homophilous in
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nature. Similarly, the liberals would be more heterophilous. Furthermore, the time taken to reach the information
to majority and minority groups were also taken into account. So it was considered that each user produces
information with probability of ε at time τ = 0. Bass model or Bass Diffusion Model was used in order to generate
the proposed model [103]. The Bass model uses differential equation that describes the procedure of new products
getting adopted in a population. In this case, the product is the political tweets. If interaction occurs between two
users, then the user exposed to information transfers the information to unexposed user with a probability of q.
Hence, by following the Bass model, the rate of information diffusion is defined as such:
F τt = F
τ−1
t + (1 − F τ−1t )f τt (5)
In Equation 5, F τt is defined as the fraction of group t receiving information at time τ which is then connected
to the fraction transmitted information at time τ − 1. F τt is the chances of group t getting information at time τ if
not being exposed to information at time τ − 1. Therefore, f τt is defined as:
f τt = qwtπsF
τ−1
t + q(1 −wt )πdF τ−1−t − q2wt (1 −wt )πsπdF τ−1t F τ−1−t (6)
The symbol −t in Equation 6 refers to the other group. The first term denotes the likelihood of receiving the
information from the individual belonging to the same group. Second term denotes the likelihood of receiving
the information from a different group. Third term refers to the likelihood of both groups receiving information.
In conclusion, if biased interactions are present, (πs > πd ), the majority group member will receive information
faster than the minority group (F τC > F
τ
L ) for every τ times. Based on receiving a higher probability score for the
majority group, it is deduced that homophily is directly proportional to the rate of flow of information among
the users. Moreover, the diffusion of information is relatively uniform with groups having a higher number of
connections based on having similar political orientations. Thus, larger groups are exposed to information at a
faster rate. Therefore, a close relation of homophily and diffusion of information is shown in this approach.
A similar approach was also used to measure the level of homophily between the minority groups [54] which
is shown in Equation 4. The homophily was used as an additional parameter in the famous model of preferential
attachment proposed by BarabÃąsi and Albert [56]. Preferential attachment means that a node is more likely
to receive new links if it has higher number of connections. Thus, such nodes are more powerful since they
can tightly hold links with one another. The growth of complex evolving networks was calculated using the
fitness model which is based on the BarabÃąsiâĂŞAlbert model [54]. In this model, nodes with different type of
characteristics can grasp links at different rates. Hence, the fitness is calculated by the degree distribution of each
of the nodes. This is how the model can predict a node’s growth. In the Preferential Attachment model, at each
step, a new node which just approached, its degree and group attachment is calculated for the possibility of the
node to be attached to the pre-existing nodes. The chances of node j to be connected to node i is defined as:
Πi =
hi jki∑
l hl jkl
(7)
In Equation 7, ki generally, represents the degree of node i and hi j is the similarity between nodes i and j . The
similarity between each of the nodes is build, based on the nodes’ attachment when the network was generated.
If by any chance, the new node is not confronting individuals from the same network, it can stay deserted till the
node confronts a newly approached node that is coming from the same network.
On the other hand, when the online debate on climate changewas studied, the degree of homophily among the in-
dividuals was measured on the number of times the edges were connecting users on homogeneous/heterogeneous
views[30]. The high frequency of edges between the homogeneous users, and similarly, the low frequency of
edges between the heterogeneous users were considered as the measure of homophily. The probability of picking
node i as the root or focus node for a given edge, were denoted by:
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Psource (i) = kout (i)∑
j ∈a,s kout (j)
(8)
Ptarдet (i) = kin(i)∑
j ∈a,s kin(j)
(9)
In Equations 8 and 9, kout is node out-degree and kin is node in-degree. This mathematical technique generates
nodes’ networks with homogeneous degree distributions.
5.1.4 Combining Network and Textual features. Recently, a new neural network model has been proposed known
as the Graph Convolutional network (GCN) [73]. GCN has been used for extracting the textual and the network
features for identifying the homophily connection between the Twitter users and their followers/followings list
[2]. GCN has not only enabled the model to achieve a high performance, but also the model was successfully
trained with only a fraction of data. GCN graph-based neural network model f(X,A) with layer-wise propagation
rules is defined as such:
Â = D−1/2(A + λI )D−1/2 (10)
X l+1 = σ (ÂX lW l + bl ) (11)
In Equations 10 and 11, X denotes the matrix of the features for each of the nodes(users). X 0 is the initial
feature with a input size of (nodes * features) and A is the adjacency matrix of the dimensions (nodes * nodes).
D represents the degree matrix of A + λI , where λ is the hyperparameter that controls the weight of the node
among its neighbor hood.W l , bl are the trainable weights and bias for the l th layer. In each GCN layer, nodes
accumulates its closest neighbors’ features by linearly converting the representation using weight (W) and bias b
respectively. σ represents the activation function used in the GCN model for optimizing the performance. Then,
the number of GCN layers determines the path of the node from its closest neighbors’ features.
The inputs of the adjacency matrix Â are all the network IDs (target users and their followers and following
list IDs). A feature matrix of the biographical descriptions of the each of the target users’ followers/following
lists. This is because the biographical description of each of the target users’ followers/following lists might be
similar with the target users. Pan et el. claimed that an accuracy of 61% was obtained, which outperformed the
results of the existing methods [2]. Thus, GCN was able to extract the rich network and textual information in
order to learn the homophily connection between the users. However, the model was trained with only a small
fraction of data and thus if a larger amount of data would be used the model would achieve a better result for
predicting the occupation of target users.
In summary, various types of models have been proposed for measuring the degree of homophily. Mainly
network modeling and topic modeling have been used to find out the strength of a relationship of a user with the
user’s nearest neighbors. To also investigate, how many users are involved with one another. Network modeling
focused on the network features which involved calculating the number of connections each user has and the
strength of the connection of the users with one another. On the other hand, topic modeling focused on clustering
the main topics of each of the users, based on their textual tweets and how similar the usage of topics are with
one another. Recently, the degree of homophily has also been evaluated by incorporating textual and network
features with highly efficient neural network model that has outperformed the existing traditional methods for
multi-classification problems.
6 DATASETS
Multiple datasets have been used for measuring the degree of homophily in multiple fields such as link prediction
and flow of information among majority and minority groups [2, 4]. For example, the dataset provided by Asian
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Telecom Company was used to analyze if the homophily effect can influence product purchasing [1]. This section
discusses the various datasets used to study the homophily effect.
6.1 Twitter-Based Datasets
Currently, there are no standard datasets that have been used to study the effect of homophily. Rather in most of
the cases, datasets were generated with the aid of Twitter Search API [105]. Relevant words or hashtags have
been used to find tweets and hashtags among the users who have posted such tweets. For example, to search
for tweets about climate change, hashtags such as #climatechange and #globalwarming are used to find such
specific tweets about climate change along with the user information [30]. Based on this search, an extensive
network is generated from these users. Different approaches such as network modeling and topic modeling are
used to measure the degree of homophily. In Table 1:1, 2, 4, 5, 6, 9 show examples of some of the datasets that
were generated to study the effect of homophily by using this approach, as the mode of data collection was very
much alike. Hence, the description of the following datasets gives an overview of how networks are generated by
using the Twitter Search API.
6.1.1 Political Information Flow Dataset. The twitter dataset for analyzing the flow of political information
among majority and minority groups was constructed by targeting the politically engaged users [4]. These
users were following at-least one account of a candidate running for the 2012 US elections. As a result, over 2.2
million usersâĂŹ data were collected from which 90 million network links were approximately identified. Users
following more accounts of Republican political candidates than accounts connected with Democrats candidates
were categorized as conservatives. Similarly, the users following more Democratic accounts were categorized as
liberals. To measure the level of communication among the groups of supporters, approximately 500,000 retweets
of the candidatesâĂŹ tweets and tweets that mention candidates were also collected and analyzed. The flow of
political information among the groups of Twitter users was measured based on whether or not the users received
a candidate tweet or mention through these networks. Moreover, the rate of information flowing through the
political network was taken into account by measuring the time taken for these retweets to diffuse across the
networks.
6.1.2 Climate Change Dataset. Twitter API was used to collect tweets between January 2013 and May 2013
that consisted of the trending hashtags on global warming such as- #globalwarming, #climatechange, #agw (an
acronym for âĂĲanthropogenic global warmingâĂİ), #climate, and #climaterealists [30]. Moreover, followers of
each of the users posting such tweets were also identified. Hence, 590, 608 distinct tweets from 179,180 distinct
users were used to generate the dataset. Hashtags were mainly used to search tweets as Twitter users commonly
use hashtags to pinpoint a specific occasion. This enables users to search and participate in a relevant discussion.
Mean Sorensen similarity also known as F1 score, [104] was calculated for each of the hashtags. As Sorensen
similarity score is within a range of 0 (no overlap) to 1 (identical). Greater values showed greater constancy
among a major population of active users.
6.1.3 Occupational Twitter Dataset . Whilemost of the datasets were generated by using relevant keywords/hashtags,
the occupation dataset was generated by using the biographical content of each of the target users. The Occupation
dataset of Table 1 shows the details of the dataset. Occupational Twitter Dataset has public access and maps 5, 191
Twitter users to 9 major occupational classes [74]. The dataset consists of User IDs and the historical tweets of
each of the users. The Occupational prediction problem is considered as a multi-classification problem as the
model focuses on predicting multiple occupational classes. The occupations of each of the users were manually
labeled with the aid of Standard Occupation Classification (SOC) from the UK 2 which is shown in detail in Table
2. The dataset was initially used to predict the occupation of the main Twitter user based on their historical tweets
2https://www.ons.gov.uk/
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[74]. Later, the dataset was further extended, to analyze deeper into the network information. The biographical
descriptions of the following and followers’ IDs for each of the main user ID [2] were added. Biographical
descriptions were extracted from the 160-character-long summary that a user writes about themselves in their
profile. Thus, the extended dataset had the followers and followings information for about 4, 557 main users. Due
to account suspension and protected tweets, the remaining users account could not be reached. Table 2 shows
the occupational class distribution of the users’ occupational dataset. The biographical information of the main
users were not taken into account since the main users’ occupations were manually annotated in the dataset.
Occupational class Standarad Occupation Classification Users
1 Managers, Directors, Senior Officials 461
2 Professional Occ. 1,611
3 Associate Profess., Technical Occ. 926
4 Administrative Secretarial Occ. 162
5 Skilled Trades Occ. 768
6 Caring, Leisure, Other Service Occ. 259
7 Sales and Customer Service Occ. 58
8 Process, Plant, Machine Operatives 188
9 Elementary Occ. 124
Table 2. The table shows the major groups (left column) and classified jobs with multiple sub-major groups (middle column)
by Standard Occupation Classification. The right-most column represents the number of main users [2].
In order to construct the social network, each follower/following relationship is considered as an undirected
edge for predicting the occupational classes of the main users [2]. In this social network, the main Twitter users
are considered as being connected with one another via common followers and following (follow) IDs. The follow
IDs which only connect a few of the main IDs are considered to be weak since the flow of information between
the main user IDs will be less than these follow IDs. As a result, the network was further refined by keeping only
the follow IDs which have more than 10 connections to the main user IDs. After performing the refining step an
unweighted graph was constructed in which all the main IDs were connected to each other and the refined graphs
consisted of 34, 630 unique users including the 4557 main users. In the network, only 2550 main user IDs have at
least one direct connection with another main user ID. Thus, when constructing the network model the main
user IDs often shared common follow IDs which enabled the researchers to extract rich network information.
6.2 Non-Twitter Based Datasets
Datasets for validating homophilous models were generated from other types of social media platforms as well
such as the Weibo Sina website which is a Chinese microblogging site[76]. Similarly, Furthermore, synthetic
networks were also developed by using an artificial undirected network. However, the artificial dataset was not
thoroughly described in depth [54]. Datasets: 3, 7, and 8 from Table 1, shows the datasets generated from other
sources. The following paragraphs give an overview of how these datasets were developed for analyzing the
effects of homophily.
6.2.1 Asian Telecom Dataset. For studying the effects of homophily for product purchasing [1], purchases of
Caller Ring-Back Tones (CRBT) data were provided by an Asian mobile network. This network data was mainly
used for predicting consumersâĂŹ product choice decision and purchase timings. The dataset consisted of three
months of detailed 300 million phone call histories of the companyâĂŹs approximately 3.7 million customers.
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The call attributes were the caller or callee phone numbers and the duration of the phone conversation. The CRBT
product was bought by 750,000 customers. The pattern of the CRBT purchasing data was explored to find out
the main driving forces of the customers to buy the product. The communication between friends were tracked
and analyzed using this dataset. When friends of the customer get exposed to the ringtone by calling them and
purchase the same product. Moreover, CRBT is a cheap and economical product that has been purchased by more
than 750, 000 customers so the researchers claimed that the dataset of phone call histories provides a convenient
platform for studying communications on this product.
6.2.2 Weibo Users Dataset. In order to validate the proposed topic model for link prediction [76], Data were
extracted from the Sina Weibo3. The dataset contains about 2000 verified users, in which each user is represented
by a single document. The link information between the pairs of users was also collected, when both the usersâĂŹ
posts were present in the dataset. The link information refers to three types of interactions which include
mentioning, retweeting, and following in the Weibo website.
Generally, Twitter Search API is used to generate the desired network data for validating the proposed
homophilous models. Users and their textual tweets are mainly used as features to develop the dataset. Social
media platforms have other features such as images and videos which are posted by users. However, such features
have not yet been included in the datasets for evaluating homophily. Furthermore, the size of the datasets varies
a lot, ranging from 2000 usersâĂŹ posts to 75, 000 usersâĂŹ posts. Yet, no benchmark has been set to have a
minimum standard size of dataset to validate any of the proposed models. Other than using Twitter Search API,
microblogs, and artificial data such as Weibo Sina and artificial undirected network has also been used to generate
the network data.
7 CONCLUSION
The homophily principle in the domain of social network analysis is an important concept that has been studied
broadly. It has been used to examine the behavior of users on social media platforms. Generally, in social media,
users tend to connect with others where they have similar interests with one another. Several studies have been
carried out to study the homophilic patterns especially among majority and minority groups. These studies
have deduced that majority and larger groups receive information faster than smaller, minority groups. The
information reaches like-minded individuals quicker. Besides, multiple types of models have been proposed for
measuring the degree of homophily. Network modeling and topic modeling have been mainly used for analyzing
the strength of a relationship of a user with the user’s nearest neighbors. Network modeling was conducted
on network features and topic modeling was conducted on users’ textual tweets respectively. Recently, the
effect of homophily has also been studied by combining textual and network features with a highly efficient
neural network model. However, the content of the interactions occurring between users in social media are
still inadequately understood[30]. Furthermore, the content of social media ranges from texts to videos, which
needs different types of analysis. Most of the studies focused either on textual posts, hashtags tweeted by users,
mentions of users, or users’ network connections. However, there is a research gap as comprehensive studies
have not been conducted, concerning images and videos posted by users. Whether these contents of social media
have any effect on the degree of homophily in online platforms is not fully understood as of yet. Therefore,
state-of-art methods should also focus on measuring the level of homophily by using these features.
In this paper, we presented a survey on the usage of the Homophily principle for computing social network
analysis. This thorough surveywill enable researchers to explore newmethods tomeasure the degree of homophily.
In summary, multiple methodologies have been proposed over the years to measure the level of homophily by
using different types of modeling approaches. This includes topic modeling, network modeling, ERGMs, where
each of the models has its own merits and drawbacks. These models are validated by either using synthetic
3https://www.weibo.com
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data or by using real-life data from social networking sites such as Twitter. However, the range of data used by
each of the proposed models varied to a great extent ranging from posts from only 2000 users to 75,000 users’
posts. Therefore, for better comparability of different features and methods, we argue for a benchmark dataset
for homophily detection.
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