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Depending on the material system and machining conditions, the localized strain, 
strain rate and temperature fields induced to the material during the machining process 
can be intense. Therefore, a wide variety of microstructural evolutions are likely to occur 
below the machined surface. These microstructural changes take place at various scales. 
First of all, due to the severe plastic deformation below the machined surface, the 
crystallographic orientation of grains can change dramatically. In addition, if the levels of 
the induced temperature and strain are high enough, recrystallization may occur, new 
grains may form and subsequently grow. Additionally, contingent upon the duration of 
the machining process, partial grain growth might also happen. Last but not least, if the 
material is consisted of more than one phase, the microstructural characteristics of 
secondary phases will also evolve. The ultimate result of all the aforementioned 
evolutions produces remarkable changes in the mechanical and thermal (and almost all 
other) properties of the material, which consequently affect the response of the material 
during service.   
 A comprehensive modeling framework that reliably captures all the aspects of the 
above microstructural evolutions in machining is absent in the open literature. This work 
coalesces concrete and all-inclusive modeling toolsets into a unified scheme to follow the 
mentioned phenomena in machining of aluminum alloy 7075. The modeling outcomes 
are verified by experimental results to assure reliability. Finite element analyses were 
applied to obtain the stress, temperature, strain and strain rate fields developed in the 
material during machining at different parameters. Kinetic-based models were exploited 
to determine the possible recrystallization or grain growth. A viscoplastic self-consistent 
crystal plasticity model was utilized to investigate texture evolution below the machined 
surface. Also for multi-phase materials, the first steps in developing a totally new 
 xviii 
constitutive model to yield the extent of the possible refinement in the second phase 
precipitates, were taken. 
The main goal of the work was to link the above-mentioned microstructural 
evolutions to process parameters of machining by mathematical derivation of process 
path functions. Therefore, prediction of microstructural changes as a result of changing 
the process parameters became possible; which has significant industrial potential and 
importance. Additionally, such a direct and complete linkage between machining and 
microstructure is completely new to the scientific community in manufacturing and 





A. Mallock is amongst the very first researchers who investigated the behavior of 
materials under cutting action [1]. Fig. 1-1 shows Mallock’s sketch published in 1881, 
where he suggests a shearing mechanism in shaving of “layers” of hardened steel in 
orthogonal cutting. Mallock was interested in relating the chip behavior to cutting angles 
and geometry of the tool used in cutting of different materials.  From his time till now, 
the interaction of cutting tools and devices with the material being processed, has been 
the subject of apparently endless research.  
 
 
Fig. 1-1 Mallock’s drawing of shearing of  “layers” of hardened steel in cutting[1] 
 
 
During the next century, researchers concurred that in almost any cutting or 
machining process, two categories of parameters namely “manufacturing parameters” and 
“material parameters”, play the most significant roles. A complete understanding of a 
machining process results in obtaining the necessary force or power required for the 
process, stress fields induced to the material, deformation zones in the material, chip 
formation and etc. Obviously, another part of such wholesome comprehension is 
identification of the response of the material to the above phenomena. Depending on the 
process, manufacturing parameters can include tool speed, material feed rate, tool angle 
 2 
and other geometrical parameters, cooling, lubrication and etc. Manufacturing parameters 
are usually considered as independent parameters and are dictated by the user or the 
limitations of the specific machining process or the device. On the other hand, material 
parameters (in this context, equivalently material properties) such as hardness, inelastic 
and elastic constitutive law constants, thermal conductivity and so forth are usually 
dependent parameters and are functions of manufacturing parameters and initial attributes 
of the material. The functionality of material parameters with respect to manufacturing 
parameters originates from the fact that the microstructure of the material undergoing 
machining, “evolves” dynamically as the process continues. Because properties of 
materials are strongly dependent on the microstructure, the manufacturing parameters 
affect the material parameters during the process. Therefore, investigating the 
microstructural evolutions in machining is of prime importance. Also, since it is usually 
desired to know the properties of the material after machining, following the 
microstructural changes during the process is absolutely necessary.  
The microstructural phenomena occurring in manufacturing processes can be 
divided into two general groups. The first group consists of the microstructure changes 
produced by plastic deformation or the temperature rise during machining. The second 
group is comprised of the evolutions that are produced by residual stresses and occur 
after machining. Obviously, the first group of the microstructural phenomena has the 
same nature as “material parameters” introduced above, since they affect the process. 
This group includes changes in crystallographic texture, grain size and size distribution 
evolutions, changes in grain boundary attributes, changes in chemical composition 
(mechanically activated phase transformations), defect density changes and so on. 
Recently, a novel concept called materials-affected manufacturing has been 
proposed [2] which iteratively incorporates the material properties as process inputs into 
manufacturing mechanics models as shown by Fig. 1-2. This new concept states that 
since the property evolution is dynamically changing (due to dynamic evolution of 
 3 
microstructure during machining) as the manufacturing process goes on; the change in 
the material attributes should be iteratively integrated into the process to achieve a far 




Fig. 1-2 Schematic illustration of the materials-affected manufacturing concept[2] 
 
 
The whole purpose of the materials-affected manufacturing is to more accurately 
model manufacturing processes. Still, because of being recently proposed, this new 
concept needs to be tested in terms of applicability and feasibility and should be 
compared to the available non-iterative manufacturing models and to experimental results 
for checking the level of accuracy it can provide. The first step in the implementation and 
testing the materials-affected manufacturing concept, which constitutes the focus of this 
work, is shown by the green dashed ellipse in Fig. 1-2. The extent of the section, covers 
obtaining all the field variables induced to the material due to machining and 
subsequently, determining the totality of material response and microstructure evolutions 
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as a result of the manufacturing process. Therefore this part of the work in testing and 
implementing the concept contains the details of all the essential microstructural 
evolutions occurring as a function of applied mechanical and thermal loads in turning. 
Fundamental innovations in materials-focused part of testing and implementing the newly 
proposed concept are as follows:  
• Systematic capturing of materials microstructural evolution during manufacturing  
• Accurate prediction of macro-scale materials properties after processing. 
• Quantitative estimation of the effects of manufacturing process parameters on 
materials properties and service behavior. 
• Achieving a computational microstructural design and materials selection tool by 
exploiting the inverse of the developed procedure. 
 
The potential benefits of the above contributions to fields of manufacturing and 
materials science and engineering are as follows:  
i. Development a new and systematic methodology enabling predictive modeling 
and planning of manufacturing processes in achieving desirable materials 
properties and functionalities. 
ii. Satisfaction of the skyrocketing demand of more accurate prediction of 
manufacturing processes. 
iii. Integrating manufacturing process mechanics and material microstructural 
dynamics in multi-scale and dual-causality frameworks for high fidelity modeling 
and analysis. 
iv. Decoding the complicated interactions between process and materials and 






1.2 Objectives and scope 
The ultimate goal of the current work is to obtain a comprehensive toolset capable 
of correlating manufacturing process parameters to microstructural characteristics and 
subsequently to properties of the processed materials through computational modeling 
validated by solid experimentations. This ultimate goal, can be further fragmented into 
the following smaller objectives:  
• Computational determination of thermo-mechanical loads (i.e. stresses, strains 
and strain rates, temperature, etc.) induced to the material during manufacturing.  
• Capturing the effects of the thermo-mechanical loads on the microstructure of the 
material under study through computational modeling 
•  Validation of occurrence of predicted microstructural evolutions due to the loads 
by concrete experimentation. 
• Obtaining the process path functions by computationally continuation of changing 
the process parameters and following the evolutions in the microstructure. 
 
In connection to the innovations and benefits mentioned in section 1-1, and in 
order to achieve the above objectives; the turning process and aluminum alloy (AA) 
7075, were respectively chosen as the manufacturing process and the material system to 
focus on. 
The scope of this work extends to setting depth of cut, feed rate and the spindle 
speed as the process parameters to study and correlate to microstructural changes. For 
each of these parameters, one high and one low level were selected. The material was 
machined under the significant combinations of high and low levels of each parameter. 
Microstructural characterizations were performed on the machined samples and the 
observed modifications in the microstructure were attributed to the changes in process 
parameters.  Crystallographic texture and grain size and size distribution are the 
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experimentally investigated microstructural features. Microhardness measurements below 
the machined surface were conducted to exhibit the significant effects of the 
microstructural changes in the properties of the material.  
In parallel, finite element (FE) analysis was chosen as the main computational 
tool to determine the thermo-mechanical loads exerted on AA7075 in turning. Initially, 
complete FE simulations were performed for each machined case to determine the 
temperature and all the components of strain, strain rate and stress tensors induced to the 
material due to machining. In order to capture texture evolution, crystal plasticity 
modeling was performed based on the output of FE simulations. Additionally, kinetic-
based equations of recrystallization and grain growth were coupled with the FE code to 
yield the extent of grain size evolution as a function of the thermo-mechanical loads.  
In addition to determination of the cases which computational results have the 
most agreement with experimental observations, the process parameters were continued 
to change in FE simulations. For all these “pure computational” cases (i.e. not 
accompanied by experiments), the same procedures of modeling microstructural 
evolutions were followed. Finally, the microstructural attributes for texture evolution, 
were mathematically transferred in a microstructure hull to yield the process path 
function of machining AA7075, which is a pure numerical tool which is capable of 
predicting texture evolution without any machining, FE simulations and crystal plasticity 
modeling being done.  
In addition, the very first steps in including the modeling the evolution of 
secondary phases were taken by introducing an all-new continuum-mechanical model 
which determines the stress fields inside the secondary phases as a function of thermo-
mechanical loads.  
From the perspective of materials-affected manufacturing, there is still a gap 
between manufacturing and materials science. This work, constructs a solid foundation to 
link the two sciences from this perspective. Inevitably, filling up the whole gap with 
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reliable knowledge requires an enormous amount of work, beyond the scopes of this 
dissertation. In this regard, experimental and computational investigations of higher order 
microstructural evolution parameters (such as dislocation density) and the modeling and 
testing the change in properties (except microhardness below the machined surface) as a 
result of machining are out of the scopes of the current dissertation. Furthermore, testing 
different modeling frameworks such as analytical models of determination of field 
variables in machining or various crystal plasticity schemes or recrystallization models 
for comparing to each other and to experimental results are beyond the scope of this 
work. 
 
1.3 Organization of the dissertation 
 Due to the nature of the present research, which requires connecting 
manufacturing and materials sciences in a fashion never reported before; several different 
modeling schemes are tied to experiments. To follow the conventions of the scientific 
community, brief literature reviews and/or methodology explanations are presented for 
each modeling framework or the experimental part.  
However, in order to avoid confusion and promote easy readership, chapter two is 
completely devoted to a literature review on microstructural evolutions in materials due 
to thermo-mechanical processing. In this regard, first the microstructural evolutions 
induced by machining of different metal are briefly reviewed. The next section focuses 
on characteristics and attributes specific to AA 7075. To summarize the main points, the 
chapter is concluded with a “summary” section.  
Chapter 3 outlines the thermo-mechanics of cutting by establishing a connection 
between process parameters in metal cutting and field variables induced to the workpiece. 
The chapter continues to explain the experimental methodology applied in this work. 
Then, details of the FE analysis reported in this dissertation, are identified. Again, the 
important materials covered in the chapter are summed up in the final summary section.  
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Chapter 4 focuses on texture evolution. The first section of the chapter is a 
necessary introduction to the texture topic, to define the jargon used in the analysis of the 
results and to familiarize the reader with the conventions in texture analysis. The chapter 
continues to a brief explanation of the applied methodology for texture evolution 
modeling.  Then the experimental and computational results are discussed and compared. 
Since this chapter mainly serves as the means to validate modeling results or to determine 
under which processing conditions models are most accurate; the presentation of results 
involves in comparison between simulations and experiments. This chapter concludes 
with the “conclusion and future trends” sections, which summarizes the findings and 
suggests the research direction to continue the work.  
Chapter 5 discusses the observed changes in the grain size related aspects of 
microstructural evolution in machining. Similar to chapter 4, a brief introduction of 
modeling scheme used to capture recrystallization and grain growth is mentioned. Then a 
complete comparison between experimental and modeling results is conducted. The 
important outcomes of discussions of the chapter as well as suggestions for future 
research are summarized in the last section.  
Chapter 6 starts with mathematical foundation of establishing the process path 
functions, which are the computational means of yielding the texture evolutions without 
any necessity of performing experiments or FE simulations. However, reliable derivation 
of the process path functions requires a few more FE runs followed by crystal plasticity 
models. These new results in addition to outcomes of chapter 4 are exploited to construct 
the process path functions for machining of AA7075. Similar to previous chapters, this 
chapter concludes with a summary of discussions and recommendations for future trends.  
Chapter 7 focuses on the very first steps taken for modeling the evolution of 
secondary phases due to the application of thermo-mechanical loads to a multi-phase 
material. An analytical model, purely based on continuum mechanical formalism is 
introduced in this chapter. Then, the model is applied to a hypothetical case of simple 
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mechanical loading on AA7075 with large enough secondary η precipitates. Well-
established FE simulations verify the results of this novel continuum-mechanical model. 
Similar to previous chapters, the final section includes a summation of findings as well as 
propositions on how to couple this model with the materials-affected manufacturing 
framework.  
The final chapter of this dissertation is a summary of all the conclusion points and 
an outlook at the horizon of continuing the work on founding a robust connection 
between materials and manufacturing science and engineering.  
  
 10 
2. BACKGROUND AND LITERATURE REVIEW 
2-1 Microstructural phenomena in metals 
 In addition to selecting an optimized material system for any product, careful 
control of the microstructure is extremely important. There are a large number of reports 
on failure of parts due to microstructural deficiencies in optimal material systems[3-5]. 
Manufacturing processes impose inevitable effects on the microstructure of the material 
being used for a product. As a result, in a vast majority of engineering products, 
microstructural control steps such as heat treatment are necessary after finishing 
manufacturing steps. In a comparatively fewer cases of products such as machining [6-9], 
it is possible to combine the microstructure control steps (or at least a portion of such 
steps) and manufacturing steps. There are several potential benefits in integrating the 
microstructure control and manufacturing steps including the economic gains due to 
eliminating the costly microstructure control steps, as well as the possibility of robust 
prediction of performance of the material based on manufacturing parameters. Such a 
carefully designed manufacturing process is called “thermo-mechanical control 
processing” [10-12].  
In thermo-mechanical processing of metals, a broad spectrum of mechanisms can 
cause the evolution of the microstructure. Additionally the evolution can occur at 
different grain-aggregate [13, 14], grain and sub-grain [15] and defect levels [16-18]; or it 
can be localized (like surface evolution in machining processes [7]) or volume-distributed 
[10, 11]. In most cases, mechanical and thermal loads applied to the material cause such 
microstructural evolutions. Irradiation [19], energetic-particle bombardment [20] and a 
few other types of loads [10] can also evolve the microstructure. The most common 
microstructural modifications (usually regardless of the nature of the cause) include 
recovery, recrystallization, grain growth and crystallographic texture evolution and phase 
transformations (including precipitation) if the alloy system allows [10, 11]. Descriptions 
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of most important microstructural phenomena occurring in thermo-mechanical processes 
is as follows:  
Recovery 
 Recovery is the relaxation of stored strain energy in the material. Microscopic 
observations suggest that recovery is thermodynamically a thermally activated process, 
which kinetically requires a minimum level of stored strain energy to occur. Recovery is 
accompanied by a reduction in dislocation density and therefore reduces the yield 
strength of the metal and increases the ductility. As an example of softening effects of 
recovery, Li et al. investigated AA7005 under uniaxial compression test with different 
loading rates and concluded that the activation energy for recovery is 147 kJ/mol for that 
specific alloy [21]. As mentioned, the kinetic of recovery is affected of loading (stored 
strain energy). Souza et al. studied the rate of recovery in austenitic stainless steels and 
obtained its relationship with peak stress as shown in Fig. 2-1. They also obtained semi-
empirical equations to relate the kinetics of recovery to loading conditions [22]. 
 
Fig. 2-1 Dependence of the rate of recovery to the loading condition[22].  
Some authors prefer not to call recovery a “ microstructural evolution” [11]; 
mainly due to lack of microscopically visible effects of recovery on the microstructure in 
most cases. Nonetheless it is definitely a microstructural modification that can have 
tangible effects on the properties and response of the material [10].  
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Recrystallization 
Recrystallization is replacement of deformed grains by new non-deformed grains. 
Thermodynamics and kinetics of recrystallization is somehow similar to recovery, which 
makes most of the authors consider recrystallization as a subsequent step to recovery (and 
not considering recovery as a separate step) [23]. In fact, separation of the end of 
recovery and onset of recrystallization can be difficult when a polycrystalline aggregate is 
considered. Unlike recovery, in recrystallization, nucleation can alter the kinetics (in 
addition to stored strain energy) since recrystallization is fundamentally based on 
nucleation of new grains. The recrystallized microstructure usually has a much smaller 
average grain size compared to the deformed state. The average recrystallized grain size 
depends on the availability of nucleation sites and the rate of growth of nuclei. “Dynamic 
recrystallization” occurs when the temperature is high enough in a thermo-mechanical 
process and recrystallization and deformation occur simultaneously; while the 
recrystallization triggered after mechanical deformation is so-called “static 
recrystallization”[23].  
Dynamic recrystallization of a machined surface is a relatively common 
phenomenon. Courbon et al. recently reported recrystallized grains as a result of 
machining of AISI1045 steels [24].  Fig. 2-2 shows an Electron Back Scatter Diffraction 
(EBSD) image showing recrystallized areas after machining. It is reported that the 
average grain size of the machined surface was 200 nm while the initial grain size was 




Fig. 2-2. EBSD image of recrystallized AISI1045 steel due to machining[24] 
 
Recrystallization due to machining has also been observed in Al-based materials. 
Fig. 2-3 shows the transmission electron microscope (TEM) micrographs of (a) as-
received and (b) a machined surface of AA1100. According to Ni et al. [25] a refined 
recrystallized structure comprised mostly of equi-axed smaller grains was obtained.  
 
 
Fig. 2-3. TEM micrographs of (a) as-received AA1100 and (b) machined surface[25]. 
 
In a similar study on Inconel 718, a recrystallized region was observed below the 
machined surface in different machining conditions [26]. Fig. 2-4 shows the 
corresponding EBSD maps. Another report on AISI 304L stainless steel shows a severe 
recrystallization extending 150 µm deep below the machined surface as shown by Fig. 2-
5[27].  
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In addition to experiments, simulations also predict occurrence of grain 
refinement and recrystallization in machining of several alloy systems including Ti[18], 
Cu and Al [28], AA7075 [29, 30] and Inconel[31]. 
  
 





Fig. 2-5 Recrystallization occurring below the machined surface of AISI 304L stainless steel[27] 
 
Grain growth 
Grain growth is usually considered a fully thermal process, meaning that both 
thermodynamic and kinetic (movement of grain boundaries) are controlled by 
temperature[23]. The higher the temperature is (prior to melting), the larger the grains 
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become. Coalescence of all the grains in a polycrystalline aggregate into a single crystal 
is not possible due to several factors including all the microstructural inhomogeneities, 
which restrict growth of grains. Fig. 2-6 demonstrates an example of machining-induced 
grain growth in OFHC copper where an increase in the average grain size from 214 nm to 
~260 nm is observed by machining [32].  
 
 
Fig. 2-6, in  TEM images showing an increases from (a) 214 to (b) 260 nm in the average grain size of 
OFHC copper due to machining[32] 
 
Preferred crystallographic orientation (Texture) 
Depending on the intensity, plastic deformation can re-orient the grains in a 
polycrystalline aggregate along one (or more) preferred orientation(s) also known as 
“texture”. Fig. 2-7 illustrates observation of a deformed layer below the machined surface 
of AA7075 [33]. Depending on the material system and slip and twinning systems, such 
deformations will lead to texture evolution. Thermodynamically, re-orientation of grains 
occurs because slip of certain crystallographic planes is easier (thermodynamically more 
favorable) along certain direction when a mechanical load is applied. Kinetics of plastic 
deformation is usually controlled by temperature and rate of application of the 
mechanical load. Materials constants, hardening phenomena and microstructural 
inhomogeneities restrict the extent of preferred orientation. 
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As an example of machining-induced texture evolution, Fig. 2-8, shows 
Experimental observations and simulation results of texture evolution in orthogonal 
cutting of OFHC copper[34]. 
 




Fig. 2-8 Texture evolution at the machined surface of OFHC copper in orthogonal cutting[34] 
 
Phase transformations 
Depending on the chemistry of the base metal and alloying elements and the 
corresponding phase transformations (e.g. eutectoid and peritectoid transformations) an 
alloy system can accommodate precipitation of new secondary phases. The 
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thermodynamics and kinetics of nucleation and growth or dissolution of precipitates is 
often a complicated function of mechanical and thermal and thermal stimulants and 
differs from case to case. Presence, average size and distribution of precipitates can lead 
to remarkable modification in mechanical properties of the material; as rule of thumb, 
precipitates increase the strength of thee material and generally reduce fracture toughness 
and fatigue endurance. The finer the precipitates are, the higher is the strength and the 
lower are the adverse effects. Additionally, morphology and distribution (segregated at 
the grain boundaries or inside the grains) of the precipitates affect the impact on material 
behavior. An example of a report on machining induced phase transformation is shown in 








2-2 Microstructural phenomena in aluminum alloy 707 
 
2-2-1 General characteristics of AA 7075 
Aluminum and its alloys possess one of the highest specific elastic modulus (i.e. 
elastic modulus to weight ratio), specific strength, high ductility and relatively high 
corrosion resistance. Additionally, aluminum is the most abundant metal in the Earth’s 
crust (the second most abundant element after semi-metal Si) and is a relatively easy and 
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low-cost metal to smelt and cast. The combination of the above characteristics made Al 
and its alloys one of the most widely used metallic materials today. Many industries such 
as aerospace, automobile, shipbuilding, construction, electronic and packaging industries 
heavily depend on aluminum [36, 37]. In 2013, more than 1.9 million metric tons of Al 
was produced in the U.S. The total Al demand of the U.S. in the same year was 10.94 
million metric tons [38]. Al crystallizes in the face-centered cubic (FCC) system 
possessing 12 slip systems. Ductility of Al and its alloys increases with temperature. 
Elongation of most Al alloys become almost double compared to room temperature at 
temperatures above 400°C.  Aluminum alloy (AA) 7075 is one of the most widely used 
members of the 7000 Al alloy family. 7075 has zinc and magnesium as major alloying 
elements. Chemical composition of commercial AA7075 is listed in Table 1-1 in weight 
percent [36].  
 
Table 2-1 Chemical composition of commercial AA7075 in weight percent (Wt%)[36] 
Al Si Fe Cu Mn Mg Cr Zn Ti Zr Other 
bal. 0-0.4 0-0.5 1.2-2 0.0.3 2.1-2.9 0.18-0.29 5.1-5.6 0-0.2 0-.04 0-0.15 
 
The 7000 Al alloy series are probably the highest strengths family of aluminum 
alloy commercially available. AA7075 possesses superior fatigue endurance, but can 
show low fracture toughness compared to other Al alloys, especially after some heat 
treatment procedures such as the T6 [36]. Due to the high strengths, AA7075 found a 
large number of aerospace applications after World War II and as early as 1950's. 
Recently, better candidates emerge for a few of the applications of AA7075 in aerospace 
industry. Nonetheless the alloy still is one of the most highly used materials (metallic or 
non-metallic) in aircrafts [36, 37].  
The reported microstructural evolution in thermo-mechanical processing of 
AA7075 parts can be categorized based on the processing temperature as hot working, 
warm working and cold working [11]. Processing occurring below the melting (or 
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solidus) temperature and above the recrystallization temperature is called hot working. 
On the other hand, cold working is referred to processes occurring well below 
recrystallization temperatures, mainly at room temperature.  The recrystallization 
temperature of Al based alloys is often considered as almost half of the melting 
temperature. The reported recrystallization temperature for AA7075 is reported in the 
range 320-450 °C depending on the intensity of the applied strain [29, 39, 40]. 
Recrystallization of as-cast AA7075 materials occurs at the low extreme of the 
temperature range due to high thermodynamic tendency of the coarse dendritic structure 
to fragment into refined grains [10]. Additionally, the large intermetallic precipitates that 
usually segregate along the grain boundaries in the as-cast microstructures get refined and 
more evenly redistributed in the interior of the grains during hot working. It has been 
reported that the Al based alloys are prone to abnormal grain growth in hot working such 
that the reduction in yield and ultimate strengths can cause operational problems [11]. 
Usually, the abnormally large grains are distributed in thick sections of a piece where the 
strain is small. In hot working of Aluminum alloys, a critical deformation  (i.e. %15) 
exists below which abnormal grain growth occurs. Additionally in large strains, the 
abnormal grain growth may also occur if the shear deformation is severe especially at 
lower sides of hot working temperature range. Furthermore, overheating in heat treatment 
can also cause excessive grain growth. Al doesn’t possess any allotropic transformations; 
therefore refinement can’t be directly driven be heat treatment unlike steels. Any 
refinement or coarsening happening in Al based materials is a results of recrystallization 
and growth. Consequently, the choice of the parameters and conditions of any thermo-
mechanical processes applied to Al based alloys should be extremely careful, otherwise, 
adverse effects caused by excessive grain growth can easily ruin the performance of the 
material [11].  
2-2-2 Recovery and recrystallization in AA7075 
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Due to high stacking fault energy and low self-diffusion energy (ease of 
dislocation climb and slip), recovery in Al and some of its alloys happens relatively 
effortless compared to other metals and alloy systems [23]. In fact, in many cases 
recovery takes place at the same time as deformation (so-called dynamic recovery) either 
when the strain rate is higher than 10-2 s-1 or temperature is above ~300 °C.  
As an example of the effect of recovery on materials behavior, Mueller et al.[41] studied 
this phenomenon in AA7075 by cathodically charging the material with hydrogen or 
under vacuum in HCl environment. Fig. 2-10 shows that the electrochemically induced 
recovery (i.e. releasing the stored strain energy) [41] in tension of AA7075 results in and 
increase in ductility. Apparently in this case, instead of applying temperature, electrical 
energy provides the thermodynamic activation energy for recovery. 
Several mechanisms have been proposed for recrystallization in aluminum alloys 
including discontinuous recrystallization, continuous recrystallization and geometrical 
recrystallization. Discontinuous recrystallization usually occurs in pure Al or its 
composites[11]. Continuous recrystallization and geometrical recrystallization are more 
common in aluminum alloys. As mentioned earlier, recrystallization involves nucleation 
and growth, which are functions of stored strain energy and the diffusion coefficient. The 
initial microstructure, process parameters, mode of deformation, temperature of 
deformation and rate of deformation are amongst the factors that affect the strain energy 
and also the diffusion coefficient. In Al-based materials, increasing the concentration of 
alloying elements (or generally impurities) results in a reduction of recrystallization 
temperature[11], possibly mainly due to blocking of dislocations along second phase 
particles. Additionally, the 7000 series have much lower stacking fault energy compared 
to pure Al, which makes the series (including 7075) more likely to recrystallize. 
Increasing the temperature of deformation also increases the severity of recrystallization 
in AA7075[11]. Dynamic recrystallization can severely occur in AA7075 even at low 




Fig. 2-10 Increase in ductility (i.e. increase in reduction area) in tension of AA7075 by 
electrochemically induced recovery[41] 
As Fig.2-11 shows, Yang et al. [40] observed recrystallization in AA7075 in in 
uniaxial tension tests at 773 K with strain rate of 2.9×10-3 s-1 and the total strain of 160%.  
 




2-2-3 Texture evolution in AA7075  
Texture evolution in aluminum alloys is mainly due to rotation of the operative 
slip system towards the direction of the applied external force. It is believed that twinning 
has a little contribution to texture evolution of AA7075 [36, 42]. Existence of preferred 
crystallographic orientation results in anisotropy in properties such as elastic constants, 
thermal conductivity and so forth. Deep drawing, rolling and friction stir processing of 
AA7075, are the famous processes leading to development of preferred orientation in 
AA7075.  Fig. 2-12 shows a severe texture evolution observed in accumulative roll 
bonding of AA7075 after 6 passes[42]. According to Fig. 2-12 (c), the change in the color 
of the grains demonstrates the texture evolution. As another example, Fig. 2-13 illustrates 
the pole figures showing the change in texture attributes of AA7075 caused by friction 
stir processing [43]. Early findings of this work on texture evolution of AA 7075 due to 
machining is also published in [44, 45]. 
 
Fig. 2-12 Grains orientation in AA7075 after (a) 1 pass and (b) 6 passes of accumulative roll bonding. 
(c) shows the legend of grain orientation[42] 
 
Fig. 2-13 Pole figures showing texture characteristics of (a) as-received and (b) friction stir processed 
AA7075[43] 
 
2-2-4 Heat treatment and precipitation hardening in AA7075 
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In heat treatable Al alloys such as 7075, precipitation is possibly the most 
important microstructural phenomenon occurring in thermo-mechanical processing. 
Research on precipitation behavior of Al alloys started in late 19th century and now is 
more than 100 years old[37]. However, the recent scientific findings on the mechanisms 
and atomistic details of the process have lead to far better control over the type, shape, 
size and distribution of precipitates and consequently on properties and response of the 
product.  
Precipitation-hardening occurs when the solubility of the secondary phases, an 
intermetallic in most cases, greatly varies with temperature. Heating the alloy to a 
sufficiently high temperature, dissolves all the secondary phases. This status is called 
saturated solid solution. Quenching from the high temperature of saturated solid solution 
retains the single-phase microstructure at lower (such as room) temperature. This status is 
called super-saturated solid solution. At the low temperatures, the secondary phases have 
a thermodynamic drive to form precipitates. The phenomenon of formation of 
precipitates from a saturated solid solution is called aging. Precipitation is a diffusional 
process and needs time and temperature to have a fast kinetics. As a result, depending on 
the alloy system, at room temperature no aging may occur, although the thermodynamic 
force is strong but the kinetics dictates zero rate for the phase transformation 
reaction[36]. In most cases (including 7075), heating at moderate temperatures is 
required to produce precipitates. For the case of 7075, several heat treatment processes 
are proposed and given names starting with “T”, standing for “temper”. For example the 
T6 is the heat treatment process of holding the super-saturated solid solution alloy at 
120°C for 24 hours. Table 2-2. lists the changes in mechanical properties of the non-
tempered AA7075-0 (i.e. cooled down in equilibrium from saturated solid solutions) 
compared to the T6 tempering[36]. 
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Table 2-2 Mechanical Properties changes in T6 tempering of AA7075[36] 
 AA 7075-0 AA 7075-T6 
Yield strength (MPa) 145 500 
Ultimate tensile strength (MPa) 275 570 
Elongation (%) 11 5 
 
The mechanism of precipitate formation and the chemical composition of 
precipitates depend on the amount of alloying elements. The sequence of precipitate 
formation in 7075 alloy is as below[37]: 
       (2-1) 
GP stands for GP zones taken from the names of two pioneer scientists, Guinier 
and Preston, who discovered the atomistic mechanism of formation of precipitates in Al 
alloys. The sequence of precipitation in 7075 is as follows [46]: GP zones aggregates 
with nanometer size start first. Selected area electron diffraction (SAED) is applied to 
differentiate the GP zones from the base material. Growth of GP zones will result in 
formation of 𝜂! precipitates. High-resolution transmission electron microscopy show that 
the GP zones and 𝜂! precipitates are highly coherent with the matrix. Further soaking at 
aging temperatures will lead to coarsening of 𝜂! precipitates which reduces the coherency 
with the matrix Al resultsing in formation of 𝜂  precipitates which are believed to have 
chemical stoichiometry very close to MgZn2 . It is believed that GP zones and coherent or 
semi-coherent precipitates contribute to enhanced yield strengths. Mainly because the 
strain field caused by precipitation can hinder dislocation movements. However, the 
coarser more disperse distributed incoherent precipitates have less strengthening effects 
due to high average spacing between them. As a results over aging, can cause serious 
deterioration of properties in Al based alloys and is usually avoided[46]. Average size of 
𝜂  precipitates in AA 7075 depends on many factors including deformation history and 
GP→ "η →η MgZn2( )
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aging process; but values in the range of tens of nanometers to several microns are 
reported [36]. 
 
Fig. 2-Changes in strengths of AA 7075 as a function of aging time. TS and YS respectively show 
tensile and yield strength[10] 
Fig. 2-14 illustrates the change in tensile strength of AA7075 as a function of 
aging time. The reason of strength reduction is believed to be coarsening of the 
precipitates (over-aging)[10]. Although the mechanical properties of aged AA7075 is 
lower than the peak properties obtained in initial stages of aging, there are reports in 
literature about improved stress corrosion cracking of over-aged AA7075 compared to 
peak-aged[10]. In addition to more traditional one-step temper cycles, two or three step 
temper cycles for AA7075 are also developed; a summary of treatment processes can be 
found in [36]. 
 
2-3 Summary 
Researchers concur that recovery, recrystallization, grain growth, texture 
evolution and phase transformations are the most important first order microstructural 
evolutions occurring in processing of materials. Several experimental observations of the 
above phenomena in machining of different types of metals and alloys (such as Steel, Al-
based, Ni and Cu alloys) were mentioned. However, even in experimental works without 
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any predictive modeling, the open literature misses a systematic study on determination 
of the effects of changing machining parameters on the trend of the incidence of the 
above microstructural evolution.  
Aluminum alloy (AA) 7075 is mainly known as an “aerospace material” due its 
light weight and superior mechanical properties. AA 7075 possesses a relatively low 
stacking fault energy, which leads to ease of recrystallization compared to pure Al or 
other Al-based materials. Severe plastic deformation processes, such accumulative roll 
bonding, friction-stir processes or equi-channel angular pressing, are reported to stimulate 
significant changes in the texture and grain attributes of AA 7075. Additionally, this alloy 
system is heat treatable by precipitation-hardening process where precipitates nucleate 
and grow from a saturated solid solution. The size and distribution of precipitates have a 
remarkable role on the properties and performance of the material. Therefore, careful 
control of the heat treatment process as well as clear understanding of the deformation 
history are critical in achieving the desired properties of AA 7075.  
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3. THERMO-MECHANICS OF CUTTING 
3-1 Forces in Orthogonal Cutting 
 In most industrial cases, cutting operations are three-dimensional and extremely 
complicated in terms of mechanical analysis. However, a basic understanding of the 
mechanics of cutting process can be obtained by first considering the simplest two-
dimensional version of metal cutting, which is called “orthogonal cutting”. Fig. 3-1(a) 
demonstrates a 3D perspective of orthogonal cutting geometry. There is another form of 
two-dimensional cutting which is more complicated than orthogonal cutting. In this 
cutting geometry, the cutting tool is inclined with respect to the workpiece as depicted by 
Fig. 3-1(b). This type of cutting is called “oblique cutting”.  
 
 
Fig. 3-1 (a) Orthogonal cutting and (b) Oblique cutting geometry[6] 
 
For the sake of simplicity, the case of orthogonal cutting is considered for 
mechanics analysis. The cutting velocity is V, the cutting width is b and the depth of cut 
is h as shown in Fig.3-1 (a). The orthogonal cutting can be securely assumed as a plane-
strain deformation by neglecting the deformation along the width of the workpiece [6, 
47]. As a result, the cutting forces only act along the direction of the tool movement and 
chip thickness. These two force components are respectively called tangential (Ft) and 
feed force (Ff). As shown by Fig. 3-1(b), there is an extra force in oblique cutting acting 
along the radial direction of inclination of tool, which is called radial force (Fr).  
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Researchers believe that in orthogonal cutting, the deformation occurs at three 
different zones[47, 48] as illustrated by Fig. 3-2. Additionally, orthogonal cutting deals 
with two important angles, namely rake angle αr, and shear angle ϕc.  
 
Fig. 3-2. The deformation zones in the cross-sectional view of orthogonal cutting. αr and ϕc are the 
rake and shear angles respectively. 
 
Several approaches have been proposed for analysis of mechanics of cutting. 
However, researchers categorize two of them as main toolsets for metal cutting 
analysis[6]. The first approach proposed by Merchant [49] assumes the primary zone is a 
thin plane and the second one proposed by Lee et al.[48] and modified by Palmer and 
Oxley[47] assumes the primary zone has a thickness. Here for the sake of simplicity and 
for the purpose of clarity of presentation, we follow Merchant’s model. We additionally 
assume that the normal and shear stress, σs and τs, acting on the shear plane are constant. 
It can be shown that the shear force Fs, acting on the shear plane is related to tangential 
and feed forces [49]: 
      (3-1) 
The normal force acting on the shear plane can be similarly written as: 
      (3-2) 
The area of the shear plan is easily obtained as follows: 
        (3-3) 
Fs = Ft cosφc −Ff sinφc





with the assumption of uniform stresses on the shear plane[6, 49] one can obtain 
the stress acting on the shear plane as follows:  
      (3-4) 
and 
      (3-5) 
 
One important characteristic of cutting processes is the relatively high strain and 
strain rate of cutting processes compared to other conventional plastic deformation 
processes. In order to better analyze the strains in orthogonal cutting, a cutting diagram is 
shown in Fig. 3-3.  
 
Fig. 3-3. Deformation diagram in orthogonal cutting[6] 
 
 
According to Fig. 3-3, the shear strain ,is the ratio of deformation ( ) 
over the nominal undeformed distance ( ). Simple rearrangement and noting to 
the geometry shown by Fig. 3.3 leads to: 
      (3-6) 
If one assumes an average shear strain (i.e. ) and the velocity on the 
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     (3-7) 
It is agreed that  is closely related to the depth of cut in orthogonal cutting and 
most of the time is within the range [6, 47, 49]. Eq. (3-6) and (3-7) 
have an important significance: They link the shear strain and strain rate of cutting to the 
process parameters V and depth of cut, . Such linkages are the foundation of the 
current thesis, which tries to connect the process parameters in machining to the loads 
which cause the microstructure to evolve.  
In addition to the primary shear zone, one can also consider the secondary and 
tertiary shear zones. In both of these zones, a frictional force needs to be added to the 
force balance. In the secondary shear zone, the friction force acting on the rake face of 
the tool, , can be written as:  
      (3-8) 
the normal friction force on the rake is: 
      (3-9) 
then, , the friction coefficient between the sliding chip (if the movement of 
chip is assumed to be sliding only on the rake face) is: 
       (3-10) 
and the velocity of the chip , is: 
       (3-11) 
In the tertiary deformation zone, which is the zone that drives the microstructure 
evolution of the machined surface; two frictional forces act on flank face of the angle. 
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of the friction force on the flank face  normal force on the flank face determines an 
average friction coefficient between the finished surface and the cutting tool.  
        (3-12) 
There are several models to predict cutting forces[50, 51] as well as the shear 
angle[52], which are based on more complicated physical phenomena such as minimum 
energy principle or slip line force or other mechanistic assumptions[6]. There are several 
reports in literature on measuring and modeling the cutting forces in orthogonal or three-
dimensional cutting. As an example, cutting forces in orthogonal cutting of AISI 1040 
steel is measured as a function of cutting geometry (rake and clearance angles) and 
cutting speed[53].  Fig. 3-4 shows the cutting force as a function of the rake angle for 
velocity V=150 m/min. 
 
Fig. 3-4. Cutting force in AISI1040 steel as a function of rake angle γ [53] 
 
As another example, Kishawy et al. measured the cutting forces in orthogonal 
cutting of AA7075 and compared to the mechanistic analytical model. Fig 3.5 shows that 
there is a good agreement between experimental measurements and analytical model of 







Fig. 3-5. (a) the cutting force and (b) the thrust force in orthogonal cutting of AA7075[54] 
 
3-2 Temperature rise in orthogonal cutting 
The temperature rise in orthogonal cutting is mainly due to friction between the 
cutting tool and the workpiece. The second contribution to the temperature rise comes 
from the plastic deformation occurring in shear zones[55-57]. For modeling purposes, it 
is usually desired to express the temperature rise and the heat flux in terms of cutting 
parameters such as the velocity and depth of cut and the geometry of cutting. Here, again 
for the sake of simplicity, the 2D orthogonal cutting is discussed first:   
On the shear plane, the shear power, ,is converted into heat. The shear powder is 
the inner product of shear force and velocity [6]:  
        (3-13) 
With the assumption that all the shear power is consumed to increase the 
temperature of the primary shear zone, one can write the conservation of energy as 
follows [6]:  
       (3-13) 
where C is the specific heat capacity of the workpiece material expressed in 
. The first term, bhVρ, is the mass removal rate, which has the dimension of 
. ρ represents the density of the material in . and are respectively the 
room temperature and temperature rise due to shear deformation and the rest of symbols 
are already defined. Experimental results point to the fact that the above formalism is 
over-estimating. Therefore, researchers proposed corrections to the above formalism[47]: 
Ps
Ps = Fs ⋅Vs
Ps = bhVρC Ts −T0( )
J kg°C
kg s kg m3 T0 Ts
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      (3-14) 
where and are correction factors respectively standing for the 
plastic work done outside the shear plane and the proportion of head that flows into the 
workpiece by conduction. Several empirical and semi-empirical equations have been 
proposed to account for the two above correction factors [58, 59]. Temperature rise in the 
secondary and tertiary shear zones have an additional frictional factor in addition to the 
plastic deformation. The total power is the superposition of shear and frictional power: 
        (3-15) 
The total power has to come from the velocity of cutting (V) and the powder due to 
friction has to come from the velocity of the chip , obtained by equation (3-11).   
        (3-16) 
and  
        (3-17) 
The principle of conservation of energy can be applied to the total power and it can 
be related to the temperature rise in tool and workpiece. Again, empirical and semi-
empirical correction factors can be applied to the resultant equation to account for other 
physical phenomena that affect the temperature rise in cutting. Additionally much more 
complicated models have been proposed to predict the temperature profile in metal 
cutting processes [55, 56, 59]. Thermal cameras and thermocouples delicately attached to 
the tip of the cutting tools, are amongst the mostly used experimental apparatuses to 
measure the temperature profile in cutting processes[60]. As an example, Fig. 3-6 shows 
the temperature profile measure by IR thermal imaging in machining of Ti64 alloy[61]. 
Additionally, a large number of reports exist in the open literature on the analytical 
simulation of temperature profile in orthogonal cutting[60]. As an example, Campbell et 
al. [33] determined the temperature profile in orthogonal cutting of AA7075-T651 and 
Ts = T0 + λh 1− λs( )
Ps
bhVρC
λh 0 < λh ≤1( ) λs
Ptot = Ps +Pu
Vc
Pu = Fu ⋅Vc
Ptot = Ft ⋅V
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verified it by thermocouple experiments. They concluded reducing the rake angle and 
higher cutting speed increases the peak temperature at the tool and workpiece contact, as 
illustrated in Fig. 3-7. 
 




Fig. 3-7 Peak temperature prediction validated by experiments in orthogonal cutting of AA7075[33] 
 
  3-3 Turning 
Turning is one of the 3D counterparts of the 2D cutting. In turning, a cylindrical 
workpiece is clamped in a chuck, which is rotated by a spindle. A single-point cutting 
tool, which is called the “insert” is held by a tool holder and does the material removal. 
Fig. 3-8 demonstrates a close view of the turning process showing the configuration of 
the insert, holder, chip and workpiece. Fig. 3-9 illustrates a schematic diagram of turning 
with notation of forces and other parameters.  
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Fig. 13. Depth of hardness profile as a function of cutting speed.
is no accumulated damage being built up at the work piece sur-
face.
4. Simulation results
ThirdWave1 simulations [27] for Al-7075-T651 were used
to estimate the time–temperature profile at the surface of the
work piece during machining for the given experimental condi-
tions. The finite-element simulations used a steady-state analy-
sis, 12,000 nodes, 0.02 mm minimum element size and 0.1 mm
maximum element size. Material properties specific to the Al-
7075-T651 alloy are defined in the ThirdWave materials library.
For the cutting conditions used in this study, the peak temper-
atures predicted by the simulations are shown in Fig. 14. The
predicted peak temperatures for the 0◦ rake angle cutting condi-
tions are consistently higher than those temperatures predicted
for the +15◦ rake angle cutting conditions: approximately 10%
(K). This trend is consistent with experimental data showing
consistently lower hardness for the chips cut with 0◦ rake angle
than those chips cut with a +15◦ rake angle. At higher tempera-
tures more coarsening is expected, producing a softer material.
In addition, the simulations also showed that the average steady-
state cutting forces for the 0◦ rake conditions are consistently
higher than those for the 15◦ rake angle conditions.
A temperature–time profile can be generated from the sim-
ulations using the chip temperature as a function of distance
from the tool–chip interface profile (Fig. 15). The temperature–
distance profile can be converted to a temperature–time profile
using the velocity of the chip. The chip velocity, Vc, is the sur-
face speed multiplied by the cutting ratio of the depth cut to the
chip thickness, rc.
1 The use of any commercial product does not constitute an endorsement by
the National Institute of Standards and Technology.
Fig. 14. ThirdWave simulations predicted peak temperature in chip as a function
of cutting speed for +0◦ and +15◦ rake.
Fig. 15. Simulated chip temperature as a function of distance from the tool-chip
interface for the Al-7075-T651 machined surface at 720 m/min. As a steady-
state condition is assumed, the distance axis can be changed to time through
division by the chip velocity; thus, the length of the x-axis is 1.87 × 10−5 s.
5. Discussion of microstructure changes during
machining
Modeling the microstructure changes that occur during high-
speed machining is a significant challenge. In the chips, there are
two microstructural changes that need to be explained. First, it
appears that ! and !′ precipitate sizes increase suggesting some
growth or coarsening occur during the machining processing.
Second, grain re-crystallization, as defined by the homogeneous
evolution of the grain structure via the migration of high-angle
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Fig. 3-8. A close view of turning process[62] 
 
 
Fig. 3-9. A schematic diagram of turning process with notation of forces and other parameters[6] 
Although there are similarities between orthogonal cutting and turning, the 
geometry of the three-dimensional orthogonal cutting is much more complicated. Fig. 3-
10 schematically illustrates the geometry of the insert and tool holder. Compared to 
orthogonal cutting there are several important geometrical features in the inserts used for 
turning. The chip flows on the rake face of the tool [6]. Side rake angle is the angle 
between the rake face and the cutting edge and the back rake angle, is the angle between 
the tip of the tool and the line perpendicular to the workpiece [6].  
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Fig. 3-10. Schematic of the geometry the insert in turning[6] 
The simplest analysis of mechanics of turning is based on mechanistic approaches 
and needs to consider the manner of chip flow [63, 64]. A brief summary of the most 
simplified approach is mentioned here in order to show the linkage between mechanical 
and thermal loads applied to the workpiece and the geometry of cutting and also rest of 
process parameter in turning; namely the radial depth of cut D, the feed rate F, and the 
spindle rotational speed V. In standard chip formation in turning, at least two different 
regions in the chip can be recognized as schematically shown by Fig. 3-11(b). In region I, 
the chip thickness is constant. If the insert nose radius is represented by r, one cane derive 
[6]: 
Altintas, Yusuf. Manufacturing Automation : Metal Cutting Mechanics, Machine Tool Vibrations, and CNC Design (2nd Edition). Cambridge, GBR: Cambridge University Press, 2012. ProQuest ebrary. Web. 15 January 2015.
Copyright © 2012. Cambridge University Press. All rights reserved. 
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Fig. 3-11. (a) Notation of axes of coordinates and (b) schematic of standard chip formation in 
turning[6] 
FxI = KtcF D− r( )+Kte D− r( )
FyI = KrcF D− r( )+Kre D− r( )
FzI = K fcF D− r( )+K fe D− r( )
      (3-18) 
 Ktc  , Kte  and etc. are so called “cutting constants” of the mechanistic approach to 
turning. Details of deriving these constants can be found elsewhere [6, 63, 64]; but they 




cos β −α( )+ tan i tanη tanβ




sin β −α( )




cos β −α( ) tan i− tanη tanβ
cos2 φ + β −α( )+ tan2η sin2 β
    (3-19) 
where 
tan i = tanα p cosψr + tanα p sinψr       (3-20) 
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The rest of symbols have the same meanings as defined earlier for the case of 
orthogonal cutting.  
In region II, where the chip area changes, the forces are calculated by integrating 
the following equations written in differential form. The integration should be performed 
over the curved chip segment [6]. 
dFxII = Ktc θ( )h θ( )+Kte!" #$rdθ
dFyII = − K fc θ( )h θ( )+K fe!" #$rsinθdθ + Krc θ( )h θ( )+Kre!" #$rcosθdθ
dFyII = − K fc θ( )h θ( )+K fe!" #$rsinθdθ + Krc θ( )h θ( )+Kre!" #$rcosθdθ
 (3-21) 
The angleθ in Fig. 3.11 can be safely assumed to be equal to ψr  in Fig. 3-10 [6].   
3-4 Temperature rise in turning 
Compared to orthogonal cutting, turning requires more complicated thermal 
models if analytical derivation of temperature rise in turning is desired. Radulescu et al. 
summarized the reported analytical models for determining the temperature profile in the 
workpiece, tool and chip in turning [65].  In case of turning, the simplified energy 
balance models presented earlier for orthogonal cutting are shown to be very erroneous 
[6, 65, 66]. In order to more accurately predict the thermal flux and the temperature 
profile, the time dependent differential equations that govern the energy balance should 

















∂T r, t( )
∂t
       (3-22) 
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where a is the thermal diffusivity and r is the radial distance at the tool tip. The second 
differential equation that needs to be solved is the heat flux equation[66]:  
Λ r, t( ) = −κS r, t( )
∂T r, t( )
∂r
       (3-23) 
where Λ , κ   and S(r,t) are respectively the heat flux, thermal conductivity and surface of 
integration. Several approaches are reported in the literature in order to solve the PDEs 
mentioned in the text. Komanduri et al. [55, 56] applied a so-called “moving heat source” 
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'         (3-24) 
where q is the heat liberation intensity of the shear plane with the dimension of  
J ms .  Q is a function of cutting conditions such as the presence or absence of coolants, 
length of chip and tool contact and so forth [55, 56].  K0  is a parameter emerging from 
the boundary conditions assumptions (infinite and semi-infinite solutions) as well as 
other geometrical details such as the manner of chip formation and flow, plastic 
deformation (in case of heat due to shear) and friction coefficients (in case of frictional 
heat) and depth of cut. The details of determining K0  is reported in literature [55, 56].  
As an example of modeling and experimental measurements in turning, the recent 
work published by Shihab et al. [67] on turning of AISI 52100 steel should be mentioned. 
Fig 3-12 shows the close agreement between measured and analytically modeled 
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temperatures at different experimental runs. In the 20 runs, the cutting speed was changed 
between 100 to 120 m min , the feed rate was changed in the range of 0.1 to 0.22 
mm rev  and the depth of cut was changed in the rage 0.1 to 0.6 mm [67].  
 
Fig. 3-12. Temperature measurement and analtyical prediction in turning of AISI 5200 steel[67] 
 
3-5 Experimental plan   
In conducting the experimental work to capture the highly localized 
microstructural evolutions caused by machining, there are several issue that are easily 
encountered but not immediately obvious and therefore are very difficult diagnose and 
resolve or avoid. A list of such possible pitfalls in capturing the microstructural 
evolutions turning of AA7075 is as follows: 
1. Exertion of thermo-mechanical loads in machining on the workpiece (not the 
chip) is undeniable, as confirmed by analytical closed-form solutions briefly described 
earlier. However, the assuring that the magnitudes of the loads are high enough to cause 
“tangible” evolution in the microstructure is not a straightforward task. In fact, a large 
number of machined AA7075 samples didn’t show a high-enough level of 
microstructural changes, mainly because the chosen magnitudes of turning parameters 
(i.e. V, F, D and the geometry of the insert and tool) were not high enough. In conclusion,  
2. There are certain limitations on the on the maximal value of process parameters. 
For example, the spindle velocities higher than 5000 rpm are not possible with the 
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available lathe machines at the Georgia Tech shop. Or the depth of cut to values higher 
than a few millimeters are impossible to achieve in commercially available inserts and 
holders.  
3. Electron back-scatter diffraction (EBSD) was the main characterization tool used 
in this work. EBSD is a surface characterization technique and requires a microscopically 
smooth and scratch-free surface for the best results. Sample preparation for EBSD 
involves in polishing the surface. If sample preparation step is not conducted with 
extreme care, there is a high chance that the machining-affected layer is completely 
removed, so no microstructural evolution compared to the as-received material is 
observable.  
4. Even imposing the maximal microstructural evolution by maximal loads and 
making sure the preparation step doesn’t ruin all the previous efforts may not lead to 
experimental observation. As previous reports emphasize, the effects of machining on the 
microstructure is very localized (depending on the material system and material history 
can be few microns), so choosing a correct microscopy tool with the correct lens is 
absolutely crucial.  
5. The microstructural and mechanical history of the as-received material is also 
extremely important. Obviously if the starting material is already heavily deformed (and 
not tempered or annealed) there is very little room for a smaller-magnitude highly 
localized deformation to leave a noticeable impact on the microstructure.  
Considering all the above points, a reduced-factorial two-level factor experimental 
plan is suggested to achieve the objectives mentioned in chapter one. 1-inch diameter 
Aluminum alloy 7075 rods were purchased from McMaster-Carr company. The chemical 
composition is mentioned in Table 2-1. Table 3-1 lists the mechanical properties of the 
material as provided by the manufacturer.   
Okuma™ Spectrum LB2000EX was used to perform the turning experiments. 
Kennametal® CNMA 432-K68 negative insert with a nose radius, Rε = 0.8mm was used 
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as the cutting device. This type of insert is a WC/Co unalloyed grade with minimal wear 
which is used for cutting hard and ultra-hard materials[68]. Fig. 3-13(a) shows a 
schematic of the turning insert. -5° rake angle Kennametal® MCGNR 164D tool holder 
was used to hold the insert. As mentioned earlier and based on the previous reports [6, 
47] negative rake angles, exert higher forces to the workpiece and causes severe insert 
wear. That’s why negative holders are occasionally used in industry and rake angles 
lower than -5° are not commercially available.  Fig. 3-13 shows the geometry of the 
insert and the holder used in machining experiments. Table 3-2 lists the dimensional 
characteristics of the insert and the holder [68]. 
Table 3-1 Properties of the as-received AA7075[69] 
Hardness (V) 175 
Modulus of elasticity (GPa) 72 
Yield Strength (MPa) 440 
Ultimate tensile strength (MPa)  510 
Elongation at break (%) 11 
Solidus (°C) 477 
Liquidus (°C) 635 
Coefficient of thermal Expansion-linear at 25°C (µm/m-°C) 23.6 




Fig. 3-13 Geometrical sketch of (a) Kennametal CNMA432-K68 insert and (b) Kennametal MCGNR-
164D holder used in the turning experiments[68] 
A reduced factorial experimental plan with two-level factors was used. Apart from 
the same tool and holder geometry (which causes the a very aggressive cutting), the other 
remaining factors to change are, the rotational velocity of spindle V, the feed rate F and 
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the radial depth of cut D. Table 3-3 itemizes the process parameters and the chosen 
levels.   
Table 3-2 Dimensions of the insert and the holder used in experiments. The symbols are defined in 
Fig. 3.13 and the unit is millimeter[68] 
D D1 S L10 Rε H F B L1 L2 
12.7 4.76 5.16 12.9 0.8 25.4 31.75 25.4 152.4 31.75 
 
 
Table 3-3 The changeable process parameters and the chosen low and high levels 
 
 D (mm) F (mm/rev) V (rpm) 
Low  1 0.01 200 
High  3 0.8 5000 
 
Noting Table 3-3, one realizes that even the lower depth of cut (1 mm) is extremely 
high compared to the usual values reported in literature [6]. Additionally, the higher-end 
feed rate and spindle velocity are significantly higher than the values usually reported in 
literature or industrially applied to manufacture parts.  
The machined samples were mechanically polished by 180, 240, 320, 400, 600, 800 
and 1200 grits. Then the samples, were polished by 3 and 1 µm colloidal diamond 
suspension and finally were fine-polished by 0.04 µm colloidal silica suspension. The last 
step of sample preparation was electropolishing by a Struers Lectropol-5 electropolisher 
machine under constant 25 V potential in a 40 ml perchloric acid/400 ml ethanol/ 400 ml 
distilled water solution for 1 min.   
A TESCAN MIRA X3 FE-SEM equipped with EDAX-TSL EBSD camera was 
used to perform microstructural analysis. In EBSD investigations, machined surfaces (or 
in case of the as-received sample, a peripheral surface) were scanned in 2 µm steps. The 
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SEM was operated at 20kV with the beam intensity of 19 µA and a spot size of 68 nm. 
Fig. 3-14 schematically shows the geometry of experiments and the investigated region 
with respect to the machined surface. The collected EBSD data were cleaned up by 
“neighbor orientation correlation” procedure of EDAX-TSL OIM™ software package. 
The start of the clean up process was level 1 and ended at level 5.  The methodology 
details of texture evolution modeling is explained in chapter 4.  
Microhardness measurements were conducted by Buehler Tukon™ 1102 
microhardness machine on the electropolished surfaces. The microhardness test was 
conducted under the ASTM E384 standard with a Vickers indenter under 2 kg of force. 
Each hardness test was repeated 5 times in order to make sure about statistical soundness 
of the results.   
 
Fig. 3-14. (a) The schematic geometry of the turning experiments. The area hatched by the red color 
is the cross-section normal to the axis of the cylindrical sample. (b) The top view of the normal cross-
section. The machined surface (gray color) and the region investigated by characterization tool are 
schematically demarcated 
 
3-6 Finite element analysis  
Finite element analysis (FEA) is an effective tool for solving a wide range of 
problems dealing with simultaneous high-order partial differential equations (PDE). In 
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most of the cases that FEA is applied, either the governing PDE can’t be analytically 
solved or the geometry of the problem is very complicated that makes the application of 
boundary conditions impossible. Turning has both the characteristics. That’s why in 
computational modeling of machining processes, FEA is the most widely used modeling 
tool in order to determine the thermo-mechanics of machining processes. In turning, FEA 
provides the unique capability of finding all the time-dependent mechanical and thermal 
entities such as stresses, strains, strain rates, temperature and etc. in the workpiece, chip 
and tool. FEA also provides the possibility of considering the frictional interactions 
between the tool and the workpiece.  
One of the viable FEA software packages which is tuned for machining processes is 
the DEFORM™ Premier package developed by Scientific Forming Technologies Corp. 
The temperature-dependent stress-strain-strain rate model of Johnson-Cook type for 
AA7075 taken from [70]. The frictional parameters between the 0.8 mm nose carbide 
tool and AA7075 was taken from [29]. Similar to experiments, FE modeling was 
performed on a 25.4 mm diameter piece with the process parameters listed in Table 3-3. 
In order to save computation time, a 45° arc of the cylinder was only modeled. Fig. 3-15 
demonstrates a schematic geometry of the analysis domain, the insert and the sample. 
The element size was varied based on the required accuracy of field variables. Fig. 3-16 
shows the modeled arc and the cutting insert illustrating the mesh size variation as well as 
the insert in cutting action. The minimum element size is 100 µm and the maximum 
element is 1.2 mm with more than 11000 elements in the total assembly. Convergence 
analysis was performed in order to make sure the element sizes were chosen optimally.  
ABAQUS ™ version 6.13 was used as the FEA tool to obtain the results presented 
in chapter 7, where more details about the corresponding simulations are outlined.  
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Fig. 3-15. Schematic demonstration of the insert, the uncut surface and the analysis domain; the 
image taken from [71]. A 45° arc of the 25.4 mm diameter piece was analyzed in this research. 
 
 
Fig. 3-16 (a) the insert (blue) and the simulated arc in turning of the AA7075 (yellow); the mesh size 




The stress, strain, strain rate and temperature that a material experiences in a 
cutting process are direct functions of cutting parameters and the geometrical 
configurations of cutting process. Establishing such functional relationships is relatively 
straightforward for 2D simplifications of cutting processes. A 3D cutting action such as 
turning, requires more computational and numerical power for complete determination of 
the thermo-mechanics of the process.  Finite element method is an accurate alternative to 
analytical cutting models. For a specific problem, the required computation power and 
time for FE modeling is usually more than most of the analytical approaches. However, 
FE method doesn’t make the simplifying assumptions that are usually made in almost any 
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analytical model. In addition, FE provides numerical values of position and time 
dependent field variables where analytical models may have limitations in calculating.  
Based on previous experiences in machining of Al-based materials, observable 
evolutions in microstructure do not occur unless the machining conditions are very 
aggressive. Considering this fact and along the guidelines provided in chapter 1 to 
achieve the objectives of this project, an experimental plan was designed and followed.  
Depth of cut, feed rate and spindle speed, with two low and high level values, were 
chosen as process parameters of this research work. Preparation of samples for 
microstructural characterization plays an important role in conducting experimental 
observations, since complete removal of the machining-affected layer below the surface 
is very likely if preparation steps are not performed with extreme care. All the 
experimental and post-experimental procedures were conducted according to established 
standards or conventions of the scientific community. 
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4. CRYSTALLOGRAPHIC TEXTURE EVOLUTION 
4-1 Crystallographic Texture and Anisotropy 
 In crystallography, “texture” is defined as preferred orientation of crystallites in a 
polycrystalline aggregate[72]. There is a wide spectrum in the degree or intensity of 
texture, starting from a completely random orientation of grains to a fully textured 
aggregate, where “all” the grains are oriented along the same direction. Such a condition 
means that all the (hkl) planes in all the grains are parallel to each other. In nature, 
microstructures close to both ends of the spectrum (i.e. randomly oriented or fully 
textured) can be found [73]. One should note that a 100% randomly oriented 
microstructure is very unlikely to naturally occur or even synthesized in laboratory. 
Almost any so-called randomly oriented microstructure has a degree of inhomogeneity 
and non-randomness in the orientation of crystallites, but obviously microstructures very 
close to “theoretical” randomness are absolutely common; in fact the great majority of 
natural or synthesized crystalline materials are considered as randomly oriented. Thermo-
mechanical processes such as heat treatment, rolling, extrusion and so forth can 
remarkably alter texture in metals.  
The importance of texture in materials science stems from “anisotropy”. 
Properties (mechanical, thermal, magnetic, optical, chemical, etc.) of single crystals can 
be very different along different crystallographic directions. For example, rotation of axis 
of loading can lead to a %15 change, namely from 63 to 72 GPa, in the Young’s modulus 
of commercially pure Aluminum, [74]. The dependence of the Young’s modulus to the 
rotation of axis of loading in single crystal aluminum is shown in Fig. 4-1. As another 
example, Choudhuri et al. measured the speed of sound along different crystallographic 
directions of single crystal aluminum and reached to a 10.4% difference between  <100> 
and <111> directions [75].  
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Fig. 4-1 The change in Young's modulus of Al single crystal as a function of rotation of axis of 
loading with respect to the single crystal orientation[76] 
 
Anisotropy in Aluminum and its alloys is more pronounced in plasticity and 
plastic properties. Hosford studied plasticity of Al-4wt%Cu single crystals and concluded 
that there is a 25% difference in the level of stress in stress-strain curves of single crystals 
in plane strain compression as shown by Fig. 4.2 [77].   
 
Fig. 4-2 Plane strain compression curves of Al-4wt%Cu single crystal along different 
crystallographic orientations [77] 
 
The above examples, demonstrates the importance of texture analysis in materials, 
specifically because metals such as aluminum and its alloys are very prone to texture 
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evolution in thermo-mechanical processing (refer to section 2-2-3). Such significant 
differences in properties, which are caused by manufacturing processes, affect the 
processes in the first place and also can deteriorate performance or even lead to failure if 
not considered in the design steps. 
The investigation of texture in materials can be generally categorized in two 
classes: macro-texture and micro-texture analysis [73]. Macro-texture deals with larger 
scale pieces of materials (mm length scale), like a rolled sheet of metal, and investigates 
the volume-averaged texture components in this length scale. Traditionally, X-ray 
diffraction has been used to perform macro-texture studies on materials[73]. On the other 
hand, micro-texture is the localized analysis of the texture in the order of µm or below. 
This type of analysis is specifically useful if the texture modification is localized and 
mostly occurs over a surface. Electron-back scatter diffraction (EBSD) is the main tool to 
analyze micro-texture[73, 78]. EBSD is an additional module that can be installed on 
scanning electron microscopes (SEM) to accommodate micro-texture investigations. If 
the analysis of texture is required in the nanometer scale, the transmission electron 
microscopy (TEM) counterpart of EBSD, which is called Precession Electron Diffraction 
(PED), can be applied. PED has the unbeatable capacity in texture analysis of grains in 
the order of 10 nm or below in size. If orientation of a single grain (regardless of size) is 
required (a single grain doesn’t have anything to do with texture), selected area electron 
diffraction (SAED) capability of TEM should be used. Similar to EBSD cameras in the 
case of SEM, PED detectors can be added to TEM machines, while almost all the modern 
TEMs are equipped with SAED detectors.  
 
4-2 Representation of texture 
 Position of any point in material space is determined by three components, 
usually noted by x, y and z. These components determine the distance of the point from a 
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“reference point” called the origin. x, y and z are the necessary movements along the 
Cartesian axes to get to the desired point from the reference point. Similar to position, 
“orientation” of objects in space can be determined by means of three components, which 
are called “Euler angles”. Euler angles are the necessary rotations about Cartesian 
coordinate axes, which can get to the desired orientation from a reference orientation. 
Unlike position coordinates, orientation coordinates (i.e. Euler angles) can be defined in 
more than one way [72]. In this work, we follow the notation chosen by Bunge [79]. In 
Bunge’s notation, the Euler angles are shown by ϕ1 , Φ and ϕ2 . Figure 1.4 demonstrates 
the definition of Bunge’s notation. In order to get to the desired orientation,ϕ1 is the 
rotation about the z axis. Φ is rotation about the already rotated x axis which is shown by 




Fig. 4-3. Schematic illustration of Euler angles defined by Bunge's notation. Image taken from[80] 
 
Similar to any object, the orientations of crystallites in space can be represented 
by Euler angles. The reference orientation is so-called the “sample” or “laboratory” frame 
and obviously should be kept constant in any texture analysis. The orientation 
coordinates of each crystallite, is called the “crystal” frame. In Bunge’s notation of Euler 
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angles, the range of ϕ1 and ϕ2 is [0,2π], while Φ in the [0, π] range covers all the possible 
orientations.  
Pole figures 
In order to represent the degree or existence of a preferred orientation in 
polycrystalline aggregates, it is helpful to have a normalized intensity plot of certain 
crystallographic planes of all the crystallites with respect to three sample coordinate axes. 
“Pole figures” serve this purpose. Since, texture deals with orientations and angles, a 
stereographic projection is used in plotting pole figures. Fig. 4-4 shows a (111) pole 
figure in rolling of AA7075[81]. The three orthogonal sample directions are rolling 
direction (RD), transverse direction (TD) and normal direction (ND). In Fig. 4-4 ND is 
the center of the pole figure and RD and TD are denoted. Since the directions are 
orthogonal, the angular distance between the RD or TD and ND is 90° which is equal to 
the radius of the pole figure. The iso-intensity contours show the orientation of 
normalized population of the (hkl) planes, in this case (111), with respect to these three 










Inverse pole figures (IPFs) 
In rolling and similar processes, the sample coordinate has three distinctive 
directions, which makes pole figures suitable means to demonstrate texture.  If the 
process, involves with one important direction rather than three (such as extrusion or 
drawing), then the inverse pole figures (IPFs) are superior means to manifest texture. 
Additionally, if a surface is processed, again IPFs are more beneficial to represent texture 
since the normal to the surface can be considered as the single important direction of the 
IPF. 
 Machining belongs to this category, where a surface (either the machined surface 
or one surface normal to it) can be assumed as the primary surface of texture analysis. In 
inverse pole figures, the normalized populations of crystallographic planes in all the 
crystallite are shown as iso-intensity contours. Similar to pole figures, the stereographic 
convention of 90° radii and quarter-arcs holds true in determining orientations. Fig. 4-5 
shows a complete inverse pole figure, typical of cubic crystals. There is no iso-intensity 
contour plotted on this image and therefore, it is not representing planes normal to a 
direction (or to a surface).  
 
Fig. 4-5. A schematic of complete inverse pole figure of cubic materials. Each pole belongs to the 
certain plane labeled. Image taken from[82] 
 
A complete IPF (such Fig. 4-5), looks like a pole figure. To differentiate, in 
presentation of IPFs, a pseudo-triangular portion, so-called “standard triangle”, confined 
by (001), (101) and (111) planes, is used. Related to inverse pole figures, the grain maps 
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obtained by EBSD also show the orientation of grains of the scanned surface with respect 
to the three crystallographic planes mentioned above. In other words, these maps show 
the orientation of the crystallographic plane of the grain at the surface with respect to the 
three planes above. Obviously, another direct application of such inverse pole figure 
maps is obtaining grain size and size distribution. Additionally, these maps can provide 
information on grain boundary characteristics. Fig.4-6 shows the IPF of the as-received 
AA7075 material. The intensities in pole figures are normalized to “theoretical randomly 
oriented” microstructures. This means the intensity 1 is the theoretical random. Intensities 
below 1 have no physical significance and only occur because of the necessities of 
numerical calculation of texture (will be covered in next chapters). The intensities higher 
than 1, demonstrate non-randomness. Fig. 4-6 shows that the as-received material is not 
completely randomly oriented, although very close. The maximum intensity on the as 
received IPF is ~2.3 and it occurs for the planes halfway between (001) and (111) which 
is (112) plane. 
 Fig. 4-7 exhibits the grain map overlaid by inverse pole figure of the as-received 
rod.  There are two important parameters in determining the quality of EBSD scans, 
confidence index (C.I.) and image quality (I.Q.). C.I. is a measure of the success of the 
software to assign a (hkl) plane of the corresponding crystallographic system to each scan 
point. C.I. ranges between 0 to1; where 0 means software has failed in determining the 
orientation of the point and 1 means a 100% math between the scan point and the 
theoretical crystallographic index. Due to atomic scale inhomogeneities, strains and 
residual deformations in grains and resolution limits of the detector and the SEM, C.I. 
values above 0.1 are accepted as reliable[78]. On the other hand, I.Q. provides a 
qualitative description of the successfulness of a scan without any significance of its 
absolute value. Thus instead of presenting the I.Q. in terms of a number, a gray-scale map 
similar to the colored orientation map is presented (e.g. Fig. 4-7(b)). A scan with high 
enough quality has and I.Q. map congruous to grain map. Because the scan at the grain 
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boundary points have lower quality (and also C.I.), so the grain boundaries appear darker 
on I.Q. maps. Comparing Fig. 4-7(a) and (b), one realizes that the scan of the as-received 
AA7075 had a high quality. The average C.I. of the scanned points was 0.42.  
 




Fig. 4-7 (a) the grain and (b) the image quality (IQ) maps of the as-received AA7075. The average 
confidence index (CI) of the scan was 0.42. 
 
In Fig. 4-7, a qualitative distribution of grain sizes can also be seen. There are 
large grains with equivalent diameter more than 150 µm and smaller grains with 
diameters around 10 µm are also visible. Next chapter delves more deeply into the 





ODF Plots and constant cross-sections 
Inverse pole figures (and pole figures) provide a more qualitative description of 
texture. In order to fully describe the texture characteristic of a material, usually several 
of such figures are provided. Even providing multiple (inverse) pole figures can lead to 
an inevitable loss of some orientation data. Complete and quantitative portraying of 
texture is done through the “orientation distribution function” or ODF. The ODF is a 
probability density function, which yields the probability of finding a certain orientation 
g (i.e. g = ϕ1,Φ,ϕ2( ) ) in a polycrystalline aggregate. The mathematical definition of the 
ODF, represented by f, is:  
 dV (g)
Vtot
= f (g)dg         (4-1) 
Where dg represents an orientation element. dV(g) is the volume of crystallites 
having the g orientation (in the sample coordinates) and Vtot is the total volume of the 
polycrystalline body. Since f is a probability function, integrating f over the total volume 
of the material is equal to unity:  
f g( )dg!∫ =1          (4-2) 
It can be easily shown that [79], dg = 1
8π 2
sinΦdϕ1dΦdϕ2 then one can rewrite 
eq. (4-2) as:  









∫     (4-3) 
Conventionally (and similar to intensity contours in (inverse) pole figures), the 
ODF is normalized to the “theoretical randomly oriented” polycrystal. Such an aggregate 
is assumed to have a constant intensity of 1 in the whole range of the three Euler angles. 
Any non-randomness in a material then represented by intensity above unity, the higher 
the intensity is, the further the orientation is compared to random. Such a conventions 
makes comparison of texture components in different materials possible. Computation of 
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ODF from experimental micro-texture data seems straightforward since volume (or 
equivalently the area on 2D images) of each crystallite and its orientation (i.e. 
g = ϕ1,Φ,ϕ2( ) ) is known. Additionally, computation of the ODF from macro-texture data 
(i.e. pole figures obtained by X-ray diffraction) is also possible and the algorithms are 
explained elsewhere [73, 79].  
It can be shown that Euler angles provide an orthonormal bases vector [79]. The 
ODF is a function of three arguments (i.e. f = f ϕ1,Φ,ϕ2( ) ); therefore visualization of 
ODF requires four dimension, three for the arguments and the fourth one for the value of 
the function.  One way of visualizing the ODF is plotting the iso-intensity contours of the 
ODF in the three-dimensional space of Euler angles. This way of presentation is 
exclusively the only way found in the reports of open literature. Fig. 4-9 demonstrates a 
hypothetical ODF in the 3D Euler space.  
 
Fig. 4-8 A 3D representation of the ODF of a hypothetical material[83]. 
 
 
Symmetry in the crystallographic system reduces the necessary range of Euler 
angles to completely describe the ODF. Although pure geometrical consideration defines 
the range that mentioned earlier, symmetry dictates that a complete ODF for a cubic 
material is described in the range 0 ≤ϕ1 and ϕ2  ≤ 45° and 0 ≤ Φ ≤72°[79]. This region of 
the Euler space is called the “fundamental zone”. Out of the fundamental zone (in the full 
range of the Euler space) the ODF repeats itself. Each crystallographic system posses a 
different fundamental zone [79]. Nevertheless, for the sake of presentation, the three axes 
of coordinates demarcate a range from 0 to 90°. In fact, this representation provides more 
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than enough data, still easier to plot and visualize. The ultimate goal behind plotting the 
ODF is obviously to observe the effects of different processes on texture as well as 
comparing the texture characteristics of different processes and different materials 
together. The normalized ODF, which is plotted in Fig. 4-8, can hardly achieve this goal. 
Complexity of the functional relationship of f of ϕ1 , Φ and ϕ2 , as well as existence of 
different intensity levels make understanding of texture difficult. Additionally, the 
inevitable plotting of the iso-intensity contours on the faces of the Euler space cubes, 
prevents visibility of the interior of the cube, unless only a selected intensity contour is 
plotted.  
Therefore, for a clearer representation of texture and a faster qualitative and 
quantitative analysis, the normalized ODF is plotted in 2D contour maps at constant 
cross-sections of one the three Euler angles. Fig. 4-9 demonstrates the constant ϕ2 cross-
sections of the ODF of the as-received AA7075 material. The 0 to 90° range of ϕ2 is 
sectioned at 5° intervals. Obviously for closer following of the 3D ODF plot, one can 
section at lower angle intervals; although sectioning the ODF by intervals below 5° is 
absolutely rare.  
Looking at 4-9, one realizes that finding and following the occurrence of 
maximum intensities in the Euler space is much easier. As mentioned earlier, the 0-90° 
range for Euler angles represents too much information for cubic system. Along the same 
lines and in order to make interpretation of ODF much easier, it is common to consider 
even less cross-sections; specifically because important texture features in systems such 
as cubic (or even hexagonal) occur at certain ϕ1 , Φ and ϕ2  angles. In this work, a 
convention for face-centered cubic (FCC) system [73] is followed and constant cross-
sections at ϕ2 = 0 , 25, 45 and 65° are presented. In addition to presenting the ODF in a 
Cartesian coordinate, a polar coordinate can be used to present iso-intensity contours of 
ODF as a function of three Euler angles. Then the cross-section of ODF at constant Euler 
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angles leads to pole figures. This way of representing texture is so-called “crystal 
orientation distribution” or COD.      
 
 




Texture analysis started with X-ray investigations of rolled of metals and alloys. 
Researchers observed that for different materials (even belonging to the same crystal 
system), different points in the Euler space will show maximized ODF intensities after 
being rolled. In other words, rolling of Cu and Al (although both are FCC metals) will not 
necessary lead to the same preferred orientation or ODF. These specific points with high 
intensity observed in the ODFs of different rolled materials are called “texture 
components” and each is given a name to designate. Table 4-1 summarizes the highly 
encountered texture components in rolling of Al and Al alloys[84]. It is important to note 
that almost all the texture components have several varieties occurring at different Euler 
angles [72, 84]. 
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Table 4-1. Frequently observed texture componets in rolling of Al and Al alloys[84]. The Euler angles 
are expressed in degrees. 
Texture component ϕ1  Φ  ϕ2  
Copper (C) 90 30 45 
Brass (B) 59 34 65 
S 35 45 0/90 
Goss (G) 0 45 0/90 
 
In many cases, a mixture of high intensities of several texture components exists 
in a material. Therefore, the texture is expressed by volume fraction of different 
components forming the texture characteristic of a material [85, 86]. Yet, the better way 
to express the texture attribute is through “texture fibers”.  
A closer look at most of the ODFs reveals that the maximal intensities are 
continuous along orientation paths in the Euler space. These orientation paths (or 
orientation tubes) are so-called fibers. Fig. 4-10 schematically shows the two common 
fibers in rolling of FCC materials.  
 
Fig. 4-10. Schematic illustration of α and β fibers[87] 
 
The α fiber is the continuation from Goss component towards Brass component 
and the β fiber starts from Brass component and ends in Cu.  In processes other than 
rolling, other fibers may occur in FCC metals as well. Table 4-2 lists the most common 
fibers of FCC metals with their start and end Euler angles.  
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Table 4-2. Most common FCC texture fibers with start and end Euler angles in degrees 
Fiber Designation 
 Start    End 
ϕ1  Φ  ϕ2    ϕ1  Φ  ϕ2  
α 0 45 0   90 45 0 
β 90 35 45   35 45 90 
τ 90 0 45   90 90 45 
γ  60 54.7 45   90 54.7 45 
 
One can reduce the dimensionality in visualization of the ODF to only one 
dimension (compared to 2D cross-sections of the Euler space), by plotting the intensity of 
the ODF along fibers. This way provides a more feasible way for quantitative and 
qualitative comparison of texture though some details may be lost. Fig. 4-11 shows the α, 
β and τ fiber plots for the as-received material.  
 
 
Fig. 4-11 (a) α, (b) β and (c) τ fibers of the as-received material 
 
Fig. 4-11 is plotted with the normalization convention that the intensity of a 
randomly oriented sample is unity; so any part of the plot below has no physical 
significance. Additionally, small negative values may also show on the plot. Such values 
should also be neglected since a value can’t be a negative times as much as a reference. 
The reason why such negative values appear on fiber textures will be explained in the 
next chapters. Fig. 4-12 shows that the probability of finding grains along the β fiber and 
where ϕ2 ≈55° is about 9 times of a randomly oriented material. Additionally, the 
probability of finding grains oriented along the τ fiber where Φ ≈40° is 4 times as much 
as a random sample. Comparing the three fiber textures of the as-received material, one 
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can conclude that the grains of the as-received material are more probable to be oriented 
along the β fiber where the minimum of the curve is at ~2 times random intensity. Such a 
behavior is reported for extrusion of Aluminum alloys [84, 88].  
 
4-3 Modeling of texture evolution 
 As mentioned in chapter 2, thermo-mechanical processes change the orientation 
of grains. As an example, recrystallization process is believed to change the rolling 
texture to a mixture of C component and random orientation [23]. Similarly, inelastic 
deformation can impose a remarkable effect on texture. Slip and twinning are the top 
inelastic deformation mechanisms in crystalline materials. Experimental observations 
suggest that in FCC metals such as Aluminum, twining is mostly suppressed and the 
major mechanism of inelastic deformation is slip [89-91]. “Slip” is the movement of 
dislocations on certain crystallographic planes along certain crystallographic direction 
(i.e. the Burgers[92] vector of the dislocation).  The combination of slip plane and slip 
direction is called the “slip system”. Each crystal system possesses a different number of 
slip systems. In FCC crystals, the slip planes are the 111{ } family and the slip direction is 
the <011> family [93]. Considering the different unique planes and directions in these 
two families, one concludes that FCC system has 12 slip systems. Table 4-3 summarizes 
the 12 slip systems of FCC lattice.  
 
Table 4-3 The 12 slip systems of FCC crystal 
Plane 111( )   Plane 111( )  
Direction [011]   [110]  Direction [011]  [101]  [110] 
Plane 111( )   Plane 111( )  
Direction [011]  [101]  [110]   Direction [011]  [101]  [110]  
 
 
 The reason of changing the crystallographic orientation of grains in deformation 
by slip is explained by Schmid’s law [94]. It is thermodynamically preferable for crystals 
to orient the normal to the slip plane (n) to the direction(s) of the externally applied loads 
[011]
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in deformation. Fig. 4-13(a) and (b), schematically show this phenomenon in uniaxial 
tension and compression.  Activation of any slip system requires that he shear stress 
acting on the slip system reach a critical value, so-called the “critical resolved shear 
stress” or τ CRSS .  
The problem of capturing the changes in crystallite orientations in plastic 
deformation of a polycrystalline material is so-called “crystal plasticity”. Sachs[95] and 
Taylor[96] were the pioneer researchers tried to solve the problem. Sachs assumed that 
all the crystallites in the aggregate experience the same state of stress during all the steps 
of deformation. This simplifying assumption leads to violation of compatibility condition 
between grains [97, 98]. Taylor made a different simplifying assumption to avoid the 
compatibility issue. He assumed all the grains experience the same state of strain in 
plastic deformation [96]; but this assumption violates the equilibrium condition [97, 98]. 
 
 
Fig. 4-12 Schematic illustration of crystal rotation in (a) uniaxial tension and (b) uniaxial 
compression. b denotes the slip direction[93] 
  
 
During the past decades, a great deal of attention was paid to modifying Sachs- or 
Taylor-type models[99]. Furthermore, several other models was proposed by 
researchers[100, 101]. Followed by groundbreaking work of Eshelby[102] on obtaining 
the strain fields in ellipsoidal inhomogeneities embedded in solids, “self-consistent” 
approaches to solve the crystal plasticity problem were introduced [97, 103].  Self-
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consistent methodology approximates each grain with an equivalent ellipsoid and 
replaces the rest of grains with an equivalent homogenized medium; where properties are 
obtained by the self-consistent homogenization method [104]. Then, following the 
formalism proposed by Eshelby, the strain and rotation fields in the ellipsoidal grain can 
be obtained. Therefore, activation of different slip systems can be captured and rotation 
of each grain can be determined. Ahzi et al. modified the self-consistent model to 
accommodate time-dependent large deformations [99]. Such schemes are called visco-
plastic self-consistent or (VPSC) techniques. Lebensohn and Tomé were able to modify 
the available VPSC models to cover large visco-plastic deformations in non-cubic 
systems [105]. The research on more accurate, computationally inexpensive solutions for 
the crystal plasticity problem is still continuing. A good example is the statistical crystal 
plasticity scheme suggested by Garmestani et al. [106, 107]. In this work, we exploit the 
VPSC scheme. The computer code is available by the Los Alamos National Laboratory. 
The 6th version of the VPSC code written in FORTRAN was compiled and run with 
double precision by Intel® FORTRAN compiler (version 14.0.2) licensed to the Georgia 
Institute of Technology. The basis of the VPSC scheme is as follows:  
The Schmid paramter mij , is the symmetric part of the tensor product of n and the 




nibj + binj( )         (4-4) 
The strain rate in the crystal !εij
c , is assumed to have a power law relationship with 
the stress σ and the critical resolved shear stress τ CRSS , of the crystal:  
!εij












∑       (4-5) 
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The superscript s denotes the slip system and the summation is done over all the 
active slip systems. !γ 0  is a normalization factor and n  is the rate-sensitivity exponent of 
the material. The VPSC scheme linearizes eq. (4-5) [99, 105]: 
!εij
c =Mc !ε( ) :σ c        (4-6) 
where Mc is a rate dependent secant modulus. The same type of equation can be 
written for the equivalent homogenized medium [99, 105]:   
 !εij =M :σ          (4-7) 
The over-bar denotes the values for the medium. The self-consistent approach 
leads to [99, 105]:  
!εij
c − !εij =M
C : σ c −σ( )        (4-8) 
and 
MC = n I − S( )−1 : S :M        (4-9) 
where S is the forth rank Eshelby tensor which is only a function of the shape of 
the ellipsoidal grain [102]. The spin (rate of rotation) Ωij
c  of the crystal, which accounts 
for the crystallographic texture evolution can be found:  
Ωij
c −Ωij =Π : S
−1 : !εij
c − !εij( )        (4-10) 
∏ is the skew-symmetric forth rank Eshelby tensor [102]. The hardening behavior 
of the material is considered and used to update τ CRSS during the process. The Voce 
hardening law [108] is used the code. The constitutive behavior of AA7075 can be 
obtained for each temperature through a Johnson-Cook model [70] and fitted into the 
Voce law.  Eq. (4-11) presents the Jonson-Cook model:  
 
σ = A+Bε p

















     (4-11) 
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where A,B,C, n and m are materials constants with the values reported in [70]. 
Table 4-4 lists the material parameters. The reason behind using the Johnson-Cook model 
is its capability in incorporating the effects of high temperature, which are of prime 
importance in machining. In fitting the Johnson-Cook equation to Voce’s law, the 
temperature obtained by FEM was considered in obtaining the Voce constants for each 
VPSC run. 
Table 4-4 Material parameters for AA7075 reported by[70] 
A B n C m 
527 575 0.72 0.017 1.61 
 
4-4 Micro-texture evolution in machining of AA7075 
 In addition to the material parameters, the VPSC code requires the loading inputs 
in form of the components of the velocity gradient tensor and total strain (equivalent 
strain) applied to the material in the process. As described in chapter 3, FEA was used to 
determine thermomechanical loads.  As an example, Fig. 4-14 shows the equivalent stain 
and strain rate in a middle step during cutting operation under D =1 mm, F =0.01 mm/rev 
and V = 5000 rpm. D, F and V respectively stand for depth of cut, feed rate and spindle 
speed.  
Fig 4-14 is snapshot showing two mechanical parameters at a frozen time. 
However, In order to completely capture the microstructural evolution in the whole 
duration of cutting, one needs to consider all the thermo-mechanical as a function of time. 
In order to achieve this, 10 material points with almost equal distance across the width of 
cut were used as benchmarks for obtaining the velocity gradient and total strains. Fig. 4-
15 shows the chosen point. The data for theses points are captured for during the whole 
duration of the process as can be seen, the points don’t go into the chip after the cutting 




Fig. 4-13. (a) effective strain and (b) effective strain rate obtained by FEM for simulating machining 




Fig. 4-14. The points in the workpiece chosen for extracting mechanical data necessary for running 
the VPSC code 
 
Fig. 4-16 demonstrates the equivalent strain and strain rate obtained from the 
simulations of machining under D =1 mm, F =0.01 mm/rev and V = 5000 rpm. 
The equivalent strain (or similarly the strain rate) is calculated by the following 
equation: 
 
εeq = 23 εijεij          (4-12) 
 
Fig. 4-16 shows that first of all, the values are very high; strain in the order of 5 or 
6 and the strain rate in the order of 104 (1 s ). These orders of magnitude are common for 
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cutting and material removal operations [6] and are basically a sign of soundness of 
simulation and data report. Although these values are in the order of other reported values 
in literature, they are higher than most of the reports. This is because of the extremely 
aggressive cutting conditions chosen to maximally affect the microstructure of the 
material. In addition, Fig. 4-16 reveals that values of strain and strain rate for the 
intermediate points across the width of cut (i.e. points 4, 5 and 6) are higher than the rest 
of the points, although all the points have values in the same order. This doesn’t seem to 
violate previous reports and analytical derivations of strains in metal cutting. 
 
 
Fig. 4-15. FEA simulation results of (a) equivalent strain and (b) strain rate for machining under D=1 
mm, F=0.01 mm/rev and V=5000 rpm. The 10 points are demarcated in Fig. 4-15.  
 
  
In addition to material constants and crystal slip systems and the initial orientation 
of grains in terms of Euler angles; the full velocity gradient tensor and the total plastic 
strain of a deformation process are the two necessary inputs for the VPSC code to 
simulate rotation of grains. The DEFORM package doesn’t calculate the velocity gradient 
directly. However, since the position and velocity components can be extracted as a 
function of time, velocity gradient can be numerically calculated. In calculation of the 
velocity gradient, the correctness check is the inelastic incompressibility:   
vi,i = 0          (4-13) 
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where vi is the component of the velocity and the , i notation denotes partial 
differentiation with respect to xi (i.e. x, y or z). According to Fig. 4-16, maximal strains 
and rates occur at points 4,5 and 6; therefore an average value for all the velocity gradient 
components of these points is determined and plotted in Fig. 4-17.  
 
 
Fig. 4-16 The full velocity gradient tensor for average of points 4, 5 and 6 of Fig. 4-15. The red arrow 
shows the time steps that these point experience non-zero velocity gradient 
 
According to Fig. 4-17, in the duration of cutting, at three distinctive time steps, 
these three points experience a non-zero velocity gradient, which is marked by red 
arrows; although the strain, strain rate and velocity components can be non-zero during 
these time steps. Fig. 4-17 shows that in turning, a complicated load is applied to the 
material, which is far from 2D plane strain simplification. (Plots not shown here but plane 
stress assumption is also not valid for turning). In addition to the main diagonal 
components of the velocity gradient tensor (i.e. vx,x , vy,y and vz,z ), the shearing 
components namely vy,x , vz,x , vx,y and vy,z are non-zero and have values in the order of 
the diagonal components. Fig. 4-18 demonstrates that the incompressibility condition is 
acceptably satisfied for the velocity gradient components plotted in Fig. 4-17. 
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Fig. 4-17 (a) The diagonal components of the average velocity gradient tensor for points 4, 5 and 6 of 
Fig. 4-15 under D=1 mm, F=0.01 mm/rev and V=5000 rpm. (b) Checking the incompressibility 
conditions.  
 
As shown by Fig. 4-18 (a), the average diagonal components have values with the 
almost same magnitude but different signs. Fig. 4-18 (b) illstrates the acceptable 
satisfaction of the incompressibility condition. Interstingly is vz,z ≈0 while according to 
Fig. 4-17, at least one of shear velocity gradients acting on yz and zx  planes are non-zero. 
The VPSC code considers hardening of material. Therefore, three separate runs for the 
three deformation impacts shown by the red arrows in Fig. 4-17 would lose the hardening 
effects of the previous runs. So, all the components of the three impaces were 
superimposed and one VPSC simulation were run for each sample. In other words, it was 
assumed that all the deformation occurred at once. Considering the time scale of Fig. 4-
17, (ten thousandths of a second); this simplifying assumption seems valid.  
As will be explained in chapter 5 (and can be seen in Fig. 5-4), the depth 200 µm 
below the machined surface can be safely chosen as the depth below which our 
characterization instruments can capture no microstructural phenomenon. Therefore, all 
the following micro-texture analyses are extracted from this area.  Fig. 4-19 and 4-20 
compare texture characteristic the obtained by experiments after machining and FEA and 










Fig. 4-19 (a) Experimental and (b) computational ODF for machining at D=1 mm, F=0.01 mm/rev 
and V=5000 rpm. 
 
Obviously, the input to both experiments and modeling effort were the initial as 
received material (Fig. 4-9) or its texture attributes. According to Fig. 4-19(a) the 
preferred orientation of the material machined under D =1 mm, F =0.01 mm/rev and V = 
5000 rpm is the same as the as-received material shown in Fig. 4-6, both materials show a 
(112) preferred orientation. The maximum intensities in both samples are close to 
randomly oriented material, although there is a slight difference  (an increase in machined 
sample) in the intensity. This change or a portion of it, can be also due inhomogeneities 
within the materials. On the other hand, comparing Fig. 4-19 (b) to 4-19(a) reveals that 
computer simulations of texture evolution, predicts a change in the preferred orientation 
towards (102) direction or planes with similar Euler angles. Nonetheless, the predicted 
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intensity, 2.214, is still quite close to random configuration. The reason behind this 
discrepancy in the predicted and experimentally observed texture is explained in the next 
chapter where possible recrystallization or grain growth is investigated.  As mentioned 
earlier, the ODF can provide a complete qualitative and quantitative comparison of 
texture. According to Fig. 4-20 (a) and (b), the prominent texture component in the full 
range of Euler angles is different in the experimental and simulation results, although the 
maximum intensities are very close. None of the two cases (and neither the initial 
material shown in Fig. 4-9) show any strong texture component listed in Table 4-1, 
therefore texture fibers are the only remaining means to compare and analyze the ODFs.  
Fig. 4-21 compares the three most common FCC texture fibers for the machined 
and simulated AA7075.  From Fig. 4-12, the texture fibers of the initial material, we 
concluded β and τ fibers are more prominent compared to α. Fig. 4-21 shows that both 
experiments and simulations follow the same trend for the machined sample.  
 
 
Fig. 4-20. Comparison of (a) α, (b) β and (c) τ fibers for machining and simulations under D=1 mm, 
F=0.01 mm/rev and V=5000 rpm. 
 
 
For the case of machining, interestingly both simulation and experiment predict 
the same trend in the β fiber, which happens to remain the most noticeable in the 
material. Though, simulations predict that the intensities along the α fiber increase and 
reduced along the τ fiber.  
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Increasing the depth of cut to 3 mm (while keeping F and V constant at 0.01 
mm/rev and 5000 rpm respectively) significantly increases the total strain, which is in 
accord with literature[6]. Fig. 4-22 demonstrates the average equivalent strain and strain 
rate for points 4, 5 and 6 across the width of cut, for 1 and 3 mm depths of cut.  
 
Fig. 4-21 Comparison of (a) equivalent strain and (b) equivalent strain rate for 1 and 3 mm depths of 
cut. F and V were respectively 0.01 mm/rev and 5000 rpm for both of the cases.  
 
Based on Fig. 4-22, a 3 fold increasing the depth of leads to a ~24% increase in 
the average equivalent strain to the high value of 5.77. The shape and the maximum value 
of the strain rate curve remains similar but apparently increasing the depth of cut causes 
the maximal values of the equivalent strain rate occur half a ten thousandths of a second 
later, in cutting operation. 
Similar to the case of 1mm depth of cut, all the components of the averaged 
velocity gradient tensor for the three middle points and the Euler angles of grains of the 
as-received material were input to the VPSC code. Additionally, EBSD experiments were 
done on the sample machined under the above conditions. Fig. 4-23 and 4-24 compare 
the experimental and simulation results of texture evolution under D =3 mm, F =0.01 










Fig. 4-23 (a) Experimental and (b) computational IPF for machining at D=3 mm, F=0.01 mm/rev and 
V=5000 rpm. 
 
Fig. 4-23 (a) shows that the increased equivalent strain (compared to Fig. 4-19(a)) 
caused by the increased depth of cut leads to dual prominent orientation in the IPF. 
Although the initial (112) planes still show high intensities, another orientation of high 
intensity (102), is starting to emerge. Fig. 4-23(b) resembles Fig. 4-23(a) in terms of dual 
high intensity of the IPF. Though, it seems that the simulations predict a slightly different 
orientations compared to the experiment. i.e. ~(214) and (101) instead of (112) and (102). 
Looking at the ODFs presented by Fig. 4-24, one realizes there are several points of 
match between modeling and measurements. Texture components close to ϕ1,Φ,ϕ2( ) ≈ 
(45°,0°,65°), (90°,25°,75°) , (65°,45°,35°) and (45°,65°,30°) are common between the 




Fig. 4-24 Comparison of (a) α, (b) β and (c) τ fibers for machining and simulations under D=3 mm, 
F=0.01 mm/rev and V=5000 rpm 
As shown by Fig. 4-25, there are still remarkable differences between the texture 
attributes of the machined sample and its computer simulation. Nonetheless, the 
experimental results predict a stronger texture compared lower to depth of cut (Fig. 4-21), 
as proved by higher intensities of the fibers. However, the simulations still predict a 
stronger texture with characteristic components α in and β fibers. Similar to the previous 
case, simulations predict the strongest texture component is along the β fiber and occurs 
at ϕ2 >80°. 
As shown by Fig. 4-26, increasing the feed rate (from 0.01 mm/rev) to 0.8 mm/rev 
leads to a remarkable increase in the maximum strain rate calculated by FE simulations. 
Additionally, higher strain rates are exerted for a longer period of time over the sample. 
However, the level of strain is similar and even smaller in the higher feed rate. Only after 
the maximum strain rate time step is elapsed, the strain in the larger feed rate case starts 
to get higher. A comparison of Fig. 4-22 and 4-26 shows that increasing in the depth of 
cut causes an increase in the equivalent strain but the rate at which the strain in induced 
doesn’t change noticeably. While, increasing the feed rate affects the strain rate more 
prominently.   
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Fig. 4-25. Comparison of (a) equivalent strain and (b) equivalent strain rate for 0.01 mm/rev and 0.8 
mm/rev feed rates. D and V were respectively 1 mm and 5000 rpm for both of the cases.  
 
 
The results of experimental and computational micro-texture studies of the 
increased feed rate case are shown in Fig. 4-27 and 4-28. The initial material, after being 
machined at under D =1 mm, F =0.8 mm/rev and V = 5000 rpm develops a relatively 
strong texture leading to crystallographic planes between (001) and (101) orient normal 
to the studied cross-section.  This is shown in Fig. 4-27(a). The prediction of the VPSC 
model for this load condition is quite close to the experimental results, demonstrated by 
Fig. 4-28.  
Fig. 4-28(a) and (b) shows the ODF of the experimentally analyzed material and 
computationally modeled in machining at an enhanced feed rate. Along the same lines as 
the IPF, the texture components in both cases seem to be very close. The strongest texture 
component is the S component occurring around ϕ1,Φ,ϕ2( ) ≈ (35°,45°,0°). The close 
agreement in texture evolution between modeling and experiment can be completely 










Fig. 4-27. 4-28 (a) Experimental and (b) computational ODF for machining at D=1 mm, F=0.08 




Fig. 4-29. Comparison of (a) α, (b) β and (c) τ fibers for machining and simulations under D=1 mm, 
F=0.08 mm/rev and V=5000 rpm 
 
The modeling texture fibers closely follow the experimental ones, both in terms of 
intensity and shape of the curves. The α fiber shows a maximum intensity about 6 times 
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random around ϕ1  ≈ 75°. Computer simulation predicts a very similar trend, however 
more momentous in texture. The β fiber is the most intense texture component. The 
maximal values occur at ϕ2 >80°. Experiments show that the highest intensity is about 
20. Although simulations show exactly the same trend, again over estimate the strength 
and predict the highest intensity to be about 52. Both simulation and experiments show 
that the τ fiber possesses the lowest intensity, close to random. Nonetheless, both forecast 
the same shape for the curve of the τ fiber.  
In order to observe the effects of spindle speed V, on the microstructural evolution 
and micro-texture development, two different samples machined at 200 and 5000 rpm. 
The depth of cut and feed rate were kept as the highest tested values, 3 mm and 0.8 
mm/rev respectively. Fig. 4-31 illustrates the equivalent strain and strain rates in 
machining at extreme spindle speeds.  
 
 
Fig. 4-30 FEA results of equivalent strain and strain rate in (a) 200 and (b) 5000 rpm spindle speed. 
D=3 mm and F= 0.8 mm/rev for both the cases.  
 
It is worthy of attention that in the low spindle speed, the total duration of 
removing the material from the simulated arc (Fig. 3-17) will be much longer compared 
to the high spindle speed, as shown in in Fig. 4-31. Comparing the strains and strain rates 
for the above cases, one realizes that increasing the spindle speed, leads to a slight 
increase in the equivalent strain. As shown by the previous results, the strain depends 
more closely on the depth of cut, so both of these cases show the highest strains (above 
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6).  On the other hand, the strain rate in the high spindle speed case is an order of 
magnitude larger than the low-spindle speed case. Therefore, one expects to see the 
effects of increased strain rate much more pronounced in the high spindle speed cases.  
 
 
Fig. 4-31 (a) Experimental and (b) computational IPF for machining at D=3 mm, F=0.08 mm/rev and 
V=200 rpm 
 
Fig. 4-32 shows the obtained experimental and computational IPFs for machining 
at low and high spindle speed while the two other parameters are the highest. Although, 
the strain rate that the material experienced is an order of magnitude lower than other 
cases, but being in the order of 2.5×103 (s-1), it is still high enough for a degree of texture 
evolution. Fig. 4-32(a), shows that the machining conditions had a tendency to orient the 
crystallographic planes in a direction between (001) and (101). According to Fig. 4-32(b), 
the VPSC model predicts a high population of (101) plane gets normal to the analyzed 
surface.  
Fig. 4-33 compares the experimental and computational ODF for machining 
under low spindle speed. The experimental results suggest there are several dominant 
texture component present including the components at ϕ1,Φ,ϕ2( ) ≈ (65°,30°,45°) , 
(0°,30°,45°) and other components. The simulation results show a strong Goss texture at 
ϕ1,Φ,ϕ2( ) ≈ (0°,45°,0°) in addition to the most prominent component of the experimental 
counterpart at ϕ1,Φ,ϕ2( )≈ (65°,30°,45°). 
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Fig. 4-32. (a) Experimental and (b) computational ODF for machining at D=3 mm, F=0.08 mm/rev 
and V=200 rpm 
 
Fig. 4-34 demonstrates the α, β and τ texture fibers of the sample machined at the 
low spindle speed. The β and τ fibers of the simulation and experimental outcomes 
closely follow each other, while the simulation results show a strong maximum in the α 
fiber at ϕ1 low angles. This corresponds to the strong Goss component observed in the 
simulation results but the experiments don’t show it. 
 
 
Fig. 4-33. Comparison of (a) α, (b) β and (c) τ fibers for machining and simulations under D=3 mm, 
F=0.08 mm/rev and V=200 rpm 
 
Fig. 4-35 demonstrates the IPFs of machining with high spindle speed. Similar to 
all the previous modeling cases, Fig. 4-35(b), predicts an outstanding (101) preferred 
direction. However, the experimental results show a tendency to a direction between 
(101) and (102).  
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Fig. 4-34. (a) Experimental and (b) computational IPF for machining at D=3 mm, F=0.08 mm/rev and 
V=5000 rpm 
 
Fig. 4-36 Shows the ODFs for the case of machining at high depth of cut, high 
feed rate and high spindle speed. The common strong component between the two cases 
is the ϕ1,Φ,ϕ2( ) ≈ (45°,30°,45°).  
 
Fig. 4-35 (a) Experimental and (b) computational ODF for machining at D=3 mm, F=0.08 mm/rev 
and V=5000 rpm 
 
 
Fig. 4-36. Comparison of (a) α, (b) β and (c) τ fibers for machining and simulations under D=3 mm, 
F=0.08 mm/rev and V=5000 rpm 
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In Fig. 4-37, α, β and τ texture fibers are plotted against the Euler angles in the 
corresponding ranges. The β fiber of both experimental and modeling studies, show a 
maximum at high ϕ2 angles; while a hump at lower angles is seen in the experimental 
results which is absent in modeling output. One maximal peak of the α fiber is also 
common between both of the frameworks while a peak in the τ fiber is only predicted by 
the computer code.  
 
4-5 Conclusions and Future Trends 
Texture analysis of the as-received material shows a characteristic close to 
randomly oriented microstructures. Amongst the orientations confined in the inverse pole 
figures, the as-received material shows a high intensity of (112) planes. Amongst the 
texture fibers, the β fiber shows the highest intensity around ϕ2 ≈ 60° with an intensity of 
~8 times random. The next intense point of texture fibers occurs in the τ fiber at Φ ≈45° 
with an intensity of ~4 times random.  
 According to FE results, depending on the machining conditions. the applied 
strain and strain rate on the surface of machined AA 7075 are respectively in the range of  
~4 to ~6 and in the order ~104 (s-1). Based on previous modeling findings, these values 
seem reasonable. According to experiments, machining at the low level of depth of cut 
and feed rate (i.e. 1 mm and 0.01 mm/rev) and the high level of speed (i.e. 5000 rpm) 
doesn’t change the orientation of the maximal intensity shown by the IPF, however the 
complete ODF shows a development of a texture component mainly recognized by a 
hump in the β fiber in the range 80°≤ ϕ2  ≤90°. Simulations also predict this hump.  
Increasing the depth of cut to the high level while keep the feed rate at its low 
value, increases the discrepancy between simulations and experiments. While simulations 
still predict a pronounced maximum (rather than a hump) in the β fiber and a peak in the 
α fiber (added compared to the case of low depth of cut) at ϕ1  ≈ 45°; the experimental 
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results show a maximum in the τ fiber at Φ ≈45°. The reason behind this discrepancy is 
covered in the next chapter.  
Increasing the feed rate to the high level, changes the developed texture. In this 
case, the prediction of simulation and experimental results are entirely close. The peak of 
the α and β fibers at respectively ϕ1  and ϕ2 ≈ 90° and the rest of humps and valleys of 
computational predictions closely resemble outcomes of experiments.  
 
 
Fig. 4-37 comparison of texture fibers predicted by the computer model  
 
 
Texture evolutions due to machining at low spindle speed are acceptably followed 
by simulations except for one peak of the α fiber that the experiment doesn’t show. 
However, increasing the spindle speed from the low level to the high value increases the 
difference between modeling and experiments results. Fig. 4-37 demonstrates a 
comparison of all the computational texture fibers. Increasing the feed rate appears to 
lead to three peaks of the α fiber at 0, 45 and 90° of ϕ1  and also to a very sharp peak at 
ϕ2 ≈ 90° in the β fiber. Simultaneous increase in the depth of cut, seems to cause  the 
growth of the texture component  along the τ fiber at Φ ≈45°. 
Based on the obtained results, the future research should be focused on 
continuation of changing the process parameters (or choosing the values in between the 
current intervals) to possibly determine all the boundaries of the agreement between 
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simulation and experimental outcomes. Additional process parameters such as the 
geometry of cutting can be also taken into account. Furthermore, the starting material can 
have different distinctive textures in order to consider the effect of the conditions of the 
starting material on the developed texture evolution framework. Lastly, different material 
systems with different slip and twining attributes as well as different crystallographies, 
can be tested to extend the boundaries of the materials-affected manufacturing concept to 
other important engineering materials.  
  
 85 
5. RECRYSTALLIZATION AND GRAIN GROWTH 
5-1 Grain evolution phenomena in machining of AA7075 
 
During inelastic deformation, the majority of the work done on the material goes 
out to the environment in the form of heat. About ︎1% of the work is reserved in the 
microstructure in the form of energy stored [23]. Researchers believe that the majority of 
the stored energy stems from generation of dislocation. The inelastic deformation caused 
by slip of dislocations activates dislocation generation sources and causes a several order 
magnitude increase in the dislocation density of the material[18, 109, 110]. The stored 
energy is the main thermodynamic derive for the occurrence of recrystallization. It is 
believed that the recrystallization phenomena at caused by high-strain deformations 
(specially at elevated temperatures) are fundamentally different from that of low strain. In 
low and moderate strain regime, the recrystallized microstructures is mainly consists of 
low-angle grain boundaries. While, deformation to large strains is believed to lead to a 
refined microstructure mainly composed by high-angle grain boundaries [23]. 
Recrystallization at the above conditions is so-called “continuous recrystallization”. If 
high temperatures accompany the large strain, the phenomenon may also be called 
“geometric dynamic recrystallization”.  
Fig. 4-7 shows the grain map of the as-received material. The grain size 
distribution is demonstrated in Fig. 5-1.  The distribution shows a multi-modal regime 
with 4 distinctive peaks around ~36, 45, 56 and 71 µm. The theoretical minimum grain 
size considered in the calculations is 2 µm. Such multi-modal behavior is sensible the 
distribution plot is compared to the grain map shown in Fig. 4-7. Considering the area 
fraction of each size bin, the average grain size is 31.6 µm and the standard deviation is 
23.1 µm. The relatively large standard deviation is a result of having a wide spread of 
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grains sizes; the smallest and the largest grain present in the sample were respectively  
~13 and ~89 µm in size.  
 
Fig. 5-1 The grain size distribution of the as-received material. The average grain size is 31.6 µm and 
the standard deviation is 23.1 µm. 
 
 
Fig. 5-2 shows the grain map and the image quality map of the sample machined 
at D= 1 mm, F=0.01 mm/rev and V=5000 rpm. In the top machined region (i.e. 200 µm 
below the surface). 
 
Fig. 5-2. (a) The IPF-overlaid grain map and (b) the image quality map for the sample machined at 
D= 1 mm, F = 0.01 mm/rev and V=5000 rpm. The average CI of the image is 0.31. 
 
Fig. 5-2 suggests that a grain growth can be seen at the machined top layer. In 
fact, the small grains that are present throughout the bulk of the material are mostly 
absent in the machined top layer. This clue suggests that larger grains have swallowed the 
small ones. The image quality map shown at Fig. 5-2(b) shows that the quality of the of 
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detected signals closely follows the pattern of the microstructure; the proof of reliability 
of the EBSD scan.  Fig. 5-3 demonstrates the grain size distribution  
 
 
Fig. 5-3. Grain size distribution the sample machined at D= 1 mm, F = 0.01 mm/rev and V=5000 rpm. 
The average grain size is 44 µm and the standard deviation is 25.65 µm. 
 
The multi-modal grain size distribution still dominates the microstructure. The 
existence of several peaks and valleys suggest a sort of “discontinuity” in grain sizes. In 
fact, growth of larger grains at the expense of disappearance of smaller grains can cause 
such discontinuity. In order words, one may imagine, wherever a deep valley follows a 
tall peak valley, grains with size of the valley have vanished and contributed to 
occurrence of the next peak.  Development of a grain growth is obvious from the range of 
grain sizes under the machined surface. The smallest grains are ~ 28 µm large while the 
largest grains still remain close to ~ 89 µm. Therefore, the average grain size, which is 44 
µm, shifts towards larger grains. However, due to the relative large spectrum of grain 
sizes, the standard deviation is about the same as the as-received sample and has the of 
~25.65 µm. 
Fig. 5-4 demonstrates the FE results showing the temperature field in depth of the 
workpiece due to machining. The average maximum temperature of points 4,5 and 6 
shown in 4-14, in the duration of the cut are used in plotting Fig. 5-4.  According to Fig. 
4-5 (a), the peak temperature in machining at the above conditions is 450 °C and the 
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temperature at 200 µm below the machined surface is ~210 °C. This depth is close to the 
region that shows a grain growth in Fig. 5-2. Fig. 5-4(b) illustrates the change in the 
average of maximum strain and strain rates that points 4,5 and 6 in the simulated 
machined arc experienced. The important point to note is that, the time step of occurrence 
of the maximal strains and rate are not the same (compare to Fig. 4-15), also the duration 
that the material experiences this high strain and rate is very short (thousandths of a 
second). Nonetheless, the depth of seeing microstructural evolution below the surface is 
close with what FEM predicts about depth of penetration of field variables. Another 
important point to note in interpretation of Fig. 5-4 is that, the FE simulations were done 
on an arc with the insert with nose radius of 0.8 mm, while in experimental machining; a 
1.5 inch long rod was machined. This means that, in experiment the material was exposed 
to temperatures for a longer time and has experienced a large number of cycles of high 
and low strains and rates.  
 
Fig. 5-4 Depth of penetration of (a) temperature and (b) maximal strains and strain rates in the 
sample machined at D= 1 mm, F = 0.01 mm/rev and V=5000 rpm. 
 
Chapter 4, showed that FEA results suggest increasing the depth of cut leads to a 
significant increase in the level of strain induced to the material. In order to observe the 
effect of increasing the depth of cut, on grain evolution, grain map analyses was 
performed on the sample machined under D= 3 mm, F=0.01 mm/rev and V=5000 rpm 
conditions. Fig. 5-5 demonstrates the grain maps.  
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As shown by Fig. 5-5 (a), a severe recrystallization occurs below the machined 
surface. The IQ map shown in Fig. 5-5 (b) is consistent with Fig. 5-5(a). Since the quality 
of the EBSD signal drops at the grain boundary, the areas composed of small grains 
appear darker due to larger area fraction of grain boundaries. Fig. 5-5 shows that even at 
the machined surface, still, few non-recrystallized large grains exist.  Fig. 5-6 illustrates 
the distribution of the grain sizes under the machined surface.  
 
 
Fig. 5-5(a) The IPF-overlaid grain map and (b) the image quality map for the sample machined at D= 




Fig. 5-6. Grain size distribution the sample machined at D= 3 mm, F = 0.01 mm/rev and V=5000 rpm. 
The average grain size is 19.6 µm and the standard deviation is 18.12 µm 
 
 
Fig. 5-6 suggests that distribution type has changed towards a bimodal. There is a 
sharp peak of small grains at ~7 µm and the second sharpest peak is ~54 µm. The average 
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grain size and standard deviation are respectively 19.6 and 18.12 µm respectively. The 
range of grain sizes are from ~5 to 63 µm. Apparently, compared to the previous case the 
increased depth of cut which causes a jump in strain and leads to a severe 
recrystallization. The impact of strain and stored energy on recrystallization is 
investigated in the next sections.  
 
The Fig. 4-7 shows the grain and IQ map, of the sample machined at D=1 mm, 
F=0.8 mm/rev and V=5000 rpm. The grain color code (with the legend shown at the left 
hand side) shows that the machining-affected layer is mostly shows the same color. This 
remarkable grain orientation evolution is discussed in chapter 4.  
Fig. 4-8 shows the grain size distribution in the first 200 µm below the machined 
surface. The curve shows o a bimodal-type of behavior with two prominent peaks with 
the same height at 60 and 70 µm. The third peak (with the intensity almost half of the 
other two occurs at 43 µm. Similar to machining at the same depth of cut and speed (but 
at lower feed rate), a grain growth seems to occur as shown in Fig. 4-7 by the absence of 
small grains. In the distribution shown in Fig. 4-8, absence of any peaks at smaller grains 
and occurrence of deep valleys are also signs of grain growth. Therefore, the average 
grain size has increased to 42.6 µm and the standard deviation is 18.4 µm. Comparing to 
the previous cases of lower depth of cut (Figs. 4-6 and 4-3), one can conclude that higher 
depth of cuts (which lead to higher strains) have a greater potential to lead to a 
recrystallization while increasing the feed rate will result in a more prominent texture 
evolution. Additionally, checking the texture evolution results interpreted in chapter 4, 
one can conclude that in the cases with significant recrystallization, the predicted and 
measured texture have the largest discrepancy which is obviously due to the fact that the 
texture evolution code doesn’t consider any sort of morphology evolution.   
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Fig. 5-7(a) The IPF-overlaid grain map and (b) the image quality map for the sample machined at D= 




Fig. 5-8 Grain size distribution the sample machined at D= 1 mm, F = 0.8 mm/rev and V=5000 rpm. 
The average grain size is 42.5 µm and the standard deviation is 18.4 µm 
 
In a similar trend compared to texture evolution after investigating the effects of 
depth of cut and feed rate, the effects of spindle speed on the grain evolution are 
discussed below. Reducing the spindle speed significantly reduces the temperature that 
the material experiences. Fig. 5-9 compares the effects of the spindle speed on the 
maximum temperature and the temperature in the depth of the machined surface.  
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Fig. 5-9 Maximum temperature of the workpiece below machined surface predicted by FEA. 
 
According to FEA, machining at 5000 rpm leads to a maximum temperature close 
to ~450 °C at the surface while it is ~310 °C for machining at 200 rpm.  The slope of 
temperature reduction for the case machined at 5000 rpm is larger, still the temperature at 
200 µm below the depth of the case of 200 rpm is lower.  
 
Fig. 5-10 (a) The IPF-overlaid grain map and (b) the image quality map for the sample machined at 
D= 3 mm, F = 0.8 mm/rev and V=200 rpm. The average CI is 0.26. 
 
 
Fig. 5-10 demonstrates the grain and IQ maps of the sample machined at D = 3 
mm, F=0.8 mm/rev and V=200 rpm. A layer of refined grained can be seen below the 
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machined edge. Compared to the previous recrystallized case (Fig. 5-5), one can see 
recrystallization at this case was milder. Therefore, fewer new grains have been formed 
and the subsequent grain growth has led to larger grains.  
 
Fig. 5-11 Grain size distribution the sample machined at D= 3 mm, F = 0.8 mm/rev and V=200 rpm. 
The average grain size is 23.8 µm and the standard deviation is 15.8 µm 
 
 
Fig. 5-11 shows the grain size distribution of the first 200 µm below the machined 
surface obtained from machining at low spindle speed. Clearly, there is a sharp peak at 
~9 µm of size, still due to presence of some larger grains (the second sharp peak is at 52 
µm) the average grain size and the standard deviation are 23.8 and 15.8 µm respectively. 
Fig. 5-12 shows grain and IQ maps when the spindle speed was increased to 5000 
rpm (at the high depth of cut and feed rate). Fig. 5-13 exhibits the grain size distribution 
curve of the machining-affected region. Based on grain map, one concludes that 
recrystallization has happened in machining. Also, according to discussions of chapter 4, 
in terms of texture evolution, this sample agrees closely with simulations. The grain size 
distribution plot, suggest a multi-modal distribution, the high peak at smaller sizes is a 
sing of dominance of recrystallization. The average grain size and the standard deviation 
are respectively 24.2 and 22.7 µm.  
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Fig. 5-12 The IPF-overlaid grain map and (b) the image quality map for the sample machined at D= 




Fig. 5-13 Grain size distribution the sample machined at D= 3 mm, F = 0.8 mm/rev and V=5000 rpm. 







5-2 Kinetics of recrystallization and grain growth 
 Modeling the recrystallization occurring at high temperatures during plastic 
deformation (AKA dynamic recrystallization) requires a mathematical description of the 
kinetics of recrystallization. In this regard, Kolmogorov[111], Johnson and Mehl[112] 
and Avrami[113] carried out the pioneer research. In their works, nucleation and growth 
of the nuclei were assumed to be thermally activated processes with Arrhenius-type 
kinetics. Avrami suggested that the recrystallized volume fraction in the material, XV  
follows this type of equation:  
  XV =1− exp − f !N
l !Gmtn( )        (5-1) 
where !N and !G are respectively thermally activated rates of nucleation and 
growth with Arrhenius-type dependence to temperature. f is a shape factor ( 4π 3 for 
spheres) and l, m and n are (possibly crystallography and process-dependent) material 
parameters. In randomly homogeneous nucleation, these constants are equal to 1, 3 and 4 
respectively[23] 
Later observations proved that recrystallization doesn’t occur unless the material 
has experienced a minimum level of strain. The role of strain and strain rate is even more 
outstanding during dynamic recrystallization. Therefore, efforts were directed in 
modifying the Avrami-type equations with regard to the effects of strain [114-117].   
In many works after introduction of the Zener-Hollomon (ZH) parameter [118], 
the effect of time in mathematical description of dynamic recrystallization is incorporated 
in the form of strain rate and the ZH parameter ( Z = !ε exp Q RT( ) ). According to reports 
[29], the ZH activation energy, Q, for AA 7075 is 116.7 kJ/mol. In many works, Z or Zr
(r is a material dependent exponent) has been used as the criterion for the onset of 
(dynamic) recrystallization [23]; specifically because this parameter also incorporates the 
temperature and activation energy dependence of the process. Some researchers have 
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tried to use a mixture of Z and factors such as the initial grain size as the criterion of the 
start of the recrystallization[119]. 
One of the most widely accepted Avrami-based kinetic equations that is believed 
to accommodate recrystallization in many metallic systems [22, 120-122], including AA 
7075 [29, 39, 40], has the following form:  

















       (5-2) 
where β, a and k are materials constants. ε* is the critical strain parameter  of the 
onset of recrystallization. The functional form of this critical strain with respect to the 
grain size and the Z parameter is as follows [29, 39, 40, 119]:  
ε* = AdhZm          (5-3) 
where A, h and m are materials constants and d represent the average grain size. 
The average grain size after dynamic recrystallization, dDRX can be obtained by [29, 39, 
40, 119]: 
dDRX = A0ε
nZm*         (5-4) 
Again, A0 , n and m
* are materials constants. The kinetics of grain growth is also 
believed to be as follows [29, 39, 40]: 
dG = d0
















       (5-5) 
where M and B are materials constants. QG is the activation energy for grain 
growth and was chosen from literature [39], to be 392.9 kJ/mol. d0 is initial grain size, 
which in our case can be replaced by dDRX  is dynamic recrystallization happens.  All the 
materials constants for AA7075 can be found in [29, 39, 40, 123, 124].  
The DEFORM™ 3D package allows the user to introduce equations and calculate 
desired parameters (at the nodes) in conjunction with field variables (such as strain, strain 
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rate, temperature, stress and etc.) that the package calculates by default.  In order to 
determine the grain evolution, Eq. (5-2) to (5-5) were coupled with the FE analysis at 
each time step during the process. In addition to materials constants that were manually 
introduced, the software was asked to the use the values of temperature, equivalent strain 
and equivalent strain rate at each time interval at each node. The initial grain size of 31.6 
µm (obtained from Fig. 400) is used as the starting point of grain evolution modeling. In 
this approach, the simplifying assumption is that all the grains of the material have the 
average grain size.  
 
5-3 Modeling recrystallization and growth in machining of AA7075 
As explained in previous sections and chapters, kinetic-based modeling of grain 
evolution was performed in a step-wise manner using the FE code. Fig. 5-14 
demonstrates the evolution of the average grain size of the sample machined at D = 1 
mm, F = 0.01 mm/rev and V = 5000 rpm.  As Fig. 5-14 shows there is an increase in the 
average grain size in machining of AA 7075. The average grain size of the machined 
surface is ~39 µm. Obviously, a grain growth is predicted, though the experimental 
results predict an average grain size of ~44 µm, the trend of predication of the grain size 
is correct and the 11% discrepancy doesn’t cast uncertainty on the applied methodology.  
According to experimental works, increasing the depth of cut would result in a 
clear recrystallization and grain refinement. Fig. 5-15 exhibits the FE results for 
machining at high depth of cut (i.e. 3 mm) with an obvious reduction of the average grain 
size from 31.6 to 23 µm. However, in this case, the FE simulation overestimates the 
average grain size where the experimental results show ~19.5 µm. Nonetheless, the 
direction of prediction of phenomenon occurring (grain growth or recrystallization and 




Fig. 5-14. Predicted change in the average grain size in machining at D= 1 mm, F = 0.01 mm/rev and 




Fig. 5-15 Predicted change in the average grain size in machining at D= 3 mm, F = 0.01 mm/rev and 
V=5000 rpm. The average grain size is 23 µm. 
 
 
The effects of increased feed rate are shown in Fig. 5-16 where the simulation 
predicts machining at 0.8 mm/rev. In this case both experiments and simulation predict a 
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grain growth with the average grain size being ~38 µm. In this case, the experiments 
show a ~42 µm for the average grain size.  
 
 
Fig. 5-16 Predicted change in the average grain size in machining at D= 1 mm, F = 0.8 mm/rev and 
V=5000 rpm. The average grain size is 38 µm. 
 
 
The impact of spindle speed on occurrence of recrystallization or growth is shown 
in Fig. 5-17 and 5-18. The low spindle speed (i.e. 200 rpm) results shown in Fig. 5-17, 
suggest a refinement to ~27 µm. The corresponding experiments, provide an average 
value to be about ~ 23 µm. The increased spindle speed of 5000 rpm (at high depth of cut 
and high feed rate), leads to as slight refinement to ~28 µm along the same lines as the 




Fig. 5-17 Predicted change in the average grain size in machining at D= 3 mm, F = 0.8 mm/rev and 




Fig. 5-18 Predicted change in the average grain size in machining at D= 3 mm, F = 0.8 mm/rev and 
V=5000 rpm. The average grain size is 40 µm. 
 
5-4 Conclusions and future trends 
 Experimental observations suggest that remarkable microstructural evolutions 
occur below the machined surface.  FE results indicate that the depth of penetration of 
strain and strain rate fields is bout ~200 µm which is in agreement with the observations. 
Additionally, for all the cases, the surface temperature is beyond the recrystallization 
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temperature, which suggests that depending on the level of strains or strains, 
recrystallization and/or grain growth can occur. As a matter of fact, due to inevitable 
differences between real machining and FE simulations of an arc, the material might 
experience different field variables. However the trend of grain evolutions predicted by 
kinetic-based modeling of recrystallization and grain growth is the same as experimental 
findings.  
As mentioned above, due to the high temperature, dynamic recrystallization can 
occur in all the samples. However, the samples machined at the lower depth of cut tend to 
develop a grain growth. Machining at the high feed rate (and still at the low depth of cut 
and high) leads to a distinctive texture attribute, which is also indicated by the VPSC 
model.   
On the other hand, increasing the depth of cut which according to FEA data, is 
accompanied by increased strains, promotes a sever recrystallization. Reduced spindle 
speed alleviates recrystallization resulting in larger grains compared to the intensely 
recrystallized cases.  
The recrystallized grains possess a different texture characteristic compared to 
grains prior to recrystallization. However, the VPSC model, which was used for 
capturing texture evolutions, is not capable of incorporating recrystallization. Therefore, 
the texture that the model predicts for recrystallized cases show a discrepancy compared 
to experimental results.  
The future direction of research should be towards incorporation of 
recrystallization into crystal plasticity formalisms to fine-tune the computational core 
used in materials-affected manufacturing. Additionally, application of a different starting 
microstructure is helpful in testing the soundness and generality of the obtained trends in 
grain evolutions. Finally, checking the findings with other important engineering material 
systems is critical in proving the comprehensiveness of the computational toolset of 
material-affected manufacturing.   
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6. PROCESS PATH FUNCTIONS 
6-1 Generalized spherical harmonic expansion of ODF 
 As described in chapter 4, it can be proven that the basis vectors of Euler angles 
form an orthogonal coordinate system in the Euler space[79]. The corresponding basis 
functions are named generalized spherical harmonics (GSH).  GHS functions, Tl
mn  are 
product of two complex spherical harmonics with a generalization of associated 
Legendre’s polynomial of degree l with the polar angle argument cos Φ( )  [79]: 
 Tl
mn = eimϕ1einϕ2Pl
mn cosΦ( )        (6-1) 
The generalized associated Legendre polynomials, Pl
mn  is defined as follows:  
Pl
mn x( ) =
−1( )l−m in−m
l −m( )! l + n( )!
l +m( )! l − n( )!
2l l −m( )! 1− x( )n−m 1+ x( )n+m
dl−n
dxl−n
1− x( )l−m 1+ x( )l+m"#
$
%   (6-2) 
m, n and l are integer indices where 0 ≤ l , −l ≤m ≤ l  and −l ≤ n ≤ l . It can be 
shown that a summation of GSH terms (multiplied in complex coefficients to obtain real 
values), represent probability density functions. Therefore, the orientation distribution 
function (ODF) f, can also be expanded in GSH terms [79]: 









∑       (6-3) 
The complex coefficient cl
mn  are so-called the microstructure descriptors and are 
treated as benchmarks to evaluate the specific orientation distribution of a polycrystalline 
aggregate and compare to other cases [13, 106, 107], since the GSH term Tl
mn only consist 
of angular terms. In other words, these cl
mn  coefficients are the terms that make the ODFs 
of two different materials (e.g. an extruded BCC Iron and rolled FCC copper) different; 
the Tl
mn  term is the same in both (and all other) cases.  Since the GHS functions are 
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orthogonal, obtaining cl















∫ sinΦdϕ1dΦdϕ2     (6-4) 
where T̂l
mn  is the complex conjugate of the GHS terms. The 2l +1
8π 2
 before the 
integral comes from the definition of Legendre polynomials in conjugate form and 
verifies normality.  In this work, the ODF used in Eq. (6-4) integrations, is obtained by 
discrete 5° binning (i.e. Δ[Euler angle] = 5°) based on the definition of ODF provided in 
Eq. (4-1). In discrete ODF determination, normality has to be manually imposed to obtain 
































6-2 ODF coefficients evolution in machining of AA7075 
 With regard to Eq. (6-4) and (6-5), the cl
mn coefficients of the textures of machined 
samples as well as the corresponding VPSC model simulations are derived. The 
calculations were done up to lmax = 22 which is the highest limit reported in performing 
such computations [13, 106, 107, 125-127]. Therefore, the total number of cl
mn
coefficients is 42592. Crystallographic symmetries are also important in the above 
calculations. The crystal symmetry of Al-based materials is cubic. The sample symmetry 
in machining of rods was assumed triclinic (i.e. no symmetry). Due to crystallographic 
symmetries and mathematical constraints [79], a great majority of these coefficients are 
either zero or redundant terms. Assigning cubic crystal symmetry, triclinic sample 
symmetry and lmax = 22 results in 288 non-zero non-redundant cl
mn coefficients. The first 
three coefficients, namely c4
11 , c4
12  and c4
14 are chosen for the purpose of plotting. It is 
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important to note that these three coefficients didn’t necessarily have the highest 
numerical values for the all studied cases; but only chosen for the purpose of comparison 
of different samples and simulation results.  
Fig. 6-1 shows positions of the above coefficients in the c4
11 - c4
12 - c4
14 space for the 
case investigating the depth of cut. The feed rate and spindle speed were respectively 
0.01 mm/rev and 5000 rpm.  According to this figure, machining introduces a remarkable 
change in the initial material. However, the simulations predict slightly different points in 
the space. Nonetheless, increased depth of cut seems to be in a direction that converges 
the simulations and the experiments. Additionally, the change due to increasing the depth 
of cut seems to be similar in both the cases.  
 
Fig. 6-1 Changes in GSH coefficients of the experimental and computational ODF with imposed by 
increasing the depth of cut 
 
 
Fig. 6-2 demonstrates the effects of feed rate on the evolution of microstructural 
descriptors. Unlike the case of depth of cut; increasing the feed rate generates a 
remarkable change in the coefficients. The simulation coefficients closely follow the 
experimental terms, specifically, for the case of high feed rate. This is also in accord with 
the EBSD grain maps and ODF plots covered in previous chapters. Looking at Fig. 6-2, 
one can realize there is a path connecting the points in the space. Determining the 




Fig. 6-2 Changes in GSH coefficients of the experimental and computational ODF with respect to the 




Finally, the effects of changing the spindle speed on the first three texture 
coefficients are depicted in Fig. 6-3, which suggests a more pronounced change 
compared to the effect of depth of cut and feed rate. In this case, the simulation results of 
the increased spindle speed overestimate the experimental outcomes. Compared to 
experiment, simulations predict a bigger change in the microstructure descriptors due to 
increased spindle speed. Similar to the case of depth of cut, the change in the coefficients 
can be imagined to occur along a certain path. It seems that experimental and 
computational points converge if both continue the along the current path.  
 
6-3 Determination of process path functions 
 The previous sections explain the expansion of the ODF into two groups of terms, 
the GHS terms and microstructure coefficients. As mentioned earlier, the GSH terms only 
contain angular contribution to the ODF. Therefore, the effect of the change in processing 
parameter emerges in the cl
mn coefficients. In the other words, these coefficients are 
functions of process parameter η , i.e. cl
mn η( ) . Here, η can be either depth of cut, feed 
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rate or spindle speed. Therefore, in order to computationally follow the evolution of 
microstructure, the GSH expansion of the ODF is written as [128-130]:  
 









∑     (6-6) 
 
 




In order to obtain functionality of the cl
mn  with respect to η , Garmestani et al. 
[128, 129] applied the orientation conservation principle [130] which states orientations 
are neither created nor destroyed. Therefore, the divergence theorem can be applied:  





∫ dv = 0     (6-7) 
where dv andσ are respectively the volume and surface area of the ODF element. 
If R(ϕ1,Φ,ϕ2 ) is a considered as a flow rate function (the discussion is analogous to fluid 
flow[131]), then Eq. (6-6) can be written as:  
∂f ϕ1,Φ,ϕ2,η( )
∂η
+ div f ϕ1,Φ,ϕ2,η( )R ϕ1,Φ,ϕ2( )#$ %&= 0    (6-8) 
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The first term in Eq. (6-8), corresponds to the quantity of orientations and the 
second term represents the flow of orientations in and out of the infinitesimal volume in 
the orientation space. Substituting Eq. (6-8) into (6-6) and some mathematical 








∑        (6-9) 
where 
div Tl
mn ϕ1,Φ,ϕ2( )R ϕ1,Φ,ϕ2( )"# $%= − AlλmnρσTlmn ϕ1,Φ,ϕ2( )
λρσ
∑    (6-10) 
 
Integrating Eq. (6-9) leads to the solution of the differential equation [129]:  
cl
mn η( ) = clmn η0( )e
A η−η0( )        (6-11) 
 
Now, in order to obtain the process path functions, four other FE simulations for 
D, F and V were performed. The FE results were used as inputs of the VPSC code and the 
texture coefficients were calculated. Therefore, for each parameter a total of 6 
computational points (two of which compared to experiments) are used to determine the 
process path function. For the case of feed rate as the parameter, the depth of cut and the 
spindle speed were kept constant at respectively 3 mm and 5000 rpm. In addition to 0.01 
and 0.8 mm/rev feed rates (which were experimentally verified), 1, 1.2, 1.4 and 1.6 were 
completely computationally studied. It is important to note that based on the experimental 
observation, the effects of feed rate were closely followed by the combination and FEA 
and VPSC model. Fig. 6-4 demonstrates the points in the coefficient space obtained for 




Fig. 6-4 The evolution of AA7075 machined under different feed rates at D = 1 mm and V = 5000 rpm 
 
According to Fig. 6-4, the evolution of the microstructure along a path in the 
descriptors space is clear. The region bounded by the points (shown in form of a hyper-
surface in Fig. 6-5) determines a portion of the microstructure hull, which is achievable 
by changing the feed rate (keeping other parameters at the constant values).  
 
Fig. 6-5 The hyper-surface containing all the possible microstructure achievable by changing the feed 
rate. Red points show the computationally determined points.  
 
In order to obtain the process path functions, the first approach is to fit the trend 
of texture coefficients with known functions as Fig. 6-6 demonstrates. Polynomials of 
different order (for different coefficients) are used by a computer software (Wolfram 
Mathematica® 10, student version), to exactly pass through the computationally 




Fig. 6-6 Polynomial fitting of changes in computationally determined microstructure coefficients 
obtained by varying the feed rate 
 
However such interpolations are possibly not accurate means of determining 
microstructural modifications; perhaps unless the change in process parameter is very 
small. Since the interpolation only considers the one coefficient at a time but as implied 
by Eq. (6-9), the changes in one cl
mn are not independent from other coefficient. 
Therefore, matrix expansion of Eq. (6-9) leads to determination of the cl
mn coefficients for 
any change in parameters, if the corresponding A matrices are calculated.  
In order to make sure the accuracy of the A matrix is acceptable for a process, at 
least six non-trivial cl






12  and c6
14 . For studying the feed rate F, Eq. (6-12) represents an 
expansion of Eq. (6-9) for the case of one example coefficient, say c4
















14   (6-12) 
Eq. (6-13) shows the matrix representation of the cl
mn coefficients for six different 










































0.01 0.8 1 1.2 1.4 1.6
−0.15 −0.69 −1.02 −1.75 −2.8 −2.9
−0.1 −0.514 −0.92 −1.13 −1.4 −1.5
0.053 0.53 0.53 0.53 0.53 0.6
−0.06 0.36 0.42 −0.2387 −0.2387 1.112
−0.27 0.84 −0.0793 0.2128 0.2128 0.876





















       
(6-13) 
 Eq. (6-14) shows dcl
mn
dF
where each column represents the changes due to an 
interval in the feed rate. Again, the first row of the matrix stands for the feed rate change 





0→ 0.01 0.01→ 0.8 0.8→1 1→1.2 1.2→1.4 1.4→1.6
−84.7 −0.68 −1.65 −3.65 −5.25 −0.5
52 −0.5241 −2.03 −1.05 −1.35 −0.5
−53.11 0.61 0 0 0 0.35
17.83 0.542 0.2513 −3.28 −0.3673 7.12
−45.08 1.4 −4.6 1.46 0.8012 4.11





















       
(6-14) 
 
Therefore, according to Eq. (6-9), the matrix coefficient of process path function, 
AFeed !rate  is: 
AFeed !rate =
50.61 12.28 −10.51 4.56 30.65 81.29
−31.71 77.05 65.32 −1.69 −18.98 −51.17
31.89 −77.53 −66.06 1.33 19.34 51.47
−11.22 27.1 22.46 6.58 −66.81 −17.11
22.53 −62.6 −54.41 −2.54 16.37 40.26






















Similar to the case of feed rate, FE simulations for increasing the depth of cut and 
spindle speed were done by DEFORM™ 3D. The results were put into VPSC code and 
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texture coefficients were obtained as functions of changes in the depth of cut or spindle 
speed. Although, experimental observations showed that, due to recrystallization in the 
corresponding machined samples, the texture prediction may not be quite accurate.  Fig. 
6-7(a) shows the change in the microstructure attributes in the c4
11 - c4
12 -c4
14  space as a 
function of depth of cut. In Fig. 6-7(b), the portion of microstructure hull demarcated by 
the changes in depth of cut is illustrated.  
 
Fig. 6-7 The effects of increasing depth of cut in (a) The evolution of microstructure coefficients in 
AA7075  (b) a hyper-surface containing the possible processing paths leading to the possible 




Fig. 6-8 The effects of increasing spindle speed (a) The evolution of microstructure coefficients (b) a 
hyper-surface containing the possible processing paths leading to the possible microstructures. The 





Fig. 6-9 congregation of all the microstructural paths obtained for simulations for the three process 
parameters. The hyper surface shows the possible microstructures. The red points show the 
simulation points 
 
Similar to the case of feed rate, the process path function matrices for depth of cut 
and spindle speed, i.e. ADepth !of !cut and ASpindle !speed , can be easily obtained following the 
same procedure: 
 
ADepth !of !cut =
10.818 1.0946 64.67 4.247 9.82 3.69
0.7005 −4.837 8.96 0.4827 1.25 0.52
−2.7373 7.62 −27.01 −2.01 −4.87 −2.01
−11.53 51.87 −727.32 −41.76 −10.33 −41.43
−15.91 12.53 −11.841 −85.35 −19.8 −82.69























ASpindle !speed ! =
27.66 −6.73 5.74 2.21 1.68 4.47
0.496 −1.19 −1.02 0.08 2.97 0.07
−1.3388 3.255 2.77 −0.04 −18.13 −6.14
−32.74 79.61 67.95 −0.13 −9.91 −5.29
−53.69 13.05 14.45 18.05 −32.67 −8.17























Fig. 6-9 shows the closure containing all the experimental and computational 
points obtained for machining of AA7075. The closure demarcates all the physical points 
of the materials texture obtainable by starting from the initial point.  
As mentioned in the earlier chapters, the discussed microstructural evolutions (i.e. 
both grain size and texture) lead to changes in materials properties. Micro-hardness 
below the machined surface is a suitable candidate for property measurements. Since a 
considerable refinement is observed in some of the samples, an increase in the hardness 
based on the Hall-Petch [132, 133] relation is expected. Eq. (6-18) demonstrates the Hall-
Petch (HP) type of equations were a mechanical parameter (in this case hardness) is 
plotted against the average grain size powered to a materials constant M, which is 
reported to be very close to -0.5 for most known material systems[134, 135]. 
H = H0 + kHd
M         (6-18) 
where H is the hardness of a polycrystalline material. kH is the material’s 
sensitivity to HP type behavior. H0 is the offset of the plot of measured hardness vs. d
M . 
d represents the average grain size. Fig. 6-10 shows the HP plot with the assumption of 
M=-0.5. Therefore H0 =146.69 HV and kH = 247.65 HV µm . 
 
 
Fig. 6-10 The Hall-Petch plot for the hardness of the machined samples  
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It is important to note that the initial material is not considered in making the plot 
in Fig. 6-10. Since, its hardness (174.3 HV) was lower than all the machined cases and 
therefore violates the HP linear trend vs. d−0.5 . This phenomena is a good example of 
limitations of the HP effect in addition to the case of ultra-fine microstructures [136]. The 
HP-type relationships only consider the effects of grain boundaries on the properties, 
whereas it is well-established that in AA7075 system, at least four parameters contribute 
to changes in the hardness (and possibly other properties). According to Zhang et al. 
[137]: 
H = HSS +HGB +HP +HDis        (6-19) 
where HSS , HGB , HP  and HDis  respectively stand for the change in the hardness 
of AA 7075 due to the solid solution of Al and the alloying elements, the effects of grain 
boundaries (captured by HP relation), the effects of precipitations and the contribution of 
dislocations. The enhanced hardness at the machined surface that is observed regardless 
of grain refinement or growth, is possibly due to the increased dislocation density as a 
result of machining. In investigation of other properties (such as elastic moduli or plastic 
parameters), another important term, which represents the effects of crystallographic 
texture, should be added to Eq. (6-19).  
 
6-4 Conclusions and future trends 
 Expansion of texture evolution in spectral form shows that machining remarkably 
changes the microstructure descriptors. The trend of the change in modeling and 
experimental results seems to follow paths in the microstructure space.  For the case of 
feed rate, the two paths are completely close. The computational and experimental paths 
for depth of cut and spindle speed also seem to be converging.  
6 additionally FE and VPSC combinations were performed for each process 
parameter to obtain the process path function. With the methodology explained above, 
 115 
three different process path matrices for changing the feed rate, depth of cut and spindle 
speed in machining of AA 7075 were obtained. Determination of the process path matrix, 
should make the future assessment of texture evolution in the machining process, 
needless to any FE or VPSC simulations. However since the process paths are 
approximated without any consideration of recrystallization (which the applied VPSC 
model lacked), the outcome of the process path modeling is prone to discrepancy 
compared to the corresponding machining. Nonetheless, for the cases which 
recrystallization didn’t occur or was negligible, the process path outcomes should be 
quite accurate.  
The direction of future research should be towards incorporating the effects of the 
grain size into the microstructure space. In this regards, first the texture evolution code 
should accommodate recrystallization. Then the grain size distribution (e.g. the plot 
shown in Fig. 5-1) can be expanded in spectral form, for instance by Fourier series. The 
coefficient terms of the expansion can be treated in the same way as texture coefficients. 
Then, the conservation principle can be applied and the process path function can include 
both grain and texture evolution.  
The next step in the future research is investigating the effects of all the above 
microstructural evolutions on the modifications in properties of the material. This would 
form the next section of the work necessary for implementing materials-affected 
manufacturing concept. In this regard, the preliminary work done by micro-hardness 
measurements needs to be extended towards other properties and if necessary in smaller 
scale; such measurement of elastic, plastic and creep properties by nano-indentation. In 
accurate modeling of properties evolutions, the effects of as many contributing factors 
(mentioned in Eq. (6-19)) as possible should be considered. In this regard different 
techniques such FE, analytical or statistical homogenization schemes or combinations of 
them can be applied[138]. 
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7. MODELING THE EVOLUTION OF SECONDARY PHASES 
7-1 The significance of precipitate refinement modeling 
Many important engineering materials systems such as AA 7075, Ti64 and all 
other precipitation-hardened alloys and all types of composites are composed of more 
than one phase. Texture and grain modifications due to manufacturing, can be fairly 
assumed to completely represent the evolution of primary phase. Nonetheless, they 
provide no information about the potential evolution of secondary phases. The secondary 
phases of all the precipitation-hardened alloys (as well as Ti64) either is a brittle 
intermetallic or shows negligible inelastic deformation compared to the primary phase. 
Therefore, the main evolution of the secondary phase aggregates is refinement and 
redistribution [139-141], which can significantly change the properties and the response 
of the material[142-144].  
Most on the modeling efforts on predicting precipitate refinement and 
redistribution is done through FEM. As an example, 2D modeling of refinement in multi-
particle composites with rigorous finite element analysis is reported. The results showed 
for the first time that the previous assumption of splitting all the precipitates at their 
center lines is not valid all the times [145, 146]. The corresponding 3D modeling was 
reported a several years later [147] where the available computation power was high 
enough to handle such big models.  
In order to address the evolutions of the second phase, a totally new approach, 
here so-called “the continuum mechanical” (CM) approach, is developed based on an 
early work on forces acting on solid ellipsoidal particles immersed in Newtonian fluids 
[148]. The purpose of this effort was to provide a much faster and still reliable technique  
compared to FEM, which is compatible with the whole scheme of materials-affected 
manufacturing and doesn’t add a considerable portion to the computational costs of the 
framework. This novel approach has not been used for inelastic deformation of solids and 
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is being introduced for the first time. The mathematical details of the proposed formalism 
is as follows: 
 
7-2 Continuum-Mechanical approach towards determination of stress fields 
in secondary phase 
It is assumed that a power law controls the plastic behavior of matrix. The 
Jonson-Cook model introduced in Eq. (4-11), can be fitted to a simple power law with the 
assumption of constant temperature and a maximum strain.  
 
          (7-1) 
where k and n are materials constants and  and respectively represent the 
equivalent stress and equivalent strain rate. Von-Mises yield criterion is assumed to 
control the yield behavior of the matrix. The equivalent strain rate is given by: 
 
          (7-2) 
According to the yield criterion, the equivalent stress is given by: 
          (7-3) 
It is assumed that flow rule of the matrix material can be represented by: 
          (7-4) 
Where Sij represent the deviatoric stress components. With the assumption of 
infinitesimal strain regime, the strain rate can be written:  
 
         (7-5)  
σ eq = k εeq
n
!εeq σ eq
!εeq = 23 !εij !εij





!εij = 12 vi, j + vj,i( )
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where represents the velocity component and the comma notation is used for partial 
differentiation. Substituting eq. (7-1), (7-2), (7-3) and (7-5) into (7-4) and rearranging 
gives: 
          (7-6) 
Applying the equation of motion ( ) on eq. (7-6) and and decomposition the stress 
tensor into deviatoric and hydrostatic results in:
              (7-7) 
 
With the assumption of incompressibility ( ), one can rewrite (7-7):  
                (7-8) 
where: 
 





Eq. (7-8) should be solved in an ellipsoidal coordinate for the very specific 
geometry we are interested in. The PDE initially solved by Oberbeck [149] and the 
boundary conditions necessary for an ellipsoidal particle immersed in a Newtonian fluid 
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depends on the velocity unlike the Newtonian fluids which is a constant. Now, the 
procedure introduced by Jeffery [148] and explained by others[150, 151] and impose the 
necessary modifications for a solid is followed.  
The boundary conditions are as follows: we assume that at infinity (far from the 
particle), the applied strain rate (or equivalently velocity) is distributed uniformly in the 
matrix.  
             (7-10) 
Additionally, the hydrostatic stress at far distances from the particle is also known: 
                     (7-11) 
If it is assumed that during the inelastic deformation of the particle/matrix 
interface remains perfect (no debonding occurs), then right at the interface both matrix 
and particle have to possess the same normal component of velocity. Considering, the 
elastic small deformation of the particle and comparatively large inelastic deformation of 
the matrix, the elastic deformation of the particle at its boundary is neglected. In other 
words, the normal components of the velocity is assumed to be zero. This assumption 
results in the third boundary condition which requires the velocity right at the interface 
only be rotational. But this rotational velocity is still position dependent and unknown.  
         
(7-12) 
where is the vorticity vector and  represents the permutation tensor. Eq. (7-12) is a 
direct outcome of decomposition of the velocity gradient into rate of displacement and 
rate of rotation ( ) and assuming that the displacement part ( ) which 
corresponds to normal velocity is zero. Obviously, the above assumption is valid in a 
Cartesian coordinate with the origin at the center of the ellipsoid which means the 
coordinate moves with the motion of the ellipsoid. Eq. (7-12) can serve as a boundary 
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ω
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simplicity, we assume the vorticity vector is uniform. This assumption still yields a 
position dependent velocity at the interface.  
Looking at the PDE presented in eq. (7-8) and the boundary conditions, (7-10) to 
(7- 12), one realizes that the problem is ill-posed. In the sense that there are two unknown 
functions,  and  in one PDE and depends on 
 
according to (7-10). 
In addition, the numerical value of one of the boundary conditions (i.e. (7-12)) is not 
known yet.  
Considering, the geometry of the problem (an ellipsoid in a medium), one realizes 
that the PDE (7-8) has to be solved for the “exterior of the ellipsoid”. Let’s assumed the 
equation of the ellipsoid in the aforementioned Cartesian coordinates (origin at the center 
of the ellipsoid) is given by:  
           (7-13) 
The solution to the homogenous for the PDE of Eq. (7-9) (i.e. ) 
outside the ellipsoid (7-13) is already available [150-152]:  
The functions that  and are solutions to the homogenous from of Eq. (7-9), 
that is:  
                     (7-14) 
 and  (i =1,2,3) are defined in the confocal ellipsoidal coordinate in the 
following way. In the ellipsoidal coordinate,  is the positive root of: 
 
        (7-15) 
which means that if   we are at the interface of the ellipsoid and matrix and if  
we are in the matrix on an ellipsoidal surface.  is defined as: 
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      (7-16) 
where  
       (7-17) 
Now, if we put:  
         (7-18) 
        (7-19) 
        (7-20) 
Then the  functions can be defined in the following way: 
 , ,       (7-21) 
, and ,  are evaluated in the same way as (7-20) and (7-21). 
Based on the above solutions for the homogenous PDE in the confocal ellipsoidal 
coordinates, Oberbeck [149] proposed a solution for the original PDE (7-8) in the 
Cartesian coordinates. The technique was later modified by Jeffery [148] and is fully 
explained by Lamb [150]. According to Jeffery[148], the solution to (7-8) is “assumed to 
be possible” to be written in the form of partial derivatives of  and in the following 
form: 
    (7-22) 
where , are constant vector. is a 
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        (7-23) 
By , we mean a vector with the form .  
The above form satisfies the boundary conditions (7-10 to 7-12). It can be verified 
by inspection that all terms in (7-23) tend to zero as . Jeffery [148] continues to 
derive the form of hydrostatic pressure which is valid only for the case of Newtonian 
(constant viscosity) fluids while according to (7-10), the  parameter for the case of 
inelastic deformation of a solid is not constant.  Therefore, here we need to “modify” 
Jeffery’s solution to accommodate the non-constant “viscosity parameter” for inelastic 
deformation of solids. For this purpose, if we double differentiate eq. (7-22) and by 
noting that , we have: 
 
    (7-24)
 
 
If we substitute into  (7-24), we have:  
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Now, noting the fact that we know the function forms of and  (from (7-9) 
and (7-22)) then we can integrate eq. (7-26) and find , if we can find the constants 
defined in (7-24). In order to determine the constants we can follow the procedure 
explained by Jeffery[148] and Lamb [150] where we impose the boundary condition Eq. 
(7-11) and compressibility on Eq. (7-22). Using the uniformity assumption of far field 
velocity Eq. (7-12), will result in a 15-equation 15-unknown system, which yields the 
constant coefficients and fully identifies the velocity field in the matrix adjacent to the 
ellipsoidal particle.  
Following what is mentioned above, the velocity v and the hydrostatic stress σ h , 
in the vicinity of the elastic precipitate, in the inelastic solid is given by Eq. (7-22) and 
(7-26). Now since we have the velocity of the solid matrix in the neighborhood of a 
particle, through straightforward continuum mechanical calculations, we can find the 
traction exerted on the boundary of the ellipsoid:  
 
      (7-27) 
where  
         (7-28) 
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n is the unit normal to the surface of ellipsoidal precipitate. In order to determine 
the position dependent stress at any location at the interior of the ellipsoidal particle, we 
cut an arbitrary section in the ellipsoid as shown schematically by Fig. 7-1. We notice 
that any cross-section to an ellipsoid always results in an elliptical surface [153]. If  
 is the unit normal to the arbitrary elliptical cross-section and its 
surface area, as depicted in Fig. 7-1 ; then the balance of force results in:  
        (7-29) 
Since, and depend on position and orientation of the sectioning, the normal 
stress  can be determined at any position inside the ellipsoid. Now, If nx and ny 
(schematically shown in Fig. 7-2; note that n*, nx and ny are mutually orthogonal) 
represent the unit normal vectors along the direction of major and minor semi-axes of the 
intersected ellipse, then similar to the normal stress, the shear stress on the plane of 
intersection can be obtained:   
         (7-30) 
         (7-31) 
 
Fig. 7-1 Schematic sectioning of the ellipsoidal particle to determine the stress. Blue arrows 
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Fig. 7-2. Schematic illustration of the elliptical surface of cross sectioning and ellipsoid 
 
7-3 FEA Verification 
For the purpose of validation, the stress fields inside the precipitate will be 
numerically calculated by FEM (for this purpose, ABAQUS™ version 6.13 was used) to 
compare and validate the continuum mechanical (CM) results. Here, 2D FEM model 
results are compared to the 2D continuum mechanical counterpart. In running the FE 
simulations, properties of AA7075 (i.e. constitutive law Eq. (7-1) and yield stress) were 
used to serve the purpose. As required by the above formalism, a rate-dependent power 
law behavior (i.e. creep) and a von-Mises yielding characteristic was applied to the 
matrix.    The particle is assumed a rigid precipitate (stabilized η precipitates - elastic 
deformation ignored).  Verification of the CM model was performed for two simple 
loading cases, uniaxial tension and pure shear at room temperature. The element sizes 
were in the range of 0.01 to 0.05 times the side of the cell shown in Fig. 7-3.  
Fig. 7-3 compares the results obtained by the CM and FEM for uniaxial tensile 
loading. The angle θ, represents the orientation of the particle with respect to the vertical 
axis.  According to Fig. 7-3 (a), the maximal value of the first principal stress occurs at 
the center of the particle when the orientation angle θ =0°. The same phenomena in 
addition to a similar lever of stress, are predicted by FEM results shown in Fig. 7-3(c). 
Also, increasing the strain rate increases the level of stress that the precipitate is 
experiencing.   Fig. 7-3(b) illustrates the constant-stress contours of the first principal 
stress for θ =45°. In this case, the maximal stress occurs at a distance from the center of 
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the particle, which is validated by FEM results shown in Fig. 703(d). Similar to the 
previous case, the magnitude of stress is close in the two cases.  
 
Fig. 7-3 constant stress contours of the first principal stress in uniaxial loading for (a) θ =0° and (b) θ 
=45°. x represents the position in the particle and a is the major semi-axis of the elliptical particle. (c) 
and (d) are FEM simulations respectively corresponding to (a) and (b).  
 
Fig. 7-4 compares the results of the continuum mechanical and FEM results for 
the case of pure shear. Analogous to the case of uniaxial tension, the CM and FEM 
approaches predict the same position of occurrence of a maximized stress and similar 
numerical values. It is clear from Fig. 7-3 and 7-4, for any combination of process 
parameters (here the applied strain rate and orientation of the particle) an independent FE 
simulation should be done, however the CM method yields results for all the possible 
cases at once. Therefore, in order to completely validate the CM approach, several FE 
simulations were run. The results are compared to CM outcomes in Fig. 7-5 and 7-6. 
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Important to note that FEM yields stress values for each element while the CM method 
gives a type of “averaged stress” acting on a plane. Therefore, in comparing FEM and 
CM, the maximal, minimal and average FEM stresses acting on the plane of the 
maximum first principal stresses are compared.   s numerical value  in pure shear,. Fig. 7-
5 compares the results obtained by CM and FEM in pure shear, which again proves the 
consistency of the newly developed model with FEM. Fig. 7-6 a comparison for shear. 
According to Fig. 7-5 and 7-6, the values predicted by the CM mode always falls 
between the minimum and maximum values predicted by FEM, although not necessarily 
the average. These results confirm the reliability of the proposed CM technique. 
 
 
Fig. 7-4 constant stress contours of the first principal stress in pure shear at constant shear strain 
rate as a function of θ; x represents the position in the particle and a is the major semi-axis of the 
elliptical particle. (b) the FEM simulation result for the case pure shear loading at θ=45° and shear 
strain rate of 2700 s-1. 
 
7-4 Conclusions and future trends 
A novel approach is proposed to determine the position dependent stress fields at 
the interior of secondary phase precipitates, in loading of the bulk body of the material. 
The approach is founded on a closed-form solution to the equation motion of the material 
surrounding the precipitate. Therefore, the computation time is significantly reduced 
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compared to a conventional technique such as FEM. Since the novel methodology 
considers the velocity of the material surrounding the precipitates, it can also determine 
the redistribution of the precipitate due to bulk deformation of the whole body.  
 




Fig. 7-6 Comparison of CM and FEM approaches in pure shear 
 
Additionally, the reliability of the results is tested with FE simulations in uniaxial 
tensile and pure shear loading of AA 7075 with the assumption of the presence of a large-
enough η precipitate.  
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The direction of the future research should be first towards applying a 
macroscopic failure criterion (e.g. Griffith’s criterion [154, 155]) to predict the mode of 
precipitate refinement, after obtaining the position-dependent stress fields inside it.   
More importantly, this modeling formalism should be incorporated into the 
computational core of the materials-affected manufacturing framework, while 
investigating multi-phase materials. The best place to add the model is the crystal 
plasticity step where strain and strain rates in each crystallite are inevitably calculated. 
Therefore if the crystallite contains a precipitate, the loading input to the refinement 
model is the strain rate that the crystallite is experiencing rather than the externally 
applied strain rate. The precipitates along the grain boundaries can be assumed to 
experience an average value exerted by the adjacent grains. Therefore, in connection to 
the future trends suggested for previous chapters; the crystal plasticity model used in 
materials-affected manufacturing should be modified to at least accommodate two other 
phenomena, namely recrystallization and precipitate refinement.  
  
 130 
8. CONCLUDING REMARKS AND OUTLOOK 
 
This work reports the initial results of obtaining a comprehensive toolset capable of 
correlating manufacturing process parameters to microstructural characteristics through 
robust computational modeling validated by solid experimentations. Aluminum alloy 
7075 samples were machined by turning process, at different conditions by changing the 
depth of cut, feed rate and spindle speed. The thermo-mechanical loads (i.e. stresses, 
strains and strain rates, temperature, etc.) induced to the material by the turning process, 
are obtained using finite element analysis.  
According to the results; depending on the machining conditions, the applied 
strain and strain rate on the surface are respectively in the range of  ~4 to ~6 and in the 
order ~104 s-1. Based on previous published works in the literature, these values seem 
reasonable, since machining is an ultra-high strain, ultra-high strain rate process. 
Increasing the depth of cut seems to affect the strain more than the strain rate, while 
increasing the feed rate intensifies the strain rate exerted to the material. Increasing the 
spindle speed magnifies the levels of applied temperature and strain rate. Furthermore, 
finite element results indicate that the depth of penetration of strain and strain rate fields 
is bout ~200 µm in most cases. In addition, the temperature induced to the material is 
well above the recrystallization temperature in many cases.  
Experimental texture analysis of the as-received material shows a characteristic 
close to a randomly oriented microstructure. The initial material shows a high intensity of 
(112) planes in inverse pole figure plots. Amongst the texture fibers, the β fiber shows the 
highest intensity around ϕ2 ≈ 60° with an intensity of ~8 times random. The average 
grain size of the as-received material is ~31.6 µm with a standard deviation of 23.1 µm 
which shows a high degree of non-uniformity in the microstructure of the as-received 
material.  
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 According to experimental results, machining at the low level of depth of cut and 
feed rate and the high level of speed results in development of a texture component 
mainly recognized by a hump in the β fiber in the range 80°≤ ϕ2  ≤90°. Computational 
simulation of texture evolution performed by the viscoplastic self-consistent crystal 
plasticity scheme also predicts the same texture component.  
Increasing the depth of cut to the high level while keeping the feed rate at its low 
value, increases the discrepancy between simulations and experiments. While in the case 
of increasing the feed rate to a high level, the prediction of simulation and experimental 
results are entirely close. The peak values for the α and β fibers are at respectively ϕ1  and 
ϕ2 ≈ 90° and the rest of humps and valleys in texture fibers are the same in computational 
predictions and experiments.  
Experimental observations on the grain evolution due to machining, suggest that 
remarkable changes occur below the machined surface. Grain growth occurs in the 
samples machined at the lower depths of cut. On the other hand, promotes a sever 
recrystallization. Reduced spindle speed alleviates recrystallization resulting in larger 
grains compared to the intensely recrystallized cases.  
The recrystallized grains possess a different texture characteristic compared to 
grains prior to recrystallization. However, the crystal plasticity model, which was used 
for capturing texture evolution, is not capable of incorporating recrystallization. 
Therefore, the texture that the model predicts for recrystallized cases show a discrepancy 
compared to experimental results.  
In order to systematically follow microstructural evolutions, the orientation 
distribution functions obtained for the samples and their corresponding simulations were 
expanded in a spectral form. The outcome shows that machining remarkably changes the 
microstructure descriptor coefficients. The trend of the change in modeling and 
experimental results seems to follow paths in the microstructure space.  For the case of 
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increasing the feed rate, the two paths are completely close. Additionally, The 
computational and experimental paths for depth of cut and spindle speed also seem to be 
converging.  
With the aid of complementary finite element simulations combined with crystal 
plasticity modeling, three different process path functions for changing the feed rate, 
depth of cut and spindle speed in machining of aluminum alloy 7075 were obtained. 
Determination of the process path function makes future assessments of texture evolution 
of aluminum alloy 7075 during machining, needless to any finite element or crystal 
plasticity simulations.  
In order to account for possible evolutions of the secondary phases, a novel 
approach is proposed to determine the position dependent stress fields at the interior of 
secondary phase precipitates, during loading of the bulk body of the material. The 
approach is founded on a closed-form solution to the equation of motion for the material 
surrounding the precipitate. Therefore, the computation time is significantly reduced 
compared to a conventional technique such as finite element method.  Additionally, the 
reliability of the results is tested with finite element simulations in uniaxial tensile and 
pure shear loading of AA 7075 with the assumption of the presence of a large-enough η 
precipitate.  
To fully implement the materials-affected manufacturing framework, which this 
research work form its first part, several other tasks need to be accomplished. The most 
important one is to adjust the crystal plasticity model to incorporate any possible 
recrystallization and grain growth, which was the main source of discrepancy in the 
current computational and experimental results. Additionally, the grain size distribution 
of the material should be also expanded in spectral form; to be able to express the 
evolution of grain size by means of microstructure descriptor coefficients and 
mathematically derive the complete process path functions. Along the same lines, the 
second phase evolution framework should be completed (to account for macroscopic 
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failure of precipitates and their redistribution) and inserted into the crystal plasticity code 
alongside recrystallization.   
The next step in future research is investigating the effects of all the above 
microstructural evolutions on the material’s properties. This section of the work again 
requires experimental validations. In accurate modeling of properties evolutions, the 
effects of as many contributing factors as possible should be considered.  
Finally, the last step in completing the materials-affected manufacturing scheme 
should be taken, by incorporating the iteratively updated material properties as inputs to 
manufacturing models and simultaneously evolving materials microstructure and 
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