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INTRODUCTION
Pollution is one of the most relevant problems of metropolitan areas. With population growth and economical increases leading to new industry, environmental health problems have captured society's interest. Problems that affect the ecosystem, such as noise pollution; garbage and its disposal; and, in particular, air pollution, have a direct effect on people's health. 1, 2 There are numerous air quality indicators that show pollution effects on people's health. 1, 2 Some of the most important ones include particulate matter (PM 10 ), carbon monoxide (CO), sulfur dioxide (SO 2 ), and nitrogen dioxide (NO 2 ). When an indicator's concentration level exceeds an established air quality safety threshold, severe health problems may affect humans. 1, 2 There are many environmental agencies around the globe that develop their own policies and have established air quality standards and indicators regarding allowed atmospheric pollutant levels. Environmental agencies use the indicators as a monitoring measure, using a network of pollution and atmospheric sensors. The measurement results are observations equally spaced and ordered in time (e.g., hourly, daily, and monthly), resulting in a time series of pollutant concentrations.
Methods used for time-series prediction are native to the statistics field, such as the autoregressive (AR) model and the autoregressive moving average (ARMA) model. 3, 4 Various intelligent models, such as artificial neural networks (ANNs), 5, 6 particle swarm optimization (PSO), [7] [8] [9] [10] genetic algorithms, 11 and fuzzy logic, [12] [13] have been proposed. In the forecasting field, particularly for air pollution problems, 6, 7, 11, [14] [15] [16] [17] [18] ANNs have been successfully applied. 6 , 15 Brunelli used a recurrent neural network (Elman model) to predict daily maximum concentrations of SO 2 , O 3 , PM 10 , NO 2 , and CO in the city of Palermo. 6 Kurt et al. applied a feed forward ANN trained by back propagation with seven nodes in the input layer and ten nodes in the hidden layer to predict three air pollution indicator (SO 2 , PM 10 , and CO) levels for the next three days for districts in the greater Istanbul area. 15 However, use of an ANN requires the choice of a set of parameters and an appropriate architecture for the problem solution. Intelligent hybrid models 7, [9] [10] [11] [12] [13] 16, [18] [19] that are a combination of different intelligent methods are proposed with the aim of achieving better prediction performance, with the intent of combining the strong points of several algorithms into a single system. There are some studies in the literature that use these ideas, where an intelligent search method is combined with an ANN to enhance a predictive system. Lu et al. combined a PSO model with an ANN to predict pollutant levels in the downtown area of Hong Kong. 7 Wang and Lu proposed a multilayer perceptron (MLP) model trained by a PSO algorithm, and applied the hybrid approach for one step ahead (1-day) forecasting for daily maximum ozone (O 3 ) levels in the Tsuen Wan and Tung Chung areas. 16 Grivas and Chaloulakou used an optimization procedure based on a genetic algorithm for the selection of input variables for ANN models, 17 and used the system for prediction of PM 10 hourly concentrations in the greater Athens area.
The focus of this study is to employ a PSO algorithm for tuning and training an ANN. The resulting model is applied to time-series forecasting. On the basis of the authors' knowledge of research literature, PSO has not been extensively used to predict time series of gaseous pollutants. In addition, a novelty of this study is the use of PSO to not only reach the relevant lags used in the prediction, but also to determine the best neural network architecture to forecast pollutant concentration levels.
TIME SERIES
A time series is a set of observations of a variable of interest, representing a sequence of observations ordered in time. The variable is observed in discrete temporal points, usually equally spaced, and the analysis of such temporal behavior involves a description of the process or of the phenomenon that generated the sequence. 3, 20 A time series can be defined by Equation 1,
where t is the temporal index and N is the number of observations. Therefore, X t is a sequence of observations ordered and equally spaced in time. The application of forecasting techniques relies on the ability to identify underlying regular patterns in the dataset that make it possible to create a model capable of generating subsequent temporal patterns. 3, 20 A crucial point regarding the time-series prediction problem is to capture the temporal relationship of the given series data. Hence, through observation of the correct time lags, the dynamics that generated the real series can be reconstructed. This hypothesis is based on Takens theorem, 21 which indicates that such reconstruction is possible. However, a major problem is the correct choice of relevant time lags. Therefore, the methodology used in this study is based on the search for the relevant time lags that provide a correct characterization of the process that governs a temporal series. 9, 19 
ARTIFICIAL NEURAL NETWORKS
ANNs are computational modeling tools that find a wide variety of applications in modeling complex real-world problems. 5, 22 ANNs can be defined as structures composed of simple, adaptive, and massively interconnected processing elements (referred to as artificial neurons or nodes) that are capable of performing data processing and knowledge representation.
A single neuron, or perceptron, shown in Figure 1 , has two basic components. First, a weighted sum, s = S A multilayer neural network or MLP consists of two or more layers, as follows: input layer, hidden layer(s), and output layer ( Figure 2 ). When formed by two layers, it only possesses the input layer and the output layer. Each node in the input layer receives a unique input signal. Actually, the nodes in this layer are usually passive, meaning they do not process data, but only receive signals on their input and send them to the nodes in the next layer. 5, 22 When the network is formed by three or more layers, the layer(s) between the input and output layers is(are) denominated hidden layer(s). A hidden layer processes the signals sent to it by calculating a weighted summation and using a specific activation function. Then, the output layer receives the signals from the previous layer by performing a weighted summation and applying a particular activation function to the resultant sum.
In this study, the neural networks used have the sigmoid function and the linear function as the activation functions of the hidden and output layers, respectively. The dataset used for training, validating, and testing the neural network is divided into three groups. First, the training set, which usually consists of half or more of all data gathered. It is used by the ANN to adjust its weights and biases. Second is the validation set, which is used for validating the network training. It checks the network's capability to generalize a series of input data. Finally, the test set is used to evaluate the network's performance. 5 The latter two sets consist of data that have not been previously presented to the network.
The training process is performed until any stop criterion is achieved. The errors associated with the stop criteria are the validation (generalization) and training errors. The test error is the network's performance measurement based on the test set. The training, validation, and test errors are evaluated by comparing the actual observed data to the predicted data.
PARTICLE SWARM OPTIMIZATION
The PSO algorithm was developed by Eberhart and Kennedy in 1995. 8 It is an evolutionary algorithm inspired by the behavior of flocks of birds or schools of fish searching for food. The algorithm seeks to optimize a population of random solutions. Each particle (individual) has a position and velocity, representing the solution to the optimization problem and the direction of the search in the search space. Particles adjust speed and position according to their best experiences. The algorithm determines the local best found by each particle individually and the global best, which is known by the entire swarm.
The PSO theory assumes that in a population with size M, each individual i, where 1 ≤ I ≤ M, has a present position X i , an associated velocity V i , and a local best solution l i In addition, each particle has a fitness function, which is the particle's measure of merit and evaluates the particle's solution adequacy in solving a given problem. The particle local best is simply the best solution obtained by it up to the current iteration. The global best solution X g is the best solution among all the particles. Parameters c 1 and c 2 are the acceleration constants of the particles, and influence the velocity at which the particles move in the search space. For each iteration cycle, the particle velocities are updated (accelerated) in the direction leading to the local and global minima: The particles' positions are updated using simple discrete dynamics:
where the term w is the inertia weight, and is used to balance the local and global search abilities of the algorithm, controlling the influence of previous information when updating the new velocity. Usually, the term w decreases linearly from 1 to approximately 0 during the process. 7 The parameters r 1 and r 2 are generated from a uniform random sequence in the interval [0, 1].
In the PSO algorithm, each individual in the population evolves according to its own experience, estimating its own quality. Since the individuals are social beings, they also exchange information with their neighbors. These two types of information correspond to individual learning (cognitive: local knowledge) and cultural transmission (social: knowledge of the best position in the swarm), respectively. The algorithm is formulated as follows: 8 1. Initialize parameters such as the acceleration constants, inertia weight, number of particles, maximum number of iterations, velocity boundaries, initial and constrained velocities and positions, and eventually the error limit for the fitness function. 2. Evaluate the particles' fitness function values, comparing with each other, therefore setting the local best and global best. 3. In accordance with Equations (2) and (3), calculate a particle's new speed and position, and then update each particle. 4. For each particle, compare the current fitness value with the local best. If the current value is better, update the local best fitness value and particle position with the current one. 5. For each particle, compare the current fitness value with the global best. If the current value is better, update the global best fitness value and particle position with the current one. 6. If a stop criterion is achieved, then stop the procedure, and output the results. Otherwise, return to step 2.
PROPOSED METHOD
This section describes the specifics for each of the models proposed in this study.
PSO is used to find the best possible MLP structure (input and hidden layers' size) and to train the MLP characteristics (weights and biases). The following remarks are necessary to understand how PSO is employed to train the MLP model using Equations (2) and (3):
• One MLP neural network corresponds to one particle in PSO (with position and velocity properties). The components of each particle include the network structure (input and hidden layer sizes), the weights matrix, and the biases (hidden and output layers).
• The number of particles, in other words, the population size, defines how many MLPs will be used to search the optimal network and its characteristics.
• All MLP individual characteristics (weights, bias, and structure) are updated serially during the search process for the optimal solution. Updates are made on the basis of Equations (2) and (3). The proposed hybrid system combines two intelligent techniques, PSO and ANNs. The idea is that each individual of the population, which is an ANN, is adjusted and has its structure dimensioned by PSO. Therefore, PSO will determine the following:
• The maximum number of time lags (MAX_LAGS). PSO searches in the interval [1, MAX_LAGS] for the relevant lags that better characterize the time series for each individual of the population.
• The number of hidden neurons; initially, a maximum number of neurons (MAX_NHIDDEN), so that PSO can search in the interval [1, MAX_NHIDDEN] for the optimum number of hidden neurons for each individual of the population. With this methodology, it is possible to minimize the search time to determine the most compact network structure capable of representing the data.
PSO, when calculating new velocities and positions, uses those values to update the number of units in the input layer, the number of neurons in the hidden layer, the weights (of the hidden and output layers), and the biases (of the hidden and output layers). In this study, four combinations of the PSO algorithm with MLP ANNs are explored.
PSO updates the parameters within these models. Then, a network simulation is conducted to evaluate the network's adequacy using the fitness function shown in Equation 4 . This process is ended if any stopping criterion is reached. The model variations are as follows:
In the first two models, only PSO updates the network's architecture, and weights and biases matrices: 1. PSO-MLP: The PSO algorithm adjusts the ANN parameters, where the input lags are time window observations. 2. PSO-MLP with nonconsecutive lags (NCL): The PSO algorithm has the ability to choose a nonconsecutive sequence of time lags. This characteristic is applied to achieve a more compact network structure, thus leading to lower computational costs. In the last two models, the PSO and the Levenberg-Marquardt (LM) gradient descent algorithm are used to adjust network architecture and weights and bias matrices. 3. PSO-MLP-LM: At each predetermined stage in the algorithm (e.g, every 100 iterations), or at a stagnation point (e.g, when PSO is no longer able to enhance its prediction), the MLP trains the network. Training is also performed by the LM in an attempt to avoid stagnation. 
The fitness function is used to evaluate the model's performance. In this study, more adapted PSO individuals have higher fitness values, approaching a value of 1.
The termination conditions for PSO are as follows: The stop criteria for the neural network training algorithm (LM) in this study are as follows:
• Maximum number of iterations (1000) • Validation or generalization error greater than 5%
PERFORMANCE MEASURES
For the problem of time-series forecasting, there is no single metric universally adopted by researchers to evaluate a model's predictive adequacy. In the present study, six metrics are considered to allow a better appreciation of the forecasting system performance. 6, 9, 19 First is the mean square error (MSE), which is one of the most common performance measures applied to neural networks:
where n is the number of patterns, target j is the desired output (series real value) for the j-th pattern, and output j (model response) is the predicted value for the j-th pattern. The second relevant measure is Theil's U statistic, which compares the performance of the predictive model with a random-walk (RW) model. An RW model assumes that the most adequate value for the prediction at time t + 1 is the value obtained at time plus a noise term. 19 If the Theil's U statistic value is less than 1, then the model is better than RW; otherwise, the model has performance equal to or worse than RW (Theil's U statistic value equal to or greater than 1, respectively).
. (6) The third relevant evaluation measure, the average relative variance (ARV), is given by ,
which compares the model performance with the time-series average, which is represented by the term -target. If ARV equals 1, the model has a performance similar to the time-series average. If ARV is greater than 1, then the model has a performance worse than the time-series average, and if ARV is less than 1, then the model has a better performance than the time-series average. Another performance measure is the mean absolute percentage error (MAPE), given by .
Another important measure is the index of agreement (IA), which can express the difference between the observed and forecasted data. This index can range from 0 to 1. Higher values indicate a better adequacy to the prediction problem. The IA is given as .
The last performance measure is the prediction of change in direction (POCID), which maps the time-series tendency; in other words, the model's capability of predicting if future values will increase or decrease. The measure is formulated as follows: ,
where
The fitness function considers the MSE. Nevertheless, the algorithm is also evaluated with the other five metrics discussed above. In a perfect system, all performance measures must approach zero, except the POCID, which must approach 100; the IA, which must approach 1; and the fitness function, which also must approach 1.
SIMULATION AND RESULTS
In this study, the following four real-world time series, corresponding to natural phenomena, were considered: gaseous concentrations of CO, SO 2 , NO 2 , and PM 10 . The data were taken from the city of São Caetano, located in the state of São Paulo, Brazil, and were obtained by CETESB-SP (Environmental Company of the State of São Paulo). 23 The series were normalized to the interval [0,1] and divided into three groups, following the Proben 1 technical report: 24 training set with 50% of the time-series data, validation set with another 25% of the time-series data, and test set with the remaining 25% of the time-series data. The PSO parameters were the same for all experiments. The number of iterations was 1000, and parameters c 1 and c 2 were established as 1.8 and 1.5, respectively. Terms r 1 and r 2 were random numbers between [0, 1].
Ten particles were used, in which each PSO individual was an ANN with maximum architecture of 10 -10 -1, which makes reference to an MLP network, which denotes 10 units in the input layer, 10 units in the hidden layer, and 1 unit in the output layer (prediction horizon of one step forward). For each time series, 10 experiments were performed with the combined algorithms, where each algorithm with the greatest fitness function was chosen as the representative of the respective model for a particular time series.
In the next subsections, the experimental results achieved for the four time series are shown. For each time series, the data considered in the present paper correspond to the measured daily averages.
Carbon monoxide series
The measurements available for the CO pollutant were collected between the years 2000 and 2001. The dataset consists of 713 daily observations.
The best MLP structure was chosen after conducting 10 experiments for all four models. According to Table 1 , the most adequate model was PSO-MLP-NCL. Among all metrics, PSO-MLP-NCL exhibited a superior performance based on the calculated MSE, POCID, MAPE, and IA. The selected architecture consists of a window of two nonconsecutive time lags, 1 and 6. Thus, it has 2 units in the input layer and 10 units in the hidden layer. Therefore, the MLP architecture that best fits the problem was defined as 2 -10 -1. Figure 3 represents the model's prediction (dashed line) and observed data (solid line) for the CO series for the last 100 consecutive points in the test set.
Sulfur dioxide series
The values of the SO 2 pollutant time series consisted of daily averages between the years 2000 and 2001. The series consisted of 699 observations. Each model was submitted to 10 experiments. According to Table  2 , PSO-MLP-LM obtained a superior performance when compared to the other proposed models in terms of MSE and IA. When compared to PSO-MLP-LM-NCL, PSO-MLP-LM was better in terms of MSE, POCID, MAPE, and IA.
The best model had a temporal window of three inputs, that is, time lags 1, 2, and 3, and the hidden layer had 9 processing units. Therefore, the selected architecture was 3 -9 -1. Table 2 indicates that PSO-MLP-LM is the best model according to the fitness value. The ARV value for this model is smaller than 1, meaning that it has a better performance than the time-series average. In IA terms, all proposed models obtain similar performance. Figure 4 shows the PSO-MLP-LM prediction (dashed line) and observed data (solid line) for the SO 2 series for the last 100 consecutive points.
Particulate matter series
The PM 10 The most adequate model for the PM 10 time-series forecasting was chosen after 10 experiments. Table 3 indicates that the PSO-MLP-LM-NCL model outperforms the other models in terms of MSE, POCID, ARV, MAPE, and IA. The selected model has two inputs (time lags 1 and 4) and a hidden layer with 7 processing units. Thus, the selected architecture was 2 -7 -1.
The ARV value for the PSO-MLP-LM-NCL model is smaller than 1. Therefore, the proposed model has a better performance than the time-series forecasting using the average of the series. In terms of IA, all models had similar results. Figure 5 shows the forecast made by the PSO-MLP-LM-NCL model (dashed line) and the last 100 observed values (solid line).
Nitrogen dioxide series
The measurements conducted in the year 2002 for the NO 2 series were used to assess the model validity. The NO 2 series consists of 355 daily averages.
According to Table 4 , the best suited model for the representation of the time series, chosen after 10 experiments, was PSO-MLP-NCL, which obtained the best results in terms of MSE and IA. Comparing to PSO-MLP-LM, the PSO-MLP-NCL model obtained a superior performance in terms of MSE, POCID, MAPE, and IA. The best model has three inputs (lags 1, 2, and 5) and 10 processing units in its hidden layer. Thus, the selected architecture was 3 -10 -1.
The selected model was capable of reaching a better performance than the time-series average (ARV less than 1). Figure 6 presents the observed data (solid line) and predicted data (dashed line) for the last 88 points of the series. 
CONCLUSIONS
In this study, a hybrid system for time-series forecasting of concentration levels of air pollutants was evaluated. The system consists of an intelligent hybrid model composed of a PSO algorithm and an MLP ANN. PSO searches for a minimum number of time delays for proper time-series characterization and an optimized structure of a neural network in terms of input units, hidden processing units, initial weights, and biases of the ANN.
Four combined methods -PSO-MLP, PSO-MLP-NCL, PSO-MLP-LM, and PSO-MLP-LM-NCL -were applied to four series of natural phenomena (CO, SO 2 , PM 10 , and NO 2 ).
The results were presented in terms of six measures: MSE, Theil, ARV, MAPE, POCID, and IA.
Among the proposed combinations, PSO-MLP-NCL found the best MLP configuration in two (CO and NO 2 ) of the four time series addressed. For the time series of SO 2 concentration, PSO-MLP-LM found the best model. Finally, PSO-MLP-LM-NCL found the best model for the time series of PM 10 .
The PSO-MLP-LM and PSO-MLP-LM-NCL models conjugate PSO with a gradient descent algorithm (LM) for MLP training. This hybridization combines exploitation and exploration characteristics. PSO provides exploratory behavior. However, one of the main difficulties with PSO is that once it finds a possible global minimum, its performance does not improve quickly enough (it stagnates), taking a long time to reach the best result in a particular search space area. 25 Thus, when PSO is unable to substantially enhance network performance, the gradient descendent algorithm can exploit the search space locally, performing the search and achieving a local minimum within that specific area in less time.
Furthermore, the results obtained in this study are similar to those obtained from other approaches found in the literature. Brunelli obtained the best MSE of 0.02 for CO concentration in Boccadifalco, 6 while the best result in the present study, in terms of MSE, was 0.007, obtained by the PSO-MLP-NCL model. Kurt et al. reported an error percentage of 43% for one step ahead prediction of SO 2 in Istanbul. 15 Grivas and Chaloulakou reached, in terms of IA, results of approximately 0.8 in prediction of PM 10 in
