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Three-dimensional (3D) MR images become commonly utilized for brain pathology 
(tumor) detection. In order to assist the premier diagnosis of the existence of brain 
tumor, a computer-based system to detect brain tumors in 3D MR images 
automatically is in great need and of great research interests. Also, speed is the key 
concern in order to process efficiently large brain image databases and provide quick 
outcomes in clinical setting. Intensive research has been conducted to detect tumors. 
However, currently there is no a widely accepted method to detect brain tumors 
rapidly, particularly on large number of datasets (>100).   
This thesis proposes a method for automatic tumor detection. With input of brain 
image basic information from the scanning process, it gives immediate (0.1 – 0.3 
seconds on Standard PC) information about brain normality. The method is based on 
study of asymmetry of the brain. A healthy human brain is roughly symmetrical 
bilaterally with respect to the midsagittal plane (MSP). Changes in the relative shape 
and structure of two hemispheres are considered as a sign of abnormality. Asymmetry 
of brain has been used for detection of abnormality (Thirion et al 2000[44]). Tumors 
generate significant grey level asymmetry in brain MR images, so we use symmetry 
analysis of grey levels to detect the existence of tumor. Five symmetry measures: 
correlation coefficient (CC), root mean square error (RMSE), integral of absolute 
difference (IAD), integral of normalized absolute difference (INAD), and 
J-divergence (J-D) are proposed to calculate similarity between image grey level 
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distributions corresponding to both hemispheres. 
Also, we solve two main problems encountered with intensity-based methods, which 
are image normalization and reduction of influence caused by inhomogeneity. Firstly, 
in the symmetry-based approach, we compare intensity distributions of the two 
hemispheres of the same brain, which gives a format of self-normalization of MR 
images with uniformed image representation. Secondly, we reduce the shift of the two 
histograms caused by inhomogeneity before the calculation of the five symmetry 
measures, which partially compensated for such inhomogeneities. 
Abnormality of brain is validated on 168 studies in 101 patients (42 tumors and 59 
normal). The sensitivity and specificity of IAD, INAD and J-D are 83.3% and 89.1%, 
85.7% and 83.6%, and 83% and 92%, respectively. The value of empirical thresholds 
between the normal and tumor datasets for IAD, INAD and J-D are 0.0655, 23.00, 
and 0.0081 respectively. The method is MRI pulse sequence independent and 
computationally effective, running in less than 0.3 seconds on Pentium 4 (2.4GHz, 
Standard PC) for a single brain MRI study.  
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For neurological studies, the in vivo aspect of imaging systems is very attractive. The 
imaging modalities most often used for diagnosis of brain diseases are magnetic 
resonance imaging (MRI) and computerised tomography (CT). MRI or CT scans 
show a brain tumor, if one is present, in more than 95% of cases. The most 
appropriate way to observe brain anatomy is three-dimensional (3D) MRI. The 
number of applications is steadily growing including: morphometric measurements, 
pathology detection, surgery planning, getting a reference for functional studies, and 
so forth.  
Currently, much research work has been done on the segmentation and localization of 
brain tumors; however, little quantitative work has been done to detect the existence 
of brain tumor in 3D MRI rapidly and automatically, so my research work focuses on 
pathology (tumor) detection in brain 3D MRI. This thesis presents a rapid and 
automatic way for the tumor detection. There are three key concerns.  
z First is speed in order to process efficiently large brain image databases and 
provide quick outcomes in clinical setting to judge the normality of the brain 
based on quantitative analysis.  
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z Second is the format of self-normalization of MR image on the basis of intensity 
distributions of the two hemispheres giving a uniformed representation, which 
avoids the influence from different image acquisition conditions and makes the 
algorithm applicable to data from different scanners.  
z Third is the reduction of influence from image inhomogeneity.  
 
1.2 Contributions 
In the first stage of research work, I combined the intensity information of brain MR 
images with some landmarks of the brain, mainly, the midsagittal plane (MSP), and 
proposed a rapid and automatic method for tumor detection. The method is based on 
symmetry analysis of image grey levels. Quantification of brain asymmetry level is 
done on 97 brain MR studies using four symmetry measures: correlation coefficient 
(CC), root mean square error (RMSE), integral of absolute difference (IAD), integral 
of normalized absolute difference (INAD), which gave sensitivity of 64.3%, 80.9%, 
83.3%, 85.7% and specificity of 74.5%, 87.3%, 89.1%, 83.6%, respectively. (an SPIE 
Medical Imaging paper published).  
In the second stage, I was involved in information-based measure J-divergence (J-D) 
to estimate the asymmetry of the brain and to amplify the effect of tumors. 
Quantitative work based on 168 brain MR studies in 101 patients (42 tumors and 59 
normal) and evaluations of the method have been done. J-divergence gives sensitivity 
and specificity of 83% and 92%, respectively. The empirical threshold obtained 
 3
between normal and tumor data sets was Temp =0.0081. 
Operation time of each symmetry measure was 0.1-0.3 seconds on a 2.4GHz CPU PC. 
The method – with its estimated threshold, high detection speed, and reasonable 
detection rate – can provide immediate information about brain normality after the 
MRI scanning efficiently.  
 
1.3 Thesis Overview and Scope 
The remainder of this thesis if subdivided into the following chapters: 
Chapter 2: Background Information, introduces the medical background 
knowledge of brain tumors, MR images characteristics, and the marks of the brain 
mainly MSP. 
Chapter 3: Review of Previous Work, reviews the contributions of other researchers 
in the areas of tumor detection and segmentation. 
Chapter 4: Research Questions and Proposed Solutions, analyzes the research 
problems in the field of tumor detection, and describes our approach to solve the 
problems. 
Chapter 5: Materials and Methodology, describes the data used in our research, the 
five symmetry measures for quantification of normality of brain, and the algorithm 
evaluation techniques including simulation of noise, and modeling of tumor. 
Chapter 6: Results, presents the results of quantification of brain normality, the 
specificity and sensitivity of each measure. Evaluation of J-divergence versus noise 
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level, tumor size and inhomogeneity was done.  
Chapter 7: Discussion, addresses the research work done. 
Chapter 8: Conclusions, concludes the thesis by summarizing all five symmetry 
measures in the quantification of brain normality, brain tumor detection, and provision 























For brain tumor detection in MR images, we need to know the background knowledge 
of brain tumors, MR image characteristics, and the medical knowledge of MSP 
applied in the computational detection process. In this chapter, we will introduce the 
above background information. 
 
2.1 Brain Tumors  
Brain tumors are abnormal masses in or on the brain. Tumor growth may appear as a 
result of uncontrolled cell proliferation, a failure of the normal pattern of cell death, or 
both [46]. Brain tumors can be either primary or secondary. Primary tumors are 
composed of cells just like those that belong to the organ or tissue where they start. A 
primary brain tumor starts from cells in the brain. Most brain tumors in children are 
primary, and at least half of all primary tumors originate from cells of the brain that 
support the body's nervous system. Tumors related to the nervous system are called 
gliomas, and they originate in the brain's glia cells. Central nervous system tumors 
constitute a heterogeneous group of diseases that vary from benign, slow-growing 
lesion to aggressive malignancies that can cause death within a matter of months if 
left untreated. Each of these tumors has unique clinical, radiographic, and biologic 
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characteristics that dictate, in part, their management. Benign tumors grow slowly 
and do not spread. However, benign tumors are serious and can be life threatening; 
growing in a limited space, a benign tumor can put pressure on the brain and 
compromise its function. Malignant tumors grow quickly and can spread to 
surrounding tissues. "Malignancy" or "malignant" almost always refers to cancer. In 
general, the glial neoplasms that are seen commonly in adults include low-grade 
tumors such as the infilterating astrocyoma, oligodendroglioma, and mixed low-grade 
tumors. Intermediate-grade tumors include anaplastic astrocytoma and anaplastic 
oligodendroglioma, or mixed anaplastic tumors. The most malignant glial neoplasm is 
glioblastoma multiforme. A variety of other tumors can be seen as well, such as 
meningioma and ependymoma. Brain tumors of childhood include pilocytic 
astrocytoma, primitive neuroectodermal tumors such as medulloblastoma, 
ependymoma, and a variety of rare tumor types such as the germ cell tumors and 
atypical rhabdoid tumors of the central nervous systems [33]. The malignancy of brain 
tumor is not only dependent on the pathological malignancy, but also on the location, 
growth pattern and rate of growth. An otherwise benign tumor maybe situated in an 
area of brain that contain vital centers and thus may cause great harm, rather than a 
highly malignant tumor in an area that my be involved in abstract functions and may 
not cause symptoms for a long time. The location of the tumor is very important in the 
diagnosis as well. MRI cannot reliably distinguish between the different types of 
tumors on imaging alone, however combining the information with location can help 
in predicting the exact histology of the tumors. 
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Secondary tumors are made up of cells from another part of the body that has spread 
to one or more areas. Secondary brain tumors are actually composed of cancer cells 
from somewhere else in the body that have metastasized, or spread, to the brain, such 
as osteosarcoma (a primary bone tumor) or rhabdomyosarcoma (a primary tumor of 
muscle). These lesions tend to be rather well defined and may be more easily removed 
by surgery [46]. 
Brain tumors are relatively common tumors, especially in children. A tumor is any 
mass that occupies space. It is also called a space-occupying lesion (SOL). Not all 
tumors are cancer, and not all cancers are tumors. 
With different criteria, brain tumors can be classified as: 
1. Location in the skull: 
a. Intraaxial (inside the brain) 
b. Extraaxial (outside the brain but inside the skull) 




d. Convexity tumors   
3. Location in compartments: 
a. Supratentorial (above the tentorium cerebelli) 
b. Infratentorial 
c. Anterior fossa 
 8
d. Middle fossa 
e. Posterior fossa 
f. Orbital 
g. Cerebellopontine (CP) angle 
4. Origin of tumor 
a. Glial cells 
b. Neurons 
c. Meninges 




Fig. 2.1 shows a brain image with a tumor pointed by the arrow. 
 
Fig. 2.1 Brain image with a tumor. 
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2.2 MR Image Characteristics of Brain Tumors 
MRI has become firmly established as the premier diagnostic modality for the head 
[47]. It is most commonly utilized for lesion detection, definition of extent, detection of 
spread and in evaluation of either residual or recurrent disease. (Vezina[51]) MR – with 
its multiplanar imaging capability, high sensitivity to pathologic processes, and 
excellent anatomic detail – would always virtually be the choice of imaging study in 
the evaluation of intracerebral tumors if cost and availability were not issues [47]. MRI 
is more sensitive for brain tumors than CT, both in terms of detection as well as in 
showing more completely the extent of the tumor. The major benefit of multiplanar 
imaging has been superior tumor localization, rather than increasing the detection rate 
of lesions. MRI provides significantly more information about intrinsic tissue 
characterization and parallels findings on gross pathology. The effects of necrosis on 
MRI are complex and varied but can often be identified with near-certainty. The 
association of cysts with certain neoplasms has long been utilized as an aid to 
differential diagnosis by neuroradiologists and MRI is very good at picking up cysts 
that are very sharply demarcated, round or ovoid masses. MRI uniquely depicts 
hemorrhage, because of the paramagnetic properties of many of the blood-breakdown 
products. The signal intensity pattern of intratumoral hemorrhage differs from benign 
intracranial hematomas. Fat-containing neoplasms (e.g., teratoma, dermoid, lipoma) 
are easily identified on MRI. The dilated and increased blood vessels to the tumors 
may also be seen well on MRI and magnetic resonance angiography (MRA). 
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Both T1- and T2-weighted images are useful to brain imaging. Cerebrospinal fluid 
(CSF) has very long T1 and T2 relaxation times and therefore appears dark on 
T1-weighted images and very bright on T2-weighted images. As the fluid becomes 
more saturated with proteins, the T1 and T2 times decrease and the signal strength 
drops leading to darker contrast. A benefit of this is that it is possible to tell the 
difference between pure fluids and those with more proteinaceous matter in them (e.g. 
the difference between a fluid filled cyst and a more heterogeneous tumor). 
Additionally, T1-weighted images show change in tissue homogeneity in the brain 
such as tumors and dead tissue. T2-weighted images are useful in that most pathologic 
activity in the brain leads to an increase in fluid content (vasogenic or cytotoxic 
edema). 
The development of tumors in the brain can be diagnosed with both CT and MRI 
scans, but only MRI has the resolution to detect heterogeneity within tumors that 
might indicate its origin and treatment. Tumors can be differentiated from cysts, 
which are commonly fluid filled and not supplied with blood. Tumors are 
vascularized which allows them to grow faster and resist to the treatment. Intravenous 
contrasting agents can help to determine the amount of vascularization and define the 
growth’s size and shape. Glioblastomas, brain tumors made of glial tissue, make up 
more than 50% of all brain tumors. The images below show T1-weighted images 
before and after contrast agent injection, and T2-weighted image shows a large 
corresponding gliobalstoma that has developed in the left occipital lobe of this patient. 
(Fig. 2.2) 
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(a) T1-weighted         (b) T1-Contrast Enhanced   (c) T2-Weighted 
Fig. 2.2 Appearance of tumor in T1-weighted, T1-contrast enhanced and T2-weighted 
images of the same axial slice 
 
2.3 Marks of Brain Structures 
The brain, like all biological structures, is three dimensional. So, any point on or 
inside the brain can be localized on three "axes" or "planes" - the x, y and z axes or 
planes. The brain is often imaged on two-dimensional images (slices). These slices are 
usually made in one of three orthogonal planes: coronal, horizontal (axial) and sagittal. 
(Fig. 2.3)  
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Fig. 2.3 Orthogonal planes through the brain. 
 
The MSP is defined as a plane formed from the interhemispheric fissure line segments 
having the dominant orientation. It separates the brain into two hemispheres (Fig. 2.4). 
(a) Coronal section 
(b) Axial section 
(c) Sagittal section 
(d) 3D vision of brain 
 13
Identification of the MSP facilitates detecting brain asymmetry caused by pathology 
(Joshi et al 2003[22], Liu et al 2001[30]) and quantifying structural and radiometric 
asymmetry due to tumor (Lorenzen et al 2001[29]). 
         
(a)                                       (b) 
Fig. 2.4 Midsagittal Plane (a) the MSP in 3D; (b) The red line shows the intersection 
of the MSP with an axial slice. 
 
Robust, accurate, and automatic extraction of the MSP of the human cerebrum from 
normal and pathological neuroimages (Hu and Nowinski 2003[18]) enables us to 







Chapter 3  
 
Review of Previous Work  
 
Tumor detection and segmentation are two key problems in research undertaken on 
brain diagnosis. The main techniques for detection and segmentation are clustering, 
knowledge-based, model-based, level-set evolution, or combination of them.  
 
3.1 Clustering Method 
Unsupervised techniques, also called “clustering”, need no human intervention and 
can automatically find the structures in the data. Clustering methods include k-nearest 
neighborhood (kNN), k-means, fuzzy c-means (FCM), and self-organizing map 
networks. Velthuizen et al. (1995[49]) proposed a refinement of FCM segmentation by 
allowing the small classes like tumors to have a noticeable effect on a validity 
measure, called validity guided clustering, and a genetic algorithm to improve 
classification from FCM  (1996[50]) to segment tumor in 2D. Three data sets (one 
glioblastoma, one meningioma and one astrocytoma) were tested. The detection rate 
of meningioma is 76%, gioblastoma 81%, and astrocytoma only 17%.  
Ahmed et al. (2002[1]) proposed a bias-corrected FCM algorithm (BCFCM) modified 
by neighborhood field effect. The algorithm was used to compensate for the 
inhomogeneity caused by imperfections in the radio-frequency coils or the problems 
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associated with the acquisition sequences, and allow the labeling of a pixel (voxel) to 
be influenced by labels in its immediate neighborhood. In noisy images, the BCFCM 
technique produced better results than Expectation-Maximization (EM) algorithm. 
However, it is limited to single-feature inputs, and the algorithm needs further clinical 
evaluation. 
Vinitski et al. (1999[52]) applied statistical and anisotropic diffusion filters for kNN 
segmentation on 4D multispectral MR images. Three inputs (proton-density, 
T2-weighted fast spin-echo, and T1-weighted spin-echo) were routinely utilized. As a 
fourth input, either magnetization transfer MRT or T1-weighted post-contrast MRI (in 
patients only) was used. High-resolution MRI was performed in 5 normal individuals, 
12 patients with brain multiple sclerosis, and 9 patients with malignant brain tumors. 
In malignant tumors, up to five abnormal tissue types were identified: 1) solid tumor 
core, 2) cyst, 3) edema in white matter, 4) edema in gray matter, and 5) necrosis. 
However, the 4D inputs need long time to acquire data, which is uncomfortable for 
patients.  
Capelle et al. (2002[7]) introduced a two step segmentation algorithm based on the 
kNN rule and evidence theory to locate tumors properly in MR images of brain 
allowing 3D reconstruction of different brain structures and the tumor in order to 
provide clearer observation of tumor evolution for clinicians. The first step consists of 
a classification based on an evidential k-NN rule initially proposed by Denoeux 
(1995[15]). The second step allows taking into account the spatial dependence of each 
voxel of the MR volume for the segmentation.   
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Morra et al. (2003[36]) proposed a single-channel image segmentation technique based 
on the unsupervised clustering capabilities of a self-organizing map network.  
By combining kNN and FCM, Vaidyanathan et al. (1994[48]) estimated tumor volume 
using supervised kNN and semi-supervised FCM from 3D multispectral MR images, 
and quantified 4 tumor cases. 
 
3.2 Knowledge-based Method 
Knowledge-based techniques combine knowledge of anatomy, signal intensity or 
spatial location of anatomic structures with unsupervised methods.  
Thompson (Thompson et al, 1998[45]) and Li (Li et al, 1993[27]) suggested a 
knowledge-based approach that estimates symmetry of CSF. A tumor can thus be 
detected only on slices that disturb the CSF spatial symmetry. The measures used 
were based strictly on predefined intensity thresholds that can vary from one data set 
to another. It was assumed that the tumors appear to have intensity higher than that of 
GM on T2-weighted images. Also it was applied to 2D images, when the collected 
axial slice is not perpendicular to the MSP, the symmetry characteristics of CSF will 
be influenced. 
Clark et al. (1998[10]) proposed a multispectral analysis tool that segments and labels 
glioblastoma-multiforme tumor, and compared with kNN.  
Yoon et al.  (1999[55]) used FCM for the initial binary classification of brain, one 
class is WM and GM, another class is CSF. A symmetry measure based on number of 
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pixels, moment invariants and Fourier descriptors was defined to quantify the 
normality of slices. The weights for these three parameters were set without any proof 
and the quantification of normality was performed only on 40 slices in 1 normal and 2 
abnormal T2-weighted studies. 
Lynn et al. (2000[31]) introduced an automatic segmentation of non-enhancing brain 
tumors based on FCM initial segmentation and image processing techniques 
controlled by domain knowledge system.  
Using signal intensity and spatial location of anatomic structures derived from a 
digital atlas, Michael et al. (2001[34]) proposed an automatic algorithm for tumor 
segmentation using iterative statistical classification and region growing, which takes 
5-10 minutes.  
Structural and radiometric asymmetry was analyzed through a large deformation 
image warping in 3D (Joshi et al., 2003[22]). Nine tumors and four normal cases were 
tested. There is no information on the running time. The second stage of algorithm 
was based on Christensen’s warping algorithm (Christensen et al., 1996[12]) that is 
extremely time consuming (Christensen, 1994[11]). 
 
3.3 Model-based Method 
Model-based techniques and deformable models have also been used in tumor 
detection and segmentation. 
Capelle et al. (2000[6]) proposed Markov random field model-based unsupervised 
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segmentation in combination with anisotropic filtering and a posterior estimator to 
segment the brain into homogenous regions to localize possible tumors.  
Moon et al. (2002[35]) described a model derived from the digital brain atlas 
containing the spatially varying prior probability maps for the location of WM, GM, 
CSF, brain tumor and edema. Based on the model, the expectation maximum 
algorithm is used to modify the model with individual subject’s information about 
tumor location, and to segment the tumor and edema.  
Ho et al (2002[19]) proposed an iterative level-set evolution with a region competition 
segmentation method with an initialization probability map obtained from 
intensity-based fuzzy classification.  
Edward et al. (2003[16]) proposed a semi-automated quantification of MS lesions using 
a geometrically constrained region growth and directed multispectral segmentation, in 
which the initial “seed” is set manually. The operation times of these two methods are 
3 and 10 minutes, respectively. 
 
3.4 Summary 
This chapter made a review of the research work done on brain tumor detection and 
segmentation. Currently, there is no widely accepted method to detect brain tumors 
rapidly prior to further complex procedures of localization and segmentation of tumor 
volume. Rapid an automatic method for the detection of brain tumor on 3D MR 
images is in great need. 
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Chapter 4  
 
Research Problems and Proposed Solutions 
 
The brain controls everything from breathing and movement to speech and 
coordination, so early detection and removal of brain tumors is very important; it also 
decrease the pain of patients. According to the state of the art review in chapter 3, 
currently, there is no widely accepted method to detect brain tumors rapidly prior to 
further complex procedures of localization and segmentation of tumor volume. In my 
graduate research work, a rapid and automatic detection of brain tumor algorithm was 
proposed; quantification was done for the final judgment of brain normality. Three 
problems addressing detection speed, normalization of image, and inhomgeneity were 
solved. In addition, INAD and J-D measure of this method amplifies the tumor effect, 
and may provide useful information like intensity range of tumor for its localization 
and segmentation.  
The first problem, the speed of detection, is the key concern in order to process 
efficiently large brain image databases and provide quick outcomes in clinical setting. 
With the help of rapid and automatic extraction of the MSP (Hu and Nowinski 
2003[18]), our algorithm is based on image grey level comparison, which yields high 
speed for the efficient process of large brain image databases, and provides quick 
outcomes in clinical setting. 
The second problem is about normalization of images. The tissue volume of brain is 
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different from one person to another and in the same person at various ages. As the 
age advances the brain tissue shows a natural atrophy and shrinkage. There are 
differences in brain volume based on race and heredity as well. The manifestation of 
brain tissues on MRI also varies among scanners, magnetization strength, coil 
architecture, positioning of the patient, distortion and other artifacts. Normalization of 
images with respect to some standard phantom or brain structures is difficult. To solve 
this problem, a symmetry-based self-normalization of MR image was proposed. The 
symmetry-based approach assumes that a normal human brain or head is roughly 
symmetrical bilaterally. Asymmetry of brain was used for detection of abnormality 
(Thirion et al, 2000[44]). Tumors generate significant grey level asymmetry in brain 
MR images (Robin N. Strickland 2002[38]). Symmetry analysis of grey level can be 
used to detect the existence of tumor. This form of self-normalization of MR image on 
the basis of intensity distributions of the two hemispheres gives a uniformed 
representation; it avoids the influence from different image collection condition and 
makes the algorithm applicable to data from different scanners.  
The third problem is how to reduce the influence of inhomogeneity when the method 
was based on intensity. Imperfections in the radio-frequency coils or problems 
associated with the acquisition sequences, RF inhomogeneity, would cause a slowly 
shading artifact over the image that can produce different brightness of the two 
hemispheres (Edward 2003[16]). Such difference in brightness contributes to the small 
shift between the two histograms (Fig. 4.1), which is not due to any pathology.  
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                  (a) 
   
(b)                                       (c)  
Fig. 4.1 Effect of RF inhomogeneity on two histograms of two hemispheres of normal 
brain: (a) The image when body coils were used during collection process; (b) 
Histograms of two hemispheres; (c) Intensity differences caused by brightness 
difference instead of a tumor. 
 
The direct comparison of two histograms would give a biased result due to RF 
inhomogeneity. Ahmed et al. (2002[1]) made a review of corrections of intensity 
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inhomogeneity from MR images. In general, the removal of such inhomogeneity is 
difficult. To solve the problem, alternatively, in our method, we reduced the shift of 
the two histograms before the calculation of the five symmetry measures, which 




















Chapter 5  
 
Materials and Methodology 
 
In this chapter, I introduced the materials used in our research, algorithm steps, five 
symmetry measures, and evaluation techniques.  
 
5.1 Materials 
A total of 168 brain MR studies were scanned in 101 patients and normal volunteers. 
These studies were performed at various centers around the world on different 
scanners and using different protocols (Table 5.1) (T1 - T1 weighted image, SPGR - 
Spoiled gradient recovery, FLAIR - Fluid attenuated inversion recovery, T2 - T2 
weighted image, PD - Proton density, TOF - Time of flight). None of the datasets was 










Data type Patients Studies 
Definite pathologies in patients 35 101 (22 T1, 28 T1 gadolinium 
enhanced, 17 SPGR, 20 T2, 11 
FLAIR, 3 PD) 
No detectable pathologies in 
patients 
37 38 (3 PD, 25 SPGR,  
2 T1, 7 T2, 1 TOF) 
Abnormality in healthy volunteer 1 1 T2 
No abnormality in healthy 
volunteers 
20 20 SPGR 
Definite pathology (other) 6 6 T1 
No detectable pathology 2 2 SPGR 
Total 101 168 
Table 5.1 Classification of patients and brain MRI studies performed 
 
5.1.1 Clinical Brain MRI studies 
A total of 139 brain MRI studies were performed in 72 patients. Of these, 35 had 
definite pathologies while 37 did not show any detectable lesion. These studies 
included T1WI, T2WI, SPGR, PD and FLAIR sequences. The slice thickness varied 
between 1 mm and 8 mm and the volume size ranged from 256 x 256 x 8 to 256 x 256 
x 320 voxels. Some of the datasets exhibited a significant partial volume effect and 
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severe inhomogeneity. The majority of patients had brain tumors; some intracranial 
hemorrhages, infarcts and hydrocephalous cases were also included. 
5.1.2 Normal healthy volunteer brain MRI studies 
Twenty one healthy volunteers were recruited to undergo brain MRI studies. A total of 
21 SPGR studies with slice thickness of 1 mm and voxel size of less than 1 mm3 were 
acquired. One of the volunteers showed a large arachnoids cyst in the left frontal 
region and was considered as having an asymmetrical pathology. Rest of the 20 
studies did not show any abnormality. 
 
5.1.3 Other studies 
In addition to the above, 8 high resolution volumetric studies in 8 patients were also 
considered for analysis. These included 6 T1 WI studies in 6 patients with pathologies 
and 2 SPGR studies in 2 patients with no detectable abnormality.  
In our study we analyze only the part of cerebral hemispheres above the base of the 
brain, as the part of the head below the level of paranasal sinuses is highly 
asymmetrical by nature. Detection of the starting slice is done manually.  
 
5.2 Method Description 
We analyzed abnormality of the brain based on symmetry analysis of image grey 
levels. If the cerebral hemispheres were absolutely symmetrical bilaterally the 
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intensity distribution of in hemispheres should be similar to each other, however brain 
is “roughly” symmetrical. Brain abnormalities can show changes on MRI. Brain 
tumors producing mass-effect displace and distort the surrounding structures. 
Infiltrating tumors affect the tissue characteristics, changing the intensity levels in the 
image. Most brain tumors show a combination of these two effects. The presence of 
edema induces changes in the radiometric response of adjacent normal structures 
(Joshi et al., 2003[22]). Unilateral tumors that show mass-effect and infiltration 
increase the interhemispheric asymmetry.  
Several factors make it difficult to provide a formal definition of asymmetry 
qualitatively and quantitatively and to distinguish a normal brain from that with 
abnormalities. Brain structure varies between individuals in cerebral volume, 
ventricular volume, sulcal– gyral patterns, and volumes of cortical and subcortical 
sub-regions. The sources of variability may be genetic or environmental. While brain 
development is directly controlled by genes (Weickert and Weinberger, 1998[53]), it is 
also subject to a variety of environmental influences. The effects of environmental 
factors may also be modulated by interaction with genes (Wright et al, 2002[54]). 
The important question is what degree of asymmetry should be considered as an 
indication of pathology? In this thesis, to estimate the asymmetry level of the brain, 
we have applied 5 symmetry measures: correlation coefficient (CC), root mean square 
error (RMSE), integral of absolute difference (IAD), and integral of normalized 
absolute difference (INAD), and J-divergence (J-D). No preprocessing work is needed 
for the extraction of the skull. The input is a 3D MR image and the output is 
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normality-abnormality detection based on the symmetry value of the brain. The 
algorithm is carried out in six main steps (see Fig. 5.1): 
1) Extract the MSP (Hu and Nowinski 2003[18]), and separate the brain into the 
left and right hemispheres.  
2) Remove background by thresholding. 
3) Calculate normalized grey level histograms of the left and right hemispheres, 
with the normalized integral of each histogram being 1 (Fig. 5.2 b, d). 
4) Reduce the shift between the left and right histograms caused by RF 
inhomogeneity (Fig. 5.3). 
5) Calculate the similarity between the two histograms using five symmetry 
measures: CC, RMSE, IAD, INAD and J-divergence.  
6) Judge each data as normal or with suspicious tumors according to the 





Fig. 5.1 Algorithm flowchart. 
 
5.2.1 Background Removal 
All the data used in our study were 8bit MR images. On MRI, the human brain 
Start 
Extraction of MSP 
Getting two intensity probability 
distributions from two hemispheres 
Reduction of shift between two probability 
distributions caused by RF inhomogeneity
Calculation of symmetry value of the two 
probability distributions 
Value of symmetry 









(foreground) has four main tissues: CSF, GM, WM, and fat and bone marrow. The 
background contains noise. Thresholding is used to remove the background 
(Brummer et al. [4]).  
 
 
Fig. 5.2 Comparison of tumor and normal histograms: tumor (a, b) and normal (c, d) 
data: (a), (b) SPGR axial images; (c), (d) left and right hemisphere histograms. 
 
5.2.2 Shift Reduction between Histograms 
By knowing the MSP equation (Hu and Nowinski, 2003[18]) for volumetric data, we 
separate the MR volumetric image into 2 parts corresponding to the left and right 
hemispheres. The histograms of intensities for the cerebral hemispheres are generated. 
It has been observed that sometimes these histograms have some shift in the intensity 
values (Fig. 5.3 b). There was no shift in the studies where head coils were used. The 
shift was observed in the data obtained from studies using the body coil, which has a 





This shift could be explained by radio-frequency (RF) coil non-uniformity, 
gradient–driven eddy currents, and patient anatomy both inside and outside the field 
of view (Sled, 1998[41]). In our method, we reduced the shift of the two histograms 
before the calculation of the five symmetry measures, which partially compensated 
for such inhomogeneities. To reduce the shift, we used the maximum CC or minimum 
RMSE or minimum J-divergence by fixing one histogram and moving the other one 
horizontally along the grey level several steps in two directions till the maximum CC 
or the minimum RMSE or minimum J-divergence is obtained. Compared with the 
absolute difference between the original two histograms (Fig. 5.3 b), after shift 
reduction (Fig. 5.3 c), the difference not caused by tumor was reduced (Fig. 5.3 e).   
  
(a) Image of normal brain 
(b)  (c)  
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(d)  (e)  
Fig. 5.3 Shift reduction between the left and right hemispheric histograms: (a) Image 
of a normal brain when coils are used, (b) original two histograms of both 
hemispheres; (c) shift reduced histograms; (d) absolute difference between the 
original two histograms; (e) absolute difference between the shift reduced histograms. 
 
5.2.3 Brain Symmetry Analysis 
After reduction of the shift, the values of CC, RMSE, IAD, INAD and J-divergence of 
the two grey level histograms were calculated. These five values show the similarity 
of the two histograms, which represent the symmetry values of the brain.  
  
5.3 Symmetry Measures 
For each hemisphere, we calculate the grey level histogram, which represents 
probability distribution of grey levels.  
Let X= [ ]xxx ni ,,,1 LL  and Y= [ ]yyy ni ,,,,1 LL  represent two grey level probability  
distributions (also called histograms) of two hemispheres, where i is the grey level of 
an 8bit MR image, and n is the maximum grey value of the image (Fig. 5.4).  
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Fig. 5.4 Histograms of two hemispheres: xi, yi are the intensity probability of grey 
level i on two histograms. 
 
Symmetry measures are based on the estimation of similarity between the two 
histograms. CC, RMSE, IAD are three commonly used measures for comparison of 
two probability distributions. They are bounded and stable, but they can not probe 
information of tumor in the histograms. Due to the MRI characteristics of human 
brain, compared to main normal tissues (GM, WM, CSF), tumors are small classes. 
To enlarge the effect of tumor in intensity probability distributions, I proposed INAD. 
However, INAD is not stable, then later, in cooperation with Dr. Ihar Volkau, we 
proposed the information-based measure, which is called J-divergence. J-divergence 
is stable for the estimation of the histogram similarity and capable of probing the 
effect of tumor in the information field of the two intensity distributions.  






5.3.1 Correlation Coefficient 
The correlation coefficient is a measure of dependence, which estimate the degree of 
statistical dependence between two series of distribution X and Y (David [14]) The 
correlation coefficient of X and Y is: 
 
                 σσρ YXXY
YXCov ),(=                           (5.1) 
                                 
Where σ X  and  σ Y   are standard deviation of X and Y, respectively; ),( YXCov  is 
the covariance between X and Y.  
 
5.3.2 Root Mean Square Error 
The Root Mean Square Error (RMSE) was a measure of forecast accuracy, widely 
used to estimate the possibility of the forecast value corresponding to the verifying 
value (analyzed or observed) (Carbone & Armstrong 1982[8], 1992[2]). It gives 
information about the level, to which one grey level distribution corresponds to the 
other. RMSE of X to Y is defined as: 
 
                ( ) ,1 2∑ −=
i
yx iinrmse        ni ,,1L=    (5.2)   
 
where n is the number of grey value pairs modeled. The larger the value of RMSE, the 
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greater the difference between two sets of grey level distributions of the two 
hemispheres is.     
 
5.3.3 Integral of Absolute Difference 
The integral of absolute difference of X to Y is defined as: 
 
       ,),( ∑ −=
i
ii yxYXIAD            ni ,,1L=                 (5.3)                  
 
The integral of absolute difference is also called the variational distance between two 
probability distributions (Lin 1991[28]). The variational distance is a bounded 
(Burnashev 1998[5]) and symmetry measure for estimation of similarity between two 
probability distributions. When there is an asymmetrical tumor in a brain, it will 
displace and distort the underlying structures (Fig. 5.5a). These effects will increase 
the absolute difference in two respects: 1) displacement of tumor causes the 
probability at tumor’s intensity of the hemisphere containing tumor to be bigger than 
that of the other hemisphere (the right arrow in Fig. 5.5c); 2) distortion of underlying 
structures cause the volume of normal tissue in the hemisphere with the tumor to 
decrease. The intensity probability of the distorted normal tissue decreases at the same 
time, resulting in the absolute difference increasing at the intensity region of distorted 
normal tissue (left arrow in Fig. 5.5c). 
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5.3.4 Integral of Normalized Absolute Difference 
Volumes of tumors are always smaller than the volumes of main brain structures like 
WM, GM, and CSF, so grey level probability at intensity range of tumors is usually 
smaller than those of WM, GM and CSF. To amplify the effect of tumors, we add a 
validity denominator to the absolute difference – the normalized absolute difference. 
Integration of it is called the integral of normalized absolute difference. It is defined 
as: 
 









XYINAD        mi ,,1L=          (5.4)     






i  and ε is small enough, the integration is not done. Here we set 
ε  to be 0.0001; this corresponds to a condition that there is a small region in a 
256*256 2D image of about 6 pixels occurring at the intensity range from m to n, (Fig. 
5.4). These are usually small structures such as sinus, fat or blood vessels. INAD 
amplifies the effect of tumor but is not influenced by tiny tissues which are controlled 
by the value ofε . To see how INAD amplifies the effect of tumors, let us take a tumor 
and WM, for example. From Eq. 5.4, when the absolute probability difference of 
tumor and WM is the same, the denominator of grey level probability for the tumor is 
usually smaller than WM, so the normalized absolute difference caused by the tumor 
is bigger than that caused by asymmetry of WM (the arrow in Fig. 5.5d).  
The threshold in 8-bit ε  chosen (0.0001) can enlarge the effect of tumor in 
 36
probability distributions, so it is not stable and ε  needs to be estimated again when 























                       (a) 
   
 (b)                                     (c) 
     
(d)                                      (e) 
Fig. 5.5 Symmetry measures: (a) tumor image; (b) histograms of two hemispheres; (c) 
absolute difference plots, the arrow in (c) point the two main intensity regions 
contributing to IAD; and (d) normalized absolute difference plot, the right red arrow 
in (d) points the amplification of tumor region in INAD; (e) J-divergence plot, the 
right red arrow in (e) points the amplification of tumor region in J-D. 
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5.3.5 J-divergence 
Consider a random discrete variable X with probability distribution }{ ipp = , where 
ip  is the probability for the system to be in i-th state. The quantity )/1log( ip is 
called surprise or unexpectedness (Renyi, 1960[37]). If 1=ip , then the event is 
certain to happen and no surprise is expected. If the event is nearly impossible 
( 0≈ip ), it means an infinite surprise when it occurs.  
Consider a 3D volume image as a union of two parts – the left and right hemispheres. 
The grey level distributions in these parts are the probability distributions of a discrete 
random value. Denote these probability distributions as }{ ipp =  and }{ iqq = . 
Here pi and qi are the probabilities of occurrence of the voxel with intensity i in the 
left and right hemispheres, respectively. The difference of unexpectedness for these 
events is )/1log()/1log( ii pq −  (to avoid division by zero in case 0=ip  or 0=iq  
we start counting the number of voxels of each grey level from 1). Averaging over all 
intensities gives the divergence of unexpectedness  
∑=
i
iii qppqpI )/log()/( .                       (5.5) 
This function is known as Kullback divergence or cross-entropy measure (Kullback 
and Leibler, 1951[26]). It gives an information divergence measure between two 
probability distributions p and q. In other words, it is a measure of distance between 
distributions. The applications of divergence measures can be found in analysis of 
contingency tables (Gokhale and Kullback, 1978[17]), approximation of probability 
distributions (Kazakos and Cotsidas, 1980[24]), signal processing (Kailath, 1967[23]) 
 39
and pattern recognition (Chen, 1976[9] ) (Lin, 1991[28]). 
Function )/( qpI  is non-negative, additive but not symmetric (Johnson, 1979[21]). 
We have used the symmetry measure called J-divergence (Jeffreys, 1946[20]) 
),(),(),( pqIqpIqpJ +=                        (5.6) 
This measure gives us a comparison of informational contents of intensity 
distributions in the left and right parts of an MR image or the distance between 
distributions for both hemispheres.  
J-divergence may be used for the purpose of self-normalization of brain MR image as 
it depends on the ratio of ip  and iq . The similarity of roughly symmetrical 
structures can be estimated using J-divergence. Because of self-normalization feature, 
J-divergence works with MR data with different pulse sequences. 
The abnormality changes the radiometric response of tissues and this affects the 
probability distribution of intensities in both hemispheres. By means of J-divergence 
it is possible to measure this dissimilarity. Thus, we can suspect abnormality in cases 
with value of J-divergence measure greater than a certain threshold value.  
As we can see from (Fig. 5.5e), J-divergence amplifies the effect of tumor, and is 
more stable than INAD for two reasons. Firstly, log(pi/qi ) probes the same effect of 
(pi/qi ), as it increases with (pi/qi ). Lastly, in (pi – qi) log(pi/qi ), (pi – qi) restricts the 
large log(pi/qi ), which is due to the small values of both pi and qi.   
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5.4 Simulation of Noise  
Image noise was specified as a percentage of the standard deviation relative to the 
mean signal intensity for a reference brain tissue (Cocosco[13]). I simulate the 
Gaussian noise with standard deviation equal to multiplication of image intensity 
mean with a specified noise level. In this section, the proof was given that the 
simulated Gaussian noise is almost the same noise as the phantom data sets.  
We have downloaded phantom data from website 
http://www.bic.mni.mcgill.ca/BrainWeb/ with noise level (0, 3, 5, 7, 9), and 
inhomogeneity level (00%, 20%, 40%). The following picture shows the process of 
simulation of noise level. We simulate noise level on the phantom with zero noise 
level and specified inhomogeneity level. Then, we compare the J-divergence of 
simulated data to that of the phantom with the same noise level. 
       
 
Fig. 5.6 Process of noise simulation. 
 
As we can see from Table 5.2 and Fig. 5.6, the simulation of noise level is the same as 
the way described on the BrainWeb for the following reasons: 
Original phantom: 





> 20 (original phantom
inhomogeneity)  
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1. When the original phantom’s inhomogeneity is “00”, the J-divergence of 
simulated phantom with noise level of 0, 1, 3, 5, 7 and 9 has almost the same 
value as that of the original phantom. (Fig. 5.7 ) 
2. When the original phantom’s inhomogeneity is 20% and 40%, J-divergence of 
the simulated phantom is bigger than the original phantom slightly. It can be 
explained as the addition of noise to the phantom will increase the 
inhomogeneity level of the original phantom, thus the J-divergence will also 
increase. (Fig. 5.7 ) 
 















Phantom Data  J-D of original data J-D of simulated data 
0_00 0.004213 0.004199 
0_20 0.020309 0.020235 
0_40 0.027204 0.027086 
1_00 0.004184 0.003818 
1_20 0.016230 0.01772 
1_40 0.024978 0.02574 
3_00 0.002270 0.002886 
3_20 0.007046 0.010391 
3_40 0.013790 0.018616 
5_00 0.002103 0.002287 
5_20 0.003474 0.005294 
5_40 0.006384 0.011942 
7_00 0.001771 0.002275 
7_20 0.001199 0.003016 
7_40 0.003029 0.006857 
9_00 0.001481 0.001986 
9_20 0.000915 0.00203 
9_40 0.001131 0.003766 
















































































































Fig. 5.7 Comparison of noise by simulation and of phantom.  
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(a) Original Image        (b) Noise level added (10%)       (c) Noise level added (70%) 
Fig. 5.8 Images with difference noise level. 
 
5.5 Simulation of Tumor 
Simulation of tumor is done on both phantom data (Fig. 5.9) and real data (Fig. 5.10). 
Tumor characteristics are very complex, and here I simulate tumor as 3D sphere with 
the same noise level as the original data for the evaluation of algorithm.  
To examine the method versus tumor size, we simulate tumors with the width ranging 
from 5mm to 50mm with 5mm step. The simulation process has been done in three 
steps: 
Step1: Simulate tumor with specified size. 
Step2: Estimate noise level of the data. 




   
(a)                      (b)                    (c) 
Fig. 5.9 Simulated tumor on phantom: (a) the original phantom with 3 noise level and 
20 inhomogeneity levels; (b) simulated tumor with diameter 15mm; (c) simulated 
tumor with diameter 30mm. 
 
   
(a)                     (b)                   (c) 
Fig. 5.10 Simulation of tumor on real data: (a) the original image; (b) the simulated 









In this chapter, I will discuss the results of the four symmetry measures of CC, RMSE, 
IAD, and INAD in the first section. In the second section, we will discuss the results 
of information based measure J-divergence, the fifth symmetry measure in tumor 
detection. Due to the stability and enlargement of tumor effect of J-divergence, 
evaluation and estimation of this method are done. 
Sensitivity and specificity are measurements related to the false-negative (FN) and 
false-positive (FP) error rates, respectively. The sensitivity is the rate at which tumors 
are detected (1.0 – FN error rate), and so it is referred to as the true-positive rate. 
Specificity is 1.0 – FP rate. The performance of a process that detects tumors in 
medical images, be it a computer system, a human, or a combination of the two, can 









6.1 Estimation of threshold between normal and abnormal 
subjects 
Generally, a classifier recommends actions having an associated cost or risk. We 
design our classifier to estimate the threshold between the normal and abnormal 
datasets that minimize some total expected cost or risk. A linear discriminant function 
(David [14] ) is a general approach for parameter estimation: 
             2*21*1 XWXWCost +=                     (6.1) 
where W1+W2=1. X1 is the false positive (TP) frequency and X2 is the false negative 
(FN) frequency. For each symmetry measure, we used the above linear classification 
and assumed that each incorrect classification entails the same cost or risk, where 
W1=W2=0.5.                            (6.2) 
The threshold of the normal and abnormal subjects can be obtained by shifting from 
the minimum asymmetry value to the maximum asymmetry value. However, as the 
datasets is randomly selected, the distance between each two neighboring asymmetry 
values is not equal, sometimes it can be extremely small, and sometimes be very big. 
Then, the histograms of the relative frequency of each symmetry measure are used to 
show the differences in the symmetry values of the normal data versus the abnormal, 
with respect to its advantages to compare two datasets with different number of 
observations.   
Theoretically, the asymmetry value of CC, RMSE, IAD, INAD of an absolute 
symmetric hemisphere is 1, 0, 0, and 0, respectively. Also, we can obtain the 
maximum asymmetry value from the abnormal datasets. We calculate the threshold 
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between the normal and the abnormal subjects by shifting the threshold along the 
asymmetry value from the minimum to the maximum. In the range of asymmetry 
value, there are (n-1) boundaries separating the range into n ranges, which group the 
normal and abnormal subjects into n classes, see column “Ranges” in Tables 6.1-6.4. 
In each small class, the number of normal and abnormal subjects can be calculated, 
shown in the “Frequency” rows of Tables 6.1-6.4. Relative frequency of each class for 
normal and abnormal was calculated by dividing the total number of subjects by the 
corresponding frequency, shown in the “Relative Frequency” rows of Tables 6.1-6.4, 
Fig. 6.1. 
At each boundary, the false positive frequency value X1 and the false negative 
frequency value X2 are calculated. When we shift the threshold to the mth  boundary, 
it is between the mth and (m+1) th class, where the sum of relative frequency values in 
the 1st,…,mth classes of normal subjects is the true negative frequency value, and that 








               (6.3) 
 
In the same way, the sum of the relative frequency values in the (m+1) th,…, nth class 
of the abnormal subjects is the true positive frequency value, and that of the normal is 












The boundary that entails the minimum of cost (or risk), which is (X1+X2)*0.5, 
(where W1=W2=0.5), is set as the initial threshold between the normal and abnormal 
subjects. 
In this way, we get the initial value of threshold. However, this initial threshold is 
quite robust. The threshold can be set at other position with asymmetry value between 
the (m-1)th boundary to the (m+1) th . When the mth boundary is estimated as the initial 
threshold, the threshold is calculated with further precision in the range of [(m-1)th 
boundary, (m+1) th boundary ] in the same way as getting the initial threshold.  
The threshold obtained is based on the assumption that each incorrect classification, 
including false positive and false negative, entails the same cost. In medical 
applications, the threshold can be adjusted due to different requirements. Also, if 
required, two thresholds can be set with respect to asymmetry value, the lower one for 
the normal subjects, the upper one for the abnormal subjects, and the middle for 

















(0.995, 1] 37 67.273% 15 35.714% 
(0.99, 0.995] 13 23.636% 8 19.048% 
(0.985, 0.99] 2 3.636% 8 19.048% 
(0.98, 0.985] 2 3.636% 5 11.905% 
(0.975, 0.98] 0 0.000% 1 2.381% 
(0.97, 0.975] 0 0.000% 2 4.762% 
(0.965, 0.97] 1 1.818% 0 0.000% 
(0.96, 0.965] 0 0.000% 2 4.762% 
(0.955, 0.96] 0 0.000% 0 0.000% 
(0.95, 0.955] 0 0.000% 0 0.000% 
(0.945, 0.95] 0 0.000% 0 0.000% 
(0.94, 0.945] 0 0.000% 1 2.381% 
<= 0.94 0 0.000% 0 0.000% 
Total 55 100.000% 42 100.000% 

















<0.0002 5 9.091% 0 0.000% 
[0.0002, 0.0004) 26 47.273% 6 14.286% 
[0.0004, 0.0006) 17 30.909% 2 4.762% 
[0.0006, 0.0008) 6 10.909% 10 23.810% 
[0.0008, 0.0010) 0 0.000% 6 14.286% 
[0.0010, 0.0012) 1 1.818% 7 16.667% 
[0.0012, 0.0014) 0 0.000% 4 9.524% 
[0.0014, 0.0016) 0 0.000% 4 9.524% 
[0.0016, 0.0018) 0 0.000% 1 2.381% 
[0.0018, 0.0020) 0 0.000% 1 2.381% 
[0.0020, 0.0022) 0 0.000% 0 0.000% 
[0.0022, 0.0024) 0 0.000% 0 0.000% 
[0.0024, 0.0026) 0 0.000% 1 2.381% 
Total 55 100.000% 42 100.000% 

























<0.02 0 0.000% 0 0.000% 
[0.02, 0.04) 23 41.818% 2 4.762% 
[0.04, 0.06) 19 34.545% 5 11.905% 
[0.06, 0.08) 10 18.182% 7 16.667% 
[0.08, 0.10) 3 5.455% 8 19.048% 
[0.10, 0.12) 0 0.000% 1 2.381% 
[0.12, 0.14) 0 0.000% 2 4.762% 
[0.14, 0.16) 0 0.000% 9 21.429% 
[0.16, 0.18) 0 0.000% 3 7.143% 
[0.18, 0.20) 0 0.000% 3 7.143% 
[0.20, 0.22) 0 0.000% 1 2.381% 
[0.22, 0.24) 0 0.000% 0 0.000% 
[0.24, 0.26) 0 0.000% 0 0.000% 
[0.26, 0.28) 0 0.000% 1 2.381% 
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<10 14 25.455% 1 2.381% 
[10, 20) 28 50.909% 4 9.524% 
[20, 30) 9 16.364% 9 21.429% 
[30, 40) 1 1.818% 14 33.333% 
[40, 50) 3 5.455% 3 7.143% 
[50, 60) 0 0.000% 4 9.524% 
[60, 70) 0 0.000% 2 4.762% 
[70, 80) 0 0.000% 1 2.381% 
[80, 90) 0 0.000% 1 2.381% 
[90, 100) 0 0.000% 1 2.381% 
[100, 110) 0 0.000% 0 0.000% 
[110, 120) 0 0.000% 1 2.381% 
[120, 130) 0 0.000% 0 0.000% 
[130, 140) 0 0.000% 1 2.381% 
Total 55 1 42 100.000% 































































































































































































    (d) 
Fig. 6.1 Results of relative frequency distribution for normal and abnormal datasets: (a) 
correlation coefficient; (b) root mean square error; (c) integral of absolute difference; 
(d) integral of normalized absolute difference.  
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6.2 Results of CC, RMSE, IAD and INAD 
The proposed method has been implemented using CC, RMSE, IAD and INAD. It 
compares two normalized hemispheres of the same brain and can be used on the data 
acquired on different scanners and with different pulse sequences. We have tested the 
method on 42 patients with brain tumors and 55 normal patients and volunteers with 
different pulse sequences randomly selected from 4 sources.  
By minimizing the sum of false positive frequency and false negative frequency in the 
way described in section 6.1, the threshold obtained for CC was 0.9948, RMSE 
0.0006, IAD 0.0655, and INAD 23.00. Among the four symmetry measures, CC, 
RMSE, IAD, INAD gave sensitivity of 64.3%, 80.9%, 83.3%, 85.7% and specificity 
of 74.5%, 87.3%, 89.1%, 83.6%, respectively (Table 6.6). Also, the shift reduction 
increases the sensitivity and specificity of CC, RMSE, IAD and INAD by (11.9%, 
10.9%), (16.6%, 17.3%), (21.4%, 14.6%) and (4.8%, 3.6%), respectively (Table 6.5). 
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Table 6.6 Comparison of the symmetry measures. 
 

















Fig. 6.2 Combination of IAD and INAD for tumor detection. 
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6.3 Results of J-divergence 
The method was implemented and validated with phantom and clinical patient data on 
168 studies in 101 patients. The influence of noise, inhomogeneity and tumor size on 
the J-divergence measure was also studied. 
The value of J-divergence, which optimizes the sum of true positive and true negative 
cases to some extent, was selected as the empirical threshold (Temp). In our study the 
value of Temp was 0.0081. 
Abnormalities may not be obvious on some pulse sequences. If the J-divergence 
measure was above the threshold in at least one of the pulse sequences in a patient 
then the study was considered as a true positive irrespective of the value of 
J-divergence measure below the threshold in other studies of the same patient. On the 
other hand, if none of the pulse sequences yielded the J-divergence measure above the 
threshold in a patient with a known pathology it was considered as a false negative. If 
a patient did not have any detectable abnormality but the J-divergence measure was 
above the threshold value it was considered as a false positive. These findings are 
summarized in Table 6.7. It can be seen that reduction of RF-inhomogeneity plays a 

















 J divergence 
(Original) 
28 14  43  16 
J divergence 
(Shift reduced) 
35 7 54 5 
Table 6.7 Results of J-divergence analysis for 101 patients (59 without detectable 
pathologies and 42 with various abnormalities including different types of tumors). 
 
From Table 6.7, the sensitivity (TP/(TP+FN)) and specificity (TN/(TN+FP)) were 
calculated to be 67% and 73%, respectively. However, with the shift reduction of 
histograms the sensitivity and specificity improved to 83% and 92%, respectively.  
The analysis was carried out in 3 steps. Firstly, it was tested for the influence of noise. 
In the second step the influence of inhomogeneity on the measure was investigated. 
Finally, the effect of tumor size was studied. 
 
6.3.1 J-divergence sensitivity to noise level on real tumor datasets 
Three different MRI studies (Datasets 1, 2, and 3) with tumors of different sizes were 
analyzed. A noise level of 0-100% was added to each data set and J-divergence 
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measure was calculated at different noise levels. Noise modeling (Fig. 6.3) was done 
in the same way as in BrainWeb (Cocosco et al, 1997[13]). J-divergence values for 
datasets 1, 2, and 3 are 0.009477, 0.015027, and 0.218518, respectively. We also 
analyzed the effect of noise, additional to the original noise of the dataset, with levels 



















(a) (b) (c)  
(d) (e) (f)  
(g) (h) (i)  
Fig. 6.3 Axial images with different noise level (Dataset 1): (a) Original image; (b) 
image with additional 2% noise level; (c) image with additional 30% noise level; 
(Dataset 2) (d) original image; (e) image with 10% noise level; (f) image with 30% 
noise level; (Dataset 3 with a left parieto-occipital tumor with added noise) (g) 














































































































































       (d)  
Fig. 6.4 J-divergence sensitivity to additional noise level for Datasets 1, 2, and 3: (a) 
(b) noise level from 0% to 10% with 0.5% step; (c) (d) noise level from 0% to 100%.  
 
On different tumor data sets, J-divergence is influenced by noise such that an increase 
in noise will decrease the value of J-divergence.  
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6.3.2 J-divergence sensitivity to inhomogeneity and noise 
level on phantom data  
We used phantom data from BrainWeb with noise level of 3% and inhomogeneity of 
20%, as these values are considered as typical for MR images (Cocosco et al., 
1997[13]), and simulated a tumor on this phantom. The results of J-divergence 




















































Without tumor With tumor
 
Fig. 6.5 J-divergence sensitivity to noise and inhomogeneity with tumor of diameter 
30 mm and intensity 160 and without tumor: (a) J-divergence versus noise for 
constant inhomogeneity at 20%; (b) J-divergence versus inhomogeneity for constant 
noise at 3%. 
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6.3.3 Sensitivity of J-divergence to tumor size 
We simulated a tumor on phantom with noise level 3% and inhomogeneity 20% (Fig. 
6.6) in two steps: 1) superimposing a 3D homogeneous spherical tumor with a given 
radius, center and intensity; 2) adding noise to the tumor area with the same level as 
that of the original phantom. This simulation was used because of simplicity and only 
for the purpose of rough estimation of dependence of J-divergence on diameter of 
superimposed sphere. It was not an anatomically correct model as we did not take into 
account the different manifestations of tumor as mass-effect and infiltration. 
 
(a)  (b)   
Fig. 6.6 Simulated tumor on phantom 3_20. (a) simulated spherical tumor with 
diameter of 25mm on phantom data; (b) two histograms of the phantom with a 
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Fig. 6.7 Plot of J-divergence sensitivity versus the tumor size at noise level 3%, 
inhomogeneity 20% and tumor intensity 160. 
 
Generally, the J-divergence increases with the increase in tumor size (Fig. 6.7). The 
sensitivity of J-divergence for the tumor size in case of phantom data was about 25 
mm x 25 mm whereas with the clinical data (Fig. 6.8) it was sensitive to the tumor 
size of 10 mm x 10mm. The explanation to the change in sensitivity of J-divergence 









Fig. 6.8 Multiple bilateral asymmetrical brain metastases (SPGR). The tumors are low 
in intensity with considerable surrounding edema (arrows). The tumor in the right 











The human cerebral hemispheres are roughly symmetrical along the midsagittal plane. 
This bilateral symmetry is lost, deteriorated or distorted when there is a lesion in one 
of the hemispheres making it different from its counterpart. This is the basis of our 
method that detects the abnormality based on this disturbance of bilateral symmetry of 
the left and right cerebral hemispheres due to intracerebral lesions. We calculate the 
two intensity distributions, and use five symmetry measures, CC, RMSE, IAD, INAD, 
and J-divergence, to quantify the brain normality based on the grey level symmetry 
analysis. The method works on real clinical data even with a small number of slices 
and does not need skull stripping.  
RF inhomogeneity causes a problem of the conventional intensity-based techniques, 
so to compensate for the influence of it, the shift reduction of two histograms is 
applied before the calculation of the symmetry measures.  
The research work is done in two stages. In the first stages, I have tried four 
commonly used symmetry measures CC, RMSE, IAD, and INAD; the quantification 
is based on 97 subjects including 42 tumor and 55 normal data sets. Shift reduction 
increases the sensitivity and specificity of CC, RMSE, IAD and INAD by (11.9%, 
10.9%), (16.6%, 17.3%), (21.4%, 14.6%) and (4.8%, 3.6%), respectively (Table 6.5). 
Statistical quantification of brain normality is done on randomly selected 97 datasets 
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using the symmetry measures. Sensitivity and specificity of RMSE, IAD, INAD are 
(80.9%, 87.3%), (83.3%, 89.1%) and (85.7%, 83.6%), respectively, which are 
relatively better than CC (64.3%, 74.5%). RMSE has all the FN and FP cases of IAD, 
so IAD covers the contribution of RMSE for the tumor detection. Then IAD and 
INAD were combined to show good separation of normal and tumor datasets (Fig. 
6.2).  
In the second stage, we adopted an information-based measure J-divergence, which 
provides information about the intensity range of tumor and shape changed normal 
tissues. Quantification of brain normality using J-divergence is done on 68 studies in 
101 subjects. Shift reduction increases the sensitivity and specificity by (16%, 19%). 
Our results are encouraging with a sensitivity and specificity of 83% and 92%, 
respectively. To the best of our knowledge, there has been no previous comparative 
study validated on such large data population as ours. 
Operation time of each symmetry measure was 0.1-0.3 seconds on a 2.4GHz CPU PC, 
which is much faster than other methods.  
We have tested the effect of noise on the J-divergence measure. We modeled uniform 
noise on MRI studies of patients with brain tumors (Fig. 6.3) and on phantom data. 
The addition of noise decreased asymmetry. The tolerance of the measure to noise 
depends on the initial asymmetry in the data and was reflected in the J-divergence 
measure. It was observed that the higher the noise level, the smaller the value of 
J-divergence (Fig. 6.4 and 6.5(a)) and the higher the inhomogeneity level, the higher 
the J-divergence (Fig. 6.5(b)). It was also noticed that the more the initial symmetry 
 72
caused by tumor the more the tolerance to noise (Fig. 6.4). In spite of the measure’s 
sensitivity to noise the measure was still good enough to detect the initial asymmetry.  
We simulated tumors on a brain MRI phantom study. It was seen that the value of the 
J-divergence increased with increasing size of the simulated tumor, reaching the 
threshold value Temp (separating normal from abnormal cases) when the tumor size 
was 25mm (Fig. 6.7). However, from analysis of clinical data, the smallest detectable 
tumor was of size of 10mmx10mm (Fig. 6.8). In cases with brain tumors, there may 
be tumor tissue, edema, and distortion of neighborhood structures by infiltration with 
or without mass effect, all of which contribute to asymmetry between the hemispheres 
and increase the J-divergence. Thus, the measure of J-divergence not only depends on 
the size of tumor, but also on brain reaction caused by the tumor that contributes to 
the increase in the asymmetry measure. 
Some examples of cases of brain tumors that were detected correctly (true positive 
results) are shown in Fig. 7.1.  
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Fig. 7.1 Examples of cases with true positive results in which the abnormalities 
(arrows) were detected using the J-divergence method. 
 
There are some false negative cases in our method due to a small tumor size (false 
negative results) (Fig. 7.2) or multiple bilateral tumors that manifested approximately 
the same probability distributions of both hemispheres; however this is unlikely they 














Fig. 7.2 Examples of cases with false negative results in which the abnormalities 
(arrows) were not detected using the J-divergence method. 
 
 
Fig. 7.3 Another false negative case in which tumors of similar intensities (as 
indicated by the arrows) were on both sides of the brain. This figure shows two slices 
of the same dataset. 
 
The method analyzes only the part of brain above the paranasal sinuses as tissues 
inferior to this level are highly asymmetrical in nature. If MRI includes the inferior 
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part of the brain, the detection of the start slice (at the level of the roof of the orbits) 
should be done manually. 
The method fails in case of localized artifacts e.g. post operative changes, stereotactic 
frames, metal artifacts due to titanium flaps and screws (Fig. 7.4), and arterial 
clippings, etc. There is already an artificially produced asymmetry in these cases and 
our method detects this asymmetry as pathology even in the absence of true pathology. 
In case of localized inhomogeneity due to artifacts produced by the system the 
asymmetry is seen in one part of image only causing the method to detect false 
positive pathology. However, this is not common in clinically acquired data. 
  
Fig. 7.4 MRI of patients with a stereotactic frame. Large areas of signal void are seen 
in the frontal regions due to metal artifacts from the fixation screws. In these cases the 











In this thesis, I proposed an algorithm to automatically detect brain tumors in 3D MR 
images at high speed. Five symmetry measures are self-normalized based on the 
comparison of grey level histograms of two hemispheres of the same brain. Shift 
reduction between two histograms compensates the influence of RF inhomogeneity, 
so this algorithm can be used on data from different scanners and/or different pulse 
sequences. The symmetry measures CC, RMSE, IAD and INAD, J-divergence give us 
sensitivity and specificity of (64.3%, 74.5%), (80.9%, 87.3%), (83.3%, 89.1%) and 
(85.7%, 83.6%), (83%, 91%), respectively. We have also demonstrated that the 
histogram shift reduction improves the method noticeably. Thresholds of CC, RMSE, 
IAD, INAD, J-divergence measure to detect pathology were defined empirically, and 
were 0.9948, 0.0006, 0.0655, 23.00, and 0.0081 respectively. 
The method failed to detect some small tumors (below 10 x 10 mm2) or multiple 
bilateral tumors that manifested approximately in the same way in probability 
distributions in both hemispheres.  
Running time for each of the symmetry measure varies between 0.1 – 0.3 seconds for 
a 256*256*256 8-bit data on 2.4GHz CPU PC. With its high speed, rather good 
sensitivity and specificity, this algorithm can be used to process large brain image 
databases and provide quick outcomes in clinical setting.  
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J-divergence not only provides information of relationship between pathology and 
asymmetry, it also amplifies effect of tumor. Further automatic localization and 
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Mathematical deduction: Information-based theory - 
J-divergence 
Kullback and Leibler (1951[26]) introduced a measure of information associated with 
two probability distributions of a discrete random variable. At the same time, they 
also developed the idea of Jeffrey's (1946[20]) invariant. Sibson (1969[40]) studied the 
idea of information radius generally referred as Jensen difference divergence measure. 
Taneja (1995[43]) presented a new divergence measure referring an arithmetic and 
geometric mean divergence measure. On the other hand, Kerridge (1961[25]) studied 
an expression similar to Shannon's entropy [39] associated with two probability 
distributions. This measure is generally referred as inaccuracy. These four measures 
have found deep applications toward statistics while the fifth one is new. Some 
continuous extensions are also studied. Some divergence measures like, 
Bhattacharyya distance, variational distance, are also considered.  
Unless otherwise specified, it is that 
 , , . 
If  for some , the corresponding  is also zero. All the logarithms are with 




Relative Information and Inaccuracy 
Kullback and Leibler's (1951[26]) measure of information associated with the 
probability distributions  and  is given by  
             (6)    
The measure (6) has many names given by different authors such as, relative 
information, directed divergence, cross entropy, function of discrimination etc. Here 
we shall refer it "relative information". It has found many applications in setting 
important theorems in information theory and statistics.  
The Kerridge's (1961[25]) measure of information generally referred as inaccuracy 
associated with two probability distributions is given by  
            (7) 
Various authors studied characterizations and properties of the measures (6) and (7) 
separately. Here we present their joint study.  
Let us consider a measure  
(8) 
Then for A=1, B=-1, we get (6) and for A=0, B=-1, we get (7).  
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For simplicity, let define  
(9) 
The following theorem gives axiomatic characterization of measure (8). 
Theorem 2.1. Let  (reals) be a function satisfying the following 
axioms:   
A1. (Symmetry).  is symmetric for every permutation 
of elements in Q.  
A2. (Branching). We have  
 
 
where  is a continuous function defined over .  





Then, e(P||Q) is given by (8).  
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By considering  and  in (8) 
we get (7). Again taking  
and  we get (7).  
Measure (8) can also be characterized by different approaches using a functional 
equation or axiomatic approach. In the functional equation approach, the following 




for    and , where the functions  
and Ψ are considered under certain regularity conditions.  
For more details refer to Mathai and Rathai (1975[32]), Autar (1975[3]), Taneja 
(1979[42]) etc.  
  
Divergence Measures: 
We see that the measure (6) is not symmetric in P and Q. Its symmetric version 
known J-divergence (Jeffreys, 1946[20]; Kullback and Leibler, 1961[26]) is given by 
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Sibson (1969[40]):  
(12) 
 
