I. INTRODUCTION
Comparing DNA sequences is one of the basic tasks in computational biology. In bioinformatics, a sequence alignment is a way of arranging the sequences of DNA, RNA, or protein to identify regions of similarity that may be a consequence of functional, structural, or evolutionary relationships between the sequences. Aligned sequences of nucleotide or amino acid residues are typically represented as rows within a matrix. Gaps are inserted between the residues so that identical or similar characters are aligned in successive columns.
DNA (deoxyribonucleic acid) is the chemical material in a cell that carries the genetic codes for living organisms. Its structure is a double helix consisting of two sequences of letters from a fourletter alphabet (A, T, C, G), such that A is paired with T, and C with G. The letters represent the nucleotides or bases known as adenine, thymine, cytosine and guanine. Since the bases are paired, they are referred to as base pairs. All the DNA of a living organism is called its genome. The size of a genome can vary from millions of base pairs for bacteria to several billions base pairs in the case of mammals.
The nearly exponential growth rate of biological sequence database threatens to overwhelm existing computational methods for biological data analysis and searching. The computational demand needed to explore and analyze the data contained in these databases is quickly becoming a great concern. To meet these demands, we must use high performance computing systems, such as parallel computers. Biological sequences can be treated as strings over a fixed alphabet of characters, a, c, t and g. An alignment is a way of stacking one sequence above the other and matching characters from the two sequences that lie in the same position. From the alignment, we can find two subsequences contained respectively in two sequences that have the most similarity. The problem of the biological sequence alignment is the most faced in the exploring and analyzing the data, no matter in sequence assembly, comparison of homology, finding of gene coding region and prediction of protein's structure and function.
In this paper we consider the parallelization of this implementation, since parallelization of an iterative implementation of the algorithm would not be feasible. There has been significant recent work on the parallelization of dynamic programming algorithms in computational biology including implementations suitable for computational grids. What distinguishes this work is the data-driven recursive implementation, with resulting dynamically allocated tasks. The rest of this paper is organized as follows. In section 2, we provide Needleman-Wunsch and Smith Waterman algorithm. Section 3 provides parallel processing techniques. The parallel computation technique using multi-core architecture for DNA sequence comparison is shown in section 4, and conclusions about the completed work are discussed in section 5. There are several methods for alignment of two biological sequences. The dynamic programming is probably the most popular programming method in sequences alignment. The Needleman-Wunsch algorithm, the first algorithm applying the dynamic programming to comparing biological sequences, was proposed by Needleman and Wunsch in 1970. Later, Smith and Waterman improved the NeedlemanWunsch algorithm and proposed the well-known Smith-Waterman algorithm. The time complexity of these algorithms is O(mn), where m, n are the lengths of the two sequences respectively. Because the cores of these algorithms are dynamic programming, all algorithms need to manipulate an (n+1) (m+1) matrix, named dynamic programming matrix. The most time spent in these algorithms is calculating the dynamic programming matrix, so research work on parallelization of two sequences alignment focuses mostly on the calculation of the matrix. As the growth of biological sequence database, the length of sequences often becomes very long, and the size of the matrix becomes very large. Thus, not only the execution time of these algorithms needs to be very long, the memory space needed in the algorithm becomes very large. Even in some cases the size of the matrix is bigger than the size of memory space in one processor.
Two input sequence files are compared sequentially and final score is computed.
A. Sequence comparison using similarity matrix
This consists of two parts: the calculation of the total score indicating the similarity between the two given sequences, and the identification of the alignment(s) that lead to the score. In this paper we will concentrate on the calculation of the score, since this is the most computationally expensive part. The idea behind using dynamic programming is to build up the solution by using previous solutions for smaller subsequences. The comparison of the two sequences X and Y, using the dynamic programming mechanism, is illustrated in Figure 2 . This finds global alignments by comparing entire sequences. The sequences are placed along the left margin (X) and on the top (Y). A similarity matrix is initialized with decreasing values (0,-1,-2,-3,…) along the first row and first column to penalize for consecutive gaps (insertions or deletions).
The other elements of the matrix are calculated by finding the maximum value among the following three values: the left element plus gap penalty, the upper-left element plus the score of substituting the horizontal symbol for the vertical symbol, and the upper element plus the gap penalty. into account the entire sequences, the final score will always be found in the bottom right hand corner of the matrix. In our example, the final score 4 gives us a measure of how similar the two sequences is. Figure 2 shows the similarity matrix and the two possible alignments (arrows going up and left).
III. PARALLEL COMPUTATION
A parallel version of the sequence comparison algorithm using dynamic programming must handle the data dependences presented by this method, yet it should perform as many operations as possible independently. This may present a serious challenge for efficient parallel execution on current general purpose parallel computers, i.e., MIMD (Multiple Instruction stream, Multiple Data stream computers).
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Figure 3: Multi -Threading on Single Computer
Input is two sequence files and tile size. Two input sequence files are compared. The final score is computed using the concept of multithreading on a single computer.
One solution to this problem is to divide the similarity matrix into rectangular blocks, as shown in Figure 4 (a). In this example, the program would compute block 1 first, followed by 2 and 5, etc. If each block has q rows and r columns, then the computation of a given block requires only the row segment immediately above the block, the column segment to its immediate left, and the element above and to the left … a total of q +r +1 elements. For instance, if each block has 4 rows and 4 columns, then each block has to compute 16 maxima after receiving 9 input values. The communication-to-computation ratio drops from 3:1 to 9:16, an 81% reduction! Note that this blocking will decrease the maximum achievable parallelism somewhat, by introducing some sequential dependence in the code. However, given the sizes of the current problems and the parallel machines currently used, this potential loss will not be a limiting factor.
The load-balancing problem can be addressed by putting several rows of blocks (or "strips") on the same processor. Figure 4 (b) illustrates this approach when four processors are used. The first and fifth strips are assigned to processor 1, the second and sixth strips are assigned to processor 2 and so on. This helps to keep all processors busy through most of the computation. For example, processor 1 initially works with the first strip, then simultaneously with the first and fifth strip, then finally only with the fifth strip. The processor utilization rises to 75%.
Figure 4: Partition of the similarity matrix

IV. PARALLEL COMPUTATION TECHNIQUE USING MULTI-CORE ARCHITECTURE
The input DNA sequences are collected in FASTA format. The FASTA files are converted to sequential sequence file using the convertor. The converted files are then compared on the distributed environment to compute the final score. This process is shown in Figure 5 . In bioinformatics, FASTA format is a text-based format for representing either nucleotide sequences or peptide sequences, in which base pairs or amino acids are represented using single-letter codes. The format also allows for sequence names and comments to precede the sequences. The format originates from the FASTA software package. Complete project will take the input as two sequence file and tile size from the user and system will calculate the final score by comparing sequences of given file by using multiple machine connected in network.
Master-Slave Model: One or more processes generate work and allocate it to worker processes shown in Figure 7 .
Figure 7: Distributed System used for comparison
When user operates the application, the application acts as master to perform the task of sequence file comparison and other machines in which the application is installed will act as slave-returns the result of tile matrix requested by master. Any machine connected in network can act as master or slave. The interaction between master and slave is shown in Figure 8 . 
C. Similarity Matrix
The similarity matrix used for sequential comparison is used in this approach also for DNA comparison but it is performed parallel on different machines using tiling technique.
D. Tiling Technique
Tiling is an important technique for extraction of parallelism. Informally, tiling consists of partitioning the iteration space into several chunks of computation called tiles (blocks) such that sequential traversal of the tiles covers the entire iteration space. The idea behind tiling is to increase the granularity of computation and decrease the amount of communication incurred between processors. This makes tiling more suitable for distributed memory architectures where communication startup costs are very high and hence frequent communication is undesirable.
Tiling is a well-established technique to enhance data locality or coarsen the grain of parallelism in loop programs. The iteration space of the program is covered with (usually congruent) tiles and the enumeration of the iteration points is changed so as to enumerate the tiles in the outer dimensions (i.e. loops) and the points within each such tile in the inner dimensions. The shape and size of the tiles is usually chosen dependent on the dependence vectors to The Sequential Sequence File will be arranged in similarity matrix and the matrix will be divided into tiles. One tile will be allocated to one machine for computation. The computations will be done diagonally. Number of tiles coming under one diagonal line will be allocated to machine in network depending upon the number of machines available in the network. When computation of one diagonal row is complete then only the computation for the next diagonal line will start. In this way the complete matrix will be filled and the last cell of the matrix is the final score which will be equal to the size of sequential sequence file in case of match and if final score is half of the size we can say 50% of the DNA is matched and if final score is negative it indicates mismatch. The aim of this study is to show the difference in computation to communication ratio using three different techniques. This study shows the computational power of parallel computers to speed up the process of comparing sequences. We looked at the dynamic programming mechanism and presented a multithreaded parallel implementation. The implementation uses similarity matrix method but takes advantage of the tiling technique under multithreading model. The result of implementation of parallel processing on a single machine is shown in Figure 10 (a) and using parallel processing in multicore multithreading architecture is shown in Figure 10 (b) which shows computation performed per sec. 
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