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Abstract 
An (entrywise) nonnegative n x n matrix A is extreme if its spectrum (iI, . , ill) has 
the property that for all t > 0, (2, - t, . ,A,, - t) is not the spectrum of a nonnegative 
matrix. It is proved that if A is an extreme nonnegative matrix, then there exists a non- 
zero nonnegative matrix Y such that AY = YA and AT o Y = 0 where o is the Hadamard 
(or entrywise) product and T denotes transpose. 0 1998 Elsevier Science Inc. All rights 
reserved. 
Kqwordr Inverse eigenvalue problem 
Let 0 = (;I,, . . . ,A,) be a list of complex numbers. The nonnegative inverse 
eigenvalue problem (NIEP) is the problem of determining necessary and suffi- 
cient conditions on C-J for the existence of an (entrywise) nonnegative n x n ma- 
trix A with spectrum a(A) = 0. See [l-7] for further information and references 
on the problem. We define 
Sk := 2”; + . ” + ii, 
wherek= 1,2.3.... If A has spectrum 0, then Sk = trace(Ak), so the conditions 
s/, 30 (k= 1,2,3,...) 
are obviously necessary conditions in the NIEP. It follows that if cr is the spec- 
trum a(A) of some nonnegative matrix A then 
d := sup {tl(A, - t: , %, - t) = o(B) for some nonnegative nx n matrix B} 
exists. 
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By the Perron-Frobenius theorem [S], every nonnegative matrix C has a 
nonnegative real eigenvalue p (called its Perron root) having greatest absolute 
value among the eigenvalues of C and corresponding nonnegative eigenvector 
withx, +.x2 + +x,, = 1. 
If C is permutation-irreducible, the PerronFrobenius theorem further states 
the x must then in fact have all its entries positive. 
Suppose then that A and d are as above and that there exists an increasing 
sequence {d,,,}z=, of real numbers converging to d such that for each tn, there is 
a permutation-irreducible nonnegative matrix A,,, with spectrum 
(i, - d,,, , . . i,, - d,,,) . 
Perron root 2, - d,,, and corresponding eigenvector 
I ,!I ) 
XI 
x(IIIl_ 
U xw’) ,, 
with all xj”” > 0. 
Replacing A,,, by D,,,A,,,D;’ where D,,, is the diagonal matrix 
diag(x\““. illI . x,, ) 
(Ill, we may assume X, = 1 for all i, m. But then all the matrices A,,, are contained in 
the compact set of all row stochastic matrices and hence the sequence {A,,,} has a 
convergence subsequence. Hence we can assume that {A,,,} converges. By con- 
tinuity of the spectrum, An := lim,,,_, A,,, is a nonnegative matrix with spectrum 
(2, - d. . i,, - d). 
If no such sequences {d,,?} and {A,,,} exist, then (using permutation similar- 
ities and choosing a subsequence of {d,,,}. if necessary) we can find a sequence 
{A,,,} such that for a fixed k in the range 1 <k < 17 - 1, A,,, has spectrum 
(i, - d,,,, . . i,, - d,,,) and A,,,x = (il - d,,,).u where 
/I\ 
1 
.X= 
0 
(k ‘ones‘) 
\O 
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So A,, is of the form 
where A(“’ is k x k. Using induction we find that there is a nonnegative matrix ,,1 
of the form 
Ao := (“%‘I A;2j) 
with spectrum 
IT -d := (1, - d, . . . ~ i,, - d). 
So CJ - d is the spectrum of a nonnegative matrix. 
We call such a spectrum g - d an extreme spectrum and we call a nonnega- 
tive matrix A0 with its spectrum a(Ao) extreme an extreme matrix. Thus if A0 is 
extreme, AC1 has nonnegative entries, and if the spectrum o(Ao) = (~1, ~. . . . ,u,,) 
then, for all F > 0, (11, - 6:. , p,, - E) is not the spectrum of a nonnegative ma- 
trix. Note that in 
P 
articular, A0 is not similar to a nonnegative matrix 
Al = (a::‘) where ai,) > 0 for i = 1,2,. . . , n, since then (p, - 6,. . . p,, - 6), 
where h = mm1 S,S,l ail’, is the spectrum of the nonnegative matrix Al - 61. 
In particular, A0 is not similar to a matrix with positive entries. (See the discus- 
sion on the latter type of matrix in Borobia [9]). 
The main result of this paper is the following theorem. 
Theorem 1. Let A = (aii) he an n x n extreme matrix. Then there exists u 
nonzero nonnegative n x ‘n matrix Y = (yij) such that. 
I. AY = YA, und 
2. fbr ull (i, j) \zxith 1 < i, j < n, whenever ai; > 0, then y,, = 0. 
As a consequence we have the following theorem. 
Theorem 2. Let c = (21, . . . ~ A,,) he the spectrum of u nonnegative matrix. Then c 
is the spectrum ofa nonnegative matrix A = (aij) of’ the jbrm ctl + B where c( 2 0 
und B = (hi,) is extreme, and there exists a nonzero nonnegative matrix Y = (y,i) 
such that A Y = YA and 
.Y,, = 0 i.f either i # j and a,, > 0 
or 
i,f i = j and a,, > rnin{akklk = 1.2.. ,n} 
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We also have a graph-theoretic interpretation. Let r, A be digraphs with pos- 
sibly some self-loops on the same vertex set { 1,2, . . ~ n}. We say that r and A 
commute if whenever there exist vertices i, j, k and edges ik E r, kj E A, then 
there exists a vertex I and edges il E A, lj E r. Thus if one can go from i to j 
by first going along an edge of r and then an edge of A, we can also go from 
i to j by first going along an edge of A and then an edge of r. 
Given an n x II matrix A = (a,,), the digraph G(A) is defined as usual as the 
graph with vertices 1,2,. . ! n and ij is an edge of G(A) if and only if a,, # 0 
except that we allow the possibility that i = j here. 
Theorem 3. Let A be ctn extreme n x n matrix. Then there exists a nonzero 
nonnegative n x n matrix Y such that: 
I. G(A) and G(Y) commute, und 
2. bohenever ij is cm edge of G(A), then ji is not an edge of G( Y). 
Notation. The notation is standard with the following addition: If Y is a vector 
or a matrix we write Y > 0, Y 3 0, Y < 0 to mean that the entries of Y are 
positive, nonnegative or negative, respectively. 
Proof of Theorem 1. Suppose the simultaneous linear system 
(AX - XA),,, > 0 for all (i, j) with a,] = 0 
has a solution X. Here (AX -X4),,. means the (i, j) entry of AX -X4. 
Consider for small E > 0 
(1) 
B, : = (I - &)A(Z - Ex)-’ = (I - cY)A(Z + Cy + E’X’ + . . .) 
where [A,X] := AX -XA. Note that for X satisfying (I), B, has all its entries 
positive for all sufficiently small E > 0. 
But, since a(B,) = a(A), this implies that o(A) is not extreme. Hence (1) is 
not solvable. 
Write X = (xii). The system (1) can be written in matrix product form as fol- 
lows. Consider first the matrix product 
AT - a,,Z -alIZ . -ad 
-a2J AT - azzZ . . -a2J 
-a,lz . -a,,+iZ AT - a,,,,Z 
(2) 
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XII 
x12 
353 
Xl?? 
X x21 
X211 
Numbering as (1, l), . . , (1, n), (2, l), . . . , (2, n), . . . (n, l), . . . , (n, n), the n’ 
rows of this product, observe that the (i,j) row is 
2 -4/x/i + 2 a!iix,k 
/=I k=l 
and this is the (i, j) entry of XA -AX. 
We delete from the product (2) those rows (i,j) with Q > 0 and write the re- 
sulting product as IX. Now (1) is equivalent to the system BX < 0. By Gordan’s 
Theorem [lo] the system BX < 0 is unsolvable if and only if the linear system 
WTB = 0 
has a nontrivial solution with the entries of the vector WT 3 0. 
Note that with the numbering (1, l), . . * (l,n), (2, l), . . . , (2, n), . . . , (n? 1). 
, (n, n) of the columns, the (i,j) entry of 
(W,,W?, . .W,jW~2. ..W,2Wlj.. .W],, . . will) 
i 
AT - allI -aIrI .‘. -ad 
--a11 I AT _a22I . . . . . . 
X 
. . -a,,lI ‘.. ... AT - annI 
is the (j, i) entry of AW - WA, where W = (W;j). 
Suppose the rows of 
-ahL 
. 
\ -a,,Z ... AT--,,,I 
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have been numbered corresponding to the sequence 
(1,1),(1,2) (..., (l,n),(2.l) ,.... (2.n) . . . . .(n,l) *... .(/?,?z). 
The equation WTB = 0 is equivalent to 
where we have replaced the (j: i) entry of W by 0 for all (i,j) with u,~ > 0. 
Thus (1) is unsolvable if and only if there exists Y 3 0, Y # 0 such that 
AY-YA=O 
and y,, = 0 for all (i,j) with a,, > 0. 
Now since A is extreme, (1) is not solvable, so there exists Y 3 0, Y # 0 such 
that y,, = 0 if a,, > 0 and AY - YA = 0. This completes the proof of Theorem 1. 
Theorem 2 follows from Theorem 1 by taking 
c( = sup{tla - t is the spectrum of a nonnegative matrix}, 
where 
cr - t := (A, - t,. . . I.,, - t), 
and B a nonnegative matrix with spectrum CJ - x(. 
The commuting property of Theorem 3 follows from the commutativity 
AY = YA in Theorem 1 while statement (2) of Theorem 3 follows from a 
graph-theoretic rewording of statement (2) of Theorem 1. 
Remarks 
(1) If (T = (L, , : Ali) is the spectrum of a nonnegative symmetric matrix A, 
then we can define 
d := sup { tlo - t is the spectrum of a nonnegative symmetric matrix}, 
where 
f7 - t := (i, - t,. . . , i,, - t). 
We call (T - d an extreme symmetric spectrum and a nonnegative symmetric 
matrix with spectrum c - d an extreme symmetric matrix. 
If A is symmetric and the simultaneous linear system 
(AX - XA),, > 0 for all (i-j) with a,, = 0 
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has a solution X0, then X = X0 - X, is also a solution and it is skew symmetric. 
Hence if we define 
B, = exp(cY)A exp(-fX), 
then B, is symmetric and the arguments in the proof can be modified to yield 
the theorem. 
Theorem 4 (Symmetric version). Let A = (a;j) he an extreme symmetric matrix. 
Then there exists u nonzero nonnegatioe symmetric matrix Y = (yij) such that. 
I. AY = YA, 
2. y,,a,, = Oftir all i, j. 
(2) Theorem 1 places severe restrictions on the pattern of zero-non-zero en- 
tries in an extreme matrix. If one replaces the digraphs G(A), G(Y) by their ad- 
jacency matrices M(A), M(Y), respectively, the commuting property implies 
that M(A)M( Y) = M( Y)M(A) w h en interpreted under the Boolean operation 
1 + 1 = 1. It is easy to search for all possible pairs of n x n (0, 1) matrices 
M(A), M(Y) satisfying this condition and the condition that whenever the 
(i, j) entry of M(A) is 1, the b, ‘) z entry of M(Y) must be 0, for small values 
of n. In a large proportion of the pairs, one of the matrices, M(Y) say, turns 
out to be a permutation matrix (often with square equal to Z) and using the 
Perron-Frobenius theorem, one can then show that if A is any extreme matrix 
with the given M(A), then one can replace A by a matrix A0 similar to A via a 
positive diagonal matrix such that A0 commutes with M(Y) and AoM( Y) is non- 
zero but has a zero diagonal. A detailed analysis of this will be presented sep- 
arately. 
(3) Note that in Theorem 1 if A is irreducible, AY is a nonzero nonnegative 
matrix with diagonal zero. For, in this case, if x is a positive eigenvector with 
Ax = px where p is the Perron root of A, then AY = 0 implies Yx = 0 and thus 
that Y = 0, which is false. In the case that A is an n x n nonderogatory matrix 
(so in particular if it has n distinct eigenvalues), the fact that Y commutes with 
A implies Y is a polynomial in A and thus AY is in the algebra generated by A. 
So the linear map 
.f: WI -+ id’ g la onal matrices}: S = (sii) + ,f(S) = diag(s, 1, ~22: . ~ s,,,!) 
has a nonzero nonnegative matrix in its kernel. In particular, this mapping is not 
surjective. A different nonsurjectivity result is presented in Section 4 of [l 11. 
(4) Probably the most obvious class of extreme matrices are the nonnegative 
matrices of trace 0. However, there are lists (T := (it : . . . /I,!) (n 3 4) of com- 
plex numbers such that (T is the spectrum o(A) of a nonnegative n x n matrix 
A but not the spectrum of a nonnegative matrix A” of the form srl + B where 
B has all its diagonal entries equal to 0. See Reams’s thesis ([12] Ch. 3) or [7] 
for several examples of this phenomenon and a characterization of the spectra 
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of all nonnegative 4 x 4 matrices of the form CCZ + B with B having all its diag- 
onal entries equal to 0. 
(5) Given an n x n matrix A, 
ing at most [(fl + 1)‘/2 - l] 
we can replace A by an extreme matrix A0 hav- 
nonzero entries (using the sparsity theorem in 
[l 11) and at least for small n, this substantially reduces the problem of listing 
all possible zero-nonzero patterns for the entries in a complete set of represen- 
tatives for realizing all extreme spectra of size n. 
(6) Finally, we note that since the proof of Theorem 1 relies on small pertur- 
bations of the entries of an extreme matrix A, the existence of Y satisfying the 
conclusion does not imply that A is extreme, and in fact it is easy to give explicit 
examples, for example 
/&(i i !), y=(; 8 ;) 
for which the converse fails. 
A more interesting example is provided by the pair 
$,i)? Y+;;). 
Here A is similar to B + ($1 where 
B= 
Acknowledgements 
I wish to express my gratitude to the two referees for their careful reading of 
the first draft and their helpful comments. 
References 
[l] M. Boyle, D. Handelman, The spectra of non-negative matrices via symbolic dynamics, Ann. 
Math. 133 (1991) 249-316. 
[2] A. Borobia, On the nonnegative eigenvalues problem, Linear Algebra Appl. 223-224 (1996) 
131-140. 
T.J. Lafley I Linear Algebra and its Applications 275-276 (1998) 349-357 351 
[3] S. Friedland, On an inverse problem for nonnegative and eventually nonnegative matrices , 
Israel J. Math. 29 (1978) 43360. 
[4] C.R. Johnson, Row stochastic matrices that are similar to doubly stochastic matrices. Linear 
Multilinear Algebra 10 (1981) 113-120. 
[5] T.J. Laffey, Inverse eigenvalue problems for matrices. Proc. Royal Irish Acad. 95A (suppl.) 
(1995) 81-88. 
[6] R. Loewy, D. London, A note on an inverse problem for nonnegative matrices, Linear 
Multilinear Algebra 6 (1978) 83390. 
[7] R. Reams, An inequality for nonnegative matrices and the inverse eigenvalue problem. Linear 
Multilinear Algebra 41 (1996) 267-375. 
[8] A. Berman, R. Plemmons, Nonnegative Matrices in the Mathematical Sciences, Academic 
Press, New York, 1979. 
[9] A. Borobia, On the Nonnegative Matrices Similar to Positive Matrices, Linear Algebra Appl. 
266 (1977) 3655379 
[IO] V. Chvatal, Linear programming, Freeman, New York, 1983. 
[I I] T.J. Laffey, A sparsity result in the inverse eigenvalue problem for nonnegative matrices. in: 
Linear Operators, Banach Center Publications, Polish Academy of Sciences Warszawa. 1997. 
pp. 1877191. 
[12] R. Reams, Topics in Matrix Theory, Ph.D. Thesis National University of Ireland, Dublin. 
1994. 
