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tipo general que recubre un campo de intereses y actividades amplio que, básicamente tienen en 
común es estudio de piezas de uso comunicativo “auténticas”. El discurso, pues, se entiende como el 
uso comunicativo que integra lo verbal y lo no verbal en situaciones auténticas de producción e 
interpretación. ● 
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Inferencia Estadística : Contraste de Hipótesis 
Título: Inferencia Estadística : Contraste de Hipótesis. Target: Bachillerato CCSS. Asigantura: Estadística. Autor: 
Jerónimo Hernández Ruiz, Licenciado en Matemáticas, Profesor de Matemáticas en Educación Secundaria y 
Bachillerato. 
a inferencia estadística comprende dos partes principales, a saber: la estimación de parámetros 
y el contraste (o docimasia) de hipótesis. En este epígrafe estudiaremos la segunda de ellas y su 
aplicación a algunos problemas corrientes. El contraste es conjeturar, por informaciones previas 
o conocimientos directos, sobre un problema y atribuirle un cierto valor al parámetro cuyo valor se 
quiere inferir. Finalmente, basándose en una muestra, se elabora una regla que permita dilucidar 
sobre su validez. 
DESARROLLO 
La inferencia estadística comprende dos partes principales, a saber: la estimación de parámetros y 
el contraste (o docimasia) de hipótesis. En este epígrafe estudiaremos la segunda de ellas y su 
aplicación a algunos problemas corrientes. El contraste es conjeturar, por informaciones previas o 
conocimientos directos, sobre un problema y atribuirle un cierto valor al parámetro cuyo valor se 
L 
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quiere inferir. Finalmente, basándose en una muestra, se elabora una regla que permita dilucidar 
sobre su validez. 
DEFINICIONES Y CONCEPTOS DEL CONTRASTE DE HIPÓTESIS 
Se llama hipótesis estadística a una afirmación respecto a alguna característica desconocida de la 
distribución de una población. 
Se llama contraste o test de una hipótesis a una regla que permita dilucidar la validez de dicha 
hipótesis. (Se trata de ver si, por la evidencia experimental que se obtiene a través de una muestra 
aleatoria simple, se puede decidir si la afirmación formulada en la hipótesis se encuentra apoyada o 
no). 
Se llama hipótesis nula (H0) a la hipótesis que se formula y que se intenta aceptar o rechazar como 
resultado del contraste. 
Se llama hipótesis alternativa (H1) a la hipótesis que niega a la H0. 
Se llama estadístico de contraste a un estadístico cuyo valor nos permitirá aceptar o rechazar la 
hipótesis nula. 
Se llama región crítica al conjunto de valores del estadístico que llevan a rechazar la hipótesis nula. 
Se llama región de aceptación al conjunto de valores del estadístico que llevan a aceptar la 
hipótesis nula. 
Se llama error de tipo I  al que se comete si se rechaza la hipótesis nula siendo cierta. Es el error 
más grave que puede cometerse en inferencia estadística.. 
Se llama error de tipo II al que se comete si se acepta la hipótesis nula siendo falsa. Es un error 
menos grave que el de tipo I. 
Se llama nivel de significación a la probabilidad de cometer un error de tipo I. Se intentará 
conseguir que el nivel de significación sea pequeño. 
Se llama potencia del contraste a la probabilidad de rechazar la hipótesis nula siendo falsa. Entre 
dos contrastes con el mismo nivel de significación, es mejor aquel que tiene mayor potencia. Un 
contraste es unilateral si su región crítica es un intervalo. Se dice que un contraste es bilateral si su 
región crítica es la unión de dos intervalos separados. 
FASES DE UN PROBLEMA DE CONTRASTE DE HIPÓTESIS 
Para  explicar los principios básicos de los tests de significación seguiremos un ejemplo. 
Ejemplo. 
Queremos saber, a partir de los resultados de n tiradas de una moneda, si ésta es equilibrada o no. Los pasos que 
tenemos que seguir para llegar a una decisión son los siguientes: 
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Paso 1. Formular la hipótesis nula y la alternativa. 
Para este ejemplo de la moneda podemos utilizar las hipótesis: 
Nula H0: p=0'5 (es decir, la moneda está equilibrada) 
Alternativa H1: p≠0'5 (es decir, la moneda no está equilibrada), o en forma equivalente, H1: p<0'5 , p>0'5; esto se 
llama una alternativa de dos colas. 
 
Paso 2. Elegir un nivel de significación apropiado 
Si nuestra decisión final es rechazar la hipótesis nula (y por tanto decir que la moneda no es equilibrada), habrá una 
cierta posibilidad de que la decisión sea incorrecta. 
Llamaremos a esa probabilidad nivel de significación del test y se representa por α. Los valores que más se usan 
para α son 0'05, 0'01 y 0'001. Para nuestro ejemplo escogeremos α=0'05. Esto significa que tendremos que buscar un 
test tal que exista una probabilidad de rechazar la hipótesis nula siendo la correcta del 5%. 
 
Paso 3. Escoger el tamaño de la muestra (n). 
Esto depende de consideraciones de tipo económico, de premura de tiempo, etc. Para la experiencia de la moneda 
podemos elegir n tan grande como queramos (coste y tiempo son despreciables), para conseguir minimizar el riesgo 
de errores. 
 
Paso 4. Decidir qué test se empleará. 
Si se tira la moneda n veces, el número de caras que salen (x) tiene una distribución de probabilidades binomial, con 
media np y varianza npq. Sabemos que si n es grande y p no está muy cerca de 0 ó 1, la distribución binomial se 
aproximará a la normal. 
 
Paso 5. Calcular las regiones de aceptación y de rechazo. 
Suponiendo que la hipótesis nula es verdadera, y sabiendo los valores escogidos para n y α, calculemos la región de 
aceptación de los valores para el test. Los demás valores que no estén en dicha región forman la región de rechazo. 
El diagrama siguiente ilustra la aproximación Normal de la distribución muestral binomial del número de caras en n 
tiradas. Se ve como debemos escoger los valores críticos x1 y x2 para que sea α la probabilidad de que un valor x de 
la muestra caiga fuera del intervalo [x1,x2]. 
 
 
 
En este experimento no hay razón para no escoger una región de aceptación simétrica. No tenemos ninguna 
evidencia a priori para decidir el sentido del desequilibrio de la moneda, si es que este desequilibrio existe. 
La probabilidad de tomar una decisión errónea rechazando H0 está ligada a la aparición de un valor x de la muestra 
que esté fuera de la región de aceptación, probabilidad que para un test de "dos colas" como éste se reparte en 2
α
 
para cada cola. 
Por las tablas de la normal se sabe que los valores críticos valen x1= npqnp 96'1−  y x2= npqnp 96'1+  
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Paso 6. Formular la regla de decisión  
La regla general de decisión, o test de hipótesis se puede exponer en la forma siguiente:  
Rechazar H0 en el nivel de significación α si el valor x de la muestra cae en la región de rechazo (es decir, fuera de 
[x1,x2]) En ese caso se aceptará la hipótesis alternativa H1. 
Aceptar H0 si el valor de x en la muestra está en la región de aceptación [x1,x2]. 
Los cálculos para nuestro ejemplo llevarían, si por ejemplo tomamos n=100, de donde estaríamos usando una 
normal  N(np, )npq =N(50,5), a la región de aceptación: 
(np-1'96⋅ npq , np + 1'96⋅ npq )  =  (40'2 , 59'8). 
La región de aceptación son los números enteros entre 41 y 59, ambos inclusive. 
La región de rechazo son los enteros comprendidos entre 0 y 40 y entre 60 y 100. 
Si al lanzar 100 veces obtenemos x = 38 caras rechazaremos la hipótesis nula. 
Si se obtuviese x=46 aceptaríamos que la moneda está equilibrada. 
Por último, si se obtuviesen 58 se podría aceptar la hipótesis nula, pero en la práctica, al haber salido tan cerca de la 
región de rechazo, es habitual repetir el test con una hipótesis de una sola cola (p>0'5)  
Ejemplo de un Test de Cola. 
En un distrito universitario las notas de matemáticas en selectividad consideradas durante un largo periodo de tiempo 
dan una media de aprobados del 55%. En un año concreto, de un grupo de 100 estudiantes que se examinaron 
aprobaron 62. Contrastar la hipótesis de que éste ha sido un año significativamente bueno (usar α = 0'01) 
 
Paso I: La hipótesis nula es H0, p = 0'55. La alternativa es p>0'55 (un sólo sentido). 
 
 
 
 
Pasos II y III. Por el enunciado n=100, α = 0'01 
 
Paso IV.- La proporción P de candidatos que aprueban el examen en cada grupo de 100 estudiantes es una variable 
aleatoria que tiene una distribución normal de media p y varianza n
pq
 
 
Paso V.- La región de aceptación sólo requiere un valor crítico de P, ya que sólo buscamos la posibilidad de 
desviación hacia un lado de la media. En las tablas de la normal encontramos que para z=2'33 el 1% del área queda 
por encima del valor. Por tanto el nivel crítico será 
666'0
100
45'055'033'255'033'21 =⋅+=+= n
pqpP
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Conclusión: A este nivel de significación debemos rechazar la hipótesis de que los estudiantes de este año sean 
sensiblemente mejores que los de otros años, ya que no se alcanza el valor crítico (66'6% de aprobados). 
A continuación daremos un catálogo de pruebas (contrastes) que se deben emplear según los casos: 
 
Contrastes para el valor de una media 
Para contrastar la hipótesis de que la media de una distribución es μ = μ0 se sigue el siguiente proceso: 
I) La hipótesis nula es H0: μ = μ0. Posibles hipótesis alternativas: a) μ>μ0  b) μ<μ0 c) μ=μ0 
II) Para buscar el estadístico de contraste distinguiremos cuatro casos: 
Muestras grandes (n>30) con σ conocida, elegimos 
)1,0(
/
0 N
n
xz ≈−= σ
μ
 
Muestras grandes con σ desconocida, elegimos 
)1,0(
/
0 N
ns
xz ≈−= μ
 
Muestras pequeñas con distribución normal y σ conocida, elegimos 
)1,0(
/
0 N
n
xz ≈−= σ
μ
 
Muestras pequeñas con distribución normal y σ desconocida, en ese caso recurrimos a la "t" de Student,  
1
0
/ −
≈−= ntns
xt μ
 
Las regiones críticas para (1), (2) ó (3) serán  z > zα , z < -zα  , (z < - zα/2) ∪ (z > zα/2) según sea la hipótesis 
alternativa a), b) ó c). La región crítica para (4)  será t > tα,n-1 , t < - tα,n-1 , (t < -tα/2,n-1) ∪ (t > tα/2,n-1) según 
sea la hipótesis alternativa, respectivamente, a), b) ó c). 
Contrastes para la diferencia de dos medias 
Sean X e  Y dos variables aleatorias independientes. Para contrastar la hipótesis de que la diferencia de las medias 
μx-μy vale d0 (eventualmente 0) a partir de la extracción de dos muestras x1,x2,...,xn e y1,y2,...,ym, el proceso es el 
siguiente: 
I) Hipótesis nula H0 : μx - μy = d0 
Hipótesis alternativa H1: 
μx - μy > d0 
b) μx - μy < d0    c) μx - μy ≠ d0 
II) Los estadísticos de contraste como antes dependen de los casos: 
Muestras grandes (n,m>30) y desviaciones típicas σx y σy conocidas, se utiliza  
 
)1,0(
)(
22
0 N
mn
dyxz
yx
≈
+
−−= σσ
 
Muestras grandes (n,m>30) y desviaciones típicas desconocidas, se utiliza   
)1,0(
)(
22
0 N
m
s
n
s
dyxz
yx
≈
+
−−=
  
Muestras pequeñas, distribuciones normales y desviaciones típicas conocidas 
)1,0(
)(
22
0 N
mn
dyxz
yx
≈
+
−−= σσ
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Muestras pequeñas, distribuciones normales y desviaciones típicas desconocidas pero iguales (homoscedasticidad) 
se utiliza  
2
0
11
)(
−+≈
+
−−
mn
p
t
mn
s
dyx
, donde  2
)1()1( 222
−+
−+−=
nm
smsn
s yxp
 
 
Si las muestras son pequeñas, las distribuciones normales y las desviaciones típicas son desconocidas y distintas, el 
problema se complica extraordinariamente. Distinguiremos dos casos:  
n = m. En ese caso, no es necesario preocuparse excesivamente por la desigualdad entre las varianzas y puede 
aplicarse el estadístico de (4) 
n ≠ m. En este caso, el problema es realmente complejo, sobre todo si hay sospechas de que las varianzas varían 
realmente  
(problema de Beherens-Fischer). Se usará la t de Student, 
νt
m
s
n
s
dyxt
yx
≈
+
−−=
22
0)(
, donde ν = grados de libertad = 
1
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1
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 , redondeado al entero más cercano. 
Contraste para la Varianza. 
Sea  X  una variable aleatoria normal. El proceso de contraste para la hipótesis de que la varianza tiene un valor dado 
2
0
2 σσ =  es el siguiente: 
 
I) La hipótesis nula es  H0: 
2
0
2 σσ = . Las posibles hipótesis alternativas H1 son: 
a) 
2
0
2 σσ >  
b) 
2
0
2 σσ <       c) 202 σσ ≠  
II) El estadístico a utilizar es    X2 =
2
12
0
2
)1( −≈− nsn χσ  
III) Las regiones críticas son: a) X2 > χ2α,n-1;  b) X2 < χ21-α,n-1; c) (X2<χ21-α/2)∪(X2>χ2α/2,n-1). 
Describimos a continuación el proceso de contraste de la hipótesis de igualdad de las varianzas de dos variables 
normales: 
Sean X e Y variables aleatorias independientes y normales, y sean dos muestras de tamaño n y m respectivamente. 
El proceso de contraste para la hipótesis de que las desviaciones típicas σx y σy son iguales (es indiferente hablar de 
varianzas) es el siguiente: 
I) La hipótesis nula H0 es  σx = σy. Las posibles hipótesis alternativas son a) σX > σY   
b) σx < σy    c) σx ≠ σy 
II) El estadístico a utilizar es  F = 
1,12
2
−−≈ mn
y
x Fσ
σ
  (distribución F de Snedecor). 
Las regiones críticas son similares a las anteriores. 
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Muestras relacionadas. 
Es un caso muy frecuente en Estadística el contrastar el efecto sobre un conjunto de personas de un tratamiento. Se 
mide determinada variable antes y después de este tratamiento y se trata de comprobar si ha influido o no. La 
muestra en ambas variables es pues la misma. El proceso para la diferencia de medias es el siguiente: 
 
I) La hipótesis nula es H0: μD=0, La alternativa H1 es μD < 0  (ó > ó ≠ ). 
II) Supondremos poblaciones normales y varianza de la diferencia desconocida. 
III) Muestra: n sujetos (ambas veces los mismos). 
IV) Estadístico de contraste: 21
21
/ ss
XX
ns
Dt
D −
−==
  siendo  1
)(
1
2
2
−
−
=
∑
=
n
DD
s
n
i
i
D
  que es una  t  de Student 
con  n-1  grados de libertad. 
 
Nota: El catálogo de contrastes de hipótesis sería extensísimo. Se ha pretendido dar una visión parcial, 
mostrando los principales, pero por falta de espacio, no se exponen otros muchos (contrastes sobre proporciones, 
contraste sobre correlaciones, etc.). ● 
 
 
 
Desarrollo histórico del concepto de función 
Título: Desarrollo Historico del Concepto de Función. Target: Secundaria. Asigantura: Matemáticas. Autor: Rosa Belén 
Ariza Serrano, "Licenciada en Matemáticas", "Profesora de Matemáticas en Educación Secundaria". 
uizá hasta el siglo XVII, con Descartes, Fermat, Newton y Leibnitz, no se pueda decir que se 
tuviera adquirida la idea de función como para hacer una primera definición de ella. Sin 
embargo, ya en las antiguas civilizaciones, tales como la babilónica o la egipcia, en las que se 
realizaban trabajos sobre astronomía, se tenía un gran interés por el conocimiento de las funciones. 
EDAD ANTIGUA 
En la Edad Antigua abarcaremos  Babilonia y Grecia intentando abordar los orígenes del concepto 
de función. 
BABILONIA 
Las primeras manifestaciones de la Matemática suelen considerarse en la civilización babilónica, un 
conjunto de pueblos que vivieron en Mesopotamia a lo largo de un periodo que comienza hacia el año 
5.000 a. C. y termina en los primeros tiempos del cristianismo. 
Q 
