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V 
Abstract 
A conventional CovsSiisBio ternary alloy has a eutectic morphology. By a fluxing 
technique, an under-cooled molten CoTsSiisBio ingot can be quenched into a metal 
matrix composite of network microstructure. There are three phases: a solid solution of 
Co (denoted by ECO), and two compounds, C 0 2 B and C O 2 S I . SEM and TEM studies 
indicate that they mix up to form network morphology. The microstructure is ultra-fine, 
e.g. the characteristic wavelength X of the cCo sub-network is 400-800 nm. Some of the 
mechanical properties of CovsSiisBio specimens of eutectic morphology and CoysSiisBio 
specimens of network morphology were measured. It was found that the network 
composite out-performs the eutectic one significantly. The superior mechanical 
properties are attributed to a finer microstructure and a change in the spatial phase 
distribution, from eutectic to network morphology. 
Upon hardness test, no cracks were observed in the network composite when the 
indentation was examined using SEM. The ductile and brittle phases act 
complementarily to resist fracture. 
For compression test, its fracture surface was also observed with SEM. The 
network-like image formed by sharp ridges implies that the ductile-phase network 
suffers severe deformation before fracture. Efforts were made to propose its fracture 
mechanics. 
Besides rapid (air) quenching, CovsSiisBio can be cooled slowly before 
crystallization, allowing a determination of under-cooling temperature (AT) vs 
wavelength (k) (microstructure size). AT = Ti - T, where Ti is the liquidus temperature 
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and T is the temperature of crystallization. It was found that the wavelength 
(microstructure size) of the alloy decreases (and hardness increases) as the under-cooling 
temperature increases. 
One possible formation mechanism of the network morphology is by liquid phase 
spinodal decomposition. As a homogeneous melt is under-cooled into the miscibility gap 
before the interruption of crystallization, liquid state spinodal decomposition occurs. 
Crystallization of the phase separated liquids freezes the network morphology. The 
characteristic features of the network structure and the origin of these features 























1.1 Composite Materials 
Metals have a useful combination of properties such as high strength, ductility and 
high temperature resistance but sometimes have low stiffiiess, whereas ceramics are stiff 
and strong though brittle. The addition of high strength, high modulus refractory 
particles to a ductile metal matrix produce a material whose mechanical properties are 
intermediate between the matrix alloy and ceramic reinforcement. This kind of materials 
is called composites. As a general definition, composites are engineered materials 
formed by the combination of two or more dissimilar materials to obtain enhanced 
properties. The role of the matrix material in a composite is to support and protect the 
reinforcing material. The reinforcing material, which is the stronger and stiffer 
component, is held together by the matrix. The matrix, or filler, material helps determine 
how loads are transferred to the reinforcing material, and protects it from the 
environment. With this simple picture, there are three basic types of composite 
materials: 
Dispersion Strengthened Composites 
These materials utilize low concentrations of very fine particles to improve strength 
by impeding the operation of the matrix material's normal deformation processes (how 
the atoms or dislocations move past each other). Examples of dispersion strengthened 
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composites include aluminum oxide and silicon carbide reinforced aluminum used in 
high-performance bicycle frames. "Soft" metal matrices embedded with fine ceramic or 
other hard particles are termed metal matrix composites (MMCs). Metal matrix 
composites are usually reinforced with whiskers, fibers, and particulates. 
Particle-reinforced Composites 
These materials utilize larger particles than in dispersion-strengthened composites, 
usually in micron size, and in greater concentrations. The particles strengthen the 
composite by bearing a significant portion of the load and by restricting the flow of the 
softer matrix material. 
Examples of particle-reinforced composites include plastics which contain filler 
materials, and carbide cutting tools like tungsten carbide (WC) particles bound by 
Cobalt matrix. 
Fiber-reinforced Composites 
These materials use stiff and strong fibers to reinforce a tough matrix material. 
These fibers may be short or long, and they may be aligned in the directions where 
loading will be greatest, or randomly oriented to give it isotropic strength. Examples of 
fiber-reinforced composite materials include fiberglass such as that used in boat hulls 
and automobile body panels and carbon-fiber composites used in high-performance air 
craft and sports equipment. 
In this chapter, we will focus on the properties and fabrications of bulk metal 
matrix composite materials. 
1.2 General Properties of Composite Materials 
Among varies types of composite materials, metal matrix composites (MMCs) have 
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emerged as an important class of materials, which are increasingly being utilized in 
recent years. MMCs, have a number of properties that are of interest to designers for 
varies applications. They include specific stiffness，specific strength, fatigue resistance, 
wear resistance and coefficient of thermal expansion (CTE) [1.1] 
Specific stiffness: the addition of high-modulus metallic or ceramic reinforcement 
materials to the metal matrix results in an increase in elastic modulus. Since the typical 
ceramic reinforcements are similar in density to the lightweight metal matrices, the 
overall density of the composite is not significantly affected. The increased specific 
stiffness (elastic modulus divided by material density) is one of the primary benefits of 
this class of materials. 
Specific strength: Gaining advantage from the strength of the reinforcement, 
material strongly depends on its mechanical and physical properties, its morphology, and 
the way it bonds to the metal matrix, including its reactivity at the reinforcement/matrix 
interface. 
Fatigue resistance: the incorporation of the reinforcement can influence both 
fatigue crack initiation and propagation. This may enable substation of MMCs into 
fatigue-limited applications that the un-reinforced metal matrix is unable to satisfy. 
Wear resistance: The enhancement of wear resistance in MMCs is particular 
important for light metals, which have comparatively low value of wear resistance. Light 
weight MMCs with improved wear resistance is a potential candidate to replace higher 
density materials such as steel or cast iron. 
1.3 Fabrication of Composite Materials 
Adding hard particles into soft matrix for enhanced mechanical properties requires 
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several criteria to be met. First, good bonding should be formed between the matrix and 
the reinforcing particles. This depends on a variety of factors such as wetting angle, 
interfacial energy and diffusion coefficient between the components. Second, the 
matrix-particle interface, which is related to the nature of bonding between them, should 
be strong enough to prevent detachment of particles upon stress. Third, pores or voids in 
between the matrix and the reinforcing material should be minimized so as to prevent 
crack nucleation or propagation upon stress. This is in turn related to the degree of 
wetting and interaction between matrix and the reinforcing particles. 
Because of their high strength, hardness and wearing resistance, [1.2] [1.3] 
Machining of these materials is challenging and often costly. Three kinds of broadly 
used fabrication techniques are solid state, liquid state, and powder metallurgy, of which 
the liquid state processing technique (liquid state casting or sintering) is preferred to 
fabricate the composites because of their low cost and ease of fabrication. [1.4] 
1.3.1 Liquid State Sintering 
Sintering is the Process by which a powder compact is transformed to a strong, 
dense ceramic body upon heating and sometimes pressure. In liquid phase sintering, the 
composition and firing temperatures are chosen such that some liquid is formed during 
processing. During fabrication of metal matrix composites, the liquid phase is the metal 
matrix. In the presence of a liquid phase, rearrangement and mass transport mechanisms 
are enhanced, leading to the accelerated reduction of the total interface free energy of a 
particulate system. This behavior is manifested in densification and changes in grain size 
and shape similar to that in solid state sintering. However, liquid state sintering is more 
efficient and results in more uniform densification. [1.5] 
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Liquid-phase densification and grain growth kinetics during the model stages of 
sintering includes rearrangement, solution re-precipitation, and coalescence. Although 
equations predicting densification kinetics in real solid-liquid systems cannot be given, 
experimental work showed that several important factors are relative solid-liquid 
volumes, relative equilibrium interfacial energies of solid, liquid, and vapor and 
subsequent wetting and grain-boundary formation, and reaction between component 
phases. [1.6] Besides, methods are being proposed to minimize pores or voids formation 
in the product so as to obtain full density and homogeneous distribution of reinforcing 
particles for optimum mechanical properties. Two of them are described as follows. 
1.3.1.1 Infiltration method 
Infiltration method means filling up pores of pressed/sintered porous ceramic frame 
(preforms) by liquid metal to provide a microstructure with interpenetrating network. 
This method is designed for the strength and toughness of composites. [1.7] 
By this method, molten metal is migrated into porous ceramic preforms under 
pressure. The pressure is limited by the mechanical strength of ceramic preforms. The 
techniques of infiltration of molten metal can be also based on vacuum driven and 
capillarity driven ones. 
Due to filling up of pores in ceramic preform by metal, the microstructure with 
percolation of metal in the ceramic matrix is obtained. The three-dimensional 
penetration of metal phase is determined by the porous skeleton of the ceramic matrix. 
Because of that, the important factor is size and shape of pores. Nevertheless, ceramic 
preforms with small size of pore cannot be fully infiltrated. 
1.3.1.2 Magnetic Pulsed Compaction (Sintering) 
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Magnetic Pulsed Compaction is proposed to fabricate nano-structured A1 matrix 
composite AI-AI2O3 from partially oxidized aluminum metal powder. [1.8] 
In this case, the reinforcing material used is the aluminum oxide existing in 
aluminum metal. Upon oxidation, AI2O3 exists as thin oxide shells on the aluminum 
powder. Under action of intensive pulsed pressure (1 GPa，300 microseconds) the mass 
destruction of oxide shells results in the formation of a metal matrix containing the 
reinforcing oxide nano-sized particles. In addition, the simultaneous actions of high 
pulsed pressure, large mechanical pulse of particles and accompanying adiabatic heating 
are combined to form a composite with fine homogeneous structure and full density, 
which cannot be achieved by static compaction as it does not allowed global destruction 
of oxide shells of aluminum particles. 
This method results in product of high hardness and strength but is costly due to the 
use of high and intensive pulsed pressure. 
1.3.2 Casting 
Most engineering alloys begin by being poured or cast into a fireproof container or 
mould. If the as-cast pieces are permitted to retain their shape afterwards, or are shaped 
by machining, they are called castings. [1.9] 
Casting is well known for its capability to produce products with complex shapes 
and relatively low cost. Nevertheless, casting in metal matrix composites encounters 
several problems. One of significance is the difficulty of achieving a homogeneous 
distribution of reinforcement in the matrix, which is essential for optimum mechanical 
properties. In order to obtain a uniform distribution of particulate reinforcement, several 
new fabrication methods based on casting and/or sintering are proposed by researchers. 
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1.3.2.1 Melt-Stir Casting 
Melt stir casting of MMCs involves producing a melt of the selected matrix 
material, followed by the introduction of a reinforcement material into the melt, 
obtaining a suitable dispersion through stirring. The melt containing suspended particles 
under selected conditions is allowed to solidify to obtain the desired distribution of the 
dispersed phase in the cast matrix. 
Flow and solidification characteristics during casting are the key factors affecting 
the uniformity of the particles distribution in the matrix. These are influenced by 
parameters such as viscosity of the liquid metal, heat transfer rate, wettability of 
materials, agglomeration of the reinforcement before and after mixing, and pattern or 
mould shape and temperature. [1.10] Manufacturing conditions such as stirring speed 
and stirring time need to be adjusted in order to obtain desired micro-structure for 
different materials. [1.11] 
1.3.2.2 Ultra-sonic Assisted Casting 
Ultra-sonic Assisted Casting [1.12] is proposed for fabricating nano-metal matrix 
composites (NMMCs), since nonlinear effects of high intensity ultrasonic waves are 
effective in refining grain sizes and dispersing nano-particles in metal matrix. 
1.3.3 Other Fabrication Techniques 
Other fabrication techniques include electro-deposition, sinter-assisted casting and 
fluxing. 
Electro-deposition [1.13] is a simple and utility method of co-depositing particles, 
fibers or whiskers in the plated layer to fabricate metal matrix composites (MMCs) 
It is also proposed that sintering can be applied to offer quick sinter densification 
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during casting. This cast sinter technique holds the advantage of powder metallurgy and 
casting, and provides the opportunity of directly producing near-net-shape final 
components with a metal ceramic surface composite layer during casting so the 
production process is so simple that it offers a virtually unique combination of low cost 
and great wear-resistance. [1.14] 
In addition to the above fabrication methods, our group employs a fluxing 
technique to produce void-free bulk composite materials. In this approach, a bulk liquid 
of large under-cooling is solidified. This produces micro-structures of interconnecting 
networks. 
One possible formation mechanism of the network morphology is liquid state 
spinodal decomposition. Take FegiCnSis [1.15] as an example, homogeneous 
under-cooled FegiCnSis melt splits into an interconnected morphology of two 
under-cooled melts, Li and L2，during spinodal decomposition. On crystallization, Li —> 
solid solution of b.c.c. Fe (aFe) and L2 FesC and the spinodal structure is frozen upon 
subsequent solidification. The resulting metal composite has attractive mechanical 
properties: a hardness value of -800 HV and an average compressive strength of � 3 2 0 0 
MPA. The superior mechanical behavior may be due to an interplay between the ductile 
aFe spinodal and the brittle FesC spinodal. 
To achieve spinodal decomposition, nucleation and growth of a solid nucleus must 
be suppressed before sufficiently large under-cooling is attained. Beforehand, two key 
concepts: nucleation and growth, and spinodal decomposition, will be discussed first. 
1.4 Phase Transformation 
In thermodynamics, one of the most important functions related to the phase 
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transformation is the Gibbs Free Energy (G). 
G = H - T S (1) 
where H is the enthalpy, T is the temperature and S is the entropy. 
It predicts the equilibrium states and measures the stability of each phase relative to 
others under a specific set of temperature, pressure, composition, etc. In thermodynamic 
equilibrium at constant temperature and pressure, G will attain its minimum value. 
For a binary system, the change in Gibbs free energy (AG) after mixing up the two 
components at constant temperature is 
AG=AH-TAS (2) 
The two phases will mix together to form a homogeneous solution only if AG is 
negative. If the change of enthalpy (AH) is negative, AG is certainly negative since AS is 
always positive. However, if AH is positive, (i.e. atoms of like species prefer to stay 
together) a homogeneous solution will form only when the magnitude of the second term 
(-TAS) outweigh the first term (AH). Therefore, temperature is the crucial factor and 
phase separation will occur at low enough temperature. 
A liquid is said to be under-cooled if it stays in liquid phase at a temperature below 
its equilibrium melting point. The difference between the equilibrium melting point (Ti) 
and the temperature of the phase (T) is called under-cooling AT, such that 
AT = T i - T (3) 
In normal situation, when a eutectic binary system (AH>0) is cooled below its 
eutectic temperature, the liquid will change to two solid phases. This kind of 
solidification begins by the formation of small nuclei resulting from composition 
fluctuation. The nuclei keep growing until they meet each other. If this nucleation and 
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growth process can be avoided, the molten alloy can be brought deep below its Ti into 
the miscibility gap where spinodal decomposition takes place. For simplicity, the 
underlying physics of nucleation and growth in pure metal will be briefly discussed. 
1.5 Nucleation and Growth 
1.5.1 Homogeneous nucleation 
When a pure molten metal is cooled below its equilibrium melting temperature, it 
tends to solidify because the solid phase has lower free energy then the liquid phase. The 
larger the under-cooling, the greater the driving force for transformation. At the 
beginning, structural fluctuation leads to formation of solid clusters. These nuclei are 
unstable until they reach a critical size, and so there is an energy barrier to overcome 
before the process can continue. The homogeneous nucleation rate is given by [1.9]: 
Ihom = lo exp [-(AGhom')/KB T] (4) 
where Iq is a pre-exponential factor, AGhom�is the maximum value of the energy barrier. 
This equation is also applied to other binary or ternary alloy systems 
1.5.2 Heterogeneous nucleation 
In real situation, hetero-phase impurities and container surface are always present 
and so nucleation can undergo much more easily as the energy barrier for heterogeneous 
nucleation is much smaller. The heterogeneous nucleation rate is given by [1.9]: 
Ihet=Io e x p K A G h e t V e T ] (5) 
where AGhet�=AGhom° • f (0); f (0) = (2 + cos 0 ) (1 - cos 9 / 4, where 0 is the wetting 
angle (Fig 1.1). The required change of Gibbs free energy in homogeneous and 
heterogeneous nucleation plotted against the nucleus radius is shown in Fig 1.2. 
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1.5.3 Growth 
Once a stable nucleus is formed, the nucleus will grow as it can reduce the Gibbs 
free energy [Fig. 1.2]. As the composition of the growing phase is different from the 
surrounding melts, the deficient component will flow towards the nucleus to compensate 
for the compositional change by normal downhill diffusion, and vice versa. A schematic 
diagram of composition profile for the growth process is shown in Fig. 1.4b. 
An energy barrier in the nucleation process implies that the reaction is not 
spontaneous. A system can be maintained in liquid state under its equilibrium melting 
temperature if nucleation can be suppressed. By a fluxing technique applied in the 
current research work, most impurities can be removed and the under-cooled liquid can 
be quenched into the spinodal miscibility gap, where liquid spinodal decomposition 
occurs. In the next section, the underlying principle of spinodal decomposition will be 
discussed. 
1.6 Phase Separation by Spinodal Decomposition 
Spinodal decomposition is a kind of transformation where there is no barrier of 
nucleation. The decomposing homogeneous phase is thermodynamically unstable and no 
nucleation is required during the phase separation process. J.E Hilliard [1.16] and Cahn 
[1.17] both gave detailed discussions in spinodal decomposition. Cahn [1.18] [1.19] 
solved the linearized classical diffusion equations with two extra terms: one is the rapid 
change in concentration gradient with reference to the interaction distance of the atoms 
(interfacial energy); the other is the coherent strain energy. 
Experimentally, Johnson et al. conducted revolutionary work on the identification 
of liquid phase separation of under-cooled melts [1.20]. Later, Kui et al. demonstrated 
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that liquid phase separation also occurs in alloy systems of Pd4o.5-Ni4o.5-Pi9 [1.21] [1.22] 
[1.23] and Pd82-Sii8. [1.24] [1.25]. In the following, a more detailed picture of spinodal 
decomposition will be described. 
1.6.1 The Initiation of Spinodal Decomposition 
Consider a binary system with phase diagram and corresponding free energy curve 
[Fig 1.3]. If a homogeneous binary alloy with a composition of Xq is quenched from Ti 
to a lower temperature T2, its free energy will become Go on the G curve. This alloy will 
become unstable, because small fluctuation in composition producing A-rich and B-rich 
phases will reduce the total free energy. Therefore, phase separation by up-hill diffusion 
takes place until the equilibrium compositions Xi and X2 are reached, which are points 
of common tangent to the curve. [Fig. 1.4a] This process can occur form any alloys with 
compositions where the free energy curve have negative curvature: 
广广 
G = ^ <0 
�LX”t，P (6) 
The composition of the alloy should be within the two inflection points on the free 
energy curve. The locus of the points is known as the chemical spinodal. 
Outside the two inflection points, the curvature of the free energy curve is positive 
(G" > 0). Small fluctuations of composition result in an increase in free energy. Phase 
separation is energetically unfavorable and energy barrier must be overcome. The alloy 
which composition falls in these regions is meta-stable. Transformation will take place 
in form of nucleation and growth process. 
1.6.2 Dynamics of Spinodal Decomposition 
1.6.2.1 Diffusion Equation for Spinodal Decomposition 
The dynamics of spinodal decomposition involves deriving and solving a diffusion 
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equation. The ultimate driving force for any diffusional process is the gradient in 
chemical potential. The phenomenological diffusion equation relating the 
inter-diffusional flux J (defined in such a way that J = JA = -JB) of the two species 
and the gradient of chemical potential difference {ju^  - M b ) is: 
- J = M V ( M a - M B ) (7) 
where corresponds to the free energy change when a unit of species A at 
one site exchanges with that of species B at an adjacent site. M is the diffusion mobility 
which is phenomenologically defined by equation (7) and is thermodynamically required 





J = J,=-M—VX, (9) 
収A 
Upon differentiating equation (9), the time dependence of the composition is 
obtained: 
^ = (10) 
a/ ^ dxl ^ � , 
Comparing (10) with the usual statement of Pick's second law: 
(11) 
It can be seen that the mobility is related to the inter-diffusion coefficient by: 
� (fG 
D = (12) 
収A 
13 
Since M is never negative, D takes its sign from the sign of ^ ^ .Therefore, D 
収A 
is negative within the spinodal and up-hill diffusion takes place. 
1.6.2.2 Factors Opposing Spinodal Decomposition in Diffusion Equation 
The classical diffusion equation derived above assumes that the concentration 
gradients are so small that the chemical potential felt by an atom in the spinodally 
decomposed system is equal to the chemical potential felt by the same atom in a 
homogeneous material of the same composition XQ. However, during spinodal 
decomposition, the concentration variation may become so large that within the 
interaction distance of an atom, it is aware of the inhomogeneous environment. This 
leads to a change in its chemical potential. Consider a region in which the composition 
profile has a positive curvature. [Fig. 1.8] Any atom in this region will sense more A 
atoms in its environment than the overall composition. The longer the interaction 
distance, the greater the concentration felt by atom A. Therefore, the interfacial energy 
term is proportional to the curvature in composition and to the interaction distance. For 
fluids: 
" 厂 欣 A (B) 
収A 
where K is the product of the interaction energy and square of the interaction 
distance.[1.18]. Substituting equation (13) into the diffusion equation and ignoring the 
non-linear terms: 
^ = - IMKS�Xa (14) 
In addition to the interfacial energy term, the coherency strain energy should also 
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be considered for solid state transformation. This energy is built up in the boundary 
between the two separated phases with different lattice spacing. 
Both the interfacial energy and the coherency strain energy hinder the spinodal 
decomposition and the classical diffusion equation has to be modified for spinodal 
decomposition. Larger driving force, thus larger under-cooling, is needed for spinodal 
decomposition to occur. As a result, the miscibility gap and the spinodal lines are 
suppressed to a lower temperature in the phase diagram and are known as the coherent 
miscibility gap and coherent spinodal respectively. [Fig. 1.5] 
1.6.2.3 Solution to the Modified Diffusion Equation 
The above diffusion equation can be solved by Fourier transform method [1.16] 
[1.19] Assuming that all coefficients are independent of XA, the equation is a sinusoidal 
function of space. A solution along the z-direction is: 
X-Xo = JA (P, t) exp(ipz)dp (15) 
Xo is the average composition and A (P, t) is the amplitude of the Fourier 
component of wave-number p at time t (p = 2兀/入，where X is the wavelength) 
A(P,t) = A(P, 0)exp[R(p)t] (16) 
R(p) is an amplification factor given by 
R(P) = - M [ 7 + 2 K p 2 ] p2 (17) 
収A 
Since the amplification factor must be positive, so: 
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( 1 8 ) 
収A 
p2<_ 与 丄 (19) 
^ dX^^ 2K � 7 
There exist a critical wave-number pc so that Fourier components with p<Pc will 
grow and those p>Pc will decay [1.26] 
= 0 (20) 
収A 
Writing R(p) in terms of p and pc and differentiate: 
R(P) = 2MK(Pc'-P') p2 (21) 
R’(P) = 4MK(Pc2p-2p3) (22) 
R，,(P) = 4MK(Pc2_6p2) (23) 
Setting R'(P) = Ogives A 
Moreover, R”(/3 =华)<0, indicating that the curvature is negative. 
pm (<Pc) is the wave-number which gives the maximum amplification factor R(j3). 
Therefore, there exists a characteristic wavelength A>m=23i/Pm. Cahn [1.17] predicted that 
the magnitude of Xm decreases rapidly at small under-cooling below spinodal 
temperature and then decreases slowly at progressively lower temperature. [Fig. 1.6] It 
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can be visualized physically in this way: in small under-cooling，as temperature 
decreases the driving force for phase separation increases and causes the rapid decrease 
in wavelength in order to reduce the homogeneous region. As the wavelength increases, 
interfacial area and hence interfacial energy will increase and thus reduce the increasing 
driving force for phase separation. At large under-cooling, more and more energy is 
locked up in the interface between the separated phases and thus the driving force for 
phase separation increases in a slower rate. Therefore, the curve wavelength levels off at 
large under-cooling. 
By computer simulation [1.27], Cahn demonstrated that the cross section of the 
spinodal structure is like two inter-connected networks for an isotropic system. [Fig 1.7] 
The width of the network is known as its wavelength. In liquid state, the time constant 
for phase separation was found to be less a microsecond. Experimentally, when the 
system is under-cooled into the spinodal region, phase separation will be followed by 
solidification and the morphology of the spinodal structure can be frozen. 
Cahn's theory [1.17] assumes that the decomposition proceeds isothermally inside 
the miscibility gap. Fig. 1.6 can be obtained if the system is quenched rapidly into the 
specific temperature and then studied isothermally. However, spinodal decomposition 
starts as soon as the system is cooled below the miscibility gap and so Fig. 1.6 cannot be 
obtained unless the quenching rate is fast enough to avoid spontaneous liquid phase 
separation. If the system is slowly cooled to within the miscibility gap, the variation of 
wavelength with temperature is supposed to be gentler than Cahn's prediction. [1.28] 
1.6.3 Difference between Coherent Spinodal and Nucleation and Growth 
When the sample is under-cooled into the spinodal region, an initially 
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homogeneous solution develops fluctuations of chemical composition. These 
fluctuations are at first small in amplitude but grow with time as, indicated by the 
exponential term (exp(R(p)t)) in the solution of diffusion equation, until it reaches the 
considerably large equilibrium compositional variation (Fig. 1.4a). 
During nucleation and growth, there is a sharp interface of compositional difference 
between the parent and product crystals. Spinodal decomposition involves uphill 
diffusion whereas diffusion is always down a concentration gradient for nucleation and 
growth of the type illustrated in Fig. 1 A. 
The morphology of spinodal structure is of inter-connecting networks. Samples 
fabricated by nucleation and growth, will show island-like structure with a variety of 
dimensions. This is because different nuclei form and grow at different time of the 
process. However, at the later stage of nucleation and growth process, the growing 
nuclei may coarsen and impinge with one and other, resulting in a network-like structure. 
This can make spinodal structure un-identifiable from the nucleation and growth ones. 
[1.29]. Therefore, network structure is a necessary but not sufficient condition for 
proving spinodal decomposition. However, there are a number of ways to verify whether 
the system has undergone liquid spinodal decomposition (LSD) or not. First, LSD can be 
confirmed by observing the transformation from dendritic growth/nucleation and growth 
(island-like structure) to spinodal decomposition (pure network structure) [1.22]. 
Secondly, if the network is composed of nucleation and growth, the crystal orientation of 
different grains should be different from that of spinodal decomposition. This can be 
examined by TEM analysis. Thirdly, an alloy system of different local compositions can 
be under-cooled to see whether any transformation exists when going from on 
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composition to another. If the micro-structure change from network to island-like or 
dendritic structure upon shifting the composition, than it can be confirmed that LSD 
occurs within a certain composition in that under-cooling temperature. 
1.7 Methods in Obtaining Large Under-cooling 
To achieve liquid phase spinodal decomposition, it is important to obtain 
considerably large under-cooling. Therefore, formation of stable nucleus must be 
avoided during the cooling process. This can be done in two ways. One is removing the 
impurities inside the material so as to avoid heterogeneous nucleation. The other way is 
to cool the material at a high rate so that the number of nuclei formed can be reduced. 
Melt spinning can achieve a cooling rate to -10^ K/s but this method can only 
produce thin ribbon samples. Cooling rate can also be increased by air/water quenching 
or quenching a needle-like specimen [1.30]. 
For removing impurities, dispersion method [1.31] is used to separate impurities 
from the cooling sample so that some of the dispersed droplets contain less or even no 
impurities. However, this method can be used only to fabricate very small samples and is 
not suitable to under-cool bulk liquid. Bulk material is defined as materials with 
dimensions not less than 1 mm. 
Container-less electrostatic levitation methods and drop-tube methods [1.32] [1.33] 
[1.34] are used to avoid heterogeneous nucleation by cooling in a container-less 
environment. However, the impurities contained in sample itself cannot be removed. 
Fluxing [1.35] technique is used in our research group to obtain large under-cooling 
in bulk materials. The experimental details will be discussed in the next chapter. 
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The preparations of fused silica tubes and CovsSiioBs alloys with different 
undercoolings will be discussed in this chapter. It will also discuss characterizations of 
the specimens with SEM, TEM and various mechanical testers. 
2.2 Preparation of Fused Silica Tubes 
Fused silica tubes were used in alloying and fluxing samples. Since high 
temperature of about 1700 K was required in the treatment of samples, fused silica tubes 
were chosen for their high glass transition temperature and inactivity with Co-Si-B 
specimens and the fluxing agent B2O3. 
Raw fused silica tubes must be as clean as possible to avoid contamination of the 
specimen. Firstly, the tubes were cleaned by an ultrasonic cleaner with distilled water for 
six times to remove any dust and water-soluble impurities. Then, the tubes were filled 
with a solution of hydrofluoric acid (48%) and nitric acid (67%) with volume ratio 2:3 
for 30 minutes. Since HF is a strong solvent, most of chemicals adhered on the inner 
tube wall can be removed. After that, the tubes were rinsed with distilled water for 6 
times to guarantee that no acidic solution was remained on the tube wall. Finally, the 
tubes were wrapped by clean weighing paper and kept for later use. 
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2.3 Sample Preparation 
2.3.1 Alloying: 
Elemental Cobalt granules, silicon granules and Boron granules, all of them higher 
than 99.9% purity, were weighed to the appropriate amount by an electronic balance 
within an error of 0.01 atomic percent. They were then put into a clean fused silica tube. 
The tube with raw materials was filled with Argon gas to a pressure of 10 psi. Then it 
was evacuated to a pressure of about 10'^  torr by a rotary pump. This process was 
repeated 3 times to get rid of reactive gases. The tube was then filled with Argon gas 
again to atmospheric pressure. Alloying was performed under Argon atmosphere by 
radio frequency, RF heating. The weight of the as-prepared raw alloy ingot was about 
0.4 g. The as prepared sample was weighed again by the electronic balance and the 
weight loss during alloying was found to be within 0.3%. The whole process must be 
carried out in a clean environment to avoid contamination. 
2.3.2 Fluxing 
In order to obtain specimen with under-cooling large enough to crystallize within 
the miscibility gap, impurities, which can initiate heterogeneous nucleation, must be 
removed from the specimen. It was achieved by the fluxing technique. In our experiment, 
boron oxide (B2O3) was chosen as the fluxing agent. The experimental setup is shown in 
Fig.2.1 
Firstly, about 2 g of flux, boron oxide of 99.999% purity and calcium oxide of 
99.999% purity, with appropriate mass ratio was put into a clean fused silica tube. The 
flux was heated up to about 1500 K by a torch for 3 hours to remove moisture. Since the 
effectiveness of the fluxing agent is greatly reduced if it is hydrated, this setup can 
3 0 
dehydrate the flux before it is used to clean the sample. The alloy ingot was then put into 
the tube so that it was immersed in the molten oxide due to its higher density. The ingot 
and the oxide were heated up to about 1700 K for another 3 hours in order to remove the 
impurities, most likely oxides, from the ingot. During the whole fluxing process, the 
fused silica tube was evacuated to a pressure of about 10' torr by a rotary pump. 
2.3.3 Under-cooling 
After fluxing, the fused silica tube with fluxing agent and sample was put into a 
high temperature furnace that was preset at 1473 K. There were two thermocouples 
inside the furnace. One was used to control the temperature of the furnace and the other 
one was used to measure the temperature of the specimen. The second thermocouple was 
positioned to touch the bottom of the silica tube at one end and connected to a personal 
computer at the other hand so that the temperature profile of the specimen versus time 
could be obtained. The experimental setup is shown in Fig. 2.2. 
The liquidus of CoysSiioBs was 1393 K. and the system was kept at 1473 K for 10 
minutes so as to attain thermodynamic equilibrium in homogeneous liquid phase. It was 
then cooled down with a cooling rate of 6 K/min until the sample crystallized. When the 
specimen crystallized, a crystallization peak appeared in the profile due to the latent heat 
of crystallization. The schematic diagram of the temperature profile is shown in Fig. 2.3. 
When crystallization occurred, the crystallized specimen was immediately removed 
from the fiimace and allowed to cool in air to minimize grain growth. By repeating these 
procedures, specimens with different under-cooling (AT= T1 - Tk where Tk was the 
crystallization temperature) could be produced. 
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2.4 Microstructure Analysis 
2.4.1 Sample Surface Analysis 
Due to the latent heat released during crystallization, the under-cooling, thus 
microstructures, at different regions of the sample were different. The spherical sample 
is usually cut into 2 halves such that the cutting surface shows the initial crystallization 
region. The surface of the sample was usually examined by a magnifying glass prior to 
cutting in order to find the location of the initial crystallization site. 
2.4.2 Scanning Electron Microscopy (SEM) 
The bulk specimen was cut by a diamond saw so that a flat surface was obtained. 
The specimen was then molded so that the flat surface could be grinded and polished. 
The surface was grinded under running water by metallographic paper and then polished 
by AI2O3 powders of 0.3 \xm size. After that, the polished surface was etched with an 
etchant, a mixture of HCl，HNO3 and H2O with volume ratio 1:1:2，for 5 seconds. 
After etching, the sample was flushed by water and dried with an air gun 
thoroughly. Then it was removed from the plastic mold by melting the thermoplastic 
around the sample with a heater. After that, the sample was adhered to an aluminum pin 
stub by carbon tape. Finally, the stub can be put into the vacuum chamber of the SEM. 
2.5 Transmission Electron Microscopy (TEM) 
Transmission electron microscope (TEM) is a powerful tool in material research. It 
can give information of morphology, composition, and structures of phases in a scale of 
less than micrometer under different operations. The main limitation is that it must be 
possible to prepare a thin foil of materials. Moreover, the specimen must be stable 
against damage by the electron beam. 
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2.5.1 Specimen Requirement: 
The specimen for TEM should be approximately parallel sided, thin (500-5000A, 
so that the specimen is transparent for the electron), have a smooth, brilliant and clean 
surface. A surface is described as smooth when it contains no large irregularities (say >1 
p.m) but may have many micro-irregularities which give low reflectivities. A surface is 
brilliant when it has no micro-irregularities but is not necessarily smooth. The 
combination of smoothness and brilliance is said to be polished and can be obtained by 
grinding followed by polishing. The cleanliness is important for, apart from the obvious 
disadvantage of having pieces of dirt on the specimen surface, a thin layer of amorphous 
material, which show no contrast, can largely reduce the transparency of a specimen due 
to strong diffuse scattering of the electrons [2.1]. 
2.5.2 Cutting, Grinding, Polishing and Pouching 
The bulk specimen was cut by a diamond saw so that a slice of ~lmm thick 
specimen was obtained. The slice must not be too thin. It is because the mechanical 
deformation due to cutting can easily extend to 200 |Lim below the surface [2.2]. The 
thickness of the deformed layer can be reduced by subsequent grinding process. 
The slice of specimen was then molded so that one of the surfaces could be grinded 
and polished. The surface was grinded under running water by metallographic paper and 
then polished by AI2O3 powders of 0.3 |j.m. The slice of specimen was then removed 
from the molding plastic and adhered on a flat glass slide by thermoplastic cement, with 
the unpolished surface facing upward. It is important to get rid of any tilting of the 
specimen from the slide, or parallel-sided specimen cannot be obtained. Subsequently, 
the unpolished specimen surface was grinded and polished. A parallel-sided specimen 
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foil of � 2 5 jim thickness with both surfaces polished was prepared in the end. The foil 
was then removed from the glass slide and cleaned with acetone. 
The specimen foil was pouched to form a disc of 3 mm diameter in order to fit in 
the TEM sample holder. The specimen foil was then fixed on a copper ring. 
2.5.3 Dimpling 
The purpose of dimpling is to reduce the thickness of the sample before it is 
subjected to ion milling. This is because the removing rate of ion milling is significantly 
slower that of dimpling. Moreover, during ion milling, the temperature of the sample can 
be as high as a few hundred degrees Celsius depending on the ion gun energy [2.3]. If 
the sample is at such high temperature for too long time due to larger thickness of 
sample, the micro-structure of the sample may change. 
The specimen with copper ring was fixed onto a specimen holder. Then the 
specimen was dimpled by a polishing wheel spread with polishing powder. Optical 
microscope was used to observe the surface of the specimen. 
2.5.4 Ion Milling 
The schematic diagram of an ion miller is shown in Fig. 2.4. In the ion miller, two 
oppositely pointing argon ion beams at energy of several keV were used to remove 
materials from specimen surface. The specimen was tilted so that its surface can make 
and angle (O) of 1° to 10° with the beam. Large angles facilitated fast removal of 
materials while small angles produced thin regions for TEM observation. The energy of 
the ion beams should be carefully chosen since a low energy beam will cause etching 
while a high energy beam will cause overheating [2.4]. The angle O should not be too 
small (> 5�)in order to avoid deposition. Besides, to avoid oxidation, the ion milling 
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chamber must be evacuated by a diffusion pump to ~1.5x10-5 ^^ ^^  
At the beginning, an angle of 10° with voltage of 3.6kV was set to operate for 90 
minutes. Then, the milling angle and the voltage were reduced to 8° and 3.4kV 
respectively. This parameter was set to operate until a hole was produced in the 
specimen. At this time, regions surrounding the hole would be thin enough for TEM 
observation. 
In regarding to the Co-Si-B system, the microstructure at different regions of 
sample was different. Therefore, during ion milling, care should be taken to make sure 
that the thin region being observed is within a specific characteristic site. One of the 
methods to achieve this was to cut the sample such that the characteristic site is at the 
center of the slice. In this way, the thin region obtained by ion milling, which is usually 
at the center of the specimen foil, would more likely be the site we want to observe. The 
whole process of TEM sample preparation is illustrated in Fig. 2.5. 
2.5.5 Microstructure Characterization by TEM 
2.5.5.1 Indexing Diffraction Pattern 
To identify the phases exist in a specimen, diffraction patterns have to be taken 
from different grains within the specimen. If the region is large enough (diameter 
>0.5fim), selected area diffraction pattern [2.5] can be taken. If the region is too small, 
convergent beam diffraction pattern (CBED) needs to be taken instead. For the system 
Co-Si-B, the wavelength of the sample varied from 500 nm to 800 nm. Therefore, the 
diffraction pattern taken from the specimen was selected area diffraction pattern. 
From the International Center for Dififiraction Data PDF (Powder Diffraction File) 
-2.2 (June 2001) Database, different inter-planar spacing, dhki, for different hkl plane and 
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the cell information of a certain phase can be identified. If the diffraction pattern taken 
from a specific region, for example, grain 1，could be correctly indexed by using the data 
of phase A extracted from the database, grain 1 could be determined as phase A. 
In the experiment, as many as possible diffraction patterns of different zones were 
taken from one grain. Then these sets of diffraction patterns were compared with the 
standard database so as to filter out the best fit phase. The process was repeated for 
different grains in order to determine all the phases present. 
2.5.5.2 Energy Dispersive X-Ray (EDX) Analysis 
The EDX analysis installed in TEM could be used to determine the composition of 
the region exposed by the convergent beam. EDX analysis provides a convenient means 
to determine the elemental ratio of a specific phase. Therefore, in additional to 
diffraction pattern matching, EDX is an effective means to confirm the best fit phase. 
For example, if the phase from difiraction pattern matching shows that the best fit 
phase of one grain is A2B3, and EDX analysis of that grain is, in atomic percent, A-40% 
and B-60%，the result is agreeable. But if EDX analysis shows that the elemental 
composition of that grain deviates from the supposed composition by too much, this 
'best fit’ phase should be reconsidered. 
However, for instrumentation reason, it is difficult for to EDX detect elements with 
low atomic number. This affects the detection of element Boron in our Co-Si-B system. 
Therefore, this factor should be taken into consideration during data analysis and all 
composition analyses did not include Boron. 
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2.6 Mechanical Properties 
2.6.1 Hardness Testing 
Before performing hardness test, the sample has to have a flat surface for 
indentation. The spherical sample was cut, molded, grinded and polished. 
Then the sample with a flat surface on top was ready for Vickers hardness testing. 
The load was set to be 1 kg and the time of loading was set to be 15 seconds. The 
average value of the diagonals of the square indentation was measured within an error of 
10% and the corresponding value of Vickers hardness was read from the Vickers 
hardness test machine. As microstructures at different regions of the sample, was 
different, care was taken to make indentation only on or near the region of initial 
crystallization. After that, SEM was used to observe the deformed surface of the 
specimen in order to study the deformation mechanics of the specimen. 
2.6.2 Compression Testing 
Compression test was employed to further examine the mechanical properties of the 
sample. A free-rotating compression head Teflon sheet was used to make sure that the 
compression force was applied normally along the sample without any shear stress. Fig. 
2.6 illustrates the schematic experimental setup of the compression test. As the hardness 
of the sample was high, tungsten carbide/Cobalt (WC/Co) cermet blocks were inserted 
between the sample and the compression heads so as to minimize, if any, the damage 
made onto the compression head. In addition, Teflon sheets were also inserted between 
the (WC/Co) cermet blocks and the sample in order to further ensure good alignment 
and contact. The sample was cut to small rectangular-shaped cubes by cutting blaze and 
the 6 surfaces were polished using Silicon Carbide polishing paper of 4000 grits. The 
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compression speed was set to be 0.05 mm/min. the fracture surfaces produced during 
compression test were observed by SEM in order to study the fracture mechanics of the 
specimen. 
2.7 Characterizations of Untreated Samples 
In addition to network-morphology specimens, micro-hardness test, compression 
test, SEM analysis and TEM analysis were also carried out for untreated specimens, 
which contain eutectic and dendritic structures. The purpose is to compare the properties 
of network and non-network specimens. 
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Chapter Three 
Formation and Properties of CoysSiisBio Metal Mat r ix 
Composites 
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Abstract 
The conventional morphology of CoysSiisBio solid alloy is eutectic. By a fluxing 
technique, a molten CoysSiisBio ingot can be cast into a metal matrix composite of 
network morphology. There are three phases: a solid solution of Co (denoted by cCo), 
and two compounds, CozSi and C02B. SEM and TEM studies indicate that they mix up 
to form network morphology. The microstructure is ultrafine, e.g., the wavelength 入 of 
the eCo sub-network is 400-800 nm. Hardness values and compressive strength were 
measured for both CoysSiisBio specimens of conventional eutectic morphology and 
CovsSiisBig specimens of network morphology. It was found that the latter outperforms 
the former significantly. The superior mechanical properties are attributed to a finer 




White cast iron [1] is made up of long FesC dendrites (>100 |im) mixed in 
pearlites (a lamella structure of ocFe and FesC). aFe is ductile, but FeaC is hard and 
brittle. FeaC is the major phase and the long FeaC dendrites serve to cut off the 
connectivity of aFe. Conventional or eutectic white cast iron is therefore hard and 
abrasion resistant, but brittle. For a material to be used in high precision applications, it 
must be hard, abrasion resistant and with high impact toughness. It is desirable to 
rearrange the distribution of aFe and Fe^C in white cast iron for better mechanical 
properties. 
Recently, by a fluxing technique [2] a molten white cast iron of composition 
FesiCnSiis can be cast into a solid of two major phases, which are again aFe and FeaC, 
but they mix up with each other to form network morphology, instead of eutectic 
structure. The wavelength X of the aFe sub-network in a "network white cast iron" is 
100-200 nm, which represents a reduction of microstructural size by three orders of 
magnitude when compared with that of eutectic white cast iron. The network white cast 
iron has a hardness value of � 8 0 0 HV and an average compressive strength of -3200 
MPA whereas those of eutectic white cast iron are -900 HV and �1300 MPA, 
respectively. Most importantly, network white cast iron displays some ductility. 
Specimens of network white cast iron are most effectively prepared by cooling 
molten FegiCnSis ingots in air to room temperature under a B2O3 flux (Please see 
Experimental section for details). This relatively fast cooling rate prevents us from 
determining a relationship of X vs AT (undercooling, defined as AT = Ti - T, where Ti is 
the liquidus and T is the onset kinetic crystallization temperature). In this paper, we 
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report that CoysSiisBio, a eutectic alloy and a glass former [3]，can be melt-quenched 
slowly under B2O3 flux into network morphology. The slow quenching rate enables us to 
determine the relationship of X vs AT. 
Experimental 
CovsSiisBio ingots were prepared from Co, Si and B granules, all of purity better 
than 99.9%. After the right proportions were weighed, alloying was by rf induction 
melting in vacuo in a fused silica crucible. 
A CovsSiisBio ingot of diameter -4 mm, prepared by the rf induction furnace, 
was put into a clean fused silica tube of inner diameter 9 mm. The system was evacuated 
by a mechanical pump to a vacuum of �lO—� Torn Next the system was heated up with a 
torch until the alloy ingot melted. Finally, the torch was removed and the system was 
allowed to cool down in air to room temperature. The crystallized ingot has eutectic 
morphology. Eutectic CoysSiisBio ingots were prepared and stored for later use. 
To prepare network CoysSiisBio ingots, a fluxing technique [2, 4] was employed. 
In the fluxing process, a molten ingot is heated and cooled in a molten oxide flux, called 
fluxing agent. The fluxing agent presumably dissolves or deactivates the heterophase 
impurities, allowing the molten ingot to be undercooled substantially below its liquidus 
before interrupted by crystallization. In this study, B2O3 was chosen as the fluxing agent. 
In the experiment, a CoysSiisBio ingot and B2O3 flux were put together in a dry, clean 
fused silica tube with an inner diameter of 9 mm. The system was then heated up by a 
torch to -1500 K (Ti of CoysSiisBio is �1393 K)，under a vacuum of 10"^  Torr, for about 
4 h. After the heat treatment, the system was inserted into a furnace of temperature 1500 
K, sitting on a thermocouple. The furnace and the thermocouple are both connected to a 
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personal computer (PC) for temperature control and for recording of crystallization 
events, respectively. Next, the furnace was cooled down at a rate of 6 K/min until the 
molten specimen crystallized. The undercooling, AT, at which crystallization occurred 
was recorded on the PC to establish the relationship X vs AT. It was found that only one 
crystallization peak was recorded in an experimental run. Crystallized ingots of network 
morphology, with a diameter of ~4 mm, were prepared and stored for later use. 
Microstructures were examined by scanning electron (SEM) and transmission 
electron microscopy (TEM). Hardness tests were conducted with a Buehler hardness 
tester. Because a network CoysSiisBio ingot is small and very hard, three special 
experimental arrangements as shown in Fig. 1 were made to facilitate the compression 
tests, which were performed on an Instron universal testing machine. First the platens 
(custom made; circular surface, with diameter = 3.3 cm), which are used to compress a 
testing specimen, can be self-aligned. Second, a flat WC/Co block is inserted between a 
testing specimen and each of the two platens. Third, to further ensure good alignment 
and contact, a thin Teflon plate is inserted between a testing specimen and each of the 
WC/Co blocks. For calibration, this device was used to compress two kinds of materials. 
First, A1 2024 block (physical dimension, in mm: 13.6 x 8.3 x 10.2) and the measured 
yield strength is � 3 1 0 MPA. Second, WC/Co cermet (physical dimension, in mm: 4.1 x 
3.1 X 2.7) and the measured compressive strength is -3700 MPA. They are in good 
agreement with published data. 
Results 
This section is divided into two topics: microstructures and mechanical behavior. 
Each topic is further divided into two sub-topics: one on eutectic CovsSiisBio and the 
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other one on network CoysSiisBio. 
A. Microstructures 
Eutectic CoTjSij^Bjn 
Fig. 2 is a SEM micrograph showing the microstructure of a eutectic CoysSiisBio 
specimen [5, 6]. There are large dendrites embedded in a phase-mixture. TEM analysis 
indicates that there are three different phases, including a solid solution of Co (denoted 
by eCo), which is ductile. 
Network CoTsSi^ sBui 
For crystallized ingots of AT < 175 K, network morphology is absent. For ingots 
of AT in the range of 183 < AT < 242 K, network morphology is found. The maximum 
AT recorded is 242 K. 
For network CovsSiisBio ingots with AT > 183 K, its surface morphology is large 
enough for optical microscopy. The finest surface morphology and the coarsest surface 
morphology are found opposite to each other, suggesting that crystallization starts out at 
a site on/near the surface (generating the finest surface morphology there) and 
terminates at the opposite end (where the surface morphology is the coarsest). 
A network ingot of AT = 242 K was first studied. It was cut in such a way that 
the site with the finest surface morphology, denoted by P, and the site of the coarsest 
surface morphology, denoted by Q, are both on the rim, facing each other. According to 
morphological classification, the cross-section can be divided into three regions, I，II and 
III as shown in a schematic diagram in Fig. 3a. Justification of the classification will be 
provided in the subsequent micrographs. Fig. 3b is a SEM micrograph showing the 
microstructure of site A, which is close to site P. It displays a random network 
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morphology with X « 500 nm. The micrograph suggests that there are two major phases, 
each occupying a sub-network. It will be shown below by TEM studies that there are 
actually three phases. The microstructures in other areas of Region I are quite similar to 
that shown in Fig. 3b. 
In region II, the network is no longer random, but gradually becomes aligned. 
Fig. 3c is a SEM micrograph showing the microstructure at site B. It depicts a network 
morphology, which is aligned in the direction from P to Q .入� 655 nm. 
Region III is occupied by eutectics and dendrites. 
The SEM micrographs illustrate that X increases with increasing distance from 
site P. The increase in X is presumably due to coarsening. Other specimens of different 
AT were studied. Their microstructures are similar to that of AT = 242 K. Fig. 3d plots 
the dependence of X on AT, Each value of X is measured at a site close to the respective 
site P of a network ingot. The diagram illustrates that X drops rapidly at small AT, but 
leveling off at larger values of AT. 
The network CovsSiisBio ingots were then subject to TEM studies. Fig. 4a is a 
TEM bright field image showing the microstructure in Region I of a network ingot of AT 
=214K. The morphology is random. There are actually three different phases [5, 6]， 
which are: a solid solution of Co (cph crystal structure with: a = b = 2.503 A, c = 4.069 
A; a = p = 90°, y = 120°; ductile; denoted by sCo) and two brittle compounds, C02B 
(tetragonal crystal structure with: a = b = 5.006 A, c = 4.212 A; a = p = y = 90°) and 
Co2Si (orthorhombic crystal structure with: a = 7.109 A, b = 4.918 A, c = 3.737 A ; a = p 
= y = 90°)). Some of them are labeled in the micrograph for clarity. Electron diffraction 
patterns of the three phases are shown as inserts in Fig. 4a. The network morphology is 
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clearly displayed in the SEM micrographs, but not in the TEM bright field image of Fig. 
4a. We employed TEM dark field image method to bring out the network morphology. 
Fig. 4b is a dark field image of Fig. 4a, showing ECO. It turned out that all of the BCO in 
Fig. 4a light up in this dark field image, indicating that they have more or less the same 
crystallographic orientation. The lighted up sCo form a connected sub-network. Fig. 4c 
is a dark field image of Fig. 4a, for the C02B. Most of the C02B light up in the dark field 
image. The lighted up C02B form a network, but not as connected as the sCo 
sub-network. Fig. 4d is a dark field image of Fig. 4a，for the Co2Si. Many of the Co2Si 
light up. The lighted up Co2Si form a sub-network, but the network connectivity is even 
worse that the C02B sub-network. The TEM studies therefore confirm the network 
morphology in network CoysSiisBio ingots. Moreover, it consists of three sub-networks. 
Region II of a network CoysSiisBio ingot consists of aligned network. To 
illustrate the network alignment, a dark field image, for ECO, is taken from Region II of a 
network COYSSIISBIO ingot with AT = 214 K. The E C O sub-network is aligned as shown 
in Fig. 4e. 
B. Mechanical behavior 
Eutectic CoTsSi^sBuj 
A typical indentation is shown in Fig. 5a. There are indentation cracks. The steps 
in obtaining this indentation are: first, the surface was polished; second, the surface was 
indented; and finally the indented surface was etched with a solution of HNOsiHCL = 
2:1 (by volume) to reveal the microstructure beneath the indentation. The average 
hardness value of eutectic CovsSiisBio is 770 HV. 
Eutectic CoysSiisBio ingots are hard. For comparison purpose, small ingots were 
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used in the compression tests. In each test, a testing specimen was always crushed into 
fragments, indicating brittle fracture. A fragment of a testing specimen is shown in Fig. 
5b. It indicates that the fracture surface is parallel to the compression axis, a typical 
brittle fracture mode. The average compressive strength is ~ 2000 MPA. 
Network CoTsSirsB^n 
The hardness values of a network CovsSiisBio ingot of different undercoolings were 
measured at a site close to their respective site P, where X is the characteristic 
wavelength for that AT. Since X =人(AT)，the hardness value can also be expressed as a 
function of AT. A typical indentation is shown in Fig. 6a. In the experiment a polished 
surface was first indented and then etched with a solution of HNOsiHCl = 2:1 (by 
volume) to reveal the microstructure beneath it. Cracks are absent and the testing 
specimen flows like a ductile metal. The hardness values of specimens of different AT, 
or equivalently different X , were measured and the results are shown in Fig. 3f. It 
indicates that the hardness value increases with decreasing X or increasing AT. A finer 
microstructure, as expected, has a higher hardness value. 
An as-prepared network CovsSiisBio ingot is too small for tensile test. Besides, 
regions of eutectic structure and dendrites must be grinded away. For that purpose, 
CoysSiisBio ingots were grinded down into rectangular cubes as testing specimens. The 
physical dimension of a typical rectangular cube is: 2.2 mm x 2.7 mm x 1.7 mm. The 
final surface finishing was carried out using sand papers of grit 4000. Tiny, but visible, 
surface cracks remained. The device shown in Fig. 1 was again employed for the 
compression tests. We found that all testing specimens were crushed into fragments. The 
average compressive strength is �3200 MPA. A fracture fragments is shown in Fig. 6b. It 
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indicates that fracture failure first takes place (or a crack first formed) at an angle about 
45° to the compression axis and later changes to a direction parallel to the compression 
axis [9]. The first part is consistent with a ductile failure mode and the second part is 
consistent with a brittle fracture mode. It is not possible to determine compressive 
strength as a function of A, as A, is not uniform in a typical testing specimen. 
The surface morphologies of fracture surfaces are of interest. Fig. 6c is a SEM 
micrograph showing the surface morphology of a fracture surface that was parallel to the 
compression axis. It is very rough. Actually it is too rough to be studied by an Atomic 
Force Microscope (AFM) for detailed surface relief. The rough surface can be described 
as consisting of small terraces, about a few microns in diameter. The boundary 
separating two adjacent terraces is a ridge, which rises up from the terrace background. 
In order to study how high the ridges rise above the background, two areas on the 
fractured surface were selected (enclosed in rectangular boxes). The specimen was then 
tilted in the SEM for a side-view. The two selected areas, now tilted, are shown as 
inserts. It can be estimated that a ridge rises to a height of � 1 0 0 nm above its 
background. Ridges are all over the fractured surface. They are somewhat connected to 
each other, forming a network-like structure. Since the ridges must have undergone 
plastic deformation during fracturing, they are part of the sCo network. C02B and Co2Si, 
both brittle, form the background. The interplay of the ductile ECO and brittle Co2Si and 
C02B networks provides the system with high compressive strength. 
Fig. 6d is a SEM micrograph showing the surface morphology of a fracture 
surface, which formed at 45° to the compression axis during the compression test. eCo 
ridges are not obvious. 
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Discussions 
The mechanical behavior of network CoysSiisBio is better than that of eutectic 
CovsSiisBio. The network morphology may provide the following advantages: (i) finer 
microstructure; (ii) more uniform microstructure; (iii) the brittle phases are better 
enclosed by the ductile phase in network structure. Indeed, the hardness value and 
compressive strength of CoysSiisBio network composites are comparable to those of SiC, 
Si3Ni4, and WC/Co. It appears that they are potential materials for high precision 
engineering. 
During a compression test, when fracture occurs, a crack first forms at -45° to the 
compression axis. At this angle, the shear stress is a maximum. The failure mode 
suggests that there is initial plastic flow in eCo, which is ductile. A network branch of 
Co2Si or C02B sandwiched between two sCo network branches, as shown in Fig. 6e, 
experiences the maximum shear stress along the dotted line. On breaking, two nearby 
cracks can then bridge together. A repetition of the process results in a large initial crack, 
which is at an angle of 45° to the compression axis. When this initial crack is large 
enough, the failure mode follows that for brittle materials. 
The origin of the network morphology in network CoysSiisBio will be discussed 
in the next chapter. 
Conclusion 
In conclusion, it was found that CovsSiisBio can be transformed into a metal 
matrix composite of network morphology by a fluxing technique. It has high hardness 
value and high compressive strength, owing to the network morphology and a 
refinement of microstructure. 
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Fig. 3b Microstructure in site A of under-cooled specimen with AT = 242 K. 
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Fig. 3c Microstructure in site B of under-cooled specimen with AT = 242 K. 
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Fig. 4a TEM bright field image in region I of CoysSiisBio network composite. 
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Fig. 4b TEM dark field image for the phase eCo in region I. 
6 0 
Fig. 4c TEM dark field image for the phase C02B in region I. 
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Fig. 4d TEM dark field image for the phase Co2Si in region I. 
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Fig. 4e TEM dark field image for the phase sCo in region II. 
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Fig. 6c a fracture surface of network composite (parallel to the compression axis) 
observed by SEM. — 
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Chapter Four 
On the Network Morphology of CoysSiisBio Alloys 
Y.T. Ho and H.W. Kui 
Department of Physics, The Chinese University of Hong Kong 
Shatin, N.T. Hong Kong 
Abstract 
A molten CovsSiisBio can be melt-quenched into a solid of network morphology of 
wavelength � 5 0 0 nm. The network consists of three sub-networks: (i) a connected eCo 
sub-network, (ii) a partially connected C02B sub-network, and (iii) a least connected 
Co2Si sub-network. sCo have specific crystallographic growth directions, which are 
[1120] and [1123]. A growth model based on liquid state phase separation is proposed 
for molten CoTsSiisBio, which explains the observed morphology. 
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Introduction 
The conventional morphology of a CoysSiisBio alloy is eutectic, with dendrites 
dispersed in a mixture of phases of regular pattern. Recently, by a fluxing technique [1], 
a CoysSiisBio alloy can be cast into network morphology, instead of the eutectic 
structure. Furthermore, the microstructure is reduced by 2 orders of magnitude in size. 
There are three phases in the network morphology, which are, a solid solution of Co 
(ductile and denoted by E C O ) , C 0 2 B and C O I S I . Each phase forms a sub-network. They 
intertwine each other forming an overall network morphology. According to 
morphological classification, a network CoysSiisBio alloy can be called a cermet. A 
well-known cermet is WC/Co cemented carbide [2], in which WC powders are bonded 
together by a thin layer of a ductile metal, Co. It [1] was demonstrated that network 
CovsSiisBio outperforms eutectic CoysSiisBio significantly in mechanical properties. 
Most importantly, network CoysSiisBio exhibits some limited degree of ductility. Since 
the network morphology is partly responsible for the enhancement of mechanical 
behavior, we report in this paper the characteristic features of the network structure and 
discuss the origin of these features. 
Experimental 
Specimens of the network €0758115810 alloy in the shape of ingots were prepared 
as described earlier [1]. 
Results 
According to Ref. [1]，the network morphology observed in a network ingot can 
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be divided into two regions, I and II. Region I had larger undercooling at the onset of 
crystallization. It exhibits random network morphology. Region II had smaller 
undercooling at the onset of crystallization. It displays an aligned network morphology. 
In the following, we focus on the microstructure in Region I. 
Fig. 1 is a crystallized ingot with network morphology. Site P has the finest 
surface morphology whereas site Q has the coarsest, suggesting that crystallization 
started out from P and terminated at Q. TEM specimens were then prepared for detailed 
microstructural studies. They were prepared in such a way that the normal of the 
cross-section is perpendicular to the line that joins together the respective site P and the 
respective site Q of a network alloy. Fig. 2a is a TEM bright field image showing the 
microstructure of a network alloy obtained by air-cool. Some of the constituent phases 
are labeled in the diagram for clarity. To bring out the network morphology of the 
microstructure, dotted lines were introduced so as to differentiate the eCo sub-network 
from the Co2Si and C02B sub-networks (Fig. 2b). The sCo sub-network is labeled by Si 
while the C02B sub-network and Co2Si sub-network combine to form S2. Si is therefore 
equivalent to ECO sub-network. Fig. 2b illustrates that sCo sub-network is connected. S2 
consists of C02B and Co2Si. It is of interest to find out how they distribute themselves in 
S2. The C02B phase and the CoiSi phase in it are then labeled with the symbols, "T" and 
"O", respectively, as shown in the micrograph. It is evident that C02B and CoiSi are 
randomly arranged in S2. It is also evident that the C02B sub-network is not as connected 
as the ECO sub-network for there are discrete C02B grains. The connectivity of the Co2Si 
sub-network is even worse than that of the C02B sub-network as discrete CoaSi grains 
are ubiquitous. 
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It turned out that TEM dark field technique was a better method for displaying 
the network morphology. Fig. 2c is a TEM dark field image of Fig. 2a, but for cCo. Not 
all of the eCo in the area light up simultaneously. Only portion of them, in the shape of a 
stripe, lights up. The lighted up stripe lies diagonally in the micrograph. The sCo at the 
upper left hand comer and the sCo at the lower right hand comer do not light up. The 
ECO in the same strip therefore has more or less the same crystallographic orientation. 
Fig. 3a is another TEM bright field image showing the microstructure of the 
same network alloy. Fig. 3b(i) is a TEM dark field image of Fig. 3a, showing lighted up 
sCo at its upper left hand comer. It is actually a part of a light up stripe. When the TEM 
specimen was tilted by about 4.2° in the TEM, the lighted up stripe in Fig. 3b(i) 
disappeared. However, a new stripe lighted up. Part of it is shown in the lower right 
hand comer of the dark field image in Fig. 3b(ii). If we compare the two dark field 
images [Fig. 3b(i) and 3b(ii)] with the bright field image (Fig. 3a), it can be shown that 
the sCo sub-network shown in Fig. 3b(i) can be joined smoothly to eCo sub-network 
shown in Fig. 3b(ii). This confirms that the two stripes belong to the same sCo 
sub-network. We studied extensively the stripe morphology at different regions and in 
different crystallized ingots. There are five characteristic features about the eCo 
sub-network. First, the entire sCo sub-network is divided into parallel stripes. Each 
stripe is so arranged that it points along a direction from the respective site P to the 
respectively site Q of a network ingot. Second, the zone axes or the crystallographic 
orientations of two adjacent stripes are off only by a few degrees, in the range of 1-10°. 
Third, the stripes in general have an average width of � 6 jim, irrespective of its location 
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in a network ingot. The crystallization process described for Fig. 1，i.e. from site P to site 
Q, is a typical one for network CoysSiisBio. In such case, it is necessary for the stripes to 
branch out. Fourth, the length of a stripe, d, cannot be measured because d is always 
very large compared to the size of a thin area in a TEM specimen. Finally, the 
micrographs in Fig. 3a and 3b further confirm that the sCo sub-network is connected. 
Since a stripe points along a direction from the respective site P to the respective 
site Q of a network ingot, the crystallographic direction of the axis of a stripe is then the 
crystallographic growth direction of the ECO in that stripe during crystallization. TEM 
specimens with cross-sections perpendicular to stripes were therefore prepared. Fig. 4a 
is a TEM bright field image showing the microstructure of a network alloy. Some of the 
phases are labeled for clarity. Fig. 4b(i) is a TEM dark field image of Fig. 4a, showing a 
lighted up region of sCo, which is more or less circular in shape. It suggests that the 
parallel stripes as observed in TEM dark field images [those in Fig. 3b(i) and 3b(ii)] are 
in fact thin slices along the length of parallel cylinders (distorted). The average diameter 
of these cylinders is � 6 ^m. The diffraction pattern of the lighted up region is shown as 
an insert. It indicates that the zone axis or crystallographic growth direction is [1120] 3. 
By tilting the TEM specimen by -5.7°, a neighboring region, now a very distorted circle, 
lights up (Fig. 4b(ii)). By comparing the bright field image in Fig. 4a with the two dark 
field images in Fig. 4b(i) and 4b(ii), it can be shown that the two lighted up regions can 
be joined to each other smoothly. This suggests that they are from the same sCo 
sub-network. We occasionally found that a crystal growth direction can be along 
[1123] . Fig. 4c(i) is a dark field image showing a lighted up region (somewhat circular) 
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with a zone axis along [1123]. The diffraction pattern is shown as an insert. Its 
neighboring region lights up when the specimen is slightly tilted by -5.6° (Fig. 4c(ii)). 
The two lighted up regions [in Fig. 4c(i) and 4c(ii)] can be joined to each other smoothly 
when compared with the corresponding bright field image, which is shown in Fig. 4c(iii). 
It can be concluded from the TEM studies that the sCo sub-network in a network alloy 
consists of parallel, distorted cylinders of crystallographic direction either along [1120] 
or along [1123]. The axes of the cylinders are not exactly parallel. They are off from 
each other by a value, which falls in the range of 1° to 10°. The [1120] cylinders 
appear in groups. So do the [1123] cylinders. The former, however, occurs more 
frequently than the latter. Fig. 4d is a schematic diagram showing the morphology of a 
sCo sub-network. 
C02B in C02B sub-network do not light up in stripes or cylinders, but in clusters 
of an average diameter of ~5 |im. Within a cluster (Fig. 5a), the C02B are still connected, 
but the network connectivity is less than that of eCo sub-network. The diffraction pattern 
is shown as an insert. The zone axis is [113]. Fig. 5b shows another lighted up cluster 
(dififraction pattern inserted), but with a zone axis of [131]. The C02B inside the cluster 
are connected, but again the network connectivity is less than that of sCo sub-network. 
TEM studies indicate that the lighted up clusters are of random orientation, bearing no 
relation to the sCo stripes. The clusters don't join to each other. They are discrete. The 
region between two clusters has a distance of � 2 - 3 jim. We attempted to light up the 
C02B particles between two adjacent C02B clusters by tilting a TEM specimen in an 
experiment. Two features were observed. First, discrete C02B particles, each internally 
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connected, lighted up in succession. This implies that these C02B particles have different 
crystallographic orientations. Second, the discrete, but internally connected C02B 
particles can have different shapes. Two are shown in Fig. 5c(i) and 5c(ii) for reference. 
The two displayed C02B particles can actually be classified as clusters, but of smaller 
size. We therefore conclude that the C02B sub-network is made up of discrete clusters, 
some large and some small, but each cluster is internally connected. 
CoiSi in a Co2Si sub-network light up, as C02B do, in discrete clusters of random 
crystallographic orientations, with an average diameter ~4 i^m. Fig. 6 is a TEM dark 
field image of a Co2Si cluster. The network connectivity of CozSi sub-network is the 
least among the three sub-networks. Overall speaking, the Co2Si sub-network resembles 
the C02B sub-network in morphology, but with a smaller degree of connectivity. Fig. 7 is 
a schematic diagram showing the morphology of C02B sub-network and Co2Si 
sub-network in network CoysSiisBio. 
We can therefore conclude: 
Morphology of network CovsSiisBio is the sum in the same space of 
(i) A very connected eCo sub-network with stripe morphology; 
(ii) a partially connected C02B sub-network, with cluster morphology; 
(iii) a loosely connected Co2Si sub-network, with cluster morphology. 
Discussions 
The origin of the network morphology of network CoysSiisBio alloy is not known. 
One possible explanation is as follows. CoTsSiisBio is a eutectic alloy. For a solid 
eutectic alloy [4], the bonding between like atoms, e.g. Co-Co, is stronger than that of 
the average of unlike atoms, e.g., (Co-Si + Co-B)/2. Therefore, eutectic CovsSiisBio 
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alloys form Co-rich phase. We assume that in molten CoysSiisBio, the bonding between 
like atoms is again stronger than those between unlike atoms. At high temperature, 
clustering of the like atoms is forbidden by entropy maximization. The fluxing technique 
allows molten CovsSiisBio to be undercooled substantially below its liquidus, Ti. At 
relatively low temperature, enthalpy due to bonding dominates. Liquid state phase 
separation [5-10] then takes place, allowing like atoms to cluster together. There are two 
decomposition modes of liquid state phase separation [11], one by nucleation and 
growth and the other by spinodal decomposition. The former results in island-like 
morphology whereas the latter produces network morphology. Either the island-like 
morphology or the network morphology can be frozen in when an undercooled melt 
crystallizes. 
A network CoysSiisBio comprises 3 sub-networks. One possible explanation for 
the observed microstructures is the sequence of steps: 
Stages (i): liquid state spinodal decomposition 
L Li + L，2 , where L is the original homogeneous melt, and Li 
and L’2 have different compositions; 
L，2 L2 + L3, where L'2 has a composition intermediate between 
L2 and L3. 
Stages (ii): crystallization of the undercooled liquid components 
Li sCo or Li ^ Si ; 
L2 — C02B ； 
Ls — Co2Si • 
The composition of Li (or L2； or L3) may not be exactly that of sCo [or C02B; or 
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Co2Si]. Diffusion, in the liquid state and on a length scale of � 5 0 0 nm, may occur with 
ease during crystallization to adjust for the right compositions for the reactions shown in 
Eqn(l). 
sCo forms a connected sub-network. In principle, it takes only one nucleation 
event to transform an entire Li (liquid sub-network) into a eCo sub-network. The 
crystallization process however has two restrictions. First, the kinetic growth direction is 
either along [1120] or along [1123]. Second, we found that nucleation in Li most 
often occurs on the surface of an undercooled molten CoysSiisBio ingot. This is the site P 
for this ingot. The initial crystallization is characterized by a crystal growth direction of 
either [1120] or[1123]. However, on advancing into Li, the solid/liquid (S/L) interface 
becomes wider. It is difficult to keep the entire growth front in the right crystallographic 
directions. Therefore, a splitting of the S/L interface takes place, aiming at maintaining 
the correct growth directions for the entire S/L interface. A schematic diagram is shown 
in Fig. 8 to illustrate this branching process. The resulting morphology includes parallel 
cylinders of more or less the same crystallographic orientation, which is either [1120] 
or [1123]. 
The C02B sub-network is less connected than the eCo sub-network. It consists of 
discrete single-crystal clusters. Inside each cluster, the C02B are connected. The region 
between two adjacent large single-crystal clusters is filled with discrete, smaller 
single-crystal cluster. The observed morphology suggests that L2 is partially connected, 
or equivalently, L2 is made up of discrete liquid clusters of different sizes. For each 
cluster, no matter what size it is, the liquid branches are connected to each other. The 
region between two adjacent large liquid clusters is filled with smaller liquid clusters. 
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On crystallization, one and only one independent nucleation event takes place in each 
liquid cluster, transforming it into a single-crystal cluster. Since the nucleation events are 
independent of each other, the zone axes of the C02B clusters are of random orientation. 
The morphology of the CoaSi sub-network can be explained similarly. 
sCo is a connected sub-network. A complete crystallization of Li does not 
require repeated nucleation. It is likely that during crystallization the crystal growth front 
of LI is ahead of the crystal growth fronts of L2 and L3. Portion of L2 and portion of L3 
will then be immersed in crystalline sCo sub-network, which serves as nucleation sites 
for L2 and L3. Equivalently, multiple nucleation events can take place in L2 and L3, 
resulting in single-crystal clusters in C02B sub-network and CoaSi sub-network, 
respectively. 
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Fig. 2a TEM bright field image of a network alloy. 
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Fig. 2b An annotated image of Fig. 2a. Si is the eCo sub-network and S2 includes 
C02B and Co2Si sub-networks. 'T' denotes C02B phase; ' 0 ' denotes CoiSi phase. 
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Fig. 2c A TEM dark field image of Fig. 2a for eCo. the sCo single crystal stripe runs 
from the upper right comer to the lower left comer of the image. 
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Fig. 3a A TEM bright field image for cCo at the boundary of two stripes. 
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Fig. 3b(i) A TEM dark field image for sCo at the boundary of two stripes. The sCo in the 
upper stripe lights up. 
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Fig. 3b(ii) A TEM dark field image for cCo at the boundary of two stripes. The sCo in 
the lower stripe lights up. 
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Fig. 4a A TEM bright field image showing the microstructure of a network alloy. 
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Fig. 4b(i) A TEM dark field image showing the cross section of a stripe. It is circular in 
shape. 
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Fig. 4b(ii) A TEM dark field image showing the cross section of another stripe. We can 
go from Fig. 4a to Fig. 4b by tilting the specimen by -5.7° 
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Fig. 4c(i) A TEM dark field image showing the cross section of a stripe. The zone axis is 
[1123]. 
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Fig. 4c(ii) A TEM dark field image showing the cross section of a stripe. The zone axis 
is [1123]. 
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Fig. 4c(iii) A TEM bright field image corresponding to Fig 4c(i) and Fig. 4c(ii). 
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Fig. 4d A schematic diagram showing the stripe morphology of the eCo sub-network. 
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Fig. 5a TEM dark field image showing a C02B cluster. The zone axis is [113]. 
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Fig. 5b A TEM dark field image showing another C02B cluster. The zone axis is [131] 
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Fig. 5c(i) A TEM dark field image showing C02B particles between two clusters. 
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Fig. 5c(ii) TEM dark field image showing C02B particles between two clusters. 
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Mg. 6 A TEM dark field image showing a CoiSi cluster. The Co2Si grains are not 
connected. 
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Fig. 7 A hand-drawing diagram showing the morphology of C02B sub-network and 
Co2Si sub-network in network CoysSiisBio (sCo sub-network is not included). The black 
areas denote the C02B sub-network. The white areas denote the Co2Si sub-network. The 
numerical numbers are used to label crystal orientation. Two areas with the same number 
have the same crystal orientation. The numbers used for the black areas bear no relation 
to the numbers used for the white areas. 
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We have demonstrated that by fluxing technique, molten CovsSiisBio alloy can be 
substantially under-cooled before crystallization. When the degree of under-cooling is 
large enough (AT > 183 K), the resulted solid specimen contains network morphology 
rather than the traditional eutectic morphology. The characteristic wavelength X 
(microstructure size) decreases rapidly in under-coolings slightly larger that 183 K, then 
leveling off at larger values of AT. 
The network specimen contains one ductile phase and two brittle phases. They are 
eCo, C02B and CoaSi respectively. The ductile and brittle networks inter-winds with 
each other to form a metal matrix composite material. It has high hardness value 
(840-930 HV depending on under-cooling) and high compressive strength (-3200 MPa), 
owing to the interplay between a ductile network, eCo, and two brittle networks, Co2Si 
and C02B. In contrast to its eutectic counterparts, the network composite does not initiate 
any micro-crack upon indentation, suggesting it has a limited degree of ductility. 
Compared with the traditional CoysSiisBio alloy, the mechanical behavior of 
CovsSiisBio network composites is much better. The network morphology may provide 
the following advantages: (i) finer microstructure; (ii) more uniform microstructure; (iii) 
the brittle phases are better enclosed by the ductile phase in network structure. It appears 
that they are potential materials for high precision engineering. 
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One possible formation mechanism of the network composite is by liquid state 
spinodal decomposition. Subsequent crystallization of the undercooled melt freezes the 
separated liquid networks so the morphology observed is network-like. Assuming liquid 
state phase separation did take place, the relationship of X vs AT is in qualitative 
agreement with Cahn's prediction. 
TEM analysis shows that the CovsSiisBio network composite contains three 
sub-networks, including sCo，C02B and Co2Si. The sCo sub-network is the most 
connected sub-network. The eCo sub-network contains single crystal stripes with 
average width � 6 i^m pointing radially from the initial crystallization site. The 
crystallographic orientations of two adjacent stripes are off by a few degrees. The most 
frequently observed growth direction is [1120], whereas growth direction [1123] is 
occasionally observed. C02B and Co2Si sub-networks form single crystal clusters of 
random crystal orientations. C02B sub-network is connected within the single crystal 
cluster whereas Co2Si does not, as Co2Si sub-network has the least connectivity. 
Based on experimental results, the most plausible explanation is that during liquid 
phase separation, homogeneous liquid L separates to Li and L2，. L! crystallizes to sCo 
and L2, crystallizes to C02B and Co2Si. In principle, only one nucleation event is 
sufficient to transform Li to eCo sub-network. Therefore it is likely that Li crystallizes 
ahead of L2'. The crystalline eCo then provides heterogeneous nucleation sites for the 
crystallization of C02B and Co2Si. 
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