Abstract-Stroke is a major cause of mortality and longterm disability in the world. Predictive outcome models in stroke are valuable for personalized treatment, rehabilitation planning and in controlled clinical trials. We design a new multi-class classification model to predict outcome in the shortterm, the putative therapeutic window for several treatments. Our model addresses the challenges of class imbalance, where the training data is dominated by samples of a single class, and highly correlated predictor and outcome variables, which makes learning the effects of treatments on the outcome difficult. Empirically our model outperforms the best-known previous predictive models and can infer the most effective treatments in improving outcome that have been independently validated in clinical studies.
I. INTRODUCTION
Stroke is the second-leading cause of death and the leading cause of long-term disability in the world; in the USA alone it has an estimated annual economic burden of $34 billion [13] . About 87% of all strokes are ischemic where blood flow to the brain is blocked [13] . Stroke impairs critical neurological functions, causing a broad range of physical and social disabilities. The final outcome after a stroke can range from complete recovery to permanent disability and death. Accurate outcome prediction has several uses: to guide treatment decisions, set prognostic expectations, plan rehabilitation, and select patients in controlled clinical trials.
The modified Rankin scale, shown in table I, is a quantified measure of disability and has been widely used to evaluate stroke outcomes [18] . The validity and reliability of the scale has been extensively studied and attested [3] . Many statistical models for outcome have been proposed that differ mainly in the predictors used, for example, [2] , [11] , [16] that use clinical and imaging variables to predict outcome at 3-6 months after stroke, and [7] , [12] , [14] using only a few clinical variables for predicting outcome at 3-9 months.
The aim of this work is to design a statistical model that can (1) predict short-term stroke outcome in a patient and (2) infer the treatments that are most influential in affecting outcome in a population. Stroke treatment must be tailored to the individual based on identification of the risk of damage and estimation of potential recovery [9] , and is one of the most important uses of outcome models. However existing outcome models use only a small number of predictors and are considered unreliable for guiding treatments [6] , [8] . Unlike previous outcome models, our model is designed to learn 1 No symptoms at all 2 No significant disability despite symptoms; able to carry out all usual duties and activities 3 Slight disability; unable to carry out all previous activities, but able to look after own affairs without assistance 4
Moderate disability; requiring some help, but able to walk without assistance 5
Moderately severe disability; unable to walk without assistance and unable to attend to own bodily needs without assistance 6
Severe disability; bedridden, incontinent and requiring constant nursing care and attention 7 Dead TABLE I MODIFIED RANKIN SCALE [18] the factors that affect outcome in the short-term, between admission and discharge, that is believed to be the therapeutic window for neuroprotective drugs and thrombolysis [19] , although our model can be used to predict long-term effects as well. To our knowledge, no previous work has studied the combined effects of risk factors and treatment options, for short-term outcome prediction.
Short-term outcome prediction poses several modeling challenges that are common in, but not exclusive to, clinical data analysis. Let c I be the initial condition of a subject (Rankin score at hospital admission) and let c F be the final condition (Rankin score at discharge). During this transition the subject's state and the factors affecting it are represented by features Y (e.g. in-hospital treatments and investigations). Features X represent the state of the subject before condition c I (e.g. past medical conditions). Our aim is to build a predictive model for c F using predictors {X, Y, c I }.
When the time elapsed between c I and c F is short and if the effects of Y are not easily discernible, c I and c F are highly correlated. In such cases, using c I as a predictor of c F results in trivial predictions (predicted value of c F equals input c I ) and makes it impossible to infer the effects of Y (which includes treatments) on the final condition. Note there are no assumptions on the correlation among the predictors X, Y, c I and techniques like Principal Components Analysis (PCA) may be applied to obtain uncorrelated features. This still does not solve the problem of high correlation with the outcome variable, c F . It is possible to build separate classification models for each pair (c I , c F ) or for each initial condition c I , but such models are unable to utilize all the information present in the data. Finally, due to the high correlation present, observations with c I = c F , are far fewer in number leading to the classical problem of imbalance prevalent in many medical datasets [15] . Our Contributions: 1. We present a new regression-based model for predicting the value of c F using X, Y, c I , designed to address the challenges posed by correlated predictor and outcome variables and imbalance in multi-class classification. For predicting short-term stroke outcome it achieves significantly higher accuracy than the best-known previous models. 2. Our model allows us to infer the most effective treatments in influencing outcome and are independently validated by previous clinical studies. Other competitive models are unable to produce similar clinically justifiable inferences.
II. OUR NEW MODEL
Let N be the total number of observations in the (training) data, each observation with L + M features. Let X N ×L denote the feature matrix relevant prior to condition c I , we use x k to denote the L-dimensional feature vector for observation k. Similarly, we use Y N ×M and y k , respectively, to denote the feature matrix and M -dimensional feature vector for observation k, relevant between c I and c F . See  table II for examples of such features in our stroke dataset. Let conditions c I , c F be measured on an integral scale of 1 to K. The K × K contingency table, Ω, below shows the number of subjects (in training), n i,j with condition c I = i and condition c F = j, where i = 1, . . .
Given the data, the likelihood can be modelled as a multinomial probability subject to the condition
where p(i → j|x k , y k ) is the probability of a subject with condition c F = j, given features x k , y k and initial condition c I = i. We propose the following form for p(i → j|x k , y k ):
where:
β li x kl ), denotes the effects of features x k on the initial condition c I (i th row effect).
δ mj y km ), denotes the effects of features y k on the final condition c F (j th column effect).
; C and α are constants.
The row effects λ i (x k ) depend only on features relevant before c I while the column effects γ j (y k ) depend on features relevant between c I and c F . The effect of features y k can be quantified by their coefficients: since y k appears only in the denominator smaller coefficient values indicate larger effect. The constant α = 0.001 is added for model identifiability. Imbalance. Imbalance is found between diagonal and offdiagonal elements in the contingency table: higher numbers are found along the diagonals (c I = c F ) with numbers decreasing as we move away from the diagonal. We model this by adding the term K i,j , which increases the probability value if i is close to j. The constant C, chosen empirically, plays the role of weights used in cost-sensitive learning algorithms for imbalanced data classification [20] . A higher value of C increases the weight of off-diagonal elements which helps when there are very few off-diagonal elements. Correlations. By not taking c I as a feature directly, we overcome the problem of c I being highly correlated to c F . Predicting differences in outcome (c F − c I ) using features X, Y does not take into account the differences between varying initial and final conditions and is empirically found to be less accurate in outcome prediction. Multiple Classes. Multiple classifiers can be trained, one for each c I (row). We find that this approach is severely affected by class imbalance and gives trivial predictions in most cases. In contrast, our approach, for a particular row, takes into account all the observations in the corresponding columns to make the prediction, thus using more information thereby achieving higher accuracy. Parameter Estimation. Maximum likelihood (ML) parameter estimates are obtained with elastic net [21] to control model complexity -regularization constants λ 11 , λ 12 (for β) and λ 21 , λ 22 (for δ) are chosen empirically. ML estimates have to be obtained for the following K(L+M +2)−(M +1) parameters θ = {β 0i , β li , δ 0j , δ mj }, i = 1, . . . , K; j = 1, . . . , K − 1; l = 1, . . . , L; m = 1, . . . , M . Gradient ascent is used since the partial derivatives do not have closed forms. For a K × K contingency table, N observations and feature matrices X N ×L and Y N ×M , the complexity of parameter estimation is O(tK 2 N (L + M )) where t is the number of iterations of the gradient ascent. Outcome Prediction. The predicted final condition c F of a subject given c I , x k , y k is arg max jp (i → j|x k , y k ) from our model (using ML estimates of coefficients). Analyzing Treatment Effects. We use an outcome variable ∆, set as follows: ∆ = 1 if c F − c I > 0, ∆ = −1 if c F − c I < 0 and ∆ = 0 if c F = c I . The interpretation of p(i → ∆|x k , y k ) now changes to the probability of a subject's condition to change by ∆ given the initial condition i and features X, Y . To find which treatments lead to an improvement in outcome, ∆ = −1, we select the treatments with the smallest δ m[∆=−1] (coefficients of y km ) values. P values. To test the significance of a treatment y km ∈ Y , with coefficient δ mj , the two-sided test is 2×min{P H0 (T > δ mj ), P H0 (T < δ mj )} (using the null hypothesis H 0 : δ mj = 0) where, δ mj denotes the observed value and T = δ mj , the ML estimator, denotes our test statistic. We use a bootstrap estimator 2 × min{( th table entries in the following way. For each observation with initial condition c I = i, we generate one sample from a multinomial distribution, with probabilityp(i → j|x k , y k , δ mj = 0)), and obtain a value of c F = j, which gives the selection (i, j). In total N incrementations are done, once for each observation in our real dataset. [5] . Due to the limited number of observations we group the Rankin scores into 3 groups: g 1 = {1}, g 2 = {2, 3} and g 3 = {4, 5, 6, 7} to obtain the contingency table (K = 3): Summary statistics for stroke dataset variables and further details of the synthetic datasets are available online 1 which also has additional experimental results.
IV. EXPERIMENTAL RESULTS
We compare the predictive accuracy of our model with those used in previous stroke outcome studies. Accuracy is defined as the proportion of test observations correctly classified. Results are averages over 5-fold cross validation. Baselines. Using {c I , X, Y } to predict c F using Logistic Regression (or Support Vector Machines) produces trivial results and cannot be used to infer the best treatments since the corresponding coefficients are all close to zero. Instead we use two other strategies: (1) use {X, Y } as features to predict (c F − c I ); we denote these classifiers by LR and SV M respectively. (2) train 5 classifiers, one for each value of c I (each row in the contingency table) and use features X, Y to predict c F . Given a test case, based on the admission score (c I ), we predict using the corresponding classifier. We denote these classifiers by LR row and SV M row respectively. Predictive Accuracy. The performance of all the classifiers on the simulations are shown in figure 1 . We see that the accuracy of our method NEW is significantly better than all other baselines and, as expected, the performance improves with more data (increasing N ). We also see that the performance of all classifiers deteriorate as K, the number of levels c F , c I , increase, making multi-class classification harder. However, our method outperforms baselines in all four cases. Figure 1 also shows the average predictive accuracy on the real dataset. LR is the best previously used model for predicting outcome and our model outperforms LR by nearly 19% and other strategies by 10% or more. Analysis of Treatment Effects. Table III shows the treatment variables with the smallest coefficients (and p-values) determined by our model. These treatments have been independently shown to be effective in improving stroke outcome in other studies [1] , [4] , [10] , [17] , which provides additional validation for our model.
LR, that has been used in previous studies, gives Edaravone and Pantoprazole as the only significant factors with coefficients (pvalues): 0.36 (0.05) and 0.42 (0.007). While Edaravone has been found to improve outcome, Pantoprazole is given to inhibit gastric acid secretion, and is unrelated to stroke outcome. Thus LR is unable to identify all the significant factors and also erroneously shows an unrelated treatment as significant. 
V. CONCLUSION
We design a new model for predicting stroke outcome that addresses the challenges of class imbalance in multiclass classification. It can also be used to analyze treatment effects in the presence of highly correlated predictor and outcome variables which previous models cannot. Our model is found to outperform the best-known previous models in predicting short-term outcome and inferring clinically justified treatment effects.
