A theorem of Evans and Perkins (1991) on the absolute continuity of distributions of Dawson-Watanabe superprocesses is extended to general branching mechanisms. This result is then used to establish the propagation properties of the superprocesses following Evans and Perkins (1991) and Perkins (1990) .
Introduction
Suppose that E is a Lusin topological space. Let M (E) be the space of finite Borel measures on E endowed with the topology of weak convergence. Let B(E) denote the set of bounded Borel functions on E and B(E) + the subset of non-negative elements. For f ∈ B(E) and µ ∈ M (E) write µ(f ) for f dµ. We consider a conservative Borel right process ξ = (Ω, F, F t , ξ t , P x ) in E with transition semigroup (P t ) t≥0 and a branching mechanism on E given by The Dawson-Watanabe superprocess with parameters (ξ, φ), or simply a (ξ, φ)superprocess, is a Markov process in M (E) with transition semigroup (Q t ) t≥0 defined by
The operators (V t ) t≥0 constitute a semigroup, which is called the cumulant (or log-Laplace) semigroup of the (ξ, φ)-superprocess; see, e.g., Dawson [2] and Fitzsimmons [7, 8] .
The branching mechanism is said to be spatially constant if it is independent of x ∈ E. In particular, we say the superprocess has binary branching if φ(x, z) ≡ cz 2 for some constant c > 0. For a spatially constant branching mechanism z → φ * (z) we often consider the condition:
(A1) There is some constant θ > 0 so that
A theorem on the absolute continuity of distributions of Dawson-Watanabe superprocesses with binary branching was proved in Evans and Perkins [6] . As applications of the theorem, they established some results on support preparations of super Lévy processes. Using a different approach, Evans and Perkins [6] also proved some preparation results for superprocesses with general Feller spatial motion processes and branching mechanisms given by (1.1) under a stronger integral condition on the kernel m(x, du); see also Perkins [11, 12] . The purpose of this note is to extend some of those results to superprocesses with general local branching mechanisms. This work was brought up by the recent paper Bojdecki et al. [1] . Although the arguments follow closely those of Evans and Perkins [6] and Perkins [12] , we provide the details for the convenience of the reader.
Main theorem
The existence of such a realization was proved in Fitzsimmons [7, 8] . It is wellknown that the first moment of the superprocess is given by
. By (1.3), (2.1) and Jensen's inequality it is simple to see that
If (x, z) → φ(x, z) is bounded below by a spatially constant branching mechanism z → φ * (z) satisfying (A1), the cumulant semigroup (V t ) t≥0 of the (ξ, φ)superprocess admits the canonical representation:
where t →v t is the minimal non-negative solution of the differential equation
with the singular initial conditionv 0+ = ∞; see Dawson [2, Section 11.5] 
Then R t (x, 1) > 0 for all t > 0 and x ∈ E. For any 0 < r ≤ t and x ∈ E we can use (1.3), (2.3) and the semigroup property of (V t ) t≥0 to see
In view of (1.3) and (2.3), we have the following
where R * t (µ, ·) = R t (µ, ·)/R t (µ, 1). The representation (2.7) is known as the cluster decomposition of the random measure. For
We have
The next theorem was first proved in Evans and Perkins [6, Theorem 1.1] for a binary branching; see also Perkins [12, Theorem III.2.2]. The ideas of the proof given below follow those in the two references.
is bounded below by a spatially constant branching mechanism z → φ * (z) satisfying (A1). Then for any fixed µ 1 , µ 2 ∈ M (E) the following properties are equivalent:
Proof. "(iii) ⇔ (iv)" The implication (iv) ⇒ (iii) is trivial and the implication (iii) ⇒ (iv) follows from the Markov property:
.
It follows that
By (2.5) and (2.12),
x ∈ E. Then we can reverse the above steps to conclude
where for the inequality we have used the fact that
3), (2.4) and (2.9) we see that the last term on the right hand side of (2.13) is equal to
where we also used (1.2) and (2.10) for the last equality. Using (2.2), (2.4) and (2.11) it is elementary to see that the right hand side of the equation above tends to zero as u → r. By (2.13) we conclude R r (µ 1 , F ) = 0.
"(ii) ⇒ (iii)" By the cluster decomposition of the superprocess we see that Q r (µ 1 , ·) and Q t (µ 2 , ·) are the laws of η1 i=1 ν 1 i and η2 i=1 ν 2 i , respectively, where η 1 and η 2 are Poissonian random variables with means R r (µ 1 , 1) and R t (µ 2 , 1), respectively, and conditional on η 1 and η 2 the sequences {ν 1 i : i ≥ 1} and {ν 2 i : i ≥ 1} are i.i.d. with laws R * r (µ 1 , ·) and R * t (µ 2 , ·), respectively. Clearly, (ii) implies the n-fold product of R * r (µ 1 , ·) is absolutely continuous to the n-fold product of R * t (µ 2 , ·). Therefore we can sum over the values of η 1 and η 2 to obtain Q r (µ 1 , ·) Q t (µ 2 , ·) as required.
We remark that Dynkin [4, Theorem 6.2] gave a result on the equivalence of the exit distributions from a domain for a superdiffusion with branching mechanism given by (1.1) with b(x) = 0 and with u n m(x, du) being a bounded kernel from E to (0, ∞) for every n ≥ 2.
Propagations of supports
It is well-known that a (ξ, φ)-superprocess {X t : t ≥ 0} has no negative jumps. The following characterizations of the superprocess can be derived from the results of Fitzsimmons [7, 8] ; see El Karoui and Roelly [5] for the results under Feller assumptions. Let F be the set of functions f ∈ B(E) that are finely continuous relative to ξ. Fix β > 0 and let (A, D(A)) be the weak generator of (P t ) t≥0 defined by D(A) = U β F and Af = βf − g for f = U β g ∈ D(A). Let N (ds, dν) be the optional random measure on [0, ∞) × M (E) • defined by
where ∆X s = X s − X s− , and letN (ds, dν) denote the predictable compensator of N (ds, dν). ThenN (ds, dν) = dsK(X s− , dν) with the kernel defined by
LetÑ (ds, dν) = N (ds, dν) −N (ds, dν). For any f ∈ D(A) we have
is a purely discontinuous local martingale and t → M c t (f ) is a continuous local martingale with quadratic variation 2X t (cf 2 )dt. Let Proof. Let l t ≡ l 0 t (X(f )) denote the local time of the semimartingale t → X t (f ) at zero. For any > 0 and t ≥ 0 we have
which goes to zero as → 0. Then l t = 0 for all t ≥ 0. Since f is non-negative, Tanaka's Formula implies
see, e.g., Dellacherie and Meyer [3, Section VIII.29]. As s → X s has at most countably many jumps, we have
Observe also that
Then (3.2) implies
From this and (3.1) it follows that
Since X s− (f ) = X s (f ) for at most countably many s ≥ 0, we get Proof. By Theorem 3.2 there is a sequence r n → ∞ so that Q µ {X rn ∈ M ν (R d )} = 1 for each n ≥ 1. But, Theorem 2.2 implies that Q µ (X t ∈ ·) is absolutely continuous with respect to Q µ (X rn ∈ ·) for any 0 < t ≤ r n . Then the desired result holds.
The results of the above theorem and its corollary were already obtained in Evans and Perkins [ [12, pp.202-203] . A different approach for general Feller spatial motion processes was also provided in Evans and Perkins [6, Corollaries 5.3 and 5.4], which implies the above results when (u ∨ u 2 )m(x, du) is a bounded kernel from E to (0, ∞). Some simple consequences of those results are given as follows.
Theorem 3.4. Suppose that ξ is a Lévy process on R d with Lévy measure ν and absolutely continuous transition semigroup, that is,
If (x, z) → φ(x, z) is bounded below by a spatially constant branching mechanism z → φ * (z) satisfying (A1), then for every t > 0 and µ ∈ M
Proof. Note that µP t is absolutely continuous with respect to λ for any t > 0. Choose η ∈ M (R d ) that is equivalent to the Lebesgue measure λ. It is easy to see that (µ + η)P t is equivalent to λ for every t > 0 and > 0. By Corollary 3.3 we have Q µ+ η {X t ∈ M ν (R d )} = 1 for every t > 0. Note that X t under Q µ+ η has the same distribution on M (R d ) as X µ t + X η t , where {X µ t : t ≥ 0} and {X η t : t ≥ 0} are independent (ξ, φ)-superprocesses with initial values µ and η, respectively. It is easy to see that P{X η t = 0} = lim θ→∞ exp{− η(V t θ)} = exp{− R t (η, 1)} = exp{− η(h t )}, which tends to one as → 0. Then we have
giving the desired result.
Corollary 3.5. Suppose that ξ is a symmetric α-stable process with index 0 < α < 2 and (x, z) → φ(x, z) is bounded below by a spatially constant branching mechanism z → φ * (z) satisfying (A1). Then for every t > 0 and µ ∈ M (R d ) we have Q µ {S(X t ) = R d or ∅} = 1.
Proof. The spatial motion process ξ now has Lévy measure ν(dx) = c|x| −d−α dx for some constant c > 0. Since ν has full support, we have (3.3) and the desired result follows from Theorem 3.4.
Finally, we point out that assuming (x, z) → φ(x, z) is bounded below by a spatially constant branching mechanism z → φ * (z) satisfying (A1) is an artifact of the cluster representation approach in the proof of Theorem 2.2. This condition was not required in Evans and Perkins [6, Corollaries 5.3 and 5.4] . Nevertheless, the condition is satisfied if φ(x, z) ≡ γ(x)z 1+β for a constant 0 < β < 1 and a function γ ∈ B(E) + bounded away from zero, which was excluded from Evans and Perkins [6] .
