Various stochastic programming problems can be formulated as problems of optimization of an expected value function. Quite often the corresponding expectation function cannot be computed exactly and should be approximated, say by Monte Carlo sampling methods. In fact, in many practical applications, Monte Carlo simulation is the only reasonable way of estimating the expectation function. We discuss converges properties of the sample average approximation (SAA) approach to stochastic programming. We argue that the SAA method is easily implementable and can be surprisingly efficient for some classes of stochastic programming problems.
Introduction
Consider the following stochastic programming problem 
Here F (x, ξ) is a real valued function of two vector variables x ∈ R n and ξ ∈ R d , X is a given subset of R n , and the expectation is taken with respect to the probability distribution P of the random data vector ξ (by bold script, like ξ, we denote random vectors, while by ξ we denote their realizations). The random vector ξ represents the uncertain parameters (data) of the problem. It is assumed that the probability distribution P is known and the corresponding expected value function f (x) is well defined. We refer to (1) as the "true" (or expected value) problem. Suppose that P has a finite support, i.e., ξ can take values ξ 1 , ..., ξ K (called scenarios) with respective probabilities p 1 , ..., p K . In that case
In two-stage linear stochastic programming with recourse, the feasible set X can be written in the form X := {x : Ax = b, x ≥ 0} and F (x, ξ) is given by the optimal value of the second stage program:
with ξ := (q, h, T, W ).
If the number of scenarios is finite, then the two stage linear stochastic program can be formulated as one (large) linear program: Min x,y1,...,yK c T x + K k=1 p k q T k y k subject to Ax = b, T k x + W k y k = h k , k = 1, ..., K, x ≥ 0, y k ≥ 0, k = 1, ..., K. However, typically the number K of scenarios grows exponentially with the dimension of the data ξ. For example, if d random components of ξ are independent, each having just 3 possible realizations, then the total number of scenarios K = 3 d . No computer in a foreseeable future will be able to handle calculations involving 3 100 scenarios.
In view of the exponential growth of the number of scenarios, with increase of the number of random parameters, the natural question is: how difficult is to solve the above two-stage problem? And, moreover, what can be said about multi-stage problems? Example 1.1 (financial planning). Suppose that we want to invest an amount of W 0 in n assets,
(4) After one period of time our wealth becomes
where ξ i = 1+R i and R i is the return of the i-th asset. We would like to maximize W 1 by making an "optimal" distribution of our initial wealth. Of course, we have to make a decision about x i before a realization of the returns R i (of ξ i ) become known. Suppose that we have an idea, may be from historical data, about probability distribution of ξ = (ξ 1 , ..., ξ n ). Then we may think about maximizing W 1 on average. That is, we would like to maximize the expected value E[W 1 ] of our wealth subject to the budget constraint (4) and "no borrowing" constraints x i ≥ 0. This leads to the optimization problem
We have that
Consequently, problem (6) has the simple optimal solution of investing everything into the asset with the maximal expected return.
Suppose now that we have a target wealth of τ . If W 1 falls short of τ we are penalized by r(W 1 − τ ), and if W 1 exceeds τ we are rewarded by q(W 1 − τ ), with r > q. This leads to the following utility function
and to the optimization problem
where
The concept of utility function is well known in economics and game theory (see, e.g., Levy [10] and references therein).
Let us observe that the above F (x, ξ) can be represented as the optimal value of the problem
Therefore we can view our decision process in two stages. At the first stage we have to make a decision about x i before realizations of the random variables ξ i become known. At the second stage, after ξ i become known, we optimize our behavior by solving problem (9) . Of course, in this example the second stage problem (9) has a closed form simple solution.
Consider now the deterministic counterpart
of the stochastic problem (8) . That is, random variables ξ i in (8) are replaced by their means µ i = E[ξ i ]. Let us note that for any x, the function F (x, ·) is concave. Therefore, by Jensen's inequality,
It follows that the optimal value of problem (10) is bigger than the optimal value of problem (8) . This should be not surprising that the deterministic problem (10) may give a too "optimistic" optimal value since it does not take into account a possible variability of the random data ξ.
Suppose now that we can rebalance our portfolio at several, say T , periods of time. That is, at the beginning we choose values x i0 of our assets subject to the budget constraint
At the period t = 1, ..., T , our wealth is
where ξ it = (1 + R it ) and R it is the return of the i-th asset at the period t. Our objective is to maximize the expected utility
at the end of the considered period, subject to the balance constraints n i=1 x it = W t and x t ≥ 0, t = 0, ..., T − 1.
We use notation x t = (x 1t , ..., x nt ) and ξ t = (ξ 1t , ..., ξ nt ), and ξ [1,t] = (ξ 1 , .., ξ t ) for the history of the process ξ t up to time t. The values of the decision vector x t , chosen at stage t, may depend on the information ξ [1,t] available up to time t, but not on the future observations. The decision process has the form
This becomes a multi-stage stochastic programming problem. We refer to [1] and [16] for a further discussion of two and multi-stage stochastic programming problems.
Monte Carlo sampling approach
Let ξ 1 , ..., ξ N be a generated (say, iid) random sample drawn from P . For a given x ∈ X, the sample averagê
can be used as an unbiased estimator of the expected value f (x) = E P [F (x, ξ)]. By the Law of Large Numbers, we have thatf N (x) converges to f (x) with probability one (w.p.1) as N → ∞. However, the convergence is of order O p (N −1/2 ) and is notoriously slow. In order to improve the accuracy by one digit the sample size should be increased 100 times. By the Central Limit Theorem
and " ⇒ " denotes convergence in distribution. The good news is that the rate of convergence does not depend on the number of scenarios, only on the variance σ 2 (x). The accuracy can be improved by variance reduction techniques. However, the rate of the square root of N (of Monte Carlo sampling estimation) cannot be changed.
Two basic philosophies of the Monte Carlo approach are the interior and exterior sampling. In interior sampling methods, sampling is performed inside a chosen algorithm with new (independent) or updated samples generated in the process of iterations, e.g., Higle and Sen (stochastic decomposition method) [5] , Infanger (statistical L-shape method) [7] , Norkin, Pflug and Ruszczynski (stochastic branch and bound method) [13] .
In the exterior sampling approach the true problem is approximated by the sample average approximation problem:
Once the sample ξ 1 , ..., ξ N ∼ P is generated, the SAA problem becomes a deterministic optimization problem and can be solved by an appropriate algorithm. It is difficult to point out an exact origin of this method. Variants of this approach were suggested by a number of authors under different names (e.g., Rubinstein and Shapiro (stochastic counterpart method) [15] , Plambeck, Fu, Robinson and Suri (sample-path optimization) [14] , Mak, Morton and Wood [12] , Kleywegt, Shapiro and Homem-De-Mello [9] ). Advantages of the SAA method are: (i) ease of numerical implementation, often one can use existing software, (ii) good convergence properties, (iii) well developed statistical inference: validation and error analysis, stopping rules, (iv) easily amenable to variance reduction techniques, (v) ideal for parallel computations. Numerical experiments with the SAA method can be also found in Linderoth, Shapiro and Wright [11] and Verweij, Ahmed, Kleywegt, Nemhauser and Shapiro [24] .
The SAA approach can be related to the idea of common random numbers generation which is well known in the area of simulation. Suppose that the feasible set X consists of two points, X = {x 1 , x 2 }. Note that for the purpose of optimization we are not interested in an accurate estimation of the expectations f (x 1 ) and f (x 2 ), but rather in their difference f (x 1 ) − f (x 2 ). Now if the same sample is used in the estimatorsf N (x 1 ) andf N (x 2 ), then the variance of ξ) ]. This variance can be much smaller than Var [F (x 1 , ξ) ξ) ], when independent samples are used.
We will use the following notation: v 0 is the optimal value of the true problem, S 0 is the optimal solutions set of the true problem, S ε is the set of ε-optimal solutions of the true problem,v N is the optimal value of the SAA problem,Ŝ ε N is the set of ε-optimal solutions of the SAA problem,x N is an optimal solution of the SAA problem.
There is a vast literature on statistical properties of the SAA estimatorsv N andx N . By the Law of Large Numbers,f N (x) converge (pointwise) to f (x) w.p.1. Under mild additional conditions, this implies thatv N → v 0 and dist(x N , S 0 ) → 0 w.p.1, as N → ∞. In particular,x N → x 0 w.p.1 if the true optimal set S 0 = {x 0 } is a singleton. That is, in the terminology of theoretical statistics, the estimatorsv N andx N are consistent. Since the pioneering work of Wald [25] on consistency of Maximum Likelihood estimators, there have been numerous publications on that subject. In a recent literature on stochastic programming the consistency of statistical estimators is often treated in a framework of the epi-convergence theory (see Dupačová and Wets [4] and references therein).
There are Central Limit Theorem type results about asymptotics ofv N andx N . We have that
Shapiro [18] . In particular, if S 0 = {x 0 }, then
These results suggest that the optimal value of the SAA problem converges at a rate of O p (N −1/2 ). In particular, if S 0 = {x 0 }, thenv N converges to v 0 at the same rate asf N (x 0 ) converges to f (x 0 ). If S 0 = {x 0 } is a singleton, then under certain regularity conditions, N 1/2 (x N −x 0 ) converges in distribution to a limiting (often normal) distribution (asymptotic normality of M -estimators, Huber [6] ). Regularity conditions which usually assumed in order to ensure such asymptotics are that the expected value function f (x) is smooth (twice differentiable) at x 0 and the Hessian matrix ∇ 2 f (x 0 ) is positive definite (cf., King and Rockafellar [8] , Shapiro [17] ). This typically happens if the probability distribution P is continuous. In such cases, and if x 0 is an interior point of the feasible set X,x N converges to x 0 at the same rate as the stochastic approximation iterates calculated with the optimal step sizes (Shapiro [19] ). Some results about asymptotics of the SAA optimal solution setŜ N are available also in cases where S 0 is not a singleton (Dentcheva and Römisch [3] ).
Complexity issues
Using the theory of Large Deviations (see, e.g., Dembo and Zeitouni [2] ) it is possible to give the following estimates. Suppose, for a moment, that the feasible set X is finite. Consider a mapping u : X \ S ε → S 0 , and
Suppose that for every x ∈ X the moment generating function of H(x, ξ) is finite valued in a neighborhood of zero. Let ε and δ be nonnegative numbers such that δ ≤ ε. Then there is γ(δ, ε) > 0 such that
The constant γ(δ, ε) can be estimated
where Var[H(x, ξ) ] (Kleywegt, Shapiro and Homem-de-Mello [9] ). Note that ε * > ε. This gives the following estimate of the sample size N which guarantees that P Ŝ δ N ⊂ S ε ≥ 1 − α, for a given α ∈ (0, 1):
The above estimate (19) typically is too conservative to be used for practical calculations. However, it indicates that the required sample size grows as a logarithm of |X|.
Now let X be a bounded subset of R n . Then for a given ν > 0, consider a finite subset X ν of X such that for any x ∈ X there is x ∈ X ν satisfying x − x ≤ ν. If D is the diameter of the set X, then such set X ν can be constructed with |X ν | ≤ D ν n . Reducing the feasible set X to its subset X ν , we obtain the following estimate of the required sample size to solve the reduced problem
Suppose, further, that f (x) is Lipschitz continuous modulus L. By taking ν := (ε − δ)/(2L) we obtain the following estimate of the required sample size to solve the the true problem
This suggests a linear growth of the required sample size with the dimensionality n of the first stage problem. We refer to [16, Chapter 6] for a detail discussion of the above derivations. Suppose now that the true problem is convex piecewise linear. That is: (i) the distribution P has a finite support, (ii) for almost every ξ the function F (·, ξ) is piecewise linear and convex, (iii) the feasible set X is polyhedral (i.e., is defined by a finite number of linear constraints). Suppose also that the optimal solutions set S 0 , of the true problem, is nonempty and bounded. Then the following holds.
(1) W.p.1 for N large enough,x N is an exact optimal solution of the true problem. More precisely, w.p.1 for N large enough, the setŜ N of optimal solutions of the SAA problem is nonempty and forms a face of the (polyhedral) set S 0 . (2) Probability of the event {Ŝ N ⊂ S 0 } tends to one exponentially fast. That is, there exists a constant γ > 0 such that
(Shapiro and Homem-de-Mello [22] ). Suppose that the problem is convex piecewise linear, and let x 0 be unique optimal solution of the true problem. Then
(Here f (x 0 , d) denotes the directional derivative of the function f (·) at x 0 in the direction d, and T X (x 0 ) denotes the tangent cone to X at x 0 .) Furthermore, there exists a finite set {d 1 , ..., d } ⊂ T X (x 0 ) of nonzero directions, independent of the sample, such that iff N (x 0 , d j ) > 0 for j = 1, ..., , thenx N = x 0 . We call
the condition number of the true problem.
For convex piecewise linear problems with unique optimal solution, the exponential constant γ, defined in the estimate (21) , is approximately equal to (2κ) −1 . This means that the sample size N required to achieve a given probability of the event "x N = x 0 " is roughly proportional to the condition number κ. More accurately, for large N and κ,
where C is a positive constant close to one and independent of the sample (Shapiro, Homem de Mello and Kim [23] ).
Validation analysis
How one can evaluate quality of a given solutionx ∈ X? There are two basic approaches to validation of a given solution: (i) Evaluate the gap f (x) − v 0 . (ii) Verify the KKT optimality conditions atx. The following statistical test, based on estimation of f (x) − v 0 , was suggested by Norkin, Pflug and Ruszczynski [13] and developed further in Mak, Morton and Wood [12] .
(1) Estimate f (x) by the sample averagef N (x), using sample of a large size N .
(2) Solve the SAA problem M times, using M independent samples, each of size N . Letv 
where (Y (x 1 ), ..., Y (x k )) has a multivariate normal distribution with zero mean vector and covariance matrix given by the covariance matrix of the random vector (F (x 1 , ξ) , ..., F (x k , ξ)) (Shapiro [18] ). For ill-conditioned problems this bias is of order O(N −1/2 ) and can be large if the ε-optimal solution set S ε is large for some small ε ≥ 0.
It is also possible to give the following common random numbers variant of the above procedure (Mak, Morton and Wood [12] ). Generate a sample (of size N ) and calculate the gap
Repeat this procedure M times (with independent samples), and calculate the average of the above gaps. This procedure works well for well conditioned problems, but does not improve the bias problem.
Another approach to validation of a given solutionx ∈ X is based on verification of first-order (KKT) optimality conditions. Let the feasible set be defined by constraints X := {x ∈ R n : c i (x) = 0, i ∈ I, c i (x) ≤ 0, i ∈ J} , where c i (x) are continuously differentiable functions. Suppose that the probability distribution of ξ is continuous. Then, under mild regularity conditions (e.g., [16, Chapter 2] ), F (·, ξ) is differentiable atx w.p.1 and
The KKT-optimality conditions at an optimal solution x 0 ∈ S 0 can be written as follows: If the number of scenarios is finite, then linear programming formulations of the T -stage and its two-stage relaxation problems are comparable in size. However, the two-stage problem can be solved efficiently by sampling even if the number of scenarios is very large, while the corresponding multistage problem may be intractable. In order to solve the multistage problem consistently by sampling one needs to employ a conditional sampling scheme. However, the number of required scenarios in a corresponding sample average approximation, may grow exponentially fast with the number of stages. We refer to Shapiro [20] for a further discussion of this problem.
