On Schoedinger operators with multipolar inverse-square potentials by Felli, Veronica et al.
ar
X
iv
:m
at
h/
06
02
20
9v
6 
 [m
ath
.A
P]
  2
3 J
ul 
20
07 ON SCHRO¨DINGER OPERATORS WITH MULTIPOLAR INVERSE-SQUAREPOTENTIALS
VERONICA FELLI, ELSA M. MARCHINI, AND SUSANNA TERRACINI
Abstract. Positivity, essential self-adjointness, and spectral properties of a class of Schro¨dinger
operators with multipolar inverse-square potentials are discussed. In particular a necessary and
sufficient condition on the masses of singularities for the existence of at least a configuration of
poles ensuring the positivity of the associated quadratic form is established.
Contents
1. Introduction and statement of the main results 1
2. A positivity condition in the class V 7
3. The Shattering Lemma 10
4. Perturbation at infinity 17
5. Separation Theorem 20
6. Positivity of multipolar operators 24
7. Best constants in Hardy multipolar inequalities 25
8. Essential self-adjointness 29
9. Spectrum of Schro¨dinger operators with potentials in V 36
9.1. Essential spectrum 36
9.2. Discrete spectrum 38
9.3. Eigenvalues at the bottom of the essential spectrum 40
Appendix 41
References 43
1. Introduction and statement of the main results
This paper deals with a class of Schro¨dinger operators associated with potentials possessing
multiple inverse square singularities:
(1) Lλ1,...,λk,a1,...,ak := −∆−
k∑
i=1
λi
|x− ai|2
where N ≥ 3, k ∈ N, (λ1, λ2, . . . , λk) ∈ Rk, (a1, a2, . . . , ak) ∈ RkN , ai 6= aj for i 6= j.
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From the mathematical point of view, the main reason of interest in inverse square potentials
of type V (x) ∼ λ|x|−2 relies in their criticality: indeed they have the same homogeneity as the
laplacian and do not belong to the Kato’s class, hence they cannot be regarded as a lower order
perturbation term. Besides, potentials with this rate of decay are critical also in nonrelativistic
quantum mechanics, as they represent an intermediate threshold between regular potentials (for
which there are ordinary stationary states) and singular potentials (for which the energy is not
lower-bounded and the particle falls to the center), for more details see [21, 29]. We also mention
that inverse square singular potentials arise in many other physical contexts: molecular physics,
see e.g. [30], quantum cosmology [4], linearization of combustion models [3, 22, 48]. Moreover we
emphasize the correspondence between nonrelativistic Schro¨dinger operators with inverse square
potentials and relativistic Schro¨dinger operators with Coulomb potentials, see [11].
In recent literature, several papers are concerned with Schro¨dinger equations with Hardy-type
singular potentials, see e.g. [1, 7, 8, 16, 17, 22, 26, 41, 44, 46].
The case of multi-polar Hardy-type potentials was considered in [15, 19, 20]. More precisely, in
[15] estimates on resolvant truncated at high frequencies are proved for Schro¨dinger operators with
multiple inverse square singular potentials. In [19, 20] the existence of ground states for a class of
multi-polar nonlinear elliptic equations with critical power-nonlinearity is investigated.
The purpose of the present paper is to analyze how the mutual interaction among the poles influ-
ences the spectral properties of the class of operators (1) and which configurations of singularities
ensure positivity of the associated quadratic form
Qλ1,...,λk,a1,...,ak(u) :=
∫
RN
|∇u(x)|2dx−
k∑
i=1
λi
∫
RN
u2(x)
|x− ai|2 dx.
As a natural setting to study the operators defined in (1) and the associated quadratic forms, we
introduce the functional space D1,2(RN ) defined as the completion of C∞c (RN ) with respect to the
Dirichlet norm
‖u‖D1,2(RN ) :=
(∫
RN
|∇u(x)|2 dx
)1/2
.
We introduce now a notion of positivity which is closely related to the property of strong subcrit-
icality introduced in [13], see also Remark 1.6 for a discussion about the relations between these
notions in the framework of multi-polar inverse square potentials. We say that Qλ1,...,λk,a1,...,ak is
positive semidefinite whenever
Qλ1,...,λk,a1,...,ak(u) ≥ 0, for all u ∈ D1,2(RN ),
whereas it is said to be positive definite if there exists a positive constant ε=ε(λ1, . . . , λk, a1, . . . , ak)
such that
Qλ1,...,λk,a1,...,ak(u) ≥ ε(λ1, . . . , λk, a1, . . . , ak)
∫
RN
|∇u(x)|2 dx, for all u ∈ D1,2(RN ).
In the case of a single pole operator −∆− λ|x|2 , a complete answer to the question of positivity is
provided by the classical Hardy inequality (see for instance [22, 25]):
(2)
(N − 2
2
)2 ∫
RN
|u(x)|2
|x|2 dx ≤
∫
RN
|∇u(x)|2 dx, for all u ∈ D1,2(RN ),
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where the constant
(
N−2
2
)2
is optimal and not attained. The optimality of such a constant implies
that the quadratic form Qλ,0 is positive definite in D1,2(RN ) if and only if λ <
(
N−2
2
)2
. For a
more detailed discussion about the properties of monopole singular Hardy type operators, we refer
to [22, 46, 48].
As observed in [19], the positivity of Qλ1,...,λk,a1,...,ak depends on the strength and the location
of the singularities, and more precisely on the shape of the configuration of poles, due to scaling
properties of the operator. In particular in [19, Proposition 1.2] it is proved that a sufficient
condition for the quadratic form to be positive definite for any choice of a1, a2, . . . , ak is that∑k
i=1 λ
+
i <
(N−2)2
4 , where t
+ := max{t, 0}. Conversely, if∑ki=1 λ+i > (N−2)24 , then it is possible to
find a configuration of poles such that the quadratic form is not positive definite. As a consequence,
in the case k = 2, if
λi <
(N − 2)2
4
, for i = 1, 2 and λ1 + λ2 <
(N − 2)2
4
,
then for any choice of a1, a2, the quadratic form Qλ1,λ2,a1,a2 is positive definite.
The first result of the present paper relies in a necessary and sufficient condition on the masses
λi to have positivity of the quadratic form Qλ1,...,λk,a1,...,ak for at least a configuration of poles.
Theorem 1.1. Let (λ1, . . . , λk) ∈ Rk. Then
(3) λi <
(N − 2)2
4
, for every i = 1, . . . , k, and
k∑
i=1
λi <
(N − 2)2
4
,
is a necessary and sufficient condition for the existence of a configuration of poles {a1, . . . , ak}
such that the quadratic form Qλ1,...,λk,a1,...,ak associated to the operator Lλ1,...,λk,a1,...,ak is positive
definite.
The necessity of condition (3) follows quite directly from the optimality of the best constant
in Hardy’s inequality and proper interaction estimates (see the proof in Section 6). To prove the
sufficiency we study the possibility of obtaining a coercive operator by summing up multisingular
potentials which give rise to positive quadratic forms, after pushing them very far away from
each other to weaken the interactions among poles. Since the potentials overlap at infinity, the
singularity of the resulting potential is the sum of their masses, so that we need to require a control
on it. To this aim, we consider the following class of potentials
V :=

V (x) =
k∑
i=1
λiχB(ai,ri)(x)
|x− ai|2 +
λ∞χRN\B(0,R)(x)
|x|2 +W (x) : k ∈ N, ri, R ∈ R
+,
ai ∈ RN , ai 6= aj for i 6= j, λi, λ∞ ∈
(−∞, (N−2)24 ), W ∈ LN/2(RN ) ∩ L∞(RN )
 .
By Hardy’s and Sobolev’s inequalities, it follows that, for any V ∈ V , the first eigenvalue µ(V ) of
the operator −∆− V in D1,2(RN ) is finite, namely
µ(V ) = inf
u∈D1,2(RN )\{0}
∫
RN
(|∇u(x)|2 − V (x)u2(x)) dx∫
RN
|∇u(x)|2 dx
> −∞.
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Hence, we shall frame in the class V the analysis of coercivity conditions for Schro¨dinger operators.
Let us notice that µ(V ) can be estimated from above as follows.
Lemma 1.2. For any V (x) =
∑k
i=1 λiχB(ai,ri)(x)|x−ai|−2+λ∞χRN\B(0,R0)(x)|x|−2+W (x) ∈ V,
there holds:
i) if λi < 0 for all i = 1, . . . , k,∞, then µ(V ) ≤ 1;
ii) if max
i=1,...,k,∞
λi > 0, then µ(V ) ≤ 1− 4
(N − 2)2 maxi=1,...,k,∞λi.
A first positivity result in the class V relies in the following Shattering Lemma yielding positivity
in the case of singularities localized strictly near the poles.
Lemma 1.3. [ Shattering of singularities ] For any {a1, a2, . . . , ak} ⊂ B(0, R0) ⊂ RN , ai 6= aj
for i 6= j, {λ1, . . . , λk, λ∞} ⊂ (−∞, (N − 2)2/4), and 0 < α < 1 − 4maxi=1,...,k,∞ λi(N−2)2 , there exists
δ = δ(α) > 0 such that
µ
( k∑
i=1
λi χB(ai,δ)(x)
|x− ai|2 +
λ∞χRN\B(0,R0)(x)
|x|2
)
≥
{
1− 4maxi=1,...,k,∞ λi(N−2)2 − α, if maxi=1,...,k,∞ λi > 0,
1, if maxi=1,...,k,∞ λi ≤ 0.
In particular, the quadratic form associated to the operator
Lδλ1,...,λk,λ∞,a1,...,ak := −∆−
k∑
i=1
λi χB(ai,δ)(x)
|x− ai|2 −
λ∞χRN\B(0,R0)(x)
|x|2
is positive definite.
The above result can be extended to Schro¨dinger operators whose potentials have infinitely many
singularities localized in sufficiently small neighborhoods of equidistanced poles, see Lemma 3.5.
Lemma 1.3 implies that Schro¨dinger operators with potentials in V are compact perturbations
of positive operators, as stated in the following lemma.
Lemma 1.4. For any V ∈V, there exist V˜ ∈V and W˜ ∈LN/2(RN ) ∩ L∞(RN ) such that µ(V˜ ) > 0
and V (x) = V˜ (x) + W˜ (x).
The proof of Theorem 1.1 is based on the following result, which yields a powerful tool to obtain
positive operators by choosing properly the configuration of poles.
Theorem 1.5. [ Separation Theorem ] Let
V1(x) =
k1∑
i=1
λ1iχB(a1i ,r1i )(x)
|x− a1i |2
+
λ1∞χRN\B(0,R1)(x)
|x|2 +W1(x) ∈ V ,
V2(x) =
k2∑
i=1
λ2iχB(a2i ,r2i )(x)
|x− a2i |2
+
λ2∞χRN\B(0,R2)(x)
|x|2 +W2(x) ∈ V .
Assume that µ(V1), µ(V2) > 0, namely that the quadratic forms associated to the operators −∆−V1,
−∆ − V2 are positive definite, and that λ1∞ + λ2∞ < (N−22 )2. Then, there exists R > 0 such that,
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for every y ∈ RN with |y| ≥ R, the quadratic form associated to the operator −∆− (V1 + V2(· − y))
is positive definite.
Remark 1.6. We mention that the notion of positivity (respectively nullity) in the class V is
related to that of subcriticality (respectively criticality) of potentials arising in the classification
given by Simon [43]. A recent breakthrough in the theory by Pinchover and Tintarev [37] relates
subcriticality with the presence of a spectral gap. More precisely, the subcritical case occurs if
and only if the corresponding Hardy type inequality can be improved, namely if there exists p ∈
C0(RN \ {a1, . . . , ak}), p > 0 in RN \ {a1, . . . , ak}, such that
(4) νp(V ) = inf
u∈C∞c (R
N\{a1,...,ak})
∫
RN
|∇u(x)|2 dx− ∫
RN
V (x)u2(x) dx∫
RN
p(x)u2(x) dx
> 0.
As observed in Remark 7.4, being any operator with potential in V compact perturbation of a positive
operator, νp(V ) has the same sign as µ(V ). Therefore in the class V, subcriticality is equivalent to
positivity.
Concerning the Separation Theorem 1.5, we recall that the case of potentials with compact
support was investigated in [43], while the case of potentials in the Kato class was studied in [36].
We notice that in both these papers the potential is a lower order perturbation of the laplacian and
none of them include the case of potentials with singularities of inverse square type as Theorem
1.5 does. Such a case is not a trivial issue and requires some additional assumptions to control
the singularity at infinity, as one can understand just summing up two mono-polar operators and
observing that in this case the positivity of the resulting operator does not depend on the distance
between poles, due to scaling properties.
Besides the sign, a natural question arising in the study of µ(V ) is its attainability. Indeed,
while in the case of a single pole the best constant in the associated Hardy’s inequality is not
achieved, when dealing with multipolar Hardy-type potentials a balance between positive and
negative interactions between the poles can lead, in some cases, to attainability of the best constant
in the corresponding Hardy-type inequality, as proved in the proposition below. We mention that
in the literature analogous phenomena are studied by [5, 6, 32] for generalized Hardy’s inequalities
in bounded and unbounded domains with a boundary, and by [47] for potentials satisfying Hardy
type inequalities and perturbations of them in RN .
Proposition 1.7. Let V (x) =
∑k
i=1 λiχB(ai,ri)(x)|x−ai|−2+λ∞χRN\B(0,R0)(x)|x|−2+W (x) ∈ V.
If
(5) µ(V ) < 1− 4
(N − 2)2 max
{
0, λ1, . . . , λk, λ∞
}
then µ(V ) is attained.
The properties of V proved in Lemmas 1.3 and 1.4, make such a class of potentials to be a quite
natural setting to study the spectral properties of multisingular Schro¨dinger operators in L2(RN ).
Indeed, as a direct consequence of Lemma 1.4, we obtain that if V = V˜ + W˜ ∈ V , with µ(V˜ ) > 0
and W˜ ∈ LN/2(RN ) ∩ L∞(RN ), then
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(6) ν1(V ) := inf
u∈H1(RN )\{0}
∫
RN
(|∇u(x)|2 − V (x)u2(x)) dx∫
RN
|u(x)|2 dx
≥ −‖W˜‖L∞(RN ) > −∞,
i.e. Schro¨dinger operators with potentials in V are semi-bounded.
In order to ensure quantum completeness of the quantum system associated to the Schro¨dinger
operator, a further key aspect to be discussed is the essential self-adjointness, namely the existence
of a unique self-adjoint extension. Semi-bounded Schro¨dinger operators are essentially self-adjoint
whenever the potential is not too singular (see [39]). On the other hand, when dealing with inverse
square potentials, the singularity is quite strong and essential self-adjointness is a nontrivial issue.
In the case of one pole singularity, it was proved in [27] (see Theorem 8.1) that essential self-
adjointness depends on the value of the mass of the singularity with respect to the threshold
(N − 2)2/4− 1. The following theorem extends such a result to potentials lying in the class V .
Theorem 1.8. Let V (x) =
∑k
i=1 λi|x − ai|−2χB(ai,ri)(x) + λ∞|x|−2χRN\B(0,R)(x) +W (x) ∈ V.
Then −∆−V is essentially self-adjoint in C∞c (RN \{a1, . . . , ak}) if and only if λi ≤ (N−2)2/4−1
for all i = 1, . . . , k.
The proof of the above theorem is based on the regularity results proved in [18, 34, 35] for
elliptic equations with singular weights (see also [14, 24]), which allow us to give the exact asymp-
totic behavior near the poles of solutions to Schro¨dinger equations with singular potentials. The
characterization of essential self-adjointness for multi-singular Schro¨dinger operators given above
can be extended to the case of infinitely many singularities distributed on reticular structures, see
Theorem 8.4.
From Theorem 1.8, we have that if V ∈ V with λi ≤ (N − 2)2/4 − 1 for all i = 1, . . . , k, then
the associated Schro¨dinger operator −∆−V is essentially self-adjoint and, consequently, admits a
unique self-adjoint extension, which is given by the Friedrichs extension (−∆− V )F :
D
(
(−∆− V )F ) = {u ∈ H1(RN ) : −∆u− V u ∈ L2(RN )}, u 7→ −∆u− V u.(7)
Otherwise, i.e. if λi > (N − 2)2/4 − 1 for some i, −∆ − V is not essentially self-adjoint and
admits many self-adjoint extensions, among which the Friedrichs extension is the only one whose
domain is included in H1(RN ), namely in the domain of the associated quadratic form (see also
[15, Remark 2.5]). A complete description of the spectrum of the Friedrichs extension of operators
with potentials in the class V is given in the proposition below.
Proposition 1.9. For any V ∈ V, there holds:
1.9.1. the essential spectrum σess
(
(−∆− V )F ) = [0,+∞);
1.9.2. if ν1(V ) < 0 then the discrete spectrum of (−∆− V )F consists in a finite number of
negative eigenvalues.
The nature of the bottom of the essential spectrum of the Friedrichs extension of operators of
type (1) is analyzed in the following theorem.
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Theorem 1.10. Let (λ1, . . . , λk) ∈ Rk satisfy (3). Then
(8)
k∑
i=1
λ+i >
(N − 2)2
4
and
k∑
i=1
λi <
(N − 2)2
4
− 1,
is a necessary and sufficient condition for the existence of at least a configuration of singularities
(a1, . . . , ak) ∈ RNk, ai 6= aj for i 6= j, such that 0 is an eigenvalue of the Friedrichs extension of
Lλ1,...,λk,a1,...,ak , namely there exists u ∈ H1(RN ) \ {0} solving Lλ1,...,λk,a1,...,aku = 0.
Actually, it turns out that, under assumptions (3) and (8), the set of configurations (a1, . . . , ak) for
which 0 is an eigenvalue of Lλ1,...,λk,a1,...,ak , namely for which there exists an L
2-bound state with
null energy, even disconnects RNk \ Σ, where Σ := {(a1, . . . , ak) ∈ RNk : ai = aj for some i 6= j}.
The paper is organized as follows. In Section 2 we give a condition for positivity of Schro¨dinger
operators with potentials in V . Section 3 contains the analysis of the asymptotic behavior near
the poles of solutions to Schro¨dinger equations with Hardy type potentials, the proofs of Lemmas
1.2 and 1.3, and an extension to the case of infinitely many singularities on reticular structures. In
Section 4 the possibility of perturbing positive operators at infinity is discussed, while Section 5 is
devoted to the proof of the Separation Theorem 1.5. Section 6 contains the proof of Theorem 1.1.
In section 7 we study the problem of attainability of µ(V ), proving Proposition 1.7 and discussing
the continuity of µ(V ) with respect to the masses and the location of singularities. In Section 8 we
prove Theorem 1.8. Finally Section 9 contains a detailed description of the spectrum of Schro¨dinger
operators with potentials in V and the proofs of Proposition 1.9 and Theorem 1.10.
Notation. We list below some notation used throughout the paper.
- B(a, r) denotes the ball {x ∈ RN : |x− a| < r} in RN with center at a and radius r.
- For any A ⊂ RN , χA denotes the characteristic function of A.
- S is the best constant in the Sobolev inequality S‖u‖2
L2∗(RN )
≤ ‖u‖2D1,2(RN ).
- For all t ∈ R, t+ := max{t, 0} (respectively t− := max{−t, 0}) denotes the positive (re-
spectively negative) part of t.
- For all functions f : RN → R, supp f denotes the support of f , i.e. the closure of the set
of points where f is non zero.
- ωN denotes the volume of the unit ball in R
N .
- For any open set Ω ⊂ RN , D′(Ω) denotes the space of distributions in Ω.
Acknowledgements. The authors would like to thank Maria J. Esteban and Diego Noja for
fruitful discussions and helpful suggestions. They are also grateful to Yehuda Pinchover for drawing
their attention to important references related to the present paper.
2. A positivity condition in the class V
Thanks to Sobolev’s inequality, for a Schro¨dinger operator −∆− V , V ∈ LN/2(RN ), a general
positivity condition is
‖V +‖LN/2(RN ) < S.
We mention that criteria for a potential energy operator V (V possibly changing sign or even
being a complex-valued distribution) to be relative form-bounded with respect to the laplacian,
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i.e. satisfying
(9)
∣∣∣∣ ∫
RN
V (x)|u(x)|2 dx
∣∣∣∣ ≤ const ∫
RN
|∇u(x)|2 dx,
are discussed in [33]. In particular (9) implies boundedness from below of the associated quadratic
form in D1,2(RN ) and positivity of Schro¨dinger operators with small multiple of V as a potential.
However, this type of result cannot answer the question arisen in the present paper about the
positivity of forms Qλ1,...,λk,a1,...,ak for given masses λ1, . . . , λk.
Furthermore, as D1,2(RN ) is embedded in the Lorenz space L2∗,2(RN ), the positivity of the
quadratic form associated to operators −∆ − V , V ∈ LN/2,∞, would be ensured by a smallness
condition on ‖V +‖LN/2,∞(RN ), where we recall that
‖f‖LN/2,∞(RN ) := sup
X⊂RN
measurable
∫
X
|f(x)| dx
|X |1− 2N
.
We remark that potentials in the class V belong to LN/2,∞(RN ), but their norm in LN/2,∞(RN )
is not small. Indeed for each pole ai, a direct calculation yields∥∥∥∥χB(ai,ri)|x− ai|2
∥∥∥∥
LN/2,∞(RN )
≥ C(N)
for some positive constant C(N) independent of ri. Hence, just by increasing the number of poles,
we can exhibit potentials in V with as large norms as we want. In the sequel, see Remark 3.6, we
will provide an example of potentials having infinite LN/2,∞(RN )-norm, but giving rise to positive
quadratic forms. Therefore to provide positivity conditions in the class is a nontrivial issue.
In this section we provide a criterion for establishing positivity of Schro¨dinger operators with
potentials in V in the spirit of the well-known Allegretto-Piepenbrink theory [2, 38], which relates
the existence of positive solutions to a Schro¨dinger equation with the positivity of the spectrum of
the corresponding operator. For analogous criteria for potentials in the Kato class we refer to [10,
Theorem 2.12].
Lemma 2.1. Let V =
∑k
i=1
λiχB(ai,ri)(x)
|x−ai|2
+
λ∞χRN\B(0,R)(x)
|x|2 +W (x) ∈ V. Then the two following
conditions are equivalent:
(i) µ(V ) := inf
u∈D1,2(RN )\{0}
∫
RN
(|∇u(x)|2 − V (x)u2(x)) dx∫
RN
|∇u(x)|2 dx > 0;
(ii) there exist ε > 0 and ϕ ∈ D1,2(RN ), ϕ > 0 in RN \ {a1, . . . , ak}, and ϕ C1-smooth
in RN \ {a1, . . . , ak}, such that −∆ϕ(x) − V (x)ϕ(x) > εV +(x)ϕ(x) a.e. in RN .
Proof. We first observe that, from Hardy’s, Ho¨lder’s, and Sobolev’s inequalities,
(10)
∫
RN
V (x)u2(x) dx ≤
[
4
(N − 2)2
( k∑
i=1
λ+i + λ
+
∞
)
+ S−1‖W+‖LN/2(RN )
] ∫
RN
|∇u(x)|2 dx,
for every u ∈ D1,2(RN ).
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Assume that (i) holds. If 0 < ε < µ(V )2
[
4
(N−2)2
(∑k
i=1 λ
+
i +λ
+
∞
)
+S−1‖W+‖LN/2(RN )
]−1
, from
(10) it follows that∫
RN
(|∇u(x)|2 − V (x)u2(x)− ε V +(x)u2(x)) dx ≥ µ(V )
2
∫
RN
|∇u(x)|2 dx.
As a consequence, for any fixed p ∈ LN/2(RN ) ∩ L∞(RN ), p(x) > 0 a.e. in RN , the infimum
νp(V + εV
+) = inf
u∈D1,2(RN )\{0}
∫
RN
(|∇u(x)|2 − V (x)u2(x)− εV +(x)u(x)2) dx∫
RN
p(x)u2(x)
is strictly positive and attained by some function ϕ ∈ D1,2(RN ) \ {0} satisfying
−∆ϕ(x)− V (x)ϕ(x) = ε V +(x)ϕ(x) + νp(V + εV +)p(x)ϕ(x).
By evenness we can assume ϕ ≥ 0. Since V ∈ V , the Strong Maximum Principle allows us to
conclude that ϕ > 0 in RN \ {a1, . . . , ak}, while standard regularity theory ensures regularity of ϕ
outside the poles. Hence (ii) holds.
Assume now that (ii) holds. For any u ∈ C∞c (RN \ {a1, . . . , ak}), testing the inequality satisfied
by ϕ with u2/ϕ we get
ε
∫
RN
V +(x)u2(x) dx ≤ 2
∫
RN
u(x)
ϕ(x)
∇u(x) · ∇ϕ(x) dx −
∫
RN
u2(x)
ϕ2(x)
|∇ϕ(x)|2 dx −
∫
RN
V (x)u2(x) dx
≤
∫
RN
|∇u(x)|2 dx−
∫
RN
V (x)u2(x) dx.
By density of C∞c (R
N \ {a1, . . . , ak}) in D1,2(RN ), we deduce that
(11) inf
u∈D1,2(RN )\{0}
∫
RN
(|∇u(x)|2 − V (x)u2(x)) dx∫
RN
V +(x)u2(x) dx
≥ ε.
From (11) we obtain that µ(V ) ≥ ε/(1 + ε). Indeed, for every u ∈ D1,2(RN ) \ {0},∫
RN
(|∇u(x)|2 − V (x)u2(x)) dx ≥ ε ∫
RN
V +(x)u2(x) dx ≥ ε
∫
RN
V (x)u2(x) dx,
so that ∫
RN
V (x)u2(x) ≤ 1
1 + ε
∫
RN
|∇u(x)|2 dx,
implying
(12)
∫
RN
(|∇u(x)|2 − V (x)u2(x)) dx ≥ ε
1 + ε
∫
RN
|∇u(x)|2 dx.

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3. The Shattering Lemma
A starting point for the study of positivity of Schro¨dinger operators with potentials in V , which
will be also a key ingredient for the study of their spectral structure, relies in the Shattering
Lemma 1.3, which ensures the positivity of Schro¨dinger operators with potentials whose singu-
larities are localized in a small neighborhood of the corresponding poles, thus avoiding mutual
interactions.
The proof of the Shattering Lemma consists in constructing supersolutions for each operator
Lδλi,ai (see Lemma 2.1) and then summing up to obtain a supersolution for Lδλ1,...,λk,a1,...,ak . In
order to take account of the interactions, we need to evaluate the exact behavior of such superso-
lutions at each pole and at ∞, as described in Lemmas 3.1 and 3.3 below, for the proof of which
we refer to [18] and [34], see also [35].
Lemma 3.1. Let ϕ ∈ D1,2(RN ), ϕ ≥ 0 a.e. in RN , ϕ 6≡ 0, be a weak solution of
(13) −∆ϕ(x) =
[
λχB(0,1)(x)
|x|2 + q(x)
]
ϕ(x) in RN ,
where λ < (N−2)
2
4 and q ∈ L∞loc(RN \ {0}). Then
(i) if q(x) = O(|x|−(2−ε)) as |x| → 0 for some ε > 0, there exists a positive constant C
(depending on q, λ, ε, and ϕ) such that
1
C
|x|−aλ ≤ ϕ(x) ≤ C|x|−aλ for all x ∈ B(0, 1),
where aλ =
N−2
2 −
√(
N−2
2
)2 − λ;
(ii) if q(x) = O(|x|−2−ε) as |x| → +∞ for some ε > 0, there exists a positive constant C
(depending on q, λ, ε, and ϕ) such that
1
C
|x|−(N−2) ≤ ϕ(x) ≤ C|x|−(N−2) for all x ∈ RN \B(0, 1).
Remark 3.2. Scanning through the proof of the regularity result contained in [18, Theorem 1.1],
it is possible to clarify the dependence of the estimates stated in the above lemma on the data of
the problem. Indeed it turns out that if ϕ solves (13) and u is given by
u(x) = |x|aλϕ(x),
then, by [18, Theorem 1.1], u ∈ C0,α(B(0, 1)) for some α > 0 and ‖u‖C0,α(B(0,1)) ≤ c ‖ϕ‖H1(B(0,R))
for any R > 1 and for some positive constant c (depending on R, q, ε, N and λ) which stays
bounded uniformly with respect to λ whenever λ stays bounded from below and above away from
(N − 2)2/4. Hence
ϕ(x) ≤ c(λ,N, q, ε, R) |x|−aλ‖ϕ‖H1(B(0,R)).
In particular, we can bound c(λ,N, q, ε, R) uniformly with respect to λ if λ varies in a compact
subset of (−∞, (N − 2)2/4).
Lemma 3.3. Let ϕ ∈ D1,2(RN ), ϕ ≥ 0 a.e. in RN , ϕ 6≡ 0, be a weak solution of
−∆ϕ(x) =
[
λχRN\B(0,1)(x)
|x|2 + h(x)
]
ϕ(x) in RN ,
where λ < (N−2)
2
4 and h ∈ L∞loc(RN \ {0}). Then
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(i) if h(x) = O(|x|−2−ε)) as |x| → +∞ for some ε > 0, there exists a positive constant C
(depending on h, λ, ε, and ϕ) such that
1
C
|x|−(N−2−aλ) ≤ ϕ(x) ≤ C |x|−(N−2−aλ) for all x ∈ RN \B(0, 1),
where aλ =
N−2
2 −
√(
N−2
2
)2 − λ;
(ii) if h(x) = O(|x|−(2−ε)) as |x| → 0 for some ε > 0, there exists a positive constant C
(depending on h, λ, ε, and ϕ) such that
1
C
≤ ϕ(x) ≤ C for all x ∈ B(0, 1).
We now prove the bound from above of the first D1,2(RN )-eigenvalue of Schro¨dinger operators
with potential in V stated in Lemma 1.2.
Proof of Lemma 1.2. Let us first consider the case in which λi < 0 for all i = 1, . . . , k,∞. Let
us fix u ∈ C∞c (RN \{a1, . . . , ak}) and P ∈ B(0, R0)\{a1, . . . , ak}. Letting uµ(x) = µ−
N−2
2 u
(
x−P
µ
)
,
for µ small there holds
µ(V ) ≤ 1−
∫
RN
W (x)u2µ(x) dx∫
RN
|∇uµ(x)|2 dx = 1 + o(1) as µ→ 0
+.
Letting µ→ 0+ we obtain that µ(V ) ≤ 1.
Assume now maxi=1,...,k,∞ λi > 0. Suppose λ1 ≤ λ2 ≤ . . . λk and let ε > 0. From optimality of
the best constant in the classical Hardy inequality (2) and by density of C∞c (R
N \ {a1, . . . , ak}) in
D1,2(RN ), there exists φ ∈ C∞c (RN \ {a1, . . . , ak}) such that∫
RN
|∇φ(x)|2dx <
[
(N − 2)2
4
+ ε
] ∫
RN
φ2(x)
|x|2 dx.
Letting φµ(x) = µ
−N−22 φ
(
x−ak
µ
)
, for any µ > 0 there holds
µ(V ) ≤ 1− λk
∫
B(ak,rk)
|x− ak|−2φ2µ(x) dx∫
RN
|∇φµ(x)|2 dx −
∑
i6=k
λi
∫
B(ai,ri)
|x− ai|−2φ2µ(x) dx∫
RN
|∇φµ(x)|2 dx
− λ∞
∫
RN\B(0,R0)
|x|−2φ2µ(x) dx∫
RN
|∇φµ(x)|2 dx −
∫
RN
W (x)φ2µ(x) dx∫
RN
|∇φµ(x)|2 dx
= 1− λk
∫
RN
|x|−2φ2(x) dx∫
RN
|∇φ(x)|2 dx + o(1) as µ→ 0
+.
Letting µ→ 0+, by the choice of φ we obtain
µ(V ) ≤ 1− λk
[
(N − 2)2
4
+ ε
]−1
for any ε > 0. Letting ε → 0 we derive that µ(V ) ≤ 1 − 4λk(N−2)2 . Repeating the same argument
with φµ(x) = µ
−N−22 φ(x/µ) and letting µ → +∞ we obtain also that µ(V ) ≤ 1 − 4λ∞(N−2)2 . The
required estimate is thereby proved. 
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Proof of Lemma 1.3. Assume that maxi=1,...,k,∞ λi > 0, otherwise there is nothing to prove.
Let us fix 0 < ε < (N−2)
2
4maxi=1,...,k,∞ λi
− 1, so that
λ˜∞ := λ∞ + ελ
+
∞ <
(N − 2)2
4
and λ˜i := λi + ελ
+
i <
(N − 2)2
4
for all i = 1, . . . , k.
By scaling properties of the operator and in view of Lemma 2.1, to prove the statement it is enough
to find ϕ ∈ D1,2(RN ) positive and smooth outside the singularities such that
(14) −∆ϕ(x) −
k∑
i=1
Vi(x)ϕ(x) − V∞(x)ϕ(x) > 0 a.e. in RN ,
where
Vi(x) =
λ˜i χB(ai/δ,1)(x)∣∣x− aiδ ∣∣2 , V∞(x) =
λ˜∞ χRN\B(0,R0/δ)(x)
|x|2 ,
and δ > 0 depends only on the location of poles and on ε. Indeed, if (14) holds for some positive
ϕ, then Lemmas 2.1 and 1.2 ensure that
1− 4
(N − 2)2 maxi=1,...,k,∞λi ≥ µ
( k∑
i=1
λi χB(ai,δ)(x)
|x− ai|2 +
λ∞χRN\B(0,R0)(x)
|x|2
)
≥ ε
1 + ε
for all 0 < ε < (N−2)
2
4maxi=1,...,k,∞ λi
− 1 and the result follows letting ε→ (N−2)24maxi=1,...,k,∞ λi − 1.
In order to find a positive supersolution to (13), for all i = 1, . . . , k let us set, for some 0 < τ < 1,
pi(x) := p
(
x− ai
δ
)
where p(x) =
1
|x|2−τ (1 + |x|2)τ ,
and
p∞(x) =
δτR−τ0
|x|2−τ (1 + |δx/R0|2)τ .
Since pi, p∞ ∈ LN/2(RN ), it is easy to see that the weighted first eigenvalue
µi = min
D1,2(RN )\{0}
∫
RN
(|∇ϕ(x)|2 − Vi(x)ϕ2(x)) dx∫
RN
pi(x)ϕ
2(x) dx
is positive and attained by some function ϕi ∈ D1,2(RN ), ϕi > 0 and smooth in RN \ {ai/δ} and
also
µ∞ = min
D1,2(RN )\{0}
∫
RN
(|∇ϕ(x)|2 − V∞(x)ϕ2(x)) dx∫
RN
p∞(x)ϕ
2(x) dx
= min
D1,2(RN )\{0}
∫
RN
|∇ϕ(x)|2 dx− λ˜∞
∫
RN\B(0,1)
ϕ2(x)
|x|2 dx∫
RN
p(x)ϕ2(x) dx
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is positive and attained by some function ϕ∞ ∈ D1,2(RN ), ϕ∞ > 0 and smooth in RN \ {0}. The
function ϕi satisfy
−∆ϕi(x) − Vi(x)ϕi(x) = µipi(x)ϕi(x)
while ϕ∞ satisfy
−∆ϕ∞(x) − V∞(x)ϕ∞(x) = µ∞p∞(x)ϕ∞(x),
hence ψ(x) := ϕ∞
(
R0
δ x
)
satisfies
−∆ψ(x) − λ˜∞
χ
RN\B(0,1)(x)
|x|2 ψ(x) = µ∞p(x)ψ(x).
Lemmas 3.1 and 3.3 yield a constant C0 > 0 (independent on δ) such that
1
C0
∣∣∣x− ai
δ
∣∣∣−aλ˜i ≤ ϕi(x) ≤ C0∣∣∣x− ai
δ
∣∣∣−aλ˜i , for all x ∈ B(ai/δ, 1)(15)
1
C0
∣∣∣x− ai
δ
∣∣∣−(N−2) ≤ ϕi(x) ≤ C0∣∣∣x− ai
δ
∣∣∣−(N−2), for all x ∈ RN \B(ai/δ, 1),(16)
1
C0
∣∣∣ δx
R0
∣∣∣−(N−2−aλ˜∞) ≤ ϕ∞(x) ≤ C0 ∣∣∣ δx
R0
∣∣∣−(N−2−aλ˜∞), for all x ∈ RN \B(0, R0/δ),(17)
1
C0
≤ ϕ∞(x) ≤ C0, for all x ∈ B(0, R0/δ).(18)
Let ϕ =
∑k
i=1 ϕi + ηϕ∞ for some 0 < η < inf
{
µi
4C20 λ˜i
: i = 1, . . . , k, λ˜i > 0
}
. Then we have
−∆ϕ(x) −
k∑
i=1
Vi(x)ϕ(x) − V∞(x)ϕ(x) =
k∑
i=1
µipi(x)ϕi(x) + µ∞p∞(x)η ϕ∞(x)
−
∑
i6=j
Vi(x)ϕj(x)− η
k∑
i=1
Vi(x)ϕ∞(x)− V∞(x)
k∑
i=1
ϕi(x).
In particular a.e. in the set B(0, R0/δ) \
⋃k
i=1B(ai/δ, 1), we have
−∆ϕ(x) −
k∑
i=1
Vi(x)ϕ(x) − V∞(x)ϕ(x) =
k∑
i=1
µipi(x)ϕi(x) + µ∞p∞(x)η ϕ∞(x) > 0.
Let us consider B(ai/δ, 1). If λ˜i < 0, we have easily that
−∆ϕ−
k∑
i=1
Vi(x)ϕ(x) − V∞(x)ϕ(x) > 0 a.e. in B(ai/δ, 1).
If λ˜i > 0 we can choose τ < aeλi . Since, for δ small,
B(ai/δ, 1) ⊂ B(0, R0/δ) and B(ai/δ, 1) ⊂ RN \B(aj/δ, 1) for j 6= i,
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from (15), (16), and (18) it follows that, in B(ai/δ, 1),
−∆ϕ(x)−
k∑
i=1
Vi(x)ϕ(x) − V∞(x)ϕ(x) ≥ µipi(x)ϕi(x) − Vi(x)
(∑
j 6=i
ϕj(x) + η ϕ∞(x)
)
≥
∣∣∣x− ai
δ
∣∣∣−2[ µi
2τC0
∣∣∣x− ai
δ
∣∣∣τ−aeλi − C0λ˜i(∑
j 6=i
∣∣∣x− aj
δ
∣∣∣−(N−2) + η)].
It is easy to see that for δ small∣∣∣x− ai
δ
∣∣∣τ−aeλi ≥ 1 and ∣∣∣x− aj
δ
∣∣∣−(N−2) ≤ ( 2|ai − aj |
)N−2
δN−2 <
η
k − 1 ,
and hence the choice of η ensures that
−∆ϕ(x) −
k∑
i=1
Vi(x)ϕ(x) − V∞(x)ϕ(x) > 0 a.e. in B(ai/δ, 1),
provided δ is sufficiently small.
Let us finally consider RN \B(0, R0/δ). If λ˜∞ < 0, then
−∆ϕ(x)−
k∑
i=1
Vi(x)ϕ(x) − V∞(x)ϕ(x) > 0 a.e. in RN \B(0, R0/δ).
If λ˜∞ > 0 we can choose τ < aλ˜∞ . From (16–17), we deduce that in R
N \B(0, R0/δ)
−∆ϕ(x)−
k∑
i=1
Vi(x)ϕ(x) − V∞(x)ϕ(x) ≥ µ∞p∞(x)η ϕ∞(x) − V∞(x)
k∑
i=1
ϕi(x)
≥ 1|x|2
[
µ∞η
2τC0
∣∣∣ δx
R0
∣∣∣−(N−2−aλ˜∞)−τ − C0λ˜∞ k∑
i=1
∣∣∣x− ai
δ
∣∣∣−(N−2)].
It is easy to see that, in RN \B(0, R0/δ),
∣∣x− aiδ ∣∣ ≥ (1− αR0 )|x| where α = max{|aj |}j, hence
−∆ϕ(x)−
k∑
i=1
Vi(x)ϕ(x) − V∞(x)ϕ(x) ≥ µ∞p∞(x)η ϕ∞(x)− V∞(x)
k∑
i=1
ϕi(x)
≥ 1|x|N
[
µ∞η
2τC0
∣∣∣ δ
R0
∣∣∣−(N−2) − C0λ˜∞k(1− α
R0
)−(N−2)]
> 0 a.e. in RN \B(0, R0/δ)
provided δ is sufficiently small. The proof is thereby complete. 
Remark 3.4. For (λ1, . . . , λk, λ∞) ∈
(−∞, (N − 2)2/4)k+1, let {an1 , an2 , . . . , ank} ⊂ B(0, R0) ⊂ RN
be a sequence of configurations approximating {a1, a2, . . . , ak} ⊂ B(0, R0) ⊂ RN , ai 6= aj for i 6= j,
i.e. ani → ai as n → ∞ for all i = 1, . . . , k. From the proofs of Lemmas 2.1 and 1.3, for any
0 < α < 1− 4maxi=1,...,k,∞ λi(N−2)2 , we can choose δ > 0 independently of n such that
µ(V˜n) ≥
{
1− 4maxi=1,...,k,∞ λi(N−2)2 − α, if maxi=1,...,k,∞ λi > 0,
1, if maxi=1,...,k,∞ λi ≤ 0,
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where
V˜n(x) =
k∑
i=1
λiχB(ani ,δ)
|x− ani |2
+
λ∞χRN\B(0,R0)
|x|2 .
Let us now deal with the case of infinitely many singularities distributed on reticular structures.
Lemma 3.5. [ Shattering of reticular singularities ] Let λ < (N − 2)2/4 and let {an}n ⊂ RN
satisfy
(19)
∞∑
n=1
|an|−(N−2) < +∞,
∞∑
k=1
|an+k − an|−(N−2) is bounded uniformly in n,
and |an − am| ≥ 1 for all n 6= m. Then there exists δ > 0 such that
inf
u∈D1,2(RN )
u6≡0
∫
RN
(|∇u(x)|2 − V (x)u2(x)) dx∫
RN
|∇u(x)|2 dx
> 0
where
V (x) = λ
∞∑
n=1
χB(an,δ)(x)
|x− an|2 .
Proof. Let ε > 0 such that λ˜ = λ+ ε < (N − 2)2/4. Arguing as in the proof of Lemma 1.3, we
can construct a function ψ ∈ D1,2(RN ), ψ > 0 and smooth in RN \ {0} such that
−∆ψ(x) − λ˜
χB(0,1)(x)
|x|2 ψ(x) = µ p(x)ψ(x),
where µ > 0 and p(x) = |x|τ−2(1 + |x|2)−τ , for some 0 < τ < 1. Moreover, by Lemmma 3.1,
|x|−aλ˜
C
≤ ψ(x) ≤ C|x|−aλ˜ in B(0, 1), and |x|
−(N−2)
C
≤ ψ(x) ≤ C|x|−(N−2) in RN \B(0, 1).
Let ϕ(x) =
∑∞
n=1 ψ
(
x − anδ
)
. For any compact set K, we have that there exists n¯ such that, for
all n ≥ n¯ and x ∈ K, ∣∣ψ(x− anδ )∣∣ ≤ C∣∣x− anδ ∣∣−(N−2) ≤ const ∣∣anδ ∣∣−(N−2). Then
ϕ
∣∣
K
(x) =
n¯−1∑
n=1
ψ
(
x− an
δ
)
+
∞∑
n=n¯
ψ
(
x− an
δ
)
∈ H1(K) + L∞(K).
In particular ϕ ∈ L1loc(RN ). Moreover
−∆ϕ(x) − λ˜
∞∑
n=1
χB(an/δ,1)(x)
|x− anδ |2
ϕ(x)
= µ
∞∑
n=1
p
(
x− an
δ
)
ψ
(
x− an
δ
)
− λ˜
∑
m 6=n
χB(am/δ,1)(x)
|x− amδ |2
ψ
(
x− an
δ
)
.
Then a.e. in the set RN \⋃∞n=1B(an/δ, 1), we have
−∆ϕ(x) − λ˜
∞∑
n=1
χB(an/δ,1)(x)
|x− anδ |2
ϕ(x) > 0.
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Assume λ˜ > 0, otherwise there is nothing to prove, thus we can choose τ < aλ˜. Therefore in each
ball B(an/δ, 1)
−∆ϕ(x) − λ˜
∞∑
n=1
χB(an/δ,1)(x)
|x− anδ |2
ϕ(x)
≥ µ p
(
x− an
δ
)
ψ
(
x− an
δ
)
− λ˜
χB(an/δ,1)(x)
|x− anδ |2
∑
m 6=n
ψ
(
x− am
δ
)
≥ const
∣∣∣x− an
δ
∣∣∣−2(const ∣∣∣x− an
δ
∣∣∣−aλ˜+ε − ∑
m 6=n
∣∣∣x− am
δ
∣∣∣−(N−2)).
Since, for small δ,
∣∣x− amδ ∣∣ ≥ |am−an|δ − 1 ≥ |am−an|2δ provided δ small enough, we deduce that∑
m 6=n
∣∣∣x− am
δ
∣∣∣−(N−2) ≤ (2δ)N−2 ∑
m 6=n
|am − an|−(N−2) ≤ const δN−2.
Hence, we can choose δ small enough independently of n such that
−∆ϕ(x)− λ˜
∞∑
n=1
χB(an/δ,1)(x)
|x− anδ |2
ϕ(x) > 0
a.e. in B(an/δ, 1). Hence we have constructed a supersolution ϕ ∈ L1loc(RN ), ϕ > 0 in RN \{an}n∈N
and ϕ smooth in RN \ {an}n∈N, such that
−∆ϕ(x) − λ˜
∞∑
n=1
χB(an/δ,1)(x)
|x− anδ |2
ϕ(x) > 0 a.e. in RN ,
where λ˜ = λ + ε < (N − 2)2/4. Therefore, arguing as in Lemma 2.1 and taking into account the
scaling properties of the operator, we obtain
µ˜(V ) := inf
u∈C∞c (R
N\{an}n∈N)
u6≡0
∫
RN
(|∇u(x)|2 − V (x)u2(x)) dx∫
RN
|∇u(x)|2 dx
> 0,
i.e.
(20)
∫
RN
V (x)u2(x) dx ≤ (1− µ˜(V ))
∫
RN
|∇u(x)|2 dx
for all u ∈ C∞c
(
R
N \ {an}n∈N
)
. By density of C∞c
(
R
N \ {an}n∈N
)
in D1,2(RN ) and the Fatou
Lemma, we can easily prove that (20) holds for all u ∈ D1,2(RN ).

Remark 3.6. The Lemma above can be used to construct examples of potentials having infinite
LN/2,∞(RN )-norm, but giving rise to positive quadratic forms.
Remark 3.7. If the singularities an are located on a periodic M -dimensional reticular structure,
M ≤ N , i.e. if
{an : n ∈ N} = {(x1, x2, . . . , xM , 0, . . . , 0) : xi ∈ Z for all i = 1, . . . ,M},
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then
∑∞
k=1 |an+k−an|−(N−2) < +∞ if and only if
∑∞
k=1 k
−(N−2)+M−1 < +∞, i.e. for M < N−2.
Remark 3.8. From Lemma 3.5, it follows that, for δ small and any u ∈ D1,2(RN ), the series
∞∑
n=1
∫
B(an,δ)
u2(x)
|x− an|2 dx
converges and
∞∑
n=1
∫
B(an,δ)
u2(x)
|x− an|2 dx ≤ const
∫
RN
|∇u(x)|2 dx.
4. Perturbation at infinity
In this section we discuss the stability of positivity with respect to perturbations of the potentials
with a small singularity sitting at infinity.
Lemma 4.1. Let
V (x) =
k∑
i=1
λiχB(ai,ri)(x)
|x− ai|2 +
λ∞χRN\B(0,R)(x)
|x|2 +W (x) ∈ V ,
where W ∈ L∞(RN ), W (x) = O(|x|−2−δ), with δ > 0, as |x| → ∞. Assume that µ(V ) > 0, namely
that the quadratic form associated to the operator −∆ − V is positive definite. Let γ∞ ∈ R such
that λ∞ + γ∞ <
(
N−2
2
)2
. Then there exist R˜ > R and Φ ∈ D1,2(RN ), Φ > 0 in RN \ {a1, . . . , ak}
and smooth in RN \ {a1, . . . , ak} such that
−∆Φ(x) − V (x)Φ(x) − γ∞|x|2χRN\B(0,R˜)Φ(x) > 0.
Proof. Let us fix
0 < ε < min
{√(N − 2
2
)2
− λ∞,
√(N − 2
2
)2
− λ∞ − γ∞
}
,
C0 > 0 such that
W (x) ≤ C0|x|2+δ , in R
N ,
and R0 > 0 such that
k⋃
i=1
B(ai, ri) ⊂ B(0, R0) and
(
N − 2
2
)2
− ε2 − λ∞ ≥ C0
Rδ0
.
Let ϕ1 ≥ 0 be a smooth function such that
ϕ1 ≡ 0 in B(0, R0), ϕ1(x) = 1|x|N−22 +ε
in RN \B(0, 2R0).
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For every R˜ > 2R0, we have that
−∆ϕ1(x) −
γ∞χRN\B(0,R˜)(x)
|x|2 ϕ1(x) =
[(
N − 2
2
)2
− ε2
]
χ
B(0,R˜)\B(0,2R0)
(x)
|x|2 ϕ1(x) + f1(x)(21)
+
[(
N − 2
2
)2
− ε2 − γ∞
]
χ
RN\B(0,R˜)(x)
|x|2 ϕ1(x),
where f1 is a smooth function with compact support. Let us choose a smooth function with
compact support f2 such that
f1 + f2 ≥ 0 in RN , f1 + f2 > 0 in B(0, 2R0), and
f2 +WχB(0,2R0)ϕ1 +
λ∞
|x|2χB(0,2R0)\B(0,R0)ϕ1 ≥ 0 in R
N .
Since f2 +WχB(0,2R0)ϕ1 + λ∞|x|−2χB(0,2R0)\B(0,R0)ϕ1 ∈ L
2N
N+2 (RN ) and µ(V ) > 0, in view of the
Lax-Milgram Theorem there exists ϕ2 ∈ D1,2(RN ), ϕ2 > 0 in RN \ {a1, . . . , ak}, satisfying
(22) −∆ϕ2(x)− V (x)ϕ2(x) = f2(x) +
[
W (x)χB(0,2R0)(x) +
λ∞χB(0,2R0)\B(0,R0)(x)
|x|2
]
ϕ1(x).
From Lemma 3.3, we have that, for some positive constant C1,
1
C1
|x|−(N−2−aλ∞ ) ≤ ϕ2(x) ≤ C1|x|−(N−2−aλ∞ ) in RN \B(0, 2R0).
Set Φ = ϕ1 + ϕ2. We claim that for R˜ > 0 large enough there holds
−∆Φ(x)− V (x)Φ(x) −
γ∞χRN\B(0,R˜)(x)
|x|2 Φ(x) > 0, a.e. in R
N .
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For all R˜ > 2R0, from (21–22) we deduce
−∆Φ(x)− V (x)Φ(x) −
γ∞χRN\B(0,R˜)(x)
|x|2 Φ(x)
(23)
≥
[(N − 2
2
)2
− ε2 − γ∞
]χ
RN\B(0,R˜)(x)
|x|2 ϕ1(x) +
[(N − 2
2
)2
− ε2
]χ
B(0,R˜)\B(0,2R0)
(x)
|x|2 ϕ1(x)
+ f1(x) + f2(x) +
[
W (x)χB(0,2R0)(x) +
λ∞χB(0,2R0)\B(0,R0)(x)
|x|2
]
ϕ1(x)
−
γ∞χRN\B(0,R˜)(x)
|x|2 ϕ2(x)− V (x)ϕ1(x)
≥ f1(x) + f2(x) +
[(N − 2
2
)2
− ε2 − γ∞ − λ∞
]χ
RN\B(0,R˜)(x)
|x|2
1
|x|N−22 +ε
+
[(N − 2
2
)2
− ε2 − λ∞ − C0|x|δ
]χ
B(0,R˜)\B(0,2R0)
(x)
|x|2 ϕ1(x)
− C0|x|2+δ
1
|x|N−22 +ε
χ
RN\B(0,R˜)(x) −
γ∞
|x|2
C1
|x|N−2−aλ∞ χRN\B(0,R˜)(x).
By the choice of f2, we have that in B(0, 2R0)
−∆Φ(x)− V (x)Φ(x) −
γ∞χRN\B(0,R˜)(x)
|x|2 Φ(x) ≥ f1(x) + f2(x) > 0.
From (23) and the choice of ε and R0, it follows that, in B(0, R˜) \B(0, 2R0),
−∆Φ(x)− V (x)Φ(x) −
γ∞χRN\B(0,R˜)(x)
|x|2 Φ(x) ≥
[(N − 2
2
)2
− ε2 − λ∞ − C0|x|δ
]
1
|x|2ϕ1(x) > 0.
From (23) and the choice of ε, we deduce that, in RN \B(0, R˜),
−∆Φ(x) − V (x)Φ(x) −
γ∞χRN\B(0,R˜)(x)
|x|2 Φ(x) ≥
≥
[(N − 2
2
)2
− ε2 − γ∞ − λ∞
]
1
|x|2+N−22 +ε
− C0
|x|2+δ+N−22 +ε
− γ∞C1|x|N−aλ∞ > 0
provided R˜ is large enough. The claim is thereby proved. 
Theorem 4.2. Let
V (x) =
k∑
i=1
λiχB(ai,ri)(x)
|x− ai|2 +
λ∞χRN\B(0,R)(x)
|x|2 +W (x) ∈ V ,
where W ∈ L∞(RN ), W (x) = O(|x|−2−δ), with δ > 0, as |x| → ∞. Assume that µ(V ) > 0, namely
that the quadratic form associated to the operator −∆ − V is positive definite. Let γ∞ ∈ R such
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that λ∞ + γ∞ <
(
N−2
2
)2
. Then there exists R˜ > R such that µ
(
V + γ∞|x|2
χ
RN\B(0,R˜)
)
> 0, namely
the quadratic form associated to the operator −∆− V − γ∞|x|2χRN\B(0,R˜) is positive definite.
Proof. As already observed in the proof of Lemma 2.1, if V ∈ V and µ(V ) > 0, then there
exists ε > 0 such that V + εV + ∈ V , µ(V + εV +) > 0, and λ∞ + γ∞ + ε(λ+∞ + γ+∞) <
(
N−2
2
)2
.
In particular V + εV + also satisfies the assumptions of Lemma 4.1, hence there exist R˜ > R and
Φ ∈ D1,2(RN ), Φ > 0 in RN \ {a1, . . . , ak} and smooth in RN \ {a1, . . . , ak} such that
−∆Φ(x)− V (x)Φ(x) − γ∞|x|2χRN\B(0,R˜)Φ(x) > ε
(
V +(x) +
γ+∞
|x|2
)
Φ(x) ≥ ε
(
V (x) +
γ∞
|x|2
)+
Φ(x).
The conclusion follows now from Lemma 2.1. 
5. Separation Theorem
In this section we provide a tool to construct a positive operator from two positive potentials
in V whose interaction at infinity is not too strong. To this aim we first show how, starting
from the supersolutions corresponding to each positive given operator, it is possible to scatter the
singularities and obtain a positive supersolution for the resulting operator by summation.
Lemma 5.1. Let
V1(x) =
k1∑
i=1
λ1iχB(a1i ,r1i )(x)
|x− a1i |2
+
λ1∞χRN\B(0,R1)(x)
|x|2 +W1(x) ∈ V ,
V2(x) =
k2∑
i=1
λ2iχB(a2i ,r2i )(x)
|x− a2i |2
+
λ2∞χRN\B(0,R2)(x)
|x|2 +W2(x) ∈ V ,
where Wi ∈ L∞(RN ), Wi(x) = O(|x|−2−δ), i = 1, 2, with δ > 0, as |x| → ∞. Assume that
µ(V1), µ(V2) > 0, namely that the quadratic forms associated to the operators −∆− V1, −∆− V2
are positive definite and that λ1∞ + λ
2
∞ < (
N−2
2 )
2. Then, there exists R > 0 such that, for every
y ∈ RN with |y| ≥ R, there exists Φy ∈ D1,2(RN ), Φy ≥ 0 a.e. in RN , Φy > 0 and C1-smooth in
R
N \ {a1i , a2i + y}i=1,...kj ,j=1,2, such that
−∆Φy(x)− (V1(x) + V2(x− y)) Φy(x) > 0 a.e. in RN .
Proof. Let 0 < ε << 1 be such that λ1∞ + λ
2
∞ < (
N−2
2 )
2 − ε and, for j = 1, 2, set
Λ =
(N − 2
2
)2
− ε and γj∞ = Λ− λj∞.
Let us also choose 0 < η << 1 such that
(24) λ2∞ < γ
1
∞(1− 2η) and λ1∞ < γ2∞(1− 2η).
We can choose R¯ > 0 such that, for j = 1, 2,
⋃kj
i=1 B(a
j
i , r
j
i ) ⊂ B(0, R¯), and define
(25) pj(x) :=

|x− aji |−2+σ in B(aji , rji ),
1 in B(0, R¯) \⋃kji=1B(aji , rji ),
0 in RN \B(0, R¯),
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with σ > 0. In view of Theorem 4.2, there exist R˜j such that the quadratic forms associated to the
operators −∆− Vj − γ
j
∞
|x|2
χ
RN\B(0,R˜j)
are positive definite. Therefore, since pj ∈ LN/2, the infima
µj = inf
u∈D1,2(RN )\{0}
∫
RN
[|∇u(x)|2 − Vj(x)u2(x) − γj∞|x|−2χRN\B(0,R˜j)u2(x)] dx∫
RN
pj(x)u2(x) dx
are achieved by some ψj ∈ D1,2(RN ), ψj ≥ 0 a.e. in RN , ψj > 0 in RN \ {aj1, . . . , ajkj}, solving
equation
(26) −∆ψj(x)− Vj(x)ψj(x) = µjpj(x)ψj(x) + γ
j
∞
|x|2χRN\B(0,R˜j)ψj(x) in R
N .
In view of Lemma 3.3, there holds
lim
|x|→+∞
ψj(x)|x|N−2−aΛ = ℓj > 0,
hence the function ϕj :=
ψj
ℓj
solves (26) and ϕj(x) ∼ |x|−(N−2−aΛ) at ∞. Then there exists
ρ > max{R˜1, R˜2, R¯} such that, in RN \B(0, ρ),
(27) (1− η2)|x|−(N−2−aΛ) ≤ ϕj(x) ≤ (1 + η)|x|−(N−2−aΛ)
and that
(28) |W1(x)| ≤ ηγ2∞|x|−2 and |W2(x)| ≤ ηγ1∞|x|−2.
Moreover, from Lemma 3.1 we can deduce that for some positive constant C
1
C
|x− aji |
−a
λ
j
i ≤ ϕj(x) ≤ C|x− aji |
−a
λ
j
i in B(aji , r
j
i ), i = 1, . . . , kj(29)
and ϕj are C
1-smooth outside the poles.
For any y ∈ RN , let us consider the function
Φy(x) := γ
2
∞ϕ1(x) + γ
1
∞ϕ2(x− y) ∈ D1,2(RN ).
Then
−∆Φy(x)−
(
V1(x) + V2(x− y)
)
Φy(x)
= µ1γ
2
∞p1(x)ϕ1(x) +
γ1∞γ
2
∞
|x|2 χRN\B(0,R˜1)ϕ1(x)
+ µ2γ
1
∞p2(x− y)ϕ2(x− y) +
γ1∞γ
2
∞
|x− y|2χRN\B(y,R˜2)ϕ2(x− y)
− γ1∞V1(x)ϕ2(x− y)− γ2∞V2(x− y)ϕ1(x).
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From (24) and (27), it follows that in RN \ (B(0, ρ) ∪B(y, ρ))
−∆Φy(x)−
(
V1(x) + V2(x − y)
)
Φy(x)
≥ γ
1
∞γ
2
∞
|x|2 ϕ1(x) +
γ1∞γ
2
∞
|x− y|2ϕ2(x − y)
− γ1∞
(
λ1∞
|x|2 +W1(x)
)
ϕ2(x− y)− γ2∞
(
λ2∞
|x− y|2 +W2(x− y)
)
ϕ1(x)
>
γ1∞γ
2
∞(1− η2)
|x|N−aΛ +
γ1∞γ
2
∞(1− η2)
|x− y|N−aΛ −
γ1∞γ
2
∞(1− η2)
|x|2|x− y|N−2−aΛ −
γ1∞γ
2
∞(1− η2)
|x− y|2|x|N−2−aΛ
= γ1∞γ
2
∞(1− η2)
(
1
|x|N−aΛ−2 −
1
|x− y|N−aΛ−2
)(
1
|x|2 −
1
|x− y|2
)
≥ 0.
For |y| sufficiently large, B(0, ρ) ∩ B(y, ρ) = ∅. In B(a1i , r1i ), for i = 1, . . . , k1, from (25), (27),
(28), (29) we have that
−∆Φy(x)−
(
V1(x) + V2(x − y)
)
Φy(x)
≥ µ1γ2∞p1(x)ϕ1(x) +
γ1∞γ
2
∞
|x− y|2ϕ2(x− y)
− γ1∞V1(x)ϕ2(x− y)− γ2∞V2(x− y)ϕ1(x)
≥ |x− a1i |
−a
λ1
i
−2+σ
[
µ1γ
2
∞
C
+ o(1)
]
, as |y| → ∞.
In B(0, ρ) \⋃k1i=1B(a1i , r1i ), from (25), (27), (28) and since ϕ1 > c > 0, we obtain that
−∆Φy(x) −
(
V1(x) + V2(x− y)
)
Φy(x) ≥ µ1γ2∞c+ o(1), as |y| → ∞.
In a similar way we can prove that, if |y| is large enough,
−∆Φy(x)−
(
V1(x) + V2(x− y)
)
Φy(x) ≥ 0, a.e. in B(y, ρ).

Proof of Theorem 1.5. Let us fix ε ∈ (0, 1) such that, for j = 1, 2,
ε < min
{
2S µ(Vj),
µ(Vj)
4
[
4
(N − 2)2
( k∑
i=1
(λji )
+ + (λj∞)
+
)
+ S−1‖Wj‖LN/2(RN )
]−1}
(30)
and
µ(Vj + εV
+
j ) > 0, λ
1
∞ + λ
2
∞ + ε
((
λ1∞
)+
+
(
λ2∞
)+)
<
(N − 2
2
)2
,
see the proof of Lemma 2.1. Fix R > 0 such that
‖WjχRN\B(0,R)‖LN/2(RN ) < min
{ ε
4
,
ε
16
S
}
.(31)
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Denoting Vj,R := Vj −WjχRN\B(0,R), from (30) and (31), there results∫
RN
(|∇u(x)|2 − Vj,R(x)u2(x)) dx
≥
[
µ(Vj)− ‖WjχRN\B(0,R)‖LN/2(RN )S−1
] ∫
RN
|∇u(x)|2 dx ≥ µ(Vj)
2
∫
RN
|∇u(x)|2 dx,
therefore, from (30), it follows∫
RN
(|∇u(x)|2 − (Vj,R(x) + εV +j,R(x))u2(x)) dx
≥
[
µ(Vj)
2
− ε
(
4
(N − 2)2
( k∑
i=1
(λji )
+ + (λj∞)
+
)
+ S−1‖Wj‖LN/2(RN )
)]∫
RN
|∇u(x)|2 dx
≥ µ(Vj)
4
∫
RN
|∇u(x)|2 dx.
Hence the potentials Vj,R + εV
+
j,R satisfy the assumptions of Lemma 5.1, which yields, for |y|
sufficiently large, the existence of Φy ∈ D1,2(RN ), Φy ≥ 0 a.e. in RN , Φy > 0 and C1-smooth in
R
N \ {a1i , a2i + y}i=1,...kj ,j=1,2, such that
−∆Φy(x)− VR,y(x)Φy(x) > εV +R,y(x)Φy(x) a.e. in RN ,
where VR,y(x) := V1,R(x) + V2,R(x− y). As a consequence, arguing as in the proof of Lemma 2.1,
we easily deduce that
(32) inf
u∈D1,2(RN )\{0}
∫
RN
(|∇u(x)|2 − VR,y(x)u2(x)) dx∫
RN
V +R,y(x)u
2(x) dx
≥ ε.
We claim that
inf
u∈D1,2(RN )\{0}
∫
RN
(|∇u(x)|2 − (V1(x) + V2(x− y))u2(x)) dx∫
RN
|∇u(x)|2 dx > 0.
We argue by contradiction and assume that there exists a sequence un ∈ D1,2(RN ) such that
lim
n→∞
∫
RN
(|∇un(x)|2 − (V1(x) + V2(x− y))u2n(x)) dx = 0 and ∫
RN
|∇un(x)|2 = 1.
From (32) and (31), we obtain, for n large enough,
ε = ε
∫
RN
[
V +R,y(x) +W1(x)χRN\B(0,R)(x) +W2(x− y)χRN\B(y,R)(x) − V −R,y(x)
]
u2n(x) dx + o(1)
≤
∫
RN
|∇un(x)|2 dx−
∫
RN
VR,y(x)u
2
n(x) dx + εS
−1
2∑
j=1
‖WjχRN\B(0,R)‖LN/2(RN ) + o(1)
≤
∫
RN
(|∇un(x)|2 − (V1(x) + V2(x− y))u2n(x)) dx + (1+ε)S 2∑
j=1
‖WjχRN\B(0,R)‖LN/2(RN ) + o(1)
≤ ε
8
(1 + ε) + o(1) ≤ ε
2
,
which is a contradiction. The theorem is thereby proved. 
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6. Positivity of multipolar operators
This section is devoted to the proof of Theorem 1.1.
Proof of Theorem 1.1.
Step 1 (Sufficiency.) We prove the sufficient condition on the positivity of the quadratic form
Qλ1,...,λk,a1,...,ak applying an iterating process on the number of poles k. Let λ1 ≤ λ2 ≤ · · · ≤ λk.
As observed in Section 1, if k = 2 the claim is true for any choice of a1, a2. Suppose that
the claim is true for k − 1, let us prove it for k. We may assume λk > 0, otherwise the proof
is trivial. If λ1, . . . , λk satisfy (3), then the same holds true for λ1, . . . , λk−1. By the recursive
assumption, there exists a configuration of poles {a1, . . . , ak−1} such that the quadratic form
Qλ1,...,λk−1,a1,...,ak−1 associated to the operator
Lλ1,...,λk−1,a1,...,ak−1 = −∆−
k−1∑
i=1
λi
|x− ai|2
is positive definite.
We claim that there exists ak ∈ RN such that the quadratic form associated to the operator
Lλ1,...,λk,a1,...,ak is positive definite. Indeed, the two potentials
V1(x) =
k−1∑
i=1
λi
|x− ai|2 , V2(x) =
λk
|x|2 ,
belong to the class V and satisfy the assumptions of Theorem 1.5, which ensures the existence of
ak ∈ RN such that the quadratic form associated to the operator
Lλ1,...,λk,a1,...,ak = −∆− (V1 + V2(· − ak))
is positive definite.
Step 2 (Necessity.) Assume that for some configuration {a1, . . . , ak} and for some ε > 0 there
holds ∫
RN
|∇u(x)|2dx−
k∑
i=1
λi
∫
RN
u2(x)
|x− ai|2 dx ≥ ε
∫
RN
|∇u(x)|2 dx, for all u ∈ D1,2(RN ).
Arguing by contradiction, suppose that, for some i, λi ≥
(
N−2
2
)2
. Let δ ∈ (0, ε(N − 2)2/4). By
optimality of the best constant in the Hardy inequality (2) and by density of C∞c (R
N ) in D1,2(RN ),
there exists φ ∈ C∞c (RN ) such that∫
RN
|∇φ(x)|2dx− λi
∫
RN
φ2(x)
|x|2 dx < δ
∫
RN
φ2(x)
|x|2 dx.
The rescaled function φµ(x) = µ
−(N−2)/2φ(x/µ) satisfies
Qλ1,...,λk,a1,...,ak(φµ(x− ai)) =
∫
RN
|∇φ(x)|2dx− λi
∫
RN
φ2(x)
|x|2 dx−
∑
j 6=i
λj
∫
RN
φ2(x)∣∣x− aj−aiµ ∣∣2 dx
=
∫
RN
|∇φ(x)|2dx− λi
∫
RN
φ2(x)
|x|2 dx+ o(1), as µ→ 0.
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Letting µ→ 0, by Hardy’s inequality, we obtain
ε
∫
RN
|∇φ(x)|2dx ≤
∫
RN
|∇φ(x)|2dx− λi
∫
RN
φ2(x)
|x|2 dx
< δ
∫
RN
φ2(x)
|x|2 dx ≤
4δ
(N − 2)2
∫
RN
|∇φ(x)|2dx
thus giving rise to a contradiction.
Suppose now that, Λ :=
∑k
i=1 λi ≥
(
N−2
2
)2
. Let δ ∈ (0, ε(N − 2)2/4). As above, there exists
φ ∈ C∞c (RN ) such that∫
RN
|∇φ(x)|2dx − Λ
∫
RN
φ2(x)
|x|2 dx < δ
∫
RN
φ2(x)
|x|2 dx.
The rescaled function φµ(x) = µ
−(N−2)/2φ(x/µ) satisfies
Qλ1,...,λk,a1,...,ak(φµ(x)) =
∫
RN
|∇φ(x)|2dx−
k∑
i=1
λi
∫
RN
φ2(x)
|x− ai/µ|2 dx
=
∫
RN
|∇φ(x)|2dx− Λ
∫
RN
φ2(x)
|x|2 dx+ o(1), as µ→∞,
see [19, Proposition 3.1]. Letting µ→∞ and arguing as above, we obtain easily a contradiction.

7. Best constants in Hardy multipolar inequalities
The classical Hardy’s inequality states that µ
(|x|−2) = 1 − 4(N−2)2 is not attained. On the
other hand, when dealing with multipolar Hardy-type potentials, a balance between positive and
negative interactions between the poles can lead to attainability of the best constant in the Hardy-
type inequality associated to the multisingular potential V ∈ V :
(33)
∫
RN
V (x) |u(x)|2 dx ≤ (1− µ(V )) ∫
RN
|∇u(x)|2 dx, for all u ∈ D1,2(RN ).
We recall that, in view of Lemma 1.2, the best constant in inequality (33) can be estimated by
terms of the best constant in the inequality associated to the potential with one singularity located
at the pole carrying the largest mass, i.e. µ(V ) ≤ 1 − 4(N−2)2 max{0, λ1, . . . , λk, λ∞}. We now
prove attainability of µ(V ) when it stays strictly below the bound provided in Lemma 1.2.
Proof of Proposition 1.7. Let us denote
λ¯ = max{0, λ1, . . . , λk, λ∞}.
From assumption (5), there exists α > 0 such that µ(V ) = 1− 4λ¯(N−2)2 −α. From Lemma 1.3, there
exists δ > 0 such that
(34) µ(V˜ ) ≥ 1− 4λ¯
(N − 2)2 −
α
2
,
26 VERONICA FELLI, ELSA M. MARCHINI, AND SUSANNA TERRACINI
where V˜ (x) =
∑k
i=1 λiχB(ai,δ)|x − ai|−2 + λ∞χRN\B(0,R0)|x|−2. We notice that we can split
V = V˜ + W˜ for some W˜ ∈ LN/2(RN ). Let un ∈ D1,2(RN ) be a minimizing sequence for µ(V ),
namely∫
RN
|∇un(x)|2 dx = 1 and
∫
RN
(|∇un(x)|2 − V (x)u2n(x)) dx = µ(V ) + o(1) as n→∞.
Being {un}n bounded in D1,2(RN ), we can assume that, up to a subsequence still denoted as un,
un converges to some u a.e. and weakly in D1,2(RN ). Since
µ(V˜ ) ≤
∫
RN
(|∇un(x)|2 − V (x)u2n(x)) dx+ ∫
RN
W˜ (x)u2n(x) dx = µ(V ) +
∫
RN
W˜ (x)u2(x) dx+ o(1)
as n→∞, from (34) and the choice of α it follows that
1− 4λ¯
(N − 2)2 −
α
2
≤ µ(V ) +
∫
RN
W˜ (x)u2(x) dx = 1− 4λ¯
(N − 2)2 − α+
∫
RN
W˜ (x)u2(x) dx,
hence
∫
RN
W˜ (x)u2(x) dx ≥ α2 > 0, thus implying u 6≡ 0. From weak convergence of un to u, we
deduce that∫
RN
(|∇u(x)|2 − V (x)u2(x)) dx∫
RN
|∇u(x)|2 dx
=
[ ∫
RN
(|∇un(x)|2 − V (x)u2n(x)) dx] − [ ∫RN (|∇(un − u)(x)|2 − V (x)(un − u)2(x)) dx] + o(1)∫
RN
|∇un(x)|2 dx−
∫
RN
|∇(un − u)(x)|2 dx+ o(1)
≤ µ(V ) 1−
∫
RN
|∇(un − u)(x)|2 dx+ o(1)
1− ∫
RN
|∇(un − u)(x)|2 dx+ o(1) = µ(V )
[
1 +
o(1)∫
RN
|∇u(x)|2 dx+ o(1)
]
as n→∞.
Letting n→∞, we obtain that u attains the infimum defining µ(V ). 
As a consequence of the attainability of µ(V ), a result of continuity follows.
Lemma 7.1. Let
V (x) =
k∑
i=1
λiχB(ai,ri)(x)
|x− ai|2 +
λ∞χRN\B(0,R0)(x)
|x|2 +W (x) ∈ V ,
Vn(x) =
k∑
i=1
λiχB(ani ,ri)(x)
|x− ani |2
+
λ∞χRN\B(0,R0)(x)
|x|2 +Wn(x) ∈ V
be such that ani → ai as n→∞, for all i = 1, . . . , k, and Wn →W in LN/2(RN ). Then
lim
n→∞
µ(Vn) = µ(V ).
Proof. Let λ¯ = max{0, λ1, . . . , λk, λ∞}. For any u ∈ D1,2(RN ), Lemma A.3 and the strong
LN/2-convergence of Wn imply that
∫
RN
Vn(x)u
2(x) dx→ ∫
RN
V (x)u2(x) dx, hence
µ(Vn) ≤
∫
RN
(|∇u(x)|2 − Vn(x)u2(x)) dx∫
RN
|∇u(x)|2 dx =
∫
RN
(|∇u(x)|2 − V (x)u2(x)) dx+ o(1)∫
RN
|∇u(x)|2 dx
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for any u ∈ D1,2(RN ) \ {0}. Therefore, letting n → ∞ and taking infimum over D1,2(RN ) \ {0},
we obtain that
(35) lim sup
n→∞
µ(Vn) ≤ µ(V ).
In particular, the sequence
{
µ(Vn)
}
n
is bounded. We now claim that
(36) µ(V ) = lim inf
n→∞
µ(Vn).
Indeed, let
{
µ(Vnj )
}
j
be a subsequence such that limj µ(Vnj ) = lim infn→∞ µ(Vn) and suppose,
by contradiction, that limj µ(Vnj ) < µ(V )− α, for some α > 0.
In view of Lemma 1.3, see also Remark 3.4, there exists δ > 0 independent of n such that
(37) µ(V˜n) ≥ 1− 4λ¯
(N − 2)2 −
α
2
, µ(V˜ ) ≥ 1− 4λ¯
(N − 2)2 −
α
2
,
where
V˜n(x) =
k∑
i=1
λiχB(ani ,δ)
|x− ani |2
+
λ∞χRN\B(0,R0)
|x|2 , V˜ (x) =
k∑
i=1
λiχB(ai,δ)
|x− ai|2 +
λ∞χRN\B(0,R0)
|x|2 .
We can write Vn = V˜n + W˜n and V = V˜ + W˜ , where
W˜n =Wn +
k∑
i=1
λi
|x− ani |2
χB(ani ,ri)\B(ani ,δ) and W˜ =W +
k∑
i=1
λi
|x− ai|2
χB(ai,ri)\B(ai,δ).
By the Dominated Convergence Theorem we deduce that W˜n → W˜ in LN/2(RN ).
From Lemma 1.2, we have that, for large j,
(38) µ(Vnj ) < µ(V )− α < 1−
4λ¯
(N − 2)2 ,
hence, by Proposition 1.7, µ(Vnj ) is attained by some ϕj ∈ D1,2(RN ) satisfying∫
RN
|∇ϕj(x)|2 dx = 1 and
∫
RN
(|∇ϕj(x)|2 − Vnj (x)ϕ2j (x)) dx = µ(Vnj ).
Moreover ϕj satisfies the equation
(39) −∆ϕj(x)− Vnj (x)ϕj(x) = −µ(Vnj )∆ϕj(x).
Since {ϕj}j is bounded in D1,2(RN ), there exists a subsequence, still denoted as {ϕj}j, weakly
converging to some ϕ in D1,2(RN ). From (38) and (37) it follows that
1− 4λ¯
(N − 2)2 −
α
2
≤ µ(V˜nj ) ≤
∫
RN
(|∇ϕj(x)|2 − Vnj (x)ϕ2j (x)) dx+ ∫
RN
W˜nj (x)ϕ
2
j (x) dx
= µ(Vnj ) +
∫
RN
W˜nj (x)ϕ
2
j (x) dx < µ(V )− α+
∫
RN
W˜ (x)ϕ2(x) dx + o(1),
as j →∞. Letting j →∞, we obtain that
1− 4λ¯
(N − 2)2 −
α
2
≤ µ(V )− α+
∫
RN
W˜ (x)ϕ2(x) dx ≤ 1− 4λ¯
(N − 2)2 − α+
∫
RN
W˜ (x)ϕ2(x) dx,
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yielding
∫
RN
W˜ (x)ϕ2(x) dx ≥ α2 > 0 and hence ϕ 6≡ 0. We claim that
(40) lim
j→∞
∫
RN
V˜nj (x)ϕj(x)v(x) dx =
∫
RN
V˜ (x)ϕ(x)v(x) dx for all v ∈ D1,2(RN ).
Indeed for any v ∈ D1,2(RN ) and ε > 0, by density there exists ψ ∈ C∞c (RN \ {a1, . . . , ak}) such
that ‖v − ψ‖D1,2(RN ) < ε. Since ψ lies far away from the singularities, from Hardy’s inequality we
have that∣∣∣∣ ∫
RN
V˜nj (x)ϕj(x)v(x) dx −
∫
RN
V˜ (x)ϕ(x)v(x) dx
∣∣∣∣
≤ const ε+
∣∣∣∣ ∫
RN
(
V˜nj − V˜ )(x)ϕj(x)ψ(x) dx
∣∣∣∣ ≤ const ε+ o(1) as j →∞.
(40) is thereby proved. From (40) and strong LN/2-convergence of W˜n to W˜ , we can multiply (39)
by ϕ and pass to limit as j →∞ thus obtaining∫
RN
(|∇ϕ(x)|2 − V (x)ϕ2(x)) dx = lim inf
n→∞
µ(Vn)
∫
RN
|∇ϕ(x)|2 dx,
and consequently lim infn→∞ µ(Vn) ≥ µ(V ), a contradiction. Claim (36) is thereby proved. The
conclusion follows from (35) and (36). 
Remark 7.2. We emphasize that µ : LN/2,∞(RN )→ R, µ : V 7→ µ(V ) is continuous with respect
to the LN/2,∞-norm. In particular the first D1,2(RN )-eigenvalue µ(V ) is continuous not only with
respect to the location of the singularities but also with respect to their masses λi’s.
Remark 7.3. We notice that if Vn ∈ V converge to V ∈ V in the sense that the poles of Vn
converge to the poles of V (i.e. in the sense of Lemma 7.1), then ‖Vn − V ‖LN/2,∞(RN ) does not
tend to zero. On the other hand µ(Vn) → µ(V ). In other words, the first D1,2(RN )-eigenvalue is
stable with respect to small perturbations of configurations of poles, even though such perturbations
make the LN/2,∞-distance between the potentials far away from zero.
Remark 7.4. Since operators with potentials in V are compact perturbations of positive operators,
see Lemma 1.4, we can prove, for the first weighted eigenvalue νp(V ) defined in (4), the same
type of continuity result as in Lemma 7.1. Moreover, it is not difficult to check that the infimum
defining νp is attained, for any p ∈ LN/2(RN )∩C0(RN ), p > 0. As a consequence, for any V ∈ V,
there holds
sgn νp(V ) = sgnµ(V ), where sgn t :=

1, if t > 0,
0, if t = 0,
−1, if t < 0.
Indeed, it is obvious that νp(V ) < 0 if and only if µ(V ) < 0. If µ(V ) > 0, from Ho¨lder’s and
Sobolev’s inequalities it immediately follows that νp(V ) > 0. Assume now that νp(V ) > 0. By
continuity, we can find ε > 0 such that νp(V + εV
+) > 0 is attained, thus providing a positive
function satisfying condition (ii) of Lemma 2.1, which yields the positivity of µ(V ).
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8. Essential self-adjointness
The Shattering Lemma 1.3 reveals how Schro¨dinger operators with potentials lying in the class
V are actually compact perturbations of positive operators, see Lemma 1.4. Hence they are semi-
bounded symmetric operators and their L2(RN )-spectrum is bounded from below. Consequently
the class V provides us with a good framework to study the spectral properties of multisingular
Schro¨dinger operators in L2(RN ).
For any V ∈ V , let us discuss essential self-adjointness of the operator −∆− V on the domain
C∞c (R
N \ {a1, . . . , ak}). In the case of just one singularity (i.e. k = 1), a complete answer to this
problem is contained in a theorem due to Kalf, Schmincke, Walter, and Wu¨st [27] and Simon [42]
(see also [39, Theorems X.11 and X.30]):
Theorem 8.1. [Kalf, Schmincke, Walter, Wu¨st, Simon ] Let V (x) = λ|x|2 +W (x), W ∈
L∞(RN ). The operator −∆ − V is essentially self-adjoint in C∞c (RN \ {0}) if and only if λ ≤
(N − 2)2/4− 1.
We are now going to extend the above result to potentials lying in the class V , for which we
give below a self-adjointness criterion. According to Lemma 1.4, we can split any V ∈ V as
V (x) = V˜ (x) + W˜ (x) where
(41) V˜ (x) =
k∑
i=1
λi χB(ai,δ)(x)
|x− ai|2 −
λ∞χRN\B(0,R0)(x)
|x|2 , δ > 0, R0 > 0, µ(V˜ ) > 0,
and W˜ ∈ LN/2(RN ) ∩ L∞(RN ).
Lemma 8.2. [ Self-adjointness criterion in V ] Let V ∈ V and V = V˜ + W˜ , with V˜ as
in (41) and W˜ ∈ LN/2(RN ) ∩ L∞(RN ). Then the operator −∆ − V is essentially self-adjoint in
C∞c (R
N \ {a1, . . . , ak}) if and only if Range(−∆− V˜ + b) is dense in L2(RN ) for some b > 0.
Proof. For any b > 0, we can split the operator −∆− V as (−∆− V˜ + b)− (W˜ + b), i.e. as a
bounded perturbation of the positive operator −∆− V˜ + b. In view of the Kato-Rellich Theorem
(see e.g. [28, Theorem 4.4]), the operator−∆−V is essentially self-adjoint in C∞c (RN \{a1, . . . , ak})
if and only if −∆ − V˜ + b is essentially self-adjoint for some b > 0. The conclusion now follows
from well-known self-adjointness criteria for positive operators (see [39, Theorem X.26]). 
The above criterion provides the following non self-adjointness condition in V .
Corollary 8.3. Let V ∈ V and V = V˜ + W˜ , with V˜ as in (41) and W˜ ∈ LN/2(RN ) ∩ L∞(RN ).
Assume that there exist v ∈ L2(RN ), v(x) ≥ 0 a.e. in RN , ∫
RN
v2 > 0, a distribution h ∈ H−1(RN ),
and b > 0 such that
(42) H−1(RN )
〈
h, u
〉
H1(RN )
≤ 0 for all u ∈ H1(RN ), u ≥ 0 a.e in RN ,
and
(43) −∆v − V˜ v + b v = h in D′(RN \ {a1, . . . , ak}).
Then the operator −∆− V is not essentially self-adjoint in C∞c (RN \ {a1, . . . , ak}).
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Proof. From Lemma 8.2 and the Kato-Rellich Theorem, it is enough to prove that Range(−∆−
V˜ + b) is not dense in L2(RN ). To this aim we will show that v does not belong to the closure of
Range(−∆ − V˜ + b) in L2(RN ). Arguing by contradiction, we assume that there exist sequences
{un}n ⊂ C∞c (RN \ {a1, . . . , ak}) and {fn}n ⊂ L2(RN ) such that fn → v in L2(RN ) and
(44) −∆un(x)− V˜ (x)un(x) + b un(x) = fn(x).
In view of the Lax-Milgram Theorem there exists u ∈ H1(RN ), weakly solving
(45) −∆u(x)− V˜ (x)u(x) + b u(x) = v(x).
Testing (45) with −u−, we easily obtain that u ≥ 0 a.e. in RN , hence by the Strong Maximum
Principle we deduce that u > 0 in RN \{a1, . . . , ak}. Subtracting (45) from (44) and multiplying by
un−u, we find that ‖un−u‖H1(RN ) ≤ const ‖fn−v‖L2(RN ), hence un → u in H1(RN ). Testing (43)
with un and using (44), we obtain
H−1(RN )
〈
h, un
〉
H1(RN )
=
∫
RN
fn(x)v(x) dx,
which, passing to the limit, yields
H−1(RN )
〈
h, u
〉
H1(RN )
=
∫
RN
v2(x) dx > 0.
The above identity contradicts assumption (42). 
We now extend Theorem 8.1 to our class of multi-polar potentials, thus proving Theorem 1.8.
Proof of Theorem 1.8.
Step 1: if λi < (N − 2)2/4− 1 for all i = 1, . . . , k, then −∆− V is essentially self-adjoint.
In view of Lemma 8.2, to prove essential self-adjointness it is enough to show that Range(−∆−V˜+b)
is dense in L2(RN ) for some b > 0, where V˜ is as in (41). Let f ∈ C∞c (RN \ {a1, . . . , ak}) and
b > 0. By the Lax-Milgram Theorem, there exists u ∈ H1(RN ) weakly solving
−∆u(x)− V˜ (x)u(x) + b u(x) = f(x) in RN .
From Lemma 3.1 we deduce the following asymptotic behavior of u at poles
u(x) ∼ |x− ai|−aλi , as x→ ai.(46)
Hence the function g(x) := V˜ (x)u(x) − b u(x) + f(x) ∼ |x − ai|−aλi−2 as x→ ai. In particular, if
λi < (N − 2)2/4− 1 for all i = 1, . . . , k, then g ∈ L2(RN ). Green’s representation formula yields
u(x) =
1
N(N − 2)ωN
[ ∫
B(ai,δ)
g(y)
|x− y|N−2 dy +
∫
∂B(ai,δ)
1
|x− y|N−2
∂u
∂ν
ds
]
(47)
+
1
NωN
∫
∂B(ai,δ)
u(y)
|x− y|N−1 ds, x ∈ B(ai, δ),
where ωN denotes the volume of the unit ball in R
N , ν is the unit outward normal to ∂B(ai, δ),
and ds indicates the (N − 1)-dimensional area element in ∂B(ai, δ). It is easy to verify that the
functions
x 7→
∫
∂B(ai,δ)
1
|x− y|N−2
∂u
∂ν
ds(y), x 7→
∫
∂B(ai,δ)
u(y)
|x− y|N−1 ds(y),
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are of class C1(B(ai, δ)). From Lemma A.1 of the appendix, we have that
∇
(
1
N(N − 2)ωN
∫
B(ai,δ)
g(y)
|x− y|N−2 dy
)
= − 1
NωN
∫
B(ai,δ)
x− y
|x− y|N g(y) dy.
Consequently∣∣∣∣∇( 1N(N − 2)ωN
∫
B(ai,δ)
g(y)
|x− y|N−2 dy
)∣∣∣∣ ≤ const ∫
B(ai,δ)
|y − ai|−aλi−2
|x− y|N−1 dy.(48)
If λi > 1−N , i.e. aλi > −1, then∣∣∣∣∇( 1N(N − 2)ωN
∫
B(ai,δ)
g(y)
|x− y|N−2 dy
)∣∣∣∣ ≤ consthi(x− ai),
where
hi(x) =
∫
RN
|y|−aλi−2
|x− y|N−1 dy.
An easy scaling argument shows that hi(αx) = α
−aλi−1hi(x) for all α > 0, hence hi(x) =
|x|−aλi−1hi(e1), where e1 = (1, 0, . . . , 0) ∈ RN . Then, if λi > 1−N ,∣∣∣∣∇( 1N(N − 2)ωN
∫
B(ai,δ)
g(y)
|x− y|N−2 dy
)∣∣∣∣ ≤ const |x− ai|−aλi−1.(49)
If λi ≤ 1−N , i.e. aλi ≤ −1, we fix 0 < ε < N−22 and notice that, from (48),∣∣∣∣∇( 1N(N − 2)ωN
∫
B(ai,δ)
g(y)
|x− y|N−2 dy
)∣∣∣∣ ≤ δ−aλi−1+ε ki(x),
where
ki(x) =
∫
RN
1
|y − ai|1+ε|y − x|N−1 dy.
An easy scaling argument shows that ki(αx) = α
−εki(x) for all α > 0, hence ki(x) = |x|−εki(e1).
Then, if λi ≤ 1−N∣∣∣∣∇( 1N(N − 2)ωN
∫
B(ai,δ)
g(y)
|x− y|N−2 dy
)∣∣∣∣ ≤ C(ε)|x− ai|−ε,(50)
for some positive constant C(ε) depending on ε (and also on N , λi, and u). Representation (47),
regularity of the boundary terms, and estimates (49–50) yield
(51) ∇u(x) =
O
(|x− ai|−aλi−1), if λi > 1−N,
O
(|x− ai|−ε), if λi ≤ 1−N, as x→ ai.
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For all n ∈ N let ηn be a cut-off function such that ηn ∈ C∞c (RN \ {a1, . . . , ak}), 0 ≤ ηn ≤ 1, and
ηn(x) ≡ 0 in
k⋃
i=1
B
(
ai,
1
2n
)
∪ (RN \B(0, 2n)), ηn(x) ≡ 1 in B(0, n) \ k⋃
i=1
B
(
ai,
1
n
)
,
|∇ηn(x)| ≤ C n in
k⋃
i=1
(
B
(
ai,
1
n
)
\B
(
ai,
1
2n
))
, |∇ηn(x)| ≤ C
n
in B(0, 2n) \B(0, n),
|∆ηn(x)| ≤ C n2 in
k⋃
i=1
(
B
(
ai,
1
n
)
\B
(
ai,
1
2n
))
, |∆ηn(x)| ≤ C
n2
in B(0, 2n) \B(0, n),
for some positive constant C independent of n. Let us set fn := ηnf − 2∇ηn · ∇u − u∆ηn and
un := ηnu, so that un ∈ C∞c (RN \ {a1, . . . , ak}) and −∆un(x)− V˜ (x)un(x) + b un(x) = fn(x). In
particular fn ∈ Range(−∆− V˜ + b). Furthermore ηnf → f in L2(RN ), while (46) and (51) yield∫
RN
|∇ηn(x)|2|∇u(x)|2 dx
≤ constn2
k∑
i=1
∫
B(ai,
1
n
)\B(ai,
1
2n
)
|∇u(x)|2 dx+ const
n2
∫
B(0,2n)\B(0,n)
|∇u(x)|2 dx
≤ constn2
[ ∑
λi>1−N
∫
B(0, 1n )
|x|−2aλi−2 dx+
∑
λi≤1−N
∫
B(0, 1n )
|x|−2ε dx
]
+
const
n2
‖u‖H1(RN )
≤ const
[ ∑
λi>1−N
n2aλi+4−N +
∑
λi≤1−N
n2+2ε−N + n−2
]
and ∫
RN
|∆ηn(x)|2|u(x)|2 dx
≤ constn4
k∑
i=1
∫
B(ai,
1
n )\B(ai,
1
2n )
|u(x)|2 dx+ const
n4
∫
B(0,2n)\B(0,n)
|u(x)|2 dx
≤ constn4
k∑
i=1
∫
B(0,1/n)
|x|−2aλi dx+ const
n4
‖u‖H1(RN )
≤ const
[ k∑
i=1
n2aλi+4−N + n−4
]
.
Since for λi < (N − 2)2/4− 1 there holds 2aλi + 4−N < 0, we conclude that fn → f in L2(RN ).
Hence Range(−∆ − V˜ + b) is dense in C∞c (RN \ {a1, . . . , ak}). Since C∞c (RN \ {a1, . . . , ak}) is
dense in L2(RN ), we obtain that Range(−∆− V˜ + b) is dense in L2(RN ).
Step 2: if λi ≤ (N − 2)2/4− 1 for all i ∈ {1, . . . , k}, then −∆− V is essentially self-adjoint.
Let us fix b > 0, f ∈ C∞c (RN \ {a1, . . . , ak}). To prove essential self-adjointness it is enough to
find some g ∈ Range(−∆− V˜ + b) such that g is arbitrarily closed to f in L2(RN ). To this aim,
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we fix ε > 0 and notice that there exists 0 < σ < 1 such that if u ∈ H1(RN ) solves
(52) −∆u(x)− V˜σ(x)u(x) + b u(x) = f(x),
where
V˜σ(x) :=
∑
λi=(N−22 )
2
−1
(λi − σ)χB(ai,δ)(x)
|x− ai|2 +
∑
λi<(N−22 )
2
−1
λi χB(ai,δ)(x)
|x− ai|2 −
λ∞χRN\B(0,R0/δ)(x)
|x|2 ,
then
(53) ‖(V˜σ − V˜ )u‖L2(RN ) < ε.
Indeed, by Remark 3.2, there exists a positive constant C independent on σ ∈ (0, 1), such that all
solutions of (52) can be estimated as
|u(x)| ≤ C |x− ai|−a(λi−σ)‖u‖H1(RN ) in B(ai, δ),
for all i such that λi =
(
N−2
2
)2 − 1. Moreover, testing (52) by u there results that all solutions of
(52) satisfy
‖u‖H1(RN ) ≤
‖f‖L2(RN )
min{µ(V˜ ), b}
.
Then for all i such that λi =
(
N−2
2
)2 − 1, we have that∥∥∥∥σ χB(ai,δ)(x)u|x− ai|2
∥∥∥∥2
L2(RN )
≤ C2σ2‖u‖2H1(RN )
∫ 1
0
rN−5−2a(λi−σ) dr
=
C2 ‖f‖2L2(RN )
2
(
min{µ(V˜ ), b})2 σ
2
√
1 + σ − 1 = o(1) as σ → 0.
Therefore it is possible to choose σ small enough in order to ensure that all solutions of (52)
satisfy (53). For such a σ, let u ∈ H1(RN ) be a solution to (52). Let ηn be the sequence of
cut-off functions introduced in step 1. As in step 1, we have that fn := ηnf − 2∇ηn · ∇u− u∆ηn
converges to f in L2(RN ). Hence, for every n large enough, ‖fn − f‖L2(RN ) < ε. Moreover
un := ηnu ∈ C∞c (RN \ {a1, . . . , ak}) and
‖(V˜σ − V˜ )un‖L2(RN ) ≤ ‖(V˜σ − V˜ )u‖L2(RN ) < ε
for any n. Setting gn(x) := fn(x) + (V˜σ(x) − V˜ (x))un(x), we obtain that un satisfies
−∆un(x) − V˜ (x)un(x) + b un(x) = gn(x),
i.e. gn ∈ Range(−∆− V˜ + b), and ‖gn − f‖L2(RN ) < 2ε for large n. The proof of step 2 is thereby
complete.
Step 3: if λi > (N−2)2/4−1 for some i ∈ {1, . . . , k}, then −∆−V is not essentially self-adjoint.
Let V = V˜ + W˜ , with V˜ as in (41) and W˜ ∈ LN/2(RN ) ∩ L∞(RN ). Let us fix i ∈ {1, . . . , k} such
that λi > (N − 2)2/4− 1 and α < 0, and consider the solution ψ ∈ C1
(
(−∞, ln δ]) of the Cauchy
problem {
ψ′′(s)− ω2λi ψ(s) = b e2s ψ(s),
ψ(ln δ) = 0, ψ′(ln δ) = α,
34 VERONICA FELLI, ELSA M. MARCHINI, AND SUSANNA TERRACINI
where ωλi :=
√(
N−2
2
)2 − λi and δ is as in (41). In view of Lemma A.2 of the appendix, we can
estimate ψ as
(54) 0 ≤ ψ(s) ≤ C e−ωλis for all s ≤ ln δ,
for some positive constant C = C(λi, δ, α, b). Let us set
v(x) :=
{
|x− ai|−N−22 ψ(ln |x− ai|), if x ∈ B(ai, δ) \ {ai},
0, if x ∈ RN \B(ai, δ).
From (54) we infer that
(55) 0 ≤ v(x) ≤ C|x − ai|−
N−2
2 −
q
(N−22 )
2
−λi in B(ai, δ).
The assumption λi > (N − 2)2/4 − 1 and estimate (55) ensure that v ∈ L2(RN ). Moreover the
restriction of v to B(ai, δ) satisfies
−∆v(x) − λi|x− ai|2 v(x) + b v(x) = 0, in B(ai, δ),
v = 0 and
∂v
∂ν
= δ−
N
2 α, on ∂B(ai, δ).
As a consequence the distribution −∆v − V˜ v + b v ∈ D′(RN \ {a1, . . . , ak}) acts as follows:
D′(RN\{a1,...,ak})
〈−∆v − V˜ v + b v , ϕ〉
C∞c (R
N\{a1,...,ak})
= δ−
N
2 α
∫
∂B(ai,δ)
ϕ(x) ds.
Hence h = −∆v− V˜ v+ b v ∈ H−1(RN ) and satisfies (42) as α < 0. From Corollary 8.3, we finally
deduce that the operator −∆− V is not essentially self-adjoint in C∞c (RN \ {a1, . . . , ak}). 
The following theorem characterizes essential self-adjointness of Schro¨dinger operators with
potentials carrying infinitely many singularities distributed on reticular structures.
Theorem 8.4. For λ < (N − 2)2/4 and {an}n ⊂ RN satisfying (19) and |an − am| ≥ 1 for all
n 6= m, let 0 < δ < 1/2 be given by Lemma 3.5 and
V (x) = λ
∞∑
n=1
χB(an,δ)(x)
|x− an|2 .
Then −∆− V is essentially self-adjoint in C∞c
(
R
N \ {an}n∈N
)
if and only if λ ≤ (N − 2)2/4− 1.
Proof. From the Kato-Rellich Theorem the operator −∆ − V is essentially self-adjoint in
C∞c
(
R
N \ {an}n∈N
)
if and only if −∆ − V + b is essentially self-adjoint for some b > 0. In
view of Lemma 3.5, for any b > 0, −∆ − V + b is positive. Hence essential self-adjointness is
equivalent to density of Range(−∆− V + b) in L2(RN ) for some b > 0.
Let us first prove that, if λ < (N − 2)2/4 − 1, then −∆ − V is essentially self-adjoint. For
f ∈ C∞c
(
R
N \ {an}n∈N
)
and b > 0, the Lax-Milgram Theorem provides a unique u ∈ H1(RN )
weakly solving
−∆u(x)− V (x)u(x) + b u(x) = f(x) in RN .
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From Lemma 3.1 and arguing as in the proof of Theorem 1.8, we deduce that
u(x) ∼ |x− an|−aλ , and ∇u(x) =
O
(|x− an|−aλ−1), if λ > 1−N,
O
(|x− an|−ε), if λ ≤ 1−N, as x→ an,(56)
where 0 < ε < N−22 . Since λ < (N − 2)2/4− 1, we have that 2aλ+4−N < 0, hence, for all j ∈ N,
we can choose Nj ∈ N such that Nj → +∞ as j → ∞, Njj2aλ+4−N → 0, and Njj2ε−N+2 → 0,
and let Rj > 0 such that Rj → +∞ as j → ∞ and B(an, 1/j) ⊂ B(0, Rj) for all n = 1, . . . , Nj.
Let ηj be a cut-off function such that ηj ∈ C∞c
(
R
N \ {an}n∈N
)
, 0 ≤ ηj ≤ 1, and
ηj(x) ≡ 0 in
Nj⋃
n=1
B
(
an,
1
2j
)
∪ (RN \B(0, 2Rj)), ηj(x) ≡ 1 in B(0, Rj) \
Nj⋃
n=1
B
(
an,
1
j
)
,
|∇ηj(x)| ≤ C j in
Nj⋃
n=1
(
B
(
an,
1
j
)
\B
(
an,
1
2j
))
, |∇ηj(x)| ≤ C
Rj
in B(0, 2Rj) \B(0, Rj),
|∆ηj(x)| ≤ C j2 in
Nj⋃
n=1
(
B
(
an,
1
j
)
\B
(
an,
1
2j
))
, |∆ηj(x)| ≤ C
R2j
in B(0, 2Rj) \B(0, Rj),
for some positive constant C independent of j and n. Let fj := ηjf − 2∇ηj · ∇u − u∆ηj and
uj := ηju, so that uj ∈ C∞c
(
R
N \ {an}n∈N
)
and −∆uj(x) − V (x)uj(x) + b uj(x) = fj(x). In
particular fj ∈ Range(−∆− V + b). Furthermore ηjf → f in L2(RN ), while (56) yields∫
RN
|∇ηj(x)|2|∇u(x)|2 dx
≤ const j2
Nj∑
n=1
∫
B(an,
1
j )\B(an,
1
2j )
|∇u(x)|2 dx+ const
R2j
∫
B(0,2Rj)\B(0,Rj)
|∇u(x)|2 dx
≤
{
const
[
Nj j
2aλ+4−N +R−2j ‖u‖H1(RN )
]
, if λ > 1−N
const
[
Nj j
2ε−N+2 +R−2j ‖u‖H1(RN )
]
, if λ ≤ 1−N
and, in a similar way,∫
RN
|∆ηj(x)|2|u(x)|2 dx ≤ const
[
Nj j
2aλ+4−N +R−4j
]
.
By the choice of Nj, we deduce that fj → f in L2(RN ). Hence Range(−∆ − V + b) is dense in
C∞c
(
R
N \ {an}n∈N
)
and consequently in L2(RN ).
To prove essential self-adjointness for λ = (N − 2)2/4− 1, we can argue as in the proof of Theorem
1.8, Step 2, i.e. by approximation of the resonant potential V with sub-resonant potentials. To
do that, we need to prove that for fixed b > 0, f ∈ C∞c
(
R
N \ {an}n∈N
)
, and ε > 0, there exists
0 < σ < 1 such that if u ∈ H1(RN ) solves
(57) −∆u(x)− Vσ(x)u(x) + b u(x) = f(x), where Vσ(x) := (λ− σ)
∞∑
n=1
χB(an,δ)(x)
|x− an|2 ,
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then
(58) ‖(Vσ − V )u‖L2(RN ) < ε.
Indeed, by Remark 3.2, there exists a positive constant C independent on σ ∈ (0, 1) and n ∈ N,
such that all solutions of (57) can be estimated as
|u(x)| ≤ C |x− an|−a(λ−σ)‖u‖H1(B(an,δ′)) in B(an, δ),
for some δ < δ′ < 1/2 and for all n ∈ N. Consequently∥∥∥∥σ χB(an,δ)(x)u|x− an|2
∥∥∥∥2
L2(RN )
≤ C
2
2
‖u‖2H1(B(an,δ′))
σ2√
1 + σ − 1 ,
and hence
‖(Vσ − V )u‖L2(RN ) ≤
C√
2
σ√√
1 + σ − 1
‖u‖H1(RN )
≤ const ‖f‖L2(RN )
σ√√
1 + σ − 1
→ 0 as σ → 0.
Therefore it is possible to choose σ small enough in order to ensure that all solutions of (57)
satisfy (58). In order to prove self-adjointness, it is now sufficient to repeat the argument of
Theorem 1.8, Step 2.
The proof of non essential self-adjointness in the case λ > (N − 2)2/4− 1 can be obtained just by
mimicking the arguments of the proof of Theorem 1.8 and Corollary 8.3. 
9. Spectrum of Schro¨dinger operators with potentials in V
In this section we study the spectrum of the Friedrichs extension (−∆ − V )F of Schro¨dinger
operators with potentials in V , see (7). We recall that in view of Theorem 1.8, if λi ≤ (N−2)2/4−1
for all i = 1, . . . , k, then (−∆ − V )F is the only self-adjoint extension of −∆ − V . On the other
hand, if λi > (N−2)2/4−1 for some i, then −∆−V has many self-adjoint extensions, among which
the Friedrichs extension is the only one with domain included in H1(RN ). Due to self-adjointness,
the spectrum of (−∆− V )F turns out to be a subset of R, which will be described below.
9.1. Essential spectrum. Let us start by studying the essential spectrum of the Friedrichs
extension of operators −∆ − V , V ∈ V , in L2(RN ). The Friedrichs extension (−∆ − V )F :
D
(
(−∆ − V )F ) → L2(RN ) defined in (7) is self-adjoint. As a consequence, the essential spec-
trum σess
(
(−∆ − V )F ) can be characterized by terms of the Weyl sequences as follows: λ ∈
σess
(
(−∆− V )F ) if and only if
(59)
{
there exists {fn}n ⊂ D
(
(−∆− V )F ) such that lim infn→+∞ ‖fn‖L2(RN ) > 0,
fn ⇀ 0 weakly in L
2(RN ), and ‖ −∆fn − V fn − λfn‖L2(RN ) → 0,
see [12, p. 167].
Proof of Proposition 1.9.1.
Step 1: [0,+∞) ⊆ σess(−∆− V ). Let λ ≥ 0. It is well known that σess(−∆) = [0,+∞), where
−∆ : D(−∆) = H2(RN )→ L2(RN ).
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Hence λ ∈ σess(−∆) and the characterization given in (59) yields a sequence {fn}n ⊂ H2(RN ),
such that ‖fn‖L2(RN ) = 1, fn ⇀ 0 weakly in L2(RN ) and ‖ −∆fn − λfn‖L2(RN ) → 0. By density
of C∞c (R
N ) in H2(RN ), for any n there exists gn ∈ C∞c (RN ) such that ‖gn− fn‖H2(RN ) ≤ 1/n. It
is easy to verify that gn ⇀ 0 weakly in L
2(RN ), 1/2 ≤ ‖gn‖L2(RN ) ≤ 2 for sufficiently large n, and
‖ −∆gn − λgn‖L2(RN ) → 0. Let us choose a sequence {xn}n ⊂ RN such that
(60) suppϕn ⊂ RN \B(0, n), where ϕn(x) := gn(x+ xn).
By (60), it is easy to prove that ϕn ⇀ 0 weakly in L
2(RN ) and 1/2 ≤ ‖ϕn‖L2(RN ) = ‖gn‖L2(RN ) ≤ 2.
From (60), it follows also that, if n is sufficiently large, the support of ϕn is disjoint from all balls
B(ai, ri) where singularities of V are located. Therefore
V ϕn =
λ∞χRN\B(0,R)
|x|2 ϕn +Wϕn ∈ L
2(RN )
and hence ϕn ∈ D
(
(−∆− V )F ).
Furthermore, letting hn = −∆ϕn−λϕn, we have that ‖hn‖L2(RN ) = ‖−∆gn−λgn‖L2(RN ) → 0,
hence∫
RN
|∇ϕn(x)|2 dx = λ
∫
RN
ϕ2n(x) dx +
∫
RN
hn(x)ϕn(x) dx ≤ 4
(
λ+ o(1)
)
, as n→ +∞.
Since ϕn is bounded in D1,2(RN ) and W ∈ LN/2(RN ) ∩ L∞(RN ), from Sobolev’s inequality we
obtain
(61) ‖Wϕn‖2L2(RN ) ≤ S−1‖W‖L∞(RN )
(∫
RN\B(0,n)
|W (x)|N/2 dx
)2/N ∫
RN
|∇ϕn(x)|2 dx→ 0
as n→ +∞. Moreover
(62)
∥∥∥∥λ∞χRN\B(0,R)|x|2 ϕn
∥∥∥∥2
L2(RN )
≤ λ
2
∞
n4
‖ϕn‖2L2(RN ) → 0 as n→ +∞.
From (61–62) we deduce that limn→+∞ ‖V ϕn‖L2(RN ) = 0. As a consequence
‖ −∆ϕn − V ϕn − λϕn‖L2(RN ) ≤ ‖hn‖L2(RN ) + ‖V ϕn‖L2(RN ) → 0
as n→ +∞. Thus, {ϕn}n is a Weyl’s sequence and λ ∈ σess
(
(−∆− V )F ).
Step 2: σess
(
(−∆− V )F ) ⊆ [0,+∞). Assume now that λ ∈ σess((−∆− V )F ). Then, from (59)
there exists a sequence {fn}n ⊂ D
(
(−∆ − V )F ) such that ‖fn‖L2(RN ) = 1, fn ⇀ 0 weakly in
L2(RN ), and hn := −∆fn − V fn − λfn → 0 strongly in L2(RN ). By Lemma 1.4, we can write
V (x) = V˜ (x) + W˜ (x) where µ(V˜ ) > 0 and W˜ ∈ LN/2(RN ) ∩ L∞(RN ). Hence
µ(V˜ )
∫
RN
|∇fn(x)|2 dx ≤
∫
RN
(|∇fn(x)|2 − V˜ (x)|fn(x)|2) dx
= λ
∫
RN
|fn(x)|2 dx+
∫
RN
W˜ (x)|fn(x)|2 dx+
∫
RN
hn(x)fn(x) dx
≤ λ+ ‖W˜‖L∞(RN ) + o(1) as n→ +∞.
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Being {fn}n bounded in H1(RN ), there exists f ∈ H1(RN ) such that, up to a subsequence, fn ⇀ f
weakly in H1(RN ). Weak convergence of fn to 0 in L
2(RN ) implies that f = 0, hence fn ⇀ 0
weakly in H1(RN ) and a.e. in RN . For any measurable set ω, Sobolev’s inequality implies∫
ω
W˜ (x)f2n(x) dx ≤ S−1
(∫
ω
|W˜ (x)|N/2 dx
)2/N∫
RN
|∇fn(x)|2 dx ≤ const
(∫
ω
|W˜ (x)|N/2 dx
)2/N
,
hence the integral in left hand side goes to zero both for the Lebesgue measure of ω tending to
0 and for ω being the complement of balls with radius tending to +∞. As a consequence, the
Vitali’s Convergence Theorem yields
(63) lim
n→+∞
∫
RN
W˜ (x)f2n(x) dx = 0.
From (63) and the strong convergence of hn to 0 in L
2(RN ), we obtain
−λ ≤ µ(V˜ )
∫
RN
|∇fn(x)|2 dx− λ
∫
RN
|fn(x)|2 dx
≤
∫
RN
(|∇fn(x)|2 − V˜ (x)|fn(x)|2) dx− λ∫
RN
|fn(x)|2 dx
=
∫
RN
W˜ (x)|fn(x)|2 dx +
∫
RN
hn(x)fn(x) dx = o(1) as n→ +∞.
Letting n→ +∞, we obtain λ ≥ 0. 
Remark 9.1. [ Essential spectrum in the case of infinitely many reticular singularities ]
For λ < (N − 2)2/4, let {an}n ⊂ RN be a sequence of poles located on a periodic M -dimensional
reticular structure, M < N − 2. As observed in Remark 3.7, (19) is satisfied and Lemma 3.5
yields δ > 0 such that the quadratic form associated to the infinitely singular operator −∆ − V ,
V (x) = λ
∑∞
n=1 |x− an|−2χB(an,δ)(x), is positive definite in D1,2(RN ). Since the reticulation does
not fill the whole RN , we can repeat the translation argument in Step 1 of the proof of Proposition
1.9.1 to construct Weyl’s sequences. In addition, the positivity of the quadratic form allows us to
mimic the procedure developed in Step 2, thus obtaining that the essential spectrum of the Friedrichs
extension (−∆− V )F is given by the half line [0,+∞).
9.2. Discrete spectrum. If ν1(V ) < 0, then the spectrum of (−∆ − V )F below 0, namely the
discrete spectrum
σd
(
(−∆− V )F ) := σ((−∆− V )F ) \ σess((−∆− V )F ) = σ((−∆− V )F ) ∩ (−∞, 0),
is not empty and is described as a sequence of eigenvalues
ν1(V ) < ν2(V ) < · · · < νk(V ) . . .
which admit the following variational characterization:
νk(V ) := inf
u∈Ek\{0}
∫
RN
(|∇u(x)|2 − V (x)u2(x)) dx∫
RN
|u(x)|2 dx
, k = 1, 2, . . . ,
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where
Ek =
{
w ∈ H1(RN ) :
∫
RN
w(x)vi(x) = 0 for i = 1, . . . , k − 1
}
and {vi, i = 1, . . . , k − 1}, are the first k − 1 eigenfunctions. The following corollary of Lemma
1.4 states that whenever ν1(V ) < 0, then it is attained. The corresponding eigenfunction thus
provides a bound state in L2(RN ) with negative energy.
Corollary 9.2. If V ∈ V and ν1(V ) < 0, then ν1(V ) is attained.
Proof. In view of Lemma 1.4, we can write V as V (x) = V˜ (x) + W˜ (x) where µ(V˜ ) > 0 and
W˜ ∈ LN/2(RN ) ∩ L∞(RN ). Let {un}n ⊂ H1(RN ) be a minimizing sequence such that∫
RN
|un(x)|2 dx = 1 and lim
n→+∞
∫
RN
(|∇un(x)|2 − V (x)u2n(x)) dx = ν1(V ).
Since
µ(V˜ )
∫
RN
|∇un(x)|2 dx ≤
∫
RN
(|∇un(x)|2 − V˜ (x)u2n(x)) dx
= ν1(V ) +
∫
RN
W˜ (x)|un(x)|2 dx + o(1) ≤ ν1(V ) + ‖W˜‖L∞(RN ) + o(1)
as n → +∞, we obtain that {un}n is bounded in H1(RN ), hence, up to a subsequence, un ⇀ u
weakly in H1(RN ) and a.e. in RN . Vitali’s Convergence Theorem easily yields∫
RN
W˜ (x)|un(x)|2 dx→
∫
RN
W˜ (x)|u(x)|2 dx.
Therefore, taking into account that
∫
RN
(|∇u(x)|2−V˜ (x)u2(x)) dx is an equivalent norm, we deduce
(64)
∫
RN
(|∇u(x)|2 − V˜ (x)u2(x)) dx− ∫
RN
W˜ (x)|u(x)|2 dx
≤ lim inf
n→+∞
(∫
RN
(|∇un(x)|2 − V˜ (x)u2n(x)) dx) − limn→+∞
∫
RN
W˜ (x)|un(x)|2 dx = ν1(V ) < 0.
Hence u 6≡ 0. Then from (6) and (64) it follows
(65) ν1(V )
∫
RN
|u(x)|2 dx ≤
∫
RN
(|∇u(x)|2 − V (x)u2(x)) dx ≤ ν1(V ).
Hence
∫
RN
|u(x)|2 dx ≥ 1. On the other hand, by weakly lower semi-continuity of the L2–norm,
we have that
∫
RN
|u(x)|2 dx ≤ lim infn→+∞
∫
RN
|un(x)|2 dx = 1. Therefore
∫
RN
|u(x)|2 dx = 1 and,
from (65), ∫
RN
(|∇u(x)|2 − V (x)u2(x)) dx = ν1(V ),
i.e. u attains the infimum in (6). 
Fix an integer k ≥ 1. Arguing as above, Lemma 1.4 allows us to prove that whenever νk(V ) < 0,
then it is attained, thus providing a bound state in L2(RN ) with negative energy.
Corollary 9.3. If V ∈ V and νk(V ) < 0, then νk(V ) is attained.
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Proof of Proposition 1.9.2. Since operators−∆−V , V ∈ V , are LN/2-perturbations of positive
operators (see Lemma 1.4), from the Cwikel-Lieb-Rosenblum inequality ([9, 31, 40]) it follows that
the number of negative eigenvalues is finite. Hence the conclusion follows from Corollaries 9.2
and 9.3. 
9.3. Eigenvalues at the bottom of the essential spectrum. We nowmean to study the nature
of the bottom of essential spectrum of operators Lλ1,...,λk,a1,...,ak defined in (1). More precisely,
when the values of λi’s admit both configurations of poles corresponding to negative quadratic
forms and configurations corresponding to positive quadratic forms, we will provide a necessary
and sufficient condition on the masses of singularities for the existence of a configuration of ai’s
admitting a bound state with null energy.
Let (λ1, . . . , λk) ∈ Rk fixed. We denote as Σ the set of colliding configurations, namely
Σ := {(a1, . . . , ak) ∈ RNk : ai = aj for some i 6= j}.
For any a = (a1, . . . , ak) ∈ RNk \ Σ, we introduce the following notation
µa := inf
u∈D1,2(RN )\{0}
Qλ1,...,λk,a1,...,ak(u)
‖u‖2D1,2(RN )
.
The following result is a direct corollary of Lemma 7.1.
Corollary 9.4. For (λ1, . . . , λk) ∈ (−∞, (N−2)2/4)k, let an ∈ RNk be a sequence of configurations
converging to a ∈ RNk \ Σ. Then lim
n→∞
µan = µa.
Let us denote
A+:= {a ∈ RNk \Σ : µa > 0}, A−:= {a ∈ RNk \Σ : µa < 0}, and A0:= {a ∈ RNk \Σ : µa = 0}.
From Corollary 9.4, it follows that A+ and A− are open sets. Hence, whenever both A+ and A−
are nonempty, the set A0 is nonempty and disconnects RNk \ Σ.
Proof of Theorem 1.10. Let us assume that the λi’s satisfy (3) and (8). From Theorem 1.1
and (3), there exists a configuration of poles a+ = (a+1 , . . . , a
+
k ) such that µa+ > 0. On the other
hand, in [19, Proposition 1.2] it is proved that, if
∑k
i=1 λ
+
i >
(N−2)2
4 , then it is possible to find
a configuration of poles a− = (a−1 , . . . , a
−
k ) such that µa− < 0. It is worth noticing that, from
the proofs of Theorem 1.1 and [19, Proposition 1.2], there easily results that a+ and a− can be
chosen to be collisionless, i.e. a+,a− ∈ RNk \Σ. From Corollary 9.4, a 7→ µa > 0 is continuous on
R
Nk\Σ, which is a connected open subset of RNk. Therefore there exist a = (a1, . . . , ak) ∈ RNk\Σ
such that µa = 0. From Proposition 1.7, it follows that µa = 0 is attained by some u ∈ D1,2(RN )
weakly solving in D1,2(RN ) \ {0}
(66) −∆u(x)−
k∑
i=1
λi
|x− ai|2 u(x) = 0.
By evenness we can assume u ≥ 0, while the Strong Maximum Principle and standard regularity
theory ensure that u is smooth and strictly positive in RN \{a1, . . . , ak}. Lemma 3.3 yields a precise
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estimate of the decay of u at infinity, i.e. u(x) ∼ |x|−(N−2−aλ∞ ) as |x| → ∞, where λ∞ =
∑k
i=1 λi.
As a consequence
u ∈ L2(RN ) if and only if
k∑
i=1
λi <
(N − 2)2
4
− 1.
Hence, under assumption (8), any function u attaining µa provides an eigenfunction of the Schro¨-
dinger operator Lλ1,...,λk,a1,...,ak associated to the null eigenvalue.
Let us now prove the necessity of condition (8). If
∑k
i=1 λi ≥ (N−2)
2
4 − 1, Lemma 3.3 implies
that, for any a ∈ RNk, (66) cannot have any nontrivial nonnegative solution in H1(RN ). On the
other hand, if
∑k
i=1 λ
+
i ≤ (N−2)
2
4 , we distinguish two cases:
Case 1:
∑k
i=1 λ
+
i <
(N−2)2
4 . In this case, [19, Proposition 1.2] ensures that µa > 0 for any
a ∈ RNk \ Σ and hence the only D1,2(RN )-solution to (66) is the null one.
Case 2:
∑k
i=1 λ
+
i =
(N−2)2
4 . In this case, assumption (3) implies that there exists at least one
index i such that λi < 0. Arguing by contradiction, assume that (66) admits a nontrivial
D1,2(RN )-solution u to (66) for some (a1, . . . , ak) ∈ RNk \ Σ. We have that
0 =
(
1− 4
(N − 2)2
( k∑
i=1
λ+i
))∫
RN
|∇u(x)|2 dx
≤
∫
RN
|∇u(x)|2 dx−
k∑
i=1
λ+i
∫
RN
u2(x)
|x− ai|2 dx = −
k∑
i=1
λ−i
∫
RN
u2(x)
|x− ai|2 dx < 0,
which is a contradiction.
In both cases, we have proved that, for any (a1, . . . , ak) ∈ RNk \ Σ, (66) admits no nontrivial
D1,2(RN )-solutions. In particular, for any configuration of singularities, 0 is not an eigenvalue of
the Friedrichs extension of Lλ1,...,λk,a1,...,ak . 
Appendix
We collect in this appendix some technical results used in the paper. In the following lemma
(which was needed in the proof of Theorem 1.8), we extend to L2 (not necessarily bounded)
functions a well-known property of differentiability of Newtonian potentials, see [23, Lemma 4.1,
p. 54].
Lemma A.1. Let Ω ⊂ RN be a bounded smooth domain, p ∈ Ω, g ∈ L2(Ω), g smooth in Ω \ {p},
and let u be the Newtonian potential of g, i.e.
u(x) =
1
N(2−N)ωN
∫
Ω
g(y)
|x− y|N−2 dy, x ∈ R
N \ {p}.
Then u ∈ W 1,q(RN ) for all q ∈ ( NN−2 , 2NN−2] and the weak derivatives of u are given by
∂u
∂xi
(x) =
1
NωN
∫
Ω
g(y)(xi − yi)
|x− y|N dy, x ∈ R
N \ {p}.
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Proof. Let g˜ ∈ L2(RN ) be such that g˜(y) = 0 in RN \ Ω and g˜∣∣
Ω
= g. Note that u = I2(g˜),
where I2(g˜) is the Riesz potential defined by(
I2(g˜)
)
(x) :=
1
N(2−N)ωN
∫
RN
g˜(y)
|x− y|N−2 dy.
For any 1 < p < min{2, N/2}, from [45, Theorem 1, p. 119] it is known that I2 is a linear bounded
operator from Lp(RN ) into L(pN)/(N−2p)(RN ). It follows that u ∈ Lq(RN ) for all q ∈ ( NN−2 ,∞) if
2 < N ≤ 4, q ∈ ( NN−2 , 2NN−4) if N > 4.
Let gn ∈ C∞c (RN ) such that supp gn ⊂ Ω and gn → g˜ in Lp(RN ) for all p ∈ [1, 2] and set
un = I2(gn). Since for all 1 < p < min{2, N/2}, gn → g˜ in Lp(RN ), we have that un → u in
L(pN)/(N−2p)(RN ), i.e. un → u in Lq(RN ) for all q ∈
(
N
N−2 ,∞
)
if 2 < N ≤ 4, q ∈ ( NN−2 , 2NN−4) if
N > 4. By [23, Lemma 4.1, p. 54], un ∈ C1(RN ) and
∂un
∂xi
(x) = Ii1(gn) :=
1
NωN
∫
RN
gn(y)(xi − yi)
|x− y|N dy, x ∈ R
N , i = 1, . . . , N.
From [45, Theorem 1, p. 119], Ii1 are linear bounded operators from L
p(RN ) into L(pN)/(N−p)(RN )
for all p ∈ (1, 2]. Hence, for i = 1, . . . , N , ∂un∂xi → Ii1(g˜) in L(pN)/(N−p)(RN ) for all p ∈ (1, 2], i.e.
∂un
∂xi
→ 1
NωN
∫
RN
g˜(y)(xi − yi)
|x− y|N dy, in L
q(RN ) for all
N
N − 1 < q ≤
2N
N − 2 .
Therefore for all q ∈ ( NN−2 , 2NN−2], u ∈W 1,q(RN ) and
∇u(x) = 1
NωN
∫
Ω
g(y)(x− y)
|x− y|N dy, x ∈ R
N \ {p}.
The proof is thereby complete. 
The following lemma was used in the proof of Theorem 1.8.
Lemma A.2. For s¯ ∈ R, ω > 0, b > 0, and α < 0, let ψ ∈ C1((−∞, s¯]) be the solution of the
following Cauchy problem {
ψ′′(s)− ω2 ψ(s) = b e2s ψ(s),
ψ(s¯) = 0, ψ′(s¯) = α.
Then
0 ≤ ψ(s) ≤ − α
2ω
eωs¯ exp
(
b
4ω
e2s¯
)
e−ωs for all s ≤ s¯.
Proof. The initial conditions imply that ψ is positive in a left neighborhood of s¯, whereas the
equation forces the solution to be convex wherever it is positive. As a consequence ψ must be
strictly positive in (−∞, s¯). We have that, for s ≤ s¯,
ψ(s) = e−ωs
[
− α
2ω
eωs¯ − b
2ω
∫ s
s¯
eωtψ(t)e2t dt
]
+ eωs
[
α
2ω
e−ωs¯ +
b
2ω
∫ s
s¯
e−ωtψ(t)e2t dt
]
.
For any τ ≥ 0, set f(τ) := eω(s¯−τ)ψ(s¯− τ), hence
f(τ) = − α
2ω
eωs¯(1− e−2ωτ ) + b
2ω
∫ τ
0
(
1− e2ω(t−τ))f(t) e2(s¯−t) dt.
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Since the function f ∈ C1([0,+∞)) can be estimated as
f(τ) ≤ − α
2ω
eωs¯ +
b
2ω
e2s¯
∫ τ
0
f(t) e−2t dt,
the Gronwall’s Lemma yields
f(τ) ≤ − α
2ω
eωs¯ exp
(
b
2ω
e2s¯
∫ τ
0
e−2t dt
)
≤ − α
2ω
eωs¯ exp
(
b
4ω
e2s¯
)
for all τ ≥ 0, thus proving the required estimate. 
We now give a result of continuity of Hardy integrals with respect to poles which was used in
the proof of Lemma 7.1.
Lemma A.3. For any a ∈ RN , r > 0, and u ∈ D1,2(RN ), there holds
lim
y→a
∫
B(y,r)
u2(x)
|x− y|2 dx =
∫
B(a,r)
u2(x)
|x− a|2 dx.
Proof. For any u ∈ D1,2(RN ), u ≥ 0 a.e., we consider the Schwarz symmetrization of u defined as
(1) u∗(x) := inf
{
t > 0 :
∣∣{y ∈ RN : u(y) > t}∣∣ ≤ ωN |x|N}
where | · | denotes the Lebesgue measure of RN and ωN is the volume of the standard unit N -ball.
For any Ω ⊂ RN and for any u ∈ D1,2(RN ), let Ω∗ = B(0, (|Ω|/ωN)1/N ) and |u|∗ denote the
Schwarz symmetrization of |u|, see (1). From [49, Theorem 21.8] and since (1/|x − y|)∗ = 1/|x|,
for any y ∈ RN , it follows that
(2)
∫
Ω∩B(y,r)
u2
|x− y|2 dx ≤
∫
Ω∗∩B(0,r)
(|u|∗)2
|x|2 dx.
Let u ∈ D1,2(RN ). It is easy to see that
u2χB(y,r)
|x− y|2 converges to
u2χB(a,r)
|x− a|2 a.e. in R
N as y → a.
Moreover, from (2), it follows that the family of functions
{
u2χB(y,r)
|x−y|2 : y ∈ RN
}
is equi-integrable.
Hence Vitali’s convergence Theorem allows to conclude. 
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