1. Let S be a set consisting of K elements, and call any subset of 5 containing precisely m elements an m-set [2] . We wish to study incidence matrices obtained in the following manner: Let K^m^n 3:0, we label the rows of the matrix by all the w-sets of 5 and the columns by all the w-sets of 5; take the (i, j) element as 1 if the m-set corresponding to the ith row contains the w-set corresponding to the jth column, and zero otherwise.
This note studies the question of which collections of w-sets give rise to a linearly dependent set of row vectors, and likewise what combinations of w-sets give rise to a linearly dependent set of column vectors. To do this, we characterize the row null spaces and the column null spaces of the above matrices in an inductive manner. Then using this characterization, we prove that the above matrices must have maximal rank. A corollary then gives a necessary condition for the existence of a tactical configuration [l] .
2. Now for anv K^m^n^O, we shall define a canonical matrix AK We first define a lexicographical ordering of the w-sets of {1, • • • , K}, the set of integers from one to K, in the following way. We now define ^4^n to be the incidence matrix whose rows correspond to the w-sets of {1, • • • , K} in their canonical order, and whose columns correspond to the «-sets in their canonical order. For example, the first row of A"" corresponds to (1, 2, • • • , w) and the first column to (1, 2, • ■ • , n).
3. We gather some simple facts about A"n here. Ca,t, will represent the usual binomial coefficient. In order to simplify the hypothesis for the following recurrence formula, we shall extend the definition of A^n for all integers K, m, n. Conventions.
(a) Let 0 stand for the empty matrix and let 0^" stand for the CK.mXCK.n matrix of all zeros. Sometimes 0mn may be abbreviated by 0.
(h) An,n = 0 if K<m or n; or if K, m or n is less than zero.
(c) Ain = 0%," if m<n.
It is now easy to see that the following formula is true.
Lemma 3.
The Am<n matrices satisfy a multiplication formula which[gives a simple proof of our main result. Proof. For K = 0 or K = l (see Lemma (2a)) the lemma is true. Xow the proof proceeds easily by induction. We multiply A^iP by Ap ," using the partition formula of Lemma 3. The resulting matrix is partitioned into four parts. Three parts clearly agree with the stated formula. For the upper right hand submatrix we have
which is the desired submatrix.
4. Before we state our theorems, it is convenient to establish some notation. From now on, K^m^n^O.
By RN*", we denote the row null space of Amn. Since T is nonsingular, right multiplication by T carries the row null space of TAm,n isomorphically to RN^n, the row null space of Am,n-Thus all we need do is study the row null space of TA%_n.
Consider the row vector v = (x, y) where x and y are vectors of appropriate length such that
Then vTA^n = 0 if and only if
The first equation is equivalent to yAm,"_i = 0 since equation (2) and Lemma 4 imply that
Thus the row null space of TA%" is identical with RN*li,B © RN^,1.;.
This proves the theorem.
Similarly, if we define
Theorem 2. L, operating on the left, induces a linear isomorphism from CN*"1., eCNjl!,, to CN*,. Proof. The theorem is true for A^ = l (see Lemma 2). Assume the theorem is true for K-l. From the above theorems we see that (1) dim (RN^n) = dim (RN"_~i,") + dim (RNf"1.,) On the other hand, letting Z, = Cp_;,s_j, (2) Z ^ = L(l, ■■-,!).
• 11 r;
Hence we obtain 
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