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Resumen
Debido a diferentes circunstancias, perder la función motora de alguna extremidad es un
factor que afecta la calidad de vida tanto del hombre como de la mujer, en términos de salud física y emocional. Con el objetivo de ayudar a estas personas existen numerosas técnicas que consisten en el desarrollo de interfaces para la manipulación de diferentes dispositivos por medio del estudio de señales cerebrales. La implementación de estás interfaces
trae consigo el requisito de establecer una comunicación entre el cerebro humano y una
máquina o computadora, que es lo que se conoce como una interfaz cerebro-computadora
o por sus siglas en inglés BCI (Brain Computer Interface).
En este trabajo se tiene el desarrollo de una sistema BCI para la operación remota de un
manipulador Mitsubishi RV-M1, adquiriendo las señales cerebrales eléctricas, mediante un
electroencefalograma no invasivo bajo estimulo visual de patrones frecuenciales (SSVEP),
para luego filtrar estas señales y realizar un estudio comparativo entre la transformada discreta de Fourier (DFT) y la transformada discreta de Wavelet (DWT), cómo técnicas para
la extracción de características, las cuales están relacionadas con el estímulo visual (SSVEP) y son las entradas a dos esquemas de clasificación basados en aprendizaje no supervisado estudiados, comparados y desarrollados como lo son los K vecinos más cercanos o
más conocido por sus siglas en inglés KNN (K Nearest Neighbors) y los Árboles de Decisión, los cuales agrupan en clusters de características similares de entrada en posiciones o
comandos del manipulador, teniendo en cuenta su volumen de trabajo.
El desarrollo de este trabajo es implementado únicamente con herramientas Open-Source
o de código abierto cómo lo es el lenguaje de programación Python, el cual es ampliamente
utilizado para desarrollar aplicaciones de Análisis de Señales y Machine Learning.
Esta metodología trae consigo beneficios de interpretar señales eléctricas del cerebro y
convertir estas señales en indicadores de control o comandos para realizar diferentes rutinas o movimientos en manipuladores. Es de suma importancia que el procesamiento de
las señales sea lo más eficiente en términos de tiempo y precisión. Por último, se debe
garantizar que la adquisición, procesamiento y clasificación de señales eléctricas lleven a
resultados coherentes, mostrando en tiempo real movimientos del manipulador con respecto a la orden dada por el operario (según el estímulo visual) y reconociendo factores
que intervengan como errores en la adquisición de señales, errores del operador o en el
sistema en general.

I

Prefacio
Los sistemas de interfaz cerebro-computadora (BCI) siempre han sido de gran utilidad para pacientes con discapacidades motoras que tienen la capacidad de proporcionar control
sobre cualquier dispositivo deseado. El mundo actual exige la necesidad de un sistema de
asistencia sólido para ayudar a las personas con discapacidad física a realizar cualquier
tarea prevista sin ayuda humana[1]; La implementación de interfaces cerebro-computador
junto con la inclusión de dispositivos externos capaces de realizar movimientos definidos,
trae consigo una gran cantidad de beneficios a la calidad de vida de las personas afectadas.
Sin embargo, su implementación representa un gran reto para desarrolladores e investigadores, pues se trata de comprender y entender las señales del órgano tal vez más complejo del cuerpo humano, encargado de las diferentes tareas tanto motoras como vitales,
lo cual no es una tarea sencilla. Por lo tanto, se requiere que los sistemas de adquisición
y procesamiento de estas señales estén adecuadamente diseñados y se hace necesaria la
implementación tanto de herramientas matemáticas capaces de extraer características importantes de las señales como de clasificadores necesarios para evaluar las características
obtenidas por un electroencefalograma (EEG) online en un modelo ya entrenado.
El desarrollo de este proyecto nace a partir del semillero de investigación llamado Ingeniería Humanitaria, el cual consta de generar soluciones o dar respuesta a problemáticas
existentes por medio de la investigación, teniendo una serie de proyectos con el fin de
incrementar el impacto social, dentro de los cuales se tiene el estudio comparativo de diferentes herramientas matemáticas para obtener características de las señales cerebrales
para dar respuesta a diferentes patologías que se puedan presentar en el sistema nervioso.
Para llevar a cabo este estudio y el desarrollo de este proyecto se cuenta con el sistema de
adquisición de señales llamado OpenBCI el cual es una interfaz de código abierto la cual
provee las herramientas necesarias para realizar un electroencefalograma no invasivo de
bajo costo.
Finalmente, el proyecto se centrará en estudiar las diferentes metodologías de extracción
de características y clasificación para operar un manipulador mediante una BCI, para posteriormente elegir una (1) de estas metodologías y clasificadores, con el fin de aplicarlas,
creando un entorno de manipulación de una cantidad fija de coordenadas en el manipulador llegando así a poder establecer las diferencias entre las metodologías y clasificadores,
y por último determinar cuál de ellas es la óptima para implementar.
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Introducción
Según la Organización Mundial de la Salud, se estima que más de mil millones de personas (15 % de la población mundial, según la estimación de 2010) viven con algún tipo de
discapacidad. En este grupo, alrededor de 110 millones de personas (2.2 %) tienen dificultades significativas en el funcionamiento o alguna discapacidad severa, como tetraplejía,
depresión severa o ceguera [2]. Por su parte en Colombia debido a la problemática existente dado el contexto de defensa y militar, el país ha sido víctima de un periodo de 50 años de
conflictos armados, lo que ha causado que tanto civiles como militantes de este conflicto
hayan perdido alguna extremidad de su cuerpo. Aparte de los diferentes conflictos armados, las enfermedades que afectan tanto al aparato locomotor, como al sistema nervioso
central y periférico pueden llegar a afectar la movilidad de alguna de las extremidades del
cuerpo humano. Debido a esto la calidad de vida tanto del hombre como la mujer, en términos de salud física, mental y emocional pueden llegar a verse afectados por la ausencia
de alguna de las extremidades. Estas personas afectadas por discapacidades motoras, en la
mayoría de los casos, pierden la capacidad de mover parcial o totalmente una o varias extremidades. Los pacientes con lesión de la médula espinal pierden la capacidad de mover
sus extremidades inferiores (una afección llamada paraplejía) y, en algunos casos más graves, incluso las superiores (cuadriplejía). Este tipo de afecciones se pueden causar debido
a la interrupción del control del sistema nervioso central y periférico, lo que provoca que
se pierda el impulso eléctrico producido desde el cerebro hacía los diferentes músculos.
Esta pérdida de movimiento conduce, con el tiempo, a situaciones más complejas, como
enfermedades cardiovasculares, desmineralización ósea, obesidad, entre otras [3]. Por esta
razón nace la necesidad de estudiar la posibilidad de desarrollar interfaces para el análisis
de señales cerebrales con el fin de operar remotamente prótesis o manipuladores.
El desarrollo de un sistema con la capacidad de extraer, analizar y clasificar señales provenientes del cerebro se denomina Interfaz Cerebro-Computador, más conocido por sus
siglas en ingles BCI (Brain Computer-Interface). Este concepto es relativamente nuevo
en el campo de la medicina y de la ingeniería, aunque el concepto no fue introducido en
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la comunidad científica si no hasta 1973 por el científico Jacques J. Vidal en su artículo
llamado "Toward Direct Brain-Computer Communication", ya se habían hecho gran cantidad de estudios y avances en el campo del estudio de la electroencefalografía, que se
puede decir que es uno de los pilares fundamentales de los sistemas BCI.
Una interfaz cerebro-computador es un sistema integrado que permite a un usuario u operador interactuar con un determinado entorno controlando dispositivos sin el uso de músculos o nervios periféricos. La operación o control de estos dispositivos se realiza mediante
la detección y el análisis de las señales de su cerebro, es decir, el establecimiento de una
conexión directa entre el cerebro humano y una computadora u otro dispositivo externo,
proporcionando, entonces, un canal de comunicación alternativo. Mediante el uso de un
BCI, las personas con discapacidades motoras graves pueden interactuar con dispositivos
externos como sillas de ruedas, prótesis, monitores, sintetizadores de voz, robots, manipuladores entre otros [4]. El desarrollo y la investigación en este tipo de sistemas ha llevado
a avances tanto en el campo de la medicina como en el campo de las ciencias de la computación abarcando áreas del conocimiento como la inteligencia artificial. En el campo de
la medicina se han llegado a desarrollar dispositivos capaces de realizar electroencefalogramas de manera no invasiva y a bajo costo. Por otro lado, en el área de la inteligencia
artificial o más específicamente en campos como el aprendizaje automático, ciencia cognitiva, representación del conocimiento y la robótica, se han obtenido avances significativos
al lograr juntar gran variedad de técnicas de estas diferentes ramas junto con los conocimientos que la medicina ha obtenido del que puede ser el órgano más complejo del cuerpo
humano.
Existen diferentes técnicas desarrolladas por la medicina para obtener registro de la actividad cerebral. Como se mencionó anteriormente el electroencefalograma puede llegar a
ser un pilar fundamental dentro de los sistemas BCI, el cual consiste en medir la actividad
cerebral basándose en el campo eléctrico que se pueda generar en el proceso de interacción entre neuronas llamado sinapsis. pero no es la única técnica que se pueda llegar a
implementar dentro de una interfaz cerebro-computador, pues existen otras técnicas como
la magnetoencefalografía la cual registra las variaciones en el campo magnético generado.
La técnica más utilizada para el desarrollo de estas interfaces es la electroencefalografía
(EEG), debido a su facilidad de adquisición y bajo costo en comparación con las otras
técnicas de medición de señales cerebrales [5]. Sin embargo, la resolución y confiabilidad
de la información detectable a través del EEG es limitada debido a una gran cantidad de
factores, lo que lleva a la necesidad de equipos caros para la adquisición y métodos elaborados de procesamiento de señales para superar el ruido y detectar correctamente el patrón
cerebral.
Hoy en día uno de las aplicaciones más importantes e interesantes con un gran impacto
en la sociedad en general es la implementación de interfaces BCI para la rehabilitación
de pacientes con alguna discapacidad provenientes de accidentes o patologías las cuales no hallan comprometido las células cerebrales o las funciones cognitivas. Es evidente
que el desarrollo a nivel tanto de software como de hardware de las interfaces cerebrocomputador es altamente multidisciplinario e implica integrar diferentes áreas del conocimiento y aplicar conceptos de ingeniería y ciencias de la computación, así como física,
neurociencia, biología, teoría de la información, entre otras materias.
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1.1 Descripción del Problema

1.1.

Descripción del Problema

En Colombia, según datos del ministerio de defensa y el Hospital Militar Central al mes
son realizados 60 procedimientos de prótesis, dado el contexto de defensa y militar, el
país ha sido víctima de un periodo de 50 años de conflictos armados, lo que ha causado
que tanto civiles como militantes de este conflicto hayan perdido alguna extremidad de
su cuerpo. La calidad de vida del hombre y mujer, en términos de salud física, mental y
emocional puede llegar a verse afectada por la ausencia de alguna de las extremidades.
Debido a esta problemática nace la necesidad de la investigación de mecanismos en lo
posible no invasivos para que la persona pueda de alguna manera controlar una prótesis o
manipulador.
La generación de acciones motrices nace desde las órdenes del cerebro y por ende todo el
sistema nervioso, con el fin de operar prótesis o manipuladores debido a la perdida de alguna extremidad se hace necesario el estudio de las características de las señales cerebrales y
en consecuencia de las metodologías en cuanto a procesamiento y clasificación de señales,
para desarrollar a futuro mecanismos y herramientas para que la persona que perdió alguna
de sus extremidades pueda realizar movimientos con un manipulador o prótesis.

1.2.

Sinopsis del Documento

En el presente documento se tiene el desarrollo de una interfaz para la operación de un manipulador Mitsubishi RV-M1 por medio de señales obtenidas de un EEG. Para una mejor
comprensión general, este trabajo es dividido en nueve capítulos. En el capítulo dos se tiene una introducción a lo que se refiere el concepto general de interfaz cerebro-computador,
los conceptos o fundamentos de neurofisiología para entender la actividad en el sistema
nervioso y por ende la actividad neuronal se presenta en el capítulo 3. En el capítulo 4
se presentan las diferentes técnicas más usadas para el desarrollo inicial de un sistema
BCI. En el capitulo 5 se tiene todo el contenido correspondiente al análisis y procesamiento de las señales, incluyendo temas como el filtrado, extracción de las características y
los modelos de machine learning implementados para la clasificación. En el capítulo 6 se
explican los procedimientos experimentales que fueron realizados para finalmente en los
capítulos 7 y 8 realizar la comparación de las metodologías y las conclusiones del trabajo
respectivamente.
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2

Interfaz Cerebro-Computadora
(BCI)
2.1.

BCI concepto general

Como ya se mencionó anteriormente una interfaz cerebro-computador es un sistema integrado que permite a un usuario u operador interactuar con un determinado entorno controlando dispositivos sin el uso de músculos o nervios periféricos. La operación o control
de estos dispositivos se realiza mediante la detección y el análisis de las señales de su cerebro, es decir, el establecimiento de una conexión directa entre el cerebro humano y una
computadora u otro dispositivo externo, proporcionando, entonces, un canal de comunicación alternativo. En palabras sencillas estas interfaces, están desarrolladas para reconocer
patrones o características en los datos extraídos de las señales por medio de un electroencefalograma para asociar estos patrones o características específicas en comandos o acciones
para operar un dispositivo externo.
Como se puede observar en la imagen 2.1 el esquema general de una interfaz cerebrocomputador se puede dividir en tres secciones principales como lo son, la adquisición de
las señales, el procesamiento de estas señales (extracción de características y procesamiento) y finalmente la ejecución de comandos para la aplicación final.
En su primera sección que comprende la adquisición de las señales, se tiene que considerar el hardware o sistema a implementar, pues actualmente se puede contar con sistemas
de bajo coste y de fácil adquisición y comprensión sin tener conocimientos avanzados de
medicina. Para satisfacer esta necesidad, se ha considerado que la electroencefalografía
resulta ser la técnica de menores costos y de mayor simplicidad para implementar, encontrando en el mercado diferentes tipos de soluciones disponibles, con diferentes ventajas y
desventajas.
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En segunda instancia se tiene el procesamiento de señales, que consta de diferentes técnicas y herramientas matemáticas para lograr hacer un exitoso análisis y procesamiento
de las señales, utilizando filtros para eliminar componentes frecuenciales no deseados y
aplicando transformadas para obtener características que puedan ser útiles en el proceso
de clasificación.
Finalmente, para la etapa final se tiene la implementación de lograr interpretar la salida
del proceso de clasificación para generar comandos dependiendo de cuál sea la aplicación
final, la cual puede ser, comandos para un robot o un dispositivo externo, secuencias de
voz o texto o simplemente visualizar el resultado de la clasificación en pantalla.
Las BCI involucran numerosas ideas de diferentes campos, combinadas de manera inteligente para dar como resultado un proceso exitoso de extracción de los patrones de ondas
cerebrales debido a choques externos y su uso de manera satisfactoria. Los campos incluyen neurocirugía, ingeniería eléctrica, informática e ingeniería biomédica, todo bajo un
mismo ámbito.
Figura 2.1 Esquema general de una interfaz cerebro-computador BCI propuesto por Jacques J. Vidal.

2.2.

Historia de interfaces BCI

El campo de la investigación de las señales cerebrales nace junto con el descubrimiento de
Richard Canton de la existencia de señales eléctricas en la superficie del cerebro animal
en 1875, fundando así las bases que darían así el inicio de técnicas médicas para estudiar
este complejo órgano. El electroencefalograma o EEG tiene una contribución importante
en el desarrollo de sistemas BCI. El crédito del descubrimiento de las señales de EEG debe
otorgarse a Hans Berger, quien con las bases fundamentadas que dejo Richard Canton fue
la persona responsable de las patologías cerebrales a través del mapeo cerebral humano en
1929.
El primer diseño documentado de una interfaz cerebro-computador fue realizado por el Dr
6

2.3 Aplicaciones
Walter Grey, un neurofisiólogo que en el año 1964 utilizó electrodos para medir la actividad cerebral de un paciente, registrando el área motora del cerebro. Una vez que se tenía la
adquisición de las señales, la metodología implementada era que el paciente presionaba un
botón para avanzar en diferentes diapositivas y se registró la actividad cerebral correspondiente con un electroencefalograma. Posteriormente la salida de la interfaz era procesada
y conectada a un proyector de diapositivas que se configuró para avanzar las diapositivas
cuando se detectó una actividad cerebral similar a las diapositivas que el sujeto iba cambiando. Uno de los descubrimientos más importantes e impactantes del Dr Grey es que
aparte de diseñar la primera interfaz cerebro-computador, logro registrar la latencia existente entre la intención de cambiar una diapositiva y cuando realmente el sujeto presionaba
el botón para cambiarla.
Aunque ya se venían presentando gran variedad de estudios, diseños e implementaciones
de este tipo de interfaces para dar solución o ser implementadas de diferentes maneras el
concepto no fue introducido en la comunidad científica si no hasta 1973 por el científico Jacques J. Vidal en su artículo llamado "Toward Direct Brain-Computer Communication".
BrainGate, desarrollado por Cyberkinetics, fue el primer BCI desarrollado comercialmente
en 2001 por John Donoghue y otros investigadores de la Universidad de Brown. Mathew
Nagle fue el primer humano en ser implantado con el mismo BCI, BrainGate en Rhode
Island en junio de 2004. En diciembre de 2004, Jonathan Wolpaw junto con su grupo
publicó un estudio que describía la capacidad de manipular una computadora a través
de señales EEG captadas por una gorra que contienen electrodos BCI es un campo de
investigación en crecimiento. Todavía tiene muchas áreas inexploradas.

2.3.

Aplicaciones

Como ya se ha venido mencionando anteriormente, son varias las aplicaciones que se
pueden llegar a desarrollar implementando una interfaz cerebro-computador, esto debido
a la gran variedad de campos en los que se pueden implementar este tipo de interfaces,
basándose en la idea de lograr establecer una conexión entre el cerebro humano y una
computadora se puede llegar a pensar como una extensión del cuerpo humano pero con
una capacidad de computo o procesamiento muy por encima de las capacidades humanas,
logrando aprovechar todo el potencial que la revolución del semiconductor trajo consigo
para poner a disposición del hombre todas estas capacidades, minimizando tiempos y esfuerzos en la ejecución de una aplicación, puesto que la idea general de estas interfaces
es ejecutar acciones solo con la función cognitiva, evitando movimientos o interacciones
motoras entre el usuario y la interfaz.
Una vez entendida la idea de que el computador puede ser un intérprete entre el cerebro
y una aplicación en específico, se abre una puerta a un conjunto de posibilidades de desarrollar aplicaciones que permitan dar soluciones a problemas de comunicación o habla,
movilidad de extremidades o partes del cuerpo, manipulación de dispositivos externos,
teleoperación y control de entornos establecidos.
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2.3.1.

Comunicación

La restauración de la habilidad para comunicarse para personas que tienen discapacidad
de habla es una de las prioridades dentro de las soluciones a implementar, especialmente
cuando la persona está totalmente paralizada o es incapaz de hablar.
Stephen William Hawking fue un físico teórico, astrofísico, cosmólogo y divulgador científico británico, el cual padecía de esclerosis lateral amiotrófica o más conocida por sus
siglas en inglés (ALS), una condición en la que las neuronas involucradas en el control
del movimiento están dañadas o muertas. Como es el caso de Hawking, la enfermedad
deja a muchas de sus víctimas severamente discapacitadas. Ya teniendo dificultades para
comunicarse, una traqueotomía en 1985 eliminó por completo la capacidad de Hawking
para hablar.
El caso de Stephen Hawking es uno de muchos, en donde la implementación de una interfaz cerebro-computadora puede dar solución de manera satisfactoria al problema de poder
comunicarse, puesto que existen sistemas capaces de extraer la información necesaria de
la actividad cerebral de pacientes que están expuestos a estímulos visuales alfanuméricos
y con técnicas como las redes neuronales convolucionales o (CNN), se puede identificar
el carácter que el individuo pueda estar observando.
Un sistema BCI desarrollada por Keirn y Aunon [6], tiene como objetivo implementar un
sistema para pacientes con discapacidades físicas severas para deletrear palabras de código
específicas. El sistema podría detectar la diferencia en los niveles de potencia espectral
(dominio de la frecuencia) al colocar electrodos en toda la superficie del cuero cabelludo,
realizando un electroencefalograma.
Figura 2.2 Sistema BCI implementada para una aplicación de comunicación [7].

La mayoría de las aplicaciones de comunicación basadas en interfaces cerebro-computador
se apoyan en el estudio de la actividad cerebral que ocurre en la corteza visual cuando una
persona se encuentra a un estímulo visual periódico. Está metodología es conocida como
SSVEP el cual se especifica en la sección 4.4 y consta de aplicar a una persona un estímulo
visual de contraste y periódico para que en la corteza visual de esta persona se genere un
mayor aporte de energía en el componente frecuencial en el que el SSVEP está alternando.
Aprovechando está metodología se han desarrollado “teclados” en donde sus caracteres
parpadean a diferentes frecuencias, las cuales son reconocibles analizando y procesando
8

2.3 Aplicaciones
las señales, para de esta manera clasificarlas y predecir cual es el carácter que la persona
está mirando. Un ejemplo se puede observar en la imagen 2.2.

2.3.2.

Manipulación de prótesis

Una prótesis se puede definir como una extensión artificial, que reemplaza o provee un
soporte a alguna parte del cuerpo faltante por alguna razón. Las más comunes implementadas en las interfaces cerebro-computador son las prótesis ortopédicas que son aquellas
que reemplazan un miembro del cuerpo, cumpliendo en su mayoría la misma función del
miembro natural reemplazado, siendo estas partes generalmente extremidades como lo
pueden ser un brazo, una mano, un pie o una pierna.
Existen diferentes tipos de prótesis ortopédicas, encontrando algunas que se alejan un poco
de la anatomía humana pero que cumple con funcionalidades semejantes a las del miembro
a reemplazar. Generalmente estas prótesis suelen ser robotizadas, utilizando manipuladores para cumplir las funciones de miembros o extremidades ausentes. Para desarrollar este
tipo de prótesis existe un campo como lo son las prótesis robotizadas, las cuales cuentan
con principales investigaciones, desarrollos y aplicaciones basados en la robótica asistencial y en el desarrollo de estas prótesis de miembros superiores, las cuales se han realizado
en países como Estados Unidos, Japón, Francia, Alemania y Europa en general [8].
La mayoría de las aplicaciones desarrolladas con el fin de manipular prótesis inteligentes, están basadas en el estudio y análisis de señales mioeléctricas, las cuales provienen
de la contracción y relajación de un musculo, obteniendo así señales con características
más destacables y fáciles de analizar e interpretar. La integración de este tipo de prótesis
permite una aplicación importante y ampliamente investigada, como lo es la restauración
del control motor en pacientes paralizados implementando prótesis con interfaces BCI. La
mayoría de estas aplicaciones utilizan sistemas basados en el reconocimiento de patrones
en la actividad cerebral. Tal trabajo ha sido realizado por Wolpaw et al. que incluye el
control de un brazo robótico [9].
Una de las principales desventajas de la manipulación de prótesis por medio de señales
mioeléctricas es que estás solo pueden ser implementadas en ocasiones en el que el paciente tenga una movilidad parcial cerca del miembro o extremidad a ser intervenida. Esta
desventaja se explica debido a que, si el paciente perdió movilidad debido a una afección
en el sistema nervioso central, no será capaz de producir señales mioeléctricas en músculos
cercanos a la prótesis.

2.3.3.

Control del entorno

El concepto de control del entorno utilizando interfaces BCI es bastante útil y utilizado
para mejorar la calidad de vida de las personas con discapacidades severas. Estas personas por las diferentes naturalezas de su condición, generalmente suelen están obligadas
a permanecer en una habitación cerrada sin muchas opciones de controlar su entorno de
vida. Estos tipos de interfaces BCI pueden ayudar a una persona a controlar eficazmente el
entorno de una habitación, que puede incluir la iluminación, la temperatura ambiente, control de la cama, accionar diferentes dispositivos de entretenimiento con multimedia como
9

2.3 Aplicaciones
la televisión, música, entre otras [10]. El usuario puede llegar a operar estos dispositivos
integrando interfaces cerebro-computador con base en un electroencefalograma.
Como se puede observar la implementación de aplicaciones que controlen el entorno, se
basa en la posibilidad de lograr operar dispositivos cotidianos que se encuentran en la
casa, llegando a incluir a la domótica dentro de las aplicaciones que se pueden llegar a
desarrollar con una interfaz BCI.
Control del entorno, no solo hace referencia al control u operación que se pueda llegar a
realizar en diferentes objetos o dispositivos cotidianos que se encuentren en la casa como
lo es la integración con la domótica. El control del entorno también está relacionado con la
teleoperación que puede llegar a ser un concepto más industrial y puede abrir grandes ventanas en la unión de interfaces cerebro-computador con procesos industriales. La teleoperación consta de la operación de un sistema, dispositivo o máquina a distancia. Basándose
en la definición de la teleoperación se puede asociar fácilmente la integración de interfaces
BCI con la operación de manipuladores o dispositivos industriales a distancia.
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Capı́tulo

3

Fundamentos Neurofisiológicos
El sistema nervioso consta de un conjunto de células especializadas en la conducción de
las señales eléctricas. para su estudio, el sistema nervioso se divide en dos, como lo son el
sistema nervioso central (CNS) y sistema nervioso periférico (PNS). El sistema nervioso
central corresponde al encéfalo y la medula espinal, mientras que el sistema nervioso periférico, está compuesto por el conjunto de nervios que conectan al sistema nervioso central
con el resto del cuerpo. Un esquema general del sistema nervioso se puede observar a
continuación.
El sistema nervioso central recibe la información de los órganos sensoriales, que envían
esta información mediante el sistema nervioso periférico. Está información es procesada
por el cerebro, que se encuentra en el encéfalo. El estudio de este complejo órgano como
lo es el cerebro permite desarrollar gran cantidad de aplicaciones mediante la electroencefalografía. En este capítulo, se tiene un breve panorama detrás del cerebro humano y
como es que se genera esta actividad neuronal captada por electrodos para un posterior
análisis.
Sistema Nervioso

Sistema Nervioso
Central (CNS)

Cerebro

Sistema Nervioso
Periférico (PNS)

Encéfalo

Médula Espinal

Cerebelo

Tronco Encefálico
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3.1.

La Neurona

El cerebro humano puede llegar a ser el órgano más complejo del cuerpo humano y no
solo del cuerpo humano, también se puede considerar como uno de los sistemas más complejos que se han llegado a estudiar. Existen aún preguntas relacionadas con este órgano
que no tienen una respuesta absoluta. En cambio, el conocimiento reunido sobre el cerebro
se centra en operaciones de bajo nivel como "¿qué tipo de células forman las diferentes
partes del cerebro?"Y "¿cómo se interconectan estas células?". El componente más fundamental del cerebro, y de hecho de todo el sistema nervioso, es la neurona. El concepto
fue introducido por Ramón y Cajál en 1911 y condujo a un avance en la comprensión del
sistema nervioso [11].
Las neuronas son llamadas la unidad básica del sistema nervioso. Cualquier célula en el
sistema nervioso se considera una neurona como primer componente. Las neuronas son
similares a las células corporales en términos de su estructura, el cuerpo de la célula es
llamado Soma que contiene el núcleo, las dendritas son las responsables de la generación
de las señales y el axón es el que se encarga de transportar estas señales con otras neuronas
o con otras partes del cuerpo. Aunque son la unidad básica del sistema nervioso, existen
tres tipos de neuronas:
Neuronas motoras
Neuronas sensoriales
Inter-neuronas
Las neuronas motoras son las encargadas de transportar la información proveniente del
CNS a los diferentes órganos del cuerpo, músculos y demás. Las neuronas sensoriales
como su nombre lo indica, son las encargadas de recibir la información proveniente de
órganos internos y estímulos externos y enviar esta información al CNS y por último se
tiene a las inter-neuronas que se consideran como un “puente” entre las neuronas motoras
y sensoriales.
Figura 3.1 Partes de la neurona; https://www.cerebriti.com/partesNeurona

Como ya se mencionó anteriormente el cuerpo de la célula nerviosa es llamado soma,
la cual es la parte de mayor volumen en la neurona. La parte de la neurona encargada
12

3.1 La Neurona
de la comunicación de las señales de una parte a otra es axón, el cual es responsable de
transportar la señal producida por las dendritas lejos del cuerpo celular a otras neuronas.
Los impulsos eléctricos son generados por el axón, también conocido como potenciales de
acción.
Es importante aclarar que no existen neuronas interconectadas entre sí, estas están ligeramente "desconectadas "por vacíos físicos diminutos que se conocen como sinapsis los
cuales permiten los impulsos eléctricos que comunican unas neuronas con otras, proviniendo estos impulsos de reacciones electroquímicas.
Las dendritas como ya se mencionó anteriormente, reciben información de las sinapsis de
otras neuronas mediante impulsos eléctricos, estas intermediarias se conocen como células presinápticas. Cada neurona puede recibir información de unas 10,000 neuronas más.
Del mismo modo, una neurona puede contactar hasta 10.000 células post-sinápticas. Al
agregar su capacidad para realizar conexiones complejas al hecho de que hay alrededor de
100 mil millones de neuronas en el cerebro humano, es fácil afirmar que la complejidad
potencial de las redes neuronales biológicas es enorme. Las redes formadas tienen la capacidad de recibir, procesar y enviar información en forma de impulsos eléctricos a una alta
frecuencia de transmisión permitiendo que el ser humano realice diferentes y complejas
tareas [12].
La neurona se puede considerar de manera funcional como una unidad de procesamiento
dentro de todo un sistema de procesamiento general, en donde esta célula nerviosa está
especializada para transmitir y recibir señales electroquímicas, llamadas potenciales de
acción. Estas señales de entrada o potenciales de acción son entradas del sistema que
provienen de otras neuronas a través de sus dendritas y dentro de su proceso individual
suma estás señales de entrada. Si el resultado de la adición cumple con alguna condición
específica, determinada por la zona de activación cerca del cerro del axón, la célula habilita
su salida, enviando una nueva señal a través de su axón de salida. En la figura 3.2 se puede
observar el modelo matemático de una neurona.
Figura 3.2 Modelo matemático de la neurona.
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3.1.1.

Potenciales de Acción

Las neuronas al igual que otro tipo de células, contienen una membrana compuesta por
diferentes fluidos que dan a esta una característica semi permeable. Como se mencionó anteriormente, todas las neuronas están separadas por la sinopsis y a su vez por la membrana
de cada célula nerviosa. Esta membrana también llamada como la membrana plasmática,
actúa como una barrera entre los entornos intracelular y extra-celular de la neurona. Estos
fluidos son ricos en iones disueltos, precisamente, potasio y de sodio Na+ y cloruro Cl−
existiendo en los fluidos ya mencionados como iones.
En el exterior de la membrana, sucede el caso contrario, esto debido a que existe una
menor concentración de iones de potasio K + , pero con una mayor concentración de iones
de sodio Na+ y de cloruro Cl− . En las interacciones que suceden en la membrana se
evidencia que suelen predominar iones negativos que yacen atrapados en la membrana, lo
que resulta en que estos espacios en la membrana tengan una carga negativa comparada
con la carga existente en el exterior de la membrana. Gracias a esta diferencia de cargas se
genera un potencial eléctrico el cual puede ser descrito matemáticamente como la ecuación
de Goldman 3.1.
Vm

RT
ln
=
F



Pk [K + ]o + PN a [N a+ ]o + PCl [Cl− ]o
Pk [K + ]i + PN a [N a+ ]i + PCl [Cl− ]i


≈ −70mV

(3.1)

En donde R representa la constante de los gases ideales, F es la constante de Faraday, T
simboliza la temperatura absoluta y los términos Pk , PN a y PCl representan la permeabilidad de la membrana en estos puntos, entendiéndose esta como la capacidad que tiene un
material de permitirle a un fluido que lo atraviese sin alterar su composición. Los subíndices i y o que acompañan a los iones provienen del inglés inside y outside y representan la
concentración de los iones adentro o afuera de la membrana.
Figura 3.3 Equivalente eléctrico de la membrana celular nerviosa [13].

14

3.1 La Neurona
Gonzalo de Polsi expone el modelo equivalente en un circuito eléctrico al potencial que se
puede evidenciar en la ecuación de Goldman, dicho modelo se puede observar en la figura
3.3, este modelo se conoce como el modelo de Hodgkin-Huxley o simplemente el modelo
HH, en donde se puede observar que la diferencia de potencial existente depende de las
conductancias g que son inversas a las resistencias Ri , en donde i representa los diferentes
iones de sodio, potasio y cloruro [13].
Los compartimentos intracelulares suelen ser ricos en iones negativos atrapados en su interior, lo que hace que estos compartimentos tengan una carga más negativa en comparación
con los compartimentos extracelulares. Se genera un voltaje eléctrico dentro del sistema
nervioso por la diferencia en estas concentraciones iónicas.
Figura 3.4 Membrana de la célula nerviosa [14].

Las células nerviosas se dicen que están en equilibrio cuando no están interactuando y no
hay ningún estimulo externo que las perturbe, pero este equilibrio depende del estado químico, eléctrico y mecánico en el que se encuentre la neurona. Así mismo, al igual que otro
tipo de células, las células nerviosas constan de una membrana que permite la interacción
con otras células. Siempre que el equilibrio de una célula se estimula química, eléctrica
o mecánicamente, la membrana de dicha célula varia, permitiendo de esta manera el flujo
bidireccional de iones hacia adentro y hacia afuera. Los cambios generados en las concentraciones de iones por los diferentes estímulos son directamente proporcionales al tamaño
del estímulo. En situaciones en las que se perturba este equilibrio, la bomba de sodiopotasio tiene un papel importante en mantener una concentración en el equilibrio dentro
y fuera de la célula. Sin embargo, cuando ocurren grandes alteraciones al equilibrio en la
membrana, la bomba no puede regular bien, lo que resulta en un cambio en el potencial de
reposo (generalmente valorado en -70 mV como se mencionó).
En el momento en el que un estímulo perturba el equilibrio hace que esta acción alcance
a las dendritas, pues se entiende como estímulo, el simple hecho de que otra célula nerviosa cercana empiece una interacción lo cual provoca un cambio en este potencial, si esta
perturbación hace que se alcance un umbral o "fhreshold"de aproximadamente -55 mV, se
puede decir que hay una inversión del potencial de membrana, llamado potencial de acción
15
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(AP). El AP ilustrado en la Figura 3.5, se ve como un aumento rápido en el potencial de
membrana (despolarización) hasta +30 mV, seguido de una caída de potencial, también
rápida (repolarización). Después de esta caída, el potencial alcanza un valor por debajo
del potencial de reposo, alrededor de -90 mV (hiperpolarización), y después de unos pocos milisegundos, la membrana vuelve a su potencial de reposo de los -70 mV según la
ecuación de Goldman.
Figura 3.5 Potencial de acción

3.2.

El Cerebro Humano

El cerebro humano, como ya se mencionó anteriormente, pertenece al sistema nervioso
central y más específicamente al encéfalo. Es el órgano principal del SNC y se encuentra
protegido dentro del cráneo y las meninges. Su componente principal es la corteza cerebral,
la cual es una capa de tejido neuronal, que recubre la superficie de todos los hemisferios
cerebrales. dentro de estos hemisferios se logran identificar diferentes lóbulos a los cuales
les son asociados funciones y tareas cognitivas como lo pueden ser la función motora, el
habla, razonamiento y el pensamiento abstracto.
Distintas partes del cerebro están especializadas en diferentes tareas sensoriales y asociadas con la conducta, realizando todo el procesamiento de la información por completo y en
paralelo. Como se muestra en la Figura 3.6, la corteza cerebral se puede dividir en cuatro
áreas principales (lóbulos): los lóbulos frontal, temporal, parietal y occipital.
El lóbulo frontal está directamente relacionado con las funciones ejecutivas, las cuales
16
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son funciones que permiten al ser humano controlar la conducta con un objetivo, el cual
es determinado por diferentes procesos de enseñanza a lo largo de la vida. Estás tareas
o funciones comprenden la atención, la planificación y reflexión de los actos. El lóbulo
parietal por su parte cumple tareas más sensoriales, debido a que está relacionado con
recibir las sensaciones del tacto, calor, frío, presión dolor y coordinar el equilibrio. El
Lóbulo occipital, este lóbulo comprende la corteza visual que es la zona de la corteza
cerebral a donde llega la información que proviene de los nervios ópticos y las retinas.
Por último, se tiene al lóbulo temporal el cual está asociado con la memoria y procesos de
interpretación.
Figura 3.6 Localización de los lóbulos cerebrales [15].

3.2.1.

Cortezas Cerebrales

Profundizando y ampliando a una mayor explicación de lo que es la corteza cerebral, se
conoce que es una sustancia gris, la cual recubre a los dos hemisferios cerebrales. Está delgada capa de materia gris no tiene más de pocos milímetros de espesor. Esta capa
representa gran parte del encéfalo, debido a que representa casi el 80 % del peso de este.
Distintas partes del cerebro están especializadas a acatar diferentes ordenes, como ya se
mencionó anteriormente en los diferentes Lóbulos del cerebro, a su vez, cada lóbulo contiene una porción de toda la corteza cerebral, por lo que dependiendo de los lóbulos existen
diferentes cortezas ubicadas en diferentes lóbulos. Para propósitos de este trabajo, se tiene
el estudio del lóbulo occipital, el cual está ubicado en la región posterior del cerebro. En
esta región cerebral se encuentra la corteza visual y su función principal es procesar la información proveniente de la vista. Esta a su vez tiene alrededor de 30 áreas divididas, que
están relacionadas principalmente con el procesamiento de diferentes estímulos visuales,
como colores, forma o luminosidad.
Para propósitos del desarrollo de un sistema BCI, cuyo estímulo de operación será netamente visual, se menciona la importancia de la corteza visual en el procesamiento de la
información visual.
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Figura 3.7 Esquema general de la vía óptica [16]

3.2.2.

Vía Óptica

La corteza visual como ya se mencionó anteriormente, está ubicada en el lóbulo occipital
del cerebro y por medio de lo que se conoce como la vía óptica, esta importante región
recibe estímulos eléctricos que provienen de la retina. Esta importante parte del ojo por
medio de procesos químicos y eléctricos se generan pulsos nerviosos. Los encargados de
transformar la información visual en impulsos eléctricos y enviarlos por el nervio óptico,
son los conos y los bastones, que son células fotosensibles.
El nervio óptico es el encargado de transportar los diferentes escenarios visuales ya transformados en impulsos nerviosos que viajan por un millón de fibras nerviosas, por lo que,
en pocas palabras, este nervio conecta la retina de cada ojo con el cerebro.
Los nervios ópticos llegan al núcleo geniculado lateral, el cual está localizado en el tálamo
del cerebro y su función es la de procesar la información visual. Las neuronas del núcleo
geniculado lateral envían sus axones por medio de las radiaciones ópticas hasta la corteza
visual primaria.
Las radiaciones ópticas son las zonas originadas en cada una de las capas del núcleo geniculado lateral, en donde se originan haces de fibras nerviosas conocidas como radiaciones
ópticas y estas llegan hasta la corteza visual [16].
El proceso anteriormente descrito como vía óptica se puede observar en la figura
3.7.
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3.3.

Electroencefalograma (EEG)

En las secciones anteriores se ha estudiado parte de la composición del sistema nervioso y
sobre todo el sistema nervioso central y uno de sus componentes más fundamental como
lo es el cerebro, la corteza cerebral y la vía óptica llegando hasta la corteza visual. Posteriormente se debe estudiar como la información de la actividad cerebral puede ser extraída
o medida por un dispositivo externo.

3.3.1.

Técnicas de medida de actividad cerebral

Dentro de las diferentes técnicas que se utilizan para medir la actividad cerebral para
el desarrollo de interfaces cerebro computador se tienen como principales las siguientes:
Electroencefalograma (EEG)
Magnetoencefalograma (MEG)
Medida intracortical
Un electroencefalograma como ya se ha venido mencionando, es una técnica no invasiva
de medir la actividad cerebral, basándose en la medida del flujo de corriente dentro del
cerebro cuando existe una actividad neuronal. Por medio de electrodos un EEG es capaz
de medir las corrientes eléctricas instantáneas que pueden estar generando la interacción
entre neuronas en una determinada región cerebral.
Un Magnetoencefalograma se basa en el mismo principio en un electroencefalograma,
con la diferencia, de que en el MEG se mide el campo magnético que estas corrientes
anteriormente descritas generan.
La medida intracortical mide la actividad eléctrica adentro de la materia gris del cerebro,
usando una cierta cantidad de electrodos, los cuales son implantados en la corteza cerebral quirúrgicamente, siendo posible realizar mediciones eléctricas de pequeños grupos
neuronales y hasta de una sola neurona.
En la imagen 3.8 se puede observar cómo sería la ubicación de electrodos, siendo el electrodo A un método de medición no invasivo al estar ubicado en la piel y los electrodos B
y C, técnicas invasivas que ya se encuentran al nivel de la corteza cerebral.

3.3.2.

Electroencefalografía

Anteriormente se plantea un estudio general del sistema nervioso central y para efectos
del desarrollo de este trabajo, se estudian conceptos relacionados con la generación de la
actividad neuronal. Posterior a este estudio, es necesario abordar las diferentes técnicas y
parte de la teoría detrás de la extracción o medición de estas actividades neuronales.
En las secciones posteriores, se tiene el estudio de cómo se generan las señales EEG y los
diferentes métodos para extraerlas para su posterior análisis.
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Figura 3.8 Ubicación de electrodos invasivos y no invasivos [17]

3.3.2.1.

Origen de las señales EEG

En la imagen 3.8 se puede observar la ubicación de diferentes electrodos para obtener
mediciones de la actividad neuronal, si estos electrodos hacen parte de un sistema que
captura potenciales a lo largo del tiempo estamos hablando de un electroencefalograma
(EEG), en donde para comprender como se generan estas mediciones, se debe abordar
conceptos como lo son el dipolo eléctrico y como este pequeño sistema crea potenciales
que dependen del inverso de la separación de una de las cargas al electrodo.
La corteza cerebral, cómo ya se mencionó anteriormente, está compuesta por la materia
gris que contiene a su vez, una gran cantidad de células nerviosas o neuronas. Existen
varios tipos de neuronas en esta corteza que contribuyen a la generación de señales EEG,
pero la más importante es la célula piramidal.
Estas neuronas llamadas células piramidales se caracterizan por tener una forma triangular
en su cuerpo y tener una extensión de sus dendritas muy largas que se extienden por todas
las capas de la corteza.
En la sección anterior se estudió como los potenciales son originados y como la ecuación
de Goldman describe el estado estable de estos potenciales en -70 mV. En una célula
piramidal sucede algo similar cuando un axón “conectado” a una dendrita y la membrana
celular permite el paso de iones positivos (PN+a y Pk+ )hacía el interior de la célula. El
fluido que se encuentra limitando la parte exterior de la célula piramidal, experimenta un
aumento en el número de cargas negativas. Cerca de la base de la célula piramidal, se
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produce una acumulación de cargas positivas, que inicialmente ingresaron a la célula a
través de la abertura de la membrana celular.
Figura 3.9 Flujo piramidal

Como se puede observar en la figura 3.9, debido a esta interacción que sucede en la membrana de las células piramidales se generan pares de cargas puntuales de la misma magnitud separadas con una distancia determinada d y a su vez desde el centro de esta distancia
d hasta la ubicación del electrodo se genera otra distancia que llamaremos r.
Antes de llegar al desarrollo de la ecuación que permite obtener un potencial a partir
del sistema anteriormente descrito se necesita abordar los conocimientos necesarios sobre
cargas puntuales.
El potencial de una carga puntual está determinado por:
Vp =

Kq
r2

(3.2)

En donde K es la constante proporcionalidad que según la ley de Coulomb viene dada
por:
K=

1
4πε0

(3.3)

En donde ε0 es la permeabilidad del vacío que a su vez depende de la velocidad de la luz
y la permeabilidad magnética del vació. Con la definición de la constante K, la ecuación
3.2 quedaría de la siguiente manera:
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Figura 3.10 Dipolo Eléctrico

Vp =

1 q
4πε0 r2

(3.4)

Para el pequeño sistema planteado en la imagen 3.10, se tiene que el potencial equivalente
de estas dos cargas es igual a la diferencia de potenciales entre las cargas por lo que se
tiene:
Vp = V1 + V2

(3.5)

Reemplazando la ecuación 3.2 en 3.5 se tiene:
Vp = V1 + V2 =

Kq +
Kq −
− 2
2
r
r

(3.6)

Operando la ecuación anterior:

Vp = Kq

r1 − r2
r1 r2


(3.7)

Por aproximaciones geométricas se deduce que la resta de r1 y r2 da como resultado
dcos(α) y al operar estas dos distancias similares se tiene como resultado:
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Vp = Kq

dcos(α)
r2


(3.8)

En donde reemplazando la constante K se tiene finalmente:
Vp =

qdcos(α)
4πε0 r2

(3.9)

La ecuación 3.9 describe la relación inversa que existe entre los parámetros, del cuadrado
de la distancia r y el valor del potencial final. Esto prácticamente significa que solo aquellas
neuronas que están muy cerca del electrodo o directamente debajo de él, pueden generar
efectivamente la señal EEG, debido a que si el electrodo se aleja cada vez más del centro
de la distancia d el ángulo se acerca cada vez más a 90 ◦ por lo que la ecuación tiende a
cero.
Una desventaja que se logra evidenciar es que aquellas células piramidales que no se encuentren justo debajo del electrodo no aportaran mayor información a un electroencefalograma, teniendo en cuenta que junto a este factor la morfología del cerebro está compuesta
de diferentes crestas y valles, lo cual es una solución de la anatomía humana para ampliar
la cantidad de materia gris en la corteza sin aumentar demasiado el volumen. Aquellas células piramidales que se encuentren en una cresta de la corteza cerebral y justo se encuentren debajo del electrodo aportaran mayor porcentaje de información verídica en cuanto
a la medición de potenciales. La observación anterior, denota que por esta razón de la
morfología cerebral es muy difícil que dos personas con electrodos ubicados en la misma
posición tengas lecturas similares, debido a que la forma del cerebro de cada paciente es
independiente.

3.3.3.

Ondas Cerebrales

El término de onda cerebral hace referencia a las diferentes bandas frecuenciales que se
pueden presentar en las señales EEG en determinados momentos, en donde estos rangos
frecuenciales predominan unos sobre otros dependiendo del estado de la persona y las
diferentes funciones cognitivas que esté realizando. Las bandas frecuenciales, también
conocidas como ritmos, patrones u ondas cerebrales están categorizadas como Delta, Beta,
Theta y Alpha.
El dividir las señales de un electroencefalograma en rangos frecuenciales resulta de mucha
utilidad, pues es en estas diferentes regiones en las que la medicina ha logrado encontrar
diferente tipo de información. Existe alguna evidencia de una cierta independencia de
estas bandas, pero la precisión de dónde están exactamente esos límites puede variar de
persona a persona o incluso para la misma persona, según la edad o el estado mental. De
manera similar con otras señales biomédicas, existe una gran variación entre los factores
[18].
En la imagen 3.11 se puede observar una señal obtenida mediante un electroencefalograma, la cual contiene las diferentes bandas frecuenciales.
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Figura 3.11 Señal EEG

Ondas Delta (0.1 - 3.9Hz): Las ondas Delta están asociadas con el sueño, pues debido a que se encuentran en una frecuencia baja, estas están presentes cuando las
personas están en estados de absoluta tranquilidad. Estas ondas también son comunes encontrarlas en electroencefalogramas de infantes.
Ondas Theta (4 - 7.9Hz): Las ondas Theta debido a que al igual que las ondas Delta
también tienen una baja frecuencia que predominan suelen encontrarse en niños y
adultos en el sueño ligero. A veces, el estrés emocional y la frustración pueden desencadenar períodos de actividad theta. La mayoría de las ondas se pueden encontrar
en las regiones parietal y temporal.
Ondas Alpha (8 - 13.4Hz): Las ondas alpha suelen encontrarse en el tálamo o región
central del cerebro, estas están presentes cuando se está despierto en un estado de
relajación, en donde incluso al realizar pequeños movimientos no bruscos se puede
llegar a registrar actividad en este rango frecuencial.
Ontas Beta (13.5 - 30Hz): Las ondas Beta son las ondas que contienen los componentes de alta frecuencia y son los más habituales de encontrar cuando la persona
está completamente despierta realizando labores sencillas.
En la figura 3.12 se pueden evidenciar las diferentes ondas cerebrales, observando cómo
varía la frecuencia en cada uno de estos rangos frecuenciales.

3.3.4.

Componentes de un Electroencefalograma

Hasta el momento se tiene el estudio de la generación de señales EEG, para posteriormente abordar los diferentes componentes que permiten a un sistema obtener la medición
de la actividad cerebral. Un electroencefalograma de manera general se compone de los
siguientes componentes.
24

3.3 Electroencefalograma (EEG)
Figura 3.12 Ondas cerebrales [11]

Electrodos.
Adquisición de datos.
• Filtros.
• Amplificadores.
• Interfaz de comunicación.
3.3.4.1.

Electrodos

Un electrodo es un conductor eléctrico el cual es utilizado para hacer contacto con partes
no metálicas las cuales tengan potenciales de suficiente amplitud para ser medidos. Son
ampliamente utilizados en el campo de la medicina para realizar mediciones de potenciales o impulsos eléctricos en diferentes partes del cuerpo. Estos electrodos como ya se
mencionó, transmiten los impulsos eléctricos a un sistema de medición. Para fines médicos existen diferentes tipos de electrodos. En esta sección se tiene el estudio de electrodos
para métodos no invasivos. Los más utilizados son:
Electrodos de placa metálica: Son conductores que realizan contacto con la piel y
suelen acompañarse de una capa electrolítica para mantener el contacto con la piel.
Electrodos de succión: Este tipo de electrodo no necesita de ningún tipo de adhesivo
para adherirse a la piel, pues consiste en una forma hueca para generar succión y
sujetarse a la piel.
Electrodos Flexibles: Electrodos que son usados para mediciones en donde la movilidad no implique una complicación en la medida, pues al ser flexibles y permitir la
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movilidad son necesarios implementarse en mediciones como electrocardiogramas
o la medición de señales mioeléctricas.
Para mediciones de electroencefalogramas no invasivos se suelen utilizar electrodos de
placa metálica, pues los electrodos de succión generan incomodidad en la piel y el cuero
cabelludo, lo que repercute directamente en sensaciones de dolor, provocando señales alteradas. Los electrodos flexibles como ya se mencionó se suele usar para mediciones de
actividades deportivas, debido a que están diseñados para capturar señales aun cuando la
persona se encuentra en movimiento. Los electrodos de placa metálica al tener que estar sujetados con una cinta adhesiva permite realizar la medición de las señales eléctricas
generadas por las células nerviosas al interior de la corteza cerebral.
En la figura 3.13 se pueden observar electrodos de placa metálica.
Figura 3.13 Electrodos comerciales.

3.3.5.

Ubicación de electrodos (Sistema 10-20)

Como se ha mencionado anteriormente en diferentes regiones de la corteza cerebral existen
regiones llamados lóbulos, los cuales están categorizados por las diferentes actividades
cognitivas. Para obtener mediciones de la actividad cerebral localizada en los diferentes
lóbulos, se ubican los electrodos justo encima de los lóbulos o regiones a estudiar. Debido
a esto se puede decir que la actividad eléctrica que es medida por los electrodos en el
cuero cabelludo es dependiente de la ubicación del electrodo, en consecuencia, es posible
comparar diferentes mediciones realizadas en diferentes regiones de la cabeza.
Las posiciones de los electrodos se referencian desde la dirección anterior hasta la posterior
y estás a su vez se basan en la distancia sobre el centro del cuero cabelludo entre la base de
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la nariz con los ojos, lo que se conoce como "naison el ïnion", la pequeña protuberancia
del cráneo en la parte posterior de la cabeza. A lo largo de esta línea, cinco posiciones
están marcadas como se muestra en la Figura3.15
2

La primera posición es la llamada "frontal pole", seguida de los siguientes puntos o posiciones como lo son la posición frontal, central, parietal y occipital.
Para fines sistemáticos a estas posiciones se les suele denotar por sus iniciales y tienen un
20 % de separación entre ellas, siendo el 100 % la separación total entre el punto "naison
el ïnion".
2

Figura 3.14 División de posición de electrodos entre nasion e inion según el sistema 10-20
[19].

Este posicionamiento de los electrodos está diseñado para permitir extraer la mejor cantidad de características según las diferentes actividades cerebrales que se generan en las
diferentes regiones. Se desarrolló el primer estándar para la colocación de electrodos. Los
siguientes fueron los principios que se decidieron.
Las posiciones deben ser tales que sean fácilmente detectables en cualquier paciente.
La cabeza humana completa debe ser considerada al crear secciones o regiones y
nombrarlas.
La denominación del electrodo también debe depender de la función de la sección
específica del cerebro humano que se encuentra debajo de cada electrodo.
Esta convención dio como resultado el sistema 10-20 en 1949, el cual viene siendo el
sistema universal de medidas durante décadas [1].
3.3.5.1.

Filtros

Hoy en día la mayoría de los dispositivos que capturan las señales EEG disponibles en
el mercado tienen un conjunto de filtros incorporados para eliminar diferentes ruidos de
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Figura 3.15 División de posición de electrodos entre nasion e inion con vista superior
[19].

medición que se puedan ingresar en el proceso de medición. Estos filtros que ya vienen
implementados. Los principales filtros que se implementan son:
Filtros "Pasa-Altas": Se utilizan Para eliminar componentes de baja frecuencias.
Filtros "Pasa-Banda": Se utilizan para quedarse únicamente con un rango frecuencial de la señal.
Filtro Notch: Este filtro es implementado regularmente para eliminar el componente
frecuencial de la red de 50-60Hz.
3.3.5.2.

Amplificadores

Como se ha venido mencionando, las señales electroencefalogramas logran la medición de
los potenciales de las células nerviosas que se encuentran en crestas de la corteza cerebral y
también están cerca del electrodo. Debido a esto las mediciones de estas señales suelen ser
difíciles y con una amplitud pequeña gracias a la resistencia que ofrecen las demás capas
de la cabeza como lo son las meninges, el líquido cefalorraquídeo, el cráneo y la piel.
Debido a esta problemática se implementan amplificadores con ganancias muy grandes
para llegar a obtener mediciones más precisas y del orden de milivoltios.
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Técnicas De Desarrollo Para
Implementar Interfaces Cerebro
Computadora (BCI)
Para la implementación de una interfaz cerebro computador, es de suma importancia la
elaboración de un entorno para la representación de un estímulo con el cual se generará
una señal de control para distintas tareas o comentarios dependiendo de las intenciones del
usuario, por esto la importancia de seleccionar el entorno correcto para la generación del
estímulo, este entorno se llamará en esta sección el paradigma visual.
El paradigma visual, como ya mencionamos es parte fundamental de una interfaz cerebrocomputador (BCI), por lo tanto, su diseño y organización son importantes para satisfacer
los objetivos propuesto con el BCI. Para diseñar una interfaz de usuario BCI, es necesario
tener en cuenta la experiencia que tiene el usuario al utilizarla, sus comodidades e incomodidades con la misma, comprender el estado cognitivo y tener claro las actividades o tareas
a realizar, de ahí partir de un estudio para el control de la actividad cerebro humano con
tareas o deseos del usuario, que a su vez serán utilizadas como señales de control siempre
y cuando el estímulo lo necesite.
En las mayoría de interfaces BCI, encontramos varias similitudes que ayudan al usuario
a familiarizarse con el sistema BCI, y hacen que la interacción usuario-interfaz sea más
gratificante y eficiente, entre ellas tenemos la representación visual del estímulo para el
usuario, el valor que tiene cada estimulo representado, bien sea, movimientos derecha,
izquierda o acciones específicas para un dispositivo y por ultimo una realimentación de la
acción dada por el usuario, sea una muestra de las señales o indicador que muestre que
acción se tomó.
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Figura 4.1 Ejemplo de interfaz BCI. [14].

En la anterior figura 4.1 vemos un ejemplo de una interfaz para el desarrollo e implementación de un sistema BCI, de la cual evidenciamos las principales características mencionadas en el anterior párrafo, esta interfaz está basada en el método P300 del cual se habla
en la sección 4.2.
Figura 4.2 Señal EEG con un potencial cortical lento. [14].
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4.1.

Slow Cortical Potentials (SCP’s)

Los potenciales corticales lentos, más conocidos por sus siglas en ingles Slow Cortical Potentials, son cambios significativos de voltaje los cuales se presentan a una baja frecuencia
generalmente menor a 1Hz. Un cambio en la dirección de la polaridad negativa es generalmente asociado con una mayor actividad cortical, mientras que si existe un cambio en
la dirección positivamente es asociado con una disminución de la actividad cortical, entendiendo la actividad cortical como la oscilación de potenciales generados en la corteza
cerebral en donde al ser de magnitud tan pequeña y al estar variando constantemente se
pueden observar las señales con un componente frecuencial bajo que visualmente se logra
apreciar como una señal con una pendiente positiva o negativa casi constante.
Los SCP tardan entre 1 segundo y varios segundos en desarrollarse y, por lo tanto, la
velocidad de transferencia de información es bastante lenta en comparación con SSVEP y
P300 visual, lo que no permite una gran eficiencia en el uso. Al igual que los SMC BCI, los
SCP BCI no dependen de estímulos externos como los estímulos visuales de SSVEP para
obtener patrones de ondas cerebrales para influir en la interfaz. En cambio, los usuarios
controlan sus procesos de pensamiento para interactuar con el BCI [20].
En la figura 4.2 se puede observar una señal EEG con un componente de baja frecuencia
que corresponde a un SCP.
Figura 4.3 Resultados ERP en diferentes zonas del cuero cabelludo. [21].
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4.2.

P300

La onda P300 es un componente ERP (event-related potential) del EEG que alcanza su pico
máximo de amplitud positivo en la tensión después de 300 ms de generarse el estímulo
visual en el usuario, la amplitud de la onda P300 es máxima en las regiones central y
parietal del cuero cabelludo, un ejemplo seria el electrodo Pz siglas asignadas según el
estándar de locación de electrodos 10-20, El estímulo puede ser visual [21] , auditivo
[22] o incluso táctil [23]. Dado que la respuesta P300 a estímulos externos es automática,
no se requiere entrenamiento inicial para entrenar a usuarios para controlar sus señales
cerebrales [20].
En la figura 4.3, se muestra la onda ERP promedio en 81 sitios del cuero cabelludo desde
-200 ms hasta 1000 ms en la zona A de la figura, a la vez en la zona B de la figura se
encuentra mapas topográficos de voltaje del cuero cabelludo, evidenciando las zona con
mayor amplitud de energía ocasionada por un estímulo P300, y por último en la zona C
se tiene los tres canales o sitios donde se presenta una mayor amplitud Fz, Cz y Pz, como
se mencionó anteriormente canales pertenecientes a la zona central y parietal del cuero
cabelludo,
La metodología más usada para la implementación de la interfaz con el análisis P300 es
sin duda P300 Speller una metodología de deletreo donde el usuario va conformando una
palabra letra por letra, utiliza una interfaz de matriz cuadrada alfanumérica para producir
P300 en EEG [24], como se muestra en la figura 4.4 Las filas y columnas de esta matriz
6×6 se muestran al azar y se le pide al usuario que cuente mentalmente la cantidad de veces que se muestra el parpadeo sobre carácter que está visualizando. Durante la medición
de la señal cerebral en el área parietal, el P300 detectable en el EEG aparece como respuesta evocada 300 ms después de la estimulación de la fila y la columna, que contienen el
carácter objetivo. El sistema P300 requiere múltiples pruebas para alcanzar una precisión
aceptable [25], después de realizar varias pruebas el sistema computacional puede determinar la fila y columna del carácter objetivo realizando un promedio de varias respuestas
P300.
Figura 4.4 Ejemplo de una Interfaz Speller compuesta por una matriz 6x6. [20].
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4.3.

Visual Evoked Potentials

El Potencial Visual Evocado (VEP) o Respuesta Evocada Visual (VER),es una medida de
la señal eléctrica registrada en el cuero cabelludo sobre la corteza occipital en respuesta
al estímulo de luz. se puede detectar en el EEG en respuesta a un estímulo visual externo.
cuyo estimulo esta relacionado con la luz, ejemplo un tablero de ajedrez en la pantalla de la
computadora, iconos parpadeantes en la pantalla de una computadora o luces intermitentes
moduladas externamente, por lo general LEDs, Si el estímulo visual se presenta a una
velocidad superior a 6 Hz, se evoca una respuesta oscilatoria, pero la señal es pequeña
de amplitud y oculta dentro de la electroencefalografía (EEG), Esta se amplifica mediante
estimulación repetitiva y técnicas para promediar, esta repuesta se denomina potencial
evocado visual en estado estacionario (SSVEP).

4.4.

Steady-State
VEP)

Visually

Evoked

Potentials

(SS-

Los potenciales evocados visuales (VEP) son cambios medibles en los potenciales eléctricos del cerebro, que ocurren como respuesta a estímulos visuales cortos [26]. Debido a
la vía óptica que se describió en el capítulo anterior, los estímulos visuales que son significativos al ojo humano con alto contraste y repetitivos son medibles por medio de un
electroencefalograma en la corteza visual. Para este caso el estímulo visual al que se hace
mención consta de unas luces que parpadean a determinadas frecuencias, algunas veces
acompañados de patrones gráficos que permiten generar un mayor contraste.
Los estímulos visuales pueden ser conjuntos o individuales, en donde si se realiza el estimulo de uno en uno, se genera una respuesta envía, o se puede alterar, para generar
respuestas consecutivas. Cuando son respuestas consecutivas se puede clasificar en dos
categorías distintas según la frecuencia con la que se producen los estímulos. En frecuencias inferiores a 5 Hz, la respuesta generada por el cerebro cesa antes de que se pueda
iniciar otra. En este caso, la respuesta es un Potencial Visual Evocado Transitorio (TVEP).
Por otro lado, cuando el usuario es estimulado por frecuencias superiores a 5 Hz, la última respuesta fisiológica todavía existe cuando se genera la siguiente, lo que resulta en
una superposición de potenciales evocados. Esta superposición se caracteriza por ritmos
cuasi-sinusoidales sincronizados con la frecuencia del estimulo y se denominan potenciales evocados visuales en estado estacionario (SSVEP) [27].
Los cambios medibles a los que se hace referencia únicamente son destacables en el dominio de la frecuencia, por lo que es necesario que se implementen herramientas matemáticas
de transformación del dominio del tiempo para lograr visualizar como en las radiaciones
ópticas de la vía visual se genera una sincronización de frecuencia con la misma frecuencia del estímulo. Esto en otras palabras es que el estímulo se puede ver reflejado al realizar
un electroencefalograma y transformar las señales del dominio del tiempo al dominio de
la frecuencia, en donde se puede visualizar como en las frecuencias del estímulo existe un
mayor aporte de energía de la señal en comparación con otras frecuencias. En la figura 4.5
se pueden observar estímulos de 4, 5, 6 y 7 Hz y sus respectivas respuestas en el dominio
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de la frecuencia.
Figura 4.5 Respuestas de estímulos SSVEP’s en el dominio de la frecuencia

Como se puede observar en la imagen 4.5 el mayor aporte de energía según el periodograma ocurre en las frecuencias de los estímulos que fueron 4, 5, 6 y 7 Hz.
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Procesamiento de señales basado en
técnicas SSVEP-EEG
5.1.

Estudio del Estímulo

El principio del SSVEP es exponer al usuario a un estímulo visual parpadeante a una frecuencia constante. Estas pueden estar generadas por un diodo emisor de luz (LED) o por
una interfaz gráfica visualizada en un monitor, las interfaces gráficas más comunes esta diseñadas de fondo negro con rectángulos que parpadean a la frecuencia asignada. El
usuario al observar los estímulos parpadeantes generará ondas cerebrales con la frecuencia correspondiente y sus armónicos. La captura de estas señales se logra a partir de un
electroencefalograma (EEG), cabe mencionar que las frecuencias se ven reflejadas en la
señal EEG provenientes de la corteza visual. Cualquier estímulo entre 2 y 50 Hz induce
oscilaciones visibles en la corteza visual [28] con un pico en la relación señal/ruido visible
alrededor de 15 Hz [29]. El estímulo parpadeante suele ser molesto para algunos usuarios
y produce fatiga en los ojos. A frecuencias más altas, el efecto molesto de los estímulos
parpadeantes se reduce, haciéndolo más cómodo, pero la magnitud SSVEP se atenúa, lo
que hace que el SSVEP sea más difícil de detectar. Los valores de frecuencias que inducen
oscilaciones con amplitudes más altas se encuentran en el rango de 12 Hz a 25 Hz, pero
se debe tener en cuenta cierta consideraciones de seguridad, debido a que algunos rangos
de frecuencias empleados en los estímulos pueden provocar ataques epilépticos [30]. El
riesgo de provocar una crisis epiléptica por SSVEP está en el rango de 15 Hz a 25 Hz
gama [29].
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Figura 5.1 Ejemplo de estímulo visual SSVEP en una interfaz gráfica [31].

En la anterior figura 5.1 se observar una interfaz gráfica, en la cual sus estímulos principales se componen de cuatro círculos colocados en diferentes ubicaciones con frecuencias
de parpadeo individuales, 5.45 Hz el circulo superior, 8.57 Hz el circulo inferior, 12 Hz el
circulo de la derecha y 15 Hz el circulo de la izquierda, Los estímulos fueron presentados
en un monitor LED Ultra HD de 1920 x 1080 píxeles y una frecuencia de actualización de
60 Hz [31].
Figura 5.2 Ejemplo de estímulo visual SSVEP con LEDs [31].

En la anterior figura 5.2 se observar una configuración de LEDs los cuales tienen la misma
estructura presentada en la figura 5.1, la variante de esta configuración son las frecuencias,
se tiene 7 Hz el circulo superior, 9 Hz el circulo inferior, 8 Hz el circulo de la derecha y
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10 Hz el circulo de la izquierda, los anillos radiales son conducidos a través de MOSFETS
de alta potencia para cada anillo LED y parpadean simultáneamente cuando se alimentan
[31].
En general, los sistemas BCI basados en SSVEP se beneficia de una mayor precisión y
menos o ningún tiempo de entrenamiento, y menos números de canales EEG. [32].

5.2.

Preprocesamiento de las Señales

Las señales captadas en un electroencefalograma (EEG), por medio de electrodos deben
ser preprocesadas antes de la extracción de características, este preprocesado consiste en
tres pasos, el primer paso es multiplicar un factor escala por los datos adquiridos en cada
canal, este factor escala depende del dispositivo con el cual se capta la señal, puesto que
las señales captadas vienen sin una amplitud normalizada de tensión, el factor escala normaliza la amplitud a una unidad de tensión en general micro voltios µV , el segundo paso
es aplicarle un filtro Notch o de muesca para la eliminación de la frecuencia de la red, y
por último un filtro pasa banda, con la finalidad de dejar los componentes frecuenciales
que aportan mayor cantidad de información, este teniendo en cuenta las frecuencias de
mayor amplitud en energía de las señales neuronales, además este filtro ayuda a remover
la compensación DC.

5.2.1.

Filtros Digitales

Un filtro digital puede ser implementado como software, como una subrutina en una
computadora, o como hardware, como un circuito implementando registros, chips de multiplicadores o el uso de microcontroladores como PIC, tarjetas como arduinos o DEMOQ,
la demanda de filtros digitales en la actualidad es enorme y abarca diversos campos, como
la construcción de imágenes, eliminación de ruido en señales e imágenes, en instrumentación, procesamiento de voz, radar, medicina y otros campos, su mayor utilización o demanda ha sido como software. En los filtros digitales se pueden clasificar en dos grupos,
los filtros FIR (Filtro de Respuesta Finita al Impulso) y los filtros IIR (Filtro de Respuesta
Infinita al Impulso), los filtro FIR al no poseer realimentación no entra en oscilación (sistema no recursivo), son hechos únicamente con ceros en el plano complejo, no obstante, los
filtros FIR requiere de gran cantidad de términos en sus ecuaciones, lo que conlleva a un
costo alto de cálculo o carga computacional, un filtro FIR de orden L se describe mediante
la ecuación en diferencias
y(n) = a0 x(n) + a1 x(n − 1) + a2 x(n − 2) + ... + aL x(n − L)
=

L
X

(5.1)

ak x(n − k)

k=0

Los valores de ak son los coeficientes del filtro, a partir de la ecuación en diferencias se
obtiene la función de transferencia en Z
F (z) =

L−1
X

a[k]z −k

(5.2)

k=0
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Los filtros IIR, son eficientes y llegan a proporcionar pendientes de corte pronunciada, por
otra parte, el filtro IIR tiene realimentación y puede entrar en oscilación y en resonancia
(sistema recursivo), por lo que es capaz de realizar los ceros y los polos de la función de
transferencia de un sistema, siendo el filtro IIR más eficiente que el filtro FIR en términos
de conseguir características de calidad con un mismo orden, el filtro IIR está dado por la
siguiente ecuación en diferencias
y(n) = b0 x(n) + b1 x(n − 1) + ... + bL x(n − L) − a1 y(n − 1) − ... − aL y(n − L)
=

L
X
k=0

bk x(n − k) −

L
X

ak y(n − k)

k=0

(5.3)
A partir de la ecuación en diferencias se obtiene la función de transferencia en Z
PL−1
−k
k=0 b[k]z
F (z) = PL−1
−k
k=0 a[k]z

(5.4)

Cuando se tiene prototipos análogos y se quieren diseñar un filtro IIR, es conveniente
saber que método utilizar, con el fin de escoger el más adecuado, para ello existen diversos métodos como la Aproximación del Impulso Invariante, Aproximación de Derivadas(Analogía), métodos directos, Transformación Bilineal, Transformada Z adaptada y
Mapeado de polos y ceros, cada método tiene sus ventajas e inconvenientes pero cabe
mencionar que el método que más sobre sale, es el método Bilineal, este método cumple
con las principales características para que la transformación sea óptima, en las cuales se
tiene, primero que dada una función real y racional en S, la función resultante en Z, será
también una función racional y con coeficientes reales, lo segundo es que dado un filtro
análogo estable, su filtro digital resultante será también estable y por último dado un orden
del filtro análogo, su filtro digital resultante será también de ese mismo orden [33]. La
Transformada Bilineal está dada por
s=

2 1 − z −1
2 z−1
=
−1
T 1+z
T z+1

(5.5)

La Transformación Bilineal asegura que ambos filtros tienen una respuesta aproximadamente idéntica ante cualquier excitación, en la implementación el filtro más utilizado para
la transformación es el filtro Butterworth, por las buenas propiedades que este posee. Para
los filtros, dependiendo de los valores de los coeficientes de la función de la transferencia,
se pueden identificar cinco tipos básicos de filtros, Pasa-Baja, Pasa-Alta, Pasa-Banda, Pasa
Todo y Notch o también llamado Rechaza Banda o de Muesca, para el procesamiento de
señales EEG solo es necesario el filtro Notch y Pasa-Banda.
El filtro Notch es aquel que tiene una muesca en su respuesta de amplitud, y dicha respuesta
se puede lograr colocando un par complejo-conjugado de ceros en el círculo unitario, como
se ilustra en la figura 5.3. La función de transferencia es
HN (Z) =

Z 2 − 2(cos ψ)Z + 1
Z 2 − 2r(cos φ)Z + r2

(5.6)
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Figura 5.3 Respuesta en frecuencia del filtro Notch de segundo orden [34].

De la figura 5.3, se observa tres comportamientos dependiendo de la ubicación relativa de
los ceros en relación con los polos, si ψ > φ se obtiene una respuesta de filtro Notch PasaBaja, si φ > ψ se obtiene una respuesta de filtro Pasa-Alta, y si se produce el caso de ψ = φ
se obtiene una respuesta de filtro rechaza banda de frecuencias cercanas a ω = φ/T , donde
dicho filtro se conoce como Bandstop [33], por otro parte se tiene un filtro pasa-banda,
se puede obtener una función de transferencia de Pasa-Banda de segundo orden a partir
de la función de transferencia de un filtro Pasa-Baja, moviendo un cero desde el punto
a (−1, 0) a (1, 0) , como se muestra en la figura 5.4. La función de transferencia es
HBP (Z) =

Z2 − 1
Z 2 − 2r(cos φ)Z + r2

(5.7)
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Figura 5.4 Respuesta en frecuencia del filtro Pasa-Banda de segundo orden [34].

5.3.

Análisis en el Dominio de la Frecuencia

5.3.1.

Transformada de Fourier (FT)

La Transformada de Fourier es una de las principales herramientas analítica en campos
como teoría de probabilidad, óptica, física cuántica, sistemas lineales y análisis de señales.
Por otro lado, esta afirmación no es válida para la Transformada Discreta de Fourier, pues
esta tiene una desventaja en el momento se su implementación, puesto que su utilización
conlleva una cantidad alta de tiempo de computación requerida en comparación a otros
métodos, pese a los avances tecnológicos en el área de la computación el consumo de
tiempo no ha tenido una disminución notable, por consiguiente, sus pocas aplicaciones.
No obstante, el desarrollo de la transformada rápida de Fourier ha sido la manera más
eficiente para el computo de la transformada discreta de Fourier, dando este algoritmo la
solución en diversos campos donde la transformada discreta no daría en relación con el
tiempo.
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5.3.1.1.

Análisis de la Transformada

Las técnicas de transformación han sido métodos para la simplificación de soluciones con
respecto a un problema. Diversos casos de transformación dados en el análisis de señales,
cambio de dominio tiempo-frecuencia o viceversa, solución a ecuaciones matemáticas,
física clásica y cuántica, estudio de comportamiento de sistemas de primer, segundo u otro
orden, como es el caso de la Transformada de Laplace, herramienta de gran utilidad para
analizar el comportamiento de plantas o controles.
Como mencionamos las técnicas de transformación, reduce la complejidad de los problemas, En general, las transformaciones a menudo resultan en un análisis simplificado de
resolución de problemas. Una de estas técnicas de análisis de transformación es la transformada de Fourier, transformación de la cual muchos estudios y artículos utilizan para el
análisis de señales.
5.3.1.2.

Definición Transformada de Fourier

En la actualidad es más que un hecho que la transformada de Fourier es una herramienta
universal aceptada para el análisis, no obstante, no existe una definición común o estándar
de la integral de Fourier y su fórmula inversa. Para ser específicos, el par de transformada
de Fourier se define como
Z ∞
H(ω) = a1
h(t)e−jωt dt
ω = 2πf
(5.8)
−∞

Z

∞

h(t) = a2

H(ω)ejωt dω

(5.9)

−∞

Donde:
t: Tiempo.
f : Frecuencia en Hz.
h(t): Señal de prueba ó función del tiempo variable.
e−j2πf t : Fasor de Sondeo (Kernel Function).
H(f ): Espectro en función de la frecuencia f ó función de la frecuencia variable.
Si la integral existe para cada valor del parámetro f , entonces la ecuación 5.8 define
H(f ), la Transformada de Fourier de h(t) [35]. Los coeficientes a1 y a2 asumen valores
según
√ el usuario, Algunos establecen a1 = 1; a2 = 1/2π; otros establecen a1 = a2 =
1/ 2π o establecen a1 = 1/2π; a2 = 1. Las ecuaciones 5.8 y 5.9 imponen el requisito de
que en a1 a2 = 1/2π [35]. Los coeficientes mencionados anteriormente tienen su razón
según el usuario, pero se entra en conflictos a la hora de escoger los valores adecuados
para cada coeficiente. Para dar respuesta a esta interrogante, debemos definir la relación
deseada entre la transformada de Fourier y la transformada de Laplace y la definición que
deseamos asumir para la relación entre la energía total calculada en el dominio del tiempo
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y la energía total calculada en el dominio de frecuencia radianes ω, por ejemplo el Teorema
de Parseval. [35]
Z
Z
∞

∞

h2 (t)dt = 2πa21

−∞

2

|H(ω)| dω

(5.10)

−∞

Donde sí se requiere que la energía calculada en el tiempo (t)√sea igual a la energía
calculada en el dominio de la frecuencia (ω), entonces a1 = 1/ 2π, no obstante, si se
requiere que la transformada de Laplace, definida como
Z ∞
Z ∞
−st
L |h(t)| =
h(t)e dt =
h(t)e−(α+jω)t dt
(5.11)
−∞

−∞

se reducirá a la Transformada de Fourier cuando la parte real de s se establece en cero, luego una comparación de las ecuaciones 5.8 y 5.11 requieren a1 = 1, es decir, a2 = 1/2π,
lo que está en contradicción con la hipótesis anterior [35]. Una forma lógica de resolver
este conflicto es definir el par de transformadas de Fourier de la siguiente manera:
Z ∞
H(f ) =
h(t)e−j2πf t dt
(5.12)
−∞

Z

∞

h(t) =

H(f )e−j2πf t df

(5.13)

−∞

Con esto la definición del Teorema de Parseval estará dado por
Z ∞
Z ∞
2
2
h (t)dt =
|H(f )| df
−∞

(5.14)

−∞

y la ecuación 5.12 concuerda con la definición de la transformada de Laplace. Mientras la
integración sea con respecto a f , el factor de escala 1/2π nunca aparece.
5.3.1.3.

Propiedades de la Transformada de Fourier

En esta sección se dará a conocer las propiedades básicas de la Transformada de Fourier
por medio de una tabla, en la cual se encuentran el nombre de la propiedad y su respectiva ecuación. Si el lector desea conocer la demostración de cada propiedad diríjase a la
siguiente referencia [35].
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Propiedad

Ecuación

Linealidad

x(t) + y(t) ↔ X(f ) + Y (f )

Simetría

H(t) ↔ h(−f )
f
1
|k| H k

h(kt) ↔

Escala de Tiempo

t
1
|k| h k

Escala de Frecuencia

↔ H(kf )

Traslación en el espacio temporal

h(t − t0 ) ↔ H(f )e−j2πf t0

Traslación en el espacio frecuencial

h(t)ej2πtf0 ↔ H(f − f0 )
R∞

Funciones par

he (t) ↔ Re (f ) =

Funciones impar

ho (t) ↔ jIo (f ) = −j

−∞

he (t) cos (2πf t)dt

R∞
−∞

ho (t) sin (2πf t)dt

Descomposición de forma de onda

H(f ) = R(f ) + jI(f ) = He (f ) + Ho (f )

Funciones complejas en el tiempo

hr (t) + jhi (t) ↔ R(f ) + jI(f )

Tabla 5.1: Propiedades de la Transformada de Fourier.

5.3.1.4.

Transformada Discreta de Fourier

La Transformada Discreta de Fourier (DFT) de una señal h puede ser definida
como
N −1
. X
H(wk ) =
h(tn )e−jwk tn
k = 0, 1, 2, ...N − 1
(5.15)
n=0

y su Transformada Inversa (IDFT) está dada como
N −1
. 1 X
h(tn ) =
H(wk )e−jwk tn
N n=0

n = 0, 1, 2, ...N − 1

(5.16)

Donde:
h(tn ): Amplitud de señal de entrada en el tiempo tn (sec).
tn : nT = nth muestreo instantáneo (sec)
n: Número de muestras (entero).
T : Periodo de muestreo (sec).
H(wk ): Espectro de h(tn ), a frecuencia de radianes (wk ).
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wk : kΩ = kth frecuencia de muestreo rad/(sec).
Ω:

2π
NT

= intervalo de frecuencia de muestreo.

fs : 1/T tasa de muestreo (muestras/sec, o Hertz(Hz))
N : Número de muestras en tiempo y frecuencia (entero).
La notación vista en las ecuaciones 5.15 y 5.18 puede llegar a ser una notación no muy
familiar por lo tanto si deseamos sustituir y convertirla, a una ecuación similar vista en las
ecuaciones de la Transformada Continua de Fourier con el fin que esta sea más entendible,
quedaría de la siguiente forma.
N −1
. X
H(k) =
H(n)e−2jπnk/N

k = 0, 1, 2, ...N − 1

(5.17)

n=0
N −1
. 1 X
H(k)e−2jπnk/N
h(n) =
N n=0

n = 0, 1, 2, ...N − 1

(5.18)

Con estas ecuaciones es más sencillo hacer una comparación entre los dos dominios tiempo y frecuencia, cabe recalcar que las propiedades de la Transformada Continua de Fourier
aplican de igual forma a la Transformada Discreta de Fourier.
5.3.1.5.

Transformada Rápida de Fourier

El algoritmo de la Transformada Rápida de Fourier (FFT) fue originalmente inventado
por Carl Friedrich Gauss en 1805 “divide y vencerás”. Diferentes versiones del algoritmo
fueron descubiertas a lo largo de los años, pero la FFT no se hizo popular sino hasta 1965,
con la publicación de James Cooley y John Tukey, quienes reinventaron el algoritmo al
describir como ejecutarlo de forma eficiente en una computadora [36].
Se define la transformada rápida de Fourier (FFT) como cualquier algoritmo capaz de
reducir la complejidad O(N 2 ) a O(N log N ) donde N es el tamaño del vector de entrada
del algoritmo para el cálculo de la transformada discreta de Fourier.
Ahora bien, explicando un poco mas a detalle, la efectividad de la FFT se relaciona con la
propiedad de linealidad tabla 5.1, debido a que se puede calcular la Transformada de Fourier de una señal x(t) como una suma de las Transformadas de Fourier en segmentos de
corta duración pertenecientes a x(t). Considere una señal de longitud de N0 = 16 muestras, como se mencionó el cálculo requerido para la DFT de esta secuencia es de N02 = 256
multiplicaciones y N0 (N0 − 1) = 240 adiciones. Se puede dividir esta secuencia en dos
segmentos mas cortos, cada uno de longitud 8. Para el calculo de la DFT de cada uno de
estos segmentos, se necesita 64 multiplicaciones y 56 adiciones, por lo tanto, se necesita
un total de 128 multiplicaciones y 112 adiciones. Ahora suponga que se divide la secuencia original en 4 segmentos de longitud 4 cada uno. Para el calculo de la DFT de cada
segmento se requiere 16 multiplicaciones y 12 adiciones. Un total de 64 multiplicaciones
y 48 adiciones. Si se divide la secuencia en 8 segmentos de longitud 2 cada uno, se necesita
4 multiplicaciones y 2 adiciones para cada segmento, que en total seria 32 multiplicaciones y 8 adiciones. Por consiguiente se ha podido reducir de 256 multiplicaciones a 32 y el
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numero de adiciones de 240 a 8. En adicción, algunas de estas multiplicaciones resultan
ser multiplicaciones por 1 o -1. La TFF hace un calculo sin aproximación que conlleva un
costo menor en gasto computacional que implementar la DFT directamente. Este ejemplo
expuesto fue para un calculo de N0 = 16. La reducción en el número de cálculos es mucho
más dramática para valores más altos de N0 [37].
El algoritmo FFT se simplifica si elegimos N0 para que sea una potencia de 2, aunque tal
elección no es esencial. Por conveniencia, se define
WN0 = e−2jπ/N0 = e−jΩ0

(5.19)

Así que la DFT se reescribe
X(r) =

NX
0 −1

x( n)WNnr0

0 ≤ r ≤ N0 − 1

(5.20)

n=0

Y
x(n) =

N0 −1
1 X
Xr WN−nr
0
N0 n=0

0 ≤ r ≤ N0 − 1

(5.21)

La mayoría de los algoritmos que buscan un computo mas eficiente de la DFT explotan
las propiedades de simetría y periodicidad de WNnr0 ; en concreto,
n(N0 −r)

Simetría Conjugada. WN0

= WN−nr
= (WNnr0 )∗
0
n(N0 +r)

Periodicidad en r y en n. WNnr0 = WN0

(n+N0 )r

= WN0

Como se mencionó anteriormente la técnica original de Gauss "divide y vencerás", es la
base de los algoritmos más básicos y utilizados de la FFT, entre ellos se tiene dos técnicas
más relevantes que son FFT por Diezmado en Tiempo (DIT FFT) y FFT por Diezmado en
Frecuencia (DIF FFT), esta sección se centrara en la técnica de DIT FFT de Tukey-Cooley,
técnica utilizada en los algoritmos de Python, esta técnica también se basa en la FFT de
radio 2, un algoritmo recursivo para el cálculo de la DFT, el cual consiste en dividir cada
paso del proceso recursivo del problema original en dos subproblemas de tamaño 1/2 del
problema original [38], este algoritmo basa su división en términos pares e impares de la
secuencia, y luego se obtiene una suma de términos pares e impares de la transformada.
Por lo tanto, el vector cambia a N0 /2, la secuencia original queda dividida en
X0 , X2 , X4 , ..., , XN0 −2 , X1 , X3 , X5 , ..., , XN0 −1
|
{z
}|
{z
}
Donde la primera secuencia son los términos pares y la segunda los términos
impares.
Reescribiendo la ecuación 5.20
(N0 /2)−1

X(r) =

X
n=0

(N0 /2)−1

x2n WN2nr
0

+

X

(2n+1)r

x2n+1 WN0

(5.22)

n=0
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Además por el diezmado se tiene
WN2n0 = WNn0 /2

(5.23)

Reescribiendo la ecuación 5.22
(N0 /2)−1

X(r) =

X

(N0 /2)−1

x2n WNnr0

+

X

WNr 0

n=0

x2n+1 WNnr0 /2

n=0

= Gr + WNr 0 Hr

(5.24)

0 ≤ r ≤ N0 − 1

Donde Gr y Hr son las DFT de las secuencias de los términos pares e impares de
longitud N0 /2 cada una, Además Gr y Hr son periódicas N0 /2, por lo tanto
Gr+(N0 /2) = Gr

(5.25)

Hr+(N0 /2) = Hr
En adición

r+(N0 /2)

WN0

N /2

= WN00 WNr 0 = e−jπ WNr 0

(5.26)

De la ecuación 5.24,5.25 y 5.26, se obtiene
Xr+(N0 /2) = Gr − WNr 0 Hr

(5.27)

Esta propiedad se puede usar para reducir la cantidad de cálculos, se puede calcular los
primeros puntos N0 /2 (0 ≤ n ≤ (N0 /2) − 1) de Xr utilizando la ecuación 5.24 y los
últimos puntos N0 /2 utilizando la caución 5.27
Xr = Gr − WNr 0 Hr

0≤r≤

N0
−1
2

(5.28)

N0
−1
(5.29)
2
Por consiguiente, se puede calcular la DFT total N0 combinando las dos DFT de los
segmentos N0 /2, como se muestra en las ecuaciones 5.28 y 5.29, esta ecuaciones se pueden representar convenientemente mediante el gráfico de flujo de señal en la figura 53, esta
estructura es conocida como mariposa (butterfly) [37].
Xr+(N0 /2) = Gr − WNr 0 Hr

0≤r≤

Figura 5.5 Gráfico de flujo butterfly [37].
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5.3.2.

Estimación de Densidad Espectral de Potencia.

5.3.2.1.

Densidad Espectral de Potencia.

Con la ayuda de los dispositivos de OpenBCI en este caso Cyton Biosensing Board, se
puede capturar dos tipos de señales bioeléctricas, Electromiograma (EMG) y Electroencefalograma (EEG). Estas señales bioeléctricas son el resultado de un proceso que tiene
lugar en el dominio del tiempo. No obstante, para obtener una mayor información o características de las señales capturadas es adecuado realizar su estudio en el dominio de la
frecuencia, tanto en casos deterministas como estocásticos, por lo cual es imprescindible
obtener la Densidad Espectral de Potencia (DEP) o Power Spectral Density (PSD) en
inglés.
En la literatura encontramos diversas aplicaciones con el análisis espectral tanto en las
señales de Electroencefalograma (EEG) como en las señales de Electromiograma (EMG),
para señales de Electromiograma (EMG) el análisis espectral ha sido utilizado para estudiar la fatiga muscular, en señales (EEG) su uso ha estado presente como metodología de
extracción de características para aplicaciones basadas en interfaz cerebro-maquina (BCI),
clasificación de desórdenes neurológicos y clasificación de estados de sueño [69].
El Espectro de Potencia, esta definido como la Transformada de Fourier de la función
de Autocorrelación.
N
−1
X
P S(f ) =
rxx (n)e−j2πf T
(5.30)
n=0

Donde rxx (n), la función de Autocorrelación se define como.
rxx (n) =

N
X

x(k)x(k + n)

(5.31)

k=1

El Espectro de Potencia puede ser evaluado aplicando la transformada de Fourier sobre la
señal entera, pero en la práctica con señales bioeléctricas solo se obtiene una muestra de la
señal completa, lo cual conlleva a emplear el promedio de espectros. Cuando el Espectro de
Potencia se calcula vía Transformada de Fourier y posteriormente se promedia, se conoce
entonces como Periodograma [70].
La Densidad Espectral de Potencia (DEP) de un proceso estocástico x(n) representa la
distribución de potencia media del proceso en el dominio de la frecuencia y se calcula
mediante la siguiente ecuación:

Pxx (f ) = T

∞
X

rxx (k)e−j2πf kT

(5.32)

k=−∞

Donde:
T : Período de muestreo.
rxx (n): Función de Autocorrelación.
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Para las señales de Electroencefalograma (EEG), en principio no se puede obtener el valor
real del Espectro de Potencia, esto debido a que cuyas propiedades de la señal varían en el
tiempo, lo cual hace que la señal no sea estacionaria, además la captura no invasiva de este
tipo de señal conlleva a que esta adquiera ruido del entorno y del medio, por tal motivo
es necesario estimar el espectro de potencia (DEP), esta estimación también se da con el
hecho de que solo se tiene una muestra de una señal de mayor longitud.
Los métodos de estimación espectral están divididos en tres grandes grupos, cuales son:
Métodos no paramétricos basados en la transformada de Fourier, Métodos paramétricos
basados en modelos ARMA y variantes y Métodos tiempo-frecuencia que asumen la no
estacionariedad de las señales con el tiempo [37]. Esta sección se centrará en dar a conocer
parte de la teoría del método de Welch, el cual es un método de estimación espectral clásica
o no paramétrico.
5.3.2.2.

Método de Welch.

El método de Welch o también llamado Periodograma de Welch es un método basado en
modificaciones del Periodograma, modificaciones que realiza promediando muchos Periodogramas con la finalidad de disminuir la varianza.
El Periodograma es cuando el espectro de potencia se calcula vía transformada de Fourier
y posteriormente se promedia, El Periodograma se calcula dividiendo la señal en un número determinado de segmentos, posiblemente traslapados, y evaluando la transformada
de Fourier en cada uno de estos segmentos [39].
Sobre dos segmentos de datos sucesivas se toma un desplazamiento de D puntos. Cada
segmento consta de N puntos de longitud, en donde la i-ésima secuencia viene dada por
la expresión [40]
xi (n) = x(n + iD);

n = 0, 1..., N − 1

(5.33)

El traslapamiento entre dos segmentos consecutivos Xi (n) y xi+1 (n) es de N −D puntos.
El método de Welch propone que este traslape sea de 50 %, el número de secciones k de
longitud L es [40]
k = x(2N/L − 1);
(5.34)
En la ecuación 5.34 se evidencia, que se dobla el número de Periodogramas que se van
a promediar, haciendo que la varianza se reduzca y la resolución se mantenga, debido
a que la longitud de la secuencia no varía en comparación a un método sin traslape, la
resolución en frecuencia del espectro es 1/N Ts , siendo N el número de muestras por
segmentos[40].

5.3.3.

Transformada Wavelet (WT)

Los métodos de extracción de características anteriores, están basados en el dominio de la
frecuencia y en la Transformada de Fourier (FT), siendo esta transformada la base de las
herramientas descritas anteriormente. Como ya se mencionó anteriormente la idea general
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de esta transformada es representar una señal por medio de exponenciales complejas o por
medio de cosenos complejos y senos reales. Aunque bien representados en frecuencia, los
senos y cosenos no están bien referenciados en el tiempo, es decir, no hay información sobre el tiempo en una representación de onda sinusoidal. Por lo tanto, el uso de FT provoca
la pérdida de la información relacionada con eventos de tiempo en esa señal [12].
Una de las maneras para obtener información del tiempo y de esta manera generar una
resolución tiempo-frecuencia es aplicando una ventana acotada para realizar una convolución con la señal a estudiar. De esta manera al aplicar la transformada de Fourier con una
ventana de corta duración permite obtener una representación aproximada de como la frecuencia varia en la señal a lo largo del tiempo. La desventaja de realizar esta transformada
por ventana es que esta se ve afectada por problemas relacionados con la longitud de la
ventana y la perdida de información por los intervalos de tiempo en los que se realiza la
convolución.
Antes de definir formalmente la transformada Wavelet es necesario definir unos conceptos
matemáticos para abordar mejor la transformada.
5.3.3.1.

Bases vectoriales

Una base de un espacio vectorial V es un conjunto de vectores linealmente independientes, de modo que cualquier vector v en V puede escribirse como una combinación lineal
de estos vectores base. Puede haber más de una base para un espacio vectorial. Sin embargo, todos ellos tienen el mismo número de vectores, y este número se conoce como la
dimensión del espacio vectorial. Por ejemplo, en un espacio bidimensional, la base tendrá
dos vectores polikarWavelet.
v=

X

V K bk

(5.35)

K

La ecuación 5.35 muestra como un vector v puede ser escrito como una combinación lineal
de bases vectoriales bk y los correspondientes coeficientes V K
Este concepto, dado en términos de vectores, puede generalizarse fácilmente a las funciones, reemplazando los vectores básicos bk con las funciones básicas φk (t), y el vector V
con una función f (t). La ecuación 5.35 se convierte en:
f (t) =

X

µk φk (t)

(5.36)

K

Sean f (t) y g(t) dos funciones en espacios de Hilbert dotados de producto interno y norma L2 [a, b], lo cual denota el conjunto de funciones integrables cuadradas en el intervalo
[a, b]. El producto interno de dos funciones se define en la ecuación 5.36:
Z
{f (t), g(t)} =

b

f (t).g ∗ (t)dt

(5.37)

a
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Según la definición anterior del producto interno, la transformada Wavelet continua CWT
puede considerarse como el producto interno de la señal de prueba con las funciones llamadas Wavelets expresadas como ψab(t).
Una aproximación de la transformada puede ser descrita como:
Z ∞
f (t).ψab∗ (t)dt
CW Tψ [f ](a, b) =

(5.38)

−∞

Para introducir el término de la transformada Wavelet, aparte de resaltar que tiene una
mejor resolución tiempo-frecuencia que la transformada de Fourier, es necesario denotar
que así como la transformada de Fourier usa series de ondas senoidales con diferentes
frecuencias para analizar una señal, la transformada Wavelet usa una serie de funciones
llamadas "Wavelets hijas", cada una de ellas con una diferente escala.
En la figura 5.7 se puede observar la diferencia entre una onda Seno y una onda Wavelet.
Figura 5.6 Onda Seno y Wavelet. [41]

La principal diferencia entre la onda seno con la onda Wavelet es que la onda senoidal
no está localizada en el tiempo esto se puede evidenciar como en la ecuación de Fourier
si no se cuenta con una función ventana se realiza el análisis en todo el dominio de la
señal en donde la integral está definida desde menos infinito hasta infinito, mientras que la
onda Wavelet está localizada en el tiempo, debido a que las ondas acotadas en el tiempo se
pueden multiplicar o realizar una convolución con la señal a analizar en diferentes instantes
del tiempo.
A diferencia de la transformada de Fourier, con la transformada Wavelet se puede realizar
la convolución con la señal con diferentes tipos de Wavelets. estás a su vez se clasifican
en diferentes familias. Las familias de Wavelets difieren entre sí, ya que cada familia tiene
una forma diferente en cuanto a qué tan compacta y suave es la onda. Esto significa que
se puede elegir una familia de Wavelet específica que mejor se adapte a las características
que se encuentran en nuestra señal.
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Figura 5.7 Diferentes tipos de Wavelets [41]

Cada tipo de Wavelets tiene una forma, suavidad y tamaño diferentes y cada tipo de Wavelet es útil para un análisis específico. Para que una onda sea llamada Wavelet hay dos
condiciones matemáticas que debe satisfacer. En consecuencia, la WT no es única cuando
se aplica a una señal Lp esta condición nos permite modificarla, en casos donde se desea
una mejor aproximación en el intervalo de tiempo necesario o una aproximación cuando
la información dada no es de interés. Incluso la selección de Wavelet madre es completamente definido por el problema, la única limitación al respecto es cumplir con algunas
propiedades matemáticas que son condiciones necesarias en la definición WT. Algunos
ejemplos de diferentes tipos de Wavelets son Haar Wavelet, Daubechies Wavelet, Mexican
Hat Wavelet, etc.
Las condiciones necesarias para considerar una onda como Wavelet son las
siguientes.
La onda debe tener energía finita.
La onda debe tener media igual a cero.
Z

∞

E(ψab) =

2

|ψab (t)| dt ≤ ∞

(5.39)

−∞

PN
M( ψab) =

ψab (i)
=0
N

i=0

(5.40)

Formalmente hablando la definición matemática de la transformada Wavelet es:
Z

∞

Wψ [f ](a, b) = {f, ψab} =

f (t)ψab (t)dt

(5.41)

−∞
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Donde:
ψ: Onda Wavelet.
a: Factor de escala.
b: Factor de traslación.
f (t): Señal a analizar.
La Wavelet continua denotada ψab se puede expresar como:
1
ψab (t) = √ ψ
a



t−b
a


(5.42)

Se debe tener en cuenta que en las expresiones anteriores las funciones de base de Wavelet
ψab no están especificadas formalmente. Esta es otra diferencia entre la transformada Wavelet y la transformada de Fourier u otras transformadas de dominio. La teoría Wavelet se
ocupa solo de las propiedades generales de las Wavelets y las transformadas Wavelet. Debido a esta propiedad de esta poderosa transformada, se puede diseñar una Wavelet propia
que llegue a cumplir con las propiedades necesarias en una tarea de análisis.
La idea detrás de la Wavelet madre es, fundamentalmente, analizar cualquier señal con
cambios repentinos utilizando la base generada, ya que es posible ajustar el tamaño de la
forma de onda de la base, cambiando esos elementos donde se necesita una mejor resolución para el procesamiento de la señal en el intervalo de tiempo de la señal.
5.3.3.2.

Transformada Discreta de Wavelet (DWT)

El término ortogonalidad es una generalización de la noción geométrica de perpendicularidad. En el espacio euclídeo convencional el término ortogonal y el término perpendicular
son sinónimos. La ortogonalidad de dos vectores m y k está definida si el producto interno
es igual a cero:
{m, k} =

X

mn kn∗

(5.43)

n

La ecuación 5.44 muestra el producto interno de los vectores m y k pero esto puede ser
expresado para funciones f (t) y g(t):
Z
{f (t), g(t)} =

b

f (t).g ∗ (t)dt = 0

(5.44)

a

Una vez definida la CWT y la propiedad de ortogonalidad, si se desea poner en práctica la
transformada Wavelet como se describe hasta ahora todavía tiene tres propiedades que hacen que sea difícil de implementar directamente como se muestra en la expresión 5.41. El
primero es la redundancia del CWT. En la ecuación 5.41 la transformada Wavelet se calcula cambiando continuamente una función continua escalable sobre una señal y calculando
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la correlación entre las dos. Cabe aclarar que estas funciones escaladas no estarán cerca de
una base ortogonal y, por lo tanto, los coeficientes Wavelet obtenidos serán altamente redundantes. Para llevar a cabo esta transformada de manera práctica y eficiente en términos
de tiempo y redundancia se recurre a la transformada Wavelet discreta (DWT).
Aunque la transformada Wavelet continua discretizada permite el cálculo de la transformada Wavelet continua realizada por algoritmos, no es una verdadera transformación discreta.
De hecho, la serie Wavelet es simplemente una versión muestreada del CWT y la información que proporciona es muy redundante en lo que respecta a la reconstrucción de la señal
polikarWavelet.
Aun cuando se cuenta con Wavelets discretas, todavía se necesita un número infinito de
coeficientes de escala y translaciones para calcular la transformada Wavelet. La forma más
fácil de abordar este problema es simplemente no usar un número infinito de Wavelets
discretas. Por supuesto, esto plantea la cuestión de la calidad de la transformación.
La idea principal de la DWT es la misma que en la CWT. Se obtiene una representación
en escala de tiempo de una señal digital utilizando técnicas de filtrado digital. Realizando
una comparación se tiene que la CWT es una correlación entre una Wavelet a diferentes
escalas y la señal con la escala (o la frecuencia) que se utiliza como medida de similitud.
La transformación de Wavelet continua se calcula cambiando la escala de la ventana de
análisis, cambiando la ventana en el tiempo, multiplicándola por la señal e integrándola
en todo momento. En el caso discreto, se utilizan filtros de diferentes frecuencias de corte
para analizar la señal a diferentes escalas. La señal se pasa a través de una serie de filtros
de paso alto para analizar las frecuencias altas, y se pasa a través de una serie de filtros de
paso bajo para analizar las frecuencias bajas.
Para empezar a introducir estos filtros de paso alto y bajo es necesario retomar conocimientos de la teoría de Fourier que exponían que si una señal tiene una compresión en el
tiempo es equivalente a estirar el espectro y desplazarlo hacia arriba [41].
F {f (at)} =

1 w
F
|a|
a

(5.45)

En la figura 5.9 se puede observar el cambio del ancho del espectro cada vez que se ”estira”
la Wavelet en el dominio del tiempo con un factor de 2, su ancho de banda se reduce a
la mitad. En otras palabras, con cada estiramiento de Wavelet se cubre solo la mitad del
espectro restante, lo que indica que se necesita una gran cantidad de Wavelets para abordar
gran parte del espectro de la señal. La solución a este problema es simplemente no tratar
de cubrir el espectro hasta cero con espectros Wavelet, sino usar una especie de "tapa"para
tapar el agujero cuando es lo suficientemente pequeño. Esta tapa es un espectro de paso
bajo y pertenece a la llamada función de escala. La función de escala fue introducida por
Mallat. Debido a la naturaleza de paso bajo del espectro de la función de escala, a veces
se lo denomina filtro de promedio [42].
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Figura 5.8 Función de escala que reduce la implementación de muchas Wavelets [42]

Si se considera que la función de escala es solo una señal con un espectro de paso bajo,
entonces podemos descomponerla en componentes Wavelet y expresarla como:
ϕ(t) =

X

γ(j, k)ψj ,k (t)

(5.46)

j,k

Debido a que se selecciona la función de escala ψ(t) de tal manera que su espectro se
ajusta perfectamente en el espacio de las Wavelets, la expresión 5.46 utiliza un número
infinito de Wavelets hasta una cierta escala j como se puede observar en la figura 5.9 .
Esto significa que si se analiza una señal usando la combinación de la función de escala,
la función de escalado por sí misma se ocupa del espectro cubierto por todas las Wavelets
hasta la escala j, mientras que la tarea faltante como la convolución se realiza con la misma
Wavelet que la función escala va generando. De esta manera, se ha limitado el número de
Wavelets de un número infinito a un número finito.
En la expresión 5.46 se establece que la función de escala podría expresarse en Wavelets
hasta cierta escala j. Si se agrega un espectro Wavelet al espectro de la función de escala,
se obtiene una nueva función de escala, con un espectro dos veces más ancho que el primero. El efecto de esta adición es que podemos expresar la primera función de escala en
términos de la segunda, porque toda la información que es necesaria está contenida en la
segunda función de escala. se puede expresar esto formalmente en la llamada formulación
multirresolución.
ϕ(2j t) =

X

hj + 1(k)ϕ(2j+1 t − k)

(5.47)

k

La relación de dos escalas establece que la función de escala en una escala determinada
puede expresarse en términos de funciones de escala traducidas en la siguiente escala más
pequeña. Esto en pocas palabras quiere decir que una escala más pequeña significa más
detalles.
La primera función de escala reemplazó un conjunto de Wavelets y, por lo tanto, también
podemos expresar las Wavelets en este conjunto en términos de funciones de escala traducidas en la siguiente escala. Más específicamente, se puede escribir para la Wavelet en el
nivel j:
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ψ(2j t) =

X

gj + 1(k)ϕ(2j+1 t − k)

(5.48)

k

Las ecuaciones 5.47 y 5.48 representan las operaciones realizadas en los bancos de filtros,
por lo que es posible reconstruir una señal f (t).
Figura 5.9 División frecuencial de una señal con un filtro de bancos pasa-altas y pasabajas.

Para la implementación de la DWT y el banco de filtros se implementan las siguientes
ecuaciones que representan las operaciones en la imagen 5.10
λ(k) =

X

h(m − 2k)λ(m)

(5.49)

g(m − 2k)γ(m)

(5.50)

m

γ(k) =

X
m

Figura 5.10 Implementación de las ecuaciones 5.49 y 5.50 [42].

Tanto la transformada Wavelet como la transformada de Fourier son altamente implementadas en sistemas BCI principalmente para la extracción de características tanto en el dominio frecuencial como en la resolución tiempo-frecuencia. La correcta implementación
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de cada transformada en estos sistemas dependerá del tipo de estímulo efectuado en un
EEG o de las características que se deseen estudiar. En este trabajo se implementan las dos
herramientas matemáticas para la extracción de características de un EEG bajo estímulo
SSVEP, en donde estas características serán la entrada de un algoritmo que clasifique estas
características de las señales en comandos de un manipulador.

5.4.

Clasificacion

El problema de buscar patrones en los datos es fundamental y tiene una historia larga
y exitosa. Por ejemplo, las extensas observaciones astronómicas de Tycho Brahe en el
siglo XVI permitieron a Johannes Kepler descubrir las leyes empíricas del movimiento
planetario, lo que a su vez proporcionó un trampolín para el desarrollo de la mecánica
clásica. Del mismo modo, el descubrimiento de regularidades en los espectros atómicos
desempeñó un papel clave en el desarrollo y la verificación de la física cuántica a principios
del siglo XX. El campo del reconocimiento de patrones tiene que ver con el descubrimiento
automático de regularidades en los datos mediante el uso de algoritmos informáticos y con
el uso de estas regularidades para realizar acciones como clasificar los datos en diferentes
categorías [43].
Antes de adentrarse en los clasificadores K Vecinos más Cercanos y Árboles de Decisión,
es prudente dar a conocer los principales elementos de un clasificador, entre ellos se tiene la descripción del valor del atributo, en el cual en su mayoría los datos a analizar
se encuentran ya guardados en un archivo plano, un archivo cuya información guardada
pertenezca a los objetos o casos a analizar, dicha información recibe el nombre de atributos, cada atributo puede tener valores discretos o numéricos, pero los atributos utilizados
para describir un caso u objeto no deben variar de uno a otro, es decir que si se tiene un
dataset de señales EEG cuyos atributos son componentes frecuenciales no debería existir
un elemento con atributos diferentes a estos, o si dicho atributo es numérico, no debería
tampoco existir un elemento con el atributo en otro tipo de variable. El siguiente elemento
de un clasificador son las clases predefinidas. En el mundo del Aprendizaje Automático o
Machine Learning se tienen modelos de aprendizaje supervisado en donde el algoritmo
entrena un modelo a partir de un conjunto de elementos, teniendo en cuenta que se conoce
una salida deseada. Si la salida son valores categóricos los modelos pertinentes para este tipo de casos son los clasificadores. Para los casos en donde se desconozca una salida
categorica deseada se tienen los modelos de aprendizaje no supervisado.
Fisher, Pazzani y Langley [1991] proporcionan un tratamiento exhaustivo de esta última
tarea [44], otro elemento son las clases discretas, el cual va relacionado a las categorías
a las que se asignan los casos u objetos, Las clases deben estar claramente delineadas (un
caso u objeto pertenece o no a una clase en particular) y debe haber muchos más casos u
objetos que clases. Algunas tareas de aprendizaje no son de este tipo. Un grupo de tareas
que no tiene clases discretas se refiere a la predicción de valores continuos, como el precio
del oro o la temperatura a la que se derretirá una aleación [44], por último se tiene Datos
suficientes y Modelos de clasificación, dependiendo lo que se desea clasificar se debe
tener en cuenta la cantidad de casos u objetos para entrenar un clasificador y obtener un
buen modelo, Un modelo simple a veces se puede identificar con pocos casos u objetos,
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pero un modelo de clasificación detallado generalmente requiere cientos o incluso miles de
casos de entrenamiento, por otro lado el escoger el modelo de clasificador más adecuado
a un problema deber ser crucial, se debe tener en cuenta que existen clasificadores para
casos cuyas clases pasen de lógica a aritméticos, caso tal como el discriminante lineal en
el que se ponderan las contribuciones de aritmética y se comparan con un umbral, son
casos muy específicos, poco comunes [44].

5.4.1.

K Vecinos más Cercanos

Los k Vecinos más Cercanos es uno de los clasificadores más populares dentro del mundo
del Machine Learning [45]. La idea principal de este algoritmo es la de determinar etiquetas para clasificar en grupos diferentes datos de entrada basándose en el vecindario de
datos coordenados.
Un caso se clasifica por mayoría de votos de sus vecinos, y el caso se asigna a la clase más
común entre sus K vecinos más cercanos, medido por una función de distancia.
Las ecuaciones de distancia son:
Distancia Euclideana.
Distancia Manhattan.
Minkowski.
v
u k
uX
De = t (x1 − y1 )2

(5.51)

i=1

Dm =

k
X

|x1 − y1 |

(5.52)

i=1

Dmi =

k
X

! q1
|x1 − y1 |

(5.53)

i=1

También se debe tener en cuenta que las tres medidas de distancia solo son válidas para
variables continuas. En el caso de variables categóricas, se debe utilizar la distancia de
Hamming. También plantea el tema de la estandarización de las variables numéricas entre 0 y 1 cuando hay una mezcla de variables numéricas y categóricas en el conjunto de
datos.
A pesar de su simplicidad, los vecinos más cercanos han tenido éxito en una gran cantidad
de problemás de clasificación y regresión, incluidos dígitos escritos a mano y escenas de
imágenes satelitales. Al ser un método no paramétrico, a menudo tiene éxito en situaciones
de clasificación donde el límite de decisión es muy irregular.

57

5.4 Clasificacion
Análisis de componentes del vecindario o más conocido por sus siglas en ingles NCA
es un algoritmo de aprendizaje métrico de distancia que tiene como objetivo mejorar la
precisión de la clasificación de vecinos más cercanos en comparación con la distancia
euclidiana estándar. El algoritmo maximiza directamente una variante estocástica de la
puntuación de vecinos cercanos más cercanos (KNN) en el conjunto de entrenamiento.
También puede aprender una proyección lineal de datos de baja dimensión que se puede
utilizar para la visualización de datos y la clasificación rápida.
Figura 5.11 Representación gráfica clasificación por knn.https://scikit-learn.org.

Un algoritmo básico que puede generalizar el extenso proceso detras de la metodología de
los KNN se puede observar en el siguiente algoritmo.
Algorithm 1 Algoritmo KNN.
Require: (X, Y, x) // X: Datos entrenamiento, Y: Etiquetas de X, x: Muestra desconocida
Ensure: Etiqueta
for i = 1 hasta N do
Calcular distancias d(X, x)
End for
Calcular del conjunto I que contienen los índices de las distancias K más pequeñas
d(X, x)
Retornar etiqueta mayoritaria para Yi donde i pertenece a I

5.4.2.

Árboles de Decisión

El clasificador de Árboles de Decisión es un modelo de aprendizaje inductivo supervisado
no paramétrico más utilizado en la modernidad, es caracterizado por su simple implementación y eficacia, abarca diversos campos como los videojuegos, medicina, predicciones
meteorológicas, clasificación de fauna y flora, entre otros, la representación gráfica de un
Árbol de Decisión se compone de nodos y ramas, su funcionamiento inductivo consta de
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aprendizaje de las propiedades de casos u objetos ya evaluados o entrenados con anterioridad, ejemplo la predicción de comportamientos futuros del clima en relación a los
comportamientos observados en el pasado.
Un algoritmo básico que puede ser contemplado como uniformizador de la mayoría de
los algoritmos de Árboles de Decisión es el algoritmo TDIDT (Top Down Induction of
Decision Trees), a continuación se presenta el pseudocódigo.
Algorithm 2 algoritmo TDIDT en pseudocódigo [46].
Require: D conjunto de N patrones etiquetados, cada uno de los cuales está caracterizado por n variables predictoras X1 , ..., X( n) y la variable clase C
Output: Árbol de clasificación
Begin TDIDT
if todos los patrones de D pertenecen a la misma clase C then
resultado de la inducción es un nodo simple (nodo hoja) etiquetado como C
else
begin
1.Seleccionar la variable más informativa Xr con valores Xr1 , ..., Xrnr
2.Particionar D de acorde con los nr valores de Xr en D1 , ..., D( nr)
3.Construir nr subárboles T1 , ..., T( nr) para D1 , ..., D( nr)
4.Unir Xr y los nr subárboles T1 , ..., T( nr) con los valores Xr1 , ..., Xrnr
end
endif
La idea principal del algoritmo TDIDT, es que mientras que todos los patrones que se
correspondan con una determinada rama del árbol de clasificación no pertenezcan a una
misma clase, se seleccione la variable que de entre las no seleccionadas en esa rama sea
la más informativa o la más idónea con respecto de un criterio previamente establecido.
La elección de esta variable sirve para expandir el árbol en tantas ramas como posibles
valores toma dicha variable [46].
Como se mencionó anteriormente la representación gráfica de un árbol de decisión esta
compuesta por nodos y ramas, a continuación se presentara un ejemplo de pronóstico del
tiempo de forma gráfica.
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Figura 5.12 Representación gráfica de un Árbol de Decisión.

En un Árbol de Decisión cada nodo del árbol es un atributo de los casos, y cada rama
representa un posible valor de ese atributo, en las hojas del árbol se almacenan los valores
de la variable clase, en el proceso de clasificar una nueva instancia se inspecciona el mismo
desde la raíz hasta llegar a un nodo hoja, por otro lado, viendo la figura 5.12 este tiene
un alcance de sus ramas de profundidad de dos, el concepto de profundidad proporciona
una idea de la complejidad del árbol de decisión, a continuación se expresa el Árbol de
Decisión de la figura 5.12 por medio de un conjunto de reglas, el numero de reglas se
puede intuir por el numero de hojas del árbol en este caso círculos, los cuales son cinco,
de tal manera que las reglas serán cinco, las cuales son:
R1 : if pronóstico==Sol and HUMEDAD==Alta THEN C=No
R2 : if pronóstico==Sol and HUMEDAD==Normal THEN C=Si
R3 : if pronóstico==Lluvia and Viento==Fuerte THEN C=No
R4 : if pronóstico==Lluvia and Viento==Débil THEN C=Si
R5 : if pronóstico==Nublado THEN C=Si
La variable C es una variable clase con dos posibles valores Si o No.
Por otro lado J. Ross Quinlan introdujo uno de los algoritmos de árboles de decisión más
populares denominado ID3 (Iterative Dichotomiser 3) en 1986 es un algoritmo constructivo greedy, este se basa en el algoritmo de CLS(Concept Learning Systems) de Hunt [47],
para la selección del nodo principal o nodo raíz se basa en el criterio escogido para seleccionar la variable más informativa está basado en el concepto de cantidad de información
mutua entre dicha variable y la variable clase, la cantidad de información mutua o mejor
conocida como ganancia de información esta dada por la siguiente ecuación.
ganancia(E, X) = inf o(E) − inf oatrib (E, X)

(5.54)

Para la interpretación de esta ecuación 5.54, se debe introducir dos conceptos la entropía
y la efectividad de un atributo, donde la entropía introducida por Shannon en su teoría de
60

5.5 Dispositivos Externos
la información está dada por
S(E) = inf o(E) = −

k
X

pj log2 pj

(5.55)

j=1

Donde pj la proporción de casos u objetos de clase Cj en el conjunto E, la entropía nos
proporciona el numero de bits necesario para codificar un suceso, a mayor bits mayor información y menos probable un suceso, es decir, al tener una mayor cantidad de aparición,
cada aparición aporta menos información al conjunto que cuando aparece un suceso raro.
Por otro lado se tiene la efectividad de un atributo, es el valor esperado de la entropía tras
realizar la partición, y su ecuación viene dada de la siguiente forma
S(E, X) = inf o(E, X) = −

n
X
|Ei |
i=1

|E|

∗ inf o(Ei )

(5.56)

Volviendo a la ecuación 5.54, se puede decir que la información del conjunto menos la
que aporta el atributo X es la ganancia, la ecuación nos indica que cuanto mayor sea el
resultado menor es la cantidad de información aportada por X, lo que quiere decir, que
es un suceso muy probable y podría ser representado como atributo representativo del
conjunto o nodo del árbol, por último J. Ross Quinlan presenta una modificación a su
algoritmo ID3, donde introduce una medida alternativa llamada ratio de ganancia, este
algoritmo se denomina C4.5, el ratio de ganancia, consigue evitar que las variables con
mayor numero de posibles valores salgan beneficiadas en la selección, además incorpora
una poda del árbol una vez inducido. La poda está basada en la aplicación de un test de
hipótesis que trata de responder a la pregunta de si merece la pena expandir o no una
determinada rama [46], finalizando, el ratio de ganancia se define como
ratio(E, X) =

inf opart (E, X) =

ganancia(E, X)
inf opart (E, X)
n
X
|Ei |
i=1

E

∗ log2

|Ei |
E

(5.57)

(5.58)

Los algoritmos de clasificación tanto supervisados como no supervisados son implementados en los sistemas BCI para la clasificación de características extraídas de las señales EEG
para entrenar modelos que permitan realizar predicciones futuras y de esta manera asociar
las características clasificadas con comandos o acciones con dispositivos externos.

5.5.

Dispositivos Externos

En una interfaz BCI como ya se ha mencionado, el objetivo final o la ultima etapa es lograr
implementar o ejecutar una acción o tarea utilizando las señales obtenidas de la actividad
cerebral. Esta tarea pueden ser diferentes acciones que permitan observar una relación
directa entre el operador y la acción a realizar.
Para lograr la detección de esta relación directa entre el operador y el estimulo existen
diferentes maneras de observar esta relación.
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Dispositivos externos.
• Prótesis.
• Manipuladores.
• Robots móviles.
Interfaz Gráfica.
Interfaz Sonora.

5.5.1.

Mitsubishi Movemáster RV-M1

Un robot es una máquina controlada por ordenador y programada para moverse, manipular
objetos y realizar trabajos a la vez que interacciona con su entorno. Su objetivo principal
es el de sustituir al ser humano en tareas repetitivas, difíciles, desagradables e incluso
peligrosas de una forma más segura, rápida y precisa. Algunas definiciones aceptadas son
las siguientes: "Dispositivo multifuncional reprogramable diseñado para manipular y/o
transportar material a través de movimientos programados para la realización de tareas
variadas".
Para este proyecto se tiene la operación de un manipulador Mitsubishi RV-M1, el cual
es un brazo robotico articulado con cinco grados de libertad. Va montado sobre un eje de
deslizamiento o slider que le aporta otro grado de libertad y cuenta con una pinza accionada
por medio neumático, su capacidad de carga es de 1,2 Kg. sin incluir el peso del efector
final adaptado a el.
Este manipulador está constituido de la siguiente manera:
Brazo Articulado.
Teaching box o consola de programación portátil, la cual en este proyecto no se
utilizará por fallas electrónicas.
Controlador.
Cables de conexión.
Computador con software para establecer la comunicación con el robot.
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Figura 5.13 Componentes del robot Mitsubishi [48].

Si el manipulador se encuentra conectado a un transformador (110 a 220 V), se presiona el
botón de encendido de este dispositivo. A continuación se presiona el botón de encendido
del controlador del robot que se encuentra en la parte posterior del mismo.
Figura 5.14 Componentes del controlador [48].

Indicador de encendido (POWER): LED que emite una luz amarilla si el controlador
está encendido. Si hemos encendido el controlador y este LED no emite la luz, es
probable que no llegue corriente al controlador. Habrá que revisar que el fusible
de la parte posterior no se haya fundido, que las conexiones eléctricas no se hayan
estropeado.
Botón de emergencia (Emg. Stop): Interrumpe la ejecución de cualquier tarea en
desarrollo, dando lugar a una alarma sonora intermitente que se suspende apagando
el controlador. Además, al presionar este interruptor, el LED situado justamente por
debajo de él (LED de error) comenzará a parpadear.
Indicador de error: Se activa cuando se produce un error. Generalmente, se activa
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simultáneamente con una alarma sonora. Si se produce un Error de Tipo I, esta luz
parpadea a intervalos de medio segundo y el sonido emitido es también intermitente,
mientras que si el Error es de Tipo II, la luz brilla constantemente sin parpadear y el
pitido es continuo.
Indicador de ejecución de tarea (Execute): LED que emite un color verde mientras un comando está siendo ejecutado y se apaga cuando dicho comando ha sido
completado. También luce mientras se está ejecutando el programa interno del controlador.
Botón de inicio (Start): Permite empezar la ejecución del programa almacenado en
memoria, o lo reinicia si estaba suspendido.
Botón de parada (Stop): Suspende la ejecución del programa. Al presionar este botón, el robot completa la ejecución de la línea de comando actual antes de parar.
Botón para reiniciar el controlador (RESET): Se utiliza para eliminar un Error de Tipo II, ya que restablece el sistema tras una parada de emergencia, para re-inicializar
un programa suspendido (bien porque se produjo un Error de Tipo II o bien porque
se presionó el interruptor de Parada de Emergencia). Tras presionar este botón, el
controlador se sitúa en la primera línea del programa a la espera de que se presione
el botón START. Por tanto, el botón RESET además apagará el LED indicador de
error y suspenderá el sonido continuo de la alarma.
Como se mencionó anteriormente este manipulador consta de cinco grados de libertad, los cuales son la base del modelado cinemático del manipulador. los parámetros
cinemáticos del manipulador están conformados por cinco elementos rígidos conectados por cinco articulaciones de rotación en serie. Para cada elemento se definen
seis parámetros cinemáticos los cuales son:
• Dos vectores
• Dos ángulos
• Dos distancias.
Estos parámetros cinemáticos permiten definir la posición y orientación relativa de
cada uno de los elementos del manipulador.
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Figura 5.15 Dimensiones del manipulador, tomado de Mitsubishi Electronics.

Figura 5.16 Dimensiones del manipulador, tomado de Mitsubishi Electronics.

Para cada elemento i se tienen los siguientes parámetros:
Vector de articulación Si . En el caso de una articulación de tipo rotación (R) resulta
ser un vector unitario que define la rotación siguiendo la regla de la mano derecha.
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El vector aij es un vector perpendicular a ambos vectores de articulación Si y Sj .
Distancia de la articulación Si . Es la distancia existente entre los vectores aij , el
cual se mide a lo largo del vector de articulación Si .
Ángulo de articulación θi . Es el ángulo medido mediante la regla de la mano derecha utilizando como base el vector de articulación Si y que se origina desde el
vector del elemento aji al vector aij .
Ángulo del elemento αij . Es el ángulo medido mediante la regla de la mano derecha, utilizando como base el vector del elemento aij , el cual proviene desde el
vector Si al vector Sj .
En la literatura existen diversos artículos sobre como encontrar el modelo cinemático inverso del manipulador RV-M1, para este trabajo se utilizo como guía el modelo desarrollado por José Luís Rodriguez, Eugenío Yime y James Díaz en el artículo llamado Inverse
Matrix Kinematics of the 5R Mitsubishi Movemaster RV-M1 Manipulator
Los vectores de articulación servirán para definir los sistemas coordenados asociados a
cada elemento. El vector del elemento Sj define la dirección del eje z del sistema coordenado i, zi asociado al elemento i del manipulador. la dirección del eje x está definido
por el vector aij y para definir la dirección del eje y se encuentra mediante la expresión:
Si Xaij
|Si Xaij |

(5.59)

Como se puede observar en la tabla 5.2 Los ángulos de las articulaciones son los valores a
encontrar con el modelo dinámico inverso.
Distancia articulación
*****
S2 =0
S3 =0
S4 =0
S5 =72

Distancia elemento
a12 =0
a23 =250
a34 =160
a45 =0
a56 =0

Ángulo elemento
α12 =90
α23 =0
α34 =0
α45 =90
—

Ángulo articulación
ϕ1 =?
θ2 =?
θ3 =?
θ4 =?
θ5 =?

Tabla 5.2: Parámetros cinemáticos del manipulador Mitsubishi RV-M1, tomados de Mitsubishi Electric Corporation[49].

A continuación se presentan los parámetros cinemáticos y sistemas coordenados. El subíndice F en el sistema coordenado fijo xf − yf − zf .
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Figura 5.17 Parámetros del Mitsubishi RV-M1 [49]

Una vez definidos los parámetros cinemáticos se establecen las matrices de transformación
de los elementos del manipulador.

F
TH


r11
r21
=
r31
0

r12
r22
r32
0

r13
r23
r33
0


Px
Py 

Pz 
1

(5.60)

sj y cj : Seno y Coseno del ángulo en la articulación θj ..
sij y cij : Seno y Coseno del ángulo en la articulación α..
aij: Distancia del elemento i.
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Sj : Distancia de la articulación del elemento j.
La posición del actuador y su efector final es fácilmente especifica mediante las matrices
de transformación, en donde si se tiene la figura 5.18 y los sistemas de referencia xF −
yF − zF y la referencia de la herramienta xH − yH − zH . La matriz de transformación
que relaciona la posición y orientación de la herramienta viene dada por

F
TH


r11
r21
=
r31
0

r12
r22
r32
0

r13
r23
r33
0


Px
Py 

Pz 
1

(5.61)

Donde la orientación se define por los vectores unitarios [r11 r21 r31 ]T , [r12 r22 r32 ]T y
[r13 r23 r33 ]T . La posición viene expresada por los valores [Px Py Pz ]T .
Figura 5.18 Sistemas coordenados de la herramienta final y la base fija de un manipulador
[49]

Suponiendo que se tiene un escenario en donde se conoce la posición a la que debe llegar
la herramienta del manipulador y se desean conocer los grados de las articulaciones para
que esta herramienta llegue a este punto en específico se debe hacer uso de la cinemática
inversa para lograr encontrar estos ángulos de las cinco articulaciones del robot.
Elementos conocidos:
Ángulos de elementos α12 , α23 , α34 , α45 .
Distancias de las articulaciones S2, S3, S4, S5.
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F
Posición origen del sistema coordenado de la herramienta en el sistema fijo PH
=
T
[Px Py Pz ]

Orientación de la herramienta RTF = [r11 r21 r31 ; r12 r22 r32 ; r13 r23 r33 ]
Elementos a encontrar:
Ángulos de elemento o articulación ϕ1, θ2, θ3 , θ4, θ5.
La expresión que relaciona el sistema coordenado fijo de la base del robot con el sistema
coordenado de la herramienta se obtiene mediante la siguiente operación matricial.
F
5
TH
= T1F T21 T32 T43 T54 TH

(5.62)

Donde para el efector final de manipulador o la herramienta se relaciona con el quinto
sistema coordenado con una medida en la posición de Pz de 107mm.
Donde en el derecho de la ecuación 5.62 T1F existe una rotación de un ángulo ϕ1 en torno
al eje z y cada término de la forma Tij tiene una expresión general como la ecuación
5.61. la expresión del lado izquierdo de la ecuación 5.62 se obtiene sustituyendo en la
ecuación 5.61 con la información de posición y orientación de la herramienta en el sistema
coordenado fijo para obtener la siguiente ecuación.


r11
r21

r31
0

r12
r22
r32
0

r13
r23
r33
0

 
Px
cϕ c2+3+4 c5 + sϕ S5
 sϕ c2+3+4 c5 − cϕ s5
Py 
=
Pz  
s2+3+4 c5
1
0

−cϕ c2+3+4 s5 + sϕ c5
−sϕ c2+3+4 s5 − cϕ c5
−s2+3+4 s5
0


cϕ s2+3+4 δ1
sϕ s2+3+4 δ2 

−c2+3+4 δ3 
0
1
(5.63)

Donde:
cϕ = cos(ϕ1 )
sϕ = sin(ϕ1 )
c2+3+4 = cos(θ2 + θ3 + θ4 )
s2+3+4 = sin(θ2 + θ3 + θ4 )
δ1 = cϕ s2+3+4 Pz + cϕ s2+3+4 s5 + cϕ c2+3 a34 + cϕ c2 a23

(5.64)

δ2 = −sϕ s2+3+4 Pz + sϕ s2+3+4 s5 + sϕ c2+3 a34 + sϕ c2 a23

(5.65)

δ3 = −c2+3+4 Pz − c2+3+4 s5 + s2+3 a34 + s2 a23

(5.66)
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El método de la matriz inversa consiste en multiplicar la ecuación 5.5.1 a ambos lados por
la inversa de la matriz de transformación que se encuentra más a la izquierda del lado derecho de la misma ecuación, siguiendo el orden de las transformaciones homogéneas que se
utilizaron para construir la ecuación 5.63 a partir de la ecuación 5.62 y en cada expresión
matricial resultante ir hallando uno o más ángulos de las articulaciones dependiendo de la
geometría.
Para el calculo del ángulo ϕ1 se tiene:
 −1
= TF1 para obtener la siguiente
Se multiplica la ecuación 5.63 a ambos lados por T1F
expresión.
F
5
TF1 TH
= T21 T32 T43 T54 TH



r11 cϕ + r21 sϕ
−r11 sϕ + r21 cϕ
A=

r31
0



c2+3+4 c5
 −s5
A=
s2+3+4 c5
0

r12 cϕ + r22 sϕ
r13 cϕ + r23 sϕ
−r12 sϕ + r22 cϕ −r13 sϕ + r23 cϕ
r32
r33
0
0

−c2+3+4 s5
−c5
−s2+3+4 s5
0

s2+3+4
0
−c2+3+4
0

(5.67)


r14 cϕ + r24 sϕ
−r14 sϕ + r24 cϕ


r34
1
(5.68)


a23 c2 + a34 c2+3 + (S5 + Pz )s2+3+4

0

a23 s2 + a34 s2+3 − (S5 + Pz )c2+3+4 
1
(5.69)

Si se comparan las expresiones 5.68 y 5.69 se tiene que es una igualdad de las dos expresiones en donde en ambas matrices el término (2,3) se puede expresar una igualdad como
la siguiente.
r23
sϕ
=
c$
r13

(5.70)

Con la relación anterior se puede encontrar el primer ángulo de la primera articulación
ϕ1 .
ϕ1 = atan(r23 , r13 )

(5.71)

Para el calculo del ángulo θ5 se tiene:
Se continua con la multiplicación a ambos lados de la ecuación 5.67 por
para obtener la siguiente expresión.
F
5
T12 TF1 TH
= T32 T43 T54 TH

 1 −1
T2
= T12

(5.72)
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En donde la expresión general quedaría:


c2 (r11 cϕ + r21 sϕ ) + r31 s2
c2 (r11 cϕ + r21 sϕ ) + r31 s2
B=

r11 sϕ − r21 cϕ
0

−c3+4 c5
 s3+4 c5
B=
 s5
0

−c3+4 s5
−s3+4 s5
c5
0

c2 (r12 cϕ + r22 sϕ ) + r32 s2
c2 (r12 cϕ + r22 sϕ ) + r32 s2
r12 sϕ − r22 cϕ
0

s3+4
−c3+4
0
0

δ4
δ5
δ6
0


δ7
δ8 

δ9 
1


a23 + a34 c3 + (S5 + Pz )s3+4
a34 s3 − (S5 + Pz )c3+4 


0
1

(5.73)

(5.74)

En donde el valor de los coeficientes δn son:
δ4 = c2 (r13 cϕ + r23 sϕ ) + r33s2

(5.75)

δ5 = s2 (−r13 cϕ − r23 sϕ ) + r33c2

(5.76)

δ6 = r13 sϕ − r23 cϕ

(5.77)

δ7 = c2 (r14 cϕ + r24 sϕ ) + r34s2

(5.78)

δ8 = s2 (−r14 cϕ − r24 sϕ ) + r34c2

(5.79)

δ9 = r14 sϕ − r24 cϕ

(5.80)

Debido a que el valor de ϕ1 es conocido es posible utilizar los componentes (3,1) y (3,2)
de la ecuación 5.73 y 5.74 para las expresiones del seno y coseno del ángulo θ5 para
obtener un único ángulo.
s5 = r11 sϕ − r21 cϕ

(5.81)

c5 = r12 sϕ − r22 cϕ

(5.82)

Relacionando las dos ecuaciones anteriores se encuentra el valor de θ1 .
θ5 = atan((r11 sϕ − r21 cϕ ), (r12 sϕ − r22 cϕ ))

(5.83)
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Para el calculo del ángulo θ2 se tiene:
Se identifica que debido a la geometría del manipulador existirán dos posibles valores para
el ángulo θ2 para una misma posición y orientación del efector final, por lo cual se buscará
la creación de una ecuación trigonométrica trascendental de la forma P c2 + Qs2 + R = 0.
Donde P , Q y R son constantes. Se identifica que la componente (1,4) de la ecuación
5.73 representa los términos c2 y s2 igualando términos y agrupando se tiene:
(r14 cϕ + r24 sϕ )c2 + r34 s2 = a23 + a34 c3 + (S5 + Pz )s3+4

(5.84)

El término s3+4 en la anterior expresión no es conocido pero se puede encontrar igualando
las componentes matriciales (1,3) de las matrices 5.73 y 5.74.
s3+4 = c2 (r13 cϕ + r23 sϕ ) + r33 s2

(5.85)

Si se reemplaza la ecuación 5.85 en la ecuación 5.84 se tiene la forma:
P c2 + Qs2 + R = 0

(5.86)

P = (S5 + Pz )(r13 cϕ + r23 sϕ ) − (r14 cϕ + r24 sϕ )

(5.87)

Q = (S5 + Pz )r33 − r34

(5.88)

R = a23 + a34 c3

(5.89)

Donde:

Se debe ahora encontrar el término c3 en la ecuación 5.84. Para ello se igualan las componentes (1,4) y (3,2) de la ecuación 5.68, y se reagrupan para obtener:
a23 c2 + a34 c2+3 = A

(5.90)

a23 s2 + a34 s2+3 = B

(5.91)

A = r14 cϕ + r24 sϕ − (S5 + Pz )c2+3+4

(5.92)

B = r34 + (S5 + Pz )c2+3+4

(5.93)

Siendo A y B:
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En donde de las anteriores s2+3+4 y c2+3+4 se pueden encontrar en los términos (1,3) y
(3,3) de la ecuación 5.68.
s2+3+4 = r13 cϕ + r23 sϕ

(5.94)

c2+3+4 = −r13

(5.95)

Se elevan al cuadrado ambos lados de las ecuaciones 5.90 y 5.91, se suman términos y al
tener en cuenta que c2 c2+3 + s2 s2+3 = c3 , se obtiene la expresión para c3 :
c3 =

A2 + B 2 − a223 − a234
2a23 a34

(5.96)

Ahora que todos los términos de la ecuación 5.86 se conocen y se pueden hallar el ángulo
θ2 resolviendo esa ecuación trigonométrica trascendental [50] para obtener:

θ2 = atan

Q
p

P 2 + Q2

,p

P
P 2 + Q2

!
)

−1

± cos

−R

!

p
P 2 + Q2

(5.97)

Para el calculo del ángulo θ3 se puede igualar las componentes (3,4) de las ecuaciones
5.68 y 5.69 y se reemplaza el valor de donde el término s2+3 :
s3 =

r34 + (S5 + Pz )c2+3+4 − a23 s2 − a34 s2 c3
a34 c2

(5.98)

Donde el término c2+3+4 fue desarrollado en la ecuación 5.95, el término c3 (un solo
valor de c3 ) puede cumplirse para dos valores diferentes del ángulo θ3 en el intervalo [−π, π] y fue desarrollado en la ecuación 5.96, con estas consideraciones se puede
encontrar el valor del ángulo θ3 .


θ3 = atan


r34 + (S5 + Pz )c2+3+4 − a23 s2 − a34 s2 c3 A2 + B 2 − a223 − a234
,
a34 c2
2a23 a34
(5.99)

Para el calculo del ángulo θ4 se tiene:
Se continua con la multiplicación a ambos lados de la ecuación 5.72 por
para obtener la siguiente expresión.
F
5
T23 T12 TF1 TH
= T43 T54 TH

 2 −1
T3
= T23

(5.100)

En donde la expresión general quedaría:
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c2+3 (r11 cϕ + r21 sϕ ) + r31 s2+3
s2+3 (−r11 cϕ − r21 sϕ ) + r31 c2+3
C=

r11 sϕ − r21 cϕ
0



c4 c5
s4 c5
C=
 s5
0

−c4 s5
−s4 s5
c5
0

c2+3 (r12 cϕ + r22 sϕ ) + r32 s2+3
s2+3 (−r12 cϕ − r22 sϕ ) + r32 c2+3
r12 sϕ − r22 cϕ
0

s4
−c4
0
0


a34 + s4 (S5 + Pz )
−c4 (S5 + Pz ) 


0
1


δ1 0 δ1 3
δ1 1 δ1 4

δ1 2 δ1 5
0
1
(5.101)

(5.102)

En donde el valor de los coeficientes δn son:
δ1 0 = c2+3 (r13 cϕ + r23 sϕ ) + r33s2+3

(5.103)

δ1 1 = s2+3 (−r13 cϕ − r23 sϕ ) + r33c2+3

(5.104)

δ1 2 = r13 sϕ − r23 cϕ

(5.105)

δ1 3 = c2+3 (r14 cϕ + r24 sϕ ) + r34s2+3 − a23 c3

(5.106)

δ1 4 = s2+3 (−r14 cϕ − r24 sϕ ) + r34c2+3 + a23 s3

(5.107)

δ1 5 = r14 sϕ − r24 cϕ

(5.108)

Con los términos (1,4) y (2,4) de las ecuaciones 5.101 y 5.102 se obtienen las expresiones
de seno y coseno del ángulo θ4 .
s4 =

c2+3 + (r14 cϕ + r24 sϕ ) + r34 s2+3 − a23 c3 − a34
S5 + Pz

(5.109)

s2+3 + (r14 cϕ + r24 sϕ ) − r34 c2+3 − a23 s3
S5 + Pz

(5.110)

c4 =

Con las dos expresiones anteriores se puede relacionar con la tangente y encontrar el valor
del ángulo θ4 .
θ4 = atan(s4 , c4 )

(5.111)
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6

Desarrollo de la Interfaz BCI
Basada En SSVEP-EEG
En el presente capítulo se presentan los procedimientos experimentales relacionados con
el desarrollo de una interfaz BCI para la manipulación de un dispositivo externo como
lo es el manipulador Mitsubishi RV-M1. Se introducen las herramientas tecnológicas y
conocimientos técnicos implementados para el desarrollo.

6.1.

Herramientas Open-Source

Como se ha venido mencionado en los anteriores capítulos, las diferentes etapas del proceso requieren de procesamiento de señales, tratamiento de datos en vivo y creación de
interfaz gráfica que permita visualizar etapas del proceso y el desarrollo de modelos de
Machine Learning para la clasificación de patrones. La gran mayoría de lenguajes de alto
nivel pueden cubrir de manera parcial estos criterios, en donde los lenguajes más populares
para este tipo de aplicaciones son Matlab, Labview, C++ y Python.
La selección del lenguaje de programación apto para el desarrollo de la interfaz debe tener
en cuenta las siguientes consideraciones:
Programación orientada a objetos: Se necesita la programación orientada a objetos
para desarrollar clases, métodos y objetos que permitan instanciar las clases definidas con el fin de organizar y optimizar las tareas o funciones de un programa.
Programación por hilos: La programación por hilos es un concepto desarrollado para
dar solución al problema de realizar procesos algorítmicos en paralelo, denominando cada proceso como un "hilo"que ejecuta un proceso en paralelo a otro proceso.
Desarrollo de interfaces: Para gran cantidad de aplicaciones se hace necesario realizar una interfaz para visualizar diferentes variables de un proceso o interactuar con
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un usuario, En el caso de interfaces cerebro computador una interfaz gráfica facilita
la interacción del programa con el usuario.
Licencias: Los diferentes lenguajes de programación así como sus entornos de desarrollo tienen algún tipo de licencias las cuales tienen costos elevados.
Librerías: Para todos los criterios anteriores los diferentes lenguajes de programación utilizan diferentes librerías con algoritmos ya definidos para implementar y dar
solución a diferentes problemáticas.
Con base en estos criterios mencionados se ha seleccionado el lenguaje de programación
Python. Este lenguaje de programación es un lenguaje interpretado orientado a objetos de
alto nivel con semántica dinámica. Python es uno de los lenguajes más utilizados para el
desarrollo científico, estudio de métodos numéricos, aplicaciones de Machine Learning y
análisis de datos.
A continuación se mencionan algunas de las ventajas de este lenguaje.
Software libre y de código abierto.
Código estructurado y fácil de leer y entender.
Multiplataforma y de propósito general.
Librerías de inteligencia artificial y Machine Learning de código abierto.
Para el desarrollo de una interfaz de reconocimiento estudiando señales cerebrales en vivo
es necesario implementar diferentes librerías de Python las cuales se presentan a continuación.
Numpy: Numpy es una librería para computación científica en Python que provee
herramientas algorítmicas para la operación de vectores y arreglos multidimensionales, así como también es utilizada para almacenar datos y su posterior análisis.
Scipy: Es una librería con funciones avanzadas usadas para la investigación en matemáticas, ciencias e ingeniería, Esta librería es ampliamente utilizada para el análisis
de señales.
Scikit-learn: es una librería con funciones diseñadas para el análisis y minería de
datos, así como el desarrollo de modelos de Machine Learning.

6.2.

Etapas del proceso de la interfaz BCI

Como se ha mencionado en anteriores capítulos, la interfaz cerebro-computador propuesta
consta de diferentes procesos o etapas para llevar a cabo la operación de un manipulador
por medio de señales obtenidas de un electroencefalograma. De manera general se inicia
con el estímulo en el usuario, posteriormente se realiza un electroencefalograma con el
estímulo, este electroencefalograma que obtiene las señales cerebrales pasa por una etapa
de preprocesamiento que consta de filtros pasa banda para eliminar la baja frecuencia que
proviene del tipo de EEG que se obtiene el cual es un SCP, un filtro Notch de 60Hz para
eliminar el componente de la red, para posteriormente extraer las características por medio
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de la densidad espectral de potencia y de la transformada Wavelet, en donde estas características serán las entradas de los clasificadores en donde se obtiene un modelo, el cual se
evalúa en linea para determinar cual de los estímulos está observando el usuario y de esta
manera clasificar las señales en comandos Melfa Basic IV para ordenar al manipulador
Mitsubishi RV-M1 que llegue a un punto espacial predeterminado y asociado con cada
uno de los cuatro puntos de estímulo que se tienen, encontrándose un punto en el espacio
de trabajo del manipulador asociado a uno de los cuatro estímulos SSVEP.
A continuación se presenta una lista en orden secuencial de las tareas o procesos que se
realizaron. En la figura 6.1 se puede observar un esquema general del proceso de la interfaz
BCI.
estímulo (SSVEP)
Electroencefalograma
• OpenBCI
Preprocesamiento
• Filtros
◦ Pasa-banda 2Hz - 25Hz
◦ Notch 60Hz
• Escala
Extracción de características
• Densidad Espectral De Potencia (PSD)
• Discrete Wavelet Transform
Clasificación
• KNN
• Arboles de decisión
• Comandos Melfa IV
Mitsubishi RV-M1
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6.3 Datos de entrada
Figura 6.1 Diagrama general de la interfaz BCI propuesta.

6.3.

Datos de entrada

Como se puede observar en la figura 6.1, la medición de las señales correspondientes a la
actividad de la corteza cerebral, se realiza mediante un electroencefalograma no invasivo
capturando por medio de electrodos y un sistema diseñado especialmente para obtener este
tipo de señales. El electroencefalograma implementado se realiza sobre los puntos Oz ,
O1 y O2 del sistema de ubicación de electrodos 10-20. El objetivo de estos electrodos
ubicados en estas posiciones especificas es el de obtener la actividad de la corteza cerebral
generada por los estímulos visuales que se logran generar debido a la vía óptica, la cual
fue explicada brevemente en la sección 3,2,2.
En la figura 6.2 se puede observar la ubicación de los electrodos.
Figura 6.2 Posición de electrodos según sistema 10 - 20.
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6.3.1.

Estímulo implementado

Los estímulos implementados están basados en el Steady-State Visually Evoked Potentials
(SSVEP), en donde teoría y funcionamiento se explicaron en el capítulo 4 y 5 respectivamente, en resumen es una metodología que expone a un usuario a un estímulo visual
parpadeante a una frecuencia constante, y donde su frecuencia puede ser observa implementando un estimador de densidad espectral de potencia mediante la adquisición de un
Electroencefalograma en la regiones parietal o occipital del cuero cabelludo donde se encuentra la corteza visual.
Para generar la frecuencia estímulo en el usuario, se implementó una metodología SSVEP
con dos variantes mediante una interfaz realizada en Python, estas variantes recibieron
los nombres de Metodología visual SSVEP continuo (SSVEP-C) y SSVEP Stop-Play
(SSVEP-SP), estas variantes realizan un cambio en la forma como se presentan los estímulos de cada frecuencia en una interfaz general, la interfaz general consta de 4 rectángulos que parpadean a una frecuencia constante (4 Hz, 5 Hz, 6 Hz y 7 Hz), en su parpadeo
se intercambian los colores blanco y negro. Continuando con la variante visual SSVEPC, consiste en mantener el parpadeo de los 4 rectángulos indefinidamente, mientras el
SSVEP-SP mantiene el parpadeo de los rectángulos por 10 segundos y posteriormente
realiza una pausa de 5 segundos en la interfaz.
Figura 6.3 Interfaz General.

Como se mencionó la interfaz esta compuesta por 4 rectángulos que se muestra en la
figura 6.3, los rectángulos se posicionan en cada esquina con la finalidad que su parpadeo
no interfieran en el momento de realizar una prueba, también en la figura 6.3 se logra
observar 4 cuadrados de borde blanco en el centro de los rectángulos que realizan los
estímulos, la finalidad de estos cuadrados es que el usuario fije su mirada en ellos y los
pueda usarlo de guía para no perder la concentración o el enfoque.

6.4.

OpenBCI

Como ya se ha mencionado la medición de la actividad cerebral se realiza mediante un
electroencefalograma no invasivo de bajo costo. Para realizar la primera etapa o proceso
de la interfaz BCI se tienen en cuenta estos criterios de no invasión y costo para escoger la
plataforma OpenBCI.
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OpenBCI es una plataforma cerebro computadora open - source que permite realizar mediciones de actividad eléctrica producida por el cerebro (EEG), músculos (EMG) y el corazón (ECG). Para la implementación de estas mediciones se tiene además un software de
código abierto el cual permite visualizar las diferentes señales así como su transformada
rápida de Fourier y las ondas cerebrales.
Los componentes principales de la plataforma OpenBCI es:
Hardware
• OpenBCI Board
• Electrodos
• USB Dongle
Software
• Comunicación serial
• Formato de datos
• Interfaz gráfica
OpenBCI Board junto con el dispositivo USB Dongle establecen una comunicación WIFI
mediante la cual la tarjeta que realiza las mediciones de la actividad cerebral y los valores
de los potenciales que registra la tarjeta son enviados a un computador mediante el USB
Dongle.
La tarjeta de OpenBCI cuenta con 8 canales para realizar las mediciones, junto con dos
pines de referencia los cuales suelen ubicarse con los electrodos en los lóbulos de las
orejas.
Figura 6.4 Cyton Board.
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Para lograr extraer las mediciones de las actividades cerebrales, la tarjeta transmite los
potenciales de cada uno de los canales por medio de Wifi al dispositivo USB el cual por un
puerto serial transmite los datos y la librería Pyopenbci permite recibir la trama de datos
del puerto serial codificarlos con un formato predeterminado.
Figura 6.5 Librería Pyopenbci para recibir los datos online.

La tarjeta ADS1299 codifica los datos con una estructura especifica, la cual se muestra en
la figura 6.6.
Figura 6.6 Estructura de los datos codificados en un texto plano.

Con la ayuda de la librería PyopenBci desarrollada por los mismos OpenBCI la cual
se encarga de presentar los datos en una trama de datos la cual se presenta a continuación.
La librería PyopenBci está disponible en el repositorio de github de OpenBCI
https://github.com/OpenBCI/OpenBCI_Python
La trama de datos que se transmite por el puerto serial mediante el dispositivo USB Dongle
tiene una estructura definida, la cual como se mencionó gracias a la librería Pyopenbci se
puede leer en vivo a una frecuencia de 250Hz.
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6.5 Pre-procesamiento
Figura 6.7 Trama de datos a analizar en vivo.

Cada canal de los ocho canales que son transmitidos en vivo, son almacenados en arreglos
en donde dependiendo del tiempo de procesamiento, el cual es determinado por la eficiencia del estímulo que se ve afectado por factores del ambiente de trabajo. Analizando
entonces vectores unidimensionales

6.5.

Pre-procesamiento

Como se mencionó en el capítulo 5 el preprocesamiento se divide en tres pasos, el primer
paso es multiplicar un factor escala por los datos adquiridos en cada canal del Electroencefalograma, el dispositivo que se utiliza es la tarjeta Cyton Biosensing Board de la cual
es factor escala viene dado por
ScaleF actor =

4500000
24
223−1

(6.1)

El segundo paso es aplicar un filtro Notch sobre la señal capturada en cada canal, con
la finalidad de eliminar la frecuencia de la red, que en este caso es de 60 Hz, se utiliza el
módulo de scipy signal con un filtro tipo Butterworth de orden 3 en Python, y por el ultimo
y como tercer paso es aplicar un filtro pasa-banda con la finalidad de eliminar el offset DC
y bandas frecuenciales que no aporten características al sistema, eL filtro Pasa-Banda esta
diseñado con el mismo módulo de Python que el filtro Notch e igual tipo de filtro, en este
caso se implemento de orden 2 y la banda va desde 1 Hz hasta 20 Hz.

6.5.1.

Programación por hilos

En las ciencias de la computación el termino denominado "hilo"hace referencia a un programa que se ejecuta en paralelo junto a otro programa. Este subproceso generalmente
suele ejecutarse con el fin de realizar una tarea en paralelo que sirve para interactuar con
otros procesos que se están ejecutando.
Para este proyecto se tiene la implementación de dos hilos que ejecutan procesos en paralelo los cuales se describen a continuación.
Lectura de datos (Señales EEG): La lectura de las señales que provienen del puerto
serial se realizan mediante un hilo o "thread", el cual obtiene los datos de los ocho
canales y los almacena en un arreglo para cada canal, para que posteriormente el
segundo hilo procese estos arreglos.
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Análisis de las señales: El segundo hilo se encarga de analizar las señales, procesando los ocho arreglos creados, en donde se filtran las señales, se procesan y
clasifican en comandos Melfa. Todo esto mientras el primer hilo en paralelo lee las
señales desde el puerto serial.
Figura 6.8 Esquema general del programa diseñado por hilos.

6.6.

Extracción de características

Después de aplicarle el preprocesamiento a las señales, se evalúa por medio de la interfaz
gráfica de las señales que canal refleja en mayor amplitud la frecuencia estímulo y en base
a ese canal se procede a realizar la extracción de características, este proceso se debe realizar cada vez que se realice un cambio de usuario, es la puesta de punto del sistema BCI,
además otro elemento de puesta de punto es que el usuario se adecue al sistema SSVEP,
esto se da realizando de 5 a 10 pruebas con el sistema en funcionamiento, para que las
ondas cerebrales se adapten al cambio de entorno y pueda coger el ritmo de los estímulos,
es normal que este rango de pruebas salgan algunas erróneas mientras las señales neuronales se adapten al entorno. Continuando con la extracción de características ya después
de haber escogido el canal más sobresaliente, se procede en primera instancia a estimar
la Densidad Espectral de Potencia, en este caso se utilizó la librería de Scipy Signal con
el módulo de Welch, el cual como se mencionó la teoría en el capítulo 5, es un método
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basado en la FFT y el Periodograma para estimar la Densidad Espectral de Potencia utilizando segmentos o ventanas para el cálculo y reduciendo la varianza que generaría el
Periodograma, en el módulo del Welch en Python se utiliza una ventana de 512 ∗ f s donde
f s = 250 Hz, es una ventana grande con la finalidad de obtener una mejor resolución
de frecuencia, recordemos que cuanto más pequeña es la ventana, mejor es la resolución
temporal, y cuanto más grande es la ventana mejor es la resolución de frecuencia.
Posterior a la aplicación del método Welch, se procede a dividir la Densidad Espectral de
Potencia en diferentes rangos frecuenciales, con la finalidad de filtrar la bandas frecuenciales a la cuales están diseñados lo estímulos de la interfaz SSVEP en la figura 4.5 se puede
observar de forma gráfica como se ve la señal después de aplicarle el método de Welch y
a la vez un pico en amplitud significativo en las frecuencias de los estímulos, para reducir
la carga computacional se realiza los intervalos en relación a los rangos donde se genera
y termina el pico de amplitud según la figura 4.5, los rangos escogidos están dados de la
siguiente manera
Rango4Hz = 3,85 Hz a 4,15 Hz
Rango5Hz = 4,85 Hz a 5,15 Hz
Rango6Hz = 5,85 Hz a 6,15 Hz
Rango7Hz = 6,85 Hz a 7,15 Hz
Después de extraer los anteriores rangos frecuenciales en amplitud y frecuencia, se procede
a calcular el punto máximo de los 4 rangos frecuenciales, con la finalidad de encontrar que
rango frecuencial tiene la mayor amplitud, luego de encontrar que rango tiene la mayor
amplitud se procede a extraer del rango el valor en amplitud máxima y el valor de la
frecuencia relacionada a esa amplitud para luego ser enviadas al clasificador, y que decida
a que frecuencia pertenece.

6.6.1.

Descomposición DWT

El uso del análisis por medio de la descomposición Discreta de Wavelet suele utilizarse
cuando en una señal hay componentes frecuenciales o eventos cortos dentro de la señal
que son son difíciles de detectar con las técnicas espectrales comunes que se derivan del
análisis de Fourier.
En el caso de este trabajo los sujetos están bajo estímulo SSVEP y al ser un estímulo el
cual se analiza a lo largo del dominio de toda la señal, la técnica del Periodograma o las
técnicas de análisis espectral basadas en Fourier suelen adaptarse mejor que las técnicas
localizadas como lo son la transformada Wavelet.
En este caso se utiliza la transformada Wavelet para encontrar características locales
tiempo-frecuencia, para determinar si el estímulo está afectando la señal.
Uno de los objetivos principales de este trabajo es el de clasificar las señales en tiempo
real, por lo que para desarrollar esta clasificación utilizando la DWT es necesario que
sea offline, pues la metodología detrás de esta transformada para extraer características
consta de descomponer la señal EEG en bandas frecuenciales y en la banda frecuencial
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que contiene los rangos frecuenciales del estímulo SSVEP se extraen características como
lo son la entropía, la media y la energía.
La DWT se realiza mediante la convolución de la señal de entrada con un filtro Wavelet,
también llamado Wavelet madre. Como se mencionó anteriormente existen varias familias
de Wavelets. En este trabajo se utilizó un filtro wavelet de la familia Daubechies, específicamente la wavelet Daubechies-9 (db9). Esta elección se justificó debido a la forma de las
señales EEG SSVEP, en donde la forma de la Wavelet db9 es similar y suele implementarse para este tipo de análisis de señales EEG. Al elegir un filtro Wavelet con forma similar
de una señal sinusoidal, se espera una buena correlación entre las dos señales.

6.7.

Interfaz

La interfaz gráfica que interactúa con el usuario que opera el manipulador Mitsubishi RVM1 puede ser dividida en dos:
Estímulo SSVEP
Procesamiento y clasificación
Para la primera interfaz, se tiene una pantalla completa en donde se presenta el estímulo
SSVEP, que como ya se mencionó anteriormente consiste en mantener el parpadeo de los
4 rectángulos indefinidamente, mientras el SSVEP-SP mantiene el parpadeo de los rectángulos por 10 segundos y posteriormente realiza una pausa de 5 segundos en la interfaz.
En la segunda parte de la interfaz se tiene el procesamiento de las señales obtenidas por el
sistema OpenBCI.
Figura 6.9 Interfaz gráfica.
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6.8.

Clasificación

Como se mencionó en el capítulo 5, antes de realizar el clasificador se debe realizar un
dataset en archivo de texto plano, con la finalidad de entrenar y validar el clasificador.
Para la implementación del sistema BCI se realizaron dos dataset, cada uno destinado para
una variante de la metodología SSVEP expuesta anteriormente (Visual SSVEP continuo
y SSVEP Stop-Play), cada dataset consta de 40 muestras, las cuales se registraron en un
ambiente de poco ruido sonoro y con una iluminación artificial tipo difusa y de color
blanca, el registro de datos para cada dataset se llevo a cabo en dos secciones, cada sección
contó con el registro de 10 muestras por cada estímulo (representado en frecuencia 4 Hz, 5
Hz, 6 Hz y 7 Hz) de forma consecutiva, las muestras fueron registradas usando el software
de OpenBCI y cada sección contó con monitores diferentes y con personas diferentes, para
el dataset de la variante visual SSVEP Stop-Play, se contó con un monitor de referencia
AL1916W de marca ACER de resolución 1440x900 píxeles a una tasa de refresco de 60
Hz, por otro lado, la persona a la cual se le realizo el registro de señales contaba con una
buena alimentación, un estado de animo equilibrado y una edad de 23 años, en el registro
de señales la persona se posiciono a una distancia aproximada de 18 cm frente del monitor,
cada muestra tuvo una duración de 12 segundos, en la segunda sección para la variante
visual SSVEP continuo, la persona contaba con las mismas condiciones, el monitor en
este caso una pantalla integrada en un portátil de marca Lenovo, con una resolución es
de 1920x1080 píxeles y tasa de refresco de 60 Hz, la duración que tuvo cada muestra fue
de 30 segundos, es importante mencionar que cada muestra se almacena en un archivo
de texto plano generado por el software de OpenBCI y luego se importa a un algoritmo
realizado en Python el cual extrae las características de amplitud máxima con su frecuencia
relacionada como se menciona en el apartado 6.6 de las 40 muestras de señales EEG
y procede almacenar dichas características en un dataset final para luego ser enviado al
algoritmo del clasificador.
Figura 6.10 Dataset.

(a) Primero 5 Datos.

(b) Últimos 5 Datos.

En la anterior figura se observa los primeros y últimos 5 datos del dataset, la columna EjeX hace referencia a la frecuencia en (Hz) donde se registra la amplitud máxima
en (µV 2 /Hz) la cual vendría siendo el EjeY y por ultimo la columna Frecuencia que es
la etiqueta de los datos con respecto al estímulo visto.
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6.8.1.

Evaluación de los clasificadores

Para evaluar los modelos de los clasificadores se utilizan como principales métricas la
Exactitud, Precisión, Sensibilidad y Puntaje de F1. Para conocer el valor de estas métricas se tiene dos opciones, la primera opción es por medio de la librería de Scikit Learn,
utilizando sus módulos de accuracy_score para la Exactitud, precision_score para la Precisión, recall_score para la Sensibilidad y f1_score para el Puntaje de F1.
Precisión: La precisión es la relación donde está el número de positivos verdaderos
(TP) y el número de falsos positivos (FP). La precisión es intuitivamente la capacidad del clasificador de no etiquetar como positiva una muestra que es negativa,
donde el mejor valor es 1 y el peor valor es 0.
Sensibilidad: La sensibilidad es la relación donde está el número de verdaderos positivos (TP) y el número de falsos negativos (FN). La sensibilidad es intuitivamente
la capacidad del clasificador para encontrar todas las muestras positivas, donde el
mejor valor es 1 y el peor valor es 0.
Puntaje F1: El puntaje F1 se puede interpretar como un promedio ponderado de la
precisión y la sensibilidad, donde un puntaje F1 alcanza su mejor valor en 1 y el
peor puntaje en 0 [51].
Exactitud: La exactitud es cuando el conjunto de etiquetas predichas para un conjunto de muestras concuerdan exactamente con los valores verdaderos o reales del
conjunto, donde el mejor valor es 1 y el peor valor es 0.
La segunda opción es por medio de la construcción de una Matriz de Confusión, la cual
se puede calcular con el módulo confusion_matrix de la librería Scikit Learn. La Matriz
de Confusión es una tabla que describe el desempeño de un modelo de clasificación en
un conjunto de datos de prueba cuyos valores verdaderos son conocidos. Una Matriz de
Confusión es altamente interpretativa y a partir de esta Matriz de Confusión se puede
calcular las anteriores métricas mencionados.
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Figura 6.11 Matriz De Confusión

Donde de se tiene que
TP(True Positive): Son los casos en los que el dato real es Verdadero y la predicción
también es Verdadera, es decir la predicción es correcta.
FN(False Negative): Son los casos en los que el dato real es Falso y la predicción
también es falsa, es decir la predicción también es correcta para este caso.
FP(False Positive): Son los casos en que el dato real indica que es Falso y la predicción es Verdadera, es decir la predicción es incorrecta. La palabra Falso es porque
el modelo ha pronosticado incorrectamente y positivo porque la predicción ha sido
positiva.
TN(True Negative): Son los casos en que el dato real indica que es Verdadero y la
predicción es Falsa,es decir la predicción es incorrecta. La palabra Falso es porque
el modelo ha predicho incorrectamente y negativo porque predijo que era negativa
[52].
El número total de muestras de cualquier clase sería la suma de la fila correspondiente, es decir, el TP + FN para esa clase.
El número total de FN para una clase es la suma de valores en la fila correspondiente,
excluyendo el TP.
El número total de FP para una clase es la suma de valores en la columna correspondiente, excluyendo el TP.
El número total de TN para una clase determinada será la suma de todas las columnas y filas, excluyendo la columna y la fila de esa clase.
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La expresión E(clase-clase), representa la predicciones incorrectas realizadas por el
clasificador. En la matriz de confusión estas predicciones incorrectas se encuentran
fuera de la diagonal TP. Ej: E(AB)
A partir de la Matriz de Confusión de la figura 6.11, se puede calcular las métricas para
cada clase, clase A, B, C y D. Para la métrica de precisión se tiene
F P (A) = E(BA) + E(CA) + E(DA)
P recisionA =
P recisionA =
P recisionB =
P recisionC =
P recisionD =

T P (A)
T P (A) + F P (A)
T P (A)
T P (A) + E(BA) + E(CA) + E(DA)
T P (B)
T P (B) + E(AB) + E(CB) + E(DB)
T P (C)
T P (C) + E(AC) + E(BC) + E(DC)
T P (D)
T P (D) + E(AD) + E(BD) + E(CD)

(6.2)

Ahora si se desea calcular la métrica de precisión para todo el modelo se usa un método
para promediar los cálculos de cada clase, en los métodos más usados se tiene macro, micro
y weighted, del cual se escoge el weighted, que consiste en representar el desequilibrio de
clase al calcular el promedio de las métricas binarias 6.2 en las que la puntuación de cada
clase se pondera por su presencia en la muestra de datos reales o verdaderos, la precisión
total resultante es equivalente a
F N (A) = E(AB) + E(AC) + E(AD)
T P( A) + F N (A)
,
M = T otal De Datos
M
= ACIA ∗ P recisionA + ACIB ∗ P recisionB + ...

ACIA =
P recisionT otal

(6.3)

... + ACIC ∗ P recisionC + ACID ∗ P recisionD
Para hallar la sensibilidad se procede de igual forma para cada clase la siguiente ecuación
SensibilidadA =

T P (A)
T P (A) + F N (A)

(6.4)

Luego de hallar para cada clase la sensibilidad, lo siguiente es usar el método de weighted
para promediar, y hallar la sensibilidad total del modelo
SensibilidadT otal = ACIA ∗ SensibilidadA + ACIB ∗ SensibilidadB + ...
... + ACIC ∗ SensibilidadC + ACID ∗ SensibilidadD

(6.5)
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Después de obtener cada valor de precisión y sensibilidad para cada clase se procede a
realizar el Puntaje F1 con la siguiente ecuación
P untaje_F 1A =

2 ∗ P recisionA ∗ SensibilidadA
P recisionA + SensibilidadA

(6.6)

Luego de obtener todos los valores del Puntaje F1 de cada clase se promedia con el método
de weighted, para obtener el Puntaje F1 total del modelo
P untaje_F 1T otal = ACIA ∗ P untaje_F 1A + ACIB ∗ P untaje_F 1B + ...
... + ACIC ∗ P untaje_F 1C + ACID ∗ P untaje_F 1D

(6.7)

Por ultimo la métrica de Exactitud del modelo se calcula con la suma de la diagonal de
la matriz de confusión y se divide en el número de muestras, la ecuación es la siguiente
Exactitud =

6.9.

T P (A) + T P (B) + T P (C) + T P (D)
,
M

M = T otal De Datos (6.8)

Tiempo de Ejecución

Se llama Tiempo de Ejecución al tiempo que se demora un estímulo de frecuencia en convertirse en un comando del manipulador. El Tiempo de Ejecución esta dado por diferentes
factores, el primer factor es el número de datos necesarios para poder realizar la extracción de características de la señal EEG, para las dos variantes de la metodología SSVEP
son diferentes. En la variante SSVEP-SP es de 3750 datos lo que equivale a 15 segundos
teniendo en cuenta que la frecuencia de muestreo de 250 Hz, y para la variante SSVEP-C
es de 7500 lo que equivale a 30 segundos, el segundo factor es el Tiempo de Ejecución de
cada comando del Manipulador RV-M1 que en promedio es de 7 a 10 segundos, también
se toma un lapso corto de tiempo para el intercambio de estímulo en la interfaz gráfica por
parte del usuario y por ultimo, el factor entorno, cuando el entorno es considerablemente
bueno, es decir, luz adecuada, ambiente de trabajo tranquilo y poco ruido sonoro el Tiempo de Ejecución disminuye considerando tiempos de 10 segundos para SSVEP-SP y 30
segundos para SSVEP-C, de lo contrario los tiempos aumentan.
La relación existente entre el número de datos y el tiempo de ejecución está dada por la
siguiente expresión.
Ndatos

6.10.

 
1
= T iempo(s) ∗ F recuencia
s

(6.9)

Comunicación serial con el Manipulador

Después de clasificar y etiquetar las señales EEG en relación a su frecuencia estímulo, se
procede a realizar la comunicación serial con el Manipulador RV-M1.
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EL Manipulador RV-M1 utiliza una comunicación serie por medio de la interfaz RS-232C,
su transmisión de datos es síncrona. es decir, donde cada bloque de bits se transmite como
una cadena estacionaria sin utilizar códigos de comienzo o de parada, en donde el tamaño
del bloque es indiferente.
Para la implementación de la comunicación serial entre el Manipulador RV-M1 y el ordenador fue necesario fabricar un cable conversor de DB-25 a DB-9, puesto que los ya
fabricados venían estandarizados y sus pines no concordaban con los pines necesarios para el accionamiento del Manipulador RV-M1, además también fue necesario la utilización
de un conversor de DB-9 a USB, por el motivo que en la actualidad son muy pocos lo
computadores que traen integrado en su Motherboard este puerto, el esquema del cable
fabricado se muestra en la figura 6.17.
Para continuar con la implementación de la comunicación, es necesario abordar el controlador del Manipulador RV-M1 y su sistema que tiene para la comunicación, pues este está
compuesto por una cierta cantidad de Dip-Switch que dependiendo sus parámetros o posiciones establecen una configuración de comunicación por medio de la interfaz RS-232C.
El controlador del Manipulador RV-M1 cuenta con 3 conjuntos de Dip-Switchs compuestos por 8 bits, cuyos nombres son SW1, SW2 y SW3 y que se muestran en la siguiente
figura
Figura 6.12 Dip-Switchs: SW1, SW2 y SW3

El SW1 cumple las funciones mostradas en la figura 6.13
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Figura 6.13 Dip-Switchs: SW3 [53].

El SW2 cumple las funciones mostradas en la figura 6.14, las cuales van relacionados
al formato de transferencia asíncrona. Las posiciones de este interruptor determinan el
número de bits de parada, el número de bits de datos, el bit de paridad y el factor de
velocidad de transferencia.
Figura 6.14 Dip-Switchs: SW2 [53].

El SW3 cumple las funciones mostradas en la figura, 6.15, el cual establece la velocidad
de transferencia.
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Figura 6.15 Dip-Switchs: SW1 [53].

La configuración de Dip-Switchs que se estableció para la comunicación serial fue la siguiente
Figura 6.16 Configuración de Dip-Switchs.

En la figura 6.16, observamos que la configuración de la comunicación queda de la siguiente manera
Secuencia de terminación en Python (’\r’+comando+’\r’).
4800 baudios.
7 bits de datos.
Paridad par.
1 bit de parada.
La interfaz electrónica para la comunicación del controlador del robot con dispositivos
externos se realiza mediante comunicación serial, en donde el controlador cuenta con un
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puerto DB25. En los dispositivos y computadores actuales es complejo encontrar este tipo
de puerto, por lo que es necesario realizar una interfaz propia que convierta la comunicación que proviene de un puerto DB25 a uno puerto más utilizado. Para esto se realiza la
fabricación del cable que se muestra a continuación.
Figura 6.17 Esquema del cable.

6.10.1.

Comandos MelfaBasic IV

Después de establecer la comunicación serial con el ordenador, se procede a realizar una
función en Python para el envió de comandos al manipulador RV-M1. En esta función se
establece los parámetros de tasa de baudios, tipo de paridad, bits de para, bits de datos y
puerto.
El Manipular RV-M1 cuenta con un gran número de comandos, para su funcionamiento,
para registrar y eliminar posiciones, para resetear errores entre otros, para este proyecto se
tiene en cuente 5 comandos los cuales brindan acceso al funcionamiento y manipulación
del RV-M1, los comandos son
OG: Lleva el robot al origen de movimiento por articulación. J1 = J2 = J3 =
J4 = J5 = 0 grados.
SP(0-9): Define la velocidad de movimiento del robot y su aceleración.
NT: Lleva el robot a su origen mecánico.
RS(Reset): Permite suspender el sonido de una señal de alarma continua.
MJ: Mueve el robot por articulaciones. Cada parámetro se suministra en grados
según los límites de cada articulación.
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Capı́tulo

7

Resultados
7.1.

Pre-procesamiento

Como se mencionó en el capítulo 6 el primer paso es la aplicación del factor escala a toda
la señal EEG, en la figura 7.1 se puede observar la señal EEG en el dominio del tiempo y
en el dominio de la frecuencia con su Factor Escala ya aplicado.
Figura 7.1 Señal EEG con Factor Escala y sin Filtros.

(a) Dominio del Tiempo.

(b) Dominio de la Frecuencia.

Continuando con el segundo paso, el cual es la aplicación del filtro Notch sobre la señal
EEG, se nota la reducción en amplitud de la interferencia de la red que esta dada en los
60 Hz, el filtro Notch tiene una banda de 3 Hz por debajo y por encima de los 60 Hz,
pues cómo se observa en la figura 7.1, la interferencia en amplitud empieza al rededor de
los 57 Hz y termina aproximadamente en los 63 Hz, en la figura 7.2, se observa la señal
EEG con el filtro Notch ya aplicado en el dominio del tiempo y frecuencia.
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Figura 7.2 Señal EEG con Factor Escala y con Filtro Notch.

(a) Dominio del Tiempo.

(b) Dominio de la Frecuencia.

Y por último, el paso de aplicarle a la señal EEG el filtro Pasa-Banda, con el fin de eliminar
el offset DC y las bandas frecuenciales que no aportan información en este caso, la banda
es de 0.1 Hz a 20 Hz, en la figura 7.3, se observa la señal EEG ya con su debido Preprocesamiento.
Figura 7.3 Señal EEG con Factor Escala, con Filtro Notch y Pasa-Banda.

(a) Dominio del Tiempo.

(b) Dominio de la Frecuencia.

7.2.

Extracción de características

7.2.1.

PSD

Para hallar la Densidad Espectral de Potencia, se optó por utilizar el método Welch para
estimarla, cómo se menciona en los capítulo 5 y 6, la idea de usar la Densidad Espectral
de Potencia, es poder ver la señal en el dominio de frecuencia y observar en que banda
frecuencial se obtuvo una mayor amplitud. Para el proyecto se tiene 4 estímulos en frecuencia de 4 Hz, 5 Hz, 6 Hz y 7 Hz con la metodología SSVEP. En las figuras 7.4, 7.5,
7.6 y 7.7, se puede observar cómo es la Densidad Espectral de Potencia dependiendo del
estímulo utilizado.
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Figura 7.4 Densidad Espectral De Potencia Para el estímulo de 4 Hz.

Figura 7.5 Densidad Espectral De Potencia Para el estímulo de 5 Hz.

En las figuras 7.4, 7.5, 7.6 y 7.7 están compuestas por dos gráficas que muestran el estímulo
generado en diferentes amplitudes, es decir si se observa la figura 7.4, en la parte izquierda
se ve una gráfica de PSD para el estímulo SSVEP de 4 Hz con una amplitud en 4 Hz
es considerablemente alto con respecto a la gráfica de la parte derecha de la figura, esto
se debe a que todo experimento existen pruebas buenas, regulares y malas, en este caso
la gráfica de la parte izquierda es buena y la de la parte derecha es regular, no obstante,
aunque la gráfica de la parte derecha es regular, sigue siendo un estímulo generado en
4 Hz, puesto que por medio de los rangos definidos en el capítulo 6 sección 6.6, el pico en
amplitud más alto se genera en los rangos de 4 Hz, de esta manera se descartan posibles
interferencias que pueda superar en amplitud a un estímulo, un caso más evidente es el de
la figura 7.5, cuyo estímulo SSVEP es de 7 Hz, en la gráfica de la parte derecha se ven dos
picos en amplitud notorios en 3.2 Hz y 7 Hz en el cual el pico máximo en toda la señal se
da en 3.2 Hz, pero gracias a la implementación de los rangos este pico en amplitud queda
descartado.
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Figura 7.6 Densidad Espectral De Potencia Para el estímulo de 6 Hz.

Figura 7.7 Densidad Espectral De Potencia Para el estímulo de 7 Hz.

7.2.2.

Wavelet

La extracción de características en el dominio tiempo - frecuencia como se ha mencionado anteriormente se desarrolla haciendo uso de la Transformada Wavelet, en donde se
puede observar que gracias a esta herramienta se evidencia cómo variaciones significativas
pueden ser visualizadas tanto en el dominio del tiempo cómo en el de la frecuencia.
Esta herramienta de tiempo - frecuencia se utiliza para observar cómo el estímulo SSVEP
afecta a la señal una vez que se inicia con el estímulo.
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Figura 7.8 Dominio tiempo - frecuencia de una señal EEG con inicio de estímulo SSVEP
en 10 segundos.

Como se puede observar en la figura 7.9, en la señal EEG a los 10 segundos se puede observar una alteración, la cual resulta evidente en el espectrograma tiempo - frecuencia. Este
tipo de análisis cómo ya se explico anteriormente resulta de gran utilidad para encontrar
características temporales y frecuenciales de corta duración y que se encuentren localizadas o acotadas por un rango en el tiempo. Para este proyecto se tiene el procesamiento de
las señales EEG durante cada 15 o 25 segundos pero el estímulo SSVEP se presenta a lo
largo de toda la señal, por lo que este tipo de análisis no es la mejor herramienta para estos
casos.
Para realizar una extracción de características con la DWT se procede a procesar la señal
EEG con el banco de filtros para lograr una descomposición de la señal en sub-bandas
frecuenciales, en donde la última banda frecuencial de los componentes frecuenciales correspondientes con el estímulo SSVEP es la base para la extracción de características cómo
la entropía y energía de la señal para ser características que posteriormente serán la entrada
de los clasificadores.
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Figura 7.9 Descomposición de una señal EEG implementando la DWT.

Como se puede observar se logra la implementación de la descomposición de una señal
EEG implementando la DWT con el fin de eliminar las componentes frecuenciales no
deseadas y extraer características locales de la señal. Está herramienta al no analizar la
señal a lo largo de todo su dominio general es muy sensible a cambios temporales, lo
que fácilmente puede afectar la extracción de una frecuencia fundamental que se relacione
con el estímulo SSVEP, por lo que su implementación en la detección en tiempo real
de características para ser clasificadas resulta ser más complejo en términos de tiempo y
procesamiento.

7.3.

Clasificación

En el capítulo 6 sección 6.8, se mencionó el uso de un dataset de 40 muestras compuesto
de 10 muestras por cada estímulo frecuencial SSVEP, es decir, 10 muestras del estímulo
de 4 Hz, 5 Hz, 6 Hz y 7 Hz, pero no se mencionó que dicho dataset fue realizado por
una persona con experiencia o experta en el funcionamiento de la interfaz SSVEP, lo cual
disminuye el error en la toma de datos para cada estímulo frecuencial SSVEP, además
al realizar los clasificadores con este dataset no tendría en parte mucho sentido puesto
que los datos no son tan dispersos y se mantienen en los rangos frecuenciales cómo se
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muestra en la figura 7.10 , no obstante cuando la pruebas se realizan con una persona
inexperta en la metodología SSVEP y no sabe su funcionamiento y trasfondo de esta, se
le es más difícil tanto a él concentrarse como a los rangos expuesto en la sección 6.6 junto
a los clasificadores encontrar el estímulo frecuencial efectuado en el usuario, por ello se
procedió a realizar un dataset para personas sin experiencia con 120 muestras realizadas
con las mismas condiciones que el dataset de 40 muestras, la finalidad de este dataset es
en parte estimar la frecuencia del estímulo a partir de la frecuencia a la que se encuentra
el SSVEP. Cuando una persona no esta acostumbrada a las frecuencias de estímulos, su
frecuencia reflejada en la Densidad Espectral de Potencia es cercana, por ejemplo si la
frecuencia de estímulo es de 4 Hz, hay una posibilidad que el pico de amplitud se vea
reflejada en una frecuencia de 4.5 Hz o superior, en las pruebas realizadas se notaron
estos cambios, lo datos capturados se muestran en la figura 7.11.
Figura 7.10 Datos capturados de una persona con experiencia en la metodología SSVEP.

En la figura 7.11, se puede observar que los datos se encuentran más dispersos que la figura
7.10, esto se debe, a que fue necesario ampliar los intervalos para los rangos en donde su
función es encontrar el máximo pico de amplitud de la señal EEG, como se menciona anteriormente, existe una posibilidad de que la frecuencia reflejada de un estímulo frecuencial
SSVEP se vea reflejada por encima de su valor, lo que conllevo ampliar los rangos para
estos casos, quedando de la siguiente manera
Rango4Hz = 3,8 Hz a 4,8 Hz
Rango5Hz = 4,8 Hz a 5,8 Hz
Rango6Hz = 5,8 Hz a 6,8 Hz
Rango7Hz = 6,8 Hz a 7,8 Hz
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Figura 7.11 Datos capturados de una persona sin experiencia en la metodología SSVEP.

En la figura 7.11 se logra apreciar algunos casos donde la frecuencia estímulo SSVEP
se refleja en el PSD por encima del valor real, en la práctica con todo el sistema BCI
implementado se evidencia con mayor probabilidad este caso, también en la figura 7.11
se evidencia que la frecuencia estímulo SSVEP de 7 Hz, se ve reflejada por de bajo de
su valor en algunas muestras, este caso particular se puede asimilar dos cosas, la primera
es que a pesar de realizarse 4 secciones con cada frecuencia estímulo SSVEP e intervalos
de descanso, al final el usuario termina agotado y al ser la frecuencia estímulo de 7 Hz
la final pues conlleva a que tenga mayor margen de error, por otro lado no se descarta
que la frecuencia estímulo de 7 Hz, no se vea reflejada en la señal EEG cómo a otros
usuarios, es decir que la frecuencia de 7 Hz implementada en el usuario no estimule
en gran amplitud cómo a otros usuarios, pues cómo conocemos bien en la literatura las
frecuencias estimulantes que se reflejan más en un usuario pueden ser distintas al de otra
persona, no obstante, y por tal motivo las frecuencias seleccionadas para este proyecto
tuvieron en cuenta estas características y se intentó utilizar las frecuencias más usadas en
proyectos BCI que se encuentran en linea y a la vez con unas frecuencias en la práctica o
experimentación tuvieron mayor amplitud para los autores de este proyecto.

7.3.1.

Arboles De Decisión

Tanto para el clasificador de árboles cómo para K Vecinos más Cercanos, se entrenan con
los dos datasets (variante de SSVEP-SP y SSVEP-C) y se generan dos modelos a partir
de ellos, con la finalidad de implementarlos en el sistema BCI, para la variante SSVEPC se opta también en usar el dataset para usuarios sin experiencia, en esta sección se
muestra los diagramas del dataset para usuarios sin experiencia y el dataset para persona
con experiencia, con la finalidad de observar la profundidad de los dos árboles.
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Figura 7.12 Diagrama del Árbol de Decisión para personas con experiencia.

En la figura 7.12 se observa que la profundidad del árbol es de dos y su número de reglas se
puede intuir por el número de hojas que son 4, su nodo raíz pertenece a la clase de 4 Hz y
aparece una variables gini cuyo nombre es Índice Gini, el cual es una métrica para medir la
frecuencia con la que un elemento elegido al azar sería identificado incorrectamente. Esto
significa que se debe preferir un atributo con un índice de Gini más bajo. Por otro lado,
para la figura 7.14 se nota que la profundidad es mayor y su número de reglas aumentan
superando las 20 reglas, lo cual hace que el gasto computacional sea mayor al de la figura
7.12, sin embargo, aunque sea mayor el gasto en la implementación al tener el modelo ya
listo, la toma de decisión no es por mucho superior en tiempo al de la figura 7.12
Cuando se nombra el modelo ya listo, se refiere no solo a un modelo que no se tiene que
volver a entrenar si no además un modelo que ha tenido un estudio de profundidad para
este caso, con la finalidad de hallar la profundidad donde el porcentaje de exactitud sea
mayor, en la figura 7.13
se nota que en las profundidades de 3 a 5 el clasificador obtiene el mayor porcentaje en
exactitud por lo tanto se procede a modificar el clasificador de la figura 7.14
Figura 7.13 Estudio para hallar la profundidad con mayor porcentaje en exactitud.
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Figura 7.14 Diagrama del Árbol de Decisión para personas sin experiencia.

Al realizar la modificación de la profundidad del Árbol de Decisión para personas sin
experiencia se obtiene la figura 7.15
Figura 7.15 Diagrama del Árbol de Decisión para personas sin experiencia.

Como el intervalo de profundidad donde se registra el máximo de porcentaje de exactitud
es de 3 a 5, se escoge el valor mínimo pues este obtiene el mismo valor de exactitud y tiene
una menor profundidad lo que se traduce a menor gasto computacional.
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7.3.2.

K vecinos más cercanos

Como se mencionó anteriormente para el clasificador de los K Vecinos más Cercanos se
tienen dos diferentes conjuntos de datos para entrenar y desarrollar el modelo.
En el primer caso se tiene un conjunto de datos en donde las muestras corresponden a
la toma de datos de un usuario sin experiencia en el estímulo SSVEP y además se tiene
un entorno de operación en donde las condiciones cómo la luz y tranquilidad no eran las
óptimas. Esta toma de datos bajo estas condiciones se realiza con el fin de entrenar un
modelo que tenga en cuenta estas consideraciones cuando el entorno de trabajo no es ideal
y para obtener una nube de puntos con más aleatoriedad.
El modelo entrenado para el conjunto de datos que se muestra en la figura 7.11 se muestra
en la figura 7.16.
Figura 7.16 Clasificación obtenida por el modelo KNN con k=14 de los puntos 7.11.

El modelo entrenado para el conjunto de datos que se muestra en la figura 7.10 se muestra
en la figura 7.17.
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Figura 7.17 Clasificación obtenida por el modelo KNN con k=14 de los puntos 7.10.

Para la selección de los k Vecinos más Cercanos se hace un pequeño algoritmo que permita
iterar con diferentes valores de k predicciones del modelo y encontrar cómo la precisión
del modelo va variando junto con los valores de k.
Figura 7.18 Clasificación obtenida por el modelo KNN con k=14 de los puntos en la figura
7.11.

Para escoger el número de k vecinos del modelo correspondiente al sujeto con experiencia
con el estímulo SSVEP se tiene el siguiente estudio.
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Figura 7.19 Clasificación obtenida por el modelo KNN con k=14 de los puntos en la
figura7.10.

7.3.3.

Evaluación de los clasificadores

Para evaluar los clasificadores se usan las métricas mencionadas en la sección 6.8.1 Se
emplea la matriz de confusión para hallar las métricas de Exactitud, Precisión, Sensibilidad
y Punta je F1. En la figura 7.20 se tiene la Matriz de Confusión para el caso del modelo
para persona con experiencia y clasificador por Árboles de Decisión.
Figura 7.20 Matriz de Confusión para el modelo persona con experiencia y árboles de
decisión.
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Para interpretar la Matriz de Confusión es necesario mostrar los datos verdaderos y las
predicciones, los datos verdaderos están representados por una matriz de 8x2 y las predicciones son etiquetas de la frecuencia a la cual fue clasificada.


F recuencia(Hz) Amplitud(µV 2 )
4,03388463e + 00 4,27008771e − 03


5,98802395e + 00 1,09790418e − 02


3,95256917e + 00 6,32302247e − 03



(7.1)
DatosV erdaderos = 
4,01568920e + 00 9,54383633e − 03
5,96603947e + 00 6,26937075e − 03


4,95158451e + 00 1,13198384e − 02


7,02097405e + 00 8,76113268e − 03
4,94025735e + 00 8,00022771e − 03
DatosP red = [’4hz ’ ’6hz ’ ’4hz ’ ’4hz ’ ’6hz ’ ’5hz ’ ’7hz ’ ’5hz ’]
Observando los DatosV erdaderos y DatosP red , se ve que las predicciones fueron realizadas correctamente, lo cual también lo corrobora la Matriz de Confusión de la figura
7.20 donde se observa en la diagonal que la predicción con cuerda con los datos verdaderos notificando la cantidad exacta por cada clase, de lo cual se puede concluir de esta
figura 7.20 que las métricas de Exactitud, Precisión, Sensibilidad y Puntaje F1 es igual 1
o 100 %.


F recuencia(Hz) Amplitud(µV 2 )
4,95723173e + 00 5,97669956e − 03


5,98773711e + 00 1,14048712e − 02


6,97040498e + 00 1,18166158e − 02


4,18293363e + 00 4,60592494e − 03


3,94335902e + 00 1,62732347e − 02


5,80769231e + 00 8,42422439e − 03


4,00000000e + 00 9,22581027e − 03


5,96153846e + 00 5,97528419e − 03


6,96153846e + 00 1,45695537e − 02


5,57692308e + 00 8,38350476e − 03


4,92199108e + 00 5,49000431e − 03



DatosV erdaderos = 
(7.2)
5,96153846e + 00 8,17801506e − 03
5,96153846e + 00 9,36668119e − 03


3,96153846e + 00 1,86725133e − 02


5,96153846e + 00 7,34045464e − 03


3,93201421e + 00 5,09214502e − 03


3,96153846e + 00 1,61335642e − 02


4,26153846e + 00 1,70599215e − 02


7,00000000e + 00 1,35507404e − 02


3,96153846e + 00 5,45926560e − 02


5,96153846e + 00 8,77143074e − 03


4,57692308e + 00 5,19528662e − 03


7,07547170e + 00 4,45178651e − 03
3,96153846e + 00 1,20150059e − 02
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DatosP red = [’5hz ’ ’6hz ’ ’7hz ’ ’7hz ’ ’4hz ’ ’5hz ’ ’7hz ’ ’6hz ’ ’7hz ’ ’5hz ’ ’5hz’
’6hz ’ ’6hz ’ ’4hz ’ ’6hz ’ ’7hz ’ ’4hz ’ ’4hz ’ ’7hz ’ ’4hz ’ ’6hz ’ ’7hz ’
’7hz ’ ’4hz ’]
En la matriz del modelo para persona sin experiencia y clasificador por Árboles de Decisión se observa que la suma de la diagonal no completa la cantidad de datos expuestos
para el análisis, la diagonal suma 19 y los datos totales son 24, lo cual describe que hubo
datos con predicciones dadas por el clasificador no coinciden con los datos verdaderos, la
clase de 7 Hz de la figura 7.21, se observa que de los 8 datos verdaderos predijo solo 6
datos y los otros 2 datos lo predijo cómo de la clase de 6 Hz y de 4 Hz.
Figura 7.21 Matriz de Confusión para el modelo persona sin experiencia y Árboles de
Decisión.

Para el modelo para persona con experiencia y clasificador por K vecinos más cercanos se
obtiene una matriz similar al de la figura 7.20, de igual formas todas las métricas vistas
dan 1 o 100 %.
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Figura 7.22 Matriz de Confusión para el modelo persona sin experiencia y K Vecinos más
Cercanos.

Para la Matriz de Confusión para el modelo persona sin experiencia y K Vecinos más
Cercanos se observa en la figura 7.22, de los 24 datos verdaderos se obtuvo 20 predicciones
correctas.
A continuación se presenta una tabla con todas las métricas para cada modelo de clasificador presentado anteriormente.
Clasificador
Árboles de decisión en
ambiente controlado
Árboles de decisión en
ambiente no controlado
K Vecinos más Cercanos
en ambiente controlado
K Vecinos más Cercanos
en ambiente no controlado

Métricas
Sensibilidad

Exactitud

Precisión

Puntaje de F1

1.00000

1.00000

1.00000

1.00000

0.791667

0.833333

0.791667

0.79960

1.00000

1.00000

1.00000

1.00000

0.833333

0.857638

0.833333

0.837973

Tabla 7.1: Métricas De Evaluación Para Modelos De Clasificación
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7.4 Sistema BCI

7.4.

Sistema BCI

Como se mencionó en los anteriores capítulos el sistema BCI esta compuesto por: Interfaz
BCI, encargada de hacer reflejar en el usuario un estímulo en su señal EEG y de realimentar el estado actual del sistema, en la figura 7.23 en la figura superior se observa que la
interfaz esta compuesta por dos monitores con una tasa de refresco es de 60 Hz para cada
uno, además se nota gran similitud a la interfaz presentada en la figura 4.1, donde en un
monitor se tiene la interfaz estímulo SSVEP que cuya descripción esta en la sección 6.3.1
y en el otro monitor la interfaz encargada de realimentar el estado actual del sistema BCI,
por medio de las señales EEG adquiridas y por la decisión tomada del clasificador, el cual
es el indicativo de que la señal se procesó, se caracterizó cómo un comando del manipulador RV-M1 y se envío al controlador del manipulador para su accionamiento, en la parte
izquierda de la figura 7.23, se observa de cerca la interfaz de realimentación y procesamiento, en específico la gráfica de la estimación de Densidad Espectral de Potencia donde
se ve reflejado en las frecuencias de 4 Hz y 8 Hz un pico de amplitud notorio, haciendo
referencia a que el usuario vio el estímulo SSVEP de 4 Hz, se dice que el usuario vio
por el motivo que en la parte derecha de la figura 7.23 se observa que el manipulador se
encuentra ya en la posición relacionada con la frecuencia estímulo SSVEP de 4 Hz, en la
misma figura 7.23 parte superior, también se observa que el usuario lleva puesto un electrodo de referencia en la oreja derecha, aunque no se vea en la figura, el usuario lleva otro
electrodo de referencia en la oreja izquierda y dos electrodos en la parte occipital del cuero cabelludo. Como se mencionó en la sección 6.4 el dispositivo para capturar las señales
EEG es la tarjeta Cyton Board de OpenBCI, elemento principal de un sistema BCI. cómo
se mencionó anteriormente la decisión del clasificador se caracteriza como un comando,
el cual se envía a través de una comunicación serial al controlador del manipulador para
accionarlo a una posición ya determinada por los usuarios. Luego de ser efectuada una posición con relación a un estímulo frecuencial SSVEP, el Manipulador RV-M1 permanecerá
en la misma posición hasta que de nuevo se envié otra posición.
Figura 7.23 Sistema BCI.
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8

Conclusiones
En el presente trabajo se muestra, el estudio y la implementación de los componentes principales que componen un sistema BCI junto con modelos de aprendizaje automático para
reconocer características en tiempo real. Estos componentes se aplicaron al procesamiento
de señales EEG bajo estimulación visual SSVEP, también conocido como SSVEP-EEG.
También se tiene el estudio e implementación sobre las principales técnicas de preprocesamiento, extracción de características y clasificación con el fin de operar un manipulador
robótico de 5 grados de libertad.
La interfaz BCI propuesta se desarrolló utilizando únicamente herramientas open source
o de uso libre sin licencia como el lenguaje de programación Python, el cual cuenta con
librerías y herramientas que permiten realizar todo el desarrollo de todo el proyecto con un
solo lenguaje que al poseer una documentación extensa de cada librería y su fácil entendimiento permiten unificar tareas complejas en un solo sistema como se realizó con este
proyecto.
La etapa inicial de este proyecto consistió en el desarrollo de una interfaz que adquiere las
señales obtenidas de la tarjeta OpenBCI en tiempo real mediante el uso de programación
por hilos en Python para exportar estas señales al hilo principal el cual analiza estás señales
en paralelo.
Como metodología corporal o visual para obtener variaciones significativas de las señales EEG se implementó el estímulo SSVEP el cual debido a su respuesta frecuencial en
la corteza visual del cerebro facilita el procesamiento en el dominio de la frecuencia en
términos de extracción de características y de clasificación.
Se analizan las dos metodologías de procesamiento y extracción de características propuestas como lo son, el método Welch para estimar la densidad espectral de potencia de
una señal y la transformada Wavelet. Como se puede observar en los resultados, el método
Welch de densidad espectral de potencia permite visualizar claramente la frecuencia fundamental del estímulo SSVEP, facilitando la clasificación. La transformada Wavelet al no
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analizar la señal a lo largo de todo su dominio general es muy sensible a cambios temporales, lo que fácilmente puede afectar la extracción de una frecuencia fundamental que se
relacione con el estímulo SSVEP, por lo que su implementación en la detección en tiempo
real de características para ser clasificadas resulta ser más complejo en términos de tiempo
y procesamiento.
Basándose en los resultados obtenidos en la extracción de características. Es posible aclarar que la implementación de la descomposición Wavelet para obtener características como
entradas de los clasificadores producen exactitud muy baja. se implementaron dos modelos
de clasificación los cuales son los árboles decisión y los K vecinos más cercanos (KNN).
para la clasificación usando árboles de decisión se realizaron dos variantes, una para persona con experiencia al estímulo SSVEP y otro para persona sin experiencia y se evaluaron
estas dos variantes con diversas métricas (Tabla 7.1) obteniendo en exactitud valores de
100 % y 83.3 % respectivamente, para la clasificación por k vecinos más cercanos se tiene
también las mismás dos variantes, una para persona con experiencia al estímulo SSVEP y
otra para persona sin experiencia, evaluándolo también con las mismás métricas que para
el clasificador por árbol de decisión donde la exactitud en este caso es de 100 % para la
primera variante y 85.7 % para la restante. Debido a esto, se exporta el modelo KNN para
realizar las predicciones en tiempo real.
Observando la precisión del modelo implementado, se desarrolla un algoritmo capaz de
asociar los resultados del clasificador con comandos Melfa Basic IV. A partir de este desarrollo se tomaron cuatro puntos espaciales y diferentes dentro del espacio de trabajo del
manipulador en donde cada punto espacial hacía referencia a un estímulo frecuencial SSVEP.
Para un futuro trabajo, es posible la implementación de dos metodologías en paralelo,
una metodología temporal como el P300 y otra metodología frecuencial como el SSVEP,
con la finalidad de reducir el tiempo de ejecución y el margen de error, se debe tener en
cuenta que para dicho híbrido se debe contar con un hardware más sofisticado para el
procesamiento.
Los códigos en Python y videos relacionados con el desarrollo de este proyecto se
encuentran en https : //github.com/N ikolasRodriguez/OpenBci − P ython −
US alle
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