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Preface 
Wavelets are relatively new in pure and applied mathematics field of research; 
they have with respect to theory and applications, strong relations with Fourier 
transform. Wavelets are by definition small waves. That is, they begin at a finite 
point in time and die out at a later finite point in time. Wavelets have emerged in 
the last twenty years and have become increasingly popular in scientific applications 
such as signal processing and in the fields of computer science, economy, finance 
and mathematics. They are indeed very atttractive as they posssess the unique 
ability to provide a complete representation of data series from both the time and 
frequency perspectives simultaneously. As a newly introduced technique, wavelet 
analysis allows data to be analyzed at different scales. The basic idea lying behind 
wavelets is to analyze time series in terms of scales and able to decompose the time 
series at various levels with different wavelet family functions. 
The present dissertation consists of five chapters. In chapter 1, we have given an 
overview of a journey from Fourier to wavelet analysis. This chapter contains basic 
definitions and some important results which may be needed for the development of 
the subject. 
Chapter 2 is devoted to the study of orthonormal wavelets. We have pre-
sented the construction of several orthonormal wavelets- the Haar, Shannon, Spline, 
Franklin, Battle-Lemarie and Daubechies wavelets. The discovery of orthonormal 
wavelets with good time-frequency localization are found to play an important role 
in wavelet theory and have a great variety of applications. 
Chapter 3 deals with the concept of frames in wavelets. The theory of frames 
was introduced by Duffin and Schaeffer in the early 1950's to deal w'lih problems in 
non-harmonic Fourier series. In section 3.2, some definitions and results related to 
the frames are given. In section 3.3, Riesz basis and frames are discussed. In section 
3.4 and 3.5, we have concentrated on Gabor and wavelet frames. In the last section, 
a theory of frame multiresolution analysis (FMRA) is given. Most of the results in 
these sections are due to Christensen [10], Heil and Walnut [32]. 
In Chapter 4, we have discussed the continuous Gabor and wavelet transforms, 
based on the theory of group representations. In section 4.1, we have given the 
definitions which are used throughout the chapter. In section 4.2 and 4.3, we have 
discussed continuous versions of Gabor and wavelet transform and have shown how 
both arise as representations of groups on L^(R). In section 4.4, we have given the 
existence of W-H frames for L'^i 
ni 
Chapter 5 is based on analysis of stock market by using wavelets. In this chap-
ter, we have used wavelet transform to analyze data of stock market. This is one 
of the application of wavelets in time series analysis. The scatter plots of shares 
of different companies have been plotted and total variation plots of Sensex versus 
shares of companies are also shown. 
At the end, an extensive bibliography of the existing literature related to the 
subject matter of the dissertation is included. 
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Chapter 1 
Introduction 
In this chapter, we have given the definitions which will be used in the subsequent 
chapters. The concept of windows in Gabor and wavelet transforms have been 
discussed and theorems related to Fourier and wavelet transforms are presented. 
The goal of this chapter is to convey a general idea of wavelet and Fourier analysis. 
Most of the basic definitions are taken from Chui [14] and L. Debnath [21]. 
1.1 Definitions 
Definition 1.1 The Fourier transform of a function f € Z/^ (E) is defined by 
/
oo 
f[t)e-^'''dt, 
•oo 
where the independent variable t represents time, the transform variable uj represents 
frequency. 
Definition 1.2 / / / G L (^M) and its Fourier transform f E L^(R), then the inverse 
Fourier transform of /(w) is defined by 
1 f°° 
f{t)=T-^{f{uj)] = -jJ^'f{oj)dw. 
In general, f can be reconstructed from f at each point i G M where f is continuous. 
Definition 1.3 For any fixed value of a > 0, the "Gabor transform or windowed 
Fourier transform" of an f e L (^M) is defined by 
/
oo 
e-'-'g^{t-b)f{t)dt, 
-GO 
where ga{t — b) is a window function and the parameter b is used to translate the 
window. Clearly the Gabor transform of a given signal f depends on both time t and 
frequency u. 
Morlet [45, 46] pointed certain deficiencies of the Gabor transform and intro-
duced the wavelet transform. 
Definition 1.4 If "tp E L^(R) satisfies the "admissibility" condition 
Q = / " ^ ^ ^ d w < oo, (1.1) 
where tjj is the Fourier transform of xp, or 
/•° I ipiuj) P f^ I tbiuj) P 
y-oo I '^ ^ 1 io \'^\ 
then ip is called a "basic wavelet" or mother wavelet. 
Renicirk 1.5 Condition (1.1) implies that 
/
oo 
i'{t)dt = 0. (1.2) 
•oo 
Very often, a function ip G L'^{M.) satisfying (1-2) is called a wavelet. 
Definition 1.6 Relative to every basic wavelet ip, the integral wavelet transform 
(IWT) of a function f E L'^{R) is defined by 
/ 'OO .J. L ^ 
{w^f)ib,a)^ ia|-^y fm[-^yt, (1.3) 
where a,b EM., a 7^  0. 
Remark 1.7 If we consider ipi^u,{t) as a family of functions given by 
A.a{t) = | a | - 5 ^ ( - ^ ) , a > 0 , bER, 
where IJJ is a fixed function, then (1.3) can be written as 
{W^f){b,a) = {f,i^b,a)-
Definition 1.8 Any formula that expresses every f E L'^ (M) in terms of(W^f){b,a) 
will be called an "Inverse formula". With the constant C^, we have the following 
reconstruction formula fit)=-^ r r {w^f){b,a)iput)^, 
W J-oc J-00 a 
where a is called a scaling parameter which measures the degree of compression or 
scale, and b is a translation parameter which determines the time location of the 
wavelet. 
Definition 1.9 For f e L^(M), the Discrete Wavelet Transform (DWT) is defined 
by 
where ipj,k{x) = 22'ip{2^x — k), j,k e Z. It is important and useful to consider 
discrete versions of the wavelet transform due to the fact that, in many applications 
especially in signal and image processing, data are represented by a finite number of 
values. 
Definition 1.10 (Orthogonal and orthonormal systems) Let X be an inner product 
space. A family S of non-zero vectors in X is called an orthogonal system if x±y 
for any two distinct elements of S. If in addition \\ x ||= 1 for all x E S, S is called 
an orthonormal system. 
Definition 1.11 A sequence of vectors {xn} in a Hilbert space % is called a basis 
(Schauder basis) of H if to each x E Ti, there corresponds a unique sequence of 
scalars {a,j}^i such that 
oo 
X = y ^ dnXji, 
n=l 
where the convergence is defined by the norm. 
Definition 1.12 A basis {xn} of a Hilbert space % is orthogonal if {xn,Xm) = 0 
for n 7^  m. An orthogonal basis is called orthonormal if {xn,x„) = 1 Vn. 
Definition 1.13 A wavelet tp € L^(M) is called orthonormal if the family of func-
tions ifjj^k generated from ^ by xlij^k = 2^^'^il}{2^x — k) is orthonormal. 
Definition 1.14 A wavelet tp G L^(E) is said to have n vanishing moments if 
t''^{t) dt = 0, for 0<k <n. 
-oc 
Definition 1.15 A function tp e I/^(M) is called a dyadic wavelet if there exist two 
positive constants A and B with 0 < A < B < oo such that 
/
oo 
•oc 
^ < J2 l^ (2~'w^)P < B a.e. 
j = - o o 
Definition 1.16 (i) Given a > 0, the dilation operator Da, defined on function 
f e L^(M), is given by 
\/\ a ^o/ 
(a) Given b E R, the translation operator Th, defined on function f G L^(R) or 
L^(]R), is given by 
TJ{x) = f{x-b). 
(Hi) Given c e R, the modulation operator Ec, defined on function f G L^{R) or 
L'^(M), is given by 
EJ{x) = e2"-/(x) . 
Remark 1.17 (i) For a > 1,Dafix) is narrowed down version of f{x), that is, 
Da compresses f{x). 7/0 < a < 1, then Daf{x) is spread out version of f{x), 
that is, Da stretches f{x). 
(ii) Translation means shifting a function by '6'. 
(Hi) The modulation operator Ec rotates f{x). 
Theorem 1.18 If f{t) € //^(R), then the following results hold: 
(a) (Shifting) T{Taf{t)} = M-af{uj), 
(b) (Scaling) J'iDi fit)} = Dafiu), 
(c) (Conjugation) 7'{D_i/(0} = /(w), 
(d) (Modulation) T{Mafit)} = Taf{oj). 
Definition 1.19 (Heisenberg Uncertainty Principle) Heisenberg Uncertainty Prin-
ciple states that one cannot simultaneously know the measurement of two conjugate 
variables such as the momentum and the position of a moving particle. When this 
principle is applied to wavelets, it states that one cannot know the precise frequency 
components for a given signal at a particular instant in time. In other words, 
A^.Af > - where A,„ is the frequency and At is the time. 
Li 
The lower the Heisenberg uncertainty, the better is the resolving power of the wavelet. 
Thus, one can gain good frequency resolution at the expense of poor time resolution 
or gain good time resolution at the expense of poor frequency under the limitations 
imposed by the Uncertainty Principle. 
6 
Definition 1.20 The Dime delta function is defined by 
{ oo, ifx = 0 
0, ifx^Q. 
A popular way of visualizing the delta function is as a very narrow rectangular pulse 
6Jx) = lim < 
[ 0, \ x\> e, 
where e > 0 is some small number. This pulse has a width c, height ^ and centered 
at X = 0, so that it's area is unity. 
/.oo p -^ 
/ 5i{x)dx = / —dx = 1. 
J-oo J-i 2e 
Now, as this pulse shrinks in width (e ^ 0), it's height increases so that it remains 
centered at t = 0 and it's area equals unity. If we proceed to the limit, where the 
width approaches zero and the height approaches infinity (but still with unit area), 
we obtain the delta function 6{x). Thus we may regard 6{x) as 
6(x) — lim(5e(x). 
We take the example of a sequence of Guassian functions Sn{x) given by 
6.{x) = ^ e - \ 
Cleajly, (^ „(a;) —)• 0 as n -^ 0 for any x ^ 0 and Sn{x) —>• oo as n —>• oo, as shown in 
the figure 1.1. 
1.2 Concept of windows in Gabor and Wavelet 
transforms 
Definition 1.21 A nontrivial function to G L'^{R) is called a window function if 
xuj{x) is also in L^(K). The center t* and radius A^ of a window function uj are 
defined to be 
/ x\uj{x)'\^dx, 
J—oo w 
and 
I /.oo 1/2 
^ - - Y^{ / {x-ff\uj{xtdx] , 
respectively, and the width of the window function oo is given by 2A ,^. 
Figure 1.1: The sequence of functions {5n{x)} for ?; = 1,2,3.... 
Tiie deficiency in the formula of the Fourier transform was observed by D. Gabor 
in 1946 [28]. He introduced a time locahzation window function g{t — b) where the 
parameter b is used to translate the window in order to cover the whole time domain. 
Theorem 1.22 Leta>0. Then 
f — e "la a (1.4) 
In particular, the Fourier transform of the Gaussian function e ^ is y/ir e "i . 
Proof. Consider the function 
/
oo 
• O O 
/
•oo 2 
e- ( -5^)^+L dx 
-oc 
1 2 /"OO 
— —= e4>i / e ax 
By setting y to be —?'a;, we have 
/ 
g-»u,Xg-ax ^ ^ ^ 
— e 4". 
a 
(1.5) 
Gabor used "Gaussian function" as window function for time localization and 
defined it by 
2^/7ra 
Thus, the Gabor transform (GbDi'w) localizes the Fourier transform of / around 
t = b. 
In equation (1.4) with u! = 0 and a = (4Q:)~^ we have 
/
oo roo 
ga{t-b)db = / ga{x)dx = 1, 
•oo J —oo so that 
/'OO 
{QU){w)db = f{w), w E L 
That is, the set {Gbf : b E R} oi Gabor transform of / decomposes the Fourier 
transform / of / exactly, to give its local spectral information. 
The width of the window function g^ is given by 
1/2 2 ( f°° V 
with center '0'. 
Theorem 1.23 For each a > 0, 
^ya = Va. 
That is, the width of the window function ga is 2-^/a. 
Theorem 1.24 The "window Fourier transform" of f with window function ga at 
t =^ b agrees with the "window inverse Fourier transform" of f with window function 
9i/4a atT] = uj, i.e., 
£ e-'^'fit)9a{t - b)dt = ( y ^ e - ' ' " ) ^ f^^ e'''V>;)^i/4a(r; - oj)dii 
Proof. The Gabor transform of an / G L^(]R) is defined by 
/
oo 
e-'^'f{t)ga{t-b)dt. 
oo 
By setting Gl^{t) = e^'^^g^it - 6), we have 
r°° 
{Qtf){^) = (/- GU = / f{t)GtJt)dt. 
• /—oo 
Now, 
GtJv) - J e-'^^G^jm 
By substituting t — b = k, we have 
^e-^^^-^^%{v-uj). (1.6) 
We know that the Fourier transform of g(t) = e~"^ is given by g{uj) = \/Je~'^ /'^ ". 
So, the Fourier transform of ga{i) — 2U¥^^~*' ^^ ° '^  given by 
^,(a;) = e-°"'. (1.7) 
By (1.6) and (1.7) 
GlSv) - e-'(''-")''e-"(''-")'. (1.8) 
Also 
By using Parseval Identity, 
-^/_^/(r7)C(^rf^ 
1 /"°° 
= — / /(•//)e'''(''~"^e-"(''-")'dr/ 
{Qtf)i^) = 2 ^ 7 ^ y e''"'/(r/)r7i/4a(7/ - u;)c^ r/. 
Therefore, 
Too e''^'fit)9M - b)dt = ( v f e-'*-) ^ T ^ e''^/(r,)gi/4a(r? - a;)dr,. 
Here Ag^ = y/a and Ag^^^^ = l/2y/a. 
By Theorem (1.23), the product of widths of the two windows p^ and gi/ia is 
(2A,J.(2A,,/,J = 2. 
10 
The Cartesian product 
[ b - y/a, b+ y/a] x 1 1 U! — 7 — - ^ , CO + 2 v ^ ' 2 v ^ 
of these two windows is called a rectangular time-frequency window, where the center 
of the window is at '6' and the width is given by 2 - ^ . The width 2^/Q. of the time 
window is called the "width of the time-frequency window" and the width - ^ of the 
frequency window is called the "height of the time-frequency window". 
Observation: The width of the time-frequency window is unchanged for ob-
serving the spectrum at all frequencies. 
1.2.1 T i m e f requency w i n d o w of I W T 
The integral wavelet transform (IWT) as given in (1.3) gives us local information of 
an analog signal / with a time window 
[b + at* - aA^, b + at* + aA^ ], 
where the center of the window is at 6 + at* and the width is given by 2aA^. This 
is known as "time localization" in signal analysis. This window narrows for small 
values of 'a' and widens for allowing 'a' to be large. We have, 
(iy^/)(6,a) = (/,0fc,„), (1.9) 
where ipb,a =1 « |~^^^ "0 ( ^ ) • By Parseval Identity, 
Now, 
/•°° / / — h\ 
AAo^) = l«r'^' / e-"^'0(^ )dt 
J-00 \ a / 
= a. \ a 
1-1/2 -iub i>(auj). (1.10) 
Suppose that the center and radius of the window function ^p are given by uj* and 
A r respectively, then by setting 
7]{uj) = ^ ( W + LO*), 
we have a window function r; with center at the origin and radius equal to A T . NOW 
from (1.9) and (1.10), we have 
1-1/2 foo 
(WV/)(fe,a) = " ' J J f{uj) e"" r^[a[io - -))du. (1.11) 
11 
The radius and center of window function 77 is given by - A ; and ^ respectively. 
1-1/2 The expression in (1.11) says that, with the exception of a multiple of ^^^-^— and a 
linear phase shift of e'**"', the IWT W^f also gives us local information of / with a 
frequency window 
r '^ * 1A ^* 1 . 1 
A,^ , , — + - A ^ , 
L a a ^ a a ^ J 
whose center is at ^ and whose width is given by S^A,^ .^ This is called "frequency 
localization". Thus, we now have a time frequency window 
b + at* — aA^ , b + at* + aA^ 
L a - A ^ , — + - A ^ a ^ a a ^ 
for time frequency analysis using the integral wavelet transform relative to a basic 
wavelet ip with the window conditions described above. 
1.3 Some theorems related to Fourier and Wavelet 
transforms 
Theorem 1.25 Let f e L^(E). Then its Fourier transform f satisfies: 
(i) feL°-{R) mi/i II / ||oc<|| / 111 ; 
(ii) f is uniformly continuous on R ; 
(Hi) If the derivative f of f also exists and is in L^{M.), then 
f'{uj) = iu)f{uj); and 
(iv) f{uj) —>• 0 as w —>• 00 or — 00. 
Proof. By definition, L°°(]R) be the collection of almost everywhere (a.e) bounded 
functions, i.e., functions bounded everywhere except on sets of (Lebesgue) measure 
zero. We have 
:=^ < 
' {jrjfix)\^dxy\ for l < p < 0 0 
ess sup |/(3:'')|, for p = 00. 
—c»<x<oo 
/ | |oo = ess sup |/(a;)|, 
— 0O<X'<OO 
r>oo 
e-'''''-'-f{x)dx 
= ess sup 
/
oo 
I /(^) 
•00 
—00 
00 
dx 
f II <ll f 
J lloo J i l l J 
12 
To Prove (ii), let 6 be chosen arbitrarily and consider 
sup I f{oo + 6) - f{uj) 1= sup 
/
oo 
•oo 
/
oo 
\e-^'^-l\\f{x)\dx. 
•oo 
Now, since 
\e-'''^-l\\f{x)\<2\fix)\eL'( 
and I e~"'^  — 1|—>-Oas^—>0, the Lebesgue Dominated Convergence Theorem 
impHes that the above quantity tends to zero as ^ ^ 0. 
To establish (iii), we have by definition 
/
oo 
e-'-^f'ix)dx, 
•oo 
which is integrating by parts, 
=. [e - - - / (x) ] -^ + {iuj)J^^e-'^-^f{x)dx. 
Taking /(.x) ^ 0 as x —>• ±oo, we have 
= M/('^)-
Finally, the statement in (iv) is usually called the "Riemann Lebesgue Lemma". 
To prove it, we first observe that if / ' exists and is in //^(M), then by (iii) and (i), 
we have 
l / V ) l = 7 ^ l / 'MI<7^ l l / ' l l l ^0 , 
I Co) I I W I 
as w —> iboo . 
Theorem 1.26 Let f E L'^{0,2n). Then the sequence {ck{f)} of Fourier co-efficients 
of f is in ^ and satisfies the Bessel inequality: 
oo 
E I Ckif) P < II / II i2(0,27r) • 
(1.12) 
A:=—oo 
Proof. Any / G L^(0,27r) has a Fourier series representation 
oo 
fix) = Y^ cu{f) e'^^ (1.13) 
fc=—oo 
Let S^if) denotes the N*^ partial sum of the Fourier series (1.13), i.e. 
N 
k=-N 
13 
T h e n we h a v e , 
0 < | | / - 5 ; v ( / ) | | i2(0,27r) —II / llL2(0,27r) -2Re{f,SN{f))+ II S^{f) ||i.(o,2.) (1.14) 
w h e r e , 
N 
{f,SN{f))^ E \c,{f)\' (1.15) 
k=-N 
and 
II 5N( / ) ||i.(o,2.) = E l^^(/)l '- (1-16) 
k=-N 
Hence putting (1.15) and (1.16) into (1.14), we have 
E i ^^(f) I' ^ II / lli^ (o,2.) • 
k=-N 
Since this inequahty holds for any A'', (1.12) is estabhshed. 
The converse of Theorem (1.26) is the following so called Riesz-Fisher Theorem. 
Theorem 1.27 Let {ckif)} G i'^. Then there exist some f G L^(0, 2n) such that Ck 
is the fc*'' Fourier co-efficient of f. Furthermore, 
oo 
^ \Ck\'^ = II / Ili2(0,27r) • (1-17) 
Proof. For each positive integer N, consider the trigonometric polynomial 
N 
SM{X) = E ^ke""". 
k=-N 
Since {c^} E i'^, the sequence 
N 
k=-N 
is a Cauchy sequence of real numbers. Hence, by considering an identity similar to 
(1.16) for II SN — SM 11^ 2(0,r)' ^ ^ ^^  clear that {S^} is a Cauchy sequence in L^(0,27r). 
Let / e L^{0,2n) be the limit of this sequence. Then by the Bessel's inequality 
(1.12), the Fourier co-efRcients Ck{f) of / satisfy 
N 
E I f^c(/) - Cfc l^ l^l f -SN Ili2(0,2,r) 
k=-N 
14 
Hence, taking A'' —> oo, we obtain 
Cfe(/) = Cfc, A; e Z. 
Furthermore, in view of (1.15) and (1.16), we have 
W f - SN ||L2(0,27r) = ll / llL2(0,25r) -2Re{f,SN)+ || SN ||L2(o,27r) 
N 
— II /• ||2 _ V I r, |2 
k=-N 
which, as yV —>• oo, yields (1.17). 
Theorem 1.28 (Parseval's Formula for Wavelet Transforms) Let xp G L^(E) be a 
wavelet. Then, for any f,gE iv^(M), the following formula hold: 
1 r°° f°° dbda 
(19) = -^ / {W,,f)(b,a){W„g){b,a) - ^ . 
1.4 Multiresolution Analysis 
In this section, we shall present a method for constructing orthonormal wavelets 
that is based on the existence of a family of subspaces of L^(M) satisfying certain 
properties. Such a family is called multiresolution analysis or simply an MRA. The 
main feature of this method is to describe mathematically the process of studying 
signals at different scales. In 1986, Stephane Mallat and Yves Meyer first formulated 
the idea of multiresolution analysis (MRA) in the context of wavelet analysis. This 
is a new and remarkable idea which deals with a general formalism for construction 
of an orthogonal basis of wavelets. 
Definition 1.29 A multiresolution analysis (MRA) consists of a sequence of closed 
subspaces Vj,j E"^ of L'^{M.) satisfying the following conditions: 
(i) V, C y,+i, Vj 6 Z, 
(a) \J Vj = L2{^), that is \j Vj is dense in l? 
(Hi) n vj = {0}, 
j€Z 
(iv) fix) ev,^ f{2x) e v,+i, Vj G Z, 
(v) Vj+i ~ W.j © V.j, where W.j is orthogonal complement ofVj in Vj+\, 
(vi) There exists a function cj) e VQ such that {(/>o,fc = (l>{x — k),k E Z} is an 
orthonormal basis for VQ. 
15 
The function <j) whose existence is asserted in (vi) is called the scaling function of 
the given (MRA). 
Remark 1.30 Since VQ C Vi, the scaling function 4> that leads to a basis for VQ is 
also in Vi. Since 0 € Vi and (t>i,k{x) = \/2<t){2x — k) is an orthonormal basis for Vi, 
(p can be expressed in the form 
CX) OO 
cj>{x) = J2 ^'k4>i,k{^) = \/2 XI ^ '^ '^ (2.T - k) (1.18) 
fc = —OO fc = —OO 
where 
OO 
Cfc = (0, (^ i,fc) and X I Cfc P = 1. 
Equation (1.18) is called the dilation equation. The real importance of a multireso-
lution analysis lies in the simple fact that it enables us to construct an orthonormal 
basis for L'^{R). 
1.5 Propert ies of scaling function 
OO 
Theorem 1.31 / / f(t) e L^{R), then the series Yl /(^ + 2n7r) converges ab-
n = — O O 
solutely for almost all t in (0, 2-K), i.e., 
/
OO /•27r ° ° 
\f{i)\dt= / V f{t + 2mr)dt. (1.19) 
-^0 n = - o o 
This is known as Poisson summation formula. 
Theorem 1.32 For any function (j) E L^{M.), the following conditions are equiva-
lent. 
(a) The system {(j)o,n = (l>{^' — n),7i 6 Z} is orthonormal. 
(b) J2 I ^{'^ + 2^ 71") P= 1 almost everywhere (a.e). 
k——oo 
Proof. Obviously, the Fourier transform of (j)o,n{x) = (j){x — n) is 
0o,n(w) = e-'"^0(cj). (1.20) 
In view of the general Parseval relation for the Fourier transform, 
{f.9)^~{frg). (1.21) 
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we have, 
{4>(i,n,'i>Q,m) = ^ ( 0 O , n , < / ' O , m ) 
1 /•°° , 
= TT I </'0,n(<^)<?^0,m(w)dw 
271- J-oo 
1 l'°° 
= — I e-^ '^"-" '^^  I (^(w) p do; 
27r7_oo 
= — e-'("'-")'^ V U(u; + 27rA;) |2 dw. [By(1.19)] 
2^ h u-k=-oc 
Thus it follows that, 
if and only if 
oo 
y j I <^ (w + 2A;7r) p = 1, almost everywhere. 
k=—oo 
Theorem 1.33 For any two functions (j),-tp € L^(M), the sets of functions {(t)o,n = 
(j){x — n), n e Z} and {•0o,m — i'i^ — fn), in E Z} are biorthogonal, that is 
{<J>o,n,^o,m) = 0, for all n,meZ 
if and only if 
y j 0(a; + 2TTk)ip{oj + 27rk) = 0 almost everywhere. 
k=—oo 
Lemma 1.34 The Fourier transform of the scaling function 4> satisfies the following 
conditions: 
oo 
(i) 2_, 1 ^{'^ + 27rfc) p = 1 almost everywhere, 
k=—oo 
(1.22) 
(n) 0 H = m ( | ) ^ ( | ) , (1.23) 
1 °° 
w/jere, 771(0;) = ^ ^ Z c„ e"'"'^ (1.24) 
is a 2iT-j)eriodic function and satisfies the so called orthogonality condition 
I m{uj) p + I m{uj + TT) p = 1 a.e. (1.25) 
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Remark 1.35 The Fourier transform (f> of the scaling function 4> satisfies the func-
tional equation (1.23). The function rh is called the generating function of the 
multiresolution analysis. In signal processing, m{uj) is called the low-pass filter as-
sociated with the scaling function (j). 
Lemma 1.36 The function 4> can be represented by the infinite product 
oo 
k=l 
Lemm.a 1.37 The Fourier transform of any function f E WQ can be expressed in 
the form 
/ H = v{^) e-/2 m ( | + TT) 0 ( 1 ) , (1.27) 
where v{u!) is a 2i:-periodic function and the factor e"^ /^  7 h ( | + 7r) 4>\%) is inde-
pendent of f. 
Now, we return to the main problem of constructing a mother wavelet ip{x). 
Suppose that there is a function 0 such that {ipo,n '• n e Z} is a basis for the space 
WQ. Then, every function f E WQ has a series representation 
oo 
f{x) = ^ /l„0O,n 
n=—oo 
oo 
f{x)= J2 hnH^-n), (1.28) 
where 
P<oo. 
n=—oo 
Apphcation of the Fourier transform to (1.28) gives 
oo 
n=—oo 
= h{u)^p{(j), (1.29) 
where the function h is 
00 
h{u) = J2 Ke-'"^, (1.30) 
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and it is a square integrable and 27r-periodic function in [0,27r]. When (1.29) is 
compared with (1.27), we see that ^Piuj) should be 
V . M = e « " ^ m ( | + > r ) ^ ( | ) (1.31) 
where the function ihi is given by rhi{uj) = e'"^m{uj + TT). Thus, the function mi(w) 
is called the filter conjugate to m{uj) and hence, m and mi are called conjugate 
quadratic filters (CQF) in signal processing. 
Finally substituting (1.24) in (1.31) gives 
1 °° 
n=—oo 
oo 
= 5^ E 5;-'"'*"""'M(^ ), 
n=—oo 
V2 
which is by putting n = —{k + 1) 
^(^) = 7f E S-.-i(-l)'=-^^e-»^-/^<^(|). (1.33) 
fc=-oo 
Invoking the inverse Fourier transform to (1.33) with k replaced by n gives the 
mother wavelet 
oo 
iix) = \/2 E ( - i r " ' c _ „ _ i 0 ( 2 x - n ) (1.34) 
n=—oo 
oo 
= \/2 E ^" ^C^^ - ")' (1-35) 
n.=—00 
where the co-efficients dn are given by 
d„ = ( - 1 ) " - ! c_„_i. (1.36) 
Thus the representation (1.35) of a mother wavelet ^ has the same structure as that 
of the father wavelet cf) given by (1.18). 
Theorem 1.38 If (j) is a scaling function for a multiresolution analysis and m{u) 
is the associated low-pass filter, then a function fp E WQ is an orthonormal wavelet 
for L^(M) if and only if 
for some 2-K-periodic function v such that \ v{u) |= 1. 
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Chapter 2 
Construction of Orthonormal 
Wavelets 
2.1 Introduction 
In this chapter, we have presented the construction of several popular orthonormal 
wavelets: the Haar. the Shannon, Sphne, Frankhn, Battle-Lemarie, and Daubechies 
wavelets. 
2.2 Construction of Wavelets from Multiresolu-
tion Analysis 
Let WQ be the orthogonal complement of VQ in 14, i.e. 
Vi = Vo® Wo. 
Then if we dilate the elements of H^ o by 2^, we obtain a closed subspace Wj of Vj+i 
such that 
Vj+i = Vj © Wj, for each j € Z. 
Since V} —>• 0 as j —> —oo, we see that 
and since Vj -> L^(E) as j —> oo, we have 
oo 
L2(R) = 0 W, 
7=-oo 
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To find an orthonormal wavelet, therefore, all we need to do is to find a function 
tp e Wo such that {•0o,Jfc = '0(^ — k) : k G Z} is an orthonormal basis for WQ. In 
fact, if this is the case then {2^/^-0(2^0; — k) : k e Z}, is an orthonormal basis for 
Wj, Mj e Z. Hence {ipj^uj^k e Z} is an orthonormal basis for L^(E) which shows 
that tp is an orthonormal wavelet on R. 
Theorem 2.1 If {Vn},n € Z is a multiresolution analysis with the scaling function 
(j), then there is a mother wavelet ip given by 
oo 
iP{x) ^V2 Y^ ( - 1 ) " " ' ^-n-i<^(2.T - n), (2.1) 
n = — C O 
where the co-efficients Cn are given by 
Cn = (0, 01,n) 
/
oo 
(t)(x)(i){2x - n)dx. (2.2) 
•OO 
That is, the system {ipTn,n{^) • '^^^ ^ ^ } i^ o,n orthonormal basis of L'^^ 
2.3 The Haar Wavelet 
The function defined below is called the Haar function 
1, 0 < a; < i 
ijj{x) 
- 1 , 5 < a.- < 1 
0, otherwise 
ip has compact support, i.e. ip is zero outside [0,1). Since xp 6 L^(E) and also 
satisfies the condition (1.1), therefore the Haar function is a wavelet. 
The scaUng function 4> — X[o,i) satisfies the dilation equation (1.18), where the 
co-efficients c„ are given by (2.2). Evaluating this integral with cp = X[o,i) gives c„ 
as follows: 
Co = Ci = —p and c„ = 0 for n 7^  0,1. 
V2 
Consequently the dilation equation becomes 
(j){x) = (j){2x) + (p{2x-l). 
From multiresolution analysis, 
Vi = Vo® Wo. 
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Since both the scahng function 4> EVQ and the wavelet ifj EWQ are in Vi and since 
Vi is generated by (jf)i,fc, there exists two sequences pk and Qk in P such that 
oo 
k=—oc 
00 
V'(^) = 5 3 9fc<^ (2a; - k). 
fc=—oo 
This is known as the "two scale relation" of the scaling function and wavelet, re-
spectively. In view of d„ = (—1)" Ci_n, we obtain 
do = Ci = —= and di = —cn = F= 
Thus, the Haar mother wavelet is obtained from (1.35) as a simple two scale relation 
ijj{x) = (f}{2x) - (t}{2x - 1). 
2.4 The Shannon Wavelet 
A signal f{t) is called band hmited if its Fourier transform has a compact support, 
that is 
/(w) = 0 for I cu |> cuo, 
for some WQ > 0. If UQ is the smallest value for which above condition holds, then 
it is called the band-width of the signal. Even if an analog signal f{t) is not band-
limited, we can reduce it to a band-limited signal by what is called an ideal low pass 
filtering. To reduce f{t) to a band-limited signal fcjoit) with band width less than 
or equal to WQ, we consider 
{ /(u;), for \uj\<uJo 
0 , for I a; I > Wo 
and we find the low pass filter function fuait) by the inverse Fourier transform 
1 f°° 
oo 
2 ^ / - w o ' 
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In particular, if 
1, for I cj |< Wo 
^ 0 , for I a; I> UIQ, 
then fu;o{<^) is called the gate function, and its associated signal fujoit) is given by 
PiA)Q 
sinTrt This function is called the Shannon samphng function. When UQ = TT, /^(t) — ^^  , 
is called the Shannon scaling function. Clearly, the Shannon scaling function does 
not have finite support. However its Fourier transform has a finite support (band-
limited) in the frequency domain and has good frequency localization. Evidently, 
the system 
o^,fc = ^x - k) 
sin7r(a; — k) 
7r(x- — k) , keZ 
is orthonormal. 
In general, we define, for rn = 0, 
. . . . sin7r(a; — k) f v ^ smTTia; fc) v ^ , ,9 1 
I-—^—rv-\ ^ ' I. — rv-i 
oo 
fc=—oo ^ fc=—oo 
and for other rn 7^  0, m G Z 
2^"/^sin7r(2'"x--A;) 
'' n(2"'x - k) 
fc=—00 fc=—00 
The co-efficients c^'s are given by. 
Ck = {(I),<i)\,k) = v 2 / -^ j-^dx 
J_^ TTx 7r(2a; — k) 
A ' A: = 0 
4 sin 
•nk 
3in(fy k^Q. 
Using the following formula, we can get the Shannon mother wavelet, 
^(^) - Y. ( - 1 ) " ' ' c_„_i(^(2x- - n), 
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or, 
•0(3 
1 sin7r(2a- + l) \^ ^ {-l}"-'^ /7rn\ sin7r(2a-- n) 
""^ ~ 7 1 7r(2x + l) ^ V ^ ^ ^ n + 1 """^  V T J 7r(2x - n) 
Obviously, the system {V „^,,„ : m,n 6 Z} is an orthonormal basis in L^ 
known as the Shannon system. 
-0 .5 
-20 
complex shannon wavelet 
0 
real part 
- 5 0 5 
imaginary part 
Figure 2.1: Shannon wavelet 
. It is 
2.5 Cardinal B-Splines and Spline Wavelets 
One of the most basic building blocks for wavelet construction involves cardinal B-
splines. Spline functions consist of piecewise polynomials joined together smoothly 
at the break points (knots), where the degree of smoothness depends on the order of 
splines. For cardinal B-splines, these break points are equally spaced. The cardinal 
B-splines Bn{x) of order n are defined by the following convolution product 
Biix) = X[o,i)(a;) 
Bn{x) = 5 i (x) * Si(x) * • • • * Bi{x) 
= 5i(x-)*i?„_i(a) ( n > 2 ) , 
where n factors are involved in the convolution product. 
(2.3) 
(2.4) 
(2.5) 
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/oo 
Bn-i{x - t)Bi{t)dt 
•oo 
= / Bn-i{x-t)dt 
Jo 
Bn{x) = / Bn-x{t)dt. 
Jx-l 
(2.6) 
Using the formula (2.6), we can obtain the explicit representation of sphnes ^2, ^ 3 , and54 
as follows: 
X, X E [ 0 , 1 ] 
B2{x) = I 2-x, 
0, 
2 ' 
XE[1,2] 
else 
X e [0,1] 
Bz{x)=i | ( 6 x - 2 a ; 2 - 3 ) , x € [ l , 2 ] 
^ | ( x - 3 ) 2 , xe [2 ,3 ] 
and so on. The graphical representation of B„{x) and their filter characteristics 
I Bn{tj) I are shown in figure 2.2. 
1 2 
Cardinal B-spline function 
-10 -5 0 5 10 
Fourier Transfonn of Cardinal B-spline function 
Figure 2.2: SpUne functions and their wavelets 
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In order to obtain the two scale relation for the B-Splines of order n, we apply 
the Fourier transform on (2.3) so that 
sin f l ) 
5i(u;) = e-''^/2 ^ ^ 
—iw/2 
= e ' smc 
(?) 
(I) (") 
where the sine function, si7ic{x) is defined by 
sinx' 
X 
smc{x) = •{ (2.8) 
1, x^O. 
We can also express (2.7) in terms of 2 = e~"^ /^  as 
B,{uj)=^-{l + z)B,Q (2.9) 
Application of the convolution theorem of the Fourier transform to (2.4) gives 
Br^iuj) = {5i(u;)}" 
= 5i(a;)4_i(a;) 
=(^)"{^.(i)r 
5„(a;) = M „ ( | ) 5 „ ( | ) , (2.10) 
where the associated filter M„ is given by 
which is, by definition of M„ ( — j 
2" f-'Xk 
fc=0 
g-inu,-/2 
1 °° 
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where, the coefficients Cn^k are given by 
( Vl(n') 
2" \kJ' 
CnM = \ 
[ 0, 
0 < A;<n 
otherwise. 
By taking the inverse Fourier transform of (2.10), the sphne function in the time 
domain is given by 
Bn{x) = \ / 2 ^ c„,fc B„(2x - k) 
fc=0 
= E 2^ "" it) "^(2x- - k). 
fc=0 ^ ^ 
This may be referred to as the "two-scale relation" for the B-Splines of order n. 
In view of (2.7), it follows that 
(I) I 5„(u;) I = smc 
where si7ic{x) is defined by (2.8). It is evident from (2.11), that 
(2.11) 
sm 
Bniuj + 2nk)\^ = 2n 
2n. • (2.12) 
We replace w by 2u; in (2.12) and then sum the result over all integers k to obtain 
oo oo .. 
5 ^ | 4 ( 2 u ; + 27rfc)|2=sin2"u; ^ , ^ •,„^. 
fc=-oo fc=—oo ^ ' 
It is well known in complex analysis that 
(2.13) 
oo ^ 
E -, — — COtW, (w + -Kk) (2.14) 
fc=—oo 
which leads to the following result after differentiating {2n — 1) times 
"" 1 1 d^n-i 
iu] A- TrkV^ ~ C2n 
fc=—oo 
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y . 1 ^ 1 d^"-^  
^f^ {oo + n y (2n- l ) !du;2„- i (cota ; ) . (2.15) 
Substituting this result in (2.13) yields 
Y: 1 5„(2a. + 2nk) \^= - ^ ^ ^ ( c o t a ; ) . (2.16) 
fc=—oo 
These results are used to find the Franklin and Battle-Leniarie wavelets. Wlien n = l , 
(2.15) gives another useful identity 
k=—oo 
By putting w = cu/2, we get 
K = —oo 
Summing (2.12) over all integers k and using (2.17) leads to 
oo oo ^ 
fc= —oo fc=—oo 
This shows that the first order B-spline Bi{x) defined by (2.3) is a scahng function 
that generates the classic Haar wavelet. 
2.6 The Franklin Wavelet 
The Franklin wavelet is generated by the second order {n = 2) splines. Differentiat-
ing (2.17), (2n — 2) times gives the result 
A fw + 27r/t)2n 4 ( 2 n - l ) ! d c ; 2 " ' 2 r ^ ^ ' ' A 2 ) j - ^^'^^^ 
k=—oo 
When n = 2, (2.19) yields the identity 
oo , 1 9 
k=-oo ^ ' 1 z s m ^ j 
For n = 2, we sum (2.12) over all integers k, so that 
oo oo .. 
fc=—oo /c=—oo ' 
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={ 1 — - sm — 3 2 . 
Or equivalently, 
{ l - | s i n ^ | } ] E l 4 ( - + 2vrfc)P=l. (2.21) 
A ; = — c x ) 
Thus, the Fourier transform of the scahng function by using Lemma (1.34) can be 
written as, 
* H = ( ? i | i ) ^ ( l - ? s i n ^ | ) - " ^ (2.22) 
The filter associated with this scahng function 0 is obtained from (1.23), as foUows: 
0(2a;) 
ih{u) 
<t>{uj) 
/ s'mui \ 
^ V 2 s i n | / 
(I) 
2 r l - | s i n 2 | i i / 2 
1 - Isin^wJ 
= cos 1 - |sin^wJ 
1/2 
Finally, the Fourier transform of the orthonormal wavelet V' is obtained from (1.32), 
so that 
-0(20;) = 7hi{oj)^{oj) 
= e''^m(a; + 7r)< (^u;) (2.23) 
. r l - i c o s 2 ^ l i / 2 / s i n 2 ^ \ 2 r 2 , a; 1-1/2 
- sin'' 
3 = e ^ - = - | - ^ - ( ^ ) > - ^ - ' 1 2 - 2 
1 — I sm w J 
•} 
— e 
• sin''(^) 1 - i C0S2 ^ 
( 1 ) ^ L ( l - i s i n ^ t ) ( l - i s i n ^ a ; ) J 
1/2 
or 
• /9 sin^(l) 1 - i cos 2 0,-
(^y L ( l - i s i n ^ | ) ( l - i s i n ^ f ) J 
1/2 
(2.24) 
This is known as the Franklin wavelet generated by the second order spline function 
B2{x). 
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2.7 The Battle-Lemarie Wavelet 
Battle-Lcmarie wavelets, also known as orthogonal spline wavelets are a family of 
wavelets developed from a multiresolutional analysis of spaces of piecewise polyno-
mial, continuously differentiable functions. Unlike many other wavelets, they have 
closed form representations in the frequency domain. Battle-Lemarie wavelets do 
not have compact support . That is, the associated filters do not have finite length. 
Polynomial spline wavelets introduced by Battle [5] and Lemarie [38] are computed 
from spline multiresolution approximations. Spline multiresolution approximations 
admit a Riesz basis constructed with a box spline 9 of degree rn, having a Fourier 
transform given by 
H^) = f^)"".-"'^. (2.25) 
2 
If m is even, then e = 1 and 6{t) has support centered aX t = 1/2. If m is odd, then 
e = 0 and 9{t) is symmetric about t = 0. 
Theorem 2.2 Let {Vjjjgz be a multiresolution approximation and (j) be a scaling 
function having the Fourier transform 
m = ^ -^ - ^ ZTn- (2-26) 
' k=—oo 
Let us denote 
<^ .n(O = - ^ 0 ( 4 r ) -\/2^ 
The family {^j,„}nez is an orthonormal basis of Vj for all j G Z. 
Inserting the expression (2.25) in (2.26), we have 
with 
oo ^ 
^-M = E j;^^^^,- (2-28) 
where e = 1 if m is even and e = 0 if ni is odd. If we put n = 2 and u; = 2u; in 
(2.28), we get 
°° 1 1 
fc=-oo ^ ^ ' 
For n = 4 and w = 2oo, 
.„ , 1 + 2 cos^ u 
*4(2u ; ) = .g • 4 . 
48 sm w 
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For linear spline m = 1, we have from (2.27) 
4v/3sin2(a;/2) 
0H = w V l + 2cos2(a;/2) 
For m = 3, we have 
, , 5 + 30 cos^ u; + 30 sin^ u; cos^ u 70 cos^ u; + 2 sin'* w cos^ u; + 2/3 sin^ u; 
S8(2t j ) = „ • e 1-105 28 sin** w 105 28sin8a; (2.29) 
The cubic spline scahng function corresponds to TT? = 3 and (^ (w) is calculated by 
substituting (2.29) in (2.27). 
1.2 
1 ft 
0.8 
0.6 
0.4 
0.2 
0 — A 1 1 A -
^ \ 1 1 / ^ 
0.2 V 1/ 
-10 10 -15 -10 - 5 0 10 15 
Figure 2.3: Cubic sphne scaling function (j) and it's Fourier transform ^ computed 
from (2.27) 
Polynomial sphnes of degree 771 correspond to a conjugate quadratic mirror filter 
h{(jj) that is calculated from 0(cj) with 
0(2u;) = -jJi{oj)^{u) 
By substituting (2.27) in (2.30), we have 
(2.30) 
h(u) = e _ ^ - ' • e ' - / 2 , S2m+2{l^) 
22"'+is2m+2(2u;)' (2.31) 
where e = 0 if m is odd and e = 1 if m is even. 
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Theorem 2.3 Mallat,Meyer: Let (j) be a scaling function and h the corresponding 
conjugate mirror filter. Let tp be the function having the Fourier transform 
with g{uj) — e~^^h*{uj + TT). Let us denote 
(2.32) 
, , , 1 ,n-2^n\ 
For any scale 2^, {i>j^n}n€Z 'i-s an orthonormal basis ofWj. For all scales, {•0j,n}(j,n)ez2 
is an orthonormal basis of L"^' 
Figure 2.4 displays the cubic spline wavelet ijj and it's Fourier transform calcu-
lated by inserting in (2.32), the values of (j){uj) and h{uj) from equations (2.27) and 
(2.31) respectively. 
10 20 
Figure 2.4: Battle Lernarie cubic Spline wavelet i' and it's Fourier transform modulus 
2.8 Daubechies Wavelet 
This section is devoted to the construction of one of the compactly supported ortho-
normal wavelets first discovered by Daubechies [19]. We suppose that the scaling 
function 0 satisfies the two scale relation 
0(a:) = ^ Cn(j){2x - n) 
-1=0 
= CQ(}){2X) + Ci<j){2x - 1) 
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(2.33) 
)r almost all n e M. We want {(t>{x — n) : n € Z} to be an orthonormal set and 
iius we introduce a complex function P defined by 
1 °° 
Pi^) = 2 E ^-^"' ~ e ^ (2.34) 
n=—oc 
00 
fhere z — e~*'^  and | 2 |= 1. We assume that J2 I Cn |< 00, so that the series 
efining P converges absolutely and uniformly on the unit circle in C. Thus, P is 
ontinuous on the unit circle 1^1=1. Since 
t follows that, 
00 
piz) = 2 E "^^ "'"" 
n=—00 
= m{u). 
1 °° 
Li 
n=—00 
00 
n=-oo 
= P{-z) • 
Consequently, the orthogonality condition 
I ih{uj) p + I m{(jj + TT) P = 1 a.e 
; equivalent to 
I P{z) |2 + I P{-z) |2= 1. (2.35) 
lemma 2.4 Suppose (j) is a function in L^(R), which satisfies the two scale relation 
00 00 
0(0;) = YJ Cn4>{2x — n) with Y j | c„ |< 00. 
n=—oc n=—00 
jj / / the function P defined by (2.34) satisfies (2.35) for all z on the unit circle 
z \= 1 and if^{0) ^ 0, then P(1) = 1 and F( -1) = 0. 
a) If P{—1) = 0, then (t>{n) = 0 for all non-zero integers n. 
Ve also assume 0(0) = 1. Then P(l) = 1 and F ( - l ) = 0, by Lemma(2.4). Thus 
' contains (1 + 2:) as a factor. Since P is a Unear polynomial, we construct P with 
le form 
P{z) = ^ ^ 5 ( z ) . (2.36) 
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This form ensures that P{—1) = 0. The relation P(l) = 1 holds if and only if 
5(1) = 1. Indeed, the assumption on P is a particular case of a general procedure 
where we assume the form 
P{z)={^-^yS{z), (2.37) 
where N \s & positive integer to be selected appropriately. Writing 
P{z) = ]^{l + z){p^ + p,z) 
and using P(l) = 1 gives 
Po + Pi = l. (2.38) 
The result 
I Pit) |2 + I P ( - i ) |2= 1 (2.39) 
leads to another equation for po and pi 
^ - \ {'Po - Pi) + i{po + Pi) P + I (Po - Pi) - iiPo + Pi) 
=^PI+PI (2.40) 
Solving (2.38) and (2.40) gives either po = 1, pi — 0 or vice-versa. However, the 
values Po = 1 and pi = 0 yields 
Piz) = \il + z) 
Equating this value of P with its definition leads to CQ = 1 and Ci = 1. Thus, the 
scaling function (2.33) becomes 
(j){x) = (j){2x) + (l){2x-l). 
This corresponds to the Haar wavelet. 
With N=2, we obtain from (2.37), 
Piz) = {^^yS{z) = (^)'(po+Pi^), (2.41) 
where po and pi are determined from P(l) = 1 and (2.39). It turns out that 
Po+pi = l (2.42) 
Po+P? = 2. (2.43) 
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Solving these two equations yields either po = | ( 1 + V^) and pi = | ( 1 - \/3) or 
vice-versa. Consequently, 
^^(^) = 4 [po + (2Po + Pi)^ + (Po + 2pi).2' + p i ^ ' ] . (2.44) 
3 
Equating result (2.44) with P{z) — ^Yl '^-"i ^•^••> 
n=0 
Piz) = ^{CO + CiZ + C2Z^ + C3Z^), 
gives the values for the co-efficients 
Co = ^(1 + \/3), ci = ^(3 + v/3), C2 = ^(3 - VS), cs = ^(1 - \/3). (2.45) 
Consequently, the scaling function becomes 
(l>{x) = ^ ( l+ \ /3 ) (j){2x) + ^ (3+v^) (^(2.T-1) + ^ (3 - \ /3 ) 0(2a;-2) + ^ ( 1 - ^ ) (/'(2x-3), 
(2.46) 
or equivalently, 
(l){x) = co<}6(2x) + (1 - C3)0(2a; - ! ) + ( ! - Co)H2x - 2) + C3(^ (2a; - 3). (2.47) 
In the preceeding calculation, the factor -\/2 is dropped, for the scahng function 4> 
and hence we have to drop the factor \/2 in wavelet formula (1.35), so that ^(x) 
takes the form 
ip{x) = do(j){2x) + di^{2x - 1) + d_i0(23: + 1) + d_2(^(2x + 2), (2.48) 
where d„ = ( - l )"c i_„ is used to find CLQ = ci, di — -CQ, rf_i = -C2, d_2 = C3. 
Consequently, the final form of V"(^ ) becomes 
V;(x) = ^( l -V3)(^(2x+2)-^(3- \ /3) (^(2x+l)+^(3+\ /3) ( ;6(2x-) -^( l+V3)0(2x- l ) . 
This is called the Daubechies wavelet. 
Another approach of construction of Daubechies wavelet 
We assume that the scaling function ^ satisfies the dilation equation 
0 0 
0(3;) = \/2 5 ^ Cn(j>{2x - n), 
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where c„ = (0,0i,„) and Y^ \ c^ p < oo. If the scahng function 0 has compact 
n=—oo 
support, then only a finite number of c„ have non-zero values. The associated 
generating function m, 
1 °° 
"^ ('^ ) = 71 E ^^''"^ (2.49) 
is a trignometric polynomial and it satisfies the identity (1.25) with special values 
m(0) = 1 and 7h(7r) = 0. If co-efficients c„ are real, then the corresponding scaling 
function as well as the mother wavelet ij) will also be real-valued. The mother wavelet 
'0 corresponding to (f) is given by the formula (1-31) with | 0(0) |= 1. The Fourier 
transform ^(cj) of order N is N times continuously differentiable and it satisfies the 
moment condition 
r d^ ' " 
= 0, for )t = 0,1,2,-••m. 
-duj'' Ju;=0 
It follows that -0 e C " implies that mo has a zero at u; = TT of order {in -1-1). In 
other words 
•mo(w) = ( ^ j L{uj), (2.50) 
where L is a trignometric polynomial. In addition to the orthogonality condition 
(1.25), we assume 
mo{u) = (^ j Liu), (2.51) 
where L{UJ) is a 27r-periodic and L E C^~^, evidently 
I mo(w) p = mo(a;)mo(—w) 
= (—^—j ( - ^ - J L{u)L{-uj) 
I mo(a;) p = ^cos^ | ) | L(a;) p (2.52) 
where L{ui) is a polynomial in cosw, that is, 
I L{ijj) p = Q{cosuj) 
Since cosw = 1 — 2sin^ f | j , it is convenient to introduce x = sin^ I ^ j , so (2.52) 
reduces to 
I mo(w) p = fcos^ I ) Q(l - 2a.-) 
= {l-xfP{x) (2.53) 
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where P{x) is a polynomial in x. 
We next use the fact that 
2 /w + 7r' 
cos ' [-^) ^ ^^" 12 ) = ^ 
and 
I L{uj + n) p = ( 5 ( - c o s w ) = (5 (2x- - 1) 
= Q{1 - 2(1 - x)) = P ( l - x). (2.54) 
We express the identity (1.25) in terms of x, so that it becomes 
(1 - x)^P{x) + x^P{l -x) = l. (2.55) 
Since, (1 — x)^ and x^ are two polynomials of degree A'' which are relatively prime 
(Two polynomials with integer co-efficients are relatively prime if there is no non-
constant polynomial which divides them both.), then by Bezout's theorem [17], there 
exists a unique polynomial P^r of degree < N — 1 such that (2.55) holds. An explicit 
solution for PN{X) is given by 
M^)=j:[''^^~'y (2.56) 
which is positive for 0 < .T < 1, so that PN{X) is atleast a possible candidate for 
I L{uj) p. There also exist higher degree polynomial solutions I^N{X) of (2.55) which 
can be written as 
P.(.x) = £ ' ( ^ + ^ ^ - ^ ) . . ' = + x - 7 ? ( . x - i ) , (2.57) 
where R is an odd polynomial chosen such that PN{X) > 0 ior X E [0,1]. Since 
PN{X) is a possible candidate for | L{u!) p and 
L{u;)L{-oj) =1 L{uj) p = Q(cosu;) - Q{1 - 2x) = PN{X), (2.58) 
our next problem is how to find out L{u}). This can be done by the following Lemma. 
L e m m a 2.5 (Riesz Spectral Factorization) If 
n 
A{u)) = ^  Ofc cos'' w (2.59) 
k=0 
where ak E M. and a„ ^ 0, and if A{ui) > 0 for real uj with A{Q) — 1, then there 
exists a trignometric polynomial 
n 
L{uj) = ^he-''"^, (2.60) 
fc=0 
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with real co-efficients bk, with L(0) = 1 such that 
A{ui) = L{uj)L{-u) - I L{uj) p (2.61) 
is identically satisfied for oj. 
For a given N, if we select P = Pj^, then A{uj) becomes a polynomial of degree 
(A'' — 1) in cosuj and L{uj) is a polynomial of degree {N — 1) in e~"^. Therefore, 
the generating function 7??o(w) given by (2.51), is of degree (2A'^  — 1) in e~"^. The 
interval [0,2N — 1] becomes the support of the corresponding scaling function i^ij). 
The mother wavelet ;v'0 obtained from f^cj) is called the Daubechies wavelet. 
Example 2.6 (The Haar wavelet) 
For N = l,it follows that from (2.56), Pi{x) = 1 and this in turn leads to the fact 
that Q{cosui) = 1, L{ijj) = 1, so that the generating function is 
mo(a;) = ^ ( l + e - - ) . 
This corresponds to the generating function for the Haar wavelet. 
Example 2.7 (The Daubechies wavelet) 
For A^  = 2, it follows from (2.56), that 
''=W=EC"t')"' = l + 2,:' 
fc=0 
and hence (2.58) gives 
I L{u) p = P^{x) = P2(sin2 ^ ) ^ ^ ^ 2sin2 ^ = 2 - cosw. 
Using (2.60) in Lemma (2.5), we obtain that L(oj) is a polynomial of degree A'^ —1 = 1 
and 
L(a;)L(-a;) = 2 - ^ ( e - + e - - ) . 
It follows from (2.60) that 
(&o + feie-'")(6o + b,e"') = 2 - ^{e"^ + e''^). (2.62) 
Equating the co-efRcients in this identity gives 
bl^b\ = 2 and Ih^b^ = - 1 . (2.63) 
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Solving these equations, we get 
bo = ^(1 + VS) and b, = i ( l - VS). 
Consequently, the generating function (2.50) takes the form 
• l + g - i w 2 
(2.64) 
mo 
(2.65) = - (1 + V3) + (3 + v ^ ) e - ' " + (3 - V^)e-2'" + (1 - v/3)e-'''" 
8 L 
with rno(O) = 1. Comparing co-efficients of (2.65) with (2.49) gives c„ as follows: 
o^ = i ^ ( l + N/3) , c: = j i^ (3 + x/3) 
C2 = i ^ ( 3 - x / 3 ) , c3 = j j 3 ( l - v / 3 ) . 
Consequently, the Daubechies scaling 2<?!'(a.') takes the form, dropping the subscript, 
(2.66) 
<p{x) = \ /2[CO0(2.T) + ci0(2x - 1) + C2<^ (2.T - 2) + C30(2x - 3) (2.67) 
Using dn ~ (—1)" ^ C2N-\-n with N = 2, we obtain the Daubechies wavelet 2'^{^), 
dropping the subscript 
^{x) = \/2 [do0(2x) + di(j){2x - 1) + d20(2x - 2) + d30(2a: - 3) 
= V2 - C3< (^2x) + C2<^ (2a; - 1) - Ci(^(2a; - 2) + co(p{2x - 3) (2.68) 
where the co-efficients in (2.68) are the same as for the scaling function (j){x), but 
in reverse order and with alternate terms having their signs changed from plus to 
minus. 
On the other hand, the use of (1.35) with dj, = (—l)"ci_„ also gives the 
Daubechies wavelet 2'0(a'') in the form 
rpix) = \ /2[ - co0(2x- - 1) + ci(l){2x) - C20(2x- + 1) + C3(j){2x + 2) (2.69) 
The wavelet has the same co-efficients as -0 given in (2.68) except that the wavelet is 
reversed in sign and runs from n = — 1 to 2 instead of starting from n — 0. It is often 
referred to as the Daubechies D4 wavelet since it is generated by four co-efficients. 
Except for a very simple case, it is not easy to solve (2.67) directly to find the 
scaling function <?f>(a.-). The simplest approach is to set up an iterative algorithm in 
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scaling function 
Figure 2.5: The Daubechies scaling function 2(l>ix) 
which each new approximation 4>m{'3:) is computed from the previous approximation 
(?!>„j_i(a;) by the scheme 
(l>,n{x) = \/2 co0™_i(2a;) + ci(^,„_i(2x - 1) + C20„._i(2a; - 2) + C30,„_i(2x - 3) 
The iteration process can be continued until (l)m{x) becomes indistinguishable from 
(i>m-l{x). 
Many wavelets are mathematical functions that may not be described analytically. 
As for example, the Daubechies compactly supported wavelets are given in terms of 
two scale sequences and the spline wavelets are described in terms of infinite poly-
nomials. It is difficult for the user to visualize the scaling function and the wavelet 
based on parameters and indirect expressions. We describe a method here to display 
the graph of the scaling function and the wavelet. 
Iteration Method This method is the simplest to implement. Let us write 
<j)m+\{x) = Y^Cn(t)m{'2x-n) m = 0,1,2,3 
and compute all values of x. In practice, we may initialize by taking 
M^) = ^i^) 
and setting (?!>o(n) = 6{TI) = 1. After upsampling by 2, the sequence is convolved 
with c„ to give (l>i{n). This sequence is upsampled and convolved with c„ again 
to give (j)2{'tj), and so on. In most cases the procedure usually converges within 10 
iterations. Once the scaling function has been obtained, the associated wavelet can 
be computed and displayed using the two scale relation for the wavelet 
V'(^ 0 = Yl ^nH'^x - n) 
A display indicating the iterative procedure is given in figure 2.6 
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Figure 2.6: Iterative procedure to get scaling functions. 
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Chapter 3 
Concept of Frames in Wavelets 
3.1 Introduction 
The concept of frames in a Hilbert space was originally introduced in 1952 by Duffin 
and Scliaeffer [23]. They used frames as a tool in the study of nonharmonic Fourier 
series. In 1980, Young [62] wrote in his book, the basic facts about frames. Then, 
in 1985, as the wavelet era began, Daubechies, Grossmann and Meyer [20] observed 
that frames can be used to find series expansions of functions in L^(R) which are very 
similar to the expansions using orthonormal bases. Frames are the generalizations 
of orthonormal bases in Hilbert spaces. A frame is some kind of overcomplete basis: 
via a frame for L^(M), one can express each function x £ L^(R) as an unconditionally 
convergent infinite linear combination of the frame elements, exactly as we are used 
to for bases. However, the co-efficients in the expansion are not necessarily unique. 
We present in this chapter the basic facts from frame theory and the corre-
sponding results for Gabor frames (consisting of modulated and translated versions 
of a single function). The wavelet frames (translated and dilated versions of one 
function) are also discussed. 
3.2 Definitions and results 
Definition 3.1 //{a-'„} is a basis in a separable Hilbert space %, then 
(i) {xn} is called a bounded basis if there exist two nonnegative numbers A and B 
such that 
•A < \\xn\\ < B, for all n. 
(a) {x-n} is called an unconditional basis if 
y j Cn Xn e H implies that2~] |c„| x„ G H. 
42 
(Hi) {xn} is called a Riesz basis for H if there is a bounded invertible operator 
T : H -> H and an orthonormal basis {e„} for % such that x^ = Te„. {a;„} 
is a Riesz basis for 7i if span{xn}nei = 'H and there exist constants A,B > d 
such that 
for all finite sequences of scalars {c„}. 
The frame condition can naturally be split into an upper frame condition and 
a lower frame condition. A sequence satisfying the upper frame condition is called 
a Bessel sequence. 
Definition 3.2 A countable family of elements {xn}nGi in H is a Bessel sequence 
if there exists a constant B > 0 such that 
J2\ i^^^n) P < B\\x\\^, yxEH. 
nei 
Bessel sequences can be characterized in terms of the so-called pre-frame oper-
ator, introduced in the lemma below. 
Lemma 3.3 {a;„} is a Bessel sequence if and only if 
is a well defined operator from P' into H. In that case S is automatically bounded, 
and that the adjoint of S is given by 
S* -.n^f, S*x = {{x,Xn)}. 
In the hterature, Lemma (3.3) is usually formulated as "{xn} is a Bessel sequence 
<^ 5 is bounded." 
A frame can be thought of as some kind of "generahzed basis". We present the 
formal definition and some equivalent characterizations. 
Definition 3.4 A sequence {a;„} in a separable Hilbert space T-L (not necessarily a 
basis ofTi) is called a frame if there exist two numbers A and B with 0 < A < B < oo 
such that 
oo 
M4^ < ^\{x,xn)\'' < B\\xf, yxen. (3.1) 
7 1 = 1 
The numbers A and B are called frame bounds. They are not unique. The optimal 
frame bounds are the biggest possible value for A and the smallest possible value for 
B in (3.1). If A = B, the frame is called tight. This gives 
A\\xf ^ £|(.x,.T„)p 
n = l 
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which is a generalized Parseval's Theorem for tight frames. The frame is called exact 
if it ceases to he a frame whenever any single element is deleted from the frame. 
Remark 3.5 Every orthonormal basis is a Riesz basis, and every Riesz basis is a 
frame. The difference between a Riesz basis and a frame is that the elements in a 
frame might be dependent. More precisely, a frame {xr,}n&i is a Riesz basis if and 
only if 
Y^ CnXr, = 0, {C,,} E £\I) =^ C„ = 0, WE I. 
When {x„} is a frame, the preframe operator S is well defined; by composing 
S with it's adjoint S*, we obtain the frame operator 
T : H ^ H, Tx = SS*x = 2_]{^-^^n)xn-
Definition 3.6 To each frame {x„} there corresponds an operator T, called the 
frame operator from % into itself defined by 
Tx = 2j(^''^n) ^n' yxeH. 
n 
We state some of the important properties of T. 
Definition 3.7 Let Ti he a Hilhert space and T : % -^ % he a hounded linear 
operator on H into itself The adjoint operator T* of T is defined by 
{Tx,y)^ {x,T*y), 'ix,yeU. 
Remark 3.8 (i) T* always exists, 
(a) T* is bounded, linear and unique. 
(Hi) The adjoint operator of T* is denoted by T**. 
Tiieorem 3.9 Let T be a hounded linear operator on a Hilhert space % into itself. 
Then, its adjoint operator T* has the following properties: 
(i) I* = /, where I is the identity operator. 
(ii) (T + Sy = T* + S* 
(Hi) (aT)* = aT* 
(iv) {TSy = S*T* 
(v) T** = T 
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(vi) \\T*\\ ^ \\T\\ 
(vn) \\T*T\\ = WXr 
(viii) IfT is invertible, so is T* and ( r*)- i = (T-i)*. 
Definition 3.10 Let T be a bounded linear operator on a Hilbert space H into itself, 
then, 
(i) T is called self adjoint or Hermitian ifT = T*. 
(ii) A self adjoint operator T is called a positive operator if {Tx, x) > 0 for all x e 
"H. It is called strictly positive if {Tx,x) = 0 only if x = 0. 
(Hi) T is called normal ifTT* = T*T. 
(iv) T is called unitary ifTT* = T*T = I, where I is the identity operator. 
Example 3.11 / / { e „ } ^ i is an orthonormal basis ofH, then 
(i) {ci, ei, 62,62, ^3,63, } is a tight frame with frame bounds A = B = 2, but it 
is not exact. 
(ii) {•\/2ei,e2,e3, } is an exact frame but not tight since the frame bounds are 
easily seen as A = 1 and B = 2. 
(Hi) {^1' •^l' :5I' v l ' v l ' v l ' ^ ^^ ^ ^^^^^ frame with the frame bound A = B = 1 
but not an orthonormal basis. 
(iv) {ei, y . ^ , } is a complete orthogonal sequence but is not a frame. 
Theorem 3.12 / / a sequence {a;„} is a tight frame in H with the frame bound 
A — 1, and if \\xn\\ = 1 for all n, then {xn} is an orthonormal basis ofH. 
Theorem 3.13 Given a sequence {x„} in a Hilbert space H, the following two 
statements are equivalent: 
(a) The frame operator Tx = 5^(x, x„) bounded linear operator on it 
n 
with AI < T < BI, where I is the identity operator on Ti. 
(b) {3^7T}5^_OO ^S ^ frame with frame bounds A and B. 
Theorem 3.14 Suppose {xn}^=i is frame on a separable Hilbert space H with frame 
bounds A and B, and T is the corresponding frame operator. Then, 
(a) T is invertible and B~^I < T~^ < A~^L Furthermore, T'^ is a positive 
operator and hence it is self-adjoint. 
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(b) {T~^Xn} is a frame with frame bounds B ^ and A ^ with A ^ > B ^ > 0, 
and it is called the dual frame of {a;„}. 
(c) Every x E% can be expressed in the form 
X = y^\X., 1 Xji)Xn / ^ x* '^ Xji/1 Xji-
n n 
In the literature {T~ .^T„}„g/ is called the canonical dual frame of the frame 
{xn}n&i and (c) is the canonical representation of any element x in H using the 
frame {xn}n&i vaU. In ([39]), Li gave a characterization of all duals. 
We now give a characterization of frames in terms of the pre-frame operator, 
which was proved by Christensen [11]. It does not involve any knowledge of the 
frame bounds. 
Theorem 3.15 A sequence {a;„}^j inT-L is aframeforT-L if and only if the mapping 
oo 
n=\ 
is a well-defined mapping o/£^(N) onto 7i. 
Example 3.16 Let {e„}^i be an orthonormal basis for H and define 
a-'n = e„ + e„+i, n 6 N. 
Then, {x„}'^^i is Bessel sequence, but not a frame. 
First, we prove that {a^nj^i is a Bessel sequence. For x E H, 
oo oo 
^ I {x, en + e„+i) p= ^ I {x, e„) + {x, e„+i) |^  
n = l n = l 
oo oo 
<2Y:\{x,en)\'+2Y: \{x,en+,)\' 
TJ.=1 n = l 
< 4 II o: 11^ 
oo 
Therefore, {xn}'^=i is a Bessel sequence but ei cannot be written as ei — Yl '^I'^n 
n = l 
for any sequence {c„}^i C £^(N). Thus, by Theorem (3.15) {x„}^j is not a frame. 
For an arbitrary sequence {xn}%,\ in a Hilbert space, span{a;„}^i is itself a 
Hilbert space, and Theorem (3.15) leads to a statement about frame sequences. 
46 
Corollary 3.17 A sequence {a^n}^i in H is a frame sequence if and only if the 
pre-frame operator is well-defined on ^^(N) and has closed range. 
In terms of the adjoint of the pre-frame operator we have: 
Corollary 3.18 For a sequence {a;„}^i in % the following holds: 
(i) {xn}^=i is a frame sequence if and only if 
X^{{x,Xn)}^^, (3.2) 
is a well-defined map from % onto a closed subspace o/£^(N). 
(ii) J/{a;„}5^i is a frame sequence, it is a frame for H if and only if the map (3.2) 
is infective. 
A different approach to determine all frames for Ti was given by Aldroubi [4]. 
Theorem 3.19 Suppose {a-'n}^-oo *^ ^ frame on a separable Hilbert space % with 
frame hounds A and B. If there exists a sequence of scalars {c„} such that x = 
Y^Cn^n, then 
n 
n n n 
where a„ — (a;,T~^x„) so that x = J^a„a;„. 
n 
Theorem 3.20 A necessary and sufficient condition for a sequence {.T„} on a 
Hilbert space H to be an exact frame is that the sequence {.?;„} be a bounded uncon-
ditional basis ofH. 
Definition 3.21 A sequence {.x„} of vectors (any sequence, not necessarily a frame) 
in a Hilbert space % is complete if cl[{xn}] = 71, where [ ] denotes linear span. 
Theorem 3.22 A sequence {x„} of vectors in a Hilbert space T-L is complete if and 
only if {xn}^ = {0}. 
CO 
The left half of the frame inequality i4||a:|p < Yl\{^:^n)\^i implies that if {a;„} is 
71 = 1 
a frame, then {x„}-'- = {0}, i.e., that frames are complete. 
Definition 3.23 / / {a;„} is an exact frame, then {x'„} and the dual frame {T"^x„} 
are biorthogonal sequences of vectors, i.e., (a-v„,T~^x-„) = 6m,n {Tn,n E N). 
Theorem 3.24 A sequence {Xn} in the seperable Hilbert space H is a Riesz basis 
if and only if it is an exact frame. 
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3.3 Riesz bases and frames 
The sequence {x„} is a Riesz basis if and only if {a,„} is complete in V. and there 
exist constants A,B > 0 such that 
for all finite sequences of scalars {c„}. It is illustrative to look at the relationship 
between Riesz bases and frames. To do so, we need the concept of biorthogonal 
sequences. Two sequences {.x„} and {y„} in H are said to be biorthogonal if 
{ 1 for n = m 0 for n 7^  m. 
We refer to [62], for the following elementary result. 
Lemma 3.25 {a;„} has a biorthogonal sequence if and only if it is minimal, meaning 
that, for all m, x^ ^ span{a;„}„^m. Also, if a biorthogonal sequence exists, it is 
unique if and only if {.T^} is complete. 
In order to understand the importance of the concept, suppose that {xn} is a 
basis for "H having a biorthogonal sequence y„. An arbitrary element x EH can be 
represented in terms of the basis {x„} with a; = ^ CnX^, we have 
IS 1^1^01/ — / ^ Cfiy^njDm) — Cm'-i that 1 
X = / ^\X, yn)^n-
So when a biorthogonal sequence is known, we obtain a representation that is very 
similar to the well known representation using an orthonormal basis. 
Equivalent conditions for a frame to be a Riesz basis are given in [36]. 
Theorem 3.26 Let {a;„} be a frame. Then the following are equivalent. 
(i) {'-"'n} is a Riesz basis for 7i. 
(ii) {xn} is an exact frame. 
(Hi) {x„} is minimal. 
(iv) {xn} has a unique biorthogonal sequence. 
(v) {T~^Xn} is a biorthogonal sequence. 
(vi) If ^ CnXn = 0 inH for a sequence of scalars {c„} 6 i'^, then c„ = 0 for every 
n. 
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The implications (?) <^ (ii) ^ (Hi) ^ (iv) ^ {v) are classical (see [32], Th. 
2.2.2, Cor. 2.1.7), while (i) <^ [vi) appeared in ([8]). In light of Theorem (3.26) it is 
natural to think about frames as "overcomplete basis" or "families containing more 
elements than needed to be bases". A frame which is not a Riesz basis is said to 
be overcomplete; in the literature the terms nonexact frame and redundant frame 
are also used. We can explain why the word "overcomplete" is used: if {x„}^ j is a 
frame which is not a Riesz basis, there exist co-efficients {cn j^ j e £^(N) \ {0} for 
which 
oo 
/ ^ Cn^-'ji U. 
n=l 
If {Xn}^=i is an overcomplete frame, there are other coefficients {c„}^i 6 ^^(N) 
oo 
for which x = ^ CnXn- The condition (vi) in Theorem (3.26) (frequently called 
n = l 
cj-independence) is stronger than just linear independence. For frames, the correct 
notion of independence is w-independence. 
Theorem 3.27 A Riesz basis {xn}'^=i for H is a frame for %, and the Riesz basis 
bounds coincide with the frame bounds. The dual Riesz basis is {T'~^x„}^i. 
Lemma 3.28 Let {x„},^i be a frame for Ti and letx G Ti. Ifx has a representation 
oo 
x = J2 CnXn for some co-efficients {c„}^i , then 
oo oo oo 
E I "^ i'= E I (^ ' ^"'^") I ' + E I "^ - (^ ' ^"'^") I' • 
71=1 n = l n = l 
Definition 3.29 Let { x „ } ^ i be a sequence in H. We say that {a^n}^i is a frame 
sequence if it is a frame for span{xn}^^^. 
Lemma 3.30 / / {xn}^=i is a frame sequence with frame bounds A, B and U :H -^ 
H is a unitary operator, then {Uxn}^=i is a frame sequence with frame bounds A, B. 
Orthogonal projections play a special role in many contexts. We state a rela-
tionship between frames and orthogonal projections. 
Proposition 3.31 Let {xn}'^=\ be a sequence in a Hilbert space %, and let P denote 
the orthogonal projection ofH onto a closed subspace V. Then the following holds: 
(i) If {xn}'^:=i i^ a frame for H with frame bounds A,B, then {Pxn}^^i is a frame 
for V with frame bounds A, B. 
(ii) If {a;„}^i is a frame for V with frame operator T, then the orthogonal pro-
jection of H onto V is given by 
Px = J2{^^T-'x„)xn, fen. 
77 = 1 
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Generally, frames with certain structures such as frames of translates, Gabor 
frames and wavelet frames are very important in both theory and application. In 
the following, let us look at several important families of frames and their canonical 
dual frames. 
A frame of translates is obtained from several functions in L^(R) by integer 
shifts. That is, {ipi{. — k) : k E Z,l — 1,- • • ,n} is a frame in the Hilbert space Ti 
defined as the closed linear span of V'i(- — k),k E I^J — 1,- • • ,n. It's canonical dual 
frame is given by {[T"V(](- — k) -.k e'L.l — l,- • • , n } . 
3.4 Gabor frames 
Given parameters a, & € R and a function g G //^(R), a frame for L^(R) of the form 
|g»27rm6x^^^ — no)}m,„ez IS Called a Gabor frame. Using the operators "translation" 
resp. "modulation" acting on functions g G L^(R) by 
{'rag){x) =g{x-a), o > 0, resp. {^b9){x) = e'^'''^^g{x), 6 > 0, 
a Gabor frame can be written as 
| g ,27rm6x^^^ - na)}m,neZ = {f^mbTna9}m.n€Z-
The canonical dual frame of a Gabor frame is also generated by translating and 
modulating the function g € L^(R). 
The origin of Gabor frames goes back to the paper [28], where Gabor propose to 
expand signals / as a series f{x) — J^ Cm,n^'^'""'''^g{x — na), where g is the Gaussian, 
see the research articles about Gabor systems contained in [24, 25]. Another impor-
tant source of information is the book [31] by Grochenig, where Gabor frames are 
used in the context of time-frequency analysis. Most of the frame results can also 
be found in [9]. 
Sufficient condition 
Theorem 3.32 Let g G L^(R), a,b> 0 and suppose that 
A := inf 
xe[0,a] 
X ] I six - na) P - X ] I 5 1 •^ (^  ~ n(i)g(^x - na - - j 
n e Z Jfc#0 n€Z 
> 0 , 
< oo. B := sup '^^^g{x-na)g\^x-na--j 
xe[0,a] ^ g 2 neZ 
Then {lJ'mb'''na9}m,nez ** « frame for L^(R) with bounds f, -f • 
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Example 3.33 Let a = 6 = 1 and define 
' 1 + x, ifxe [0,1[ 
g{x) = \ f, ifxe[l,2[ 
0, otherwise. 
For X e [0,1[ we have 
5 
^ I g{x - n) p= g{xf + g{x + lf='i^{x + if 
and 
J ^ I J ^ c/(a; - n)g{x - n - k) = (1 + x)^, 
so by Theorem 3.32 {Hmb'''na9}m,nez is a frame for L (^M) with bounds A = ^, B = 9. 
It is interesting to observe that the frame properties for {//m6Tna<7}m,nez de-
pend heavily on the numbers a, b. A famous result about Gabor frames states that 
{fJ'mbrnag}m,n&z cau Only be a frame for L'^(R) ii ab < 1; and if {iJimb'rnag]m,n€Z is a 
frame, it is a Riesz basis if and only if a6 = 1. Another interesting result by Ron and 
Shen [54] says that {yU,„6T„ag},„,„ez is a frame for L'^iWj if and only if {/imrng}„,,„gz 
is a Riesz basis for its closed span. 
It is important to notice that the frame operator T for a Gabor frame {n,nb'^nag}m,nei 
commutes with the involved modulation and translation operators. 
Lemma 3.34 Let g G L (^]R) anda,b > 0 be given, and assume that {/XT„6r„u^ },„,„gz 
is a Bessel sequence with frame operator T. Then 
THrnbTna = ^-mbTnuT, ^m, U E Z. 
As a consequence of Lemma (3.34), also T"^ commutes with the operators Umb^na-
Thus Lemma (3.34) has the following important consequence. 
Theorem 3.35 Letg e L'^{R) and a, b > 0 be given, and assume that {fi,nb'Tnag}m,nez 
is a Gabor frame. Then the canonical dual also has the Gabor structure and is given 
by 
XlJ'mb'^naT gjm.nel-
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3.5 Wavelet frames 
The Dilation operators 6a acting on ^ E L^(R) are defined by 
{6J>){x) = ^^(^^y xeR, a>0. 
The main question in wavelet analysis is to construct a function ip such that 
{Sa^m^ix)},,,^ = { J75^(J - kb)}^^^^ 
constitutes a frame for L^(R) with prescribed properties. 
Sufficient condition: A sufficient condition for {6ajTbki'{x)}j,ke:Z to be a frame 
can be found in [32]. 
Theorem 3.36 Leta>l,b>0 and ii E V he given. Suppose that 
A 
B 
inf 
|7|G[l,a] Y, I (^«"7) P - E E |^ («"7)^ (a"7 + k/h) 
.nel fc^O neZ 
>o, 
sup E |V'(a"7)^(a"7 + A;/6) < oo. 
Then I -^i'(^ ~ ^'^j f '^^  " frame for L^(R) with hounds f, f • 
Given a function t/^  E L^(R) and parameters a > 1,6 > 0, the associated wavelet 
system is the collection of functions {d-'/'^ijj{d''x — kb)}j^k€Z- A frame of this type is 
called a wavelet frame. The definition shows that all the functions in the wavelet 
frame are generated by certain scalings and translations of the single function ip- A 
slight generalization is to consider frames generated by scaling and translating of a 
finite collection of functions •^ i , . . . ,^„,; a frame {a^^'^ipi{a^x — kb)}j^k€i„ 1=1,2 n is 
called a multiwavelet frame. If we take the scaling parameter a = 2 and translation 
parameter b = 1, then the frame {2^^'^'ip{2^x-k)}j^k€Z is said to be dyadic, in terms of 
the operators 6^,Tk it can be written as {S^Tki;}j^i.€Z- We will use the short notation 
{'^'j<k}jkez- Correspondingly, a multiwavelet will be written as {S^Tkipi}j^k€Z,i=i,...,n 
or {'0/;j,fc}j,ieZ,<=l,...,n-
Let T be the frame operator associated with a frame {ipj,k}jMz- By using the 
frame operator, we obtain the frame decomposition representing each x E H as an 
infinite linear combination of the frame elements 
'^ == E ^^ •' ^'^'^'iM)'4>j,k-
j,kez 
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In view of our observations for frames of translates and for Gabor frames, an im-
portant fact is that the canonical dual frame {r~Vj,fc}j,fcex usually does not have 
the wavelet structure. 
Example 3.37 Let {V'j,fc}j,fcez be a wavelet orthonormal basis for L^(E). For any 
0 < e < I, we define a function 6 by 
6^4) + e6ip. 
Then it was demonstrated in ([13],[18]) that 9 generates a wavelet frame, but it's 
canonical dual frame does not have the wavelet structure. 
If {V j^,fe}j,fcez is a frame but not a Riesz basis, then for given x e L'^{R) there 
exist coefficients {cj^k}j,k€Z ¥" {{x,T''^'t/jj^k)}j,kez such that x = ^ Cj^k'4'j,k- Thus 
j.feez 
we can find a function •^  such that 
j,k& 
Definition 3.38 Consider two sequences of functions •0i , . . . , '0„ e L'^{R), resp. 
ipi,... ,ipn G L^(M). We say that {-01,.. •,ipn} and {•0i,..., V'n} generate a pair 
of dual multiwavelet frames if each of them generates a wavelet frame. Therefore 
{S^Tkipi}j^k^id=i,-,n o,nd {6^T^'il'i}j^k€Z.i=i,...,n 0,'''^ Called a pair of dual multiwavelet 
frames and 
n 
X = J ] ; J ] (x, 5JTki^i)yTki^u Va; G L^{R). (3.3) 
i=\ j,kez 
A pair of dual multiwavelet frames is also called sibling frames or bi-frames. 
A characterization of all pairs of dual wavelet frames was obtained by Frazier 
et al. [26]. 
Theorem 3.39 Let ipi,... ,i^n,'4>i, • • • ,'^n ^ L'^iM) and assume that { -^'r^ ..^ /} and 
{6^Tkipi} are Bessel sequences. Then {d^T^'ipi} and {6^Tktpi} are a pair of dual mul-
tiwavelet frames if and only if 
and 
\2 y~] ^i(2"'7)^((2^(7 + Q)) — 0- for all odd integers q. 
1=1 j=0 
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We now present results by Ron and Shen [54], which enables us to construct tight 
multiwavelet frames. The generators ^ i , . . . ,•0,1 will be constructed on the basis of 
a function which satisfy a refinement equation and we denote the refinable function 
by ^0-
General set up Let 0o G L'^iM)- Assume that hm0o(7) = 1 and that there 
7->0 
exists a function HQ e L°°(T) such that 
4(27) = HoiiH'oi^). 
Let / / i , . . . , i/„ e L°°(T), and define V'l, • • •, ^n S L'^iR) by 
M2j) = Hi{^)Ml)' l = h...,n. 
Finally, let H denote the {n + 1) x 2 matrix-valued function defined by 
/ / /o(7) r i /2/ /o(7)\ 
/ / i(7) ri/2/ii(7) 
H{j) = . . 
\Hn{l) r i /2 i /„(7) ; 
The purpose is to find / / i , . . . , i/„ such that 
{'>"^ TfcV'i}j,fcez U {6^Tki!2}jMZ U • • • U {6^Tki>n}j,kez (3-4) 
constitute a tight multiwavelet frame. The unitary extension principle by Ron and 
Shen [54] shows that a condition on the matrix H will imply that the multiwavelet 
system in (3.4) is a tight frame for L'^' 
Theorem 3.40 Let {ipi, Hi}i=o,...,n be as in the general setup, and assume that the 
2 x 2 matrix H{-f)*H{'y) is the identity for a.e. 7. Then the multiwavelet system 
{6^Thipi}j^k&.i=\,...,n constitutes a tight frame for L^(R) with frame bound equal to 
one. 
An important reformulation of above Theorem was obtained simultaneously by 
Daubechies et al. in [16] and Chui et al. in [12]. It is called the oblique exten-
sion principle. 
As an application, we show how one can construct compactly supported tight 
spline frames. 
Example 3.41 Fix any m = 1,2, . . . , and consider the function tJ>o defined by 
sin2'"(7r7) 
Ml) = (7r7)2"' 
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where ipo is known as the B-spline of order 2m and 
^0 = X[-i,i] * X[-i,i] * • • • * X[_i,i] (3rn factors). 
Also, lim ipoil) = 1 o-i^d 
4 ( 2 7 ) = cos2-(7r7)V;o(7)-
Thus •00 satisfies the refinement equation with 
7/0(7) = cos2"'(7r7). 
Let (^^) denote the binomial coefficients (^m^iy. i\ ^'^'^ define the 1-periodic bounded 
functions Hi,H2,..., //2m by 
Then 
/ / /o(7) Ti/2//o(7)\ ^ - ^ - ^ 
/ 
i/(7) = 
cos^'"(7r7) 
\Hn{l) n/2Hn{7)J 
sin2"^(7r7) 
•«/;/n 
\ 
^ / (^ s i i i (7 r7 ) cos2'"-i(7r7) - ^ / ( ^ c o s ( 7 r 7 ) sin2'"-i(7r7) 
y(fysin2(7r7) cos2"'-2(7r7) / ( ^ c o s 2 ( 7 r 7 ) s in2-2(^^) 
\ / (£y« in^" (^7 ) / e y c o s 2 " ^ ( - 7 ) 
A^ oiy consider the 2 x 2 matrix M := //(7)*/7(7). C/sm^ A^e binomial formula 
(^•+y)^"'-i;(7)xy-', 
f/ie /irsf eniri/ ?'n /^le /zrsi ro?w of M is 
Mui = E ( T ) «i«'V7)cos^(^'"-')(;r7) = 1, 
similarly we have M2,2 = 1- Also, 
-..--^'"(-)-'"'(-)^-(T) - C D - - ( a ) = » • 
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Thus M is the identity on C^ for all 7; hy Theorem (3.40) this implies that the 2m 
functions ipi,..., •02m defined by 
Ul) = Hi{j/2)Mim 
' '2m\sm^"'+'{7vj/2) cos2"'-'(7r7/2) 
/ / (777/2)2^ 
generate a multiwavelet frame for L^ 
3.6 Frame multiresolution analysis 
Frame multiresolution analysis (FMRA) was introduced by Benedetto and Li [6]. 
The purpose of the theory is to construct frames for L'^(R) of the form {S2jTk'4>}j^kez-
Formally, an FMRA is defined as a multiresolution analysis (MRA), with the con-
dition "{Tk(j)}kez is a Riesz basis for VQ" replaced by a frame condtion. 
Definition 3.42 An FMRA for L^{R) consists of a sequence of closed subspaces 
{Vjjjgz C L2(M) and a function 0 G VQ such that 
(i) •••V^^QV^QV,--- . 
(ii) \JjVj = L2(R) and r\jVj = 0. 
(Hi) feV,^[t^f{2t)\eVi+^. 
(iv) feVo=^ Tkf e Vo, VA; e z. 
(v) {T/t0}fcez is a frame for VQ. 
The starting point for the construction of an FMRA is a function (f) E FJ^ 
which is a frame for span{Tfc(^ }fcgz. Given cj) € ^^(E), define the fmiction 
k 
Theorem 3.43 Let 4> G L^(K). Then {Tk4>}kez is a frame for span{Tk(l)}kez if and 
only if there exist constants A, B > 0 such that 
A < $(a:) <Ba.e. on {x : $(a;) ^ 0}. 
Theorem (3.43) is due to Benedetto and Li [6]. In words, the condition means 
that ^ I ^{x + k) |2 has to be bounded below and above, away from its zero-set. 
k 
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Given a function 0 such that {r^;^}^^^ is a frame for span{rfc0}fcgz, define the spaces 
y , b y 
Vo = span{rfc0}fcez, V, = {/ € L\R) \ [t -^ f{2-^t)] e Vo}. 
A sufficient condition for {Vj,(j)} to be an FMRA was given in [6]. Now, we turn to 
the question about construction of a frame {62iTk'4>}j,kez based on a given FMRA. 
Let Wj denote the orthogonal complement of Vj in V^+i. As for an MRA, the main 
question (when an FMRA ha.s been constructed) is to find a wavelet ijj such that 
{Tkip}kez is a frame for WQ. This implies that {52jTfcV4j,fcez is a frame for L^' 
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Chapter 4 
Weyl-Heisenberg Frames 
4.1 Introduction 
In theory, a signal can be reconstructed from the Fourier transform but the transform 
contains information about the frequencies of the signal over all times instead of 
showing how the frequencies vary with time. 
In this chapter we will discuss two methods of achieving time-dependent fre-
quency analysis, which we will refer to as the Gabor and the wavelet transforms. 
These transforms are deeply related by the theory of group representations. In the 
literature, the Gabor transform is referred as the "Weyl-Heisenberg wavelet trans-
form " and the wavelet transform as the "afRne wavelet transform". The Gabor 
transform named for D. Gabor following his fundamental work in [28], includes and 
can be illustrated by a technique known as the short time Fourier transform. This 
transform works by first dividing a signal into short consecutive segments and then 
computing the Fourier co-efficients of each segment. This is a time frequency local-
ization technique in that it computes the frequencies associated with small portions 
of the signal. An equivalent way of describing the short time Fourier transform is 
the following. 
Let / be the signal and g an ideal cutoff function, i.e., the characteristic function 
of an interval. Chopping up the signal amounts to multiplying / by a translate of 
^, i.e., by g{x — na), where a is the length of the cutoff interval and n is an integer. 
The Fourier coefficients of this product are then f^ f{x)g{x — na)e~^'"""^''"da;, for 
integers rn. In other words, we have computed the inner product of f{x) with 
g{x - na)e2^'"'^/« for m,n G Z, i.e., with a discrete set of translates and modulates 
oig. 
We now describe the Gabor transform. Let g G L^(IR) be any fixed function. 
In the short time Fourier transform we considered a discrete set of translates and 
modulates of g, but let us now consider all possible translates and modulates. 
Definition 4.1 The Gabor transform of g is the operator ^g, which is defined for 
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signals f E L^(E) by 
/
oo 
f{x)g{x - a)e-2'^'''^(i.T, for a, b eM. 
•oc 
The signal f is completely characterized by the values of '^gf{a, b) and can be recov-
ered by the formula 
/
oo /-oo 
/ >J,/(a,6)e2-"'^9(x-a)da 
•OO J —OO 
^ db. 
-oo •/ oo
We define the wavelet transform by taking translations and dilations of the function 
9 e L2(M). 
Definition 4.2 If g E L^O^), then the wavelet transform of g is the operator $g 
defined on signals f € L^(]R) by 
/
oo 
/(x)e-"/2g(e-«3; _ y)dx, 
•oo 
for u,v ER where f is characterized by these values and can be recovered by 
/ oo />oo 
oo J—oo 
The two group representations involved in the Gabor and wavelet transforms are as 
follows: 
Gabor transforms come from the repressentation of the Weyl-Heisenberg group, 
which is the set T x E x M, acting on L'^iR) by W{t, a, b)f{x\ ^ te2"*(^-°)/(x - a). 
Here E is the real number line thought of as the time axis, E the real line thought 
of as the frequency axis. The torus group T is the unit circle in C, i.e., T = {^  6 
C : I ;r 1= 1}. We identify T with the interval [0,1) by associating the number 
t E [0,1) with the complex number e^ '^ '* E T. 
The wavelet transform on the other hand, comes from the representation of the 
affine, oi ax + b group which can be thought of as the group of translations and 
dilations of E. This group can be identified with the set E x E and acts on L^(E) 
by U{u,v)f{x) = e""''^/(e~"a; — v). This action involves first the translation of / 
by V, then the L'^{R) isometric dilation of the result. 
4.2 Continuous Gabor transforms 
Definition 4.3 Let H= T x E x E denote the Weyl-Heisenberg group. We define 
a representation W of H on L^(E) by 
W{t,a,b)f{x) = f.e2-'''(^-"'/(:^ - a) = t.r,Hbf{x), 
where {t,a.b) E H and f € L^(E). 
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The group operation on Weyl-Heisenberg group is defined as follows: 
Let {ti,aubi),{t2,a2,b2) € H. Then, 
W{ti,aubi)W{h,a2,b2)fix) = Wituaubi){t2e''''"'^^-'''^f{x - a2)) 
= ^^e2^*i(^-"i)^2e^^'''2^'-~"^~"2'/(^ - a i - 02) 
= H/(ilf2e'"''""^al +a2,6i + 62)/(x'). 
This means that in order for H^  to be a representation the group operation on 
H must be 
(<i, a i , 6i).(f2, as, 62) = (M2e'"'' ' ' ' '^ ai + 02,61 + 62)-
It is easy to check that this is infact a group opeartion i.e. it is associative, with 
identity element (1,0,0) and inverses {t,a,b)~^ = {t~^e'^'^'"'', -a, -b). 
Definition 4.4 A measure u on a group G (locally compact group) is said to be left 
invariant provided that for every integrable function f on G and every y E G we 
have JQ f{y-x)du(x) — j ^ f{x)du{x). It is a fact from the theory of measures that 
a left invariant measure on G, known as left Haar measure, exists and is unique up 
to a constant multiple. Similar remarks hold for right invariant measures and right 
Haar measure. 
Proposition 4.5 The product measure dtdadb is the left and right Haar measure 
on H. In particular,H is unimodular. 
Proof. The left invariance follows from the calculation 
F{{x,y,z).{t,a,b))dt da db. Ill 'R ^R ^ T 
m F(a.-^e2^"°, a + y,b + z)dt da db 
= f f [ F{e^'''^'+'''^'''\a + y,b + z)dsdadb 
Jk JR JO 
m F{e^''''',a + y,b + z)dudadb 
_. _- _ 
= / / / F{t,v,w)dt dv dw, 
JR JR JT 
where we have written t as e '^^ '* and x as e^"" , used the periodicity of the expo-
nential function and made the obvious substitution. The right invariance is similar. 
Proposition 4.6 / / / , 9 G ^^(R) then 
2 / / / I (/, H/(f, a, b)g) p di da db =|| / H^  || g f. 
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Proof. The left hand side is equal to 
m l / ?/(x)e-2"''(*-")5(a,- - a)dx |^  dL da dt 
^ 11 \ I /(a;)p(x - a)e-^'''''''dx ^ da db 
JR JR JR 
- I { i \{f-ra9nb)\'dbya 
= / f / I {f-Tag){x) \'^)dx]da (by Plancherel's formula) 
JR JR 
^ f I /(^O 1^  / I ^(a) P da dx 
= n \f{x)\'dx)n \9{a)\Ua). 
Definition 4.7 Given g e L^(M)\{0}, i/ie ^-transform of g is the operator ^ ^ on 
L2(R) de/ined 6y 
*,/(a,6) - {f,W{l,a,b)g) = {f,T,fXbg). 
By the Cauchy-Schwarz inequality we have 
I ^ f{a,b) 1=1 {f,TaHbg) \<\\ f h\\ Tafibg ||2=l| / II2II 9 II2, 
so "igf is a bounded function of a, b. 
Example 4.8 If we seta = 0 andg = Xl-N,iv] ^^ ^^ ^ ^s/(0'^) = J-w f{^y~^^^''^dx -> 
/ (6 ) m L2(R) OS yV -)• 00. 
In this sense the ^ transform is a generalization of the ordinary L^-Fourier transform 
[7]. Therefore we have an inversion formula for the 'I'-transform analogous to that 
for the ordinary Fourier transform 
/(^) = / / *s/(«. b)Ta^ibg{u)dadb. 
JRJR 
4.3 Continuous Wavelet transforms 
Definition 4.9 Let A = RxR denote the affine group. We define a representation 
UofA onL^{R) by 
U{u,v)f{x) = e-"/V(e-"a: - v) = 6,uTJ{x), 
where (u,v) e A and f e L^{R). 
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The following defines the group operation on A and shows that C/is a representation. 
If / e L2(R) and {ui,vi),{u2,V2) G A then 
U{uuVi)U{u2,V2)f{x) = U{uuv,){e-^''''f{e-^'x-v2)) 
= e-(»i+«2)/2y(e-("i+"2)a. _ e-»2^^ _ ^2) 
Thus if U is to be a group representation then the group operation on A must be 
{ui,Vi).{u2,V2) = (wi + U2,e~'^^Vi + V2). It is easy to verify that this is a group 
operation with identity (0,0) and inverses {u,v)~^ = {—u, —ve"). 
Proposition 4.10 The left Haar measure on A is the product du dv, while the right 
Haar measure is e^du dv. Thus A is not unimodular. 
Proof. The right invariance of e'"du dv follows from 
/ F{{u,v).{x,y))e''dudv = F{u +x,e'^v + ij)e''du dv 
JR JR. JR JR. 
= / F{s,e~^v + y)e^~^ds dv 
JRJR 
^11 F{s, t)e'ds dt. 
JRJR 
The left invariance of du dv is similar. 
Definition 4.11 Given an admissible g G I'^(M), the (^-transform of g is the oper-
ator <I>g given by 
^gf{u,v) = (/, U{u,v)g) = {fJe-Tyg). 
As with the ^-transform, we have an inversion formula for the ^-transform 
f{x)= / / ^gf{u,v)5e»T.i.g{x)dudv. 
JR JR 
4.4 Weyl-Heisenberg frames (W-H frames) 
In this section, we present the existence of W-H frames for L^(E). The idea of using 
Hilbert space frames to obtain decompositions of L (^M) is due to A. Grossmann, 
and most of the results in this section are the work of Daubechies, Grossmann, and 
Meyer and can be found in their fundamental papers [18, 20]. 
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Existence of Weyl-Heisenberg frames 
Definition 4.12 Given g € L^(R) and a,b > 0, we say that {g,a,b) generates a 
W-H frame for L^(R) if {iJ.mbTnag}m,n€Z is a frame for L^(M). The numbers a,b 
are the frame parameters, with a being the shift parameter and b the modulation 
parameter. 
We mention here that {fimb'^'nag} is a frame for L^(R) if and only if {Tnafimbg} is a 
frame. 
Theorem 4.13 [20] Let g € ^^(IR) and a,b>0 be such that: 
(i) there exist constants A, B such that 0 < 4^ < X] I g{'^ ~~ ^^o) P ^ B < oo a.e., 
n 
(ii) g has compact support, with supp{g) C / C K, where I is some interval of 
length 1/b. 
Then {g,a,b) generates a W-H frame for L'^{M.) with frame bounds b~^A,b~^B. 
Proof. Let /XQ denote the function ^ia{x) — e^"""'; thus, limbi.'^) = e^"""''^ '. 
Let / e ^^(M), and consider the function fTnaV (n E Z). Clearly, supp(/r„a^) C 
In = I + na — {x + na : a? e / } , an interval of length 1/b. Now, it follows from 
condition (i) that 0 <| g{x) p< B for almost every a; e R: thus, g is bounded, 
so fTnag S L'^{In)- The functiou {b^^'^Umb} form an orthonormal basis for L'^{In)-
Thus, by Parseval identity 
1 f°° 
X ) I {f'^na9,^'mb) 1^= 7 / I fi^) Pi 9{x - n o ) ^ dx. 
m€Z ^ - ^ - ^ 
Hence, 
y ^ I {f,limbTna9) P = 2 _ / I if'^rioQ, fJ'mb) P 
ru.nSZ ni.neZ 
1 /"OO 
-iJ2 \ fix) \'\ 9{x - na) \'dx 
neZ ' 
("OO 1 ("^ 
= T I fix) \' J2\g{x- na) \' dx. 
^ -^-"^ nez 
By (i), 
lA\\f\\2< E l ( / ' /^- ' '^-9) l '<^^l l / l l2 . 
m.nSZ 
which implies that {UmbTnag : m, n G Z} is a frame with frame bounds A/b and B/b. 
63 
Corollary 4.14 [20] Suppose g is a continuous function supported on an interval I 
of length L > 0 which does not vanish in the interior of I. Then {g,a,b) generates 
a frame for L'^{R) for any 0 < a < L and 0 <b < 1/L. 
Remark 4.15 [18] Whether g has compact support or not, it is necessary that con-
dition (i) of Theorem 4-13 hold in order that {g, a, b) generate a frame. In particular, 
g must be bounded. 
Since {^^mbTnafj)^ = '''mbP'-naO and the Fourier transform is a unitary map of L (^ 
onto L^(]R), we see that {g,a,b) generates a W-H frame for L'^(R) if and only if 
{g,b,a) generates a W-H frame for L'^(R). From Remark 4.15 we therefore have 
that both g and g must be bounded in this case. 
The following Theorem on the existence of W-H frames in Z/^ (R) is due to [58]. 
Theorem 4.16 Let g G L'^{M.) and a > 0 be such that: 
(1) there exist constant A, B such that 0 < yl < ^ | g{x — na) p< B < oo a.e., 
n 
(2) lim Y. P{k/b) = 0, where 
P{s) = ess sup I Yg{x - na)g{x - s - na) \= || X]T„„(jr.T„„+« |^|oo. 
i € R n n 
Then there exists 6o > 0 such that {g,a,b) generates a W-H frame for L^(E) 
for each 0 < b < bo. 
The Weyl-Heisenberg frame operator. Assume {g, a, b) generates a W-H frame 
for L^(R). From Theorem 3.13 the frame operator corresponding to {g,a,b) is 
Tf = }^{f, limbTnag)l^mbTnag, 
rn,n 
and we know that T is a topological isomorphism of L (^M) onto itself. We also know 
from Theorem 3.14 that the dual frame of {fJ'mb'''na9} is {T~^{^moTn^g)}. 
Xia and Suter [60] introduced the notion of vector-valued wavelets and showed 
that multiwavelets can be generated from the component functions in vector-valued 
wavelets. Therefore, studying vector-valued wavelets is useful in multiwavelet theory 
and representation of signals as well. A typical example of such vector-valued signals 
is video images. The Moving Picture Expert Group (MPEG) can take advantage of 
this vector transform for image coding. 
The vector-valued multiresolution analysis is introduced in Sun and Cheng [56] 
and results on the existence of orthogonal vector-valued wavelet are derived therein. 
In continuation of the aforesaid work, Ahmad and Iqbal [1] have obtained some re-
sults on vector-valued Weyl-Heisenberg wavelet. The generic construction of frames 
and the results related to the corresponding frame bounds are also given in [1]. 
64 
Chapter 5 
Analysis of Stock Market by 
Wavelets 
5.1 Introduction 
Wavelet analysis is characterized by a wavelet. By design, the wavelet's usefulness is 
its ability to localize data in time-scale space. At high scales (shorter time intervals), 
the wavelet has a small support and is thus better able to focus on short lived, strong 
transients like discontinuities, ruptures and singularities. At low scales (longer time 
intervals) the wavelet's time support is large making it suited for identifying long 
periodic features. Wavelets have an intuitive way of characterizing the physical 
properties of the data. At low scales, the wavelet characterizes the data's coarse 
structure and pattern. By gradually increasing the scale, the wavelet begins to 
reveal more and more of the data's details zooming in on its behaviour at a point 
in time. 
Wavelet analysis is the analysis of change. A wavelet coefficient measures the 
amount of information that is gained by increasing the frequency at which the data 
is sampled or what needs to be added to the data in order for it to look like it 
had been measured more frequently. For instance, if a stock price does not change 
during the coarse of a week, the wavelet coefficients from the daily scale are all zero 
during that week. 
Wavelet coefficients that are non zero at high scales typically characterises the 
noise inherent in the data. Only wavelets at very fine scales will try to follow the 
noise whereas the same at coarser scales are unable to pick up the high frequency 
nature of the noise. If both the low and high scaled wavelet coefficients are non zero, 
then something structural has occuring in the data. A wavelet coefficient that does 
not go to zero as the scale increases indicates a jump has occured in the data. If the 
wavelet coefficients do go to zero then the series is smooth at this point. Because of 
its localization in time and scale, wavelets are able to extract relevant information 
from a data set while disregarding the noise that may be present. 
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Very little to be known about the relevant information or the information that 
one wants to extract. Because the wavelet transform captures the characteristics of 
the data in a few wavelet coefficients, if the wavelet coefficients whose magnitude 
is less than some prescribed value are set to zero and the few non zero wavelet 
coefficients are used to recreate the data, the resulting data set will contain only the 
relevant information. 
In this chapter, we have used wavelet transform to analyze data of stock market. 
Though, we have a tool in the form of Fourier transform, it does not perform well 
in the case of non-stationary signals, i.e., signals with time varying spectra. If one 
is not interested in the time of occurence of frequency components, then Fourier 
transform could be a suitable tool. The wavelet transform, on the other hand 
is capable of providing the time and frequency information simultaneously, hence 
giving the time-frequency representation of a signal. 
Time series data may be defined as a set of data collected or arranged in a 
sequence of order over a successive equal increment of time. Temperature, water 
level or closed market prices over a period of time are an example of time series 
data. Using wavelet transform, a time series can be decomposed to different time 
scales so that daily financial time series can be scaled to monthly, yearly, five yearly 
or even ten yearly time series. 
Until recently wavelet analysis via MRA approach has been found to be a reh-
able method in financial and economic analysis, in particular for stock market and 
foreign exchange. Wavelet analysis has become increasingly popular for analyzing 
economic time series due to its advantages of decomposing a time series into differ-
ent time scales (See for example, Ramsey and Lampart [50]; Almasri and Shukur [3] 
among others). According to Gencay et al. [29, 30] wavelet decomposition of time 
series data is very attractive when dealing with stationary time series. However for 
non-stationary data, trends, volatility, clustering and abrupt changes in the variance 
distribution has a little bit problem (Donoho and Johnstone [22] and Percival and 
Mofjeld [47]). Ahmad et al. [2] have studied heart rate variability based on wavelet 
techniques. With the help of scatter plots of wavelet coefficients they identified the 
patients responding to medicine. For further details and refrences on time series 
analysis we may refer to the paper of Furati et al. [27]. 
Wavelet analysis is a refinement of Fourier analysis that was developed in the 
late 1980's and which offers a powerful methodology for processing signals, images 
and other types of data. Early studies that utilize wavelet methods are Ramsey, 
Usikov and Zaslavsky [53] and Ramsey and Zhang [51, 52], which concentrate on 
stock markets and foreign exchange rate dynamics. Lee [37] illustrates the use of 
wavelets for seasonality filtering of time series data. Lin and Stevenson [40] used 
wavelets to study the relation between futures and spot prices. A more recent 
application of wavelets to future markets is in In and Kim [34]. Further discussion 
on the use of wavelets in economics and finance can be found in the survey articles 
by Ramsey [48, 49]. 
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We have taken stock market data of 9 companies listed in the Bombay Stock 
Exchange (BSE). The data is of 10 years duration i.e., from August 1, 2001 to July 
31, 2011 (all data are close price). We have applied the wavelet transform on this 
signal and obtained the corresponding wavelet coefficients. The coefficients could 
be understood as the details of this signal. 
Bombay Stock Exchange (BSE) is a stock exchange located on Dalai street, 
Mumbai and is the oldest stock exchange in Asia. It was started in the year 1875. 
The BSE has the largest number of listed companies in the world. In 1956, the BSE 
became the first stock exchange to be recognized by the Indian government under 
the securities contracts regulation act. The Bombay stock exchange developed the 
BSE SENSEX in 1986, giving the BSE a means to measure overall performance 
of the exchange. In 2000, the BSE used this index to open its derivatives market 
trading SENSEX future contracts. 
The BSE SENSEX also referred to as "BSE 30" is a market capitalization 
weighted index of 30 well established and financially sound companies listed on 
Bombay stock exchange. Published since January 1, 1986 the SENSEX is regarded 
as the pulse of the domestic stock markets in India. The Bombay stock exchange 
(BSE) regularly views and modifies its composition to be sure it reflects current mar-
ket conditions. The index is calculated based on a free float capitalization niethod-
a variation of the market capitalization method. The market capitalization of a 
company is determined by mutiplying the price of its stock by the number of shares 
issued by the company. 
Though many other exchanges exist, BSE and the National stock exchange 
(NSE) of India account for the majority of the equity trading in India. Both these 
stock exchanges open and close at the same time i.e., they are synchronous. The 
National stock exchange was established to provide access to investers from all over 
India. The NSE index also known as NIFTY, is determined from 50 stocks of 
companies taken from 23 sectors of economy. 
We have taken the stock data of the following companies listed on BSE: 
Apollo Hospitals and enterprise ltd., HDFC bank ltd., ICICI bank ltd., Infosys ltd., 
Larsen & Toubro ltd.(L&T), Mahindra k Mahindra ltd., Rehance Industries ltd. 
(RIL), State bank of India(SBI) and Tata Motors ltd. 
1. Apollo Hospitals and enterprise limited (AHEL) was incorporated 
as a public limited company in the year 1979. It is the first group of hospitals that 
pioneered the concept of corporate health care dehvery in India. AHEL is a listed 
company on the BSE (BSE-APLH.BO). AHEL today is the leading private sector 
health care provider in Asia and owns and manages a network of speciality hospitals 
and clinics. 
2. HDFC bank limited (BSE:500180) is a major Indian financial services 
company based in India, incorporated in August 1994, after the Reserve bank of 
India allowed establishing private sector banks. This bank was promoted by the 
Housing development Finance Corporation, a premier housing finance company (set 
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up in 1977) of India. HDFC is headquartered in Mumbai. The bank has a presence 
in all major industrial and commercial centres across the country. Being a clear-
ing/settlement bank to various leading stock exchanges, the bank has branches in 
the centres where the NSE/BSE have a member base. 
3. ICICI bank limited (BSE:532174) also known as Industrial credit and 
Investment corporation of India bank. ICICI is the second largest financial services 
company headquartered at Mumbai, India. ICICI bank's equity shares are listed in 
India on Bombay stock exchange and the National stock exchange of India limited. 
ICICI bank was established in 1994 by ICICI ltd., an Indian financial institution. 
It offers a wide range of banking products and financial services to corporate and 
retail customers. 
4. Infosys limited, formerly Infosys technologies limited (BSE:500209) 
is a global technology services company headquartered in Bangalore, India. Infosys 
is the second largest IT company in India with 133,560 employees as of March 
2011. The company offers softwares products for the banking industry and business 
process management services also provides end to end business solutions. Infosys 
was founded on 2 July, 1981. 
5. Larsen & Toubro limited (L&T) (BSE:500510) is an Indian multi-
national company headquartered in Mumbai, India. The company has four main 
business sectors: technology, engineering, construction and manufacturing. The 
company was founded in Mumbai in 1938. L&T has an international presence with 
a global spread of offices and factories. The firm has more than 60 units in some 25 
countries. 
6. Mahindra Sz Mahindra limited (BSE:500520) is a flagship company 
of the Mahindra group, a multinational conglomerate based in Mumbai, India. The 
company was set up in 1945 in Ludhiana as Mahindra & Mohammed. The company 
changed its name to Mahindra k, Mahindra in 1948. Today M&M is the leader in 
the utility vehicle segment in India and enjoys a growing global market presence in 
both the automotive and the tractor business. 
7. Reliance Industries limited(RIL) (BSE:500325) is the largest private 
sector company headquartered at Mumbai, India. The company is largest by annual 
turnover of US $ 58.5 billion. Reliance was founded by the Indian Industrialist 
Dhirubhai Ambani in 1966. According to the company website "1 out of every 4 
investors" in India is a Reliance share holder, making it one of the worlds most 
widely held stocks. Reliance companies have been among the best performing in the 
Indian stock market. 
8. State bank of India (SBI) (BSE:500112) is the largest Indian banking 
and financial services with its headquarter in Mumbai, India. It is state-owned. SBI 
provides a range of banking products through its vast network of branches in India 
and overseas. SBI has 14 local head offices and 57 zonal offices that are located at 
important cities throughout the country. 
9. Tata Motors limited (BSE:500570) is a multinational automotive corpo-
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ration headquartered at Mumbai, India. Tata Motors is India's largest automobile 
company. It was established in 1945. Tata motors is a dual listed company traded on 
both the Bombay stock exchange (BSE) as well as on the Newyork stock exchange 
(NYSE). 
5.2 Wavelet transformation 
The idea of wavelets, as a family of functions constructed from translation and 
dilation of a single function, is due to Morlet et al [45]. Wavelets, the complex 
valued functions with zero mean and satisfying admissibility condition 
Q = / , , du < oo, 
where V (^u;) is the Fourier transform of the wavelet i/'it), are defined as 
^6,a(t) = \a\ ^ ip(^ ) , a>0, b 
where a and h are scaling and translation parameters, respectively. 
The wavelet transform of square integrable function / e L^(R) with respect to 
^ is defined by 
/
o o - J L . 
Lemma 5.1 Let (j) be a nonzero n-times (n > 1) differentiable function such that 
0(") € L2(M) . Then 
ijj = 0("Ha;) 
is a wavelet. 
We have used Mexican hat wavelet in our computation, defined as, 
^{x) = (1 - x^)e-='"'\ 
It is a wavelet by Lemma 5.L Mexican hat wavelet is the second derivative 
of Gaussian function —e~^ /^. This wavelet has excellent localization in time and 
frequency domains and satisfies the admissibility condition. 
5.3 Scatter plots 
The data considered for wavelet analysis are closing values of Sensex and shares of 
companies listed on BSE. We have applied the wavelet transform on this signal and 
obtained the corresponding wavelet coefficients. The coefficients could be under-
stood as the details of this signal. Now, the two successive wavelet coefficients are 
taken as points in M^ and the scatter diagram is plotted, see figures 5.1 to 5.3. 
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5.4 Total Var ia t ion plots 
The total variation of wavelet coefficients TV {a) on scale a is defined as, 
TV{a) = Yl K 
'^i+i w: 
where symbol wf is used for wavelet coefficients of signal on scale a. 
We now measure the 'stability of stock market' by total variation plots which 
provide the scalewise information . We first compute the wavelet coefficients of sig-
nal on all the possible scales, then the total variation of wavelet coefficients on each 
scale is calculated. It is plotted by taking scales ' a ' on a.-axis and the correspond-
ing 'TV{ay on y-axis (figure 5.1 - 2nd column). For the Total variation plots, the 
dyadic length of sample of each company from the period 1 August 2001 to 31 July 
2011 is 2 " ( = 2048) data points. 
L^ and L^ distance between Sensex and shares of different stocks: 
S.N Company name L^ distance L^ distance 
1 AHEL 654.06 711.20 
2 HDFC 612.05 665.38 
3 ICICI 630.11 685.79 
4 INFOSYS 434.32 478.29 
5 L&T 537.14 585.81 
6 M&M 633.78 689.93 
7 RIL 577.70 628.67 
8 SBI 587.55 639.75 
9 Tata Motors 640.35 696.67 
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Scatter and total variation Plots 
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Figure 5.1: Row 1-3: Scatter and TV plots of shares of Apollo hospital, HDFC and ICICI. 
Column 1: Scatter plots of wavelet coefficients, Column 2: Total Variation plots of Sensex 
versus shares of companies (solid line: Sensex, line with •: Company). 
71 
«.a -0 8 -0 4 -0 2 0 0 1 
•:•: i JiijJiii'&S 
,-;ii«e 
-oa -oe -0.4 -02 o 02 
'^m^ 
\ 
1000 V,_^ 
aoo 
^^  
600 
400 
""x^  
"^ "x^  
200 • • • • • ^ , 
1 2 3 4 5 6 7 8 9 10 
-08 -06 -04 -02 0 0 2 
Figure 5.2: Row 1-3: Scatter and TV plots of shares of Infosys, L & T and Mahindra 
& Mahindra. Cohmin 1: Scatter plots of wavelet coefficients, Column 2: Total Variation 
plots of Sensex versus shares of companies (solid line: Sensex, line with *: Company). 
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Figure 5.3: Row 1-3: Scatter and TV plots of shares of RIL, SBI and Tata Motors. 
Column 1: Scatter plots of wavelet coefficients, Colnmn 2: Total Variation plots of Sensex 
versus shares of companies (sohd hue: Sensex, line with *: Company). 
5.5 Time series plots of stocks 
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Figure 5.4: Closing values of the stocks and Sensex. Column 1: AHEL, ICICI, LNT, RJL 
and Tata. Column 2: HDFC, Infosys, M&M, SBI and Sensex. 
5.6 Observations 
When L^ distances between Sensex and shares of companies are large, scatter plots 
are compact (look like a circle of small radius). See scatter plots of Apollo hospital 
in fig. 5.1 (row 1), Mahindra&Mahindra in fig. 5.2 (row 3) and Tata Motors in 
fig. 5.3 (row 3). The scatter plots of wavelet coefficients in these cases are not 
much scattered. On the contrary, when the L^ distances decrease, the scatter plots 
become more and more scattered. See plots of L & T in fig. 5.2 (row 2) and Infosys 
in fig. 5.2 (row 1). 
This study can be extended further and L^ distances between sensex and shares 
of other companies (more volatile) may be obtained. Based on L^ distances we can 
classify the companies in terms of volatility. By this way we can help the investors 
looking for stable companies. 
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