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Abstract
This dissertation presents an ab initio investigation of modern nuclear Hamiltonians pre-
dicted by chiral effective field theory (ChEFT) and lattice quantum chromodynamics (LQCD),
in both infinite and finite matter using self-consistent Green’s function (SCGF). The third
order algebraic diagrammatic construction [ADC(3)] originally devised for quantum chem-
istry, was used to approximate the self-energy in both systems. This is the first application
of ADC(3) to infinite matter. These calculations implemented both two- and three-nucleon
ChEFT interactions to compute the equation of state of pure neutron matter and symmetric
nuclear matter, whilst also obtaining the spectral function. The procedure was benchmarked
using the NNLOsat interaction against a previous SCGF calculation based on the T-matrix
approach. The benchmark showed good convergence with respect to the model space but
it yielded an apparent lack in the binding energy of ∼ 30% at the saturation density of
symmetric nuclear matter when compared to the SCGF T-matrix results and the available
literature. After the benchmark a preliminary investigation in to modern N2−4LO nucleon-
nucleon interactions extended to include the N2LO three-nucleon interaction was conducted.
These results were reviewed with in the current perceived limitations of the SCGF formal-
ism developed here. In this study, increasing the regulator cut off or the order of the chiral
expansion for the nucleon-nucleon interaction decreased the observed binding energy whilst
also lowering the saturation density. The calculation of finite nuclei used a potential derived
from LQCD by the HAL QCD collaboration at an unphysical pion mass, MPS=469 MeV/c
2.
The short-range repulsion of this interaction requires one to include a resummation of ladder
diagrams from the excluded model space. The effectiveness of the ladder resummation from
outside the computational model space is considered by the infrared convergence of the total
binding energies. The introduction of these missing ladder diagrams leads to a complete di-
agonalisation of short-range degrees of freedom independently of the choice of model space.
The binding energy of 4He was calculated to be −4.80 MeV. The heavier doubly magic nu-
clei, 16O and 40Ca, had binding energies of −17.9 MeV and −74.4 MeV respectively. This
means whilst 40Ca is observed to be bound with respect to α break up, 16O is expected to
be unstable.
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Chapter 1
Introduction
1.1 The Nuclear Many-Body Problem
The inception of nuclear physics began in 1932 when James Chadwick discovered the
existence of an uncharged particle with in the confines of the nucleus that would later be-
come known as the neutron [1, 2]. With this discovery it became apparent that the nucleus
of an atom was a complex structure consisting of two primary constituents, protons and
neutrons, and that the known electromagnetic interaction could not be responsible for the
binding of these particles. Since this realisation, the aspiration of nuclear physics has been
to understand the properties of nuclear structures in terms of the strong nuclear interaction
that binds the protons and neutrons together. The development of a fundamental theory for
the nuclear interaction has been at the forefront of physics throughout the twentieth century
and continues to the present day. An initial attempt to describe the nuclear interaction
was proposed by Hideki Yukawa in 1935, where a theory was constructed analogous to the
electromagnetic interaction [3]. The conventional electromagnetic interaction is the result
of the exchange of massless photons, Yukawa envisioned his nuclear interaction exchanging
particles with a physical mass, called mesons, to generate a finite range potential. With the
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advent of quantum chromodynamics (QCD) towards the end of the century Yukawas meson
theory is no longer perceived as fundamental. Despite this, the most effective modern models
for the nuclear interaction still implement the concept of meson exchange. This results from
the confinement of quarks at the low energies used to construct modern nuclear interactions.
As a consequence hadrons, such as neutron, protons and pions, are the relevant degrees of
freedom to use in low energy theories [4, 5].
Constructing the nuclear interaction alone isn’t the only difficulty facing the nuclear
many-body problem, developing many-body formalisms capable of computing all forms of
nuclear matter and across all regions of the nuclear chart also poses a significant challenge.
A recent nature publication used density functional theory (DFT) to estimate the total num-
ber of existing nuclides and came to conclude that there exist approximately 7000 bound
isotopes up to a proton number, Z = 120 [6]. Experimental data is presently only available
on around 3000 of these nuclei, with the majority being located near the line of stability. The
many-body formalism currently developed is not sufficient to probe all areas of the nuclear
chart to make accurate first principle calculations of these still unknown nuclei. Present ab
initio many-body theories are restricted to mainly calculating light to medium mass nuclei
near the line of stability and the traditional magic numbers of nuclear matter. It is therefore
imperative that the formalism of many-body techniques continues to advance such that all
regions of the nuclear chart and beyond can be fully explored from first principles without
complete reliance on experimental data. One such advancement that was required in both
the nuclear interactions and the many-body formalism is the inclusion of three-body and
higher order interactions. Three-nucleon interactions in particular are incredibly important
and ultimately necessary to accurately reproduce many facets of nuclear structure. They
have been observed to be essential in recovering the empirically observed saturation point
of nuclear matter, which has fundamental implications for all infinite and finite systems.
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Without a nuclear interaction that accurately reproduces the saturation point of nuclear
matter calculations of finite nuclei will report erroneous properties such as incorrect binding
energies and radii [7, 8, 9, 10]. Three-nucleon forces have been long been known to carry
such importance, hence their inclusion in phenomenological interactions, such as Urbana IX
and the Tucson-Melbourne model, but it is only in the past decade that derivations from
chiral effective field theory (EFT) have made them readily applicable in ab initio approaches
[11, 12, 13]. The first study detailed in this thesis develops a formalism for computing infinite
matter with two- and three-nucleon interactions, thus allowing it to be used for investigat-
ing newly developed interactions and probing their future use in finite nuclei calculations
by computing the saturation point and binding energy. This is only one of the many open
questions in nuclear structure and the first addressed in this thesis. A second study focuses
on developing formalism to assist with the application of nuclear forces carrying strong short
range repulsion in finite nuclei. It can be difficult to correctly converge interactions with a
strong repulsive core with the currently available many-body formalisms and the truncated
model spaces they are constructed in. Each of the above two studies aims to further the
many-body formalism whilst implementing two different modern sources for nuclear interac-
tions, chiral effective field theory and lattice quantum chromodynamics. The development
of these interactions will be addressed in the following section. The many-body formalism
that has been used to study these modern interactions in finite and infinite matter is the
self-consistent Green’s function (SCGF) theory [14, 15, 16, 17].
In the past few decades several many-body techniques have come to the forefront of nu-
clear physics for their ability to study problems ranging from light atomic nuclei to infinite
matter with a proven reliability and efficiency. One such approach is the ab initio self-
consistent Green’s function formalism used extensively throughout this thesis. Unlike many
of the other modern many-body techniques, SCGFs do not attempt to construct the wave-
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function of the problem, but instead directly compute the spectral function of the system
through a diagrammatic expansion of the one-body propagator. This allows one to recover
the spectral distribution without the complexity of constructing and analysing the many-
body wavefunction. The advantage of this formalism, and the reason it is studied throughout
this thesis, is that the one-body propagator gives a direct connection to experimental data for
pickup and knockout reactions. The object used to approximate the one-body propagator,
the irreducible self-energy, describes the complex nature of the energy dependent many-body
system. This term can be approximated through a variety of schemes giving different levels
of approximation as required. The algebraic diagrammatic construction (ADC) approach
will be applied to both infinite and finite systems within this thesis, the former for the first
time. ADC(n) was first proposed by Schirmer as a way of constructing an analytical expres-
sion for the irreducible self-energy that is consistent with perturbation theory up to the same
order, n [18, 19]. This approximation to the self-energy is a fully non-perturbative approach
containing an infinite order resummation of particle-particle and hole-hole ladders as well as
particle-hole rings, which are required to properly treat strongly corrected systems, such as
nuclear matter. However, performing non-perturbative calculations of nuclear matter within
the SCGF formalism fails to reproduce the empirical saturation properties of nuclear mat-
ter when only using nucleon-nucleon interactions [20, 21]. Here, the saturation density and
energy are observed to be far larger than is physical causing over binding in systems. This
problem is mirrored in light nuclei where again only using two-body interactions causes the
binding energy to not be correctly reproduced [22]. In all of these calculations it has been
established that including higher order many-body interactions, primarily the three-body
interaction, greatly improves the properties of the observables [8, 23, 24, 25]. Thus, the
SCGF formalism and ADC have recently been expanded to reflect this advancement and
will be discussed in more technical detail later in the thesis [10, 26, 27].
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1.2 The Strong Nuclear Interaction
Only recently has it become truly possible to describe the nuclear force from first princi-
ples using methods such as chiral effective field theory and lattice quantum chromodynamics.
Before these routes were available there were many attempts to develop phenomenological
models that could accurately reproduce experimental observations. These models still play
an important role in nuclear physics, probing regions of the nuclear chart not yet fully un-
derstood from first principles and assist in parallel with the continued development of such
interactions.
The task of describing the nuclear interaction, whether from first principles or using phe-
nomenological models, is equally formidable. The very earliest models used to approximate
the nuclear interaction included semi-empirical models such as the Woods-Saxon potential
developed in 1954, which approximated the force as a mean-field potential similar to the
Hartree-Fock approach [28]. Throughout the 1960s and 70s there was substantial progress
in both the experimental and theoretical fields resulting in the development of several phe-
nomenological potentials that could reproduce nucleon-nucleon scattering data accurately.
One of the most successful was developed by Reid in 1968 and was a great improvement over
the potentials seen in the previous decade. It was the first quantitative soft-core potential
that was fit to reproduce the proton-proton scattering data available at the time [29]. This
soft-core nature meant that the wavefunction did not vanish inside the core at non-zero
radii, decreasing the short-range repulsion of the nuclear interaction and thus effectively
excluding very high momenta states from possible calculations and restricting the affect
and therefore the understanding of short range dynamics. By modern standards the Reid
potential is a relatively hard-core interaction, however, at the time it was softest potential
available since it didn’t contain an infinite discontinuity where, V −→ ∞. Without a strong
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short-range repulsion, modern very soft-core interactions struggle to accurately reproduce
high energy scattering data. It has also been shown that short-range repulsion is essential
for the stability and saturation properties of nuclei and for computing the maximum mass
of neutron stars [30]. Despite the advancements made during this time, these types of po-
tentials continued to struggle to accurately reproduced the neutron-proton scattering data.
This was indicative of the underlying problem in developing nuclear potentials during this
era, they were not built to incorporate the charge symmetry breaking of the strong nuclear
force. The first high precision nucleon-nucleon potentials that were constructed to include
these symmetry restrictions and that could accurately reproduce nucleon-nucleon scatter-
ing data include the Nijmegen soft-core potential, the collection of Argonne potentials, the
most accurate of which, Argonne V18, has 14 charge independent operator components, 3
charge dependent operators and one operator that explicitly addresses the charge asymmetry
and finally the CD-Bonn interaction, which until the introduction of chiral EFTs was the
most successful potential constructed using the meson exchange principle first postulated by
Yukawa [31, 32, 33, 34]. These sophisticated potentials have many adjustable parameters
that allow for a χ2 per datum of ∼ 1 for both proton-proton and neutron-proton scattering
data up to 350 MeV in the laboratory frame. This means that these models can accurately
reproduce the world nucleon-nucleon scattering data below 350 MeV available at the time
without over fitting the parameters. A consequence of fitting all the potentials to available
nucleon-nucleon scattering data while adhering to the symmetry requirements is that real-
istic potentials share common properties. All robust nuclear potentials will have a range
of a few fermi (1 fm = 10−15 m). Within this range the nuclear force has three distinct
regions. At the smallest ranges (0.5 fm) the potential must display a strong repulsive core
which prevents the nucleons from penetrating into one another. Even the softest interactions
developed to date contain some repulsion at this level, just not to the same magnitude as
realistic hard-core potentials. In the intermediate range the central potential is attractive.
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This is evidenced by the nuclear forces strong binding in finite nuclei. Following this region
the attraction between nucleons weakens towards zero as an exponential of distance due to
the dominance of the Yukawa potential in this range (> 2 fm). This overall description for
realistic nuclear potentials can be seen in Figure 1.1 for three commonly used phenomeno-
logical nucleon-nucleon interactions.
Figure 1.1: Shows three examples of modern phenomenological nucleon-nucleon potentials in
the 1S0 channel (spin singlet and s-wave). All reproduce the same properties of the nuclear
force with a repulsive core (r < 0.5 fm), intermediate range bound region (0.5 < r < 2 fm)
and a long range Yukawa potential (r > 2 fm). This figure has been taken from reference
[35].
The next phase in developing the nuclear force moved away from the phenomenological
meson exchange potentials of the 1990s and towards a better consistency with quantum
chromodynamics through chiral effective field theory (EFT) which has allowed an investi-
gation into the nuclear problem on a more fundamental level. Quantum chromodynamics
began development in the 1970s and today is one of the fundamental components in the
9
standard model of particle physics. It provides a rigorous theoretical framework that is used
to describe strong interactions. QCD is an SU(3) non-abelian Gauge field theory, which re-
sults in a perturbative nature at high energy but strongly coupled behaviour at low energies.
This makes the regime of typical nuclear physics, particularly that of structure calculations,
extremely complex to study. In nuclear physics QCD defines quarks and gluons as the funda-
mental constituent particles interacting through their carrying of colour charge. This allows
one to think of the strong nuclear interaction as a residual effect of the colour interaction
acting between nucleons, analogous to how Van der Waals forces bind molecules [4]. How-
ever, it was quickly realised that if nuclear matter was described in terms of the fundamental
degrees of freedom for QCD then the nuclear interaction becomes increasingly complex and
effectively results in most calculations becoming unsolvable. It was the pioneering research
conducted by Nobel laureate Steven Weinberg that resulted in effective field theories being
used to describe quantum chromodynamics in the low energy regime [36, 37, 38]. Weinbergs
developments allowed him to construct a general Lagrangian that was consistent with the
underlying properties of quantum chromodynamics at low energy with a particular focus
on including from first principles the spontaneous and explicit breaking of chiral symmetry.
This methodology results in a low energy systematic expansion of QCD, where pions and
nucleons are used as the relative degrees of freedom. For the development of chiral EFT
it is crucial to separate the energy scale into light and heavy particles. Luckily, in particle
physics a natural boundary exists between the lightest quarks, up, down and strange, and
the heavier quarks, charm, bottom and top. This distinction allows the heavier particles of
the standard model to be integrated out of the Lagrangian and effectively absorbed into low
energy constants (LEC), thus allowing for the creation of a low energy theory of QCD.
At this point it is important to again highlight that the developed chiral EFT both
explicitly and spontaneously breaks the symmetries of QCD. The explicit symmetry breaking
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of the theory can be seen in the QCD Lagrangian when it is expressed as,
LQCD = q¯(iγµDµ −M)q − 1
4
Gµν,aGµνa , (1.1)
where the mass of the light quark matrix,M, is non-zero. The structure of the mass matrix
in the two flavour limit, SU(2), can be written to further see this symmetry breaking,
M =
mu 0
0 md
 = 1
2
(mu +md)
1 0
0 1
+ 1
2
(mu −md)
1 0
0 −1
 . (1.2)
Both terms in Equation (1.2) explicitly break chiral symmetry. If one were to investigate
the situation in which, mu ≡ md, then the theory is found to be isospin independent as the
second term vanishes. However, since the quarks do possess differing masses this is not the
case and an isospin dependent interaction is constructed. Since the quark mass is small in
comparison with the nucleon mass scale, ∼ 1 GeV, the effect of this explicit chiral symmetry
breaking is rather small. Spontaneous chiral symmetry breaking is said to occur as the sym-
metries of the constructed Lagrangian are not fully realised in the ground state of the system
[4]. The largest piece of evidence for this symmetry breaking arises in the non-degenerate
hadron multiplets of opposite parity. The mechanism which causes this process is not fully
understood at this time.
Using the separation of energy scales, the Lagrangian can be expanded in powers of
(Q/Λχ), where Q is the small external momenta, often of the order of the pion mass and Λχ
is the limit at which chiral effective field begins to break down, approximately the mass of
nucleons. The order of the expansion is given by, ν, which is defined by the chosen power
counting technique. Power counting in orders of (Q/Λχ)ν , was first proposed by Weinberg, as
a methodology that could identify all contributions to the nuclear interaction at any given
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order, ν. It effectively distinguishes important diagrams from those that would have little
impact at the low energy scale of QCD by evaluating their contribution to the Lagrangian.
This critical step must be taken to allow for a systematic truncation of the infinite series
of Feynman diagrams, while permitting for improvements to the interaction. There are al-
ternative schemes to Weinberg power counting available, but the general idea of defining
chiral EFT as an expansion of QCD at low momenta remains the same. If the process is
truncated correctly and the momenta is small enough, then these theories give the same an-
swer as QCD. Following the Weinberg prescription, one observes the systematic appearance
of two-body, three-body and higher order many body interactions. Important high energy
physics which is beyond the scope of this formalism is included using LECs which are fit
to experimental data. For the two-body interaction the LECs are fit to nucleon-nucleon
scattering data, while for higher order many-body interactions LECs are typically fit to very
light nuclei [39, 40]. One usually fits the many-body LECs to nuclei of mass number, A = 3,
making use of the binding energy of these systems and in particular the β-decay life time
of Triton. In order to curtail the effects of high momenta intermediate states a regulator
is applied to the chiral interaction. Typical choices of the cut off parameter, Λ, range from
500−1000 MeV. Usually, in phenomenological models like that of CD-Bonn, a ρ meson mass
of 700 MeV is used to suppress large momenta.
Application of the Weinberg power counting scheme leads to the organisation of the nu-
clear interaction into ranked orders as depicted in Figure 1.2 [4]. This begins with the lowest
order of the expansion, ν = 0, known as the leading order (LO) contribution. At LO in the
perturbative expansion there are only two diagrams, a contact interaction and the one-pion
exchange. Increasing the order of the expansion one notices there is no, ν = 1, order due to
time reversal invariance and violation of parity conservation, hence the next possible order
is, ν = 2, or next-to-leading order (NLO). This order marks the introduction of the first
12
Figure 1.2: Hierarchical structure of the nuclear interaction from chiral perturbation theory
up to sixth order in the expansion. Solid lines represent nucleons and dashed lines pions.
The small dots, large solid dots, solid squares, triangles, diamonds, and stars denote vertices
of increasing order. The figure has been taken from reference [4].
two-pion exchange term which is essential for a complete understanding of the intermediate
range of the nuclear interaction. Increasing beyond this order, ν > 2, one observes the
natural introduction of three-nucleon and higher interactions arising from Weinberg power
counting. Figure 1.2 demonstrates the chiral perturbative expansion up to sixth order, next-
to-next-to-next-to-next-to-next-to-leading order, which is depicted on the final row [4, 41, 42].
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The first chiral EFT interaction that is considered in this thesis is the NNLOsat inter-
action constructed in 2015 [43]. This interaction marks an important deviation from the
traditional chiral EFT interactions as it was fit to optimise both the three-nucleon and two-
nucleon parts of the interaction at the same order of the expansion, N2LO, together. This
meant that all diagrams up to the third row of Figure 1.2 were optimised simultaneously.
This is also consistent with the one of the main ideas of EFT, that it is constructed to make
improvements order by order in the chiral expansion rather than by increasing the order of
the interaction [4, 43]. This is reflected in the long range component of the three-nucleon in-
teraction at N2LO where it contains the same LECs that enter previously in the two-nucleon
sector. This interaction fits the LECs to low energy nucleon-nucleon scattering data, the
binding energy and charge radii of the light nuclei Triton, 3,4He in accordance with tradi-
tional approaches. However, it also considers the binding energy and radii of medium mass
isotopes from Carbon and Oxygen which is inconsistent with the chiral EFT approach which
requires fitting of the two- and three-nucleon interactions only up to A = 3. This procedure
is expected to reduce the impact of higher many-body effects as the interaction has been
fit to larger nuclei where they are already stronger. This allows the NNLOsat interaction to
reproduce the binding energy and radii up to 40Ca and with optimisation of the momentum
scale be consistent with the empirical saturation point of symmetric nuclear matter.
Advanced modern potentials in the nucleon-nucleon sector are continually being devel-
oped. They are now constructed to be consistent with each other at all orders of the chiral
expansion and are better fitted than previous potentials with more accurate data and new
techniques available [41, 42, 44]. Investigating these high-quality sophisticated nucleon-
nucleon potentials alongside the lesser developed three-nucleon interaction is important to
understand the affect higher order contributions have on the chiral interaction and if fur-
ther development in this sector is required. A first study of this would involved taking
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these N2−4LO nucleon-nucleon interactions and extending the them to include the consistent
N2LO three-nucleon interaction and investigating the saturation properties of nuclear matter
to determine which, if any, would be suitable for study of finite nuclei [45]. A preliminary
study in this direction has been performed as part of this thesis’ work and will be addressed
in Section 4.6.
Alternative approaches to developing modern nuclear Hamiltonians that are consistent
with quantum chromodynamics have arisen in the form of Lattice QCD (LQCD). Currently,
there are several competing methodologies in existence for approaching the construction of
accurate nuclear interactions from LQCD [46, 47, 48, 49, 50, 51]. The HAL QCD collabora-
tion are at the forefront of this burgeoning field developing interactions in the SU(3) limit for
both the nucleon and hyperon sectors that are derived directly from LQCD [35, 52, 53, 54].
The essential idea behind the HAL QCD approach is to define a non-local energy indepen-
dent interaction between two hadrons that are defined with respect to quantum field theory
below the inelastic scattering threshold using the Nambu-Bethe-Salpeter (NBS) wavefunc-
tion. One essentially starts from the Schro¨dinger equation that is obtained via the NBS
amplitude for two hadrons at low energy separated by a distance, r,
Eφ(r) = −1/2µ∇2φ(r) +
∫
d3rV (r, r′)φ(r), (1.3)
where µ is the reduced mass and V (r, r′) the non-local energy independent interaction be-
tween two hadrons. Currently, one typically only takes the leading order terms in the po-
tential at low energy to extract the central potential, the tensor potential and spin-orbit
potential. The nuclear interaction is constructed faithfully with respect to QCD phase
shifts without the need for a fitting procedure like that seen for phenomenological interac-
tions whilst having a strong short range repulsion. An extension to this methodology for
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three-nucleon interactions is rather difficult due to the huge number of degrees of freedom
associated with the NBS wavefunction for a three-body system. Currently, three-body in-
teractions are determined by calculation of the three-body wavefunction in order to obtain
the total potential for the given three-body system. Then separate lattice simulations for
the two-body system are performed in order to obtain all necessary two-body potentials,
which are then finally subtracted from the total potential to extract the remaining three-
body interaction [55]. This procedure can be extended to generate consistent two-, three-
and higher many-hadron interactions in a systematic way and higher order interactions have
been shown to be weaker than the preceding order in agreement with the observed hierarchy
of the nuclear interaction [35, 52, 53, 54, 55].
The HAL QCD interaction utilised in the following thesis was derived from LQCD in
the SU(3) flavour limit at a pion mass, MPS=469 MeV/c
2, in the 1S0 and the coupled
3S1-
3D1 channels only [56, 57]. It thus neglects to include the expected repulsive P-waves and
Coulomb force but also the attractive three-body force. The interaction also only takes the
first two leading order terms (central and tensor) thus ignoring the spin-orbit potential. De-
veloping interactions close to the physical pion mass are underway and interactions in the
nucleon-hyperon sector are now available at near physical pion masses of ≈ 145 MeV/c2
[58, 59, 60].
1.3 Thesis Outline
The following chapter will comprehensively introduce the general self-consistent Green’s
function formalism implemented in both the study of finite and infinite matter studies com-
pleted in this thesis. This chapter will also detail the third order algebraic diagrammatic
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construction method used to approximate the self-energy of the Green’s function formal-
ism and how to approach solving the resulting Dyson matrix problem. Chapter 3 describes
the specific framework used within the SCGF formalism to perform calculations of infinite
matter. This includes the construction of a discretised single particle momenta basis using
both periodic boundary conditions and special point twisted boundary conditions and the
implementation of N2LO three-nucleon matrix elements. The results from the study of infi-
nite matter are then discussed in Chapter 4 where the developed formalism is benchmarked
against previous calculations using SCGF formalism with the NNLOsat interaction. The
preliminary results from an investigation into new high quality nucleon-nucleon interactions
from up to fifth order chiral perturbation theory extended to include the N2LO three-nucleon
interaction is also presented. Following this, a second study using a strong nuclear inter-
action derived from lattice QCD in the HAL QCD approach is used to calculate doubly
magic finite nuclei using ADC(3) with a resummation of ladder diagrams from the excluded
Hilbert space. The technical details and additional formalism needed for this study are given
in Chapter 5 whilst the results for the computation of 4He, 16O and 40Ca are presented in
Chapter 6. Finally the thesis ends with a summary and conclusion of the results obtained.
The two appendices detail the rules required for the construction of Feynman diagrams and
the application of two- and three-nucleon interactions from chiral effective field theory to
infinite matter.
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Chapter 2
Many-Body Green’s Function
Many-body Green’s function (MBGF) formalism was initially developed through the
1950s and 1960s by several groups to provide a unique theoretical insight into the many-
body world as they incorporate by definition the correlated behaviour of complex interacting
systems [14, 15]. At this time it was impossible to implement such an ab-initio formalism
numerically, however with the rapid rise in computational processing power in the past sev-
eral decades MBGF have become an increasingly valuable mathematical tool for performing
first principle calculations in a variety of fields ranging from solid state physics, quantum
chemistry and nuclear physics [61, 62, 63, 64, 65]. During this time the formalism has seen
continual improvements and has been extended to encompass a wide range of calculations
from light to medium mass closed shell nuclei, infinite matter and also include three-nucleon
interactions [7, 10, 66, 67]. In addition to this, recent extensions to the formalism such as
Gorkov-Green’s functions have given access to a new range of semi-magic open shell nuclei
[68, 69, 70]. During this time, the precision of the technique has become such that any dif-
ferences observed between experimental data and the theoretical results can be considered
as a signature of missing physics in the starting Hamiltonian, thus making MBGF an essen-
tial tool for tackling the nuclear many-body problem. Most traditional ab-initio techniques
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typically obtain properties for the ground state of the system by direct evaluation of its cor-
responding wavefunction. This is the case in both finite and infinite systems and can often
involve complex procedures to simply obtain a realistic ground state wavefunction before
evaluation of the equation of motion is even considered. Green’s function formalism follows
a different approach, with the focus being to directly compute the self-energy of the system,
and thus be able to completely describe the response of a particle with respect to the ground
state of the system. This technique therefore provides an effective in-medium interaction for
a propagating nucleon as well as defining an optical potential that describes elastic scattering.
Importantly, it also yields all spectral information for the addition and removal of a particle
from the system studied. This provides a direct method for obtaining a complete overview
of the spectral structure of the system, which once obtained can be used to calculate the
total energy of the system and other one-body observables [16, 71]. The formalism is entirely
structured around a systematic graphical expansion of the self-energy through Feynman di-
agrams. This has the further advantage of allowing one to expand and truncate the order of
the self-energy as necessary. There are several approaches that have become the benchmark
in nuclear many-body physics for the construction of the self-energy in Green’s function for-
malism for different levels of approximation. These include, but are not limited to, algebraic
diagrammatic construction (ADC) [18, 19], solving of nucleon-nucleon scattering matrices
for dressed propagators, random phase approximation (RPA) methods [72, 73], Faddeev ran-
dom phase approximation (FRPA) [74, 75] and Brueckner Hartree-Fock (BHF) [76, 77]. The
results presented in this thesis will focus on the application of ADC formalism to study both
finite and infinite systems, as such this will be the only diagrammatic method discussed in
this section. This formalism is a common choice for MBGF studies in nuclear matter as it
is optimally applied to finite basis calculations. In this work, the application to finite nuclei
is done through a Hartree-Fock basis constructed from spherical harmonic oscillator (SHO)
partial waves, whilst for infinite matter periodic boundary conditions (PBC) are applied to a
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periodic finite unit cell to discretise the infinite matter momentum basis and again construct
Hartree-Fock states to use in the ADC formalism. The ADC formalism applied to the stud-
ies within this thesis are truncated at third order, ADC(3), and will described in Section 2.3 .
For studies implementing complex many-body interactions and construction of interme-
diate state configurations from a reference state one wishes ideally to make sure that the final
result satisfies the conservation of fundamental physical laws whilst also not being dependent
on the initial reference state used to construct the solution. This level of result is achieved
through the process of self-consistency, which essentially iterates the solved one-body prop-
agator through inputting the calculated spectral function back into the working equations
and repeating until a convergence is observed in the one-body propagator. This approach
has become known as self-consistent Green’s function (SCGF) formalism and a variant of it
will be implemented in both studies of this thesis to ensure validity of results. The first of
these studies to be discussed involves the application of ADC(3) formalism to calculations
of infinite matter using periodic boundary conditions while also including the full set of ma-
trix elements of an NNLO three-nucleon interaction from chiral perturbation theory. The
second study focuses on building a scattering matrix, in addition to the implementation of
ADC(3), to resum diagrams from beyond the truncated model space. This calculation uses
repulsive nucleon-nucleon interactions at short distance derived from LQCD using the HAL
QCD approach.
2.1 One-Body Propagator Formalism
The remainder of this chapter outlines the general self-consistent Green’s function for-
malism applied to the studies contained in this thesis. This opening section aims to highlight
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the main advantages of the formalism, including its simple construction from second quanti-
sation, the ease of obtaining the spectral function, calculation of many one-body observables
and obtaining the ground state energy of the system. The chapter closely follows the inter-
pretations presented in references [16, 26, 78].
Nuclear many-body systems can be described as a collection of non-relativistic nucleons
interacting though a two-body interaction, Vˆ , that reproduces the nucleon-nucleon (NN)
scattering data and a three-body interaction, Wˆ . These interactions, alongside the intro-
duction of a mean field potential, Uˆ , allow the nuclear Hamiltonian to be separated into
an unperturbed one-body contribution, Hˆ0, and a more complex residual interaction, Hˆ1.
These two Hamiltonians define a reference state for the perturbative expansion, |φA0 〉, and
its corresponding unperturbed propagator, g0(ω), on top of which the correlations from the
residual Hamiltonian can be added perturbatively. The Hamiltonian can thus be written as,
Hˆ = Hˆ0 + Hˆ1
= (Tˆ + Uˆ) + (Vˆ + Wˆ − Uˆ).
(2.1)
By choosing a set of single particle states, α, such that they diagonalise the unperturbed
nuclear Hamiltonian to give energy eigenvalues, ε0α, the Hamiltonian in second quantisation
can be expanded to read,
Hˆ =
∑
α
0αc
†
αcα +
(
1
4
∑
αβγδ
Vαβ,γδc
†
αc
†
βcδcγ +
1
36
∑
αβγδµν
Wαβγ,δµνc
†
αc
†
βc
†
γcνcµcδ −
∑
αβ
Uαβc
†
αcβ
)
,
(2.2)
where c†α (cα) are the second quantisation creation (annihilation) operators of a particle
in state α. Here, Vαβ,γδ represents the antisymmetrised matrix elements of the two-body
interaction, Vˆ , Wαβγ,δµν the antisymmetrised matrix elements of the three-body interaction,
Wˆ , and Uα,β the matrix elements of the auxiliary one-body mean-field potential. The ideal
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choice for the unperturbed Hamiltonian, and therefore the reference state basis, depends
strongly on the symmetry of the problem one is investigating. Typically, in nuclear physics
one chooses a Slater determinant as it is simple and elegant in design whilst reflecting the
antisymmetric requirements of a fermionic basis. In this thesis Hartree-Fock (HF) solutions
built from either spherical harmonic oscillator wavefunctions or plane wave solution are
used as the basis for the unperturbed Hamiltonian. For the specific case of infinite systems
the implementation of single particle momenta eigenstates removes the requirement of an
auxiliary field potential [64]. In the framework of many-body Green’s function theory the
object of interest is the one-body propagator, also called the single particle propagator. This
object defined with respect to a single particle basis describes the in medium propagation
of a particle or hole state which are constructed using the creation and annihilation field
operators. Within this formalism one defines |ΨA+1n 〉 and |ΨA−1k 〉 as the exact eigenstates
of the (A ± 1)-nucleon system, where EA+1n and EA−1k are the corresponding many-body
energies. Accordingly, the schro¨dinger equation is written,
Hˆ|ΨA±1i 〉 = EA±1i |ΨA±1i 〉. (2.3)
The Greek indices α, β, γ, ... label the complete orthogonal single particle basis, while the
Latin indices k, l, n, ... denote the many-body states of (A±1) nucleons. Within this notation
the one-body propagator is written as the expectation value of the time-ordered product of
the creation and annihilation operators,
i~gαβ(t− t′) = 〈ΨA0 |T
[
cα(t)c
†
β(t
′)
]
|ΨA0 〉, (2.4)
where, T [cα(t)c†β(t′)], is the time-ordering product of the second quantisation operators in
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the Heisenberg picture [16]. This term can be explicitly written as,
T [cα(t)c†β(t′)] = θ(t− t′)cα(t)c†β(t′)− θ(t′ − t)c†β(t′)cα(t) (2.5)
In this representation the time-ordering allows for either a hole or particle to propagate for
a given time, τ = |t− t′|. For example in the case, t− t′ > 0, the time-ordering results in the
addition and propagation of a particle in state β at time t’ before its removal from state α
at time t. Alternatively, for t− t′ < 0, a particle is removed from state α at time t, allowing
a hole to propagate through the system until the particle is added back to state β at t’.
The time ordering operator obeys the distribution of Fermi statistics. In this representation,
|ΨA0 〉, corresponds to the correlated A-body ground state wavefunction of the system. For
completeness, and because it will become important when discussing the construction of
effective interactions later in this chapter, the two-body propagator can be expressed as,
i~gIIαγ,βδ(t, t′′, t′, t′′′) = 〈ΨA0 |T
[
cγ(t
′′)cα(t)c
†
β(t
′)c†δ(t
′′′)
]
|ΨA0 〉. (2.6)
The interpretation of this propagator is analogous to that of the one-body, except that in
this case two-particle and two-hole excitations are encountered and for certain time orderings
particle-hole excitations are propagated. The extension to higher order many-body Green’s
functions follows the same procedure as seen here for extending the formalism from one- to
two-body Green’s function. The order of the propagator is determined by the combination
of particle and hole excitations, which in itself is dependent on the ordering of the time
arguments. The importance of the information contained within the one-body propagator
is further revealed when the object is Fourier transformed into the energy regime giving its
familiar Lehmann representation. This formalism gives an abundance of information on the
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single-particle dynamics,
gαβ(ω) =
∫ ∞
−∞
dτe
iwτ
~ gαβ(τ)
=
∑
n
(X nα )∗X nβ
ω − ε+n + iη
+
∑
k
Ykα(Ykβ)∗
ω − ε−k − iη
.
(2.7)
The numerators of this function have been defined as,
X nα = 〈ΨA+1n |c†α|ΨA0 〉
Ykα = 〈ΨA−1k |cα|ΨA0 〉.
(2.8)
Collectively these definitions are known as the transition amplitudes and are related to the
probability of adding (removing) a particle to (from) the ground state of the system, |ΨA0 〉,
and leaving it in the state |ΨA+1n 〉 (|ΨA−1n 〉). The quasiparticle energies are given by the poles
of this propagator,
ε+n = E
A+1
n − EA0
ε−k = E
A
0 − EA−1k .
(2.9)
These equate to the excitation energies of the (A ± 1)-nucleon systems with respect to the
ground state energy of the initial A-nucleon system. These definitions exemplify the power
enclosed within the Lehmann representation of the one-body propagator as for finite nuclei it
gives a direct connection to experimental data for pickup and knockout reactions. In Green’s
function formalism this information is contained within the spectral function of the system
and can be extracted from the one-body propagator using the Sokhotski-Plemelj identity,
lim
ε→∞
1
ω ± iε =
P
ω
∓ ipiδ(ω). (2.10)
Applying said identity to the one-body propagator gives the following two relations for the
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hole and particle spectra,
Shα(ω) =
1
pi
Im gαα(ω) =
∑
k
|Ykα|2δ(ω − ε−k ), (2.11)
Spα(ω) = −
1
pi
Im gαα(ω) =
∑
n
|X nα |2δ(ω − ε+n ). (2.12)
The first expression defines the hole spectral function and accounts for nucleon removal
where, (ω < ε−F ). Likewise, the second relation gives the particle spectral function where,
(ω > ε+F ), for nucleon addition. Between the two spectra exists the Fermi energy given by
εF . This notation introduces the concept of separation energies which denote the minimum
energy required to remove or add a nucleon from the system. These definitions are related
to the ground state energy of the system via,
ε−F = E
A
0 − EA−10 , (2.13)
ε+F = E
A+1
0 − EA0 . (2.14)
In addition to the spectral function, once the one-body Green’s function propagator has been
determined many one-body observables, including the ground state energy of the system,
can be calculated. Such is the power of the formalism. This is possible because one can
evaluate the expectation value of many one-body observables with respect to the correlated
ground state of the system according to,
〈ΨA0 |Oˆ|ΨA0 〉 =
∑
αβ
Oαβ
∫
dω
2pii
eiωηgβα(ω) =
∑
αβ
Oαβραβ. (2.15)
This gives one access to many important observables, including the essential correlated one-
body density matrix. Equation (2.15) gives the expression for the one-body density matrix
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as,
ρβα = 〈ΨA0 |c†αcβ|ΨA0 〉 = −i~gαβ(τ) (2.16)
This is an extremely valuable quantity to calculate as it appears in the calculation of any
correlated diagrams and has to be considered when there are equal time propagators. Per-
haps most importantly, the one-body propagator gives access to the ground state energy
expectation value. This procedure was first described by Galitskii and Migdal in 1958 before
being applied to finite systems by Koltun in 1974 [79, 80]. The Galitskii-Migdal-Koltun
(GMK) sum rule is exact in systems were two-nucleon interactions are the highest order
force present,
EA0 =
1
2pi
∫ ε−F
−∞
dω
∑
αβ
(Tαβ + ωδαβ)Im gβα(ω). (2.17)
In modern calculations which include upwards of three-nucleon interactions, knowledge of
the one-body propagator alone is no longer enough to compute the exact ground state energy,
and thus one must calculate either the two- or three-body propagator in order to determine
the two- or three-body interaction expectation value respectively. Depending on the route
taken two separate expressions for the GMK sum rule for the ground state energy of the
system can be obtained [26]. When using the two-body operator one finds the following
expression for the total ground state energy,
EA0 =
1
3pi
∫ ε−F
−∞
dω
∑
αβ
(2Tαβ + ωδαβ)Im gβα(ω) +
1
3
〈ΨA0 |Vˆ |ΨA0 〉, (2.18)
whilst if instead the three-body operator is employed,
EA0 =
1
2pi
∫ ε−F
−∞
dω
∑
αβ
(Tαβ + ωδαβ)Imgβα(ω)− 1
2
〈ΨA0 |Wˆ |ΨA0 〉. (2.19)
Equation (2.19) is most commonly used to determine the ground state energy of any sys-
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tem including three-nucleon interactions. It is generally considered superior to the previous
expression as there is a reduced uncertainty in the calculation of the three-body interaction
expectation value due to the relative magnitude of this term, being on average, ≈ 1
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as large
as its two-body counterpart. As such this formulation is used when computing the ground
state energy of the infinite systems studied in this thesis.
The one-body propagator described in Equation (2.7) can be completely determined by
solving the Dyson equation,
gαβ(ω) = g
0
αβ(ω) +
∑
γδ
g0αγ(ω)Σ
?
γδ(ω)gδβ(ω), (2.20)
which acts as a schro¨dinger-like equation of motion for the one-body Green’s function prop-
agator resulting from its derivation with respect to the time, t. This is a non-linear equation
that puts into practice the discussion following the definition of the nuclear Hamiltonian
in the previous section. It starts from an initial unperturbed propagator, g0αβ(ω), that is
defined by the unperturbed one-body Hamiltonian and builds up many-body correlations
to give the correlated propagator, gαβ(ω). The crux of this formalism is the term, Σ
?
γδ(ω),
which is referred to as the irreducible self-energy. This quantity contains the many-body
correlations that are used to dress the unperturbed propagator. It can also be interpreted as
an exact optical potential and as such represents the effective interaction that a nucleon is
subject to when interacting with the medium [81, 82]. For positive energies the solution to
the Dyson equation yields a spectrum for the particle addition state, |ΨA+1n 〉, which describes
the elastic scattering of such a particle off the ground state wavefunction. The Dyson equa-
tion also correspond to an all-order resummation of diagrams involving the self-energy. The
diagrammatic representation of the Dyson equation is shown in Figure 2.1. The correlated
one-body propagator is represented by the double lines, while the unperturbed propagator
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is indicated by the single lines. If one expands the correlated one-body propagator on the
right hand side of Figure 2.1 they can show graphically the dressing of the unperturbed
propagator through repeated interactions with the self-energy of the system. Given that
Figure 2.1: Diagrammatic representation of the Dyson equation. The double lines correspond
to correlated propagators whilst the single lines are the unperturbed counterpart. The object
labelled, Σ?(ω), is the irreducible self-energy. This is the graphical interpretation of Equation
(2.20).
there are no approximations in the derivation of the Dyson equation for Green’s function
formalism, an exact knowledge of the self-energy would therefore yield an equally exact so-
lution for the correlated propagator. In practice, the self-energy is approximated by a series
of diagrams that depend on the unperturbed one-body Hamiltonian and the given set of
nuclear interactions. However, since it is possible to rearrange the self-energy in terms of
diagrams that only depend on dressed propagators a reduced number of diagrams, known as
skeleton diagrams, can be considered. This set of diagrams is considerable smaller than the
full set, as when only considering dressed propagators there is no need to include diagrams
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that contain self-energy insertions as these contributions are already explicitly generated by
the Dyson equation (2.20). As already discussed in the previous section, there are several
approximation schemes available when computing the self-energy diagrams. The formalism
used throughout this thesis is the algebraic diagrammatic construction [18, 19, 78]. The
third order expansion of this formalism will be discussed in greater detail over the remainder
of this chapter. ADC being an implicitly non-perturbative scheme makes for a very flexible
formalism that is equally suited to applications of both finite and infinite strongly correlated
systems.
2.2 Perturbative Expansion of the One-Body
Propagator
Many-body Green’s functions can be written as the expectation value of the time-ordered
product of the second quantisation creation and annihilation operators in the Heisenberg
picture. The Green’s functions can also be expanded as a perturbative series in terms of the
residual Hamiltonian, Hˆ1. For the one-body propagator this expansion is written as [16, 83],
i~gαβ(t− t′) =
∞∑
n=0
(
1
i~
)n
1
n!
∫
dt1...
∫
dtn〈φA0 |T
[
HˆI1 (t1)...Hˆ
I
1 (tn)c
I
α(t)c
I†
β (t
′)
]
|φA0 〉connected,
(2.21)
where cIα(t), c
I†
β (t
′) and HˆI1 (tn) are the same second quantisation and Hamiltonian operators
used previously but now in the interaction picture. This expression considers only connected
diagrams. These are defined as diagrams which are completely linked together with no addi-
tional factorisation possible. Hence, one can say that the one-body propagator only considers
diagrams that are completely connected and linked to the external creation and annihilation
operators when performing the Wick contraction of the time ordering operator. These Wick
29
contractions in the interaction picture generate unperturbed one-body propagators which
link directly to the initial unperturbed ground states governed by the corresponding Hamil-
tonian, Hˆ0. As the one-body propagator is constructed using the residual Hamiltonian,
which is itself built using one-, two- and three-body interactions, the resulting one-body
propagator, gαβ(t− t′), is implicitly dependent on all interactions considered. The first term
encountered in the expansion of Equation (2.21), of order n = 0, simply retrieves the un-
perturbed propagator, g0αβ(ω). Explicitly considering this term, the unperturbed one-body
propagator is expressed as,
g0αβ(ω) = δαβ
[
θ(εα − εF )
ω − εα + iη +
θ(εF − εα)
ω − εα − iη
]
, (2.22)
where εF is the Fermi energy of the system and θ(x) the Heaviside step function. When
continuing the expansion to objects of order n ≥ 1, every term will involve each interac-
tion individually or a combination of those available linked together by the unperturbed
propagator. As such, terms in the perturbative expansion of the Green’s function can be
uniquely associated with a corresponding Feynman diagram [16]. With the identification of
these terms to a Feynman diagram one can associate each contribution in the perturbative
expansion with the physical processes that it accounts for and the resulting implication from
its inclusion. An analysis of the perturbative expansion presented in Equation (2.21) leads
to a complete set of Feynman diagram rules that are to be used in the diagrammatic con-
struction. This prescription is detailed in Appendix A and is applied to derive all diagrams
in the following. The diagrams generated from the perturbative expansion of the one-body
propagator using the Feynman diagram prescription leads to a huge number of one-particle
reducible terms. This set of diagrams is characterised by having more than one structure
that is connected by only a single unperturbed one-body propagator. Resulting from the
one-body propagator, this class of diagram is also generated by the all order resummation of
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the Dyson equation. One can make an initial attempt to reorganise these diagrams by estab-
lishing a new class of one-particle irreducible (1PI) diagrams. This class is defined as simply
containing diagrams that can not be disconnected by only cutting a single fermionic line [78].
This class plays an important role in the expansion of the one-body Green’s function as they
define the contributions to the irreducible self-energy, Σ?αβ(ω). This kernel collects together
all one-particle irreducible diagrams, with the external fermionic lines removed, such that
upon solving the Dyson equation it generates implicitly all one-particle reducible diagrams
of the one-body propagator, as before.
Evaluating the equation of motion of the one-body propagator described in Equation
(2.4), i~ d
dt
gαβ(t− t′), leads to an expression identical to the Dyson equation and importantly
observes the natural separation of the irreducible self-energy into two structures, a static
mean field approximation and an energy dependent term [14, 79],
Σ?αβ(ω) = −Uαβ + Σ∞αβ + Σ˜αβ(ω). (2.23)
The Dyson equation, and this realisation, can also be achieved through an algebraic approach
[84]. The one-body auxiliary interaction, Uαβ, whilst present in the irreducible interaction
cancels when solving the Dyson equation. The static component of the self-energy, Σ∞αβ,
describes the mean-field effect that a nucleon is subject to due to all other particles in the
system and it is usually constructed using Hartree-Fock solutions. In addition to the static
component there is an energy dependent term, Σ˜αβ(ω), which describes the intermediate
state configurations in the many-body system that are induced by the interacting nucleon
itself. In general, this energy dependent quantity is very similar to the one-body Green’s
function and must therefore retain a Lehmann representation structure observed in Equation
(2.7) for consistency. It can be seen that, in the limit of very large incident energies, the con-
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tribution from the energy dependent irreducible self-energy vanishes and one is simply left
with the static contribution as the optical potential for the system of nucleons. The diagrams
contained in the irreducible self-energy kernel can be simplified by replacing the unperturbed
propagators of the internal fermionic lines in the one-particle irreducible diagrams with the
correlated one-body propagator. This action further restricts the diagrams that have to be
included in the irreducible self-energy as a resummation of self-energy insertions is already
included in the correlated one-body propagator. This set of skeleton diagrams is defined as
the one-particle irreducible diagrams that do not contain any structures that can be sep-
arated through the cutting of any two fermionic lines, or therefore self-energy insertions.
Given their importance in the definition of the irreducible self-energy the skeleton diagrams
are integral to the self-consistent Green’s function formalism. Their inclusion leads to the
many-body correlations of the nuclear system being defined with respect to the single particle
energies of the correlated propagator instead of the unperturbed propagator. In addition to
this, the number of Feynman diagrams included in the irreducible self-energy is drastically
reduced from the original one-particle reducible diagrams to the defined skeleton diagrams.
Despite this reduction seemingly being a simplification in the calculation of the one-body
propagator, the introduction of the correlated propagator in place of the unperturbed one
leads to more complex computations due to the greater number of poles it contains. The
minutiae of this is discussed alongside the self-consistency procedure applied to both stud-
ies contained in this thesis, as including all the poles is typically not a viable option when
performing the SCGF calculations and a simplification to the propagator has to be made.
Finally, the introduction of this class of diagrams and the iterative procedure that follows
the self-consistent Green’s function formalism leads to the final solution being independent
of the initial reference state used to construct the mean-field approximation and given the
use of an appropriate truncation in the self-energy, it guarantees that this solution satisfies
fundamental conservation laws and thus conserves both microscopic and macroscopic prop-
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erties of the propagator [85, 86].
The nuclear Hamiltonian, of Equation (2.1), includes a three-body interaction that is
considered in the study of infinite matter presented in Chapters 3 and 4 of this thesis.
When higher order interaction such as this are included in the Hamiltonian, and thus the
irreducible self-energy, the number of Feynman diagrams that need to be considered again
grows rapidly. To prevent the three-nucleon interaction causing computational problems
and to make the inclusion of higher order interactions practical, a further classification of
diagrams is defined [87]. A diagram is said to be interaction-irreducible if it contains no
articulation points or there exists a set of propagators that leave from a single interaction
vertex and eventually all return to this same interaction vertex [26]. By this definition a
two- or three-body interaction vertex can be described as an articulation vertex if it can
be cut to give a disconnected diagram where all the propagators enter and exit the same
interaction vertex [26]. Also by this definition one-body vertices can never be articulation
points. This type of reduction will typically be applied to an n-body interaction when there
are a smaller number of fermionic lines, m < n, that leave the interaction and return to it.
Hence, a general articulation point that has an n-body interaction and m looping fermionic
lines leads an (n−m)-body effective interaction. When explicitly considering the two- and
three-body interactions of the given Hamiltonian two separate effective interactions can be
defined that lead to the use of interaction-irreducible diagrams in the irreducible self-energy.
The diagrammatic representation of these effective interactions is highlighted in Figures 2.2
and 2.3, while the explicit expressions for their matrix elements are,
U˜ =
∑
αβ
[
−Uαβ − i~
∑
γδ
Vαγ,βδgδγ(t− t′) + i~
4
∑
γµδν
Wαγµ,βδνg
II
δν,γµ(t− t′)
]
c†αcβ, (2.24)
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V˜ =
1
4
∑
αβγδ
[
Vαβ,γδ − i~
∑
µν
Wαβµ,γδνgνµ(t− t′)
]
c†αc
†
βcδcγ. (2.25)
Where U˜ is the newly defined one-body effective interaction and V˜ the two-body effective
interaction. The contracted propagators involved in Equations (2.24) and (2.25) generate
the full one- and two-body density matrices of the many-body system,
ρδγ = 〈ΨA0 |c†γcδ|ΨA0 〉 = −i~gγδ(t− t′), (2.26)
ρIIδν,γµ = 〈ΨA0 |c†γc†µcνcδ|ΨA0 〉 = i~gIIγµ,δν(t− t′). (2.27)
With this reorganised set of Feynman diagrams for a system including three-body interactions
one can work directly with the effective residual Hamiltonian,
H˜1 = U˜ + V˜ + Wˆ , (2.28)
where again U˜ and V˜ represent the effective interactions and Wˆ the three-nucleon interac-
tion. The use of an effective residual Hamiltonian regroups the Feynman diagrams generated
by the irreducible self-energy and decreases the overall number back to a reasonable level
while keeping all the information of the original interactions. Defining the effective residual
Hamiltonian in this way not only allows the generated Feynman diagrams to be regrouped
in a more efficient manner, but it also describes a technique for systematically incorporating
higher order many-body interactions into the formalism. In this way, one can also approxi-
mate by discarding smaller contributions in many-body interactions. Producing in-medium
effective interactions using this formalism prevents one from incorrectly counting the con-
tributions from each diagram as the symmetry factors are implicitly correct due to only
considering skeleton diagrams in the expansion [26].
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Figure 2.2: Diagrammatic representation of the full one-body effective interaction given
by Equation (2.24). The effective one-body interaction contains the original one-body po-
tential, the two-body interaction contracted by the correlated one-body propagator, which
corresponds to a Hartree-Fock type diagram, and the three-nucleon interaction contracted
using the two-body Green’s function propagator, gII . The symmetry factor of 1/4 is explicitly
included. This arises from the counting of equivalent lines in the effective interactions.
Figure 2.3: Diagrammatic representation of the two-body effective interaction given by Equa-
tion (2.25). The effective two-body interaction is given by the sum of the two-body inter-
action matrix elements and the three-body interaction contracted by a single correlated
one-body propagator.
The calculation of the two-body Green’s function propagator, gIIαγ,βδ, required for the
computation of the effective one-body interaction is far too complex to calculate accurately
in many studies, particularly infinite systems. To simplify this effective interaction one
can make the approximation of replacing the two-body density matrix, and thus the two-
body Green’s function propagator, with two one-body density matrices or two one-body
Green’s function propagators. This leads to a simplified expression for the one-body effective
interaction,
U˜ =
∑
αβ
[
−Uαβ − i~
∑
γδ
Vαγ,βδgδγ(t− t′) + i~
2
∑
γµδν
Wαγµ,βδνgδγ(t− t′)gνµ(t− t′)
]
c†αcβ.
(2.29)
The change in pre-factor before the three-nucleon interaction matrix elements, with respect
to Equation (2.24), is a consequence of the equivalence of the direct and exchange terms in
the lowest order approximation [10]. This approximation is also explicitly depicted in Figure
2.4, and it is the effective one-body interaction diagram that is applied throughout the study
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on infinite systems in this thesis. In calculations of light nuclei this approximation to the
formalism has been shown to have little effect on the resulting ground state energy of the
system [88]. The effective interactions detailed in this section that regroup the diagrams in
the Green’s function formalism into a new class of interaction-irreducible diagrams are exact
and have been derived consistent with perturbation theory [87].
Figure 2.4: Diagrammatic representation of the simplified one-body effective interaction
where the three-nucleon interaction has been contracted using two one-body Green’s function
propagators instead of the more complex two-body Green’s function propagator as seen in
Figure 2.2.
2.3 Third Order Algebraic Diagrammatic
Construction
2.3.1 The Diagrammatic Formalism
The algebraic diagrammatic construction (ADC) formalism defines a hierarchy of trunca-
tion schemes of the irreducible self-energy of increasing order, n, which allows for continual
improvements to the technique. The original proposal for such a formalism was presented
by Schirmer in 1982 with the aim of maintaining a proper analytical expression for the self-
energy that is also consistent with perturbation theory up to a given order [18, 19]. This
does not mean that the nth order of the algebraic diagrammatic construction is a pertur-
bative truncation, but rather that it must remain consistent with perturbation theory by
containing all contributions to the self-energy up to that same order, n. In all cases beyond
second order, n=2, ADC(n) will include some contribution from higher order terms as well
as an infinite order resummation of particle-particle and hole-hole ladders as well as particle-
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hole rings, thus building a fully non-perturbative approach. The additional diagrams are
included to maintain the correct Lehmann representation of the irreducible self-energy. This
structure and resulting addition will be explicitly highlighted when considering the form of
the third order algebraic diagrammatic construction below. Here, one must add diagrams
from fourth order perturbation theory to maintain this consistency, as well as the infinite
order resummations.
The expression for the irreducible self-energy given in Equation (2.23) is comprised of
two components. The first term in this expression, Σ∞αβ, defines the mean-field potential
experienced by all particles interacting with the system due to two- and three-body inter-
actions. It can be completely described by the Hartree-Fock like solutions of the one-body
effective interaction given by Equation (2.29),
Σ∞αβ = U˜αβ. (2.30)
This term replaces the bare one-body interaction, −Uˆαβ, as one is now considering the
regrouped interaction-irreducible diagrams which include two- and three-body interactions.
This diagram only appears in the static term of the irreducible self-energy as it is itself a self-
energy insertion and therefore can not appear in higher order skeleton diagrams. Despite the
one-body effective interaction only being present in the static irreducible self-energy, Σ∞αβ, it
has a very strong influence on the following calculations as it completely defines the energy
independent contribution to the self-energy and the reference state. This potential is the
starting point for the initial computation of the energy dependent irreducible self-energy and
thus the one-body propagator. This leaves the second term in the Dyson equation, Σ˜αβ(ω), to
be the sum of all energy dependent contributions to the irreducible self-energy. Initially, this
term is dependent on the effective auxiliary field potential, but as self-consistency is achieved
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the unperturbed reference state propagator is replaced by the correlated propagator. This
term, unlike the static self-energy, must maintain the same Lehmann representation structure
as that expressed for the one-body propagator in Equation (2.7). Thus, like the one-body
propagator it maintains a similar pole structure defined by the principle of causality [16, 78].
Therefore, just as for the one-body Green’s function, this structure allows for a dispersion
relation which gives a link between the real and imaginary components of the self-energy.
Explicitly considering the coupling of discretised single particle states to intermediate state
configurations (ISCs) that are encountered in the energy dependent term of the self-energy,
leads one to be able to define separate structures in the residue such that the full irreducible
self-energy can be expressed as,
Σ?αβ(ω) = Σ
∞
αβ +
∑
r,r′
M†α,r
[
1
~ω − [K + C] + iη
]
r,r′
Mr′,β
+
∑
s,s′
Nα,s
[
1
~ω − [K + D]− iη
]
s,s′
N†s′,β.
(2.31)
The Latin indices in this formalism denote the complex ISCs built in ADC. In both the
studies conducted in this thesis the ISCs are limited to two-particle one-hole (2p1h) and
two-hole one-particle (2h1p) excitations. The matrices M and N contain the information
describing the coupling between the single particle states of the chosen basis to these more
complex ISCs, and as such are known as the coupling blocks. For example, Mα,r, couples
the single particle state, α, to the ISC, r. Explicitly written, one could express the coupling
block as, Mα,(n1,n2,k3), where ni represent particle states and ki hole states. Hence, the M
matrices correspond to coupling of single particle states to particle addition structures like
2p1h excitations, while N does the reverse by coupling the single particle states to particle
removal structures, such as 2h1p excitations. Finally, the matrices represented by K are
the unperturbed single particle energies for the particle addition and particle removal ISCs
defined by, (r, r′) and (s, s′), respectively. These terms are diagonal in their respective ISC
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spaces. C and D are referred to as the interaction matrices, and up to ADC(3), are limited
to being first order in the interactions considered such that,
C = C(V˜ 1),
D = D(V˜ 1),
(2.32)
for the two-body effective interaction considered in the energy dependent irreducible self-
energy. This is in contrast to the coupling blocks which can be written as an expansion
truncated at nth order in the effective residual Hamiltonian,
M = M1(V˜ 1) + M2(V˜ 2) + M3(V˜ 3) + ...
N = N1(V˜ 1) + N2(V˜ 2) + N3(V˜ 3) + ...
(2.33)
As Equations (2.32) and (2.33) are only written as expansions in terms of the effective
two-body interaction they are approximations of the full interaction matrices and coupling
blocks. In principle, they should both also depend on the three-nucleon interaction, Wˆ , as
explicitly derived in reference [27]. If one starts by only considering the lowest order terms
in the expansion of Equation (2.31) using the structures defined by Equations (2.32) and
(2.33), one obtains an expression for the lowest order irreducible self-energy terms,
Σ?αβ(ω) = Σ
∞
αβ +
∑
r,r′
M1†α,r
[
1
~ω − [K] + iη
]
r,r′
M1r′,β
+
∑
s,s′
N1α,s
[
1
~ω − [K]− iη
]
s,s′
N1†s′,β.
(2.34)
Below this, a first order term does exist, ADC(1), however it contributes no energy dependent
terms to the irreducible self-energy, and turns out to be exactly the same as the Hartree-
Fock potential. The initial terms generated in the expansion of the energy dependent self-
energy in Equation (2.34) correspond directly to the second order term of the self-energy
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in perturbation theory. This is the only level at which the two expansions are identical,
as beyond this corrections to the perturbation theory expansion are required to maintain
consistency with the Lehmann representation. At second order both interaction matrices
have to vanish, and thus the structure implicitly mirrors that of the Lehmann representation
of the one-body propagator. The single energy dependent diagram that arises from this
truncation at second order perturbation theory, when neglecting interaction-irreducible terms
in Wˆ , is shown in Figure 2.5. Equation (2.34) is valid whether the expansions are considered
in terms of the two-body effective interaction, as shown here, or the two-body interaction of
the original Hamiltonian. However, one should note that if the diagram is expressed in terms
of the bare Hamiltonian of Equation (2.1), the effective two-body interaction corresponds to
the regrouping of four separate diagrams, three of which are interaction reducible [26, 27].
Figure 2.5: The single diagram present at second order ADC when the ISC model space is
truncated to the 2p1h/2h1p basis and only two-body effective interactions are considered
in the construction of the coupling blocks. Without these simplifications there would be
present another diagram containing only three-nucleon interactions in the 3p2h/3h2p ISC
model space [26, 27].
Higher order terms in the perturbative expansion of the irreducible self-energy do not
naturally recover the Lehmann representation required to keep a consistent analytical ex-
pression for the self-energy as intended by Schirmer when first deriving this formalism. In
forcing the ADC formalism to maintain this consistency when truncating the expansion of
the self-energy at third order, one must first introduce additional Goldstone diagrams from
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fourth order perturbation theory before considering an all orders resummation. This adden-
dum to the formalism allows one to express the irreducible self-energy in third order ADC
as,
Σ?αβ(ω) = Σ
∞
αβ +
∑
r,r′
(
M1†α,r + M
2†
α,r
) [ 1
~ω − [K] + iη
]
r,r′
(
M1r′,β + M
2
r′,β
)
+
∑
s,s′
(
N1α,s + N
2
α,s
) [ 1
~ω − [K]− iη
]
s,s′
(
N1†s′,β + N
2†
s′,β
)
,
(2.35)
where the coupling matrices are now truncated at second order with respect to the effective
interactions. If one were to expand the expression in Equation (2.35) it can be seen that
the lower order terms of the ADC are implicitly recovered by the truncation. This is true
for all orders, n, of the ADC formalism. However, when explicitly considering the diagrams
that are included at third order perturbation theory this exact structure is not immediately
recovered. This can be seen if one applies the Feynman diagram rules and law outlined
in Appendix A to the third order terms in the perturbative expansion. Specifically, if one
applies these rules to the second diagram in Figure 2.6, the scattering-like diagram, one will
obtain several terms one of which will have the structure,
M1†
1
~ω −K + iηC
1 1
~ω −K + iηM
1. (2.36)
It is obvious that this term breaks the Lehmann representation structure of the irreducible
self-energy as it contains second order poles and as such does not conform to what is required
by Equation (2.35). This term can be manipulated through the application of an infinite
geometric series to force the term to fold back into the structure required for the irreducible
self-energy. Equations (2.34) and (2.36) correspond to the first and second terms of a non-
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perturbative infinite order resummation of Goldstone diagrams, using the relation [78, 89],
1
A−B =
1
A
+
1
A
B
1
A−B =
1
A
+
1
A
B
1
A
+ ..., (2.37)
where the terms in this series can be identified as A = ~ω − K + iη and B = C1. This
procedure retrieves the ansatz of Equation (2.31) and it gives rise to the ADC as a fully non-
perturbative formalism that includes all diagrams equal to that of perturbation theory at
the same order and an infinite order resummation of scattering and ring diagrams. Following
through with the example seen in Equation (2.36), one can equate this to the second term
in the geometric series, whilst also identifying the first term as that of the second order
perturbation theory diagram. Hence, by recognising these terms one can restructure this
expression from a second order pole to,
M1†
[
1
~ω − [K + C1] + iη
]
M1 = M1†
1
~ω −K + iηM
1
+ M1†
1
~ω −K + iηC
1 1
~ω −K + iηM
1 + ...
(2.38)
This procedure can be repeated for the remaining diagram in Figure 2.6 in order to fully
recover the non-perturbative resummation. It is important to note that this infinite order re-
summation of Goldstone diagrams implicitly performed in Equation (2.31) for both diagrams
depicted in Figure 2.6 is effectively a full resummation of particle-particle and hole-hole lad-
der and particle-hole ring diagrams in the Tamm-Dancoff approximation [90, 91].
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The explicit working equations of the third order algebraic diagrammatic construction are,
Mr,α = X n1µ X n2ν Yk3λ V˜µν,αλ +
X n1γ X n2δ V˜γδ,ση Yk4σ Yk5η
2
[
ε−k4 + ε
−
k5
− ε+n1 − ε+n2
] [Yk4µ Yk5ν ]∗ Yk3λ V˜µν,αλ
+
X n2θ Yk3σ V˜θδ,σγ Yk5γ X n6δ[
ε−k3 + ε
−
k5
− ε+n2 − ε+n6
] [Yk5ν X n6λ ]∗X n1µ V˜µν,αλ
− X
n1
θ Yk3σ V˜θδ,σγ Yk5γ X n6δ[
ε−k3 + ε
−
k5
− ε+n1 − ε+n6
] [Yk5ν X n6λ ]∗X n2µ V˜µν,αλ,
(2.39)
Kr,r′ =
[
ε+n1 + ε
+
n2
− ε−k3
]
δr,r′ , (2.40)
Cr,r′ = X n1α X n2β V˜αβ,γδ
[
X n′1γ X n
′
2
δ
]∗
δk3,k′3 + X n1α Yk3β V˜αδ,βγ
[
X n′1γ Yk
′
3
δ
]∗
δn2,n′2
+ X n2α Yk3β V˜αδ,βγ
[
X n′2γ Yk
′
3
δ
]∗
δn1,n′1 −X n2α Yk3β V˜αδ,βγ
[
X n′1γ Yk
′
3
δ
]∗
δn1,n′2
−X n1α Yk3β V˜αδ,βγ
[
X n′2γ Yk
′
3
δ
]∗
δn2,n′1 ,
(2.41)
Nα,s = V˜αλ,µν Yk1µ Yk2ν X n3λ + V˜αλ,µν X n3λ
[X n7µ X n8ν ]∗ X n7γ X n8δ V˜γδ,σθ Yk1σ Yk2θ2 [ε−k1 + ε−k2 − ε+n7 − ε+n8]
+ V˜αλ,µν Yk1µ
[X n5ν Yk6λ ]∗ X n5γ Yk6δ V˜γθ,δσ Yk2σ X n3θ[ε−k2 + ε−k6 − ε+n3 − ε+n5]
− V˜αλ,µν Yk2µ
[X n5ν Yk6λ ]∗ X n5γ Yk6δ V˜γθ,δσ Yk1σ X n3θ[ε−k1 + ε−k6 − ε+n3 − ε+n5] ,
(2.42)
Ks,s′ =
[
ε−k1 + ε
−
k2
− ε+n3
]
δs,s′ , (2.43)
Ds,s′ =−
[Yk1α Yk2β ]∗ V˜αβ,γδ Yk′1γ Yk′2δ δn3,n′3 − [Yk1α X n3β ]∗ V˜αδ,βγ Yk′1γ X n′3δ δk2,k′2
− [Yk2α X n3β ]∗ V˜αδ,βγ Yk′2γ X n′3δ δk1,k′1 + [Yk2α X n3β ]∗ V˜αδ,βγ Yk′1γ X n′3δ δk1,k′2
+
[Yk1α X n3β ]∗ V˜αδ,βγ Yk′2γ X n′3δ δk2,k′1 .
(2.44)
When implementing these equations practically one only needs to consider configurations
where r = (n1 < n2, n2, k3) and s = (k1 < k2, k2, n3) as the Pauli exclusion principle elim-
inates configurations with repeated indices and the matrix elements considered here are
implicitly antisymmetrised. Again, these equations are constructed such that they can be
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directly applied to both the pure two-nucleon interaction matrix elements or the effective
two-nucleon interaction as shown here. If one were to introduce the bare three-nucleon inter-
action matrix elements, barring a single diagram that includes three-nucleon interactions in
the 2p1h/2h1p truncation, an extension to this formalism that allows for higher order ISCs is
required. In this context one would require extending the ISC space to include three-particle
two-hole (3p2h) and three-hole two-particle (3h2p) excitations, which would introduce an-
other fourteen interaction-irreducible diagrams to the ADC(3) formalism [26, 27]. A full
application of these diagrams is currently beyond the scope of this thesis.
Figure 2.6: The two skeleton diagrams produced at third order in perturbation theory for the
energy dependent self-energy when neglecting interaction-irreducible three-nucleon terms.
The diagrams contained here are restricted by the truncation of the ISC model space which
includes up to 2p1h/2h1p states. There are another fifteen interaction-irreducible diagrams
contributing to the irreducible self-energy at third order ADC, however, these all contain
at least one bare three-nucleon interaction, and fourteen of them require larger ISC model
spaces [26, 27].
Whilst the full effect of these additional diagrams is still to be determined one can safely
neglect them from calculations based on two assumptions. Firstly, it is has been well ob-
served that three-nucleon interactions are much weaker than the corresponding two-nucleon
interactions, such that one typically sees, 〈Wˆ 〉 ≈ 1
10
〈Vˆ 〉, for nuclear systems [92]. Given that
the diagrams excluded all include a bare three-nucleon interaction, and most are predomi-
nantly concerned with this interaction over the two-nucleon interaction, it can be assumed
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that they will contribute significantly less to the overall ground state energy and properties
of the nuclear system. Secondly, fourteen of the fifteen diagrams excluded from this study
are constructed in the 3p2h/3h2p ISC model space. It has been noted that as the ISC exci-
tations increase in order they contribute less to the lowest lying states of the single particle
spectra, such as the important ones close to the Fermi surface. It is expected that these
higher order diagrams will primarily contribute to improving the accuracy of the irreducible
self-energy and thus the resulting spectral function [27]. The three diagrams included in
Figures 2.5 and 2.6 that will be applied to both the infinite matter and HAL QCD finite
nuclei studies in this thesis have already been considered in the literature for both finite and
infinite systems [7, 8, 9, 10, 93].
2.3.2 Solving the Dyson Matrix Eigenvalue Problem
Once the self-energy has been approximated through means of the ADC(3), one must
solve the Dyson equation in order to obtain the one-body propagator, gαβ(ω), its associated
one-body observables and the ground state energy. This calculation can be simplified by
recasting the Dyson equation problem as the diagonalisation of a single energy independent
matrix, which is usually referred to as the Dyson matrix. The main advantage of this
approach is that the spectral function can be directly obtained from the eigenvalues and
eigenvectors. For convenience energies and spectroscopic amplitudes associated with the
spectral function are written in a common notation as,
εi −→

ε+n
ε−k
Z iα −→

(X nα )∗
Ykα
−→ i = n for particle states,
i = k for hole states,
(2.45)
45
so that the single index, i, is used to represent both particle addition and removal.
When Equation (2.20) is recast as a large matrix eigenvalue problem one gains a much
more efficient computational method for solving the one-body propagator [27]. To solve the
Dyson equation one implicitly regards the one-body propagator in its Lehmann represen-
tation as a meromorphic function. This means that function must be holomorphic in the
complex plane for all points within a subset, except for a discrete set of isolated poles that
arise from the function itself. These simple poles and residues correspond to the addition
and removal energies, εi, and the transition amplitudes, Z iα, respectively. To actually obtain
a solution for a given pole, εi, in the Lehmann representation, one extracts the transition
amplitudes as residues of the one-body propagator as follows,
lim
~ω→εi
(~ω − εi)
[
gαβ(ω) = g
0
αβ(ω) +
∑
γδ
g0αγ(ω)Σ
?
γδ(ω)gδβ(ω)
]
. (2.46)
Applying the limit in Equation (2.46) and considering the structure of the correlated one-
body propagator given in Equation (2.7) and the unperturbed one-body propagator of Equa-
tion (2.22), one obtains
Z iα(Z iβ)∗ =
∑
γδ
g0αγ(ω)Σ
∗
γδ(ω)Z iδ(Z iβ)∗
∣∣∣
ω=εi
. (2.47)
This is also possible as the Cauchy integrals in the diagrammatic expansion have all been
determined, meaning it is safe to take the limit, ±iη → 0, in all denominators. Dividing
through by the factor (Z iβ)∗ that is present on both sides of the equation and substituting
for the unperturbed one-body propagator with the knowledge that, 1
g0αγ(ω)
= hω − Hˆ0, one
finds,
Z iα =
1
~ω − ε0δ
∑
δ
Σ∗αδ(ω)Z iδ
∣∣∣
ω=εi
. (2.48)
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Rearranging the remaining terms gives the relation,
εiZ iα =
∑
δ
[Tαδ + Σ
∗
αδ(ω)]Z iδ
∣∣∣
ω=εi
. (2.49)
Introducing the expression for the irreducible self-energy seen in Equation (2.31) gives the
final structure of the energy eigenvalue equation,
εiZ iα =
∑
δ
[
Tαδ + Σ
∞
αδ +
∑
r,r′
M†α,r
1
~ω1− [Kr,r′ + Cr,r′ ] + iη1Mr
′,δ
+
∑
s,s′
Nα,s
1
~ω1− [Ks,s′ + Ds,s′ ]− iη1N
†
s′,δ
]
Z iδ
∣∣∣∣
ω=εi
.
(2.50)
The energy eigenvalue equation given in Equation (2.50) makes it clear that the irreducible
self-energy acts as a non-local energy dependent potential that is responsible for all single
particle motion inside the system, including both holes and particles and the coupling of
these single particle states to the intermediate state configurations. The regimes that can
be studied depend on the energy, ~ω. When the energy is negative, ~ω < 0, the energy
eigenvalue equation characterises the transitions to states in the (A ± 1)-nucleon systems,
|ΨA±1i 〉. This energy range contains all states in the (A− 1)-nucleon system and the bound
states of the (A+1)-nucleon system. The bound (A+1)-nucleon system is limited to energies
in the range, ε+F < ~ω < 0. Considering the norm of each spectroscopic amplitude in the
negative energy case, the spectroscopic factors are given according to,
Fi =
∑
α
|Z iα|2 =
1
1− (Z¯ iβ)∗
dΣ∗βδ(ω)
dω
∣∣∣
ω=εi
Z¯ iγ
(2.51)
where Z¯ i = Zi/√Fi are the normalised spectroscopic amplitudes [78]. When the reverse is
considered, ~ω > 0, the energy eigenvalue equation corresponds to the elastic scattering of
a nucleon interacting with the ground state configuration of the system being studied, |ΨA0 〉.
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In fact, in the continuum regime, the self-energy can be identified as a microscopic optical
potential and the corresponding spectroscopic amplitudes are equivalent to the elastic scat-
tering wavefunctions [81, 82, 94, 95, 96, 97].
Whilst the Dyson equation is completely solvable in the form of Equations (2.50) and
(2.51), in most cases this is not computationally feasible unless one is only operating in
very small model space truncations or is only interested in the few solutions surrounding the
Fermi surface. This is because Equation (2.50) necessitates a huge amount of diagonalisations
and the use of root solving finding algorithms to search for each energy eigenvalue. This
typically either exceeds the time limitations for most computational calculations or leads to
the root finding algorithm being too simplistic and missing solutions. In order to avoid this
conundrum it is much more efficient to recast the energy eigenvalue equation as a matrix
problem. This is done by defining two new vectors in the intermediate state configuration
space, W ir′ and V is′ , with respect to Equation (2.50),
Mr,αZ iα =
∑
r′
[~ω −Kr,r′ −Cr,r′ ]W ir′ ,
N†s,αZ iα =
∑
s′
[~ω −Ks,s′ −Ds,s′ ]V is′ .
(2.52)
These intermediate state configuration vectors allow the energy eigenvalue equation to be
transformed into the energy independent Dyson matrix. The diagonalisation of this large
scale energy eigenvalue matrix produces all eigenspectra for the (A± 1)-nucleon systems in
one go [27],

Tαδ + Σ
∞
αδ M
†
α,r′ Nα,s′
Mr,δ Kr,r′ + Cr,r′ 0
N†s,δ 0 Ks,s′ + Ds,s′


Z iδ
W ir′
V is′
 = εi

Z iα
W ir
V is
 . (2.53)
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The zeros in the off-diagonal components of the Dyson matrix denote that the (n+ 1)p-(n)h
and (n + 1)h-(n)p intermediate state configurations do not couple together directly and
thereby only interact via single particle states. The normalisation of the ith eigenvector is
given as, ∑
α
|Z iα|2 +
∑
r
|W ir|2 +
∑
s
|V is|2 = 1, (2.54)
which can be shown to be exactly equivalent to Equation (2.51). Reformulating the Dyson
equation in this way can present a significant challenge to memory storage, however, it ben-
efits by typically calculating the spectra up to two orders of magnitude faster than using a
root finding algorithm in Equation (2.50) [78]. The Dyson matrix can be reduced in dimen-
sionality by projecting the energy denominators, Kr,r′+Cr,r′ and Ks,s′+Ds,s′ , into a smaller
Krylov subspace using a Lanczos algorithm with multiple pivots, thus reducing the concerns
of an exponentially increasing Dyson matrix [69, 98]. The crucial point of these algorithms
is to perform m iterative steps to arrive at an m×m tridiagonal matrix. This procedure also
yields m basis vectors, νm, from a set of starting pivot vectors which can either be completely
random or taken to be one of the coupling blocks, M† or N. In practical applications the
most efficient choice is to take the columns of the matrices, M† and N as the set of pivots
[69]. The Lanczos algorithm produces a much reduced matrix which can keep the most
important Dyson eigenvalues and eigenvectors whilst greatly increasing the computational
speed. This is because the algorithm converges to the most extreme eigenvalues first, hence,
if the procedure is applied separately to the individual interaction matrices this allows the
important features near the Fermi surface to persist [69, 98]. Overall the algorithm reduces
the number of poles in the one-body propagator with a focus on those close to the Fermi
surface and of most importance. The average contribution from the less significant poles
provides enough detail to conserve the spectral strength required in computing the one-body
observables.
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The Lanczos algorithm applied to both the study of finite and infinite matter in this
thesis will now be outlined. Again, it is important to note that the procedure discussed here
must be performed separately for the two ISC spaces, 2p1h and 2h1p, of the Dyson matrix
in Equation (2.53). This corresponds to using either Kr,r′ + Cr,r′ and Ks,s′ + Ds,s′ .
• Start by initalising the basis vectors such that ~ν1 is one of the coupling blocks, M or
N. The complete set of basis vectors can be defined as, V = [~ν1, ~ν2, ...~νm].
• One then performs the following iterative scheme to construct the set of basis vectors,
V, and the resulting m ×m tridiagonal matrix, Bm,m. A is taken to be the relevant
matrix, such that A = Kr,r′ + Cr,r′ or A = Ks,s′ + Ds,s′ .
~w′1 = A~ν1
α1 = (~w
′
1)
†
~ν1
for (j = 2, m− 1) {
~w′j = A~νj
αj =
(
~w′j
)†
~νj
~wj = ~w
′
j − αj~νj − βj~νj−1
βj+1 = |~wj|
~νj+1 = ~wj/βj+1
}
~w′m = A~νm
αm = (~w
′
m)
†
~νm
(2.55)
• In the present calculations the Gram-Schmidt Process is used at each iteration to
orthonormalise the new vector, ~νj, with respect to all previous vectors. Applying
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this process after each iteration increases the computational load, but it prevents the
algorithm suffering from a loss of orthogonality due to machine precision.
• Applying the formulae outlined above, one will construct an m×m tridiagonal matrix
which has the structure [69, 99],
Bm,m =

α1 β2 0
β2 α2 β3
β3 α3
. . .
. . . . . . βm−1
βm−1 αm−1 βm
0 βm αm

. (2.56)
With the complete set of m basis vectors computed giving the matrix, V, and the tridi-
agonal matrix, B, constructed from the iterative scheme above one can finally reduce the
size of the Dyson matrix. The interaction matrices, M and N, can be reduced according to,
M˜
†
= V†M†,
N˜ = V†N.
(2.57)
The dimensions of the matrices involved are,
V =

n2p1h ×m, when calculating M,
n2h1p ×m, when calculating N,
(2.58)
M˜
†
: (n2p1h)× (d ·NL) ,
N˜ : (n2h1p)× (d ·NL) ,
(2.59)
where n2p1h(n2h1p) is the dimension of the intermediate state configuration for M(N), d is
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the number of pivots required for each single particle state and NL is the number of Lanczos
iterations performed on each pivot. In infinite matter calculations, d = 1, due to diagonal
nature of the momentum single particle basis. Whilst, in finite nuclei more pivot vectors
are required depending on the single particle basis [69]. Equation (2.57) therefore reduces
the size of the interaction matrices from n2p1h and n2h1p to the number of Lanczos vectors,
(dNL). Hence, the final structure of the reduced Dyson matrix is,

Tαδ + Σ
∞
αδ M˜
†
N˜
M˜ B2p1h 0
N˜
†
0 B2h1p
 , (2.60)
whose diagonalisation yields a propagator with, nHF + 2 (dNL), effective poles. B2p1h cor-
responds to the tridiagonal matrix produced when the Lanczos algorithm is applied to
A = K + C, whilst B2h1p arises from A = K + D.
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Chapter 3
Applications to Infinite Matter
The following chapter will discuss the specific applications of the employed single particle
basis for the infinite matter study completed in this thesis. It will explore how the single
particle basis is constructed from finite unit cells and the advantages and disadvantages of
such a basis. Further to this, the chapter will discuss the multiple efforts taken to improve
and correct for the finite size effects observed in the infinite matter single particle basis and
how the three-nucleon interaction compares to previous studies.
3.1 Single Particle Basis
Performing numerical studies of infinite nuclear systems poses a challenge when applying
theories beyond the mean field approximation. To simplify the application of the ADC
formalism, and therefore the calculation of the one-body propagator, the infinite system can
be imagined as isotropic and homogeneous. This makes it possible to separate and divide
the system in to an infinite number of identical cubic cells of length, L, so that they have
a finite volume, V = L3, and contain a finite number of particles, A. The density of the
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system studied can be maintained through manipulation of the relation,
ρ =
A
V
. (3.1)
For example, if one takes the experimentally observed saturation density, 0.16 fm−3, and
wants to approximate a symmetric nuclear matter system using 108 particles this leads to
a finite cubic cell of volume, 675 fm3 (L = 8.77 fm). Increasing to 132 particles gives a
cubic cell of volume 825 fm3. In the infinite thermodynamic limit where, L→∞, while the
density is kept constant the observed result will approach the desired solution. Applying this
configuration and breaking up the infinite system in to an infinite number of finite cubic cells
requires the resulting wavefunctions of the cells to be identical at the boundary to ensure
the continuity of the wavefunction from one cell in to the next. In this way the calculations
performed within a single cubic cell are approximations of the original infinite system and
discrepancies will arise between the infinite system and this periodic boundary condition
(PBC) approximation. Uncertainties that arise as a direct result of the truncation of the
infinite system are labelled as finite size effects.
The wavefunctions that are solutions to the Schro¨dinger equation for non-interacting
nucleons when applying the PBC approximation for a single cubic unit cell are normalised
plane waves given by,
φn(x) =
1√
L3
eiknx. (3.2)
This solution causes the momenta of the system to be discretised in to units of, kn, which
are defined by the vector,
kni =
2pi
L
(nx, ny, nz), (3.3)
where the index, ni, describes the location of the particle in the discretised momenta space.
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A two-dimensional example of this system can be seen in Figure 3.1. The energy solutions
of such a wavefunction in a three-dimensional system are given by,
εn =
~2
2m
(
k2nx + k
2
ny + k
2
nz
)
, (3.4)
and correspond to the kinetic energy of the states for an infinite nuclear system. An impor-
tant consequence of the discretistaion of the plane wave basis is that it yields closed Fermi
spheres which act as magic numbers for the infinite system. Two of these closed Fermi
spheres (circles in two dimensions) are also depicted in Figure 3.1. For a three dimensional
system these magic numbers can be found to be,
n = 1, 7, 19, 27, 33, 57..., (3.5)
When one takes in to account that nuclear matter has spin and isospin quantum numbers,
the degeneracy of each momenta state is increased by up to a factor of four. Thus, one can
show for pure neutron matter and symmetric nuclear matter the magic numbers are,
nPNM = 2, 14, 38, 54, 66, 114...
nSNM = 4, 28, 76, 108, 132, 228...
(3.6)
With this construction, the complete infinite matter single particle basis can be expressed
as,
|k〉 = |kn, sz, tz〉, (3.7)
where each state comprises of its momenta and the projections of its spin and isospin. When
implementing PBCs one transforms from a finite continuous coordinate model space to an
infinite discretised momentum model space. Working with an infinite model space is diffi-
cult, and thus one must truncate the momentum basis to something that is feasible with the
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Figure 3.1: The single particle basis of an infinite system in two dimensional momenta space
for a finite cubic cell using L = 2pi. The filled circles represent the occupied states belonging
to the Fermi sea while the unfilled circles are the unoccupied states above the Fermi surface,
which is itself depicted by the solid green circle. The solid red circle illustrates a truncation
of the single particle basis, in this case limiting the momenta of the system to Nmax = 25.
States beyond this are discarded in the calculations and are represented by crosses.
available computational resources. It is best to respect the symmetry and degeneracy of the
system one is studying when performing this truncation, thus, in the following study trunca-
tions will always be completed using the naturally occurring Fermi spheres. An example of
this truncation is shown in Figure 3.1 for a two-dimensional system. This truncation leads
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to a spherically symmetric model space that includes a Fermi sphere of occupied hole states,
labelled as NkF , followed by a region of unoccupied particle states up to the truncation of
the model space. The overall truncation of the model space will be called, Nmax. These
spheres directly correspond to the magic numbers of Equation (3.6) but will be labelled as
Nmax = 0, 1, 2, 3, 4, 5... for shorthand. A common basis configuration used for SNM calcula-
tions throughout this study will be Nmax = 25 and NkF = 4. This SNM single particle basis
will therefore have a total of 2060 single particle states of which 132 are occupied hole states
and 1928 are unoccupied particle states. Eventually, for a given fixed density, ρ, conver-
gence of the calculations has to be ensured with respect to varying the number of particles
contained in the unit cell (given by the green circle in Figure 3.1) and the truncation of the
model space (red circle). The number of particles in the unit cell is directly linked to the
discretisation of the momenta, 2pi
L
, through Equation (3.1).
This discretiation of the infinite momenta basis greatly simplifies the infinite matter prob-
lem and makes it analogous to a finite nuclear system. Hence, with PBCs and the resulting
quantised plane wave basis, infinite systems can use the same techniques that are applied in
finite matter calculations. This includes the use of ADC which is optimal for discrete basis
calculations.
3.2 Kinetic Energy Correction
Using a discretised basis to performing calculations may simplify the implementation of
beyond mean field correlations, but it introduces finite size effects which can substantially
influence the single particle energies used in the ADC method. Limiting the magnitude and
impact of the finite size effects is of the utmost importance for obtaining computationally
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valid results. The kinetic energy of the system is most effected by the finite size effects
as it is directly calculated through a sum over the discretised states. When performing
Hartree-Fock calculations it is possible to exploit very large model spaces so that the basis
converges towards the infinite limit. The results obtained from the Koltun sum rule require
no correction due to finite size effects. However, when extending the calculation to include
beyond mean field correlations the model space is limited by computational resources and
time constraints to a smaller discretised basis. By performing Hartree-Fock calculations in
these smaller bases one can determine the strength of the finite size effects in the mean field
approximation and therefore estimate the magnitude of the finite size effects for the beyond
mean field approach. Typically, a correction of approximately 1 MeV has been observed in
the Koltun sum rule at saturation density. The majority of this correction is attributed to
the kinetic energy term. The approach taken to correct for the model space truncations and
resulting finite size effects will now be outlined. Here, one focuses on the kinetic energy and
not the potential, as the finite size effects are observed to be less relevant there.
The contribution of the kinetic energy to the total energy of the system is given by the the
one-body expectation value obtained through evaluating Equation (2.15). The expectation
value of the kinetic energy, 〈T 〉, can thus be written in the most general form as the integral,
〈T 〉 =
∫
dk Tˆ (k) ρ(k), (3.8)
where T (k) is the matrix elements of the kinetic energy operator and ρ(k) the one-body
density matrix. Calculating the energy per particle for the infinite system and explicitly
expressing the kinetic energy in terms of the momenta leads to several simplifications in the
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integrands such that one obtains,
〈T 〉
A
=
∫ kmax
0
dk k
4
2mN
ρ(k)∫ kmax
0
dk k2 ρ(k)
, (3.9)
for the general expression of the kinetic energy per particle. Applying this expression to the
finite bases employed in this study leads to the integrations being simplified to summations
over the discretised single particle momenta states. For a low density of single particle states
below the Fermi surface this can be a particularly crude approximation. This problem is
best depicted in Figure 3.2, where two example single particle basis configurations have
been plotted against the exact kinetic energy in the infinite limit. One finds that to obtain
a converged result for the kinetic energy at the Hartree-Fock level by summing over PBC
states in a finite cubic cell requires using more than 400 particles per species of nucleon.
Whilst this type of calculation is possible at the mean field level, it is entirely impractical to
implement for beyond mean field correlations. Typically, as will be employed in the results
of Chapter 4, one is limited to around 66 particles per species when performing ADC(3)
calculations since this is the largest possible number of particles that also minimises the
finite size correction [100]. One can see that whilst this gives a reasonable approximation
of the infinite system at high momenta, below the Fermi surface the finite size effects are
obvious. The correction for calculation of the kinetic energy term at the Hartree-Fock level
is rather trivial. This is due to the one-body density matrix being based on the unperturbed
one-body propagator, g0(ω), which gives a simple step function that drops to zero at the
Fermi surface. This effectively changes the integration limits of Equation (3.9) and reduces
the one-body density matrix to, ρ(k) = 1, in the integrated region giving the following result,
〈T 〉
A
=
∫ kF
0
dk k
4
2mN∫ kF
0
dk k2
=
3
10
k2F
mN
. (3.10)
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Figure 3.2: A plot of the kinetic energy against the single particle momenta of the system
for two example single particle basis configurations. The grey line included in the plot
corresponds to the continuous kinetic energy. The red line represents a calculation in the
discretised single particle basis that is approaching the thermodynamic limit, whilst the blue
line is a single particle basis configuration that is extensively used throughout this study.
The inset highlights the finite size effects observed when implementing PBC calculations.
Here, due to the discretisation of the momenta, the low lying states struggle to reproduce
the kinetic energy of the system when the integration is approximated by a summation over
single particle momenta states.
This exact solution can be applied when computing the Hartree-Fock energy of the system.
When correcting the kinetic energy obtained from the ADC(3) calculation the undefined form
of the correlated one-body density matrix, ρ(k), makes an analytical correction like that for
the Hartree-Fock energy impossible. Instead, one can choose to fit a function to the density
matrix and approximate its structure. Several different approaches have been attempted in
the literature, most of which fit two or three functions to accurately reproduce the structure
of the correlated kinetic energy above and below the Fermi surface [101, 102, 103, 104]. The
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correction applied in the following study employs an interpolation between the discretised
single particle momenta states to allow for a more accurate integration of the kinetic en-
ergy. This methodology is best described as a two step process. Initially, an interpolation is
performed between all single particle momenta states either side of the Fermi surface using
cubic splines. This allows all states to be connected in a smooth natural manner, with-
out involving the complex task of attempting to define the parameters of a functional that
satisfies the separate curves. Once these interpolations have been determined the integra-
tion of the kinetic energy is performed using Gaussian-Legendre quadratic. This approach
assumes the function is well approximated by a polynomial, which is satisfied through the
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Figure 3.3: The kinetic energy distribution resulting from an ADC(3)-sc0 calculation of SNM
with a basis truncation of Nmax = 25 and 66 particles per species of nucleon at saturation
density. The NNLOsat interaction has been employed in this study. The solid red points
are the discretised single particle momenta states used in the calculation, while the black
points are examples from the interpolated cubic splines. The Gauss-Legendre quadrature
integration would then proceed using 32 points from these cubic splines.
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implementation of two separate cubic splines above and below the Fermi surface. Hence,
the Gaussian-Legendre quadratic integration is computed twice for the two regions. In this
study 32 points and weights were used in each region. One of the primary advantages of the
Gaussian-Legendre quadratic methodology that is extremely useful in this application is that
the integrations,
∫ kF
0
and
∫ kmax
kF
, can be performed without having to explicitly determined
the values at the Fermi surface, kF . An example of this procedure is shown in Figure 3.3
where an interpolation has been performed on a correlated one-body propagator resulting
from a self-consistent ADC(3) calculation of SNM using 132 particles and a basis truncated
at, Nmax = 25. The application of this methodology was found to greatly improve the com-
putation of the kinetic energy for the ADC(3) results. This improvement in the calculation
of the ground state energy of the system was found to apply corrections of a very similar
magnitude as observed when correcting the kinetic energy for a Hartree-Fock calculation
using the same basis configuration. The procedure described here for the kinetic energy was
also subsequently applied to the potential energy term. However, unlike the kinetic energy
where a correction of approximately 1 MeV is typically observed, the change in the potential
was less than 0.01 MeV when the NNLOsat interaction was investigated . This implies that
the summation used here in place of the integration is a much better approximation than
for the kinetic energy term.
3.3 Special Point Twisted Boundary Conditions
In constructing the discretised single particle momenta basis thus far, only the most
simple prescription for PBC, as seen in Equation (3.2), has been adopted. There are, how-
ever, alternative boundary conditions available if one reconsiders Equation (3.2) in the most
62
general form,
φn(x) =
1√
L3
ei(kn+θ)x, (3.11)
where the vector, θ, defines possible phase shifts or twists. For the three dimensional cubic
cell the phase shifts correspond to,
θ = (θx, θy, θz), (3.12)
where each dimension can have a unique phase shift. PBCs are simply the case where there
is no phase shift at the boundary such that all components, θi = 0. One can now define
other types of boundary conditions such as, antiperiodic boundary conditions (APBC) where
the wavefunction is completely out of phase, θi = pi and the more general case of a twisted
boundary condition (TBC) where, θi 6= 0 [105]. These phase shifts alter the single particle
momenta states of the wavevector given by Equation (3.3) and therefore change the kinetic
energies corresponding to each single particle state of Equation (3.4). The phase shifts also
affect the ordering of the single particle orbits in the reference state [100, 106]. Hence,
when implementing non-periodic boundary conditions one must consider that the quantum
numbers of the occupied states of the basis may be changed and therefore the interaction
between the states can also be altered. Implementing phase shifts to the single particle basis
can reduce the finite size effects of the truncated model space and lead to a more accurate
estimation of the thermodynamic limit and thus a faster convergence with respect to the size
of the model space [105].
Traditionally, the application of phase shifts follows the twist averaged boundary condi-
tion (TABC) approach, where one applies many phase shifts to the single particle basis and
averages over the results. This procedure can be very effective and has become a common
technique in many fields of science that require construction on a lattice. In the present
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study applying many phase shifts to the single particle basis and calculating the one-body
propagator from ADC(3) formalism is very difficult to implement due to large computa-
tional costs and time requirements. For perspective, if one performs a SNM calculation with
a truncated model space of Nmax = 25 using PBC there are symmetries in the single particle
basis that result in one only having to calculate 46 diagonalisations of the Dyson matrix.
However, introducing the phase shifts shatters the degeneracy in the single particle momenta
leaving only the spin quantum number as a degeneracy. Thus, for the same basis configura-
tion one would be required to compute 1030 diagonalisations of the Dyson matrix. Hence,
it is obvious that the computational load drastically increases when considering TABCs.
Instead of TABCs one can employ special points (SP) as a simplification of the method-
ology. In this approach one simply finds the phase shift that best approximates the Hatree-
Fock infinite thermodynamic limit and proceeds with this calculation. The SP need to be
computed for all densities and number of particles as these set parameters will alter the
construction of the single particle basis and therefore change the effects of the applies phase
shifts. In general, it has been noted that TABCs are typically two orders of magnitude more
accurate than the standard PBC approach, and the SP are typically more precise than this.
However, one must note that the SP methodology is heavily dependent on the number of
particles in the system [106]. The applied phases shifts of the SP greatly increase the preci-
sion of the kinetic energy by removing the degeneracy of the single particle momenta states
and making the summation appear more like an integration as was the topic of the previous
section. However, the potential energy only sees a small gain in precision. This is tied to
the fact that the matrix elements of the interactions are unaffected by the globally applied
phase shifts. In principle, one could apply a different phase shift to each momenta, kn, in
the basis to affect the calculation of the potential energy. In this case the interaction matrix
elements would be affected by the choice of phase shifts. The interaction matrix elements in
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the SP TBC applied here, however, can only be changed when there is a reordering of the
basis due to the phase shifts.
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Figure 3.4: A plot of the kinetic energy for a single basis configuration. It compares the
implementation of PBC and SP TBC. The red line represents a calculation with a SP TBC
phase shift applied that best approximates the infinite thermodynamic limit for a Hartree-
Fock calculation using NNLOsat. The blue line is the PBC approach where no phase shift
is considered. The inset highlights the effect of the SP TBC on the low lying states. It
increases the unique number of single particle states and therefore improves the calculation
of the kinetic energy. It also leads to a better approximation of the Fermi surface. The grey
line included in the plot corresponds to the continuous kinetic energy of an undiscretised
momentum space.
Even the SP approach alone leads to costly computations that can not be regularly ap-
plied to calculations of infinite matter. If this approach garnered vastly improved properties
of infinite matter then it may be justified, however, as will be seen in Chapter 4, this is
not the case. As such the approach detailed in Section 3.2 is largely sufficient and the SP
65
TBC will only be applied to specific calculations at the saturation density as a benchmark
of this approach. An example of the kinetic energy for a basis truncated at Nmax = 25 with
132 particles in SNM at saturation density with PBCs and the SP TBC is shown in Figure
3.4. The SP TBC approach vastly improves the approximation of the kinetic energy in the
states below the Fermi surface. One can see that in SP TBC plot of Figure 3.4 the density
of single particle states below the Fermi surface is much larger than the PBC approach and
even resembles that of the 812 particle plot in Figure 3.2. Hence, as expected, it reproduces
the results of the thermodynamic limit for the Hartree-Fock calculation much better than
PBC with the same basis configuration. Figure 3.4 also shows how the implementation of
the phase shifts for the SP TBC breaks the symmetry and thus degeneracy of the single
particle momenta states observed when using PBC.
3.4 Implementation of the Three-body Interaction
Due to the translational invariance of both the two-body interaction and the three-body
interaction there is no centre of mass dependence when considering calculations that involve
only pure two- or three-body matrix elements. However, when introducing the effective
interaction of Equation (2.25), this condition is no longer satisfied as it includes one-body
density matrix reduced three-body matrix elements and a small dependency is introduced as
it depends on the incoming and outgoing relative momenta and on the resulting two-body
centre of mass. Calculations that were performed in PNM have observed this approximation
to be small in comparison to the dependence on the relative momenta of the particles involved
in the interaction and thus introduce only small uncertainties to the bulk properties [9].
Several previous studies have applied an approximation to the three-body matrix elements
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such that the relative centre of mass coordinates have the restriction,
q = k1 + k2 = k
′
1 + k
′
2 = 0, (3.13)
in infinite and finite matter [9, 10, 107, 108, 109]. This approximation minimises the number
of spin operators that have to be considered and greatly simplifies the problem, thus, reduc-
ing the computational load associated with the calculation of three-body matrix elements
[9]. The study discussed within this thesis was performed using the full set of three-body
matrix elements with no approximation to the centre of mass. However, before proceeding
it was deemed prudent to perform a set of calculations that would compare the full set of
three-body matrix elements to those of the zero centre of mass approximation. The results
obtained from the zero centre of mass approximation are displayed in Figure 3.5. This data
has been benchmarked and found to be consistent with respect to the results of a previous
study [10].
The complete expressions used to calculate the full set of three-nucleon matrix elements
have been comprehensively discussed in Appendix B.2. The application of the zero centre
of mass approximation reduces the number of matrix elements that have to be calculated
and restricts the regulator that is applied to the interaction. The regulator applied to the
three-nucleon interaction matrix elements in this comparison study is the non-local regulator
written in Jacobi momenta as in Equation (B.46). For the NNLOsat interaction used in this
study the three-nucleon interaction cut off momenta that probes the short range physics of
this interaction is Λ3NF = 450 MeV and n = 3. Expanding the regulator using Equations
(B.18), it can be explicitly written in terms of the single particle basis as,
f(kα,kβ,kγ) = exp
[
−
(
kα
2 + kβ
2 + kγ
2 − kαkβ − kαkγ − kβkγ
3Λ23NF
)n]
. (3.14)
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The direct application of this form of the regulator to both the initial and final states of the
three-body interaction yields the expression,
〈kα, szα , τzα ;kβ, szβ , τzβ ;kγ , szγ , τzγ |Wˆ |kδ, szδ , τzδ ;kε, szε , τzε ;kλ, szλ , τzλ〉 =
f(kα,kβ,kγ) Wαβγ,δελ f(kδ,kε,kλ).
(3.15)
The zero centre of mass approximation can then be implemented through the application of
Equation (3.13) to both the regulator and the matrix elements of the three-body interaction.
The matrix elements are thus transformed in to the expression,
〈kα − kα + kβ
2
;kβ − kα + kβ
2
;kγ |Wˆ |kδ − kδ + kε
2
;kε − kδ + kε
2
;kλ〉, (3.16)
and the approximation reduces the non-local regulator described in Equation (3.14) to,
f(kα,kβ,kγ) = exp
[
−
(
kα
2 + 1
3
kγ
2
Λ23NF
)n]
. (3.17)
The full application of the transformed matrix elements given in Equation (3.16) and
the reduced regulator of Equation (3.17) replicate the results seen in previous studies. The
resulting data has be plotted in Figure 3.5 alongside the results obtained for the full set of
three-nucleon matrix elements without the zero centre of mass approximation. The compar-
ison of the different approaches is presented at the mean field level, such that the results
are equivalent to the three-body interactions contribution to the one-body effective interac-
tion of Equation (2.29), without the pre-factor. Hence, the results present in Figure 3.5 are
equivalent to the expression,
WHFα,α =
A∑
βγ
Wαβγ,αβγ ρ
0
ββρ
0
γγ , (3.18)
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Full Regulator Zero Centre of Mass Approximation
PNM 11.49 11.42
SNM -11.43 -11.74
Table 3.1: Comparison of binding energies per particle (MeV/A) obtained from the ADC(3)-
sc0 calculation with the complete set of matrix elements from the three-nucleon interaction
and a calculation where the zero centre of mass approximation has been made. All calcula-
tions were performed with a basis truncated at Nmax = 25 containing 66 particles per species
of nucleon at saturation density.
against the corresponding momenta of the single particle state, kα. One can write the
three-nucleon interaction expression in this way as the one-body density matrix for the
unperturbed propagator is diagonal in momenta and its spin and isospin projections. The
main consequence of the zero centre of mass approximation appears to be an effective increase
in the three-nucleon interaction regulator cut off momenta, Λ23NF. This effect is most strongly
observed for the high momenta single particles states which appear to be significantly less
regulated by the zero centre of mass approximation regulator. The states below the Fermi
surface are shown to be slightly more attractive than when using the full set of matrix
elements, but with such a small discrepancy they remain effectively unchanged. The observed
difference in the calculated ground state energy is negligible, being less than 0.1 MeV/A.
At Hartree-Fock level of calculation this is simply because the calculation is based entirely
on the contribution from occupied states, due to the nature of the unperturbed one-body
density matrix. As seen in Figure 3.5 the effect of the zero centre of mass approximation
is minimal on the states below the Fermi surface. These results correspond with those that
have been observed in a recent study where the three-nucleon Hartree-Fock energies resulting
from the full set of three-nucleon interaction matrix elements were observed to be slightly
more repulsive than the zero centre of mass approximation at the saturation density [110].
However, the resulting difference in single particle energies above the Fermi surface will effect
the correlation energy obtained by the ADC(3) formalism. The results obtained from the
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ADC(3)-sc0 calculations for PNM and SNM are described in Table 3.1. For calculations
involving the NNLOsat interaction using a basis truncation of Nmax = 25 and 66 particles
per species of nucleon, one observes that both PNM and SNM are observed more bound,
and therefore more attractive, in the zero centre of mass approximation. At saturation
density this additional binding energy corresponds to 0.07 MeV for PNM and 0.31 MeV for
SNM. In both cases the additional binding energy is small, although relatively larger and
more significant for the SNM calculation. Hence, despite the large differences observed in
the three-nucleon interaction for the single particle energies, the resulting correlated binding
energies are relatively unaffected.
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Figure 3.5: The three-nucleon interaction contribution to the effective one-body interaction
(Hartree-Fock potential) as described by Equation (3.18) for both the full set of matrix
elements and the zero centre of mass approximation. This comparison was performed using
the NNLOsat interaction in symmetric nuclear matter. The Fermi surface has been explicitly
marked with the vertical line.
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Chapter 4
Calculations of Infinite Matter with
Periodic Boundary Conditions
The results obtained from calculations of infinite matter when using periodic boundary
conditions and special point twisted boundary conditions are presented in this chapter. All
results implement interactions derived from chiral effective field theory. The aim of this
study was to construct a discretised single particle basis for calculations of infinite matter
that could take advantage of the advanced techniques already developed for finite nuclei
calculations, such as ADC(3). The motivation to develop such an approach came from the
desire to study neutron star matter (NSM) and obtain the spectral function for this system
using modern many-body techniques. With a single particle basis in place that can perform
calculations of SNM and PNM using interactions from chiral effective field theory, small
extensions to the basis formalism will allow for the calculation of asymmetric nuclear mat-
ter (ASNM) and the introduction of hyperons and the nucleon-hyperon interactions. These
would be the final steps in developing a SCGF formalism using the ADC(3) approximation
to obtain the spectral function for NSM. The initial steps towards realising this goal are
taken in this chapter by analysing the convergence of the calculations of SNM and PNM and
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by performing calculations that use modern high-quality potentials from up to fifth order in
the chiral perturbative expansion.
This results chapter is separated in to six main discussions. The first section simply
details the computational approach used to calculate infinite systems with SCGF formal-
ism approximated at ADC(3) using PBC with the kinetic energy correction or the SP TBC
approach. The second section discusses the convergence of the PBC approximation with
kinetic energy correction and investigates the affect of dressing the one-body effective in-
teraction, thus comparing the ADC(3) and ADC(3)-sc0 approximations using the NNLOsat
interaction. Following this, the PBC approximation will be compared against the SP TBC
approach outlined in Section 3.3. The results from the ADC(3) approximation will also be
benchmarked against previous finite temperature SCGF calculations [111] and an extension
to the ADC framework to include corrections of the coupling matrices from coupled cluster
(CC) theory, ADC(3)-D [78, 112]. The fourth and fifth sections will focus on the resulting
equation of states for SNM and PNM when using the ADC(3)-sc0 approximation with a
PBC basis. The momenta distribution and spectral function obtained from the converged
basis configuration will also be presented. Finally, the ADC(3)-sc0 approach using PBC
will be applied to a set of chiral interactions ranging from N2LO to N4LO using the local
three-nucleon regulator detailed in Appendix B.2.4.2.
4.1 Computational Details
The calculations begin by constructing the single particle basis for a given truncation of
the model space, Nmax, the number of particles in the system, A, and the desired density of
the system, ρ, as detailed in Section 3.1. With the quantum numbers and the occupancies
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of the single particle basis defined, one calculates the reference state propagator using the
one-body effective interaction of Equation (2.29). Applying the GMK sum rule of Equation
(2.19), one obtains the Hartree-Fock ground state energy of the infinite system. For the spe-
cific case of SP TBC an additional step is taken before proceeding to the ADC(3) calculation.
Here, the optimal phase shifts that recover the Hartree-Fock energy in the infinite limit is
applied to the single particle basis as outlined in Section 3.3. The phase shifts can affect the
ordering of the single particle basis, in which case the basis must be reordered and the kinetic
energy and one-body effective interaction need to be recomputed in an iterative way. With
the single particle basis and reference state propagator constructed one can proceed with
building the 2p1h and 2h1p ISC model space for the interaction matrices and coupling ma-
trices of the ADC(3) formalism. Applying the working equations for the ADC(3) approach
detailed in Equations (2.39)-(2.44) the Dyson matrix of Equation (2.53) is constructed. Due
to symmetries in the single particle basis the Dyson matrix only requires constructing once
for each degenerate state, reducing the number of Dyson diagonalisations required. At this
point the Lanczos algorithm discussed at the end of Section 2.3.2 is applied to reduce the size
of the Dyson matrix and simplify its diagonalisation. The number of Lanczos iterations, and
therefore the dimension of the Krylov subspace, is set to be m = 300 for the following study.
This value is well above that required to preserve the key features of the spectral function
and compute the ground state energy whilst still greatly improving the computational time
[69]. Applying the GMK sum rule to the results of the Dyson diagonalisation gives the
results labelled, ADC(3), in the following chapter. These results have not been calculated
self-consistently and as such are still dependent on the initial reference state propagator.
Performing a fully SCGF calculation in infinite matter is currently beyond the capabilities
of the computational resources available. As such, a first approximation of the self-consistent
procedure is taken that recovers the dominant contributions [112]. In this study only the
extended Hartree-Fock diagram of Equation (2.29) is dressed with the correlated propagator.
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Hence, the static irreducible self-energy is iterated to convergence whilst the remainder of
the self-energy maintains the same approximation of the initial ADC(3) Dyson matrix. The
results of these calculations will be labelled as, ADC(3)-sc0 [69]. This overall procedure is
depicted diagrammatically in Figure 4.1 for clarity.
Construct Single Particle Basis
- Density, ρ
- Particle Number, A
- Model Space Truncation, Nmax
Two-Body Effective Interaction
One-Body Effective Interaction
Energy Dependent Self-Energy
[ADC(3)]
Static Irreducible Self-Energy 
Σ𝛼𝛽
∞ =  𝑈𝛼𝛽
Solve The Dyson Equation
Spectral Function
𝑆𝛼𝛽(𝜔)
Figure 4.1: Structure of the ADC(3)-sc0 calculations for infinite matter using the one- and
two-body effective interactions of Equations (2.29) and (2.25). The one-body effective inter-
action, and therefore the static irreducible self-energy, is iterated to convergence using the
resulting fragmented spectral function (This is shown explicitly by the green arrow).
4.2 Convergence of Infinite Matter
Before proceeding with calculations of infinite matter it is imperative that the conver-
gence of the single particle basis is investigated. As seen in Equation (3.1) for a given density,
ρ, the discretisation of the single particle basis is inversely dependent on the number of par-
ticles, A, contained in the finite unit cell. Hence, as one increases the number of particles in
the basis they would expect to converge towards the infinite thermodynamic limit. This is
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true for the mean-field aproach, however, calculations involving complex intermediate state
configurations mean that the convergence is also dependent on the basis truncation, Nmax.
Both these dependencies are investigated in Figure 4.2 where the results from ADC(3)-sc0
calculations of SNM using the NNLOsat interaction at the observed saturation density for
the interaction, ρ = 0.15 fm−3, are shown. All of the results, except the A = 28 curve,
have been corrected using the kinetic energy integration method discussed in Section 3.2.
This is because the correction interpolates the data set using a cubic spline and for calcula-
tions below A < 38 per species of nucleon there are an insufficient number of single particle
states to perform an adequate interpolation. Figure 4.2 connects together solid lines of equal
particle number but increasing basis truncations from Nmax = 8, 10, 12, 15, 17, 20, 25. The
fewer particles contained within the finite cubic cell the faster the convergence with respect
to the basis truncation. For example, calculations completed with A = 28 converge by a
basis truncation of Nmax = 12, whereas for A = 132 the basis truncation must be at least
Nmax = 20 in size. This comes as a consequence of the decreased maximum momenta state
in bases with the same model space truncation but a larger particle number. One can ob-
serve that the different calculations are converged not by the same basis truncation, but the
same maximum momenta state. Therefore, for the NNLOsat interaction one requires a basis
with at least kmax ≈ 3 fm−1. One would expect this as the range of the nuclear interac-
tion for a system regulated using the cut off, Λ3NF = 450 MeV, would be ≈ 2.2 fm−1 and
the highest occupied state in the Hartree-Fock calculation is at the Fermi surface, which is
computed to be 1.31 fm−1 at the saturation density, ρ =0.15 fm−3. This is consistent with
the observed kmax ≈ kF + Λ3NF ≈ 3.5 fm−1. This also implies that as the density of the
system, ρ, decreases for a fixed particle number the discretisation of the single particle basis
will become smaller and thus so will the maximum momenta state, kmax. This could lead to
difficulties with convergence for low density system, and conversely make high density sys-
tems converge quicker with respect to the model space truncation with a better fulfillment
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Figure 4.2: Convergence of SNM with respect to a varying particle number, A, and truncation
of the single particle basis, Nmax at a density of 0.15 fm
−3. Points of equal particle number
are connected together by a solid line of the same colour. For the A = 132 data set the
points are explicitly labelled with the basis truncation used. The same truncations values
Nmax = 8, 10, 12, 15, 17, 20, 25 are used for all other curves. One can see that as the basis
becomes larger so does the maximum momentum of the single particle state.
of kmax ' kF + Λ3NF . Hence, if one were to use a harder interaction with a larger cut off
energy they would expect the convergence region to be at a higher momenta. For example if
one implemented an interaction that used a cut off parameter, Λ3NF = 700 MeV, like many
harder phenomenological interactions, they should expect the calculations to converge closer
to ∼ 4.5 fm−1.
The analysis of the convergence of the single particle basis configuration was performed
on SNM as opposed to PNM as this system is more non-perturbative when compared to the
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latter and also always requires twice the number of particles for the same basis configurations
by definition. As such, a converged single particle basis for a given SNM calculation should
guarantee convergence in an equivalent PNM calculation. This will be investigated when
discussing the equation of states for the two systems in the following chapters. The largest
particle number investigated for SNM, A = 132, has the best representation of the Fermi
surface and the infinite system due to having the smallest discretisation of the momenta
space. This result is corroborated by the A = 132 curve having a smaller kinetic energy
correction, ∼ 0.1 MeV/A, than the other systems which typically observed corrections of
∼ 1 MeV/A. The calculation for, A = 132 and Nmax = 25, is the best approximation of
the infinite thermodynamic limit when applying PBC to the infinite problem. As such, a
basis configuration of A = 66 particles per species of nucleon and a model space truncation
of Nmax = 25 will be used in all future calculations where possible. Previous studies have
also observed the A = 66 particles per species of nucleon to be a natural “sweet spot” with
calculations getting worse when increasing the particle number beyond this point [106]. It
should also be noted that the model space truncation, Nmax = 25, is the maximum achievable
with current codes.
The calculations presented in Figure 4.2 were a result of the limited self-consistent ap-
proach considered, ADC(3)-sc0. Figure 4.3 investigates the effect of this self-consistent
approximation in SNM using the converged basis configuration, A = 132 and Nmax = 25. It
compares the equation of state for the initial diagonalisation of the Dyson matrix, ADC(3),
and the self-consistent approximation, ADC(3)-sc0. Therefore, the results show the effect
of dressing the one-body effective interaction of the static irreducible self-energy given by
Equation (2.29). At relatively low density, ρ ≤ 0.08 fm−3, one observes that the effect of
dressing the irreducible self-energy is negligible, ∼ 0.01 MeV/A. It is thus very difficult to
distinguish any effect from uncertainties in the calculations themselves. However, as the
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Figure 4.3: Equation of state of SNM for the ADC(3) and ADC(3)-sc0 approximations. The
difference between the two curves is entirely due to the dressing of the effective one-body
interaction, Equation (2.29), when iterating the one-body propagator to convergence.
density increases the effect becomes much more apparent. This is most obvious as the den-
sity increases above saturation. At the limit of the calculations presented, ρ = 0.32 fm−3,
the dressing of the one-body effective interaction increases the energy by 1.4 MeV/A. At
the saturation density one observes an additional 0.5 MeV/A in repulsion. A similar study
investigated the effect of dressing the one-body propagator in the effective two-body interac-
tion of Equation (2.25) using a N3LO chiral effective interaction. Here, using the correlated
one-body density matrix instead increased the binding energy computed at very high densi-
ties, > 0.28 fm−3, and by a small amount [87, 107].
The small oscillations seen in Figure 4.3 at low densities originate from numerical insta-
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bilities in the ADC(3) calculations. These occur mostly in low density calculations, such
as below 0.08 fm−3, where the Dyson matrix can find it difficult to distinguish the Fermi
surface and the system may not be fully converged due to the reduction in kmax. Without an
accurate value for the Fermi energy the diagonalisation of the Dyson matrix can misidentify
some of the particle and hole contributions to the resulting spectral function. This therefore
results in a worse conservation of particle number and a less precise calculation of one-body
observables. A Gorkov extension to the formalism would give an improved calculation of the
Fermi surface and result in a better diagonalisation of the Dyson matrix and better particle
number conservation
4.3 Special Point Twisted Boundary Condition
The SP TBC approach detailed in Section 3.3 was applied to the calculation of SNM at
the saturation density of nuclear matter to compare the difference between this approach
and the PBC methodology with kinetic energy correction. The data obtained, alongside an
extension to the ADC formalism and results from a previous study using a SCGF formalism
with T-matrix approach at finite temperature, are presented in Table 4.1 [10, 87, 111]. The
previous study calculated infinite matter using SCGFs in a finite temperature T-matrix ap-
proach which was subsequently extrapolated to zero temperature for comparison. In addition
to this, the T-matrix approach is performed using the zero centre of mass approximation and
extrapolates off-diagonal matrix elements for the three-nucleon interaction [87, 108]. The
difference observed in the calculated ground state energy per particle for the PBC and SP
TBC approaches detailed in this thesis is minimal. At saturation density for the NNLOsat
interaction, 0.15 fm−3, the difference between these approaches is 0.066 MeV/A. These re-
sults indicate that the kinetic energy correction outlined in Section 3.2 gives results equal
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Density [fm−3] SP TBC PBC ADC(3)-D T-matrix [111]
0.15 -11.50 -11.43 -11.51 -15.9(2)
0.16 -11.37 -11.31 -11.40 -15.6(2)
Table 4.1: Comparison of the ground state energy per particle, MeV/A, computed at the ob-
served saturation density for the NNLOsat interaction and the empirically expected saturation
density. The results for the SP TBC and PBC approach in the ADC(3)-sc0 approximation
are presented against the extension to the formalism, ADC(3)-D, also performed in the sc0
approximation. The ADC(3)-sc0 results are obtained from the optimal basis configuration
of A = 132 and Nmax = 25, whilst the results for the ADC(3)-D approach are limited to the
configuration A = 132 and Nmax = 20. These values are also compared against results from
a previous SCGF T-matrix study [111].
to that observed for the much more complex and computationally intensive SP TBC ap-
proach. The small difference in these computed energies is of a similar magnitude to that
observed for the difference in the potential term when a correction to this was considered at
Hartree-Fock level. Thus, the difference in the results for the ADC(3)-sc0 approximation is
expected to also arise entirely from this term as the potential will be slightly more precise
in the SP TBC approach. When the results of this thesis are compared to previous studies
in the literature there is a stark difference of ∼ 4 MeV/A, or ∼ 30% of the energy computed
[43, 111]. When checking the Hartree-Fock energy all three of these approaches compare
very well, and hence, one must conclude that the results presented within this thesis seem
to lack the beyond mean-field correlations observed in previous studies.
Due to these conclusions a further short study to extend the ADC framework from
ADC(3) to the ADC(3)-D approach was conducted. This calculation was performed with
the same self-consistency, sc0, as the previous ADC(3) calculations but included additional
corrections to the interaction matrices, M and N. These corrections come from a realisation
that the irreducible self-energy approximated by the ADC(3) still implies a truncation of the
interaction matrices as depicted in Equation (2.33) and thus Equation (2.35). If one looks
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closer at the working equations presented for ADC(3) formalism in Equations (2.39)-(2.44)
they can identify the second term on the right hand side of Equation (2.39) as,
X n1γ X n2δ V˜γδ,ση Yk4σ Yk5η
2
[
ε−k4 + ε
−
k5
− ε+n1 − ε+n2
] [Yk4µ Yk5ν ]∗ Yk3λ V˜µν,αλ −→ 12 t0 n1n2k4k5 [Yk4µ Yk5ν ]∗ Yk3λ V˜µν,αλ (4.1)
where the amplitude, t0 n1n2k4k5 , is the general zeroth order approximation of the coupled-cluster
(CC) operator, Tˆ2. One can reduce the effect from the truncation of the interaction matrices
by introducing a resummation of two-particle two-hole (2p2h) ISCs by simply substituting
the zeroth order approximation with the corresponding full CCD solution, tn1n2k4k5 . Hence, this
procedure is labelled ADC(3)-D and closely follows that outlined in Chapter 11 of refer-
ence [78]. The results of this extension to the ADC framework are presented alongside the
ADC(3)-sc0 approach in Table 4.1. One should note that due to computational constraints
these results were calculated in the PBC approach with a basis truncated at Nmax = 20. As
observed in Figure 4.2 calculations using this truncation at saturation density gives nearly
the same results as the Nmax = 25 truncation when using the ADC(3)-sc0 approach. This
extension to the formalism is expected to increase the correlations present in the beyond
mean-field calculation by introducing a resummation of 2p2h ISCs and thus lower the ground
state energy. The result corroborates this prediction, however the increase in binding energy
is minimal and still fails to reproduce the results seen in previous studies. In fact, this ex-
tension to the ADC formalism only brings an addition 0.08 MeV/A of binding energy at the
saturation density when using the NNLOsat interaction when compared to the PBC approach.
The momenta distribution acts as a measure of the strength of the beyond mean-field
correlations present in the basis. The stronger the short range correlations in the nuclear
interaction implemented, the larger the depletion in the one-body density matrix below the
Fermi surface and the more probability of occupation is shifted above the Fermi energy. The
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results of the correlated momenta distribution from a SP TBC at the saturation density are
presented in Figure 4.4 alongside the corresponding distribution for the SCGF T-matrix cal-
culations [111]. In previous studies the occupancy of the lowest momenta space, ρ(k = 0), for
the NNLOsat interaction has been computed to be 0.930 [111]. In the present investigation
it is found to be, 0.965, a further indication that these calculations are less correlated than
previous beyond mean-field studies. This trend continues up to the Fermi surface where the
measured values for the T-matrix and the SP TBC approach are 0.869 and 0.914 respec-
tively. Hence, below the Fermi energy the reduction in depletion is a near constant ∼ 0.04,
although the lack of correlations is slightly more felt near the Fermi surface than in the
lowest state. The mirror of this trend continues above the Fermi surface, where the more
correlated T-matrix calculation basis has a higher probability of occupation than the SP
TBC approach as expected.
Finally, Figure 4.5 illustrates the spectral distribution obtained from the SP TBC cal-
culation and the SCGF T-matrix approach of SNM at saturation density. In Figure 4.5 the
SCGF T-matrix approach has been shifted to the SCGF ADC(3) Fermi energy. Solutions
to the Dyson eigenvalue problem in a discrete basis, such as that used here, always yield
discrete poles. The spectral functions shown in this section are plotted using Lorentzian
widths which smooth the overall appearance of the data making it easier to present and
analyse. The widths applied are small enough to retain the individual quasiparticle peaks of
the spectral function and allows one to see the finite size effects arising from the discretisa-
tion of the infinite momenta basis [69]. The number of major peaks either side of the Fermi
surface is also limited by the Lanczos algorithm, which in this study has been set to retain a
dimension of 300 for each ISC, thus the figures include about 300 spectral peaks in the hole
and particle spectra respectively. The spectral function has been extracted for three mo-
menta values closest to kF/2, kF and 2kF . The overall quantitative properties of the spectral
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Figure 4.4: The correlated momenta distribution from the ADC(3)-sc0 calculations of SNM
at saturation density, 0.15 fm−3, using SP TBC compared to the results obtained from the
SCGF T-matrix approach from the literature [87, 111].
function obtained from the SCGF T-matrix approach are remarkably similar to the SCGF
ADC(3) SP TBC calculation given the observed differences in the momenta distribution and
the calculated ground state energy. The spectral functions obtained from below the Fermi
surface at, k = kF/2, both have the main hole strength in the region of −29 MeV before
decaying away in both directions. There is no major spectral peak located above the Fermi
energy as expected, and the two sets of data are in close agreement. The spectral functions
obtained at the Fermi momenta, k = kF , continues to agree favourably with the T-matrix
approach. The ADC(3) approach presented here appears broader than the T-matrix, how-
ever this is only an artifact of the Lorentzian widths applied to a discretised peak. The
T-matrix computes a very narrow peak at almost the same value, ∼ −10 MeV. The last set
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of data taken from, k = 2kF , again shows the same overall quantitative properties as the
SCGF T-matrix approach. The main spectral strength from these calculations is observed
in the region of 133 MeV.
The Hugenholtz-van Hove theorem presents a good way of quantifying the quality of
the results obtained in this study. The Fermi energy calculated by the SCGF SP TBC ap-
proach in the ADC(3) approximation at the saturation density is −10.5 MeV. The SCGF
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Figure 4.5: The spectral function obtained from the ADC(3)-sc0 calculations of SNM using
SP TBC at the saturation density, 0.15 fm−3. The results of the SCGF calculation using a
T-matrix approach performed at finite temperature and extrapolated to zero temperature is
shown for comparison [111]. Single particle momenta states close to, kF/2, kF and 2kF have
been extracted for comparison across a range of momenta. The SCGF T-matrix approach
has been shifted to the SCGF ADC(3) Fermi energy. The Fermi surface obtained from the
SP TBC approach is marked by a solid vertical black line. Lorentzian widths have been
applied to each peak to smooth the spectral function.
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T-matrix calculation computes the Fermi energy to be −14.5 MeV. These calculated Fermi
energies are within 10% of their corresponding calculated ground state energy per particle
of −11.5 MeV/A and −15.9 MeV/A respectively. A fully self-consistent calculation that
gives thermodynamic consistent results would expect the chemical potential, which at zero
temperature is the Fermi energy, to equal the ground state energy per particle of the system.
The self-consistent procedure implemented in this study is a first initial step in the direction
of a fully self-consistent result that has been shown to recover the dominant contribution of
the full approach [112]. The sc0 procedure can therefore be said to satisfy the Hugenholtz-
van Hove theorem to within 10%. One could expect similar accuracy for other fundamental
laws [113, 114, 115]. This uncertainty could arise from many different sources such as the
incomplete self-consistent procedure itself to finite size effects from the discretisation of the
single particle basis. Whilst the procedure implemented here is not a fully self-consistent
approach, the approximation of the self-energy does include the full set of three-nucleon ma-
trix elements without the zero centre of mass approximation and particle-hole propagation
both of which are absent in the SCGF T-matrix approach.
4.4 Symmetric Nuclear Matter using the NNLOsat
interaction
This section presents the results for calculations of symmetric nuclear matter when apply-
ing periodic boundary conditions to finite cubic cells and using the kinetic energy correction.
The momentum distribution and the spectral function for several points along the converged
equation of state are taken to investigate the properties of this system.
Figure 4.6 shows the equation of state for several of the model spaces investigated in Sec-
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tion 4.2 for the optimal particle number in symmetric nuclear matter calculations, A = 132.
Points using the same basis truncation are connected by a solid coloured line. The results
of two SP TBC calculations around the saturation density are marked to show the differ-
ence between this approach and the kinetic energy correction implemented to all equation
of state curves. The inset highlights that the difference in the ground state energy per par-
ticle between these two approaches is minimal. As discussed in the previous section, the SP
TBC approach at the saturation density is found to be more bound by ∼ 0.1 MeV/A when
compared to the equation of state calculated using PBC with the kinetic energy correction.
Investigating the equations of states, one sees a more complete picture of the A = 132 line
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Figure 4.6: Equation of state for SNM using the optimal particle number, A = 132. The plot
shows that the EOS is converged when the truncation of the model space reaches Nmax = 25.
Converged SP TBC results are shown as a benchmark against the kinetic energy correction
approach. The inset focuses on the region around the saturation density and highlights the
difference between the equation of state curves and the SP TBC approach.
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seen in Figure 4.2. Here, for a fixed particle number, the increase in the model space trun-
cation leads to a complete convergence in ground state energy for all densities investigated
by Nmax = 25. It was noted in the previous section, but is clearer here that numerical
instabilities in the calculations at low density mean that the convergence takes longer to
observe in this region and is still subject to fluctuations in the data. This arises because
as the density decreases for a fixed particle number the size of the finite cell volume must
increase, and thus the discretisation of the single particle momenta basis becomes smaller
making the Fermi surface harder to determine. For densities above 0.16 fm−3 the equation
of state curve is already converged for the model space truncation Nmax = 20. Performing
calculations of SNM with the ADC(3)-sc0 approach determines the saturation density for the
NNLOsat interaction to be 0.152 fm
−3 with a ground state energy of −11.43 MeV/A. Close
to the experimentally predicted saturation density, 0.163 fm−3, the predicted binding energy
is −11.31 MeV/A. These values are consistent with the results obtained when performing
SP TBC, but again lack binding energy compared to previous calculations of SNM using the
NNLOsat interaction [43, 111]. Despite the lack of many body correlations, other features
of the equation of state compare favourably with previous studies. The saturation density
of this interaction is observed to be slightly below the expected empirical value, 0.16 fm−3,
closer to 0.15 fm−3 and there is a near saturating region between 0.12 fm−3 and 0.18 fm−3.
Either side of this region the rate of change in ground state energy is much larger. The
three-nucleon interaction drives the repulsive force that increases the ground state energy
per particle at higher density, whilst at very low density its affect is rather small and the
equation of state is very similar to that observed for the NNLOsat interaction without the
three-nucleon interaction matrix elements.
The correlated momenta distribution for three of the converged ADC(3)-sc0 calculations
from the equation of state are depicted in Figure 4.7 for densities of 0.08 fm−3, 0.15 fm−3 and
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Figure 4.7: The correlated momenta distribution from the ADC(3)-sc0 calculations of SNM
for three separate densities, 0.08 fm−3, 0.15 fm−3 and 0.32 fm−3. The corresponding Fermi
momenta of each plot is shown by the key. The density increases from left to right.
0.32 fm−3. The most important information from Figure 4.7 is also presented in Table 4.2
for comparison. This includes the one-body density of the lowest momenta state in the basis,
ρ(k = 0), and the two points either side of the Fermi surface, ρ(k . kF ) and ρ(k & kF ),
allowing for comparison across the discontinuity when approaching from either side. Due to
the discretisation of the single particle basis the gap at the Fermi surface means the values
taken are the best approximations of the one-body density at the discontinuity. The results
at saturation density are consistent with the depletion of the single particle states obtained
for the SP TABC approach seen in Figure 4.4. Looking at the data in both Table 4.2 and
Figure 4.7 it is clear that all three of the momenta distributions follow the same expected
trend. They are most occupied in the lowest momentum state, ρ(k = 0), before decreasing
slowly towards the Fermi surface. Once the Fermi momenta is reached there is a disconti-
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Density [fm−3] ρ(k = 0) ρ(k . kF ) ρ(k & kF )
0.08 0.940 0.841 0.077
0.15 0.965 0.916 0.039
0.32 0.953 0.881 0.064
Table 4.2: One-body density matrix elements extracted from the data in Figure 4.7. Shows
the occupation of the lowest momenta state in the single particle basis, ρ(k = 0), followed
by the closest values either side of the Fermi surface, kF .
nuity that causes depletion in the occupation of the single particle states by approximately
two orders of magnitude before the decline continues until the truncation of the basis. As
the density of the system increases this depletion above the Fermi surface occurs faster. As
highlighted in Table 4.2 the depletion of the lowest momenta state, ρ(k = 0), is largest when
one moves away from the saturation density. The smallest amount of depletion, 0.965 is
observed at the saturation density. The trends observed in the momenta distribution are
again consistent with the results observed for the SP TBC approach and the overall trends
previously reported for the NNLOsat interaction and nuclear matter in general. The main
difference in the results presented in this study is the general lack of depletion observed
when compared with other approaches seen in the literature. These results continue to sig-
nal weaker many-body correlations for the ADC(3)-sc0 approach.
The spectral function of the one-body propagator is obtained through Equations (2.11)
and (2.12). The results are presented in Figure 4.8 for the same three densities investigated
in the discussion of the momenta distribution, 0.08 fm−3, 0.15 fm−3 and 0.32 fm−3. These
are again plotted using Lorentzian widths to improve the appearance of the data and sim-
plify the analysis. The same number of Lanczos iterations have been used as before, 300,
and the same Lorentzian widths applied. The spectral functions have been extracted from a
momenta state below the Fermi surface as close to, k = kF/2, as possible, the hole momenta
state closest to the Fermi surface, k = kF , and finally a state approximately twice the Fermi
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momenta. The data in the central row correspond to the one-body densities recorded in
Table 4.2 for ρ(k . kF ). The spectral functions resulting from, k = kF/2, single particle state
are presented across the first row of Figure 4.8. They universally depict the major spectral
strength coming from a peak below the Fermi surface as expected for an occupied hole state.
One can also see that the fragmentation of the hole strength is weaker at lower density and
becomes more dominant as the density increases. This increase in the fragmentation of the
hole strength signals that there is an increase in correlations at high densities. The spectral
functions that have been extracted from just below the Fermi momenta show a stronger
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Figure 4.8: The spectral function obtained from the ADC(3)-sc0 calculations of SNM for
three separate densities, 0.08 fm−3, 0.15 fm−3 and 0.32 fm−3. For each density a point is
extracted close to, kF/2, kF and 2kF for comparison of the spectral function across a momenta
range. Data taken from the same density are aligned in the same column, increasing from
left to right. The Fermi surface of each system is marked by a solid vertical black line.
Lorentzian widths have been applied to each peak to smooth the spectral function.
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spectral peak arising a fraction below the Fermi energy. These states correspond to the
last occupied hole state in the single particle basis. Finally, the bottom row of Figure 4.8
presents the spectral functions obtained at twice the Fermi momenta. These results show the
opposite trend to the first row, where the majority of the strength of the spectral function
comes from well above the Fermi energy and thus is primarily obtained from the particle
spectra leaving the state almost completely unoccupied. One can see that as the density of
the system increases the distance to the Fermi surface from the main peaks becomes larger.
This is an expected consequence of increasing the density for a fixed particle number, as the
volume of the finite cubic cell becomes smaller, and so the discretisation of the momenta
space is larger. Finally one can note that the Fermi energy remains relatively similar when
increasing in density from 0.08 fm−3 to 0.15 fm−3 with only a small increase from −14.8 MeV
to −9.1 MeV. However, from 0.15 fm−3 to 0.32 fm−3 there is a large increase to 65.1 MeV.
This is because the three-nucleon interaction is highly density dependent and so at large
densities the three-nucleon interaction contributes a large repulsive energy to the infinite
nuclear system, as seen in Figure 4.6. This large increase in ground state energy, especially
when compared to the similar ground state energies for the preceding two densities, results
in the substantial increase of the computed Fermi energy.
4.5 Pure Neutron Matter using the NNLOsat
interaction
The results obtained from calculations of pure neutron matter using the PBC with ki-
netic energy correlation approach are detailed within this section. The equation of state is
presented with a comparison to the SP TBC approach near the saturation density of SNM.
The momenta distribution is then extracted for comparison at three densities from the con-
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verged equation of state.
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Figure 4.9: Equation of state for PNM using the optimal particle number, A = 66. The
EOS is converged when the truncation of the model space reaches Nmax = 15, although larger
model spaces are included to be consistent with the previous SNM results. Converged SP
TBC are shown as a benchmark against the kinetic energy correction approach. The inset
focuses on the region around the saturation density of SNM and highlights the difference
between the equation of state curves with PBC and the SP TBC approach, which is effectively
negligible.
Figure 4.9 depicts the equation of state for PNM using the optimal particle number as
found from the convergence of the single particle basis in Section 4.2 for an increasing model
space truncation. The inset highlights the convergence of the equation of state around the
saturation density of SNM and the negligible difference when compared to the SP TBC
calculation. Observing the equation of states, one notices that PNM converges faster with
respect to the model space truncation than the SNM calculations as expected due to the
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lower number of particles involved in the calculation and the more perturbative nature of
PNM. The equation of state is effectively converged at Nmax = 15 compared to the Nmax = 25
required for SNM. The overall properties in the equation of state for PNM correspond to
the results observed in previous studies, however, there is again an apparent overall lack of
binding as one found for the SNM calculations. With the PBC and kinetic energy correction
approach the ground state energy at saturation density is calculated to be 11.48 MeV/A,
whereas the SP TBC approach gives 11.50 MeV/A. The SCGF T-matrix approach extrap-
olated to zero temperature used to benchmark the SNM calculation obtains 9.8(2) MeV/A
for PNM. Hence, the overall discrepancy in the binding energy, ∼ 1 MeV/A, is much less
than observed in SNM.
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Figure 4.10: Correlated momenta distribution of PNM from the ADC(3)-sc0 calculations
at three separate densities, 0.08 fm−3, 0.15 fm−3 and 0.32 fm−3. The corresponding Fermi
momenta of each plot is shown in the key. The density increases from left to right.
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The correlated momenta distribution for PNM taken from three densities, 0.08 fm−3,
0.15 fm−3 and 0.32 fm−3 for the Nmax = 25 basis truncation are presented in Figure 4.10.
The overall trends in the data are similar to those observed in the calculation of SNM, SP
TBC and the literature benchmark. It again predicts less depletion in the lowest single
particle momenta state at the saturation density when compared to the SCGF T-matrix
approach. The present study calculates the occupation of ρ(k = 0) to be 0.991, whilst the
previous SCGF study obtained 0.977. The momenta distributions themselves all show an
increase in depletion as one moves closer to the Fermi momenta, before the discontinuity
drastically drops the occupation of the single particle states. This decrease then continues
to the truncation of the model space. The PNM momenta distribution is observed to have a
larger gap at the Fermi surface when compared to SNM due to the lower number of particles
in the basis causing a larger discretisation of the momenta space. Here the Fermi gap is
typically ∼ 0.2 fm−1, which is 50% larger than observed in SNM momenta distributions.
4.6 Calculations of Symmetric Nuclear Matter using a
Local Regulator
Thus far, the SCGF calculations using the PBC approach have only investigated the
NNLOsat interaction which was constructed to yield accurate binding energies and radii in
light to medium mass nuclei whilst also recovering the empirical saturation point of symmet-
ric nuclear matter [43]. This section will present the preliminary results from a study aimed
at calculating the properties of symmetric nuclear matter using high-quality potentials from
up to fifth order in the chiral perturbative expansion.
New nucleon-nucleon interactions have been derived up to next-to-next-to-next-to-next-
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Λ c1 c2 c3 cD cE
N2LO 450 −0.74 −3.61 2.44 0.935(0.215) 0.12(0.04)
N2LO 500 −0.74 −3.61 2.44 0.495(0.195) −0.07(0.04)
N3LO 450 −1.07 −5.32 3.56 0.675(0.205) 0.31(0.05)
N3LO 500 −1.07 −5.32 3.56 −0.945(0.215) −0.68(0.04)
N4LO 450 −1.10 −5.54 4.17 1.245(0.225) 0.28(0.05)
N4LO 500 −1.10 −5.54 4.17 −0.670(0.230) −0.83(0.03)
Table 4.3: Values for the LECs c1, c2, c3, cD and cE for different orders of the chiral per-
turbative expansion and two different momenta cut off values investigated, 450 MeV and
500 MeV. Values in parentheses indicate the error arising from the fitting procedure [45].
to-leading order (N4LO) in chiral perturbation theory that are more sophisticated than
previously available chiral forces [45]. These interactions are softer than previous theories,
constructed in a more consistent way such that all orders use the same power counting and cut
off procedure and the uncertainties associated with these LECs are so small that variations
within the errors have negligible impact on the construction of the potential [44, 45]. With
the development of high quality nucleon-nucleon interactions it is important to investigate
the influence of extending the chiral nuclear interaction to include consistent three-nucleon
interactions. Determining the order required in the chiral perturbative expansion for these
higher-order nuclear interactions is important for future calculations of finite and infinite
matter. The current three-nucleon interactions are less sophisticated than the newly devel-
oped nucleon-nucleon interactions, however their overall contribution to the nuclear system
is weaker and as such the need to develop them further may not be as compelling. This
investigation can begin by extending the nuclear interaction from chiral perturbation theory
to be consistent with the N2LO three-nucleon interaction already included in calculations
presented in this thesis. With this extension one can observe whether these interactions
saturate nuclear matter near the empirical value. This is an essential initial foray to de-
termine whether these high quality nucleon-nucleon interactions with N2LO three-nucleon
interaction will be useful in the study of finite nuclei.
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The results presented in this section explore the preliminary saturation properties of the
equation of state for six high quality nucleon-nucleon interactions at increasing orders in the
chiral expansion with the N2LO three-nucleon interaction. The corresponding LECs used in
this study are detailed in Table 4.3 for two different cut off values, 450 MeV and 500 MeV.
The three-nucleon interaction LECs have been fit to the binding energy of A = 3 nuclei and
the Triton β-decay lifetime using the local regulator of Appendix B.2.4.2 [116]. Reference
[45] performed this fitting procedure and an initial study to compute the equation of state
for SNM using this set of nuclear interactions. The calculations of this previous study were
performed in a non-perturbative particle-particle ladder approximation and compared to
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Figure 4.11: Equation of state for SNM using the optimal particle number, A = 132, and
basis truncation, Nmax = 25. The data presented here corresponds to the LECs of Table 4.3
using Λ3NF = 450 MeV
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third-order many body perturbation theory in the particle-particle channel. It is of impor-
tance to note that both sets of calculations use a different procedure from that used to fit
the LECs when applying the local regulator to the nuclear interaction matrix elements, thus
approximating its effect. The theory developed in the present study allows for a consistent
application of the local interaction in the many-body technique, SCGF approximated using
ADC(3), and allows for the inclusion of three-nucleon forces with a cut off that is consistent
with those used in the fitting procedure. The resulting equations of state from the ADC(3)-
sc0 approach using the kinetic energy correction for the two cut off values, 450 MeV and
500 MeV, are presented in Figures 4.11 and 4.12 respectively. These results should be viewed
with respect to the benchmark performed in Section 4.3 where discrepancies were observed
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Figure 4.12: Equation of state for SNM using the optimal particle number, A = 132, and
basis truncation, Nmax = 25. The data presented here corresponds to the LECs of Table 4.3
using Λ3NF = 500 MeV.
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Saturation Density, ρ0 [fm
−3] Ground State Energy, E0/A [MeV/A]
Λ [MeV] 450 500 450 500
N2LO 0.205 0.144 −10.88 −7.77
N3LO 0.190 0.124 −9.57 −5.34
N4LO 0.169 0.123 −8.91 −4.71
Table 4.4: The saturation properties computed for the various LECs detailed in Table 4.3
[45]. These values were taken from the equation of state for the two cut off momenta,
450 MeV and 500 MeV, depicted in Figures 4.11 and 4.12 respectively.
between the approach developed in this thesis and previous many-body calculations using
the NNLOsat interaction. Thus, one should anticipate reduced correlation energies and there-
fore less bound equations of state for the new nucleon-nucleon interactions before comparing
to results seen in reference [45]. However, the overall properties of the equation of state
could be qualitatively correct as seen in the analysis of the NNLOsat interaction where the
saturation density was accurately reproduced. The saturation points for the six high quality
nucleon-nucleon interactions expanded to include the N2LO three-nucleon interaction with
a local regulator that is consistent with the fitting of the LECs is detailed in Table 4.4. This
table makes it clear that as the order of the interaction is increased from N2LO to N4LO
the saturation density decreases for both cut off values whilst the ground state energy per
particle for the corresponding saturation density increases, thus becoming less bound. The
equations of state for all data sets also observe a larger plateau region around the saturation
density and an overall less repulsive three-nucleon interaction, which would typically be ex-
pected to drive the repulsive nature of nuclear matter at high density. This is an especially
key feature that is missing when comparing the equations of state with those seen in the
previous study [45]. However, it is again key to highlight that the local regulator applied
in these preliminary results allows for the inclusion of the three-nucleon interaction with a
cut off that is consistent with the one used for the fitting procedure that obtain the LECs
presented in Table 4.3, but differs from the one used in the computations of reference [45].
98
Chapter 5
Applications to Finite Nuclei
5.1 Spherical Harmonic Oscillator Basis
When performing calculations of finite nuclei it is important to choose an appropriate
starting basis for building the initial reference states that will be used in the construction
of the intermediate state configurations required by the ADC formalism. In this study the
spherical harmonic oscillator (SHO) basis is constructed in J-coupled formalism so that the
orbital angular momentum, l, and spin, s, coupled together to give the total angular mo-
mentum quantum number, J . The advantage of using the spherical harmonic oscillator basis
is that it is possible to connect two-nucleon wavefunctions in a harmonic oscillator potential
with the corresponding wavefunctions given in terms of the relative and centre of mass co-
ordinates analytically through the Moshinsky transformations [117]. This makes it easy to
treat the spherical harmonic oscillator basis and the matrix elements simpler to compute.
Whilst the spherical harmonic oscillator basis is not optimal, it does make it easier to cal-
culate the matrix elements of the two- and three-nucleon interactions which are then used
to construct the reference state propagator and thus the intermediate state configurations.
Hence, the harmonic oscillator basis provides a natural formalism for nuclear structure stud-
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ies that is frequently applied in ab initio calculations [118, 119]. The reference states which
are constructed from this initial basis could be either Hartree-Fock (HF) states or optimised
reference states (OpRS). Both reference states have there advantages and disadvantages.
Whilst the HF states are not the most efficient, they are simple to calculate and implement
in the ADC formalism. The OpRS are much improved over the HF states, but they are
more complex and time consuming to construct. Both of these reference states will be used
throughout this study as calculations will start by building HF states to use as the initial
reference states, before the future calculations build iteratively on the previous results using
OpRS states. One could even simply use the spherical harmonic oscillator states, but these
make for a bad starting reference state.
As in the construction of the infinite matter basis the single particle states are represented
by Greek indices such that each single particle state can be written as the set of quantum
numbers,
|α〉 = (nα, piα, Jα,mJα , qα), (5.1)
where nα is the principal quantum number, piα is the parity of the single particle state, Jα
the total angular momenta of the state, mJα its projection and qα the charge of the state.
These last four quantum numbers reflect the symmetry and conservation properties of the
nuclear Hamiltonian and can therefore be used to group single particle states in to partial
waves to simplify the basis and future calculations. This grouping is available because whilst
the total angular momentum is conserved by the nuclear Hamiltonian, the single particle
angular momenta, Jα, can mix. The separation of the single particle angular momenta is
possible because in this study only nuclei with a spherical symmetry of, Jpi = 0+, in the
ground state are considered. This limits the application of this formalism to only spherical
even-even nuclei. The grouped partial waves are distinguished in the basis by their unique
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principal quantum number. With this in mind the structure of the single particle basis can
be simplified to,
|α〉 = (nα, Sα) = (nα, piα, Jα,mJα , qα), (5.2)
where Sα represents the components of the single particle states that are used to separate
the partial waves based on the symmetry of the nuclear Hamiltonian. An example of this
basis configuration is shown in Table 5.1. It shows the quantum numbers, character and
model space truncation of each set of partial waves. The configuration displayed shows
all of the neutron states for a calculation of 4He with the basis truncated Nmax=5. This
basis constructs a Helium nucleus as only the lowest s1/2 partial waves are occupied. This
configuration is identical to the proton basis as only spherically symmetric nuclei are studied.
The total number of partial waves included in the basis is dependent on the truncation of
the spherical harmonic oscillator model space. This truncation is defined according to,
Nmax = (2n+ l), (5.3)
which directly influences the partial waves included in the studied basis. This, alongside
computational considerations, influences the partial waves that can be studied. With the
single particle basis constructed it is very simple to amend it for any doubly magic nuclei as
one only needs to change the character of the subshells from particle to hole to increase the
occupation.
Very similar to the infinite matter basis described in Section 3.1 the basis used for finite
nuclei is discretised in such a way that one can easily calculate the mean field approximation
using the HF methodology followed by the ADC(3) formalism as discussed in Section 2.3 in
an almost identical manner.
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Species nα Jα qα piα nαSpecieslJ Character (2n+ l)
N 0 1/2 0 + 0Ns1/2 Hole 0
N 1 1/2 0 + 1Ns1/2 Particle 2
N 2 1/2 0 + 2Ns1/2 Particle 4
N 0 3/2 0 - 0Np3/2 Particle 1
N 1 3/2 0 - 1Np3/2 Particle 3
N 2 3/2 0 - 2Np3/2 Particle 5
N 0 1/2 0 - 0Np1/2 Particle 1
N 1 1/2 0 - 1Np1/2 Particle 3
N 2 1/2 0 - 2Np1/2 Particle 5
N 0 5/2 0 + 0Nd5/2 Particle 2
N 1 5/2 0 + 1Nd5/2 Particle 4
N 0 3/2 0 + 0Nd3/2 Particle 2
N 1 3/2 0 + 1Nd3/2 Particle 4
N 0 7/2 0 - 0Nf7/2 Particle 3
N 1 7/2 0 - 1Nf7/2 Particle 5
N 0 5/2 0 - 0Nf5/2 Particle 3
N 1 5/2 0 - 1Nf5/2 Particle 5
N 0 9/2 0 + 0Ng9/2 Particle 4
N 0 7/2 0 + 0Ng7/2 Particle 4
N 0 11/2 0 - 0Nh11/2 Particle 5
N 0 9/2 0 - 0Nh9/2 Particle 5
Table 5.1: An example of the spherical harmonic oscillator basis configured for 4He and
truncated at Nmax=5. It displays only the neutron occupancies up to the truncation for
each set of partial waves. The same basis is replicated for protons, only with a change of
charge.
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5.2 Implementation of the T-Matrix
Performing calculations with modern nuclear Hamiltonians that contain sizeable short-
range repulsion cause the usual truncation of the single particle model space required by
many-body techniques to be insufficient and a resummation of ladder diagrams in the ex-
cluded Hilbert space is required. This type of resummation can be completed by solving
the Bethe-Goldstone equations (BGE) in the excluded model space and adding the corre-
sponding diagrams to the mean field self-energy. The method was originally developed by
Brueckner and was subsequently built upon by Goldstone and Bethe, Brandow and Petschek
[120, 121, 122]. The BGE for the T-matrix that describes two-nucleon scattering in the ex-
cluded space is,
TBGEαγ,βδ(ω) = Vαγ,βδ +
∑
µν
Vαγ,µν
Qˆ
ω −H0T
BGE
µν,βδ (ω), (5.4)
where TBGEαγ,βδ(ω) represents the matrix elements of the scattering matrix and is defined in the
truncated model space, P, but includes virtual two-nucleon scattering states from outside of
the model space, Q (Q ≡ 1−P). Vαγ,βδ is the strongly repulsive two-body interaction that
requires the resummation procedure while, Qˆ, the projection or Pauli operator, is used to
block the scattering states that have already been computed by ADC(3) inside the model
space, P. This all order resummation of ladder diagrams from beyond the model space is
represented diagrammatically in Figure 5.1. The matrix elements corresponding to this di-
agram were computed using the computational environment for nuclear structure (CENS)
package [123, 124]. This definition is in contrast to the Brueckner Hartree-Fock (BHF) ap-
proach where P is taken to be all states up to the Fermi surface and Q all remaining space.
In BHF, the energies in the denominator of this two-body propagator, Equation (5.4), are
ill-defined leading to problems with the single particle spectrum. There are two approaches
which try to rectify this, usually referred to as the continuous and gap approximations, but
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neither are truly sufficient because they leave substantial ambiguities in the single particle
spectrum at the Fermi surface. The approach taken in this study uses the ADC(3) approx-
imation to deal with the single particle spectrum inside the model space, P, and accounts
for all correlations without ambiguity. Beyond this truncation it is appropriate to use the
free kinetic energy in Equation (5.4). This is seen as a much better approximation as the
model space is usually truncated at spaces far above the Fermi surface, Nmax = 9 or 11. It is
now possible for calculations to reach Nmax = 13 for the nuclei considered in this study [125].
Figure 5.1: Diagrammatic representation of the T-matrix seen in Equation (5.4). The two-
nucleon interaction is represented by a dotted line whilst the T-matrix is given by a wavy
line. The two full lines with double bars (//) represent single particle propagators to states
restricted in the Q space (by the Pauli operator).
When building the T-matrix one must account for intermediate state configurations that
are not permitted in the BGE formalism. This is achieved in Equation (5.4) by introducing
the medium dependent Pauli operator. Difficulties can arise with the introduction of such
a term as previously the T-matrix was diagonal with respect to the chosen single particle
basis and could easily be treated by decomposition in to partial waves and relative centre of
mass coordinates. This occurs because the Pauli operator depends on the angle between the
relative momentum and the the centre of mass momentum, allowing the operator to couple
states with different total angular momenta together [124]. Such a decomposition is still
possible but it does complicate the process. Typically, the Pauli operator can be replaced
by an angle averaged operator which would perform an average over all the angles for fixed
relative and centre of mass momentum to make this process simpler [124]. However, the
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CENS package implemented in this study can solve the Pauli operator exactly. The operator
in this study has the form,
Qˆ(kµ, kν) =

1, if either particle µ or particle ν
or both > Nmax
0, otherwise.
(5.5)
As Equation (5.4) is defined in momentum space and the model space, P, is in the harmonic
oscillator basis the Pauli operator, Qˆ, must contain a transformation from momentum space
to the harmonic oscillator space, perform the blocking and then transfer back to the mo-
mentum space.
Once the T-matrix has been computed it is included in the self-energy in two separate
ways. Initially it is explicitly added to the mean field self-energy, Σ
(∞)
αβ , to reconstruct the
contribution of short-range correlations through a ladder resummation in the full Hilbert
space. It is then also included in a regularised effective Hamiltonian that is used to calculate
the medium- and long-range contributions to the correlations described completely by the
ADC(3) formalism inside the given model space. Concentrating first on the mean field
contribution, when one adds the diagrams seen in Figure 5.1 to the static self-energy it
becomes energy dependent according to [66],
Σ
(∞)
αβ (ω) =
∑
γ δ
∫
dω′
2pii
TBGEαγ, βδ(ω + ω
′) gγδ(ω′) eiω
′η
=
∑
γ δ
∑
k
TBGEαγ, βδ(ω + ε
−
k )Ykδ (Ykγ )∗ . (5.6)
The energy dependent expression presented in Equation (5.6) is similar to the standard
Brueckner Hartree-Fock potential. However, it differs from this method because in the T-
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matrix formalism the self-energy is described using the spectroscopic amplitudes, Ykα, whereas
the BHF formalism uses a set of independent nucleons that fill from the lowest orbitals. The
method presented here gives a fully correlated density matrix that has to be calculated in a
self-consistent manner using the Dyson equation. A key aspect of this particular formalism
is that the BGE used to generate the T-matrix, TBGEαγ,βδ(ω), resums scattering states where
at least one nucleon is outside of the large model space, Nmax, as opposed to standard BHF
theory where the separation of the P and Q spaces is taken to be at the Fermi surface.
This means that the solutions are not dependent on the isotope being calculated, nor do
they suffer from the ambiguities associated with the choice of single particle spectra at the
Fermi surface that is typically encountered when performing calculations with a traditional
G-matrix resummation in BHF formalism. In fact, one can note that this process of gen-
erating the T-matrix is more akin to the Bloch-Horowitz method, of which it is also a first
approximation [126].
The energy dependence of the T-matrix and its inclusion inside the truncated model
space becomes increasingly cumbersome and difficult to calculate beyond the mean field
diagram. Hence, it is required that a static effective interaction is built for use in the
ADC(3) formalism. To do this, the Hartree-Fock equations were solved using the mean field
potential described by Equation (5.6),
∑
β
[
〈α| p
2
2mN
|β〉+ Σ(∞)αβ (ω = εHFr )
]
ψrβ = ε
HF
r ψ
r
α , (5.7)
where the Latin indices label HF states. This then allows one to define a static interaction
in the Hartree-Fock basis similar to those seen in references [66, 127],
Vrs,pq =
1
2
[
TBGErs,pq (ε
HF
r + ε
HF
s ) + T
BGE
rs,pq (ε
HF
p + ε
HF
q )
]
. (5.8)
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The matrix elements of this interaction, Vrs,pq, are then transformed back to the harmonic
oscillator basis model space for use in the calculations. In this definition the HF states and
their single particle energies have been derived iteratively, whilst the model space wavefunc-
tions remain unchanged. This approximation to the real quasiparticle states is used to define
the effective interaction of Equation (5.8), which is then transformed back to the harmonic
oscillator basis to be used in the construction of the ADC(3) diagrams later on. This pro-
cedure achieves the objective of yielding a starting energy independent effective interaction
that can be repeatedly used throughout the computation. The single particle energies calcu-
lated using Equation (5.7) are then used to construct the interaction for any given truncated
model space as defined in Equation (5.8).
It is computationally unrealistic to calculate the scattering matrix for all possible ener-
gies. As such it is common to instead compute the scattering matrix for several energies
over the expected range of the calculation and then interpolate the data for the remaining
unknown matrix elements. In this study seven equidistant points were used in the range
−140 MeV to −5 MeV and matrix elements computed above this range were approximated.
This is because for positive energies there are scattering states and the T-matrix becomes
complex. −5 MeV has also been chosen to avoid the difficulties related to the Deuteron
pole in Equation (5.4), which is at ≈ −2.2 MeV. Thus, −5 MeV acts as an upper limit in
this computation and the approximation, T (ω)→ T (−5 MeV), has to be made for energies
ω > −5 MeV [124]. It is important to note that this approximation is not expected to heavily
impact the calculated observables as the hole spectral function is defined by, ω < EF , hence,
this approximation should carry only a small effect when calculating observables such as the
energy and density distribution. In the past, this method has been exploited to study the
spectral strength distribution, here it has been extended to include the ADC(3) diagrams
[128]. This work is an important step towards advancing many-body approaches and their
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ability to handle hard interactions in nuclear matter. The ADC(3) computation accounts
for all types of correlations inside the model space, including all the remaining ladder dia-
grams. This ensures a complete account of the short-range repulsion. It is known that when
accounting for the short-range repulsion in this manner it has the double effect of reducing
the spectral strength of the dominant quasiparticle peaks and of relocating it to large mo-
menta and large quasiparticle energies [64]. Since a study of this effect it is not implemented
in the present formalism, it is not possible to quantify the magnitude of these two effects.
However, these effects can be expected to contribute to the Koltun sum rule for the total
binding energy with opposite signs and therefore must cancel to a large extent. Thus, both
contributions are neglected and a static mean field self energy, Σ
(∞)
αβ , is maintained to solve
the Dyson equation. This is currently the major approximation in the calculations involving
this T-matrix approach. Resolving this would require a proper extension to the present
SCGF formalism and should be the focus of a future study.
5.3 Self-Consistent Calculations
The self-consistent Green’s function approach requires both the mean field self-energy and
the energy dependent self-energy contributions to be expressed in terms of the correlated
one-body propagator. Usually this procedure is achieved by starting from a reference state
propagator, such as the Hartree-Fock solution, and computing the irreducible self-energy and
thus solving the Dyson equation to produce a better approximation of the one-body propa-
gator. The calculation is then performed again, except the initial reference state propagator
is replaced by the correlated propagator of the previous iteration. This iterative procedure is
performed until convergence in the correlated propagator is obtained and the final solution
is observed to be independent of the initial reference state propagator. This requirement
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becomes increasingly important when the dynamic energy-dependent contributions substan-
tially modify the response with respect to the mean field. Typically, when starting from a
HF solution for nuclear structure calculations a large change in the response is observed and
hence self-consistency play an important role. This is apparent when calculating the ground
state energy as most HF calculations predict unbound nuclei for all but the softest interac-
tions. It was also shown by Baym and Kadanoff that when the self-consistency requirement
is considered it guarantees that the solution satisfies fundamental conservation laws and thus
conserves both microscopic and macroscopic properties of the propagator [85, 86].
The energy dependent mean-field of Equation (5.6) can be successfully iterated to a
converged solution. However, when considering the more complex dynamic correlations in-
cluded in the irreducible self-energy a full implementation of self-consistency is no longer
possible. Primarily, this is due to the large number of degrees of freedom associated with the
correlated one-body propagator. This is a direct result of the correlated propagator being
massively fragmented in comparison to the mean field approximation. This fragmentation
grows sharply as the size of the model space studied is increased. To cope with this issue, an
optimised reference state propagator is produced that has a similar structure to a mean-field
reference state propagator, but it also embeds information from the fully dressed propaga-
tor. Thus, the energy dependent contributions to the irreducible self-energy are expanded
diagrammatically in terms of this optimised reference state propagator [66, 69],
gOpRSαβ (ω) =
∑
n/∈F
(φnα)
∗φnβ
ω − εOpRSn + iη
+
∑
k∈F
φkα(φ
k
β)
∗
ω − εOpRSk − iη
, (5.9)
where F represents the set of occupied orbits. gOpRSαβ (ω) is chosen as the best approximation
to the correlated propagator at the Fermi surface, whilst constrained to as few poles as
possible to make the self-consistent procedure viable. To do this, the single particle energies
109
of the optimised reference state propagator, εOpRS, and the corresponding wavefunctions, φ,
are fixed through the moments of the poles in the spectral representation of the self-consistent
propagator,
Mpαβ =
∑
n
(X nα )∗X nβ
[EF − ε+n ]p
+
∑
k
Ykα(Ykβ)∗[
EF − ε−k
]p , (5.10)
with p =0, 1, 2... The Fermi energy is given by EF = (ε
+
0 + ε
−
0 )/2 = (EA+10 − EA−10 )/2 and the
transition amplitudes are defined through Equation (2.7). The denominators of Equation
(5.10) are chosen in order to give more importance and weight in the sum to those poles that
lie closer to the Fermi energy, hence forcing the optimised reference state propagator to best
reproduce the correlation effects at the Fermi surface [129]. In practice, when implementing
this procedure the single particle energies and corresponding wavefunctions are obtained
by requiring that the lowest moments of the spectral distribution reproduce those of the
full calculation [66, 130]. This corresponds to reproducing the moments, M0,OpRSαβ = M
0
αβ
and M1,OpRSαβ = M
1
αβ. When only the first two moments, p = 0 and 1, are retained the
optimised reference state propagator is built with the same number of poles as the initial
mean field propagator [129]. Including higher moments in this approximation allows for
fragmentation of the single particle strengths until, in the limit of preserving all moments,
one would approach the original correlated propagator. In the definition of Equation (5.10)
both the particle and hole spectral distributions are mixed together as one moment. One
can indeed consider the particle and hole spectral distributions separately by constructing
seperate moments for particle and holes, but this leads to a larger number of poles in the
optimised reference state propagator, gOpRSαβ (ω). The advantage of this separate construction
is that the more complex optimised reference state propagator exactly reproduces the density
profile, particle number, one-body expectation values and the energy from the Koltun sum
rule for the first two moments [71, 129]. However, this better reproduction of the correlated
propagator comes at an increased computational cost making it difficult to implement. Even
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when only considering the first two mixed moments, M0,OpRSαβ and M
1,OpRS
αβ , these conditions
give a set of effective single particle orbits and single particle energies that generate the same
spectral representation of a Slater determinant but it still reproduces the density profile,
particle number, one-body expectation values and the energy from the Koltun sum rule that
are extremely close to those of the original dressed propagator.
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Chapter 6
Calculations of Doubly Magic Nuclei
using Interactions from LQCD
Currently it is only possible to carry out systematic and non-perturbative calculations
of QCD using Lattice QCD (LQCD). High precision studies have been shown possible for
single hadron masses [131]. Extending these conventionally direct calculations to multi-
baryon systems has also been attempted on the lattice in several studies [47, 48, 49, 50, 51].
However, the typical excitation energy, ∆E, for multi-baryons is observed to be one to two
orders of magnitude smaller than O(ΛQCD). Accordingly, high statistic data with very large
Euclidean times, t >∼ ~/∆E ∼ 10-100 fm/c, would be required. This type of calculation is
still beyond reach due to exponentially increasing errors in time, t, and atomic number, A,
as demonstrated theoretically and numerically in recent studies [132, 133, 134].
In the following study a different route was taken and ab initio calculations of medium
mass atomic nuclei were performed directly based on QCD. This process was achieved
through a two step strategy. The first step consists of extracting the nuclear interaction from
ab initio LQCD calculations using the HAL QCD method. This approach extracts a non-
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local, energy independent nuclear potential between any two hadrons defined in quantum field
theory below the inelastic threshold through the equal time Nambu-Bethe-Salpeter (NBS)
wavefunction [54]. As the distance between the two hadrons increases the NBS wavefunction
satisfies the free schro¨dinger equation [54]. Hence, the nuclear potential is constructed faith-
fully with respect to QCD phase shifts by definition without the fitting procedures needed
by phenomenological potentials. This procedure generates consistent two-, three- and many-
nucleon forces in a systematic way [35, 52, 53, 54]. Exploratory studies of these higher order
terms, such as the three-body interaction, show that this is weaker than the corresponding
nucleon-nucleon interaction, in agreement with the empirically observed hierarchy of nuclear
forces [55]. In the second step, properties of nuclei are calculated using ab initio many-body
techniques with the LQCD potential as input. The HAL QCD interactions simplify this
approach as one extracts the potential dictating all the elastic scattering states below the
inelastic threshold from the lattice data for t >∼ 1 fm/c making the LQCD calculation of
potentials affordable with reasonable statistics, together with the help of advanced compu-
tational algorithms [135, 136, 137, 138]. Taking advantage of recent developments in nuclear
many-body theories one can now calculate various information on nuclei such as binding
energies and spectral distributions. Other studies have employed a similar two-step strategy
where, however, effective field theories have been used to fit the LQCD data [139, 140].
At the time of investigation the LQCD studies in the flavour SU(3) limit by the HAL QCD
collaboration had led to interactions in both the nucleon and hyperon sectors with masses
of the pseudo-scalar meson (which corresponds to the pion) as low as MPS = 469 MeV/c
2.
These potentials had been obtained for the 1S0 and the coupled
3S1-
3D1 channels only [56, 57].
Exploratory calculations of both infinite nucleonic matter and medium mass nuclei, based on
this set of HAL QCD potentials, were performed using the Brueckner Hartree-Fock (BHF)
approach [141, 142]. The study was quantitative enough to give the essential underlying
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physics for infinite matter but is less reliable in finite systems. Hence, it is necessary to
apply more sophisticated many-body techniques in order to go beyond the mean-field level
and describe the truly complex structures of nuclei at low energy as well as properly predict
binding energies. Indeed, BHF becomes even more questionable for finite nuclei due to
assumptions with the unperturbed single particle spectrum where there is a problem in the
choice between a continuous or a gap form, neither of which is completely satisfactory. In
the finite nuclei study it was observed that only the lightest of the HAL QCD interactions,
MPS = 469 MeV/c
2, observed binding [141]. Thus, this interaction was deemed a suitable
choice to investigate possible self-bound nuclei at unphysical pion masses. In this study the
potential is referred to as the ‘HAL469SU(3)’ interaction, or ‘HAL469’ for simplicity. The
BHF results will be used in comparison with the self-consistent Greens function approach
to see the effects of a more sophisticated many-body technique. The results and discussion
presented in the following chapter are the subject of a published article [67].
6.1 Infrared Convergence of Ground State Energy
The one-body propagators of 4He, 16O and 40Ca are calculated in spherical harmonic
oscillator spaces of different frequencies, ~Ω, and model spaces of increasing size up to a
maximum of Nmax=max{2n+ `} =11. In the case of 40Ca the maximum truncation that
could be computed at the time was Nmax=9 due to computational limitations arising from
the number of hole states in the basis. It is now possible for calculations to reach Nmax=13
for all of three nuclei considered [125]. The scattering matrix TBGE(ω) is calculated for
each individual frequency and model space and is then used to derive the static effective
interactions of Equation (5.8). The kinetic energy of the centre of mass is then subtracted
according to a systematic expansion of the particle number operator according to references
[7, 144] and allows the intrinsic ground state energy to be calculated from the correlated
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Figure 6.1: Ground state energy of 4He as a function of the harmonic oscillator frequency,
~Ω, and the model space size, Nmax. Symbols mark the results for the HAL469 potential
from full self-consistent calculations in the TBGE(ω) plus ADC(3) approach. The exact result
is taken from a stochastic variational calculation [143].
one-body propagator, gαβ(ω), using the exact two-body Galitskii-Migdal-Koltun sum rule of
Equation (2.17). The same lattice simulation setup used to generate the HAL469 interac-
tion gives a nucleon mass of mN=1161.1 MeV/c
2 in addition to the pseudo-scalar mass of
MPS=469 MeV/c
2. Therefore, these values for the mass are used in all the kinetic energy
terms.
Figures 6.1, 6.2 and 6.3 display the ground state energies obtained with the TBGE(ω)
plus ADC(3) method. As expected, the complete resummation of ladder diagrams outside
the model space tames ultraviolet corrections and results in a rather flat behaviour of the
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Figure 6.2: Ground state energy of 16O as a function of the harmonic oscillator frequency,
~Ω, and the model space size, Nmax. Symbols mark the results for the HAL469 potential
from full self-consistent calculations in the TBGE(ω) plus ADC(3) approach, while lines from
a spline interpolation are used to guide the eye.
total energies in the region ~Ω ≈ 5-20 MeV. Still, there remain some hints of oscillations
with respect to the harmonic oscillator frequencies that could be linked to the truncation
in the model space and to the neglect of spectral strength that has been relocated to high
momenta without quantification. The effectiveness of the ladder resummation is better
recognised by considering the infrared (IR) convergence of the total binding energies. It has
been established that a harmonic oscillator model space, of frequency ~Ω and truncated to
the first (Nmax + 1) shells, behaves as a hard wall spherical box of radius [145],
L2 =
√
2(Nmax + 3/2 + 2) b , (6.1)
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Figure 6.3: Ground state energy of 40Ca as a function of the harmonic oscillator frequency,
~Ω, and the model space size, Nmax. Symbols mark the results for the HAL469 potential
from full self-consistent calculations in the TBGE(ω) plus ADC(3) approach, while lines from
a spline interpolation are used to guide the eye.
where b ≡ √~c2/mNΩ is the harmonic oscillator length. Given a soft interaction that
is independent of the model space, if the frequency of the basis is large enough (i.e. the
harmonic oscillator length is small) then ultraviolet (UV) degrees of freedom are converged.
In this case, the calculated ground state energies are expected to converge exponentially
when increasing the effective radius L2 according to [145]:
EA0 [Nmax, ~Ω] = E∞ + C e−2 k∞ L2 . (6.2)
For the bare HAL469 interaction, if we apply the SCGF formalism without the resummation
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Figure 6.4: Calculated ground state energies of 4He for the bare HAL469 potential as a
function of the effective box radius L2. These solutions are calculated for Nmax=9 and 11
and varying oscillator frequencies without scattering diagrams from the excluded space. That
is, the bare interaction of Vˆ is used instead of the computed T-matrix. The full black line is
the result of the IR extrapolation, obtained with the inclusion of TBGE ladders, according
to Equation (6.2), as a comparison.
of ladder diagrams from beyond the model space, the extrapolation according to Equation
(6.2) fails because the short-range repulsion requires an extremely large model space trun-
cation, Nmax  20, to reach UV convergence. Given that the model spaces used in this
study are truncated well below this, convergence of the bare interaction is never observed.
This behaviour is seen explicitly in Figure 6.4 where the largest model spaces that can be
investigated are used. However, when implementing the full calculations that use both the
solutions from BGE to include all missing ladder diagrams from the excluded model space
and the two-particle ladders that are generated by the ADC(3) this leads to a complete di-
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Figure 6.5: Calculated ground state energies of 4He for the HAL469 potential as a function
of the effective box radius L2. Full calculation, including all scattering diagrams from the
excluded model space. Different colours and broken lines are a guide to the eye connecting
results of the same Nmax. The data points included in the fit are marked with crosses and
are also show separately in the inset. The full black line is the result of the IR extrapolation,
with the inclusion of TBGE ladder, according to Equation (6.2).
agonalisation of short-range degrees of freedom, independently of the choice of model space.
The resulting dependence of the ground state energy on L2 is shown in Figure 6.5 and it
now follows the behaviour dictated by Equation (6.2). Note that single particle energies are
still needed to calculate TBGE(ω) but these can be identified with the free particle spectrum
in the excluded model space, at large momenta. This practically removes the ambiguities
related to the choice of single particle spectrum in the BGE of Equation (5.4). Accordingly,
the flat region in Figure 6.5 becomes broader as we increase Nmax because the boundary
between the included and excluded model spaces moves away from the Fermi surface.
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Figure 6.6: Calculated ground state energies of 16O and 40Ca for the HAL469 potential as a
function of the effective box radius L2. Same full calculation as that described in Figure 6.5.
The binding energy of 4He for HAL469 was found to be -5.09 MeV when using the
exact Stochastic Variational method of reference [143], which will be used to benchmark
the ADC(3) including T-matrix approach discussed here. The solid lines in Figure 6.4 and
6.5 are the result of a nonlinear least-squares fit to Equation (6.2). The points diverging
from the exponential behaviour at large L2 are assumed not to be UV converged due to the
approximations arising from the unresolved relocated spectral strength and use of a static
irreducible self-energy. These points are excluded from the fit but are still shown in the
figure. The uncertainty from these effects is best estimated from the benchmark made on
4He. From calculations up to ~Ω=50 MeV and the IR extrapolation, it has been estimated
that the converged binding energy for 4He is 4.80(3) MeV, where the error corresponds to the
uncertainties in the extrapolation. The calculations for the other isotopes converge similarly
to 4He, and the IR extrapolation of 16O and 40Ca are shown in Figure 6.6, for completeness.
The figure is also indicative that this methodology can be successfully applied to heavier
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nuclei and the same trends observed. The values obtained from these extrapolations and
their associated uncertainties can be found in Table 6.1. These results show that SCGF
can handle relatively hard potentials by resumming of ladders through the Bethe-Goldstone
equation and they give confidence that the short-range repulsion of HAL469 is accounted for
accurately.
6.2 Results
The calculated ground state energies of 4He, 16O and 40Ca are summarised in Table 6.2,
together with BHF results obtained with the same gap choice and methods seen in reference
[142]. For 4He, the complete TBGE(ω)+ADC(3) result deviates from the exact solution for
4He by less than 10%. Since the SCGF approach resums linked diagrams, and thus is size
extensive, one would expect that these errors will increase linearly with particle number and
hence the same conclusion will apply to larger isotopes [146]. Therefore, Table 6.2 shows both
the uncertainties from the IR extrapolation and an error for the many-body truncations, for
which a conservative estimate of 10% is taken based on the finding for 4He. The SCGF re-
sults are sensibly less bound than previous BHF results and we interpret this as a limitation
of BHF theory [142]. A feature of these calculations is that the harmonic oscillator model
space effectively confines all nucleons and forces the solutions to be spherically symmetric.
The last line of Table 6.2 reports the deduced breakup energies for separating the computed
E∞ [MeV] C [MeV] k∞ [fm−1]
4He 4.798±0.027 1320±94 0.8069±0.0104
16O -17.898±0.264 11396±1042 0.7628±0.0132
40Ca -75.367±6.66 97183±24260 0.7685±0.0364
Table 6.1: Results of a least-squares fit applied to the binding energies of 4He, 16O and 40Ca
based on the IR behaviour of Equation (6.2). The uncertainties are those originating from
the fitting procedure.
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EA0 [MeV]
4He 16O 40Ca
BHF [142] -8.2 -34.7 -112.7
TBGE(ω)+ADC(3) -4.80(0.03) -17.9 (0.3) (1.8) -75.4 (6.7) (7.5)
Exact Calculation [143] -5.09 – –
Experiment -28.3 -127.7 -342.0
Separation into 4He clusters: -2.46 (0.3) (1.8) 24.5 (6.7) (7.5)
Table 6.2: Ground state energies of 4He, 16O and 40Ca at MPS=469 MeV/c
2 obtained from
the HAL469 interaction. The ‘TBGE(ω)+ADC(3)’ results of the present work are compared
to those of the BHF method and to the solution from the Stochastic Variational method.
The uncertainties associated with the results from this study are firstly that from the IR
extrapolation, and secondly the estimated error from the many-body truncation based on
the 4He benchmark. The last line is the breakup energy for splitting the system in 4He
clusters (of total energy 5.09 MeV×A/4).
ground states into infinitely distant 4He clusters. The 16O is found to be unstable with re-
spect to 4-α break up, by ≈ 2.5 MeV. Allowing an error in our binding energies of more than
10% could make oxygen bound but only very weakly. This is in contrast to the experimental
results, at the physical quarks masses, where the 4-α breakup requires 14.4 MeV. On the
other hand, 40Ca is stable with respect to breakup in α particles by ≈ 24 MeV. We expect
that these observations are rather robust even when we consider the (LQCD) statistical
errors in the HAL469 interaction. While such statistical fluctuations introduce additional
∼10% errors on binding energies, they are expected to be strongly correlated among 4He,
16O and 40Ca [142]. Hence, for QCD in the SU(3) limit for MPS=469 MeV/c
2, it is found
that 16O is only just slightly above the threshold for α breakup, while 4He and 40Ca are
instead bound. Previous calculations have found that the Deuteron is unbound under these
conditions [57]. The HAL469 interaction has the lowest MPS value among those considered
from references [56, 57], while from reference [141] it is known that it is the only one sat-
urating nuclear matter, although not at the physical saturation point. Moreover, attempts
have been made to use SCGF to calculate asymmetric isotopes, like 28O, and found strongly
unbound systems even for HAL469. All these results together suggest that, when lowering of
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Figure 6.7: Single particle spectral strength distribution of 16O obtained from the dressed
propagator in the full TBGE(ω) plus ADC(3) approach. Each panel displays partial waves
of different angular momenta. The vertical axes give the quasiparticle energies (that is,
the poles of Equation (2.7)), while the length of the horizontal bars give the calculated
spectroscopic factors.
the pion mass toward its physical value, closed shell isotopes are created at first around the
traditional magic numbers. This hypothesis should also be seen in the light of the limitations
in the present HAL469 Hamiltonian, which was built to include only the 1S0,
3S1 and
3D1
partial waves and therefore neglects the three-body interaction and spin-orbit interactions.
The missing P waves and Coulomb force are repulsive but could be compensated by an
attracting three-body interaction.
Figures 6.7 and 6.8 demonstrate the spectral strength distributions of 16O and 40Ca
obtained from calculations performed at Nmax=11, ~Ω=11 MeV and Nmax=9, ~Ω=11 MeV
respectively. Quasiparticle fragments corresponding to spin-orbit partners do not split due to
the absence of a spin-orbit term in HAL469. Otherwise, all the remaining qualitative features
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Figure 6.8: Single particle spectral strength distribution of 40Ca obtained from the dressed
propagator in the full TBGE(ω) plus ADC(3) approach. Each panel displays partial waves
of different angular momenta. The vertical axes give the quasiparticle energies (that is,
the poles of Equation (2.7)), while the length of the horizontal bars give the calculated
spectroscopic factors.
of the experimental spectral distribution are seen also for the MPS=469 MeV/c
2 calculations.
A closer look at the particle-hole gaps for these nuclei show that the separation between the
s1/2 and p1/2 dominant peaks in
16O is 8.3 MeV, which is smaller than the experimental
values of 11.5 MeV. For 40Ca a gap of 10.1 MeV between f7/2 and d3/2 is calculated which is
larger than that observed from experiment of 7.5 MeV. These findings are also reflected in the
calculated radii where 16O is found to be larger than the experimental data and 40Ca smaller.
The root mean square radii are given Table 6.3 for the same model space and oscillator
frequency. Although the total binding energies are 15-20% of the experimental value, the
computed charge radii are approximately the same as those observed in experiment. This
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Figure 6.9: The calculated point-matter distributions of 16O and 40Ca. The HF density
distribution is obtained from the solutions to the reference state of Equation (5.7), while
ADC(3) is the fully fragmented spectral function. BHF labels the results from reference
[142].
is due to the fact that the heavy nucleon mass (mN=1161.1 MeV/c
2) used here reduces the
motion of the nucleons inside the nuclei and counterbalances the effect of the weak attraction
of the HAL469 potential compared to the physical case. It can also be observed that the radii
of 40Ca are consistently below the experimental value, a consequence of the large pseudo-
scalar mass that reduces the range of the Yukawa interaction. For charge radii in Table 6.3
the physical charge distributions of the proton and the neutron were assumed as has been
done in a previous study [7]. The HF approach of Equation (5.7) and the standard BHF give
similar radii in spite of their very different predictions of binding energies. The final radii are
then increased by many-body correlations and, for all nuclei, the full TBGE(ω) plus ADC(3)
calculations push the matter distribution to larger distances. However, it should be noted
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that accounting for the neglected high-momentum components tends to enhance the central
density and would slightly reduce the calculated radii [147]. These effects are illustrated in
Figure 6.9 where the point-matter distributions of 16O and 40Ca are shown for calculations
of the HF, BHF and the full Bethe-Goldstone plus ADC(3) methodology.
4He 16O 40Ca
rpt−matter[fm]: BHF [142] 2.09 2.35 2.78
HF 1.62 2.39 2.78
TBGE(ω) + ADC(3) 1.67 2.64 2.97
rcharge[fm]: T
BGE(ω) + ADC(3) 1.89 2.79 3.10
Experiment [148, 149] 1.67 2.73 3.48
Table 6.3: Computed matter and charge radii of 16O and 40Ca using MPS=469 MeV for
Nmax=11, ~Ω=11 MeV and Nmax=9, ~Ω=11 MeV respectively. Results are given for dif-
ferent levels of approximations and the charge radii from the full TBGE(ω) plus ADC(3)
are compared to the experimental values. For charge radii, we assumed the physical charge
distributions of the proton and the neutron [7].
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Chapter 7
Summary and Conclusions
This thesis has studied several modern Hamiltonains from chiral effective field theory and
lattice quantum chromodynamics, with the former being used to investigate infinite matter
systems and the latter doubly magic finite nuclei. Both studies were conducted within the
self-consistent Green’s function formalism using third order algebraic diagrammatic con-
struction to approximate the self-energy.
The thesis began by discussing the current state of the many-body nuclear problem and
the development of modern nuclear Hamiltonians to use with the advancement of many-body
techniques. The second chapter introduced the general theory of self-consistent Green’s func-
tion formalism as well as an in depth discussion on the third order algebraic diagrammatic
construction approximation which are implemented in both studies presented in this the-
sis. The ADC(n) approximation is a non-perturbative approach that maintains a proper
analytical expression for the self-energy constructed such that it is also consistent with per-
turbation theory up to a given order, n, whilst including an infinite order resummation of
particle-particle and hole-hole ladders as well as particle-hole rings. The results of the first
study, Calculations of Infinite Matter with Periodic Boundary Conditions, marks the first
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time that this approximation to the self-energy has been applied to studies of infinite matter.
This has been achieved by using a discretised single particle basis constructed using periodic
boundary conditions. First calculations of an extension to this approximation, ADC(3)-D,
have also been presented alongside these results. The study implements a full computation
of the three-nucleon matrix elements which are known to be crucial for recovering the cor-
rect saturation properties of symmetric nuclear matter and obtaining physically consistent
equations of state. This approach was benchmarked against previous calculations of infinite
matter using the NNLOsat interaction before preliminary computations of several new high
quality nucleon-nucleon interactions with the N2LO three-nucleon interaction were made.
The convergence of calculations in SNM using the SCGF formalism approximated by the
ADC(3) approach using PBC with a kinetic energy correction, ADC(3)-sc0, was observed
with respect to the number of particles in the finite cubic cell and the truncation of the single
particles basis. It was found that the optimal converged configuration was Nmax = 25 with
66 particles per species of nucleon. The PBC calculations were then benchmarked against
the SP TBC approach. Whilst the comparison was favourable, indicating PBC could accu-
rately reproduce the properties of SNM, the benchmark against previous calculations using
the NNLOsat interaction showed an apparent lack of depletion in the one-body density ma-
trix below the Fermi surface which resulted in less correlations. The ground state energy
at saturation density was computed to be ∼ 30% less bound than previous results reported
using SCGF with a T-matrix approach [111] and the CCD method [43]. Despite this, the
results appear to satisfy the Hugenholtz-van Hove theorem at saturation density within a
10% uncertainty and thus one could expect to conserve other microscopic and macroscopic
properties of the one-body propagator to the same accuracy. Further improvements to the
self-consistent procedure are expected to improve these conservation properties. Extending
the self-energy approximation to ADC(3)-D had little effect on the observed correlations,
128
hence it can be said that neither adding further diagrams to the beyond mean-field formal-
ism through ADC(3)-D nor better representing the Fermi surface and overall discretisation of
the infinite matter model space through SP TBC have improved the results. The SCGF for-
malism was then used to compute the equation of state of SNM and PNM using the NNLOsat
interaction. These were found to be qualitatively similar to previous studies even computing
the same saturation density despite the difference in binding energy. The developed formal-
ism was then used for a preliminary investigation in to new high quality nucleon-nucleon
interactions with the N2LO three-nucleon interaction. These results are reviewed with in the
current perceived limitations of the SCGF formalism presented here. As for the NNLOsat
interaction, the chiral interactions reviewed here were under bound in comparison to the
previous studies and the properties of the equation of state for the increase in regulator
cut off and order of the chiral perturbative expansion were different [45]. In this study, the
increase in the regulator cut off systematically decreased the observed binding energy whilst
also lowering the saturation density. When increasing the order of the chiral perturbative
expansion of the nucleon-nucleon interaction from N2LO to N4LO the saturation point again
decreased as well as the ground state energy. When analysing the results it must again be
highlighted that the local regulator applied in this preliminary study is consistent with the
procedure used to fit the LECs, whilst the computations of reference [45] applied the same
local regulator but in a non-consistent way.
In the future, it is imperative that the discrepancies found here with respect to the pub-
lished literature are fully resolved. The differences observed between the previous SCGF
calculations using a finite temperature T-matrix extropated to zero temperature and the
results of the SCGF ADC(3) and ADC(3)-D approach with PBC developed in this the-
sis should be fully documented. Once determined, further studies on the set of new high
quality nucleon-nucleon interactions with the N2LO three-nucleon interaction performed in
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this thesis can be completed. The final values for the saturation density and ground state
energy can be recorded and it will be determined which of these interactions will be best
suited for calculations of finite nuclei. A further benchmark of the SCGF formalism and
the approach detailed in reference [45] could be made by implementing the same approx-
imated local regulated to the present ADC(3) implementation and detailing the observed
effect. However, until the SCGF method developed here is fully under control this further
study has lower priority. Further in to the future it should be possible to improve the SCGF
formalism itself and compute more exotic forms of infinite matter. A Gorkov-like extension
to the SCGF formalism would allow for a better diagonalisation of the Dyson matrix and
improved calculation of the Fermi surface resulting in better particle number conservation.
Finally, the single particle basis employed here makes it trivial to extend the formalism
to compute asymmetric nuclear matter, introduce exotic nucleons and their corresponding
hyperon-nucleon interactions and thus compute the properties of neutron star matter with
modern high quality chiral interactions.
The second study detailed in this thesis focused on calculating doubly magic finite nu-
clei using strong short range interactions, such as the HAL QCD interactions derived from
LQCD. The formalism developed in this study focused on introducing a resummation of
scattering diagrams from beyond the truncated spherical harmonic oscillator model space in
addition to the ADC(3) approximation inside the model space to converge the short-range
physics of the harder LQCD interactions. A benchmark of 4He against an exact stochastic
variational method calculation showed that the present implementation works relatively well
and allows one to solve the SCGF for the HAL QCD interactions derived from LQCD. An
investigation in to the infrared convergence of the ground state energy of all three nuclei
studied, 4He, 16O and 40Ca, revealed that SCGF formalism can handle these relatively hard
interactions, even when calculating nuclei with masses as large as A = 40 [145]. This sets
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one down a path that will allow for full ab initio calculations of larger nuclei using relatively
hard interactions. The present study is also accurate enough to make quantitative assess-
ments of the double magic nuclei. These calculations are observed to be sensibly less bound
than previous BHF calculations and yield spectral distributions that are qualitatively close
to those of real nuclei even for the pseudo-scalar meson mass considered here. One can also
observe an interesting behaviour when lowering the pion mass of the HAL QCD potentials.
Whilst it is yet to be fully investigated, it may be possible to see that as one lowers the pion
mass towards the physical value, the nuclei closest to the traditionally doubly magic num-
bers are formed first. One should acknowledge that this hypothesis is based on interactions
that are missing crucial components of the nuclear interaction such as P-waves, Coulomb
interaction, three-nucleon forces and spin-orbit terms. For the interaction used in this study
with a pion mass of, 469 MeV/c2, in the SU(3) limit of QCD, both 4He and 40Ca have
bound states while 16O is likely to decay in to four separate alpha particles. However, 16O is
very close to becoming bound, thus suggesting that MPS ∼500 MeV/c2 marks a transition
between an unbound nuclear chart and the emergence of bound nuclei. It is not yet known
how the HAL QCD interactions will behave at lower pion masses and further studies are
required to investigate this trend. However, if they do continue to follow the sensible trend
observed when lowering the pion mass below MPS ∼500 MeV/c2 the full nuclear chart could
be recovered by the physical pion mass. Discussions based on this are currently ongoing in
the LQCD community as other approaches have observed different trends.
Studies in the future should focus on the inclusion of both the spin-orbit interaction and
the three-nucleon forces from LQCD to improve the qualitatively analysis of the HAL QCD
interactions. In addition to this, one should calculate lighter pion mass interactions, including
those at the physical pion mass, to observe what effect a decreasing pion mass has on the
nuclear landscape. All of this is currently under development by the HAL collaboration.
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Appendix A
Feynman Diagram Rules
This appendix details the Feynman rules associated with the diagrams that emerge from
the perturbative expansion of the Green’s function propagator seen in Equation (2.21). These
rules are presented in both energy and time formulations with all matrix elements of the
interactions being implicitly antisymmetrised. They are also provided with respect to a
general m-body propagator, which arises from a generalisation of the perturbative expansion
[16, 26, 78]. For a general kth order in perturbation theory one can always express the
contributions that are produced from the time ordering operators as a diagram containing
2m external fermionic lines and k interaction vertices. These are all connected together via
oriented fermionic lines which arise as a result of the contraction between the creation and
annihilation operators,
i~g0αβ(tα − tβ) = 〈ΨA0 |T
[
cα(tα)c
†
β(tβ)
]
|ΨA0 〉 ≡ cα(tα)c†β(tβ), (A.1)
where the operators are defined in the interaction picture. Applying Wick theorem to the
diagrams produced in the perturbative expansion of the Green’s function results in the fol-
lowing set of laws for Feynman diagram construction.
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Rule 1: One starts by drawing all topologically distinct and connected diagrams. At kth
order these diagrams will include k vertices connected by m incoming and m outgoing ex-
ternal fermionic lines. Each one of these fermionic lines must be labelled using a directed
arrow. For every vertex that represents an n-body interaction there must be present an
equal number of n incoming and outgoing propagators. The external fermionic lines do not
need to be considered for interaction kernels, where one defines these simply as a collection
of interactions for a given class without the inclusion of the external Green’s function propa-
gator. For example, the irreducible self-energy is an interaction kernel that collects together
all one particle-irreducible diagrams as discussed in Chapter 2.
Rule 2: Oriented fermionic lines correspond directly to a Wick contraction, thus produc-
ing an unperturbed propagator as shown in Equation (A.1), i~g0αβ(ωi) [i~g0αβ(tα − tβ)]. In
the energy regime the energy carried by the propagator along its orientation is denoted by
ωi, whilst in the time formulation tα and tβ label the times of the vertices at the end and
beginning of the propagators respectively.
Rule 3: All fermionic lines that start and end at the same vertex are known as equal time
propagators and contribute ρ
(0)
αβ to the system. When only skeleton diagrams are considered
for the perturbative expansion, as is the case for the discussion in Chapter 2.2, the propa-
gator becomes that of the correlated one, gαβ(ω). This leads to a small addendum, where
the correlated one-body density matrix, ραβ, is applied instead of the unperturbed one-body
density matrix.
Rule 4: One now accounts for the interactions themselves. For each one-, two- and
three-body vertex include i~Uαβ, − i~Vαγ,βδ or − i~Wαγµ,βδν respectively. When considering the
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effective interactions of Equations (2.24) and (2.25), include instead − i~ U˜αβ and − i~ V˜αγ,βδ
[26].
Rule 5: For each closed Fermionic loop, F , include an additional (−1)F . One should
not include the propagator loops that are already accounted for by considering the density
matrices in Rule 3. This factor arises from the odd permutation operators required to create
a closed fermionic loop.
Rule 6: Diagrams that represent an m-body Green’s function propagator require an ad-
ditional − i~ . If instead considering an m-body interaction kernel without external fermionic
lines apply a factor of i~. This second case most notably applies to the irreducible self-energy.
Next, separate rules must be adhered to depending on the regime one is working with. In
the energy regime the next two rules read,
Rule 7 (energy): Each fermionic line is to be labelled with it’s corresponding energy, such
that the total incoming energy is equal to that of the outgoing energy at each interaction
vertex,
∑
i ω
in
i =
∑
i ω
out
i .
Rule 8 (energy): Sum over all internal quantum numbers and then proceed to integrate
over all remaining independent energies according to,
∫∞
−∞
dωi
2pi
, where the integrals each con-
tain an extra factor of 1
2pi
.
Alternatively, whilst operating in the time representation,
Rule 7 (time): One assigns a time to each interaction vertex, such that all fermionic lines
that connect to the same vertex will all share the same time, ti.
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Rule 8 (time): Sum over all internal quantum numbers and then proceed to integrate
over all internal times,
∫∞
−∞ dti.
Rule 9: Finally, for each group of n symmetric lines or symmetric group of lines, apply
a symmetry factor of Si =
1
n!
. More specifically, this means that the diagram needs to
multiplied by a factor that arises from the number of equivalent Wick contractions contained
within said diagram. This symmetry factor represents the order of the symmetry group for
a particular diagram. The general structure for this factor for each order of the perturbative
expansion can be expressed as,
S =
1
k!
1[
(2!)2
]q [
(3!)2
]k−q
 k
q
C = ∏
i
Si (A.2)
when only two- and three-body interactions are included [26, 78]. k again represents the
order of the expansion, whilst q is used to indicate the number of two-body vertices con-
tained within the diagram. By extension this implies that k− q is the number of three-body
vertices. The studies conducted in this thesis do not include one-body vertices beyond the
static irreducible self-energy so they are not included in this general structure. If one was to
include them the number of three-body vertices would be modified to k − q − u, where u is
the number of one-body vertices contained within the diagram. The quantity C defines the
number of unique contractions observed within the diagrams contained at order k and thus
describes the symmetry of these diagrams. Due to the complex nature of this quantity there
is no a priori set of rules that can be followed, and as such each diagram must be evaluated
on a case-by-case basis [150]. Three cases that are typically encountered when analysing
these types of diagrams are discussed below.
Equivalent lines: n identically orientated fermionic lines are equivalent if they begin at
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the same initial vertex and also terminate on the same final vertex.
Symmetric and interacting lines: n identically orientated fermionic lines that begin
at the same initial vertex and also terminate on the same final vertex, but link via another
interaction vertex to one or more fermionic line blocks. This factor is only present when the
diagram is invariant under permutation of the two blocks involved.
Equivalent groups of lines: This symmetry includes blocks of interacting lines that are
equivalent. That is they all begin at the same vertex and end at the same final vertex.
The first symmetry rule, that of equivalent lines, is the most common case observed
and applies for many of the diagrams covered in this thesis. An example is that of the
second order ADC diagram of Figure 2.5. This diagram contains two identically orientated
fermionic lines, and hence must include a factor of S = 1
2!
. Continuing to use this diagram
as an example, a full application of the rules outlined in this appendix gives the expression
Σ
(2)
αβ(ω) = −
1
2
∫
~dω1
2pii
∫
~dω2
2pii
∑
αβγδ
µνλε
V˜αγ,µδ gµν(ω + ω1 + ω2)gδε(−ω1)gλγ(ω2) V˜νε,βλ, (A.3)
for the second order interaction irreducible contribution to the self-energy in its energy
representation.
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Appendix B
Application of Interactions from
Chiral Effective Field Theory
This appendix will focus on deriving the complete expressions for the chiral effective field
theory potentials used throughout the thesis. First the nucleon-nucleon interaction is derived
and presented in a coupled partial wave basis, which provides a natural formalism to build the
interaction between single particle states and corresponds to the basis used in the codes built
by Machleidt and Entem which were utilised in these studies [151, 152]. Following this the
matrix elements of the three-nucleon interaction at next-to-next-to leading order (NNLO)
in chiral perturbation theory are presented [13]. At NNLO the diagrams included in the
three-nucleon expansion are the contact, one-pion exchange (OPE) and two-pion exchange
(TPE). These are highlighted in the first occupied panel of the three-nucleon interaction in
Figure 1.2.
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B.1 The Partial Wave Expansion of the Nucleon-Nucleon
Interaction
The partial wave expansion of the two-nucleon interaction arises naturally as the nuclear
force intrinsically couples into separate partial waves. If one can therefore find a relationship
between the single particle states of the infinite matter basis and the partial wave basis of
the nuclear interaction, then it is trivial to obtain the interaction matrix elements between
all single particle states. The construction of this expression begins by simply defining the
single particle momenta from the laboratory frame in terms of the relative centre of mass of
the system. Here q represents the relative momenta of the states and Q the centre of mass
in the system defined explicitly as,
q =
1
2
(kα − kβ) Q = kα + kβ, (B.1)
where kα and kβ are the single particle momentum states from the infinite matter basis.
When constructing the relation for the two-nucleon interaction between the partial wave
basis and the single particle basis the matrix elements are implicitly antisymmetrised in the
standard fashion [16],
|kα, szα , τzα ;kβ, szβ , τzβ〉A = |q,Q; szα , τzα , szβ , τzβ〉 − | − q,Q; szβ , τzβ , szα , τzα〉. (B.2)
This expression represents the starting point for the following derivation where one starts
from two single particle states, α and β, and couples them together to create the relative
centre of mass state. From here the relation is completed by implementing definitions of
spherical harmonics, applying Clebsch-Gordan coefficients and finally introducing the two-
nucleon interaction and applying conservation laws specific to nuclear physics. Note, above
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and from here onward the spin, sα, and isospin, tα, of the single particle states will not be
specified as in nucleonic matter these are always 1/2. Only the projections of these states
will be included as these coupled together and are crucial to the interaction.
Next, one can start by coupling together the spin projections of the single particle states,
szα and szβ , followed by an identical coupling of the isospin projections, τzα and τzβ . Applying
the rules of Clebsch-Gordan coefficients and coupling the spin states first followed by the
isospin states the relation can explicitly be shown to become,
|kα, szα , τzα ;kβ, szβ , τzβ〉A =
∑
SαβMSαβ
[ (sαszα , sβszβ |SαβMSαβ)|q,Q, Sαβ,MSαβ ; τzα , τzβ〉
− (sβszβ , sαszα|SαβMSαβ)| − q,Q, Sαβ,MSαβ ; τzβ , τzα〉 ] ,
(B.3)
|kα,szα , τzα ;kβ, szβ , τzβ〉A =
∑
SαβMSαβ
∑
TαβMTαβ
[ (sαszα , sβszβ |SαβMSαβ)(τατzα , τβτzβ |TαβMTαβ)|q,Q, Sαβ,MSαβ , Tαβ,MTαβ〉
− (sβszβ , sαszα|SαβMSαβ)(τβτzβ , τατzα|TαβMTαβ)| − q,Q, Sαβ,MSαβ , Tαβ,MTαβ〉 ] .
(B.4)
Going forward Sαβ and Tαβ will be used to represent the two-particle coupled spin and isospin
respectively, while MSαβ and MTαβ are the projections of these states. In addition to this
coupling of states one can decouple the relative momentum wave vector, q, in to its absolute
magnitude, q, and a directional component, qˆ, via a partial wave expansion [113],
|q〉 =
∞∑
L=0
L∑
ML=−L
Y ∗LML(qˆ)|qLML〉, (B.5)
where Y ∗LML(qˆ) is the complex conjugate of the spherical harmonic expansion of order L. The
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orientation of the directional vector, qˆ, being a purely angular quantity is often expressed
as q(θq, φq). Applying the partial wave expansion of the relative momentum wave vector to
the expression obtained in Equation (B.4) yields,
|kα, szα , τzα ;kβ, szβ , τzβ〉A =
∑
LαβMLαβ
∑
SαβMSαβ
∑
TαβMTαβ
|q,Q, Lαβ,MLαβ , Sαβ,MSαβ , Tαβ,MTαβ〉
(sαszα , sβszβ |SαβMSαβ)(τατzα , τβτzβ |TαβMTαβ)Y ∗LαβMLαβ (qˆ)
− (sβszβ , sαszα|SαβMSαβ)(τβτzβ , τατzα |TαβMTαβ)Y ∗LαβMLαβ (−qˆ).
(B.6)
This equation can then be simplified using the symmetry properties associated with spherical
harmonics and Clebsch-Gordan coefficients [153],
Y ∗LML(qˆ) = (−1)LY ∗LML(−qˆ), (B.7)
(sαszα , sβszβ |SαβMSαβ) = (−1)Sαβ−sα−sβ(sβszβ , sαszα|SαβMSαβ), (B.8)
(τατzα , τβτzβ |TαβMTαβ) = (−1)Tαβ−τα−τβ(τβτzβ , τατzα|TαβMTαβ). (B.9)
The application of these symmetries leads to a singular expression for the single particle
basis in terms of a coupled partial wave basis,
|kα, szα , τzα ;kβ, szβ , τzβ〉A =
∑
LαβMLαβ
∑
SαβMSαβ
∑
TαβMTαβ
[1− (−1)Lαβ+Sαβ+Tαβ ]
(sαszα , sβszβ |SαβMSαβ)(τατzα , τβτzβ |TαβMTαβ)Y ∗LαβMLαβ (qˆ)
|q,Q, Lαβ,MLαβ , Sαβ,MSαβ , Tαβ,MTαβ〉.
(B.10)
This relation has been further reduced in complexity as when considering nucleons, sα +
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sβ = τα + τβ = 1, must always remain true. The final step before introducing the two-
nucleon interaction is to couple together the spin term, Sαβ, and the angular momentum
quantum number, Lαβ, which came from the partial wave decomposition, to give the total
angular momentum quantum number, J , and its projection, MJ . This is crucial for the
partial wave basis as the total angular momenta quantum number is conserved by the two-
nucleon interaction and is used to separate partial wave states. Building the Clebsch-Gordan
coefficients as above one obtains the final expression for the partial wave basis in terms of
the single particle basis of infinite matter,
|kα, szα , τzα ;kβ, szβ , τzβ〉A =
∑
JαβMJαβ
∑
LαβMLαβ
∑
SαβMSαβ
∑
TαβMTαβ
[ 1− (−1)Lαβ+Sαβ+Tαβ ] (sαszα , sβszβ |SαβMSαβ)(τατzα , τβτzβ |TαβMTαβ)
(SαβMSαβ , LαβMLαβ |JαβMJαβ)Y ∗LαβMLαβ (qˆ)|q,Q, Jαβ(Lαβ, Sαβ),MJαβ , Tαβ,MTαβ〉.
(B.11)
With this final expression one can now trivially introduce the two-nucleon interaction
built in a partial wave basis and compute the matrix elements between any set of single
particle states in the infinite matter basis. Some simplifications to the resulting expression
can be made as for the nuclear interaction one knows that the total angular momentum,
Jαβ, its projection, MJαβ , the two-particle coupled spin, Sαβ, and isospin, Tαβ, and finally
the coupled third component of isospin, MTαβ set of quantum numbers must all be conserved
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[154]. Applying the above physical constraints one obtains,
〈kα, szα , τzα ;kβ, szβ , τzβ |Vˆ |kγ , szγ , τzγ ;kδ, szδ , τzδ〉A =
1
2
∑
JMJ
∑
LαβMLαβ
∑
SMSαβ
∑
TMT
∑
LδγMLδγ
∑
MSδγ
[1− (−1)Lαβ+S+T ][1− (−1)Lδγ+S+T ]
(sαszα , sβszβ |SMSαβ)(sγszγ , sδszδ |SMSδγ )(τατzα , τβτzβ |TMT )(τγτzγ , τδτzδ |TMT )
(SMSαβ , LαβMLαβ |JMJ)(SMSδγ , LδγMLδγ |JMJ)YLαβMLαβ (qˆ)Y ∗LδγMLδγ (qˆ
′)
〈q,Q, J(Lαβ, S),MJ , T,MT |Vˆ |q′,Q, J(Lδγ, S),MJ , T,MT 〉.
(B.12)
An additional factor of, 1/2, has been introduced as both wavefunctions are antisymmetrised
such that,
〈kα, szα , τzα ;kβ, szβ , τzβ |Vˆ |kγ , szγ , τzγ ;kδ, szδ , τzδ〉A =
1
2
A〈kα, szα , τzα ;kβ, szβ , τzβ |Vˆ |kγ , szγ , τzγ ;kδ, szδ , τzδ〉A.
(B.13)
Finally, if one considers the projections of the coupled quantum numbers of the system they
will observe that only certain permutations can exist. These consist of,
MLαβ = MJ −MSαβ ,
MLδγ = MJ −MSδγ ,
MSαβ = szα + szβ ,
MSδγ = szγ + szδ ,
MT = τzα + τzβ ,
MT = τzγ + τzδ .
(B.14)
An application of these constraints to the projection of angular momentum, spin and isospin
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leads to the final relation,
〈kα, szα , τzα ;kβ, szβ , τzβ |Vˆ |kγ , szγ , τzγ ;kδ, szδ , τzδ〉A =
1
2
∑
JMJ
∑
LαβLδγ
∑
ST
[1− (−1)Lαβ+S+T ][1− (−1)Lδγ+S+T ](sαszα , sβszβ |SMSαβ)(sγszγ , sδszδ |SMSδγ )
(τατzα , τβτzβ |TMT )(τγτzγ , τδτzδ |TMT )(SMSαβ , LαβMLαβ |JMJ)(SMSδγ , LδγMLδγ |JMJ)
YLαβMLαβ (qˆ)Y
∗
LδγMLδγ
(qˆ′)〈q,Q, J(Lαβ, S),MJ , T,MT |Vˆ |q′,Q, J(Lδγ, S),MJ , T,MT 〉,
(B.15)
The initial factors present on the partial wave basis, [1 − (−1)Lαβ+S+T ][1 − (−1)Lδγ+S+T ],
apply all the restrictions from the antisymmetrisation of the wavefunction and amount to
a selection rule for the partial wave expansion where only odd partial waves, that is L +
S + T = odd, contribute to the two-nucleon interaction [113]. One should be aware that
the transformations and final relation presented here are performed for the matrix elements
in the infinite thermodynamic limit. Given that this interaction will be applied to a finite
system of particles utilising periodic boundary conditions an additional factor of, (2pi/L)3,
must be included [155].
B.2 Matrix Elements Of The Three-Nucleon
Interaction
The matrix elements of the three-nucleon interaction have been derived directly in terms
of the single particle basis used in the infinite matter calculations. The individual derivations
for each diagram will be explicitly shown later in this appendix. Without the need to derive a
relation to the relative centre of mass basis, as was done for the two-nucleon interaction, the
construction of the matrix elements is one step simpler. It is however beneficial to quickly
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apply this relation to a general expression for the three-nucleon interaction to highlight key
properties that can be utilised when performing the derivation of the individual diagrams.
Hence, one begins with the general expression for a three-nucleon interaction that is local in
coordinate space,
〈kα, szα , τzα ;kβ, szβ , τzβ ;kγ , szγ , τzγ |Wˆ |kδ, szδ , τzδ ;kε, szε , τzε ;kλ, szλ , τzλ〉A =
∑
σ1τ1
∑
σ2τ2
∑
σ3τ3∫ L
0
dr1
∫ L
0
dr2
∫ L
0
dr3 φ
∗
α(r1)φ
∗
β(r2)φ
∗
γ(r3)Wˆ (r1, r2, r3)φδ(r1)φε(r2)φλ(r3),
(B.16)
where ri represents the position of particle i. φα(ri) is the wavefunction of particle confined
to the infinite box at position ri. These wavefunctions are normalised plane waves that
are obtained by solving the schro¨dinger equation for an infinite matter basis with periodic
boundary conditions,
φα(ri) =
1√
L3
eikα·riχ1/2sα (σ)χtα(τ), (B.17)
where χ
1/2
sα (σ) and χtα(τ) represent the spin and isospin matrix elements of this wavefunction
respectively. With this general expression for the three-nucleon interaction one can proceed
in finding a relation with respect to the Jacobi coordinate system. In this particular system
one finds that the interaction is invariant under translation, such that it does not depend
on the centre of mass coordinates and has translational invariance. Reiterating the relative
centre of mass coordinate system but extended for three-particles,
r = r1 − r2 q = 1
2
(kα − kβ)
s = r3 − r1 + r2
2
p =
2
3
(
kγ − kα + kβ
2
)
(B.18)
R =
r1 + r2 + r3
3
Q = kα + kβ + kγ .
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The Jacobian of transformation for both the position, |Jr|, and the momenta, |Jq|, of this
translation is 1. Inserting Equation (B.17) for the normalised wavefunctions and performing
the transformation to a relative centre of mass basis the matrix elements of a general three-
nucleon interaction can be expressed as,
〈kα, szα , τzα ;kβ, szβ , τzβ ;kγ , szγ , τzγ |Wˆ |kδ, szδ , τzδ ;kε, szε , τzε ;kλ, szλ , τzλ〉A =∑
σ1τ1
∑
σ2τ2
∑
σ3τ3
1
V 3
∫ L
0
dr
∫ L
0
ds
∫ L
0
dR |Jr| ei(Q′−Q)·Rei(p′−p)·sei(q′−q)·r
χ1/2
sα (σ1)
χ
tα(τ1)χ
1/2
sβ
(σ2)χtβ(τ2)χ
1/2
sγ (σ3)
χ
tγ (τ3)Wˆ (s, r)χ
1/2
sδ
(σ1)χtδ(τ1)χ
1/2
sε (σ2)
χ
tε(τ2)χ
1/2
sλ
(σ3)χtλ(τ3).
(B.19)
The structure of this expression shows that the three-nucleon interaction, Wˆ (s, r), is transla-
tional invariant as there is no dependence on the centre of mass in the interaction. Therefore,
the integral over the centre of mass terms, 1
V
∫ L
0
dRei(Q
′−Q)·R, is reduced to a delta func-
tion. This gives a final expression for a general local three-nucleon interaction in Jacobi
coordinates as,
〈kα, szα , τzα ;kβ, szβ , τzβ ;kγ , szγ , τzγ |Wˆ |kδ, szδ , τzδ ;kε, szε , τzε ;kλ, szλ , τzλ〉A =∑
στ
1
V 2
δ(Q′ −Q)
∫
dr
∫
ds ei(p
′−p)·sei(q
′−q)·r
χ1/2
sα (σ)
χ
tα(τ)χ
1/2
sβ
(σ)χtβ(τ)χ
1/2
sγ (σ)
χ
tγ (τ) Wˆ (s, r) χ
1/2
sδ
(σ)χtδ(τ)χ
1/2
sε (σ)
χ
tε(τ)χ
1/2
sλ
(σ)χtλ(τ).
(B.20)
The main reason to highlight this transformation is to show that the total momentum of
the system, Q, is conserved by the three-nucleon interaction. The generalised three-nucleon
many-body state used in here and in future discussions is implicitly antisymmetrised accord-
ing to,
Aˆ123|kδ, szδ , τzδ ;kε, szε , τzε ;kλ, szλ , τzλ〉 =(1− P12)(1− P13 − P23)
|kδ, szδ , τzδ ;kε, szε , τzε ;kλ, szλ , τzλ〉,
(B.21)
145
where Pij is the exchange operator for the momenta, spin and isospin of particles i and j.
I.e. P12 exchanges all of these quantum numbers for particles 1 and 2 in the three-nucleon
wavefunction.
B.2.1 The Contact Interaction
The simplest of the three-nucleon interaction diagrams to consider at next-to-next-to-
leading order is the contact term. It has a very simple general structure,
WˆContact =
3∑
i<j=1
cE
2F 4piΛχ
τ i · τ j
=
cE
F 4piΛχ
(τ 1 · τ 2 + τ 2 · τ 3 + τ 1 · τ 3) ,
(B.22)
where cE is a low energy constant (LEC) that arises in the chiral Lagrangian for the three-
nucleon interaction at NNLO. Ideally one would like to compute these LECs from LQCD
simulations but this is not currently feasible, and instead the LECs are fit to low energy
observables from direct experimental three-nucleon data [13, 152]. Fpi is the weak pion
decay constant of 92.4 MeV and Λχ the chiral symmetry breaking scale of the order of the
ρ meson mass, taken to be 700 MeV. Applying the contact term to the general expression
for the three-nucleon interaction seen at the start of the previous section and implementing
the conservation properties of this interaction, one obtains the starting expression for the
contact interaction when applied to the single particle states of the infinite matter basis,
〈kα, szα , τzα ;kβ, szβ , τzβ ;kγ , szγ , τzγ |Wˆ |kδ, szδ , τzδ ;kε, szε , τzε ;kλ, szλ , τzλ〉A =
1
V 2
cE
F 4piΛχ
δQ′,Q
〈τzα , szα , τzβ , szβ , τzγ , szγ | (τ 1 · τ 2 + τ 2 · τ 3 + τ 1 · τ 3) |τzδ , szδ , τzε , szε , τzλ , szλ〉A.
(B.23)
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The application of the following derivation is identical for all three terms in the contact
interaction as they all have the same basic structure. As such the remainder of this section
will only derive the matrix elements for the first term of Equation (B.23), (τ 1 · τ 2). The
procedure can then be repeated for the other two terms to obtain a complete derivation for
the matrix elements of the three-nucleon interaction contact term. One can begin by sepa-
rating the operators and components of the wavefunctions that are constructed of different
quantum numbers. This is possible because, in the example the spin and isospin opera-
tors, act independently on separate parts of the wavefunction. Hence, the antisymmetrised
wavefunction can be decomposed and expressed as,
〈kα, szα , τzα ;kβ, szβ , τzβ ;kγ , szγ , τzγ |Wˆτ12|kδ, szδ , τzδ ;kε, szε , τzε ;kλ, szλ , τzλ〉A =
1
V 2
cE
F 4piΛχ
δQ′,Q [ δszα ,szδ δszβ ,szεδszγ ,szλδτzγ ,τzλ 〈τzα , τzβ |τ 1 · τ 2|τzδ , τzε〉
− δszα ,szεδszβ ,szδ δszγ ,szλδτzγ ,τzλ 〈τzα , τzβ |τ 1 · τ 2|τzε , τzδ〉
+ δszα ,szεδszβ ,szλδszγ ,szδ δτzγ ,τzλ 〈τzα , τzβ |τ 1 · τ 2|τzε , τzλ〉
− δszα ,szλδszβ ,szεδszγ ,szδ δτzγ ,τzλ 〈τzα , τzβ |τ 1 · τ 2|τzλ , τzε〉
+ δszα ,szλδszβ ,szδ δszγ ,szεδτzγ ,τzλ 〈τzα , τzβ |τ 1 · τ 2|τzλ , τzδ〉
− δszα ,szδ δszβ ,szλδszγ ,szεδτzγ ,τzλ 〈τzα , τzβ |τ 1 · τ 2|τzδ , τzλ〉 ] .
(B.24)
The isospin exchange operators of this term have the structure,
P τij =
1
2
(1 + τ i · τ j) , (B.25)
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which allows the contact term to simply be rewritten as,
〈kα, szα , τzα ;kβ, szβ , τzβ ;kγ , szγ , τzγ |Wˆτ12|kδ, szδ , τzδ ;kε, szε , τzε ;kλ, szλ , τzλ〉A =
1
V 2
cE
F 4piΛχ
δQ′,Q [ δszα ,szδ δszβ ,szεδszγ ,szλδτzγ ,τzλ 〈τzα , τzβ |2P τ12 − 1|τzδ , τzε〉
− δszα ,szεδszβ ,szδ δszγ ,szλδτzγ ,τzλ 〈τzα , τzβ |2P τ12 − 1|τzε , τzδ〉
+ δszα ,szεδszβ ,szλδszγ ,szδ δτzγ ,τzλ 〈τzα , τzβ |2P τ12 − 1|τzε , τzλ〉
− δszα ,szλδszβ ,szεδszγ ,szδ δτzγ ,τzλ 〈τzα , τzβ |2P τ12 − 1|τzλ , τzε〉
+ δszα ,szλδszβ ,szδ δszγ ,szεδτzγ ,τzλ 〈τzα , τzβ |2P τ12 − 1|τzλ , τzδ〉
− δszα ,szδ δszβ ,szλδszγ ,szεδτzγ ,τzλ 〈τzα , τzβ |2P τ12 − 1|τzδ , τzλ〉 ] .
(B.26)
Finally, simply applying the properties of the isospin exchange operator leads one to obtain
the matrix elements for the first term in the contact interaction,
〈kα, szα , τzα ;kβ, szβ , τzβ ;kγ , szγ , τzγ |Wˆτ12 |kδ, szδ , τzδ ;kε, szε , τzε ;kλ, szλ , τzλ〉A =
1
V 2
cE
F 4piΛχ
δQ′,Q [ δszα ,szδ δszβ ,szεδszγ ,szλ
(
2δτzα ,τzεδτzβ ,τzδ δτzγ ,τzλ − δτzα ,τzδ δτzβ ,τzεδτzγ ,τzλ
)
− δszα ,szεδszβ ,szδ δszγ ,szλ
(
2δτzα ,τzδ δτzβ ,τzεδτzγ ,τzλ − δτzα ,τzεδτzβ ,τzδ δτzγ ,τzλ
)
+ δszα ,szεδszβ ,szλδszγ ,szδ
(
2δτzα ,τzλδτzβ ,τzεδτzγ ,τzδ − δτzα ,τzεδτzβ ,τzλδτzγ ,τzδ
)
− δszα ,szλδszβ ,szεδszγ ,szδ
(
2δτzα ,τzεδτzβ ,τzλδτzγ ,τzδ − δτzα ,τzλδτzβ ,τzεδτzγ ,τzδ
)
+ δszα ,szλδszβ ,szδ δszγ ,szε
(
2δτzα ,τzδ δτzβ ,τzλδτzγ ,τzε − δτzα ,τzλδτzβ ,τzδ δτzγ ,τzε
)
− δszα ,szδ δszβ ,szλδszγ ,szε
(
2δτzα ,τzλδτzβ ,τzδ δτzγ ,τzε − δτzα ,τzδ δτzβ ,τzλδτzγ ,τzε
)
] .
(B.27)
As stated before the derivation, this procedure can be repeated for the two other isospin
terms, (τ 2 · τ 3) and (τ 1 · τ 3), to give almost identical expressions. The full set of matrix
elements for the contact interaction are gained when all these contributions are calculated.
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Explicitly deriving these terms gives,
〈kα, szα , τzα ;kβ, szβ , τzβ ;kγ , szγ , τzγ |Wˆ |kδ, szδ , τzδ ;kε, szε , τzε ;kλ, szλ , τzλ〉A =
1
V 2
cE
F 4piΛχ
δQ′,Q
[ δszα ,szδ δszβ ,szεδszγ ,szλ ( 2δτzα ,τzεδτzβ ,τzδ δτzγ ,τzλ + 2δτzα ,τzδ δτzβ ,τzλδτzγ ,τzε
+ 2δτzα ,τzλδτzβ ,τzεδτzγ ,τzδ − 3δτzα ,τzδ δτzβ ,τzεδτzγ ,τzλ )
− δszα ,szεδszβ ,szδ δszγ ,szλ ( 2δτzα ,τzδ δτzβ ,τzεδτzγ ,τzλ + 2δτzα ,τzεδτzβ ,τzλδτzγ ,τzδ
+ 2δτzα ,τzλδτzβ ,τzδ δτzγ ,τzε − 3δτzα ,τzεδτzβ ,τzδ δτzγ ,τzλ )
+ δszα ,szεδszβ ,szλδszγ ,szδ ( 2δτzα ,τzλδτzβ ,τzεδτzγ ,τzδ + 2δτzα ,τzεδτzβ ,τzδ δτzγ ,τzλ
+ 2δτzα ,τzδ δτzβ ,τzλδτzγ ,τzε − 3δτzα ,τzεδτzβ ,τzλδτzγ ,τzδ )
− δszα ,szλδszβ ,szεδszγ ,szδ ( 2δτzα ,τzεδτzβ ,τzλδτzγ ,τzδ + 2δτzα ,τzλδτzβ ,τzδ δτzγ ,τzε
+ 2δτzα ,τzδ δτzβ ,τzεδτzγ ,τzλ − 3δτzα ,τzλδτzβ ,τzεδτzγ ,τzδ )
+ δszα ,szλδszβ ,szδ δszγ ,szε ( 2δτzα ,τzδ δτzβ ,τzλδτzγ ,τzε + 2δτzα ,τzλδτzβ ,τzεδτzγ ,τzδ
+ 2δτzα ,τzεδτzβ ,τzδ δτzγ ,τzλ − 3δτzα ,τzλδτzβ ,τzδ δτzγ ,τzε )
− δszα ,szδ δszβ ,szλδszγ ,szε ( 2δτzα ,τzλδτzβ ,τzδ δτzγ ,τzε + 2δτzα ,τzδ δτzβ ,τzεδτzγ ,τzλ
+ 2δτzα ,τzεδτzβ ,τzλδτzγ ,τzδ − 3δτzα ,τzδ δτzβ ,τzλδτzγ ,τzε ) ] .
(B.28)
It has be shown that this analytical expression vanishes when performing neutron matter
calculations with a non-local regulator or without a regulator because three-neutrons can
not interact in relative S-wave states due to the Pauli exclusion principle [9]. This is however
may not the case when applying other types of regulator. In the case of calculating only the
mean-field contribution from the Hartree-Fock approximation for symmetric nuclear matter,
one will obtain the constant contribution [10],
Econtact
A
= −5.5cE
(
ρ
ρ0
)2
MeV. (B.29)
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This expression makes for a good benchmark when implementing these derivations to code
and allows one to easily observe the effects of the LEC from the contact term.
B.2.2 The One Pion Exchange
The second diagram contributing to the NNLO expansion of the three-nucleon interaction
is the one-pion exchange,
WˆOPE = −
3∑
i 6=j 6=k=1
cDgA
8F 4piΛχ
σj · qj
q2j +m
2
pi
(τ i · τ j)(σi · qj). (B.30)
cD is the other LEC that arises from the chiral Lagrangian at NNLO for the three-nucleon
interaction, and similarly to cE, is usually determined from three-body experimental data. It
can be obtained using three-nucleon systems or considering larger momenta transfer in pion
production for nucleon-nucleon collisions [13, 156]. gA = 1.29 is the axial-vector coupling
component, qi and qj represent the momenta transfer between particles i and j respectively.
Expanding and explicitly writing all the terms that are to be considered for the general
expression of the one-pion exchange gives,
WˆOPE = − cDgA
8F 4piΛχ
[
(τ 1 · τ 2)
(
σ1 · q1
q21 +m
2
pi
(σ2 · q1) +
σ2 · q2
q22 +m
2
pi
(σ1 · q2)
)
(τ 2 · τ 3)
(
σ3 · q3
q23 +m
2
pi
(σ2 · q3) +
σ2 · q2
q22 +m
2
pi
(σ3 · q2)
)
(τ 1 · τ 3)
(
σ3 · q3
q23 +m
2
pi
(σ1 · q3) +
σ1 · q1
q21 +m
2
pi
(σ3 · q1)
)]
.
(B.31)
Like the contact term previously, the one-pion exchange is local in both coordinate and mo-
mentum space. A regrouping of terms in the one-pion exchange allows one to separate the
isospin and spin operators as they act on different components of the three-nucleon wavefunc-
tion. The operators constructed of purely isospin terms like, (τ 1 · τ 2), are identical to those
derived for the contact term, and as such the results in Equation (B.27) can be directly ap-
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plied to the derivation of the one-pion exchange. With this realisation the isospin operators
are trivialised, and so the remainder of this section will focus on the coupled spin-momenta
operators. One can begin this process by expanding these terms through application of the
algebraic dot product definition, such that the two general terms in Equation (B.30) can be
written as,
σj · qj =
∑
n
σnj · qnj = σxj qxj + σyj qyj + σzj qzj , (B.32)
σi · qj =
∑
n
σni · qnj = σxi qxj + σyi qyj + σzi qzj , (B.33)
where n defines a sum over the Cartesian components of the operators acting on particles i
and j. When the spin operators act upon the single particle basis states they produce the
matrix elements,
〈szα |σx|szβ〉 = δszα ,−szβ , (B.34)
〈szα |σy|szβ〉 = −iszαδszα ,−szβ , (B.35)
〈szα |σz|szβ〉 = szαδszα ,szβ , (B.36)
where the eigenvalues can take on the values, sz = ±1. With these definitions it is possible
to write a general expansion for the spin-momenta operators,
(σj · qj)(σi · qj) = [ δszj ,−szj′ δszi ,−szi′ (qjxq
x
j − sziszjqyj qyj ) + δszj ,−szj′ δszi ,szi′ sziq
x
j q
z
j
+ δszj ,szj′ δszi ,−szi′ szjq
x
j q
z
j + δszj ,szj′ δszi ,szi′ sziszjq
z
j q
z
j )
− i ( δszj ,−szj′ δszi ,−szi′ (sziq
x
j q
y
j + szjq
x
j q
y
j )
+ δszj ,−szj′ δszi ,szi′ sziszjq
y
j q
z
j + δszj ,szj′ δszi ,−szi′ sziszjq
y
j q
z
j ) ] .
(B.37)
In this expansion the indices, (i, j), are written to act on the conjugated part of the
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wavefunction (the bra in Dirac notation), 〈kα, szα ;kβ, szβ ;kγ , szγ |, while the other indices,
(i′, j′), apply to the wavefunction (the ket of Dirac notation), |kδ, szδ ;kε, szε ;kλ, szλ〉A. This
expression has explicitly been left as general as possible with the indices corresponding to
a combination of (1, 2, 3). Applying this general expansion of the spin-momenta operators
to the first term in the one-pion exchange, σ1·q1
q21+m
2
pi
(σ2 · q1), and using an antisymmetrised
three-nucleon wavefunction one obtains,
〈kα, szα ;kβ, szβ ;kγ , szγ |
σ1 · q1
q21 +m
2
pi
(σ2 · q1)|kδ, szδ ;kε, szε ;kλ, szλ〉A =
δszγ ,szλ
q2αδ +m
2
pi
[ δszα ,−szδ δszβ ,−szε (q
x
αδq
x
αδ − szβszαqyαδqyαδ) + δszα ,−szδ δszβ ,szεszβqxαδqzαδ
+ δszα ,szδ δszβ ,−szεszαq
x
αδq
z
αδ + δszα ,szδ δszβ ,szεszβszαq
z
αδq
z
αδ
− i ( δszα ,−szδ δszβ ,−szε (szβqxαδq
y
αδ + szαq
x
αδq
y
αδ)
− δszα ,−szδ δszβ ,szεszβszαq
y
αδq
z
αδ + δszα ,szδ δszβ ,−szεszβszαq
y
αδq
z
αδ ) ]
− δszγ ,szλ
q2αε +m
2
pi
[ δszα ,−szεδszβ ,−szδ (q
x
αεq
x
αε − szβszαqyαεqyαε) + δszα ,−szεδszβ ,szδ szβqxαεqzαε
+ δszα ,szεδszβ ,−szδ szαq
x
αεq
z
αε + δszα ,szεδszβ ,szδ szβszαq
z
αεq
z
αε
− i ( δszα ,−szεδszβ ,−szδ (szβqxαεqyαε + szαqxαεqyαε)
− δszα ,−szεδszβ ,szδ szβszαqyαεqzαε + δszα ,szεδszβ ,−szδ szβszαqyαεqzαε ) ]
+
δszγ ,szδ
q2αε +m
2
pi
[ δszα ,−szεδszβ ,−szλ (q
x
αεq
x
αε − szβszαqyαεqyαε) + δszα ,−szεδszβ ,szλszβqxαεqzαε
+ δszα ,szεδszβ ,−szλszαq
x
αεq
z
αε + δszα ,szεδszβ ,szλszβszαq
z
αεq
z
αε
− i ( δszα ,−szεδszβ ,−szλ (szβqxαεqyαε + szαqxαεqyαε)
− δszα ,−szεδszβ ,szλszβszαqyαεqzαε + δszα ,szεδszβ ,−szλszβszαqyαεqzαε ) ]
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− δszγ ,szδ
q2αλ +m
2
pi
[ δszα ,−szλδszβ ,−szε (q
x
αλq
x
αλ − szβszαqyαλqyαλ) + δszα ,−szλδszβ ,szεszβqxαλqzαλ
+ δszα ,szλδszβ ,−szεszαq
x
αλq
z
αλ + δszα ,szλδszβ ,szεszβszαq
z
αλq
z
αλ
− i ( δszα ,−szλδszβ ,−szε (szβqxαλq
y
αλ + szαq
x
αλq
y
αλ)
− δszα ,−szλδszβ ,szεszβszαq
y
αλq
z
αλ + δszα ,szλδszβ ,−szεszβszαq
y
αλq
z
αλ ) ]
+
δszγ ,szε
q2αλ +m
2
pi
[ δszα ,−szλδszβ ,−szδ (q
x
αλq
x
αλ − szβszαqyαλqyαλ) + δszα ,−szλδszβ ,szδ szβqxαλqzαλ
+ δszα ,szλδszβ ,−szδ szαq
x
αλq
z
αλ + δszα ,szλδszβ ,szδ szβszαq
z
αλq
z
αλ
− i ( δszα ,−szλδszβ ,−szδ (szβqxαλq
y
αλ + szαq
x
αλq
y
αλ)
− δszα ,−szλδszβ ,szδ szβszαq
y
αλq
z
αλ + δszα ,szλδszβ ,−szδ szβszαq
y
αλq
z
αλ ) ]
− δszγ ,szε
q2αδ +m
2
pi
[ δszα ,−szδ δszβ ,−szλ (q
x
αδq
x
αδ − szβszαqyαδqyαδ) + δszα ,−szδ δszβ ,szλszβqxαδqzαδ
+ δszα ,szδ δszβ ,−szλszαq
x
αδq
z
αδ + δszα ,szδ δszβ ,szλszβszαq
z
αδq
z
αδ
− i ( δszα ,−szδ δszβ ,−szλ (szβqxαδq
y
αδ + szαq
x
αδq
y
αδ)
− δszα ,−szδ δszβ ,szλszβszαq
y
αδq
z
αδ + δszα ,szδ δszβ ,−szλszβszαq
y
αδq
z
αδ ) ] .
(B.38)
Again, as in the derivation of the matrix elements for the contact term, the remaining five
separate components of the one-pion exchange will have a similar structure to the first term.
The process can be repeated and applied to these other terms to obtain the full set of matrix
elements for the one-pion exchange. If one chooses to do this, they must remember to include
the different isospin factors that will arise in front of each set of these terms. This isospin
term has not been included in Equation (B.38), but is simply a reimplementation of the
derivation shown for the contact interaction. Leaving the OPE factorised in this way make
it very simply to apply either a local or non-local regulator to the three-nucleon interaction
matrix elements. If one proceeds down this route they will find that that the computed
matrix elements have no imaginary structure as these terms cancel and one is left with a
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purely real expression. Applications of different regulators will be discussed later.
B.2.3 The Two Pion Exchange
The last diagram included at NNLO for the three-nucleon interaction is the two-pion
exchange,
WˆTPE =
3∑
i 6=j 6=k=1
g2A
8F 4pi
(σi · qi)(σj · qj)
(q2i +m
2
pi)(q
2
j +m
2
pi)
Fαβijk τ
α
i τ
β
j . (B.39)
This term has a very similar structure to that of the one-pion exchange, but with an addi-
tional complexity in the inclusion of the quantity, Fαβijk ,
Fαβijk = δα,β(−4m2pic1 + 2c3qi · qj) +
∑
γ
c4
αβγτ γkσk · (qi × qj), (B.40)
where c1, c3 and c4 are LECs from the nucleon-nucleon chiral Lagrangian. These LECs have
therefore already been fit to two-nucleon scattering data when this series was expanded. The
two-pion exchange, like the two other diagrams preceding it, is local in both coordinate and
momentum space, however, unlike the contact and one-pion exchange terms there was found
no way to elegantly restructure this term when performing the study. As all of the other
components in the two-pion exchange have been considered and dealt with in the derivation
of the one-pion exchange, the remainder of this appendix will focus on expanding the new
quantity, Fαβijk , and its associated isospin terms, τ
α
i and τ
β
j . An initial expansion over the
Cartesian components of this term gives,
F xxijkτ
x
i τ
x
j +F
yy
ijkτ
y
i τ
y
j +F
zz
ijkτ
z
i τ
z
j +F
xy
ijkτ
x
i τ
y
j +F
xz
ijkτ
x
i τ
z
j +F
yz
ijkτ
y
i τ
z
j +F
yx
ijkτ
y
i τ
x
j +F
zx
ijkτ
z
i τ
x
j +F
zy
ijkτ
z
i τ
y
j .
(B.41)
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The terms in this expansion can be broken down in to two types, those that are diagonal in
Fαβijk and those that are not. Starting by considering the diagonal terms, a simple application
of the quantity, Fαβijk , yields,
F xxijkτ
x
i τ
x
j + F
yy
ijkτ
y
i τ
y
j + F
zz
ijkτ
z
i τ
z
j = (2c3qi · qj − 4m2pic1)δtzi ,−tzi′ δtzj ,−tzj′
+ (4m2pic1 − 2c3qi · qj)tzitzjδtzi ,−tzi′ δtzj ,−tzj′ + (2c3qi · qj − 4m
2
pic1)tzitzjδtzi ,tzi′ δtzj ,tzj′
(B.42)
where the isospin operators follow the same rules as those seen for the spin operators in
Equations (B.34)-(B.36). When computing the off-diagonal contributions the most complex
component to consider is, σk · (qi × qj), so one can begin by expanding this accordingly,
σk · (qi × qj) = (qxij − iszkqyij)δszk ,−szk′ + szkq
z
ijδszk ,szk′ . (B.43)
Here the notation, qαij, has α representing the x, y and z components of the resulting mo-
mentum cross product, qij, between the vectors qi and qj. Next, one can recognise that the
Levi-Civita symbol, αβγ, limits the permutations that can arise from the sum over γ. In
fact it restricts it so that there are only six off-diagonal contributions,
F xyijkτ
x
i τ
y
j + F
xz
ijkτ
x
i τ
z
j + F
yz
ijkτ
y
i τ
z
j + F
yx
ijkτ
y
i τ
x
j + F
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ijkτ
z
i τ
x
j + F
zy
ijkτ
z
i τ
y
j =
− ic4tjtkδtzi ,−tzi′ δtzj ,−tzj′ δtzk ,tzk′ (q
x
ijδszk ,−szk′ − iq
y
ijskδszk ,−szk′ + q
z
ijskδszk ,szk′ )
+ ic4tjtkδtzi ,−tzi′ δtzj ,tzj′ δtzk ,−tzk′ (q
x
ijδszk ,−szk′ − iq
y
ijskδszk ,−szk′ + q
z
ijskδszk ,szk′ )
− ic4titjδtzi ,−tzi′ δtzj ,tzj′ δtzk ,−tzk′ (q
x
ijδszk ,−szk′ − iq
y
ijskδszk ,−szk′ + q
z
ijskδszk ,szk′ )
+ ic4titkδtzi ,−tzi′ δtzj ,−tzj′ δtzk ,tzk′ (q
x
ijδszk ,−szk′ − iq
y
ijskδszk ,−szk′ + q
z
ijskδszk ,szk′ )
− ic4titkδtzi ,tzi′ δtzj ,−tzj′ δtzk ,−tzk′ (q
x
ijδszk ,−szk′ − iq
y
ijskδszk ,−szk′ + q
z
ijskδszk ,szk′ )
+ ic4titjδtzi ,tzi′ δtzj ,−tzj′ δtzk ,−tzk′ (q
x
ijδszk ,−szk′ − iq
y
ijskδszk ,−szk′ + q
z
ijskδszk ,szk′ ).
(B.44)
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With the matrix elements of the quantity, Fαβijk , explicitly defined the expansion for the
remaining terms in the two-pion exchange is rather trivial as they can be treated in a very
similar manner to those considered for the one-pion exchange. As such this will not be
derived here. By combining elements derived and expanded in the contact and one-pion
exchange term with the two-pion exchange quantity, Fαβijk , the matrix elements for the first
term in the two-pion exchange (i = 1, j = 2, k = 3) can be computed,
〈kα, szα , tzα ;kβ, szβ , tzβ ;kγ , szγ , tzγ |
(σ1 · q1)(σ2 · q2)
(q21 +m
2
pi)(q
2
2 +m
2
pi)
F ab123τ
a
1 τ
b
2 |kδ, szδ , tzδ ;kε, szε , tzε ;kλ, szλ , tzλ〉 =
1
(q2αδ +m
2
pi)(q
2
βε +m
2
pi)
[ δszα ,−szδ δszβ ,−szε (q
x
αδq
x
βε − szβszαqyαδqyβε) + δszα ,−szδ δszβ ,szεszβqxβεqzαδ
+ δszα ,szδ δszβ ,−szεszαq
x
αδq
z
βε + δszα ,szδ δszβ ,szεszβszαq
z
αδq
z
βε
− i ( δszα ,−szδ δszβ ,−szε (szβqxαδq
y
βε + szαq
x
βεq
y
αδ)
− δszα ,−szδ δszβ ,szεszβszαq
y
αδq
z
βε + δszα ,szδ δszβ ,−szεszβszαq
y
βεq
z
αδ ) ]
[ (2c3qαδ · qβε − 4m2pic1)δtzα ,−tzδ δtzβ ,−tzε + (4m2pic1 − 2c3qαδ · qβε)tzαtzβδtzα ,−tzδ δtzβ ,−tzε
+ (2c3qαδ · qβε − 4m2pic1)tzαtzβδtzα ,tzδ δtzβ ,tzε
− ic4tβtγδtzα ,−tzδ δtzβ ,−tzεδtzγ ,tzλ (qxαδ,βεδszγ ,−szλ − iq
y
αδ,βεsγδszγ ,−szλ + q
z
αδ,βεsγδszγ ,szλ )
+ ic4tβtγδtzα ,−tzδ δtzβ ,tzεδtzγ ,−tzλ (q
x
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z
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+ ic4tαtβδtzα ,tzδ δtzβ ,−tzεδtzγ ,−tzλ (q
x
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y
αδ,βεsγδszγ ,−szλ + q
z
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(B.45)
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B.2.4 Three-Nucleon Interaction Regulator Functions
The nuclear interactions that arise from a low energy expansion of quantum chromody-
namics using chiral effective field theory incorporate unknown high energy physics through
the LECs present in the chiral Lagrangian [5]. To exclude undesirable contributions from
high momentum intermediate state configurations that are unresolved at low energy scales,
one must apply a regulator to the interaction which will suppress these high momenta states
above a given cut off. Typically, the cut off used in chiral interactions is of the order of the
chiral symmetry breaking limit given by the ρ meson mass, 700 MeV. In some cases, like
those interactions implemented within this thesis, the cut off parameter is lower and can
range from 450-500 MeV [108]. Interactions where the cut off is less than 500 MeV have
been associated with favourable perturbative properties and lead to a set of soft nuclear
interactions [45, 109]. One applies the cut off parameter, Λ3NF , to the three-nucleon inter-
action matrix elements to create a three-nucleon force that decays in a similar manner to
the two-nucleon interaction at high momenta.
Two different forms of the three-nucleon interaction regulator have been applied to the
study of infinite matter in Chapter 4. When discussing the calculations that involve the
NNLOsat interaction a non-local version of the regulator was applied to both the incoming
and outgoing momenta of the system. For the second set of calculations that implement a
range of interactions from N2LO to N4LO nucleon-nucleon interaction with an N2LO three-
nucleon interaction a local regulator based on the transfer of momenta between the incoming
and outgoing states is applied to the three-nucleon interaction matrix elements [116].
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B.2.4.1 Non-Local Regulator Function
The NNLOsat interaction has its high momentum ISCs regulated according to a non-local
regulator of the form,
f(q,p) = exp
[
−
(
q2 + 3
4
p2
Λ23NF
)n]
, (B.46)
where q and p are the Jacobi momenta of the system as defined in Equation (B.18), Λ3NF
is the cut off parameter and n = 3 for NNLOsat interaction. Due to the non-local nature of
this regulator it can be very easily applied to any three-nucleon interaction matrix elements
in momentum space as follows,
Wαβγ,δµν −→ f(q,p) Wαβγ,δµν f(q′,p′). (B.47)
B.2.4.2 Local Regulator Function
The set of chiral interactions ranging from from N2LO to N4LO nucleon-nucleon interac-
tion with an N2LO three-nucleon interaction investigated in Chapter 4 are regulated at high
momenta using a local regulator defined according to [116],
f(q) = exp
[
−
(
q2
Λ23NF
)n]
, (B.48)
where in this case, q = k′ − k, is the momenta transfer between the incoming and outgoing
states. Again, Λ3NF, is the cut off parameter and for the set of interactions considered in this
thesis n = 2. This approximated regulator results in artifacts appearing in the contribution
to the three-nucleon interaction matrix elements. An example of this can be seen if one
considers not applying a regulator, or application of the non-local regulator, to the three-
nucleon interaction contact term of Equation (B.28) for pure neutron matter. In these cases
the contact term correctly vanishes due to the three neutrons not being able to interact in a
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relative S-wave because of the Pauli exclusion principle. However, if one instead applies the
local regulator to each individual component of the contact interaction the matrix elements
are changed and the result is an unphysical non zero contribution. If one follows through
with this particular example and tries to apply the local regulator to each component of the
contact term they will end up with components such as,
〈kα, szα , τzα ;kβ, szβ , τzβ ;kγ , szγ , τzγ |Wˆτ12|kδ, szδ , τzδ ;kε, szε , τzε ;kλ, szλ , τzλ〉A =
1
V 2
cE
F 4piΛχ
δQ′,Q [ δszα ,szδ δszβ ,szεδszγ ,szλ
(
2δτzα ,τzεδτzβ ,τzδ δτzγ ,τzλ − δτzα ,τzδ δτzβ ,τzεδτzγ ,τzλ
)
− δszα ,szεδszβ ,szδ δszγ ,szλ
(
2δτzα ,τzδ δτzβ ,τzεδτzγ ,τzλ − δτzα ,τzεδτzβ ,τzδ δτzγ ,τzλ
)
+ δszα ,szεδszβ ,szλδszγ ,szδ
(
2δτzα ,τzλδτzβ ,τzεδτzγ ,τzδ − δτzα ,τzεδτzβ ,τzλδτzγ ,τzδ
)
− δszα ,szλδszβ ,szεδszγ ,szδ
(
2δτzα ,τzεδτzβ ,τzλδτzγ ,τzδ − δτzα ,τzλδτzβ ,τzεδτzγ ,τzδ
)
+ δszα ,szλδszβ ,szδ δszγ ,szε
(
2δτzα ,τzδ δτzβ ,τzλδτzγ ,τzε − δτzα ,τzλδτzβ ,τzδ δτzγ ,τzε
)
− δszα ,szδ δszβ ,szλδszγ ,szε
(
2δτzα ,τzλδτzβ ,τzδ δτzγ ,τzε − δτzα ,τzδ δτzβ ,τzλδτzγ ,τzε
)
]
exp
[
−
(
q1
2
Λ23NF
)n]
exp
[
−
(
q2
2
Λ23NF
)n]
,
(B.49)
Equation (B.49) shows the local regulator applied to the first component of the contact
interaction originally written in Equation (B.27). One can see that the local regulator has
to be applied separately to each individual component of the interaction as it depends on
both the momenta and the different momenta pairs, qi and qj . This is in contrast to the
non-local regulator which is simply applied to the resulting matrix elements.
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