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Neutrino interactions play a crucial role in many astrophysical environments such
as core-collapse supernovae and neutron stars. In this work, reaction rates for neu-
trino emission, absorption and scattering are calculated in hot asymmetric nucleon
matter at densities relevant to core-collapse supernovae. We derive a consistent set
of effective interactions and effective operators starting from realistic forces using
correlated basis theory. These effective interactions and operators are used to cal-
culate weak interaction rates in matter in correlated Hartree-Fock and correlated
Tamm-Dancoff approximations. In general, interactions increase the range of energy
transfers and shift the strength of the response to larger energy transfers as compared
to non-interacting Fermi gas. In addition, at small momentum transfers, the square
of the nuclear matrix element of the charge changing weak operators are quenched
20 to 25% by short-range correlations in nucleon matter. These modifications to the
nuclear response significantly alter the neutrino reaction rates as compared to a non-
interacting Fermi gas. At the temperature and proton fraction considered, electron
capture and neutrino scattering rates are ∼ 2-4 times smaller than the rates obtained
for a non-interacting Fermi gas. Neutrino absorption rates in matter are reduced by
Pauli blocking. However, strong interactions enhance the reaction rate, particularly
at small neutrino energies.
The neutrino reaction rates at equilibrium density are also calculated in the Tamm-
Dancoff approximation using zero-range effective interactions with parameters chosen
to reproduce the equation of state and spin-isospin susceptibilities of matter. Many
modern calculations of neutrino reaction rates use this kind of effective interaction
and neglect the effects of short range correlations on the nuclear matrix elements of
weak operators. This treatment is inconsistent and our results indicate that reaction
rates calculated in this simple approximation may be considerably overestimated.
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Chapter 1
Introduction
In massive stars, core collapse supernovae mark the end of stellar evolution. The iron
core of the star becomes unstable, collapses and rebounds at supra-nuclear densities
producing a shock wave that eventually explodes the star. Despite the thirty plus
years since the earliest simulations of core collapse supernovae by Colgate and White
[1] the supernovae problem has not yet been solved. Through dissociation of core
nuclei and energy transport via neutrinos, ν, the initial shock wave loses energy. In
simulations, the shock wave subsequently stalls within the core, and explosions are
not obtained. In 1985, Wilson [2] and Bethe and Wilson [3] proposed the “delayed-
shock mechanism” where it is believed that the shock is revived by neutrino heating
via neutrinos released through weak interactions with nucleons in matter behind the
stalled shock. This alone does not lead to successful supernovae due, in part, to
oversimplified treatments of the neutrino transport [4]. Improvements in treating
neutrino transport have been recently introduced with some success [5–9]. However,
the ν-nucleus and ν-nucleon reaction rates used have been calculated from simple
models [10–12]. Several additional assumptions which boost the neutrino luminosity
and help in reviving the stalled shock have been proposed but remain somewhat
controversial, see [13; 14] for example. Independent of the final solution it has become
clear that energy transport by neutrinos plays a crucial role and an accurate treatment
of ν interactions with nuclei and nucleon matter is essential to understanding the
dynamics of core-collapse supernovae.
Neutrino-nucleus interactions also play a crucial role in the continuing study of
neutrino properties such as their mass and mixing. Modern neutrino detectors, Super
Kamiokande, KARMEN and MiniBoone for example, study neutrinos through their
interactions with nuclei such as 12C and 16O and an accurate description of the weak
1
processes is imperative for the ongoing analysis of these experiments.
Studies of ν-nucleus reactions have been pursued through a variety of theoretical
techniques. Due to the strong forces, nuclear wave functions are highly correlated
[15; 16], and it is difficult to calculate nuclear matrix elements. Shell model and the
random phase approximation (RPA) together with effective interactions is often used
to approximate the nuclear wave functions. However, these approximations are often
not sufficiently accurate. Studies of ν-nucleus reaction rates for pf -shell nuclei [17; 18]
using RPA and shell model approximations typically overestimate weak interaction
rates. A factor of∼ 0.6 brings the calculated pf -shell GT transition rates in agreement
with experiment. The pioneering work on GT transitions has been reviewed by Arima
et. al [19]. Recent ab initio no-core shell model calculations of cross sections for νe
and νµ on
12C are lower than the experimentally obtained values by up to 20% [20].
In contrast, for light nuclei, quantum Monte Carlo and Faddeev methods have
been used to calculate nuclear wave functions from realistic models of nuclear forces.
The beta-decay matrix elements have been calculated for light nuclei with A ≤ 7
[21; 22]. The calculated values for 3H, 6He and 7Be are within 5% of the observed,
and better agreement is obtained after including weak pair currents. The weak muon
capture by 3He has also been calculated [23] with realistic wave functions with similar
success.
It is not surprising that the current approximation schemes used to obtain the
nuclear wave function for large systems are inaccurate. Effective operators, which
take into account the effects of short range correlations, must be used along with
effective interactions as is well known from the works of Arima and collaborators
[19]. In p- and s-d shell nuclei near the line of stability the observed spectra and
beta-decay rates have been used to model the effective interactions and operators,
but for neutron stars and supernovae matter we have to calculate them from realistic
models of nuclear forces. In pf -shell and heavier nuclei the effective interaction is also
obtained from bare realistic forces [24].
There are several ways to obtain consistent sets of effective operators and inter-
actions starting from a bare nuclear Hamiltonian. For example, one can introduce a
model space and employ the Lee-Suzuki similarity transformation [25] as in the no
core shell model type approach [26]. In this theory the effective operators and inter-
actions take into account the truncated Hilbert space. They are used in the retained
model space to predict the observables. In the present work we use the correlated
basis (CB) approach [27–29], evolved out of variational theories of quantum liquids
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[32]. In this theory the uncorrelated shell model or Fermi-gas states are transformed
by correlation operators to CB states without truncation of the Hilbert space. The
effective operators and interactions are matrix elements of the bare quantities in the
CB states; they take into account the effects of short range correlations. The corre-
lation operators are determined by minimizing the ground state energy. This ensures
that the nuclear interactions are relatively mild in the CB. Observables are calculated
using standard many-body perturbation theory methods in CB.
The final objective of the present study is to determine neutrino emission, absorp-
tion and scattering rates in matter at temperatures, proton fractions and densities
relevant to core-collapse supernovae using a consistent set of effective interactions and
effective weak operators. These neutrino processes are illustrated in Fig. 1.1. Calcu-
lations of neutrino reaction rates which include short range correlations via effective
interactions but use bare weak operators have been completed using the random phase
approximation, for example [10; 11; 30; 31]. In these studies, short range correlations
were found to significantly modify reaction rates. However, by neglecting the effects
of correlations on the weak operators, these calculations may overestimate neutrino
reactions rates.
As a first step toward a more consistent treatment of neutrino interactions, Chap-
ter 2 describes a set of two-body effective interactions and one-body effective weak
operators developed starting from realistic interactions using correlated basis theory.
The one-body effective weak operators give the dominant contribution to the neutrino
reaction rates that are considered here. In this initial study, the effective operators
which determine neutrino absorption and scattering rates are found to be quenched
by ∼ 20-25% relative to the bare operators indicating that neutrino cross sections
predicted by previous calculations using bare weak operators are overestimated.
In Chapter 3 we discuss neutrino mean free paths for neutrino scattering and
νe n
pe
ω(    , q )
− νe
e−
(c)
ω(    , q )
n
p νe
νe
ω(    , q )
N
N
(a) (b)
Figure 1.1: One-body neutrino processes. (a) electron capture, (b) neutrino absorp-
tion (c) neutrino scattering.
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absorption in cold symmetric nuclear matter. These are calculated in the correlated
Tamm-Dancoff approximation using the two-body effective interactions and one-body
effective weak operators obtained in Chapter 2. In this simple system, short range
correlations are found to increase the neutrino mean free paths by a factor of ∼ 2-3
relative to the non-interacting Fermi gas. Though the neutrino mean free paths in
cold symmetric nuclear matter are not needed to study the dynamics of core-collapse
supernovae and neutron stars, this simpler problem is useful to test the techniques
that are used in Chapter 4 to calculate the neutrino reaction rates in hot asymmetric
matter.
The neutrino absorption, emission and scattering by finite temperature asymmet-
ric matter is studied in Chapter 4. The effects of short range correlations on these
rates are discussed in the context of an illustrative example where neutrino reaction
rates are obtained in matter at various densities, temperature T = 10 MeV, and pro-
ton fraction, ρp/ρ = 0.4. In general, these methods can be applied to matter with
T . 30 MeV and any proton fraction. However, contributions of two-body weak
operators need to be included at small temperatures and proton fractions where the
dominant one-body processes considered here are suppressed.
We conclude in Chapter 5 and discuss improvements to the the current technology
that must ultimately be included in more accurate treatments.
4
Chapter 2
Correlated Basis Theory
In variational calculations [16] the nuclear matter wave functions are approximated
by correlated states:
|ΨX〉 = (S
∏
i<j
Fij)|ΦX〉 , (2.1)
where |ΦX〉 are uncorrelated Fermi-gas (FG) states and Fij are pair correlation oper-
ators. The SΠFij contains the physical effects of the interactions between particles,
it denotes a symmetrized product necessary because the Fij and Fik do not commute.
One can also relate uncorrelated shell model states to correlated states in a similar
way. The correlated states obtained from Eq. (2.1) are not orthogonal; it is assumed
that they are orthonormalized using a combination of Lo¨wdin and Schmidt transfor-
mations [28] preserving the diagonal matrix elements of the Hamiltonian. However,
the orthonormalization corrections are of higher order than those considered here.
In the present work the static pair correlation operators are taken as:
Fij =
∑
p=1,6
f p(rij)O
p
ij , (2.2)
Op=1,6ij = 1, τ i · τ j, σi · σj, τ i · τ jσi · σj, Sij, τ i · τ jSij . (2.3)
In place of the p = 1, 6 superscripts the letters c, τ, σ, στ, t and tτ are often used
to denote the radial functions associated with these operators. For example,
f p=1,6(rij) ≡ f cij, f τij, fσij, fστij , f tij, f tτij . (2.4)
The super/sub scripts c, τ, σ and t denote central, isospin, spin and tensor correlations
or interactions. The tensor operator is defined as Sij = 3σi · rˆijσj · rˆij−σi ·σj. The Fij
is obtained by minimizing the energy of symmetric nuclear matter (SNM) at density
ρ = ρn + ρp (ρn + ρp) using hypernetted and operator chain summation methods
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[16; 33]. They have been obtained also by minimizing the energy of pure neutron
matter (PNM) [16; 33]. In principle the variationally optimized Fij can depend upon
the proton fraction xp = ρp/ρ. However, operator chain summation is more difficult
when 0 < xp < 0.5, and accurate variational calculations have not been carried out for
asymmetric matter. Fortunately the dependence of Fij on xp seems to be weak. For
example, the effective interaction obtained from the Fij in SNM gives a fair description
of the spin susceptibility of PNM.
The results of the latest [33] variational calculations are briefly summarized in
section 2.2 for completeness. The Argonne v18 two-nucleon [34] and Urbana-IX three-
nucleon [35] interactions are used in these nuclear matter calculations, in studies of
weak interactions of light nuclei [21; 22], and in the present work. However, improved
models of Vijk are now available [36]. The variational calculations of nucleon matter
also include two spin-orbit terms in the Fij which are omitted here for simplicity.
Matrix elements of operators CB states are generally calculated using cluster ex-
pansions [37]. The simplest, lowest order two-nucleon cluster approximation is used
to study the general properties of the weak one-body effective operators and of the
two-body interactions in CB for nucleon matter with proton fraction xp = ρp/ρ =
0.2, 0.3, 0.4 and 0.5 at densities ρ = 1
2
, 1 and 3
2
ρ0. The nuclear saturation density, ρ0,
is ρ0 = 0.16 fm
−3. The density, proton fraction and momentum dependence of the
operators and the interactions is studied in the remainder of this chapter.
2.1 Correlated Basis Effective Weak Operators
Let |ΨI〉 and |ΨF 〉 denote the normalized correlated states obtained by operating on
the FG states |ΦI〉 and |ΦF 〉 by the correlation operator SΠFij. The CB matrix
elements (CBME) of OW (Eqs. (2.6)-(2.9)) are given by:
〈ΨF |OW |ΨI〉 = 〈ΦF |[SΠFij] OW [SΠFij]|ΦI〉√〈ΦF |[SΠFij]2|ΦF 〉〈ΦI |[SΠFij]2|ΦI〉 , (2.5)
apart from the orthogonality corrections [28] neglected here. The low energy one-body
weak operators are given by
6
OF =
∑
i
OF (i) =
∑
i
τ±i e
iq·ri , (2.6)
OGT = gA
∑
i
OGT (i) = gA
∑
i
τ±i σie
iq·ri , (2.7)
ONV =
∑
i
ONV (i) =
∑
i
(
− sin2 θW + 1
2
(1− 2 sin2 θW )τ zi
)
eiq·ri , (2.8)
ONA = gA
∑
i
ONA(i) = gA
∑
i
1
2
τ zi σie
iq·ri . (2.9)
Here i is the nucleon number label and q is the momentum given by the weak boson to
the nucleon. The Fermi coupling constant multiplying these operators is omitted for
brevity, θW is the electroweak mixing angle, and gA is the ratio of the weak axial vector
and Fermi coupling constants of the nucleon. The two weak vector operators (V) are
called Fermi (F) and neutral-vector (NV); the two weak axial-vector operators (AV)
are called Gamow-Teller (GT) and neutral-axial-vector (NA). In the non-relativistic
domain only the time component of the vector operators contributes like the charge in
the electromagnetic theory. In contrast, the time components of the AV operators are
negligible, and the spatial components x, y, z corresponding to σx, σy and σz give the
leading non-relativistic contribution. In the non-relativistic domain, neglecting weak
pair currents, the interaction of low energy neutrinos with nuclei and nucleon matter
and nuclear beta-decay rates are proportional to the square of the matrix elements of
these operators between initial and final nuclear states.
The uncorrelated, FG matrix element (FGME) corresponding to the CBME (Eq.
(2.5)) is 〈ΦF |OW |ΦI〉. It is non-zero only when the occupation numbers of the states
|ΦI〉 and |ΦF 〉 differ by only one nucleon, since OW is a one-body operator. In contrast
the CBME can be non-zero even when the occupation numbers of |ΦI〉 and |ΦF 〉 differ
by more than one nucleon. However, here only the dominant “one-body” CBME is
considered in which they differ by only one nucleon. A quenching factor, η, is defined
as the ratio of the square of these matrix elements, |CBME|2/|FGME|2. It is assumed
that |ΦI〉 has full neutron and proton Fermi spheres with momenta kFn and kFp, and
|ΦF 〉 = a†kfχfakiχi |ΦI〉 , (2.10)
where ki ≤ kFτi and kf > kFτf and χi,f denote the initial and final spin-isospin states.
The one-body effective operator OeffW,1b is defined so that:
〈ΨF |OW |ΨI〉 = 〈ΦF |OeffW,1b|ΦI〉 . (2.11)
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ThisOeffW,1b can depend on the Fermi momenta kFn and kFp, or equivalently the neutron
and proton densities ρn and ρp, and the initial and final single particle states kiχi
and kfχf . These dependencies are discussed later in this section.
Two-particle two-hole final states are defined as:
|ΦF ;2ph〉 = a†k
2
′χ
2
′
a†k
1
′χ
1
′
ak1χ1ak2χ2 |ΦI〉 . (2.12)
The CBME (Eq. (2.5)) can be non-zero for these final states; however,
〈ΦF ;2ph|OW |ΦI〉 = 0 and 〈ΦF ;2ph|OeffW,1b|ΦI〉 = 0 (2.13)
because OW and O
eff
W,1b are one-body operators. The two-body effective operator is
defined so that
〈ΨF |OW |ΨI〉 = 〈ΦF ;2ph|OeffW,2b|ΦI〉 . (2.14)
We can define three- and higher-body effective operators in a similar way. The con-
tributions of two-body and higher weak current operators should be included in these
OeffW,2b and higher operators.
The cluster expansion of the CBME is obtained by replacing the correlation op-
erators Fij by 1 + (Fij − 1) [37] in Eq. (2.5) and expanding the numerator and the
denominator in powers of (Fij−1). It is convenient to use the |ΦPI 〉, containing only a
product of single-particle wave functions in which nucleons j are in plane wave states
with momentum kj and spin-isospin χτ (j), in place of the antisymmetric |ΦI〉, and
use the antisymmetric |ΦF 〉. This is equivalent to retaining the antisymmetric |ΦI〉
and |ΦF 〉 and has the advantage that the nucleon numbers can be associated with the
state labels in |ΦPI 〉. The nucleon in the state ki χτi of |ΦPI 〉 is labeled “a” for active;
in uncorrelated states only a participates in the transition. All of the other nucleons
in the Fermi spheres are denoted by j.
The cluster expansion of the CBME is represented by diagrams as shown in Fig.
2.1. The terms in the expansion are labeled with W.n.x.y, where W represents the
weak operators defined in Eq. (2.6) -(2.9), n is the order of the (Fij − 1) correlations,
x = d, e for direct and exchange terms, and y = a, j denoting the nucleon on which
the weak interaction operates. The dots in these diagrams denote nucleons, a thin
line specifying the states occupied by the nucleon in |ΦPI 〉 and |ΦF 〉 passes through
each dot. The nucleons a and j occupy states ki and kj in the |ΦPI 〉, therefore lines
labeled ki and kj originate from them in all diagrams. Their termination depends
upon the exchange pattern, since |ΦF 〉 is antisymmetric. In direct terms the state line
8
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Figure 2.1: Diagrams illustrating the one and two-body terms contributing to the
CBME of the one-body weak operator. OW is given by Eqs. (2.6) - (2.9).
kj emerges and ends in the dot j because the state of nucleon j is unchanged. The
line with the two labels ki and kf denotes the weak transition. In direct diagrams
it begins and ends in the dot a. In diagrams in which a and j are exchanged, the
transition line begins at a and ends in j, while the state line kj begins from j and
ends in a. The state and transition lines must form closed loops in all diagrams. The
dashed line attached to nucleon i = a, or j shows the weak operator. The (Fij − 1)
correlations are indicated by wavy lines. The spin-isospin states χτ (j) of the nucleon
j are summed over, while those of a, χτi and χτf , are specified by |ΦF 〉 (Eq. (2.10)).
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2.1.1 Fermi Matrix Element
The final state wave function for the charge changing weak operators is
|ΦF 〉 = a†kpχpakn,χn |ΦI〉 . (2.15)
In the absence of spin-orbit correlations, the Fermi matrix elements are non-zero only
when the spin state χn = χp. The FGME is unity when kp−kn = q. These conditions
are also necessary for the CBME to be nonzero; however, its value can depend upon
the matter density, proton fraction and the magnitudes kn, kp and q.
The equations for F.n.x.y are given below in the two-body cluster approximation
in which n ≤ 2. They show that the F.n.x.y are independent of q, kn and kp when
x, y = d, a; they depend only on q when x, y = d, j; and only on kn and kp in ex-
change diagrams (x = e). Also given is a simple explanation of the important F.2.d.a
term responsible for much of the quenching. The standard 2nd order perturbation
theory calculation of the direct contributions to the Fermi matrix element is reviewed
in Appendix A. One can easily identify the analogues of F.n.d.y in the 2nd order
perturbation theory and obtain relations between the present approach and that of
Arima and coworkers [19]. The perturbation theory assumes that the forces are weak,
but in reality we cannot expand in powers of the strong, bare two-nucleon interaction
vij. However, it is hoped that standard perturbation theory can be used in CB with
the effective operators and interactions described here.
The leading 0th order term is given by:
F.0.d.a = FGME =
∫
d3r ei(kn+q−kp)·r〈χp(a)|τ+(a)|χn(a)〉 = 1 . (2.16)
The momentum conserving delta function δ3(kp − kn − q) and the χn = χp spin
constraint are implied here as well as in all terms of the expansion given below.
There are no other 0th order terms.
The 1st order direct term with OF (j 6= a) is given by:
F.1.d.j =
∑
j
∫
d3raj e
−iq·raj〈χp(a)χτ (j)|{τ+j , (Faj − 1)}|χn(a)χτ (j)〉
= ρ
∫
d3r e−iq·r 2 f τ (r) . (2.17)
All spin dependent terms in Faj give zero contribution on summing over the spin
states of nucleons j, and the factor of 2 in the above equation comes from:
{τ+j , τ j · τ a} = 2τ+a . (2.18)
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From now on the aj subscripts on r and F will be dropped for brevity, and the r
dependence of the f p’s will be implicit.
The contribution of F.1.e.j is given by:
F.1.e.j =
∑
j
∫
d3r ei(kn−kj)·r〈χp(a)χτ (j)|eaj{τ+j , (F − 1)}|χn(a)χτ (j)〉
= −
∫
d3r eikn·r [ρn `n(r)(f c − 1 + 3fσ) + ρp `p(r)(f τ + 3f τσ)] ,(2.19)
where eij is the spin-isospin exchange operator:
eij = −1
4
(1 + τ i · τ j)(1 + σi · σj) , (2.20)
and the Slater functions (N = n, p) are:
`N(r) =
2
ρN
∫
d3k
(2pi)3
θ(kFN − k) eik·r = 3[sin(kFNr)− kFNr cos(kFNr)]/(kFNr)3 .
(2.21)
The algebra of the operators Op=1,6aj described in Ref. [37] is very useful in evaluating
these contributions.
The two-body terms with OF (a) have contributions from the numerator of the
matrix element, Eq. (2.5), as well as normalization corrections introduced through
the expansion of the denominator. These are denoted by F.1.x.a.N and F.1.x.a.D
respectively. In Fig. 2.1 the denominator contributions are shown as products of two
diagrams. The 1st order direct terms with OF (a) cancel:
F.1.d.a = F.1.d.a.N + F.1.d.a.D = 0 , (2.22)
while for the exchange terms:
F.1.e.a = F.1.e.a.N + F.1.e.a.D (2.23)
F.1.e.a.N =
∑
j
∫
d3r e−i(kj−kp)·r〈χp(a)χτ (j)|eaj{τ+a , (F − 1)}|χn(a)χτ (j)〉
= −
∫
d3r eikp·r[ρp `p(f c − 1 + 3fσ) + ρn `n(f τ + 3fστ )] , (2.24)
F.1.e.a.D = −
∑
j
∫
d3r
(
e−i(kj−kn)·r〈χn(a)χτ (j)|eaj(F − 1)|χn(a)χτ (j)〉
+ e−i(kj−kp)·r〈χp(a)χτ (j)|eaj(F − 1)|χp(a)χτ (j)〉
)
=
1
2
∫
d3r
(
[f c − 1 + 3fσ + f τ + 3fστ ][eikn·rρn `n + eikp·rρp `p]
+ 2[f τ + 3fστ ][eikn·rρp `p + eikp·rρn `n]
)
. (2.25)
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For calculating the 2nd order terms, it is convenient to define:
F = 1 + F 0 + F 1τ a · τ j , (2.26)
F 0 = f c − 1 + fσσa · σj + f tSaj , (2.27)
F 1 = f τ + fστσa · σj + f tτSaj . (2.28)
Only the spin independent parts of the products of the above F 0 and F 1 contribute
to the second order diagrams. These are called the C- parts in Ref. [37] and are
defined as:
CIJd = C[F
IF J ] , (2.29)
CIJe = C[(1 + σa · σj)F IF J ] . (2.30)
The expressions for CIJd and C
IJ
e in terms of the correlation functions, f
p, are given
in Appendix B.
There is no contribution from the denominator to the terms F.2.x.j. These are
given by:
F.2.d.j =
∑
j
∫
d3r e−iq·r〈χp(a)χτ (j)|(F − 1)τ+j (F − 1)|χn(a)χτ (j)〉
= ρ
∫
d3re−iq·r 2
[
C11d + C
01
d
]
, (2.31)
F.2.e.j =
∑
j
∫
d3r ei(kn−kj)·r〈χp(a)χτ (j)|eaj(F − 1)τ+j (F − 1)|χn(a)χτ (j)〉
= −1
2
∫
d3reikn·r
[
ρn `n(C
00
e − C11e ) + 2 ρp `p(C11e + C01e )
]
. (2.32)
The sum:
F.2.d.a = F.2.d.a.N + F.2.d.a.D =∑
j
∫
d3r〈χp(a)χτ (j)|(F − 1)τ+a (F − 1)−
1
2
{τ+a , (F − 1)2}|χn(a)χτ (j)〉
= ρ
∫
d3r(−4C11d ) . (2.33)
Note that only the F 1τ a · τ j, which does not commute with the τ+a operator, con-
tributes to this sum.
The results presented at the end of this section show that the above term gives
the largest contribution to the quenching of the Fermi matrix element in matter. This
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term simply takes into account the probability for nucleon a to be a neutron in the
initial and a proton in the final state. In the uncorrelated product state, |ΦPI 〉, nucleon
a is n ↑; but in the correlated product state, SΠFij|ΦPI 〉, it can be in other nucleon
states. The nucleon a in the correlated state is referred to as a “quasi-nucleon”. The
probability that it is a neutron is given by:
PI(a = n) =
〈ΦI |[SΠFij] 12(1− τ za ) [SΠFij]|ΦPI 〉
〈ΦI |[SΠFij]2|ΦPI 〉
(2.34)
The cluster expansion is used to calculate this probability. The 0th order, one-body
term is unit, and the two-body 2nd order direct term is:
− 1
2
∑
j
∫
d3r〈χn(a)χτ (j)|(F − 1)τ za (F − 1)−
1
2
{τ za , (F − 1)2}|χn(a)χτ (j)〉
= ρp
∫
d3r(−4C11d ) . (2.35)
The two-body 1st order direct terms cancel as in Eq. (2.22). Neglecting the exchange
terms, the direct part is determined as:
PI(a = n, d) = 1 + ρp
∫
d3r(−4C11d ) . (2.36)
In a similar way, the direct part of the probability for the active quasi-nucleon, a, to
be a proton in the final state is given by:
PF (a = p, d) = 1 + ρn
∫
d3r(−4C11d ) . (2.37)
Hence
1 + F.2.d.a = PI(a = n, d) PF (a = p, d) , (2.38)
neglecting the terms of order (C11d )
2.
The probabilities for the active quasi-nucleon to be in the initial spin- isospin states
↑, ↓ n, p have been calculated keeping only the direct terms, at the three densities for
xp = 0.5. These are given in Table 2.1. In one-body Fermi transitions these are also
the probabilities for the active quasi-nucleon to be a spin ↑, ↓ p, n in the final state.
The 2nd order exchange term:
F.2.e.a = F.2.e.a.N + F.2.e.a.D , (2.39)
has contributions from both F 1 and F 0. They are given by:
F.2.e.a.N =
∑
j
∫
d3r ei(kp−kj)·r〈χp(a)χτ (j)|eaj(F − 1)τ+a (F − 1)|χn(a)χτ (j)〉
= −1
2
∫
d3reikp·r
[
ρp `p(C
00
e − C11e ) + 2ρn `n(C11e + C10e )
]
, (2.40)
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ΨI P (a,
1
2
ρ0) P (a, ρ0) P (a,
3
2
ρ0)
n ↑ 0.92 0.89 0.87
n ↓ 0.02 0.03 0.03
p ↑ 0.02 0.03 0.03
p ↓ 0.04 0.05 0.07
Table 2.1: Correlated basis probabilities for the active quasi-nucleon a to be N ↑
and N ↓ in the initial state for ρ = 1
2
ρ0, ρ0,
3
2
ρ0 and proton fraction xp = 0.5. The
listed values include contributions of one- and two-body direct terms.
F.2.e.a.D =
∑
j
−1
2
∫
d3r
(
e−i(kj−kn)·r〈χn(a)χτ (j)|eaj(F − 1)2|χn(a)χτ (j)〉
+ e−i(kj−kp)·r〈χp(a)χτ (j)|eaj(F − 1)2|χp(a)χτ (j)〉
)
=
1
4
∫
d3r
(
(−4C11e + 4C10e )(eikn·rρp `p + eikp·rρn `n)
+ (C00e + C
11
e + 2C
10
e )(e
ikn·rρn `n + eikp·rρp `p)
)
. (2.41)
Results for Fermi Matrix Element
The Fermi matrix elements have been calculated using correlation functions obtained
in Ref. [16] by minimizing the energy of SNM using the Argonne-v18 and Urbana-IX
two- and three-nucleon interactions. Figure 2.2 shows the results for ηF , the square
of the Fermi CBME (Eq. (2.5)), for kn = kFn and kp = kFp.
When xp < 0.5 the total isospin TI of the state |ΨI〉 is (N−Z)/2, while that of |ΨF 〉
is (N − Z)/2− 1. In the case of SNM the TI = 0, while TF = 1. Thus the calculated
matrix elements are between states with ∆T = 1. The Fermi matrix elements for
q = 0, between isobaric analogue states having the same T and TzF = TzI ± 1, are
given by (T ∓ TzI)(T ± TzI + 1) in both correlated and uncorrelated states. The
∆T = 0 Fermi ME will not be discussed here.
The variation of ηF with proton fraction is less than 3% at all densities calculated.
However, the proton fraction limits the allowed values of q through the momentum
conservation relation: q = kp − kn. The variation with total density is also small
within the considered range. This suggests that |CBME|2 can be approximated by a
function of ρ and q. In the small q region, q . 0.5 fm−1, it can be well represented
by the quadratic:
ηF = ηF (q → 0) + αF (ρ) q2 . (2.42)
14
0.7
0.8
0.9
0.7
0.8
0.9
η F
0 0.5 1 1.5 2 2.5 3
q ( fm-1 )
0.7
0.8
0.9
ρ = 0.5ρ0
ρ = ρ0
ρ = 1.5ρ0
Figure 2.2: ηF as a function of q and proton fraction. The solid, dashed, dotted
and dash-dot lines show results for proton fractions xp = 0.5, 0.4, 0.3, and 0.2 for
kN = kFN .
ρ (fm−3) ηF (q = 0) αF ηGT (q = 0) αGT
0.08 0.80 −0.094 0.76 0.259
0.16 0.81 −0.075 0.75 0.060
0.24 0.86 −0.083 0.78 0.041
Table 2.2: Quadratic fit to ηF and ηGT at small q, Eq. (2.42).
The calculated values for SNM have been fit and the results are given in Table 2.2.
Fig. 2.3 shows the contributions of each term in the cluster expansion of the Fermi
matrix element in matter at density ρ0 and xp = 0.5. The F.n.x.a and F.n.e.j terms
give contributions that are independent of q as can be seen from Eqs. (2.19), (2.24),
(2.25), (2.32), (2.33), (2.40) and (2.41). The dominant contribution to the quenching
of the Fermi CBME comes from F.2.d.a; |1 + F.2.d.a|2 = 0.7 is shown by the dotted
line in Fig. 2.3. As discussed previously this result can be interpreted in terms of the
probabilities for the active quasi-nucleon a to be a neutron in the initial and a proton
in the final CB states.
The exchange terms, F.n.e.a, contribute an additional ∼ 0.1 to the q-independent
quenching; |∑n,x F.n.x.a|2 = 0.61 is shown by the double dash-dot line. This addi-
tional quenching is mostly canceled by the F.n.e.j terms, as shown by the dash-double
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Figure 2.3: Cluster diagram contributions to ηF . For kN = kFN and ρ = ρ0 the
dash-double dot line includes all of the q-independent terms, while the solid line shows
the full result. See text for description of other curves.
dot line; |∑n,x F.n.x.a+ F.n.e.j|2 = 0.71.
The F.n.d.j terms, given by Eqs. (2.17) and (2.31), introduce the q-dependence.
Of these, the 2nd order F.2.d.j is dominant as can be seen from the dashed line,
which includes only F.1.d.j and all of the q-independent terms. The full line gives
the square of the total matrix element including F.2.d.j.
The contributions of the various correlations to the CBME are shown in Fig.
2.4. The 1st and 2nd order terms are dominated by the f στ (rij)σi · σjτ i · τ j and
f tτ (rij)Sijτ i·τ j correlations induced mainly by the OPEP. After setting f στ = f tτ = 0
the |∑n,x F.n.x.a|2 becomes essentially 1 as shown by the dotted line in Fig. 2.4. The
full CBME exceeds unity in this case (see the dashed line) via the contributions of
f c−1 correlations to F.n.x.j. The dash-dot line shows ηF obtained by further setting
f c = 1. It is fairly close to one showing that the f τ , fσ and f t correlations have small
effects.
The Fermi CBME, calculated in the two-body cluster approximation does not
depend significantly on the magnitudes of initial and final nucleon momenta. The
dependence on kFn−kn and kp−kFp is illustrated in Fig. 2.5. It shows ηF for ρ = ρ0,
xp = 0.5 and 0.3, kn = 1, 0.75, 0.5 kFn and kp = 1, 1.25, 1.5 kFp as a function of q.
The results for the 18 combinations of xp, kn and kp values differ by less than 0.03.
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Figure 2.4: Correlation dependence of ηF . For kN = kFN and ρ = ρ0, the dashed
line shows results with fστ = f tτ = 0, and in addition, f c = 1 for the dash-dot line.
The dotted line shows |∑n,x F.n.x.a|2 when fστ = f tτ = 0. The solid line gives the
full result.
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Figure 2.5: Dependence of ηF on the initial (kn) and final (kp) momenta. Each set
contains six lines depicting the results for kn = (.5, .75, 1)kFn, and xp = 0.3 and 0.5
for the indicated value of kp and ρ = ρ0.
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2.1.2 Gamow-Teller Matrix Element
The operator,OGT , is an axial-vector and it is convenient to express its matrix element
using the following two axial-vectors:
〈σ˜a〉 = 〈χp(a)|σ(a) τ+(a) |χn(a)〉 (2.43)
and
〈A˜t〉 = 3 rˆaj 〈σ˜a〉 · rˆaj − 〈σ˜a〉 , (2.44)
obtained from the tensor correlations between nucleons a and j. Note that 〈A˜t〉
depends upon rˆaj.
It is assumed that χn in Eq. (2.15) is spin up and we sum the square of the
GT matrix element for the two final states with χp =↑, ↓ denoted by |ΨF ↑〉 and
|ΨF ↓〉. In FG there are contributions only via the operator σ˜a = σaτ+a ; only σz(a)
contributes to the FGME with χp =↑, while σx(a) and σy(a) give the GT FGME for
χp =↓. However, in CB the A˜t induces transitions that are forbidden in FG states.
The terms in the cluster expansion of the GT CBME are denoted by GT.n.x.y as
described in section 2.1. The ratio gA of the axial-vector to vector coupling constants
is omitted from the GT.n.x.y for brevity.
GT.0.d.a = 〈σ˜a〉 (2.45)
GT.1.d.j = ρ
∫
d3r e−iq·r 2
(
fστ 〈σ˜a〉+ f tτ 〈A˜t〉
)
(2.46)
GT.1.e.j = −
∫
d3r eikn·r
{
ρp `p(f
τ + 3fστ ) 〈σ˜a〉
+ ρn `n
[
(f c − 1 + fσ + 2fστ ) 〈σ˜a〉+ (f t − f tτ ) 〈A˜t〉
]}
(2.47)
GT.1.e.a.N = −
∫
d3r eikp·r
{
ρn `n(f
τ + 3fστ ) 〈σ˜a〉
+ ρp `p
[
(f c − 1 + fσ + 2fστ ) 〈σ˜a〉+ (f t − f tτ ) 〈A˜t〉
]}
(2.48)
GT.1.e.a.D = 〈σ˜a〉F.1.e.a.D (2.49)
GT.2.d.j = 2ρ
∫
d3re−iq·r
[(
F 11,σd,j + F
01,σ
d,j
) 〈σ˜a〉+ (F 11,Ad,j + F 01,Ad,j ) 〈A˜t〉] (2.50)
GT.2.e.j = −1
2
∫
d3r eikn·r
{
ρn `n
[(
F 00,σe,j − F 11,σe,j − F 10,σe,j + F 01,σe,j
) 〈σ˜a〉
+
(
F 00,Ae,j − F 11,Ae,j − F 10,Ae,j + F 01,Ae,j
) 〈A˜t〉]+ 2ρp `p[(F 11,σe,j + F 01,σe,j ) 〈σ˜a〉
+
(
F 11,Ae,j + F
01,A
e,j
) 〈A˜t〉]} (2.51)
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GT.2.d.a = ρ
∫
d3r
(
F 00,σd,a − F 11,σd,a − C00d − 3C11d ) 〈σ˜a〉 (2.52)
GT.2.e.a.N = −1
2
∫
d3r eikp·r
{
ρp `p
[(
F 00,σe,a − F 11,σe,a + F 10,σe,a − F 01,σe,a
) 〈σ˜a〉
+
(
F 00,Ae,a − F 11,Ae,a + F 10,Ae,a − F 01,Ae,a
) 〈A˜t〉]
+ 2ρn `n
[(
F 11,σe,a + F
10,σ
e,a
) 〈σ˜a〉+ (F 11,Ae,a + F 10,Ae,a ) 〈A˜t〉]} (2.53)
GT.2.e.a.D = 〈σ˜a〉F.2.e.a.D (2.54)
The coefficients F IJ,σd,y (y = a, j) and F
IJ,A
d,y are defined as the σa and At parts of the
operator F IσyF
J :
F IσyF
J = F IJ,σd,y σa + F
IJ,A
d,y At + terms linear in σj . (2.55)
The remaining parts linear in σj do not contribute after summing over σj. The F
IJ,σ
e,y
and F IJ,Ae,y are the corresponding parts of the operator (1 + σa · σj)F IσyF J , and the
expressions for F IJ,σx,y and F
IJ,A
x,y are given in Appendix B.
As in the Fermi case, the 2nd order direct diagrams, GT.2.d.a can be interpreted
in terms of quasi-nucleon probabilities. The GT.2.d.a has contributions from the 〈σ˜a〉
only. When the final proton has spin ↑ only the σza term contributes. This simple case
is considered for illustration. In this case, (1 + GT.2.d.a) represents the probability
that the active quasi-nucleon has σza τ
z
a = −1 in the initial state and +1 in the final
state. In FG states these are unit probabilities. The cluster expansion is used to
calculate them in CB states. The 0th order terms = 1, and the two-body 2nd order
direct terms are given by:
∓ 1
2
∑
j
∫
d3r〈χn(a)χτ (j)|(F − 1)σza τ za (F − 1)−
1
2
{σza τ za , (F − 1)2}|χn(a)χτ (j)〉
= ρ
1
2
∫
d3r (F 00,σd,a − F 11,σd,a − C00d − 3C11d )
∓ (ρp − ρn)1
2
∫
d3r (F 10,σd,a + F
01,σ
d,a + 2F
11,σ
d,a − 2C10d + 2C11d ) , (2.56)
where the upper and lower signs correspond to the initial and final states respectively.
The 1st order direct terms cancel as in Eq. (2.22). Neglecting the exchange terms
and those of order CIJd C
MN
d and F
IJ,σ
d,a F
MN,σ
d,a :
PI(σ
z
a τ
z
a = −1, d) PF (σza τ za = 1, d) = 1 + ρ
∫
d3r (F 00,σd,a − F 11,σd,a − C00d − 3C11d )
= 1 + [GT.2.d.a]z . (2.57)
The σza τ
z
a = −1 probability is the sum of the n ↑ and p ↓ probabilities listed in Table
2.1.
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Figure 2.6: ηGT as a function of q and proton fraction. The solid, dashed, dotted
and dash-dot lines show results for xp = 0.5, 0.4, 0.3, and 0.2 for kN = kFN at ρ = ρ0.
Results for Gamow-Teller Matrix Element
The tensor correlations lead to a dependence of the GT CBME on the direction of the
spin quantization axis through the 〈A˜t〉 terms. Therefore, the CBME is not discussed
for spin up and down final states individually. The sum of |CBME|2 over the final two
spin states is independent of the chosen axis. This sum equals 3 for FGME. Results
are reported for:
ηGT ≡ 1
3
(|〈ΨF ↑ |OGT |ΨI〉|2 + |〈ΨF ↓ |OGT |ΨI〉|2) (2.58)
The ηGT has been calculated using the correlation functions as described in Section
2.1 and the results for kN = kFN are plotted in Fig. 2.6. As in the Fermi case, the
variation of ηGT due to changes in proton fraction is less than 3%, but it has more q
dependence. The quadratic fit (Eq. (2.42)) is still valid up to q ∼ 0.5 fm−1, and its
parameters are given in Table 2.2.
Figure 2.7 illustrates the relative contributions of the various terms to ηGT . As
in the Fermi case, the main quenching comes from the GT.2.d.a term; approximating
the |CBME|2 by |1 + GT.2.d.a|2 gives ηGT = 0.79 (dotted line). It decreases to 0.72
on adding the GT.n.e.a terms (double dash-dot line). The double dot-dash line shows
the result after including GT.n.e.j terms which reduce the quenching.
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Figure 2.7: Cluster diagram contributions to ηGT . For kN = kFN and ρ = ρ0, the
dash-double dot line includes all of the q-independent terms, while the solid line shows
the full result. See text for description of other curves.
The main q-dependence comes from the 1st order GT.1.d.j term; results obtained
after adding this term are shown by the dashed line. The GT.2.d.j term also con-
tributes to the q-dependence (full line gives the total ηGT ).
The dash-dot and the double dot-dash lines have a barely visible q-dependence
coming from the GT.n.e.y terms. In the Fermi case these exchange terms depend
only on kn and kp; however, in the GT case they introduce a dependence of ηGT on
the angle between kn and kp. This appears as a q-dependence, but it is very small
(< 0.002).
The relative contributions of various correlations to ηGT are shown in Fig. 2.8.
The dashed and the dash-dot lines show results obtained after setting f στ = f tτ = 0,
and in addition f c = 1 respectively. The central correlations contribute mostly via the
GT.n.e.j terms; the dotted line close to ηGT = 1 is obtained by setting f
στ = f tτ = 0
and including only the GT.n.x.a terms.
The dependence of ηGT on kn and kp is shown in Fig. 2.9. It is small, < 0.03 as
for ηF .
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Figure 2.8: Correlation dependence of ηGT . For kN = kFN and ρ = ρ0, the solid line
is for ηGT with the full F . The dashed line shows results with f
στ = f tτ = 0, and in
addition, f c = 1 for the dash-dot line. The dotted line shows |∑n,xGT.n.x.a|2 when
fστ = f tτ = 0.
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Figure 2.9: Dependence of ηGT on the initial (kn) and final (kp) momenta. Each set
contains six lines depicting the results for kn = (.5, .75, 1)kFn, and proton fraction
xp = 0.3 and 0.5 for the indicated value of kp for ρ = ρ0.
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2.1.3 Neutral Vector Matrix Element
In “one-body” NV transitions the final state is:
|ΦF 〉 = a†
kfχ
f
N
akiχiN |ΦI〉 , (2.59)
where ki ≤ kFN and kf > kFN . The NV matrix element is nonzero only when the
initial and final spin-isospin states, χfN and χ
i
N are the same.
The terms in the cluster expansion of the NV CBME are denoted by
NV.n.x.y = − sin2 θW NV.n.x.y.1 + 1
2
(1− 2 sin2 θW ) NV.n.x.y.z , (2.60)
where n, x and y are defined in section 2.1 and 1 and z respectively represent contri-
butions of eiq·ri and τ zi e
iq·ri . For the NV.n.x.y.1 terms:
NV.0.d.a.1 = 1 (2.61)
NV.1.d.j.1 =
∫
d3r e−iq·r 2
(
(f c − 1)ρ+ f τ (ρp − ρn)〈τ za 〉
)
(2.62)
NV.1.e.j.1 = −1
2
∫
d3r eiki·r
{
(f c − 1 + 3fσ + 3f τ + 9fστ )(ρp `p + ρn `n)
+ (f c − 1 + 3fσ − f τ − 3fστ )(ρp `p − ρn `n)〈τ za 〉
}
(2.63)
NV.1.d.a.1 = 0 (2.64)
NV.1.e.a.N.1 = −1
2
∫
d3r eikf ·r
{
(f c − 1 + 3fσ + 3f τ + 9fστ )(ρp `p + ρn `n)
+ (f c − 1 + 3fσ − f τ − 3fστ )(ρp `p − ρn `n)〈τ za 〉
}
(2.65)
NV.1.e.a.D.1 =
1
4
∫
d3r (eiki·r + eikf ·r)
[
(f c − 1 + 3fσ + 3f τ + 9fστ )(ρp `p + ρn `n)
+ (f c − 1 + 3fσ − f τ − 3fστ )(ρp `p − ρn `n)〈τ za 〉
]
(2.66)
NV.2.d.j.1 =
∫
d3re−iq·r
[
(C00d + 3C
11
d )ρ+ 2(C
10
d − C11d )(ρp − ρn)〈τ za 〉
]
(2.67)
NV.2.e.j.1 = −1
4
∫
d3r eiki·r
{
(C00e + 6C
10
e − 3C11e )(ρp `p + ρn `n)
+ (C00e − 2C10e + 5C11e )(ρp `p − ρn `n)〈τ za 〉
}
(2.68)
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NV.2.d.a.1 = 0 (2.69)
NV.2.e.a.N.1 = −1
4
∫
d3r eikf ·r
{
(C00e + 6C
10
e − 3C11e )(ρp `p + ρn `n)
+ (C00e − 2C10e + 5C11e )(ρp `p − ρn `n)〈τ za 〉
}
(2.70)
NV.2.e.a.D.1 =
1
8
∫
d3r (eiki·r + eikf ·r)
[
(C00e + 6C
01
e − 3C11e )(ρp `p + ρn `n)
+ (C00e − 2C01e + 5C11e )(ρp `p − ρn `n)〈τ za 〉
]
(2.71)
where 〈τ za 〉 = 〈χfN(a)|τ za |χiN(a)〉.
The NV.n.d.a.1 terms are zero for n > 0 because eiq·ri commutes with the static
correlation operators. Also note that the exchange terms, NV.n.e.a.1, are zero when
|ki| = |kf |.
The NV.n.x.y.z terms are given by:
NV.0.d.a.z = 〈τ za 〉 (2.72)
NV.1.d.j.z =
∫
d3r e−iq·r 2
(
(f c − 1)(ρp − ρn) + f τρ〈τ za 〉
)
(2.73)
NV.1.e.j.z = −1
2
∫
d3r eiki·r
{
(f c − 1 + 3fσ + f τ + 3fστ )(ρp `p − ρn `n)
+ (f c − 1 + 3fσ + f τ + 3fστ )(ρp `p + ρn `n)〈τ za 〉
}
(2.74)
NV.1.d.a.z = 0 (2.75)
NV.1.e.a.N.z = −1
2
∫
d3r eikf ·r
{
(f c − 1 + 3fσ + f τ + 3fστ )(ρp `p − ρn `n)
+ (f c − 1 + 3fσ + f τ + 3fστ )(ρp `p + ρn `n)〈τ za 〉
}
(2.76)
NV.1.e.a.D.z = 〈τ za 〉NV.1.e.a.D.1 (2.77)
NV.2.d.j.z =
∫
d3re−iq·r
[
(C00d − C11d )(ρp − ρn) + 2(C10d + C11d )ρ〈τ za 〉
]
(2.78)
NV.2.e.j.z = −1
4
∫
d3r eiki·r
{
(C00e + 2C
10
e + C
11
e )(ρp `p − ρn `n)
+ (C00e + 2C
10
e + C
11
e )(ρp `p + ρn `n)〈τ za 〉
}
(2.79)
NV.2.d.a.z =
∫
d3r
(
4C11d (ρp − ρn)− 4C11d ρ〈τ za 〉
)
(2.80)
NV.2.e.a.N.z = −1
4
∫
d3r eikf ·r
{
(C00e + 2C
10
e + C
11
e )(ρp `p − ρn `n)
+ (C00e + 2C
10
e + C
11
e )(ρp `p + ρn `n)〈τ za 〉
}
(2.81)
NV.2.e.a.D.z = 〈τ za 〉NV.2.e.a.D.1 (2.82)
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In SNM the matrix elements of τz are related to those of τ
±. In this case the
NV.n.x.y.z = F.n.x.y. However, when xp < 0.5 the NV matrix elements have addi-
tional terms dependent upon ρn − ρp, or equivalently ρ(1− 2xp).
Results for Neutral Vector Matrix Element
In uncorrelated FG states, the neutral vector matrix element is:
− sin2 θW + 1
2
(1− 2 sin2 θW )〈τ za 〉 = −0.2314± 0.2686 (2.83)
the + and − referring to proton and neutron particle-hole pairs respectively. The
above two terms nearly cancel for uncorrelated protons. The correlations influence
each operator differently and the final CB result depends sensitively on ki, kf , ρ and
xp. The strong dependence of the proton NV matrix element on ρ and xp is shown
in Fig. 2.10 where the proton particle-hole NV CBME is given, scaled by 0.0372, the
FGME. Note that the value of the CBME (not |CBME|2) is shown in this figure.
At low densities the first term dominates, and the CBME is negative; however, at
higher densities the second term becomes larger, and the matrix element becomes
positive. At ρ ∼ ρ0 the cancellation of the two terms is almost exact, and the proton
NV CBME is very small. Fortunately, in this case the FGME is small and the CBME
is of the same order in the considered density range. Thus, the coupling of the proton
NV current is not likely to give a significant contribution to the ν-nucleus interaction.
Figure 2.11 shows the density and xp dependence of ηNV for neutron particle-hole
pair excitations. At ρ = 1
2
ρ0 the correlations increase the contribution of the first term
and decrease that of the second term in Eq. (2.83) by a similar magnitude. Therefore
at small ρ and q the NV neutron CBME ∼ FGME. However, at higher densities
it is quenched. As mentioned earlier these matrix elements have a significant xp
dependence absent in the charge current matrix elements.
Figure 2.12 shows the contributions of the various correlations to the NV neu-
tron CBME. The CBME is influenced by contributions of the f c − 1 correlations to
NV.n.x.j.1 and those of the fστ (rij)σi ·σjτ i · τ j and f tτ (rij)Sijτ i · τ j correlations to
NV.n.x.y.z terms. The results obtained after setting f στ = f tτ = 0, and in addition
f c = 1 are shown by dashed and dash-dot lines in Fig. 2.12.
The neutral vector CBME for a neutron particle-hole pair does not depend signif-
icantly on the magnitudes of the initial and final nucleon momenta. Variation of ki
from 0.5 to 1 and of kf from 1 to 1.5 kFn changes ηNV by less than 3 %.
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Figure 2.10: CBME for proton NV. CBME scaled by FGME as a function of q and
xp for ki = kf = kFp. The solid, dashed, dotted and dash-dot lines show results for
xp = 0.5, 0.4, 0.3, and 0.2.
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Figure 2.11: CBME for neutron ηNV . The solid, dashed, dotted and dash-dot lines
show ηNV for xp = 0.5, 0.4, 0.3, and 0.2 as a function of q for ki = kf = kFn.
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the dash-dot line. The solid line gives the full result.
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2.1.4 Neutral Axial-Vector Matrix Element
The operator,ONA is an axial-vector and it is convenient to express its matrix element
using the following two axial-vectors, similar to those used for the Gamow-Teller
CBME (Sect. 2.1.2):
〈σa〉 = 〈χfN(a)|σ(a)|χiN(a)〉 (2.84)
and
〈At〉 = 3 rˆaj 〈σa〉 · rˆaj − 〈σa〉 . (2.85)
We assume that χiN in Eq. (2.59) is spin up and calculate the sum of the square of
the NA matrix element for the two final states with χfN =↑, ↓ for both N = n and p.
The terms in the cluster expansion of the NA CBME are denoted by NA.n.x.y as in
Section 2.1, and the factor gA is omitted for brevity.
NA.0.d.a =
1
2
〈σa〉〈τ za 〉 (2.86)
NA.1.d.j =
1
2
∫
d3r e−iq·r 2
[
(ρp − ρn)(fσ〈σa〉+ f t〈At〉)
+ ρ〈τ za 〉(fστ 〈σa〉+ f tτ 〈At〉)
]
(2.87)
NA.1.e.j = −1
4
∫
d3r eiki·r
{
((f c − 1 + fσ + f τ − 3fστ )〈σa〉
+ (f t + 3f tτ )〈At〉)(ρp `p − ρn `n)
+ ((f c − 1 + fσ + f τ + 5fστ )〈σa〉
+ (f t − f tτ )〈At〉)(ρp `p + ρn `n)〈τ za 〉
}
(2.88)
NA.1.d.a = 0 (2.89)
NA.1.e.a.N = −1
4
∫
d3r eikf ·r
{
((f c − 1 + fσ + f τ − 3fστ )〈σa〉
+ (f t + 3f tτ )〈At〉)(ρp `p − ρn `n)
+ ((f c − 1 + fσ + f τ + 5fστ )〈σa〉
+ (f t − f tτ )〈At〉)(ρp `p + ρn `n)〈τ za 〉
}
(2.90)
NA.1.e.a.D =
1
2
〈σa〉〈τ za 〉NV.1.e.a.D.1 (2.91)
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NA.2.d.j =
1
2
∫
d3re−iq·r
([(
F 00,σd,j − F 11,σd,j
) 〈σa〉+ (F 00,Ad,j − F 11,Ad,j ) 〈At〉](ρp − ρn)
+
(
F 10,σd,j + F
01,σ
d,j + 2F
11,σ
d,j
) 〈σa〉)
+
(
F 10,Ad,j + F
01,A
d,j + 2F
11,A
d,j
) 〈At〉]ρ〈τ za 〉 (2.92)
NA.2.e.j = −1
8
∫
d3r eiki·r
({(
F 00,σe,j + 3F
10,σ
e,j − F 01,σe,j + F 11,σe,j
)〈σa〉
+
(
F 00,Ae,j + 3F
10,A
e,j − F 01,Ae,j + F 11,Ae,j
)〈At〉}(ρp `p − ρn `n)
+
{(
F 00,σe,j − F 10,σe,j + 3F 01,σe,j + F 11,σe,j
)〈σa〉
+
(
F 00,Ae,j − F 10,Ae,j + 3F 01,Ae,j + F 11,Ae,j
)〈At〉}(ρp `p + ρn `n)〈τ za 〉) (2.93)
NA.2.d.a =
1
2
∫
d3r
[(
F 10,σd,j + F
01,σ
d,j + 2F
11,σ
d,j − 2(C01d − C11d )
) 〈σa〉(ρp − ρn)
+
(
F 00,σd,j − F 11,σd,j − C00d − 3C11d
) 〈σa〉ρ〈τ za 〉] (2.94)
NA.2.e.a.N = −1
8
∫
d3r eikf ·r
({(
F 00,σe,j − F 10,σe,j + 3F 01,σe,j + F 11,σe,j
)〈σa〉
+
(
F 00,Ae,j − F 10,Ae,j + 3F 01,Ae,j + F 11,Ae,j
)〈At〉}(ρp `p − ρn `n)
+
{(
F 00,σe,j + 3F
10,σ
e,j − F 01,σe,j + F 11,σe,j
)〈σa〉
+
(
F 00,Ae,j + 3F
10,A
e,j − F 01,Ae,j + F 11,Ae,j
)〈At〉}(ρp `p + ρn `n)〈τ za 〉) (2.95)
NA.2.e.a.D =
1
2
〈σa〉〈τ za 〉NV.2.e.a.D.1 (2.96)
Results for Neutral Axial-Vector Matrix Element
We discuss only the sum of the |CBME|2 over the two final spin states because it is
independent of the chosen spin quantization axis. This sum equals 3/4 for FGME. In
the following we provide results for:
ηNA ≡ 4
3
(|〈ΨF ↑ |ONA|ΨI〉|2 + |〈ΨF ↓ |ONA|ΨI〉|2) (2.97)
The ηNA for neutron and proton particle-hole pairs are plotted in Figures 2.13 and
2.14 respectively for the considered densities and proton fractions. In these matrix
elements ki = kf = kFN .
The charge-changing and neutral axial-vector operators (OGT and ONA), appro-
priately scaled, can be interpreted as the three components of an isospin vector oper-
ator. In SNM the expectation values of these three components are equal as one can
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Figure 2.13: CBME for neutron ηNA. The solid, dashed, dotted and dash-dot lines
show ηNA for xp = 0.5, 0.4, 0.3, and 0.2 as a function of q for ki = kf = kFn. The
stars are results for ηGT at xp = 0.5.
not quantify the isospin axis. The stars in Figures 2.13 and 2.14 are results obtained
for ηGT for SNM with equivalent initial and final momenta and densities. They are
identical to those obtained for ηNA for both proton and neutron particle-hole pairs.
Unlike the results for the GT CBME, there is a noticeable dependence of ηNA on
the proton fraction at all densities considered. This (ρp − ρn) dependence originates
from the τ zj in NA.n.x.j and NA.n.x.a terms. We can approximate the NA results
obtained for xp < 0.5 by adding a density dependent term proportional to (ρp − ρn)
to ηNA for SNM. For small q this approximation is:
ηNA(ρ, xp < 0.5) = ηNA(ρ, xp = 0.5)− CN(ρ)(ρp − ρn) (2.98)
= ηGT (q = 0) + αGT q
2 − CN(ρ)(ρp − ρn) , (2.99)
where we have used ηNA = ηGT at xp = 0.5 and Eq. (2.42). The values obtained for
CN(ρ) at the three densities considered are given in Table 2.3.
The correlation dependence and initial and final momenta dependence studied for
ηGT are applicable here and will not be discussed further.
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Figure 2.14: CBME for Proton ηNA. The solid, dashed, dotted and dash-dot lines
show ηNA for xp = 0.5, 0.4, 0.3, and 0.2 as a function of q with ki = kf = kFp. The
stars are results for ηGT at xp = 0.5.
ρ Cp(ρ) Cn(ρ)
0.08 1.39 −1.29
0.16 1.53 −1.46
0.24 1.40 −1.38
Table 2.3: Linear fit to ηNA for xp < 0.5 at small q.
2.2 Correlated Basis Effective Interaction
Let |ΨX〉 denote the orthonormal correlated states. The effective interactions in CB
perturbation theory are defined such that:
〈ΨX |H|ΨY 〉 = 〈ΦX |H0 +HI |ΦY 〉 , (2.100)
H0 = −
∑
i
~2
2m
∇2i , (2.101)
HI =
∑
i<j
vCBij +
∑
i<j<k
V CBijk + ... . (2.102)
HereH is the nuclear Hamiltonian containing realistic two- and possibly three-nucleon
interactions. Even when H has only two-body interactions the CB HI can have three-
and higher body terms. Since the correlated states are expected to be close to the
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eigenstates of H, the non-diagonal matrix elements 〈ΨX 6=Y |H|ΨY 〉 are small. This
implies that the CB effective interactions can be used in perturbation expansions
based on the Hartree-Fock approximation. However, the 1st order results are often
not sufficiently accurate. The product of pair correlation operators (Eq. (2.1)) can
not transform the uncorrelated states into the exact eigenstates of H. CB calculations
of the optical potential of nucleons in nuclear matter [38] including up to 2nd order
terms inHI , and of the response of nucleon matter to electromagnetic probes including
correlated particle-hole rescattering [39], have been relatively successful. In these
works, as well as here, the three- and higher-body effective interactions are neglected.
The expectation value of H − TFG(X), where TFG(X) is the kinetic energy of
the Fermi-gas state |ΦX〉, is expanded to calculate the energy of the correlated state
|ΨX〉. It is given by:
〈ΨX |H|ΨX〉 = 〈ΦX |[SΠFij] (H − TFG(X)) [SΠFij]|ΦX〉〈ΦX |[SΠFij]2|ΦX〉 + TFG(X) ,(2.103)
TFG(X) =
∑
all i occupied in ΦX
k2i
2m
. (2.104)
Since |ΦX〉 is an eigenstate of the kinetic energy operator T = −
∑
i∇2i /2m, with
eigenvalue TFG(X), it is not necessary to expand the FG kinetic energy. The term
(H − TFG(X))|ΨX〉 does not contain terms with ∇2i operating on |ΦX〉. Including
only two-body clusters we obtain:
〈ΨX |H|ΨX〉 = TFG(X) +
∑
i<j
〈ij − ji|Fij
[
vijFij − 1
m
(∇2Fij)− 2
m
(∇Fij) ·∇
]
|ij〉 ,
(2.105)
where |ij〉 = ei(ki·ri+kj ·rj)χστ (i)χστ (j). The gradient operates on the relative coordi-
nate, and the sum i < j is over states occupied in |ΦX〉. The effective correlated basis
two-nucleon interaction (CBI) is given by (see Eq. (2.102)):
vCBij = Fij
[
vijFij − 1
m
(∇2Fij)− 2
m
(∇Fij) ·∇
]
(2.106)
in the 2-body cluster approximation. The energies of correlated states |ΨX〉 are
obtained by using this vCBij in 1st order with FG wave functions, |ΦX〉, as in the
Hartree-Fock approximation.
The vCBij has a momentum dependence due to the (∇Fij) ·∇ term which gives
contributions to the matter energy via exchange terms in Eq. (2.105). This contri-
bution is much smaller than that of the momentum independent, static terms in vCBij
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defined as:
vCBSij = Fij(vij −
1
m
∇2)Fij . (2.107)
In the present work only the static part of Fij is considered. Therefore only the
dominant, static part of the full Argonne vij is kept. The full vij is first approximated
by a v′8 interaction chosen such that it equals the isoscalar part of the full interaction
in all S and P waves as well as in the 3D1 wave and its coupling to
3S1. The
difference between the full and the v′8 interactions is small and treated perturbatively
in the quantum Monte Carlo calculations [35]. The v′8 has terms with the six static
operators, Op=1,6ij , and two spin-orbit terms. The later two are omitted to obtain the
static part of Argonne vij. In this approximation the v
CBS is a static operator having
six terms with Op=1,6:
vCBSij =
∑
p=1,6
vCBSp (rij)O
p
ij . (2.108)
The Landau-Migdal effective interactions used in studies of weak interactions in
nuclei [40] and nucleon matter [41] are obtained from the spin-isospin susceptibilities
of nucleon matter. We have therefore studied these susceptibilities with the vCB and
vCBS. The energy of nucleon matter with densities ρN↑ and ρN↓ can be expressed as:
E(ρ, x, y, z) = E0(ρ) + Eτ (ρ)x
2 + Eσ(ρ)y
2 + Eστ (ρ)z
2 , (2.109)
ρ = (ρn↑ + ρn↓ + ρp↑ + ρp↓) , (2.110)
x = (ρn↑ + ρn↓ − ρp↑ − ρp↓)/ρ , (2.111)
y = (ρn↑ − ρn↓ + ρp↑ − ρp↓)/ρ , (2.112)
z = (ρn↑ − ρn↓ − ρp↑ + ρp↓)/ρ . (2.113)
The τ, σ and στ susceptibilities are proportional to E−1τ,σ,στ , and E0(ρ) is the energy of
SNM with x = y = z = 0. Note that the Eτ (ρ0) is the same as the familiar symmetry
energy in the liquid drop mass formula. In principle, the above expansion is valid at
small values of x, y, and z; however, within the accuracy of available calculations it
seems to be valid up to x = 1 [42; 43].
We have calculated the Eτ,σ,στ (ρ) using the v
CB obtained from the Fij at ρ =
1
2
, 1
and 3
2
ρ0. The results obtained with the v
CB are given by full lines in Fig. 2.15, while
those with the simpler vCBS by dashed lines. The momentum dependent part of vCB
gives rather small contributions which may be neglected in the first approximation.
The vCB has a density dependence due to that of Fij. However, it has very little effect
on Eσ and Eστ ; the results obtained from the
1
2
, 1 , 3
2
ρ0 v
CB’s essentially overlap.
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Figure 2.15: Eστ (ρ) (upper set), Eτ (ρ) (middle set) and Eσ(ρ) (lower set) of SNM.
In each set, the uppermost curves are results using Fij for ρ =
1
2
ρ0, the middle for
ρ = ρ0, and the lowest for ρ =
3
2
ρ0. Solid lines show the results for v
CB and the dashed
lines vCBS. Stars denote values obtained for Eτ (ρ) from variational calculations [33].
The density dependence of vCB has a small but noticeable effect on the symmetry
energy Eτ (ρ).
The stars on Fig. 2.15 show the values of Eτ (ρ) extracted from recent variational
calculations [33] of SNM and PNM with the Argonne v18 and Urbana-IX interactions,
assuming that Eq. (2.109) is valid up to x = 1 for y = z = 0. The two-body vCB
seems to provide a fair approximation to the Eτ (ρ).
Also calculated are the spin susceptibility of PNM given by the inverse of EPNMσ (ρ)
defined as:
EPNM(ρ, y) = EPNM0 (ρ) + E
PNM
σ (ρ)y
2 . (2.114)
The results obtained with the vCB and vCBS are shown in Fig. 2.16 along with those
obtained from quantum Monte Carlo calculations [44] with the static part of Argonne
v18 and Urbana-IX interactions. The two-body vCB using Fij of SNM gives fairly
accurate values of EPNMσ .
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Figure 2.16: Eσ(ρ) for pure neutron matter. The solid line shows results obtained
using vCB and the dashed for the vCBS. The results obtained with Fij for ρ =
1
2
, 1, 3
2
ρ0
are essentially indistinguishable. Stars denote values obtained for EPNMσ (ρ) from
quantum Monte Carlo calculations [44]. The dash-dot line is the Fermi-gas Eσ(ρ).
Figure 2.17 shows E0(ρ) and E
PNM
0 (ρ) calculated from the v
CB at the three values
of ρ. The stars in this figure give results of the recent variational calculations [33]
with the full Argonne v18 and Urbana-IX interactions. At low densities the two-body
vCB is not a bad approximation; however, the E0(ρ) obtained from it does not show
a minimum at ρ0. The 3-body interaction and cluster contributions are repulsive and
are essential to obtain the minimum.
The two-body vCB is more accurate in predicting the susceptibilities than the
equation of state, E0(ρ). This is partly because the contributions of TFG and v
CB to
the Eτ,σ,στ (ρ) add. The contribution of TFG to the E
PNM
σ is shown in Fig. 2.16, it is
about half of the total. For this reason even comparatively simple estimates [45] of
EPNMσ are not too different from the current state of the art [44]. In contrast, in SNM
the large negative 〈vCB〉 cancels the TFG to produce a relatively small binding energy.
Therefore the many-body clusters are relatively more important in the calculation of
E0(ρ).
The results of the recent SNM calculations, which provided the Fij used here, are
summarized in Table 2.4. The one- and two-body cluster contributions are calculated
exactly. The calculation of the three-body cluster contributions from the static part of
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Figure 2.17: E0(ρ) for SNM (lower set of curves) and PNM (upper set of curves).
In each set, the uppermost curves are results using Fij for ρ =
3
2
ρ0, the middle for
ρ = ρ0, and the lowest for ρ =
1
2
ρ0. Solid lines show the results for v
CB and the dashed
lines vCBS. Stars denote values obtained for E0(ρ) from variational calculations [33].
Fij is also exact. However, the three-body contributions from spin-orbit correlations
and forces, the n≥4-body contributions and the difference between the variational
and the ground state energies are estimated approximately. The empirical E0(ρ)
assumes ρ0 = 0.16 fm
−3, E0(ρ0) = −16 MeV and an incompressibility of 240 MeV.
The difference between the calculated and the empirical values is likely to be reduced
when the more realistic Illinois Vijk [36] is used in place of the Urbana-IX. However,
a part of this difference is due to the approximations made in the calculation.
Next we consider the non-diagonal CB interaction. Let a Fermi-gas state |ΦF 〉
differ from |ΦI〉 in the occupation numbers of two single particle states:
|ΦF 〉 = a†na†majai|ΦI〉 . (2.115)
The matrix element of H between the CB states is given by:
〈ΨF |H|ΨI〉 = 〈ΦF |[SΠFij] H [SΠFij]|ΦI〉√〈ΦF |[SΠFij]2|ΦF 〉〈ΦI |[SΠFij]2|ΦI〉 . (2.116)
The numerator of this matrix element contains terms in which the kinetic energy
operator acts on the |ΦI〉. They give:
〈ΦF |[SΠFij][SΠFij]T |ΦI〉√〈ΦF |[SΠFij]2|ΦF 〉〈ΦI |[SΠFij]2|ΦI〉 = TFG(I)〈ΨF |ΨI〉 . (2.117)
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Density (fm−3) 0.08 0.16 0.24
1-b TFG 13.9 22.1 29.1
2-b all −25.9 −43.7 −56.2
3-b static 4.9 10.9 19.1
3-b LS + ≥4-b all −2.2 −1.7 0.8
(E0 − EV ) −0.6 −1.8 −3.3
Calculated E0 − 9.9 − 14.2 −10.6
Empirical E0 − 12.1 − 16.0 −12.9
Table 2.4: Contributions to the ground state energy of SNM from Argonne vij and
Urbana Vijk in MeV per nucleon
When the correlated states are orthogonalized this term is zero. Neglecting it the
two-body cluster approximation of the above matrix element is obtained as:
〈ΨF |H|ΨI〉 = 〈mn|
[
vCBS − 1
m
(
∇′ · (F∇′)F + F (∇F ) ·∇
)]
|ij〉
= 〈mn|vCB|ij〉 . (2.118)
The ∇′ operate to the left while the ∇ operates to the right. When the momentum
dependent term is negligible, this matrix is just the Fourier transform of vCBS. Using
the algebra of operators Op=1,612 , and Eqs. (2.107) and (2.108) we obtain:
vCBSp =
∑
q,r,s,t=1,6
f qvrf sKqrtKtsp −
∑
q,s=1,6
1
m
f q
(
∇2 − 6
r2
(δs5 + δs6)
)
f sKqsp . (2.119)
Here we have used:
∇2f t(rij)Sij = Sij
(
− 6
r2ij
f t(rij) +∇2f t(rij)
)
, (2.120)
and the Kpqr matrices are defined so that
OpijO
q
ij =
∑
r=1,6
KpqrOrij (for p, q ≤ 6) . (2.121)
Their values are given in ref [37]. The Fourier transforms of the vCBSp are given in
Figures 2.18 to 2.20. Note that Sij = 3σi · qˆ σj · qˆ− σi · σj in momentum space.
The effective vCBS is weaker than the bare v, particularly at large values of q, as
shown in Figs. 2.18-2.20. Perturbative corrections typically involve a loop integration
over the momentum transfer q with a q2 phase-space factor. Hence in these figures
we compare q2vCBSp (q) with q
2vp(q).
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Figure 2.18: Fourier transforms of the central and σi · σj components of CBS
effective interaction. vCBS obtained using Fij calculated at ρ =
1
2
, 1, 3
2
ρ0 are shown
by dotted, solid, and dash-dot lines respectively. The dashed line shows the Fourier
transform of the corresponding bare interaction.
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Figure 2.19: Fourier transforms of the τ i · τ j and σi · σjτ i · τ j components of CB
effective interaction. vCBS obtained using Fij calculated at ρ =
1
2
, 1, 3
2
ρ0 are shown
by dotted, solid, and dash-dot lines respectively. The dashed line shows the Fourier
transform of the corresponding bare interaction.
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Figure 2.20: Fourier transforms of the Sij and τ i ·τ jSij components of CBS effective
interaction. vCBS obtained using Fij calculated at ρ =
1
2
, 1, 3
2
ρ0 are shown by dotted,
solid, and dash-dot lines respectively. The dashed line shows the Fourier transform
of the corresponding bare interaction.
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Chapter 3
Neutrino Interactions in Cold
Symmetric Nuclear Matter
Neutrino reaction rates are determined by the response of the nuclear system to weak
probes. In the absence of exact nuclear wave functions, the effective interactions and
effective weak operators calculated in Chapter 2 can be used in various approximation
schemes to determine the nuclear response. In this chapter we consider the simplest
nuclear system, zero temperature symmetric nuclear matter, and study the effects
of correlations on the response functions using the Hartree-Fock, Tamm-Dancoff and
random phase approximations. These response functions are used to calculate the
neutrino mean free paths. Though the neutrino mean free paths in cold symmetric
nuclear matter are not needed to study the dynamics of core collapse supernovae and
neutron stars, this simpler problem is useful to test the techniques that will be used
in Chapter 4 to calculate the rates of neutrino absorption, emission and scattering by
hot asymmetric matter in these systems.
3.1 Zero Temperature Response Function
At zero temperature, the response of matter to weak probes is defined as:
R(ω, q) =
1
A
∑
F
|〈ΨF |OW |ΨI〉|2 δ(ω + EI − EF ), (3.1)
where |ΨI〉 = |Ψ0〉 the ground state with energy EI = E0. |ΨF 〉 are eigenstates with
eigenvalues EF , ω is the energy transfer and A the total number of nucleons. The
weak operators, OW , are given by Eqs. (2.6)-(2.9). Exact nuclear wave functions
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are not currently obtainable for large systems (A > 12) and |ΨF 〉 and |ΨI〉 must be
approximated.
If the interaction between nucleons were simply long range, one could employ a
mean field or Hartree-Fock approximation. The nucleons in matter are described
as moving in an average field due to all other particles in the system. For infinite
matter the ground state wave function is a product of single particle plane wave states,
φi = e
iki·rχi with |ki| ≤ kF . The single particle states φi have energy:
²i =
k2i
2m
+
∑
|kj |≤kF
(〈φjφi|v|φjφi〉 − 〈φiφj|v|φjφi〉) . (3.2)
In the mean field approximation all eigenstates of nuclear matter can be considered
as a set of occupation numbers for the single particle states: for example, the many-
body state |ΦJ〉 = {nJ(σ, τ,ki)}, where the occupation numbers nJ(σ, τ,ki) are 1
when the single particle state σ, τ,ki is occupied in |ΦJ〉 and zero otherwise, and∑
σ,i
nJ(σ, τ = n,ki) = N (3.3)∑
σ,i
nJ(σ, τ = p,ki) = Z . (3.4)
For the strong interaction where there are short-range correlations between nucleons,
this mean field description is not adequate.
In 1956, Landau proposed a one-to-one correspondence between the eigenstates
of a non-interacting system and the eigenstates with small excitation energies of an
interacting system; the Fermi liquid theory. The eigenstates |ΦJ〉 of non-interacting
FG are characterized by a product of single particle states with occupation numbers,
{nJ(σ, τ,ki)} as in the mean field approximation. As interactions are adiabatically
introduced, these eigenstates of the non-interacting FG transform into the eigen-
states |ΨJ〉 of the interacting system also labeled with {nJ(σ, τ,ki)}. In the inter-
acting system the {nJ(σ, τ,ki)} are called “quasi-particle” occupation numbers. For
states |ΨJ〉 with small excitation energy, it is convenient to consider the difference
{nJ(σ, τ,ki) − n0(σ, τ,ki)} which is +1 for quasi-particles and −1 for quasi-holes in
the state |ΨJ〉. Landau observed that at sufficiently small excitation energies these
quasi-particles and holes have long lifetimes and may be considered as particles or
holes whose properties differ from those of the bare particles in vacuum due to their
interactions with other particles in the Fermi liquid.
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In CBT the mapping of the interacting states on to the non-interacting states is
implemented approximately via:
|ΨJ〉 = S
∏
Fij|ΦJ〉 , (3.5)
and subsequent orthonormalization as discussed in Ref. [28]. It is not exact as
assumed in Fermi liquid theory, and it is not restricted to low energy excitations. In
the correlated basis HF (CHF) approximation
|ΨI〉 = S
∏
Fij|ΦI〉 and |ΦI〉 = |Φ0〉 . (3.6)
The excited states are CB particle-hole states:
|ΨF 〉 = (SΠFij)a†mai |ΦI〉 = (SΠFij)|ΦF 〉 , (3.7)
EJ =
〈ΨJ |H|ΨJ〉
〈ΨJ |ΨJ〉 , (3.8)
and the response is calculated using Eqs. (3.1) and (3.6)-(3.8).
In principle, the CHF is exactly equivalent to the one using the following equations:
R(ω, q) =
1
A
∑
F
|〈ΦF |OeffW |ΦI〉|2δ(ω + EI − EF ) , (3.9)
EJ = 〈ΦJ |
∑
i<j
veffij +
∑
i<j<k
V effijk + . . . |ΦJ〉+ TFG(J) . (3.10)
The CHF results presented here are approximate due to neglect of three-and higher-
body effective interactions and the neglect of three- and higher-body cluster contri-
butions to OeffW and v
eff
ij .
In the next subsection we discuss the correlated Tamm-Dancoff approximation
(CTDA) which takes into account the interaction between quasi-particles and holes
in the final states |ΨF 〉.
The ground state in CTDA continues to be approximated by Eq. (3.6). The
correlated random phase approximation discussed in Section 3.5 allows one to include
the leading corrections to the CB ground state.
The next step toward the exact calculation of the response would be to include
two-particle two-hole excitations in the sum over final states |ΨF 〉. At this step it
would also be necessary to include the two-body effective operators defined in Section
2.1.
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3.2 Correlated Tamm-Dancoff Approximation
In CTDA the excited states, |ΨF 〉, are expanded in the basis of correlated 1p-1h
excitations with total momentum q, isospin T = 0, 1 and spin S = 0, 1:
|ΨF 〉 = (SΠF )
∑
mi
cFmi a
†
mai |Φ0〉 = (SΠF )
∑
mi
cFmi|mi〉 . (3.11)
The coefficients, cFmi, are obtained by diagonalizing the Hamiltonian in the correlated
1p-1h basis. This method, sans correlation operators, is commonly referred to as
TDA.
The matrix elements of the Hamiltonian between 1p-1h states mi and nj are given
by:
Hmi,nj = (²m − ²i)δijδmn + 〈mj|vCBS|in〉 − 〈jm|vCBS|in〉 . (3.12)
The single particle state with momentum ka, with either |ka| > kF or |ka| < kF , has
an associated single particle energy, ²a, given by Eq. (3.2) where v = v
CBS.
We model the infinite system in a box with sides L using periodic boundary
conditions. The single particle states are
φi =
1√
V
eiki·ri χστ (i) , (3.13)
where kn =
2pi
L
n and nx,y,z = (0,±1,±2 . . . ). At zero temperature, all single particle
states with |ki| ≤ kF are occupied in the ground state. The 1p-1h excitations consist
of all states |mi〉 where |km| = |ki + q| > kF . For the states km to be on the lattice
of momentum states in the box, given that ki are on the lattice, we must have
q =
2pi
L
(nq,xxˆ+ nq,yyˆ + nq,z zˆ) , (3.14)
L =
2pi
|q|
√
n2q . (3.15)
This gives a minimum box length Lmin =
2pi
|q| . The size of the basis is increased by
increasing n2q. By adopting the box method, the exchange terms of Eq. (3.12) are
trivially and explicitly included.
In CTDA, the response function, Eq. (3.1), for vector currents becomes
RV (ω, q) =
1
A
∑
F
|
∑
mi
cFmi〈mi|OeffV |Φ0〉|2 δ(ω + EI − EF ) . (3.16)
For axial-vector currents it is
RAV (ω, q) =
1
A
∑
α=x,y,z
∑
F
|
∑
mi
cFmi〈mi|OeffAV, α|Φ0〉|2 δ(ω + EI − EF ), (3.17)
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Figure 3.1: CTDA response functions for OF in cold SNM. Response functions are
calculated using CTDA, with vCBS and Oeff at q = 0.05, 0.10, 0.15, 0.20, 0.30, 0.40
and 0.50 fm−1 and ρ = ρ0. The curves show responses folded with a Gaussian of
width 0.7 MeV.
where α denotes the component of the axial-vector weak operator.
The response functions obtained by diagonalizing the effective interaction in all
of the p-h states in the periodic box are a series of delta functions with various
strengths. For graphing and fitting purposes, these delta functions have been folded
with a Gaussian function. The width of the folding function was chosen to best
reproduce the analytic non-interacting FG calculations. However, the width is not a
physical parameter and observables such as the neutrino mean free path must not be
sensitive to it. In practice, this is true if one uses small enough widths such as those
chosen here.
3.2.1 Charge Current CTDA Response Functions
The absorption of neutrinos via the charged current process n + νe → p + e− is
determined by the Fermi and Gamow-Teller responses of nuclear matter. The results
obtained in the CTDA for ρ = ρ0 are shown in Figs. 3.1 and 3.2 for various values of
q. In Figs. 3.3 and 3.4 we give more details of the responses at q = 0.3 fm−1.
The top graphs of Figs. 3.3 and 3.4 show the response functions across all energy
transfers ω; the lower, a magnification of the small ω region. In both figures, q =
|q| 1√
14
(xˆ+2yˆ+3zˆ) with L chosen such that the number of 1p-1h basis states is ∼ 3200
and the box contains ∼ 77,000 nucleons.
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Figure 3.2: CTDA response functions for OGT in cold SNM. Response functions
calculated using CTDA, with vCBS and Oeff at q = 0.05, 0.10, 0.15, 0.20, 0.30, 0.40
and 0.50 fm−1 and ρ = ρ0. The curves show responses folded with a Gaussian of
width 0.7 MeV.
The response functions indicated by cross marks in Figs. 3.3 and 3.4 are for non-
interacting nucleons in the periodic box. It is clear that the box is large enough to
well reproduce the analytic result [46] indicated by a thick solid line. The response
of a non-interacting FG calculated when Obare is replaced by Oeff (plus marks) is
included to illustrate that the use of the effective operator suppresses the response by
∼ 20-25%.
Also shown in Figs. 3.3 and 3.4 are the response functions calculated using Oeff
with various common assumptions made regarding veff . The CHF response obtained
by including only the diagonal matrix elements of vCBS in Eq. (3.12), is indicated
by the dashed line. Results including only direct terms of vCBS in the off-diagonal
matrix elements of the CTDA are shown by the dotted line. The thin solid line shows
the response using vCBS and the full CTDA matrix. All three calculations indicate
that interactions shift the strength to higher ω when compared to the non-interacting
FG. However, the CHF response is almost twice as strong as CTDA at low ω. In
addition, for RF , only the full CTDA calculation using v
CBS gives a coherent state
outside of the p-h continuum, indicating that the exchange terms are not negligible.
This is not the case for RGT where the exchange terms have little effect. The width
of the coherent state in Figs. 3.3 and 3.4 indicates the width of the folding function
used in these figures.
The three GT responses corresponding to α = x, y, z (Eq. (3.17)) are classified as
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Figure 3.3: CTDA response functions for OF in cold SNM at q = 0.3 fm
−1 and
ρ = ρ0. The upper graph shows the full response across all values of ω, the lower is
a magnification of the small ω region. The thick solid line is the analytic result for
an infinite non-interacting FG [46] while the cross marks show the response obtained
using the finite periodic box. The response when Obare is replaced by Oeff in a non-
interacting FG is indicated by the plus marks. The remaining lines are calculations
using Oeff and various effective interactions: dashed - CHF, dotted - includes only
direct vCBS off-diagonal matrix elements in the CTDA, and solid - full CTDA using
vCBS. The curves show responses folded with a Gaussian of width 0.28 MeV.
spin longitudinal (α = z) and two spin transverse (α = x, y), where the direction of
q defines the z-axis [16; 47; 48]. The peak of RGT in Fig. 3.4 has contributions from
three states which lie just beyond the p-h continuum. The one at relatively lower
energy is from the longitudinal response while the other two are from the transverse
and are degenerate. The ground state of uniform FG has Jz = 0, and conservation
of Jz implies that only states with Jz = 0 contribute to the longitudinal response.
However, resonant states obtained using a finite box are not eigenstates of Jz. For the
box lengths used in the present calculation at least 99% of the strength of each reso-
nance can be attributed to either the spin longitudinal or spin transverse directions.
As q is increased, the peaks are shifted into the p-h continuum and distinguishable
resonances disappear.
Calculations which assume a bare weak operator and Skyrme-like effective inter-
actions without tensor forces use a slightly different definition of RAV . The three
directions, α = x, y, z in Eq. (3.17) are equivalent in the absence of tensor forces. In
this case it is most convenient to calculate the response in one direction, α = z for
example. However, experimental and theoretical investigations of the isovector (~p, ~n)
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Figure 3.4: CTDA response functions for OGT in cold SNM at q = 0.3 fm
−1 and
ρ = ρ0. See caption of Fig. 3.3 for notation. The curves show responses folded with
a Gaussian of width 0.28 MeV.
reactions indicate an enhancement in the longitudinal response [16; 47; 48] due to the
one-pion exchange, tensor interaction. The spin longitudinal and spin transverse com-
ponents of the axial-vector response functions can differ significantly at larger values
of q and must be calculated separately. We have chosen here to sum the components
of the axial-vector and discuss the total response. The differences in the sums of spin
longitudinal and transverse responses will be discussed in Sect. 3.6. A third of the
present RAV should be used to compare results with those of simpler models which
ignore tensor forces.
3.2.2 Neutral Current CTDA Response Functions
For the neutrino scattering processes N+νe → N ′+ν ′e (N = n or p) in SNM, two tran-
sitions are possible: isospin change ∆T = 0 and 1. For ∆T = 1 transitions in SNM,
only the τz terms of the neutral current operators (Eqs. (2.8) and (2.9)) can con-
tribute. These contributions can be trivially related to the charge current operators
discussed in Sect. 3.2.1: ∆T = 1 contribution to RNV =
1
2
(
1− 2 sin2 θW
)2
RF and
all of RNA =
1
2
RGT . We do not include separate results for these response functions.
The contributions of ∆T = 0 transitions to the neutral current response function
in SNM is via the isospin and spin independent part of ONV , (Eq. (2.8)) given
by
∑
i
sin2 θW e
iq·ri where
∑
i
eiq·ri is the density operator. The total energy, E(ρ),
calculated in Section 2.2, minimizes at ρ À ρ0 and matter is unstable to density
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ρ C1 C2 α
0.16 310.6 -302.4 0.54
0.24 342.5 -356.0 0.50
Table 3.1: Parameters of vδij at ρ = ρ0 and
3
2
ρ0.
fluctuations at the densities considered in this work. However, it is believed that
matter is stable down to densities ∼ 0.1 fm−3 [52]. We therefore add a correction
to vCBS meant to take into account the neglected three-body forces and many-body
cluster contributions. This correction is chosen to reproduce the semi-empirical E(ρ)
in Ref. [52].
We use a density dependent zero-range central interaction which is to be used only
in direct matrix elements:
vδij(ρ) =
(
C1
(
ρ
ρ0
)α
+ C2
)
δ(ri − rj) , (3.18)
to represent this correction. For finite range effective interactions such as vCBS, the
exchange contribution to the matrix element of the Hamiltonian depends on the mo-
mentum difference between the hole states, kij = ki − kj. When |kij| is large, the
contribution of the exchange term to the effective interaction is negligible. However,
for δ-function interactions the exchange contribution is a constant, independent of
the relative momenta. Including exchange contributions from vδ(ρ) causes unphys-
ically large corrections in the exchange channel and we therefore assume that vδ(ρ)
contributes only to the direct matrix elements.
The contribution of vδ(ρ) to the energy of matter per nucleon is
Eδ(ρ)
A
=
1
2
∑
i,j
〈ij|vδij(ρ)|ij〉 (3.19)
=
1
2
(
C1
(
ρ
ρ0
)α
+ C2
)
ρ (3.20)
The parameters C1, C2 and α are chosen so that v
CBS+vδ(ρ) reproduces the semi-
empirical E(ρ) of [52] in the 1
2
-3
2
ρ0 range. The fitted parameters are given in Table
3.1 at the two densities considered. Recall that vCBS is density dependent because
the correlation functions which define vCBS are density dependent. The parameters
of vδ(ρ) therefore depend on the density at which vCBS is determined. However, both
sets fit the same E(ρ), and predict similar responses.
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Figure 3.5: Neutral current CTDA response functions for ∆T = 0 transitions at
q = 0.3 fm−1 for cold SNM. The response function are calculated at ρ = ρ0 (upper)
and 3
2
ρ0 (lower). Dotted lines show the response for a non-interacting FG. Response
functions calculated in CTDA using vCBS and Obare are shown as dashed lines and
Oeff by solid lines. The curves show responses folded with a Gaussian of width 0.96
MeV for ρ = ρ0 and 1.2 MeV for ρ =
3
2
ρ0.
The contribution of vδ(ρ) to the energy of single particle states, ²δ, is obtained by
differentiating E
δ(ρ)
V
with respect to ρ, and the second derivative with respect to ρ is
the effective interaction:
²δ =
1
2
(
C1 (α + 2) ρ0
(
ρ
ρ0
)α+1
+ 2 C2 ρ
)
(3.21)
〈mj|vδeff |in〉 =
1
V
(
C1 (α + 2) (α + 1)
(
ρ
ρ0
)α
+ 2 C2
)
. (3.22)
The 〈mj|vδeff |in〉 is of the same order as 〈mj|vCBSc |in〉 in ∆T = 0, NV transitions.
The neutral current ∆T = 0 response functions at q = 0.30 fm−1 for ρ = ρ0 and 32ρ0
are given in Fig. 3.5. The calculations have been scaled by 1, 000 for convenience. The
matter is unstable at ρ = 1
2
ρ0 and response functions for this density are not included.
The dotted lines show the ∆T = 0 contribution to RNV for a non-interacting FG,
the CTDA response functions obtained using vCBS + vδ(ρ) are shown as the dashed
line when Obare is used and solid when Oeff is used. The density response is pushed
to larger ω though not as much as the RF and RGT . The suppression due to O
eff
depends sensitively on the system density. At ρ = ρ0, there is little suppression while
at ρ = 3
2
ρ0, the response is quenched by ∼ 25%.
The present treatment of the density response is less satisfactory than that of the
other responses. However, the ∆T = 0 part of the neutral current response gives a
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contribution only of order 10% to the total neutrino scattering cross section. The
overall accuracy of the present calculation is also of order 10%.
3.3 Neutrino Mean Free Paths
To evaluate the significance of these changes to the response functions, we calculate
the neutrino mean free paths (NMFP) for low energy neutrino scattering and neutrino
absorption processes in cold SNM.
For the low energy neutrino reactions considered, the Hamiltonian density is given
by the Weinberg-Salam model:
HW =
GF√
2
∫
d3x eiq·x `µ jµ(x) (3.23)
where `µ = ψ¯2γµ(1−γ5)ψ1 is the lepton current, the subscripts 1,2 denote the incident
and outgoing leptons respectively and q = p1 − p2 . GF = 1.166 x 10−5 GeV−2. The
non-relativistic nuclear current, jµfi = (j
0, j), is defined as
j0 = 〈ΨF |OV |ΨI〉 , (3.24)
j = 〈ΨF |OAV |ΨI〉 , (3.25)
and the cross section is obtained using Fermi’s golden rule and averaging over initial
and summing over final spin states:
dσ
d3p2
=
G2F
(2pi)2
∑
F
δ(ω+EI−EF ) 1
E1E2
[
pµ1p
ν
2 + p
ν
1p
µ
2 − p1 · p2gµν + i²µανβpα1pβ2
]
jµfij
ν∗
fi ,
(3.26)
where ²σατβ is the antisymmetric tensor with ²0123 = 1.
The direction of q is chosen along the z-axis, qµ = (p1 − p2)µ = (ω, 0, 0, q) and it
is convenient to define Q = (p1 + p2) = (Qx, 0, Qz). Equation (3.26) then simplifies
to
dσ
d3p2
=
G2F
(2pi)2
∑
F
δ(ω + EI − EF )
[
(1 + cos θ12)j0j
∗
0 + (1− cos θ12)j · j∗
+
1
2E1E2
[
Q2xjxj
∗
x + (Q
2
z − q2)jzj∗z +QxQz(jxj∗z + jzj∗x)
] ]
(3.27)
where, in the me = 0 limit, the lepton scattering angle is given by cos θ12 = (E
2
1 +
E22 − q2)/(2E1E2).
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Using the previous definitions of the response functions, Eqs. (3.16) and (3.17),
and further defining a mixed component response:
RAV,ij(ω,q) =
1
A
∑
F
∑
mi
cFmic
F
mi〈ΦI |Oeff †AV, i |ΦF 〉〈ΦF |OeffAV, j|ΦI〉 δ(ω+EI−EF ) , (3.28)
where i and j are components of the axial-vector operator, the cross-section in the
ω − q space can be expressed as:
dσ
dqdω
=
G2F
2pi
E2
E1
q
[
(1 + cos θ12)RV + (1− cos θ12)RAV
+
1
E1E2
(
Q2xRAV,xx + (Q
2
z − q2)RAV,zz + 2QxQzRAV,xz
) ]
. (3.29)
We have made the substitution d3p2 = E
2
2 dE2 dΩ =
(E1−ω)
E1
q dq dω dφ and integrated
over φ.
The total cross section is obtained by integrating Eq. (3.29) over all kinematically
allowed values of ω and q. The NMFP, defined as λ = (σρ)−1, is given in Figs. 3.6
and 3.7 for low energy neutrino absorption and scattering respectively.
The top graph of Fig. 3.6 shows the λCTDA calculated for neutrino absorption
using CTDA (upper curves) as well as the λFG for a non-interacting FG (lower curves)
for the densities ρ = 1
2
, 1 and 3
2
ρ0 (solid, dashed and dotted). For the absorption
process, both λFG and λCTDA are dominated by RGT . It accounts for ∼ 75-80% of the
total cross section of the CTDA and slightly more for the FG. The ratio λCTDA/λFG
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is given in the bottom graph. At the densities considered, λCTDA is ∼ 2.5− 3.5 times
larger than λFG.
Fig. 3.7 shows λ for neutrino scattering at ρ = 1 and 3
2
ρ0 (solid and dashed respec-
tively). As was found for the absorption process, λCTDA is ∼ 2.6 − 3.5 times larger
than λFG. The suppression of neutrino scattering is similar to that for absorption
because the ∆T = 1 contribution accounts for ∼ 90% of the total scattering cross
section. In addition, the NMFP for scattering is ∼ 2 times larger than that for ab-
sorption. The factor of 2 can be attributed to the inverse of the scaling factor relating
the dominant neutral and charge current axial-vector responses (RNA =
1
2
RGT ). The
dominance of the ∆T = 1 channel ensures that errors associated with introducing the
correction vδ to the two-body vCBS will not significantly effect the NMFP providing
that stability is ensured.
In calculating λCTDA, the q . 0.1 fm
−1 response functions have been obtained
by extrapolation. The side length of the box used to model the infinite system is
∝ 1
q
. For small momentum transfers, the box size becomes large and the number
of basis states exceeds ∼ 10, 000. A basis of this size is beyond the capabilities of
the standard desktop computer used in this work. For this reason in Figs. 3.6 and
3.7 we have not included λ for Eν < 5 MeV which is completely determined by the
extrapolated response functions. The contribution of these low q response functions
becomes negligible when Eν & 20 MeV.
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In the absence of tensor forces, the low q response can be considered in two parts:
a single collective state and the p-h continuum. In diagonalizing the Hamiltonian,
all but one of the excitation energies lie within the HF single p-h excitation energies.
These states contribute to the response in the p-h continuum. The state with energy
beyond the continuum is the collective state and its contribution to the response can
be well represented by a delta function, RC(q) δ(ω − ωC(q)). The energy, ωC(q), and
strength, RC(q) are linear in q when q . 0.2 fm
−1. This is illustrated in Fig. 3.8 where
ωC(q) (top graph) and RC(q) (middle graph) for the Fermi response RF are plotted
along with linear fits at small q. For RGT , the tensor force splits the single coherent
resonance into two components, spin longitudinal and spin transverse. The energies
of these states remain outside of the p-h continuum, but have slightly different values.
Each component can be fit separately using a delta function where the strength and
resonant energies are linear in q.
As q → 0, the response in the p-h continuum (R(ω, q) − RC(q)δ(ω − ωC(q))) →
αRHF . (For RGT contributions of all the three resonant states are subtracted.) The
coefficient α can be determined by comparing the area of (R(ω, q)−RC(q)δ(ω−ωC(q)))
to the area of RbareHF calculated using O
bare, which for low q is analytic. This ratio is
shown in the bottom graph of Fig. 3.8 for the Fermi response where
α =
∫
(R(ω, q)−RC(q)δ(ω − ωC(q))) dω∫
RbareHF (ω, q) dω
. (3.30)
Calculations which neglect tensor forces and assume Obare use a simplified form of
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Eq. (3.29). In the absence of tensor forces RAV,xx = RAV,zz =
1
3
RAV , and RAV,xz = 0,
and Eq. (3.29) can be rewritten as
dσ
dqdω
=
G2F
2pi
E2
E1
q
[
(1 + cos θ12)RV + (3− cos θ12)1
3
RAV
]
. (3.31)
When tensor forces are included the spin longitudinal and spin transverse responses
can be considerably different from 1
3
RAV and calculations must be carried out using
Eq. (3.29). However, for the low energy processes (q . 0.5 fm−1), RAV,xx ≈ RAV,zz ≈
1
3
RAV , and RAV,xz ≈ 0 and λCTDA calculated using Eq. (3.31) differs by . 5% from
that calculated using the full expression for the cross section.
3.4 Skyrme-Like Effective Interaction
Many recent calculations of NMFP have used a Skyrme-like effective interaction of
the form
vSK = (vc + vττ i · τ j + vσσi · σj + vστσi · σjτ i · τ j)δ3(ri − rj) . (3.32)
Only the direct contributions of vSK are used and the strengths of the delta functions
can be directly related to the Landau parameters [50]. It is instructive to compare
the NMFP obtained previously to that obtained by approximating vCBS with this
simple zero-range effective interaction. Two cases are considered: the strengths of
the vSK interaction are fit using an effective mass defined below, vSK(m∗); and the
bare nucleon mass, vSK(mN).
In CB theory the effective mass mostly comes from the contribution of the ex-
change matrix elements of vCBS to the single particle energies. It depends upon the
momentum, and is defined as:
1
m∗(k)
=
1
k
d
dk
²(k) . (3.33)
The Landau effective mass, m∗L = m
∗(k = kF ) ≈ 0.64 mN at ρ = ρ0 with the present
vCBS. This value is less than the standard value of ∼ 0.7mN . However, neither the
momentum dependence of vCB nor ≥ 3-body contributions have been included. These
are expected to increase our value of m∗L.
To ensure stability, it is necessary to introduce a density dependent central in-
teraction of the form Eq. (3.18) such that vc = vδ(ρ). Using the FG kinetic energy
determined for each mass, the parameters of vc are chosen such that the semi-empirical
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C1 α C2 v
τ vσ vστ
vSK(m∗) 1353.07 0.25 -1982.28 183.73 60.29 257.43
vSK(mN) 795.55 0.36 -1271.10 269.03 145.59 342.73
Table 3.2: Strengths of delta function interactions for vSK(m∗) and vSK(mN)
at ρ = ρ0.
E(ρ) in [52] is reproduced. For each mass the strengths vτ , vσ and vστ are fit to re-
produce the susceptibilities calculated in Section 2.2. The strengths of the interaction
at ρ = ρ0 are given in Table 3.2.
Figure 3.9 compares the Fermi (upper graph) and Gamow-Teller (lower graph)
TDA response functions obtained using vSK and Oeff and CTDA response functions
obtained using vCBS and Oeff when q = 0.3 fm−1 and ρ = ρ0. For both the Fermi and
GT weak operators the response obtained using vSK(mN) (dashed line) is dominated
by a single coherent state beyond the p-h continuum. The energy of this state is
significantly less than that obtained using vCBS (solid line). In contrast, RF calculated
using vSK(m∗) (dotted line) extends to energy transfers similar to those of the vCBS
calculation. However, at large q, the Landau effective mass approximation is no longer
valid and differences between responses calculated with vCBS and vSK(m∗) increase.
The NMFP is most sensitive to the low ω region. In this region, vSK(m∗) is a good
approximation to the response obtained using vCBS. Similar results are seen for RGT .
In comparing vCBS response functions of Fig. 3.9 to those of Figs. 3.3 and 3.4, the
heights of the resonant peaks are significantly different. This is due to the difference
in the width of the folding function used in each calculation. The Skyrme calculations
contain fewer basis states requiring a larger width to smooth the delta functions. This
does not effect the calculation of physical parameters such as NMFP.
The neutral vector response for the ∆T = 0 transition is given in Fig. 3.10 for
the three effective interactions. The response calculated with vSK(mN) (dashed),
vSK(m∗) (dotted) and vCBS (solid) are shown for ρ = ρ0 and q = 0.3 fm−1. Note
that this response has been multiplied by 1,000. The structure of the response is
significantly different for each effective interaction. However, the ∆T = 0 contribution
to the cross section is . 10% and these differences will have little effect on the NMFP.
The response functions for the ∆T = 1 transition are related to the charge current
response functions in Fig. 3.9 (see Sect. 3.2.2) and are not shown separately.
The ratio of the NMFP obtained using vSK to those of Sect 3.3 at ρ = ρ0 are shown
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in Fig. 3.11; λSK(m
∗)/λCTDA (solid line) and λSK(mN)/λCTDA (dashed line). The
top graph compares results for the neutrino absorption process, the lower for neutrino
scattering. For both, the NMFP calculated using vSK(m∗) is in good agreement with
the results of the previous section. However, using vSK(mN) underestimates the
NMFP by ∼ 25%. Assuming a suitable effective mass, the zero-range approximation
is a fair representation of vCBS for these low energy calculations.
Figure 3.11 also shows results obtained using vSK(m∗) and Obare. The ratio with
respect to λCTDA is shown by the dotted line. It is ∼ 25% less than the NMFP
obtained when Oeff is used. This calculation is indicative of many current approaches
and shows that calculations using an effective interaction and bare weak operator may
overestimate neutrino cross sections.
3.5 Random Phase Approximation
The usual progression from the simple TDA calculation is to allow for 2p-2h excita-
tions in the ground state and employ RPA. In the context of CBT, this procedure
is not simple. An inherent complication of CBT is the non-orthogonality of the cor-
related wave functions. In the basis of uncorrelated states the ground state wave
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Figure 3.9: Fermi (upper) and Gamow-Teller (lower) TDA response functions cal-
culated using vSK at q = 0.3 fm−1 in cold SNM. Shown are the response functions
determined using vSK(m∗) (dotted), vSK(mN) (dashed) and vCBS (solid) at ρ = ρ0.
All responses have been calculated using TDA and Oeff . The curves show responses
folded with a Gaussian of width 1.1 MeV.
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function of the RPA can be written as
|ΦRPA〉 = α0|Φ0〉+
∑
αp1p2h1h2 |Φp1p2h1h2〉+ · · · . (3.34)
The analogous |Ψ0〉RPA in correlated basis can be considered as
|ΨRPA〉 = α0|Ψ0〉+
∑
αp1p2h1h2|Ψp1p2h1h2〉+ · · · (3.35)
where
|Ψp1p2h1h2〉 = (SΠFij)a†p2a†p1ah1ah2|0〉FG = (SΠFij)|Φp1p2h1h2〉 . (3.36)
However, 〈Ψ0|Ψp1p2h1h2〉 6= 0 and orthogonality corrections must be included. These
corrections have been considered by Krotscheck et. al. [51] for simple Jastrow corre-
lations using Correlated Random Phase Approximation (CRPA).
Our objective here is to estimate the size of the RPA corrections. We therefore use
vSK(m∗) discussed in the previous section to calculate the response functions using
RPA and determine the NMFP for neutrino absorption. The difference between TDA
and RPA results with the vSK(m∗) should be of the order of that between CTDA and
CRPA.
In RPA, the final state wave function, |ΦF 〉, is given by
|ΦF 〉 =
(∑
mi
xmi a
†
mai −
∑
mi
ymi a
†
iam
)
|ΦRPA〉 , (3.37)
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obtained using vSK in cold SNM. Shown is the ratio of λSK/λCTDA calculated in TDA
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using vSK(m∗) and Obare.
with the normalization
∑
x2mi −
∑
y2mi = 1. The excited states are obtained by
diagonalizing the Hamiltonian in this 1p-1h basis. The resulting RPA matrix(
A B
−B∗ −A∗
)(
X
Y
)
= ω
(
X
Y
)
(3.38)
is non-Hermitian with elements defined by
A = (²m − ²i)δijδmn + 〈mj|vSK |in〉 (3.39)
B = 〈mn|vSK |ij〉 . (3.40)
The infinite system is again modeled in a box with periodic boundary conditions
containing ∼ 40, 000 nucleons.
Figures 3.12 and 3.13 compare RF and RGT at ρ = ρ0 calculated using RPA (solid
line) and TDA (dashed line) and vSK(m∗) and Oeff . Each figure shows the response at
q values typical for the low energy processes considered. The RPA response functions
are generally smaller than the TDA. The reduction of the response functions carries
directly into the NMFP shown in Fig. 3.14. The λRPA/λFG (lower graph) is ∼ 3.6 at
ρ = ρ0.
In combining RPA with Oeff defined by CBT, it is tacitly assumed that effects of
ground state correlations included in the RPA are not already accounted for in the
Oeff . In the present correlated basis, the Oeff is dominated by tensor correlations.
Recall that the quenching factor ηGT ≈ 0.77 for q = 0.3 fm−1. If the tensor correlations
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Figure 3.12: Fermi Response Functions calculated using RPA (solid) and TDA
(dashed). The response functions are calculated using OeffF and v
SK(m∗) for q = 0.1-
0.4fm−1 and ρ = ρ0. The curves show responses folded with a Gaussian of width 1.1
MeV.
are set to zero, ηGT ≈ 1.02 suggesting that all of the quenching is due to tensor
correlations. Similar behavior is found for OeffF . The RPA using v
SK(m∗) does not
introduce tensor correlations since vSK has no tensor force. However, it generates long
range spin-isospin correlations in matter via the vSK . Therefore it appears that the
CB Oeff should be used in RPA calculations with Skyrme type effective interactions,
and that CRPA calculations may give ∼ 25% longer NMFP than the present CTDA.
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q = 0.1-0.4fm−1 and ρ = ρ0. The curves show responses folded with a Gaussian of
width 1.1 MeV.
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Figure 3.14: NMFP for neutrino absorption in cold symmetric nuclear matter using
RPA and TDA. The RPA (solid) and TDA (dashed) are calculated at ρ = ρ0 using
vSK(m∗) and Oeff . The NMFP for a non-interacting FG is shown by the dotted line.
The lower graph gives the ratio of λ/λFG
60
3.6 Sum Rules
Static Structure Functions and Energy Weighted Sum Rules
In addition to the 1p-h, there are multi p-h excitations which contribute to the re-
sponse functions and therefore to the NMFP. So far these contributions have been
neglected. The importance of these contributions can be estimated by calculating
sum rules. The static structure function
S(q) =
1
A
∫ ∑
F
|〈ΨF |OW |ΨI〉|2δ(ω + EI − EF )dω (3.41)
=
1
A
〈ΨI |O†WOW |ΨI〉 (3.42)
and the energy weighted sum
W (q) =
1
A
∫ ∑
F
|〈ΨF |OW |ΨI〉|2δ(ω + EI − EF )ω dω (3.43)
=
1
2A
〈ΨI |[O†W , [H,OW ]|ΨI〉 , (3.44)
are calculated using the variational ground state (VGS) obtained in the FHNC-SOC
calculations [33] and also by direct integration of the CTDA response functions de-
scribed in Sect. 3.2.1. The sums calculated using VGS include both 1p-h and multi
p-h contributions, while the CTDA with Oeff(1b) contains only the contributions of 1p-
h correlated basis states. The multi p-h sums are then given by Smph ≈ SV GS−STDA
and Wmph ≈ W V GS −W TDA.
The static structure function and energy weighted sum for the Fermi response,
SF (q) (upper) and WF (q) (lower), are shown in Fig. 3.15. Charge conservation
requires SF (q = 0) = 0. However, S
V GS
F (q) (solid line) is non-zero at q = 0 indicating
the error due to approximations in the FHNC-SOC calculation. STDAF (q) calculated
from the CTDA response and shown by the stars is ∼ 20% less than the SV GSF (q).
Consider q = 0.2 fm−1, for example, where SV GSF = 0.07 and S
TDA
F = 0.05, showing
that the 1p-h contribution to the static structure function is dominant. However the
multi p-h contribution, Smph ≈ 0.02, is not negligible.
The average energy of the multi p-h response can be approximated using WF (q).
Consider again q = 0.2 fm−1 where W V GSF = 1.15 MeV. For the 1p-h contribution,
W TDAF = 0.70 MeV and we find Wmph ≈ 0.45 MeV. The average energy of the multi
p-h response is
Emph ≈ Wmph
Smph
= 23 MeV (3.45)
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Figure 3.15: Fermi static structure function, SF (q) (upper) and energy weighted
sum, WF (q) (lower). Results are shown for a non-interacting FG (dashed line), for
integrals of the CTDA RF (ω, q) (cross marks) and for the VGS using Eqs. (3.42) and
(3.44) and FHNC-SOC summation methods (solid lines).
where
E1ph ≈ W
TDA
F
STDAF
= 14 MeV . (3.46)
Though the contribution of the multi p-h processes are not negligible, the average
energy of the multi p-h response is much higher than that of the 1p-h response. The
NMFP is most sensitive to the response at low energy transfers where the multi p-h
contribution is not expected to be significant.
Similar results are obtained for the OGT sums shown in Fig. 3.16. Note that
SV GSGT (q) (solid line) is large at q = 0 as the spin density is not conserved when tensor
forces are included. The static structure function again indicates that the multi p-h
contribution is not negligible. However, the average energy of the multi p-h response
is significantly higher than that of the 1p-h response.
It is commonly argued that RPA is the better method for obtaining reaction rates
because the energy weighted sums of the response functions satisfy WRPA(q) = q
2
2m
.
This value of the energy weighted sum is correct only when the interaction operator
vij commutes with the perturbation operator O(q). However, the weak operators do
not commute with the nuclear forces, and the energy weighted sums calculated using
VGS and realistic nuclear forces via Eq. (3.44) clearly show that WF (q) and WGT (q)
are greater than q
2
2m
(Figs. 3.15 and 3.16).
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Figure 3.16: Gamow-Teller static structure function, SGT (q) (upper) and energy
weighted sum WGT (q) (lower). See caption of Fig. 3.15 for notation.
Spin Transverse and Spin Longitudinal Sum Rules
There are experimental and theoretical indications that the spin longitudinal and spin
transverse response functions can differ significantly due to tensor forces. To illustrate
this point, the spin longitudinal and spin transverse static structure functions and
energy weighted sums for OGT are calculated using VGS and by direct integration of
the CTDA response functions. The momentum transfer q is taken along the z-axis
and the static structure functions are defined as
SL(q) =
1
A
∫ ∑
F
|〈ΨF |qˆ ·OGT |ΨI〉|2δ(ω + EI − EF )dω (3.47)
ST (q) =
1
2A
∫ ∑
F
|〈ΨF |qˆ ×OGT |ΨI〉|2δ(ω + EI − EF )dω . (3.48)
For the CTDA, these are simply
SL(q) =
∫
Rzzdω (3.49)
ST (q) =
∫
Rxxdω , (3.50)
where the response functions Rzz and Rxx are defined by Eq. (3.28).
The energy weighted sums are given by
WL(q) =
1
A
∫ ∑
F
|〈ΨF |qˆ ·OGT |ΨI〉|2δ(ω + EI − EF ) ω dω (3.51)
WT (q) =
1
2A
∫ ∑
F
|〈ΨF |qˆ ×OGT |ΨI〉|2δ(ω + EI − EF ) ω dω. (3.52)
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Figure 3.17: Spin longitudinal (upper) and spin transverse components of the GT
static structure functions. The solid line gives the static structure function calcu-
lated using VGS, CTDA response is indicated by cross marks and non-interacting FG
response is shown by the dotted line.
Figures 3.17 and 3.18 show the spin longitudinal (upper graph) and spin transverse
(lower graph) sums obtained from the VGS (solid line) and CTDA response (stars).
For reference SFGL (q) = S
FG
T (q) of non-interacting FG (dotted line) is included in Fig.
3.17.
In the longitudinal direction, SV GSL (q) is significantly larger than the S
FG
L (q). It is
non-zero at q = 0 and has a peak value of ∼ 1.2 at q ∼ 1.5 fm−1. However, though it
is not easily seen in Fig. 3.17, the 1p-h STDAL (q) is smaller than the FG sum at small
q. When q & 0.5 fm−1, STDAL deviates significantly from the FG sum and more closely
matches SV GSL (q). In this region, the 1p-h contributions are dominant. In principle
the sum of the 1p-h response must be smaller than that of the total. The present
STDAL however exceeds S
V GS
L near q ∼ 1.3 fm−1 by ∼ 20% indicating that the CTDA
longitudinal response may be too large.
In the transverse case, SV GST (q) differs significantly from the FG sum only at small
q where it is finite at q = 0. The sum of 1p-h contributions, STDAT (q) is less than both
SV GST (q) and S
FG
T (q) at all values of q.
The energy weighted sumsW V GSL,T andW
TDA
L,T are shown in Fig. 3.18. They indicate
that the multi p-h contributions to both longitudinal and transverse responses have
larger average energies than the 1p-h.
These sums have been previously calculated using an older variational ground
state also obtained with FHNC-SOC methods [16]. The present VGS sum rules
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Figure 3.18: Spin longitudinal (upper) and spin transverse components of the GT
energy weighted sums. The solid line give the sum calculated using VGS and that
obtained using CTDA responses are indicated by the stars.
calculations do not differ significantly from those previously published for large values
of q. However, the range of integration was not long enough in the calculations of
ref. [16] to give accurate results at small values of q. At q ≤ 0.25 fm−1, the present
calculation is more accurate, and replaces the previous results.
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Chapter 4
Neutrino Interactions in Hot
Asymmetric Nucleon Matter
The final objective of the present study of weak interactions in nucleon matter is
to accurately determine the neutrino emission, absorption and scattering rates in
matter at moderate temperatures . 30 MeV, any proton fraction and densities up to
∼ 5ρ0. At much higher temperatures thermal pions neglected in the present study [52]
influence the properties of matter. For small temperatures and small proton fractions,
where the dominant one-body process n→ p+ e−+ ν¯e is Pauli blocked, contributions
of two-body weak operators (Eq. 2.14) need to be considered. At densities > 5ρ0
we can expect a transition to quark matter. The methods discussed previously in
Chapter 3 for zero temperature can be adapted to matter at finite temperature. As
an illustrative example, this chapter considers the neutrino reaction rates in nucleon
matter at T = 10 MeV, ρp/ρ = 0.4 and ρ = (
1
2
, 1, 3
2
)ρ0.
4.1 Finite Temperature Response Functions
At finite temperatures the response of nucleon matter to weak probes is given as
R(q, ω) =
1
A
∑
I,F,N,Z
P(EI(N,Z)) |〈ΨN
′
,Z
′
F |OW |ΨN,ZI 〉|2 δ(ω−EF (N
′
, Z
′
)+EI(N,Z)) .
(4.1)
The energy transfer is denoted by ω and A is the total number of nucleons; A = N+Z.
For the charge current operators, N
′
= N ± 1 and Z ′ = Z ∓ 1; for neutral current
operators N
′
= N and Z
′
= Z. P(EI(N,Z)) is the probability of the system being
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in the state |ΨN,ZI 〉 where H|ΨN,ZI 〉 = EI(N,Z)|ΨN,ZI 〉;
P(EI(N,Z)) = e
−β(EI(N,Z)−Nµn−Zµp)∑
J,N
′
,Z
′
e−β(EJ (N
′
,Z
′
)−N ′µn−Z′µp)
. (4.2)
The four weak operators, OW , are given by Eqs. (2.6) - (2.9). The τ
+ Fermi
and GT operators, Eqs. (2.6) and (2.7), determine the reaction rates for neutrino
absorption, νe + n → e− + p, and anti-neutrino emission, n → e− + p + ν¯e. The τ−
weak operators determine the reaction rates for electron capture e− + p → νe + n,
anti-neutrino absorption ν¯e+p→ e++n and proton decay p→ e++n+νe. However,
the τ± charge current response functions, denoted by R±V (q, ω) for vector currents
and R±AV (q, ω) for axial-vector, are related through the principle of detailed balance.
For example, the vector τ+ response is given by:
R+V (q, ω) =
1
A
∑
I,F,N,Z
P(EI(N,Z)) |〈ΨN−1,Z+1F |O+V |ΨN,ZI 〉|2
× δ(ω − EF (N − 1, Z + 1) + EI(N,Z)) . (4.3)
If we make the substitution N
′
= N − 1 and Z ′ = Z + 1:
R+V (q, ω) =
1
A
∑
I,F,N
′
,Z
′
P(EI(N ′ + 1, Z ′ − 1)) |〈ΨN
′
,Z
′
F |O+V |ΨN
′
+1,Z
′−1
I 〉|2
× δ(ω − EF (N ′ , Z ′) + EI(N ′ + 1, Z ′ − 1)). (4.4)
Using the energy conserving delta function, the probability P(EI(N ′+1, Z ′−1)) can
be rewritten as P(EI(N ′ + 1, Z ′ − 1)) = P(EF (N ′ , Z ′))eβ(ω+µn−µp) and
R+V (q, ω) =
1
A
∑
I,F,N
′
,Z
′
P(EF (N ′ , Z ′))eβ(ω+µn−µp) |〈ΨN
′
+1,Z
′−1
I |O−V |ΨN
′
,Z
′
F 〉|2
× δ(ω − EF (N ′ , Z ′) + EI(N ′ + 1, Z ′ − 1)) (4.5)
= eβ(ω+µn−µp)R−V (q,−ω) . (4.6)
Similarly, detailed balance relates R(q, ω) = eβωR(q,−ω) for the neutral vector and
neutral axial-vector currents which contribute to neutrino scattering rates in nucleon
matter.
4.2 Correlated Basis Theory of Hot Matter
The CB states are given by:
|ΨJ〉 = (S
∏
Fij)|{nJ(ηk)}〉 (4.7)
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apart from orthogonality corrections. Here ηk = kk,σk, τz(k) and denotes a single
particle state, and nJ(ηk) = 1 or 0, its occupation number in the many-body state
|ΨJ〉. Orthogonality corrections do not contribute to the energy expectation value
and in the two-body cluster approximation it is given by:
EJ =
∑
i
k2i
2m
nJ(ηi) +
∑
i<j
〈ij − ji|veffij |ij〉 nJ(ηi) nJ(ηj) , (4.8)
as in the Hartree-Fock approximation at finite temperatures. The only difference is
that the effective interaction veffij (Eq. (2.106)) replaces the bare vij.
The solution of the quantum statistical mechanics problem is well known in this
case [46]. In matter at temperature T the single particle states are occupied with
probability:
f(ki,σi, τz(i)) =
1
1 + eβ(²i−µτz )
, τz = n, p . (4.9)
The single particle energy, ²i, is given by:
²i =
k2i
2m
+
∑
j
〈ij − ji|veffij |ij〉f(kj,σj, τz(j)), (4.10)
and the chemical potentials µτz are chosen such that∑
i
f(ki,σi, τz(i)) = Zδτz ,p +Nδτz ,n . (4.11)
In the limit V →∞, or equivalently A = ρV →∞, all the states |ΨI〉 that appear in
the probability distribution (Eq. (4.2)) and contribute to the response (Eq.(4.1)) are
essentially the same. We can divide the momentum phase space into small cells of
volume ∆k3i centered at ki and with spin-isospin σi, τz(i). Each of these cells contain,
on average,
∆Ai =
∆k3i
(2pi)3
V f(ki,σi, τz(i)) (4.12)
nucleons. If we assume that ∆Ai is large enough for physically reasonable ∆ki, fluctu-
ations of ∆Ai can be neglected and the states |ΨI〉 contribute equally to the response.
Each of the states |ΨI〉 represents a microcanonical state of the system at tem-
perature T and chemical potentials µn and µp. The state is given by:
|ΨI〉 = (S
∏
Fij)|ΦI〉 (4.13)
= (S
∏
Fij)|{n(k, T, µn, µp)}〉, (4.14)
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where n(k, T, µn, µp) = 1 with probability f(kk,σk, τz(k)). In practice, for each single
particle state k we can consider a random number xk uniformly distributed in the
interval 0 to 1.
When xk < f(kk,σk, τz(k)), n(k, T, µn, µp) = 1
else n(k, T, µn, µp) = 0 . (4.15)
Different sets of random numbers {xk} give different microcanonical samples of mat-
ter. However, when A → ∞ all of these are essentially the same. In this case the
sum over I in Eq. (4.1) can be eliminated and the response can be calculated with
the simpler equation:
RV (q, ω) =
1
A
∑
F
|〈ΨF |OV |ΨI〉|2δ(ω − EF + EI) (4.16)
for vector weak operators. For weak axial-vector operators the total response is given
by:
RAV (q, ω) =
1
A
∑
α
∑
F
|〈ΨF |OAV,α|ΨI〉|2δ(ω − EF + EI) , (4.17)
where α = x, y, z, the component of the weak axial-vector operator.
We note that the above equations are formally the same as those for the response
of cold matter. However, at T = 0 the initial state |ΨI〉 = |Ψ0〉, the ground state of
matter; while for T > 0 |ΨI〉 is a microcanonical sample of matter.
In the following calculation of the response of matter at T > 0 the possible vari-
ation of the pair correlation operator Fij with temperature is neglected. Effective
interactions and effective operators calculated for T = 0 are used to determine the
T > 0 response. In principle, the Fij at T > 0 can be obtained by minimizing the
free energy [52]:
F = 〈H〉 − TS . (4.18)
However, the Fij do not seem to have a significant variation in matter at densities
near nuclear matter density when the temperature is in the 0 to 15 MeV range.
4.3 Correlated Basis Hartree-Fock
The periodic box method used in Chapter 3 to model the infinite system is adapted
to accommodate hot asymmetric matter. The side length of the periodic box is L
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and the single particle plane wave states are
φi =
1√
V
eiki·riχστ . (4.19)
where χστ denotes the spin/isospin state and kn =
2pi
L
n, nx,y,z = (0,±1,±2 . . . ). The
initial microcanonical state of the system at temperature T and chemical potentials
µn and µp is given by Eq. (4.14):
|ΨI〉 = (S
∏
Fij)|{nI(k, T, µn, µp)}〉 . (4.20)
The single particle states of the periodic box, described by kk,σk, τz(k), are occupied
with probability f(kk,σk, τz(k)).
The set of occupation numbers that describe the initial microcanonical state
{nI(k, T, µn, µp)} is determined using uniformly distributed random numbers, xk, as
described in the previous section. A random number, xk, is generated for each single
particle state in the periodic box. When xk < f(kk,σk, τz(k)) the single particle state
is occupied and n(k, T, µn, µp) = 1; if xk > f(kk,σk, τz(k)) the single particle state is
unoccupied and n(k, T, µn, µp) = 0.
Each final state that contributes to the response is described by a set of occupation
numbers {nF (k, T, µn, µp)}. The one-body Oeff can change the single particle state of
only one nucleon. Therefore, each {nF (k, T, µn, µp)} differs from {nI(k, T, µn, µp)} in
the occupation of only two single particle states. These two states can be considered
as a p-h excitation with total momentum q, spin S = 0, 1 and Tz = 0,±1. The final
microcanonical state is given by:
|ΨF 〉 = (S
∏
Fij)|ΦF 〉 , (4.21)
= (S
∏
Fij) a
†
mai |ΦI〉 , (4.22)
≡ (S
∏
Fij)|mi〉 . (4.23)
The p-h excitations |mi〉 defined by Eq. (4.23) are not the same as those used in Chap-
ter 3. At finite temperatures the p-h excitations are defined based on a microcanonical
sample; at zero temperature they are defined relative to the ground state of matter.
The basis of 1p-1h excitations |mi〉 consists of all states where n(i, T, µn, µp) = 1
and n(m,T, µn, µp) = 0 in the initial microcanonical state. The second condition,
n(m,T, µn, µp) = 0, accounts for Pauli blocking of the final state nucleon. In the
CHF approximation, the p-h excitations do not interact and the vector and axial-
vector response functions, Eqs. (4.16) and (4.17), can be written as:
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RCHFV (q, ω) =
1
A
∑
F
|〈ΦF |OeffV |ΦI〉|2δ(ω − EF + EI) , (4.24)
RCHFAV (q, ω) =
1
A
∑
α
∑
F
|〈ΦF |OeffAV,α|ΦI〉|2δ(ω − EF + EI) . (4.25)
4.4 Correlated Tamm-Dancoff Approximation
In the CTDA, the initial state is taken to be the CHF state at the desired temperature
and matter composition given by Eq. (4.20). However, the p-h excitations interact in
the final state and the |ΨF 〉 are expanded in the basis of correlated 1p-1h excitations:
|ΨF 〉 = (S
∏
Fij)
∑
mi
cFmi a
†
mai |ΦI〉 = (S
∏
Fij)
∑
mi
cFmi|mi〉 . (4.26)
The coefficients cFmi are obtained by diagonalizing the Hamiltonian in the correlated
1p-1h basis. At zero temperature this method, sans correlation operators, reduces to
the Tamm-Dancoff Approximation (TDA) and was used in the previous chapter to
calculate neutrino mean free paths in cold SNM.
As in Chapter 3, the matrix elements of the Hamiltonian between 1p-1h states mi
and nj are given by:
〈mi|H|nj〉 = (²m − ²i)δijδmn + 〈mj|vCBS|in〉 − 〈jm|vCBS|in〉 . (4.27)
where the single particle energies, ²i are given in Eq. (4.10).
In CTDA, the response function for the vector weak operators, Eq. (4.16), be-
comes:
RCTDAV (q, ω) =
1
A
∑
F
|
∑
mi
cFmi〈ΦF |OeffV |ΦI〉|2δ(ω − EF + EI) , (4.28)
and the axial-vector response, Eq. (4.17), is given by:
RCTDAAV (q, ω) =
1
A
∑
α
∑
F
|
∑
mi
cFmi〈ΦF |OeffAV,α|ΦI〉|2δ(ω − EF + EI) . (4.29)
As described in Chapter 3, the response functions obtained in the periodic box
are a series of delta functions with various strengths. These delta functions have been
folded with a Gaussian function whose width is determined by the maximum and
minimum energy transfers of each response. For both the CHF and CTDA, unless
otherwise stated, the width of the Gaussian is taken to be 4-6% of (ωmax − ωmin).
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4.5 Corrections to vCBS
As was discussed in Section 3.2.2, the total energy, E(ρ), calculated in Section 2.2
minimizes at ρ À ρ0 and matter is unstable to density fluctuations at the densities
considered here. In addition, the matter energy of PNM calculated using vCBS in
Section 2.2 does not agree with recent variational calculations at ρ > ρ0. It is nec-
essary to correct vCBS to more accurately reflect the equations of state obtained in
these variational calculations.
The corrections are chosen to be density dependent interactions of the form
vcδ =
(
C1
(
ρ
ρ0
)α
+ C2
)
δ3(ri − rj) = vcδ3(ri − rj) , (4.30)
vτδ =
(
Cτ1
(
ρ
ρ0
)ατ
+ Cτ2
)
δ3(ri − rj) τ i · τ j = vτδ3(ri − rj) τ i · τ j , (4.31)
which contribute only in the direct matrix elements. vcδ stabilizes matter to density
fluctuations and minimizes the energy of SNM at ρ = ρ0 as discussed earlier in Section
3.2.2. vτδ corrects v
CBS such that the energy of PNM agrees with [49].
The parameters for vcδ and v
τ
δ at the densities considered are given in Table 4.1.
The parameters for vcδ were determined in Chapter 3 and given in Table 3.1; for
completeness, they are also listed here. vCBS is density dependent via the correlation
functions requiring the parameters of vcδ and v
τ
δ to be density dependent. We define
veffCB ≡ vCBS + vcδ + vτδ and use veffCB to calculate response functions for matter with
xp ≤ 0.5. The contribution of vcδ and vτδ to the energy per nucleon is:
E
A
=
1
2
∑
ij
〈ij|vcδ + vτδ |ij〉 (4.32)
=
1
2
(
C1
(
ρ
ρ0
)α
+ C2
)
ρ+
1
2
(
Cτ1
(
ρ
ρ0
)ατ
+ Cτ2
)
(ρp − ρn)2
ρ
(4.33)
For each nuclear species τ = n or p, the contribution of vcδ and v
τ
δ to the single
particle energies, ²τδ , are obtained by differentiating
E(ρ)
V
with respect to ρτ where
C1 C2 α C
τ
1 C
τ
2 α
τ
1
2
ρ0 275.5 -246.6 0.60 -103.1 80.9 0.99
ρ0 310.6 -302.4 0.54 -114.0 105.6 0.94
3
2
ρ0 342.5 -356.0 0.50 -124.3 132.1 0.91
Table 4.1: Parameters of vcδ and v
τ
δ (Eqs. (4.30) and (4.31)).
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V = A/ρ. The p-h interaction between S = 0 p-h states |mi〉 and |nj〉 with Tz = 0;
i.e. τz(m) = τz(i) and τz(n) = τz(j), is defined as
〈mi|v|nj〉 = 2
V
d2
dρτmdρτn
E(ρ)
V
. (4.34)
The factor of 2 is due to the spin states and for the central interaction one obtains
〈mi|vcδ|nj〉 =
2
V
[
vc + 2ρv
′
c +
1
2
ρ2v
′′
c
]
. (4.35)
The primes indicate the first and second derivatives with respect to ρ given by
v
′
c =
(
C1
(
ρ
ρ0
)α
(α+ 2) + 2C2
)
ρ , (4.36)
v
′′
c =
(
C1
(
ρ
ρ0
)α
(α+ 2)(α + 1) + 2C2
)
. (4.37)
For the isospin interaction, vτδ
〈mi|vτδ |nj〉 =
2
V
[
vτ − 2(ρp − ρn)v′τ +
1
2
(ρp − ρn)2v′′τ
]
δτz(m),nδτz(n),n (4.38)
=
2
V
[
vτ + 2(ρp − ρn)v′τ +
1
2
(ρp − ρn)2v′′τ
]
δτz(m),pδτz(n),p (4.39)
=
2
V
[
vτ +
1
2
(ρp − ρn)2v′′τ
] (
δτz(m),nδτz(n),p + δτz(m),pδτz(n),n
)
,(4.40)
where
v
′
τ =
(
Cτ1
(
ρ
ρ0
)ατ
(ατ + 2) + 2C
τ
2
)
(ρp − ρn)2
ρ
, (4.41)
v
′′
τ =
(
Cτ1
(
ρ
ρ0
)ατ
(ατ + 2)(ατ + 1) + 2C
τ
2
)
(ρp − ρn)2
ρ2
. (4.42)
The interactions between p-h states with S = 0 and Tz = ±1 are determined through
isospin considerations of the p-h interactions in Eqs. (4.38) - (4.40). For both Tz = ±1
they are given by:
〈mi|vcδ|nj〉 = 0 , (4.43)
〈mi|vτδ |nj〉 =
4
V
vτ . (4.44)
The vcδ and v
τ
δ do not contribute in matrix elements between p-h states with S = 1.
The p-h interaction obtained using vcδ is of the same order as the central term of v
CBS.
The vτδ correction brings the isospin susceptibility, Eτ (ρ), obtained in the two-body
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µn µp µe
1
2
ρ0 -13.527 -30.855 192.114
ρ0 -4.691 -31.223 242.839
3
2
ρ0 17.347 -14.277 278.346
Table 4.2: Chemical potentials for matter at xp = 0.4 and T = 10 MeV.
cluster approximation in agreement with the full variational calculations. As noted
in Chapter 2 this correction is very small (see Fig. 2.15) and the vτδ p-h interaction
is therefore small. In general, the vτδ correction should have been included in the
response functions calculated in Chapter 3. However, finite temperature response
functions calculated setting 〈mi|vτδ |nj〉 = 0 do not differ significantly from those
obtained using the full veffCB .
The following section describes the nuclear response functions obtained using veffCB
in CHF and CTDA for matter at T = 10 MeV and xp = 0.4. The response functions
are scaled by 1, 000 for convenience. Unless otherwise specified, the response functions
are calculated using veffCB and O
eff . The chemical potentials determined using veffCB
in Eq. (4.11) for matter at T = 10 MeV and xp = 0, 4 are listed, in addition to the
electron chemical potential µe, in Table 4.2 for the three densities considered.
The desk top computer used in these studies limits the maximum size of the p-
h basis that can be used to obtain the CTDA response functions. For momentum
transfers q < 0.15 fm−1 the CTDA response cannot be calculated.
4.5.1 τ− Response Functions
Figures 4.1 and 4.2 show the τ− response functions R−F and R
−
GT calculated using
CTDA at momentum transfers q = 0.5, 1.0, 1.5, . . . 3.5 fm−1. Figures 4.3 - 4.6 compare
the CTDA, CHF and non-interacting FG response functions for q = 0.5 and 2.0 fm−1.
The CHF response determined using Obare is indicated by the solid line in Figs.
4.3 - 4.6. Compared to the response of non-interacting FG (dotted line), interactions
push the strength of the response to higher energy transfers. The CTDA response cal-
culated using Obare (double-dash dot line) shows that including correlations between
p-h pairs further shifts the strength of the response to higher ω. For q = 2.0 fm−1,
this additional shift in strength is not significant and the CHF and CTDA response
functions are similar. The CTDA response calculated using veffCB and O
eff , given by
the dashed line, is ∼ 75-80% of the bare response when q = 0.5 fm−1. However, the
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Figure 4.1: Finite temperature τ− CTDA Fermi response functions. Shown are the
q = 0.5, 1.0, 1.5, 2.0, 2.5, 3.0 and 3.5 fm−1 response functions obtained using veffCB and
Oeff for matter with ρ = ρ0, xp = 0.4 and T = 10 MeV.
matrix elements of the effective weak operators are q dependent and for q = 2.0 fm−1
including Oeff reduces the bare R−F by ∼ 30% and the bare R−GT by ∼ 15%.
Each periodic box used to obtain the CTDA response functions in Figs. 4.3 - 4.6
contains at least ∼ 8, 700 nucleons and ∼ 2, 000 basis states are used to calculated the
response. The stars indicate the CHF response function calculated with Obare in the
same periodic box used in the CTDA. It agrees well with the analytic CHF results
indicating that the periodic box is sufficiently large to represent the infinite system.
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Figure 4.2: Finite temperature τ− CTDA GT response functions. Shown are the
q = 0.5, 1.0, 1.5, 2.0, 2.5, 3.0 and 3.5 fm−1 response functions obtained using veffCB and
Oeff for matter with ρ = ρ0, xp = 0.4 and T = 10 MeV.
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Figure 4.3: τ− Fermi response functions for q = 0.5 fm−1. For ρ = ρ0, xp = 0.4
and T = 10 MeV, the dashed line shows the CTDA response obtained using veffCB
and Oeff . The CTDA response determined using veffCB and O
bare is indicated by the
double-dash dot line. The CHF calculated in the periodic box using veffCB and O
bare is
indicated by the stars and the analytic CHF is shown by the solid line. The dotted
line gives the response of non-interacting FG.
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Figure 4.4: τ− GT response functions for q = 0.5 fm−1. The matter is at T = 10
MeV, with xp = 0.4 and ρ = ρ0. See Fig. 4.3 for notation.
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Figure 4.5: τ− Fermi response functions for q = 2.0 fm−1. The matter is at T = 10
MeV, with xp = 0.4 and ρ = ρ0. See Fig. 4.3 for notation.
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Figure 4.6: τ− GT response functions for q = 2.0 fm−1. The matter is at T = 10
MeV, with xp = 0.4 and ρ = ρ0. See Fig. 4.3 for notation.
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Figure 4.7: Finite temperature τ+ CTDA Fermi response functions. Shown are the
q = 0.5, 1.0, 1.5, 2.0, 2.5, 3.0 and 3.5 fm−1 response functions calculated using veffCB and
Oeff in matter with ρ = ρ0, xp = 0.4 and T = 10 MeV.
4.5.2 τ+ Response Functions
Figures 4.7 and 4.8 show τ+ response functions R+F and R
+
GT calculated using CTDA
at momentum transfers q = 0.5, 1.0, 1.5, . . . 3.5 fm−1. Figures 4.9 - 4.12 compare
CTDA, CHF and non-interacting FG response functions at q = 0.5 and 2.0 fm−1.
For τ+ transitions, the energy of the nuclear system decreases due to the symmetry
energy and more energy can be transfered to the weak boson. This is seen in the
CHF response functions (solid line) in Figs 4.9 - 4.12 where the response extends
to more negative energy transfers than obtained for the non-interacting FG (dotted
line) as well as the CB τ− response functions calculated previously. Further including
interactions between p-h pairs, pushes the strength of the response to higher energy
transfers as shown by the CTDA calculated using Obare (double-dash dot line). As
was obtained for the τ− response, when q is large the CHF and CTDA response
functions are not significantly different. In addition, the reduction in the strength of
the response associated with replacing Obare by Oeff in the CTDA (dashed line) is
similar to that obtained for the τ− response.
The periodic boxes used to obtain the τ+ CTDA response functions in Figs. 4.9
- 4.12 are similar to those used to calculate the τ− response functions. They are
large enough to reproduce most features of the infinite matter response in the CHF
approximation.
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Figure 4.8: Finite temperature τ+ CTDA GT response functions. Shown are the
q = 0.5, 1.0, 1.5, 2.0, 2.5, 3.0 and 3.5 fm−1 response functions calculated using veffCB and
Oeff in matter with ρ = ρ0, xp = 0.4 and T = 10 MeV.
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Figure 4.9: τ+ Fermi response functions for q = 0.5 fm−1. The matter is at T = 10
MeV, with xp = 0.4 and ρ = ρ0. See Fig. 4.3 for notation.
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Figure 4.10: τ+ GT response functions for q = 0.5 fm−1. The matter is at T = 10
MeV, with xp = 0.4 and ρ = ρ0. See Fig. 4.3 for notation.
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Figure 4.11: τ+ Fermi response functions for q = 2.0 fm−1. The matter is at T = 10
MeV, with xp = 0.4 and ρ = ρ0. See Fig. 4.3 for notation.
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Figure 4.12: τ+ GT response functions for q = 2.0 fm−1. The matter is at T = 10
MeV, with xp = 0.4 and ρ = ρ0. See Fig. 4.3 for notation.
The CHF response functions satisfy detailed balance and can be used to test the
periodic box method. Consider the analytic CHF response functions given in Figs.
4.3 and 4.9. These responses have been calculated using a periodic box containing
∼ 1, 000, 000 nucleons. The equation of detailed balance, Eq. (4.6), relates R+F (q, ω)
to R−F (q,−ω). The response functions for q = 0.5 fm−1 are shown in Fig. 4.13
where R+F (q, ω) is given by the thick solid line and R
−
F (q,−ω) by the dashed line.
The dotted line is the τ+ response obtained using detailed balance: R+F,DB(q, ω) =
eβ(ω+µn−µp)R−F (q,−ω). For ω & −20 MeV, R+F,DB(q, ω) 6= R+F (q, ω) indicating that
the periodic box is not sufficiently large to accurately determine the response at all
energy transfers. The response functions can be improved by using larger box sizes.
However, a study of R±F (q, ω) indicates that R
+
F (q, ω & −20 MeV) is stable against
changes in the size of the periodic box while R−F (q, ω . 20 MeV) is not stable. We
can use R+F (q, w ≥ −20 MeV) in Eq. (4.6) to obtain a more stable R−F (q, ω ≤ 20
MeV). The “corrected”R−F (q,−ω) is shown by the thin solid line in Fig. 4.13 and is
almost indistinguishable from the response obtained using the periodic box.
The effects of the finite periodic box will be more pronounced in the CTDA as
the maximum size of the basis set significantly limits the box size. We are not able to
calculate the CTDA response functions using a box containing 1, 000, 000 nucleons;
often the periodic box contains < 10, 000 nucleons. In addition, the response functions
calculated in CTDA do not satisfy detailed balance and the inaccuracies associated
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Figure 4.13: Detailed balance in CHF. The thick solid line indicates the q = 0.5
fm−1 R+F (q, ω) calculated in the periodic box; the dashed, R
−
F (q,−ω). R+F,DB(q, ω) is
indicated by the dotted line. The “corrected” R−F (q,−ω) is shown by the thin solid
line. The matter is at T = 10 MeV, with xp = 0.4 and ρ = ρ0.
with the finite size of the periodic box cannot be trivially corrected. For both τ ±
response functions, the p-h interactions enhance the response at large ω. Detailed
balance then requires that the negative ω response be enhanced as well (though not
to the same extent). It is clear in the figures of this section and Section 4.5.2 that
this is not true for low q CTDA response functions. For higher values of q, where
CTDA and CHF response functions do not differ significantly, detailed balance is
approximately satisfied.
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Figure 4.14: Finite temperature NV CTDA response functions. Shown are the
q = 0.5, 1.0, 1.5, 2.0, 2.5 and 3.0 fm−1 response functions calculated using veffCB and
Oeff in matter with ρ = ρ0, xp = 0.4 and T = 10 MeV.
4.5.3 Neutral Current Response Functions
The neutral current response functions RNV and RNA calculated using CTDA are
shown in Figures 4.14 and 4.15 at momentum transfers q = 0.5, 1.0, 1.5, . . . 3.0 fm−1.
Figures 4.16 - 4.19 compare the CTDA, CHF and non-interacting FG response func-
tions (scaled by 1,000) at q = 0.5 and 2.0 fm−1. The periodic boxes used in these
calculations are slightly smaller than used in calculating the τ± response. The box
contains at least ∼ 5, 000 nucleons and the size of the p-h basis is ∼ 2000.
The analytic CHF response calculated with Obare, shown by the solid line in Figs.
4.16 - 4.19, shows that including interactions spreads the response to include more
negative and larger positive ω. In addition, the strength is shifted to larger ω as
compared to the non-interacting FG (dotted line). Correlations between p-h pairs
further shift the response to higher ω indicated by the CTDA response calculated
using Obare (double dash-dot line). The p-h interactions do not significantly effect
RNV and detailed balance is approximately satisfied. However, for RNA at q = 0.5
fm−1, the effects of interactions between p-h pairs is similar to that obtained previously
for R±GT at similar momentum transfers. As discussed previously in the context of the
R± response functions, the low q RNA do not satisfy detailed balance. The response
calculated in CTDA using Oeff (dashed line) is ∼ 75-85 % of the bare response. Note
that RNA is ∼ 10 times larger than RNV for all values of q.
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Figure 4.15: Finite temperature NA CTDA response functions. Shown are the
q = 0.5, 1.0, 1.5, 2.0, 2.5 and 3.0 fm−1 response functions calculated using veffCB and
Oeff in matter with ρ = ρ0, xp = 0.4 and T = 10 MeV.
RNV and RNA have contributions from both proton and neutron p-h pairs. For
RNV , the proton p-h pairs contribute < 10% of the response. The sensitivities of O
eff
NV
seen in Chapter 2 for proton p-h pairs do not have a significant effect on the response.
For RNA, the protons contribute ∼ 40% of the total response.
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Figure 4.16: NV response functions for q = 0.5 fm−1. The matter is at T = 10
MeV, with xp = 0.4 and ρ = ρ0. See Fig. 4.3 for notation.
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Figure 4.17: NA response functions for q = 0.5 fm−1. The matter is at T = 10
MeV, with xp = 0.4 and ρ = ρ0. See Fig. 4.3 for notation.
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Figure 4.18: NV response functions for q = 2.0 fm−1. The matter is at T = 10
MeV, with xp = 0.4 and ρ = ρ0. See Fig. 4.3 for notation.
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Figure 4.19: NA response functions for q = 2.0 fm−1. The matter is at T = 10
MeV, with xp = 0.4 and ρ = ρ0. See Fig. 4.3 for notation.
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4.6 Neutrino Reaction Rates
The τ± and neutral current response functions discussed in the previous section de-
termine the reaction rates for
νe + n ↔ e− + p , (4.45)
ν¯e + p ↔ e+ + n , (4.46)
n → e− + p+ ν¯e , (4.47)
p → e+ + n+ νe and (4.48)
νe +N → ν ′e +N
′
. (4.49)
For brevity, only the reaction rates for electron capture, e−+p→ νe+n, neutrino
absorption, νe + n→ p+ e− and neutrino scattering, Eq. (4.49), are calculated here.
The differential reaction rate is defined as
dΓ =
∑
I,F
P(EI(N,Z)) δ(ω − EF + EI) ΛµνWµν (1− f(E2)) 1
(2pi)2
d3p2. (4.50)
where in the Weinberg-Salam model (see Eq. (3.23))
ΛµνWµν =
G2F
E1E2
[
pµ1p
ν
2 + p
ν
1p
µ
2 − p1 · p2gµν + i²µανβpα1pβ2
]
jµjν∗ , (4.51)
and the subscripts, 1 and 2 denote the initial and final state leptons. P(EI(N,Z)) is
the probability of the system being in the state |ΨNZI 〉;
P(EI(N,Z)) = e
−β(EI(N,Z)−Nµn−Zµp)∑
J,N
′
,Z
′
e−β(EJ (N
′
,Z
′
)−N ′µn−Z′µp)
. (4.52)
The non-relativistic nuclear current, jµji = (j
0, j), is defined as
j0 = 〈ΨN
′
,Z
′
F |OV |ΨN,ZI 〉 (4.53)
j = 〈ΨN
′
,Z
′
F |OAV |ΨN,ZI 〉 . (4.54)
The term (1 − f(E2)) in Eq. (4.50) accounts for Pauli blocking of the final state
lepton. However, in the results presented here it is assumed that neutrinos are not
trapped and f(E2) = 0 for final state neutrinos. The Pauli blocking of the final state
nucleon is already accounted for in calculating the nuclear currents. The z-axis is
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chosen along the direction of q, qµ = (p1 − p2)µ = (ω, 0, 0, q) and it is convenient to
define Q = (p1 + p2) = (Qx, 0, Qz). For infinite matter, Eq. (4.50) simplifies to
dΓ =
G2F
(2pi)2
∑
F
δ(ω − EF + EI)
[
(1 + cos θ12)j0j
∗
0 + (1− cos θ12)j · j∗
+
1
2E1E2
[
Q2xjxj
∗
x + (Q
2
z − q2)jzj∗z +QxQz(jxj∗z + jzj∗x)
] ]
× (1− f(E2)) d3p2. (4.55)
Using the definition of the response functions, Eqs. (4.16) and (4.17), and further
defining a “mixed” response:
RAV,ij(ω,q) =
1
A
∑
F
∑
mi
cFmic
F
mi〈ΦI |Oeff †AV, i |ΦF 〉〈ΦF |OeffAV, j|ΦI〉 δ(ω+EI−EF ) , (4.56)
Eq. (4.55) can be rewritten as
dΓ =
G2F
(2pi)2
[
(1 + cos θ12)RV + (1− cos θ12)RAV
+
1
2E1E2
[
Q2xRAV,xx + (Q
2
z − q2)RAV,zz +QxQzRAV,xz
] ]
(1− f(E2)) d3p2 .(4.57)
Setting f(E2) = 0 in Eq. (4.57), dΓ is related to the neutrino absorption and scatter-
ing differential cross section in Chapter 3; dσ = dΓ/j where j is the flux of incident
neutrinos.
Figure 4.20 shows the electron capture rate, dΓc, as a function of the neutrino
energy, Eν , for matter at ρ =
1
2
ρ0 (left graph), ρ0 (center) and
3
2
ρ0 (right graph). dΓc
is defined as
dΓc =
G2F
(2pi)2
f(Ee)
[
(1 + cos θνe)R
−
F + (1− cos θνe)R−GT
+
1
2EνEe
[
Q2xR
−
GT,xx + (Q
2
z − q2)R−GT,zz +QxQzR−GT,xz
] ]
dΩν d
3pe.(4.58)
The total electron capture rate, Γc, is obtained by integrating dΓc over all neutrino
energies.
At T = 10 MeV and xp = 0.4, the electron capture process is driven by high
energy electrons. When the energy of the emitted neutrino is small most of the
electron energy is transfered to the nuclear system. The energy transfer is therefore
positive and inaccuracies associated with the finite size of the periodic box are not
significant in this region.
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Figure 4.20: Electron capture rate in matter with xp = 0.4 and T = 10 MeV. Shown
are the rates for ρ = 1
2
ρ0 (left graph), ρ0 (center),
3
2
ρ0 (right graph) obtained using
veffCB and O
eff in CTDA (solid line) and CHF (dashed line). The dotted lines give the
rate for non-interacting FG.
In Fig. 4.20 dΓc calculated in the CHF is shown by dashed lines, the solid lines give
dΓCTDAc and the dotted lines show dΓ
FG
c . The rate for Eν . 100 MeV is determined by
the large ω response at small momentum transfers. Interactions shift the strength of
the low q response to large energy transfers and the CHF and CTDA electron capture
rates are greater than dΓFGc . Once Eν & 100 MeV, the large q response functions are
dominant and energy transfers are more moderate. The CHF and CTDA response
functions are similar at large q and for all but the largest ω are suppressed relative
to the non-interacting FG; dΓFGc is significantly larger than dΓ
CHF
c and dΓ
CTDA
c .
The neutrino luminosity from electron capture, defined as
Lν =
∫
dΓc Eν dEν , (4.59)
is given in Table 4.3 for the three densities. It is calculated using the response func-
tions of the non-interacting FG, the CHF and the CTDA. The Lν is determined by
the large q response and LCTDAν is only ∼ 10% less than LCHFν . However, the CHF
and CTDA luminosities are a factor of ∼ 2-4 smaller than LFGν .
Also included in Table 4.3 are the average energies of the final state neutrino,
E¯ν = Lν/Γc. The E¯ν determined using CTDA and CHF are similar; ∼ 10-20%
smaller than E¯ν of a non-interacting FG.
The top graphs of Fig. 4.21 show the neutrino scattering rate, dΓs, for incident
neutrino energies Eν ≤ 200 MeV. The dΓs are calculated in matter at ρ = 12ρ0
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Lν (109 MeVs fm3 ) E¯ν (MeV)
ρ FG CTDA CHF FG CTDA CHF
1
2
ρ0 2.18 0.84 0.95 145 131 136
ρ0 12.5 3.6 4.0 172 149 152
3
2
ρ0 34.4 9.0 10.3 190 158 164
Table 4.3: Neutrino luminosities and average neutrino energy for electron capture.
Results are calculated in a non-interacting FG, in CTDA, and in CHF.
(leftmost), ρ0 (center) and ρ =
3
2
ρ0 (rightmost) using the neutral current response
functions in Eq. (4.57). It is assumed that neutrinos are not trapped and there is no
Pauli blocking of the final state neutrino (f(E2) = 0). dΓ
FG
s is given by the dotted
lines, dΓCHFs by the dashed lines and the solid lines show dΓ
CTDA
s . The lower graphs
give the ratio dΓCHFs /dΓ
FG
s (dashed line) and dΓ
CTDA
s /dΓ
FG
s (solid line). Interactions
suppress dΓFGs by a factor of ∼ 1.5-2.5 in the CHF approximation. Particle-hole
interactions further suppress the rate; dΓCTDAs is a factor of ∼ 2.5-4 smaller than
dΓFGs . The dΓ
CTDA
s for Eν < 30 MeV are dominated by the q ≤ 0.15 fm−1 response
functions and are not included in Fig. 4.21.
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Figure 4.21: Neutrino scattering rate in matter with xp = 0.4 and T = 10 MeV.
The rates for matter at ρ = 1
2
ρ0 (left graph), ρ0 (center) and ρ =
3
2
ρ0 (right graph) are
given in the top graphs. Shown are the rates obtained using veffCB and O
eff in CTDA
(solid line), CHF (dashed line) and rates for a non-interacting FG (dotted line). The
lower graphs give the ratio of dΓs/dΓFG
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For both the CHF and CTDA, ∼ 80-85% of the rate is determined by the neutral
axial-vector response and the relative scattering rates can be understood by consid-
ering only RNA. There is no Pauli blocking of the final state neutrino and all energy
transfers up to the incident Eν contribute. For all but the largest energy transfers,
the strengths of the CHF and CTDA response functions are significantly less than
the strength of the non-interacting FG response. The scattering rates obtained using
CHF and CTDA are therefore less than dΓFGs . For small momentum transfers, p-h
interactions push the strength of the response to larger ω than obtained in the CHF
and dΓCTDAs < dΓ
CHF
s . The large q response functions dominate when Eν & 100
MeV. Modifications to the response functions associated with the p-h interactions are
not significant at large q and the CHF and CTDA scattering rates begin to converge.
The neutrino absorption rate, dΓν , for Eν ≤ 200 MeV is given in Fig. 4.22 for
matter at ρ = 1
2
ρ0 (left graph), ρ0 (center) and
3
2
ρ0 (right graph). The absorption
rate is obtained using the τ+ response functions for non-interacting FG (dotted line)
and CHF (dashed line) in Eq. (4.57). For the proton fraction and temperature
considered the electron chemical potential is large (≈ 190-280 MeV in the density
range considered). Pauli blocking of the final state electron requires that the nuclear
system give energy to the weak boson for this process to occur and dΓν is therefore
small. In addition, the µe increases rapidly with system density resulting in absorption
rates that decrease as the system becomes more dense. If, in the CHF, we neglect
the Pauli blocking of the final state electron (set f(E2) = 0), we obtain the dash-dot
lines in Fig. 4.22, where dΓν is large and increases as the system density increases.
The ratio of dΓCHFν (dashed lines) with respect to dΓ
FG
ν is shown in the lower graphs
of Fig. 4.22. For small neutrino energies, the rate is determined by the negative ω
response. In τ+ transitions the nuclear system lowers its energy and the negative ω
CHF response is enhanced relative to the non-interacting FG, dΓCHFν À dΓFGν . As
Eν increases, the CHF and FG rates begin to converge since the large q response
functions for low or negative ω values become similar.
The CTDA neutrino absorption rates are not given in Fig. 4.22. In low Eν
reactions, the nuclear system must give energy to the weak boson; |ω| is large and
ω is negative. For most q values, this ω region is the “tail” of the response. As
discussed in Section 4.5.2, the periodic boxes used to determine the CTDA response
functions are not sufficiently large to give a stable response in the small or negative
ω region. The response at energy transfers relevant for neutrino absorption are not
well determined.
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Figure 4.22: Neutrino absorption rate in matter with xp = 0.4 and T = 10 MeV.
Shown are the rates for ρ = 1
2
(left hand), ρ0 (center),
3
2
ρ0 (right hand) obtained using
veffCB and O
eff in CHF (dashed line). The dotted lines give the rate for non-interacting
FG. The dash dot line is defined in the text.
4.7 Skyrme-Like Effective Interaction
In Chapter 3 it was found that for low energy neutrino processes in cold SNM, the
response functions calculated in TDA using a zero-range Skyrme-like effective inter-
action and Oeff defined using CBT gave the same NMFP as obtained using vCBS
and Oeff . Though the response functions were not reproduced in detail, the NMFP
is most sensitive to the low ω response, where the two calculations agreed. Skyrme-
like effective interactions have recently been used in finite temperature calculations of
asymmetric matter, [30] for example. It is therefore instructive to compare the neu-
trino reaction rates obtained using CBT with the rates obtained using this simpler
effective interaction.
As was used in Chapter 3, the Skyrme-like effective interaction, vSK , is taken to
be
vSK = (vc + vττ i · τ j + vσσi · σj + vστσi · σjτ i · τ j)δ3(ri − rj) . (4.60)
Only the direct contributions of vSK are used together with Landau effective masses.
To ensure stability of SNM and to reproduce the equation of state for PNM, vc
and vτ must be density dependent. We chose the form of Eqs. (4.30) and (4.31);
vc =
(
C1
(
ρ
ρ0
)α
+ C2
)
and vτ =
(
Cτ1
(
ρ
ρ0
)ατ
+ Cτ2
)
.
The effective nucleon masses, m∗, are obtained using Eq. (3.33) with the single
particle energies, ², calculated using veffCB . v
eff
CB is a finite range interaction and ² is
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C1 C2 α C
τ
1 C
τ
2 α
τ vσ vστ
ρ0 1353.07 -1982.28 0.25 -310.0 616.14 0.51 60.29 257.43
Table 4.4: Parameters of Skyrme-like effective interaction (Eq. (4.60)) at ρ = ρ0.
temperature dependent via the exchange terms in Eq. (4.10). However, the parame-
ters of the Skyrme interaction are not temperature dependent and m∗ is determined
using ² calculated at T = 0. The Landau effective mass depends on xp and ρ. For
ρ = ρ0 the effective masses for SNM are m
∗
p = m
∗
n = 0.64mN ; for PNM the neutron
effective mass is m∗n = 0.80mN .
Using them∗ determined for SNM, the strengths vσ and vστ of Eq. (4.60) are fit to
the spin and GT susceptibilities obtained in Section 2.2 using CBT. The parameters
of vc are fit to the equation of state for SNM, ESNM(ρ), calculated in variational
calculations [52]. Similarly, using m∗n calculated for PNM the parameters of v
τ are fit
to EPNM(ρ) of [49]. The parameters of the interaction at ρ = ρ0 are given in Table
4.4. Except for vτ , this zero-range effective interaction is identical to that used in
Section 3.4. The chemical potentials obtained using vSK for matter at T = 10 MeV,
xp = 0.4 and ρ = ρ0 are µn = −3.98 MeV and µp = −35.20 MeV. The nucleon
effective masses are m∗n = 0.67mN and m
∗
p = 0.62mN .
Electron Capture
Figures 4.23 and 4.24 give examples of the τ− response functions which determine
the reaction rates for electron capture. Shown are the response function calculated
in TDA using vSK with Obare (dotted line) and vSK with the CB Oeff (dashed line)
at q = 0.5 and 2.0 fm−1. The previously obtained CTDA response functions are
shown by the solid lines. The strengths of the τ− TDA response functions are pushed
to larger energy transfers than obtained in the CTDA. At large values of q, where
the Landau effective mass approximation is no longer valid, the maximum energy
transfers are significantly larger.
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Figure 4.23: τ− TDA response functions obtained using vSK at q = 0.5 fm−1.
Shown are the Fermi (top graph) and Gamow-Teller (lower graph) response functions
for matter at xp = 0.4 and T = 10 MeV calculated in CTDA using v
eff
CB and O
eff
(solid) and in TDA using vSK with Oeff (dashed) and vSK with Obare (dotted line).
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Figure 4.24: τ− TDA response functions obtained using vSK at q = 2.0 fm−1. See
Fig. 4.23 for notation.
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In contrast to what was found for cold SNM in Chapter 3 the CTDA and TDA
τ− response functions calculated using Oeff are significantly different at all energy
transfers. This indicates that the zero-range effective interaction is not a suitable
approximation to vCBS for hot asymmetric matter. The neutrino luminosity in matter
at T = 10 MeV and xp = 0.4 is dominated by the large q response functions where
the strengths of the vSK response is significantly enhanced. The resulting neutrino
luminosities are ≈ 30% smaller than calculated using CTDA, LSKν = 2.6× 109 MeVs fm3 .
Previous calculations of the NMFP have used Skyrme-like effective interactions
but bare weak operators [30]. In T = 0 SNM, vSK was a suitable approximation to
vCBS and a comparison of the CTDA NMFP with the NMFP obtained using vSK
and Obare indicated how these simpler calculations may be overestimated. However,
at finite temperatures vSK is not a suitable approximation to vCBS and a similar
comparison cannot be made. We compare instead the rates obtained in TDA using
vSK andOeff to those obtained using vSK andObare. This comparison is only intended
to illustrate how short range correlations in the nuclear matrix elements can modify
the ν reaction rates.
The Lν obtained in TDA using Obare is considerably larger, Lν = 4.1 × 109 MeVs fm3 .
The effective operator suppresses Lν by ≈ 37%. This reduction of Lν is a two-fold
effect: the overall suppression of R−GT and R
−
F (≈ 20%) and the redistribution of
strength in the spin longitudinal and spin transverse components of R−GT . The effects
of tensor correlations on the spin components of RGT were discussed in Section 3.6 in
the context of zero temperature SNM sum rules. In the absence of tensor correlations,
the longitudinal and transverse components of RGT are equal; R⊥ = R‖ = 13RGT . This
is not true for Oeff as tensor forces are included. If we assume that the components
of RGT are equal, the luminosity can be written as
Lν =
∫
G2F
(2pi)5
(
(1 + cos θ12)R
−
F + (3− cos θ12)
1
3
R−GT
)
×(1− f(E2)) Eν d3p1d3p2 . (4.61)
Using RGT calculated in TDA with O
eff in Eq. (4.61) gives Lν = 3.4 × 109 MeVs fm3 ,
≈ 20% smaller than Lν calculated using Obare. This is what would be expected if
only the overall suppression of the nuclear matrix element modified the rate. It is
≈ 20% larger than Lν calculated using the full CB Oeff in Eq. (4.59) indicating the
importance of properly treating tensor correlations in the nuclear matrix elements.
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Chapter 5
Conclusions
We have calculated the effects of short range correlations on nuclear weak interac-
tion matrix elements. At low energies and small values of q the charge current weak
transition rates are quenched by ∼ 20 to 25% in the simplest two-body cluster ap-
proximation in zeroth order CB theory. This quenching is relatively independent of
the density and proton fraction of nucleon matter as well as the momenta of nucleons
in the 1
2
to 3
2
ρ0 range. However, it depends upon the momentum transfer q.
The dominant part of the quenching is due to spin-isospin correlations induced by
the OPEP in the bare interaction. The OPEP changes the isospin of nucleons. For
example, in the n→ p weak transition between uncorrelated states the active nucleon
is initially a neutron and finally a proton with unit probability. In correlated states
these probabilities are less than unit, and they reduce the weak interaction matrix
elements. In particular, for the Fermi case, most of the q independent reduction is
given by the product of the probabilities for the active quasi-nucleon to be initially a
neutron and finally a proton. A similar interpretation is also applicable for the GT
matrix elements.
In contrast to charge current, neutral current matrix elements have a significant
dependence on the proton fraction. The neutron NV matrix element also depends on
the total density, while the proton NV matrix element is very small and varies with
all relevant parameters.
We have also studied the effective nuclear interaction in the same CB used to
calculate the weak interaction matrix elements. The dominant static part of the
lowest order two-body vCB gives fairly accurate results for the spin, isospin and spin-
isospin susceptibilities of nucleon matter. However, it is necessary to include at least
three-body effects to obtain the minimum in the E0(ρ) of symmetric nuclear matter.
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The vCB is much weaker than the bare v, and can be used in perturbation theory
formalism.
We have calculated the response of cold symmetric nuclear matter to weak probes
using the correlated basis two-body effective interactions and one-body effective weak
operators. The infinite system has been modeled using a box with periodic boundary
conditions. Using a basis of correlated 1p-1h excitations , i.e. CTDA, the response
for both neutral and charge weak operators have been calculated.
The nuclear response to weak probes is pushed to larger energies when compared
to the response of a non-interacting FG. The effective operators suppress the response
by 20-25% relative to calculations using bare operators in most cases. However, for the
density or isospin and spin independent term of ONV , the response depends sensitively
on the density of the system. The effective operator has little effect when ρ = ρ0, but
suppresses the “bare” response by ∼ 20% for ρ = 3
2
ρ0.
Using the response functions obtained in CTDA, the NMFP for low energy neu-
trino scattering and absorption in SNM have been calculated. For neutrino absorption
in matter at densities ρ = ( 1
2
, 1, 3
2
)ρ0, λ is enhanced by ∼ 2.5 - 3.5 relative to λ ob-
tained for a non-interacting FG. Similar results are seen for neutrino scattering at
matter densities ρ = (1, 3
2
)ρ0.
With the Landau effective mass obtained from the single particle energy calcu-
lated using vCBS, the low energy NMFP can be adequately reproduced by a zero-range
Skyrme-like effective interaction, vSK(m∗) and Oeff . The vSK(m∗) is chosen to repro-
duce the spin, isospin and spin-isospin susceptibilities and equation of state of SNM.
Though the responses calculated from vCBS and vSK(m∗) do not agree in detail, the
predicted NMFP are the same. Many current approaches use a Skyrme-like effective
interaction and bare weak operators. The present calculations indicate that these
may overestimate the neutrino cross sections.
We also examine the need to extend the current calculation to include RPA cor-
rections. Using vSK(m∗) the response functions have been calculated using standard
RPA methods. For the low energy processes of interest λRPA for ρ = ρ0 was increased
by ∼ 25% relative to λTDA. The NMFP obtained using vCBS and Oeff in RPA in-
cluding the necessary orthogonality corrections may be ∼ 3 to 4 λFG in the (12 to 32)ρ0
density region.
Though the 1p-1h contribution to the response functions calculated here are the
dominant contributions to the one-body neutrino processes considered, there are
98
higher body terms that can contribute via the many-body terms in Oeff . The im-
portance of these terms has been estimated using the static structure function and
energy weighted sum. These were calculated using the VGS obtained using FHNC-
SOC methods and by direct integration of the TDA response functions. The sums
indicate that though the multi p-h response is not negligible, the average energy of
their response is much larger than that of the 1p-1h response. For low energy neu-
trinos, the NMFP in SNM is dominated by the response at low energy transfers, and
the contributions of the multi p-h may not be significant.
The methods used to determine the nuclear response functions in cold SNM have
been adapted to accommodate finite temperature asymmetric matter. The neutrino
emission, scattering and absorption rates have been calculated in matter at T = 10
MeV and proton fraction 0.4 at ρ = ( 1
2
, 1, 3
2
)ρ0. The infinite system has been modeled
using a box with periodic boundary conditions and the initial nuclear state is taken as
a microcanonical sample of matter at the relevant temperature and proton fraction.
The nuclear response functions have been calculated in CHF and CTDA where the
p-h excitations are defined relative to the initial microcanonical state.
At finite temperatures interactions increase the range of energy transfers for both
the neutral and charge current response functions and the strength is shifted to higher
energy transfers relative to the non-interacting FG. Particle-hole interactions in the
final nuclear state further shift the strength of the response to higher energy trans-
fers. However, at large values of q the CHF and CTDA response functions do not
differ significantly. The one-body effective weak operators introduce a q dependent
suppression of the bare response.
The CHF and CTDA response functions give neutrino luminosities and neutrino
scattering rates that are a factor of 2-4 smaller than calculated for the non-interacting
FG. In contrast, the neutrino absorption rate calculated using CHF is significantly
larger than obtained for the non-interacting FG. This enhancement is due to the rel-
atively large electron chemical potential. When the energy of the incident neutrino
is small the nuclear system must give energy to the weak boson for this process to
occur. For the τ+ transitions, the nuclear system lowers its energy and the response is
enhanced for negative energy transfers. These modifications to the neutrino reaction
rates can impact the dynamics of core-collapse supernovae. However, modern simu-
lations require neutrino reaction rates over a range of proton fractions, temperatures
and densities which have not yet been calculated.
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The neutrino luminosity from electron capture has also been calculated in matter
at ρ = ρ0 using a zero-range Skyrme-like effective interaction and the CB O
eff in
TDA. For T = 0 SNM, it was found that the NMFPs calculated using CTDA were well
reproduced using a zero-range effective interaction. However, at finite temperatures
this is no longer true. The Landau effective mass approximation is not valid at the
large momentum transfers that determine Lν and the neutrino luminosity calculated
using TDA is ≈ 30% lower than the luminosity calculated in CTDA.
Comparing the neutrino luminosity obtained in the TDA using vSK with Oeff
to Lν obtained using vSK with Obare illustrates how neutrino interaction rates can
be modified by short range correlations in the nuclear matrix element. These ef-
fects are neglected in many recent calculations which have used Skyrme-like effective
interactions with bare weak operators. At zero temperature, results obtained with
Obare were found to overestimate the neutrino mean free paths by ≈ 25% due to the
overall suppression of the response functions. However, the neutrino luminosity cal-
culated at finite temperature indicates that the redistribution of strength in the spin
components of the dominant axial-vector response functions further reduce Lν . The
luminosity calculated using Obare is suppressed by 30-40% by short range correlations
in the nuclear matrix element.
It is clear that a consistent treatment of the effective operators and effective in-
teractions is needed to accurately determine the neutrino interaction rates. However,
improvements to the current set of CB one-body weak operators and CB two-body
interactions must be included in more accurate treatments. As previously mentioned
the equation of state for SNM calculated using vCB indicates that the two-body veff
is not sufficient. The minimum of ESNM(ρ) at nuclear saturation density is not ob-
tained. Three-body forces as well as three- and higher-body cluster contributions
must be included in the determination of vCB and Oeff .
In addition, the finite temperature response functions obtained in CTDA do not
satisfy detailed balance. It is believed that RPA methods can be used to restore this
symmetry. In this approximation, p-h interactions are included in both the initial
and final state nuclear wave functions. However, the resulting matrix equation is
non-Hermitian and initial studies of the finite temperature RPA response calculated
using vSK give complex eigenvalues. In addition, orthogonality corrections to the
nuclear CB wave functions must be included before RPA methods can be applied
using the CB effective interactions and effective weak operators.
Not considered in this initial study are the two- and higher-body effective weak
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operators. The modified URCA process, determined by the two-body effective weak
operators, plays an important role in neutron star cooling where the one-body weak
processes studied here are suppressed. These two-body effective operator also include
pair currents which do not contribute in the one-body Oeff calculated here.
With only minor modifications to accommodate a finite system, the present tech-
niques can be used to calculate ν-nucleus interactions. For example, the 12C-ν and
16O-ν reactions are important in the ongoing study of neutrino properties in many
modern neutrino detectors. Using CBT to calculate the neutrino-nucleus interac-
tion rates allows us to test the present methods in a system where there is ample
experimental data with which to compare.
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Appendix A
Second Order Perturbation Theory
Standard perturbation theory is applicable when the bare interaction vij is weak. In
this case H = H0 +HI , H0 = T and
HI =
∑
i<j
vij , (A.1)
Let |ΦX〉 be the unperturbed FG state. The perturbed, normalized state up to second
order is given by:
|ΨX〉 =
(
1− 1
2
∑
Y 6=X
|〈ΦY |HI |ΦX〉|2
(E0XY )
2
)(
|ΦX〉+
∑
Y 6=X
|ΦY 〉〈ΦY |HI |ΦX〉
E0XY
+
∑
Y,Z 6=X
|ΦY 〉〈ΦY |HI |ΦZ〉
E0XY
〈ΦZ |HI |ΦX〉
E0XZ
−
∑
Y 6=X
|ΦY 〉〈ΦY |HI |ΦX〉
E0XY
〈ΦX |HI |ΦX〉
E0XY
)
, (A.2)
E0XY = TFG(X)− TFG(Y ). In this approximation the Fermi matrix element is given
by 〈ΨF |OF |ΨI〉, where ΦI and ΦF are given by Eq. (2.10).
Only the terms in HI with interaction vaj contribute to two-body clusters. The
last two terms of the above |ΨX〉 can be combined with the second by replacing
the vaj by an effective interaction; hence they will be omitted. The direct terms of
〈ΨF |OF |ΨI〉 can be written as:
〈ΨF |
∑
i
OF (i)|ΨI〉direct = F.0.d.a+ F.1.d.j + F.2.d.j + F.2.d.a , (A.3)
since F.0.d.j and F.1.d.a are zero. F.n.x.y is defined as in Section 2.1 with the
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exception that n here refers to the order of HI .
F.0.d.a = 〈kp|OF (a)|kn〉 = 1 (A.4)
F.1.d.j =
∑
hN
〈kp,hN |OF (j) Q
E0 −H0 vaj|kn,hN〉
+
∑
hN
〈kp,hN |vaj Q
E0 + ω −H0 OF (j)|kn,hN〉 (A.5)
F.2.d.j =
∑
hN
〈kp,hN |vaj Q
E0 + ω −H0 OF (j)
Q
E0 −H0 vaj|kn,hN〉 (A.6)
F.2.d.a =
∑
hN
[
〈kp,hN |vaj Q
E0 + ω −H0 OF (a)
Q
E0 −H0 vaj|kn,hN〉
− 1
2
〈kp,hN |OF (a) vaj Q
E0 −H0
Q
E0 −H0 vaj|kn,hN〉
− 1
2
〈kp,hN |vaj Q
E0 + ω −H0
Q
E0 + ω −H0 vaj OF (a)|kn,hN〉
]
(A.7)
where E0 = e(kn) + e(hN), ω = e(kp)− e(kn), Q is the projection operator to ensure
Pauli exclusion in intermediate states, and hN are any occupied proton or neutron
states. e(k) denotes single particle energies; when H0 = T , e(k) = k
2/2m.
In order to make a connection with the correlated basis theory, it is seen that in
perturbation theory the unnormalized two-body wave function is given by:
|Ψ〉 =
(
1 +
∑
i<j
Q
E0 −H0 vij
)
|Φ〉 . (A.8)
Comparing it with the correlated wave function (Eq. (2.1)) one can identify:
(Fij − 1) ∼ Q
(E0 −H0)vij (A.9)
when the interaction is weak. In reality, vij is strong and Eq. (A.9) is not useful. The
correlation operator is determined variationally and its ω dependence is neglected
assuming that the average value of E0 −H0 is much larger.
It can be verified that all of the F.n.d.y terms in Sect. II are obtained by replacing
the quantities:
Q
E0 −H0 vaj and vaj
Q
E0 + ω −H0
in Eqs. A4 to A7 by (Faj − 1), since F † = F .
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Appendix B
The C- and F-coefficients
The C-parts required to calculate the effective weak vector operators in CB are ob-
tained as follows: Let X,Y, Z be operators of type:
X =
∑
p=1,6
xp O
p . (B.1)
The C-part of the product of operators is then given by:
C(XY Z) =
∑
p,q=1,6
∑
r,s=1,6
xp yq zr K
pqs Ksrc , (B.2)
where Oc ≡ 1, and the Kpqr are given in Ref. [37]. The results are listed below.
C11d = (f
τ )2 + 3(fστ )2 + 6(f tτ )2 , (B.3)
C01d = C
10
d = (f
c − 1)f τ + 3fσfστ + 6f tf tτ , (B.4)
C00d = (f
c − 1)2 + 3(fσ)2 + 6(f t)2 , (B.5)
C00e = (f
c − 1)2 − 3(fσ)2 + 12(f t)2 + 6(f c − 1)fσ , (B.6)
C11e = (f
τ )2 − 3(fστ )2 + 12(f tτ )2 + 6f τfστ , (B.7)
C01e = C
10
e = (f
c − 1)f τ − 3fσfστ + 12f tf tτ + 3(f c − 1)fστ + 3fσf τ . (B.8)
The σa and At parts of a product of σa ·σj, Saj ,σa and σj operators is obtained
by repeated use of the Pauli identity:
σ ·Bσ ·C = B ·C+ iσ ·B×C (B.9)
to reduce it to terms linear in σa, σj. Terms linear in σj go to zero on summing over
j. The remaining terms linear in σa are expressed in terms of the operators σa and
At to obtain the following equations.
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F 00,σd,a = (f
c − 1)2 − (fσ)2 − 2(f t)2 , (B.10)
F 10,σd,a = F
01,σ
d,a = (f
c − 1)f τ − fσfστ − 2f tf tτ , (B.11)
F 11,σd,a = (f
τ )2 − (fστ )2 − 2(f tτ )2 , (B.12)
F 00,Ad,a = 4f
σf t + 2(f t)2 , (B.13)
F 10,Ad,a = F
01,A
d,a = 2f
σf tτ + 2f tfστ + 2f tf tτ , (B.14)
F 11,Ad,a = 4f
στf tτ + 2(f tτ )2 , (B.15)
F 00,σd,j = 2(f
c − 1)fσ + 4(fσ)2 − 4(f t)2 , (B.16)
F 10,σd,j = F
01,σ
d,j = (f
c − 1)fστ + fσf τ + 2fσfστ − 2f tf tτ , (B.17)
F 11,σd,j = 2f
τfστ + 2(fστ )2 − 2(f tτ )2 , (B.18)
F 00,Ad,j = 2(f
c − 1)f t − 2fσf t + 2(f t)2 , (B.19)
F 10,Ad,j = F
01,A
d,j = (f
c − 1)f tτ + f tf τ − fσf tτ − f tfστ + 2f tf tτ , (B.20)
F 11,Ad,j = 2f
τf tτ − 2fστf tτ + 2(f tτ )2 . (B.21)
(B.22)
F 00,σe,a = (f
c − 1)2 + 2(f c − 1)fσ + (fσ)2 − 4(f t)2 , (B.23)
F 01,σe,a = (f
c − 1)f τ − (f c − 1)fστ + 3fσf τ + fσfστ − 4f tf tτ , (B.24)
F 10,σe,a = 3f
στ (f c − 1) + f τ (f c − 1) + fστfσ − f τfσ − 4f tτf t , (B.25)
F 11,σe,a = 2f
στf τ + (f τ )2 + (fστ )2 − 4(f tτ )2 , (B.26)
F 00,Ae,a = 2(f
c − 1)f t + 2fσf t + 4(f t)2 , (B.27)
F 01,Ae,a = 2(f
c − 1)f tτ − 2fσf tτ + 4f tfστ + 4f tf tτ , (B.28)
F 10,Ae,a = −2fστf t + 4f tτfσ + 2f τf t + 4f tτf t , (B.29)
F 11,Ae,a = 2f
στf tτ + 2f τf tτ + 4(f tτ )2 , (B.30)
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F 00,σe,j = (f
c − 1)22fσ + (f c − 1)− 4(f t)2 + (fσ)2 , (B.31)
F 01,σe,j = (f
c − 1)f τ + 3(f c − 1)fστ − fσf τ − 4f tf tτ + fσfστ , (B.32)
F 10,σe,j = f
στ (f c − 1) + f τ (f c − 1)− 4f tτf t + fστfσ + 3f τfσ , (B.33)
F 11,σe,j = 2f
στf τ + (f τ )2 − 4(f tτ )2 + (fστ )2 , (B.34)
F 00,Ae,j = 2f
t(f c − 1) + 2fσf t + 4(f t)2 , (B.35)
F 01,Ae,j = 4f
σf tτ + 2f tf τ − 2f tfστ + 4f tf tτ , (B.36)
F 10,Ae,j = 2f
tτ (f c − 1) + 4fστf t − 2f tτfσ + 4f tτf t , (B.37)
F 11,Ae,j = 2f
στf tτ + 2f tτf τ + 4(f tτ )2 . (B.38)
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