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Abstract
In this article, we consider Markov chain Monte Carlo (MCMC) algorithms for
exploring the intractable posterior density associated with Bayesian probit linear
mixed models under improper priors on the regression coefficients and variance
components. In particular, we construct a two-block Gibbs sampler using the
data augmentation (DA) techniques. Furthermore, we prove geometric ergodicity
of the Gibbs sampler, which is the foundation for building central limit theorems
for MCMC based estimators and subsequent inferences. The conditions for geo-
metric convergence are similar to those guaranteeing posterior propriety. We also
provide conditions for the propriety of posterior distributions with a general link
function when the design matrices take commonly observed forms. In general, the
Haar parameter expansion for DA (PX-DA) algorithm is an improvement of the DA
algorithm and it has been shown that it is theoretically at least as good as the DA
algorithm. Here we construct a Haar PX-DA algorithm, which has essentially the
same computational cost as the two-block Gibbs sampler.
key words: Data augmentation, Drift condition, Geometric ergodicity, GLMM,
Haar PX-DA algorithm, Markov chains, Posterior propriety
1 Introduction
Generalized linear mixed models (GLMMs) are generalized linear models with ran-
dom terms in the linear predictor. The random effects in the GLMM can accommodate
for overdispersion often present in non-Gaussian data, and dependence among correlated
observations arising from longitudinal or repeated measures studies. GLMM is one of the
most frequently used statistical models. Here, we consider a popular Bayesian GLMM
for binary data, namely, the probit linear mixed model.
∗Email: wangx172@miamioh.edu
†Email:vroy@iastate.edu
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Let (Y1, Y2, . . . , Yn) denote the vector of Bernoulli random variables. Let xi and zi
be the p × 1 and q × 1 known covariates and random effect design vectors respectively
associated with the ith observation for i = 1, . . . , n. Let β ∈ Rp be the unknown vector
of regression coefficients and u ∈ Rq be the random effects vector. A GLMM can be built
(McCulloch et al., 2011; Breslow and Clayton, 1993) with a link function that connects
the expectation of Yi with xi and zi. One of the very popular link functions is the probit
link function, Φ−1, resulting in
P (Yi = 1) = Φ(x
T
i β + z
T
i u), (1)
where Φ(·) is the cumulative distribution function of the standard normal random vari-
able. Assume that we have r random effects with u = (uT1 , . . . ,u
T
r )
T , where uj is a qj×1
vector with qj > 0, q1+ · · ·+ qr = q, and uj ind∼ N(0, Iqj1/τj), where τj ∈ R+ ≡ (0,∞) is
the precision parameter associated with uj for j = 1, . . . , r. Let τ = (τ1, . . . , τr), thus,
the data model for the probit GLMM is
Yi|β,u, τ ind∼ Bern(αi) for i = 1, . . . , n with
αi = Φ(x
T
i β + z
T
i u) for i = 1, . . . , n, (2)
uj|β, τ ind∼ N
(
0,
1
τj
Iqj
)
, j = 1, . . . , r.
Let y = (y1, y2, . . . , yn)
T be the observed Bernoulli response variables. Note that, the
likelihood function for (β, τ ) is
L(β, τ |y) =
∫
Rq
n∏
i=1
[
Φ(xTi β + z
T
i u)
]yi [
1− Φ(xTi β + zTi u)
]1−yi
(3)
× φq(u;0,D(τ )−1)du,
which is not available in closed form. Here, φq(s; a,B) denotes the probability density
function of the q−dimensional normal distribution with mean vector a, covariance matrix
B and evaluated at s, and D(τ ) = ⊕rj=1τjIqj .
In Bayesian framework, one needs to specify the prior distributions of β and τ .
Assume β and τ are apriori independent. Let pi(β) and pi(τ ) be the prior densities of β
and τ respectively. Thus, the joint posterior density of (β, τ ) is
pi(β, τ |y) = 1
c(y)
L(β, τ |y)pi(β)pi(τ ), (4)
where
c(y) =
∫
Rr
+
∫
Rp
L(β, τ |y)pi(β)pi(τ )dβdτ ,
is the marginal density of y. Since the likelihood function L(β, τ |y) is not available in
closed form, the posterior density is intractable for any choice of the prior distributions
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of β and τ . In this article, we consider an improper flat prior for β, that is, pi(β) ∝ 1
and τj’s, j = 1, . . . , r, are apriori independent with
pi(τj) ∝ e−bjτjτaj−1j , (5)
which can be proper or improper. In section 2, we discuss conditions under which the
posterior density (4) is proper, that is c(y) <∞. Generally, Markov chain Monte Carlo
(MCMC) algorithms are used for exploring the posterior density (4).
Even in the absence of random effects, for the probit regression model, the posterior
distribution of β is difficult to sample from (Roy and Hobert, 2007). Albert and Chib’s
(1993) MCMC algorithm for sampling from the posterior distribution associated with
the probit regression model is the most widely used data augmentation (DA) algorithm.
The DA technique used in Albert and Chib (1993) can also be applied to the probit
linear mixed model. Following Albert and Chib (1993), let vi ∈ R be the continuous
latent variable corresponding to the ith binary observation Yi, such that Yi = I(vi > 0),
where vi|β,u, τ ind∼ N(xTi β + zTi u, 1) for i = 1, . . . , n. Then
P (Yi = 1) = P (vi > 0) = Φ(x
T
i β + z
T
i u), (6)
that is, Yi|β,u, τ ind∼ Bern(αi) as in (2). Note that v|β,u, τ ∼ N(Xβ +Zu, In), where
v = (v1, . . . , vn)
T , Xn×p = (x1, . . . ,xn)
T and Zn×q = (z1, . . . ,zn)
T .
Using the latent variables v, we can introduce a joint density pi(β,u,v, τ |y) (see
section 3 for details) such that∫
Rq
∫
Rn
pi(β,u,v, τ |y)dvdu = pi(β, τ |y), (7)
where pi(β, τ |y) is the posterior density defined in (4). If all the full conditionals of
the joint density pi(β,u,v, τ |y) are easy to sample from, then a Gibbs sampler can be
run and it can be used to make inferences on the posterior density (4). Indeed this
full Gibbs sampler is traditionally used in the analysis of Bayesian probit linear mixed
models (Baragatti, 2011). In this article, instead of using full conditional distributions,
we construct a two-block Gibbs sampler with η ≡ (βT ,uT )T as one block and (vT , τT )T
as the other block — which is our first contribution. In general, block Gibbs samplers
are known to be better than the Gibbs samplers based on full conditional distributions
in terms of having smaller operator norm (Liu et al., 1994).
The above mentioned block Gibbs sampler has an everywhere strictly positive Markov
transition density, implying that the underlyingMarkov chain is Harris ergodic (Asmussen and Glynn,
2011; Meyn and Tweedie, 1993). Thus, the time average estimators based on the block
Gibbs sampler can be used to consistently estimate the (posterior) means with respect
to the joint density pi(β,u,v, τ |y). In practice, it is crucial to know whether the Monte
Carlo errors associated with these estimates are sufficiently small. However, in order to
provide valid standard errors, we need to establish a central limit theorem (CLT) for
the time average estimators. Unlike for the ordinary Monte Carlo methods based on
iid samples, mere existence of the finite second moment does not guarantee a CLT for
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MCMC estimators. One standard method of establishing a CLT for MCMC estimators
is to prove that the underlying Markov chain is geometrically ergodic (Jones and Hobert,
2001). Geometric ergodicity is also needed for consistently estimating the asymptotic
variance in the Markov chain CLT (Flegal and Jones, 2010). Roy and Hobert (2007) and
Chakraborty and Khare (2017) proved geometric ergodicity of Albert and Chib’s (1993)
DA algorithm for the Bayesian probit regression model under improper and proper
priors on the regression coefficients. For linear models, Jones and Hobert (2004) and
Tan and Hobert (2009) analyzed the Gibbs sampler for one-way random effects models
under proper priors and improper priors respectively. Johnson and Jones (2010) ana-
lyzed the block Gibbs sampler for Bayesian linear mixed models under the assumption
XTZ = 0. Roma´n and Hobert (2012) and Roma´n and Hobert (2015) established geo-
metric rate of convergence of the Gibbs samplers for Bayesian linear mixed models under
improper and proper priors without the assumption of XTZ = 0. Our second contri-
bution, in this paper, is establishing geometric convergence rates for the block Gibbs
sampler for Bayesian probit linear mixed models under improper priors.
DA algorithms are known to suffer from slow convergence (Meng and Van Dyk, 1999;
Van Dyk and Meng, 2001). Liu and Wu (1999) proposed the parameter expansion for
data augmentation (PX-DA) algorithm, which can converge faster than the DA algo-
rithm without much extra computational effort (Van Dyk and Meng, 2001; Roy, 2014).
Hobert and Marchev (2008) proved that the Haar PX-DA algorithm, that is based on a
Haar measure, is better than any other PX-DA algorithm and the original DA algorithm
in both the efficiency ordering and the operator norm ordering. For the probit regres-
sion model, Roy and Hobert (2007), through an example, showed that the Haar PX-DA
algorithm can lead to huge gains in efficiency over the DA algorithm of Albert and Chib
(1993). Our third contribution is to construct a Haar PX-DA algorithm improving the
block Gibbs sampler mentioned before. Since geometric ergodicity of the Haar PX-DA
algorithm follows from geometric ergodicity of the DA algorithm (Hobert and Marchev,
2008), we have CLTs for the Haar PX-DA algorithm based estimators as well.
The article is organized as follows. In section 2, we establish conditions for propriety
of the posterior distribution (4) under improper priors, when X and Z take commonly
observed forms. The results in section 2 hold for a general link function, not necessarily
the probit link. In section 3, we construct the two-block Gibbs sampler for the Bayesian
probit linear mixed model under improper priors. In section 4, we prove geometric
ergodicity of the underlying Markov chain. In section 5, we present a corresponding
Haar PX-DA algorithm. Section 6 contains some conclusions and discussions. Finally,
the proofs of posterior propriety and geometric convergence of the Gibbs sampler appear
in the appendices.
2 Propriety of posterior distributions
In this section, we discuss conditions under which the posterior density (4) is proper.
The results in this section hold for GLMMs with a general link function. Let F (·) be a
cumulative distribution function, and consider the link function F−1(·). Thus instead of
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the probit linear mixed model in (1), in this section we consider a GLMM with
P (Yi = 1) = F (x
T
i β + z
T
i u). (8)
Posterior propriety for Bayesian GLMMs under improper priors has been discussed
in Chen et al. (2002). We will first describe Chen et al.’s (2002) conditions. Then we
will show, through examples, that these conditions often do not hold in practice. Finally,
our conditions for posterior propriety will be presented.
Let ci = 1 if yi = 0 and ci = −1 if yi = 1 for i = 1, . . . , n. Suppose W ∗n×(p+q) is
a matrix whose ith row is ci(x
T
i ,z
T
i ). In the special case when bj = 0, that is, when
τj has the power prior pi(τj) ∝ τaj−1j for j = 1, . . . , r, a straightforward extension of
Chen et al.’s (2002) Theorem 4.2 shows that the corresponding posterior distribution is
proper if the following conditions hold:
(A1) W = (X,Z) is a full rank matrix;
(A2) There exists an n× 1 positive vector e > 0 such that eTW ∗ = 0;
(A3) 2aj + qj > 0 for j = 1, 2, . . . , r;
(A4) aj < 0 for j = 1, . . . , r;
(A5) E|δ|p−2
∑r
j=1
aj <∞, where δ ∼ F .
Roy and Hobert (2007) provided a simple method for checking the condition A2 using
publicly available softwares.
The condition A1 assumes that W is a full rank matrix. Unfortunately, when Z
is a design matrix with elements 1’s and 0’s, which is pretty common in practice, this
assumption may not hold. For example, we consider the following important generalized
two-way random effects model
F−1(P (Yij = 1)) = β + αi + γj, (9)
for i = 1, 2, . . . , n1, j = 1, 2, . . . , n2. Here, the αi’s are i.i.d N(0, 1/τ1), and the γj’s
are i.i.d N(0, 1/τ2). There are total n = n1 × n2 observations and we order them as
Y = (Y11, . . . , Y1n2 , . . . , Yn11, . . . , Yn1n2). In this example, p = 1, and X = 1n is an n×1
column vector of ones. Also, there are r = 2 random effects with q1 = n1, q2 = n2,
q = q1+ q2 = n1+n2, and Z = (Z1,Z2), where Z1 = In1 ⊗1n2 and Z2 = 1n1 ⊗In2 with
⊗ denoting the Kronecker product. It can be checked that the rank of W = (X,Z) is
n1 + n2 − 1. Thus W is not a full rank matrix.
We now provide Theorem 1 showing the posterior propriety without the assumption
A1. We also consider the more general prior pi(τj) given in (5), that is, bj may not be
zero. We use certain transformations of the regression parameters β and random effects
u to circumvent the problem with non-full rank matrixW . Assume that the first column
of X is a vector of 1’s corresponding to an intercept term β0 in β = (β0, β1, . . . , βp−1)
T .
Let Z = (Z1, . . . ,Zr), where Zj is an n× qj matrix such that the (ik)th element is 1 if
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the observation i is observed at the kth level of the random effect uj =
(
uj1, . . . , ujqj
)T
,
0 otherwise, for i = 1, . . . , n, k = 1, . . . , qj and j = 1, . . . , r. Consider the following
transformations,
µ0 = β0 +
r∑
j=1
uj1, (10)
djk = uj,k+1 − uj1, for k = 1, . . . , qj − 1, j = 1, . . . , r. (11)
Thus µ0 is the sum of the intercept term and the first level effect of all r random effects.
Also the (transformed) random effects djk’s denote the differences of the random effect
compared to the first level effect.
Let η˜ = (µ0, β1,, . . . , βp−1, d11, . . . , d1,q1−1, . . . dr1, . . . , dr,qr−1)
T . Define Z˜ = (Z˜1, . . . , Z˜r),
where the n× (qj − 1) matrix Z˜j is Zj without its first column. Thus, the vector Wη is
the same as the vector W˜ η˜, where W˜ =
(
X, Z˜
)
with ith row w˜Ti . Let W˜
∗ be a matrix
whose ith row is w˜∗Ti = ciw˜
T
i = ci(x
T
i , z˜
T
i ), where z˜
T
i is the ith row of Z˜.
For the example (9), the transformed parameters µ0 and djk’s become
µ0 = β + α1 + γ1,
d1k = αk+1 − α1 for k = 1, . . . , n1 − 1,
d2k = γk+1 − γ1 for k = 1, . . . , n2 − 1.
Thus in this example, we have η˜ = (µ0, d11, . . . , d1,n1−1, d21, . . . , d2,n2−1)
T . Also note
that W˜ is a full rank matrix in this example, although W is not.
Theorem 1. Assume the following conditions hold,
(B1) aj < bj = 0, qj ≥ 2 or bj > 0 for j = 1, . . . , r;
(B2) 2aj + qj − 1 > 0 for j = 1, . . . , r;
(B3) W˜ is a full rank matrix;
(B4) There exists an n× 1 positive vector e > 0 such that eTW˜ ∗ = 0.
(B5) E|δ|p+t <∞, where t =∑rj=1[−2ajI(bj = 0) + (qj − 1)I(bj > 0)], and δ ∼ F .
Then the joint posterior density (4) corresponding the GLMM (8) is proper, i.e,∫
Rr
+
∫
Rq
∫
Rp
n∏
i=1
[
F
(
xTi β + z
T
i u
)]yi [
1− F
(
xTi β + z
T
i u
)]1−yi
·
r∏
j=1
τ
qj
2
+aj−1
j exp
[
−τj
(
bj +
1
2
uTj uj
)]
dβdudτ <∞. (12)
A proof of Theorem 1 is given in Appendix A.
Remark 1. When probit link is considered, that is F (·) = Φ(·), the moment condition
B5 holds automatically. Thus, for probit linear mixed models, the posterior density (4)
is proper under B1− B4.
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3 A two-block Gibbs sampler
We begin with deriving the joint density pi(β,u,v, τ |y) mentioned in the introduc-
tion. Define the joint posterior density (up to a normalizing constant) of β,u,v, τ , if it
exists, as
pi(β,u,v, τ |y) ∝
n∏
i=1
exp
{
−1
2
(
vi − xTi β − zTi u
)2}
×
n∏
i=1
[
1(0,∞) (vi)
]yi [
1(−∞,0] (vi)
]1−yi
×
r∏
j=1
τ
qj
2
+aj−1
j exp
{
−τj
(
bj +
uTj uj
2
)}
. (13)
From (3) and (6) it follows that (7) holds. In section 2, we discussed conditions under
which the posterior density pi(β, τ |y) given in (4) and hence the joint posterior density
(13) is proper. Note that, these posterior densities are proper if and only if c(y) <∞.
Standard calculations show that the conditional density of η is
pi(η|v, τ ,y) ∝ exp
[
−1
2
(v −Wη)T (v −Wη)
]
· exp
[
−1
2
uTD(τ )u
]
, (14)
Thus,
η|v, τ ,y ∼ Np+q
(
Σ
−1W Tv,Σ−1
)
, (15)
where
Σ =
(
XTX XTZ
ZTX ZTZ +D(τ )
)
. (16)
Similarly, the conditional density of (v, τ ) is
pi(v, τ |η,y) ∝
n∏
i=1
φ
(
vi −wTi η; 0, 1
) [
1(0,∞) (vi)
]yi [
1(−∞,0] (vi)
]1−yi
×
r∏
j=1
τ
qj
2
+aj−1
j exp
[
−τj
(
bj +
1
2
uTj uj
)]
,
where wTi is the ith row of W for i = 1, . . . , n. Thus, conditional on (η,y), vi, i =
1, . . . , n and τ are independent. We have
vi|η,y ind∼ TN(wTi η, 1, yi), i = 1, . . . , n, (17)
where TN(µ, σ2, ω) denotes the distribution of the normal random variable with mean
µ and variance σ2, that is truncated to have only positive values if ω = 1, and only
nonpositive values if ω = 0. Also conditional on η,y, τj’s are independent with τj ∼
Gamma
(
aj + qj/2, bj + u
T
j uj/2
)
for j = 1, . . . , r.
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Thus, one single iteration of the block Gibbs sampler {η(m),v(m), τ (m)}∞m=0 has the
following two steps:
Algorithm 1 The (m+ 1)st iteration of the two-block Gibbs sampler
1: Draw τ
(m+1)
j
ind∼ Gamma
(
aj + qj/2, bj + u
(m)T
j u
(m)
j /2
)
for j = 1, . . . , r, and inde-
pendently draw v
(m+1)
i
ind∼ TN(wTi η(m), 1, yi), i = 1, . . . , n.
2: Draw η(m+1) ∼ Np+q
([
Σ
(m+1)
]−1
W Tv(m+1),
[
Σ
(m+1)
]−1)
, where Σ(m+1) is eval-
uated at τ (m+1).
4 Geometric ergodicity of the block Gibbs sampler
In this section, we establish the geometric rate of convergence of the block Gibbs
sampler {η(m),v(m), τ (m)}∞m=0. Since it is a two-block Gibbs sampler, it has the same
rate of convergence as the η-marginal Markov chain {η(m)}∞m=0 (Roberts and Rosenthal,
2001). Below we analyze this Ψ ≡ {η(m)}∞m=0 chain.
Let η′ be the current state and η be the next state of the Markov chain Ψ, then the
Markov transition density (Mtd) of Ψ is
k(η|η′) =
∫
Rr
+
∫
Rn
pi(η|v, τ ,y)pi(v, τ |η′ ,y)dvdτ , (18)
where pi(·|·,y)’s are the conditional densities from section 3. Routine calculations show
that k(η|η′) is reversible and thus is invariant with respect to the marginal density of
η denoted as pi(η|y) ≡ ∫
Rr
+
∫
Rn
pi(η,v, τ |y)dvdτ . Let h : Rp+q 7→ R be a real val-
ued function. Suppose our interest is to estimate the (posterior) mean E(h(η)|y) ≡∫
Rp+q
h(η)pi(η|y)dη. Since k(η|η′) is strictly positive, the Markov chain Ψ is Harris
ergodic (Meyn and Tweedie, 1993). Thus if E(|h(η)||y) < ∞, then E(h(η)|y) can be
consistently estimated by
h¯m =
1
m
m−1∑
i=0
h(η(i)).
As mentioned in the introduction, in order to provide an asymptotically valid confidence
interval for E(h(η)|y) based on h¯m, we need to establish a CLT for h¯m. We say a CLT
exists for h¯m if there exists a constant σ
2
h ∈ (0,∞) such that,
√
m
(
h¯m − E(h(η)|y)
)
d→ N
(
0, σ2h
)
as m→∞. (19)
If (19) holds, and a consistent estimator σˆ2h of σ
2
h is available, then the standard er-
rors σˆh/
√
m can be used to provide an asymptotic confidence interval for E(h(η)|y)
(Roy and Hobert, 2007). Unfortunately, Harris ergodicity of Ψ does not guarantee (19),
although it ensures consistency of h¯m. One method of proving (19) is to establish the
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geometric rate of convergence for the Markov chain Ψ (Jones and Hobert, 2001). Geo-
metric ergodicity of Ψ also allows for consistent estimation of σ2h using batch means or
spectral variance methods (Flegal and Jones, 2010).
Let B denote the Borel σ-algebra of Rp+q and K(·, ·) be the Markov transition
function corresponding to the Mtd k(·, ·) in (18), that is, for any set O ∈ B, η′ ∈ Rp+q
and any j = 0, 1, . . . ,
K(η′, O) = Pr(η(j+1) ∈ O|η(j) = η′) =
∫
O
k(η|η′)dη. (20)
Then the m-step Markov transition function is Km(η′, O) = Pr(η(m+j) ∈ O|η(j) = η′).
Let Π(·|y) be the probability measure with density pi(η|y). The Markov chain Ψ is
geometrically ergodic if there exists a constant 0 < t < 1 and a function J : Rp+q 7→ R+
such that for any η ∈ Rp+q,
||Km(η, ·) −Π(·|y)||TV := sup
O∈B
|Km(η, O)−Π(O|y)| ≤ J(η)tm. (21)
Harris ergodicity of Ψ implies that ||Km(η, ·) − Π(·|y)||TV ↓ 0 as m → ∞, while (21)
guarantees its exponential rate of convergence. Roberts et al. (1997) showed that since
Ψ is reversible, if (21) holds then there exists a CLT, that is (19) holds, for all h with
E(h2(η)|y) <∞.
In section 2, we provided two sets of conditions for posterior propriety. While the
first set of conditions (A1 − A5) holds in the special case bj = 0 for all j = 1, . . . , r,
Theorem 1 holds for the general prior pi(τj) given in (5). In Theorems 2 and 3, we
provide conditions under which the Markov chain Ψ is geometrically ergodic, that is,
(21) holds. Here we consider the general form of the prior distribution of τj as given in
(5). Thus the parameters bj’s are not assumed to be zero. Since geometric ergodicity
implies posterior propriety, Theorem 2 also provides conditions for posterior propriety
for the probit linear mixed models in the general case when bj 6= 0.
Theorem 2. The Markov chain underlying the block Gibbs sampler is geometrically
ergodic if the following conditions hold:
(1) aj < bj = 0 or bj > 0 for j = 1, . . . , r;
(2) (A1) − (A3) hold.
A proof of Theorem 2 is given in the Appendix C. Theorem 3 shows geometric
convergence of the Markov chain underlying the Gibbs sampler given in Algorithm 1
without the assumption A1.
Theorem 3. The block Gibbs sampler is geometrically ergodic under the following con-
ditions:
(1) (B1)− (B4) hold;
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(2) There exists an s ∈ (0, 1] ∩ (0, s˜) such that
2−s
r∑
j=1
Γ (qj/2 + aj − s)
Γ (qj/2 + aj)
[
tr
(
Rj
(
I − PZT (I−PX)Z
)
RTj
)]s
< 1, (22)
where s˜ = min{a1 + q1/2, . . . , ar + qr/2}, Rj is a qj × q matrix with 0’s and 1’s
such that Rju = uj and PZT (I−PX)Z is the projection matrix on the column space
of ZT (I − PX)Z.
A proof of Theorem 3 is given in Appendix D.
Remark 2. The extra condition (2) in Theorem 3 compared to Theorem 2 is due to the
lack of the full rank assumption of W , and the need to include an extra term in the drift
function used to prove Theorem 3. This condition is also used in Roma´n and Hobert
(2012), who provide some discussions on this. The left-hand side of (22) can be evalu-
ated at values of s on a fine grid in the interval (0, 1] ∩ (0, s˜) to numerically check the
condition. Note that, Rj is the matrix that extracts uj out of u. Thus when r > 1,
tr
(
Rj
(
I − PZT (I−PX)Z
)
RTj
)
is the sum of the qj diagonal elements of I−PZT (I−PX)Z
corresponding to the jth random effect.
5 A Haar PX-DA algorithm
As mentioned in section 1, DA algorithms often suffer from slow convergence and
high autocorrelations. Liu and Wu (1999) proposed parameter expansion for data aug-
mentation (PX-DA) algorithms for speeding up the convergence of DA algorithms.
Hobert and Marchev (2008) compared the performance of PX-DA algorithms based on
a Haar measure (called Haar PX-DA algorithms) with PX-DA algorithms based on a
probability measure and DA algorithms. In particular, they showed that, under some
mild conditions, the Haar PX-DA algorithms are better than the general PX-DA algo-
rithms and the DA algorithms in both the efficiency ordering and the operator norm
ordering. As shown in Hobert and Marchev (2008), compared to the DA algorithm, in
PX-DA, an extra step is added (sandwiched) between the two steps of the original DA
algorithm. In order to construct this extra step, we derive the marginal density
pi (v, τ |y) =
∫
Rp+q
pi(η,v, τ |y)dη (23)
∝
n∏
i=1
[
1(0,∞) (vi)
]yi [
1(−∞,0] (vi)
]1−yi r∏
j=1
τ
qj
2
+aj
j e
−bjτj
·|Σ|−1/2 exp
{
−1
2
vTM1v
}
,
where M1 = I −WΣ−1W T .
Let Z denote the subset of Rn where v lives, that is, Z is the Cartesian product of
n half (positive or nonpositive) lines, where the ith component is (0,∞) (if yi = 1) or
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(−∞, 0] (if yi = 0). Let G be the unimodular multiplicative group on R+ with Haar
measure ν(dg) = dg/g, where dg is the Lebesgue measure on R+. For constructing an
efficient extra step, as in Roy (2014), we let the group G act on Z × Rr+ through a
group action T (v, τ ) = (gv, τ ) = (gv1, gv2, . . . , gvn, τ ). With the group action defined
this way, it can be shown that the Lebesgue measure on Z × Rr+ is relatively left in-
variant with multiplier χ(g) = gn (Roy, 2014; Hobert and Marchev, 2008). Following
Hobert and Marchev (2008), consider a probability density function ϑ(g) on G where
ϑ (g) dg ∝ pi (gv, τ |y)χ (g) ν(dg) ∝ gn−1 exp
{
−1
2
g2vTM1v
}
dg. (24)
Since propriety of the posterior density (13) implies that pi(v, τ |y) is a valid density,
vTM1v can be zero only on a set of measure 0 (in v). Thus given (v, τ ), ϑ (g) is a
valid density. From Hobert and Marchev (2008), it follows that the transition (v, τ ) →
(v′, τ ) ≡ T (v, τ ) = (gv, τ ) where g ∼ ϑ(g), is reversible with respect to pi(v, τ |y) defined
in (23). Given η(m), below are the three steps involved in the (m+ 1)st iteration of the
Haar PX-DA algorithm to move to the new state η(m+1).
Algorithm 2 The (m+ 1)st iteration of the Haar PX-DA algorithm
1: τj ∼ Gamma
(
aj + qj/2, bj + u
(m)T
j u
(m)
j /2
)
, for j = 1, . . . , r and independently draw
vi|η(m),y ind∼ TN(wTi η(m), 1, yi) for i = 1, . . . , n.
2: Draw g2 from Gamma(n/2,vTM1v/2).
3: Set v′i = gvi and let v
′ = (v′1, . . . , v
′
n)
T . Draw
η(m+1) ∼ Np+q
(
Σ (τ )−1W Tv′,Σ (τ )−1
)
.
The Mtd of the above Haar PX-DA algorithm can be written as
k∗
(
η|η′) = ∫
Rn
∫
Rr
+
∫
Rn
pi
(
η|v′, τ ,y)Q (v, dv′)pi (v, τ |η′,y) dvdτdv′, (25)
where Q(·, ·) is the Markov transition function corresponding to the move (v, τ ) →
(v′, τ ) = T (v, τ ). Let K∗ and K be the Markov operators associated with the Mtds
k∗ and k defined in (25) and (18) respectively. From Hobert and Marchev (2008), we
have ‖K∗‖OP ≤ ‖K‖OP, where ‖K‖OP denotes the norm of the operator K (see also
Roy, 2012b). Since the block Gibbs sampler is geometrically ergodic, we have ‖K∗‖OP ≤
‖K‖OP < 1 (Roberts et al., 1997). Thus we have the following corollary.
Corollary 1. Under the conditions of Theorem 2 or Theorem 3, the Markov chain
underlying the Haar PX-DA algorithm described in Algorithm 2 is geometrically ergodic.
The extra step of Algorithm 2 is a single draw from the univariate density ϑ(g), which
is easy to sample from. Thus, the computational burden, per iteration, for the Haar PX-
DA algorithm is similar to that of the block Gibbs sampler described in section 3. Two
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other Haar PX-DA algorithms can be constructed by using group actions T1(v, τ ) =
(v, gτ ) and T2(v, τ ) = (gv, gτ ). However, the corresponding ϑ(g)’s are not easy to
sample from, thus we do not consider them here.
6 Discussion
We develop a two-block Gibbs sampler for the Bayesian probit linear mixed models
under improper priors. The block Gibbs algorithm samples the fixed effects and the
random effects jointly. We prove the geometric ergodicity of the two-block Gibbs sampler,
which guarantees the existence of central limit theorems for MCMC estimators under
a finite second moment condition. We also propose the corresponding Haar PX-DA
algorithm. The Haar PX-DA algorithm not only improve the efficiency of the Gibbs
sampler, but also inherit their geometric convergence properties.
Another popular link function is the logit link function. Polson et al. (2013) proposed
a DA algorithm for the logistic regression model. Choi and Hobert (2013) proved the
uniform ergodicity of this DA algorithm. As mentioned in Polson et al. (2013), their DA
algorithm can be extended to the logistic linear mixed model. However, the convergence
properties of the corresponding Markov chain have not been studied, and can be a topic
for future research. Another future project can be deriving similar extensions of the
results in Roy (2012a) for proving geometric convergence of Gibbs samplers for robit
linear mixed models.
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Appendices
A Proof of Theorem 1
Proof. Using the transformation (βT ,uT )T → (u11, . . . , ur1, η˜T )T , the integral in (12)
can be written as,
∫
Rp+q−r
∫
Rr
+
∫
Rr
n∏
i=1
[
F
(
w˜Ti η˜
)]yi [
1− F
(
w˜Ti η˜
)]1−yi
(26)
r∏
j=1
τ
qj
2
+aj−1
j exp

−τj
2

u2j1 +
qj−1∑
k=1
(djk + uj1)
2 + 2bj



 du11 · · · dur1dτdη˜,
where w˜i is defined in section 2. Let d¯j =
∑qj−1
k=1 djk. Then (26) becomes,
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∫
Rp+q−r
∫
Rr
+
n∏
i=1
[
F
(
w˜Ti η˜
)]yi [
1− F
(
w˜Ti η˜
)]1−yi
(2pi)
r
2
·
r∏
j=1
q
−1/2
j τ
qj
2
+aj−
3
2
j exp

−τj
2

qj−1∑
k=1
(
djk − d¯j
)2
+
qj − 1
qj
d¯2j + 2bj



 dτdη˜
=
∫
Rp+q−r
n∏
i=1
[
F
(
w˜Ti η˜
)]yi [
1− F
(
w˜Ti η˜
)]1−yi
(2pi)
r
2
·
r∏
j=1
q
−1/2
j Γ (qj/2 + aj − 1/2) 2
qj
2
+aj−
1
2
·

qj−1∑
k=1
(
djk − d¯j
)2
+
qj − 1
qj
d¯2j + 2bj


−
qj
2
−aj+
1
2
dη˜
≤ϕ1
∫
Rp+q−r
n∏
i=1
[
F
(
w˜Ti η˜
)]yi [
1− F
(
w˜Ti η˜
)]1−yi
·
r∏
j=1

qj−1∑
k=1
(
djk − d¯j
)2
+
qj − 1
qj
d¯2j + 2bj


−
qj
2
−aj+
1
2
dη˜, (27)
where ϕ1 is a constant depending on r, qj and aj , j = 1, . . . , r.
Let δi, i = 1, . . . , n be n i.i.d random variables with distribution function F . Let δ
∗ =
(c1δ1, . . . , cnδn)
T , where ci = 1−2yi as defined in section 2. We have E
[
1
{
ciw˜
T
i η˜ ≤ ciδi
}]
=[
F
(
w˜Ti η˜
)]yi [
1− F
(
w˜Ti η˜
)]1−yi
, for i = 1, . . . , n. Thus
n∏
i=1
[
F
(
w˜Ti η˜
)]yi [
1− F
(
w˜Ti η˜
)]1−yi
= E
[
1
{
W˜ ∗η˜ ≤ δ∗
}]
, (28)
where W˜ ∗ is the n× (p + q) matrix whose ith row is ciw˜Ti .
Since conditions B3 and B4 are in force, according to Chen and Shao (2001) (Lemma
4.1), there exists a constant ϕ0 depending on W˜ and y, such that 1
{
W˜ ∗η˜ ≤ δ∗
}
≤
1 {‖η˜‖ ≤ ϕ0 ‖δ∗‖}. Recall that η˜ = (µ0, β1, . . . , βp−1, d11, . . . , d1,q1−1, . . . , dr1, . . . , dr,qr−1)T =
(µ0, β1, . . . , βp−1,d
T
1 , . . . ,d
T
r )
T , where dj = (dj1, . . . , dj,qj−1)
T for j = 1, . . . , r. Thus
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from (27) and (28) it follows that (26) is bounded above by
ϕ1E

∫
Rp+q−r
1 {‖η˜‖ ≤ ϕ0 ‖δ∗‖}
r∏
j=1

qj−1∑
k=1
(
djk − d¯j
)2
+
qj − 1
qj
d¯2j + 2bj


−
qj
2
−aj+
1
2
dη˜


≤ 2pϕp0ϕ1E

‖δ∗‖p ∫
Ad
r∏
j=1

qj−1∑
k=1
(
djk − d¯j
)2
+
qj − 1
qj
d¯2j + 2bj


−
qj
2
−aj+
1
2
dd1 · · · , ddr


≤ 2pϕp0ϕ1E

‖δ∗‖p ∫
Ad
r∏
j=1
(
qj − 1
qj
d¯2j + 2bj
)− qj
2
−aj+
1
2
dd1 · · · , ddr

 , (29)
where Ad = {|djk| ≤ ϕ0‖δ∗‖, j = 1, . . . , r, k = 1, . . . qj − 1}.
We consider two cases of condition B1 separately.
Case 1: aj < bj = 0, qj ≥ 2. If qj = 2, we have
∫
|dj1|≤1
[
(dj1)
2
]−aj− 12 ddj1 = − 1
2aj
[
(dj1)
2
]−aj− 12 dj1
∣∣∣∣∣
1
−1
= − 1
2aj
(1 + 1) = − 1
aj
<∞.
For qj > 2, note that,
∫
|dj1|≤1



qj−1∑
k=1
djk


2


−
qj
2
−aj+
1
2
ddj1
=
1
2− qj − 2aj



qj−1∑
k=1
djk


2


−
qj
2
−aj+
1
2

qj−1∑
k=1
djk


∣∣∣∣∣∣∣∣
1
−1
=
1
2− qj − 2aj



1 + qj−1∑
k=2
djk


2


−
qj
2
−aj+
1
2

1 + qj−1∑
k=2
djk


− 1
2− qj − 2aj



−1 + qj−1∑
k=2
djk


2


−
qj
2
−aj+
1
2

−1 + qj−1∑
k=2
djk


≤ 1
2− qj − 2aj





1 + qj−1∑
k=2
djk


2


−
qj
2
−aj+1
+



−1 + qj−1∑
k=2
djk


2


−
qj
2
−aj+1

 . (30)
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Ignoring the constant multiple, continuing integrating (30) with respect to dj2, . . . , dj,qj−1
consecutively, we arrive at some linear combinations of terms
[(
α0 + dj,qj−1
)2]− qj2 −aj+ qj−12 (
α0 + dj,qj−1
)∣∣∣∣∣∣
1
−1
, (31)
where α0’s are constants. Since aj < 0, each of these terms in (31) is finite. Then
∫
Adj
(
qj − 1
qj
d¯2j + bj
)− qj
2
−aj+
1
2
ddj
= [qj (qj − 1)]
qj
2
+aj−
1
2 (ϕ0 ‖δ∗‖)−2aj
·
∫
{|djk|≤1,k=1,...,qj−1}



qj−1∑
k=1
djk


2


−
qj
2
−aj+
1
2
ddj
≤ϕ2j ‖δ∗‖−2aj , (32)
where Adj = {|djk| ≤ ϕ0‖δ∗‖, k = 1, . . . qj − 1} and ϕ2j is a finite positive constant.
Case 2: bj > 0.
We have
∫
Adj
(
qj − 1
qj
d¯2j + 2bj
)− qj
2
−aj+
1
2
ddj ≤
∫
Adj
(2bj)
−
qj
2
−aj+
1
2ddj
≤(2bj)−
qj
2
−aj+
1
2 2qj−1ϕ
qj−1
0 ‖δ∗‖qj−1 ≤ ϕ3j ‖δ∗‖qj−1 , (33)
where ϕ3j is a finite positive constant.
Using (32), (33), and condition B5, it follows that (26) can be bounded above by
2pϕp0ϕ1E

‖δ∗‖p r∏
j=1
{
ϕ2j ‖δ∗‖−2aj I(bj = 0) + ϕ3j ‖δ∗‖qj−1 I(bj > 0)
}
≤2pϕp0ϕ1
∏
j:bj=0
ϕ2j
∏
j:bj>0
ϕ3j
[
E ‖δ∗‖p+
∑r
j=1
[−2ajI(bj=0)+(qj−1)I(bj>0)]
]
<∞.
Remark 3. If qj = 1 and bj = 0, (26) is ∞ since
∫
R+
τ
qj/2+aj−3/2
j dτj = ∞. If bj > 0,
the posterior density (4) can be proper even when qj = 1.
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B Two Lemmas
In this section, we list some technical results. For Σ defined in (16), note that
Σ
−1 =

 (XTX)−1 +RS(τ )−1RT −RS(τ )−1
−S(τ )−1RT S(τ )−1

 , (34)
with S(τ ) and R defined as
S(τ ) = ZT (I − PX)Z +D(τ ), and R =
(
XTX
)−1
XTZ (35)
respectively, where
PX =X
(
XTX
)−1
XT . (36)
Also the mean for the conditional distribution of η in (15) becomes
Σ
−1W Tv =

 (XTX)−1XT [I −ZS(τ )−1ZT (I − PX)]v
S(τ )−1ZT (I − PX)v

 .
Let UTΛU be the spectral decomposition of ZT (I − PX)Z and let λj’s be the diag-
onal elements of Λ. Then
(
ZT (I − PX)Z
)+ ≡ UTΛ+U , where Λ+ is a diagonal matrix
whose jth diagonal element is λ+j = 1/λj if λj 6= 0, and 0 otherwise.
Lemma 1. For the matrices S(τ ) and PX defined in (35) and (36), the following in-
equalities hold for all τj ∈ R+, j = 1, . . . , r:
1. S(τ )−1 
(
ZT (I − PX)Z
)+
+
∑r
j=1 1/τj
(
I − PZT (I−PX)Z
)
.
2.
(
RjS(τ )
−1RTj
)−1  (λp + τj) Iqj , where λp is the largest eigenvalue of ZT (I − PX)Z
and Rj is a qj × q matrix with 0’s and 1’s such that Rju = uj .
The proof of the above result is similar to that of Lemma 1 in Roma´n and Hobert
(2012) and we omit it.
Lemma 2. Let S(τ ) and PX be the two matrices as defined in (35) and (36). Let
l = (l1, . . . , ln)
T ∈ Rn. For any τ ∈ Rr+, we have,
∥∥∥S(τ )−1ZT (I − PX) l∥∥∥ ≤ ϕˆ n∑
i=1
|li| ,
where ‖ · ‖ denotes the Euclidean norm and ϕˆ is a finite number that depends on W .
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Proof. Let ZP ≡ (I − PX)Z and zTP i be the ith row of ZP . Then∥∥∥S(τ )−1ZT (I − PX) l∥∥∥ =
∥∥∥∥(ZTPZP +D(τ ))−1ZTP l
∥∥∥∥
=
∥∥∥∥∥
n∑
i=1
(
ZTPZP +D(τ )
)−1
zPili
∥∥∥∥∥ ≤
n∑
i=1
∥∥∥∥(ZTPZP +D(τ ))−1 zPili
∥∥∥∥
=
n∑
i=1
∥∥∥∥∥∥
(
n∑
k=1
zPkz
T
Pk +D(τ )
)−1
zPili
∥∥∥∥∥∥ ≤
n∑
i=1
|li|ϕi (τ ) ,
where
ϕ2i (τ ) = z
T
P i

zPizTP i + ∑
k∈{1,...,n}\{i}
zPkz
T
Pk +D(τ )


−2
zPi.
Note that for fixed i ∈ {1, 2 . . . , n},
ϕ2i (τ ) = z
T
P i

zPizTP i + ∑
k∈{1,...,n}\{i}
zPkz
T
Pk +D(τ )
− 1∑r
j=1 1/τj
Iq +
1∑r
j=1 1/τj
Iq
)−2
zPi
≤ sup
ι∈Rn+q
+
tTi

titTi + ∑
k∈{1,...n}\{i}
ιktkt
T
k +
n+q∑
k=n+1
ιktkt
T
k + ι1Iq


−2
ti
≡ ϕˆ2i ,
where ι = (ι1, ι2, . . . , ιn+q), tk = zPk for k ∈ {1, . . . , n} and for k = n+1, . . . , n+q, define
tk to be a q× 1 unit vector with 1 on the (k−n)th position, 0 elsewhere. The inequality
follows from the fact that
∑r
j=1 1/τj > 1/τj . By Lemma 3 in Roma´n and Hobert (2012),
we know that ϕˆ2i is finite. Let ϕˆ = max1≤i≤n ϕˆi, then
∥∥∥S(τ )−1ZT (I − PX) l∥∥∥ ≤ n∑
i=1
|li| ϕˆi ≤ ϕˆ
n∑
i=1
|li| .
C Proof of Theorem 2
The two-block Gibbs sampler {η(m), (v(m), τ (m))}∞m=0 in Algorithm 1 has the same
rate of convergence as its two marginal chains, namely, the η-chain and the (v, τ )-
chain. Here we work with the η-chain, denoted as Ψ = {η(m)}∞m=0 and establish
its geometric rate of convergence. Define A ≡ {j ∈ {1, . . . , r} : bj = 0}. Recall
that given η, the conditional distribution of τ is given by independent Gamma(aj +
qj/2, bj +u
T
j uj/2), j = 1, . . . , r, which is not defined when A is not empty and η ∈ N =
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{
η ∈ Rp+q;∏j∈A ||uj || = 0}. Since N is a set of measure zero, simulation of the Gibbs
sampler is not affected by the fact that pi(τ |η,y) is not defined on N . But as mentioned
in Roma´n and Hobert (2012), for a theoretical analysis of the η-chain, the Mtd of Ψ
and hence pi(τ |η,y) must be defined for all η ∈ Rp+q. Since N is a measure zero set,
the Mtd of Ψ hence pi(τ |η,y) can be defined arbitrarily on N . If A is not empty for all
η ∈ Rp+q, we define pi(τ |η,y) as follows,
pi (τ |η,y) =


∏r
j=1 fG
(
τj,
qj
2 + aj,
uT
j
uj
2 + bj
)
if η /∈ N∏r
j=1 fG (τj , 1, 1) if η ∈ N
,
where fG stands for the density of a Gamma random variable.
We denote the {η(m)}∞m=0 Markov chain defined on Rp+q\N as Ψ˜. The chain Ψ˜ is
Harris ergodic on Rp+q\N . Our proof of geometric ergodicity of Ψ is through that of
Ψ˜. The following proof establishes the geometric ergodicity of Ψ˜.
Proof. We prove the geometric ergodicity of Ψ˜ by establishing a drift function, which
has the following form,
V (η) =
n∑
i=1
(
xTi β + z
T
i u
)2
+
r∑
j=1
(
uTj uj
)−c
, (37)
where c ∈ (0, 1/2) is a positive constant determined later in the proof. Note that, since
the condition A1 is in force, V (η) : Rp+q\N → [0,∞) is unbounded off compact sets.
We show that for any η,η′ ∈ Rp+q\N , there exists ρ1 ∈ [0, 1) and L1 > 0 such that
E[V (η) |η′] ≤ ρ1V (η′) + L1. (38)
By Fubini’s theorem, we have
E
[
V (η) |η′] = ∫
Rp+q\N
V (η) k
(
η|η′) dη
=
∫
Rn
∫
Rr
+
∫
Rp+q\N
V (η)pi (η|v, τ ,y) pi (v, τ |η′,y) dηdτdv.
Thus, the expectation on the left hand side of (38) can be evaluated using two steps.
First, we calculate the expectation with respect to the conditional distribution of η given
v, τ and y, that is E[V (η)|v, τ ,y].
From (34) and (35), we have WΣ−1W T = PX + (I − PX)ZS(τ )−1ZT (I − PX).
Also (I − PX) = (I − PX)2. Let P˜ = (I − PX)ZD(τ )−1/2, then
(I − PX)ZS(τ )−1ZT (I − PX)
= (I − PX)2ZS(τ )−1ZT (I − PX)2
=(I − PX) P˜
(
P˜ T P˜ + I
)−1
P˜ T (I − PX)  I − PX .
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Thus, WΣ−1W T  PX + I − PX = I. Here “WΣ−1W T  I” means that I −
WΣ−1W T is a positive semidefinite matrix. From (15) and (16), it follows that
E
[
n∑
i=1
(
xTi β + z
T
i u
)2 |v, τ ,y
]
≤ E
[
ηTΣη|τ ,v,y
]
= p+ q + vWΣ−1W Tv ≤ p+ q + vTv. (39)
According to Roma´n and Hobert (2012), for c ∈ (0, 1/2) we have
E
[(
uTj uj
)−c |v, τ ,y] ≤ 2−cΓ (qj/2− c)
Γ (qj/2)
[
λcp + τ
c
j
]
, (40)
where λp is the largest eigenvalue of Z
T (I − PX)Z. Using (39) and (40) from (37), we
have
E [V (η) |τ ,v,y] ≤ vTv + 2−c
r∑
j=1
Γ (qj/2− c)
Γ (qj/2)
τ cj + 2
−c
r∑
j=1
Γ (qj/2− c)
Γ (qj/2)
λcp + p+ q. (41)
Now we consider the expectation corresponding to the conditional distribution of v
and τ given η′ and y. Using (10) from Roy and Hobert (2007), we have
E(v2i |η′,y) =


1 + (xTi β
′ + zTi u
′)2 +
(xTi β
′+zT
i
u′)φ(xTi β
′+zT
i
u′)
Φ(xTi β′+z
T
i
u′)
if yi = 1
1 + (xTi β
′ + zTi u
′)2 − (x
T
i
β′+zT
i
u′)φ(xTi β
′+zT
i
u′)
1−Φ(xTi β′+z
T
i
u′)
if yi = 0
.
The above expectation can be written as,
E(v2i |η′,y) = 1 +
(
w∗Ti η
′
)2 −
(
w∗Ti η
′
)
φ
(
w∗Ti η
′
)
1− Φ (w∗Ti η′) , (42)
where w∗i = ciw
T
i is the ith row of W
∗ defined in section 2. Also,
−
(
w∗Ti η
′
)
φ
(
w∗Ti η
′
)
1− Φ (w∗Ti η′) ≤


∣∣∣∣(w∗Ti η′)φ(w∗Ti η′)1−Φ(w∗Ti η′)
∣∣∣∣ if w∗Ti η′ ≤ 0
0 if w∗Ti η
′ > 0
≤ sup
u∈(−∞,0]
∣∣∣∣ uφ (u)1− Φ (u)
∣∣∣∣ ≡ Ξ, (43)
where Ξ ∈ (0,∞).
We use A1, . . . , A2n to denote all the subsets of Nn = {1, 2 . . . , n}. Following
Roy and Hobert (2007), let
Sj =
{
η′ ∈ Rp+q\ {0} : wTi η′ ≤ 0 for all i ∈ Aj and wTi η′ > 0 for all i ∈ A¯j
}
,
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where A¯j is the complement of Aj. As mentioned in Roy and Hobert (2007), the sets
Sj’s are disjoint, ∪2nj=1Sj = Rp+q\{0} and some of the Sj ’s may be empty. For j ∈ C ≡
{i ∈ N2n : Si 6= ∅}, define
Hj
(
η′
)
=
∑
i∈Aj
(
w∗Ti η
′
)2
∑n
i=1
(
w∗Ti η
′
)2 =
∑
i∈Aj
(
w∗Ti η
′
)2
∑
i∈Aj
(
w∗Ti η
′
)2
+
∑
i∈A¯j
(
w∗Ti η
′
)2 .
By (42), for η ∈ Sj, j ∈ C, we have
E
[
n∑
i=1
v2i |η′,y
]
=n+
n∑
i=1
(
w∗Ti η
′
)2 − ∑
i∈Aj
(
w∗Ti η
′
)
φ
(
w∗Ti η
′
)
1−Φ (w∗Ti η′) −
∑
i∈A¯j
(
w∗Ti η
′
)
φ
(
w∗Ti η
′
)
1− Φ (w∗Ti η′)
=n+
n∑
i=1
(
w∗Ti η
′
)2
+
∑
i∈Aj
∣∣∣∣∣∣
(
w∗Ti η
′
)
φ
(
w∗Ti η
′
)
1− Φ (w∗Ti η′)
∣∣∣∣∣∣−
∑
i∈A¯j
(
w∗Ti η
′
)
φ
(
w∗Ti η
′
)
1− Φ (w∗Ti η′)
≤n+
n∑
i=1
(
w∗Ti η
′
)2
+ nΞ−
∑
i∈A¯j
(
w∗Ti η
′
)2
=n (1 + Ξ) +Hj
(
η′
) n∑
i=1
(
w∗Ti η
′
)2
,
where Ξ is defined in (43) and the inequality is due to the fact that uφ (u) / [1− Φ (u)] ≥
u2 for u ≥ 0. Define λj = supη′∈Sj {Hj (η′)} ∈ [0, 1] and
λ0 = max
j∈C
λj.
If η′ = 0, from (42), we have E
[∑n
i=1 v
2
i |η′,y
]
= n. Thus, for all η′ ∈ Rp+q,
E
[
n∑
i=1
v2i |η′,y
]
≤ λ0
n∑
i=1
(
xTi β
′ + zTi u
′
)2
+ n (1 + Ξ) . (44)
Since conditions A1 and A2 are in force, using the techniques in Roy and Hobert (2007),
it can be shown that λ0 < 1.
For c ∈ (0, 1/2), define
Gj(−c) = 2cΓ(qj/2 + aj + c)
Γ(qj/2 + aj)
for j = 1, . . . , r. (45)
Since τj |η′,y ∼ Gamma(aj + qj/2, bj + u′Tj u′j/2),
E
[
τ cj |u′j ,y
]
= 2−cGj (−c)
[
bj +
u′Tj u
′
j
2
]−c
≤ Gj (−c)
[
(2bj)
−c I(0,∞) (bj) +
(
u′Tj u
′
j
)−c
I{0} (bj)
]
. (46)
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Recall that A = {j ∈ {1, 2, . . . , r} : bj = 0}. We consider two cases, namely, when A
is empty and A is not empty.
Case 1: A is not empty.
Then using (44) and (46), from (41) we have
E
[
V (η) |η′] ≤ λ0 n∑
i=1
(
xTi β
′ + zTi u
′
)2
+ δ1 (c)
∑
j∈A
(
u′Tj u
′
j
)−c
+ L1 (c) ,
where
δ1 (c) ≡ 2−cmax
j∈A
Gj (−c) Γ (qj/2− c)
Γ (qj/2)
, (47)
L1 (c) ≡ n(1 + Ξ) + p+ q + 2−cλcp
r∑
j=1
Γ (qj/2− c)
Γ (qj/2)
+ 2−c
∑
j /∈A
Gj (−c) Γ (qj/2− c)
Γ (qj/2)
(2bj)
−c .
By Roma´n and Hobert (2012), there exists c ∈ C1 = (0, 1/2)∩ (0,−maxj∈A aj) such
that δ1(c) < 1. Thus, taking ρ1 = max(λ0, δ1(c)), and L1 = L1(c), we have
E
[
V (η) |η′] ≤ ρ1V (η′)+ L1.
Case 2: A is empty.
In this case, the conditional expectation of τ cj can be bounded by a constant. Indeed
from (46) we have
E
[
τ cj |u′j ,y
]
= 2−cGj (−c)
[
bj +
u′Tj u
′
j
2
]−c
≤ Gj (−c) (2bj)−c .
Thus when A is empty, we have
E
[
V (η) |η′] ≤ λ0 n∑
i=1
(
xTi β
′ + zTi u
′
)2
+ L1(c) ≤ λ0V
(
η′
)
+ L1(c).
Hence in both cases, (38) holds. We now show that η-chain is a Feller chain on
R
p+q\N , which means that K (η, O) is a lower semi-continuous function on Rp+q\N for
each fixed open set O. For a sequence {ηm} note that,
lim inf
m→∞
K (ηm, O) = lim inf
m→∞
∫
O
k (η|ηm) dη
= lim inf
m→∞
∫
O
[∫
Rr
+
∫
Rn
pi(η|v, τ ,y)pi(v, τ |ηm,y)dvdτ
]
dη
≥
∫
O
∫
Rr
+
∫
Rn
pi(η|v, τ ,y) lim inf
m→∞
pi(v, τ |ηm,y)dvdτdη,
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where the inequality follows from Fatou’s lemma. Recall that pi(v, τ |η,y) = pi(v|η,y)pi(τ |η,y).
Note that, τj|η′,y ∼ Gamma(aj + qj/2, bj + u′Tj u′j/2) and condition A3 holds. Thus,
for all η′ ∈ Rp+q\N the conditional distribution of τj is a Gamma distribution with
positive shape and scale parameters even if bj = 0. Since both pi(v|η,y) and pi(τ |η,y)
are continuous functions in η ∈ Rp+q\N , if ηm → η,
lim inf
m→∞
K (ηm, O) ≥
∫
O
∫
Rr
+
∫
Rn
pi(η|v, τ ,y)pi(v, τ |η,y)dvdτdη
= K (η, O) .
Thus by Meyn and Tweedie (1993)(chap. 15), (38) implies the Markov chain Ψ˜ is geo-
metrically ergodic.
Next, we need to show that the original Markov chain Ψ is geometrically ergodic.
The techniques of Lemma 12 in Roma´n (2012) can be applied here for this purpose.
Let M and M˜ be the Mtfs of Ψ and Ψ˜ respectively. Also, let Mm and M˜m be the
corresponding m-step Mtfs, and X ≡ Rp+q, X˜ ≡ Rp+q\N . Recall that B denotes the
Borel σ-algebra of Rp+q. Since the Lebesgue measure of N is 0, for any x ∈ X˜ and
B ∈ B
X˜
= {X˜ ∩ A : A ∈ B}
M˜(x,B) =M(x,B).
Let µ and µ˜ be the Lebesgue measures on X and X˜ respectively. Then Ψ and Ψ˜
are µ-irreducible and µ˜-irreducible respectively. Also, µ and µ˜ are the corresponding
maximal irreducibility measures. These two Markov chains Ψ and Ψ˜ are also aperiodic.
According to Theorem 15.0.1 in Meyn and Tweedie (1993), there exists a ν-petite set
C ∈ B
X˜
, ρC < 1, MC <∞, a number M˜∞(C) such that µ˜(C) > 0 and
|M˜m(x,C) − M˜∞(C)| < MCρmC ,
for all x ∈ C. Since the set C is a ν-petite set for X˜, ν is a nontrivial measure on B
X˜
with,
∞∑
m=0
M˜m(x,B)a˜(m) ≥ ν(B)
for all x ∈ C and B ∈ B
X˜
, where a˜(m) is a mass function on {0, 1, 2, . . . , }.
Since M˜m(x,B) = Mm(x,B) for any x ∈ X˜ and B ∈ B
X˜
, we have Mm(x,C) =
M˜m(x,C). So for all x ∈ C
|Mm(x,C) − M˜∞(C)| < MCρmC .
Also, since µ(N ) = 0, we know that µ(C) > 0. It can be checked that C is also petite
for the original Markov chain Ψ. Thus from Theorem 15.0.1 of Meyn and Tweedie
(1993), it follows that Ψ is geometrically ergodic.
22
D Proof of Theorem 3
Proof. As in Appendix C, we study the convergence properties of the η-chain. Recall
that N =
{
η ∈ Rp+q;∏j∈A ||uj || = 0}. When A is nonempty and η ∈ N , we define the
conditional distribution of τ given η,y the same way as in Appendix C.
Consider the following drift function on Rp+q\N ,
V (η) = α
n∑
i=1
(
xTi β + z
T
i u
)2
+
r∑
j=1
Gj (s)
(
uTj uj
)s
+
r∑
j=1
(
uTj uj
)−c
.
where Gj(·) is defined in (45), α, s ∈ S˜ ≡ (0, 1] ∩ (0, s˜) for s˜ defined in Theorem 3, and
c ∈ C1 = (0, 1/2)∩ (0,−maxj∈A aj) are positive constants to be chosen later. Under the
assumption B3, V (η) : Rp+q\N → [0,∞) is unbounded off compact sets (SinceW is not
a full rank matrix, the drift function considered in the proof of Theorem 2 is no more
unbounded off compact sets.). We need to show that for any η,η′ ∈ Rp+q\N , there
exists a constant ρ2 ∈ [0, 1) and L2 > 0 such that
E[V (η) |η′] = E{E[V (η|v, τ, y)]|η′,y} ≤ ρ2V (η′) + L2. (48)
First, we calculate the expectation of V (η) with respect to the η conditional distri-
bution given v, τ and y. Same calculations as in the proof of Theorem 2 (see (39)) show
that,
E
[
n∑
i=1
(
xTi β + z
T
i u
)2 |v, τ ,y
]
≤ p+ q + vTv. (49)
For s ∈ (0, 1], by Jensen inequality,
E
[(
uTj uj
)s |v, τ ,y] ≤ [E (uTj uj|v, τ ,y)]s . (50)
Also, from (15) and (16) it follows that
E
(
uTj uj |v, τ ,y
)
= tr
(
RjS(τ )
−1Rj
)
+ [E (Rju|v, τ ,y)]T [E (Rju|v, τ ,y)] , (51)
where Rj is defined in Lemma 1. For the first part on the right hand side of (51), we
have
tr
(
RjS(τ )
−1RTj
)
= tr
[
Rj
(
ZT (I − PX)Z
)+
RTj
]
+ tr
[
Rj
(
I − PZT (I−PX)Z
)
RTj
] r∑
l=1
τ−1l
= ξj + ςj
r∑
l=1
τ−1l , (52)
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where ξj = tr
[
Rj
(
ZT (I − PX)Z
)+
RTj
]
and ςj = tr
[
Rj
(
I − PZT (I−PX)Z
)
RTj
]
. For
the second part, we have
[E (Rju|v, τ ,y)]T [E (Rju|v, τ ,y)]
= vT (I − PX)ZS(τ )−1RTj RjS(τ )−1ZT (I − PX) v
≤ vT (I − PX)ZS(τ )−1S(τ )−1ZT (I − PX)v
=
∥∥∥S(τ )−1ZT (I − PX)v∥∥∥2
≤
(
ϕˆ
n∑
i=1
|vi|
)2
≤ ϕˆ2n
n∑
i=1
v2i , (53)
where the second inequality follows from Lemma 2 given in Appendix B. Combining
(52) and (53), from (51) we have
[
E
(
uTj uj|v, τ ,y
)]s ≤

ξj + ςj r∑
j=1
τ−1j + ϕˆ
2n
n∑
i=1
v2i


s
≤ ξsj + ςsj
r∑
l=1
τ−sl + ϕˆ
2sns
n∑
i=1
v2si .
Note that, if v2i ≤ 1, then v2si ≤ 1, and if v2si > 1, then v2si < v2i . So v2si ≤ 1 + v2i .
Thus, [
E
(
uTj uj|v, τ ,y
)]s ≤ ςsj
r∑
l=1
τ−sl + ϕˆ
2sns
n∑
i=1
v2i + ϕˆ
2sn1+s + ξsj . (54)
Also recall from (40) that we also have,
E
[(
uTj uj
)−c |v, τ ,y] ≤ 2−cΓ (qj/2− c)
Γ (qj/2)
[
λcp + τ
c
j
]
.
Combining (40) , (49), (50) and (54) from (48) we have
E [V (η) |v, τ ,y] ≤ (α+ δ2 (s))
n∑
i=1
v2i + δ3 (s)
r∑
j=1
τ−sj
+ 2−c
r∑
j=1
Γ (qj/2− c)
Γ (qj/2)
τ cj + κ1 (α, s, c) , (55)
where
δ2 (s) = ϕˆ
2sns
r∑
j=1
Gj (s) ,
δ3 (s) =
r∑
j=1
Gj (s) ς
s
j , and
κ1 (α, s, c) = α (p+ q) +
r∑
j=1
Gj (s)
(
ϕˆ2sn1+s + ξsj
)
+ 2−cλcp
r∑
j=1
Γ (qj/2− c)
Γ (qj/2)
.
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Next we calculate the outer expectation in (48), that is, the expectation with respect
to the conditional distribution of v and τ given η′ and y.
When calculating the upper bound of E(
∑n
i=1 v
2
i |η′,y), we need to take into account
the fact that W is not a full rank matrix in the current setting. But, E(
∑n
i=1 v
2
i |η′,y)
can be written as,
E
[
n∑
i=1
v2i |η′,y
]
= n+
n∑
i=1
(
w˜∗Ti η˜
′
)2 − n∑
i=1
(
w˜∗Ti η˜
′
)
φ
(
w˜∗Ti η˜
′
)
1− Φ (w˜∗Ti η˜′) .
where w˜∗i ’s are defined in section 2.
Since the condition B3 is in force, we know that W˜ is a full rank matrix. Then the
same techniques (see (44)) as in the proof of Theorem 2 can be used to show that there
exists λ0 ∈ [0, 1) such that
E
[
n∑
i=1
v2i |η′,y
]
≤ λ0
n∑
i=1
(
w˜∗Ti η˜
′
)2
+ n (1 + Ξ)
= λ0
n∑
i=1
(
wTi η
′
)2
+ n (1 + Ξ)
= λ0
n∑
i=1
(
xTi β
′ + zTi u
′
)2
+ n (1 + Ξ) . (56)
For s ∈ S˜, we have
E
[
τ−sj |η′,y
]
= 2sGj (s)
(
bj +
u′Tj u
′
j
2
)s
≤ Gj (s)
(
u′Tj u
′
j
)s
+ 2sGj (s) b
s
j . (57)
Also for c ∈ C1, as in (46), we have
E
[
τ cj |η′,y
]
= 2−cGj (−c)
[
bj +
u′Tj u
′
j
2
]−c
≤ Gj (−c)
[
(2bj)
−c I(0,∞) (bj) +
(
u′Tj u
′
j
)−c
I{0} (bj)
]
.
As in the proof of Theorem 2, we consider two cases, namely A is empty and A is
not empty.
Case 1: A is not empty.
Using (46), (56) and (57) from (55), we have
E
[
V (η) |η′] = αλ0
(
1 +
δ2 (s)
α
) n∑
i=1
(
xTi β
′ + zTi u
′
)2
+ δ3 (s)
r∑
j=1
Gj (s)
(
u′Tj u
′
j
)s
+ δ1 (c)
∑
j∈A
(
u′Tj u
′
j
)−c
+ L2 (α, s, c) , (58)
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where
L2 (α, s, c) = κ1 (α, s, c) + n (1 + Ξ) (α+ δ2 (s)) + δ3 (s) 2
s
r∑
j=1
Gj (s) b
s
j
+2−c
∑
j /∈A
Γ (qj/2− c)
Γ (qj/2)
Gj (−c) (2bj)−c ,
and δ1(c) is defined as in (47).
We know that for c ∈ C1, δ1(c) < 1 as in Theorem 2. Since condition 2 of Theorem
3 holds, we have δ3(s) < 1. For a fixed s, λ0 (1 + δ2(s)/α) < 1 iff α > λ0δ2(s)/(1 − λ0).
So there exists a ρ2 such that
ρ2 ≡ ρ2(α, s, c) = max {λ0 (1 + δ2(s)/α) , δ3(s), δ1(c)} < 1
and L2 ≡ L2(α, s, c) > 0 such that (48) holds.
Case 2: A is empty.
In this case, the conditional expectation of τ cj can be bounded by a constant. Thus
we have
E
[
V (η) |η′] = αλ0
(
1 +
δ2 (s)
α
) n∑
i=1
(
xTi β
′ + zTi u
′
)2
+ δ3 (s)
r∑
j=1
Gj (s)
(
u′Tj u
′
j
)s
+ L2 (α, s, c) .
As in case 1, it follows that (48) holds.
Since η-chain is a Feller chain on Rp+q\N , and V (η) is unbounded off compact sets
on Rp+q\N , the η-chain is geometrically ergodic on Rp+q\N . Using the same techniques
as in Appendix C, it can be shown that the original {η(m)}∞m=0 Markov chain defined
on Rp+q is also geometrically ergodic.
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