Abstract. This paper addresses the construction of nonlinear integro-differential artificial boundary conditions for one-dimensional nonlinear cubic Schrödinger equations. Several ways of designing such conditions are provided and a theoretical classification of their accuracy is given. Semi-discrete time schemes based on the method developed by Durán and Sanz-Serna [IMA J. Numer. Anal. 20 (2) (2000), pp. 235-261] are derived for these unusual boundary conditions. Stability results are stated and several numerical tests are performed to analyze the capacity of the proposed approach.
1. Introduction. In many physical and technological domains of interest, the numerical solution to a one-dimensional cubic NonLinear Schrödinger (NLS) equation of the form i∂ t u + ∂ 2 x u + q|u| 2 u = 0, x ∈ R, t > 0, u(x, 0) = u 0 (x), x ∈ R (1.1)
is required. The real parameter q corresponds to a focusing (q > 0) or defocusing (q < 0) effect of the cubic nonlinearity. One example of such an equation is given in nonlinear optic for laser beam propagation where the polarization of the material has a cubic nonlinearity according to the electric field. Using the slowly varying envelope assumption of the electric field and several approximations, it can be shown that the problem reduces to (1.1). The solution is then the unknown amplitude of the electric field. Other applications come from plasma physics or quantum mechanics [11] . The numerical treatment of (1.1) is often realized by restricting the computational domain to a finite one. More precisely, let us assume that the initial datum u 0 is compactly supported in a finite domain Ω i =]x l , x r [⊂ R, with x r > x l . The Dirichlet boundary condition is usually imposed on the boundary Σ = {x l , x r } of Ω i . However, the wave reflects back into the computational domain when u strikes Σ. If the Neumann boundary condition is preferred, then reflection still occurs. The problem of the choice of a suitable boundary condition is linked to the construction of a nonreflecting (also called transparent) boundary condition which models the propagation of the solution into the complementary unbounded domain R/Ω i .
Such conditions have been widely studied in the linear case (q = 0) where the exact boundary condition is given through the Dirichlet-Neumann (DN) operator [8] ∂ n u + e where the fractional integral operator of half-order is given by the convolution operator
Even if the two above boundary conditions are transparent in the linear case, it appears that they still generate a lot of reflection at the boundary when the nonlinear perturbation is added ( [20] ). This is finally quite natural since the nonlinear term generally compensates the dispersion due to the linear part of the NLS equation. Therefore, we cannot expect that a linear boundary condition simulates the nonlinear phenomenon. To the best of the authors' knowledge, none nonlinear artificial boundary conditions have been derived and studied until now for a nonlocal nonlinear Schrödinger equation. The goal of this paper is to propose some efficient nonlinear artificial boundary conditions for the model problem (1.1) (Section 2), to construct some suitable and (if possible) stable schemes for their discretization (Sections 3 and 4) and finally to numerically test them (Section 4) in some interesting situations (e.g. interaction of two solitons).
2.
A first construction of nonlinear artificial boundary conditions for the cubic NLS equation. This Section is devoted to the construction of nonlinear artificial boundary conditions for the one-dimensional cubic NLS equation. Two ways of designing such conditions are proposed and energy bounds are derived.
2.1. Construction of nonlinear artificial boundary conditions. The adopted strategy for constructing some artificial boundary conditions for the NLS equation is issued from the linear analysis. It firstly consists in designing some suitable artificial boundary conditions for the linear Schrödinger equation being given a potential V 1) and next to make the formal substitution: V (x, t) = q|u(x, t)| 2 to deduce some NonLinear Artificial Boundary Conditions (NLABCs).
Let us assume that V is a sufficiently smooth potential. Firstly, we consider a time-dependent potential V : V (x, t) = V (t). Then, considering the new unknown v(x, t) = e −iV(t) u(x, t) in (2.1), where the phase function V is given by
we reduce the initial equation to a linear Schrödinger equation without potential
where v(x, 0) = u 0 (x). Now, we assume that the initial datum u 0 is compactly supported in an open bounded computational domain Ω i =]x l , x r [ of boundary Σ = {x l , x r }. We can therefore directly show that the Dirichlet-Neumann (DN) transparent boundary condition for this latter equation is [3, 6, 16] ∂ n v(x, t) + e
which can be rewritten according to the initial unknown u as the exact boundary condition
3)
The operator ∂ 1/2 t stands for the Riemann-Liouville fractional derivative operator of order 1/2 defined by (1.3). Following the proposed approach, we consider the formal NLABC
The boundary condition (2.4)-(2.5) is denoted by NLABC 1 1 in the rest of the paper. We have seen that we can explicitly write the transparent boundary condition for a potential which only depends on the time variable. A natural question is now: how can we extend this approach to the case of a potential which also depends on the spatial variable x? To give a possible answer to this problem, let us denote by u the solution to the equation (2.1) and by v the new unknown defined by the relation: v(x, t) = e −iV(x,t) u(x, t). We straightforwardly remark that v 0 (x) = u 0 (x) and then the initial solutions coincide. Moreover, the time and spatial derivatives of u are given in terms of derivatives of v by
As a consequence, the function v satisfies the following Schrödinger equation
where we have defined the two functions A and B by the relations A = 2i∂ x V and B = (i∂
2 ). For a potential which only depends on the time variable t, the operators A and B vanish and the approach coincides with the previous case. However, in the general situation, Eq. (2.6) is a variable coefficients Schrödinger equation. For this reason, we propose to develop a constructive approach of the artificial boundary conditions based on the theory of pseudodifferential operators as proposed by Engquist and Majda [14, 15] in the middle of the seventies. Many authors have extended and improved this technique to various equations and systems. In the particular case of the Schrödinger equation, a fractional pseudodifferential operators calculus [2] is required to include the inhomogeneity appearing between the time and space derivatives. Using a Nirenberg-like factorization theorem [2, 18] for the Schrödinger operator L, we can compute an asymptotic expansion in inhomogeneous symbols of the transparent operator for the equation (2.6).
The inhomogeneous pseudodifferential operator calculus used here has been introduced by Lascar [17] . We just give the main results adapted to our situation and refer to [17] for further details. A function f is said to be inhomogeneous of degree m if it fulfills: f (x, t, µ 2 τ ) = µ m f (x, t, τ ), for any µ > 0. Then, a pseudodifferential operator P = P (x, t, ∂ t ) is called inhomogeneous and classical of order M , M ∈ Z/2, if its total symbol, denoted by p = σ(P ), admits an asymptotic expansion in inhomogeneous
where functions p M −j/2 are inhomogeneous of degree 2M − j, for j ∈ N. The sense to give to this last approximation is that
A symbol p satisfying the above property is quoted by p ∈ S M S and the associated operator P = Op(p) by inverse Fourier transform by P ∈ OP S M S . For instance, if we consider the fractional derivative operator P = e Under the previous notations, the following proposition holds: Proposition 2.1. Let L be the variable coefficients Schrödinger operator defined by the equation (2.6). There exist two inhomogeneous and classical pseudodifferential operators
S , regular with respect to the spatial variable x and such that
where R is a smoothing operator of OP S −∞ S and the principal symbols λ ± 1/2 of the operators Λ ± are given by: λ
of Λ ± admits an asymptotic expansion in inhomogeneous symbols as
Proof. Expanding the factorization (2.7) (of Nirenberg-type [18] ) and using similar calculations as in [1, 2] , we get
By identification with the terms appearing in front of the spatial derivatives ∂ x in the expression (2.6) of L, we deduce the system of operators
which yields the symbolic system of equations
setting a = A and b = B. These two functions correspond to zero order operators.
If we identify the terms of order 1/2 in the first relation of system (2.10), we obtain: λ
. Using now the second equation, we deduce that
For a potential which only depends on the time variable, the DN operator corresponds to the choice λ 
But since ∂ x λ + 1/2 = 0, the previous relation yields
Let us now consider the next term. Developing the computations and using the fact that λ
, the zero order identification gives
After some simplifications, we conclude that
2 . An explicit computation yields λ + −1/2 = 0. Following the process initialized above, we obtain that the next symbol is given by
The computation of the four first symbols shows how to construct the symbolic asymptotic expansion. Using the same inductive arguments as in [2] , we end the proof of the proposition.
The factorization (2.7) yields a splitting of the Schrödinger operator into two parts: one corresponding to an outgoing wave to the computational domain and another one yielding the reflected part of the wave. Then we can show that a condition for having a vanishing reflected wave is given by the DN transparent boundary condition applied to the unknown field v
Since the operator Λ + has an infinite expansion in inhomogeneous symbols, we choose to approximate the above condition by retaining the M first terms yielding the following definition.
Definition 2.2. Let M be a non-negative integer. We consider the operator
and given by
Then, the artificial boundary condition of order M/2 (acting on u) is defined by
where we have set
Using the computation of the symbols obtained during the proof of Proposition 2.1, we show that the first-order boundary condition is given by 11) and the second-order one by
In the case of an x-independent potential, we straightforwardly observe that all these conditions coincide with the transparent boundary condition (2.3). Moreover, the conditions of order 1 and 3/2 are exactly the same. This indicates that, even for a space varying potential, the first-order artificial boundary condition should be quite efficient.
Before writing the formal transposition to the nonlinear operator, we emphasize on the fact that, in the linear situation, the function ∂ x V is seen as an operator of order zero since it just multiplies u. In the nonlinear case, the situation is completely different if we make the substitution V → q|u| 2 since we have
. For this reason, we must precise this aspect in the deduced boundary conditions by adding the dependence of the nonlinear operators according to ∂ x . Following the proposed strategy, we formally deduce the two NonLinear Artificial Boundary Conditions of order M/2 (NLABC
where the nonlinear operators are defined by
The function U is defined by the relation (2.5). Remark 2.3. The particular form of the asymptotic expansion (2.8) for the operators Λ ± suggests that we use a high-frequency assumption on the solution to the linear Schrödinger equation. This should also be the case for the formal extension to the nonlinear case. We will see during the numerical experiments that these nonlinear artificial boundary conditions are particularly accurate for a "fast" soliton.
2. An energy bound on the solution to the approximate initial boundary value problems. In the case of the linear Schrodinger equation sets in the whole space with a smooth real-valued time-dependent potential V , the conservation of the L 2 -norm of the solution can be proved. When the infinite domain is truncated by the transparent boundary condition (2.3), the conservation of the L 2 -norm becomes an energy bound: the L 2 (Ω i )-norm, denoted by u 0,Ωi , of the solution u at a given time is bounded by u 0 0,Ωi . This implies the uniqueness of the solution to the bounded initial boundary-value problem. In the case of the cubic nonlinear Schrödinger equation defined on the whole space, both the L 2 -norm of the solution and its Hamiltonian defined by
are conserved. The natural question which naturally arises is to know if the L 2 (Ω i )-norm of the solution to the truncated NLS is bounded by u 0 0,Ωi . In the case of the first-order condition, the following results holds.
Proposition 2.4. Let u 0 ∈ L 2 (Ω i ) be a compactly supported initial data such that Supp(u 0 ) ⊂ Ω i and u a solution to the initial boundary-value problem
15)
with the function U given by (2.5). Then, u fulfills the energy bound
Proof. Let us multiply the NLS equation, given by the first equation of system (2.15), by −iu, where u designates the conjugate complex value of u. Integrating by parts on Ω i and next taking the real part of the resulting equation, we obtain the following expression after integration on an arbitrary time interval [0, T ], with T > 0,
To get the result of the proposition, let us prove the positiveness of the term involved in the right-hand side of (2.17). To simplify the presentation, we only consider the term at point x r , the other one at x l can be treated in a similar way. Using the expression of the first-order artificial boundary condition and considering the extension u of u by zero for any time t > T , we have
(2.18) The control of the sign of the term in the right-hand side is a consequence of the property that the operator e
is a positive memory-type operator [5, 7] . The proof is based for the Plancherel theorem of the Laplace transform.
Lemma 2.5.
Applying this lemma to (2.18) and using (2.17), we prove the wanted inequality.
If we develop the same approach for the second-order artificial boundary condition, it does not seem possible to control the sign of the corrective term. This is essentially due to the quantity ∂ n (|u| 2 ) which does not have a well-defined sign. Another point is that the Hamiltonian H of the nonlinear cubic Schrodinger equation defined on R x × R + t is conserved. A similar bound as (2.16) for the Hamiltonian of the solution to (2.15) cannot be obtained by direct arguments.
Other asymptotic NLABC.
We consider now the artificial boundary conditions (2.11) and (2.12) derived for a potential V . These boundary conditions involve some time fractional derivative and integration operators applied to the product of two functions. To expand these quantities, we can use the Leibnitz derivation rule for fractional operators. To this end, let us recall that if f and g are two functions, where f is C ∞ on [0, t] and g is continuous, then the fractional derivative of f g is given by
(A similar formula with a finite number of terms and an integral rest also holds [22] ). Using formula (2.19), we can expand the fractional derivative operator as
Considering the relation Γ(z + 1) = zΓ(z) for the Gamma function, we have:
, for any k ≥ 1. We then deduce the expression
Truncating this series to a finite number M of terms, we get some new approximations of the artificial boundary conditions (2.11) and (2.12). For instance, keeping three terms in the above expression yields the approximation of (2.11)
Let us notice that the condition (2.11) has been constructed modulo some operators of OP S −1 for the modified Schrödinger equation defined by the operator (2.6). As a consequence, we should only keep the first two time operators of the previous expression. However, if we try to prove an energy bound for the L 2 (Ω i )-norm of the solution to the truncated nonlinear initial boundary-value problem, it appears that we cannot derive an a priori estimate to control the operator of order −1/2. There is a lack of symmetry of this latter term. To circumvent this drawback, we propose a modification of the conditions. To this end, let us recall that we have from the Leibnitz derivation rule for any strictly positive real number ν and real analytic functions v and u on [0; +∞[
In particular, the first two coefficients are 1 and −1/2 for ν = 1/2. If we now consider v = √ V , the following approximation holds
Moreover, we also have the symmetrization
Since the artificial boundary condition (2.11) is designed modulo an operator of OP S −1 , we can modify it by using the above relation and considering the new boundary condition
(2.22) If we now come back to the NLS, we can deduce some symmetric nonlinear artificial boundary conditions by using the formal substitution: V u = q|u| 2 u. Following this process, one gets different alternative boundary conditions of order M ∈ N. For instance, the modification of the NLABC 2 1 artificial boundary condition (2.13)-(2.14) leads to ), for M ∈ N * , is given by
24)
defining the different nonlinear fractional artificial boundary operators T M/2 as
(2.25) Once again and similarly to the artificial boundary conditions (2.11) and (2.12), it seems impossible to control the sign of ∂ n (|u| 2 )I t u. However, if we do not consider this term in the definition of the above boundary conditions, we can prove that the L 2 (Ω i )-norm of the solution to the truncated nonlinear initial boundary-value problem is bounded by the norm of the initial datum. The proof (not detailed here) uses some lemmas similar to Lemma 2.5 to treat the quantities issued from the integral operators I 1/2 t t . Moreover, in the particular case of the first-order condition where only the time fractional operator of order 1/2 appears, one can show that the Hamiltonian of the solution at a given instant t is bounded by the Hamiltonian at t = 0.
3. Semi-discrete approximation of the cubic NLS equation and the NLABC. We investigate the construction of stable time discretization schemes of the NLABC associated to the NLS equation. The developments are based on the method of Dúran and Sanz-Serna [13] and on works for treating the linear transparent boundary condition [3] .
Preliminary results.
Several time discretization schemes can be developed for solving the cubic nonlinear Schrödinger equation. The most widely used approach is based on the second-order Strang splitting formula for the time discretization and on the application of the FFT for the spatial part [10, 19] . This method requires the application of some periodic boundary conditions to bound the computational domain. Since these conditions do not reproduce the real physical propagation phenomenon at the boundary, this limits the applicability of this method (for instance to simulate the evolution of the interaction of two solitons). Furthermore, this technique does not allow to take into account more complicate boundary conditions such as the one that we propose here. Another possibility consists in using an interior Crank-Nicolson scheme. The Schrödinger equation is then discretized at time t n+1/2 = (t n+1 + t n )/2 by a second-order approximation. In all the sequel, if δt designates the time step, then t n = nδt stands for the n-th time step, where n ∈ N. The first approximation introduced by Delfour et al. [12] consists in approximating both u and |u| 2 by the mid-point formula. More recently, Durán and Sanz-Serna [13] have proposed another second-order scheme based on the only discretization of u by the mid-point rule. The usual Crank-Nicolson scheme is given by
and the Durán-Sanz-Serna scheme by
We recall, following [13] , that this scheme is very well adapted for computing soliton like solutions. We denote here by u n the approximate value of u at time t n . Let us notice that the scheme (3.2) has a lower computational cost than (3.1). Indeed, if we set 2v n+1 = u n+1 + u n , the scheme reads for n ≥ 0
imposing v 0 = 0. Moreover, the simple form of the scheme (3.2) leads to an easier implementation of the nonlinear artificial boundary conditions. In the developments below, we focus our attention on the presentation of this latter scheme.
Remark 3.1. The approximation of the artificial boundary conditions for the Crank-Nicolson scheme (3.1) is however possible. We do not present the results here since this approach has proved to be less accurate than for the Durán-Sanz-Serna scheme.
In the linear case, the fractional operators defining the boundary conditions need to be discretized by the trapezoidal rule to yield the stability of the Crank-Nicolson scheme coupled to a discrete transparent artificial boundary condition. This is still the case for the nonlinear Schrödinger equation. To prove it, we begin by recalling the main results stated in [3] .
Proposition 3.2. If {f n } n∈N is a sequence of complex values approximating {f (t n )} n∈N , then the approximations of ∂ 1/2 t f (t n ) and I 1/2 t f (t n ) are given by the numerical quadrature formulas
where (α k ) k∈N and (β k ) k∈N designate the sequences defined by
3.2. Approximation and stability result for the Dúran-Sanz-Serna-type scheme and the boundary conditions NLABC j 1 , j = 1, 2. Let us recall that the initial boundary-value problem in the truncated domain with a NLABC
where the artificial boundary operators are given by the expressions (2.14).
To define the semi-discretization in time of the boundary conditions, we introduce the quantity E p as the approximation of
by the trapezoidal formula for p ≥ 2
setting E 0 = 1 and E 1 = exp (iqδt v 1 2 /2). Using relations (3.5), we can define the semi-discrete approximations, denoted by Λ N LS j,n+1 , of the continuous artificial operators Λ
Proposition 3.3. The Durán-Sanz-Serna semi-discrete scheme for the initial boundary-value problem (3.6) is given by
where
. Furthermore, the following energy inequality holds for
implying the stability of the scheme. Proof. The construction of the Durán-Sanz-Serna semi-discrete scheme is immediate in view of the preliminary results. We just sketch the proof of the stability result. Essentially, the arguments are adapted from the analysis developed in [3] for the one-dimensional linear Schrödinger equation (the techniques are mainly based on the Z-transform). The particular symmetrical form of the continuous nonlinear artificial boundary conditions and the property of dissipation of the fractional operators used in proposition 2.4 extend in a certain way at the semi-discrete level. This is finally quite natural since the semi-discretization of the boundary conditions has been written a priori to be consistent with the interior scheme.
Remark 3.4. Like in the continuous case, we cannot prove the estimate (3.11) for the second-order condition. This is due to a lack of control of the sign of the corrective term.
3.3. Approximation and stability result for the Dúran-Sanz-Serna-type scheme and the boundary conditions NLABC j 2 , j = 1, 2. The initial boundaryvalue problem in the bounded computational domain for a NLABC j 2 condition is given
Using the semi-discrete versions (3.4) and (3.5) of the half-order integral and derivative operators, we introduce the following semi-discretizations of the artificial operators T N LS 1 and T
N LS 2
respectively given by
(3.14)
As for the nonlinear artificial boundary conditions of the first type, the following proposition holds.
. Then, the Durán-SanzSerna semi-discrete scheme for the initial boundary-value problem (3.12) reads
Moreover, we have the following inequality
for j = 1 or for j = 2 by neglecting the last term of the expression (3.14). In this case, this implies the stability of the scheme (3.15). Proof. Once again, we do not detail the proof of proposition 3.5 which is obtained by some arguments close to the ones used in the linear case [3] .
Numerical implementation and simulations.
4.1. Some aspects of the numerical implementation. Since the Jacobian of the map associated to the nonlinear problems (3.10) and (3.15) is complicate to obtain, we propose to rather use a classical fixed point method. To this end, let us begin by writing the artificial boundary conditions as some nonlinear FourierRobin-type boundary conditions. We choose to only develop the calculations for the conditions Λ N LS j,n+1 . We get the following relation
for the operator Λ N LS 1,n+1 . The corrective term involved in the definition of Λ N LS 2,n+1 can be rewritten as
The fixed point algorithm is applied for treating the nonlinearities appearing both in the Schrödinger equation and in the artificial boundary conditions. The resulting scheme is summarized in Table 4 .1. At each iteration of the algorithm, we incorporate the linear Fourier-Robin boundary condition by using the following weak formulation
where ψ designates a sufficiently smooth function. The spatial discretization is performed by a conform linear Galerkin finite element method for u, |u| 2 and ψ providing hence the stability of the whole scheme. This variational approach leads to a tridiagonal banded matrix. The solution to the associated linear system is therefore simple and realized by a direct LU solver. The involvement of the other nonlinear artificial boundary conditions follows the same approach.
Numerical results.
The one-dimensional cubic nonlinear Schrödinger equation is integrable by using the inverse scattering theory [21] . This approach yields the so-called exact soliton solution given by
From now on, we fix the focusing parameter q to 1. The real parameter a gives the amplitude of the wavefield. Finally, c is the velocity of the soliton. Since the derivation of the nonlinear artificial boundary conditions has been constructed under a high-frequency assumption (see Remark 2.3), we can expect that our approach will be more efficient for a high speed soliton. All along the computations, we have taken ε = 10 −6 in the fixed point algorithm (4.1). To perform an exhaustive study of the proposed artificial boundary conditions, we compare the nonlinear conditions NLABC To precise these results, we plot on figure 4.6 the relative error for the L 2 (Ω i )-norm
where u num denotes the numerical solution. For the linear case, the error is about 2% whereas the best result is obtained for the NLABC 2 1 condition for a final error of 0.2%. This last error is less than the intrinsic phase error of the Sanz-Serna scheme generally linked to the Crank-Nicolson-type schemes (see for instance [9] ). The most accurate nonlinear artificial boundary condition does not require any additional cost. This gain in accuracy leads to the possibility of observing some more complex physical propagative phenomenon (as below for the interaction of two solitons). The numerical classification of the artificial boundary conditions coincides with the theoretical one. To end with this test case, we depict on figure 4.7 the evolution of this "fast" soliton. We emphasize on the very small spurious reflections by adding a light to the figure. This allows to visualize it by showing the associated shadow zones. Without this brightness, the reflections are too small to be seen on the representation. and the final time is fixed to T f = 5. Let us recall that all the conditions have been derived under an assumption of high-frequency. Since we consider a slower soliton, the reflection should be larger. We get an acceptable error of 5% for the NLABC 2 1 condition. This is not the case of the LABC condition which yields a large error of 30%. Even if the error occuring in this situation for the NLABC To show the robustness of our approach, we consider now the problem of simulating the interaction of two solitons. The domain of computation Ω i = [−15, 15] is discretized with 6000 points. The final time is T f = 2 for a time step δt = 10 −3 . Let us firstly insist on the fact that typically these interactions cannot be obtained by using another kind of boundary condition (as for instance a periodic, a Dirichlet or a Neumann boundary condition). We consider on figure 4.10 two fast solitons evolving in two opposite directions and centered at x = −5 and x = 5 at the initial time. The two velocities are c = 12 and c = −12. As for one soliton, we observe a small reflection which is made visible by the added artificial light. We now consider on figure 4.11 the interaction of a slow soliton centered at x = 7 for a velocity c = −4 and a fast soliton of velocity c = 16 and centered at point x = −6. We see that some small reflections can be visualized with the help of the light. The last example presented on figure 4.12 consists in the same interaction as in the previous case but with the velocity c = 4 for the slowest soliton. In this situation, the two solitons interact near the right boundary. Once again, the artificial boundary condition reveals a satisfactory behavior and generates some low reflections. To end the numerical experiments, we consider a gaussian initial datum u(x, 0) = exp (icx/2) exp (−5x
2 )
to observe the pure dispersion phenomenons involved in the nonlinear Schrödinger equation. The velocity is taken to c = 15. The finite spatial domain Ω i = [−5, 5] is discretized with 4000 points, the time discretization being unchanged. As it can be noticed on figures 4.13 and 4.14, no reflection occur and the dispersion is not affected by any wave reflected back into the computational domain.
Conclusion.
We have introduced different kinds of nonlinear artificial boundary conditions for the one-dimensional nonlinear cubic Schrödinger equation. They are constructed with the help of some general pseudodifferential techniques usually involved in the derivation of artificial boundary conditions associated to linear operators. Stable and accurate semi-discretizations in time have been proposed. These conditions appear as being efficient for simulating the propagation of fast enough solitons (simple soliton, interaction of two solitons). A loss of accuracy occurs for slower solutions but the artificial reflection is always much lower than for the linear artificial boundary condition without any additional cost. These results are currently being extended for two-dimensional problems using the approach analyzed in [4] .
