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Resumen
Esta monograf´ıa analiza diferentes tipos de Dominancia Estoca´stica (SD) en el
a´mbito econo´mico-financiero.
El Cap´ıtulo 1 estudia los principales conceptos de SD y sus aplicaciones en diferentes
a´reas de conocimiento, poniendo las bases de nuestra exposicio´n posterior.
En el Cap´ıtulo 2 se aplican los conceptos SD para variables aleatorias de intere´s en
Economı´a como por ejemplo las variables truncadas de Pareto, Normales y Lognormales.
Asimismo, se profundiza en el ana´lisis de la consistencia de las reglas de Media-
Varianza, obteniendo algunos resultados notables en variables aleatorias ponderadas,
introduciendo el problema de seleccio´n o´ptima de la cartera eficiente, que constituye
una de las principales aportaciones de este cap´ıtulo.
El Cap´ıtulo 3 trata el estudio de procesos estoca´sticos orientado al a´mbito econo´mico-
financiero y estableciendo los fundamentos del desarrollo posterior.
El Cap´ıtulo 4 versa sobre algunas aplicaciones notables de la SD en el caso de procesos
estoca´sticos que modelan situaciones econo´mico-financieras y de gestio´n, como es el caso
del estudio de procesos estoca´sticos en el a´rea de seguros. Se analiza el modelo cla´sico
de ruina y se generaliza. A continuacio´n se obtienen condiciones suficientes para la
dominancia estoca´stica de primer orden entre tiempos hasta la ruina de los modelos
en seguros considerados. La principal novedad y aportacio´n radica en la seleccio´n de
modelos comparando estoca´sticamente los tiempos hasta la ruina y sin necesidad, por
tanto, de obtener la expresio´n de la probabilidad de ruina o una aproximacio´n de la
misma, que es la metodolog´ıa tradicional.
Se estudian otros modelos del tipo Cox y Rubinstein de valoracio´n de activos. En
esta situacio´n la ordenacio´n estoca´stica es acerca de la excedencia de nivel obteniendo
resultados novedosos e interesantes.
Finalmente, en el Cap´ıtulo 5, se establecen las futuras l´ıneas de investigacio´n a seguir.
i
A lo largo de este trabajo se desarrollan en diferentes cap´ıtulos algoritmos de simu-
lacio´n de las situaciones presentadas.
Palabras clave: Economı´a, Finanzas, modelos de Cox y Rubinstein, modelos de riesgo,
ordenacio´n estoca´stica, probabilidad de ruina, proceso(s) estoca´stico(s), seguros, va-
riable(s) aleatoria(s) ponderada(s), vector(es) aleatorio(s).
ii
Abstract
This monograph analyzes different types of Stochastic Dominance (SD) in the eco-
nomic and financial context.
Chapter 1 introduces the principal concepts of SD and its applications in different
knowledge areas, establishing the bases of the following presentation.
In Chapter 2, the SD concepts are applied to interesting random variables in Eco-
nomy, for example, the truncated Pareto, Normal and Lognormal variables.
In addition a depth analysis of the consistency of the Mean-Variance rules is carried
out, some notable results in weighted random variables are obtained introducing the
problem of optimal portfolio selection, this constituting one of the main contributions
of this chapter.
In chapter 3 adresses the study of stochastic processes is head for the economic and
financial context, establising subsequent developments in the monograph.
Chapter 4 concerns some notable applications of SD rules in case of stochastic pro-
cesses which shape economic, financial and management situations, for example stochas-
tic processes in insurance area. The classic risk model is analyzed and generalized.
Straigh afterwards, sufficient conditions for first order SD (FSD) are obtained between
ruin times of processes under consideration . The main contribution of the chapter is
that models can be selected without knowing the expression of the ruin probability or
an approximation of it, as usually done.
Other models as Cox and Rubinstein’s model of assets valuation are studied. In this
case the stochastic order used is the generalized level crossing order. New and interesting
results are obtained in this context.
Finally, in Chapter 5, directions for future work are established.
iii
Along this work simulation algorithms of the presented situations are developed in
different chapters.
Keywords: Cox and Rubinstein’s model, Economy, Finance, Insurance, risk models,
stochastic ordering, stochastic process, random vector, ruin probability, weighted ran-
dom variable.
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Notacio´n Ba´sica
Este trabajo esta´ dividido en cap´ıtulos que a su vez se componen de secciones y
subsecciones.
Las Definiciones, Lemas, Teoremas, Corolarios y Observaciones se numeran de ma-
nera independiente haciendo referencia al cap´ıtulo, seccio´n, subseccio´n y un d´ıgito de
orden.
El s´ımbolo ¥ indica el fin de una demostracio´n.
Los vectores y matrices se representan en negrita. Otra notacio´n que se usara´ es la
siguiente:
Conjuntos
N conjunto de los nu´meros naturales incluyendo el 0
N+ conjunto de los nu´meros naturales (sin el 0)
Z conjunto de los nu´meros enteros
R conjunto de los nu´meros reales
R+ conjunto de los nu´meros reales no negativos
General
A = (aij)i∈I,j∈J matriz con entradas aij , i ∈ I, j ∈ J
aij entrada correspondiente a la fila i y a la columna j de la matriz A
Ai· i-e´sima fila de la matriz A
I Matriz Identidad de dimensiones adecuadas
∼= Aproximadamente igual
xiii
Distribuciones
Be(p) Distribucio´n Bernoulli de para´metro p
Bi(n, p) Distribucio´n Binomial de para´metros n y p
Pareto(b, x0) Distribucio´n de Pareto de para´metros x0 y b
U(a, b) Distribucio´n Uniforme en el intervalo (a, b), a < b
N(µ, σ) Distribucio´n Normal de media µ y desviacio´n t´ıpica σ
LN(µ, σ) Distribucio´n lognormal de para´metros µ y σ
X ∼ F La variable aleatoria X tiene distribucio´n F
X =d Y Las variables aleatorias X e Y esta´n igualmente distribuidas
Funciones
P Funcio´n de probabilidad
E[X] Esperanza matema´tica de la variable aleatoria X
E[Xk] Momento centrado en el origen de orden k de la variable aleatoria X
V ar(X) Varianza de la variable aleatoria X
F−1 Funcio´n inversa generalizada de la funcio´n de distribucio´n F
exp {x} Funcio´n exponencial ex
Acro´nimos
MP Proceso de Markov
CTMC Cadena de Markov en Tiempo Continuo
DTMC Cadena de Markov en Tiempo Discreto
MRP Proceso de Renovacio´n Markoviano
SMP Proceso Semi-Markoviano
IPICC Orden Estoca´stico Integral para variables aleatorias positivas
y cerrado para convoluciones
i.i.d. independiente e ide´nticamente distribuido
v.a. (v.as.) Variable(s) aleatoria(s)
c.s. casi seguro
e.o.c. en otro caso
xiv
O´rdenes Estoca´sticos
≤FSD Dominancia estoca´stica de primer orden
≤st Dominancia estoca´stica en el sentido estoca´stico usual
≤SSD Dominancia estoca´stica de segundo orden
≤icx Dominancia estoca´stica en el sentido convexo creciente
≤TSD Dominancia estoca´stica de tercer orden
≤3−icv Dominancia estoca´stica en el sentido co´ncavo creciente de orden 3
≤Lo Dominancia estoca´stica en el sentido de Lorenz
≤lr Dominancia estoca´stica en el sentido de razo´n de verosimilitud
≤hr Dominancia estoca´stica segu´n la funcio´n de tasa de fallo
≤rh Dominancia estoca´stica en el sentido inverso de la funcio´n de tasa de fallo
≤lc Dominancia estoca´stica en excedencia de nivel
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xv

Cap´ıtulo 1
Dominancia Estoca´stica
1.1. Introduccio´n
Una forma simple de comparar variables aleatorias (v.as.) es a trave´s de sus valores
esperados, no obstante, ello es poco informativo, ya que se basa u´nicamente en dos
valores. Normalmente se obtiene mayor informacio´n del comportamiento de funciones de
distribucio´n, transformadas de Laplace, funciones generadoras de momentos, funciones
de tasa de fallo, de razo´n de verosimilitudes, etc. Estas caracter´ısticas proporcionan
un mayor conocimiento de las v.as. Por ello surge la necesidad de reglas de cara´cter
estoca´stico que permitan la comparacio´n de v.as. Estas reglas se dicen de Dominancia
Estoca´stica (DE) o (SD) y su uso se ha generalizado a numerosas a´reas de la Economı´a,
Finanzas y Estad´ıstica.
El concepto SD se encuentra en los or´ıgenes del ca´lculo de probabilidades, por ejemplo
en la comparacio´n de dos juegos para elegir aquel que nos proporcione mayores beneficios.
Bawa (1982) sen˜ala que los or´ıgenes se remontan a Bernoulli (1713).
Histo´ricamente debe citarse el trabajo pionero de Lorenz (1905) relativo al ana´lisis
de la desigualdad en la distribucio´n de riquezas entre los miembros de una poblacio´n.
Karamata (1932) establecio´ el concepto SD de segundo orden (SSD).
La ordenacio´n estoca´stica tiene una larga historia, Mann yWhitney (1947) y Lehmann
(1955) la usan en sus problemas de contraste estad´ıstico. Blackwell (1951, 1953) com-
paro´ experimentos estad´ısticos mediante SSD. La aplicacio´n en Teor´ıa de la Decisio´n
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comenzo´ alrededor de 1950 (ve´ase Allais (1953), Quirk y Saposnik (1962), Fishburn
(1964)) y ha seguido desarrolla´ndose (ver Beccacece (2006)).
Karlin (1960) introduce el concepto en investigacio´n operativa, en particular en pro-
blemas de inventario, problemas que han estudiado otros autores como Huergo y Moreno
(2005).
La teor´ıa de la SD y sus aplicaciones a la Economı´a y Finanzas se desarrolla en 1969-
1970, con la publicacio´n de numerosos art´ıculos como los de Hadar y Russell (1969),
Hanoch y Levy (1969), Rothschill y Stiglitz (1970), Kroll y Le´vy (1980) y Withmore
(1970), entre otros. Con posterioridad, se ha seguido trabajando en estas a´reas y pode-
mos encontrar numerosa bibliograf´ıa al respecto (ver Constantinides (2002), Xu (2006),
Abhyankar (2008) y Kopa (2008), entre otros).
Las a´reas de aplicacio´n de mayor intere´s son:
(1) Desarrollos teo´ricos acerca de (i) la ordenacio´n de determinadas opciones de ries-
go, (ii) reglas SD en clases restringidas de funciones de utilidad, (iii) reglas en
activos de bajo riesgo, (iv) SD en vectores multivariantes, (v) diversificacio´n de
carteras bajo riesgo, (vi) ana´lisis multivariante, (viii) desarrollo de SD en el caso
de funciones de utilidad no lineales y (viii) SD de la transformacio´n de variables.
(2) Aplicacio´n a datos emp´ıricos (eficiencia y disen˜o de algoritmos).
(3) Desarrollos en Economı´a y Finanzas: (i) optimacio´n del apalancamiento financiero
cuando existe posibilidad de bancarrota, (ii) optimacio´n de la produccio´n, (iii)
medidas de desigualdad de ingresos, (iv) ana´lisis y definicio´n de riesgo, (v) medida
del riesgo de bancarrota, (vi) seleccio´n de carteras seguras y (vii) opciones de
tasacio´n.
(4) Aplicacio´n a la Estad´ıstica: Seleccio´n de estimadores eficientes.
En este trabajo se analizan diversas aplicaciones de la Dominancia Estoca´stica en
el a´rea de Economı´a y Finanzas. En general, dados dos activos de riesgo A y B, con
funciones de distribucio´n F y G respectivamente, para seleccionar entre uno u otro es
preciso establecer un orden de preferencia entre ambos.
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De manera intuitiva, un individuo no saciable y con aversio´n al riesgo prefiere
aquel activo que le de´ mayor utilidad esperada, segu´n los axiomas de Von Neumann-
Morgenstern (1949).
En la literatura existen distintos criterios basados en las propiedades estoca´sticas
de los retornos (o de las funciones de probabilidad de los retornos) que le aseguren al
individuo la eleccio´n del activo que le proporcione mayor utilidad esperada. Los criterios
de comparacio´n se conocen como criterio de Dominancia Estoca´stica de Primer Orden
(FSD), de Segundo Orden (SSD) y de Tercer Orden (TSD). Estos criterios se relacionan
con el nivel del retorno y con la dispersio´n o variabilidad del mismo.
Definicio´n 1.1.0.1 Un activo se dice que es dominante desde el punto de vista es-
toca´stico si el individuo recibe mayor riqueza con este activo que con cualquier otro que
se le presente.
Sean F y G las funciones de distribucio´n de A y B respectivamente (sin pe´rdida de
generalidad se supone que el soporte es el intervalo [0, 1]) donde:
F (x) = P [rA ≤ x] =
∫ x
0
f(z)dz (1.1)
G(x) = P [rB ≤ x] =
∫ x
0
g(z)dz (1.2)
siendo rA y rB los rendimientos de los activos A y B, y f y g sus densidades, respecti-
vamente.
La Dominancia Estoca´stica se caracteriza mediante criterios mı´nimos sobre las propiedades
estoca´sticas de los retornos que nos aseguren que
EF [U(rA)] ≥ EG[U(rB)]
con U : R→ R funcio´n no decreciente, o dicho de otra manera,
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Definicio´n 1.1.0.2 El activo A domina estoca´sticamente a B si para toda funcio´n no
decreciente U : R→ R se cumple:
∫ 1
0
U(x)dF (x) ≥
∫ 1
0
U(x)dG(x)
FSD permite conocer si un activo domina a otro (es ma´s eficiente) bajo el u´nico
supuesto de no saciabilidad de las funciones de utilidad, SSD an˜ade la aversio´n al riesgo
y TSD la aversio´n absoluta al riesgo decreciente.
Si Vi para i = 1, 2, 3 , definen las clases de funciones de utilidad donde V1 incluye
todas las funciones de utilidad U , con U ′ ≥ 0, V2 con U ′ ≥ 0 y U ′′ ≤ 0, y V3 incluye
U ′ ≥ 0, U ′′ ≤ 0 y U ′′′ ≥ 0, Russell y Seo (1989) prueban que cada Vi tiene una funcio´n
de utilidad simple representativa.
1.2. Dominancia Estoca´stica de Primer Orden
FSD corresponde a la nocio´n de estoca´sticamente menor en sentido fuerte y clasifica
los activos con riesgo de modo consistente para individuos que prefieren ma´s a menos
riqueza. Esto implica que U ′ ≥ 0.
1.2.1. Variables aleatorias
Definicio´n 1.2.1.1 El activo A domina a B segu´n FSD y se denota A ≥FSD B o
tambie´n A ≥st B si se verifica que
P [B > x] ≤ P [A > x]
o equivalentemente, si
F (x) ≤ G(x)
para todo x ∈ R y con al menos un x0 en el que la desigualdad sea estricta.
1.2. Dominancia Estoca´stica de Primer Orden 5
Dado que F y G son las funciones de distribucio´n de los retornos de los activos A
y B, es mayor la probabilidad de obtener un rendimiento superior con el activo A que
con el activo B.
Esta definicio´n supone aversio´n al riesgo por parte del inversor y significa que se
preferira´ al activo A, pues acumula menor probabilidad en la cola izquierda de la dis-
tribucio´n, que es la menos desfavorable, sin importar la renuncia a un mejor rendimiento.
La ordenacio´n estoca´stica puede caracterizarse por la funcio´n de distribucio´n inversa
relativa ΦF,G(t) definida como:
ΦF,G(t) = G−1(F (t)) (1.3)
Esta funcio´n esta´ fuertemente relacionada con el disen˜o cuantil-cuantil (Q-Q plot),
que se obtiene dibujando los cuantiles de las distribuciones G−1 y F−1 una frente a otra
para todo 0 < p < 1. En distribuciones continuas el disen˜o Q-Q y la gra´fica de la funcio´n
ΦF,G son ide´nticas. En general, la funcio´n del disen˜o Q-Q forman so´lo un subconjunto
del grafo de ΦF,G.
Teorema 1.2.1.1 Sean F y G las funciones de distribucio´n de los activos A y B res-
pectivamente. Entonces B ≤st A si y so´lo si
ΦF,G(x) ≤ x (1.4)
para todo x ∈ R.
Demostracio´n. Por definicio´n G−1(G(x)) ≤ x, ∀x ∈ R y G(G−1(x)) ≥ x, ∀x ∈
(0, 1).
Entonces si B ≤st A, se tiene que F (x) ≤ G(x),∀x ∈ R, y de aqu´ı
G−1(F (x)) ≤ G−1(G(x)) ≤ x,∀x ∈ R.
Rec´ıprocamente si G−1(F (x)) ≤ x,∀x ∈ R, entonces
G(x) ≥ G(G−1(F (x))) ≥ F (x),∀x ∈ R.
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El teorema permite un procedimiento gra´fico simple para validar la ordenacio´n es-
toca´stica entre dos funciones distintas. Es decir, B ≤st A si el disen˜o Q-Q de G−1 frente
a F−1 permanece por debajo de la bisectriz.
Definicio´n 1.2.1.2 (FSD con utilidad esperada). El activo A domina a B en este senti-
do cuando E[U(rA)] ≥ E[U(rB)] con U ′ ≥ 0 (o tambie´n EF [U(x)] ≥ EG[U(x)]), siendo
U la funcio´n de utilidad esperada y rA y rB los rendimientos de A y B respectivamente.
Otra caracterizacio´n de la dominancia estoca´stica de primer orden es a trave´s de los
cuantiles de la distribucio´n. Si denotamos por QF (p) y QG(p) a los cuantiles de orden p
de las distribuciones F y G respectivamente, esto es:
PF [A ≤ QF (p)] = p
(ana´logamente para QG(p)), podemos establecer la siguiente definicio´n:
Definicio´n 1.2.1.3 Diremos que la distribucio´n F domina a la distribucio´n G segu´n
FSD si y so´lo si QF (p) ≥ QG(p), con desigualdad estricta para al menos un valor de p.
La caracterizacio´n a trave´s de los cuantiles nos permite establecer un algoritmo para
comprobar si dadas dos muestras de las distribuciones, una domina a la otra segu´n FSD.
En concreto, sean X e Y dos v.as. de distribuciones F y G respectivamente, de las que
se obtienen sendas muestras de taman˜o n: {x1, x2, ..., xn} e {y1, y2, ..., yn}.
Dadas las observaciones anteriores, se obtienen sendas muestras ordenadas, que de-
notaremos por
{
x(1), x(2), ..., x(n)
}
e
{
y(1), y(2), ..., y(n)
}
respectivamente, es decir, que
x(1) ≤ x(2) ≤ ... ≤ x(n) e y(1) ≤ y(2) ≤ ... ≤ y(n).
Se le asigna una probabilidad de 1/n a cada observacio´n (si hubiera dos observaciones
ide´nticas, se situ´a una detra´s de la otra y se asignara´ probabilidad 1/n a cada una).
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El algoritmo para comprobar FSD se enuncia como sigue:
Input: Sendas muestras {x1, x2, ..., xn} e {y1, y2, ..., yn}.
Paso 1, Ordenacio´n de las muestras:{
x(1), x(2), ..., x(n)
}
e
{
y(1), y(2), ..., y(n)
}
Paso 2, Comprobacio´n: F (o X) domina a G (o Y ) segu´n
FSD si y so´lo si x(i) ≥ y(i) para todo i = 1, 2, ..n y existe al
menos una desigualdad estricta.
Output: La respuesta indicara´ si existe o no FSD entre las
muestras.
Figura 1.1: Algoritmo de contraste de la dominancia estoca´stica de primer orden.
Esto implica que x(i) ≥ y(i) para todo i = 1, 2, ..., n y que ∃i0 ∈ {1, ..., n} tal que
xi0 > yi0 , entonces, dado que a cada observacio´n se la ha asignado una probabilidad de
1/n, F debe estar por debajo de G y en alguna zona del rango debe ser estrictamente
menor, que es precisamente la definicio´n de FSD.
En efecto:
F (x(i)) = i/n, para todo i = 1, ..., n, entonces, para todo p ∈
{
1
n , ...,
n−1
n , 1
}
, se
tendra´ que QF (p) ≥ QG(p) y para algu´n p0: QF (p0) > QG(p0), es decir, se tiene la
definicio´n de FSD utilizando los cuantiles.
De manera ana´loga, si x(i) ≥ y(i) con desigualdad estricta para algu´n ı´ndice, pero
∃j ∈ {1, ..., n} tal que x(j) < y(j), entonces F debe cortar a G, por tanto, no existe FSD.
1.2.2. Vectores aleatorios
El concepto de dominancia estoca´stica en el sentido usual en el caso de vectores
aleatorios puede establecerse en la forma siguiente observando el concepto de “conjunto
creciente ”. Diremos que un conjunto U ⊆ R es creciente si y ∈ U siempre que exista un
x ∈ U tal que x ≤ y, siendo ≤ el orden definido sobre los elementos de un vector.
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Definicio´n 1.2.2.1 Dados dos vectores reales aleatorios X = (X1, ..., Xn) e Y =
(Y1, ..., Yn), diremos que X es estoca´sticamente menor que Y segu´n FSD y escribiremos
X ≤st Y o tambie´n X ≤FSD Y , si y so´lo si
P [X ∈ U ] ≤ P [Y ∈ U ]
para todo conjunto creciente U ∈ Rn.
Observacio´n 1.2.2.1 En el caso particular de considerar dos variables aleatorias reales,
la definicio´n anterior corresponde a la Definicio´n 1.2.1.1 con U de la forma [0,∞)
o´ (u,∞), con u ∈ R.
A continuacio´n se presentan caracterizaciones alternativas para FSD en el caso de
vectores aleatorios.
Proposicio´n 1.2.2.1 Dados dos vectores reales aleatorios X = (X1, ..., Xn) e Y =
(Y1, ..., Yn), entonces X ≤FSD Y equivale a que se tengan cualquiera de las siguientes
dos condiciones:
a. Existen vectores aleatorios X̂ e Ŷ , definidos en un espacio de probabilidad comu´n
(Ω,F , P ), tales que X̂ =FSD X, Ŷ =FSD Y y X̂(ω) ≤ Ŷ (ω) para casi todo
ω ∈ Ω.
b. E[f(X)] ≤ E[f(Y )] para toda funcio´n creciente real f en Rn siempre que dicha
esperanza exista.
Demostracio´n. Para la demostracio´n ver Liggett (1985), Stoyan (1983) o Szekli
(1995).
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1.2.3. Procesos estoca´sticos
En lo que sigue, Γ se referira´ a uno de los siguientes conjuntos: N, N+ o R+.
Definicio´n 1.2.3.1 Dados dos procesos estoca´sticos X = (Xt)t∈Γ e Y = (Yt)t∈Γ con
espacio de estados comu´n I, diremos que X es estoca´sticamente menor que Y segu´n
FSD y denotaremos X ≤FSD Y , si y so´lo si
(Xt1 , Xt2 , ..., Xtn) ≤FSD (Yt1 , Yt2 , ..., Ytn)
para todo n ∈ N+ y t1, t2, ..., tn ∈ Γ.
Stoyan (1983, Definicio´n 4.1.2.) lo denomina dominancia estricta de procesos es-
toca´sticos en contraposicio´n con la dominancia de´bil, que tambie´n presenta en su Defini-
cio´n 4.1.2., en la que so´lo se requiere Xt ≤FSD Yt, para todo t ∈ Γ. (Ver tambie´n Muller
y Stoyan (2002, Definicio´n 5.1.2.)).
Tenemos la siguiente caracterizacio´n de FSD en el caso de procesos estoca´sticos.
Proposicio´n 1.2.3.1 Dados dos procesos estoca´sticos X = (Xt)t∈Γ e Y = (Yt)t∈Γ con
espacio de estados comu´n I, entonces X ≤FSD Y , si y so´lo si se da alguna de las
condiciones siguientes:
a. Existen procesos estoca´sticos X̂ e Ŷ , definidos en un espacio de probabilidad comu´n
(Ω,F , P ), tales que X̂ =FSD X, Ŷ =FSD Y y X̂t(ω) ≤ Ŷt(ω) para casi todo ω ∈ Ω.
b. E[f(Xt1 , Xt2 , ..., Xtn)] ≤ E[f(Yt1 , Yt2 , ..., Ytn)] con n ∈ N+, t1, t2, ..., tn ∈ Γ y para
toda funcio´n creciente real f , siempre que dicha esperanza exista.
Demostracio´n. Para la demostracio´n ver Liggett (1985), Stoyan (1983) o Szekli
(1995).
El siguiente resultado es una propiedad muy importante de la dominancia segu´n
FSD.
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Teorema 1.2.3.1 Dos procesos estoca´sticos X = (Xt)t∈Γ e Y = (Yt)t∈Γ con espacio de
estados comu´n I satisfacen X ≤FSD Y si y so´lo si existen dos procesos Xˆ = (Xˆt)t∈Γ e
Yˆ = (Yˆt)t∈Γ, definidos en el mismo espacio de probabilidad, tales que
Xˆ =FSD X (1.5)
Yˆ =FSD Y (1.6)
y
P [Xˆ(t) ≤ Yˆ (t), t ∈ Γ] = 1 (1.7)
Demostracio´n. Se trata de una generalizacio´n de la Proposicio´n. 1.2.2.1 (a), ver
Stoyan (1983).
Teorema 1.2.3.2 Sean X = (Xn)n∈N e Y = (Yn)n∈N dos procesos estoca´sticos en
tiempo discreto. Si
X(0) ≤FSD Y (0) (1.8)
y
[X(i)|X(1) = x1, ..., X(i− 1) = xi−1] ≤FSD [Y (i)|Y (1) = y1, ..., Y (i− 1) = yi−1], (1.9)
siempre que xj ≤ yj , j = 1, 2, ..., i− 1, i = 1, 2, ....
Entonces
X ≤FSD Y
Demostracio´n. Primeramente se construyen Xˆ(0) e Yˆ (0) definidos en el mismo
espacio de probabilidad1. Esto es posible por (1.8). Cualquier realizacio´n (x, y) de (Xˆ, Yˆ )
cumple x ≤ y.
Condicionado en toda posible realizacio´n (x, y), se construye ( ˆX(1), ˆY (1)) en el mis-
mo espacio de probabilidad. Esto es posible por (1.9). Cualquier posible realizacio´n
((x, y), (z, t)) de (( ˆX(0), Xˆ(1)), (Yˆ (0), Yˆ (1))) cumple x ≤ z e y ≤ t.
1Se usa la siguiente propiedad conocida: Si F es una funcio´n de distribucio´n y U ∼ U(0, 1), entonces
F−1(U) ∼ F .
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Y as´ı sucesivamente se construyen los procesos Xˆ e Yˆ tal y como se ha descrito.
De esta manera se obtienen dos procesos Xˆ e Yˆ que cumplen P [Xˆ ≤ Yˆ ] = 1. Por
construccio´n, tambie´n cumplen Xˆ =FSD X e Yˆ =FSD Y . As´ı, usando Teorema 1.2.3.1
se tiene que X ≤FSD Y .
El orden FSD para procesos estoca´sticos es cerrado bajo transformaciones crecientes,
al igual que en el caso FSD para v.as. y vectores aleatorios, es decir, que si
X ≤FSD Y
entonces
g(X) ≤FSD g(Y )
siendo g una funcio´n creciente y X e Y dos procesos estoca´sticos. Tambie´n se verifica
que esta ordenacio´n es cerrada bajo mixturas.
Sean ahora dos procesos de Markov homoge´neos en tiempo discreto
X = (X(n))n∈N e Y = (Y (n))n∈N
con espacio de estados comu´n I ⊆ R. Denotemos por ZX(x) =FSD [X(n+1)|X(n) = x]
y ZY (x) =FSD [Y (n+ 1)|Y (n) = x], x ∈ I.
Teorema 1.2.3.3 Sean X e Y dos procesos de Markov en las condiciones anteriores.
Supongamos que X(0) ≤FSD Y (0) y que
ZX(x) ≤FSD ZY (y), x ≤ y, (1.10)
entonces
X ≤FSD Y.
Demostracio´n. La demostracio´n se deduce directamente del Teorema 1.2.3.2.
Una variante del resultado anterior para el caso de cadenas de Markov (es decir, para
procesos de Markov homoge´neos en tiempo discreto y con espacio de estados en N), se
12 Cap´ıtulo 1. Dominancia Estoca´stica
deduce de considerar una cadena de Markov skip free positiva, es decir, una cadena
que no tiene saltos positivos de amplitud mayor que uno. Para una cadena de Markov
X = (X(n))n∈N con espacio de estados I ⊆ N, sea ZX(i) =FSD [X(n + 1)|X(n) = i],
i ∈ I.
Teorema 1.2.3.4 Sean X = (X(n))n∈N e Y = (Y (n))n∈N dos cadenas de Markov.
Supo´ngase que X(0) ≤FSD Y (0), que
ZX(i) ≤FSD ZY (i),∀i (1.11)
y
ZY (i) ≥ i, ∀i (1.12)
y que X = (X(n))n∈N es skip-free positiva. Entonces X ≤FSD Y .
Demostracio´n. Se trata de la aplicacio´n del Teorema 1.2.3.3 para el caso de cade-
nas de Markov. La demostracio´n se basa en la construccio´n de dos cadenas de Markov
subyacentes en el mismo espacio de probabilidad y despue´s usar el Teorema 1.2.3.1.
Si dos procesos estoca´sticos X = (Xt)t∈Γ e Y = (Yt)t∈Γ verifican X ≤FSD Y ,
entonces, en virtud del Teorema 1.2.3.1, los tiempos de primer paso
TX(a) = ı´nf {t : X(t) ≥ a} (1.13)
y
TY (a) = ı´nf {t : Y (t) ≥ a} (1.14)
(con ı´nf ∅ =∞) satisfacen TX(a) ≥FSD TY (a). El rec´ıproco no es necesariamente cierto.
Usando el Teorema 1.2.3.1 y el Teorema 1.2.3.4 podemos enunciar el siguiente resultado,
cuya demostracio´n se basa en construir de manera apropiada las cadenas de Markov
subyacentes en el mismo espacio de probabilidad y aplicar el Teorema 1.2.3.1.
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Teorema 1.2.3.5 Sean X = (X(n))n∈N e Y = (Y (n))n∈N dos cadenas de Markov.
Supo´ngase que X(0) ≤FSD Y (0), ZY (i) ≥ i, ∀i, que
ZX(i) ≤FSD ZY (i),∀i ∈ I (1.15)
y que X = (X(n))n∈N es skip-free positiva. Entonces
TX(a) ≥FSD TY (a),
para todo a.
Demostracio´n. La demostracio´n se construye a partir del Teorema 1.2.3.1 y el Teo-
rema 1.2.3.4.
Supo´ngase ahora que se desea comparar dos procesosM(t) y N(t), que representan el
nu´mero de saltos que dos procesos estoca´sticosX e Y dan en un intervalo de tiempo (0, t].
Adema´s de compararlos en el sentido FSD, se puede definir otro tipo de ordenaciones
como el siguiente.
Para todo entero m, consideremos la sucesio´n (Bn)n=1,2,...,m de conjuntos borelianos
sobre el conjunto de los reales positivos. SeanM(Bi) y N(Bi) el nu´mero de saltos que los
procesos dan en un conjunto Bi, i = 1, ...,m. Supongamos que para cualquier eleccio´n
del entero m y cualesquiera que sean los borelianos B1, ..., Bm se cumpliera que:
(M(B1), ...,M(Bm)) ≤FSD (N(B1), ..., N(Bm)) (1.16)
entonces diremos que el proceso M(t) es menor que N(t) en el sentido usual sobre el
espacio de medidas aleatorias entero valuadas N , y se denota por M ≤FSD−N N .
Terminamos este apartado con la nocio´n de monoticidad interna de un proceso es-
toca´stico que ayuda a comprender el comportamiento del proceso en el tiempo.
Definicio´n 1.2.3.2 Un proceso estoca´stico X = (Xt)t∈Γ es estoca´sticamente mono´tono
creciente (decreciente) en el sentido usual si y so´lo si Xt1 ≤FSD (≥FSD)Xt2 para todos
t1, t2 ∈ Γ tales que t1 < t2.
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Podemos aplicar la definicio´n anterior al caso de procesos de Markov homoge´neos en
tiempo discreto. Un proceso de Markov homoge´neo en tiempo discreto se dice estoca´sti-
camente mono´tono si ZX(x) =FSD [X(n + 1)|X(n) = x] es estoca´sticamente creciente
en x ∈ I.
Teorema 1.2.3.6 Sea X = (X(n))n∈N un proceso de Markov homoge´neo en tiempo
discreto con X(0) = x. Entonces{
X(x)(n), n ∈ N
}
≤FSD
{
X(y)(n), n ∈ N
}
(1.17)
siempre que x ≤ y, con {X(x)(n), n ∈ N} indicando el proceso {X(n), n ∈ N} bajo la
condico´n X(0) = x.
Demostracio´n. Es consecuencia directa del Teorema 1.2.3.3.
1.2.4. Aplicaciones econo´micas de la dominancia estoca´stica de primer
orden
Arbitraje
La relacio´n de la FSD y el Arbitraje fue analizada por Jarrow (1986).
Desigualdad social
El ana´lisis actual de la desigualdad social y econo´mica y los conceptos relacionados de
pobreza, redistribucio´n, movilidad, etc, se efectu´an a trave´s de los criterios de dominancia
estoca´stica para comparar situaciones mediante mediciones ba´sicas.
Los trabajos pioneros de Kolm (1969,1976), Atkinson (1970) y Sen (1973) sobre
la desigualdad econo´mica son el punto de partida en el contexto de la economı´a del
bienestar.
El concepto de desigualdad ha sido tratado desde distintos puntos de vista como la
E´tica, la Sociolog´ıa o la Filosof´ıa.
En Economı´a no existe tampoco unanimidad en su significado, Amiel y Cowell
(1999), ni en su implementacio´n pra´ctica en lo referente a la desigualdad entre los dis-
tintos hogares.
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La importancia de un ana´lisis riguroso de la desigualdad econo´mica es obvia, ya que
los ana´lisis de los modelos econo´micos actuales deben responder no so´lo a criterios de
eficiencia econo´mica sino a criterios distributivos, debido a la fuerte presencia del Sector
Pu´blico y de las Economı´as Regionales en el contexto actual.
Se sabe, en la teor´ıa del bienestar social, que el teorema de imposibilidad de Arrow
(1963) impide agregar preferencias ordinales individuales para obtener una funcio´n del
bienestar social de acuerdo con unas propiedades razonables o criterios e´ticos. El con-
junto de criterios e´ticos se representa por un conjunto de restricciones o supuestos, que
reflejan las preferencias sociales sobre las distribuciones de renta, estableciendo o´rdenes
parciales o incompletos en la comparacio´n de la desigualdad.
La forma de resolver la imposibilidad consiste en definir una funcio´n del bienestar
social individual sobre las utilidades de los individuos, independiente de los precios
relativos, (Roberts (1980)), W (U1(Y1)), ..., UH(YH)) siendo Y = (Y1, ..., YH) el vector de
rentas iniciales de H hogares, Ui(Yi) la utilidad de las preferencias individuales y W (.)
las preferencias sociales en el proceso de agregacio´n.
Definicio´n 1.2.4.1 La funcio´n de bienestar social W : R → R es una funcio´n de las
distribuciones de renta, de forma tal que si “ ≤W ” indica el orden de preferencias
sociales sobre X e Y , perspectivas aleatorias, (es decir X ≥W Y , X domina de´bilmente
a Y desde el punto de vista social), en R, entonces:
X ≥W Y ⇔W (X) ≥W (Y )
Definicio´n 1.2.4.2 Un ı´ndice de desigualdad I(Y ) es consistente con las distribuciones
de bienestar social o con el orden de preferencias W (Y ), si dadas dos distribuciones X
e Y cualesquiera definidas sobre H hogares, con la misma renta media µ(X) = µ(Y ) es
tal que:
W (Y ) ≥W (X) ≡ I(Y ) ≤ I(X)
La funcio´n de bienestar social es invariante ante permutaciones de niveles de renta,
y por tanto, es sime´trica, de lo que se deduce que los ı´ndices de desigualdad basados en
estas funciones deben ser sime´tricos.
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El principio de Pareto establece que dadas dos distribuciones de renta, si en una de
ellas no se observan hogares con renta menor y se observa al menos un hogar con renta
mayor, tendra´ un nivel de bienestar no inferior a la otra, de ah´ı, la funcio´n de bienestar
social es no decreciente.
Definicio´n 1.2.4.3 Dadas dos distribuciones de renta X e Y de H hogares, la distribu-
cio´n X domina en primer grado a Y , es decir, W (X) ≥ W (Y ) para toda funcio´n de
bienestar social sime´trica y no decreciente W , si y so´lo si la funcio´n de distribucio´n de
X no esta´ nunca por encima de la de Y .
Saposnik (1981, 1983) analiza en el contexto del bienestar la dominancia de primer
grado.
En la teor´ıa de la economı´a del bienestar o de la desigualdad, la dominancia de primer
grado so´lo considera la eficiencia en el sentido de Pareto, pero no sobre la desigualdad,
ya que si se mantiene la renta constante, la comparacio´n entre distribuciones diferentes,
lo es entre distribuciones no comparables y el principio de anonimato establece que
el bienestar es independiente de que´ hogar recibe que´ renta. Por ello interesa an˜adir
restricciones que afecten a la desigualdad o a la dispersio´n, basa´ndose en el principio de
transferencias, Pigou (1912)-Dalton (1920), o desplazamientos que mantienen la media
constante o transferencias progresivas.
Definicio´n 1.2.4.4 (Principio de transferencias progresivas): Si dada una distribucio´n
de renta X con H hogares pasamos a otra Y mediante una transferencia de un hogar
rico a otro ma´s pobre, sin que se altere el orden entre ellos, el bienestar de Y sera´ no
inferior al de X. Ello requiere que la funcio´n de bienestar social sea s-co´ncava.
Definicio´n 1.2.4.5 Una funcio´n W (Y ) es s-co´ncava si W (AY ) ≥ W (Y ) para toda A
matriz biestoca´stica.
La s-concavidad es una condicio´n ma´s de´bil que la concavidad y la simetr´ıa. Toda
funcio´n s-co´ncava es sime´trica.
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Retorno de un activo
Si A ≥FSD B entonces el retorno del activo dominante A es la suma del retorno
del activo B ma´s una v.a. positiva, i.e., rA = rB + ϑ, donde ϑ representa la v.a. Esta
relacio´n se cumple ya que E[U(rA)] = E[U(rB + ϑ)] ≥ E[U(rB)] por ser U una funcio´n
no decreciente.
1.3. Dominancia Estoca´stica de Segundo Orden
SSD clasifica a los individuos que:
i. Prefieren ma´s a menos riqueza (U ′ ≥ 0)
ii. Son adversos o neutrales al riesgo (U ′′ ≤ 0)
El individuo se preocupa por la dispersio´n de los retornos.
1.3.1. Variables aleatorias
Por simplicidad se consideran distribuciones con la misma media, ya que si las va-
riables aleatorias con la misma media describen los retornos de dos inversiones con riesgo,
entonces el decisor con aversio´n al riesgo elegira´ aquella inversio´n con variabilidad ma´s
baja. De ah´ı que las ordenaciones de la variabilidad sean de gran intere´s en el contexto
de la decisio´n bajo riesgo.
Definicio´n 1.3.1.1 El activo A domina a B segu´n SSD, y se denota A ≥SSD B si
∫ x
−∞
(G(t)− F (t)) dt ≥ 0
para todo x ∈ R y con desigualdad estricta para al menos un valor de x.
En el caso discreto la integral puede aproximarse por sumas, siempre que sea posible.
Definicio´n 1.3.1.2 (SSD con utilidad esperada). El activo A domina a B en este sen-
tido cuando E[U(rA)] ≥ E[U(rB)], U ′′ ≤ 0, siendo U la funcio´n de utilidad esperada y
rA y rB los rendimientos de A y B respectivamente.
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Una caracterizacio´n importante de este tipo de dominancia a trave´s de la construc-
cio´n de espacios de probabilidad comunes es la siguiente.
Teorema 1.3.1.1 Dos variables aleatorias X e Y satisfacen X ≤SSD Y si y so´lo si
existen dos variables aleatorias X̂ e Ŷ definidas en el mismo espacio de probabilidad,
tales que X̂ =FSD X, Ŷ =FSD Y , y
{
Ŷ , X̂
}
es una supermartingala, es decir, E[X̂|Ŷ ] ≤
Ŷ casi seguro.
Adema´s las variables X̂ y Ŷ se pueden seleccionar de forma que [X̂|Ŷ = x] sea
creciente en x en el sentido de ordenacio´n usual (FSD).
Demostracio´n. Ver Shaked y Shanthikumar (2007).
Al igual que en el caso FSD, SSD tambie´n puede caracterizarse a trave´s de los
cuantiles.
Definicio´n 1.3.1.3 Diremos que F domina a G segu´n SSD si y so´lo si
∫ p
0
[QF (t)−QG(t)]dt ≥ 0
para todo p, con desigualdad estricta para al menos algu´n valor p.
La caracterizacio´n a trave´s de los cuantiles permite establecer un algoritmo para
comprobar si dadas dos muestras, una domina a la otra segu´n SSD. En concreto, sean
X e Y dos v.as. de distribuciones F y G respectivamente, de las que se obtienen sendas
muestras de taman˜o n: {x1, x2, ..., xn} e {y1, y2, ..., yn}.
El procedimiento es parecido al del caso FSD, lo primero que se debe hacer es ordenar
las muestras, denotadas por:
{
x(1), x(2), ..., x(n)
}
e
{
y(1), y(2), ..., y(n)
}
respectivamente, es
decir, que x(1) ≤ x(2) ≤ ... ≤ x(n) e y(1) ≤ y(2) ≤ ... ≤ y(n).
Se le asigna una probabilidad de 1/n a cada observacio´n (si hubiera dos observaciones
ide´nticas, se situ´a una detra´s de la otra y se asignara´ probabilidad 1/n a cada una).
Construimos las secuencias {si}i=1,...,n y {s′i}i=1,...,n como sigue:
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
s1 = x(1)
s2 = x(1) + x(2)
...
sk =
∑k
i=1 x(i)
...
sn =
∑n
i=1 x(i)
y

s′1 = y(1)
s′2 = y(1) + y(2)
...
s′k =
∑k
i=1 y(i)
...
s′n =
∑n
i=1 y(i)
El algoritmo para comprobar SSD se enuncia as´ı:
Input: Sendas muestras {x1, x2, ..., xn} e {y1, y2, ..., yn}.
Paso 1, Ordenacio´n de las muestras:{
x(1), x(2), ..., x(n)
}
e
{
y(1), y(2), ..., y(n)
}
Paso 2: Construccio´n de las secuencias {si}i=1,...,n y
{s′i}i=1,...,n
Paso 3, Comprobacio´n: F (oX) domina a G (o Y ) segu´n
SSD si y so´lo si si ≥ s′1 para todo i = 1, ..., n y existe al
menos una desigualdad estricta.
Output: La respuesta indicara´ si existe o no SSD.
Figura 1.2: Algoritmo de contraste de la dominancia estoca´stica de segundo orden.
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1.3.2. Vectores aleatorios
Definicio´n 1.3.2.1 Sean X y Y vectores aleatorios n dimensionales tales que
E[Φ(X)] ≤ E[Φ(Y )]
para toda funcio´n creciente y co´ncava Φ : Rn → R siempre y cuando exista dicha
esperanza. En ese caso se dice que X es menor que Y segu´n SSD (o en el sentido
creciente co´ncavo) y escribiremos X ≤SSD Y .
Teorema 1.3.2.1 Dos vectores aleatorios X e Y satisafacen X ≤SSD Y si y so´lo si
existen vectores aleatorios X̂ e Ŷ definidos en el mismo espacio de probabilidad, tales
que X̂ =FSD X, Ŷ =FSD Y , y
{
Ŷ , X̂
}
es una supermartingala, es decir,
E[X̂|Ŷ ] ≤ Ŷ casi seguro.
Demostracio´n. Se trata de una generalizacio´n del Teorema 1.3.1.1, ver Shaked y
Shantikumar (2007).
1.3.3. Procesos estoca´sticos
En esta subseccio´n se introduce el concepto de dominancia estoca´stica de segundo
orden para procesos estoca´sticos en tiempo discreto y se establece un resultado ba´sico
que afirma que dos procesos estoca´sticos son comparables en este sentido, si y so´lo si cua-
lesquiera martingalas de dimensio´n finita asociadas a cada uno de ellos son comparables
en dicho sentido.
Definicio´n 1.3.3.1 Sean {X(n), n ∈ N+} e {Y (n), n ∈ N+} dos procesos estoca´sticos
en tiempo discreto y con espacio de estados R. Supo´ngase que para cualquier eleccio´n de
un entero m, ocurre que:
(X(1), X(2), ..., X(m)) ≤SSD (Y (1), Y (2), ..., Y (m))
entonces se dice que el proceso {X(n), n ∈ N+} es menor segu´n SSD que el proceso
{Y (n), n ∈ N+} y se escribe {X(n), n ∈ N+} ≤SSD {Y (n), n ∈ N+}.
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En el siguiente teorema se hara´ uso de funcionales co´ncavos. He aqu´ı su definicio´n:
se dice que un funcional g es co´ncavo si
g ({αx(n) + (1− α)y(n), n ∈ N+}) ≥ αg ({x(n), n ∈ N+}) + (1− α)g ({y(n), n ∈ N+})
para todo α ∈ [0, 1] y {x(n), n ∈ N+} e {y(n), n ∈ N+}.
Teorema 1.3.3.1 Sean {X(n), n ∈ N+} e {Y (n), n ∈ N+} procesos estoca´sticos en tiem-
po discreto y con espacio de estados R. Entonces {X(n), n ∈ N+} ≤SSD {Y (n), n ∈ N+}
si y so´lo si
E[g ({X(n), n ∈ N+})] ≤ E[g ({Y (n), n ∈ N+})] (1.18)
para todo funcional continuo (con respecto a la topolog´ıa producto de R∞) y co´ncavo
creciente, siempre que dicha esperanza exista.
Demostracio´n. Ver Shaked y Shanthikumar (2007).
1.3.4. Aplicaciones econo´micas de la dominancia estoca´stica de
segundo orden
Retorno de un activo
Stiglitz (1970) demostro´ que A ≥SSD B si y so´lo si rB = rA + ξ ⇒ E[ξ|rA] = 0 . Es
decir, el retorno del activo B es igual al retorno del activo A ma´s una variable aleatoria
ortogonal al retorno de A. Obse´rvese que rA y rB tienen igual media, pero el retorno
del activo B tiene mayor varianza y por lo tanto ma´s riesgo.
Una conexio´n natural entre la variabilidad de las v.as. y las ordenaciones estoca´sticas
se basan en las funciones reales convexas.
En otros contextos, a este tipo de dominancia se la denota por “ ≤icv” (incresing
concave order). En Ross (1983) se dice estoca´sticamente ma´s variable y se indica por
“ ≤v”. Stoyan (1983) la denomina menor en vida residual media y la designa por “≤c”.
En las ciencias actuariales se conoce como orden de pe´rdida-parada (stop-loss order)
y se indica por “ ≤sl”. El orden convexo se conoce en ese campo como el orden de
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pe´rdida-parada con medias ide´nticas y se indica por “ ≤sl,= ”.
Desigualdad social
Desde el punto de vista de la Economı´a del bienestar se tiene lo siguiente:
Definicio´n 1.3.4.1 Dadas dos distribuciones de renta de H hogares X e Y , con la
misma renta media, la distribucio´n X domina en segundo orden a Y si y so´lo si las
funciones de distribucio´n acumuladas verifican
xi∑
0
FX(xi) ≤
yj∑
0
FY (yj),∀xi = yj
El criterio se establece de forma equivalente en te´rminos de la curva de Lorenz, que es
la proporcio´n de renta acumulada que recibe el porcentaje p ma´s pobre de la poblacio´n.
La curva de Lorenz LX se calcula como:
LX(p) =
∑xi
0 xj
Hµ(X)
, ∀xj ≤ xi (1.19)
siendo p = FX(Hi) = i/H y µ(X) la renta media de la distribucio´n.
Otra forma de definir la curva de Lorenz asociada a una v.a. X en la que se hace uso
de la inversa de su funcio´n de distribucio´n F y su esperanza, siempre que esta exista y
sea no nula, es la siguiente:
LX(p) =
1
E[X]
∫ p
0
F−1(u)du, p ∈ [0, 1] (1.20)
Esta funcio´n es convexa en (0, 1).
Dadas dos distribuciones de renta de H hogares X e Y , con la misma renta media,
la distribucio´n X domina en segundo grado a Y si y so´lo si la curva de Lorenz de X no
va nunca por debajo de la de Y , es decir, LX(p) ≥ LY (p),∀p ∈ (0, 1).
Este test de dominancia genera un orden parcial o incompleto, pues situaciones con
la misma renta, en que estas funciones transformadas se cortan, son incomparables. Ver
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Davidson y Duclos (1977) para el test de significancia estad´ıstica de los criterios de
Lorenz.
Haciendo uso de la definicio´n de la curva de Lorenz dada en (1.20), se puede definir
un nuevo tipo de ordenacio´n estoca´stica entre v.as., conocida como ordenacio´n en el
sentido de Lorenz.
Definicio´n 1.3.4.2 Dadas X e Y v.as. con curvas de Lorenz asociadas LX y LY res-
pectivamente, diremos que X es menor que Y en el sentido de Lorenz y escribiremos
X ≤Lo Y si
LY (p) ≤ LX(p)
para todo p ∈ [0, 1].
Observacio´n 1.3.4.1 Si las v.as. X e Y con distribuciones F y G respectivamente,
verifican X ≥SSD Y y E[X] ≤ E[Y ], entonces se tiene la siguiente equivalencia
X ≥SSD Y ⇐⇒ X ≤Lo Y (1.21)
Demostracio´n. Basta observar que
X ≥SSD Y ⇐⇒
∫ p
0
F−1(u)du ≥
∫ p
0
G−1(u)du, ∀u,
y la definicio´n de dominancia en el sentido de Lorenz.
Observacio´n 1.3.4.2 Algunos autores definen la ordenacio´n de Lorenz variando el sen-
tido de la desigualdad, es decir X ≥Lo Y si y so´lo si LX(p) ≥ Ly(p), para todo p ∈ [0, 1].
Shorrocks (1983) y Kakwani (1984) consideran restricciones para analizar la do-
minancia de segundo grado con renta media variable, que afectan a la desigualdad y
eficiencia.
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Definicio´n 1.3.4.3 Dadas dos distribuciones de renta de H hogares X e Y la dis-
tribucio´n X domina en segundo grado a Y , para toda funcio´n de bienestar social no
decreciente s-co´ncava, W si y so´lo si GLX(p) ≥ GLY (p),∀p ∈ (0, 1) donde GL es la
curva de Lorenz generalizada (Shorrocks (1983)), con GLX(p) = µ(X)LX(p), siendo
µ(X) la esperanza matema´tica de X.
Cuando las curvas de Lorenz generalizadas se cortan las situaciones son incompara-
bles de acuerdo con este principio de dominancia.
Una generalizacio´n de la curva de Lorenz es la funcio´n de distribucio´n ponderada Fˆω
asociada a una distribucio´n F de una v.a. X. Dicha distribucio´n ponderada estara´ aso-
ciada a una v.a. a la que llamaremos v.a. ponderada y denotaremos por Xˆω.
Definicio´n 1.3.4.4 Sea X una v.a. con distribucio´n F . Sea ω : R −→ R+ una funcio´n
tal que 0 < E[ω(X)] <∞. Entonces
Fˆω(x) =
1
E[ω(X)]
∫ x
−∞
ω(u)dF (u) =
1
E[ω(X)]
∫ F (x)
0
ωF−1(z)dz
es una funcio´n de distribucio´n, llamada funcio´n de distribucio´n ponderada asociada a
F . En el caso de que existiera densidad f , entonces la densidad ponderada es
fˆω =
ω(x)f(x)
E[ω(x)]
Si F (0) = 0 y ω(x) = xk, k ∈ Z+, diremos que Fˆω es una distribucio´n de longitud
sesgada de orden k y se denota Fˆ(k) y si k = 1, Fˆ (en caso de existir densidad, fˆ(k) y
k = 1, fˆ , respectivamente)
Observacio´n 1.3.4.3 En el caso de que la funcio´n de ponderacio´n ω(x) fuera la identi-
dad y 0 < E[X] <∞ se tendr´ıa la expresio´n de la curva de Lorenz vista anteriormente.
Existen numerosas aplicaciones que utilizan este tipo de distribuciones, especialmente
las relacionadas con el ana´lisis de datos relativos a poblaciones y ecolog´ıa (ver Patil y
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Rao (1977), (1978)). Tambie´n en el a´mbito de la fiabilidad (Gupta y Keating (1986)) y en
el estudio de distribuciones de vida (Jain (1989), Bartoszewicz y Skolimowska (2004)(a),
(b) y Belzunce (2004)).
Muchas distribuciones muy conocidas en estad´ıstica se pueden expresar usando este
tipo de distribuciones ponderadas, por ejemplo, distribuciones de estad´ısticos de orden,
funciones truncadas, procesos de renovacio´n, etc.
1.4. Dominancia Estoca´stica de Tercer Orden
1.4.1. Variables aleatorias
El concepto de Dominancia Estoca´stica de Tercer Orden fue introducido por With-
more en 1970.
Definicio´n 1.4.1.1 Diremos que el activo A domina a B segu´n TSD y se denota por
A ≥TSD B si
∫ x
−∞
∫ v
−∞
(G(t)− F (t)) dtdv ≥ 0
para todo x y EF [A] ≥ EG[A].
Al igual que en los casos FSD y SSD, se puede caracterizar TSD segu´n las funciones
de utilidad.
Definicio´n 1.4.1.2 (TSD con utilidad esperada). El activo A domina a B en este sen-
tido cuando E[U(rA)] ≥ E[U(rB)], siendo U la funcio´n de utilidad esperada cumpliendo
U ′ ≥ 0, U ′′ ≤ 0, U ′′′ ≥ 0 y rA y rB los rendimientos de A y B respectivamente.
En otros contextos, a este tipo de dominancia se la denota por ≤3−icv (increasing
3-concave order).
En este caso tambie´n existe una caracterizacio´n a trave´s de cuantiles.
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Definicio´n 1.4.1.3 Diremos que la distribucio´n F domina a la distribucio´n G segu´n
TSD si y so´lo si:
∫ p
0
∫ t
0
[QF (z)−QG(z)]dzdt ≥ 0
para todo p, con desigualdad estricta para al menos para algu´n valor p y
∫ 1
0
[QF (t)−QG(t)]dt ≥ 0
En este caso, la construccio´n del algoritmo resulta ma´s compleja que en los casos
FSD y SSD, debido principalmente a la propia definicio´n de dominancia de tercer orden
en la que aparece una integral doble. Por ello, no es posible realizar comparaciones so´lo
en los puntos donde se produce el salto de la funcio´n de distribucio´n (como en el caso
FSD y SSD), ya que en este caso la integral no es lineal, cosa que s´ı ocurr´ıa en los dos
casos anteriores y por ello un punto interior puede violar la condicio´n de TSD.
Uno de los primeros autores en hacer notar este punto fue Fishburn (1970). El
algoritmo propuesto inicialmente en la literatura realizaba comparaciones so´lo en los
puntos donde se produc´ıan los saltos, lo cual es erro´neo.
El algoritmo descrito resuelve el problema planteado, la resolucio´n mediante la com-
paracio´n de una cierta funcio´n en los puntos interiores.
Sean:
F2(x) =
∫ x
−∞
F (t)dt y F3(x) =
∫ x
−∞
F2(t)dt
con F la funcio´n de distribucio´n de la v.a. X. De manera ana´loga se definen G2 y G3.
Sean sendas muestras ordenadas que provienen de dos v.as.X e Y :
{
x(1), x(2), ..., x(n)
}
e
{
y(1), y(2), ..., y(n)
}
respectivamente, es decir que x(1) ≤ x(2) ≤ ... ≤ x(n) e y(1) ≤ y(2) ≤
... ≤ y(n). Conside´rese la muestra conjunta {z1, z2, ..., z2n}, en la que todo zk coincide o
bien con un x(i) o bien con un y(i).
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De esta manera, las funciones pueden expresarse como:
F (x) =

0, si x < x(1)
1
n , si x(1) ≤ x < x(2)
...
n−1
n , si x(n−1) ≤ x < x(n)
1, si x ≥ x(n)
F2(x) =

0, si x ≤ x(1)
(x−x(1))
n , si x(1) ≤ x ≤ x(2)
...
kx
n − 1n
(∑k
i=1 x(i)
)
, si x(k) ≤ x ≤ x(k+1)
...
x− 1n
(∑n
i=1 x(i)
)
, si x ≥ x(n)
F3(x) =

0, si x ≤ x(1)
1
2n(x− x(1))2, si x(1) ≤ x ≤ x(2)
...
F3(x(k)) + k2n(x
2 − x2(k))− 1n
(∑k
i=1 x(i)
)
(x− x(k)), si x(k) ≤ x ≤ x(k+1)
...
F3(x(n)) + 12(x
2 − x2(n))− 1n
(∑n
i=1 x(i)
)
(x− x(n)), si x ≥ x(n)
Y finalmente sea H(x) = G3(x)− F3(x)
Se supone, sin pe´rdida de generalidad, que G no domina a F segu´n TSD y probemos
si F domina a G segu´n este criterio.
Para comprobar si F domina aG segu´n TSD es suficiente verificar las tres condiciones
siguientes:
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1. EF [F ] ≥ EG[X]
2. F3(z) ≤ G3(z) para todo z ∈
{
x(i), y(i)
}
i=1,...,n
. (Comprobacio´n de la integral en
los puntos de salto) .
3. Si para algu´n k,
0 ≥ H ′(zk) = G2(zk)− F2(zk)
y
0 ≤ H ′(zk+1) = G2(zk+1)− F2(zk+1)
comprobar si H(−b2a ) ≥ 0, siendo −b2a el ve´rtice de la para´bola H, que esta´ en el
intervalo [zk, zk+1].
De esta manera se puede escribir el siguiente algoritmo de comprobacio´n de TSD:
Input: Dos muestras: {x1, x2, ..., xn} proviene de una v.a. X con
distribucio´n F e {y1, y2, ..., yn} proviene de una v.a. Y de dis-
tribucio´n G.
Paso 1, Ordenacio´n de las muestras:{
x(1), x(2), ..., x(n)
}
e
{
y(1), y(2), ..., y(n)
}
Paso 2: Construccio´n de la secuencia {zi}i=1,...,2n
Paso 3: Construccio´n de las funciones F2, F3, G2, G3 y H.
Paso 4, Comprobacio´n: F (o X) domina a G (o Y ) segu´n TSD
si se verifican las tres condiciones anteriores (1., 2. y 3.)
Output: La respuesta indicara´ si existe o no TSD de F sobre G.
Figura 1.3: Algoritmo de contraste de la dominancia estoca´stica de tercer orden.
1.4.2. Aplicaciones econo´micas de la dominancia estoca´stica de tercer
orden
Desigualdad social y economı´a del bienestar
Dada una transferencia fija progresiva entre dos individuos separados por la misma
renta, esta tiene un mayor impacto sobre la reduccio´n de la desigualdad de producirse en
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un tramo bajo de renta que en un tramo ma´s alto (Kolm (1976)). Este principio denom-
inado de las transferencias decrecientes es ba´sicamente equivalente a otros similares que
aparecen en la literatura econo´mica, por ejemplo, el principio de sensibilidad a las trans-
ferencias (Shorrocks y Foster (1987)) o aversio´n a la desigualdad decreciente (Davies y
Hoy (1995)) o al principio de mantener constantes la media y la varianza (Menezes y
otros (1980)), que son tales que un conjunto de transferencias compuestas progresivas
en el tramo bajo y regresivas en el alto, tales que mantienen la media y la varianza
constantes no reducen en su conjunto el bienestar o no aumentan la desigualdad. Lo que
ocurre es que la funcio´n de bienestar social debe tener tercera derivada positiva.
Shorrocks y Foster (1987) y Dardoni y Lambert (1988), establecen las condiciones
para la dominancia de tercer grado cuando se produce un u´nico corte de las curvas de
Lorenz y las distribuciones tienen la misma renta media.
Definicio´n 1.4.2.1 Dadas dos distribuciones de renta de H hogares X e Y con la
misma media y la curva de Lorenz generalizada de X corta a la de Y una u´nica vez
desde arriba y por la izquierda, diremos que la distribucio´n X domina en tercer grado a
Y , es decir, W (X) ≥ W (Y ),∀W =∑U(Yi) con U ′ ≥ 0, U ′′ ≤ 0, U ′′′ ≥ 0 si y so´lo si la
varianza es menor, es decir, σ2(X) ≤ σ2(Y ).
Davies y Hoy (1995) estudiaron el caso de cruces mu´ltiples entre las curvas de Lorenz
y renta media constante y Lambert (1988) el caso en que la renta media fuera variable.
Por tanto, para la dominancia de tercer grado se requieren como condiciones nece-
sarias y suficientes que la curva de Lorenz de X corte a la de Y por arriba (lo que implica
que la renta mı´nima de X es no menor a la de Y ), que la media de X no sea menor a la
de Y y que la varianza de X de todas las subpoblaciones acumuladas en los puntos en
los que las curvas de Lorenz generalizadas se cortan, no sean mayores a los de Y . Por
tanto, si estas condiciones se verifican, entonces la distribucio´n de X puede obtenerse
de la distribucio´n de Y mediante un conjunto de transferencias sime´tricas de Pareto, un
conjunto de transferencias progresivas y de transferencias compuestas que mantienen la
media y la varianza constantes y que en su conjunto no disminuyen el bienestar.
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1.5. Otros tipos de dominancia estoca´stica
Adema´s de las relaciones de dominancia anteriores, existen muchas otras. En este
apartado se muestran algunas de ellas poniendo especial intere´s en aquellas que son de
utilidad en el campo de la Economı´a.
Ordenacio´n segu´n la razo´n de verosimilitud
Este tipo de dominancia es utilizada en el campo de la fiabilidad.
Definicio´n 1.5.0.2 Sean X e Y v.as. con densidades fX y fY respectivamente. Se dice
que X es estoca´sticamente menor que Y segu´n la razo´n de verosimilitud si fX(t)/fY (t)
es decreciente en la unio´n de los soportes de X e Y , denota´ndose X ≤lr Y .
El siguiente lema nos relaciona la dominancia en este sentido con la convexidad.
Lema 1.5.0.1 X ≤lr Y si y so´lo si la funcio´n FY [F−1X (x)] es convexa.
Demostracio´n. Se probara´ el caso continuo. FY [F−1X (x)] es convexa si y so´lo si
fY (f
−1
X (x))
fX(f
−1
X (x))
es creciente, y de aqu´ı, si y so´lo si X ≤lr Y .
La dominancia segu´n la razo´n de verosimilitud implica la dominancia estoca´stica de
primer orden, pero el rec´ıproco no es cierto.
En el a´mbito de la fiabilidad se pretende caracterizar el envejecimiento de cualquier
item y esto se realiza normalmente en funcio´n de su tasa de fallo y comparaciones es-
toca´sticas entre dichas funciones.
Dominancia estoca´stica en el sentido de tasa de fallo
Definicio´n 1.5.0.3 Sean X e Y v.as., siendo X continua e Y discreta. Entonces se
definen sus respectivas funciones de tasa de fallo por
rX(x) =
f(x)
1− F (x) =
f(x)
F¯ (x)
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rY (y) =
P [Y = y]
P [Y ≥ y]
Al comparar las funciones de tasa de fallo de dos v.as. se establece otra relacio´n de
orden estoca´stica.
Definicio´n 1.5.0.4 Sean X e Y v.as. con funciones de tasa de fallo rX y rY respec-
tivamente. X es estoca´sticamente menor que Y segu´n la tasa de fallo y se denota por
X ≤hr Y si y so´lo si rX(t) ≥ rY (t) para todo t ∈ R.
Esta condicio´n se formula en el caso continuo como F¯X(t)
F¯Y (t)
decreciente en t, y en el
caso discreto como P [X≥t]P [Y≥t] decreciente para todo t que pertenezca a la unio´n de los so-
portes de X e Y .
Dominancia estoca´stica en el sentido de orden inverso de tasa de fallo
Definicio´n 1.5.0.5 Sean X e Y v.as. con distribuciones F y G respectivamente. Di-
remos que X es menor que Y segu´n el orden inverso de tasa de fallo y denotaremos
X ≤rh Y , si G(t)/F (t) es creciente en t ∈ R o r˘F (t) ≥ r˘G(t) para todo t ∈ R, si X e
Y son absolutamente continuas, siendo r˘F (x) =
f(x)
F (x) la funcio´n de tasa de fallo (o tasa
de azar) inversa de X (ana´logamente para Y ).
La cadena de implicaciones entre los tipos de dominancia vistos hasta ahora es:
lr =⇒

hr
rh
=⇒ FSD =⇒ SSD =⇒ TSD.
Orden de estrella
Definicio´n 1.5.0.6 Dadas X e Y v.as. diremos que X es menor que Y segu´n el orden
de estrella y lo denotaremos por X ≤∗ Y , si G−1F tiene forma de estrella (star-shaped),
es decir, si G
−1F (x)
x es creciente en x > 0, siendo F y G las funciones de distribucio´n
de X e Y respectivamente.
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En la seleccio´n o´ptima de carteras, se suelen utilizar los criterios ba´sicos de domi-
nancia estoca´stica (SD) FSD, SSD y TSD. En el caso de seleccio´n de activos sin riesgo,
los criterios de SD se denotan por SDR.
Dominancia estoca´stica en el caso de activos sin riesgo
Definicio´n 1.5.0.7 Diremos que el activo A domina al B en el sentido SDR si y so´lo
si para todo elemento de {Bβ} existe por lo menos un elemento en {Aα} que le domina
en el sentido SD, donde {Aα} y {Bβ} contienen todas las combinaciones lineales de los
bienes sin y con riesgo dadas por: Aα = αA+(1−α)r y Bβ = βB+(1−β)r con α, β > 0
y r la prima de riesgo.
De manera ana´loga, denotaremos las reglas FSD, SSD y TSD cuando existen activos
sin riesgo por FSDR, SSDR, y TSDR respectivamente.
SDR proporciona una decisio´n precisa relativa a SD. Supongamos que las distribu-
ciones F y G intersecan, en este caso no se puede aplicar la regla FSD. Sea Fα, obtenida
a partir de F teniendo en cuenta los activos de riesgo, esta Fα corresponde a la variable
Aα. Fα gira alrededor de la l´ınea vertical A = r. Si se logra una combinacio´n tal que Fα
se localiza completamente por debajo de G, se tendra´ que Fα domina a G en el sentido
FSD.
Es fa´cil probar que ese valor α existe y que para cualquier valor β existe un γ = α ·β
tal que Fγ domina a Gβ y de aqu´ı que F domina a G. De esta forma, F domina a G
incluso cuando existe riesgo y tambie´n en el caso en que no exista.
Se tiene en general SD=⇒ SDR, y FSDR=⇒ SSDR=⇒ TSDR.
Cap´ıtulo 2
Dominancia estoca´stica de
variables aleatorias en Economı´a.
Aplicaciones notables
En este cap´ıtulo se consideran aplicaciones de la dominancia estoca´stica a variables
aleatorias en un ambiente econo´mico, en particular la construccio´n de variables aleatorias
truncadas y las reglas de Media-Varianza.
En el primer apartado se analiza la dominancia estoca´stica de primer orden en el
caso de distribuciones truncadas: distribuciones de Pareto, Normales y Lognormales, por
su relevancia en Economı´a.
El segundo estudia la consistencia de las reglas de Media-Varianza y su aplicacio´n a
la ponderacio´n de variables, debido a su creciente aplicacio´n en Economı´a.
2.1. Dominancia estoca´stica de primer orden en
distribuciones truncadas. Algunos ejemplos.
2.1.1. Definiciones y ejemplos
Se expondra´n los conceptos de distribucio´n y densidad truncadas y se ilustrara´n con
ejemplos.
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Definicio´n 2.1.1.1 Dada una v.a. X unidimensional definida sobre un espacio de pro-
babilidad (E,A, P ) y de modo que P [X ∈ T ] ∈ (0, 1), siendo T un elemento de la
σ-a´lgebra de Borel sobre R, se define la distribucio´n truncada de X como la distribucio´n
condicionada
P [X ≤ x/X ∈ T ] ∈ (0, 1)
definida sobre R.
Definicio´n 2.1.1.2 Si F ∗ es la distribucio´n de X, se define la funcio´n truncada F de
F ∗ en los puntos A y B como:
F (x) =

0, si x < A
F ∗(x)−α1
1−α1−α2 , si A ≤ x < B
1, si x ≥ B
siendo A y B los puntos de truncatura que verifican F ∗(A) = α1, F ∗(B) = 1− α2.
La truncatura puede realizarse sime´tricamente, es decir, α1 = α2 = α/2, o no sime´tri-
ca (asime´trica), α1 6= α2.
Definicio´n 2.1.1.3 Si la v.a. X es continua, con densidad f∗, se define la densidad
truncada como:
f(x) =

f∗(x)∫
T f
∗(x)dx , si x ∈ T
0, e.o.c.
Ejemplo 2.1.1.1 La distribucio´n de Poisson de para´metro λ truncada a la derecha
sobre n valores es:
P (x) =

λx
x!
∑n
x=0
λx
x!
, si x = 0, 1, ..., n
0, si x = n+ 1, n+ 2...
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Ejemplo 2.1.1.2 La exponencial de para´metro λ truncada a la izquierda en n es:
²(x) =

e−λx∫∞
n e
−λxdx , si x > n
0, si 0 ≤ x < n
Ejemplo 2.1.1.3 La distribucio´n Normal truncada bilateralmente en los puntos A y B
de para´metros µ y σ es:
F (x) =

0, si x < A
F ∗(x)−F ∗(A)
F ∗(B)−F ∗(A) , si A ≤ x < B
1, si x ≥ B
Si llamamos Z a la variable truncada, entonces sus momentos centrales de primer y
segundo orden son:
E[Z] =
f(A)− f(B)
F (B)− F (A) , Z ∈ [A,B]
E[Z2] = 1 +
Af(A)−Bf(B)
F (B)− F (A) , Z ∈ [A,B]
Y la varianza:
V ar(Z) = E[Z2]− (E[Z])2 = 1 + Af(A)−Bf(B)
F (B)− F (A) −
(
f(A)− f(B)
F (B)− F (A)
)2
Cabe preguntarse sobre la invariancia de la media de la distribucio´n original (sin
truncar) tras truncar la variable.
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Supongamos que f(A) = f(B), entonces, por simetr´ıa, A = −B. Si se fija xd > µ
(o bien xd < µ), entonces:
B =
xd − µ
σ
A =
xi − µ
σ
= −B ⇒ xi = 2µ− xd
Dada µ y fijada xd > µ, basta tomar xi = 2µ− xd para que la media sea invariante
al truncar.
Para simular la variable truncada se sigue el siguiente proceso. Se definen
g(x) =
1
xd − xi
y
h(x) =
f(x)
g(x)
=
xd − xi∫ xd
xi
e−
(x−µ)2
2σ2 dx
Por tanto
h(x) ≤ xd − xi∫ xd
xi
e−
(t−µ)2
2σ2 dt
= c⇒ f(x)
cg(x)
= e−
(x−µ)2
2σ2
Lo que permite definir el proceso para simular la variable truncada. El algoritmo es
el siguiente:
Input: xi, xd, µ, σ.
Paso 1. Simular U1 de U(0, 1) y calcular Uˆ1 = xi+(xd−xi)U1.
Paso 2. Simular U2 de una distribucio´n U(0, 1) independiente
de la anterior.
Paso 3. Si U2 ≤ e−
(x−µ)2
2σ2 , parar y hacer Xˆ = U1,
en caso contrario hacer Xˆ = 1 e ir al Paso 1.
Output: Valores correspondientes a la v.a. truncada
Figura 2.1: Algoritmo de simulacio´n de variables aleatorias truncadas.
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2.1.2. Distribuciones de Pareto truncadas
Se analiza la dominancia estoca´stica de primer orden entre distribuciones de Pareto
truncadas, estudiando las relaciones entre las variables originales (sin truncar) y compro-
bando si el truncamiento es invariante respecto a las relaciones originales de dominancia.
2.1.2.1. Motivacio´n
Definicio´n 2.1.2.1 La distribucio´n de Pareto(b, x0), es aquella cuya funcio´n de dis-
tribucio´n es:
F (x) = 1−
(x0
x
)b
, x ≥ x0 > 0, b ≥ 0 (2.1)
Su densidad es:
f(x) =
bxb0
xb+1
, x ≥ x0 > 0, b ≥ 0 (2.2)
Esta distribucio´n es utilizada en Economı´a en el ajuste de ingresos o salarios y se
define la distribucio´n del ingreso como R(x) = 1− F (x).
En el a´mbito de los Seguros, el modelo de Pareto permite trabajar con la distribucio´n
de la cuant´ıa del dan˜o por siniestro en el intervalo (x0,∞).
La ecuacio´n (2.1) implica que la elasticidad de R(x) con respecto a x es b. En otras
palabras, si el ingreso x se incrementa en un 1%, la proporcio´n de unidades que tienen un
ingreso mayor o igual a x disminuye en un porcentaje igual a un 1%. As´ı, el para´metro
b puede interpretarse como la elasticidad o sensibilidad del decrecimiento en el nu´mero
de unidades cuando pasan a una clase de ingreso mayor.
Si el para´metro b es mayor que 1, entonces existe la esperanza matema´tica, y si b ≤ 2
no existe el momento central de segundo orden. Sea X la v.a. de Pareto(b, x0).
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La esperanza de X viene dada por:
E[X] =
∫ ∞
x0
xf(x)dx =
∫ ∞
x0
x
bxb0
xb+1
dx = bxb0
∫ ∞
x0
x−bdx = x0
b
b− 1
que existira´ si b > 1.
El momento central de segundo orden es:
E[X2] =
∫ ∞
x0
x2f(x)dx =
∫ ∞
x0
x2
bxb0
xb+1
dx = bxb0
∫ ∞
x0
x−b+1dx = ... = x20
b
b− 2
que existira´ si b > 2.
Por tanto la varianza de la v.a. X es:
V ar(X) = E[X2]− (E[X])2 = bx
2
0
(b− 1)2(b− 2) , b > 2.
La densidad de Pareto se introduce para modelizar la distribucio´n del ingreso cuando
e´sta no es equitativa.
El para´metro b tiene que ver con la dispersio´n. A mayores valores de b, se obtienen
densidades de Pareto ma´s concentradas cerca del x0. El siguiente gra´fico muestra este
hecho.
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Figura 2.2: Densidades de Pareto, P1 ∼ Pareto(5, 2) y P2 ∼ Pareto(7, 2)
Es interesante en Economı´a la relacio´n existente entre la distribucio´n de Pareto y
la funcio´n que acumula los ingresos para todos los individuos con ingresos menores o
iguales que x, a la que denotaremos por T (x), es decir, la curva de Lorenz asociada a
esta distribucio´n.
La curva de Lorenz (definida en (1.20)) se utiliza para representar y analizar la
distribucio´n del ingreso y la riqueza.
Lorenz propuso esta curva en 1905 con el fin de comparar y analizar desigualdades de
riqueza en un pa´ıs en diferentes e´pocas, o en diferentes pa´ıses durante la misma e´poca.
Si en la poblacio´n hay N individuos, entonces el ingreso total es:
N ∗ E[X] = Nbx0
b− 1
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El ingreso total de los individuos con ingresos menores o iguales que x viene dado
por:
Y (x) =
∫ x
x0
tN
bxb0
tb+1
dt =
Nbxb0
b− 1 (x
−b+1
0 − x−b+1) =
Nbx0
b− 1 ∗
(
1− x0
x
)b−1
Entonces, la ordenada T (x) de la curva de Lorenz en la distribucio´n de Pareto es:
T (x) =
Y (x)
NE[X]
= 1− x0
x
b−1
como por otro lado
F (x) = 1−
(x0
x
)b
, x ≥ x0 > 0, b ≥ 0
se tiene que:
x0
x
= (1− F (x))1/b
Luego:
T (x) = 1− (1− F (x))1−1/b
Por tanto, la relacio´n entre T y F so´lo depende de b, adema´s, por ser F una funcio´n
de distribucio´n, 0 ≤ F (x) ≤ 1, y por tanto si b > 1, entonces T (x) ≥ 0 para todo x.
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Figura 2.3: Curva de Lorenz asociada a una distribucio´n de Pareto y la recta de equidis-
tribucio´n.
La curva de Lorenz L se situ´a bajo la recta de equidistribucio´n T = F . Si la curva
de Lorenz coincidiera con T = F implicar´ıa que cada unidad recibe el mismo ingreso,
este es el caso de la perfecta igualdad de ingreso. En el caso de la perfecta desigualdad
de ingreso, la curva de Lorenz coincidir´ıa con las l´ıneas 0− 1 en el eje horizontal y 0− 1
en el eje vertical, lo cual implicar´ıa que todo el ingreso es recibido por una sola unidad
de la poblacio´n.
Otra aplicacio´n de intere´s de la distribucio´n de Pareto es la del seguro y reaseguro,
por ejemplo en el caso del reaseguro automovil´ıstico. La modalidad ma´s usada es el
reaseguro de exceso-pe´rdida (excess-loss), por el cual corren a cargo del reaseguro las
indemnizaciones que superen a una cuant´ıa x0 y cuando la cuant´ıa del dan˜o x sea menor
que x0, la indemnizacio´n correra´ en su totalidad a cargo del asegurador.
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El modelo que se adapta a la distribucio´n de la cuant´ıa del dan˜o por siniestro en el
intervalo (x0,∞) es el de Pareto.
Sea N (0,t)x la v.a. que indica el nu´mero de siniestros con cuant´ıa superior a x en
un cierto per´ıodo de tiempo (0, t), denotemos por N(x) a la esperanza matema´tica de
N
(0,t)
x .
La prima de riesgo del reaseguro, para una retencicio´n x del asegurador, viene dada
por:
pi(x) = N(x)m(x)
siendo m(x) la cuant´ıa media del siniestro a cargo del reaseguro, cuya expresio´n viene
dada por:
m(x) =
∫∞
x (z − x)dF (z)∫∞
x dF (z)
=
∫∞
x zdF (z)∫∞
x dF (z)
− x =
∫∞
x
bxb0
zb
dz∫∞
x
bxb0
zb+1
− x = x
b− 1
As´ı,
pi(x) = N(0)
x
b− 1
(x0
x
)b
.
Y la varianza de la variable aleatoria asociada a la indemnizacio´n por siniestro a
cargo del reaseguro es:
V (x) =
∫∞
x (z − x)2dF (z)∫∞
x dF (z)
− (m(x))2
de donde, tras operar se obtiene:
V (x) =
bx2
(b− 1)2(b− 2) .
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2.1.2.2. Dominancia estoca´stica de primer orden entre distribuciones
de Pareto truncadas
Sean P1 ∼ Pareto(b, x0) y P2 ∼ Pareto(c, y0) dos distribuciones de Pareto, tal y
como se han definido en la Definicio´n 2.1.2.1. Se denotara´ por F a la distribucio´n de P1
y por G a la de P2. Supo´ngase primeramente que x0 = y0 y se vera´ la relacio´n de do-
minancia estoca´stica de primer orden que se establece entre las funciones de distribucio´n
de P1 y P2.
Sea x ≥ x0, entonces:
F (x) ≥ G(x)⇔ 1−
(x0
x
)b ≥ 1− (x0
x
)c ⇔ (x0
x
)b ≤ (x0
x
)c ⇔ xb−c0 ≤ xb−c
la expresio´n anterior equivale a x0 ≤ x, si b− c ≥ 0 y a x0 > x si b− c < 0. Esta u´ltima
opcio´n no es va´lida ya que estamos suponiendo un x ≥ x0, es decir, que:
F (x) ≥ G(x)⇔ b ≥ c
De lo anterior se deduce el siguiente resultado:
Teorema 2.1.2.1 Dadas distribuciones de Pareto: P1 ∼ Pareto(b, x0) y P2 ∼ Pareto(c, x0),
entonces:
P1 ≤FSD P2 ⇔ b ≥ c (2.3)
Sea el caso x0 6= y0, supongamos sin pe´rdida de generalidad que x0 < y0, se debe
comparar
F (x) = 1−
(x0
x
)b
, x ≥ x0 > 0,
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con
G(x) = 1−
(y0
x
)b
, x ≥ y0 > 0.
Si x < x0, en ese caso F (x) = 0 = G(x).
Si x0 ≤ x < y0, entonces F (x) > 0 = G(x).
Si x ≥ y0, entonces:
F (x) ≥ G(x)⇔ 1−
(x0
x
)b ≥ 1− (y0
x
)c ⇔ (x0
x
)b ≤ (y0
x
)c ⇔ xb0
yc0
≤ xb−c.
Como x ≥ y0 > x0 > 0, existe α > 0 tal que y0 = x0 + α y β > 0 tal que
x = x0 + α+ β, por tanto la espresio´n anterior equivale a:
xb0
(x0 + α)c
< (x0 + α+ β)b−c ⇔ xb0 < (x0 + α)c(x0 + α+ β)b−c ∼= (x0 + α)b + k
siendo k > 0.
La desigualdad anterior se cumple, luego se llega a la conclusio´n:
x0 < y0 ⇔ F (x) ≥ G(x)
De lo anterior se deduce el siguiente resultado:
Teorema 2.1.2.2 Dadas distribuciones de Pareto, P1 ∼ Pareto(b, x0) y P2 ∼ Pareto(c, y0),
con x0 6= y0, entonces:
P1 ≤FSD P2 ⇔ x0 < y0 (2.4)
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Ejemplos gra´ficos de las situaciones descritas en los dos teoremas anteriores son los
siguientes:
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Figura 2.4: Distribuciones de Pareto, P1 ∼ Pareto(4, 2) y P2 ∼ Pareto(6, 2)
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Figura 2.5: Distribuciones de Pareto, a la izquierda se representan P1 ∼ Pareto(3, 4) y
P2 ∼ Pareto(4, 2) y a la derecha P3 ∼ Pareto(3, 2) y P4 ∼ Pareto(4, 4)
A continuacio´n se tratara´ el caso de las distribuciones de Pareto truncadas. Se comen-
zara´ estudiando el caso de dos distribuciones de Pareto con x0 = y0.
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Sean P ∗1 ∼ Pareto(b, x0) y P ∗2 ∼ Pareto(c, x0), con distribuciones F ∗ y G∗ respecti-
vamente, y distribuciones truncadas:
F (x) =

0, si x < xF1
F ∗(x)−F ∗(xF1 )
F ∗(xF2 )−F ∗(xF1 )
, si xF1 ≤ x < xF2
1, si x ≥ xF2
(2.5)
y
G(x) =

0, si x < xG1
G∗(x)−G∗(xG1 )
G∗(xG2 )−G∗(xG1 )
, si xG1 ≤ x < xG2
1, si x ≥ xG2
(2.6)
siendo xHi , i = 1, 2 y H = F,G, los puntos de truncamiento de F y G respectivamente,
cumpliendo:
F ∗(xF1 ) = α1 = G∗(xG1 )
F ∗(xF2 ) = 1− α2 = G∗(xG2 )
siendo α1 y α2 dos valores en (0, 1), α1 < 1− α2.
Teorema 2.1.2.3 Sean P ∗1 ∼ Pareto(b, x0) y P ∗2 ∼ Pareto(c, x0), con distribuciones
F ∗ y G∗ respectivamente, b > c, y conside´rense las distribuciones truncadas tal y como
se definieron en (2.5) y (2.6). Entonces P2 domina a P1 segu´n FSD.
Demostracio´n. En las condiciones del enunciado, como b > c se comprobo´ en
el Teorema 2.1.2.1, que P1 ≤FSD P2, es decir que F ∗(x) ≥ G∗(x) ∀x, por otro lado
F ∗(xF1 ) = α1 = G∗(xG1 ) luego se debe cumplir que xF1 ≤ xG1 y de manera ana´loga
xF2 ≤ xG2 .
Se pueden presentar dos situaciones:
0 < x0 ≤ xF1 ≤ xG1 ≤ xF2 ≤ xG2
o bien
0 < x0 ≤ xF1 ≤ xF2 ≤ xG1 ≤ xG2
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En el primer caso 0 < x0 ≤ xF1 ≤ xG1 ≤ xF2 ≤ xG2 :
Sea x < xF1 , entonces F (x) = 0 = G(x)
Sea xF1 ≤ x ≤ xG1 , entonces F (x) ≥ G(x) = 0
Sea xG1 < x ≤ xF2 , entonces
F (x) =
F ∗(x)− F ∗(xF1 )
F ∗(xF2 )− F ∗(xF1 )
=
F ∗(x)− α1
1− α2 − α1
y
G(x) =
G∗(x)−G∗(xG1 )
G∗(xG2 )−G∗(xG1 )
=
G∗(x)− α1
1− α2 − α1
y como F ∗(x) ≥ G∗(x), se tiene que F (x) ≥ G(x)
Sea xF2 ≤ x < xG2 , en este caso G(x) < 1 = F (x)
Por u´ltimo, sea x ≥ xG2 , entonces G(x) = F (x) = 1
En el segundo caso 0 < x0 ≤ xF1 ≤ xF2 ≤ xG1 ≤ xG2 :
Sea x ≤ xF1 , entonces F (x) = 0 = G(x)
Sea xF1 < x ≤ xF2 , entonces F (x) > 0 = G(x)
Sea xF2 ≤ x < xG1 , entonces F (x) = 1 > 0 = G(x)
Sea xG1 ≤ x < xG2 , en este caso G(x) < 1 = F (x)
Por u´ltimo, sea x ≥ xG2 , entonces G(x) = F (x) = 1
En ambos casos se ha comprobado que F (x) ≥ G(x) para todo x y con al menos una
desigualdad estricta, por tanto P1 ≤FSD P2, como se quer´ıa demostrar.
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Un ejemplo gra´fico del resultado anterior es el siguiente:
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Figura 2.6: A la izquierda se representan las distribuciones de Pareto P ∗1 ∼ Pareto(4, 2)
y P ∗2 ∼ Pareto(6, 2) y a la derecha las distribuciones truncadas asociadas P1 y P2 siendo
los puntos de truncamiento xF1 y x
G
1 tales que F
∗(xF1 ) = 0,1 = G∗(xG1 ), xF2 y xG2 tales
que F ∗(xF2 ) = 0,7 = G∗(xG2 )
Teorema 2.1.2.4 Sean P ∗1 ∼ Pareto(b, x0) y P ∗2 ∼ Pareto(c, y0), con distribuciones
F ∗ y G∗ respectivamente, x0 < y0, y conside´rense las distribuciones truncadas tal y
como se definieron en (2.5) y (2.6). Entonces P2 domina a P1 segu´n FSD.
Demostracio´n. Segu´n las hipo´tesis del enunciado, del Teorema 2.1.2.1 se tiene que
P ∗1 ≤FSD P ∗2 . Por otro lado F ∗(xF1 ) = α1 = G∗(xG1 ) luego se debe cumplir que xF1 ≤ xG1 ,
de manera ana´loga xF2 ≤ xG2 .
Al igual que en la prueba del resultado anterior, las distintas situaciones de orden
entre los puntos de truncamiento son:
(i) 0 < x0 < xF1 < x
F
2 ≤ y0 < xG1 < xG2
(ii) 0 < x0 < xF1 ≤ y0 < xF2 < xG1 < xG2
(iii) 0 < x0 < xF1 < y0 ≤ xG1 ≤ xF2 ≤ xG2
(iv) 0 < x0 < y0 ≤ xF1 ≤ xF2 ≤ xG1 ≤ xG2
(v) 0 < x0 < y0 ≤ xF1 < xG1 ≤ xF2 < xG2
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Analizando cada caso por separado se comprobara´ que F (x) ≥ G(x) para todo x y
con al menos una desigualdad estricta, con lo que se demostrara´ el resultado.
En los casos (i) y (ii):
• Si x < xF1 : F (x) = 0 = G(x)
• Si xF1 ≤ x < xF2 : F (x) > 0 = G(x)
• Si xF2 ≤ x < xG1 : F (x) = 1 > 0 = G(x)
• Si xG1 ≤ x < xG2 : F (x) = 1 > G(x)
• Si x ≥ xG2 : F (x) = 1 = G(x)
En el caso (iii):
• Si x < xF1 : F (x) = 0 = G(x)
• Si xF1 ≤ x < xG1 : F (x) > 0 = G(x)
• Si xG1 ≤ x < xF2 : F (x) > G(x) al ser F ∗(x) > G∗(x)
• Si xF2 ≤ x < xG2 : F (x) = 1 > G(x)
• Si x ≥ xG2 : F (x) = 1 = G(x)
En el caso (iv):
• Si x < xF1 : F (x) = 0 = G(x)
• Si xF1 ≤ x < xF2 : F (x) > 0 = G(x)
• Si x ≥ xF2 : F (x) = 1 ≥ G(x)
En el caso (v):
• Si x < xF1 : F (x) = 0 = G(x)
• Si xF1 ≤ x < xG1 : F (x) > 0 = G(x)
• Si x ≥ xG1 < xF2 : F (x) ≥ G(x) al ser F ∗(x) > G∗(x)
• Si x ≥ xF2 : F (x) = 1 > G(x)
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De esta menera se ha visto que F (x) ≥ G(x) para todo x y con al menos una desigual-
dad estricta, obtenie´ndose as´ı el resultado.
Un ejemplo gra´fico del resultado anterior es el siguiente:
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Figura 2.7: A la izquierda se representan las distribuciones de Pareto P ∗1 ∼ Pareto(3, 4)
y P ∗2 ∼ Pareto(4, 2) y a la derecha las distribuciones truncadas asociadas P1 y P2 siendo
los puntos de truncamiento xF1 y x
G
1 tales que F
∗(xF1 ) = 0,1 = G∗(xG1 ), xF2 y xG2 tales
que F ∗(xF2 ) = 0,7 = G∗(xG2 )
2.1.3. Distribuciones lognormales truncadas
En esta seccio´n se establecen condiciones necesarias y suficientes para la dominancia
estoca´stica de primer orden en distribuciones lognormales truncadas. Se definen las dis-
tribuciones lognormal y lognormal truncada. Posteriormente se establecen los principales
resultados, haciendo un breve comentario a la demostracio´n del resultado correspondien-
te a la dominancia estoca´stica de primer orden para distribuciones Normales truncadas
de H. Levy (2006).
2.1.3.1. Motivacio´n
Las distribuciones normales son fa´ciles de manejar matema´ticamente, sin embargo,
en el a´mbito econo´mico tiene ma´s utilidad la distribucio´n lognormal debido principal-
mente a que el precio de los activos no puede ser negativo, adema´s, el dominio de la
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distribucio´n normal es la recta real mientras que la distribucio´n lognormal es una dis-
tribucio´n positiva. Por otro lado, se ha observado que en muchas distribuciones de ratios
de retorno existe una cierta asimetr´ıa positiva, presente en la distribucio´n lognormal y
no en la normal.
Al comparar distribuciones lognormales F ∼ LN(µ1, σ1) y G ∼ LN(µ2, σ2) se llega
a la conclusio´n de que F domina a G segu´n FSD si y so´lo si µ1 > µ2 y σ1 = σ2.
2.1.3.2. Comentarios a la demostracio´n de Levy
La principal aportacio´n de este comentario es la adecuada demostracio´n del resultado
de H. Levy (2006), que ha inspirado algunos de nuestros resultados.
Sean dos distribuciones Normales F ∗ ∼ N(µ1, σ1) y G∗ ∼ N(µ2, σ2) y sean las
distribuciones Normales truncadas sime´tricamente F y G:
F (x) =

0, si x < A1
F ∗(x)−α/2
1−α , si A1 ≤ x < B1
1, si x ≥ B1
G(x) =

0, si x < A2
G∗(x)−α/2
1−α , si A2 ≤ x < B2
1, si x ≥ B2
siendo Ai, i = 1, 2 y Bi, i = 1, 2 los puntos de truncamiento que verifican:
Φ
(
A1 − µ1
σ1
)
=
α
2
= Φ
(
A2 − µ2
σ2
)
y
Φ
(
B1 − µ1
σ1
)
=
α
2
= 1− Φ
(
B2 − µ2
σ2
)
siendo Φ la funcio´n de distribucio´n de la Normal(0, 1).
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El siguiente teorema propuesto por H. Levy es erro´neo en la demostracio´n dada en
su texto. La versio´n correcta es la siguiente.
Teorema 2.1.3.1 Si µ1 > µ2 y σ1 < σ2, entonces F ≥FSD G⇔ µ1−µ2σ2−σ1 > δ1.
Demostracio´n. No´tese que si µ1 > µ2 y σ1 < σ2, entonces
A1 = µ1 − δσ1 > µ2 − δσ2 = A2
y que
B1 > B2 ⇔ µ1 − µ2
σ2 − σ1 > δ.
(⇐) Supongamos que µ1−µ2σ2−σ1 > δ, entonces B1 > B2. En ese caso:
B1 − µ1
σ1
=
B2 − µ2
σ2
<
B1 − µ2
σ2
de lo que se deduce:
B1σ2 − µ1σ2 < B1σ1 − µ2σ1 ⇔ B1(σ2 − σ1) < µ1σ2 − µ2σ1 ⇔ B1 < µ1σ2 − µ2σ1
σ2 − σ1 = x0
siendo x0 el punto de interseccio´n de las dos distribuciones Normales F ∗ y G∗.
As´ı pues B2 < B1 < x0 y A1 > A2, entonces F (x) ≤ G(x) en todo punto x y con al
menos una desigualdad estricta, con lo que F ≥FSD G.
(⇒) Si µ1−µ2σ2−σ1 ≤ δ, entonces x0 ≤ B1 ≤ B2 y si se escoge x > x0, entonces F (x) ≥ G(x)
(con alguna desigualdad estricta) luego F no domina a G segu´n FSD.
2.1.3.3. Distribuciones lognormales y lognormales truncadas. Conceptos ba´sicos
Definicio´n 2.1.3.1 La v.a. X es lognormal de para´metros µ y σ y se denota X ∼
LN(µ, σ), si la v.a. Y = LnX ∼ N(µ, σ).
1δ = Φ−1(1− α/2)
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Para t > 0:
P [X ≤ t] = P [LnX ≤ Lnt] = Φ
(
Lnt− µ
σ
)
con lo que la densidad correspondiente es:
f(t) =

1√
2piσt
exp
{
−1
2
(
Lnt−µ
σ
)2}
, si t > 0
0, e.o.c.
La esperanza matema´tica de X es:
E[X] = exp
(
µ+
1
2
σ2
)
y su varianza:
V ar(X) = 22µ+σ
2
exp(σ2 − 1)
Dos distribuciones lognormales F ∼ LN(µ1, σ1) y G ∼ LN(µ2, σ2), se cortan a lo
sumo en un punto, efectivamente:
F (x0) = G(x0)⇔ Φ
(
Lnx0 − µ1
σ1
)
= Φ
(
Lnx0 − µ2
σ2
)
⇔
⇔ Lnx0 − µ1
σ1
=
Lnx0 − µ2
σ2
⇔
⇔ Lnx0 = σ2µ1 − σ1µ2
σ2 − σ1 ⇔
⇔ x0 = exp
(
σ2µ1 − σ1µ2
σ2 − σ1
)
.
54 Cap´ıtulo 2. DE de v.as. en Economı´a. Aplicaciones notables
Sean F ∗ ∼ LN(µ1, σ1) y G∗ ∼ LN(µ2, σ2) y las distribuciones truncadas en dos
puntos asociadas a cada una de ellas (a las que se denomina F y G, respectivamente):
F (x) =

0, si x < A1
F ∗(x)−α1
1−α1−α2 , si A1 ≤ x < B1
1, si x ≥ B1
y
G(x) =

0, si x < A2
G∗(x)−α1
1−α1−α2 , si A2 ≤ x < B2
1, si x ≥ B2
donde los puntos de truncamiento verifican:
LnAi = µi − δ1σi, i = 1, 2.
LnBi = µi + δ2σi, i = 1, 2.
con δi > 0, i = 1, 2 y F ∗(Ai) = α1 = G∗(A2), F ∗(B1) = 1− α2 = G∗(B2).
Utilizando estas funciones se establecen condiciones necesarias y suficientes para la
dominancia estoca´stica de primer orden entre ellas, aun en los casos en que no exista
dominancia entre las distribuciones originales F ∗ y G∗.
2.1.3.4. Dominancia estoca´stica de primer orden entre distribuciones
lognormales truncadas
En los siguientes resultados se utilizan los conceptos anteriores.
Teorema 2.1.3.2 Si µ1 > µ2, σ1 > σ2, LnA2−µ1 > 0, LnA2 < µ2 < µ1 y Lnx−µ1 >
0, entonces F ≥FSD G⇔ µ1−µ2σ1−σ2 > δ1
Demostracio´n. Obse´rvese primeramente que en las condiciones del enunciado F ∗
no domina a G∗ segu´n FSD ni G∗ a F ∗. Por otro lado, como σ1 > σ2, G∗ corta a F ∗
desde abajo en el punto
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x0 = exp
{
σ2µ1 − σ1µ2
σ2 − σ1
}
Comparemos los puntos de truncamiento, como µ1 > µ2 y σ1 > σ2 se tiene que:
LnB1 = µ1 + δ2σ1 > µ2 + δ2σ2 = LnB2
con lo que B1 ≥ B2.
Por otro lado
LnA1 = µ1 − δ1σ1 > µ2 − δ1σ2 = LnA2 ⇔ µ1 − µ2
σ1 − σ2 > δ1,
luego
A1 > A2 ⇔ µ1 − µ2
σ1 − σ2 > δ1
(⇐) Supo´ngase que se verifica µ1−µ2σ1−σ2 > δ1, en ese caso A1 > A2. Tambie´n sabemos que
B1 ≥ B2 y que Bi ≥ Ai, i = 1, 2. Veamos ahora la relacio´n existente entre A2 y x0.
A1 > A2 y por hipo´tesis µ1 > µ2 luego
LnA1 − µ1 > LnA2 − µ1
y
LnA2 − µ2 > LnA2 − µ1
Por otro lado, como σ1 > σ2, entonces:
LnA2 − µ2
σ2
>
LnA2 − µ1
σ2
>
LnA2 − µ1
σ1
De lo que se deduce que
LnA2 >
σ2µ1 − σ1µ2
σ2 − σ1
y por tanto que A2 > x0.
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Se distinguen dos situaciones, la primera de ellas x0 < A2 ≤ A1 ≤ B2 ≤ B1 y la
segunda x0 < A2 < B2 ≤ A1 < B1.
En el caso x0 < A2 ≤ A1 ≤ B2 ≤ B1:
Si tomamos x ≤ A2, F (x) = 0 = G(x)
Si x ∈ (A2, A1], F (x) = 0 < G(x)
Si x ∈ [A1, B2), F (x) ≤ G(x) ya que:
F (x) ≤ G(x)⇔ F ∗(x) ≤ G∗(x)⇔ Φ
(
Lnx− µ1
σ1
)
≤ Φ
(
Lnx− µ2
σ2
)
⇔
Lnx− µ1
σ1
≤ Lnx− µ2
σ2
al ser Φ creciente y esto es cierto porque
Lnx− µ1 ≤ Lnx− µ2
y
σ1 > σ2,
por tanto
Lnx− µ1
σ1
≤ Lnx− µ2
σ1
≤ Lnx− µ2
σ2
.
As´ı se ha comprobado que F (x) ≤ G(x) para todo valor de x y con al menos una
desigualdad estricta, es decir, F ≥FSD G.
En el caso x0 < A2 < B2 ≤ A1 < B1:
Si x < A2, F (x) = 0 = G(x)
Si x ∈ [A2, B2), F (x) = 0 < G(x)
Si x ∈ [B2, A1), F (x) = 0 < G(x) = 1
Si x ∈ [A1, B1), F (x) < 1 = G(x)
Si x ≥ B1, F (x) = 1 = G(x)
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As´ı pues, F (x) < G(x) para todo valor de x y con al menos una desigualdad estricta,
es decir, F ≥FSD G.
(⇒) Si µ1−µ2σ1−σ2 ≤ δ1, entonces A1 ≤ A2. Por otro lado A2 ≤ x0, si tomamos x ∈ (A1, A2),
F (x) > 0 = G(x), luego F no dominar´ıa a G segu´n FSD.
A continuacio´n se muestran unos gra´ficos ilustrativos de la situacio´n referida en el
Teorema 2.1.3.2.
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Figura 2.8: Distribuciones lognormales originales F ∗ ∼ LN (6, 1), G∗ ∼ LN (5, 0,5) y
sus correspondientes distribuciones truncadas asociadas F y G.
Se observa que las distribuciones originales F ∗ y G∗ se cortan, es decir, que no existe
dominancia estoca´stica usual entre ellas. Por el contrario, al construir las truncadas,
conseguimos dominancia de primer orden. Los puntos de truncamiento para construir
la F son A1 = e5 y B1 = 155, mientras que en el caso de la distribucio´n G, los puntos
de truncamiento han sido A2 = e4,5 y B2 = 100.
Teorema 2.1.3.3 Si µ1 > µ2 y σ1 < σ2, entonces F ≥FSD G⇔ µ1−µ2σ2−σ1 > δ2.
Demostracio´n. (⇐) Como σ1 < σ2, F ∗ corta a G∗ desde abajo en el punto
x0 = exp
{
σ2µ1 − σ1µ2
σ2 − σ1
}
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Por las hipo´tesis del enunciado se tiene que A1 > A2, por otro lado, si µ1−µ2σ2−σ1 > δ2,
entonces B1 > B2, en efecto:
B1 > B2 ⇔ LnB1 > LnB2 ⇔ µ1 + δ2σ1 > µ2 + δ2σ2 ⇔ µ1 − µ2
σ2 − σ1 > δ2
Adema´s x0 > B1:
LnB1 − µ1
σ1
=
LnB2 − µ2
σ2
<
LnB1 − µ2
σ2
de donde
σ2µ1 − σ1µ2
σ2 − σ1 > LnB1 ⇔ x0 > B1
Al igual que en el teorema anterior se pueden presentar dos situaciones, la primera
A2 < A1 ≤ B2 ≤ B1 < x0 y la segunda A2 ≤ B2 < A1 ≤ B1 < x0, pero en ambos
casos, en todo el intervalo x < x0 se tiene que F ∗(x) ≤ G∗(x), por tanto F (x) ≤ G(x),
mientras que en el intervalo x ≥ x0, F (x) = 1 = G(x), por tanto F domina a G segu´n
FSD.
(⇒) Si µ1−µ2σ2−σ1 ≤ δ2, entonces B1 ≤ B2. Por otro lado, x0 ≤ B1, en este caso, si se
tomara x > x0, F ∗(x) > G∗(x), y por tanto F (x) > G(x), luego F no domina a G segu´n
FSD.
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A continuacio´n se muestran unos gra´ficos representativos de la situacio´n descrita en
el Teorema 2.1.3.3.
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Figura 2.9: Distribuciones lognormales originales F ∗ ∼ LN (2, 0,5), G∗ ∼ LN (1, 1) y
sus correspondientes distribuciones truncadas asociadas F y G.
Las distribuciones originales F ∗ y G∗ se cortan, es decir, que no existe dominancia
estoca´stica usual entre ellas, por el contrario, al construir las truncadas se obtiene do-
minancia de primer orden. Los puntos de truncamiento para construir la F son: A1 = 1,
y B1 = e2,5, mientras que en el caso de la distribucio´n G, los puntos de truncamiento
han sido: A2 = 0,5 y B2 = e1,5.
Teorema 2.1.3.4 Si µ1 > µ2 y σ1 = σ2 entonces F ≥FSD G.
Demostracio´n. Si µ1 > µ2 y σ1 = σ2 = σ entonces:
LnA1 = µ1 − δ1σ1 > µ2 − δ1σ1 = µ2 − δ1σ2 = LnA2 ⇒ A1 > A2
y
LnB1 = µ1 + δ2σ1 > µ2 + δ2σ1 = µ2 + δ2σ2 = LnB2 ⇒ B1 > B2
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Se analizan las dos situaciones posibles:
(1). A2 < A1 < B2 < B1 y
(2). A2 < B2 < A1 < B1.
En (1):
Si x ≤ A2 entonces, F (x) = 0 = G(x)
Si x ∈ (A2, A1], F (x) = 0 < G(x)
Si x ∈ (A1, B2], F (x) < G(x) porque
Lnx− µ1
σ1
<
lnx− µ2
σ2
⇔ (Lnx− µ1)σ2 < (lnx− µ2)σ1 ⇔
⇔ Lnx(σ2 − σ1) < µ1σ2 − µ2σ1.
Ahora bien, como σ1 = σ2 la expresio´n anterior equivale a que:
0 < σ2(µ1 − µ2),
y esta desigualdad es cierta por ser µ1 > µ2.
Si x ∈ (B2, B1] F (x) < 1 = G(x)
Si x > B1, F (x) = 1 = G(x).
En (2):
Si x ≤ A2 entonces, F (x) = 0 = G(x)
Si x ∈ (A2, B2], F (x) = 0 < G(x)
SI x ∈ (B2, A1], F (x) = 0 < 1 = G(x)
Si x ∈ (A1, B1] F (x) < 1 = G(x)
Si x > B1, F (x) = 1 = G(x).
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Con lo que queda probado que F ≥FSD G. 2
A continuacio´n se muestran unos gra´ficos representativos de la situacio´n descrita en
el Teorema 2.1.3.4
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Figura 2.10: Distribuciones lognormales originales F ∗ ∼ LN (6, 1), G∗ ∼ LN (5, 1) y sus
correspondientes distribuciones truncadas asociadas F y G.
Existe dominancia estoca´stica de la distribucio´n F ∗ sobre G∗, este es el u´nico caso
en el que ocurre. Por otro lado, las condiciones µ1 > µ2 y σ1 = σ2 llevan igualmente a
la existencia de dominancia de primer orden de F sobre G. Los puntos de truncamiento
han sido, para F : A1 = e2, y B1 = e10, y para G: A2 = e y B2 = e6.
Teorema 2.1.3.5 Si µ1 = µ2 y σ1 > σ2 entonces F no domina a G segu´n FSD ni G
domina a F segu´n FSD.
Demostracio´n. Como σ1 > σ2, G∗ corta a F ∗ desde abajo.
Estudiemos la relacio´n existente entre los puntos de truncamiento. Al ser σ1 > σ2,
se tiene que:
LnB1 = µ1 + δ2σ1 > µ1 + δ2σ2 = µ2 + δ2σ2 = LnB2
luego B1 > B2.
2Prueba alternativa: Si σ1 = σ2 = σ y µ1 > µ2 entonces como X ∼ LN(µ1, σ) e Y ∼ LN(µ2, σ)
entonces LnX ∼ N(µ1, σ) y LnY ∼ N(µ2, σ), por lo que LnX =d (µ1 − µ2) + LnY y X =d
exp(µ1−µ2) Y ≥c.s. Y por ser y no negativa
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Por otro lado:
LnA1 = µ1 − δ1σ1 < µ1 − δ1σ2 = µ2 − δ1σ2 = LnA2
luego A1 < A2.
Adema´s:
LnA1 − µ1 < LnA2 − µ1 ⇒ LnA1 − µ1
σ1
<
LnA2 − µ1
σ1
<
LnA2 − µ1
σ2
=
LnA2 − µ2
σ2
y por tanto
LnA2 >
σ2µ1 − σ1µ2
σ2 − σ1 ⇒ A2 > x0
Por otro lado, A1 < x0 ya que Lnx0 = µ1 > LnA1 = µ1 − δ1σ1.
Tenemos en conclusio´n, la siguiente situacio´n: A1 < x0 < A2 < B2 < B1, a la
izquierda de x0, F ∗(x) ≥ G∗(x) y a la derecha F ∗(x) ≤ G∗(x).
Sea x < A1, entonces F (x) = 0 = G(x)
Sea x ∈ [A1, x0), F (x) > 0 = G(x)
Sea x ∈ [x0, A2), F (x) > 0 = G(x)
Sea x ∈ [A2, B2), como aqu´ı x ≥ x0, F ∗(x) ≤ G∗(x) y por tanto F (x) ≤ G(x)
Como se observa no puede establecerse una relacio´n de dominancia estoca´stica de
primer orden entre F y G como se quer´ıa demostrar.
A continuacio´n se muestran unos gra´ficos representativos de la situacio´n descrita en
el Teorema 2.1.3.5
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Figura 2.11: Distribuciones lognormales originales F ∗ ∼ LN (log(20000), 1) y G∗ ∼
LN (log(20000), 0,5) y sus distribuciones truncadas asociadas F y G.
En ninguno de los dos casos presentados se tiene dominancia estoca´stica de primer
orden entre las distribuciones, tanto en el caso original como en el caso en que se cons-
truyan las truncadas. En este caso los puntos usados para truncar han sido, en el caso
de la F : A1 = 104 y B1 = 8 ∗ 104 y en el caso de G: A2 = 3 ∗ 104 y B2 = 6 ∗ 104.
2.2. Consistencia de las reglas de Media-Varianza.
Aplicaciones a variables aleatorias ponderadas
2.2.1. Introduccio´n
Las aproximaciones ma´s usuales para comparar inversiones de riesgo esta´n basadas
en la media o esperanza matema´tica y en la varianza de las variables aleatorias que
modelizan los activos. Esta metodolog´ıa fue introducida por Markovitz en 1959. En esta
aproximacio´n, un inversor adverso al riesgo asigna una utilidad al activo, modelizado
por la v.a. X, que se define como:
U(X) = E[X]− αV ar(X), α > 0 (2.7)
donde α indica el grado de aversio´n al riesgo por parte del inversor.
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Esta expresio´n de la funcio´n de utilidad tiene sus inconvenientes, ya que el consi-
derar la varianza en dicha expresio´n provoca inconsistencia con la regla de dominancia
estoca´stica de primer orden (FSD). Debido a esto, se ha generalizado este concepto
atendiendo a otras medidas de riesgo diferentes a la varianza, utilizando por tanto, la
siguiente expresio´n:
U(X) = E[X]− αR(X), α > 0 (2.8)
siendo R(X) otra medida de riesgo como puede ser la semi-varianza inferior, un momento
de orden r, un cuantil, o una expresio´n funcional de cualquiera de las anteriores.
Es de intere´s el preguntarse si dichas funciones de utilidad propuestas son consistentes
o no con las reglas de dominancia estoca´sticas, es decir, si X ≤SD Y , ¿se verificara´ que
U(X) ≤ U(Y )?, ¿bajo que´ condiciones?
Existe una medida de riesgo que es siempre consistente con los criterios de dominan-
cia estoca´stica de primer y segundo orden y que definimos a continuacio´n:
δ(1)(X) = E[X − E[X]]− = (E [max {E[X]−X, 0}]) = 12E |X −E[X]| (2.9)
que se puede generalizar a grado k ∈ N como sigue:
δ(k)(X) =
(
E
[
max {E[X]−X, 0}k
])1/k
(2.10)
Teorema 2.2.1.1 (Ogryczak y Ruszczynski, (1999)). Sean X e Y variables aleatorias
(v.as.), consideremos la funcio´n U(ξ) = E[ξ] − αδ(1)(ξ), α ∈ (0, 1], con ξ = X,Y .
Entonces
X ≤SSD Y ⇒ U(X) < U(Y )
El resultado es va´lido para cualquier medida
δ(k)(ξ) =
(
E
[
max {E[ξ]− ξ, 0}k
])1/k
,
con k ∈ N.
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Demostracio´n. Observemos que
0 ≤ E[X − t]− −E[X − s]− ≤ t− s,∀s ≤ t (2.11)
Adema´s, X ≤SSD Y ⇒ E[X] ≤ E[Y ] y E[X − t]− ≥ E[Y − t]− ya que la funcio´n
x 7→ −(x−t)− es co´ncava creciente. Tomando en (2.11) s = E[X] y t = E[Y ], obtenemos
lo siguiente:
E[Y ]− E[X] ≥ E[X − E[Y ]]− − E[X − E[X]]− ≥ α (E[X −E[Y ]]− − E[X − E[X]]−)
≥ α (E[Y − E[Y ]]− −E[X −E[X]]−)
y de ah´ı U(X) ≤ U(Y ), como se quer´ıa demostrar.
El objetivo es establecer relaciones entre la funciones de utilidad (del tipo definido
en el Teorema 2.2.1.1) de variables aleatorias ponderadas dadas las relaciones entre las
variables originales (sin ponderar) y estudiar bajo que´ condiciones la relacio´n existente
entre las utilidades de las variables aleatorias originales se conserva para el caso de la
ponderacio´n de las mismas.
En lo que sigue sean X e Y v.as. con distribuciones F y G respectivamente, en caso
de que existan las densidades, las denotaremos por f y g. Sean F¯ = 1−F y G¯ = 1−G las
funciones de supervivencia correspondientes aX e Y respectivamente. Sea ω una funcio´n
de ponderacio´n y Xˆω e Yˆω las v.as. ponderadas asociadas a X e Y respectivamente, sus
distribuciones las denotaremos por Fˆω y Gˆω respectivamente y, al igual que el el caso
anterior, si existiesen las densidades, e´stas ser´ıan denotadas por fˆω y gˆω.
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2.2.2. Consistencia de las reglas de dominancia estoca´stica en variables
aleatorias ponderadas y funciones de utilidad
Se vio en el Teorema 2.2.1.1 que el considerar funciones de utilidad del tipo
U(ξ) = E[ξ]− αδ(k)(ξ), α ∈ (0, 1], k ∈ N
era consistente con ciertas reglas de dominancia estoca´stica. En la presente seccio´n se
aplica ese resultado para el caso de variables ponderadas y otros tipos de relaciones
estoca´sticas.
Teorema 2.2.2.1 Sea U(ξ) = E[ξ]− αδ(k)(ξ), α ∈ (0, 1], k ∈ N, con ξ una v.a. Sean X
e Y v.as. y ω : R→ R+ una funcio´n para la cual 0 < E[ω(X)] <∞ y 0 < E[ω(Y )] <∞.
Entonces se tiene el siguiente resultado:
X ≤hr Y ⇒ U(Xˆω) ≤ U(Yˆω) si ω es creciente
X ≤rh Y ⇒ U(Xˆω) ≤ U(Yˆω) si ω es decreciente
Demostracio´n. X ≤hr Y ⇒ Xˆω ≤hr Yˆω si ω es creciente y X ≤rh Y ⇒ Xˆω ≤rh Yˆω
si ω es decreciente (ver Bartoszewicz y Skolimowska (2004) (a)).
Se probara´ el caso de que ω sea creciente ya que el caso decreciente se demuestra de
manera ana´loga.
Sean Fˆω(x) y Gˆω(y) las distribuciones ponderadas de X e Y respectivamente, te-
nemos que ω si es creciente, entonces como
l´ım
z→−∞
¯ˆ
Gω(z)
¯ˆ
Fω(z)
= 1,
el hecho de que Xˆω ≤hr Yˆω implica que
¯ˆ
Gω(z)
¯ˆ
Fω(z)
≥ 1⇒ ¯ˆGω(z) ≥ ¯ˆFω(z)
para todo valor z ∈ R, lo que prueba que Xˆω ≤FSD Yˆω y por tanto Xˆω ≤SSD Yˆω. Basta
aplicar ahora el Teorema 2.2.1.1 para obtener el resultado.
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Teorema 2.2.2.2 Sea U(ξ) = E[ξ] − αδ(k)(ξ), α ∈ (0, 1], k ∈ N, con ξ una v.a. Sean
X e Y v.as. y ω : R → R+ una funcio´n creciente, con ω(x) > 0, ∀x, para la cual 0 <
E[ω(X)] <∞ y 0 < E[ω(Y )] <∞. Entonces si X ≤lr Y se tiene que U(Xˆω) ≤ U(Yˆω).
Demostracio´n. En primer lugar:
X ≤lr Y ⇔ Xˆω ≤lr Yˆω,
se probara´ para el caso de v.as. absolutamente continuas.
Efectivamente, basta observar las definiciones involucradas en la expresio´n anterior
y que ω(x) > 0,
g(x)
f(x)
creciente ⇔ g(x)ω(x)
f(x)ω(x)
creciente⇔ g(x)ω(x)/E[ω(Y )]
f(x)ω(x)/E[ω(X)]
creciente⇔
⇔ gˆω(x)
fˆω(x)
creciente⇔ Xˆω ≤lr Yˆω
Por otro lado se tiene que Xˆ ≤lr Yˆ ⇒ Xˆ ≤FSD Yˆ , en efecto, si Xˆ ≤lr Yˆ , entonces
por definicio´n gˆ(x)
fˆ(x)
es una funcio´n creciente en x ∈ R, por lo tanto existira´ un cierto
valor x0 ∈ R, tal que:
gˆω(x)
fˆω(x)

≤ 1 si x < x0
≥ 1 si x > x0
⇔ gˆω(x)

≤ fˆω(x) si x < x0
≥ fˆω(x) si x > x0
Por lo tanto Gˆω(x) − Fˆω(x) es decreciente para x < x0 y creciente para x > x0.
Como
l´ım
x→±∞(Gˆω(x)− Fˆω(x)) = 0
Esto conduce a que Gˆω(x) ≤ Fˆω(x),∀x ∈ R, es decir que Xˆ ≤FSD Yˆ y como
Xˆ ≤FSD Yˆ ⇒ Xˆ ≤SSD Yˆ , el resultado es inmediato.
El caso no absolutamente continuo es ana´logo.
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Teorema 2.2.2.3 Sea X una v.a., sea ω : R→ R+ una funcio´n para la cual
0 < E[ω(X)] <∞
Conside´rese la funcio´n de utilidad dada por U(ξ) = E[ξ]−αδ(k)(ξ), α ∈ (0, 1], k ∈ N,
con ξ una v.a. Entonces:
1. Si ω es creciente U(X) ≤ U(Xˆω)
2. Si ω es decreciente U(X) ≥ U(Xˆω)
Demostracio´n.
1. Sea X absolutamente continua. Si ω es creciente se tiene que X ≤lr Xˆω, en efecto,
se debe comprobar que fˆ/f es creciente, pero esto es inmediato a trave´s de la
definicio´n de densidad ponderada:
fˆ(x)
f(x)
=
ω(x)f(x)/E[ω(X)]
f(x)
=
ω(x)
E[ω(X)]
dicho cociente es creciente al serlo ω y por tanto X ≤lr Xˆω.
Por otro lado se tiene que X ≤lr Xˆω ⇒ X ≤FSD Xˆω ⇒ X ≤SSD Xˆω, obtenie´ndose
el resultado buscado. El caso discreto se prueba de manera ana´loga.
2. Si ω fuera decreciente se tendr´ıa que X ≥lr Xˆω y la demostracio´n es ana´loga al
caso anterior.
Teorema 2.2.2.4 Sean X e Y v.as. tales que X ≤FSD Y . Sea ω : R → R+ una
funcio´n mono´tona y continua por la izquierda, para la cual se cumple 0 < E[ω(X)] <∞
y 0 < E[ω(Y )] < ∞. Sean U¯ = ω(X), V¯ = ω(Y ), tales que U¯ ≤Lo V¯ . Se define
U(ξ) = E[ξ]− αδ(k)(ξ), α ∈ (0, 1], k ∈ N, con ξ una v.a.
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Entonces:
1. Si ω es creciente U(Xˆω) ≤ U(Yˆω)
2. Si ω es decreciente U(Xˆω) ≥ U(Yˆω)
Demostracio´n.
1. De las hipo´tesis se tiene que F (x) ≥ G(x) y LU¯ (p) ≥ LV¯ (p), p ∈ [0, 1]. Por otro
lado, si ω es creciente entonces Fˆω(x) = LU¯F (x) (ver Bartoszewicz y Skolimoswka
(2004) (b)).
Po lo que:
Fˆω(x) = FU¯F (x) ≥ LV¯ F (x) ≥ LV¯G(x) = Gˆω(x)
es decir, Xˆω ≤FSD Yˆω.
Por tanto Xˆω ≤SSD Yˆω y estamos en las condiciones necesarias para aplicar el
Teorema 2.2.1.1, obtenie´ndose el resultado.
2. Este apartado se demuestra de forma ana´loga al anterior, basta observar que si ω
es decreciente entonces Fˆω(x) = L¯U¯ F¯ (x).
Teorema 2.2.2.5 Sean X e Y v.as. tales que X ≤FSD Y y X ≤∗ Y .
Sea ω : R→ R+, ω(x) = xp, p 6= 0. Sea U(ξ) = E[ξ]− αδ(1)(ξ), α ∈ (0, 1], con ξ una
v.a. Entonces:
1. Si p > 0 entonces U(Xˆω) ≤ U(Yˆω)
2. Si p < 0 entonces U(Xˆω) ≥ U(Yˆω)
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Demostracio´n.
1. Segu´n las hipo´tesis del enunciado, X ≤FSD y X ≤∗ Y . Se tiene que X ≤∗ Y ⇒
Xp ≤∗ Y p (Marshall y Proschan (1972)) y que X ≤∗ Y ⇒ X ≤Lo Y (Arnold
(1987)).
Por otro lado, si p > 0 la funcio´n ω : R→ R+, ω(x) = xp es creciente.
Tambie´n Xˆω ≤FSD Yˆω y por tanto Xˆω ≤SSD Yˆω. A partir de aqu´ı el resultado es
inmediato.
2. Este apartado es ana´logo al anterior, basta notar que si p < 0 entonces la funcio´n
ω : R→ R+, ω(x) = xp es decreciente y se aplicar´ıa el apartado anterior.
En los siguientes resultados se hara´ uso del siguiente lema.
Lema 2.2.2.1 Sea F una funcio´n de distribucio´n arbitraria, sea ω : R→ R+ la funcio´n
de ponderacio´n y Fˆω la funcio´n de distribucio´n de longitud sesgada asociada. Tal funcio´n
Fˆω se puede escribir como Fˆω(x) = F ∗(F (x)) siendo F ∗ una distribucio´n absolutamente
continua en el intervalo [0, 1].
Demostracio´n. La expresio´n de la distribucio´n Fˆω es:
Fˆω(x) =
1
E[ω(X)]
∫ x
−∞
ω(u)dF (u) =
1
E[ω(X)]
∫ F (x)
0
ωF−1(z)dz
Basta observar que la funcio´n
f∗(z) =
ωF−1(z)
E[ω(X)]
es una densidad en [0, 1], esto es, la densidad asociada a F ∗.
Teorema 2.2.2.6 Sean X una v.a. con distribucio´n F , ω : R → R+, una funcio´n tal
que 0 ≤ E[ω(X)] ≤ ∞ y sea F ∗ la funcio´n de distribucio´n absolutamente continua para
la cual Fˆω = F ∗ ◦ F .
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Conside´rese la funcio´n de utilidad U(ξ) = E[ξ]− αδ(1)(ξ), α ∈ (0, 1], con ξ una v.a.
Entonces:
1. Si F ∗ es convexa en [0,1], entonces U(X) ≤ U(Xˆω)
2. Si F ∗ es co´ncava en [0,1], entonces U(X) ≥ U(Xˆω)
Demostracio´n.
1. F ∗ convexa en [0, 1] equivale a que X ≤lr Xˆω. En efecto: F ∗ es convexa en [0, 1]⇔
f∗ es creciente ⇔ X ≤lr Xˆω.
Por otra parte, del Teorema 2.2.2.2 X ≤lr Xˆω ⇒ X ≤FSD Xˆω y como es sabido
X ≤FSD Xˆω ⇒ X ≤SSD Xˆω, luego se esta´ en las condiciones de aplicar el Teore-
ma 2.2.1.1 obtenie´ndose as´ı el resultado.
2. Este apartado es ana´logo, basta observar que F ∗ co´ncava en [0, 1] equivale a f∗
decreciente, esto es, que X ≥lr Xˆω.
Teorema 2.2.2.7 Sean X una v.a. con distribucio´n F , ω : R→ R+, una funcio´n para
la cual 0 < E[ω(X)] <∞ y F ∗ la funcio´n de distribucio´n absolutamente continua para
la cual Fˆω = F ∗ ◦ F .
Conside´rese la funcio´n de utilidad U(ξ) = E[ξ] − αδ(k)(ξ), α ∈ (0, 1], k ∈ N, con ξ
una v.a. Entonces:
1. Si 1− F ∗(1− u) es anti star-shaped, entonces U(X) ≤ U(Xˆω)
2. Si 1− F ∗(1− u) es star-shaped, entonces U(X) ≥ U(Xˆω)
Demostracio´n.
1. 1−F ∗(1− u) es anti star-shaped ⇔ 1−F ∗(F (x))
F¯ (x)
creciente en x⇔ ¯ˆFω
F¯ (x)
creciente en
x⇔ X ≤hr Xˆω ⇒ X ≤FSD Xˆω ⇒ X ≤SSD Xˆω. Obtenie´ndose as´ı el resultado.
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2. En este caso 1 − F ∗(1 − u) es star-shaped ⇔ 1−F ∗(F (x))
F¯ (x)
decreciente en x ⇔ ¯ˆFω
F¯ (x)
decreciente en x⇔ X ≥hr Xˆω. El resto se sigue de forma ana´loga.
Teorema 2.2.2.8 Sean X una v.a. con distribucio´n F , ω : R→ R+, una funcio´n para
la cual 0 < E[ω(X)] <∞ y F ∗ la funcio´n de distribucio´n absolutamente continua para
la cual Fˆω = F ∗ ◦ F .
Conside´rese la funcio´n de utilidad U(ξ) = E[ξ] − αδ(k)(ξ), α ∈ (0, 1], k ∈ N, con ξ
una v.a. Entonces:
1. Si F ∗ es anti star-shaped, entonces U(X) ≥ U(Xˆω)
2. Si F ∗ es star-shaped, entonces U(X) ≤ U(Xˆω)
Demostracio´n.
1. F ∗ es anti star-shaped ⇔ F ∗(F (x))
F¯ (x)
decreciente en x ⇔ Fˆω
F¯ (x)
decreciente en x ⇔
X ≤hr Xˆω ⇒ X ≤FSD Xˆω ⇒ X ≤SSD Xˆω. De donde se obtiene el resultado.
2. En este caso F ∗ es star-shaped ⇔ F ∗(F (x))
F¯ (x)
creciente en x ⇔ Fˆω
F¯ (x)
creciente en
x⇔ X ≤rh Xˆω. El resto se sigue de forma ana´loga.
Teorema 2.2.2.9 Sean X una v.a. con distribucio´n F , ω : R→ R+, una funcio´n para
la cual 0 < E[ω(X)] < ∞ y sea F ∗ la funcio´n de distribucio´n absolutamente continua
para la cual Fˆω = F ∗ ◦ F .
Conside´rese la funcio´n de utilidad U(ξ) = E[ξ] − αδ(k)(ξ), α ∈ (0, 1], k ∈ N, con ξ
una v.a. Entonces:
1. Si F ∗(t) ≤ t, ∀t ∈ [0, 1], entonces U(X) ≥ U(Xˆω)
2. Si F ∗(t) ≥ t, ∀t ∈ [0, 1], entonces U(X) ≤ U(Xˆω)
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Demostracio´n.
1. F ∗(t) ≤ t,∀t ∈ [0, 1] equivale a X ≤FSD Xˆω y esto implica que X ≤SSD Xˆω
obtenie´ndose as´ı el resultado.
2. Es ana´logo al anterior.
Los resultados vistos para el caso de variables aleatorias pueden extenderse de manera
natural al caso de vectores aleatorios, usando las definiciones vistas en el primer cap´ıtulo,
pero esto no es objeto de esta monograf´ıa.
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Cap´ıtulo 3
Procesos Estoca´sticos en
Economı´a: una breve descripcio´n
3.1. Introduccio´n
Cualquier sistema real opera en ambientes donde existe un cierto grado de incer-
tidumbre, principalmente cuando en ese sistema aparecen acciones/decisiones humanas
imprevisibles, o acciones de/sobre ma´quinas. Los modelos determin´ısticos ayudan a tener
una descripcio´n ba´sica de los sistemas, pero e´stos no pueden explicar el comportamiento
dina´mico de los mismos, su incertidumbre. De ah´ı que sea necesario el tratamiento de
e´stos con otro tipo de herramientas como son los Procesos Estoca´sticos, aprovechan-
do ciertas caracter´ısticas de regularidad que puedan presentar para ser descritos por
modelos probabil´ısticos.
Definicio´n 3.1.0.1 Se define proceso estoca´stico y lo denotaremos por {Xt : t ∈ T},
como un conjunto de variables aleatorias indexadas a una variable t (generalmente la
variable tiempo) que se mueve dentro de un conjunto T . A los valores que Xt puede
asumir se les denomina estados del proceso estoca´stico, y al conjunto de los mismos X,
conjunto de estados.
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Si Xt es un proceso estoca´stico, e´ste puede representar:
el estado de una ma´quina (encendida/apagada) en un instante t
el nu´mero de clientes en una fila de espera en el instante t
el nu´mero de ma´quinas averiadas al final del d´ıa t
el nivel de stock de un determinado producto al final de un d´ıa t
la condicio´n de funcionamiento de un componente en el instante t
Podemos clasificar los procesos estoca´sticos atendiendo a su espacio de estados X, a
la naturaleza del conjunto T y segu´n las caracter´ısticas de las variables aleatorias de las
variables que lo definen.
1. Segu´n el espacio de estados distinguimos entre:
i. Proceso estoca´stico con espacio de estados discreto (cadena): Cuando el con-
junto de estados fuere finito o infinito numerable.
ii. Proceso estoca´stico con espacio de estados continuo: Cuando el espacio de
estados fuere continuo.
2. Segu´n la naturaleza del conjunto T distinguimos entre:
i. Proceso estoca´stico en tiempo discreto: Cuando el conjunto T fuere discreto.
ii. Proceso estoca´stico en tiempo continuo: Cuando el conjunto T fuere continuo.
3. Segu´n las caracter´ısticas de las variables aleatorias que lo definen:
i. Proceso estoca´stico estacionario: Cuando la funcio´n de distribucio´n de las
variables aleatorias que lo definen es independiente de la variable tiempo.
ii. Proceso estoca´stico de Markov o markoviano: Proceso estoca´stico estacionario
que adema´s goza de la propiedad de Markov o de pe´rdida de memoria, esto
es, si el comportamiento futuro es independiente de su pasado y so´lo depende
del estado actual. De hecho, en un proceso de Markov es irrelevante cualquier
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informacio´n sobre los estados visitados en el pasado o sobre el tiempo de
permanencia en el estado presente. En un proceso estoca´stico las transiciones
entre estados son causadas por la ocurrencia de eventos, por lo que la variable
aleatoria directamente restringida por la propiedad de ausencia de memoria
es el tiempo entre eventos sucesivos y dado que la u´nica variable aleatoria
continua que presenta esta propiedad de ausencia de memoria es la exponen-
cial, en un proceso de Markov en tiempo continuo todos los tiempos entre
eventos consecutivos se distribuyen segu´n una variable aleatoria exponencial.
iii. Proceso estoca´stico semi-markoviano: Se tratata de una generalizacio´n del
modelo markoviano, en el que el tiempo entre eventos puede seguir cualquier
tipo de distribucio´n de probabilidad.
Una de las grandes a´reas de aplicacio´n de los procesos estoca´sticos la podemos en-
contrar en la Economı´a y Finanzas, por ejemplo en la valoracio´n de activos, estudio del
riesgo de inversio´n, en el problema del seguro-reaseguro, etc.
Como una de las figuras principales en esta a´rea se puede citar a Louis Bache-
lier (1900), quien mostro´ en su tesis “Teor´ıa de la Especulacio´n” que los mercados
financieros esta´n dominados por leyes probabil´ısticas, siendo la distribucio´n de los precios
especulativos de tipo gaussiana. Introduce el concepto de “Movimiento browniano”, la
generalizacio´n en tiempo continuo del recorrido aleatorio.
Definicio´n 3.1.0.2 Un movimiento browniano esta´ndar W = (Wt)t≥0 es un proceso
estoca´stico con valores reales que satisface las siguientes condiciones:
1. W comienza casi seguramente en 0, es decir W0 = 0
2. W tiene incrementos independientes:
para cualquier particio´n 0 ≤ t0 < t1 < ... < tn < ... y cualquier k, las variables
aleatorias Wt1 −Wt0 ,Wt2 −Wt1 , ...,Wtk −Wtk−1 son independientes
3. W tiene incrementos de Gauss (normales), es decir, para cualquier t > 0, Wt se
distribuye Normal de media 0 y varianza t
4. W tiene, casi seguramente, recorridos muestrales continuos
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Probo´ que el comportamiento de los precios de mercado era muy similar al que
presentaban pequen˜as part´ıculas suspendidas en un fluido. De este modo se establecio´ un
v´ınculo entre el comportamiento econo´mico y los procesos estudiados por Einstein. Nace
as´ı la conexio´n entre el movimiento browniano y las finanzas. Este hecho llevo´ a la
realizacio´n de grandes avances en Economı´a durante 50 an˜os.
Aunque la condicio´n 4 de la definicio´n anterior indica que los recorridos muestrales
de W son continuos casi seguramente, muestran un comportamiento erra´tico.
Lema 3.1.0.2 Sea W un movimiento browniano esta´ndar, entonces casi seguramente,
sus recorridos muestrales son diferenciables por doquier.
Del lema anterior se pueden deducir las dos siguientes conclusiones:
1. W tiene variacio´n no acotada sobre todo intervalo I ⊆ R, es decir:
sup
T
n∑
i=1
∣∣Wti(ω)−Wti−1(ω)∣∣ =∞
para casi todo ω ∈ Ω, siendo T una posible particio´n {t0, ..., tn} de I y el supremo
tomado sobre todas las posibles particiones.
2. La teor´ıa de integracio´n esta´ndar para funciones con variacio´n acotada no funciona
correctamente, es decir:
∫ t
0
Ys(ω)dWs(ω)
para algu´n proceso estoca´stico (Yt) no tiene significado inmediato.
El siguiente resultado indica que el movimiento browniano esta´ndarW tiene variacio´n
cuadra´tica finita.
Teorema 3.1.0.10 Si en la definicio´n del movimiento browniano esta´ndar W , se cam-
biase la condicio´n 3 por
∀t,Wt ∼ N(0, σ2t), σ > 0
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Entonces para n→∞
n∑
i=1
∣∣Wti −Wti−1∣∣2 →L2 σ2t
donde {t0, ..., tn} es una particio´n arbitraria de [0, t] tal que supi |ti − ti−1| → 0 y la
convergencia en L2 (Ω,F , P ).
Las condiciones anteriores junto con alguna condicio´n extra sobre las particiones
lleva a poder reemplazar la convergencia cuadra´tica a una convergencia casi seguro.
Este teorema es la clave para el desarrollo de una nueva teor´ıa de la integracio´n, el
ca´lculo de Itoˆ, que da un significado para los denominados integrandos predictibles.
Varias razones conducen a que el modelo del movimiento browniano sea un buen
candidato natural para datos financieros, en particular para el mercado de capitales.
Si se simulan datos de un movimiento browniano, puede observarse el comportamien-
to erra´tico del mismo, que se parece a la realidad de los mercados, ello se debe a que
Wt se obtiene mediante un nu´mero grande de pequen˜os impulsos independientes. Estos
impulsos se consideran cambios de precio pequen˜os que proviene de un gran nu´mero de
intercambios.
El algoritmo de simulacio´n del movimiento browniano esta´ndar es el siguiente:
Input: δ, n.
Inicializacio´n: W0 = 0, t0 = 0.
for j = 1, ..., n do
tj = tj−1 + δ
Simular Z de una distribucio´n N(0, 1)
Wj =Wj−1 + Z
√
δ
Output: n valores correspondientes al movimiento browniano
esta´ndar (t1, t2, ..., tn)
Figura 3.1: Algoritmo de simulacio´n del movimiento browniano esta´ndar.
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La siguiente figura nos muestra una trayectoria browniana:
100 200 300 400 500 600 700 800 900 1000
−8
−6
−4
−2
0
2
4
6
8
10
12
Trayectoria Browniana
Figura 3.2: Trayectoria browniana
Al mismo tiempo que Bachelier realizaba sus trabajos sobre el Movimiento brown-
iano, Filip Lundberg publico´ en 1903 su tesis doctoral que se considera el fundamento
matema´tico del seguro de no vida. Establecio´ un modelo de riesgo en el que utilizaba
como elemento modelizador el proceso homoge´neo de Poisson.
Definicio´n 3.1.0.3 El proceso de contaje N = (Nt)t es un proceso homoge´neo de Pois-
son con tasa (razo´n o intensidad) λ > 0 si:
1. N0 = 0, c.s.
2. N tiene incrementos estacionarios independientes
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3. ∀ 0 ≤ s < t <∞, Nt −Ns ∼ P (λ(t− s)), es decir,
P [Nt −Ns = k] = e−λ(t−s) (λ(t− s))
k
k!
, k ∈ N
En un proceso de Poisson homoge´neo de razo´n λ los tiempos de llegada entre eventos
sucesivos son exponenciales con razo´n λ, (media 1/λ).
Para generar los primeros n eventos de un Proceso de Poisson homoge´neo, generamos
exponenciales independientes Xi ∼ exp(λ) con 1 ≤ i ≤ n:
Primer evento al instante X1
Evento j-e´simo al instante X1 + ...Xj , con 1 ≤ j ≤ n
Para generar los eventos en las primeras T unidades de tiempo, se van obteniendo
sucesivamente eventos hasta que X1+X2+ ...+Xj+1 + 1 excede a T . Denotaremos por
l al nu´mero de eventos y S(l) = X1+X2+ ...+Xl al instante en que acontece el evento
l. As´ı, el algoritmo de simulacio´n del Proceso de Poisson homoge´neo es el siguiente:
Input: T
Inicializacio´n: t = 0, l = 0.
while true do
Generar u ∼ U(0, 1)
if t− log(u)/λ > T then stop
else
t = t− 1λ log(u)
l = l + 1
S(l) = t
end
end
Output: Valores correspondientes al proceso de Poisson
homoge´neo
Figura 3.3: Algoritmo de simulacio´n del proceso de Poisson homoge´neo.
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Un ejemplo de trayectoria poissoniana es el siguiente:
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Figura 3.4: Trayectoria t´ıpica de un proceso de Poisson homoge´neo
La similitud entre las definiciones de movimiento browniano y Proceso de Poisson
homoge´neo es grande. Ambos procesos son procesos de Le´vy. Como sigue.
Definicio´n 3.1.0.4 X = (Xt)t es un proceso de Le´vy cuando:
1. X tiene trayectorias continuas a la derecha con l´ımite a la izquierda
2. X0 = 0 y tiene incrementos independientes, es decir, considerados los instantes
0 < t1 < t2 < ... < tn, las variables aleatorias Xt1 , Xt2 −Xt1 , ..., Xtn −Xtn−1 son
independientes
3. La distribucio´n del incremento Xt −Xs es homoge´nea en el tiempo, es decir, de-
pende u´nicamente de la diferencia t− s
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Pero la diferencia fundamental entre ambos, es el comportamiento del recorrido
muestral, ya que en el caso del movimiento browniano es continuo y el de Poisson
homoge´neo es un proceso de saltos.
El intere´s por un mayor estudio de la dina´mica de las series financieras y por la
elaboracio´n de diversos modelos probabil´ısticos para la explicacio´n de las variaciones de
los mismos ha crecido significantemente desde la publicacio´n de los trabajos de Kendall
en 1953, Black, Scholes y Merton, entre otros.
Black y Scholes (1973), con la contribucio´n posterior de Merton (1973), obtuvieron,
a principios de los an˜os 70 del pasado siglo, una fo´rmula para la determinacio´n de los
precios de las opciones, basa´ndose en la te´cnica de Integracio´n Estoca´stica desarrollada
por Kiyosi Itoˆ y culminada por la escuela francesa.
El gran avance en la matematizacio´n de la teor´ıa econo´mica y en la aplicacio´n de
los procesos estoca´sticos a la hora de modelizar situaciones enmarcadas dentro del a´rea
econo´mica ha fomentado el estudio del problema del seguro, diversificacio´n de carteras,
valoracio´n de activos, etc.
3.2. Conceptos matema´ticos
En este apartado, se introducen algunos conceptos matema´ticos relacionados con los
procesos estoca´sticos.
Definicio´n 3.2.0.5 (Proceso de Markov (MP)). Un proceso estoca´stico {Xt, t ∈ T}, se
dice proceso de Markov (o proceso markoviano) si
P [Xtn+1 = xn+1|Xt1 = x1, Xt2 = x2, ..., Xtn = xn] =
= P [Xtn+1 = xn+1|Xtn = xn]
cualesquiera que sean n ∈ N y t1 < t2 < ... < tn < tn+1.
Esta condicio´n se conoce como Propiedad markoviana.
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Un proceso markoviano de espacio de estados discreto es conocido como Cadena de
Markov, pudiendo ser en tiempo discreto (DTMC) o en tiempo continuo (CTMC).
Definicio´n 3.2.0.6 (Proceso de renovacio´n markoviano (MRP)). Un proceso bivariado
(Z, S) = (Zn, Sn)n∈N es un proceso de renovacio´n markoviano con espacio de fases
(contable) I y nu´cleo Q = (Q(t))t∈R+ donde Q(t) = (Qij(t))i,j∈I es una familia de
funciones de sub-distribucio´n tal que
∑
j∈I Qij(t) es una funcio´n de distribucio´n, para
todo i ∈ I, si es un proceso de Markov en I × R+ tal que S0 = 0 y
Qij(t) = P [Zn+1 = j, Sn+1 − Sn ≤ t|Zn = i, Sn = s]
para todo n ∈ N, i, j ∈ I y s, t ∈ R+
Otra forma de definir un proceso de renovacio´n markoviano es a trave´s de su nu´cleo
subyacente, que separa las probabilidades de transicio´n subyacentes de la distribucio´n
de los tiempos de permanencia en los estados entre transiciones.
De la definicio´n de un MRP, se sigue que si (Z, S) es un MRP con nu´cleo Q, entonces
Z es una DTMC con matriz de probabilidades de transicio´n de un paso P = Q(∞) con
pij = Qij(∞) = P [Zn+1 = j|Zn = i]
denotando la probabilidad de que si en la fase de transicio´n anterior nos encontra´bamos
en i en la siguiente fase nos encontremos en j.
Por otra parte, condicionando a que la siguiente fase sea j, es decir, dado que el
proceso hace una transicio´n de la fase i a la fase j, entonces la cantidad de tiempo en la
cual el proceso se encuentra en la fase i antes de pasar a j tiene funcio´n de distribucio´n
F(i,j)(t) = P [Sn+1 − Sn ≤ t|Zn = i, Zn+1 = j] =
Qij(t)
Qij(∞)
donde, por convenio se considerara´ F(i,j)(t) = 1 para todo t ∈ R+ siempre que pij = 0.
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Esto conduce a que
Qij(t) = pijF(i,j)(t), t ∈ R+
para todo i, j ∈ I y diremos que el MRP(Z, S) tiene nu´cleo subyacente (P ,F ) donde
P = (pij)i,j∈I es una matriz estoca´stica de probabilidades de transicio´n y F = (Fij)i,j∈I
es una matriz de funciones de distribucio´n de variables aleatorias no negativas tales que
si pij = 0 entonces F(i,j)(t) = 1, con t ∈ R+. De este modo el MRP queda completamente
caracterizado por su nu´cleo subyacente.
Esta caracterizacio´n nos permite simular un MRP (Z, S) con espacio de estados
ordenado I, isomorfo a algu´n intervalo acotado o no de Z, y nu´cleo subyacente (P ,F ).
Basta con simular una DTMC Z con espacio de estados I y una secuencia S = (Sn)n∈N
de tal manera que Z tenga asociada una matriz de probabilidades de transicio´n P y,
condicional a que Zn = i y Zn+1 = j, el intervalo de tiempo entre la n-e´sima y la
(n + 1)-e´sima transiciones de fase Hn+1 = Sn+1 − Sn tenga distribucio´n F(i,j)(·) y sea
independiente de (Zk, Sk)k<n. De hecho, el siguiente procedimiento nos conduce a una
secuencia (Z,N) = (Zn, Sn)n∈N para la cual
Qij(t) = P [Zn+1 = j, Sn+1 − Sn ≤ t|Zn = i] =
= P [Zn+1 = j|Zn = i]P [Sn+1 − Sn ≤ t|Zn = i, Zn+1 = j] = pijF(i,j)(t)
es decir, un MRP con nu´cleo subyacente (P ,F ).
Para el algoritmo utilizaremos dos secuencias de variables aleatorias independientes
Uniformes en el intervalo (0, 1), (Un)n∈N y (Vn)n∈N definidas en dos espacios de pro-
babilidad independientes Λ1 = (Ω1,F1, P1) y Λ2 = (Ω2,F2, P2) respectivamente y cons-
truiremos (Z, S) en el espacio de probabilidad producto Λ1 × Λ2.
Concretamente, para ω = (ω1, ω2) ∈ Ω, usamos (Un)n∈N para construir Z(ω1) en Λ1
como sigue:
Z0 = p−1(U0(ω1))
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Zn+1(ω1) = [pZn(ω1),.]
−1(Un+1(ω1)), n ∈ N
donde p denota el vector de probabilidad de fase inicial.
Al mismo tiempo, las secuencias (Zn(ω1)) y (Vn(ω2)) se usan para generar H(ω) =
(Hn(ω))n∈N+ como sigue
Hn+1(ω) = [F(Zn,Zn+1)(ω1)]
−1(Vn+1(ω2)), n ∈ N
Finalmente, la secuencia de renovacio´n S(ω) se obtiene haciendo:
S0 = 0
Sn+1(ω) = Sn(ω) +Hn+1(ω), n ∈ N
Por construccio´n 1 tenemos que Z0 tiene como vector de probabilidades p, Zn+1|Zn =
i tiene como vector de probabilidad pi,. para n ∈ N y [Hn+1|Zn = i, Zn+1 = j] tiene
funcio´n de distribucio´n F(i,j)(·) para n ∈ N.
Adema´s, como para cada n ∈ N, (Un+1, Vn+1) es independiente de (U0, (Um, Vm)m=1,2,...,n),
se tiene que, dada Zn, (Zn+1, Sn+1−Sn) es independiente de (Zk, Sk)k<n y as´ı, el proceso
(Z, S) es un MRP con nu´cleo subyacente (P ,F ).
Lo anterior nos conduce al siguiente algoritmo de simulacio´n.
1Se utiliza el siguiente resultado conocido: Si F es una funcio´n de distribucio´n arbitraria y U es
una v.a. U(0, 1), entonces F−1(U) es una v.a. con funcio´n de distribucio´n F , es decir: U ∼ U(0, 1) ⇒
F−1(U) ∼ F
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Input: Secuencias independientes de v.as. independientes U(0,1):
(Un)n∈N+ , (Vn)n∈N+ y N ∈ N+.
Z0 = p−1(U0)
S0 = 0
for n = 0..., N − 1 do
Zn+1 = [pZn,.]
−1(Un+1)
Sn+1 = Sn + [F(Zn,Zn+1)]
−1(Vn+1)
end for
Output: (Zn, Sn)0≤n<N
Figura 3.5: Algoritmo de simulacio´n de un MRP v´ıa su nu´cleo subyacente (P ,F ) y el
vector inicial de probabilidad de fase p.
Finalmente, se expondra´ otra formulacio´n alternativa de los MRP, en esta ocasio´n
a trave´s de la caracterizacio´n v´ıa nu´cleo de tasa de fallo (failure rate kernel). Sea W
un MRP con espacio de fases I y nu´cleo Q, tal que Qij(t) son absolutamente continuas
para todos i y j. Entonces, q = (q(t))t∈R+ con q(t) = (qij(t))i,j∈I tal que
qij(t) =
dQij(t)
dt
se denomina nu´cleo de densidades de W y
qi(t) =
∑
j∈I
qij(t)
denota la densidad del tiempo necesario para la transicio´n desde i. Adema´s, si denotamos
por
rij(t) =
qij(t)
1−∑l∈I Qil(t)
entonces R = (R(t))t∈R+ con R(t) = (rij(t))i,j∈I , se conoce como nu´cleo de tasa de fallo
de W y
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ri(t) =
∑
j∈I
rij(t) =
qi(t)
1−∑l∈I Qil(t)
denota la tasa de fallo en el instante t del tiempo necesario para que la transicio´n desde
i tenga lugar. En este caso, como ri(t) caracteriza a qi(t) (ya que
qi(t) = ri(t) exp
{
−
∫ t
0
ri(s)ds
}
-Ver Kalbfleisch y Prentice (1980)-), se sigue que rij(t) caracteriza a qij(t) ya que
qij(t) = rij(t) exp
{
−
∫ t
0
ri(s)ds
}
, i, j ∈ I, t ∈ R+
De esta manera, el MRP queda completamente caracterizado por su nu´cleo de tasa
de fallo.
A continucio´n definiremos el concepto de proceso semi-markoviano.
Definicio´n 3.2.0.7 (Proceso semi-markoviano (SMP)) Un proceso W = (Wt)t∈R+ es
un proceso semi-markoviano con espacio de estados I y nu´cleo Q (o admitiendo un
nu´cleo subyacente (P ,F )) si
Wt = Zn, Sn ≤ t < Sn+1
para algu´n MRP (Z, S) con espacio de fases I y nu´cleo Q (nu´cleo subyacente (P ,F ))
Obse´rvese que si (Z, S) es un MRP con espacio de fases I y nu´cleo Q (nu´cleo sub-
yacente (P ,F )), y se tiene
Wt = Zn, Sn ≤ t < Sn+1
entoncesW es un SMP con espacio de estados I y nu´cleo Q (nu´cleo subyacente (P ,F )).
Rec´ıprocamente, si W es un SMP con espacio de estados I y ponemos S0 = 0, Z0 =W0
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y 
Sn+1 = ı´nf {t ≥ Sn :Wt 6=Wt−}
Zn+1 =WSn+1
para n = 0, 1, 2, ..., entonces (Zn, Sn)n∈N es un MRP con espacio de fases I. Adema´s,
si Q ((P ,F )) denota el nu´cleo (nu´cleo subyacente) de (Zn, Sn)n∈N, entonces W admite
un nu´cleo (nu´cleo subyacente) Q ((P ,F )), denominado nu´cleo natural de W .
La forma ma´s habitual de describir un SMP es a trave´s de su nu´cleo subyacente. El
SMP comienza en una fase i con probabilidad pi y cambia de fase de acuerdo con una
matriz de probabilidades de transicio´n P . Se mueve a la fase k despue´s de haber entrado
en j con probabilidad pjk, independientemente de los cambios de fase anteriores. Antes
de pasar de j a k, el proceso permanece un tiempo aleatorio de tiempo en j, que es
independiente de los tiempos anteriores de permanencia en fases y de las transiciones
de fase anteriores, y tiene como funcio´n de distribucio´n F(j,k)(t). Si el SMP tiene nu´cleo
Q, entonces pjk = Qjk(∞) y F(j,k)(t) = Qjk(t)/pjk siempre que pjk > 0.
A continuacio´n presentamos un algoritmo de simulacio´n de trayectorias de un SMP
en un intervalo de tiempo dado [0, t] v´ıa caracterizacio´n del mismo a trave´s de su nu´cleo.
Dicho algoritmo proporciona una secuencia de estados visitados (j0, j1, ..., jk) y una
secuencia de tiempos (instantes) en los que se producen los saltos (s0, s1, ..., sk) con
sk ≤ t < sk+1.
Input: Q, P = Q(∞), t.
Paso 1. k = 0, s0 = 0, j0= estado inicial.
Paso 2. Muestrear la v.a. J de acuerdo con una distribucio´n de
Poisson(jk, .)
Paso 3. Muestrear la v.a. X ∼ Fjk,jk+1(·) y hacer x = X(ω)
Paso 4. k = k + 1, sk = sk−1 + x. Si sk ≥ t entonces finalizar.
Paso 5. jk = jk+1 y continuar en el Paso 2
Output: (j0, s0, j1, s1, ..., jk, sk)
Figura 3.6: Algoritmo de simulacio´n de trayectorias de un SMP e un intervalo de tiempo
dado [0, t] v´ıa caracterizacio´n del mismo a trave´s de su nu´cleo.
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Cap´ıtulo 4
Aplicaciones de los procesos
estoca´sticos en Seguros
4.1. Introduccio´n
El modelo cla´sico de ruina de Crame´r-Lundberg, tiene su origen en la tesis doctoral
de Filip Lundberg de 1903. En este trabajo Lundberg estudio´ el problema del reaseguro
colectivo y utilizo´ el proceso compuesto homoge´neo de Poisson.
En 1930 Harald Crame´r retomo´ las ideas originales de Lundberg y las formalizo´ en
el contexto de los procesos estoca´sticos.
El modelo original es:
X(t) = X(0) + ct−
Nt∑
n=1
Yn (4.1)
con c > 0, X(0) ≥ 0.
Siendo X(0) el capital inicial, c la prima del seguro, que se asume constante, Yj la
cantidad de la j-e´sima reclamacio´n y Nt es un proceso homoge´neo de Poisson que repre-
senta el nu´mero de reclamaciones que han ocurrido hasta el instante t. Las reclamaciones
Yj se suponen variables aleatorias independientes y positivas que son independientes del
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proceso Nt y con distribucio´n F , tal que F (0) = 0 y cuya media µ es finita.
Si la llegada de la n-e´sima reclamacio´n se denota por Sn, entonces:
Nt = sup {n ≥ 1 : Sn ≤ t} , t ≥ 0
Los intervalos entre las reclamaciones Tk = Sk−Sk−1, k = 2, 3, ... son v.as.i.i.d. segu´n
una exponencial de para´metro λ con media finita.
El total de las reclamaciones hasta el instante t viene dado por
S(t) =
Nt∑
n=1
Yn
v.a. que se conoce como Poisson compuesta. Su distribucio´n es:
Gt(x) = P [S(t) ≤ x] =
∞∑
n=0
e−λt
(λt)n
n!
Fn
∗
(x)
con x, t ≥ 0 y siendo Fn∗ la n-e´sima convolucio´n de F con F 0∗ la funcio´n de distribucio´n
de la medida de Dirac en 0.
El tiempo hasta la ruina se define como:
T = ı´nf {t > 0 : X(t) ≤ 0} (4.2)
donde ı´nf ∅ =∞.
La probabilidad de ruina en el intervalo [0, t] o probabilidad de ruina en horizonte
finito se define como:
ψ(u, t) = P [T ≤ t|X(0) = u] (4.3)
y la probabilidad de ruina en horizonte infinito o simplemente probabilidad de ruina:
ψ(u) = l´ım
t→∞ψ(u, t) = l´ımt→∞P [T ≤ t|X(0) = u] = P [T <∞|X(0) = u] (4.4)
Se prueba en Teor´ıa Matema´tica del Seguro que bajo la condicio´n de beneficio neto
c− λµ > 0, entonces:
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l´ım
u→∞ψ(u) = 0
En el planteamiento de Crame´r y Lundberg esta condicio´n se supone siempre y es
equivalente a decir que en media se obtiene un mayor ingreso por las primas que pe´rdidas
por reclamaciones.
Definicio´n 4.1.0.8 El proceso ba´sico de Crame´r-Lundberg se describe como
X(t) = X(0) + (1 + υ)λµt− S(t)
donde λµt = E [S(t)] y υ = c(λµ)−1 > 0 es el denominado “margen de seguridad o
solvencia” que garantiza la supervivencia.
Teorema 4.1.0.11 Dado un modelo de riesgo de Crame´r-Lundberg, entonces
1− ψ(u) = (1− ρ)
∞∑
n=0
ρnFn
∗
I (u), u ≥ 0
donde ρ = λµ/c < 1 y la cola integrada de la funcio´n de distribucio´n FI se define como:
FI(x) =
1
µ
∫ x
0
F¯ (y)dy, x ≥ 0
siendo F¯ = 1− F para cualquier funcio´n de distribucio´n F concentrada en [0,∞).
Debido a que ψ(u) se expresa como una funcio´n de distribucio´n compuesta, ello tiene
consecuencias notables tanto anal´ıticas como nume´ricas. En particular, la suma dada es
de tipo geome´trico.
El proceso de Poisson compuesto con desplazamiento tal y como se describe en (4.1),
no es comprensible y no tiene en cuenta por ejemplo, el incremento de primas no lineales
del capital debido a una posible inversio´n o a la inflacio´n y a pagos de dividendos de los
accionistas. Sin embargo, este tipo de procesos son los bloques ba´sicos de construccio´n
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de cualquier proceso Y de Le`vy (sin componente browniana) en el sentido que Y es el
l´ımite (con respecto a la convergencia sobre intervalos compactos) de una sucesio´n Y (n)
de procesos de Poisson compuestos con desplazamiento.
Las condiciones subyacentes del modelo de Crame´r-Lundberg son claramente vio-
ladas en la pra´ctica, por ejemplo, puede ocurrir que las reclamaciones lleguen en clusters.
Los actuarios introducen la nocio´n de tiempo operativo. El proceso de llegada de las
reclamaciones (Nt)t se modela como un proceso de Poisson no homoge´neo con medida de
intensidad Λ(t), por ejemplo, el proceso tiene incrementos independientes para 0 ≤ s < t,
entonces Nt −Ns ∼ P (Λ(t)− Λ(s)). Esta situacio´n se aproxima ma´s a la realidad.
Entonces, para reducirse al caso homoge´neo basta un cambio de escala temporal
N˜t = N
(
Λ−1(t)
)
As´ı, N˜ es un proceso de Poisson homoge´neo.
En e´pocas ma´s recientes, consideraciones acerca del tiempo operativo en la medicio´n
estoca´stica de las finanzas pueden verse en Clark (1973), Picter (1997) y German y
Ane´ (1996), entre otros.
El objetivo principal de la Teor´ıa de la Ruina es obtener fo´rmulas o aproximaciones
de la probabilidad de ruina en los diferentes modelos de riesgo, ve´ase Seal (1978), Gerber
(1979) y Ramsay (1992).
En este contexto es de intere´s el denominado “Coeficiente de Lundberg”. Si se con-
sidera el modelo cla´sico tal y como se definio´ (4.1), entonces la familia
{
r ∈ R,mY (r) = E
[
erY
]}
es una familia de martingalas 1 exponenciales parame´tricas asociada al proceso (4.1).
Definicio´n 4.1.0.9 (Filtracio´n) Una familia F = (Ft)t de σ-a´lgebras sobre (Ω,F) se
dice una filtracio´n si Ft ⊂ F para todo t ≥ 0, y para todo s ≤ t, Fs ⊂ Ft.
1Se definira´n en la Definficio´n 4.1.0.11
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Y se dice que la filtracio´n es continua a la derecha si
Ft+ :=
⋂
s>t
Fs = Ft (4.5)
Definicio´n 4.1.0.10 Un proceso estoca´stico X = (Xt)t se dice adaptado a F , o F-
adaptado si Xt es Ft-medible para todo t ≥ 0. La filtracio´n natural de X, denotada por
FX , es la mı´nima filtracio´n para la cual X es adaptado.
La interpretacio´n usual de la filtracio´n natural FX = (FXt )t, es la de una filtracio´n
que contiene toda la informacio´n disponible de las variables aleatorias (Xs)s≤t.
Definicio´n 4.1.0.11 (Martingala). Un proceso estoca´stico M = (Mt)t sobre el espacio
de probabilidad filtrado (Ω,F , F,P) es una F -martingala (submartingala 2, supermartin-
gala respectivamente) si
1. M es F -adaptado, integrable y
2. ∀ 0 ≤ s ≤ t: E [Mt|Fs] = (≥,≤)Ms, c.s. en P.
Es de intere´s en las aplicaciones en Seguros y Finanzas los Teoremas de Parada y de
convergencia de la Martingala que se expondra´n a continuacio´n.
Definicio´n 4.1.0.12 Un tiempo de parada T es una v.a. con valores en [0,∞] tal que
∀t ≥ 0, entonces {T ≤ t} ∈ Ft.
A la σ-a´lgebra
{A ∈ F : A ∩ {T ≤ t} ∈ Ft,∀t ≥ 0} (4.6)
se le denomina σ-a´lgebra parada con respecto a T .
Teorema 4.1.0.12 (Teorema de parada de la Martingala). Sea M una F -martingala
(submartingala, supermartingala) y T un tiempo de parada en F . Supo´ngase que F es
continua a la derecha. Entonces tambie´n el proceso estoca´stico parado (MT∧t : t ≥ 0) es
2Se dice queM es martingala (submartingala, supermartingala) si es una martingala (submartingala,
supermartingala) con respecto a la filtracio´n natural.
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una F -martingala (submartingala, supermartingala), donde T ∧ t indica el mı´nimo entre
t y T .
Adema´s, para todo t ≥ 0, E [Mt|Ft] = (≤,≥)MT∧t.
Una consecuencia importante del teorema anterior es la siguiente:
E [Mt|Ft] = (≤,≥)E [M0]
En diferentes aplicaciones puede representarse T ∧t por T . Este resultado no es cierto
en general, se necesitan condiciones extra de integrabilidad uniforme.
El siguiente teorema es crucial en teor´ıa de martingalas:
Teorema 4.1.0.13 (Teorema de la convergencia de la martingala) Sea M una F - su-
permantingala tal que
sup
t≥0
E[M−t ] <∞
Si F es continua a la derecha, entonces
M∞ = l´ım
t→∞Mt
existe c.s. en P, adema´s E[M∞] <∞
La consecuencia inmediata es que todas las martingalas positivas (o quiza´s negativas)
convergen casi seguramente.
Son importantes las siguientes martingalas relacionadas con el movimiento brow-
niano y el proceso de Poisson homoge´neo para la informacio´n sobre las probabilidades
de ruina.
Proposicio´n 4.1.0.1 Se tienen los siguientes resultados:
1. Sea N un proceso homoge´neo de Poisson con intensidad λ > 0, entonces
(Nt − λt)t
es una martingala.
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2. Conside´rese el modelo de Crame´r-Lundberg y sea
θ(r) = λ
(
E
[
erY − 1])− cr
para aquellos valores de r para los que la esperanza exista. Entonces:
(Mr(t))t = (exp {−rX(t)− θ(r)t})t
es una martingala.
Esta proposicio´n, junto con el teorema de parada, es importante para la informacio´n
sobre las probabilidades de ruina que veremos ma´s adelante.
Proposicio´n 4.1.0.2 Sea W = (Wt)t un movimiento browniano esta´ndar, entonces,
1. W y W 2t − t son martingalas.
2. para cualquier µ ∈ R y σ > 0, sea Wµ,σ(t) = µt + σWt 3. Para cada β ∈ R, el
siguiente proceso:
(
exp
{
βWµ,σ(t)− (µβ + σ
2β2
2
})
t
es una martingala asociado al movimiento browniano, llamada “Martingala Expo-
nencial ” o “Martingala de Wald”
La funcio´n
θ(r) = λ
(
E
[
erY − 1])− cr
es estrictamente convexa y cumple θ(0) = 0, θ′(0) = λµ− c < 0 por lo que puede existir
un cierto valor R ∈ R donde la funcio´n θ corte al eje de abcisas pasando de ser negativa
a positiva.
3(Wµ,σ(t)) es denominado movimiento browniano con desplazamiento µ y varianza σ
2
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Definicio´n 4.1.0.13 Sea F la funcio´n de distribucio´n de la cantidad de la reclamacio´n.
Supongamos que existe R ∈ R tal que θ(R) = 0. Entonces se dice que R es el coeficiente
de ajuste o coeficiente de Lundberg del proceso de riesgo (4.1).
Ejemplos t´ıpicos de existencia de ese coeficiente de Lundberg son las distribuciones
exponencial y Gamma, en cambio no existe para distribuciones de Pareto o lognormales.
Supongamos que ese valor R existe, entonces MR(t) = exp {−R (X(t))t} es una
martingala.
Como el tiempo hasta la ruina T es un tiempo de parada para el proceso (X(t))t
podemos aplicar el Teorema 4.1.0.12 y de aqu´ı para t ≥ 0:
E [exp {−RX(r ∧ t)}] = E [exp {−RX(0)}] = e−RX(0)
El lado izquierdo puede acotarse inferiormente por
E [exp {−RX(r ∧ t)} , r ≤ t] = E [exp {−RX(T )}]
donde E [W ;A] =
∫
AWdP .
Usando el teorema de la convergencia mono´tona, t→∞ y X(r) < 0 se obtiene
e−RX(0) ≥ E [exp {−RX(T )}] > P [T <∞]
De aqu´ı la denominada desigualdad de Crame´r-Lundberg para la probabilidad de
ruina en horizonte infinito:
ψ(u) ≤ e−Ru
con u = X(0).
Usando el teorema de renovacio´n de Blackwell, en la versio´n del teorema de reno-
vacio´n clave de Smith, se obtiene el siguiente resultado.
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Teorema 4.1.0.14 Supongamos que R existe y que
∫ ∞
0
xeRxF¯ (x)dx <∞
entonces:
l´ım
u→∞ψ(u)e
Ru =
c− λµ
λm′Y (R)− c
Por tanto, el resultado l´ımite prueba que la desigualdad de Lundberg es asinto´tica-
mente ajustada.
A la aproximacio´n asinto´tica de ψ(u)eRu se le denomina aproximacio´n de Crame´r-
Lundberg.
Existen numerosas aproximaciones de la probabilidad de ruina, como la de Beekman-
Bowers (1969), en la que se usa una distribucio´n Gamma para aproximar la distribucio´n
de la cantidad de las reclamaciones, o la de De Vylder (1996), que aproxima todo el
proceso X por otro ma´s simple de forma que la aproximacio´n de la probabilidad de
ruina es la probabilidad de ruina en el caso exponencial. Un enfoque relativamente
reciente de ca´lculo de aproximaciones a la probabilidad de ruina es el presentado por
Goovaerts (1990), donde se establecen cotas mediante el Ordenamiento de Riesgos. Otro
tipo de aproximaciones surge del uso de te´cnicas no parame´tricas como el remuestreo
(ve´ase Frees (1986)) o la te´cnica de Monte Carlo (ve´ase Beard, Pentika¨inen y Pesonen
(1984)).
Modelos de riesgo como los mencionados han sido estudiados por Reinhard (1984)
y Asmussen (1989). Reinhard (1984) considera una clase de modelos de riesgo en la
cual la frecuencia de las reclamaciones y los montantes a pagar esta´n influidos por un
proceso externo (o proceso “ambiente”) markoviano, Reinhard y Snoussi (2001, 2002)
han analizado la gravedad de la ruina y la distribucio´n del exceso previo a la ruina en
un modelo de riesgo semi-markoviano discreto.
En lo que sigue se ordenara´n tiempos hasta la ruina sin tener una expresio´n expl´ıcita
para la probabilidad de ruina y sin usar aproximaciones de la misma, tal y como se ven´ıa
haciendo cla´sicamente.
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4.2. Dominancia estoca´stica de tiempos de ruina
en procesos de riesgo semi-Markov modulados
Consideremos la siguiente generalizacio´n del modelo cla´sico:
X(t) = X(0) +
∫ t
0
cJ(s)ds−
Nt∑
n=1
Yn (4.7)
donde cj > 0 para todo j, y X(0) ≥ 0.
Siendo X(0) una variable aleatoria que representa el capital inicial; J(s) un proceso
semi-markoviano; cj la prima de seguro cuando el proceso J(s) se encuentra en el estado
j; Yn el montante de la n-e´sima reclamacio´n y Nt un proceso de contaje asociado al
proceso semi-markoviano J que representa el nu´mero de reclamaciones acontecidas hasta
el instante t.
Sea (Sn,Kn) una secuencia markovina asociada al proceso J , donde
Sn = ı´nf {t ≥ 0 : Nt ≥ n} , n ∈ N
representa una secuencia de ocurrencia de eventos y
Kn = J(Sn), n ∈ N
es una cadena de Markov en tiempo discreto e irreducible con espacio de estados I, un
subconjunto numerable de R, matriz de transicio´n P = (Pij)i,j∈I y que representa el
estado visitado en la n-e´sima transicio´n, donde
Jt = Kn, Sn ≤ t < Sn+1
Sea Hn el tiempo entre la (n− 1)-e´sima y la n-e´sima reclamacio´n:
Hn = Sn − Sn−1, n ≥ 1 (4.8)
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De esta forma, el modelo puede ser escrito como:
X(t) = X(0) +
Nt−1∑
n=0
cKnHn+1 + cKNt (t− SNt)−
Nt∑
n=1
Yn (4.9)
donde cj > 0, ∀j ∈ I.
La estructura de dependencia semi-markoviana en consideracio´n es del siguiente tipo:
P [Hn+1 ≤ x, Yn+1 ≤ y,Kn+1 = j|Kn = i, (Hr, Yr,Kr), 0 ≤ r ≤ n] =
= P [H1 ≤ x, Y1 ≤ y,K1 = j|K0 = i] = Qij(x, y) (4.10)
La secuencia Q = (Qij)i,j∈I es el nu´cleo de este proceso.
En este apartado se establecera´n condiciones suficientes para la dominancia estoca´sti-
ca de primer orden entre tiempo de ruina de dos procesos como los descritos en (4.7).
4.2.1. Procesos estoca´sticos supuesto que la cantidad de la indem-
nizacio´n depende del ambiente
Consideremos la siguiente estructura del nu´cleo del proceso de riesgo:
Qij(x, y) = pijFij(x)Gij(y) (4.11)
donde
pij = Qij(∞,∞) = P [Kn+1 = j|Kn = i], n ∈ N+, i, j ∈ I
Fij es la funcio´n de distribucio´n de Hn|(Kn−1 = i,Kn = j), n ∈ N+, i, j ∈ I
Gij es la funcio´n de distribucio´n de Yn|(Kn = i,Kn+1 = j), n ∈ N+, i, j ∈ I
Esto implica que (Y1, Y2, ...) y (H1,H2, ...) son condicionalmente independientes dado
(K0,K1, ...), es decir, condicionalmente independientes dada la evolucio´n del proceso J .
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La parametrizacio´n de este proceso es (c, P, F,G), donde c = (ci)i∈I , P = (pij)i,j∈I ,
F = (Fij)i,j∈I y G = (Gij)i,j∈I .
Teorema 4.2.1.1 Sean X(1) = (X(1)(t))t≥0 y X(2) = (X(2)(t))t≥0 procesos estoca´sti-
cos con parametrizaciones (c(1), P (1), F (1), G(1)) y (c(2), P (2), F (2), G(2)) respectivamente,
como los descritos en (4.7) y (4.11).
Sean J (1)(0) ≤ J (2)(0) y X(1)(0) ≤ X(2)(0).
Deno´tese por
T
(l)
ab = ı´nf
{
t > 0 : X(l)(t) ≤ 0
}
|
(
X(l)(0) = b,K(l)0 = a
)
.
Si
c
(1)
i ≤ c(2)k , ∀i ≤ k (4.12)
P (1) ≤K P (2) (4.13)
F
(1)
ij ≤st F (2)kl , ∀i ≤ k, j ≤ l (4.14)
G
(2)
kl ≤st G(1)ij , ∀i ≤ k, j ≤ l (4.15)
entonces T (1)iu ≤st T (2)jv ∀i ≤ j, u ≤ v.4
Demostracio´n. Sean X(1) y X(2) como en el enunciado. Debemos probar que
T
(1)
iu ≤st T (2)jv para todo i ≤ j, u ≤ v.
Se designa por
(
S
(l)
n ,K
(l)
n
)
a la sucesio´n markoviana de renovacio´n asociada a J (l),
l = 1, 2.
4Sean I y J dos conjuntos contables ordenados y A = (aij)i∈I,j∈J y B = (bij)i∈I,j∈J dos matrices
finitas medibles con ı´ndices en I ×J . Entonces A es menor que B en el sentido de Kalmykov, (A ≤K B)
si y so´lo si
∑
m≥n aim ≤
∑
m≥n bjm ∀i ≤ j.
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Se define:
T
∗(l)
iu = ı´nf
{
S(l)n : X
(l)
S
(l)
n
≤ 0
}
|(X(l)
S
(l)
0
= u,K(l)0 = i), l = 1, 2. (4.16)
Obse´rvese que el hecho de que X(l), l = 1, 2, sea una secuencia no decreciente en[
S
(l)
n , S
(l)
n+1
)
, indica que:
T
(l)
iu = T
∗(l)
iu (4.17)
por lo tanto es suficiente probar que T ∗(1)iu ≤st T ∗(2)jv ∀u ≤ v, i ≤ j.
Sea (
X˜(1)n , X˜
(2)
n
)
un emparejamiento de
X
(1)
S
(1)
n
|X(1)
S
(1)
0
= u y X(2)
S
(2)
n
|X(2)
S
(2)
0
= v
en el espacio producto de probabilidad
Λ = Λ1 × Λ2 = (Ω,F , P ) = (Ω1 × Ω2,F1 ×F2, P1 × P2)
tal que
X˜(1)n (ω) ≤ X˜(2)n (ω) , ∀ω ∈ Ω
y
S˜1n(ω) ≤ S˜2n(ω),∀ω ∈ Ω
siendo S˜(l)n , copia del proceso S
(l)
n , l = 1, 2.
Para su construccio´n se usara´n las siguientes secuencias independientes de variables
aleatorias uniformes e independientes en el intervalo (0, 1): (Un)n∈N+ en Λ1, (Vn)n∈N+ y
(Wn)n∈N+ en Λ2.
Sean K˜(1)0 (ω1) = i y K˜
(2)
0 (ω1) = j.
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En detalle, para l = 1, 2:
K˜(l)n (ω1) =
[
P
(l)
K˜
(l)
n−1,.
]−1
(Un(ω1))) , n ∈ N+, ω1 ∈ Ω1 (4.18)
H˜(l)n (ω) =
[
F
(l)
(K˜
(l)
n−1(ω1),K˜
(l)
n (ω1))
]−1
(Vn(ω2))) , n ∈ N+, ω = (ω1, ω2) ∈ Ω (4.19)
Y˜ (l)n (ω) =
[
G
(l)
(K˜
(l)
n−1(ω1),K˜
(l)
n (ω1))
]−1
(Wn(ω2))) , n ∈ N, ω = (ω1, ω2) ∈ Ω (4.20)
Sean X˜(1)0 = 1 y X˜
(2)
0 = v y:
X˜(l)n (ω) = X˜
(l)
0 +
n−1∑
m=0
c
(l)
K˜
(l)
m
H˜
(l)
m+1(ω)−
n∑
m=1
Y˜ (l)m (ω), (4.21)
n ∈ N, l = 1, 2, ω = (ω1, ω2) ∈ Ω, el proceso de Markov subyacente correspondiente a
(X(l)
S
(l)
n
)n≥0, l = 1, 2.
Usando (4.13), (4.14) y (4.15) se tiene respectivamente, por construccio´n:
K˜(1)n (ω1) ≤ K˜(2)n (ω1) ∀ω1 ∈ Ω1, n ∈ N (4.22)
H˜(1)n (ω) ≤ H˜(2)n (ω) ∀ω = (ω1, ω2) ∈ Ω, n ∈ N (4.23)
y
Y˜ (1)n (ω) ≥ Y˜ (2)n (ω) ∀ω = (ω1, ω2) ∈ Ω, n ∈ N (4.24)
Por otra parte, de (4.12), (4.23) y (4.24) se tiene que:
n∑
m=1
Y˜ (1)m (ω) ≥
n∑
m=1
Y˜ (2)m (ω), ∀ω = (ω1, ω2) ∈ Ω, n ∈ N (4.25)
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S˜(1)n (ω) =
n∑
m=1
H˜(1)m (ω) ≤
n∑
m=1
H˜(2)m (ω) = S˜
(2)
n (ω), ∀ω = (ω1, ω2) ∈ Ω, n ∈ N (4.26)
n−1∑
m=0
c
(1)
K˜
(1)
m
H˜
(1)
m+1(ω) ≤
n−1∑
m=0
c
(2)
K˜
(2)
m
H˜
(2)
m+1(ω), ∀ω = (ω1, ω2) ∈ Ω, n ∈ N (4.27)
lo que conduce a:
X˜(1)n (ω) ≤ X˜(2)n (ω) ∀ω = (ω1, ω2) ∈ Ω, n ∈ N (4.28)
Si se denota por:
T˜
∗(l)
iu = ı´nf
{
S˜(l)n : X˜
(l)
n ≤ 0
}
|(X˜0 = u, K˜(l)0 = i), l = 1, 2 (4.29)
se tiene
T˜
∗(1)
iu (ω) ≤ T˜ ∗(2)jv (ω), ∀i ≤ j, u ≤ v, ω ∈ Ω (4.30)
como se quer´ıa demostrar.
En el caso particular en que el ambiente J fuera markoviano, en particular una
CTMC la parametrizacio´n del proceso (4.7) ser´ıa (c, P, q,G), donde P = (pij)i,j∈I , q
es el vector de tasas de transicio´n desde los estados de J y G = (Gij)i,j∈I . En este
caso, el teorema anterior tiene una aplicacio´n inmediata, es suficiente con hacer notar
que la condicio´n F (1)ij ≤st F (2)kl , ∀i ≤ k, j ≤ l se traduce en una condicio´n sobre los
vectores de tasas de transicio´n desde los estados q(2)k ≤ q(1)i ∀i ≤ k, es decir, la funcio´n
de distribucio´n de H(l)n |
(
K
(l)
n−1 = i,K
(l)
n = j
)
, l = 1, 2, que se ha denotado por F (l)ij ,
l = 1, 2 tiene en este caso la siguiente expresio´n: F (l)ij (x) = q
(l)
i e
−q(l)i x para l = 1, 2.5
De esta manera, se considerara´n dos procesos X(1) y X(2) como los descritos en
(4.7) con parametrizaciones (c(1), P (1), q(1), G(1)) y (c(2), P (2), q(2), G(2)) respectivamente
5Distribucio´n exponencial de intensidad q
(l)
i y la distribucio´n decrece estoca´sticamente en el sentido
usual con el valor de la intensidad
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y entonces, el resultado que se tiene para este caso particular, se enuncia en el siguiente
corolario.
Corolario 4.2.1.1 Sean X(1) = (X(1)t )t≥0 y X(2) = (X
(2)
t )t≥0 procesos estoca´sticos con
parametrizaciones (c(1), P (1), q(1), G(1)) y (c(2), P (2), q(2), G(2)) respectivamente como los
descritos en (4.7), con ambientes J (1) y J (2) siendo e´stos CTMCs con espacio de estados
I, matrices de probabilidad de transicio´n subyacentes P (1) y P (2) y vectores de tasas de
transicio´n desde los estados q(1) y q(2), respectivamente.
Sean J (1)(0) ≤ J (2)(0), y X(1)(0) ≤ X(2)(0).
Se denota por
Tab = ı´nf {t > 0 : X(t) ≤ 0} |
(
X(l)(0) = b,K(l)0 = a
)
.
Entonces si
c
(1)
i ≤ c(2)k , ∀i ≤ k (4.31)
P (1) ≤K P (2) (4.32)
q
(2)
k ≤ q(1)i ∀i ≤ k (4.33)
G
(2)
kl ≤st G(1)ij , ∀i ≤ k, j ≤ l (4.34)
se tiene que T (1)iu ≤st T (2)jv ∀i ≤ j, u ≤ v.
Demostracio´n. Es consecuencia directa del Teorema 4.2.1.1.
Para el caso particular en que ambos procesos tuvieran la misma matriz de transicio´n
P se pueden relajar las condiciones del Teorema 4.2.1.1 e imponer condiciones que so´lo
involucren a un par de estados (i, j) tales que Pij > 0, de la manera siguiente.
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Corolario 4.2.1.2 Sean X(1) = (X(1)t )t≥0 y X(2) = (X
(2)
t )t≥0 procesos estoca´sticos
con parametrizaciones (c(1), P, F (1), G(1)) y (c(2), P, F (2), G(2)) respectivamente, como los
descritos en (4.7) y (4.11). Si
c
(1)
j ≤ c(2)j , ∀j (4.35)
y para cada par (i, j) tal que Pij > 0
F
(1)
ij ≤st F (2)ij (4.36)
G
(2)
ij ≤st G(1)ij (4.37)
entonces
T
(1)
iu ≤st T (2)iv ∀u ≤ v.
Demostracio´n. El resultado se deriva de la construccio´n usada en la demostracio´n
de Teorema 4.2.1.1 teniendo en cuenta que en este caso se tiene que K˜(1)n (ω1) = K˜
(2)
n (ω1),
∀n ∈ N, ω1 ∈ Ω1. Este hecho nos permite concluir (4.23) y (4.24) usando (4.36) y (4.37)
en vez de (4.14) y (4.15). El resto de la demostracio´n es ana´loga.
Una aplicacio´n sencilla
En esta seccio´n se analiza el caso en que el proceso de contaje Nt se identifica con
el proceso semi-markoviano J cuyo espacio de estados es {0, 1, 2...} y cuya matriz de
probabilidades de transicio´n P es una matriz determin´ıstica, en la cual la probabilidad
de ir de un estado n al estado n+ 1 es 1.
Sea (S(l)n )n≥0 un proceso estoca´stico con
0 = S(l)0 < S
(l)
1 < ...
tal que
H(l)n = S
(l)
n − S(l)n−1, n ∈ N+, l = 1, 2
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son variables aleatorias independientes con funcio´n de distribucio´n
F (l)n , l = 1, 2
y sea
N
(l)
t = sup
{
n ≥ 0 : S(l)n ≤ t
}
, t ≥ 0, l = 1, 2
el proceso de contaje.
Sea (Y (l)j ), j ∈ N, l = 1, 2 una sucesio´n de variables aleatorias independientes con
distribucio´n (G(l)j ), j ∈ N+, l = 1, 2. Sean H(l)n , G(l)n independientes ∀n ∈ N+.
Consideremos el proceso (X(l)(t))t≥0 con parametrizacio´n (c(l), F (l), G(l)) con l = 1, 2
definido como sigue:
X(l)(t) = X(l)(0) + c(l)t−
N
(l)
t∑
j=1
Y
(l)
j (4.38)
con c(l) > 0, X(l)(0) ≥ 0, y se define
T (l)u = ı´nf
{
t ≥ 0 : X(l)(t) ≤ 0
}
|X(l)(0) = u (4.39)
Teorema 4.2.1.2 Sean X(1) = (X(1)(t))t≥0 y X(2) = (X(2)(t))t≥0 procesos estoca´sticos
con parametrizaciones (c(1), F (1), G(1)) y (c(2), F (2), G(2)) como los descritos en (4.38),
con X(1)(0) ≤ X(2)(0). Si
c(1) ≤ c(2) (4.40)
F (1)n ≤st F (2)n , ∀n ∈ N+ (4.41)
G(2)n ≤st G(1)n , ∀n ∈ N+ (4.42)
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entonces
T (1)u ≤st T (2)v , ∀u ≤ v.
Demostracio´n. Sean X(1) y X(2) como los descritos en el enunciado. Se debe probar
que T (1)u ≤st T (2)u para todo u ≤ v.
Def´ınase:
T ∗(l)u = ı´nf
{
S(l)n : X
(l)
S
(l)
n
≤ 0
}
|X(l)
S
(l)
0
= u, l = 1, 2. (4.43)
Obse´rvese que el hecho de que X(l), l = 1, 2, sea una secuencia no decreciente en[
S
(l)
n , S
(l)
n+1
)
, proporciona que:
T (l)u = T
∗(l)
u (4.44)
por lo tanto, es suficiente probar que T ∗(1)u ≤st T ∗(2)v ∀u ≤ v.
Para ello, se construyen emparejamientos
(
S˜(1)n , S˜
(2)
n
)
y
(
X˜(1)n , X˜
(2)
n
)
de (
S(1)n , S
(2)
n
)
y
(
X
(1)
S
(1)
n
, X
(2)
S
(2)
n
)
dado
(
X
(1)
S
(1)
n
, X
(2)
S
(2)
n
)
= (u, v) tales que
X˜(1)n (ω) ≤ X˜(2)n (ω) ,∀ω ∈ Ω, n ∈ N
y
S˜(1)n (ω) ≤ S˜(2)n (ω),∀ω ∈ Ω, n ∈ N
Para realizar esto, se usan secuencias independientes (Un)n∈N+ y (Vn)n∈N+ de v.as.i.i.d.
de acuerdo a una ley de probabilidad U(0, 1) definidas en el espacio comu´n de proba-
bilidad (Ω,F , P ).
110 Cap´ıtulo 4. Aplicaciones de los procesos estoca´sticos en Seguros
Sean para ω ∈ Ω y l = 1, 2:
H˜(l)n (ω) =
[
F (l)n
]−1
(Un(ω))) , n ∈ N+ (4.45)
Y˜ (l)n (ω) =
[
G(l)n
]−1
(Vn(ω))) , n ∈ N+ (4.46)
Sea para ω ∈ Ω y l = 1, 2:
X˜(l)n (ω) = X˜
(l)
0 (ω) + c
(l)
n∑
m=1
H˜(l)m (ω)−
n∑
m=1
Y˜ (l)m (ω), n ∈ N (4.47)
con X˜(1)0 (ω) = u y X˜
(2)
0 (ω) = v, el proceso de Markov subyacente de (X
(l)
t )t≥0, empare-
jamiento de X(l)
S
(l)
n
l = 1, 2.
Usando (4.41) y (4.42) se tiene por construccio´n que:
H˜(1)n (ω) ≤ H˜(2)n (ω), ∀ω ∈ Ω, n ∈ N (4.48)
Y˜ (1)n (ω) ≥ Y˜ (2)n (ω), ∀ω ∈ Ω, n ∈ N (4.49)
Por otra parte, de (4.48) y (4.49) se tiene que:
S˜(1)n (ω) =
n∑
m=1
H˜(1)m (ω) ≤
n∑
m=1
H˜(2)m (ω) = S˜
(2)
n (ω), ∀ω ∈ Ω, n ∈ N (4.50)
n∑
m=1
Y˜ (1)m (ω) ≥
n∑
m=1
Y˜ (2)m (ω), ∀ω ∈ Ω, n ∈ N (4.51)
lo que conduce junto con la condicio´n (4.40) a:
X˜(1)n (ω) ≤ X˜(2)n (ω) ∀ω ∈ Ω, n ∈ N (4.52)
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Si se denota por:
T˜ ∗(l)u = ı´nf
{
S˜(l)n : X˜
(l)
n ≤ 0
}
, l = 1, 2 (4.53)
siendo T˜ ∗(1)u y T˜
∗(2)
u un emparejamiento de (T
∗(1)
u , T
∗(2)
u ) se tiene, en virtud de (4.50) y
(4.52) que
T˜ ∗(1)u (ω) ≤ T˜ ∗(2)u (ω), ∀ω ∈ Ω (4.54)
como se pretend´ıa.
4.2.2. Procesos estoca´sticos supuesto que la cantidad de la indem-
nizacio´n depende del ambiente y del tiempo entre reclamaciones
Sea la siguiente estructura para el nu´cleo del proceso:
Qij(dx, dy) = pijFij(dx)Gijx(dy) (4.55)
donde
pij = Qij(∞,∞) = P [Kn+1 = j|Kn = i], n ∈ N+, i, j ∈ I
Fij es la funcio´n de distribucio´n de Hn|(Kn−1,Kn) = (i, j), n ∈ N+, i,j ∈ I
Gijx es la funcio´n de distribucio´n de Yn|(Kn−1,Kn, Hn) = (i, j, x), n ∈ N+, i, j
∈ I, x ∈ R.
Esto implica que los pares (H1, Y1), (H2, Y2), (H3, Y3).... son condicionalmente inde-
pendientes dados (K0,K1, ...) es decir, condicionalmente independientes dada la evolu-
cio´n del proceso J .
La parametrizacio´n de este proceso es (c, P, F,G), donde c = (ci)i∈I , P = (pij)i,j∈I ,
F = (Fij)i,j∈I y G = (Gijx)i,j∈I,x∈R+ .
112 Cap´ıtulo 4. Aplicaciones de los procesos estoca´sticos en Seguros
Teorema 4.2.2.1 Sean X(1) = (X(1)(t))t≥0 y X(2) = (X(2)(t))t≥0 procesos estoca´sticos
con parametrizaciones (c(1), P (1), F (1), G(1)) y (c(2), P (2), F (2), G(2)), respectivamente, co-
mo las descritas en (4.7) y (4.55).
Deno´tese por
T
(l)
ab = ı´nf {t > 0 : X(t) ≤ 0} |
(
X(l)(0) = b,K(l)0 = a
)
.
Sean J (1)(0) ≤ J (2)(0) y X(1)(0) ≤ X(2)(0).
Si
c
(1)
i ≤ c(2)k , ∀i ≤ k (4.56)
P (1) ≤K P (2) (4.57)
F
(1)
ij ≤st F (2)kl , ∀i ≤ k, j ≤ l (4.58)
G
(2)
kly ≤st G(1)ijx, ∀i ≤ k, j ≤ l, x ≤ y (4.59)
entonces
T
(1)
iu ≤st T (2)jv ∀i ≤ j, u ≤ v.
Demostracio´n. Sean X(1) y X(2) procesos como los descritos en el enunciado. Se
debe probar que T (1)iu ≤st T (2)jv para todo i ≤ j, u ≤ v.
Se define:
T
∗(l)
iu = ı´nf
{
S(l)n : X
(l)
Sn
≤ 0
}
|(X(l)S0 = u,K
(l)
0 = i), l = 1, 2. (4.60)
Obse´rvese que del hecho de que X(l), l = 1, 2, sea una secuencia no decreciente en[
S
(l)
n , S
(l)
n+1
)
, proporciona que:
T
(l)
iu = T
∗(l)
iu (4.61)
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de este modo, es suficiente probar que T ∗(1)iu ≤st T ∗(2)jv ∀u ≤ v, i ≤ j.
Para ello, se construyen emparejamientos
(
S˜(1)n , S˜
(2)
n
)
y
(
X˜
(1)
S˜
(1)
n
, X˜
(2)
S˜
(2)
n
)
de (
S(1)n , S
(2)
n
)
y
(
X
(1)
S
(1)
n
, X
(2)
S
(2)
n
)
dado
(
X
(1)
S
(1)
0
, X
(2)
S
(2)
0
)
= (u, v), en un espacio de probabilidad comu´n
Λ = Λ1 × Λ2 × Λ3 = (Ω,F , P ) = (Ω1 × Ω2 × Ω3,F1 ×F2 ×F3, P1 × P2 × P3)
tal que S˜(1)n (ω) ≤ S˜(2)n (ω) y X˜S˜(1)n (ω) ≤ X˜S˜(2)n (ω), ∀ω = (ω1, ω2, ω3) ∈ Ω.
Para este fin se usan secuencias independientes (Un)n∈N+ en Λ1, (Vn)n∈N+ en Λ2 y
(Wn)n∈N+ en Λ3, de v.as.i.i.d. segu´n una U(0, 1).
En detalle, K˜(1)0 (ω1) = i y K˜
(2)
0 (ω1) = j.
Para l = 1, 2:
K˜(l)n (ω1) =
[
P
(l)
K˜ln−1,.
]−1
(Un(ω1))) , n ∈ N+, ω1 ∈ Ω1 (4.62)
H˜(l)n (ω1, ω2) =
[
F
(l)
(K˜
(l)
n−1(ω1),K˜
(l)
n (ω1))
]−1
(Vn(ω2))) , n ∈ N+, ωi ∈ Ωi, i = 1, 2 (4.63)
Y˜ (l)n (ω1, ω2, ω3) =
[
G
(K˜
(l)
n−1(ω1),K˜
(l)
n (ω1),H˜
(l)
n (ω1,ω2)
]−1
(Wn(ω3))) , (4.64)
n ∈ N, ωi ∈ Ωi, i = 1, 2, 3.
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Sean X˜(1)0 = u, X˜
(2)
0 = v y def´ınase:
X˜(l)n (ω1, ω2, ω3) = X˜
(l)
0 +
n−1∑
m=0
c
(l)
K˜
(l)
m
H˜m+1(ω1, ω2)−
n∑
m=1
Y˜ (l)m (ω1, ω2, ω3), (4.65)
n ∈ N, l = 1, 2, ωi ∈ Ωi, i = 1, 2, 3 como el proceso de Markov subyacente de (X(l)
S
(l)
n
)n≥0,
l = 1, 2.
Usando (4.57), (4.58) y (4.59) se tiene respectivamente, por construccio´n:
K˜(1)n (ω1) ≤ K˜(2)n (ω1), ∀ω1 ∈ Ω1, n ∈ N (4.66)
H˜(1)n (ω1, ω2) ≤ H˜(2)n (ω1, ω2), ∀ωi ∈ Ωi, i = 1, 2, n ∈ N (4.67)
y
Y˜ (1)n (ω1, ω2, ω3) ≥ Y˜ (2)n (ω1, ω2, ω3) ∀ωi ∈ Ωi, i = 1, 2, 3, n ∈ N (4.68)
Por otro lado, de (4.56), (4.67) y (4.68) se tiene que:
S˜(1)n (ω1, ω2) =
n∑
m=1
H˜(1)m (ω1, ω2) ≤
n∑
m=1
H˜(2)m (ω1, ω2) = S˜
(2)
n (ω1, ω2), ∀ωi ∈ Ωi, i = 1, 2, n ∈ N
(4.69)
n∑
m=1
Y˜ (1)m (ω1, ω2, ω3) ≥
n∑
m=1
Y˜ (2)m (ω1, ω2, ω3) ∀ωi ∈ Ωi, i = 1, 2, 3, n ∈ N (4.70)
n−1∑
m=0
c
(1)
K˜
(1)
m
H˜
(1)
m+1(ω1, ω2) ≤
n−1∑
m=0
c
(2)
K˜
(2)
m
H˜
(2)
m+1(ω1, ω2) ∀ωi ∈ Ωi, i = 1, 2, n ∈ N (4.71)
lo que conduce a:
S˜(1)n (ω1, ω2) ≤ S˜(2)n (ω1, ω2), ∀ωi ∈ Ωi, i = 1, 2, n ∈ N (4.72)
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X˜(1)n (ω1, ω2, ω3) ≤ X˜(2)n (ω1, ω2, ω3), ∀ωi ∈ Ωi, i = 1, 2, 3, n ∈ N (4.73)
Si se denota por:
T˜ ∗(l) = ı´nf
{
S˜(l)n : X˜
(l)
S˜
(l)
n
≤ 0
}
, l = 1, 2 (4.74)
se tiene, en virtud de (4.72) y (4.73),
T˜ ∗(1)(ω1, ω2, ω3) ≤ T˜ ∗(2)(ω1, ω2, ω3), ωl ∈ Ωl, l = 1, 2, 3 (4.75)
lo que proporciona
T
∗(1)
iu =st T˜
∗(1) ≤st T˜ ∗(2) =st T ∗(2)jv . (4.76)
se concluye as´ı que T ∗(1)iu ≤ T ∗(2)jv , ∀i ≤ j, u ≤ v como se quer´ıa demostrar.
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4.2.3. Comparacio´n de probabilidades de ruina
Se presenta un algoritmo que permite simular dos secuencias de variables aleatorias
como las descritas en (4.7), bajo las condiciones del Teorema 4.2.1.1.
Input: Secuencias independientes de v.as. independientes
U(0, 1): (Un)n∈N+ , (Vn)n∈N+ , (Wn)n∈N+ . Valores x
(1) y x(2), f (1)
y f (2) con x(1) ≤ x(2), f (1) ≤ f (2).
X˜
(1)
0 = x
(1)
X˜
(2)
0 = x
(2)
K˜
(1)
0 = f
(1)
K˜
(2)
0 = f
(2)
for n = 0, ..., N do
for l = 1, 2 do
K˜
(l)
n+1 =
[
P
(l)
K˜
(l)
n ,.
]−1
(Un+1)
H˜
(l)
n+1 =
[
F
(l)
(K˜
(l)
n ,K˜
(l)
n+1)
]−1
(Vn+1)
Y˜
(l)
n+1 =
[
G
(l)
(K˜
(l)
n ,K˜
(l)
n+1)
]−1
(Wn+1)
X˜
(l)
n = X˜
(l)
0 +
∑n−1
m=0 c
(l)
K˜
(l)
m
H˜
(l)
m+1 −
∑n
m=1 Y˜
(l)
m
end for
end for
Output: Dos secuencias X˜(1) y X˜(2) tales que
T
(1)
iu ≤st T (2)jv ∀i ≤ j, u ≤ v
Figura 4.1: Algoritmo de simulacio´n de secuencias de variables aleatorias como las
definidas en (4.7), bajo las condiciones del Teorema 4.2.1.1.
El siguiente consiste en mostrar un algoritmo que permita estimar la diferencia de
las probabilidades de ruina durante un tiempo dado T , de dos procesos que satisfacen las
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condiciones del Teorema 4.2.1.1, es decir, se quiere estimar: ψ(1)(u, T )− ψ(2)(u, T ). Por
simplicidad, se denotara´ por p(l) la probabilidad de ruina del proceso l en el intervalo
de tiempo bajo consideracio´n, por lo tanto: p(l) = ψ(l)(u, T ), para l = 1, 2.
Para este propo´sito se simulan M replicas de cada proceso. Sea X(l)r , para l = 1, 2 y
r = 1, ...,M , la re´plica r del proceso l. Sea
T (l)r = ı´nf
{
t ≥ 0 : X(l)r (t) ≤ 0
}
el tiempo para la ruina de la re´plica r del proceso l, y R(l)r = 1{
T
(l)
r ≤T
} una variable que
indica si el proceso X(l)r alcanza la ruina en el intervalo [0, T ].
El estimador de p(l), l = 1, 2, que se denota por P (l), es la proporcio´n de re´plicas en
las que ha acontecido la ruina, es decir:
P (l) =
∑M
r=1R
(l)
r
M
y el estimador para la diferencia de esas probabilidades es:
P = P (1) − P (2)
El me´todo usado en la demostracio´n del Teorema 4.2.1.1 se basa en simulaciones
dependientes de las variables lo que proporcionara´ una menor varianza para el estimador
P :
V ar(P ) =
P · (1− P )
M
en relacio´n a una simulacio´n independiente de las mismas.
Para el algoritmo se necesita una variable de control I(l)r que tendra´ valor 1 cuando
se deba continuar con la simulacio´n y 0 e.o.c., l denota el proceso l = 1, 2 y r = 1, ...,M
el nu´mero de la re´plica.
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Input: Secuencias independientes de v.as.i.i.d. U(0, 1): (Ur,n)n∈N+ , (Vr,n)n∈N+
for r = 1, ...,M do
(Wr,n)n∈N+ , r = 1, ...,M . Valores T , x, f
(1) y f (2) con f (1) ≤ f (2).
X˜
(1)
r,0 = x, X˜
(2)
r,0 = x
K˜
(1)
r,0 = f
(1), K˜(2)r,0 = f
(2)
I
(1)
r = 1, I
(2)
r = 1, n1 = 0, n2 = 0
while ma´x
{
I
(1)
r , I
(2)
r
}
= 1 do
for l = 1, 2 do
if I(l)r = 1 then
K˜
(l)
r,nl+1
=
[
P
(l)
K˜lr,nl
,.
]−1
(Ur,nl+1)
H˜
(l)
r,nl+1
=
[
F
(l)
(K˜
(l)
r,nl
,K˜
(l)
r,nl+1
)
]−1
(Vr,nl+1)
Y˜
(l)
r,nl+1
=
[
G
(l)
(K˜
(l)
r,nl
,K˜
(l)
r,nl+1
)
]−1
(Wr,nl+1)
S˜
(l)
r,nl+1
= S˜(l)r,nl + H˜
(l)
r,nl+1
X˜
(l)
r,nl+1
= X˜(l)r,nl + c
(l)
K˜
(l)
r,nl
H˜
(l)
r,nl+1
− Y˜ (l)r,nl+1
nl = nl + 1
end if
if S˜(l)r,nl ≤ T and X˜(l)r,nl ≤ 0 then R(l)r = 1 end if
if S˜(l)r,nl > T or R
(l)
r = 1 then I
(l)
r = 0 end if
end for
end while
end for
for l = 1, 2 do
P (l) =
∑M
r=1 R
(l)
r
M
end for
P = P (1) − P (2)
Vˆd =
P∗(1−P )
M
Output: El estimador P de la diferencia de la probabilidades de ruina de los
dos procesos bajo consideracio´n y su varianza aproximada Vˆd
Figura 4.2: Algoritmo para estimar la diferencia de las probabilidades de ruina durante
un tiempo dado T , de procesos que satisfacen las condiciones del Teorema 4.2.1.1.
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Para l = 1, 2, P (l) representa la proporcio´n de re´plicas en las que ocurrio´ la ruina en
el proceso X(l) hasta el instante T . El nu´mero de re´plicas del proceso X(l) con l = 1, 2 en
las que acontece la ruina hasta el instante T , tiene una distribucio´n Binomial, es decir,
M · P (l) es Bi(M,p(l)). Por otro lado, R(1)r −R(2)r tiene una distribucio´n Be(p(1) − p(2))
y por tanto, M · P es Bi(M,P )
Como se comento´ anteriormente, el me´todo usado en el Teorema 4.2.1.1 conduce a
un estimador de menor varianza con respecto al que se obtendr´ıa si las simulaciones
realizadas para estimar P (1) y P (2) fueran independientes. Efectivamente, sean
Vd =
(p(1) − p(2))(1− (p(1) − p(2)))
M
y
Vi =
p(1)(1− p(1)) + p(2)(1− p(2))
M
las varianzas del estimador en el caso de simulaciones dependientes e independientes,
respectivamente y sea
E =
√
Vi −
√
Vd√
Vi
En la siguiente tabla se muestra un ejemplo nume´rico de la reduccio´n que se obtiene
al aplicar el me´todo de simulacio´n dependiente. En cada entrada de la tabla se muestran
los siguientes tres valores:
√
M · Vd,
√
M · Vi y E en porcentaje:
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HHHHHHHHp
(2)
p(1)
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0.000 0.300 0.400 0.458 0.490 0.500 0.490 0.458 0.400
0.1 0.424 0.500 0.5477 0.5745 0.5831 0.5745 0.5477 0.500 0.4243
100% 40.0% 27.0% 20.2% 16.0% 13.0% 10.6% 8.3% 5.7%
- 0.000 0.300 0.400 0.458 0.490 0.500 0.490 0.458
0.2 - 0.566 0.608 0.632 0.640 0.632 0.608 0.566 0.500
- 100% 50.7% 36.7% 28.4% 22.5% 17.8% 13.4% 8.3%
- - 0.000 0.300 0.400 0.458 0.490 0.500 0.490
0.3 - - 0.648 0.671 0.678 0.671 0.648 0.6083 0.548
- - 100% 55.3% 41.0% 31.7% 24.4% 17.8% 10.6%
- - - 0.000 0.300 0.400 0.458 0.490 0.500
0.4 - - - 0.693 0.700 0.693 0.671 0.632 0.575
- - - 100% 57.1% 42.3% 31.7% 22.5% 13.0%
- - - - 0.000 0.300 0.400 0.458 0.490
0.5 - - - - 0.707 0.700 0.678 0.640 0.583
- - - - 100% 57.1% 41.0% 28.4% 16.0%
- - - - - 0.000 0.300 0.400 0.458
0.6 - - - - - 0.693 0.671 0.632 0.574
- - - - - 100% 55.3% 36.7% 20.2%
- - - - - - 0.000 0.300 0.400
0.7 - - - - - - 0.648 0.608 0.548
- - - - - - 100% 50.7% 27.0%
- - - - - - - 0.000 0.300
0.8 - - - - - - - 0.566 0.500
- - - - - - - 100% 40.0%
- - - - - - - - 0.000
0.9 - - - - - - - - 0.424
- - - - - - - - 100%
Figura 4.3: Reduccio´n que se obtiene al aplicar el me´todo de simulacio´n dependiente.
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Como se comprueba, los valores de
√
Vi son mayores que los correspondientes
√
Vd
obtenidos con simulacio´n dependiente realizada segu´n la demostracio´n del Teorema 4.2.1.1.
El caso concreto en el que p(1) = p(2) proporciona una gran reduccio´n, ya que se obtiene
con el me´todo expuesto un valor Vd = 0, mientras que los valores en el caso independiente
son estrictamente positivos.
Con este me´todo se pueden construir intervalos de confianza de menor amplitud de
la forma:
IC(1− α) =
(
P ± Φ(1− α/2) ·
√
P ∗ (1− P )
M
)
4.3. Ordenacio´n estoca´stica para el modelo financiero de
Cox y Rubinstein
En esta seccio´n se analiza la ordenacio´n estoca´stica en excedencia de nivel (∗ − lc)
aplicada a procesos de Cox y Rubinstein. Se describe el modelo y se establecen las
condiciones suficientes para que exista dominancia estoca´stica en excedencia de nivel
entre procesos que siguen el patro´n anterior.
4.3.1. Introduccio´n y descripcio´n del modelo
Se observa el valor de una opcio´n de mercado en n instantes de tiempo, de forma
que al comienzo del primer per´ıodo la opcio´n posee un valor inicial S0 y al final del
mismo, so´lo puede tomar dos posibles valores: aS0 y dS0 con probabilidades p y 1 − p
respectivamente, siendo 0 < d < 1 < a y p ∈ [0, 1]. La opcio´n tiene el mismo tipo de
evolucio´n en cada per´ıodo, siendo e´sta independiente del pasado.
Sean ξi, i ∈ N+ v.as.independientes tales que:
ξi =

1, con probabilidad p
0, con probabilidad 1− p
y sea Xn =
∑n
i=1 ξi con distribucio´n Bi(n, p).
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El valor de la opcio´n al final del per´ıodo n es
Yn = aXndn−XnS0 (4.77)
y
P [Yn = ajdn−jS0] =
(
n
j
)
pj(1− p)n−j (4.78)
con j = 0, 1, ..., n.
4.3.2. Ordenacio´n en excedencia de nivel. Conceptos fundamentales
La ordenacio´n estoca´stica en excedencia de nivel propuesta por Irle y Gani, es ade-
cuada para tratar situaciones en la que se esta´ interesado en comparar los tiempos
aleatorios en que los procesos estoca´sticos tardan en exceder un cierto nivel.
Definicio´n 4.3.2.1 Se dice que un proceso estoca´stico X es menor que el proceso Y
en el sentido de excedencia de nivel si, estoca´sticamente, X tarda ma´s tiempo que Y en
exceder cualquier nivel.
Para establecer una definicio´n matema´tica del concepto anterior, se necesitan previa-
mente algunas definiciones.
Sean (Xt)t e (Yt)t procesos estoca´sticos con para´metro temporal t que puede variar en
un conjunto discreto o continuo. Se supone que ambos procesos tienen el mismo espacio
de estados I y que parten del mismo estado inicial. En el caso continuo se exigira´ que
las trayectorias de los mismos sean continuas por la derecha. Entonces, para un estado
inicial comu´n i y l ∈ I:
Si,l = ı´nf {t ≥ 0 : Xt ≥ l} Ti,l = ı´nf {t ≥ 0 : Yt ≥ l}
con ı´nf ∅ =∞, y para i ≥ l, Si,l = Ti,l = 0.
La definicio´n que sigue se debe a Irle:
Definicio´n 4.3.2.2 Se dice que el proceso (Xt)t se encuentra en un nivel de paso in-
ferior a (Yt)t y se denota (Xt)t ≤lc (Yt)t, si para el estado inicial comu´n i se tiene que
Si,l ≥FSD Ti,l
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La ordenacio´n en excedencia de nivel (level-crossing) se basa en la ordenacio´n de los
tiempos de primer paso en el sentido estoca´stico usual. Esta definicio´n, extendida por
Pacheco y Ferreira en 2005, permite la ordenacio´n en excedencia de nivel en el sentido ∗,
donde el orden asociado ≤∗ es un orden estoca´stico entre v.as. y se exige la ordenacio´n
entre los tiempos de primer paso (o de llegada a ciertas barreras) en el sentido estoca´stico
≤∗.
Definicio´n 4.3.2.3 Se dice que un orden estoca´stico ≤∗ es integral si, dadas dos v.as.
X e Y ,
X ≤∗ Y ⇔ E[g(X)] ≤ E[g(Y )], ∀g ∈ G∗
siempre que las esperanzas existan y siendo G∗ un conjunto de funciones reales.
Ma´s concretamente, los o´rdenes estoca´sticos integrales ≤∗ son tales que G∗ contiene
so´lo funciones crecientes en R+ y adema´s cerradas bajo la operacio´n de convolucio´n,
es decir, o´rdenes estoca´sticos integrales para v.a. positivas con funciones crecientes y
cerradas bajo convoluciones, u o´rdenes IPICC (integral stochastic orders for positive
random variables with increasing functions closed for convolution).
Obse´rvese que los o´rdenes IPICC incluyen, en particular, el orden FSD, SSD, el
orden segu´n transformada de Laplace Lt, el exponencial exp, el de los momentosM , el del
valor esperado EV y el de la funcio´n generatriz de momentosMG. En estos casos, GFSD
es el conjunto de funciones reales crecientes, GSSD es el conjunto de funciones convexas
crecientes, GLt = {gs, s > 0 : gs(x) = −e−sx}, Gexp = {gs, s > 0 : gs(x) = −esx}, GM es
el conjunto de funciones potenciales enteras, GEV es un conjunto que so´lo contiene la
funcio´n identidad y GMG = {gs, 0 < s < 1 : gs(x) = sx}.
Sea Γ cualquiera de los siguientes conjuntos N,N+ o R+. Dado un espacio de estados
I de nu´meros reales, A ⊆ R, e y ∈ I, se denotara´ por I¯ = I − sup I, IA = I ∩ A,
I≤y := I(−∞,y] y I≥y := I [y,−∞). Adema´s, si W = (Wt)t∈Γ es un proceso estoca´stico
con espacio de estados I, se denotara´n por RWy y S
W
y los tiempos de primer paso (o de
llegada) al conjunto de los valores menores o iguales que y o mayores o iguales que y, es
decir,
RWy = ı´nf {t ∈ Γ :Wt ≤ y} y SWy = ı´nf {t ∈ Γ :Wt ≥ y}
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donde ı´nf ∅ =∞. Se denota por SWx,y al tiempo de llegada al conjunto de valores mayores
o iguales que y partiendo del estado x.
Definicio´n 4.3.2.4 Sean X = (Xt)t∈Γ e Y = (Yt)t∈Γ procesos estoca´sticos con espacio
ordenado de estados comu´n I y sea ≤∗ un orden estoca´stico de v.as. Se dice que X es
menor que Y segu´n la ordenacio´n en excedencia de nivel en el sentido ∗ y se denota
X ≤∗lc Y , si, para cualquier estado inicial comu´n x, SYx,y ≤∗ SXx,y, para todos x, y ∈ I.
Con una notacio´n similar a lo anterior, si W = (Wt)t∈Γ es un proceso estoca´stico
con espacio de estados ordenado I, se denota por W≤y y W≥y, y ∈ I, a la restriccio´n
del proceso W al conjunto de estados I≤y e I≥y respectivamente, de tal manera que el
estado y se convierte en absorbente y todos los estados de W mayores o iguales que y
o, respectivamente, menores o iguales que y, colapsan en y. Esto es,
W≤yt =
 Wt, si t < SWyy, si t ≥ SWy
y
W≥yt =
 Wt, si t < RWyy, si t ≥ RWy
Los siguientes resultados se deben a A. Pacheco y F. Ferreira (2005) (a).
Lema 4.3.2.1 Si X = (Xt)t∈Γ e Y = (Yt)t∈Γ son procesos estoca´sticos con espacio
ordenado de estados comu´n I, y ≤∗ es un orden estoca´stico de v.as. Entonces
X ≤∗−lc Y ⇔ X≤y ≤∗−lc Y ≤y
para todo y ∈ I.
Demostracio´n. Si W = (Wt)t∈Γ es un proceso estoca´stico con espacio ordenado
de estados I, entonces, para cada x, y ∈ I, SWx,y = SW
≤z
x,y para todo z ≥ ma´x(x, y).
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Como consecuencia, si X = (Xt)t∈Γ e Y = (Yt)t∈Γ son procesos estoca´sticos con espacio
ordenado de estados comu´n I, y ≤∗ es un orden estoca´stico de v.as., entonces
X ≤∗−lc Y ⇔ SYx,y ≤∗ SXx,y,∀x, y ∈ I
⇔ SY ≤zx,y ≤∗ SX
≤z
x,y ,∀x, y ∈ I, z ∈ I≥ma´x(x,y)
⇔ SY ≤zx,y ≤∗ SX
≤z
x,y , ∀z ∈ I, x, y ∈ I≤z
⇔ X≤z ≤∗−lc Y ≤z,∀z ∈ I.
Lema 4.3.2.2 Sean X e Y v.as. definidas en un espacio de probabilidad comu´n Λ =
Λ1×Λ2, con Λi = (Ωi,Fi, Pi), i = 1, 2, tales que X(ω1, .) e Y (ω1, .)son v.as. en Λ2 para
cada ω1 ∈ Ω1.
Entonces X ≤∗ Y para cada orden estoca´stico integral ≤∗ tal que
X (ω1, .) ≤∗ Y (ω1, .) ,Λ1 − c.s (4.79)
Demostracio´n. Sea ≤∗ un orden estoca´stico integral con conjunto de funciones
asociadas G∗. Entonces, para W = X,Y y g ∈ G∗ se tiene que
EΛ[g(W )] =
∫
Ω1
EΛ2 [g(W (ω1, .))]P1(dω1),
donde, para cada ω1 ∈ Ω1,
EΛ2 [g(W (ω1, .))] =
∫
Ω2
g(W (ω1, ω2))P2(dω2).
Como, en vista de (4.79), EΛ2 [g(X(ω1, .))] ≤ EΛ2 [g(Y (ω1, .))], Λ1 − c.s., entonces
EΛ[g(X)] ≤ EΛ[g(Y )] para cualquier g ∈ G∗, es decir, X ≤∗ Y .
Los principales resultados para la ordenacio´n de SMP, CTMC y DTMC en el sentido
∗−lc, se enuncian a continuacio´n. Para las demostraciones ver Ferreira y Pacheco (2005)
(a) y (b), (2007).
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Teorema 4.3.2.1 Sean X = (Xt)t∈R+ e Y = (Yt)t∈R+ SMPs con espacio de estados I y
parametrizaciones (PX ,FX) y (P Y ,F Y ) respectivamente, tal que X es regular inferior.
Sea ≤∗ un orden estoca´stico de la clase IPICC.
Si
PXi,. ≤FSD P Yj,., i, j ∈ I¯ , i ≤ j (4.80)
y
FX(a,b) ≥∗ F Y(c,d), (4.81)
para todos a, c ∈ I¯ , b, d ∈ I, a ≤ c, b ≤ d y PXabP Ycd > 0. Entonces X ≤∗−lc Y .
Teorema 4.3.2.2 Sean X = (Xt)t∈R+ e Y = (Yt)t∈R+ SMPs con espacio de estados I
y parametrizaciones (PX ,FX) y (P Y ,F Y ) respectivamente, tal que
PXi,. ≤FSD P Yi,., i ∈ I¯ , (4.82)
y, para algu´n orden estoca´stico ≤∗ de la clase IPICC ocurre que
FX(a,b) ≥∗ F Y(a,c), (4.83)
con a ∈ I¯ , b, c ∈ I, b ≤ c tales que PXabP Yac > 0.
Si X es skip-free a la derecha y regular inferior, entonces X ≤∗−lc Y .
Teorema 4.3.2.3 Sean X = (Xn)n∈N e Y = (Yn)n∈N DTMCs con espacio de estados I
y matrices de probabilidades de transicio´n PX y P Y respectivamente. Si PXi,. ≤FSD P Yj,.
para todos i, j ∈ I¯ con i ≤ j. Entonces X ≤st−lc Y .
Teorema 4.3.2.4 Sean X = (Xn)n∈N e Y = (Yn)n∈N DTMCs con espacio de estados I
y matrices de probabilidades de transicio´n PX y P Y respectivamente. Si X es skip-free
a la derecha y PXi,. ≤FSD P Yi,. para todo i ∈ I¯. Entonces X ≤FSD−lc Y .
Teorema 4.3.2.5 Sean X e Y CTMCs con espacio de estados I, matrices generadoras
QX , QY , vectores de ratios de transicio´n entre estados qX , qY y matrices de probabili-
dades de transicio´n subyacentes PX y P Y , respectivamente. Entonces X ≤FSD−lc Y si
se da alguna de las condiciones siguientes:
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1. X es regular inferior, qXi ≤ qYj y PXi,. ≤FSD P Yj,., i, j ∈ I¯, i ≤ j.
2. X e Y son regulares inferiores y existe una matriz β = (βij)i,j∈I con entradas en
(0, 1] tal que ∑
m≥n
qXim ≤ βij
∑
m≥n
qYjm, i, j ∈ I¯ , i ≤ j,∧(n ≤ i ∨ n > j)
Teorema 4.3.2.6 Sean X e Y CTMCs con espacio de estados I, matrices generadoras
QX , QY , vectores de ratios de transicio´n entre estados qX , qY y matrices de probabi-
lidades de transicio´n de primer paso subyacentes PX y P Y respectivamente. Entonces
X ≤FSD−lc Y si se dan alguna de las condiciones siguientes:
1. X es skip-free a la derecha, regular inferior,
qXi ≤ qYj
y
PXi,. ≤FSD P Yj,., i, j ∈ I¯ , i ≤ j.
2. X e Y son regulares inferiores, X es skip-free a la derecha y existe un vector
α = (αi)i∈I¯ con entradas en (0, 1] tal que∑
n≥m
qXin ≤ αi
∑
n≥m
qYin, i ∈ I¯ ,m ∈ I.
4.3.3. Ordenacio´n en excedencia de nivel en procesos de Cox y
Rubinstein
Sean las siguientes dos sucesiones de variables independientes e ide´nticamente dis-
tribuidas de acuerdo con una Be(pi), i = 1, 2: (ξin)n∈N+ , con i = 1, 2, pi ∈ [0, 1]. Se
construyen a continuacio´n las variables Xin =
∑n
j=1 ξij para i = 1, 2 y n ∈ N. Sea
Xi = (Xin)n∈N con i = 1, 2 e Yi = (Yi,n)n∈N, i = 1, 2, donde Yi,n = aXini d
n−Xin
i S0,
i = 1, 2, n ∈ N.
Sea Zi = {Zi(t), t ≥ 0} un SMP no homoge´neo con DTMC subyacente Yi, espacio
de estados I y secuencia de instantes de transicio´n (Ti,n)n∈N, tal que
(Ti,n+1 − Ti,n)|(Yi,n, Yi,n+1) = (e, f)
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tiene como funcio´n de distribucio´n
F
(i)
(e,f,n), i = 1, 2
es decir,
Zi(t) = Yi,n, Ti,n ≤ t < Ti,n+1
Para este proceso se define el conjunto de sucesores de un estado l como
Si(l) = {lai, ldi}
con i = 1, 2
Teorema 4.3.3.1 Sean Z1 y Z2 procesos como los descritos anteriormente. Si Z1 es
regular inferior (lower-regular) y,
p1 ≤ p2, a1 ≤ a2, d1 ≤ d2 (4.80)
F
(1)
(e,f,n) ≥∗ F
(2)
(g,h,n) (4.81)
∀e ∈ I(1)n , f ∈ Si(e), g ∈ I(2)n , h ∈ Si(g), e ≤ g, f ≤ h. Con I(i) el conjunto de estados del
proceso i.
Entonces
Z1 ≤∗−lc Z2
Demostracio´n. Sean Z∗1 y Z∗2 procesos como los anteriores, verificando la condicio´n
(4.81) para un cierto orden ∗ de la clase IPICC. Segu´n la definicio´n de ordenacio´n en
excedencia de nivel, se debe probar que SZ1i,l ≥∗ SZ2i,l para todos i, l ∈ I, pero en este caso
particular dicha condicio´n se concreta en SZ11,l ≥∗ SZ21,l , para todo l ≥ 1 (ya que el estado
inicial es 1 y en el caso de que l < 1, se tendr´ıa 0 ≤ 0), o equivalentemente, SZ1l ≥∗ SZ2l
para todo l ≥ 1.
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Primero supo´ngase que Z1 es regular. Se debe probar que
SZ1l ≥∗ SZ2l
para todo l ≥ 1. Para ello se fija l ≥ 1 y se construye un emparejamiento
(Z∗1 , Z
∗
2 )
de
(Z1, Z2)|(Z1,0, Z2,0) = (1, 1)
en el espacio producto comu´n
Λ = Λ1 × Λ2 = (Ω,F , P ) = (Ω1 × Ω2,F1 ×F2, P1 × P2),
tal que SZ
∗
1
l ≥∗ S
Z∗2
l .
Para ello, se usan dos secuencias (Un)n∈N y (Vn)n∈N de v.as. independientes U(0, 1),
definidas en Λ1 y Λ2 respectivamente.
En detalle:
Si Un(ω1) ≤ pi, entonces ξi,n(ω1) = 1, en otro caso ξi,n(ω1) = 0. De esta manera se
obtienen sendas secuencias (ξi,n)n∈N, con i = 1, 2, de v.as.i.i.d. segu´n una Be(pi), con
i = 1, 2.
Por la condicio´n (4.80), se tiene que (ξ1,n)n∈N ≤FSD (ξ2,n)n∈N.
Por otro lado, si definimos (Zˆi,n)n∈N con i = 1, 2 como sigue:
Zˆi,0(ω1) = 1 (4.82)
Zˆi,n+1(ω1) =

Zˆi,nai(ω1), si ξi,n+1(ω1) = 1
Zˆi,ndi(ω1), si ξi,n+1(ω1) = 0
(4.83)
se tiene que:
p1 ≤ p2 ⇒ ξ1,n+1(ω1) ≤ ξ2,n+1(ω1),∀n ∈ N (4.84)
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y en consecuencia, usando induccio´n a partir de (4.82) y (4.83)
Zˆ1,n(ω1) ≤ Zˆ2,n(ω1) (4.85)
para todo ω1 ∈ Ω1 y n ∈ N.
Por otra parte, se construyen los instantes de las transiciones HZ
∗
i
n , con n ∈ N,
i = 1, 2, usando la secuencia (Vn)n∈N como sigue:
H
Z∗i
n+1(ω) = [F(Zˆi,n,Zˆi,n+1,n)(ω1)]
−1(Vn+1(ω2)) (4.86)
y se define, para i = 1, 2, TZ
∗
i
0 (ω) = 0 y
(
Zˆi,n(ω1), Zˆi,n+1(ω1), n
)
T
Z∗i
n+1(ω) = T
Z∗i
n (ω) +H
Z∗i
n+1(ω) (4.87)
Por u´ltimo, se define para i = 1, 2 y t ≥ 0
Z∗i,t(ω) = Zˆi,n(ω1), si T
Z∗i
n (ω) ≤ t < TZ
∗
i
n+1(ω) (4.88)
Usando (4.85) se tiene que SZˆ1l (ω1) ≥ SZˆ2l (ω1). Adema´s, teniendo en cuenta (4.81),
de nuevo (4.85) y (4.86), se concluye que
H
Z∗1
n+1(ω1, .) ≥∗ HZ
∗
2
n+1(ω1, .) (4.89)
para todo ω1 ∈ Ω1 y n ∈ N.
Adema´s, como los o´rdenes de la clase IPICC son cerrados para convoluciones
k∑
n=0
H
Z∗1
n+1(ω1, .) ≥∗
k∑
n=0
H
Z∗2
n+1(ω1, .) (4.90)
Sea Ω(l)1 =
{
ω1 ∈ Ω1 : SZˆl <∞
}
y Ω(l) = Ω(l)1 ×Ω2. Como por construccio´n, SZ1l (ω) <
∞ para todo ω tal que SZˆ∗1l (ω) < ∞, se sigue que S
Z∗1
l (ω) < ∞ para todo ω ∈ Ω(l).
Adema´s, como Z∗1 es regular y S
Z∗1
l (ω) = ∞ para todo ω1 ∈ Ω1 − Ω(l)1 , se concluye que
S
Z∗1
l =∞ para casi todo ω ∈ Ω− Ω(l).
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De esta forma
∞ = SZ∗1l (ω) ≥ S
Z∗2
l (ω) (4.91)
para casi todo ω ∈ Ω− Ω(l).
Por otro lado, 1 ≤ SZˆ2l (ω1) ≤ SZˆ1l (ω1) <∞ para ω1 ∈ Ω(l)1 . Entonces, como
S
Z∗1
l (ω1, .) =
S
Zˆ1(ω1)
l∑
n=1
H
Z∗1
n (ω1, .), (4.92)
(4.90) conduce a
S
Z∗1
l (ω1, .) ≥
S
Zˆ2(ω1)
l∑
n=1
H
Z∗1
n (ω1, .) ≥∗
S
Zˆ2(ω1)
l∑
n=1
H
Z∗2
n (ω1, .) = S
Z∗2
l (ω1, .) (4.93)
De este modo, se concluye que SZ
∗
1
l (ω1, .) ≥∗ S
Z∗2
l (ω1, .), Ω1 -c.s. Usando el Lema
4.3.2.2, esto conduce a que SZ
∗
1
l ≥∗ S
Z∗2
l o equivalentemente S
Z1
l ≥∗ SZ2l como se quer´ıa
demostrar.
El caso en que Z1 fuera regular inferior, el resultado se deduce de la aplicacio´n del
Lema 4.3.2.1.
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Cap´ıtulo 5
Conclusiones y futuras l´ıneas de
investigacio´n
Los criterios de dominancia estoca´stica son fundamentales en diversas a´reas de
conocimiento, en particular en Economı´a y Finanzas. Dentro de este campo encon-
tramos su aplicacio´n en la seleccio´n de la cartera eficiente, ana´lisis de riesgos y en el
problema de la ruina, entre otros.
El porque´ de optar por el estudio de modelos econo´micos a la hora de realizar esta
Tesis se ha debido, entre otras razones, al intere´s y formacio´n de la autora en este tema,
a las numerosas aplicaciones que existen de la Probabilidad y la Estad´ıstica en campos
muy diversos, entre ellos el econo´mico-financiero y a la consecucio´n de una beca de la
Fundacio´n Areces para realizar investigacio´n dentro del a´rea de Economı´a.
Conclusio´n 1
En el Cap´ıtulo 1 se presentaron aplicaciones de la dominancia estoca´stica a la orde-
nacio´n de determinandas opciones de riesgo, seleccio´n de activos (en ambiente de riesgo
y en ausencia de e´l) y en general a la seleccio´n de la cartera eficiente.
La definicio´n de dominancia estoca´stica con utilidad esperada y el supuesto de
rendimientos con distribucio´n normal, conducen a criterios conocidos como criterios
de media-varianza.
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Sean RA ∼ N(µA, σA), RB ∼ N(µB, σB) las v.as. que representan los rendimientos
de sendos activos A y B, y sea y0 el nivel de riqueza inicial. Entonces se tienen los
siguientes criterios de dominancia.
Definicio´n 5.0.3.1 (FSD) El activo A domina al activo B cuando µA ≥ µB y σA = σB.
Es decir, dado un nivel de riesgo, se elegira´ el activo o cartera de mayor rendimiento.
Definicio´n 5.0.3.2 (SSD) El activo A domina al activo B cuando µA = µB y σA ≤ σB.
Es decir, dado un nivel de rendimiento, se elegira´ el activo o cartera de menor riesgo. .
Ejemplo 5.0.3.1 Consideremos los siguientes activos cuyos rendimientos y riesgos se
muestran en la siguiente tabla:
Activo Rendimiento Riesgo
A 25% 10%
B 25% 40%
C -2% 7%
D 16% 7%
Dado un nivel de riesgo del 7%, se elegira´ D frente a C, pues D proporciona mayor
rendimiento segu´n FSD. Dado un nivel de rendimiento del 25%, se elegira´ A frente a
B, pues A tiene menor riesgo que B segu´n SSD. Pero si queremos elegir entre A y D,
tendremos que basarnos en la utilidad esperada de cada uno de ellos y elegiremos aquel
que proporcione un mayor nivel de utilidad esperada.
Varios autores han tratado estos temas, por ejemplo: Rothschild y Stiglitz (1970) in-
vestigaron problemas de inversio´n-consumo, de seleccio´n de carteras (seleccio´n eficiente),
combinaciones de seleccio´n e inversio´n en carteras, seleccio´n de la produccio´n en una
empresa, etc. Hanoch y Levy (1970) estudian la seleccio´n de la cartera eficiente en el
caso de funciones de utilidad cuadra´ticas y cu´bicas, Fishburn y Porter (1976) analizan
la diversificacio´n de estrategias entre activos con riesgo y seguros por parte de inversores
que sienten aversio´n al riesgo, Berleant, Andrieu y otros (2008) estudian la seleccio´n de la
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cartera eficiente haciendo uso de las reglas de media-varianza con las que construyen un
conjunto de carteras eficientes y una vez que han determinado dicho conjunto hacen uso
de la regla SSD y de la Teor´ıa de la Informacio´n Incompleta (Information-Gap Theory)
para llegar a una eleccio´n. Lozano y Gutie´rrez (2008) estudian el problema de la cartera
usando la te´cnica SD unida al ana´lisis DEA (data envelopment analysis), consistente
con la representacio´n de las preferencias.
Siguiendo esta l´ınea de investigacio´n, en este trabajo se han propuesto diferentes re-
glas de seleccio´n entre variables aleatorias (que modelizan activos) dadas ciertas condi-
ciones previas y relacionando este tema con la ponderacio´n de variables y el uso de
determinadas funciones de utilidad.
En ocasiones, las reglas de dominancia estoca´stica y la regla de la media-varianza
no son eficientes, en el sentido de que no permiten obtener una clasificacio´n rigurosa de
las distintas opciones de inversio´n atendiendo al riesgo de las mismas. Sin embargo, en
presencia de pre´stamos o cre´ditos sin riesgo, la regla de la media-varianza proporciona
una ordenacio´n de las opciones, lo que permite realizar la seleccio´n de manera o´ptima y
alcanzar un equilibrio. Esto es conocido como el modelo CAPM (Capital Assets Prices
Model) (Ver Sharpe (1964) y Lintner (1965)).
Si se permite la existencia de bienes sin riesgo, la SD se denota por SDR.
Conclusio´n 2
Otro aspecto de intere´s es la aplicacio´n de las reglas de dominancia estoca´stica en
clases restringidas de funciones de utilidad tales como las no lineales.
Las teor´ıas no lineales de utilidad analizan los procesos de decisio´n bajo algunas
condiciones suavizadas de los axiomas de von Neumann-Morgenstern (1947). Aunque
esta idea no es nueva (ver Allais (1953,1979, 1990)), se desarrollo´ ampliamente alrededor
de 1980.
La motivacio´n surge de la observacio´n constatada de que los inversores violaban
los axiomas de von Neumann-Morgenstern a la hora de seleccionar carteras, (ver May
(1954), Ellsberg (1961), Tversky (1969), Lichtenstein y Slovick (1973) y Kahneman y
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Tversky (1979)).
El criterio FSD es importante en el caso de seleccio´n de activos mediante funciones
de utilidad no lineales.
La teor´ıa se desarrolla (i) relajando el axioma de independencia y (ii) rebajando el
axioma de transitividad.
(i) Allais rechazo´ el axioma de independencia pero an˜adio´ a su estudio el concepto
de preferencia absoluta, es decir, la distribucio´n F es preferida a la distribucio´n G
siempre que F domine a G segu´n FSD. Machina (1982) tambie´n desarrollo´ reglas
sin aceptar la independencia, probo´ que en ausencia de ella F es preferida a G
siempre que F domine a G segu´n FSD.
(ii) Fishburn (1989)(b) mostro´ que rebajando el axioma de transitividad y con un
cierto grado de linealidad
f(αp+ (1− α)q, r) = αf(p, r) + (1− α)f(q, r)
con p, q, r funciones de probabilidad y α > 0, se ten´ıa que si la distribucio´n F
domina a la distribucio´n G segu´n FSD entonces F es preferida a G.
En esta monograf´ıa se ha trabajado tambie´n con determinadas funciones de utilidad
para comprobar la relacio´n de orden entre las mismas. En futuras investigaciones se
tratara´n otras expresiones de utilidades no lineales.
Conclusio´n 3
Las reglas de dominancia estoca´stica tambie´n se han aplicado al caso de la transfor-
macio´n de variables. Interesa saber si var´ıan las reglas SD mediante transformaciones de
variables. En general existen dos tipos de transformaciones, unas corresponden a trans-
formaciones sobre la misma variable y la decisio´n, por tanto, entre la variable original y
la transformada (existen numerosas aplicaciones de este supuesto (ver Hadar y Russell
1974)) y otras, dadas dos variables originales, considerar sendas transformaciones de las
mismas y seleccionar a partir de las transformadas.
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Levy y Sarnat (1971) prueban que, si A domina a B segu´n alguna/s regla/s SD,
entonces, para cualquier α > 0, se tendra´ que αA dominara´ a αB por la correspondiente
regla SD. Hadar y Russell (1974) analizan la condicio´n bajo la que la transformacio´n
αA+B domina a la distribucio´n original A. Sandmo (1971) analizo´ la transformada a+θ
donde θ es una constante. Meyer (1989), Brooks y Levy (1989) analizan transformaciones
ma´s generales, m(x) y n(x).
En la elaboracio´n de este trabajo se tuvo en cuenta el caso de la transformacio´n de
variables para intentar generalizar resultados ya existentes. Sin embargo, no se obtu-
vieron resultados satisfactorios. Por tanto, esto constituye otra futura l´ınea de investi-
gacio´n.
Conclusio´n 4
Una importante aplicacio´n de las reglas de dominancia estoca´stica es en el estudio
del riesgo. En el Cap´ıtulo 2 se establecen distintos resultados sobre seleccio´n de activos
basa´ndose en unas determinadas medidas del riesgo de la inversio´n que, en el caso
considerado, son consistentes con las reglas usuales de dominancia estoca´stica.
El riesgo es la posibilidad de que ocurra un suceso de probabilidad medible. Sin em-
bargo, se emplea incluso en el caso de que la probabilidad no sea medible, confundie´ndola
con el concepto de incertidumbre.
Sean W la riqueza inicial, X una variable aleatoria y pi el valor monetario del riesgo,
entonces es conocido que la prima de riesgo de Arrow-Pratt es el valor de que resuelve
la ecuacio´n:
Eu(W +X) = u(W +EX − pi) (5.1)
siendo u una funcio´n de utilidad.
Sin embargo, esta medida no es objetiva ya que depende de las preferencias.
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La determinacio´n del valor de pi que el decisor esta´ dispuesto a pagar para no tener
riesgo, es funcio´n de la rentabilidad media del inversor (E[X]). Entonces, una medida
pura del riesgo deber´ıa estar construida de tal manera que no dependa de E[X]. Pero,
incluso suponiendo que e´sta se mantuviera constante, ser´ıa imposible cuantificar de
manera objetiva el riesgo sin realizar unas hipo´tesis previas sobre la funcio´n de utilidad
u.
Definicio´n 5.0.3.3 (Rothschild y Stiglitz, 1970) Sean dos distribuciones caracterizadas
por el mismo retorno esperado, si:
Tienen la misma media y
las funciones de utilidad son no decrecientes y co´ncavas
(i) Y tiene ma´s riesgo que X si Y es igual a X ma´s un te´rmino adicional o ruido:
Y =d X + Z
donde E(Z|X) = 0.
(ii) Y tiene ma´s riesgo que X si y so´lo si todos los individuos que sienten aversio´n al
riesgo prefieren X a Y , es decir, Eu[X] ≥ Eu[Y ] para toda funcio´n de utilidad u
no decreciente y co´ncava.
(iii) Y tiene ma´s riesgo que X si tiene colas ma´s pesadas que X.
(iv) Y tiene ma´s riesgo que X si tiene mayor varianza.
Definicio´n 5.0.3.4 Sean {Xα} e {Yβ} todas las combinaciones posibles de X e Y con
los activos de riesgo. Diremos que {Yβ} tiene ma´s riesgo que {Xα} si para todo elemento
Xα ∈ {Xα} existe Yβ ∈ {Yβ} con E[Xα] = E[Yβ] de forma que Yβ tenga ma´s riesgo que
Xα segu´n la definicio´n de riesgo dada por Rothschild y Stiglitz.
El teorema siguiente permite conocer dadas dos opciones cua´l presenta mayor riesgo
aunque no posean la misma media. Dadas dos opciones X e Y con distinta media, se
construye Yα con la misma media que X como sigue:
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Yα = (1− α)r + αY
donde r es la prima de riesgo.
El valor de α tal que E[Yα] = E[X] es:
α =
E[X]− r
E[Y ]− r
Teorema 5.0.3.2 Sean F y G dos opciones de riesgo con EF [X] 6= EG[X]. Igualamos
ambas medias segu´n el procedimiento anterior: EFα [X] = EG[X]. Si G tiene ma´s riesgo
que Fα, segu´n la definicio´n de Rothschild y Stiglitz, entonces para cualquier otra mixtura
Gβ existe otra Fγ con γ = αβ y EFα [X] = EGβ [X], de manera que Fγ conlleva menor
riesgo que Gβ. De aqu´ı se dice que la clase {Fγ} tiene menos riesgo que la clase {Gβ}.
Otros autores que han estudiado las reglas de SD y el riesgo son Caballe´ y Esteban
(2007), que proponen el ı´nfimo del ı´ndice de Arrow Pratt de aversio´n absoluta al riesgo
como una medida global de la aversio´n al riesgo de una cierta funcio´n de utilidad.
El problema de la medicio´n del riesgo asociado a los activos de renta variable esta´ am-
pliamente tratado en la literatura econome´trico-financiera.
En general, desde el punto de vista de la definicio´n de riesgo dada por Rothschild y
Stiglitz (1970), la varianza no es una buena medida de riesgo ya que puede darse el caso
de que se tengan dos opciones X e Y de igual media con varianza de X (σ2X) mayor que
la varianza de Y (σ2Y ) y que exista una funcio´n u creciente y co´ncava de manera que
E[u(X)] ≥ E[u(Y )], ma´s au´n, puede darse el caso en el que E[X] < E[Y ] y σ2X > σ2Y y
en cambio Y no domina a X para todos aquellos que tengan aversio´n al riesgo.
Pero aunque la varianza no es un ı´ndice o´ptimo para medir el riesgo s´ı proporciona
cierta informacio´n acerca del mismo. El criterio de la varianza proporciona buenos re-
sultados si, supuesto que E[X] = E[Y ]:
1. La funcio´n de utilidad es creciente, co´ncava y cuadra´tica.
2. La funcio´n de utilidad es creciente, co´ncava y las distribuciones son normales.
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3. La funcio´n de utilidad es creciente, co´ncava y las distribuciones son lognormales.
La varianza es un criterio u´til para clasificar un conjunto de productos en funcio´n de
su riesgo. Lo´gicamente, esta medida interesa a inversores con vocacio´n a largo plazo y
que quieran tener una idea del riesgo asociado a su inversio´n. Sin embargo, es habitual
encontrar en las series histo´ricas per´ıodos en los que se producen cambios bruscos en el
perfil de riesgo de los productos, en particular, posteriormente, la volatilidad se incre-
menta extraordinariamente, volviendo a niveles normales. Es decir, interesa determinar
una medida de riesgo total planteada.
Un primer me´todo para abordar cambios en la variabilidad dentro de un mismo
per´ıodo consiste en calcular una varianza mo´vil obtenida a partir de q observaciones
previas (q < s) en cada momento t.
El ca´lculo se realizar´ıa de la forma siguiente:
σ2t =
∑q
j=1 (rt−j − µ)2
q
=
∑q
j=1 ²
2
t−j
q
siendo rj la rentabilidad en j y µ el promedio de rentabilidad de los q per´ıodos utilizados.
Obse´rvese que frente a la propuesta anterior, la varianza mo´vil permite recoger ma´s
ra´pidamente el efecto que las nuevas informaciones tienen en la medida de la volatilidad,
ya que se calcula sobre un nu´mero de datos inferior (q < s), lo que hace que a cada dato
se le asigne un peso superior en el ca´lculo de dicha volatilidad.
El promedio de rentabilidad en t, calculado a partir de la informacio´n hasta t − 1,
se calcula como:
µ =
∑s
j=1 rt−j
s
donde s es el nu´mero de per´ıodos utilizados para el ca´lculo de la media.
Varianza calculada como media mo´vil con ponderacio´n exponencial
(Me´todo MMPE)
Los ca´lculos anteriores tienen la dificultad de asignar el mismo peso a cada una de las
desviaciones respecto del promedio y como se esta´ interesado en calcular la volatilidad en
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cada momento de tiempo, es ma´s razonable dar un mayor peso a los datos ma´s pro´ximos
en el tiempo, es decir:
σ2t =
q∑
j=1
αj (rt−j − µ)2 =
q∑
j=1
²t−j2
donde αj ≥ 0 y
∑q
j=1 αj = 1.
Un caso particular es el que permite calcular la varianza como MMPE, en el que los
pesos son:
αj = (1− λ)λj−1
con 0 < λ < 1.
Modelo GARCH (1,1)
Bollerslev (1986) extendio´ el trabajo de Engle (1982), desarrollando una te´cnica que
permite que la varianza condicional siga un proceso autorregresivo de medias mo´viles.
El modelo ma´s sencillo es el GARCH(1,1), cuya expresio´n:
σ2t = α0σ
2 − α1²2t−1 − β1σ2t−1
es una generalizacio´n del modelo analizado en el subapartado anterior, ya que presenta
la varianza condicional como una funcio´n de la varianza a largo plazo, la desviacio´n
respecto al promedio correspondiente al per´ıodo anterior y la varianza de dicho per´ıodo,
cada una con su ponderacio´n, de forma que:
α0 + α1 + β1 = 1
La estabilidad del modelo GARCH (1,1) requiere cumplir la condicio´n:
α1 + β1 < 1
y, lo´gicamente, si el primer sumando se anula, el modelo GARCH (1,1) se reduce al
analizado anteriormente. De esta manera el modelo MMPE es un caso particular del
GARCH (1,1).
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Es claro que existe la posibilidad de plantear modelos que incorporen ma´s retardos,
tanto en la parte autorregresiva como en la de medias mo´viles, llegando as´ı al mode-
lo GARCH (p,q) ma´s general. Sin embargo, dada la utilidad del modelo ma´s sencillo
GARCH (1,1) y que, en ocasiones, el incremento de complejidad que supone utilizar
modelos ma´s elaborados no se ve compensado por la mejora de los resultados obtenidos,
parece adecuado el modelo comentado.
Otras medidas de riesgo son la semivarianza y el ı´ndice de Gini.
La regla de la semivarianza afirma que X domina a Y si
E[X] ≥ E[Y ] y Sh(X) ≤ Sh(Y )
con alguna desigualdad estricta, siendo Sh la semivarianza:
Sh =
 E[(R− h)2], si R ≤ h0, si R > h
y h un punto de referencia.
Puede probarse que esta regla es condicio´n necesaria para la dominancia estoca´stica
de segundo orden.
Por analog´ıa con el desarrollo de Rothschild y Stiglitz, se dice que Y conlleva ma´s
riesgo que X segu´n el ı´ndice de semivarianza si
E[X] = E[Y ] y Sh(X) < Sh(Y )
y segu´n el ı´ndice de media-varianza si
E[X] = E[Y ] y V ar(X) < V ar(Y ).
La regla de la media de Gini afirma que X domina a Y si
E[X] ≥ E[Y ] y G(X) ≤ G(Y )
con alguna desigualdad estricta, donde
G(ξ) = 2Cov(ξ, Fξ(x))
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siendo ξ una v.a. y Fξ la funcio´n de distibucio´n de la v.a.
Conclusio´n 5
Tambie´n se encuentran aplicaciones de las reglas de dominancia estoca´stica en la
valoracio´n de empresas y apalancamiento. La regla SSD obtiene l´ımites para los valores
de la inversio´n cuando al inversor se le permite sostener la opcio´n de compra o el activo
subyacente. Dichos l´ımites son (LI indica l´ımite inferior y LS l´ımite superior):
LI = S0 −X/r + 1/rPc
∫ P ′
0
(X −Q(t)) dt
LS = S0/E[S˜T ]
∫ ∞
x
(
S˜T −X
)
f
(
S˜T
)
dS˜T
donde:
S0 es el precio actual de las existencias
S˜T el precio del stock en la madurez
X el precio de ejercicio
r el ratio de intere´s de menor riesgo
f
(
S˜T
)
la funcio´n de densidad de S˜T
P ′ = P [S˜T ≤ X], y
Pc el valor que resuelve la integral
∫ Pc
0 (Qc(t)− r) dt = 0 donde Qc es el cuantil de
la distribucio´n del ratio de retorno de la opcio´n de compra.
Bajo estas condiciones se tiene que LI ≤ LM ≤ LS donde LM denota el precio de
mercado de la opcio´n de compra. Cuando LM < LI la opcio´n domina el stock y cuando
LM > LS el stock domina a la opcio´n. Levy (1985) demostro´ que el valor obtenido por
el modelo de Black Scholes (1973) cae dentro de esos l´ımites (LI, LS).
144 Cap´ıtulo 5. Conclusiones y futuras l´ıneas de investigacio´n
Conclusio´n 6
Otro punto de aplicacio´n de las reglas de dominancia estoca´stica a tratar es la medida
de desigualdad de ingresos. En concreto, en este trabajo se ha realizado un estudio de
la distribucio´n de Pareto y se han obtenido las condiciones que se deben cumplir para
que exista dominancia estoca´stica de primer orden, a la vez que se han generalizado
los resultados al caso de distribuciones de Pareto truncadas, siguiendo la misma l´ınea
que la relizada para el caso de distribuciones lognormales y lognormales truncadas (ver
Cap´ıtulo 2).
Algunos trabajos en esta l´ınea son por ejemplo los de I. Ahamdanechzarco y C.
Garc´ıa “Bienestar, desigualdad y pobreza en Espan˜a (1993-2000). Un ana´lisis basado
en te´cnicas inferenciales de dominancia estoca´stica” en el que analizan los cambios pro-
ducidos en la distribucio´n personal de la renta en Espan˜a durante el per´ıodo 1993-2000
haciendo uso de las te´cnicas de dominancia estoca´stica con inferencia estad´ıstica.
Conclusio´n 7
Los Cap´ıtulos 3 y 4 se han centrado en el estudio de los procesos estoca´sticos y en
particular de los procesos estoca´sticos en Economı´a y Finanzas.
Como se comento´ en el Cap´ıtulo 1, otra aplicacio´n de los criterios de dominancia
estoca´stica es en el a´mbito del ana´lisis del riesgo de bancarrota y en el problema de la
ruina. A este respecto, se ha estudiado el modelo cla´sico de la ruina y se han realizado
algunas generalizaciones. Se ha conseguido ordenar los tiempos hasta la ruina de los
modelos propuestos sin necesidad de obtener previamente la expresio´n de la probabilidad
de ruina ni usar aproximaciones de la misma. De esta manera se ha tratado el problema
siguiendo una metodolog´ıa novedosa.
Respecto a este punto, se han de mencionar algunas de las dificultades que se han
presentado al tratar este problema. Una de ellas ha sido el encontrar bibliograf´ıa en la
que se abordara el problema tal y como se hab´ıa planteado en esta investigacio´n. Esto
fue imposible y por tanto, se confirma que la metodolog´ıa que se estaba usando era
145
totalmente novedosa. Pero la principal dificultad ha sido el intentar generalizar au´n ma´s
este modelo, introduciendo una componente adicional modelada por un movimiento
browniano. La inclusio´n de este sumando adicional ha provocado la imposibilidad de
ordenar los procesos tratados debido precisamente a la presencia de ese movimiento
browniano. Por tanto, una de las futuras l´ıneas de investigacio´n sera´ el estudiar la
manera de introducir ese componente browniano de la manera ma´s adecuada y realizar
un estudio ana´logo al presentado en esta Tesis.
Algunos autores que han estudiado este tema son, entre otros, Broske y Levy (1989),
que aplican las reglas de dominancia estoca´stica para estimar la probabilidad de ban-
carrota conociendo los precios de los bonos de mercado.
Conclusio´n 8
Por u´ltimo, cabe citar tambie´n la importancia de la aplicacio´n de las reglas de do-
minancia estoca´stica a datos emp´ıricos. A lo largo de esta Tesis se han propuesto diversos
algoritmos de simulacio´n que permiten obtener series de datos que verifican ciertos crite-
rios de SD; adema´s, se han indicado algoritmos que permiten comparar si determinadas
series de datos cumplen o no ciertas reglas de SD y algoritmos de simulacio´n de procesos
estoca´sticos.
Las futuras l´ıneas de investigacio´n sera´n a parte de la ya citada sobre modelos de
ruina, el estudio de la cartera eficiente en tiempo continuo, obtencio´n de condiciones
para que se cumplan ciertos criterios de SD en el caso de transformacio´n de variables
y el estudio en profundidad de las reglas ASD (Almost Stochastic Dominance) que
permiten seleccionar unas variables sobre otras pero con un cierto nivel de confianza ²
y su aplicacio´n a modelos econo´micos.
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Appendix
Conclusions and future work
Stochastic dominance criterions are used in various areas of knowledge, particularly
in Economics and Finance. In economic context, SD is applied for example, in the
efficient portfolio selection, analysis of risk and ruin problem.
Some of the reason for this work are the interest and author’s knowledge about eco-
nomic and finantial models and in Statistics and Operational Research, the numerous
applications of Probability and the Statistics in very diverse areas, for example in the
economic and financial framework and the fact that the author got a scholarship of the
Fundacion Ramo´n Areces to carry on researching the Economy area.
Conclusion 1
In Chapter 1 applications of stochastic dominance in ranking risky options, assets
selection (under risk or without risk) and in portfolio selection were presented.
The definition of stochastic dominance using expected utility and the hypothesis of
Normal returns give the mean-variance criterions.
Let RA ∼ N(µA, σA), RB ∼ N(µB, σB) be the random variables that represent the
returns of two assets A and B, and let y0 be the initial level of wealth. Then the following
criterions of dominance are given.
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Definition 5.0.3.1 (FSD) Asset A dominates asset B when µA ≥ µB and σA = σB.
That is, given a level of risk, the asset that provides more returns is preferred.
Definition 5.0.3.2 (SSD) Asset A dominates asset B when µA = µB and σA ≤ σB.
That is, given a level of return, the asset that has a smaller risk is preferred.
Example 5.0.3.1 Let us consider the following assets whose returns and risks are given
in the next table:
Asset Return Risk
A 25% 10%
B 25% 40%
C -2% 7%
D 16% 7%
Given a level of risk of 7%, asset D is preferred to asset C, because D gives higher
return according to FSD. Given a level of return of 25%, asset A is preferred to asset
B, because A has less risk than B according to SSD. But if we want to choose between
A and D, we will have to base the choice in the expected utility of one of each and we
will choose the asset that provides us more level of expected utility.
Many authors have study these problems, for example: Rothschild y Stiglitz investi-
gate the following main issues: investment-consumption, a portfolio problem, a combined
portfolio-savings problem, a firm’s production problem, etc. G. Hanoch and H. Levy
(1970) study the efficient portfolio selection in the case of quadratic and cubic utility
functions, Fishburn and Porter (1976) analyze the diversification strategy between the
risky asset and the safe asset by risk averters, Berleant et. al. (2008) study the efficient
portfolio selection using the mean-variance rules, they build a set of efficient portfolios
and use afterwards the SSD criterion and the Information Gap Theory to select one of
them. S. Lozano and E. Gutie´rrez (2008) study the portfolio selection problem using SD
rules and data envelopment analysis.
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Following this direction of work, in this monograph differents rules of selection be-
tween random variables, given certains previous conditions, are given. In addition this
theme has been connected with the weighted random variables and the use of certains
utility functions. Also the results were extended to the random vectors case.
Sometimes, the stochastic dominance rules are not efficient in the sense that in
many cases this framework is unable to rank two risky options under consideration. The
well-known mean-variance rule suffers from a similar drawback. However, when riskless
borrowing or lending is allowed, the mean-variance rule provides a sharper decision which
makes it possible to derive an equilibrium pricing relationship known as the capital assets
prices model (CAPM) (see Sharpe (1964) and Lintner (1965)).
When the riskless asset is allowed, the stochastic dominance analysis is denoted by
SDR.
Conclusion 2
Another interesting aspect of application of stochastic dominance rules is in the
context of nonlinear utility functions.
Nonlinear utility theories analyze the decision making process under some weaker
conditions of the von Neumann-Morgenstern (1947) axioms. Although this idea is not
new (see Allais 1953, 1979, 1990) most of these theories were developed around 1980.
The motivation for their development was stimulated by the discovery that investors
often violate one or more of the axioms underlying the von Neumann-Morgenstern ex-
pected utility paradigm, (see May (1954), Ellsberg (1961), Tversky (1969), Lichtenstein
and Slovick (1973) and Kahneman and Tversky (1979)).
FSD criterion plays an important role in the case of assets selection using nonlinear
utility functions.
The theory has been developed in two main directions: (i) by relaxing the indepen-
dence axiom, and (ii) by weakening the transitivity axiom.
(i) Allais rejects the independence axiom but incorporates in his analysis the concept
of absolute preference, that is, distribution F is preferred to distribution G when
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F dominates G by FSD. Machina (1982) also develops a decision rule without the
independence axiom, he shows that even without the independence axiom, F is
prefered to G whenever F dominates G by FSD.
(ii) Fishburn (1989 b) shows that by weakening the transitivity axiom and with a
limited degree of linearity
f(αp+ (1− α)q, r) = αf(p, r) + (1− α)f(q, r)
with p, q, r probability functions and α > 0, that if the distribution F dominates
distribution G by FSD then F is prefered to G.
In this monograph we have worked with certain utility functions to prove stochastic
order relations between them. In future works another expressions of nonlinear utilities
will be studied.
Conclusion 3
Stochastic dominance rules have been applied to the case of transformations of ran-
dom variables. An interesting question is whether the stochastic dominance relationship
is invariant to some transformation of the random variables X and Y .
In general, two principal areas of study may be identified: in the first case, it is studied
the relation between one random variable and a transformation of it (see Hadar and
Russell (1974)) and in the second case it is studied the relation between transformations
of two random variables, given the relation between the original random variables.
Levy and Sarnat (1971) prove that if A dominates B by the various SD rules then
for each α > 0, αA also dominates αB by the corresponding SD rule. Hadar y Russell
(1974) analyze the condition under which the transformation αA + B dominates the
original distribution A. Sandmo (1971) analyzes the transformation a + θ where θ is a
constant. Meyer (1989), Brooks and Levy (1989) analyze more general transformation,
m(x) and n(x).
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In the development of this work, the case of transformation of random variables was
considered to generalize some results. Unfortunately, satisfactory results were not found,
so this constitutes another direction for future work.
Conclusion 4
One important application of SD rules is in the study of risk. In Chapter 2 many
results on assets selection using some measures of risk, are established. In the case
considered the risk measures are consistent with the usual SD rules.
Risk is the possibility that an event of measurable probability happens. However,
this word is used also in the case in which the probability can’t be measured, mistaking
the risk concept for the uncertainty concept.
Let W be the initial wealth, X be a random variable and pi be the monetary value of
the risk, then the well-known Arrow-Pratt risk premium is given by the value pi which
solves the equation:
Eu(W +X) = u(W +EX − pi) (5.2)
with u an utility function.
However, this measure is not objective. It varies from one preference scheme to
another function.
The determination of the value pi one is willing to pay to rid himself of the risk
involved is also a function of the investment’s mean profitability (E[X]). Therefore,
a pure measure of risk should be constructed in such a way that it will be isolated
from E[X]. But even if the mean profitability is held constant, it is still impossible to
objectively quantify the risk unless some specific assumptions on the utility function are
imposed.
Definition 5.0.3.3 (Rothschild y Stiglitz, (1970)) Let us consider two distributions
characterized by the same expected return, if:
they have the same mean and
the utility functions are non decreasing and concave
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(i) Y is riskier than X if Y is equal to X plus a noise term:
Y =d X + Z
where E(Z|X) = 0.
(ii) Y is riskier than X if and only if every risk-averter prefers X over Y , namely
Eu[X] ≥ Eu[Y ] for all utility function u non decreasing and concave.
(iii) Y is riskier if it has more weight in the tails than X.
(iv) Y is riskier if it has greater variance than X.
Definition 5.0.3.4 Let {Xα} and {Yα} denote all possible combinations of X and Y
with the riskless asset, respectively. We define {Yα} to be riskier than {Xα} if for every
Xα ∈ {Xα} there exists Yα ∈ {Yβ} with E[Xα] = E[Yα] and Yα is riskier than Xα by
the Rothschild y Stiglitz’s definition.
The next theorem allows us to know, given two assets, which one of them is riskier,
altough they don’t have the same mean. Given two assets with different means X and
Y , Yα is built with the same mean as X as follows:
Yα = (1− α)r + αY
where r is the risk premium.
The value of α such that E[Yα] = E[X] is:
α =
E[X]− r
E[Y ]− r
Theorem 5.0.3.1 Let F and G two risky options with EF [X] 6= EG[X]. We make
equal means as the above method: EFα [X] = EG[X]. If G is riskier than Fα, by the
Rothschild y Stiglitz’s definition, then for any other mix Gβ another mix Fγ with γ = αβ
y EFα [X] = EGβ [X], so that Fγ is less risky than Gβ. Hence {Fγ} is less risky than
{Gβ}.
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Others authors that have studied the SD rules and risk are Caballe´ and Esteban
(2007), that suggest the infimum of the Arrow Pratt’s index of the absolute risk aversion,
as a global measure of the risk aversion of a certain utility function.
The problem of measurement of the risk associated with the assets of variable income
is treated extensively in the economic-financial literature.
In general, in the Rothschild and Stiglitz framework, the variance cannot serve as an
index for risk. This is because there can be two options, X and Y , with the same mean
and σ2X > σ
2
Y , (where σ
2
X is the variance of X and σ
2
Y is the variance of Y ), and there
exist a function u increasing and concave such that E[u(X)] ≥ E[u(Y )]. Moreover, even
if E[X] < E[Y ] and σ2X > σ
2
Y , Y does not dominate X for all risk averters.
Nevertheless, with the assumption E[X] = E[Y ] there are three specific cases when
the variance can be safely employed as the risk index:
1. The utility function is increasing, concave and quadratic.
2. The utility function is increasing, concave and the distributions are Normal.
3. The utility function is increasing, concave and the distributions are Lognormal.
The variance is an useful criterion to classify a a set of financial products attending
to their risk. Logically, investors with long-term vocation and who want to have an idea
of the risk associated with their investment, are interested in this measure. Nevertheless,
it is usual to find in historical series, periods in which sudden changes take place in the
profile of risk of the products. In particular, later, the volatility increases extraordinarily,
returning at normal levels afterwards. In other words, it is of interest to determine a
global risk measure.
The first method to tackle changes in the variability within the same period consists
of calculating a mobile variance obtained from q previous remarks (q < s) in every
moment t.
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The calculation would be realized in the following form:
σ2t =
∑q
j=1 (rt−j − µ)2
q
=
∑q
j=1 ²
2
t−j
q
with rj denoting the profitability at time period j and µ the mean of profitability of the
q used periods.
Notice that opposite to the previous proposal, the mobile variance allows to get
quickly the effect that the new information has in the measure of the volatility, since it
is calculated using a small number of values (q < s).
The profitability average at period t, calculated from the information obtained until
time t− 1, is calculated as:
µ =
∑s
j=1 rt−j
s
where s is the number of periods that have been used for the mean calculation.
Variance calculated as a mobile mean with exponential weighting.
(MMPE method)
The previous calculations have the difficulty of assigning the same weight to each
of the deviations with regard to the mean, and as we are interested in calculating the
volatility in every moment, it is more reasonable to give a major weight to the nearest
date in time, that is:
σ2t =
q∑
j=1
αj (rt−j − µ)2 =
q∑
j=1
²t−j2
where αj ≥ 0 and
∑q
j=1 αj = 1.
A particular case is the one that allows us to calculate the variance as MMPE, in
which the weight are:
αj = (1− λ)λj−1
with 0 < λ < 1.
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GARCH (1,1) model
Bollerslev (1986) extended the Engle’s work (1982), developing a technique that al-
lows the conditional variance to be shaped by an autoregressive moving average process.
The simplest model is the GARCH (1,1), whose expression is:
σ2t = α0σ
2 − α1²2t−1 − β1σ2t−1
it is a generalization of the previous analyzed model, since it presents the conditional
variance as a function of the long term variance, the deviation to the average corre-
sponding to the previous period and the variance of the above mentioned period, each
one with his weighting, so that:
α0 + α1 + β1 = 1
The stability of the model GARCH (1,1) needs the condition:
α1 + β1 < 1
and, logically, if the first addend is zero, the GARCH (1,1) model, turns out to the
model analyzed previously. This way model MMPE is a particular case of GARCH (1,1)
model.
It is clear that there exists the possibility of approach models that incorporate more
delays, getting this way GARCH (p,q) model.
There are other measures of risk like the semivariance and the Gini’s indexes.
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The mean semivariance rule asserts that X dominates Y if
E[X] ≥ E[Y ] y Sh(X) ≤ Sh(Y )
with at least one strong inequality, where Sh is the semivariance:
Sh =
 E[(R− h)2], si R ≤ h0, si R > h
and h is some reference point.
It can be shown that this rule is a necessary condition for SSD.
By an analogy with the Rothschild and Stiglitz framework, Y may be defined as
riskier than X by the semivariance index if
E[X] = E[Y ] and Sh(X) < Sh(Y )
and using the mean-variance criterion, if:
E[X] = E[Y ] and V ar(X) < V ar(Y ).
The Mean-Gini rule asserts that X dominates Y if
E[X] ≥ E[Y ] and G(X) ≤ G(Y )
with at least one strict inequality, where G stands for one half of the Gini mean difference
G(ξ) = 2Cov(ξ, Fξ(x))
with ξ a random variable and Fξ is its distribution function.
Conclusion 5
Also there are applications of the SD rules the evaluation of companies and leverage.
SSD obtains bounds on the option values when the investor is allowed to hold either the
call option or the underlying asset. In this framework, taxes and transaction costs can
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be easily incorporated. The bounds obtained are (LI is the lower bound and LS the
upper bound):
LI = S0 −X/r + 1/rPc
∫ P ′
0
(X −Q(t)) dt
LS = S0/E[S˜T ]
∫ ∞
x
(
S˜T −X
)
f
(
S˜T
)
dS˜T
where:
S0 is the current stock price
S˜T is the stock price at maturity
X is the exercise price
r is the riskless interest rate
f
(
S˜T
)
is the density function of S˜T
P ′ = P [S˜T ≤ X] and
Pc is the value which solves the integral
∫ Pc
0 (Qc(t)− r) dt = 0 where Qc is the
quantile of the distribution of the rate of return on the call option.
Under the conditions of this model, in equilibrium LI ≤ LM ≤ LS where LM stands
for the market price of the call option. When LM < LI the option dominates the stock.
Similarly, when LM > LS the stock dominates the option. Levy (1985) shows that the
value obtained by the Black and Scholes model always falls within the bounds (LI, LS).
Conclusion 6
Another application of the SD rules is in the measurement of inequality of income.
In particular in this work, a study of the distribution of Pareto has been carried on,
and conditions that must be fulfilled to have FSD has been obtained. Moreover we have
generalized the results for the case of Pareto truncated distributions, following the same
line as we used in the lognormal and lognormal truncated distributions (see Chapter 2).
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Some works in this line are I. Ahamdanechzarco and C. Garc´ıa’s approach “Bien-
estar, desigualdad y pobreza en Espan˜a (1993-2000). Un ana´lisis basado en te´cnicas
inferenciales de dominancia estoca´stica” in which they analize the changes produced in
the per capita income in Spain during the period 1993-2000, using SD rules and statis-
tical inference.
Conclusion 7
Chapters 3 and 4 are centred on the study of stochastic processes and in particular
stochastic processes in Economy and Finance.
As it was commented in Chapter 1, another application of the SD criteria is in the the
analysis of measuring bankruptcy risk by using data taken from the bond market and in
the ruin problem. In this respect, the classic risk model has been studied and some ge-
neralizations have been realized. Times to ruin of the proposed models have been ranked
without knowing previously the expressions of ruin probabilities or approximations of
them. This way the problem has been studied following a new methodology.
With regard to this point, some difficulties have appeared along this investigation.
One of them has been finding some bibliography in which the problem was studied as we
have done. This was impossible and therefore it is confirmed that the used methodology
was completely new. But the principal difficulty has been trying to generalize this model
introducing an additional component shaped by a Brownian movement. The inclusion
of this additional addend has caused the inability to rank the considered processes, due
to precisely the presence of this Brownian component. Therefore, one of the directions
of future works will be the study of this Brownian component.
Some authors who have studied this topic are, between others, Broske and Levy
(1989), that employ SD rules to estimate the probability of bankruptcy as implied by
the market price of bonds.
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Conclusion 8
Finally, we will mention the application of SD rules to empirical data. Various al-
gorithms have been developed in this area. Along this Thesis there have been proposed
several simulation algorithms that give us series of data verifying some SD criteria,
moreover algorithms that inform us if some serie of data verify some SD criteria and
simulation algoritms of stochastic processes, have been proposed.
Future directions of work will be the study of others ruin models, the study of the
efficient portfolio in continuous time and the study of the ASD (Almost Stochastic
Dominance) rules and its application to economic models.
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