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Many real-analytic flows, e.g. in chemical kinetics, share a multiple time scale spectral structure.
The trajectories of the corresponding dynamical systems are observed to bundle near so-called
slow invariant manifolds (SIMs), which are usually addressed in a singular perturbation context.
This work exploits the analytic structure of the involved vector fields and presents observations
that connect one dimensional slow invariant manifolds to the imaginary-time spectral structure of
Riemann surfaces in analytic continuations of dynamical systems to complex time.
I. INTRODUCTION
We introduce analytic continuation of smooth autono-
mous dynamical systems from real to complex-time do-
main in order to study slow invariant manifolds (SIM)
in terms of geometry and spectral properties of holomor-
phic curves, respectively embedded Riemann surfaces.
Imaginary time has been discussed in various contexts
of modern physical theories such as special and general
relativity, quantum mechanics and quantum field the-
ory. The time-dependent Schro¨dinger equation is for-
mally of parabolic heat-equation type in imaginary time.
For time-independent potential energy in the quantum
Hamiltonian operator (with the consequence of separa-
bility of the time-dependent Schro¨dinger equation), time-
differentiation i ddt can be interpreted as an energy oper-
ator. Wick rotation [1] is a technique bridging statisti-
cal and quantum mechanics by identifying the thermal
Boltzmann factor 1kT with imaginary time
2piit
h . In spe-
cial relativity replacing real by imaginary time makes the
Minkowski metric Euclidean. For the classical mechani-
cal model of a frictionless nonlinear pendulum in Hamil-
tonian formulation, the introduction of imaginary time
opens relations between periodic solutions and the the-
ory of elliptic integrals and functions (see [2, 3] for recent
accounts).
Obviously, in several contexts there is a relation between
physical properties, corresponding modeling techniques,
and the formal introduction of imaginary time. How-
ever, to the best of our knowledge, analytic continua-
tion to complex time resulting in holomorphic dynamical
systems with Riemann surfaces instead of trajectories as
solutions while embedding the original real dynamical
system has not been used systematically to study slow
invariant manifolds. In particular, we show here that a
complex analysis view on flows of dynamical systems has
the potential to shed new light on special phase space
structures, the slow invariant manifolds. We exploit the
global spectral structure of imaginary time trajectories
and present results for three well known example models
which have been analyzed using Fenichel’s singular per-
turbation approach. The rich mathematics of Riemann
surfaces provides significant potential for deeper studies.
II. INVARIANT MANIFOLDS OF SLOW
MOTION
In systems with multiple time scales one typically ob-
serves bundling behavior of trajectories near invariant
manifolds of slow motions. This is the basis of some
model reduction approaches (see references in [4]). While
there is no obvious natural definition of a SIM for general
nonlinear systems, several competing eligible approaches
have followed, most of which are based on Fenichel’s
perturbation theory for invariant manifolds [5, 6]. The
core idea is to introduce a parameter ε into the gener-
ating vector field with a sufficiently smooth dependence
in way that produces the original vector field for some
absolutely small value ε = ε0 6= 0 and a system with
annihilated slow modes for ε = 0. Put in simple terms,
Fenichel’s theorem then ensures that for sufficiently small
perturbations of ε and some compact, normally hyper-
bolic submanifold S0 (with boundary) consisting of fixed
points of the unperturbed system (ε = 0), there exists a
nearby diffeomorphic and normally hyperbolic subman-
ifold Sε, overflowing invariant under the perturbed sys-
tem and with the same attraction behavior in normal
direction. This theorem is of great importance for the
theory of dynamical systems and justifies the equivalent
concepts of ‘center-like manifolds’ [7] or ‘slow (invariant)
manifolds’ (e.g. [8]), which are not unique in general but
very close to each other [9]. Important generalizations
include the persistence of noncompact normally hyper-
bolic invariant manifolds (NHIMs) in Euclidean spaces [7]
and Riemannian manifolds of bounded geometry [10] and
of compact, possibly infinite-dimensional NHIMs in Ba-
nach spaces [11]. Similar concepts as for example ‘slow
spectral submanifolds’ [12] address the non-uniqueness
by adding e.g. non-resonance constraints.
In [4] Heiter and Lebiedz promoted a differential geo-
metric approach (originally rooted in the formulation of
a variational problem [13, 14]) in order to avoid the arti-
ficially incorporated parameter ε and provide an intrinsic
geometric setting to obtain in the ideal case a local cri-
terion.
In the following, we will refer to the term slow invari-
ant manifold (SIM) as NHIMs with purely stable normal
direction. Classically, these SIMs are constructed in a
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2unique way by using their persistence property. The idea
is to asymptotically expand the unique SIM of a similar
vector flow – the so-called critical manifold – in the di-
rection of perturbation. This results in a SIM that can
be approximated by a power series in the perturbation
parameter ε. While there is no general theorem provid-
ing uniqueness, the current article restricts to systems
for which the resulting SIM is uniquely given under the
assumption of analyticity.
III. ANALYTIC CONTINUATION
Consider a real analytical dynamical system given by the
ordinary differential equation (ODE) initial value prob-
lems
d
dt
z = F (z), z(0) = z0 ∈ Rn (1)
whereas F : U → TU is an complete and (real) analytic
vector field on a nonempty open subset U ⊂ Rn, TU :
tangent bundle. This real analytic vector field can be
continued to a complex analytic vector field on a complex
open subset U˜ ⊂ Cn with U ⊂ U˜ .
Lemma 1
For every real analytic function F : U → Rn there is
an complex open set U˜ ⊂ Cn, U ⊂ U˜ and a holomorphic
function F˜ : U˜ → Cn with F˜ |U = F and F˜ is unique on
U˜ .
Proof. For an arbitrary point p ∈ U denote the (poly-
)radius of convergence of the local power series by r(p) ∈
(R+)n. Clearly, the corresponding complex power se-
ries (denoted by F˜p) has the same radius of convergence
and defines a holomorphic function on the corresponding
polydisk
Pp := {z ∈ Cn : |zk − pk| < rk(p), k = 1, . . . , n}.
As a consequence we obtain a complex open cover U˜ :=⋃
p∈U Pp of U and a family of holomorphic functions F˜p,
each defined on the corresponding polydisk. In addition,
it holds F˜p1 ≡ F˜p2 on Pp1 ∩Pp2 for all p1, p2 ∈ U˜ because
Pp1 ∩ Pp2 6= ∅ ⇒ ∃p ∈ U ∩ Pp1 ∩ Pp2
and by the principle of analytic continuation we have
∂k
∂zk
(F˜p1 − F˜p2)(p) = ∂
k
∂zk
(F − F )(p) = 0 ∀k ∈ Nn
⇒ F˜p1 − F˜p2 ≡ 0 on Pp1 ∩ Pp2 .
Therefore, F˜ (z) := F˜p(z) for z ∈ Pp is well-defined. By
the same argument F˜ is unique on U˜ .
The next theorem provides existence and uniqueness re-
sults for holomorphic complex-time flows generated by
holomorphic vector fields.
Theorem 2 ([15])
For any holomorphic differential equation
d
dt
z˜ = F˜ (z˜), U˜ ⊂ Cn, F˜ ∈ On(U˜)
and every z˜0 ∈ U˜ there exists a sufficiently small polydisk
P (z˜0, r) and ε > 0 such that a solution to the correspond-
ing initial value problem with z˜(0) = z˜0 exists for all
t ∈ C : |t| < ε and is unique on this polydisk. Denote the
corresponding flow by ϕt(z˜0) or exp(tF˜ )z˜0 to emphasize
the generating vector field.
Obviously, the real flow generated by the (real) vector
field F from above coincides with the restriction of com-
plex flow to the real space, i.e.
exp(tF )z0 = exp(tF˜ )z0 ∀t ∈ R : |t| < ε, z0 ∈ U ⊂ Rn.
The complex analytic trajectories provide a well-defined
expansion of the real ones. Therefore, it seems reason-
able to expect complex manifestations of real space flow
characteristics. While such insights are of general inter-
est, this is especially the case for slow invariant manifolds
as it might provide an explicit characterization of the so
far implicitly given object.
IV. OSCILLATIONS IN IMAGINARY TIME
Studying the geometric properties of the complex inte-
gral curves, which by definition form Riemann surfaces,
we observe an oscillation in imaginary time direction that
closely relates to spectral properties of the generating
nonlinear vector field. Fast time scale dynamics corre-
spond to high-frequency and slow time scales to low-
frequency oscillations.
In the following we focus on linear and nonlinear dissi-
pative systems with one globally attracting fixed point
often used for demonstration purposes in SIM research.
Example 3 (Linear system). Consider the linear dynam-
ical system given by the differential equation z˙ = Az with
A ∈ Rn×n being a real diagonalizable matrix with eigen-
values λ1, . . . , λn ∈ R counted by their multiplicity and
a corresponding basis of eigenvectors v1, . . . , vn ∈ Rn.
For this model a SIM of dimension j is the span of the j
slowest eigenvectors. The imaginary time trajectory for
t ∈ R and z(0) = ∑k αkvk, αk ∈ R is given by
z(it) = exp(itA)
n∑
k=1
αkv
k
=
n∑
k=1
αk cos(λkt)v
k + i
n∑
k=1
αk sin(λkt)v
k.
This corresponds to the discrete Fourier spectrum
Ft[zj(it)](ξ) =
√
2pi
n∑
k=1
αkv
k
j δ(ξ − λk),
3where δ denotes the Dirac delta distribution. As long
as A is real diagonalizable this equation characterizes
exponential growth rates in real time by frequencies in
imaginary time.
Example 4 (Davis-Skodje model). The Davis-Skodje
dynamical system solves the differential equation
z˙1 = −z1
z˙2 = −γz2 + (γ − 1)z1 + γz
2
1
(1 + z1)
2 ,
where γ > 1 controls the time scale separation (spectral
gap). This model has general solution
z1(t) = c1e
−t
z2(t) =
c1e
−t
c1e−t + 1
+ c2e
−γt.
An asymptotic expansion in ε := 1γ provides the SIM:
Sε =
{
z ∈ R2 : z2 = z1
1 + z1
}
.
Figure 1 reveals the oscillation in imaginary time direc-
tion. Obviously, z1(it) is 2pi-periodic and z2(it) is a sum
of periodic functions with period lengths 2pi and 2pi/γ,
respectively. Using the Euclidean basis vectors e1, e2 and
assuming that c1 ∈ R\{−1, 0} the Fourier transform can
be written as
Ft[z(it)](ξ) = c1δ(ξ − 1)e1
+
(
c2δ(ξ − γ) +
∞∑
k=0
(−1)k
ck1
δ(ξ − k)
)
e2.
Being on the slow invariant manifold (c2 = 0) implies the
absence of the high frequency in the second component.
Example 5 (Michaelis-Menten model).
z˙1 =
1
γ
(
−z1 + z1z2 + z2
2
)
z˙2 = z1 − z1z2 + z2.
Again a SIM can be found by asymptotic expansion:
Sε =
{
z ∈ R2 : z2 = z1
1 + z1
+ ε
z1
2(1 + z1)
+ ε2
z1(1− 52z1)
2(1 + z1)
7 + . . .
}
.
This model is not explicitly integrable and differs in terms
of spectral properties from the previous examples. Fig-
ure 2 shows a (decaying) oscillation in imaginary time.
Again, this fast oscillation vanishes for SIM trajectories.
In the numerically determined continuous Fourier spec-
trum this corresponds to the disappearance of the con-
tinuous part in the high-frequency domain (cf. Figure 3).
V. ANALYTICAL CONSIDERATIONS
The previous results suggest that there is a deep and
fundamental connection between the imaginary time os-
cillation and the growth rate of trajectories in real phase
space. Locally, this connection is obvious, when consid-
ering the first variational equation of problem (1):
d
dτ2
w(iτ2) = iJF˜ (z˜(iτ2)) · w(iτ2), w(0) = w0 ∈ Tz0Rn.
Exploiting the regularity of the vector field, one gets the
approximation
w(iτ2) ≈ exp(iτ2JF˜ (z˜(0))) · w(0).
This serves as a first-order heuristic argument for imag-
inary time spectral oscillations. More ambitious meth-
ods as the Magnus expansion [16, 17] provide better ap-
proximations but require more information concerning
the imaginary solution trajectory.
In the following the issue is studied in some more depth
using tools from harmonic analysis. Consider z(·) is en-
tire in each component. A variation of the Schwartz-
Paley-Wiener theorem [18] then implies
‖z(t)‖1 ≤ C(1 + |t|)Neλ|Re(t)|
for some constants C,N, λ if and only if the support of the
imaginary spectrum—in general a distribution—is com-
pact and bounded: suppFt [zk(it)] ⊂ [−λ, λ] ∀k.
Applied to SIM trajectories with entire component func-
tions of exponential type [19] (i.e. with (less than) ex-
ponential growth) this provides a lower boundary of the
imaginary time spectrum w.r.t. close trajectories. This is
due to the (heuristic) argument that normal hyperbolic-
ity implies an increased growth rate for trajectories per-
turbed from the SIM in normal direction. A spectrum
of bounded support then corresponds to an absence of
frequencies with absolute value above the upper bound.
As a result high frequencies in imaginary time are a suf-
ficient criterion for non-SIM trajectories. Therefore, the
imaginary time spectrum is a potential indicator for SIM
trajectories.
VI. OUTLOOK
We propose that a complex-time view might be of gen-
eral interest for the analysis of backbone structures in the
phase space of real-analytic dynamical systems. In par-
ticular separatrices which separate qualitatively different
topologies of orbit families or stability regions of fixed
points. Recent work on vector fields generated by num-
ber theoretically significant functions like the Riemann ζ-
and ξ-function suggests a role of separatrices for the po-
tential locations of fixed points in phase space, especially
for Newton flows. The work [20] analyzes characteristic
properties of separatrices and their phase space behav-
ior. The latter study is essentially based on real-time
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FIG. 1. Davis-Skodje model: Complex time trajectories (Riemann surfaces) with initial point on (left) and off the SIM (right).
The red line is the real time trajectory.
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FIG. 2. Michaelis-Menten model: Complex time trajectories (Riemann surfaces) with initial point on (left) and off the SIM
(right). The red line is the real time trajectory.
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FIG. 3. Michaelis-Menten model. Left: Real part of the imaginary time component function of z2 for an initial point on
(blue) and off (orange) the SIM. Right: Corresponding Fourier spectrum (Fast Fourier Transform using MATLAB) with Dirac
delta distribution at 0. The spectrum of the trajectory with initial point off (orange) the SIM shows intensities in a range of
continuous high frequencies.
5dynamical systems but in the outlook we speculate on
an enlightening role of a complex-time extension giving
rise to structural distinction of Riemann surfaces corre-
sponding to separatrices compared to non-separatrices.
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