Aggregate window queries return summarized information about objects that fall inside a query rectangle (e.g., the number of objects instead of their concrete ids). Traditional approaches for processing such queries usually retrieve considerable extra information, thus compromising the processing cost. The paper addresses this problem for planar points from both theoretical and practical points of view. We show that, an aggregate window query can be answered in logarithmic worst-case time by an indexing structure called the aP-tree. Next we study the practical behavior of the aP-tree and propose efficient cost models that predict the structure size and actual query cost.
INTRODUCTION
Window queries retrieve the objects that fall inside (or intersect) a multi-dimensional window. Such queries are important for numerous domains (spatial databases, OLAP, computational geometry) and have been studied extensively in the database literature. Recently a related type of queries, called the window aggregate query (WA for short) is gaining increasing attention in the context of OLAP applications. A WA query returns summarized information about objects that fall inside the query window, for example the number of cars in a road segment, the average number of mobile phone users per city block etc. An obvious approach to answer such queries is to first retrieve the actual objects by performing traditional window queries, and then compute the aggregate function. This, however, entails a lot of unnecessary effort, seriously compromising performance. A solution for the problem is to store aggregate information in the nodes of specialized index structures. Such aggregate trees have already been employed in the context of temporal databases for computing aggregates over temporal data [KS95, KKK99, YW01, ZMT+01] .
In order to improve the performance of WA queries in OLAP applications involving multidimensional ranges, Jurgens and Lenz [JL98] proposed the storage of summarized data in the nodes of the R-tree [BKS+90] used to index the fact table. Each entry of the resulting aggregate R-tree (aR-tree), in addition to the minimum bounding rectangle (MBR), stores summarized data about objects under the
The aggregate R-tree (aR-tree) and analysis
The aggregate R-tree improves the original R-tree towards aggregate processing by storing, in each intermediate entry, summarized data about objects residing in the subtree. In case of the COUNT 1 function, for example, each entry stores the number of objects in its subtree. Figure 2 .1a shows a simple example where 8 points are clustered into 3 leaf nodes R 1 , R 2 , R 3 , which are further grouped into a root node R. The solid rectangles refer to the MBR of the nodes. The corresponding R-tree with intermediate aggregate numbers is shown in Figure 2 .1b. Entry e 1 :2, for instance, means that 2 points are in the subtree of e 1 (i.e., node R 1 ). The WA query represented by the dashed rectangle in Figure 2 .1a is processed in the following manner. First the root R is retrieved and each entry inside is compared with the query rectangle q. One of the 3 following conditions holds: (i) the (MBR of the) entry does not intersect q (e.g., entry e 1 ) and its sub-tree is not explored further; (ii) the entry partially intersects q (e.g., entry e 2 ) and we retrieve its child node to continue the search; (iii) the entry is contained in q (e.g., entry e 3 ), in which case, it suffices to simply add the aggregate number of the entry (e.g., 3 stored with e 3 ) without accessing its subtree. As a result, only two node visits (R and R 2 ) are necessary to process the query. Notice that conventional R-trees would require 3 node visits. In summary, the improvement of the aR-tree over the conventional R-tree is that we do not need to visit the nodes (whose MBRs are) inside the query window, but only those nodes that intersect the edges of the window. To answer the query in Figure 2 .2a (where the nodes correspond to the clustering on uniform points as in [TS96] ), for example, the aR-tree only needs to retrieve the white nodes, while the R-tree must also access the gray ones. The cost savings obviously increase with the size of the query window, an important fact because OLAP queries often involve large ranges. Notice, however, that despite the improvement of the aR-tree, query performance is still sensitive to the window size since, the larger the window, the higher the number of node MBRs that are expected to intersect its sides. This sensitivity of aR-trees to window area, is confirmed by the following analysis. For a query q and a node MBR m, let PR intr (q,m), PR part (q,m), and PR cont (q,m) refer to the probabilities that q intersects, partially intersects, and contains m respectively. It follows that:
The estimation of PR intr (q, m) was previously studied in [KF93] . Assuming a unit universe and uniform distribution of points, PR intr (q, m) can be represented as
where q.x and q.y refer to the lengths of the horizontal and vertical extents of q respectively (and similarly for m.x and m.y). On the other hand, observe that query q contains m if and only if, after shrinking q from the lower-right corner point by the corresponding extents of m along each dimension, the resulting rectangle still contains the upper-left corner point of m, as illustrated in Figure 2 .2b. Hence, the probability that the query window contains m is:
So the probability of partial intersection is:
PR part (q, m) corresponds to the probability that a node with MBR m is visited in answering the WA query q using the aR-tree. Let h be the height of the aR-tree, f R the average fanout, N i the number of nodes at level i, and s i the average MBR of nodes at level i; then, the expected number of node accesses in answering q is given as follows:
The estimation for h, N i , and s i was studied in [TS96] , where the following results were obtained: 
It is clear that the cost increases with the lengths of the query's extents and can be prohibitive for large query windows. This is a serious problem because aR-trees were motivated by the need to efficiently process queries with large windows in the first place. aP-trees overcome this problem (i.e., the cost is independent of the query extent) by transforming points to intervals in the key-time plane and adapting specialized interval indexing methods such as the multi-version B-tree introduced next.
The Multi-version B-tree (MVB-tree)
The multi-version B-tree [BGO + 96] is an extension of the B-tree for indexing the evolution of onedimensional data in transaction time temporal databases [ST97] , which are best described as intervals in the key-time plane. In the example of Figure 2 The MVB-tree is optimized for the so-called timestamp query, which, as shown in Figure 2 .3, is a vertical line segment q that retrieves the horizontal line segments intersecting q. Figure 2 .4 illustrates a simple MVB-tree when the sweeping line is at time 3. Each entry has the form <key, t start , t end , pointer>.
For leaf entries, the pointer points to the actual record with the corresponding key value, while, for intermediate entries, the pointer points to a next level node. The temporal attributes t start and t end denote the time that the record was inserted and (logically) deleted in the tree respectively. There can be multiple logical B-trees in an MVB-tree, and each root of a logical tree has a jurisdiction interval, which is the minimum bounding interval of the lifespans of all the entries in the logical tree.
Processing of a timestamp query starts by retrieving the corresponding root whose jurisdiction interval contains the queried timestamp, after which the search is guided by key, t start , and t end . For each timestamp t and each node except the roots, it is required that either none, or at least b⋅P version entries are alive at t, where P version is a tree parameter (for the following examples P version =1/3 and b=6). This weak version condition ensures that entries alive at the same timestamps are mostly grouped together in order to facilitate timestamp query processing. Violations of this condition generate weak version underflows, which occur as a result of deletions.
Insertions and deletions are carried out in a way similar to B-trees except that overflows and underflows are handled differently. Block overflow occurs when an entry is inserted into a full node, in which case a version split is performed. To be specific, all the live entries of the node are copied to a new node, with their t start modified to the insertion time. The t end of these entries in the original node is changed from * to the insertion time (in practice this step can be avoided since the deletion time is implied by the entry in the parent node). In Figure 2 .5, the insertion of <28,4,*> at timestamp 4 (in the tree of Figure 2 .1) causes node A to overflow. A new node D is created to store the live entries of A, and A "dies" (notice that all * are replaced by 4) meaning that it will not be modified in the future. In some cases, the new node may be almost full so that a small number of insertions would cause it to overflow again. On the other hand, if it contains too few entries, a small number of deletions will cause it to underflow. To avoid these problems, it is required that the number of entries in the new node must be in the range [b⋅P svu , b⋅P svo ] (for the following examples, P svu =1/3, P svo =5/6). A strong version overflow (underflow) occurs when the number of entries exceeds b⋅P svo (becomes lower than b⋅P svu ). A strong version overflow is handled by a key split, a version-independent split according to the key values of the entries in the block. Notice that the strong version condition is only checked after a version split, i.e., it is possible that the live entries of a node are above b⋅P svo before the node block-overflows.
Strong version underflow is similar to weak version underflow, the only difference being that the former happens after a version split, while the latter occurs when the weak version condition is violated.
In both cases a merge is attempted with the copy of a sibling node using only its live entries. If the merged node strong version overflows, a key split is performed. Assume that at timestamp 4 we want to delete entry <48,1,*> from the tree in accesses, where m is the number of live intervals at the queried timestamp, and r is the number of output intervals. Both the space requirements and query performance are asymptotically optimal. A variation of MVB-trees, which reduces the tree size by a constant factor can be found in [VV97] . Several algorithms for processing interval queries and temporal joins with MVB-trees, are proposed in [BS96] and [ZTS02] , respectively. The multi-version framework has also been applied to R-trees to obtain various bitemporal and spatio-temporal access methods [KTF98, KGT+01, TP01] . General cost models for multiversion structures can be found in [TPZ02] .
THE AGGREGATE POINT-TREE (AP-TREE)
A WA query can be formally defined as follows: given a set of points in the 2D universe Thus, WA query processing can be reduced to the vertical line segment intersection problem optimally solved by the MVB-tree, except that here we are interested in the aggregate number, instead of the concrete ids, of the qualifying objects. This fact differentiates query processing since we can avoid the retrieval of the actual objects intersecting q 1 and q 0 and the expensive computation of their set difference. In the sequel, we present the aP-tree, which modifies MVB-trees to support VRA queries.
Insertion and overflow handling
The aP-tree is similar to the MVB-tree, consisting of several logical B-trees each responsible for a jurisdiction interval, which is the minimum bounding interval of all the lifespans of its entries. An entry of the aP-tree has the form <y, [x start , x end ), agg, pointer>, where pointer is the same as in MVB-trees, while y and [x start , x end ) correspond to key and [t start , t end ) as defined in section 2.2 respectively. The additional field agg denotes the aggregate number over the entries alive during [x start , x end ) in the child node. Without ambiguity, in the sequel we refer to the y-field and [x start , x end ) of each entry as the key and lifespan of the entry respectively. The minimum bounding interval of all the lifespans in a node is called the lifespan of the node. all the intervals have their right end-points on the right boundary of the universe, no logical deletion is necessary. As a result, the number of live entries in any node will never decrease until the node dies, so weak and strong version underflows never happen. Therefore, the aP-tree has only a single parameter P svo (no parameters P version and P svu ), which denotes the strong version overflow threshold.
Insertion is performed as in MVB-trees except that it may be necessary to duplicate intermediate Since no logical deletion is performed, all the entries in a leaf node must be alive when the node overflows. Therefore, a strong version overflow will always occur after version copies at the leaf level. Node A overflows and is version copied to node D, which generates a strong version overflow, and is finally split into itself and node E. Corresponding parent entries are added into the root node to reflect the changes. Notice that, due to the absence of logical deletions, the x end fields of leaf entries are never modified. As an optimization method, they are not stored on the disk and this knowledge is inferred. An important observation is that, in the worst case, processing a VRA query only needs to visit two paths from the root to the leaf level of a B-tree. This is because, at each non-leaf level, the y-ranges of the entries alive at any x-coordinate (e.g., x=15 in the query example above) are continuous and disjoint.
As a result, there can be at most two y-ranges partially intersecting the y-range of the query (at the start, or the end point). The y-ranges of the other entries are either contained by (in which cases their agg fields are simply added) or disjoint with the query y-range. Therefore, the query cost (number of node accesses) of a WA query is at most four times the height of the B-tree (two times for each q 1 and q 0 ).
Since we only care about the aggregate number, it suffices to return the arithmetic difference of the two VRA queries VRA(q 1 )-VRA(q 0 ), without computing the set difference of their results (which would require cost up to nlogn, where n is the number of intervals).
Asymptotical Performance
We first analyze the asymptotical space consumption of the aP-tree. Recall that a node is created from a version split, and dies by generating another version split, which spawns a new node. When a node is created, it is ensured that it contains less than P SVO ·b entries; otherwise, a strong version overflow is generated and a key split is performed. It follows that a node will generate the next version split by receiving at least (b−P SVO ·b) insertions after its creation. Let N 0 be the number of leaf nodes. Since each insertion will create only one entry in a leaf node, we have:
where n is the total number of insertions (i.e., points). For a node at higher levels, the number of new entries incurred from an insertion is at most 2. This corresponds to the 2 parent entries for new nodes created at the next level (through strong version overflows). Hence, a non-leaf node dies after at least (b−P SVO ·b)/2 insertions. Assuming that the number of nodes at level i is N i , we have:
Since every node contains at least P SVO ·b/2=O(b) entries at each point during its lifespan, the height of any B-tree is O(log b n). Therefore, the space complexity of the aP-tree is O(n/b log b n) nodes in the worst case 2 . Furthermore, since, as with conventional B-trees, each insertion incurs at most 2log b n node accesses, the aP-tree can be constructed with O(nlog b n) node accesses, which also dominates the cost of the preprocessing sorting step.
Answering a VRA query involves visiting at most 2 paths from the root of a B-tree to the leaf level,
i.e., 2log b n node accesses in the worst case. Since there are at most O(n) logical B-trees (as shown later the number is very small in practice because each B-tree includes many data points), the corresponding B-tree can be located in log b n node accesses as well, for example, by looking up a separate B-tree built on the root table. Therefore, a VRA query takes at most O(log b n) node accesses. Given that, a WA query is transformed into 2 VRA queries, a WA query can be answered in O(log b n) node accesses in the worst case. The following theorem summarizes the discussion above. 
COST MODELS FOR AP-TREES
In the last section, we have shown theoretically that any WA query can be answered in logarithmic worst case time by introducing the aP-tree.
In this section, we analyze the practical performance of the structure. This is motivated by the following facts: (i) asymptotical performance gives only limited indication towards the actual performance in practice; and (ii) the crucial factors that a database administrator needs to consider usually include the tradeoff between the size of the structure and the query response time provided. Therefore, it is important to derive accurate cost models that estimate the number of disk pages occupied by a structure, and the number of page accesses in answering a WA query.
We start by estimating the size of the aP-tree, considering, for simplicity, the case that all points As shown in [Yao78] , the fanout of a B-tree is ln2 times the split point of a node. Hence in our case, the relation between live fanouts and split points is as follows:
An aP-tree consists of multiple logical B-trees, where more recent trees have larger heights as more insertions are performed. The height h of the last logical B-tree is:
If N i is the total number of nodes at level i, the size of an aP-tree is:
The estimation for N 0 , the total number of leaf nodes, is relatively straightforward, observing that the only type of structural change at the leaf level is a version split followed by a key split. Therefore, each version split (i) increases the total number of nodes by 2, and (ii) the number of live nodes by 1. Notice that after all the insertions are complete, the number of live nodes is n/f l ; thus, the total number of leaflevel version splits is V l =n/f l −1. Hence we have:
A similar analysis, however, does not apply to the estimation for N i of non-leaf levels because key splits do not always happen after version splits. Furthermore, note that higher levels will appear only after a sufficient number of insertions. In the sequel, we say that the level-up point (LuP) for level i is L i , if this level appears after L i insertions. Since a new level appears when the previous root at the lower level strong version overflows, the estimation for L i (i≥1) is as follows.
where SP l , SP nl and f l , f nl are split points and live fanouts for leaf and non-leaf nodes respectively as defined earlier. Next we focus on N 1 before generalizing to higher levels. Since no two points have the same x-coordinate, an entry will be duplicated in every intermediate node along the insertion path.
Therefore, the total number of entry insertions at each level is also n. Notice, however, that this estimation excludes strong version overflows because: (i) the number of strong version overflows is considerably lower than n; so omitting it will not bias the results significantly, and (ii) although capturing strong version overflows is straightforward, it would lead to excessively complicated equations.
Recall that a node already contains a number of entries (version copied from the previous node) when it is created. Another observation is that this number equals the number of live entries in the previous node. Since the average live fanout of non-leaf nodes is f nl , it follows that a node contains f nl initial entries on average. Therefore, a node will, on the average, take (b nl −f nl ) entries before it dies. Note that, however, the live fanout applies only to nodes other than roots of logical trees (i.e., for N 1 , it applies after level 2 has appeared). Hence the number of level 1 nodes created after the LuP L 2 can be
At any time between LuPs L 1 and L 2 , there is only one live node at level 1, which is the root of the logical tree. The number of live entries in the root increases gradually from 2 (when level 1 appears) to 
Replacing variables in equation (4.4) correspondingly with results in equations (4.1 to 4.9), we obtain the cost model that predicts the structure size of the aP-tree. Note that this estimation does not include the size of the root table, which stores one entry for each root node. As will be shown in the experimental section, however, the size of the root table is negligible. Furthermore in this paper we assume that each disk page corresponds to one structure node; hence the model also gives the number of disk pages required by an aP-tree. It is straightforward to extend the equation to the general case where a node corresponds to multiple disk pages.
The estimation for query costs is relatively simple. As discussed in the previous section, processing a VRA query involves visiting at most 2 paths from the root to the leaf level of a B-tree. Since the 2 paths start from the root node of the same logical B-tree, the number of node accesses in answering a VRA query is at most: 
EXPERIMENTS
In this section, we evaluate the sizes and query performance of aP-and aR-trees with synthetic and real datasets. All queries are quadratic, i.e., both sides of each query window have the same length, which is represented as a percentage of the unit axis. In our implementation, we optimize the performance of both structures by storing only necessary information in leaf and non-leaf entries. For example, for aRtrees, points are stored in leaf entries while MBRs are stored in non-leaf entries. For aP-trees, on the other hand, the x end field of each entry does not need to be stored (as mentioned in Section 3.1). The page size is set to 4,096 bytes, for which the leaf and non-leaf node capacities of aP-trees are 255 and 204 respectively, while the corresponding figures for aR-trees are 255 and 170 (more information is needed in an intermediate aR-entry to store its MBR). The P svo parameter of the aP-tree is set to 0.5 in all cases.
Uniform datasets
In the first set of experiments, datasets are generated uniformly in a unit square universe, ensuring that no two points have the same x-coordinate. Query performance is measured by the average number of node accesses in answering a workload consisting of 500 queries. Each query in the same workload has the same side length, ranging from 10% to 60% of the universe axis, resulting in query areas from 1% to 36%. The position of a query is randomly generated in the universe. Figure 5 .1a demonstrates the number of node accesses as a function of the query side for the aP-and aR-tree indexing a uniform dataset with 150K points. It is clear that the aR-tree is comparable to the aP-tree only for very small query windows, and its performance keeps increasing linearly with the query side length. On the other hand, the performance of the aP-tree stabilizes around 10 accesses irrespective of the query side length, which makes it considerably more efficient than its competitor. Further, since the height of the aP-tree is 3, the cost (10 accesses) is exactly our estimation given by equation (4.11). Figure 5 .1b demonstrates the query cost (using the workload with side length 50%) as a function of the cardinality for uniform datasets with 50K, 100K, 150K, 200K, and 250K points. The performance of the aR-tree deteriorates very quickly when the cardinality increases, while that of the aP-tree remains constant (at 10 node accesses), as there is no change in the tree height. Notice that our estimation (by equation 2.1) of the aR-tree performance is very accurate in all cases, producing error less than 5%. 
Non-uniform datasets
In this section we compare the two structures using 6 non-uniform datasets described as follows: (i) gauss contains 100K points distributed following the gaussian distribution; (ii) skewed has the same cardinality but the distribution is skewed (gauss and skewed were generated using the GSTD utility To study query performance, we generated workloads specifically for each dataset such that the queries in a workload distribute similarly to the corresponding dataset in order to avoid queries falling into empty areas. Figure 5 .4 demonstrates, for each dataset, the number of node accesses as a function of the query length. It is clear that aP-trees outperform aR-trees significantly in all cases, and the difference is up to an order of magnitude. An interesting observation is that, when data is skewed, the processing cost of aR-trees usually drops when the query length exceeds a threshold. This is not surprising because skewed data lead to skewed MBRs of the nodes in the tree. Hence when the query rectangle is large enough, many MBRs tend to assemble inside the query window, so fewer MBRs intersect the window sides. Note that this phenomenon does not exist for uniform datasets, where the MBRs of nodes are also uniformly distributed. have shown that the aP-tree outperforms its most significant competitor, the aR-tree, by up to an order of magnitude. Its main advantage compared to any R-tree based method, is that the query cost is independent of the window size. We believe that, given the significant performance benefits and the dropping cost of secondary memory, the extra space requirements of the aP-tree do not constitute a serious shortcoming, especially for applications that require fast, real-time query processing. In addition,
we present efficient cost models (with less than 5% error) that predict the structure size of the aP-tree and, consequently query performance.
An interesting direction for future work is to investigate whether it is possible to improve the space requirements of the aP-tree, or to prove a theoretical bound for any indexing structure that answers WA queries in logarithmic worst case time. A challenging extension is to apply the same approach to support more general spatial objects (such as rectangles, spheres, etc), possibly in multiple dimensions.
