To solve the slow convergence speed, low precision in later period and tedious parameter setting of differential evolution when applied to complex optimization functions, an improved differential evolution algorithm (dn-DADE) based on dynamic adaptive strategy is proposed. Firstly, the elite solutions of current population are utilized in the new mutation strategy 
Introduction
Differential Evolution (DE) algorithm, proposed by Storn and Price in 1995 [1] , is a very popular evolutionary algorithm that employs the unique differential mutation operator to probe the search space. As one of the most representative and promising evolutionary algorithm, DE has been successfully applied to the optimization problems arising from diverse domains of scientific research and engineering [2] [3] [4] (such as data mining, pattern recognition, power system design, scheduling problems) , due to its simple structure, ease of implementation, high efficiency, etc. Although DE algorithm has great potential, there is still a need for improving the performance of DE to face challenges from the modern application areas because of its some drawbacks. Empirical analysis [5] [6] of DE has shown that it is more likely to trap in a local optimum and demonstrate slow convergence speed in late periods when solving the high dimensional multimodal optimization problems.
Many studies indicate that the DE performance highly depends on the mutation operation, crossover strategy and the corresponding control parameters (i.e., scale factor F , crossover factor CR and population size NP ) [7] [8] . DE may become premature convergence or stagnation caused by the inappropriate choice of trial vector generation strategies or parameter settings for a specific problem. At present, DE has variety of optional mutation strategies, among which DE/best/k, DE/current-to-best/k, DE/rand/k and DE/current-torand/k are widely used. Moreover, different mutation operators have different characteristics.
Classical Differential Evolution Algorithm
The DE algorithm is a real-coded evolutionary algorithm. The process of DE, like other evolutionary algorithms, produces offspring for the next generation by mutation, crossover and selection operations, which are detailed below.
1) Initialization
Suppose population size is NP and the evolution generation 
（1）
The initial population (at G = 0) is generated by a uniformly random process within the search space constrained by the prescribed minimum and maximum bounds m in m a x is a random number generated from a uniform distribution on [0 ,1] . 
. The binomial crossover operation adopted in this paper is defined as:
,,
v r a n d j C R o r j r a n d n i u x r a n d j C R a n d j r a n d n i
is a uniformly distributed random number and () r a n d n i is a dimension index randomly chosen from[1, 2 , ..., ] D ;
denotes the crossover probability factor.
4) Selection Operation
DE employs the selection operation to choose the best, between the target and the trial vector based on their fitness value for the next generation. For the global minimization problem, the greedy selection strategy is expressed as:
Where 
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Mutation Strategy
Compared to DE/rand/k [1] , the DE/best/k and DE/current-to-best/k have the faster convergence rate by using the best solution information to guide the evolution [12] . But due to the population diversity reduced, in many cases, these schemes may cause the algorithm into a local optimal solution. Thus, how to balance the exploration and exploitation ability of
of the population, which is ranked according to the fitness values, are defined as the elite solutions of the current population. And then dn vary nonlinearly with the generation. The mutation scheme is generated in the following manner: 12 , , ,
is randomly selected from the elite solutions of the current population. to 1 with the increase of the evolution generations. The slow decrease rate of dn at the early search stage can make the algorithm search the feasible solution in a relatively large range, and coordinate the conflict between the "greedy" of mutation operation and the diversity of population; while the fast decrease rate during the later stage can intensify the search in the more smaller neighborhood of the best solution and also speed up convergence of the algorithm. Thus, the DE/current-to-dnbest/1 strategy combines the exploration and exploitation abilities of the algorithm by nonlinearly downsizing the elitist solutions of the population. 
Dynamic Adaptive Strategies of Parameters
The classic DE is very sensitive to its control parameters. The crossover probability rate CR usually relates to the properties of the problems (i.e., the unimode or multimode problem, the variable independence or variable interdependence problem); Scale factor F effects on the convergence speed greatly. In our dn-DADE algorithm, CR is generated by a normal distribution, and we use the improvement rate of fitness value and the successful CR , which have produced trial vectors successfully entering the next generation, to adjust the parameters with the normal distribution. For F, we attempt to maintain larger F value at the beginning search stages and smaller F value during the later stages with a Cauchy distribution. This scheme is more helpful to keep both global (with large F values) and local (with small F values) ability throughout the entire evolution process.
1) Adaptive Crossover Probability Rate
Inspired by the idea that update CR by the feedback information of previous CR values in SaDE [7] , dn-DADE adopts a weighted updating strategy which also considering the feedback information of the fitness value improvement rate to guide the generation of new CR .
The crossover probability rate for each individual according to: 
fk denote the fitness value of individual before and after the evolution operation, respectively. Then the weighted adaptation scheme for CR can be expressed as:
as the number of the successful trial vectors. And the initial value of dn CR is set as 0.5. Similarly, the self-adaptive 2 dn  according to:
Since CR determines how many components of the mutated vector will be introduced into the population for the next generation, the probability of producing improved offspring from the same parent with a small CR is higher than that with a large CR . As we have known CR of SaDE algorithm has an implicit bias towards small values throughout the entire adaptation International Journal of Control and Automation Vol. 7, No.9 (2014) 
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Copyright ⓒ 2014 SERSC process. This bias might be pernicious in case of handling nonseparable functions, while large CR value is required to change the nonseparable variables together. In addition, it is assumed that large successful CR values will obtain greater improvement on fitness values than small successful CR values for nonseparable problems because of its strong ability to change nonseparable variables together. Therefore, we can balance the bias with a weight based on the rate of the fitness value improvement.
2) Adaptive Scale Factor
Compared to the normal distribution, the Cauchy distribution is more helpful to expand the search range and thus avoid trapping into the local optimal. Therefore, the scale factor , iG F of each individual in dn-DADE is generated independently according to: 
According to the characteristics of Cauchy distribution, it will lead the , iG F value has a great probability to over the truncation interval that dn F value fall near the interval boundary
.Therefore, it is need to add an adjustment factor ( , and the role of  and the relevant value will be shown in the experimental analysis.
Realization of the dn-DADE Algorithm
The pseudo code of dn-DADE algorithm is shown in Figure 2 : 
Calculate dn according to formula (9) and randomly choose an individual from the elite solutions 
12:
Generate the mutation vector V by the DE/current-to-dnbest/1 strategy according to formula (8) 13:
Generate the trial vector U by the crossover operator according to formula (6) 14： end for 
Experiments and Results
Test Functions
In order to evaluate the performance of dn-DADE algorithm, we use a test bed of 14 standard benchmark functions provided by CEC2005 special session. These functions are based on basic benchmark functions (i.e. Rastrigin's, Rosenbrock's, Griewank's, Ackley's function), which have diverse problem features such as noise in fitness, ill-conditioning, multimodality and rotation. Details of these functions can be found in [13] . In summary,
are unimodal functions and J 6 -J 14 are multimodal functions (J 13 and J 14 are the hybrid composition functions combined by several classical functions).
Experimental Setup
dn-DADE is compared with four advanced DE algorithms, including jDE [8] , SaDE [7] , JADE [11] and DEahcSPX [14] . Follow the parameter settings for all the contestant algorithms [7] . In order to further illustrate the benefits from the new mutation strategy and adaptive parameters in dn-DADE, we designed three variant algorithms, including dn-DE, DADE and dnc-DADE, to compare with our proposed dn-DADE. For fair comparison, the population size NP is set as 100 regardless of the dimension D , and all experiments were run 50 times on each function independently.
Comparison of dn-DADE with Other Advanced Optimization Algorithms
Functions 1
f -14 f are tested in 30 and 100 dimensions to evaluate the performance of all the competitor algorithms in aspects of the quality of the final solutions, the convergence speed and robustness. Since the optimal value of the rotation function with center offset is not at the origin, we take the error value between the actual output value and the optimal value in theory as the evaluation criteria. Denote * x as the global optimal solution of objective function as known and
x as the actual optimal solution by the algorithm, then the error value (EV) is defined as
The maximum number of function evaluations (MAX_FES) is set to 3*10 5 for 30-dimension problems, and 1*10 6 for 100-dimension problems. Table 1 -2 indicate that the performance of dn-DADE is obviously superior to other competitor algorithms on majority of test functions in both 30-dimensional and 100-dimensional problems. It can be seen from Table 1/ 3 that: for 30-dimensional problems, the dn-DADE achieves the best performance in 13 functions (especially in function 1 f and 9 f ), and only for 12 f is worse than DEahcSPX and SaDE. In functions 7 f and 8 f , the performance of dn-DADE remained comparable to that of JADE, but the former achieved the lowest standard deviation due to its better stability. And the experimental results in Table 2 / 4 show that: for 100-dimension problems, dn-DADE still maintained statistically superior performance compared to the other four algorithms in 11 functions, and it remain second best for 12 f being outperformed by SaDE, as well as for 8 f and 13 f being outperformed by JADE. Thus, dn-DADE algorithm has shown its advantage in terms of handling the rotation, noisy functions and even the hybrid composition functions. 4 f , 6 f , 7 f and 9 f . Clearly, for unimodal function 4 f , dn-DADE has significantly advantages on the convergence speed compared to other algorithms. In the cases of multimodal function 6 f and 7 f , the convergence speed of dn-DADE and JADE is faster than the other three algorithms due to their greedy mutation strategy. It can be observed that dn-DADE and JADE converge at the quickest rate among all the algorithms in early evolution stages. But with the increase of the evolution generation, dn-DADE speeds up remarkably because of its adaptive parameters and variation strategies. Note that for functions 9 f , dn-DADE has slow convergence rate in the initial stage of evolution, while at last it overtakes other competitor algorithms and attains greater final accuracy.
The Benefit of dn-DADE Components
The dn-DADE algorithm modifies the standard DE algorithm from two aspects as the mutation strategy and parameter setting by the dynamic adaptive manner. To identify the benefit of the improvement, we consider the following variants of dn-DADE for comparison:1) dn-DE: use the new mutation strategy with no adaptive parameter control (set Table 5 . The results in Table 5 indicate that dn-DADE algorithm is significantly better than its three variants. Therefore, we can conclude that a reciprocal cooperation between the parameter adaptation and the mutation strategy DE/current-to dnbest/1. This should be because the new mutation strategy can balance the exploration and exploitation ability of the algorithm in evolution process, and also guide the progress direction by elite solutions to avoid blind search. Although the changes of dn are more inclined to "greedy" strategy in the later period and may lead to premature convergence because of the diversity decrease, the parameter adaption scheme is proposed to effectively improve the population's diversity and the convergence rate in the promising direction.
Parameter Analysis
The performance of DE algorithm is very sensitive to the control parameters F and CR. Different optimization problems need different parameter settings. In order to achieve satisfactory performance without any users' prior knowledge, we propose a new adaptive mechanism to automatically update the control parameters in this paper. Since the value of crossover probability factor is related to the characteristic of practical problems, we select two 30-dimensional functions with different natures to observe the adaptive performance of dn CR . Note that 6 f represents the non-separable problem and 9 f represents the separable problem. Figure 7 shows the self-adaption curves of dn CR for function 6 f and 9 f . It can be seen, for different problems, 
Conclusions
In this paper, we propose an improved differential evolution algorithm based on dynamic adaptive strategies and parameters, namely dn-DADE, which incorporates the mutation strategy DE/current-to-dnbest/1 and parameter adaptation schemes. In the mutation strategy, the information of elite solutions, whose number varies dynamically, is utilized to guide the search direction, as well as balance the diversity of population and the greediness of the mutation. And the parameter adaptation strategies further improve the stability and robustness of the algorithm.
The dn-DADE algorithm is compared with four other state-of-the-art DE algorithms and three its variants over 14 benchmarks functions provided by CEC2005 special session. The experimental results indicate that its overall performance is better than the other competitors, and it has remarkable advantages in terms of the quality of the final solutions, convergence speed and robustness. In addition, the effectiveness of adaptive control parameter settings is experimentally studied.
