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1. Introduction
In this paper F (x) denotes the cosine Fourier transform
F (x) =
∞∫
0
f (t) cos xt dt (1.1)
and G(x) denotes the sine Fourier transform
G(x) =
∞∫
0
g(t) sin xt dt, (1.2)
whenever they exist. We will denote by SN (F ) := SN (F ; x) and SN (G) := SN (G; x) the N-th partial integrals of F and G ,
respectively, that is, when integration in (1.1) and (1.2) is over [0,N]. Throughout the paper we deal with functions f and g
(or, h if we do not distinguish between them), deﬁned on R+ , locally of bounded variation on (0,∞), vanishing at inﬁnity,
and such that f (t) ∈ L1[0,1] and tg(t) ∈ L1[0,1]. We call such functions admissible.
Studying properties of Fourier integrals as well as other problems in harmonic analysis, one frequently faces the need to
consider quantitative characteristics of the condition of bounded variation
∫∞
0 |dh(t)| < ∞. The following two have proved
to be both useful and convenient:
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x
∣∣dh(t)∣∣< Cβ(x) (1.3)
and
2x∫
x
∣∣dh(t)∣∣< Cβ(x), (1.4)
where β is a majorant, that is, a positive function on [0,∞); and C is a positive number independent of x.
Deﬁnition 1. (See [10].) The couple (h, β) determines a general monotone function h with majorant β , written (h, β) ∈ GM,
if the relation (1.3) holds for all x ∈ (0,∞). Similarly, we write (h, β) ∈ GM, if the relation (1.4) holds for all x ∈ (0,∞).
For sequences, a class similar to the GM was earlier introduced by Leindler (see [7] and [8]), while a prototype of GM was
introduced in [16] and [17]. It is clear how the corresponding deﬁnition reads for sequences as well as how the notation
runs. For example, ({an}, {βn}) ∈ GMS if ∑2nk=n |ak − ak+1| Cβn , where we use GMS rather than GM to emphasize that we
deal with sequences.
We remark that the case when β depends on h is of special interest in our study, since by this we are able to extend
the class M of monotone functions. A typical example is
GM∗ =
{
h:
2x∫
x
∣∣dh(t)∣∣< C cx∫
x/c
|h(t)|
t
dt, c > 1
}
, M  GM∗, (1.5)
introduced in [9].
In Section 2, we study the uniform convergence of Fourier integrals (1.1) and (1.2). Our main results are
∥∥F − SN(F )∥∥∞ maxx>N
∣∣∣∣∣
x∫
N
f (t)dt
∣∣∣∣∣+ C maxxN/2
(
x
2x∫
x
∣∣df (t)∣∣) (1.6)
and
∥∥G − SN(G)∥∥∞  C maxxN/2
(
x
2x∫
x
∣∣dg(t)∣∣), (1.7)
for admissible f and g .
Using these estimates, we obtain criteria for the uniform convergence of Fourier integrals for general monotone function.
In particular, for the sine Fourier transform, we derive from (1.7) the following analogue of the Chaundy–Jolliffe result for
the sine series (see [3], [19, V.1, p. 183]):
Theorem 1. Let a non-negative g be such that (g, β) ∈ GM, where
β(t) = 1
t
max
ut/c
2u∫
u
g(s)ds for some c > 1.
Then G converges uniformly on R+ if and only if limt→∞ tg(t) = 0.
As examples, any monotone or quasi-monotone g can be considered. For GM∗ (see (1.5)), which is a subclass of the class
in Theorem 1, a similar result was proved in [11].
In Section 3, we investigate the weighted norm inequalities for the Fourier integrals. As a background, let us remind two
well-known results. The ﬁrst one is the classical Pitt’s theorem (see [14]):∫
R
|Ĥ(y)|p
|x|γ dx C
∫
R
|t|γ+p−2∣∣h(t)∣∣p dx, (1.8)
provided
1< p < ∞, max{0,2− p} γ < 1. (1.9)
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[1] conjectured and Y. Sagher [13] proved that∫
R
|Ĥ(y)|p
|x|γ dx < ∞ if and only if
∫
R
|t|γ+p−2∣∣h(t)∣∣p dx < ∞, (1.10)
provided
1< p < ∞, 1− p < γ < 1. (1.11)
Note that for γ = 0 this is the Hardy–Littlewood theorem (see [18, Ch. IV]); for p = 1 see [15].
We continue these studies and prove analogues of (1.10) for general monotone functions separately for F and G . We
thus get different restrictions on γ : the condition 1− p < γ < 1 for the cosine integral, and 1− p < γ < 1+ p for the sine
integral. A recent result [9] is also generalized.
Throughout this paper, we denote by C , Ci , c positive constants that may be different in different occurrences.
2. Uniform convergence
We will consider the cosine and sine transforms separately.
2.1. Cosine case
For series, the following results are known. If either
(1) an  0, or
(2) ({an}, {βn}) ∈ GMS and nβn = o(1) as n → ∞,
then the series
∑
n an cos xn converges uniformly on [0,2π ] if and only if
∑
n an converges.
For the series with β-general monotone terms item (2) was proved in [4], while (1) is obvious. The counterpart for
functions reads as follows.
Theorem 2. If either
(1) f (t) 0, or
(2) ( f , β) ∈ GM and tβ(t) = o(1) as t → ∞,
then (1.1) converges uniformly on R+ if and only if
∫∞
0 f (t)dt converges.
(3) Inequality (1.6) holds.
Proof. The fact that the convergence of
∫∞
0 f (t)dt is necessary in both cases (1) and (2) follows from the convergence at
zero. The suﬃciency in the case (1) just reduces to the absolute integrability. Inequality (1.6) gives the suﬃciency in (2).
Let us proceed to (3). We estimate
∫∞
N f (t) cos xt dt . First, let x 1/N . Integrating by parts, we obtain
∞∫
N
f (t) cos xt dt = − sinNx
x
f (N) − 1
x
∞∫
N
sin xt df (t). (2.1)
We will systematically use the following estimate for large t:
∣∣ f (t)∣∣ ∞∫
t
∣∣df (s)∣∣ C ∞∫
t/2
1
s2
(
s
2s∫
s
∣∣df (u)∣∣)ds C
t
max
st/2
(
s
2s∫
s
∣∣df (u)∣∣), (2.2)
which follows from
∞∫
t/2
1
s
( 2s∫
s
∣∣dh(u)∣∣)ds = ln2 ∞∫
t
∣∣dh(u)∣∣+ t∫
t/2
ln
2u
t
∣∣dh(u)∣∣ ln2 ∞∫
t
∣∣dh(u)∣∣,
where h is of bounded variation.
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∞∫
N
f (t) cos xt dt
∣∣∣∣∣ CxN maxsN/2
(
s
2s∫
s
∣∣df (u)∣∣) C max
sN/2
(
s
2s∫
s
∣∣df (u)∣∣). (2.3)
Let now x < 1/N . Splitting the integral
∫∞
N f (t) cos xt dt into two: over [N,1/x] and over [1/x,∞), we estimate the
second one as above. More precisely, we integrate by parts and then estimate the integrated term by means of (2.2) and
the integral as that in (2.3).
Further, using again (2.2), we estimate∣∣∣∣∣
1/x∫
N
f (t) cos xt dt
∣∣∣∣∣=
∣∣∣∣∣
1/x∫
N
f (t)dt
∣∣∣∣∣+
∣∣∣∣∣
1/x∫
N
f (t)(cos xt − 1)dt
∣∣∣∣∣
max
x>N
∣∣∣∣∣
x∫
N
f (t)dt
∣∣∣∣∣+ C
∣∣∣∣∣
1/x∫
N
max
xt/2
(
x
2x∫
x
∣∣df (t)∣∣)(xt)2 dt
t
∣∣∣∣∣
max
x>N
∣∣∣∣∣
x∫
N
f (t)dt
∣∣∣∣∣+ C maxxN/2
(
x
2x∫
x
∣∣df (t)∣∣).
Thus, we have proved (1.6), which completes the proof. 
2.2. Sine case
For the sine series, Chaundy and Jolliffe ([3], [19, V.1, p. 183]) proved the following: necessary and suﬃcient condition
for series
∑∞
n=1 bn sin xn, where bn  bn+1  · · · , to be uniformly convergent on [0,2π ] is nbn → 0 as n → ∞. For extension
to general monotone sequences, see [5].
Theorem 3. The following assertions hold.
(1) If (g, β) ∈ GM and tβ(t) = o(1) as t → ∞, or, equivalently,
2x∫
x
∣∣dg(t)∣∣= o(1/x) (2.4)
as x → ∞, then G(x) converges uniformly on R+ and
∥∥G(x) − SN(G, x)∥∥∞  12 maxxN/2
(
x
2x∫
x
∣∣dg(t)∣∣). (2.5)
(2) Let a non-negative function g(t) satisfy
g(t) C
t
max
ut/c
2u∫
u
g(s)ds for some c > 1. (2.6)
Then the uniform convergence of integral (1.2) implies
tg(t) = o(1) as t → ∞. (2.7)
The next result shows that both statements in Theorem 3 are sharp.
Remark 4. First, in (2.4) we cannot substitute O (1/x) for o(1/x). Concerning (2), we present the following result. For
any non-decreasing positive function ϕ(t) satisfying ϕ(t) → ∞ as t → ∞, there exists an odd function G(x) ∈ C(R) with
uniformly convergent sine Fourier transform such that g(t) being non-negative satisﬁes
g(t) C ϕ(t)
t
max
ut/c
2u∫
u
g(s)ds for some c > 1
for all t , but tg(t)  0 as t → ∞.
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∞∫
0
sin xt
t
dt.
Here the condition
∫∞
x |dg(t)| = O (1/x) holds but the integral does not converge uniformly on R+ .
Let us now prove the second part. Without loss of generality, we assume that ϕ(t) ln(t+ e) and ϕ(2t) 2ϕ(t) as t  1.
Deﬁne ψ(t) :=
√
ϕ( t2 ) for t  1.
Let g1(t) := 1tψ(t) for t  1. Then for any t we can write down
1
t
2t∫
t
g1(s)ds
C
tψ(2t)
 Cg1(t). (2.8)
We then deﬁne the function
g2(t) :=
{
2−kψ(2k) for 2k < t  2k + 1, k = 0,1,2, . . . ,
0 otherwise.
For any t , 2k < t  2k+1, we have in virtue of (2.8),
ϕ(t)
t
2t∫
t
g1(s)ds C
ϕ(t)
2k
2t∫
t
g1(s)ds C
ϕ(t)
2kψ(t)
 Cg2(t). (2.9)
Inequalities (2.8) and (2.9) imply that the function g(t) = g1(t) + g2(t) satisﬁes
g(t) C ϕ(t)
t
2t∫
t
g(s)ds C ϕ(t)
t
max
ut/c
2u∫
u
g(s)ds, c > 1.
Let us put G(x) := G1(x) + G2(x), where
Gi(x) =
∞∫
0
gi(t) sin xt dt, i = 1,2. (2.10)
Then the function g1(t) is monotone and such that tg1(t) → 0 as t → ∞. By Theorem 1, in which the direct generalization of
the classical Chaundy–Jolliffe theorem is the simplest particular case, G1(x) ∈ C(R+) and integral (2.10) converges uniformly.
As regards the function G2(x), it is the Fourier transform of the Lebesgue integrable function and therefore it is uniformly
continuous. Hence G(x) converges uniformly. However, tg2(t)  0 as t → ∞ and our proof of Remark 4 is complete. 
Proof of Theorem 3. To prove item (1), using g(t) = ∫∞t dg(s) for a function g of bounded variation, we, therefore, represent
∞∫
N
g(t) sin xt dt = −
∞∫
N
( ∞∫
t
dg(s)
)
sin xt dt. (2.11)
The estimates below show, in fact, that g is of bounded variation away from zero, that is, the inner integral is absolutely
convergent. This gives us the possibility to change the order of integration. Indeed, this is possible when one integrates in t
over [N,M]. We thus have
M∫
N
( ∞∫
t
dg(s)
)
sin xt dt =
M∫
N
dg(s)
s∫
N
sin xt dt +
∞∫
M
dg(s)
M∫
N
sin xt dt.
Since each of the inner integrals on the right does not exceed 2/x, we can let M tend to inﬁnity to derive the desired result.
Now, if x 1/N ,∣∣∣∣∣
∞∫ ( ∞∫
dg(s)
)
sin xt dt
∣∣∣∣∣=
∣∣∣∣∣
∞∫
dg(s)
s∫
sin xt dt
∣∣∣∣∣ 2x
∞∫ ∣∣dg(s)∣∣ 2N ∞∫ ∣∣dg(s)∣∣. (2.12)N t N N N N
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−
( 1/x∫
N
+
∞∫
1/x
)( ∞∫
t
dg(s)
)
sin xt dt.
We estimate the second integral on the right exactly like that in (2.12), getting the bound
2
x
∞∫
1/x
∣∣dg(s)∣∣ 2max
xN
(
x
∞∫
x
∣∣dg(s)∣∣).
Further,∣∣∣∣∣
1/x∫
N
( ∞∫
t
dg(s)
)
sin xt dt
∣∣∣∣∣ x
1/x∫
N
(
t
∞∫
t
∣∣dg(s)∣∣)dt max
xN
(
x
∞∫
x
∣∣dg(s)∣∣).
Collecting these estimates, we arrive at
∥∥G − SN(G)∥∥∞  3maxxN
(
x
∞∫
x
∣∣dg(s)∣∣) 3
ln2
max
xN
(
x
∞∫
x/2
1
t
2t∫
t
∣∣dg(s)∣∣dt)
 12 max
xN/2
(
x
2x∫
x
∣∣dg(s)∣∣).
To prove the second part, if integral (1.2) with non-negative g(t) converges uniformly, then
1
N
N∫
0
tg(t)dt = o(1). (2.13)
Indeed, uniform convergence means that supx |
∫∞
N g(t) sin xt dt| = o(1) for N large enough. Since G(x) is continuous on R
and G(0) = 0, we have for small x
SN(G; x) = G(x) +
∞∫
N
g(t) sin xt dt = o(1).
By this,
1
2N
N∫
0
tg(t)dt 
N∫
0
g(t) sin
t
N
dt = o(1),
and (2.13) follows. This gives
2t∫
t
g(s)ds = o(1).
Further, by (2.6), we get
tg(t) C max
ut/c
2u∫
u
g(s)ds = o(1) as t → ∞,
that is, condition (2.7) is satisﬁed. 
We now show that Theorem 1 is a simple corollary of Theorem 3.
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2t∫
t
g(s)ds = o(1). (2.14)
Since (g, β) ∈ GM, this implies t ∫ 2tt |dg(s)| = o(1) as t → ∞. Therefore, by Theorem 3(1), integral (1.2) converges uniformly
on R+ .
Conversely, using
g(t)
∞∫
t
∣∣dg(s)∣∣ C
t
max
st/2
(
s
2s∫
s
∣∣dg(u)∣∣) C
t
(
max
ut/c
2u∫
u
g(s)ds
)
, (2.15)
we apply Theorem 3(2). Thus (2.7) follows. 
We remark that this result generalizes Theorems 1 and 2 from [11]. Indeed, one has
M 
{
h:
(
h, β∗
) ∈ GM} {h: (h, β) ∈ GM},
where M is the class of non-increasing functions and
β∗(x) =
cx∫
x/c
|h(t)|
t
dt and β(x) = 1
x
max
tx/c
2t∫
t
h(s)ds for some c > 1.
A similar assertion for sequences was proved in [5]. To ﬁnd an example of a function from {h: (h, β) ∈ GM} but not from
the two other classes, it suﬃces to consider the step-wise function corresponding to the sequence.
Remark 5. Similarly to Theorems 2 and 3, one can prove the following estimate of the Fourier transform
H(y) =
∫
R+
h(x)eixy dx, HN(y) =
N∫
0
h(x)eixy dx,
in the uniform metrics:
‖H − HN‖∞ max
x>N
∣∣∣∣∣
x∫
N
h(t)dt
∣∣∣∣∣+ C maxxN
(
x
2x∫
x
∣∣dh(t)∣∣).
Essentially in the same way as Theorem 3, one can prove the following result – for the function class more general than
that in [11, Theorem 2′].
Theorem 6. The following assertions hold.
(1) If
2x∫
x
∣∣dg(t)∣∣= O (1/x) (2.16)
as x → ∞, then SN (G; x) are uniformly bounded on R+ .
(2) Let a non-negative function g(t) satisfy (2.6). Then the uniform boundedness of SN (G; x) implies
tg(t) = O (1) as t → ∞. (2.17)
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In this section we will study the Lp-integrability problems with power weights x−γ for the Fourier transforms (1.1) and
(1.2) of certain general monotone functions. Let θ ∈ (0,1]. By deﬁnition, the class GMθ is the class of h such that (h, β) ∈ GM
with
β(x) = xθ−1
∞∫
x/c
|h(t)|
tθ
dt for some c > 1.
In other words, GMθ is a collection of all functions h for which
∞∫
x
∣∣dh(t)∣∣< Cxθ−1 ∞∫
x/c
|h(t)|
tθ
dt < ∞ for some c > 1. (3.1)
For θ = 1 we deﬁne GM ≡ GM1.
We have (see (1.5))
M  GM∗  GM ≡ GM1 ⊆ GMθ2 ⊆ GMθ1 , 0 < θ1  θ2  1.
The fact that GM∗ ⊆ GM is clear, and an example of the function such that GM \GM∗ 
= ∅ is delivered by linear interpolation
of the corresponding sequence given in [5].
It will be shown (see Remark 9) that we actually work with the functions for which the right-hand side of (3.1) is ﬁnite.
Hence
∫∞
1 |dh(t)| < ∞, and for admissible functions, this allows us to understand the Fourier transforms in the improper
sense (see, e.g., [2, Ch. I]).
Our main results in this section are the following two statements.
Theorem 7 (Sine). Let admissible g(t) 0 and g ∈ GMθ , θ ∈ (0,1]. If 1 p < ∞ and
1− θ p < γ < 1+ p,
then
|G(x)|p
xγ
∈ L(R+) ⇐⇒
∞∫
0
tγ+p−2g(t)p dt < ∞.
Theorem 8 (Cosine). Let admissible f (t) 0 and f ∈ GMθ , θ ∈ (0,1]. If 1 p < ∞ and
1− θ p < γ < 1,
then
|F (x)|p
xγ
∈ L (R+) ⇐⇒
∞∫
0
tγ+p−2 f (t)p dt < ∞.
Remark 9. We note that for 1  p < ∞ and h(t)  0 the condition ∫∞1 tγ+p−2h(t)p dt < ∞ always implies (by Hölder’s
inequality)
∫∞
1
h(t)
tθ
dt < ∞, provided θ ∈ (0,1] and γ > 1− θ p. The latter implies
∞∫
1
h(t)
t
dt < ∞. (3.2)
Proof of Theorem 7. We begin with the upper estimate.
Lemma A. For g ∈ GMθ , there holds
∣∣G(x)∣∣ C(x 1/x∫
0
tg(t)dt + x−θ
∞∫
1/x
t−θ g(t)dt
)
. (3.3)
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∣∣G(x)∣∣ x 1/x∫
0
tg(t)dt + I,
where
I =
∣∣∣∣∣1x
∞∫
1/x
g(t)d(cos xt)
∣∣∣∣∣= 1x
∣∣∣∣∣ limA→∞ g(A) cos xA − g(1/x) cos1−
∞∫
1/x
cos xt dg(t)
∣∣∣∣∣.
For admissible g satisfying (3.1), taking into consideration that g(1/x)
∫∞
1/x |dg(t)| we estimate
I  C
x
∞∫
1/x
∣∣dg(t)∣∣ C
x
x1−θ
∞∫
1/(cx)
t−θ g(t)dt,
since g ∈ GMθ . Observing that
x−θ
1/x∫
1/(cx)
t−θ g(t)dt
is controlled by the ﬁrst integral on the right-hand side of (3.3) completes the proof. 
We will use the known Hardy inequality (see, e.g., [6]): if 1 p < ∞ and ψ  0 is locally integrable, then[ ∞∫
0
∣∣xbR(x)∣∣p dx]1/p  Cp[ ∞∫
0
∣∣xb+1ψ(x)∣∣p dx]1/p, (3.4)
provided bp < −1 when R(x) = ∫ x0 ψ(t)dt and bp > −1 when R(x) = ∫∞x ψ(t)dt .
We have to estimate[ ∞∫
0
x−γ
∣∣G(x)∣∣p dx]1/p  C[ ∞∫
0
∣∣∣∣∣x−γ /p+1
1/x∫
0
tg(t)dt
∣∣∣∣∣
p
dx
]1/p
+
[ ∞∫
0
∣∣∣∣∣x−γ /p−θ
∞∫
1/x
t−θ g(t)dt
∣∣∣∣∣
p
dx
]1/p
. (3.5)
Substituting 1/x → x in the ﬁrst summand on the right of (3.5) and t → 1/t in the second one, and applying (3.4) to both,
we arrive at the statement that if u1+(γ−2)/p g(u) ∈ Lp and 1 − θ p < γ < 1 + p, then x−γ /pG(x) ∈ Lp . Indeed, for example,
for the last integral we get[ ∞∫
0
∣∣∣∣∣x−γ /p−θ
x∫
0
uθ−2g(1/u)du
∣∣∣∣∣
p
dx
]1/p
 C
[ ∞∫
0
x−γ−p gp(1/x)dx
]1/p
 C
[ ∞∫
0
uγ+p−2gp(u)dx
]1/p
,
with the corresponding restriction −γ − θ p < −1, which is equivalent to γ > 1− θ p. Correspondingly, similar estimates for
the ﬁrst integral give γ < 1+ p.
Let us now prove the part “⇒” of Theorem 7. For this, we need a preliminary result.
Lemma B. Let F and G exist as improper integrals, converge uniformly on every compact set away from zero, and be locally Lebesgue
integrable over R+ . For admissible f , g  0 satisfying (3.2), we have
z∫
z/2
t−1 f (t)dt 
π/(2z)∫
0
∣∣F (x)∣∣dx and z∫
z/2
t−1g(t)dt 
π/(2z)∫
0
∣∣G(x)∣∣dx.
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Back to the proof of Theorem 7, we remark that γ > 1 − θ p implies γ > 1 − p. Then, by Hölder’s inequality, G(x) ∈
L1(0,u) for any ﬁnite positive u. On the other hand, g ∈ GMθ implies (3.2). Therefore, Lemma B is applicable. Since g(t) is
general monotone, we estimate
g(t)
∞∫
t
∣∣dg(s)∣∣ Ctθ−1 ∞∫
t/c
g(s)
sθ
ds Ctθ−1
∞∫
t/c
1
sθ
s∫
s/2
g(z)
z
dzds
 Ctθ−1
∞∫
t/c
1
sθ
π/(2s)∫
0
∣∣G(z)∣∣dzds.
Applying this, we get( ∞∫
0
tγ+p−2g(t)p dt
)1/p
 C
( ∞∫
0
(
tγ /p−2/p+1tθ−1
∞∫
t/c
s−θ
π/(2s)∫
0
∣∣G(z)∣∣dzds)p dt)1/p .
Applying then (3.4) with b = γ /p − 2/p + θ , we obtain( ∞∫
0
tγ+p−2g(t)p dt
)1/p
 C
( ∞∫
0
(
tγ /p−2/p+1
cπ/(2t)∫
0
∣∣G(z)∣∣dz)p dt)1/p,
with bp > −1 equivalent to γ > 1− θ p. Substituting cπ/(2t) → t and again applying (3.4) with b = −γ /p − 1, we arrive at
the ﬁnal estimate with bp < −1 leading to γ > 1− p. Observing that the latter holds for γ > 1− θ p with any θ ∈ (0,1], we
complete the proof. 
Proof of Theorem8. First we remark that the estimate from below is completely the same as that in the proof of Theorem 7.
As for the estimate from above, we have a counterpart of (3.3)
∣∣F (x)∣∣ C( 1/x∫
0
f (t)dt + x−θ
∞∫
1/x
t−θ f (t)dt
)
. (3.6)
The last integral in (3.6) is estimated as above. It remains to estimate
∞∫
0
∣∣∣∣∣x−γ /p
1/x∫
0
f (t)dt
∣∣∣∣∣
p
dx.
Substituting 1/x → x and applying (3.4), we obtain the desired estimate provided γ < 1. 
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