We prove an optimal semiclassical bound on the trace norm of the following com-
Introduction and main result
We consider a Schrödinger operator H = − 2 ∆ + V acting in L 2 (R d ) with d ≥ 2. Here ∆ is the Laplacian acting in L 2 (R d ) and V is a real valued function. We will be interested in the following trace norms of commutators: where Q j = −i ∂ x j and x j is the position operator for j ∈ {1, . . . , d}. Moreover 1 A denotes the characteristic function of a set A and · 1 denotes the trace norm. The main theorem will be the bound for the first two commutators and the bound on the last will follow as a corollary.
Let us specify the assumptions on the function V for which we study the operator H . 
2) There exists an open bounded set Ω ε such that Ω ε ⊂ Ω V such that V ≥ ε for all x ∈ Ω c ε .
3) V 1 Ω c V is an element of L 1 loc (R d ).
The assumption of smoothness in the set Ω V is needed in order to use the theory of pseudo-differential operators. The second assumption is needed to ensure that we have non continuous spectrum in (−∞, 0] and enable us to localise the operator. The last assumption is just to ensure that we can define the operator H by a Friedrichs extension of the associated form. We can now state our main theorem: Theorem 1.2. Let H = − 2 ∆ + V be a Schrödinger operator acting in L 2 (R d ) with d ≥ 2, where V satisfies Assumption 1.1 and let Q j = −i ∂ x j for j ∈ {1, . . . , d} futhermore, let 0 be a strictly positive number. Then the following bounds hold
for all in (0, 0 ], where C is a positive constant.
From Theorem 1.2 we get the corollary:
where V satisfies Assumption 1.1 futhermore, let 0 be a strictly positive number. Then the following bound holds
2)
for all t in R d and all in (0, 0 ], where t, x is the Euclidean inner product and C is a positive constant.
Theorem 1.2 and Corollary 1.3 are semiclassical in the sense that they are of most interest in the cases where the semiclassical parameter is small. The upper bound 0 on the semiclassical parameter is needed in order to control the constants as we do not have uniformity for tending to infinity.
The proofs of Theorem 1.2 and Corollary 1.3 are given in section 4. The proof of Theorem 1.2 is divided into three parts. First a local version of the theorem (see Theorem 3.3) is proven with a noncritical assumption (2.2) . This proof is based on local Weyl-asymptotics proven in the paper [15] and an dependent dyadic decomposition which will be introduced in the proof. In the first part we will not be considering the operator H directly but an abstract operator H which satisfies Assumption 2.1 below. The abstract version is needed for the later multiscale argument.
The second part is to remove the non-critical condition by a multiscale argument as in [15] (see also [9, 10] ). The main idea is to make a partition of unity and on each partition scale the operator in such a way that a non-critical assumption is achieved and then use the theorem with the non-critical condition. The final step in this part is to remove the dependence of the partition by integration.
The third part is to first note that the theorem obtained in the second part gives the desired estimate in the classically allowed region {V < ε} and then prove that the classically forbidden region {V > ε} contributes less to the error term than the desired estimate. This is done by applying an Agmon type bound on the eigenfunctions of the operator H .
Commutator bounds of the type considered in this paper were introduced as assumptions in a series of papers by N. Benedikter, M. Porta and B. Schlein et. al. [2] [3] [4] [5] where they considered mean-field dynamics of fermions in different settings. The bounds considered here are a first step to verifying their assumption, since the bounds proven here correspond to a mean field version of the bounds they need. The assumption reappeared in the paper [11] .
Already the mean-field version of the bounds, treated in this paper, is non-trivial as they are optimal in terms of the semiclassical parameter , which is easily seen by the calculus of pseudo-differential operators.
Preliminaries

Assumptions and notation
First we will describe the operators we are working with. Under Assumption 1.1 we can define the operator H = − 2 ∆ + V as the Friedrichs extension of the quadratic form given by
In this set up the Friedrichs extension will be unique and self-adjoint see e.g. [13] . Moreover, we will also consider operators that satisfy the following assumption Assumption 2.1. Let H be an operator acting in L 2 (R d ) such that 1) H is selfadjoint and lower semibounded.
2)
There exists an open set Ω ⊂ R d and a realvalued function
The above assumption is exactly the same as in [15] . It is important to note that the assumptions made on the the operator H in Theorem 1.2 imply that H satisfies Assumption 2.1 for a suitable V loc . When referring to this assumption further on we will omit the loc on the operator H loc and the function V loc when we only consider an operator satisfying the assumption.
The construction of the operator via a Friedrichs extension will also work for the local Schrödinger operator, where V loc is C ∞ 0 (R). But in this case the operator can also be constructed as the closure of an -pseudo-differential operator ( -ΨDO) defined on the Schwarz space. By an -ΨDO, A = Op w (a) we mean the operator with Weyl symbol a, that is Op w (a)ψ(x) = 1 (2π ) dˆR dˆRd e i −1 x−y,p a x+y 2 , p ψ(y) dy dp, for ψ ∈ S(R d ) (the Schwarz space). The symbol a is assumed to be in C ∞ (R d x × R d p ) and to satisfy the condition
for all multi-index α and β and some tempered weight function m. The above integrals should be understod as oscillating integrals. We need this as the results on Weyl-asymptotics needed is based on ( -ΨDOs). For more details see e.g. the monographs [7, 14, 16] . We call a number E in R a non-critical value for a symbol a if (∇ x a(x, p), ∇ p a(x, p)) = 0 ∀(x, p) ∈ a −1 ({E}).
Optimal Weyl-asymptotics
We are interested in optimal Weyl-asymptotics for an operator H acting in L 2 (R d ) satisfying Assumption 2.1. When we only have one operator we will not write the loc subscript on the operator. In the following we will denote the open ball with radius R by B(0, R 
2)
for all x in B(0, 2R) furthermore, let 0 be a strictly positive number. For ϕ in C ∞ 0 (B(0, R/2)) it holds that
for C a positive constant and all in (0, 0 ]. The constant C depends on the numbers R, 0 and c in (2.2) and on the bounds on the derivatives of V and ϕ.
One can note that in our "non-critical" assumption (2.2) in the above theorem there has appeared an . This assumption would either imply that |V (x)| + |∇V (x)| 2 ≥ c/2 or ≥ c/2. In the first case the assumption gives us our noncritical assumption. In the second both sides will be finite and the formula can be made true by an appropriate choice of constants.
3)
for all x in B(0, 2R) and all E in [−2ε, 2ε] furthermore let 0 be a strictly positive number.
For ϕ in C ∞ 0 (B(0, R/2)) and two numbers a and b such that
for two positive constants C 1 and C 2 and all in (0, 0 ]. The constants C 1 and C 2 depend only on the numbers R, 0 and c in (2.3) and on the bounds on the derivatives of V and ϕ.
Remark 2.4. We suppose we have an operator H acting in L 2 (R d ) with d ≥ 2, which obeys Assumption 2.1 with Ω = B(0, 4R) for R > 0. If it is assumed that there exists a c > 0 for which
for all x in B(0, 2R), then by continuity this would imply the existence of ac > 0 and an ε > 0 such that
for all x in B(0, 2R) and all E in [−2ε, 2ε]. That is we could generalise the assumptions in the proposition. But we have chosen this form of the proposition due to later applications.
Proof. We can rewrite the trace of interest as 
The operator H − b satisfies Assumption 2.1 with V replaced by V − b and by assumption we have
5)
for all x in B(0, 2R). The b should be understood as bχ(x) where χ is C ∞ 0 (B(0, 4R)) and χ(x) = 1 for x in B(0, 3R). Hence we can omit the χ when we are localised to B(0, 2R). By Theorem 2.2 we have the following identity
where the error term is independent of b. Analogously we get that
Since the two error terms are of the same order we can, when subtracting the two traces, add the two error terms and obtain a new error term of order 1−d . Hence we will consider the integralˆR
By assumption this integral is finite. In order to evaluate these integrals we note that by assumption we are in one of the following two cases
for all x in B(0, 2R) and all E in [−2ε, 2ε]. In the first case (2.9) we can estimate the integrals by a constant and replace −d by 1−d at the cost of 2 c . For the second case (2.10) we have, by the Coarea formula, the equalitŷ
where S is the surface measure. By support properties of ϕ and (2.10) we have that
where C is the constant from (2.12), which is independent of a, b and . By combining (2.4), (2.6), (2.7), (2.11) and (2.13) we get
Which is the desired estimate and this ends the proof.
The previous proposition gives that we can get the right order in of the trace if we consider sufficiently small intervals. This will be a crucial point in the proof of Theorem 3.3.
Furthermore we will be needing a corollary to the Cwikel-Lieb-Rosenbljum (CLR) bound. This corollary is stated in [12, Chapter 4] .
Then
where Γ is the gamma function.
We will use this corollary in the following way.
Remark 2.6. Let H = − 2 ∆ + V be a Schrödinger operator acting in L 2 (R d ) and suppose it satisfies Assumption 2.1. We will later need an a priori estimate on the number Tr(1 (−∞, ε 4 ] (H )). To obtain this we will consider the operator H = − 2 ∆ + V − ε 2 . Clearly,
If we apply Corollary 2.5 to the right hand side of (2.14) with γ = 1 and λ = ε 4 2 we get
The last integral in (2.15) is finite by Assumption 2.1 since the support of (V (x) − 3ε 8 ) − is compact and the function is continuous. Combining (2.14) with (2.15) we get the bound
where we have absorbed the integral and ε into the constant.
Trace norm estimates of operators
In this subsection we will list some results on trace norms and estimates of trace norms for operators. First recall that for an operator A the trace norm is
and the Hilbert-Schmidt norm is
Moreover we will use the convention that A is the operator norm of A. The following lemma is a modification of [15, Lemma 3.9]. The proofs are completely analogous.
(2.17)
for all in (0, 0 ]. Both constants C and C N depend on the dimension, the functions ϕ and ψ, the numbers 0 ,
The following theorem is an extension of Theorem 3.12 from the paper [15] as an extra operator has been added. It is less general in the sense that we only consider compactly supported, smooth functions applied to the operator, whereas in the paper more general functions are considered. Again we omit the easy modifications of the proof in [15] .
for all in (0, 0 ], where the constants C N and C only depend on the dimension and the numbers 0 ,
Local case
In this section we will present the first step in the proof of Theorem 1.2 where we prove a local version of the theorem under a non-critical condition. It should be noted that we are not trying to get optimal constants in the following.
Auxiliary bounds
Before we proceed we will consider a simple case where the function applied to the operator is a smooth function with compact support. Moreover we will prove a bound on a Hilbert-Schmidt norm which will prove to be useful. The first auxiliary result is a simple case of Theorem 3.3, where we consider the same commutators as in the theorem but we apply a smooth, compactly supported function to our operator instead of the characteristic function. 
for all in (0, 0 ] and a positive constant C, where C only depend on the dimension, the function ϕ, the numbers 0 ,
Proof. We start by proving the first commutator bound. By Theorem 2.8 we note that for any
hence we need only prove the bound for the trace norm of
These equalities implie that
We start by considering the first trace norm g(H )[f (H ), ϕ] 1 and the second can be treated by an analogous argument. Let ϕ be in C ∞ 0 (R d ) such that ϕϕ = ϕ and 0 ≤ ϕ ≤ 1. Then we have that
for all N ≥ 0, where we have used Lemma 2.7 in the last inequality. That
is a consequence of the functional calculus for -ΨDOs presented in [14] . It also follows fairly easily from an argument using the Helffer-Sjöstrand formula [6] and the resolvent identities. The estimate on the second term in (3.2) is similar and will be left to the reader. This estimate concludes the proof.
The next lemma is very similar to the above lemma. 
for all in (0, 0 ] for a positive constant C, where C only depends on the dimension, the function ϕ, the numbers 0 , ∂ α V ∞ for α in N d , ∂ j f ∞ for j in N and sup(supp(f )).
Proof. Let ϕ 1 be in C ∞ 0 (B(0, 3R)) such that ϕ 1 ϕ = ϕ and 0 ≤ ϕ 1 ≤ 1. Then by Assumption 2.1 the commutator [H, ϕ] is local in the sense that
. Therefore there exists a λ 0 ≥ 0 such that −λ 0 is in the resolvent set of H and the operator
If we now consider each of the terms separately we can for the first term note that by Assumption 2.1 and Theorem 2.8 we have
where we have used the bound
where we have calculated the commutator explicitly. The bound in (3.7) is valid since D(H ) ⊂ D(Q j ) for all j ∈ {1, . . . , d}. Moreover in (3.6) we have used the following estimate
by Theorem 2.8. For the other term on the right hand side of (3.5) we note that
Let ϕ 2 be in C ∞ 0 (B(0, 3R)) such that ϕ 2 ϕ 1 = ϕ 1 and 0 ≤ ϕ 2 ≤ 1 and note that by Theorem 2.8 
Local case with a non-critical condition
We will now state and prove the local version of the main theorem (Theorem 1.2) with a noncritical condition. It should be noted that we are only dealing with open balls as the domain in Assumption 2.1 since when we extend the result we will use them to cover a general open set. for all x in B(0, 2R) , where c > 0. Furthermore, let 0 be a strictly positive number. For ϕ in C ∞ 0 (B(0, R/2)) it holds that
11)
for all in (0, 0 ] and j ∈ {1, . . . , d}, where Q j = −i ∂ x j . The constant C only depends on the dimension, the numbers ∂ α x V ∞ and ∂ α x ϕ ∞ for all α in N d , and the numbers R and c in (3.10).
Proof. We start by proving the first bound in (3.11) . We notice that
(3.12)
We will consider each of the terms in (3.12) separately and they can be handled with analogous arguments. So we only consider the term 1 (−∞,0] (H)ϕ1 (0,∞) (H). By (3.10) and continuity, there exists an ε > 0 such that for all E in [−2ε, 2ε] we have
for all x in B(0, 2R). Without loss of generality we can assume ε ≤ 1. Let g 1 and g 0 be two functions such that • g 1 (H) + g 0 (H) = 1 (−∞,0] (H).
• supp(g 0 ) ⊂ [−ε, 0] and g 0 (t) = 1 for t ∈ [−ε/2, 0].
• g 1 ∈ C ∞ 0 (R).
That g 1 can assumed to be compactly supported is due to the fact that the spectrum of H is bounded from below. With these functions we get that
For the first term we note that by Lemma 3.1 we have the estimate:
In order to estimate the term
Again from Lemma 3.1 we have the estimate:
15)
What remains is to get an estimate of the trace norm of the term g 0 (H)ϕ1 (0,ε] (H). In order to estimate this term we define the following dependent dyadic decomposition:
moreover we let χ n, (t) = χ n, (−t). Then there exist N ( ) in N such that
With these equalities we get the following inequality:
(3.16)
We will start by considering a term from the first double sum. Hence we assume that m ≥ n > 0. The support of χ n, (H) is [−4 n , −4 n−1 ] = [−2 2n , −2 2(n−1) ], which contains the point −2 2n−1 , and similarly the support of
We note that we can make the following estimate, using the spectral theorem.
The above calculation implies that We will now prove that since we have assumed that the operator H acts on C ∞ 0 (B(0, 4R)) as the operator H . By a calculation we note that (3.24) By inserting two resolvents, applying a Cauchy-Schwarz inequality and the estimate (3.23), we have 
The remaining terms in (3.16) can be estimated in a similar way. The second double sum is estimated by the same argument but with the roles of m and n interchanged. To estimate the two single sums we only need to introduce one commutator to make the sum converge and then use the same arguments as for the double sum. For the last term we use a Cauchy-Schwarz inequality. Adding all our estimates up we have the bound Since the trace norm satisfies the equality A 1 = A * 1 we also have the bound, 
where we have used Assumption 2.1. From this form we can note that again we have a bound of the type
. . , d}. From here the proof proceeds as above just with some extra terms to consider. We omit the details.
Local case without non-critical condition
In this subsection we will apply the multiscale techniques of [15] (see also [9, 10] ). Using this approach will allow us to remove the non critical assumption on the potential. Before we state and prove our theorem we will need a lemma and a remark. 
This lemma is taken from [15] where it is Lemma 5.4. The proof is analogous to the proof of [8, Theorem 1.4.10] . 
The operator H is selfadjoint and lower semibounded since H is assumed to be selfadjoint and lower semibounded which is the first part of Assumption 2.1. The last part of the assumption will be fulfilled with the set B(0, 1) ,
and a scaled which we will call h. To see this note that for ϕ ∈ C ∞ 0 (B(0, 1)) it holds that
Hence we have that, using Assumption 2.1 for H We are now ready to remove the non-critical assumption. 
Proof. First note that by assumption ψ is in C ∞ 0 (Ω). Hence there exists ε > 0 such that dist(supp(ψ), ∂Ω) > ε.
We define the function f by
where we have to choose a sufficiently large A. It can be noted that f is a positive function due to being a fixed positive number. We will need to choose A such that
and
Since V is smooth with compact support A can be chosen such that (3.38) is satisfied. The construction of f allows us to choose A such that the bounds are valid for all in (0, 0 ]. Hence A will be independent of , for in the interval (0, 0 ]. Moreover, we observe that this construction gives the estimates . Moreover, there exists a sequence {ϕ k } ∞ k=0 such that
forms an open cover of supp(ψ) by assumption the support is compact hence there exists I ⊂ N such that #I < ∞ and
We can assume that each ball has a nontrivial intersection with Ω. Since at most N 1 8 balls intersect nontrivially we can without loss of generality assume that k∈I ϕ k (x) = 1 ∀x ∈ supp(ψ).
From this we get the following estimate:
We will consider each term separately. We can note that the function ϕ k ψ is smooth and supported in the ball B(x k , f (x k )). The idea is now to make a unitary conjugation of our commutator such that a non-critical assumption is obtained.
Let T x k be the unitary translation with x k and let U f (x k ) be the unitary scaling operator with f (x k ). We will use the notation from Remark 3.5 and let
Since the trace norm is invariant under unitary conjugation we have that
By Remark 3.5, H satisfies Assumption 2.1 with
For all x in B(x k , 8f (x k )) we have that
(3.41)
Analogously we can note that
42)
for all x in B(x k , 8f (x k )). We note that the numbers 1 ± 8ρ are independent of k. The aim is to use Theorem 3.3. To see that the non-critical assumption (3.6) is satisfied we note that
Here we used (3.41) and (3.42) to get the cancelation. Therefore the assumption (3.6) is valid for the operator H. In order to ensure uniformity of the error terms from Theorem 3.3 we need the derivatives of V f and ϕ k ψ to be bounded uniformly in k. We note that
where we in the cases of α = 0 and |α| = 1 use the estimates from equation (3.39) . For ϕ k ψ we note that
Lastly we need to verify that the new semiclassical parameter is bounded. By the choice of A we have
where we have used the definition of the function f (3.37). Hence we are in a situation where we can use Theorem 3.3 which implies that 
where C depends on the set Ω, the number N 1 8 , the derivatives of ψ and the potential V . We now need to prove the second bound in (3.36) . The proof of this bound is completely analogous. Notice that when the unitary conjugation is made one should multiply by f ( In this section we will use the results obtained in the previous sections to prove Theorem 1.2 and then use this theorem to prove Corollary 1.3. First the proof of Theorem 1.2:
Proof of Theorem 1.2. Recall that we are in the setting with H = − 2 ∆ + V being a Schrödinger operator acting in L 2 (R d ) with d ≥ 2, where V satisfies Assumption 1.1 and is bounded by a strictly positive number 0 . We will here prove the following bounds
where Q j = −i ∂ x i and j ∈ {1, . . . , d}.
Without loss of generality we can assume that V attains negative values. If not, then H would be a positive operator with purely positive spectrum which implies both commutators would be zero and hence satisfy the estimate.
By assumption we have the open set Ω V for which V ∈ C ∞ (Ω V ) and the bounded set Ω ε satisfying that Ω ε ⊂ Ω V . Hence we can find an open set U satisfying that it is bounded and
where ⊂⊂ means compactly imbedded. We let χ be in C ∞ 0 (U ) such that 0 ≤ χ ≤ 1 and χ(x) = 1 for all x in Ω ε . Moreover we let χ be in C ∞ 0 (Ω V ) such that 0 ≤ χ ≤ 1 and χ(x) = 1 for all x in U . With these sets and functions we have that our operator H satisfies Assumption 2.1 with Ω = U and V loc = V χ. With this setup we are ready to prove the bounds in (4.1).
We will now consider the first commutator in (4.1) and note that
For the first term in (4.2) we are in a situation where we can use Theorem 3.6 since χx i is in C ∞ 0 (U ) and H satisfies Assumption 2.1 with Ω = U . Then the theorem gives us the bound:
For the other term we note that
By a Cauchy-Schwarz inequality we have that
(4.4)
The first term squared can be estimated by a constant times − d 2 by Remark 2.6. For the second term we calculate the trace in a basis of eigenfunctions for H .
(4.5)
In order to estimate the L 2 (R d )-norm, we let d(x) = dist(x, Ω ε ). For all x in the support of 1 − χ we have that d(x) > 0 since Ω ε is a proper subset of the support of χ. We can note that V is an element of L 1 loc (R d ) hence Lemma A.1 gives the existence of a constant C only depending on V such that for all eigenvectors ψ n with eigenvalue less than ε 4 we have the estimate
With these observations we can note that for all norms in the last sum of (4.5) we have for all N in N the bound
where the constant depends on the choice of the set U , δ(ε) and the power N . If we now combine this estimate with (4.5) we get
where we have used Remark 2.6 to estimate the number of terms in the sum in (4.5). Combining (4.7) with (4.4) we get
Now by combining this bound with (4.3) we get the desired bound in (4.1). For the second bound in (4.1) we take the same χ as above and note that
The first term can as above be estimated by applying Theorem 3.6. The second term will be proven to be small as before. We note that
The second term is on the same form as the left hand side of (4.4) and hence can be treated as above. For the first term we have that
The first term can be controlled by Remark 2.6. For the second term we have that
If we now calculate the trace norm by choosing a basis of eigenfunctions of H we get that
If we consider just one of the terms we have by the IMS formula that
We can note that the number c + λ n is less than or equal to c + ε 2 for the possible values of λ n . For the two norms we can use the same trick as in (4.6) and thereby show that they are small in . This completes the proof.
Now the proof of the corollary:
Proof of Corollary 1.3. We start by observing that the operator
is a trace class operator by Theorem 1.2, where the commutator is interpreted as the sum of the commutators with each entry in the vector x. Moreover we note that For this function we note that
By (4.9) we have that
With this we note by the fundamental theorem of calculus that
With this bound the desired result follows from Theorem 1.2.
A Agmon type estimates
In this appendix we will prove an Agmon type estimate, that is exponential decay of eigenfunctions for a Schrödinger operator. Such results were proven by S. Agmon see [1] .
and suppose that there exist an ε > 0 and a open bounded sets U such that
Let d(x) = dist(x, Ω ε ) and ψ be a normalised solution to the equation
with E < ε/4. Then there exists a C > 0 depending on V and ε such that
Proof. We start by defining the set Ω ε by
For convenience and without loss of generality we assume that 0 ∈ U , which implies that d(x) ≤ |x| for all x in R d . For γ ∈ (0, 1] we define the function ϕ γ by ϕ γ (x) = d(x) 1 + γ |x| 2 .
Then ϕ γ is a bounded function for all γ's by construction. Moreover we can note that d(x) is almost everywhere differentiable with the norm of the gradient bounded by 1 since it is Lipschitz continuous with Lipschitz constant 1. Hence ϕ γ is almost everywhere differentiable. We will prove the bound on the 2-norm is uniform in the parameter γ for the functions ϕ γ and let γ tend to zero.
In order to prove the desired bound we need a partition of unity. We let χ : R d → R be a smooth function such that 0 ≤ χ ≤ 1, χ(x) = 1 for all x in Ω c ε and Supp(χ) ⊂ U c . For this function we note that
where we have used that 1 − χ is supported in Ω ε and ϕ γ (x) = 0 for x ∈ Ω ε . Since ϕ γ is a bounded function the left hand side in the above inequality is well defined. What remains is to estimate the last term in the above inequality.
To this end we note that since ψ is an eigenfunction with eigenvalue E we have that ( ε 2 − E) e δϕγ −1 χψ 2 L 2 (R d ) = ( ε 2 − E)ˆR d e 2δϕγ −1 χ 2 |ψ| 2 dx = e 2δϕγ −1 χ 2 ψ, ( ε 2 − H)ψ .
Note that the above expression is real, hence we can take the real part of the right hand side without changing it. If we do this and use the IMS-formula we get that
Re( e 2δϕγ −1 χ 2 ψ, ( ε 2 − H)ψ ) = Re( e δϕγ −1 χψ, ( ε 2 − H)e δϕγ −1 χψ )
Note that the above gradient is well defined almost everywhere due to our previous observations. Since e δϕγ −1 χψ ∈ Q(H) and is supported in U c we have that
Re( e δϕγ −1 χψ, ( ε 2 − H)e δϕγ −1 χψ ) ≤ 0, since ( ε 2 − H) is a negative operator when restricted to U c . From this we obtain the inequality
We note that ∇e δϕγ −1 χ 2 ≤ 4 ∇e δϕγ −1 2 χ 2 + 4e 2δϕγ −1 |∇χ| 2 , (A.1)
where the gradients are defined almost everywhere with respect to the Lebesgue measure. The first term in (A.1) is almost everywhere given by 4 ∇e δϕγ −1 2 χ 2 = 4 δ 2 2 |∇ϕ γ | 2 e 2δϕγ −1 χ 2 .
We note that for x in Ω ε |∇ϕ γ (x)| = 0, and for almost all x in Ω c ε |∇ϕ γ (x)| ≤ |∇d(x)| 1 + γ |x| 2 + 2 d(x)γ |x| (1 + γ |x| 2 ) 2 ≤ 1 + 2 γ |x| 2
(1 + γ |x| 2 ) 2 ≤ 2.
Hence for all x in R d we have, |∇ϕ γ (x)| ≤ 2.
With these estimates we get that ( ε 2 − E) e δϕγ −1 χψ 2
This implies that
With our choice of δ = √ ε 8 we have that
which implies that e δϕγ −1 χψ 2 L 2 (R d ) ≤ 32 εˆRd e 2δϕγ −1 |∇χ| 2 |ψ| 2 dx.
We note that |∇χ| 2 is supported on the set Ω ε \U and hence uniformly bounded by a constant which depends on the sets. Hence we get that
where we have used that e 2δϕγ −1 = 1 for all x in Ω ε . This implies that there exists a constant C > 0 which only depends on the potential V such that
This estimate implies that we have the following uniform bound in γ e δϕγ −1 ψ L 2 (R d ) ≤ 1 + C.
By monotone convergence we can take γ to zero and we obtain the desired result:
with a constant only depending on the potential V .
