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A method is developed for the simulation of the partial 
differential equation 
-u + k u 
XX 0 tt 
+ k u 
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+ k u 
2 
= g (t) 
for various boundary conditions. The boundary conditions 
are used to classify the problems into types and the La-
place transformed solution of the most general problem of 
each type i s obtained. 
Synthesis techniques are presented for the realization 
of circuits containing distributed networks that can be used 
to simulate the partial differential equation for given 
boundary conditions. Several heat flow and vibrating string 
examples are included to illustrate the application of the 
method to physical problems. 
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Electrical engineers are often called upon to simulate 
systems that contain non-electrical components. If these 
components are described by linear ordinary differential 
equations with constant coefficients, then the simulation 
can be performed by interconnecting lumped circuit elements 
and operational amplifiers. The interconnection is made in 
such a manner that the resulting electrical network is des-
cribed by a scaled version of the equations of the non-
electrical system. 
The voltages or currents in the electrical system may 
assume the roles of force, displacement, etc., of the 
original system. The advantages of such a simulation are 
numerous. For example, the flight characteristics of an 
1 
airplane can be altered and improved without danger to 
the pilot, or an electrical model can demonstrate the 
feasibility of a design without requiring that a costly 
mechanical prototype be constructed. Furthermore, t he basic 
system can be quickly and easily adjusted by changing the 
component values in the electrical model. 
Not all systems of interest are described by linear 
ordinary differential equations. I n this the sis a uni f i e d 
approach to the simulation of systems described by 
linear partial differential euqations of the form 
2 
(1.1) 
is presented for a large class of physically important 
boundary conditions. In equation (1.1) the k's are non-
negative constants, and subscripts are used to denote 
partial differentiation; for example, 
u XX (1.2) 
If k is zero, then equation (1.1) is of parabolic 
0 
type2 and is important in the study of one-dimensional heat 
conduction and diffusion3 . If k is non-zero, then the 0 
partial differential equation is of hyperbolic type and 
describes, for example, the vibrating string and one-
4 dimensional fluid flow problems . 
Several methods exist for approximating the solutions 
of partial differential equations5 The most widely used 
of these methods involves replacement of the partial dif -
ferential equation by a finite difference equation~ which 
can be solved using a digital computer. 
The accuracy of a finite difference solution to a 
partial differential equation is conveniently discussed 
in terms of the ''convergence" and "stability" of the scheme 
for solving the difference equation7 To find the conditions 
under which the exact solution of the difference equation 
3 
approximates the exact solution of the partial differen-
tial equation is the problem of convergence. The problem 
of determining the conditions under which the round-off 
errors in the digital operations do not significantly 
effect the accuracy of the numerical solution is identified 
as the stability problem. 
Convergence and stability considerations often restrict 
the maximum allowable increments of the time variable8 . If 
the solution is desired over large intervals of time, this 
restriction greatly increases the computation time. 
Useful analog devices for the simulation of partial 
differential equations include differential analyzers and 
lumped resistor-capacitor networks 9 ' 10 . In either case the 
derivatives with respect to the time variable are retained, 
and the derivatives with respect to the space variable are 
replaced by finite differences. The resulting system of 
ordinary differential equations can then be simulated 
directly. 
One very effective method of solving partial differen-
tial equations involves the application of the Laplace 
transformation5 
U(x,s) = ~U = Joo u(x,t) e-st dt 
0 
(1.3) 
to the partial differential equation and boundary condi-
tions in order to reduce the problem to the solution o f 
4 
an ordinary differential equation. Once the solution to the 
transformed problem has been found, the Laplace inversion 
. 111 b d . 1ntegra can e use to f1nd the solution as a function 
of x and t, or the Laplace transformed solution can be 
12 
numerically inverted for particular values of x . 
For the partial differential equation and boundary 
conditions under consideration in this thesis, the Laplace 
transformed solution is rational in 8 = /as 2+bs+c and 
W /as 2+bs+c h = e , w ere s is the Laplace variable, and a, 
b, and c are non-negative constants. With only a few 
exceptions application of the Laplace inversion integral 
to functions rational in W and 8 is a difficult and in-
volved problem. In this work instead of inverting the 
Laplace transformed expression for the solution of the 
partial differential equation, an electrical circuit is 
designed whose output is the time solution of the partial 
differential equation at a particular value of x. This 
circuit is obtained by interconnecting resistors, capaci-
tors, operational amplifiers, and distributed-parameter 
devices. 
A review of the properties of distributed networks 
needed in this thesis is presented in the next section. 
In section III the partial differential equations and 
boundary conditions are classified into types and physical 
examples of each type are presented. Details for the 
solution of the partial differential equation under 
5 
consideration for the various boundary conditions are also 
presented in section III. Section IV contains the s ynthesis 
procedures used to obtain the electrical circuits that are 
used to simulate the Laplace transformed solution o f the 
partial differential equation. Finally, in section V the 
synthesis procedures are applied to the problems of section 
III as well as to several other examples to demonstrate 
the advantages of the method. 
For the classes of boundary conditions discussed in 
this thesis the existence of unique solutions to t he part i al 
differential equation has been proven . Furthermore , the 
validity of Laplace transform techniques for obtai ning the 
solutions has been established. For more general cla sses 
of boundary conditions it is necessary to verify that 
application of the Laplace transform leads to a unique solu-
tion of the partial differential equation sati s fyi n g t he 
boundary conditions. 
6 
II. REVIEW OF DISTRIBUTED NETWORKS 
A. The General RLGC Transmission Line 
Electrical conductors may be used in applications 
where the conductor properties (resistance, etc.) cannot 
be thought of as being concentrated at a point. In these 
applications the voltage and current depend not only on 
the time parameter t but also on the length coordinate x 
and are, therefore, functions V(x,t) and I(x,t). If the 
conductor consists of two parallel wires, then the currents 
I(x,t) are equal at given values of x but opposite in 
direction. V(x,t) is the voltage between the two wires 
at the point x. An incremental modet 3 of the transmission 
line is given in figure 2.1. In the model r(x), l(x), 
c(x) and g(x) are the per unit resistance, inductance, 
capacitance,and leakage conductance of the transmission 
line at the point x. 




[sl(x) + r(x)]~x 
1 













rigure 2.1 The Incremental Model of 
A General RLGC Transmission Line 
multiplied by the ABCD matrix, M , p 
l 
M = p 
0 
[sc(x) + g(x)]6x l 
8 
( 2. 2) 
of the shunt elements in the incremental model, then the 
overall ABCD matrix of the model is obtained as 
V (x, s) l [sl(x)+r(x)]6x l 0 V(x+~x,s) 
= 
I (x, s) 0 1 [sc(x)+g(x)]6x l I (x+6x,s) . 
(2.3) 
The scalar version of equation (2.3), 
V(x,s) = {l+[sl(x)+r(x)] [sc(x)+g(x)] 6x 2 } V(x+6x,s) 
+ [sl(x)+r(x)] 6x I(x+6x,s) (2.4) 
I(x,s) = [sc(x)+g(x)] 6x V(x+~x,s) + I(x+6x,s) 
can be ma nipulate d into 
V (x+6x, s) -v (x, s) = - [sl (x) +r (x)] [sc (x) +g (x)] 6x V (x+6x, s) 6x 
-[sl(x)+r(x)] I(x+6x,s) 
I (x+6x, s) - I (x, s) = _ [sc (x) +g (x)] v (x+6x, s}. 
6x 
( 2. 5) 
Upon taking the limit of both sides in equations (2.5) as 
6x+O, the defining equations for the general RLGC trans-
mission line are obtained. 
av(x,s} 
= -[sl(x)+r(x)] I (x, s) = -Z(x,s) I (x, s) ax 
(2.6) 
(3.I(x,s} 
= -[sc(x)+g(x)] V (x, s) = - Y(x,s) V(x,s). ax 
9 
The tapered distributed GRC device which is discussed 
in the next section is described by an equation of the 
form in equation (2.6). 
B. The Tapered GRC Distributed Network 
The distributed network considered in this section is 
the passive integrated circuit shown in figure 2.2. The 
. . 14 f d . . first step ~n the construct~on o such a ev~ce cons~sts 
of depositing onto a conducting plane a layer o f thickness 
d1 of dielectric material with permittivity E and con-
ductivity a. Next, a layer of thickness d 2 of resistive 
10 
material with restivity p is deposited onto the dielectric 
layer. Finally, conducting strips are attached to the 
resistive layer at each of the two ports to provide a 








Figure 2.2 The Tapered Distributed GRC Network 
ll 
The width of the integrated circuit shown in figure 
2.2 lS a function W(x) of the length coordinate. Such a 
device is known as a tapered distributed GRC network and 
is given the electrical symbol shown in figure 2.3. The 
circuit parameters for the tapered GRC network are also 
functions of x. 
r(x) = p d 2w(x) 
c(x) = sW(x) (2.7) dl 
g(x) = oW(x) dl 
In many cases the leakage conductance is negligible. 
The incremental model and defining equations of the 
integrated circuit under consideration are precisely those 
presented in figure 2.1 and equations (2.6) where the 
inductance is zero. In the next section these equations 
are solved for an exponential taper to determine the two-
port characterization of the device. 
If the width of the integrated circuit lS a constant 
function of x, then the parameters r, c, and g are constants, 
and the circuit is known as a uniformly distributed GRC net-
work (UGRC, or if g(x) = 0, then simply URC). The electri-
cal symbol for a UGRC is shown in figure 2.4. 
GRC 
10-----------~-----------02 
,. . 2' 
Figure 2.3 The Electrical Symbol For A 
Tapered DistributedGRC Network 
UGRC 
1 o----------~~-----------ol 
Figur~ 2.4 The Electrical Symbol For A 
Uniformly Distributed GRC Network 
12 
13 
C. The Two-Port Parameters 
The two-port network, N, shown in figure 2.5 can be 
















Figure 2.5 The Basic Two-port Network 
In this section the two-port characterizations are 
developed for the uniform RLGC transmission line and for 
the exponentially tapered RC distributed network. 
' 1. The Uniform RLGC Transmission Line 
A uniform transmission line is a transmission line f or 
which the conductor properties are constant along the entire 
15 
length of the line. The defining equations for a uniform 
line of length d are given from equation (2.6) by 
' v = -(sl +r ) I = -z I 0 0 0 
(2.9) 
I = -(sc +g ) v = -Y v 0 0 0 
where the partial derivatives have been replaced by ordinary 
derivatives since the equations do not involve the partial 
derivatives with respect to s. 
Differentiation of the first equation in (2.9) with 
respect to x and substitution of the second equation in 
(2.9) gives 
v" = -z I' = z Y v. 
0 0 0 
Two linearly independent solutions of (2.10) are 
v (x) = sinh rx 
a . 
Vb(x) =cosh rx 
(2.10) 
(2.11) 
where r = lz Y = /(sl +r ) (sc +g ) is known as the prop-o 0 0 0 0 0 




where c1 and c2 are functions of the Laplace variable s. 
The general expression for the current is 
I(x) = ~ V' (x) = (2.13) 
0 
c1 and c2 can be obtained by applying the boundary conditions 
at x = 0 to equations (2.12) and (2.13). At x = 0 
v (0) = c 1Va(O)+C2Vb(O) = c2 
(2.14) 
1 - c r I ( 0) [C1V~(O)+C2Vb(O)] 1 = -- = z z 
0 0 
Application of the boundary conditions at x = d to equations 
(2.12) and (2.13) gives 
V(d) = 
- z I(O) 
0 
r sinh rd + V(O) cosh fd 
I(d) = I(O) cosh rd- r~ (O) sinh rd . 
0 
The matrix version o f equation (2.15) is 
V(d) cosh rd 
-W sinh rd v (0) 
0 
= 
I (d ) -J~o 
0 




Since V(O) = v1 , V(d} = v2 , I(O) = r 1 and I(d) = -I2 the 






~ sinh ra 
0 




The open-circuit impedance and short-circuit admittance 
parameters can be found by using equation (2.17) and the 
conversion relations8 between two-port characterizations. 
zl2 coth rd csch rd 
=;-;;- (2.18} y 
0 
z22 csch rd coth rd 
yll yl2 coth rd -csch rd 
=;-;:;- (2.19) z 
0 
y21 y22 -csch rd coth rd 
2. The Exponentially Tapered RC Distributed Network 
An exponentially tapered RC network (ERC) lS an inte-
grated circuit of the type shown in figure 2.2 with a width 
that is given by the function 
W(x) = Ke- 2kx (2. 20) 
18 
where K and k are constants, and the leakage conductance 
g(x) is assumed to be zero. The per unit resistance and 
capacitance of the ERC can be found by using equations (2.7) 
and (2. 20) . 
r(x) p 2kx 2kx = d 2K e = r e 0 
(2.21) 
c (x) EK -2kx c -2kx = dl e = e 0 
From equation (2.6) the defining equations of a tapered 
distributed network are given as the ordinary differential 
equations 
where 
v 1 (x) = -z (x) I (x) 
v' ' (x) = -z 1 (x) I (x) -z (x) I' (x) 
= Z' (x) v 1 (x) + z (x) Y (x) V (x) 
Z (x) 
Z(x) = r(x) 
Y (x) = sc (x) • 
(2.22) 
(2.23) 
By using the relations in equations (2.21) and (2.23), 
the voltage and current in an ERC can be found from the 
19 
ordinary differential equation with constant coefficients: 
V''-2kV'-sr c V = 0 
0 0 
and from the relation 
I = 1 
r 
0 
-2kx v' e . 









c 1 and c 2 can be determined from equations (2.26) and {2.27) 
by using the boundary conditions at x = 0. Thus 
20 
V(O) = c 2 
and 
or 
I ( 0) 1 r (c1 A+kV(O)) 
0 
(2.28) 
Application of the boundary conditions at x = d gives 
v (d) = 1 [r I(O)+kV(O)] ekd sinh Ad+V(O) ekd cosh Ad 
-X o 
kd =~[(A cosh Ad-k sinh Ad)V(O)-r0 sinh Adi(O)] 
(2.29) 
I(d) =- rl e-kd [sinh Ad(- ~(r0I(O)+kV(O))+AV(O)) 
0 





A [ (k sinh Ad+A cosh Ad)I(O)-sc sinh AdV(O)]. 0 
The a. "S C.~ parameter s can be obtained directly f rom 





-r- (A cosh Ad-k Ginn Ad sinh Ad 
-kd sc e 
0 
-r-· sinh Ad 
.... kd 
~ (A coth Ad+k sinh Ad) 
. ' 
(2.30) 
From equation (2.30) the open-Qircuit impedance and short-
circuit admittance parameters qre: 





Aekd csch A.d. e 2kd( A coth Ad-k ) 
(2.31) 
yll yl2 A coth ,\d-k 
-kd 





-kd e-2kd(,\ coth y21 y22 - ,\e csch /..d ,\d+k) 
(2.32) 
If k = 0, then the two-port parameters simplify to 
those of the uniformly distrib~ted RC network (l = g = 0) 
0 0 
in equations (2.17)-(2.19). ~oth the exponentially 
tapered RC network and the uniforw lines (especially the 




D. The W and 8 Transformations 
As mentioned in the introduction, the Laplace trans-
formed solutions of the class of partial differential 
equations and boundary conditions being considered 1n this 
thesis are rational in variables of the form 
e = /as2+bs+c 
(2.33) 
w = e 
/as2+bs+c 
where s is the Laplace transform variable, and a, b and c 
are non-negative constants. 
As demonstrated in the prev1ous section the two-port 
parameters of the uniform transmission lines and the expo-
nentially tapered RC distributed network are also rational 
in Wand e. For example, the short-circuit admittance 
















R = r d 
0 
e1 = ILs+R 
e2 = / Cs+G 
L = 1 d C = c d 
0 0 
R = r d 
0 
G = g d 
0 
2 2 





e = 1Rcs+K2 
IRCs +K2 W = e 
2 
w2-1 
c = c d 
0 
K = kd 
) 
2 
b2 e (w +l)+K 
w2-1 
-K b = e 
23 
(2.35) 
(2 . 3 6) 
( 2 . 37 ) 
In this work t h e basic approach to the simulation of 
t he solution of partial differential equations is to use 
24 
distributed networks to synthesize electrical circuits with 
transfer functions that are the same as the transforms of 
the solutions of the partial differential equations. 
To distinguish between the special cases of the trans-
formations in equation (2.33) subscripts are assigned 








Because of the special use of the 8RC and WRC trans-
formations in what follows, the stability regions of the 
8RC and WRC planes are presented in figures (2.6) and (2.7). 
Stability regions for the other planes have been determineJ~ 
and stability criteria for transfer functions rational in 
WRC and 8RC have been discussed in the literature17 ,l8 . 
25 
UNSTABLE 
Figure 2.6 Stability Region in the 8RC plane 
UNSTABLE 
~~~~~++~~~~~~~~~~++~~- REWRC 
Figure 2.7 Stability Region in the WRC p lane 
26 
E. Physical Systems Analogous to Distributed Networks 
Many physical systems have defi ning e quations similar 
to those presented in equations (2.9) for the uniform RLGC 
transmission line. Before proceeding to develop the general 
synthesis schemes for the simulation of partial differential 
equations, it should be mentioned that in some problems the 
similarity of the voltages and currents in a distributed 
network and the variables of the physical system can be 
used directly to find the solution of the partial differen-
tial equations of the physical s y stem. Fo r examp le, con-
sider the equations of one-dimensional heat conduction. 
Let U(x,t) denote the tempera ture at a point x within 
a solid at time t. The f lux of heat, the quantity of heat 
per unit area per unit time transferred in the x direction, 
is g iven by the formula 
Q(x,t) = - hU (x,t) X (2.39) 
where h is the the r mal conductivit y . The rat e o f c han g e 
o f t emp erature with respect to time is given by 
= -Q (x , t ) X ( 2 . 4 0) 
where b i s the heat c apacity per u nit volume . Takin g the 
Laplace transform of equation s ( 2 .39) a nd (2 . 4 0) with respect 
27 
to t and assuming U(x,O) = 0 gives 
U' 1 = -- Q h 
Q' = -bsU. 
If a uniformly distributed 
1 
equation 2.9) has r 0 = h and C0 
(2.41) 
RC network (1 =g =0 in 
0 0 
= b, then the voltage and 
current at a point x in the distributed network are exactly 
analogous to the temperature and heat flux in the solid if 
boundary conditions analogous to those of the heat conduc-
tion problem are applied to the distributed network. 
For example, suppose the problem is to find the 
temperature as a function of time throughout a heat conduct-
ing rod o£ length l with insulated lateral surfaces that 
is initially at temperature zero when one end of the rod 
is heated to a constant temperature U , and the other end 
0 
of the slab is insulated. The boundary conditions for this 
problem are 
U(x,o) = 0 
U(o,t) = u 
0 
O(l,t) = 0. 
(2.42) 
The boundary conditions analogous to those of equation 
(2.42) that must be applied to the distributed network are 
V(x,o) = 0 
V(o,t) = u 
0 
I(l,t) = 0. 
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(2.43) 
The boundary conditions of equation (2.43) can be 
implemented by open-circuiting one port of an initially 
uncharged distributed network and by connecting a constant 
voltage source at the other port. Under these conditions 
the temperature and heat flux at any point in the rod can 
be found by measuring the voltage and current, respectively, 
at the appropriate point in the distributed network. 
There are several examples of systems with boundary 
conditions that are difficult to simulate if a direct 
analog between the variables of the system and the voltage 
and current of a distributed network is attempted. For 
example, in a vibrating string problem the boundary condi-
tion 
rU (o, t) + U (o, t) = 0, 
X 
(2.44) 
where U(x,t) is the displacement of the string and r is 
a positive constant, may be desired. If an analogy be-
tween the displacement o f the string and the voltage of a 
distributed network is made, then the boundary condition 
of equation (2.44) would require that the distributed ne t-
work be terminated in a negative resistor. Boundary con-
ditions for heat conduction in a composite medium are also 
difficult to implement directly. 
Many other systems are analogous to distributed-
14 parameter electrical systems . In addition to heat 
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conduction, mass diffusion and the diffusion transistor 
are analogous to a URC. Solutions for the uniform LC 
transmission line apply to some vibrating string, fluid 
flow, and acoustics in gas problems, while the exponen-
tially tapered RC network is analogous to the dri f t 
transistor. 
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III. SOLUTION OF PARTIAL DIFFERENTIAL EQUATIONS 
A. Introduction 
The most general second-order, linear partial differ-
ential equation in two independent variables x and t is 
aU +bU t+cUtt+hU +kU +eU+f = 0 XX X X t ( 3 .1) 
where a, b, c, h, k, e, and f are arbitrary functions of 
2 
x and t. 
A function U(x,t) which satisfies equation (3.1) iden-
tically for some interval of x and some interval of t 1s 
called a solution of the partial differential equation (3.1). 
In general, there may be a number of solutions for a given 
equation of the form in (3.1). 
In order to determine a unique solution for the par-
tial differential equation, it is necessary to introduce 
sufficient auxiliary conditions. These auxiliary conditions 
are known as initial and boundary conditions. 
Initial conditions are imposed on a solution o f a 
partial differential equation by specifying the solution or 
the derivatives of the solution at a particular value of t. 
Typical initial conditions for equation (3.1) are 
U(x,t) = U (x) 
0 0 
( 3. 2) 
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Boundary conditions can be imposed on the solution 
of a partial differential equation by prescribing the 
solution or the derivatives of the solution at particular 
values of x. Example boundary conditions for equation 
( 3.1) are 
( 3 • 3) 
Boundary conditions may also involve specifying a 
linear combination of the terms in equation ( 3. 3) . Thus 
a more general set of boundary conditions for equation 
(3.1) is given by 
( 3. 4) 
b 1u(x0 ,t)+b2Ux(x0 ,t)+b3U(x1 ,t)+b4ux(x1 ,t) = f 2 (t). 
The problem of finding the unique solution of a partial 
differential equation that satisfies a given set of suitab l e 
initial conditions and boundary conditions is referred to 
as an initial-boundary value problem. The initial- boundary 
value problems that are to be simulated using distributed 
networks are enumerated in the next section. 
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B. Posing the Problem 
The second-order linear partial differential operator 
considered in this section is defined by 
( 3. 5) 
where k 0 , k 1 and k 2 are non-negative constants, and where 




If .t and m are finite, then the change of variables 
x-.t 
Y = m-l 




( 3. 8) 
If .t is finite and m is infinite, then the change of variables 
y = x-.t ( 3. 9) 
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In order to solve the partial differential equation 
DU = g(t) (3.11) 
by Laplace techniques, the function g(t) must be Laplace 
transformable and appropriate initial and boundary condi-
tions must be specified. 
If k f 0 in the operator of equation (3.5), then the 
0 
partial differential equation of (3.11) lS of hyperbolic 
type. The initial conditions that will be imposed for the 
hyperbolic equation are 
U(x,o) = c 1 
where c 1 and c 2 are constants. 
(3.12) 
If k = 0, then equation 
0 
(3.11) is parabolic in type and Ut(x,o) need not be specified. 
The appropriate boundary conditions depend on whether the 
interval of x is from 0 to 1 or from 0 to oo 
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If the interval of x is from 0 to oo, then an appropriate 
boundary condition is that U(x,t) is bounded as x tends to 
infinity; that is, 
lim U(x,t)< oo . (3.13) 
x+oo 
Other appropriate boundary conditions are of the form 
(3.14) 
where a 1 and a 2 are constants which are not both equal to 
zero and f(t) is Laplace transformable. These preliminary 
considerations make it possible to state explicitly the 
types of problems to be solved. 
Type I problems are those initial-boundary value 
problems for the partial differential equation 
that have initial conditions 






and boundary conditions 
(3.17) 
Specific cases of boundary conditions that satisfy 
the form of equation (3.17) are listed in Table I. These 
cases are indicated by subscripts to the problem type. For 
example, the initial-boundary value problem 
u XX = u t ' 
o<t<oo, o<x<l 
U(x,o) = 0 
(3.18) 
U(o,t) = f(t) 
U(l,t)-U (l,t) = 0 X 
is identified as a Type I 3 problem. 
Type II problems are initial-boundary value problems 
for the partial differential equation 
t hat have initial conditions 
U(x,o) = c 1 
o <t <oo 
o <x <oo 




and boundary conditions 
lim U(x,t) is bounded 
x-+oo 
(3.21) 
Boundary conditions of the form in (3.21) are listed in 
Table II. Thus the initial-boundary value problem 
U =Ut+U XX 
U(x,o) = 0 
o<t<oo, o<x<oo 
lim U(x,t) is bounded 
x-+oo 
U (o,t) = f (t) 
X 




Table I. List of Boundary Conditions for Type I Problems 

















C. The Laplace Transformed Problem 
In this section the Laplace transform is taken of the 
partial differential equation and the boundary conditions 
of the preceding section. This operation reduces the initial-
boundary value problem to the solution of an ordinary differ-
ential equation. Once the general solution to the transformed 
problem has been found, the transformed boundary conditions 
are applied to obtain a specific solution of the partial 
differential equation. 
The Laplace transform can be applied to the partial 
differential equation of equation (3.15) by using the rela-
tions 
~ Ut(x,t) = sU(x,s) - U(x,o) 
(3.23) 
cl. utt (x,t) 2-= s U(x,s) - sU(x,o)-Ut(x,o) 
to obtain 
2-
-u (x,s)+k [s U(x,s)-sU(x,o)-Ut(x,o)] 
XX 0 
(3. 24) 
+k1 [sU(x,s)-U(x,o)]+k2u(x,s) = g(s). 
Treating s as a parameter in equation (3.24) and apply-
lng the initial conditions of equation (3.12) gives 
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d2U + k s2U 






A particular solution of equation (3.26) is 
u = p (3.28) 
The general solution of equation (3.26) is thus g~ven by 
U(x,s) (3.29) 
where A and B are functions of s to be determined by the 
boundary conditions. The general expression for U (x,s) is X 




Determination of A and B for Type I and Type II problems is 
considered in the following section. 
D. Solution of the Transformed Problem 
1. Type I Problems 
The boundary conditions for Type I problems that were 
given in equation (3.17) can be Laplace transformed to give 








If the expressions of equation (3.32) are used in 








Thus A and B are given by 
A = (3.36) 






Equations (3.35) through (3.38) can be used with equa-
tions (3.27) through (3.29) to find the solution of any 
Type I problem. For example, the Type r 3 problem formulated 
in equation (3.18) has 
k = 0 
0 
g = 0 
(3.39) 
therefore, from equations (3.27) and (3.28), 8 and U are p 
give n by 
e = rs 
u = 0. p 
(3.40) 
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Using equations (3.39) and (3.40) in equation (3.35) 
g~ves q 1 = f and q 2 = 0; thus, A and B can be found from 
equations (3.36) through (3.38) as 
f 1 





















b.= 2[/s cosh /s - sinh /s]. 
(3.42) 
(3.43) 
Since A, B, and U have been determined, the solution p 
to the Type r 3 problem can be found from equation (3.29) as 
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f (l+ls) e -Is lsx (l- Is) e Is -lsx U (x, s) e - e = 
2 Is cosh Is - sinh Is 
(3.44) 
f Is cosh (1 - x) = Is - sinh (1-x) Is Is cosh Is - sinh rs 
2. Type II Problems 
The boundary conditions for Type II problems that were 
given in equation (3.21) can be Laplace transformed to g ive 
lim U (x,s) is bounded 
x-+oo 
(3.45) 
Applying these boundary conditions to the general expres-
sion for U(x,s) in equation (3.29) g lve s 
A = 0 
(3. 46) 
or 




Equation (3.47) can be used with equation (3.27) 
through (3.29) to find the solution of any Type II prob-
lem. For example, the Type II 2 problem formulated in 
equation (3.22) has 
k = 0 
0 
c = 0 1 
g = 0 
(3.48) 
therefore, from equations (3.27) and (3.28) 8 and U are p 
given by 
e = ls+l 
u = 0. 
p 
From equation (3.47) A and B are given by 
A = 0 





thus,U(x,s) is given from equations (3.29), (3.49), and 
(3.50) as 





E. Physical Examples of Type I and Type II Problems 
In this section several physical examples of Type I 
and Type II problems are considered. Vertical motion of 
a vibrating string is chosen to represent a system des-
cribed by a hyperbolic partial differential equation. 
One-dimensional heat flow is described by a parabolic 
equation. Solutions can be obtained using the techniques 
presented in the preceding section. 
1. One-dimensional Heat Flow 
Consider a homogeneous heat conducting rod with uni-
form cross-sectional area as in Figure 3.1. If the lateral 
surfaces of the rod are insulated, then it can be assumed 
~X 
0 
Figure 3.1 Heat-conducting rod 
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that the temperature 1n the rod is the same throughout any 
given cross section. Under these conditions, a one-dimen-
sional heat flow will result. If x is the distance mea-
sured along the rod from one end and U(x,t) is the tempera-
ture at a time t in the cross section with coordinate x, 
then the temperature throughout the rod satisfies the partial 
differential equation 
= k u XX 
2 
where k is the thermal diffusivity of the rod . 
(3.52) 
If uniform internal heat sources are present in the 
rod, and if the lateral surfaces are not insulated, then 
the defining equation is 
(3.53) 
where q(t) is the rate of internal heat generation, U is 
0 
the temperature of the medium surrounding the rod, and h 
is a positive coefficient of surface heat transfer. 
Boundary conditions describe how the ends of the rod 
exchange heat energy with the surrounding medium. The 
following are example heat conduction problems of Type 1. 
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A unit-length bar with diffusivity k is at an initial 
temperature U and is insulated along the lateral surfaces 
0 
and at the end x = 0. At time t = 0 the end x = 1 is placed 
in contact with a heat reservoir at temperature zero. The 
temperature in the bar is described by the Type r 4 problem 
ut = k uxx' 
U(x,o) = U 
0 
U (o,t) = 0 
X 
U(l,t) = 0. 
o<t< oo, o<x<l 











A unit-length bar with diffusivity 1 and surface heat 
transfer coefficient h is initially at temperature zero. 
If the medium surrounding the bar is at temperature zero, 
and the end x = 1 is placed in contact with a heat reservoir 
at temperature U , then the temperature in the bar satisfies 
0 
the Type r 7 problem 
ut = u -hu, XX 
U(x,o) = 0 
o<t<oo, 
U (o,t) = hU(o,t) X 
U(l,t) = U . 
0 
o<x<l 






[h sinh IS+h x + IS+h cosh /S+h x 1 • 
h sinh ls+h + ls+h cosh ls+h 
If the heat conducting bar occupies the interval 
o<x<oo, then the temperature in the bar will satisfy a 





A semi-infinite bar of material with diffusivity k is 
initially at a temperature zero and has insulated lateral 
surfaces. If a constant heat flux ¢ is maintained at the 
0 
end x = 0, then the Type II 2 problem 
u = k t u xx' o<t<oo , o <x <oo 
U(x,o) = 0 (3.58) 
-u (o,t) = <P o X 
lim U(x,t) = 0 
x+o 
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A semi-infinite bar with diffusivity k which is 
initially at a temperature zero is surrounded by a medium 
at temperature zero. If the end x = 0 is placed in con-
tact with the heat reservoir at temperature f(t), then the 
temperature is the solution of the Type rr1 problem 
U(x,o) = 0 
U(o,t) = f(t) 
lim U(x,t) = 0 
x-+-o 
o <x <oo 
where h is the coefficient of surface heat transfer. 
The solution of equation (3.60) is 
U(x,s) 
-/ s+h x 




2. The Vibrating String 
Consider a uniform string of linear density p that 
0 
is stretched to a tension T between fixed end points. If 
0 
the string is displaced vertically from its rest position, 




Figure 3.2 Vibrating String 
If U(x,t) 1s the displacement of the string at a 
distance x measured along its rest position at a time t, 








If a damping force proportional to the velocity, a 
restoring force proportional to the displacement, and a 
uniform external force act on the string, then the defining 
equation for the displacement is 
(3. 63) 
Boundary conditions describe the motion of the string 
at the end points. The following are examples of vibrating 
string problems of Type I. 
Example 5 
A unit-length string with c 2 = 1 moves from its rest 
position in a vertical direction with damping. If at the 
end x - 0 the string is fixed in its rest position, and if 
a force f(t) is applied at the end x = 1, then U(x,t) is 
described by the Type I 2 problem 
o<t<oo, 
U(x,o) = Ut(x,o) = 0 
U(o,t) = 0 
u (l,t) = f(t) 
X 
o <x<l 
where b is a positive damping coefficient. 
(3.64) 
From the solution of equation (3.64) U(x,s) is given 
by 
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-( f(s) sinh /s 2+bsx U x,s) = 
/s2+bs cosh /s 2+bs 
(3.65) 
Example 6 
In addition to a damping force, a restoring force and 
a gravitational force act on the string of Example 5. If 
the string is initially in its rest position and is sub-
jected to external forces at both ends of the string, then 
the Type r 5 problem that describes the motion of the string 
is 
U(x,o) = Ut(x,o) = 0 
Ux(o,t) = f 1 (t) 
Ux(l,t) = f 2 (t). 
o<t<oo, o<x<l 
The solution of equation (3.66) is 
U (x, s) I2 cosh 8x-I, cosh (l-x)8 = e sinh e 
where 8 = /s 2+bs+h. 
(3.66) 
(3.67) 
The following is an example of a Type rr 3 vibrating 
string problem. 
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A semi-infinite version of the vibrating string in 
Example 6 has a displacement that satisfies the boundary 
condition 
U(o,t)+a U (o,t) = 0 
X 
(3.68) 
where a is a positive constant. Under these conditions the 
motion of the string is described by 
U (x, s) = 82(~@-l) 
where e = / s 2+bs+h . 
-ex e (3.69) 
Additional physical examples are presented in the next 
section. 
F. Other Physical Examples 
The purpose of this section is to present a few 
examples of heat conduction problems that are not of Type 
I or Type II but have solutions that are rational in W and 
e. In particular, examples of heat flow in a composite 




A unit-length bar of material with thermal conductivity 
h 1 and diffusivity k 1 is initially at a temperature U0 and 
has one end and lateral surfaces that are insulated. At 
time t = 0 the other end of the bar is brought into contact 
with an infinite-length bar of material at temperature 
zero with thermal conductivity h 2 and diffusivity k 2 that 
also has insulated lateral surfaces. The temperature in 
the composite bar satisfies the initial-boundary value 
problem 
ut = kl u xx' o <t <oo , o <x<l 
ut = k 2 u xx' o <t <oo, l <x <oo 
U(x,o) = u o' o <x<l 
U(x,o) = 0, l <x<oo (3.70) 
u (o,t) = 0 X 
lim U(x,t) = 0 
x-+oo 
U(l-,t) = U(l+,t) 








(e +e )] 1 e -e ' o<x< 
e -c1e (3. 71) 















.28 1 e -[ 28 ] , 






A sphere of radius r 0 of material with diffusivity k 
1s initially at temperature zero. If the surface of the 
sphere is maintained at a constant temperature U , then 
0 
the temperature is spherically symmetric. Therefore, the 
temperature satisfies 
au k a < 2au > o<t<oo, r<r 
at = 2 ar rdr, 0 
r 
U(r,o) = 0, r<r 0 (3.73) 
U (r , t) = u 
0 0 
U(r,t) is bounded rS.r . 0 
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Application of the Laplace transform to equation (3.73) 
reduces the problem to the solution of an ordinary differen-
tial equation. By using the substitution u = v the solution 
r 






r /Sks r (~) _s_i_n_h __ /__ k __ __ 
r /fr, 




In three dimensions, the region r<l consists of a 
material with thermal conductivity h1 and diffusivity k1 . 
The region r>l is composed of a material with thermal 
conductivity h 2 and diffusivity k 2 . The temperature in the 





U(l-,t) = U(l+t) 
4 to be 
o <t <oo , r <l 
o <t <oo , r >l (3.75) 
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U(r,s) 1 A . h er, r<l = - + - s~n s r 
_;s (3.76) 
U(r,s) B er, r>l = - e k 2 r 
where 
8 = ~ kl 




8 ] (3.77) s h2 
1 + - e 
k2 
15 e [l+A sinh 8 ]. B = e k 2 
Next, synthesis techniques for transf er functions 
rational in W and e are considered. 
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IV. SYNTHESIS TECHNIQUES USING DISTRIBUTED NETWORKS 
A. Exact Realizations of the Basic Synthesis Blocks 
l. Introduction 
The solutions at particular values of x of initial-
boundary value problems of the types presented in section 
III are rational in Wand e. Thus, in order to simulate 
the solutions as the responses of electrical networks, 
techniques must be developed to synthesize transfer func -
tions that are rational in W or e alone. 
The purpose of this section is to present circuits 
1 1 that exactly realize the transfer functions w and e· 
These circuits are called exact W-plane and 8-plane 
integrators and are constructed using infinite-length 
distributed networks. 
2. Infinite-length Distributed Networks 
Two other linearly independent solutions of the defin-
ing equation {2.10) for the voltage on a uniform RLGC trans-








where r = l(sl +r ) (sc +g ) • 
0 0 0 0 
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The general solution of equation (2.10) can be ex-
pressed as 
( 4. 2) 
where c 1 and c 2 are, in general, functions of s. For an 
infinite-length line the condition that the voltage on the 
line be bounded requires c 1 to be zero. Using the boundary 
condition at x = 0, V(x) can be found to be 
V(x) = V(O) -rx e ( 4. 3) 
The electrical symbol for an infinite-length uniform 
transmission line is given in Figure 4.1. 
Figure 4.1 An Infinite-length Uniform Transmission Line 
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Using equations (4.3) and (2.9) the current into the 
infinite line can be found as 






= sl +r V(o) · 
0 0 
( 4. 4) 
Thus the input admittance of an infinite-length RLGC trans-
mission line is given by 
Y. 1n = 
I(o) 
V(o) ( 4. 5) 
The result in equation (4.5) can also be obtained by 
taking the limit as d approaches infinity of y 1 1 in equation 
(2.19); that is, 
Y. = lim 15 coth fd 1n d+oo z 0 
( 4. 6) 
= 15 = J_sco+go z sl +r 
0 0 0 
The input admittance of an infinite-length exponential-
ly-tapered RC network can be obtained b y taking the limit 
as d approaches infinity of y 11 for an ERC as given 1n 
equation (2.32). The result is t hat 
y, 1n = lim 
1 
d+oo ro 





(A. - k) 
where A. = /sr c +k2 . 
0 0 
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( 4 . 7) 
The electrical symbol for a n i n f inite-length ERC i s 
shown in F igure 4 . 2 . 
RC 
~
Figure 4.2 An Infinite-length ERC 
3. The 1/W Blocks 
v2 
The transfer function of the c ircuit in Figure 4 . 3 
vl 
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is given by 
( 4 0 8) 
where A is the gain of the ideal amplifier, y 21 and y 22 are 
admittance parameters of the two-port network, NA, and Y is 










v ... v2 
,..-
~ 
Basic Network for Realization of the 1 Blocks w 
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If network NA is a finite-length uniformly distributed 
network with parameters r 1 , c 1 , t 1 , and g 1 , and network NB 
is an infinite-length uniformly distributed network with 
parameters r 2 , c 2 , ! 2 , 
and (4.6) the transfer 
and g 2 , then from equation 
v 







vl /5 r ld + R coth 
zl 2 
yl y2 
then If = z' zl 2 
v2 A csch r 1d 
= 
vl coth r ld+l 
A 
= 
cosh r 1 d + sinh rld 
- r d 
= Ae 1 
(2.19) 
( 4 • 9) 
(4 .10) 
An alternate realization of an exact WGRC-plane 
integrator can be obtained using exponentially tapered RC 
distributed networks . If the network NA is a f inite-length 
ERC, and the network NB is an infinite-length ERC, then 
v2 from equations (2 .32 ) and (4.7) the transfer function 
vl 
of the circuit in Figure 4.3 is given by 
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A -k d 
A1 e 1 csch A1d 
v2 r1 (4 . 11) 
= 
v1 1 [e-2k1d A1 coth Ald+k1e-2k1d ] + 1 [A2-k2] 
r1 r2 
/r . c.s+k~ where A. = i = 1' 2. l l l l 
If r 2 and k 2 are chosen such that 





= k1e , 
then 
-kld 
AA1e csch A1d 
-2k1d 
A1e coth A1d+A2 
If, in addition, 
(4.14 ) 
the n 











The transfer function of the circuit in Figure 4.4 
vl 
is given by 
= {4.17) 
where YA is the admittance of the one-port network, NA' and 
YB is the admittance of the one-port network, NB. 
If the network NA is a resistor of value r 0 , and the 
network NB is an infinite-length uniform GRC, then from 
v2 




v'sr c +g r 





A SGRC - plane integrator is also obtained if the uniform 
GRC is replaced by the infinite-length ERC described in 
Na 






Figure 4.4 Basic Network for the Realization of the 








equation (4.7) in parallel with a resistor of value k0 • 
In order to realize the general 8-plane integrator it 
is necessary to consider a uniform line where c is negli-
o 
gible compared to g0 • If the network NA is an infinite-
length line where c 0 is negligible, and the network NB is 







- lg r 
0 1 
e 
Finite approximations to the W-plane and 8-plane 
(4.19) 
integrators and an analysis of the associated error for 
the 1 and 1 
WRC 8RC 
blocks are presented in the next section. 
B. Finite Approximations to the Basic Synthesis Blocks 
1. 1 The Approximate Block 
WRC 
If the infinite-length distributed networks in the 
69 
previous section are replaced by finite-length distributed 
networks, then approximate ~ and ~ blocks are obtained. 
In this section the details of realizing an approximate 
1 w-- block are presented,and the transient and steady-state 
RC 
errorsinvolved in the approximatiornare studied. 
Suppose the network NA in Figure 4.3 is a URC of 
length d 1 with parameters r 1 and c 1 and network NB is a 
URC of length d 2 with parameters r 2 and c 2 • If the net-
work NB is terminated in a short circuit, then Y in e q ua-




then the transfer function v2 is given by 19 
vl 
sinh K 8RC (4. 21) 
sinh (K+l)8RC 
(4.22) 
and where the gain A has been chosen equal to one. I f 
r 1 = r 2 and c 1 = c 2 in e quation (4.22), then K is simply 
the ratio of the lengths of the distributed networks. 








From equation (4.23) it can be seen that the larger the 
value of K the closer the approximation to a WRC-plane 
integrator. 









cosh (K+l) 8RC 
- 2K 
1 [ l+WRC ] 
WRC l+W -2 (K+l) 
RC 




2. Error Analysis for an Approximate WRC-plane Integrator 
For the error analysis that follows, attention is 
restricted to the short-circuited WRC-plane integrator. 
If the product r 1c 1 is set equal to one, then the im-




IT (4 .26) 
The impulse response, hK(t), of an approximate 1 
WRC 







L n s1n 
n=l 
(4.27) 
where the subscript on hK 1s used to denote the dependence 
of the impulse response on K. 
The error in the impulse response due to K being finite 
is given by 
(4.28) 
Plots of eK(t) fo~ various values of K are given in Figure 4.5 
If an excitation x(t) is applied to an exact WRC - plane 
integrator, then the output y(t) is given b y 




If the same excitation is applied to an approximate WRC-
plane integrator, then the output is 
yK(t) = Joo = X(T)hK(t-T) dT. 
0 
The error due to the approximation is 
e K {t) = y(t) - yK(t) y, 
(co 
= L X ( T) [ h ( t- T ) - hK ( t-T ) ] d T 
= J: X (T) eK(t-T ) dT. 
If the input x(t) is bounded by M; that is, 
(4.30) 
( 4 • 31) 
x(t)~M<co,o~t<oo, (4.32) 
then the error due to the approximation for an input x(t) 
is bounded by 
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(4.33) 
~Mrl eK(t-T) jdt. 
0 
Upon making the substitution ~=t-T in equation (4.33), 
the bound can be expressed as 
( 4. 34) 
-oo 
Since the network is causa~ and since from Figure 4.5 eK{t) 
is always positive, le K(t) I is bounded by y, 
(4.35) 
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where AK{t) is the area for a particular value of K under 
the portion of the curve eK{t) from o to t in Figure 4.5. 
AK{t) can also be thought of as the error associated with 
the finite approximation when the excitation is a unit step. 
Thus, if K is chosen such that 
AK {t) ~c eK{~)d~ < a o<t<oo 2' - I { 4. 36) 
then yK{t) will be restricted to a band of width aM about 
y{t). If x(t) is a step of magnitude M,then equation 
(4.35) is an equality. AK(t) is plotted for various values 
of Kin Figure 4.6. The value of A(oo) = lim AK(t) can be 
t-+oo 
found by applying the final value theorem to 
to give 
A (oo) = K 
1 -rs [e -
s 




-Is [e - sinh KIS ] 
sinh {K+l)IS 
1 
-IS K <-2!_s) cosh K{S ] 
= lim [e - -~-
s-+o (K+l) (--1-) cosh (K+l) Is 
2/S 
K 
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The steady-state error for sinusoidal inputs can be 
expressed as a fraction of the desired response. For the 
approximate WRC-plane integrator, the relative error is 
given by 














e - e 
s=jw (4. 39) 
The magnitude of E (jw) is plotted versus frequency 
r 
in Figure 4.7. 
3. 1 The Approximate --- Block 8RC 
Suppose that the network NA in Figure 4.4 is a resistor 
of value r 0 , and the network NB is a URC of length d and 
parameters r 0 and c 0 • If the network NB is terminated in 
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0 0 
1 ~ (-) 
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coth /r c 
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- (-) 0 
= ra = 
v1 ;sc0 
,_1_) tanh /r c s d 
211 r 0 0 0 
(4 .41) 
1 coth /r c s d. 




As the length of the distributed network is increased, 
the error due to the approximation is decreased. In the next 
section the error for the short-circuit terminated 8RC-plane 
integrator is discussed. 
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4. Error Analysis for an Approximate eRC-plane Integrator 
If the product r c is set to unity, then the impulse 
0 0 
response of an exact eRe-plane integrator is given by3 
h (t) 1 
/nt 
1 The impulse response of an approximate --- block 
eRC 
(4 .42) 
using a short-circuited distributed network is given by 
h . f. . . 20 t e 1n 1n1te ser1es 





1 [1+2 I n t ] . = ( -1) e 
/nt n=l 
The error in the impulse response due to d being finite is 
given by 
ed (t) = h(t) - hd (t). (4 .44) 
Plots of ed(t) for various values of dare given 1n Figure 
4.8, and plots of Ad(t) ~ f: ed(t)dt are presented in Figure 
4. 9. 
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ri9ure 4.9 Plots of Ad(t) For An Approximate 8RC-plane 
Integrator 
10 
E ( j w) = 
r 







The magnitude of E (jw) lS plotted versus frequency 
r 
for various values of din Figure 4.10. 
-Is The error analysis for the approximate e and 
1 
IS 
blocks has been presented and the error ln the irn-
pulse response has been plotted in Figures 4. 5 and 4. 8. 
These plots can be used to determine the error due to 
an impulsive input for the general approximate WGRC-
and 8GRC-plane integrators by using the property of 
3 the Laplace transform that 
~ -1 -tk f (as+b) 
b 
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Figure 4.10 Plots of IEr(jw) I for an Approximate 
8RC-plane Integrator 
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C. Review of Transfer Function Synthesis 
In this section two methods are presented for synthe-
sizing scalar transfer functions of W or 8. First, state 
variable techniques are considered for transfer functions 
rational ln W. State variable synthesis of transfer functions 
rational in 8 can be accomplished by replacing W-plane inte-
graters with 8-plane integrators. 
If T(W) is a ratio of n-th order polynomials of W, 
T (W) = 
n n-1 
a w +a 1w + ... +a1w+a n n- o 
n n-1 
w +cn_1w + ... c 1w+c0 
then one step of division can be performed to obtain 
T(W) = a + 
n 
n-1 b 1w + ... b 1w+b n- o 
n n-1 
w +c 1w + ... c 1W+c n- o 
The circuit of Figure 4.11 realizes the transfer 
function o f equation (4.49). Realizations of the 1 \v 
blocks have been discussed in a previous section. 
(4.48) 
(4.49) 
Rational f unctions o f W can also be synthesized by 
factori ng the transfer f unction into first-and second-
degree terms that can be synthesized separately and then 





Figure 4.11 State Variable Realization of Rational Functions of w 
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cascading the circuits that realize the individual terms. 
For example, T(W) in equation (4.48) can be expressed as 
T (W) = TI T K (W) 
K=l 
(4.50) 
where the TK(W) 's are either of degree one or degree two. 
Circuits for realization of the cascaded factors are 
presented in the following section. 
D. Realization of Second-order Transfer Functions 
Rational in W or 8 
1. Realization of T(W) = aW+b 
w2+cW+d 
From the block diagram of Figure 4.11, it can be seen 
that the transfer function, 
y 




can be realized by the circuit of Figure 4.12. 
(4.51) 
If the circuit of Figure 4.12 is rearranged slightly, 
and the ~ blocks are replaced by approximate ~ blocks that 
share a common termination, then the proposed circuit for 
realization of the transfer function in equation (4.51) is 
obtained as in Figure 4.13. The distributed networks can 







Figure 4.12 Circuit for the Realization of 
T(W) = aW+b 
w2+cW+d 
the length of the center section has been chosen as 2K 
times the length of each of the other t'i'lO sections. 
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-. 
Figure 4.13 A Tapped Distributed Network for 
Realization of T(W) = ;w+b 
W +cW+d 
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If the distributed networks in Figure 4.13 are re-
placed by equivalent pi-sections and the outputs of the 
summing amplifiers are represented by controlled voltage 
sources, then the circuit in Figure 4.14 is obtained where 
YAl and Ycl are given by 
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YAl = Y11 + y 21 = 8 (coth 8-csch 8) 
(4.52) 
= 8 csch 8 
and YAK and YcK are given by 
8 
w2K_l 




21'J2K ) . y = ( 
cK w4K __ l 
The node-voltage equations for v1 and Y in the cir-




(4 . 55 ) 
Ycl v. YcK 
y 
Ycl 
... V1- CY+aU 
bU- dY YAI YAI+YAK YAI+YAK YAI 




If equations (4.52) and (4.53) are substituted into 
equation (4.55), then the ratio ~ is obtained as 
where 
y 
u = K -K-3 WK+W- K+1 
w2 [w +W l + cw + d [ ] K -K-1 K -K-1 . W +W W +W 
If equation (4.56) is written in the form 
y 
u = 
-K+1 -K-1 w -w 




then it can be seen that as K increases the magnitude of 
R1 and R2 decreases, and the transfer function of equation 
(4.49) is approximated. 
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2 . Realization of T(8) 
The second-order transfer function, 
T(8) = a8+b 2 ' e +c8+d 
(4.59) 
1 
can be realized by the circuit of Figure 4.12 if theW 
1 blocks are replaced by 8 blocks. If in equation (4.59) 




(vr c s+r g ) = r c s+r g 
0 0 0 0 0 0 0 0 
(4.60) 
is rational in s can be used to obtain a simpler circuit 
for realization of T(8GRC). 
The circuit of Figure 4.15 is an example of a circuit 
shown in Figure 4.4 where 
Y = e + 1 
A 1 RA 
(4.61) 
v2 
thus, 1s given by 
vl 
= (4 .62) 
If the component values are chosen such that 
= r c 
0 0 
1 ~ = r +d go 0 
2 
rlcl = a r c 0 0 













Figure 4.15 Circuit for Realization of 
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3. Error Analysis for Approximate Realizations of 
Second-order Transfer Functions Rational in WRC 
An analysis of the error for finite approximations to 
the --1- blocks has been presented. In this section an 
WRC 
upper bound on the error in an approximate realization of 
(4.65) 
is obtained for step inputs. 
The state variable realization of the transfer func-
tion of equation (4.65) is given in Figure 4.12. An approx-
imate realization is obtained if approximate Wl blocks are 
RC 
used. If f 1 (t) is the output of the first summing network, 
1 f 2 (t) is the output of the first--- block, and f 3 (t) is 
vJRC 
the output of the second summing network, then f 1 , f 2 , and 
f 3 are given by 
fl(t) = bu(t) - dy(t) 
f 2 (t) = foo fl (T) h(t-T) dT (4.66) 
0 
f 3 (t) = au(t) + f2 (t) + cy(t) 
where h(t) is the impulse response of a WRC-plane integrator 
given in equation (4.26). 
If u(t) is a step function of magnitude M, then a 
bound on jy(t) I can be obtained from 
I Y <t> I = J: U(T) h (t-T) dTI w 
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= M I I: h (t-T) dTI (4 .67) w 
where h (t) is the impulse response of a circuit with a 
w 
transfer function given by equation (4.65). From equation 
(4.67) the bound on ly(t) I can be expressed as 
I y (t) I~ MR (4.68) 
where a constant, R, can be found from plots of the step 
response of second-order transfer function of WRC plotted 
1n reference 21. 
Once the bound on jy(t) I has been obtained bounds on 
lf1 {t) I and lf2 (t) I can be obtained as 
I f 1 < t > I = 1 bu < t > - d y < t > 1 
< lbl lu<t> I + ldl IY<t> I (4.69) 
< lbl M + ldl MR = M(lbi+Ridl) 
and 
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If 2 (t) I = 1 rX) fl (T) h(t-T) dT] 
0 . 
< I: jf1 (T)j ]h(t-T) jdT 
Joo 
(4. 70) 




]h(T) ldT = J 0 
where the causality of the Wl block has been used. 
RC 
Since 
h(t) is always positive lf 2 {t) I is bounded by 
lf2(t)l:lf1 (t)1 r h(T) dT 
0 (4.71) 
where the integral in equation (4.71) can be evaluated by 
using the final value theorem to obtain 
Therefore, 





Equations (4.73) and (4.66) can be used to obtain 
~Ia! Ju(t) I + jf2 (t) l+lcl jy(t) I 
(4.73) 
= M(lal + Jbl + lei + RJd j ). 
Let s 1 (t) be the error associated with approximation 
of the first Wl block and s 2 (t) be the error associated 
RC 1 
with approximation of the second w-- block. Since the 
l RC 
inputs to the approximate w-- blocks have been shown to 
RC 
be bounded, the results shown in equations (4.35) and (4.38) 
can be used to give 
and 





< (K~l) (Jal + Jbl + lei +RJdJ) 
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whe~e K is the ratio of lengths given in equation (4.22) 
if a single material is used to construct the distributed 
networks. 
The worst~case error, E(t), in the output y(t) is 
obtained when El (t) and E2 (t) add together. A bound on 
jE(t) I can be obtained from equations (4.74) and (4.75) 
as 
s jEl(t)j + IE2(t)j 
(4.76) 
< (K~l) (ibl + Rldl) + (K~l) (Jal+lbi+Jci+R id l ) 
= (K~l) (Jal + 2lbJ +le i + 2Ridl). 
Suppose that a circuit is to be constructed that 
approximates the transfer function 
T(W) y (W) = = U(W) 
w (4.77) 
with an error less than .05 times the maximum value of 
y(t) for a unit ste p input. For this proble m 
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a = 1 
b = 0 
c = -2 (4.78) 
d = 2 
M = 1. 
From the plot of y(t) given 1n plot 4 of Figure 3-12 
in reference 21 the maximum value of y(t) is 1.1; thus, 
R = 1.1 
(4.79) 
e: = .055. 
A suitable value of K can be found by using equation 
(4.78) in equation (4.76) to give 
0.55 < 
or 
K!l [1 + 2(0) + 2 + 2(1.1) 2] = 
K 1 < 7.4 = 
+ - .055 134.8. 
7.4 
K+l (4.80) 
Thus a value of K equal to 134 will provide the simulation 
accuracy desired. 
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V. APPLICATIONS OF THE SYNTHESIS TECHNIQUES 
A. Complete Solutions of Example 4 
If h = 0 in Example 4, then the solution given 1n 
equation (3.61) of the Type II1 problem reduces to 
u (x, s) = f(s)e-1 x ( 5. 1) 
If f(t) in equation (3.60) is equal to a constant 







u (x , s) 0 = e 0 s 
( 5. 2) 
2 
X 
T 0 = (5.3) 
k 
From equations (5.2) and (4.46), u(x ,t) 1s given by 
0 
u(x ,t) = u 
0 0 
t y (-) 
T ( 5. 4) 
where y(t) is the response of a WRC-plane integrator to a 
unit step. 
Suppose, for example, that the solution to Example 4 
is desired to within 10% accuracy when 




x = .1 m 
0 
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( 5. 5) 
Since the maximum value of y(t) is one, and since the 
error for an approximate WRC-plane integrator is bounded 
1 by K+l' the desired solution is the step response of an 
approximate WRC-plane integrator with 
1 
K+l :5. .l ( 5. 6) 
or 
K > 9. (5.7) 
If the solution is not required for all time, then a 
smaller value of K can be used. For example, if only the 
first three seconds of the solution are required, then from 
Figure 4.6 the bound of 10% error can be satisfied with K=2. 
If f(t) in equation (3.60) is given by 
f(t) = sin t, ( 5 . 8) 
then u(x ,t) can be f ound as the response of an approximate 
0 
WRC-plane integrator to a sinusoidal input. As previously 
1 
mentioned, the error bound of K+l may be unnecessarily 
large. For example, if k and x 0 are given by equation 
(5.5), then from Figure 4.7 a bound of 2% error can be 
obtained with K=3. 
B. Synthesis of Solutions of Type I Problems 
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In this section circuits are s y nthesized that realize 
the solution of the general Type I problem of section III. 
First, the homogeneous case where g(t) = 0 is considered. 
From equation (3.29) and equations (3.35) to (3.38), u(x,s) 
is given by 
= 1 [(b -b 8)f e-8e 8x-(a -a S)f ex 6 1 2 1 1 2 2e (5.9) 
where 
2 6= 2[(a2b 2e -a1b 1 ) sinh 8 + (a 2b 1-a1b 2 )e cosh 8 ]. 




= - where m 
n 
and n are positive integers such that m<n, then substitution 
of 
e 
n W = e 






If the numerator and denominator of equation (5.12) 
are multiplied by Wn, then 






Finally, if the numerator and denominator are divided 
by 
then u(x0 ,s) lS given by 
where 
and where 
u 1 (W, 8 ) = 
f 1 [d1 (8)w2n-m + d0 (8)wm] 
w2 n + c ( 8 ) 
c ( 8 ) = 0 
d ( 8 ) = 0 
d 2 (e ) = 
0 
f [d (8 )Wn+m + d (8 )Wn-m] 
2 3 2 
w2n + c ( 8 ) 
0 
2 
-(B 1 8 - B38+ B2 ) 
2 
-(B1 8 -B 38+B 2 ) 
2 s1 8 +B 38+B 2 
= 0 
bl-b28 
dl (8 ) 
- (bl +b28 ) 
= 0 0 
a 1+a 2e 
d3 (8) 
a 2e-a1 




(5.1 9 ) 
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If state variable synthesis techniques are applied to 
u 1 (W,8) and u 2 (W,8) in equation (5.18) by treating c 0 and 
the d's in equation (5.19) as the constants in the circuit 
of Figure 4.11, then u 1 (W,8) and u 2 (W,8) are realized by the 
circuits of Figures 5.1 and 5.2, respectively. A term such 
as ~ can be realized using only two distributed networks 
if the length of both distributed networks in a ~ block are 
multiplied by m. 
The particular solution for the inhomogeneous case can 
be synthesized from equation (3.28); thu~ the complete solu-
tion can be realized by replacing the inputs f 1 and f 2 in 
Figures 5.1 and 5.2 by q 1 and q 2 given in equation (3.35). 
w2(n-m) 




Figure 5.2 Circuit for Realization of u 2 (W, 8) 
As an example of the synthesis of the solution of a 
Type I problem, consider the Type I 3 problem presented in 
part D of section III. For that problem the coefficients 
given in equation (3.39) can be used with equation (5.13) 
to give 
f = f 1 
s = 0 1 
f = 0 2 
s = -1 2 
(5.20) 
From equations (5.19) and (5.20) c 0 , d 1 and d 2 are 
found to be 
8+1 
c = 8-l 0 
8+1 
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d = 8-l (5.21) 0 
dl = 1. 
Thus the solution at x 0 = ; (m=l, n=2) can be obtained 
from the circuit of Figure 5.3. 
1 Calculation of u(2 ,s) directly from the circuit of 
Figure 5.3 yields the same result as substitution of 
18 
2 W = e (5.22) 





circuit for the Realization of the Type r 3 
Synthesis Example 
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C. Synthesis of Solutions of Type II Problems 
In this section circuits are synthesized that realize 
the solutions of the general Type II problems of section 
III. From equations (3.29) and (3.47) the solution of the 
homogeneous problem is given by 
u(x,s) = -ex e . (5.23) 
If the solution is desired at x=x , then substitution 
0 
of 
into equation (5.23) gives 
For Type 





a 2=0; thus, 
response o f a W-plane integrator to an 
the remainder of the Type II problems 
(5.24) 
(5.25) 
u (x , s) lS the 
0 
input of l --f. For 
al 
a 2~o so u (x , s) can 0 
be obtained from the circuit of Figure 5.4. The solution of 
the inhomogeneous problem can be realized if f is replaced 
by 
q = f - a 1 u p (5.26) 
where u can be realized from equation (3.28). p 
f w 
Figure 5.4 Circuit for Realization of Type II 2 and 
Type II 3 Problems 
D. Other Synthesis Applications 
1. Simulation of the Solution to Example 8 
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In this section example applications of the synthesis 
techniques to problems other than Type I or Type II prob-
lems are presented. First, the solutions to the composite 
heat flow problem of Example 8 are simulated. 
The solution of Example 8 at a point x = m<l, where 
o n 
m and n are positive integers, can be expressed as a 
rational function of 
e 
n 
I..Y = e 




where c 1 and c 2 are given in equation (3.72). u(x ,s) for 0 
x <1 can thus be realized by applying a step input of 
0 








Circuit for Realization of u( x ,s) in 
0 
Example 8 for x <1 
0 
The solution of Example 8 at a point x >1 can be 
0 
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simulated by choosing positive integers m and n such that 
m = / (x-1) 
n k 2 
(5.29 
and then substituting equation (5.27) into the solution 
given in equation (3.71). The result, 
u(x ,s) = 
0 
(5.30) 
where c 3 and A are given 1n equation (3.72), can be realized 
by applying a step input of magnitude c 3u 0 to the circuit 
of Figure 5.6. 
Figure 5.6 
+ 
Circuit for Realization of u(x ,s) in 
0 
Example 8 for x >1 
0 
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2. Applications to the Solution of Ordinary Differential 
Equations with Variable Coefficients 
The Laplace transformed solution of certain ordinary 
differential equations with variable coefficients are 
rational in Wand e. In this section the solutions of two 
such equations are presented,and circuits for simulation 
of the solutions are discussed. 
For example, the property of the Laplace transform 
that 
d n 




f(s) = 1.., f(t) (5.32) 
can be used to find a circuit with an output that is the 
solution to the differential equation 
2t~ - y = 0 dt . (5.33) 
Since from equation (5.33) y(o) = 0, application of 
the Laplace transform to the differential equation gives 
-2~s (sy ) - y = 0 (5.34) 
or 
2s dy + 3y = 0 ds · 
The solution of equation (5.35) is 





thus, y(t) can be obtained by applying a step input to a 
8RC-plane integrator. 
As a second example, the differential equation 
(5.37) 
is considered. Application of the Laplace transform to 
equation (5.37) gives 
d 2 d - k2 4s ds y + 6 ds y y = 0 (5.38) 
or 
1 -Is y = e (5.39) Is 
Thus y(t) is the impulse response of a circuit composed 




The problem of obtaining circuits for simulation of 
the partial differential equation 
for various initial and boundary conditions is investi-
gated. The boundary conditions are classified into types, 
and specific cases of the boundary conditions are enumera-
ted for each type. The Laplace transformed solutions of 
the general problems of each type are obtained and are 
shown to be rational ln W = e~s2+bs+c and 8 = /as 2+bs+c 
for any given value of x. 
Several examples of physical systems described by 
equations and boundary conditions of the types analyzed 
are presented. Particular emphasis is placed on one-
dimensional heat flow and vibrating string problems. 
Examples where the heat flow is in a composite or spheri-
cally-shaped medium are presented. 
A review of the properties of distributed networks 
used in this thesis is presented including the fact that 
the two-port parameters of distributed networks are rational 
in wand 8. The use of infinite-leng th distributed net-
works to realize circuits with transfer functions ~ or ~ 
are discussed, and methods of synthesizing transfer func-
tions rational in W or 8 are presented. 
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1 1 Finite approximations to the W and 8 blocks are pre-
sented, and the error due to the approximation is analyzed 
for the cases where a = 0. 1 1 The W and 8 blocks are used to 
simulate the solution of the example problems. 
Some ordinary differential equations with variable 
coefficients have solutions that can be synthesized using 
the techniques of this thesis. Two examples of such a 
differential equation are presented; however, no attempt 
is made to define the class of problems for which the 
synthesis techniques are applicable. 
Areas for future research include the actual fabrica-
tion of circuits for realization of the Laplace trans-
formed solution of partial differential equations. Example 
4 is a problem for which complete error analysis has been 
developed in this thesis. Furthermore, it is a problem 
that can be simulated using digital techniques. The uni-
formly-distributed RC networks needed in the simulation of 
Example 4 are presently being constructed using equipment 
at the University of Missouri - Rolla. Values of total 
circuit capacitance, C, up to 0 . 05 microfarads and resis-
tance, R, up to several megohms can be readily obtained. 
~ 
The problem of Example 9 would be an excellent problem 
for comparison of distributed network simulation methods 
with other methods. This problem can be simulated by 
using the techniques of this thesis, by using a direct 
physical analogy between voltage on a distributed net-






r I rerf (2n+l+r) - erf (2n+l-r)] 
n=O 2/kt 2/kt 






[r + ~ 
'1T 





-n n kt 
e sin n nr] 
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Other possible applications of the synthesis techni-
ques developed include the design of distributed filter 
networks by optimizing the coefficients in a rational 
function of w or e. 
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