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Summary
This thesis contains new results on the problem of coordinating a group of vehi-
cles. The main motivation driving this work is the development of control laws
that steer individual members of a formation, such that desired group behavior
emerges. Special attention is paid to analysis of coordination issues, in particu-
lar formation control of marine craft where robustness to unknown environmental
forces is important. Coordinated control applications for marine craft include: un-
derway replenishment, maintaining a formation for increased safety during travel
and instrument resolution, and cooperative transportation. A review of formation
control structures is given, together with a discussion of special issues that arise
in coordination of independent vehicles.
The main contributions of this thesis may be grouped into two categories:
• Path-following designs for controlling a group of vehicles
• Multi-body motivated formation modeling and control
A previously developed path following design is used to control a group of vehi-
cles by synchronizing the individual path parameters. The path following design is
advantageous since the path parameter, i.e., that parameter which determines po-
sition along a path, is scalar; hence coordination is achieved with a little amount
of real-time communication. The path following design is also extended to the
output-feedback case for systems where only parts of the state vector are known.
The path following scheme is exploited further in a passivity-based design for
coordination where the structural properties render an extended selection of func-
tions for synchronization available. Performance and robustness properties in dif-
ferent operational conditions can be enhanced with a careful selection of these
functions. Two designs are presented; a cascaded interconnection where a consen-
sus system provides synchronized path parameters as input to the individual path
following systems renders time-varying formations possible and increases robust-
ness to communication problems; a feedback interconnection which is more robust
to vehicle failures. Both designs are extended to sampled-data designs where plant
and controller dynamics are updated in continuous-time and path parameters are
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exchanged over a communication network where transmission occurs at discrete
intervals. Bias estimation is included to provide integral action against slowly-
varying environmental forces and model uncertainties.
A scheme for formation modeling and control, inspired by analytical mechanics
of multi-body systems and Lagrangian multipliers, is proposed. In this approach
to formation control, various formation behaviors are determined by imposing con-
straint functions on group members. Several examples illustrate these formation
behaviors. The stabilization scheme presented is made more robust with respect
to unknown time-varying disturbances. In addition, the scheme is extended to-
wards adaptive estimation of unknown plant and parameters. Furthermore, it can
be applied with no major modifications to the case of position control for a single
vehicle.
The formation control scheme is such that it may be used in combination with a
set of position control laws for a single vessel, thus enabling the designer to choose
from a large class of control laws available in the literature. The input-to-state
stability (ISS) framework is utilised to investigate robustness to environmental
and communication disturbances. A loop-transform, together with the ISS frame-
work, yields an upper bound on the inter-vessel time delay below which formation
stability is maintained.
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Chapter 1
Introduction
This thesis considers the problem of coordinating a group of marine craft, thatis, we want to steer the motion of each craft such that the group’s overall
motion is governed by a desired behavior. Thus, independent motion is coordinated
as a formation according to the behavior, decided by the designer. Such control
problems have attracted increasing attention during the last decade due to the
many benefits of distributed vehicles controlled as a formation.
Some of the reasons to consider the use of formations is their characteristics of:
structural flexibility, safety, reliability through redundancy, increased instrument
resolution, tactical advantages, reduced cost (several simple, inexpensive systems
can compete with single sophisticated expensive systems), and faster resource lo-
cation (a group of vehicles can rapidly search a large area than a single vehicle).
1.1 Motivation
The benefits of formations were realized by military leaders a long time ago and has
been used in land, sea and air–see Figure 1.1 for a marine example. Examples of
diﬀerent tactical formations are arrowhead, square, single column, or line abreast.
Examples of medieval or ancient formations include shield walls (skjaldborg in
Old Norse), phalanxes (lines of battle in close order), and skirmishers. Examples
of military aircraft tactical formations are the V formation, the combat box, the
fluid four formation, and the loose deuce formation. Increased safety and armed
defensive support were parts of the motivation to use group of ships travelling
together, also known as convoys, for transporting supplies during World War II.
Formations also have the benefit of improved instrumentation: the Navstar
Global Positioning System use 24 satellites in intermediate circular orbits, and the
orbits are designed so at least four satellites are always within line of sight from
almost any place on earth. The receiver reception is better when more signals are
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available. Furthermore, the US Air Force is increasingly using unmanned aerial
vehicles (UAVs) equipped with cameras and sensors to automate reconnaissance,
surveillance and target acquisition and as communication relays. Lately, groups
of UAVs are used such that one vehicle investigates a particular location while
the rest secure the widest area possible. For the Terrestrial Planet Finder to
be launched in 2014, NASA considers spacecraft formation flying that will work
together to function as a single huge telescope. The spacecraft will be virtually
connected and autonomously position themselves in a rigid formation—see Wang
& Hadaegh (1996), Beard, Lawton & Hadaegh (2001) and references therein.
Figure 1.1: Six of the U.S. Navy’s seven Amphibious assault ships in formation.
Courtesy of U.S. Navy, www.navy.mil.
During migration season it is common to observe flocks of birds flying in for-
mations. The V-shaped formation, shown in Figure 1.2, used by some of the larger
birds, such as ducks and geese, reduces energy expenditure and flight power de-
mands. The energy savings arise from longer periods of gliding during flight and a
reduction of the induced drag. Flying in a formation also favours communication
and coordination within the group and may explain why some configurations of
bird flocks are neutral or even disadvantageous compared to solitude flight—see e.g.
Badgerow & Hansworth (1981) and Weimerskirch, Martin, Clerquin, Alexandre &
Jiraskova (2001). The induced drag energy savings has motivated researchers,
such as Hoerner (1958), to theoretically and experimentally reduce drag forces in
formation airplane flight. This work is extendable to marine vehicles.
Animal groups such as schools of fish, flocks of birds, and herds of ungulates
have also other purposes and benefits than increased eﬃciency of locomotion. Evo-
lutionary ecologists and sociobiologists try to understand coordination of natural
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groupings by modeling the social aggregation behavior of each individual: Such
behavior depends on group structure, nearby obstacles and predators (detect and
avoid), and resource location to name a few. Such individual-based models are
found in e.g. Partridge (1982), Okubo (1986) and Grünbaum, Viscido & Par-
rish (2005). Vicsek, Czirók, Ben-Jacob, Cohen & Shochet (1995) develop a model
based on nearest-neighbor rules which has been used as a basis for many papers
in control systems theory.
Interesting topics regarding coordinated action amongst humans are behavior
in traﬃc, the Mexican wave, and panic control—considered in Dirk & Huberman
(1998), Farkas, Helbing & Vicsek (2002), and Helbing, Farkas & Vicsek (2000),
respectively. Gladwell’s (2000) best-seller The Tipping Point describes collective
human behavior in various situations and relates social epidemics to how manu-
facturers can create a market-winning product.
Figure 1.2: Flock of geese.
These observations have motivated control systems engineers to develop feed-
back control laws that synchronize and govern formations of autonomous vehicles.
Applications in the literature cover a wide area of operation. Robot manipulators,
mobile robots, satellites, and unmanned (aerial or underwater) vehicles are among
the systems considered. Schoenwald (2000) points out that, in these applications,
communication constraints and environmental disturbances pose challenges for
control design. A more detailed introduction to the field of coordinated control
and related problems is given in the following section.
This thesis approaches the coordinated control problem in two directions: The
first is based on a maneuvering design from Skjetne, Fossen & Kokotovi´c (2004)
and Skjetne (2005), where mechanical systems are designed to follow a given path
with a dynamic assignment along the path (time, speed, or acceleration). By
performing an individual design for each system in a group and then control the
positions along the paths we synchronize the maneuvering systems. The second
approach is a multi-body interpretation of formation control: a group is held to-
gether by forces which are given by a set of functions that describe group member’s
behavior. This latter approach is valid for both formation modeling and control
purposes. For both schemes, emphasis has been placed on robustness to com-
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munication constraints and environmental disturbances. Parts of the design and
examples are aimed towards marine craft, but are extendable to other mechani-
cal systems with similar structural properties. By working with marine craft we
remain in the framework of Fossen (2002) and thus consider marine and oﬀshore
applications where robustness is highly important.
Example 1.1 (Icebreaker Escort) During winter, the sea of Bothnia freezes
over so vessels without icebreaking capabilities must be escorted by an icebreaker
to and from Finnish and Estonian harbors—see Figure 1.3. Large vessels, such as
tankers, may require two icebreakers. The vessel and the escort must be within a
certain range of each other: too far away and the passage in the ice may close; too
close and they might collide. This can be solved by either designing a desired path
through the ice and steering the group of vessel and icebreaker(s) along it. Or, we
can control the vessel to keep a fixed distance, or remain in a range relative, to the
icebreakers.
Figure 1.3: Ice Breaker and Drillship in the Beaufort Sea. Courtesy of Minerals
Management Service, www.mms.gov.
Example 1.2 (Underway Replenishment) Underway replenishment, see Fig-
ure 1.4, also called replenishment at sea, is a method of transferring fuel, mu-
nitions, and stores from a supply ship to a combat ship while underway. For
more information, see Wikipedia (2006a) and Coombe (2005).The idea of supply-
ing ships at sea started as sail gave way to steam and became more important as oil
became the principal fuel1. Both astern or abeam (side-by-side) methods are used
for under-way refuelling. With the abeam method multiple transfer rigs are set up
so that more than one type of supplies are transferred at the same time. However,
1The first practical plans for coaling vessels at sea were put forward by two Royal Navy oﬃcers
in 1887. The US Navy were the first to carry out under-way coaling experiments in 1899.
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one of the principal problems in abeam refuelling is the suction eﬀect caused by the
bow waves of the two vessels which cause the vessels to be drawn together. These
forces are eﬀectively zero when the vessels are a certain distance from each other
and it seems natural that control laws can improve replenishment operations by
coordinating the vessels such that they hold the same course and speed and main-
tain the required distance. A civilian application of this concept is oﬀshore loading
(tandem and side-by-side) where oil and gas are transported from a production or
storage unit to another vessel for transportation.
Figure 1.4: Double underway replenishment. Courtesy of U.S. Navy,
www.navy.mil.
Example 1.3 (Coordinated Transportation) A possible future application for
coordinated control of marine surface vessels is cooperative manipulation, that is,
coordinate the motion of tugboats to manipulate the position and orientation of a
large object, such as, a oil platform, an aircraft carrier (see Figure 1.5) or a barge,
by pushing or pulling. Such operations require very high positioning accuracy, and
by using a control system to quickly counteract undesired movements, safety is
improved.
Other examples of coordinated control of marine craft are formation control of
AUVs and autonomous ocean-sampling networks—see e.g., Curtin & Bellingham
(2001), Leonard & Graver (2001), and other articles in that issue.
1.2 Background
Coordinated control implies motion control of several independent objects towards
a common goal. Agreement protocols, consensus algorithms, synchronization, co-
operative and formation control are other terms used to describe similar control
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Figure 1.5: Tug boats helping the USS John F. Kennedy into port. Courtesy of
U.S. Navy, www.navy.mil.
problems in the current literature, and the amount of control system papers in
these fields is vast. This section gives a brief background to these topics from a
control system theoretic point of view, reviews some of the main approaches, and
presents examples for marine control systems. In addition some related challenges
and topics are discussed.
1.2.1 From Models to Feedback Control
Researchers have been inspired by natural phenomena when finding models for
group behavior. The animation model by Reynolds (1987) appears to be an im-
portant motivation for many results on coordinated systems. It produces realistic
crowd behavior and has been used in movies such as The Lion King and Batman
Returns. The idea is simple and beautiful. Each model consists of three steering
behaviors that describe the individual maneuvers based on its neighbors:
• Separation: steer to avoid crowding local flockmates
• Alignment: steer towards the average heading of local flockmates
• Cohesion: steer to move toward the average position of local flockmates
Vicsek et al. (1995) propose a discrete-time model of n autonomous agents
moving in the plane with a heading that is updated using a local rule based on the
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average of its own heading and its neighbors (The model turns out to be a special
case of Reynold’s model). Jadbabaie, Lin & Morse (2002) provide theoretical
explanations for the observed behavior and convergence results for a set of similar
models.
Biologists have been working on modeling for flocking, schooling and swarming
behavior for a long time, and mathematicians prove stability of theses models:
Gazi & Passimo (2004) present an overview of biological swarm models and study
the stability properties of an aggregating swarm where an attraction/repulsion
function, called an artificial social potential, determines the individual motion.
Stable flocking is reported in Tanner, Jadbabaie & Pappas (2003a) and Tanner,
Jadbabaie & Pappas (2003b) for a fixed and dynamic topology respectively using
inter-agent potential functions. Olfati-Saber (2006) present an algorithm for flock-
ing in the presence of multiple obstacles. According to Ögren, Fiorelli & Leonard
(2004) it is expected that a cooperative mobile network of sensors can outperform
a single large vehicle with multiple sensors when the goal is to climb the gradient
of an environmental field to locate resources.
The models from biology show structural equalities with many of the models
found in the control literature. Full and partial synchronization of coupled time
invariant systems has been studied in Pogromsky, Santoboni & Nijmeijer (2002). In
addition, it shows how the concept of feedback for control systems couple individual
systems and asymptotically stabilize a network of systems.
1.2.2 Group Coordination and Control
There exists a large number of publications on feedback in the fields of cooperative
control of autonomous systems—recent results are found in Beard et al. (2001),
Nijmeijer & Rodriguez-Angelez (2003), Fax & Murray (2004), Spry & Hedrick
(2004), Ögren et al. (2004), Kingston, Wei & Beard (2005), Kumar, Leonard
& Morse (2005), and references therein. A recent survey paper by Ren, Beard
& Atkins (2005) connects various coordinated control problems with consensus
problems known from other scientific fields. While the applications are diﬀerent,
some common fundamental parts can be extracted from the many approaches to
vehicle formation control. Roughly three approaches are found in the literature.
Leader-Follower
Briefly explained, the leader-following architecture defines a leader in the formation
while the other members of the formation follow that leaders position and orien-
tation with some prescribed oﬀset. One of the first studies on leader-following
formation control for mobile robots is reported in Wang (1991). Sheikholeslam
& Desoer (1992) formulate decentralized control laws for the highway congestion
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problem using information from the leader’s dynamics and the distance to the
proceeding vehicle. Variations on this theme include multiple leaders, forming a
chain, and other tree topologies. This approach has the advantage of simplicity in
that the internal stability of the formation is implied by stability of the individual
vehicles, but is heavily dependent on the leader for achieving the control objective.
Over-reliance on a single vehicle in the formation may be disadvantageous, and
the lack of explicit feedback from the formation to the leader may destabilize the
formation. A leader-follower architecture for marine craft has been approached in
Encarnação & Pascoal (2001a), where an autonomous underwater vehicle is forced
to track the motion of an autonomous surface craft, projected down to a fixed
depth.
Behavioral Methods
The behavioral approach prescribes a set of desired behaviors for each member in
the group, and weighs them such that desirable group behavior emerges without
an explicit model of the subsystems or the environment. Possible behaviors include
trajectory and neighbor tracking, collision and obstacle avoidance, and formation
keeping. One paper that describes the behavioral approach for multi-robot teams is
Balch & Arkin (1998) where formation behaviors are implemented with other nav-
igational behaviors to derive control strategies for goal seeking, collision avoidance
and formation maintenance. In formation control, several objectives need to be
met and from the behavioral approach it is expected that averaging the weighted
(perhaps competing) behaviors give a control law that meets the control objec-
tives. This approach motivates a decentralized implementation where feedback to
the formation is present, since a vehicle reacts according to its neighbors.
When the behavioral rules are given as algorithms, this approach is hard to
analyze mathematically: the group behavior is not explicit, and characteristics
such as stability cannot generally be guaranteed. System-theoretic approaches
to behavioral control can be found in Stilwell & Bishop (2002) and Antonelli &
Chiaverini (2004). The authors use a set of functions and control techniques for
redundant robotic manipulators given in Siciliano & Slotine (1991) to control a
platoon of autonomous vehicles. Diﬀerent tasks can be merged, according to their
priority, with an inverse kinematics algorithm.
Virtual Structures
In the virtual structure approach, the entire formation is treated as a single, virtual,
structure and acts as a single rigid body. The control law for a single vehicle is
derived by defining the dynamics of the virtual structure and then translate the
motion of the virtual structure into the desired motion for each vehicle. Virtual
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structures have been achieved by, for example, having all members of the formation
tracking assigned nodes which move through space in the desired configuration,
and using formation feedback to prevent members leaving the formation as in
Beard et al. (2001) and Ren & Beard (2004). In Egerstedt & Hu (2001) each
member of the formation tracks a virtual element, while the motion of the elements
are governed by a formation function that specifies the desired geometry of the
formation. This approach makes it easy to prescribe a coordinated behavior for
the group, while formation keeping is naturally assured by the approach. However,
if the formation has to maintain the exact same virtual structure at all times,
the potential applications are limited. Skjetne, Moi & Fossen (2002) create a
virtual structure of marine surface vessels by using a centralized control law that
maneuvers the formation along a predefined path. More details on synchronized
path following are found in Chapter 2.
1.2.3 Group Coordination Issues
Formation Control System Architecture
According to Beard et al. (2001) coordinated control of independent systems in-
volves at least two layers of abstraction as in Figure 1.6. The highest level of
abstraction is a mechanism that coordinates the motion of each system to syn-
thesize the desired group behavior, while at the lower level the individual systems
are controlled to be consistent with the coordinating mechanism. The local con-
troller might also incorporate a control law for solving a local control objective,
and dynamic path planning for collision and obstacle avoidance.
This representation encompasses both centralized and decentralized control de-
signs and implementations: A centralized controller has a supervisor (coordination
scheme) at a centralized location, and decentralized control implies that a local ver-
sion of the coordination scheme must be implemented for each system. A central-
ized control system is dependent on all system states and requires high-bandwidth
communication. For decentralized control the local coordination schemes must
be synchronized, often with a subset of the systems, e.g., the neighbors. A low-
bandwidth solution can be accomplished by constructing a local observer that
estimate states needed for coordination.
With formation feedback the formation is able to adjust overall speed and
position online, and remain in a coordinated state if something unexpected should
occur. With no formation feedback, the architecture takes on a cascaded structure.
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Figure 1.6: A two-level architecture for coordinated control of N systems.
Formation Configuration
Depending on its current coordination goal a formation can have many diﬀerent
shapes. For example, marine surface vessels can be in a side-by-side formation
during underway replenishment operations or in a V formation during transit
(to save energy). Thus, formation control systems should be able to encompass
changing configurations during operation. In addition, with a stable dynamic
formation topology, vehicles are permitted to leave and join the formation without
changing the formation stability properties. This can further be extended to allow
formations to split and merge. Dynamic topologies are considered in, e.g., Tanner
et al. (2003b), Fax & Murray (2004), Olfati-Saber & Murray (2004), and Arcak
(2006).
Sharing Information And Communication
When several control systems are to be coordinated, information must be ex-
changed between them in order to complete the control task. Ren, Beard &McLain
(2005) states the following intuitive axiom:
Axiom 1.1 Shared information is a necessary condition for coordination.
The amount of communicated information depends on the coordination task:
if two system must synchronize their position, some information about the other
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systems position must be known. If the goal is synchronized motion (both position
and velocity), the systems must also share information about their velocity.
Example 1.4 An eﬀective approximation of the relationship between yaw r and
rudder action δ is the first order Nomoto model
r
δ
(s) =
K
(1 + Ts)
(1.1)
where T and K are known as the Nomoto time and gain constants. Consider the
autopilot model for two ships
ri (s) =
Ki
1 + Tis
δi (s) , i = 1, 2
Neglecting the roll and pitch modes such that ψ˙i = ri, we obtain
ψi
δi
(s) ≈ Ki
s (1 + Tis)
If we define the coordination goal to be equal heading, that is ψ1 = ψ2, the ships
must exchange their heading information. We choose a proportional-derivative
structure for the rudder actions:
δi = −kp
¡
ψi − ψj
¢
− kdψ˙i, i, j = 1, 2, i 6= j
where kp and kd are positive scalars. Starting with initial headings ψ10 = −10◦
and ψ20 = 30◦ the synchronization is shown in Figure 1.7. The ships move with
parallel heading by only communicating the scalar heading variable, but to control
their position a diﬀerent model and control law must be used since no position
information is present. Thus, more information than just the headings must be
shared.
The coordination goal might be: assembling into a desired formation config-
uration, ending up at a given location at an appointed time, or synchronized
motion. An alternative to sharing both position and velocity information during
operations, is to consider synchronized paths which incorporates information of
not only position but also velocity and acceleration assignments. Thus, motion
can be coordinated with a smaller amount of shared information since a position
on the path implies fixed speed and velocity assignments. In order to achieve
proper synchronization, the individual paths must be coordinated at the start of
the operation.
Information must be exchanged over a communication channel. Typically, for
a set of independent vehicles, a communication protocol is set up over a physi-
cal medium, e.g., using radio-, acoustic, or optic signals. Moreau (2005) study
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Figure 1.7: Synchronization of two Nomoto autopilot models.
multi-agent systems with time-dependent communication links; Olfati-Saber &
Murray (2004) investigate consensus problems with time-delays. Standard commu-
nication protocols oﬀer robustness to signal loss, delays, etc., but communication
issues such as inconsistent delays, noise, signal dropouts, and possible asynchro-
nous updates should be taken into account in the formation control architecture.
Stojanovic (2003) and Akyildiz, Pompili & Melodia (2005) consider underwater
communication for autonomous ocean-sampling networks: since electromagnetic
waves propagate very poorly in sea water, acoustic and seismic technology provides
the most important means of communication, navigation and imaging below the
sea surface. Acoustic communication, however, is influenced by noise, path loss,
multi-path, Doppler spread, and high and variable propagation delay. In environ-
ments with limited bandwidth a formation control design with a minimal amount
of information exchange is desired.
Information can also be transmitted through the environment: the tension of
a wire between two ships can indicate whether the relative position is changing,
and if so, in which direction. We will only consider dedicated communication
links but Kube & Bonabeau (2000) contains information about environmental
communication and its application to cooperative control for the interested reader.
Although the data is typically transmitted in discrete-time, controllers and
internal dynamics may be continuous time, which means a sampled-data analysis of
the system is necessary. A sampled-data design for synchronized path following is
presented in Section 3.4. However, the other designs in this thesis are in continuous
time.
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1.3 New Developments
1.3.1 Contributions of this Thesis
An overall motivation for this thesis has been adaptability — the proposed designs
should be able to benefit from previous results that can be used in a new set-
ting — and flexibility — designs should be flexible such that designers can choose
from a wide set of available methods to perform the desired control action. The
contributions can be summarized as follows:
• Chapter 2: The previously developed maneuvering problem is extended to
the formation maneuvering problem such that multiple maneuvering systems
are controlled as a formation. With careful path planning, the design covers
a wide range of applications. An output-feedback design is proposed to solve
the maneuvering problem when only parts of the state vector are available
for feedback. The theoretical results are experimentally validated with Cy-
bership II in the Marine Cybernetics Laboratory. This chapter is based on
joint work with Roger Skjetne and Thor Inge Fossen.
• Chapter 3: By combining the results on path following and passivity schemes
for group coordination we obtain a larger set of functions that can be used
for formation control. This new set can be exploited to a design which in-
creases robustness to known disturbances, thruster saturations, environmen-
tal forces, communication disturbances and delays. The passivity framework
for coordinated control is further extended to a sampled-data design where
inter-vessel communication occur at discrete time-intervals while each mem-
ber’s controllers and internal dynamics may be continuous-time. Bias esti-
mation is analyzed to counteract environmental disturbances. The scheme’s
passivity properties preserve stability for time-varying configurations, e.g.,
when vessels enter or leave the formation and enables the designer to exploit
a set of filters to achieve enhanced robustness and performance properties.
This chapter is based on joint work with Murat Arcak and Thor Inge Fossen.
• Chapter 4: A scheme for formation modeling and control is developed to
encompass the benefits of behavioral methods and virtual structures and
address some of their weaknesses. The control scheme is inspired by multi-
body dynamics and Lagrangian mechanics and the resulting control laws
have an intuitive structure. Several formation behaviors, given as a class of
functions, can be simulated. The formation configuration can be adjusted
by using time-varying constraint functions. Furthermore, the same approach
has been applied with no major modification to position control purposes for
a single system. A robustifying design to counteract known disturbances on
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the formation is proposed. This chapter is based on joint work with Jérôme
Jouﬀroy and Thor Inge Fossen.
• Chapter 5: The formation control scheme is used in closed-loop with a posi-
tion control law for a single vessel. This suggests a modularity approach for
coordinated control and allows the designer to consider control laws from the
existing literature. Robustness to environmental loads and communication
noise is investigated, and stability in the presence of time delays is discussed.
The detailed proofs are given in Appendix C. This chapter is based on joint
work with Jérôme Jouﬀroy and Thor Inge Fossen.
1.3.2 Publications
The following is a complete list of the author’s publications written during 2003-
2006. This includes both accepted and submitted papers.
Journal Papers & Book Chapters
• Ihle, I.-A. F., Jouﬀroy, J. & Fossen, T. I. (2006), ‘Formation control of marine
surface craft: A Lagrangian approach’, IEEE Journal of Oceanic Engineering
31(3).
• Ihle, I.-A. F., Jouﬀroy, J. & Fossen, T. I. (2006), Robust formation control of
marine craft using Lagrange multipliers, in K. Y. Pettersen, T. Gravdahl &
H. Nijmeijer, eds, ‘Group Coordination and Cooperative Control’, number
336 in ‘Lecture Notes in Control and Information Sciences’, Springer-Verlag,
Berlin Heidelberg, chapter 7, pp. 113–130.
• Ihle, I.-A. F., Arcak, M. & Fossen, T. I. (2006), ‘Passivity-based designs for
synchronization of path following systems’, Automatica. Submitted.
Conference Papers
• Skjetne, R., Ihle, I.-A. F. & Fossen, T. I. (2003), Formation Control by Syn-
chronizing Multiple Maneuvering Systems, in ‘Proc. 6th IFAC Conference
on Manoeuvring and Control of Marine Crafts’, Girona, Spain, pp. 280–285
• Ihle, I.-A. F., Skjetne, R. & Fossen, T. I. (2004), Nonlinear formation control
of marine craft with experimental results, in ‘Proc. 43rd IEEE Conf. on
Decision & Control’, Atlantis, Paradise Island, The Bahamas, pp. 680–685.
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• Ihle, I.-A. F., Skjetne, R. & Fossen, T. I. (2005), Output feedback control
for maneuvering systems using observer backstepping, in ‘Proc. IEEE In-
ternational Symposium on Intelligent Control, Mediterranean Conference on
Control and Automation’, Limassol, Cyprus, pp. 1512–1517.
• Ihle, I.-A. F., Jouﬀroy, J. & Fossen, T. I. (2005), Formation control of marine
craft using constraint functions, in ‘IEEE Marine Technology and Ocean
Science Conference Oceans05’, Washington D.C., USA.
• Ihle, I.-A. F., Jouﬀroy, J. & Fossen, T. I. (2005), Formation control of marine
surface craft using Lagrange multipliers, in ‘Proc. 44rd IEEE Conference on
Decision & Control and 5th European Control Conference’, Seville, Spain,
pp. 752–758.
• Ihle, I.-A. F., Arcak, M. & Fossen, T. I. (2006), Passivity-based designs for
synchronization of path following systems, in ‘Proc. 45th IEEE Conference
on Decision & Control’, San Diego, CA, USA.
The remainder of this chapter briefly reviews marine control systems and some
mathematical preliminaries that are used in this thesis. Appendix A presents
the mathematical definitions, lemmas, and theorems in detail, and Appendix B
provides the necessary marine vessel models. Chapters 2—5 can all be read inde-
pendently, but Chapters 3 and 5 benefit from some familiarity with their preceding
chapter.
1.4 Marine Control Systems
This thesis uses the hydrodynamic notation from SNAME (1950) and vectorial no-
tation from Fossen (2002) which has become standard for marine control systems.
The mathematical vessel models used in this work are presented here, while a more
detailed explanation is found in Appendix B. The Guidance-Navigation-Control
structure for marine control systems is also presented.
6 DOF Model A vessel has 6 degrees of freedom (DOF), three coordinate axes
to determine the position and a rotation around each axis, as in Figure 1.8. The
generalized position, velocity, and force vectors in 6 DOF are
η := [x, y, z, φ, θ, ψ]> ∈ R3 × S3
ν := [u, v, w, p, q, r]> ∈ R6
τ := [X,Y,Z,K,M,N ]> ∈ R6
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Figure 1.8: A ship and its six degrees of freedom.
where Rn is the Euclidean n-dimensional space and S3 is a three-dimensional
sphere.
The generalized position η is defined with respect to an Earth-fixed reference
frame, while the velocity ν is given with respect to a body-fixed frame. The
transformation between the two frames is given as
η˙ = J (η) ν (1.2)
where the transformation matrix is block-diagonal,
J (η) =
∙
R (Θ) 0
0 TΘ (Θ)
¸
, Θ = [φ, θ, ψ]> ,
and consists of a linear velocity transformation R (Θ) ∈ SO (3) and the angular
velocity transformation TΘ (Θ).
The rigid-body equations of motion are expressed in the non-inertial body-
frame as
MRBν˙ + CRB (ν) ν = τRB (1.3)
where MRB =M>RB > 0 and CRB (ν) = −CRB (ν)
>. It is common to assume that
the forces and moments τRB can be separated into components according to their
originating eﬀects and studied independently by assuming linear superposition:
τRB = τH + τ + τ env (1.4)
where τH is the generalized hydrodynamic force, τ represents the control forces
and moments, and τ env is the resulting environmental force and moment vector
due to wind, waves and currents.
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The low-frequency hydrodynamic forces can be expressed as
τH = −MAν˙ − CA (ν) ν −D (ν) ν − g (η) (1.5)
where the subscript A represents the added mass eﬀect due to the inertia of the
surrounding fluid. The damping matrix D (ν) ν is caused by potential, viscous,
wave drift damping, and skin friction, and the restoring forces g (η) is due to
gravity and buoyancy forces.
Thus, by combining (1.3), (1.4) and (1.5) the resulting 6 DOF model is given
as
Mν˙ + C (ν) ν +D (ν) ν + g (η) = τ + τ env (1.6)
where M =MRB +MA is positive definite and C (ν) = CRB (ν) + CA (ν) is skew-
symmetric.
3 DOF Model A horizontal plane model in surge, sway and yaw is a common
approximation for surface vessels. From the 6 DOF model the horizontal plane
model is found by isolating these components and setting heave, roll and pitch to
zero. With η = [x, y, ψ]>, ν = [u, v, r]>, J (η) = R (ψ), and matrices of appropriate
dimensions, (1.2) and (1.6) are still a valid model representation.
Guidance, Navigation and Control Structure, Fossen (2002) Many im-
plemented control systems consist of sensors, reference signals, and the feedback
control system. To improve modularity and usability, a marine vessel control sys-
tem is constructed by three independent blocks denoted as the guidance, navigation
and control (GNC) systems—see Figure 1.9.
The GNC blocks represent three interconnected systems:
• The Guidance block supplies the control system with reference signals,i.e.,
the vessel’s desired position, velocity and acceleration. This data is computed
using information from the human operator, the navigation system and other
external sources, such as weather forecast, fleet management systems, etc.
The guidance system also supplies the human operator with information
about the control system.
• The Navigation block estimates the position, course and distance traveled
which in turn is needed to control the vessel’s course. In some cases, the
velocity and acceleration are also computed. Thus, this block is dependent
on sensors which can provide measurements to be used for estimation. Pos-
sible sensors include inertial measurements, satellite systems, and acoustic
systems, etc. In control systems terms, an estimator for reconstructing un-
known states is called an observer. An important task for observers in marine
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Figure 1.9: The Guidance-Navigation-Control structure for marine control systems
control systems is to prevent the high-frequency components of waves from
entering the control loop, since the vessel should only counteract the slowly-
varying disturbances.
• The Control block determines the necessary control forces and moments
produced by the vessel to satisfy a certain control objective, which is often
coordinated with the guidance block. The control block typically consists of
two sub-blocks: the control law and the control allocation block. Whereas
the control law provides the generalized forces and moments, the control
allocation block has to distribute these forces among the available actuators
in an optimal manner.
1.5 Mathematical Preliminaries
This section introduces the notation and some of the definitions used throughout
this thesis.
• Time derivatives of a function x (t) are denoted x˙, x¨,...,x(n). A superscript
with an argument variable denote partial diﬀerentiation with respect to that
argument, i.e., αt (x, θ, t) := ∂α∂t , α
x2 := ∂
2α
∂x2 , etc.
• A function f : X → Y is of class Cr, written f ∈ Cr, if fxk (x) , k ∈
{0, 1, . . . , r} is defined and continuous for all x ∈ X. In addition, f is
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continuous if f ∈ C0, continuously diﬀerentiable if f ∈ C1, and f is smooth
if f ∈ C∞.
• A function α : R≥0 → R≥0 is of class K if it is continuos, strictly increas-
ing and α (0) = 0. It is of class K∞ if it is of class K and in addition
lims→∞ α (s) = ∞. A function β : R≥0 × R≥0 → R≥0 is of class KL if,
for each fixed s, the function β (r, s) belongs to class K with respect to r
and, for each fixed r, the function β (r, s) is decreasing with respect to s and
β (r, s)→ 0 as s→∞.
• Let Lp denote the set of all piecewise continuous functions y : [0,∞) → Rn
being p-integrable on [0,∞), that is
Lp =
½
y (t) :
Z ∞
0
|y (t)|p dt <∞
¾
• The Euclidean vector norm is |x| :=p(x>x), and the Lp-norm of x (t) is
|x|Lp =
µZ ∞
0
|y (t)|p dt
¶ 1
p
and in the limit |x|L∞ = supt≥0 |u (t)|. Whenever convenient |(x, y, z)| indicates
the norm of the vector
£
x>, y>, z>
¤>
.
• The distance to the setM is |x|M := infy∈M |x− y|, and the induced matrix
2-norm of A ∈ Rn×n is
kAk = sup
|x|=1
|Ax| =
p
λmax (A>A),
• For a matrix P = P> > 0, we let λmin (P ) and λmax (P ) be the minimum
and maximum eigenvalue of P , respectively
1.5.1 Graph Theory
A brief introduction to the terminology and definitions of algebraic graph theory
that we need is given here. See Godsil & Royle (2001) for a detailed treatment of
algebraic properties of graphs.
• A graph G consists of a vertex set V and an edge set E where an edge is an
unordered pair of distinct vertices of G.
• If (x, y) ∈ V and (x, y) ∈ E , then x and y are said to be adjacent or neighbors.
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• A graph is complete if every pair of vertices are neighbors.
• A cycle is a connected graph where every vertex has exactly two neighbors.
• A path from x to y is a sequence of distinct vertices (starting with x, ending
with y) such that consecutive vertices are adjacent.
• If there is a path between any two vertices of a graph G, then G is connected.
We assign an orientation to the graph by considering one of the vertices to be
the positive end of the edge. For a group of n members with p edges, the n × p
incidence matrix B (G) is defined as
bik =
⎧
⎨
⎩
+1 if ith vertex is the positive end of the kth edge
−1 if ith vertex is the negative end of the kth edge
0 otherwise
.
The Laplacian of G is defined as L (G) = B (G)B (G)> and is independent on
the choice of orientation. An interesting property of L (G) is that L is always sym-
metric and positive semi-definite. The algebraic multiplicity of its zero eigenvalue
is equal to the number of connected components in in G. Another interesting fact
is the second smallest eigenvalue of L (G), known as the algebraic connectivity,
that is positive if and only if G is connected.
1.5.2 Stability Tools
The primary requirement for control systems is stability. We now briefly review
some stability concepts from Khalil (2002). The tools for stability analysis used
in this thesis are summarized in Appendix A.
Lyapunov Stability Consider the unforced system
x˙ = f (t, x) , x (t) ∈ Rn (1.7)
• The system (1.7) is forward complete if its solution can be continued for all
time. Equivalently, the system is said to have no finite escape times.
• An equilibrium point of the system (1.7) is uniformly globally asymptotically
stable (UGAS) if there exists a class-KL function β such that, ∀x0 ∈ Rn, the
solution x (t, x0) satisfies
|x (t, x0)| ≤ β (|x0| , t) , ∀t ≥ 0 (1.8)
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• An equilibrium point of the system (1.7) is uniformly globally exponentially
stable (UGES) if there exists strictly positive real numbers k > 0 and λ > 0
such that, ∀x0 ∈ Rn, the solution x (t, x0) satisfies
|x (t, x0)| ≤ k |x0| e−λt, ∀t ≥ 0
Input-to-State Stability Consider the following system with input u (t)
x˙ = f (t, x, u) x (t) ∈ Rn, u (t) ∈ Rp (1.9)
• The system (1.9) is said to be Input-to-State Stable (ISS) if there exists
functions β ∈ KL, ρ ∈ K such that for any initial state x0 and any bounded
input u (t), the solution x (t) exists for all t ≥ 0 and satisfies
|x (t)| ≤ β (|x0| , t) + ρ
µ
sup
τ≤t
|u (τ)|
¶
. (1.10)
When the input vanishes, the origin is UGAS.
• Alternatively: For d ∈ L∞, we define
|d|a = limt→∞ sup |d (t)| (1.11)
Then, the system (1.9) is said to be ISS if there exist class K functions
γ0(·), γ(·), such that, for any input u(·) ∈ Lm∞ and x0 ∈ Rn, the response
x (t) in the initial state x (0) = x0 satisfies
|x|L∞ ≤ γ0 (|x0|) + γ
¡|u|L∞¢ (1.12)
|x|a ≤ γ (|u|a) . (1.13)
Passivity Consider the following system with input u (t) and output y (t)
x˙ = f (x, u) (1.14)
y = h (x, u) , x (t) ∈ Rn, u (t) , y (t) ∈ Rp
• The dynamic system is said to be passive if there exists a continuously dif-
ferentiable storage function V (x) ≥ 0 such that
V˙ ≤ −W (x) + u>y
for some positive semidefinite function W (x). We say that (1.14) is strictly
passive if W (x) is positive definite.
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• A static nonlinearity y = h (u) is passive if, for all u ∈ Rm,
u>y = u>h (u) ≤ 0; (1.15)
and strictly passive if (1.15) holds with strict inequality ∀u 6= 0.
• The transfer function
G (s) = D + C (sI −A)−1B,
where (A,B) is controllable and (A,C) is observable, is said to be strictly
positive real if and only if there exists matrices P = P> > 0, L and W such
that
PA+A>P = −L>L
PB = C> − L>W
W>W = D +D>.
• The system (1.14) is zero-state observable if no solution of x˙ = f (x, 0) can
stay identically in the subset S = {x ∈ Rn : h (x, 0) = 0}, other than the
trivial solution x (t) ≡ 0.
Chapter 2
Formation and Output-Feedback
Maneuvering Control
2.1 Introduction
Steering the position of an object is an interesting control problem and has beenthe topic of many research papers. Applications range from hard-drive reading
heads to robot manipulators. When the objective is to be positioned at a fixed
location the control problem is often referred to as set-point regulation, and one
way to move an object could be to regulate it along a sequence of way-points.
Another solution is to construct a path (perhaps from the given way-points) and
design a control law that forces the object to follow it. This approach is called
path-following and the object follows the path instead of being stabilized at each
point. A detailed introduction to path following is found in Skjetne et al. (2004)
and Skjetne (2005).
A path is typically given as a set of coordinates and the dimensions should
match the degrees of freedom for the object to be controlled: A robot arm operating
on a horizontal surface should follow a path with at least two dimensions. If the
orientation of the robot arm is important, more dimensions should be added. To
determine the position on the path it can for example be parameterized by a path
variable:
Definition 2.1 A parameterized path is a geometric curve
Yd := {y ∈ Rm : ∃θ ∈ R such that y = yd (θ)}
where yd is a continuously parameterized by the path variable θ.
For a path yd (θ) parameterized by θ, the assignment θ = θ1 means that the
object should be at the location given by yd (θ1)—see Figure 2.1. After the path is
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Figure 2.1: A vessel follow a path yd constructed by using waypoints and a path
algorithm. The path variable θ determines the position on the path: e.g., when θ
is 200 or 300 the vessel is at the corresponding position yd (θ).
constructed, the question of speed and accelerations along the path remains. In
trajectory tracking, the desired path is parameterized by time t, i.e., θ (t) = t, and
the speed along the path is then simply the time derivative y˙d (t). Thus, there is
an implicit speed (and acceleration) assignment in trajectory tracking schemes.
Maneuvering separates the speed assignment from the path following by con-
structing an update law for θ and force the speed along the path, θ˙, to follow a
speed assignment υs. The maneuvering problem is defined in Skjetne et al. (2004)
where the path following is referred to as the geometric task and time, speed or
acceleration assignments are referred to as dynamic tasks. Design examples in this
thesis assume fully actuated vessels and we consider the maneuvering problem for
subclasses of the dynamic system
x˙ = f (x, u)
y = h (x)
where the dynamic task is a speed assignment:
Definition 2.2 (The Maneuvering Problem) Design a controller that solves
the two tasks,
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1. The Geometric Task: For any continuous function θ(t), force the output
y to converge to a desired path yd (θ) ,
lim
t→∞
|y (t)− yd (θ (t))| = 0 (2.1)
2. The Dynamic task: Force the path speed θ˙ to converge to a desired speed
assignment υs (θ, t),
lim
t→∞
¯¯¯
θ˙ (t)− υs (θ (t) , t)
¯¯¯
= 0 (2.2)
An area where maneuvering design is of specific interest is in marine control
systems. Applications include a single ship following a path (for instance in diﬃ-
cult maneuvering environments where it is important to move along a safe route),
replenishment operations between several ships, docking operations, or seabed
scanning. See e.g. Fossen, Breivik & Skjetne (2003) for path following for under-
actuated systems. Other path following designs are found in Aguiar, Hespanha
& Kokotovi´c (2005), Al-Hiddabi & McClamroch (2002), Do, Jiang & Pan (2002),
Encarnação & Pascoal (2001b), and Hauser & Hindman (1995).
The first sections of this chapter look into the formation maneuvering problem
where several maneuvering systems are synchronized such that they are controlled
as a formation. The paths are synchronized such that equal path parameters imply
correct vessel configuration. When the paths are constructed in this manner, the
vessels only need to communicate their path variable and bandwidth demand is
reduced. The results are based on Skjetne, Ihle & Fossen (2003) and Ihle, Skjetne
& Fossen (2004). Reported results on synchronized path following are found in,
e.g., Egerstedt & Hu (2001), Ren & Beard (2004), Ghabcheloo, Pascoal, Silvestre
& Kaminer (2005), Breivik, Subbotin & Fossen (2006) and Børhaug, Pavlov &
Pettersen (2006).
Furthermore, we apply an output-feedback design from Ihle, Skjetne & Fos-
sen (2005) to solve the maneuvering problem when not all states are available
for feedback. Thus, an observer is used to estimate the unknown states using
model information and system output measurements. Our design depends on the
existence of a stable observer for our system, of which many are available in the lit-
erature, see Nijmeijer & Fossen (1999) for examples. The design follows along the
lines of observer backstepping—explained in detail in Chapter 7 of Krsti´c, Kanel-
lakopoulos & Kokotovi´c (1995); used for output-feedback control of ships in Fossen
& Grøvlen (1998). Examples of other output-feedback strategies are based on pas-
sivity, cascaded non-autonomous systems, and the certainty-equivalence principle
(see e.g., Berghuis & Nijmeijer (1993), Loría, Fossen & Panteley (2000), and Arcak
& Kokotovi´c (2001)).
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Figure 2.2: Example of formation setup for three vessels. The configuration is
defined by the designation vectors l1, . . . , l3.
2.1.1 Formation setup for ships
A formation of r vessels have r individual paths. In this chapter, we generalize the
setup of a single path ξ to r paths by introducing a Formation Reference Point
(FRP) and create a set of r designation vectors li relative to the FRP. Let the FRP
be the origin of a moving path frame {p} and denote the earth fixed frame {e}.
The desired path for the FRP is ξ (θ), and Vessel i will then follow the individual
desired path
ξi (θi) = ξ (θi) +R
e
p (θi) li, (2.3)
where Rep (θi) is a rotation matrix from {p} to {e}. For a vessel on the ocean
surface, the output is η = [x, y, ψ]> where (x, y) is the position and ψ is the
heading. The desired path for each vessel is then given by
ξi (θi) = [xid (θi) , yid (θi) , ψid (θi)]
> .
The paths are parameterized so that when the path variables are synchronized,
the vessels are in their desired positions relative to the others, see Figure 2.2. The
tangent vector along the path is chosen as the x-axis of the moving frame {p},
that is T (θi) = [xθid (θi) , y
θi
d (θi)]
>. The desired heading is then be computed as
the angle of the tangent vector in the {e} frame
ψd (θi) = arctan 2
µ
Ty (θi)
Tx (θi)
¶
= arctan 2
Ã
yθid (θi)
xθid (θi)
!
(2.4)
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where xd (θi) and yd (θi) are three times diﬀerentiable with respect to θi and
arctan 2 : R × R → h−π, πi. The rotation matrix Rep (θi) = R (ψd (θi)) for the
vessels is given by
R (ψd (θi)) :=
⎡
⎣
cosψd (θi) − sinψd (θi) 0
sinψd (θi) cosψd (θi) 0
0 0 1
⎤
⎦ .
The range of applications can be further extended by considering paths with dif-
ferent shapes.
2.2 Formation Maneuvering Design
A general mechanical system is represented by the vector relative degree two model
x˙1i = f1i (x1i) +G1i (x1i)x2i
x˙2i = f2i (xi) +G2i (x2i)ui (2.5)
yi = hi (x1i)
where the subscript i denotes the i’th system. xji ∈ Rm are the states, xi denotes
the full state vector xi :=
£
x>1i, x>2i
¤> ∈ Rn where n = 2m, yi ∈ Rm are the system
outputs, ui are the controls, and the functions G1i, G2i, f1i, and f2i are smooth,
and the matrices G1i, G2i, hx1ii are invertible.
The control objective is to solve a maneuvering problem for a group of r vessels,
each with a model of the form (2.5). In addition, the maneuvering systems must
be synchronized such that they converge to and remain in their desired positions
within the formation. By constructing the paths with a FRP we solve this by
synchronizing the path parameters and the overall control objective is then to
solve the Formation Maneuvering Problem:
Definition 2.3 (The Formation Maneuvering Problem) Given a formation
with r members. Then, for desired paths ξi (θ), i = 1, . . . , r, design a controller
that solves the two tasks,
1. The Geometric Task: For any continuos function θi(t), force the output
yi to converge to a desired path ξi (θ) ,
lim
t→∞
|yi (t)− ξi (θ (t))| = 0 (2.6)
2. The Dynamic task: Force the path speed θ˙i to converge to a desired speed
assignment υi (θ, t),
lim
t→∞
¯¯¯
θ˙i (t)− υi (θ (t) , t)
¯¯¯
= 0 (2.7)
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and force the path variables to converge,
lim
t→∞
θi (t)− θj (t) = 0, i, j ∈ {1, . . . , r} , i 6= j.
The paths and speed assignments for the individual vessels are ξi (θi) , ac-
cording to (2.3), and υi (θi, t) , respectively. Throughout this thesis we assume
that the path and speed assignment ξi (θi), υi (θi, t) and their partial derivatives,
ξθi (θ) , ξ
θ2
i (θ), υθi (θ, t) , υti (θ, t) are uniformly bounded, formally stated as:
Assumption 2.1 The following hold:
1. For a path ξ (θ) ∈ Cn there exists K <∞ such that
¯¯¯
ξθ
i
(θ)
¯¯¯
≤ K ∀θ ∈ R,
i ∈ {0, 1, . . . , n}.
2. For υs (θ, t) ∈ Cn−1 there exists L <∞ such that
¯¯¯
υθ
itj
s (θ, t)
¯¯¯
≤ L ∀ (θ, t) ∈
R×R≥0, i, j ∈ {0, 1, . . . , n− 1}.
We will now go through the individual maneuvering control design for each
vehicle that uses the backstepping technique from Krsti´c et al. (1995) in two steps.
The first part of the control design solves the geometric task and follows a recursive
backstepping design described in Skjetne et al. (2004) . The dynamic task is solved
by finding a control law that achieves (2.7) and synchronizes the path variables.
Step 1 The error variables are defined as
z1i = z1i (x1i, θi) := yi − ξi (θi) (2.8)
z2i = z2i (x1i, x2i, θi, t) := x2i − α1i (2.9)
ωi := υi (θi, t)− θ˙i, (2.10)
where α1i are virtual controls to be specified later. Diﬀerentiating (2.8) with
respect to time gives
z˙1i = y˙i − ξθii θ˙i = h
x1i
i G1iz2i + h
x1i
i G1iα1i + h
x1i
i f1i − ξθii θ˙i.
Choose Hurwitz design matrices A1i, so that P1i = P>1i > 0 are the solutions of
P1iA1i +A>1iP1i = −Q1i, Q1i = Q>1i > 0.
Define the Step 1 control Lyapunov function (CLF)
V1i (x1i, θi) := z1i (x1i, θi)
> P1iz1i (x1i, θi) ,
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whose time derivative becomes
V˙1i = 2z>1iP1i
£
hx1ii G1iα1i + h
x1i
i f1i − ξθiυi
¤
+ 2z>1 P1h
x1i
i G1iz2i + 2z
>
1 P1ξ
θ
iωi.
The first virtual controls are chosen as
α1i = α1i (x1i, θi, t) = G−11i
¡
hx1ii
¢−1 £A1iz1i − hx1ii f1i + ξθii (θi) υi (θi, t)¤ .
Define the first tuning function, τ 1i : Rm ×R→ R, as
τ 1i (x1i, θi) := 2z>1iP1iξ
θi
i .
Then, the derivative V˙1i becomes
V˙1i ≤ −z>1iQ1iz1i + 2z>1iP1ihx1iG1iz2i + τ 1iωi.
In aid of the next step, we diﬀerentiate α1i w.r.t. time to get
α˙1i = σ1i + αθ1iθ˙,
where σ1i collects all terms in α˙1i not containing θ˙:
σ1i := α
x1
1i [G1i (x1i)x2i + f1i (x1i)] + α
t
1i (x1i, θi, t) .
Step 2 Diﬀerentiating (2.9) with respect to time gives
z˙2i = x˙2i − α˙1i = G2iui + f2i − σ1i − αθi1iθ˙i
Again, choose Hurwitz design matrices A2i, so that P2i = P>2i > 0 are the solutions
of
P2iA2i +A>2iP2i = −Q2i, Q2i = Q>2i > 0,
and define
V2i (x1i, θi) := V1i + z2i (x2i, θi)
> P2iz2i (x2i, θi)
whose time derivative becomes
V˙2i = −z>1iQ1iz1i + 2z>1iP1ihx1iG1iz2i + τ 1iωi + z>2iP2i
h
G2iui + f2i − σ1i − αθi1iθ˙i
i
.
This results in the control law
ui = α2i (xi, θi, t) = G−12i
h
A2iz2i − P−12i G>1i (hx1i)
> P1iz1 − f2i + σ1i + αθi1ivi
i
,
(2.11)
30 Formation and Output-Feedback Maneuvering Control
and the closed-loop system
z˙i = Fi (xi) zi + gi (xi, θi, t)ωi
Fi =
∙
A1i hx1iG1i
−P−12i G>1i (hx1i)
> P1i A2i
¸
gi =
∙
ξθii
αθii
¸
,
where zi :=
£
z>1i, z>2i
¤>
. By defining Pi := diag (P1i, P2i), Qi := diag (Q1i, Q2i) , and
the final tuning functions, τ i : Rn × R→ R, as
τ i (xi, θi) := τ 1i + 2z>2iP2iα
θi
1i,
the corresponding CLFs with time derivatives become
Vi = z>i Pizi (2.12)
V˙i ≤ −z>i Qizi + τ iωi. (2.13)
Equation (2.11) defines the static part of the control laws and solves the geo-
metric task of the formation maneuvering problem. The dynamic part in tradi-
tional maneuvering design for single ships, see Skjetne, Fossen & Kokotovi´c (2005),
would now proceed by designing an update law for ωi to render the term τ iωi
non-positive, such that the speed assignments are satisfied. For the formation ma-
neuvering problem, however, it is now necessary to ensure both synchronization of
the path variables θi as well as satisfying the speed assignments.
For a cleaner presentation, we collect all states and functions into vector nota-
tion. Define the vectors x :=
£
x>1 , · · · , x>r
¤> ∈ Rrn, z := £z>1 , · · · , z>r ¤> ∈ Rrn, θ :=
[θ1, · · · , θr]> ∈ Rr, ω := [ω1, · · · , ωr]> ∈ Rr, τ (x, θ, t) := [τ 1, · · · , τ r] ∈ R1×r, the
composite path vector ξ (θ) :=
h
ξ1 (θ1)
> , · · · , ξr (θr)>
i>
∈ Rrm and the composite
speed assignment vector υ (θ, t) := [υ1 (θ1, t) , · · · , υr (θr, t)]>. Also, define the ma-
trices F := diag (F1, · · · , Fr) , G := diag (g1, · · · , gr) , P := diag (P1, · · · , Pr) and
Q = diag (Q1, · · · , Qr). The closed-loop including all vessels is then
z˙ = F (x) z +G (x, θ, t)ω
θ˙ = υ (θ, t)− ω,
where ω = ω (x, θ, t) is not yet determined.
Let the composite CLF be V (x, θ, t) := V1 (x1, θ1, t) + ...+ Vr (xr, θr, t) so that
V (x, θ, t) = z (θ, t)> Pz (θ, t)
V˙ ≤ −z>Qz + τ (x, θ, t)ω (x, θ, t) .
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Skjetne, Teel & Kokotovi´c (2002a) show that the tuning function τ is the gradient
of the composite Lyapunov function V with respect to the path parameter vector
θ:
τ (x, θ, t) = −∂V
∂θ
(x, θ, t) = −V θ (x, θ, t)
and this gives
V˙ ≤ −z>Qz − V θ (x, θ, t)ω (x, θ, t) , (2.14)
where V θ (x, θ, t) =
£
V θ11 (x1, θ1, t) , ..., V θrr (xr, θr, t)
¤
. Skjetne, Teel & Kokotovi´c
(2002b) exploit this fact by constructing update laws for ω with gradient optimiza-
tion.
To make sure that the θi variables synchronize, we introduce the synchroniza-
tion constraint function for θ as Φp : Rr → Rr−1,
Φp (θ) =
⎡
⎢⎢⎢⎣
φ1 (θ)
φ2 (θ)
...
φr−1 (θ)
⎤
⎥⎥⎥⎦ =
⎡
⎢⎢⎢⎣
(θ1 − θ2)p
(θ2 − θ3)p
...
(θr−1 − θr)p
⎤
⎥⎥⎥⎦ , p ≥ 1
where p is a power on the weight. The synchronization constraint function has the
Jacobian Φθp : Rr → Rr−1×r
Φθp (θ) =
⎡
⎢⎢⎢⎣
φθ11 φ
θ2
1 0 0
0 φθ22 φ
θ3
2 · · · 0
...
. . .
...
0 0 0 · · · φθr−1r−1 φθrr−1
⎤
⎥⎥⎥⎦ .
Notice that the null-space of Φθp has dimension 1 and is given by
N ¡Φθp (θ)¢ = nn ∈ Rr : n = k [1, ..., 1]> , k ∈ Ro . (2.15)
The formation maneuvering problem can now be properly stated as rendering the
set
M = {(z, θ, t) : z = 0, Φp (θ) = 0}
UGAS under the additional requirement that (z, θ, t) ∈ M⇒ω = 0 so that the
speed assignment is satisfied in M. Synchronizing θ1 = ... = θr is equivalent to
the constraint Φp (θ) = 0.
Define the synchronization CLF
Vs (x, θ, t) = V (x, θ, t) +
1
2
Φp (θ)
> ΛΦp (θ) (2.16)
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where Λ = Λ> > 0 is a weight matrix. The time-derivative of Vs is
V˙s = V˙ + Φp (θ)
>ΛΦθpθ˙
≤ −z>Qz − V θ (x, θ, t)ω (x, θ, t) + Φp (θ)> ΛΦθp (v (θ, t)− ω)
= −z>Qz + Φp (θ)>ΛΦθp (θ) υ −
h
V θ + Φp (θ)
> ΛΦθp (θ)
i
ω. (2.17)
From (2.15) we see that when all speed assignments υi (θi, t) are equal, the vector
of speed assignments lies in the null-space of Φθp
υ (θ (t) , t) ∈ N ¡Φθp (θ (t))¢ ∀t ≥ 0.
This ensures that the sign indefinite term Φp (θ)
> ΛΦθp (θ) v (θ, t) vanishes from
(2.17). One way to achieve this is to let all speed assignments be dependent on time
only , i.e. υi (θi, t) = υs (t), i = 1, ..., r. Various choices are made depending on the
shape and the parametrization of the path. If the path is parameterized in terms of
e.g. path length, θ will have the unit ‘meter’, and a speed assignment corresponds
directly to the speed of the vessel. In this case, a purely time-dependent speed
assignment is very feasible.
Gradient update law Consider the last sign indefinite term in (2.17) and no-
tice that V θ (x, θ, t) + Φp (θ)
>ΛΦθp (θ) = V θs (x, θ, t). Motivated by the gradient
algorithm described in Skjetne et al. (2004), we choose
ω (x, θ, t) = Γ
h
V θ (x, θ, t) + Φp (θ)
>ΛΦθp (θ)
i>
= ΓV θs (x, θ, t) ,
where Γ = diag (γ1, ..., γr) > 0 is a gain matrix. Hence, we have the following
time-derivative of Vs along the solutions of the closed-loop system
V˙s ≤ −z>Qz − V θs (x, θ, t)ΓV θs (x, θ, t)
> . (2.18)
The path speed controller becomes
θ˙ = υ − ω = υ (θ, t)− ΓV θs (x, θ, t) . (2.19)
If we choose γi = 0, i = 1, . . . , r not only would the vessels become decoupled,
without any synchronization, but the dynamic part of the control law becomes
θ˙ = υ (θ, t) which is equivalent to trajectory tracking, since the speed assignment
is dependent on time t only. This reduces performance, as the update law for θ˙
has no information about the states of the vessels.
Skjetne, Moi & Fossen (2002) consider a tracking update law by choosing
ω = 0 ⇒ θ˙ = υ (θ, t). This choice solves the centralized version of the forma-
tion maneuvering problem (FMP), since the control design only depends on a
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single path variable. In our case this solves the geometric task of the maneuvering
problem for the individual ships, but not the FMP since synchronization of the θis
is disabled.
Before we proceed with the formal proof, we state the following lemma from
Skjetne et al. (2003, Lemma 2):
Lemma 2.1 Given Φp (θ) : Rr → Rq, let Ψ (θ) = Φθp (θ)
> ΛΦp (θ) ∈ Rr. Then
Ψ (θ) = 0 if and only if Φp (θ) = 0. For each pair 0 < δ0 < ∆0 there exist
δ1,∆1 > 0 such that
δ0 ≤ |Φp (θ)| ≤ ∆0 ⇒ δ1 ≤ |Ψ (θ)| ≤ ∆1.
We are now ready to state our result in the following theorem:
Theorem 2.1 The overall closed-loop formation maneuvering system
z˙ = Fz +GΓV θs (x, θ, t)
>
θ˙ = υ (θ, t)− ΓV θs (x, θ, t)
> (2.20)
is forward complete and solves the formation maneuvering problem, i.e. the set
M = {(z, θ, t) : z = 0, Φp (θ) = 0}
is UGAS.
Proof: To check that the proposed speed assignment is satisfied inM, we notice
that for φi = 0 ∀i and z = 0 , Φp (θ) = 0 and V θ (x, θ, t) = 2z>Pzθ = 0. This
implies that (z, θ, t) ∈M ⇒ ω = 0 as required. Let Z := [z>,Φp (θ)>]>. For the
synchronization Lyapunov function (2.16), we have the bounds
p1 |Z|2 ≤ Vs ≤ p2 |Z|2
V˙s ≤ −qm |z|2
where p1 = min (pm, 0.5λm) and p2 = max (pM , 0.5λM) . This implies that for all
t in the maximal interval of definition [0, T ),
|Z (t)| ≤
r
p2
p1
|Z (0)| .
Hence, by the assumed smoothness of the plant dynamics and boundedness of
all path signals and speed assignment signals, implying that the right-hand side
of (2.20) depends continuously on (θ, t) through bounded functions, and with z
bounded, it follows that (2.20) is bounded on the maximal interval of definition.
This excludes finite escape times so T =∞. It is verified that |(z, θ, t)|M = |Z|.
We now proceed by checking if there exists a class K function α3 such that V˙s ≤
−α3 (|Z|). Consider (2.18): By setting z = 0 we see that V˙s|z=0 = −Ψ (θ)> ΓΨ (θ).
By Lemma 2.1, we see that V˙s = 0 if and only if Z = 0. Otherwise, the r.h.s.
of (2.18) is negative. With Vs radially unbounded and α3 positive definite we
conclude, since the closed-loop is forward complete, thatM is UGAS. ¤
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Decentralized controller realization Theorem 2.1 establishes that all path
variables θi synchronize and the formation moves along the path in the desired
setup. For a single vessel, the controller realizations (2.11), with gradient update
law (2.19), are
ui = α2i (xi, θi, t)
θ˙i = vi (θi, t)− γi
n
V θii (xi, θi, t) + Φ
θ
p (θ)
>
i ΛΦp (θ)
o (2.21)
where Φθp(θ)>i is the i’th row of Φθp(θ)>.
Notice that the control laws only depend on the vessel’s own states and the
path variables θi from other vessels in the formation. From (2.21) it is seen that
Λ = 0 renders the update law for θ˙i identical to the dynamic update laws in Skjetne
et al. (2005) for maneuvering a single ship. This choice of Λ decouples the vessels
by disabling synchronization. On the other hand, in the limit as kΛk → ∞, the
path variables are synchronized at all times. As a result, this design generalizes
maneuvering of ships with the extra feature of formation control.
The following section introduces an output-feedback design for a single maneu-
vering system before experimental results on formation maneuvering is presented.
2.3 Maneuvering Design for Output-Feedback Sys-
tems
The control objective in this section is to solve the maneuvering problem with
output feedback for the class of output-feedback systems, whose output y is the
only measured signal. Hence, an observer is used in the closed-loop control design
to estimate the unknown states. These systems are transformed into the output-
feedback form, in which nonlinearities depend only on y. Consider the vectorial
case x1,2 ∈ Rn and let x :=
£
x>1 , x>2
¤> ∈ Rm.
x˙ = Ax+ f (y) +G (y)u (2.22)
y = c>x,
where
A =
∙
0 I
0 0
¸
, f (y) =
∙
f1 (y)
f2 (y)
¸
, G (y) =
∙
0
G2 (y)
¸
, and c = [I, 0]> .
Assume that the functions G2, f1, f2 are smooth, and the matrix G2 is invertible
which implies that (2.22) is fully actuated. Since only x1 is measured, an observer
that provides information about the unknown state x2 must be designed. This
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particular class of nonlinear systems is chosen since there exist exponentially stable
observers for this class
˙ˆx = Axˆ+K (y − yˆ) + f (y) +G (y)u (2.23)
yˆ = c>xˆ
where K =
£
K>1 , K>2
¤>
is chosen so that
Ao = A−Kc>
is Hurwitz. The resulting error dynamics of (2.22) and (2.23) is
˙˜x = Aox˜, x˜ = x− xˆ.
Then, there exists a Po = P>o > 0 such that A>o Po + PoAo = −I. Note that
|x˜| ≥ |x˜i| for i = 1, 2.
Output-feedback Control Design Consider the system
x˙1 = x2 + f1 (y) = xˆ2 + x˜2 + f1 (y)
˙ˆx2 = G2 (y)u+ f2 (y) +K2y˜.
where the unknown state x2 is replaced with the estimate xˆ2 and the estimation
error x˜2. By using a dynamic model with the observer state xˆ2 and the measured
state x1 we obtain an output-feedback system for control design and analysis.
Step 1 Introduce the error variables
z1 (x1, θ) := y − yd (θ) = x1 − yd (θ) (2.24)
z2 (x, xˆ, θ, t) := xˆ2 − α1 (x1, θ, t) (2.25)
ωs := υs (θ, t)− θ˙ (2.26)
where α1 is a virtual control to be specified later. Diﬀerentiate z1 w.r.t. time
z˙1 = y˙ − yθdθ˙ = xˆ2 + x˜2 + f1 (y)− yθdθ˙ = z2 + α1 + x˜2 + f1 (y)− yθdθ˙.
Define the first control Lyapunov function (clf)
V1 (x1, x˜, θ) = z1 (x1, θ)
> P1z1 (x1, θ) +
1
d1
x˜>Pox˜
where d1 > 0, Pi = P>i > 0, i = o, 1, and whose time derivative is
V˙1 = 2z>1 P1
¡
α1 + f1 (y)− yθdυs
¢
+ 2z>1 P1x˜2 + 2z
>
1 P1z2 + 2z
>
1 P1y
θ
dωs −
2
d1
x˜>PoAox˜
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Pick the virtual control law as
α1 = α1 (x1, θ, t) = A1z1 − f1 + yθdυs + α10.
The damping term α10 will be chosen later in the design. Define the first tuning
function, τ 1 : Rn × R→ Rn, as τ 1 (x1, θ) = 2z>1 P1yθd. An application of Young’s
inequality yields
2z>1 P1x˜2 ≤ 2κ1z>1 P1P1z1 +
1
2κ1
x˜>2 x˜2, κ1 > 0 (2.27)
so
V˙1 ≤ −z>1 Q1z1 + 2z>1 P1z2 + τ 1ωs + 2z>1 P1 [α10 + κ1P1] z1 +
1
2κ1
x˜>2 x˜2 −
1
d1
x˜>x˜.
Pick first damping term as α10 = −κ1P1 and then
z˙1 = A1z1 + z2 + yθdωs − κ1P1z1 + x˜2
V˙1 ≤ −z>1 Q1z1 + 2z>1 P1z2 + τ 1ωs − c1x˜>x˜,
where c1 = 1d1 −
1
2κ1
> 0. To aid the design in the next step, the virtual control
law is diﬀerentiated w.r.t. time
α˙1 = σ1 + αθ1θ˙, σ1 = α
x1
1 x˙1 + α
t
1.
Step 2 Diﬀerentiation of z2 w.r.t. time gives
z˙2 = ˙ˆx2 − α˙1 = G2 (y)u+ f2 (y) +K2y˜ − σ1 − αθ1υs + αθ1ωs.
Define the second clf
V2 (x, x˜, θ, t) = V1 + z>2 P2z2 +
1
d2
x˜>Pox˜, P2 = P>2 > 0 (2.28)
where d2 > 0, with time derivative
V˙2 = V˙1 + 2z>2 P2
¡
G2u+ f2 − σ1 − αθ1υs
¢
+ 2z>2 P2α
θ
1ωs + 2z
>
2 P2K2y˜ −
1
d2
x˜>x˜
≤ −z>1 Q1z1 + 2z>2 P2
¡
P−12 P1z1 +G2u+ f2 − σ1 − αθ1υs
¢
+ τ 1ωs
+2z>2 P2α
θ
1ωs + c1x˜
>x˜+ 2z>2 P2K2y˜ −
1
d2
x˜>x˜.
Pick the final control law as
u = u (x, x˜, θ, t) = G−12
£
A2z2 − P−12 P1z1 − f2 + σ1 + αθ1υs + u0
¤
,
2.3 Maneuvering Design for Output-Feedback Systems 37
and define the second tuning function τ 2 : Rm ×R→ Rn, as
τ 2 (x, xˆ, θ, t) = τ 1 + 2z>2 P2α
θ
1.
Young’s inequality yields
2z>2 P2K2y˜ ≤ 2κ2z>2 P2K2K2>P2z2 +
1
2κ2
y˜>y˜, κ2 > 0. (2.29)
Hence, V˙2 becomes, with z := [z1, z2]
>, P = diag (P1, P2), andQ := diag (Q1, Q2),
V˙2 ≤ −z>Qz + τ 2ωs + 2z>2 P2
£
u0 + κ2K2K>2 P2
¤
z2 +
1
2κ2
y˜>y˜ − 1
d2
x˜>x˜+ c1x˜>x˜.
Pick the second damping term as u0 = −κ2K2K2>P2, and hence
z˙2 = A2z2 − P−12 P1z1 − κ2K2K2>P2z2 +K2y˜ + αθ1ωs.
Then V˙2 is bounded by
V˙2 ≤ −z>Qz + τ 2ωs − c2x˜>x˜, c2 = c1 +
1
d2
− 1
2κ2
> 0 (2.30)
The final tuning function is rewritten as
τ 2 (x, xˆ, θ, t) = 2g>Pz (x, xˆ, θ, t) ,
and the z−system as
z˙ = Fz + gωs +Hy˜,
where
F =
∙
A1 − κ1P1 I
−P−12 P1 A2 − κ2K2K>2 P2
¸
,
g =
∙
yθd
αθ1
¸
, H =
∙
0
K2
¸
.
The maneuvering problem with output feedback is now stated as rendering the set
M = ©(z, x˜, θ, t) ∈ R2n ×R2n ×R× R≥0 : z = 0, x˜ = 0ª
UGAS under the additional assumption that the speed assignment is fulfilled in
M, (z, x˜, θ, t) ∈M =⇒ ωs = 0.
Finally, the loop is closed by speed assignment design. From Skjetne et al.
(2004), three diﬀerent choices are available to render τ 2ωs negative in (2.30): By
setting ωs = 0, the speed assignment is satisfied identically and is equivalent to
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a trajectory tracking design with θ˙ = υs (θ, t). Incorporating state feedback, the
gradient update law
ωs = −μτ 2, μ > 0
gives
V˙2 ≤ −z>Qz − μτ 22 − c2x˜>x˜ ≤ 0, (2.31)
and the update law for θ becomes
θ˙ = υs (θ (t) , t) + μτ 2.
Theorem 2.2 The following closed-loop system with the gradient update law
z˙ = Fz − μgg>Pz +Hx˜
θ˙ = υs (θ, t) + 2μg>Pz (2.32)
˙˜x = Aox˜
is, under the assumptions on plant and path signals, forward complete and solves
the maneuvering problem with output feedback, i.e. the set
M = {(z, x˜, θ, t) : z = 0, x˜ = 0}
is UGAS.
Proof: The proposed speed assignment is satisfied inM, since for z = 0 and x˜ = 0
we have that τ 2 = 2z>Pzθ = 0 which further implies that (z, x˜, θ, t) ∈ M =⇒
ωs = 0 =⇒ θ˙ = υs as required. Let Z :=
£
z>, x˜>
¤>
. For the Lyapunov function
(2.28), the bounds are
p1 |Z|2 ≤ V2 ≤ p2 |Z|2
V˙2 ≤ −qm |z|2 − c2 |x˜|2 ≤ −p3 |Z|2
where p1 = min (pm, po.m) , p2 = max (pM , po,M) , and p3 = min (qm, c2). This
implies that for all t in the maximal interval of definition [0, T ),
|Z (t)| ≤
r
p2
p1
|Z (0)|
The assumed smoothness of plant dynamics and boundedness of all path and speed
assignment signals imply that the right-hand side of (2.32) depends continuously
on (θ, t) through bounded functions. With z bounded it follows that (2.32) is
bounded on the maximal interval of definition. This excludes finite escape times
so T = +∞, and hence
|(z, x˜, θ, t)|M = |Z| .
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Since V˙2 ≤ −p3 |Z|2 = −α3 (|Z|) , α3 ∈ K, V2 radially unbounded, and the closed-
loop system forward complete, the setM is UGAS and the maneuvering problem
with output feedback is solved. ¤
Alternatively, the filtered-gradient update law is constructed, as in Skjetne et al.
(2004), by augmenting the second clf to
V = V2 +
1
2μλ
ω2s, μ, λ > 0 (2.33)
whose derivative is
V˙ ≤ −z>Qz +
∙
τ 2 +
1
μλ
ω˙2
¸
ωs − c2x˜>x˜.
The second term is rendered negative by choosing the update law for ω˙s as
ω˙s = −λ (ωs + μτ 2) ,
which gives
V˙ ≤ −z>Qz − 1
μ
ω2s − c2x˜>x˜ ≤ 0, (2.34)
and the update law for θ becomes
θ˙ = υs (θ, t)− ωs
ω˙s = −λωs − λμτ 2.
AugmentingM with the state ωs, gives the following theorem:
Theorem 2.3 The closed-loop system with the filtered-gradient update law
z˙ = F (y˜) z + gωs +Hx˜
θ˙ = υs (θ, t)− ωs (2.35)
ω˙s = −λωs − 2λμg>Pz
˙˜x = Aox˜
is, under the assumptions on plant and path signals, forward complete and solves
the maneuvering problem with output feedback, i.e., the set
M = {(z, x˜, ωs, θ, t) : z = 0, x˜ = 0, ωs = 0}
is UGAS.
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Proof: The speed assignment is now satisfied as it remains in M. Let Z :=£
z>, x˜>, ωs
¤>
. With the bounds
p1 |Z|2 ≤ V ≤ p2 |Z|2
V˙ ≤ −p3 |Z|2 = −α3 (|Z|)
where p1 = min(pm, 12μλ , po.m), p2 = max(pM ,
1
2μλ , po,M) and p3 = min(qm,
1
μ , c2),
the Lyapunov function V in (2.33) is bounded, and hence Z is bounded on the
maximal interval of existence. The assumed smoothness of plant dynamics and
boundedness of all path and speed assignment signals imply that the right-hand
side of (2.35) depends continuously on (θ, t) through bounded functions, and is
bounded when Z is bounded. This implies that there are no finite escape times
and |(z, x˜, ωs, θ, t)|M = |Z| . Furthermore, with (2.35) forward complete, V radially
unbounded, and α3 ∈ K,M is UGAS and the maneuvering problem with output
feedback is solved. ¤
2.4 Experimental Evaluation with Cybership II
As a demonstration of the proposed design procedure, a rendezvous maneuvering
operation between Cybership II and a computer simulated ship was implemented
and carried out in the Marine Cybernetics Laboratory (MCLab) where only posi-
tion and heading measurements are available.
The observer objectives for a marine vessel are
• Velocity Estimation: With only position and heading measurements (e.g.
camera and gyro compass measurements), velocity estimates are needed for
feedback control.
• Bias Estimation: Steady-state errors are eliminated by estimating a bias
term that account for slowly-varying environmental loads and unmodeled
dynamics.
• Wave filtering: By estimating the wave-induced motion, the observer filter
out the wave-frequency part of the motion (oscillatory motion components)
such that only the vessel’s low-frequency motion is used for feedback control.
Consider a vessel model for low-speed applications (up to 1-2 m/s) and station-
keeping. For these cases the vessel is described accurately with a linear model.
A nonlinear model is used for extension to maneuvering at higher speeds. Let
η = [x, y, ψ]> be the Earth-fixed position vector, where (x, y) is the position on
the ocean surface and ψ is the yaw angle (heading) and let ν = [u, v, r]> be the
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body-fixed velocity vector. The system model for a single ship with a linear wave
frequency model xw ∈ R12, bias b ∈ R3, and equations of motion in surge, sway,
and yaw are written
x˙w = Awxw (2.36a)
η˙ = R (ψ) ν (2.36b)
b˙ = −T−1b b (2.36c)
Mν˙ +Dν = R (ψ)> b+ uc (2.36d)
y = η + Cwxw, (2.36e)
where Aw and Cw are matrices from a linear state-space representation of a wave
spectrum. The following observer structure from Fossen & Strand (1999) and
Lindegaard (2003) is used:
˙ˆxw = Awxˆw +K1y˜
˙ˆη = R (ψ) νˆ +K2y˜
˙ˆb = −T−1b bˆ+K3y˜
˙ˆν = −M−1Dνˆ +R (ψ)> bˆ+M−1uc +K4R> (ψ) y˜
yˆ = ηˆ + Cwxˆw, where y˜ = y − yˆ.
The model is written as
η˙ = R (ψ) (ν + ν˜)
˙ˆν = −M−1Dνˆ +R (ψ)> bˆ+M−1uc +K4R> (ψ) y˜.
In the remaining R = R (ψ) is used for simplicity. By choosing model matrices,
Aw, Tb, and observer gains Ki, i = 1, ..., 4, that commute with R (ψ), the stability
of the error dynamics is shown to be independent of the rotation matrix according
to Property 6.1 in Fossen (2002). Denote x˜ = [x˜>w, η˜
>, b˜>, ν˜>]> and the observer
error dynamics on state-space form is
˙˜x = Ao (ψ) x˜ = T (ψ)
>AoT (ψ) x˜ (2.37)
where
Ao =
⎡
⎢⎢⎣
Aw −K1Cw −K1 0 0
−K2Cw −K2 0 I
−K3Cw −K3 −T−1b 0
−K4Cw −K4 0 −M−1D
⎤
⎥⎥⎦
and T (ψ) = diag(R (ψ)> , R (ψ)> , R (ψ)> , I) such that
T (ψ)Ao (ψ)T (ψ)
> = Ao = constant. (2.38)
If Ao is Hurwitz, and if there exists a Po = P>o > 0 s.t. PoAo +A>o Po ≤ −I, then
by Lindegaard (2003, Lemma 4.1), the equilibrium x˜ = 0 of the observer error
dynamics is UGES.
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2.4.1 Output-feedback Control Design for Cybership II
We briefly review the output-feedback design for (2.36) and (2.37). Define the
following error vectors
z1 (η, θ) := η − ξ (θ) (2.39)
z2 (η, νˆ, θ, t) := νˆ − α1 (η, θ, t) (2.40)
ωs := υs (θ, t)− θ˙, (2.41)
where α1 is the virtual control law to be defined in Step 1 below.
Step 1 Diﬀerentiate z1 :
z˙1 = η˙ − ξθ (θ) θ˙ = Rνˆ +Rν˜ − ξθυs + ξθωs = Rz2 +Rα1 +Rν˜ − ξθυs + ξθωs,
and define the step 1 clf
V1 (η, θ, x˜) = z>1 P1z1 +
1
d1
x˜>Pox˜, d1 > 0, Pi = P>i > 0, i = o, 1.
The design procedure in Section 2.3 gives the following signals for the first step
τ 1 = τ 1 (η, θ) = 2z>1 P1ξ
θ
α1 (η, θ, t) = R>
£
A1z1 + ξθυs + α0
¤
(2.42)
α0 = −κ1P, κ1 > 0
α˙1 = σ1 + αθ1θ˙, σ1 = α
η
1η˙ + α
t
1,
and the time-derivative of V1 becomes
V˙1 ≤ −z>1 Q1z1 + 2z>1 P1Rz2 + τ 1ωs − c1x˜>x˜
where c1 = 1d1 −
1
2κ1
> 0.
Step 2 The step 2 clf is defined as
V2 (x, x˜, θ, t) = V1 + z>2 P2z2 +
1
d2
x˜>Pox˜, P2 = P>2 > 0.
Define control law uc and final tuning function τ 2 as
uc = uc (x, x˜, θ, t) = (2.43)
M [A2z2 − P−12 R>P1z1 +M−1Dνˆ −R>bˆ+ σ1 + αθ1υs + u0]
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u0 = −κ2K4K4P2, κ2 > 0
τ 2 (x, xˆ, θ) = τ 1 + 2z>2 P2α
θ
1.
Denote z :=
£
z>1 , z>2
¤>
, P := diag (P1, P2), and Q := diag (Q1, Q2). The time-
derivative of V2 is upper bounded by
V˙2 ≤ −z>Qz + τ 2ωs − c2x˜>x˜, c2 = c1 +
1
d2
− 1
2κ2
> 0.
The resulting z-dynamics is
z˙ = F (x) z + 2μgg>Pz +H (x˜) ,
where
F =
∙
A1 − κ1P1 R
−P−12 R>P1 A2 − κ2K4K4P2
¸
,
g =
∙
ξθ
αθ1
¸
, H (x˜) =
∙
Rν˜
K4R>y˜
¸
.
Finally, the gradient update law ωs = −μτ 2, μ > 0, renders V˙2 negative semidefi-
nite
V˙2 ≤ −z>Qz − μτ 22 − c2x˜>x˜ ≤ 0.
The closed-loop maneuvering system
z˙ = Fz + 2μgg>Pz +H (x˜)
θ˙ = υs (θ, t) + 2μg>Pz
˙˜x = Aox˜
is forward complete and solves the maneuvering problem with output feedback,
i.e. the set
M = {(z, x˜, θ, t) : z = 0, x˜ = 0}
is UGAS. The proof of this result follows along the same lines as Theorem 2.2.
A comparison of the output feedback control laws, (2.42) and (2.43), with the
state feedback control designs for marine vessels in Skjetne et al. (2005), shows
that they are almost identical with the exception of the damping terms α0, u0 that
appear in the output-feedback design. This motivates the belief that to guarantee
output-feedback stability the state-feedback control design matrices A1 and A2
must be adjusted such that observer errors are dominated, and the inequalities,
(2.27) and (2.29) hold.
This design can be seen as a fully automatic control system for a ship, see
Chapter 1, consisting of Guidance, Navigation and Control blocks. The navigation
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Figure 2.3: Cybership II with markers for positioning.
system uses the position measurements to estimate the velocity, and feed all signals
to the guidance and the control systems. The control system consists of the control
law (2.43) and the update law for θ, while the guidance system incorporates the
path ξ (θ), speed assignment υs (θ, t), and their partial derivatives.
2.4.2 Setup
The MCLab is an experimental laboratory for testing scale models of ships, rigs,
underwater vehicles and propulsion systems located at the Norwegian University
of Science and Technology (NTNU), Trondheim, Norway. It is a joint facility
between the Department of Engineering Cybernetics andMarine Technology (Both
at NTNU). MCLab is a 40 m x 6.45 m x 1.5 m pool and cameras are used for
accurate positioning.
The software is developed using rapid prototyping techniques, and automatic
code generation with Matlab, Simulink, Real-Time Workshop, and Opal RT-Lab.
The simulation software was developed on a host PC under RT-Lab, and executed
on the vessel in the target PC which runs the QNX Neutrino Version 6.2 RT-OS.
All control commands are transferred from the control room to the ship via a
wireless communication link and the experimental results are presented in real-
time on the host PC using LabVIEW as a graphical user interface. Among other
things, the synchronization feature can be turned on and oﬀ during experiments.
The desired path is computed with a path algorithm from Corneliussen (2003)
which computes a smooth path that satisfies Assumption 2.1 from a given set of
waypoints.
Cybership II (Figure 2.3) is a scale-model (1:70) of an oﬀshore supply vessel
and is equipped with two rpm controlled propellers, two rudders and one bow
thruster. The model ship has a mass of 23.8 kg and a length of 1.255m. The
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Figure 2.4: Snapshots of Cybership II (- - ) and the computer simulated ship (—)
in the MCLab basin.
control plant parameters are from Lindegaard (2003):
M =
⎡
⎣
23.8 0 0
0 33.8 1.0948
0 1.0948 2.764
⎤
⎦ ,D =
⎡
⎣
2 0 0
0 7 0.1
0 0.1 0.5
⎤
⎦ .
The designation vectors are l1 = [0, 0, 0]
> and l2 = [0, 1, 0]
> which means
that the Formation Reference Point coincide with Cybership II. The speed assign-
ment is a desired surge speed, set by the operator using the GUI. The controller
parameters are set as: A1i = diag (0.03, 0.03, 0.03), A2i = diag (2.5, 2.5, 2.5) ,
P1i = diag (0.1, 0.1, 0.1), P2I = I3×3, γi = 0.15, Λ = diag (1.5, 1.5) and p = 1.
The initial conditions are ν1 (0) = ν2 (0) = [0, 0, 0]
>, θ1 (0) = 0 and θ2 (0) = 1.
2.4.3 Results
The aim of the experiment is to verify the synchronization property of the extended
maneuvering controller. Only the scalar path variables θ1 and θ2 are necessary to
ensure synchronization, hence only two signals are communicated between the
independent control systems during the experiment. The resulting position plot
is shown in Figure 2.4. It shows that the virtual ship starts ahead of Cybership
II and that the two ships converge to their desired paths. Until synchronization
is turned on, the distance between the ships stays the same and the diﬀerence
between the path variables θ1 and θ2 is almost constant.
After synchronization is enabled and has occurred, about halfway through the
simulation, the ships move on courses parallel to each other. Figure 2.5 shows
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Figure 2.5: Synchronization of the path variables |θ1 − θ2| with two diﬀerent syn-
chronization gains, λi = 1.5 (—) and λi = 1 (- -).
the synchronization of the path variables for two diﬀerent synchronization gains
(Λ = 1.5I and Λ = I). The diﬀerence between the two synchronization gains is
reflected in the speed of the synchronization |θ1 − θ2|.
Hydrodynamic Interaction
A group of ships are typically aﬀected by forces caused by other vessels motion:
both hull-hull interaction and crossing the wake of other vessels aﬀect the move-
ment of a vessel. The main issue of marine formations in this thesis is control.
Coordination schemes have thus been implemented with simulation models where
no interaction forces are present. More theoretical and experimental studies should
be conducted to investigate these topics further.
2.5 Concluding Remarks
A group of independent vehicles are controlled as formation by synchronizing de-
centralized path following controllers. Synchronization is achieved by vehicles shar-
ing their scalar path variables so only a small amount of real-time communication
is needed. Model experiments demonstrate the performance of the proposed con-
troller and illustrate how the synchronization speed is set by the weight matrix Λ.
In addition, a nonlinear output-feedback control design method is proposed
for maneuvering systems. The method relies on the existence of an exponentially
stable observer. Compared to state-feedback control laws, an additional damping
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term is used in the control law to ensure stability of the closed-loop system when
using a combination of measured and estimated states in the control law
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Chapter 3
Passivity-Based Designs for
Synchronized Path Following
3.1 Introduction
In this chapter, we exploit the path following flexibility with two separate goals tosynchronize the path variables for a group of path-following systems. In partic-
ular, we make use of a passivity-based framework for formation control proposed
in Arcak (2006). This framework allows us to obtain a broad class of synchro-
nization schemes for a general communication topology, and encompasses designs
such as in Chapter 2. In this framework, we represent the closed-loop system as
the feedback interconnection of a dynamic block for path variable synchronization
and another block that incorporates the path following systems. We then prove
stability by using the Passivity Theorem which states that an interconnection of
two passive blocks is passive and, thus, stable in the absence of exogenous inputs.
The results in this chapter are based on Ihle, Arcak & Fossen (2006a, 2006b).
A major advantage of the passivity approach is that it allows the designer to
construct filters that preserve passivity properties of the closed-loop system. This
additional flexibility may be used to improve the performance and robustness of the
design. We further consider a sampled-data framework where the synchronization
scheme is implemented in discrete time while the path-following controllers are
continuous-time systems. This formulation is meaningful because communication
of path parameters between vehicles will likely occur over a digital network which
introduces delays, while the path-following controllers are implemented locally
in continuous-time or with fast sampling. Bias estimation fits into the passivity-
based framework, and results in a control law with integral action that counteracts
slowly-varying environmental loads.
With this approach the formation maneuvering problem, as defined in Chap-
49
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ter 2, is solved using two blocks where the individual path following is performed
in one block and synchronization of path variables occurs in another, also referred
to as a consensus scheme. The main task of consensus systems is to steer variables
to a common value across a network — Olfati-Saber & Murray (2004). Applica-
tion areas for such problems range from natural group behaviors as described in
Reynolds (1987), vehicle formations, distributed computing, and sensor networks
as presented in Ren, Beard & Atkins (2005).
3.2 Path-Following Design and Synchronization
We briefly recapitulate the path following design that is used as a basis in this
chapter. Consider a general system
x˙ = f (x, u)
y = h (x) (3.1)
where x ∈ Rn denotes the state vector, y ∈ Rm is the system output, and u ∈ Rn
is the control. To force y to a prescribed feasible path yd(θ), and to assign a
feasible speed υ (t) to θ˙ on this path, Skjetne (2005) studies subclasses of (3.1)
and develops maneuvering design procedures based on feedback linearization and
backstepping techniques. The designs in Skjetne et al. (2004) lead to a closed-loop
system of the form
z˙ = F (x) z − g (t, x, θ)ω
θ˙ = υ (t)− ω (3.2)
where z is a set of new variables that include the tracking error y − yd (θ) and its
derivatives, and ω is a feedback term to be designed such that the desired speed
υ (t) is recovered asymptotically; that is
ω → 0 as t→∞. (3.3)
F (x) ∈ Rn×n and g (t, x, θ) ∈ Rn depend on the control design and, in particular,
F (x) satisfies
PF (x) + F (x)> P ≤ −I, ∀x (3.4)
for some matrix P = P> > 0. The uniform boundedness of the path derivatives
and speed assignments implies that the function g (t, x, θ) is uniformly bounded in
its arguments. A path-following design for marine vehicles is presented in Chap-
ter 2.
In this chapter, we consider a group of vehicles i = 1, . . . r, each controlled by
an individual path-following design with a prescribed velocity υ (t) assigned to the
group, resulting in the closed loop system
z˙i = Fi (xi) zi − gi (t, xi, θi)ωi
θ˙i = υ (t)− ωi.
(3.5)
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Our goal is to design ωi to synchronize the path variables θi, i = 1, . . . , r, while
achieving (3.3). The design of ωi depends on variables of the ith system and on
the path parameters for the neighboring vehicles, so only one scalar variable needs
to be transmitted from each vehicle. The communication topology between the
members of the formation is described by a graph G. Two members, i and j, are
neighbors if they can access the synchronization error θi − θj. In this case, we let
the ith and jth vertices of G be connected by an edge. The information flow is
bidirectional, but to simplify the derivation we assign an orientation to the graph
by considering one of the vertices to be the positive end of the edge. For a group
of r members with p edges, the r × p incidence matrix D (G) is defined as
dik =
⎧
⎨
⎩
+1 if ith vertex is the positive end of the kth edge
−1 if ith vertex is the negative end of the kth edge
0 otherwise.
(3.6)
Assumption 3.1 We assume that G is connected, i.e. a path exists between every
two distinct vertices of G.
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3.3.1 Design 1: With Path Error Feedback
When the path error is available for feedback we design ω = [ω1, . . . , ωr]> as
ωi = Fi
©
2z>i Pigi + ψi (θ)
ª
(3.7)
where all path parameters are collected in the vector θ = [θ1, . . . , θ2]> and Fi {·}
denotes the output of a static or dynamic block, which will be specified. This Fi
can be a filter added to enhance performance and robustness properties, illustrated
with examples in Section 5.5. The input to this filter is
ui := 2z>i Pigi + ψi (θ) (3.8)
where the first component is the path error feedback 2z>i Pigi, which serves to
improve convergence properties to the desired path1. The second component ψi is
for the synchronization of the path parameters, and is designed as
ψi (θ) =
pX
k=1
dikφk(θi − θk) (3.9)
where φk is a sector nonlinearity, that is
xφk (x) > 0 ∀x 6= 0, and lim|x|→∞
Z x
0
φk(σ)dσ = +∞. (3.10)
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Figure 3.1: Block diagram for the synchronized path following control system. Υ
is a r × 1 vector with each entry equal to υ(t).
The feedback law (3.7) is implementable with local information because it
depends only on the neighbors of the ith member (dik 6= 0). With ω as in (3.7),
the total closed-loop system is represented as in Figure 3.1, where Σi is the zi-
subsystem as in (3.5),
θ˜ := D>θ, F := diag(F1, . . . ,Fr),
Φ (·) = £φ1 (·) , . . . , φp (·)¤> ,Ψ (θ) = [ψ1, . . . , ψr]> , (3.11)
and
Y := 2z>PG, u = Y +Ψ (3.12)
where z := [z>1 , . . . , z>r ]>, P := diag(P1, . . . , Pr), for Pi = P>i > 0, and G :=
diag(g1, . . . , gr). In particular, note from (3.6) that θ˜ in (3.11) is a vector that
consists of the diﬀerences between the path parameters of neighboring vehicles.
Because the graph G is connected, θ˜ = 0 is achieved if and only if all path para-
meters are synchronized.
We investigate stability properties of the closed-loop by separating it into two
blocks, H1 andH2, as in Figure 3.1, and analyze passivity properties of each block.
The Passivity Theorem guarantees stability, in the absence of exogenous inputs, for
1The reader may identify this as the gradient update law as commented before (2.14).
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the negative feedback interconnection of two passive systems—see Appendix A.3.
Following Arcak (2006) we now characterize the properties that Fi’s must possess
to ensure passivity of H2 and appropriate detectability conditions that are used
to guarantee asymptotic convergence. If Fi is a static block we restrict it to be of
the form
ωi = hi (ui) , (3.13)
where hi : Rp → Rp is a locally Lipschitz function satisfying the sector property
uihi (ui) > 0 ∀ui 6= 0. (3.14)
If Fi is a dynamic block of the form
ξ˙i = fi(ξi) + gi(ξi)ui ξi ∈ Rni (3.15)
ωi = hi (ξi) + ji(ξi)ui
we assume fi (·), gi (·), hi(·) and ji(·) are locally Lipschitz functions such that
fi(0) = 0 and hi(0) = 0. Our main restriction on (3.15) is that it be passive with
a twice continuously diﬀerentiable, positive definite, radially unbounded storage
function Si(ξi) satisfying
S˙i ≤ −Wi (ξi) + uiωi − νiu2i νi ≥ 0 (3.16)
for some positive definite function Wi (ξi). Inequality (3.16) with νi > 0 is an
input-strict passivity property which is possible only when the relative degree of
(3.15) is zero. Our asymptotic stability proof below allows νi = 0 provided that
(3.15) have a well defined relative-degree-one at ξi = 0. According to Sepulchre,
Jankovi´c & Kokotovi´c (1997, Proposition 2.44), this is indeed the case if
ji(ξi) ≡ 0, gi(0) 6= 0,
∂hi(ξi)
∂ξi
¯¯¯¯
ξi=0
6= 0. (3.17)
We thus make the following assumption:
Assumption 3.2 If νi = 0 in (3.16) then (3.17) holds.
WithH1 andH2 designed as above, we prove UGAS for (θ˜, z, ξ) = 0 in Theorem
3.1 below. This UGAS property implies that in the limit as t → ∞ the path
parameters θ are synchronized (θ˜ → 0) and that each system i follows its desired
path (zi → 0). Furthermore ω → 0 which means that θ˙ in (3.2) recovers the speed
assignment υ(t).
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Theorem 3.1 Consider the feedback interconnection shown in Figure 3.1 where
members i = 1, . . . , r are interconnected in a formation as described by (3.6),
φk, k = 1, ..., p is as in (3.10), and Fi, i = 1, ..., r are designed as in (3.13)-
(3.16). Under Assumptions 3.1-3.2 the feedforward path H1 is passive from ˙˜θ to
Φ, and the feedback path H2 is strictly passive from Ψ to ω. Furthermore the origin
of the feedback interconnection (θ˜, z, ξ) = 0 is UGAS.
Proof: We combine ideas from Ihle et al. (2004), Arcak (2006), and specific results
for path following from Skjetne et al. (2004). To prove passivity from ˙˜θ to Φ, let
Vψ :=
pX
i=1
θi−θkZ
0
φk (σ) dσ. (3.18)
Since φk is as in (3.10), Vψ is a positive definite, radially unbounded storage func-
tion for H1. Diﬀerentiating (3.18) with respect to time yields
V˙ψ =
pX
i=1
φi (θi − θi+1) · (θ˙i − θ˙i+1) = Φ> ˙˜θ, (3.19)
which proves that the mapping from ˙˜θ to Φ is indeed passive. It follows that the
path from −ω to Ψ is also passive. To see this, substitute ˙˜θ = D (Υ− ω) in (3.19),
and note that the sum of the rows of D being zero and the entries of Υ being equal
imply DΥ = 0. Thus,
V˙ψ = −Φ>D>ω = −Ψ>ω. (3.20)
To prove passivity of the feedback path, we first consider the Σi-blocks. The
storage function
Vz =
rX
i=1
z>i Pizi (3.21)
where Pi is as in (3.4) yields the following time-derivative along the trajectories of
z
V˙z ≤ −
Ã
rX
i=1
z>i zi
!
− Y >ω (3.22)
which proves that the Σ-block is strictly passive from −ω to Y . To establish
passivity of F , we let I denote the subset of indices i = 1, . . . , r for which Fi is a
dynamic block as in (3.15), and employ the storage function
Vf :=
X
i∈I
Si (ξi) (3.23)
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which yields
V˙f =
X
i∈I
S˙i ≤
X
i∈I
− (Wi (ξi) + uiωi)
≤ −
ÃX
i∈I
Wi (ξi)
!
+ u>ω −
X
i6∈I
uiωi. (3.24)
Substitution of u = Y +Ψ then yields
V˙f ≤ −
ÃX
i∈I
Wi (ξi)
!
+ Y >ω +Ψ>ω −
X
i6∈I
uiωi. (3.25)
To conclude passivity of the feedback path we use the storage function
Vfb (z, ξ) := Vz (z) + Vf (ξ) (3.26)
and, obtain by adding (3.22) and (3.25),
V˙fb ≤ −
ÃX
i∈I
Wi (ξi)
!
−
Ã
rX
i=1
z>i zi
!
+Ψ>ω
−
X
i6∈I
uiωi −
X
i∈I
νiu2i .
(3.27)
Finally, since the static blocks satisfy (3.14),X
i6∈I
uiωi =
X
i6∈I
uihi(ui) ≥ 0. (3.28)
We thus obtain
V˙fb ≤ −
ÃX
i∈I
Wi (ξi)
!
−
Ã
rX
i=1
z>i zi
!
+Ψ>ω (3.29)
and conclude that the feedback path is strictly passive from Ψ to ω.
To prove stability of (θ˜, z, ξ) = 0 we use the Lyapunov function
V (θ˜, z, ξ) = Vψ(θ˜) + Vfb (z, ξ) (3.30)
which from (3.20) and (3.27), gives the time-derivative:
V˙ ≤ −
ÃX
i∈I
Wi (ξi)
!
−
Ã
rX
i=1
z>i zi
!
−
X
i6∈I
uihi(ui)−
X
i∈I
νiu2i . (3.31)
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Since the right-hand side is negative semidefinite we conclude that the trajectories
(z(t), ξ(t), θ˜(t)) are uniformly bounded on the interval t ∈ [t0, t0 + T ], for any
T within the maximal interval of existence. Due to the uniform boundedness of
the speed assignment υ(t), it follows that (θ(t), x(t)) is bounded by a continuous
function of T and, thus, there are no finite escape times. This implies that θ˜(t) and
z(t) are well defined for all t ≥ t0 and, from (3.31), the equilibrium (z, ξ, θ˜) = 0 is
uniformly stable.
To prove uniform asymptotic stability we use the Nested Matrosov Theorem
from Loría, Panteley, Popovi´c & Teel (2005). To this end we define the auxiliary
function
V2 = −θ˜
>
D+Λω (3.32)
whereD+ denotes the pseudo-inverse of the incidence matrixD, andΛ is a diagonal
matrix with entries
Λii =
½
(Lgihi(0))
−1 if i ∈ I and νi = 0
0 if i /∈ I or νi > 0. (3.33)
In particular Lgihi(0) :=
∂hi(ξi)
∂ξi
¯¯¯
ξi=0
gi(0) is nonsingular and, thus, invertible be-
cause of the passivity of the ξi-subsystems and because of assumption (3.17) similar
to Proposition 2.44 in Sepulchre et al. (1997). To apply Matrosov’s Theorem we
denote by Y1 the right-hand side of (3.31) and claim that
Y1 = 0 ⇒ V˙2 =: Y2 ≤ 0. (3.34)
To see this note that Y1 = 0 implies ξ = 0 and ω = 0, which mean that all terms
in V˙2 vanish except
−θ˜>D+Λ ω˙|Y1=0 . (3.35)
Because ω˙i|ξ=0 = Lgihi(0)ui when i ∈ I and νi = 0, and because Y1 = 0 implies
ui = 0 when i /∈ I or νi > 0, we conclude from (3.33) that Λ ω˙|Y1=0 = u and
rewrite (3.35) as
−θ˜>D+u. (3.36)
We then substitute θ˜ = D>θ in (3.36), and using the property DD+D = D of
the pseudo-inverse, and noting that Y1 = 0 means z = 0 which in turn implies
u = Ψ = DΦ(θ˜), we conclude
Y1 = 0 ⇒
Y2 = −θTDD+DΦ(θ˜) = −θTDΦ(θ˜) = −θ˜
T
Φ(θ˜). (3.37)
Because θ˜
>
Φ(θ˜) is positive definite in θ˜ from (3.10), equation (3.37) proves the
claim (3.34). It further follows from (3.31) and (3.37) that Y1 = 0 and Y2 = 0
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Figure 3.2: Cascade interconnection for Design 2.
together imply (z, ξ, θ˜) = 0. All assumptions of Loría et al. (2005, Theorem 1)
being satisfied we conclude UGAS of (z, ξ, θ˜) = 0. ¤
Remark 3.1 A special case of (3.7), studied in Chapter 2, is when the neighbors
for system i are system i − 1 and system i + 1, i.e., the synchronization error is
θ˜ = [θ1−θ2, . . . , θr−1−θr]>. Ihle et al. (2004) further assume that F is a constant
gain matrix and φi (r) = r2p−1, for p = 1, 2, 3, ... In contrast, in this paper we
have considered a general communication topology, and derived relaxed conditions
on the feedback block and synchronization function. In particular, Fi’s are not
necessarily constant gains and φi’s are not necessarily polynomials.
3.3.2 Design 2: Without Path Error Feedback
We next consider a design where ωi only depends on the synchronization terms,
and not on the path error. The update law for ωi is now
ωi = Fi {ψi(θ)} (3.38)
where Fi and ψi are as in Section 3.3.1. Without the path error feedback, the
closed-loop system becomes a cascade of Hsync and Σ as in Figure 3.2. The origin
of Hsync, (θ˜, ξ) = 0, is proved to be GAS in Arcak (2006) which means that ω → 0.
In Theorem 3.2 below we prove that the Σ-block is Input-to-State Stable (ISS)
w.r.t. ω. Stability of the closed-loop system then follows because a cascade of an
ISS and a UGAS system is UGAS—see Appendix A.4 .
Theorem 3.2 Consider the cascaded system in Figure 3.2, where members i =
1, . . . , r are interconnected in a formation as described by (3.6), φk, k = 1, ..., p
are as in (3.10), and Fi, i = 1, ..., r are designed as in (3.13)-(3.16). Then, the
origin of Hsync-block is GAS, the Σ block is ISS with respect to ω, and the origin
(θ˜, ξ, z) = 0 is UGAS.
Proof : For completeness, the stability proof for Hsync is given here: The feed-
forward path of the Hsync-block is an interconnection of a passive and a strictly
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passive block. Since pre- and post-multiplication of a matrix and its transpose
does not change passivity properties the forward path is passive and with negative
feedback the block is output strictly passive from ν to ω. Moreover, when Υ = 0,
due to (3.17):
ω ≡ 0⇒ F
n
DΦ(θ˜)
o
≡ 0⇒ DΦ(θ˜) ≡ 0 (3.39)
which implies that Φ(θ˜) lies in the nullspace N (D). When D has linearly inde-
pendent columns N (D) = 0 and hence Φ(θ˜) ≡ 0 ⇒ θ˜ ≡ 0 due to (3.10). When
D has linearly dependent columns, the null space of D is nontrivial. However, a
simultaneous solution to Φ(θ˜) ∈ N (D) and θ˜ ∈ R ¡D>¢ is possible only when
θ˜ = 0. This is because R ¡D>¢ and N (D) are orthogonal to each other, which
means θ˜
>
Φ(θ˜) = 0, and we conclude from (3.10) that θ˜ = 0. Hence, the Hsync-
block is zero-state observable. From Khalil (2002, Lemma 6.7) we obtain GAS of
the origin θ˜ = 0.
To prove the ISS-property we rewrite the time-derivative (3.22) as
V˙z ≤
rX
i=1
−z>i zi − 2z>i Pigiωi
≤
rX
i=1
− |zi|2 + 2piMδgi |zi| |ωi|
where δgi is an upper bound on gi due to Assumption 2.1. Furthermore, we get
|zi| ≥ 2piMδgi |ωi|ε ⇒ V˙z ≤
rX
i=1
− (1− ε) |zi|2 (3.40)
where 0 < ε < 1. Thus, the system is ISS from ωi to zi with ρ (r) =
2piMδgi
ε r).
Since the origin of Hsync is GAS and Σ is ISS with respect to ω, it follows from
Lemma A.8 that the origin (θ˜, ξ, z) = 0 is UGAS. ¤
Remark 3.2 Given the results on agreement protocols in Arcak (2006), the results
in this section can be extended to a time-varying communication topology given by
the incidence matrix D (t) as long as G remains connected for all t > 0. A further
result in Arcak (2006) allows the graph to lose connectivity pointwise in time as
long as it is established in a an integral sense. This means that signal dropouts in
the communication links are tolerated if connectivity is eventually re-established.
Another example where consensus schemes are applied for the purpose of co-
ordinated control is Kingston et al. (2005). The authors prove that a class of
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consensus schemes with linear synchronization functions are Input-to-State Sta-
ble with respect to communication noise and design cooperative timing strategies.
ISS of leader/follower systems is discussed in Tanner, Pappas & Kumar (2004) and
Chen & Serrani (2004) where the leader’s motion is related to formation errors,
that is, the interconnections errors observed inside the formation.
3.4 Sampled-Data Design with Discrete-Time Up-
date for θ
We now study the situation where the path parameters θi are updated in discrete-
time. Such an implementation is practically relevant, because path parameters
are to be exchanged over a communication network where the transmission occurs
at discrete time-intervals. Since the path following controllers are implemented
locally by each vehicle with fast sampling, we consider the Σ-blocks in Figure 3.1
to be continuous time. This implementation thus results in the sampled-data
closed-loop system:
z˙i = Fi (xi) zi − gi
¡
t, xi, θzoh
¢
ωzohi
θi((n+ 1)T ) = θi(nT ) + υ (nT )− ωi(nT )
(3.41)
where n = 0, 1, 2, . . . is the time index, and ωzohi and θ
zoh denote the zero-order-
hold equivalent continuous-time signals generated from the discrete-time signals θ
and ωi.
Because θ is now updated in discrete-time the integral block in the feedforward
path of Figure 3.1 is replaced by a summation block, and ˙˜θ is replaced by
δθ˜ := θ˜ (n)− θ˜ (n− 1) . (3.42)
As discussed in Arcak (2006), passivity of the feedforward path H1 cannot be
achieved in discrete-time because the phase lag of a summation block exceeds 90◦.
In the feedforward system we restrict the slope of the nonlinearity φk(θ˜k) by
φ0k(θ˜k) ≤ μ (3.43)
for some constant μ > 0. With this assumption it is shown in Arcak (2006) that
the storage function Vψ (θ) in (3.18) satisfies
Vψ
³
θ˜ ((n+ 1)T )
´
− Vψ
³
θ˜ (nT )
´
≤ −Ψ>ω + μλN
2
ω>ω (3.44)
where λN denotes the largest eigenvalue of the graph Laplacian matrix DD> and
the second term on the right hand side of (3.44) quantifies the shortage of passivity.
Then, the H2-block must achieve an excess of passivity in the feedback path to
guarantee stability for the interconnected system.
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Figure 3.3: A block diagram representation of the sampled-data dynamical block
H2i where ZOH stands for the "Zero-Order-Hold" function and T is the sampling
period. The θ-dynamics is omitted.
3.4.1 Design 1: With Path Error Feedback
When z(t) is available for feedback we design ωi in (3.41) as
ωi (nT ) = γi
³
2zi (nT )
> Pigi(nT, xi(nT ), θ(nT )) + ψi (θ (nT ))
´
(3.45)
where γi > 0 is an adaptation gain to be specified and ψi(·) is as in (3.9). With this
design the H2 block is as in Figure 3.3 and, as we shall see, its excess of passivity
compensates for the shortage in (3.44) when γi and T are suﬃciently small. To
make this claim precise we need the following lemma, proven in Biyik & Arcak
(2006) using the techniques of Laila, Neši´c & Teel (2002):
Lemma 3.1 Biyik & Arcak (2006): Consider members i = 1, . . . , r interconnected
as described by the graph representation (3.6), and let θ˜k, k = 1, 2, . . . , p denote
the diﬀerences between the variables θi of neighboring members. Let φk(θ˜k)’s be
designed as a first-third quadrant nonlinearity satisfying (3.43) for some constant
μ > 0. Suppose that Hi’s are sampled-data dynamic blocks as in Figure 3.3, and
satisfy the following two assumptions:
L1. For ωi = 0, the time-derivative of Vzi for Σi is upper bounded by V˙zi (zi) ≤
−C |zi|2 for some C > 0,
L2. Σi-subsystems, i = 1, . . . , r are Input-to-State Stable from ωi to yi, i.e., there
exist class-KL and class-K functions β(·, ·) and ρ(·), respectively, such that
|zi (t)| ≤ β (|zi (t0)| , t− t0) + ρ
µ
sup
t0≤τ≤t
|ωi (τ)|
¶
.
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Then given compact set Dθ˜ and Dz there exist positive constants T¯ and γ¯ such
that for all sampling periods T < T¯ and γi ≤ γ¯, the feedback law (3.45) achieves
asymptotic stability of the origin (θ˜, z) = 0 with a region of attraction that includes
Dθ˜ ×Dz. ¤
Lemma 3.1 proves a semiglobal asymptotic stability property in T and γi for the
equilibrium point (θ˜, z) = 0, which means that any prescribed region of attraction
can be achieved by suﬃciently reducing the sampling period T and the adaptation
gain γi. In particular, increasing the size of the prescribed region of attraction
or increasing the parameters μ and λN in (3.44) dictate smaller values for T¯ and
γ¯ (See Biyik & Arcak (2006) for formulas that estimate T¯ and γ¯). The proof in
Biyik & Arcak (2006) (see also Laila et al. (2002)) is also applicable to time-varying
sampling periods that are upper bounded by T¯ . We now apply Lemma 3.1 to our
system and state the main result of this section:
Theorem 3.3 Consider members i = 1, . . . , r interconnected in a formation as
described by (3.6). Let φk’s be as in (3.10) and (3.43), and suppose that H2
consists of sampled-data dynamic blocks as in Figure 3.3 where the continuous-
time Σi-block and the discrete-time updates for θi are as given in (3.41). Then,
given compact sets Dz and Dθ there exist positive constants T¯ and γ¯ such that for
all sampling periods T < T¯ and γi ≤ γ¯, the feedback law (3.45) achieves UAS of
the origin (z, θ˜) = 0 with a region of attraction that includes Dz ×Dθ˜.
Proof : First, we know from the proof of Theorem 3.1 that each Σi-block is strictly
passive with a positive definite storage function Vzi (zi) such that
V˙zi ≤ −W (zi)− yiωi
where W (zi) = z>i zi. Hence, we find a lower bound on W (zi) ≥ C |zi|2 where
C = 1 > 0 so L1 of Lemma 3.1 holds. Second, L2 holds since Input-to-State
Stability from ωi to zi is proved in Theorem 3.2 using the same storage function.
We thus conclude that the origin (z, θ˜) = 0 is UAS with a region of attraction that
includes the prescribed set Dz ×Dθ˜. ¤
3.4.2 Design 2: Without Path Error Feedback
We next consider the case where zi(t) is not employed in discrete-time θi updates.
In this case we have
ωi (nT ) = Fi {ψi (θ (nT ))} , (3.46)
where Fi is a discrete-time dynamic or static block. In order to guarantee excess
of passivity in the feedback path, we restrict static Fi blocks yi = hi (t, ui) by
uiyi − τ iy2i ≥ 'i (ui) (3.47)
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where 'i (ui) is a positive definite function and τ i > 0 quantifies the excess of
passivity. When Fi is a dynamic block of the form
ξi ((n+ 1)T ) = fi (ξi (nT ) , ui (nT )) ξi ∈ Rni (3.48)
yi = hi (ξi, ui)
we assume that (3.17) holds and that there exists a positive definite and radially
unbounded storage function Si (ξi) satisfying
Si (ξ ((n+ 1)T ))− Si (ξi (nT )) ≤ −Wi (ξi) + uiyi − τ iy2i (3.49)
for some positive definite function Wi (·). We then guarantee stability of the feed-
back system by choosing
τ i ≥
μλN
2
i = 1, · · · , r. (3.50)
As before, GAS of θ˜ = 0 implies ω → 0 and stability of the path errors follows
from the cascade structure and the ISS-property of the Σi-subsystems driven by
ω:
Theorem 3.4 Consider members i = 1, . . . , r interconnected in a formation as
described by (3.6). Let φk, k = 1, ..., p be as in (3.10) and (3.43), and suppose that
H2 consists of sampled-data dynamic blocks where the continuous-time Σi-blocks
are as given in (3.5) and Fi’s are as in (3.47)-(3.49). Under these conditions if
(3.50) holds then the update law (3.46) renders the the origin (θ˜, ξ, z) = 0 UGAS.
Proof : When (3.50) holds asymptotic stability of (θ˜, ξ) = 0 follows from Arcak
(2006). Furthermore, from Theorem 3.2 we know that each zi is Input-to-State
Stable with respect to ωi so z (t) is bounded within each sampling period and
constant between the sampling points. It then follows from arguments similar to
those in Theorem 3.2 that the origin (θ˜, ξ, z) = 0 is UGAS. ¤
3.5 Integral Action by Adaptive Backstepping
Many practical control systems include integral control to remove constant steady-
state oﬀsets and alleviate problems with unmodeled dynamics, parameter devi-
ations, and slowly varying disturbances—see Ortega, Loría, Nicklasson & Sira-
Ramirez (1998) and Fossen, Loría & Teel (2001). The most common way to
include integral action in backstepping is to employ parameter adaptation. Thus,
the path-following design is extended to counteract unknown slowly-varying envi-
ronmental forces by compensating for a dynamic bias estimate.
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We consider a special case of Skjetne et al. (2005):
x˙ = f (x) +H (g (x, u) + Ξ (x) b)
b˙ = 0 (3.51)
y = h (x)
where Ξ(x) ∈ Rn×n is nonsingular and b ∈ Rn is a constant (or slowly varying)
unknown bias due to external environmental forces. The bias b is matched to the
control u via the matrix H which has full column rank. If b = 0 the plant is
undisturbed and identical to (3.1).
An additional step in the control design used to obtain (3.2) in Section 3.3.1 is
needed to obtain an adaptive law for bˆ. The adaptive update law for bˆ is designed
as Skjetne et al. (2005)
˙ˆb = 2ΠΞ (x)>H>Pz
where Π = Π> > 0 is a gain matrix, Ξ (x) is the adaptive regressor matrix from
(3.51), H is as in (3.51), and P satisfies (3.4). For each system i we have a
closed-loop system of the following form, similar to (3.2) but with parameter error
dynamics
z˙i = Fi (xi) zi − gi (t, xi, θi)ωi −HiΞi (xi) b˜i
˙˜bi = 2ΠiΞi (xi)
>H>i Pizi
θ˙i = υ (t)− ωi
(3.52)
where b˜ = b − bˆ is the parameter estimation error and previous assumptions on
the system hold. Figure 3.4 shows the block-diagram of system i without the
θ-dynamics.
We design ω = [ω1, . . . , ωr]> with path error feedback as in (3.7), that is,
ωi (zi, θ) := Fi
©
2z>i Pigi + ψi (θ)
ª
where Fi and ψi are as in Section 3.3.1. The block diagram representation is as
in Figure 3.1 where the path following systems Σi is extended with a loop for bias
estimation as shown in Figure 3.4. With the previous assumptions on the blocks
in the feedback interconnection, passivity is preserved and we prove UGS of the
origin and convergence of (θ˜, ξ, z)→ 0:
Theorem 3.5 Consider the feedback interconnection shown in Figure 3.1 where
members i = 1, . . . , r have a closed-loop system as in (3.52) and interconnected
in a formation as described by (3.6), φk, k = 1, ..., p is as in (3.10), and Fi, i =
1, ..., r are designed as in (3.13)-(3.16). Then the interconnection is passive and
its origin (θ˜, z, ξ, b˜) = 0 is UGS, and
lim
t→∞
¯¯¯
(θ˜ (t) , ξ (t) , z (t))
¯¯¯
= (0, 0, 0)
.
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Figure 3.4: Disregarding the θ-dynamics, the Σb,i-block consists of the closed-loop
path following system and the bias estimation error b˜.
Proof : From the proof of Theorem 3.1 we know that the forward path is passive
with storage function and time-derivative as in (3.18)-(3.19). Strict passivity of
the feedback-loop is proved with (3.26) and (3.29). To investigate passivity of the
feedback loop with bias estimation, let
Vb(b˜) =
rX
i=1
b˜>i Π
−1
i b˜i (3.53)
be a positive storage function, with the following time-derivative along the trajec-
tories of the bias estimation error (3.52)
V˙b =
rX
i=1
b˜>i Π
−1
i
˙˜bi =
rX
i=1
b˜>i Ξi(xi)
>H>i Pizi = 2u
>
b Pz. (3.54)
This shows that the path from z to ub is passive. The storage function (3.21) yields
now the following time-derivative along the trajectories of z and b˜
V˙z ≤ −
Ã
rX
i=1
z>i zi
!
− Y >ω − 2u>b Pz (3.55)
and by adding (3.54) and (3.55) we obtain (3.22). It follows as in the proof of
Theorem 3.1 that the feedback path, and hence the feedback interconnection, is
passive.
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To prove UGS of (θ˜, z, ξ, b˜) = 0 we add (3.53) to (3.30)
V
³
θ˜, z, ξ, b˜
´
= Vψ(θ˜) + Vfb(z, ξ) + Vb(b˜) (3.56)
which, from (3.20), (3.27), and (3.54), gives the same time-derivative as (3.31).
Since the right-hand side is negative semidefinite the trajectories (θ˜(t), z(t), ξ(t), b˜(t))
are uniformly bounded on the maximal interval of existence. It follows from simi-
lar arguments as in Theorem 3.1 that the equilibrium (θ˜, z, ξ, b˜) = 0 is uniformly
globally stable. The conclusion follows from the LaSalle-Yoshizawa theorem (see
Krsti´c et al. (1995, Theorem 2.1)). ¤
A analogous result for Design 2 can be obtained, but is omitted to save space.
3.6 Examples
A formation maneuvering operation between marine surface vessels is considered to
illustrate the proposed framework. The passivity framework is applied to obtain an
extended class of feedback functions Fi that can address performance properties
and increase robustness to thruster saturation, environmental disturbances and
delays for a group of vessels.
We consider a model of a fully actuated tugboat in three degrees of free-
dom where the surge mode is decoupled from the sway and yaw mode due to
port/starboard symmetry. The body-fixed equations of motion for vessel i =
1, . . . , r are given as (see Appendix B for details)
η˙i = Rνi (3.57a)
Miν˙i + Ci (νi) νi +Di (νi) νi = τ i +R>b (3.57b)
where the unknown constant or slowly-varying disturbances are collected in the
bias bi.
The backstepping design for each ship model gives the static part of the control
signal when we assume bi = 0
τ i = −z1i −Kdiz2i +D (νi) νi + Ci (νi) νi +Mi
¡
σ1i + αθi1iυ
¢
where Kdi = K>di > 0, α1i is a virtual control determined by the backstepping
procedure, and α˙1i =: σ1i+αθi1iθ˙—see Skjetne et al. (2004) for details. The resulting
closed-loop system is given by (3.5) where xi =
£
η>i , ν>i
¤>
and
Fi (νi) :=
∙
−Kpi − riS I
−M−1i −M−1i (Kdi +Di (νi) + Ci (νi))
¸
g (ηi, θi, t) :=
∙
R (ψi) η
θi
di (θi)
αθi1i (ηi, θi, t)
¸
.
for Kpi = K>pi > 0.
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3.6.1 Feedback Function Design
The passivity approach expands the selection of update laws for ω. The class
of strictly positive real (SPR) systems include the filtered gradient update law
considered in Skjetne et al. (2004) (but not previously considered for a formation):
We design the dynamic block Fi with output ωi and dynamics
ω˙i = −λiωi + γiui, λi, γi > 0. (3.58)
With the storage function
Vωi =
1
2
ω2i
we obtain
V˙ωi = −λiω2i + γiωiui
and since (3.15)-(3.16) are fulfilled we invoke Theorem 3.1 to conclude UGAS of
(θ˜, ω, z) = 0. Equation (3.58) is essentially a low-pass filter where the cut-oﬀ
frequency can be designed in a trade-oﬀ fashion of measurement noise attenuation
versus bandwidth as determined by the choice of λi and γi.
Skjetne et al. (2003) discuss how thruster saturation constraints in a single
vessel cause steady-state errors in the path variables synchronization. This error
is eliminated by employing integral feedback from the synchronization error. In the
proposed framework of Section 3.3.1 the thruster saturation can be handled with a
proportional-integral-derivative (PID) control structure with limited integral and
derivative eﬀect, also known as a lead-lag controller,
ωi (s) = Hpid,i (s)ui (s)
given by
Hpid,i (s) = γiβi
1 + μis
1 + βiμis
1 + Td,is
1 + αiTd,is
(3.59)
where γi > 0, 0 ≤ Td,i ≤ μi, 1 ≤ βi < ∞ and 0 < αi ≤ 1. Then, (3.59) is
Hurwitz and satisfies Re [Hpid,i (jω)] ≥ νi > 0 for all s = jω and it follows that
the PID controller structure falls into the class of input strictly passive systems
and stability of the interconnection follows from Theorem 3.1.
3.6.2 Simulation: Saturation in Thrust
We consider a simulation where the propellers of one vessel saturates and are only
able to produce a surge speed less than the speed assignment. We use Design
1 in Section 3.3.1 and compare the synchronization error for the original control
scheme in Ihle et al. (2004), i.e. Td,i = 0 = μi in (3.59) while γi = 10, with the
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PID structure with Td,i = 10, μi = 1, γi = 10, αi = 0.1, and βi = 10. The
other control parameters are set as Pi = diag (0.2, 0.2, 1, 10, 10, 40) and φi (x) =
x3. The desired speed is υ = 4, and the desired path for Vessel 2 is given by
xd (θ2) = θ2, yd (θ2) = 1200 sin 2π4000θ2, and (2.4). The other paths are constructed
such that the vessels move parallel when θ˜ = 0. The initial conditions are η1 (0) =
[573, 222.5, 0]>, η2 (0) = [0, 0, 0]
>, η3 (0) = [320, 420, 0]
>, and νi = 0 for i = 1, 2, 3.
The communication topology is given by the incidence matrix
D (G) =
⎡
⎣
1 0
−1 1
0 −1
⎤
⎦ (3.60)
that is only vehicles 1 and 2, and 2 and 3 are exchanging their path parameters.
The initial synchronization errors are θ˜1 (0) = 500 and θ˜2 (0) = −400.
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Figure 3.5: Position snapshots of three tugboats where one vessel saturates. The
feedback function Fi is as in (3.59).
Figure 3.5 shows that the formation follows the path as desired. The synchro-
nization of θ˜1 for the two Fi-structures are shown in Figure 3.6 and shows that
the PID-structure yields a smaller error when one vessel saturates.
3.6.3 Simulation: Synchronization in the presence of envi-
ronmental loads
To reduce wear and tear of actuators and propulsion system the ship control system
should counteract the slowly-varying environmental motion components: model
uncertainties, wave drift, currents and mean wind forces. The unknown mean
environmental force and its direction are assumed to be constant (or at least slowly
varying).
If we assume that b 6= 0, an adaptive backstepping design for each ship model
as in Section 3.5 gives the the static part of the control signal and the adaptive
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Figure 3.6: Synchronization of θ˜1 when one vessel saturates. The result when Fi
is a gain is shown in red (dashed-dot) and a PID structure for Fi results in the
blue (dashed) plot.
update law for bˆi (integral action):
τ i = −z1i −Kdiz2i +D (νi) νi + Ciνi +Mi
¡
σ1i + αθi1iυ
¢
−HR>i bˆi
˙ˆbi = ΠiRiH>Pizi
where Kdi = K>di > 0, the adaptive regressor matrix Ξi = R
>
i , and α1i is a virtual
control determined by the backstepping procedure.
The group of vessels is in a triangular formation that reduces drag forces, see
e.g. Hoerner (1958), and the communication topology is given by (3.60). To coun-
teract the environmental forces, bi = [−107, 106, 0]>N, the bias estimate update
gain is chosen as Πi = diag(15, 15, 15) for i = 1, 2, 3. We use Design 1 where
the feedback function is chosen as a constant gain γi = 10, and the initial bias
estimate is bˆi(0) = 0, while the remaining control gains and initial conditions are
as in Section 3.6.2.
The position plot in Figure 3.7 shows the vessels converge to and follow their
desired path with the desired forward speed. Due to the bias the vessels converge
slower to their paths than in the previous simulation. But as the bias estima-
tion converges after the initial transient the ships follow the path in the desired
triangular formation. Simulations without bias estimation show that the ships ex-
perienced serious problems when trying to counteract the unknown disturbances
and follow the path.
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Figure 3.7: Position response during simulation.
3.6.4 Simulation: Time-Varying Communication Topology
This section studies a formation with changing communication topology. Link
failures and/or vessels entering and leaving the formation change the incidence
matrix D and the connectivity of the formation. We apply results from Arcak
(2006) where convergence properties for time-varying communication topology are
studied for a class of agreement protocols.
The time-varying incidence matrix D(t) is piecewise continuous because step
changes occur when the communication topology changes. Consider the Design 2
synchronization scheme without path error feedback in Section 3.3.2: When the
class of feedback functions Fi is restricted to be of the form
ωi = γiψi (θ) (3.61)
where γi is a positive scalar, it is shown in Arcak (2006) that, if the second smallest
eigenvalue for the graph Laplacian matrix D(t)D(t)> satisfies
λ2
©
D(t)D(t)>
ª
≥ σ > 0 ∀t ≥ 0 (3.62)
for some constant time-independent σ > 0, the path parameters θ˜i reach an agree-
ment. It is a standard result in algebraic graph theory that the graph is connected
if and only if the Laplacian’s second smallest eigenvalue is strictly positive. Thus,
for the design considered in Section 3.3.2 with feedback functions as in (3.61), the
vessels synchronize if the graph remains connected for all t ≥ 0.
Arcak (2006) relaxes this connectivity assumption with a persistency of excita-
tion property. The graph can then loose connectivity pointwise in time as long as
it is established in an integral sense. To illustrate stability properties we consider
six vessels that are initially grouped as two formations. After some time the two
groups merge into one, and at the same time one vessel experience communication
problems and is only able to communicate 10% of the time. The communication
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topology is given by the incidence matrix
D (t) =
⎡
⎢⎢⎢⎢⎢⎢⎣
1 0 0 0 0
−1 1 1 0 0
0 −1 0 0 0
0 0 −1 c(t) 0
0 0 0 −c(t) 1
0 0 0 0 −1
⎤
⎥⎥⎥⎥⎥⎥⎦
(3.63)
where
c (t) = 0 t < tchange
1 t ≥ tchange.
(3.64)
Vessel 2 (shown in black in Figure 3.8) shall follow a circle-shaped path given by
ηd2 (θ2) =
⎡
⎣
xd (θ2)
yd (θ2)
ψd (θ2)
⎤
⎦ =
⎡
⎢⎢⎣
r cos
¡θ2
r
¢
r sin
¡θ2
r
¢
arctan
µ
xθ2d (θ2)
yθ2d (θ2)
¶
⎤
⎥⎥⎦
where r = 1200 is the radius. The other paths are scaled such that equal speed
assignments imply that, after synchronization has occurred, the vessels move
along their respective paths parallel to each other. The initial values for the ves-
sels are η1 = [1350, 0, π/2]>, η2 = [1109,−459, π/2]>, η3 = [742,−742, π/4]>,
η4 = [636,−363, π/4]>, η5 = [530,−530, π/4]>, and η6 = [0,−600, 0]> with
zero initial speeds. The initial synchronization errors, given by θ˜ = D>θ, is
θ˜ = [471, 471, 471, 0, 942]>. The synchronization function is ψ(x) = 0.1x and
γi = 5.
From (3.63) and (3.64) we see that for t < tchange = 250s vessels 1, 3 and 4
communicate with vessel 2 while vessel 4 communicates with vessel 5. Thus, there
are initially two decoupled formations as seen in Figure 3.8 where the two inner-
most vessels, that is vessels 5 and 6, and the other group synchronize separately.
This is also seen in Figure 3.9 which shows the time-response of θ˜1, θ˜2, θ˜4. Before
tchange we see that, e.g., θ˜1 tend to zero while θ˜4 = θ4−θ5 reaches a non-zero value
even though the initial condition is zero. When t = tchange the entire formation is
connected, but vessel 2 is now only able to send and receive the path parameters
10% of the time. The time-response of the path parameters in Figure 3.10 shows
that the vessel synchronize and stay that way throughout the simulation.
To compare performance the same scenario has been simulated in the frame-
work of Design 1 where path error information is used in the synchronization
scheme (3.7). Figure 3.10 shows that all θ˜i tend to zero in the presence of link
failures which cause some oscillations in the path parameters as the vessels syn-
chronize. Both designs synchronize the vessels in the formation, but the plots
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Figure 3.8: Eight position snapshots of formation. The vessels are in the begin-
ning synchronized into two groups (second snapshot). After tchange all vessels are
synchronized and move in parallel. Vessel 2 is shown in black.
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Figure 3.9: Synchronization of path parameters with time-varying communication
topology.
in Figure 3.9 and 3.10 show that Design 2 is less sensitive to communication
constraints as the vessels synchronize faster and with less oscillations than with
Design 1.
3.6.5 Extensions
The passivity approach oﬀers the flexibility to shape the feedback function in many
other ways than in the previous examples. Below are some possible extensions and
suggestions to illustrate how the proposed framework handles possible extensions
and enhance robustness and performance properties.
Synchronization with Output Feedback Since interconnected passive sys-
tems remain passive, passivity is a useful tool for studying stability of systems
that consists of several blocks. The full state feedback design in Section 3.3 is
extended to the output feedback case by performing an output feedback design for
each path-following system Σi. An example of such a design is found in Chapter 2.
If the input-output properties satisfy the assumptions in Section 3.3, stability can
be concluded using the same arguments as in the state feedback case. For marine
surface vessels, the passive nonlinear observer in Fossen & Strand (1999) yields
the desired result as demonstrated in Section 2.4.
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Figure 3.10: Synchronization of path parameters with time-varying communication
topology.
Robustness to Communication Disturbances Suppose there are distur-
bances acting on the communication link between two or more systems. Such
a disturbance can aﬀect the synchronization of these systems and cause misalign-
ments in a formation. One remedy to minimize such errors is to linearize the
overall system and find the transfer function from the disturbance to the path er-
ror. Then, linear system tools such as frequency analysis can determine feedback
functions that minimize the errors caused by these disturbances.
Robustness to Time-Delays The system can be robustified against time-
delays by obtaining transfer functions and designing feedback functions to maxi-
mize the maximum delay Tmax in the feedback loop that does not destabilize the
system, given by Franklin, Powell & Emami-Naeini (2002)
Tmax =
PM
ωgc
for single-input single-output linear systems where PM is the phase margin, and
ωgc is the gain crossover frequency. Thus, increasing the phase margin and/or
decreasing the bandwidth improve delay robustness. This approach has been in-
vestigated for networked systems in Wen & Arcak (2004).
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3.7 Concluding Remarks
This chapter has used passivity properties to design a formation control scheme
where path following systems are synchronized using a bidirectional communi-
cation structure. The passivation design oﬀers the flexibility to consider several
redesigns for synchronization where robustness and performance issues can be ad-
dressed. An extension to adaptive bias estimation for integral action fits into the
passivity framework.
The first design used feedback from both the path error and the synchronization
error in the update law for the path parameter, while the second only employed
information about the synchronization error. The path error feedback in Design 1
emphasizes convergence to the path, as a result of the gradient update law for
the path parameter considered in Skjetne, Teel & Kokotovi´c (2002b), while the
synchronization error feedback achieves the desired formation. This scheme thus
enables the designer to prioritize path convergence or synchronization by choosing
the relative terms of the two feedback terms. Furthermore, the system employs
its own path error information to handle situations where a trajectory tracking
scheme has limitations as demonstrated in Aguiar et al. (2005). Another example,
given in Fossen (2002, Chapter 10), is control saturation where an infeasible speed
assignment cause instabilities. However, our analysis for Design 1 is only valid for
time-invariant graph structures.
Design 2 inherits the properties of the coordination scheme in Arcak (2006)
where a time-varying formation configuration is tolerated. In addition, since the
incidence matrix D does not have to be pointwise connected for all times, com-
munication dropouts are allowed, and similarly, vehicles are permitted to enter
or leave the formation. We can then establish properties such that stability is
guaranteed when communication only occurs at low rates. This is of interest for
underwater vehicles where the available bandwidth is very low. Simulations show
that synchronization occurs faster with Design 2 and is less sensitive to communi-
cation constraints since synchronization occurs faster when only path parameters
are employed in the design. However, by disregarding the path error information
the designer has less control on the convergence to the path.
A sampled-data approach to synchronization, where the synchronization scheme
is updated in discrete time and the path following systems in continuous time, is
considered. The main motivation is that communication of path variables will
likely occur over a digital network and a discrete-time system is more natural to
address communication issues.
Chapter 4
Multi-Body Interpretation of
Formation Control
4.1 Introduction
The main topic in this chapter is formation control of marine craft in a multi-body setting: show how classic and powerful tools, from analytical mechanics
of multi-body systems, can be used for coordinated control. A group of indepen-
dent vehicles is controlled as a formation by introducing holonomic functions that
describe a vehicle’s behavior with respect to other group members. By treating
these functions as mechanical constraint functions in an analytical setting, stable
control laws that maintain the structure of a formation emerge. In this way, the
coordinated movement of the formation is decided by forces that maintain the
constraints at all times.
Mechanical constraint forces, which cause the bodies to act in accordance
with the constraints, are well known from the early days of analytical mechan-
ics, Lagrange (1811), and have been used with success, e.g. in computer graphics
applications—see Baraﬀ (1996) and Barzel & Barr (1988). This chapter shows how
constraint functions impose constraint forces that maintain the formation config-
uration. The formation is also maintained when some, or all, of the members
are exposed to external forces and disturbances. The same approach is used with
several, non-conflicting, constraint functions.
The method is used both for modeling and control and gives a closed-loop
structure that is part of the motivation for using this approach. Together, the
constraints form control laws that both govern the movement of the entire forma-
tion and solve a motion control task given by the imposed constraint function(s).
The equations of motion clearly show how individual objects are controlled by the
constraint forces as they appear as a single term on the right hand side of the
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equations of motion. Thus, it can be superimposed with other forces working on
the system.
The variety of constraint functions applicable for formation control makes the
approach flexible and leaves much freedom to the designer. Furthermore, it is easy
to link the constraint stabilization to traditional motion control systems which
enables us to control the overall group motion at the same time as we control
the position of objects inside the formation. The main results in this chapter are
based on Ihle, Jouﬀroy & Fossen (2006a). Additional results are reported in Ihle,
Jouﬀroy & Fossen (2005a, 2005b, 2006b).
Motivation To introduce the main idea of this chapter and illustrate how the
constraint function aﬀects the motion of independent systems we consider an ex-
ample:
Example 4.1 (Formation Assembling) Consider a formation of two point masses,
η1, η2 ∈ R2, with kinetic energy T = 12 η˙>Mη˙, where η = [η>1 , η>2 ]>andM =M> >
0 is the mass matrix; M = diag (m1I2,m2I2) where I2 denotes the 2 × 2-identity
matrix. The goal for the formation is to let the two point masses operate at a
specified length away from each other. When their relative positions violate the
specified length, the masses should move such that this length is rectified. This
distance requirement between the points is formulated as a constraint function
C (η) = (η1 − η2)> (η1 − η2)− r2 = 0 (4.1)
where r > 0 is the desired distance between η1 and η2. The procedure in the next
sections gives the following equations of motion when (4.1) is satisfied
Mη¨ = τ −W (η)> λ (4.2)
whereW (η) is the Jacobian of the constraint function (4.1), λ is the corresponding
Lagrangian multiplier with stabilizing feedback from the constraints and τ are the
external forces.
If the system has initial conditions that violate the constraint (4.1) the masses
move such that (4.1) is met. When τ in (4.2) is zero at all times, the system
converge to a position between the initial positions of η1 and η2 where the distance
between η1 and η2 is r. If both masses are initially perturbed with a small amount
of force, the motion of the masses still satisfy the constraint function eventually.
As seen in Figure 4.1 the masses move such that (4.1) is satisfied — they assemble
into a formation defined by the constraint function. We are now ready to apply
this method to more general systems.
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Figure 4.1: Position plot of η1 and η2 — starts in (0, 0) and (1, 1) respectively.
r = 0.5. The lower plot includes the inital force disturbances shown as arrows.
4.2 Formation Modeling
Consider n systems, each of order m, with kinetic and potential energy, Ti and Ui,
respectively. The Lagrangian of the total system is then
L = T − U =
nX
i=1
Ti − Ui.
There exist holonomic relations
C (η) = 0, C (η) ∈ Rp, 1 ≤ p < 2nm (4.3)
between the coordinates which restrict the state space to a constraint manifold
Mc with 2n ·m − p dimensions. We denote C (η) the constraint function, where
η ∈ Rnm contains the generalized positions, η1, . . . , ηn. From Lanczos (1986) we
know that the forces that maintain the kinematic constraints add potential energy
to the system according to _
U= U + λ>C (η) ,
which gives the modified Lagrangian
L¯ = T − U − λ>C (η)
where λ ∈ Rp is the Lagrangian multiplier(s). To obtain the equations of motion,
we apply the Euler-Lagrange diﬀerential equations with auxiliary conditions for
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Figure 4.2: Imposed constraints transform a group of independent bodies to a
formation.
i = 1, . . . , nm,
d
dt
∂L
∂η˙i
− ∂L
∂ηi
+ λ>
∂C (η)
∂ηi
+
µ
∂λ
∂ηi
¶>
C (η) = τ i
C (η) = 0
which implies
d
dt
∂L
∂η˙i
− ∂L
∂ηi
= τ i − λ>
∂C (η)
∂ηi
(4.4)
where τ i is the generalized external force associated with coordinate ηi. Figure 4.2
shows how three independent bodies are coupled with a constraint function.
Equation (4.3) constrains the systems motion to a subset, Mc ⊆ R2nm−p, of
the state space where C (η) = 0. Since we want to keep the systems onMc, neither
the velocity nor the acceleration should violate the constraints. To find the kine-
matic admissible velocities that correspond to (4.3), the velocities, the constraint
function is diﬀerentiated with respect to time. Similarly, we diﬀerentiate twice to
find the acceleration of the constraints. This gives the constrained velocities and
accelerations
.
C (η) = W (η) η˙ = 0
..
C (η) = W (η) η¨ + W˙ (η) η˙ = 0 (4.5)
whereW (η) ∈ Rmn×p is the Jacobian of the constraint function, i.e.,W (η) = ∂C(η)∂η .
An expression for the Lagrangian multiplier is found by obtaining an expression
for η¨ in (4.4) and insert it into (4.5).
Constraint Forces An expression for the forces that maintain the constraints,
the constraint forces, is found from the right hand side of (4.4):
τ constraint = −
µ
∂C (η)
∂η
¶>
λ = −W (η)> λ.
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The forces are also found from the principle of virtual work. From Chapter III.5
in Lanczos (1986) we have: The gradientW (η) is normal to the constraint C (η) =
0, and since the forces between independent bodies that maintain a kinematic
constraint (equilibrium) are required to do no virtual work, it follows that
τ constraint · η˙ = 0, ∀η|W (η) η˙ = 0. (4.6)
Hence, the constraint force must be a linear combination of the columns in W (η):
τ constraint = −
µ
∂C (η)
∂η
¶>
λ. (4.7)
The Lagrangian multiplier is then found by combining the equations of motion
with the constrained accelerations. The Lagrangian λ term thus provides the force
of reaction which maintains the kinematic constraint.
For marine craft1, we consider the 3 DOF horizontal motion for a single vessel
in the body-fixed frame (see Appendix B)
η˙ = R (ψ) ν
MRBν˙ + CRB (ν) ν = −MAν˙ − CA (ν) ν −D (ν) ν − g (η)| {z }
τH
+τ constraint + τ env
where η = [x, y, ψ]> is the Earth-fixed position vector, (x, y) is the position on the
ocean surface and ψ is the heading (yaw) angle, and ν = [u, v, r]> is the body-
fixed velocity vector. The model matrices M , C, and D denote system inertia,
Coriolis plus centrifugal and damping, respectively. Next, consider a formation of
n vessels with position given by ηi, inertia matrixMi =MRB,i+MA,i, and so on for
i = 1, . . . , n. We collect the vectors into new vectors, and the matrices into new,
block-diagonal, matrices by defining η = [η>1 , . . . , η>n ]>, M = diag {M1, . . . ,Mn},
and similarly for the other vectors and matrices. Assume there are constraint
functions between the ships’ position, corresponding to the case in (4.4). Adding
the potential energy from the constraints gives
η˙ = R (ψ) ν (4.8a)
Mν˙ + C (ν) ν +D (ν) ν + g (η) = τ env + τ constraint (4.8b)
C (η) = 0 (4.8c)
where
τ constraint = −
µ
∂C (η)
∂η
¶>
λ = −W (η)> λ
1Note that this approach is also valid for mechnical systems such as M (q) q¨ + C (q, q˙) q˙ = τ
(robot manipulator).
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is the expression for the constraint forces which maintain the constraint function
(4.8c) and τ env ∈ R3n.
A vessel i is neighbor with a vessel j if they share each other’s information. In
our setting, vessels are neighbors if they appear in the same constraint function.
Given a set of constraint functions C (η) = [C1 (η) , . . . , Ck (η) , . . .]> with corre-
sponding Lagrangian multipliers λ = [λ1, . . . , λk, . . .]>, the resulting constraint
forces for an individual ship i are
τ constraint,i =
X
k∈Ac
−
µ
∂Ck (η)
∂ηi
¶>
λk =
X
k∈Ac
−W>kiλk (4.9)
whereAc is the set of indices where constraint functions with ηi appear andWki = 0
for k 6∈ Ac.
The equations of motion are transformed to the Earth-fixed frame by the kine-
matic transformation in Section 1.4 which results in
Mη (η) η¨ + n (ν, η, η˙) = τ η −R (ψ)W (η)> λ. (4.10)
Combining (4.5) and (4.10) gives a diﬀerential algebraic equation (DAE). Solv-
ing for η¨ and substituting gives (the arguments have been omitted to ease the
presentation)
WM−1η RW
>λ =WM−1η (τ η − n) + W˙ η˙. (4.11)
Then, Equation (4.10), with the above expression for λ, gives the equations of
motion for the systems subject to (4.3). To make sure that we can solve (4.11)
to find λ we use the following property and assumption on the model and the
constraint function; respectively
Property 4.1 The mass matrixM is positive definite, i.e.,M =M> > 0. Hence,
Mη(η) =M>η (η) > 0 ∀η since R(ψ) is orthogonal.
Assumption 4.1 The constraint function (4.3) has a unique equilibrium. The
Jacobian W (η) has full row-rank and is limited by a linear growth rate condition,
e.g., k1|η| ≤ |W | ≤ k2|η|.
Property 4.1 and Assumption 4.1 guarantee that WM−1η RW exists since Mη
is positive definite, hence M−1η exists and WM−1η RW> is nonsingular. Thus, the
expression is solved for λ and used in (4.10). Note that redundant or conflicting
constraints arise when one, or more, row (column) in C is a linear combination of
other rows (columns), or when the functions are contradicting. An example would
be the same constraint function appearing twice in C (η).
The above conditions yield a Jacobian with full row rank and we solve (4.11) to
obtain the Lagrangian multiplier. The results can be extended to a time-varying
formation topology as long as W has full row rank for all t ≥ 0.
4.3 Stabilization of Constraint Functions 81
4.3 Stabilization of Constraint Functions
If the system starts on the constraint manifoldMc, that is, the initial conditions
(η(0), η˙(0)) = (η0, η˙0) ∈Mc such that
C (η0) = 0 and
.
C (η0) = 0
and the force τ does not perturb the system, then the solutions (η (t) , η˙ (t)) ∈Mc
for all times. However, if the initial conditions are not in Mc, or the system is
perturbed s.t. (η, η˙) 6∈ Mc, feedback must be used to stabilize the constraint
function.
We want to investigate stability of the constraint function, that is, we look at
stability of
Mc = {(η, η˙) : C (η) = 0, W (η) η˙ = 0} .
Consider the case when τ 6= 0 in (4.10), and suppose that (η0, η˙0) 6∈ Mc. From
Section 4.2 it follows that
..
C (η) = 0 (4.12)
which is unstable — when C (η) is a scalar function its transfer function contains
two poles at the origin. Hence, if C (η) = 0 is not fulfilled initially, the solu-
tions might blow up in finite time. Even if C (η0) = 0, this may happen if there
is measurement noise on η. This instability is, in fact, an inherent property of
higher-index DAEs, pointed out in e.g. Tarraf & Asada (2002), and is one of the
reasons numerical methods for diﬀerential-algebraic equations has received special
attention, see Petzold (1982) and references therein, and particular in modelling
of mechanical systems as in Ten Dam (1992).
This is solved by using feedback from the constraints in the expression for the
Lagrangian multiplier (4.11). Moreover
WM−1η RW
>λ =WM−1η {τ η − n}+ W˙ η˙ +Kd
.
C (η) +KpC (η) (4.13)
where Kp, Kd ∈ Rp×p are positive definite. The constraint force for vessel i is
given by
τ constraint,i =
X
k∈Ac
X
j∈Ck
−W>ki
¡
WkM−1η,ijRijW
>
k
¢−1 ×³
WkiMη,ij (τ η,ij − nij) + kd
.
Ck + kpCk
´
where the subscript ij represents an block-diagonal matrix Aij with blocks Ai and
Aj, or an augmented column vector aij := [a>i , α>j ]> and is essentially information
82 Multi-Body Interpretation of Formation Control
about i and its neighbor j. When we add the stabilizing terms, we consider a
stabilized version of (4.12)
..
C = −Kd
.
C (η)−KpC (η) (4.14)
which ensures that C (η) and
.
C (η) converge to zero:
We rewrite (4.14) using
φ1 (t) = C (η (t)) , φ2 (t) =
.
C (η (t)) , φ =
∙
φ1
φ2
¸
such that
∙
φ˙1
φ˙2
¸
=
∙
0 I
−Kp −Kd
¸ ∙
φ1
φ2
¸
or φ˙ = Aφ, A ∈ R2p×2p (4.15)
By appropriate choice of Kp and Kd, A is Hurwitz. Then, by choosing a design
matrix Q = Q> > 0, we find a P = P> > 0 such that
PA+A>P = −Q.
Hence
V (φ) = φ>Pφ > 0, ∀φ 6= 0 (4.16)
V˙ (φ) = −φ>Qφ < 0, ∀φ 6= 0 (4.17)
and the setMc is by Theorem A.1 a GES set of equilibrium points of the system
Mη (η) η¨ + n (ν, η, η˙) = −R (ψ)W (η)> λ
C (η) = 0 (4.18)
under Property 4.1 and Assumption 4.1.
By applying feedback from the constraints we have converted (4.12) to (4.14)
and the formation is stabilized when the initial values do not fulfill the constraint
function.
Remark 4.1 Consider the case in the motivating example in Section 4.1 and set
Kp = β2 and Kd = 2α, such that
..
C + 2α
.
C + β2C = 0, α, β > 0. In the numeri-
cal scientific community this is referred to as the Baumgarte (1972) stabilization
technique—used for stabilization of numerical simulations of multi-body and con-
strained systems and DAEs.
There exists a wide number of numerical methods that stabilizes DAEs, see
e.g. Petzold, Ren & Maly (1997) and references therein. Applying feedback, such
as in (4.14), is intuitive and familiar from a control point of view, which serves as
a motivation for this approach. The same method for stabilization has also been
applied in Lee, Bhatt & Krovi (2005).
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4.3.1 Constraint Functions for Control Purposes
So far the topic of this chapter has been systems with constraints in general without
addressing how the constraint functions arise. In the control literature, a major re-
search area has been constrained robot manipulators with physical contact between
the end eﬀector and a constraint surface. This occurs in many tasks, including
scribing, writing, grinding, and others as described in Krishnan & McClamroch
(1994), McClamroch & Wang (1988) and references therein. These constraints are
inherently in the system as they are all based on how the model or the environ-
ment constrains the dynamics. Some of the diﬃculties related to simulations of
constrained systems and ways to solve them are presented in Yun & Sarkar (1998).
However, if a control objective is defined as a constraint function and if these
constraints are imposed on the system, feedback is used for stabilization of the
constraint functions as shown in the previous section. In this way, the control law
forces the system to behave according to the constraint function. As an example,
consider stabilization of a point mass to a desired location:
Example 4.2 (Point stabilization) Consider a single point mass subject to the
constraint
C (η) = η = 0, η ∈ R
but not exposed to any external forces, i.e. τ = 0,
mη¨ = −W (η)λ
where W (η) = 1, m = 1, and λ is given as in (4.13):
λ = 2αη˙ + β2η, α, β ∈ R.
The constraint manifold is now the origin, i.e. Mc = (0, 0), the dynamics is
η¨ = −2αη˙ − β2η
and the origin is GES for α, β > 0. Given an initial condition (η (0) , η˙ (0)) 6∈
Mc, the trajectory η (t) converges exponentially fast to the origin. In this case,
the constraint function corresponds to a proportional-derivative (PD) controller.
This approach for control design, and its combination with formation constraints,
is explained further below.
4.3.2 Kinematic Singularities - Rank Deficient Jacobian
To avoid a Jacobian with less than full rank, which again leads to singularities
in (4.13), Assumption 4.1 yields no redundant constraints to be imposed on the
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system. Thus, no singular positions are encountered. However, for situations
with redundant constraints, singularities have to be avoided. The problem of
kinematic singularities has been intensively studied in robotics, and one strategy
is the damped least-squares (DLS) technique reported in Maciejewski & Klein
(1988) and Chiaverini, Sicilliano & Egeland (1994). The method corresponds to
instead of solving (4.13) as
λ = A−11 b,
where A1 (η) =W (η)M−1η (η)R (ψ)W (η)
> and b is the right-hand side of (4.13),
the equation is rewritten as
A2 (η)W (η)
> λ = b
which is solved by premultiplying with A2 (η) and introducing an additional term³
A2 (η)
>A2 (η) + γI
´
W (η)> λ = A2 (η)
> b (4.19)
where γ ≥ 0 is the damping factor. When γ = 0 the solution of (4.19) corresponds
to the solution of (4.13). The damping factor must be selected carefully: small val-
ues give accurate solutions but decreased robustness to singularities. The solution
of (4.19) is
W (η)> λ =
³
A2 (η)
>A2 (η) + γI
´−1
A2 (η)
> b.
The DLS technique permits a wider combination of constraint functions, which
could cause singularities in the solution otherwise, and allows a set of redundant
constraint functions to be used. Consequently, the DLS method relaxes the as-
sumption on the Jacobian.
4.3.3 Diﬀerent Types of Constraints
To explain how formation control is achieved, this section considers examples of
imposed constraints that coordinate group members and control certain aspects
of group behavior. Diﬀerent formation configurations are useful during changing
operations, such as collision avoidance, sea-bed scanning, etc. To keep the notation
compact, ηi and η˙i are used for position and velocity of vehicle i, and collected
into vector notation as η = [η>1 , . . . , η>n ]> and η˙ = [η˙
>
1 , . . . , η˙
>
n ]
>. An illustration
of diﬀerent types of constraint functions is shown in Figure 4.3.
Distance Between Members To keep a fixed distance between members of the
formation, functions arising from mathematical norms are applied. To maintain a
relative distance rij between group members i and j, let the function be defined
by
Crd (η) =
¡
ηi − ηj
¢> ¡ηi − ηj¢− r2ij = 0, rij ∈ R. (4.20)
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Figure 4.3: Diﬀerent constraint functions acting between vessels determine collec-
tive motion. Two types of constraints functions are illustrated: Crd (—) and Cfd (-
-).
This was used in Example 4.1. If the control objective implies a stricter formation,
with fixed oﬀsets in the direction of each coordinate axis, consider the alternative
distance function
Cfd (η) = ηi − ηj − oij = 0, oij ∈ Rm (4.21)
where oij describes the oﬀset between members i and j.
The formation has a time-varying configuration when the relative distance or
the oﬀset is dependent on time t. Furthermore, a combination of distance con-
straint functions defines the entire formation structure. For example, two vehicles
with one Crd-function is a line-formation, three vehicles with two Crd-functions form
a triangle, and so on. By using Cfd-functions, constraints can also be imposed on
the orientation, and the desired oﬀset between two members can be limited to a
certain coordinate axis. The last approach is applicable for a formation of AUVs
moving in the horizontal plane. The resulting constraint forces between two point
masses are shown in Figure 4.4.
Position Constraints As shown in Example 4.2, constraint functions must not
necessarily be imposed between independent bodies. A vehicle i is constrained to
a single stationary point ηd ∈ Rm with the following function
Cp (ηi) = ηi − ηd = 0. (4.22)
This approach is extended by considering a time-dependent point
Ctt (ηi, t) = ηi − ηd (t) = 0 (4.23)
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Figure 4.4: The resulting constraint forces between two point masses as a function
of their relative distance. Position relative constraint function (—) as in (4.20) and
position oﬀset constraint functions (- -) as in (4.21).
where ηd (t) now represents a path parameterized by time and at least three times
diﬀerentiable with respect to time. This has now evolved into a trajectory-tracking
problem for vehicle i. The addition of the time variable in the constraint function
leads to a diﬀerent expression for constraint velocity and acceleration, but the pro-
cedure to find the Lagrange multiplier is straightforward. Note that the expression
for the constraint forces remain the same in this case, i.e., τ constraint = −W>λ.
Combined Constraints The position constraint is easy to combine with other
constraints: LetW>rdλrd andW
>
p λp be forces that arise from Crd and Cp. Then, the
combination
W>λ =
£
W>rd W
>
p
¤ ∙ λrd
λp
¸
gives constraint forces that regulate the formation in accordance to both (4.20)
and (4.22). The intersection of these functions forms the constraint manifold and
defines the overall control objective for the group of vessels—see Figure 4.5.
Constraint functions with priority are used in Stilwell, Bishop & Sylvester
(2005) where techniques for overactuated robot manipulators have been applied
for platoon control. The approach has been extended by Antonelli & Chiaverini
(2004) using the inverse kinematic model. The suggested approach in this chapter
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Figure 4.5: Statespace and the constraint manifold: intersection of three con-
straints C1, C2, and C3.
can be implemented in the same manner.
Formation Average Position A constraint function that expresses the mean
value of all vehicles compared to a desired position for the formation’s location is
given by Stilwell & Bishop (2002), Antonelli & Chiaverini (2004):
Ca (η, t) =
(
1
n
nX
i=1
ηi
)
− ηd (t) = η¯ − ηd (t) = 0. (4.24)
where η¯ is the average position. The time-dependent variable ηd is simply a refer-
ence trajectory for the desired location of the formation, and resembles a virtual
leader that has been used earlier in the literature to steer the formation in the
desired direction, e.g. in Leonard & Fiorelli (2001). This function is of higher
interest when it is combined with the next:
Formation Variance As an alternative to control a formation as a rigid struc-
ture, the variance of the formation together with the average position can regulate
the spreading of the vehicles around that position. The constraint function is given
by
Cv (η) = 1n
nX
i=1
(ηi − η¯)2 − σ2d = 0 (4.25)
where σ2d is the desired variance around the average position η¯. However, con-
trolling the formation variance does not guarantee that all vehicles stay apart nor
within a bounded area of the average position, and may lead to unsafe motion.
The average position η¯ and variance σ2d are global variables that must be calcu-
lated by a supervisor and communicated to all formation members. Hence, these
constraint functions lead to a centralized implementation.
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Figure 4.6: Examples of redundant auxiliary constraints. Consider the position
oﬀset constraints (4.21) on the left: when two constraints are given, the third is
simply a linear combination of those. For the position relative constraints (4.20)
on the right two of the constraints are either contradictory or redundant. In both
cases, the Jacobian W has less than full row rank.
Inequalities Inequality constraint functions on the form c (q) ≥ 0 are treated
within the presented framework with e.g. the logarithmic barrier function—Nocedal
& Wright (1999)
Cie (q) = −
X
i
log ci (q) = 0 (4.26)
where ci is the ith function in c (q). This type of function is used when the control
objective is to keep the the formation assembled with a bound (upper and/or
lower) on the inter-vessel distance instead of a fixed distance. A marine example
is to keep a ship close, but not too close, to a rig.
Formation Topology The full row-rank assumption for the Jacobian W limits
the number of constraint functions that are imposed on the formation. In addition,
each imposed function reduces the degrees of freedom of the formation; the total
number of constraints must thus not exceed the total degree of freedom.
The full-row rank condition ofW implies that the given constraint functions can
neither be contradictory nor redundant. Suppose the formation has n members,
each with an m DOF system. For constraints on the form (4.21), this means that
there must be p < n such constraints for W to have full row rank since a new
constraint would be a linear combination of the previous. An example of a feasible
formation topology is a line. A formation can be subject to p ≤ m (n− 1) position
relative constraints as long as they neither contradict the existing constraints nor
is a linear combination of other constraints. Illustrations of constraint functions
that lead to singularities are shown in Figure 4.6.
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4.4 Extensions to Other Control Schemes
Coordinated control laws for several independent models in an unknown envi-
ronment pose challenges to the designer. When the designer has some a priori
knowledge of the environmental eﬀects, they can be incorporated into the control
law design.
Assume that the constraints are of the form (4.20) or (4.21) and satisfy the
conditions in Section 4.3.3. Equation (4.12) is basically a double integrator which
can be put into an upper-triangular form. Indeed, with
..
C = u, φ1 (t) := C (η (t))
and φ2 (t) :=
.
C (η (t)) we obtain
φ˙1 = φ2 (4.27a)
φ˙2 = u. (4.27b)
The constraint stabilization problem is then to design a controller u that renders
(φ1, φ2) = (0, 0) stable.
The structure of (4.27) allows us to take advantage of existing control designs.
For example, with a quadratic cost function, the controller can be designed us-
ing LQR-techniques. In the presence of unknown model parameters, an adaptive
control scheme can be used. The system (4.27) has an upper triangular struc-
ture and falls into the class of feedforward systems. This class of systems has
been thoroughly investigated and is frequently used as a basis for systematic and
constructive control design as it encompasses a large group of systems. If distur-
bances or unknown model parameters appear as nonlinearities we consider designs
for uncertain systems and adaptive control, for example, in Krsti´c et al. (1995).
Consider the formation of r vessels perturbed by unknown bounded distur-
bances δ (t)
Mη (η) η¨ + n (ν, η, η˙) = R (ψ) τ constraint +W ∗d δ (t) (4.28)
where W ∗d is a smooth, possibly nonlinear, function. The method in Section 4.3
transforms (4.28) to the form of (4.27)
φ˙1 = φ2 (4.29a)
φ˙2 = u+Wd (φ1, φ2) δ (t) (4.29b)
where Wd = WM−1η W ∗d . The goal is to render the closed-loop system Input-to-
State Stable from the disturbances with respect to the origin of the closed-loop
system (4.29). This is achieved by applying a design procedure from Krsti´c et al.
(1995):
Control Design: We define the error variable as
z (t) = φ2 − α (4.30)
90 Multi-Body Interpretation of Formation Control
where α is a stabilizing function to be specified later. The time derivative of φ1 is
φ˙1 = φ2 = z + α
We choose Hurwitz design matrices Ai, i = 1, 2, such that Pi = P>i > 0 is the
solution of PiAi+A>i Pi = −Qi where Qi = Q>i > 0. Let the first control Lyapunov
function be
V1 (φ1, t) = φ
>
1 P1φ1
The time derivative V˙1 becomes, with the choice α = A1φ1,
V˙1 = −φ>1 Q1φ1 + 2φ>1 P1z.
Diﬀerentiating (4.30) with respect to time gives
z˙ = φ˙2 − α˙ = u+Wd (φ1, φ2) δ (t)−A1φ2.
We define the second control Lyapunov function
V2 (φ, t) = V1 + z>P2z
with the following time derivative
V˙2 = −φ>1 Q1φ1 + 2z>P2
¡
u+ P−12 P1φ1 +Wdδ −A1φ2
¢
and the control law is chosen as
u (φ, t) = A2z − P−12 P1φ1 +A1φ2 + α0 (4.31)
where α0 is a damping term to be determined. Young’s inequality yields
2z>P2Wdδ ≤ 2κz>P2WdW>d P2z +
1
2κ
δ>δ, κ > 0
and we obtain
V˙2 ≤ −φ>1 Q1φ1 − z>Q2z +
1
2κ
δ>δ + 2z>P2
¡
α0 + κWdW>d P2z
¢
.
The choice α0 = −κWdW>d P2z yields
V˙2 ≤ −φ>1 Q1φ1 − z>Q2z +
1
2κ
δ>δ
≤ −qmin |y|2 + 1
2κ
|δ|2 < 0, ∀ |y| >
r
1
2κqmin
|δ|
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where qmin = min (λmin (Q1) , λmin (Q2)) and y := [φ>1 , z>]>. Hence, the control law
(4.31) renders the closed-loop system ISS from δ (t) to y.
In φ-coordinates the control law (4.31) is written as
u = −Kpφ1 −Kdφ2 − κWdW>d P2 (φ2 −A1φ1)
where Kd = − (A1 +A2) and Kp = A2A1 − P−12 P1 so the robust backstepping
design encompasses the Baumgarte stabilization technique—see Remark 4.1.
Hence, by exploiting existing design methodologies the proposed formation
scheme looses the exact convergence but is rendered robust against unknown dis-
turbances. The control scheme can also be extended to include parameter adap-
tation and find constant unknown biases:
Example 4.3 Let ϕ ∈ Rx be a vector of constant unknown parameters
Mη (η) η¨ + n (ν, η, η˙) = R (ψ) τ constraint +W ∗aϕ
where W ∗a is a smooth function. Recall that the Lagrangian multiplier λ is still as
in (4.13). The transformed model becomes
φ˙1 = φ2 (4.32)
φ˙2 = u+Wa (φ1, φ2)ϕ (4.33)
whereWa is smooth. By adopting an adaptive control design procedure from Krsti´c
et al. (1995) or Ioannou & Sun (1996) we find a control law that renders the
equilibrium points C =
.
C = 0 and ϕ˜ = ϕ − ϕˆ uniformly globally convergent and
guarantees that C,
.
C, ϕ˜→ 0 in the limit as t→∞.
4.5 Discussion
The motivation for using constraint functions to achieve formation control lies
in the possibility to relate them with constraints in analytical mechanics which
have been well-known for a long time. Hence, we want to provide an intuitive
understanding of formation control. Furthermore, and contrary to Lee et al. (2005)
where the analytical mechanics paradigm is also used as a starting point, the same
methods that are necessary to numerically stabilize the constraints in simulations
are used to stabilize a constraint manifold.
The design above, where constraint functions formulated as control objectives
are put into vector form, gives control laws that regulate the entire formation.
Combined with control laws for single vehicles in the formation, the design ends up
with a closed-loop system that behaves according to the given constraint functions.
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Moreover, stability and convergence to the constraint manifold is guaranteed by the
feedback from the constraint. Hence, a control scheme which incorporates several
diﬀerent formation behaviors with other control laws and guarantees stability has
been achieved.
4.5.1 Communication Requirements
In the same setting as Section 4.3.3, consider a formation with a ring-structure
where the set Ac = {i, i+ 1} for i = 2, . . . , n− 1, that is, the position of vehicle i
appears in constraint functions, as in (4.20),
C =
⎡
⎢⎢⎢⎢⎢⎢⎣
...¡
ηi−1 − ηi
¢> ¡ηi−1 − ηi¢− r2¡
ηi − ηi+1
¢> ¡ηi − ηi+1¢− r2
...
(ηn − η1)> (ηn − η1)− r2
⎤
⎥⎥⎥⎥⎥⎥⎦
.
The Lagrangian multiplier for constraint i, λi, depends only on vehicle i and i+1,
similarly: λi−1 depends on vehicle i − 1 and i. According to (4.9), it follows that
the control law for vehicle i only depends on its own and its neighbors information.
Hence, there is no explicit leader or any exogenous system in this design and
the controllers are implemented in a decentralized framework. For marine surface
vessels the physical link for communication channels is radio frequency.
4.5.2 Extensions
Underactuated Ships
A common thruster configuration for marine surface vessels is rudder and pro-
pellers. In this configuration the control vector’s dimension is less than the degrees
of freedom. The vessel is thus underactuated and the lateral position cannot be
directly controlled. For an underactuated vessel the method in Section 4.3 cannot
be immediately applied to control the vessel’s center of gravity. However, by con-
trolling a point along the vessel’s longitudinal axis, in the bow or ahead of the ship,
the lateral position is controlled indirectly by reducing the output space. The au-
thors of Fossen, Godhavn, Berge & Lindegaard (1998) stabilize an underactuated
ship by locating a body-fixed coordinate system in the bow or ahead of the ship.
A two wheeled mobile robot is controlled in the same manner in Lawton, Beard &
Young (2003). Rathinam & Murray (1998) consider Lagrangian systems underac-
tuated by one control, and characterize those systems that are configuration flat,
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Figure 4.7: Point mass and underactuated vessel.
i.e., equivalent to a fully actuated system, while Bullo, Leonard & Lewis (2000)
present a geometric framework for controllability analysis and motion control for
mechanical systems on Lie form. We proceed by showing by illustration how the
proposed formation control scheme is extended to underactuated vessels.
Consider a vessel and a point mass as in Figure 4.7 where l is the length between
the point mass and the vessel’s bow, subscript cg denotes the center of gravity,
subscript q denotes the point mass, xp is the length between bow and center of
gravity and η = [xcg, ycg, ψ]>. The distance between the bow and the mass point
satisfies
x2T + y
2
T = l
2
which is equal to the constraint
CT (xq, yq, η) = (xq − xcg + xp cos (ψ))2 + (yq − ycg + xp sin (ψ))2 − l2 = 0. (4.34)
With a forced motion for the point mass and constraint force FT , the vessel
follows according to (4.34). For a positive xp, the forces at the vessel’s center
of gravity are only longitudinal and angular around (xcg, ycg). Since no lateral
forces are used to control the ships motion, this corresponds to a surface vessel
actuated by rudders and propellers only. This is further extended to all vessels in
the formation.
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Dynamic Formation Configuration
By including feedback to the constraint functions the formation configuration
would be more dynamic and capable of adjusting to external inputs: if the desired
inter-vessel distance r change according to the environment, operating conditions,
etc., collision and obstacle avoidance can be included in the scheme.
4.6 Examples
4.6.1 Formation Control Schemes and Constraint Func-
tions
This goal of this section is to show that, under some assumptions, constraint
functions appear implicitly in some schemes for coordinated control of a group of
ships.
In the formation maneuvering design given in Skjetne, Moi & Fossen (2002) the
control objective is to make an error vector z go to zero — in particular, the design
establishes UGES of the set M = {(z, θ, t) : z = 0}. The error vector contains
information about both position and velocity, where the position error is defined
as z1i = ηi − ξi,for i = 1, 2, where η1i ∈ Rm is the position and ξi ∈ Rm is the
desired location for the ith member of the formation. We consider a formation with
two members where ξi = ξ + R (ψ (θ)) li, li ∈ R3 and we assume that R (ψ) = I.
This corresponds to a desired motion where the formation moves parallel to the
x-axis in the inertial frame. When the systems have reachedM, z = 0 and the
position errors are z1i = ηi − ξi = ηi − ξ − li = 0.
Combining z11 and z12, we get η1− ξ− l1 = η2− ξ− l2, or η1− η2− (l1− l2) =
η1− η2− r12 = 0. Similar with the velocity errors onM, z2i = η˙i−α1i, where α1i
is a virtual control law. For the two systems we get z2i = η˙i−A1i (ηi − ξ − li) = 0,
where η˙i is the velocity and A1i is a control design matrix. A combination of z21
and z22 gives, assuming that A11 = A12, η˙1 − η˙2 = A11 (z11 − z12) = 0. Hence, on
M, the error variable gives constraints on the form
C (x) = η1 − η2 − r12 = 0
.
C (x) = η˙1 − η˙2 =Wη˙ = 0, W = [1 − 1]> .
With the above assumptions we see that in the formation assembling phase, the
setM corresponds toMc.
In Kyrkjebø & Pettersen (2003) the authors use synchronization techniques to
develop a control law for rendezvous control of ships. In a case study with two
ships the control objective is to control the supply ship to a position relative to
the main ship. The desired configuration is reached when the errors e = ηS − ηM
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and e˙ = η˙S − η˙M are zero, where the subscripts S and M stands for supply- and
main ship, respectively. Both error functions fit into the framework for constraints
in Section 4.2.
For a replenishment operation, we define the constraint to depend on the lateral
position coordinate only. Then, the supply vessel converge to a position parallel to
the course of the main ship, and this position is maintained during forward speed
for replenishment purposes.
4.6.2 Case Study: Assembling of Marine Craft
We consider a formation of three vessels where the control objective is to assemble
the craft into a predefined configuration, e.g., in order to be in position to tow a
barge or another object. We assume there are no external forces or control laws
acting on the formation, i.e. τ = 0, and the purpose is to show that imposing
constraint functions assemble the individual vessels into a formation.
Consider the constraint function
C1 (η) =
⎡
⎣
(x1 − x2)2 + (y1 − y2)2 − r212
(x2 − x3)2 + (y2 − y3)2 − r223
(x3 − x1)2 + (y3 − y1)2 − r231
⎤
⎦ = 0 (4.35)
where xi, yi ∈ R is the position in the Earth-fixed reference frame and rij ∈ R is
the distance between vessel i and j. The constraint manifold is now equivalent to
the formation configuration, and by the previous sections we stabilize Mc using
feedback from the constraint functions. Hence, the proposed method provides
control laws for formation assembling. From the ship model and the constraint,
we have
Mηη¨ +Dηη˙ = −R (ψ)W (η)> λ
whereMη =Mη (η) = diag (Mη1,Mη2,Mη3),Dη = Dη (ν, η) = diag (Dη1,Dη2,Dη3),
η =
£
η>1 , η>2 , η>3
¤>
, and, so on. The Lagrangian multiplier is obtained from
WM−1η RW
>λ = −WM−1η Dηη˙ + W˙ (η) η˙ +Kd
.
C (q) +KpC (q) .
Equation (4.35) gives the configuration of the formation, but does not provide
any information about location. If the control objective is to assemble the forma-
tion and position one vessel in a desired location, we add a row to (4.35), such
that
C2 (η) =
⎡
⎢⎢⎣
(x1 − x2)2 + (y1 − y2)2 − r212
(x2 − x3)2 + (y2 − y3)2 − r223
(x3 − x1)2 + (y3 − y1)2 − r231
η1 − ηdes
⎤
⎥⎥⎦ = 0 (4.36)
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Figure 4.8: Time response of formation constraints during assembling. C1i corre-
sponds to the i’th row in C1.
where ηdes ∈ R3 is a fixed desired position and orientation for the first vessel. The
closed-loop equations have the same structure as before, except that C1 is replaced
with C2. The last addition in the constraint function is equal to a PD-controller
for the first vessel, so (4.36) leads to a combination of a formation controller and a
PD-type-controller for dynamic positioning of ships. Several control laws are thus
handled in one step using the constraint approach.
The control parameters chosen to stabilize the formation constraints C1 and C2
are (I = I3×3) Kp = 0.8I, Kd = 0.8I, the formation is defined by r12 = 3, r23 = 3,
r31 = 3, and the desired position for the first vessel is ηdes = [10, 5, 0]
>. The vessels
start in η10 = [8, 8, 0]
>, η20 = [−2, 2, 0]>, and η30 = [−2,−2, 0]> — all with zero
initial velocity.
Figure 4.8 shows the time-plot of the constraint function C1 and its time-
derivative W1 (η) η˙. The constraints and velocity terms converge to zero, and
the constraint manifold is reached. The vessels have converged to the nearest po-
sitions where the constraints are fulfilled, and the formation is assembled in the
desired configuration, as seen in Figure 4.9.
Figure 4.10 shows the position of the three vessels with the same initial condi-
tions as before but subject to the constraint C2. The vessels assemble according
to the constraints, but this time vessel 1 is positioned at the desired position ηdes.
This forces the two other vessels to move to a diﬀerent position compared to the
first case in order to satisfy the constraint. The additional constraint slows down
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Figure 4.9: Position response of vessels during assembling.
−2 0 2 4 6 8 10 12 14
−4
−2
0
2
4
6
8
10
x [m]
y 
[m
]
Figure 4.10: Position response of vessels subject to formation constraints when
vessel 1 is to be positioned at ηdes.
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convergence to the constraint manifold since vessel 1 has to be positioned at ηdes
and this forces the other vessels to move accordingly.
4.6.3 Case Study: Trajectory Tracking and Formation Con-
trol
We investigate a formation of three vessels where one vessel tracks a desired path
while the others follow according to the formation constraint function. All vessels
are subject to unknown environmental perturbations, measurement noise and the
communication channels are aﬀected by time delays.
We use a time-varying constraint function to allow a time-varying configuration.
Consider the following functions
Cfc (η, t) =
⎡
⎣
(x1 − x2)2 + (y1 − y2)2 − r212
(x2 − x3)2 + (y2 − y3)2 − r223 (t)
(x3 − x1)2 + (y3 − y1)2 − r231
⎤
⎦ , Ctt (η, t) = η˜ := η1 − ηd (t)
where r23 (t) and ηd (t) are three times diﬀerentiable. The first functions are on the
constraint function form (5.10), while the last is a constraint function that yields
a control law for trajectory tracking. Since the two functions are not conflicting
we collect them into the following constraint function
C (η, t) =
∙
Cfc (η, t)
Ctt (η, t)
¸
= 0. (4.37)
Together with the ship model (4.28), where Wd =WM−1η R (ψ), the backstepping
design in Section 4.4 yields robust control laws for formation control and trajectory
tracking with φ = C and
V (φ, t) = φ>Pφ P = P> > 0.
The closed-loop equations of motion for the three vessels are
Mη (η) η¨ + n (ν, η, η˙) = −R (ψ)W>fcλfc − τ tt +R (ψ) δ (t)
where the formation control laws are given as
R (ψ)W>fcλfc =
¡
WfcM−1η W
>
fc
¢
(−Wfcn+W˙ η˙+KpCfc+Kd
.
Cfc+Pfc2
³ .
Cfc −Afc1Cfc
´
where Kp, Kd ∈ R3×3 are positive definite. The trajectory tracking control law
is τ tt = [R (ψ1)λtt, 0, 0]> where R (ψ1)λtt is the control law for the first vessel to
track the desired path ηd:
R (ψ1)λtt = −n1 (ν1, η1, η˙1)−Mη1(η¨d − ktpη˜ − ktd ˙˜η − Ptt2
¡
˙˜η −Attη˜
¢
)
where ktp, ktd ∈ R3×3 are positive definite.
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Linearized Analysis of Robustness to Time-delays
We know that the delay robustness for a single-input-single-output linear system
is given by
Tmax =
PM
ωgc
(4.38)
where Tmax is the maximum delay in the feedback loop that does not destabilize
the system, PM is the phase margin, and ωgc is the gain crossover frequency.
Thus, increasing the phase margin and/or decreasing the bandwidth improves
delay robustness. We linearize by assuming small variations in the constraint
functions and heading angle. The loop-gain of the linearized system (about the
heading angle ψ ≈ 0) from the disturbance δ to the constraint Cfc1 is
Gcδ (s) =
κ/2
s2 + kds+ kp
(4.39)
where kp and kd are the (1, 1)-elements of Kp and Kd, respectively.
Using tools from linear systems theory we adjust the gains to maximize the
delay that does not destabilize the system. This has to be done in a trade-oﬀ
relation with other performance properties. A critically damped system is desired
since it implies no overshoot, and is achieved for kd = 2
p
kp. The linearized
analysis is no guarantee for formation stability in the presence of delays, but it
gives an indication.
Simulation Results
The desired path for vessel 1 is
ηd (t) =
⎡
⎣
xd (t)
yd (t)
ψd (t)
⎤
⎦ =
⎡
⎢⎣
t
A sinωt
atan2
³
y˙d
x˙d
´
⎤
⎥⎦
where A = 200 and ω = 0.005, and the unknown environmental disturbances are
δi (t) =
⎡
⎣
103 + 2 · 103 sin (0.1t)
2 · 103 sin (0.1t)
2 · 103 sin (0.1t)
⎤
⎦+white noise (4.40)
acting the same on all vessels.
The unknown environmental disturbances are seen to be slowly-varying while
the first-order wave-induced forces (oscillatory wave motion) are assumed to be
filtered out of the measurements by using a wave filter. This is a good assump-
tion since a ship control system is only supposed to counteract the slowly-varying
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Figure 4.11: Position response of vessels during simulation. Vessel 1 follows the
desired (dashed) path, and the desired configuration changes from a triangular
shape to a line about halfway through the simulation.
motion components of the environmental disturbances to reduce wear and tear of
actuators and propulsion system.
The desired formation configuration is given by r12 = 70, r31 = 70, and r23
is initially 65 and changes smoothly to 130 at about 1000s . The control gains
are ktp = 4I, ktd = 2I, Kp = diag (kpi), kpi = 3.24, Kd = diag (kdi), kdi = 6
and κ = 20. The initial values are η1 (0) =
£
0, 0, π
2
¤>
, η2 (0) =
£
−45, 25, π
2
¤>
,
η3 (0) =
£
−40,−10, π
2
¤>
and ν1 (0) = ν2 (0) = ν3 (0) = 0.
Figure 4.11 shows the resulting position trajectories and five snapshots of the
vessels during the simulation: the vessels assemble into the desired configuration
and vessel 1 tracks the desired path. The position tracking and formation con-
straints errors due to the disturbances (4.40) were attenuated to less than 1m, and
5m, respectively. The time-varying configuration is seen in the third and fourth
snapshot as the formation changes from a triangle to a line.
For the linearized relation (4.39) the values give a bandwidth of 0.59 rad/ s
and a phase margin of 85◦. This corresponds to a maximum time delay of 2.5 s.
In the simulation all communication channels are aﬀected by 2.5 s time delays,
and simulations show that delays larger than 3 s cause instabilities in the closed-
loop system. Thus, the transfer function provides a good estimate of robustness
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towards time delays.
4.7 Concluding Remarks
We have shown how individual ships are controlled as a formation by designing
constraint functions that force the vessels to assemble and remain in a desired
configuration. The distance and orientation between independent vehicles are
maintained by forces which arise due to the imposed constraints.
The constraint forces, which can be interpreted as control laws, are derived
in an analytical setting using Lagrangian multipliers. Further, feedback from the
constraints is used to render the system robust again initial position errors during
formation assembling, and is extended to counteract external disturbances and
measurement noise by adding further damping gains. The resulting formation
constraint forces are non-zero only when the constraints are violated — when a
constraint is fulfilled, the corresponding multiplier and constraint force is zero.
Furthermore, the same approach has been applied with no major modification to
control purposes. In particular, we have proposed control laws which maintain the
formation structure and the approach is also used to combine control laws in order
to simultaneously achieve desired behavior and maintain formation configuration.
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Chapter 5
Combined Position and
Formation Control
In this chapter, we consider formation control of marine surface vessels and inves-tigate robustness to both environmental disturbances and noisy communication
channels where time-delays may arise. The formation configuration is described
with the framework of Chapter 4 using inter-vessel functions constraining a vessel’s
behavior with respect to its neighbors. Stability and convergence of the inter-vessel
constraint functions imply that vessels assemble into the formation configuration.
From the marine vessel model the forces acting on the rigid body are super-
imposed (see Appendix B for details)
MRBν˙ + CRB (ν) ν = −MAν˙ − CA (ν) ν −D (ν) ν − g (η)| {z }
τH
+τ + τ env
where τ consists of generalized control forces and moments. This chapter studies
a group of vessels in two cases:
• We firstly consider control laws for maintaining a given formation configura-
tion in the presence of environmental loads and communication disturbances,
that is, τ = τ formation.
• Secondly, we extend this scheme in pursuit of a modularity approach where
one or more of the vessels are individually controlled by a position control
law for point stabilization, trajectory tracking or path following, e.g., τ =
τ formation + τposition.
Finally, we study this scheme’s robustness to time-delays. Stability of the
suggested modules enables the control designer to address motion control laws
and formation maintenance separately instead of incorporating a motion control
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law in the formation control framework as in Chapter 4. Thus, the literature on
motion control for single vessels, see for example Fossen (2002) and Perez (2005),
is utilized in a formation setting.
Even though the individual position controllers in closed-loop with the vessels
and the formation control laws are stable with respect to their origins, an inter-
connection may not be stable unless it satisfies additional properties. Examples
of such properties are given in e.g. Panteley & Loría (1998, 2001). Motivated by
results on passivity design for coordinated control in Arcak (2006), and robustness
for network flow control in Fan & Arcak (2004), we show that the proposed scheme
can be modelled as a feedback interconnection of a block of vessels and position
control laws and a block that maintains the formation configuration is maintained.
Furthermore, we use a small-gain result from Jiang, Teel & Praly (1995) and Teel
(1996) to prove that the interconnection is ISS with respect to environmental and
inter-vessel disturbances. We finally consider a formation with time-delays and
use the ISS property and a loop-transform to prove uniform global asymptotic
stability of both position and formation configuration errors for suﬃciently small
delays.
5.1 Preliminaries
We consider a ship model in surge, sway, and yaw
η˙ = R (ψ) ν (5.1a)
Mν˙ +D (ν) ν + C (ν) ν = τ b (5.1b)
where η = [x, y, ψ]> is the Earth-fixed position vector, (x, y) is the position on the
ocean surface and ψ is the heading (yaw) angle, and ν = [u, v, r]> is the body-fixed
velocity vector. The model matrices M , C, and D denote system inertia, Coriolis
plus centrifugal and damping, respectively, and R = R (ψ) ∈ SO (3), kRk = 1 ∀ψ,
is the rotation matrix between the body and Earth coordinate frame.
Property 5.1 The damping matrix D(ν) is strictly positive, i.e., (1/2)x>(D(ν)+
D(ν)>)x > 0, ∀x 6= 0. It consists of a linear and a nonlinear part, i.e., D(ν) =
D +Dnonlin(ν) where D is a matrix of linear damping terms, and Dnonlin(ν) is a
matrix of nonlinear viscous damping terms, for instance quadratic drag.
We characterize the passivity properties of a vessel i. Consider the positive
definite, radially unbounded storage function
Vi = ν>i Miνi, Mi =M
>
i > 0 (5.2)
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with the following time-derivative
V˙i = −2ν>i (Di (vi) + Ci (νi)) νi + ν>i τ i ≤ −εi |νi|2 + ν>i τ i (5.3)
since Ci(νi) is skew-symmetric, Di(νi) is strictly positive and εi > 0. Thus, (5.2)
and (5.3) show that the vessel dynamics is passive from τ i to νi. For low-speed
applications, such as dynamic positioning, linear damping dominates such that the
damping matrix is constant and the Coriolis and centripetal matrix is close to zero
if currents are neglected. The dissipative property of ships is then equivalent to
consider the eigenvalues of −M−1D. If the resulting matrix is Hurwitz the ship is
course-stable.
For notational convenience we rewrite the vessel dynamics (5.1) in Earth-fixed
coordinates:
Mηi (ηi) η¨i +Ni (νi, ηi) η˙i = R (ψi) τ b,i = τ i (5.4)
where
Mηi (ηi) = R (ψi)MiR (ψi)
> (5.5)
Cηi (νi, ηi) = R (ψi)
h
Ci (νi)−MiR (ψi)> R˙ (ψi)
i
R (ψi)
> (5.6)
Dηi (νi, ηi) = R (ψi)Di (νi)R (ψi)
> (5.7)
N (νi, ηi) = Cηi (νi, ηi) +Dηi (νi, ηi) (5.8)
and it follows from Appendix B that
Mηi (ηi) = Mηi (ηi)
> > 0
s>
³
M˙ηi − 2Cηi
´
s = 0 ∀s ∈ R3
Dηi (νi, ηi) > 0.
5.2 Formation Modeling and Control of Marine
Surface Vessels
For the remaining part of this chapter, we consider a group of r marine surface
vessels
Σi :Mηiη¨i +Ni (νi, ηi) η˙i = R (ψi) τ i, i = 1, . . . , r (5.9)
where each vessel’s dynamics is as in (5.2) and (5.3)—depicted in Figure 5.1. We
apply the proposed formation control procedure from Chapter 4 and consider two
functions for formation purposes, the position-relative
Cr
¡
ηi, ηj
¢
= (xi − xj)2 + (yi − yj)2 − r2ij, rij ∈ R (5.10)
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Figure 5.1: Vessel input-output dynamics.
and the orientation-fixed
Cf
¡
ηi, ηj
¢
= ηi − ηj − oij, oij ∈ R3. (5.11)
The scalar rij (t) is the desired distance between vessel i and j while the col-
umn vector oij describes the oﬀset between ηi and ηj in each degree of freedom
(DOF). We say that two vessels are neighbors if they are connected by formation
constraint functions such as (5.10) or (5.11), in which case they can access each
others information.
Given a set of constraint functions as in (5.10) or (5.11). The desired formation
structure is then given by the formation constraint function
C = £C>1 , . . . , C>l ¤> = 0 (5.12)
dim C = p
subject to
Assumption 5.1 The constraints C1, . . . , Cl are neither redundant nor conflicting
and dim(C) < 3(r − 1).
It follows from this assumption that the Jacobian W (η) has full row-rank as
in Assumption 4.1. The analytical approach in Chapter 4 stabilizes the formation
structure with the constraint force τ ci acting on vessel i
τ ci =
X
k∈Ni
−W>k,iλk (5.13)
where Ni is the set of indices of C where ηi appears, Wk,i is the ith column of the
Jacobian of the constraint Ck, i.e., Wk,i = ∂Ck∂ηi , and λk is the Lagrangian multiplier
corresponding to Ck. The Lagrangian multiplier is found by combining
d2
dt2
Ck = 0
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with the vessel model (5.9) and solve for λk — see Ihle, Jouﬀroy & Fossen (2006a)
for details.
We write the system matrices on block-diagonal form
Mη := diag {Mη1, . . . ,Mηr} , N := diag {N1, . . . , Nr} ,
R := diag {R (ψ1) , . . . , R (ψr)} ,
and the vectors as concatenated vectors
η :=
£
η>1 , . . . , η
>
r
¤> , τ c := £τ>c1, . . . , τ>cr¤> ,
to obtain the closed-loop dynamics for the entire formation
Mηη¨ +Nη˙ = −RW>λ (5.14)
where
W =
∂C
∂η
, and λ = [λ1, . . . , λp]
> .
The formation members are now coupled together by the constraint forces. The
analytical expression for λ is obtained from
..
C and (5.14):¡
WM−1η RW
>¢λ = ³−WM−1η Nη˙ + W˙ η˙ +KpC +KdC˙´ , Kp,Kd > 0 (5.15)
where Kp,Kd > 0, and the two latter terms stabilize C = 0 and thus force the
formation to configure accordingly.
To obtain λ in (5.15) the term on the left-hand side must be invertible: The
transformed inertia matrix Mη is positive definite due to (5.2) and (5.5). Since
the Jacobian W has full row rank, it follows that the product WM−1η RW> is
nonsingular.
Combining (5.14) and (5.15) yields the constraint-stabilization system
..
C = −Kd
.
C −KpC, (5.16)
which has a stable origin, that is, the formation assembles in the desired configu-
ration:
Theorem 5.1 The constraint-stabilization system (5.16), or equivalently (5.14)
and (5.15) , has a GES origin (C,
.
C) = 0 under Assumption 5.1.
The proof follows from standard Lyapunov theory using
Vc (φ) = φ>Pφ, P = P> > 0. (5.17)
108 Combined Position and Formation Control
Furthermore, the velocity vectors are aligned, that is, ηi = ηj ∀i, j, i 6= j
when the entire formation is connected by constraint functions: The constraint
derivative ..
C =Wη˙ = 0
implies that η˙i − η˙j = 0. This is seen as follows: For both type of constraints
the Jacobian W has zero-sum columns, thus v = k[1, . . . , 1]>, k ∈ R, lies in the
null-space of W . Since W has full row rank it has a single nullspace vector, and v
is the only null-space vector. Thus, the velocities ηi and ηj are equal, η˙i = η˙j.
Before we proceed, we state the following lemma which is needed for the results
in the remainder of this chapter.
Lemma 5.1 The Jacobian W of (5.12) and its time-derivative W˙ have bounded
norms under the hypothesis of Theorem 5.1.
Proof: We know from matrix analysis that the matrix norm induced by the
euclidean vector norm is
kWk2 =
p
λmax (W>W )
When the formation configuration is given by (5.11), the Jacobian is constant so
the result is trivial. When the configuration is given by (5.10), the elements of
the Jacobian are either zero or a relative displacement, xi − xj or yi − yj. The
norm of W is bounded when these elements are bounded and stability of (5.12)
follows from (5.16) which implies that the displacements are bounded, and the
result follows. Similarly, boundedness of ||W˙ || follows from similar arguments as
each element of W˙ is bounded by Theorem 5.1. ¤
5.3 Robustness to Disturbances
A ship is aﬀected by unknown environmental loads due to wind, waves and cur-
rents. These loads are represented by a force field where
• a slowly varying mean force which attacks the ship in
• a slowly varying mean direction relative to the Earth-fixed frame.
The slowly varying terms include model uncertainties, second-order wave-induced
disturbances (wave drift), currents and mean wind forces. The first-order wave-
induced forces (oscillatory wave-induced motion) are assumed to be filtered out by
employing a wave filter— see Section 2.4.
The ship control system should only counteract the slowly-varying motion com-
ponents of the environmental to reduce wear and tear of actuators and propulsion
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system. In addition, there are no sensors to accurately measure the mean force
and direction of the environmental loads. This motivates the assumption that
the unknown mean environmental force and its direction are constant (or at least
slowly varying).
5.3.1 Robust Formation Control
We use the results in Section 5.2 to study system robustness with respect to distur-
bances. The closed-loop system is represented as in Figure 5.2 where the Σ-block
consists of vessels as in (5.9). We define the output of Σ as
e := η˙ =
£
η˙>1 , . . . , η˙
>
r
¤> .
Multiplying e with Wconstr transforms the variables into constraint functions. The
constraint functions are stabilized in Hstab where the output is as in (5.15), and
the block Σi represents the internal dynamics of vessel i. Stability of the feedback
interconnection implies that, as in Theorem 5.1, the formation assembles in the
desired configuration.
Figure 5.2: A formation of vessels, Σ-block, with stabilized inter-vessel constraints,
Hsync, with disturbances d1 and d2.
We assume that the disturbances act on the system as in Figure 5.2. Each
vessel in the formation is aﬀected by the environmental loads d1 while d2 act on
the stabilization of inter-vessel constraints and is interpreted as disturbances on the
inter-vessel communication links. Other disturbances can be represented by using
loop transformations. In Theorem 5.2 we first prove ISS of vessel dynamics in the
Σ-block and the inter-vessel constraint in theHstab-block separately. Furthermore,
we show that the forward path from λ to e has gain
g1 =
mM
mmεM
kWk (5.18)
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where M = maxi {εi} andmm (mM) is a lower (upper) bound for all mass matrices.
The feedback path from e to λ has gain
g2 = δwe (5.19)
where g2 is the gain from η˙ to λ in (5.15). Then, if the small-gain condition
g1g2 < 1 (5.20)
holds the interconnection is ISS with respect to d1 and d2.
Theorem 5.2 Consider the feedback interconnected system (5.14), (5.16) as de-
picted in Figure 5.2 where Σi is as given in (5.2) and (5.3). Suppose d1, d2 ∈ L∞
and Assumption 5.1 holds. Then, the Σ-block is ISS with respect to τ , and the
Hstab-block is ISS with respect to d2. Furthermore, if (5.20) holds the feedback-
interconnection is ISS with respect to the disturbances d1 and d2.
The proof is found in Appendix C.1
5.3.2 Robust Combined Control
As an extension to Theorem 5.2 we consider the case where one or more vessels in
Σ is in closed loop with individual control laws ui, e.g., for dynamic positioning or
path following. Disregarding the formation control laws, we assume that ui renders
equilibrium points of the closed-loop system ei = 0 (U)GES. ISS of the feedback
interconnection implies that the vessels behave according to the individual control
laws while maintaining the formation configuration in the presence of disturbances.
Assumption 5.2 Suppose (5.1) is in closed loop with a control law uship,i such
that equilibrium points ei = 0 are ISS with respect to τ i, that is, for Σi
Mηiη¨i +Dηi (νi, ηi) η˙i = R (ψi)
¡
uship_i + τ i
¢
, (5.21)
which we rewrite as
Σi : e˙i = Fi (ηi, t) ei + bi (ηi) τ i (5.22)
where Fi (ηi, t) ∈ Rn×n and bi (ηi) ∈ Rn depend on the control design and, we have
the ISS-Lyapunov function
Vship_i = e>i Piei. (5.23)
In particular, F (x) satisfies
PFi (ηi, t) + Fi (ηi, t)
> P ≤ −I (5.24)
5.3 Robustness to Disturbances 111
for some matrix P = P> > 0. The time-derivative of (5.23) is
V˙i (t, ei) ≤ −εi |ei|2 + ρi |ei| |τ i| (5.25)
where εi, ρi > 0. Furthermore, we assume that the individual control laws are not
conflicting. ¤
By Assumption 5.2 the closed-loop system
Mηiη¨i +Dηi (νi, ηi) η˙i = R (ψi) uship_i, (5.26)
or equivalently
Σi : e˙i = Fi (ηi, t) ei, (5.27)
has uniformly globally exponentially stable equilibrium points ei = 0. It further
follows that for (5.23) we have
pi,m |ei|2 ≤ Vship_i (t, ei) ≤ pi,M |ei|2 (5.28)
V˙ship_i (t, ei) ≤ −εi |ei|2 (5.29)¯¯¯¯
∂Vship_i
∂ei
¯¯¯¯
≤ pi,M |ei| . (5.30)
As mentioned in Loría (2001, Ch. 2.3.2), a feedback interconnected system can
be viewed as a cascade. If the two feedback interconnected systems Σ andHstab are
stable and, in addition, the closed-loop of vessel and controller is stable uniformly
in φ, we rewrite the system on a cascaded form. Thus, stability of the closed-loop
system is proved with stability tools from cascaded non-autonomous systems (e.g.,
Panteley & Loría (2001)). However, we remain in the feedback structure to exploit
a loop-transformation to consider time-delays.
The error vector e in Figure 5.2 consists now of equilibrium points ei for the
individually controlled vessels and velocities η˙i for the remaining vessels. Similar
to the proof of Theorem 5.2, we obtain a new gain from λ to e
g1c =
qM ρ¯
qmε¯
kWk (5.31)
where qm, qM are bounds for the Lyapunov function of Σ, ε¯ = maxi {εi} , ρ¯ =
maxi {ρi}, and prove that if the small-gain condition
g1cg2 < 1, (5.32)
holds, the interconnection is ISS with respect to disturbances d1 and d2.
Theorem 5.3 Consider the feedback interconnected system (5.14), (5.16) as de-
picted in Figure 5.2 where Σi is as given in (5.2) and (5.3), or as in (5.25)-(5.28),
for d1, d2 ∈ L∞. Then, if Assumptions 5.1 and 5.2 and the small-gain condition
(5.32) hold, the feedback interconnection is ISS with respect to d1 and d2.
The proof is found in Appendix C.2
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5.4 Robustness to Time-Delays
We next consider the case where the communication channels are aﬀected by time-
delays and analyze robustness of the feedback interconnection to such delays. Time
delays may arise as a result of unanticipated changes in the medium of communi-
cation or other events inside or outside the control system.
To simplify the derivations, we only consider delays between Σ and the con-
straint stabilization scheme, that is, delays occur as vessels exchange information
to calculate the constraint forces that maintain the formation configuration. We
model the delays, as in Figure 5.3, by multiplying the entries of Wconstr with e−sTij
where Tij is the delay from vessel i to vessel j. This section consider formations
where at least one of the vessels is subject to a position control law, but the analysis
is also applicable to a group of vessels without positioning control law—considered
in Section 5.3.1.
Figure 5.3: Formation control with time-delay.
We transform the delay robustness problem to the framework of the previous
section by adding and subtracting Wconstr to the forward path in Figure 5.3, and
represent it as in Figure 5.4. The outer loop is then the perturbation due to delay
and the inner is the same loop as we have studied in Section 5.3. Robustness with
respect to d2 has been studied in Section 5.3.2 and we use a small-gain condition
to establish stability of the feedback interconnection’s origin.
We have from Theorem 5.3 that the path from d2 to λ has gain
ginner =
2δkMp2Mp−1m
1− g1cg2
(5.33)
where gc1 and g2 are the gains for the combined control case in Section 5.3. In the
following theorem, we show that the path from λ to d2 has gain
gouter = Twe
p
2pr
µ
kFk 2
√
mM
mmεM
+ |b|
¶
kWk (5.34)
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Figure 5.4: Formation control with time-delay after loop-transform.
where T = maxi,j {Tij} and kFk , |b| = maxNi{kFik}, {|bi|} respectively. Uniform
global asymptotic stability of (e, φ) = 0 then follows from the small-gain condition
ginnergouter < 1. (5.35)
Theorem 5.4 Consider the interconnection in Figure 5.3 where Σi satisfy either
(5.2) and (5.3) or (5.25)-(5.28) and Hstab is as in (5.15)-(5.16). If the maximum
delay T is small enough such that (5.35) is satisfied, then the origin (e, φ) = 0 is
UGAS.
The proof is found in Appendix C.3.
5.5 Case Study: Rendezvous operation
To illustrate the theoretical results we consider a formation control law for a group
of vessels where one vessel is in closed-loop with a previously developed path
following controller from Chapter 2. We briefly review the closed-loop properties
for the controller and show that all assumptions of Theorem 5.3 are satisfied.
Consider a general system
x˙ = f (x, u) (5.36)
y = h (x)
where x ∈ Rn denotes the state vector, y ∈ Rm is the system output, and u ∈ Rn is
the control. To steer y to a prescribed path ξ(θ), and to assign a speed υ (t) to θ˙ on
this path, Skjetne (2005) studies subclasses of (5.36) and develops maneuvering
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design procedures based on feedback linearization and backstepping techniques.
The designs are based on the Lyapunov function
V (z, θ, t) = z>Pz, P = P> > 0 (5.37)
with time-derivative
V˙ (z, θ, t) ≤ −z>Uz, U = U> > 0 (5.38)
They lead to a closed-loop system of the form
z˙ = F (x) z − g (t, x, θ)ω
θ˙ = υ (θ, t)− ω (5.39)
where z is a set of new parameters that include the tracking error y− ξ (θ) and its
derivatives, and ω is a feedback term to be designed such that the desired speed
υ (θ, t) is recovered asymptotically; that is
ω → 0 as t→∞. (5.40)
F (x) ∈ Rn×n and g (t, x, θ) ∈ Rn depend on the control design. For the systems
considered in this paper, F (x) and g(t, x, θ) are uniformly upper bounded for
bounded path and speed derivatives and there are no finite escape times for (5.39).
It then follows from (5.37) and (5.38) that
Mc = {(z, θ, t) : z = 0}
is a UGES set of equilibrium points for (5.39). Assumption 5.2 is satisfied with
ε = λmin (U) and ρ = λmin (P ).
The case study considers fully actuated tugboats in three degrees of freedom
(DOF), surge, sway, and yaw. The numerical values for the vessels have been
developed using the results in Fossen (2005). The 3 DOF horizontal plane vessel
model is linearized for cruise speeds around u = 5 m/ s with nonlinear viscous
quadratic damping in surge. Furthermore, the surge mode is decoupled from the
sway and yaw mode due to port/starboard symmetry. The model is valid for
maneuvering at cruise speed 5m/ s and the model matrices are
Mi =
⎡
⎣
180.3 0 0
0 2.436 1.3095
0 1.3095 172.2
⎤
⎦× 106,
Di =
⎡
⎣
3.883× 10−9 0 0
0 0.2181 −3.434
0 3.706 26.54
⎤
⎦× 106
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Figure 5.5: Position snapshots of three surface vessels in a formation given by
(5.42) where Vessel 1 (shown in red) follows the desired path (5.41) (dashed line).
and Dn,i(νi) = diag {−2.393× 103 |ui| , 0, 0} for i = 1, 2, 3.
The goal for Vessel 1 is to follow the desired path, a circle with radius r = 500,
ξ (θ) =
⎡
⎣
xd (θ)
yd (θ)
ψd (θ)
⎤
⎦ =
⎡
⎢⎣
r cos
¡
θ
r
¢
r sin
¡
θ
r
¢
atan2
³
yθd(θ)
xθd(θ)
´
⎤
⎥⎦ (5.41)
while all vessels should remain in the formation configuration given by
C (η) =
⎡
⎣
(x1 − x2)2 + (y1 − y2)2 − r212
(x2 − x3)2 + (y2 − y3)2 − r223
(x3 − x1)2 + (y3 − y1)2 − r231
⎤
⎦ = 0 (5.42)
where r12 = 90, r23 = 60, r31 = 90. The formation is exposed to the following
disturbances
d1 =
⎡
⎣
105
0
0
⎤
⎦+
⎡
⎣
2 · 104
2 · 104
2 · 104
⎤
⎦ sin (0.05t) , d2 = 2 sin (0.1t) (5.43)
The control parameters in the maneuvering design are set as P = diag(0.6, 0.6,
0.6, 10, 10, 40) and U = diag(−0.6, −0.6, −0.6, −40, −40, −1600) while the
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Figure 5.6: Time-response of formation constraint functions.
formation constraint functions are stabilized withKp = I andKd = 2I. The initial
conditions for the vessels are η1 (0) = [498, 43.5, 0]
> , η2 (0) = [448,−40, π/2]>,
η3 (0) = [548, 48, 0, π/3] , η˙1 (0) = [1, 0, 0], η˙2,3 (0) = 0 and θ (0) = 0. The speed
assignment for Vessel 1, υs, is chosen corresponding to a desired surge speed of 2
m/s along the path.
It follows from (5.19) and (5.31) that the small-gain condition (5.32) is satisfied
and by Theorem 5.3 the formation with one path following controller is robust to
disturbances. The position response is shown in Figure 5.5 while the constraint
functions for the first 25 seconds are plotted in Figure 5.6. The plots verify that
as Vessel 1 follows the desired path ξ(θ) the vessels converge to and remain in the
desired formation configuration C (η) = 0.
5.6 Concluding Remarks
This chapter has considered control of a group of marine surface vessels subject
to both environmental disturbances and noise and time-delays in the communica-
tion channels. We have proved robustness to external disturbances and uniform
global asymptotic stability for suﬃciently small time-delays by employing an ISS
property.
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The vessels in the formation are either controlled by the formation scheme only,
or in addition, they are subject to a position control law. When one vessel is in
closed-loop with, e.g., trajectory tracking controller, the vessel tracks its desired
path while the rest of the group follows according to the formation configuration
given by a set of constraint functions. The combined control approach separates
the motion and formation control laws into two modules and enables the con-
trol designer to benefit from the available literature on motion control for marine
systems and apply it in a formation control setting. These results can be com-
pared to Chapter 3 where the path variables of several path following systems were
synchronized using a consensus scheme: However, the approach in this chapter en-
compass several motion control laws that satisfy Assumption 5.2 at the expense
of communicating more signals and more conservative stability estimates.
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Chapter 6
Final Remarks
This thesis has considered coordinated control of a group of marine vessels, andaddressed related topics such as robustness to environmental disturbances and
communication issues. The coordinated control problem was essensially solved by
coordinating the group of individually controlled vessels such that desired forma-
tion behavior emerged, and we investigated robustness properties of schemes for
coordinated control to extend the applicability of the proposed coordinated control
schemes.
By exploiting the properties of a path following control system, (themaneuver-
ing design controls a system along a predefined path with a dynamic assignment,
often a given speed), we synchronized a group of path-following systems with little
exchange of information. The position of each system was controlled by a path
variable that determined the position along a corresponding path, and when the
path variables had reached a consensus the group was in the desired configura-
tion. For maneuvering systems where only parts of the state vector are measured,
an output-feedback design using backstepping was proposed. The theoretical and
experimental results are given in Chapter 2.
The properties of coordinated path following systems were investigated further
in Chapter 3. The structural properties were exploited in a passivity approach
which enables the designer to choose from an extended selection of functions for
synchronization of path parameters and for fulfilling the dynamic task. These
functions can be designed to enhance performance and robustness properties. Two
designs, a feedback interconnected and a cascaded version, were considered in
the passivity approach: the feedback interconnected version rendered the group
more robust against failures in a single system while the cascaded version was
more robust with respect to inter-system failures such as signal dropouts etc.
The cascaded strucure inherited properties from an earlier design for consensus
systems, and rendered time-varying communication topologies feasible. Among
other, stability was preserved when vessels entered, or left, the formation and
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when signals were only communicated periodically. Both designs were extended
from a continuous-time design to a sampled-data design, where path variables
were communicated and updated in discrete-time and the path-following systems
were updated in continuous-time. To the author’s knowledge, similar results have
not appeared in the literature. Finally, bias estimation was included to provide
integral action to counteract environmental disturbances and model uncertainties.
A diﬀerent approach to coordinated control was taken in Chapter 4 which con-
sidered a scheme for formation control using a set of constraint functions that
relate group members to each other. Inspired by Lagrangian mechanics and stabi-
lization techniques the scheme was equally useful for modeling multi-body systems
as well as formation control. We have thus named this multi-body interpretation.
Satisfying certain criteria a set of functions determined the formation behavior.
Time-varying functions enabled shifting formation configurations. The approach
was also applicable to single-vessel control, e.g., set-point regulation or trajectory
tracking. A backstepping design was proposed to stabilize the formation in the
presence of a priori known disturbances.
A modularity design in Chapter 5 combined the formation control scheme from
Chapter 4 with a position control law for a single vessel, or with several individu-
ally controlled vessels. The group, controlled by the constraint functions, moved
according to the vessel(s) with a position control law. The design was a feedback
interconnection and robustness to both environmental and communication distur-
bances were investigated in the ISS framework. Using a loop transformation, the
ISS-framework enabled us to establish a bound on the maximum delay that did
not destabilize the formation.
Coordinated control is still a research field in rapid development. Future re-
search should facilitate implementation of theoretical results to be verified ex-
perimentally. An important step is to address these topics and mathematically
guarantee that a group of systems, subject to a wide range of practical challenges,
can cooperate to solve a problem that is out of reach for a single system. Some
interesting marine applications to consider in the future include coordinated trans-
portation (for example of a barge or an oil rig) and distributed sensor networks.
Fault tolerance should also be considered to improve robustness.
Appendix A
Mathematical Toolbox
This appendix contains important tools for proving stability of diﬀerential equa-tions, or systems as they usually are referred to in this thesis. Some useful
inequalities are also given. For completeness and convenience we repeat some of
the definitions already presented in Chapter 1. The material is collected from var-
ious sources, among other, Krsti´c et al. (1995), Isidori (1999), Khalil (2002), Teel
(2002) and Skjetne (2005). Other mathematical references used in this thesis are
Meyer (2000) and Wikipedia (2006b).
A.1 Lyapunov Stability
Consider the nonautonomous (time-varying) ordinary diﬀerential equation (ODE)
x˙ = f (t, x) (A.1)
where f : Rn × R≥0 → Rn is locally Lipschitz in x and piecewise continuous in t.
The ODE (A.1) is often referred to as a system. Locally Lipschitz implies that for
a fixed t and for each point x ∈ D ∈ Rn, there exists a neighborhood D0 ∈ D such
that
kf (t, x)− f (t, y)k ≤ L kx− yk , ∀x, y ∈ D0
where L is called the Lipschitz constant on D0. Let x (t, t0, x (t0)) denote the so-
lution of (A.1) at time t with initial time t0 and state x (t0) where 0 < t0 <∞. The
solution is defined on somemaximal interval of existence (−Tmin (x (t0)) , Tmax (x (t0))).
The system (A.1) is called forward complete if Tmax = ∞, backward complete if
Tmin =∞, and complete if it is both forward and backward complete.
In Lyapunov stability we usually refer to stability of equilibrium points:
Definition A.1 The point xe ∈ Rn is the equilibrium point for (A.1) if
f (t, xe) = 0, ∀t ≥ 0.
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The equilibrium point can always be shifted to the origin, so we often often
consider stability of x = 0. Scalar comparison functions are useful tools to define
stability:
Definition A.2 A function α : R≥0 → R≥0 is of class K if it is continuous,
strictly increasing and α (0) = 0. It is of class K∞ if it is of class K and in
addition lims→∞ α (s) =∞.
Definition A.3 A function β : R≥0×R≥0 → R≥0 is of class KL if, for each fixed
s, the function β (r, s) belongs to class K with respect to r and, for each fixed r,
the function β (r, s) is decreasing with respect to s and β (r, s)→ 0 as s→∞.
We use the comparison functions to define the stability properties of the origin
of (A.1), where, to ease the presentation, the solution is written as x (t):
Definition A.4 The equilibrium point x = 0 of (A.1) is
• uniformly stable, if there exists a class function α(·) and a positive constant
c, independent of t0, such that
|x (t)| ≤ α (|x (t0)|) , ∀t ≥ t0 ≥ 0 ∀x (t0) |x (t0) < c; (A.2)
• uniformly asymptotically stable, if there exists a class KL functionβ (·, ·)
and a positive constant c, independent of t0, such that
|x (t)| ≤ β (|x (t0)| , t− t0) , ∀t ≥ t0 ≥ 0 ∀x (t0) |x (t0) < c; (A.3)
• exponentially stable, if (A.3) is satisfied with β(r, s) = kre−γs, k, γ > 0;
• uniformly globally stable (UGS), if (A.2) is satisfied with α ∈ K∞ for any
initial state x (t0) ;
• uniformly globally attractive, if for each r, σ > 0 there exists T > 0 such
that
|x (t0)| < r =⇒ |x (t)| ≤ σ, ∀t = t0 + T ;
• uniformly globally asymptotically stable (UGAS), if it is UGS and uniformly
globally attractive. This property is equal to (A.3) being satisfied for any
initial state x (t0); and
• globally exponentially stable, if (A.3) is satisfied with β(r, s) = kre−γs, k, γ >
0 and for any initial state x (t0) .
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We can the formulate the main Lyapunov stability theorem as follows
Theorem A.1 (Lyapunov) Let x = 0 be an equilibrium point of (A.1) and
D = {x ∈ Rn : |x| < r}. Let V : R≥0 ×D → R≥0 be a continuously diﬀerentiable
function such that ∀t ≥ 0, ∀x ∈ D,
α1 (|x|) ≤ V (t, x) ≤ α2 (|x|)
V˙ =
∂V
∂t
+
∂V
∂x
f (t, x) ≤ −α3 (|x|) ,
Then the equilibrium x = 0 is
• uniformly stable, if α1and α2 are class K functions on [0, r) and α3 (·) ≥ 0
on [0, r);
• uniformly asymptotically stable, if α1, α2 and α3 are class K functions on
[0, r);
• exponentially stable, if αi (ρ) = kiργ on [0, r), ki > 0, γ > 0, i = 1, 2, 3;
• globally uniformly stable; if D = Rn, α1and α2 are class K∞ functions and
α3 (·) ≥ 0 on R≥0;
• uniformly globally asymptotically stable, if D = Rn, α1and α2 are class K∞
functions and α3 is a class K function on R≥0; and
• globally exponentially stable, if D = Rn and αi (ρ) = kiργ on R≥0, ki > 0,
γ > 0, i = 1, 2, 3.
¤
Remark A.1 It is not necessary to establish uniform convergence for time-invariant
systems since Hale & Lunel (1993, Ch. 6, Lemma 1.1) show that, in this case,
asymptotic stability implies uniform asymptotic stability.
In many model-based control applications it is natural to use the closed-loop
energy function as a candidate Lyapunov function. However, the time derivative
of this function is often only negative semi-definite. For autonomous, or time-
invariant, systems on the form
x˙ = f (x) (A.4)
the Krasowskii-LaSalle invariance theorem and its stability corollary can be used
to conclude global asymptotic stability — see Krasowskii (1959) and LaSalle (1960).
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Theorem A.2 (Krasowskii-LaSalle) Let Ω be a positively invariant set of (A.4).
Let V : Ω→ R≥0 be a continuously diﬀerentiable function V (x) such that V˙ (x) ≤
0, ∀x ∈ Ω. Let E =
n
x ∈ Ω : V˙ (x) = 0
o
, and let M be the largest invariant set
contained in E. Then, every bounded solution x (t) starting in Ω converges to M
as t→∞. ¤
Corollary A.1 (Asymptotic Stability) Let x = 0 be the only equilibrium of
(A.4). Let V : Rn → R≥0 be a continuously diﬀerentiable, positive definite,
radially unbounded function V (x) such that V˙ (x) ≤ 0, ∀x ∈ Rn. Let E =n
x ∈ Rn : V˙ (x) = 0
o
, and suppose that no solution other than x (t) ≡ 0 can stay
forever in E. Then, the origin is globally asymptotically stable.
This is often referred to as the Krasowskii-LaSalle invariance principle. For
nonautonomous systems Barbalat’s lemma and the following corollary can guar-
antee convergence.
Lemma A.1 (Barbalat) Let φ : R→ R be a uniformly continuous function on
[0,∞). Suppose that limt→∞
R t
0
φ (τ) dτ exists and is finite. Then,
φ (t)→ 0 as t→∞.
Corollary A.2 Consider the function φ : R→ R. If φ, φ˙ ∈ L∞, and φ ∈ Lp for
some p ∈ [1,∞), then
lim
t→∞
φ (t) = 0
Analogous to the Krasowskii-LaSalle invariance principle, Matrosov’s (1962)
theorem can be used to check for uniform global asymptotic stability in the case
of a negative semi-definite V˙ for time-variant systems. The following theorem is
an adapted version from Loría et al. (2005):
Theorem A.3 (Matrosov) The origin of the system (A.1) is uniformly globally
asymptotically stable under the following assumptions:
1. The origin of the system (A.1) is uniformly globally stable.
2. There exist integers j,m > 0 and for each ∆ > 0 there exist
• a number μ > 0,
• locally Lipschitz continuous functions Vi : R×Rn → R, i ∈ {1, ..., j},
• a (continuous) function φ : Rn ×R→ Rm, i ∈ {1, ..., j},
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• continuous functions Yi : Rn × Rm → R, i ∈ {1, ..., j},
such that, for almost all (t, x) ∈ R×B (∆) ,
max {|Vi (t, x)| , |φ (t, x)|} ≤ μ
V˙i (t, x) ≤ Yi (x, φ (t, x))
where B (r) := {x ∈ Rn : |x| ≤ r} .
3. For each integer k ∈ {1, ..., j} we have that
{(z, ψ) ∈ B (∆)×B (μ) , Yi (z, ψ) = 0, ∀i ∈ {1, ..., k − 1}}
⇓
{Yk (z, ψ) ≤ 0} .
4. We have that
{(z, ψ) ∈ B (∆)×B (μ) , Yi (z, ψ) = 0, ∀i ∈ {1, ..., j}}
⇓
{z = 0} .
¤
Set Stability We can also consider other attractors than the compact equilib-
rium set Ae = {x ∈ Rn : x = xe}. A set A is forward invariant if ∀x (t0) ∈ A the
solution x (t, t0, x (t0)) ∈ A ∀t ≥ t0. Such attractors can be closed, compact, or
noncompact subsets of the state space. To measure the distance away from the
set, the distance to the set is defined as
|x|A := d (x;A) = inf {d (x, y) : y ∈ A}
where d (x, y) = |x− y| is the Euclidean distance. For noncompact sets a solution
may escape to infinity in finite time within the set. Thus, forward completeness
is a requirement in stability analysis of such sets, and can be established by using
finite escape-time detectability — Teel (2002).
Definition A.5 A nonempty closed set A ⊆Rn is a forward invariant set for
(A.1) if the system is forward complete and ∀x (t0) ∈ A the solution x (t, x (t0)) ∈
A, ∀t ≥ 0.
Assume that the system (A.1) is forward complete. For stability definitions
of a closed forward invariant set A ⊆Rn, we have equivalent statements as in
Definition A.4 when we replace the equilibrium point x = 0 with A and |·| with
|·|A. When A is compact the system is finite escape time detectable and the
forward completeness assumption is redundant. Several results on set stability
and, in particular, converse theorems are presented in Lin, Sontag & Wang (1996)
and Teel & Praly (2000).
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A.2 Input-to-State Stability
Input-to-State Stability (ISS) introduced by Sontag (1989, 2000) relates the norm
of the solution to the input:
Definition A.6 The system
x˙ = f (t, x, u) (A.5)
where f is piecewise continuous in t and locally Lipschitz in x ∈ Rn and u ∈
Rm, is said to be Input-to-State Stable if there exist a class KL function β and
a class K function γ, such that, for any x (t0) and for any input u (·) ∈ Lm∞
(continuous and bounded on [0,∞)) the solution exists for all t ≥ 0 and satisfies
|x (t)| ≤ β (|x (t0)| , t− t0) + γ
µ
sup
t0≤τ≤t
|u (τ)|
¶
(A.6)
for all t0 and t such that 0 ≤ t0 ≤ t.
Remark A.2 An alternative way to say that a system is Input-to-State Stable is
that there exist a class KL function β and a class K function γ, such that, for any
x (t0) and for any input u (·) ∈ Lm∞ the solution satisfies
|x (t)| ≤ max {β (|x (t0)| , t− t0) , γ (|u (·)|∞)} ,
where |u (·)|∞ = supt0≤τ≤t |u (τ)|, and exists for all t ≥ 0. It then follows that the
response x (t) to any input u (·) ∈ Lm∞ is always bounded and, in particular,
|x (·)|∞ ≤ max {γ0 (|x (t0)|) , γ (|u (·)|∞)}
|x (t)|a ≤ γ (|u (t)|a)
where |d|a = limt→∞ sup |d (t)| for d ∈ L∞.
The inequality (A.6), with u (t) ≡ 0, reduces to
|x (t)| ≤ β (|x (t0)| , t− t0)
which shows that ISS implies that the origin of the unforced system
x˙ = f (t, x, 0)
is uniformly globally asymptotically stable. The following Lyapunov-like theorem
gives a suﬃcient condition for Input-to-State Stability:
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Theorem A.4 Let V : R≥0×Rn→ R be a continuously diﬀerentiable function for
(A.5) such that,
α1 (|x|) ≤ V (t, x) ≤ α2 (|x|)
|x| ≥ ρ (|u|) =⇒ V˙ = ∂V
∂t
+
∂V
∂x
f (t, x) ≤ −α3 (|x|) ,
∀ (t, x, u) ∈ R≥0×Rn×Rm, where α1, α2, ρ are class K∞ functions and α3 is a class
K function. Then, the system (A.5) is Input-to-State Stable with γ = α−11 ◦α2 ◦ ρ,
and V is an ISS-Lyapunov function. ¤
A.3 Passivity
Passivity is a structural property and not explicitly dependent on model parame-
ters. Thus, it is a useful tool to prove stability for a system with uncertain model
parameters. It became a fundamental feedback control concept in the seminal
work of Popov (1966). Consider systems on the form
x˙ = f (x, u)
y = h (x, u) (A.7)
with x ∈ Rn, y ∈ Rm, u ∈ Rm, f, h continuous, f (0, 0) = 0 and h (0, 0) = 0.
Definition A.7 The system (A.7) is passive if there exists a continuous nonneg-
ative (storage) function V : Rn→ R≥0, which satisfies V (0, t) = 0, ∀t ≥ 0, such
that for all continuous u, x ∈ Rn, t ≥ t0 ≥ 0Z t
t0
y (σ)> u (σ) dσ ≥ V (x (t))− V (x (t0)) .
Definition A.8 The system (A.7) is strictly passive if there exists a continuous
nonnegative (storage) function V : Rn→ R≥0, which satisfies V (0, t) = 0, ∀t ≥ 0,
and a positive definite function (dissipation rate) ψ : Rn → R≥0, such that for all
continuous u, x ∈ Rn, t ≥ t0 ≥ 0Z t
t0
y (σ)> u (σ) dσ ≥ V (x (t))− V (x (t0)) +
Z t
t0
ψ (x (σ)) dσ.
Passivity and Lyapunov stability are related through the following definition
and lemma:
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Definition A.9 The system (A.7) is passive if there exists a continuous diﬀeren-
tiable nonnegative (storage) function V (x) such that
u>y ≥ V˙ = ∂V
∂x
f (x, u) , ∀ (x, u) ∈ Rn ×Rm.
Moreover, it is said to be
• lossless if u>y = V˙ .
• output strictly passive if u>y = V˙ + y>ρ (y) and .y>ρ (y) > 0, ∀y 6= 0.
• strictly passive if u>y = V˙ + ψ (x) for some positive definite function ψ.
In all cases, the inequality should hold for all (x, u).
Lemma A.2 Suppose the system (A.7) is (strictly) passive. If there exists α1, α2 ∈
K∞ such that α1 (|x|) ≤ V (x) ≤ α2 (|x|) , ∀x ∈ Rn, then for u ≡ 0, the origin of
(A.7) is uniformly globally (asymptotically) stable.
The system (A.7) is zero-state observable if no solution of x˙ = f (x, 0) can stay
identically in the subset S = {x ∈ Rn : h (x, 0) = 0}, other than the trivial solu-
tion x (t) ≡ 0. Memoryless functions can also be characterized by their passivity
properties: A static nonlinearity y = h (u) is passive if, for all u ∈ Rm,
u>y = u>h (u) ≤ 0; (A.8)
and strictly passive if (A.8) holds with strict inequality ∀u 6= 0.
Positive Real Transfer Functions For linear time-invariant passive systems
we have
Definition A.10 A p× p proper rational transfer function matrix G (s) is called
positive real if
• poles of all elements of G (s) are in Re [s] ≤ 0,
• for all real ω for which jω is not a pole of any element of G (s), the matrix
G (jω) +G (−jω)> is positive semidefinite, and
• any pure imaginary pole jω of any element of G (s) is a single pole and the
residue matrix lims→jω (s− jω)G (s) is positive semidefinite Hermitian.
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Lemma A.3 Let G (s) be a p × p proper rational transfer function matrix, and
suppose
det
h
G (s) +G (s)>
i
is not identically zero. Then, G (s) is strictly positive real if and only if:
• G (s) is Hurwitz; that is, poles of all elements of G (s) have negative real
parts
• G (jω) +G (−jω)> is positive definite for ω ∈ R, and
• either G (∞) +G (∞)> is positive definite or it is positive semidefinite and
lim
ω→∞
ω2M>
h
G (∞) +G (∞)>
i
M
is positive definite for any p× (p− q) full-rank matrix M such that
M>
h
G (∞) +G (∞)>
i
M = 0,
where q = rank
h
G (∞) +G (∞)>
i
.
Passivity properties of positive real transfer functions can be shown by the fol-
lowing two lemmas, known as the positive real lemma and the Kalman-Yakubovich-
Popov lemma:
Lemma A.4 (Positive Real) Let
G (s) = D + C (sI −A)−1B,
be a p × p transfer function matrix where (A,B) is controllable and (A,C) is
observable. Then G (s) is positive real if and only if there exists matrices P =
P> > 0, L and W such that
PA+A>P = −L>L
PB = C> − L>W
W>W = D +D>.
Lemma A.5 (Kalman-Yakubovich-Popov) Let G (s) = D + C (sI −A)−1B,
be a p × p transfer function matrix where (A,B) is controllable and (A,C) is
observable. Then G (s) is strictly positive real if and only if there exist matrices
P = P> > 0, L and W , and a positive constant ε such that
PA+A>P = −L>L− εP
PB = C> − L>W
W>W = D +D>.
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Then,
Lemma A.6 The linear time-invariant minimal realization
x˙ = Ax+Bu
y = Cx+Du
with G (s) = D + C (sI −A)−1B is (strictly) passive if G (s) is (strictly) positive
real.
A.4 Stability of Interconnected Systems
A.4.1 Stability of Feedback Systems
ISS Small-Gain Theorem Jiang et al. (1995) used a small-gain argument to
prove that the feedback interconnection of two ISS-systems is again an ISS system
if the composition of their gain functions are smaller than the identity function.
Consider the following interconnected system
x˙1 = f1 (x1, x2)
x˙2 = f2 (x1, x2, u)
(A.9)
where x1 ∈ Rn1 , x2 ∈ Rn2 , u ∈ Rm and f1 (0, 0) = f2 (0, 0, 0) = 0. Suppose that
the first subsystem with is ISS with x2 as input, and the second subsystem is ISS
with x1 and u as inputs. In view of the ISS results this hypothesis is equivalent to
the existence of class K functions γ01, γ1, γ02, γ2, γu such that, for all t ≥ 0,
|x1 (t)| ≤ max {γ01 (x1 (t0)) , γ1 (|x2|∞)}
|x2 (t)| ≤ max {γ02 (|x2 (t0)|) , γ2 (|x1|∞) , γu (|u|∞)}
and
|x1 (t)|a ≤ γ1 (|x2 (t)|a)
|x2 (t)|a ≤ max {γ2 (|x1 (t)|a) , γu (|u (t)|a)}
to any input x2 ∈ Ln2∞ and x1 ∈ Ln1∞ , u ∈ Lm∞ respectively.
Theorem A.5 (Small-Gain) If the composite function γ1 ◦ γ2 (·) is a contrac-
tion, i.e. if
γ1 (γ2 (r)) < r ∀r > 0
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the system (A.9), with state x = [x>1 , x>2 ]> and input u, is Input-to-State Stable.
In particular, the class K functions
γ0 (r) = max {2γ01 (r) , 2γ02 (r) , 2γ1 ◦ γ02 (r) , 2γ2 ◦ γ01 (r)}
γ (r) = max {2γ1 ◦ γu (r) , 2γu (r)}
are such that the response x (t) to any input u ∈ Lm∞ is bounded and
|x|∞ ≤ max {γ0 (|x (t0)|) , γ (|u|∞)} .
Passivity Theorems Passivity was first used in network synthesis and is a very
useful tool when studying feedback interconnections:
Σi :
x˙i = fi (xi, ui)
yi = hi (xi, ui)
for i = 1, 2 (A.10)
connected by
u1 = −y2 + v1
u2 = y1 + v2
(A.11)
where v1, v2 are new inputs to the system.
Theorem A.6 (Passivity Theorem) Suppose the system Σ1 is (strictly) pas-
sive with storage function V1 (and dissipation rate ψ1) independent of x2. Likewise,
suppose the system Σ2 is (strictly) passive with storage function V2 (and dissipation
rate ψ2) independent of x1. Then, the interconnected system (A.10)-(A.11) with
input v1, v2 and output y1, y2 is
1. strictly passive if both Σ1 and Σ2 are strictly passive,
2. passive if at least one of the systems Σ1 and Σ2 is passive but not strictly
passive.
Moreover, when v1, v2 ≡ 0, if Σ1 is strictly passive and Σ2 is passive, then the
equilibrium x = 0 is globally stable and limt→∞ x1 (t) = 0. ¤
Theorem A.7 Consider the feedback interconnection of two systems as in (A.10)-
(A.11). When v1, v2 ≡ 0, the origin of the interconnection is asymptotically stable
if
• both feedback components are strictly passive,
• both feedback components are output strictly passive and zero-state observ-
able, or
• one component is strictly passive and the other one is output strictly passive
and zero-state observable.
Furthermore, if the storage function for each component is radially unbounded, the
origin is globally asymptotically stable. ¤
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A.4.2 Stability of Cascaded Systems
Cascaded time-invariant systems has been studied for many diﬀerent classes of
interconnection—e.g. Jankovi´c, Sepulchre & Kokotovi´c (1996).
Consider the cascade nonlinear time-varying system
Σ1 : x˙1 = f1 (t, x1) + g (t, x)x2 (A.12)
Σ2 : x˙2 = f2 (t, x2) (A.13)
where f1 and f2 are piecewise continuous in t and locally Lipschitz in x = [x1, x2]>,
and g is locally Lipschitz in x. Suppose both
x˙1 = f1 (t, x1) (A.14)
and (A.13) have uniformly globally asymptotically stable origins. Panteley and Lo-
ria (1998, 2001) have studied these forms of cascaded interconnections and shown
that solutions must be bounded to conclude stability. That is,
UGAS+UGAS+UGB =⇒ UGAS,
as formalized in the following lemma:
Lemma A.7 If the origins of (A.13) and (A.14) are UGAS and the solutions of
(A.12) and (A.13) are globally uniformly bounded, then the origin of (A.12) and
(A.13) is UGAS.
The concept of Input-to-State Stability can be used to prove bounded solutions
and hence stability of (A.13) and (A.14). Lemma 4.8 from Khalil (2002) shows
GAS of the cascades origin x = 0.
Lemma A.8 Under the stated assumptions, if the system (A.12), with x2 as input,
is Input-to-State Stable and the origin of (A.13) is uniformly globally asymptoti-
cally stable, then the origin of the cascade system (A.12) and (A.13) is uniformly
globally asymptotically stable.
The ISS property is invariant for cascaded interconnections and can thus be
applied to a long chain of ISS systems—Sontag (1989), Sontag & Teel (1995).
Depending on the structure of f1 and g, there are diﬀerent ways to show that
the solutions are uniformly globally bounded. One method is to use the theorem
from Panteley & Loría (1998):
Theorem A.8 The cascaded system (A.12) and (A.13) is UGAS if the following
assumptions hold:
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• A1: a) The subsystem (A.14) is UGAS, or b) There exists a continuously
diﬀerentiable function V (t, x) : R≥0×R→ R, α1, α2 ∈ K∞, a positive semi-
definite function W (x1), and a continuous non-decreasing function α4 (·)
such that
α1 (|x1|) ≤ V (t, x1) ≤ α2 (|x2|)
∂V
∂t
+
∂V
∂x1
f1 (t, x) ≤ −W (x1)¯¯¯¯
∂V
∂x1
¯¯¯¯
≤ α4 (|x1|)
• A2: The subsystem (A.13) is UGAS
• A3: There exists constants c1, c2, η > 0 and a Lyapunov function for (A.14),
such that V (t, x) : R≥0×R→ R is positive definite and radially unbounded,
which satisfies ¯¯¯¯
∂V
∂x1
¯¯¯¯
|x1| ≤ c1V (t, x1) ∀x1 ≥ η¯¯¯¯
∂V
∂x1
¯¯¯¯
≤ c2 ∀x1 ≥ η
• A4: There exist two continuous functions θ1, θ2 : R≥0 → R≥0, such that
g (t, x) satisfies
|g (t, x)| ≤ θ1 (|x2|) + θ2 (|x2|) |x1|
• A5: There exist a class K function α (·) such that, for all t0 ≥ 0, the trajec-
tories of the system (A.13) satisfyZ ∞
t0
|x2 (t, t0, x2 (t0))| dt ≤ α (|x2 (t0)|) .
¤
When the subsystems of the cascade has exponentially stable origins, the origin
of the cascade system will be exponentially stable — Panteley, Lefeber, Loría &
Nijmeijer (1998)
Lemma A.9 If, in addition to Assumptions A3-A5 in Theorem A.8, both subsys-
tems are exponentially stable in any ball, then the cascaded system (A.12)-(A.13)
is exponentially stable in any ball.
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A.5 Useful Inequalities
Cauchy-Schwarz Inequality If x and y are elements of real or complex inner
product spaces then
|< x, y >|2 ≤< x, x >< y, y > .
Inequality holds if and only if x and y are linearly dependent (or in geometrical
sense they are parallel). This contrasts with a property that the inner product of
two vectors is zero if they are orthogonal (or perpendicular) to each other.
Using the norm notation, we have
|< x, y >| ≤ |x| |y| .
In the case of the Euclidean space Rn, we getÃ
nX
i=1
xiyi
!2
≤
Ã
nX
i=1
x2i
!Ã
nX
i=1
y2i
!
.
For the inner product space of square-integrable complex-valued functions, one has¯¯¯¯Z
f∗ (x) g (x) dx
¯¯¯¯2
≤
Z
|f (x)|2 dx
Z
|g (x)|2 dx.
Triangle Inequality The triangle inequality for the inner product is often shown
as a consequence of the Cauchy-Schwarz inequality:
|x+ y|2 = hx+ y, x+ yi
= |x|2 + hx, yi+ hy, xi+ |y|2
≤ |x|2 + 2 |hx, yi|+ |y|2
≤ |x|2 + 2 |x| |y|+ |y|2
=
¡|x|2 + |y|2¢2 .
Taking the square root of both sides gives the triangle inequality.
Young’s Inequality If a, b, p, q are real numbers with
1
p
+
1
q
= 1
then we have
ab ≤ a
p
p
+
bq
q
.
In the case where p = q = 2 we obtain, for x, y positive real,
(x+ y)2 = x2 + 2xy + y2 ≤ 2
¡
x2 + y2
¢
.
Appendix B
Mathematical Modeling of
Marine Vessels
The notation in this thesis is adopted from SNAME (1950), Fossen (2002), Perez(2005), and Ross, Perez & Fossen (2006): The generalized position, velocity,
and force vectors in six degrees of freedom are
η := [x, y, z, φ, θ, ψ]> ∈ R3 × S3
ν := [u, v, w, p, q, r]> ∈ R6
τ := [X,Y,Z,K,M,N ]> ∈ R6
where Rn is the Euclidean n-dimensional space and S3 is a three-dimensional
sphere. The longitudinal and sideways motion is referred to as surge and sway,
respectively. Heading, or yaw, describes the vessels course. The following section
shows how the equations of motion for a marine vessel are written as
η˙ = J (η) ν (B.1a)
Mν˙ + C (ν) ν +D (ν) ν + g (η) = τ + τ env (B.1b)
where M is the system inertia matrix, C (ν) is the coriolis-centripetal matrix,
and D (ν) is the damping matrix. The vector g (η) consists of restoring forces
and moments, τ is a vector of generalized control forces, and τ env is a vector of
environmental disturbances.
B.1 Vessel Kinematics
The kinematics describes the geometrical aspects of motion, and the main reference
frames used in this thesis are
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Figure B.1: A ship moving on the ocean surface. The NED and the body-fixed
reference frame are related via the heading angle ψ.
• BODY (b-frame). The body-fixed reference frame xbybzb is a moving coordi-
nate frame fixed to the vessel. The position and orientation of the vessel are
described relative to an inertial reference frame, while the linear and angular
velocities of the vessel are expressed in the body-fixed coordinate system.
• NED (n-frame). The North-East-Down coordinate system xnynzn is defined
relative to the Earth’s reference ellipsoid, and is usually defined as the tan-
gent plane on the Earth’s surface moving with the vessel. The xn-axis points
toward true North, the yn-axis towards East, while the zn-axis points down-
wards normal to the Earth’s surface.
For marine vessels operating in a local area, an Earth-fixed tangent plane on the
surface is used for navigation and is usually referred to as flat Earth navigation—
see Figure B.1. Due to the vessel’s low speed relative to the Earth’s rotation we
assume that the NED frame is inertial. For ships en route between continents a
star-fixed reference frame is used as the inertial frame—see Perez (2005) for further
details on reference frames for marine control systems..
Transformation between the b- and n-frame
The body-fixed velocities are transformed to the Earth-fixed frame given by
η˙ = J (η) ν (B.2)
where the transformation matrix is block-diagonal
J (η) =
∙
R (Θ) 0
0 TΘ (Θ)
¸
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and Θ = [φ, θ, ψ]> contains the Euler angles.
The linear velocity transformation R (Θ) is usually described by three rotations
about the z, y, and x axes, the so called zyx-convention,
R (Θ) := Rz,ψRy,θRz,φ
where Ra,β is a rotation by an angle β around the a-axis. Each rotation matrix is
an element in SO(3), the special orthogonal group of order 3:
SO(3) =
©
R|R ∈ R3×3, RR> = R>R = I and detR = 1ª .
Since R is orthogonal, the inverse rotation matrix is given by
R (Θ)−1 = R (Θ)> .
Furthermore, the derivative of the rotation matrix between the BODY and NED
reference frame is
d
dt
R (Θ) = R (Θ)S (ν)
where S : R3 → R3×3 is the cross-product operator
S (α) = −S (α)> =
⎡
⎣
0 −α3 α2
α3 0 −α1
−α2 α1 0
⎤
⎦ , α =
⎡
⎣
α1
α2
α3
⎤
⎦ .
S (ν) is in fact skew-symmetric, that is, S (ν) = −S (ν)>.
The angular velocity transformation is given by
TΘ (Θ) =
⎡
⎣
1 sinφ tan θ cosφ tan θ
0 cosφ − sinφ
0 sinφ
cos θ
cosφ
cos θ
⎤
⎦ , θ 6= π
2
which is singular for θ = ±90◦. By using e.g. unit quaternions this singularity
is avoided at the cost of using four, instead of three, parameters to describe the
vessel’s orientation.
B.2 Vessel Kinetics
The vessel kinetics describes the forces acting on the vessel and the resulting
motion. The equations of motion are derived from both rigid-body- and hydrody-
namics.
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Rigid-Body Dynamics
The rigid-body equations of motion are obtained either via a Newton-Euler or a
Lagrangian approach. They are expressed in the b-frame as
MRBν˙ + CRB (ν) ν = τRB (B.3)
where τRB is a generalized vector of external forces and moments. The generalized
mass matrix MRB =M>RB > 0 is written as
MRB :=
∙
mI −mS
¡
rbg
¢
mS
¡
rbg
¢
Ib
¸
where m is the rigid body mass, rbg = [xg, yg, zg]> is the vector from the origin
of the b-frame to the center of gravity, and Ib = I>b > 0 is the rigid body inertia
tensor with respect to the origin
Ib =
⎡
⎣
Ix −Ixy −Ixz
−Iyx Iy −Iyz
−Izx −Izy Iz
⎤
⎦ .
It follows that
M˙RB = 0.
Since the b-frame is not an inertial frame, the equations of motion include workless
forces that neither introduce nor dissipate energy. The nonlinear terms due to
Coriolis and centripetal eﬀects are contained in the C-matrix, which can always
be formulated on a skew-symmetric form, i.e.,
CRB (ν) = −CRB (ν)> , ∀ν ∈ R6.
When the system inertia matrix is partitioned as
MRB =
∙
M11 M12
M>12 M22
¸
the C-matrix is represented as
CRB (ν) =
∙
0 −S (M11ν1 +M12ν2)
−S (M11ν1 +M12ν2) −S (M21ν1 +M22ν2)
¸
(B.4)
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Hydrodynamic Forces and Moments
It is common to assume that the forces and moments τRB on the right-hand side
of (B.3) are separated into components according to their originating eﬀects and
studied independently by assuming linear superposition:
τRB = τH + τ + τ env
where
τH = τR + τD
is the hydrodynamic forces due to radiation-induced and damping forces, respec-
tively, τ represents the control forces and moments, and τ env is the resulting
environmental force and moment vector due to wind, waves and currents. The
radiation-induced forces and moments include the added mass eﬀect due to the
inertia of the surrounding fluid. As for the rigid-body equations of motion, it is
advantageous to separate the added mass forces and moments in terms that be-
long to the added mass system inertia matrix MA and a matrix of hydrodynamic
Coriolis and centripetal terms denoted CA (ν). In contrast to submerged volumes
that have constant added mass, the added mass eﬀect of surface vessels depend
on the frequency of motion due to water surface eﬀects. Under the assumption of
low frequency, we assume that MA is constant and given as
MA = lim
ω→ωLF
MA (ω) , ωLF =
£
0 0 ω30 ω40 ω50 0
¤>
where ω30, ω40, ω50 is the natural frequency in heave, roll and pitch, respectively
— see Ross et al. (2006) for further details. At zero speed the added mass matrix
is expressed using the hydrodynamic derivatives,
MA = −
⎡
⎢⎢⎢⎢⎢⎢⎣
Xu˙ Xv˙ Xr˙ Xp˙ Xq˙ Xr˙
Yu˙ Yv˙ Yr˙ Yp˙ Yq˙ Yr˙
Zu˙ Zv˙ Zr˙ Zp˙ Zq˙ Zr˙
Ku˙ Kv˙ Kr˙ Kp˙ Kq˙ Kr˙
Mu˙ Mv˙ Mr˙ Mp˙ Mq˙ Mr˙
Nu˙ Nv˙ Nr˙ Np˙ Nq˙ Nr˙
⎤
⎥⎥⎥⎥⎥⎥⎦
.
Assuming a frequency independent model ω = ωLF and MA = M>A > 0. The
CA (ν)-matrix is obtained using (B.4) by replacing MRB with MA.
The total damping matrix D (ν), mainly caused by potential, viscous, skin
friction, and wave drift damping, is expressed as a sum of linear and nonlinear
terms
D (ν) = D +Dn (ν)
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where
D = −
⎡
⎢⎢⎢⎢⎢⎢⎣
Xu Xv Xr Xp Xq Xr
Yu Yv Yr Yp Yq Yr
Zu Zv Zr Zp Zq Zr
Ku Kv Kr Kp Kq Kr
Mu Mv Mr Mp Mq Mr
Nu Nv Nr Np Nq Nr
⎤
⎥⎥⎥⎥⎥⎥⎦
.
For vessels operating around zero speed the linear damping dominate, while quadratic
damping dominates at higher speeds. However, the damping forces are always dis-
sipative, that is,
ν>
³
D (ν) +D (ν)>
´
ν > 0, ∀ν 6= 0.
With the following expression for the hydrodynamic forces
τH = −MAν˙ − CA (ν) ν −D (ν) ν − g (η)
the resulting model is given by
(MRB +MA) ν˙ + (CRB (ν) + CA (ν)) ν +D (ν) ν + g (η) = τ + τ env
and we collect the rigid-body and added mass terms
M = MRB +MA
C (ν) = CRB (ν) + CA (ν) .
Since MA = M>A > 0 it follows that M = M
> > 0. The Coriolis-centripetal
matrix can always be represented such that C (ν) = −C (ν)> which means that
x>C (ν)x = 0 ∀x.
Restoring Forces
In addition to the rigid-body and hydrodynamic forces, a submerged vessel is
also aﬀected by gravity and buoyancy forces. In hydrodynamic terminology, they
are referred to as restoring forces and we collect them in the vector g (η). The
derivation and resulting formula depends on the degree of submergence and Fossen
(2002) treats underwater vehicles are diﬀerent than surface vessels.
A surface vessel’s restoring forces depend on the metacenter, the centre of
gravity (buoyancy), CG (CB) and the geometry of the water plane.
Definition B.1 (Metacenter) The theoretical point at which an imaginary ver-
tical line through CB intersects another imaginary vertical (with respect to the
ship’s horizontal plane) through a new CB created when the ship is displaced, or
tilted, in the water.
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Let Awp (ζ) denote the water plane area as a function of the heave position, ρ
be the water density, ∆ is the nominal displace water volume, and
GMT = transverse metacentric height (m)
GML = longitudinal metacentric height (m)
be the decomposed distance between CG and CB. From Fossen (2002, Ch. 3.2.3),
we have
g (η) =
⎡
⎢⎢⎢⎢⎢⎢⎣
−ρg
R z
0
Awp (ζ) dζ sin θ
ρg
R z
0
Awp (ζ) dζ cos θ sinφ
ρg
R z
0
Awp (ζ) dζ cos θ cosφ
ρg∆GMT sinφ cos θ cosφ
ρg∆GML sin θ cos θ cosφ
ρg∆
¡
−GML cos θ +GMT
¢
sinφ cos θ
⎤
⎥⎥⎥⎥⎥⎥⎦
.
Assuming yz-symmetry, approximately constant water plane area, that is, Awp (ζ) =
Awp, and that φ, θ, and z are small imply that
g (η) ≈
⎡
⎢⎢⎢⎢⎢⎢⎣
0
0
ρgAwpz
ρg∆GMTφ
ρg∆GMLφ
0
⎤
⎥⎥⎥⎥⎥⎥⎦
= Gη.
Alternative Representation
The marine vessel dynamics can be expressed with a NED-vector representation
Mη (η) η¨ + Cη (ν, η) η˙ +Dη (ν, η) η˙ + gη (η) = J (η)
−> τ
where
Mη (η) = J (η)
−>MJ (η)
Cη (ν, η) = J (η)
−>
h
C (ν)−MJ (η)−1 J˙ (η)
i
J (η)
Dη (ν, η) = J (η)
−>D (ν)J (η)
gη (η) = J (η)
−> g (η)
and J (η) is not defined for θ = ±90◦.
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It then follows that forM =M> > 0, M˙ = 0, C (ν) = −C (ν)>, and D (ν) > 0
we have
Mη (η) = Mη (η)
> > 0, ∀η ∈ R6
s>
h
M˙η (η)− 2Cη (ν, η)
i
s = 0 ∀s, η, ν ∈ R6
Dη (ν, η) > 0 ∀η, ν ∈ R6.
B.3 3 DOF Vessel Model
A sea surface model with surge, sway and yaw dynamics is a common approx-
imation for surface vessels—see Figure B.1. From the general 6 DOF model the
horizontal plane model is found by isolating these components and setting heave,
roll and pitch to zero. The position and orientation are then given by η = [x, y, ψ]>
where (x, y) is the position on the ocean surface (North and East) and ψ is the
heading, and ν = [u, v, r]>. Then from Fossen (2002), we have
η˙ = R (ψ) ν (B.5a)
Mν˙ +D (ν) ν + C (ν) ν + g (η) = τ + τ env (B.5b)
where the kinematic equations of motion (B.2) is reduced to one principal rotation
about the z-axis: R(ψ) = Rz,ψ. Assuming homogeneous mass distribution and
xz-plane symmetry, surge is decoupled from sway and yaw, and the individual
components are
M =MRB +MA =
⎡
⎣
m−Xu˙ 0 0
0 m− Yv˙ mxg − Yr˙
0 mxg −Nv˙ Iz −Nr˙
⎤
⎦ =M> > 0
C (ν) =
⎡
⎣
0 0 − (m− Yv˙) v −m (xgr + v)
0 0 (m−Xu˙)u
(m− Yv˙) v +m (xgr + v) − (m−Xu˙)u 0
⎤
⎦ ,
where C (ν) = −C (ν)>, and the linear damping terms are given by
D =
⎡
⎣
−Xu 0 0
0 −Yv −Yr
0 −Nv −Nr
⎤
⎦ .
Since heave, roll and pitch are neglected the restoring term contains mooring forces
only.
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B.4 Autopilot Models
The 3DOF model (B.5) is linearized around a cruise speed u0 and decoupled into
a speed equation in surge and steering equations that depends on sway and yaw
only. Speed and heading are then controlled independently. Consider the linear
ship steering model of Davidson & Schiﬀ (1946)
Mν˙ +N (u0) ν = bδ (B.6)
where
M =
∙
m− Yv˙ mxg − Yr˙
mxg −Nv˙ Iz −Nr˙
¸
, b =
∙
−Yδ
−Nδ
¸
N (u0) = C (u0) +D =
∙
−Yv mu0 − Yr
−Nv mxgu0 −Nr
¸
.
A transfer function between r and δ, the 2nd-order Nomoto-model, is obtained by
eliminating the sway velocity v from (B.6):
r
δ
(s) =
K (1 + T3s)
(1 + T1s) (1 + T2s)
. (B.7)
where Ti, i = 1, 2, 3 are time constants and K is the gain constant. A first order
approximation of (B.7) is obtained by defining the eﬀective time constant
T = T1 + T2 − T3
such that
r
δ
(s) =
K
(1 + Ts)
where T and K are known as the Nomoto time and gain constants. Neglecting
roll and pitch modes such that
ψ˙ = r
we obtain
ψ
δ
(s) ≈ K
s (1 + Ts)
which, due to its simplicity and accuracy, is the most popular model for autopilot
design.
B.5 Environmental Forces
The motion of a ship in a seaway is aﬀected by the action of environmental dis-
turbances from waves, wind and current. The environmental forces have rapidly-
and slowly-varying components.
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Ocean Current
A model for ocean currents in two dimensions (sea surface) is characterized by
its velocity Vc and Earth-fixed direction βc. We want it in the form of (B.1) and
decomposed in the b-frame the model is
uc = Vc cos (βc − ψ) (B.8)
vc = Vc sin (βc − ψ) . (B.9)
Thus, the vessel has a velocity relative to the fluid
νr = [u− uc, v − vc, r]>
in a horizontal plane model. Hence, the eﬀect of ocean currents should be incor-
porated in the model by considering the added mass Coriolis/centripetal CA and
the nonlinear damping matrix Dn
C (ν, νr) = CRB (ν) ν + CA (νr) νr
D (νr) = Dνr +Dn (νr) νr
Wind
Similar to the current model, wind is characterized by a velocity Vw and an Earth-
fixed propagation direction ψw. Decomposed in the n-frame the components are
∙
unw
vnw
¸
= Vw
∙
cosψw
sinψw
¸
such that the onboard experienced wind, relative to the vessel, is
ubr = Vw cos (ψw − ψ)− u (B.10)
vbr = Vw sin (ψw − ψ)− v. (B.11)
From (B.10) and (B.11), the experienced incoming wind direction and velocity
becomes
γr = arctan
µ
vbr
ubr
¶
Vr =
q
(ubr)
2 + (vbr)
2
Although the wind direction is slowly varying and constant for finite periods of
time, the wind velocity is usually represented as the sum of a stationary and a
rapidly fluctuating component with zero mean.
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In the horizontal plane the forces generated by the wind is quadratic in velocity
and given by
τwind =
1
2
ρa
⎡
⎣
Cu (γr)AT
Cv (γr)AL
Cr (γr)ALL
⎤
⎦V 2r
where ρa is the air density, AT and AL are the transverse and lateral projected
area, and L is the ship length. The wind coeﬃcients Cu, Cv, Cr : R→ R are either
found by model tests or computed by dedicated software packages.
Waves
The wave-induced disturbances that influence a marine control system are sepa-
rated into
• 1st-order eﬀects (or linear wave theory): Oscillatory motion, often called
wave frequency motion.
• 2nd-order (or higher) eﬀects: Wave drift forces whose magnitude are propor-
tional to the square of the wave’s amplitude and with relative low frequency
content compared to the 1st-order eﬀects.
A common approximation to a wave spectrum is to send white noise w through
a linear filter. The filter with transfer function H (jω) is designed such that the
power spectral density (PSD) of the output approximates the PSD of the wave
spectrum. Such methods have been applied since the 1970s and a common way to
model wave-induced motion on ships and marine structures on the sea surface is
to apply a second-order filter of the form
H (jω) =
2ξωn (jω)
(jω)2 + 2ξωn (jω) + ω2n
(B.12)
in each of the three DOF. A state-space representation of (B.12) is
ξ˙ = Awξ +Eww
ηw = Cwξw
where
Aw =
∙
0 1
−ω2n −2ξωn
¸
, Ew =
∙
0
2ξωn
¸
, Cw =
£
0 1
¤
.
The wave-drift forces are usually modelled as slowly-varying bias terms (Wiener
processes)
d˙ = w
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or just a constant bias
d˙ = 0
in the control plant model.
Appendix C
Detailed Proofs
The detailed proofs for Chapter 5 are given in this appendix. We need thefollowing lemma from Khalil (2002) for our proofs:
Lemma C.1 Suppose that S : [0,∞)→ R satisfies
D†S ≤ −αS (t) + β (t) ,
where D† denotes the upper Dini-derivative (see Khalil (2002)), α is a positive
constant, and β ∈ Lp, p ∈ [1,∞). Then
|S|Lp ≤ (αp)−1/p |S (0)|+ (αq)−1/q |β|Lp ,
where q is the complementary index of p, i.e., 1/p + 1/q = 1. When p = ∞, the
following holds
|S (t)| ≤ e−αt |S (0)|+ α−1 |β|L∞ .
C.1 Proof of Theorem 5.2
To prove Input-to-State Stability (ISS) from τ to e, we use (5.2) for each vessel so
an ISS-Lyapunov function candidate is
VΣ =
rX
i=1
Vi (η˙i) where Vi =
1
2
η˙>i Mηiη˙i. (C.1)
The function VΣ in (C.1) is bounded by
mm |η˙|2 ≤ VΣ ≤ mM |η˙|2 (C.2)
where
mm = min
i
{λmin (Mi)} and mM = max
i
{λmax (Mi)} .
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The time-derivative of (C.1) is, from (5.5) ,
V˙Σ =
rX
i=1
η˙>i Mηiη¨i
and it follows from (5.3) that
V˙Σ ≤
rX
i=1
−εi |η˙i|2 + τ iη˙i =
rX
i=1
−εi |η˙i|2 + kWk |λ| |η˙i|+ |d1i| |η˙i|
≤ −εM |e|2 + (kWk |λ|+ |d1|) |e| .
where d1i is the ith element of the disturbance vector d1. From (C.2) we obtain
V˙Σ ≤ −
εM
mM
VΣ +
1√
mm
(kWk |λ|+ |d1|)
p
VΣ
≤ −2α1VΣ + 2β1
p
VΣ, (C.3)
where
α1 =
εM
2mM
and β1 =
1
2
√
mm
(kWk |λ|+ |d1|) .
Setting SΣ :=
√
VΣ we obtain
D†SΣ ≤ −α1SΣ + β1. (C.4)
Equation (C.4) and Lemma C.1 imply that
|SΣ|Lp ≤ (α1p)−1/p |SΣ (0)|+ (α1q)−1/q |β1|Lp
and
|SΣ (t)| ≤ e−α1t |SΣ (0)|+ α−11 |β1|L∞ . (C.5)
Thus, from (C.5) and
|e (t)| ≤ 1√
mm
|SΣ (t)| ,
we find the L∞-gain of the forward path
|e|L∞ ≤
1√
mm
e−
εM
2mM
t |SΣ (0)|+ 1√mm
µ
εM
2mM
¶−1
|β1|L∞ (C.6)
which shows that the Σ-block is ISS with respect to β1 according to (1.12). For
future reference, note that (C.6) is equivalent to
|e|L∞ ≤
1√
mm
e−
εM
2mM
t |SΣ (0)|+ mMmmεM
¡kWk |λ|L∞ + |d1|L∞¢ (C.7)
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and the forward path has asymptotic gain
|e|a ≤
mM
mmεM
(kWk |λ|a + |d1|a)
from which we find the gain of the forward path from λ to e as in (5.18).
Next, we prove ISS of Hstab with respect to d2 and find the gain from e to λ. The
time-derivative of (5.17) in the presence of the disturbance d2 is
V˙c = 2φ>P (Aφ+ d2) = −φ>φ+ 2φ>Pd2.
From the bounds on the Lyapunov function, we obtain
V˙c ≤ − |φ|2 + 2 kPk |φ| |d2| ≤ − 1pM Vc +
2pM√
pm
|d2|
p
Vc
which we rewrite as
V˙c ≤ −
1
pM
Vc + 2β2
p
Vc, β2 =
pM√
pm
|d2| .
Similar to (C.3)-(C.6), we invoke Lemma C.1 and use
|φ (t)| ≤ 1√
pm
p
Vc (t)
to obtain
|φ (t)| ≤ 1√
pm
e−
1
2pM
tpVc (0) + 2p2Mpm |d2|L∞ (C.8)
|φ (t)|a ≤
2p2M
pm
|d2|a
which shows that the Hstab-block is ISS with respect to d2 according to (1.12) and
(1.13).
Finally, we use a small-gain argument from Jiang et al. (1995), Teel (1996) to
prove ISS of the closed-loop system with respect to d1 and d2. We find the gain of
the feedback path from e to λ using (5.15) and (C.8)
|λ (t)| ≤ g2 |e (t)|+ δkM |φ (t)| (C.9)
where the g2-gain is given as in (5.19) and we ≥ ||W˙ || + kWk kDηk, and δ =
|| ¡WM−1η RW>¢−1 ||. Boundedness of δ and we follows from Assumption 5.1 and
Lemma 5.1. We combine (C.8) and (C.9) to find the L∞-gain of the feedback path
from e to λ
|λ (t)| ≤ g2 |e (t)|+ δkM√pme
− 1
2pM
tpVc (0) + 2δkMp2Mpm |d2|L∞ (C.10)
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By combining (C.7) and (C.10), and using the small-gain condition (5.20) we find
|e|L∞ ≤
1
1− g1g2
½
1√
mm
e−
εM
2mM
t |SΣ (0)|+ g1δkM√pm e
− 1
2pM
tpVc (0) (C.11)
+ g1
2δkMp2M
pm
|d2|L∞ +
2
√
mM
mmεM
|d1|L∞
¾
which shows that e is ISS with respect to d1 and d2 as in (1.12) and (1.13).
Similarly, from inserting (C.8) in (C.10) when (5.20) holds, we obtain
|λ|L∞ ≤
1
1− g1g2
½
g2√
mm
e−
εM
2mM
t |SΣ (0)|+ δkM√pme
− 1
2pM
tpVc (0) (C.12)
+
mM
mmεM
|d1|L∞ +
2δkMp2M
pm
|d2|L∞
¾
.
We conclude from (C.11) and (C.12) that the interconnected system is ISS with
respect to disturbances d1 and d2. ¤
C.2 Proof of Theorem 5.3
To establish ISS of the Σ-block, we let I denote the subset of indices i = 1, . . . , r
for which Σi is the closed-loop of a vessel and an individual controller and define
the ISS-Lyapunov function
VΣ :=
X
i∈I
Vship_i +
X
i6∈I
Vi (C.13)
where Vship_i and Vi are defined in (5.2) and (5.29). The function (C.13) is bounded
by
qm |η˙|2 ≤ VΣ ≤ qM |η˙|2 (C.14)
where
qm = min
i
{λmin (Pi) , λmin (Mi) : i 6∈ I} and
qM = max
i
{λmax (Pi) , λmax (Mi) : i 6∈ I} .
We first find the gain of the forward path: The time-derivative of VΣ is, from (5.3)
and (5.25),
V˙Σ ≤
X
i6∈I
©
−εi |η˙i|2 + |τ i| |η˙i|
ª
+
X
i∈I
©
−εi |ei|2 + ρi |ei| |τ i|
ª
≤ −
Ã
rX
i=1
εi |ei|2
!
+ ρ¯ |e| |τ | ≤ −ε¯ |e|2 + ρ¯ |e| |τ |
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which proves that Σ is ISS with respect to τ . From (C.14) we get
V˙Σ ≤ −
ε¯
qM
VΣ +
ρ¯
√
qm
|τ |
p
VΣ = −2α3VΣ + 2β3
p
VΣ
where
α3 =
ε¯
2qM
and β3 =
ρ¯
2
√
qm
|τ | .
Setting SΣ :=
√
VΣ we obtain
D†SΣ ≤ −α3SΣ + β3,
which, from Lemma C.1, implies that
|SΣ (t)| ≤ e−α3t |SΣ (0)|+ α−13 |β3|L∞ . (C.15)
Then, from (C.15) and
|e (t)| ≤ 1√
qm
|SΣ (t)|
we find the gain of the forward path
|e|L∞ ≤
1
√
qm
e−α3t |SΣ (0)|+ g1c |λ|L∞ +
qM ρ¯
qmε¯
|d1|L∞ (C.16)
where g1c are as in (5.31). Thus, e (t) is ISS with respect to d1. The gain of
the feedback path is as in (5.19), and we insert (C.10) into (C.16) and use the
small-gain condition (5.32) to obtain
|e|L∞ ≤
1
1− g1cg2
½
1
√
qm
e−α3t |SΣ (0)|+ g1cδkM√pm e
− 1
2pM
tpVc (0) (C.17)
+
qM ρ¯
qmε¯
|d1|L∞ + g1c
2δkMp2M
pm
|d2|L∞
¾
.
Similarly, by inserting (C.16) into (C.10) and employing (5.32) we get
|λ|L∞ ≤
1
1− g1cg2
½
g2√
qm
e−α3t |SΣ (0)|+ δkM√pme
− 1
2pM
tpVc (0) (C.18)
+ g2
qM ρ¯
qmε¯
|d1|L∞ +
2δkMp2M
pm
|d2|L∞
¾
.
Finally, from (C.17) and (C.18) we conclude that the feedback interconnection is
ISS with respect to disturbances d1 and d2. ¤
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C.3 Proof of Theorem 5.4
We find the gain of the outer loop in two steps, first from e˙ to d2 and then from λ
to e: We first note that
d2j (t) =
rX
i=1
Wconstre (t− Tij)−Wconstre (t)
where d2j is the jth entry of d2. Due to Lemma 5.1, we have that
|d2j (t)| ≤ we
rX
i=1
tZ
t−Tij
|e˙i (σ)| dσ
≤ we
rX
i=1
tZ
max{0,t−Tij}
|e˙i (σ)| dσ + we
rX
i=1
0Z
min{0,t−Tij}
|e˙i (σ)| dσ.
Young’s inequality yields
d2j (t)
2 ≤ (2we
rX
i=1
tZ
max{0,t−Tij}
|e˙i (σ)| dσ)2 + (2we
rX
i=1
0Z
min{0,t−Tij}
|e˙i (σ)| dσ)2
≤ 2w2er
rX
i=1
(
tZ
max{0,t−Tij}
|e˙i (σ)| dσ)2 + 2w2er
rX
i=1
(
0Z
min{0,t−Tij}
|e˙i (σ)| dσ)2
Applying the Cauchy-Schwarz inequality to each term, we get
d2j (t)
2 ≤ 2w2erT
rX
i=1
⎛
⎜⎝
tZ
max{0,t−Tij}
|e˙i (σ)|2 dσ +
0Z
min{0,t−Tij}
|e˙i (σ)|2 dσ
⎞
⎟⎠
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which implies that the norm of d2 (t) is
|d2 (t)| =
vuut pX
j=1
d2j (t)
2
≤
vuuuut2w2erT pX
j=1
rX
i=1
⎛
⎜⎝
tZ
max{0,t−Tij}
|e˙i (σ)|2 dσ +
0Z
min{0,t−Tij}
|e˙i (σ)|2 dσ
⎞
⎟⎠
≤
vuuuut2w2erT pX
j=1
rX
i=1
⎛
⎜⎝
tZ
max{0,t−Tij}
|e˙i (σ)|2 dσ
⎞
⎟⎠
+
vuuuut2w2erT pX
j=1
rX
i=1
⎛
⎜⎝
0Z
min{0,t−Tij}
|e˙i (σ)|2 dσ
⎞
⎟⎠
By using the inequalites
max {0, t− Tij} ≤ max {0, t− T} and min {0, t− Tij} ≤ min {0, t− T}
we obtain
|d2 (t)| ≤
vuuuut2w2erT pX
j=1
rX
i=1
⎛
⎜⎝
tZ
max{0,t−T}
|e˙i (σ)|2 dσ
⎞
⎟⎠
+
vuuuut2w2erT pX
j=1
rX
i=1
⎛
⎜⎝
0Z
min{0,t−T}
|e˙i (σ)|2 dσ
⎞
⎟⎠
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Changing the sequence of the sum and integral yields
|d2 (t)| ≤
vuuut2w2erT pX
j=1
tZ
max{0,t−T}
rX
i=1
|e˙i (σ)|2 dσ
+
vuuut2w2erT pX
j=1
tZ
min{0,t−T}
rX
i=1
|e˙i (σ)|2 dσ
≤
q
2w2eprT 2 |e˙|2L∞ +
vuuut2w2eprT 2 tZ
min{0,t−T}
|e˙ (σ)| dσ
= Twe
p
2pr
Ã
|e˙|L∞ +
r
sup
−T≤t≤0
|F (η, t) + bτ |2
!
(C.19)
and
|d2|a ≤ Twe
p
2pr |e˙|a . (C.20)
To find the gain from λ to e˙, note that from (C.7) we have
|e|L∞ ≤ |e|L∞ ≤
√
mMe−
mmεM
2
t |SΣ (0)|+ 2
√
mM
mmεM
kWk |λ|L∞ .
Because
|e˙| ≤ kFk |e|+ |b| |τ |
we obtain
|e˙| ≤ kFk√mMe−
mmεM
2
t |SΣ (0)|+
µ
kFk 2
√
mM
mmεM
+ |b|
¶
kWk |λ (t)| (C.21)
and
|e˙|a ≤
µ
kFk 2
√
mM
mmεM
+ |b|
¶
kWk |λ (t)|a (C.22)
Combining (C.19)-(C.20) and (C.21)-(C.22), we conclude that the gain of the outer
path from λ to d2 is
|d2|L∞ ≤ Twe
p
2pr kFk√mMe−
mmεM
2
t |SΣ (0)|+ gouter |λ (t)| (C.23)
+Twe
p
2pr
r
sup
−T≤t≤0
|F (η, t) + bτ |2
|d2|a ≤ gouter |λ|a (C.24)
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where gouter is as in (5.34). Finally, we find the gain for the inner loop and use the
small-gain condition (5.35) to prove UGAS of the interconnection. For the inner
loop in Figure 5.4 we have from (C.18) that
|λ|L∞ ≤
1
1− g1cg2
{g2√qMe−α3t |SΣ (0)|+ δkM√pMe−pm2 t
p
Vc (0)} (C.25)
+ginner |d2|L∞ .
and
|λ|a ≤ ginner |d2|a (C.26)
where ginner is as in (5.33). Substituting (C.25)-(C.26) into (C.23)-(C.24) we find
|d2|L∞ ≤ Twe
p
2pr kFk√mMe−
mmεM
2
t |SΣ (0)|
+gouter
1
1− g1cg2
{g2√qMe−α3t |SΣ (0)|+ δkM√pMe− pm2 t
p
Vc (0)}
+gouterginner |d2|L∞ + Twe
p
2pr
r
sup
−T≤t≤0
|F (η, t) + bτ |2
|d2|a ≤ gouterginner |d2|a
and using the small-gain condition we obtain
|d2|L∞ ≤
1
1− gouterginner
{Twe
p
2pr kFk√mMe−
mmεM
2
t |SΣ (0)|
+
gouter
1− g1cg2
{g2√qMe−α3t |SΣ (0)|
+δkM
√
pMe−
pm
2
t
p
Vc (0)}+ Twe
p
2pr
r
sup
−T≤t≤0
|F (η, t) + bτ |2}
|d2|a = 0.
Finally, from Theorem 5.2, we have
|φ|L∞ ≤
√
pMe−
pm
2
t
p
Vc (0) +
2p2M
pm
|d2|L∞
≤ √pMe−
pm
2
t
p
Vc (0) +
Twe
√
2pr kFk√mM
1− gouterginner
e−
mmεM
2
t |SΣ (0)|
+
gouter
1− gouterginner
{g2√qMe−α3t |SΣ (0)|+ δkM√pMe− pm2 t
p
Vc (0)}
+
Twe
√
2pr
1− gouterginner
r
sup
−T≤t≤0
|F (η, t) + bτ |2
≤ γ10 ([|φ0| , |e0|]) + γ1
¡
[|d1|L∞ , |d2|L∞ ]
¢
|φ|a = 0
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where γ10 (·), γ1 (·) are K functions. From Theorem 5.3 we obtain
|e|L∞ ≤
1
1− g1cg2
{√qMe−α3t |SΣ (0)|+ g1cδkM√pMe−pm2 t
p
Vc (0)
+g1c
2δkMp2M
pm
|d2|L∞}.
|e|L∞ ≤
1
1− g1cg2
{√qMe−α3t |SΣ (0)|+ g1cδkM√pMe− pm2 t
p
Vc (0)
+
2g1cδkMp2M
pm
|d2|L∞}.
≤ 1
1− g1cg2
{√qMe−α3t |SΣ (0)|+ g1cδkM√pMe− pm2 t
p
Vc (0)
+
2g1cδkMp2Mp−1m
1− gouterginner
{
Twe
p
2pr kFk√mMe−
mmεM
2
t |SΣ (0)|+ gouter
1− g1cg2
{g2√qMe−α3t |SΣ (0)|
+δkM
√
pMe−
pm
2
t
p
Vc (0)}+ Twe
p
2pr
r
sup
−T≤t≤0
|F (η, t) + bτ |2}
≤ γ20 ([|φ0| , |e0|]) + γ2
¡
[|d1|L∞ , |d2|L∞ ]
¢
, γ20 (·) , γ2 (·) ∈ K
|e|a = 0
Having established that the origin (φ, e) = 0 is UGS and uniformly globally at-
tractive we have proved uniform global asymptotic stability for suﬃciently small
time-delays. ¤
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