Abstract. We study the asymptotics for the Fourier coefficients of a broad class of etaquotients,
1. Introduction 1.1. Background. Since the pioneering work of Hardy and Ramanujan [12] , and Rademacher [20, 21] , there has been an intensive study of the asymptotic behaviors of the Fourier coefficients of eta-quotients. Here what Hardy and Ramanujan as well as Rademacher treated has important combinatorial background:
A partition of a positive integer n is a non-increasing sequence of positive integers whose sum equals n. Let p(n) count the number of partitions of n with the convention that p(0) = 1. It is well known that n≥0 p(n)q n = 1 (q; q) ∞ .
(1.1)
Here and in the sequel, we adopt the standard q-series notation:
(a; q) ∞ :=
k≥0
(1 − aq k ).
It is necessary to mention that the generating function (1.1) is holomorphic on the open unit disk D ⊂ C, namely, |q| < 1. Rademacher showed that
where with s(h, k) being the Dedekind sum defined in (1.7). Rademacher's approach is straightforward in essence, however delicate in detail. The basic idea is merely Cauchy's integral formula, but we need various techniques If we write 4) then g(n) may be related to certain combinatorial quantity in the theory of partitions. We notice that Rademacher's approach for the asymptotic formula of p(n) can be easily adapted to study the asymptotics of g(n) provided R r=1 δ r < 0. For some particular G(q), the interested readers may refer to the work of Grosswald [8] , Hagis Jr. [9, 10, 11] , Iseki [14, 15] and many others. On the other hand, when R r=1 δ r ≥ 0, a variance of Rademacher's method provided by O-Y. Chan [6] works. Chan used this method to prove several conjectures of Andrews and Lewis [3] concerning rank/crank differences modulo 3 and 4. We refer the readers to [7, 18, 19] for other related papers.
For general G(q) with R r=1 δ r < 0, the recent work of Sussman [23] presented a Rademacher-type formula. Sussman's result can in some sense be treated as a special case of the work of Bringmann and Ono [5] , in which the coefficients of harmonic Maass forms are studied. On the other hand, Sills [22] provided an automatic algorithm when R r=1 δ r = 0. When R r=1 δ r = 1, B. Kim [17] studied a subclass of such G(q) with the aid of Chan's method.
The purpose of this paper is to obtain asymptotic formulas of Fourier coefficients of a broad class of eta-quotients G(q) with R r=1 δ r ≥ 0.
1.2.
The main result and some remarks. Assuming that k and h are positive integers with gcd(h, k) = 1, we put with ((x)) :=
Let L = lcm(m 1 , . . . , m R ). We divide the set {1, 2, . . . , L} into two disjoint subsets:
Now we are ready to present the main result.
holds for all 1 ≤ ℓ ≤ L, then for positive integers n > −∆ 2 /24, we have 9) where 11) and I s (x) is the modified Bessel function of the first kind.
We have several remarks to make. 1. The main term of g(n) may vanish for certain families of eta-quotients. One example arises from Gauss' square exponent theorem [2, Corollary 2.10]: 13) one may say more about the main term. Let ℓ ∈ L >0 be fixed. One thing we observe is that for given k, the sum
has period k for n ∈ Z >0 . On the other hand, letting us fix some k 0 ≡ ℓ (mod L), the following estimate of the tail gives useful information:
Tail := k0<k≤N k≡Lℓ
(1.14)
3. An explicit bound of E(n) is given in (3.10). It would be necessary if one wants to study the exact sign pattern of g(n). 4. It is helpful to record Sussman's result [23] :
holds for all 1 ≤ ℓ ≤ L, then for positive integers n > −∆ 2 /24, we have
One may notice that Sussman's asymptotic formula is almost the same as our main term. His proof is mainly based on Rademacher's original version [20] of circle method, whereas ours relies on O-Y. Chan's version [6] . One major difference arises from the contours chosen for Cauchy's integral formula.
1.3. Notation. Let Z, R and C be the set of integers, real numbers and complex numbers, respectively. Let H be the upper half complex plane. For a given set S, we use S condition to denote the subset of S with the given condition (e.g. Z >0 denotes the set of positive integers).
The big-O notation is defined in the usual way:
where C is an absolute constant. If the constant C depends on some variables, then we write f (x) = O variables (g(x)). We may also omit the subscript if these variables are explicit. Furthermore,
We use u ≡ m v to denote u ≡ v (mod m), and likewise u ≡ m v to denote u ≡ v (mod m).
For ∆ ∈ 1 2 Z ≤0 and x ∈ R ≥1 , we define
where ζ(·) is the Riemann zeta-function. At last, we use the conventional notation e(z) := e 2πiz for complex z.
The circle method
Our main ingredient is O-Y. Chan's version of circle method [6] with some slight modifications. For the sake of completeness, we shall reproduce the necessary details.
Cauchy's integral formula. Given a holomorphic function
n on a simply connected domain containing the origin, we know from Cauchy's integral formula that
dq, where the contour integral is taken counter-clockwise.
We take r = e −2π̺ with ̺ = 1/N 2 where N is a positive integer to be determined in the sequel.
Let h/k be a Farey fraction of order N . We use ξ h,k to denote the interval
h,k and θ ′′ h,k being the positive distances from h/k to its neighboring mediants. Now we dissect the circle |q| = r by Farey arcs and obtain
Letting z = k(̺ − iφ) and τ = (h + iz)/k, we may rewrite the integral as
We also define the fractional linear transformation
We know from the transformation formula of Dedekind eta-function [4, pp. 52-61] that
where the square root is taken on the principal branch, with z 1/2 > 0 for z > 0. Given a positive integer m, to transform F (e(mτ )) properly for each choice of k and h (with gcd(h, k) = 1), we proceed as follows.
Let d = gcd(m, k). We also write m = dm
we obtain the following matrix in SL 2 (Z):
Note that our γ (m,k) is different to Chan's definition. However, they are identical if gcd(m, k) = 1. Recall that
This implies that
On the other hand, since γ (m,k) ∈ SL 2 (Z), it follows from (2.2) that
The following result is an immediate consequence of (2.5).
Lemma 2.1. We have, for any positive integers k and h with gcd(h, k) = 1, 
We next notice that z = k(̺ − iφ). Hence
On the other hand, we have
This is because
where we use the fact k ≤ N in the last inequality.
In the author's recent work with Tang and Wang [7] , it is shown that Lemma 2.2. We have
Proof. We write in this proof q = e (y) with y ∈ H. Recall that p(n) denotes the number of partitions of n with the convention that p(0) = 1. It is clear that p(n) > 0 for all n ≥ 0. We first have
On the other hand,
Noting that |q| = |e(y)| = e −2πℑ(y) , we have
We remark that the right-hand side can be treated as a decreasing function of ℑ(y).
At last, we see from (2.4) that
where we use (2.12). Hence the left-hand sides of (2.13) and (2.14) are both
We also extend a bound given in [7, Lemma 3.3] .
Lemma 2.3. Let η 1 , . . . , η R be R integers, all non-zero, and let y 1 , . . . , y R be R complex numbers in H. Then Proof. Let q r = e(y r ) for r = 1, . . . , R.
Note that F (q r ) ηr can be treated as the generating function of |η r |-colored partitions when η r is a positive integer, while when η r is a negative integer, it is the generating function of weighted |η r |-colored distinct partitions where the weight is given by (−1)
♯ with ♯ counting the total number of parts. Hence, for r = 1, . . . , R, if we write
and F (e (y r )) |ηr| = n≥0ã r (n)q n r , then |a r (n)| ≤ã r (n) for n ≥ 0 with a r (0) =ã r (0) = 1. Hence
F (e (y r ))
where we use (2.15) in the last inequality.
An integral.
The last task in this section is to evaluate a useful integral.
17)
Then, for those positive integers n with 24n + b > 0, we have Proof. We first put w = z/k = ̺ − iφ to obtain
One may separate the integral into three parts
To compute the main term J 1 , we make the following change of variables t = wk (24n + b)/a to obtain
Note that the new contourΓ is still a Hankel contour. Recalling the contour integral representation of I s (x):
we conclude
For the error term E(I), which comes from J 2 and J 3 , we put w = x + iθ with −∞ ≤ x ≤ ̺ and θ ∈ {θ 
where we use the bound 
This implies that
|E(I)| = | − J 2 + J 3 | ≤ |J 2 | + |J 3 | ≤ 2 −c π −1 e
Asymptotics
We rewrite (2.1) as follows:
Recalling that L = lcm(m 1 , . . . , m R ), we have, for those k with k ≡ ℓ (mod L), the following two identities hold:
and
since gcd(m r , k) = gcd(m r , ℓ) for all r = 1, . . . , R.
Throughout this section, we always assume that 24n + ∆ 2 > 0.
3.1. Estimating S ℓ with ℓ ∈ L ≤0 . We first assume ℓ ∈ L ≤0 . In this case, the contribution of S ℓ is relatively small. It follows from (2.7) and the bounds (2.10)-(2.14)
Consequently,
Here we use the trivial bound
where Ξ ∆1 (N ) is defined in (1.16).
To summarize, we have
We deduce from (2.7) that
We first deal with T ℓ,2 , which is relatively small comparing with T ℓ,1 . The following bound is necessary.
Proof. It follows from Lemma 2.3 that
We also know from (2.4) that
If we put
we have u r ≥ 1 for all r = 1, . . . , R. Now (3.5) becomes
To prove (3.4) , it suffices to show that W (x) is a non-decreasing function of x on (0, e −π∆3(ℓ)/24 ] since the right-hand side of (3.4) is exactly W (e −π∆3(ℓ)/24 ). It is equivalent to show that W ′ (x) ≥ 0 on this interval. We have
It suffices to show that
We next observe that
This is valid as for r = 1, . . . , R, we have
we see that y > 0 when x ∈ (0, e −π∆3(ℓ)/24 ]. Now it suffices to show that e −y + y ≥ 1, which is obvious as e −y + y is increasing for y > 0. We therefore arrive at the desired result. 1 − e −π gcd 2 (mr,ℓ)/mr 2 − 1 .
To summarize, we have 
