Using airborne remote sensing and in-situ observations to assess emissions of complex CH4 sources by Krautwurst, Sven
Using airborne remote sensing and
in-situ observations to assess
emissions of complex CH4 sources
Sven Krautwurst
Universita¨t Bremen 2018

Using airborne remote sensing and
in-situ observations to assess
emissions of complex CH4 sources
Vom Fachbereich fu¨r Physik und Elektrotechnik
der Universita¨t Bremen
zur Erlangung des akademischen Grades eines
Doktor der Naturwissenschaften (Dr. rer. nat.)
genehmigte Dissertation
von
Dipl. Ing. / M. Sc. Sven Krautwurst
aus Langenau

1. Gutachter: Prof. Dr. J. P. Burrows
2. Gutachter: Prof. Dr. J. Notholt
Eingereicht am: 28.03.2018
Tag des Promotionsquolloquiums: 06.09.2018

Abstract
Methane (CH4) is the second most important anthropogenic greenhouse gas. Its atmo-
spheric concentration is significantly influenced by human activities and has increased
over the past years. The adverse effects of such a greenhouse gas on the climate system
has identified need to control its emissions. However, an accurate assessment of the
different emission sources by existing observations remains challenging. Consequently,
the methane budget still has significant uncertainties, especially for local sources.
In this study, an attempt was made to quantify emissions for areal sources and com-
plex source regions (about 1 to 90 km2 in area) using passive remote sensing data and
in-situ data. The data set was collected during the COMEX (CO2 and MEthane eX-
periment) research campaign in California in 2014. It comprised observations of CH4 by
airborne remote sensing non-imaging (Methane Airborne MAPper, MAMAP) and imag-
ing (Airborne Visible / Infrared Imaging Spectrometer - Next Generation, AVIRIS-NG)
instruments as well as aircraft in-situ observations of CH4 and carbon dioxide (CO2)
with a Picarro greenhouse gas in-situ analyser. The main objective was the quantitative
analysis of emissions from prominent CH4 sources such as landfills and oil fields and,
if present, also accompanying CO2 emissions. In particular, the unique spectroscopic
measurements in the short wave infrared region from the MAMAP remote sensing in-
strument have successfully been used for this purpose. This was also the first time
that CH4 emissions from an entire landfill and an oil field complex were quantitatively
estimated from airborne remote sensing data.
Elevated CH4 concentrations (or ’CH4 plumes’) were detected downwind from land-
fills and across oil fields by remote sensing aircraft surveys using the MAMAP instru-
ment. Following each remote sensing survey, the detected plumes were sampled within
the atmospheric boundary layer by in-situ instruments on the same aircraft for atmo-
spheric parameters such as wind information and dry gas mole fractions of CH4 and
CO2. These measurements facilitated an independent assessment and verification of the
surface fluxes.
During the COMEX campaign, four landfills in the Los Angeles Basin were surveyed,
where one landfill repeatedly showed a clear emission plume on four flight days. Addi-
tionally, an oil field complex in the San Joaquin Valley was investigated on seven days.
Emission rates estimated from the MAMAP remote sensing and Picarro in-situ observa-
tions via mass balance approaches vary between 11.6 and 17.8 ktCH4 yr
−1 for the landfill,
and between 31.0 and 47.1 ktCH4 yr
−1 for the oil field complex for several overpasses.
Case-dependent relative uncertainties are between ± 17% to 45%. Furthermore, the
in-situ and remote sensing based emission rates agree well within the error bars. The
reported inventory value of the landfill of 11.5 ktCH4 yr
−1 for 2014 by the US Environ-
mental Protection Agency (EPA) is on average 2.8 ktCH4 yr
−1 lower than the top-down
estimate from this study. The top-down estimates of the oil field complex are consis-
tent with the latest inventory estimate but can differ significantly if basic assumptions
of production rates and emission factors are used yielding only around 6 ktCH4 yr
−1.
The imaging capabilities of the AVIRIS-NG instrument aboard a simultaneously flown
second aircraft additionally allowed the identification of a possible leak in the landfill
cover and the exact source positions of the emitters across the oil field complex.
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1. Introduction
In 2017, the world population continued to grow, reaching nearly 7.6 billion people,
according to the United Nations World Population Prospects 2017 report (UN, 2017).
Within about 35 years, the global population has doubled (UN, 2017). This large num-
ber of human beings need to be provided with enough resources such as food, fresh
water, and energy, which are harvested from Earth’s environment. However, because
of this consumption, a variety of waste products such as garbage, greenhouse gases
and other pollutants are released back to the environment. The impact of humans on
Earth’s ecosystem has even reached a stage where it has been suggested that Earth has
entered a new geological epoch called the ’Anthropocene’ (Crutzen, 2002; Steffen et al.,
2007; Zalasiewicz et al., 2011; Ruddiman, 2013), derived from the ancient Greek word
’anthropos’ (human).
Greenhouse gases such as carbon dioxide (CO2), methane (CH4), and nitrous oxide
(N2O), which significantly influence the climate system (Stocker et al., 2013; IPCC,
2013a), are released during various human activities, such as exploitation and extrac-
tion of fossil fuels (oil, gas and coal); combustion processes in vehicles or for electricity
production; animal husbandry for meat production; rice cultivation; and waste manage-
ment (EPA, 2016; Le Que´re´ et al., 2016; Saunois et al., 2016). Those gases can absorb
and re-radiate specific parts of the electromagnetic radiation emitted by the earth that
would otherwise escape to space and thus modify Earth’s surface temperature. This
is called the greenhouse effect. Joseph Fourier (1822, 1824, 1827) has commonly been
credited with discovering or pointing out the greenhouse effect on Earth’s atmosphere
(e.g., Fleming, 1999; van der Veen, 2000, and references therein). However, Edme Mari-
otte (1681) already compared Earth with a greenhouse over 100 years earlier and Claude
Pouillet (1838) provided a correct analytical description of the heat balance of Earth’s
surface and its atmosphere. In the 1890s, Svante Arrhenius (1896) then estimated a
change in temperature of 5 to 6◦C for a doubling of atmospheric CO2 concentrations
based on physical principles. These values are actually not too far away from estimates,
which are based on recent observations and much more comprehensive and sophisticated
climate models, ranging from around 1.5 to 4.5◦C (Collins et al., 2013). These models
summarise our current understanding of the sensitivity of the climate system and are
also used to investigate possible adverse effects of a warming climate, such as sea level
rise, more severe storms, changing precipitation patterns, and heat waves (Collins et al.,
2013).
The strong increase in human-related (’anthropogenic’) greenhouse gas emissions re-
leased to the atmosphere goes back to the second half of the 18th century (Ciais et al.,
2013), which is known as the beginning of the industrialisation and related to the in-
vention of the steam engine (Hatsopoulos, 2006). Since then, the two most important
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anthropogenic greenhouse gases CO2 and CH4 have increased by 44% (Joos and Spahni,
2008; Hartmann et al., 2013) and 154% (Hartmann et al., 2013), respectively. The cur-
rent (2015) atmospheric concentrations of CO2 (399.4 ppm, Dlugokencky and Tans, 2017)
and CH4 (1834 ppb, Dlugokencky, 2017) have been the highest for at least 800,000 years
based on ice core analyses (Loulergue et al., 2008; Luethi et al., 2008). The steady in-
crease in atmospheric CO2 concentration is also observable in continuous measurements
acquired at the Mauna Loa Observatory. They started in 1958 and were initiated and
supervised by Charles D. Keeling (Keeling, 1960). This important observational record
is therefore also referred to today as the ’Keeling curve’ (Harris, 2010; Keeling, 2018).
Without any regulations, atmospheric concentrations of greenhouse gases, as well as
temperatures, are expected to rise further in the future (IPCC, 2013b), amongst other
things, due to increasing energy demand originating from a growing world population
that might reach 9.8 billion by 2050 (UN, 2017).
The need for regulations on anthropogenic greenhouse gas emissions has also been
recognised by governments (e.g., UNFCCC, 1998; EC, 2000, 2003; PNZ, 2008). To ef-
fectively reduce these emissions and find the best mitigation strategies, the emission
sources need to be identified and assessed for their contributions to the observed in-
crease in the atmosphere. In this context, CH4 is of special interest because of several
effects: First, its effect on the climate on a time horizon of 100 years is 28 times larger
than that of CO2 (by equivalent mass, Myhre et al., 2013). Second, its atmospheric
lifetime is shorter compared to that of CO2, leading to a faster decline of atmospheric
CH4 concentrations in the case of CH4 emission reductions (Shindell et al., 2012; Saunois
et al., 2016), and third, of its observed atmospheric concentrations, which were unusual
over the past years compared to the steadily growing CO2. The atmospheric CH4 levels
stagnated in the early 2000s (Dlugokencky, 2003) but began to rise in 2007 (Rigby et al.,
2008; Dlugokencky et al., 2009). The cause of this renewed increase is still heavily de-
bated in the scientific community and is associated either with increasing anthropogenic
emissions (Franco et al., 2016; Hausmann et al., 2016; Helmig et al., 2016; Worden
et al., 2017), both increasing anthropogenic and natural emissions (Nisbet et al., 2016;
Schaefer et al., 2016; Schwietzke et al., 2016), or a decreasing atmospheric sink for CH4,
which would lead to an increase in atmospheric concentrations without altering source
emissions (Rigby et al., 2017; Turner et al., 2017).
This circumstance and uncertainty are also reflected by the recent global methane bud-
get report (Saunois et al., 2016), which summarises current knowledge of CH4 sources
and sinks based on bottom-up and top-down approaches. According to the report, to-
tal global CH4 emissions, originating from both anthropogenic and natural sources, are
relatively well-known based on top-down estimates. However, partitioning the emissions
into a natural and an anthropogenic part already increases the uncertainty to around
28%. Furthermore, for example, as the anthropogenic emissions continue to be split into
different sectors such as fossil fuel, agriculture and waste-related activities, the uncer-
tainties rise up to 56%. This shows a clear need for additional measures to concentrate
on our knowledge of CH4 emissions that constrains various source types.
Top-down approaches are usually used to differentiate and constrain the emissions at
the global to regional / country scale (compare also to, e.g., Bergamaschi et al., 2005;
2
Bousquet et al., 2011; LaFranchi et al., 2013; Bruhwiler et al., 2014; Cressot et al., 2014;
Gentner et al., 2014; Wecht et al., 2014; Alexe et al., 2015; Turner et al., 2015). They
combine various types of greenhouse gas observations with a priori knowledge of their
sources and sinks, and an atmospheric chemistry and transport model that simulates the
measured atmospheric concentrations based on the already available data from sources
and sinks. The task of the inverse model is then to optimise the given sources and sinks
so that they fit the observations and thus allow a better characterisation of the emissions.
For the assignment of concentration observations to specific source types, simultaneously
acquired tracer (Kang et al., 2014; Roscioli et al., 2015) or isotopic (Dlugokencky et al.,
2011; Saunois et al., 2016) observations can also be incorporated into these experiments.
However, most of such inverse model studies rely on sparse measurement networks or
satellite observations of coarse spatial resolution, which complicate the differentiation
between different source types and sectors, as identified by Saunois et al. (2016). Addi-
tionally, their capabilities in assessing emissions on a local scale or at facility level are
also limited.
For that purpose, greenhouse gas emission inventories have been developed using
bottom-up methods that estimate emissions from emission factors and activity data.
In principle, emissions are estimated for single facilities, summed up, and eventually
yield global emission data similar to those derived from globally better constrained top-
down approaches. However, Saunois et al. (2016) have shown that globally summed up
natural emissions from bottom-up estimates are significantly higher than those from top-
down approaches. A recent review by Brandt et al. (2014) summarised several studies
that compared CH4 measurements at fossil fuel extractions sites to inventory estimates.
They concluded that the emissions given in those inventories are generally too low for
such anthropogenic sources. This is particularly interesting because fossil fuel-related
activities are a candidate that could be responsible for the recent observed increase in
atmospheric CH4 concentrations (Franco et al., 2016; Hausmann et al., 2016; Helmig
et al., 2016; Worden et al., 2017).
In summary, there is a clear need for additional measures and measurements to con-
strain CH4 emissions from different source types. This is particularly important for
localised sources that are not covered by the global or regional inverse modeling schemes
mentioned above. Observations collected on local scale can be compared to inventory
estimates. This knowledge can then be used globally for the respective source type(s).
Reliable and representative measurements are required. However, the study by Babilotte
et al. (2010) shows that this is a challenging task. They focused on comparing different
measurement techniques monitoring the same landfill that indepentendly were supposed
to observe similar emissions. Yet, the result of the study clearly shows a disagreement
by a factor of 5 to 10 between different methods, indicating the need to improve existing
systems and develop new measurement techniques.
To invert observations of emissions from localised sources, top-down methods are com-
monly used, mostly relying on mass balance or simple plume simulation approaches that
can be applied to a wide range of measurement techniques operating on different plat-
forms. The choice for a specific technique usually depends on the target / source under
investigation, and is related to its spatial extent and emission strength. Emission esti-
3
1. Introduction
mates are derived from concentration measurements of the emitted plume from a specific
source, which are elevated with respect to the surrounding air masses. In combination
with meteorological parameters, especially prevailing wind information, the plumes of in-
creased concentration are inverted to emission rates. Concentration measurements (and
their subsequent use in flux inversions) are most commonly provided by passive remote
sensing and in-situ instruments. The difference between the two is the investigated air
mass. The in-situ instruments collect air samples directly from within the plume to be
subsequently analysed for their greenhouse gas content. Passive remote sensing instru-
ments can remotely infer concentrations by observing, for example, spectrally resolved
solar electromagnetic radiation that has passed through the atmosphere and the plume
and has been modified by the greenhouse gases on its way. Remote sensing and in-situ
measurements are also referred to as column and point measurements, respectively, in
a first-order approximation. These instrumental differences are also reflected by the
respective sampling strategies, which come with their advantages and disadvantages.
In-situ analysers operated on cars (e.g., Leifer et al., 2013; Farrell et al., 2013; Brantley
et al., 2014; Monster et al., 2014a,a; Yoshida et al., 2014; Roscioli et al., 2015; Yver Kwok
et al., 2015) or flown aboard aircraft (e.g., Mays et al., 2009; Peischl et al., 2013; Karion
et al., 2013; Cambaliza et al., 2014; Caulton et al., 2014; Pe´tron et al., 2014; Cambaliza
et al., 2015; Gordon et al., 2015; Lavoie et al., 2015; Peischl et al., 2016) have been
widely used to investigate CH4 emissions from landfills, sewage treatment plants, oil
sands operations, oil and gas extraction sites, and cities. Airborne in-situ observations
are particularly valuable and beneficial because they are not limited by existing streets,
a difficult surface terrain or ground access restrictions, and can sample a horizontal and
vertical cross section through the plume. Aircraft additionally have the advantage of
being able to carry out airborne passive remote sensing observations. As those types
of instruments provide column measurements, they can survey larger areas in the same
time than in-situ instruments, which only sample at the position of the aircraft. So far,
only a few publications describe passive airborne based remote sensing instruments (e..g.,
Green et al., 1998; Hamlin et al., 2011; Gerilowski et al., 2011) using backscattered solar
radiation from the ground and being able to detect CH4 emissions. Even fewer studies
have succeeded in deriving quantitative emission rates from these types of observations
(Krings et al., 2013; Frankenberg et al., 2016). However, they provide unique information
on local sources that are not readily accessible from the ground and help to identify
potential and unknown emitters in specific areas such as across fossil fuel operation sites
(e.g., Thompson et al., 2015).
Objective
The objective of this research is to extend the field of application of the Methane Air-
borne MAPper (MAMAP) instrument (Gerilowski et al., 2011) to prominent but poorly
quantified local CH4 sources such as oil fields and landfills, which account for almost half
of the globally emitted anthropogenic CH4 (Saunois et al., 2016). MAMAP is a passive
1-D remote sensing instrument delivering spectroscopic measurements in the short wave
infrared region (SWIR) at around 1.63µm to infer column information on CO2 and CH4.
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For the case of CH4, for example, the acquired spectra are modified by atmospheric CH4
and additional CH4 in the emission plume, which partly absorbs the solar radiation
as it passes through the atmosphere and is subsequently backscattered by the ground
to the aircraft. The desired CH4 concentrations used for an emission rate estimate are
then extracted by the weighting function modified (WFM) differential optical absorption
spectroscopy (DOAS) method. Algorithms, originally developed (Buchwitz et al., 2000)
for the satellite instrument SCIAMACHY (Scanning Imaging Absorption Spectrometer
for Atmospheric CHartographY, Burrows et al., 1995; Bovensmann et al., 1999) and al-
ready applied to MAMAP remote sensing observations by Krings et al. (2011), are used
and adapted to the current targets and flight conditions. The emission rates are then
inferred from a mass balance approach applied to the retrieved concentration columns.
Prior to this study, observations of the instrument were successfully used to estimate
emission rates from strong CO2 point sources such as power plants (Krings et al., 2011)
and coal mine ventilation shafts (Krings et al., 2013). These sources were also well
monitored by their operators and served as a proof-of-concept and as ’training targets’.
However, the sources investigated in this study add additional complexity to the flux
inversion as the emissions may be distributed over an area (for landfills) and are not
concentrated on a small ’point’. Thus, smaller column enhancements leading to weaker
signals in the observations are expected for similar atmospheric conditions and emission
strengths. Furthermore, the exact position of an emitter is rarely known in case of oil
fields, which complicates any emission measurements. Therefore, one task is also the
development of a MAMAP real-time retrieval, which allows the scientific flight operator
to dynamically adjust the flight pattern on the basis of the observed emissions. This
has the potential to significantly improve emission observations and consequently flux
estimates.
Airborne spectroscopic measurements of trace gases in the SWIR spectral region is
a relatively new technique and, so far, has not been used for emission rate estimates
of an entire landfill or an oil field complex. In contrast, airborne in-situ measurements
are a well-established tool and have already been used to investigate landfill or oil field
emissions. To verify the remote sensing based emission rates, observations from an
in-situ instrument observing the same sources as the remote sensing instrument, are
investigated. For that purpose, an in-situ inversion algorithm is developed. It includes
an interpolation scheme and a mass balance approach.
Besides assessing emission rates, the distribution of sources across the surveyed areas
is also investigated. This yields information on existing emission hotspots at landfill
sites, or can identify the emitting facilities (i.e., storage tanks or wells) across the oil
field complex. As neither the MAMAP nor the in-situ observations are able to deliver the
exact source position of emissions, data from a second passive remote sensing instrument,
AVIRIS-NG (Airborne Visible / Infrared Imaging Spectrometer - Next Generation),
having imaging capabilities, are exploited for that objective.
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Outline
The thesis is organised into nine chapters. Following the introduction, Chapter 2 gives
a short overview of Earth’s atmosphere, as this is the medium in which the emissions
are released and the observations are acquired. Its composition, as well as its structure,
affect the behaviour of an emitted plume and the measurements. The current knowl-
edge on the two gases CO2 and CH4 (with focus on methane) is presented in Chapter 3,
which includes their main sources, the development of their atmospheric concentrations,
chemical reactions providing removal processes from the atmosphere, and their role in
global climate change as greenhouse gases. Chapter 4 gives a broad overview of currently
available observation techniques and methods to constrain methane emissions. Chapter
5 introduces the three instruments used and their data sets investigated in this work.
Additionally, the developed flight patterns used to maximise the information gain from
these observations are described. Chapter 6 details the absorption spectroscopy in the
short wave infrared region. It is relevant for both remote sensing and in-situ measure-
ments. The algorithms that invert the spectroscopic remote sensing measurements and
the in-situ samples to concentrations and their use in mass balance approaches are also
discussed. The final retrieval results and estimated emission rates of the assessed land-
fills and oil fields, as well as their interpretation are given in Chapter 7. This chapter
also includes a comprehensive analysis of the detection limit of the MAMAP remote
sensing instrument for areal sources under various atmospheric conditions and source
characteristics based on Gaussian plume forward model simulations. The thesis closes
with a summary and conclusion (Chapter 8), and an outlook addressing potential future
work (Chapter 9).
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Earth’s atmosphere is one part of the Earth system. It is embedded in and interacts
with the other parts of this system: the hydrosphere, the lithosphere, the biosphere
and the cryosphere. Additionally, it is affected and modified by human activities, which
are assessed in this study. The focus is on emissions and their quantification. All
measurements of trace gases, or more precisely greenhouse gases (GHGs), which were
released near the surface to the atmosphere, were collected within Earth’s atmosphere.
Therefore, some basic concepts related to, and properties of, the atmosphere are intro-
duced. Sect. 2.1 covers the main characteristics of the atmosphere such as composition
and vertical structure. Subsequently, Sect. 2.2 discusses basic concepts of stability in the
lower atmosphere. They are in particular important for the propagation and behaviour
of substances, which are emitted or released near the surface.
2.1. Composition and vertical structure
Composition of Earth’s atmosphere
Since the origin of Earth, around 4.5 billion years ago (Dalrymple, 2001), the composition
of the atmosphere has change significantly. It is believed that the first or primordial
atmosphere (if there was one at all) consisted of lighter elements but dissipated due
to the solar wind and the weak gravitational field of the early Earth. The second
atmosphere, which originated preliminary from outgassing mechanisms, was possibly
comprised of CO2, nitrogen (N2), hydrogen (H2), water vapour (H2O), ammonia (NH3),
carbon monoxide (CO), and CH4 (see, e.g., Kasting, 1993; Kasting and Howard, 2006,
and references therein for details). The earliest evidence for life might date back as
far as around 4.3 billion years (Dodd et al., 2017). First indications for photosynthesis
emerged around 3.2 to 3.8 billions years ago (e.g., Des Marais, 2000; Buick, 2008; Satkoski
et al., 2015). An important turning point in the Earth’s history was, for example,
2.3 billions years ago. Around that time, the atmospheric oxygen (O2) concentration
reached a level, which was high enough to transform the previously mildly reducing
(second) atmosphere to a strongly oxidising one (Kasting, 2001; Kump, 2008). This
is also reflected in the current atmospheric composition, which contains a significant
amount of O2 (see Table 2.1).
The most abundant gas is nitrogen (N2; chemically inert, non-water-soluble, and non-
condensable under atmospheric conditions), which has accumulated in the atmosphere,
followed by oxygen and argon (Ar). Atmospheric water vapour concentrations are highly
variable and can reach concentrations of up to 5% (Seinfeld and Pandis, 2006; Wallace
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Table 2.1.: Excerpt describing the most abundant atmospheric constituents and their approx-
imate concentrations in dry air (after Roedel and Wagner, 2011). A more comprehensive list
containing also trace gases such as CO2 and CH4 can be found in, e.g., Brasseur et al. (1999)
or Wallace and Hobbs (2006).
Constituent Chemical formula Molar mass Concentration
Nitrogen N2 28.02 gmol
−1 78.09%
Oxygen O2 32.00 gmol
−1 20.95%
Argon Ar 39.94 gmol−1 0.93%
and Hobbs, 2006). Additionally, there is also a large variety of other gases such as the
greenhouse gases CO2 and CH4 influencing the properties of the atmosphere significantly,
however, only present in traces (compare to e.g., Brasseur et al., 1999, or Table 3.1 in
Sect. 3.1 on p. 16).
Vertical structure of Earth’s atmosphere
The atmosphere can be divided into different regions by characteristic physical proper-
ties. The most commonly used quantity is the vertical temperature profile (see Fig. 2.1,
red solid line). The lowest part of the atmosphere is the troposphere. It is characterised
by a decrease in temperature with altitude. This decrease is related to adiabatic cooling
of air masses during their ascent after they have been warmed at the surface. Depending
on the water content of an air mass, the temperature can drop by 5 to 10◦C per kilometre
(Seinfeld and Pandis, 2006; Roedel and Wagner, 2011). The vertical extent of the tropo-
sphere depends on latitude and season and can vary from around 12 to 18 kma.s.l. (km
above sea level) in the tropics and from around 6 to 8 kma.s.l. at the poles (Brasseur
et al., 1999). It is confined by the tropopause and an accompanying reversal of the
temperature gradient. Within the subsequent layer, the stratosphere, the temperature
is increasing with altitude due to absorption of ultraviolet radiation by ozone (O3) and
O2. Due to the positive temperature gradient, vertical mixing between the troposphere
and the stratosphere, and within the stratosphere, is suppressed. At around 60 kma.s.l.,
there is the mesosphere exhibiting decreasing temperatures with altitude (due to radia-
tive cooling by CO2; e.g., Craig, 1965) reaching the coolest point of around - 80
◦C at the
mesopause at around 80 kma.s.l. The thermosphere lies above the mesopause and has a
strong temperature increase as a function of altitude. This is attributed to absorption
of short wave radiation by, e.g., N2 and O2. Additionally, the ionosphere starts in this
region. It is characterised by the occurrence of ions produced by photoionisation. This
layer is especially important for propagation of radio waves.
Figure 2.1 (blue solid line) also shows the vertical atmospheric pressure profile, which
exponentially decreases with altitude. This means that most of the atmospheric mass is
located in the lower part of the atmosphere (around 80% within the troposphere). The
vertical pressure profile can be derived from the hydrostatic equilibrium:
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Figure 2.1.: The vertical temperature (red solid line) and pressure profiles (blue solid line) in
the atmosphere as a function of altitude (left scale) and pressure level (right scale) are plotted.
The graphs are based on data from the U.S. Standard Atmosphere (USCESA, 1976).
dp = −ρgdz, (2.1)
where dp is the pressure change caused by an air column with the density ρ and the
vertical extent dz, and g is gravity. Integrating Eq. 2.1 from the surface to an altitude
z results in the barometric formula:
p(z) = p0 · exp
(
−Mair,dry · g
R
·
∫ z
0
dz′
T (z′)
)
T = const−−−−−→ p0 · exp
(
− z
H
)
, (2.2)
where H, the scale height, is given by
H =
R · T
Mair,dry · g , (2.3)
where p(z) is the pressure at altitude z, p0 is the reference pressure at the surface
(normally 1013 hPa), Mair,dry is the molar mass of dry air, g the gravity, R the universal
gas constant, and T is the temperature. In case of an isothermal atmosphere (T =const),
a scale heightH can be defined. H gives the height over which the pressure has decreased
by a factor of e, or of a homogeneous atmosphere1.
1An atmosphere, which is compressed to one layer having a constant density.
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2.2. Dynamics and stability of the lower atmosphere
Gases emitted to the atmosphere propagate and behave depending on meteorological
parameters. In a first-order approximation, the vertical distribution of a gas released
to the atmosphere (near the surface) depends on the stability of the lower part of the
atmosphere.
The concept of atmospheric stability is discussed in the following with the aid of a
vertically displaced air parcel. In this context, an air parcel represents an insulated
environment, which has no mass exchange with, or heat transfer to, the surrounding
air (in other words, it changes its temperature adiabatically) and has negligible kinetic
energy. The temperature of such an air parcel moving vertically in the atmosphere can be
described by the dry-adiabatic laps rate. ’Dry’ refers to a parcel without water vapour.
The dry-adiabatic laps rate (Γair,dry) can be derived from the first law of thermodynamics
(see, e.g., Roedel and Wagner, 2011) and is defined as
Γair,dry = −dT
dz
=
Mair,dry · g
cp,mol
, (2.4)
where dT/dz denotes the change in temperature T with altiude z,Mair,dry is the molar mass
of dry air, g the gravity and cp,mol the molar heat capacity at constant pressure for dry
air. Using a Mair,dry
2 of 28.96 gmol−1, a g of 9.81m s−2 and a cp,mol of 28.97 JK−1mol−1
results in a dry-adiabatic laps of around 0.01Km−1 or 10◦Ckm−1.
The dry-adiabatic laps rate is also a valid approximation for air parcels containing
water vapour but without condensation during the rise. For example, a specific humid-
ity3 of 0.01 (a representative mean value, Roedel and Wagner, 2011) leads to a deviation
of only - 0.9% relative to the pure dry-adiabatic laps rate. In case of condensation, the
air parcel is supplied by additional energy from the phase transition leading to a slower
cooling and, thus, a smaller laps rate. Details on this effect described by the pseudo-
adiabatic laps rate can be found in, e.g., Roedel and Wagner (2011). However, it is only
of minor interest for this study and, thus, for further considerations, the dry-adiabatic
laps rate is referred to as Γ = Γair,dry.
One criteria for estimating atmospheric stability is a comparison between the laps rate
of an air parcel (e.g., the released gas) and the laps rate of the surrounding air of the
atmosphere. The actual laps (γ) rate of the atmosphere is given by
γ = −dT
dz
, (2.5)
where T represents the actual temperature in the atmosphere as measured, e.g., by
aircraft or weather balloons. If the air parcel is initially lifted by, e.g., a disturbance,
it either sinks back to its initial position, stays at the current position or rises further
depending on the laps rate of the surrounding air (see Fig. 2.2). In case the temperature
of the surrounding air decreases slower than that of the adiabatically cooled air parcel
2Based on the relative abundance and the molar mass of the three gases listed in Table 2.1.
3Specific humidity is defined as the mass of water vapour in an air sample divided by the total mass
of the air sample (Wallace and Hobbs, 2006).
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(Γ > γ), the density of the air parcel is higher than that of the surrounding air and, thus,
it is heavier and will sink down to its initial state (Fig. 2.2, a). In case the temperature
of the air parcel decreases slower, the density and, thus, the weight of the parcel is always
lower than that of the surrounding air and it will climb further (Fig. 2.2, c). In case
both laps rates are equal, the air parcel will keep its position (Fig. 2.2, b).
Figure 2.2.: Shown are possible effects on a displaced air parcel (dashed circle) in a stable
(a), neutral (b), and unstable (c) atmosphere. Γ and γ denote the dry-adiabatic laps rate of
the air parcel and actual laps rate of the atmosphere, respectively. Further details are given
in the main text.
In this context, an important quantity is also the (dry) potential temperature. It is
defined as the temperature an air parcel would have if it was compressed or expanded
adiabatically to a reference pressure and can be calculated by
Θ = T ·
(
p0
p
)κ−1
κ
, (2.6)
where Θ is the potential temperature, T is the temperature at a specific pressure level
p, p0 is the reference pressure level (normally 1013 hPa), and the exponent
κ−1
κ
has a
value 0.286 for dry air.
In the next step, the potential temperature or a change in potential temperature with
altitude can be related to the above introduced laps rates (see, e.g., Roedel and Wagner,
2011, for details):
dΘ
dz
=
Θ
T
· (Γ− γ). (2.7)
Based on Eq. 2.7, it is possible to distinguish again three principle cases for a vertical
potential temperature profile in accordance with Fig. 2.2 depending on the actual laps
rate γ of the atmosphere:
• γ < Γ =⇒ dΘ
dz
> 0 =⇒ stable atmosphere
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• γ = Γ =⇒ dΘ
dz
= 0 =⇒ neutral atmosphere
• γ > Γ =⇒ dΘ
dz
< 0 =⇒ unstable atmosphere
That said, the potential temperature profiles derived from atmospheric measurements
can be used as an estimate of the atmospheric stability. The troposphere can, for
example, be divided into two parts (Masters and Ela, 2008): the free troposphere and
a boundary layer near the surface. During day, the boundary layer becomes normally
well-mixed due to convection from solar heating at the surface and turbulences induced
by winds and also by solar heating. Therefore, it is also called convective mixed layer.
Depending on the wind conditions and the solar insolation, thicknesses of some hundreds
of metres to some kilometres can be achieved. Usually, the boundary layer is separated
from the free troposphere by a transition zone with a relatively large positive potential
temperature gradient (corresponding to a very stable layer) significantly impeding an
exchange of air masses. That means, pollutants, which are emitted near the surface, are
initially trapped within the boundary layer and might become well-mixed after some
time. Vertical profiles of potential temperature can therefore also be used to estimate
the upper limit of the boundary layer and, thus, the upper vertical extent of emission
plumes.
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climate change
In the 20th century the role of the man-made emissions of greenhouse gases was recog-
nised to be a potential cause of global climate change and has then developed to one of the
most addressed topic. The following sections explain and discuss the greenhouse effect,
the two most important anthropogenic greenhouse gases CH4 and CO2, and the basics
and implications of global climate change in more detail. In the first part (Sect. 3.1),
the basic mechanisms of the greenhouse effect, which will later be further divided in a
natural and an anthropogenic part, are covered. The second part gives details on our
current knowledge of the two greenhouse gases CH4 (Sect. 3.2) and CO2 (Sect. 3.3) in
terms of their sources, sinks, temporal evolution and chemical reactions within the at-
mosphere. The final section (Sect. 3.4) explains the implications of the greenhouse effect
on the climate and also how it might change in the future.
3.1. Greenhouse effect
In general, the greenhouse effect is a mechanism, which traps energy received from the
sun within the Earth system and therefore leads to a warming of the lower part of the
atmosphere. Short wave radiation from the sun penetrates the atmosphere relatively
unhindered and leads to a warming of the surface. Subsequently, the warm surface
radiates longer wavelength radiation to space. Depending on the composition of the
atmosphere, some of this radiation is absorbed within the atmosphere and re-radiated
in all direction including back to the surface. This additional amount of energy leads
to a warming of the system. The total amount of energy in the system is additionally
limited by the planetary albedo, which is defined as the ratio of received to reflected
energy.
Earth receives around 1368Wm−2 (in the following referred to as solar constant S0,
Roedel and Wagner, 2011) at top of the atmosphere from the sun. Neglecting the
greenhouse effect and assuming the mean planetary albedo αplanetary of 0.3 (Roedel and
Wagner, 2011), an equivalent blackbody temperature Tsurface at the surface in thermal
equilibrium can be estimated by the Stefan Boltzmann law:
Tsurface =
(
(1− αplanetary) · S04
σ
) 1
4
= 255K ∼ −18◦C, (3.1)
where σ is the Stefan Boltzmann constant and the factor 4 arises from geometrical consid-
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erations yielding an irradiance averaged over the entire globe and one year. Considering
also the greenhouse effect, yields a surface temperature of around +14◦C (Jones et al.,
1999), a plus of 32◦C. The largest portion of this increase is attributed to the natural
greenhouse effect. It is caused by the natural available greenhouse gases such as CO2,
CH4, N2O but also water vapour. Without greenhouse gases, life in its current form on
Earth would not have been possible due the low temperatures.
Nowadays, human activities alter the composition of the atmosphere. Burning of
fossil fuels releases carbon, which had been fixed in oil or coal for millions of years, as
CO2 to the atmosphere. Agriculture leads to enhanced CH4 and N2O concentrations
produced by microbial activity in soils or in digestion systems of animals. A completely
new group of greenhouse gases was introduced by the chlorofluorocarbons (CFCs) in
the 20th century mainly as, e.g., cooling medium for refrigerants and aerosol spray cans.
However, they are better known for their impact on, and destruction of, stratospheric
ozone (Molina and Rowland, 1974; WMO, 2014), which shields Earth from harmful solar
ultraviolet radiation (Wayne, 2000).
Figure 3.1.: The diagram describes approximately the radiation budget of Earth driven by
solar short wave radiation. 100% (equals ∼ 342Wm−2) refers to the total irradiance averaged
over the entire globe over one year received from the sun. The molecules and clouds represent
the atmosphere with greenhouse gases. Further details are given in the text. The scheme is
based on data from Roedel and Wagner (2011).
All these substances have an influence on the energy balance of the Earth system.
A more complete picture of the current energy budget of Earth is given in Fig. 3.1.
A small part of the received solar radiation is absorbed within the atmosphere or is
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directly reflected back to space, e.g., by clouds. The remaining part is absorbed (or also
reflected) by the Earth’s surface and is, then, partly used for evaporation or released
as sensible heat. The larger amount is emitted as thermal radiation back to space,
whereby a considerable part is absorbed by the greenhouse gases and re-radiated to the
surface. If the concentration of the greenhouse gases increases, the amount of re-radiated
radiation back to the surface will increase and, thus, the near surface temperature will
also increase.
To quantify the effect of the different mechanisms influencing the radiation budget, the
terms radiative forcing (RF) and effective radiative forcing (ERF) are used. According
to the latest Intergovernmental Panel on Climate Change (IPCC) report (Myhre et al.,
2013), RF is defined as ”the change in net irradiance at the tropopause after allowing
for stratospheric temperatures to readjust to radiative equilibrium, while holding surface
and tropospheric temperatures and state variables such as water vapour and cloud cover
fixed at the unperturbed values”. The ERF expands the concept by allowing adjustments
also of tropospheric temperatures, and water vapour and cloud cover.
Figure 3.2.: The figure shows the changes in (effective) radiative forcings (RFs) since 1750 for
the most important forcing agents and their ∼ 2σ uncertainties (horizontal error bars). Solid
horizontal lines represent RFs and dashed lines represent effective RFs (ERFs). WMGHG
stands for ’well mixed greenhouse gases’. All forcings except ’solar irradiance’ (bottom row)
are of anthropogenic origin. Picture courtesy to Myhre et al. (2013).
Figure 3.2 summarises the RFs for different, so-called, forcing agents. They comprise
not only the already discussed greenhouse gases such as CH4 or CO2 but also other effects
arising from surface albedo changes or aerosols. The RF relative to 1750 is of particular
interest. The time before and around, respectively, 1750 is normally used because it
is considered as the period in which the influence of mankind was negligible compared
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to the ensuing period, which was accompanied by the industrialization. The largest
increase in forcing is related to CO2 and CH4. This is attributed to an atmospheric
increase in the greenhouse gases CO2 and CH4 by anthropogenic emissions (Stocker
et al., 2013). Figure 3.2 also shows that the sun has had only a minor influence on the
overall radiation budget.
There is also another metric, which is used to quantify and compare the strength of
different greenhouses, normally, relative to CO2 - the global warming potential (GWP):
It is defined ”as the time-integrated RF due to a pulse emission of a given component,
relative to a pulse emission of an equal mass of CO2”(Myhre et al., 2013). A com-
monly used time horizon for the integration is 100 years also used in the Kyoto protocol
(UNFCCC, 1998, 2012). Table 3.1 shows the GWPs for some greenhouse gases.
Table 3.1.: Global warming potentials (GWPs) of selected anthropogenic greenhouse gases
for a time horizon of 100 years (Myhre et al., 2013) and their global annual mean surface dry
air gas mole fractions in the atmosphere in 2011 (Hartmann et al., 2013). Per definition, the
GWP of CO2 is 1.
CO2 CH4 N2O CFC-12 HCFC-22 SF6
Concentration 390 ppm 1803 ppb 324 ppb 530 ppt 213 ppt 7 ppt
GWP 1 28 265 10200 1760 23500
Based on Fig. 3.2 it becomes apparent that CO2 and CH4 have the largest influence
on the radiation budget. Comparing these two gases reveals that CH4 is a significantly
more potent greenhouse gas than CO2 on a time horizon of 100 years (by a factor
of 28 by equivalent mass, Table 3.1). To get a better understanding of the current
atmospheric concentrations and their future developments, especially of CH4 but also
for CO2, Sects. 3.2 and 3.3 discuss their sources, sinks, and recent atmospheric evolution.
There are also other greenhouse gases having a much larger GWP (by some orders of
magnitude) but their atmospheric concentrations are also much lower (by some orders
of magnitudes) compared to those of CH4 and CO2.
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3.2. Atmospheric CH4
This section addresses atmospheric CH4 and its change over the past years. In order
to understand and estimate the future CH4 burden in Earth’s atmosphere, an adequate
knowledge of its sources and recent atmospheric concentrations (first part of this section),
as well as its sinks and the most important removal processes (second part of this section)
is required.
CH4 sources and its atmospheric evolution
The latest and most comprehensive overview of our current knowledge of CH4 sources
and sinks is given in Saunois et al. (2016). Most of the methane emissions released to
the atmosphere are either of biogenic, thermogenic, or pyrogenic origin (Kirschke et al.,
2013):
• biogenic: CH4 produced by bacteria, which consume biodegradable material un-
der anaerobic conditions1, e.g., by ruminants, in landfills, rice paddies or wetlands.
• thermogenic: CH4 produced by geological processes over millions of years. It
is released to the atmosphere through, e.g., marine or terrestrial seep fields, or
exploitation and extraction of fossil fuels.
• pyrogenic: CH4 produced by incomplete combustion processes, e.g., of fossil fuels
or by wild fires.
Emissions can also be distinguished by their source types: either anthropogenic or nat-
ural. The contribution of anthropogenic and natural sources to the total methane emis-
sions are either estimated by bottom-up or top-down measures. In this context, bottom-
up describes methods, which use, e.g., activity data in combination with emission factors
to estimate the emissions of a specific sector and source type. Activity data are, for ex-
ample, the amount of oil, which is extracted by oil wells, or the amount of oil, which
is transported through a pipeline, or the amount and type of waste stored in a landfill.
The emission factor states then how much, e.g., CH4 is released by the oil wells during
production or by pipelines during transport of a specific amount of oil, or how much
CH4 is released by a specific amount and type of waste (IPCC, 2006). This type of
approach is summarised and described for various source sectors and recommended for
greenhouse gas inventories by the IPCC (2006). These recommendations are followed
and / or adopted by, for example, the Emission Database for Global Atmospheric Re-
search (EDGAR; EC, 2017), the United States Environmental Protection Agency (EPA,
2017b), and the Greenhouse Gas and Air Pollutant Interactions and Synergies (GAINS)
model (Hoeglund-Isaksson, 2012; IIASA, 2017), which are also used in and summarised
by Saunois et al. (2016).
1Free or bound oxygen is not available during the process.
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Top-down methods use atmospheric measurements in combination with atmospheric
transport and chemistry models to assign emissions to specific sources via inverse mod-
eling. Both methods bottom-up and top-down have their advantages and disadvantages.
With top-down estimates, it is usually not possible to separate individual source sectors
with the same detail as bottom-up estimates do (Kirschke et al., 2013; Saunois et al.,
2016). On the other hand, bottom-up estimates tend to overestimate total global CH4
emissions (Kirschke et al., 2013; Saunois et al., 2016). Possible explanations for that
are, for example, a double counting of natural sources, which are difficult to distinguish,
such as wetlands and inland waters, or a missing constrain on the total. Top-down
estimates are, for example, constraint by the global CH4 growth rate (Kirschke et al.,
2013), whereas for the total bottom-up estimate, individual sources are ”only” summed
up.
The pie charts in Fig. 3.3 show a comparison between total bottom-up and top-
down emissions based on Saunois et al. (2016) for the years 2003 to 2012. For natural
sources, the total emissions estimated by bottom-up and top-down approaches disagree
by 153TgCH4 yr
−1 due to the issues mentioned above. This large discrepancy arose
from the sector ’other natural sources’, which is around 3 times larger in the bottom-up
than in the top-down estimates (for details, see Saunois et al., 2016). The only other
sector for natural emissions in the top-down budget is ’natural wetlands’ (following
the nomenclature in Saunois et al., 2016), which is also the largest single source with
167TgCH4 yr
−1.
Figure 3.3.: Shown are the total mean anthropogenic and natural emissions based on bottom-
up (a) and on top-down (b) estimates for the period 2003 to 2012. Numbers in square brackets
give the range of possible values [min - max]. The pie charts are based on data from Saunois
et al. (2016, their Table 2).
For the anthropogenic emission sources, the two approaches deliver consistent esti-
mates with total emissions of around 352 (bottom-up) and 328TgCH4 yr
−1 (top-down).
The main emission sectors (top-down) are ’agriculture and waste’, ’fossil fuel’, and
’biomass & biofuel burning’ with emissions of 188, 105 and 34TgCH4 yr
−1, respectively,
between 2003 and 2012.
On a global scale, the total methane emissions are reasonable well-understood with
relative uncertainties of around 3% based on top-down estimates. However, trying to
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assign emissions to anthropogenic and natural sources increase the uncertainty to around
20% on average. Finally, the sector based emissions for ’agriculture and waste’, ’fossils
fuels’, ’and biomass & biofuel burning’ (all anthropogenic) have uncertainties of around
27% to 56%. For natural sources, the sector based uncertainties on the emissions for
’natural wetlands’ and ’other natural sources’ are between 21% and 106%.
Using the bottom-up estimates, the emission sectors can be further refined. A detailed
view on the relative emissions of the single sectors is given in Fig. 3.4. The largest
natural emitters are wetlands and fresh water systems such as rivers, ponds or lakes.
For anthropogenic sources, the largest CH4 emissions originate from enteric fermentation
& manure. These are for example emissions by animal husbandry and emissions from
excretions from the animals. The second largest anthropogenic emissions are from gas,
oil & industry. At the third position, there are landfills and waste-related emissions
followed by coal mining, rice cultivation, and biomass burning & biofuel burning.
Figure 3.4.: Shown are the relative contributions to the total CH4 emission from natural
(a, 384TgCH4 yr
−1) and anthropogenic sources (b, 352TgCH4 yr−1) based on bottom-up
estimates for the years 2003 to 2012. (a) orange: ’natural wetlands’; bluish: ’other natural
sources’. (b) bluish: ’agriculture and waste’; reddish: ’fossil fuels’; greenish: ’biomass &
biofuel burning’. The pie charts are based on data from Saunois et al. (2016) (their Table 2).
Geographically, most of the anthropogenic CH4 sources are located in the northern
hemisphere because of human activity. Due the mixing time of around one to two years
of air masses between the northern and southern hemisphere (Roedel and Wagner, 2011),
an interhemispheric north-south gradient with lower CH4 concentrations in the southern
than in the northern hemisphere, is expected. Actually, this gradient has been observed
by surface in-situ instruments (e.g., Steele et al., 1987) or in column measurements from
satellites (e.g., Frankenberg et al., 2005, 2006; Bergamaschi et al., 2007; Schneising, 2016,
also compare to Fig. 3.5, a).
Figure 3.5 (a) also shows a clear increase in atmospheric CH4 from 2003 to 2012 and
a seasonal cycle, which is mainly influenced by biogenic activity (Patra et al., 2016)
but also by variations in sinks (mainly atmospheric OH) and atmospheric transport
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(Dlugokencky et al., 1994, 1997; Patra et al., 2009). The annual atmospheric CH4
concentration reached 1834 ppb in 2015 (Dlugokencky, 2017), which is an increase of
around 1110 ppb (or + 154%) compared to pre-industrial times (Hartmann et al., 2013).
For comparison, ice core analyses have revealed that atmospheric CH4 concentration
normally fluctuated between around 350 ppb and 750 ppb during the last 800,000 years
(Loulergue et al., 2008) pointing out that the current CH4 levels are unusually high.
Figure 3.5.: (a) Shows a latitudinal resolved time series of methane concentrations (here: total
column abundance or column-averaged dry air mole fractions of CH4, XCH4) for the period
2003 to 2012 derived from satellite data (SCIAMACHY onboard ENVISAT). Picture courtesy
to Schneising (2016). (b) Shows the temporal evolution (monthly mean) of atmospheric CH4
globally-averaged from marine surface sites in dry air mole fractions from 1983 to 2016. The
graph is based on data from Dlugokencky (2017). (a) and (b) are not directly comparable
because (a) is based on column and (b) on surface measurements.
Investigating the recent CH4 increase (Fig. 3.5, b) in further detail reveals that the
growth rate stagnated around the 2000s (Dlugokencky, 2003), which has been associ-
ated with approaching a steady state (Dlugokencky et al., 1998), and has again been
increasing since 2007 (Rigby et al., 2008; Dlugokencky et al., 2009). The drivers of this
renewed increase have not unambiguously been identified yet and are heavily discussed
in the scientific community. In order to infer informations on the source type from at-
mospheric measurements, one can exploit the circumstance, that different sources emit
CH4 with different isotopic signatures. Measuring the isotopic signature of atmospheric
CH4 provides information on the contribution from the different sources (Dlugokencky
et al., 2011; Saunois et al., 2016). Recent studies using isotopic measurements have
concluded that the increase is attributed to biogenic CH4 emission from, e.g., wetlands
or agriculture (e.g., Nisbet et al., 2016; Schaefer et al., 2016). In contrast to isotopic
measurements, approaches using another method measuring the so co-called methane-
to-ethane ratio, have related the increase to emissions from fossil fuel exploration and
extraction (e.g. Franco et al., 2016; Hausmann et al., 2016; Helmig et al., 2016). Ethane
is usually co-emitted to thermogenically produced CH4 and, thus, can be used as a
tracer to differentiate biogenic from thermogenic sources such as fossil fuel extraction
sites (Kang et al., 2014; Roscioli et al., 2015).
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CH4 sinks and related chemical reactions
For the global methane budget, not only the sources but also sinks are important. There
are two types of sinks for CH4, ’chemical loss’ in the atmosphere and ’soil uptake’. The
chemical loss is by far the largest sink (515TgCH4 yr
−1 compared to 33TgCH4 yr−1 for
the period 2003 to 2012, based on top-down estimates in Saunois et al., 2016). Kirschke
et al. (2013) have also derived the contributions of the single loss mechanisms based on
bottom-up approaches. They are based on data for the years 2000 to 2009 and, thus,
the absolute values are not directly comparable to Saunois et al. (2016), whereas the
relative contributions give a good indication of their sizes. Most of the CH4 is consumed
by reaction with OH radicals in the troposphere (around 84%, Kirschke et al., 2013).
Minor loss mechanisms are CH4 transport to the stratosphere (around 8%, Kirschke
et al., 2013) and subsequent reactions, and reactions with tropospheric Cl (around 4%,
Kirschke et al., 2013). Recent studies have even indicated that the post-2007 CH4
rise may in part be explained by a decline in OH radicals (main sink of CH4) rather
than an increase in CH4 emissions (Rigby et al., 2017; Turner et al., 2017). These loss
mechanisms are discussed in some detail in the following and rely mostly on text books
of atmospheric chemistry (Crutzen, 1994; Brasseur et al., 1999; Wayne, 2000; Seinfeld
and Pandis, 2006).
The most important sink for CH4 is the reaction with the hydroxyl radical in the tropo-
sphere (around 84%, Kirschke et al., 2013), followed by stratospheric loss, tropospheric
Cl and soil uptake. Besides that, depending on the availability of other pollutants, CH4
can also favour ozone production in the troposphere harmful for the respiratory system
of living organisms.
The reaction chain starts with the conversion of CH4 to the methyl radical (CH3),
which immediately reacts to the methyl peroxy radical (CH3O2). During the reactions
H2O is produced and oxygen is consumed:
CH4 +OH −−→ CH3 +H2O (R3.1)
CH3 +O2 +M −−→ CH3O2 +M (R3.2)
Net: CH4 +OH+O2 −−→ CH3O2 +H2O (R3.3)
where M is a collision partner necessary to absorb excess energy released during the
reaction. In the atmosphere, the collision partner is usually represented by the most
abundant molecules N2 and O2. Depending on the availability of nitric oxide (NO),
CH3O2 can follow different reaction pathways. The first pathway discussed normally
occurs in polluted air masses or NO-rich environments leading to O3 production (see
Eq. R 3.10). In this case, CH3O2 reacts further to formaldehyde (CH2O) via the inter-
mediate methoxy radical (CH3O):
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CH3O2 +NO −−→ CH3O+NO2 (R 3.4)
CH3O+O2 −−→ CH2O+HO2 (R 3.5)
HO2 +NO −−→ OH+NO2 (R 3.6)
2 (NO2 + hν
λ< 400 nm−−−−−−→ NO+O) (R 3.7)
2 (O + O2 +M −−→ O3 +M) (R3.8)
Net: CH3O2 + 3O2 −−→ CH2O+ 2O3 +OH (R3.9)
This reaction cycle, for polluted air masses, can be summarised by combining Eqs. R 3.3
and R3.9 to:
CH4 + 4O2 −−→ CH2O+H2O+ 2O3 (R 3.10)
During this chain, NOx (NO + nitrogen dioxide, NO2), OH and the hydroperoxyl radical
(HO2) act as catalysts
2.
In case of clean air masses or NO-poor environments, the CH3O2 produced in Eq. R 3.3
is further oxidised by following chain:
CH3O2 +HO2 −−→ CH3OOH+O2 (R 3.11)
CH3OOH+ hν
λ< 330 nm−−−−−−→ CH3O+OH (R3.12)
CH3O+O2 −−→ CH2O+HO2 (R 3.13)
Net: CH3O2 −−→ CH2O+OH (R3.14)
whereas methyl hydroperoxide (CH3OOH) can also react with OH:
CH3OOH+OH −−→ H2O+ CH2OOH −−→ CH2O+H2O+OH (R3.15)
These two pathways occurring in clean air can be summarised as (using Eqs. R 3.3 and
R3.14):
CH4 +O2 −−→ CH2O+H2O (R3.16)
2A catalyst is a component, which is not consumed but recycled during the process.
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and (using Eqs. R 3.3, R 3.11, and R3.15)
CH4 +OH+HO2 −−→ CH2O+ 2H2O (R3.17)
The formaldehyde, either from Eq. R 3.10, R 3.16, or R 3.17, is then further photolysed
and / or oxidised to carbon monoxide (CO). Three possible pathways are summarised
in the following, whereby the reaction chain summarised by Eq. R 3.18 also comprises a
photolysis (details can be found in e.g., Crutzen, 1994):
CH2O+ 2O2 −−→ CO+ 2HO2 (R 3.18)
CH2O+OH+O2 −−→ CO+H2O+HO2 (R 3.19)
CH2O+ hν
λ≤ 350nm−−−−−−→ CO+H2 (R 3.20)
Subsequently, CO is oxidised to CO2. As for the oxidation pathways from CH4 to
CH2O, one can distinguish between clean and pollutant air masses (see, e.g., Crutzen,
1994, for details). Normally, pollutant air masses favour O3 production, whereas clean
environments favour O3 destruction.
In summary, the conversion from CH4 to CO2 via CH2O and CO modulates the
tropospheric O3 and HOx (OH + HO2) concentrations depending on the prevailing NO
level.
Around 8% of the tropospheric CH4 (Kirschke et al., 2013) is transported to the
stratosphere. The main sinks in the stratosphere are reactions with OH (Eq. R 3.21),
atomic chlorine (Cl, Stolarski and Cicerone, 1974, Eq. R 3.22), or excited atomic oxygen(
O(1D)
) (
Eq. R 3.23, O(1D) is produced by photolysis of O3 at λ < 320nm
)
. As can
also be seen from Eq. R 3.21, CH4 is a source of water vapour in the stratosphere and
changes in the atmospheric CH4 concentration also modifies stratospheric water vapour
trends significantly (Hegglin et al., 2014).
CH4 +OH −−→ CH3 +H2O (R3.21)
CH4 + Cl −−→ CH3 +HCl (R 3.22)
CH4 +O(
1D) −−→ CH3 +OH (R3.23)
A minor sink of CH4 is tropospheric atomic chlorine (around 4%, Allan et al., 2007;
Kirschke et al., 2013). Sources for atomic chlorine are, for example, sea-salt aerosols
in the marine boundary layer, which can react with nitrogen species such as NO2 and
finally be photolysed to Cl (e.g., Finlayson-Pitts, 1993; Wingenter et al., 1999). Then,
methane can be oxidised and, thus, removed from the atmosphere, via Eq. R 3.22 (e.g.,
Finlayson-Pitts, 1993).
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3.3. Atmospheric CO2
In this section, sources, sinks, recent atmospheric concentrations and chemical reaction
mechanisms of CO2 are briefly discussed. The structure is similar as that of CH4 in the
previous section but somewhat condensed due to the focus on CH4 of the study.
CO2 sources and sinks, and its atmospheric evolution
Initiated by the Global Carbon Project (GCP, 2017), the global carbon budget has been
updated and summarised on a yearly basis since 2005. The latest peer-reviewed revision
was published in 2016 by Le Que´re´ et al. (2016).
The global annual atmospheric CO2 concentrations reached 399.4 ppm in 2015 (Dlugo-
kencky and Tans, 2017). This concentration is approximately 121 ppm (or 44%) higher
than at pre-industrial times (Joos and Spahni, 2008; Hartmann et al., 2013). The in-
crease in atmospheric CO2 has mainly been attributed to anthropogenic emissions. These
additional emissions or fluxes are small compared to the natural fluxes / cycles between
the different parts of the Earth system (e.g., atmosphere, biosphere, ocean, lithosphere)
already in place before the industrialisation. For example, the terrestrial biosphere ab-
sorbs around 109PgCyr−1 as CO2 from the atmosphere during the growing season.
However, approximately the same amount of carbon is released as CO2 to the atmo-
sphere by respiration and fires. The perturbation in this flux caused by anthropogenic
emissions is ’only’ around 13PgCyr−1 (or 12%, see also Ciais et al., 2013, their Fig.
6.1).
According to Le Que´re´ et al. (2016, also compare to Fig. 3.6, a), ’burning of fossil fuels
& industry’ and ’land-use change’ are the two main sources responsible for the observed
atmospheric CO2 increase over the past ∼ 250 years. The main sinks for atmospheric
CO2 are the ’surface oceans’ and the ’terrestrial biosphere’. Together they absorb slightly
more than half of the yearly emitted anthropogenic CO2 emissions. The remainder stays
in the atmosphere and lead to an increase of the atmospheric CO2 burden.
Figure 3.6.: (a) Shown are anthropogenic CO2 emissions to the atmosphere for the two main
sectors in red and the main atmospheric CO2 sinks in blue for the period 2006 to 2015 including
their uncertainties. The pie chart in (b) separates the sector ’fossil fuels & industry’ further.
The graphics are based on data from Le Que´re´ et al. (2016).
Similar to CH4 sources (Sect. 3.2), most of the anthropogenic emissions occur in the
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northern hemisphere and lead to a north-south concentration gradient (Fig. 3.7, a).
A seasonal cycle, which is observed on top of a steady increase over the past years
(compare to Fig. 3.7, a and b), is attributed to the biosphere (CO2 uptake during the
growing season and CO2 release during the winter / spring months, see also Eq. R 3.24
in the next part ’CO2 removal processes from the atmosphere’ of this section). Current
atmospheric CO2 levels are also significant higher than during the glacial-interglacial
cycles over the past 800,000 years where the variations were between around 180 ppm
and 280 ppm (Luethi et al., 2008).
Figure 3.7.: (a) Shows a latitudinal resolved time series of carbon dioxide concentrations
(here: total column abundance or column-averaged dry air mole fractions of CO2, XCO2)
for the period 2003 to 2012 derived from satellite data (SCIAMACHY onboard ENVISAT).
Picture courtesy to Schneising (2016). (b) Shows the temporal evolution (monthly mean) of
atmospheric CO2 globally-averaged from marine surface sites in dry air mole fractions. The
graph is based on data from Dlugokencky and Tans (2017). (a) and (b) are not directly
comparable because (a) is based on column and (b) on surface measurements.
CO2 removal processes from the atmosphere
This section gives a short overview of the chemistry of atmospheric CO2. Due to its
chemical inertness, reactions with other gases in the atmosphere (as, e.g., compared to
CH4, Sect. 3.2) are limited. The largest amount, around 31% (Le Que´re´ et al., 2016), is
consumed by the biosphere (e.g., by plants or micro-organisms) through photosynthesis,
which is a complex photo-chemical chain of reactions converting sun light, water, and
CO2 to sugar. In general, this process can be stoichiometrically summarised by
nCO2 + nH2O
hν−−→ (CH2O)n + nO2 (R 3.24)
where n is an integer number. Biomass represented by any carbohydrate
(
(CH2O)n
)
is
produced by consumption of CO2 und H2O if visible sun light (hν) is available (Wayne,
2000). Potentially, the bound CO2 is transferred back to the atmosphere through respi-
ration (inverse of Eq. R 3.24, whereby heat instead of light is emitted) or through decay
after the organism has died.
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Around 26% (Le Que´re´ et al., 2016) are absorbed by oceans:
CO2(g) −−⇀↽− CO2(aq) (R 3.25)
CO2(aq) + H2O −−⇀↽− H2CO3 (R 3.26)
H2CO3 −−⇀↽− HCO−3 +H+ (R 3.27)
HCO−3 −−⇀↽− CO2−3 +H+ (R 3.28)
Atmospheric gaseous (g) CO2 concentrations
(
CO2(g)
)
are in equilibrium with CO2 con-
centrations in the aqueous (aq) phase
(
CO2(aq)
)
. Thus, any atmospheric CO2 increase
may also increase the CO2 concentration in oceans. The aqueous CO2 forms carbonic
acid (H2CO3), which dissociates to bicarbonate (HCO
−
3 ), carbonate (CO
2−
3 ) and hydro-
gen ions (H+). The latter ones lead to an increased acidity of the ocean. The three
carbon species
(
CO2(aq), HCO
−
3 , CO
2−
3
)
are termed dissolved inorganic carbon (DIC).
Their relative concentrations depend on the acidity of the water (for further details,
see Brasseur et al., 1999; Wallace and Hobbs, 2006). The DIC can then be converted
to organic carbon (e.g., via photosynthesis, Eq. R 3.24) or to CaCO3, which may be
transported to and buried at the oceanic floor.
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3.4. Global climate change
As noted in Sects. 3.2 and 3.3 on the sources and sinks of the two most important
anthropogenic greenhouse gases CO2 and CH4, their atmospheric concentrations have
significantly risen since 1750. This is also reflected in the increased total anthropogenic
radiative forcing of around 2.3Wm−2 (compare to Fig. 3.2 in Sect. 3.1 on p. 15) leading
to a warming of the lower troposphere (Fig. 3.8).
Figure 3.8.: The graph shows the global annual mean surface air temperature change in black
and a corresponding 5-year smoothed time series in red for the period 1880 to 2016 relative
to 1986 to 2005. The graph is based on date from the Goddard Institute for Space Studies
(GISS) analysis of global surface temperature change (Hansen et al., 2010; GISTEMP, 2017).
The temperature has increased during the past century with 2016 being the warmest
year on record (compare to Fig. 3.8 or to other available data sets, e.g., Morice et al.,
2012; Berkeley Earth, 2017). The consequences manifest themselves in different ways
all around the globe. Increased temperatures have led to a retreat of the Greenland ice
shield, of most of the inland glaciers, and of the sea ice extent around the north pole
in particular during the northern late summer season (Vaughan et al., 2013). Due to
the additional water induction from melting inland ice and thermal expansion of sea
water, the global mean sea level has risen (Rhein et al., 2013; Kopp et al., 2016), which
will potentially threaten low-lying coastal areas and cities in the future (Wong et al.,
2014). A warmer atmosphere is also able to store more energy in terms of water vapour,
which might already have led to more severe storms and heavier precipitation events,
respectively (Hartmann et al., 2013), but according to Collins et al. (2013), these events
will increase in the future.
In order to investigate the influence of, e.g., growing atmospheric greenhouse gas
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concentrations, on the climate system, Earth system models (ESMs) are used. They are a
further development of atmosphere-ocean general circulation models (AOGCMs). ESMs
are complemented by also considering various biochemical cycles, which are neglected
by AOGCMs only focusing on the dynamics of the physical components of the climate
system (Flato et al., 2013). They are used to describe the development of the climate
in the future. To accomplish this task, assumption about the key parameter(s) future
emissions of greenhouse gases and the resulting atmospheric concentrations are needed.
For that, the Fifth IPCC Assessment Report (AR5, IPCC, 2013b) uses representative
concentration pathways (RCPs) as input parameter for its analyses. RCPs are labelled
by the radiative forcings, which are approximately achieved at the end of this century
(also compare to Fig. 3.9, a). The RCPs are not understood as forecasts but as possible
concentration pathways, which might be realised in the future depending on, e.g., policy
decisions, population growth, economic activity, energy sources / mix, and spatially
resolved emissions (further details can be found in, e.g., Moss et al., 2010; van Vuuren
et al., 2011).
Figure 3.9.: (a) Trajectories of the four radiative forcings till 2100 for the four representative
concentration pathways RCP2.6 (van Vuuren et al., 2007), RCP4.5 (Smith and Wigley, 2006;
Wise et al., 2009), RCP6.0 (Fujino et al., 2006; Hijioka et al., 2008), and RCP8.5 (Riahi et al.,
2007, 2011) as used in the AR5 (IPCC, 2013b). (b) Development of atmospheric concentrations
of CO2 (solid lines, left scale) and CH4 (dashed lines, right scale) till the year 2100 for the
four RCPs. Graphs in (a) and (b) are based on data from the representative concentration
pathway database (RCP, 2017, version 2.0.5).
Figure 3.9 (b) exemplarily shows the future development of atmospheric concentra-
tions of the two most important anthropogenic greenhouse gases CO2 (solid lines) and
CH4 (dashed line) till the year 2100 for the four different RCPs used in AR5 (IPCC,
2013b). They cover a vast range of possible emission scenarios ranging from a reduc-
tion of GHG emissions including even a dropping to zero (RCP2.6, dark blue lines) to
a steady increase in emissions (RCP8.5, bright blue lines). The resulting temperature
anomalies derived from CMIP5 (Coupled Model Intercomparison Project Phase 5) multi-
model simulations (see Fig. 3.10), which are based on the above mentioned RCPs, show
a temperature increase spanning over a wide range from 0.3 to 4.8◦C (also considering
28
3.4. Global climate change
the uncertainties as stated in Collins et al., 2013, and indicated in Fig. 3.10), towards
the end of this century.
Figure 3.10.: Development of the global average surface temperature relative to the period
1986 to 2005 (temperature change for the period 1850 to 1900, which is generally used as pre-
industrial reference for temperature anomalies in the AR5, is - 0.61◦C, IPCC, 2013c) based on
results of the Coupled Model Intercomparison Project Phase 5 (CMIP5, Taylor et al., 2012)
used by the AR5 (Collins et al., 2013; IPCC, 2013d; Stocker et al., 2013). The black line and
the grey shaded area show historical temperatures and related uncertainties, respectively. The
red and blue time series (solid lines and shaded areas) are based on the RCP8.5 and RCP2.6
scenarios discussed above. The vertical bars on the right site give the mean temperature
increase for all four RPCs (RCP2.6: 1.0◦C, RCP4.5: 1.8◦C, RCP6.0: 2.2◦C, RCP8.5: 3.7◦C,
Collins et al., 2013) and their associated uncertainties at the end of the 21st century. Picture
courtesy to IPCC (2013d).
In order to reduce the severity of anthropogenic impacts on the climate system towards
the end of this century, the Paris agreement established at the United Nations Frame-
work Convention on Climate Change (UNFCCC) 2015 in Paris states that ”holding the
increase in the global average temperature to well below 2◦C above pre-industrial lev-
els3 and pursuing efforts to limit the temperature increase to 1.5◦C above pre-industrial
levels, recognising that this would significantly reduce the risks and impacts of climate
change” (UNFCCC, 2015). However, the 2.0◦C limit would only be achieved by the
most ambiguous RCP2.6 scenario with a reasonable likelihood of 66% to 100% (IPCC,
2013a). As an example, in order to stay below 2.0◦C with a likelihood of 66% to 100%
in 2100, total GHG emissions need to be reduced by around half by 2050 compared to
the year 2010 and completely cut off by 2100 (Clark et al., 2014).
As discussed above and according to the IPCC (2013a), the influence of humans on the
climate system is clear. The current atmospheric CH4 and CO2 concentrations caused by
anthropogenic emissions have been the highest for at least 800,000 years (IPCC, 2013a).
3The temperature anomalies in Fig. 3.10 are not relative to pre-industrial temperatures and, thus,
cannot directly be compared to the 2◦C target. For comparison, 0.61◦C needs to be added to the
temperature estimates.
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Further GHG emissions will also lead to further climate change (IPCC, 2013a). Thus,
in order to keep warming below 2◦C, which is considered tolerable, significant emission
reductions need to be achieved (IPCC, 2013a; UNFCCC, 2015). Consequently, it is
necessary to enhance our knowledge about the different GHG sources, which still have
significant uncertainties, to achieve a better understanding of their future development.
This will enable the most efficient mitigation pathways in the future to be found. In
this context, CH4 is of particular interest because of its recent atmospheric rise, which
is not yet adequately understood and is controversially discussed. In terms of climate
change, it is a significantly stronger GHG than CO2 on a per molecule basis but has also
a much shorter atmospheric life time. Due to its shorter life time, any CH4 emission
reductions will also have a faster impact on corresponding atmospheric concentrations
and the resulting radiative forcing and, thus, have a higher potential to achieve short
term climate change mitigation targets (Shindell et al., 2012; Saunois et al., 2016).
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4. Current CH4 (and CO2)
measurement techniques and their
limitations for emission
quantification
The greenhouse gases CH4 and CO2 are emitted through various anthropogenic activities
and natural processes to the atmosphere (compare to Sects. 3.2 and 3.3). Additionally,
the emissions take place on various spatial scales ranging from facility level such as from
power plants or landfills to regional or country scales such as from natural wetlands,
permafrost soils, or biomass burning. In order to quantify and constrain this wide variety
of emissions originating from the different source sectors, different kinds of observation
systems need to be applied.
Generally, CH4 and CO2 emission rates from specific sources are estimated by mea-
suring the resulting atmospheric enhancements, which need to be separated from the
atmospheric background. In principle, there are two basic techniques able to quantify
atmospheric trace gas concentrations: in-situ and and remote sensing. The fundamental
difference between these two techniques is the air mass(es) probed by such an instru-
ment. For in-situ measurements, normally an air sample acquired at a specific point and
location in the atmosphere is analysed (hereafter also labelled as ’point measurement’1).
Remote sensing instruments usually probe an air column, e.g., spanning from the surface
to top of the atmosphere, depending on the type of instrument and used platform (here-
after also labelled as ’column measurement’2). Such instruments are usually combined
with different platforms such as satellites, towers, cars, and aircraft.
Both techniques have their advantages and disadvantages in terms of identification
and quantification of emission sources, which strongly depend on the used platform. In
the following, the main characteristics of the two methods operated aboard different
platforms are discussed3. The overview starts with satellite based remote sensing obser-
vations giving a global view on the emissions (Sect. 4.1), moves then over to stationary
in-situ and remote sensing observation networks (Sect. 4.2), and closes with mobile
platforms such as cars and aircraft able to carry in-situ and remote sensing instruments
(Sect. 4.3).
1The concentration is then given in µmol per mole (or ppm) or molecules per cm3 depending on the
application.
2Column concentrations are usually expressed in molecules per cm2 or column-averaged dry air mole
fractions.
3This list does not claim to be exhaustive.
4. Current CH4 (and CO2) measurement techniques and their limitations for emission
quantification
4.1. Satellite platforms
Global concentration observations are only achieved by satellite instruments. They al-
low for a global coverage within a reasonable amount of time (depending on the satellite
/ instrument) from which emission rates can potentially be derived. The first space-
borne instrument providing nearly global total column concentration maps, i.e. column-
averaged dry air mole fractions, of CH4 (e.g., Buchwitz et al., 2005, 2006; Frankenberg
et al., 2005, 2006) and of CO2 (e.g., Buchwitz et al., 2005, 2006) also with a high sen-
sitivity down to the surface was the SCIAMACHY instrument (Burrows et al., 1995;
Bovensmann et al., 1999) aboard the European satellite ENVISAT. It was a passive
remote sensing instrument in a sun-synchronous polar low Earth orbit using backscat-
tered solar radiation from the surface and the atmosphere in the short wave infrared
region (SWIR) between 1560 to 2400 nm to infer CO2 and CH4 column information
4.
The ability to cover almost the entire globe (usually within 6 days) came at the cost of
a coarse spatial resolution of around 60 - 240× 30 km2 (across× along track) per pixel /
ground scene size at a swath width of around 960 km. Therefore, surface fluxes derived
from these measurements are not able to resolve single point sources but represent fluxes
on a regional and country scale. Recent publications have shown that it is possible to
estimate, e.g., CH4 emissions of around 500 to 1000 ktCH4 yr
−1 from large oil produc-
tion sites in the U.S. occupying an area of around 3 · 104 to 5 · 104 km2 (e.g, Schneising
et al., 2014; Buchwitz et al., 2017), and to constrain the European terrestrial biospheric
carbon sink (Reuter et al., 2014) from these measurements.
Since the launch of ENVISAT in 2002 (end of mission declared in 2012), additional
dedicated GHG satellite instruments also using backscattered solar radiation and similar
spectral regions have been launched. The Thermal And Near infrared Sensor for car-
bon Observation Fourier Transform Spectrometer (TANSO-FTS) aboard the Japanese
Greenhouse gases Observing SATellite (GOSAT, Kuze et al., 2009, 2016) was lunched in
2009. The TANSO-FTS instrument has a spatial resolution of around 90 km2. However,
it only acquires sparse single point measurements, which are at least 90 km apart from
each other in the standard measurement mode, with a revisit time of 3 days. In 2014,
NASA’s Orbiting Carbon Observatory (OCO-2) mission (Crisp et al., 2004, 2017) was
launched but focusing only on CO2. It has a fine spatial resolution of around 3 km
2,
which is however accompanied by a relatively small swath of around 10 km, and thus
achieves near global coverage with a 16-day repeat cycle. The finer spatial resolutions
of the TANSO-FTS and OCO-2 instruments compared to that of the SCIAMACHY
instrument could potentially provide emission estimates on smaller scales. Observations
of the OCO-2 instrument have recently actually successfully been used to estimate CO2
emissions from strong point sources such as power plants (having emissions between 13 to
24MtCO2 yr
−1, Nassar et al., 2017) and volcanoes (having emissions of 15MtCO2 yr−1,
Schwandner et al., 2017).
There are / were also satellite instruments measuring the emission of gases in the ther-
4The SCIAMACHY instrument additionally covered spectral bands below 1560 nm till the ultra-violet
spectral region at around 200 nm.
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mal infrared region (TIR, around 4 to 15µm) such as the High resolution Infrared Ra-
diation Sounder (HIRS, Smith et al., 1979), the Interferometric Monitor for Greenhouse
gases (IMG, Kobayashi et al., 1999), the Tropospheric Emission Spectrometer (TES,
Beer et al., 2001), the Atmospheric Infrared Sounder (AIRS, Aumann et al., 2003), the
Infrared Atmospheric Sounding Interferometer (IASI, Clerbaux et al., 2009), and the
thermal band of the TANSO-FTS instrument (Kuze et al., 2009, 2016). Compared to
satellite instruments using scattered solar radiation, they are preliminary sensitive to
CH4 (and CO2) located in the middle and upper troposphere (e.g., Massart et al., 2014;
Worden et al., 2015; Jacob et al., 2016; Ota and Imasu, 2016) and therefore, are less
suitable to study surface fluxes.
Satellite observations have also been used in inverse modelling studies (e.g., Cressot
et al., 2014; Wecht et al., 2014; Alexe et al., 2015; Turner et al., 2015). These models
estimate atmospheric concentrations, which would be measured by the satellite instru-
ments, based on chemical transport models (CTMs) and a priori information on sources
(e.g., type, distribution, strength, etc.) from inventories such as EDGAR (Hoeglund-
Isaksson, 2012; EC, 2017) or EPA (2017b). The source strengths are then varied within
the model till they match the observation.
In the future, it is expected that satellite instruments are able to detect greenhouse
gas emissions on smaller scales than they are currently able to. Besides planned and
recently launched passive remote sensing instruments in a sun-synchronous polar orbit
such as the ultra-violet, visible, near infrared, and shortwave (UVNS) spectrometer of the
Sentinel-5 mission aboard the MetOp-SG A satellite (ESA, 2017) and the TROPOspheric
Monitoring Instrument (TROPOMI) of the Sentinel-5 Precursor mission (Veefkind et al.,
2012), respectively, having both a fine spatial resolution (∼ 7× 7 km2) and a wide swath
(∼ 2600 km), there are also passive remote sensing instruments proposed, which will
not use a polar sun-synchronous orbit but will be geostationary. Examples are the
Geostationary Coastal and Air Pollution Events (GEO-CAPE) mission (Fishman et al.,
2012), the Geostationary Fourier Transform Spectrometer (GeoFTS, Xi et al., 2015),
geoCARB (Polonsky et al., 2014), and the Geostationary Emission Explorer for Europe
(G3E, Butz et al., 2015). These instruments would enable continuously monitoring
(∼ every 2 hours) on a continental-scale domain with fine spatial resolution (∼ 6 to
20 km 2, Jacob et al., 2016, and references therein). Furthermore, a cooperation between
French and Germany has been planning the MEthane Remote sensing Lidar missioN
(MERLIN, Ehret et al., 2017), which is an active remote sensing instrument able to
collect observations during night and in polar regions, not possible for passive remote
sensing instruments due to limit sun illumination.
So far, available passive satellite instruments acquiring spectroscopic measurements
of backscattered solar radiation from Earth’s surface can provide a global view on CH4
(and CO2) concentration distributions. Their ability to determine emission rates from
single facilities or small hot spot regions is however limited for the moment due to
their coarse spatial resolution. Additional measurements are needed aiming for emission
quantification on smaller scales such as local or even at facility level.
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4.2. Stationary observation networks
Satellite observations as described in the previous section (Sect. 4.1) can provide a global
view on large scale greenhouse gas compositions and emissions. On the other end of the
scale, there are stationary on ground in-situ and remote sensing instruments acquiring
accurate and precise measurements on local scales.
One of the first in-situ station systematically measuring atmospheric trace gases such
as CH4 and CO2 was the Mauna Loa Observatory on Hawaii (NOAA, 2017). It has
been providing atmospheric concentrations of CO2 and CH4 since the 1950’s and 1980’s,
respectively. The Mauna Loa station is one example for stationary in-situ instruments
representing background concentrations of CH4 and CO2 in marine undisturbed air to
monitor global trends rather than estimating fluxes. Over the past years, additional sur-
face stations have been installed world wide also at sites influenced by polluted air masses
(Dlugokencky et al., 2011). Part of these stations are organised in global measurements
networks such as the National Oceanic and Atmospheric Administration (NOAA) Earth
System Research Laboratory (ESRL), Global Monitoring Division (GMD) tall tower
network (Andrews et al., 2014, and references therein) and the European Integrated
Carbon Observation System (ICOS) network (Hazan et al., 2016). In combination with
meteorological conditions (mainly wind fields), measurements from such stations can be
used to backtrack the measured air masses at site and assign them to known sources
and locations in the surrounding area (e.g., Miller et al., 2013; Gentner et al., 2014)
or in assimilation experiments (e.g., Bergamaschi et al., 2005; Bousquet et al., 2011;
Bruhwiler et al., 2014). In order to disentangle the emissions or emission sources, a
priori information on the sources such as strength and position is essential and wrong
assumptions can already lead to a bias in the derived emission strengths in case, e.g., not
all sources are known. In that regard, measuring isotopic signatures for CO2 and CH4 or
co-emitted tracers may also provide a valuable tool to further constrain emissions (e.g.,
Bradley et al., 2010; LaFranchi et al., 2013).
Recently, also ground based remote sensing stations emerged. Compared to in-situ sta-
tions measuring trace gases only at the position / altitude of the instrument, they probe
the entire atmospheric column using Fourier transform spectrometers (FTS). These types
of instruments are for example used by the Total Carbon Column Observing Network
(TCCON, Wunch et al., 2011) and the Network for Detection of Atmospheric Com-
position Change (NDACC, 2017). Total column measurements from these networks
have mainly been used for comparison to and validation of satellite observations (e.g.,
Frankenberg et al., 2015; Inoue et al., 2016; Kulawik et al., 2016; Schepers et al., 2016;
Siddans et al., 2017; Liang et al., 2017; Wunch et al., 2017). Nevertheless, studies regard-
ing source information or surface fluxes of greenhouse gases have also exploited these
type of observations (e.g., Fraser et al., 2013; Kort et al., 2014; Alexe et al., 2015; Turner
et al., 2015; Liu and Bowman, 2016; Polavarapu et al., 2016; Wunch et al., 2016; Feng
et al., 2017; Tsuruta et al., 2017).
34
4.3. Mobile platforms
4.3. Mobile platforms
In order to close the gap between the two extremes satellite instruments and the rel-
atively inflexible stationary on ground measurements, and to also improve assignment
of measured emissions, which are less dependent on a priori information, the above
mentioned techniques can also be used on mobile platforms such as cars or aircraft to
constrain emissions on local scales and on facility level. The methodology for estimating
emission rates from these types of observations is similar for in-situ and remote sensing
approaches. Concentration measurements are collected downwind of a potential source
covering both polluted and unpolluted air masses, from which concentration enhance-
ments are deduced (or the plume signal originating from the source). In combination
with wind information either simultaneously measured at the position of the mobile
platform, from near-by weather stations or from meteorological models, the measured
concentrations can be inverted to fluxes. Depending on the complexity of the source
region and the prevailing wind direction, these fluxes may be attributed to potentially
unknown sources located upwind of the acquired concentration enhancements and de-
tected plume signal. In the following, mobile in-situ and remote sensing techniques
and their advantages and disadvantages with respect to quantification of emissions are
introduced and discussed.
Mobile on ground in-situ techniques
Commonly used and relatively easily implementable are in-situ instruments installed
aboard cars. Concentration measurements are then acquired while crossing the plume
downwind of the source. In order to invert these observations to fluxes additional as-
sumptions about the vertical distribution of the observed plume signal are needed as the
instrument is only able to acquire data at the surface. Usually, first-order approximations
assume that the enhancements caused by the source and measured at the surface are
well-mixed within the boundary layer (e.g., Leifer et al., 2013). These approximations
require that the emitted plume has had enough time to spread within the boundary
layer prohibiting measurements close to the source. Additionally, information of the
prevailing boundary layer height is needed, which can however also be investigated by
means of model simulations (e.g., Brantley et al., 2014). Another possibility are tracer
gas techniques. During such an experiment a tracer gas, which is assumed to behave
similar as the gas under investigation, is released at the approximate position of the
source. As the emission strength of the tracer is known, measuring it at the same time
and position as the gas under investigation enables for conclusions on the investigated
gas’s vertical distribution and partitioning, and thus on the emission rate of the source
(e.g., Monster et al., 2014a,b; Yoshida et al., 2014; Roscioli et al., 2015; Yver Kwok et al.,
2015).
An additional major limitation of observations acquired by cars is that they rely on
traffic roads, which may not coincide with the preferable measurement route. Assuming
for example a CH4 emission source, which is emitting at a height of around 150ma.g.l.
5
5metres above ground level
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(e.g., a coal mine ventilation shaft) to the atmosphere. If the car passes too closely
the shaft, the emissions have not reached the surface yet and thus, no enhancements
will be measured. However, it might not be possible to acquire data further downwind
due to not available streets. Furthermore, some emission sources are also located within
restricted areas or on private property, which cannot be entered by car. These limitations
can partly be evaded by airborne in-situ observations.
Airborne in-situ techniques
Aircraft based in-situ measurements are usually able to better characterise the vertical
(and horizontal) extent of emissions within the boundary layer. Nevertheless, they are
also restricted by air traffic control (ATC), which prescribes a minimum flight altitude
and, thus, prevents data acquisition near the surface. In particular for surface sources,
airborne in-situ measurements need to be collected at some distance downwind of the
potential source to allow for a vertical mixing of the plume signal to the flight alti-
tude. Depending on the available flight time and thus number of transects through an
emission plume at different altitudes, also airborne in-situ measurements need to make
assumptions of the concentration distribution between the transects and above all to-
wards the surface. Similar to mobile on ground measurements, the vertical distribution
of the plume can either be investigated with model simulations (such as large eddy sim-
ulation plume dispersion models, Lavoie et al., 2015) or it is assumed to be well-mixed
within the entire boundary layer in a first-order approximation (e.g., Turnbull et al.,
2011; Karion et al., 2013; Peischl et al., 2013; Pe´tron et al., 2014). Aircraft based in-situ
measurements can also be used for more extensive surveys, which do not focus on single
source emissions, but constrain regional or global fluxes by means of inverse modelling
(e.g., Bousquet et al., 2011; Miller et al., 2013).
Airborne remote sensing techniques
The disadvantage of inadequate vertical sampling by mobile in-situ platforms can be
improved by airborne based remote sensing measurements probing the entire air column
(below the aircraft). These instruments usually fly above the boundary layer assuming
the emissions originate near the surface and stay within the boundary layer. In general,
airborne remote sensing instruments for quantification of CH4 (but also CO2) emissions
can be distinguished by their spatial and spectral characteristics. In this context, spatial
refers to the number of pixels or ground scenes acquired during one measurement or
reading. The two major groups are non-imaging or 1-D and imaging or 2-D instruments
(for comparison, see also Fig. 5.3 on p. 47 in Sect. 5.2). The spectral regions are similar
to those of satellite instruments. The two major groups of airborne remote sensing
instruments work either in the SWIR (using backscattered solar radiation from the
surface and atmosphere) or in the TIR (relying on thermal emission from the gases
themselves).
The near surface sensitivity of airborne TIR instruments in terms of concentration
anomalies is higher than for the corresponding satellite instruments but decreases with
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increasing flight altitude (Thorpe et al., 2017). 2-D thermal infrared sensors such as the
Spatially Enhanced Broadband Array Spectrograph System (SEBASS, Hackwell et al.,
1996), Mako (Warren et al., 2010; Hall et al., 2011) and the airborne Hyperspectral
Thermal Emission Spectrometer (HyTES, Hook et al., 2009, 2013) have been successfully
applied to identify CH4 (and CO2) emissions from various types of sources (e.g., oil
and gas production sites, power plants, landfills, and diary feedlots; Tratt et al., 2014;
Frankenberg et al., 2016; Hulley et al., 2016; Kuai et al., 2016; Leifer et al., 2017b). One
advantage of airborne TIR compared to SWIR instruments is that they do not require
clear sky and are able to acquire data also during night or cloudy conditions.
2-D imaging SWIR spectrometers, which use backscattered solar radiation from the
surface, such as the Airborne Visible / Infrared Imaging Spectrometer (AVIRIS classic,
Green et al., 1998) or its successor instrument AVIRIS Next Generation (AVIRIS-NG,
Hamlin et al., 2011) have also been exploited in terms CH4 (and CO2) emissions. Gas
concentration maps have been achieved at, e.g., power plants, coal mine ventilation
shafts, oil and gas production sites, and natural seeps (Roberts et al., 2010; Bradley
et al., 2011; Dennison et al., 2013; Thorpe et al., 2013, 2014; Thompson et al., 2015;
Frankenberg et al., 2016; Thorpe et al., 2017).
So far, only a few studies have succeeded in deriving emission rates from these concen-
tration maps based on airborne imaging TIR and SWIR instruments (Tratt et al., 2014;
Frankenberg et al., 2016). This may be related to the fact that the above mentioned
imaging instruments are only sensitive to CH4 anomalies relatively close to the source
- on average, only some hundreds of meters. Additionally, the AVIRIS-NG instrument
for example was primarily build to investigate terrestrial ecosystems and biochemical
cycles and not the atmospheric composition. Nevertheless, they are well-suited for de-
tection (e.g., leakage detection of pipelines) and mapping of single and relatively small
CH4 emissions and sources. Controlled release experiments suggest successful detec-
tion of plumes from point sources having strengths as low as 0.02 to 0.09 ktCH4 yr
−1
(Tratt et al., 2014; Hulley et al., 2016; Thorpe et al., 2016) under favourable atmospheric
conditions.
One of the first airborne remote sensing instrument dedicated to observe atmospheric
gradients of CH4 and CO2, which can also be used to derive emission rates, was the
non-imaging (1-D) Methane Airborne MAPper (Gerilowski et al., 2011, further details
are given in Sect. 5.1). It uses absorption spectroscopy and measures backscattered solar
radiation in the SWIR spectral region to derive CH4 and CO2 column information. The
methods, which are needed to, firstly, retrieve column anomalies from MAMAP’s spec-
troscopic measurements in the SWIR and, secondly, to invert these column anomalies to
emission rates, have been developed and evaluated by means of well-known CO2 and CH4
emitters. CO2 emission rates derived from a test flight in 2007 over the two lignite-fired
power plants Jaenschwalde (∼ 24MtCO2 yr−1) and Schwarze Pumpe (∼ 13MtCO2 yr−1)
located in Eastern Germany deviate by a maximum of 10% from the reported emissions
at the time of the overflight provided by the power plant operator (Krings et al., 2011). In
2011, CH4 emissions from the active Ibbenbueren coal mine (∼ 50 ktCH4 yr−1) in West-
ern Germany, which were released through two separated ventilation shafts (Theodor
Shaft and Bockraden Shaft) to the atmosphere, were measured with the MAMAP in-
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strument (Krings et al., 2013). Data provided by the operator showed that the CH4
emission were split between the two shafts in a ratio of approximately 3 to 1. The de-
rived CH4 emission rates deviate by a maximum of 16% for the single shafts but agree
within 1% for the total mine emission (Krings et al., 2013).
These studies have shown, that the MAMAP remote sensing instrument has a higher
sensitivity towards atmospheric CH4 and CO2 anomalies than the above mentioned
airborne imaging instruments. It enables mapping of emissions also further downwind
of the source (up to several kilometres), which is beneficial for reliable emission estimates.
Its observations are well suited for estimating CH4 and CO2 emission rates at facility
level such as of confined point sources such as coal mines and power plants (for heat
and electricity production) responsible for around 12% (Saunois et al., 2016) and 42%
(IEA, 2016c) of the total anthropogenic CH4 and fossil fuel combustion-related CO2
emissions in 2012 and 2014, respectively. In this study, the applicability of spectroscopic
measurements in the SWIR such as those from the MAMAP remote sensing instrument
has been further extended to quantify CH4 emissions of more complex source regions
and areal sources less quantified.
As discussed in Sect. 3.2, over half of the anthropogenic CH4 emissions originate
from agriculture and waste-related activities. These sources are less constraint having
uncertainties of up to 38% (Saunois et al., 2016). Many of these sources qualify as
areal sources having diffuse or fugitive emissions potentially relatively homogeneously
distributed over a specific area. Examples are landfills, rice paddies and feedlots / cattle
ranches / animal husbandry. Another third of the total anthropogenic CH4 emissions
are caused by fossil fuel-related activities. Prominent sectors are oil and gas exploration
and transportation or coal mining. These facilities can for example be found across oil
fields. Emissions can originate from various single point sources such as storage tanks
or wellheads. The piece(s) of equipment, which is emitting, and thus the exact position
of the source(s) is normally not known. The term ’complex source regions’ refers here
to a relatively large area (compared to, e.g., landfills), which consists of many single
potential emitters somehow distributed over that area.
In order to improve our understanding of these source types, more observations are
needed. One major difficulty in assessing these sources is usually the limited accessibility
of the targets by ground based techniques. Airborne based observations are not affected
by these obstacles and, thus, are predestined for these type of measurements. In this
context, remote sensing observation have the advantage of surveying a larger area in the
same amount of time as an in-situ technique would do. They probe the entire air column
at once and, thus, do not need to spend time for recording vertical profiles at a fixed
position but can survey, e.g., the complete oil field. By surveying the complete field with
a 1-D instrument such as MAMAP, besides quantifying the emissions, it is even possible
to derive approximate source regions across an oil field when the flux is increasing in
downwind direction. These type of observations can then be complemented by airborne
imaging instruments, which would allow a exact localisation of source positions.
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A good opportunity to investigate the use of remote sensing measurements in the SWIR
region for quantifying CH4 emission rates of areal sources and complex source regions
and compare them to other measurement techniques is a data set collected during the
CO2 and MEthane eXperiment (COMEX) in California (CA), USA, 2014 (Krautwurst
et al., 2016). During this research campaign, a large set of airborne based and on ground
measurements were collected. It was a joint effort between the National Aeronautics and
Space Administration (NASA) and the European Space Agency (ESA) in support of the
two satellite concept missions HyspIRI (Lee et al., 2015) and CarbonSat (Bovensmann
et al., 2010; Buchwitz et al., 2013; ESA, 2015). It covered two periods in early Summer
(May and June) and late Summer (August and September) 2014. Measurements were
mainly acquired in the San Joaquin Valley and the greater Los Angeles area in California
(see Fig. 5.1 and Appendix A, Table A.1).
One of the primary objective was the investigation of CH4 emissions from anthro-
pogenic (and natural) sources. During the COMEX campaign a large variety of CH4
sources were investigated. Measurements were acquired over landfills, oil fields, offshore
seep fields, animal husbandry and refineries. This study focuses on the Poso Creek, Kern
River and Kern Front oil fields (T1 in Fig. 5.1) in the eastern part of the San Joaquin Val-
ley near the city Bakersfield, and on the landfills Olinda Alpha, Scholl Canyon, Puente
Hills and BKK (T6, T8, T7 and T9 in Fig. 5.1) in the Los Angeles Basin. These targets
are primarily CH4 emitters.
The sources were examined by different instruments using different techniques oper-
ated on board different platforms (see Sect. 5.1). Additional, the measurement patterns
and sampling strategies, respectively, of the different instruments were synchronized and
optimized to maximize their output and synergies (see Sect. 5.2)
5.1. Instrumentation and platforms
The COMEX project comprised two measurement techniques, in-situ and remote sens-
ing. In-situ instruments were installed in a car and aboard aircraft, whereas the remote
sensing instrument were only flown aboard different aircraft. The main campaign instru-
mentation is listed in Table 5.1. Further discussion focusses on the instruments which
were used during this study and are highlighted in Table 5.1.
The set of instruments chosen for this study had two different purposes. On the one
hand, emission rates should be calculated for specific sources and on the other hand,
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Figure 5.1.: The Google Earth map shows an overview of the targets investigated during the
COMEX campaign in California, USA. Their locations are marked by yellow stars, whereas the
different colours represent different target types. All targets are listed in Appendix A (Table
A.1).
in case the exact location of the source(s) was not known beforehand, it should also
be inferred from the measurements. The instruments for the quantitative emission rate
estimates were flown aboard a DHC-6 Twin Otter (TO). It is an unpressurised twin-
engine turboprop aircraft operated by the Center for Interdisciplinary Remotely-Piloted
Aircraft Studies (CIRPAS, 2017) based in Marina, CA. These comprised:
• the non-imaging remote sensing Methane Airborne MAPper (MAMAP) instru-
ment
• a Picarro greenhouse gas (GHG) in-situ analyser
• the CIRPAS aircraft standard research instrumentation suite including different
positioning and attitude, meteorological, aerosol, cloud and precipitation sensors
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Table 5.1.: Overview of the main campaign instrumentation. Instruments primarily used in
this study are in bold font.
Platform Instrument Type Spectral range
CIRPASa) TOb) MAMAPc) abd) RSe) (1-D) NIRf) / SWIRg)
CIRPAS TO aircraft standard research ab ISh)
instrumentation suite
CIRPAS TO Picarro GHGi) analyser ab IS
CIRPAS TO Los Gatos isotope analyser ab IS
ER-2j) AVIRIS-Ck) ab RS (2-D) VIS/NIR/SWIRl)
TOIm) AVIRIS-NGn) ab RS (2-D) VIS/NIR/SWIR
Alpha Jet Picarro GHG analyser ab IS
AMOG surveyor Los Gatos isotope analyser car IS
TO Mako TIRo) ab RS (2-D) TIRp)
a) Centre for Interdisciplinary Remotely-Piloted Aircraft Studies
b) Twin Otter
c) Methane Airborne MAPper
d) airborne
e) Remote Sensing
f) NIR: 757 - 768 nm
g) SWIR: 1590 - 1675 nm
h) In-Situ
i) GreeHouse Gas
j) Earth Resources 2
k) Airborne Visible / Infrared Imaging Spectrometer Classic
l) VIS/NIR/SWIR: 400 - 2500 nm
m) Twin Otter International
n) Airborne Visible/Infrared Imaging Spectrometer Next Generation
o) Thermal InfRared
p) TIR: 7200 - 8300 nm
For the source location attribution, the Airborne Visible/Infrared Imaging Spectrom-
eter Next Generation (AVIRIS-NG) was flown aboard a second DHC-6 Twin Otter
aircraft operated by Twin Otter International (TOI). This Twin Otter accompanied the
CIRPAS Twin Otter on selected flight days. In the following, the instruments primarily
used in this study (compare to Table 5.1) are discussed in more detailed.
The MAMAP instrument
The remote sensing instrument MAMAP (details are found in Gerilowski et al., 2011)
was developed by the Institute of Environmental Physics (IUP), University of Bremen,
in cooperation with the German Research Centre for Geoscience (GFZ) in Potsdam.
In general, it measures reflected and scattered solar radiation from Earth’s surface to
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retrieve total column concentration information of CH4, CO2, and O2. The instrument
comprises two standard Falcon racks (see Fig. 5.2, a) weighing around 120 kg each. One
rack houses the control system, recording devise and a battery. The other rack carries
two grating spectrometer blocks which operate in the near infrared region (NIR) between
756 and 769 nm and short wave infrared region (SWIR) between 1590 and 1675 nm at
medium spectral resolutions of about 0.5 nm and 0.9 nm, respectively. In this study,
only measurements from the SWIR spectrometer were used. This channel partly covers
prominent absorption features of CO2 around 1606 nm and CH4 around 1665 nm, which
will later be introduced in Sect. 6.1.2. The light is collected by an entrance telescope,
which was connected to a glass fibre and installed on a gyro stabilisation platform
(SOMAG AG Jena; Type: CSM-130, SOMAG, 2017) to ensure nadir viewing geometry
for the current flights (see Fig. 5.2, b and c).
Figure 5.2.: Panel (a) shows the two MAMAP racks with the spectrometer unit in the
foreground and (b) the stabilisation platform onboard the CIRPAS Twin Otter. Panel (c)
shows the telescope mounted over a whole at the bottom of the aircraft.
The spectrum in the SWIR channel is recorded by a modified linear extended InGaAs
focal panel array detector with 1024 pixels. It is cooled to - 120◦C to minimise the dark
current and has a pixel pitch of 25µm. The spectral resolution influenced by the whole
SWIR system (from telescope to detector) is described by a slit function. For the SWIR
channel of the MAMAP system, it corresponds to two superimposed Gaussian functions
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having a full width at half maximum (FWHM) of approximately 0.9 nm (see Appendix
B.1 for details).
The final quantity derived from the measured spectra are normalised column-averaged
dry air mole fractions of CH4 or CO2 (details on the MAMAP retrieval algorithm are
given in Sect. 6.2.1). These are used in combination with external wind data to estimate
the emission rate of a specific source (details on the flux inversion algorithm are given
in Sect. 6.2.2). The precision (1-σ) of the normalised column-averaged dry air mole
fractions or column variations has been estimated to be between 0.3% (Krings et al.,
2018) and 0.4% (Krings et al., 2013) for CH4 and CO2 over land surfaces. A special
instrument configuration also allows for measurements over water surfaces usually dark
in the SWIR region. By using the direct solar reflection at the sea surface (the glint
spot), the precision for CH4 has been estimated to be better than 0.3% (Gerilowski
et al., 2015; Krings et al., 2017).
MAMAP is a 1-D instrument and the observed pixel or ground scene size depends
on flight altitude, aircraft speed, signal integration time of the sensor and focal length
of the installed entrance telescope and thus, varies from flight to flight. It usually
varies between 50× 50m2 to 100× 100m2. For the investigated flights, a typical flight
altitude of 1.5 kma.g.l., an aircraft speed of around 60m s−1, an integration time of
780ms and a focal length of f =100mm result in an almost quadratic ground scene size
of approximately 70× 60m2 (cross track× along track).
The Picarro GHG in-situ analyser
The Picarro GHG in-situ analyser (Picarro, Inc.; Type: G-2301f) was provided by
NASA’s Ames Research Centre (ARC) and operated by the IUP during COMEX. The
instrument uses the cavity ring-down spectroscopy (CRDS) technique (for details on
the method, see Sect. 6.3.1) to measure CH4, CO2 and water vapour (H2O) in-situ
concentrations at flight altitude at a frequency of around 0.5Hz.
The cell volume of this instrument, in which the air samples are analysed, was 30 cm3
(working conditions: cavity pressure of 140Torr and cavity temperature of 45 ◦C, per-
sonnel communication with the Picarro support). The flow rate of the installed external
pump was around 163 standard cubic centimetres per minute (sccm) for typical relevant
onshore flight altitudes of 500 to 1600m above sea level (m a.s.l.). In combination with a
cavity volume of around 4.7 cm3 at standard temperature and pressure (STP, T = 0 ◦C,
p = 1013.15 hPa), this led to a flushing time and refilling time, respectively, of the cell of
around 1.8 s. This value is close to the actual measurement frequency of the instrument.
The air samples entered the aircraft through an atmospheric in-situ sampling boom.
Then, they were transported via a PTFE tubing system to the measurement cavity
of the CRDS instrument. This process induced a time delay (henceforth time lag)
between the position where the air samples were acquired in the atmosphere and the
time of measurement in the ring-down cavity of the instrument aboard the aircraft. This
time lag was estimated from measurements in the laboratory to be around 21 s with an
associated uncertainty estimated to be ± 5 s.
Dry gas mole fractions of CH4 and CO2 at flight altitude were calculated by the soft-
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ware of the analyser via the synchronously measured water vapour (see Sect. 6.3.1). The
uncertainties (1-σ) of the dry gas mole fractions of CH4 and CO2 have been estimated
to be 2.3 ppb and 0.15 ppm, respectively, by the responsible scientists at NASA’s ARC
from laboratory experiments. The dry gas mole fractions have also been assessed against
known National Oceanic and Atmospheric Administrations (NOAA) standards. The re-
sulting calibration factors for CH4 (1.002275041) and CO2 (1.004664623) were applied
to correct the dry gas mole fractions before further analysis. The dry gas mole fractions
were used for an independent emission rate estimate (details about the in-situ emission
rate estimate are given in Sect. 6.3.3). This also enabled a comparison to be made with
the MAMAP remote sensing data.
The CIRPAS aircraft standard research instrumentation suite
The CIRPAS aircraft standard research instrumentation suite delivers auxiliary data,
which complements concentration measurements from the other in-situ and remote sens-
ing instruments. These comprise mainly horizontal wind speed and wind direction
needed for the emission rate estimates. Furthermore, information for the characteri-
sation of the planetary boundary layer which determines the behaviour and propagation
of the emitted plume are provided by the instrumentation suite.
The wind fields were derived from differential pressure measurements on a five-hole
radome (or turbulence probe) and synchronised GPS (global positioning system) / INS
(inertial navigation system) platform motion data. The uncertainty of the horizontal
wind speed is 0.5m s−1 in case the aircraft was levelled (personal communication with
the chief scientist at CIRPAS). The term
”
levelled“ refers here to flight situations which
exclude turns. Additional quantities (besides wind fields and the concentration mea-
surements from the Picarro instrument) used for the characterisation of the atmosphere
in this study were mainly dew point temperature, ambient temperature, potential tem-
perature, relative humidity, and aerosol number concentration. For the aerosol number
concentration, measurements from a ultrafine condensation particle counter (UFCPC,
model: TSI 3025), covering particles with diameters between 3 nm to some micrometres,
were used. All data acquired by the CIRPAS aircraft standard research instrumentation
suite was proceeded and quality controlled by the CIRPAS chief scientist Haflidi H. Jon-
sson. Depending on the parameter and instrument, respectively, the data was provided
at a temporal resolution of 1 or 10Hz.
The AVIRIS-NG instrument
The AVIRIS-NG instrument (Green et al., 1998; Hamlin et al., 2011) was operated by the
Jet Propulsion Laboratory (JPL). It also measures backscattered solar radiation from
the surface to infer column information on CH4. In contrast to MAMAP, AVIRIS-NG
is an imaging instrument with high spatial ground sampling resolution but relatively
low spectral resolution of around 5 nm and a wide spectral range from 0.38 to 2.51 nm.
Typical CH4 retrievals use the spectral range from 2.1 to 2.5µm to obtain CH4 anomaly
maps (details on the AVIRIS-NG CH4 retrieval algorithm are given in Sect. 6.4). In this
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study, the AVIRIS-NG imaging capabilities were used to identify the exact location of
potential sources in the measurement area, which was not possible with the non-imaging
MAMAP instrument (Thompson et al., 2015). The swath was around 1.9 km for typical
flight altitudes of around 3 km resulting in 600 spatial pixels with around 3× 3m2 each.
The AVIRIS-NG data and CH4 anomaly maps, respectively, were provided by David
R. Thompson and Andrew K. Thorpe from JPL, whereas the flights where primarily
supervised by Michael Eastwood (JPL).
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5.2. Measurement strategy
The coordination of two aircraft and the their corresponding flight patterns were an
important task during the campaign. Each flight was planned beforehand to maximise
gain from the measurements. The remote sensing and in-situ flight patterns implemented
during the campaign were developed on basis of the weather forecast, restrictions due
to air traffic control (ATC), and available flight time of the aircraft. Additionally, the
propagation of the emitted plume within the atmosphere was considered. Emissions re-
leased to the atmosphere mix with the surrounding air by diffusion and turbulence while
transported in wind direction. Therefore, the plume becomes broader with increasing
distance to the source until it is practically not distinguishable from the surrounding
air. This directly influences the measurement strategy. In the case data is acquired too
far away from the source, the plume might have already been diluted to a degree that
it is below the detection limit of the instrument(s). On the other hand, measuring in
close vicinity to the source can potentially result in very high signals but depending on
the applied technique and platform, carries the risk of missing the plume signal due its
limited extent.
Regarding the CIRPAS TO with the MAMAP remote sensing instrument and the
Picarro GHG analyser, a flight was divided into two parts:
1. Remote sensing measurements of the entire area containing the source(s) and its
emitted plume(s) while flying above the planetary boundary layer in a dense pat-
tern (solid red line in Fig. 5.3).
2. In-situ measurements that intersect the plume(s) while flying within the planetary
boundary layer (solid blue line in Fig. 5.3).
The remote sensing measurements were always acquired first to pre-survey the area under
investigation. For the COMEX campaign, a real-time retrieval utilizing the MAMAP
data had been implemented (further details on the real-time retrieval algorithm are
given in Sect. 6.2 and Appendix B.4). This was in particular important for oil fields
containing hundreds of possible sources (e.g., oil wells and storage tanks), which were
distributed over a relatively large area. It was not possible to know which of these
facilities were emitting or leaking and how these emitters were distributed over the oil
field beforehand. Due to the MAMAP real-time retrieval it was possible to restrict the
area of emissions. For example, when CH4 enhancements were only seen in the western
part of the oil field, the measurement pattern could be adapted focusing on the western
part of the oil field. This led to a significant time saving, which could be used for flying
a denser pattern especially for the in-situ measurements during the second part of the
flight. Additionally, if the real wind direction deviated from the forecast, this approach
allowed the operator to dynamically adjust the flight pattern accordingly to match for
both measurement types the plume location optimally.
The general remote sensing flight pattern for the MAMAP instrument consisted of
flight tracks which were flown perpendicular to the prevailing wind direction that covered
the entire measurement area. In-situ CH4 and CO2 data were also acquired during these
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Figure 5.3.: General flight pattern / strategy for identifying and characterising sources. The
grey stack symbolises the source with its corresponding emissions, moving in wind direction
towards the right. The blue and red solid line represents the flight track of the CIRPAS TO
with the MAMAP remote sensing and Picarro in-situ instrument. The blue lines show the
vertical walls flown for the in-situ measurements to map the plume in the planetary boundary
layer - in this generic pattern: one wall upwind and two downwind of the source. These walls
were flown after the remote sensing measurements by the non-imaging MAMAP instrument
had been finished - red solid line. The green solid line describes the TOI flight pattern with
the imaging AVIRS-NG instrument aboard having a swath of around 1.9 km with a ground
scene and pixel size, respectively, of around 3× 3m2 at a flight altitude of 3 kma.g.l.
measurements providing information on CH4 and CO2 concentration distributions in the
measurement area above the planetary boundary layer.
The second part of the flight focused on the Picarro in-situ measurements. To ensure
a good coverage of the vertical extent of the plume, the aircraft typically flew at a fixed
distance from the source(s) for several plume transects perpendicular to the prevailing
wind direction at different altitudes (henceforth wall). The flown altitude levels were
usually 150m apart and covered the entire planetary boundary layer and, thus, the ver-
tical extent of an emitted plume. Due to ATC restrictions over congested areas such as
Los Angeles flying below 1000 ft above ground level (ft a.g.l.; equals around 300ma.g.l.)
was not permitted. Additionally, altitude changes were made not faster than 150m per
minute to minimise the effect of pressure changes on the in-situ sampling. This rate of
change maintained the sampling cavity conditions well within acceptable tolerances, i.e.,
cavity pressure within 140.0± 0.04Torr and cavity temperature within 45.0± 0.002◦C
(sampling conditions are given in ± 1σ, personal communication with supporting scien-
tist at NASA’s Ames Research Centre). Depending on the available flight time such a
wall was typically flown upwind and downwind of a source characterising the inflow and
outflow to the area. In case, there was enough flight time available, a second downwind
wall was flown (at a different location than the first one). This was either used to bet-
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ter characterise occurrent errors on the estimated in-situ fluxes (e.g., for landfills) or to
better characterise the distribution of potential sources (e.g., across oil fields).
The flight pattern performed by the second Twin Otter with the imaging AVIRIS-
NG instrument (solid green line in Fig. 5.3) aboard was less challenging than that of the
CIRPAS Twin Otter. Due to the relatively wide swath, the TOI flew above the planetary
boundary layer several flight lines usually parallel to direction over the measurement
area. The purpose was to map the area and to identify CH4 emissions hot spots.
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The data collected by the instruments MAMAP, Picarro, and AVIRIS-NG, which all
use spectroscopic measurements in the short wave infrared region, were used to estimate
emissions and to locate their source(s), as described in the following sections. Section 6.1
explains the origin of absorption features used to identify and quantify the desired gases
with a focus on the spectral region used by the MAMAP remote sensing instrument and
retrieval, respectively. In the next section (Sect. 6.2), the MAMAP retrieval algorithm
and the assessment of emission rate estimates are described. Section 6.3 explains how the
in-situ data collected by the Picarro instrument have been used to determine emissions.
The retrieval of the CH4 anomaly maps from the AVIRIS-NG imaging data for source
allocation is shortly introduced in Sect. 6.4.
6.1. Short wave infrared spectroscopy
The method, which is later used to derive emission rate estimates from the MAMAP
observations (see Sect. 6.2.2), is based on spectroscopic measurements at around 1.63µm.
In this region, absorption features of CH4 and CO2 are located and used to retrieve
total column information of CH4 and CO2 from the remote sensing observations (see
Sect. 6.2.1). The Picarro GHG in-situ analyser (see Sect. 6.3.1) also uses absorption
lines in this spectral region to derive mole fractions of CH4 and CO2 in the air mass
sampled. The spectral region used by the remote sensing imaging instrument AVIRS-
NG (see Sect. 5.1) is located at slightly longer wavelengths compared to that used in
MAMAP, but will be not further discussed as the final data product, anomaly maps, is
provided by a third party and is described elsewhere (compare to Sect. 6.4).
Thus, this section covers the physical principles governing the absorption (or emis-
sion) of light by molecules. The first section (Sect. 6.1.1), gives a short introduction into
radiation and its general interaction with molecules followed by a discussion of molec-
ular transitions relevant at around 1.63µm. Section 6.1.2 depicts and explain then the
absorption spectra of CH4 and CO2 based on the previously discussed theory in more
detail. The following sections are largely based on text books (Barrow, 1962; Banwell
and MacCash, 1999; Haken and Wolf, 2006).
6.1.1. Spectroscopy and molecular transitions
Light or radiation can be understood as an electromagnetic wave. The interaction be-
tween radiation and matter depends, among other things, on the energy of the radiation,
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which is connected to the frequency ν (or wavelength λ) of the wave. Historically, elec-
tromagnetic radiation is divided into different spectral regions (from high energetic, and
thus high frequency or very short wavelength, to low energetic radiation): gamma rays,
X-rays, ultra violet radiation (UV), visible light, infrared (IR) radiation, and micro and
radio waves. In this study, the primary interest is in a narrow region from 1.59 to 1.69µm
of the infrared band, which is part of short wave infrared (SWIR) spectral region.
In order to understand the interaction of electromagnetic waves with, for example, air
molecules and the resulting absorption spectra, basic knowledge of the atomic structure
and their ability to interact with light are needed. For that, an illustrative description
was given by Niels Bohr. The Bohr theory assumes that nearly the entire mass of an atom
is concentrated in the atomic nucleus, which is orbited by the much lighter electrons.
The electrons can only move radiation-freely in specific orbits, meaning, the energy of
the orbits is quantized. If an electron changes orbit (also called electronic transition),
energy is absorbed (e.g., provided by an electromagnetic wave) or emitted (e.g., in form
of light). The energy of the emitted or absorbed light exactly corresponds to the energy
difference of the initial and final orbit. For the easiest atomic configuration, a hydrogen
atom consisting of one proton as nucleus and one electron, the Bohr theory predicts
following energy differences (in electron volt, eV) in the case of emission:
∆EBohr,hydrogen =
mee
4
8ϵ20h
2
(
1
n22
− 1
n21
)
, (6.1)
where me is the mass of the electron, e the charge of the electron, ϵ0 the vaccum permit-
tivity, h is Planck’s constant, and n are integer numbers (n ≥ 1) with n1 corresponding
to the initial state and n2 to the final state (n1 > n2).
In order to calculate the energy states of more complex atoms or molecules than the
hydrogen atom, Erwin Schroedinger presented the Schroedinger equation. The time-
independent form (e.g., after Herzberg, 1950) is given by:
− h
2
8π2me
(
∂2
∂x2
+
∂2
∂y2
+
∂2
∂z2
)
ψ(x, y, z) + U(x, y, z)ψ(x, y, z) = Eψ(x, y, z). (6.2)
Here, the electron, having the massme, is expressed as a wave function ψ, which needs to
satisfy Eq. 6.2. The first term on the left side can be associated with the kinetic energy
of the electron, the second term with the potential energy of the electron, whereby a
potential U is needed in which the electron can move, and the right side gives the total
energy. A more complete description is give by its time-dependent form (for details, see
e.g., Herzberg, 1950; Barrow, 1962). The Schroedinger equation cannot only be used for
calculating electronic energy states but also for rotational or vibrational states and their
corresponding transitions.
Depending on the energy of the electromagnetic wave or photon, different energetic
states are exited due to different kinds of transitions. The total energy (Etot) of a
molecule is, for example, given by its electronic (Eel), vibrational (Evib), and rotational
(Erot) energy (from largest to smallest). According to the Born-Oppenheimer approxi-
mation, these three types can be analysed separately when interactions are neglected:
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Etot = Eel + Evib + Erot. (6.3)
The wavelength region, which is of interest for this study, is in the SWIR. There,
vibrational or combinations of vibrational and rotational transitions are observed. They
have in common, that a photon is only absorbed if the molecule has a dipole moment,
which can change. Thus, first, rotational, second, vibrational, and third, vibrational-
rotational transitions are discussed. The transition’s basic mechanisms are introduced
with the aid of simple but illustrative diatomic molecules. Nevertheless, the presented
concepts can also principally be transferred to more complex molecules.
Rotational transitions
Pure rotational transitions change the rotational energy of a molecule. The required
energies are normally provided by photons in the microwave region. The most basic
approach describing rotational transitions is by using the model of a diatomic rigid
rotator (Fig. 6.1).
Figure 6.1.: Schematic drawing of a diatomic rigid rotator. R is the distance between the
two molecules, ω0 is the angular velocity, and m1 and m2 are the masses of the two atoms.
The rotational energy levels of such a rotator are given by solving the Schroedinger
equation:
Erot,J = BJ(J + 1) (6.4)
with
B =
h
8π2Ic
, (6.5)
and
I = µR2, (6.6)
where Erot,J is the rotational energy state in wave numbers, B is the rotational constant in
wave numbers, and J is the rotational quantum number having positive integer numbers
(J = 0, 1, 2, . . . ), whereby J =0 is the lowest energy level and corresponds to a molecule
without rotational energy. h is the Planck constant, I the moment of inertia, and c the
speed of light in vacuum. The moment of inertia comprises the reduced mass µ of the
two atoms and the distance R between the atoms (also compare to Fig. 6.1).
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For absorption (or emission) processes, the energy difference between two rotational
energy levels is relevant. In this context, it is also important to note that, as a solution
of the Schroedinger equation, only transitions with ∆J = ± 1 are allowed for the rigid
rotator. In general, absorption lines for a transition from J to J + 1 can be observed at
following equidistant wave numbers ν˜:
ν˜J→J+1 = 2B(J + 1). (6.7)
A more realistic approach and extension of the simple rigid rotator (in Fig. 6.1) is a
nonrigid rotator (e.g., atoms connected by a spring representing a harmonic oscillator).
Chemical bounds in a molecule are normally elastic. Therefore, due to the rotation, the
distance between the two atoms increases with increasing rotational energy, which would
then also increase the moment of inertia and, thus, decrease the rotational constant
(compare to Eqs. 6.6 and 6.5). This effect can be considered by adding an additional
correction term to Eq. 6.4, which accounts for a decreasing B for increasing rotational
energies compared to rigid rotator:
Erot,J = BJ(J + 1)−DJ2(J + 1)2 (6.8)
with
D =
4B3
ω2
, (6.9)
where D is the centrifugal distortion constant and ω the angular velocity of the harmonic
system. The energy or frequency of the absorption lines for a transition from J to J +1
is then given by
ν˜J→J+1 = 2B(J + 1)− 4D(J + 1)3. (6.10)
As a result of the additional term in Eq. 6.10 compared to Eq. 6.7, the distance of the
absorption lines is not equidistant any more but decreases with increasing J .
Vibrational transitions
Compared to pure rotational transitions, pure vibrational transitions occur at higher
energies in the infrared region. As already seen in the previous part, a diatomic sys-
tem can be described as a harmonic oscillator connected by a spring. When energy is
absorbed by the system due to a vibrational transition, the amplitude of oscillation of
the atoms increases. However, based on experimental data, it has been found that an
anharmonic oscillator better fits the observations. As a result, P.M. Morse suggested a
refined potential1, the Morse potential (see Fig. 6.2, a), to solve the Schroedinger equa-
tion for a diatomic molecule. This new approximation considers, for example, that for
large vibrational energies, the molecule can dissociate. The resulting energy states are:
1The potential for the linear harmonic oscillator is a parabola.
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Evib,v =
(
v +
1
2
)
ωe −
(
v +
1
2
)2
ωeXe, (6.11)
where Evib,v is the vibrational energy state in wave numbers, v is the vibrational quantum
number2, ωe is the harmonic wave number of the system, and Xe is the anharmonicity
constant. Similar to the rotational quantum number J , v is a positive integer number
(v = 0, 1, 2, 3, . . . ). In contrast to the lowest possible rotational energy state, which can
be 0 cm−1 for J = 0, the lowest vibrational energy state is always larger than 0 cm−1
(for v = 0). This energy is called zero-point energy. Selection rules for the anharmonic
oscillator are, in addition to the fundamental vibration ∆v = ±1, also overtones with
∆v = ±2,±3,±3, . . . .
Vibrational-rotational transitions
Normally, vibrational transitions are accompanied by rotational transitions. Accord-
ing to Eq. 6.3 (Born-Oppenheimer approximation), these two types of energies can be
consider independently. The total energy of an anharmonic oscillator is then given as
combination of Eqs. 6.8 and 6.11:
Evib-rot =Evib,v + Erot,J
=
(
v +
1
2
)
ωe −
(
v +
1
2
)2
ωeXe
+BJ(J + 1)−DJ2(J + 1)2 +HJ3(J + 1)3 +GJ4(J + 1)4 + . . .
(6.12)
Strictly speaking, Eq. 6.8 is only valid for the harmonic case. Assuming an anharmonic
oscillator, the equation needs to be expanded so that the anharmonicity is considered.
The constants (H,G, . . . ) of the higher order terms are additional centrifugal constants
but they are normally small compared to B and D, and can be neglected.
The selection rules for the combined transitions are similar to those of the single
transitions:
∆v = ±1,±2,±3, ...; (6.13)
∆J = ±1. (6.14)
It needs to be emphasised that ∆J = 0 is also possible in special circumstances for more
complex molecules such as CH4 (see Sect. 6.1.2).
For calculating the transition energies of an, e.g., absorption process, where ∆v is
increased by 1 (fundamental transition), two cases for the rotational transitions J = ±1
need to be distinguished. First of all, the general expression for v′′ = 0 to v′ = 1 (the
basic case) is given by
∆Evib-rot = ωe +Bv′J
′(J ′ + 1)−Bv′′J ′′(J ′′ + 1) (6.15)
2Do not confuse the symbol of the vibrational quantum number v with the frequency ν.
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with
ωe = ωe(1− 2Xe), (6.16)
where J ′ is the rotational quantum number of the final state and J ′′ is the rotational
quantum number of the initial state. Here, Eq. 6.15 also considers the effect, that ac-
tually combined vibrational and rotational transitions cannot be interpreted separately
(violation of the Born-Oppenheimer approximation). Due to the vibration, the equilib-
rium distance between the two atoms is increased. Therefore, the rotational constant B
also depends on the vibrational quantum numbers v′′ of the initial and v′ of the final state
(with Bv′ <Bv′′). This is a similar effect as the stretching of the bond for pure rotational
transitions considered by the centrifugal distortion constant D. The change in B due to
vibrations is larger than D and, thus, D is neglected in the following considerations (and
in Eq. 6.15).
For the fundamental transitions (v′′ = 0 to v′ = 1), two branches depending on ∆J
are present in diatomic molecules:
∆J = −1 with J ′′ = J ′ + 1 :
ν˜P = ωe − 2Bv′′(J ′ + 1)− (Bv′′ −Bv′)J ′(J ′ + 1)
(6.17)
and
∆J = +1 with J ′ = J ′′ + 1 :
ν˜R = ωe + 2Bv′′(J
′′ + 1)− (Bv′′ −Bv′)(J ′′ + 1)(J ′′ + 2),
(6.18)
where ν˜P and and ν˜R denote the two possible branches P and R, respectively. The
P-branch is located at longer wavelengths (smaller wave numbers) and the R-branch
at shorter wavelengths (larger wave numbers). For the case where ∆J = 0 is possible
(as for CH4, Sect. 6.1.2), also a so-called Q-branch located between the P- and R-
branch is observable. Figure 6.2 (b) shows schematically a transmission spectrum of a
hypothetical molecule covering all three branches.
The distance between the spectral lines decreases in the R-branch with increasing J
and increases in the P-branch with increasing J . The shape of the spectrum and the in-
tensity of the lines, respectively, depends on the occupation of the initial state(s) and can
be described by a combination of degenerated energy states and the Stefan-Boltzmann
distribution. Based on the Stefan-Boltzmann distribution, the relative occupation den-
sity between the initial and the final state(s) can be estimated providing equal transition
probabilities. Assuming, for a simplified case, an initial state J ′′ = 0, the relative occu-
pation density for J ′ > 0 can be derived from:
NJ ′
NJ ′′
= exp
(
−EJ ′ − EJ ′′
kT
)
, (6.19)
where EJ ′ and EJ ′′ are the energies of the final and initial state, and NJ ′ and NJ ′′ are
the number of molecules in the final and initial state, respectively, k is the Boltzmann
constant and T is the temperature. On the one hand, an increase in J ′ leads to a fast
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Figure 6.2.: (a) Schematic drawing of (the two lowest) vibrational v and superimposed rota-
tional energy states J (0, 1, 2, . . . , 6) based on the Morse potential, transitions for ∆J = −1,
∆J = +1 and also a possible pure vibrational transition (∆J = 0, only observable in special
circumstances, compare to Sect. 6.1.2). (b) Shows the schematic transmission spectrum corre-
sponding to the transitions in (a). For increasing J , lines diverge in the P-branch (for longer
wavelengths, ∆J = −1) and converge in the R-branch (for shorter wavelengths, ∆J = +1).
The shape of the P- and R-branch are due to different occupations of the different states (see
main text for details). Additionally, a possible Q-branch (∆J = 0) is also shown.
decline in the relative occupation density. On the other hand, an increase in J ′ also
leads to more degenerated states (2J ′ + 1), which are an additional factor in Eq. 6.19.
These two effects lead to a maximal relative occupation density for a specific J ′, whereas
it drops for smaller and larger J ′’s. If one state is relatively highly occupied, it will be
able to absorbed more photons than a relatively low occupied state leading to deeper
absorption lines. This bell like shape is also reflected in the transmission spectra for the
P- and R-branch (compare to Fig. 6.2, b). Using a different value for the initial state
J ′′( ̸= 0) leads to occupation densities proportional to the discussed simplified case.
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6.1.2. CO2 and CH4 absorption spectra
The absorption features, which are later used to retrieve column abundances (Sect. 6.2.1)
from the MAMAP observations as well as in-situ concentrations from the Picarro mea-
surements (Sect. 6.3.1), originate from CO2 and CH4 in the SWIR region around 1.63µm
(or ∼ 6135 cm−1). CO2 and CH4 have vibrational-rotational transitions in the region
1595 to 1620 nm, and 1630 to 1700 nm, respectively.
The CO2 molecule
CO2 is a linear molecule with no permanent dipole moment and, thus, has no pure
rotational transitions. It has four fundamental vibration modes, whereby three modes
lead to a changing dipole moment (IR active), and two modes are degenerated:
Figure 6.3.: Shown are the three types of fundamental vibrations (red: oxygen atom, blue:
carbon atom; further details in the main text): (a) Symmetric stretch ν˜1, (b, c) doubly
degenerate bend ν˜2, and (d) asymmetric stretch ν˜3.
ν˜1) Symmetric stretch at around 1330 cm
−1: parallel3 vibration, not IR active
ν˜2) Doubly degenerate bend at around 667 cm
−1: perpendicular vibration, IR active,
Q-branch is observable
ν˜3) Asymmetric stretch at around 2349 cm
−1: parallel vibration, IR active
The absorption band later used in the retrieval (see Sect. 6.2) and centred at around
6228 cm−1 (or ∼ 1606 nm, Re´galia-Jarlot et al., 2006; Toth et al., 2008), is caused by a
combination of the ν˜1 symmetric stretch, the ν˜3 asymmetric stretch, and an overtone
of the ν˜2 doubly degenerate bend. Following the notation of Amat and Pimbert (1965,
(v1v
l
2v3)r), this band, which consists of a P- and R-branch, originates from a transition
from the ground state (0000) to the excited state (3001)III. The integer numbers in the
brackets are the vibrational quantum numbers vi, l is the vibrational angular momentum
of the degenerated ν˜2 mode and r is the rank of the so-called Fermi tetrad (Rothman
and Young, 1981; McCluskey and Stoker, 2006). The Fermi tetrad has its origin in the
strong Fermi resonance between the two vibrational modes ν˜2 and ν˜1 = 2 · ν˜2 in the CO2
molecule. This leads to polyads of vibrational states lying spectrally closely together.
For the (3001)r polyad, there exist four (thus, tetrad, see also Buback et al., 1986) states
(from largest to lowest wave number relative to the ground state): (3001), (2201), (1401),
3Parallel and perpendicular refer to the axis of symmetry (thin solid horizontal line in Fig. 6.3). A
change in the dipole moment can either be parallel or perpendicular to this axis.
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(0601). In this notation, the rank r of the highest state (3001) is unity and a rank r
of III, as in (3001)III, corresponds to the state (14
01). The transition from the ground
state to this excited state has no Q-branch because ∆v2 is even (Martin and Barker,
1932). Figure 6.5 (a) shows the vibrational-rotational spectrum of the transition from
(0000) to (3001)III. In this spectral region, the absorption spectrum is also superimposed
by another weak CO2 band in the P-branch barely visible in Fig. 6.5 (a) and centred
around 6196 cm−1 (or 1614 nm) originating from a transition from (0110) to (3111)III,
and further, but even weaker bands (Re´galia-Jarlot et al., 2006; Devi et al., 2007; Toth
et al., 2008).
The CH4 molecule
CH4 is a spherical-top (tetrahedral) molecule with four equal bond angles of 109.5
◦ and
has nine normal vibration modes. As CO2, it has no pure rotational transitions due to
no permanent dipole moment. Six modes are IR active and eight of the nine vibration
modes are degenerated resulting in four normal mode frequencies:
Figure 6.4.: Shown are the four types of fundamental vibrations (green: hydrogen atom,
blue: carbon atom; further details in the main text): (a) Symmetric stretch ν˜1, (b) doubly
degenerate bend ν˜2, (c) triply degenerate asymmetric stretch ν˜3, and (d) triply degenerate
asymmetric stretch ν˜4. The shading and numbers of the atoms indicate their geometrical
level: ’1’ is in the foreground, ’3’ in the background and ’2’ between them. The arrows should
indicate the vibrations of a single mode of CH4. A more comprehensive visualisation can be
found at, e.g., ChemTube3D (Greeves, 2017).
ν˜1) Symmetric stretch at around 2916 cm
−1: not IR active
ν˜2) Doubly degenerate bend at around 1533 cm
−1: not IR active
ν˜3) Triply degenerate asymmetric stretch at around 3019 cm
−1: , IR active
ν˜4) Triply degenerate bend at around 1311 cm
−1: IR active
The absorption band investigated in this work is centred at around 6005 cm−1 (or
∼ 1665 nm). It is caused by transitions from the ground state (0000) to a sublevel of the
vibrational level (0020) representing an overtone of the ν˜3 vibration mode and belonging
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to the polyad P4 (also called tetradecad). The notation used here, is described in, e.g.,
Boudon et al. (2006) and Kozlov and Radi (2008). The set of integer numbers in the
brackets, which defines a vibrational level (v1v2v3v4), represents the vibrational quantum
numbers vi. The polyad P4 originates from following considerations. The wave numbers
of the four vibrational modes ν˜1 to ν˜4 of CH4 are related by following simple equation:
ν˜1 ≈ 2 · ν˜2 ≈ ν˜3 ≈ 2 · ν˜4. (6.20)
This leads to groups of vibrational states lying closely together and are called polyad
structures Pn with
n = 2(v1 + v3) + v2 + v4. (6.21)
The number N(n) of possible vibrational levels for a given Pn can then be determined
by
N(n) =
1
24
(
n+ 4 + (n modulo 2)
)
(n+ 3)
(
n+ 2− (n modulo 2)
)
. (6.22)
The polyad of the ground state P0 or the polyad P4, for example, have 1 and 14 vibra-
tional levels, respectively. These vibrational levels can be further divided into sublevels
also considering the degeneracy of the normal vibrations and the angular momentum l
(for details, see Boudon et al., 2006). Figure 6.5 (b) shows the resulting spectrum for
the transition (0000) to (0020), which also involves rotational transitions given rise to a
P- Q- and R-branch. In this region also other but much weaker absorption lines of the
P4 polyad are visible.
Figure 6.5.: (a) Shows the highly-resolved CO2 spectrum for the transition (00
00) to (3001)III
and (b) shows the highly-resolved CH4 spectrum for the transition (0000) to (0020). The
spectra are based on radiative transfer model simulations computing the intensities which
would be observed by a sensor installed aboard an aircraft at around 2 km above ground level
after the radiation has passed through the atmosphere and has been reflected by the surface.
Shown is in each case the ratio of intensities with absorber (CO2 in a, and CH4 in b) and
without absorber.
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6.2. MAMAP remote sensing measurements
This part is dedicated to the remote sensing data obtained by the MAMAP instrument.
Section 6.2.1 gives details on the retrieval algorithm, which infers normalised column-
averaged dry air mole fractions or column variations from the measured spectra (some
details on the modifications needed for the newly implemented real-time retrieval are
then given in Appendix B.4). Subsequently, Sect. 6.2.2 explains how these data have
been used to estimate emission rates.
6.2.1. From spectra to columns
In order to retrieve column amounts of CH4 and CO2 from the measured spectra, the
weighting function modified differential optical absorption spectroscopy (WFM-DOAS)
method was applied. The algorithm is based on absorption spectroscopy and exploits
absorption features found in solar radiation caused by atmospheric gases such as CH4
and CO2 (also compare to Sect. 6.1). It was originally developed for, and has suc-
cessfully been applied to, measurements from the SCIAMACHY instrument aboard the
European satellite ENVISAT (e.g., Buchwitz et al., 2000, 2005, 2006; Schneising et al.,
2008, 2009, 2011, 2012, 2014). Krings et al. (2011) modified the algorithm to be appli-
cable to airborne remote sensing measurements, which uses similar spectral regions as
SCIAMACHY, in order to retrieve total column enhancements of CH4 and CO2.
In general, the algorithm compares the measurement to a radiative transfer model
simulation. The model describes the general or mean state of the atmosphere during
a flight. Any deviations from this mean state, for example, additional CH4, which has
been released to the atmosphere by an emitter, leads to modified absorption features in
the measured spectrum. These deviations are then quantified in a least-squares fit by
adjusting prescribed atmospheric vertical profiles, which provides, in this example, the
desired CH4 column enhancement relative to the surrounding air column.
Mathematically, the logarithm of the measured spectrum is described by a linearised
radiative transfer model (RTM, also compare to Buchwitz et al., 2000; Krings et al.,
2011):
ln
(
Imeaλ
)
= ln
(
Imodλ (c¯)
)
+
∑
i
Wλ,c¯i ·
ci − c¯i
c¯i
+ Pλ(a) + ϵλ, (6.23)
where Imeaλ is the measured spectral radiance at a specific wavelength λ. The first two
terms on the right side represent the linearised radiative transfer model obtained by
a Taylor expansion around a linearisation point (i.e. the assumed mean state of the
atmosphere).
• Imodλ (c¯) is the modeled spectral radiance at a specific wavelength λ at the lin-
earisation point. The vector c¯ contains first guesses for the desired atmospheric
gases CH4 and CO2, the interfering atmospheric gas H2O, and other atmospheric
parameters such as temperature.
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• The second term accounts for deviations in the measured spectral radiance Imeaλ
from the modeled spectral radiance Imodλ (c¯). Therefore, column weighting func-
tions Wλ,c¯i (or in a figurative sense - the vertical profiles of the atmospheric trace
gases) are scaled4 based on corresponding fit factors ci. Each fit factor ci corre-
sponds to one assumed atmospheric parameter c¯i at the linearisation point. A
column weighting function describes the influence / sensitivity of an atmospheric
parameter on the radiances around the linearisation point. They are computed
as derivatives with respect to the atmospheric parameters c¯i for each atmospheric
layer zj and are given by
Wλ,c¯i =
zup∑
zj=zlow
∂ ln(Iλ)
∂ ln(ci,zj)
⏐⏐⏐⏐
c¯i,zj
·∆zj, (6.24)
where the sum denotes the summation over all atmospheric layers with zj = zlow for
the lowest and zup for the highest atmospheric layer (generally reaching from the
surface to top of the atmosphere) and ∆zj denotes the corresponding geometrical
thickness of layer j in the model.
• The third term is a low-order polynomial with the fit parameters ai capturing and
compensating for effects, which are not well-known such as aerosol scattering and
absorption parameters, and the absolute radiometric calibration function of the
MAMAP instrument. Additionally, it is expected that the polynomial compen-
sates for small deviations of the real surface spectral reflectances and real aerosol
conditions from those assumed in the RTM simulation. These effects are expected
to smoothly vary with wavelength.
• The last term ϵλ is the error term accounting for instrument noise and effects which
cannot be modeled accurately.
The spectral radiance Imodλ (c¯) and the weighting functions are calculated by the ra-
diative transfer model SCIATRAN (Rozanov et al., 2014), which uses a sun spectrum by
Livingston and Wallace (1991) and the HITRAN 2012 spectroscopic data base (Rothman
et al., 2013) containing the line parameters of atmospheric absorbers. For computation
of the modeled radiances at the linearisation point by the RTM, vertical temperature,
pressure (compare to Fig. 2.1 on p. 9), and adjusted concentration profiles (compare to
Fig. 6.6) based on the U.S. standard atmosphere (USCESA, 1976) are used. Besides the
above mentioned atmospheric parameters, further input parameters are needed, which
are kept constant during the fitting process: e.g., surface spectral reflectance (or sur-
face albedo), surface elevation, flight altitude, aerosol scenario and solar zenith angle
(SZA). For each measurement flight a dedicated set of RTM simulations is calculated
to account for varying atmospheric, surface and flight conditions on the different days.
Additionally, a change in the SZA and surface elevation along the flight track are taken
4Exception: The vertical temperature profile is shifted but its term is omitted in Eq. 6.23 for reasons
of simplicity. It considers the temperature dependency of the trace gas absorption cross sections.
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into account by performing RTM simulations for generating a 2-D look up table, which
is used in the retrieval. The surface elevation is based on data from the Shuttle Radar
Topography Mission (SRTM, Farr et al., 2007) digital elevation model version 2.1, which
has a spatial resolution of up to one arc second (around 30m at the equator) in the U.S.
The assignment of the remaining parameters is described in the following:
• Surface spectral reflectance or surface albedo: The surface is assumed to
have a Lambertian reflectance, and for the spectral bands of CH4 and CO2 to have
no spectral dependency. For this study, the values used are taken from Chen et al.
(2006). They use clear-sky radiances measured by the Moderate Resolution Imag-
ing Spectrometer (MODIS) onboard the Terra satellite and the Visible Infrared
Scanner (VIRS) onboard the Tropical Rainfall Measuring Mission (TRMM) space-
craft to retrieve the surface albedo in different spectral channels for different sur-
face type categories defined by the International Geosphere Biosphere Programme
(IGBP). As the MAMAP instrument operates in the SWIR spectral region around
1.63µm, the surface albedo derived from the 1.6µm channel of MODIS and VIRS
is used. Depending on the surface type defined by the IGBP, which is overflown,
the corresponding surface albedo is selected.
• Vertical background profiles of CO2 and CH4: The vertical background
profiles describe the mean background concentration of these gases in the mea-
surement area and are assumed not to be influenced by any local emissions. They
are base on the U.S. standard atmosphere (USCESA, 1976), which is adapted to
current concentrations for CH4 and CO2 by using data collected by the Picarro
greenhouse gas in situ analyser. The profiles of CH4 and CO2 in the lower part
of the troposphere are replaced by a polynomial fitted to the measured profile
corresponding to in-situ measurements collected at the respective site. In-situ
measurements gathered at remote sensing altitude are assumed to belong to the
free troposphere and, thus, were used to scale the entire upper part of the U.S.
standard profiles (see Fig. 6.6).
• Aerosol scenario: The aerosol scenario used in the RTM simulations is selected
based on the measurement area. Possible scenarios are, for example, provided by
the Optical Properties of Aerosol and Clouds (OPAC) database (Hess et al., 1998).
The described retrieval algorithm is separately applied to two different fitting win-
dows (see Appendix B.2 for an example fit), one covering the CO2 and the other the
CH4 absorption band at around 1606 and 1665 nm, respectively (compare to Sect. 6.1.2).
The main results of the retrieval are profile scaling factors (PSFs) for the desired gases
CH4 and CO2. They represent the measured total columns relative to the assumed at-
mospheric background concentrations. These columns are still influenced by pressure or
temperature fluctuations or a varying light path due to, e.g., a wrongly assumed aerosol
scenario, flight altitude, and surface elevation, and can thus affect column variations
along the flight track, which do not originate from CH4 and CO2 emissions and their
resulting atmospheric enhancements. In order to reduce these systematic errors, a proxy
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Figure 6.6.: Shown are examples of modified vertical profiles of CH4 (red solid line) and CO2
(blue solid line) based on the U.S. standard atmosphere (USCESA, 1976), which has been
adapted according to the Picarro in-situ measurements of a specific flight day (here: at the
Olinda Alpha Landfill on the 28.08.2014).
method is used. The idea is to use a second well-mixed gas, which is measured simulta-
neously to, and influenced in the same way by, e.g., light path errors, as the gas under
consideration (Frankenberg et al., 2005; Schneising et al., 2009). By dividing the column
of one gas by the other, these systematic effects largely cancel. This approach works
especially well, if the absorption bands used to retrieve the columns are spectrally closely
located as those used in the MAMAP retrieval (compare to Sect. 6.1.2 and Krings et al.,
2011). In this study, preliminary CH4 sources are investigated. Therefore, assuming
that the atmospheric CO2 concentration is spatially and temporally constant during the
time of one measurement flight, the retrieved CH4 column can be normalised by the
retrieved CO2 column and be converted to column-averaged dry air mole fractions:
XCH4(CO2) =
PSF(CH4) · CHabs col, lp4
PSF(CO2) · COabs col, lp2
· COcol mf, lp2 , (6.25)
where XCH4(CO2), or short XCH4, is the column-averaged dry air mole fraction of CH4
based on the CO2 normalisation, PSF(CH4) and PSF(CO2) are the retrieved profile scal-
ing factors for CH4 and CO2, respectively, CH
abs col, lp
4 and CO
abs col, lp
2 are the absolute
columns of CH4 and CO2 (in molecules cm
−2), respectively, and COcol mf, lp2 is the column-
averaged mole fraction of CO2. The index ’lp’ denotes quantities which are based on the
modified vertical concentration profiles from the U.S. standard atmosphere, which are
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used for the linearisation point (lp) in the RTM simulations and in the retrieval itself.
In order to also consider a systematic bias of the column-averaged dry air mole frac-
tions, they are additionally normalised by the measured local background. Finally, the
altitude sensitivity of measurements from the MAMAP instrument with respect to CH4
anomalies needs to be considered, which is described by the averaging kernel (AK):
AK(zj) =
∂ Vretrieved
∂ vtrue(zj)
, (6.26)
where ∂ Vretrieved is the variation in the retrieved total trace gas column and ∂ vtrue(zj)
the true enhancement of the subcolumn at a selected altitude zj. Figure 6.7 shows the
averaging kernels of CH4 for various solar zenith angels and surface albedos.
Figure 6.7.: Shown are different averaging kernels of CH4 for different solar zenith angles
(SZA, from 50◦, green, to 10◦, red) at a constant surface albedo of 0.3, and for different surface
albedos (from 0.01, purple, to 0.50, cyan) at a constant solar zenith angle of 30◦. The flight
altitude is 2.0 km corresponding to a pressure level of approximately 795 hPa.
They consistently show that the sensitivity below the aircraft is approximately twice as
high as above the aircraft. This can be explained by the light path. The air masses, which
are located below the aircraft, are covered twice by an idealised light beam (compare to
Fig. 5.3 on p. 47) leading to an enhanced sensitivity near the surface. The normalised
column-averaged dry air mole fractions of CH4, XCH4, need to be corrected for this
altitude sensitivity, otherwise the resulting XCH4 enhancement would be overestimated.
Assuming that the CH4 variation is only located below the aircraft, a conversion factor
k can be calculated (as shown in Appendix B.3) based on the mean of the averaging
kernels below the aircraft AKbelow:
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k =
1
AKbelow
. (6.27)
This factor is subsequently used to correct the normalised column-averaged dry air
mole fraction of CH4 (from Eq. 6.25) for the altitude sensitivity of the MAMAP instru-
ment / retrieval:
XCHcorrected4 = CH
col mf, lp
4 +
(
XCH4
XCH4
· CHcol mf, lp4 − CHcol mf, lp4
)
· k (6.28)
where CHcol mf, lp4 is the column-averaged mole fraction of CH4 at the linearisation point
and XCH4 denotes the value used for background normalisation. Alternatively, the CH4
column can also be expressed as the actual CH4 column variation:
∆V corrected =
(
PSF(CH4)/PSF(CO2)(
PSF(CH4)/PSF(CO2)
) · CHabs col, lp4 − CHabs col, lp4
)
· k, (6.29)
where CHabs col, lp4 is the absolute column of CH4 at the linearisation point and the
ratio of the retrieved PSFs
(
PSF(CH4)/PSF(CO2)
)
denotes the value used for background
normalisation. In the following, the retrieved normalised column-averaged dry air mole
fraction of CH4 (XCH4) as well as the CH4 column variation always refer to the altitude
sensitivity corrected mole fraction and absolute column, respectively.
6.2.2. From columns to emission rates
Based on the retrieved normalised column-averaged dry air mole fractions of CH4 (or
CH4 column variations relative to the background) from the MAMAP instrument, an
emission rate of the target under consideration is estimated. As described in Sect. 5.2
(Fig. 5.3 on p. 47), the MAMAP remote sensing flight pattern during COMEX consisted
of several flight tracks aligned perpendicular to the prevailing wind direction. Thus, a
flux can be estimated through each flight track located downwind of the source by a
mass balance approach (similar to that used in Krings et al., 2011, 2013, 2018):
FRS = fRS · 1
n
n∑
i
uperp,i
ki∑
j
∆Vi,j ·∆xi,j, (6.30)
where n is the total number of flight tracks downwind of the emission source(s) flown on
a specific day, ki is the number of measurements of a specific flight track i, ∆V is the
retrieved CH4 variation relative to the background column in molecules per square metres
of measurement j for track number i, ∆xi,j is the length segment in metres of a specific
measurement j of track number i, uperp,i is the wind speed component perpendicular to
the flight track i in metres per second, fRS is a conversion factor including the mass per
CH4 molecule and the time conversion from seconds to years (8.398 · 10−25 kt smolec−1)
in order to calculate the emission rate FRS in ktCH4 yr
−1. The emission rate is given in
ktCH4 yr
−1 but is strictly speaking only valid for the time of the overflight.
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The perpendicular wind speed uperp is derived from the orientation of the flight track,
and the prevailing wind direction and wind speed in the boundary layer:
uperp = u · cos(α), (6.31)
where α is the angle between the prevailing wind direction and the normal of the flight
track.
Ideally, wind information is simultaneously acquired to the MAMAP remote sensing
measurements over the entire measurement area and boundary layer depth. This would
require, for example, a second aircraft dedicated to the wind measurements. However,
due to ATC restriction, measurements at or near the surface can rarely be acquired.
Additionally, a second aircraft close to another one can add a significant complexity
to the mission depending on their sizes. Alternatively, ground based measurements of
a wind LiDAR (Light detection and ranging, e.g., Benedetti-Michelangeli et al., 1972;
Grund et al., 2001; Yoe et al., 2003; Shen et al., 2008) or model output from a numerical
weather prediction model such as the COSMO model (Doms et al., 2011) can be utilised.
In this study, the wind direction is directly inferred from the observations, i.e. the
observed plume (as done in Krings et al., 2011, 2013, 2018). The horizontal wind speed
is derived from airborne in-situ measurements of the five-hole turbulence probe gathered
during the second part of the flight pattern (see also Sect. 5.2). The in-situ wall closest
in time to the remote sensing measurements is used for the wind speed estimate (see
Sect. 7.2.2 for details).
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6.3. In-situ measurements
An independent emission rate estimate can be provided by the Picarro in-situ measure-
ments in combination with pressure, temperature and wind information measurements
from the CIRPAS aircraft instrumentation suite. These measurements were normally
acquired subsequently to the MAMAP remote sensing observations (see Sect. 5.2).
The first part of this section (Sect. 6.3.1) focuses on the method used by the greenhouse
gas in-situ analyser to derive dry gas mole fractions of CH4 and CO2. Section 6.3.2
describes the pre-processing of the entire in-situ data set to obtain well-defined vertical
planes or in-situ walls through which a flux can be calculated via a mass balance approach
(Sect. 6.3.3).
6.3.1. From atmospheric samples to in-situ concentrations
The Picarro GHG in-situ analyser (Type: G-2301f) uses the cavity ring-down spec-
troscopy technique to determine the amount of CH4, CO2 and H2O in an air sample. In
principle, a CRDS instrument consists of 3 main parts: a light source, a resonator and
a detector (compare to Fig. 6.8, a).
Figure 6.8.: Panel (a) shows the basic components of a CRDS instruments: a light source,
a cavity confined by highly reflective mirrors and a detector. Panel (b) shows one cycle in a
CRDS measurement. Phase 1: build-up till threshold I0 is reached; phase 2: ring-down of an
empty cell (solid green line) and of a cell with absorber (red solid line).
The air sample, which needs to be analysed, is located within a cavity. The cavity
consists of two highly reflective mirrors on either end. Despite their high reflectivity,
a small amount of light can still penetrate these mirrors. On one side of the cavity,
light is coupled into the cavity and most of the light is trapped and reflected backward
and forward by the mirrors. Depending on the chosen wavelength (region) of the light
source and the type and amount of gas under consideration, the light is attenuated by
absorption processes. Part of the light can then escape from the opposite side of the
cavity and is measured by a detector.
The procedure is divided into two fundamental parts. During the first part, the light
source, normally a laser, is switched on leading to an accumulation of photons within the
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cavity. Therefore, the intensity measured by the detector is also increasing (see Fig. 6.8,
b, black solid line). At a specific measured intensity and threshold, respectively, the laser
is switched off and the measured signal is exponentially decreasing due to loss processes,
e.g., by absorption but also by scattering processes on molecules in the sample. The
shape of the decreasing signal over time strongly depends on the type and amount of
absorbing gases in the sample and can, thus, be used to estimated their concentrations.
The wavelength of the laser can be adjusted quite precisely so that single absorption lines
of individual gases, which do not interfere with other gases, can be selected. Figure 6.8
(b) shows the measured signal over one cycle, first the build-up and then the ring-down of
the signal. By comparing the ring-down signal of the empty cell (or cell without absorber,
green solid line) to the signal of the filled cell (or cell with absorber, red solid line), which
always drops faster due to the additional absorption processes, the concentration of the
absorbing gases in the sample can be derived. The measured intensities and the ring-
down signals are related by
Iempty(t) = I0 · exp
(
t
τempty
)
and Isample(t) = I0 · exp
(
t
τsample
)
, (6.32)
where Iempty and Isample, and τempty and τsample are the intensities and decay times (or
rind-down times) of the empty and filled cavity, receptively, I0 is the initial intensity,
at the time the laser is switched off, and t the time (also compare to Fig. 6.8). The
ring-down signals are related to the absorption coefficient α via
αsample =
1
c
(
1
τsample
− 1
τempty
)
, (6.33)
where c is the speed of light (for details, see, e.g., Busch and Busch, 1999).
According to the Beer-Lambert Law, the absorption coefficient α is connected to the
number density N by the absorption cross section σ (α = σN). Provided that the
absorption cross section of the absorber is known, the absorption coefficient can be used
for calculating the number density of the gas under consideration. In addition, the
volume, the temperature and the pressure of the cavity are also normally known, which
allows a conversion to mole fraction. One great advantage of CRDS is the achieved
sensitivity and precision because of the highly reflective mirrors leading to an effective
light path length of up to 20 km for an example cavity of 25 cm (Picarro, 2017a,b).
In order to omit the need of measuring an empty cell without the absorber, one can
also use a tunable laser. Instead of flushing and subsequent filling with the absorbing
gas, the laser can also be tuned in such a way that its wavelength is either located at
the position of an absorption line (would correspond to cell with the absorbing gas)
or at a position where the gas is not absorbing (would correspond to an empty cell).
Additionally, one can also use the tunable laser to take measurements at more than one
wavelength across the absorption line, as done by the Picarro GHG analyser G-2301f.
The G-2301f instrument measures absorption lines of CO2 at around 1603 nm and of
CH4 and H2O at around 1651 nm (Crosson, 2008; Chen et al., 2010). The synchronously
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measured H2O is used to correct the measured and derived, respectively, mole fractions
of CO2 and CH4. The effects of a varying H2O concentration in the air sample on CH4 or
CO2 are (1) dilution of the measured CO2 and CH4 mole fractions, (2) line broadening
effects of CO2 and CH4 and (3) self-broadening of the H2O absorption line (Rella, 2010).
These effects are automatically considered by the software of the analyser, which delivers
dry gas mole fractions of CO2 and CH4 (for details, see Rella, 2010; Rella et al., 2013).
Dry gas mole fractions are the desired quantity because they are independent of a varying
water vapour content of the air samples, which would falsify the results.
6.3.2. From in-situ concentrations to in-situ walls
The in-situ pre-processing is generally the first step in order to interpret and to reliably
estimate emission rates (see. Sect. 6.3.3). During this process, several issues need to be
addressed:
• The horizontal plume transects or flight legs belonging to one in-situ wall and
flown within the planetary boundary layer are not perfectly aligned parallel to
each other.
• These flight legs are normally 150m apart and the lowest flight leg is at an altitude
of around 300ma.g.l. over congested areas (see Sect. 5.2 for details).
• The two sets of in-situ measurements (Picarro: concentrations; CIRPAS: wind
information, pressure, and temperature) are not recorded synchronously.
• The Picarro measurements have a time lag of around 21 s (see Sect. 5.1).
Therefore, the concentration measurements from the Picarro instrument are corrected
by the time lag of 21 s. Subsequently, the flight legs belonging to one in-situ wall are
projected on a well-defined plane and perpendicular surface, respectively. In order to
simulate measurements at the surface, a pseudo-surface track is added following the sur-
face terrain at the position of the corresponding wall. The values (mainly concentration
and wind information) along this track are based on an educated guess and other auxil-
iary data such as records from local weather stations in the measurement area (further
details are given in the next Sect. 6.3.3). The projected measurements including the
pseudo-surface track are then used for interpolation to fill the gaps between the different
flight legs / tracks. During the interpolation process the in-situ data are also gridded to
a common and regular 2-D grid. These interpolated and gridded measurements of one
plane are referred to as ’in-situ wall’, or short ’wall’, in the following.
For interpolation, the statistical Kriging method (Krige, 1951) has been chosen. A
similar approach was already used by, for example, Mays et al. (2009), Cambaliza et al.
(2014, 2015), Gordon et al. (2015), and Lavoie et al. (2015) to determine the outflow of
cities and emissions from landfills. Kriging is used to estimate values at locations, where
no measurement / sample was measured (in this study mostly between the different
flight legs of a wall and towards the surface), with the aid of statistical methods. It is
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characterised by the three parameters nugget, sill and range describing the statistics of
the data set. Data set refers to one wall and one parameter i.e., the CH4 concentration
measured at a downwind wall. The nugget stands for the small scale variability, the sill
is the variance and the range gives the distance at which the samples are not correlated
any more.
All three parameters can be inferred from an experimental semivariogram (compare
to Fig. 6.9) calculated by the following equation (e.g., after Isaaks and Srivastave, 1989;
Cressie, 1993; Caers, 2011):
y(hj) =
1
2N(hj)
∑
N(hj)
[
V (si)− V (si + hj)
]2
, (6.34)
where hj’s are equidistant lag distances (e.g., . . . 360m, 480m, 600m, . . . ), which are
separated by a constant lag separation distance or bin width hsep (e.g., 120m). The lag
distance hj describes the distance of the position between two measurements for which
the semivariogram value y(hj) is calculated (Fig. 6.9), whereby N(hj) is the number of
data pairs for the respective lag distance hj and the sum denotes the summation over
all data pairs i which are separated by a specific lag distance hj. V (si) and V (si + hj)
are the parameter values at the positions (si) and (si + hj) separated by one specific
lag distance hj. For an irregularly spaced sample either a lag tolerance is introduced to
consider also measurements, which are located at the approximate position of hj, or the
bin width itself is used meaning all measurements between hj and hj+1 are considered.
Figure 6.9.: Example experimental semivariograms of (a) the in-situ dry gas mole fraction
of CH4 and (b) the ambient temperature. The black crosses depict the values of the empirical
semivariance at specific lag distances hj and the solid red line is the fitted exponential func-
tion. The fitted parameters of the exponential model are as follows: range is (a) 2.7 km, (b)
0.7 km; partial sill is (a) 2.8 · 10−3 ppm2, (b) 2.3 · 10−1 ◦C2; nugget is (a) 3.0 · 10−5 ppm2, (b)
1.1 · 10−2 ◦C2.
For the bin width hsep, a value of 120m was chosen for calculating the experimental
semivariograms in this study. This value is based on the Picarro instrument, which is
the ’slowest’ in-situ instrument in terms of measurement frequency, whose measurements
are used in Eq. 6.37 for the emission rate estimate. The Picarro GHG analyser acquires
data at around 0.5Hz (see Sect. 5.1) corresponding to a measurement every 2 s. In
combination with a flight speed of around 60m s−1, this leads to a spatial resolution of
69
6. Methods
around 120m. To cover at least one pair of measurements per lag distance hj, a bin
width of around 120m is needed.
The experimental semivariograms are calculated for each wall and for each parameter
by an IDL routine written by James McCreight from the University of Colorado (Mc-
Creight, 2008). To these experimental semivariograms, a commonly used exponential
model function (e.g., after Isaaks and Srivastave, 1989) is fitted (Fig. 6.9), which yields
the necessary parameters nugget, (partial) sill and range:
model = nugget + partial sill ·
[
1− e− 3hrange
]
. (6.35)
In this model, the value of the nugget is given by the value of the experimental
semivariogram at the origin, the value of the sill corresponds to the sum of the nugget and
the fitted parameter partial sill, and the range is defined as the lag distance h at which
95% of the sill is achieved (Journel and Huijbregts, 1978). In addition, only half of the
maximum possible lag distance (i.e., largest distance by which a pair of measurements on
the wall is separated) is used following the recommendations in Journel and Huijbregts
(1978).
In the next step, the projected data set is interpolated using following relation (e.g.,
after Isaaks and Srivastave, 1989):
V (s0) =
n∑
i=1
wi · V (si), (6.36)
where V (s0) is the estimated value of a specific parameter at the position s0, V (si) are the
surrounding measured values at the positions si, wi are weights for the corresponding
measurements V (si), and n is the total number of measurements. The influence of
measured values V (si) on the result is described by the respective weights wi. The
weights are determined on basis of the above calculated parameters for the exponential
model and the distances between the measured values and the unknown value (see Isaaks
and Srivastave, 1989, for further details). Equation 6.36 is evaluated for each grid point
on the plane surface (here: horizontal× vertical resolution is 100× 10m).
For computation, the Kriging procedure ‘Krig 2D‘ from IDL 8.2.3 is used (IDL, 2013).
An example of such a kriged in-situ wall is shown in Fig. 6.10 (b) for CH4 measurements.
6.3.3. From in-situ walls to emission rates
By combining the meteorological and concentration measurements from the CIRPAS
aircraft standard research instrumentation suite and the Picarro GHG analyser, respec-
tively, the mass transport of CH4 (also possible for CO2) through each wall is estimated
by a mass balance approach:
FIS = ∆z ·∆x · fIS
∑
i
(ci − c0,i) · pi
Ti · kB · ueff,i, (6.37)
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Figure 6.10.: Example dry gas mole fractions of CH4 of an in-situ wall (here first downwind
wall measured on the 01.09.2014 at the Olinda Alpha Landfill). Panel (a) shows projected
and time lag corrected mole fractions acquired along the flight track onto the wall. Panel
(b) shows kriged mole fractions based on the measurements in (a) and an additionally added
pseudo-track (not shown; see Sect. 6.3.3 for details). Panel (c) shows derived background
mole fractions from (b). Panel (d) shows derived CH4 enhancements (kriged mole fractions in
(b) minus background mole fractions in (c)). X-axis gives the distance from the approximate
plume centre in metres and y-axis gives the altitude in metres above sea level. Solid orange
lines depict the surface elevation (based on SRTM, Farr et al., 2007) and solid grey lines the
projected flight track. Vertical dotted black lines show horizontal limits, which are used to
define the background area (here: from - 5.0 to - 2.0 km and from +2.0 to +4.4 km). The area,
which is used in the mass balance approach for estimating the emission rate, is enclosed by
the dashed black lines.
where i is the index representing the ith grid box, c is the measured CH4 dry gas mole
fraction in µmolmol−1 or ppm, c0 is the CH4 background dry gas mole fraction in
µmolmol−1 or ppm, p is the pressure in Pa, T the ambient temperature in K, kB the
Boltzmann constant, ∆z and ∆x are the vertical (in altitude) and horizontal extents of
the grid boxes in metres, respectively, fIS is a conversion factor having the same value
and units as fRS in Eq. 6.30 in order to retrieve the emission rate FIS in ktCH4 yr
−1,
and ueff is the effective wind speed in metres per second. Details on the effective wind
speed are given later in this section. The concentration c, the temperature T and the
effective wind speed ueff are based on Kriging. The pressure p = p(z) only depends on
the altitude of grid box i.
As mentioned in the previous Sect. 6.3.2, to account for the fact that airborne mea-
surements are generally not available at the ground, a pseudo-surface track is added. The
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values of the different parameters along this pseudo-surface track are adapted according
to the prevailing conditions. For the concentration measurements of CH4 and CO2, it is
assumed, that their surface values are the same as measured at the altitude of the lowest
flight leg of the corresponding wall. For the wind speed and direction, measurements
from local weather station within the measurements area are used to complement the
wall towards the surface. The functional dependency of the pressure on altitude p(z)
is determined beforehand by fitting a linear function to the projected measurements
onto the respective wall. This linear relationship is then also used estimate the pressure
between the lowest flight leg and the surface.
As indicated by Eq. 6.37, only the CH4 enhancement above the background is needed.
In order to separate the plume signal from the background, the wall of the CH4 mea-
surements is segmented into a plume area and background area (Fig. 6.10, b). For each
altitude level, a linear function is fitted to the CH4 measurements in the background
area by a least-square approach. This yields a 2-D distribution of the CH4 background
concentrations for the specific in-situ wall (Fig. 6.10, c). Subtracting the achieved CH4
background concentrations from the CH4 measurements results in the pure CH4 signal
(Fig. 6.10, d) originating from the source under consideration. This method also ac-
counts for possible concentration gradients of the CH4 background in the horizontal and
vertical direction.
Effective wind speed
The effective wind speed used for the flux estimate in Eq. 6.37 comprises the two com-
ponents wind speed normal to the fitted wall and a geometry factor. The geometry
factor is a result of the projection of the measurements along the in-situ flight legs onto
the common wall. Figure 6.11 shows a simplified illustration of this issue. The left
part (blue) shows one measurement acquired along the original flight leg. The measured
quantities wind speed u and concentration of an arbitrary gas conc are assumed to be
valid for the length segment ∆s. These quantities are projected onto the common in-situ
wall (Fig. 6.11, right part, green). Due to the projection, the size of the length segment
∆s changes to ∆s′ and the perpendicular wind speed uperp (wind speed component of u
normal to the length segment ∆s) also changes to u′perp due to a different orientation of
the length segment ∆s′ compared to ∆s.
The flux F and F ′ through the original length segment ∆s (blue solid line) and the
projected length segment ∆s′ (green solid line), respectively, can be calculated by
F = conc ·∆s · uperp, (6.38)
and
F ′ = conc ·∆s′ · u′perp, (6.39)
where uperp is the perpendicular wind speed belonging to the original length segment
∆s and u′perp is the perpendicular wind speed belonging to the projected length segment
∆s′. Both fluxes F and F ′ are supposed to be equal. However, a comparison of Eq. 6.38
and 6.39 shows that the fluxes differ by a specific factor:
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Figure 6.11.: The sketch shows the relation of measured parameters necessary for the emission
rate estimate between the original flight track (blue) and the common in-situ wall (green),
which is used for projection. Details are given in the main text.
F
F ′
=
∆s · uperp
∆s′ · u′perp
. (6.40)
This factor, which is in the following referred to as geometry factor geof , can be further
reduced to trigonometrical relationships inferable from the measurement geometry (also
compare to Fig. 6.11):
geof =
∆s · uperp
∆s′ · u′perp
=
uperp
cos(β) · u′perp
=
cos(α)
cos(β) · cos(α′) , (6.41)
where the projected length segment ∆s′ is related to the original length segment ∆s by
∆s′ = ∆s · cos(β), (6.42)
where β is the angle between the orientation of the original length segment ∆s given by
the heading and flight direction of the aircraft, respectively, and the orientation of the
wall. The perpendicular wind speeds uperp and u
′
perp are related to the measured wind
speed u by
∆uperp = u · cos(α), (6.43)
and
∆u′perp = u · cos(α′), (6.44)
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where α is the angle between the wind speed u and the normal of the length segment
∆s of the original measurement, and α′ is the angle between the wind speed u and the
normal of the length segment ∆s′ of the projected measurement.
There are two cases in which the geometry factors becomes unity:
• The fitted wall is parallel to the measurement and the original length segment.
Consequently, the angle β equals zero, and α and α′ are identical.
• The fitted in-situ wall is perpendicular to the measured wind speed u. Then, α′
equals zero and α equals β.
The geometry factor geof is considered by the effective wind speed before the mea-
surements are interpolated:
ueff = u
′
perp · geof. (6.45)
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6.4. AVIRIS-NG remote sensing measurements
For the AVIRIS-NG instrument having imaging capabilities several algorithms, retriev-
ing CH4 information, exist. The most important ones are a band ratio approach (Bradley
et al., 2011), different versions of a matched filter approach (Funk et al., 2001; Thorpe
et al., 2013), and the iterative maximum a posteriori differential optical absorption spec-
troscopy (IMAP-DOAS) algorithm (Frankenberg et al., 2005; Thorpe et al., 2014). Re-
cent investigations have also shown that the WFM-DOAS algorithm applied to AVIRIS-
NG data delivers good results (Borchardt, 2016).
A band ratio approach has successfully been applied to spectroscopic measurements
of the precursor instrument AVIRIS classic (Green et al., 1998) over the marine Coal
Oil Point (COP) seep field near Santa Barbara (Bradley et al., 2011). A similar version
was also used in an initial version of a real-time retrieval for the AVIRIS-NG instru-
ment during the second part of the COMEX campaign (Thompson et al., 2015). The
band ratio approach uses a relatively simple and fast arithmetic but achieves only low
sensitivities with respect to CH4 anomalies.
Higher sensitivities have been accomplished by different matched filter approaches.
Until recently, they were only able to detect CH4 anomalies qualitatively as shown over
marine and terrestrial sources (Thorpe et al., 2013) and in a controlled release experiment
(Thorpe et al., 2016). In their latest iteration, the algorithms have been improved to
also quantitatively estimate CH4 column enhancements as demonstrated in campaigns at
the Kern River oil fields (Thompson et al., 2015), the Four Corners region (Frankenberg
et al., 2016), and Aliso Canyon in the Los Angeles area (Thompson et al., 2016).
In parallel to the matched filter approaches the IMAP-DOAS algorithm (Franken-
berg et al., 2005) originally developed for spectroscopic measurements from the satel-
lite instrument SCIAMACHY to retrieve CH4 and CO2 column concentration has been
adapted to the AVIRS classic/-NG instruments and spectral region, respectively (Thorpe
et al., 2014, 2016, 2017). Comparisons between a matched filter approach and the IMAP-
DOAS have revealed, that the matched filter seems to have a higher sensitivity with
respect to CH4 enhancements (Thorpe et al., 2014). Therefore, in a subsequent study,
a matched filter was used to identify and mask CH4 plumes, whereas a quantitative
assessment was then evaluated based on IMAP-DOAS retrieval results (Thorpe et al.,
2016).
As in this work, the imaging capabilities of the AVIRIS-NG instrument are only used
to identify sources and emission hot spots, the matched filter approach having the highest
sensitivity in terms CH4 anomalies was chosen. The CH4 anomaly maps in this work
were provided by David R. Thompson and Andrew K. Thorpe from the Jet Propulsion
Laboratory (JPL), California Institute of Technology (Caltech) in the United States. A
detailed discussion on the algorithm can be found in Thompson et al. (2015, 2016) and
Frankenberg et al. (2016).
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complex emission sources
This chapter describes in detail the obtained results for the investigated landfills (Sect. 7.2)
and the oil field complex (Sect. 7.3). Each section starts with an overview of the current
scientific knowledge of the corresponding source and the need for further observations
to constrain and characterise their emissions. Subsequently, the emission rates derived
from the different instruments are presented and discussed.
As one focus of this study is the investigation of spectroscopic measurements in the
SWIR spectral region from airborne instruments such as MAMAP to infer emissions, a
comprehensive modeling study has been conducted (Sect. 7.1). The goal is to examine
under what conditions (atmospheric conditions, source and instrumental characteristics)
such an instrument would be able to detect the resulting atmospheric enhancements from
areal sources. Similar investigations were also conducted by Krings (2012), however,
focusing on point sources.
7.1. Detection limits and limitations for CH4
measurements from the MAMAP remote sensing
instrument
As mentioned in Sects. 1, 4.3 and 6.2, spectroscopic measurements in the SWIR region
from the non-imaging MAMAP remote sensing instrument have successfully been used to
estimate CH4 (and CO2) emissions from relatively strong point sources (for CO2: ∼ 13 -
24MtCO2 yr
−1 and for CH4: ∼ 14 - 36 ktCH4 yr−1, Krings et al., 2011, 2013). These
point sources were well-known in terms of emission strength and source location. In
order to extend the application of observations of backscattered solar radiation in the
SWIR spectral region from airborne remote sensing instruments, the methodology is
applied to areal sources (such as landfills, ∼ 1.5 km2 in area) and sources consisting of
multiple single sources with unknown location(s) distributed over a specific area (such
as oil and gas field operations, ∼ 90 km2 in area). These sources are less known and
quantified but they are responsible for around 40% of the global anthropogenic CH4
emissions (compare to Fig. 3.4 in Sect. 3.2 on p. 19).
The distinct differences of these types of sources compared to sources investigated in
previous studies are, firstly, lower expected column enhancements and, thus, more chal-
lenging to detect, and, secondly, unknown source position(s), at which CH4 is released
to the atmosphere. For CH4 emissions from, e.g., landfills, the emission rates may have
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the same order of magnitude as from coal mine ventilation shafts (as investigated by
Krings et al., 2013) but they are distributed over a much larger surface area. Thus, the
resulting column enhancements are expected to be smaller for similar atmospheric condi-
tions. Figure 7.1 shows a comparison of two Gaussian plume forward model simulations
(further details are given below), which only differ in the size of their emission source.
These simplified simulations clearly show that an increase in size of the emission source
leads to a (significant) decrease in the observable column enhancements. The maximum
observable column enhancements at a distance of 3 km drops from around 0.9% to 0.6%
in this example (Fig. 7.1, c).
Figure 7.1.: Vertically integrated Gaussian plume forward model simulations (see main text
for details) and the expected CH4 column enhancements for two imaginary sources having a
source diameter of 7m (a, such as a coal mine ventilation shaft) and 1128m (b, corresponding to
a circular areal source of 1 km2) are shown. The simulations were performed for an emission rate
of 15 ktCH4 yr
−1, a wind speed of 5m s−1, and moderately unstable atmospheric conditions.
Panel (c) shows two cross sections of CH4 enhancements perpendicular to the wind direction
at approximately 3 km distance downwind of the source. The blue dashed line belongs to
simulation (a) and the blue solid line belongs to simulation (b).
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The simulations in Fig. 7.1 are based on vertically integrated Gaussian plume for-
ward model simulations. They predict atmospheric column enhancements by modelling
the propagation of an emission plume within the atmosphere. Furthermore, the model
considers atmospheric conditions such as wind speed, wind direction, and atmospheric
stability, but also characteristics of the source such as emission strength, shape and size
(for details, see Krings et al., 2011):
V (x, y) =
N∑
i=1
Fi√
2π · σy(a, xi) · u
exp
(
− 0.5 · yi
σy(a, xi)
)
, (7.1)
where V (x, y) is the vertically integrated column, which is subsequently normalised by
the background column to achieve the desired CH4 variation relative to the background
column or column enhancement as a result of one or more emission sources i having emis-
sion rates Fi, u is the prevailing wind speed which is assumed to be constant across the
entire simulation or measurement area, σy(a, xi) is the horizontal dispersion coefficient
in across wind direction, xi and yi are the lateral coordinates for source i. The sigma
sign indicates the summation over all sources N . The horizontal dispersion coefficient
is computed by
σy(a, x) = a(x+ x0)
0.894, (7.2)
where x0 is an offset distance and a measure for the diameter of the source. The value
of the parameter a is related to the atmospheric stability classification (Turner, 1970;
Martin, 1976), which is, in a first-order approximation, derived from wind speed and
solar insolation (see Tables 7.1 and 7.2).
Table 7.1.: Atmospheric stability classification based on wind speed and solar insolation after
Turner (1970).
Surface Incoming
wind speed solar radiation
[m s−1] during day
strong moderate slightly
< 2 A A -B B
2 - 3 A -B B C
3 - 5 B B -C C
5 - 6 C C -D D
> 6 C D D
Additionally, the vertically integrated Gaussian plume forward model simulations can
be extended to observation system simulation experiments (OSSEs). They are able
to illustrate how these plumes would look like if they were measured by, e.g., the
MAMAP remote sensing instrument. Therefore, they also incorporate instrumental
or flight characteristics such as (single measurement) precision, ground scene size (or
79
7. Characterisation of areal and complex emission sources
Table 7.2.: Corresponding values for the parameter a after Martin (1976) depending on the
stability classification in Table 7.1. Note: Stability classifications E and F only occur during
night.
Stability Value of Interpretation
classification a
A 213 very unstable
B 156 moderately unstable
C 104 slightly unstable
D 68 neutral
E 50.5 slightly stable
F 34 stable
pixel size) and representative flight tracks. That means they can be used to qualita-
tively estimate whether an emission source is observable by a remote sensing instrument
such as MAMAP considering prevailing atmospheric conditions as well as instrumental
and flight specific characteristics. This method has been used to estimate, for example,
upper-limit emission rates of CH4 for a blowout site located in the North Sea (Ger-
ilowski et al., 2015). The OSSEs are used in the following to examine the expected
column enhancements from areal sources such as landfills. Additionally, they are used
to investigate to what extent the MAMAP remote sensing instrument is able to observe
those enhancements under various atmospheric conditions.
7.1.1. Areal or diffuse sources
The simulation results shown in Fig. 7.1 are based on a single circular source, which
is varied in its diameter. Thus, the column enhancements are independent of wind
direction. As it is expected that landfills (or areal sources in general) do not have
a regular shape, which also affects the observed column enhancements, the shape is
assumed to be elliptical1 for the following simulations. This irregularly shaped source
allows for investigation of the influence of wind direction on the column enhancements.
Two extreme cases have been examined: (a) the semi-major axes is parallel to the wind
an (b) the semi-minor axis is parallel to the wind. Furthermore, it is assumed that the
emission takes place homogeneously across the entire area. which has been achieved by
distributing around 100 small sources homogeneously across that area.
OSSEs were performed for three different configurations: (1) an ideal MAMAP-like
imaging instrument without measurement noise to investigate the influence of emission
strength in combination with wind speed, surface area and shape of an imaginary landfill;
(2) a MAMAP-like imaging instrument with measurement noise; and (3) a non-imaging
or 1-D instrument to mimic the real MAMAP remote sensing instrument. The set of
parameters used in the OSSEs are listed in Table 7.3.
1The ratio of the semi-major to the semi-minor axis is 2:1.
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Table 7.3.: Parameters used in the OSSEs.
Parameter Unit Values
wind speed [m s−1] 2.0, 5.0, 7.5, 10.0
shape of landfill [−] parallel a) or perpendicular b)
emission rate [ktCH4 yr
−1] 5, 10, 15
surface are [km2] 0.5, 1.0, 1.5, 2.0, 3.0
noise level [%] 0.2, 0.3, 0.4, 0.5
a) semi-major axes is parallel to wind
b) semi-major axes is perpendicular to wind corresponding to
semi-minor axis is parallel to wind
In order to investigate the effects of wind speed and direction, area, shape, and emis-
sion strength on the CH4 column enhancements, various OSSEs were conducted. Addi-
tionally, the simulations are gridded to pixels having a size of 65× 65m2, which would
approximately correspond to the assumed ground scene size of an imaging system like
MAMAP system flying at around 1.5 kma.g.l. For these tests, any instrumental noise
has been neglected. Figure 7.2 shows selected examples out of around 600 model runs
based on Table 7.3.
The panels (a) and (b) in Fig. 7.2 show the significance of wind direction in combi-
nation with the shape of an areal source. Both OSSEs were computed for identical pa-
rameters wind speed (5m s−1), emission rate (10 ktCH4 yr−1) and surface area (1.5 km2)
but with different orientations of the source relative to the wind direction. The column
enhancements are significantly higher if the source is aligned parallel to the wind. In
this case (a), the emissions are effectively distributed over a smaller area and an air
parcel moving over the source can accumulate more CH4 than in case (b). Panels (c)
and (d) use the same configuration as in (a) but the wind speed was increased to 7.5
and 10m s−1, respectively. As the dependency of column enhancement is inversely pro-
portional (Eq. 7.1 on p. 79) to the wind speed, an increasing wind speed will linearly
decrease the observable column enhancements and, thus, will complicate successful de-
tection. If the emission rate is decreased to 5 ktCH4 yr
−1 (e, remaining parameters are
identical to a), the expected column enhancements will decrease as well. For compar-
ison, panel (f) shows an OSSE with increased emission rate (15 ktCH4 yr
−1) but the
source alignment has also changed. The last set of simulations (g and h) compare the
influence of the source size. In panel (g), the source size has been increased to 3 km2 and
in panel (h), it has been decreased to 0.5 km2, whereby also the orientation has been
changed. An increase in size significantly reduces the expected enhancements (compare
a to g). Correspondingly, a declining size increases the enhancements (compare b to h),
whereby the expected enhancements in (h) are comparable to those from (f) having a
size but also an emission rate, which is three times larger.
This set of simulations illustrates well the variety of expected column enhancements
depending on atmospheric conditions and source characteristics. Whether a source can
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Figure 7.2.: Shown are OSSE results computed without measurement noise for various areal
sources and their emission plumes under different wind conditions. The baseline scenario is
depicted in (a). Panel (b) shows the same as (a) but for a rotated source. Panels (c) and
(d) show simulations at higher wind speeds compared to (a). In Panels (e) and (f), the flux
is varied and the source is again rotated in (f). Panels (g) and (h) show the influence of a
varying source size on the column enhancements.
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Figure 7.3.: Shown are OSSE results for various areal sources having an area of 1.5 km2 and
an emission strength of 10 ktCH4 yr
−1 simulated at a wind speed of 5m s−1 blowing parallel
to the semi-major axes (as in Fig. 7.2, a). Additionally, different noise levels were added to
the OSSE: 0.2% (a, b), 0.3% (c, d), 0.4% (e, f) and 0.5% (g, h). The left column (a, c,
e, g) shows 2-D simulations, whereas simulations for a 1-D instrument (column enhancements
are only plotted along an example flight track) are shown in the right column (b, d, f, h).
83
7. Characterisation of areal and complex emission sources
be detected by an instrument using spectroscopic measurements in the SWIR region, also
depends on the type of instrument (1-D or 2-D) and the noise level, which is produced
during the measurement and added to the signal. Figure 7.3 compares the capabilities for
detection of areal sources by an imaging and a non-imaging like MAMAP remote sensing
instrument. The simulations are based on the same conditions as shown in Fig. 7.2 (a;
5m s−1, 10 ktCH4 yr−1, 1.5 km2). The added noise component is based on the currently
achieved single measurements precession of the MAMAP instrument of around 0.3%
(compare to part ’The MAMAP instrument’ in Sect. 5.1). The investigated noise levels
vary between 0.2% and 0.5%.
As Fig. 7.3 (a,c,e,g) shows, the emitted plume is observable by an imaging instru-
ment for all investigated noise levels, for the assumed atmospheric conditions and source
characteristics. Although, the influence of the noise component is clearly seen. As the
precision of the instrument progressively decreases, also the plume gets more difficult to
be identified. Due to the large amount of available measurements and pixels of a 2-D
instrument, the observed enhancements can still be assigned to the source even at a noise
level of 0.5%. In the case of, for example, smaller source strengths or higher wind speeds
leading to smaller column enhancements, additional image proceeding techniques such as
segmentation algorithms (Thorpe et al., 2016) or plume dilation algorithms (Broadwater
et al., 2008; Hulley et al., 2016) may be needed to enhance the detection capabilities.
Using a real MAMAP 1-D example flight track and sampling the simulations with
the same noise levels only at positions along that flight track reduces the capability for
source identification significantly (Fig. 7.3, b,d,f,h). Only in the simulation with the
lowest noise level (b) can the plume unambiguously be identified and be assigned to its
origin. In Fig. 7.3 (d,f), the plume signal is almost completely masked by the noise
and only visible in the near vicinity of the source. For a precision of 0.5% (Fig. 7.3, h),
neither the plume nor the source position can be identified anymore.
Although, these simulations nicely illustrate and summarise CH4 column enhance-
ments originating from areal sources, it is not possible to state, for example, one fixed
emission rate, which can be considered as detection limit for a specific instrument. There
are other parameters, besides the emission rate, which influence the observed column
enhancements significantly. The conducted OSSEs have shown that also the wind speed,
and in particular the shape of the source in combination with the wind direction, can
significantly influence the observed CH4 enhancements resulting from areal sources. Con-
sidering also instrument characteristics such as noise and flight track of an imaginary
1-D instrument have additionally shown, that the instrument needs to have a specific
precision in order to reliable identify any emissions. These requirements are slightly
relaxed for an imaginary 2-D instrument due to the larger amount of measurements and
pixels.
Nevertheless, applying the obtained results to the MAMAP remote sensing instrument
gives some indications of its capabilities. The instrument’s single measurement preci-
sions is around 0.3% over land surfaces (compare to part ’The MAMAP instrument’ in
Sect. 5.1). Therefore, emissions from an areal source of an area of 1.5 km2, an emission
strength of 10 ktCH4 yr
−1, a wind speed of 5m s−1 blowing parallel to the semi-major
axes should be observable (compare to Fig. 7.3, d). But already an increasing wind
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speed (compare to Fig. 7.2, c,d) or a turn in wind direction (compare to Fig. 7.2, b)
might decrease the column enhancements to a level below the MAMAP detection limit.
On the other hand, for the current OSSEs, the emissions are assumed to be distributed
homogeneously across the entire area. For specific areal sources such as landfills, the CH4
might also be released by hot spots or through leakages (see also Sect. 7.2.1). Thus, part
of emission would take place locally (similar to a point source) increasing the resulting
observed column enhancements again.
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7.2. Observations at waste disposal sites
The measurements, which were collected during the COMEX campaign, also cover land-
fills having various emission strengths, sizes and shapes. Therefore, the COMEX data set
comprise promising observations to investigate the potential of spectroscopic measure-
ments in the SWIR region from airborne remote sensing instruments such as MAMAP
for emission quantification of areal sources.
The first part of this section (Sect. 7.2.1) gives some background information on the
investigated landfills and measurement flights as well as why additional measurement
techniques are needed to better constrain landfill emissions. Section 7.2.2 presents the
collected in-situ data set and derived emission rates, which are used for comparison to
the remote sensing based emission rates from the MAMAP instrument (Sect. 7.2.3).
CH4 anomaly maps by the AVIRIS-NG imager are then used to identify emission hot
spots across the landfill (Sect. 7.2.4). Sections 7.2.5 and 7.2.6 discusses the different
emission rates as well as limitations of the applied techniques.
7.2.1. Background knowledge and current scientific status
According to Saunois et al. (2016), methane emissions from landfills and waste manage-
ment contribute with around 15% to 18% to the global anthropogenic methane emissions
budget. Under anaerobic conditions, bacteria produce CH4 by consuming biodegradable
waste, which has been deposited into the landfill. This is known as landfill gas (LFG),
which contains CH4 as its major component (typically between 50% and 60%), as well
as carbon dioxide (CO2) and other gases (e.g., Eklund et al., 1998; Amini et al., 2012).
Modern landfills (NSWMA, 2006) are often covered with special oxidation layers and
are also equipped with tubes embedded vertically and / or horizontally within the land-
fill, through which the LFG is collected. The collected LFG is often used (and converted
to CO2) in small dedicated power plants for electricity and heat generation and, thus,
reduces the environmental impact of the landfill emissions. When not used for power
generation, collected LFG is sometimes flared, which also oxidises CH4 to CO2 having a
lower global warming potential (compare to Table 3.1 on p. 16).
Nevertheless, not all of the CH4 is captured by the LFG collection system and subse-
quently converted to CO2. The amount of the remaining CH4 escaping into the atmo-
sphere depends on the engineering approaches used to manage the landfill, and atmo-
spheric boundary layer conditions. For instance, the type and material of the landfill
cover can decrease (Trapani et al., 2013) or increase emissions (Capaccioni et al., 2011).
Trapani et al. (2013) have also found that slopes at landfill sites are areas with an en-
hanced potential for CH4 release. Additionally, atmospheric pressure variations (Czepiel
et al., 2003; Poulsen et al., 2003; Gebert and Groengroeft, 2006; Trapani et al., 2013; Xu
et al., 2014) or surface wind speeds (Poulsen and Moldrup, 2006) may modulate CH4
emissions into the atmosphere.
Both measurements of CH4 and models of the processes producing CH4 in landfill sites
can be used to estimate their emissions. Commonly used for reporting and recommended
by IPCC (2006) are first-order decay (FOD) waste models. They are based on knowledge
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of the amount of available degradable waste, which is consumed by the bacteria, and
how it decays over time. Furthermore, they consider other parameters such as the
type and age of the waste, its temperature, moisture content, and oxidation capacity
of the landfill cover (Amini et al., 2013). Studies comparing direct measurements to
model estimates found that the modelled outputs can significantly differ from actual
measurements (Amini et al., 2012, 2013).
However, measurements are also challenging because landfills typically have a rela-
tively large surface area (up to some square kilometres), an irregular topography, and
the emissions may not be distributed homogeneously across the landfill. Babilotte et al.
(2010) compared five different techniques measuring emissions from the same landfill.
The study included ground based in-situ (tracer gas method, inverse modelling of direct
CH4 measurements), ground based remote sensing (laser plume mapping, differential ab-
sorption light detection and ranging), and an airborne based method (helicopter-borne
infrared laser spectroscopy at around 1.65µm). The CH4 emission rate estimates of the
landfill under consideration and of a controlled release experiment performed in that
study disagree by a factor of 5 to 10.
Several other studies used airborne based in-situ measurements to characterize the
total emissions of landfills (e.g., Peischl et al., 2013; Lavoie et al., 2015, and references
therein). In these studies different flight strategies and mass balance approaches were
used. Emission uncertainties are typically estimated to be between approximately 20%
and 30%. However, airborne in-situ measurements are often restricted by Air Traffic
Control (ATC) regulations such as minimum safe altitude and ATC control zones.
Recently, airborne thermal-infrared (TIR, 7.5 to 13.5µm) imaging spectrometry mea-
surements were tested to locate CH4 emissions also from landfills (Tratt et al., 2014).
The study succeeded to derive emission rates for two localised on-site emitters - a com-
pressed natural gas fuelling station and a gas-flaring station - with relative errors of 50%
and 120%. However, integrated emissions for the entire landfill were not reported.
Investigated landfills
The measurements investigated here and collected during the COMEX campaign (Sect. 5)
allowed for the assessment of airborne remote sensing observations in the SWIR spectral
region to quantitatively investigate emissions from landfills. Additionally, these emis-
sion rates were compared to emission rates derived from airborne in-situ measurements.
Both techniques have the potential to constrain landfill emissions. In total 4 differ-
ent landfills were surveyed in the greater Los Angeles area: the Scholl Canyon Landfill
(SCL), the Puente Hills Landfill (PHL), the BKK Corporation Landfill (BKK) and the
Olinda Alpha Landfill (OAL, see Appendix C.1, Figs. C.1 and C.2 for photographs of
the different landfills). Their reported emission rates for 2014 varied between around 5
and 15 ktCH4 yr
−1 distributed across areas of around 0.9 to 2.4 km2 (compare to Table
7.4). On flight days, skies were clear and winds were from south-west to west at around
4 to 8m s−1.
As the expected emissions for the landfills are taken from the US Environmental Pro-
tection Agency (EPA, 2017a), it is also worthwhile to note that landfill operators in the
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Table 7.4.: Characteristic properties of the four investigated landfills: Scholl Canyon Landfill
(SCL), BKK Landfill (BKK), Olinda Alpha Landfill (OAL), and Puente Hills Landfill (PHL).
The emission data and the size of the landfills are from the U.S. Environmental Protection
Agency (EPA, 2017a). See also Appendix C.1 (Table C.1) for a detailed overview of the
reported emission rates.
Target Location Size Emission in 2014
lon [◦N] lat [◦W] [km2] [ktCH4 yr−1]
SCL 34.157 118.192 0.85 5.9
BKK 34.035 117.900 1.4 15.1
OAL 33.939 117.836 1.7 11.5
PHL 34.020 118.010 2.4 5.0
U.S. must report emissions in two different ways to EPA (GPO, 2013) in case the landfill
is equipped with a gas collection system. The first approach (A1, forward calculation
approach) is driven by model data using, e.g., the type and amount of waste, which has
historically been deposit within a landfill in combination with a first-order decay model.
The second approach (A2, back calculation approach) is driven by measurements of the
amount of CH4, which has been recovered by the gas collection system, and estimated
gas collection efficiencies to calculate CH4 emissions. The official value stated by EPA
always represents the larger estimate of the two. The landfills investigated in this study
are all four equipped with a gas collection system. A comprehensive overview of their
reported emissions for the years 2010 to 2015 are found in Appendix C.1 (Table C.1).
During remote sensing surveys only one landfill, the Olinda Alpha Landfill, continu-
ously showed detectable and well-developed plume structures, which were well-suited for
inversion of emission rates. The other landfills exhibited either much less pronounced
measured enhancements (as at PHL) or no detectable enhancements in the remote sens-
ing data (as at SCL and BKK, compare to Fig. 7.4). Therefore, the Olinda Alpha
Landfill was chosen to quantitatively investigate the potential of quantifying emission
rates from airborne remote sensing measurements. The OAL data set was also the most
comprehensive one allowing for comparison of remote sensing and in-situ based emission
rates on 4 different days. All measurements showed a pronounced CH4 plume over the
investigated time period.
The landfill is located in Orange County, Los Angeles Basin, CA, USA (Fig. 7.4).
Measurements were acquired on four different days in the middle of the afternoon, during
the last week of August and the first days of September 2014. The inset in Fig. 7.4 shows
a zoom of the Olinda Alpha Landfill and also the approximate position of the acquired
in-situ walls and the area surveyed by the MAMAP remote sensing instrument. The
Olinda Alpha Landfill started operation in 1960 and is expected to close by 2030. It
accepts a maximum of 8,000 tonnes of municipal solid waste daily and occupies an area
of around 2.3 km2, whereas 1.7 km2 are used for waste disposal. Since 2012, a 32.5MW
combined cycle power plant has been using the LFG to generate electricity for around
22,000 homes (OCWR, 2017). According to EPA (2017c), the estimated CH4 amount
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Figure 7.4.: The MAMAP remote sensing survey flights over the four landfills (from left
to right: the Scholl Canyon Landfill (SCL) on 27.08.2014, the Puente Hills Landfill (PHL)
on 27.08.2014, the BKK Corporation Landfill (BKK) on 01.09.2014, and the Olinda Alpha
Landfill (OAL) on 01.09.2014) situated in the Los Angeles Basin (red cross on the world
map, bottom left) are shown. The locations of the landfills are marked by red / yellow stars.
Photographs of the four landfills are found in Appendix C.1 (Figs. C.1 and C.2). The MAMAP
measurements are filtered by inclination to remove turns and the colour code depicts CH4
variations relative to the background (see Sect. 6.2.1 for details). For visualisation purposes
and to allow for a better comparison, the data are smoothed by a 3-point moving averaged
and normalised by a 300-point moving average. Only the Olinda Alpha Landfill shows a clear
plume in the downwind direction. The wind direction was in general from south-west during
the measurements. The map underneath is provided by Google Earth. The inset (top right)
shows a zoom of the Olinda Alpha Landfill. Additionally, the approximate positions of the
flown in-situ upwind (dashed lines) and downwind (solid lines) walls and the area which was
surveyed by the MAMAP remote sensing instrument (white box) are shown. The colours of the
in-situ walls represent the different flight days at the Olinda Alpha Landfill: blue is 27.08.2014;
yellow is 28.08.2014; red is 01.09.2014; and green is 03.09.2014. The white arrow indicates the
approximate prevailing wind direction for measurement flights over the landfill.
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released into the atmosphere dropped from 15.4 ktCH4 yr
−1 in 2011 to 11.5 ktCH4 yr−1
in 2014.
The measurements of the three other landfills do not allow for reliable emission rate
estimates due to the not observed plume structures. However, their emissions can be in-
vestigated by means of the OSSEs introduced in Sect. 7.1. Comparisons of measurements
to OSSEs are present and discussed in Sect. 7.2.6.
7.2.2. In-situ based emission rates - Picarro instrument
For comparison to emission rates from the MAMAP remote sensing instrument, CH4
emission rates from the Olinda Alpha Landfill were also derived from consecutive in-situ
measurements made by the Picarro instrument performed with the same aircraft for each
of the four days, on which MAMAP remote sensing data were acquired. In total, five
in-situ walls were flown downwind of the landfill during that period. The emission rate
estimates for each wall were calculated using the Kriging and mass balance method as
described in Sects. 6.3.2 and 6.3.3. The downwind walls of the dry gas mole fractions of
CH4 and the effective wind speeds obtained by Kriging can be found in Appendices C.2
(Figs. C.3 to C.6) and C.4 (Fig. C.11). Figure 7.5 depicts the derived CH4 enhancements,
which were used in the mass balance approach (Eq. 6.37).
As mentioned in Sect. 5.2, to account for the fact that measurements were not available
at the surface, a pseudo-track was added at the surface. It follows the surface terrain
and, in a first-order approximation, has the same concentration values of CH4 and CO2
as measured at the altitude of the lowest flight leg of the according wall. The surface
winds for the pseudo-track were estimated from measurements of the weather station
MTNRC1 (WCWU, 2017c) located at the north eastern tip of the Olinda Alpha Landfill.
The resulting surface wind speeds and directions at the time the downwind walls were
acquired were 5.8m s−1 and 219◦ (27.08.2014), 5.9m s−1 and 228◦ (28.08.2014), 4.5m s−1
and 209◦ (dw1, 01.09.2014), 4.5m s−1 and 209◦ (dw2, 01.09.2014), and 4.9m s−1 and
220◦ (03.09.2014). This pseudo-track was used to extrapolate the measurements and
close the gap between the lowest flight leg and the surface.
The absolute wind speeds for the five downwind walls measured on the four days
varied between 4.0 and 8.1m s−1, retrieved from the measurements by the five-hole
turbulence probe and the surface weather station. These averaged wind speeds (as well
as perpendicular wind and wind direction) were calculated from all grid boxes, which
exhibit a CH4 enhancement larger than three times the standard deviation of the CH4
signal in the background area. Subsequently, the wind speeds were also weighted by
the amount of the enhanced CH4 molecules in the respective grid boxes. The average
area, for which the wind speeds were calculated over, was around 1.0× 1.0 km2. This
method was chosen to select the wind measurements, which belong to the CH4 plume
signal. The 3-σ threshold has also been used previously as limit for identifying and
distinguishing plume signals from the surrounding background (e.g., by Ho¨rmann et al.,
2013; Zien et al., 2014).
The resulting emission rate estimates calculated by Eq. 6.37 vary between 11.6 and
17.8 ktCH4 yr
−1 with corresponding relative uncertainties between 14% and 28% during
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Figure 7.5.: Enhanced dry gas mole fractions of CH4 of the five downwind walls acquired
at the Olinda Alpha Landfill on the four different flight days 27.08.2014 (a), 28.08.2014 (b),
01.09.2014 (c, first downwind wall; d, second downwind wall) and 03.09.2014 (e) are shown.
Only the area, which was used in the mass balance approach, is shown (dashed black line).
Solid orange line depicts the surface elevation at the position of the wall (based on SRTM,
Farr et al., 2007). Solid grey line shows the flight track.
the one week of measurements (see Table 7.5 for details). When inspecting the three
available in-situ upwind walls (Appendix C.2, Figs. C.3, b, C.4, b, and C.5, b), it
becomes clear that the calculated emissions are a feature of the emissions from the
Olinda Alpha Landfill and are not an artefact of inflow of polluted air masses. The
upwind walls do not exhibit any noticeable CH4 enhancements or structures.
Uncertainties related to the Picarro in-situ based emission rate estimates
In the this section, the main error sources are shortly discussed and quantified. A
summary of the resulting uncertainties of the emission rate estimated for the different
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Table 7.5.: Summary of the derived emission rates denoted as ’Estimate’ and their related
relative errors from the in-situ (IS) data set of the five downwind walls (dw) at the Olinda
Alpha Landfill. Further details on the uncertainties are found in the main text.
IS 27.08.2014 28.08.2014 01.09.2014 03.09.2014
dw dw dw1 dw2 dw
Estimate [ktCH4 yr
−1] 11.6 16.6 17.8 14.6 13.9
Wind speed [%] 7.9 6.2 12.5 11.5 9.1
Unknown surface
concentrations [%] 6.0 8.3 17.0 9.8 13.6
Time lag [%] 7.9 4.1 4.9 3.1 2.8
Kriging parameters [%] 4.7 12.8 18.0 7.0 15.9
Background
concentrations / area [%] 3.4 7.0 2.7 7.3 2.1
Total uncertainty
relative [%] 13.9 18.4 28.3 18.4 23.1
absolute [ktCH4 yr
−1] 1.6 3.1 5.0 2.7 3.2
downwind walls is given in Table 7.5.
Wind speed: One major uncertainty arises from inadequate wind information, which
enters Eq. 6.37. As the in-situ measurements of the five-hole turbulence probe of the
CIRPAS instrumentation were preliminary utilized for the wind speed estimates (in
combination with measurements from a surface weather station), the accuracy of the
probe was used as a first-order approximation for an uncertainty estimate. Any error in
the wind speed linearly propagates to the emission estimate. It has been estimated to
be 0.5m s−1 (personal communication with the chief scientist at CIRPAS) and related to
the averaged absolute wind speeds of the downwind walls for estimating its influence on
the estimated emission rates. The averaged absolute wind speeds at the position of the
5 downwind walls varied between 4.0 and 8.1m s−1. This translates into an uncertainty
of the estimated emissions of around 6% to 13%.
Unknown surface concentration: Another important error originates from the
lack of measurements down to the surface. As baseline, it was assumed that the plume
had been well-mixed in the lower part of the atmospheric boundary layer. On the one
hand, CH4 concentration might increase towards the surface because landfills are surface
sources (Gordon et al., 2015). On the other hand, the in-situ walls were acquired some
kilometres downwind of the landfill so that it is expected that some vertical mixing had
occurred suppressing very high accumulations of CH4 at the surface. To quantify these
effects, it was assumed, in a first-order approximation, that the pseudo-surface track
used for extrapolation contains 50% or 150% of the CH4 enhancements with respect to
the lowest acquired flight leg. Varying the surface concentrations of CH4 of the pseudo-
track at the surface by ± 50% with respect to the concentrations measured at the lowest
flight leg, results in emission rate variations between 6% and 17%.
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Time lag: A third error source originates from the time lag, which was around 21 s.
The estimated uncertainty of the time lag was 5 s. In order to assess the sensitivity
of final emissions to a variation of the time lag, fluxes were estimated with time lags
varying between 16 and 26 s. The maximal sensitive of the flux to a changing time lag
is between 3% and 8%.
Kriging parameters: As discussed in Sect. 6.3.2, the Kriging method requires the
three parameters nugget, (partial) sill and range, which were derived beforehand by
fitting an exponential function to the experimental semivariogram for each quantity
used in the mass balance approach. To quantify the influence of the Kriging parameters
on the estimated emission and how sensitive it responds, the parameter range was varied
by a factor of 4 (i.e., - 75% and +300%). Additionally, six configurations for the
parameters nugget and partial sill (bearing in mind that the sill is the sum of partial
sill and nugget) were investigated. On the one hand, the nugget was set to zero so
that the partial sill equalled the sill; on the other hand, the nugget was increased to
half of the sill and the partial sill was decreased to half of the sill. This was done for
three different sills: the standard derived sill, 2 times the standard derived sill and half
the standard derived sill. Furthermore, the effect of a varying bin width, which also
slightly influences the fitted parameters, is covered. Varying Kriging parameters for
the two quantities wind speed and CH4 concentration have the largest influence on the
final emission estimate, whereby the effect of temperature is negligible. The Kriging
error results in a flux uncertainty of 5% and 18%. These tests show that the influence
of the Kriging parameters on the emission is comparable to other error sources but
can also be one order of magnitude smaller. It is also important to emphasize that
the chosen values likely reflect the maximum deviations from the derived ones. When
inspecting the experimental semivariograms in Fig. 6.9 (on p. 69) it becomes obvious
that a nugget and partial sill value of 50% of the sill or, for example, in the case of CH4,
a range reduced to 0.7 or increased to 10.8 km (fitted value is 2.7 km), respectively, is
quite unlikely. Therefore, it is expected, that the real uncertainty originating from the
Kriging parameters is smaller.
Background concentrations / area: A further error source originates from the
limits for the background area. To test its sensitivity, the limits were varied till their
size had only 50% of the original size. The resulting emission deviates by around 3%
and 7%.
Total uncertainties: The abovementioned error sources were combined for calculat-
ing a total uncertainty of the estimated emission rate for each downwind wall. For that,
the errors were assumed to be independent and root sum squared. Combining the above
mentioned error sources yield total uncertainties of around 14% to 28% or on average
around 3.1 ktCH4 yr
−1. The uncertainties for the 4 flight days are listed in Table 7.5.
7.2.3. Remote sensing based emission rates - MAMAP instrument
Remote sensing measurements over the Olinda Alpha Landfill were collected on four
different days (27.08.2014, 28.08.2014, 01.09.2014, 03.09.2014) by the MAMAP remote
sensing instrument. A detailed list of flight parameters, which were also used for the
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radiative transfer model simulations using SCIATRAN (Rozanov et al., 2014) to generate
the look-up table, is found in Table 7.6 for each day. For the emission rate estimates,
only flight tracks located downwind of the landfill were used. The estimated emission
rates as well as the corresponding uncertainties are summarised in Table 7.7 (on p. 98).
A detailed error assessment is given later in this section.
Table 7.6.: Flight conditions during the MAMAP remote sensing survey at the Olinda
Alpha Landfill site on the four flight days.
Flight day 27.08.2014 28.08.2014 01.09.2014 03.09.2014
Flight time (local time)
start [hh:mm] 14:11 14:21 14:55 13:27
end [hh:mm] 14:55 15:07 16:05 14:14
Solar zenith angle (SZA)
min [◦] 29.9 31.7 38.3 27.6
max [◦] 37.0 39.3 51.3 32.6
Flight altitude [m a.s.l.] 1971 1627 1794 1945
Mean column mole fractions
CH4 [ppb] 1748.4 1754.1 1811.4 1799.7
CO2 [ppm] 398.7 397.8 393.5 394.9
Aerosol scenario a) [−] urban urban urban urban
Albedo b) [−] 0.31 0.31 0.31 0.31
Wind speed [ms−1] 6.3 8.1 4.4 5.5
Wind direction
empirical (center line) [◦] 236 240 241 240
in-situ [◦] 237 247 238 249
a) an urban aerosol scenario (Krings et al., 2011, 2013) were used, as the landfill
is located within the LA Basin
b) assuming that the surface type at and around the landfill is described as a
composite of approximately 50% urban and 50% open shrubland (correspond-
ing to a retrieved surface albedo of around 0.22 and 0.40; Chen et al., 2006,
their Table 1, also compare to Sect. 6.2.1), this yields a mean surface albedo of
0.31
The flight altitude on the four days varied between 1630 and 1970ma.s.l., the surface
elevation was around 300ma.s.l., the flight speed was around 60m s−1, and the total
measurement time per ground sample was around 0.8 s. Therefore, the ground scene
size for a general flight altitude of around 1800ma.s.l. and this speed in combination
with the surface elevation is approximately 69× 60m2 (cross track× along track) for a
focal length of the installed front optics of f =100mm.
For the remote sensing measurements on the 01.09.2014, the wind direction was esti-
mated to be 241◦ (from around west-southwest), which is in good agreement with the
in-situ based wind direction of 238◦ derived from in-situ measurements at the plume
location of the second downwind wall (dw2 in Fig. 7.6, a, solid red line; for details of
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Figure 7.6.: The CH4 column variations relative to the background column for the complete
MAMAP remote sensing flight pattern without the inclination filter over the Olinda Alpha
Landfill (encircled by the cyan solid line) on 01.09.2014 is shown. The data is smoothed by a
3-point moving average and normalised by a 300-point moving average for visualisation purpose
only. (a) For references, the positions of the center line (solid white line), the normalisation
areas (area between the solid yellow lines emphasized by the yellow arrows), the three flown
in-situ walls (solid red lines; upwind wall, up; first downwind wall, dw1; second downwind
wall, dw2) and labels for the thirteen remote sensing downwind tracks (dt1 to dt13) are also
depicted. The white stars emphasize the location of the approximate in-situ plume location,
which corresponds to the origin used in Figs. 7.5 (c,d), and C.5 (c-f). Panel (b) shows the
detector-filling-dependency-corrected measurements (for details, see part ’Non-linearity and
associated XCH4 anomalies’ later in this section). The map underneath is provided by Google
Earth. The corresponding CH4 variation along the flight track normalised by the measurements
between the yellow lines are shown in Appendix C.6 (Fig. C.15, a).
the definition of the plume location, see Sect. 7.2.2), which was flown directly after the
remote sensing pattern. The wind speed was around 4.4m s−1 determined over the same
area as for the wind direction. An overview of the flight pattern and the measured
CH4 column enhancements is given in Fig. 7.6 (a). In addition to a clear plume signal
observed up to 8 km downwind of the landfill, some CH4 depletions are visible in the
collected data. The origin of these negative CH4 anomalies are investigated in the part
’Non-linearity and associated XCH4 anomalies’ later in this section.
For the emission retrieval, the area between - 1750 and - 4000m (measurements south
of the plume between the yellow lines in Fig. 7.6, a, or in Fig. C.15, a) and +1750
and +4000m (measurements north of the plume between the yellow lines in Fig. 7.6, a,
or in Fig. C.15, a) was used for background concentration normalisation (also compare
to Fig. 7.7, a). The mean emission rate estimate derived from Eq. 6.30 applied to the
13 downwind tracks (Fig. 7.7, a) is 13.6 ktCH4 yr
−1. The corresponding uncertainty is
estimated to be 3.8 ktCH4 yr
−1 (or ± 28% of 13.6 ktCH4 yr−1).
The MAMAP measurements on 03.09.2014 were treated in a similar way as for the
01.09.2014 flight. The wind direction was 240◦ based on the empirical center line of the
plume (measured in-situ wind direction is 249◦). The wind speed was 5.5m s−1. Figure
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Figure 7.7.: Shown are the 13 downwind tracks (filtered for detector filling and inclination, dt1
to dt13) from the MAMAP remote survey over the Olinda Alpha Landfill on 01.09.2014, which
were used for the emission rate estimate using Eq. 6.30. The x-axis depicts the distance from
the centre line in kilometres (see also Figs. 7.6 or C.15, a, white solid line) and the y-axis gives
the CH4 column enhancement relative to the background column. The area on the left (- 4.0 to
- 1.75 km) and right (+ 1.75 to +4.0 km) side of the dotted green line was used for background
normalisation. Left column: non-corrected measurements. Right column: detector-filling-
dependency-corrected measurements (see part ’Non-linearity and associated XCH4 anomalies’
later in this section for details).
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C.15 (a) in Appendix C.6 shows the flight pattern and the corresponding retrieved CH4
column enhancements along the flight track.
In order to estimate the emission rate, the data were again filtered by the basic
detector filling filter and by inclination. In contrast to the 01.09.2014, the area used for
background normalisation was set empirically for each track because the flight tracks
were quite short near the source and longer further away. This was done on basis of the
observed plume signal seen in the cross sections (Fig. C.16, c), whereby a broadening
of the plume, while moving away from the source, was also considered. Additionally,
the maximal width of the plume area of the latter remote sensing tracks was further
constrained by the approximate plume width observed in the in-situ measurements.
The mean emission based on the 8 downwind tracks is 16.2 ktCH4 yr
−1 (± 23%).
The 27.08.2014 and 28.08.2014 flights were more challenging with respect to the flux
inversion because of the not optimal flight patterns. This resulted in there being few
measurements for concentration background normalisation and a non-optimal orienta-
tion of the flight tracks with respect to the prevailing wind direction. Additionally,
higher wind speeds potentially led to smaller column enhancements. The retrieved CH4
column variations along the flight track are shown in Figs. C.14 (a,b) and C.16 (a,b).
On the 27.08.2014, the area used for background normalisation was empirically set and
also additionally constrained by the approximate plume width estimated from the in-situ
measurements. In contrast to the remaining flights, the inclination filter was relaxed to
6◦ to increase the number of measurements north of the observed plume. Analysis using
the 5 downwind tracks yields a mean emission of 13.0 ktCH4 yr
−1 (± 45%).
The 28.08.2014 flight was treated in a similar manner to the flights before using
again the standard inclination filter of 5◦. The resultant mean emission rate from the 6
downwind tracks is 13.6 ktCH4 yr
−1 (± 39%).
Uncertainties related to the MAMAP remote sensing based emission rate
estimates
The largest errors or uncertainties for the remote sensing based emission rate estimates
are expected to originate from uncertainties of the wind parameters used (wind speed
and direction), the chosen concentration background normalisation area, the track-to-
track variability, and the influence of CO2 variations in terms of the applied CH4/CO2
proxy method, whereas, e.g., the used surface albedo in the RTM simulations should
only have a minor effect. The resulting uncertainties are summarised in Table 7.7. A
detailed discussion of the different uncertainties is given in the following.
Wind speed: A wind speed error linearly propagates into the emission estimate
(compare to Eq. 6.30). The wind speed is based on measurements taken by the five-hole
turbulence probe of the CIRPAS instrumentation and a surface weather station. In a
first-order approximation, the accuracy of 0.5m s−1 of the turbulence probe was used for
an uncertainty estimate.
The resulting uncertainty on the estimated fluxes is around ± 12% and ± 9% for the
01.09.2016 and 03.09.2016 flights. respectively. The uncertainty is slightly smaller on
the 27.08.2014 (± 8%) and on the 27.08.2014 (± 6%) (compare to Table 7.7) as a result
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Table 7.7.: Summary of the derived emission rates denoted as ’Estimate’ and their related
relative errors from the remote sensing (RS) data set at the Olinda Alpha Landfill site. Further
details on the uncertainties are found in the main text.
RS 27.08.2014 28.08.2014 01.09.2014 03.09.2014
Estimate [ktCH4 yr
−1] 13.0 13.6 13.6 16.2
Wind speed [%] 7.9 6.2 11.5 9.1
Wind direction [%] 22.2 13.7 2.4 5.5
Background normalisation area [%] 34.1 29.0 18.6 18.1
Track-to-track variability [%] 15.7 18.7 13.9 11.4
Background CO2 variation
a) [%] 9.9 9.9 9.9 9.9
Surface albedo [%] < 1 < 1 < 1 < 1
Total uncertainty
relative [%] 45.4 38.9 27.9 25.9
absolute [ktCH4 yr
−1] 5.9 5.3 3.8 4.2
a) based on the IISCs derived from CH4 and CO2 in-situ measurements at the landfill site
of the higher wind speeds.
Wind direction: The wind direction enters the flux estimate via a cosine term by
modifying the used perpendicular wind speed to each flight track. An error on the wind
direction of ± 10◦ was assumed for the case when wind direction is derived from the
observed plume structure.
On the 01.09.2014, the remote sensing tracks were flown nearly perpendicular to the
estimated prevailing wind direction with an average deviation of only 3◦. The assumed
error in the wind direction of 10◦ leads to an uncertainty in the emission estimate of
up to 2%. For the 03.09.2014 flight, the mean deviation from the perpendicular wind
direction was around 13◦ leading to a maximum emission uncertainty of 6%. The largest
mean deviation from the perpendicular wind direction of around 60◦ is observed on the
27.08.2014. For a ± 10◦ wind direction uncertainty, this leads to an uncertainty in the
emission rate of maximum 22%. On the 28.09.2014, the deviation of around 35◦ with
respect to the perpendicular wind direction was smaller in comparison to the 27.08.2014
flight leading to a maximum uncertainty in the emission rate of 14%.
Background normalisation area: The lateral positions used for the background
normalisation area may also have an influence on the result. In order to test their impact
on the final emission estimate, the limits were shifted towards or away from the center
line by a specific distance. For this type of test, one needs to keep in mind that if the
limits are too close to the plume, part of the plume signal may enter the area used for
the background normalisation leading to an underestimate of the emission. On the other
hand, if the limits are set too far away, there might be insufficient measurements left
to calculate a reliable concentration background. Thus, the limits were varied by ± 250
and ± 500m and, additionally, the defined plume area was shifted as a whole by 250 and
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500m to the right and left with respect to the centre line.
Varying and shifting the limits of the background normalisation area yield a maximum
change in the emission of around 19% and 18% for the 01.09.2014 and the 03.09.2014, re-
spectively. For the 27.08.2914 and 28.08.2914, the maximum uncertainty in the emission
rate is around 34% and 29%, respectively.
Track-to-track variability: Additionally, the statistical error contribution was com-
puted. This error source is referred to as track-to-track variability in the following. Based
on the used downwind tracks, a standard deviation σ, and from that the uncertainty of
the mean, was calculated (for further details, see also Farrance and Frenkel, 2012).
The 1-σ track-to-track variability is ± 6.8 ktCH4 yr−1, or ± 50% of the derived mean
emission rate, for a single track, and the resulting error on the averaged emission is
around ± 14% when using the 13 downwind tracks on the 01.09.2014. On the 03.09.2014,
the observed 1-σ uncertainty is ± 5.2 ktCH4 yr−1 (or ± 32%). Based on eight tracks, the
error on the mean emission rate is around around ± 11%. The track-to-track variability
is ± 4.5 ktCH4 yr−1 (or ± 35%) on the 27.08.2014 leading to an error on the average of
around ± 16% considering the five downwind tracks. On the 28.08.2014, the track-to-
track variability of the six downwind tracks is ± 6.2 ktCH4 yr−1 (or ± 46%) causing an
error on the averaged emission rate of around ± 19%.
Background CO2 variation: For the remote sensing emission rate estimate, the
CH4 column variations, determined by the proxy method, were used. The proxy method
assumes that CO2 is equally distributed and did not change in the measured area during
a flight. In general, any CO2 enhancement would lead to a decline in the derived CH4
column. The influence of such a CO2 anomaly on the emission rate estimate depends
on its location. On the one hand, the CO2 enhancements can be co-located to the
CH4 landfill plume for the case when the CO2 is co-emitted. This will lead to an
underestimation of the emission rate. On the other hand, if the CO2 originates from
outside the measurement area, the enhancement is not co-located to the CH4 plume. This
results in an under- or overestimation of the emission rate depending on the location
and distribution of the CO2 variations. To estimate the influence of a variable CO2
concentration in the measurement area on the remote sensing emission rate estimates,
integrated in-situ columns (IISCs, compare to Fig. 7.8) were derived from the measured
in-situ walls (compare to Fig. 6.10, b, on p. 71). The in-situ CH4 and CO2 measurements
were vertically integrated from the surface to the highest altitude of the in-situ wall.
Subsequently, the two obtained IISCs for CH4 and CO2 were similarly treated as they
would be in the MAMAP proxy approach. First, the CH4 column was divided by the CO2
column and then the track was background normalised by its edges. This results, on the
one hand, in an IISCCH4 from the CH4 enhancement only, which is not influenced by CO2
variations, and on the other hand, in an IISCCH4/CO2 which considers CO2 variations. To
quantitatively estimate the influence of this offset on the final emission rate estimate,
the emission through each in-situ based cross section IISCCH4 and IISCCH4/CO2 was
calculated by using Eq. 6.30. The column enhancement V and the length segment ∆x
are given by Fig. 7.8, whereby the remaining parameters, especially the perpendicular
wind speed, cancel out, because we are only investigating relative differences.
Figure 7.8 exemplarily shows the background normalised IISCs of the two downwind
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Figure 7.8.: Cross sections of the relative CH4 column enhancements determined from the
integrated in-situ columns (IISCs) as discussed in the main text of the first (a) and second
(b) downwind wall of the Olinda Alpha Landfill measurements on 01.09.2014. The blue solid
lines (IISCCH4/CO2) represent the cases which are influenced by the co-emitted CO2, whereas
the red solid lines (IISCCH4) are not. The measurements enclosed by the black dotted lines
and located at the flanks / edges of the plume are used for normalisation and determination
of the background.
walls on the 01.09.2014 of IISCCH4 (red solid line) and IISCCH4/CO2 (blue solid line). On
that day, the CO2 plume was co-located to the CH4 plume and caused a reduction of the
CH4 plume signal. This finding is consistent with the interpolated CH4 and CO2 in-situ
measurements in Figs. C.5 (d, f for CH4) and C.9 (d, f for CO2) in Appendices C.2 and
C.3, which show a well-defined CO2 enhancement at the position of the methane plume.
On the 01.09.2014, the derived emission rates are around 4.6% (first downwind wall)
to 11.9% (second downwind wall) higher if the influence of the CO2 on the emission
rate is neglected. Assuming that this in-situ based derived bias is valid for the entire
measurement area, which is covered by the remote sensing instrument, indicates that
the emission rate estimates based on the remote sensing data are also underestimated
by around 4.6% to 11.9% due to the co-located CO2 on the 01.09.2014. Applying
this method to the other downwind walls would yield an underestimation of around
+0.6% (27.08.2014) and +3.3% (03.09.2014), and an overestimation of around - 14.9%
(28.08.2014). The IISCs of these walls are found in Appendix C.5 (Fig. C.13). Strictly
speaking, due to the potential temporal and spatial variability of the CO2 variations,
these calculated biases estimated from the downwind walls are not assumed to be valid
for the remote sensing tracks of the associated flight day, which were recorded at a
different time and location. Therefore, the 1-σ deviation of the derived biases is used to
estimate one uncertainty of around ± 10% for the entire remote sensing data set.
Surface albedo: An error of a wrongly assumed surface albedo in the simulated
RTM, which is used during the fit procedure, is expected to have only a small influence
on the estimated emission rate because it is captured by a low-order polynomial, which
is used during the retrieval process (compare to Sect. 6.2.1, Eq. 6.23 on p. 59). To
investigate the influence of a wrongly assumed surface albedo, emission rates were also
determined based on RTM simulations using albedos of 0.22 and 0.40 representing the
pure ’urban’ and ’open shrubland’ scenarios, respectively.
The influence of a wrongly assumed surface albedo used in the RTM simulations has
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only a minor effect on the estimated emission rates. For the four flights, the relative
error is well below 1%.
Total uncertainties: The total uncertainties were calculated by root sum squaring
the single uncertainties for each day with the underlying assumption that the error
sources were not correlated. The resulting total uncertainties including the uncertainties
in wind information, normalisation area, track-to-track variability, CO2 variations, and
surface albedo of the remote sensing measurements are listed in Table 7.7. The total
relative uncertainties for the four measurement flights are in the range of 26% to 45%,
which translates to an absolute uncertainty of around 4.8 ktCH4 yr
−1 on average.
Non-linearity and associated XCH4 anomalies
When investigating the retrieved CH4 column variations from the MAMAP remote sens-
ing measurements on the 01.09.2014 (Fig. 7.6, a), they also show, besides a clear plume
structure downwind of the landfill, some blue spots. First investigations have revealed
some column dependencies on the detector filling. The scatter plot in Fig. 7.9 shows
the ratio of the retrieved CH4 and CO2 profile scaling factors as a function of detector
filling. It (black diamonds) clearly shows a decrease in the ratio for lower signals and
also a less pronounced decrease for higher detector fillings. The cause of this dependency
is still under investigation. The effect is most pronounced on the 01.09.2014 flight with
the most measurements at lower detector fillings (e.g., 32% below 13000 counts) with
respect to the 3 other days (5% on 27.08.2014, 12% on 03.09.2014 and 2% of the mea-
surements on 27.08.2014). Therefore, the effect was further investigated exemplarily for
the 01.09.2014.
Figure 7.9.: Scatter plot of the ratio of the retrieved CH4 and CO2 profile scaling factors over
the detector filling on the 01.09.2014. Black diamonds: non-corrected data, left scale. Red
solid line: fitted 3rd order polynomial. Green diamonds: corrected data, right scale.
In order to test the assumption that the negative CH4 column anomalies originate
from this signal dependency on the 01.09.2014, a third-order polynomial (Fig. 7.9, red
solid line) was fitted to the scattered data and subsequently used for correction. The new
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data set exhibits nearly no dependency on the detector filling (Fig. 7.9, green diamonds).
Furthermore, the blue spots in Fig. 7.6 (b) are reduced compared to Fig. 7.6 (a). The
1-σ track-to-track variability has also been reduced by 26%.
It is expected that this effect was less relevant for measurements from previous cam-
paigns because the measured radiance signals and column enhancements were signifi-
cantly higher than in this study. The mean estimated emission rate has furthermore
changed by less than 2% for the investigated Olinda Alpha Landfill measurements on
the 01.09.2014 due to this effect and is therefore be neglected.
7.2.4. CH4 anomaly maps - AVIRIS-NG instrument
Airborne remote sensing measurements by the AVIRIS-NG imaging spectrometer were
only performed on the 03.09.2014. The instrument acquired five flight lines over the
landfill at a flight altitude of around 3 kma.g.l. between 13:30 and 14:10 local time. The
flight lines have a length of approximately 9 km and a swath of around 1.9 km resulting
in a fine spatial resolution of around 3× 3m2. Figure C.17 (in Appendix C.7) shows
the derived CH4 anomaly maps of the five flight lines in the nearby field of the landfill
using the method introduced in Sect. 6.4. They show a clear plume structure developing
at the south-western slope of the landfill. Due to atmospheric variability, its shape and
intensity change from overflight to overflight, but the plume remains visible. However,
surface structures / surface albedo effects can cause spurious signals, which in the most
cases can be identified as such. Figure 7.11 in the next section uses another type of
presentation to emphasise the observed plume of one flight line.
7.2.5. Comparison and discussion of emissions
Comparison of in-situ and remote sensing based fluxes
The estimated emission rates of the Olinda Alpha Landfill from the airborne in-situ
and remote sensing measurements agree well for the analysed days (see Table 7.8 and
Fig. 7.10). The average of the absolute differences between the emission rates based
on remote sensing and in-situ is 2.4 ktCH4 yr
−1. The corresponding uncertainty2 is
2.8 ktCH4 yr
−1, indicating that the in-situ and remote sensing based emission rates are
not significantly different. Due to the time delay between the two surveys performed
with both techniques and, thus, a possible change in wind direction, it is not expected
that the location of the measured plumes is identical. Nevertheless, the positions of the
plumes observed by the remote sensing and in-situ instrument are in close vicinity to
each other for each of the four days (see Figs. 7.6, a, C.14, and C.15).
2Based on error propagation of the single flux uncertainties given in Tables 7.5 and 7.7 and the
statistical error.
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Table 7.8.: Summary of the derived emission rates and their related uncer-
tainties from the airborne remote sensing and in-situ data set collected at the
Olinda Alpha Landfill site.
Flight Remote sensing In-situ
day Estimate Uncertainty Estimate Uncertainty
[ktCH4 yr
−1] [%] [ktCH4 yr−1] [%]
27.08.2014 13.0 ± 45.4 11.6 ± 13.9
28.08.2014 13.6 ± 38.9 16.6 ± 18.4
01.09.2014 13.6 ± 27.9 17.8 a) ± 28.3
14.6 b) ± 18.4
03.09.2014 16.2 ± 25.9 13.9 ± 23.1
a) downwind wall 1
b) downwind wall 2
Figure 7.10.: The bar charts show the derived emissions and inventory values. The first four
sets of bars depict the derived emissions from this study based on the remote sensing (red),
in-situ (blue; on the 01.09.2014: dark blue is downwind wall 1, bright blue is downwind wall 2)
measurements and their related errors (vertical bars, also compare to Table 7.8). The fifth set
shows the EPA inventory values for the years 2010 to 2013 (grey shaded) and 2014 (yellow).
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Comparison of 1D and 2D remote sensing observations
On 03.09.2014, contemporaneous AVIRIS-NG measurements were performed and made
available for a qualitative comparison. Figure 7.11 shows a comparison of the MAMAP
remote sensing data on that day with one flight line acquired by AVIRIS-NG at around
13:33 local time. The MAMAP remote sensing measurements were acquired between
13:30 and 14:15 local time. To better visualize the CH4 plume(s) detected by the
AVIRIS-NG instrument on smaller scales, only measurements above a specific threshold
are shown in the plot. The AVIRIS-NG data show a clear plume developing on the
south-western slope of the landfill (red arrow) and travelling in the downwind direction.
It is in good agreement with the CH4 plume seen by the MAMAP instrument.
Figure 7.11.: The MAMAP remote sensing (coloured circles) and the AVIRIS-NG (pink
shaded areas) measurements on the 03.09.2014 are shown. The RGB map underneath is also
based on AVIRIS-NG observations. For better source attribution, only AVIRIS-NG measure-
ments having a methane column enhancement of larger than 200 ppm ·m are shown. The
non-threshold-filtered flight track is depicted in the Fig. C.17 (c). The blue arrow depicts the
approximate wind direction. Map underneath visible in the upper left and bottom right corner
is provided by Google Earth.
Comparison of estimated and reported emissions
Compared to the EPA inventory value of 11.5 ktCH4 yr
−1 for 2014, the estimated emis-
sion rates from this study are on average 2.8 ktCH4 yr
−1 (± 1.6 ktCH4 yr−1) larger. Due
to the scatter of the estimated emission rates and the limited number of measurement
days, it is not possible to conclude that EPA significantly underestimates the Olinda
Alpha Landfill CH4 emissions. It is also important to note that the derived fluxes in
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this work, expressed in units of ktCH4 yr
−1, are only snapshots and valid for the time of
the overflight (here: in the afternoon). In addition, the difference could also arise from
the possible leakage identified in the AVIRIS-NG observations, which is not taken into
account by EPA, assuming that it was present on all measurement days. Furthermore,
e.g., atmospheric pressure variations could potentially also lead to a deviation of the
derived fluxes from the inventory value but are difficult to quantify.
7.2.6. Investigation and discussion of additional landfill observations
As seen in Sect. 7.1, observation system simulation experiments (OSSEs) are a useful
tool to investigate expected CH4 column enhancements. Additionally, real column ob-
servation from the MAMAP remote sensing instrument can also be compared to OSSE
results of the investigated landfill. Depending on the simulated column enhancements
and the observations, it can be quantitatively examined whether the emissions (as re-
ported by inventories) of a landfill should have been observable (under the prevailing
atmospheric conditions) by MAMAP at the time of the overflight. This means that even
if the MAMAP remote sensing instrument have not observed any (or only little) enhance-
ments at a landfill, it can be estimated whether the emission was below the detection
limit or was lower / higher than reported, at least, for the time of the overflight.
The OSSEs (see Sect. 7.1) have revealed that the column enhancements and, therefore,
the detectability by the MAMAP remote sensing instrument not only depend on emission
strength and wind speed but also significantly on the shape of the landfill (in combination
with wind direction). Consequently, an accurate modelling of the landfill is necessary.
Therefore, the shape of each landfill, which is modelled and compared to observations
in the following, was visually identified on RGB maps in Google Earth and considered
in the OSSEs. The modelling approach was similar as for the generic landfills used
in Sect. 7.1. Around 100 sources with equal emission strength were homogeneously
distributed over the entire landfill area. The wind speed and wind direction of the three
other landfill sites, the BKK Landfill (BKK), the Puente Hills Landfill (PHL) and the
Scholl Canyon Landfill (SCL, also compare to Sect. 7.2.1 for further information on
the single landfills), are assumed to have the same vertical wind profile as measured
at the Olinda Alpha Landfill (OAL) site on the corresponding day. To account for
different flight times and locations, this profile was scaled based on a comparison of
surface winds measured by nearby weather stations at the time of the overflight. The
two landfills BKK and PHL are close to OAL, thus, the weather station at OAL was
used to estimate their surface wind speeds to scale the vertical profile. For SCL, the
weather station KCAGLEND17 (WCWU, 2017b), which is close to this landfill site, was
used. Instrumental parameters (measurement precision and ground scene size) were also
adapted for each flight and simulation. The key simulation parameters are listed in Table
7.9. Additionally, simulated grid points were only plotted if the MAMAP instrument
also gathered data at the specific position, i.e., along the flight track.
Figure 7.12 shows the comparison for the Olinda Alpha Landfill flight on the 01.09.2014.
There is a good qualitative agreement between measurement (a) and simulation (b) ex-
cept some blue spots, which have been discussed in Sect. 7.2.3. For this OSSE simulation
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Table 7.9.: Summery of the relevant parameters used in the observation system simulation
experiments (OSSEs) for comparison with actual acquired measurements.
OAL BKK SCL PHL
01.09.2014 01.09.2014 27.08.204 27.08.2014
Time of overflight [local] 12:17 - 13:20 14:26 - 14:54 11:27 - 12:03 14:55 - 16:05
Emission rate a) [ktCH4 yr
−1] 14.3 15.1 5.9 5.0
Surface area b) [km2] 1.7 1.4 0.85 2.4
Wind speed [m s−1] 4.4 4.4 2.5 4.0
Wind direction [◦] 238 235 210 227
Stability class [−] B B A -B B
Parameter a [−] 156 156 185 156
Ground scene size [m2] 64× 64 69× 69 63× 63 46× 46
Precision [%] 0.34 0.30 0.27 0.33
a) emission rates are based on reported values by EPA except for OAL, which is based
on the mean value of the actual measured emission rates on the four days to allow for
a better comparison between measurements and simulations
b) surface area is based on reported values by EPA and approximately agrees with visual
identified area
Figure 7.12.: CH4 variations relative to the background column for the Olinda Alpha Landfill
flight on the 01.09.2014 are shown. (a) Shows the actual acquired remote sensing data and
(b) shows the results from the OSSE. Both data sets are gridded. The crosses represent the
sources which were used in the OSSE and are homogeneously distributed across the landfill.
The wind direction was south-west.
106
7.2. Observations at waste disposal sites
Figure 7.13.: Same as Fig. 7.12 but for the BKK Landfill flight on 01.09.2014 (a, b), SCL
flight on 27.08.2014 (c, d) and PHL flight on 27.08.2014 (e, f).
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the average of the actual measured emission rates during the four days were used to al-
low for a better comparison. For the OSSEs of the three other landfills (Figs. 7.13, b,
d, f), the reported emissions by EPA were applied.
The largest of the four landfills in terms of emissions according to EPA was BKK in
2014. Although its expected CH4 emissions were around 30% larger than that of the
Olinda Alpha Landfill, no enhancements were detected by the MAMAP remote sensing
instrument (Fig. 7.13, a). The measurement flight at the BKK Landfill took place right
before the Olinda Alpha Landfill flight on the 01.09.2014. Assuming that the weather
conditions were similar for both targets and that BKK was emitting 15.1 ktCH4 yr
−1,
as stated by EPA, the plume should have been detected by the MAMAP remote sens-
ing instrument. This is also confirmed by the OSSE simulation (Fig. 7.13, b), which
shows a clear plume downwind of the landfill for that day assuming an emission rate
of 15.1 ktCH4 yr
−1 for the time of the overflight. It is also worthwhile to note that
the emission rate given for the BKK Landfill by EPA might be to high. As discussed
in Sect. 7.2.1, the landfill operator needs to report landfill emissions in two different
ways (GPO, 2013), whereby the emissions reported by EPA always represent the larger
estimate. In case of OAL both approaches provide similar emission rates (also see Ap-
pendix C.1, Table C.1). For BKK, one approach results in an emission rate, which is
14.2 kt lower than for other approach. This large discrepancy may also indicate that the
emissions of the BKK Landfill are lower than reported.
The reported emissions for the Scholl Canyon Landfill and Puente Hills Landfill are
similar for both approaches (2.1 to 5.9 ktCH4 yr
−1). The OSSE simulation for SCL
(Fig. 7.13, d) indicates that these emissions should likely have been visible in the
MAMAP remote sensing measurements for the estimated wind conditions. For the PHL,
the OSSE simulation (Fig. 7.13, f) indicates that these emissions are below the detec-
tion limit of the MAMAP remote sensing instrument for the given days, atmospheric
conditions and instrumental characteristics.
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7.3. Observations at an oil field complex
This section is dedicated to observations performed over oil fields located in the San
Joaquin Valley in California. As for the landfill observations, data were collected by
the CIRPAS aircraft instrumentation suite, the Picarro GHG in-situ analyser, the non-
imaging MAMAP remote sensing instrument, and the imaging AVIRIS-NG instrument.
These data sets are well-suited to investigate to what extent remote sensing measure-
ments in the SWIR spectral region are able to constrain CH4 emissions from oil fields
(covering here an area of ∼ 90 km2) possibly consisting of many relativity small emitters
as well as a few larger ones. Therefore, emission rates derived from the MAMAP re-
mote sensing instrument are compared with in-situ based derived emission rates. Single
sources and emission hotspots are then identified in CH4 anomaly maps derived from
AVIRIS-NG data.
The first section (Sect. 7.3.1) discusses the necessity of such measurements and gives
some background information on the observed oil fields. Section 7.3.2 gives details on
the in-situ based derived emission rates and emphasizes important differences, which
needed to be considered, compared to the landfill measurements discussed in the previ-
ous section. The emission rates derived from the MAMAP remote sensing instrument
are presented in Sect. 7.3.3. The value of remote sensing imaging data for source iden-
tification over an oil field is outlined in Sect. 7.3.4. In Section 7.3.5, the results are
discussed and compared to other studies and to inventories.
7.3.1. Background knowledge and current scientific status
As discussed in Sect. 3.2, the latest observed increase in global atmospheric CH4 is
still controversially discussed. A prominent candidate are CH4 emissions from fossil
fuel exploration and extraction sites. They are responsible for around one third of all
anthropogenic CH4 emissions globally (compare to Fig. 3.4, b, on p. 19 in Sect. 3.2).
According to the United States Environmental Protection Agency (EPA, 2012) emissions
from fossil fuel exploration and extraction sites have globally increased by around 14%
between 1990 (86TgCH4 yr
−1) and 2005 (98TgCH4 yr−1), and are expected to increase
by another 40% till 2030 (137TgCH4 yr
−1). The largest part of around three quarters
originates from natural gas and oil systems. Due to an increasing demand for energy
in the future, this sector is expected to grow by around 52% percent between 2011 and
2040 (EIA, 2016).
In this context, the U.S. was the largest natural gas and crude oil (including natural
gas liquids, NGL) producer in 2015 (IEA, 2016a,b). Overall, it is the second largest
emitter of anthropogenic CH4 (EPA, 2012). Total anthropogenic CH4 emissions were
around 29TgCH4 yr
−1 for the U.S. for the period 2003 to 2012 as given in Saunois
et al. (2016). This corresponds to around 8% to 9% of the global anthropogenic CH4
emissions (Saunois et al., 2016). The latest emission estimate of 29.2TgCH4 yr
−1 for
the U.S. is given for the year 2014 by EPA (2016). Around 33% of these emissions are
attributed to natural gas and petroleum systems (EPA, 2016). The CH4 enhancements
caused by these sites are even visible from space and CH4 column measurements from
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satellites have been used to identify CH4 emission hot spots over oil and / or gas fields
(including coalbed CH4) located in the U.S. (e.g., Kort et al., 2014; Schneising et al.,
2014; Buchwitz et al., 2017).
The increasing CH4 emissions may be related to the recent growth of this sector and
the circumstance that natural gas is seen as a bridge fuel to transit from other fossil
fuels such as coal to renewable energy sources (Pacala and Socolow, 2004; Lelieveld et al.,
2005). Natural gas (but also oil) produces less CO2 than coal during combustion per
same amount of energy output (EPA, 2016; EIA, 2017b). Therefore, natural gas (and
oil) are more energy efficient than coal. Unfortunately, the impact of CH4, which is the
main component of natural gas, on the climate is around 28 times larger (by equivalent
mass) than that of CO2 on a 100 year time horizon (compare to Table 3.1 on p. 16
in Sect. 3.1). For example, the benefit of using natural gas as replacement for coal as
fuel in power plants only holds as long as not more than 3.2% (Alvarez et al., 2012)
of the produced natural gas escapes to the atmosphere during production, processing,
transmission or storage. The leakage rate of CH4 for the natural gas system in the U.S.
based on EPA (2016) inventory emissions and U.S. natural gas gross production (EIA,
2017a) for the year 2014 was between 1.2% and 1.8% depending on the assumed CH4
content in natural gas extracted by the wellhead3.
Emissions from oil and gas extraction sites can be released during various activities
(numbers given in this paragraph are based on EPA, 2016, and are valid for the U.S.
for the year 2014). In case of gas extraction sites, the origin of emissions can be at-
tributed to four major stages: production, processing, transmission and storage, and
distribution. The largest part (over 60%) of the total CH4 emissions is released in the
production stage. Non-energy-related CO2 emissions account for around 19% of the
combined4 CH4 and CO2 emissions of gas extraction sites. For oil extractions sites, CO2
emissions play only a minor role responsible for around 5% of the combined CH4 and
CO2 emissions. Almost all CH4 emissions (around 95%) originate from venting and
fugitive processes during production field operations. Main sources are pneumatic con-
trollers, which operate valves to maintain specific process conditions (further details on
pneumatic controllers are given in EPA, 2014), storage tanks or wellheads. CH4 emis-
sions during, e.g., transportation or refining of crude oil are small (∼ 1%) and, thus,
negligible.
In order to quantify emissions from oil and gas extractions sites, usually, emission
factors are assigned to (multiplied by) specific activities (and activity data, respectively;
also compare to Sect. 3.2). In this case, activity data would be, e.g., the number of
3The estimated CH4 emissions from the natural gas system in the U.S. were 7.044TgCH4 yr
−1 (EPA,
2016) in 2014. The natural gas gross production in the U.S. was 31,405,381 million cubic feet in
2014 (EIA, 2017a). Assuming natural gas contains 60% to 90% CH4 (Boehm and Saba, 2009),
a density of CH4 of 0.0447 pound per cubic foot at STP (standard conditions, T=273.15K,
p=1013.25 hPa, ETB, 2017), and a conversion factor for pound to gram of 453.6 yield between
382.1 and 573.1TgCH4. Combining the CH4 production and emission estimates result in a leakage
rate between 1.2% and 1.8%.
4In order to compare CH4 and CO2 emissions, the CH4 emissions are converted to CO2,equivalent by
using a GWP of, in this case, 25. The GWPs of older IPCC reports are still used because of
consistency reasons.
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pneumatic controllers and the emission factor would state the amount of CH4 released
by one controller during one year (also compare to EPA, 2016). For the U.S., EPA
(2016) reports CH4 emissions of around 9.8TgCH4 yr
−1 for oil and gas extraction sites
in 2014. The corresponding uncertainty range (5% and 95% confidence intervals) is
estimated to be 7.8 to 13.2TgCH4 yr
−1 (or -20% and +35% relative 9.8TgCH4 yr−1)5.
Recently, the estimates of official bottom-up inventories (such as CARB, California
Air Resource Board, EDGAR, and EPA) especially for oil and gas extraction sites have
been controversially discussed (Katzenstein et al., 2003; Wang et al., 2004; Kort et al.,
2008; Xiao et al., 2008; Wunch et al., 2009; Hsu et al., 2010; Levi, 2012; Pe´tron et al.,
2012; Wennberg et al., 2012; Allen et al., 2013; Jeong et al., 2013; Karion et al., 2013;
Miller et al., 2013; Peischl et al., 2013; Pe´tron et al., 2013; Jeong et al., 2014; Alexe
et al., 2015; Turner et al., 2015; Jeong et al., 2016; Maasakkers et al., 2016). Brandt
et al. (2014) have summarised this discrepancy between observations and inventories.
They reviewed 17 reports and studies published within 20 years, which investigated CH4
emissions from oil and gas extraction sites. These studies collected data on various scales
(from a single device, such as valves, to continental scales) by various techniques and
platforms (e.g., aircraft, tower) in the U.S. and Canada. On this data basis, Brandt
et al. (2014) have concluded that actual emissions are larger than stated in official
inventories and calculated by emission factors. Additionally, large CH4 emissions seem
to originate from a small amount of relatively large emitters (e.g., Alvarez et al., 2012;
Allen et al., 2013; Brandt et al., 2014; Frankenberg et al., 2016). They are likely not
captured by the inventories (Brandt et al., 2014) because they are difficult to assess
due to the limited amount of samples. However, these large emitters would be a good
(and possibly easy and cheap) target for emission mitigation purposes. Instead of fixing
many small emitters, only the few large emitters need to be fixed in order to significantly
decrease emissions from the corresponding field. The main challenge in this context is
to find a technique / instrument / method, which allows for surveying large areas in
a reasonable amount of time. Subsequently, these observations need to be suitable for
identifying source positions and emission estimates in order to locate the largest, and
thus most promising, emitters.
Investigated oil fields
In this study, oil fields located in the western part of the San Joaquin Valley near the city
Bakersfield were investigated (compare to Fig. 5.1, T1, on p. 40 in Sect. 5). The collected
observations have primarily been used to estimate total CH4 emissions from these fields
(CO2 emissions have been estimated from in-situ measurements only). Additionally, the
three different data sets (remote sensing 1-D and 2-D, and in-situ) have been exploited
in terms of source position and distribution across the oil fields. Some key parameters
of the the oil fields are listed in Table 7.10 and are discussed in the following. Figure
5The report (EPA, 2016) does not clearly state the upper bound of its uncertainty estimate for oil
extraction sites. Considering the alternative value would yield an upper bound for the combined
uncertainty of oil and gas extraction sites of 15.9TgCH4 yr
−1 or +63% relative to 9.8TgCH4 yr−1.
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7.14 gives an impression of the density of the distributed oil wells across the fields.
Table 7.10.: Summarised are some key parameters of the three oil fields Kern River, Kern
Front, and Poso Creek.
Kern River Kern Front Poso Creek
Year of discovery a) 1899 1925 1929
Field size b) [km2] 44.1 24.9 18.6
Oil production in 2014 c) [106 barrels] 25.3 4.6 3.6
Withdrawn natural gas in 2014 c) [103Mscf d)] 189.3 0.0 13.1
Number of oil wells
all 19,876 2,948 2,070

only active 12,142 1,290 984

only new e) 1,339 304 281
a) EIA (2015)
b) DOGGR (2015b)
c) DOGGR (2015a, 2016)
d) Mscf = thousand standard cubic feet
e) ”new” refers to ”recently permitted or in process of being drilled” (DOGGR, 2014).
The measurements were acquired at an oil field complex comprising the Kern River,
Kern Front, and Poso Creek oil fields. The Kern River oil field was the second largest
oil field by oil production in California in 2014 (25.3 million barrels; Kern Front: 4.6
million barrels and Poso Creek: 3.6 million barrels, DOGGR, 2015a, 2016) and was the
16th largest oil field by proved reserves in the U.S. in 2013 (EIA, 2015). Figure 7.15
shows the approximate size and shape of the three oil fields based on data from the mid
seventies as provided by the Division of Oil, Gas, and Geothermal Resources (DOGGR)
in California (DOGGR, 2015b). Additionally, all oil wells registered by spring 2014 are
depicted (DOGGR, 2014). Together, the three oil fields cover an area of approximately
90 km2 (DOGGR, 2015b) with around 24,894 wells in total, whereby the largest fraction
of around 58% are active wells (DOGGR, 2014).
Measurements at this oil field complex were collected on 7 days stretching over a time
period of around 3 months (from June to September 2014). Winds were generally from
north-west. As described in Sect. 5.2 and also applied at the landfill sites, the oil fields
were first surveyed by means of the real-time retrieval of the MAMAP remote sensing
instrument. Additionally, on some flight days, the remote sensing flight pattern actually
consisted of two interlaced patterns. In other words, the oil fields were screened two
times from north to south with a time difference of usually one hour. The pattern was
then complemented by in-situ measurements gathered within the boundary layer. The
number and position of the in-situ walls depended on the available flight time and the
observed CH4 enhancements or plume structures in the remote sensing data. In an
ideal case, three walls were collected. An upwind wall determines any possible inflow of
polluted air masses, a downwind wall at the most southern part of the oil fields describes
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Figure 7.14.: A close-up photograph of the Kern River oil field shows the enormous amount
of oil wells and, thus, potential emission sources
the total emissions of these oil fields, and an intermediate wall in the middle of the fields
can partly capture the distribution of sources within the fields.
7.3.2. In-situ based emission rates - Picarro instrument
For the oil fields, in total 15 in-situ walls were acquired on the seven flight days. The
approximate position of each wall is shown in Appendix D.2 (Fig. D.4). Due to the
large extent, especially of the northern Poso Creek oil field, real upwind walls were not
collected. Figure D.4 indicates, that on each flight day, there are still some potential
sources upwind of the most northern wall. Therefore, it is expected that the most
northern in-situ walls may already show concentration enhancements possibly originating
from the Poso Creek oil field.
The in-situ walls were obtained by the interpolation technique described in Sect. 6.3.2,
which was also applied to the Olinda Alpha Landfill measurements (Sect. 7.2.2). The
flux through an in-situ wall was subsequently derived from the mass balance approach
introduced in Sect. 6.3.3. Compared to the landfill measurements, for the oil fields,
also CO2 emission rates were estimated for each wall. An additional complexity in the
emission rate calculation arose from the significantly larger extent of the oil fields of
almost 90 km2 (compared to around 2 km2 for the landfills). This had an impact on the
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Figure 7.15.: Shown are the three oil fields Kern River, Kern Front, and Poso Creek separated
by colour. The coloured continuous areas represent the area, which is covered by each oil field
based on data from the mid seventies as reported by DOGGR (2015b, green: Kern River;
yellow: Kern Front; purple: Poso Creek). The coloured squares represent new wells of all
fields (white), active wells of all fields (red) and the remaining wells separated by field (purple,
yellow, green) as listed by DOGGR (2014) for spring 2014. Despite the age of the data for
the continuous areas from the seventies, they are still in good agreement with the locations
of newer oil wells. Additional and separated plots for the different well types are available in
Appendix D.1.
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available flight time used for the in-situ walls. As a result, the boundary layer was usually
less densely sampled in the vertical leading to less defined upper plume limits. Therefore,
concentration anomalies not only needed to be extrapolated towards the surface but, in
case the upper limit of the plume was not well constraint, also towards the top of the
boundary layer. In a first-order approximation, the upper limit of the boundary layer
was then assumed to act as trap and, thus, be impenetrable for the emissions. The
assessment of the boundary layer height is described in detail further down.
As for the Olinda Alpha Landfill walls, the winds, which were used at the surface for
the pseudo-surface track for interpolation, were derived from a near-by weather station
(Meadows airport in Bakersfield, station: KBFL, WCWU, 2017a). They varied between
4 and 7m s−1 and blew from north-east for the time the in-situ walls were acquired
(Table 7.11). The winds for the pseudo-track at the upper limit of the boundary layer
were assumed to be identical to the winds measured along the flight leg below.
Table 7.11.: Averaged wind speeds and directions during the time the in-situ walls were
acquired as measured by the near-by airport in Bakersfield, station: KBFL (WCWU, 2017a).
03.06. 09.06. 13.06. 21.08. 26.08. 02.09. 04.09.
Wind speed [m s−1] 3.9 7.0 4.5 5.4 4.5 4.9 4.8
Wind direction [◦] 311 310 306 310 328 307 309
The estimated emission rates of the most southern walls, which are in general repre-
sentative of the total emissions from the three fields, vary between 31 and 47 ktCH4 yr
−1
(Fig. 7.16 and Table 7.12), and 2.7 and 4.0MtCO2 yr
−1 (Fig. 7.17 and Table 7.13). A
comprehensive overview of all interpolated CH4 and CO2 concentration walls and derived
enhancements as well as of the corresponding wind fields are provided in Appendices
D.4, D.5, and D.6. The emission rate estimate of wall 1 on the 09.06.2014 needs to
be interpreted with care due to possible heat problems of the greenhouse gas in-situ
analyser. No emission rate was estimated on the 21.08.2014 due to an inadequate flight
pattern (compare to Fig. D.4, orange solid line, in Appendix D.2).
Boundary layer height assessment
In most cases, the vertical structure of the plume signal, originating from the oil fields,
was less well-sampled than for the Olinda Alpha Landfill. Especially, the upper plume
limit was less confined. In order to assess the vertical extent of the plume(s), measure-
ments from the CIRPAS aircraft standard research instrumentation suite were used to
estimate the upper limit of the boundary layer. This height was then assumed to be
impenetrable for any pollutants emitted at or near the surface.
Due to the applied flight strategy (see Sect. 5.2), which comprised, firstly, remote sens-
ing surveys while flying above the boundary layer and, secondly, in-situ measurements
within the boundary layer, for each flight day, atmospheric vertical profiles reaching from
remote sensing altitude to the lowest in-situ flight leg, were available. For estimating
the boundary layer height on each flight day, dew point temperature (Tdew), potential
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Figure 7.16.: Enhanced dry gas mole fractions of CH4 of the most southern in-situ walls
acquired at the oil field complex Kern River, Kern Front, and Poso Creek on the 03.06.2014
(a), 09.06.2014 (b), 13.06.2014 (c), 26.08.2018 (d), 02.09.2014 (e), and 04.09.2014 (f) are
shown. These walls are assumed to be representative of the total fields emissions. Only the
area, which was used in the mass balance approach, is shown (dashed black line). Solid orange
line depicts the surface elevation at the position of the wall (based on SRTM). Solid grey
line shows the flight track. The enhancements of the other walls are found in Appendix D.4
(Figs. D.12 and D.13).
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7. Characterisation of areal and complex emission sources
Figure 7.17.: As Fig. 7.16 but for the CO2 enhancements: 03.06.2014 (a), 09.06.2014 (b),
13.06.2014 (c), 26.08.2018 (d), 02.09.2014 (e), and 04.09.2014 (f). The enhancements of the
other walls are found in Appendix D.5 (Figs. D.20 and D.21).
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temperature (θ), and ultra fine particle (Pfine) measurements were used. The resulting
height was then assumed to be valid for all in-situ walls, where the upper limit of the
plume was not defined by measurements, flown on that day. In the following, a day-
by-day analysis of the boundary layer height is given. A comprensive overview of the
collected vertical profiles is found in Appendix D.3 (Fig. D.5).
03.06.2014: The parameters Tdew and Pfine seem to decline, whereas the potential
temperature θ, seems to rise with altitude and, thus, indicating the upper limit of the
boundary layer, right below remote sensing altitude (at ∼ 1430ma.s.l.). This is also
confirmed by the in-situ CH4 measurements, collected at remote sensing altitude, which
still show some elevated values at ∼ 1430ma.s.l. Therefore, the boundary layer height
was estimated to be 1400ma.s.l. with a corresponding uncertainty of ± 200m.
09.06.2014: Their is no clear indication of a well defined boundary layer, at least,
below 1800ma.s.l. The Pfine vertical profile may indicate a change in air masses above
∼ 1000ma.s.l. but even at remote sensing altitude (at ∼ 1810ma.s.l.) stronger elevated
in-situ CH4 and CO2 values than on the 03.06.2014 are present. Therefore, the boundary
layer height was set to 1800ma.s.l. with a corresponding uncertainty of ± 400m.
13.06.2014: All three parameters indicate a boundary at around 1400 to 1500ma.s.l.
There are no elevated in-situ CH4 and CO2 values observable at remote sensing alti-
tude (at ∼ 1720ma.s.l.). Therefore, the boundary layer height was estimated to be
1450ma.s.l. with a corresponding uncertainty of ± 200m.
21.08.2014: There is a clear change in air masses in all three parameters at around
1200ma.s.l. visible. No elevated in-situ CH4 and CO2 signals are present at remote
sensing altitude (at ∼ 2400ma.s.l.). Therefore, the boundary layer height was estimated
to be 1200ma.s.l. with a corresponding uncertainty of ± 200m.
26.08.2014: All three parameters have a strong gradient at around 1650m, indicating
the upper limit of the boundary layer (also compare to Fig. 7.18). There are no ele-
vated in-situ CH4 and CO2 signals present at remote sensing altitude (at ∼ 2090ma.s.l.).
Therefore, the boundary layer height was estimated to be 1650ma.s.l. with a correspond-
ing uncertainty of ± 200m.
02.09.2014: There is a strong decline in Tdew and Pfine, and a rise in θ with altitude
starting at around 1500ma.s.l. observable. Furthermore, there are no elevated in-situ
CH4 and CO2 signals present at remote sensing altitude (at ∼ 2110ma.s.l.). There-
fore, the boundary layer height was estimated to be 1550ma.s.l. with a corresponding
uncertainty of ± 200m.
04.09.2014: The upper limit of the boundary layer is not well defined and seems to be
smeared. All three parameters indicate a change of air masses at around 1750ma.s.l. but
already starting at an altitude of around 1350ma.s.l. Additionally, in-situ legs flown
at around around 1350ma.s.l. still show pronounced plume features, whereas at flight
legs at around 1600ma.s.l. almost no enhancements are visible anymore. There are
also no elevated in-situ CH4 and CO2 signals present at remote sensing altitude (at
∼ 2120ma.s.l.). Therefore, it was assumed that for the 04.09.2014 flight, the highest
in-situ flight legs (located at around 1600ma.s.l.) of the middle and southern wall are
sufficient to constrain the vertical extent of the plume. For the northern wall, where the
highest in-situ leg was at around 750m, the boundary layer height was also assumed to
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Figure 7.18.: Vertical atmospheric profiles of ultra fine particles (Pfine, a), dew point temper-
ature (Tdew, b), and potential temperature (θ, c) measured by the CIRPAS aircraft standard
research instrumentation suite at the oil field complex on the 26.08.2014 are shown. On that
day, the boundary layer height was estimated to be at 1650ma.s.l. (blue horizontal solid line,
see main text for details). The colour code represents time. Each research flight started at
remote sensing altitude (green diamonds) with a subsequent descent to the surface (red dia-
monds). The greyish diamonds represent the remaining measurements within the boundary
layer. These measurements (diamonds) are smoothed by a 60-point moving average (corre-
sponding to one minute), whereas the smaller ’+’ symbols represent the original 1Hz data
(black ’+’ belongs to green / red diamonds and bright grey ’+’ belongs to grey diamonds).
be 1600ma.s.l. Nevertheless, to account for the blurred boundary layer, a corresponding
uncertainty of ± 200m was assumed.
Uncertainties related to the Picarro in-situ based emission rate estimates
This section covers and discusses the uncertainties of the in-situ based emission rate
estimates of the single walls. Basically, the error sources are identical to those identified
for the landfill in-situ walls: wind speed, unknown surface concentration, time lag,
Kriging parameters and background concentration / area (also compare to the discussion
of uncertainties in Sect. 7.2.2). For the oil fields, two additional error sources need
to be considered because the vertical extent of the plume(s) is sometimes not well-
constraint due to insufficient coverage of the boundary layer through the flight legs. As
already discussed, the atmosphere was assumed to be well-mixed between the highest
available flight leg and the estimated boundary layer height. In order to account for the
unknown CH4 (and CO2) concentrations at the pseudo-track (situated at the top of the
estimated boundary layer), its enhancements were varied by ± 50% with respect to the
enhancements measured at the highest flight leg. This follows the methodology used for
the pseudo-surface track. Secondly, the estimated boundary layer height itself is afflicted
by uncertainties. Their influence on the final emission rate estimate was investigated by
generally varying the boundary layer height by ± 200m (± 400m for the 09.06.2014).
In summary, the resulting uncertainties of the CH4 emission rates are around 20% or
7 ktCH4 yr
−1 on average (compare to Table 7.12). In a very view cases, in which the
plume signal is difficult to be separated from the background signal, it can also rise up
to 68%. The uncertainties for the CO2 emission rates (Table 7.13) are generally in the
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same order of magnitude as for CH4.
In order to further investigate the sensitivity of the vertical sampling of the plume(s)
in terms of boundary layer height on the derived emission rates, emission rates were also
estimated without extrapolation to the top of the boundary layer. That means, the flux
through a wall was only calculated from the surface till the highest available flight track
still containing a significant plume signal. The derived fluxes can differ significantly
from the assumed (well-mixed) baseline with up to - 61% or - 18 ktCH4 yr
−1 and - 71%
or - 1.3MtCO2 yr
−1 for CH4 and CO2, respectively (compare to Tables 7.12 and 7.13,
last two rows).
7.3.3. Remote sensing based emission rates - MAMAP instrument
The oil field complex was also surveyed by the MAMAP remote sensing instrument.
These observations were always acquired previously to the in-situ measurements (com-
pare to Sect. 5.2). In this work, the remote sensing observations on the 04.09.2014 are dis-
cussed in detail. On that day, in addition to the three in-situ walls (see Sect. 7.3.2), also
remote sensing observations from the AVIRIS-NG imaging instrument (see Sect. 7.3.4)
were acquired allowing for a comprehensive comparison between the three types of ob-
servations.
The MAMAP remote sensing survey on the 04.09.2014 took place in the afternoon
between 13:40 and 15:50 local time leading to a solar zenith angle of around 38◦. The
mean surface elevation in that area is around 200ma.s.l. and the flight altitude during
the remote sensing survey was about 2110ma.g.l. on average. In total, 33 flight tracks
were acquired while flying approximately perpendicular to the prevailing wind direction.
Near surface winds as measured by the near-by airport in Bakersfield were on average
around 5.0m s−1 from around 302◦ during the survey and thus, slightly higher than those
(3.9m s−1 from around 302◦) derived from the third in-situ wall acquired at around 16:07
local time. The CH4 and CO2 background concentrations on that day were 1809.9 ppb
and 392.2 ppm, respectively, as derived from the in-situ measurements (see Sect. 6.2.1
for details). The CO2 background concentration is also in good agreement with the
prediction of 393.0 ppm based on a simple empirical CO2 model (SECM, Reuter et al.,
2012). Furthermore, for the RTM simulations at the linearisation point a urban aerosol
scenario and an albedo of 0.31 (a combination of urban and open shrubland as for the
Olinda Alpha observations; also compare to Table 7.6) was assumed.
The resulting CH4 enhancements relative to background column, which were derived
by applying the methodology described in Sect. 6.2.1, measured over the oil field complex
are shown in Figs. 7.19 and D.30 (Appendix D.8). In a first step, the derived wind speed
from the third in-situ wall was applied in Eq. 6.30 and was assumed to be valid for the
entire remote sensing survey. This assumption will be further refined in the next part of
this section. The wind direction, which is needed to determine the wind speed component
normal to each track, was empirically derived from the measured plume structure in the
MAMAP remote sensing observations (see Sect. 6.2.2) as also done for the Olinda Alpha
Landfill observations. For the oil field complex, the wind direction appears to slightly
change in the middle of fields (at approximate the location of the Kern Front oil field).
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Figure 7.19.: CH4 column variations along the flight track as seen by the MAMAP remote
sensing instrument at the oil field complex Kern River, Kern Front, and Poso Creek on the
04.09.2014 are shown. The data is filtered by inclination to remove aircraft turns and has been
normalised by the measurements located at the flanks of the plume as indicated by the solid
yellow lines and arrows. For visualisation purposes only, the observations are also smoothed by
a 3-point moving average. The unsmoothed cross sections and the exact normalisation limits
are shown in Appendix D.8 (Fig. D.30). For reference, the approximate position of the three
in-situ walls (w1 to w3), labels for the flown remote sensing tracks (t0 to t32), and the position
of the Meadows airport in Bakersfield (red / black aircraft symbol) are depicted. The white
stars emphasize the approximate location of the observed in-situ plumes, which corresponds
to the origin used in Figs. 7.16 (f), D.11 (d, f), and D.13 (d, e). The coloured areas in the
background indicate the extents of the three oil fields (as in Fig. 7.15). The map underneath
is provided by Google Earth.
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This wind shift is most likely induced by topography effects due to the mountain ridge
on the eastern side of the fields. The resulting wind directions are around 333◦ and 307◦
for the northern and southern part, respectively, of the oil field complex (also compare
to center lines, Fig. 7.19, white solid lines). This is actually in good agreement with the
wind directions derived from the in-situ walls on that day, which also indicate a shift
from around 327◦ (most northern wall) to 302◦ (most southern wall). The resulting flux
through each remote sensing track using Eq. 6.30 is depicted in Fig. 7.20 (green solid
line).
Figure 7.20.: Estimated fluxes through each track acquired by the MAMAP remote sensing
instrument at the oil field complex on the 04.09.2014 are shown. Green Solid line: original
fluxes. Orange solid line: wind corrected fluxes. Black solid line: offset corrected fluxes. Black
diamonds: fluxes through flight tracks acquired during the first survey. Red diamonds: fluxes
through flight tracks acquired during the second survey approximately one hour later. See
main text for details to the different types of fluxes.
Figures 7.19 and 7.20 (green solid line) show a clear increase in CH4 emissions when
following the CH4 plume in downwind direction over the oil field complex. Based on these
observations, this area can roughly be divided into several parts: starting in the northern
part, the flux through the first four tracks is on average 2 ktCH4 yr
−1 indicating some
influence of the measurement area by inflow of external CH4 enriched air masses (e.g.,
emitted by oil wells or storage tanks located further north). Then, the flux increases
till approximately track 19 and eventually stabilises at around 27.0 ktCH4 yr
−1 for the
southern part of the oil field complex (tracks 19 to 32).
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Wind corrected fluxes
The remote sensing surveys at the oil field complex took significantly longer than those
at the landfill sites (two hours compared to less than one hour). The reason for this
is the much larger size of the three investigated oil fields compared to the landfills.
Therefore, the assumption that the wind speed inferred from the measured in-situ wall
(as described in Sect. 7.2.2), is valid for the entire remote sensing survey is violated here
(see Fig. 7.21).
Figure 7.21.: Original absolute wind measurements from the airport in Bakersfield (blue
squares and solid line), the absolute wind speed derived from the third in-situ wall (red cross),
and the scaled airport measurements (green squares and solid line) are shown. The scaled air-
port measurements are used in the flux estimate from the MAMAP remote sensing observations
(for details, see main text).
To account for a temporal variability during the remote sensing part, wind measure-
ments acquired by the near-by airport in Bakersfield (WCWU, 2017a) were considered
and scaled to the absolute wind speed derived from the third in-situ wall, which was
directly flown after the remote sensing part. Figure 7.21 shows the absolute wind speeds
measured every hour by the airport for the approximate duration of the remote sensing
survey (blue solid line) and the derived absolute wind speed from the in-situ wall (red
cross). In a first step, the absolute wind speeds measured by the airport were scaled
to the absolute wind speed of around 3.9m s−1 derived from the in-situ wall acquired
at around 16:07 local time (green solid line). Subsequently, the wind speed for each
track was calculated according the time, the track was acquired, and the scaled airport
measurements. Values at times between two airport measurements were linearly inter-
polated. The resulting fluxes are shown in Fig. 7.20 (orange solid line). The total flux
of the oil fields (in the southern part) slightly increased to 28.5 ktCH4 yr
−1 due to that
correction.
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Background CO2 corrected fluxes
In order to derive the CH4 column variations, a proxy method was used as described
in Sect. 6.2.1. As seen for the Olinda Alpha Landfill measurements (see Sect. 7.2.3),
the integrated in-situ columns (IISCs) of CH4 and CO2 can be used to investigate the
influence of an inhomogeneous CO2 background in the measurement area on the derived
CH4 column.
Figure 7.22.: Cross sections of the relative CH4 column enhancements determined from the
integrated in-situ columns (IISCs) of the second (a) and third (b) wall of the Poso Creek,
Kern River, and Kern Front oil field measurements on the 04.09.2014. The blue solid lines
(IISCCH4/CO2) represent the cases influenced by CO2, whereas those represented by the red
solid lines (IISCCH4) are not. The measurements enclosed by the black dotted lines and
located at the flanks / edges of the plume are used for normalisation and determination of the
background.
The IISCs of the second and third wall are shown in Fig. 7.22 (the IISCs for the first
wall are found in Appendix D.7, Fig. D.29, c). There is a clear and spatially defined
CO2 signal, in particular, for the third wall. These CO2 anomalies cause an offset in the
derived fluxes if it relies on the proxy method CH4/CO2. In this case, on the 04.09.2014,
the estimated flux based on the derived cross sections would be underestimated by
around 10% to 17%. Examining the remaining cross sections of the other flight days
(Figs. D.28 and D.29) and their resulting offsets (Table D.1), reveals that the fluxes of
all days and walls are underestimated if the proxy method is applied. That implies a
better correlation between measured in-situ CH4 and CO2 concentrations at the oil fields
than at the Olinda Alpha Landfill site, which resulted in both under- and overestimation
(compare to Sect. 7.2.3). This is likely related to the isolated location of the oil field
complex which suppress the transport of polluted air masses into that area. For the
Olinda Alpha Landfill, which is directly located within a large city and surrounded by
various CO2 sources, there appears to be a higher probability for the transport of CO2
rich air into the measurement area. Therefore, a correction of the remote sensing fluxes
by the corresponding offsets derived from the IISC is appropriate in case of the oil fields.
Assuming that the calculated offsets from the in-situ walls can be directly transferred
to the remote sensing based fluxes, generally results in an increase in the fluxes (see
Fig. 7.20, black solid line; on average by +13.7%). This then leads to an increased flux
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for the southern part of the oil field complex of around 32.4 ktCH4 yr
−1.
Interlaced flight pattern
In contrast to the Olinda Alpha Landfill measurements, where the emission plume(s)
were measured once starting in the east (upwind) and moving in downwind direction
towards the west, for the oil field complex an interlaced flight pattern was applied. That
means, the oil fields were measured twice with a time difference of around one hour. The
data acquisition always started in the northern part of the oil fields over the Poso Creek
oil field and continued towards the south-east in downwind direction. This specific flight
pattern potentially allows for investigating any possible temporal change in emissions
across the oil field.
The interlaced pattern is also shown in Fig. 7.20, whereby black diamonds represent
fluxes which were acquired first and red diamonds represent fluxes which were measured
one hour later. Especially in the southern part of the oil field complex, it appears that
the emissions have increased during the time of the survey (first survey, black diamonds,
27.4 ktCH4 yr
−1 (± 23%), compared to second survey, red diamonds, 36.2 ktCH4 yr−1
(± 24%); see Table 7.14). However, as the uncertainties already indicate, it is not possi-
ble to conclude, that they are significantly different. This observation is also confirmed
by the sensitivity of the fluxes of the single tracks, which vary due to changing normal-
isation limits but generally resulting in a similar mean flux.
Table 7.14.: Summary of the derived emission rates denoted as ’Estimate’ and their
related uncertainties from the remote sensing (RS) data set over the oil field complex
on the 04.09.2014. Further details on the uncertainties are found in the main text.
RS Part 1 Part 3
complete survey 1 survey 2
Estimate [ktCH4 yr
−1] 2.0 32.4 27.4 36.2
Wind speed [%] 13.2 12.2 12.3 12.1
Wind direction [%] 10.8 2.3 2.3 2.3
Background normalisation area [%] 145.6 11.8 15.2 16.1
Track-to-track variability [%] 87.1 5.9 4.3 7.1
Background CO2 variation
a) [%] 11.6 11.6 11.6 11.6
Total uncertainty
relative [%] 170.9 21.5 23.3 24.4
absolute [ktCH4 yr
−1] 3.5 7.0 6.4 8.8
a) based on the IISCs derived from CH4 and CO2 in-situ measurements at the oil field
complex
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Uncertainties related to the MAMAP remote sensing based emission rate
estimates
This section discusses potential error sources of the remote sensing based fluxes at the
oil field complex. In principle, they are similar to those identified at the landfill site
Olinda Alpha (see Sect. 7.2.3 for comparison): wind speed, wind direction, background
normalisation area, track-to-track variability, and background CO2 variation. The effect
of the used surface albedo for the RTM simulations has not been investigated further
for the oil fields because it is expected to be negligible as shown for the Olinda Alpha
Landfill measurements (see Table 7.7 on p. 98).
Uncertainties have been derived for the two different parts / areas over the oil fields,
where the estimated fluxes are relatively constant according to the MAMAP remote
sensing measurements (compare to Figs. 7.20 or 7.24). The first part covers the 4 most
northern flight tracks and the last part (part 3) extends from track 19 to 32 covering
the southern part of the oil fields, where a stabilisation of the flux is observed. The
derived uncertainties are, in general, slightly above 20% or up to 9 ktCH4 yr
−1 depending
on the estimated fluxes. For the first part, the relative uncertainty is almost twice
(around 170%, compare to Table 7.14) as high as the flux itself. This is however related
to a relatively small flux, which is also very sensitive towards the chosen background
normalisation area. The absolute uncertainty stays at around 4 ktCH4 yr
−1.
7.3.4. CH4 anomaly maps - AVIRIS-NG instrument
On the 04.09.2014, during the approximate time of the MAMAP remote sensing ob-
servations, 17 flight lines were also acquired by the remote sensing imaging instrument
AVIRIS-NG aboard the second Twin Otter (see Sects. 5.1 and 6.4 for details of the
instrument) over the oil field complex between 13:00 and 15:45 local time. The aircraft
generally flew at an altitude of around 2 to 4 kma.g.l. leading to a spatial resolution
of around 2 to 4× 2 to 4m2 at an swath of around 1.3 to 2.6 km. These observations
were used to identify single emitters, which were likely responsible for the observed
emission rates derived from the Picarro in-situ greenhouse gas in-situ analyser and the
non-imaging MAMAP remote sensing instrument observations.
Figure 7.23 shows two example flight lines acquired at around 13:45 and 13:54 local
time covering most of the discovered emitters. The most pronounced plumes in the CH4
anomaly maps are marked by arrows. They were either identified by their clear plume
like structure, which did not correlated with surface structures, or, in case multi-overpass
were available, by a changing plume structure, whereby the origin of the emissions stayed
at the same position. Furthermore, there are additional potential emitters at the Poso
Creek and Kern Front oil fields (especially in the areas encircled by the two yellow
ellipses), which appear to be much weaker than the previous ones mentioned. They are
also more difficult to identify and distinguishable from surface structures and thus, the
probability for a false-positive is also significantly higher.
The insets (a - f) furthermore show zooms of selected emission plumes. Comparing
the plume originating from one emitter (e.g., a and b) but observed at different times
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Figure 7.23.: Derived CH4 anomaly maps from two example flight lines of the AVIRIS-NG
instrument acquired over the oil field complex at around 13:45 and 13:54 local time on the
04.09.2014 are shown. Black pixels represent background concentrations and white pixels rep-
resent CH4 enhancements. Red arrows mark the position of the identified plumes. Areas
encircled by yellow ellipses contain additional potential sources, which are likely weaker than
the other ones. For better illustration of the single plumes, the different insets having dimen-
sions of around 200× 200m2 show zooms of various plumes located within the flight lines. (a,
b), (c, d), and (e, f) belong to the same emitter but to two different flight lines. For the
plume observed in insets (a) and (b), also the corresponding zoom of the Google Earth image
is shown in (g), which identifies the responsible emitter, a pump jack. The coloured areas in
the background indicate the extents of the three oil fields (as in Fig. 7.15).
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i.e., in different flight lines, show the high variability in terms of shape and intensity at
least in the close vicinity (around 200m) to a source. Additionally, in case a plume is
identified, it can also be assigned to a specific facility. The plume observed in a and b,
for example, belongs to a pump jack shown in (g).
7.3.5. Comparison and discussion of emissions
Comparison of in-situ and remote sensing based fluxes
Overall, the estimated fluxes across the three oil fields are well captured by both the
in-situ and the 1-D remote sensing techniques. Their estimated fluxes and corresponding
uncertainties are summarised in Tables 7.12 and 7.13, and Fig. 7.24.
For the northern part of the oil field complex, the in-situ based flux is around 5 ktCH4 yr
−1
larger than the remote sensing based flux (IS: ∼ 7 ktCH4 yr−1, RS: ∼ 2 ktCH4 yr−1).
Considering the uncertainties of around 5 and 4 ktCH4 yr
−1 for in-situ and remote sens-
ing, respectively, both estimates are still consistent. Additionally, the highest in-situ
flight leg was acquired at an altitude of around 800ma.s.l., whereby the boundary layer
height has been estimated to be at around 1600ma.s.l. This large gap of around 800m
without any concentration measurements is a large source of uncertainty, which has also
been confirmed by the boundary layer height sensitivity study (see Table 7.12, last two
rows). Calculating the flux only till a height of around 800ma.s.l., which corresponds
to the altitude of the highest flight leg, would reduce the in-situ based flux by around
3 ktCH4 yr
−1 to 4 ktCH4 yr−1. These flux estimates are also in particular sensitive to
the chosen background area with variations of around 3.0 ktCH4 yr
−1 (in-situ, compare
to Table 7.12) and 2.9 ktCH4 yr
−1 (remote sensing, compare to Table 7.14) pointing out
the difficulties in estimating reliable fluxes if no clear CH4 signals and enhancements are
visible.
The second part is a transition zone with increasing fluxes as indicated by the MAMAP
remote sensing observations. This behaviour is consistent with the in-situ based flux
estimates, which increase from around 7 ktCH4 yr
−1 (first in-situ wall, Fig. 7.24, part 1)
to 15 ktCH4 yr
−1 (second in-situ wall, Fig. 7.24, part 2), and eventually to 37 ktCH4 yr−1
(third in-situ wall, Fig. 7.24, part 3).
For the most southern part located at the Kern River oil field the flux seems to stabilise
at around 32 ktCH4 yr
−1 (± 22%) as indicated by the MAMAP remote sensing based
estimates (Fig. 7.24, a, part 3). This is also in good agreement with the in-situ based
estimate of around 37 ktCH4 yr
−1 (± 17%). Figure 7.24 (a, part 3) additionally shows
the fluxes of the two surveys from the interlaced flight pattern and their corresponding
uncertainties, which are however not significantly different.
Comparison of 1D and 2D remote sensing observations
As seen in the previous section, the airborne in-situ and the 1-D remote sensing observa-
tions are able to estimate fluxes across the oil fields but they have difficulties in localising
the exact position(s) of the responsible emitter(s). Therefore, the imaging capabilities
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Figure 7.24.: The upper graph (a) shows the fluxes derived from the MAMAP remote sensing
tracks (black solid line). Additionally, the partitioning into three parts as discussed in the main
text is indicated (blue vertical lines, part 1 to 3). For the 3rd part also the mean fluxes of
the different surveys are shown. The black and red shaded areas represent the uncertainties
of 6.4 and 8.8 ktCH4 yr
−1, respectively (compare to Table 7.14). Additionally, error bars are
shown on the right side. The derived fluxes from the three in-situ walls are represented by the
red-cyan circles including error bars (vertical cyan lines, compare to Table 7.14). The Google
Earth image in (b) shows derived column enhancements from the MAMAP remote sensing
observations, the segmentation (blue solid lines) of the oil field complex on basis of the derived
fluxes as in (a), and the identified emitters (red and cyan arrows, and yellow ellipses; see main
text for details) by the imaging instrument AVIRIS-NG (compare to Fig. 7.23). The coloured
areas in the background indicate the extents of the three oil fields (as in Fig. 7.15).
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of the 2-D passive remote sensing instrument AVIRIS-NG were utilised. As discussed
in Sect. 7.3.4 (Fig. 7.23), several methane sources were identified. Their distribution
over the oil field complex reasonably fits the observed increase in emissions over the oil
fields in downwind direction (compare to Fig. 7.24). It is not expected that the data
sets agree perfectly, because observations were acquired at different times. Emissions
originating from pressure valves as installed, for example, at storage tanks, might not
be released at constant rate because valves react to overpressure inside the tanks and,
thus, the amount of CH4 escaping to the atmosphere might be variable.
According to the AVIRS-NG data, there is one clearly identified source in the northern
part (Poso Creek oil field, Fig. 7.24, b, red arrow). Further downwind are then additional
much smaller potential sources (yellow circle) and also 11 stronger sources (red arrows)
according to the AVIRIS-NG observations. This arrangement of sources would also
indicate an increasing flux over this area, which can actually be observed in the MAMAP
remote sensing measurements. In the southern part, where the MAMAP observations
indicate a stabilisation, also the imaging instrument detected only one new source. The
emissions from this source might be too weak to produce a significant signal in the
MAMAP observations. A similar situation can also be observed in the northern part
of the oil field complex. In the north-eastern and north-western part, there are some
potential sources (yellow ellipse and cyan arrow), which do not show up in the MAMAP
remote sensing observation at all. The additional discovered source in the northern part
(Fig. 7.24, b, part 1, cyan arrow) also appears to not produce a pronounced plume
structure in the remote sensing observation. Its emitted CH4 is only visible in one flight
track, which is most likely a direct overflight of the source.
Overall, the positions of the discovered sources across the oil fields by the imaging
instrument agree reasonably well with the increasing fluxes estimated by the 1-D in-
strument while moving in downwind direction from north-west to south-east. Some
discrepancies arise for example in the north-eastern area of part 2, where the MAMAP
remote sensing instrument does not appear see the smaller sources identified in the
AVIRIS-NG data. This might be related to scatter in the MAMAP observations or to
false-positives in the AVIRIS-NG observations. Furthermore, due to the variability of
emitters across oil fields, the instruments might see different sources and emissions be-
cause of different overflight times. In order to quantitatively compare the 1-D and 2-D
remote sensing data, the AVIRIS-NG observations need to be used in a plume inversion
scheme to estimate emission rates of the identified sources, which is however not readily
available yet.
Comparison of estimated emissions with reported ones and other studies
The combined estimated emission rates of the oil fields Poso Creek, Kern Front, and
Kern River vary between 31 and 47 ktCH4 yr
−1 based on in-situ and remote sensing
observations in June, August, and September 2014 (compare to Fig. 7.25). In contrast
to large facilities such as landfills or power plants, emissions from oil fields are not readily
available. In order to assess and rate the derived emission rates from this study, they
can either be compared to bottom-up estimates or to other top-down studies. In the
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following, both approaches are used for comparison and are shortly summarised in Table
7.15.
Figure 7.25.: CH4 (red solid circles) and CO2 (blue solid circles) fluxes through the most
southern wall for each flight day including their estimated uncertainties (vertical lines) are
shown. From left to right: 03.06.2014, 09.06.2014, 13.06.2019, 28.08.2014, 02.09.2014, and
04.09.2014. These fluxes are assumed to be representative for the total oil fields emissions.
Additionally, the remote sensing based estimate for the southern part of the oil fields on
04.09.2014 is shown (red / black diamond).
For the bottom-up estimates, one can calculate a very rough estimate based on oil and
gas production rates and their emission factors. In the case of California, the production
rates for 2014 are given in the annual Report of California Oil and Gas Production
Statistics issued by the Department of Conservation (DOGGR, 2015a, 2016). The three
oil fields Poso Creek, Kern Front, and Kern River produced around 33.5 millions of
barrels of oil and withdrew around 202,358 Mscf (thousands of standard cubic feet of)
natural gas in 2014 (see also Table 7.10). Corresponding emission factors for fugitive and
vented emissions6, and emissions from combustion were estimated by the California Air
Resource Board (CARB) around 2009, which conducted a survey of California’s fossil
fuel industry, and are found in Lee (2011).
6Fugitive and vented emissions are emissions, which are unintentionally and intentionally, respectively,
released by or during crude oil extraction, natural gas extraction, natural gas storage, crude oil
processing, natural gas processing, crude oil pipelines, crude oil tank farms, and crude oil refineries
from wells, single components (such as oil and gas valves, pressure relief valves, . . . ), natural gas
dehydrators, natural gas sweetening and acid gas removal other natural gas processing, natural gas
compressors pipeline pigging and natural gas gathering pipelines separators, crude oil sumps, and
crude oil storage tanks to the atmosphere (Garner et al., 2012b).
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Combining production rates and emission factors (compare also to Appendix D.9
for a detailed discussion) yield CH4 and CO2 emissions of around 6.1 ktCH4 yr
−1 and
1.3MtCO2 yr
−1, respectively, for the year 2014. For CH4, the largest part of the emis-
sions (around 5.2 ktCH4 yr
−1) originates from vented or fugitive emissions, whereas for
CO2, almost all emissions originate from combustion processes. The CH4 estimate is
significantly lower than the derived CH4 emission from this study. The discrepancy in
CO2 might be related to ignoring emissions from power plants (discussed later in this
section) across the oil fields. Furthermore, the used emission factors are California wide
weighted averages over various facilities having various production rates neglecting any
local variations. Additionally, the CO2 to CH4 ratio of the composition of the gas is also
a California wide average and can vary significantly from field to field (Lillis et al., 2007).
It is also important to note that Lee (2011) reports two different types of emission fac-
tors: facility-weighted averaged and production-weighted averaged factors. In the above
calculation, the production-weighted averaged emission factors were applied as done in
the official Kern County Community wide Greenhouse Gas Emission Inventory Report
(Garner et al., 2012a,b). If the facility-weighted averaged emission factors were applied,
the emissions would increase to 48.2 ktCH4 yr
−1 and 2.1MtCO2 yr−1.
Recently, Maasakkers et al. (2016) released a highly resolved CH4 emission inventory
for California for the year 2012 allowing for a more comprehensive bottom-up estimate
than the previous assessment. The data set differentiates between various source types
and it is gridded to 0.1◦× 0.1◦ (corresponding to around 100 km2 at the location of the
oil fields, 35.5◦N). Selecting the three pixels (centre coordinates: 119.050◦W, 35.550◦N;
119.050◦W, 35.450◦N; 118.950◦W, 35.450◦N), which are at least partly occupied by the
three oil fields, and considering all source types listed in the inventory, results in around
43.8 ktCH4yr
−1. By far the largest portion of around 40.3 ktCH4yr−1 of these emis-
sions are attributed to fossil fuel exploitation and extraction activities. The remaining
emissions (around 3.5 ktCH4yr
−1) are almost equally distributed between waste, ma-
nure management and enteric fermentation. Although, this describes CH4 emissions for
2012, the derived emission rate is consistent with those derived from the remote sensing
and in-situ observations in this work (compare to Table 7.25). This gridded inventory
is also available on a monthly basis and has been used to investigate the variability of
emissions within one year. The monthly minimum and maximum emission rates only
differ by around 1 ktCH4yr
−1 and thus, indicating relatively stable emissions in 2012.
Top-down emission estimates for that oil field area have also recently been performed.
In-situ concentrations of CH4 and CO2 (and wind fields) were acquired by on ground
car and aircraft measurements in August 2015 (Leifer et al., 2017a). The derived CH4
and CO2 fluxes are 32 ktCH4 yr
−1 (± 50%) and 2.4MtCO2 yr−1 (± 50%), respectively.
Despite the time difference of one year, these estimates agree well with those from the
current study indicating relatively stable oil field emissions at least during the summer
months in 2014 and 2015.
In the past, also the composition of the gas reservoir of the Kern oil fields was
investigated (Lillis et al., 2007) in more detail. Based on their measurements, it is
composed of 92.2% CO2, 1.7% CH4, and 6.1% N2, O2, Ar, and other long chain hy-
drocarbons. Applying this CH4 to CO2 ratio to the estimated CH4 emissions of 31 to
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47 ktCH4 yr
−1, results in accompanying CO2 emissions of around 1.7 to 2.5MtCO2 yr−1.
This rough estimate of the CO2 emissions is based on the assumption that the CO2 to
CH4 ratio does not change during varies activities at the oil field(s). Nevertheless, the
predicted CO2 emissions are close to those estimated from averaged emissions factors
(1.3 to 2.1MtCO2 yr
−1), but still on the lower end than those in this work (2.7 to
4.0MtCO2 yr
−1). The remaining discrepancy might be an indicator for additional CO2
sources such as CO2-emitting power plants located in that area.
Table 7.15.: Comparison of the derived emission rates at the oil field complex Kern
River, Kern Front, and Poso Creek with reported ones and other studies. Further
details on the individual emission rates are given in the main text.
CH4 [ktCH4 yr
−1] CO2 [MtCO2 yr−1]
This study 31 to 47 2.7 to 4.0 a)
Production rates & emission factors 6 to 48 1.3 to 2.1 b)
Maasakkers et al. (2016) 40.3 -
Leifer et al. (2017a) 32 2.4 a)
CH4 to CO2 ratio of gas reservoir - 1.7 to 2.5
b)
FLIGHT tool from EPA - 1.9b) and 1.6 c)
a) total fields emissions
b) excluding emissons of power plants
c) emissions of power plants only
The CO2 emissions of the oil field complex can also be investigated by means of the Fa-
cility Level Information on GreenHouse Gases Tool (FLIGHT) provided by EPA (2017a).
It provides a separation of CO2 emissions originating from ’petroleum and natural gas
systems’ for each field and from other facilities such as ’power plants’. The combined
emissions of the Poso Creek, Kern Front, and Kern River oil fields entitled as ’emissions
from petroleum and natural gas systems’ were 1.9MtCO2 yr
−1 in 2014, and thus agree
well with the estimate from the CO2 to CH4 ratio of 1.7 to 2.5MtCO2 yr
−1 and the
rough estimate based on emission factors and production rates (1.3 to 2.1MtCO2 yr
−1).
FLIGHT also provides the approximate positions of power plants and their emissions.
In total, 7 power plants were identified with CO2 emission rates ranging from 130 to
870 ktCO2 yr
−1 for 2014. They sum up to a total of around 1.6MtCO2 yr−1. These
emissions need to be added to the previously stated bottom-up estimates, which ex-
clude power plant emissions, and eventually can be compared to the estimates from this
study. In total, this results in CO2 emissions based on emission factors, CO2 to CH4 ra-
tio, and FLIGHT of 2.9 to 3.7MtCO2 yr
−1, 3.3 to 4.1MtCO2 yr−1, and 3.5MtCO2 yr−1,
respectively. They actually agree well with the derived total CO2 emissions of 2.7 to
4.0MtCO2 yr
−1 from this work.
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The atmospheric CH4 concentration has been greatly altered by human activities and
has been increasing since the 18th century with a stagnation in the early 2000s. In
2007, a renewed increase was observed, which is still continuing. The reason for this
growth is still heavily debated in the scientific community. Explanations range from
increased anthropogenic emissions from fossil fuel extraction sites or from agriculture,
rice paddies, and waste disposal to natural emissions from wetlands, but also a change
in the concentration of the main sink of atmospheric CH4, has been proposed. Our
limited knowledge of CH4 sources is also reflected in the current global CH4 budget,
where the uncertainties of single anthropogenic emission sectors can be as large as 56%.
The accurate assessment of CH4 sources is still challenging.
This thesis aims to exploit aircraft remote sensing, but also in-situ observations, to
primarily investigate CH4 emissions from landfills and oil fields, which account for almost
half of the anthropogenic CH4 emissions worldwide. These sources are often difficult to
assess from the ground due to difficult terrain and / or access restrictions. Airborne
remote sensing observations are also especially valuable for surveying large areas such
as fossil fuel extraction sites in a short amount of time. While there are many airborne
in-situ studies on oil fields and landfills, only two studies are available that used pas-
sive remote sensing observations to quantitatively derive their emissions. Therefore, the
present successful estimate of emission rates of an entire landfill and an oil field com-
plex, from passive remote sensing observations in the SWIR spectral region at about
1.63µm obtained by the MAMAP instrument, is a huge step towards better source
characterisation and validation of bottom-up inventories on local scales.
Picarro in-situ data
Within the framework of this thesis, a retrieval algorithm to derive emission rates from
airborne in-situ measurements has been developed. These estimates have eventually
been used for comparison with the remote sensing data. The implemented algorithm
is based on a Kriging interpolation scheme, which has recently also been used in other
studies, and a mass balance approach to determine the flux through a flown in-situ wall.
One main difficulty and also a source of uncertainty was the extrapolation towards
the surface due to unavailable in-situ measurements. Additionally, if there was not
enough time to cover the entire boundary layer, it also needed to be extrapolated to-
wards the top of the boundary layer. In contrast, column observations from passive
remote sensing instruments such as MAMAP do not face vertical interpolation or sam-
pling issues. However, they are usually unable to resolve the measured concentrations
vertically. Therefore, to minimise uncertainties in the in-situ based emission rates, one
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main objective of in-situ data acquisition should always be complete coverage of the
emission plume. Additionally, the simultaneous collection of in-situ ground data would
also lower uncertainties significantly, which is, however, particularly difficult in specific
areas or for specific targets as those investigated in this study. Furthermore, the in-situ
CH4 and CO2 measurements proved to be a valuable tool to assess a violation of the
proxy assumption of a constant CO2 background as used in the MAMAP remote sensing
retrieval.
MAMAP remote sensing data
For the MAMAP remote sensing data, the already available WFM-DOAS retrieval al-
gorithm was applied to the new data set to infer CH4 column variations relative to the
background. The retrieval modifications comprised optimisations of the two parameters
’background concentration profiles of CO2 and CH4’ and the ’surface albedo’ needed for
the radiative transfer model (RTM) simulations. For the background profiles, measure-
ments from the Picarro GHG in-situ analyser installed aboard the aircraft were used to
compute more realistic profiles. The surface albedo was derived from satellite measure-
ments but has been found to have, for example in the case of the Olinda Alpha Landfill,
a negligible influence on the final flux estimates if varied within reasonable limits.
For the flux estimates, the original mass balance approach developed by Krings et al.
(2011) has been adapted to the COMEX flight conditions. The largest difference is re-
lated to the extent of the surveyed targets in this study, which was significantly larger
than in previous ones. Thus, the standard background normalisation approach, calcu-
lating one background normalisation value for an entire measurement flight, was not
possible. Therefore, each flight track that crossed the emission plume was normalised
by its edges outside the plume. This approach also covers possible CH4 and / or CO2
concentration gradients in the respective area. However, it can be rather sensitive to the
chosen background normalisation area, and enough measurement points need to be avail-
able outside of the plume. Thus, it was even more important to locate and sufficiently
sample an emission plume despite, for example, changing wind conditions or unknown
source locations. The newly implemented MAMAP real-time retrieval was, therefore,
an important tool that enabled an adequate data acquisition and also provided flight
guidance for the subsequent in-situ measurements in the boundary layer. Nevertheless,
the uncertainties in remote sensing based emission rates can be even further reduced by
using better-adapted flight patterns for future activities.
A further complication to the retrieval approach and emission rate estimate was added
by the characteristics of the sources under investigation. To retrieve CH4 column vari-
ations, the proxy approach CH4/CO2 was used. This technique assumes a constant
CO2 background concentration in the measurement area. However, this assumption was
partly violated, for example, by co-emitted CO2 from landfills or transport of polluted
air masses as could be the case in a city such as Los Angeles. The uncertainty caused
by non-constant CO2 background concentrations or by co-emitted CO2 has also been
estimated and is in the order of 10% of the derived fluxes based on the CH4 and CO2
in-situ measurements collected in the boundary layer.
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8.1. Waste disposal sites
Waste disposal-related emissions are responsible for around one-fifths of the anthro-
pogenic CH4 emitted worldwide but current measurement systems still have difficulty
measuring total landfill emissions. Therefore, for the first time, aircraft passive remote
sensing observations of the MAMAP instrument have been quantitatively assessed to
estimate emissions from such areal sources. In a first step, an extensive set of obser-
vation system simulation experiments (OSSEs) has been performed to investigate the
detectability of emissions from areal sources by a MAMAP-like remote sensing instru-
ment. The OSSE results have shown that successful detection depends not only on
emission rate and wind speed as expected but also strongly on surface area and shape
in combination with wind direction1.
In total, MAMAP remote sensing surveys at four different landfills located within the
Los Angeles Basin in late summer 2014 have been analysed. One landfill, the Olinda
Alpha Landfill, continuously showed well-developed atmospheric CH4 plume structures,
while the other three landfills showed no detectable plume structures during the time of
the remote sensing measurements. The Olinda Alpha Landfill (around 1.7 km2 in area)
was measured on four days conducted within one week. During this period, measure-
ments of CH4 column variations were obtained and retrieved from the MAMAP remote
sensing instrument / observations while flying above the boundary layer. In addition,
after each remote sensing survey, consecutive in-situ measurements of CH4 and CO2 and
other atmospheric parameters such as wind speed and direction were gathered while
probing the atmospheric boundary layer and crossing the plume emitted by the landfill.
Using the collected data set, the CH4 emission rates from the remote sensing data
have been estimated and compared with the emission rates derived from the in-situ
measurements for the four flight days. The average of the absolute differences between
the estimates from both data sets is 2.4 ktCH4yr
−1 (± 2.8 ktCH4yr−1), showing that
the estimated emissions agree well within the error bars. Furthermore, the visually
observed plume locations in the remote sensing and in-situ data are at similar positions.
The resulting emissions range from 11.6 to 17.8 ktCH4yr
−1 with case-dependent relative
uncertainties of around 14% to 45%.
The comparison of the plume position of the CH4 column enhancements observed
by the non-imaging MAMAP instrument and that of the imaging AVIRIS-NG instru-
ment flown contemporaneously on one day also reveals good agreement. Furthermore,
AVIRIS-NG observations have made it possible to identify a CH4 emission hot spot at
the slope of the landfill, which could potentially be a leakage (e.g., a leak in the cover
layer).
Compared to the inventory value from the Environmental Protection Agency (EPA),
1Example: An elliptical (ratio of the semi-major to the semi-minor axis is 2:1) areal source of 1.5 km2,
emitting 10 ktCH4yr
−1 homogeneously across its surface, can only be detected by a MAMAP-like
remote sensing instrument if the wind blows along the semi-major axis at around 5m s−1 or smaller.
Turning the wind direction by 90◦, so that it blows parallel to the semi-minor axis, would already
decrease the column enhancements, caused by the emissions, to levels below the MAMAP detection
limit.
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the top-down estimates are slightly higher, on average 2.8 ktCH4yr
−1 (± 1.6 ktCH4yr−1).
This difference might be related to an identified potential leakage that was not consid-
ered by EPA or to other reasons such as atmospheric pressure variation but difficult to
quantify.
The other three landfills, whose emissions were not observable in the MAMAP remote
sensing data, have been investigated by means of OSSEs. The simulations considered
prevailing wind conditions as well as specific characteristics of the sources. The out-
comes of these experiments have revealed that for one landfill, the Puente Hills Landfill,
the emissions of 5.0 ktCH4yr
−1, as reported by EPA, were likely below the MAMAP
detection limit at the time of the overflight. For the two other landfills, Scholl Canyon
(5.9 ktCH4yr
−1) and BKK (15.1 ktCH4yr−1), the reported emission rates should likely
have been visible in the MAMAP remote sensing observations and, thus, the emission
rates might have been lower than reported during the time of the overflight.
8.2. Oil field complex
Emissions from fossil fuel exploitation and extractions sites have been identified as one
possible reason for the latest observed increase in atmospheric CH4 concentrations. Ad-
ditionally, a recent study has shown that CH4 emissions from these types of sources are
underestimated by inventories and, thus, the necessity of further research. Therefore,
passive remote sensing observations have been assessed in terms of estimating emissions
across an oil field complex. The investigated oil fields Poso Creek, Kern Front, and
Kern River (around 90 km2 in area) are located in the San Joaquin Valley in California.
Measurements were collected on seven days from June to September 2014 using similar
flight patterns as at the landfill sites. The focus in this study was set to the observations
on the 04.09.2014 because on that day observations from the MAMAP instrument, the
Picarro in-situ GHG analyser as well as the AVIRIS-NG instrument were available. Ad-
ditionally, due to the positions of the in-situ walls, emission changes across the oil fields
could also be identified and compared to remote sensing based fluxes.
The fluxes derived from both the remote sensing and the in-situ data sets show an
increase in emission across the oil field complex in downwind direction, already indicating
that more than one emitter was present. The total emission rate representative of an
area over which the flux has stabilised is 32 ktCH4yr
−1 (± 22%) based on the MAMAP
remote sensing observation and 37 ktCH4yr
−1 (± 17%) based on the Picarro GHG in-
situ measurements, indicating a good agreement between both methods. This increase
in emissions over the oil field has also been confirmed by observations of the imaging
instrument AVIRIS-NG. Based on the CH4 anomaly maps, several emitters such as
pump jacks have been identified in some parts of the oil fields. However, across the area
where the MAMAP remote sensing observations indicate a stabilisation of the flux, also
the AVIRIS-NG instrument has not identified additional sources. In-situ based emission
rates have also been estimated for other flight days, resulting in 30.6 to 47.2 ktCH4yr
−1
and 2.7 to 4.0MtCO2 yr
−1 with errors between 15% to 28%, and are assumed to be
approximately representative of the entire oil field complex.
140
8.2. Oil field complex
Comparisons with inventories and bottom-up estimates are two-folded. Applying aver-
aged and weighted emission factors for Californian fossil fuel exploration and exploitation
sites from 2009 and production rates of the investigated oil fields from 2014 yielded emis-
sions of around 6 to 48 ktCH4yr
−1 (and 1.3 to 2.1MtCO2 yr−1; or 2.9 to 3.7MtCO2 yr−1
if power plant emissions are added). However, the use of emission factors as in, for ex-
ample, the official Kern County Community wide Greenhouse Gas Emission Inventory
Report, results in emissions on the lower end, indicating a significant underestimation of
the CH4 emissions. This example shows the difficulty in choosing appropriate emission
factors for specific source regions, leading to a wide range of possible emissions. On
the other hand, using the latest gridded inventory estimates for California, which were
only published at the end of 2016, emission rates were around 40 ktCH4yr
−1 for the
three investigated oil fields. This bottom-up estimate is actually well within the range
of estimated top-down CH4 emissions derived from the data sets investigated in this
study.
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9. Outlook
This study has illustrated the successful application of airborne spectroscopic observa-
tions in the SWIR spectral region to estimate and constrain CH4 emissions. However, it
also showed the limitations of the investigated 1-D MAMAP instrument. One limitation
arose from the applied proxy method using the simultaneously measured CO2 column for
normalisation. Here, the limitation could be investigated and quantified with the aid of
the collected in-situ measurements. However, for future work, it would be preferable to
implement a normalisation via the O2 column, which has already been used in satellite
retrievals (e.g., Schneising et al., 2008) and would allow for a simultaneous retrieval of
CH4 and CO2 columns and, thus, characterisation of CO2 and CH4 sources in the same
area from the same observations. The O2 column can be retrieved from the O2A-band
at around 0.76µm, which is also sampled by the MAMAP instrument. This step might
also become necessary if larger areas such as the Upper Silesian Coal Basin are observed.
This basin is one of the largest CH4 hotspots in Europe with emission estimates in the
order of around 0.5MtCH4yr
−1 (EU, 2014). The emissions mainly originate from coal
mining activity and are distributed over an area of about 50× 50 km2. However, within
that area, CO2 emissions can originate from villages, cities, and power plants, which
complicate the application of the CO2 proxy method and might require the measured
O2 column for normalisation.
Another limitation has been investigated in model simulations of areal sources. Using
2-D instruments would significantly enhance the detection capabilities for CH4 sources
even at a lower measurement precision. While the identification of an areal source
of 1.5 km2 and 10 ktCH4yr
−1 at 5m s−1 is already a challenge for the MAMAP 1-D
instrument, a similar imaging-like instrument would clearly observe these types of sources
under similar atmospheric conditions even at a single measurement precision, which is
approximately twice as bad as that of the current MAMAP system. On the other
hand, keeping the high single measurement precision of the 1-D system would result in
successful detections at higher wind speeds or of sources emitting less CH4 and, thus,
further extending the field of application for passive remote sensing instruments.
The advantages of an imaging instrument have also clearly been shown at the oil field
complex, which consists of many sources but with unknown locations. Due to the high
spatial resolution of the imaging AVIRIS-NG instrument, it was possible to identify the
exact source positions of emitters. However, flux estimates from these types of observa-
tions, only identifying plumes in the close vicinity to the source, remain challenging. An
instrument that has a fine spatial resolution as the AVIRIS-NG imager along with a high
spectral resolution as the MAMAP non-imager would allow for source identification and
simultaneous estimates of emission rates. The higher spectral resolution would increase
the sensitivity for CH4 detection and, thus, an emission plume would not only be visible
9. Outlook
in the first hundreds of metres around the source but also further away, where it follows
the mean flow in the atmosphere, and mass balance approaches or inverse Gaussian
plume simulations are more appropriate to apply.
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A. Comex campaign: target overview
Table A.1.: Overview of the investigated targets during the research campaign COMEX. The
corresponding map showing the location of the targets is found in Fig. 5.1 in Sect. 5 on p. 40.
Targets in bold letters are investigated in this study.
Target Name Type Approximate
latitude longitude
T1 Kern Front/River Petroleum / Gas Production 35.45◦ -118.98◦
Poso Creek Petroleum / Gas Production
T2 Elk Hills Petroleum / Gas Production 35.28◦ -119.44◦
T3 North/South Belridge Petroleum / Gas Production 35.45◦ -119.70◦
T4 Midway Sunset Petroleum / Gas Production 35.15◦ -119.51◦
T5 Buena Vista Petroleum / Gas Production 35.19◦ -119.45◦
T6 Olinda Alpha Landfill 33.94◦ -117.84◦
T7 Puente Hills Landfill 34.02◦ -118.02◦
T8 Scholl Canyon Landfill 34.16◦ -118.19◦
T9 BKK Landfill 34.04◦ -117.90◦
T10 Harris Ranch Cattle Ranch / Feedlot 36.31◦ -120.27◦
T11 Chino Cattle Ranch / Feedlot 34.01◦ -117.63◦
T12 Los Angeles Basin Survey Mega City 33.92◦ -118.14◦
T13 Coal Oil Point Natural oil and gas 34.39◦ -119.87◦
T14 La Brea Tar Pits Natural oil and gas 34.07◦ -118.36◦
T15 Baldwin Hills Petroleum / Gas Production 34.00◦ -118.37◦
T16 Carson Refinery 33.81◦ -118.24◦
T17 Tesoro Refinery 33.79◦ -118.23◦
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B.1. The MAMAP instrument function
The spectral resolution in the SWIR region of the MAMAP instrument is described
by a slit function composed of two superimposed Gaussian functions having a FWHM
of approximately 0.9 nm. The slit function is needed for convolution of the simulated
radiances and weighting functions at the linearisation point, which are then used in the
fit procedure of the MAMAP retrieval to infer column information on CH4 and CO2
from the measured spectra.
A single Gaussian slit function is given by
f(λ) = a · exp
[
−(λ− λ0)
2
2b2
]
, (B.1)
where λ is the actual wavelength, λ0 the center wavelength, and the constants a and b
are a normalisation factor and a factor describing the width of the function, respectively.
The parameter b can then be related to the FWHM by
FWHM = 2b ·
√
2 · ln(2). (B.2)
For the MAMAP instrument the final slit function is a combination of two Gaussian
functions, whereby the second function contributes only about 10% to the overall shape
and is shifted and scaled (also compare to Fig. B.1):
f(λ) = a ·
{
0.9 · exp
[
−4 · ln(2) ·
(
λ− λ0
FWHM
)2]
+ 0.1 · exp
[
−4 · ln(2) ·
(
λ− λ0 + 0.6 · FWHM
2.5 · FWHM
)2]}
.
(B.3)
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Figure B.1.: The MAMAP instrumental slit function of the SWIR channel, which is composed
of two superimposed Gaussian functions (dashed black line and dotted black line corresponding
to first part and second part of Eq. B.3, respectively), is shown (solid red line).
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B.2. The MAMAP retrieval algorithm
The MAMAP retrieval algorithm is described in Sect. 6.2.1. The used SWIR spectrom-
eter of the MAMAP instrument records spectra between about 1590 and 1675 nm with
a spectral resolution of about 0.9 nm. As already discussed in Sect. 6.1.2, in this region
there are absorption bands of CO2 and CH4, which are used to derive column infor-
mation of CO2 and CH4. The CO2 column is derived from a fitting window between
about 1590 and 1620 nm, and the CH4 column is derived from a fitting window between
about 1630 and 1675 nm. Figure B.2 gives a short overview of the expected absorption
features (first, highly resolved and, second, convolved with the MAMAP instrumental
slit function) in this spectral region originating from CO2, CH4, and H2O. Figure B.3
then shows an example fit.
Figure B.2.: Similar to Fig. 6.5 (on p. 58 in Sect. 6.1.2) however limited to the spectral
region (1590 to 1675 nm) covered by the MAMAP SWIR spectrometer and used in the two
fitting windows of the MAMAP retrieval (also compare to Sect. 6.2.1 and Fig. B.3). The CO2
fitting window is located between about 1590 and 1620 nm, and the CH4 fitting window is
located between about 1630 and 1675 nm. (a) Shows the main CO2 absorption band, which is
discussed in Sect. 6.1.2 and used in the CO2 fitting window to derive the CO2 column, and a
weaker CO2 absorption band interfering with CH4 in the CH4 fitting window. (b) Shows the
main CH4 absorption band, which is also discussed in Sect. 6.1.2 and used in the CH4 fitting
window to derive the CH4 column. (c) Shows water vapour absorptions, which interfere with
CO2 and CH4 in the respective fitting windows. Shown are the highly-resolved spectra and
the convolved spectra with the MAMAP instrumental slit function having a FWHM of about
0.9 nm (compare to Fig. B.1).
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Figure B.3.: Shown are the results of a MAMAP WFM-DOAS retrieval of one measured
spectrum, which was recorded at the Olinda Alpha Landfill site on the 28.08.2014. (a) Shows
the fit results in the CO2 fitting window ranging from about 1590 and 1620 nm. The first
panel shows the recorded spectrum (grey squares) and the fitted linearised radiative transfer
model (black solid line). The relative difference between the two and thus, a measure of the
fit quality, is depicted in the last panel. Shown is the fit residuum, which can be summarised
by its root-mean-square (RMS) value. The second panel shows the scaled derivative of the
radiance with respect to a change of the CO2 vertical column (black solid line). The scaling
factor, which is the desired result of the algorithm, is in this case 0.997, meaning, the measured
and retrieved CO2 column is 0.3% lower than the assumed one at the linearisation point and
used for the radiative transfer simulations. The grey squares show the CO2 fit residuum, which
is a combination of the black solid line and the spectral fit residuum. The third and forth panel
show then the fit results for water vapour and the temperature shift, respectively. (b) Shows
the same as (a) but for the CH4 fitting window, which also needs to consider, in addition to
H2O, a weak absorption of CO2. The result of the retrieved temperature shift is not shown.
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B.3. The MAMAP conversion factor
As discussed in Sect. 6.2.1, the altitude sensitivity of the MAMAP retrieval needs to be
considered to achieve correct column enhancements. Therefore, a conversion factor k is
defined (Eq. 6.27 on p. 64 in Sect. 6.2.1). This conversion factor can also be derived
from geometrical considerations and the computed averaging kernels (also see Fig. B.4).
Figure B.4.: A schematic of the MAMAP averaging kernels (compare also to Fig. 6.7 on p. 63
in Sect. 6.2.1) is shown for an atmosphere only consisting of two layers - one layer below the
aircraft and one layer above the aircraft. AKzbelow and AKzabove , and ∆vzbelow and ∆vzabove are
the averaging kernels and subcolumn variations below and above the aircraft, respectively.
The retrieved total column variation ∆V, or the difference of the retrieved column
Vret and the assumed background column Vback, is composed of subcolumn variations for
each atmospheric layer:
∆V = Vret − Vback =
zup∑
zj=zlow
∆vzj , (B.4)
where ∆vzj is the subcolumn variation of atmospheric layer zj, and zlow and zup denote
the lowest and highest atmospheric layer. However, the total retrieved column variation
needs to be corrected for the altitude sensitivity of the retrieval expressed by the aver-
aging kernels (AK). As seen from Eq. 6.26 (on p. 63 in Sect. 6.2.1), an averaging kernel
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can be computed for each atmospheric layer, whereby a AK smaller than 1 corresponds
to an underestimation of the subcolumn ∆vzj and a AK larger than 1 corresponds to
an overestimation. To account for this effect, each subcolumn variation ∆vzj needs to
be divided by the according averaging kernel AKzj of atmospheric layer zj:
∆V corrected = (Vret − Vback)corrected =
zup∑
zj=zlow
∆vzj
AKzj
, (B.5)
where ∆V corrected is the corrected total column variation. This model can further be
simplified by assuming a two layered atmosphere (as shown in Fig. B.4) composed of
one layer below and one layer above the aircraft:
∆V corrected = (Vret − Vback)corrected = ∆vzbelow
AKzbelow
+
∆vzabove
AKzabove
, (B.6)
where AKbelow and ∆vbelow, and AKabove and ∆vabove are the averaging kernels and
subcolumn variations below and above the aircraft, respectively.
Furthermore, it is assumed that all variations in the column occur below the aircraft
because of emissions near the surface. Thus, the second term in Eq. B.6 on the right
hand side vanishes:
∆V corrected = (Vret − Vback)corrected = ∆vzbelow
AKzbelow
= k ·∆vzbelow , (B.7)
where k is the conversion factor. In case the model consists of more than two layers and
multiple layers are located below the aircraft, the conversion factor is approximated by
the mean of the averaging kernels below the aircraft:
k =
1
AKzbelow
. (B.8)
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B.4. The MAMAP real-time retrieval
In order to use the normal MAMAP off-line retrieval as described in Sect. 6.2.1 as an
on-line or real-time retrieval, some modifications had to be applied. They were mostly
of a technical nature. Most importantly, the storage process of the spectra measured by
MAMAP during a flight must not be influenced. Thus, the real-time data processing
is completely decoupled from the controlling system responsible for recording of the
spectra. As soon as a new MAMAP spectrum is recorded during a measurement flight,
it is transferred to another PC operated by the scientific operator. On this system, a
modified version of the retrieval algorithm (as described in Sect. 6.2.1) runs.
The off-line retrieval loads all available measurements of one flight at ones. Subse-
quently, the CO2 window is analysed for all spectra and afterwards the CH4 window.
For each window, the adapted RTM simulations need to be convolved with the corre-
sponding slit function due to slightly different FWHMs in the different fitting windows.
For the real-time retrieval, this process chain is not possible anymore. Using the off-line
retrieval as real-time retrieval would mean that for each newly recorded spectrum, the
RTM simulations have also to be convolved. As this is a time consuming process, which
would not allow for real-time retrieval results, the process chain needed to be rework.
The current version of the real-time retrieval performs the time intensive convolu-
tion for both windows at the start of the flight. During the flight, the convolved RTM
simulations are kept in the RAM. If a new spectrum is available, this is immediately
processed in terms of the CO2 and CH4 window. The profile scaling factors are then
used to derive the normalised column-averaged dry air mole fraction or column variations
based on the corresponding spectrum. For the normalisation, previous (already avail-
able) measurements are used. For better orientation, the final results are then overlayed
in Google Earth, where the scientific operator can adjust the flight pattern depending
on the results of the real-time retrieval.
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C. Landfills in the Los Angeles Basin
C.1. Overview
Table C.1.: Reported emission rates for 2010 to 2015 of the four investigated landfills: Olinda
Alpha Landfill (EPA, 2017c), BKK Landfill (EPA, 2017d), Scholl Canyon Landfill (EPA,
2017e), and Puente Hills Landfill (EPA, 2017f). The emission rates for the year 2014 are
written in bold letters. For each year and for each landfill three emission rates are given:
’Official’ (officially reported value by the U.S. Environmental Protection Agency, EPA), ’A1’
(forward calculation approach), and ’A2’ (back calculation approach). The two calculation
approaches are described in more detail in Sect. 7.2.1 or in GPO (2013).
2010 2011 2012 2013 2014 2015
Olinda Alpha Landfill (OAL)
Emissions Official 13.1 15.4 14.7 14.4 11.5 12.3
in A1 11.2 5.9 9.3 10.4 10.0 12.3
[ktCH4 yr
−1] A2 13.1 15.4 14.7 14.4 11.5 9.2
BKK Landfill (BKK)
Emissions Official 14.1 13.6 14.6 15.0 15.1 15.1
in A1 14.1 13.6 14.6 15.0 15.1 15.1
[ktCH4 yr
−1] A2 1.3 1.3 1.2 1.0 0.9 0.9
Scholl Canyon Landfill (SCL)
Emissions Official 5.6 6.9 6.5 6.3 5.9 5.3
in A1 0.0 0.0 0.0 1.0 2.1 3.2
[ktCH4 yr
−1] A2 5.6 6.9 6.5 6.3 5.9 5.3
Puente Hills Landfill (PHL)
Emissions Official 17.8 17.2 17.2 10.9 5.0 13.3
in A1 8.3 4.1 4.2 7.7 2.4 13.3
[ktCH4 yr
−1] A2 17.8 17.2 17.2 10.9 5.0 4.4
C. Landfills in the Los Angeles Basin
Figure C.1.: Photographs of the investigated landfills taken from the aircraft are shown: (a)
Scholl Canyon Landfill, and (b) BKK Landfill.
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C.1. Overview
Figure C.2.: Same as Fig. C.1 but for (a) Olinda Alpha Landfill, and (b) Puente Hills
Landfill.
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C. Landfills in the Los Angeles Basin
C.2. Picarro in-situ dry gas mole fractions of CH4
Figure C.3.: Dry gas mole fractions of CH4 for the upwind (a,b) and downwind (c,d) in-situ
wall at the Olinda Alpha Landfill site on the 27.08.2014. (a,c)Measured dry gas mole fractions
of CH4 along the flight track. Each circle represents one measurement. (b,d) Kriged dry gas
mole fractions of CH4 based on the measurements shown in (a) and (c) and an additionally
added pseudo-track at the surface (not shown). The area used in the mass balance approach
is bordered by a dashed black line. Dotted black lines show limits, which were used to define
the CH4 background area. Details are found in the main text (Sect. 6.3.2 on p. 68ff).
Figure C.4.: As Fig. C.3 but for the measurement flight on the 28.08.2014
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C.2. Picarro in-situ dry gas mole fractions of CH4
Figure C.5.: As Fig. C.3 but for the measurement flight on the 01.09.2014.
Figure C.6.: As Fig. C.3 but for the measurement flight on the 03.09.2014.
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C. Landfills in the Los Angeles Basin
C.3. Picarro in-situ dry gas mole fractions of CO2
Figure C.7.: Dry gas mole fractions of CO2 for the upwind (a,b) and downwind (c,d) in-situ
wall at the Olinda Alpha Landfill on the 27.08.2014. (a,c) Measured dry gas mole fractions
of CO2 along the flight track. Each circle represents one measurement. (b,d) Kriged dry gas
mole fractions of CO2 based on the measurements shown in (a) and (c) and an additionally
added pseudo-track at the surface (not shown). Details are found in the main text (Sect. 6.3.2
on p. 68ff).
Figure C.8.: As Fig. C.7 but for the measurement flight on the 28.08.2014
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C.3. Picarro in-situ dry gas mole fractions of CO2
Figure C.9.: As Fig. C.7 but for the measurement flight on the 01.09.2014.
Figure C.10.: As Fig. C.7 but for the measurement flight on the 03.09.2014.
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C. Landfills in the Los Angeles Basin
C.4. Wind fields ueff used in the mass balance approach
Figure C.11.: Wind fields ueff for the five downwind walls used in the mass balance ap-
proach acquired on the four flight days at the Olinda Alpha Landfill site on the 27.08.2014
(a,b), 28.08.2014 (c,d), 01.09.2014 (e,f first downwind wall; g,h, second downwind wall), and
03.09.2014 (i,j). (a,c,e,g,i) Measured winds along the flight track filtered by inclination of 5 ◦.
(b,d,f,h,j) Kriged winds based on the measurements shown in (a,c,e,g,i) and an additionally
added pseudo-track at the surface (not shown). The area used in the mass balance approach
is bordered by a dashed black line. Dotted black lines show limits, which were used to define
the CH4 background area.
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C.5. Integrated in-situ columns
C.5. Integrated in-situ columns
Figure C.12.: The non-normalised ratios of the integrated in-situ columns of CH4 and CO2
for the upwind walls at the Olinda Alpha Landfill site on the 27.08.2014 (a), 28.08.2014 (b),
and 01.09.2014 (c) are shown.
Figure C.13.: As Fig. 7.8 (on p. 100) but also including the other downwind walls acquired
on the 27.08.2014 (a), 28.08.2014 (b), 01.09.2014 (c,d, as in Fig. 7.8) and 03.09.2014 (e).
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C. Landfills in the Los Angeles Basin
C.6. MAMAP remote sensing observations at the
Olinda Alpha Landfill
Figure C.14.: Shown are CH4 column variations along the flight track as seen by the MAMAP
remote sensing instrument for the measurement flights at the Olinda Alpha Landfill on the
27.08.2014 (a) and 28.08.2014 (b). The data is filtered by inclination to remove turns and has
been normalised by the measurements located at the flanks of the plume as indicated by the
solid yellow lines and arrows as described in the main text (compare to Sects. 6.2.1 and 7.2.3).
For visualisation purpose only, they are also smoothed by a 3-point moving average. The
unsmoothed cross sections are shown in Fig. C.16 (a,b). For reference, the position of Olinda
Alpha Landfill (cyan solid line), the center line (white solid line), the approximate position
of the in-situ walls (up: upwind wall, dw: downwind wall), and labels for the flown remote
sensing downwind tracks (dt) are also depicted. The white stars emphasize the approximate
location of the observed in-situ plumes, which corresponds to the origin used in Figs. 7.5 (a,b),
C.3 (c,d) and C.4 (c,d). The map underneath is provided by Google Earth.
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C.6. MAMAP remote sensing observations at the Olinda Alpha Landfill
Figure C.15.: As Fig. C.14 but for the measurement flights on the 01.09.2014 (a) and
03.09.2014 (b). Corresponding cross sections are found in Fig. 7.7 (a, on p. 96) and C.16
(c).
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C. Landfills in the Los Angeles Basin
Figure C.16.: As Fig. 7.7 (left column, on p. 96) but for the three other days: (a) 27.08.2014,
(b) 28.08.2014, and (c) 03.09.2014.
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C.7. AVIRIS-NG CH4 anomaly maps
C.7. AVIRIS-NG CH4 anomaly maps
Figure C.17.: Overview of the methane retrieval results from the AVIRIS-NG observations
from different overflight times [local time] at the Olinda Alpha Landfill on the 03.09.2014: (a)
underlying Google Earth Map of the Olinda Alpha Landfill which is encircled by the cyan solid
line. (b) 13:31; (c) 13:33, same overflight as shown in Fig. 7.11 on p. 104 in Sect. 7.2.5; (d)
13:38; (e) 13:48; (f) 14:06. White pixels correspond to detected methane enhancements.
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D. The Kern River, Kern Front, and
Poso Creek oil field complex
D.1. Overview
Figure D.1.: The Google Earth image shows the investigated oil field complex consisting of
the three oil fields Kern River (green area), Kern Front (yellow area), and Poso Creek (purple
area). The coloured overlay gives the approximate field sizes as provided by the Division of
Oil, Gas, and Geothermal Resources (DOGGR, 2015b) for the mid seventies, which are still a
good approximation of the area covered by wells as seen in Fig. 7.15 (on p. 114 in Sect. 7.3.1
or in Fig. D.2, a).
D. The Kern River, Kern Front, and Poso Creek oil field complex
Figure D.2.: The Google Earth image in (a) shows all registered oil wells in DOGGR (2014).
The different colours represent the different oil fields (green: Kern River; yellow: Kern Front;
purple: Poso Creek). The Google Earth image in (b) only shows the active wells in red for all
three oil fields, which are a subgroup of the wells shown in (a). Compare also to Fig. 7.15 (on
p. 114 in Sect. 7.3.1).
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D.1. Overview
Figure D.3.: The Google Earth image in (a) only shows new oil wells, which had recently been
permitted or were in the process of being drilled by spring 2014 (DOGGR, 2014). Compare
also to Fig. 7.15 (on p. 114 in Sect. 7.3.1). The photograph in (b) shows the Kern River oil
field and part of the Kern Front oil field (in the lower left corner).
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D. The Kern River, Kern Front, and Poso Creek oil field complex
D.2. Position of in-situ walls
Figure D.4.: The Google Earth image shows the three investigated oil fields Kern River
(green area), Kern Front (yellow area), and Poso Creek (purple area) as in Fig. D.1. Addition-
ally, the approximate position of the acquired in-situ walls on the seven flight days is shown:
03.06.2014 (blue), 09.06.2014 (black), 13.06.2014 (yellow), 21.08.2014 (orange), 26.08.2014
(green), 02.09.2014 (red), and 06.09.2014 (cyan).
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D.3. Atmospheric vertical profiles
D.3. Atmospheric vertical profiles
Figure D.5.: As Fig. 7.18 (on p. 121 in Sect. 7.3.2) but for the six remaining flight days (from
top to bottom): 03.06.2014, 06.09.2014, 13.09.2014, 21.08.2014, 26.08.2014, 02.09.2014, and
04.09.2014.
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D. The Kern River, Kern Front, and Poso Creek oil field complex
D.4. Picarro in-situ dry gas mole fractions of CH4
Figure D.6.: Dry gas mole fractions of CH4 for the first (a,b) and second (c,d) in-situ wall
at the oil field complex on the 03.06.2014. (a,c) Measured dry gas mole fractions of CH4 along
the flight track. Each circle represents one measurement. (b,d) Kriged dry gas mole fractions
of CH4 based on the measurements shown in (a) and (c) and an additionally added pseudo-
track at the surface and at top of the boundary layer (not shown). The area used in the mass
balance approach is bordered by a dashed black line. Dotted black lines show limits, which
were used to define the CH4 background area. Details are found in the main text (Sect. 6.3.2
on p. 68ff).
Figure D.7.: As Fig. D.6 but for the measurement flight on the 09.06.2014
xl
D.4. Picarro in-situ dry gas mole fractions of CH4
Figure D.8.: As Fig. D.6 but for the measurement flight on the 13.06.2014.
Figure D.9.: As Fig. D.6 but for the measurement flight on the 26.08.2014.
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D. The Kern River, Kern Front, and Poso Creek oil field complex
Figure D.10.: As Fig. D.6 but for the measurement flight on the 02.09.2014.
Figure D.11.: As Fig. D.6 but for the measurement flight on the 04.09.2014.
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D.4. Picarro in-situ dry gas mole fractions of CH4
Figure D.12.: As Fig. 7.16 (on p. 116) in the main text but also including the other flight
days and in-situ walls: 03.06.2014 (a) first wall, (b) second wall; 09.06.2014 (c) first wall, (d)
second wall; 13.06.2014 (e) first wall, (f) second wall; 26.08.2014 (g) first wall, (h) second
wall, (i) third wall.
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D. The Kern River, Kern Front, and Poso Creek oil field complex
Figure D.13.: Continuation of Fig. D.12: 02.09.2014 (a) first wall, (b) second wall; 04.09.2014
(c) first wall, (d) second wall, (e) third wall.
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D.5. Picarro in-situ dry gas mole fractions of CO2
D.5. Picarro in-situ dry gas mole fractions of CO2
Figure D.14.: Dry gas mole fractions of CO2 for the first (a,b) and second (c,d) in-situ wall
at the oil field complex on the 03.06.2014. (a,c) Measured dry gas mole fractions of CO2 along
the flight track. Each circle represents one measurement. (b,d) Kriged dry gas mole fractions
of CO2 based on the measurements shown in (a) and (c) and an additionally added pseudo-
track at the surface and at top of the boundary layer (not shown). The area used in the mass
balance approach is bordered by a dashed black line. Dotted black lines show limits, which
were used to define the CH4 background area. Details are found in the main text (Sect. 6.3.2
on p. 68ff).
Figure D.15.: As Fig. D.14 but for the measurement flight on the 09.06.2014
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D. The Kern River, Kern Front, and Poso Creek oil field complex
Figure D.16.: As Fig. D.14 but for the measurement flight on the 13.06.2014.
Figure D.17.: As Fig. D.14 but for the measurement flight on the 26.08.2014.
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D.5. Picarro in-situ dry gas mole fractions of CO2
Figure D.18.: As Fig. D.14 but for the measurement flight on the 02.09.2014.
Figure D.19.: As Fig. D.14 but for the measurement flight on the 04.09.2014.
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D. The Kern River, Kern Front, and Poso Creek oil field complex
Figure D.20.: As Fig. 7.17 (on p. 118) in the main text but also including the other flight
days and in-situ walls: 03.06.2014 (a) first wall, (b) second wall; 09.06.2014 (c) first wall, (d)
second wall; 13.06.2014 (e) first wall, (f) second wall; 26.08.2014 (g) first wall, (h) second
wall, (i) third wall.
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D.5. Picarro in-situ dry gas mole fractions of CO2
Figure D.21.: Continuation of Fig. D.20: 02.09.2014 (a) first wall, (b) second wall; 04.09.2014
(c) first wall, (d) second wall, (e) third wall.
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D. The Kern River, Kern Front, and Poso Creek oil field complex
D.6. Wind fields ueff used in the mass balance appraoch
Figure D.22.: Wind fields ueff for the first (a,b) and second (c,d) in-situ wall at the oil field
complex on the 03.06.2014. (a,c) Measured winds along the flight track, which are filtered
by inclination of 5 ◦. (b,d) Kriged winds based on the measurements shown in (a) and (c)
and an additionally added pseudo-track at the surface and at top of the boundary layer (not
shown). The area used in the CH4 mass balance approach is bordered by a dashed black line.
Dotted black line shows limits, which were used to define the CH4 background area.
Figure D.23.: As Fig. D.22 but for the measurement flight on the 09.06.2014.
l
D.6. Wind fields ueff used in the mass balance appraoch
Figure D.24.: As Fig. D.22 but for the measurement flight on the 13.06.2014.
Figure D.25.: As Fig. D.22 but for the measurement flight on the 26.08.2014.
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D. The Kern River, Kern Front, and Poso Creek oil field complex
Figure D.26.: As Fig. D.22 but for the measurement flight on the 02.09.2014.
Figure D.27.: As Fig. D.22 but for the measurement flight on the 04.09.2014.
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D.7. Integrated in-situ columns
D.7. Integrated in-situ columns
Figure D.28.: As Fig. 7.22 (on p. 126) but also including the other flight days and in-situ
walls: 03.06.2014 (a) first wall, (b) second wall; 09.06.2014 (c) first wall, (d) second wall;
13.06.2014 (e) first wall, (f) second wall; 26.08.2014 (g) first wall, (h) second wall, (i) third
wall.
liii
D. The Kern River, Kern Front, and Poso Creek oil field complex
Figure D.29.: Continuation of Fig. D.28: 02.09.2014 (a) first wall, (b) second wall; 04.09.2014
(c) first wall, (d) second wall, (e) third wall.
Table D.1.: Listed are the inferred offsets of the calculated fluxes for the measurements over
the oil field complex, which can originate by applying the proxy method CH4/CO2. They are
derived from the IISCs shown in Figs. D.28 and D.29.
Flight date [-] 03.06. 09.06. 13.06.
In-situ wall [-] w1 w2 w1 w2 w1 w2
Offset [%] 2.8 14.7 9.1 13.6 2.0 12.6
Flight date [-] 26.08. 02.09. 04.09.
In-situ wall [-] w1 w2 w3 w1 w2 w1 w2 w3
Offset [%] 5.1 17.5 28.2 42.7 32.4 17.4 9.9 13.8
liv
D.8. MAMAP remote sensing observations at the oil field complex
D.8. MAMAP remote sensing observations at the oil
field complex
Figure D.30.: Shown are the 32 flight tracks (filtered for detector filling and inclination, t0 to
t32) from the MAMAP remote sensing survey over the oil field complex on 04.09.2014, which
were used for the emission rate estimate using Eq. 6.30. The x-axis depicts the distance from
the centre line in meters (see also Fig. 7.19, white solid line) and the y-axis gives CH4 column
enhancements relative to the background column. The area on the left (- 5000 to - 2500m) and
right (+ 2500 to +5000m) side of the dotted green lines was used for background normalisation.
Tracks marked by a blue and green star were acquired during the first and second survey,
respectively.
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D. The Kern River, Kern Front, and Poso Creek oil field complex
D.9. Emission estimates from production rates and
emission factors
The CO2 and CH4 emissions of the oil field complex Kern River, Kern Front, and
Poso Creek can be estimated from the oil and gas production in 2014 and emission
factors. The production rates for 2014 are listed in the annual Report of California
Oil and Gas Production Statistics issued by the Department of Conservation (DOGGR,
2015a, 2016). The three oil fields produced around 33.5 millions of barrels of oil and
withdrew around 202,358 Mscf (thousands of standard cubic feet of) natural gas in 2014.
Corresponding emission factors for the three categories fugitive and vented emissions,
and emissions from combustion were estimated by the California Air Resource Board
(CARB) around 2009, which conducted a survey of California’s fossil fuel industry,
and are found in Lee (2011). The report distinguishes between two types of emission
factors: a production-weighted average and a facility-weighted average. Table D.2 lists
the production-weighted averaged emission factors, which are also used in the official
Kern County Community wide Greenhouse Gas Emission Inventory Report (Garner
et al., 2012a,b), and the resulting emissions, and Table D.3 gives the emissions based on
the facility-weighted averaged emission factors.
The emission factors give the released amount of CO2 and CH4 in CO2,equivalent (or
CO2,eq) for each category of emission (vented, fugitive, combustion) per produced oil bar-
rel or per produced Mscf of natural gas. The emitted amount of gases in CO2,equivalent is
then converted to the mass of the emitted individual gases CO2 and CH4 with knowledge
of the gas composition and a GWP of 21 for CH4. The resulting CH4 and CO2 emissions
are eventually around 6 ktCH4 yr
−1 and 1.3MtCO2 yr−1 (for the production-weighted
average), and 48.2 ktCH4 yr
−1 and 2.1MtCO2 yr−1 (for the facility average) for the year
to 2014.
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D.9. Emission estimates from production rates and emission factors
Table D.2.: The table summarizes the resulting emission rate estimates based on the production
rate of the three oil fields Kern Front, Kern River, and Poso Creek in 2014 and production-weighted
averaged emission factors EFpro. Production rates are multiplied by the respective emission factors
to compute the emitted mass in CO2,eq. This mass can then be decomposed into its individual
components if the composition of the gas is known. See also text for details. Numbers are rounded.
Oil Gas
Production a) 33.5 millions of barrels 202,358 Mscf b)
CO2,eq, EFpro
c)
vented 0.0007 tons per barrel 0.0017 tons per Mscf
fugitive 0.003 tons per barrel 0.0031 tons per Mscf
combustion 0.04 tons per barrel 0.0032 tons per Mscf
CO2,eq, mass
vented 23,449 tCO2,eq 344 tCO2,eq
fugitive 100,487 tCO2,eq 627 tCO2,eq
combustion 1,339,823 tCO2,eq 648 tCO2,eq
Gas composition d)
vented 27.3 %CO2 72.7 %CH4 0.5 %CO2 99.5 %CH4
fugitive 9.1 %CO2 90.9 %CH4 22.6 %CO2 77.4 %CH4
combustion e) 98.1 %CO2 1.4 %CH4 93.4 %CO2 6.2 %CH4
Individual emissions f)
CH4
vented 812 tCH4 16 tCH4
fugitive 4,347 tCH4 23 tCH4
combustion 876 tCH4 2 tCH4
CO2
vented 6.4 ktCO2 0.0 ktCO2
fugitive 9.2 ktCO2 0.1 ktCO2
combustion 1,313.9 ktCO2 0.6 ktCO2
Total emissions
CH4 6.1 ktCH4 yr
−1
CO2 1.3 MtCO2 yr
−1
a) DOGGR (2015a, 2016)
b) thousands of standard cubic feet
c) Lee (2011), their Tables 20-8, 20-9, and 20-10 in Chapter 20 for oil-related emissions, and Tables 21-8,
21-9, and 21-10 in Chapter 21 for gas-related emissions
d) Lee (2011), their Table 20-1 in Chapter 20 for oil-related emissions, and Table 21-1 in Chapter 21 for
gas-related emissions
e) percentages may not sum up to 100% because of additional produced N2O (not shown here)
f) for conversion of CO2,eq to CH4 a GWP of 21 is applied (Garner et al., 2012b, their Table 5 in Appendix
21-1)
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D. The Kern River, Kern Front, and Poso Creek oil field complex
Table D.3.: As Table D.2 but for facility-weighted averaged emission factors EFfac.
Oil Gas
Production a) 33.5 millions of barrels 202,358 Mscf b)
CO2,eq, EFfac
c)
vented 0.0019 tons per barrel 0.0926 tons per Mscf
fugitive 0.02 tons per barrel 1.9852 tons per Mscf
combustion 0.06 tons per barrel 0.0118 tons per Mscf
CO2,eq, mass
vented 63,641 tCO2,eq 18,738 tCO2,eq
fugitive 669,911 tCO2,eq 401,721 tCO2,eq
combustion 2,009,734 tCO2,eq 2,388 tCO2,eq
Gas composition d)
vented 27.3 %CO2 72.7 %CH4 0.5 %CO2 99.5 %CH4
fugitive 9.1 %CO2 90.9 %CH4 22.6 %CO2 77.4 %CH4
combustion e) 98.1 %CO2 1.4 %CH4 93.4 %CO2 6.2 %CH4
Individual emissions f)
CH4
vented 2,203 tCH4 887 tCH4
fugitive 28,982 tCH4 14,805 tCH4
combustion 1,313 tCH4 7 tCH4
CO2
vented 17.4 ktCO2 0.1 ktCO2
fugitive 61.3 ktCO2 90.8 ktCO2
combustion 1,970.9 ktCO2 2.2 ktCO2
Total emissions
CH4 48.2 ktCH4 yr
−1
CO2 2.1 MtCO2 yr
−1
a) DOGGR (2015a, 2016)
b) thousands of standard cubic feet
c) Lee (2011), their Tables 20-8, 20-9, and 20-10 in Chapter 20 for oil-related emissions, and Tables 21-8,
21-9, and 21-10 in Chapter 21 for gas-related emissions
d) Lee (2011), their Table 20-1 in Chapter 20 for oil-related emissions, and Table 21-1 in Chapter 21 for
gas-related emissions
e) percentages may not sum up to 100% because of additional produced N2O (not shown here)
f) for conversion of CO2,eq to CH4 a GWP of 21 is applied (Garner et al., 2012b, their Table 5 in Appendix
21-1)
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oil field complex are consistent
with the latest EPA inventory
value but can differ significantly
if basic assumptions of produc-
tion rates and emission factors
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6 ktCH4 yr
−1.
The top-down estimates of the
oil field complex are consistent
with the latest inventory esti-
mate but can differ significantly
if basic assumptions of produc-
tion rates and emission factors
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6 ktCH4 yr
−1.
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Furthermore, for example, as
the anthropogenic emissions con-
tinue to be split into different sec-
tors such as fossil fuel, agricul-
ture and waste-related activities,
the uncertainties rise up to 40%
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ture and waste-related activities,
the uncertainties rise up to 56%
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On a global scale, the total
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certainties of around 3% based
on top-down estimates.
On a global scale, the total
methane emissions are reason-
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tive uncertainties of around 3%
based on top-down estimates.
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ing zoom of the Google Earth im-
age is shown in (e), which iden-
tifies the responsible emitter, a
pump jack
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Fig. 7.24, (b) Labels: Part 3, Part 4 Labels: Part 2, Part 3
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