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Resumen
En el presente trabajo se estudia el problema de Cauchy asociado a la ecuacio´n regu-
ralizada Benjamin-Ono-Zakharov-Kuznetsov en espacios Sobolev anisotro´picos con pesos,
F s1,s2r1,r2 (R
2) = Hs1,s2(R2) ∩ L2([(1 + x2)r1 + (1 + y2)r2 ] dxdy). Se obtiene una propiedad de
continuacio´n u´nica, mal planteamiento en espacios de Sobolev de ı´ndice negativo, existencia
global para dato pequen˜o, existencia de estados de dispersio´n y existencia, regularidad y
analiticidad de ondas solitarias.
Palabras claves : Ecuacio´n rBO-ZK, buena colocacio´n, espacios de Sobolev con pesos,
ondas solitarias
Abstract
In this paper we study the Cauchy problem associated to the Regularized Benjamin-Ono-
Zakharov-Kuznersov equation in anisotropic weigthed Sobolev spaces, F s1,s2r1,r2 (R
2) = Hs1,s2(R2)∩
L2([(1 + x2)r1 + (1 + y2)r2 ] dxdy). It’s obtained a result in unique continuation property, ill-
posedness in Sobolev spaces with negative indices, global existence for small data, existence
of dispersion states and existence, regularity and analyticity of solitary waves
Keywords: rBO-ZK equation, well-posedness, weigthed Sobolev spaces, solitary waves.
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Notaciones
En este trabajo hacemos uso sistema´tico de las siguientes notaciones.
1. S(Rn) es el espacio de Schwartz. Si n = 2, escribiremos simplemente S.
2. S ′(Rn) es el espacio de las distribuciones temperadas. Si n = 2, escribiremos simple-
mente S ′.
3. Para f ∈ S ′(Rn), f̂ es la transformada de Fourier de f y fˇ es la transformada inversa
de Fourier de f . Recordamos que
f̂(ξ) = (2π)−
n
2
∫
Rn
f(x)ei〈x,ξ〉dx,
para toda ξ ∈ Rn, cuando f ∈ S(Rn).
4. H es la transformada de Hilbert. Si f ∈ S(R),
H f(x) =
√
2
π
(
v.p.
∫ ∞
−∞
1
y − xf(y) dy
)
.
5. Para s ∈ R, Hs = Hs(R2) es el espacio de Sobolev de orden s.
6. El producto interno en Hs es 〈f, g〉s =
∫
R2
(1 + ξ2 + η2)sf̂ ĝdξdη.
7. Para s1, y s2 ∈ R, denotamos Hs1,s2 = Hs1,s2(R2) el espacio de Sobolev anisotro´pico
definido en la introduccio´n.
8. Para s1, s2 ∈ R y p > 1, denotamos Hs1,s2p = Hs1,s2p (R2) el espacio de Sobolev an-
isotro´pico de las funciones en Lp tales que sus derivadas fraccionarias Ds1x y D
s2
y esta´n
asimismo en Lp.
9. Λs = (1−∆)s/2.
10. Lp,s(R
n) = {f ∈ S ′(Rn) ∣∣Λsf ∈ Lp(Rn)}.
11. Para f ∈ Lp,s(R2), ‖f‖p,s = ‖Λsf‖Lp(R2).
12. [A,B] notara´ el conmutador de A y B.
1 Introduccio´n
Las ecuaciones no lineales de evolucio´n juegan un importante papel en diferentes a´reas de la
ciencia y la ingenier´ıa. Cabe mencionar algunas de ellas: la meca´nica de fluidos, la f´ısica del
plasma, la fibra o´ptica, la f´ısica del estado so´lido, la cine´tica qu´ımica, la f´ısica qu´ımica y la
geoqu´ımica, entre otras. A partir del estudio de las soluciones de e´stas, se intentan entender
los efectos de dispersio´n, difusio´n, reaccio´n y conveccio´n asociados a los modelos descritos
por estas. Por ejemplo, la ecuacio´n Korteweg-de Vries
ut = uxxx + uux (x, t) ∈ R2, (1.1)
que modela el comportamiento de las ondas de aguas en canales poco profundos, tiene como
soluciones ondas solitarias que se comportan como part´ıculas, por lo que Kruskal y Zabusky
las llamaron solitones en su trabajo de 1965 ([42]). Estos solitones son estables, en el sentido
de que para una solucio´n de la ecuacio´n KdV (ecuacio´n (1.1)) que difiere, inicialmente, muy
poco en su forma de las soluciones tipo solito´n, a lo largo del tiempo, su forma mantendra´ un
aspecto que diferira´ muy poco de la forma de una solucio´n tipo solito´n (vea [4] y [7]); de
hecho, a la larga estas soluciones toman la forma de solitones (vea [35]). Desde el punto de
vista pra´ctico, la nocio´n de estabilidad de solitones nos garantiza que, teniendo un meticuloso
cuidado, en el laboratorio podremos reproducir estos feno´menos, observados por primera vez
por J. Scott Russell en 1834.
La ecuacio´n de Benjamin-Bona-Mahony
ut + ux + uux − uxxt = 0, (1.2)
fue introducida en [5] con la intencio´n de modelar la propagacio´n de ondas largas de pequen˜a
amplitud, donde el efecto dispersio´n es puramente no lineal. De la manera en que esta fue
obtenida, se persigu´ıa llegar a una ecuacio´n equivalente a la ecuacio´n KdV (1.1). Es intere-
sante observar que a pesar de esta intencio´n, desde el punto de vista meramente matema´tico,
estas ecuaciones presentan significativas e interesantes diferencias.
Otras ecuaciones unidimensionales son, una, la introducida independientemente por Benja-
min en [3] y Ono en [34],
ut + H uxx + uux = 0. (1.3)
la cual modela las ondas internas en fluidos estratificados profundos, donde H es la trans-
formada de Hilbert. La otra, es la regularizada de Benjamin-Ono
ut + ux + uux + H uxt = 0 (1.4)
3donde u = u(x, t) es una funcio´n real, con x, t ∈ R. Esta´ ecuacio´n es un modelo para
la evolucio´n en el tiempo de ondas con crestas grandes en la interface entre dos fluidos
inmisibles.
Existen versiones bidimensionales que extienden las ecuaciones anteriormente mencionadas.
Para el caso de la ecuacio´n KdV tenemos la ecuacio´n Kadomtsev-Petviashvilli, vea [17],
(ut + auux + uxxx)x + uyy = 0, (1.5)
que describe las ondas en pel´ıculas delgadas de alta tensio´n superficial. Otra es la ecuacio´n
de Zakharov-Kuznetsov
ut = (uxx + uyy)x + uux, (1.6)
la cual surge en el estudio de la dina´mica de fluidos geof´ısicos en conjuntos isotro´picos (medios
en los cuales las caracter´ısticas de los cuerpos no dependen de la direccio´n) y ondas acu´sticas
io´nicas en plasmas magne´ticos.
Para el caso de las ecuaciones BBM (1.2), BO (1.3) y rBO (1.4) tenemos las siguientes
versiones bidimensionales, la ecuacio´n ZK-BBM
ut = (uxt + uyy)x + uux, (1.7)
la ecuacio´n ZK-BO
ut = (H ux + uyy)x + uux, (1.8)
y la ecuacio´n rBO-ZK{
ut + a(u
n)x + (bH ut + uyy)x = 0, (x, y) ∈ R2, t > 0
u(0, x, y) = ϕ(x, y)
(1.9)
Existen importantes preguntas que se pueden hacer acerca de estas ecuaciones, y cuyas
respuestas ayudan a esclarecer los feno´menos que modelan cada una de e´stas. Sen˜alemos las
tres siguientes preguntas: el buen planteamiento, la existencia y estabilidad de ondas viajeras,
y la continuacio´n u´nica. En este sentido, las ecuaciones KdV, BBM, BO, KP y la ecuacio´n
ZK han merecido un amplio estudio. En [18], [28] y [2] se estudia el buen planteamiento de
la ecuacio´n rBO. En [2] se examina la existencia y estabilidad de ondas viajeras perio´dicas
para la ecuacio´n rBO. Ma´s escasa es la bibliograf´ıa relacionada con la ecuacio´n ZK-BBM.
De e´sta podemos decir que, muy recientemente, el buen planteamiento ha sido estudiado en
[39]. La existencia y estabilidad de ondas solitarias fueron examinadas en [16], [40] y [41].
En [40] (en realidad, en la bibliograf´ıa del mismo autor citada en este art´ıculo) se demuestra
la existencia de solitones y compactones (solitones con soporte compacto).
En este trabajo examinaremos el buen planteamiento y existencia de ondas solitarias del
problema de valor inicial para la ecuacio´n reguralizada Benjamin-Ono-Zakharov-Kuznetsov
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(rBO-ZK, (1.9)) donde u = u(t, x, y) es una funcio´n de valor real y H denota la transformada
de Hilbert en la variable x, que se define por
H f(x, y) =
1
π
v.p.
∫ ∞
−∞
f(λ, y)
x− λ dλ, (1.10)
para toda f ∈ S(R2).
Ma´s precisamente mostraremos que (1.9) es localmente bien planteado en los espacios de
Sobolev
Hs1,s2(R2) = {f ∈ S ′ | (1 + |ξ|s1 + |η|s2)f̂ ∈ L2(R2)}, (1.11)
para s1 y s2 reales positivos tales que
1
s1
+ 1
s2
< 2, y en los espacios de Sobolev con peso
F s1,s2r1,r2 (R2) = Hs1,s2(R2) ∩ L2r1,r2(R2), (1.12)
donde
L2r1,r2(R
2) =
{
f ∈ L2(R2) | (|x|r1 + |y|r2)f ∈ L2(R2)} , (1.13)
para s2 ≥ r2, s2 ≥ 2r1 y r1 < 5/2. Mostraremos, adema´s, que la u´nica solucio´n de (1.9) que
pertenece a F s1,s2r1,r2 (R2), para r1 ≥ 5/2, en dos tiempos diferentes es 0. Para e´sto seguiremos
ideas presentadas en [14], [13] y [12]. Dedicaremos un cap´ıtulo de este trabajo para examinar
el buen planteamiento global para datos pequen˜os y veremos que dichas soluciones se com-
portan asinto´ticamente como soluciones del problema lineal asociado a esta ecuacio´n. All´ı nos
serviran de apoyo ideas desarrolladas en [20], [29], [36] y [11]. En otro cap´ıtulo examinare-
mos mal-planteamiento (“ill-posedness”) para esta ecuacio´n en espacio de Sobolev de ı´ndices
negativos. Para este propo´sito se examinaron ideas en [31], [30] y [8]. En el cap´ıtulo final mos-
traremos la existencia de ondas solitarias, usando el me´todo de compacidad-concentracio´n de
Lions, usando ideas en [25], [26], [9] y [1]. Tambie´n se examinara´ la regularidad y analiticidad
de dichas soluciones.
2 Resultados preliminares
En este cap´ıtulo presentamos algunos conceptos y resultados preliminares que usaremos como
insumos importantes en este trabajo. Veamos.
2.1. Espacios de Sobolev anisotro´picos sin y con peso
En la mayor parte de este trabajo nos moveremos dentro del contexto de los espacios de
Sobolev anisotro´picos Hs1,s2(R2) y espacios de Sobolev anisotro´picos con peso F s1,s2r1,r2 (R2)
(ver (1.11) y (1.12) para su definicio´n). En estos espacios tenemos la siguiente forma del
lema de Sobolev.
Lema 2.1 (de Sobolev). Sean s1 y s2 dos nu´meros reales positivos tales que
1
s1
+ 1
s2
< 2.
Entonces, Hs1,s2(R2) ⊂ C∞(R2) (el conjunto de funciones continuas en R2 que se anulan en
infinito), con inclusio´n continua.
Demostracio´n. Como
f̂ = ((1 + |ξ|s1 + |η|s2)−1 ((1 + |ξ|s1 + |η|s2) f̂ ,
de la fo´rmula de inversio´n basta ver que f̂ ∈ L1(R2), para lo cual es suficiente probar que
(1 + |ξ|s1 + |η|s2)−1 ∈ L2(R2), o, en otras palabras, que (1 + |ξ|s1 + |η|s2)−2 es integrable.
Ahora bien, ya que
(1 + |ξ|s1 + |η|s2)−2 ≃ (1 + |ξ|+ |η|s2/s1)−2s1
y ∫ ∞
−∞
(
1 + |ξ|+ |η|s2/s1)−2s1 dξ = 2
2s1 − 1
(
1 + |η|s2/s1)−2s1+1 ,
del teorema de Tonelli tenemos que (1 + |ξ|s1 + |η|s2)−2 es integrable si (y so´lo si)
1
s1
+
1
s2
< 2.
Examinemos otros resultados de inmersio´n que usaremos ma´s adelante.
Lema 2.2. Si f ∈ Lp,s(Rn), con s ∈ (0, n/p), entonces f ∈ Lq(Rn) con s = n
(
1
p
− 1
q
)
, y
‖f‖Lq ≤ cn,s‖Dsf‖Lp ≤ cn,s‖f‖p,s
donde Dlf = (−∆) l2 = (|ξ|lf̂)∨.
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Demostracio´n. Ver [24]
Lema 2.3. Sean s1, s2 y p nu´meros reales con p > 1. Si D
s1f ∈ Lp(Rn) y Ds2f ∈ Lp(Rn),
entonces, para s ∈ [s1, s2], Dsf ∈ Lp y
‖Dsf‖Lp ≤ Cs‖Ds1f‖1−θLp ‖Ds2f‖θLp,
donde,
θ =
s− s1
s2 − s1
Demostracio´n. Probamos el lema para n = 1. Cuando p = 2 el lema sigue del teorema de
Plancherel y de la desigualdad de Ho¨lder. Un poco ma´s delicada es la demostracio´n para los
otros p’s en las hipo´tesis del teorema. Para eso haremos uso de ca´lculo funcional asociado al
operador derivada. Sin perdida de generalidad se supondra´ que s1 = 0. Como
|ξ|s = sin(πθ)
π
∫ ∞
0
tθ−1(t + |ξ|s2)−1|ξ|s2 dt,
tenemos que si f ∈ ⋃
s∈R
Hs = H−∞, entonces
Dsf =
sen πθ
π
∫ ∞
0
tθ−1(t +Ds2)−1Ds2 dtf.
Veamos que en las hipo´tesis que la integral existe en Lp en el sentido fuerte. En efecto, del
Corolario 3.8 en [10] (ma´s au´n de su demostracio´n) se tiene que el operador (t− Ds2)−1 es
acotado en Lp y su norma es la variacio´n total de la funcio´n (t+ |ξ|s2)−1, que es 2Cp/t. Esto
garantiza la integrabilidad de tθ−1(t + Ds2)−1Ds2f en intervalos en t > ρ, para cualquier
ρ > 0. Por otro lado, (t−Ds2)−1Ds2 es acotado en Lp y su norma es la variacio´n total de la
funcio´n (t + |ξ|s2)−1|ξ|s2, que es 2Cp. Luego, tθ−1(t +Ds2)−1Ds2f es integable en intervalos
en t < ρ, para cualquier ρ > 0. Esto demuestra que la integral existe en Lp en el sentido
fuerte.
Ma´s au´n,
‖Dsf‖Lp ≤
∥∥∥∥sen πθπ
∫ ρ
0
tθ−1(t+Ds2)−1Ds2 dtf
∥∥∥∥
Lp
+
+
∥∥∥∥sen πθπ
∫ ∞
ρ
tθ−1(t+Ds2)−1Ds2 dtf
∥∥∥∥
Lp
≤
∣∣∣∣sen πθπ
∣∣∣∣ ∫ ρ
0
tθ−12Cp‖f‖Lp +
∣∣∣∣sen πθπ
∣∣∣∣ ∫ ∞
ρ
tθ−22Cp‖Ds2f‖Lp
≤2Cp
(
ρθ‖f‖Lp + ρθ−1‖Ds2f‖Lp
)
,
para todo ρ. Si f 6= 0 y tomamos ρ = ‖Ds2f‖Lp/‖f‖Lp se sigue el teorema.
2.1 Espacios de Sobolev anisotro´picos sin y con peso 7
Lema 2.4. Sea f ∈ Hsp(R), s ≥ 1. Entonces,
sup
x∈R
|f(x)| ≤ ‖f‖1−
1
sp
Lp(R)‖Dsf‖
1
sp
Lp(R)
Demostracio´n. Supongamos primero que f ∈ H1p , del teorema fundamental del ca´lculo y la
desigualdad Ho¨lder, tenemos
|f |p(x) =
∫ x
−∞
p|f |p−1(z) sign f(z)fx(z) dz ≤ C‖f‖p−1Lp ‖fx‖Lp.
Combinando esta u´ltima desigualdad con el lema inmediatamente anterior se muestra el
lema.
Corolario 2.5. Sean p ≥ 1, s1 > 0 y s2 > 0 tales que 1s1 + 1s2 < p. Si f ∈ Hs1,s2p entonces
f ∈ L∞ y
‖f‖∞ ≤ C‖f‖
1− 1
ps1
− 1
ps2
p ‖Ds1x f‖
1
ps1
p ‖Ds2y f‖
1
ps2
p .
Demostracio´n. Sea µ tal que 1
µs1
+ 1
µs2
= 1, y sean θi =
1
µsi
. Entonces, θisi >
1
p
, i = 1, 2.
Luego, del lema anterior tenemos
|f(x, y)| ≤ ‖f(·, y)‖1−
1
θ1s1p
Lp(R) ‖Dθ1s1x f(·, y)‖
1
θ1s1p
Lp(R), (2.1)
y
|f(x, y)| ≤ ‖f(x, ·)‖1−
1
θ2s2p
Lp(R) ‖Dθ2s2y f(x, ·)‖
1
θ2s2p
Lp(R). (2.2)
En esta u´ltima desigualdad al tomar la norma en Lp, con respecto a x, en ambos lados de la
misma y por el Lema 2.3 obtenemos
‖f(·, y)‖p ≤ ‖f‖
1− 1
s2p
Lp(R2)‖Ds2y f‖
1
s2p
Lp(R2) (2.3)
y
‖Dθ1s1x f(·, y)‖p ≤ ‖f‖
(1−θ1)(1−
1
θ2s2p
)
Lp(R2) ‖Ds1x f‖θ1Lp(R2)‖Ds1x f‖
1
s2p
Lp(R2) (2.4)
(para esta u´ltima desigualdad hemos usado el siguiente hecho
‖Dθ1s1x Dθ2s2y f‖Lp(R2) ≤ C‖Ds1x f‖θ1Lp(R2)‖Ds2y f‖θ2Lp(R2)
demostrado en [33].) Combinando las desigualdades (2.1), (2.3) y (2.4) se obtiene el corolario.
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Corolario 2.6. Sean r, p ∈ (1,∞) y s ≥ 1. Para toda f en el espacio de Schwartz vale la
siguiente desigualdad
‖f‖∞ ≤ C‖f‖1−θp ‖Dsf‖θp,
donde
θ
(
s+
2
p
− 2
r
)
=
2
p
.
Demostracio´n. La prueba sigue inmediatamente del lema anterior y el Lema 2.2.
De los dos lemas anteriores tenemos las siguientes dos proposiciones.
Proposicio´n 2.7. Para 0 ≤ p ≤ 4, existe una constante C, que depende solo de p, tal que,
para cualquier f ∈ H1/2,1,
‖f‖p+2Lp+2 ≤ C‖f‖
4−p
2
L2 ‖D1/2x f‖pL2‖∂yf‖
p
2
L2
En particular, si f ∈ H1/2,1
‖f‖Lp+2 ≤ C‖f‖H1/2,1 .
Demostracio´n. Supongamos primero que p < 4. En virtud del Lema 2.4, la desigualdad de
Ho¨lder y la desigualdad integral de Minkowski se tiene,∫
R2
|f(x, y)|p+2 dxdy ≤
∫ ∞
−∞
sup
y∈R
|f(x, y)|p
∫ ∞
−∞
f(x, y)2 dy dx
≤ C
∫ ∞
−∞
‖f(x, ·)‖p/2L2(R)‖∂yf(x, ·)‖p/2L2(R)‖f(x, ·)‖2L2(R) dx
≤ C
∫ ∞
−∞
(∫ ∞
−∞
f(x, y)2 dy
)p+4
4
(∫ ∞
−∞
(∂yf(x, y))
2 dy
)p
4
dx
≤ C‖∂yf‖
p
2
L2
[∫ ∞
−∞
(∫ ∞
−∞
f(x, y)2 dy
) p+4
4−p
dx
] 4−p
4
≤ C‖∂yf‖
p
2
L2
[∫ ∞
−∞
‖f(·, y)‖2
L
2(p+4)
4−p
dy
]p+4
4
(2.5)
Ahora, del Lema 2.2,
‖f(·, y)‖2
L
2(p+4)
4−p
≤ C‖D
p
p+4
x f(·, y)‖2L2. (2.6)
Por otro lado, del Lema 2.3, se sigue que
‖D
p
p+4
x f(·, y)‖2L2(R) ≤ C‖f(·, y)‖
2(4−p)
p+4
L2(R) ‖D1/2x f(·, y)‖
4p
p+4
L2(R). (2.7)
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Por lo tanto, de (2.5), (2.6), (2.7) y la desigualdad de Ho¨lder, se concluye que
‖f‖p+2Lp+2 ≤ C‖∂yf‖
p
2
L2‖f‖
4−p
2
L2 ‖D1/2x f‖pL2 (2.8)
Veamos el caso p = 4. Del Lema 2.2, para toda u ∈ H1(R) se tiene que
‖u‖L6 ≤ C‖D 112u‖L4 ≤ ‖u‖
2
3
L4‖D
1
4u‖
1
3
L4 ≤ ‖u‖
2
3
L4‖D
1
2u‖
1
3
L2,
luego, para toda f ∈ S(R2),∫∫
R2
f 6(x, y) dxdy ≤ C
∫ ∞
−∞
(∫ ∞
−∞
f 4(x, y) dx
)(∫ ∞
−∞
(D1/2x f)
2(x, y) dx
)
dy.
Pero como
f 4(x, y) =4
∫ y
−∞
f 3(x, y˜)fy(x, y˜) dy˜
≤4
(∫ ∞
−∞
f 6(x, y˜) dy˜
)1/2(∫ ∞
−∞
f 2y (x, y˜) dy˜
)1/2
,
tenemos ∫ ∞
−∞
f 4(x, y) dx ≤ 4
(∫∫
R2
f 6(x, y˜) dxdy˜
)1/2(∫∫
R2
f 2y (x, y˜) dxdy˜
)1/2
.
As´ı pues, ∫∫
R2
f 6(x, y) dxdy ≤ C
(∫∫
R2
f 6(x, y) dxdy
)1/2
‖D1/2x f‖2‖fy‖,
lo que es equivalente a ∫∫
R2
f 6(x, y) dxdy ≤ C‖D1/2x f‖4‖fy‖2.
Esto termina la demostracio´n.
Proposicio´n 2.8. Para todo p ≥ 0, existe una constante C, que depende solo de p, tal que,
para cualquier f ∈ H1,23
2
,
‖f‖p+
3
2
p+ 3
2
≤ C‖fx‖
2p
3
L
3
2
‖fyy‖
p
3
L
3
2
‖f‖
3
2
L
3
2
, (2.9)
En particular, si f ∈ H1,23
2
‖f‖Lp+3/2 ≤ C‖f‖H1,23
2
.
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Demostracio´n. En efecto, del Lema 2.4 se tiene que∫
R
|f(x, y)|p+ 32 dxdy ≤
∫ ∞
−∞
sup
y∈R
|f(x, y)|p
∫ ∞
−∞
f(x, y)
3
2 dy dx
≤ C
∫ ∞
−∞
‖f(x, ·)‖2p/3
L3/2(R)
‖∂yyf(x, ·)‖p/3L3/2(R)‖f(x, ·)‖
3/2
L3/2(R)
dx
Luego, si p < 9/2,
≤ C
∫ ∞
−∞
(∫ ∞
−∞
f(x, y)3/2 dy
)4p+9
9
(∫ ∞
−∞
(∂yyf(x, y))
3/2 dy
)2p
9
dx
≤ C‖∂yyf‖
p
3
L3/2
[∫ ∞
−∞
(∫ ∞
−∞
f(x, y)3/2 dy
) 4p+9
9−2p
dx
] 9−2p
9
≤ C‖∂yf‖
p
3
L3/2
[∫ ∞
−∞
‖f(·, y)‖3/2
L
3(4p+9)
2(9−2p)
dy
]4p+9
9
(2.10)
Ahora, del Lema 2.2,
‖f(·, y)‖3/2
L
3(4p+9)
2(9−2p)
≤ C‖D
4p
4p+9
x f(·, y)‖3/2L3/2. (2.11)
Por otro lado, del Lema 2.3, se sigue que
‖D
4p
4p+9
x f(·, y)‖3/2L3/2(R) ≤ C‖f(·, y)‖
27
2(4p+9)
L3/2(R)
‖∂xf(·, y)‖
6p
4p+9
L3/2(R)
(2.12)
Por lo tanto, de (2.10), (2.11), (2.12) y la desigualdad de Holder , se concluye que
‖f‖p+3/2
Lp+3/2
≤ C‖∂yyf‖
p
3
L3/2
‖f‖3/2
L3/2
‖∂xf‖
2p
3
L2 (2.13)
Ahora bien, como para cualquier u ∈ H23/2(R), con ayuda de los Lemas 2.2 y 2.3,
‖u‖∞ ≤ ‖u‖1−
1
q
Lq ‖Du‖
1
q
Lq ≤ ‖u‖
1− θ
q
Lq ‖D
4
3
+ 1
qu‖
θ
q
Lq ≤ ‖u‖
1− θ
q
Lq ‖D2u‖
θ
q
L
3
2
,
(θ = 3q
4q+3
) tenemos que, para cualquier f ∈ S(R2),
|f(x, y)|2q/3+1/2 ≤ Cq
(∫
R
|f(x, y˜)|q dy˜
) 2
3
(∫
R
|∂yyf(x, y˜)|3/2 dy˜
) 1
3
.
Por otro lado,
|f(x, y)|q/3+1 ≤(q/3 + 1)
∫ x
−∞
|f(x˜, y)|q/3|fx(x˜, y)| dx˜
≤Cq
(∫
R
|f(x˜, y)|q dx˜
) 1
3
(∫
R
|∂xf(x˜, y)|3/2 dx˜
) 2
3
.
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Por lo tanto, para q ≥ 3/2,
‖f‖q+3/2q+3/2 ≤ Cq‖∂xf‖3/2‖∂yyf‖1/23/2‖f‖qq.
Como la proposicio´n es va´lida para 0 ≤ p < 9/2, esta u´ltima desigualdad demuestra que es
va´lida para cualquier p ≥ 0.
Antes de examinar la siguiente propiedad de estos espacios, enunciamos el siguiente resultado
sobre conmutadores de operadores que hace parte del importante acervo de herramientas de
las que se hacen uso en el ana´lisis.
Proposicio´n 2.9 (Desigualdad de Kato-Ponce). Sean s > 0, 1 < p < ∞, Λ = (1 − ∆2)1/2 y
Mf el operador de multiplicacio´n por f . Entonces,
|[Λs,Mf ]g|p ≤ c
(|∇f |∞|Λs−1g|p + |Λsf |p|g|∞) , (2.14)
para toda f y g ∈ S(Rn)
Corolario 2.10. Para f y g ∈ S(Rn),
|fg|s,p ≤ c (|f |∞|Λsg|p + |Λsf |p|g|∞) .
Proposicio´n 2.11. Si f ∈ H1/2(R) y ρ ∈ C∞0 (R), entonces
‖[D1/2x , ρ]f‖L2(R) ≤ C‖̂D1/2x ρ‖L1(R)‖f‖L2(R). (2.15)
Demostracio´n. Sea f ∈ H1/2(R). Entonces,
|([D1/2, ρ]f)∧(ξ)| =
∣∣∣∣∫
R
(|ξ|1/2 − |η|1/2)|ρ̂(ξ − η)f̂(η)| dη
∣∣∣∣
≤
∫
R
||ξ − η|1/2ρ̂(ξ − η)||f̂(η)| dη.
Luego, de la desigualdad de Young y el teorema de Plancherel se sigue la proposicio´n.
Corolario 2.12. Sean s1 y s2 tales que
1
s1
+ 1
s2
< 2. Entonces, el espacio Hs1,s2(R2), con el
producto usual de funciones, es un a´lgebra de Banach. En particular,
‖fg‖s1,s2 ≤ c‖f‖s1,s2‖g‖s1,s2.
Demostracio´n. Observe que si f y g ∈ S, del Corolario 2.10, tenemos que, para cualquier
y ∈ R,
‖(1− ∂2x)s1/2(fg)(·, y)‖L2(R) ≤
≤ ‖f‖∞‖(1− ∂2x)s1/2(g)(·, y)‖L2(R) + ‖(1 − ∂2x)s1/2(f)(·, y)‖L2(R)‖g‖∞.
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Luego,
‖(1− ∂2x)s1/2(fg)‖L2(R2) ≤
≤ ‖f‖∞‖(1 − ∂2x)s1/2(g)‖L2(R2) + ‖(1 − ∂2x)s1/2(f)‖L2(R2)‖g‖∞.
De manera ana´loga,
‖(1− ∂2y)s2/2(fg)‖L2(R2) ≤
≤ ‖f‖∞‖(1 − ∂2y)s2/2(g)‖L2(R2) + ‖(1 − ∂2y)s2/2(f)‖L2(R2)‖g‖∞.
De estas dos desigualdades y el lema de Sobolev (Lema 2.1) se sigue el corolario.
Corolario 2.13. Bajo las mismas hipo´tesis del corolario inmediatamente anterior, para cua-
lesquiera r1 y r2 nu´meros reales positivos, F s1,s2r1,r2 es un a´lgebra de Banach.
Demostracio´n. Sean f y g en F s1,s2r1,r2 , entonces
‖fg‖2
F
s1,s2
r1,r2
= ‖fg‖2s1,s2 + ‖fg‖2L2r1,r2
≤ C‖f‖2s1,s2‖g‖2s1,s2 + ‖f‖2L∞‖g‖2L2r1,r2
≤ C‖f‖2s1,s2‖g‖2Fs1,s2r1,r2
≤ C‖f‖2
F
s1,s2
r1,r2
‖g‖2
F
s1,s2
r1,r2
Definicio´n 2.14. Sea ω una funcio´n localmente integrable no negativa en R. Diremos que ω
satisface la condicio´n Ap (ver [10], [15], [32]), para 1 < p < ∞, si existe C un nu´mero real
positivo tal que(
1
|I|
∫
I
ω
)(
1
|I|
∫
I
ω−
1
p−1
)p−1
≤ C (2.16)
para todo intervalo I abierto acotado no vac´ıo en R.
Ejemplo 1. Un ejemplo inmediato de funcio´n que cumple la condicio´n Ap es w(x) = (γ +
|x|α)r, para γ > 0 y −1 < rα < p− 1.
Un hecho bastante interesante acerca de la condicio´n Ap es el siguiente teorema.
Teorema 2.15. ω satisface la condicio´n Ap si, y so´lo si, la transformada de Hilbert es un
operador acotado en Lp(ω(x)dx). En otras palabras, ω satisface la condicio´n Ap si, y so´lo si,(∫ ∞
−∞
|H f |pω(x) dx
) 1
p
≤ c∗
(∫ ∞
−∞
|f |pω(x) dx
) 1
p
(2.17)
para toda f ∈ Lp(ω(x)dx).
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Demostracio´n. Ver [15].
Insumos bastante importantes en este trabajo nos los dan las propiedades de la derivada
fraccionaria y de la derivada de Stein (esta u´ltima bastante relacionada con la primera).
Recordemos que la derivada fraccionaria viene definida por
Dbf = (2π|ξ|bf̂ )∨. (2.18)
para cada distribucio´n temperada f tal que |ξ|bf̂ sea tambie´n una distribucio´n temperada.
Si 0 < b < 1 y 1 < p <∞ se tiene que
‖Db(fg)‖p ≤ C(‖g‖∞‖Dbf‖p + ‖f‖∞‖Dbg‖p) (2.19)
(para una demostracio´n de esta u´ltima desigualdad vea [19]). Ma´s au´n, tenemos el siguiente
resultado demostrado en [21]:
Teorema 2.16. Si 0 < b < 1, entonces
(i) Para 1 < p <∞
‖Db(fg)− fDbg − gDbf‖p ≤ c‖f‖∞‖Dbg‖p. (2.20)
(ii) Para 1 ≤ p <∞ , b1, b2 ∈ [0, b] con b1 + b2 = b y p1, p2 ∈ (1,∞) con 1p1 + 1p2 = 1p
‖Db(fg)− fDbg − gDbf‖p ≤ c‖Db1f‖p1‖Db2g‖p2. (2.21)
En particular, para 1 < p < ∞, de (2.20) tenemos la siguiente mejora de la desigualdad
(2.19)
‖Db(fg)‖p ≤ C(‖gDbf‖p + ‖f‖∞‖Dbg‖p). (2.22)
Corolario 2.17. El operador B = −∂x(1 +H∂x)−1 es un operador acotado sobre F s1,s2r1,r2 , para
r1 < 5/2.
Demostracio´n. Es claro que
‖B(ϕ)‖s1,s2 ≤ ‖ϕ‖s1,s2
y que
‖(1 + y2) r22 B(ϕ)‖L2 = ‖B((1 + y2)
r2
2 ϕ)‖L2 ≤ ‖(1 + y2)
r2
2 ϕ‖L2 .
Examinemos que´ pasa con ‖|x|r2B(ϕ)‖L2 . Ya que
∂ξ
(
ξ
1 + |ξ|
)
=
1
(1 + |ξ|)2 y ∂
2
ξ
(
ξ
1 + |ξ|
)
= − 2 sgn ξ
(1 + |ξ|)3 ,
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se tiene que
‖x2Bϕ‖L2 =
∥∥∥∥∂2ξ ( ξ1 + |ξ|ϕ̂
)∥∥∥∥
L2
≤ c‖(1 + x2)ϕ‖L2 .
Un simple argumento de interpolacio´n nos muestra que
‖(1 + x2) r12 Bϕ‖L2 ≤ C‖(1 + x2)
r1
2 ϕ‖L2 , (2.23)
para r1 ≤ 2. Supongamos ahora que 2 < r1 < 5/2. En este caso r1 = 2+ b, para 0 < b < 1/2.
Por lo tanto,
‖|x|r1Bϕ‖ =
∥∥∥∥Dbξ∂2ξ ( ξ1 + |ξ|ϕ̂
)∥∥∥∥
L2
≤C
(∥∥∥∥Dbξ ( ξ1 + |ξ|∂2ξ ϕ̂
)∥∥∥∥
L2
+
∥∥∥∥Dbξ ( 1(1 + |ξ|)2∂ξϕ̂
)∥∥∥∥
L2
+
∥∥∥∥Dbξ ( −2 sgn ξ(1 + |ξ|)3 ϕ̂
)∥∥∥∥
L2
)
.
(2.24)
Ahora bien, examinando cada uno de los te´rminos del lado derecho de la anterior de-
sigualdad tenemos, primero, como ya hemos probado que B es un operador acotado en
L2((1 + x2)b dxdy), para 0 < b < 1/2,∥∥∥∥Dbξ ( ξ1 + |ξ|∂2ξ ϕ̂
)∥∥∥∥
L2
= ‖|x|bB(x2ϕ)‖L2 ≤ C‖(1 + x2)
r1
2 ϕ‖L2 .
Segundo, de la desigualdad (2.22) y como 1
(1+|ξ|)2
∈ H1(R),∥∥∥∥Dbξ ( 1(1 + |ξ|)2∂ξϕ̂
)∥∥∥∥
L2
≤c
(∥∥∥∥Dbξ ( 1(1 + |ξ|)2
)∥∥∥∥
∞
‖∂ξϕ̂‖L2 + ‖Db+1ξ ϕ̂‖L2
)
≤c‖(1 + x2) r12 ϕ‖L2,
para 0 < b < 1/2. Finalmente, de la desigualdad (2.22), del Teorema 2.15 y como 1
(1+|ξ|)3
∈
H1(R), tenemos∥∥∥∥Dbξ ( −2 sgn ξ(1 + |ξ|)3 ϕ̂
)∥∥∥∥
L2
=2
∥∥∥∥|x|bH ( 1(1 + |ξ|)3 ϕ̂
)∨∥∥∥∥
L2
≤
∥∥∥∥|x|b( 1(1 + |ξ|)3 ϕ̂
)∨∥∥∥∥
L2
=
∥∥∥∥Dbξ ( 1(1 + |ξ|)3 ϕ̂
)∥∥∥∥
L2
≤c
(∥∥∥∥Dbξ ( 1(1 + |ξ|)3
)∥∥∥∥
∞
‖ϕ̂‖L2 +
∥∥∥∥ 1(1 + |ξ|)3Dbξϕ̂
∥∥∥∥
L2
)
≤c‖(1 + x2) r12 ϕ‖L2,
para 0 < b < 1/2. Luego, de estas u´ltimas estimativas y de (2.24) se sigue (2.23), para
2 < r1 < 5/2. Esto demuestra el corolario.
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Recordemos que la derivada de Stein (ver [37]) viene definida as´ı: para b ∈ (0, 1) y f medible
en Rn con valores complejos,
Dbf(x) =
(∫
Rn
|f(x)− f(y)|2
|x− y|n+2b dy
)1
2
. (2.25)
Definicio´n 2.18. Para s ∈ R. Denotaremos por Lps(Rn) el espacio de todas las funciones f
en Lp(Rn) tales que (1−∆)s/2f ∈ Lp(Rn). La norma en este espacio viene dada por
‖f‖s,p = ‖(1−∆)s/2f‖p,
para cada f en Lp(Rn).
En el siguiente teorema se da una caracterizacio´n de los espacios Lps(R
n) en te´rminos de la
derivada de Stein.
Teorema 2.19. Supongamos que b ∈ (0, 1) y 2n/n + 2b ≤ p < ∞. Entonces, f ∈ Lpb(Rn) si,
y so´lo si,
(a) f ∈ Lp(Rn)
(b) Dbf(x) ∈ Lp(Rn).
Adema´s,
‖f‖b,p = ‖(1−∆)b/2f‖p ∼= ‖f‖p + ‖Dbf‖p ∼= ‖f‖p + ‖Dbf‖p
Demostracio´n. Ver [37] o [38].
El siguiente resultado es un ana´logo al Teorema 2.16 para el caso de la derivada de Stein.
Teorema 2.20. Sean b ∈ (0, 1) y 1 ≤ p < ∞. Si f, g : Rn → C son funciones medibles,
entonces
a) Db(fg)(x) ≤ ‖f‖∞Dbg(x) + |g(x)|Dbf(x) (2.26)
b) ‖Db(fg)‖p ≤ ‖f‖∞‖Dbg‖p + ‖gDbf‖p (2.27)
c) ‖Db(fg)‖2 ≤ ‖fDbg‖2 + ‖gDbf‖2 (2.28)
Demostracio´n. Ver [33]
Lema 2.21. Sean a y b nu´meros reales positivos. Si Ju = (1 − ∂2u)1/2 y 〈v〉 = (1 + v2)1/2,
entonces, para cualquier θ ∈ (0, 1),
a) ‖Jθau (〈v〉(1−θ)bf)‖ ≤ c‖〈v〉bf‖1−θ‖Jauf‖θ
b) ‖〈v〉(1−θ)bJθau f)‖ ≤ c‖〈v〉bf‖1−θ‖Jauf‖θ,
para f ∈ L2(R2), donde u y v pueden ser x e y indistintamente.
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Demostracio´n. La demostracio´n es exactamente la misma del Lema 1 en [13] (Ver tambie´n
[33], Lema 4); de hecho, resulta ma´s simple cuando u y v son diferentes.
El siguiente teorema es usado en la demostracio´n de extensio´n u´nica de las soluciones de la
ecuacio´n (1.9).
Teorema 2.22. Sean p ∈ (1,∞) y f ∈ Lp(R). Si para algu´n x0 ∈ R tal que f(x0+) y
f(x0−) existen y son diferentes, entonces, para cualquier δ > 0, D1/pf /∈ Lploc(B(x0, δ)). En
particular, f /∈ Lp1
p
(R)
Demostracio´n. Observese que D1/pf(x) ∼ 1|x− x0|1/p , cuando x→ x0.
Para terminar este cap´ıtulo enunciaremos un muy interesante resultado que usaremos para
demostrar la suavidad de las soluciones tipo onda solitaria. Este es la siguiente generalizacio´n
del teorema de multiplicadores de Ho¨rmander–Mikhlin debida a Lizorkin [27]
Teorema 2.23 (Lizorkin). Sea Φ : Rn → R una funcio´n Cn para |ξj| > 0, j = 1, ..., n.
Supongamos que existe M > 0 tal que
|ξk11 · · · ξknn
∂kΦ
∂ξk11 · · · ∂ξknn
(ξ)| ≤M
con ki = 0 o 1, k = k1 + · · ·+ kn = 0, 1, · · ·, n. Entonces, Φ ∈ Mq(Rn) para 1 ≤ q ≤ ∞. En
otras palabras, Φ es un multiplicador de Fourier en Lq(Rn).
3 Buen planteamiento
3.1. El problema lineal en espacios con pesos
En los siguientes dos lemas daremos de manera expl´ıcita las derivadas del s´ımbolo (v´ıa
transformada de Fourier) del grupo unitario que genera las soluciones de la ecuacio´n lineal
asociada a la ecuacio´n (1.9).
Lema 3.1. Sea F (ξ, η, t) = eb(ξ,η)t, donde b(ξ, η) = iξη
2
1+|ξ|
, entonces
∂ξF (t, ξ, η) = (it)(1 + |ξ|)−2η2F (t, ξ, η)
∂2ξF (t, ξ, η) =− 2it(1 + |ξ|)−3 sgn(ξ)η2F (t, ξ, η) + (it)2(1 + |ξ|)−4η4F (t, ξ, η)
∂3ξF (t, ξ, η) =4(it)δη
2 + 6it(1 + |ξ|)−4η2F (t, ξ, η)−
− 6(it)2(1 + |ξ|)−5 sgn(ξ)η4F (t, ξ, η) + (it)3(1 + |ξ|)−6η6F (t, ξ, η)
∂4ξF (t, ξ, η) =4(it)δ
′η2 − 6(it)2δη4 − 24(it)(1 + |ξ|)−5 sgn(ξ)η2F (t, ξ, η)+
+ 36(it)2(1 + |ξ|)−6η4F (t, ξ, η)−
− 12(it)3(1 + |ξ|)−7 sgn(ξ)η6F (t, ξ, η) + (it)4(1 + |ξ|)−8η8F (t, ξ, η).
En general, para j ≥ 5
∂jξF (t, ξ, η) =4(it)δ
(j−3)η2 − 6(it)2δ(j−4)η4−
−
j−4∑
k=1
(ak(it)
kη2k + bk(it)
k+2η2(k+2))δ(k−1)+
+
j∑
k=1
ak(it)
j(1 + |ξ|)−(j+k)(sgn(ξ))j−kη2kF (t, ξ, η).
donde δ = δξ=0 es la funcio´n delta de Dirac concentrada en la recta ξ = 0, y ak y bk son
constantes que dependen de k.
Corolario 3.2. Sean A = ∂x(1 +H∂x)−1∂yy y E(t) = eAt. Para s1, s2 ∈ R y r ∈ N tal que
s2 ≥ 2r, tenemos que:
1. Si r = 1 o 2,
‖E(t)ϕ‖Fs1,s2r,0 ≤ Pr(t)‖ϕ‖Fs1,s2r,0 ,
donde Pr(t) es un polinomio en t de grado r con coeficientes positivos.
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2. Si r ≥ 3 y ϕ ∈ F s1,s2r,0 , E(t)ϕ ∈ C([0,∞);F s1,s2r,0 ) si, y so´lo si,
∂jξ ϕ̂(0, η) = 0, para todo η y j = 0, 1, 2 . . . r − 3
Demostracio´n. Para r = 1, del lema anterior tenemos,
‖E(t)ϕ‖2
F
s1,s2
1,0
= ‖E(t)ϕ‖2s1,s2 + ‖xE(t)ϕ‖2L2
≤ ‖ϕ‖2s1,s2 +
∫
R2
|xE(t)ϕ|2 dxdy
= ‖ϕ‖2s1,s2 +
∫
R2
|∂ξ(F (t, ξ, η)ϕ̂)|2 dξdη
≤ ‖ϕ‖2s1,s2 +
∫
R2
|(∂ξF (t, ξ, η))ϕ̂|2 + |F (t, ξ, η)∂ξϕ̂|2 dξdη
≤ ‖ϕ‖2s1,s2 +
∫
R2
| itη
2
(1 + |ξ|)2F (t, ξ, η))ϕ̂|
2 + |∂ξϕ̂|2 dξdη
≤ (1 + t2)‖ϕ‖2s1,s2 + ‖ϕ‖2L21,0
≤ P 21 (t)‖ϕ‖2Fs1,s21,0 .
Si r = 2
‖E(t)ϕ‖2
F
s1,s2
2,0
=‖E(t)ϕ‖2s1,s2 + ‖x2E(t)ϕ‖2L2
=‖ϕ‖2s1,s2 +
∫
R2
|x2E(t)ϕ|2 dxdy
=‖ϕ‖2s1,s2 +
∫
R2
|∂2ξ (F (t, ξ, η)ϕ̂)|2 dξdη
≤‖ϕ‖2s1,s2 +
∫
R2
(|(∂2ξF (t, ξ, η))ϕ̂|2 + |(∂ξF (t, ξ, η))∂ξϕ̂|2) dξdη+
+
∫
R2
|F (t, ξ, η)∂2ξ ϕ̂|2 dξdη
≤‖ϕ‖2s1,s2 +
∫
R2
∣∣∣∣(2itη2 sgn(ξ)(1 + |ξ|)3 + (it)2η4(1 + |ξ|)4
)
F (t, ξ, η)ϕ̂
∣∣∣∣2 dξdη+
+
∫
R2
∣∣∣∣ 2itη2(1 + |ξ|)2F (t, ξ, η)∂ξϕ̂
∣∣∣∣2 dξdη + ∫
R2
|∂2ξϕ|2 dξdη
≤‖ϕ‖2s1,s2 + 4t2‖∂yϕ‖2L2 + t4‖∂4yϕ‖2L2 + 4t2‖x∂2yϕ‖2L2 + ‖x2ϕ‖2L2 .
Ahora bien, como del Lema 2.21
‖x∂2yϕ‖2 ≤ ‖〈x〉J2yϕ‖2
≤ c‖〈x〉2ϕ‖‖J4yϕ‖
≤ c(‖ϕ‖2s1,s2 + ‖ϕ‖2L22,0),
(3.1)
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se tiene que
‖E(t)ϕ‖2
F
s1,s2
2,0
≤ P 22 (t)‖ϕ‖2Fs1,s22,0 .
Supongamos que r = 3 y que ϕ̂(0, η) = 0. Como tδF ϕ̂ = tδF (t, 0, η)ϕ̂(0, η) = 0, tenemos
‖E(t)ϕ‖2
F
s1,s2
3,0
=‖E(t)ϕ‖2s1,s2 + ‖x3E(t)ϕ‖2L2
≤‖ϕ‖2s1,s2 +
∫
R2
|x3E(t)ϕ|2 dxdy2
≤‖ϕ‖2s1,s2 +
∫
R2
|∂3ξ (F (t, ξ, η)ϕ̂)|2 dξdη
≤‖ϕ‖2s1,s2 +
∫
R2
|(∂3ξF (t, ξ, η))ϕ̂|2dξdη + |3(∂2ξF (t, ξ, η))∂ξϕ̂|2dξdη+
+
∫
R2
|3∂ξF (t, ξ, η)∂2ξ ϕ̂|2 dξdη +
∫
R2
|F (t, ξ, η)∂3ξ ϕ̂|2 dξdη
≤‖ϕ‖2s1,s2+
+
∫
R2
∣∣∣∣( 6itη2(1 + |ξ|)4 + 6(it)2η4(1 + |ξ|)5 + (it)3η6(1 + |ξ|)6
)
F (t, ξ, η)ϕ̂
∣∣∣∣2 dξdη+
+ 9
∫
R2
∣∣∣∣(2itη2 sgn(ξ)(1 + |ξ|)3 + (it)2η4(1 + |ξ|)4
)
F (t, ξ, η)∂ξϕ̂
∣∣∣∣2 dξdη
+ 9
∫
R2
∣∣∣∣ 2itη2(1 + |ξ|)2F (t, ξ, η)∂2ξ ϕ̂
∣∣∣∣2 dξdη + ∫
R2
|∂3ξϕ|2 dξdη
≤‖ϕ‖2s1,s2 + 36t2‖∂2yϕ‖2L2 + 36t4‖∂4yϕ‖2L2 + 9t6‖∂6yϕ‖2L2+
+ 36t2‖x∂2yϕ‖2L2 + 9t4‖x∂4yϕ‖2L2 + 36t2‖x2∂2yϕ‖2L2 + ‖x3ϕ‖2L2.
Ahora bien, argumentando como en (3.1), tenemos
‖x∂4yϕ‖ ≤ c(‖〈x〉3ϕ‖+ ‖J6yϕ‖),
‖x2∂2yϕ‖ ≤ c(‖〈x〉3ϕ‖+ ‖J6yϕ‖).
Por lo tanto,
‖E(t)ϕ‖2
F
s1,s2
3,0
≤ P 23 (t)‖ϕ‖2Fs1,s23,0 .
Supongamos ahora que E(t)ϕ ∈ C([0,∞);F s1,s2r,0 ). Como
∂3ξ (Fϕ) =
3∑
k=0
(
3
k
)
∂kξF∂
3−k
ξ ϕ̂,
y empleando los mismos argumentos que usamos en esta demostracio´n podemos ver que
∂kξF∂
3−k
ξ ϕ̂ ∈ L2(R2), para k = 0, 1 y 2, y que ∂3ξFϕ̂− 4(it)η2ϕ̂(0, η)δ ∈ L2(R2), se sigue que
4(it)η2ϕ̂(0, η)δ ∈ L2(R2), lo cual muestra que ϕ̂(0, η) = 0, para todo η.
La demostracio´n para r ≥ 4 es ba´sicamente la misma que para r = 3 con la ayuda de un
argumento de induccio´n.
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Veamos ahora las derivadas del grupo con respecto a la variable η.
Lema 3.3. Sea F (t, ξ, η) = eb(ξ,η)t, donde b(ξ, η) = iξη
2
1+|ξ|
, entonces, para j ≥ 1,
∂2jη F (t, ξ, η) =
j∑
k=0
akη
2k
(
2itξ
1 + |ξ|
)j+k
F (t, ξ, η)
y
∂2j+1η F (t, ξ, η) =
j∑
k=0
akη
2k+1
(
2itξ
1 + |ξ|
)j+1+k
F (t, ξ, η)
Ahora tenemos el siguiente corolario ana´logo al Corolario 3.2, pero a diferencia de e´ste no
se exige una condicio´n tan restrictiva como la dada en su numeral 2.
Corolario 3.4. Sea E como en el Corolario 3.2. Entonces, para s1, s2 ∈ R y r ∈ N con s2 ≥ r,
tenemos que
‖E(t)ϕ‖Fs1,s20,r ≤ Pr(t)‖ϕ‖Fs1,s20,r , (3.2)
donde Pr(t) es un polinomio de grado r con coeficientes positivos.
Demostracio´n. Para r ∈ N tenemos que
‖E(t)ϕ‖2
F
s1,s2
0,r
= ‖E(t)ϕ‖2s1,s2 + ‖E(t)ϕ‖2L20,r
≤ c‖ϕ‖2s1,s2 + c
∫
R2
|yrE(t)ϕ|2 dxdy
= c‖ϕ‖2s1,s2 +
∫
R2
|∂rη(F (t, ξ, η)ϕ̂)|2 dξdη
≤ c‖ϕ‖2s1,s2 +
∫
R2
r∑
j=0
|cj∂jηF (t, ξ, η)∂r−jη ϕ̂|2 dξdη
≤ c‖ϕ‖2s1,s2 +
r∑
j=0
∫
R2
|cj(∂jηF (t, ξ, η)∂r−jη ϕ̂|2 dξdη
≤ c‖ϕ‖2s1,s2 +
r∑
j=0
∫
R2
|cjpj(t, η)∂r−jη ϕ̂|2 dξdη .
≤ ‖ϕ‖2s1,s2 +Q(t)‖ϕ‖2Fs1,s20,r
≤ P 2j (t)‖ϕ‖2Fs1,s20,r .
donde pj(t, η) es un polinomio en η de grado j (cuyos coeficientes de las potencias de diferente
paridad que la de j son cero) y Pj es un polinomio en t de grado j. Aqu´ı, para estimar las
integrales donde aparecen pj(t, η)∂
r−j
η ϕ̂, j = 0, 1, · · · , r, procedemos como en (3.1).
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Gracias a que F s1,s2r1,r2 = F s1,s2r1,0 ∩ F s1,s20,r2 , de los Corolarios 3.4 y 3.2, se sigue inmediatamente
el siguiente corolario.
Corolario 3.5. Sea E como en los Corolarios 3.2 y 3.4. Si s1, s2 ∈ R, r1 = 0, 1, 2 y r2 ∈ N
con s2 ≥ ma´x(2r1, r2), tenemos
‖E(t)ϕ‖Fs1,s2r1,r2 ≤ Pr(t)‖ϕ‖Fs1,s2r1,r2 ,
donde Pr(t) es un polinomio de grado r = ma´x(r1, r2) con coeficientes positivos.
Examinemos, ahora, el problema de Cauchy de la ecuacio´n lineal asociada a la ecuacio´n (1.9)
en los espacios con peso F s1,s2r1,r2 donde r1 y r2 son reales no enteros. En este caso usaremos de
manera sistema´tica la derivada de Stein. De hecho, en los tres siguientes lemas estimamos
las derivadas de Stein de algunas funciones que aparecera´n a lo largo de nuestra discusio´n
en la parte final de esta seccio´n.
Lema 3.6. Sea b ∈ (0, 1). Para todo t > 0,
Dbx(F (t, x, η)) = Dbx(e
itη2x
1+|x| ) ≤ C(b)tbη2b (3.3)
Demostracio´n. Por la definicio´n de la derivada homoge´nea tenemos
Dbx(e
itη2x
1+|x| )2 =
∫
R
|e itη
2x
1+|x| − e itη
2y
1+|y| |2
|x− y|n+2b dy =
∫
R
|1− eitη2( x−y1+|x−y|− x1+|x| )|2
|y|1+2b dy.
Supongamos que x > 0. Entonces, haciendo un cambio de variable tenemos
∫ x
−∞
|1− eitη2( x−y1+x−y− x1+x )|2
|y|1+2b dy =
∫ η2tx
−∞
|1− e
−iy
(1+x−
y
η2t
)(1+x) |2
|y|1+2b dy =
= (η2t)2b
∫ −1
−∞
+
∫ η2tx
−1
|1− e
−iy
(1+x−
y
η2t
)(1+x) |2
|y|1+2b dy.
Examinemos cada una de las integrales que aparecen en la anterior igualdad. Como |1−eix| <
2, tenemos
∫ −1
−∞
|1− e
−iy
(1+x−
y
η2t
)(1+x) |2
|y|1+2b dy ≤
∫ −1
−∞
4
|y|1+2b dy =
2
b
. (3.4)
Si η2tx ≤ 1, del teorema del valor medio,
∫ η2tx
−1
|1− e
−iy
(1+x−
y
η2t
)(1+x) |2
|y|1+2b dy ≤
∫ 1
−1
y2
|y|1+2b dy =
1
1− b .
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Si η2xt > 1, combinando los argumentos usados anteriormente, tenemos∫ η2xt
−1
|1− e
−iy
(1+x−
y
η2t
)(1+x) |2
|y|1+2b dy ≤
∫ 1
−1
+
∫ η2xt
1
|1− e
−iy
(1+x−
y
η2t
)(1+x) |2
|y|1+2b dy
≤ 1
1− b +
2
b
.
As´ı pues,∫ x
−∞
|e itη
2x
1+|x| − e itη
2y
1+|y| |2
|x− y|1+2b dy ≤
(
2
1− b +
4
b
)
(η2t)2b. (3.5)
Por otro lado, haciendo un cambio de variable, tenemos
∫ ∞
x
|1− eitη2( x−y1−x+y− x1+x )|2
|y|1+2b dy = (η
2t)2b
∫ ∞
η2tx
|1− e
i(2x2η2t−2xy−y)
(1−x+
y
η2t
)(1+x) |2
|y|1+2b dy
Si tη2x > 1,
∫ ∞
η2tx
|1− e
i(2x2η2t−2xy−y)
(1−x+
y
η2t
)(1+x) |2
|y|1+2b dy ≤
∫ ∞
1
4
|y|1+2b dy =
2
b
.
Ahora bien, si x > 0 y y ≥ xη2t, se tiene que 1− x+ y
η2t
≥ 1 y, por consiguiente,∣∣∣∣∣ i(2x2η2t− 2xy − y)(1− x+ y
η2t
)(1 + x)
∣∣∣∣∣ ≤
∣∣∣∣ 2x1 + x
∣∣∣∣
∣∣∣∣∣ xη2t− y(1− x+ y
η2t
)
∣∣∣∣∣ +
∣∣∣∣∣ y(1− x+ y
η2t
)(1 + x)
∣∣∣∣∣
≤ 2|xη2t− y|+ |y| ≤ 3|y|.
Luego, si tη2x < 1,
∫ ∞
xη2t
|1− e
i(2x2η2t−2xy−y)
(1+x−
y
η2t
)(1−x) |2
|y|1+2b dy =
∫ 1
xη2t
+
∫ ∞
1
|1− e
i(2x2η2t−2xy−y)
(1−x+
y
η2t
)(1+x) |2
|y|1+2b dy
≤
∫ 1
0
9y2
|y|1+2b dy +
∫ ∞
1
4
|y|2b+1 dy =
9
2(1− b) +
2
b
.
As´ı pues,∫ ∞
x
|e itη
2x
1+|x| − e itη
2y
1+|y| |2
|x− y|1+2b dy ≤
(
9
2(1− b) +
2
b
)
(η2t)2b. (3.6)
Por lo tanto, si x > 0, de (3.5) y (3.6), tenemos∫ ∞
−∞
|e itη
2x
1+|x| − e itη
2y
1+|y| |2
|x− y|1+2b dy ≤
(
13
2(1− b) +
6
b
)
(η2t)2b.
La demostracio´n de la estimativa en el caso en que x < 0 es totalmente ana´loga.
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Corolario 3.7. Sea b ∈ (0, 1). Para todo t > 0,
Dbx(sgn(x)(F (t, x, η)− 1)) = Dbx(sgn(x)(e
itη2x
1+|x| − 1)) ≤ C(b)tbη2b (3.7)
Demostracio´n. Sin perdida de generalidad supondremos que x > 0. Luego,
Dbx(sgn(x)(e
itη2x
1+|x| − 1)) =
∫
R
| sgn(x)(e itη
2x
1+|x| − 1)− sgn(y)(e itη
2y
1+|y| − 1)|2
|x− y|n+2b dy
1/2
≤
∫
R
|e itη
2x
1+|x| − e itη
2y
1+|y| |2
|x− y|1+2b dy
1/2 + 2
∫ 0
−∞
|e itη
2y
1+|y| − 1|2
|x− y|1+2b dy
1/2 .
Como |y| < |x− y|, para y < 0, del lema anterior se sigue el corolario.
Lema 3.8. Si 0 < b < 1, entonces
Dbx
(
1
(1 + |x|)n
)
≤ C
(1 + |x|)1/2 (3.8)
Demostracio´n. Es claro que
(
Dbx
(
1
(1 + |x|)n
))2
=
∫
R
∣∣∣ 1(1+|x|)n − 1(1+|y|)n ∣∣∣2
|y − x|1+2b dy
≤ 1
(1 + |x|)2n
∫
R
(2 + |y|+ |x|)2(n−1)|y − x|1−2b
(1 + |y|)2n dy
≤ 1
(1 + |x|)2n
(∫
|x−y|<1
(2 + |y|+ |x|)2(n−1)|y − x|1−2b
(1 + |y|)2n dy+
+
∫
|y−x|≥1
(2 + |y|+ |x|)2(n−1)|y − x|1−2b
(1 + |y|)2n dy
)
Ahora bien∫ x+1
x−1
(2 + |y|+ |x|)2(n−1)|y − x|1−2b
(1 + |y|)2n dy ≤ 2(2 + |x|)
2(n−1)
∫ 1
0
y1−2b dy
≤ C (1 + |x|)
2(n−1)
1− b
Por otro lado, si b ∈ (0, 1/2),∫
|y−x|≥1
(2 + |y|+ |x|)2(n−1)|y − x|1−2b
(1 + |y|)2n dy ≤
∫
A
+
∫
B
(2 + |y|+ |x|)2(n−1)|y − x|1−2b
(1 + |y|)2n dy
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donde A = {y ∈ R | 1 ≤ |y − x| ≤ |y|} y B = {y ∈ R | 1 ≤ |y − x| y |y| < |y − x|}. Como∫
A
(2 + |y|+ |x|)2(n−1)|y − x|1−2b
(1 + |y|)2n dy ≤
∫
A
(2 + |y|+ |x|)2(n−1)|y|1−2b
(1 + |y|)2n dy
≤C(1 + |x|)2(n−1)
∫
R
(1 + |y|)−1−2b dy
≤C
b
(1 + |x|)2(n−1)
y∫
B
(2 + |y|+ |x|)2(n−1)|y − x|1−2b
(1 + |y|)2n dy ≤2
2b
∫
A
(2 + |y|+ |x|)2(n−1)(|y|+ |x|)(1 + |y|)−2b
(1 + |y|)2n dy
≤C(1 + |x|)2n−1
∫
R
(1 + |y|)−1−2b dy
≤C
b
(1 + |x|)2n−1,
en este caso tenemos∫
|y−x|≥1
(2 + |y|+ |x|)2(n−1)|y − x|1−2b
(1 + |y|)2n dy ≤
C
b
(1 + |x|)2n−1.
Si b ∈ [1/2, 1), entonces∫
|x−y|≥1
(2 + |y|+ |x|)2(n−1)|y − x|1−2b
(1 + |y|)2n dy ≤
∫
R
(2 + |y|+ |x|)2(n−1)
(1 + |y|)2n dy
≤ C(1 + |x|)2(n−1)
∫
R
1
(1 + |y|)2 dy
≤ C(1 + |x|)2(n−1).
Luego, (
Dbx
(
1
(1 + |x|)n
))2
≤ C
b(1 + |x|) .
Lema 3.9. Sea 0 < b < 1. Para t > 0
Dbη(e
itξη2
(1+|ξ|) ) ≤ c
((
tξ
(1 + |ξ|)
)b/2
+
(
tξ
(1 + |ξ|)
)b
|η|b
)
(3.9)
Demostracio´n. Ver Proposicio´n 2 de [33].
Ahora, demostraremos dos proposiciones que extienden los Corolarios 3.2 y 3.4 al caso en
que el exponente de los pesos es real.
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Proposicio´n 3.10. Sea E como en el Corolario 3.2. Para s1, s2 ∈ R y 0 < r < 52 tal que
s2 ≥ 2r, tenemos que
‖E(t)ϕ‖Fs1,s2r,0 ≤ C(t)‖ϕ‖Fs1,s2r,0 , (3.10)
donde C(t) es una funcio´n continua y creciente en t.
Demostracio´n. Supongamos, primero, que r = b, con 0 < b < 1. De las propiedades de la
derivada de Stein y los Lemas 3.6 y 3.8, tenemos
‖|x|rE(t)ϕ‖L2 = ‖Dbξ(Fϕ̂)‖L2
≤ c(‖Fϕ̂‖L2 + ‖Dbξ(Fϕ̂)‖L2)
≤ c(‖ϕ‖L2 + ‖FDbξ(ϕ̂)‖L2 + ‖ϕ̂DbξF‖L2)
≤ c(‖ϕ‖L2 + ‖Dbξ(ϕ̂)‖L2 + ‖c(b)tbη2bϕ̂‖L2)
≤ c(‖ϕ‖L2 + ‖|̂x|bϕ‖L2 + c(b)tb‖D̂2by ϕ‖L2)
≤ c(‖ϕ‖L2 + ‖|x|bϕ‖L2 + c(b)tb‖D2by ϕ‖L2)
≤ c‖ϕ‖Fs1,s2r,0
Ahora bien, si 1 < r < 2, tenemos que r = 1+ b, para algu´n 0 < b < 1. As´ı pues, ya que, del
Lema 2.21,
‖|x|bD2yϕ‖2L2 ≤c(‖〈x〉1+bϕ‖2L2 + ‖J2+2by ϕ‖2L2)
y
‖xD2by ϕ‖L2 ≤c(‖〈x〉1+bϕ‖2L2 + ‖J2+2by ϕ‖2L2),
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de nuevo, de las propiedades de la derivada de Stein y los Lemas 3.1, 3.6 y 3.8, tenemos
‖|x|rE(t)ϕ‖L2 =‖Dbξ(∂ξ(Fϕ̂))‖L2
≤c(‖∂ξ(Fϕ̂)‖L2 + ‖Dbξ(∂ξ(Fϕ̂))‖L2
≤c(‖xE(t)ϕ‖L2 + ‖Dbξ(ϕ̂∂ξF )‖L2 + ‖Dbξ(F∂ξϕ̂)‖L2
≤c
(
P1(t)‖ϕ‖Fs1,s2r,0 +
∥∥∥∥Dbξ (ϕ̂ itη2(1 + |ξ|)2F
)∥∥∥∥
L2
+ ‖∂ξϕ̂DbξF‖L2+
+ ‖FDbξ(∂ξϕ̂)‖L2
)
≤c(t)
(
‖ϕ‖
F
s1,s2
r,0
+
∥∥∥∥ 1(1 + |ξ|)2
∥∥∥∥
∞
‖Dbξ(η2Fϕ̂)‖L2+
+
∥∥∥∥η2Fϕ̂Dbξ ( 1(1 + |ξ|)2
)∥∥∥∥
L2
+ ‖c(b)tbη2b∂ξϕ̂‖L2 + ‖D1+bξ ϕ̂‖L2
)
≤c(t)
(
‖ϕ‖Fs1,s2r,0 + ‖D
b
ξ(η
2F )ϕ̂‖L2 + ‖η2FDbξϕ̂‖L2 + ‖xD2by ϕ‖L2
)
≤c(t, b)(‖ϕ‖Fs1,s2r,0 + ‖D
2+2b
y ϕ‖L2 + ‖|x|bD2yϕ‖L2 + ‖J2b+2y ϕ‖L2+
+ ‖〈x〉1+bϕ‖L2)
≤c(t)
(
‖ϕ‖Fs1,s2r,0 + ‖J
2b+2
y ϕ‖L2 + ‖〈x〉1+bϕ‖L2
)
≤c(t)‖ϕ‖Fs1,s2r,0 .
Finalmente, supongamos 2 < r <
5
2
, o, en otras palabras, supongamos r = 2 + b con
0 < b < 1
2
. Entonces, del Lema 3.1,
‖|x|2+bE(t)ϕ‖L2 =‖Dbξ(∂2ξ (Fϕ̂))‖L2
≤
∥∥∥∥Dbξ (2itη2 sgn(ξ)(1 + |ξ|)3 Fϕ̂
)∥∥∥∥
L2
+
∥∥∥∥Dbξ ( t2η4(1 + |ξ|)4Fϕ̂
)∥∥∥∥
L2
+
+
∥∥∥∥Dbξ ( 2itη2(1 + |ξ|)2F∂ξϕ̂
)∥∥∥∥
L2
+
∥∥Dbξ (F∂2ξ ϕ̂)∥∥L2
(3.11)
Estimemos cada uno de los te´rminos del lado derecho de esta u´ltima desigualdad. Procediendo
como en el anterior caso, la estimativa del cuarto te´rmino queda as´ı
‖Dbξ(F∂2ξ ϕ̂)‖L2 ≤ c(‖F∂2ξ ϕ̂‖L2 + ‖Dbξ(F∂2ξ ϕ̂)‖L2)
≤ c(‖∂2ξ ϕ̂‖L2 + ‖FDbξ(∂2ξ ϕ̂)‖L2 + ‖∂2ξ ϕ̂DbξF‖L2)
≤ c(‖x2ϕ‖L2 + ‖|x|2+bϕ‖L2 + ‖c(b)tbη2b∂2ξ ϕ̂‖L2)
≤ c(‖x2ϕ‖L2 + ‖|x|rϕ‖L2 + c(b)tb‖x2D2by ϕ‖L2)
≤ c(t)‖ϕ‖Fs1,s2r,0 ,
(3.12)
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donde usamos la siguiente desigualdad, que sigue del Lema 2.21 y la desigualdad de Young,
‖x2D2by ϕ‖L2 ≤ ‖〈x〉2+bϕ‖L2 + ‖J4+2by ϕ‖L2
De la misma manera tenemos para el segundo y tercer te´rminos las siguientes estimativas∥∥∥∥Dbξ ( t2η4(1 + |ξ|)4Fϕ̂
)∥∥∥∥
L2
≤ c(t)‖ϕ‖Fs1,s2r,0 (3.13)
y∥∥∥∥Dbξ ( 2tη2(1 + |ξ|)2Fϕ̂
)∥∥∥∥
L2
≤ c(t)‖ϕ‖Fs1,s2r,0 (3.14)
El tratamiento del primer te´rmino tiene la siguiente ligera diferencia, gracias al Ejemplo 1 y
al Teorema 2.15, para 0 < b < 1
2
, tenemos∥∥∥∥Dbξ (2t sgn(ξ)η2(1 + |ξ|)3 Fϕ̂
)∥∥∥∥
L2
≤ 2t
∥∥∥∥|x|bH ( η2(1 + |ξ|)3Fϕ̂
)∨∥∥∥∥
L2
≤ ct
∥∥∥∥|x|b( η2(1 + |ξ|)3Fϕ̂
)∨∥∥∥∥
L2
≤ ct
∥∥∥∥Dbξ ( η2(1 + |ξ|)3Fϕ̂
)∥∥∥∥
L2
Ahora si, procediendo como antes, tenemos∥∥∥∥Dbξ (2t sgn(ξ)η2(1 + |ξ|)3 Fϕ̂
)∥∥∥∥
L2
≤ c(t)‖ϕ‖Fs1,s2r,0 (3.15)
Luego, de (3.11), (3.12), (3.13), (3.14) y (3.15), se sigue (3.6), para 2 < r < 5
2
. Esto te´rmina
la demostracio´n de la proposicio´n.
Proposicio´n 3.11. Sea E como en el Corolario 3.2. Para s1, s2 ∈ R y 0 < r tal que s2 ≥ r,
tenemos que
‖E(t)ϕ‖Fs1,s20,r ≤ C(t)‖ϕ‖Fs1,s20,r , (3.16)
donde C(t) es una funcio´n continua y creciente en t.
Demostracio´n. Sean n ∈ N y 0 < b < 1 tal que r = n + b. Entonces,
‖|y|rE(t)ϕ‖L2 ≤ c(‖φ‖Fs1,s20,r + ‖D
b
η(∂
n
η (Fϕ̂))‖L2)
≤ c
(
‖φ‖Fs1,s20,r +
n∑
m=0
‖Dbη(∂mη F∂n−mη ϕ̂)‖L2
)
(3.17)
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Examinemos cada uno de los te´rminos de la sumatoria del lado derecho de la anterior de-
sigualdad. Supondremos sin perdida de generalidad que m es par, osea, que m = 2j. Del
Lema 3.3 y las propiedades de la derivada de Stein se sigue que
‖Dbη(∂mη F∂n−mη ϕ̂)‖L2 ≤
j∑
k=0
ak
∥∥∥∥∥Dbη
(
η2k
(
2itξ
1 + |ξ|
)j+k
F∂n−mη ϕ̂
)∥∥∥∥∥
L2
≤c(t)
j∑
k=0
(∥∥DbηFη2k∂n−mη ϕ̂∥∥L2 + ∥∥FDbη(η2k∂n−mη ϕ̂)∥∥L2)
≤c(t)
j∑
k=0
(∥∥η2k+b∂n−mη ϕ̂∥∥L2 + ∥∥Dbη(η2k∂n−mη ϕ̂)∥∥L2) .
Como, del Lema 2.21
‖η2k+b∂n−mη ϕ̂‖L2 ≤ ‖〈η〉2k+bJn−mη ϕ̂‖L2 ≤ ‖〈η〉m+bJn−mη ϕ̂‖L2
≤ ‖Jn+by ϕ‖
m+b
n+b
L2 ‖〈η〉nϕ‖
n−m
n+b
L2
≤ c(‖〈y〉n+bϕ‖L2 + ‖Jn+by ϕ‖L2)
y∥∥Dbη(η2k∂n−mη ϕ̂)∥∥L2 ≤ ‖J bη〈η〉2kJn−mη ϕ̂‖L2
≤ ‖Jn−m+2k+by ϕ‖
2k
2k+b
L2 ‖〈η〉2k+bJn−mη ϕ‖
b
2k+b
L2
≤ ‖Jn+by ϕ‖
2k
2k+b
L2 ‖〈η〉m+bJn−mη ϕ‖
b
2k+b
L2
≤ ‖Jn+by ϕ‖
( 2k
2k+b
+ (n−m)b
(n+b)(2k+b)
)
L2 ‖〈η〉m+bJn−mη ϕ‖
(m+b)b
(n+b)(2k+b)
L2
≤ c(‖〈y〉n+bϕ‖L2 + ‖Jn+by ϕ‖L2),
tenemos que
‖Dbη(∂mη F∂n−mη ϕ̂)‖L2 ≤ c(‖〈y〉n+bϕ‖L2 + ‖Jn+by ϕ‖L2)
≤ c‖ϕ‖Fs1,s20,r
Luego, de (3.17), se sigue la proposicio´n.
De las anteriores dos proposiciones obtenemos el siguiente corolario ana´logo al Corolario 3.5,
de la misma forma que obtuvimos este u´ltimo.
Corolario 3.12. Sea E como en los Corolario 3.2. Si s1, s2 ∈ R, 0 ≤ r1 < 5/2 y r2 ≥ 0 con
s2 ≥ ma´x(2r1, r2), tenemos
‖E(t)ϕ‖Fs1,s2r1,r2 ≤ c(t)‖ϕ‖Fs1,s2r1,r2 ,
donde c(t) es una funcio´n continua creciente.
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3.2. Buen planteamiento de (1.9)
Gracias a la discusio´n en la seccio´n anterior tenemos el siguiente teorema.
Teorema 3.13. Sean s1 y s2 nu´meros reales positivos, y r1 y r2 nu´meros reales no negativos
tales que r1 <
5
2
, s2 ≥ ma´x(2r1, r2) y 1s1 + 1s2 < 2. Para todo ϕ ∈ F s1,s2r1,r2 , existen T > 0, que
depende de ‖ϕ‖Fs1,s2r1,r2 , y una u´nica u ∈ C([0, T ];F
s1,s2
r1,r2 ) solucio´n del problema de valor inicial
(1.9).
Ma´s au´n, la aplicacio´n ψ 7→ v, v solucio´n de (1.9) con condicio´n inicial ψ, es continua de un
abierto en F s1,s2r1,r2 , que contiene a ϕ, en C([0, T ];F s1,s2r1,r2 ).
Demostracio´n. Es claro que (1.9) es equivalente a la ecuacio´n integral
u = E(t)ϕ+
∫ t
0
E(t− τ)B(un(τ)) dτ, (3.18)
donde
E(t) = etA y A = −∂x(1 +H∂x)−1∂2y . (3.19)
As´ı pues, mostraremos que esta ecuacio´n tiene solucio´n en C([0, T ];F s1,s2r1,r2 ), para T suficien-
temente pequen˜a. Sea Φ definida por
Φu = E(t)ϕ+
∫ t
0
E(t− τ)B(un(τ)) dτ,
para cada funcio´n u ∈ C([0, T ];F s1,s2r1,r2 ). Veamos que, para algu´n T , Φ es una contraccio´n en
el espacio
X (T,M) = {u ∈ C([0, T ];F s1,s2r1,r2 ) | ‖E(t)ϕ− u(t)‖Fs1,s2r1,r2 ≤M}, (3.20)
dondeM es un real positivo arbitrario. Es claro que X (T,M) es un espacio me´trico completo
con la me´trica dT,M definida por
dT,M(u, v) = sup
t∈[0,T ]
‖u(t)− v(t)‖Fs1,s2r1,r2 .
Escojamos T tal que Φ vaya de X (T,M) en s´ı mismo. Gracias a los Corolarios 2.13, 2.17 y
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3.12, para u ∈ X (T,M), tenemos
‖Φ(u)(t)−E(t)ϕ‖Fs1,s2r1,r2 =
∥∥∥∥∫ t
0
E(t− τ)B(un(τ)) dτ
∥∥∥∥
F
s1,s2
r1,r2
≤
∫ t
0
‖E(t− τ)B(un(τ))‖Fs1,s2r1,r2 dτ
≤
∫ t
0
c(t− τ)‖un(τ)‖Fs1,s2r1,r2 dτ
≤ c(T )
∫ t
0
‖u(τ)‖n
F
s1,s2
r1,r2
dτ
≤ c(T )
∫ t
0
(M + ‖ϕ‖Fs1,s2r1,r2 )
n dτ
≤ c(T )(M + ‖ϕ‖Fs1,s2r1,r2 )
nT,
donde c es una funcio´n continua creciente. Luego, si escogemos T de tal modo que
Tc(T ) ≤ M
(M + ‖ϕ‖Fs1,s2r1,r2 )n
,
entonces Φ(u) ∈ X (T,M). Por otro lado, como
‖Φ(u)(t)− Φ(v)(t)‖Fs1,s2r1,r2 ≤
∫ t
0
‖E(t− τ)B(un(τ))− vn(τ))‖Fs1,s2r1,r2 dτ
≤ c(T )
∫ t
0
‖un(τ)− vn(τ))‖Fs1,s2r1,r2 dτ
≤ c˜(T )
∫ t
0
‖u(τ)− v(τ)‖Fs1,s2r1,r2 (‖u(τ)‖
n−1
F
s1,s2
r1,r2
+ ‖v(τ)‖n−1
F
s1,s2
r1,r2
) dτ
≤ c˜(T )(M + ‖ϕ‖Fs1,s2r1,r2 )
n−1TdT,M(u, v)
para alguna funcio´n continua creciente c˜, si tomamos T tal que asimismo se satisfaga
c˜(T )(M + ‖ϕ‖Fs1,s2r1,r2 )
n−1T < 1,
tenemos, en efecto, que Φ es una contraccio´n en X (T,M). Luego, del teorema de punto fijo
de Banach, existe una funcio´n u ∈ X (T,M) solucio´n de (3.18), y por ende de (1.9).
Finalmente, si u y v son soluciones de (1.9) en el intervalo [0, T ], tenemos que
‖u(t)− v(t)‖Fs1,s2r1,r2 ≤ c(t)‖ϕ− ψ‖+
∫ t
0
Mn−1c(t− τ)‖u(τ)− v(τ)‖Fs1,s2r1,r2 dτ.
De esta desigualdad y del lema de Gronwall se sigue el teorema.
3.3 Continuacio´n u´nica de las soluciones de (1.9) 31
3.3. Continuacio´n u´nica de las soluciones de (1.9)
Veamos ahora que si r1 = 5/2 no hay persistencia de las soluciones de (1.9). Ma´s precisamente
tenemos el siguiente teorema.
Teorema 3.14. Supongamos que se satisfacen las condiciones del Teorema 3.13 para s1,
s2, r1 y r2, con s2 ≥ 5. Sea u ∈ C([0, T ];F s1,s2r1,r2 ) solucio´n del problema (1.9) tal que∫
R
∂2yu(0, x, y) dx ≥ 0, para todo y ∈ R. Si para dos tiempos t1 = 0 < t2 < T se tiene
que u(tj) ∈ F s1,s25
2
,r2
, j = 1, 2, entonces u es identicamente cero.
Demostracio´n. Sea u ∈ C([0, T ] : F s1,s22,r2 ) como en el enunciado del teorema. Sean ϕ(x, y) =
u(0, x, y) y v = u2.
Primero vamos a examinar cuidadosamente los te´rminos del lado derecho de la ecuacio´n que
se obtiene al multiplicar por x2 en ambos lados de (3.18).
Para el primer te´rmino que aparece all´ı, del Lema 3.1, tenemos
∂2ξ (Fϕ̂) = F
[−2itη2 sgn(ξ)
(1 + |ξ|)3 ϕ̂−
t2η4
(1 + |ξ|)4 ϕ̂+
2itη2
(1 + |ξ|)2∂ξϕ̂+ ∂
2
ξ ϕ̂
]
= B1 +B2 +B3 +B4,
donde cada Bi, i = 1, · · · , 4, son los sumandos que se obtienen al distribuir F en la suma
entre pare´ntesis en el lado derecho de la ecuacio´n de encima. Como las estimativas (3.12),
(3.13) y (3.14) son va´lidas para 0 < b < 1, D
1/2
ξ Bi ∈ L2(R2), i = 2, 3 y 4. Ahora bien, para
B1 tenemos
B1 =
−2itη2
(1 + |ξ|)3 ϕ̂ sgn(ξ)(F − 1)− 2it sgn(ξ)η
2
(
1
(1 + |ξ|)3 − 1
)
ϕ̂−
− 2it sgn(ξ)η2ϕ̂
=C1 + C2 + C3
(3.21)
Razonando de la misma manera en que obtuvimos (3.12) se demuestra que D
1
2
ξ C2 ∈ L2(R2).
Es ligeramente ma´s complicado ver que D
1
2
ξ C1 ∈ L2(R2), pero gracias al Corolario 3.7, se
puede hacer e´sto con el mismo argumento. Luego,
D
1/2
ξ
(
B1 − 2itη2 sgn(ξ)ϕ̂
) ∈ L2(R2). (3.22)
As´ı pues, se tiene que
D
1/2
ξ
(
(x2E(t)ϕ)̂ + 2itη2 sgn(ξ)ϕ̂
) ∈ L2(R2). (3.23)
Para examinar el te´rmino de la integral, examinemos la segunda derivada con respecto a ξ
de la transformada de Fourier de la expresio´n que aparece dentro de la integral. Con este
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propo´sito, tenemos
∂2ξ
(
iξF v̂
1 + |ξ|
)
=F (t, ξ, η)
(
2t|ξ|η2
(1 + |ξ|)4 v̂ −
2tη2
(1 + |ξ|)4 v̂ −
it2η4
(1 + |ξ|)5ξv̂−
− 2tξη
2
(1 + |ξ|)3∂ξ v̂ −
2i sgn(ξ)
(1 + |ξ|)3 v̂ +
2i
(1 + |ξ|)2∂ξv̂ +
iξ
1 + |ξ|∂
2
ξ v̂
)
=A1 + · · ·+ A7
Procediendo como antes podemos ver que D
1/2
ξ (Ai) ∈ C([0, T ] : L2(R2)), para i 6= 5, y que(
D
1/2
ξ (A5 − 2i sgn(ξ)v̂)
)
∈ C([0, T ] : L2(R2)). (3.24)
Por lo tanto,
D
1/2
ξ
((
x2
∫ t
0
E(t− τ)B(un(τ)) dτ
)̂+ 2i sgn(ξ) ∫ t
0
v̂dτ
)
∈ C([0, T ] : L2(R2)). (3.25)
As´ı pues, de (3.23) y (3.25), se tiene que
D
1/2
ξ
(
x̂2u(t) + 2itη2 sgn(ξ)ϕ̂+ 2i sgn(ξ)
∫ t
0
v̂dτ
)
∈ L2(R2), (3.26)
para todo t ∈ [0, T ]. Como u(t2) ∈ F s1,s25
2
,r2
D
1
2
ξ
[
sgn(ξ)
(
2t2η
2ϕ̂+
∫ t2
0
v̂ dτ
)]
∈ L2(R2).
En particular,
D
1
2
ξ
[
sgn(ξ)
(
2t2∂̂2yϕ
x
+
∫ t2
0
v̂x dτ
)]
∈ L2(R)
(en ξ) para casi todo y ∈ R, donde ̂x denota la tranformada de Fourier solo en x. Por el
Teorema 2.22
2t2∂̂2yϕ
x
(0, y) +
∫ t2
0
v̂x(τ, 0, y) dτ = 0,
para casi todo y ∈ R. Como
∂̂2yϕ
x
(0, y) =
∫
R
∂2yϕ(x, y) dx ≥ 0
para casi todo y,∫ t2
0
v̂x dτ =
∫ t2
0
∫ ∞
−∞
u2(τ, x, y)dx dτ = 0,
para casi todo y. En otras palabras, u ≡ 0.
4 Mal planteamiento de la ecuacio´n (1.9)
En esta cap´ıtulo demostraremos algunos resultados de mal planteamiento para el problema
de Cauchy asociado con la ecuacio´n (1.9), con n = 2, en espacios de Sobolev Hs(R2), con
s < 0, siguiendo las ideas presentadas en [8], [31], [22].
4.1. Mal planteamiento
A continuacio´n enunciamos algunos lemas que se usara´n ma´s adelante en el presente cap´ıtulo.
Lema 4.1. Sea p(ξ, η) = ξη
2
1+|ξ|
.∫ t
0
E(t− τ)(1 + H ∂x)−1∂x[(E(t)ϕ)2]dτ =
=
∫
R4
eixξ+iyη+itp(ξ,η)K(ξ, ξ1, η, η1) dξ1dη1dξdη
donde
K(ξ, ξ1, η, η1) =
ξ
1 + |ξ|ϕ̂(ξ1, η1)ϕ̂(ξ − ξ1, η − η1)
(
eitθ(ξ,ξ1,η,η1) − 1
iθ(ξ, ξ1, η, η1)
)
,
y
θ(ξ, ξ1, η, η1) = p(ξ1, η1) + p(ξ − ξ1, η − η1)− p(ξ, η) (4.1)
Demostracio´n. La demostracio´n de este lema es un procedimiento comu´n que aparece en la
literatura relacionada con ecuaciones dispersivas (vea por ejemplo el Lema 4 en [30], [31]
y [8]). Por completez, veamos su demostracio´n. De la definicio´n de la convolucio´n entre
funciones y el teorema de Fubini, tenemos∫ t
0
E(t− τ)(1 + H ∂x)−1∂x[(E(t)ϕ)2]dτ =
=
∫ t
0
[∫
R2
eixξ+iyη((1 + H ∂x)
−1∂xE(t− τ)[(E(t)ϕ)2])∧(ξ, η) dξdη
]
dτ
=
∫ t
0
[∫
R2
eixξ+iyηei(t−τ)p(ξ,η)
ξ
1 + |ξ| [e
iτp(·,·)ϕ̂ ∗ eiτp(·,·)ϕ̂](ξ, η) dξdη
]
dτ
=
∫
R4
eixξ+iyη+itp(ξ,η)
ξ
1 + |ξ|Ψ(ξ, ξ1, η, η1)
(∫ t
0
eiτθ(ξ,ξ1,η,η1)dτ
)
dξ1dη1dξdη
=
∫
R4
eixξ+iyη+itp(ξ,η)K(ξ, ξ1, η, η1) dξ1dη1dξdη
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donde
Ψ(ξ, ξ1, η, η1) = ϕ̂(ξ1, η1)ϕ̂(ξ − ξ1, η − η1)
La funcio´n θ(ξ, ξ1, η, η1) que definimos en (4.1) es denominada resonante.
Los siguientes dos lemas, que se pueden probar con un sencillo ca´lculo directo, sera´n de gran
utilidad en la demostracio´n del resultado principal de este cap´ıtulo.
Lema 4.2. Sean s < 0, α > 0, N > 0 y
ϕ̂(ξ, η) = α−1N−s(χI1(ξ, η) + χI2(ξ, η)) (4.2)
donde
I1 = [−N − α,−N ]× [α, 2α], I2 = [N,N + α]× [α, 2α]
y χI es la funcio´n caracter´ıstica del conjunto I. Entonces, ‖ϕ‖Hs(R2) ≤ 2.
Lema 4.3. Si (ξ1, η1) ∈ I1 y (ξ − ξ1, η − η1) ∈ I2 se tiene que
|θ(ξ, ξ1, η, η1)| ≤ Cα2
Teorema 4.4. Supongamos que n = 2 en (1.9) y sean s < 0 y T > 0. Entonces, no existe un
subespacio XT incluido continuamente en C([0, T ];H
s(R2)) tal que, para alguna constante
C > 0, se tenga que
‖E(t)ϕ‖XT ≤ C‖ϕ‖Hs(R2), (4.3)
para toda ϕ ∈ Hs(R2), y∥∥∥∥∫ t
0
E(t− τ)[(1 + H ∂x)−1∂x(u2(τ))] dτ
∥∥∥∥
XT
≤ C‖u‖2
XT
, (4.4)
para u ∈ XT .
Demostracio´n. Por contradiccio´n, supongamos que existe un subespacio XT incluido conti-
nuamente en C([0, T ];Hs(R2)) tal que se satisfacen (4.3) y (4.4). Si hacemos u(t) = E(t)ϕ
en (4.4), de la inclusio´n continua de XT en C([0, T ];H
s(R2)) y de (4.3), se sigue que∥∥∥∥∫ t
0
E(t− τ)[(1 + H ∂x)−1∂x(E(τ)ϕ)2] dτ
∥∥∥∥
Hs
≤ C‖ϕ‖2Hs. (4.5)
Veamos que la funcio´n ϕ definida en el Lema 4.2 no satisface (4.5) si escogemos N suficien-
temente grande. Del Lema 4.1, tenemos que∫ t
0
E(t− τ)(1 + H ∂x)−1∂x[(E(τ)ϕ)2]dτ = g1(t, x, y) + g2(t, x, y) + g3(t, x, y) (4.6)
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donde gi, i = 1, 2, 3, son tales que
ĝ1(t, ξ, η) =
1
α2N2s
eitp(ξ,η)
ξ
1 + |ξ|
∫
I11(ξ,η)
eitθ(ξ,ξ1,η,η1) − 1
iθ(ξ, ξ1, η, η1)
dξ1dη1,
ĝ2(t, ξ, η) =
1
α2N2s
eitp(ξ,η)
ξ
1 + |ξ|
∫
I22(ξ,η)
eitθ(ξ,ξ1,η,η1) − 1
iθ(ξ, ξ1, η, η1)
dξ1dη1
y
ĝ3(t, ξ, η) =
1
α2N2s
eitp(ξ,η)
ξ
1 + |ξ|
∫
I12(ξ,η)∪I21(ξ,η)
eitθ(ξ,ξ1,η,η1) − 1
iθ(ξ, ξ1, η, η1)
dξ1dη1,
con
Iij(ξ, η) = {(ξ1, η1) ∈ R2 | (ξ1, η1) ∈ Ii, (ξ − ξ1, η − η1) ∈ Ij} i, j = 1, 2 (4.7)
Puede verse que
supp(ĝ1) ⊂ [2N, 2N + 2α]× [2α, 4α],
supp(ĝ2) ⊂ [−2N − 2α,−2N ]× [2α, 4α],
y
supp(ĝ3) ⊂ [−α, α]× [2α, 4α]
Para N suficientemente grande y α suficientemente pequen˜o estos soportes resultan ser
disyuntos. Consideremos N y α con esta propiedad. Luego,∥∥∥∥∫ t
0
E(t− τ)(1 + H ∂x)−1∂x[(E(t)ϕ)2]dτ
∥∥∥∥
Hs
≥ ‖gi(t, ·, ·)‖Hs (4.8)
para i = 1, 2, 3. Si escogemos α = N−ǫ, con ǫ > 0 suficientemente pequen˜o, tenemos que
para (ξ, η) ∈ supp(ĝ3) y (ξ1, η1) ∈ I12 ∪ I21,∣∣∣∣eitθ(ξ,ξ1,η,η1) − 1iθ(ξ, ξ1, η, η1)
∣∣∣∣ = |t|+O(N−ǫ), (4.9)
ya que, del Lema (4.3),
|θ(ξ, ξ1, η, η1)| ≤ CN−2ǫ ≤ CN−ǫ.
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De este modo
‖g3(t, ·, ·)‖2Hs =
∫
supp(ĝ3)
(1 + ξ2 + η2)s|ĝ3(t, ξ, η)|2 dξdη
=
1
α4N4s
∫
R2
(1 + ξ2 + η2)s
|ξ|2
(1 + |ξ|)2
∣∣∣∣∫
I12∪I21
eitθ − 1
iθ
dξ1dη1
∣∣∣∣2 dξdη
≥ C |t|
2α4
α4N4s
∫ 3α/2
−α/2
∫ 3α/4
0
(1 + ξ2 + η2)s
ξ2
(1 + |ξ|)2 dξdη
≥ C |t|
2
N4s
∫ 3α/2
−α/2
∫ 3α/4
0
ξ2 dξdη
≥ C |t|
2
N4s
∫ 3α/2
−α/2
∫ 3α/4
0
ξ2 dξdη
≥ C|t|2N−4sα4
≥ C|t|2N−4(s+ǫ)
Finalmente, de (4.5), (4.8), la desigualdad anterior y el Lema 4.2, se sigue que
4 ≥ ‖ϕ‖2Hs(R2) ≥ ‖g3(t)‖Hs(R2) ≥ CN−4(s+ǫ),
lo cual es una contradiccio´n, pues s < 0 y N lo podemos escoger muy grande.
Teorema 4.5. Sea s < 0. Entonces no existe T > 0 tal que (1.9) tenga una u´nica solucio´n en
el intervalo [0, T ] y tal que su flujo sea de clase C2 en cero de Hs(R2) en Hs(R2).
Demostracio´n. Considere el siguiente problema de Cauchy{
ut + (u
2)x + (H ut + uyy)x = 0, (x, y) ∈ R2, t > 0
uǫ(0, x, y) = ǫϕ(x, y),
(4.10)
ǫ suficientemente pequen˜o. Suponga que uǫ(t, x, y) es solucio´n local u´nica de (4.10) y que el
flujo asociado es de clase C2 en el origen de Hs(R2) en Hs(R2). Entonces
uǫ(t, x, y) = ǫE(t)ϕ(x, y) +
∫ t
0
E(t− τ)(1 + H ∂x)−1∂x(u2ǫ(τ, x, y))dτ (4.11)
Derivando con respecto a ǫ los te´rminos que aparecen en esta u´ltima ecuacio´n, tenemos
∂2uǫ(t, x, y)
∂ǫ2
∣∣
ǫ=0
= 2
∫ t
0
E(t− τ)(1 + H ∂x)−1∂x(E(τ)ϕ)2dτ (4.12)
Como el flujo es de clase C2, se sigue que∥∥∥∥∫ t
0
E(t− τ)[(1 + H ∂x)−1∂x(E(τ)ϕ)2] dτ
∥∥∥∥
Hs(R2)
≤ C‖ϕ‖2Hs(R2).
Esto contradice el teorema anterior.
5 Comportamiento asinto´tico de
soluciones con dato inicial pequen˜o
En este cap´ıtulo mostraremos que la solucio´n de la ecuacio´n es global cuando el dato inicial
es suficientemente pequen˜o, de una forma que precisaremos ma´s adelante. Tambie´n mostra-
remos que la solucio´n, en un tiempo suficientemente grande, se comporta como la solucio´n
de la ecuacio´n lineal asociada. A estas soluciones se les suele llamar los estados de dispersio´n
de la onda (scattering states en ingle´s).
5.1. Solucio´n global para dato pequen˜o
En esta seccio´n examinaremos primero dos lemas y dos corolarios que sera´n muy importantes
en la demostracio´n del teorema principal al final de la misma.
Para A > 0, (x, y) ∈ R2, t ∈ R, sea
IA(x, y, t) =
∫
R2
e
itξη2
1+|ξ|
+ixξ+iyηχ[−A,A](ξ) dξdη.
Lema 5.1. Si A > 1, existe una constante C, independiente de t y (x, y), tal que
|IA(x, y)| ≤ Ct− 12A. (5.1)
Demostracio´n. Haciendo η′ =
√
|tξ|
1+|ξ|
η y completamdo cuadrados en el exponente de e se
tiene que
IA(x, y, t) =
∫ A
−A
eixξ
(∫ ∞
−∞
e
itξη2
1+|ξ|
+iyη
dη
)
dξ
=
∫ A
−A
eixξe−iy
2(
1+|ξ|
4tξ
)
(
1 + |ξ|
t|ξ|
) 1
2
(∫ ∞
−∞
ei sgn(ξ)η
′2
dη′
)
dξ
=
t−
1
2
4
∫ A
−A
eixξ−iy
2( 1+|ξ|
4tξ
)
(
1 + |ξ|
|ξ|
) 1
2
ei
pi
4
sgn(ξ) dξ.
De aqu´ı es inmediato el lema.
