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For a family of functionals in a Banach space, which are possibly non-smooth and
depend also on a positive real parameter, the existence of a sequence of critical points
(according to Motreanu and Panagiotopoulos (‘‘Minimax Theorems and Qualitative
Properties of the Solutions of Hemivariational Inequalities,’’ Nonconvex Optimization
Applications, Vol. 29; Kluwer, Dordrecht, 1998, Chap. 3)) is established by
mainly adapting a new technique due to Ricceri (2000, J. Comput. Appl. Math.
113, 401–410). Two applications are then presented. Both of them treat the
Neumann problem for an elliptic variational–hemivariational inequality with
p-Laplacian. # 2002 Elsevier Science (USA)
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CRITICAL POINTS OF NON-DIFFERENTIABLE FUNCTIONS 109l > 0: A very recent result by Ricceri [10, Theorem 2.5] provides general
sufﬁcient conditions in order that the function Fþ lC has a sequence
of critical points, which are also actually local minima. As well pointed
out in [11], a natural framework where this result applies successfully
is given by the Neumann problem for elliptic equations involving
the p-Laplacian. However, chieﬂy because of the regularity assumptions
on F and C; several other questions that one meets in important
concrete settings cannot be treated through Theorem 2.5 of [10]. For
example, let us mention both variational inequalities and elliptic equations
with discontinuous nonlinearities. In fact, regarding the ﬁrst case, the
indicator function of some convex closed subset of X must appear in the
expression Fþ lC; in the second case, either F or C turns out locally
Lipschitz at most. So, the question of providing a version of the above-
mentioned result which also applies to these meaningful situations
spontaneously arises.
Chapter 3 in [7] deals with functions I : X ! 1;þ1 fulﬁlling the
structure hypothesis
(H) I ¼ hþ j; where h : X ! R is locally Lipschitz while j :
X !1;þ1 is convex, proper, and lower semicontinuous.
Critical points of I are deﬁned as the solutions to the problem
Find u 2 X satisfying h0ðu; v uÞ þ jðvÞ  jðuÞ50 for all v 2 X ð* Þ
with h0ðu; v uÞ being the generalized directional derivative [5, p. 25] of h at
the point u along the direction v u:
If h 2 C1ðX ;RÞ; then (*) reduces to a classical variational inequality. This
model is well known and an efﬁcient critical point theory has been
developed by Szulkin [12]. When j 
 0 problem (*) coincides with the one
studied by Chang [4]. If both h 2 C1ðX ;RÞ and j 
 0; then (*) simpliﬁes to
the equation h0ðuÞ ¼ 0; which has been the subject of intensive investigations
[3, 9].
The main purpose of the present paper is to establish a non-
smooth version of Theorem 2.5 in [10] (see Theorem 1.1 below) by adopting
the framework of Motreanu and Panagiotopoulos [7, Chap. 3]. We
next present, in Theorems 2.1 and 2.2, two applications that
treat a Neumann-type problem for an elliptic variational–hemivaria-
tional inequality, in the sense of Panagiotopoulos [8], involving
the p-Laplacian and extend the corresponding results of [11] to this
new setting. Finally, some relevant examples are indicated (see Examples 2.1
and 2.2).
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Let ðX ; jj  jjÞ be a real normed space. A function h : X ! R is called locally
Lipschitz when to every u 2 X there correspond a neighbourhood U of u and
a constant L50 such that
jhðvÞ  hðwÞj4Ljjv wjj 8v;w 2 U :
If u; v 2 X ; the symbol h0ðu; vÞ indicates the generalized directional derivative
of h at the point u along the direction v; namely
h0ðu; vÞ :¼ lim sup
w!u;t!0þ
hðwþ tvÞ  hðwÞ
t
:
For locally Lipschitz h1; h2 : X ! R; one evidently has
ðh1 þ h2Þ
0ðu; vÞ4h01ðu; vÞ þ h
0
2ðu; vÞ 8u; v 2 X :
Let F be a function on X satisfying the structure hypothesis:
(H) F ¼ hþ j; with h : X ! R locally Lipschitz and j : X ! 1;þ1
convex, proper, and lower semicontinuous.
We say that u 2 X is a critical point of F if it fulﬁls the inequality
h0ðu; v uÞ þ jðvÞ  jðuÞ50 8v 2 X :
When h 2 C1ðX ;RÞ; this deﬁnition reduces to the one by Szulkin [12], while
for j 
 0 it coincides with the deﬁnition of Chang [4].
A simple computation [6, Proposition 2.1] yields the following
Lemma 1.1. Suppose the function F satisfies (H). Then each local
minimum is also a critical point of F:
Now, let ðX ; jj  jjÞ and *X be real Banach spaces such that X is compactly
embedded in *X ; let h1 : *X ! R and h2 : X ! R be locally Lipschitz, and let
j1 : X ! 1;þ1 be convex, proper, besides lower semicontinuous. Write
Dðj1Þ :¼ fu 2 X : j1ðuÞ5þ1g as well as
FðuÞ :¼ h1ðuÞ þ j1ðuÞ; CðuÞ :¼ h2ðuÞ; u 2 X :
Obviously, F and C comply with condition (H). Assuming that
C1ð  1;r½ Þ \ Dðj1Þ=| 8r > inf
X
C; ð1Þ
CRITICAL POINTS OF NON-DIFFERENTIABLE FUNCTIONS 111we can also deﬁne, provided r > infX C;
jðrÞ :¼ inf
u2C1ð 1;r½ Þ
FðuÞ  inf
v2ðC1ð1;r½ÞÞw
FðvÞ
rCðuÞ
; ð2Þ
where ðC1ð  1; r½ ÞÞw stands for the weak closure of C
1ð  1;r½ Þ;
g :¼ lim inf
r!þ1
jðrÞ; d :¼ lim inf
r!ðinfXCÞ
þ
jðrÞ:
The main purpose of this section is to establish the following non-smooth
version of a very recent critical point result by Ricceri [10, Theorem 2.5].
Theorem 1.1. Let X be reflexive and let C be weakly sequentially lower
semicontinuous and coercive. Suppose (1) holds. Then,
(a) For every r > infX C and every l > jðrÞ the function Fþ lC has a
critical point (locally minimum) lying in C1ð  1; r½ Þ:
(b) If g5þ1 then, for each l > g; either
(b1) Fþ lC possesses a global minimum, or
ðb2) there is a sequence fung of critical points (locally minima)
of Fþ lC such that limn!þ1 CðunÞ ¼ þ1:
(c) If d5þ1; then for every l > d; either
ðc1) Fþ lC has a local minimum, which is also a global minimum
of C; or
ðc2Þ there exists a sequence fung of pairwise distinct critical points
(locally minima) of Fþ lC; with limn!þ1 CðunÞ ¼ infX C; weakly conver-
ging to a global minimum of C:
Proof. We ﬁrst note that the function F is weakly sequentially lower
semicontinuous. Indeed, if un * u then j1ðuÞ4lim infn!þ1 j1ðunÞ by Br!ezis
[1, Corollary III.8] and un ! u in *X : Hence,
FðuÞ ¼ h1ðuÞ þ j1ðuÞ4 lim
n!þ1
h1ðunÞ þ lim inf
n!þ1
j1ðunÞ ¼ lim inf
n!þ1
FðunÞ:
The assumptions on C imply infXC 2 R: Denote by I the set of all r >
infX C such that C1ð  1;r½ Þ is contained in some weakly sequentially
compact subset of X : One clearly has I ¼infXC;þ1½: Moreover, if (see
[10, p. 402])
Fr :¼ fK  X j K is weakly sequentially compact; K  C1ð  1;r½ Þg;
MARANO AND MOTREANU112r 2 I ; then \
K2Fr
K ¼ ðC1ð 1; r½ÞÞw:
Thus, due to the weak sequential lower semicontinuity of F and (1), we
obtain
aðrÞ :¼ sup
K2Fr
inf
u2K
FðuÞ ¼ inf
u2ðC1ð 1;r½ ÞÞw
FðuÞ 2 R:
Now, the same arguments employed in the proof of [10, Theorem 2.1] ensure
that for every r 2 I and every l > jðrÞ; the function ðFþ lCÞjC1ð 1;r½ Þ has
a global minimum ur: Since C is continuous, the point ur also turns out a
local minimum of Fþ lC: Therefore, bearing in mind Lemma 1.1,
conclusion (a) follows.
Let us prove (b). To this end, pick l > g and choose a sequence frng  I
such that
lim
n!þ1
rn ¼ þ1; jðrnÞ5l 8n 2 N: ð3Þ
As before, for each n 2 N there exists a point un satisfying
FðunÞ þ lCðunÞð Þ ¼ min
v2C1ð 1;rn½ Þ
FðvÞ þ lCðvÞð Þ: ð4Þ
When limn!þ1CðunÞ ¼ þ1; assertion ðb2Þ holds, because un ðn 2 NÞ is a
critical point of Fþ lC: So, suppose lim infn!þ1CðunÞ5þ1 and ﬁx
r > max inf
X
C; lim inf
n!þ1
CðunÞ
 
:
Since r 2 I ; taking a subsequence if necessary, one has un * u in X : Now,
let v 2 X : From (3), (4), and the weak sequential lower semicontinuity of
Fþ lC; we infer
FðuÞ þ lCðuÞ4FðvÞ þ lCðvÞ:
As v was arbitrary, conclusion ðb1Þ follows.
We ﬁnally verify (c). To do this pick l > d and choose a sequence frng  I
such that
lim
n!þ1
rn ¼ infX
C; jðrnÞ5l 8n 2 N: ð5Þ
The same reasoning adopted to establish (b) yields a sequence fung
of critical points of Fþ lC fulﬁlling (4). If r5maxn2N rn; then fung 
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when necessary. We claim that u also turns out a global minimum
of C: Indeed, by the weak sequential lower semicontinuity of C and (5),
one has
CðuÞ4 lim inf
n!þ1
CðunÞ4 lim inf
n!þ1
rn ¼ infX
C:
It implies also, taking a subsequence if necessary,
lim
n!þ1
CðunÞ ¼ CðuÞ ¼ inf
X
C:
Now, either ðc1Þ or ðc2Þ must be true, according to whether u ¼ un for some
n 2 N or not, which completes the proof. ]
2. SOME APPLICATIONS
In this section, we present two consequences of Theorem 1.1. Both
of them deal with a Neumann-type problem for a variational–hemivaria-
tional inequality, in the sense of Panagiotopoulos [8], involving the
p-Laplacian.
Let O be a non-empty, bounded, open subset of the real Euclidean
N -space ðRN ; j  jÞ; N53; with a boundary of class C1; let p 2 N ;þ1 ½; and
let a 2 L1ðOÞ satisfy ess infx2O aðxÞ > 0: On the space W 1;pðOÞ; we consider
the norm
jjujj :¼
Z
O
jruðxÞjp þ aðxÞjuðxÞjpð Þ dx
 1=p
;
which is clearly equivalent to the usual one. Since p > N ; it results in
c :¼ supfjjujj1jjujjC0ð %OÞ j u 2 W
1;pðOÞ; u=0g5þ1; ð6Þ
where jjujjC0ð %OÞ ¼ supx2 %O juðxÞj: From (6) we infer at once that
cp jjajjL1ðOÞ51:
Remark 2.1. Useful upper bounds for the constant c are easily obtained
in some special cases. As an example, if the set O is convex and its diameter
turns out less than or equal to
N1=p
p  N
p  1
 11=p
MARANO AND MOTREANU114then, because of Theorem 1 in [2],
supfðjjujjLpðOÞ þ jj jruj jjLpðOÞÞ
1jjujjC0ð %OÞ j u 2 W
1;pðOÞ; u=0g ¼
1
mðOÞ
 1=p
with mðOÞ being the Lebesgue measure of O: Now, a simple computation
provides
c4
2p1
minf1; ess infx2O aðxÞgmðOÞ
 1=p
:
Let f ; g :R! R be locally essentially bounded. Write, if x 2 R;
F ðxÞ :¼
Z x
0
f ðtÞ dt; GðxÞ :¼
Z x
0
gðtÞ dt: ð7Þ
The functions F and G are locally Lipschitz. So, it makes sense to consider
their generalized directional derivatives F 0 and G0; respectively. Given
a;b 2 L1ðOÞ such that
minfaðxÞ;bðxÞg50 almost everywhere in O ð8Þ
and a closed convex subset K of W 1;pðOÞ containing the constant functions,
denote by (P) the following variational–hemivariational inequality problem:
Find u 2 K fulfilling

Z
O
½jruðxÞjp2ruðxÞ  rðvðxÞ  uðxÞÞ þ aðxÞjuðxÞjp2uðxÞðvðxÞ  uðxÞÞ dx
4
Z
O
½aðxÞF 0ðuðxÞ; vðxÞ  uðxÞÞ þ bðxÞG0ðuðxÞ; vðxÞ  uðxÞÞ dx
for all v 2 K:
Remark 2.2. When f ; g 2 C0ðRÞ while K ¼ W 1;pðOÞ; the above inequality
takes the form
Z
O
½jruðxÞjp2ruðxÞ  rwðxÞ þ aðxÞjuðxÞjp2uðxÞwðxÞ dx
¼
Z
O
½aðxÞf ðuðxÞÞ þ bðxÞgðuðxÞÞwðxÞ dx 8w 2 W 1;pðOÞ:
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a weak solution to the Neumann problem
divðjrujp2ruÞ  aðxÞjujp2u ¼ aðxÞf ðuÞ þ bðxÞgðuÞ in O;
@u
@n
¼ 0 on @O;
8<
: ðP0Þ
with n being the outer unit normal to @O:
The next result extends Theorem 1 of [11] to the framework of elliptic
variational–hemivariational inequalities.
Theorem 2.1. Suppose
inf
x2R
GðxÞ50: ð9Þ
If there exist two sequences fxng  R; frng  R
þ such that limn!þ1 rn
¼ þ1;
F ðxnÞ ¼ inf
jxj4cðprnÞ
1=p
F ðxÞ 8n 2 N; ð10Þ
1
p
jjajjL1ðOÞjxnj
p þ GðxnÞjjbjjL1ðOÞ5rn 8n 2 N; ð11Þ
and, moreover,
lim inf
jxj!þ1
F ðxÞjjajjL1ðOÞ þ GðxÞjjbjjL1ðOÞ
jxjp
5
1
p
jjajjL1ðOÞ; ð12Þ
then (P) possesses an unbounded sequence of solutions.
Proof. Let us apply Theorem 1.1. To this end choose X :¼ W 1;pðOÞ;
*X :¼ C0ð %OÞ;
h1ðuÞ :¼
Z
O
aðxÞF ðuðxÞÞ dx 8u 2 *X ;
h2ðuÞ :¼
1
p
jjujjp þ
Z
O
bðxÞGðuðxÞÞ dx 8u 2 X ;
as well as
j1ðuÞ :¼
0 if u 2 K;
þ1 otherwise:
(
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reﬂexive. Thus, using the assumption f ; g 2 L1locðRÞ we easily verify that both
h1 and h2 turn out locally Lipschitz. Further, j1 is evidently convex, proper,
and lower semicontinuous. Deﬁne
FðuÞ :¼ h1ðuÞ þ j1ðuÞ; CðuÞ :¼ h2ðuÞ; u 2 X :
By (7)–(9), one has
CðuÞ5
1
p
jjujjp 8u 2 X : ð13Þ
Hence, the function C is coercive and infXC ¼ Cð0Þ ¼ 0: Bearing in mind
the properties of K; we then infer
0 2 C1ð  1; r½ Þ \ Dðj1Þ; r > inf
X
C;
namely (1) holds. Finally, a standard argument, chieﬂy based on the
compact embedding X+ *X ; ensures that C also turns out weakly
sequentially lower semicontinuous.
Our next concern will be the behaviour of the function j; given by (2), at
inﬁnity. Because of (13), the condition v 2 ðC1ð  1;r½ ÞÞw implies
jjvjj4ðprÞ1=p: Consequently,
04jðrÞ4 inf
u2C1ð1;r½Þ
FðuÞ  inf jjvjj4ðprÞ1=pFðvÞ
rCðuÞ
8r > inf
X
C: ð14Þ
Fix n 2 N: From (6), for each v in X fulﬁlling jjvjj4ðprnÞ
1=p; we have
jvðxÞj4cðprnÞ
1=p in O:
According to (8) and (10), we have
FðxnÞ ¼ inf
jjvjj4ðprnÞ
1=p
FðvÞ:
Since, by (11), the point xn belongs to C
1ð  1; rn½ Þ; inequality (14) forces
jðrnÞ ¼ 0: As n was arbitrary and rn ! þ1; we actually have lim infr!þ1
jðrÞ ¼ 0; that is, g ¼ 0:
Now, conclusion (b) of Theorem 1.1, with l ¼ 1; can be used, and either
ðb1Þ or ðb2Þ must hold. We will show that the function FþC is unbounded
from below, which excludes ðb1Þ: To this end, bearing in mind (12), pick
Z 2
1
p
jjajjL1ðOÞ; lim inf
jxj!þ1
F ðxÞjjajjL1ðOÞ þ GðxÞjjbjjL1ðOÞ
jxjp
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lim
n!þ1
jsnj ¼ þ1; F ðsnÞjjajjL1ðOÞ þ GðsnÞjjbjjL1ðOÞ5 Zjsnj
p 8n 2 N:
From the preceding inequality, we obtain
FðsnÞ þCðsnÞ ¼ h1ðsnÞ þ h2ðsnÞ5
1
p
jjajjL1ðOÞ  Z
 
jsnjp; n 2 N:
Therefore, limn!þ1ðFðsnÞ þCðsnÞÞ ¼ 1; and the assertion follows.
Exploiting ðb2Þ of Theorem 1.1 provides a sequence fung  W 1;pðOÞ such
that limn!þ1 CðunÞ ¼ þ1 as well as, for each point un;
ðh1 þ h2Þ
0ðun; v unÞ þ j1ðvÞ  j1ðunÞ50 8v 2 X : ð15Þ
Since C is clearly bounded on bounded sets, fung has to be unbounded.
Further, due to (15), un 2 K while
h01ðun; v unÞ þ h
0
2ðun; v unÞ50 8v 2 K:
Taking account of formula (2) on p. 77 in [5], we thus achieve

Z
O
½jrunðxÞj
p2runðxÞ  rðvðxÞ  unðxÞÞ þ aðxÞjunðxÞj
p2unðxÞðvðxÞ  unðxÞÞ dx
4 h02ðun; v unÞ þ
Z
O
bðxÞG0ðunðxÞ; vðxÞ  unðxÞÞ dx
4h1ðun; v unÞ þ
Z
O
bðxÞG0ðunðxÞ; vðxÞ  unðxÞÞ dx
4
Z
O
½aðxÞF 0ðunðxÞ; vðxÞ  unðxÞÞ þ bðxÞG0ðunðxÞ; vðxÞ  unðxÞÞ dx
for all v 2 K: This completes the proof. ]
Remark 2.3. The above result comes from Theorem 1.1 by letting j1 as
the indicator function of the set K: Evidently, more sophisticated choices of
j1 are possible. For instance, the case
j1ðuÞ :¼
lðuÞ if u 2 K;
þ1 otherwise
(
with l :W 1;pðOÞ ! R convex and lower semicontinuous, could also be
considered, which in turn would lead to treat the following problem
including (P):
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
Z
O
½jruðxÞjp2ruðxÞ  rðvðxÞ  uðxÞÞ þ aðxÞjuðxÞjp2uðxÞðvðxÞ  uðxÞÞ dx
4
Z
O
½aðxÞF 0ðuðxÞ; vðxÞ  uðxÞÞ þ bðxÞG0ðuðxÞ; vðxÞ  uðxÞÞ dxþ lðvÞ  lðuÞ
for all v 2 K:
Arguing as in the proof of Theorem 2.1, but using conclusion (c) in
Theorem 1.1 instead of (b), one establishes the following result, which
extends Theorem 2 in [11] to (P).
Theorem 2.2. Suppose infx2R GðxÞ50: If there are two sequences fxng 
R and frng  R
þ satisfying limn!þ1 rn ¼ 0;
F ðxnÞ ¼ inf
jxj4cðprnÞ1=p
F ðxÞ 8n 2 N; ð16Þ
1
p
jjajjL1ðOÞjxnj
p þ GðxnÞjjbjjL1ðOÞ5rn 8n 2 N ð17Þ
as well as
lim inf
x!0
F ðxÞjjajjL1ðOÞ þ GðxÞjjbjjL1ðOÞ
jxjp
5
1
p
jjajjL1ðOÞ; ð18Þ
then (P) admits a sequence of non-zero solutions which strongly converges to
zero.
Remark 2.4. The existence of inﬁnitely many solutions for the
Neumann problem ðP0Þ with f and g possibly discontinuous at a set of
points having Lebesgue measure zero can be obtained via the above results
by adopting the same technique exploited to prove Theorem 4.2 in [6].
Finally, we emphasize that Theorems 2.1 and 2.2 apply to several concrete
cases where the results of [11] fail because the nonlinearities involved are
discontinuous. Here are two simple examples.
Example 2.1. Let fbng be a sequence of positive integers such that b1 ¼
0;
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
bnþ1
p
> bn þ 1 for every n 2 N; and let F :R! R be a locally Lipschitz
non-increasing function with the following properties:
F ðxÞ ¼ 0 8x 2 1; 0; F ðxÞ ¼ ðbnÞ
p 8x 2 ½
ﬃﬃﬃﬃﬃ
bn
p
; bn þ 1½ 8n 2 N:
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conclusion of Theorem 2.1 holds.
Proof. Condition (9) is obviously true. We put, for n 2 N;
xn ¼
ﬃﬃﬃﬃ
bn
p
; r1 :¼ 1 and rn :¼
1
p
bn
c
 p
if n52; ð19Þ
so that limn!þ1 rn ¼ þ1 together with
F ðxnÞ ¼ inf
jxj4cðprnÞ1=p
F ðxÞ ¼ ðbnÞ
p
as
ﬃﬃﬃﬃﬃ
bn
p
5bn5bn þ 1: Thus, (10) is also satisﬁed. Since (11) follows
immediately from limn!þ1 bn ¼ þ1; it remains to verify (12). Bearing in
mind (19), we achieve
lim inf
jxj!þ1
F ðxÞjjajjL1ðOÞ þ GðxÞjjbjjL1ðOÞ
jxjp
4 lim
n!þ1
F ðxnÞjjajjL1ðOÞ
jxnj
p ¼ 1;
which implies (12). ]
Example 2.2. Let f ; g :R! R be deﬁned by setting, for every t 2 R;
f ðtÞ :¼
jtjp
t
sin
1
jtjp1

p  1
p
jtj
t
cos
1
jtjp1
if t=0;
0 otherwise;
8>><
>: gðtÞ :¼ 0:
Assume that
jjajjL1ðOÞ ¼
1
cp
5jjajjL1ðOÞ: ð20Þ
Then the conclusion of Theorem 2.2 holds.
Proof. One clearly has GðtÞ 
 0 in addition to
F ðtÞ ¼
jtjp
p
sin
1
jtjp1
if t=0;
0 otherwise:
8><
>:
Thus, writing
an :¼
1
ð2nþ 1Þp
 1=ðp1Þ
; bn :¼
1
2np
 1=ðp1Þ
8n 2 N;
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inf
jxj4bn
F ðxÞ ¼ inf
jxj4an
F ðxÞ ¼ F ðxnÞ ð21Þ
for some xn 2 ½an; an: Now, put
rn :¼
1
p
bn
c
 p
; n 2 N
and observe that rn ! 0þ: Owing to (21), condition (16) is evidently fulﬁlled.
Since (17) follows at once from (20) and the inequalities jxnj4an5bn; while
(18) is a straightforward consequence of (20), all the assumptions of
Theorem 2.2 have been veriﬁed, which completes the proof. ]
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