Abstract-Flexible job-shop scheduling problem derived from the job-shop scheduling problem, and is more realistic than the job-shop scheduling problem in the manufacturing enterprise. It should be utilized with high efficiency. But it is a multi-objective optimal problem. Three minimization objectives (Maximum completion time (makespan), Total workload of machines and Workload of the critical machine) are considered simultaneously. This multi-objective flexible job-shop scheduling problem is one of the hardest combinatorial optimization problems, and is a strongly NPhard problem. To solve the multi-objective flexible job-shop scheduling problem, a quantum immune algorithm based on the quantum and immune principles is proposed. According to the analysis of the experimental results, this algorithm is feasible and effective to solve the multi-objective flexible job-shop scheduling problem. It effectively relieves some disadvantages of the quantum and immune optimization.
I. INTRODUCTION
Job shop scheduling problem (JSP) is a one of most important and difficult optimization problems in the production management of manufacturing processes, and exits almost ubiquitously in the industrial engineering world. The classical JSP can be described as follows [1] : there are n different jobs to be processed on m different machines. Each job needs m operations and each operation needs to be processed without preemption for a fixed processing time on a given machine. All jobs can be processed at time 0 and also all machines are available in the starting time. In order to minimize the makespan, it is a set of jobs for each operation and to define the sequence of the constrained operations on a set of machines. Nowadays, in the highly competitive environment of industries, if all requirement want to be satisfied, the flexible job-shop scheduling problem (FJSP) which extends the JSP should be utilized with high efficiency [2] . The FJSP concerns two sub-problems: (1) assignment of each operation to one of the alternative machines; (2) ordering of the operations on each machine. The purpose is to improve the production efficiency and reduce the processing duration so as to gain profits as high as possible. Three minimization objectives (the maximum completion time (makespan), the total workload of machines and the workload of the critical machine) are considered simultaneously. The multi-objective flexible job-shop scheduling problem is more realistic than the job-shop scheduling problem in the manufacturing enterprise. But the multi-objective FJSP is extremely harder than the JSP and can not be solved by exact methods. Thereof, the multi-objective FJSP has aroused growing concerns and researches interest in the recent years.
In the research literature of FJSP, many different approaches have been applied and a rich harvest has been obtained. Meta-heuristic methods are generally proposed such as tabu-search (TS), genetic algorithm (GA), particle swarm optimization (PSO), ant colony optimization (ACO), immune algorithm (IA), and etc. Brandimarte presented the first application of the hybrid TS with some existing dispatching rule to solve the FJSP with two objectives [3] . TS has been proved to an efficient algorithm such as in Mastrolilli et al., Fattahi et al., Fattahi et al., Ennigrou and Ghedira, Jun-qing Li et al., and Bozejko et al. [4] . Pezzella et al. proposed a GA for the FJSP and exploited a lot of domain knowledge to generate the initial population [5] . In order to improve searching efficiency, Kun Yuan and Jian-ying Zhu presented an improved genetic algorithm to solve the FJSP with multi-objective [6] . In their algorithm, a new encoding Grannt chart oriented representation, new selection operator sort, new crossover operator improved precedence operation crossover were designed, and the rates of crossover and mutation were controlled by population multiformity, in order to overcome the limitations of traditional GA. Xiao-xia Liu and Li-yang Xie et al. presented a hybrid GA based on Pareto [7] . In the algorithm, a multi-objective FJSP optimization model was developed including makespan, total tardiness and machine utilization rate. Dobrila Petrovic and Alejandra Duenas et al. presented an interactive fuzzy multiobjective GA [8] . The algorithm considered aspiration levels set by the decision maker for all the objectives. Deming Lei designed a Pareto archive PSO, in which the global best position selection is combined with the crowding measure-based archive maintenance [9] . In this method, the optimal objective is to simultaneously minimize makespan and total tardiness of jobs. Moslehi and Mahnam presented a new approach based on a hybridization of the particle swarm and local search algorithm to solve the multi-objective FJSP [10] . The PSO is a highly efficient and a new evolutionary computation technique inspired by birds' flight and communication behaviors. Li-ning Xing et al. presented a knowledge-based ant colony optimization algorithm (KBACO) for the FJSP [11] . In KBACO algorithm provided an effective integration between ACO model and knowledge. In the KBACO algorithm, knowledge model learns some available knowledge from the optimization of ACO, and then applies the existing knowledge to guide the current heuristic searching. Weicun Zhang et al. presented a hybrid of ant colony and particle swarm optimization algorithm to solve the multiobjective FJSP [12] . The ant colony algorithm was performed at the master level to minimize the total load and bottleneck load through selecting job-processing route, while the particle swarm optimization algorithm was carried out at the slave level to minimize the makespan through scheduling the operations with machines without violating the result from the master level. Jian-jun Yu et al. presented a twin-colony diploid adaptive immune algorithm for multi-objective FJSP, and applied the algorithm to solve a multi-object FJSP in Chinese aviation manufacturing enterprises [13] . Xiu-li Wu et al. presented a hybrid genetic algorithm combining random weigh method with niche technology [14] . The operation-based encoding and an active scheduling decoding method employed. There were three kinds of genetic operators, selection, crossover and variation. In the selection, the niche technology and the spirit strategy were integrated with the roulette selection operation to ensure the convergence and the diversity of the solution. Linear order crossover operation and reciprocated operation exchange were also used. The fitness of a chromosome was the sum total of all objectives with random weight.
These algorithms are some efficient methods to solve FJSP. However, these algorithms have not been satisfied at all yet, and also have some problems in solving FJSP, such as the difficulty of coding, the long searching time and the stagnancy behavior. In order to solve these big challenges, more recent research often focused on extensions of these algorithms. Kacem I., Hammadi S. et al. used genetic algorithm for two multi-objective approaches using either of the weighted summation of objectives or Pareto approaches [15] . The first is controlled by the assigned model generated through approach by localization and the second used a hybridization of evolutionary and fuzzy logical gorithms to solve the FJSP. Jie Gao, Lin-yan Sun et al. developed a hybrid genetic algorithm for the FJSP [16] . The GA algorithm used two vectors to represent solutions. Guohui Zhang, Xin-yu Shao et al. presented a combined algorithm based on PSO algorithm and TS algorithm for the FJSP [17] . In their algorithm, PSO integrates local search and global search scheme, TS finds a near optimal solution of combinatorial optimization problems. Jin-wei Gu et al. presented an quantum genetic algorithm for stochastic job shop scheduling problem [18] . A new migration scheme based on penetration theory is developed to control migration rate and direction adaptively between demes, and a novel quantum crossover strategy is devised among universes. De-bao Chen et al. presented an improved group search optimizer with operation of quantum-behaved swarm and its application. In this algorithm, the scroungers were divided into two parts, the scroungers in the first part update their positions with the operators of quantum PSO, and the remainders keep searching for opportunities to join the resources found by the producer [19] .
According to application of these improved algorithm based on the quantum principle in FJSP, this paper put forward a solving algorithm based on the quantum and immune principles for the multi-objective FJSP. The solving algorithm is called a quantum immune algorithm (QIA). In order to solve the multi-objective FJSP, we simultaneously considered three minimization objectives (the maximum completion time (makespan), the total workload of machines and the workload of the critical machine). In the process of solving, the antibody is proliferated and divided into a set of subpopulation groups. The antibodies in a subpopulation group are represented by multistage gene quantum bits. In the antibody's updating, the general quantum rotation gate strategy and the dynamic adjusting angle mechanism are applied to accelerate convergence. According to the analysis of the experimental results, the quantum immune algorithm is not only feasible but also effective to solve multi-objective FJSP. It effectively relieves some disadvantages of the quantum optimization and the immune optimization.
II. PROBLEM AND OBJECTIVES
FJSP is an extension of the classical JSP, and is much closer to a real production. The logistics network of FJSP is depicted in " Fig. 1 ". The FJSP consists a set of jobs {1, 2,......, } Jn  to be processed on a set of machines {1, 2,......, } Mm  while minimizing the object functions. The operation order and time on machines are prespecified. An operation schedule determines the execution sequence of all operations for all jobs on machines. Fig. 1 . illustrates a logistics network for the example of 4-jobs and 5-machines that is presented in Table I . In the FJSP, some assumptions are made as follows:
(1) The transportation time to deliver relevant jobs between different machines is neglected.
(2) The setup time for the machines to switch between different jobs is neglected.
(3) Neither release times nor due dates are specified. (4) Each machine can process only one job at a time.
(5) Each machine cannot be interrupted before it finishes the job's work.
(6) Machine breakdown does not occur, which means all the machines are continuously available throughout the production stage.
(7) Each job can be processed by only one machine at a time.
(8) The processing of an operation cannot be interrupted once started. Based on above all descriptions of the FJSP, the mathematical model of the multi-objective FJSP is defined in the following:
Objective function:
Subject to:
where, F is designed to optimize the sum of three objectives and is a pareto solution.
 is the weight coefficient. 1 f gives the first objective makespan and also means to rapid response to the market demand and high machine utilization. 2 f gives the second objective which is to minimize total workload of the most loaded machine. 3 f gives the third objective which is to minimize the total workload of machines. K is a set that defines number of operations for each job. While T is the sum of the time that machine j is doing process. Formula (5) is the constraint of precedence relationship. Formula (6) determines that one machine can process at most one operation at a time. Formula (7) determines a positive starting time of operation l . In order to solve the FJSP based on the above model, we must firstly choose an encoding strategy to determine the execution sequence of all process for all jobs and machines. The sequence of the operations should be identified and the machines that process the operations should be defined as well. The following example of Table I illustrates the encoding strategy of the FJSP. FJSP consists of two main problems that need to be solved, therefore, the structure of the encoding scheme used in this paper consists of two parts A and B. A feasible scheme of the schedule encoding based on the operation order is shown in "Fig. 2 ". Part A represents the machines that process the operations, part B illustrates a sequence of the operations. The number of encoding scheme in each part is equal to the sum of the operations in all jobs. For part A each value shows machine's number and in part B shows the job's number. The schedule gantt of the operation sequence is shown in "Fig.  3 ". The minimizing makespan is 13, the minimizing total workload of the most loaded machine is 12 and the minimizing the total workload of machines is 33. The optimal F( 1 In order to solve the multi-objective FJSP, this paper uses the solving method which is a quantum immune algorithm (QIA) based on the quantum and immune principles. In QIA, the antibody is proliferated and divided into a set of subpopulation groups. The antibodies in a subpopulation group are represented by multistate gene quantum bits. In the antibody's updating, the general quantum rotation gate strategy and the dynamic adjusting angle mechanism are applied to accelerate convergence.
A. Immune Algorithm
The immune response reflects on how the antibody learns the antigenic structure pattern and eliminates the antigen ultimately. " Fig. 4 " illustrates the model describing the relationship between components on the immune system. When an antigen intrudes living bodies, it is divided into antigenic peptides in which some are deleted by nature killer cells nk T , others active helper Tcell h T , suppressor T-cell Ts, and B cells. The simple immune model is described in [20] . From the simple immune model, the immunity operator is composed by a vaccination and an immune selection. Inspired by the theory of immunity, one main idea of immunity is to abstract some useful vaccine from the antigen, and utilize these vaccines to search the antibody. The vaccine is a kind of basic characteristic information extracted from the prior knowledge. The antibody is a kind of solution according to the characteristic information of the pending problem. The characteristic information is abstracted to be an antibody. The antibody is made as the basis of the immunity operator to generate new individuals. The immunity operator is realized by the vaccination and the immune selection. The process of running antibody is described in "Fig. 5 ". The realizing methods of the vaccination and the immune selection are explained in [21] . The immune algorithm is as follow: 
Immune selection 
B. Quantum Computing Basics
Some basics of quantum computing are described in [22, 23, 24, 25] . General purpose quantum computers do not exist yet nor are they likely to exist for 20-30 years. In quantum computing, the basic unit of information is a qubit. A qubit is represented by a 2-vector in complex vector space, which maybe in the '1' state, or in the '0' state. The state of a qubit can be described as:
where  and  are complex numbers that specify the probability amplitudes of the corresponding states. The states satisfy as: The spin-up and spin-down states of  are taken as the states 0 and 1 . The state of a qubit can be changed by the operation with a quantum gate. The operator of rotation gate is described as:
Updating process:
where  is the rotate angle that controls the convergence speed, and  is defined as:
where k is a coefficient determining the speed of convergence, and is defined as a variable that is relative to the clone scale. The ( , ) f  determines the search direction. The lookup table is shown in Table II.   TABLE II. ROTATION
C. Procedure of Solving FJSP Based on above the immunity algorithm and the quantum principle, the quantum concept is used in initial random population. The framework of the procedure is as follow:
(1) Initialization. Initialize a population of quantum bit chromosomes. in  is a binary coding of length n . A binary coding is an antibody. Each antibody is a locating scheme, and can satisfy formula (7) and (8) . (3) According formula (1), (2) , (3), (4), (5), and(6), set diversiform evaluating functions of solution.
Affinity of Antibody and antigen:
In formula (14) , F is an optimal solution of the problem, 
Probability of variation:
In formula (14) ,  is random number between 0 and 1.
According formula (14) to ( 
Immune operator is applied for ''( ) Qt to obtain a new () Qt . (8) 1 tt , go to step 2. According to the processing of the QIA, the optimal scheme is obtained. The new encoding scheme (3,4,2,1,2,1,4,1,5,3,4,2,3,1,1,2,3,4,1,3,2,2,3,4) as shown in " Fig. 8 " . The schedule gantt of the new encoding scheme is shown in "Fig. 9 ". The minimizing makespan is 11, the minimizing total workload of the most loaded machine is 10 and the minimizing the total workload of machines is 32. The optimal F is 12. 
IV. EXPERIMENTAL RESULTS
In order to further test the feasibility and effectiveness of the QIA for solving the multi-objective FJSP, this paper put up the three cases which are chosen from Kacem instances [15] . The experiments of these cases were implemented in MATLAB7 on a Intel Pentium IV 2GHz PC with 1GB memory. The best and average results of experiments from 30 independent runs were collected for performance comparison. According to the solving FJSP based on the QIA, the three instances can be characterized by the following parameters: Population _size=100,Memory_capacity=10,iteration_times=200,Cr ossover_probability=0.8,Mutation_probabil_ity=0.06,Div ersity_parameters=0.9 12 0.5, 0.3,
.The comparisons of the QIA with the AL+CGA algorithm by [15] , the PSO+SA algorithm by [16] , and the GA+VND algorithm by [17] for solving the three case are given in Table III .
The 88  problem is a partial flexibility, in which 8 jobs with 27 operations are to be processed on 8 machines. The schedule gantt chart of the optimal result based on the QIA is shown in "Fig. 10 The 10 10  problem is a total flexibility, in which 10 jobs with 30 operations are to be processed on 10 machines. The schedule gantt chart of the optimal result based on the QIA is shown in " Fig. 11 From comparison of result of the three cases, it can be seen that the QIA is more efficient than other approaches for solving the three Kacem instances. Table III shows QIA dominates the GA+VND algorithm in the three cases. For solving the three cases, QIA either obtains superior solutions or gets richer optimal solutions than the AL+CGA and PSO+SA algorithms. It can be concluded that QIA is superior to the above three algorithms in terms of searching quality and efficiency.
In order to further analyze the algorithm, the case ( 10 10  problem) was computed by IA. The schedule gantt of the optimal result based on the IA is shown in "Fig. 13 ". The minimizing makespan is 10, the minimizing total workload of the most loaded machine is 7 and the minimizing the total workload of machines is 45. The optimal F is 16.1. " Fig. 14" shows the convergence curve of IA and QIA for solving the 10 10  problem. From above figure of the 10 10  problem, the minimize makespan based on the IA is 10, the minimize makespan based on the QIA is 7. The makespan is reduced 3. In " Fig. 14" , the IA obtains the optimal solution in 135, but the QIA obtains the optimal solution in 60. The optimal solution is reduced 75. The QIA is not only feasible but also effective to solve the JSSP. It effectively relieves some disadvantages of the quantum optimization and the immune optimization. It effectively relieves the tensions such as the premature, the convergence and the stagnation in the solving process.
V. CONCLUSION
The FJSP is more realistic than the JSP in the manufacturing enterprise. The FJSP is extremely harder than the JSP. In order to improve the production efficiency and reduce the processing duration so as to gain profits as high as possible, this paper presents a quantum immune algorithm based on the quantum and immune principles. In the algorithm, the antibody is proliferated and divided into a set of subpopulation groups. The antibodies in a subpopulation group are represented by multistage gene quantum bits. In the antibody's updating, the general quantum rotation gate strategy and the dynamic adjusting angle mechanism are applied to accelerate convergence. According to the analysis of the experimental results, the solving algorithm is not only feasible but also effective to solve multiobjective FJSP. It effectively relieves some disadvantages of the quantum optimization and the immune optimization. The quantum immune algorithm has advantages and good future to solve the multi-objective flexible job shop scheduling problem. The future work is to apply the QIA algorithm to other kinds of combinatorial optimization problems and develop some other hybrid algorithms for solving the multi-objective FJSP problems.
