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a b s t r a c t
In this paper, we consider the existence of solutions for a class of nonlinear impulsive
problemswith periodic boundary conditions. By using critical point theory,we obtain some
existence theorems of infinitely many solutions for the nonlinear impulsive problemwhen
the impulsive functions are superlinear. We extend and improve some recent results.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
In this paper, we will consider the following problem:−u
′′(t)+ cu(t) = λf (t, u(t)), t ≠ tj, a.e. t ∈ [0, T ],
1u′(tj) = Ij(u(tj)), j = 1, 2, . . . , p− 1,
u(0) = u(T ), u′(0+) = u′(T−),
(1.1)
where c ∈ R, λ ∈ R \ {0} are two parameters, T > 0, f : [0, T ] × R → R is continuous, 0 = t0 < t1 < t2 < · · · <
tp = T ,1u′(tj) = u′(t+j ) − u′(t−j ) = limt→t+j u′(t) − limt→t−j u′(t), u′(0+) = limt→0+ u′(t) and u′(T−) = limt→T− u′(t),
Ij : R→ R, j = 1, 2, . . . , p− 1 are continuous.
The theory of impulsive differential equations provides a general framework for themathematicalmodeling ofmany real-
world phenomena [1–3]. Indeed, impulsive differential equations are basic tools for studying the dynamics of processes that
are subject to sudden changes in their states. During the last 20 years, the theory and applications of impulsive differential
equations have been developed, see [4–11]. In recent years, boundary value problems for second-order impulsive differential
equations have been studied intensively in the literature [12–21].
More precisely, Nieto and O’Regan [14] studied the existence of solutions for the following problem:−u′′(t)+ λu(t) = f (t, u), a.e. t ∈ [0, T ],
1u′(tj) = Ij(u(tj)), j = 1, 2, . . . , p,
u(0) = u(T ) = 0.
(1.2)
They obtained the existence of solutions for problem (1.2) by using the variational method. Zhang and Yuan [15] extended
the results in [14]. They obtained the existence of solutions for problem (1.2) with a perturbation term.
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Briefly, Zhou and Li [16] extended the results in [14,15]. They studied the existence of solutions for the nonlinear problem:−u′′(t)+ g(t)u(t) = f (t, u), a.e. t ∈ [0, T ],
1u′(tj) = Ij(u(tj)), j = 1, 2, . . . , p,
u(0) = u(T ) = 0.
(1.3)
They obtained some existence theorems when the nonlinearity f is a sublinear case or a superlinear case. Sun and Chen [17]
also studied the existence of solutions for problem (1.3). They obtained that problem (1.3) has infinitely many solutions
under the assumptions that the nonlinearity f is a subquadratic case or an asymptotically linear case.
Soon after, Sun and Chen [18] studied and obtained the existence and multiplicity of solutions for problem (1.1). The
result is as follows.
Theorem 1.1 ([18, Theorem 3.4]). Suppose that the following conditions hold and c > 0.
(H1) There exist constants β > 2,M0 > 0 such that




for every t ∈ [0, T ] and u ∈ R with |u| ≥ M0.
(H2) There exist numbers m, n > 0 and p1 > 1 such that
f (t, u) ≤ n+m|u|p1 , for u ∈ R and t ∈ [0, T ].
(H3) There exist numbers aj > 0, bj > 0 and γj ∈ [0, 1) such that
Ij(u) ≤ aj + bj|u|γj for every u ∈ R, j = 1, 2, . . . , p− 1.










0 + aj)+M1(nMp11 Ap10 +m),
here M1 =
√
2max{T− 12 c−1, T 12 }.
Furthermore, f (t, u) and Ij(u) are odd about u, then problem (1.1) has infinitely many classical solutions for λ > 0.
In order to obtain the existence of infinitely many solutions for the superlinear case, in [15–18], the nonlinearity f is
required to satisfy the Ambrosetti–Rabinowitz condition, that is,
(A1) There exists a constant β > 2 such that
0 < βF(t, u) ≤ uf (t, u) for every t ∈ [0, T ] and u ∈ R \ {0},
where F(t, u) =  u0 f (t, s)ds.
or the conditions (H1) and (H2). Moreover, the impulsive functions Ij are required to satisfy the sublinear condition (H3).
However, there are many functions which are superlinear case but cannot satisfy (A1) or (H1)–(H2). For example,
f (t, u) = 2ue|u|3 + 3u|u|3e|u|3 , u ∈ R \ {0}.
In addition, the case that the impulsive functions Ij are superlinear has been considered only by a few authors. Motivated
by the above fact, in this paper, our aim is to revisit problem (1.1) and study the case that the nonlinearity f is superlinear
which is not included in [15–18] when the impulsive functions Ij are superlinear. We will use some critical theorems to
obtain the existence and multiplicity of solutions for problem (1.1). Our main results extend the existing study.
2. Preliminaries
In the section, we first introduce some notations and some necessary definitions. Denote the Hilbert space H1T by
H1T = {u : [0, T ] → R|u is absolutely continuous, u(0) = u(T ) and u′ ∈ L2([0, T ])}
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Lemma 2.1 ([5, Proposition 1.1]). There exists C > 0 such that if u ∈ H1T , then
‖u‖∞ ≤ C0‖u‖, (2.1)
where C0 = T− 12 + T 12 .
For u ∈ H2(0, T ), we have that u and u′ are both absolutely continuous, and u′′ ∈ L2([0, T ]), hence, 1u′(tj) =
u′(t+j ) − u′(t−j ) for any tj ∈ [0, T ]. If u ∈ H1T , then u is absolutely continuous and u′ ∈ L2([0, T ]). In this case, the
one-side derivatives u′(0+), u′(T−), u′(t+j ), u′(t
−
j ), j = 1, 2, . . . , p − 1 may not exist. As a consequence, we need to
introduce a different concept for a solution. Suppose that u ∈ C([0, T ]) and u(0) = u(T ). Moreover, assume that, for
every j = 0, 1, 2, . . . , p− 1, uj = u|(tj,tj+1) and uj ∈ H2(tj, tj + 1). We say that u is a classic solution of (1.1) if it satisfies the
equation in (1.1) a.e. on [0, T ], the limits u′(t+j ), u′(t−j ), j = 1, 2, . . . , p− 1 exist and the impulsive conditions in (1.1) hold,
u′(0+), u′(T−) exist and u′(0+) = u′(T−).


















[u′(t)v′(t)+ cu(t)v(t)]dt − λ
∫ T
0




for any v ∈ H1T . Obviously, ϕ′ is continuous.
Lemma 2.2 ([18, Lemma 2.1]). If u ∈ H1T is a critical point of the functional ϕ, then u is a classical solution of (1.1).
Definition 2.1 ([5, P81]). Let E be a real reflexive Banach space. For any sequence {uk} ⊂ E, if {ϕ(uk)} is bounded and
ϕ′(uk)→ 0 as k → 0 possesses a convergent subsequence, then we say ϕ satisfies the Palais–Smale condition (denoted as
the PS condition for short).
Theorem 2.1 ([4, Theorem 9.12]). Let E be an infinite dimensional real Banach space. Let ϕ ∈ C1(E,R) be an even functional
which satisfies the PS condition, and ϕ(0) = 0. Suppose that E = V X, where V is infinite dimensional, and ϕ satisfies that
(i) there exist α > 0 and ρ > 0 such that ϕ(u) ≥ α for all u ∈ X with ‖u‖ = ρ ,
(ii) for any finite dimensional subspace W ⊂ E, there is R = R(W ) such that ϕ(u) ≤ 0 on W \ BR(w).
Then ϕ possesses an unbounded sequence of critical values.
3. Main results
Now, we can state our main results.
Theorem 3.1. Suppose that c > 0 and the following conditions are satisfied:
(S1) There exists a constant µ > 2 such that
0 < µF(t, u) ≤ uf (t, u), for u ∈ R \ {0}.
(S2) There exists 0 < θ < µ such that
0 < Ij(u)u ≤ θ
∫ u
0
Ij(s)ds, for u ∈ R \ {0}, j = 1, 2, . . . , p− 1.
Moreover, if f (t, u) and Ij are odd about u, then the impulsive problem (1.1) has infinitelymany classical solutions for λ > 0.
Lemma 3.1. Assume that (S1)–(S2) hold and c, λ > 0. Then ϕ(u) satisfies the Palais–Smale condition.
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Proof. Let {uk} be a sequence in H1T such that {ϕ(uk)} is bounded and ϕ′(uk) → 0 as k → ∞. First, we prove that {uk} is








































Ij(uk(tj))uk(tj) ≥ 0. (3.2)







Since µ > 2 it follows that {uk} is bounded in H1T . Going if necessary to a subsequence, we can assume that there exists
u ∈ H1T such that
uk ⇀ u, weakly in H1T ,
uk → u, strongly in C([0, T ],R),
as k →+∞. Hence
(ϕ′(uk)− ϕ′(u))(uk − u)→ 0,∫ T
0
[f (t, uk(t))− f (t, u(t))] (uk(t)− u(t))dt → 0,
p−1
j=1
[Ij(uk(tj))− Ij(u(tj))](uk(tj)− u(tj))→ 0,
as k →+∞. Moreover, an easy computation shows that
(ϕ′(uk)− ϕ′(u))(uk − u) ≥ a¯‖uk − u‖2 − λ
∫ T
0





So ‖uk − u‖ → 0 as k → +∞. That is, {uk} converges strongly to u in H1T . Therefore, ϕ satisfies the Palais–Smale
condition. 
Lemma 3.2 ([19, Lemma 2.2]). Assume that (S1) holds. Then, for every t ∈ [0, T ], the following inequalities hold.






|x|µ, if 0 < |x| ≤ 1, (3.3)






|x|µ, if |x| ≥ 1. (3.4)
In view of Lemma 3.2, (S1) implies that, for every t ∈ [0, T ],
F(t, x) ≤ M|x|µ, if |x| ≤ 1, (3.5)
F(t, x) ≥ m|x|µ, if|x| ≥ 1 (3.6)
whereM = maxt∈[0,T ],|x|=1 F(t, x),m = mint∈[0,T ],|x|=1 F(t, x).
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Thanks to (S1), one hasM > 0 andm > 0. Since F(t, x)−m|x|β is continuous on [0, T ]× [−1, 1], there exists a constant
C2 such that
F(t, x) ≥ m|x|µ − C2, (t, x) ∈ [0, T ] × [−1, 1]. (3.7)
So it follows from (3.6) and (3.7) that
F(t, x) ≥ m|x|µ − C2, (t, x) ∈ [0, T ] × R. (3.8)
Remark 3.1. From (S2), we can obtain that there exist constants a, b > 0 such that∫ u
0
Ij(s)ds ≤ a|u|θ + b, (3.9)
for all u ∈ R. The impulsive functions Ij as some superlinear functions can satisfy the condition (S2), though the condition
(S2) cannot guarantee that the impulsive functions Ij are superlinear. So we extend the study in [14–18].
Proof of Theorem 3.1. Using the continuity of f and Ij, j = 1, 2, . . . , p − 1, we obtain that ϕ(u) is continuously and
differentiable. In view of (2.2), it is obvious thatϕ(u) is even andϕ(0) = 0. By Lemma 3.1,ϕ(u) satisfies the PS condition. 






















= 1C0 implies ‖u‖ ∞ ≤ 1. Thanks to (3.5), one has∫ T
0








Combining (3.10) and (S1), one has
ϕ(u) ≥ 1
2




here C0 = T− 12 + T 12 . Which implies that we can choose ρ > 0 small enough such that ϕ(u) ≥ α > 0 with ‖u‖ = ρ.
Second, we show that ϕ satisfies condition (ii) in Theorem 2.1. Let W ⊂ H1T is a finite dimensional subspace. For every






|u|µdt + λC2T +
p−1
j=1
(a|r|θ |u|θ + b).
Noting that µ > 2 and µ > θ , the above inequality implies that there exists r0 such that ‖ru‖ > ρ and ϕ(ru) < 0 for every
r ≥ r0 > 0. SinceW is a finite dimensional subspace, there exists R(W ) > 0 such that ϕ(u) ≤ 0 onW \ BR(W ).
According to Theorem 2.1, the functional ϕ(u) possesses infinitely many critical points, i.e. the impulsive problem (1.1)
has infinitely many classical solutions.
Theorem 3.2. Suppose that c > 0 and the following conditions are satisfied:
(S3) There exist constants R > 0 and 0 < λL1 < 12 a¯ such that
F(t, u) ≤ L1|u|2 for all (t, u) ∈ [0, T ] × R, |u| ≤ R.
(S4) F(t, u) ≥ 0 for all (t, u) ∈ [0, T ] × R and there exist constants
R1 > 0, δ1 > 0 and α1 > 2 such that
F(t, u) ≥ δ1|u|α1 for all (t, u) ∈ [0, T ] × R, |u| ≥ R1.
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(S5) There exist constants µ > 2, δ2 ≥ 0 and 0 < α2 < 2 such that
µF(t, u)− uf (t, u) ≤ δ2|u|α2 for all (t, u) ∈ [0, T ] × R,




(S6) There exist 0 < θ1 < min{µ, α1}, j = 1, 2, . . . , p− 1 such that
0 < Ij(u)u ≤ θ1
∫ u
0
Ij(s)ds, for u ∈ R \ {0}.
Moreover if f (t, u) and Ij are odd about u, then the impulsive problem (1.1) has infinitely many solutions for λ > 0.
Lemma 3.3. Under the assumptions of Theorem 3.2, ϕ(u) satisfies the Palais–Smale condition.





































a¯‖uk‖2 − λδ2TCα20 ‖uk(t)‖α2 .
Since 0 < α2 < 2 it follows that {uk} is bounded on H1T . The proof of the PS condition is similar to that in Lemma 3.1. We
omit it here. 
Proof of Theorem 3.2. Using the continuity of f and Ij, j = 1, 2, . . . , p − 1, we obtain that ϕ(u) is continuous and
differentiable. In view of (2.2), it is obvious that ϕ(u) is even and ϕ(0) = 0. By Lemma 3.3, ϕ(u) satisfies the PS condition.




R = 1C0 R ≤ R2 implies








≤ λL1‖u‖2, ‖u‖ ≤ RC0 . (3.11)
Combining (3.11) and (S6), one has
ϕ(u) ≥ 1
2






‖u‖2, ‖u‖ ≤ R
C0
,
here a¯ = min{1, c}. Which implies that we can choose ρ > 0 small enough such that ϕ(u) ≥ α > 0 with ‖u‖ = ρ.
Second, it remains to show that ϕ satisfies condition (ii) in Theorem 2.1. Let W ⊂ H1T is a finite dimensional subspace.
According to Remark 3.1, it follows from (S6) that there exist constants a, b > 0 such that∫ u
0
Ij(s)ds ≤ a|u|θ1 + b, ∀u ∈ R. (3.12)
By (S4), we can imply that there exists a constant C3 > 0 such that
F(t, u) ≥ δ1|u|α1 − C3, (t, u) ∈ [0, T ] × R. (3.13)















|u|α1dt + λC3T +
p−1
j=1
(arθ1 |u|θ1 + b).
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Noting that α1 > 2 and α1 > θ1, the above inequality implies that there exists r0 such that ‖ru‖ > ρ and ϕ(ru) < 0 for
every r ≥ r0 > 0. SinceW is a finite dimensional subspace, there exists R(W ) > 0 such that ϕ(u) ≤ 0 onW \ BR(W ).
According to Theorem 2.1, the functional ϕ(u) possesses infinitely many critical points, i.e. the impulsive problem (1.1)
has infinitely many classical solutions.
Example 3.1. Let T = 3, t1 = 13 . Consider the following problem:
−u′′(t)+ 280u(t) = 1
24
f (t, u), t ≠ tj, a.e. t ∈ [0, 3],
1u′(t1) = ku 73 (t1),
u(0) = u(T ), u′(0+) = u′(T−),
(3.14)
where f (t, u) = 2(1+ t)ue|u|3 + 3(1+ t)u|u|3e|u|3 .
It is easy to know F(t, u) = (1+ t)|u|2e|u|3 . An easy computation shows that
F(t, u) ≤ 4e|u|2, |u| ≤ 1,
F(t, u) ≥ |u|5, |u| ≥ 1.
For any µ > 2, one has
µF(t, u)− uf (t, u) = (µ− 2)(1+ t)|u|2e|u|3 − 3(1+ t)|u|5e|u|3
= (µ− 2− 3|u|3)(1+ t)|u|2e|u|3 .
It follows from the above equality that
0 < µF(t, u)− uf (t, u) ≤ 4(µ− 2)|u|2e|u|3

























3 |u|, ∀(t, u) ∈ [0, 3] × R.
Let c = 280, λ = 124 , a¯ = 1, L1 = 4e, δ1 = 1, α1 = 5, µ = 5, δ2 = 36, α2 = 1, θ1 = 4, then the conditions (S3)–(S6) are
satisfied. f (t, u), I1(u) are odd about u, so problem (3.14) has infinitely many solutions.
Remark 3.2. It is easy to see that I1(u) = ku 73 (t1) does not satisfy the sublinear condition (H3), and f (t, u) = 2(1+t)ue|u|3+
3(1+t)u|u|3e|u|3 does not satisfy the conditions (H2) and (f2) in [16], so Example 3.1 cannot obtain the existence of a solution
in [14–16,18]. Moreover, f (t, u) is superquadratic, Example 3.1 also cannot obtain the existence of solutions in [17]. But in
this paper, we get the existence of infinitely many solutions.
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