This work introduces a general framework for multiple inference in linear mixed models. Inference in mixed models can be done about population effects (marginal) and about subject specific characteristics (conditional). For two asymptotic scenarios that adequately address settings arising in practice, we construct consistent simultaneous confidence sets for subject specific characteristics. We show that remarkably marginal confidence sets are still asymptotically valid for conditional inference. The resulting sets are suitable for multiple testing and thus fill a gap in the literature that is of practical relevance. We confirm our findings with a simulation study and real data example of Spanish income data.
Introduction. Linear mixed models (LMMs) were introduced by Charles Roy Henderson in 1950s
and are applied if repeated measurements on several independent subjects of interest are available. Monographs [29] , [8] and [17] give a comprehensive overview of LMMs and their generalizations. The classical LMM can be written as (1) y i = X i β + Z i v i + e i , i = 1, . . . , m
with observations y i ∈ R n i , known covariates X i ∈ R n i ×p and Z i ∈ R n i ×q i , independent random effects v i ∈ R q i and error terms e i ∈ R n i , such that Cov(e i , v i ) = 0 n i ×q i . Parameters β ∈ R p and δ ∈ R r are unknown and we denote V i (δ) = Cov(y i ) = R i (δ) + Z i G i (δ) Z t i , where R i (δ) and G i (δ) are known up to δ.
Model (1) accomodates both settings with a fixed number of subjects m by a growing number of observations per subject n i , as well as settings with a growing number of subjects m by few observations per subject n i , implying two possible asymptotic scenarios for mixed models, as noted by [18] . The latter case is often referred to as small area estimation [31] .
Depending on the research question, the focus of estimation and inference might lay either on the population parameter β or on subject specific parameters associated with v i . In the former case, a LMM (1) is interpreted as a linear regression model with mean X i β and covariance matrix V i (δ) that accounts for complex dependences in the data. Inference about β is referred to as marginal and is fairly well understood. If the research focus is rather on the subject specific characterteristics, then the inference should be carried out conditional on v i , which is more involved. This distinction between marginal and conditional inference was emphasized already in [13] and has got particular attention in the model selection context. For example, [36] argued that the conventional (marginal) Akaike information criterion (AIC) is applicable to the selection of population parameter β only and suggested a conditional AIC that should be employed if the research focus is conditional. For a general discussion on marginal versus conditional inference in mixed models, see also [24] .
In this work we address simultaneous inference about µ i = l t i β +h t i v i , i = 1, . . . , m, where l i ∈ R p and h i ∈ R q i are known. Typically, µ i are taken to be subject conditional means. Under two possible asymptotic scenarios we construct simultaneous confidence sets for all µ 1 , . . . , µ m and discuss the corresponding multiple testing problem. Thereby, we distinguish between the marginal scenario, where v i are treated as proper random variables and the conditional scenario, where v i are considered as fixed parameters.
There is a large body of literature on the confidence intervals for a single µ i under the small area asymptotic scenario. In particular, much attention is given to the estimation of the mean squared error MSE(μ i ) = E(µ i −μ i ) 2 , where the expectation is taken under the marginal law andμ i is some estimator of µ i , which depends on unknown δ. To estimate marginal MSE, one can either plug in an appropriate estimator of δ (e.g., restricted maximum likelihood (REML) or Hendersons method III estimator given in [33] ) or use second-order unbiased margnial MSE approximations derived in [30, 4, 3] . Other distribution-free approaches to the estimation of marginal MSE comprise a diverse collection of bootstrap methods, for an extensive review consult [2] .
Since inference about µ i has a clear conditional focus (under the marginal law v i are simply not available), it seems counterintuitive to base inference about µ i on the marginal MSE. In fact, we show that the nominal coverage of the pointwise confidence intervals for µ i based on the marginal MSE holds under the conditional law on average (over subjects) only, see Proposition 1 in Section 4 for more details. However,μ i are biased under the conditional law and this bias is, in general, difficult to handle. Ignoring the bias leads to a clear under-coverage, see [5, 6] , while estimating the bias leads to unacceptably wide intervals, see [19, 25, 28] .
In this article we construct simultaneous confidence sets for µ 1 , . . . , µ m in LMMs under two possible asymptotic scenarios. This problem remained largly untreated, to the best of our knowledge, except for [10] , who pointed out the need for simultaneous inference and considered a related problem of inference about certain linear combinations of µ i in the Fay-Herriot model (a special case of (1) under small area asymptotics) employing the Bayesian approach.
We first consider simultaneous confidence sets for µ 1 , . . . , µ m under the conditional law and show that the nominal coverage is attained at the usual parametric rate. Additionally, we show that, surprisingly, the simultaneous confidence sets built under the marginal law, being also accurate at the same parametric rate, are at the same time approximately valid when conditioning on the subjects. This, however, is not true for the pointwise confidence intervals, as pointed out already. Furthermore, we use the derived confidence sets for multiple testing and demonstrate usefulness of this inference tool on the Spanish income data.
The main results are given in Section 2. Applications for comparative statistics and multiple testing are elaborated in Section 3. The fundamental problem and our results are then visualized in an extensive simulation study in Section 4 and further exemplified on Spanish income data in Section 5. Finally, we conclude with a discussion in Section 6. All proofs are given in Appendix and some auxiliary results can be found in Supplement [23] .
2. Simultaneous Inference. We start with basic notation and assumptions. In the notation of [31] , the empirical BLUP (EBLUP) as estimator of µ i for unknown δ reads as
Under the mild assumptions below E(μ i ) = µ i , if E(μ i ) is finite [22] , but E(μ i |v i ) = µ i . We consider two asymptotic scenarios.
Hereafter the asymptotic results are given with respect to s, which depends on the specified scenarios: under (A1) we set s = m, while s = min i n i = n I under (A2). The requirement in (A1) that the number of observations for each subject remains bounded was introduced by [12] . In this scenario the bias of the BLUP under conditional law does not vanish asymptotically. Conversely, it does so under (A2). Note that the asymptotic scenario (A2) allows that n i , i = 1, . . . , m grow with different rates.
Further, we adopt the regularity conditions from [30] and [4] :
. . , r and k = 1, . . . , p.
(B4) V i is linear in the variance components δ.
(B5)δ is an estimator of δ for whichδ j = δ j + O p n −1/2 I for j = 1, . . . , r.
Conditions (B1) -(B3) ensure that the behaviour of those quantities does not outweigh the asymptotic considerations needed to achieve desired order of the coverage error. Condition (B4) implies that the second derivatives of R i and G i w.r.t. δ are zero. Condition (B5) is required to consistently estimate the variance components δ under (A2). This condition is needed as the effective sample size forδ might not grow as m is bounded, see [26] .
For rank{(X t 1 , . . . , X t m ) t } > p + i q i the variance components δ can be estimated using both REML and Hendersons method III. Those estimators are unbiased, even and translation invariant, which are the conditions of Kackar and Harville [22] . Subsequently,δ denotes an estimator of δ obtained with either one of these methods. Now we turn to the construction of simultaneous confidence sets for µ = (µ 1 , . . . , µ m ) t . Since the inference focus in this case is conditional, we start by constructing a confidence set C α , such that P(µ ∈ C α |v) ≈ 1 − α, for a pre-specified level α ∈ (0, 1). In particular, for the conditional inference v = (v t 1 , . . . , v t m ) t is treated as a fixed parameter and the assumption on normality of v in (1) is ignored. Thereby, all parameter estimators are still obtained under model (1) . Letμ = (μ 1 , . . . ,μ m ) t and Σ c be the approximately second-order unbiased estimator for Σ c = Cov(μ − µ |v), whose explicit form is given in equation (8) in Appendix.
Theorem 1. Let model (1) hold and Σ c be as in (8) . Under (A1), (B1)-imsart-aos ver. 2014/10/16 file: main.tex date: December 24, 2018 (B4) and (A2), (B1)-(B5) it holds that
where α ∈ (0, 1), χ 2 m,α (λ) is the α-quantile of the χ 2 m (λ)-distribution andλ is the estimator for the non-centrality parameter
Sinceμ is not unbiased under the conditional law, λ has to account for the conditional bias, whereas Σ c accounts for the correct variability under such law. Note that the result of Theorem 1 holds for any fixed v, not necessarily a realisation of a normally distributed random variable.
From Theorem 1 we immediately obtain
which forms an approximate simultaneous confidence set over all subjects under the conditional law. The practical difficulty in construction of C α is the need to estimate the non-centrality parameter λ that introduces additional uncertainty. If v is treated as a proper random variable, this implies the following result.
Theorem 2. Let model (1) hold and Σ be an estimator for Σ = Cov(μ− µ) given in (5) . Under (A1), (B1)-(B4) and (A2), (B1)-(B5) it holds that
where α ∈ (0, 1) and χ 2 m,1−α is the α-quantile of the χ 2 m -distribution.
As before, from Theorem 2 one obtains
. Note that such marginal confidence intervals have to interpreted with care, since µ under the marginal model is a random variable. However, it turns out that these marginal confidence intervals can be used for the simultaneous inference under the conditional law. Indeed, the following theorem states that M α , albeit derived under the marginal law, lead to the asymptotically correct coverage under the conditional law.
Theorem 3. Let model (1) hold and Σ be as in (5) . Under (A1), (B1)-(B4) and (A2), (B1)-(B5) it holds that
From the proof one can see that the misspecification in using the marginal formulation under the conditional scenario is averaged out across the subjects under (A1) or, less surprisingly, within the subjects under (A2). Notably, the rates for the marginal formulation in the marginal versus conditional scenario coincide. Eventually, the result implies that P(µ ∈ M α |v) ≈ 1 − α.
Note that if the quadratic form in Theorem 3 is reformulated for one subject i with n i < ∞ in (A1) we get rather
In (A2) however, the bias vanishes for each subject and the nominal coverage is attained for a single subject as well. The results of this section suggest that simultaneous inference about µ under the conditional law can be performed based on the confidence sets obtained under the marginal law. In particular, this allows to circumvent estimation of a non-centrality parameter.
3. Multiple Testing. In practice, it is appealing to use the derived sets M α and C α for hypothesis testing. Assume, it is of interest to test test the hypothesis that µ is driven by subject specific characteristics. Such a test will be illustrated in Section 5. For the conditional inference about µ, Theorem 1 implies that the α-level test for (3) rejects H 0 if c ∈ C α,L , where
This test is consistent with an error O(s −1/2 ).λ L is the non-centrality parameter that depends on the modified covariance L Σ c L t . It has to be recalculated if another multiple testing problem is of interest. At the same time, Theorem 3 allows to employ the confidence set M α as well. An α-level test rejects
For (A2), this test is consistent with the same rate O(s −1/2 ), whereas for (A1) it is necessary that m * = cm, for 0 < c < 1. This affirms that individual confidence intervals (m * = 1) can not be constructed using M α,L . Multiple testing about subject specific effects has a clear conditional focus and should be done under the conditional law. If m * = cm, then the test can be based on the marginal confidence set, which does not require estimation of the non-centrality parameter.
4. Simulation Study. Consider a special case of (1), the nested error regression model (see [1] )
The data are simulated as follows. For each given set of the parameters m, n i , σ 2 e , σ 2 v , the value of the subject specific effect v i is obtained once as a realization of a N (0, σ 2 v )-distributed random variable and remains fixed in all Monte Carlo samples. The values of β ∈ R 2 where drawn from a standard normal distribution, whereas X i ∈ R n i ×2 consists of a column of 1's and a column of entries drawn from the uniform distribution. For the results in Figure 1 , the variance components where set to (σ 2 v , σ 2 e ) = (4, 4). The parameter of interest is µ i = X i β +v i , where
j=1 X ij . Before we report simulation results for simultaneous inference, we visualize consequences of using marginal law for pointwise inference about single µ i , using the same simulation design. In particular, we set m = 100 and n i = 5 under (A1) and n i = 50 under (A2). The results are based on 1.000 Monte Carlo samples. Figure 1 shows the pointwise coverage of confidence intervales for µ i built under the marginal law. The left hand side plot of Figure 1 corresponds to the small area asymptotics (A1). Apparently, subjects which comprise a large |v i |, being those with most prominent subject characteristic, exhibit a severe undercoverage. This is particularly annoying, since such subjects are arguably those that a practitioner is most interested in, as in Section 5. This behavior has also been previously noticed in [19] .
On average (over all subjects), however, over-and undercoverage cancel each other out. Under (A2), this problem is less pronounced, since the bias for every subject vanishes asymptotically and so does the difference between conditional and marginal variance, as visible on the right hand side plot of Figure 1 . These observations are formalised in the following proposition.
and z 1−α the α-quantile of the standard normal distribution. Under (A1) and (A2) with (B1) and (B2), it holds that
That is, the coverage probability of marginal confidence intervals under the conditional law attains its nominal level on average over all subjects. For the simulated data in Figure 1 the average coverage under (A1) is 95.4%, while under (A2) it is 94.9%.
We turn now to the simultaneous inference. Table 1 contains results based in a Monte Carlo sample of size 10, 000. For each Monte Carlo sample the (1) .93 (0.25) .99 (1.8) estimatesμ and Σ, as well as Σ c andλ, are calculated and then it is checked whether µ lies within the 95%−confidence set. The resulting coverage probability is eventually reported in Table 1 . For comparison, the coverage of the oracle confidence sets for known δ = (σ 2 v , σ 2 e ) t is also reported. The relative volume of the confidence sets to the volume of the REML-based marginal set is given in brackets.
Under (A1), the asymptotic behavior relies on m and thus studied for m = 10 and m = 100. One case is carried out for only n i = 5 observations per subject, relating to the study of [1] . The other, for n i = 10 doubles the number of observations per subject, but is still very much in the small area framework. Under (A2), 80% percent of subjects grows with rate n i , while 20% much faster with n j . The unpromising case of n j = 10, is compared to n j = 100, while the observations on other subjects only increase from n i = 5 to n i = 10.
It is well known that the relation of σ 2 v and σ 2 e , the so-called intraclass correlation coefficient (ICC), plays a key role in the reliability of the estimators. Therefore, different ratios of σ 2 v and σ 2 e are considered. The last four columns of Table 1 give the simulated coverage of the confidence sets for the nominal coverage of 0.95. The differences between each of the two marginal and conditional coverages displays the impact of the REML estimation. The estimation of the variance components is indeed very influ-ential, in accuracy as well as in size. Further, a comparison between marginal REML and conditional REML coverages reveals the performance of M α and C α . The marginal sets are generally smaller. This is due to the conditional sets being amplified by the non-central quantile to meet the nominal level, but not stretched in the direction where the multivariate distribution ofμ has the most mass.
The first two rows of of each configuration of δ show the asymptotic behavior for (A1) with n i = n j = 5 observations only, whereas the less extreme case for (A1) is given in lines three and four. Indeed, values of larger m produce better results. However, the reported coverage seems to be more significantly influenced by the number of observations in each subject, which should not be too small. This is the realm of case (A2). Convergence for that scenario seems to be more sensitive, although this is likely due to the much smaller sample size.
More influential proves to be the relative size of the error variance σ 2 e to σ 2 v , with coverage being closest to the nominal level for large σ 2 v . This is not unexpected as these parameters determine the validity of the REML-estimates and this has already been observed for individual confidence intervals, see [3] . However, even for known δ, C α can exhibit undercoverage if the ICC is too small and too few data is available, whereas M α does not.
Let us turn to the test H 0 : µ = c vs.
Power functions studying the error of the second kind for different parameters m and n i , cf. Table 1 , are given in Figure 2 with different ratios of the variance components.
Unsurprisingly, the power growths steeper for larger m and n i , but again is sensitive to the relative size of σ 2 v to σ 2 e . The power of the tests based on the marginal set (solid line) is notably steeper than the slope of the power based on the conditional set (dashed line). Although being of less importance if n i is large, the plots favour the use of the marginal confidence sets for testing.
5. Study on Spanish Income. The proposed method is now applied to a case study on a data set of income for the Spanish working population obtained from the survey of living conditions in 2008 [7] . Variable of interest is the log-transformed yearly income for working people of age 50 and older. The subjects are now small areas that are formed by cross section of administrative provinces and city size. Available explanatory variables are gender, education level (primary or secondary school or university) and nationality. The observations are assumed to follow a nested error regression model (4) .
In a first attempt, our interest lies in determining whether the hypothesis that no area-specific characteristic is present, H 0 : µ i = X β, X = ∀ i = 1, . . . , m, can be rejected. In total, n = 3385 observations are partitioned in m = 205 areas, with a median of 11 observations per area. The variance components are estimated via REML and yieldσ 2 v ≈ .35×10 −2 and σ 2 e ≈ 4.57 × 10 −2 . If testing each area individually only 76% of individual tests do not reject the hypothesis. Under H 0 this value should be 95% for a nominal level of α = 0.05, thus indicating that H 0 should be rejected. As the previously available MSE-estimators did not require to consider the between-area variation of the estimators (μ i ) i=1,...,m , a conservative Bonferroni correction was the only tool for simultaneous inference for the marginal approach. Considering all m = 205 areas, the Bonferroni correction rejects H 0 . This is confirmed by the presented tools for accurate simultaneous inference, as the marginal approach gives
and so does the conditional approach:
Both sets have the same nominal coverage, and indeed, here they both yield the same result: They strongly reject H 0 . The conditional approach, however, fails to produce a positive estimate of λ for this data set. If interest lies in testing the hypothesis on only a subset of all small areas, the marginal set can be immediately applied with M α,L , whereas the conditional approach requires to re-estimate λ on the new subset of interest. This aspect additionally makes the application of the marginal set more appealing. As a subset of interest consider now the autonomous community of Andalucía, with a total of m * = 39 small areas for 324 observations with a median of 6 per area. Again, only 69% of individual confidence intervals do not reject the hypothesis, where it should be 95% under H 0 . This time, the Bonferroni correction, being too conservative, does not reject the hypothesis. The accurate confidence set of the marginal approach however gives (L And ΣL
and clearly rejects, correcting the defective inference made by Bonferroni correction.
As a variation of this case study, suppose now our interest lies in whether areas exhibit a statistically significant difference in income between genders. Thus, m = 104 small areas are formed by a cross section of province and gender, and city size is included as an auxiliary variable in exchange. We imsart-aos ver. 2014/10/16 file: main.tex date: December 24, 2018 . Looking at the confidence ellipsoid under H 0 we see that the rejection is mainly due to two provinces, namely Cuenca and Sevilla. With M α,L , one can find the projection of Lμ onto M α,L and thus obtain µ * f for which H 0 would not be rejected, i.e. giving the smallest estimatesμ f for which you don't reject. The result for some provinces with particular large differences in income by gender is shown in Table 2 . Note that the higher income for females is due to the selection of the population in our study. This procedure indicates how much effort, and in which province is to be made to attain statistically insignificant differences. Such findings could not have been obtained from so far existing, conventional tools -typically provided for area-individual inference. This could be another interesting application of simultaneous inference in small area estimation, others are easily conceivable. In summary, the presented tools deliver a useful extension to accurately infer about multiple or all small area estimates simultaneously.
6. Discussion. In two asymptotic scenarios we considered simultaneous inference about subject specific characteristics in linear mixed models. We overcome the problem of bias estimation in the conditional case by showing that the coverage error in applying marginal sets is averaged out over multiple subjects. A simulation study confirms the finite sample behaviour of this effect.
Most uncertainty is induced by the estimation of δ. If the normality assumption of errors and random effects as stated in (1) is not met, it has been shown that the parameters for hierarchical [32] and non-hierarchical LMM [16] or by Hendersons Method III [11] are consistent and asymptotically normal. For the latter, one obtains asymptotically the same results [23] . However, in practice it is to be expected that depending on the deviations from normality larger samples are needed to reach the nominal coverage probability. A popular strategy is to transform the data in order to achieve normality for errors and random effects, with a recent review of methods given by [35] . Its usefulness is partly due to the availability of software that provides checks for the distributions of residuals and predictorsv i [21] . Other than these, bootstrap methods for LMM can account for non-Gaussian data, with an extensive collection given in [9] .
We expect that our results can be extended to other estimators of LMMs, such as the best predictor [20] .
APPENDIX
Notation. Throughout the appendix the following notation is used. The (i, j)-th entry of matrix A is denoted as a ij or (A) ij . The (A) i denotes the i-th column vector of matrix A. Other ways to display a vector or matrix is by e.g. {O p (1)} n×n , a (n × n) stochastic matrix with each entry being of probabilistic order O p (1), or A = (a ij ) i,j , if it is obvious that i, j = 1, . . . , m. Furthermore, for a matrix A, A 2 = tr{A t A} is the Frobenius norm. For easier readability, the dependence on the δ is suppressed for various quantities. It should be clear from the context if e.g. G or V depend on δ orδ. Further, we adapt the notation of [31] and denoteμ i =μ i (δ) as given in (2) andβ analogously. Eventually for convenience, dropping the subject index i = 1, . . . , m labels the respective quantities over all observations, e.g. y = (y t 1 , . . . , y t m ) t , V = diag{V i (δ)} i=1,...,m and X = (X t 1 , . . . , X t m ) t , etc. If the range of the index is clear from the context, it will not be dropped as well. For the proofs, i, k = 1, . . . , m denote the subject and j = 1, . . . , n i the imsart-aos ver. 2014/10/16 file: main.tex date: December 24, 2018 respective observation for the i-th subject. Eventually, e, f, g, d = 1, . . . , r are indices referring the entries in δ.
Proof and Definitions for Theorem 2. The estimator for the acrossarea generalization of the Prasad-Rao MSE estimator from [30] is defined below. Let V = Cov(δ) be the asymptotic covariance matrix ofδ. Then,
Σ is a second-order unbiased estimator of Σ = K 1 (δ)+K 2 (δ)+K 3 . The leading term K 1 (δ) is an estimator for the variability induced in the prediction of the random effect, whereas K 2 (δ) describes the variability induced by the estimation of β such that
Proof. (of Theorem 2). Consider first (A1). We first show that
It has been shown for both Hendersons method III [30] and REML [4] that
as well asσ ik = O(m −1 ) for i = k and this order is preserved for its derivatives with respect to δ. Thus,
Using that for a random variable X with finite variance X = E(X) + O p { Var(X)}, it follows that Σ = Σ − C where
It is now shown that inverting preserves the error. Note that (
. With (5), the matrix inversion formula yields
as largest eigenvalue of C Σ −1 . With the column-sum norm,
and second
) with probability density function f U and z = m −1 χ 2 m,1−α = O(1), such that
which concludes the proof for (A1). For (A2) analogous results to [30] and [4] follow directly as the diagonal entries of Σ are of the same order as off-diagonal entries, as ) by (B5), a Taylor expansion yields
).
I )} m×m by analogous reasoning as in (A1). As for (A2) the number of parameters does not grow,
However, as neither does the quantile, χ 2 m,1−α = O(1). This gives
which concludes the proof.
Proof and Definitions for Theorem 1. First, note that δ is not welldefined in the conditional model as parts of this vector that only describe the variability of the now-fixed random effects are meaningless. Below, δ c is interpreted as the solution of the respective expected minimization problem when either estimating with REML of Hendersons method III. Now, for the conditional scenario, let
Further, denote A = A(Σ c , δ c ) andλ =λ(Σ c , δ c ) if the variance components are known. Now, for Σ c as an estimator for Σ c reads as 
e. Now, for Hendersons method III,δ c e = y t C e y for e = 1, . . . , r and C e ∈ R n×n as given in [33] . It is an estimator for δ c e = E(y t C e y |v). Then, for i, k = 1, . . . , m,
For REML, let δ c such that
where ℓ RE is the marginal restricted log-likelihood as spelled out in (9) . Now let
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For the proof of Theorem 1, two preliminary results are required. Lemma 1. Let A i ∈ R n×n be nonstochastic and u ∼ N n (0 n , V). Then,
This Lemma follows by direct application of Theorem 1 of [34] .
Lemma 2. Let model (1) hold. Under (A1) with regularity conditions conditions (B1) and (B4) andδ c being a REML estimate, let s be the score vector ofδ c and V −1 its information matrix, and Λ as in (10) . Then,
Proof. Denote ℓ RE (δ c ) as the restricted log-likelihood function such that
VP and PVP = P, score vector and matrix of second derivatives read as (10)
Py.
The information matrix ofδ c is V −1 = {O(m)} r×r . Further, as E{s(δ c )|v} = 0 r , it follows that
We continue with a Taylor expansion for s(δ c ) = 0 r around the score vector s(δ c ). Next, suppress the argument of the score vector, e.g. s refers to the score vector and s d to its d-th entry. Then,
This gives the claim. 
Proof. Consider (A1) only, as extension to (A2) goes analogously to the considerations in the proof of Theorem 2 as L 1 (δ c ) = {O p (n −1 I )} m×m . Also, (ii) and (iv) are obtained analogously to [4] . For (iii) we show first that
Consider the Taylor expansion ofμ k − E[μ k |v] around δ c , multiply with w t i e and take expectation. Then, L * 3 = E w t i e( w k − w k ) t e . With g j , j = 1, 2, 3 as given in Lemma 2, this yields
Multiplying with w t i e and taking expectations then gives
which we will show to lead to L * 3 (δ c ). Each expectation above is evaluated one by one, using Lemma 1. First, Lemma 1 (i) yields
Similarly, with Lemma 1 (ii) the next term gives
and note that −2∂(
For the next term, note that D ik (e, d) has only entries of order O(m −3 ) except on the submatrix {O(m −2 )} n i ×n k corresponding to the respective subjects. Hence,
by Lemma 1 (ii). The last term eventually gives also by Lemma 1 (ii) that
Putting all terms together eventually gives
and thus (11) . Note that
Taking derivatives preserves the order and a Taylor expansion and taking expectations yields
The last equation follows by (11). This gives (iii). (i) A similar approach for {L
This concludes the proof for Lemma 3.
Lemma 4. Let model (1) hold with definitions above and letδ c given by
Proof. (of Lemma 4). Consider (A1) only, as (A2) follows by the same considerations above since the leading term is O(n −1 I ). Recall thatδ e = y t C e y where C e = diag[{O(m −1 )} n i ×n i ] i=1,...,m + {O(m −2 )} n×n . Further, (i) and (ii) hold as in Lemma 3 as they do not depend on the different nature ofδ c .
(iii) The only part that remains to be treated is L * 3 . As all entries are of order O(m −1 ), it suffices to show
To show this, rewriteδ c terms of e, namelŷ δ c e − δ c e = e t C e e − tr{C e R} + 2e t C e (Z v + X β).
Adapting to the abbreviations of before,
, where 
Using that C f R C e = diag[{O(m −2 )} n i ×n i ] + {O(m −3 )} n×n and 
as the first factor equals Cov{(y t C e y) e=1,...,r | v} = V. Sinceδ c is unbiased
, the remaining part of the proof follows analogously to that one of Lemma 3.
Proof. (of Theorem 1). With Lemma 3 and Lemma 4 the proof for Theorem 2 can be replicated, which gives
Thus, for (A1) it remains to show that χ 2 m,1−α (λ) = χ 2 m,1−α (λ) + O p (m 1/2 ). First, defineλ forλ from (7) with Σ c and δ c instead of Σ c andδ c . Similarly, define A for A as in (6) and see that
Analogously to the marginal scenario it holds that Σ 
by Lemma 2 and thus it holds
By construction E{λ|v} = λ. For its variance, we get
by Lemma 1 (i).
This concludes the proof for (A1). For (A2), the respective quantities are smaller, namely ). This proves Theorem 1.
Proof and Definitions for Theorem 3. Another way to obtain a pivotal for simultaneous inference is to evaluate the distribution of the quadratic form Q = Σ −1/2 (μ − µ) 2 under conditional law. It is distributed as generalized non-central χ 2 , and thus has no analytically tractable probability density function. However, due to the linearity ofμ − µ in v, the quadratic form Q can be suitably split up in treatable terms.
In the conditional scenario v is seen as fixed quantity. Hereafter it is treated as being generated by the underlying marginal model, i.e. v ∼ N (0 m , G). Generally it is merely required that v does not depart too much from G, namely,
Proof. (of Theorem 3). Due to linearity ofμ − µ, it holds that Σ = Σ c + Σ b , where Σ b = Cov(µ b ) for µ b = E(μ − µ |v) by the law of total variance. Moreover,
where
First, consider the marginal law. Clearly, Q ∼ χ 2 m and S ∼ χ 2 m . Thus, E(R) = 0 and Var(R) = 4tr( ). This is a natural procedure, insofar R|v is interpreted as random variable that depends on the realization of v, and those can be wrapped up by their marginal expectation and square-rooted variance. Now for (A1), using that S = O p (m), Proof of Proposition 1. For (A1), the described phenomenon has been previously found by [37] and [27] for nonparametric regression. We borrow the ansatz of the latter for the proof.
Proof. First, consider (A1). Let ξ be a random variable independent to e with distribution putting equal weight on the points in {1, . . . , m}. Then,
imsart-aos ver. 2014/10/16 file: main.tex date: December 24, 2018 where the bold-faced subscript is considered random in the argument for the ease of simplicity, that is E e (. . . ) = E(. . . |v). Study the distribution of T ξ under the joint law (ξ, e). In particular, due toβ = β +{O p (m −1/2 )} p ,
where b ξ was defined in (2) . Now, first and second moments are expressed in terms of the joint expectation. Due to independence, the expectation with respect to ξ can be treated as the average again, while the order of the remaining part, albeit being evaluated conditional on the subjects, is assessed in terms of the marginal case. Since Var e,v (
by Lindeberg's central limit. The same approach gives for the variance
again by central limit and since
For (A2), the claim follows directly for each subject as matrix inversion gives
). Similarly, for Var(T i ), we find that the denominator is O(n This document includes a short simulation study evaluating the marginal performance of the confidence sets and as an extension to the results of [2] and [5] it is shown that the bias of the estimators actually vanishes with rate O(m −2 ) instead of O(m −3/2 ). The proof for this claim is a related result to the findings of [4] .
Simulation Study. Naturally, the set M α is especially suitable to use for marginal models. Table 1 shows results of a simulation for such a marginal scenario, i.e. in each iteration the random effects are drawn again. All other quantities are as described in [4] . As stated in Theorem 2 the nominal cov- Table 1 Simultaneous 95%-coverage for model (4) in the marginal case. erage is achieved asymptotically, though for finite samples undercoverage is induced due to uncertainty caused by the REML estimation.
Auxiliary Results. We only consider the marginal case, as the conditional case follows from analogous considerations for results in the appendix of [4] . These findings do not improve the error rate obtained for simultaneous comparisons however, as the error rate in Theorem 1 and Theorem 2 is induced by the variability of the estimators Σ c and Σ, respectively. Some preliminary results are required. Lemma 1. Let A i ∈ R n×n be symmetric and nonstochastic for i ∈ {1, 2, 3, 4}, and u ∼ N n (0 n , V). For R = { (1, 2, 3, 4), (1, 3, 2, 4), (1, 4, 2, 3 )} and Q = { (1, 2, 3, 4), (2, 1, 3, 4), (3, 1, 2, 4 ), (4, 1, 2, 3)} it holds
tr A i V)
This results is an extension of Lemma 1 from [4] , a result that was derived by direct application of Theorem 1 of [7] .
Lemma 2. Let model (1) hold with (5) and letδ be being a REML estimator. Under (A1), (B1) -(B1) and (A2), (B1) -(B5) it holds (i) K 1 (δ) = E K 1 (δ) + K 3 (δ) + {O(s −2 )} m×m ,
(ii) K 2 (δ) = E K 2 (δ) + {O(s −2 )} m×m , (iii) K 3 = E K 3 (δ) + {O(s −2 )} m×m .
Proof. (of Lemma 2) First, (A1) is considered, and part (ii) is proved. Adapt the notation of the proof of Lemma 2 for X and V. Recall that
, and all derivatives preserve the order. Thus, for i, k = 1, . . . , m, a Taylor expansion around δ and taking expectations yields
noting that the REML estimates fulfill δ −δ = {O p (m −1/2 )} r and are unbiased, hence having that the second term of the expansion is zero under expectation.
In the following it will be shown that E(g t 1 f 1,i g t 1 f 1,k ) = { K 3 (δ)} ik + O(m −2 ) and all other terms are of order O(m −2 ), which is sufficient to show (11) . Repeating the calculations of [2] , the leading term gives E(g The other terms are O(m −2 ) by symmetry when replacing i and k. Hence K 3 = K 3 (δ) + {O(m −2 )} m×m , which was the claim in (11) . The remaining proof is now similar to (ii). Note that { K 3 (δ)} ik = O(m −1 ). As above, taking derivatives preserves the order and a Taylor expansion and taking expectations yields
where the last equation follows by (11) . This gives (iii).
(i) Finally, as before, a Taylor expansion of {K 1 (δ)} ii around {K 1 (δ)} ii and taking expectation yields
By Lemma 1 (ii), the fourth term is of order O(m −2 ) as tr
exploiting again the block diagonal structure of V and detailed structure of P, with the same reasoning as for the proof of (11) . Further, some calculations yield [2, p. 624-625] . Together with the proof in (iii), which implies that E{ K 3 (δ)} = K 3 (δ) + {O(m −2 )} m , it follows that E K 1 (δ) + K 3 (δ) + diag {O(m −2 )} m = K 1 (δ). Altogether, this gives (i) and proves Lemma 2 for (A1).
For (A2), the leading term itself is of lower order and it holds
Further, {K 2 (δ)} ii , {K 3 (δ)} ii as well as subject crossterms are of lower order. Thus, statements (i)-(iii) for (A2) follow analogously from the reasoning in (ii) and (iii) above. This proves Lemma 2.
First, [5] derived a second-order unbiased estimator for the MSE, but they considered estimation of the variance components by Hendersons Method III [6] . They can be written asδ e = y t C e y where it further holds that
