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Abstract
In this paper we study Meta learning of Gaussian graphical models. In our setup, each task has a
different true precision matrix, each with a possibly different support (i.e., set of edges in the graph). We
assume that the union of the supports of all the true precision matrices (i.e., the true support union) is
small in size, which relates to sparse graphs. We propose to pool all the samples from different tasks, and
estimate a single precision matrix by `1-regularized maximum likelihood estimation. We show that with
high probability, the support of the estimated single precision matrix is equal to the true support union,
provided a sufficient number of samples per task n ∈ O((logN)/K), for N nodes and K tasks. That is, one
requires less samples per task when more tasks are available. We prove a matching information-theoretic
lower bound for the necessary number of samples, which is n ∈ Ω((logN)/K), and thus, our algorithm is
minimax optimal. Synthetic experiments validate our theory.
1 Introduction
Probabilistic graphical models (PGMs) have been widely used to study network data from different fields,
including biology, information retrieval, finance, social science, computer vision, etc [20, 26, 7]. In PGMs,
nodes of the graph represent variables and edges of the graph encode the dependence relationship between
variables [12]. Markov random fields (MRFs) [21], an important class of PGMs, are encoded by undirected
graphs. In a MRF, any two non-adjacent nodes are conditional independent given all other nodes [30]. One
important problem in PGMs is to learn the structure of the graph in order to discover the dependence
relationship between variables, which is called structure learning [6]. Structure learning is especially crucial
for Gaussian graphical models (GGMs) where we model the variables in the MRF as a zero-mean multivariate
Gaussian random vector [29]. In a GGM, the dependence relationship between variables are determined by
the covariance matrix [12]. The set of non-zero entries, which we will call support set, of the inverse covariance
or precision matrix corresponds exactly to the set of edges of the graph [29]. For this reason, estimating the
precision matrix to recover the support set, i.e., edge set, is the common strategy of structure learning in
GGMs. However, the learner faces two challenges in estimation. One challenge is the high-dimensionality
of the data. The number of nodes N in the graph or the dimension of the Gaussian vector could be much
higher than the number of samples n. The other challenge is the heterogeneity of the data. The data might
come from multiple Gaussian graphical models with different covariance matrices. Heterogeneity could be
introduced when we have few samples from one learning task and choose to gather samples from multiple
similar tasks to learn together. For the first challenge, the traditional empirical sample covariance or maximum
likelihood estimate (MLE) will behave badly [19] and sparsity is commonly introduced in estimation. In
this paper we address the high-dimension challenge by using `1-regularized maximum likelihood estimator
[36], which is typically referred to as graphical lasso [9]. The sample complexity for support recovery of
`1-regularized MLE for one learning task has been studied by [29]. For the second challenge of heterogeneity,
researchers have considered the Multi-task learning problem where the learner estimates each and every single
precision matrix simultaneosly [26, 12, 5, 14, 24]. However, as we will explain later, Multi-task learning will
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require a relative large the sample complexity per task with respect to the number of nodes in the graph or
the number of tasks, which limits its application for large graphs with numerous tasks. In this paper, we
solve the heterogeneity challenge with Meta learning that reduces the sample complexity for each task to be
inversely proportional to the number of tasks. For Meta learning, we are only interested in estimating the
union of supports of precision matrices in all tasks, without estimating each and every single precision matrix.
Then the estimated support union would assist in the learning for a novel task whose precision matrix is a
subset of the support union.
There has been plenty of experimental work in Meta learning but little results on the theoretical
understanding and basis of Meta learning. Generally, Meta learning aims to develop learning approach that
could have good performance on an extensive range of learning tasks and generalize to solve new tasks easily
and efficiently with a few training examples with the learning experience of similar tasks [33]. Thus it is also
referred to as learning to learn [23]. Current research focuses on designing practical Meta learning algorithms,
for instance, [22, 35, 32, 31, 27, 8]. These algorithms perform well on many learning problems, but theoretical
results are scarce. There is a lack of knowledge of the sample complexity sufficient for Meta learning to
succeed with high probability. In this paper, we provide theoretical guarantees for the necessary and sufficient
sample complexity for Meta learning of Gaussian graphical models.
For structure learning of multiple Gaussian graphical models, efforts have been made for Multi-task
learning but there is still a lack of theoretical and experimental work based on Meta learning. Suppose there
are K tasks and n samples per task. Each sample is a zero-Mean N -node Gaussian graphical model with
maximum degree d. For the case of one-task estimation, Ravikumar et al. [29] proved that n ∈ O(logN)
is sufficient for the consistency of `1-regularized maximum likelihood estimator. For Multi-task learning,
Honorio et al. [14] proposed the `1,p-regularized maximum likelihood estimation to estimate the precision
matrices of all tasks and proved that n ∈ O(logK + logN) is sufficient for the correct support union recovery
with high probability. Guo et al. [12] introduced a different regularized maximum likelihood estimation to
estimate all precision matrices and proved n ∈ O((N logN)/K) is sufficient for the correct support recovery
in each task with high probability. Ma and Michailidis [24] proposed a joint estimation method consisting of a
group Lasso regularized neighborhood selection step and a maximum likelihood step. They proved that their
method recovers the support for all tasks with high probability if n ∈ O(K + logN). There are also many
papers that develop algorithms for Multi-task learning but without theoretical guarantees for the consistency
of their estimates [26, 5]. In this paper, we estimate a single precision matrix with `1-regularized maximum
likelihood estimation to recover the support union in the framework of Meta learning and prove that the
sufficient and necessary sample size per task in our Meta learning approach is n ∈ Θ((logN)/K) which is
much better than the above results. To the best of our knowledge, our result fills in the blank of the theory
and methodology of Meta learning in Gaussian graphical models and enables the learner to gather more tasks
(instead of more samples per task) to get more accurate estimates.
This paper has the following four contributions. First, we propose a Meta learning approach for structure
learning of multiple Gaussian graphical models. To be specific, we pool all samples together and estimate one
single precision matrix with `1-regularized maximum likelihood estimation for the recovery of the support
union of all tasks. Secondly, we prove that the sufficient sample size per task for support union recovery is
n ∈ O((logN)/K) for N -node graphs and K tasks, which provides theoretical basis for introducing more
tasks for Meta learning in Gaussian graphical models. In fact, we prove that this sufficient sample complexity
holds for sub-Gaussian graphical models. The class of sub-Gaussian variates [2] includes for instance Gaussian
variables, any bounded random variable (e.g. Bernoulli, multinomial, uniform), any random variable with
strictly log-concave density, and any finite mixture of sub-Gaussian variables. Thus our method is applicable
to a wide range of distributions. Thirdly, we prove an information-theoretic probability lower bound for the
recovery error and show that n ∈ Ω((logN)/K) samples per task is necessary for recovery success, which
proves our estimation is minimax optimal. Lastly, we conduct synthetic experiments to validate our theory.
We calculate the support recovery rates of our approach and other Multi-task learning approaches for different
number of samples and tasks. For a fixed number of tasks K, our approach achieves high support recovery
rates when the number of samples per task has the order O((logN)/K). For a fixed number of samples per
task n, our method performs the best when the number of tasks K is large.
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Table 1: Notations used in the paper
Notation Description
sign(x) The sign of x ∈ R, i.e., sign(x) = x/|x| if x 6= 0; sign(x) = 0 if x = 0
‖a‖∞ The `∞-norm of vector a ∈ Rn, i.e., maxni=1 |ai|
‖a‖1 The `1-norm of vector a ∈ Rn, i.e.,
∑n
i=1 |ai|
‖A‖∞ The `∞-norm of matrix A ∈ Rm×n, i.e., max1≤i≤m,1≤j≤n |Aij |
‖A‖1 The `1-norm of matrix A ∈ Rm×n, i.e.,
∑
1≤i≤m,1≤j≤n |Aij |
|||A|||∞ The `∞-operator-norm of matrix A ∈ Rm×n, i.e., max1≤i≤m
∑n
j=1 |Aij |
A  0 The matrix A is positive definite.
det(A) The determinant of matrix A ∈ Rm×n , i.e., |A|
supp(A) The support set of matrix A ∈ Rm×n, i.e., {(i, j)|Aij 6= 0}
AS The sub-matrix composed by the elements in entry set S of matrix A ∈ Rm×n, i.e.,(
A(i,j)
)
(i,j)∈S
AB ∈ Rm×n The Hadamard product of A,B ∈ Rm×n, i.e., [AB]ij = AijBij
A⊗B ∈ Rmp×nq The Kronecker product of A ∈ Rm×n, B ∈ Rp×q, i.e., [A ⊗ B](i,j),(k,l) = [A ⊗
B]p(i−1)+k,q(j−1)+l = AijBkl
CS1S2 The sub-matrix composed by the elements in entry set S1×S2 of matrix C = A⊗B ∈
Rmp×nq, i.e.,
(
C(i,j),(k,l)
)
(i,j)∈S1,(k,l)∈S2
2 Preliminaries
This section introduces our mathematical model and the Meta learning problem. The important notations
used in the paper are illustrated in Table 1.
2.1 Multiple sub-Gaussian Graphical Models
We fist define a general class of models, the sub-Gaussian graphical model, where we assume the nodes in
the graph follows a multivariate distribution such that marginally each node is a zero-mean sub-Gaussian
variable with the same parameter after normalization by its variance. The definition of sub-Gaussian random
variable is as follows [3]:
Definition 1. A random variable X ∈ R is called sub-Gaussian with parameter σ ≥ 0 if
E
[
eλX
] ≤ exp(σ2λ2
2
)
, ∀ λ ∈ R (1)
Obviously, Gaussian variables are sub-Gaussian. A sub-Gaussian graphical model is a special case of a
Markov random field where the dependence relationship of the variables in the graph is determined by its
edge structure.
In our research, we focus on multiple sub-Gaussian graphical models where the data are from several
sub-Gaussian graphical models with different precision matrices, i.e., different edge structures. Formally, we
define the multiple Gaussian graphical models below:
Definition 2. Let X(k)1 X
(k)
2 , ..., X
(k)
n(k)
∈ RN be i.i.d. random vectors for 1 ≤ k ≤ K. Let X(k)t,i be the i-th
entry of X(k)t for 1 ≤ i ≤ N . We say
{
X
(k)
t
}
1≤t≤n(k), 1≤k≤K
forms a K-category multiple sub-Gaussian
graphical model with parameter σ if
(i) E
[
X
(k)
t
]
= 0, Cov
(
X
(k)
t
)
= Σ¯(k) for 1 ≤ t ≤ n(k), 1 ≤ k ≤ K.
(ii)
{
X
(k)
t
}
1≤t≤n(k), 1≤k≤K
are independent.
(iii)
X
(k)
t,i√
Σ¯
(k)
ii
is sub-Gaussian with parameter σ for 1 ≤ i ≤ N, 1 ≤ t ≤ n(k), 1 ≤ k ≤ K.
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2.2 Multiple Gaussian Graphical Models
The Gaussian graphical model is a special case of sub-Gaussian graphical models. In a Gaussian graphical
model, we have an N -dimensional zero-mean Gaussian random vector X = (X1, ..., XN ) with covariance Σ
for an undirected graph (V,E) where V = {1, 2, ..., N} is set of vertices and E ⊆ {(i, j)|i, j ∈ V } is the set of
edges. For a Gaussian graphical model with precision matrix Ω = Σ−1, we have supp (Ω) = E, which means
that the support of the precision matrix corresponds to the edges of the graph.
Then we can define the multiple Gaussian graphical model analogous to Definition 2.
Definition 3. Let X(k)1 X
(k)
2 , ..., X
(k)
n(k)
∈ RN be i.i.d. random vectors for 1 ≤ k ≤ K. Let X(k)t,i be the i-th
entry of X(k)t for 1 ≤ i ≤ N . We say
{
X
(k)
t
}
1≤t≤n(k), 1≤k≤K
forms a K-category multiple Gaussian graphical
model if:
(i) For each k = 1, 2...,K, X(k)t ∼ N(0, Σ¯(k)) i.i.d. for 1 ≤ t ≤ n(k).
(ii)
{
X
(k)
t
}
1≤t≤n(k), 1≤k≤K
are independent.
We can see that the K-category multiple Gaussian graphical model is a special case of the K-category
multiple sub-Gaussian graphical model with parameter 1.
2.3 Problem Setting
The main target of this paper is to solve the structure learning problem for multiple Gaussian graphical
models with Meta learning. Structure learning in graphical models aims to recover the edge structure of
the model from data. According to the property of Gaussian graphical models, it suffices to estimate the
precision matrix and recover its support from the estimate. For multiple graphical models, there are multiple
structure learning tasks, one for each category.
In this paper, our goal is to estimate the support union of precision matrices in all learning tasks, which
forms a Meta learning problem. Suppose we have a total number of K tasks. For task k, suppose the
true precision matrix is Ω¯(k) and there are n(k) independent samples. Denote the support set of Ω¯(k) with
S(k). The Meta learning problem aims to recover the support union S := ∪Kk=1S(k). We first state our
theoretical results for the general case of sub-Gaussian graphical models. We then instantiate our results for
the particular case of Gaussian graphical models.
3 Method
First, we can define an underlying true common precision matrix Ω¯ such that Ω¯ ∈ SN++ and supp(Ω¯) = S
where SN++ :=
{
A ∈ RN×N |A = AT, A  0}. For each task k, define ∆(k) := Ω¯(k) − Ω¯. Then the precision
matrices in different tasks relate to the true common precision matrix Ω¯ by
Ω¯(k) = Ω¯ + ∆(k) s.t. supp(∆(k)) ⊆ supp (Ω¯) for k = 1, 2, ...,K (2)
In our method, we recover the support union S by estimating the true common precision matrix Ω¯. To be
specific, we pool all samples together and estimate Ω¯ with `1-regularized maximum likelihood estimation, i.e.,
we solve the following optimization problem with regularization constant λ > 0:
Ωˆ = arg max
Ω∈SN++
K∑
k=1
T (k)
(
log det (Ω)− 〈Σˆ(k),Ω〉
)
− λ‖Ω‖1 (3)
where Σˆ(k) := 1
n(k)
∑n(k)
t=1 X
(k)
t
(
X
(k)
t
)T
is the empirical sample covariance and T (k) is proportional to the
number of samples n(k) for task k. Define the following loss function:
`(Ω) =
K∑
k=1
T (k)
(
〈Σˆ(k),Ω〉 − log det (Ω)
)
(4)
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Then we can rewrite (3) as
Ωˆ = arg min
Ω∈SN++
(`(Ω) + λ‖Ω‖1) (5)
For the general setting of multiple sub-Gaussian graphical models, our estimator in (5) can be considered
as `1-regularized maximum log-determinant Bregman divergence. For simplicity, in our analysis we assume
the number of samples per task is the same, i.e., n(k) = n, T (k) = 1/K for 1 ≤ k ≤ K.
4 Theoretical Results
In this section, we formally state our assumptions and theoretical results.
4.1 Assumptions
Our theoretical results require an assumption on the model which is called mutual incoherence or irrepre-
sentability condition in [29]. The Hessian of the loss function (4) when Ω = Ω¯ is
∇2` (Ω¯) = T Γ¯ (6)
where T :=
∑K
k=1 T
(k) and Γ¯ := ∇2 log det(Ω¯) = Ω¯−1 ⊗ Ω¯−1 ∈ RN2×N2 . The mutual incoherence assumption
is as follows:
Assumption 1. There exists some α ∈ (0, 1] s.t. ∣∣∣∣∣∣Γ¯ScS(Γ¯SS)−1∣∣∣∣∣∣∞ ≤ 1− α
We should notice that
∣∣∣∣∣∣Γ¯ScS(Γ¯SS)−1∣∣∣∣∣∣∞ = maxu∈Sc ‖Γ¯uS(Γ¯SS)−1‖1. Thus this assumption in fact places
restrictions on the influence of non-edge terms on the edge terms [29].
Some definitions are needed in the statement of the theorems. Define d as the maximum node degrees
for graphs with common precision matrix, i.e., d := max1≤i≤N #
{
j : 1 ≤ j ≤ N, Ω¯ij 6= 0
}
. Define κΣ¯ :=∣∣∣∣∣∣Σ¯∣∣∣∣∣∣∞ = ∣∣∣∣∣∣Ω¯−1∣∣∣∣∣∣∞, κΓ¯ := ∣∣∣∣∣∣(Γ¯SS)−1∣∣∣∣∣∣∞, Dmax := max1≤k≤K ‖∆(k)‖∞, smax := max1≤k≤K ‖Σ¯(k)‖∞,
ωmin := min(i,j)∈S |Ω¯ij |, δ∗ := α
2
2κΓ¯(α+8)
2 min
{
1
3κΣ¯d
, 1
3κ3
Σ¯
κΓ¯d
}
, δ′ := αωmin4(8+α)κΓ¯ , δ
∗
R := δ
∗ − κ2
Σ¯
Dmax
1−κΣ¯dDmax ,
δ′R := δ
′ − κ2
Σ¯
Dmax
1−κΣ¯dDmax .
4.2 Main theorems
For problem (5), we have
Lemma 1. For λ > 0, the problem in (5) is strictly convex and has a unique solution Ωˆ.
The proof is in the supplementary material. Given the above, we further study the theoretical behavior of
Ωˆ in (5). Our first theorem specifies a probability lower bound of recovering a subset of the true support
union by our estimator for multiple sub-Gaussian graphical models.
Theorem 1. For a K-category multiple sub-Gaussian graphical model described in Definition 2 with n(k) = n,
1 ≤ k ≤ K and satisfying Assumption 1, consider the estimator Ωˆ obtained in (5) with T (k) = 1/K and
λ = 8δ/α for δ ∈ (0, δ∗]. Let δR = δ − κ2Σ¯ Dmax1−κΣ¯dDmax . If Dmax <
δ
κ2
Σ¯
+δdκΣ¯
, then δR > 0 and with probability
at least
1− 2N(N + 1) exp
(
−nK
2
min
{
δ2R
64(1 + 4σ2)2s2max
, 1
})
(7)
we have:
(i) supp(Ωˆ) ⊆ supp (Ω¯)
(ii) ‖Ωˆ− Ω¯‖∞ ≤ 2κΓ¯
(
8
α + 1
)
δ
Our proof follows the primal-dual witness approach [29] and can be found in the supplementary material.
From Theorem 1 we can see that for our method, a sample complexity of O((logN)/K) per task is sufficient
for the recovery of a subset of the true support union. A similar result of our estimate (5) for multiple
Gaussian graphical models can be obtained as a corollary of Theorem 1.
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Corollary 1. For a K-category multiple Gaussian graphical model described in Definition 3 with n(k) = n,
1 ≤ k ≤ K and satisfying Assumption 1, consider the estimator Ωˆ obtained in (5) with T (k) = 1/K and
λ = 8δ/α for δ ∈ (0, δ∗]. Define δR to be the same as in Theorem 1. If Dmax < δκ2
Σ¯
+δdκΣ¯
, then δR > 0 and
with probability at least
1− 2N(N + 1) exp
(
−nK
2
min
{
δ2R
1600s2max
, 1
})
(8)
we have:
(i) supp(Ωˆ) ⊆ supp (Ω¯)
(ii) ‖Ωˆ− Ω¯‖∞ ≤ 2κΓ¯
(
8
α + 1
)
δ
The proof is in the supplementary material. The sufficient sample complexity is also O((logN)/K) per
task for recovering a subset of the true support union by 5.
The next theorem addresses the sign-consistency of the estimate (5). We say the estimator Ωˆ is sign-
consistent if
sign(Ωˆij) = sign(Ω¯ij) for ∀i, j ∈ {1, 2, ..., N} (9)
It is obvious that sign-consistency immediately implies support recovery success.
Theorem 2. For a K-category multiple sub-Gaussian graphical model described in Definition 3 with n(k) = n,
1 ≤ k ≤ K and satisfying Assumption 1, consider the estimator Ωˆ obtained in (5) with T (k) = 1/K and
λ = 8δ∗/α. Assume that Dmax < δ
∗
κ2
Σ¯
+δ∗dκΣ¯
. Define
δ†R :=

δ∗R, if ωmin ≥
2α
8 + α
min
{
1
3κΣ¯d
,
1
3κ3
Σ¯
κΓ¯d
}
δ′R, if ωmin <
2α
8 + α
min
{
1
3κΣ¯d
,
1
3κ3
Σ¯
κΓ¯d
} (10)
Then with probability at least
1− 2N(N + 1) exp
(
−nK
2
min
{
(δ†R)
2
64(1 + 4σ2)2s2max
, 1
})
(11)
the estimator Ωˆ is sign-consistent and thus supp(Ωˆ) = supp
(
Ω¯
)
.
The proof can be found in the supplementary material. According to Theorem 2, a sample complexity
of O((logN)/K) per task is sufficient for the recovery of the true support union by our estimator in (5).
Meanwhile, for the special case of multiple Gaussian graphical models, we have the following corollary.
Corollary 2. For a K-category multiple Gaussian graphical model described in Definition 3 with n(k) = n,
1 ≤ k ≤ K and satisfying Assumption 1, consider the estimator Ωˆ obtained in (5) with T (k) = 1/K and
λ = 8δ∗/α. Assume that Dmax < δ
∗
κ2
Σ¯
+δ∗dκΣ¯
. Define δ†R to be the same as in Theorem 2. Then with probability
at least
1− 2N(N + 1) exp
(
−nK
2
min
{
(δ†R)
2
1600s2max
, 1
})
(12)
the estimator Ωˆ is sign-consistent and thus supp(Ωˆ) = supp
(
Ω¯
)
.
The proof is in the supplementary material. The sufficient sample complexity is also O((logN)/K) per
task for recovering the true support union by 5.
Finally, we prove the following information-theoretic probability lower bound on the failure of support
union recovery for multiple Gaussian graphical models.
Theorem 3. For a K-category multiple Gaussian graphical model described in Definition 3 with n(k) = n,
1 ≤ k ≤ K, suppose N ≥ 5, Σ(k) = (I + H  Q(k))−1 for 1 ≤ k ≤ K with Q(k) ∈ {−1/(2d), 1/(2d)}N×N
symmetric, degree d ∈ Z+ even and H ∈ {0, 1}N×N such that H is symmetric and Hij = 1 iff (i, j) ∈ S.
6
Thus S is the union of supports of the precision matrices in all tasks. Assume S is randomly generated in the
following way:
(i) Obtain a permutation pi = (pi1, pi2, ..., piN ) of nodes V = {1, 2, ..., N} uniformly at random.
(ii) Let piN+j := pij for 1 ≤ j ≤ d/2
(iii) For i = 1, ..., N , add edge (pii, pii+j) to S for 1 ≤ j ≤ d/2.
Thus d is the degree of every node in all tasks. Then, for any estimate Sˆ of S, we have
P{S 6= Sˆ} ≥ 1− nNK + log 2
N logN −N − log 2N (13)
The proof can be found in the supplementary material. According to Theorem 3, if the sample size per
task n ≤ (logN)/(2K)− 1/(2K)− (log(8N))/(2NK), then with probability larger than 1/2, any method to
recover the support union of the multiple Gaussian graphical models specified in Theorem 3 will fail. Thus a
sample complexity of Ω((logN)/K) per task is necessary for the support union recovery of K-task N -node
multiple Gaussian graphical models, which, combined with Corollary 2, indicates that our estimate (5) is
minimax optimal with a necessary and sufficient sample complexity of Θ((logN)/K) per task.
4.3 Computational Complexity
Many algorithms have been developed in the recent past for solving the `1-regularized maximum likelihood
estimation for Gaussian graphical models[16, 17, 18, 4]. We have proved in Lemma 1 that the problem in (5)
is convex. The convex optimization problem (5) can be solved in polynomial time with respect to the number
of nodes N by using interior point methods [1]. Further, state-of-the-art methods for inverse covariance
estimation can potentially scale to a million variables [17].
5 Validation Experiments
We validate our theories with synthetic experiments by reporting the probability of successful recovery of
the support union in multiple Gaussian graphical models. We compare the results of our estimator in (5)
with two Multi-task learning methods, i.e., `1,∞ Multi-task learning method [13] and `1,2 Multi-task learning
method [34]. We simulate the Gaussian graphical models for different tasks with around 90% similarity in
edge structure. The maximum degree among all graphs is around 3. For each setting of the number of tasks
K and sample size per task n, we run 30 independent repetitions of our experiments for a number of nodes
N = 10, 20, 50 and report the empirical probability of successful recovery of the support union.
Firstly, we fix the number of tasks K = 10 and run experiments with sample size per task n = (C logN)/K
for C ranging from 2 to 100. The results under different number of nodes N are plotted in Figure 1. We
can see that our method sucessfully recovers the true support union with probability close to 1 when the
sample size per task is in the order of O((logN)/K) while the two Multi-task learning methods fail. This
result provides experimental evidence for Corollary 2.
Next, we run experiments for different number of tasks K that ranges from 2 to 100 with the sample
size per task n = 200(logN)/K. The empirical probability of support union recovery is plotted in Figure
2. According to the figure, for our method, the support union recovery probability increases with K and
converges to 1 for K large enough. For the two Multi-task learning methods, however, the probability
decreases to 0 as K grows. The results indicate that even with a small number of samples per task, we can
get a sufficiently accurate estimate using our Meta learning method by introducing more similar tasks.
6 Conclusion
We develop a Meta learning approach for structure learning of multiple Gaussian graphical model. Specifically,
we pool all the samples from different tasks, and estimate a single precision matrix by `1-regularized maximum
likelihood estimation. We prove a sample complexity of O((logN)/K) per task is sufficient for our estimator
to recover the support union of true precision matrices in all tasks and this sample complexity is minimax
optimal. Synthetic experiments are conducted and validate our theoretical results. We consider to develop
the Meta learning approach on more complex graphical models as our future work.
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Figure 1: The empirical probability of successful support union recovery for different sample size n =
(C logN)/K and number of tasks K = 10. Y-axis shows the success probability and x-axis shows the
values of C. "L1InfMT" represents `1,∞-regularized Multi-task learning method and "L12MT" represents
`1,2-regularized Multi-task learning method.
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Figure 2: The empirical probability of successful support union recovery for different number of tasks K
with the sample size per task n = (200 logN)/K. Y-axis shows the success probability and x-axis shows the
value of K. "L1InfMT" represents `1,∞-regularized Multi-task learning method and "L12MT" represents
`1,2-regularized Multi-task learning method.
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A Additional Validation Experiments and Details
We validate our theories with synthetic experiments by reporting the probability of successful recovery of
the support union in multiple Gaussian graphical models. We compare the results of our estimator in (5)
with four Multi-task learning methods, i.e., `1,∞-regularized method in [13], `1,2-regularized method in [34],
Cooperative-LASSO method in [5] and joint estimation method in [12]. We did not include the method in
[26], since the authors shared their implementation of their algorithm only for two tasks. Since their method
is also multi-task, we believe the behavior will be fairly similar to all the comparison methods [13, 34, 5, 12].
We simulate the Gaussian graphical models for different tasks with around 90% similarity in edge structure.
The maximum degree among all graphs is around 3. The non-zero entries in the generated covariance matrices
are +1 or -1, each with 50% probability. We ensure that the minimum eigenvalue of the generated covariance
matrices is 0.1. For each setting of the number of tasks K and sample size per task n, we run 30 independent
repetitions of our experiments for a number of nodes N = 10, 20, 50 and report the empirical probability of
successful recovery of the support union.
Firstly, we fix the number of tasks K = 10 and run experiments with sample size per task n = (C logN)/K
for C ranging from 5 to 200. The results under different number of nodes N are plotted in Figure 3. We can
see that our method sucessfully recovers the true support union with probability close to 1 when the sample
size per task is in the order of O((logN)/K) while the four Multi-task learning methods fail. This result
provides experimental evidence for Corollary 2.
Next, we run experiments for different number of tasks K that ranges from 2 to 100 with the sample
size per task n = 200(logN)/K. The empirical probability of support union recovery is plotted in Figure
4. According to the figure, for our method, the support union recovery probability increases with K and
converges to 1 for K large enough. For the four Multi-task learning methods, however, the probability
decreases to 0 as K grows. The results indicate that even with a small number of samples per task, we can
get a sufficiently accurate estimate using our Meta learning method by introducing more similar tasks.
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Figure 3: The empirical probability of successful support union recovery for different sample size n =
(C logN)/K and number of tasks K = 10. Y-axis shows the success probability and x-axis shows the values
of C. "Ours" is our meta-learning method. We compare with different multi-task methods. "L1Inf" is the
`1,∞-regularized method [13]. "L12" is the `1,2-regularized method [34]. "Coop" is the Cooperative-LASSO
method in [5]. "Joint" is the joint estimation method in [12]
B Proof of Lemma 1
We first prove the following result:
Lemma 2. For `(Ω) defined in (4), if Ω ∈ SN++, then `(Ω) is strictly convex.
Proof. The gradient of `(Ω) is:
∇` (Ω) =
K∑
k=1
T (k)
(
Σˆ(k) − Ω−1
)
(14)
The Hessian of `(Ω) is:
∇2` (Ω) = TΓ (Ω)
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Figure 4: The empirical probability of successful support union recovery for different number of tasks K with
the sample size per task n = (200 logN)/K. Y-axis shows the success probability and x-axis shows the value
of K. "Ours" is our meta-learning method. We compare with different multi-task methods. "L1Inf" is the
`1,∞-regularized method [13]. "L12" is the `1,2-regularized method [34]. "Coop" is the Cooperative-LASSO
method in [5]. "Joint" is the joint estimation method in [12]
where Γ (Ω) = Ω−1 ⊗ Ω−1 ∈ RN2×N2 .
Since Ω ∈ SN++, we have Ω  0 and thus Ω−1  0. According to Theorem 4.2.12 in [15], any eigenvalue of
Γ (Ω) = Ω−1 ⊗ Ω−1 is the product of two eigenvalues of Ω−1, hence positive. Therefore,
Γ (Ω)  0
∇2` (Ω)  0
`(Ω) is strictly convex.
Now consider `(Ω) + λ‖Ω‖1. Since λ > 0, by Lemma 2, we know `(Ω) + λ‖Ω‖1 is strictly convex for
Ω ∈ SN++. Therefore, the problem in (5) is strict convex and has a unique solution Ωˆ.
C Proof of Theorem 1
Our proof follows the primal-dual witness approach [29] which uses Karush-Kuhn Tucker conditions (from
optimization) together with concentration inequalities (from statistical learning theory).
C.1 Preliminaries
Before the formal proof, we first introduce two inequalities with respect to the matrix `∞-operator-norm
|||·|||∞:
Lemma 3. For a pair of matrices A ∈ Rm×n, B ∈ Rn×p and a vector x ∈ Rn, we have:
‖Ax‖∞ ≤ |||A|||∞‖x‖∞ (15)
|||AB|||∞ ≤ |||A|||∞|||B|||∞ (16)
Proof. Note that
‖Ax‖∞ = max
1≤i≤m
|〈ai, x〉|
≤ max
1≤i≤m
‖ai‖1‖x‖∞
= |||A|||∞‖x‖∞
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where ai is the vector corresponding to the i-th row of A and 〈·, ·〉 is the inner product. Similarly, we have
‖AB‖∞ = max
1≤i≤m
‖aiB‖1
= max
1≤i≤m
q∑
k=1
∣∣∣ n∑
j=1
AijBjk
∣∣∣
≤ max
1≤i≤m
n∑
j=1
|Aij |
q∑
k=1
|Bjk|
≤ max
1≤i≤m
n∑
j=1
|Aij | max
1≤l≤n
q∑
k=1
|Blk|
= max
1≤i≤m
n∑
j=1
|Aij ||||B|||∞
= |||A|||∞|||B|||∞
Then we prove Theorem 1 with the five steps in the primal-dual witness approach.
C.2 Step 1
Let (ΩS , 0) denote the N ×N matrix such that ΩSc = 0. For any Ω = (ΩS , 0) ∈ SN++, we need to verify that[∇2` ((ΩS , 0))]SS  0.
According to Lemma 2, since (ΩS , 0) ∈ SN++, we have
∇2` ((ΩS , 0))  0 (17)
Denote the vectorization of a matrix A with vec(A) or
−→
A . We use |S| to denote the number of elements in S.
Then we have
[∇2` ((ΩS , 0))]SS ∈ R|S|×|S|. For ∀x ∈ R|S|, v 6= 0, there exists a matrix A ∈ RN×N , A 6= 0,
such that
−→
AS = x. Thus we have
xT
[∇2` ((ΩS , 0))]SS x = [−→AS]T [∇2` ((ΩS , 0))]SS −→AS
=
[−−−−→
(AS , 0)
]T
∇2` ((ΩS , 0))
−−−−→
(AS , 0)
> 0
where the inequality follows from (17). Hence
[∇2` ((ΩS , 0))]SS  0. Thus the step 1 in primal-dual witness
is verified.
C.3 Step 2
Construct the primal variable Ω˜ by making Ω˜Sc = 0 and solving the restricted problem:
Ω˜S = arg min
(ΩS ,0)∈SN++
` ((ΩS , 0)) + λ‖ΩS‖1 (18)
C.4 Step 3
Choose the dual variable Z˜ in order to fulfill the complementary slackness condition of (5):
Z˜ij = 1, if Ω˜ij > 0
Z˜ij = −1, if Ω˜ij < 0
Z˜ij ∈ [−1, 1], if Ω˜ij = 0
(19)
Therefore we have
‖Z˜‖∞ ≤ 1 (20)
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C.5 Step 4
Z˜ is the subgradient of ‖Ω˜‖1. Solve for the dual variable Z˜Sc in order that (Ω˜, Z˜) fulfills the stationarity
condition of (5): [
∇`
((
Ω˜S , 0
))]
S
+ λZ˜S = 0 (21)[
∇`
((
Ω˜S , 0
))]
Sc
+ λZ˜Sc = 0 (22)
C.6 Step 5
Now we need to verify that the dual variable solved by Step 4 satisfied the strict dual feasibility condition:
‖Z˜Sc‖∞ < 1 (23)
which, according to the stationarity condition, is equivalent to
1
λ
‖
[
∇`
((
Ω˜S , 0
))]
Sc
‖∞ < 1 (24)
This is the crucial part in the primal-dual witness approach. If we can show the strict dual feasibility condition
holds, we can claim that the solution in (18) is equal to the solution in (5), i.e., Ω˜ = Ωˆ. Thus we will have
supp
(
Ωˆ
)
= supp
(
Ω˜
)
⊆ S = supp (Ω¯)
C.7 Proof of the strict dual feasibility condition
Plug the gradient of loss function (14) in the stationarity condition of (5), we have
K∑
k=1
T (k)
(
Σˆ(k) − Ω˜−1
)
+ λZ˜ = 0 (25)
Define Σ¯ := Ω¯−1, W (k) := Σˆ(k) − Σ¯, ∆ := Ω˜− Ω¯, R(∆) := Ω˜−1 − Σ¯ + Ω¯−1∆Ω¯−1. Then we can rewrite (25)
as ∑
k
T (k)W (k) + T
(
Ω¯−1∆Ω¯−1 −R(∆))+ λZ˜ = 0 (26)
From vectorization of product of matrices, we have:
−−−−−−−→
Ω¯−1∆Ω¯−1 = Γ¯
−→
∆ (27)
where Γ¯ := Ω¯−1 ⊗ Ω¯−1. Then vectorize both sides of (26) and we can get:
T
(
Γ¯SS
−→
∆S −−→RS
)
+
K∑
k=1
T (k)
−−−→
W
(k)
S + λ
−→˜
ZS = 0 (28)
T
(
Γ¯ScS
−−→
∆Sc −−−→RSc
)
+
K∑
k=1
T (k)
−−−→
W
(k)
Sc + λ
−−→
Z˜Sc = 0 (29)
where we write R(∆) as R for simplicity. By solving (28) for
−→
∆S , we get:
−→
∆S =
1
T
Γ¯−1SS
(
T
−→
RS −
K∑
k=1
T (k)
−−−→
W
(k)
S − λ
−→˜
ZS
)
(30)
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where we write (Γ¯SS)−1 as Γ¯−1SS for simplicity. Plug (30) in (29) to solve for
−−→
Z˜Sc :
−−→
Z˜Sc = − 1
λ
T Γ¯ScS
−→
∆S +
1
λ
T
−−→
RSc − 1
λ
K∑
k=1
T (k)
−−−→
W
(k)
Sc
= − 1
λ
Γ¯ScSΓ¯
−1
SS
(
T
−→
RS −
K∑
k=1
T (k)
−−−→
W
(k)
S − λ
−→˜
ZS
)
+
1
λ
T
−−→
RSc − 1
λ
K∑
k=1
T (k)
−−−→
W
(k)
Sc
= − 1
λ
Γ¯ScSΓ¯
−1
SS
(
T
−→
RS −
K∑
k=1
T (k)
−−−→
W
(k)
S
)
+ Γ¯ScSΓ¯
−1
SS
−→˜
ZS +
1
λ
(
T
−−→
RSc −
K∑
k=1
T (k)
−−−→
W
(k)
Sc
)
According to (15) and the expression above, we have:
‖
−−→
Z˜Sc‖∞ ≤ 1
λ
‖Γ¯ScSΓ¯−1SS
(
T
−→
RS −
K∑
k=1
T (k)
−−−→
W
(k)
S
)
‖∞ + ‖Γ¯ScSΓ¯−1SS
−→˜
ZS‖∞
1
λ
(
T‖−−→RSc‖∞ + ‖
K∑
k=1
T (k)
−−−→
W
(k)
S ‖∞
)
≤ 1
λ
∣∣∣∣∣∣Γ¯ScSΓ¯−1SS∣∣∣∣∣∣∞
(
T‖−→RS‖∞ + ‖
K∑
k=1
T (k)
−−−→
W
(k)
S ‖∞
)
+
∣∣∣∣∣∣Γ¯ScSΓ¯−1SS∣∣∣∣∣∣∞ + 1λ
(
T‖−−→RSc‖∞ + ‖
K∑
k=1
T (k)
−−−→
W
(k)
S ‖∞
)
where we have used ‖
−→˜
ZS‖∞ ≤ 1 by (20).
Therefore under Assumption 1, we have:
‖Z˜Sc‖∞ = ‖
−−→
Z˜Sc‖∞ ≤ 2− α
λ
(
T‖−→R‖∞ + ‖
K∑
k=1
T (k)
−−−→
W (k)‖∞
)
+ 1− α
If we can bound the two terms: T‖−→R‖∞, ‖
∑K
k=1 T
(k)
−−−→
W (k)‖∞ ≤ αλ8 , then we will have:
‖Z˜Sc‖∞ ≤ 1− α
2
< 1
From all the reasoning so far, we have the following Lemma:
Lemma 4. If we have T‖−−−→R(∆)‖∞, ‖
∑K
k=1 T
(k)
−−−→
W (k)‖∞ ≤ αλ8 , then
‖Z˜Sc‖∞ < 1,
i.e., the strict-dual feasibility condition is fulfilled.
Thus the key step is to bound T‖−→R‖∞ and ‖
∑K
k=1 T
(k)
−−−→
W (k)‖∞ by αλ8 . We will first consider T‖
−→
R‖∞.
We have the following Lemma in [29]:
Lemma 5. For any ρ ∈ RN×N , If we have ‖ρ‖∞ ≤ 13κΣ¯d, then the matrix J(ρ) :=
∑∞
k=0(−1)k(Ω¯−1ρ)k will
satisfy
∣∣∣∣∣∣JT∣∣∣∣∣∣∞ ≤ 32 and the matrix R(ρ) := (Ω¯ + ρ)−1 − Ω¯−1 + Ω¯−1ρΩ¯−1 will satisfy:
R(ρ) = Ω¯−1ρΩ¯−1ρJ(ρ)Ω¯−1 (31)
and
‖R(ρ)‖∞ ≤ 3
2
d‖ρ‖2∞κ3Σ¯ (32)
Here κΣ¯ :=
∣∣∣∣∣∣Σ¯∣∣∣∣∣∣∞ = ∣∣∣∣∣∣Ω¯−1∣∣∣∣∣∣∞, d := max1≤i≤N #{j : 1 ≤ j ≤ N, Ω¯ij 6= 0}.
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For R(ρ) defined in the above Lemma, we vectorize R(ρ)S and then we have
−−−→
R(ρ)S =vec
([
(Ω¯ + ρ)−1 − Ω¯−1]
S
)
+ vec
(
[Ω¯−1ρΩ¯−1]S
)
=vec
([
(Ω¯ + ρ)−1]S − [Ω¯−1
]
S
)
+ Γ¯SS
−→ρS
(33)
where the first line follows from the definition of R(ρ) in Lemma 5 and the second line follows from (27)
Define κΓ¯ :=
∣∣∣∣∣∣Γ¯−1SS∣∣∣∣∣∣∞. For Ω ∈ RN×N , define the subgradient of (18) as G(ΩS), i.e., G(ΩS) :=
−T [Ω−1]S +
∑K
k=1 T
(k)Σˆ
(k)
S + λZ˜S . Since we have proved in Step 1 that ` is strictly convex, Ω˜S is the only
solution of the restricted problem of (18). Therefore Ω˜S is the only solution that satisfies the stationary
condition G(ΩS) = 0.
Next for ρ ∈ RN×N , define F (−→ρS) = − 1T Γ¯−1SS
−→
G(Ω¯S + ρS) +
−→ρS . Then:
F (−→ρS) = −→ρS ⇔ G(Ω¯S + ρS) = 0⇔ Ω¯S + ρS = Ω˜S
Thus the fixed point of F (·) is ∆S = Ω˜S − Ω¯S and it is unique.
Now define r := 2κΓ¯
(
λ
T + ‖
∑K
k=1
T (k)
T W
(k)‖∞
)
. Suppose r ≤ min
{
1
3κΣ¯d
, 1
3κ3
Σ¯
κΓ¯d
}
. Define the `∞
radius-r ball B(r) := {ρS : ‖ρS‖∞ ≤ r}. We have:
G(Ω¯S + ρS) = T
(−[(Ω¯ + ρ)−1]S + [Ω¯−1]S)+ K∑
k=1
T (k)W
(k)
S + λZ˜S
For ∀ρS ∈ B(r), define ρ = (ρS , 0), i.e., [ρ]S = ρS and [ρ]Sc = 0. Then we have
F (−→ρS) =− 1
T
Γ¯−1SSvec
(
T
(−[(Ω¯ + ρ)−1]S + [Ω¯−1]S)+ K∑
k=1
T (k)W
(k)
S + λZ˜S
)
+−→ρS
=Γ¯−1SS
{
vec
(
[(Ω¯ + ρ)−1]S − [Ω¯−1]S
)
+ Γ¯SS
−→ρS
}− 1
T
Γ¯−1SSvec
(
K∑
k=1
T (k)W
(k)
S + λZ˜S
)
= Γ¯−1SS
−−−→
R(ρ)S︸ ︷︷ ︸
V1
− 1
T
Γ¯−1SS
(
K∑
k=1
T (k)
−−−→
W
(k)
S + λ
−→˜
ZS
)
︸ ︷︷ ︸
V2
(34)
where the third line follows from (33). For V2 defined above we have:
‖V2‖∞ ≤
∣∣∣∣∣∣Γ¯−1SS∣∣∣∣∣∣∞‖ λT −→˜ZS +
K∑
k=1
T (k)
T
W (k)‖∞
≤κΓ¯
(
λ
T
+ ‖
K∑
k=1
T (k)
T
W (k)‖∞
)
=
r
2
where the first inequality follows from (15), the second inequality follows from (20) and the third line follows
from the definition of r.
For V1 defined in (34) we have:
‖V1‖∞ ≤
∣∣∣∣∣∣Γ¯−1SS∣∣∣∣∣∣∞‖R(ρ)S‖∞
≤ κΓ¯‖R(ρ)‖∞
≤ κΓ¯
(
3
2
dκ3Σ¯
)
‖ρ‖2∞
≤ 3
2
dκ3Σ¯κΓ¯r
2
≤ r
2
(35)
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where the first inequality is due to (15) and the second inequality is due to Lemma 5 and ‖ρ‖∞ = ‖ρS‖∞ ≤ r.
Thus ‖F (−→ρS)‖∞ ≤ r, F (−→ρS) ∈ B(r), which indicates F (B(r)) ⊂ B(r). By Brouwer’s fixed point theorem
(see e.g. [28]), there exists some fixed point of F (·) in B(r). We have proved that the fixed point of F (·) is ∆S
and it is unique, therefore ∆S ∈ B(r), i.e., ‖∆‖∞ = ‖∆S‖∞ ≤ r. Thus by Lemma 5, ‖R(∆)‖∞ ≤ 32d‖∆‖2∞κ3Σ¯.
From all the reasoning so far, we have the following Lemma:
Lemma 6. If r = 2κΓ¯
(
λ
T + ‖
∑K
k=1
T (k)
T W
(k)‖∞
)
≤ min
{
1
3κΣ¯d
, 1
3κ3
Σ¯
κΓ¯d
}
, then
‖∆‖∞ ≤ r
and
‖R(∆)‖∞ ≤ 3
2
d‖∆‖2∞κ3Σ¯
If ‖∑Kk=1 T (k)T W (k)‖∞ ≤ δ with δ > 0, then choosing λ = 8Tδα , we will have
‖
K∑
k=1
T (k)W (k)‖∞ ≤ αλ
8
as well as
r = 2κΓ¯
(
λ
T
+ ‖
K∑
k=1
T (k)
T
W (k)‖∞
)
≤ 2κΓ¯
(
8
α
+ 1
)
δ
For δ ≤ δ∗ := α22κΓ¯(α+8)2 min
{
1
3κΣ¯d
, 1
3κ3
Σ¯
κΓ¯d
}
, we have r ≤ min
{
1
3κΣ¯d
, 1
3κ3
Σ¯
κΓ¯d
}
. Therefore according to
Lemma 6,
‖∆‖∞ = ‖∆S‖∞ ≤ r ≤ 2κΓ¯
(
8
α
+ 1
)
δ
‖R(∆)‖∞ ≤3
2
d‖∆‖2∞κ3Σ¯
≤ 6dκ3Σ¯κ2Γ¯
(
8
α
+ 1
)2
δ2
=
(
6dκ3Σ¯κ
2
Γ¯
(
8
α
+ 1
)2
δ
)
αλ
8T
≤ αλ
8T
Then by Lemma 4, ‖Z˜Sc‖∞ < 1 and the strict dual feasibility condition is fulfilled. According to the
primal-dual witness approach, supp(Ωˆ) = supp(Ω˜) ⊆ supp (Ω¯).
From all the reasoning so far, we can state the following lemma.
Lemma 7. If ‖∑Kk=1 T (k)T W (k)‖∞ ≤ δ with δ ∈ (0, δ∗], then choosing λ = 8Tδα , we have Ωˆ = Ω˜, supp(Ωˆ) ⊆
supp
(
Ω¯
)
and
‖Ωˆ− Ω¯‖∞ = ‖∆‖∞ ≤ 2κΓ¯
(
8
α
+ 1
)
δ
For the next step, we need to prove the tail condition of
∑K
k=1
T (k)
T W
(k), that is, for δ > 0, ‖∑Kk=1 T (k)T W (k)‖∞ ≤
δ with high probability.
C.8 Proof of the Tail condition
Note that
W (k) = Σˆ(k) − Σ¯ = Σˆ(k) − Σ¯(k) + Σ¯(k) − Σ¯ = Σˆ(k) − Σ¯(k) +
(
Σ¯−1 + ∆(k)
)−1
− Σ¯ (36)
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Here we assume that ∆(k) is deterministic. To achieve the tail condition of
∑K
k=1
T (k)
T W
(k), we can bound
the deterministic part with respect to ∆(k) and prove the tail condition for
∑K
k=1
T (k)
T
(
Σˆ(k) − Σ¯(k)
)
We have assumed that the sample size is the same for all tasks, i.e., there are n samples for each of the K
tasks and T (k)/T = 1/K. For sample covariance matrices, we have the following lemma:
Lemma 8. For a K-category multiple sub-Gaussian graphical model described in Definition 2, we have
P
[
‖
K∑
k=1
1
K
(
Σˆ(k) − Σ¯(k)
)
‖∞ > ν
]
≤ 2N(N + 1) exp
{
− nKν
2
128 (1 + 4σ2)
2
s2max
}
(37)
for 0 ≤ ν ≤ 8 (1 + 4σ2) smax with smax := max1≤k≤K ‖Σ¯(k)‖∞.
The proof of this lemma is in the following section.
Our goal is to find a probability upper bound for ‖∑Kk=1 T (k)T W (k)‖∞ > δ. According to (36),
‖
K∑
k=1
T (k)
T
W (k)‖∞ =‖
K∑
k=1
1
K
W (k)‖∞
≤‖
K∑
k=1
1
K
(
Σˆ(k) − Σ¯(k)
)
‖∞ + max
1≤k≤K
‖Σˆ(k) − Σ¯(k)‖∞
=‖
K∑
k=1
1
K
(
Σˆ(k) − Σ¯(k)
)
‖∞ + max
1≤k≤K
R(∆(k))
(38)
where R(∆(k)) = Σ¯(k) − Σ¯ = (Σ¯−1 + ∆(k))−1 − Σ¯.
To bound R(∆(k)), we need the following Lemma:
Lemma 9. For 1 ≤ k ≤ K, if ‖∆(k)‖∞ < 1κΣ¯d , then
‖R(∆(k))‖∞ ≤ κ2Σ¯
‖∆(k)‖∞
1− κΣ¯d‖∆(k)‖∞
(39)
The proof is in the following section.
Note that the RHS of (39) is an increasing function of ‖∆(k)‖∞ on
(
0, 1κΣ¯d
)
. ForDmax = max1≤k≤K ‖∆(k)‖∞,
if Dmax < 1κΣ¯d , then
max
1≤k≤K
‖R(∆(k))‖∞ ≤ κ2Σ¯
max1≤k≤K ‖∆(k)‖∞
1− κΣ¯dmax1≤k≤K ‖∆(k)‖∞
= κ2Σ¯
Dmax
1− κΣ¯dDmax
(40)
Now for δ ∈ (0, δ∗], we have defined
δR := δ − κ2Σ¯
Dmax
1− κΣ¯dDmax
(41)
As expressed in Theorem 1, assume that
Dmax <
δ
κ2
Σ¯
+ δdκΣ¯
(42)
since δ
κ2
Σ¯
+δdκΣ¯
< 1κΣ¯d
, according to (40) we have
δR + max
1≤k≤K
R(∆(k)) ≤ δR + κ2Σ¯
Dmax
1− κΣ¯dDmax
= δ (43)
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and
κ2Σ¯
Dmax
1− κΣ¯dDmax
< κ2Σ¯
δ
κ2
Σ¯
+δdκΣ¯
1− κΣ¯d δκ2
Σ¯
+δdκΣ¯
< δ
which indicates that
δR = δ − κ2Σ¯
Dmax
1− κΣ¯dDmax
> 0
Therefore if (42) holds, then according to (38) and (43),
‖
K∑
k=1
1
K
(
Σˆ(k) − Σ¯(k)
)
‖∞ ≤ δR ⇒ ‖
K∑
k=1
T (k)
T
W (k)‖∞ ≤ δ
and thus
P
[
‖
K∑
k=1
T (k)
T
W (k)‖∞ ≤ δ
]
≥ P
[
‖
K∑
k=1
1
K
(
Σˆ(k) − Σ¯(k)
)
‖∞ ≤ δR
]
(44)
Now let ν = δR in (37) and we can get
P
[
‖
K∑
k=1
1
K
(
Σˆ(k) − Σ¯(k)
)
‖∞ ≤ δR
]
≥ 1− 2N(N + 1) exp
{
− nKδ
2
R
128 (1 + 4σ2)
2
s2max
}
(45)
for 0 < δR < 8
(
1 + 4σ2
)
smax and smax = max1≤k≤K ‖Σ¯(k)‖∞. By the definition of δR in (41) we have
δR < 8
(
1 + 4σ2
)
smax ⇔ δ < 8
(
1 + 4σ2
)
smax + κ
2
Σ¯
Dmax
1− κΣ¯dDmax
(46)
For simplicity, we can define δmax := 8
(
1 + 4σ2
)
smax + κ
2
Σ¯
Dmax
1−κΣ¯dDmax .
Under assumption (42), for δ ∈ (0, δ∗], we know δR > 0 and (44) hold. If δ < δmax, then by (46) we have
0 < δR < 8
(
1 + 4σ2
)
smax. Thus according to (44) and (45),
P
[
‖
K∑
k=1
T (k)
T
W (k)‖∞ ≤ δ
]
≥P
[
‖
K∑
k=1
1
K
(
Σˆ(k) − Σ¯(k)
)
‖∞ ≤ δR
]
≥1− 2N(N + 1) exp
{
− nKδ
2
R
128 (1 + 4σ2)
2
s2max
}
If δ ≥ δmax, then by (46) we have δR ≥ 8
(
1 + 4σ2
)
smax and according to Lemma 8,
P
[
‖
K∑
k=1
1
K
(
Σˆ(k) − Σ¯(k)
)
‖∞ ≤ δR
]
≥P
[
‖
K∑
k=1
1
K
(
Σˆ(k) − Σ¯(k)
)
‖∞ ≤ 8
(
1 + 4σ2
)
smax
]
≥1− 2N(N + 1) exp
{
−nK(8
(
1 + 4σ2
)
smax)
2
128 (1 + 4σ2)
2
s2max
}
=1− 2N(N + 1) exp
{
−nK
2
}
Therefore according to (44),
P
[
‖
K∑
k=1
T (k)
T
W (k)‖∞ ≤ δ
]
≥P
[
‖
K∑
k=1
1
K
(
Σˆ(k) − Σ¯(k)
)
‖∞ ≤ δR
]
≥1− 2N(N + 1) exp
{
−nK
2
}
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Take the minimum value of the two probability bounds and we can get
min
{
1− 2N(N + 1) exp
{
− nKδ
2
R
128 (1 + 4σ2)
2
s2max
}
, 1− 2N(N + 1) exp
{
−nK
2
}}
=1− 2N(N + 1) exp
(
−nK
2
min
{
δ2R
64 (1 + 4σ2)
2
s2max
, 1
})
Thus
P
[
‖
K∑
k=1
T (k)
T
W (k)‖∞ ≤ δ
]
≥ 1− 2N(N + 1) exp
(
−nK
2
min
{
δ2R
64 (1 + 4σ2)
2
s2max
, 1
})
Then according to Lemma 7, with probability at least
1− 2N(N + 1) exp
(
−nK
2
min
{
δ2R
64 (1 + 4σ2)
2
s2max
, 1
})
we have supp(Ωˆ) ⊆ supp (Ω¯) and
‖Ωˆ− Ω¯‖∞ = ‖∆‖∞ ≤ 2κΓ¯
(
8
α
+ 1
)
δ
which completes our proof of Theorem 1.
D Proof of Corollary 1
We know that a K-category multiple Gaussian graphical model is also a K-category multiple sub-Gaussian
graphical model with parameter 1. Now plug σ = 1 in Theorem 1 and then we can get the following result:
For δ ∈ (0, δ∗], if Dmax < δκ2
Σ¯
+δdκΣ¯
, then δR > 0 and with probability at least
1− 2N(N + 1) exp
(
−nK
2
min
{
δ2R
1600s2max
, 1
})
we have:
(i) supp(Ωˆ) ⊆ supp (Ω¯)
(ii) ‖Ωˆ− Ω¯‖∞ ≤ 2κΓ¯
(
8
α + 1
)
δ
which completes our proof.
E Proof of Theorem 2
We have the following lemma as a sufficient condition for sign-consistency of (5).
Lemma 10. For δ ∈ (0, δ∗], if
‖
K∑
k=1
T (k)
T
W (k)‖∞ ≤ δ (47)
and
ωmin
2
≥ 2κΓ¯
(
8
α
+ 1
)
δ (48)
where ωmin := min(i,j)∈S |Ω¯ij |, then the estimate Ωˆ of (5) is sign-consistent.
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The proof is in the following section. We will consider two cases for different ωmin > 0.
Case (i). If
ωmin ≥ 2α
8 + α
min
{
1
3κΣ¯d
,
1
3κ3
Σ¯
κΓ¯d
}
(49)
then
δ†R = δ
∗
R
and
ωmin
2
≥ 2κΓ¯
(
8
α
+ 1
)
δ∗
Thus for δ = δ∗, (48) holds. Then according to Theorem 1, with probability at least
1− 2N(N + 1) exp
(
−nK
2
min
{
(δ∗R)
2
64 (1 + 4σ2)
2
s2max
, 1
})
= 1− 2N(N + 1) exp
(
−nK
2
min
{
(δ†R)
2
64 (1 + 4σ2)
2
s2max
, 1
})
we have ‖∑Kk=1 T (k)T W (k)‖∞ ≤ δ and thus by Lemma 10, (5) is sign-consistent.
Case (ii). If
ωmin <
2α
8 + α
min
{
1
3κΣ¯d
,
1
3κ3
Σ¯
κΓ¯d
}
then
ωmin
2
< 2κΓ¯
(
8
α
+ 1
)
δ∗
and
δ†R = δ
′
R := δ
′ − κ2Σ¯
Dmax
1− κΣ¯dDmax
We can define δ′ := αωmin4(8+α)κΓ¯ ∈ (0, δ
∗] such that
ωmin
2
≥ 2κΓ¯
(
8
α
+ 1
)
δ′ (50)
Now apply Theorem 1 with δ = δ′, we have
P
[
‖
K∑
k=1
T (k)
T
W (k)‖∞ ≤ δ′
]
≥ 1− 2N(N + 1) exp
(
−nK
2
min
{
(δ′R)
2
64 (1 + 4σ2)
2
s2max
, 1
})
Therefore with probability at least
1− 2N(N + 1) exp
(
−nK
2
min
{
(δ′R)
2
64 (1 + 4σ2)
2
s2max
, 1
})
= 1− 2N(N + 1) exp
(
−nK
2
min
{
(δ†R)
2
64 (1 + 4σ2)
2
s2max
, 1
})
we have ‖∑Kk=1 T (k)T W (k)‖∞ ≤ δ′ and thus by Lemma 10, sign-consistency is guaranteed.
In conclusion, when Dmax < δ
∗
κ2
Σ¯
+δ∗dκΣ¯
, with probability at least
1− 2N(N + 1) exp
(
−nK
2
min
{
(δ†R)
2
64(1 + 4σ2)2s2max
, 1
})
the estimator Ωˆ is sign-consistent and thus supp(Ωˆ) = supp
(
Ω¯
)
, which completes our proof of Theorem 2.
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F Proof of Corollary 2
Since K-category multiple Gaussian graphical model is a K-category multiple sub-Gaussian graphical model
wuth parameter 1, we plug σ = 1 in Theorem 2 and get: With probability at least
1− 2N(N + 1) exp
(
−nK
2
min
{
(δ†R)
2
1600s2max
, 1
})
the estimator Ωˆ is sign-consistent and thus supp(Ωˆ) = supp
(
Ω¯
)
, which completes our proof.
G Proof of Theorem 3
For ∀Q ∈ {−1/(2d), 1/(2d)}N×N , let Σ(S) := I + Q mat(S) for S ∈ S where S is the set of all possible
values of S generated according to Theorem 3 and mat(S) is defined as follows: mat(S)ij = 1 if (i, j) ∈ S
and mat(S)ij = 0 if (i, j) /∈ S for ∀S ∈ S. Then we know Σ(S) is real and symmetric. Thus its eigenvalues
are real. By Gershgorin circle theorem [11], for any eigenvalue λ of Σ(S), λ lies in one of the Gershgorin
circles, i.e., |λ− Σ(S)jj | ≤
∑
l 6=j |Σ(S)jl| holds for some j. Since mat(S)jj = 0 and |Qjl| = 12d for 1 ≤ l ≤ N ,
we have Σ(S)jj = 1 and
∑
l 6=j |Σ(S)jl| = d · 12d = 12 . Thus λ ∈
[
1
2 ,
3
2
]
and Σ(S) is positive definite. Thus,
we have constructed a multiple Gaussian graphical model. Now consider Σ(S′)−1 for S′ ∈ S. Because any
eigenvalue µ of [Σ(k)(S′)]−1 is the reciprocal of an eigenvalue of Σ(k)(S′), we have |µ| ∈ [ 23 , 2].
Use λ1(A) to denote the largest eigenvalue of matrix A. According to Theorem H.1.d. in [25], we have
λ1(Σ(S
′)−1Σ(S)) ≤ λ1(Σ(S′)−1)λ1(Σ(S)) ≤ 2 · 3
2
= 3
which gives us
tr
(
Σ(S′)−1Σ(S)
) ≤ Nλ1(Σ(S′)−1Σ(S)) ≤ 3N (51)
For Q = {Q(k)}Kk=1, we know that there is a bijection between S and the set of all circular permutations
of nodes V = {1, ..., N}. Thus |S|, i.e., the size of S, is the total number of circular permutations of N
elements, which is CS := (N − 1)!/2. Since S is uniformly distributed on S, the entropy of S given Q is
H(S|Q) = logCS .
Now let X := {X(k)t }1≤t≤n,1≤k≤K which is the data of the multiple Gaussian graphical model specified in
Theorem 3. For the mutual information I(X;S|Q). We have the following bound:
I(X;S|Q) ≤ 1
C2S
∑
S
∑
S′
KL(PX|S,Q‖PX|S′,Q)
=
1
C2S
∑
S
∑
S′
K∑
k=1
n∑
t=1
KL(P
X
(k)
t |S,Q(k)‖PX(k)t |S′,Q(k))
=
n
C2S
∑
S
∑
S′
K∑
k=1
1
2
[
tr
(
(I +Q(k) mat(S′))−1(I +Q(k) mat(S))
)
−N + log det(I +Q
(k) mat(S′))
det(I +Q(k) mat(S))
]
(52)
Since the summation is taken over all (S, S′) pairs, the log term cancels with each other. For the trace
term, by (51), we have
tr
(
(I +Q(k) mat(S′))−1(I +Q(k) mat(S))
)
≤ 3N (53)
for 1 ≤ k ≤ K and S, S′ ∈ S. Putting (53) back to (52) gives
I(X;S|Q) ≤ n
C2S
∑
S
∑
S′
K∑
k=1
1
2
(3N −N) = nNK (54)
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By applying Theorem 1 in [10], we get
P{S 6= Sˆ} ≥ 1− I(X;S|Q) + log 2
H(S|Q) ≥ 1−
nNK + log 2
log[(N − 1)!/2]
For log((N − 1)!), we have:
log((N − 1)!) =
N−1∑
i=1
log i
≥
∫ N−1
1
log xdx
= (N − 1) log(N − 1)−N + 2
= (N − 1) logN + (N − 1) log N − 1
N
+ 2−N
Since
(N − 1) log N − 1
N
+ 2 = 2− (N − 1) log
(
1 +
1
N − 1
)
≥ 2− 1 > 0
we have
log((N − 1)!) ≥ (N − 1) logN −N = N logN −N − logN
log((N − 1)!/2) = log((N − 1)!)− log 2 ≥ N logN −N − log 2N
For N ≥ 5, N logN −N − log 2N > 0, thus we have
P{S 6= Sˆ} ≥ 1− nNK + log 2
log[(N − 1)!/2] ≥ 1−
nNK + log 2
N logN −N − log 2N
which completes our proof of Theorem 3.
H Proof of Lemma 8
First consider the element-wise tail condition. For 1 ≤ i, j ≤ N , we need to find an upper bound of the
following probability:
P
[∣∣∣ 1
nK
K∑
k=1
n∑
t=1
(
X
(k)
t,i X
(k)
t,j − Σ¯(k)ij
) ∣∣∣ > ν] (55)
Let si := max1≤k≤K Σ¯
(k)
ii , sj := max1≤k≤K Σ¯
(k)
jj , X˜
(k)
t,i :=
X
(k)
t,i√
si
, X˜(k)t,j :=
X
(k)
t,j√
sj
, ρ˜(k)ij :=
Σ¯
(k)
ij√
sisj
. We have
(55) = P
4∣∣∣∑
k,t
(
X˜
(k)
t,i X˜
(k)
t,j − ρ˜(k)ij
) ∣∣∣ > 4nKν√
sisj

Define U (k)t,ij := X˜
(k)
t,i + X˜
(k)
t,j , V
(k)
t,ij := X˜
(k)
t,i − X˜(k)t,j . Then for any r ∈ R,
4
∑
k,t
(
X˜
(k)
t,i X˜
(k)
t,j − ρ˜(k)ij
)
=
∑
k,t
{(
U
(k)
t,ij
)2
− 2
(
r + ρ˜
(k)
ij
)}
−
∑
k,t
{(
U
(k)
t,ij
)2
− 2
(
r − ρ˜(k)ij
)}
(56)
Thus
(55) ≤P
∣∣∣∑
k,t
{(
U
(k)
t,ij
)2
− 2
(
r + ρ˜
(k)
ij
)} ∣∣∣ > 2nKν√
sisj

+ P
∣∣∣∑
k,t
{(
V
(k)
t,ij
)2
− 2
(
r − ρ˜(k)ij
)} ∣∣∣ > 2nKν√
sisj
 (57)
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Now define
Z
(k)
t,ij :=
(
U
(k)
t,ij
)2
− 2
(
r + ρ˜
(k)
ij
)
Applying the inequality (a+ b)m ≤ 2m(am + bm) on Z(k)t,ij , we have
E
[∣∣Z(k)t,ij∣∣m] ≤ 2m {E [∣∣U (k)t,ij∣∣2m]+ [2(1 + ρ˜(k)ij )]m} (58)
Let r(k)i :=
√
Σ¯
(k)
ii
si
, r(k)i :=
√
Σ¯
(k)
ii
si
, then
X˜
(k)
t,i = X¯
(k)
t,i r
(k)
i , X˜
(k)
t,j = X¯
(k)
t,j r
(k)
j
where X¯(k)t,i :=
X
(k)
t,i√
Σ¯
(k)
ii
, X¯(k)t,j :=
X
(k)
t,j√
Σ¯
(k)
jj
.
Assume that X¯(k)t,i is sub-Gaussian with parameter σ for ≤ i ≤ N, 1 ≤ t ≤ n, 1 ≤ k ≤ K, and then we
have
E
[
exp
(
λX˜
(k)
t,i
)]
= E
[
exp
(
λX¯
(k)
t,i r
(k)
i
)]
≤ exp
{
λ2
2
σ2
(
r
(k)
i
)2}
which shows that X˜(k)t,i is sub-Gaussian with parameter σr
(k)
i . Then
E
[
exp
(
λU
(k)
t,ij
)]
=E
[
exp
(
λX˜
(k)
t,i
)
exp
(
λX˜
(k)
t,j
)]
≤E
[
exp
(
2λX˜
(k)
t,i
)] 1
2 E
[
exp
(
2λX˜
(k)
t,j
)] 1
2
≤ exp
{
λ2σ2
[(
r
(k)
i
)2
+
(
r
(k)
j
)2]}
Therefore U (k)t,ij is sub-Gaussian with parameter σ
(k)
ij := σ
√
2
[(
r
(k)
i
)2
+
(
r
(k)
j
)2]
. Similarly, we can prove
that V (k)t,ij is sub-Gaussian with parameter σ
(k)
ij as well. Also note that σ
(k)
ij ≤ σ
√
2(1 + 1) = 2σ.
As it is well-known (see e.g., Lemma 1.4 in [3]), for a sub-Gaussian random variable X with parameter σ,
i.e., X that satisfies E
[
eλX
] ≤ exp(λ2σ22 ), we have:
E [|X|s] ≤ 2
(s
e
)s/2
σs (59)
Apply this lemma on U (k)t,ij with s = 2m, m ≥ 2 and we get
E
[∣∣U (k)t,ij∣∣2m] ≤ 2(2me
)m (
σ
(k)
ij
)2m
According to the inequality m! ≥ (me )m, we have
E
[∣∣U (k)t,ij∣∣2m
m!
]
≤ 2m+1
(
σ
(k)
ij
)2
Plug in (58) and we haveE
[∣∣Z(k)t,ij∣∣m]
m!

1
m
≤2 1m

[
22m+1
(
σ
(k)
ij
)2m] 1m
+
4
(
r + ρ˜
(k)
ij
)
(m!)
1
m

≤ 2 1m
4 · 2 1m (σ(k)ij )2 + 4
(
r + ρ˜
(k)
ij
)
(m!)
1
m
︸ ︷︷ ︸
h(m)
(60)
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Note that h(m) defined above decreases with m and
∣∣ρ˜(k)ij ∣∣ ≤ 1.
Since (56) holds for ∀r ∈ R, we can choose r =
(
r
(k)
i
)2
+
(
r
(k)
j
)2
2 . Then we have r < 1 and
Z
(k)
t,ij :=
(
U
(k)
t,ij
)2
−
((
r
(k)
i
)2
+
(
r
(k)
j
)2
+ 2ρ˜
(k)
ij
)
Thus
E
[
Z
(k)
t,ij
]
= 0
and furthermore,
sup
m≥2
E
[∣∣Z(k)t,ij∣∣m]
m!

1
m
≤h(2)
=8
(
σ
(k)
ij
)2
+ 4
(
r +
∣∣ρ˜(k)ij ∣∣)
≤8
(
1 +
(
σ
(k)
ij
)2)
≤8 (1 + 4σ2)
Define B := 8
(
1 + 4σ2
)
. If X is a random variable such that E [X] = 0,
(
E[|X|m]
m!
) 1
m ≤ B for m ≥ 2, then
E
[
eλX
]
= E
[ ∞∑
k=0
Xk
k!
λk
]
= 1 +
∞∑
k=1
λk
E
[
Xk
]
k!
≤ 1 +
∞∑
k=1
(λB)
k ≤ 1 + (λB)
2
1− |λ|B
when |λ| < 1B . Meanwhile,
1 +
(λB)2
1− |λ|B ≤ exp
{
λ2B2
1− |λ|B
}
≤ exp (2λ2B2)
when |λ| ≤ 12B . Therefore for |λ| ≤ 12B ,
E
[
eλX
] ≤ exp (2λ2B2) = exp(λ2(2B)2
2
)
(61)
Then for Xi, 1 ≤ i ≤ n independent and satisfying E [Xi] = 0,
(
E[|Xi|m]
m!
) 1
m ≤ B when m ≥ 2, we can claim
that for 0 ≤  ≤ 2B,
P
[∣∣∣ n∑
i=1
Xi
∣∣∣ > n] ≤ 2 exp(− n2
8B2
)
(62)
In fact, for 0 ≤ t ≤ 12B ,
P
[
n∑
i=1
Xi > n
]
≤ P
[
et
∑n
i=1 Xi ≥ etn
]
≤ e−tnE
[
et
∑n
i=1 Xi
]
=
(
n∏
i=1
E
[
etXi
])
e−tn
≤ exp (2nt2B2 − tn)
(63)
Thus choosing t = 4B2 ≤ 12B , we can get
P
[
n∑
i=1
Xi > n
]
≤ exp
(
− n
2
8B2
)
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Similarly, we can also prove that
P
[
n∑
i=1
Xi < −n
]
≤ exp
(
− n
2
8B2
)
Thus
P
[∣∣∣ n∑
i=1
Xi
∣∣∣ > n] = P[ n∑
i=1
Xi > n
]
+ P
[
n∑
i=1
Xi < −n
]
≤ 2 exp
(
− n
2
8B2
)
Now consider Z(k)t,ij , 1 ≤ t ≤ n, 1 ≤ k ≤ K. These random variables are independent by our assumption
and satisfy E
[
Z
(k)
t,ij
]
= 0, supm≥2
(
E
[∣∣Z(k)t,ij∣∣m]
m!
) 1
m
≤ 8 (1 + 4σ2) = B by our proof. Then according to (62),
for 0 ≤ 2νsmax ≤ 2B, i.e., 0 ≤ ν ≤ 8
(
1 + 4σ2
)
max1≤k≤K ‖Σ¯(k)‖∞, we have:
P
∣∣∣∑
k,t
Z
(k)
t,ij
∣∣∣ > 2nKν
smax
 ≤2 exp{− 4nKν2
8B2s2max
}
=2 exp
{
− nKν
2
128 (1 + 4σ2)
2
s2max
} (64)
Since smax = max1≤k≤K ‖Σ¯(k)‖∞ = max1≤l≤N sl ≥ √sisj for 1 ≤ i, j ≤ N , we have:
P
∣∣∣∑
k,t
Z
(k)
t,ij
∣∣∣ > 2nKν√
sisj
 ≤ P
∣∣∣∑
k,t
Z
(k)
t,ij
∣∣∣ > 2nKν
smax
 ≤ 2 exp{− nKν2
128 (1 + 4σ2)
2
s2max
}
(65)
Plug in the definition of Z(k)t,ij , we have
P
∣∣∣∑
k,t
{(
U
(k)
t,ij
)2
− 2
(
r + ρ˜
(k)
ij
)} ∣∣∣ > 2nK√
sisj
ν
 ≤ 2 exp{− nKν2
128 (1 + 4σ2)
2
s2max
}
(66)
Similarly, we can also prove that for 0 ≤ ν ≤ 8 (1 + 4σ2)max1≤k≤K ‖Σ¯(k)‖∞,
P
∣∣∣∑
k,t
{(
V
(k)
t,ij
)2
− 2
(
r − ρ˜(k)ij
)} ∣∣∣ > 2nK√
sisj
ν
 ≤ 2 exp{− nKν2
128 (1 + 4σ2)
2
s2max
}
(67)
Thus according to (57), we have
(55) ≤P
∣∣∣∑
k,t
{(
U
(k)
t,ij
)2
− 2
(
r + ρ˜
(k)
ij
)} ∣∣∣ > 2nKν√
sisj

+ P
∣∣∣∑
k,t
{(
V
(k)
t,ij
)2
− 2
(
r − ρ˜(k)ij
)} ∣∣∣ > 2nKν√
sisj

≤4 exp
{
− nKν
2
128 (1 + 4σ2)
2
s2max
}
(68)
i.e.,
P
[∣∣∣ K∑
k=1
1
K
(
Σˆ
(k)
ij − Σ¯(k)ij
) ∣∣∣ > ν] = P[∣∣∣ 1
nK
K∑
k=1
n∑
t=1
(
X
(k)
t,i X
(k)
t,j − Σ¯(k)ij
) ∣∣∣ > ν]
≤ 4 exp
{
− nKν
2
128 (1 + 4σ2)
2
s2max
} (69)
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for 0 ≤ ν ≤ 8 (1 + 4σ2)max1≤k≤K ‖Σ¯(k)‖∞. Then consider the `∞-norm of Σˆ(k) − Σ¯(k). Since Σˆ(k), Σ¯(k) are
all symmetric and N ×N , we have the following bound:
P
[
‖
K∑
k=1
1
K
(
Σˆ(k) − Σ¯(k)
)
‖∞ > ν
]
≤ N(N + 1)
2
P
[∣∣∣ K∑
k=1
1
K
(
Σˆ
(k)
ij − Σ¯(k)ij
) ∣∣∣ > ν]
≤ 2N(N + 1) exp
{
− nKν
2
128 (1 + 4σ2)
2
s2max
} (70)
for 0 ≤ ν ≤ 8 (1 + 4σ2)max1≤k≤K ‖Σ¯(k)‖∞, which completes our proof of Lemma 8.
I Proof of Lemma 9
For 1 ≤ k ≤ K, we have
Σ¯(k) =
(
Σ¯−1 + ∆(k)
)−1
=
[
Σ¯−1
(
I + Σ¯∆(k)
)]−1
=
(
I + Σ¯∆(k)
)−1
Σ¯
Define J (k) :=
(
I + Σ¯∆(k)
)−1
. Then according to Taylor expansion, we have
J (k) =
(
I + Σ¯∆(k)
)−1
=
∞∑
m=0
(−1)m(Σ¯∆(k))m
=I − Σ¯∆(k)
∞∑
m=0
(−1)m(Σ¯∆(k))m
=I − Σ¯∆(k)J (k)
(71)
Thus R(∆(k)) = Σ¯(k) − Σ¯ = −Σ¯∆(k)J (k)Σ¯. For `∞-norm,
‖R(∆(k))‖∞ ≤ max
1≤i≤N
‖eTi Σ¯∆(k)‖∞ max
1≤j≤N
‖J (k)Σ¯ej‖1
≤ max
1≤i≤N
‖eTi Σ¯‖1‖∆(k)‖∞ max
1≤j≤N
‖J (k)Σ¯ej‖1
=
∣∣∣∣∣∣Σ¯∣∣∣∣∣∣∞‖∆(k)‖∞∣∣∣∣∣∣∣∣∣Σ¯(J (k))T∣∣∣∣∣∣∣∣∣∞
≤ κΣ¯‖∆(k)‖∞
∣∣∣∣∣∣Σ¯∣∣∣∣∣∣∞∣∣∣∣∣∣∣∣∣(J (k))T∣∣∣∣∣∣∣∣∣∞
= κ2Σ¯‖∆(k)‖∞
∣∣∣∣∣∣∣∣∣(J (k))T∣∣∣∣∣∣∣∣∣
∞
(72)
where ei ∈ RN is a one-hot vector with its i-th dimension being 1 and the third inequality follows from (16).
According to (71), J (k) =
∑∞
m=1(−1)m(Σ¯∆(k))m, thus
(J (k))T =
∞∑
m=0
(−1)m(∆(k)Σ¯)m
and if ‖∆(k)‖∞ < 1κΣ¯d , according to (16),∣∣∣∣∣∣∣∣∣(J (k))T∣∣∣∣∣∣∣∣∣
∞
≤
∞∑
m=0
∣∣∣∣∣∣Σ¯∣∣∣∣∣∣m∞∣∣∣∣∣∣∣∣∣∆(k)∣∣∣∣∣∣∣∣∣m∞ ≤ 11− κΣ¯d‖∆(k)‖∞ (73)
Therefore according to (72) and (73), we have
‖R(∆(k))‖∞ ≤ κ2Σ¯
‖∆(k)‖∞
1− κΣ¯d‖∆(k)‖∞
(74)
when ‖∆(k)‖∞ < 1κΣ¯d .
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J Proof of Lemma 10
For δ ∈ (0, δ∗], we have proved that if ‖∑Kk=1 T (k)T W (k)‖∞ ≤ δ then ‖∆‖∞ ≤ 2κΓ¯ ( 8α + 1) δ, Ω˜ = Ωˆ and
supp(Ωˆ) ⊆ supp(Ω¯).
Therefore if we further assume that
ωmin
2
≥ 2κΓ¯
(
8
α
+ 1
)
δ
we will have
ωmin
2
≥ ‖∆‖∞ = ‖Ωˆ− Ω¯‖∞
Then for any (i, j) ∈ Sc = [supp(Ω¯)]c, Ω¯ij = 0, we have [supp(Ω¯)]c ⊆ [supp(Ωˆ)]c and thus (i, j) ∈[
supp(Ωˆ)
]c
, Ωˆij = 0 = Ω¯ij
For any (i, j) ∈ S = supp(Ω¯), we have
|Ωˆij − Ω¯ij | ≤ ‖Ωˆ− Ω¯‖∞ ≤ ωmin
2
=
1
2
min
1≤k,l≤N
Ω¯kl ≤ 1
2
|Ω¯ij |
⇒ −1
2
|Ω¯ij | ≤ Ωˆij − Ω¯ij ≤ 1
2
|Ω¯ij |
If Ω¯ij > 0, then
−1
2
Ω¯ij ≤ Ωˆij − Ω¯ij
Ωˆij ≥ 1
2
Ω¯ij > 0
If Ω¯ij < 0, then
Ωˆij − Ω¯ij ≤ −1
2
Ω¯ij
Ωˆij ≤ 1
2
Ω¯ij < 0
In conclusion, sign(Ωˆij) = sign(Ω¯ij) for ∀ i, j ∈ {1, 2, ..., N}. The estimate Ωˆ in (5) is sign-consistent.
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