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We combine a quantum dynamical propagator that explicitly accounts for quantum mechanical
time ordering with optimal control theory. After analyzing its performance with a simple model,
we apply it to a superconducting circuit under so-called Pythagorean control. Breakdown of the
rotating-wave approximation is the main source of the very strong time-dependence in this example.
While the propagator that accounts for the time ordering in an iterative fashion proves its numerical
efficiency for the dynamics of the superconducting circuit, its performance when combined with
optimal control turns out to be rather sensitive to the strength of the time-dependence. We discuss
the kind of quantum gate operations that the superconducting circuit can implement including their
performance bounds in terms of fidelity and speed.
I. INTRODUCTION
The interaction of matter with electromagnetic fields
provides access to study the structure and dynamics
of quantum systems. Quantum control takes this con-
cept one step further, asking how external fields can
be used to steer the dynamics in a prespecified, desired
way. Optimal control theory [1, 2] is a set of methods
to derive the shape of the electromagnetic fields that
accomplish a given task in the best possible way. Its
application ranges from nuclear magnetic resonance [3],
driven electron dynamics [4–7], or photoinduced chem-
ical reactions [8] all the way to quantum information
science [9–11] (see Ref. [1] for a more comprehensive
overview). Very often, optimal control calculations yield
pulse shapes which vary very strongly as a function of
time. This results in non-negligible effects of quantum
mechanical time ordering, due to the non-commutativity
of an explicitly time-dependent Hamiltonian with itself
at two different instances of time.
While one might naively argue that these effects van-
ish for sufficiently small time steps, such an argument
overlooks the accumulation of error that accompanies
the partitioning of a given overall propagation time into
ever smaller steps. In contrast, a propagation method
that explicitly accounts for time ordering will allow to
accurately assess the impact of time ordering on quan-
tum optimal control. At the same time, the propagation
scheme needs to be numerically efficient since optimal
control algorithms require many propagations to derive
suitable pulse shapes. Generally, semi-global methods of-
fer the best compromise between accuracy and efficiency.
They are based on splitting the overall domain of integra-
tion into small sub-intervals and solving the differential
equation of interest with a spectral method, i.e., a global
approximation, within the small interval. In the spa-
tial domain, these approaches are typically summoned
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under the term finite element discrete variable represen-
tation. An equivalent approach in the time domain is
given by the iteratively time ordering propagator intro-
duced in Ref. [12]. In a nutshell, it is based on rewriting
the action of the explicitly time-dependent part of the
Hamiltonian onto the system state as an inhomogene-
ity such that the homogenous Schro¨dinger equation with
explictly time-dependent Hamiltonian becomes an inho-
mogeneous Schro¨dinger equation with time-independent
Hamiltonian. The formal solution of the resulting inho-
mogeneous Schro¨dinger equation can be determined us-
ing a spectral method [13], similarly to the Chebyshev
propagator [14] for the (homogeneous) Schro¨dinger equa-
tion with time-independent Hamiltonian. Such a propa-
gator that explicitly accounts for time ordering is capa-
ble of efficiently computing arbitrary time-dependencies
of the quantum system up to a very high precision [12].
This is in contrast to more commonly used propaga-
tion methods such as the Chebyshev propagator with a
piecewise constant (PWC) approximation of the Hamil-
tonian’s time-dependence. Moreover, the iterative time
ordering approach is not limited to the conventional time-
dependent Schro¨dinger equation (TDSE) but can also be
extended to other forms of the equation of motion, be it
non-linear or non-unitary [15, 16].
Having a highly accurate while still efficient propaga-
tion method for explicitly time-dependent problems at
hand, we can assess the role of time ordering in quan-
tum optimal control theory. To this end, we merge the
iteratively time ordering propagator [12, 15, 16] with
a gradient-based quantum optimal control algorithm,
namely Krotov’s method [8, 17–20]. Compared with
other optimal control variants, Krotov’s method comes
with the advantage that monotonic convergence is guar-
anteed for a wide range of control problems [20], including
non-linear equations of motion, a non-linear interaction
with the control or ‘unusual’ target functionals that are
useful in the context of quantum information [10, 11].
Note that a combination of iterative time ordering and
quantum optimal control holds the promise of reducing
the dimension of the control search space, when using
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2a PWC representation of the external field. A smaller
control space dimension should speed up convergence of
the local iterative optimization. We first test the new al-
gorithm for a simple control problem, the quantum har-
monic oscillator under frequency control, and then apply
it to quantized superconducting circuits. These are one
of the most promising physical platforms for quantum in-
formation processing. Unlike qubits encoded in atoms or
ions, the rotating wave approximation is not well justified
in this case. In other words, the external fields driving
the dynamics of superconducting circuits often exhibit a
very strong time-dependence. This makes them a suit-
able test case for our algorithm.
The paper is organized as follows. We present the it-
eratively time ordering propagator and its combination
with Krotov’s method for optimal control in Sec. II. Sec-
tion III analyzes the performance of the propagator as
well as its combination with Krotov’s method for the
harmonic oscillator. The application of the new method
to a superconducting circuit is presented in Sec. IV. We
conclude in Sec. V.
II. NUMERICAL METHODS
We briefly recall the iterative time ordering (ITO)
quantum propagator [12, 15, 16] in subsection II A and
detail its implementation in Appendix A. In subsec-
tion II B, we discuss how to combine iterative time order-
ing with Krotov’s method for quantum optimal control
[17, 20].
A. Quantum Dynamics with Iterative Time
Ordering
The basic idea of the ITO quantum propagator is to
rewrite the equation of motion as an inhomogeneous first
order ordinary differential equation (ODE). The formal
solution of this ODE can be constructed by expansion
into orthogonal polynomials, similar to the Chebychev
[14] or Newton propagator [21] for the standard time-
dependent Schro¨dinger equation with time-independent
Hamiltonian. Since the inhomogeneity depends on the
solution of the ODE that one seeks, it must be deter-
mined iteratively in a self-consistent loop.
No matter what is the specific physical system at hand,
its time evolution is described by a first order (in time)
differential equation. Most commonly, the equation of
motion is linear in the state of the system. This is true
for both closed and open quantum systems. In the first
case, the time-dependent Schro¨dinger equation has to be
solved,
∂
∂t
|ψ(t)〉 = − i
~
Hˆ(t) |ψ(t)〉 = − i
~
Hˆ0 |ψ(t)〉+ |φ(t)〉 ,(1)
where, for convenience, we have separated the explicitly
time-dependent part,
|φ(t)〉 = − i
~
Wˆ(t) |ψ(t)〉 .
Similarly for open quantum systems, the Liouville von
Neumann equation reads
∂
∂t
ρˆ(t) = − i
~
[
Hˆ(t), ρˆ(t)
]
+ (2)
N2−1∑
k=1
γk
(
Lˆkρˆ(t)Lˆ
†
k −
1
2
{
Lˆ
†
kLˆk, ρˆ(t)
})
= L(t)ρˆ(t) = L0ρˆ(t) + σˆ(t),
where the explicitly time-dependent part of the generator
is captured by σˆ(t),
σˆ(t) = V(t)ρˆ(t),
and where we have assumed the Lindblad form [22].
However, the equation of motion may also depend non-
linearly on the state of the system. Famously, it does
so in time-dependent functional theory [23–25]. Another
example is dynamics in the mean-field approximation,
such as the Gross–Pitaevskii equation in case of a Bose-
Einstein condensate,
i~
∂
∂t
|ψ(t)〉 =
( pˆ2
2m
+ Vˆ + g|ψ(t)|2
)
|ψ(t)〉 (3)
= Hˆ0 |ψ(t)〉+ |φ(t)〉 ,
Here, we have separated out the non-linear term, in anal-
ogy to the explicit time-dependence in Eqs. (1) and (2)
|φ(t)〉 = Wˆ(ψ, t) |ψ(t)〉 .
Equations (1) to (3) have in common that they can all
be written in the form of an inhomogeneous first order
differential equation [15],
d
dt
u(t) = G(t)u(t) = G0u(t) + s
(
u(t), t
)
. (4)
Here, the operator G0 acting on the state u(t) is time-
independent and the inhomogeneity s(u(t), t) contains
the entire time-dependence as well as any non-linearity
of the generator. Since s(u(t), t) depends on the not-
yet-known solution of the equation of motion, u(t),
Eq. (4) is solved iteratively, until self-consistence is
reached [12]. To obtain the best possible convergence
of the self-consistent loop, the inhomogeneity should be
as small as possible. This can be achieved by opti-
mally splitting the generator G(t) into time-dependent
and time-independent parts, i.e., by taking the time-
independent part at the mid-point of each time inter-
val, G0 ≡ G((tn + tn+1)/2) (as in the PWC approxi-
mation). The time-dependent part is the ‘correction’ to
G(t), i.e., Gtd(t) ≡ G(t) − G0. Denoting the step in the
3self-consistent loop by k, k ≥ 1, Eq. (4) becomes
d
dt
u(k)(t) = G0u
(k)(t) + s
(
u(k−1)(t), t
)
, (5)
which requires a guess state u(0)(t) for the first step. The
choice of u(0) will be discussed below.
Provided the inhomogeneity s can be written as a Tay-
lor polynomial, Eq. (5) can be solved based on Duhamel’s
principle. The latter links the solution of an inhomo-
geneous ODE to the homogeneous solution uhom(t) =
U(t)u0 by
uinhom(t) = uhom(t) +
∫ t
0
U(t− τ)s(τ) dτ. (6)
In our case, the homogeneous solution is simply given by
U(t) = exp(G0t),
since G0 is time-independent. In order to obtain the
required form for the inhomogeneity, we first interpo-
late s as an orthogonal polynomial of a given order
M [12, 15, 16]. The ‘detour’ via orthogonal polynomial
yields a global approximation of s in the time interval and
thus much better convergence than directly evaluating s
in terms of a Taylor series [21]. Note that this observation
applies to the comparison with any propagation method
which converges only polynomially in the time step and
for which the error is distributed non-uniformly. This in-
cludes in particular all propagation schemes constructed
from the Taylor and the Magnus expansion [26]. Here,
we choose Newton polynomials for our global approxima-
tion because they open up the possibility to increase M
on the fly, due to their recursive definition. For the time
being, we use constant M and Chebyshev-Gauss-Lobatto
(CGL) sampling points,
τj =
δt
2
(
1− cos
( j − 1
M − 1pi
))
, j = 1, . . . ,M. (7)
For a polynomial inhomogeneity s, the integral in Eq. (6)
can be solved analytically, yielding the formal solution of
Eq. (5), that is,
u(k)(tn + τ) = fM (G0, τ)v
(k)
M +
M−1∑
m=0
τm
m!
v(k)m , (8a)
with
v(k)m = G0v
(k)
m−1 + s
(k)
m−1, v
(k)
0 = u
(k)(tn) (8b)
and
fM (z, t) =
 1zM
(
exp(zt)−∑M−1m=0 (zt)mm! ) z 6= 0
tM
M ! z = 0.
(8c)
The indices k and n in Eqs. (8) denote the current it-
eration and time interval, respectively, with τ ∈ [0, δt].
sm are the coefficients of the Taylor-like polynomial ob-
tained by interpolating the inhomogeneity. The function
fM will be computed using a spectral method, analo-
gously to evaluating exp(G0t) by expansion into Cheby-
chev or Newton polynomials [14]. For more details see
Refs. [12, 15, 16] as well as Appendix A.
We now discuss how to choose the starting point u(0)
of the iteration, cf. Eq. (5). The proper choice of u(0)
is of high importance to the convergence as well as the
stability of the iterative process. We require knowledge of
u(0) at the M interpolation points tn + τj , j = 1, . . . ,M ,
in each time step, [tn, tn + δt] to evaluate sm. In the
following, we discuss three choices for the initial guess.
(i) Take u(0)(t) to be constant and equal to the value
at the beginning of the time step: u(0)(tn + τj) := u(tn).
This is the zeroth order approach, where we make use of
the fact that the solution at the time tn has already been
obtained in the calculation for the previous time step.
This definition of the guess at each time grid point is
the simplest possible approach and requires no additional
calculations. However, it turns out to be the worst in
terms of accuracy and leads to the largest number of
iterations required for convergence.
(ii) Compute u(0) as solution to the homogeneous
ODE [12]: u(0)(tn + τj) := uhom(tn + τj) where uhom
is the solution to Eq. (4) when setting s := 0. It can be
computed by one of the well-known quantum propagators
for time-independent generators [21]. In other words, we
use the solution obtained by a PWC approximation, and
improve upon it iteratively. Since this approach needs
multiple matrix-vector operations to determine u(0), it
is more costly than option (i) regarding both CPU time
and memory. As it is a better guess, less iterations are
required. However, due to high numerical costs, it is still
not the best option.
(iii) Extrapolate the time-dependence of the full so-
lution u from the previous time step [16] by evaluat-
ing Eq. (8a) for τj shifted by δt, i.e., u
(0)(tn + τj) :=
utn−1(tn + τj). The idea is that, for a sufficiently smooth
overall solution utn−1 in [tn−1, tn], it should provide a
good initial guess for the adjacent interval [tn, tn+1]. For
small enough δt,this choice of the guess should, on aver-
age, be the most accurate one. As for the computational
cost, no additional matrix-vector operations are neces-
sary. This can be seen by inspection of Eq. (8a): All
matrix and vector components stay the same under ex-
trapolation of t = tn−1 + τj to t = tn + τj ; only the
value of the parameter time changes. Hence, only scalar
coefficients have to be recalculated, which is negligible
in terms of CPU time. On the downside, however, the
vector containing the coefficients of the spectral approxi-
mation of fM as well as vm have to be stored for all τj in
order to be able to compute the extrapolation efficiently,
making this the most memory consuming method. Still,
if the memory can be spared, it is by far the most efficient
of the three choices and recommended to be used.
4B. Quantum Optimal Control with Iterative Time
Ordering
Quantum optimal control theory (OCT) provides
methods to compute controls, i.e., external fields {Ek}
interacting with the quantum system, that steer the sys-
tem’s dynamics in a desired way [1]. A cost functional,
defined here for a single field E(t),
J
[E] = JT [ |ψ(T )〉 ]+ ∫ T
0
g
[E(t), |ψ(t)〉 , t] dt, (9)
has to be minimized. JT is the final-time functional,
indicating the figure of merit, and
g [E(t), |ψ(t)〉 , t] = ga [E(t), t] + gb [|ψ(t)〉 , t]
encodes the intermediate-time costs. Here, we use Kro-
tov’s method [17–20], a gradient-based sequential opti-
mization algortihm with guaranteed monotonic conver-
gence. With the choice
ga [E(t), t] = λa
S(t)
(E(t)− Eref(t))2 ,
the extremum condition on the functional J with respect
to E yields the following equation for the ‘new’ field [19]
E(i+1)(t) = Eref(t) + (10a)
S(t)
λa
Im
〈
χ(i)(t)
∣∣∣∣∣∂Hˆ∂E
∣∣∣∣E(i+1)
ψ(i+1)
∣∣∣∣∣ψ(i+1)(t)
〉
.
Here, i denotes the iteration step in the optimization pro-
cess. The subscripts of ∂Hˆ/∂E indicate that the deriva-
tive may depend on both the state and on the control field
and has to be evaluated at the current iteration. The ref-
erence field Eref is often chosen as E(i), i.e., the ‘old’ field,
to yield a direct update formula for ∆E(i) = E(i+1)−E(i).
The equation of motion together with its initial condi-
tion,
∂
∂t
|ψ(i+1)(t)〉 = − i
~
Hˆ(E(i+1)) |ψ(i+1)(t)〉 , (10b)
|ψ(i+1)(0)〉 = |ψ0〉 , (10c)
are an input to the algorithm, whereas the extremum
condition on J with respect to the state yields
∂
∂t
|χ(i)(t)〉 = − i
~
Hˆ
†
(E(i)) |χ(i)(t)〉+∇〈ψ| gb
∣∣
ψ(i)(t)
,
(10d)
|χ(i)(T )〉 = −∇〈ψ| JT
∣∣
ψ(i)(T )
. (10e)
Equation (10a) assumes that JT depends at most
quadratically on the state |ψ(T )〉 which is the case e.g.
for expectation values. For more complicated dependen-
cies of JT on the state, a second term appears in the rhs
of Eq. (10a) [20].
Equations (10) are a set of non-linear coupled equa-
tions whose numerical evaluation is not trivial. A com-
mon approximate solution is based on the discretization
of the time grid [19]. It consists in using the known
state |ψ(i+1)(tn)〉 instead of the required but unknown
state |ψ(i+1)(tn+1)〉 to obtain the updated pulse at the
next time step, E(i+1)(tn+1). With the ITO propagator,
we no longer rely on such an approximation to calculate
the (effectively) non-linear propagation. However, when
solving the equations of motion in Krotov’s method with
the ITO propagator, two self-consistent loops have to be
combined. The control loop counts the updates of the
field and is indexed by the superscript (i), cf. Eq. (10a).
Within one step of the control loop, we employ a time
discretization, i.e., we evaluate Eq. (10a) for 0 < tn ≤ T .
This loop over n is a regular loop, not involving any self-
consistency. For a given control iteration i and time step
tn, the ITO loop with index k improves upon an initial
guess to determine the true state, cf. Eq. (8a). Since
Eq. (10a) requires knowledge of the ‘new’ state, at con-
trol iteration i + 1, the loop over (i) has to be the out-
ermost loop. However, determination of the ‘new’ state
|ψ(i+1,k)(tn+1)〉 within the innermost (ITO) loop over k,
requires knowledge of field E(i+1,k)(tn+1) in order to eval-
uate the Hamiltonian. In fact, it does so not only at the
sampling points of the global time grid tn but also within
each time interval δt, i.e., for all tn + τj . In other words,
the inhomogeneity now involves two unknowns that must
be determined self-consistently – the field E(i+1,k)(tn+τj)
and the state |ψ(i+1,k)(tn + τj)〉.
Our approach to resolve this mutual dependence con-
sists in updating the field E(i+1,k)(tn + τj) alongside the
state |ψ(i+1,k)(tn + τj)〉 within the ITO loop. In more de-
tail, the ITO loop, cf. Eq. (8a), is initialized by choosing
an initial guess for the state, |ψ(i+1,k=0)(tn + τj)〉, just
as in the original ITO propagator. Unlike in this case,
where the field is assumed to be known, E(i+1,k=0)(tn +
τj) is now calculated from |ψ(i+1,k=0)(tn + τj)〉, us-
ing Eq. (10a). This is the input for the actual ITO
loop that calculates |ψ(i+1,k=1)(tn + τj)〉 from Eq. (8a).
The updated state |ψ(i+1,k=1)(tn + τj)〉, in turn, yields
E(i+1,k=1)(tn + τj) which is the input for the next step
of the ITO loop, resulting in |ψ(i+1,k=2)(tn + τj)〉 and so
forth. This procedure of conjointly updating the field
and the state within the time interval [tn, tn+1] is re-
peated until self-consistency is reached. The algorithm
then advances to the next time step tn+2.
Our ansatz can be motivated as follows. Recalling the
Krotov update equation (10a), the underlying problem is
analogous to the one treated in the derivation of the prop-
agation algorithm: What prevents solution of Eq. (10a)
in closed form is the (implicit) presence of the lhs of
the equation also in the rhs, since the state |ψ(i+1)(t)〉
is propagated under the updated pulse E(i+1)(t). Simi-
larly, in case of the ITO propagator, the solution |ψ(t)〉
is present in the inhomogeneity. One can thus think of
treating the non-linearity of the control equations (10)
5as an inhomogeneity that needs to be determined self-
consistently. The most balanced way to determine the
interdependent field and state is to do it in the inter-
leaved fashion described above.
One may wonder whether self-consistent determination
of the field is really necessary. A simple alternative would
be to calculate E(i+1,k=0)(tn + τj) only once at the ini-
tialization stage of the ITO loop (from the guess for the
state) and omit updating it. This turns out to not work
at all. In other words, the estimate E(i+1,k=0)(tn + τj) is
not sufficiently close to the true field, and without knowl-
edge of the true field, convergence of the state to the
correct one is not possible either.
The ITO approach to Krotov’s method in quantum
control is a quite natural one, since it is closer to the time-
continuous original, derived for classical mechanics ap-
plications [17]. In quantum control, the update equation
was discretized in order to numerically solve it [18, 19].
The discretization is still required for the global time in-
terval [0, T ], in order to get a sequential update scheme
that evaluates the ‘new’ field at each time tn. However,
we no longer need an approximation for the time inter-
val [tn, tn+1], i.e., on the small scale of a single time step
δt. Instead of replacing the actually required state by
the known one from the previous time step [19], the up-
date formula (10a) is now solved in its continuous form
by iteratively converging it. Just as the ITO propagator,
Krotov’s method is now solved semi-globally with respect
to the time steps.
III. NUMERICAL BENCHMARK: HARMONIC
OSCILLATOR
In this section we analyze both the propagator alone
as well as its application in OCT with respect to their
numerical performance. Of particular interest is the ef-
ficiency, i.e., the quality of the solution per numerical
effort.
A. Benchmarking the ITO Propagator
In order to determine the accuracy of a propagation,
we require a physical system with external driving that
has an exact analytical solution. A system which matches
this requirement without being numerically trivial is the
linearly driven harmonic oscillator (HO). The Hamilto-
nian reads
HˆHO(t) =
pˆ2
2m
+
1
2
mω2xˆ2 + E(t)xˆ, (11)
where xˆ and pˆ denote the position and momentum oper-
ators, respectively, and m and ω are mass and frequency
of the oscillator. We assume a driving field of the form
E(t) = E0 sin2 (pit/T ) cos (ωLt) . (12)
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FIG. 1. Analysis of the ITO propagator’s numerical efficiency:
Mean number of iterations per time step Niter and elapsed
CPU time TCPU vs. the total number of time steps nt (a, b)
and the expansion order M (c, d). The system parameters
(cf. Eqs. (11)-(12)) are m = ω = 1, E0 = 10−3, ωL = 5,
T = 100 with M = 8 (a, b) and nt = 900 (c, d); the desired
accuracy is  = 10−12.
In addition to the time-dependence of the envelope, there
are fast oscillations with frequency ωL. This parameter
allows us to control the strength of the time-dependence
of the calculations.
The analytical solution of the driven HO (11) is known
for the case that the system is initially prepared in an
eigenstate of the undriven HO such as the ground state
Ψ0(x) = 〈x|0〉 [27]. One first has to compute
z(t) = − exp (iωt)
∫ t
0
E(τ) exp (−iωτ) dτ, (13)
the expectation values for position and momentum are
then associated with the imaginary and real parts
〈x(t)〉 = Im(z(t)), 〈p(t)〉 = Re(z(t)).
For our choice of pulse, Eq. (12), the integral in (13) can
be solved analytically.
We will analyze the numerical stability and efficiency
of the ITO propagator in terms of two parameters, the
size of the time step, δt, and the expansion order of the
inhomogeneity, M . For the ITO propagator, δt has to be
chosen carefully, as a bad choice compromises the conver-
gence behavior. M corresponds to the number of sam-
pling points τj in each local time grid, i.e., within the
interval [t, t + δt]. Since M determines the accuracy of
the approximation of the inhomogeneity, it affects how
well the solution is improved in each iteration. As a con-
sequence, it potentially has a large impact on the required
number of iterations. Hence, a good choice ofM is imper-
ative both for efficiency and stability of the propagator.
We analyze the numerical effort as a function of both
parameters in Fig. 1. The upper panel shows the number
of iterations Niter required to reach an accuracy of 10
−12
as a function of the number of time steps nt (which is in-
6versely proportional to δt for fixed T ) and the order M of
the inhomogeneity. The lower panel displays additionally
the elapsed CPU time TCPU for that computation [28].
A direct correlation between the required number of it-
erations and the CPU time is observed: In Fig. 1(b), two
sharp bends occur – the first one at the point where 2 it-
erations begin to suffice to reach convergence, at roughly
nt = 700; prior to that, on average, 2 to 3 iterations were
required. Between nt = 700 and 1900, there is a plateau
in the required number of iterations, since the increase of
nt, i.e. decrease of δt, did not suffice to reach convergence
within less iterations, although the accuracy (per itera-
tion) was increased. During this plateau, the increased
number of time steps thus only leads to a larger numer-
ical effort, as can be seen in the CPU time. The second
bend is the larger one, at nt = 1900, where the propaga-
tor first was able to reach convergence within one single
iteration, for some of the time steps, leading to Niter be-
tween 1 and 2. Further decrease of this quantity due to
decrease of δt rapidly improved the CPU time, until –
again – a plateau is reached at Niter = 1. At this point, a
further decrease of δt is not reasonable, since it can only
increase the numerical effort without any gain, because
less than one iteration is of course not possible.
A similar relation between TCPU and Niter can be ob-
served in Fig. 1(c, d). For constant δt, an increase in
M leads to higher CPU times up to the point where the
number of iterations is noticeably reduced below 3. The
effort decreases then, until Niter = 2 is reached. Interest-
ingly, Niter increases again when further increasing M .
This is counter-intuitive, since a higher order should de-
crease the number of iterations. However, for too high
orders M numerical instabilities occur in the interpola-
tion of the inhomogeneity in orthogonal polynomials. In
fact, for M > 16 the procedure does not converge at all.
Failure to reach convergence happens, of course, also for
too small M since then the inhomogeneity is not rep-
resented accurately enough. Between these two limits,
the curve in Fig. 1(d) shows only a weak dependence on
the order M , indicating a surprisingly low impact of this
parameter on the efficiency. This can be explained as fol-
lows: Larger M increases the cost of each iteration while,
at the same time, decreasing the average number of iter-
ations, Niter. The two effects approximately cancel out
in the end, leading to an almost constant dependence of
TCPU on M . In conclusion, M should be chosen care-
fully in accordance with the time step size, with M = 8
representing a good starting point.
We now address the question of how iterative time or-
dering compares to the PWC approximation. For the
latter, we employ the Chebyshev propagator [14] where,
for a given δt, the number of coefficients nc required in or-
der to reach machine precision are calculated. Hence, the
time-independent problem is solved with maximal preci-
sion and the only inaccuracy is due to the PWC approxi-
mation. In other words, there is only one free parameter,
which also determines precision – δt or the number of
time steps nt.
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FIG. 2. Comparison of iterative time ordering and the PWC
approximation using the Chebyshev propagator: (a) Number
of Chebyshev coefficients nc, (b) ITO expansion order M , and
(c) elapsed CPU time TCPU vs. desired accuracy ∆. The
system parameters are as in Fig. 1, except for ωL = 1.001,
corresponding to near-resonant driving, and T = 1000.
Figure 2 compares the CPU time required to reach
a certain accuracy for the two propagation approaches.
The accuracy corresponds to the maximal deviation of
the numerical solutions from the analytical one. For the
Chebyshev propagator and the PWC approach, we con-
tinuously increased nt, respectively decreased δt, in or-
der to continuously improve the quality of the PWC ap-
proximation. Figure 2(a) shows the number of required
Chebyshev coefficients nc within each time step δt. We
observe a strong decrease of nc (as δt decreases from left
to right) from about 300 to 5 in the end. For the ITO
propagator, the number of time steps was set constant
to nt = 4000, and only the order M was varied, be-
tween 3 and 12, as shown in Fig. 2(b). This leads to
accuracies between 6 · 10−5 and 5 · 10−14. Larger inac-
curacies could not be realized with the ITO propagator.
The lower limit is close to, but above machine precision
and is due to accumulation of errors. Accumulation of er-
rors is of course also – and especially – a problem for the
PWC approach, where up to 10 million time steps were
required to achieve the higher accuracies. The smallest
error that can realized in the PWC approach amounts to
about ∆ ∼ 10−11; further decreasing δt does not push
the error to below this value. In contrast, the ITO prop-
agator avoids the accumulation of errors and allows for
realizing errors much closer to machine precision over the
complete propagation time interval.
The CPU time increases almost linearly with the accu-
racy for the PWC propagations in the double-logarithmic
plot as well, corresponding to an approximately cubic de-
pendence. For the ITO propagator, the increase in CPU
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FIG. 3. Comparison of the ITO (dashed) and PWC (dash-
dotted) propagators when used in Krotov’s method: (a) Num-
ber of iterations Niter and (b) number of matrix-vector oper-
ations required to reach a certain value of the functional JT .
The considered system is the HO as in Eq. (14) where the
frequency is controlled (T = 2, δt = 0.01, M = 5).
time with the accuracy is significantly weaker. The re-
quired CPU time varied from 2.84 s to 5.01 s for ITO and
from 0.53 s to 199 s for the PWC approximation. An in-
teresting point is at about ∆ = 10−5, where the two
curves nearly intersect. If an accuracy higher than this
value is required, the ITO propagator easily outperforms
the PWC approach; the higher the accuracy, the more
obvious this is. For lower accuracies, however, the PWC
approach remains the best choice, being both stable and
very fast. It should be noted that this threshold of ∆
cannot be generalized, since it depends on the strength of
the time dependence of the problem at hand. While no
rigorous measure to quantify the strength of the time de-
pendence has, to the best of our knowledge, so far been
brought forward, it is increased (decreased) in our ex-
ample in Fig. 2 by increasing (decreasing) ωL or E0 in
Eq. (12). As a consequence, the threshold of ∆ decreases
(increases) accordingly.
B. Benchmarking Krotov’s Method for Quantum
Optimal Control with Iterative Time Ordering
We now determine the numerical effort required to
reach a certain quality of the optimization result. The
system to be controlled is once again the HO, this time
described by a slightly different Hamiltonian,
Hˆfreq(t) =
pˆ2
2
+
1
2
xˆ2E(t), (14)
i.e., we set ω = m = 1. Equation (14) represents an
example which is controllable, in contrast to Eq. (11),
which is uncontrollable due to the equidistant energy lev-
els. The control function E(t) effectively represents the
frequency (or rather its square) of the harmonic poten-
tial which alters the system’s eigenstates. We begin in
the ground state |ψ0〉 of the HO for ω = 1 and seek to
transfer it into the ground state of a HO with ω = 1/2,
by varying the harmonic potential’s frequency via E(t).
The effort is measured in terms of number of iterations
Niter and performed matrix-vector operations to reach a
given fidelity or final time functional value,
JT [ψ(T )] = 1− | 〈ψ(T )|ψtarget〉 |2. (15)
JT measures the difference between the final state |ψ(T )〉
and the target state |ψtarget〉.
The results of the benchmark are shown in Fig. 3.
The improvement per control iteration is very similar for
both methods up until around JT ≈ 10−6 with ITO in-
curring a higher numerical cost. When continuing the
optimization towards even more accurate controls, the
PWC method could decrease JT further to around 10
−8,
whereas ITO reached a value of nearly 10−14. Again,
being a more costly method than PWC, ITO requires a
larger number of operations for an equal amount of iter-
ations, cf. Fig. 3(b). In contrast to the PWC approxima-
tion with which Krotov’s method breaks down at around
JT = 10
−8 since the errors in the time propagation do not
allow for further improvements of the control, Krotov’s
method with the ITO propagator can reach the control
target with essentially arbitrary (i.e., close to machine
precision) accuracy.
The solutions are found to be identical up to slight
variations which are due to the higher accuracy of the
ITO propagator and account for the difference in the fi-
delities beyond JT ≈ 10−6. We conclude that, for the
HO, the combination of Krotov’s method with iterative
time ordering allows for more accurate control solutions.
However, this will turn out to be not a general feature, as
we show below. The higher accuracy comes at the price
of a larger numerical effort which increases linearly for
exponentially smaller errors.
IV. PYTHAGOREAN CONTROL OF A
SUPERCONDUCTING QUDIT UNDER STRONG
DRIVING
A more realistic application for the previously intro-
duced propagator occurs in the dynamics of supercon-
ducting qubits, where driving fields are often rapidly os-
cillating in time. Here, we consider a superconducting
qubit under Pythagorean control [29, 30].
A. Model
Quantized superconducting circuits can encode infor-
mation in their lowest few energy eigenstates, since the
dynamics can be confined experimentally to these rele-
vant levels [31]. For the lowest eigenstates, the ‘qubit’
can be modeled by an anharmonic ladder, not necessar-
ily ending after two (qubit) levels. Therefore, we use the
8term qudit in the following. The Hamiltonian for a driven
N -level qudit reads
Hˆ(t) = Hˆ0 + Hˆ1(t) (16)
with drift Hamiltonian (~ = 1)
Hˆ0 =
N−1∑
n=0
n |n〉 〈n| , n = nω0 − β
2
n(n− 1),
where n is the eigenenergy for eigenstate |n〉 of Hˆ0. The
parameter ω0 defines the base energy difference between
adjacent levels of the qudit and β determines its anhar-
monicity. The control Hamiltonian is given by
Hˆ1(t) =
N−2∑
n=0
√
n+ 1
[
|n〉 〈n+ 1|+ H.c.
]
E(t),
where E(t) is the external control field and H.c. denotes
the Hermitian conjugate.
As experimentally demonstrated in Ref. [30], popula-
tion inversion between non-adjacent levels of the four-
level system can be realized using so called Pythagorean
couplings [29]. The corresponding external field is given
by [30]
E(t) = V01√
1
cos (ω01t) +
V12√
2
cos (ω12t) +
V23√
3
cos (ω23t) ,
(17)
with ωij = j − i and Vij the driving strength of tran-
sition ωij . Transforming Eq. (16) into the interaction
picture yields (see Appendix B for details)
Hˆint(t) =
1
2

0 V01 0 0 0 . . . 0
V01 0 V12 0 0 . . . 0
0 V12 0 V23 0 . . . 0
0 0 V23 0 0 . . . 0
0 0 0 0 0 . . . 0
...
...
...
...
...
. . . 0
0 0 0 0 0 . . . 0

+ Hˆrot(t)
≡ Hˆinf + Hˆrot(t). (18)
The first, time-independent term Hˆinf matches exactly
the requirements for Pythagorean control [29], while the
second, time-dependent term Hˆrot(t) contains co- and
counter-rotating terms due to the rotating frame, cf. Ap-
pendix B. We neglect this term for a moment and assume
Hamiltonian (18) to be entirely given by Hˆinf. In this
case, the control scheme has been derived analytically
[29]. In order to achieve population inversion between
|0〉 and |2〉 (which we will consider in the following),
the driving strengths Vij must be scaled by a primitive
TABLE I. The parameters for the Pythagorean controlled qu-
dit, taken from Ref. [30].
qudit frequency ω0/2pi 6.73 GHz
anharmonicity β/2pi 0.12 GHz
relaxation time T1 230 ns
dephasing time T2 120 ns
Rabi freqeuncy Ωrabi/2pi 47.6 MHz
field parameters p, q 0.86
Pythagorean triple [29],
(V01, V12, V23) = Ωrabi
(
p2 + q2
2
, pq,
p2 − q2
2
)
, (19)
with p, q odd integers. For practical purposes, since the
total magnitude of all Vij can be scaled by an experimen-
tally accessible parameter (the Rabi frequency Ωrabi), we
allow p, q to take non-integer values.
Unfortunately, the additional term Hˆrot(t) in Eq. (18)
vanishes only in the unphysical limit of infinite anhar-
monicity β. We will analyze deviations below. To ac-
count for dissipative effects due to the interaction of the
superconducting circuit with its environment, we employ
a Lindblad master equation [22]
i
∂
∂t
ρˆ(t) =
[
Hˆ(t), ρˆ(t)
]
+LD [ρˆ(t)] ,
LD [ρˆ(t)] = i
2∑
k=1
(
Lˆkρˆ(t)Lˆ
†
k −
1
2
{
Lˆ
†
kLˆk, ρˆ(t)
})
,
with Lindblad operators [32]
Lˆ1 =
N−2∑
n=0
√
n+ 1
T1
|n〉 〈n+ 1| , Lˆ2 =
N−1∑
n=1
√
2n2
T ∗2
|n〉 〈n| ,
where T1 is the population relaxation time and T
∗
2 the
pure dephasing time. The parameters of Tab. I are used
in the following and the qudit ladder is truncated at N =
10 levels, which was observed to suffice.
B. Numerical Considerations for the ITO
Propagator
Figure 4 proves that the ITO propagator also works
for more complex systems than the HO; here for the qu-
dit under Pythagorean control. The respective popula-
tion dynamics (obtained with ITO) is depicted in Fig. 5.
Since an analytical solution for the dynamics is not avail-
able in this case, we compare propagations using a PWC
propagator (with an increasing number of time steps) to a
single propagation using ITO. Here, we assume that any
PWC propagator converges to an accurate time-ordered
solution provided the time discretization is sufficiently
fine. We quantify the mismatch between both simula-
9105 106 107 108
10−9
10−7
10−5
10−3
10−1
50
,00
0
10
0,0
00
25
0,0
00
50
0,0
00
1,0
00
,00
0
2,5
00
,00
0
5,0
00
,00
0
10
,00
0,0
00
15
,00
0,0
00
30
,00
0,0
00
time steps nt
av
er
ag
e
po
pu
la
tio
n
m
ism
at
ch
FIG. 4. Average population mismatch when comparing prop-
agations using the PWC method against a single propaga-
tion using ITO. The total propagation time is T = 150 ns.
Shown is the time-averaged maximal population mismatch,
cf. Eq. (20). All simulations using the PWC propagator are
compared against the same ITO propagation with nt = 50,000
constant time steps and M = 12.
tions by taking the time-average of the function
Pmis(t) = max
n=0,...,N−1
∣∣PPWCn (t)− P ITOn (t)∣∣ (20)
with PPWCn (t), P
ITO
n (t) the populations in the nth level
obtained with PWC or ITO propagation, respectively.
As can be seen in Fig. 4, the mismatch of the population
dynamics between PWC and ITO propagation decreases
linearly with increasing number of PWC time steps nt in
a double logarithmic plot. Since we assume increasing ac-
curacy of the PWC propagation for increasing nt, Fig. 4
clearly confirms that ITO holds its precision promise.
Hence, in the following, we will assume that any propa-
gation using ITO is accurate to at least O (10−9).
The results of Fig. 4 already indicate the strong time-
dependence of Hamiltonian (16). Commonly, the time-
dependence of Hamiltonians can be reduced drastically
by applying a rotating wave approximation (RWA). This
has exemplarily been done for the interaction Hamilto-
nian (18), cf. Eq. (B7). Whether an RWA is a reason-
able approximation depends, in general, on the actual
system and problem, as well as the desired accuracy.
However, ITO provides an excellent method for exam-
ining the quality of any RWA, since inaccuracies origi-
nating from numerical propagation are drastically dimin-
ished. When repeating the dissipation-free propagations
of Fig. 5 (dashed lines) with the RWA-Hamiltonian (B7),
the average inaccuracy of the population dynamics be-
comes P¯mis = 1.3 · 10−3. The RWA thus turns out to be
a poor approximation. Comparing the solid and dash-
dotted lines in Fig. 5 reveals moreover that, in addition to
the anharmonicity, also dissipation results in deviations
from the ideal dynamics and hampers perfect population
inversion. Experimentally, Ref. [30] observed even more
drastic discrepancies to Pythagorean control for high in-
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FIG. 5. Population dynamics in the qudit subspace
{|0〉 , |1〉 , |2〉 , |3〉}. The dash-dotted lines represent the ideal,
non-dissipative case using only Hˆinf, cf. Eq. (18). The dashed
(solid) lines show the non-dissipative (dissipative) population
dynamics under Hamiltonian (16). The dissipative dynamics
corresponds to the convergence analysis in Fig. 4.
tensity. We therefore analyze the dynamics under such
strong driving below.
C. Dynamics under Strong Driving
Figure 6(a) shows the final population in the four states
|0〉, |1〉, |2〉, |3〉 after a fixed propagation time of T =
60 ns, obtained with fields of various intensities. Since
the field is entirely determined by p and q, cf. Eq. (19),
the field intensity increases from the lower left to the
upper right part within each panel. For the ideal, non-
dissipative case, depicted in the upper row of Fig. 6(a),
a regular pattern can be observed. In comparison, the
middle row shows the results obtained with Hamilto-
nian (16). To emphasize the differences, dissipation has
been neglected for the moment. We can clearly identify
two different regions within each map. On the one hand,
for weak field intensities, the ideal pattern is reproduced
fairly well when taking the finite anharmonicity into ac-
count. On the other hand, for strong field intensities, the
ordered structure visible in the upper row vanishes com-
pletely. When including dissipation, all maps become
blurred (lower row), since the dissipation spreads the
population across all levels. Nevertheless, the discrep-
ancy between weak and strong field intensities appears
with and without dissipation, i.e., the underlying effect
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FIG. 6. Final populations after applying the field (17) for T = 60 ns. The upper row corresponds to the ideal, non-dissipative
case of Eq. (18) with only Hˆinf. The middle (lower) row shows the propagation results with Hamiltonian (16) neglecting
(including) dissipation. All simulations are performed using the ITO propagator. Part (a) shows the final population in states
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is not related to dissipation. The solution to the puzzle
can partly be found in Fig. 6(b), where the final popula-
tion outside of the subspace L = span {|0〉 , |1〉 , |2〉 , |3〉}
is shown. In the ideal case (upper row), no population
can leave L, since Hamiltonian Hˆinf in Eq. (18) contains
no coupling elements to any states |n〉 with n > 3. In
contrast, Hˆrot(t), respectively Hamiltonian (16), does in-
deed contain such couplings. As visible in the middle and
lower panels of Fig. 6(b), the population leakage out of
subspace L is rather small for weak fields but increases
rapidly for strong fields. Moreover, in addition to pure
loss of population from subspace L at final time, the oper-
ator Hˆrot(t) will also increasingly influence the dynamics
at intermediate times. In order to examine the impact
of the operator, while neglecting, at the same time, loss
of population from L, we truncate the qudit ladder at
N = 4. Note that this is definitively a bad approxi-
mation, since Fig. 6(b) has already shown the levels |n〉
with n > 3 to contribute significantly to the dynamics.
Nevertheless, repeating the simulation of the middle row
of Fig. 6 with N = 4 (data not shown) yields a similar
match for weak field intensities, or mismatch for strong
field intensities, respectively, compared to the ordered
structure of the ideal case. This shows that even with-
out loss of population from the subspace L, the opera-
tor Hˆrot(t) compromises the ideal population inversion of
Pythagorean control.
Interestingly, the deviation from the ideal population
inversion in Pythagorean control, caused by intense driv-
ing fields, gives rise to much richer dynamics in terms
of implementable operations, i.e., quantum gates, on the
subspace L. As has be shown in Ref. [29], Hˆinf allows
only for quantum gates Oˆ ∈ SO(4) = SU(2)⊗SU(2). One
can interpret the four-level qudit as consisting of two vir-
tual qubits by assigning one of the four two-qubit basis
states to each of the qudit states |0〉, |1〉, |2〉, |3〉. In this
picture, it is the ‘non-local’ operations that are missing
in the ideal case, as they are element of SU(4) \ SO(4).
According to Ref. [30], we choose the four Bell states
{|Φ±〉 , |Ψ±〉} as two-qubit basis. Figure 7(a) shows the
von Neumann entropy S [33], as a measure of entan-
glement between the two virtual qubits, for the final
states of Fig. 6(a) (middle row). As can be seen, weak
fields are not able to change the amount of initial en-
tanglement. This perfectly agrees with the observations
in Fig. 6, since weak fields yield good agreement with
the prediction of Pythagorean control. Thus, the imple-
mented quantum gates are operations Oˆ ∈ SO(4), at least
roughly so. For strong field intensities, the implemented
quantum gates become entangling, as the change in S
indicates. The gate concurrence C [34] can be used in
order to quantify the entangling power of these quantum
gates. It ranges from C = 0 (non-entangling) to C = 1
(maximally entangling) and is shown in Fig. 7(b) (gray
background shading) for the final states of Fig. 7(a), re-
spectively Fig. 6 (middle row). As can be seen, strong
field intensities create maximally entangling gates for al-
most all combinations of p and q.
11
0.0 0.5 1.0 1.5 2.0
0.0
0.5
1.0
1.5
2.0
0.0 0.5 1.0 1.5 2.0
0.0
0.5
1.0
1.5
2.0
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0
p p
q
von
N
eum
ann
entropy
S
gate
concurrence
C
q
(a) (b) equivalence
classes
local invariants
(g1, g2, g3)√
SWAP∗∗ (0.00,−0.25, 0.00)
√
SWAP∗M-G TE (0.25, 0.00, 1.00)
√
SWAP∗B-GATE (0.00, 0.00, 0.00)
√
SWAP∗CNOT (0.00, 0.00, 1.00)
√
SWAP∗i (0.00, 0.00,−1.00)
√
SWAP∗S (0.00, 0.25, 0.00)
√
SWAP∗iSWAP (0.25, 0.25, 1.00)
FIG. 7. (a) shows the von Neumann entropy S for the final states of Fig 6 (middle row). (b) shows the gate concurrence (gray
shading in the background) for the implemented quantum gate. The colored areas indicate where the implemented gates are
close to the respective local equivalence classes listed on the right.
We now analyze the implemented quantum gates. To
this end, we perform a Cartan decomposition, which sep-
arates each gate into its local and non-local content [35].
The non-local content unambiguously determines the en-
tangling power of each gate. It is given by three real
numbers, the local invariants g1, g2, g3 [36]. We call two
gates Oˆ1, Oˆ2 ∈ SU(4) locally equivalent and say they are
in the same equivalence class [Oˆ1], if they only differ by
local operations kˆ1, kˆ2 ∈ SO(4), i.e., Oˆ1 = kˆ1Oˆ2kˆ2. It
is straightforward to calculate the local invariants for all
final gates of Fig. 7 and compare them against equiva-
lence classes of common entangling two-qubit gates, cf.
right column of Fig. 7. For strong field intensities, we
find various regions, where the implemented gates are
close to a specific equivalence class of entangling two-
qubit gates. This shows, that depending on the field
parameters p, q for Pythagorean control, a large set of
entangling two-qubit gates can be realized. Note that
the check for closeness to an equivalence class is rather
loose with |~g − ~gec| ≤ 0.1, ~g = (g1, g2, g3) and ~gec corre-
sponding to one of the triples shown on the right side of
Fig. 7. Moreover, to counter the loss of population from
the subspace L, which makes the actually implemented
quantum gates non-unitary within L, a singular value
decomposition has been applied in order to get the clos-
est approximate unitary operation on L. Therefore, the
characterized gates are not accurate in terms of necessary
gate fidelity for quantum computing [37]. Nevertheless,
they are still a hint towards the qudit’s natural evolu-
tion and, in particular, they emphasize the large amount
of gates, which are accessible by varying p, q. Since gate
generation in Fig. 7 is limited to the analytical pulse (17),
it is natural to ask whether the gate fidelities can be im-
proved when optimizing the pulse.
D. Pythagorean Control using Krotov’s Method
with ITO
We first check how Krotov’s method with ITO, as de-
scribed in subsection II B, performs for the qudit under
Pythagorean control. We consider two control problems.
First, in order to compare with Sec. III B, the control
problem is a state-to-state transition. Specifically, we
seek to achieve population inversion from |0〉 to |2〉 where
it would not occur naturally. The target functional is
again given by Eq. (15). Second, in order to obtain a
deeper understanding of Fig. 7, the control problem con-
sists in implementing a predefined two-qubit gate Oˆ at
final time T . To this end, the figure of merit JT in the
optimization functional (9) is taken to be [19]
JT [{Ψn(T )}] = 1− 1
4
Re
{ 3∑
n=0
〈
n
∣∣∣ Oˆ† ∣∣∣Ψn(T )〉} . (21)
The set {|Ψn(t)〉} corresponds to the forward propagated
initial states {|n〉}, given by the states from the sub-
space L = span{|0〉 , |1〉 , |2〉 , |3〉}. This control problem
is significantly more challenging than a state-to-state op-
timization. In terms of control complexity, it is equiva-
lent to optimizing simultaneously four state-to-state op-
timizations, one for each state in the logical basis [38, 39].
For the first control problem, Fig. 8 compares the per-
formance of Krotov’s method when used with the Cheby-
chev propagator in the PWC approximation and the ITO
propagator, respectively. While the optimization requires
the same amount of iterations to reach a certain quality
of the control, using ITO comes with a larger numerical
effort, as evidenced by the larger number of matrix vec-
tor operations in Fig. 8(b). These findings are similar
as those for controlling the harmonic oscillator, reported
in Fig. 3. In contrast to Fig. 3, however, optimization
based on the ITO propagator cannot reach smaller val-
ues of JT , i.e., more accurate controls. The saturation
of the optimization for the ITO propagator that is seen
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FIG. 8. The same comparison as in Fig. 3, but for the qudit
under Pythagorean control with the goal of realizing popula-
tion inversion from |0〉 to |2〉 that does not occur naturally
(p = q = 0.5 for the guess pulse, T = 150 ns, δt = 0.001 ns,
M = 6).
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FIG. 9. The same comparison as in Fig. 3, but for the qudit
under Pythagorean control and the CNOT gate as target op-
eration Oˆ, cf. Eq. (21) (T = 150 ns, δt = 0.003 ns, M = 8).
in the blue dashed line becoming vertical, is most likely
due to a rather high sensitivity of the algorithm on the
ITO parameters δt and M as well as the Krotov update
parameter λa, cf. Eq. (10a).
For the second control example, optimization of a
CNOT gate, the difficulties of Krotov’s method when
using ITO propagation become even more pronounced,
see Fig. 9. The fact, that the control problem itself is
more challenging is evidenced in Fig. 9 by the achievable
values of JT , respectively the error, being much larger
than in Fig. 8 for both methods. But the multi-target
optimization involves yet another difficulty for the ITO
propagator. The optimal choice of its parameters δt and
M must now be balanced between four different propa-
gations. Given the sensitivity of the method on these pa-
rameters, convergence becomes more difficult to achieve.
It turns out that smaller values of M , around M = 5 or
6, should be used for stable optimizations, in comparison
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FIG. 10. Optimization results for random unitary operations
with the optimizations performed for various final times T
and varying qudit anharmonicities β. The guess fields, cf.
Eq. (17), with p = q = 2, were shaped on input by a linear
rise and fall time of 10% of T . Optimizations were repeated 30
times and stopped at 100 iterations if JT < 10
−3, cf. Eq. (21),
could not be achieved until then.
to a stable, stand-alone propagation. The optimal value
of M depends of course on the time step δt, which has to
be chosen accordingly (small) such that a small M suf-
fices. For maximal efficiency, a tradeoff has to be found
where the values are small enough for sufficient stability
but not so small as to be numerically too costly. But
even in this case, optimization with the ITO propagator
requires significantly more computational resources than
with the PWC approximation, cf. Fig. 9.
E. Controllability and Quantum Speed Limit
Apart from the problem of finding optimized fields that
implement a desired dynamics, such as a specific quan-
tum gate, OCT can be used to answer, at least approx-
imately, the more fundamental question of controllabil-
ity [40, 41]: When starting from a given state |Ψinit〉,
which set of states {|Ψ〉} is generally accessible under the
set of all possible controls? The notion of quantum speed
limits (QSLs) naturally arises in this context [42, 43]:
Provided that a specific state |Ψtarg〉 is accessible by the
system’s dynamics starting in |Ψinit〉, what is the minimal
time for this transition? The notion of quantum speed
limit is particularly important with respect to unwanted
interaction with the environment since it tells us whether
it is possible to ‘beat’ decoherence using optimized con-
trols [44].
Figure 10 provides information about the qudit’s con-
trollability in two ways. On one hand, it numerally shows
full qudit controllability. On the other hand, it allows to
extract the QSL for the implementation of any two-qubit
gate. The figure shows optimization results (using Kro-
tov’s method in combination with a PWC propagator)
for a variation of the final time T and the anharmonicity
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β of the qudit. Note that in order to focus on the in-
fluence of both parameters, dissipative effects have been
neglected. For each combination of T and β, 30 random
unitary gates Oˆ have been chosen [45] as optimization
target and the average required number of iterations in
order to reach JT < 10
−3 is shown. The obtained map
can be clearly divided into two regions. In the lower left
part of Fig. 10, the optimization algorithm was not able
reach JT < 10
−3 within the allowed 100 iterations. Most
likely, it will neither be possible for a larger number of
iterations. In contrast, in the upper right part, the op-
timization algorithm finds suitable fields within only a
few iterations, yielding gates with sufficiently low errors.
This is numerical evidence for full controllability as the
target gates were chosen randomly. The edge between
both regions can be identified as the QSL for these oper-
ations. It is not sharp, since a tradeoff between remain-
ing gate error JT and total time T must usually be taken
into account. Nevertheless, it decreases for increasing
qudit anharmonicity. For the parameters in Tab. I, the
QSL can be roughly identified as T ≈ 35 ns. In order to
have faster gates, the anharmonicity β must be increased.
Hence, increasing β would benefit the qudit, as it reduces
the impact of dissipation by allowing for generally faster
operations. Apart from gate optimization, an increased
β would furthermore benefit the intended population in-
version of Pythagorean control, cf. subsection IV C, since
it would diminish the strong field deviations originating
from the finite anharmonicity.
V. CONCLUSIONS
In order to assess the impact of time ordering in quan-
tum optimal control, we have combined Krotov’s method
with a highly efficient propagation method that explic-
itly accounts for time ordering. We have tested the ensu-
ing algorithm for the harmonic oscillator and applied it
to a superconducting circuit. For the latter, we have
also analyzed the population dynamics, starting from
so-called Pythagorean control for population inversion
between non-adjacent levels in a four-level system [29].
For strong driving, the dynamics of the superconducting
qubit had been found experimentally to significantly de-
viate from what is expected for Pythagorean control [30].
We could explain this observation in terms of higher lev-
els in the anharmonic ladder that get populated which is
a direct consequence of the failure of the rotating wave
approximation. Furthermore, we have analyzed the time
evolutions that can be generated in the superconducting
circuit by determining the type of ‘non-local’ operations
that can be realized. This analysis suggested full control-
lability of the superconducting qubit, a fact that we have
confirmed by optimizing for random unitaries and deter-
mining the quantum speed limit for each. The latter is
essentially determined by the anharmonicity.
Surprisingly, in our examples for OCT we have found
the effect of time ordering to be fairly small. Except
for very small control errors, the control solutions found
within the piecewise constant approximation do not differ
too much from those obtained under explicit time order-
ing. For very high precision applications as required, for
example, in quantum information science below the error
correction threshold, time ordering will, however, even-
tually become an effect that needs to be accounted for.
At this time, iterative time ordering [12, 15, 16] provides
the most efficient approach to address this issue.
Iterative time ordering rewrites the explicitly time-
dependent part of the equation of motion as an inho-
mogeneity that needs to be determined self-consistently.
When combining this propagator with Krotov’s method,
it turned out to be crucial to jointly determine both the
control and the state self-consistently to obtain a con-
verging method. Still, the performance of the result-
ing algorithm is rather sensitive with respect to its main
parameters – the expansion order of the inhomogeneity,
the time step and the magnitude of the control update.
Should the algorithm be useful for practical applications,
these parameters need to be determined in a more auto-
mated way to avoid numerical instability. This will be
the subject of future work.
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Appendix A: Implementation of the ITO Propagator
The pseudocode for the ITO propagator is shown in
Fig. 11. Curved brackets indicate a loop over all elements
of the set, where the indices i, j,m, n range from 0 to
M − 1. For better readability, only the most important
steps are included in Fig. 11. When implementing the
code for the ITO algorithm, several aspects have to be
taken into account.
(i) Transformation of the polynomial expansion of the
inhomogeneity into the monomial basis: First, we expand
Newton polynomials Rn in the monomial basis,
Rn(t) =
n∑
m=0
qn,m
tm
m!
. (A1)
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1: procedure ito_prop(u0, T) Ipropagates u0 from t = 0 to T .
2: prepare local time grid [0, 2δt] as two CGL grids
3: calculate transformation coefficients {qn,m}
4: prepare first guess (constant) {uguess(τj)} ← u0
5: for i = 0, . . . , Nt do Iloop over each time step
6: {u(τj)} ← {uguess(τj)} Iset guess as current solution
7: while relerr > Ô do Iiteration to solve the ODE
8: ∀j : s(τj)← Gtd
(
u(τj), t
)
u(τj) [+sODE(t)] Iconstruct inhomogeneity
9: {bn} ← expand({s(τj)}) INewton or Chebyshev approx.
10: {sn} ← transform({bn}, {qn,m}) Ito monomial coeff.
11: v0 ← u(ti) ; ∀m : vm ← G0vm−1 + sm−1
12: compute fM (G0, {τj})vM Ie.g. w/ Arnoldi approach
13: uold ← u(τM ) Istore current solution
14: ∀j : u(τj)← fM (G0, τj)vM +
∑M−1
m=0
τmj
m! vm
15: relerr ← ‖u(τM )−uold‖‖uold‖ Icalculate relative error
16: end while
17: optional: compute u(t) at any t ∈ [ti, ti+1]
18: ∀j : uguess(τj)← fM (G0, τj + δt)vM +
∑M−1
m=0
(τj+δt)m
m! vm Inew guess
19: end for
20: return u(τM ) Ithe solution u(T ) at final time
21: end procedure
FIG. 11. The ITO propagator as pseudo code algorithm.
Making use of the recursive definition of the Newton
polynomials and by equating coefficients, we obtain
qn+1,0 = −tnqn,0 , (A2a)
qn+1,m = mqn,m−1 − tnqn,m , (A2b)
qn+1,n+1 = (n+ 1) qn,n , (A2c)
from which, with q0,0 = 1, all transformation coefficients
can be computed recursively. The inhomogeneity ex-
panded in orthogonal Newton polynomials, with poly-
nomial coefficients an, can then be transformed into the
monomial basis,
s(t) ≈
M−1∑
m=0
sm
tm
m!
, sm =
M−1∑
n=m
qn,man.
(ii) Normalization of the expansion domain: In the
case of the Chebyshev polynomials as polynomial basis,
this is essential, since they can only be used on the inter-
val [−1,+1]. For the Newton polynomials, a normaliza-
tion also becomes necessary when computing the coeffi-
cients by the divided difference scheme. Because of the
recursive definition, including products of the differences
between interpolating points in the denominator of the
fraction, this might become unstable depending on how
small or large these differences are. The optimal choice
for stability is a domain of length 4 which leads to a ca-
pacity ρ of size 1 [46]. This is desirable. The capacity
ρ =
∏N
i=1 |zi−zc|1/N , where zc is the center of the points{zi}, is a measure for size and variance of the set {zi}.
To obtain it, one has to take the factor 4/δt into account
for the computation of the Newton coefficients and later
when using them in the transformation to monomial co-
efficients, see (i).
(iii) The product of the operator generating the dy-
namics and the time step, Gδt: It is recommended that
this product is carried out as it is, and that separating G
and δt is avoided. As a matter of fact, the solution con-
tains only terms with both the operator G (or its eigen-
values) and the time step δt, neither of them individually.
It might be the case that either the eigenvalues of G are
large or that δt is small, and their joint evaluation avoids
numerical instabilities.
(iv) Calculation of the function fM : An especially
crucial point is the computation of fM (G0, {τj})vM ,
where instabilities occur if it is not computed thoroughly
enough. Observing the definition of the function fM , cf.
Eq. (8a), we can see that the second term of the rhs is just
a truncated exponential sum subtracted from the full ex-
ponential function. For small zt, the computation in this
way might become unstable or inaccurate due to round-
off errors. Instead, it is possible to directly calculate the
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expression in terms of an exponential series, starting at
M . This decreases the round-off error by removing the
subtraction.
(v) Error estimation for multiple sources of errors: The
first – and usually largest – source of error occurs in the
self-consistent loop to generate the solution, i.e., it is due
to the fact that we have replaced the exact solution u by
the iterated one u(k), cf. Eq. (5). In order to determine
how many iterations are needed, we use the common ap-
proach to compare the new solution u(k) to the one from
the previous iteration u(k−1),

(k)
iter :=
∥∥u(k)(tn+1)− u(k−1)(tn+1)∥∥∥∥u(k)(tn+1)∥∥ .
The second error originates from the approximation of
the inhomogeneity s(t) by a truncated polynomial ex-
pansion in time. This error can be estimated by [16]
M :=
∥∥∆s∥∥δt, (A3)
where ‖∆s‖ represents the maximal interpolation error of
the approximated inhomogeneity within the current time
step. For the Newton interpolation on the Chebyshev
nodes, cf. Eq. (7), it scales as 1/(2M−1M !). Compared
to iter, it has a smaller impact onto the total error due to
the chosen splitting of the Hamiltonian, which we chose
such that the inhomogeneity is small compared to the ho-
mogeneous part. The third and last source of error is the
computation of fM (G0, τ)vM , cf. Eq. (8a). Depending
on G, the impact of this term might be very high in the
computation. In general, if one or more of the errors are
too high, it is recommended to either increase the order
of the interpolating polynomial M or decrease the size of
the local interval, i.e., the time step δt.
Appendix B: Derivation of the N-level Interaction
Hamiltonian
The Hamiltonian (in its generalized N -level form) for
the superconducting phase qudit is given by Eq. (16).
The external control field E(t) is analytically given by
Eq. (17). In the following, we transform states and oper-
ators into the interaction picture. For state |Ψ(t)〉 in the
Schro¨dinger picture, the transformation reads
|Ψint(t)〉 = Oˆ(t) |Ψ(t)〉 , Oˆ(t) = exp
(
iHˆ0t
)
. (B1)
Plugging this into the Schro¨dinger equation yields
i
∂
∂t
|Ψint(t)〉 = Hˆint(t) |Ψint(t)〉 (B2)
with Hˆint(t) = Oˆ(t)Hˆ1(t)Oˆ
†
(t). Inserting two identity
operators allows to write the interaction Hamiltonian as
Hˆint(t) =
N−1∑
n,m=0
Oˆ(t) |n〉 〈n| Hˆ1(t) |m〉 〈m| Oˆ†(t). (B3)
Expanding the matrix element of Hˆ1(t) gives
Hˆint(t) =
N−1∑
n,m=0
√
n+ 1E(t)δm,n+1e−iωn,mt |n〉 〈m|+ H.c.
=
N−2∑
n=0
√
n+ 1E(t)e−iωn,n+1t |n〉 〈n+ 1|+ H.c.
(B4)
with ωn,n+1 = n+1 − n. Expanding the analytical field
equation (17) in exponentials reads
E(t) = 1
2
[
V01√
1
(
eiω01t + e−iω01t
)
+
V12√
2
(
eiω12t + e−iω12t
)
+
V23√
3
(
eiω23t + e−iω23t
)]
.
(B5)
Plugging this into Eq. (B4), we obtain the complete form
of the interaction Hamiltonian as
Hˆint(t) =
1
2
[
N−2∑
n=0
√
n+ 1 |n〉 〈n+ 1| ×(
V01√
1
(
ei(ω01−ωn,n+1)t + e−i(ω01+ωn,n+1)t
)
+
V12√
2
(
ei(ω12−ωn,n+1)t + e−i(ω12+ωn,n+1)t
)
+
V23√
3
(
ei(ω23−ωn,n+1)t + e−i(ω23+ωn,n+1)t
))]
+ H.c.
(B6)
If we perform a rotating wave approximation, i.e. neglect-
ing fast oscillating terms, the interaction Hamiltonian be-
comes
Hˆint(t) =
1
2
[
N−2∑
n=0
√
n+ 1 |n〉 〈n+ 1| ×(
V01√
1
ei(ω01−ωn,n+1)t +
V12√
2
ei(ω12−ωn,n+1)t
+
V23√
3
ei(ω23−ωn,n+1)t
)]
+ H.c.
(B7)
Eqs. (B6) and (B7) can be further divided into a time-
independent and time-dependent part, such that the final
form matches Eq. (18).
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