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In this paper we show that a C∞ real hypersurface in Cn+1 of ﬁnite D’Angelo type
admitting a weakly contracting local CR automorphism is CR equivalent to a weighted
homogeneous hypersurface. As an application, we show that a bounded pseudoconvex
domain in Cn+1 with C∞ boundary of ﬁnite D’Angelo type with a hyperbolic orbit
accumulation point is biholomorphically equivalent to a domain deﬁned by a weighted
homogeneous polynomial.
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1. Introduction
Let Ω be a bounded domain in Cn with smooth boundary and let Aut(Ω) be the set of all biholomorphic maps from Ω
onto itself. Then Aut(Ω) is a topological group equipped with compact open topology. When Ω is strictly pseudoconvex,
classical Wong–Rosay Theorem says that Ω is biholomorphically equivalent to a ball if Aut(Ω) is noncompact. Later, classi-
ﬁcation of domains with noncompact automorphism groups has been studied by many authors. We refer to [3,10–13,16,20]
and references therein.
A boundary point p ∈ bΩ is called an orbit accumulation point if there exist a point q ∈ Ω and a biholomorphic map
f ∈ Aut(Ω) such that lim j→∞ f j(q) = p, where f j is the j-th iteration of f . For bounded domains in Cn , H. Cartan showed
that Aut(Ω) is noncompact if and only if there exists an orbit accumulation boundary point. In the classiﬁcation of pseu-
doconvex domains with noncompact automorphism groups, CR invariants such as Levi form and various types at orbit
accumulation boundary points play an important role as it is seen in the proof of Wong–Rosay Theorem [16] and oth-
ers.
Let M be a C∞ real hypersurface in Cn+1 for n 1. Such a hypersurface admits a CR structure given by TM∩ J T M , where
J is the standard complex structure of Cn+1. A C∞ diffeomorphism f : M → M which satisﬁes df ◦ J = J ◦df on TM∩ J T M
is called a CR automorphism of M . Let Aut(M) be the set of all CR automorphisms of M . If M is Levi nondegenerate, then
Aut(M) is a real Lie group due to the theory of Chern and Moser [8]. Analogous to Wong–Rosay Theorem, it is proved by
Webster that a strongly pseudoconvex compact real hypersurface M is CR equivalent to a sphere if Aut(M) is connected and
noncompact [19].
Now we consider local version of Webster’s result. Let M be a germ of a C∞ real hypersurface in Cn+1 passing through
the origin and let Aut(M,0) be the set of all germs of CR automorphisms of M ﬁxing 0. Choose a nonzero real vector T at 0
transversal to TM ∩ J T M . Then for f ∈ Aut(M,0), it holds that
df0(T ) = μT mod T0M ∩ J T0M
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S.-Y. Kim / J. Math. Anal. Appl. 366 (2010) 418–434 419for some real number μ. Since f preserves T0M ∩ J T0M, for another choice of real vector T˜ := uT modulo T0M ∩ J T0M , it
also holds that
df0(T˜ ) ≡ u df0(T ) ≡ uμT ≡ μT˜ mod T0M ∩ J T0M.
A CR automorphism f ∈ Aut(M,0) is said to be weakly-contracting, if |μ| < 1. A family { f j} of iterations of weakly contract-
ing f forms a noncompact subgroup of Aut(M,0).
A real hypersurface M is said to be weighted homogeneous if M is deﬁned by a deﬁning function which is a weighted
homogeneous polynomial. In this paper we prove the following:
Theorem 1. Let M be a germ of a C∞ real hypersurface of Cn+1 through 0. Assume that M is of ﬁnite type in the sense of D’An-
gelo near 0. Assume further that M admits a weakly-contracting automorphism f ∈ Aut(M,0). Then there exist a real hypersurface
M˜ ⊂Cn+1 and a germ of a C∞ CR diffeomorphism Ψ : M → M˜ near 0 such that
(i) Ψ ◦ f ◦ Ψ −1 extends to a linear map in Cn+1 and
(ii) M˜ is a weighted homogeneous hypersurface of Cn+1 .
Theorem 2. Let Ω be a bounded pseudoconvex domain in Cn+1 with C∞ boundary of ﬁnite D’Angelo type. Suppose Ω admits an
automorphism f : Ω → Ω extending smoothly to ∂Ω and a point p ∈ ∂Ω such that f (p) = p and f is weakly contracting at p. Then
Ω is biholomorphic to a domain deﬁned by a deﬁning function that is a weighted homogeneous polynomial.
In [11], authors proved the same results when M is a Cω real hypersurface containing no complex variety. We point out
that any automorphism f ∈ Aut(Ω) extends smoothly to the boundary if Ω is smoothly bounded pseudoconvex domain of
ﬁnite D’Angelo type due to [5].
Another issue in the study of automorphism group is that whether there exists a noncompact one-parameter orbit of
automorphisms if there is a noncompact (discrete) orbit of automorphisms. That is,
Problem. Let Ω be a bounded pseudoconvex domain in Cn with a C∞ smooth boundary. If the automorphism group of Ω
is noncompact, does the automorphism group admit a noncompact one-parameter family subgroup?
As an application of Theorem 2, we give a partial answer to this problem. We remark that for germs of C∞ real hyper-
surfaces, the answer to this problem is ‘no’ even if they are strictly pseudoconvex. (See [15].)
For a domain Ω , a point p ∈ ∂Ω is called a hyperbolic orbit accumulation point, if there exist an automorphism f ∈ Aut(Ω)
and points p˜ ∈ ∂Ω − {p}, q ∈ Ω such that
lim
j→∞
f j(q) = p, lim
j→∞
f − j(q) = p˜,
where f j and f − j are the j-th iterations of f and f −1, respectively.
By Theorem 2 together with the result of Bell in [4], we can show the following:
Corollary 1. Let Ω be a bounded pseudoconvex domain in Cn+1 with C∞ boundary of ﬁnite D’Angelo type. Suppose Ω admits a
hyperbolic orbit accumulation boundary point. Then Ω is biholomorphic to a domain deﬁned by a deﬁning function that is a weighted
homogeneous polynomial. In particular, there exists a noncompact one-parameter family subgroup of automorphisms.
2. Multi-type and weights
In this section we introduce Catlin’s multi-type, weight and weighted homogeneous models induced by Catlin’s multi-
type. We refer to [11] for details.
Let M be a germ of C∞ real hypersurface in Cn+1 passing through the origin 0. Take a C∞ deﬁning function ρ of M
such that dρ|M 	= 0. After permuting the order of variables if necessary, one can see that there exists an (n + 1)-tuple of
positive rational numbers τ = (τ0, . . . , τn) satisfying:
(i) τ0  · · · τn .
(ii) For every (n + 1)-tuples of nonnegative integers α = (α0, . . . ,αn) and β = (β0, . . . , βn) it holds that
∂ |α|+|β|ρ
∂zα00 · · · ∂zαnn ∂ z¯β00 · · · ∂ z¯βnn
∣∣∣∣
0
= 0, (1)
whenever
∑n
i=0
αi+βi < 1.τi
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is called a distinguished weight for M at 0 with respect to the standard coordinate system. Catlin’s multi-type of M at 0 is
deﬁned to be the supremum of distinguished weights with respect to the lexicographic ordering, where the supremum is
taken over all possible deﬁning functions ρ and holomorphic local coordinates at 0. (See [7].) Let τ = (τ0, . . . , τn) denote
Catlin’s multi-type of M at 0. Since dρ|M 	= 0, it is obvious that τ0 = 1. Assume further that M is of ﬁnite regular 1-type in
the sense of D’Angelo [9]. Then τn is not larger than the regular 1-type of M at 0.
From now on, we only consider the case when M is of ﬁnite regular 1-type in the sense of D’Angelo. Let τ = (τ0, . . . , τn)
be Catlin’s multi-type of M at 0. We can choose a holomorphic coordinate system and a deﬁning function ρ of M satisfy-
ing (1) for any α and β with
∑n
i=0
αi+βi
τi
< 1. Fix such a deﬁning function ρ and a local coordinate system z = (z0, . . . , zn)
that realize Catlin’s multi-type.
We now decompose the holomorphic tangent space of M at 0. Deﬁne integers 
1, 
2, . . . , 
s with 1 = 
1 < 
2 < · · · <

s  n as well as s from {1, . . . ,n} by
τ1 = · · · = τ
2−1 < τ
2 = · · · = τ
3−1
...
< τ
s = · · · = τn.
Then let
W0 = Span
{
∂
∂z0
}
and
Wr = Span
{
∂
∂z j
: 
r  j < 
r+1
}
, r = 1, . . . , s.
We shall also denote by V j = W j ⊕ · · · ⊕ Ws for each j = 0,1, . . . , s. Finally, we assign weights m0, . . . ,ms to W0, . . . ,Ws ,
respectively, by
m0 = τ1, m1 = τ1
τ
1
, . . . , ms = τ1
τ
s
.
Notice that m0 is the Kohn–Bloom–Graham type of M at 0 (cf. [7]) and that m1 = 1.
Deﬁnition 1. (m0,m1, . . . ,ms) is called the weight of M at 0.
Let ρ and z = (z0, z1, . . . , zn) be a deﬁning function and local coordinates at 0 for Cn+1, respectively, realizing Catlin’s
multi-type for M passing through 0 as above. Write
z = (w, Z) = (w; Z1; . . . ; Zs),
where w = z0 and Zt = (z
t , . . . , z
t+1−1). For λ > 0, deﬁne Sλ :Cn+1 →Cn+1 by
Sλ(z) =
(
λmw;λm1 Z1, . . . , λms Zs
)
,
where m = m0. By [7], in a suitable open neighborhood, say U of the origin in Cn+1, the deﬁning function ρ can be
re-written as
ρ = Imw − P (Z , Z¯) + r(Z , Z¯ ,Rew),
where P (Z , Z¯) is a weighted homogeneous polynomial of degree m (i.e., P ◦ Sλ = λmP ) without any pluri-harmonic terms,
and r(z, z¯,Rew) is a C∞ function of higher weights, i.e., r ◦ Sλ = o(λm) as λ ↓ 0. We call the real hypersurface deﬁned by
Imw = P (Z , Z¯)
a weighted homogeneous model for M .
We introduce a weighted norm for multi-indices. For a multi-index α = (α1, . . . ,αn), we regroup it with sub-multi-
indices such as α := (A1; . . . ; As), where At = (α
t , . . . ,α
t+1−1) for each t = 1, . . . , s. Then deﬁne the weighted norm of the
multi-index α by
‖α‖ :=m1|A1| +m2|A2| + · · · +ms|As|,
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|At | = α
t + · · · + α
t+1−1.
Then it holds that
P (Z , Z¯) =
∑
‖α‖+‖β‖=m
aαβ Z
α Z¯β
and the formal power series expansion of r is of the form∑
‖α‖+‖β‖>m
aαβ Z
α Z¯β .
3. Weighted homogeneous models
In this section we prove basic properties of weighted homogeneous models introduced in Section 2. From now we denote
by
z = (z0, z1, . . . , zn) = (w, Z) = (w, Z1, . . . , Zs),
where Zt = (z
t , . . . , z
t+1−1). Also for any choices of holomorphic mappings F1, . . . , Fk deﬁned on an open set, denote by
I(F1, . . . , Fk) the ideal in the ring of holomorphic functions generated by the components of F1, . . . , Fk .
Let P (Z , Z¯) be a weighted homogeneous polynomial with weight m deﬁned in Section 2. Then it is possible to express
P (Z , Z¯) as
P (Z , Z¯) = P1(Z1, Z¯1) + P2(Z1, Z2, Z¯1, Z¯2) + · · · + Ps(Z1, . . . , Zs, Z¯1, . . . , Z¯ s)
where each Pt is a polynomial such that
Pt(Z1, . . . , Zt−1,0, Z¯1, . . . , Z¯t−1,0) = 0.
Since Catlin’s multi-type is the maximal multi-index among distinguished weights, we can show that for any holomorphic
vector ﬁeld X of the form
X =
∑
1 j<
t+1
g j(Z1, . . . , Zt)
∂
∂z j
such that∑

t j<
t+1
g j(0, . . . ,0)
∂
∂z j
	= 0,
where each g j(Z1, . . . , Zt) is a holomorphic function in Z1, . . . , Zt , it holds that
X
( ∑
1 jt
P j
)
	≡ 0. (2)
For a holomorphic mapping G(Z) = (g1(Z), . . . , gn(Z)), denote by Gr(Z) = (g
r (Z), . . . , g
r+1−1(Z)) for each r ∈ {1, . . . , s}.
Also denote by
∂
∂ Zr
=
(
∂
∂z
r
, . . . ,
∂
∂z
r+1−1
)
and
Gr(Z) · ∂
∂ Zr
=

r+1−1∑
j=
r
g j(Z)
∂
∂z j
.
Then we can show the following technical lemma. Proof is given in [11].
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(Zr+1, . . . , Zs). Let
X =
t∑
r=1
Gr(Z) · ∂
∂ Zr
.
Then
X
(
t∑
r=1
Pr(Z , Z¯)
)
≡ 0
implies X ≡ 0.
Note that Lemma 1 holds in any holomorphic coordinates.
4. Weak CR contraction
In [11], authors prove the linearization of a holomorphic weak contraction of a Cω real hypersurface of ﬁnite type. In
this section we prove a partial linearization result in C∞ category. Namely, we prove the following theorem, whose proof is
analogous to Cω case.
Theorem 3. Let (M,0) ⊂Cn+1 be a germ of a C∞ real hypersurface of ﬁnite regular 1-type in the sense of D’Angelo passing through 0
and let (m0, . . . ,ms) be its weight at 0. If f ∈ Aut(M,0) is a weak contraction at 0, then for any k 1, there exists a local biholomorphic
map h at 0 with h(0) = 0 such that
h ◦ f ◦ h−1(w, Z) = (μw, D1 Z1, . . . , Ds Zs) + o(k),
where Dr (for each r = 1, . . . , s) is a diagonal matrix such that the absolute values of its eigenvalues are equal to |μ|
mr
m0 .
4.1. Technical lemmata
Before we prove Theorem 3, we present some technical lemmas.
Let k 1 be given. Assume that k is larger than D’Angelo type at 0. Let ρ and z = (w, z1, . . . , zn) be a deﬁning function
and a local coordinate system at 0 for Cn+1, respectively, realizing Catlin’s multi-type for (M,0). Let
(w, z1, . . . , zn) = (w, Z1, . . . , Zs),
as in Section 1. As in Section 2, we can write
ρ = Imw − P (Z , Z¯) + r(Z , Z¯ ,Rew) + o(k),
where P (Z , Z¯) is a weighted homogeneous polynomial of degree m and r(Z , Z¯ ,Rew) is a sum of non-pluriharmonic mono-
mials of higher weights.
Let
f = (g, F ) = (g, f 1, . . . , f n).
Since P and r contain no pluri-harmonic terms and f preserves M , we have
g = μw + w2 g˜ + o(k)
for some holomorphic function g˜ . Furthermore we have the following lemma:
Lemma 2. Let F = Φ +o(k), whereΦ = (Φ1, . . . ,Φs) is a holomorphic polynomial map of degree k. Then for all r,Φr is of weighted
degreemr.
Proof. Suppose that for some r, there exists a term in Φr whose weighted degree is less than mr . Choose the smallest
ω0 > 0 such that for some r, Φr contains a nonzero term of weighted degree mr − ω0. Let Ψ = (Ψ1, . . . ,Ψs) be the holo-
morphic polynomial map such that each Ψr is weighted homogeneous polynomial of weight mr − ω0 and Φr − Ψr contains
no nonzero terms of weighted degree mr − ω0. Then Ψr depends only on Zr+1, . . . , Zs .
Since g = μw + w2 g˜ + o(k), the weight m − w0 terms in the composition of the deﬁning function ρ with f yields∑
t
Ψt · ∂
∂ Zt
P ≡ 0.
But this implies Ψ ≡ 0 by Lemma 1, which contradicts the assumption. 
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df0(Vt) ⊂ Vt . Therefore we can see that there exists a matrix A ∈ GL(n + 1,C) such that A(Vt) ⊂ Vt and A df0A−1 = D + N ,
where D is diagonal and N is nilpotent such that ND = DN [11].
Deﬁnition 2. Assume that df0 = D + N , where D is diagonal, N is nilpotent and DN = ND . A holomorphic polynomial map
G: (Cn+1,0) → (Cn+1,0) is said to satisfy the resonance condition with respect to f , if
G ◦ D = D ◦ G.
Similar to Lemma 5 in [11], we can show that there exists a local biholomorphic map h of Cn+1 ﬁxing 0 with dh(0) = id,
such that
h ◦ f ◦ h−1 = f1 + R + o(k),
where f1 is the linear term of f and R is a polynomial map satisfying the resonance condition with respect to f and the
new holomorphic coordinates given by h realize Catlin’s multi-type, i.e., in new coordinates, M has a local deﬁning function
whose distinguished weight is the Catlin’s multi-type.
Now we assume that
f = (μw, F ) = (μw, L + R) + o(k)
for some R such that the map (w, Z) → (w, R(w, Z)) satisﬁes the resonance condition with respect to f , where L = dF (0).
Let
ρ = Imw − q(Z , Z¯ ,Rew) + o(k).
For (w, Z) ∈ M , we have
w = Rew + iq(Z , Z¯ ,Rew) + o(k).
Since f = (g, F ) preserves M , it follows that
Im g = q(F , F¯ ,Re g) + o(k).
Since g = μw + w2 g˜ + o(k), for (w, Z) ∈ M with Rew = 0, it holds that
μq(Z , Z¯ ,0) = q(F (Z ,0), F¯ ( Z¯ ,0),0)+ q(Z , Z¯ ,0) · δ(Z , Z¯) + o(k), (3)
for some δ(Z , Z¯) satisfying δ(Z , Z¯) = O (|Z |) as |Z | → 0. Note that each term in q(Z , Z¯ ,0) · δ(Z , Z¯) has weight strictly larger
than m.
From now on, we set
λ := |μ| 1m ,
L := (L1, . . . , Ls),
D := Diag(λ1, . . . , λn) = (D1, . . . , Ds),
where Lr is the Zr component of L and
Dr = Diag(λ
r , . . . , λ
r+1−1).
Write F = (Φ1, . . . ,Φs) + o(k), where each Φt is a C
t+1−
t -valued holomorphic polynomial map of weight mt . Let
Φ := (Φ1, . . . ,Φs) = (L1 + R1, . . . , Ls + Rs),
where R = (R1, . . . , Rs). Note that
Lr Z = Lr Zr + (terms of weight >mr).
We may assume that Lr restricted to Zr is upper triangular.
A polynomial function h(Z , Z¯) is called (μ, D)-homogeneous, if
h(DZ , D¯ Z¯) = μh(Z , Z¯).
Since L = D + N for some nilpotent matrix N such that DN = ND , we can show that a function h is (μ, D)-homogeneous
if and only if h(L Z , L¯ Z¯) is (μ, D)-homogeneous.
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Proof. First we will show that P1 is (μ, D)-homogeneous. By comparing the smallest degree term in (3), we have
μP1(Z1, Z¯1) = P1(L1 Z1, L¯1 Z¯1).
Let
P1(Z1, Z¯1) = A(Z1, Z¯1) + B(Z1, Z¯1),
where A is (μ, D)-homogeneous and no terms in B are (μ, D)-homogeneous. Then we have
μA(Z1, Z¯1) = A(L1 Z1, L¯1 Z¯1)
and
μB(Z1, Z¯1) = B(L1 Z1, L¯1 Z¯1).
Suppose B 	≡ 0. Replace B by its power series expansion ∑α,β aα,β Zα1 Z¯β1 and then consider the highest term in lexico-
graphic ordering for (α,β). Then there exists non-trivial (α,β) such that
μaα,β Z
α
1 Z¯
β
1 = aα,β(D1 Z1)α(D¯1 Z¯1)β .
But by assumption, there are no (μ, D)-homogeneous terms in B. Therefore we have B ≡ 0, i.e., P1 is (μ, D)-homogeneous.
Let
Rr = Rr + (terms of weight >mr).
For a given t > 1, assume that P ′ is (μ, D)-homogeneous, where
P ′ =
∑
r<t
Pr .
Since P ′ is (μ, D)-homogeneous and R satisﬁes R ◦ D = D ◦ R , we can show that P ′(L′ Z ′ + R′, L¯′ Z¯ ′ + R¯′) is also (μ, D)-
homogeneous, where Z ′ = (Z1, . . . , Zt−1), L′ = (L1, . . . , Lt−1) and R′ = (R1, . . . ,Rt−1).
Let
Pt = A + B,
where A is (μ, D)-homogeneous and no terms in B are (μ, D)-homogeneous. Suppose B 	≡ 0. Then there exists d such that
B ∈ O (|Zt |d) but B /∈ o(|Zt |d) as Zt → 0. Since Rt depends only on Zt+1, . . . , Zs , we have
Rt
(
Z ′, Zt ,0
)= 0.
Notice that for r > t ,
Pr
(
Φ
(
Z ′, Zt ,0
)
, Φ¯
(
Z¯ ′, Z¯t ,0
))= 0
modulo terms of weight >m. Hence by comparing non-(μ, D)-homogeneous terms of weight m in (3), we have
μB(Z ′, Zt , Z¯ ′, Z¯t)= B(L′ Z ′ + R′(Z ′,0), Lt Zt, L¯′ Z¯ ′ + R¯′( Z¯ ′,0), L¯t Z¯t)
modulo o(|Zt |d) as Zt → 0.
Replace B by its power series expansion ∑α,β aα,β(Z ′, Z¯ ′)Zαt Z¯βt and then consider the highest term in lexicographic
ordering for (α,β) with |(α,β)| = d. Then there exist α, β such that
μaα,β
(
Z ′, Z¯ ′
)
Zαt Z¯
β
t = aα,β
(
L′ Z ′ + R′(Z ′,0), L¯′ Z¯ ′ + R¯′( Z¯ ′,0))(Dt Zt)α(D¯t Z¯t)β .
Collect all smallest degree terms in aα,β(Z ′, Z¯ ′) and say a(Z ′, Z¯ ′). Since smallest degree terms in aα,β(L′ Z ′ + R′, L¯′ Z ′ + R¯′)
occur in aα,β(L′ Z ′, L¯′ Z ′), we have
μa
(
Z ′, Z¯ ′
)= a(L′ Z ′, L¯′ Z¯ ′)Λαt Λ¯βt ,
where Λαt = λα
t
t · · ·λ
α
t+1−1

t+1−1 . By considering the highest term for lexicographic ordering in Z
′ , we can show that there exists
a (μ, D)-homogeneous term in a(Z ′, Z¯ ′)Zαt Z¯
β
t , which contradicts to the assumption of B. Hence the proof is completed. 
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Zα Z¯β, Zγ Z¯ δ
}= { |Zα Z¯β |2, if α = γ , β = δ,
0, otherwise
for any multi-indices α, β , γ and δ.
Lemma 4. There exists a holomorphic map h of the form
h = (w, Z) + R˜ = (w, Z1 + R˜1, . . . , Zs + R˜s)
with each R˜t of weight mt such that h satisﬁes the resonance condition with respect to f and h(M) is deﬁned by
Imw = P (Z , Z¯) + r(Z , Z¯ ,Rew) + o(k),
where r is of weight >m and P satisﬁes the following:
For any holomorphic vector ﬁeld X of the form
X =
∑
rt−1
Hr(Z1, . . . , Zt) · ∂
∂ Zr
such that each Hr(Z1, . . . , Zt) is a holomorphic polynomial in Z1, . . . , Zt , the following property{
X
( ∑
rt−1
Pr
)
, Pt
}
= 0
holds.
Proof. We will use induction on t . For a given t , consider a biholomorphic map
h(w, Z) = (w, Z1 + H1, . . . , Zt + Ht, Zt+1, . . . , Zs)
such that each Hr depends only on Z1, . . . , Zt and Hr ∈ I(Zt). Then after the holomorphic change of coordinates by h,
each Pr , r  t, remains unchanged and Pt changes to
P˜t := Pt −
∑
r,ν<t
Hr · ∂
∂ Zr
Pν
modulo o(|H|) as Zt → 0. Since P satisﬁes the resonance condition with respect to f , we can choose H1, . . . , Ht such that
h satisﬁes the resonance condition with respect to f and P˜t contains no terms of the form Gr · ∂∂ Zr Pν , r, ν < t , where each
Gr is holomorphic in Z1, . . . , Zt . By induction on t and induction on the degree of Zt , we can prove the lemma. 
Note that since dh(0) = id and h satisﬁes the resonance condition with respect to f , the map h ◦ f ◦ h−1 : h(M) → h(M)
is of that form
h ◦ f ◦ h−1 = f1 + Rnew + o(k)
for some new mapping Rnew which satisﬁes the resonance condition with respect to f , where f1 is the linear term
of f .
Now by replacing M with h(M), we assume that M satisﬁes the condition in Lemma 4 and f = f1 + R + o(k), where R
satisﬁes the resonance condition with respect to f . Let
f = (μw,Φ) + o(k).
Recall that for holomorphic maps F1, . . . , Fs , I(F1, . . . , Fs) is the ideal in the ring of holomorphic functions generated by
the components of F1, . . . , Fs .
Claim 1.We claim that for t  s, it holds that
(i) if r  t, then
Φr = Dr Zr + Rr
with |λ
r | = · · · = |λ
r+1−1| = λmr , Rr ∈ I(Zt+1, . . . , Zs) and if r > t, then
Φr ∈ I(Zt+1, . . . , Zs),
(ii) λ˜ := min(|λ j |, j  
t+1) > λmt .
We use induction on t . Proof is the same as Cω case and here we only present the ideas. For details, we refer to Section 3
of [11].
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Let λ˜ :=min(|λi |, i = 1, . . . ,n). Write
P1(Z1,W1) =
∑
α,β
aα,β(Z1)
α(W1)
β .
By comparing terms of the lowest degree in (3), one sees that
μP1(Z1,W1) = P1(L1 Z1, L¯1 Z¯1).
Then by comparing the degrees by the lexicographic ordering, we can see that there exist multi-indices α and β with
|α| + |β| =m such that
μ = (Λ1)α(Λ¯1)β,
where (Λ1)α := λα11 · · ·λ
α
2−1

2−1 . Since λ˜ = min(|λ1|, . . . , |λn|), we have λ˜ λ, where λ := |μ|
1
m . Moreover, since M is of ﬁnite
(regular) 1-type in the sense of D’Angelo, for any complex line V , there exists an integer lm such that
q(V , V¯ ,0) =
∑
α,βl
aαβ¯V
α V¯ β + o(k),
where ∑
α,β=l
aαβ¯V
α V¯ β 	= 0, (4)
which implies |μ| = λ˜l for some l m. Since λ˜ λ < 1 and m  l, it follows that l =m and λ˜ = λ. Also by comparing the
lexicographic order of (3), we conclude |λ j| = λ˜ for j = 1, . . . , 
2 − 1 and min(|λ j |, j  
2) > λ.
Notice that in this step we showed that
Φ1(Z) = L1 Z1 + R1(Z2, . . . , Zs)
and for t  2,
Φt(Z) ∈ I(Z2, . . . , Zs).
Moreover, since we have l =m in (4), by comparing the terms in
μP1(Z1, Z¯1) = P1(L1 Z1, L¯1 Z¯1)
we can conclude that L1 = D1, which completes the proof for t = 1.
4.3. Proof of Claim 1 for t > 1
Assume that
(i) if r  t , then
Φr = Dr Zr + Rr
with |λ
r | = · · · = |λ
r+1−1| = λmr , Rr ∈ I(Zt+1, . . . , Zs) and if r > t , then
Φr ∈ I(Zt+1, . . . , Zs),
(ii) λ˜ := min(|λ j |, j  
t+1) > λmt .
Let
Z ′ := (Z1, . . . , Zt), Φ ′ = L′ + R ′ := (L1 + R1, . . . , Lt + Rt)
and let
P ′ :=
∑
rt
Pr .
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(i) λ˜ = λmt+1 .
(ii) |λ j | = λ˜ for j = 
t+1, . . . , 
t+2 − 1.
(iii) min(|λ j |, j  
t+2) > λ˜.
Similarly, in this step we have
Φr =
⎧⎨⎩
Dr Zr + Rr, if r  t,
Lr Zr + Rr, if r = t + 1,
∈ I(Zt+2, . . . , Zs), if r > t + 1,
with Rt+1 ∈ I(Zt+2, . . . , Zs). Therefore the next lemma will complete the induction argument.
Lemma 5. Lt+1 − Dt+1 = R ′(Z ′, Zt+1,0) = 0.
Proof. Let Z = (Z ′, Zt+1,0). Comparing the weight m terms in (3), we have
μPt+1
(
Z ′, Zt+1,W ′,Wt+1
)= Pt+1(D ′Z ′, Lt+1 Zt+1, D¯ ′W ′, L¯t+1Wt+1)+ R ′(Z ′, Zt+1,0) · ∂
∂ Z ′
P ′
(
D ′ Z ′, D¯ ′W ′
)
+ R¯ ′(W ′,Wt+1,0) · ∂
∂W ′
P ′
(
D ′Z ′, D¯ ′W ′
)
modulo terms of higher degree in Zt+1,Wt+1. Let Nt+1 = Lt+1 − Dt+1. Since Pt+1 is (μ, D)-homogeneous, we have
0= Nt+1 Zt+1 · ∂
∂ Zt+1
Pt+1
(
D ′Z ′, Dt+1 Zt+1, D¯ ′W ′, D¯t+1Wt+1
)
+ N¯t+1Wt+1 · ∂
∂Wt+1
Pt+1
(
D ′Z ′, Dt+1 Zt+1, D¯ ′W ′, D¯t+1Wt+1
)
+ R ′(Z ′, Zt+1,0) · ∂
∂ Z ′
P ′
(
D ′Z ′, D¯ ′W ′
)+ R¯ ′(W ′,Wt+1,0) · ∂
∂W ′
P ′
(
D ′ Z ′, D¯ ′W ′
)
(5)
modulo terms of higher degree in Zt+1,Wt+1.
Suppose Nt+1 	= 0. Since we assume that Nt+1 is upper triangular, there exists j0 such that for Zt+1 = (Z ′t+1, Z ′′t+1),
where we set
Z ′t+1 := (z
t+1 , . . . , z j0), Z ′′t+1 := (z j0+1, . . . , z
t+2−1),
Lt+1 Zt+1 is written as
Lt+1 Zt+1 =
(
D ′t+1 Z ′t+1 + N ′t+1 Z ′′t+1, D ′′t+1 Z ′′t+1 + N ′′t+1 Z ′′t+1
)
with N ′t+1 	= 0. Let V = (Z ′, Z ′t+1,0). By comparing terms in (5), we have
R ′(V ) · ∂
∂ Z ′
P ′
(
D ′Z ′, D¯ ′ Z¯ ′
)= 0.
Therefore by Lemma 1, we have R ′(V ) = 0. Therefore by comparing those terms which contain Z ′′t+1 in (5), we have either
there exists a holomorphic map H such that{
H
(
Z ′, Z ′t+1
) · ∂
∂ Z ′
P ′
(
Z ′, Z¯ ′
)
, Pt+1
(
Z ′, Z ′t+10, Z¯ ′, Z¯ ′t+1,0
)} 	= 0,
which does not happen by Lemma 4 or
0= Nt+1 Zt+1 · ∂
∂ Zt+1
Pt+1
(
D ′Z ′, Dt+1 Zt+1, D¯ ′W ′, D¯t+1Wt+1
)
= R ′(Z ′, Zt+1,0) · ∂
∂ Z ′
P ′
(
D ′Z ′, D¯ ′W ′
)
.
In the latter case, we can conclude that Nt+1 = 0 as in the case of N1 and that R ′(Z ′, Zt+1,0) = 0. Hence the proof is
completed. 
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Let (M,0) be a germ of a smooth real hypersurface in Cn+1. A smooth real vector ﬁeld T deﬁned in a neighborhood
of 0 in M is called an inﬁnitesimal CR automorphism of M if its ﬂow generates a one-parameter family of CR automorphisms
of M . It is well known [1] that T is an inﬁnitesimal CR automorphism of M if and only if there exist CR functions h0, . . . ,hn
deﬁned in a neighborhood of 0 such that
T = Re
∑
j
h j
∂
∂z j
.
In this section, we will prove the following theorem:
Theorem 4. Let (M,0) be a germ of a C∞ real hypersurface in Cn+1 of ﬁnite regular 1-type and let f ∈ Aut(M,0) be a weak CR
contraction map such that df0(v) = μv modulo TM ∩ J T M for a nonzero real tangent vector v transversal to CR structure bundle.
Then there exists a C∞ inﬁnitesimal CR automorphism T with T (0) ⊥ (T0M ∩ J T0M) such that
f∗(T ) = μT ( f ). (6)
By Theorem 3, we may assume that
f = (μw, λ1z1, . . . , λnzn) + o(1),
where 0 < μ < |λ1| · · · |λn| < 1. Choose positive real numbers r, s and an open neighborhood U of 0 in M such that
(i) s < μ, |λn| < r, μr/s < 1.
(ii) If x ∈ U , then ‖ f (x)‖ r‖x‖.
(iii) If x ∈ f (U ) and v ∈ TxM , then ‖df −1x v‖ 1s ‖v‖.
Lemma 6. Suppose X1 and X2 are C1 solutions to (6). If X1(0) = X2(0), then X1 ≡ X2 .
Proof. Let Y := X1 − X2. Since X1(0) = X2(0), there exists K such that∥∥Y (x)∥∥ K‖x‖
for all suﬃciently small x. By the assumption on X1 and X2, Y also satisﬁes f∗Y = μY ( f ). Hence for any j, we have
Y (x) = μ j df − jY ( f j(x)).
Consequently, we have∥∥Y (x)∥∥ (μ
s
) j
K
∥∥ f j(x)∥∥ (μr
s
) j
K‖x‖
for all j, which implies Y ≡ 0. 
Choose linearly independent (1,0) vector ﬁelds e1, . . . , en of M and a real vector ﬁeld e0 of M transversal to
e1, . . . , en, e¯1, . . . , e¯n . Since f is a CR map, we can deﬁne a bundle map df : T 1,0|M(Cn+1) → T 1,0|M(Cn+1) by
f∗(v) := v0
(
f∗(e0) +
√−1 J f∗(e0)
)+∑
j
v j f∗(e j)
for v = v0(e0 +
√−1 J e0) + ∑ j v je j , where T 1,0Cn+1 is a holomorphic tangent bundle of Cn+1 and J is the standard
complex structure of Cn+1. Note that
df0
(
∂
∂w
)
= μ ∂
∂w
mod T 1,0M.
By Theorem 3, for any k, we can choose a local biholomorphic map ψ ﬁxing 0 such that dψ(0) = id and
ψ−1 ◦ f ◦ ψ(z) = (μw, λ1z1, . . . , λnzn) + o(k + 1).
If a Ck vector ﬁeld X satisﬁes (ψ−1 ◦ f ◦ ψ)∗X = μX(ψ−1 ◦ f ◦ ψ) and X(0) = Re ∂∂w , then X ′ := ψ∗X is the unique Ck
solution to (6) such that X ′(0) = Re ∂
∂w . Therefore for any k, we may assume that f = (μw, λ1z1, . . . , λnzn) + o(k + 1).
Fix an open neighborhood U of 0. Suppose a Ck vector ﬁeld X satisﬁes f∗X = μX( f ) in a small neighborhood U˜ ⊂ U
of 0. By iteration, we have X = μ j df − j X( f j). Hence by choosing j such that f j(U˜ ) ⊂ U , we can extend X as a Ck vector
ﬁeld in U . By this and Lemma 6, we can see that to prove Theorem 4, it is enough to prove the following theorem:
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f = (μw, λ1z1, . . . , λnzn) + o(k + 1)
for some k  1, where 0 < |μ| < |λ1| · · · |λn| < 1. Then there exists a Ck inﬁnitesimal CR automorphism T with T (0) = Re ∂∂w
such that
f∗(T ) = μT ( f ).
In [18], Ueda proved that for a biholomorphic contracting map f : (Cn,0) → (Cn,0) with smallest eigenvalue μ, there
exists a holomorphic vector ﬁeld v(x) in a neighborhood of 0 such that v(0) 	= 0 and dfxv(x) = μv( f (x)) for all x ∈ Cn
suﬃciently close to 0. We modify Ueda’s proof to prove Theorem 5.
Proof. Let D = diag(μ,λ1, . . . , λn). Since f = (μw, λ1z1, . . . , λnzn) + o(k + 1), we have
df −1 = D−1 + R(x),
where R(x) is an (n + 1) × (n + 1) matrix in o(k). Deﬁne X0(x) = ∂∂w and deﬁne X j for j  1 inductively by
X j(x) = μdf (x)−1X j−1
(
f (x)
)
for all x ∈ M suﬃciently close to M . First, we will show that {X j} converges to a Ck vector ﬁeld X∞ such that X∞(0) = ∂∂w .
Clearly X∞ solves Eq. (6).
For j  1, let
Y j = X j − X j−1.
Since Y1(x) = R(x) ∂∂w and since R(x) ∈ o(k), we can show that∥∥Y j+1(x)∥∥= ∥∥μ j df − j R( f j(x))∥∥ C0(μr
s
) j
‖x‖k
for some constant C0. We claim that for any nonnegative integer l k, there exists Cl such that∥∥Y (l)j+1(x)∥∥ Cl(μrs
) j
‖x‖k−l
for all j.
We have seen that our claim holds for l = 0. Assume that the claim holds for l < l0. Since Y1(x) = R(x) ∂∂w , there exists
Cl0 such that∥∥Y (l0)1 ∥∥= ∥∥R(l0)(x)∥∥ Cl0‖x‖k−l0 .
Since Y j+1 = μdf −1(x)Y j( f (x)), we have
Y (l0)j+1(x) = μ
(
D−1 + R(x))Y (l0)j ( f (x))(df (x))l0 + μH(R(l0), Y (l0−1)j ( f (x)), f (l0+1)),
where H is a polynomial independent of j. Choose C independently of j such that∥∥H(R(l0), Y (l0−1)j ( f (x)), f (l0))∥∥ C∥∥Y (l0−1)j ( f (x))∥∥.
By induction argument, there exists Cl0−1 such that∥∥Y (l0−1)j ( f (x))∥∥ Cl0−1(μrs
) j−1∥∥ f (x)∥∥k+1−l0 .
Therefore for another constant C˜ , we have
∥∥H(R(l0), Y (l0−1)j ( f (x)), f (l0))∥∥ C˜(μrs
) j−1∥∥ f (x)∥∥k+1−l0 .
Choose a neighborhood U˜ ⊂ U of 0 such that
C˜rk+1−l0‖x‖ Cl0
r (
1− rk−l0)
s
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∥∥μH(R(l0), Y (l0−1)j ( f (x)), f (l0))∥∥ Cl0(μrs
) j(
1− rk−l0)‖x‖k−l0 .
Assume that on U˜ , we have
∥∥Y (l0)j ∥∥ Cl0(μrs
) j−1
‖x‖k−l0
for all j  j0. Since∥∥μ(D−1 + R(x))Y (l0)j0 ( f (x))(df (x))l0∥∥μ rs∥∥Y (l0)j0 ( f (x))∥∥
 Cl0
μr
s
(
μr
s
) j0−1∥∥ f (x)∥∥k−l0
 Cl0
(
μr
s
) j0
rk−l0‖x‖k−l0 ,
we have∥∥Y (l0)j0+1(x)∥∥ Cl0
(
μr
s
) j0
‖x‖k−l0 .
Hence the claim holds for j = j0 + 1.
Since μrs < 1, from the claim above, we can deduce that Y
(k)
j converges uniformly to 0 as j → ∞. Since X j(0) = ∂∂w for
all j, this implies that the limit of X j exists as j → ∞ and the limit X∞ is Ck .
Let
T := Re X∞.
We will show that T is tangent to M and T (0) ⊥ (T0M ∩ J T0M). Since X∞(0) = ∂∂w , T (0) is tangent to M and T (0) ⊥
(T0M ∩ J T0M). Choose a complex valued continuous function θ with |θ | = 1 such that θT is tangent to M . Then we have
f∗
(
θ(x)T (x)
)= α(x)θ( f (x))T ( f (x))
modulo T 1,0M + T 0,1M for some real valued continuous function α(x), where
T 0,1M := {v + √−1 J v: v ∈ TM ∩ J T M}.
On the other hand, by the property of X∞ , we have
f∗
(
θ(x)T (x)
)= θ(x) f∗(T (x))= θ(x)μT ( f (x)).
Hence we have |α(x)| = μ and θ(x) = ±θ( f (x)). Since α(x) is a continuous real valued function, we may assume that either
α(x) ≡ μ or α(x) ≡ −μ in a small neighborhood of 0. If α(x) = μ, then we have θ(x) = θ( f (x)) and if α(x) = −μ, then we
have θ(x) = θ( f 2(x)). Therefore in any case, we have
θ(x) = lim
j→∞
θ
(
f 2 j(x)
)
.
Since θ is continuous and f 2 j(x) → 0 as j → ∞, this implies that
θ(x) ≡ θ(0) = 1.
Finally, we will show that T is an inﬁnitesimal CR vector ﬁeld, i.e., there exist CR functions hl , l = 0, . . . ,n such that
T = Re
n∑
l=0
hl
∂
∂zl
,
where z0 = w . Since f is a CR map, by deﬁnition, each X j is of the form
X j =
n∑
hlj
∂
∂zl
,l=0
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X∞ =
n∑
l=0
hl∞
∂
∂zl
,
where hl∞ , l = 0, . . . ,n are CR functions on M . 
6. Proofs of Theorems 1, 2 and Corollary 1
A germ of a nowhere-vanishing C∞ inﬁnitesimal CR automorphism transversal to CR structure bundle can be straight-
ened by a CR transform. More precisely, we can prove the following proposition. The proof is due to [2]. See Lemma I.1 of
[2] for details.
Proposition 1. Let M be a C∞ real hypersurface in Cn+1 and let T be a germ of a nowhere-vanishing C∞ inﬁnitesimal CR automor-
phism of M transversal to T 1,0M. Then there exists a C∞ CR embedding Ψ : M →Cn+1 such that Ψ∗(T ) = Re ∂∂w .
Before we prove Theorem 1, we state Poincaré’s linearization of holomorphic contraction.
Theorem 6 (Poincaré). Suppose that f is a biholomorphic map ﬁxing 0 such that L := df (0) is invertible and the absolute values of
its eigenvalues are less than 1. Denote by f = L +∑k2 fk where each fk is a homogeneous polynomial of degree k. If no nonzero fk,
for any k  2, satisﬁes the resonance condition with respect to f , then there exists a local biholomorphic map h ﬁxing 0 such that
dh(0) = id and h ◦ f ◦ h−1 = L, in an open neighborhood of 0.
Proof of Theorem 1. Let f : M → M be as in Theorem 1. By Theorem 3, we may assume that
f = (μw, λ1z1, . . . , λnzn) + o(1),
where 0 < μ < |λ1|  · · ·  |λn| < 1. By Theorem 4 we can choose a C∞ inﬁnitesimal CR automorphism T such that
f∗T = μT with T (0) = Re ∂∂w . By Proposition 1, there exists a smooth CR transformation Ψ such that Ψ∗(T ) = Re ∂∂w .
Since Ψ∗(T ) = Re ∂∂w , we have that M˜ := Ψ (M) is deﬁne by
Imw = φ(Z , Z¯).
Since M˜ contains no complex hyperplane, by [17], f˜ := Ψ ◦ f ◦ Ψ −1 extends holomorphically to one side of M˜ . Further-
more, since(
Ψ ◦ f ◦ Ψ −1)∗(Re ∂∂w
)
= μRe ∂
∂w
on M˜ , we have
f˜ = (μw + g(Z), F (Z))
on one side of M˜ , where g and F are holomorphic in the Z variable only. Therefore we can extend f˜ holomorphically to a
neighborhood of the reference point 0 ∈ M˜ .
Suppose M˜ is of inﬁnite regular 1-type. Then for any nonnegative integer k, there exists a complex curve ζ : (C,0) →
(Cn+1,0) with dz(0) 	= 0 such that r˜ ◦ ζ ∈ o(k) for some deﬁning function r˜ of M˜ . Since Ψ is a C∞ diffeomorphism, we can
extend Ψ as a C∞ diffeomorphism of Cn+1 near 0. Since the order of contact is independent of the choice of the deﬁning
function, we may assume that r˜ = r ◦ Ψ −1. Then we obtain
r ◦ (Ψ −1 ◦ ζ ) ∈ o(k).
Since Ψ is a CR map, we can choose a local biholomorphic map Ψ (k) such that Ψ − Ψ (k) ∈ o(k). Then we obtain
r ◦ ((Ψ (k))−1 ◦ ζ ) ∈ o(k).
Since (Ψ (k))−1 ◦ ζ is a holomorphic curve through 0, this implies that the regular 1-type of M is at least k + 1, which is a
contradiction. Hence we conclude that M˜ is of ﬁnite regular 1-type.
Since f˜ is weakly contracting, by Theorem 3, we may assume that for any k,
f˜ = (μw, λ1z1, . . . , λnzn) + o(k),
where 0 < μ < |λ1|  · · ·  |λn| < 1. Choose k suﬃciently large so that |λn|k < μ. Then f˜ has no resonance terms with
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f˜ = (μw, λ1z1, . . . , λnzn) = (μw, DZ),
where DZ = (λ1z1, . . . , λnzn).
Now assume that in this new coordinates, M˜ is deﬁned by
M˜ = {(w, Z) ∈Cn+1: Imw = P (Z , Z¯) + r(Z , Z¯ ,Rew)},
where P is a (μ, D)-homogeneous polynomial, i.e., P satisﬁes P (DZ , D¯ Z¯) = μP (Z , Z¯) and r is the remainder term whose
power series expansion has no (μ, D)-homogeneous terms. Since f˜ preserves M˜ , we have
μ
{
P (Z , Z¯) + r(Z , Z¯ ,Rew)}= P (DZ , D¯ Z¯) + r(DZ , D¯ Z¯ ,μRew).
Since power series expansion of r has no (μ, D)-homogeneous terms, this implies that r ∈ o(∞). Furthermore, for any
(w, Z) ∈ M˜ , we have
r(Z , Z¯ ,Rew) = lim
n→∞
1
μn
r
(
Dn Z , D¯n Z¯ ,μn Rew
)
.
Choose k suﬃciently large so that ‖(μw, DZ)‖k < μ‖(w, Z)‖k . Since r ∈ o(k), by taking the limit, we have∣∣r(Z , Z¯ ,Rew)∣∣ lim
n→∞
|r(Dn Z , D¯n Z¯ ,μn Rew)|
‖(μn Rew, Dn Z)‖k = 0. 
Proof of Theorem 2. Proof of Theorem 1 is analogous to Cω case. We present ideas of the proof. For details, we refer
to [11].
Let Ω be a bounded domain with C∞ boundary of ﬁnite type and let f ∈ AutΩ that extends smoothly to the boundary.
Assume that there exists p ∈ ∂Ω such that
(1) f (p) = p, and
(2) f is weakly contracting at p.
By Theorem 1, there exist an open neighborhood U ⊂ ∂Ω of p and a CR diffeomorphism Ψ : U → Ψ (U ) ⊂Cn+1 such that
(1) Ψ (p) = 0.
(2) Ψ (U ) = {w = (w0, . . . ,wn) | Imw0 = P (w1, . . . ,wn)}.
(3) Ψ ◦ f ◦ Ψ −1 is linear.
Since Ω is pseudoconvex domain of ﬁnite type, there exists an open neighborhood V ⊂ Cn+1 of p such that Ψ extends
holomorphically to V ∩ Ω . Assume that
Ψ (V ∩ Ω) ⊂ {(w0, . . . ,wn) ∈Cn+1 ∣∣ Imw0 > P (w1, . . . ,wn)}.
Denote by
f˜ = Ψ ◦ f ◦ Ψ −1
and by
Ω˜ = {(w0, . . . ,wn) ∈Cn+1 ∣∣ Imw0 > P (w1, . . . ,wn)}.
Notice that f˜ is deﬁned everywhere in Cn+1 as it is linear and is also contracting.
Let f j be the j-th iteration of f , i.e., and f j = f ◦ f j−1 for j = 2,3, . . . . Denote by f −
 = ( f −1)
 for 
 = 1,2, . . . . By the
result of Bell [4], we can show that for every compact subset K of Ω , there exists a positive integer m(K ) such that
f k(K ) ⊂ V ∩ Ω, ∀km(K ).
Consider now the composition
Fk = f˜ −k ◦ Ψ ◦ f k.
Then Fk is a well-deﬁned holomorphic mapping from an open neighborhood of K into Ω˜ , whenever km(K ). Notice that
Fk+
(z) = Fk+
−1(z)
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Fk+
 = Fk
on K . Hence the map
F := lim
k→∞
Fk
is a well-deﬁned a holomorphic mapping from Ω into Ω˜ .
Likewise, consider the composition
gk = F−1k = f −k ◦ Ψ −1 f˜ k.
Similarly, the map
G := lim
k→∞
gk
is a well-deﬁned holomorphic mapping from Ω˜ into Ω and F and G are inverse to each other. Therefore, F : Ω → Ω˜ is a
biholomorphic mapping. The remaining conclusion of Theorem 2 now follows immediately. 
Proof of Corollary 1. Let Ω1 and Ω2 be smoothly bounded pseudoconvex domains of ﬁnite type in Cn and let { f j} be
a sequence of biholomorphic maps f j : Ω1 → Ω2. Assume that f j converge uniformly on compact subsets of Ω1 to a
holomorphic map f : Ω1 → Ω2. A classical result of Cartan showed that either f is a biholomorphic map or f is a map
from Ω1 into ∂Ω2 [6]. In the latter case, Bell proved the following [4].
Theorem 7 (Bell). Let Ω1 , Ω2 , { f j} be as above. Assume that the limit map f sends Ω1 into ∂Ω2 . Assume further that the inverse maps
f −1j : Ω2 → Ω1 also converge. Then there exist p1 ∈ ∂Ω1 , p2 ∈ ∂Ω2 such that f ≡ p2 and the sequence of functions {u j} deﬁned by
u j := det[ f ′j] converges to the zero function in C∞(Ω1 − {p1}), where [ f ′j] denotes the holomorphic Jacobian of f j .
In the proof, it is shown that { f −1j } converges uniformly to a constant map f˜ = p1. Hence if a sequence of automor-
phisms f j : Ω → Ω converges to f = p and the sequence of inverse maps f −1j : Ω → Ω converges to another constant map
f˜ = p˜ with p 	= p˜, then {u j := det[ f ′j]} converges to 0 in a neighborhood of p in C∞ topology.
Now let Ω be a smoothly bounded pseudoconvex domain of ﬁnite type admitting a hyperbolic orbit accumulation point
p ∈ ∂Ω . Choose f ∈ Aut(Ω) and q ∈ Ω such that
lim
j→∞
f j(q) = p, lim
j→∞
f − j(q) = p˜
with p 	= p˜, where f j and f − j denote the j-th iterations of f and f −1, respectively. Since Ω is a bounded pseudoconvex
domain of ﬁnite type, by Bell–Ligocka’s result on the smooth extendability of biholomorphic maps [5], we may assume that
f is a smooth CR automorphism of ∂Ω . Moreover, since f is continuous on Ω , we have
f (p) = f
(
lim
j→∞
f j(q)
)
= lim
j→∞
f j+1(q) = p.
Thus we have f ∈ Aut(∂Ω, p).
To prove Corollary 1, it is enough to show that f j is a weak CR contraction at p for a suﬃciently large j. Let f j := f j .
By passing to subsequences, we may assume that f j and f
−1
j converge uniformly on compact subsets of Ω . Since f j → p
and f −1j → p˜ with p 	= p˜, by Theorem 7, holomorphic Jacobian determinants of f j converge to 0 in C∞ topology in a
neighborhood of p. Choose j so that |det[ f ′j(p)]| < 1. Choose an eigen-vector v with absolute eigenvalue < 1. If v is
transversal to T 1,0p M , then by deﬁnition, f
j is a weak CR contraction. If v ∈ T 1,0p M , after a linear coordinate change, we may
assume v = (0,1,0, . . . ,0) and ∂Ω near p is deﬁned by{
(w, Z): Imw = h(Z , Z¯ ,Rew)}
with h(0) = dh(0) = 0, where Z = (z1, . . . , zn). Then we have
f j = (μw, L Z) + o(1)
for some linear map L. Since f preserves M , we have
μh(Z , Z¯ ,Rew) = h(L Z , L¯ Z¯ ,μRew)
modulo higher terms. Replace h by its power series expansion when (Rew, Z) = (0, z1,0, . . . ,0) and then compare the
degree in z1. Since M is of ﬁnite type, we can conclude that |μ| < 1. Hence f j is a weak CR contraction. 
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