Introduction
Let T be a positive number, we consider the problem of finding the temperature u(x, t), (x, t) ∈ (0, π) × [0, T ] such that u t − u xx = f (x, t, u(x, t)), (x, t) ∈ (0, π) × (0, T ) (1) u(0, t) = u(π, t) = 0, t ∈ (0, T ) (2) u(x, T ) = ϕ(x), x ∈ (0, π),
where ϕ(x), f (x, t, z) are given. The problem is called the backward heat problem, the backward Cauchy problem or the final value problem. As is known, the nonlinear problem is severely ill-posed, i.e., solutions do not always exist, and in the case of existence, these do not depend continuously on the given data. In fact, from small noise contaminated physical measurements, the corresponding solutions have large errors. It makes difficult to numerical calculations. Hence, a regularization is in order. The linear case was studied extensively in the last four decades by many methods. The literature related to the problem is impressive (see, e.g., [3, 4, 7] and the references therein). In the pioneering work [7] in 1967, the authors presented, in a heuristic way, the quasireversibility method. They approximated the problem by adding a "corrector" into the main equation. In fact, they considered the problem
The stability magnitude of the method is of order e c −1 . In [1, 12] , the problem is approximated with
The method is useful if we cannot construct clearly the operator A * . However, the stability order in the case is quite as large as that in the original quasireversibility methods. In [10] , using the method, so-called, of stabilized quasi reversibility, the author approximated the problem with
He shows that, with appropriate conditions on the "corrector" f (A), the stability magnitude of the method is of order c −1 . Sixteen years after the work by Lattes-Lions, in 1983, Showalter presented the quasi-boundary value method. He considered the problem
and approximated the problem with
According to him, this method gives a better stability estimate than the other discussed methods. Clark and Oppenheimer, in their paper [4] , used the quasiboundary value method to regularize the backward problem with
The authors show that the stability estimate of the method is of order −1 . Very recently, in [6] , the quasi-boundary method was used to solve a backward heat equation with an integral boundary condition.
Although we have many works on the linear case of the backward problem, the literature of the nonlinear case is quite scarce. Very recently, in [11] , the authors tranform the problem into the one of minimizing an appropriate functional. However, a sharp error estimate and an effective method of calculation are not given in [11] .
Informally, problem (1)−(3) can be transformed to an integral equation having the form
f n (u)(t) sin nx are the expansion of ϕ and f (u), respectively. The terms e (T −t)n 2 , e (s−t)n 2 (n large) are the unstability cause. Hence, to regularize the problem, we have to replace the terms by better terms. Naturally, we shall replace two terms by
where α n , β n are positive functions satisfying
Many versions of α n , β n are suggested from the quasi-type methods discussed above.
In the present paper, we shall use an association of the quasi-reversibility method and the quasi-boundary value method to regularize our problem. In fact, we approximate problem (1)−(3) by the following problem:
f (x, t, u(x, t)), sin nx and ·, · is the inner product in L 2 (0, π). We shall prove that, the (unique) solution u of (4)− (6) satisfies the following equality:
where ϕ n = 2 π ϕ(x), sin nx . The remainder of the paper is divided into three sections. In Section 2, we shall show that (4)− (6) is well posed and that the solution u (x, t) satisfies (7) . Then, in Section 3, we estimate the error between an exact solution u 0 of problem (1)−(3) and the approximation solution u . In fact, we shall prove that
and that there is a t > 0 such that
where · is the norm in L 2 (0, π) and C depends on u 0 and f . Finally, a numerical experiment will be given in Section 4.
The well-posedness of problem (4)−(6)
In the section, we shall study the existence, the uniqueness and the stability of a (weak) solution of problem (4)−(6). In fact, one has
Proof. The proof is divided into three steps. In Step 1, we shall prove that problem (4)−(6) is equivalence to problem (7). In Step 2, we prove the existence and the uniqueness of a solution of (7). Finally in Step 3, the stability of the solution is given.
Step 1. Prove that (4)- (6) is equivalence (7). We divide this step into two parts.
, then u is solution of (4)−(6).
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For 0 ≤ t ≤ T , we have
where
and
So u is the solution of (4)−(6).
Part B. If u satisfies (4)−(6), then u is a solution of (7). In fact, taking the inner product of the equation (4) with respect to sin nx we get in view of (4)
where we recall that
It follows that
Hence, we have the Fourier expansion
Hence
Substituting (16) into (6) gives
We obtain
Replacing (17) in (15), we receive (7). This completes the proof of Step 1.
Step 2. The existence and the uniqueness of solution of (7) . Put
where C = max{T, 1} and | · | is the supremum norm in C([0, T ]; L 2 (0, π)). We shall prove the latter inequality by induction.
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For m = 1, we have
Thus (18) holds. Suppose that (18) holds for m = j. We prove that (18) holds for m = j + 1. We have
Therefore, by the induction principle, we have
There exists a pos-
. By the uniqueness of the fixed point of G m 0 , one has G(u ) = u , i.e., the equation G(w) = w has a unique solution u ∈ C([0, T ]; L 2 (0, π)). From Part A, Step 1, we complete the proof of Step 2.
Step 3. The solution of the problem (4)−(6) depends continuously on ϕ in L 2 (0, π). Let u and v be two solutions of (4)−(6) corresponding to the final values ϕ and ω. From (7) one has in view of the inequality (a + b)
One has, for s > t and α > 0,
Letting α = 
Hence, from (19) it follows that
So, we have
Using Gronwall's inequality we have
This completes the proof of Step 3 and the proof of our theorem.
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Regularization of problem (1)−(3)
We first have a uniqueness result Theorem 3.1. Let ϕ, f be as in Theorem 2.1. Then problem (1)−(3) has at most one (weak) solution u ∈ W , where
Proof. Let M > 0 be such that | ∂f ∂z (x, t, z)| ≤ M for all (x, t, z) ∈ (0, π) × (0, T ) × R. Let u 1 (x, t) and u 2 (x, t) be two solutions of problem (1)−(3) such that u 1 , u 2 ∈ W.
Put w(x, t) = u 1 (x, t) − u 2 (x, t). Then w satisfies the equation
Since f is Lipschizian, we have (w t − w xx ) 2 ≤ M 2 w 2 . Now w(0, t) = w(π, t) = 0 and w(x, T ) = 0. Hence by the Lees-Protter theorem ([8, p. 373]), w = 0 which gives u 1 (x, t) = u 2 (x, t) for all t ∈ [0, T ]. The proof is completed.
Despite the uniqueness, problem (1)−(3) is still ill-posed. Hence, a regularization has to resort. We have the following result. Proof. a) We present an outline of the proof.
The function u ε j satisfies (4), (5) (with ε replaced by ε j ) subject to the initial condition u ε j (x, 0) = On the other hand, letting ε ↓ 0 in (6), we get u(x, T ) = ϕ(x). Hence u is the solution of problem (1)- (3) u(x, 0), sin nx (see [5] ). Hence e −T n 2 u n (0) + T 0 e −(T −s)n 2 f n (u)(s) ds = ϕ n .
