Abstract : The relationship between the critical probability of gossip protocol on the square lattice and the critical probability of site percolation on the square lattice is discussed. Specifically, these two critical probabilities are analytically shown to be equal to each other. Furthermore, we present a way of evaluating the critical probability of site percolation by approximating the saturation of gossip protocol. Finally, we provide numerical results which support the theoretical analysis.
Introduction
Percolation theory traces back to 1957 when Broadbent and Hammersley [1] initiated the concept. At the beginning of developing the theory, it is applied to represent the behavior of particles that percolates in a media. Since this concept has turned out to be able to describe the phase transition of ferromagnetic materials, percolation theory attracts more attention and is further considered for new applications to forest fire, epidemics of diseases, networking of people and/or computers, etc. Percolation theory is formalized in the field of probability theory and, even though many results are obtained (e.g., [2] - [4] ), development of the theory is on its way and there are still unsolved problems. One of such examples is determining the critical probability below which (resp., above which) the probability that there exists an infinite cluster is zero (resp., positive). Note that the critical probability is important because it characterizes the phase transition threshold such that the size of the connectivity of percolating media is finite of infinity.
Gossip protocol provides an efficient algorithm to transmit information over the network (see [5] - [7] and the references therein). This protocol has been contrived in the field of information theory and it propagates information by broadcasting data in a probabilistic manner. Gossip protocol is regarded as a powerful algorithm especially for ad hoc networks whose topology is unknown (see [8] - [10] ). These days, ad hoc networks draw huge interests in the context of ubiquitous computing and gossip protocol is one of the promising method over such networks.
It is important to note that the propagation phenomenon in data transmission by (dynamic) gossip protocol has similar properties to (static) percolation characterizations. Specifically, while percolation deals with static characterization of propagating media, In light of the similarity of the nature of propagation phenomenon, the objectives of the paper are twofold. Firstly, we show the equivalence between the critical probabilities of gossip protocol and site percolation in an analytical manner. Secondly, predicated on the equivalence we investigate the critical probability for gossip protocol in order to propagate information over the square lattice. Specifically, by simplifying certain conditions assuming infinitely large lattice, we derive an approximated value for the critical probability of the gossip protocol. Even though our methodology needs further investigation for more accurate analysis, performed numerical simulation shows that it turns out to provide a good estimate of the critical probability through an analytical evaluation even for the site percolation. This study provides a promising framework that bridges the gap between the dynamic process of gossiping and the static percolation theory.
Mathematical Preliminaries
In this section we introduce notation, several definitions, and some key results concerning (site) percolation theory that are necessary for developing the main results of this paper.
Percolation Theory and Site Percolation
Consider a graph G = (V, E), where V = {v 1 , v 2 , . . . } is the collection of the vertices (nodes or sites) and E = {e 1 , e 2 , . . . } is the collection of edges of the graph. Here we assume that the graph G may contain infinite number of vertices. Furthermore, consider the operation of assigning each vertex as open with probability p and as closed with probability 1 − p, where p ∈ [0, 1], independent of the choice for the other vertices. 
We frequently use C 0 (Fig. 1 ) throughout the paper, where the vertex 0 is assumed to be the origin of the lattice and belong to V.
Let Ξ be the sample space of this operation. For vertices u i ∈ V, i = 1, . . . , n, and the corresponding values δ i ∈ {0, 1}, i = 1, . . . , n, of openness/closedness assigned, a subset A of Ξ given by
is called a cylindrical set. We denote the number of vertices (resp., open vertices) in A as A (resp., A ). In this case, it fol- lows that A A i=1 δ i , and hence A ≥ A . Furthermore, let B(Ξ) be the smallest σ-algebra generated by the cylindrical sets on Ξ, which is assumed to be the σ-algebra for this operation.
Based on the definitions above, the probability measure for the operation is given by
on the measurable space (Ξ, B(Ξ)). Note that such a probability measure uniquely exists [4] . Henceforth, we consider the probability space give by Ξ, B(Ξ), P p .
Critical Probability
Let θ(p) be the probability such that the open cluster C 0 containing the origin has infinite number of vertices; that is,
where |C 0 | denotes the cardinal number of the set C 0 . It is important to note that the relationship between p and θ(p) is numerically calculated to be depicted in the plot given in Fig. 2 , where there are two phases such that if p < p c with a threshold p c ∈ (0, 1), then θ(p) = 0 so that the probability of having an infinite cluster is zero. This threshold p c , defined as
is called the critical probability of site percolation and its value depends on the graph G under consideration. Some representative values of the critical probability is given in Table 1 . Note that the values for the triangle and the Kagome lattices are exact through analytical evaluation [2] , [3] .
By contrast, in the case where G is given by the square lattice, it is known that the number of infinite clusters is at most one for any p > p c [4] . Denoting by N the random variable representing the number of infinite clusters, it follows that for p < p c ,
and, alternatively for p > p c ,
Note that N ∈ N ∪ {∞}.
Gossip Protocol and Its Critical Probability for Information Propagation

Representation of Gossip Protocol as a Stochastic Process
As mentioned in the Introduction, gossip protocol is frequently used to propagate information on ad hoc networks. In this section, we formulate the gossip protocol as a stochastic process on a probability space and investigate its properties. Specifically, consider the square lattice L 2 and let V L and E L be the set of vertices and edges on L 2 , respectively. Note that the edges represent the communication channels that allow information exchange between the connected vertices.
Gossip protocol on L 2 is implemented by following the rule below:
Rule 1: There is only 1 source node in the network and all the other nodes do not have information to be propagated at the initial time. (Without loss of generality, the source node is placed at the origin 0.) At the first step, the source broadcasts the information with probability 1. Rule 2: If a neighbor node of v ∈ V L broadcasts the information, then node v receives it with probability 1. At the next step, node v broadcasts the data with probability q and it does not with probability (1 − q). (This probability q is called the gossip probability.) Rule 3: Once a node receives the data, it does not receive the same data again (so that it does not broadcast the data more than once).
In this gossip protocol, we denote at each time step the state of each node as recv if it has not received the data, xmit if it is broadcasting the data, and sleep if it will never broadcast the data any more. In terms of these notations, the above rules are restated as follows: This state transition rule is depicted in a graph in Fig. 3 . Next, we construct a probability space for the gossip protocol on the square lattice xmit, sleep} V L ×N be the sample space and let B(Ω) be the σ-algebra of this protocol, where N denotes the set of natural numbers. Note that B(Ω) is the smallest σ-algebra generated by all the cylindrical set on Ω. Now, let Ω, B(Ω), Q q be the probability space and let {Y k } be a stochastic process on Ω, B(Ω), Q q representing the operation of this gossip proto-
k be the random variable representing the state of node v. Of course, it follows that Y (v) k ∈ {recv, xmit, sleep}. Before investigating the properties of the probability measure Q q , several notations are required. Specifically, let Ψ {recv, xmit, sleep} V L . Note that ψ ∈ Ψ maps from V L to {recv, xmit, sleep}, where we let ψ(v) = recv represent the fact that node v is in the recv state, etc. Next, let |ψ| xmit denote the number of nodes in the xmit state and define
for a subset Φ of Ψ. Finally, for ψ ∈ Ψ define
and ψ(v) = recv and there exists u ∈ N v such that ψ(v) = xmit implies ψ (v) = recv or xmit and ψ(v) = recv and for all u ∈ N v ,
where N v denotes the neighbor nodes of v. Note that the set F(ψ) represents the collection of the states at time k + 1 in the gossip protocol when the states of the lattice at time k is given by ψ. Now, let the probability measure Q q be such that
k−1 = recv and there exists
Note that (8)- (10) prescribe the initial conditions and (11)- (15) govern the state transition. In fact, (11)-(15) are equivalently written as
Thus, it follows from Hopf's extension theorem that there exists a unique probability measure Q q such that (8)-(15) are satisfied. Hence, we adopt Q q given by (16) as the probability measure for the discussion below.
Saturation and the Critical Probability for Information Propagation
Saturation of information propagation is defined as the expected percentage of the nodes that receive data in the limit of k → ∞ as follows: Definition 3.1 Consider the gossip protocol on the square lattice L 2 described in Rules 1-3 in Section 3.1. The saturation ρ(q) is defined as
where Λ n {v ∈ V L : |v| ≤ n}. Figure 4 shows the numerically calculated average saturation ρ(q) versus the gossip probability q for a finite lattice (900 × 900) with 100 trials. It is shown that for q less than around 0.59 propagation of the information is extremely limited. In other words, the value q c ≈ 0.59 is viewed as the critical value such that q < q c implies that the saturation is (virtually) zero.
Definition 3.2 The value q c given by
is called the critical probability for the gossip protocol over the square lattice L 2 .
Equivalence of Critical Probabilities for Saturation and Site Percolation
It is interesting to point out that the two plots shown in Figs. 2 and 4 look alike to each other. In general, the two critical probabilities q c and p c usually have different values depending on the graph G. In this section, we show that in the case of the square lattice these two critical probabilities are identical. Theorem 3.1 Consider the site percolation and the gossip protocol on the square lattice L 2 . Then the critical probability for the site percolation has the identical value to that for gossip protocol.
Proof. We begin by representing the saturation ρ(q) for the gossip protocol over the probability space for the site percolation. First, note that each node is assumed to randomly choose whether to send the data to its neighbors. This decision is made at most once throughout the process irrespective of the choice of other nodes. In practice, in the gossip protocol this choice is made when each node receives the data. However, in principle, this probabilistic choice by the nodes can be prescribed a priori, even for the nodes that do not receive the data in a trial. Hence, this probabilistic decision making law for the entire nodes over the square lattice is characterized by the probability function P q in the site percolation by viewing the nodes that do (resp., do not) broadcast the data after they receive the data as open (resp., closed) nodes in the site percolation.
Since the origin (the source node) is assumed to broadcast the data with probability 1, the fact that node v may receive the data in the gossip protocol is equivalent to say that there exists an open path between neighbor nodes of the origin and node v. Hence, denoting by D the set of nodes that receive the data in a trial, it is written as D = v ∈ V L : there exist u ∈ N 0 and w ∈ N v such that there is an open path between u and w + {0} . Fig. 5 that C 0 ⊆ D. Thus, it follows that the saturation ρ(q) is given by
It is immediate from
1. Now, we show q c ≥ p c . To do this, it suffices to show that q < p c implies ρ(q) = 0. Note that when q < p c , if P q |D| = ∞ > 0, then there must exist an infinite number of nodes that are connected with the origin, which is a contradiction to (5). Hence, P q |D| = ∞ = 0 must hold. In this case, it follows from (18) that 
where E q denote the expectation with respect to P q . Since by definition ρ(q) ≥ 0, it follows that ρ(q) = 0, which yields q c ≥ p c .
2. Next, we show q c ≤ p c . To do this, it suffices to show that q > p c implies ρ(q) = 0. Note that when q > p c , it follows from the facts θ(q) > 0 and C 0 ⊆ D that
Since there exist at most one infinite cluster on the lattice (see (6)), it follows that
and hence
Furthermore, it follows from the translational invariance of site percolation that
Hence, (21) and (22) imply P q (v ∈ C 0 ) ≥ θ 2 (q), because of FKG inequality [4] . Now, it follows from (19) that
and thus q c ≤ p c .
Together with 1. and 2. above, p c = q c is shown.
Approximation of Saturation for Gossip Protocol on the Square Lattice
In the previous section we showed in an analytical manner that the critical probabilities for the site percolation and the gossip protocol are identical to each other over the square lattice. This implies that in order to obtain the critical probability of the site percolation, whose value has been evaluated only via numerical computation, it suffices to consider the gossip protocol and evaluate its critical probability. In this section we estimate the critical probability of the gossip protocol so that its approximate value is estimated through analytical evaluation.
First, note that when the gossip probability q is zero, the saturation ρ(0) is clearly zero. Likewise, if q = 1, then ρ(1) = 1 is immediate. Hence, in the following discussion we assume that the gossip probability q takes a value between 0 and 1. Now, consider the percentage of each of the state {recv, xmit, sleep} over the entire lattice for the gossip protocol on the probability space Ω, B(Ω), Q q . Specifically, let R(k), X(k), S (k) be the percentages of the states recv, xmit, sleep, respectively, so that they are defined as
Note that R(k) + X(k) + S (k) = 1. For the gossip protocol, since we assume that initially only the origin is in the xmit state and the rest of the nodes are in the recv state, we assume that the initial values for R(·), X(·), S (·) are given by
where ε 1. Since it follows from the State Transition Rules in Section 3.1 that
In the following analysis, we assume that
k−1 = recv in the last expression of (27) does not depend on the site v nor the time index k so that it is given by a constant value denoted by β(q). In this case, by noticing that lim n→∞
Likewise, by using the same assumption for (24), (25), it follows that
hold. As a result, the solution of the dynamical system (28)- (30) along with the initial condition (26) is given by
Hence, the saturation is calculated as
Now, we investigate the value of the approximated saturation β(q). Recall that the constant β(q) is obtained by assuming that
k−1 = recv in (27) does not depend on the site v nor the time index k. Here we attempt to obtain β(q) by assuming that v is adequately far from the source node (origin), that is,
To evaluate this value, let
so that a 
