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Abstract
A wireless packet network is considered in which each user transmits a stream of packets to its destination.
The transmit power of each user interferes with the transmission of all other users. A convex cost function of the
completion times of the user packets is minimized by optimally allocating the users’ transmission power subject
to their respective power constraints. At all ranges of SINR, completion time minimization can be formulated as
a convex optimization problem and hence can be efficiently solved. In particular, although the feasible rate region
of the wireless network is non-convex, its corresponding completion time region is shown to be convex. When
channel knowledge is imperfect, robust power control is considered based on the channel fading distribution subject
to outage probability constraints. The problem is shown to be convex when the fading distribution is log-concave
in exponentiated channel power gains; e.g., when each user is under independent Rayleigh, Nakagami, or log-
normal fading. Applying the optimization frameworks in a wireless cellular network, the average completion time
is significantly reduced as compared to full power transmission.
Index Terms
Cellular networks, convex optimization, fading channels, interference management, outage probability, packet
completion time, robust power control, stochastic programming.
I. INTRODUCTION
Power control plays a crucial role in the operation of a wireless network, as it strives to provide
maximum benefits to the users within the confines of available resources. In particular, in a wireless
network, each user’s transmit power interferes with the transmission of all other users; therefore, power
allocation has a significant impact on the quality-of-service (QoS) experienced by the network users.
The user benefits derived from a given power allocation assignment can be characterized by different
performance metrics.
Traditionally, in designing and evaluating the performance of a wireless network, a commonly used
metric is a utility function of the user rates. In particular, the network throughput can be characterized
by maximizing the sum of the rates of the users. However, for many applications, throughput is not the
sole relevant performance metric. In this paper, we study a different network performance metric that is
motivated by packetized data applications. Specifically, we consider the scenario where each user transmits
a stream of packets to its destination, and we wish to minimize a convex cost function of the user packet
completion times. Each packet may represent a frame of a multimedia source, which the user wishes to
receive as soon as possible. We show that the minimization of the completion times can be formulated as
a convex optimization problem, and hence the corresponding optimal power allocation can be computed
efficiently.
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2On the other hand, the use of the traditional throughput performance metrics present several challenges in
the design of wireless data networks. It has been recognized that maximizing a concave utility function over
the feasible rate region in a wireless network is not necessarily a convex optimization problem [1]–[5]. In
the high signal-to-interference-plus-noise (SINR) regime, rate utility maximization may be approximately
formulated as a convex optimization problem [1]. For traditional voice telephony applications that need
to maintain at least a moderate minimum rate, the high-SINR regime is often an appropriate assumption.
However, in wireless sensor networks or low-power data applications, a user may wish to transmit
at arbitrarily low rates (i.e., at low SINRs) depending on the channel conditions, and the high-SINR
assumption may not always be applicable.
In this paper, we show that completion time minimization and the corresponding optimal power allo-
cation can be formulated as a convex optimization problem at all ranges of SINR. Moreover, we consider
imperfect channel knowledge due to channel fading, and formulate the minimization as a stochastic
programming problem. The channel gains are modeled as random variables: an outage event occurs when
the channel realization falls below the transmitter’s SINR target. Robust power control is considered where
each user is subject to an outage probability constraint. We show that for a wide class of commonly
used channel fading distributions, e.g., Rayleigh, Nakagami, and log-normal, robust power control can
be posed as a convex optimization problem. We apply the optimization frameworks in the setting of
a wireless cellular network, and show that optimizing transmission power can significantly reduce the
average completion time as compared to full power transmission.
Optimal power control in wireless networks is studied in [1]; it shows that maximizing concave rate
utility functions can be formulated as geometric programming (GP) problems in the high-SINR regime,
which are convex and hence their solutions can be computed efficiently. In the medium- to low-SINR
regime, [6] describes an iterative approximation method to maximize a concave rate utility function by
solving a series of GPs. For weighted throughput maximization, [2] proposes an algorithm to globally
maximize a linear function of the rates by bounding the feasible SINR region by a series of polyblocks.
In [3], sufficient conditions are presented for the convexity of the feasible QoS region, with optional
constraints on the allocation of user power. The log-convexity of the SINR feasible region is characterized
in [4], [7]. Utility maximization through joint optimization of adaptive modulation, rate allocation, and
power control is investigated in [5]. In [8], power control is studied in frequency-selective Gaussian
interference channels. Outage probabilities corresponding to different fading distributions for network
users and interferers are derived in [9]. For interference-limited wireless networks, optimal power control
is considered in [10] under Rayleigh fading subject to outage probability constraints.
The rest of the paper is organized as follows. Section II describes the channel model and the optimization
framework. In Section III, minimizing a cost function of the completion times is posed as a convex
optimization problem. Section IV considers robust power control against imperfect channel knowledge
subject to outage probability constraints. Numerical examples of minimizing completion times in a wireless
cellular network are presented in Section V. Section VI concludes the paper.
Notation: In this paper, R (R+,R++) is the set of real (nonnegative, positive) numbers, C is the
complex field, and the dimensions of the corresponding vectors/matrices are indicated by superscripts.
AT is the transpose of a matrix A, 1 is a vector of 1’s, E[ · ] denotes expectation, and Pr{ · } denotes the
probability of an event.
II. SYSTEM MODEL
A. Wireless Channels
Consider the scenario in which M users are communicating in a wireless packet network. Each User i
consists of a Transmitter i and a corresponding Receiver i, where i = 1, . . . ,M . Transmitter i wishes
to send a stream of equal-length packets to Receiver i, where each packet has Li bits. We assume a
narrow-band complex additive white Gaussian noise (AWGN) channel model between the transmitters
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Fig. 1. An AWGN wireless packet network with M = 2 users.
and receivers
Yi =
M∑
j=1
HijXj + Zi, i = 1, . . . ,M (1)
where Yi ∈ C is the observed signal at Receiver i, Xj ∈ C is the signal sent by Transmitter j, Hij ∈ C
is the complex baseband channel from Transmitter j to Receiver i, and Zi ∈ C is independent zero-mean
circularly symmetric complex Gaussian (ZMCSCG) noise with power Ni. In the subsequent sections, we
consider different channel knowledge assumptions where Hij’s may represent known constants or random
variables. Suppose Transmitter i has transmit power constraint P¯i. When Transmitter i transmits at a power
level of Pi ≤ P¯i, in the capacity limit, the transmission rate Ri achieved by User i is given by
Ri = B log(1 + Si) (2)
where log is base 2, B is the channel bandwidth, and Si is the signal-to-interference-plus-noise ratio (SINR)
at Receiver i. In this paper, interference cancellation schemes are not considered. When the interference
from the other transmitters is treated as noise, the SINR at Receiver i is
Si =
|Hii|2Pi
Ni +
∑
j 6=i|Hij|2Pj
. (3)
We consider a full buffer traffic model where each user has an infinite backlog of packets to be sent at
the transmitter. We assume Li is sufficiently large to allow transmission at near channel capacity using
Gaussian signals. The completion time of the transmission of each of User i’s packet is given by
Ti = Li/Ri. (4)
For example, an AWGN wireless packet network with M = 2 users is illustrated in Fig. 1.
B. Completion Time Cost Function
We consider the problem of minimizing a convex cost function of the completion times T1, . . . , TM ,
by optimally choosing the users’ transmission power subject to the power constraints: 0 ≤ Pi ≤ P¯i,
i = 1, . . . ,M . Let J(T) be the completion time cost function, where T , [T1 . . . TM ]T , and other vectors
are denoted similarly in this paper. We assume J(T) is jointly-convex in T1, . . . , TM ; the convexity
penalizes overlong completion times. For example, the following completion time cost functions are
convex [11]:
Jr(T) = T[1] + · · ·+T[r] (5)
Jp(T) =
(
(T1)
p + · · ·+ (TM)p
)1/p
, p ≥ 1. (6)
In (5), T[i] denotes the ith largest component of T. Thus the cost function Jr(T) is the sum of the r longest
completion times. As special cases, r = 1 represents the maximum completion time: max{T1, . . . , TM},
4and r =M represents the sum of the completion times:
∑M
i=1 Ti. In (6), the cost function Jp(T) is the ℓp-
norm of the user completion times. When p is large, a more uniform distribution of the completion times
will result in a lower cost. Hence the parameter p can be varied to achieve different fairness objectives
with respect to resource allocation among the users.
III. PACKET COMPLETION TIME MINIMIZATION
A. Perfect Channel Estimation
We first consider the scenario where the channel gains Hij’s can be accurately estimated and they are
known by all users
|Hij|2 = Gij ∈ R+, i, j = 1, . . . ,M (7)
where Gij’s represent the channel power gains and they are known constants. In this case, the minimization
of the completion time cost function J(T) can be mathematically formulated as the following optimization
problem:
minimize J(T) (8)
over T ∈ RM+ , R ∈ RM+ , P ∈ RM+ (9)
subject to
Ti ≥ Li/Ri (10)
Ri ≤ B log
(
1 +
GiiPi
Ni +
∑
j 6=iGijPj
)
(11)
Pi ≤ P¯i (12)
where i = 1, . . . ,M , and the problem data Gij ∈ R+, P¯i, Ni, Li, B ∈ R++ are given. The constraint (11)
in the optimization problem is not convex [1]–[3], [5]. However, we show in the next section (8)–(12) can
be transformed into a convex optimization problem, and hence its solution can be efficiently computed.
B. Convex Optimization Formulation
To formulate the completion time minimization problem given in (8)–(12) as a convex optimization
problem, we first rewrite the constraints (10), (11) as
Ti ≥ Li
B log(1 + Si)
, i = 1, . . . ,M (13)
Si ≤ GiiPi
Ni +
∑
j 6=iGijPj
, i = 1, . . . ,M. (14)
Next we apply the change of variables
S˜i , lnSi, P˜i , lnPi, i = 1, . . . ,M (15)
where ln is the natural logarithm. The completion time minimization in (8)–(12) then becomes
minimize J(T) (16)
over T ∈ RM+ , S˜ ∈ RM , P˜ ∈ RM (17)
subject to
Ti ≥ Li
B log
(
1 + exp(S˜i)
) (18)
S˜i − P˜i + ln
{
Ni +
∑
j 6=i
Gij exp(P˜j)
}
− lnGii ≤ 0 (19)
P˜i ≤ ln P¯i (20)
5where i = 1, . . . ,M . Note that the SINR constraint in (19) follows from rewriting (14) as
SiP
−1
i G
−1
ii Ni +
∑
j 6=i
SiP
−1
i PjG
−1
ii Gij ≤ 1 (21)
and taking logarithm on both sides after applying (15). The change of variables is similar to the transfor-
mation techniques in geometric programming (GP) problems [1]. In particular, the log-sum-exp function
in constraint (19) is convex [11]. The convexity of (18) can be verified from its second-order conditions.
Specifically, the right-hand side of (18) is twice-differentiable, and its second derivative is positive
d2
dx2
(
log(1 + ex)
)−1
=
ex ln 2
(
2ex − ln(1 + ex))
(1 + ex)2
(
ln(1 + ex)
)3 (22)
> 0 (23)
which follows from the inequality y > ln(1 + y) for y > 0. Note that the transformation in (15) does
impose a slight loss of generality as we assume Pi 6= 0. Nevertheless, the formulation in (16)–(20)
is otherwise valid for all ranges of SINR, and its solution can be efficiently computed using standard
numerical techniques in convex optimization, e.g., by the interior point method [11], [12]. Note that we
may consider additional linear or convex constraints on T, and sum power constraints on subsets of P:
they can be readily incorporated in the optimization problem without violating its convexity.
C. Fading Channels and Power Adaptation
In this section, we consider fading channels, i.e., the channel gains Hij’s in (1) experience random
variations. In particular, we assume the channel gains can be characterized by a set of s ∈ {1, . . . , S}
discrete fading states
|H|2 =


G
(1) with probability p1
.
.
.
G
(S) with probability pS,
S∑
s=1
ps = 1, ps ≥ 0 (24)
where H , [Hij ] ∈ CM×M is the channel gain matrix, the squared magnitude operation is taken
component-wise, and G(s) , [G(s)ij ] ∈ RM×M+ are the known channel power gain realizations. For example,
the discrete states may represent a finite set of quantized channel estimates. We consider slow fading where
the duration of a fading state is long compared to the packet completion times. We assume the channel
state s can be accurately estimated and it is known by all users, i.e., all transmitters and receivers have
perfect channel state information (CSI). Power control when CSI is unavailable at the transmitters is
treated in Section IV.
We first consider the case where each user can adapt its transmission power level according to the
fading state. Suppose user i transmits at power level P (s)i in fading state s, subject to the average power
constraints
E[Pi] ,
S∑
s=1
psP
(s)
i ≤ P¯i, i = 1, . . . ,M. (25)
We wish to find the optimal power control policy P (s)i with respect to the fading state s for each User i. To
minimize a cost function of the expected completion times, the optimization problem can be formulated
6as
minimize J(E[T]) (26)
over E[T] ∈ RM+ , T(s) ∈ RM+ , S(s) ∈ RM+ , P(s) ∈ RM+ (27)
subject to
E[Ti] =
S∑
s=1
psT
(s)
i (28)
T
(s)
i ≥
Li
B log
(
1 + S
(s)
i
) (29)
S
(s)
i ≤
G
(s)
ii P
(s)
i
Ni +
∑
j 6=iG
(s)
ij P
(s)
j
(30)
S∑
s=1
psP
(s)
i ≤ P¯i (31)
where s = 1, . . . , S, i = 1, . . . ,M , E[T] ,
[
E[T1] . . . E[TM ]
]T
, T
(s) , [T
(s)
1 . . . T
(s)
M ]
T
, and the vectors
S
(s)
, P
(s) are defined similarly. The optimization in (26)–(31) can then be transformed into a convex
optimization problem by similar techniques as described in Section III-B. Note that to minimize the
expected value of the cost function, it can be handled similarly by replacing the objective function in (26)
by
E[J(T)] =
S∑
s=1
psJ(T
(s)) (32)
where convexity is preserved in the nonnegative weighted sum of convex functions.
In the case where each user cannot adapt its transmission power level to the fading state (i.e., the
transmitter is under a short-term power constraint), the optimization problem is similar to (26)–(31), but
with the average power constraint in (31) replaced by separate power constraints for each fading state
P
(s)
i ≤ P¯i, s = 1, . . . , S, i = 1, . . . ,M. (33)
Note that under the short-term power constraints of (33), minimizing the expected cost function (32)
decomposes into S independent optimization problems: i.e., each of J(T(s)), for s = 1, . . . , S, can be
minimized separately.
D. Relations to Rate Utility Maximization
In general, in a wireless network as defined in (1)–(4), minimizing a convex cost function J(T) of
the completion times T1, . . . , TM is not equivalent to maximizing a concave utility function U(R) of the
rates R1, . . . , RM . In particular, maximizing U(R) over the rate region is in general non-convex [3]: at
high SINR it can be approximately formulated as a GP, and in the medium- to low-SINR regime there
are iterative approximation methods [1]. Suppose the cost function J+(T) is convex and nondecreasing in
each argument Ti, then completion time minimization is a special case of rate utility maximization where
the optimization problem can be formulated as convex. To see that minimizing J+(T) can be posed as a
rate utility maximization problem, we define the corresponding rate utility function
UT (R) , −J+(L1/R1, . . . , LM/RM ). (34)
Note that minimizing J+(T) is equivalent to maximizing UT (R), and the utility function UT (R) is
concave in R as prescribed by the convexity composition rules [11]. Therefore, in general, a rate utility
7maximization method can be used to minimize J+(T). On the other hand, it is not true that a completion
time minimization method is applicable in maximizing any general concave rate utility functions. For
example, consider a rate utility optimization problem: maximize U(R), where U(·) is concave in R. A
naive approach may attempt to reformulate the above optimization into a completion time minimization
problem as: minimize − U(L1/R1, . . . , LM/RM). However, since convexity is not preserved when a
convex function is composed with inverses, the resulting cost function −U(·) is not necessary convex in
R.
Nevertheless, in the converse, some rate utility maximization problems can be formulated as minimizing
convex functions of the completion times. Suppose we minimize a nonnegatively weighted sum of the
completion times
Jw(T) = a1T1 + · · ·+ aMTM , a , [a1 . . . aM ]T ∈ RM+ (35)
then it is equivalent to maximizing
Ud(R) = − a
′
1
R1
− · · · − a
′
M
RM
(36)
where Ud(R) is the utility function that corresponds to minimum potential delay fairness [13], with
a′i , aiLi, i = 1, . . . ,M . In addition, minimizing Jw(T) in (35) is also equivalent to maximizing the
weighted harmonic mean of the rates
Uh(R) =
(
a′1
R1
+ · · ·+ a
′
M
RM
)−1
. (37)
Note that by applying Jensen’s inequality on the convex function 1/x for x ∈ R++, we have
1
a′1R1 + · · ·+ a′MRM
≤ a
′
1
R1
+ · · ·+ a
′
M
RM
(38)
which implies
a′1R1 + · · ·+ a′MRM ≥ Uh(R). (39)
Hence maximizing Uh(R) provides a lower bound to max a′1R1 + · · · + a′MRM , which represents a
weighted throughput of the wireless network. In particular, the bound is tight when R1 = · · · = RM , as
equality is achieved in (38). Therefore, maximizing the minimum rate in (40) below can be formulated as
a minimization of the convex cost function Jx(T) as given in (41), which corresponds to the maximum
completion time
Un(R) = min{R1, . . . , RM} (40)
Jx(T) = max{T1, . . . , TM}. (41)
Moreover, the entire rate region achievable under (11)–(12) can be characterized in terms of the
corresponding completion time region. Specifically, the completion time region as characterized in (18)–
(20) is convex, and its boundary are given by the minimizer of Jw(T) in (35) over all 1Ta = 1, a ∈ RM+ . In
turn, from the monotonicity of (4), each minimal completion time vector T⋆ = argmin Jw(T) corresponds
to a maximal rate vector R⋆ on the boundary on the rate region (11)–(12), with R⋆i = Li/T ⋆i , for
i = 1, . . . ,M . As a numerical example, we consider the following 2-user AWGN wireless packet network:
G =
[
0.42 0.89
0.63 0.15
]
, L =
[
100
100
]
(42)
P¯ =
[
0
0
]
dB, N =
[
0
0
]
dB (43)
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Fig. 2. Completion time region (P¯1 = P¯2 = 0 dB).
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Fig. 3. Rate region (P¯1 = P¯2 = 0 dB).
with B = 0.1MHz, and maximum completion time constraints: Ti ≤ 100ms. The completion time
region and its corresponding rate region are shown in Fig. 2 and Fig. 3, respectively. Note that the power
constraints as given in (43) belong to the low SINR regime, where the high-SINR GP approximation
does not readily apply. The completion time region is convex in Fig. 2; however, note that its rate region
counterpart is non-convex as can be observed in Fig. 3.
9IV. ROBUST POWER CONTROL
A. Outage Probability Constraints
In Section III, we assume that the channel gains Hij’s can be accurately estimated. However, in a fading
environment where the channel estimates are updated not as fast as the channels vary, the transmitters
may not know the Hij’s perfectly. In this section, we consider the scenario where the channel gains are
modeled as random variables
|H|2 = W , [Wij] ∈ RM×M+ (44)
where the transmitters know the joint probability distribution of Wij’s but do not know their realization
(the receivers have perfect channel knowledge). Therefore, the transmitters have only channel distribution
information (CDI) but not instantaneous CSI about the fading states. As in Section III-C, we assume
the duration of a fading state is long compared to the packet completion times. Based on the channel
distribution, each User i chooses a target SINR Si. Should the realized channel SINR fall below the target
Si, the receiver cannot decode the transmitter’s message, and it results in an outage event. To ensure
the network operates with an acceptable level of reliability, we extend the completion time minimization
framework in Section III to additionally consider constraints imposed on the permissible probability of
outage. Specifically, we minimize the completion time cost function subject to a set of outage probability
constraints: qi ∈ [0, 1], i = 1, . . . ,M , where we stipulate that the probability of User i’s transmission in
outage not exceed qi.
Incorporating the outage probability constraints qi’s, the minimization of the completion time cost
function is described by the following stochastic programming [14] problem:
minimize J(T) (45)
over T ∈ RM+ , S ∈ RM+ , P ∈ RM+ (46)
subject to
Ti ≥ Li
B log(1 + Si)
(47)
Pr
{
WiiPi
Ni +
∑
j 6=iWijPj
≤ Si
}
< qi (48)
Pi ≤ P¯i (49)
where i = 1, . . . ,M . In the following, we show that the minimization in (45)–(49) can be posed as a
convex optimization problem for a wide class of channel fading distributions commonly considered in
wireless communications.
B. Reliability Functions
In terms of the transformed variables in (15), we first define the reliability function as
Φi(S˜i, P˜) , Pr{User i not in outage} (50)
= Pr
{
W˜ii > ln
{
Ni exp(S˜i − P˜i) +
∑
j 6=i
exp(S˜i − P˜i + P˜j + W˜ij)
}}
(51)
where (51) follows from rearranging (48) with the additional change of variables
W˜ij , lnWij, i, j = 1, . . . ,M. (52)
Next, we characterize the reliability function in terms of the channel distribution. Let Wi ∈ RM+ denote
the aggregate channel power gains from all transmitters to Receiver i. Therefore, Wi is an M-component
nonnegative random vector that corresponds to the ith row of the channel gain matrix W
Wi ,
[
Wi1 . . . WiM
]T
. (53)
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Further, let wi ∈ RM+ be a realization of Wi. Under (52), the transformed vectors W˜i, w˜i are defined
similarly. Let fWi(wi) denote the joint probability distribution function (PDF) of Wi. Theorem 1 below
describes the sufficient condition that establishes the log-concavity of Φi(S˜i, P˜), under which (45)–(49)
can be posed as the following convex optimization problem:
minimize J(T) (54)
over T ∈ RM+ , S˜ ∈ RM , P˜ ∈ RM (55)
subject to
Ti ≥ Li
B log
(
1 + exp(S˜i)
) (56)
ln Φi(S˜i, P˜) ≥ ln(1− qi) (57)
P˜i ≤ ln P¯i (58)
where i = 1, . . . ,M . In the following, let exp(wi) denote component-wise exponentiation of the vector
wi.
Theorem 1. The reliability function Φi(S˜i, P˜) is log-concave in S˜i, P˜ if fWi
(
exp(wi)
)
is log-concave in
wi.
The proof is given in Appendix A. The following proposition shows that the condition given in
Theorem 1 is satisfied in a wide class of commonly used wireless channel fading distributions.
Proposition 1. The condition given in Theorem 1 is satisfied when each channel experiences independent
fading distributed as: i) Rayleigh, ii) Nakagami, or iii) log-normal.
The proof of Proposition 1 is given in Appendix B. Rayleigh fading is commonly used to model richly
scattered environments; Nakagami models significant line-of-sight propagation (or is used to approximate
the Rician fading distribution); and the log-normal distribution is typically used to model the effects of
shadowing due to signal attenuation through obstacles [15]. Therefore, in all these cases, completion time
minimization subject to outage probability constraints can be formulated as convex optimization problem
(54)–(58).
C. Independent Rayleigh Fading
As an example of the robust power control formulation, let us consider the scenario in which each
channel power gain Wij exhibits independent Rayleigh fading (with mean Gij). Thus Wij is distributed
exponentially as
fWij(wij) = G
−1
ij exp(−wij/Gij), wij ≥ 0, i, j = 1, . . . ,M (59)
where Gij is a known constant that represents the average channel power gain. In this case the reliability
probability can be written as follows [10]:
Pr{User i not in outage} = exp
(
− SiNi
GiiPi
)∏
j 6=i
(
1 +
SiGijPj
GiiPi
)−1
. (60)
The logarithm of the reliability function then evaluates to
ln Φi(S˜i, P˜) = −(Ni/Gii) exp(S˜i − P˜i)−
∑
j 6=i
ln
{
1 + (Gij/Gii) exp
(
S˜i + P˜j − P˜i
)} (61)
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which can be verified to be a concave function. Therefore, under independent Rayleigh fading channels,
the robust power control problem is
minimize J(T) (62)
over T ∈ RM+ , S˜ ∈ RM , P˜ ∈ RM (63)
subject to
Ti ≥ Li
B log
(
1 + exp(S˜i)
) (64)
− (Ni/Gii) exp(S˜i − P˜i)−
∑
j 6=i
ln
{
1 + (Gij/Gii) exp
(
S˜i + P˜j − P˜i
)}
+ ≥ ln(1− qi) (65)
P˜i ≤ ln P¯i (66)
where i = 1, . . . ,M , and the SINR constraint in (65) follows from the reliability function under indepen-
dent Rayleigh fading as given in (61).
V. WIRELESS CELLULAR NETWORKS
In this section, we consider the completion time minimization and robust power control frameworks
developed in Sections III and IV, and apply them in the setting of a wireless cellular network. We assume
the users do not cooperate in the network, and interference is treated as noise. Power minimization in
cellular networks subject to minimum rate constraints is studied in [16], [17]. However, rate maximization
subject to transmit power constraints remains an open problem. In the following, we consider completion
time as the performance metric, and present numerical examples where transmission power is optimized
when every user has global channel knowledge, and in the case when the transmitters have only channel
distribution information.
Let us consider a cellular network that consists of two rings of hexagonal cells, as illustrated in Fig. 4.
To minimize boundary effects, we assume wraparound at the edges of the network. Each cell has three
sectors; thus there are 19 cells, or 57 sectors, in the network, where each sector corresponds to one base
station. We consider the downlink channel: each base station has one transmit antenna and wishes to send
information to one mobile, and each mobile has a single receive antenna. Hence, there are M = 57 users
in the network.
We assume parameters that correspond to a typical urban outdoor cellular environment [18]. The distance
between any two closest cell centers is 0.5 km. Average channel SNR is determined by propagation path-
loss (with a path-loss exponent of 3.76) and log-normal shadow fading (with 8-dB standard deviation,
0.05-km decorrelation distance, and 0.5 correlation across base stations). The transmit antenna at each
sector has a parabolic beam pattern. The mobiles are randomly populated in the network. A mobile is
associated with the base station to which it has the highest average SNR (up to the maximum of one
mobile per base station). The mobiles are indexed such that Base i wishes to transmit to Mobile i. In
composition with the path-loss and shadowing, each channel also experiences i.i.d. fast Rayleigh fading.
Each base station is under a transmit power constraint, which corresponds to a cell-edge average SNR
of 20 dB. We assume short-term power constraints where power allocation across fading states is not
allowed. In the network, each mobile suffers interference from all other base stations: i.e., a frequency
reuse factor of 1 is assumed. The wireless channel has bandwidth 0.1MHz, and we assume packet length
Li = 100, normalized receiver noise power Ni = 0 dB, for all i = 1, . . . , 57.
In the numerical experiments, 50 instances of shadow fading realizations of the network are generated.
For each shadow fading realization, 10 Raleigh fading instances are generated (i.e., there are a total of
500 sets of channel realizations). The convex optimization problems are solved using the primal-dual
interior-point algorithm described in [11, Section 11.7]. Fig. 5 shows the average completion time in
different transmission schemes: i) full power; ii) completion time minimization; and iii) robust power
12
Fig. 4. Hexagonal three-sectored cellular wireless network. There are 19 cells in the network, with wraparound at the edges. Each cell
has three sectors. Each sector corresponds to a base station, and each base station serves one mobile. Each arrow represents the boresight
direction of a base station’s antenna beam.
control subject to different outage probability constraints q = 0.05, 0.1, 0.15, 0.2, where we assume a
common outage probability constraint (i.e., qi = q, i = 1, . . . , 57). Full power transmission, which is used
as a baseline in the comparisons in this section, refers to the traditional scheme in wireless networks in
which each base station transmits at its full power, and the transmit power is undifferentiated among the
users: Pi = P¯i, for i = 1, . . . ,M . Each mobile provides feedback on the realized SINR Si to its base
station so that the encoding rate is set accordingly. Completion time minimization refers to the solution
of (16)–(20), and robust power control refers to the solution of (62)–(66). In both cases, we minimize the
sum completion time, i.e., we set the objective function J(T) =∑57i=1 Ti in (16) and (62).
The cumulative distribution function (CDF) curves of the completion time in the different transmission
schemes are exhibited in Fig. 6. In completion time minimization, we assume global channel knowledge,
and an instance of the optimization problem (16)–(20) is solved for each of the 500 sets of random channel
realizations. On the other hand, under robust power control, the transmitters know only the shadow fading
realizations but not the fast Raleigh fading realizations (the receivers have perfect channel knowledge).
Thus an instance of the optimization problem (62)–(66) is solved for each of the 50 sets of shadow fading
realizations, and the same solution (i.e., the transmission power P ⋆i and target SINR S⋆i ) is used in each of
the 10 instances of fast Rayleigh fading associated with the shadow fading realization. Shown in Figs. 5
and 6 under robust power control are the completion times associated with the target SINR S⋆i . An outage
event occurs if the channel realization cannot support the target SINR. The empirical distribution of the
number of users (out of 57) in outage is plotted in Fig. 7.
Fig. 5 shows that under optimal power allocation, the average completion time is reduced approximately
82% as compared to full power transmission. Intuitively, the overall network performance is improved
when, under each channel realization, the users with favorable channel conditions would power down
their transmission to reduce interference to those with unfavorable channel conditions. Fig. 6 shows that
the completion time minimization scheme virtually eliminated excessively long completion times. Under
robust power control, when only channel distribution information is available at the transmitters, it results
in longer completion times, and increasingly so with more stringent outage probability constraints. In
Fig. 7, the empirical number of users in outage matches well with the expected number of users in outage
(57q).
VI. CONCLUSIONS
In this paper, we consider minimizing a convex function of the completion times of user packets by
optimally allocating transmission power in a wireless network. We first focus on the scenario where the
channel gains can be estimated accurately and are known by all users. We show that completion time
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minimization can be formulated as a convex optimization problem, and hence the corresponding optimal
power allocation can be efficiently computed. The optimization formulation is valid for all ranges of
SINR, which is especially pertinent for wireless sensor networks or delay-insensitive data applications
where the users may transmit at moderate or low SINRs. Under fading channels with transmission power
adaptation across fading states, an average power constraint can be incorporated into the optimization
problem. We show that completion time minimization is a special case of rate utility maximization for
which the optimization problem can be posed as convex. In particular, in a wireless network, although
the feasible rate region is non-convex, the corresponding completion time region is shown to be convex.
Furthermore, we consider robust power control under imperfect channel knowledge in fading channels.
Completion times are minimized subject to outage probability constraints over the fading distribution,
and we show that for a wide class of commonly used fading distributions, e.g., Rayleigh, Nakagami, and
log-normal, robust power control can be posed as a convex optimization problem. Finally, we apply the
completion time minimization and robust power control frameworks in the setting of a wireless cellular
network, and show that optimizing the transmission power can significantly reduce the average completion
time as compared to full power transmission.
APPENDIX
A. Proof of Theorem 1
We first introduce, in terms of the transformed variables in (52), the notation of W˜−i ∈ RM−1
representing the interfering channel random vector
W˜−i ,
[
W˜i1 . . . W˜i i−1 W˜i i+1 . . . W˜iM
]T (67)
and w˜−i is a realization of W˜−i. The PDF of W˜−i is given by the marginal
f
W˜
−i
(w˜−i) =
∫
f
W˜i
(w˜i) dw˜ii. (68)
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Next, conditioning on W˜−i = w˜−i, the reliability function in (51) is given by
Φi(S˜i, P˜) =
∫
φi(S˜i, P˜, w˜−i) dw˜−i (69)
where φi(S˜i, P˜, w˜−i) is defined as the composition of
φi(S˜i, P˜, w˜−i) , F¯W˜ii
(
gi(S˜i, P˜, w˜−i)
)
f
W˜
−i
(w˜−i) (70)
F¯W˜ii(w˜ii) , 1− FW˜ii(w˜ii) (71)
gi(S˜i, P˜, w˜−i) , ln
{
Ni exp(S˜i − P˜i) +
∑
j 6=i
exp(S˜i − P˜i + P˜j + w˜ij)
}
. (72)
In (71), FW˜ii(w˜ii) is the CDF of W˜ii, and F¯W˜ii(w˜ii) is referred to as its complementary CDF, which is a
nonincreasing function in w˜ii.
Proof: In the construction of Φi(S˜i, P˜) in (69), with the application of Lemma 1 below, log-concavity
is preserved [11], [14] under the integration in (69), (68); multiplication in (70); complementary CDF
in (71); and composition of a logarithmically concave, nonincreasing function with a convex function in
(72).
Lemma 1. Under transformation (52), f
W˜i
(w˜i) is log-concave in w˜i.
Proof: Consider the logarithm of the PDF of transformed random vector W˜i
ln f
W˜i
(w˜i) = ln
{
exp
( M∑
j=1
w˜ij
)
fWi
(
exp(w˜i)
)} (73)
=
M∑
j=1
w˜ij + ln fWi
(
exp(w˜i)
) (74)
where log-concavity of fWi
(
exp(w˜i)
)
in w˜i follows from the condition given in Theorem 1.
B. Proof of Proposition 1
When the channels exhibit independent fading, the joint distribution is given by the product of the
marginal fading distributions. Since log-concavity is preserved under multiplication [11], [14], we show
that each of the following marginal distribution satisfies the condition given in Theorem 1.
Proof: The Rayleigh fading distribution is
fR(w) = G
−1 exp(−w/G), w ≥ 0 (75)
where G is the average channel power gain. The logarithm of the distribution in exponentiated variable is
ln fR
(
exp(w˜)
)
= − lnG− exp(w˜)/G (76)
which is a concave function of w˜. Similarly, the Nakagami and log-normal fading distributions are
respectively given by
fN(w) =
(m/G)mwm−1e−mw/G
Γ(m)
, w ≥ 0 (77)
fL(w) =
10/ ln 10√
2πσw
exp
(
−(10 log10w − µ)
2
2σ2
)
, w ≥ 0 (78)
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where Γ(·) is the gamma function, and m ≥ 1/2, µ, σ > 0 are the parameters of the fading distributions.
The logarithm of the distributions in exponentiated variables are
ln fN
(
exp(w˜)
)
= − ln Γ(m) +m ln(m/G) + (m− 1)w˜ −m exp(w˜)/G (79)
ln fL
(
exp(w˜)
)
= ln
(
10/ ln 10√
2πσ
)
− w˜ − (10w˜/ ln 10− µ)
2
2σ2
(80)
which are concave functions.
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