Introduction
Most combinatorial scheduling problems belong to the class of strongly NP-equivalent problems (Garey, Johnson 1979) for which the state of the art still has only exponential answers to offer when it comes to the question of exact algorithms. Hence, the majority of scheduling algorithms known are heuristic in nature. Despite their age, priority rule-based methods are still the most important ones of these. Kolisch (1996b) lists several arguments for their popularity. First, they are straightforward which makes them easy to implement; indeed, most commercial scheduling programs rely on them (De Wit, Herroelen 1990; Kolisch 1997) . Second, they are inexpensive in terms of computer time and memory required, making them amenable even for large instances. Third, their very inexpensiveness allows to integrate them as fast "subroutines" into more complex metaheuristic algorithms (Storer et al. 1992; Bean 1994; Leon, Ramamoorthy 1995; Lee, Kim 1996; Özdamar 1996; Naphade et al. 1997; Hartmann 1998) . Of the priority rule-based heuristics, parameterized sampling methods have attracted particular interest, since they currently outperform all other priority rule-based methods known (Kolisch 1996b ). Here parameterized means that such algorithms possess (one or more) control parameters which allow to influence the way they operate. Recent work on the resourceconstrained project scheduling problem (RCPSP) has shown that appropriately instantiating these parameters improves algorithmic effectiveness significantly (Kolisch, Drexl 1996; Schirmer, Riesenberg 1998) . Indeed, the adaptive search procedure of Kolisch, Drexl (1996) may be seen as a first step into this direction.
The case-based reasoning (CBR) approach to problem solving, which originated in the field of artificial intelligence, uses experience gleaned from past cases (here: instances) to solve new ones. Although originally this approach was not intended for mathematical problems, some work has recently appeared on the application of CBR to operations research (OR) problems.
In this paper, we consider ways to integrate CBR and scheduling heuristics, our primordial goal being to demonstrate the benefits of CBR when selecting heuristics for different classes of problem instances. Although we will embark on parameterized sampling methods for the resource-constrained project scheduling problem (RCPSP) as our vehicle, the ideas to be developed easily apply to other applications as well. In devising a CBR system for the RCPSP, we concentrate on the effect of several instance characteristics (resource factor, resource strength, instance size) as well as the number of iterations on the effectiveness of different algorithms. We recapitulate relevant findings from other studies and extend them by new results.
Although some of these factors have been studied before (Kolisch, Drexl 1996; Schirmer, Riesenberg 1998) , a thorough experimental analysis of all four factors has been lacking. In addition, we will analyze the algorithmic designs arising and discuss the implications for sampling methods for the RCPSP. Doing so will demonstrate that a problem can be systematically analyzed by charting the appropriateness of different methods for different classes of instances. Also, the insight gained in this process will lead to a substantial improvement of the most effective sampling method currently known, viz. the adaptive search procedure of Kolisch, Drexl (1996) . We thus hope to contribute in two ways to the current body of knowledge. First, for the practitioner we show a way to design more effective scheduling heuristics, without having to compromise efficiency. Second, for the researcher we provide deeper insight into the behaviour of sampling heuristics.
The remainder of this paper is organized as follows. The RCPSP as well as the fundamentals of parameterized sampling methods for this problem are covered in Section 2. Section 3 describes how CBR can be applied to OR problems in general. Section 4 explicates the development of a CBR system in more detail, using the RCPSP as example. From the insight gained therein, Section 5 extracts a number of implications which apply to all sampling methods for the RCPSP in general. Section 6 details computational results and provides a comparison with state-of-theart heuristics for the RCPSP. A summary and conclusions are given in Section 7.
Project Scheduling

Problem Setting
The resource-constrained project scheduling problem can be characterized as follows: The single project consists of a number J of activities of known duration d j , all activities must be executed to complete the project. There are a number R of renewable resources, with the amount available per period being limited by a constant capacity K r . During each period of its nonpreemptable execution an activity j uses k jr units of resources r. A partial order ∠, representing precedence relations between activities, requires certain activities to be finished before others may start. W.l.o.g. we may assume that J, R, d j , K r (k jr ) are positive (nonnegative) integers, that the activities 1 and J are dummy activities with durations and resource requirements of zero, and that activity 1 (J) is the unique first (last) activity w.r.t. ∠. The goal is to find an assignment of periods to activities (a schedule) that covers all activities, ensures for each renewable resource r that in each period the total usage of r by all activities performed in that period does not exceed the per-period availability of r, respects the partial order ∠, and minimizes the total project length.
Priority Rule-Based Scheduling Methods
Priority rule-based scheduling methods are made up of at least two components, a scheduling scheme and a priority rule. The scheduling scheme governs how a schedule is constructed; usually a serial and a parallel variant are distinguished, for detailed discussions see Kolisch (1996b); Schirmer (1997) . Priority rules serve to resolve selection conflicts whenever the set of activities that currently could be scheduled (decision set) contains more than one activity.
Any priority rule is a mapping that calculates a priority value for each candidate, and a dichotomical parameter extremum ∈ {max, min} which specifies whether high or low priorities are to be favored. Ties can be broken arbitrarily, e.g. by smallest activity index (as done in the sequel) or randomly. We briefly introduce several well-known priority rules. Let for each activity j (1 ≤ j ≤ J) denote LFT j the latest finish time, calculated from an upper bound T on the total project length, and EFST j the -dynami cally updated -earliest feasible start time w.r.t. all constraints. Also, let denote AP n the set of all pairs of nonidentical activities i and j in the decision set; and E ij the earliest time to schedule activity j if activity i is started at t n (for details cf. Kolisch 1996a) . Then the rules can be defined as done in Table 1 where also a classification in terms of several straightforward criteria (Cooper 1976; Kolisch 1995, pp. 85-86 ) is given; the last criterion refers to whether the rule is applicable in both scheduling schemes or only in the parallel one. These rules were selected because they have been found to be the best-performing ones in several studies (Alvarez-Valdés, Tamarit 1989; Boctor 1990; Kolisch 1996a; Schirmer, Riesenberg 1997 
Parameterized Random Sampling Methods
Deterministic heuristics always return the same solution for an instance, even if applied several times. As this solution may be arbitrarily bad, determinism has come to be seen as a major deficiency for heuristics. Hence, random sampling schemes resolve selection conflicts according to probabilities which are proportional to priority values; in other words, the probabilities are biased by the priorities. Thus, in each scheduling step any eligible job may be chosen but those sharing higher priorities will have a higher probability of being selected. Note also that then tie-breaking rules become obsolete as ties cannot occur. Evidence gathered in several computational studies confirms that such methods outperform traditional, deterministic approaches (Cooper 1976; Hart, Shogan 1987; Laguna et al. 1994; Drexl, Grünewald 1993; Schirmer 1997) . Many of the so-arising biased random sampling methods are parameterized, possessing control parameters allowing to influence the way in which they proceed.
In the sequel, we briefly introduce two such schemes which in recent studies have been found to be the most effective ones available (Kolisch, Drexl 1996; Schirmer, Riesenberg 1997) . The regret-based biased random sampling scheme (RBRS) was introduced by Drexl (1991) and Drexl, Grünewald (1993) . The regret value of a candidate j measures the worst-case consequence that might arise from selecting another candidate. Let denote v(j) the priority of candidate j and V(D n ) the set of priority values of all candidates in a decision set D n . Then, the regrets are computed as
and modified by
where ε∈R >0 and α∈R ≥0 . With these values, the selection probabilities are derived from
ε guarantees v''(j) to be nonzero, otherwise candidates with zero priority could never be chosen -an undesirable consequence in the presence of scarce resources. Choosing α<1 or α>1 allows to decrease or increase the differences between the modified priorities. For α → 0 the selection becomes pure random sampling as all candidates share the same probability of being selected. For α → ∞ the process becomes more and more deterministic: with increasing α, the difference between the highest and the second-highest modified priority increases, so the probability of selecting the highest-prioritized candidate converges to one.
A variation is the modified regret-based biased random sampling scheme (MRBRS). It computes and modifies regrets according to (1) and (2), but rather than being constant, ε is determined dynamically from the candidates' modified priorities. Let denote V'(D n ) + the set of all positive transformed priority values of the candidates in D n , i.e.
where δ is a positive integer. Again, selection probabilities are derived from (3). Note that these formulae actually define a family MRBRS/δ of sampling schemes (Schirmer 1997) .
Control Schemes
Parameterized algorithms possess (one or more) control parameters which allow to direct the way in which they proceed. While such parameters may be only numerical in nature, we adopt a broader view and include also the choice of algorithmic components; control parameters in this paper include scheduling scheme, priority rule, and random sampling scheme used. To algorithms which govern the instantiation of the control parameters we refer as control schemes. Two classes of control schemes will be of concern in the sequel.
Fixed control schemes (FCS) constitute the most simple class. 'Fixed' indicates the instantiation of the control parameters to be prescribed in advance and for all instances alike; any scheme that simply applies the same algorithm to every instance falls into this class. Based upon the results of preceding experimentation, these precepts will reflect which parameter settings did best on average over all test instances. FCS are e.g. used by Kolisch, Drexl (1996) and Böttcher et al. (1999) to instantiate the bias parameter α in the RBRS. But, applying to all instances alike, such prescriptions cannot account for the specifics of particular instances (cf. e.g. Davis, Patterson 1975) . Indeed, for most intractable problems no best-on-all-instances algorithm exists, which observation motivated the more refined class of class-based control schemes (CCS). These instantiate the control parameters according to certain characteristics of the problem instances by partitioning them into equivalence classes, prescribing specific parameter instantiations for each class. The adaptive search procedure of Kolisch, Drexl (1996) is built around a CCS which selects a scheduling scheme and a priority rule according to the resource strength of the instance and the number of iterations to be performed. Schirmer, Riesenberg (1998) evaluate both resource factor and resource strength to determine scheduling scheme, sampling scheme, and priority rule. Also these schemes require extensive experimentation to develop sufficient insight into the influence of the parameters on the algorithms' performance.
The advantage gained by refining a fixed to a class-based control scheme is obvious: it cannot worsen algorithmic effectiveness but will improve it in most cases. Additional attractiveness lies in the fact that this refinement may be easily accomplished by appropriately exploiting the results used to derive a FCS in the first place (for details cf. Schirmer, Riesenberg 1998) . Two caveats are in order, though. Combinatorially speaking, all random sampling schemes currently used in scheduling heuristics are implemented as "sampling with replacement" which has a high result variability, especially for small samples. Hence, the actual count of times a candidate is selected may differ substantially from its expected value (Reeves 1997) . Using small sets of test instances may compound this effect. Failing to address the effect may produce what Reeves (1997) graphically calls "horses for courses", i.e. control schemes fine-tuned to the specifics of a non-representative experimental design. So, for the sake of robustness the test instances should be as representative of the expressive power of the problem as possible, as well in quality as in quantity. Also, selecting a specific algorithm A to achieve minimal gains in terms of effectiveness, while another algorithm B consistently dominates on all adjacent instance classes should be avoided; most likely, the good performance of algorithm A will be due to the above sampling error.
Integrating Case-Based Reasoning and Operations Research
After reviewing the basic ideas of CBR, we discuss why CBR should be applied to OR problems and and how to go about it. In particular, we sketch the general design of such a system.
Fundamental Ideas
Case-based reasoning (CBR) uses experience gleaned from past cases to solve new ones. Past cases and their solutions are cached in a data base or library, forming an extensional representation of the experience available. CBR starts by identifying past cases of relevance to the one at hand. If some cases are sufficiently similar, the solution stored with the most similar one is used. Otherwise, the case may either be solved by from-the-scratch reasoning, or by modifying the solutions of the most similar cases (Pomerol 1997) . Integrating new cases provides a learning mechanism that allows to extend and refine past experience. CBR originated in the field of artificial intelligence, where it was developed to represent human problem solving.
Since people mostly reason on whole cases rather than on isolated facts (Pomerol 1997) , it is hoped that CBR systems will facilitate insight into how humans arrive at solutions and will also facilitate interactive solution processes (Kraay, Harker 1996) . An additional, more tangible motivation is provided by the fact that there are applications where it is easier or faster to mod-ify past solutions than to develop new ones from the scratch. More detailed introductions to this matter are given by Schank (1982) , Kolodner et al. (1985) , and Kolodner (1993) .
Applicability and Motivation
Although CBR was originally used to tackle ill-structured problems exposing little structure to be exploited, some recent authors have begun to apply CBR to OR problems. Kraay, Harker (1996) develop a CBR approach for repetitive combinatorial optimization problems, i.e. problems where closely related instances are to be solved on a regular basis. Applications may be found in production environments with a rolling planning horizon. With increasing size of the instances and rising frequency of having to solve them, modifying existing solutions for similar instances becomes more efficient than running complex solution procedures time and again.
Combinatorial optimization problems are mostly well structured, they often do not have to be solved recurrently, and for many of them an abundance of algorithms exists; so they seem to be an unsuitable domain for CBR. But applying CBR here becomes more natural if we replace the goal of deriving good solutions by that of selecting good methods; recall that any algorithm solving an instance can be seen as encoding a solution. Along these lines Grolimund, Ganascia (1997) use CBR to control operator selection in tabu search algorithms for several problems. Kimms (1997) demonstrates the selection of appropriate algorithms for lotsizing and scheduling. When employed in this manner, the CBR-specific notions case and solution translate into the terminology of OR as problem instance and solution method.
We use CBR to identify algorithms because regarding their solvability not all instances are created equal: From complexity theory we know that well-behaved (polynomially solvable) special cases of otherwise intractable (strongly NP-hard) problems exist; from practical experience we know an algorithm may perform better on some instances of a problem than on others. Facing such problems, it would be nice to know which algorithm will produce a good solution for a given instance, rather than having to resort to trial-and-error. For this task, we suggest control schemes that are based upon CBR. As our definition of control parameters applies to any algorithmic component, selecting an algorithm translates to instantiating its control parameters appropriately. In this role, a CBR system extends the CCS approach in two directions: First, in addition to the instance characteristics used by CCS, other criteria can be called upon to devise control schemes. Second, the presence of a learning capability allows to validate and refine control schemes already stored. Both these features will be shown to pave the way towards more flexible and thus more suited algorithms. Note that prescriptions are generated dynami cally for each instance (cf. Several ingredients are required for implementing a CBR system for the purpose outlined.
Case Library Initialization
One ingredient is the case library itself, which in principle could consist of a number of instances, each along with a reference to an appropriate algorithm. The decision for a particular algorithm will usually reflect which algorithm proved to be most effective, on average over all instances. More complex criteria may include e.g. measures of efficiency, robustness, or reliability of algorithms (Crowder et al 1979; Badiru 1988; Jackson et al. 1991) . We follow this practice, choosing the algorithm most effective on average, and of these the most efficient one in case of ties. Note that this requires us to define a set of algorithms to chose from.
Rather than explicitely storing all instances we propose to divide them into equivalence classes, relying on characteristics which influence whether a particular instance is harder or easier to solve. As these characteristics represent problem-specific knowledge, they have to be identified either from theoretical insight (cf. e.g. Kolisch 1996b; Nübel, Schwindt 1997 for the field of project scheduling) or from preliminary experimentation. For the RCPSP, the resource factor (RF) and the resource strength (RS) are criteria widely used: RF determines the number of resources requested per activity, RS expresses the scarcity of the resources . While other characteristics exist, below we will demonstrate these to gauge instance tractability to a large extent. Note that such characteristics should be easily computable for any given instance. Then, in place of each solved instance, merely one vector per class needs to be memo rized, each component the value of one such parameter. Such a compact encoding minimizes the requirements for storage space as well as the computation times needed to identify relevant cases.
To establish the initial case library in a systematic way, we need a representative set of test instances. In principle, these can be built by choosing for each characteristic parameter several values from its domain, and constructing a number of instances for each of these combinations;
we will describe instance sets for the RCPSP obtained in this way later. To each instance each available algorithms considered likely to produce good results is applied, algorithms already known to be unsuitable are discounted. The initial partition is then defined by running the borderline between adjacent classes through the midpoints between the tested values. If we assume Let us emphasize that while such an -explicitly or implicitly -full factorial design may seem excessive in terms of experimental effort, it is not overly so. First, recall that sampling methods are among the fastest scheduling heuristics available, surpassed only by their deterministic counterparts. With current computers, sampling methods run hundreds of iterations in fractions of seconds, so the initial experiments may be completed within a few hours. Second, while this effort may seem particular to devising CBR systems, the same experimentation is involved in the traditional approach of identifying an FCS-based algorithm well-suited for a problem, viz.
running several alternative algorithms on an instance set and recommending as best for the problem that algorithm with the highest average effectiveness over all instances.
Case Selection
A second ingredient is an algorithmic means to identify relevant cases, i.e. similar instances, once that a new instance comes up. Here, to recognize the applicable case we merely need to identify the matching interval for each parame ter, and so the appropriate equivalence class.
More complex methods of pattern recognition not relying upon above interval structure are discussed in Kimms (1997) .
Case Library Updating
A third ingredient, which may be referred to as a learning component, decides how to validate and when to update the case library. As such a feature has the potential to enhance the quality of the recommendations given, it is a sensible part of any CBR system (Kolodner 1983) . In its most simple form it may prescribe, whenever a new case has been processed, storing the case and whatever solution is adopted for it. Yet as we use equivalence classes we do not differentiate between instances of the same class, so updates are not mandated by formal reasons; note that updates would be required if the instances were memorized in an extensional manner. We therefore propose two more evolved approaches. The first one stipulates an update whenever a new case differs from those in the library by more than a specified degree; this could be measured in terms of the distances from the incumbent interval midpoints, taking e.g. the average or the maximum value over all matching intervals. To such an instance, all seemingly worthwhile algorithms should be applied, as done for the initial setup of the library. Another approach is to apply to each newly acquired instance all available (or at least the most promising) algorithms.
Here the approach would be used ex post, in order to verify that the recommendation given by the CBR system was indeed fitting. In this way, a validation of the knowledge base can be achieved on a system load permitting basis. In both cases, if the results favour another than the currently prescribed algorithm, a refinement of the interval structure is in place, allowing to chart the boundaries between the classes more precisely.
Relation to Rule-Based Reasoning
While we introduced our approach as a CBR one, the reader will notice that some aspects of its implementation are closely related to rule-based reasoning (RBR). In RBR, rules can be thought of as if-then-statements; the behaviour of the system is dictated by a process that iteratively searches for a rule whose if-part (antecedent) matches the input, and implements the prescriptions of the corresponding then-part (consequent). Let us lay out some major characteristics which distinguish case-based from rule-based reasoning (Kolodner 1993, pp. 93-94) .
In CBR, cases are constants, they are retrieved based on partial matching, and require partial adaptation to get a solution. In RBR, rules are patterns, they are retrieved based on exact matching, and consequently adaptation is not required to get a solution.
The cases we use are intervals of characteristic parameter values, i.e. patterns defining equivalence classes of instances; retrieval is based on exact matching by identifying the proper class.
The corresponding solution is the algorithm stored as most favorable for that instance class. As the classes form a partition of the instance space, all possible instances of the problem are covered and adaption of the algorithm is not required. While these aspects underscore the close relation to RBR, the similarities reach only so far. Note that RBR applies rules in an iterative cycle of events, to eventually arrive at a final state, whereas CBR retrieves the most appropriate case as a whole, thus approximating the desired solution in just one step. Also, in RBR knowledge is usually extracted from experts in a field which is a tedious and time-consuming task requiring human interaction for the most part. In CBR, most knowledge is encoded simply by storing cases which is not too demanding a task and can be largely automated.
Therefore, we can characterize our approach as being composed of a case-based methodology for analyzing the problem given, and a case-based methodology with some strong rule-based strains for implementing the resulting algorithmic system.
Case-Based Reasoning for Project Scheduling
In this section, we apply the general ideas just outlined to project scheduling and develop the design of a CBR system selecting parameterized sampling methods for the RCPSP. In particular, we describe the initial setup of the case library, drawing upon the results from extensive computational experimentation, and discuss details of the case selection.
Case Library Initialization
Test Instances
Factors examined are sampling algorithm (more precisely scheduling scheme, random sampling scheme, and priority rule), number of iterations, and instance size. Let us emphasize that the control parameters α and δ are held constant throughout as their effect is only minor; in preliminary tests the values α = 1 and δ = 10 gave the best results for the algorithms discussed here, and these are the values used. We thus omit them from any algorithmic descriptions. A discrete domain for each factor defines over which levels it is varied during an experiment, while one value for each factor determines a run of an experiment. For each instance and algorithm, the outcome of each run can be assessed in terms of effectiveness and efficiency. Effectiveness is measured as the percentage deviation of the best schedule found for the instance in that run from a reference solution. Efficiency captures the CPU-time required for the run, measured in terms of seconds.
As a test bed, we used the instance sets J30, J60, and J120 generated by ProGen . Each instance consists of 30, 60, or 120 non-dummy activities, having a nonpreemptable duration of between one and ten periods and requiring one or several of four renewable resources present. The number of successors and predecessors w.r.t. the precedence order varies between one and three for each activity. Systematically varied characteristics for these instances are the resource factor (RF) and the resource strength (RS), explained above, as well as the network complexity (NC), defined as the average number of non-redundant arcs per activity. A more comprehensive characterization is given in . The respective parameter levels used are shown in Table 3 . For each cluster defined by a combination of these parameters, each instance set contains ten instances, for a total of 480 instances for J30 and J60, and 600 for J120. For the most part, our experimentation used a full factorial design on the above factors, some additional experiments of a more limited scope will be covered where appropriate.
Effect of Instance Characteristics
Instances of the RCPSP that are merely precedence-constrained (RS = 1.0) can be solved to optimality in linear time, so it is the presence of scarce resources that causes the strong NP-equivalence of the problem. This is illustrated by Figure 1 where we show the effectiveness of pure random sampling (RAS) for different levels of RF and RS 1 . Indeed less capacitated instances are more tractable than instances with rather scarce resources. Thus, it is straightforward to expect that certain algorithms should perform better on some instances than others. 
Figure 1: Tractability of Instances as Demonstrated by Effectiveness of RAS
On a subset of J30 Kolisch, Drexl (1996) found the priority rules LST and WCS to perform best under the SSS and the PSS, respectively. They also found the mutual performance of the algorithms SSS, RBRS, LST and PSS, RBRS, WCS to depend on RF: SSS, RBRS, LST outdoes its counterpart on instances where RF ≤ 0.75 while PSS, RBRS, WCS fares better if RF > 0.75. In a more recent study (Schirmer, Riesenberg 1998 ) that encompasses all 360 non-trivial instances 502 FCS-based algorithms were analysed separately on all 36 clusters. As already reported by De Reyck, Herroelen (1996) , the network complexity has no significant bearing on algorithmic effectiveness, yet both RF and RS turned out to affect the effectiveness of algorithms. Table 4 
: Effect of RF, RS -Deviations
Numerical results are detailed in Table 4 . They reveal a clear cut dividing line between clusters where the best serial FCS-based algorithm dominates and those where the parallel does (domi nated areas are shaded); for ease of presentation we will refer to the former as serial and to the latter as parallel clusters. It is straightforward to combine these two algorithms by selecting the better of both for each cluster defined by RF and RS (cf. Table 5 below, marked J30, Z ≤ 400).
Effect of Sample Size
Since this composite algorithm is based upon results from running several FCS-based algorithms for a sample size of Z = 100 iterations each, the question arises whether the sample size has any measurable impact on the effectiveness of these algorithms relative to each other. If so, the case library of a CBR system would have to include entries for different iteration numbers in order to adjust for these effects. Indeed it is shown in Schirmer (1997) that the ranking of priority rules may change with the number of iterations. In Figure 3 , we summarize the results of an experiment in which all priority rules were employed with the MRBRS/10 under both scheduling schemes, running them for up to 500 iterations on the set J30. The results are representative of those for the RBRS and other MRBRS-variants. 
Figure 3: Effect of Iterations and Priority Rules -Deviations
Although the ranking of the rules remains unchanged under the SSS regardless of sample size, it changes under the PSS. WCS emerges as best rule for less than 400 iterations while LFT is best for more than 400 iterations; for 400 iterations both rules perform identically. Note also that using LFT instead of WCS for larger samples has the additional benefit of being faster: WCS requires about 25% more computation time than LFT under the PSS (Schirmer 1997) . Also, the dividing line between the "serial" and the "parallel" clusters moves with increasing iteration numbers; so the best composition is also affected by the size of the sample taken.
For several reasons, we have extended these results by a similar experiment, taking measurements after 1000 and 5000 iterations. First, to check whether the algorithms SSS, MRBRS/10, LST and PSS, RBRS, LFT remain the most effective ones on the serial and parallel clusters when the sample size is increased markedly. Second, to verify whether the dividing line between serial and parallel clusters remains unaffected by the size of the sample taken. An additional benefit is that later this will allow us to compare the effectiveness of sampling methods with that of more complex metaheuristic algorithms which usually work on much larger samples. The outcome of the experiment can be summa rized as follows: LFT continues to dominate WCS on the parallel clusters, except for Z = 5000 where WCS regains a slight advantage -less than 0.03% -on J30 and J60; due to the higher efficiency of LFT, we chose to disregard this result. So SSS, MRBRS/10, LST and PSS, RBRS, LFT are the most effective algorithms on the serial and parallel clusters, also for large iteration numbers. Yet, a more interesting finding is that the dividing line between serial and parallel clusters indeed varies with different sample sizes. As an example, consider the instance set J30: Whereas for 100 iterations 15 clusters are better solved by the best parallel algorithm, this number reduces to 9 clusters for larger samples. Hence, for samples sizes above 400 a modified algorithm is recommended (cf. Table   5 below, marked J30, Z > 400).
From these results one might assume that for samples smaller than 100 even more clusters are solved better by a parallel algorithm. In order to check this, we conducted another experiment with the same algorithms, taking measurements after 10, 40, and 70 iterations for each instance set. It turns out for J30 that some minor changes occur when only 10 iterations are performed, adding the clusters with RF ≥ 0.75 and RS = 0.7 to the parallel ones; for sample sizes between 10 and 100 as well as for the other instance sets, the picture remains the same as for 100 iterations. If we regard any sample size of 10 or smaller as unreasonable, due to the random error immanent to sampling (Hancock 1994) , we can conclude that even for very small samples the best serial algorithm remains the better choice for the easier instances, i.e. those with small RF and large RS.
Effect of Instance Size
A related question is whether also the size of the attempted instances influences the best composition of CCS-based algorithms, i.e. the position of the dividing line between serial and parallel clusters. Note that, although several problem parameters contribute to the size of RCPSP-instances as formalized in complexity theory, we will here consider only the number of activities to be scheduled. To assess the impact of the instance size, we extend the above experiments to the larger sets J60 and J120. The best control schemes found are again reported in Table 5 (marked J60 and J120). The results show that increasing the number of activities may indeed produce a similar, if less pronounced effect as did decreasing the number of iterations performed. As an example, compare the best algorithms on J30 and J60 for a sample size of 500 iterations: The increase in the number of activities reduces the number of clusters on which the best serial algorithm performs better from 27 to 21. It is also interesting to note that, even if the effectiveness of LFT and WCS under the PSS is always rather close, WCS performs better only on J30 and only for samples of 400 iterations or less; on the larger instance sets, LFT consistently outperforms WCS for all sample sizes tested. In the earlier literature on priority rule-based scheduling methods, the conjecture was widely accepted that the best rules on smaller instances would also be the best ones on larger instances (Davis, Patterson 1975; Badiru 1988; Alvarez-Valdés, Tamarit 1989) . On the basis of our results, this conjecture, which is probably due to the unavailability of computers fast enough to allow large scale experimentation, has to be refuted, at least in its generality.
Case Selection
As a basis for case selection, we summarize the outcome of our experiments, i.e. the initial knowledge base, in terms of algorithmic recommendations for the RCPSP. These are depicted in Table 5 where for each instance class the most effective sampling algorithm, in case of ties the most efficient one, is specified. Following the ideas outlined before, we partition the instance space along the midpoints between the tested values of J, Z, RF, and RS. Case selection under this initial knowledge base can then be managed by the algorithm listed in the Appendix (Table 10 ).
Case Library Updating
For validation and updating of the case library we follow the second approach proposed above,
i.e. we apply the three most promising algorithms to each newly acquired instance. In order to do so, in addition to the recommendations listed in Table 5 we store also the second-and thirdmost effective algorithm for each instance class. Let us emphasize, though, that the initial knowledge base remained unchanged for the instance sets used here.
Implications for Sampling Methods
We know from theoretical analysis that for each feasible instance the space AS of active solutions, which is sampled by the SSS, always contains at least one optimum whereas the space NDS of non-delay schedules, which is sampled by the PSS, may contain no optimal solution at all (Kolisch 1996) . The above experimental results for the case library initialization allow to complement these theoretical results by several interesting conclusions which provide deeper insight into the behaviour of both scheduling schemes.
Disaggregating the results over the instance clusters revealed the number of parallel ones, i.e.
those clusters on which the PSS is more effective than the SSS, to be larger the larger the instances attempted and the smaller the samples taken are (Table 5 ). Both effects can be traced back to the same cause. As the PSS searches a smaller space than the SSS -NDS is a subspace of AS ) -it will usually find better schedules than the SSS in the first iterations; in a sense, the PSS could be said to search in a more focussed way. This advantage wears off in later iterations, and thus for larger samples, for then the SSS can more fully search its solution space which contains better, even optimal solutions. In other words, the smaller the portion of an instance's solution space is that will be searched in an experiment, the more beneficial it is to employ the PSS. Similarly, large instances mean that their solution space is too large to be searched exhaustively in only a few iterations; again the PSS has a competitive advantage that is greater the larger the instance attempted is.
Further, the PSS works better on hard instances and the SSS on easy ones. Here, the reason is more involved, arising from an interesting relationship between RF and RS on one side and the size of certain solution subspaces on the other. Given an instance of the RCPSP, the space FS of feasible solutions will become smaller when additional constraints are adjoined (such as by increasing RF) or existing ones are tightened (such as by decreasing RS). This would seem to contradict the insight that the PSS outperforms the SSS on larger solution spaces only. However, both schemes do not sample FS exhaustively but, by excluding numerous schedules from the generation process, search substantially smaller subspaces of FS. And the spaces NDS of non-delay and AS of active schedules which are searched by the PSS and the SSS, respectively (Kolisch 1996) , become larger for harder instances. Both schemes can be said to try and schedule activities as long as this is resource-feasible. So, some activities that could be scheduled to run in parallel if only precedence constraints were to be considered have to be relegated to later start times when they compete for the allocation of scarce resources. Assume now an instance where RF = 0 or RS = 1 such that all activities can be run in parallel, then NDS and AS comprise only one solution each. After increasing resource scarcity to a point where two activities must be processed sequentially, both spaces comprise two schedules, each delaying one of the activities. In this way, tightening resource scarcity is putting more solutions in the spaces sampled by the scheduling schemes. Therefore, for any fixed sample size, the searched portion of the solution space is smaller for hard instances and larger for easy ones, such that the more focussed PSS can outrank the SSS on the former.
Computational Results
In order to demonstrate the validity of our approach, we provide effectiveness and efficiency results derived on the test instances employed. In addition, we compare our approach to a number of state-of-the-art heuristics for the RCPSP.
Effectiveness
For brevity we detail the results for 500 iterations only, the results for the other sample sizes can be obtained upon request. Reference solutions for the instances in J30 are the optima as published in the library PSPLIB (Kolisch, Sprecher 1997) . Since not all optima are available for J60 and J120, reference solutions for these are the best heuristic solutions found in the study of Kolisch, Hartmann (1999) . To facilitate comparisons for other authors, we also use the precedence-based lower bound, i.e. the length of the critical path, for each instance, providing a datum that is easily reproduced. The results for the different instance sets are summarized in In general, the PSS is more efficient than the SSS, a fact that has already been noted by Kolisch (1995, p. 106) . Clearly, computation times increase with increasing RF and decreasing RS.
While the influence of RF can be easily explained for both scheduling schemes alike since more resources need to be taken into account when RF increases, the influence of RS calls for two different explanations. Under the PSS, the decision set is built anew whenever a new schedule time has been determined, which in turn happens when all elements of the previous decision set have been scheduled. With decreasing RS, resource capacities become scarcer such that less activities can be processed in parallel, the decision sets become smaller and thus need to be rebuilt more often. Under the SSS, scarcer resources mean that the earliest feasible start times of some activities are later in time, so more candidate start times (which are traversed in chronological order) have to be checked for resource feasibility.
For brevity, we refrain from providing similar tables for other priority rules as the above times are representative for these. We demonstrate this by Table 8 where the relation of the CPU times is shown, using the priority rule LFT as reference index of 100%. 
Comparison With Other Algorithms
In order to further underscore further the efficacy of our approach, we compare its effectiveness to that of several other algorithms for the RCPSP. Among these are several simple FCS-based scheduling heuristics, each using only one priority rule; we have choosen the two best serial and parallel algorithms available (Kolisch 1996a (Kolisch , 1996b Schirmer, Riesenberg 1997) . Also, we include the adaptive search procedure (Kolisch, Drexl 1996) . We complement these with several recent metaheuristics from the realms of simulated annealing ( Bouleimen, Lecocq 1998) , genetic algorithms (Leon, Ramamoorthy 1995; Hartmann 1998) , tabu search (Baar et al. 1997 ). These algorithms comprise the most effective heuristics currently known for the RCPSP (cf. the comparative study of Kolisch, Hartmann (1999) .
Let us add some remarks. First, no results on J120 are known for the tabu search algorithm of Baar et al. (1997) as the implementation of the authors placed too high demands on computer memory when tackling this instance set. Second, while the results cited in Kolisch, Hartmann (1999) The results are very encouraging. Not only is our CBR approach more effective than any other sampling method, it even outperforms all but the most recent metaheuristics. Indeed, only the genetic algorithm of Hartmann (1998) consistently betters the CBR-SAR. This finding is even more noteworthy as sampling methods usually are substantially faster than any metaheuristics.
Summary and Conclusions
In this paper, we proposed ways to integrate CBR and algorithms for OR problems, hoping to demonstrate the benefits of selecting algorithms according to several influential criteria. Although we focussed on sampling methods for the RCPSP, the ideas discussed are easily transferred to other applications. Along the way, we have analyzed the influence of several instance characteristics (resource factor, resource strength, instance size) as well as the number of iterations on the effectiveness of a broad range of sampling algorithms. This revealed some previously unknown effects and allowed to substantially improve the most effective sampling method in the open literature, viz. the adaptive search approach of Kolisch, Drexl (1996) . Also, it extends the class-based approach of Schirmer, Riesenberg (1998) to larger instance classes.
A comparison with state-of-the-art heuristics for the RCPSP corroborated the effectiveness of our approach. We thus hope to contribute in two ways to the current body of knowledge. First, for the practitioner by showing how to design more effective algorithms without compromising efficiency. Second, for the researcher by providing deeper insight into the behaviour of sampling heuristics.
One interesting direction for future research is to analyze effectiveness and efficiency of metaheuristic algorithms in a more detailed manner, as done here for sampling methods. A conceivable outcome might be to integrate such algorithms into a CBR system as well. Such a system could employ an effective metaheuristic to tackle the hardest instances on which the effectiveness of sampling leaves to be desired, and apply -more efficient and still highly effective -sampling methods to easier instances. Another promising idea is to refine the scheduling schemes that are currently incorporated in many metaheuristics, drawing on the implications outlined. Notice that both of the currently best metaheuristic algorithms for the RCPSP (Bouleimen, Lecocq 1998; Hartmann 1998 ) utilize such methods to generate schedules. We therefore augur that further improving these methods will pave the way also for further improvements in the best known metaheuristics. 
