We apply and compare results of transformations used to annihilate boundary singularities for multivariate integration over hyper-rectangular and simplicial domains. While classically these transformations are applied with a product trapezoidal rule, we use adaptive methods in the PARINT software package, based on rules of higher polynomial degree for the integration over subdomains. PARINT is layered over the MPI environment (Message Passing Interface) and deploys advanced parallel computation techniques such as load balancing among processes that are distributed over a network of nodes. The message passing is performed in a non-blocking and asynchronous manner, and permits overlapping of computation and communication. Comparisons of computation times using long double vs. double precision confirm that the extended format does not considerably increase the time for long doubles. We further apply the proposed methods to problems arising from self-energy Feynman loop diagrams with massless internal lines, in particular where the corresponding integrand has singularities on the boundaries of the integration domain.
For the one-dimensional integral I = 1 0 f (x) dx, we consider the tanh and tanh(sinh) transformations (see, e.g., [DR84, RdD81b] ), given by
Trans (A) : x = ϕ(t) = tanh(
c t 1 − t 2 ) so that I = 1 0 α(t) dt with α(t) = f (ϕ(t)) ϕ (t), where ϕ (t) = c (1 + t 2 )
(1 − t 2 ) 2 sech 2 ( c t 1 − t 2 )
(1) 
Trans (B)
Thus Trans (A) maps the original interval back to [0, 1] and is intended to deal with a possible singularity of f (x) at x = 1. The tanh transformation was introduced by Sag and Szekeres [SS64] to transform the radial coordinate for integration over the N -dimensional sphere, in order that the transformed integrand and all its derivatives vanish at the spherical surface (corresponding to t = 1 in Eq (1)). Then in [SS64] the integrand is put to 0 outside the sphere, and the integration performed over a cube containing the sphere; the product trapezoidal rule is applied in view of the vanishing integrand derivatives at the boundary and the resulting Euler-Maclaurin error expansion.
Whereas ϕ(t) in Eq (1) maps t = 1 to x = 1, and t = 0 to x = 0, a version of Trans (A) that maps t = 0 to x = 1, and t = 1 to x = 0 is
Trans (Â) : x =φ(t) = tanh(
c (1 − t) 1 − (1 − t) 2 ) = tanh( c (1 − t) 2t − t 2 ) so that I = 1 0α (t) dt withα(t) = f (φ(t))φ (t), whereφ (t) = c (t 2 − 2t + 2) (2t − t 2 ) 2 sech 2 ( c (1 − t) 2t − t 2 )
Thus in Trans (Â) the tanh argument is infinite at t = 0. With Trans (A), as well as Trans (A') given by
Trans (A') : x = 1 − tanh( c t 1 − t 2 ) the tanh argument is infinite at the t = 1 endpoint of the integration range. Note that the computation of U d with Trans (A'), i.e., Trans (A') targets the singular point at the origin.
Classically the trapezoidal rule is also used for the integration with Trans (B), which maps the original interval (with possible integrand singularities at x = 0 and x = 1) to (−∞, ∞). The trapezoidal rule approximation applied to Eq (2) yields I h = h ∞ k=−∞ β(kh) with mesh size h. A rapid decrease of the transformed integrand with increasing |t| allows truncation of the infinite range, resulting in an approximation of the form I h tr = h K1 k=−K0 β(kh). The error ΔI h tr = I − I h tr consists of the quadrature rule error ΔI h = I − I h and the truncation error ΔI tr = I h − I h tr . For the results in this paper we will take K 0 = K 1 in I h tr and truncate the infinite integration interval of Eq (2) to a finite interval [−b, b] . 
For an application of the methods in Eqs (1) and (2) to multivariate integrals, the product trapezoidal rule approximation suffers from the exponential growth of its number of grid points (the curse of dimensionality). As shown below, we can perform the integration for some problems using an adaptive algorithm (in PARINT [Par] ). The adaptive procedure attempts to counter the dimensionality effect by partitioning the domain in the vicinity of integration difficulties (as opposed to uniformly), and by its region bisection perpendicular to the direction in which the integrand is found to vary the most (see also [DRVD76, BEG91b, GK97] ). However, adaptive integration is not suited for moderate to high dimensions (> 10, say), especially if a considerable amount of partitioning is required. Numerical test results of the transformations are presented in Section 2, followed by an application to Feynman loop integrals in Section 3 and a discussion of the PARINT package in Section 4. We use 
Numerical tests
Using the transformations in Section 1, remarkable integration accuracies are obtained, which cannot be achieved by a direct computation without transformation. For example, a 2D run with maximum number of evaluation points set to 1,000 gives 3.91 as a result without tranformation (exact value = 4). Tables 1 and 2 T IME REL. T IME REL. T IME REL. T IME REL. T IME REL. T IME ERR. 122.4 In Table 1 , the relative accuracies and times (in seconds) are shown for runs in double and long double precision, for the maximum number of integrand evaluations as specified in the second column. Overall, in Table 1 , the best accuracies are obtained with c = 3. For d = 2, some of the accuracies are more than 50 times better in long double precision for 5K and 10K evaluations; for d = 3, the better accuracies are seen at at 50K and 100K evaluations, and for d = 6, the better accuracies in long double precision occur at 100M evaluations. The results of Trans (A') are far more efficient than those of Trans (B) (shown in Table 2 ).
As observed in Table 1 , the times using long doubles are close to those using doubles for runs up to 100M. On Intel hardware using recent gcc compilers, doubles are IEEE floating point compliant, 64 bit reals that use 8 bytes, while long doubles are non-IEEE floating point compliant 80 bit reals that use 16 bytes (wasting 48 of 128 bits). The times for computing with long doubles and doubles in this environment is about the same while long doubles require double the storage. There are compiler options that can affect this. See also the work in [FIPG05] , where different multi-precision types are compared. Because the load balancing in PARINT is done in the background, and does not normally transfer significant amounts of data, the difference in sizes does not seriously affect the run times. Using long doubles will approximately double the storage required, which increases the time to move the data and may limit the number of subdivisions that can be done. Compilers such as gcc 5.2 also support quad precision, 128 bit, IEEE compliant reals, using software that is much (often 50 times) slower than using long doubles. Other compilers (Intel and PGI) have different results, but the same general conclusions hold. Table 2 is given for double precision. Among the Trans (B) results, those for half-width b = 4 are generally best (although comparable with b = 5). It may be noted that the accuracy does not improve for d = 2 and half-width b = 3 at 10K evaluations (or higher). This is due to the truncation of the region after Trans (B), to a box of half-width b in each coordinate direction. More accuracy is gained with b = 4 or 5 in this case. However, no further increase of the accuracy is observed for larger b, e.g., b = 6. In general there is a trade-off between taking more of the tail behavior into account, and accurately approximating the transformed integral over the finite box. 
The parallel times in Table 3 for the two methods, in double as well as long double precision, are very close for 100K and 1M evaluations. These times are insignificant and dominated by the MPI overhead. For the larger problems (from 100M evaluations), the time increase is proportional to that of the number of integrand evaluations. In this range the difference in time between double and long double runs is more pronounced for both methods, and Trans (A') is also faster than Trans (B). Trans (A') is generally more accurate than Trans (B) for this problem.
Feynman loop integrals
An L-loop integral with N internal lines can be represented in Feynman parameter space by
where C and D are polynomials determined by the topology of the corresponding diagram and physical parameters. The integration in Eq (3) is taken over the N -dimensional unit cube. However, as a result of the δ-function one of the x r can be expressed in terms of the other ones, which reduces the integral dimension to d = N − 1 and the domain to the d-dimensional unit simplex S d . In the absence of IR (infrared) and UV (ultraviolet) singularities we have n = 4. The term i C prevents the denominator from vanishing in the integration domain and can be used for regularization, where we compute an approximation as → 0. A regularization to keep the integral from diverging was achieved by extrapolation as → 0 in [dDSFY04, YdDH 
In [dDYK + 15] we dealt with N 0 and three other diagrams (for N = 7 and 8), N 1 , N 2 and L 0 from [BC10] . For the latter we provided results by a direct computation of the integral in Eq (4) for large numbers of integrand evaluations, between 1B and 100B (billion), taking up to about 400s (seconds) of CPU time using long double precision, with 48 MPI processes. This involved setting ρ = 0 and transforming Eq (4) to the (N −1)-dimensional unit cube. Applying further integral transformations does not appear beneficial in these cases.
For N 0 we reported results based on a numerical extrapolation as ρ → 0. Thereby, a sequence of integrals was computed by adding a non-zero term depending on in the integrand denominator (see Eq 5), for ρ = ρ = 2 − , = 20, . . . , 32, and performing an extrapolation with the -algorithm of Wynn [Sha55, Wyn56, Sid96, Sid11] on the sequence of integrals. Each integral of the sequence took about 475s CPU time; thus a total of 12 or 13 iterations (with rather slow convergence) took about 5,700s or 6,175s, respectively.
As an application of the transformation methods in this paper, we set ρ = 0 and evaluate the integral of Eq (5) after a tanh transformation. Trans (A') with c = 3 yields the result 20.7385571 with relative error 9.6 10 −8 by PARINT using long doubles with 25B evaluations, in 832s with 48 processes. The results are sensitive to the problem parameters, such as the value of c and the allowed number of function evaluations. The accuracy does not further increase by allowing more evaluations. The exact integral is 20ζ 5 ≈ 20.738555102867. For comparison, Table 4 gives results obtained without transformation, for double and long double precision, using 48 processes. Without the transformation, less accuracy is achieved up to 750B evaluations and 3188s execution time.
PARINT software
Written in C and layered over MPI [OM] , the PARINT methods (parallel adaptive, quasi-Monte Carlo and Monte Carlo) are implemented as tools for automatic integration (i.e., adhering to a blackbox model), where the user defines the integrand function and the domain, and specifies a relative and absolute error tolerance for the computation (t r and t a , respectively) . For PARINT the integrand is generally defined as a vector function f :
it is then the objective to return an approximation Qf and absolute error estimate E a f such that
(in infinity norm). In order to satisfy this error criterion, the program tests throughout whether
is achieved, where τ is the estimated tolerated error. The available cubature rules in PARINT (to compute the integral approximation over the domain or its subregions) include a set of rules for the d-dimensional cube [GM80, GM83, BEG91a] , the 1D (Gauss-Kronrod) rules used in the QUADPACK software package [PdDÜK83] and a set of rules for the d-dimensional simplex [Gen90, GM78, dD79] . The number of function evaluations per (sub)region is constant and the total number of subregions generated, or the number of function evaluations in the course of the integration, is considered a measure of the computational effort.
PARINT adaptive methods
In the PARINT distributed, asynchronous adaptive partitioning algorithm, all processes act as integration workers; one process additionally assumes the role of integration controller. The integration domain is divided initially among the workers. Each on its own part of the domain, the workers engage in an adaptive partitioning strategy similar to that of DQAGE from QUADPACK [PdDÜK83] and of DCUHRE [BEG91b] by successive bisections. The workers then each generate a local priority queue of subregions as a task pool. The priority queue is implemented as a max-heap keyed with the estimated integration errors over the subregions, so that the subregion with the largest estimated error is stored in the root of the heap. If the user specifies a maximum size for the heap structure on the worker, the task pool is stored as a deap or double-ended heap which allows deleting of the maximum as well as the minimum element efficiently, in order to maintain a constant size of the data structure once it reaches its maximum.
A task consists of the selection of the associated subregion and its subdivision (generating two children regions), integration over the children, deletion of the parent region (root of the heap) and insertion of the children into the heap (see Fig 5) . The region partitioning by bisections (as opposed to subdivisions into 2 d subregions) helps to alleviate the dimensionality curse of an exponential increase of the work with increasing dimension. The bisection of a region is performed perpendicularly to the coordinate direction in which the integrand is found to vary the most, according to 4 th -order differences computed in each direction [DRVD76, GK97, BEG91b].
Load balancing
For a regular integrand behavior and p MPI processes distributed evenly over homogeneous processors, the computational load ideally decreases by a factor of about p. However, since most integrands feature varying function behavior across the integration domain (e.g., singularities or peaks), workers that initially receive a difficult portion of the integration domain need to perform more work to complete their part of the problem than workers whose initial region is easy. The latter workers may become idle. Consequently we resort to dynamic load balancing to maintain efficient use of the processes by keeping the loads on the worker task pools balanced. The receiver initiated, scheduler based load balancing strategy in PARINT is an important mechanism of the distributed integration algorithm [dDGE96, dDKCZ01, dZKC01, AKdD03, AdDKVV04]. The controller acts as the scheduler and maintains an IDLE-STATUS list of the workers.
The workers send periodic update messages to the controller, containing the differences incurred in their integral and error estimates (since the previous update). The update message also indicates the idle or non-idle status of the worker. In turn, the controller provides the workers with updated values of the estimated tolerated error τ = max{ t a , t r || Qf || } required for the global accuracy test in Eq (6). A worker is idle if the ratio R E of its total local error estimate to the tolerated error τ does not exceed its fraction R V of the total volume (of the original domain D), i.e., its error ratio
When a worker j informs the controller via an update message of its non-idle status, the controller selects (in a round-robin fashion) an idle worker k and sends j a message containing the ID of k. Worker j will then send a work message to k containing either new work or an indication that it has no work available. Upon receiving this message, worker k either resumes working or informs the controller that it is still idle.
Other strategies are possible, that perform the load balancing steps between the worker processes, without going through the controller. A simple de-centralization of the current scheme was proposed in [dZKC01] , by letting the controller provide the workers with its current IDLE-STATUS information. Once workers have this information, they can perform load balancing independently of the controller. This would increase the amount of data transferred for load balancing.
Note that the current centralized strategy fits well with our parallel adaptive partitioning algorithm, as it makes use of the updates that take place at the controller to keep track of the global results and estimated global tolerated error τ (see Eq (6)). The message passing is performed in a non-blocking and asynchronous manner, and permits overlapping of computation and communication, which benefits PARINT's efficiency on a hybrid platform (multicore and distributed) where multiple processes are assigned to each node.
Conclusions
We examined the effectiveness of transformations for the integration of functions with singularities on the boundaries of the domain. As indicated by the test results in this paper, the tanh transformation (with variants of Trans(A)) appears to be more accurate and efficient than Trans(B) for a similar amount of work when used with PARINT. Other transformations will be considered in a subsequent comparison study for possible inclusion in the PARINT parallel multivariate integration package.
Interesting observations also result by comparing execution times using doubles vs. long doubles, confirming that the extended format does not affect the computation time by much (generally up to about a factor 2) in the current environment. While using higher (such as quad) precision may be desirable in some situations, a careful analysis of the need for extra precision as the number of subdivisions increases, especially near singularities, can provide better approaches. Future work will be done in helping automate such approaches.
