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a b s t r a c t
In this paper, the multivariate process having long-range dependency is presented. The
process is defined by the time-changed fractional Brownian motion whose subordinator
is given by the fractional tempered stable subordinator. The fractional tempered stable
subordinator is a generalization of the non-decreasing tempered stable process with long-
range dependence. The multivariate process allows for (1) the long-range dependence in
the endogenous noise, (2) the long-range dependence in time or the volatility, (3) the
fat-tailed marginal distribution, and (4) an asymmetric dependence structure between
elements. Numerical methods to generating sample paths for the process are discussed.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
Fractional Brownian motion introduced by Mandelbrot and Ness [1] is a self-similar process with stationary increments.
The process has short-range or long-range dependence controlled by the Hurst index. Fractional Brownian motion is a
subclass of the fractional stable process (see [2]). Both fractional Brownian motion and fractional stable process have been
applied in areas such as data communication, hydrology, and finance. In particular, the fractional stable process has been
applied to the modeling of financial time series having long-range dependence (see [3,4]).
In finance, themodeling of asset prices is typically done using a stochastic processwith time-varying variance (see [5–9]).
In themodel, the pricing process is driven by twodriving noises: the endogenous noise and the exogenous noise frommarket
volatility modeled by a positive stochastic process. The pricing process with stochastic market volatility is driven by the
time-changed Lévy process, which captures the fat tail and the asymmetric properties in the empirical return distribution
(see also [8,10,11]).
In this paper, a new multivariate process having the long-range dependence not only in the endogenous but also in
exogenous noises is presented. The new process is defined by taking the time-changed fractional Brownian motion. That
is, we take fractional multivariate Brownian motion and change the time variable to the stochastic process with long-range
dependence. The stochastic process replacing the time variable is given by the fractional tempered stable subordinator. The
fractional tempered stable subordinator is the totally right-skewed process with long-range or short-range dependence.
Hence, the fractional Brownian motion captures the endogenous long-range dependence, while the exogenous is described
by the fractional tempered stable subordinator. Moreover, the mutual dependence between two elements of the process
is obtained by the correlation matrix of the fractional multivariate Brownian motion. The model captures the fat tail and
asymmetric properties of the asset return distribution observed in financial markets as well as the non-linear asymmetric
dependence structure between the returns of any pair of assets.
The remainder of this paper is organized as follows. In Section 2, the fractional tempered stable subordinator is presented
based on the result of [12]. The fractional univariate normal tempered stable process is defined by the time-changed
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fractional Brownianmotionwith the fractional tempered stable subordinator in Section 3. The fractionalmultivariate normal
tempered stable process is discussed in Section 4. The numerical method to simulate the fractional multivariate normal
tempered stable process is presented in Section 5. Our principal findings are summarized in Section 6.
2. Fractional tempered stable subordinator
To define a fractional tempered stable process, we use the Volterra kernel KH,α : [0,∞)× [0,∞)→ [0,∞), given by
KH,α(t, s) = cH,α

t
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and GH,α = H − 1α + 12 . According to [12,13], we can find the following facts:
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The pure-jump Lévy process T = (T (t))t≥0 whose characteristic function φT (t) is equal to
φT (t)(u) = exp

tk
 ∞
0
(eiux − 1) e
−θx
xα/2+1
dx

= exp

tkΓ

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, (2)
is a subordinator and is referred to as the tempered stable subordinator with parameters (α, k, θ).
Let H ∈  1
α
− 12 , 1α + 12

, α ∈ (0, 2). Consider the fractional Lévy process TH = (TH(t))t≥0 defined by
TH(t) =
 t
0
KH,α(t, u)dT (u), (3)
where T is the tempered stable subordinator with parameter (α, k, θ)1 and KH,α is the Volterra kernel. Then the process TH
is referred to as the fractional tempered stable subordinator with parameter (H, α, k, θ).
By Houdre and Kawai [12], we obtain the following proposition without proof.
Proposition 1. Let t, s ≥ 0. The covariance of TH(s) and TH(t) is given by
cov(TH(s), TH(t)) = 12kθ
α
2−2Γ

2− α
2
 
t2GH,α + s2GH,α − |t − s|2GH,α  . (4)
By the same argument made for Proposition 3.4 in [12], (TH(t))t≥0 exhibits long-range dependencewhen H ∈
 1
α
, 1
α
+ 12

and short-range dependencewhen H ∈  1
α
− 12 , 1α

.
1 The mean of T (t) is assumed to be zero for all t > 0 in [12], but we assume E[T (t)] > 0 for all t > 0 in this paper.
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The characteristic function and cumulants are obtained as follows.
Proposition 2. Suppose H ∈  1
α
− 12 , 1α + 12

and α ∈ (0, 2).
(a) The characteristic function of TH(t) is given by
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By the cumulants cn(TH(t)) given in Proposition 2, we obtain the mean and the variance of TH(t) as
E[TH(t)] = kθ α2−1Γ

1− α
2

CH,α,1tH−
1
α+1, and Var(TH(t)) = kθ α2−2Γ
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.
The variance of TH(t) is also obtained by the particular case t = s of (4).
Proposition 3. Let H ∈  1
α
− 12 , 1α + 12

and α ∈ (0, 2). If x ≤ 0, then the exponential moment E[exp(xTH(t))] of TH(t) is
well defined as E[exp(xTH(t))] = φTH (t)(−ix). Moreover, if a ∈ R and b > 0 then φTH (t)(a + ib) = E[exp((ia − b)TH(t))] is
well defined.
3. Fractional univariate normal tempered stable process
Assume (BH(t))t≥0 is the (univariate) fractional Brownian motion with Hurst index H ∈ (0, 1]. Then it is known that
BH(t) =
 t
0
KH,2(t, s)dB(s),
where (B(t))t≥0 is a standard Brownianmotion and KH,2 is a special case of the Volterra kernel defined in (1). It is well known
that (BH(t))t≥0 exhibits long-range dependence when H ∈

0, 12

and short-range dependence when H ∈  12 , 1.
Let (BH1(t))t≥0 be the fractional Brownian motion with Hurst index H1 ∈ (0, 1] and (TH2(t))t≥0 be the univariate
fractional tempered stable subordinator with parameters (H2, α, k, θ). Suppose that (BH1(t))t≥0 and (TH2(t))t≥0 are
independent. Consider a process X = (X(t))t≥0 defined by
X(t) = β(TH2(t))2H1 + BH1(TH2(t)), (5)
where β ∈ R. Thenwe refer to X as the fractional (univariate) normal tempered stable process. The (BH1(t))t≥0 is the Brownian
motion if H1 = 12 and (TH2(t))t≥0 is the tempered stable subordinator if H2 = 1α since K 1α ,α(s) = 1(0,t)(s). Therefore, the
fractional normal tempered stable process becomes the normal tempered stable process when H1 = 12 and H2 = 1α .
The characteristic function of X(t) is equal to φX(t)(x) = φ(TH2 (t))2H1

βx+ ix2/2 where φ(TH2 (t))2H1 is the characteristic
function of the randomvariable (TH2(t))
2H1 . Unfortunately,φ(TH2 (t))2H1
is not given by a general closed form for allH1 ∈ (0, 1].
However, if H1 = 12 then we have
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The mean of X(t) is equal to E[X(t)] = βE[TH2(t)2H1 ]. In particular, H1 = 12 ,
E[X(t)] = βkθ α2−1Γ

1− α
2

CH2,α,1t
H2− 1α+1.
Let 0 ≤ s ≤ t . Since we have
E
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the covariance of X(s) and X(t) is given by
cov(X(s), X(t)) = 1
2
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In the case, H1 = 12 , by (4) we obtain
cov(X(s), X(t)) = 1
2
β2kθ
α
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
2− α
2
 
t2GH2,α + s2GH2,α − (t − s)2GH2,α 
+ kθ α2−1Γ

1− α
2

CH2,α,1s
H2− 1α+1.
4. Fractional multivariate normal tempered stable process
Consider a multivariate fractional Brownian motion BH1 = (BH1(t))t≥0 such that BH1(t) = (BH1,1(t), BH1,2(t), . . . , BH1,N
(t))T, and suppose that
cov(BH1,m(t), BH1,n(t)) = σm,nt2H1
for all m, n ∈ {1, 2, . . . ,N}. We know σn,n = 1 for all n ∈ {1, 2, . . . ,N}. Let Σ be the covariance matrix for BH1(1), that is,
Σ = [σm,n]m,n∈{1,2,...,N}. Let TH2 = (TH2(t))t≥0 be the uni-variate fractional tempered stable subordinator with parameter
(H2, α, k, θ). Suppose that TH2 is independent of BH1 . Let X = (X(t))t≥0 with X(t) = (X1(t), X2(t), . . . , XN(t))T be a process
of the random vector defined by
X(t) = (TH2(t))2H1β + BH1(TH2(t)), (6)
where β = (β1, β2, . . . , βn)T ∈ RN . Then X is referred to as the fractional multivariate normal tempered stable process. This
process becomes the multivariate normal tempered stable process (see [14]), when H1 = 12 and H2 = 1α .
The characteristic function of X(t) is given by
φX(t)(z) = E[exp(izTXt)] = φ(TH2 (t))2H1

βTz + i
2
zTΣz

,
where z = (z1, z2, . . . , zN)T ∈ RN and (TH2(t))2H1 is the characteristic function of (TH2(t))2H1 . Moreover, ifβTz− 12 zTΣz > 0,
then we have the exponential moment for X(t) as
E[exp(zX(t))] = φ(TH2 (t))2H1

iβTz − i
2
zTΣz

<∞.
Let t ≥ 0,m, n ∈ {1, 2, . . . ,N}, and Xm(t) and Xn(t) be the m-th and the n-th elements of the vector Xt , respectively.
Then the covariance of Xm(t) and Xn(t) is given by
cov(Xm(t), Xn(t)) = βmβnVar

(TH2(t))
2H1
+ σm,nE (TH2(t))2H1 .
In the case, H1 = 12 , we have
cov(Xm(t), Xn(t)) = βmβnkθ α2−2Γ

2− α
2

t2

H2− 1α

+1 + σm,nkθ α2−1Γ

1− α
2

CH2,α,1t
H2− 1α+1.
5. Simulation
In this section, we consider the numerical method to generate the sample path for the fractional multivariate normal
tempered stable process defined in (6).
By the same argument made for Proposition 4.1 in [12], we obtain the series representation for TH2(t) as follows:
TH2(t) = limM→∞
M
j=1
KH2,α(t, τj)

αξj
2kT
−2/α
∧

eju
2/α
j
θ

, t ∈ [0, T ], (7)
where
• {uj} is an i.i.d. sequence of random variables on (0, 1),
• {ej} and {e′j} are i.i.d. sequences of exponential random variables with parameter 1,
• ξj = e′1 + e′2 + · · · + e′j ,• {τj} be an i.i.d. uniform random variable in [0, T ],
• {uj}, {ej}, {e′j} and {τi} are assumed to be independent,• x ∧ y = min{x, y}.
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Fig. 1. (a) Sample paths for the tempered stable subordinator and the fractional tempered stable subordinator. (b) Sample paths for the normal tempered
stable process and the three fractional normal tempered stable processes. (c) Sample paths for the fractional bivariate normal tempered stable process.
Let LΣ be the lower triangular matrix obtained by the Cholesky decomposition for Σ with Σ = LΣLTΣ , where Σ is
the correlation matrix in (6). Then we have BH1(t) = LΣ B¯H1(t) where B¯H1(t) = (B¯H1,1(t), B¯H1,2(t), . . . , B¯H1,N(t))T is a
mutually independent vector of fractional Brownian motions. For a given partition {t0, t1, . . . , tM} of the interval [0, T ]
with t0 = 0, tM = T and tj < tk for j < k, we have
B¯H1,n(TH2(tj))− B¯H1,n(TH2(tj−1)) = (TH2(tj)− TH2(tj−1))H1(B¯H1,n(j)− B¯H1,n(j− 1)),
where n ∈ {1, 2, . . . ,N}. Therefore, the
X(tm) = (TH2(tm))2H1β +
m
j=1
(TH2(tj)− TH2(tj−1))H1LΣZj, (8)
where β = (β1, β2, . . . , βN)T and Zj =

B¯H1,1(j)− B¯H1,1(j− 1), B¯H1,2(j)− B¯H1,2(j− 1), . . . , B¯H1,N(j)− B¯H1,N(j− 1)
T
.
Panel (a) of Fig. 1 exhibits one simulated sample path for the fractional tempered stable subordinator (the thick line) for
parametersα = 1.1970, k = 0.3024, θ = 0.3664, andH2 = 1/α+0.1using the series representation (7)withM = 10, 000.
In this simulation, the long-range dependence process is considered by selecting H2 larger than 1/α. In order to show the
effect of long-range dependence, the sample path for the non-fractional tempered stable subordinator (the thin line) is
presented together by substituting H2 = 1/α in the series representation (7). The parameters α, k, θ of the tempered stable
sample path are the same as the simulation of the fractional tempered stable sample path. Panel (b) of Fig. 1 shows sample
paths for the univariate fractional normal tempered stable processes defined by (5) with the parameter β = −0.2626. The
four sample paths are generated by (8) with N = 1. The two sample paths given in panel (a) are used as the subordinator for
the processes in panel (b). The thin solid line and the dotted line use the non-fractional tempered stable subordinator which
is the thin line in panel (a). The thick solid line and the dash line use the fractional tempered stable subordinator which is
the thick line in panel (a). The dash line and dot line mix their subordinator with the non-fractional Brownian motion with
H1 = 1/2, while the thin and thick lines mix their subordinator with the fractional Brownian motion with H1 = 0.65. In
panel (c) of Fig. 1, the two-dimensional plot for the bivariate fractional normal tempered stable process is presented using
(8) with H1 = 0.65, β = (−0.2626,−0.2593)T, and cov(BH1,1(1), BH1,2(1)) = 0.7.2
2 The fractional Brownian motions used in this section are generated by MatlabTM R2010a.
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6. Conclusion and further research
In this paper, the fractional multivariate normal tempered stable process is introduced. The process is defined by the
time-changed fractional multivariate Brownian motion with the fractional tempered stable subordinator. The process is
characterized by long-range dependence in volatility, and long-range dependence in noise itself. Moreover, themultivariate
process captures the non-linear asymmetric dependence structure for the joint distribution and the fat tail and asymmetric
properties for the marginal distribution.
We define a new fractional Lévy process SH = (SH(t))t≥0 as
SH(t) =
 t
0
KH,α(t, u)dS(u), (9)
where S = (S(t))t≥0 is the rapidly decreasing tempered stable subordinator,3 whose characteristic function φS(t) is equal to
φS(t)(u) = exp

tk
 ∞
0
(eiux − 1) e
−θ2x2/2
xα/2+1
dx

.
Then the exponentialmoment E[exp(xSH(t))] of SH(t) is well defined on entire real numbers, while the exponentialmoment
of the fractional tempered stable subordinator is defined on negative real number (Proposition 3). Moreover, using Theorem
4.3 of [15], we can clarify that the series representation for SH(t) forms as follows:
SH(t) = lim
M→∞
M
j=1
KH,α(t, τj)

αξj
2kT
−2/α
∧

2eju
2/α
j
θ

, t ∈ [0, T ]
where {uj}, {ej}, {e′j}, {ξj} and {τi} are the same sequences defined in Section 5. Details remain for further research on account
of space considerations.
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