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We present a general strong-coupling approach for the description of an atomic Bose gas beyond
the Bogoliubov approximation, when infrared divergences start to occur that need to be resummed
exactly. We consider the determination of several important physical properties of the Bose gas,
namely the chemical potential, the contact, the speed of sound, the condensate density, the effective
interatomic interaction and the three-body recombination rate. It is shown how the approach can be
systematically improved with renormalization-group methods and how it reduces to the Bogoliubov
theory in the weak-coupling limit.
PACS numbers: 67.85.-d, 67.10.Ba, 03.75.-b
The main challenge of statistical physics is to describe
the many-body properties of a system given the under-
lying few-body physics. Cold atomic gases provide a
versatile experimental testbed for these theoretical de-
scriptions by allowing the investigation of the crossover
of many-body systems from weak to strong two-body
interactions, using magnetic-field-tunable Feshbach res-
onances [1–3]. In particular, the universal nature of
fermionic many-body systems with resonant two-body
interactions has been successfully studied experimentally
and theoretically [2, 4]. The most remarkable property of
such resonant systems, which have an infinite scattering
length and are therefore said to be at unitarity, is that
at zero temperature there is no other length scale than
the average interatomic distance that is set by the parti-
cle density n. As a result all thermodynamic quantities,
when appropriately scaled, can be expressed in terms of
a set of universal numbers. For the case of the Fermi
gas at unitarity, one of the most crucial quantities is the
chemical potential
µ = (1 + β)F , (1)
which is given by an universal constant times the Fermi
energy F = ~2k2F /2m, where kF = (6pi2n/2s + 1)1/3 is
the Fermi momentum and s = 1/2 due to the hyperfine
degrees of freedom. The universal constant β can be
interpreted as describing the deviation from the ideal gas
result due to interactions and was found to be β ' −0.63
experimentally as well as theoretically [4–6].
Recently there has been increasing experimental in-
terest in the strongly interacting Bose gas [7–12]. It is
expected on dimensional grounds that the Bose gas at
unitarity, if stable, has similar universal properties as
that of the unitary Fermi gas. For instance Eq. (1) is
expected to hold also but with s = 0 and a different
value of β due to the different statistics of the atoms. In
contrast to the unitary Fermi gas, the realization of the
unitary Bose gas is complicated by an increased loss of
atoms as a consequence of a strong increase in the rate
of inelastic three-body recombination processes caused
by the absence of the Pauli principle and the existence
of Efimov trimers. These three-body processes result in
the formation of molecules, which shows that the actual
ground state of these gases is a Bose-Einstein condensate
of molecules. Nevertheless, it may still be experimentally
possible to create the meta-stable state of a Bose-Einstein
condensate of atoms at large scattering lengths for a suf-
ficiently long time [12]. We have little to say about this
important problem in this paper, and assume from now
on that such a meta-stable state can indeed be realized
in the laboratorium.
On the theoretical side, the description of the unitary
Bose gas has been challenging and recent theoretical re-
sults strongly vary [13–23]. The main difficulty with con-
structing a theory of unitary Bose gases comes from the
fact that there is no small parameter in the theory. Vari-
ational studies circumvent this by finding the minimum
of the thermodynamic potential. However, since we are
interested in the meta-stable state, care should be taken
to project out the true many-body groundstate. In ad-
dition, diagrammatic approaches beyond the Bogoliubov
theory are known to be plagued by logarithmic infrared
divergences, as was first noted by Gavoret and Noziéres
[24].
Motivated by these ongoing efforts to study atomic
Bose gases with strong interaction effects, the main objec-
tive of this paper is to present a general strong-coupling
approach to an interacting Bose gas that can be im-
proved systematically, for instance by renormalization-
group methods but also by other non-pertubative meth-
ods such as the large-N expansion. Our approach is
by construction free of the troublesome infrared diver-
gences by exactly incorporating the phase fluctuations
of the Bose-Einstein condensate, which are known to
dominate the long-wavelength behavior of the system
[24–26]. More precisely, the theory is first renormalized
by all other fluctuations using for instance the renor-
malization group. Then using this improved theory
we next include the effects of the phase fluctuations of
the Bose-Einstein condensate, which is reminiscent of
bosonization for fermions. That the phase fluctuations
are exactly incorporated will be confirmed by reproduc-
ing the exact form of the single-particle propagator in the
long-wavelength limit as derived by Nepomnyashchii and
Nepomnyashchii [27, 28].
The outline of the paper is as follows. In section I
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2we give a brief overview of Bogoliubov theory and dis-
cuss the difficulties in going beyond this theory, such
as the appearance of the above-mentioned infrared di-
vergences. Subsequently, in section II, we present our
strong-coupling approach which circumvents these dif-
ficulties by incorporating the phase fluctuations of the
Bose-Einstein condensate exactly. In particular, the the-
oretical framework is discussed in subsection IIA. In sec-
tion II B it is first discussed how the Bogoliubov theory
is reproduced within this general framework when tak-
ing the weak-coupling limit. Next, we discuss as a proof
of principle also a first non-trivial approximation that
goes beyond the Bogoliubov theory and allows us to ob-
tain finite results for several properties of the Bose gas
as a function of the coupling constant, i.e., the scattering
length. Finally we conclude our paper in section III and
discuss various avenues for further improvement.
I. BOGOLIUBOV THEORY AND BEYOND
In this section we illustrate the difficulties in construct-
ing a theory of the strongly interacting Bose gas, which
will be of use when presenting our approach in section
II. We first briefly review in section IA Bogoliubov the-
ory as a benchmark for our theory. Next, we recognize
that the correct low-energy behavior must be exactly in-
corporated into the theory. To do so requires going be-
yond Bogoliubov theory at which point we encounter the
above-mentioned logarithmic infrared divergences, which
are discussed in section IB.
A. Atomic Bose gas
Here we briefly summarize some of the results of Bo-
goliubov theory, including the first quantum corrections,
as a benchmark for our theory. In general, the Bose gas
in cold atom experiments is well described by the Eu-
clidean action S [φ∗, φ] =
´
dτdxL(x, τ) with a point
interaction, where the lagrangian density is
L(x, τ) = φ∗(x, τ)
[
~∂τ − ~
2∇2
2m − µ
]
φ(x, τ)
+ 12T
2B |φ(x, τ)|4 . (2)
Here φ is the atomic field, µ is the chemical potential,
T 2B = 4pia(B)~2/m is the exact two-body T(ransition)
matrix at zero energy and momentum, a(B) is the
magnetic-field-tunable scattering length, and m is the
mass of the atoms.
In mean-field theory, which amounts to expanding the
field in terms of the condensate and neglecting the fluctu-
ations around it, the time-independent equation for the
atomic condensate is
µ = nT 2B = ~
2
ma2
(4pina3), (3)
where it was used that at this level of approximation the
condensate density nc is equal to the total density n. The
first quantum correction to the above result was calcu-
lated by Lee-Huang-Yang (LHY) using the Bogoliubov
theory that also incorporates the gaussian fluctuations
around the mean-field solution, and results in [29]
µ = ~
2
ma2
(4pina3)
(
1 + 163pi
√
4pina3
)
. (4)
The condensate density to this order is given by
nc = n
(
1− 43pi
√
4pina3
)
. (5)
This shows the depletion from the condensate due to the
interaction. Higher-order corrections to the chemical po-
tential have been determined [30], however, these depend
also on three-body physics and will not be discussed in
detail here.
Another important quantity of the atomic Bose gas is
called the contact C [31–36]. It is determined by the
short-wavelength behavior of the single-particle distribu-
tion function, namely n(k) ' C/k4. In Bogoliubov the-
ory the contact is given by [35]
C = (4pina)2
(
1 + 483pi
√
4pina3
)
, (6)
where also the first quantum correction is shown, consis-
tent with the Lee-Huang-Yang correction of the chemical
potential.
Clearly all the above quantities diverge in the unitarity
limit a → ∞, which is not surprising since they are ex-
pansions in terms of the small parameter
√
4pina3. This
is a consequence of the fact that in Bogoliubov theory
no many-body corrections on the scattering length have
been taken into account, such that the effective interac-
tion cannot become finite at unitarity. Therefore, to be
able to describe the Bose gas in the strongly-interacting
limit (na3  1) the action S[φ∗, φ] needs to be properly
renormalized as we discuss in much more detail later on.
B. Difficulties beyond Bogoliubov theory
In Bogoliubov theory it thus appears that we cannot
reach the strongly interacting regime. Therefore, we now
want to go beyond Bogoliubov theory. To correctly de-
scribe the low-energy behavior of the Bose-Einstein con-
densate it appears natural to use Bogoliubov theory to
describe the excitations above the condensate. However,
it proves difficult to renormalize the action of the atomic
Bose gas of Eq. (2) using the Bogoliubov propagator.
Here we discuss some of the difficulties we encounter
when trying to renormalize the action after using the Bo-
goliubov substitution. Again we expand the field around
the condensate density nc, i.e.,
φ(x, τ) = √nc + φ′(x, τ), (7)
3and we obtain the mean-field equation
µ = ncT 2B.
In Bogoliubov theory only terms quadratic in the fluc-
tuations are taken into account in the lagrangian, giving
for the fluctuations the action
1
2
∑
k,n
Φ′†(k, ωn)
[−~G−1(k, ωn)]Φ′(k, ωn), (8)
with Φ′(k, ωn) =
[
φ′(k, ωn), φ′∗(−k,−ωn)
]T . The com-
ponents of the 2×2 (Nambu space) inverse Green’s func-
tion G−1 are
− ~G−111 (k, ωn) = −i~ωn + k − µ+ ~Σ11,
~Σ11 = 2ncT 2B, ~Σ12 = ncT 2B, (9)
with the properties G−111 (k, ωn) = G−122 (−k,−ωn) and
also −~G−112 (k, ωn) = −~G−121 (k, ωn) = ~Σ12. More-
over, ωn are the bosonic Matsubara frequencies and
k = ~2k2/2m is the free atomic dispersion. Taking the
inverse of the matrix in Eq. (8) we obtain the 2× 2 Bo-
goliubov Green’s function, whose components are
− ~−1G11(k, ωn) =
i~ωn + k + ncT 2B
−(i~ωn)2 + (~ωk)2 , (10)
−~−1G12(k, ωn) =
−ncT 2B
−(i~ωn)2 + (~ωk)2 ,
where the mean-field equation was used to eliminate the
chemical potential and we defined the dispersion ~ωk as
~ωk =
√
k (k + 2ncT 2B). (11)
To go beyond the Bogoliubov approximation, which as
we have seen is necessary to describe a strongly interact-
ing Bose gas, we need to compute the corrections to the
propagator, or more precisely to the self-energy matrix
~Σ. Doing so, the one-loop correction gives rise to an in-
frared logarithmic divergency in the normal and anoma-
lous self-energy as a consequence of the linear mode in
the normal and anomalous propagators, as was previ-
ously noted in Refs. [24, 37]. This is easily shown by re-
alizing that at low momenta and low frequencies both the
normal and anomalous propagator are of the relativistic
form 1/K2 with the four-vector K = (i~ωn,
√
2ncT 2Bk)
and thus first-order corrections to the normal and anoma-
lous self-energies give rise to a logarithmically divergent
quantity ∆Σ proportional to
ˆ
d4K ′ 1
K ′2(K ′ −K)2 ∝ log
[−(i~ωn)2 + 2ncT 2Bk
Λ2
]
,
where Λ is some high-energy cut-off obeying K2  Λ2.
This logarithmic divergence makes it increasingly diffi-
cult to apply a self-consistent diagrammatic renormal-
ization procedures to find the effective interaction and
self-energies of the atoms. Nevertheless, it was shown
by Nepomnyashchii and Nepomnyashchii that an impor-
tant consequence of these divergencies is that the exact
anomalous self-energy vanishes for zero momentum and
energy, i.e., ~Σ12(0, 0) = 0 [27, 28]. This indicates an-
other difficulty with the Bogoliubov substitution, since
it gives rise to a non-zero anomalous self-energy, as for
example in Eq. (9).
In general, when encountering infrared divergencies we
need to perform a resummation of an infinite amount of
diagrams. Indeed, a resummation of the one-loop dia-
grams gives in the long-wavelength limit ~Σ11 = µ +
∆Σ−1 + O(ω, k) and ~Σ12 = ∆Σ−1 + O(ω2, k) [28],
where ∆Σ is again the above logarithm. Thus after re-
summation the anomalous self-energy satisfies the exact
relation ~Σ12(0, 0) = 0. Also, to obtain a consistent the-
ory of the Bose gas it is necessary to make sure that the
theory has a gapless mode at each level of approximation
as a consequence of Goldstone’s theorem. This statement
is equivalent to demanding that the self-energies satisfy
the Hugenholtz-Pines relation ~Σ11(0, 0)−~Σ12(0, 0) = µ
[38]. The resummed self-energies indeed satisfy this rela-
tion, quite simply as ~Σ11(0, 0) = µ.
Now, we may think that because we have obtained rea-
sonable self-energies, we are in a position to further in-
vestigate the effects of interactions. This turns out to be
no simple task, especially since the full self-energies are
quite involved. As an example, in order to re-obtain the
sound mode in the propagators in the long-wavelength
limit it is already necessary to deal with precise cancella-
tions of the logarithms, as was shown by Nepomnyashchii
and Nepomnyashchii [28].
To summarize, after the Bogoliubov substitution we
encounter difficulties to go beyond the Bogoliubov ap-
proximation because of logarithmic infrared divergencies.
To perform self-consistent calculations of the effective in-
teraction and the normal and anomalous self-energies
that always satisfy the Hugenholtz-Pines relation and
the requirement of a linear mode in the single-particle
Green’s function quickly becomes practically unfeasible.
In the following we will isolate these troublesome infrared
divergences, which will be seen to originate from the
phase fluctuations of the Bose-Einstein condensate, and
most importantly show how to exactly incorporate these
fluctuations in our approach.
II. RENORMALIZED BOSONIZATION
Here the general framework of our strong-coupling ap-
proach is presented. Subsequently, after discussing the
weak-coupling limit where the Bogoliubov theory is re-
produced, we discuss a first non-trivial application of
the general framework to obtain several properties of the
Bose gas as a function of scattering length, such as the
chemical potential, the contact, the speed of sound, the
condensate density and the effective interatomic interac-
tion. Lastly, we also discuss the unitarity-limited three-
4µ E0
n0 exp [iθ] φ′
FIG. 1. Schematic representation of the expansion of the field
φ in terms of the condensate and its phase fluctuations and
the non-phase fluctuations φ′, c.f. Eq. (12).
body recombination rate.
A. Theory
In view of the problems discussed in the previous sec-
tion, we now show how to incorporate the phase fluctu-
ations exactly and automatically resum all infrared di-
vergences in the theory. To describe the Bose-Einstein
condensed phase, we expand the field as
φ(x, τ) =
√
n0(x, τ) exp [iθ(x, τ)] + φ′(x, τ), (12)
where n0 = 〈n0(x, τ)〉 should now be viewed as the quasi-
condensate density [3] and not as the density of atoms in
the condensate nc. The latter will be related to n0 by the
large-distance behavior of the fluctuations in the phase
of the condensate θ(x, τ) as we will see shortly. Roughly
speaking, the first term of the expansion describes the
low-energy modes of the field, as shown in Fig. 1, and in-
cludes the phase fluctuations. The fluctuations φ′(x, τ)
describe the high-energy modes and are defined such that
they do not contain phase fluctuations. The non-phase
fluctuations φ′ are thus orthogonal to the first term in
Eq. (12). By inserting the expansion into Eq. (2), the
action S [n0, θ, φ′∗, φ′] is obtained.
To proceed, we first show how to obtain the exact
phase-fluctuation propagator and the propagator of non-
phase fluctuations from this action. The latter will then
be used to renormalize the theory using the renormal-
ization group, after which the exact contributions of the
phase fluctuations are re-introduced.
Propagator of the phase fluctuations
The action for the phase fluctuations can be found by
eliminating the phase dependence of the part of the ac-
tion involving φ′ through the replacement
φ′(x, τ)→ exp [iθ(x, τ)]φ′′(x, τ).
This procedure of extracting the overall phase of the field
φ is reminiscent of bosonization for fermions. The phase-
fluctuation-dependent part of the action S [n0, θ, φ′′∗, φ′′]
reduces toˆ
dτdx
{[
n0(x, τ) + |φ′′(x, τ)|2
]
(i~∂τ )θ(x, τ)
+ ~
2
2m
[
n0(x, τ) + |φ′′(x, τ)|2
]
(∇θ(x, τ))2
}
.
As described above, it was used that φ′′(x, τ) and
n0(x, τ) or θ(x, τ) are orthogonal to each other, i.e., the
space-time integral over their products vanish. Then by
performing the path integral over the non-phase fluctu-
ations φ′′, the phase-fluctuation-dependent part of the
action in lowest order in the derivatives is
ˆ
dτdx
{
n(x, τ)(i~∂τ )θ(x, τ) +
~2n(x, τ)
2m (∇θ(x, τ))
2
}
.
Here we introduced the total density
n(x, τ) = n0(x, τ) + 〈φ′′(x, τ)φ′′∗(x, τ)〉
= n0(x, τ) + 〈φ′(x, τ)φ′∗(x, τ)〉 .
Expanding the latter around its equilibrium value
n(x, τ) = n + δn(x, τ) the gaussian part of the action
can be written in momentum space as
1
2
∑
k,n
[
δn(k, ωn)
θ(k, ωn)
]†(
χnn(k) −~ωn
~ωn 2nk
)[
δn(k, ωn)
θ(k, ωn)
]
,
(13)
where we introduced the exact density-density correla-
tion function χnn(k). The phase-fluctuation propagator
is thus found to be
〈θ(k, ωn)θ∗(k, ωn)〉 =
1
nmc
2
(~ωn)2 + 2mc2k
, (14)
where the speed of sound is c =
√
nχnn(0)/m. Note
that we have obtained in this manner the exact phase-
fluctuation propagator in the long-wavelength limit.
Propagator of the non-phase fluctuations
When integrating out the non-phase fluctuations φ′
the phase of the condensate must be considered as non-
fluctuating. Therefore, the propagator of the non-phase
fluctuations can be determined from the action with a
constant phase. Comparing the expansions of the field in
Eq. (12) with Eq. (7) we see that the quadratic part of
the action S [n0, θ, φ′∗, φ′] with constant phase, for sim-
plicity take θ = 0, is given by the Bogoliubov action
of Eq. (8). The usual Bogoliubov propagators, however,
contain contributions of the phase fluctuations, which can
be identified by their proportionality to n0, since in Bo-
goliubov theory the phase fluctuations are described by√
n0 exp [iθ(x, τ)]−√n0 ' i√n0θ(x, τ). We thus see that
the contributions from the phase fluctuations are
〈φ′(x, τ)φ′∗(x, τ)〉 ∝ n0 〈θ(x, τ)θ(x, τ)〉 ,
〈φ′(x, τ)φ′∗(x, τ)〉 ∝ −n0 〈θ(x, τ)θ(x, τ)〉 .
5Thus we can remove the phase fluctuations from the Bo-
goliubov propagators in Eq. (10) by writing
〈φ′(k, ωn)φ′∗(k, ωn)〉 = ~ i~ωn + k + n0T
2B
(~ωn)2 + (~ωk)2
− ~ n0T
2B
(~ωn)2 + (~ωk)2
,
〈φ′(k, ωn)φ′(k, ωn)〉 = ~ −n0T
2B
(~ωn)2 + (~ωk)2
+ ~ n0T
2B
(~ωn)2 + (~ωk)2
= 0,
where the second term on both right-hand sides is the
phase-fluctuation propagator with mc2 = n0T 2B and the
dispersion
√
2mc2k is extended to the full Bogoliubov
dispersion ~ωk =
√
k (k + 2mc2). In contrast to the
exact phase-fluctuation propagator, the factor nc/n is
not present in the Bogoliubov propagator, which can be
attributed to a renormalization not present in Bogoliubov
theory. After the subtraction of the phase fluctuations,
the propagator of the non-phase fluctuations is given by
~−1 〈φ′(k, ωn)φ′∗(k, ωn)〉 = i~ωn + k(~ωn)2 + (~ωk)2 , (15)
while the anomalous averages vanish, i.e.,
〈φ′(k, ωn)φ′(k, ωn)〉 = 〈φ′∗(k, ωn)φ′∗(k, ωn)〉 = 0.
The vanishing of the anomalous averages means that the
Green’s function is diagonal in Nambu space and this
greatly simplifies the renormalization procedure of the
interaction.
Renormalization due to the non-phase fluctuations
The accuracy of the action S [n0, θ, φ′∗, φ′] can be im-
proved systematically by incorporating the φ′ fluctua-
tions into a renormalization of the action. However, due
to the fundamental Ward identities associated with the
U(1) invariance of the theory, it turns out to be more
convenient to carry out this renormalization immediately
at the level of S [φ∗, φ], cf. Eq. (2), and then apply the
expansion of the field, as in Eq. (12). To be useful for
a strong-coupling situation this renormalization should
be carried out by a non-perturbative method, such as
for instance the large-N expansion or the renormaliza-
tion group. We here discuss only the latter choice. The
exact Wilsonian renormalization-group flow equation for
the action S [φ∗, φ] is
dS
dΛ =
~
2 Tr
[
δΛ ln
(
−G′−1 + 1
~
δ2Sint
δΦδΦ∗
)]
,
which is derived in Appendix B. Here S [φ∗, φ; Λ] is the
effective action obtained by integrating out all non-phase
fluctuations above the momentum ~Λ, G′ is the matrix
propagator of the non-phase fluctuations, Sint is the non-
gaussian part of the effective action, the trace is over
space, imaginary time and Nambu space Φ(k, ωn) =
[φ′(k, ωn), φ′∗(−k,−ωn)]T , and δΛ = δ(k−Λ). Although
there are no small parameters in the theory of unitary
Bose gases, the renormalization group can distinguish
between the relevance of the various coupling constants
based on their scaling dimension under renormalization.
As the effective interaction evaluated at zero momentum
and zero frequency is expected to be a crucial variable,
since it induces a flow of the chemical potential that cor-
responds to the most relevant operator of the action, let
us here restrict our attention to these parameters, allow-
ing us also to give an explicit illustration of the general
procedure. The running of the chemical potential and
effective interaction g are in general found to be given in
terms of the so-called beta functions by
Λ dµdΛ = βµ(µ, g), Λ
dg
dΛ = βg(µ, g).
By solving these equations the renormalized action
S [φ∗, φ; Λ] is found. Then, after inserting the expansion
of the field, the renormalized action S [n0, θ, φ′∗, φ′; Λ] is
obtained. This action defines the propagator of the non-
phase fluctuations in terms of the effective interaction,
which in this case is simply Eq. (15) with the interaction
replaced by the effective interaction at zero momentum
and zero frequency, namely mc2 ≡ n0g. This can thus be
seen as a self-consistency condition on the propagator of
the non-phase fluctuations, which should be generalized
when more running coupling constants are included.
Before we turn to the solution of the above
renormalization-group equations, we first show that
our approach reproduces the exact propagator in the
long-wavelength limit derived by Nepomnyashchii and
Nepomnyashchii, as mentioned in the introduction, and
that the condensate density and the total density can
in general be expressed in terms of the quasi-condensate
density and the effective interaction at zero frequency
and momentum.
Exact normal and anomalous propagators
To reproduce the exact propagator in the long-
wavelength limit we take the Fourier transform of the
exact one-particle correlation function, which in our the-
ory is given by
〈φ(x, τ)φ∗(0, 0)〉 = n0 〈exp [i (θ(x, τ)− θ(0, 0))]〉
+ 〈φ′(x, τ)φ′∗(0, 0)〉
By expanding the exponential we find that the dominant
long-wavelength behavior is due only to the first three
terms in the expansion, where the first term is the con-
densate density and the second term is simply the exact
phase-fluctuation propagator in Eq. (14). The third term
gives a non-trivial logarithmic term, which results from a
6convolution of two phase-fluctuation propagators as was
shown in section IB. The expansion is thus
~−1 〈φ(k, ωn)φ∗(k, ωn)〉
' ncβV δk,0δn,0 +
nc
n mc
2
(~ωn)2 + 2mc2k
(16)
− 3
√
mc2
32
√
23/2F
nc
n
log
[
(~ωn)2 + 2mc2k
(8mc2)2
]
.
To obtain the denominator inside the logarithm using the
phase-fluctuation propagator in Eq. (14) withmc2 = n0g,
an ultra-violet subtraction was needed. This subtrac-
tion removes the ultra-violet divergences associated with
a point interaction [3], and is a result of the renormaliza-
tion of the bare coupling to T 2B, as explained in appendix
C. Also, it was used that
n0 〈exp [i (θ(x, τ)− θ(0, 0))]〉
= n0 exp
[
−12
〈
[θ(x, τ)− θ(0, 0)]2
〉]
= nc exp [〈θ(x, τ)θ(0, 0)〉] ,
and the condensate density is defined in terms of the
off-diagonal long-range order of the one-particle density
matrix
nc ≡ lim|x|→∞ 〈φ(x, 0)φ
∗(0, 0)〉 (17)
= n0 exp [−〈θ(0, 0)θ(0, 0)〉] .
In the last line it was used that in the limit of large sepa-
ration 〈θ(x, 0)θ(0, 0)〉 = 0, as is also shown in Appendix
C.
Similarly, the exact anomalous propagator is given by
〈φ(x, τ)φ(0, 0)〉 = n0 〈exp [i (θ(x, τ)− θ(0, 0))]〉
= nc exp [−〈θ(x, τ)θ(0, 0)〉] ,
such that the Fourier transform in the long-wavelength
limit only differs from Eq. (16) by a minus sign in front
of the second term in the right-hand side. The above
expressions are the exact normal and anomalous propa-
gators in the long-wavelength limit, as derived in a differ-
ent manner in Refs. [27, 28]. In particular, this leads to
the counter-intuitive conclusion that the anomalous self-
energy vanishes at zero momentum and zero frequency
[28].
Condensate density and total density
The condensate density can be expressed in terms of
the quasicondensate density and the effective interaction
using Eq. (17) as
nc = n0 exp
[
3
4
(
2
√
2− pi
)(n0g
F
)3/2]
, (18)
In order to determine the condensate density, the quasi-
condensate density n0 needs to be eliminated in favor of
the total density n = 〈φ(x, τ)φ∗(x, τ)〉 using
n = n0 +
1
4
(
8
√
2− 3pi
)(n0g
F
)3/2
n, (19)
where the second term is the contribution from the high-
energy fluctuations n′ = 〈φ′(x, τ)φ′∗(x, τ)〉, see Eq. (15).
As required, exactly the same ultra-violet subtraction
was used for the high-energy fluctuations as in Eq. (18),
see appendix C. To solve these equations only the effec-
tive interaction at zero momentum and zero frequency re-
mains to be determined using the renormalization group.
To summarize thus our general approach, the action
S [φ∗, φ] of the Bose gas can be systematically renormal-
ized by the non-phase fluctuations φ′ using for instance
the renormalization-group flow equation, giving in par-
ticular rise to an effective coupling g and a renormalized
chemical potential µ. The propagators of the non-phase
fluctuations are determined self-consistently after expan-
sion of the field φ. After this renormalization step has
been performed, during which no infrared divergencies
will occur, the exact propagator of the phase fluctua-
tions can be used to reproduces the exact normal and
anomalous propagators in the long-wavelength limit.
B. Applications
In this section we apply this general framework within
the simplest approximation that goes beyond the Bogoli-
ubov theory to obtain several quantities of the Bose gas
as a function of scattering length without encountering
any infrared divergencies. We use this particular approx-
imation mostly for illustrational purposes of the general
procedure and as a proof of principle that in this man-
ner finite results can be obtained even at unitarity. To
formulate the most accurate approximation at unitarity
is beyond the scope of this paper and is left for future
work.
Bogoliubov theory revisited
Within Bogoliubov theory the effective interection is
assumed not to be running and we simply have that g =
g(Λ = 0) = g(Λ = ∞) = T 2B(−2n0g) [3], where the
energy dependence of the two-body T matrix is given by
T 2B(E) = 4pia~
2
m
1
1− a√−mE/~2 . (20)
Note that in the boundary condition that is used, i.e.,
g(Λ = ∞) = T 2B(−2n0g), the particular value of the
energy argument of the two-body T matrix is such that
indeed not only the dominant but also the subdominant
ultra-violet term in βg is cancelled as shown explicitly
7in Eq. (23) below. The chemical potential is running,
however, with
βµ = −2g 4piΛ
3
(2pi)3
[
Λ − ~ωΛ
2~ωΛ
+ n0g2Λ + 2n0g
]
, (21)
where the dispersions are evaluated at Λ. Integrating
the resulting renormalization-group equation with the
boundary condition µ(Λ =∞) = gn0 gives ultimately
µ = µ(Λ = 0) = (2n′ + n0)T 2B(−2n0g), (22)
with n′ = n − n0 determined from Eq. (19). As de-
sired, the latter equation exactly reproduces the chemi-
cal potential of the Bogoliubov theory, including the Lee-
Huang-Yang correction. Furthermore, Eqs. (18) and (19)
also reproduce the condensate depletion of Eq. (5) at
weak coupling.
Effective interaction, (quasi-)condensate density and
one-particle density matrix
To go beyond the Bogoliubov theory, we must now
determine the effective interaction g in a better approxi-
mation. Taking only the renormalization of the coupling
constant and the chemical potential into account, which
we here use to illustrate the general procedure but in-
terestingly enough turns out to be very accurate for the
unitary Fermi gas [39], the beta functions are given by
βµ = −2g 4piΛ
3
(2pi)3
[
v2Λ +
n0g
2Λ + 2n0g
]
, (23)
βg = g2
4piΛ3
(2pi)3
[
u4Λ + v4Λ − 8u2Λv2Λ
2~ωΛ
− 12Λ + 2n0g
]
,
where the Bogoliubov dispersion ~ωk and the coherence
factors u2k = v2k + 1 = (~ωk + k) /2~ωk are evaluated at
Λ. For a derivation of these expressions, compare with
the frequency and momentum-dependent integral expres-
sions of Eqs. (A2) and (C2).
The effective interaction is obtained by integrating its
differential equation using the boundary condition
1
g(Λ =∞) =
1
T 2B(−2n0g) =
1
T 2B
− 3pi
4
√
2
√
2n0g
F
F
n
,
where it must be noted that the effective interaction in-
side the Bogoliubov dispersion is the fully renormalized
FIG. 2. The Feynman diagrams for the fluctuations φ′ that
contribute to the beta function βg and can be viewed as the
ladder sum Ξ and bubble sum Π contributions included in the
Bethe-Salpeter equation for the effective interaction g.
value g(Λ = 0) which, as previously explained, is deter-
mined self-consistently. Ultimately, we obtain
1
g
= 1
T 2B
− [Ξ (0, 0) + 4Π(0, 0)]
= 1
T 2B
+ 1
4
√
2pi2
(
2m
~2
)3/2√
n0g, (24)
Note that this equation can also be obtained directly as
the result of a resummation of an infinite number of the
diagrams shown in Fig. 2, see appendix A for the deriva-
tion of the ladder sum Ξ and bubble sum Π contributions.
The equation also shows the non-perturbative nature of
the renormalization group.
The effective interaction and the condensate density
in terms of the total density are found analytically as a
function of scattering length by solving Eqs. (18), (19),
and (24), and are plotted in Figs. 3 and 4. As can be
seen from Fig. 3 the position of the resonance shifts due
to many-body effects to negative scattering lengths as a
consequence of the screening effects of the bubble sum. In
the unitarity limit, T 2B → ∞, the effective interaction
and condensate density are in this first approximation
given by
ng
F
= 232/3 (1 + λ)
1/3 ' 1.09,
nc
n
= 11 + λ exp
(
2
√
2− pi√
2(1 + λ)
)
' 0.59,
n′
n
= n− n0
n
= λ1 + λ ' 0.31,
where
λ ≡ n
′
n0
= 1
3
√
2
(
8
√
2− 3pi
)
' 0.45.
The depletion from the condensate is given by 1−nc/n '
0.41, which clearly differs from the density of particles
contributing to the non-phase fluctuating modes n′ by
phase-fluctuation contributions.
The one-particle density matrix is defined by
n(x) = 〈φ(x, 0)φ∗(0, 0)〉
= nc exp [〈θ(x, 0)θ(0, 0)〉] + 〈φ′(x, 0)φ′∗(0, 0)〉 ,
where the expressions of the phase-fluctuation and the
non-phase fluctuation propagator with the appropriate
ultra-violet subtractions can be found in appendix C. The
one-particle density matrix is shown for several scatter-
ing lengths in Fig. 5, including at unitarity. Clearly the
condensate density reduces to the total density in the
weak-coupling limit.
Chemical potential and speed of sound
The change in the chemical potential follows from in-
tegrating Eq. (23) and is given by ∆µ = 2n′g. According
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FIG. 3. The effective interaction as a function of scattering
length. The gray dashed line is the weak-coupling limit for
positive scattering length.
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FIG. 4. The fractional depletion from the condensate (n −
nc)/n (thick) and from the quasi-condensate (thin) n′/n =
(n − n0)/n as a function of scattering length. The dashed
lines are the weak-coupling result for the condensate density
in Eq. (5) and for the quasi-condensate density as derived in
Ref. [3].
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FIG. 5. The one-particle density matrix n(x)/n as a function
kF |x|. Here the thick line is the one-particle density matrix at
unitarity with the thin line its contributions due to the con-
densate and its phase fluctuations. From the difference of the
two graphs the contribution coming from non-phase fluctua-
tions can be inferred. The condensate density nc/n at unitar-
ity is indicated on the right. The dashed lines correspond to
the one-particle density matrix with a finite scattering length,
namely with 1/kF a = {1/10, 1/2, 1, 2, 4} from bottom to top,
respectively.
to the exact Hugenholtz-Pines theorem [38] the chemical
potential in our theory is then given by µ = n0g+ ∆µ =
n0g + 2n′g. The value of the chemical potential at uni-
tarity is found to be
µ
F
= n0g + 2n
′g
F
= 232/3
1 + 2λ
(1 + λ)2/3
' 1.42.
The chemical potential at unitarity is usually written as
µ = (1 + β)F , such that we have for the universal con-
stant β ' 0.42. Furthermore, the speed of sound at uni-
tarity is given by
mc2
F
= n0g
F
= 11 + 2λ
µ
F
' 0.53 µ
F
' 0.75.
The expected value for the speed of sound at unitarity
in terms of the chemical potential is mc2 = n(dµ/dn) =
2µ/3 ' 0.66µ, which is close to our result and gives an
indication of the accuracy of the simplest first approxi-
mation that we have presented here.
In comparison to the literature, our results for the
chemical potential differ from the variational studies
which find β ' −0.2 [15] and β ' 1.93 [13] and the
renormalization-group study (β ' −0.34) [16]. As men-
tioned in the introduction, it is not clear that the vari-
ational studies are always inside a Hilbert space orthog-
onal to the true many-body ground state. Also, as cor-
rectly presented in these articles, these variational re-
sults should not be viewed as upper bounds to β, as it
is the energy which is determined variationally and not
its derivative with respect to the number of atoms. Fur-
thermore, the variational study in Ref. [15] always has
an attractive interaction whose normal mean-field con-
tribution is treated in the Hartree-Fock approximation,
which presumably explains its negative value of β. In
contrast, our result uses for both the normal and anoma-
lous contributions an effectively repulsive interaction and
as a result β becomes positive.
Contact
Another interesting property is called the contact C
and is related to the short-wavelength behavior of the
momentum distribution, namely [32, 40]
n(k) ' C/k4.
The value of the contact is determined by the non-phase
fluctuations and is found after performing the Matsubara
sum over Eq. (15) and expanding for large momenta to
be
C
k4F
=
(
n0g
2F
)2
. (25)
This expression is of the same form as that found in Bo-
goliubov theory [35] but with the two-body T matrix re-
placed by the effective interaction. At unitarity, its value
9is
C
k4F
= 134/3
1
(1 + λ)4/3
' 0.14
An equivalent definition of the contact is through the
average of the interaction term in the action [33, 35, 40]
C
k4F
=
(
T 2B
2F
)2 〈
|φ|4
〉
. (26)
Assuming that the action is first renormalized, such that
the two-body T -matrix is replaced by the effective inter-
action g, and that all non-phase fluctuations have been
included into the renormalization of the action, i.e., we
take
〈|φ|4〉 = n20 to avoid double counting, we re-obtain
Eq. (25).
Yet another definition of the contact can be given in
terms of the derivative of the total energy or the chemical
potential with respect to the scattering length, namely
C
k4F
= − 4pi
F k4F
d(E/V )
d(1/a) , (27)
where the total energy per volume is obtained from the
chemical potential as E/V =
´ n
0 µ(n
′, a)dn′. By neglect-
ing the contribution of the non-phase fluctuations in the
chemical potential, i.e., taking µ = n0g, we analytically
re-obtain the same value of the contact at unitarity as
obtained from Eq. (25) and numerically we re-obtain the
same contact as a function of scattering length. If the
contact is determined through the derivative of the com-
plete chemical potential, which includes contributions
from the non-phase fluctuations, it becomes larger. We
expect that this difference is a consequence of a dou-
ble counting, since the effects of non-phase fluctuations
have already been included in the effective interaction
and should not be included again through the derivative
of the self-energy contribution 2n′g of the chemical po-
tential.
Energy-dependent effective interaction and bound state
The center-of-mass energy dependence is most easily
investigated by generalizing Eq. (24) for non-zero fre-
quencies, giving
1
g(~ωn)
= 1
T 2B
− [Ξ (0, ωn) + 4Π(0, 0)] .
Here the bubble sum contribution Π is not energy depen-
dent, since at this level of approximation it only depends
on the relative energy. The frequency-dependent ladder
contribution can be found analytically and its integral
expression is shown in appendix A. For high energies the
expression reduces to the vacuum expression in Eq. (20).
The frequency dependence of the effective interaction at
unitarity is shown in Fig. 6, where the Kramers-Kronig-
like feature in the real and imaginary parts, that is a
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FIG. 6. The real (solid) and imaginary (dashed) part of the
effective interaction at unitarity normalized to its value at
zero frequency as a function of center-of-mass frequency.
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FIG. 7. The many-body recombination rate as a function
of scattering length. The thick line is determined using the
contact in Eq. (25). The three-body recombination rate in
Eq. (28) is shown as the dashed line.
consequence of the molecular bound state, is clearly vis-
ible. This feature shifts to more negative frequencies for
decreasing scattering lengths.
Three-body recombination rate
As mentioned in the introduction, the atomic Bose gas
is meta-stable. The primary mechanism for the system
to decay to the true ground state of a Bose-Einstein con-
densate of molecules is by inelastic three-body collisions.
In these collisions three particles interact to form a di-
atomic molecule and a free atom. The molecular binding
energy is then released in the form of kinetic energy of the
molecule and atom, which results in a loss of atoms from
the shallow traps used in cold atomic gas experiments.
Here the dependence of the decay rate on the scattering
length is investigated using our knowledge of the contact
and of how the bound-state energy is shifted away from
the original position of the resonance due to many-body
effects.
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The particle loss is written as
dn
dt = −Ln
3,
where L is the three-body loss rate [17, 41]. The depen-
dence on the scattering length of the loss rate is found
by application of Fermi’s golden rule
L ∝ |〈f |V |i〉|2 qf .
Here |f〉 and |i〉 indicate the final and initial state, respec-
tively, and qf is the wavevector of the final state. The
final state is the Feshbach bound state [3] and is given
by
〈r|f〉 = 1√
2piab
e−r/ab
r
,
where we defined the effective scattering length ab that
without many-body corrections is just equal to a(B).
The wavevector of the final state is given by qf ∝ a−1b .
The two-body scattering states in the open channel [3]
are given by
lim
r↓0
〈
r|ψ(+)(k)
〉
' 1− a
r
.
The initial state can be viewed as a product of three
such scattering states, such that for small radii where
the interaction potential is non-vanishing
〈r12r23|i〉 ∝ a3.
When no many-body corrections are present, we there-
fore expect
L3B(a) ∝
(
1√
ab
a3
)2 1
ab
∝ a
6
a2b
∝ a4.
From Efimov physics it is known that for a shallow bound
state
L3B(a) = F (a) ~2ma
4, (28)
where F (a) is a logarithmically periodic function of the
scattering length and its maximum value is Fmax '
67.12 [41–43]. From now on we neglect the Efimov
physics and concentrate on the maximum value L3B(a) =
Fmax~a4/2m.
When the scattering length becomes large, many-body
effects become important. The scattering state is then
renormalized by the wavefunction renormalization factor√
Z(a), which leads to the renormalized initial state
〈r12r23|i〉 ∝ (
√
Za)3 = C
3/2
(4pin)3 ,
where it was used that the wavefunction renormalization
factor can be related to the contact by C = Z(4pian)2
[17]. The effective scattering length ab is given in terms
of the bound-state energy Eb(a) = −~2/ma2b(a). The
many-body loss rate can then be expressed in terms of
the contact and the bound-state energy, namely
LMB(a) =
(
Fmax
~
2m
)[
1√
ab
C3/2
(4pin)3
]2 1
ab
= −Fmax 12
C3(a)Eb(a)
~(4pin)6 .
In dimensionless form the many-body recombination rate
is
LMB/
( F
~n2
)
= −Fmax pi
2
2
(
3
4
)4(
C
k4F
)3
Eb
F
,
Here the last line is found using Eq. (25) for the con-
tact. The many-body recombination rate as a function
of scattering length is shown in Fig. 7.
At unitarity, where the bound-state energy is Eb '
−2.39n0g ' −1.80F , see Fig. 6, this gives for the uni-
versal recombination rate
LMB/
( F
~n2
)
' pi
2 (2.39Fmax)
2832/3(1 + λ)14/3 ' 0.61.
The dependence of LMB indicates that the many-body
loss rate saturates at unitarity to a finite value. A similar
saturation of the loss rate was seen experimentally in non-
degenerate Bose gases at unitarity in Ref. [11], where the
saturation is determined by the temperature. When the
temperature becomes small the many-body loss rate is
eventually set only by the density and this crossover is
determined by a universal function of kBT/F [12].
III. DISCUSSION AND CONCLUSIONS
Due to the fact that we have for illustrative pur-
poses made the simplyfing assumption of having only
two running coupling constants, all quantities in this
article have been determined analytically as a function
of scattering length, which allows us to compare to the
known weak-coupling results, of which some are shown
in section IA. Furthermore, we have taken the fully-
renormalized value of the effective interaction inside the
Bogoliubov dispersions of the renormalization-group flow
equations, in Eq. (23). Therefore, it would be interesting
to see the effect of a full numerical solution of the cou-
pled renormalization-group-flow equations, which is also
of interest for a study of the stability of the present re-
sults. The latter is also true for the study of the effects of
various other coupling constants. Two important effects
immediately come to mind. Due to the presence of a Fes-
hbach bound state, the energy dependence of the effec-
tive interaction may play an important role. In addition,
an important feature of the Bose gases near a Feshbach
resonance is Efimov physics, which can also be studied
by renormalization-group methods [44, 45]. By including
the running of the appropriate three-body coupling con-
stants in the renormalization-group equation it may be
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possible to investigate how much of the Efimov physics
survives in a many-body setting when also medium ef-
fects are playing an important role. Another useful direc-
tion is to obtain the renormalized thermodynamic poten-
tial of the theory. This will allow for the determination
of all quantities using thermodynamic relations.
In summary, we have constructed a general self-
consistent approach to describe strongly interacting Bose
gases as a function of scattering length, which is free of
infrared divergencies, can be improved systematically by
renormalization-group methods or other non-pertubative
methods, and reduces to the Bogoliubov theory for small
scattering lengths. The generalization of the theory to
non-zero temperature is straightforward, see appendix
A. Furthermore, we expect that the approach can be ap-
plied to other systems with a broken continuous symme-
try, where similar infrared divergencies occur as a con-
sequence of the presence of Goldstone modes. We hope
that our results stimulate further experimental develop-
ments toward unitarity-limited Bose gases in the near
future.
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Appendix A: Ladder and bubble-sum contributions
In this section the ladder and bubble-sum contri-
butions to the effective interaction are derived. The
full energy-momentum and temperature-dependent lad-
der contribution is
Ξ(k, ωn) =
1
~2βV
∑
k′,n′
G′(k′+, ωn′+)G
′(k′−, ωn′−) (A1)
= 1
V
∑
k′
{
u2k′+
u2k′−
i~ωn − ~ωk′+ − ~ωk′−
([
1 +N(~ωk′+)
] [
1 +N(~ωk′−)
]
−N(~ωk′+)N(~ωk′−)
)
−
u2k′+
v2k′−
i~ωn − ~ωk′+ + ~ωk′−
(
N(~ωk′+)
[
1 +N(~ωk′−)
]
−
[
1 +N(~ωk′+)
]
N(~ωk′−)
)
−
v2k′+
u2k′−
i~ωn + ~ωk′+ − ~ωk′−
([
1 +N(~ωk′+)
]
N(~ωk′−)−N(~ωk′+)
[
1 +N(~ωk′−)
])
+
v2k′+
v2k′−
i~ωn + ~ωk′+ + ~ωk′−
(
N(~ωk′+)N(~ωk′−)−
[
1 +N(~ωk′+)
] [
1 +N(~ωk′−)
])}
,
where we defined k′± = k/2±k′, n′± = n/2±n′, (~ωk)2 =
k(k + 2mc2) and the coherence factors u2k = v2k + 1 =
(~ωk + k) /2~ωk. The bubble diagram is given by
Π(k, ωn) =
1
~2βV
∑
k′,n′
G′(k′+, ωn′+)G
′(−k′−,−ωn′−),
whose form is obtained from Eq. (A1) by substituting
u2k′−
↔ −v2k′− , while not modifying u
2
k′+
, v2k′+
, in the
expression for the ladder contribution. In the zero-
temperature limit only the first and last line of both the
ladder and bubble sum contribution survives, where the
former is
Ξ(k, ωn) =
1
V
∑
k′
[
u2k′+
u2k′−
i~ωn − ~ωk′+ − ~ωk′−
(A2)
−
v2k′+
v2k′−
i~ωn + ~ωk′+ + ~ωk′−
]
.
In cold atomic gases the momentum dependence of these
quantities is of little importance. The momentum-
independent ladder and bubble sum contributions can
then be integrated analytically, however, due to the size
of the expressions they are not shown here. Evaluating
the expressions also at zero frequency we obtain
Ξ(0, 0) = 3
4
√
2pi2
√
n0g
F
k3F
F
,
Π(0, 0) = − 1
4
√
2pi2
√
n0g
F
k3F
F
.
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For the non-interacting case, where ~ωk = k and u2k =
v2k + 1 = 1, we have that the bubble sum contribution
vanishes and that at zero momentum the ladder contri-
bution becomes
Ξ(0, z) = 1
V
∑
k′
(
1
z − 2k +
1
2k
)
= 1
8
√
2pi
(
2m
~2
)3/2√−z, (A3)
where z = i~ωn and an ultra-violet subtraction was
needed as a consequence of the point interaction and in
agreement with Eq. (20).
Appendix B: Renormalization group
Here we derive the renormalization-group flow equa-
tion. Starting from the action of a homogeneous Bose
gas as shown in Eq. (2), we take the Fourier transform
of the fields
φ(x, τ) = 1√
~βV
∑
n
∑
k<Λ
φk,ne
i(k·x−ωnτ) (B1)
and split up the field in terms of low-momentum φ< and
high-momentum modes φ> as
φ(x, τ) = φ<(x, τ) + φ>(x, τ), (B2)
where the low-momentum and high-momentum modes
are defined as
φ<(x, τ) =
1√
~βV
∑
n
∑
k<Λ
φk,ne
i(k·x−ωnτ),
φ>(x, τ) =
1√
~βV
∑
n
∑
Λ<k<Λ+dΛ
φk,ne
i(k·x−ωnτ).
Rewriting the partition function leads to
Z =
ˆ
Dφ∗Dφ∗ exp{−~−1 (S0 [φ∗, φ] + Sint [φ∗, φ])}
=
ˆ
Dφ∗<Dφ∗< exp
{−~−1 (S0 [φ∗<, φ<] + Sint [φ∗<, φ<])}
×
[ˆ
Dφ∗>Dφ∗> exp
{−~−1S0 [φ∗>, φ>]}
× exp{−~−1 (Sint [φ∗, φ]− Sint [φ∗<, φ<])} ] ,
where the gaussian part of the action is denoted by
S0 [φ∗, φ] and the non-gaussian part by Sint [φ∗, φ]. Ex-
panding up to second order in the high-momentum fields
gives
− ~−1S0 [φ∗>, φ>]− ~−1 (Sint [φ∗, φ]− Sint [φ∗<, φ<])
= −12Tr
[
Φ†>
[
−G−10 +
1
~
δSint
δΦδΦ† [φ
∗
<, φ
∗
<]
]
φ>=0
Φ>
]
.
Here the trace is over momentum, frequency and Nambu
space Φ(k, ωn) = [φ(k, ωn), φ∗(−k,−ωn)]T . By integrat-
ing out the high-momentum fields, we obtain the effective
action for the low-momentum fields
−~−1S [φ∗<, φ<] = −~−1S0 [φ∗<, φ<]− ~−1Sint [φ∗<, φ<]
− 12Tr ln
[
−G−10 +
1
~
δSint
δΦδΦ† [φ
∗
<, φ
∗
<]
]
.
Thus the change in the action after integrating out the
high-momentum modes is given by, using that the trace is
over an infinitesimal momentum interval Λ < k < Λ+dΛ,
dS = ~2 TrδΛ ln
[
−G−10 +
1
~
δSint
δΦδΦ†
]
dΛ. (B3)
Appendix C: Ultra-violet subtractions
To calculate the condensate density and total density
an ultra-violet subtraction is necessary, see Eq. (17) and
Eq. (19). This subtraction is a consequence of the renor-
malization of the bare coupling to the two-body T matrix
T 2B(−2mc2) [3]. The phase-fluctuation and non-phase-
fluctuation propagator in real space are written as
〈θ(k, ωn)θ(k, ωn)〉 −
1
nmc
2
(~ωn)2 + (k +mc2)2
, (C1)
〈φ′(k, ωn)φ′∗(k, ωn)〉+ mc
2
(~ωn)2 + (k +mc2)2
,
where mc2 = n0g and the propagators are defined in
Eqs. (14) and (15). This implies that the equal-time
correlation function 〈θ(x, 0)θ(0, 0)〉 with ultra-violet sub-
traction at zero temperature is given by
1
V
(
1
n
mc2
)∑
k
(
1
2~ωk
− 12(k +mc2)
)
cos(k · x).
In the long-range limit (|x| → ∞) we have that this ex-
pression vanishes, which is used to define the condensate
density in Eq. (17). Whereas the equal-time correlation
function of the non-phase fluctuations 〈φ′(x, 0)φ′∗(0, 0)〉
with the ultra-violet subtraction at zero-temperature is
1
V
∑
k
[
k − ~ωk
2~ωk
+ mc
2
2(k +mc2)
]
cos(k · x).
The contribution to the total density due to non-phase-
fluctuations follows from evaluating this expression at
equal position n′ = 〈φ′(0, 0)φ′∗(0, 0)〉.
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