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Increased flexibility afforded by all-digital radar architectures and operational 
concepts such as MIMO radar can be leveraged with new waveforms and aperture 
allocation methods to improve radar performance in diverse situations. A phased-
array/MIMO continuum of operation is possible through all-digital architectures and 
further increases the degrees of freedom for adaptive-transmit radar. This thesis 
describes modeling this flexibility provided by all-digital radar and initiates potential 
strategies for waveform designs and aperture segmentation for improved performance 
for tracking and detection in target-dense environments. 
These initial strategies leverage information from previous target measurements to 
predict the return strength for future configurations. By the careful definition of 
possible configurations and beam-steering directions, the performance predictions can 
be condensed into a manageable profit metric. The profit metric implemented in this 
thesis favors configurations that are expected to produce some minimally required 
signal to noise ration (SNR) while still providing meaningful target insight. By 
utilizing sub-sets of the normally required resources, other resources are freed for 
additional tasks, improving efficiency. The proposed allocation method requires high 
SNR for effective operation, which may be difficult to achieve in real systems. 
However, the goal of the allocation method is to provide initial strategies for 
allocation and parameter condensation that may mature into methods without this 
high SNR requirement. More sophisticated methods using similar strategies with 




The promulgation of FPGA technology, improvements in radio-frequency (RF) 
integrated circuits, and advances in analog-to-digital converters (ADCs) have enabled 
rapid advances in all-digital radar system architectures, which possess waveform 
synthesis and signal digitization capability at every element of an antenna array [1]. 
Because of the fine control enabled by such an architecture, aperture reconfigurability 
is a key opportunity for performance improvement. Combined with software-defined 
radar concepts [2], emerging levels of radar adaptability are unprecedented, but still 
require new algorithms and waveforms to achieve their full potential. This thesis 
describes an all-digital simulation methodology, sample waveforms used for different 
transmit sub-arrays, and an approach for determining transmit sub-array size and sub-
array placement into the overall array. 
Phased-array radar systems comprise an array of radiating elements that allow 
electronic steering through phase and amplitude weightings applied to each element. 
Phased-array radar systems demonstrate better resolution and directionality as well as 
improved flexibility than their single-element counterparts [3]. Multiple-input, 
multiple-output (MIMO) radar expands on phased-array radar ideas by transmitting 
two or more unique waveforms and combining their results via signal processing. 
MIMO technology is well researched in the field of communication, and its radar 
applications have since become a topic of interest. MIMO radar can offer better slow-
moving target detection [4], increased beamwidth shape flexibility [5], and 
simultaneous scanning of multiple directions at the cost of signal-to-noise ratio (SNR) 
[6], complexity of computation and waveform generation [4], and/or increased dwell 
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time [4] when compared to phased-array radar. Though MIMO operation is not 
intrinsically better than coherent phased-array operation in many scenarios, the 
implementation of an adaptive all-digital radar aperture allows for a phased-MIMO 
continuum [14]-[16] in which fully MIMO, fully traditional, or hybrid configurations 
can be selected to optimize desired characteristics for the radar’s situational 
objectives. This thesis discusses some of these tradeoffs, describes the development 
of an all-digital radar simulation, and presents an aperture “packing” approach to 




The remaining sections of this thesis are structured as follows. Section 2 explains   
fundamental physics and mathematics essential to the operation of phased-array and 
MIMO radars. It uses these fundamentals to explain benefits and compromises of 
each mode and the value of their combinational use. Section 3 describes assumptions 
and limitations of MIMO waveform design and introduces a waveform used in this 
study. Additionally, it evaluates the interaction of these waveforms when transmitted 
in different directions simultaneously. Section 4 overviews a simulation environment 
and signal processing methods that model a digital array radar with arbitrary control 
of transmit sub-arrays and their waveforms. This section includes validations used to 
verify the design of the simulation and its performance.  Section 5 introduces a novel 
aperture allocation method that leverages MIMO waveforms used in a hybrid 
configuration that demonstrates characteristics of phased-array and MIMO methods. 
Section 6 explains a companion method used for the spatial placement of the sub-
arrays generated by the allocation method from Section 5. Section 7 presents figures 
of merit and comparison modes created to evaluate the methods introduced in 





Although many fundamentals of radar signal processing and engineering explain 
the operation of MIMO and phased-array radars, some concepts require a greater 
depth of understanding for the functionalities and concepts developed in this thesis. 
This section is intended to build some of the requisite knowledge for understanding 
the more advanced physics and the consequential limitations and benefits discussed 
later.  
2.1 All-Digital Phased-Array Architectures 
All-digital radar architectures allow the digital transmission and reception of 
radar signals. Digital systems are often more flexible than their analog counterparts, 
and this reconfigurability allows increased freedom in the transmitted signal, signal 
processing methods, and order of processing. Whereas traditional systems may only 
transmit a limited set of waveforms, an all-digital architecture allows the transmission 
of different waveforms restricted only by the ability to digitally construct the signals 
and the ability of the digital to analog converter or DAC units to produce them.  
However, the increased flexibility of all-digital architectures comes at the cost 
of the generation, internal transmission, and processing of large quantities of data at 
transmission and reception. FPGA technology is commonly added to the processing 
chain to reduce system latency and total load handled by traditional computational 
units while still allowing reconfigurable performance and adaptive processing 
methods. For example, within the University of Oklahoma’s Horus system, FPGA 
units perform some fundamental beamforming operations and data routing.  
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For the purposes of this study, it is assumed that each element of the 
hypothetical all-digital array is digitized and input to the processing units as a raw 
datacube. This means we have full flexibility in the order of operations for 
processing. In addition, we do not attempt to model the latency of the radar’s 
components, but a limited set of imperfections are modeled, such as errors in the fast-
time domain due to the digitization of the analog returns through interpolation of the 
return signal, a complex envelope with rise and fall times, and cross-correlation 
effects due to the transmission of multiple waveforms.  
2.2 Phased-Array Spatial Processing 
Two of the primary benefits of phased-array technology are the ability to 
electronically steer the transmit beam through phase-weighting and the ability to 
estimate the angle of arrival through beamforming. These functionalities are possible 
because of the spatial diversity of the array and are performed by applying phase-
weightings at transmit and by measuring the received phase-shifts caused by the 
propagation direction of target returns. These operations are built upon the concept of 
spatial frequencies and are closely related to the Fourier transform and Fourier 
transform pairs. The wavenumber of a propagating waveform, in cycles per distance, 










When samples of an array are used to measure spatial components of the 
wavenumber, the result is the projection of the propagating wave onto the dimensions 
of the array. For example, if an array is made of a line of elements on the y-axis, then 
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only the y-component of the spatial frequency is directly measured by the array. In 
three dimensions the wavenumber vector can be described as 
 ?̅? = 𝐾𝑥?̂? + 𝐾𝑦?̂? + 𝐾𝑧?̂? (2.2) 
with magnitude 𝐾. Because the carrier frequency is known, the magnitude of 𝐾 is 
known from (2.1), and it is possible to determine the components of the direction of 
arrival, DOA, of the waveform as a unit vector as 
 
?̅?k =
𝐾𝑥?̂? + 𝐾𝑦?̂? + 𝐾𝑧?̂?
𝐾
. (2.3) 
The magnitude of the combination of unmeasured dimension(s) is implied by the 
magnitude of the overall wavenumber as 
 
𝐾𝑢 = √𝐾
2 − ∑ 𝐾𝑖
2
𝑖∈𝑚𝑒𝑎𝑠
 , (2.4) 
where 𝐾𝑢 denotes the magnitude of the wavenumber distributed in some unknown 
fashion in the dimensions perpendicular to the measured magnitudes. When two-
dimensional arrays are used, all three dimensions can be determined, but only one 
dimension is directly measured with linear arrays. As in any frequency measurement, 
aliasing can occur if the signal is not sampled at the Nyquist rate. For spatial 
frequencies, this sampling interval is one-half wavelength in each measured 
dimension [19]. An unmodulated waveform propagating across a 2-D array with half-
wavelength spacing is pictured in Figure 2.1 
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Figure 2.1: Spatial sampling and wavenumber visualization 
Though many methods exist for direction-of-arrival estimation, non-digital 
arrays often use filter banks for each spatial frequency, which can be digitally 
implemented through FFT operations along each array dimension. A key benefit of 
the all-digital architecture is the ability to perform digital beamforming at transmit 
and receive after the data has already been digitized and stored. An FFT operation 
determines coarse measurements for a few receive beams, and more precise methods 
such as maximum likelihood or Capon beamforming can be applied after detection. 
The implementation of other processing methods and combinations of methods within 
a simulation environment could be valuable for future research. 
The mathematics of transmit beamforming is analogous to receive 
beamforming. First, a spatial frequency vector ?̅?𝑡 corresponding to a desired transmit 
direction ?̅?𝐾𝑡 and wavenumber of the carrier signal 𝐾 is chosen following 
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 ?̅?𝑡 = 𝐾?̅?𝐾𝑡 . (2.5) 
The transmit phase weightings to produce the desired transmit direction can be derived 
from the frequency shifting property of the Fourier Transform that states a shift in the 
frequency domain is equivalent to multiplication by a complex exponential in the time-
domain as 
 𝑒𝑗𝜔0𝑛𝑥[𝑛]  
ℱ
⇔  𝑋(𝑒𝑗(𝜔−𝜔0)), (2.6) 
where ω0 is the frequency shift, n is the sampling index, x[n] is the time-domain 
signal, and 𝑋(𝑒𝑗(𝜔−𝜔0)) is the Fourier Transform. With one-dimensional spatial 
sampling, we replace the time index 𝑛 with the transmit sub-array position 𝑟𝑡, the 
frequency index 𝜔 with the spatial frequency or wavenumber 𝐾, and the frequency 
shift ω0 with the wavenumber of interest 𝐾𝑡. It is important to note we are 
representing 𝐾𝑡 as a scalar in this example because it is being measured in only one 
dimension. With these assumptions, (2.6) becomes 
 ej𝐾𝑡𝑟𝑡x[𝑟]  
ℱ
⇔  X(ej(K−𝐾𝑡)). (2.7) 
When the dimensionality is expanded by adding more elements and dimensions, such 
as the Cartesian coordinate system, the frequency shift contains multiple dimensions. 
The equivalent Fourier Transform relationship with multiple dimensions is denoted as 
the scalar product of the two vectors as  
 ej?̅?𝑡∙?̅?x[𝑟]  
ℱ
⇔  X(ej(?̅?−?̅?𝑡)). (2.8) 
In phased-array radars with isotropic element patterns and simultaneous 
transmission without phase shifts, the energy is focused in the ?̅?𝑡 = 0 or broadside 
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direction. To change the steer angle from broadside, we can calculate the following 
weighting  
 𝑤𝑡 = 𝑒
−𝑗K̅t∙?̅?𝑡. (2.9) 
This complex weighting will steer the array in the direction ?̅?𝑡. It is important to note 
the negative sign produces the complex conjugate of the desired angle, so the spatial 
frequencies sum coherently in the frequency domain. As in the receive case, the 
transmit weightings can only steer the beam in array dimensions that have multiple 
elements. Those dimensions with only one element have transmit patterns matching 
the element pattern.  
2.3 MIMO Operational Tradeoffs 
MIMO radar is sometimes lauded as the natural successor to single input single 
output (SISO) phased-array radar because of its increased flexibility and greater 
waveform diversity. Although these characteristics allow new operational modes and 
can overcome some traditional radar limitations, they introduce new imperfections 
and restrictions. One of the most troublesome characteristics of coherent MIMO 
operation is the reduction in SNR proportional to the number of transmit sub-arrays. 
Although some authors assume the number of pulses within each CPI can be 
increased proportionally to the number of transmit waveforms to offset this SNR 
reduction, this extension increases the computational complexity, reduces the number 
of CPI that can be adaptively controlled over the same duration which may result in 
reduced coverage rates, and may be impractical or impossible for other reasons. It is 
also important to note the increase in CPI length and improved angular resolution 
from MIMO operation can also improve slow-moving target detection [4].  
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 There are many MIMO operation techniques, as the only requirement is the 
transmission and reception of separable waveforms. Separable waveforms can be 
formed in the time-domain or frequency-domain, but we will focus on waveforms 
separated through waveform diversity [7]. Waveforms separated through waveform 
diversity are designed to have low cross-correlation and high auto-correlation [7]-[9], 
so that they can be separated by comparing the return data with the transmitted 
waveforms through matched filters. MIMO operation has recently been shown to 
improve radar operation in passive radar [10], [11], synthetic aperture radar (SAR) 
[12], and allow target velocity information from individual pulses [13]. 
When simulations and calculations of MIMO performance are made, it is often 
assumed that the waveforms are perfectly orthogonal, meaning they have zero cross-
correlation, but in practice, real systems can only achieve ‘very-low’ cross-correlation 
as no two waveforms can be orthogonal over all possible relative delays and Doppler 
shifts. This non-zero cross-correlation introduces a new source of interference that 
can also degrade performance of MIMO radars when compared to ideal MIMO 
operation and SISO operation. The emergence of all-digital architectures allows 
adaptive negotiation of the compromises of MIMO and phased-array modes through 
operation within a phased-MIMO continuum [14]-[16] in which fully MIMO, fully 
traditional, or hybrid configurations can be selected to optimize desired 
characteristics for the radar’s situational objectives. Operation within this continuum 
will be explored in later sections of this thesis.  
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3 MIMO & PHASED-ARRAY CONSIDERATIONS 
3.1 Waveform Introduction 
To simulate potential MIMO and multi-beam configurations of a digital array, 
we have implemented waveforms based on Chebyshev maps traditionally used for 
cryptology [9]. Chaotic sequences have been gaining interest for their apparent 
randomness and favorable cross-correlation properties [9], [17]. The chaotic 
properties mean they are deterministic sequences that vary significantly with minor 
differences in input condition and have been shown to have low cross-correlation 
[9],[17]. The combination of these two properties allows for the generation of an 
arbitrary number of sequences via selection of different input parameters, with all 
waveforms having low cross-correlation properties.  
Chebyshev polynomials 𝜑 can be recursively defined for order 𝑚 and sequence 
𝑥 as 
 𝜑0(𝑥) = 1,  
𝜑1(𝑥) = 𝑥,  
𝜑𝑚(𝑥) = 2𝑥𝜑𝑚−1(𝑥) − 𝜑𝑚−2(𝑥);    𝑚 ≥ 2.  
(3.1) 
These polynomials can also be defined using trigonometric functions as 
 𝜑𝑚(𝑥) = cos(𝑚𝑐𝑜𝑠
−1(𝑥)),    m = 0,1,2… (3.2) 
The sequence(s) are determined by substituting the value (𝑥𝑛) at the preceding index 
(𝑛) into the polynomial function (𝜑𝑚(𝑥𝑛)) to calculate the value (𝑥𝑛+1)  at the next 
index (𝑛 + 1) as 
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 𝑥𝑛+1 = 𝜑𝑚(𝑥𝑛) , 𝑥 ∈ [−1, 1], (3.3) 
where the initial value can be any value between −1 and 1 as 
 𝑥0 ∈ [−1, 1]. (3.4) 
Because these sequences are seemingly random but deterministic where slight 
changes in initial value result in different output sequences and have been shown to 
exhibit low cross-correlation [9], it is possible to create an arbitrary number of unique 
sequences that define useful MIMO waveforms limited only by the digitized 
resolution on the interval [−1,1] from which 𝑥0 is selected. For our purposes, the 
value of 𝑥0 is selected from a uniform distribution within this range of [−1,1]. For the 
benefits described above, Chebyshev waveforms are chosen as the primary waveform 
for our simulation. 
3.2 Waveform Modification 
The Chebyshev chaotic sequences exhibit some ideal properties for MIMO 
operation such as low cross-correlation and the ability to generate an arbitrary 
amount. However, there is also potential to increase their transmitted energy and 
provide bandwidth control [7]. MIMO waveforms based on modified versions of the 
Chebyshev maps have been simulated to evaluate their peak-to-average power ratios 
(PAPR), adjust their desired bandwidths, and study their cross-correlation properties. 
In-phase (I) and quadrature (Q) channels are created by generating two different 
Chebyshev sequences. To maintain normalized power per waveform, the waveform 
formed from the I/Q sequences is scaled by its magnitude to create a complex-valued 
unit vector. The resulting bandwidth of the synthesized sequence depends on various 
parameters, making it difficult to directly generate sequences with the desired time 
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duration and bandwidth. Once the sequence is generated, however, the sampling rate 
can be adjusted such that the bandwidth matches the desired bandwidth, and the 
waveform can then be resampled [18] to match the desired digital-to-analog converter 
(DAC) rate.  
Interpolation performed during resampling can change cross-correlation 
properties, however, so it was important to determine which interpolation method 
should be used. We evaluated linear, FFT-based, cubic, and spline interpolation 
methods for their ability to retain cross-correlation and PAPR during the resampling 
process. Each method causes distortions that manifest in compromises in the spectral 
versus time-domain characteristics, waveform power, and cross- and auto-correlation 
peak differences. These metrics were evaluated for each interpolation method, and the 
results are shown in Figure 3.1 through Figure 3.5.  
 
Figure 3.1. Result of matched filter on signal before interpolation. Blue is the auto-correlation and 
yellow is the cross-correlation 
Figure 3.1 shows the un-interpolated signal’s auto-correlation in blue and a sample 
cross-correlation in yellow. It shows a baseline for the performance of the unmodified 
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Chebyshev sequence. The waveform was created with a maximum amplitude of one, 
and the scaling of Figure 3.1 approximates the energy of the signal measured in 
samples. Because the maximum value per sample is one, the maximum magnitude of 
the matched filter output is the number of samples. The tapering applied to the 
waveform reduces the maximum to less than the number of samples. The tapering of 
this example reduces the energy of the initial waveform to approximately 87% of the 
number of samples. Figure 3.2 shows the auto-correlations after each method of 
interpolation. The auto-correlation peak is maximized by Cubic and Linear 
interpolation, meaning the PAPR should be better for these interpolation methods. 
 
Figure 3.2. Result of matched filter on signal after interpolation by labeled methods. Auto-correlation 
are shown in blue and sample cross-correlations are shown in yellow. 
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 Because the cross-correlation is low relative to the peak in Figure 3.2, Figure 
3.3 was created for better indication of the structure of the cross-correlation after 
different interpolation methods. The cross-correlation magnitude and shape do not 
vary significantly between the interpolation methods in the included example.  
 
Figure 3.3. Result of matched filter on different signals after interpolation by labeled method. 
After interpolation, the waveform is scaled so the maximum value of any 
sample is one. For this reason, the maximum value of the interpolated result is again 
the number of samples after interpolation. The initial sequence includes 250 samples, 
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and the final sequence includes 500 samples. This explains the increase in the 
maximum energy of some of the interpolated results as there are more total samples. 
The reduction in energy of the matched filter responses of the other methods indicates 
that their interpolation reduces the energy per sample of the resulting waveform. 
 
Figure 3.4. Bandwidth of signal after interpolation by labeled method. 
Figure 3.4 shows the waveform’s frequency spectrum after each interpolation method 
where the FFT-based method results in the best frequency containment and spline 
interpolation possesses the next best containment.  
17 
 
Figure 3.5. Amplitude of signal after interpolation by labeled method. The real values are yellow, and 
blue represents the magnitude of the IQ waveform. 
Figure 3.5 shows the time-domain amplitude of the interpolated signals after 
their peak amplitude is scaled to one. The waveforms have smooth tapers at the 
beginning and end to model finite rise and fall rates. From the figure, the linear and 
cubic methods clearly exhibit the best time-domain characteristics. The amplitude of 
the FFT and spine methods are lower on average and contain less energy.  
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FFT 0.470 54.07 103.4 138.3 
Linear 0.706 81.14 253.7 311.5 
Spline 0.571 65.61 158.5 203.6 
Cubic 0.723 83.06 268.3 326.4 
Pre-Interp. 0.870 100.0 163.4 189.3 
Table 1 shows the RMS power, the RMS power divided by its ideal value, the 
difference between the maximum value of the auto- and cross-correlations, and the 
maximum value of the auto-correlation for the waveforms shown in Figure 3.5 as 
well as the pre-interpolation sequence. 
While FFT-based interpolation is the best at preserving frequency 
characteristics, linear and cubic interpolation are better at maintaining the time-
domain characteristics, and the spline and cubic methods produce better compromises 
between time- and frequency-domain performance. Because the average power and 
difference between the auto-correlation and cross-correlation are paramount for 
MIMO systems, cubic interpolation was chosen for implementation in the main 
simulation because of its superior performance in these categories and acceptable 
preservation of the frequency spectra. 
 
Figure 3.6 Chebyshev generation and conditioning flowchart 
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The flowchart of Figure 3.6 overviews the process used to generate the 
waveforms used in this research analysis. These waveforms result from an I/Q 
combination of two Chebyshev sequences seeded with different initial values, with 
unit scaling, and bandwidth/sample rate obtained through cubic interpolation. 
Furthermore, these waveforms have been shown to have low cross-correlation, even 
after interpolation, and that an arbitrary number of waveforms can be generated. 
These waveforms are used in cryptology because they are difficult to decipher 
without knowledge of the initial values used for their generation. The complexity of 
decoding the sequences is useful for radar waveforms because they will appear as 
noise when the generation seed is unknown, and the generation seed can change on 
each CPI to further obstruct prediction. This apparent unpredictability reduces the 
information extractable by non-friendly interceptors, while still allowing use within 
mesh radar systems if the initial values are communicated after generation or if some 
schedule of initial values is chosen prior to transmission.  
Figure 3.7 includes a comparison of sample instantiations of Chebyshev 
waveforms before and after the modification process. The real values of the 
sequences are shown in yellow, and the magnitudes are shown in blue. Because the 
unmodified waveform has only real values, the entire sequence is represented by the 
yellow plot. The magnitude of the modified waveform is closer to the shape of the 
ideal complex envelope with tapering. The closer the waveform amplitude is to this 
ideal envelope, the more energy it will transfer. Because the unmodified Chebyshev 
waveforms appear as a random distribution of numbers between negative and positive 
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one and the unmodified sequence makes no efforts to operate in saturation, the total 
energy of the unmodified sequence has lower average amplitude. 
 
Figure 3.7 Qualitative comparison of waveform in time-domain before (top) and after (bottom) 
modification. The real values are yellow, and blue represents the magnitude of the waveform. 
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Figure 3.8 Qualitative comparison of waveform in frequency-domain before (top) and after (bottom) 
modification. 
Figure 3.8 includes a comparison of the frequency components of the waveforms 
shown in Figure 3.7. The unmodified waveform has frequency limited only by the 
sample rate and exhibits a flat spread of its energy. The modified waveform was 
designed for a 100Mhz bandwidth and has less energy outside of its bandwith. The 
shape of the frequency spectrum of the modified waveform is comparable to the cubic 
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example included in Figure 3.4. The application of bandpass filters after waveform 
modification was not considered in this study. However, bandpass filters may provide 
better spectral containment while possibly decreasing the auto- and cross-correlation 
properties of the generated waveforms.  
 
Figure 3.9 Qualitative comparison of waveform matched filter response before (top) and after (bottom) 
modification. 
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Figure 3.9 compares the response of the matched filters for sample instantiations of 
the modified and unmodified waveforms. The magnitude is normalized for the 
maximum value of the waveforms influenced by the complex envelope and number 
of samples. This normalization is produced by dividing the matched filter responses 
by the energy of the ideal complex envelopes resulting from the specific taper shape 
and sequence length. The peak of the matched response for the modified waveform is 
closer to the ideal fraction of 1 than its unmodified counterpart. The IQ components 
of the modified waveform bring the amplitude closer to the complex envelope, 
capturing more of the available energy as in the discussion of Figure 3.7.   
3.3 Beampattern Synthesis 
Now that we have established the transmit waveform, we can discuss its 
nonideal function within MIMO operation, especially when the MIMO beams are 
formed in multiple directions. Furthermore, because this functionality utilizes phased-
array beamforming within the phased-MIMO continuum, it is important to understand 
the beampattern for traditional phased-array radars and how these concepts transfer 
with multiple beams.  
Transmit beamsteering can be performed by selecting a direction for 
transmission and determining the appropriate element weightings as described in 
Section (2.2). If we assume the direction of the 𝑞𝑡ℎ targets from the radar results in a 
wavenumber vector of ?̅?𝑞, then the gain of each target due to the transmitting array is 
 










where 𝑙 is the waveform index, 𝑖 is the element index within each waveform, and 𝑁𝑙 
is the number of transmit elements for each subarray. The transmit gain 𝐺𝑙 is the 
response of each target q to each transmit beam 𝑙, and the maximum array gain of 𝑁𝑙 
can be observed when  ?̅?𝑞 = ?̅?𝑎𝑖𝑚. To evaluate the beampattern for a transmit array, 
a vector of spatial frequencies ?̅?𝑞 can be created and evaluated against a single 
steering direction ?̅?𝑎𝑖𝑚. 
 
Figure 3.10: Normalized array factors for rectangular, traditional phased-array radars with 
dimensions described in legend 
Figure 3.10 shows the normalized beampattern for a series of full-aperture 
phased-array radars with rectangular element distribution defined in the legend with 
x-axis measured in π radians. Figure 3.10 was generated by steering 𝐾𝑎𝑖𝑚 at 
broadside, and then evaluating a vector of targets generated at equally spaced 
elevation angles and zero azimuth. The magnitude is normalized to allow shape 
comparison independent from the changing transmit element count. 
All-digital architectures with individual control of the transmit elements allow 
for the transmission of multiple waveforms with different aiming directions. This 
flexibility in waveform generation allows the full-aperture to be divided into a set of 
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smaller phased-arrays with reduced power. A sample set of the elements of such sub-
arrays are displayed in Figure 3.11 where each sub-array is shown in a different color.  
 
Figure 3.11: Element distribution for simulated sub-arrays 
  
Figure 3.12: Array pattern for one sub-array aimed at broadside in elevation dimension 
The broadside beampattern in the elevation dimension for one of these sub-arrays is 
shown in Figure 3.12. As we mentioned before, the all-digital architecture allows us 
to choose different aim directions for each sub-array. If we aim the beams of these 
sub-arrays in different directions, we will produce a different beam-pattern for each 
transmit waveform and steering direction. To better understand this, we can calculate 
each steered beam-pattern and overlap them as in Figure 3.13. 
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Figure 3.13: Beampatterns of four sub-arrays aimed in different directions in elevation dimension 
Displaying the array patterns for each sub-array in this fashion assumes each 
waveform is orthogonal and produces no cross-correlation in the other beampatterns. 
However, as we have previously discussed, it is impossible for multiple waveforms to 
be perfectly orthogonal, especially when Doppler shifts and other imperfections are 
added, which will be considered later within this section. If we continue with the 
orthogonal assumption and coherently add the beampatterns of Figure 3.13 to form an 
effective beampattern for the full transmit array, we produce Figure 3.14. 
  
Figure 3.14: Coherent combination of four beampatterns of Figure 3.13 in elevation dimension 
When the beampatterns are combined, constructive and destructive interference is 
introduced. In this example, the mainlobes are generally increased in the combination, 
but their amplitudes will decrease in other cases. Additionally, there is strong 
constructive interference at .15 π radians that could cause targets or interference 
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sources in this direction to be amplified in an undesirable way. To better compare the 
amplitudes before and after addition, Figure 3.15 was created. 
  
Figure 3.15: Beampatterns of four sub-arrays aimed in different directions in elevation dimension and 
their coherent combination  
The orthogonal assumption is useful for comparison and theoretical 
observations, but realizable beampatterns will differ from those observed in Figure 
3.13 through Figure 3.15. To better model achievable results, a simple cross-
correlation model was employed where Chebyshev waveforms are generated for each 
transmit sub-array and superimposed to model the received return resulting from all 
sub-arrays. Matched filtering is applied separately for each transmitted waveform to 
separate the energy resulting from each transmit subarray. The maximum value of the 
output of each matched filter was then chosen as the array gain for each waveform. 
This process was repeated for each evaluation angle individually. The array factors 
determined for each transmit angle and influenced by the steering angle were the only 
gain applied to each waveform. That is, the effects of signal propagation loss, element 
pattern responses, and target-specific parameters were omitted in order to isolate the 
effects of cross-correlation based on transmit amplitude controlled by array factor. 
This process of array factor generation is shown in Figure 3.16. 
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Figure 3.16. Flowchart for array factor generation 
It is important to note that Figure 3.16 includes the generation of the effective 
beampattern in the bottom branch. This is the apparent beampattern for the full array 
with non-orthogonal, Chebyshev waveforms. Figure 3.17 shows the results with the 
aiming directions of Figure 3.13 through Figure 3.15 and non-zero cross-correlation. 
 
Figure 3.17. Beampatterns and combined patterns for phased-MIMO radar with non-zero cross-
correlation and different aiming vectors 
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The main change caused by the cross-correlation in the separate beampatterns 
is a cross-correlation floor that raises the minimum value of each beampattern. The 
cross-correlation is strongest in the directions corresponding to the mainlobes in other 
waveforms. The cross-correlation covers the sidelobes in these directions and could 
overpower the mainlobes with the right combination of waveform cross-correlation 
properties and subarray size. The differences introduced by the lack of orthogonality 
become more noticeable in the full array beampattern, as can be observed in the 
second and third subplots. To better visualize the cross-correlation, Figure 3.18 was 
created with an isolated cross-correlation floor. This cross-correlation floor was 
generated by predicting the cross-correlation shown in Figure 3.17. Though the cross-
correlation floor is introduced conceptually here, the mathematics, and method for its 
prediction, will be discussed later. 
 
Figure 3.18 Cross-Correlation Floor 
The cross-correlation is comparable to the minimum values shown in the first subplot 
of Figure 3.17. This indicates we have some ability to predict the cross-correlation. 
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Different waveforms will reduce or increase the magnitude of the cross-correlation 
floor based on their cross-correlation properties.  
Because the maximum value of the matched filter was used instead of a more 
practical detection method, it is important to measure the bias introduced by the 
simplification. Three measurements were made to evaluate the error introduced by 
these assumptions. The first measurement is the difference between the maximum 
value of each matched filter output and its average value and is displayed in the first 
subplot of Figure 3.19. We expect this difference to closely match the shape of the 
‘Non-Orthogonal Components’ plot, which would indicate the maximum value is an 
acceptable simplification. The second measurement is the average value of the 
matched filter response, which we refer to as the mean sidelobe level, and is included 
in the second subplot. We expect this to remain lower than the peak value by a large 
margin to indicate the peak value is not due to interference. The final measurement is 
the mean sidelobe fraction of the mainlobe included in the third subplot. We expect 
this ratio to remain low when the response is from the waveform of interest because 
the mainlobe should be much larger than the sidelobes. This value should be higher 
where the sidelobes are close in amplitude to the mainlobe, which should correspond 
to high cross-correlation.  
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Figure 3.19. Comparisons of peak and sidelobe levels of matched filter output in Elevation. 
The first subplot in Figure 3.19 maps the difference and closely matches the 
output after the maximum is chosen, showing that the peak value is adequately 
greater than the mean sidelobe value. The second subplot shows that the mean 
sidelobe level is less than one, which is under 2% of the peak. The third subplot 
shows that the mean sidelobe level scales with the peak value except where other 
waveforms are strongest. These all indicate that the maximum simplification is 
acceptable. 
To this point, all sub-arrays have been the same size and shape, but they may 
vary in real all-digital systems. If one sub-array is much larger than the others, the 
maximum gain of its beam is proportionally larger and will produce higher cross-
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correlation in other matched filters. If the size disparity is large enough, the return from 
the smaller sub-arrays can be covered by the cross-correlation of stronger arrays. Figure 
3.20 shows a case in which one waveform is much stronger than the others, and its 
return dominates the outputs of other matched filters. This figure was generated with 
the same sub-array dimensions shown in Figure 3.11 but with stronger element power 
applied through scalar multiplication of each waveform by 1, 4, 9, and 16 times the 
original energy. The orthogonal beampatterns, beampatterns with cross-correlation, 
and their differences are shown in Figure 3.20.  
 
Figure 3.20.  Matched filter results with one waveform much larger than all other waveforms. 
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The blue beampattern corresponds to the unity scaled array and is difficult to 
distinguish from the signals with stronger scaling. The purple waveform received the 
largest scale factor and is the easiest to observe. In the second subplot, the cross-
correlation from the purple waveform overpowers all other returns in the direction of 
its mainlobe. A similar, but reduced effect is observed in the cross-correlation 
produced by the yellow waveform. Although this situation is problematic, there is still 
hope because we can predict the situations in which one sub-array dominates the 
others or when a new sub-array will not have enough energy to overcome the cross-
correlation of the pre-existing sub-arrays.  
3.3.1 Cross-Correlation Prediction 
If the transmitted signal for waveform 𝑚 before amplitude scaling is (𝑥𝑚[𝑛]), 
and its transmission configuration produces a gain of (𝐺𝑚[?̅?𝜃]) in the direction of 
interest ?̅?𝜃, then the transmitted waveform 𝑥𝑇,𝑚 is  
 𝑥𝑇,𝑚 = 𝐺𝑚[?̅?𝜃]𝑥𝑚[𝑛], (3.6) 
and its matched filter is the waveform’s time-reversed conjugate transmit scaling as 
 ℎ𝑚 = 𝑥𝑚[−𝑛]
∗. (3.7) 
The auto-correlation is the convolution of the waveform with its own matched filter 
and can be expressed as 
 𝐴𝑚,𝑚[𝑛, ?̅?𝜃] = 𝐺𝑚[?̅?𝜃]𝑥𝑚[𝑛] ∗ ℎ𝑚, (3.8) 
and the cross-correlation for this matched filter resulting from waveforms 𝑙 ≠ 𝑚 is 
 𝐴𝑚,l[𝑛, ?̅?𝜃] = 𝐺𝑙[?̅?𝜃]𝑥𝑙[𝑛] ∗ ℎ𝑚. (3.9) 
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The total cross-correlation energy of this matched filter is the maximum cross-
correlation from all other waveforms that are not m represented as ?̅? is 
 𝐴𝑚,?̅?[𝑛, ?̅?𝜃] = 𝑚𝑎𝑥
𝑙≠𝑚
(𝐴𝑚,𝑙[𝑛, ?̅?𝜃]) = 𝑚𝑎𝑥
𝑙≠𝑚
(𝐺𝑙[?̅?𝜃]𝑥𝑙[𝑛] ∗ ℎ𝑚). (3.10) 
The auto-correlation of the signal at the point of interest will be indistinguishable 
from the cross-correlation when the cross-correlation energy is some fraction 𝜂 of the 
maximum gain in the direction of interest expressed as  
 𝐴𝑚,𝑚[𝑛, ?̅?𝜃] > 𝜂𝐴𝑚,?̅?[𝑛, ?̅?𝜃] = 𝜂𝑚𝑎𝑥
𝑙≠𝑚
(𝐺𝑙[𝜃]𝑥𝑙[𝑛] ∗ ℎ𝑚). (3.11) 
The processing required to calculate the cross-correlation for every-time sample, 
especially with additional waveforms or time samples, is often impractical. If the 
transmitted waveforms are from the same family or class with an average cross-
correlation approximated as a scalar fraction of the waveform energy El[n], such as 
Chebyshev waveforms, then we can represent the cross-correlation as a fraction of the 
peak to mean ratio or 𝛼𝑃𝑀𝑅. The gain of each transmitting sub-array 𝐺𝑙[𝐾𝜃] can then 
be combined with 𝛼𝑃𝑀𝑅 and El[n] to estimate the average cross-correlation energy 
received by the matched filters of the other waveforms. This can be used to modify 
(3.7) to form 
 𝐴𝑚,𝑙[𝑛, ?̅?𝜃] = 𝛼𝑃𝑀𝑅𝐺𝑙[?̅?𝜃]El[n]. (3.12) 
The combined cross-correlation received at each matched filter is then 
 𝐴𝑚,?̅?[𝑛, ?̅?𝜃] = 𝛼𝑃𝑀𝑅𝑚𝑎𝑥
𝑙≠𝑚
(𝐺𝑙[?̅?𝜃]El[n]). (3.13) 
The ideal auto-correlation value is the transmit waveform energy, and we can 
substitute this value for 𝐴𝑚,𝑚 from (3.8) and form 
35 
 𝐴𝑚,𝑚[𝑛, ?̅?𝜃] = 𝐺𝑚[?̅?𝜃]E𝑚[n], (3.14) 









We can observe that the target return from waveform 𝑚 should be 
distinguishable from the cross-correlation when the gain of waveform 𝑚 is less than 
some ratio of the maximum transmit energy of all other waveforms in direction ?̅?𝜃. 
This is useful for predicting and preventing configurations in which the signal from 
one waveform will cover the returns of the other waveforms. It is important to note 
that real targets will fluctuate in radar cross-section, RCS, range, Doppler, and 
direction adding a target dependence to the gain, but this will be considered in later 
sections.  
The beampattern can be predicted with the cross-correlation and the auto-
correlation equations. When we assume the beampattern in an angle can be extracted 
from the matched filter response with a maximum function, we are assuming the 
beampattern 𝛣(?̅?𝜃) without cross-correlation is 
 𝛣(?̅?𝜃)  = max
𝑛∈𝑁
 (𝐴𝑚,𝑚[𝑛, ?̅?𝜃]). (3.16) 
With the addition of cross-correlation effects, we find the maximum value over all 𝑛 
corresponding to each ?̅?𝜃 and create  
 𝛣(?̅?𝜃)  = max
𝑛∈𝑁
 (𝐴𝑚,𝑚[𝑛, ?̅?𝜃] ∩ 𝐴𝑚,?̅?[𝑛, ?̅?𝜃]). (3.17) 
We can then use (3.14) and (3.12) to form 
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𝛣(?̅?𝜃)  = max
𝑛∈𝑁




Figure 3.21 was created to visualize the prediction of the beampatterns using (3.18) 
against the results of the simulation. 
 
Figure 3.21.  Matched filter with cross-correlation prediction and simulated with error measurement. 
The first subplot includes the cross-correlation prediction, the second subplot shows 
the simulation results, and the third subplot shows the error between the predicted and 
actual values. Although the error varies with transmission angle, it tends to be close to 
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or under 50%. This is useful for predicting the cases in which the cross-correlation 
will cover the mainbeam of other returns. The cross-correlation error is lowest in the 
mainlobes of each beampattern, because the mainlobe gain to interference ratio is 
higher in these places. Although this rough prediction does not predict the cross-
correlation effects accurately enough for reliable correction, it is useful for predicting 
situations producing unacceptable amounts of interference. The output in some 
directions appears to result from isolated auto-correlation, but the cross-correlation 
may reduce the dynamic range between the desired signal and cross-correlation floor, 
producing low signal to interference and noise ratios (SINR) and rendering the returns 
ineffective. The next section describes the simulation environment created for 




A simulation environment was created with MATLAB to model an all-digital 
phased-array system. Although the simulation can be used to model various 
frequency bands, aperture sizes, waveforms, and other system characteristics, we 
have tested it using parameters and architectures that mimic an all-digital S-band 
system being developed at the University of Oklahoma. Targets are treated as point 
scatterers with randomly generated parameters such as Cartesian coordinates, 
velocity, acceleration, and radar cross sections (RCS). 
4.1 Simulation Overview 
One of the important features of a digital array is that every element or sub-
array possesses its own DAC, which means that each element or sub-array can 
transmit its own unique waveform. In practice, this feature may be limited by 
software control, communication bandwidth across the array, mutual coupling 
considerations, or other factors. The implemented simulation allows arbitrary, 
rectangular groups of elements to be organized into transmit sub-arrays, with the 
same waveform transmitted within each transmit sub-array and unique waveforms for 
each sub-array. Each sub-array may also possess its own unique steering angle. The 
array factor and antenna gain are calculated for each sub-array size and shape, and the 
transmitted signal is scaled according to a target’s location within the transmit beam. 
The received signal is then modeled according to its propagation delay and 
amplitude as specified by the radar range equation. Delays that are not an integer 
multiple of the ADC sampling interval are interpolated before accumulating into the 
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overall radar measurement. The received signal is also multiplied by a relative phase 
term that models the number of wavelengths traveled to and from the target. For the 
transmit path, this distance is calculated from the phase center of each sub-array. On 
receive, the signal is modeled to every element in support of digital beamforming 
across the entire array; therefore, the phase term is modeled as being due to a 
propagation path to the center of the array, plus the standard array phase factor for 
every element that depends on the dot product between the propagation wavevector 
and the element’s position vector. On subsequent pulses within a coherent processing 
interval (CPI), Doppler effects are modeled by a rotating pulse-to-pulse phase term 
that depends on the target’s range rate. After each target return is properly scaled, the 
phase shifts due to transmit sub-array location, Doppler shift, and propagation to 
every element (on receive) can be applied, and the contributions due to multiple 
targets are superimposed.  
In the simulation, new Chebyshev waveforms are created for each transmit sub-array 
and CPI, and a copy of each waveform is saved for matched filtering. The precise 
energy of each transmitted waveform fluctuates with variations in the waveform 
amplitude caused by the interpolation used for bandwidth control, the IQ 
modification, and waveform tapering that models realizable rise- and fall-times. Other 
waveforms can be implemented as well. 
4.2 Radar Signal Processing 
There are many potential processing architectures on receive with varying order 
of processing steps, number of full-aperture beams formed, and so on. Here, we 
perform Doppler processing and digital beamforming via FFT-based processing and 
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then perform matched filtering to isolate the signals due to the individual waveforms 
such that the fully-formed output datacube is a 5-D structure covering range, Doppler, 
two spatial frequencies, and transmitted waveform. Digital transmit beamforming can 
then be performed by a weighted sum of the 4-D datacubes for each waveform with a 
phase correction according to a relative phase induced by the transmit sub-array phase 
centers.  
4.3 Noise & Interference Model 
The limits on radar performance imposed by noise and interference have 
produced entire fields dedicated to the mitigation of these effects. In this simulation, 
complex Gaussian white noise is added to the signal to afford basic insight on the 
noise challenges of real systems. This noise is added to the 4-D data cube of the 
return signal before any signal processing has been performed, and is simulated with 
an average power equal to 
 𝑃𝑛 = 𝑘𝐵𝑇𝐵𝐹. (4.1) 
where 𝑘𝐵 is Boltzmann’s constant, T is an operating temperature typically assumed to 
be room temperature (290 K), B is the radar ADC sampling rate, and F is an assumed 
operating noise figure of the receiver.  
Although real systems will be subject to natural noise sources as well as 
potential electronic warfare systems, these effects and clutter were not modeled. The 
radar is assumed to be an air-facing radar that limits ground clutter effects, and it is 
assumed to operate in the absence of other external sources of interference. The main 
sources of interference in the simulation are the cross-correlation of waveforms, 
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sidelobes of the transmit beams, sidelobes from processing, thermal noise, and 
interpolation imperfections. 
4.4 Element Pattern 
The angular performance of phased-array radar is influenced by the previously 
discussed array pattern as well as the thus far omitted transmission patterns of 
individual elements. Precise simulations of phased-array systems require careful 










+ 1))    𝑥 > 0
         0               𝑒𝑙𝑠𝑒
, (4.2) 
is used for the element pattern with power maximized at broadside and zero when 
perpendicular to broadside. This scaling can be visualized in Figure 4.1.
 
Figure 4.1. Element pattern in polar coordinates with amplitude as fraction of total power and angles 
in degrees. 
Figure 4.1 includes a polar plot of the element pattern. The steering angle away 
from broadside is listed along each ray, and the fractional amplitude is included as the 
42 
radius. The power is maximized at broadside and decreases to zero as it approaches 
perpendicular (90 degrees) from broadside. The selection of element pattern for our 
purposes is not as important as the ability to closely model its gain. More realistic 
elements can be simulated if their element pattern is well defined mathematically or 
through sufficient empirical measurements. 
4.5 Simulation Validation 
The value of a simulation is built on its ability to accurately represent the 
system it models. This section presents a subset of the data and figures used to verify 
the integrity of the simulation and prove its fidelity. The verification was through the 
qualitative evaluation of the simulation results through 2-D maps of the processed 
datacube as well as quantitative proof through Monte-Carlo simulations of the 
probabilistic distributions. 
4.5.1 Image Maps  
the processed data is multi-dimensional, it is often visualized in 2-D slices. 
This section includes range-Doppler, range-angle, angle-Doppler, and angle-angle 
images created from these 2-D slices. Range-Doppler maps are imaging methods 
popular for pulse-Doppler radars and include target ranges measured against their 
range-rates. Figure 4.2 includes two sample range-Doppler maps with a single target 
spawned at a high elevation and near-zero azimuth, where zero elevation and azimuth 
correspond to broadside or the x-axis. The radar was simulated as an eight-by-eight 
phased-array with maximum element power of 2500 Watts and a single transmitted 
waveform. The element power was selected to allow simulation of a smaller radar 
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with adequate SNR at the selected target range and angles. This configuration was 
simulated without noise and then with noise for comparison. Range and velocity 
sidelobes can be observed to spread around the target along both axes. These 
sidelobes result from any filtering process and the differences between the signal and 
matched filter due to time delay and Doppler shift. 
 
Figure 4.2. Range-Doppler map of traditional phased-array radar without noise (left) and with noise 
(right). 
The addition of noise changes the shape of the sidelobes in both the range and 
velocity dimensions. To better illustrate this effect, Figure 4.3 was created by taking a 
slice of the range-Doppler map along the simulated ranges where the Doppler and 
spatial frequencies are maximized. In the cases with and without noise, the peak is at 
the same location, but the magnitudes change. The peak is reduced with the addition 
of noise but may increase or decrease in other scenarios. The sidelobes exhibit less 




Figure 4.3. Range slice along maximum Doppler and spatial frequencies without noise (left) and with 
noise (right). 
The set of ranges and velocities of Figure 4.2 show the structure of the returns across 
a wide span, but a closer view can provide a more succinct profile of the target 
returns. Figure 4.4 includes a zoomed-in section of Figure 4.2. 
 
Figure 4.4. Zoomed Range-Doppler map of traditional phased-array radar without and with noise. 
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To demonstrate the simulation’s ability to model phased-MIMO 
configurations, Figure 4.5 and Figure 4.6 were created with two sub-arrays 
transmitting different Chebyshev waveforms. Copies of the same noise used in the 
data of Figure 4.2 through Figure 4.4 were used to isolate random fluctuations. 
 
Figure 4.5. Zoomed Range-Doppler map of phased-MIMO array with two Chebyshev waveforms 
without noise (left) and with noise (right). 
 
Figure 4.6. Range slice along maximum Doppler and spatial frequencies of Phased-MIMO 
configuration with two Chebyshev waveforms without noise (left) and with noise (right). 
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The range slices are displayed differently because of the multiple matched filters 
associated with the phased-MIMO operation. Each additional waveform increases the 
number of matched filters. For this reason, the figures are separated into the results of 
each matched filter as well as their combination. When the range-Doppler maps and 
range slices of the combination of matched filters for the phased-array and phased-
MIMO configurations are compared, the differences are minimal except for the 
splitting of the energy in the matched filters. Their similarities result because only 
two waveforms were transmitted, and the Chebyshev waveforms exhibit low cross-
correlation properties. The transmission of more waveforms is expected to cause 
larger changes in the range-Doppler maps and corresponding range slices. To verify 
this conclusion, Figure 4.7 and Figure 4.8 were created with the simultaneous 
transmission of four Chebyshev waveforms. 
 
Figure 4.7. Zoomed Range-Doppler map of phased-MIMO array with four Chebyshev waveforms 
without noise (left) and with noise (right). 
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Figure 4.8. Range slice along maximum Doppler and spatial frequencies of Phased-MIMO 
configuration with four Chebyshev waveforms without and with noise. 
From the range-Doppler maps we see increased average power in the range sidelobes 
as more matched filters are required. The range-slices of the noiseless simulation 
have a reduced peak. The simulation with added noise exhibits a higher average 
amplitude caused by the sidelobes and noise. This is due to the non-zero correlation 
of the matched filters with the noise. Slices of the datacube along the other data 
dimensions can be visualized as spatial frequency maps such as Figure 4.9. 
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Figure 4.9. Spatial frequency map of a target without noise, 10 GHz center frequency, and four 
Chebyshev waveforms 
The target corresponds to the yellow peak with y-component close to zero and 
a large z-component corresponding to the high elevation and near-zero azimuth 
mentioned before. The values displayed in the axes correspond to the possible 
wavenumbers for a carrier frequency of 10 GHz. The peak in the displayed direction 
is caused by the received waveform’s propagation across the array due to the target’s 
location and scattering characteristics which were discussed in Section 2.2. The raw 
samples of the element position are translated to the spatial frequencies through the 
application of an FFT. The FFT produces a spatial filter for a set of discrete 
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directions, and the output of the FFT is maximized at the spatial filter closest to the 
wavenumber of the target return shown in yellow.  
Figure 4.9 allows some insight into the spatial processing of the radar, but its 
low resolution makes it difficult to distinguish some characteristics. Increased 
resolution can be achieved by zero padding the signal before the application of the 
FFT. This process is equivalent to increasing the number of spatial matched filters 
applied to the data. To further illustrate this concept, Figure 4.11 was created by zero 
padding the spatial samples of Figure 4.9 to four times their initial length before the 
application of an FFT.  
 
Figure 4.10. Spatial frequency map of a target without noise, 10 GHz center frequency, one Chebyshev 
waveforms, and increased resolution through zero-padding. 
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Figure 4.10 more clearly shows the sidelobe structure while also improving 
the estimation of the target’s location. This demonstrates the gains in resolution 
possible by evaluating additional spatial samples or choosing a subset of spatial filters 
to evaluate. Figure 4.11 was created from the same data of Figure 4.10 with the same 
zero padding, but with the addition of noise. 
 
Figure 4.11. Spatial frequency map of a target with noise, 10 GHz center frequency, one Chebyshev 
waveforms, and increased resolution through zero-padding. 
The sidelobe structure of Figure 4.11 does not change significantly from 
Figure 4.10. The noise can be observed outside of the sidelobes, but the main 
structure remains. We expect the transmission of additional waveforms to further 
diffuse the sidelobe structure, and Figure 4.12 was created with the same methods, 
noise, and the transmission of four Chebyshev waveforms to examine this trend. 
51 
 
Figure 4.12. Spatial frequency map of a target with noise, 10 GHz center frequency, four Chebyshev 
waveforms, and increased resolution through zero-padding. 
 The noise of Figure 4.12 does not appear to change significantly. The main 
aspects of the sidelobe structure are maintained, but the amplitudes and shape display 
some minor distortion. The structure of the sidelobes degrades with the transmission 
of additional waveforms because cross-correlation between waveforms causes 
sidelobes to sum arbitrarily. 
4.5.2 Target Detection  
With the ability to simulate phased-array, MIMO, and phased-MIMO radar 
modes and the completion of a qualitative examination of the simulation, quantitative 
analysis is necessary for further assessment. Target detection was chosen because of 
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its ubiquity within defense systems and its simple implementation. This section 
describes the detection method and performance within the simulation. 
4.5.2.1 Constant False Alarm Rate Detection 
Although there exist many detection techniques, the cell-averaging Constant 
False Alarm Rate (CA-CFAR) method was chosen. CA-CFAR is a simple and 
effective adaptive thresholding method for target detection, although its performance 
varies in different scenarios [20], [21]. Ordered Statistic Constant False Alarm Rate 
methods have been shown to demonstrate improved performance [20] but the CA-
CFAR was evaluated for its simplicity and reduced computational requirements. The 
CA-CFAR method was implemented with a 4D averaging filter with guard cells that 
protect against energy leaked to adjacent cells. A set of N Training cells with α 𝑁⁄  
weighting, where α is a design parameter chosen to offset the small sample size, are 
used to determine the local average of the CA-CFAR filter. The shape of the 
averaging filter is visualized in Figure 4.13 with green representing training cells, 
blue representing guard cells, and a light-green cube in the center representing the cell 
under test (CUT). In this figure, the height and width of the individual rectangular 
prisms represent the Doppler and range dimensions (each tile in the figure is a range-
Doppler map), and the digitally beamformed angles are represented by the array of 
tiles. 
This cell-averaging window is convolved with the datacube to determine 
thresholds for target detection at each cell in the datacube, and values greater than this 
threshold are chosen as detections. For the sake of assessing performance and to 
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mitigate the target/track association problem, these detections are then compared to 
the known locations of true targets to distinguish true detections from false alarms.  
 
Figure 4.13. CA-CFAR 4D cube used for detection. 
Because the results of the target detection are binary values, they can be illustrated as 
probabilistic signal measurements and rates of detection against false-alarm.  
4.5.2.2 Probability Density Function 
Probability density functions (PDFs) for the processed noise and signal plus 
noise were created through Monte-Carlo simulations to analyze the physical 
responses of the system. These distributions were created by running a simulation of 
nine targets with random RCS, spawned within a broadside beam formed from one, 








The return from the strongest target was then chosen as a sample for the PDF. The 
processing of the signal and noise was replicated on the noise-only data to determine 
its magnitude within the chosen cell. The resulting histograms follow in Figure 4.14 
through Figure 4.16 
 
Figure 4.14. Histogram with probability normalization for the voltage resulting at each matched filter 
with the number of transmitted waveforms listed for each subplot. 
Figure 4.14 was created by simulating the same set of targets and noise for one, two, 
and four unique waveforms with the signals separated at receive by matched filtering. 
The amplitude resulting for each matched filter was then plotted in the histogram to 
show the signal return resulting for each sub-array. The distributions of signal and 
noise are spread around central values that correspond to the single waveform case 
divided by the number of transmitted waveforms. This relationship of reduced voltage 
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per waveform is expected because the total energy is conserved. If the power is the 
return voltage squared or 
 𝑃𝑡𝑜𝑡 = 𝑉𝑡𝑜𝑡
2 , (4.3) 
and the voltage for each waveform 𝑚 is 𝑉𝑚 with 𝑁𝑤 transmit waveforms, then the 
total voltage is the sum of the returns for each waveform as 
 




If we assume the transmit sub-arrays for each waveform are the same size, transmit 
approximately the same total energy, and that the cross-correlation between the 
waveforms is negligible, then this sum is the transmit voltage of one waveform 
multiplied by the number of waveforms is approximated by 𝑁𝑤𝑉1. Because the 
voltage of each waveform is the full-aperture voltage 𝑉0 divided by the number of 
waveforms, we then see 
 
𝑉𝑡𝑜𝑡 ≈ 𝑁𝑤𝑉1 = 𝑁𝑤 (
𝑉0
𝑁𝑤
) = 𝑉0. (4.5) 
If we combine these relationships, we can show that 
 𝑃𝑡𝑜𝑡 = 𝑉𝑡𝑜𝑡
2 = 𝑉0
2, (4.6) 
is true for the defined voltages and total power. The total transmission energy is 
conserved when the equally sized sub-arrays exhibit a 
𝑉0
𝑁𝑤
⁄  voltage scaling as can 
be observed in Figure 4.14 and Table 2. 
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Table 2. Component Waveforms Central Tendencies 
 Mean Median Std Range 
1 Waveform 0.8907 0.8777 0.3647 1.5002 
2 Waveforms 0.4526 0.4375 0.1869 0.7638 
4 Waveforms 0.2283 0.2221 0.0936 0.4201 
Ratio ½ 1.9680 2.0061 1.9517 1.9640 
Expected ½ 2.0000 2.0000 2.0000 2.0000 
Ratio ¼ 3.9009 3.9516 3.8976 3.5711 
Expected ¼ 4.0000 4.0000 4.0000 4.0000 
The first three rows of Table 2 include measurements of the mean, median, 
standard deviation, and range for distributions based on the transmission of one, two, 
and four orthogonal waveforms. This table also includes calculations of the ratios for 
these central tendencies as well as the ratios’ expected values. The transmit energy 
will be conserved regardless of the number of waveforms because the waveform 
duration, element count, and transmit power remain constant, but the waveform cross-
correlation and modulation energy may produce slight variations. With the correct 
scaling of the sub-array returns, the coherent addition of the outputs of each matched 
filter should produce the same total voltage for any number of waveforms. The 
voltages resulting from this method of combination for one, two, and four waveforms 
are shown in Figure 4.15.  
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Figure 4.15. Histogram with probability normalization for the voltage resulting from the combination 
of all matched filters with the number of transmitted waveforms listed for each subplot. 
As we expected, the distributions’ centers and shapes are similar. To further 
demonstrate this, Table 3 was created with measurements of the distribution 
parameters. 
Table 3. Combined Waveforms Central Tendencies 
 Mean Median Std Range 
1 Waveform 0.8907 0.8777 0.3653 1.5002 
2 Waveforms 0.8936 0.8635 0.3695 1.5081 
4 Waveforms 0.8909 0.8726 0.3658 1.4842 
Ratio ½ 0.9968 1.0164 0.9887 0.9947 
Expected ½ 1.0000 1.0000 1.0000 1.0000 
Ratio ¼ 0.9998 1.0059 0.9986 1.0107 
Expected ¼ 1.0000 1.0000 1.0000 1.0000 
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The configurations have closely matched the ideal case, so an examination of noise in 
these scenarios is valuable.  
 
Figure 4.16. Histogram with probability normalization for the noise resulting from the combination of 
all matched filters with the number of transmitted waveforms listed for each subplot. 
Figure 4.16 shows histograms for the noise-only data for the configurations of 
Figure 4.14 and Figure 4.15. With each matched filter adding cross-correlation effects 
and independent noise, the mean and variance of the noise power increases with the 
addition of waveforms. Table 4 includes measurements of the noise distribution 
parameters analogous to the measurements of Table 2 and Table 3 and demonstrates 
the trend of additional noise with each additional waveform. The expected ratio for 
each noise set is the ratio that would indicate the total noise energy was conserved. 
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We expect the actual ratios to be lower because the noise will add randomly after the 
application of different matched filters producing increased noise. 
Table 4. Noise Distribution Parameters 
 Mean Median Std Range 
1 Waveform 0.0037 0.0011 0.0051 0.0228 
2 Waveforms 0.0059 0.0021 0.0084 0.0449 
4 Waveforms 0.0084 0.0023 0.0118 0.0547 
Ratio ½ 0.6299 0.5267 0.6083 0.5079 
Expected ½ 1.0000 1.0000 1.0000 1.0000 
Ratio ¼ 0.4389 0.4845 0.4299 0.4168 
Expected ¼ 1.0000 1.0000 1.0000 1.0000 
As predicted, the measured ratios are less than the expected ratios that would 
conserve the total energy. Because the addition of matched filters increases noise 
power and does not significantly change the signal power, the SNR will decrease as 
expected with the transmission of additional matched filters. The addition of 
waveforms has a negative impact on SNR and will be seen in scenarios with weak 
SNR. 
4.5.2.3 Receiver Operation Characteristic Curves 
Receiver Operation Characteristic (ROC) curves are a figure of merit for 
binary detection systems with a rich history in radar, and they weigh the probability 
of detection (PD) against its false alarm rate (FAR). When thresholding methods are 
used, the above-threshold integration of the PDFs for the noise distribution and the 
signal-plus-noise distribution determine the probabilities of false alarm and detection, 
respectively. To better visualize this method, normal distributions labeled as noise 
and signal plus noise are overlaid in Figure 4.17 with a threshold displayed. The 
probability of detection is the area under the curve of the signal-plus-noise (S+N) 
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above the threshold and the probability of false alarm is similarly derived from the 
noise-only PDF. 
 
Figure 4.17. PDFs for signal and noise with threshold shown in orange. 
With this understanding of detection probabilities and the PDFs from Section 
4.5.2.2, we can predict trends in the ROC curves for static thresholding methods. The 
same thresholding concepts apply when CA-CFAR methods are used, but the 
threshold is adapted for each cell, resulting in increased resilience to false alarms 
caused by variations in noise, sidelobes due to cross-correlation, and other 
interferences. Within a CA-CFAR system, the PD and FAR are adjusted through the 
tuning parameter α. Sweeping through different α values can determine the scenario-
specific ROC curves for comparison with other modes and scenarios or for the 
selection of an α that will produce the desired PD and FAR. ROC curves generated 
from 90 Monte-Carlo trials with 9 targets are shown in Figure 4.18. 
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Figure 4.18. Receiver operation curve derived with CA-CFAR method for random trials of 9 targets 
spawned within a broadside beam over 90 runs. The number of simultaneous transmit waveforms is 
included in the legend. 
Additional transmit waveforms increase the apparent noise power and decrease 
SNR, such that the ROC curves will exhibit worse detection with more simultaneous 
waveforms. The addition of waveforms provides the benefit of more instantaneous 
coverage at the cost of SNR. The reduction of SNR and ROC performance with the 
transmission of additional waveforms is one tradeoff of MIMO operation that indicates 
it will be useful to improve operational flexibility instead of replacing traditional 
methods. The transmission of two or four waveforms produces ROC curves in Figure 
4.18 that are holistically worse than the single waveform case, but do not exactly match 
our predictions. This is probably due to the limitations in the number of targets that can 
be simultaneously defined while still providing separable returns. If we define too many 
simultaneous targets, the returns may overlap, so only nine targets were modeled. This 
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limited set of targets reduces the resolution of the PD metric and could cause this 
inconsistency. 
Through the process of implementing and debugging the CA-CFAR method, 
PDFs that characterize the underlying physics and ROC curves that characterize the 
detection performance were created. The next sections will introduce a novel method 
for selecting transmit sub-arrays and steering directions to improve the utilization of 
the available resources of all-digital radars. This method is built within the simulation 
environment to allow an appraisal of the method’s performance against simple 
comparison modes.  
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5 ENERGY ALLOCATION METHOD 
Adaptive allocation of transmit sub-arrays exploits the versatility of all-digital 
radar, and this section introduces an adaptive resource allocation method that 
improves tracker performance by steering transmit beams in multiple directions 
simultaneously using low-correlation (MIMO) waveforms and processing. 
Theoretical comparisons of some energy allocation methods can be found in [22]. 
Our proposed method uses the configuration and power measurements of previous 
CPI to predict subsequent aperture requirements needed to update each target. A 
profit metric for each direction is determined based on the number of targets updated 
relative to the resources required. A recursive algorithm derives an efficient 
distribution of the radar’s power by repeatedly choosing the best profit and 
recalculating the resulting profits for the remaining configuration options. The goal 
here is an initial test of adaptive transmit sub-arrays in the context of a detailed 
simulation of all-digital arrays. 
5.1 Parameter Space 
The energy allocation method will evaluate a set of options for possible 
configurations of the radar’s resources. Because it is impossible to consider every 
possibility for transmitting waveforms from every combination of sub-array, we must 
define a subspace of the possible sub-array sizes and beam directions. This section 
will define the set of configurations considered, as well as methods for reducing the 
number of considered options.  
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First, we will reduce the size of the array to be more manageable. Our 
hypothetical all-digital radar consists of a full-aperture of N by M individually 
controlled elements where sub-arrays can be formed from any number and 
distribution of elements. To simplify this dimension, we only consider sub-arrays 
formed with rectangular shape and contiguous elements where it is preferred, due to 
computational complexity and physical limitations on array control, to group the total 
array of N by M elements into Minimum Array Units (MAU). These MAU are the 
finest granularity with which the system software/firmware will allow unique 
waveforms. Let the MAU have size [𝑁0, 𝑀0]. The total available MAUs is then 𝑁𝑇 =
𝑁
𝑁0
⁄  and 𝑀𝑇 =
𝑀
𝑀0
⁄  for the two dimensions. That is, we take the full aperture of 𝑁 
by 𝑀 elements and combine subsets of this aperture of 𝑁0 by 𝑀0 elements so that we 
form a new, effective aperture with dimensions of 𝑁𝑇 by 𝑀𝑇 total MAU. This process 
of MAU reduction is visualized in Figure 5.1 where the full aperture of 𝑁 by 𝑀 
elements is on the left and two samples of MAU reduced arrays are on the right.  
 
Figure 5.1. Two example cases of MAU Reduction  
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The reduced aperture of Figure 5.1 on top becomes a 4x2 set of MAU where each 
MAU is two 𝑁 elements and four 𝑀 elements. The reduced aperture on bottom 
becomes a 4x4 set of MAU where each MAU is two 𝑁 elements and two 𝑀 elements. 
The options remaining after the MAU reduction are the individually controllable 
array resources. In some systems, the MAU size can stay as small as a single element, 
but this is only practical in arrays with few total elements or when the elements are 
not co-located. If we limit sub-arrays to have rectangular shape, and adjacent 
elements, then the possible sub-arrays are rectangles with total length and width less 
than the number of MAU in each dimension. If we examine the possible 
configurations for the MAU Reduced Array 2 in Figure 5.1, we can form the 
configurations shown in Figure 5.2. 
 
Figure 5.2. Potential sub-array divisions for one example MAU-reduced array from Figure 5.1. 
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The sub-array orientation matters because it effects the beam-shape. The beam 
narrows as sub-array size increases in each dimension, and a single MAU will have 
the widest beam while the full-aperture will have the narrowest beam. For our 
purposes, the location of the sub-arrays within the full-aperture does not matter 
because we assume the targets are far enough away from the radar that the slight 
differences in sub-array position will be negligible. Stated more simply, we will 
consider the unique orientations for each sub-array division of the MAU-reduced 
aperture that is rectangular and co-located without consideration for the sub-array 
location within the full aperture. 
With our set of possible elements defined, we will consider the ways in which 
the sub-arrays can be steered. The possibilities for our steering angles are limited by 
less clear boundaries such as the ADC rate that discretizes the steering directions and 
limits the exact steering angle. Additionally, not all sub-arrays can transmit in all 
steering angles because more than one sample (element) is required to steer a beam in 
any dimension. For example, a 1xM or Nx1 array will only have steering control in 
the dimension with multiple elements, and the beampattern in the single element 
dimension will match the element pattern. Though this space of possible steering 
angles is bound by the radar-specific implementation, there will still be many possible 
solutions. To reduce its size and make computation more manageable, a subset of 
steering directions must be determined. Within this thesis, we establish these possible 
steering directions as unit vectors derived from predictions of the target position. That 
is, we consider steering the beam in angles near each target. However, the set of 
potential steering directions could be defined as a uniformly sampled grid of the 
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search area, a grid with more samples in areas of interest, or whatever method best 
fits the situational objectives of the radar.  
With the sub-array configurations and a set of possible steering directions, we 
can then determine the expected return signal strength resulting from each target 
reflection. This return prediction can be calculated using an RCS estimate derived 
from previous measurements for each target. If we have an estimate for a target’s 
range, angle, speed, and RCS, we can predict the SNR produced by each sub-array 
and aiming direction. The prediction’s equation can be derived from the radar 
equation and is examined more thoroughly in Section 5.2. The predicted effect on 
each target forms the final dimension of the search space. 
The combination of possible sub-array dimensions of 𝑛𝑀𝐴𝑈  and 𝑚𝑀𝐴𝑈, aiming 
directions ?̅?𝜃, and their effect on each target 𝑞 define a set of configurations that can 
be used to predict signal returns, and these predictions are organized as a multi-
dimensional map. These predicted signal strengths can be compared with the noise to 
determine the SNR for each target update, and a threshold can be applied to the SNR 
measurements to form a binary map indicating which targets would be updated 
acceptably by each set of beam location and sub-array size. Transmitting multiple 
waveforms introduces cross-correlation interference, and the binary map can be 
modified with cross-correlation predictions to mitigate the SINR effects of this 
additional interference. The next section will use the radar equation to develop the 
relationships that predict the return power and enable the SINR prediction. 
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5.2 Power Derivation 
An estimation of the RCS value is critical to the operation of the array 
allocation method as it is the key to SINR estimation. Although there are high-fidelity 
and generalized-physics methods for modeling target RCS [30]-[32], we desire a 
simple estimation of its value based on past measurements. This will allow us to 
predict the return power for the same target when the radar operates under different 
conditions. We will derive this estimate from a rearrangement of the radar equation 
with gain estimate substitutions. This section aims to thoroughly describe the 
estimation technique for the veracity of the tested allocation method and simulation 
description. This section could be described as introductory information but is 
included here as it is a key step in the energy allocation method. 
If 𝑞 is the index of a target, ?̅?𝑞 is the wavevector corresponding to the target, 𝑃𝑇 
is the power of the transmit waveform, 𝐺𝑇(?̅?𝑞) and 𝐺𝑅(?̅?𝑞) are the transmit and 
receive gains in the direction of the target, 𝜆 is the wavelength of the carrier 
frequency, 𝜎𝑟𝑐𝑠(𝑞) is the radar cross section of each target, and 𝑅(𝑞) is the range of 








When the radar transmits multiple waveforms, the power of the transmit waveform 
𝑃𝑇, the transmit gain 𝐺𝑇, and the return power 𝑃𝑅 also depend on the transmit 
waveform 𝑙 or its transmission angle ?̅?𝑙. When we assume no cross-correlation 









If we create a time index for each CPI and assume the RCS does not change 
significantly between each measurement, (5.2) becomes 
 
𝑃𝑅(𝑞, 𝑙, 𝑐𝑝𝑖) =





The transmit power is also dependent on the output of the matched filter 
which is determined by the modulation and complex envelope of the transmitted 
waveform. Because we generate different Chebyshev waveforms each CPI, the 
effective transmit power will also vary. If we represent the maximum transmit power 
for each element as 𝑃𝑒𝑙 and the un-scaled signal with unity peak amplitude as 𝑆 with 
time index 𝑛 and 𝑁 total samples, then the transmit power 𝑃𝑇 is 
 





The transmit gain is the array response to each target determined by the spacing of the 
elements, the steering direction of propagation of the transmit waveform, and the 
target direction. If we assume the 𝑙𝑡ℎ transmit sub-array uses 𝑁𝑙 total elements with 
coordinates 𝑟𝑡 and element signal strength in the target direction 𝜌𝑒𝑙(𝑞) then the 
transmit gain is 
 





More detail on the derivation of the element pattern can be found in Section 4.4. The 
receive gain is similar to the transmit gain but the array size is always the full-
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aperture of 𝑁𝑒𝑙 elements. Receive beamforming is implemented with a 2D-FFT 
operation that can be written as 
 




where ?̅?𝜃 is evaluated for a discrete set of spatial frequencies limited by the number 
of spatial samples (n and m) and FFT length, and 𝑖 is the element index for the full-
aperture array. If the set of evaluated angles is ҞFFT, and we assume the maximum 
return occurs at the evaluation angle closest to the target angle, then the receive gain 
can be modeled as 
 






If we assume the spatial filter bank covers a wide enough set of aiming directions 
such that there is a ?̅?𝜃 ≈ ?̅?𝑞, we can simplify (5.7) by assuming the exponent in the 
sum approaches zero. The sum of the complex exponentials can then be approximated 
by the number of full-aperture receive elements 𝑁𝑒𝑙 or as 
 𝐺𝑅(?̅?𝑞)~𝜌𝑒𝑙(𝐾𝑞)𝑁𝑒𝑙. (5.8) 
It is important to note ?̅?𝜃 will never exactly match ?̅?𝑞 because the filter evaluates a 
finite number of ?̅?𝜃, and ?̅?𝑞 is in a continuous space. The approximation is improved 
with increases in the number of receive elements or FFT bins. If ?̅?𝑞 for a particular 
target is well known, its value could be used instead of the FFT operation to further 
reduce error. We can now substitute 𝐺𝑇(?̅?𝑞 , ?̅?𝑙) and 𝐺𝑅(?̅?𝑞) into (5.3) to form 
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If we use the most recent measurement of 𝑃𝑅 at 𝑐𝑝𝑖 − 1, then (5.9) can be rearranged 
to estimate the RCS as 
𝜎𝑟𝑐𝑠(𝑞)
2 =
𝑃𝑅(𝑞, 𝑙, 𝑐𝑝𝑖 − 1)(4𝜋)








With equations (5.9) and (5.10) we can estimate the RCS from past measurements 
and then use this estimate to predict the power of future returns.  
We have previously assumed the RCS will not change between CPI, but errors 
in our RCS estimate will cause variations between updates. To provide some 
resilience to these variations, we instead use the RCS value averaged over several 
previous CPI. Within a real system, the RCS value will change between CPI outside 
of just measurement errors. A moving average smooths the RCS estimates used to 
predict the necessary sub-array size. Some RCS profiling method that rejects outliers 
may provide better performance but is not considered here. Substituting the averaged 
value of the RCS into (5.8) will create 
















We then say that each waveform has transmit steering angle ?̅?𝑙 and sub-array size of 




2(∑ 𝑆(𝑛, 𝑙, 𝑐𝑝𝑖)2𝑁𝑛=1 ) (∑ 𝑒
𝑗(?̅?𝑞−?̅?𝑙)∙𝑟𝑡𝑛𝑙𝑚𝑙




(4𝜋)3𝑅(𝑞, 𝑐𝑝𝑖)4(𝑐𝑝𝑖 − 1)2
. (5.12) 
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This equation is primarily a modification of the radar equation and will be employed 
in later sections to predict the return power for various radar configurations.  
5.3 Return Detection and Profit Function 
Using the RCS estimate, we can predict the return power for various 
configurations of sub-array sizes and aiming angles for each target. The primary 
concept used in the array allocation is that there exists some minimal energy required 
to achieve an adequate return for target track update. We can use the RCS estimate to 
predict such configurations and derive a profit metric to weigh the increase in target 
information against the overall resource requirements and the value of the updated 
target information. 
Target trackers stand to benefit from these predictions. When carefully 
configured, trackers create good estimates of the target range and angle for future 
CPI. This section outlines a method designed to determine efficient transmit 
directions and array sizes for target tracking. For evaluation purposes, we have 
abstracted the configuration method from the implemented tracking method by 
performing pseudo-tracking that leverages the clairvoyant information of the actual 
position and velocity of the target to predict its next location. Target association 
identifies the true targets by determining the maximum value within some allowable 
region around the clairvoyant location. Within a real system, these clairvoyant 
methods for tracking and correlation will not be practical, but practical tracking 
methods may achieve comparable performance.  
73 
To quantify the primary goal of determining the minimal resources that achieve 
an adequate return for target track update, we define adequate returns as those that 
achieve some SINR 𝛽. The first step in building this allocation mode is the 
calculation of the expected signal strength of possible configurations to predict the 
SINR. To predict the signal strength, we must determine the possible configurations 
and map their effective energy transmission. Our configuration space is the set of 
possible rectangular arrays, a set of look angles (which can be provided by the 
tracker), and their predicted results for each target as previously discussed in Section 
5.1. If we denote the newest sub-array and waveform combination with index 𝑚, we 
can use the possible configurations defined in Section 5.1 with indices 𝑞, ?̅?𝑚, 𝑛𝑚, 𝑚𝑚 
to produce a datacube of expected returns from (5.12). We then threshold this 
datacube to determine the configurations that achieve the desired SINR 𝛽 to form a 
binary indication map 𝐵𝑁𝑒𝑤. The indication map is true when the expected return, 
noise power 𝑃𝑛, and interference 𝑃𝐼 achieve the SINR 𝛽 for each new sub-array as 
 𝐵𝑁𝑒𝑤(𝑞, ?̅?𝑚, 𝑛𝑚, 𝑚𝑚, 𝑐𝑝𝑖) = 
(𝑃𝑅(𝑞, ?̅?𝑚, 𝑛𝑚, 𝑚𝑚, 𝑐𝑝𝑖) ≥ 𝛽(𝑃𝑛 + 𝑃𝐼(𝑙 ≠ 𝑚))). 
(5.13) 
Within our simulation 𝑃𝐼 is the interference noise that is limited to the cross-
correlation of the transmitted waveforms as defined by (3.13) in Section 3.3.1. 𝐵𝑁𝑒𝑤 
indicates which configurations will achieve the desired SINR but does not consider 
the cross-correlation effects induced on existing waveforms. These cross-correlation 
effects reduce the SINR of the previously selected sub-arrays, and this increased 
interference can overpower the signal when the SINR is reduced enough. We can 
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calculate a second binary map that predicts when potential waveform 𝑚 will decrease 
the SINR of existing waveforms 𝑙 below the threshold as 
 𝐵𝑂𝑙𝑑(𝑞, ?̅?𝑚, 𝑛𝑚, 𝑚𝑚, 𝑐𝑝𝑖) = 
𝑎𝑙𝑙𝑙≠𝑚 (𝑃𝑅(𝑞, ?̅?𝑙, 𝑛𝑙, 𝑚𝑙, 𝑐𝑝𝑖) ≥ 𝛽(𝑃𝑛 + 𝑃𝐼(𝑚))). 
(5.14) 
𝐵𝑂𝑙𝑑 indicates if potential sub-array 𝑚 with steering directions and dimensions of 
?̅?𝑚, 𝑛𝑚, and 𝑚𝑚 will not invalidate any of the preexisting sub-arrays 𝑙. This 
invalidation occurs when the potential sub-array increases the interference power 
sufficiently to reduce the SINR below the threshold 𝛽. 
We can combine the two Boolean matrices 𝐵𝑁𝑒𝑤, which indicates if potential 
sub-arrays will achieve an SINR above the threshold 𝛽, and 𝐵𝑂𝑙𝑑, which indicates if 
potential sub-arrays will not invalidate the SINR threshold of pre-existing sub-arrays, 
to form a combined validation indication map 𝐵𝑉𝑎𝑙𝑖𝑑. This combined indication map 
indicates valid new configurations that will not invalidate any previous selections as 
 𝐵𝑉𝑎𝑙𝑖𝑑(𝑞, ?̅?𝑚, 𝑛𝑚, 𝑚𝑚, 𝑐𝑝𝑖) = 𝐵𝑂𝑙𝑑 ∩ 𝐵𝑁𝑒𝑤. (5.15) 
With this combined binary map that predicts if the return from target 𝑞 will achieve 
SINR 𝛽 by aiming a sub-array of size 𝑛𝑚 𝑏𝑦 𝑚𝑚 in direction ?̅?𝑚 , we can determine 
a profit metric that prioritizes configurations deemed the most valuable. A sub-array 
increases in value as it updates multiple targets and targets that have not been recently 
updated while simultaneously using fewer resources and achieving the desired SINR 
without invalidating the returns of other sub-arrays. It has no value when it 
invalidates the returns of other sub-arrays or does not update any targets with return 
stronger than the SINR 𝛽.  
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The first step to creating this profit metric is the summation of 𝐵𝑉𝑎𝑙𝑖𝑑 for all 
targets within each configuration to count the number of targets the configuration 
should update. We will divide by the number of sub-array elements 𝑛𝑙𝑚𝑙 to penalize 
the use of more resources creating 
 





If the CPI is sufficiently short, we do not expect the target parameters to 
change significantly between updates. Because the parameters defining the profit 
would remain relatively constant, we would expect a set of configurations to 
consistently offer the most profit. That is, if there is minimal change in the input 
parameters, we expect the function to output the same value(s) every time. To prevent 
this loop of the same configuration, we can change the inputs by applying a function 
that biases the output. The application of a priority scaling will promote the equal 
coverage of all targets and prevent looping through the same configuration. This 
priority function 𝑝(𝑞, 𝑐𝑝𝑖) is a scalar weighting that increases with the time since the 
last update of each target, and is calculated as 
 𝑝(𝑞, 𝑐𝑝𝑖) = (𝑝(𝑞, 𝑐𝑝𝑖 − 1) + 1)2. (5.17) 
𝑝(𝑞, 0) is the initial value of the priority function and can be set to any scalar value. 
In the evaluated simulations, we initialize 𝑝(𝑞, 0)  to one, and the corresponding 
section of the priority function is reset to zero after a target is updated. Nulling the 
priority function eliminates the profit of updating the same target in consecutive CPI, 
but we will temporarily remove this restriction if no profitable options remain. The 
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final profit function is a combination of the original profit function (5.16) and the 
priority function (5.17) as 




With this profit metric, we can then begin choosing configurations that will provide 
meaningful information without interfering with previously chosen sub-arrays. The 
configuration with the best profit is chosen first, and then the procedure is repeated to 
find the next best sub-array configuration, and so on. Note that the profit for each 
transmit sub-array accounts for the number of targets that can be updated with 
sufficient SINR for a particular beam location; therefore, the metric balances bigger 
sub-arrays for enhanced SINR versus smaller sub-arrays for better instantaneous 
coverage. As the sub-array configurations are determined, they must be packed into 
the available array, and this is performed with the sub-array placement algorithm 
described in the next section.   
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6  SUBARRAY PLACEMENT 
The previous section explained the selection of the sub-arrays’ sizes and 
directions, and this section describes the optimization of their fit within the available 
array. This optimization problem is a subset of general packing problems often 
referred to as knapsack problems [24]-[29]. This problem occurs when there is 1) a 
boundary, such as a knapsack; 2) multiple objects that can fit inside this boundary, 
such as tools and supplies; and 3) parameters, such as volume, weight, and utility that 
require consideration to allow the most valuable packing scheme. In our case, the 
boundary is the full aperture, the objects are sub-arrays, and the parameters are the 
number of MAU used and the profit metric of the selection. Because the profit 
selection algorithm is adaptive and recursive, the number of sub-arrays is not known 
prior to its completion, and the packing method must place the chosen sub-arrays as 
they are selected to prevent physically impossible configurations.  
In this section, we will design a method for placing sub-arrays as they are chosen 
so that new sub-arrays can be determined until the full array is allocated. To facilitate 
this procedure, we create a block placement mask with information on the available 
resources for the array and how pre-existing sub-arrays have already been placed. 
This mask will be fed back into the profit function so that new sub-arrays will be 
compatible with the existing sub-arrays.  
When the first sub-array is chosen, the full 𝑁𝑇 by 𝑀𝑇 array is available, and it 
makes intuitive sense to place the first sub-array at [1,1] index corresponding to the 
upper left corner of the full array. This step reduces the remaining maximum array 
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size, and a mask that covers subsequently invalid sub-array options can be created. 
This mask is initialized with total size 𝑁𝑇  by 𝑀𝑇 to match the MAU-reduced array 
with all values set to true, corresponding to the fully empty or available array. As sub-
arrays are allocated and packed, the locations of the mask corresponding to elements 
of the array that are now assigned are given a value of false because they are now 
filled or unavailable. To align this mask with the profit array, it is replicated by the 
number of unique sub-array configurations (see Figure 5.2), the number of aiming 
directions, and each target. The replicated mask can be combined with the profit array 
to remove the profits of physically impossible configurations. 
After a sub-array with adequate SINR has been assigned to cover a target, the 
dimension of the mask corresponding to the updated target is set to false to remove 
the profit of redundant target updates. This prevents all beams from being assigned to 
the same target (as it would always have the best profit) to emphasize the coverage of 
the most targets. The use of the mask prevents the expense of recalculating the total 
binary map after each sub-array selection, but still requires the recalculation of the 
profit metric, which is a simple summation. 
The more challenging placement decisions begin after the selection of the second 
sub-array. To allow a more compact final configuration, the MAU mask is reset to 
true or empty after the selection of each sub-array, and the packing process is 
repeated. With this fresh mask and two or more sub-arrays to place, the first 
placement is not obvious. The placement method packs the sub-arrays in order of 
their total elements so that the smallest sub-arrays are packed last. After the first 
block is placed in the mask’s upper-left corner, the next longest block is placed. To 
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determine the available locations, an array of ones with dimensions matching the sub-
array is convolved with the current full-aperture array. The values of the result greater 
than zero are the locations where the placement sub-array can be located.  This matrix 
is then multiplied by each element’s vertical and horizontal indices. The lowest, non-
zero value in the resulting matrix is chosen as the initial index for the next placement 
to favor dense packing around the upper left corner. If at any point in this process 
there are no possible placement points, the new mask is discarded, and the mask 
reverts to the last valid configuration before it was reset. Then a new sub-array with 
the lowest, non-zero profit is chosen, if such a sub-array exists. If no profitable 
options exist, the array is fully packed and the array configuration for the next CPI is 
determined.  
The following figures are used to visualize the process of reducing the full 
aperture from element units to MAUs for calculation simplification, the resulting sub-
arrays and their placement due to the energy allocation method and packing, and a 
visualization of the full-aperture array with the selected sub-arrays. Two cases were 
chosen to demonstrate differing MAU sizes, subarray selection, and packing in Figure 
6.2. Figure 6.1 includes a high-level description of each step. 
 
Figure 6.1. Array Allocation flowchart overviewing the process of array size reduction and packing. 
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Figure 6.2. Array Allocation flowchart with two examples of MAU Reduction and Array Packing. The 
element-level configuration is also shown for clarity. 
Figure 6.2 includes the same example arrays shown in Figure 5.1 but with the 
additional steps of sub-array selection and placement. In Figure 6.2, each sub-array 
was assigned a different color. In the top example the dark blue sub-array is a 3x1 
MAU array corresponding to a 6x2 element array, the orange sub-array is a 1x1 MAU 
array corresponding to a 2x4 element array, the yellow and light blue sub-arrays are 
1x2 MAU arrays corresponding to 4x4 element arrays. Each of the sub-arrays are 
assigned a different aiming direction and update different targets. In the top example, 
the dark blue sub-array will have the narrowest beam in the vertical dimension and 
the orange beam will have the widest beam in this dimension. All of these beams will 
exhibit similar beamshapes in the horizontal dimension.  
If we summarize the sub-array placement process, we start with the available 
MAU and select one sub-array. This sub-array is placed in the upper left corner and a 
second sub-array is selected from the remaining elements. The placement process 
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then repeats by placing the largest remaining sub-array until all sub-arrays have been 
placed. At this point a new sub-array is chosen, and the process repeats until all 
elements are allocated. Notice the largest sub-arrays in Figure 6.2 are placed near the 
upper left corner because the method starts placement with the largest sub-arrays in 
this section of the full array. In the examples of Figure 6.2, four and three total sub-
arrays were chosen, but the number of sub-arrays, number of elements in each sub-
array, and sub-array orientation will vary. This array packing method is agnostic to 
the size of the full aperture and can select an arbitrary number of sub-arrays within 
the limits of the full-aperture dimensions.  
6.1 Exceptions 
The previous section gave a conceptual and technical overview of an array 
packing method. This masking method handles most cases but allows problematic 
quirks that permit the selection of sub-arrays with impossible dimensions. For ease of 
communication, the first exception is the ‘loner exception,’ where loners are any non-
edge-contiguous and unassigned MAU within the array. This exception occurs when 
sub-arrays are placed so that an un-assigned element has assigned elements between 
its location and the edge of the array. If we revisit the MAU reduction shown in 
Figure 5.1 and Figure 5.2 with different sub-arrays we create Figure 6.3, 
demonstrating an example of the loner exception. 
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Figure 6.3. Array Allocation flowchart with an example of a potential loner exception. 
If, in the example of Figure 6.3, we assume the process of sub-array selection and 
packing is not yet finished, then the bottom right corner still includes three MAU or 
12 elements that have not been allocated. If we additionally assume the test scenario 
that produced this configuration still has profitable sub-arrays available, the 
unmodified block placement mask would allow the selection of a 2x2 MAU (4x4 
elements) which would conflict with the light blue sub-array, as both sub-arrays 
would be assigned the same MAU. The simultaneous transmission of two waveforms 
from this MAU is not possible, so we must include precautions that prevent the 
selection of these invalid sub-arrays. 
A mask that will cover this exception is created by counting the number of 
elements that would invalidate each sub-array using the block placement mask 
defined in Section 6. The mask that prevents the loner exception is created by 
performing a 2D convolution of the block placement mask with a matrix of ones in all 
locations except a zero at the top left index with total size one larger than the block 
placement mask or [𝑁𝑇 + 1, 𝑀𝑇 + 1]. The fourth quadrant (or bottom right quadrant) 
of the result of this convolution is a mask with zeros at permissible positions. The 
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non-zero values of the mask count the MAU that prevent the placement of an array in 
each index. The potential sub-arrays rendered impossible by their loner element(s) 
can be covered by using the inverse of this loner exception mask in place of the block 
placement mask. The loner exception mask includes the information of the block 
placement mask with the loner exceptions removed. For its correct application, its 
size must be expanded to match the dimensionality of the profit function in the same 
way as the expansion of the block placement mask in Section 6. 
As more of the array is filled, the remaining aperture available for new 
allocations, sub-array shape flexibility, and number of meaningful target updates 
decreases, resulting in a consistently reduced probability for the existence of new sub-
arrays with non-zero profit. Once only zero profit options remain, the last effort for 
finding meaningful update candidates is the recalculation of the profit without the 
priority function. If zero profit options are still the only options that remain, then 
there is some number of un-allocated elements to handle. They could be used to 
expand the size of previously allocated sub-arrays, but this could cause non-
rectangular arrays, reduce the profit by narrowing the beam width to exclude 
secondary targets within the same beam, or add more computation for minimal 
benefit. All un-allocated MAU could send separate waveforms steered toward 
broadside that could be combined after matched filtering and digitally steered to 
detect new targets. However, these additional waveforms would act as interference 
sources that increase the cross-correlation energy of the previously allocated sub-
arrays and may reduce the SINR below the acceptable threshold. The chosen solution 
is to transmit no power from these elements to prevent added interference. Although 
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this reduces the total energy transmitted, this drawback is less severe than the other 
methods considered. There may be more beneficial methods for handling these un-
allocated MAU that were not considered. Perhaps using the remaining elements for 
communication or combining the elements into a sparse transmit sub-array with 
irregular beam pattern could gain value from the remaining elements without 
unnecessary increases in the cross-correlation.  
The described packing method attempts to place sub-arrays densely within a full-
aperture without adding undue computational burden. However, slight modifications 
could improve performance for practical systems. Accepting the original placement 
without re-packing the sub-arrays could reduce the computational cost while 
increasing the chance of producing less-dense placement. Methods that combine the 
packing problem and profit calculation could improve performance. Machine learning 
algorithms could determine packing trends associated with full-aperture 
configurations or trends that result after the selection of some number of sub-arrays. 
The packing order could be tuned to prioritize placing the largest sub-arrays, filling 
each row or column, or some other parameter that would improve the placement 
density as influenced by full-aperture size, target distance, and target density.  
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7 ALLOCATION & PACKING EVALUATION 
The proposition of a new programming mode does not have much meaning if it 
is not tested against other methods to determine its value. To verify the performance 
of the proposed energy allocation method, figures of merit are defined, and a series of 
simple control methods are implemented to create benchmarks. This section is 
intended to provide initial indications of the novel method’s performance, and is not 
comprehensive. 
7.1 Operation Modes for Comparison 
The first allocation method created was based on a simple target tracking 
scheme for a full-aperture phased array which will be referred to as the ‘greedy’ 
method. In this method, a full-aperture beam is directed towards a different target 
each CPI. The targets are cycled through sequentially until all targets have been 
updated, and the process repeats for the specified number of CPI. This method is a 
brute-force method that should achieve the strongest updates of each target and result 
in the longest average time between updates for individual targets. 
Another method was created that divides the full-aperture into a series of the 
2x2 sub-arrays. Each sub-array is aimed at different targets, and each beam is 
combined coherently on receive to update all targets simultaneously. If there are more 
targets than sub-arrays, the targets are cycled as in the greedy method, and if there are 
more sub-arrays than targets, the sub-arrays are cycled so that some targets are 
updated over sequential CPI. This method is referred to as the ‘phased-MIMO’ 
method. The third method is based on the new allocation method described in 
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Sections 5 through 7, and will be referred to as the ‘energy allocation’ method. It is 
shortened to ‘EnAll’ within figures. 
7.2 Performance Metrics 
To compare the performance of the control methods and the new energy 
allocation methods, figures of merit must be created. As the time between target 
updates grows, errors can compound, and targets may be lost. Because the allocation 
method is meant to improve performance in the presence of multiple targets, the 
update time provides a measure of each method’s ability to keep targets consistently 
updated. Even if the average update time is minimized, the chance one or more 
targets will be lost increases with the maximum update time, so it is also measured. 
Because the energy allocation method is designed for all-digital architectures 
and is adaptive, it will likely be implemented as a complementary method of multiple 
modes on systems with the ability to rapidly change operation mode. For this reason, 
a history of the estimated RCS is useful so other programming modes could utilize it 
and smoothly transition into the new energy allocation method. The standard error of 





| × 100%, 
(7.1) 
indicates each method’s ability to cooperate with the adaptive allocation mode and 
other RCS-based modes. Because the precision of the RCS error is important for 
consistent estimates of the return, the RCS variance between updates is examined. 
The impetus for RCS estimation is the reliable prediction of the return signal strength 
to minimize the signal strength above a threshold. Each method’s performance in this 
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category is characterized by the error between the expected and actual return signal 
strength and is also measured as a standard error. The return signal is more valuable 
when it is much stronger than the noise and interference because it is more likely to 
be detected reliably. The average return power is measured to examine the utility of 
each method’s returns.  
Now that we have well-defined performance metrics, we must discuss key 
parameters for the test configuration. The simulation produces a processed datacube 
with range, Doppler, and angle dimensions, and a target association step uses 
clairvoyant information on the target locations to make this information usable for the 
energy allocation method. The association step determines the coordinates of the 
maximum value within a tolerance region around the target’s clairvoyant value of 
range, Doppler, and angle. This is not practical for real systems but simplifies the 
evaluation of the allocation mode’s performance. 
Clairvoyant information is also used for the RCS initialization. We assume a 
practical system would implement a detection mode before deploying its tracker that 
would output an acceptable estimation of the RCS constant. Because the RCS 
calculation will fluctuate between updates due to estimation errors, the mean value of 
the RCS estimations is used for prediction. Other central tendency methods such as 
median, mode, or ordered statistics in which outliers are discarded before the central 
measurements are determined might allow better performance but are not evaluated. 
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7.3 Results 
To evaluate the adaptive allocation method described in Section 5, figures of 
merit and comparison methods were defined in Sections 7.1 and 7.2 respectively and 
will be evaluated in this section. Over 100 trials, five unique targets were defined 
with positions within an allowable set of angles and ranges. These angles and ranges 
were centered around broadside where the elevation angles can be any value and 
azimuth angles are limited to positive or negative 90°. The evaluated ranges were 
defined by a 700 m swath centered around a randomly selected range between 4 km 
and 14 km. The space for potential targets was limited by these upper and lower range 
limits and the possible angles.  
The initial target velocities were chosen within a sphere bounded by a 
maximum velocity of 25 
𝑚
𝑠
, and an acceleration profile is created as a set of random 
numbers with maximum acceleration 1 
𝑚
𝑠2
 and smoothing applied. A random RCS is 
chosen from a uniform distribution with maximum 100 
1
𝑚2




new allocation method described in section 5 and comparison modes of section 7.1 
were simulated with an 4x4 element array with 10 W element power. The system was 
evaluated over seven CPI with eight pulses each. The angular resolution is controlled 
by an 4x4 2D FFT without zero-padding for computational simplicity. This limited 
spacing reduces the validity of the assumption that the receive gain is well 
approximated by the number of total elements as discussed in section 5. Histograms 
were created for the average update time, RCS error, return power amplitude, and 
return power error. Tables including central tendency measurements for the update 
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time, RCS, power value, and power prediction error are also included. These qualities 
are evaluated for the proposed adaptive allocation method evaluated when the desired 
SINR 𝛽 = 12𝑑𝐵 as well as the phased-MIMO and greedy methods. Additionally, 
thermal noise is omitted to isolate the performance of the estimations with few 
sources of error. Figure 7.1 includes a histogram of the target update times for each 
evaluation mode. 
 
Figure 7.1. Histogram with probability normalization for the target update time with a 4x4 array 
simulated without noise. 
Because the new energy allocation method allows simultaneous update of 
multiple targets within each CPI, it has the minimum update time, as we would 
expect. The phased-MIMO exhibits a middling update time because it is split to cover 
Update Time 
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as many targets as possible but does so without consideration for the best way to split 
the power. In this set of five targets and 4 MAU (2x2), it can cover all but one target 
simultaneously, and must cycle in the excluded target each CPI. When the energy 
allocation method is performing at its worst, it should still perform as well or better 
than the greedy methods which take a full CPI for each target update. Table 5 
includes measurements of the central tendencies of the update time distribution.  
Table 5. Update Time Distribution 
 Update Time 
 Max Mean Std 
EnAll 0 0 0 
phMIMO 1 0.2 .4 
Greedy 4 1.7 1.2 
The priority function of the adaptive allocation method incentivizes the reduction of 
the maximum update time, but the other methods do not make efforts to reduce the 
maximum update time. The average update time of the greedy methods will approach 
the number of targets as the number of CPI increases, but it is lower in our results 
because the update time is set to zero at the beginning of its execution, and a limited 




Figure 7.2. Histogram with probability normalization for the difference between the calculated RCS 
and its true value with a 4x4 array simulated without noise. 
The RCS error is similar for all methods. This is reasonable because we assume there 
is no noise in the environment. We expect the estimation to vary more between 
methods with additional sources of interference such as noise. Table 6 includes 




Table 6. RCS Error Distribution 
 RCS Error (%) 
 Max Mean 
EnAll 27000 135 
phMIMO 22000 144 
Greedy 120000 375 
Some extreme outliers were not plotted in the previous figure and show up in Table 6. 
These few outliers inflate the maximum and mean measurements and probably result 
from the large set of possible ranges. Without the outliers, the mean value is below 
50%. This should be acceptable as the RCS is used a prediction tool, and the errors 
seem to be tightly clustered. RCS measurements with higher precision will have more 
consistent performance and more potential for correction through calibration. The 
introduction of additional waveforms reduces the precision of all allocation methods, 
and the greedy method is expected to exhibit the lowest RCS variance because it 
transmits only one waveform.  
 We estimate the RCS for the sole purpose of predicting the return signal 
strength, so the return power prediction error is the most important evaluation metric. 
We next consider the error between our predicted and actual power measurement in 
which the return power of the ‘next’ CPI is compared against the predicted value 
based on the estimated RCS. 
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Figure 7.3. Histogram with probability normalization for the difference between the predicted return 
and its actual value with a 4x4 array simulated without noise. 
The return power error seems to remain lower than 100% in most cases. 
Because the power error is measured as a ratio, an error of 100% will produce a ratio 
of two between the predicted and actual value. This should be acceptable for our 
purposes because the energy allocation method has a 3 dB factor built into its 
requirement on the SINR. This allows reliable detection of high-error target returns 
even when the return power does not match its prediction. The greedy method 
displays the lowest power prediction error, and this is expected because it transmits 
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one waveform from the full aperture and does not introduce cross-correlation effects. 
The energy allocation method is widely distributed but seems to remain below 100%. 
This means the energy allocation method should be effective in real systems. The 
energy allocation method’s efforts to mitigate cross-correlation effects through 
prediction and reduced number of transmit waveforms explains its error performance 
compared to the phased-MIMO method. The phased-MIMO method always operates 
with the maximum cross-correlation (allowed by the MAU size) and does not attempt 
to reduce cross-correlation through intelligent waveform steering. Because the 
phased-MIMO method does not account for the cross-correlation, it exhibits the worst 
prediction error. A table including numeric measurements of the central tendencies of 
the histograms of Figure 7.3 follows in Table 7. 
Table 7. Power Error Distribution 
 Power Error (%) 
 Max Mean Std 
EnAll 99.97 55.9 27.0 
phMIMO 99.99 91.1 5.4 
Greedy 36.50 29.4 2.4 
Table 7 clearly indicates the trends observed in the power prediction error 
histograms. The greedy method has the lowest error and most precise measurements. 
The energy allocation method has lower error than the phased-MIMO method, but at 
the cost of a wider distribution indicated by its increased standard deviation. The 
phased-MIMO method exhibits the highest error due to its high cross-correlation 
without any consideration for its reduction and prevention. Next, we will consider the 
magnitude of these returns as it pertains to their utility. 
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Figure 7.4. Histogram with probability normalization for the average target return when updated with 
a 4x4 array simulated without noise. 
The magnitude of the target returns, independent of their expected value, will 
be correlated with the performance of these methods in real systems. In these 
environments, the noise will be less predictable, nefarious electronic warfare systems 
may be deployed, and other interferences can cover or alter the target returns. 
Stronger target returns make reliable detections more likely. The proposed allocation 
method produces weaker target returns because it aims to transmit the minimal energy 
resulting in useful returns. This reduces the resources wasted on unnecessary 
increases in SINR at the cost of increased computation and weaker average returns. 
96 
This illustrates the method’s value in situations in which the RF hardware limits are 
stricter than those on the computational systems as well as target-dense environments 
and low-SNR environments. The greedy method transmits using the full array and 
produces stronger returns, though this is not obvious in Table 8 because the energy 
magnitude is spread by the variance in possible target ranges. 
Table 8. Power Distribution 
 Power (mW) 
 Max Mean Std 
EnAll .06 .01 .01 
phMIMO .07 .01 .01 
Greedy .25 .01 .03 
Next, we will reevaluate the previous environment with the addition of 
thermal noise. Because the thermal noise will degrade the SNR and we simulate a 
relatively small 4x4 array, we increase the element power to 1000 W, increase the 
number of pulses to 16, and spawn seven targets closer to the radar so that their center 
range can vary from 1 km to 1.4 km. Additionally, we increase the spatial resolution 
by zero-padding our FFT operation to create an 8x8 array of spatial samples. Real 
systems will have more elements with weaker individual powers and be able to cover 
much further ranges, but we use this unrealistic radar to create an SNR environment 
more similar to those a real radar would operate within. We imagine the stronger 
element power models MAU with size of 10x10 Elements where each element has a 
maximum transmit of 10 W. This is not technically correct because the actual 
elements would produce much narrower beams than our model, but we are interested 





Figure 7.5. Histogram with probability normalization for the update time since the last update for each 
target with a 4x4 array simulated without noise. 
The update time histogram shown in Figure 7.5 demonstrates similar trends to the 
example without noise. The greedy method has the longest time between updates, the 
phased-MIMO has the second longest, and the energy allocation method updates all 
targets simultaneously. Table 9 agrees with these update time observations. 
Table 9. Update Time Distribution 
 Update Time 
 Max Mean Std 
EnAll 0 0 0 
phMIMO 1 0.4 .5 
Greedy 6 2.4 1.7 
Update Time 
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The target update order for the greedy and phased-MIMO methods does not depend 
on noise estimates and should operate in the same sequence regardless of the noise 
conditions. The energy allocation method will vary depending on the interference 
environment, but in this case, there was enough power to update each target 
simultaneously. In lower SNR scenarios, we expect its update time performance to 
degrade toward the greedy method, its worst-case equivalent. Next, we consider the 
RCS prediction error in Figure 7.6. 
 
Figure 7.6. Histogram with probability normalization for the difference between the calculated RCS 
and its true value with a 4x4 array simulated with thermal noise. 
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The RCS error is similar for each distribution, as it was in the noiseless case, 
and this is probably because the noise is relatively weak to the signal returns. We 
expect the greedy method to have the lowest error because it does not have cross-
correlation, but this does not appear to be the case.  
Table 10. RCS Error Distribution 
 RCS Error (%) 
 Max Mean 
EnAll 1.1E5 356 
phMIMO 1.0E5 344 
Greedy 3.3E5 658 
Table 10 shows the mean errors are similar for the energy allocation method and 
phased-MIMO methods. This is probably because the SNR is low enough that the 
energy allocation method transmits with the same number of MAU as the phased-
MIMO method in most of the trials. The greedy method exhibits worse mean and 
max error, but its distribution in Figure 7.6 seems similar to the other methods. This 
likely means that its maximum outlier of 3.3E5 percent is causing an artificial 
inflation of its mean. These RCS estimation errors could be problematic, but our goal 
with the RCS estimation is to accurately predict the return power. We will now 
examine the error in the return power. 
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Figure 7.7. Histogram with probability normalization for the difference between the predicted return 
and its actual value with a 4x4 array simulated with thermal noise. 
Although the RCS exhibits large errors, the return power shown in Figure 7.7 
is still modeled to a reasonable degree. Although the RCS prediction error is similar 
for each method, the calculated RCS can be used to effectively predict the return 
power, and the power prediction errors more closely match our expected results than 
the RCS errors. The greedy method has the least error because it is not subject to as 
much interference. The phased-MIMO method exhibits the worst error because its 
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beam placement does not consider the effects of cross-correlation. The energy 
allocation method exhibits performance that straddles the performance of these 
methods because it adds cross-correlation while aiming the beams in directions that 
attempt to minimize the cross-correlation. Table 11 includes central tendency 
measurements of the previous distribution. 
Table 11. Power Error Distribution 
 Power Error (%) 
 Max Mean Std 
EnAll 230 55 30 
phMIMO 100 88 9.2 
Greedy 53 8.1 9.6 
 Because the targets were moved closer, the mean error decreases. This is 
probably because the 𝑅4 scaling produces a smaller impact on the digitization errors 
when the targets are closer. The maximum error for each method increases because 
the noise allows increased deviation in the return power from the expected value. The 
greedy performs the best, followed by the energy allocation and phased-MIMO 
methods, respectively. The energy allocation method has the widest distribution 
because it is adaptive and allows more variation in the energy configurations, and the 
other methods demonstrate tighter distributions because their operation is fixed. 
Finally, we will examine the power of the target returns in Figure 7.8. 
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Figure 7.8. Histogram with probability normalization for the average target return when updated with 
a 4x4 array simulated with thermal noise. 
 Figure 7.8 demonstrates a similar distribution to the noiseless example of 
Figure 7.4 but with a more obvious increase in the returns of the greedy method. We 
expect the power will not vary much between methods but do expect the greedy 
method to have the strongest returns because it uses the full array. Table 12 further 
demonstrates this trend of increased power in the greedy method. The similarities in 
the mean values of the energy allocation and phased-MIMO methods also indicate 
they tend to transmit using the same sized sub-arrays.  
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Table 12. Power Distribution 
 Power Error (%) 
 Max Mean Std 
EnAll .013 1.2E-3 1.2E-3 
phMIMO .011 1.2E-3 1.2E-3 
Greedy .017 2.2E-3 2.7E-3 
We expect the energy allocation method to have higher average power when 
larger sub-arrays are more consistently required in lower SNR environments. The 
maximum power is stronger for the energy allocation method than the phased-MIMO 
method which suggests it was required to employ larger sub-arrays than the phased-
MIMO method in some of the trials.  
The comparison of the energy allocation method’s performance in noisy and 
noise-less environments demonstrates its dependence on relatively clean signal 
returns in high SNR environments. In noisy environments, we are still able to predict 
the power return to an acceptable degree, but the RCS is not as close to the truth 
value. The increased RCS estimation error means the RCS estimate would be less 
useful if used in other methods that require more exact RCS estimation, and indicates 
the RCS estimations may not be useful for predicting new returns. This is because the 
RCS estimation appears to be a situational measurement that may vary significantly 
over time. This will always be the case because the RCS can change drastically with 
different viewing angles depending on the geometry and structure of the reflecting 
object, but the results indicate the RCS may have large variations even between CPI.   
Improved system performance is possible by mitigating the energy spreading 
effects of range-walk (by limiting the number of pulses per dwell), increasing the 
spatial resolution by using larger phased-arrays and interpolating the spatial filter 
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outputs, and other SNR improvement methods. The spreading effects of range-walk 
indicate the proposed energy allocation method cannot account for MIMO SINR 
reductions by simply increasing dwell-time with additional pulses as has been 
suggested by some sources [4]. The next section will draw conclusions from this 
thesis and present future potentials of this technology. 
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8 CONCLUSIONS & FUTURE WORK 
8.1 Conclusions 
Within this thesis, we have expanded the functionality of a MIMO waveform 
based on Chebyshev Chaotic Polynomials, defined a simulation environment that 
models the operation of phased-array and MIMO radars, and developed an algorithm 
for phased-array radar operation with increased reconfigurability. Chebyshev 
waveforms allow the simple generation of an arbitrary number of MIMO waveforms 
with bandwidth control and IQ channel support. The simulation environment models 
waveform propagation, point scatterer targets, and radar signal processing to provide 
insight into the realizable performance of the waveform modification and the 
comparison of radar modes. These fundamentals enable the derivation of the 
proposed energy allocation method and indicate its potential as a useful tool for 
expanding the flexibility of operation and improving the overall performance of all-
digital radar systems.  
Verification procedures established the overarching accuracy of the simulation 
environment and the simulation’s ability to model the compromises of MIMO 
waveforms that are convenient to ignore. This simulation was also used for 
preliminary evaluation of a new energy allocation method through statistical analysis 
and comparison with other radar allocation modes. These discoveries and new 
methods present opportunities for additional research and operational benefits 
outlined in the next subsection. 
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8.2 Future Work & New Potentials 
Though this study covers some of the valuable realizations and novel methods of 
all-digital operation, there is always more to be done. We will outline a selection of 
new known-unknowns found through the efforts of simulation and allocation 
development, paths to improve the transmit waveforms and allocation method, and 
possible simulations that would expand our understanding of all-digital architectures 
and their benefits. 
Chebyshev waveforms were employed for their convenient properties of low 
cross-correlation and simple creation. However, many chaotic polynomials, such as 
Lorentz waveforms, share similar properties and may outperform Chebyshev 
polynomials in specific situations. More research into these waveforms, their 
individual performance, and their specific performance in the allocation method may 
be valuable. More research on chaotic waveform conditioning to improve auto-
correlation and reduce cross-correlation could further improve performance. 
Beyond the adjustment of the allocation method’s individual components, its 
overarching design can be enhanced. Decision structures that balance the benefits of 
combining waveforms against the leaving them separated could produce better RCS 
estimates. Additionally, the domain of possible solutions for the allocation method 
was reduced by assuming the number of pulses and the pulse repetition periods are 
static and that CPI cannot overlap. Processing architectures that allow these 
parameters to vary or increased reduction of the dimensions could improve 
performance. The proposed allocation method ‘turns off’ unused transmit elements to 
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prevent the addition of unnecessary interference, but alternative approaches could use 
these wasted elements to add value.  
The described allocation method is designed to outline benefits of the all-digital 
architectures and allows easier description of the method’s underlying principles. 
Redesigning it with a focus on implementation-specific optimization and simplicity 
could be useful. The method operates recursively, and its performance varies with 
target parameters, so evaluating some figure of merit for the computational 
complexity and efficiency would be valuable. The method calculates the 
configuration for each CPI, but determining a batch of CPI configurations or using 
the same configuration for multiple CPI could overcome potential latency issues 
related to its processing time. Additionally, some operations could be parallelized and 
implemented on field-programmable gate arrays, or FPGAs, to further reduce latency. 
Other radar modes could benefit from the concepts developed in this thesis and 
allocation mode. The allocation mode could be adapted for use with detection 
algorithms by creating a set of hypothetical targets spread over evenly distributed 
angular divisions or angular divisions emphasizing a detection area. The RCS value 
of each potential target could be set to the desired minimally detectable RCS and the 
distance to the desired maximum range of detection. The allocation mode, as 
currently defined, could then be used to spread the energy coverage in this area so 
that potential targets above the minimum RCS, within the maximum range, and 
within the specified coverage angles will produce strong enough returns and provide 
some optimization of dwell-time for each angle. 
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A primary obstacle to accurate and precise RCS estimation in low-noise 
environments is cross-correlation. As outlined in section 3.3.1, sub-array size 
disparities can result in cross-correlation that overpowers the returns of smaller sub-
arrays, and more research into cross-correlation reduction or its accurate prediction 
would be valuable. Additionally, this research would be useful for other all-digital 
and MIMO modes and could reduce intra-system interference of multi-function or 
MIMO radars.  
To further evaluate the performance of the energy allocation method, more 
extensive simulations covering a wider range of target count, distances, and other 
variations could provide insight into its benefits and disadvantages. Additionally, an 
adaptation of the allocation method or application of its operational concepts with 
improved performance in noisy and clutter-rich environments would be interesting 
and allow its operation in more diverse situations. However, this thesis has outlined a  
novel energy allocation method and investigated this new and exciting technology.   
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