Abstract. Let ω denote the classical equilibrium distribution (of total charge 1) on a convex or C 1,α -smooth conductor K in R q with nonempty interior. Also, let ω N be any N th order "Fekete equilibrium distribution" on K, defined by N point charges 1/N at N th order "Fekete points". (By definition such a distribution minimizes the energy for N -tuples of point charges 1/N on K.) We measure the approximation to ω by ω N for N → ∞ by estimating the differences in potentials and fields,
both inside and outside the conductor K. For dimension q ≥ 3 we obtain uniform estimates O(1/N 1/(q−1) ) at distance ≥ ε > 0 from the outer boundary Σ of K.
Observe that E ω = 0 throughout the interior Ω of Σ (Faraday cage phenomenon of electrostatics), hence E ω N = O(1/N 1/(q−1) ) on the compact subsets of Ω. For the exterior Ω ∞ of Σ the precise results are obtained by comparison of potentials and energies. Admissible sets K have to be regular relative to capacity and their boundaries must allow good Harnack inequalities. For the passage to interior estimates we develop additional machinery, including integral representations for potentials of measures on Lipschitz boundaries Σ and bounds on normal derivatives of interior and exterior Green functions.
Earlier, one of us had considered approximations to the equilibrium distribution by arbitrary distributions µ N of equal point charges on Σ. In that context there is an important open problem for the sphere which is discussed at the end of the paper.
Introduction and results

The problem.
Let K, "the conductor", be a compact set in R q of positive capacity. The unbounded component of the complement K c , to which one adds a single point at ∞, is denoted by K ∞ . We write Σ for the outer boundary of K, Σ = ∂ 0 K = ∂K ∞ . One considers all probability measures µ on K. For such "distributions µ of positive charge" on K, of total charge 1, the electrostatic potential, the electrostatic field and the energy are defined by Among the probability measures µ on K there is a unique equilibrium distribution ω which minimizes the energy. The minimal energy I(ω) gives the Robin constant V for K. One has cap K = Φ −1 (V ), supp ω ⊂ Σ, U ω ≤ V throughout R q , U ω = V on K outside an exceptional subset of Σ of (outer) capacity zero, see Frostman [7] . If K ∞ is regular for the Dirichlet problem, U ω = V everywhere on K and inside Σ, cf. Wermer [33] .
Fixing N (always ≥ 2) for a moment, we also consider all special discrete measures µ N = µ N (x 1 , . . . , x N ) given by charges 1/N at (distinct) points x 1 , . . . , x N ∈ K. The corresponding electrostatic potential and so-called discrete energy are given by
(The ordinary energy I(µ N ) is infinite.) Any measure µ N for which the discrete energy I * (µ N ) is minimal will be called an N th order "Fekete measure" ω N on K. Its support is an N -tuple {f N 1 , . . . , f NN } of N th order "Fekete points" which belong to the outer boundary Σ of K. Such points were introduced by Fekete [6] for dimension q = 2.
One can show that I * (ω N ) → I(ω) as N → ∞ (cf. Remark 3.11), from which it follows that ω N → ω in weak * sense (cf. Frostman [7] ). Thus ω N (E) → ω(E) for well-behaved subsets E ⊂ Σ as N → ∞, and
Question. How small are the differences
for large values of N ?
Observe that E ω = 0 everywhere inside Σ, an idealized mathematical formulation of the classical Faraday-cage phenomenon of electrostatics. One would like to know in particular how small E ωN will be inside Σ. For a conductor K given by an analytic or C 3,α Jordan curve Γ in the plane, Pommerenke [31] and Korevaar and Kortram [18, 23] have obtained close approximations to the Fekete points. For very smooth Γ, the approximations show that ω(E) − ω N (E) = O(1/N ), uniformly for the subarcs E ⊂ Γ. Via a Stieltjes integral for the potential difference U ω − U ωN this estimate implies that E ω − E ωN is at most of order 1/N at distance ≥ > 0 from the curve, see Korevaar and coauthors Geveci and Kortram [18, 22, 23] . These papers also show that the order O(1/N ) is sharp except when Γ is a circle.
For less smooth conductors in the plane (such as a square) and for conductors in higher dimensions, the known results on the distribution of Fekete points (cf.
Sjögren [32] , Dahlberg [3] ) do not suffice to prove the desired estimates for the differences in potentials and fields. Thus an entirely new method of proof is required (see Section 1.3).
Principal results.
Throughout this paper, Ω denotes a bounded domain in R q ∪ {∞} which is the interior of its outer boundary. Thus Ω and the complement Ω ∞ of the closure Ω have the same boundary Σ. For the time being we suppose that the "conductor" K is the closure of Ω or its boundary Σ. Later we will allow more general compact sets K, at least for the estimates on the unbounded domain
where d x = d(x, Σ) and the constants c j depend only on Ω.
Once Theorem 1.1 has been established, one may use the Poisson integral to obtain an upper bound for the difference of the electrostatic fields. The result is 
Remarks 1.3. Sjögren's results [32] for Fekete points on C 1,α surfaces imply estimates in (1.4) and (1.5) of order 1/N 1/(2q−2) when q ≥ 3. For convex or C 1,α -smooth conductors K in dimension q = 2, our method will give order O((log N )/N ) which is close to the known optimal order O(1/N ) for very smooth conductors in the plane (different from circles). Thus it is plausible that the orders in the theorems above are best possible relative to N (except perhaps for spheres).
Pommerenke's paper [30] implies an order estimate O((log N )/N ) for q = 2 under weaker conditions on K, but only for the unbounded domain K ∞ .
Method of proof.
Since the proof of Theorem 1.1 is quite long we present a detailed outline here. Precise results will be given in subsequent sections.
Step 1. In order to manufacture a positive potential, we start with a lower bound for the difference
, the Robin constant for K. In Chapter 3, comparison of energies in the spirit of Pólya and Szegö [29] and a useful observation by Sjögren [32] lead to a lower estimate
The result extends to all of R q by the minimum principle for harmonic functions.
Step 2. We next form the auxiliary potential
By (1.6), T ≥ 0 on Σ, hence T > 0 throughout R q − Σ.
Step 3. If Σ is the unit sphere S = S(0, 1) one has U ωN (0) = U ω (0) = 1 and V = 1, so that T (0) = δ(ω N ). One may then use the Poisson integral or Harnack's inequality to prove that T , and hence U ωN − U ω < T , is ≤ O(δ(ω N )) at distance ≥ ε > 0 from Σ, cf. Korevaar's report [19] for q = 3.
In the general case there is usually no finite center where one has information about the value of T . However, we do have information at infinity:
since lim |x| q−2 U µ (x) = 1 for all probability measures µ. For x in the exterior domain Ω ∞ one may now use a Harnack inequality around ∞ to conclude that for the positive harmonic function T ,
To verify this one may apply Kelvin inversion with center 0 ∈ Ω; for finite domains there is a general Harnack inequality in Gilbarg and Trudinger [11] . For our domains one can estimate c(d
x , cf. Section 2.3. Combining (1.9) with (1.6) -(1.8) one obtains the upper bound in (1.4) for the exterior domain.
Step 4. To go from the exterior to the interior we establish a general inequality
for nonnegative potentials T of signed measures on Σ. The proof of (1.10) uses integral representations for T (x) and L(T ) in terms of the values of T on Σ (Chapter 4).
Convex or C
1,α -smooth domains Ω are special cases of Lipschitz domains. One says that the (bounded) domain Ω in R q is a Lipschitz domain, or that Σ = ∂Ω is a Lipschitz surface, if for every x ∈ Σ there are a neighborhood U of x, a coordinate system (ξ, η), ξ ∈ R q−1 , η ∈ R, and a Lipschitz continuous function ϕ such that Ω ∩ U = {(ξ, η) : ϕ(ξ) < η} ∩ U.
Using the same notation, Σ (or Ω) is said to be of class C 1,α (0 < α < 1) if the function ϕ is of class C 1 and its gradient is Hölder continuous with exponent α. For harmonic functions on a Lipschitz domain which are continuous up to the boundary Σ there is an integral representation involving normal derivatives of Green functions, cf. Dahlberg's work [2] on harmonic measure. This representation will be extended to potentials T of measures on Σ. For the exterior domain we obtain an integral representation for the limit L(T ) at ∞ involving the Green function with pole at ∞.
In order to get simple representations we use adjusted area measure σ(y) = λ(y)/(q − 2)λ(S), where λ is Lebesgue area measure on Σ and S = S q−1 is the unit sphere in R q . For the convex and C 1,α case considered in Theorem 1.1 we have useful inequalities for the "interior" normal derivatives of the Green functions. Taking x ∈ Ω we are thus able to estimate as follows:
(1.11)
Indeed, (∂G/∂n y )(y, x) will be bounded above by a constant M (x) ≤ c/d q−1 x for x ∈ Ω and y ∈ Σ, while (∂G/∂n y )(y, ∞) is bounded from below by a positive constant m (Section 2.2). Combination of (1.11) with (1.6) -(1.8) gives the upper bound in (1.4) for the interior domain.
As a by-product of integral representations we obtain an expression for the classical equilibrium measure ω on Lipschitz boundaries in terms of the Green function with pole at ∞, see Section 4.4.
The authors are indebted to the referee and to N.J. Korevaar for useful observations.
Auxiliary notions and results
Kelvin transformation.
For the study of harmonic functions on unbounded domains such as Ω ∞ in R q , q ≥ 2, it is convenient to use inversion or reflection with respect to the unit sphere:
Observe that j −1 = j. Except at 0 and ∞, inversion is angle-preserving and of class C ∞ . Thus if Σ = ∂Ω is a Lipschitz or C 1,α surface not passing through 0, then the reflected surface j(Σ) is also Lipschitz, or C 1,α , respectively. For later use we record that the linear scaling factor at x under inversion is equal to 1/|x|
It is well-known that a function u is harmonic at (that is, in a neighborhood of) a point x 0 = 0 if and only if ku is harmonic at j(x 0 ), cf. Kellogg [15] for q = 3. A function u is said to be harmonic at ∞ if and only if its Kelvin transform ku is harmonic (or has a removable singularity) at 0. Thus if u is harmonic for R < |x| < ∞, it is harmonic at ∞ if and only if the limit
exists and is finite. In dimension q ≥ 3 it will actually be sufficient if lim x→∞ u(x) = 0. For q ≥ 3 the potential U µ of a (finite) measure µ with compact support is harmonic at ∞.
Green functions for interior and exterior. For unbounded domains such as our Ω
∞ in R q , the Green function G(y, x) with pole at x can be expressed in terms of the Green function G for a bounded inverse domain. Taking 0 ∈ Ω, q ≥ 3 and x finite one has
with obvious modification if q = 2.
The important case of Green functions with pole at ∞ is different. We again take dimension q ≥ 3; the case q = 2 is well-known from complex analysis. Definition 2.1. Let K ⊂ R q , q ≥ 3, be compact and such that the unbounded component K ∞ of its complement (including ∞) is regular for the Dirichlet problem. Then the Green function G(y, ∞) for K ∞ with pole at ∞ is the harmonic function on the finite part of K ∞ with boundary values 0 on ∂K ∞ and boundary value 1 at ∞.
Observe that G(y, ∞) = 1−w(y), where w is the harmonic function on K ∞ with boundary function 1 on ∂K ∞ . There is a close relation between the Green function G(y, ∞) and the equilibrium potential U ω (y): for compact K as in Definition 2.1 and
One may use relation (2.5) to define a generalized Green function G(y, ∞) for K ∞ whenever K is a compact set of positive capacity. We observe for later use that
Remark. For q = 2 there is a logarithmic singularity at ∞,
We now turn to the important special case K = Ω with Ω as in Section 1.2. If 0 ∈ Ω, the Green function G(y, ∞) for Ω ∞ with pole at ∞ will be related to the Green function G (z, 0) for the bounded domain Ω = j(Ω ∞ ) with pole at 0 by the formula
We will need the following results on Green functions in R q (q ≥ 2): 
There are corresponding results for exterior Green functions G(y, x) with finite pole
(ii) In the case of convex Ω there are positive constants c and m such that (2.8) and (2.9) hold for all y outside an exceptional boundary set of "area measure" zero.
Proof. (i) For the C 1,α case the results on the interior Green function G(y, x) go back to Lyapunov [26] and Eydus [5] , see Widman [34] , [35] who actually considered more general Lyapunov-Dini domains Ω. For the exterior Green functions one may use inversion.
(ii) The convex case. For convex Ω ⊂ R 3 the Green functions with pole x in Ω or at ∞ have been studied by Gabriel [8] -[10]. He proved that the level surfaces for these functions are strictly convex, and that along the orthogonal trajectories of the interior level surfaces, |∇G(y, x)| is strictly decreasing as y moves from the pole towards Σ. The same method shows that |∇G(y, ∞)| is strictly increasing towards Σ along such trajectories in the exterior, cf. Monterie [27] . One could use this fact to obtain (2.9). Gabriel's proofs readily extend to other dimensions.
(iia) We will prove (2.8) with a constant c depending only on q. It is sufficient to consider the case where y ∈ Σ and Σ is smooth, otherwise one can work with a level surface Σ δ : {G = δ} and take a limit if necessary, cf. Proposition 4.1 below. In the proof we take q ≥ 3 and compare Ω with a half-space; for the case q = 2 (with c = 2) cf. Nevanlinna [28] , section 63. Let Y be the tangent hyperplane to Σ at y and let H be the half-space with boundary Y that contains Ω. By the comparison principle, G(z, x) is majorized for z ∈ Ω by the Green functioñ
for H with pole at x; x is the reflection of x in Y . Thus
(iib) For (2.9) we use the fact that Ω satisfies an exterior sphere condition with fixed radius r. For each y ∈ Σ, we consider a sphere S y with radius r in Ω ∞ which is tangent to Σ at y, as well as the concentric sphere S y of radius 1 2 r. Letting β > 0 be the minimum of G = G(·, ∞) on the union of the spheres S z , z ∈ Σ, we define F = F y as the harmonic function on the "annular" domain A y between S y and S y with boundary values 0 on S y and β on S y . Since G ≥ F on A y ,
wherever ∂G/∂n y exists. The right-hand side is equal to a positive constant m which depends only on β, r and q.
Remark. The uniform exterior sphere condition also implies that ∂G(y, x)/∂n y ≤ C(d x ) for x ∈ Ω and all y ∈ Σ where the normal derivative exists. This may be proved by comparison of G(y, x) with a suitable harmonic function on the intersection of Ω with the annular domain bounded by S y and a concentric sphere of radius r + Poisson integral. If W is harmonic in the ball B(x 0 , R) and (piecewise) continuous on the closed ball, then
where σ denotes adjusted area measure as in Section 1.3. Hence, taking the gradient under the integral sign,
Standard Harnack inequalities. If T is harmonic and ≥ 0 in the ball B(x 0 , R), then for |x − x 0 | = r < R,
For arbitrary bounded domains Ω containing 0 or unbounded domains Ω ∞ containing ∞, with boundary Σ, one may use (2.12), (2.13) and a covering argument for the subset E of those points x for which d x = d(x, Σ) ≥ δ > 0 to obtain General Harnack inequalities. For nonnegative harmonic functions T ,
We need the following more precise estimates for special domains: 
The second estimate will hold in particular on the exterior of a compact convex set.
Proof. (i) The C 1,α case. Let T be nonnegative harmonic on a Lipschitz domain Ω 0. By the work of Hunt and Wheeden [13] , cf. Jerison and Kenig [14] , there is then a finite positive measure µ on Σ such that
where the kernel K(y, x) is equal to the Radon-Nikodym derivative dω x (y)/dω 0 (y). Now in the C 1,α case
hence by Proposition 2.2, setting min Σ ∂G(y, 0)/∂n y = m 0 ,
(ii) The sphere condition case. Suppose Ω 0 satisfies the interior sphere condition with radius R. We may assume that R < d(0, Σ). There will then be a constant M such that for the points z ∈ Ω with d z ≥ R, T (z) ≤ M T (0). For a point x with d x < R there must be a unique nearest point y ∈ Σ; furthermore, the sphere S(z, R) through y with radius R and center z on the extended directed segment [y, x] must belong to Ω. Now (2.12) shows that T (x) ≤ (2R/d x ) q−1 T (z). The second inequality (2.15) follows from the first by inversion.
Capacity regularity. For nonempty compact
Proof. For our main results in dimension q ≥ 2 we only need the case of C 1,α and convex domains. For those, capacity regularity is easy to prove. Set Ω = K. In the C 1,α case, K ρ is enclosed by a level surface Σ δ : {G(y, ∞) = δ} with δ = Cρ,
In the convex case, one may blow up K by a factor 1 + Cρ from a suitable center to cover K ρ .
Nick Korevaar has shown us how to prove the Lipschitz result (q ≥ 3). Define
where u runs over all functions in C ∞ 0 which are ≥ 1 on K; the Robin constant V (K) equals const/C(K), cf. Adams and Hedberg [1] or Gilbarg and Trudinger [11] (1983 edition, p. 27). Thus it will be sufficient to compare C(K ρ ) with C(K).
The idea of the proof is to construct a diffeomorphism y = Ψ(x) of R q which maps K onto a neighborhood of K ρ and which is equal to the identity plus O(ρ). With such a map in hand one can transform "good" functions u(x) for C(K) in (2.17) into good functions U (y) = u(x) for K ρ :
Since also dy = {1 + O(ρ)} dx one will conclude that
As a first step towards a suitable diffeomorphism we construct a smooth vector field v on R q which is transverse to Σ and has compact support. Consider the points y ∈ Σ = ∂K where there is a well-defined unit outer normal n y . (The normals exist almost everywhere relative to area measure.) There will be constants δ > 0 and 2r > 0 (depending on the Lipschitz character of Σ) as follows: for all our points y, there is a ball B(y, 2r) such that the normals to Σ at the points z ∈ Σ ∩ B(y, 2r) satisfy n z · n y > δ. We now cover Σ by a finite number of the smaller balls B(y, r) and define a piecewise constant vector field w by setting w(x) = Σ y n y , where the summation is over all y such that B(y, r) x. Then w · n > δ on Σ and w = 0 at distance ≥ r from Σ. The desired smooth vector field v is obtained by convolution with an approximate identity of small support: v = w φ. Here we take supp φ so small that v · n > 1 2 δ on Σ. One finally defines the diffeomorphism Ψ by flow with the field v over a distance (3/δ)ρ, so that Ψ(x) = x+(3/δ)ρv(x). For small ρ, the set K ρ will then be contained in Ψ(K).
There are compact sets K which fail to be capacity-regular: [25] , to derive that
In R 3 a disc would be a good candidate for an example with positive capacity. However, it is easier to treat the union K of the closed unit ball B = B(0, 1) and a segment of the x 1 -axis such as L = [1, 3] . Here one may use a combination of the equilibrium measures for B ρ and L ρ , where L = [2, 3] , to show that
as ρ → 0, with c > 0.
The energy method. Exterior estimate for Fekete potentials
In this chapter K is an arbitrary compact set in R q (q ≥ 2) of positive capacity, cap K, or finite Robin constant V = V (K). As before, K ρ stands for the closed ρ-neighborhood of K and K ∞ denotes the unbounded component of the complement K c of K, including the point at infinity. As in Chapter 1, ω N = ω N (K) and ω = ω(K) denote an (arbitrary) N th order Fekete measure for K, and the classical equilibrium measure, respectively. The corresponding potentials are U ωN and U ω . The energy I(ω) is equal to the Robin constant V = V (K). For ω N we use the discrete or Fekete energy, I
* (ω N ). Our first goal is to obtain a good lower bound for the difference U ωN − U ω . Here it is convenient to introduce a number δ(ω N ) by setting
(As a rule δ(ω N ) > 0. For example, if K is the boundary Σ of a Lipschitz domain Ω one has supp ω = Σ. It then follows from (3.2) that U ωN − V , which is positive around the Fekete points, must be negative somewhere on Σ.) It is easy to prove
Proof. For x ∈ K, (3.3) follows from (3.1) and the inequality U ω (x) ≤ V . Next observe that U ωN − U ω is harmonic on the complement K c of K, including the point at ∞. Now let x ∈ K c tend to a point x 0 ∈ K. Then since U ωN is continuous as a function to R ∪ {∞},
Thus by the minimum principle for harmonic functions, (3.3) will also hold on every component of K c . 
Comparing Fekete potential and energy on
Proof. For x ∈ K and each j, by the minimum property mentioned above,
(3.5)
Averaging over j = 1, . . . , N one finds that
Lower bound for the discrete energy.
The basic ingredients used in the derivation below may be found in the classical work of Pólya and Szegő [29] . 
Proof. Let ω ρ N be the probability measure on K ρ , obtained from ω N on K by distributing the charges 1/N at the Fekete points f Nk uniformly over the spheres S(f Nk , ρ) of radius ρ, centered at those points. The potential U Nk of the resulting measure ω ρ Nk on S(f Nk , ρ) satisfies the relations
Thus for j = k,
Adding up all the terms U Nj dω ρ Nk , it follows that
The proof of (3.7) is completed by the observation that the energy I(ω ρ N ) will be larger than the minimum V (K ρ ) of I(µ) for probability measures µ on K ρ . (3.8) 
Combining Propositions
−δ(ω N ) > N N − 1 V (K ρ ) − V (K) − 1 N − 1 Φ(ρ).
First lower bound for U
ωN − U ω when K is capacity-regular.
Theorem 3.5. Let K ∈ R q be capacity-regular with constant B = B(K) as in (2.16) . Then for q ≥ 3 there is a constant c 1 depending only on B and q such that for every N th order Fekete measure ω N on K,
Proof. By (3.8), (2.16) and (1.2),
The first inequality in (3.9) now follows by maximization of the right-hand side of (3.10) as a function of ρ. Next use Proposition 3.1.
Remark 3.6. For q = 2 one has Φ(ρ) = log(1/ρ) and then the inequality for δ(ω N ) becomes
3.4. The auxiliary potential T . For q ≥ 3, we now introduce an auxiliary potential T as in Section 1.3: 
hence in order to prove T ≥ 0 we may assume δ(ω N ) < V . The nonnegativity of T in R q then follows from the fact that .14) cf. the definition of δ(ω N ) in (3.1) and the proof of Proposition 3.1.
For probability measures µ on K, the product |x| q−2 U µ (x) tends to 1 as x → ∞, hence T satisfies the limit relation (3.13). 
Upper bound for
Here c 1 is the constant from (3.9).
Proof. Knowing that T (3.12) is harmonic and nonnegative throughout K ∞ , we can use the second Harnack inequality (2.14) to conclude that for every ω N ,
Here δ(ω N ) is as in (3.1), cf. Proposition 3.7. The proof of (3.15) is completed with the aid of (3.12) and (3.9):
Refinement 3.9. If K has C 1,α outer boundary Σ or if K is the closure of a convex domain, Proposition 2.3, (3.13) and (3.9) imply that one may take
in (3. 15) , where c * depends only on K.
Remark 3.10. For dimension q = 2 one may define a nonnegative auxiliary function
In this case L(T ) = δ(ω N ) so that by (3.11) for capacity-regular K,
Remark 3.11. One has I * (ω N ) < (1 − 1/N )I(ω). Indeed, the harmonic function u j = U j − U ω on K ∞ has lim x→∞ |x| q−2 u j (x) = 0, cf. (3.5), hence by the minimum principle, lim inf x→∂0K u j (x) < 0. It follows that U j (f Nj ) < sup U ω = V . Finally, by (3.6), I
* (ω N ) < (1 − 1/N )V . In combination with (3.7) for suitable ρ = ρ N → 0, it follows that I * (ω N ) → V = I(ω) as N → ∞ for every compact set K of positive capacity.
Integral representations for potentials involving Green functions
Throughout this chapter Ω is a (bounded) Lipschitz domain in R q , q ≥ 2, with boundary Σ and exterior domain Ω ∞ , cf. Section 1.3. As before, σ denotes adjusted area measure σ(y) = λ(y)/(q − 2)λ(S) on Σ (leaving out (q − 2) if q = 2).
Representation for harmonic functions and potentials on Ω.
The following proposition summarizes an important result of Dahlberg [2] concerning harmonic measure on Lipschitz domains, cf. Jerison and Kenig [14] and Kenig [16] . Proposition 4.1. For x ∈ Ω let G(·) = G(·, x) be the Green function for Ω with pole at x. There will be an exceptional subset F = F x of Σ = ∂Ω of area measure σ(F ) = 0 as follows. Whenever y ∈ Σ − F , the inward unit normal n y exists and the normal derivative ∂G ∂n y (y) = lim
exists as a finite positive number. As a function of y, the derivative is integrable over Σ. For measurable subsets E ⊂ Σ, the harmonic measure
Not only is ω x absolutely continuous with respect to σ, but the converse is also true.
By the definition of harmonic measure, Proposition 4.1 implies a Green-type representation for functions u of class CH(Ω): harmonic functions on Ω which are continuous up to the boundary. We extend the formula to potentials of measures on the boundary by a limit process.
Theorem 4.2. For Lipschitz Ω with boundary Σ the Green-type representation
is valid not only for the functions u in CH(Ω), but also for the potentials u = U Proof. (i) We first prove (4.3) for the potential due to a point mass 1 at a point z 0 ∈ Σ. The desired formula is
Since Σ is Lipschitz we can choose a truncated convex open cone A ⊂ Ω ∞ with vertex at z 0 . Let points z ε tend to z 0 along a ray in A as ε ↓ 0. Then u ε (x) = Φ(|x − z ε |) belongs to CH(Ω), hence (4.3) holds for u ε . Now u ε (y) → u 0 (y) pointwise for y ∈ Σ as ε ↓ 0 and u ε (y) > 0. (Scaling Ω to diameter ≤ 1 2 , this may also be assumed in the 2-dimensional case.) Hence since
Fatou's lemma shows that u 0 dω x exists and is ≤ u 0 (x).
To prove equality one may now use dominated convergence. Indeed, there will be a constant c > 0 such that |y − z ε | ≥ c|y − z 0 | for all y ∈ Σ and all z ε , hence u ε will be majorized on Σ by a constant multiple of u 0 . (This applies to dimension q ≥ 3; in dimension 2 there is a majorant u 0 + C.)
(ii) For the potential u = U ρ of an arbitrary complex measure ρ on Σ, formula (4.3) follows from (4.4) with the aid of Fubini's theorem.
The same proof works if supp ρ is a bounded subset of clos Ω ∞ .
Representation at infinity for harmonic functions.
We need an extension of the representation in Theorem 4.2 to the exterior domain Ω ∞ , in particular for the limit L(u) = lim |x| q−2 u(x) at ∞. The proof will use the Kelvin transformation, but this presents a small difficulty: approach to the boundary along straight normals as in (4.1) is not preserved under inversion. However, in (4.1) one may approach Σ along any curve tangential to the normal: Proof. Since Σ is Lipschitz and has a tangent plane at y, the set Ω − {x} contains a truncated open convex cone H with vertex y and axis along n y . For small ε, both y ε = y + εn y and w ε belong to H. Because the Green function G is positive harmonic on H, one may use the Harnack inequalities (2.14) on the maximal ball B(y ε , R ε ) around y ε in H to compare G(w ε ) with G(y ε ). The result is
Thus since R ε is comparable to ε while w ε − y ε = o(ε), 
Proof. We limit ourselves to the case x = ∞ and the proof of (4.7). For sufficiently smooth Σ and u, that formula follows immediately from Green's theorem for the domain between Σ and the sphere S(0, R) by letting R → ∞, cf. the asymptotics (2.6).
To deal with general Σ and u we take 0 ∈ Ω so that |y| q−2 G(y) = G (j(y)) for y ∈ Ω ∞ , where G (z) is the Green function for the reflected domain Ω = j(Ω ∞ ) with pole at 0 (2.7). Observe that Σ = ∂Ω is also Lipschitz. Let F = F 0 be an exceptional subset of Σ of the kind described in Proposition 4.1 and define F = j(F ). At y ∈ Σ − F there will then be an outward unit normal n y since there is an inward unit normal n z to Σ at z = j(y). Set y ε = y + εn y and w ε = j(y ε ). It will be shown that ∂G ∂n y (y) = lim To this end, notice that inversion of (an initial segment of) the normal n y at y gives a smooth arc in Ω which starts at z ∈ Σ − F in the direction of n z . Hence by (2.7) and Lemma 4.3 for Ω and F ,
cf. Section 2.1 for the linear scaling factor at y under inversion. Thus the limit in (4.8) exists and has the indicated value.
For the proof of (4.7) we now introduce the Kelvin transform v = ku of u ∈ CH(Ω ∞ ) which will be in CH(Ω ). Recall that v(0) equals L(u) (2.3). Applying (4.3) to v on Ω , using (4.8) and the appropriate scaling factor for an area element, one obtains the desired result:
For the representation of u(x) when x is finite one may appeal to (2.4).
Representation at infinity for potentials.
Theorem 4.5. Let Ω ∞ be the exterior of Lipschitz Ω ⊂ R q , let ν = ν q be the representing measure for limits at ∞ described in Proposition 4.4 and let ρ be any complex measure on Σ or Ω. Then the representations (4.6) and (4.7) are also valid for the potential u = U ρ with but one small restriction: the formula
requires that ρ(Ω) = 0 when q = 2.
Proof. We limit ourselves to (4.9).
(i) The case q ≥ 3. Here it will be sufficient to consider the potentials u(x) = Φ(|x − z 0 |) of point masses 1 at points z 0 ∈ Ω; as in the case of Theorem 4.2, Fubini's theorem will do the rest. For z 0 ∈ Ω the function u(x) is in CH(Ω ∞ ) and then (4.9) follows directly from Proposition 4.4. Thus we need only show that
To prove this, one may use Fatou's lemma and dominated convergence as in the proof of Theorem 4.2, now approaching z 0 ∈ Σ by points z ε inside Ω on a suitable ray.
(ii) Dimension q = 2 is harder since in this case, potentials of point masses 1 are not harmonic at ∞. However, constants are. It will be enough to show that u 0 dν = 0 where u 0 (x) = log(1/|x − z 0 |) − U ω (x) with arbitrary z 0 ∈ Σ. Setting v ε (x) = log(1/|x − z ε |) − U ω (x) + V with z ε ∈ Ω approaching z 0 as in part (i), we may assume v ε (y) > 0 for y ∈ Σ (scale Ω to diameter < 1). Now 
Proof. Let ν = ν q be the representing measure on Σ for the value lim x→∞ |x| q−2 u(x) as u runs over the class CH(Ω ∞ ). Let z be any point in Ω. (i) For q ≥ 3 and u(x) = Φ q (|x − z|), Theorem 4.5 shows that
Now if a positive measure on Ω has constant potential on Ω, it must be a multiple of the equilibrium measure. This follows readily from Fubini's theorem; in the present case:
Thus V ν is a probability measure on Σ, and its potential equals V everywhere on Ω. However, ω is the unique probability measure on Σ with that property, so that ω = V ν.
(ii) If q = 2 one may take u ≡ 1 in formula (4.7) to show that ν 2 (Σ) = 1. We now set u(x) = Φ 2 (|x − z|) − Φ 2 (|x − z 0 |) with z 0 ∈ Ω fixed. Here formula (4.9) gives Σ u dν 2 = L(u) = 0, hence
This time Fubini's theorem shows that c = U ν dω = V , so that ν 2 = ω. 
where n is the normal pointing into Ω ∞ . The argument can be extended to Lipschitz surfaces Σ by a limit process, using results on the nontangential maximal function for ∇G such as may be found in Kenig [16] .
Final estimates for Fekete potentials and fields. Smaller fields
Estimating Fekete potentials and fields.
Let Ω ⊂ R q with boundary Σ be convex or of class C 1,α . In particular K = Ω will then be capacity-regular. As before, the complement of Ω is called Ω ∞ and
Proof of Theorem 1.1. Here q ≥ 3.
(i) The lower bound in (1.4) follows from Theorems 3.5 and 3.8.
For the upper bound we make use of the nonnegative auxiliary potential T introduced in (1.7):
(ii) For x ∈ Ω ∞ , the upper bound for U ωN (x) − U ω (x) in (1.4) follows from Theorem 3.8 in conjunction with Refinement 3.9:
(iii) For x ∈ Ω, the upper bound follows from the inequalities (1.11) for T (x) in conjunction with Proposition 2.2, followed by formula (3.13) for L(T ) and inequality (3.9) for δ(ω N ):
Remark 5.1. For the planar case our method gives
log N N , ∀x ∈ Σ, (5.4) cf. Remarks 3.6 and 3.10. We conjecture that the numerator log N in these inequalities can be replaced by 1, cf. Korevaar's survey [21] for supporting arguments. For the unit circle C 1 : {|z| = 1} in the complex plane C, the Nth roots of unity form a Fekete N -tuple. Here the differences |E ωN − E ω | become exponentially small outside a fixed neighborhood of C 1 as N → ∞. However, for Jordan curves Γ ⊂ C different from circles, very small differences (5.6) are associated with charges 1/N at the conformal images of N th roots of unity, ζ k = φ(e i2πk/N ), k = 1, . . . , N, (5.7) rather than Fekete points. Here φ is a conformal map from the exterior of the unit circle onto the exterior of Γ such that φ(∞) = ∞. For analytic Jordan curves Γ, the corresponding differences (5.6) are O(e −cN ) at distance ≥ δ > 0 from Γ as N → ∞, with c = c(δ) > 0, cf. Korevaar and Geveci [22] . Even for arbitrary bounded domains Ω, charges at points (5.7) on the outer boundary Γ = ∂ 0 Ω are good for relatively small fields inside Ω, cf. Korevaar [17] .
Problem 5.2 is especially challenging in the case of the unit sphere S = S(0, 1) in, say, R 3 . Preliminary numerical results of Kuijlaars and Voogd in Amsterdam suggest that for the sphere S, the Fekete fields E ωN do not become extremely small on interior balls B(0, r) (r < 1) as N → ∞. Cf. also the behavior of the dipole moments for the least energy states in the table by Erber and Hockney [4] The first author has conjectured that the latter order is achieved for the Fekete N -tuples Z N = (ζ N1 , . . . , ζ NN ) which correspond to the potential in (1.1) with Φ(r) = 1/ √ r 2 + a 2 (a > 0 arbitrary). For a proof by (multidimensional) complex analysis it would be sufficient to show that the points in such N -tuples are wellseparated:
for some constant δ > 0 independent of N , see Korevaar [20] . N -tuples Z N for which the associated charge distributions µ N make the differences (5.6) very small (away from S) provide good nodes for Chebyshev-type quadrature formulas on S, that is, quadrature formulas in which all N nodes carry the same weight, see Korevaar and Meyers [24] and Korevaar [20] .
