Abstract-For a person to feel comfortable when approaching a robot it is necessary for the robot to behave in an expected way. People's behavior around a robot not being aware of them were observed during a preliminary experiment. Based on those observations people were classified into four groups depending on their interest in the robot. People were tracked with a laser range finder based system, and their positions, directions and velocities were estimated. A second classification based on that information was made and the relation between the two classifications were mapped. Different actions were created for the robot to be able to react naturally to different human behaviors. In this paper we evaluate three different robot behaviors with respect to how natural they appear. One behavior that actively tries to engage people, one that passively indicates that people have been noticed and a third that makes random gestures. During an experiment test subjects were instructed to act according to the groups from the classification based on interest, and the robot's performance with regard to naturalness was evaluated. Both first and third person evaluation made clear that the active and passive behavior were considered equally natural, while a robot randomly making gestures was considered much less natural.
I. INTRODUCTION
Robots are at an increasing rate leaving research labs and entering people's every day environments. Toy robots have been available for some years, and household robots, like autonomous vacuum cleaners and lawn mowers are examples where robots are doing work otherwise done by humans. So called humanoid robots are still a rare phenomenon in daily life situations, but they can for example be found at exhibitions, acting as receptionists.
As robots get more sophisticated they also gain the prerequisites for being able to behave like humans. When people look at these robots, they unconsciously give the robot human characteristics, expecting the robots to perceive them, to hear them and to reply. The field of Human-Robot interaction (HRI) deals with this issue, making the robots interactive and behave in an expected way. Much research in this field is focused on the core of the interaction, where words are being exchanged [10] , [11] , [12] . However, how the robot succeeds with much more subtle interactions that might take place on a more unconscious level, are also important to get a good impression of the robot. Such interactions often occur even before a conversation starts. One example concerns relative position. Take the case where a robot is moving around {kanda,miyasita,ishiguro,hagita}@atr.jp among people, then we might get a bad impression of the robot if it moves too close to us. Hall suggests that the area around a human can be divided into zones depending on the nature of the current interaction [5] . These zones must be considered when designing a robot's behavior, something studied by Pacchierotti et al. [8] . Sisbot et al. takes this a bit further, also considering that the robot should be visible to the person and not sneak up from behind [9] . Since most people have never seen a robot in real life they might be unsure of what to expect from it. This makes it important for a robot to be able to deal with situation like these in order to make people feel comfortable.
When evaluating the performance of a robot it is possible either to look from the robot's or the human's perspective. In [3] Gockley et al. uses both ways when they compare the performance of a robot when following a person by either moving in the direction of the person or taking the same path as the person. Although the performance was equal from the robot's perspective, the impression was that the robot acts much more as expected and human like, when looking from the perspective of an observer. In this paper we only evaluate how natural the robot behaves from an observers perspective. If the experiment had been held in an environment in real life, it would have been justifiable to measure for instance the frequency of people approaching the robot. In a controlled experiment however, if a test subject approaches the robot, it cannot be correlated to how well the robot is behaving.
A paper closely related to this one is [7] . Instead of using a mobile robot, Michalowski et al. used a robot placed behind a desk to act as a receptionist with the task of greeting people who wanted to interact with it. They were not using information about people's direction of motion, and were thus not able to identify people just passing in front of the robot. As a result the robot often turned towards people not interested and people that already had passed. This suggests that it is essential for the robot to include people's direction and speed when assessing their intentions towards it.
As opposed to [7] , we try to at an early stage determining people's interest in the robot using mappings between observed interest and measures of position, direction and velocity. Interested people are identified, the robot targets the one that appears most interested and applies a behavior. Three different behaviors has been developed and compared by running an experiment and letting the test subjects, as well as third-person observers, evaluate them in terms of naturalness. In Section II the problem is being outlined. Section III describes the preliminary experiment where people's behaviors were observed. Section IV outlines the setup used for the experiment. Section V talks about classifications of humans and mappings robot behaviors. Section VI describes the experiment and analyzes data. Conclusions are made in Section VII.
II. PROBLEM DESCRIPTION AND MOTIVATION

A. Tracking Humans
Several authors have studied robots in settings where they provide information [4] [10] . These studies do not include the initial part of an interaction, but were held in environments where a large number of people might be passing, and where inclusion of it might would have been useful. For the robot to notice that someone wants to interact with it in these kind of environments, several obstacles has to be overcome. These are dealt with in the following sections.
1) Identification and Feature Extraction:
Hall divides the proximity of a human into four zones: intimate (≤ .45 m), personal (> .45 m, ≤ 1.2 m), social (> 1.2 m, ≤ 3.5 m) and public (> 3.5 m) [5] . As noted by Pacchierotti et al. [8] interactions take place with distances up to the social space. An area at least that big should therefore be covered, and preferably larger, since people should be discovered before the core interaction begins. Ideally people's gaze should be determined, as the gaze is a very important part when the robot estimates whether a person is interested in it or not [1] . This would require the data from the sensors used here to be fused with information from cameras, which were not used. A required feature is the position of the human, and that is also the only information retrieved for the experiment. Apart from the obtained positional information, velocity and direction can be estimated.
2) Estimation of Intentions and Selection:
The approach we have used is to classify the humans based on their position, velocity and direction, and then to estimate their intentions which constitute the robot's beliefs about the humans. One issue is knowing the rotation of the body when someone is standing. The intentions of a person facing the robot compared to one facing the other direction would be estimated rather differently. Once the robot's beliefs have been established the question remains how to choose among the interesting ones, and how to act appropriately.
B. Designing Behaviors
There are two problems when the robot selects an action.
• To detect at an early stage if someone is on the way to interact with the robot, and to act accordingly.
• To identify if someone is hesitating and encourage the person to approach. To handle these two problems two types of actions are required. A welcoming one that gives an already interested person the impression that the robot has noticed her, and an encouraging one that actively seeks to make the person approach. The goal of the selected person-action combination is for the robot to behave as naturally as possible.
To select an appropriate action two things are considered: how the selected person is moving, and how the other people around the robot, if any, are moving. Selecting an action is a balance between the time it takes to perform it and the effect it might have. When choosing a time consuming action, the robot must be sure that the person is interested while other actions can be used more freely.
III. PRELIMINARY EXPERIMENT
The experiment for this paper was held in a controlled environment. However, due to its nature, it would not be of any greater value if the situation that was simulated would not have been plausible. The data was taken from an experiment held at a mall called AEON. During six weeks people were able to interact with the robot; ask the robot about directions or play a simple game. It was also possible to sign up for RFID-tags identifying the person, enabling a richer interaction. The robot was placed in an area with a continuous flow of people (Fig. 2) . It was restricted to only rotate, which meant that people had to approach the robot themselves in order to interact with it. To initiate an interaction, people had to step onto the floor sensors the robot was standing on. The robot had no information on people standing outside the floor sensors, and the effects of this could be observed.
A. Observations
A few observations could be made about the environment and the people walking in it. A majority of the observed people were mothers with children, and elderly people. People who seemed interested in the robot exhibited a large variety of behaviors. There were both people who approached the robot without any hesitation, as well as those who walked back and forth outside the floor sensors, trying to attract the robot's attention, only to loose interest and leave. A majority of the ones that interacted with the robot were children, sometimes accompanied by their parents during the interaction. Some children were very eager to interact, while some hid behind their parents and required a lot of persuasion before stepping onto the floor sensors.
The floor sensors seemed to be an obstacle to some people, who were reluctant to step onto them. They still tried to get the robot's attention by waving at it or moving sideways, but without knowledge about their existence, the robot would ignore them. This clearly indicates the need for the robot to be aware of people standing at least within its social space, and to behave in a way that people will be encouraged to engage in an interaction.
B. Classification
In order to reconstruct the AEON environment in an accurate way, but without exactly imitating different situations that occurred, a classification of people's behaviors was made. These different groups of behaviors, and their occurrences, were then used when reconstructing situations in the controlled environment.
Data from the last week of the experiment was used in order to reduce the novelty effect of the robot as much as possible. While the robot was idling, people's behavior was observed and classified into four groups, depending on how interested they seemed and how they were acting towards the robot. The only people considered were those actually moving in a direction towards the robot, or standing close enough, as they are the ones that might have an interest in the robot. People with RFID-tags were excluded when doing the classification. A total of around 200 people were considered.
People were divided into four major groups with respective ratios according to the following:
• Not Interested (53 %) -People coming in from the side walking towards the robot, but diverting from the robot and passing it. They are not slowing down, something that could have indicated an interest in the robot.
• Indecisive (13 %) -People walking in front of the robot, but when slowing down or making a brief stop when doing so, thus indicating their interest in the robot.
• Hesitating (27 %) -People who had been walking slowly and who stopped in front of the robot and faced it. Someone standing for three seconds or more was classified as hesitating
• Interested (7 %) -People coming from any direction and approaching the robot directly all the way to start an interaction.
Michalowski et al. [7] experienced people dividable into three groups: people with no intention of interacting, people who will interact no matter what and undecided people. There were however large variations among the group of undecided people, so in order to more accurately imitate the AEON environment, the undecided people have been divided into two groups, Indecisive and Hesitating, as described above. Undecided people would often shift between the two groups, but the addition of the Hesitating class allowed the robot in to deal with standing and moving people in different ways. Fig. 3 shows three trajectories of undecided people (B and C). C was a person walking slowly while observing the robot and decided to interact without further delay, and labeled Indecisive all the way. B were people who walked slowly but stopped for a short (lower trajectory) and long (upper trajectory) while respectively before interacting with the robot, and thus shifted between Indecisive and Hesitating. Fig. 4 shows a situation where all people are considered Hesitating. The lady in the middle tried for over a minute to get the robot's attention, but eventually left without interacting. If a robot with knowledge about her would have greeted her in some way, it might have resulted in an interaction. The people in Fig. 3 interacted anyway, but for the ones stopping, an interaction might have come sooner. Since person C went up to the robot without approaching, the robot acting aware might not have had any impact on how soon the interaction would have started, but an indication of awareness might had improved that person's experience of the robot.
People approaching the robot without any hesitation were labeled Interested. They almost exclusively approached the robot from the front, probably because the robot when idling was facing that direction. Fig. 3 shows the paths (A) of two people who approached the robot directly, and thus were labeled Interested.
People labeled Not Interested were mostly people moving towards the robot from the side, and thus could be mistaken for approaching the robot, but then diverting from that trajectory when within a distance of about four meters from the robot. They then walked around the robot and exited the area. Fig. 5 shows a vector field of the direction of people with this label moving from the right to the left. Dark lines correspond to many people passing those coordinates, and bright lines accordingly correspond to few people.
IV. SYSTEM CONFIGURATION
A. An Overview of the System
The system used for the experiment consists of four major parts (Fig. 6 ). Humans are detected by a network of laser range finders (LRF) (1) , and the gathered data is processed to generate a position and an id for each human (2). These positions are then used by another program to generate directions and velocities for the humans (3a), and to use this information as a basis for selecting a target human 1 , and to determine the robot's behavior (3b). Finally, when a human and a behavior have been selected, directions are sent to the robot (4), which acts accordingly. The research for this paper has been done on 3a and 3b, and is discussed in Section V.
B. The Tracking System
For this research four laser range finders were used, SICK LMS-200, each set to scan an area of 180
• with a maximum distance of 8 meters, and with a resolution of 0.5
• . They were placed along a line, which enabled the network to scan an area of 8 times 21.3 meters (see Fig. 7 ). The sensors were mounted 80 cm above the ground, a level where obstacles like sofas were avoided while at the same time being able to track children. With four sensors the risk of a person being occluded from all sensors are reduced.
The data from the LRFs is fetched and processed by a tracking software using particle filters [2] . Position together with an id were generated for each tracked human. A side effect of using the LRF network to track humans was that the robot was tracked as a human as well. During the experiment 1 "Target human" refers to the person who the robot is currently trying to interact with. this was used to update its internal state with, and localization problems with wheel slippage were eliminated.
C. Robot Behaviors
The robot used for this research was Robovie-II [6] . The following set of actions were created for the robot to in different scenarios.
• Idle -The robot sways its arms and tilt its head to indicate that it is active. The robot will also reverse to its initial position.
• Look -The robot just looks at the target human. The robot assumes that person to be 160 cm tall, and tilts it head accordingly.
• Turn -The robot looks at and turns towards the target human and continues to turn if that person moves.
• Greet -The robot looks at, turns towards and approaches the target human while uttering a phrase like "Let's talk!". It stops before it enters the person's personal space, and if already in that space, it only turns and speaks. The approaching velocity was chosen in a way that the robot would approach the target quickly but at the same time slow enough to not make the target feel uncomfortable. These actions are used when creating behaviors to address the two problems discussed in Section II-B.
V. MODEL OF NATURAL ENCOUNTERS
A. Classification of Humans
The approach used for determining the target human and what behavior to choose takes people's estimated interest of the robot, and the current environment state into consideration. The first property determines who to choose as target human and, together with the second property, determines which behavior to apply.
People are classified in two steps, first by looking at their current speed (Section V-A.1), and then with regard to their direction of motion and position in relation to the robot (Section V-A.2). These two classifications constitute the robot's world model when selecting a behavior (Section V-C)
The module 3a in Fig. 6 is responsible for estimating three properties for each human: velocity, direction of motion and determining whether the human is standing or not. The third property is necessary as the tracking software makes people randomly fluctuate around their actual position. To determine if a person is standing the variance of the past ten positions is calculated and thresholded. The number of past positions being included, as well as the value for the threshold were manually adjusted until a good performance was reached.
1) Classification of Velocity:
When these three properties have been determined, a rough classification depending on the velocity and standing property is made. Table I gives the classes and their boundaries.
The two values used are based on people's behavior during the preliminary experiment. The boundary between Walking and Fast walking set so that no person in the latter class would slow down in front of the robot. Most people who seemed interested in the robot, would slow down to observe it, and were labeled Slowly walking. The 0.6 m/s boundary from Table I was a good compromise between correctly classified people, and people seemingly not interested but walking slower than 0.6 m/s.
2) Classification of Direction:
The directional information is used to split people into one of three groups. The direction of a person is determined by which area the robot is standing in according to Fig. 8 .
When people moved towards the robot they walked straight towards it. Due to noise in the raw data and noise added by the tracker 45
• resulted in a good balance between the number of correctly and incorrectly classified approaches. Assuming people are looking in their direction of motion, they will not see the robot is at a 90
• angel from their trajectory of motion, and are then considered leaving. Due to noise, as discussed above, 225
• was used.
3) Classification of Position:
People are grouped into the ones located in the robot's public space, Far, and the ones located in its social space or closer, Close. Fig. 9 shows the concentration of people standing and walking slowly in the scanned area during one day at AEON. People in these groups were the most likely to interact with the robot. As the figure shows, the highest concentrations are found within the robot's social space. This suggests that it is valid to make this classification. The reason for the higher concentrations to the right is the sofa placed there. We do not know a standing person's direction of motion, but that person is assumed to be facing the robot when in the robot's social space. 
B. Determining the Robot's Beliefs
To estimate people's interest in the robot, four classes have been used corresponding to the ones found in Section III-B:
• Interested -People estimated to have a firm intention of interacting
• Indecisive -People estimated to not having decided whether to interact or not
• Hesitating -People estimated to not having decided whether to interact or not, and has been standing still for more than 3 s
• Not interested -People estimated to have a firm intention of not interacting Table II and III states the relations between classifications and beliefs and are based on observations made at AEON.
As discussed above, standing people are assumed to be facing the robot while in the social space, why they are considered as indecisive. When standing still for more than three seconds, they are still assumed to be interested, but in need to be encouraged in order to interact. People walking or walking slowly are considered indecisive while they are moving since it is hard to know their real intention. Naturally people's states would change, a person estimated being not interested could eventually interact with the robot.
C. Selecting Target Human and Action
The environment is classified into the following states:
• Single -No or one human present • Present -Two or more people are standing or passing, no one is approaching
• Approaching -Two or more people are approaching, no one is standing or passing
• Present and Approaching -At least one person is standing or passing and at least one is approaching The classification is done by considering how much time the actions take to perform. When several people are present, the robot will choose an action with low time consumption, while only one person present will give room for more time consuming actions. The Turn and Greet actions, which are both time consuming, will therefore be used with more care than the Look. The rules that are applied are found in table IV. When a target human has been found an action is selected according to the rules discussed above, the robot is instructed to act and continuously fed the current location of the target human. This pattern is broken if the target human leaves, if too long time has passed, the target human has approached or another person becomes more interesting.
VI. EXPERIMENT
A. Setup and Implementation
The experiment was conducted in our lab, imitating the setting of the field experiment at AEON. Four test subjects were recruited from another lab. They all have a background studying technical subjects and are familiar with robots, but no one had interacted with Robovie before.
1) Setup:
The setup was the same as at AEON, though, due to the size of the room, a smaller area was covered (Fig. 10) . Two doors were held open to let the test subjects pass back and forth. The test subjects were instructed to behave according to one of the four groups described in Section III-B, and were shown footage from the AEON experiment to get an idea of how people were behaving, and what distinguished the four groups.
2) Implementation: The experiment was divided into twelve sub experiments, each ten minutes long. Before these sub experiments took place, one test run was held in order to minimize novelty effects. The three robot behaviors described in Section IV-C were run four times each in a randomly selected order.
Throughout each sub experiment the test subjects entered individually through one of the doors, acted as they were instructed, and exited. This pattern was repeated until the end of the sub experiment. Before entering the room they picked an instruction on which of the four behaviors that should be imitated. The instructions were given randomly with the probability distribution given in Section III-B. The test subjects had no pre hand information about the different robot behaviors.
B. Evaluation
Two evaluations of the experiment have been performed. One is a first-person evaluation consisting of the test subjects' own impressions. For the second one 14 people gave their impressions from watching a compilation of video clips from the experiment. Fifteen clips were selected, five clips each for the robot's available behaviors, which gave a total of 210 data points. Each clip had two corresponding clips containing similar behavior among the test subjects, but different robot behavior. A seven grade scale was used (seven-natural, one-not natural). The following criteria were given on how to grade. (The last point is directed to the people watching the video.)
• The naturalness of the robot's behavior should be determined with the following as starting points: 1) How aware does the robot seem to be of people? 2) How does the robot respond to people's intentions? 3) How does the robot react to people's behavior?
• What the robot does when the person has approached the robot, shall not be regarded.
• The impression of how the robot behaves towards people collectively should be given.
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• The overall impression should be considered, how does the robot behave throughout the scene.
During the experiment the test subjects were instructed to evaluate each passage through the room, and the observers were asked to give one grade for each clip of the video. Fig. 11 shows a situation during one sub experiment. The test subject to the right in 11a (closest in 11b) is standing in the robot's public space, and thus classified as Not Interested. The person to the left is in 11a is leaving the area and classified as Not Interested. The person in the middle is walking slowly in the robot's social space. She is classified as Indecisive and the robot is currently targeting her by looking at her. The lines from the humans indicate direction of motion, and the line from the robot indicates the direction of the head.
1) Data analysis:
The data from the first and third person evaluation were treated separately and on both data sets a repeated measures analysis of variance (ANOVA) has been conducted. The Bonferroni method has then been applied to compare the performance of the different robot behaviors. The ANOVA showed a significant difference between the behaviors both for the first person analysis (F(2,747) = 82.340, p < .001), and the third person analysis (F(2,194) = 27.470, p < .001). Results from multiple comparisons with Bonferroni methods can be found in Table V . In Fig. 12 means and standard deviations are displayed.
2) Discussion: As expected, according to both first and third person evaluation the robot's behavior was experienced to be the most unnatural when acting in a random manner.
The analysis above shows that the test subjects found the active and passive behavior to be equally natural. There was however a difference in how the test subjects commented on their experience when classified as Indecisive or Hesitating. The robot sometimes appeared not able to follow the people moving around it when turning its body. At the same time, when using the passive behavior, the robot appeared too inactive when someone were standing for a period of time, a situation handled better by the active behavior. This can also be seen in the third person evaluation. The mean of the active and passive behaviors were about the same, but with a larger standard deviation for the active behavior. This suggests that the robot's Turn action is not necessary, and just looking should be enough for most cases, but to engage a hesitating person something else is needed. This is supported by Michalowski et al., who experienced missed opportunities of interactions when not actively initiating contact with hesitating people, as well as people not wanting to interact feeling bad when being addressed [7] .
VII. CONCLUSIONS
In this paper we have addressed the problem for a robot of detecting people at an early stage in order to act towards them in a natural way. People's interest in, and behaviors around a robot was observed and classified during a field trial. These classifications were mapped to classifications based on people's direction and position in relation to the robot, and on their velocity. During an experiment people were tracked and classified. Beliefs on how interested people seemed to be in the robot were generated and used by the robot to select a target human and an action. Three behaviors were developed with the purpose of evaluating their naturalness. One behavior where the robot actively tries to engage people, one behavior where the robot indicates awareness of people, and one behavior with random gestures and movements. The results show that the method is successful in making the robot behave naturally. The random behavior was as expected least natural, while the other two was considered about equally natural. The active behavior could be very encouraging to a hesitating person, but made the robot sometimes not being able to follow when turning and when several people were present. This situation was handled better by the passive behavior, but it was considered not to be enough when just looking at a standing person. This suggests that a combination of the two might have been more successful, to only use the robot's head for all situations apart from where a person is hesitating.
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