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Resumen
Supongamos que se produce un vector en forma conjunta. El
problema de reparto de costos es el como dividir el costo de pro-
duccio´n de este vector entre sus componentes. En este art´ıculo se
caracteriza axioma´ticamente una solucio´n para este tipo de proble-
mas basados en dos axiomas: s-sensibilidad y separabilidad. El
axioma de s-sensibilidad establece como debe cambiar la solucio´n
cuando ocurren pequen˜os cambios en la funcio´n de costos y el axioma
de separabilidad tiene la conotacio´n tradiconal. Se estudia el caso
discreto y se obtiene una solucio´n de manera axioma´tica.
Palabras clave: distribucio´n de costos, soluciones axioma´ticas, solucio-
nes inducidas por caminos, juegos cooperativos, sensibilidad.
Abstract
Suppose that a vector is produced jointly. We will consider the
problem of dividing the cost of production among a group of compo-
nents. In this paper we characterized a solution through two axioms,
s-sensibility and separability. The sensibility is a concept related to
the variations of a solution due to slight changes of the cost function
and the separability is standard. We study the discrete cost sharing
problem. We provide a axiomatic solution.
Keywords: cost sharing, axiomatic solutions, path-induced solutions,
cooperative games, sensibility.
Mathematics Subject Classification: 91A12, 91A40.
1 Introduccio´n
En este trabajo estudiamos el problema de reparto de costos de produccio´n
en el caso discreto; entendie´ndose dicho problema como aquel donde un
conjunto de agentes se unen para producir, ya sea porque hacerlo conjun-
tamente puede abaratar los costos o porque exista la necesidad de producir
as´ı. Cada agente tiene una demanda de produccio´n y el tipo de bienes que
se generan pueden ser distintos entre ellos. Aunque se puede pensar que
se tienen rendimientos crecientes a escala (lo cual motivar´ıa la produccio´n
conjunto) no se supone, ni tampoco lo opuesto.
Nosotros solucionamos el problema de manera axio´matica, es decir,
pedimos que las soluciones satisfagan un conjunto de supuestos generales
que nos permitan rechazar o aceptar soluciones hasta obtener un´ıvocamente
la solucio´n.
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Una herramienta apropiada para modelar los problemas de reparticio´n
de costos son los llamados juegos de eleccio´n multiple, un ejemplo de esto
lo tenemos en [3].
La aportacio´n ma´s importante en este art´ıculo es la de relacionar solu-
ciones entre problemas parecidos ; as´ı surge el concepto de sensibilidad.
En [1] el lector encontrara´ soluciones para nuestro problema pero en
el caso especial de dos jugadores, ah´ı se define un juego bipersonal y se
obtienen soluciones que son equilibrios de Nash, es trivial verificar que la
solucio´n del presente trabajo tambie´n es un equilibrio de Nash en aquel
contexto.
Por otra parte, en [4] se describen algunos me´todos de distribucio´n de
costos que se relacionan con nuestro trabajo: los me´todos por caminos.
En la siguiente seccio´n, presentamos el modelo matema´tico y en la
Seccio´n 3, mostramos el principal resultado de este trabajo; una caracte-
rizacio´n con dos axiomas. En la Seccio´n 4, tenemos las conclusiones.
2 Preliminares
2.1 Definiciones y notacio´n
En esta seccio´n describimos el modelo matema´tico de nuestro problema.
Sea N = {1, . . . , n} un conjunto finito de agentes, y m = (m1, . . . , mn)
el vector de demandas, donde cada mi es un entero mayor que cero, que
representa la cantidad que requiere producir el agente i. Adema´s sea,
M = {0, 1, . . . , m1} × · · · × {0, 1, . . . , mn}
y Mo = M\{0, m} donde 0 = (0, . . . , 0) ∈ Rn.
Dada la pareja (N,m) la cual supondremos fija a lo largo del trabajo,
definimos el espacio de problemas
GN,m = {c :M → R|c(0) = 0}.
GN,m es el espacio de problemas
1 para n agentes con vector de demanda
m. Definiendo la suma y el producto por escalar de manera usual tenemos
que GN,m es un espacio vectorial. Una solucio´n es una aplicacio´n
ϕ : GN,m → R
n,
1De hecho, a cada funcio´n c tambie´n se le conoce como funcio´n de costos pero durante
el desarrollo de este trabajo les llamaremos problemas.
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de manera que la componente ϕi(c) significa el pago asignado al agente i.
A cada r = (r1, . . . , rn) ∈ M le llamaremos nodo o vector de produccio´n
parcial si r = m y vector de produccio´n total si r = m.
Ejemplo 2.1 Supongamos que en una empresa editorial, se tienen que
producir de manera conjunta un tiraje de 3000 unidades de un nuevo libro
de texto y 4000 cata´logos, el agente 1 es el responsable de la produccio´n
de libros mientras que el agente 2, de los cata´logos; las producciones se
dan en lotes de millares, es decir N = {1, 2} y m = (3, 4). Los costos de
produccio´n por millar en cierta unidad monetaria se listan a continuacio´n
c =

0 8 14 15
12 19 20 25
20 22 26 28
21 23 30 33
24 29 35 40

donde c(i, j) es el costo conjunto de producir i millares de libros para
el agente 1 y j millares de cata´logos para el agente 2; el costo total de
produccio´n conjunta es c(3, 4) = 40. Note que tanto las columnas, como
los renglones, se indexan desde cero.
3 Una solucio´n obtenida con dos axiomas
El resultado principal de este trabajo es una solucio´n obtenida, pidiendo
que esta tenga dos propiedades – ŝ-sensibilidad y separabilidad – que a
continuacio´n definimos y explicamos.
Primero, presentamos una base para el espacio de problemas. Para
cada r ∈M\
{
0
}
definimos el problema Er : M → R como sigue:
Er(y) :=
{
1, si y = r
0, si y = r.
Es claro que {Er}r∈M\{0} es una base para el espacio de problemas.
3.1 Sensibilidad.
A continuacio´n introducimos el principal concepto en este trabajo.
Sea s : M0 → Rn una funcio´n dada por sk((r1, . . . , rn)) :=
rk
mk
con
k ∈ N. Es decir para cada nodo r = (r1, . . . , rn) de produccio´n parcial,
sk asigna un valor para el k− e´simo agente que es creciente con respecto
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a su produccio´n parcial, por ejemplo si rk = mk entonces el agente k ya
cumplio´ con su demanda total de produccio´n por lo que r ser´ıa un nodo
muy importante para e´l, y as´ı sk asignar´ıa el valor de 1.A su vez si existe
j tal que rj = 0 entonces el agente j podr´ıa tener poco intere´s por el nodo
r, en este caso el valor de sk ser´ıa de cero.
Se pueden definir ma´s funciones como la anterior que modelen criterios
de “asignacio´n de importancia” a los nodos por parte de los agentes, por
ejemplo,si se consideran ahora la proporcio´n de unidades producidos en el
nodo r con respecto a la demanda total
∑
i∈N
mi o a la produccio´n parcial
conjunta
∑
i∈N
ri tendr´ıamos respectivamente las funciones s
1 y s2 definidas
por
s1i (r) =
ri
m1+...+mn
y s2i (r) =
ri
r1+...+rn
.
Al conjunto de todas las funciones con dominio M0 y contradominio Rn
lo denotaremos con S y a cada s ∈ S le llamaremos una funcio´n de sen-
sibilidad y sk(r) se interpreta como la valoracio´n que el k-e´simo agente le
esta´ dando al nodo r.
Ahora estamos en condiciones de definir soluciones s-sensibles:
Definicio´n 3.1 Sea ϕ : GN,m → R
n una solucio´n. Dada s ∈ S, decimos
que ϕ es s-sensible, si para todo c ∈ GN,m,
∂ϕ(c)
∂Er
= s(r) ∀r ∈Mo donde
∂ϕ(c)
∂Er
:= lim
h→0
ϕ(c+ hEr)− ϕ(c)
h
.
Esta propiedad indica que la variacio´n de ϕ en cada nodo distinto de
m queda determinado por s. En particular, si ϕ es una solucio´n lineal,
entonces ϕ(Er) = s(r) ∀r ∈Mo.
3.1.1 Soluciones s-sensibles
Dadas s ∈ S y c ∈ GN,m, definimos:
ϕh,s(c) := h(c(m)) +
∑
r∈Mo
c(r)s(r)
donde h es una funcio´n arbitraria.
Teorema 3.1 Dada s ∈ S, ϕ es s-sensible s´ı y so´lo s´ı ϕ = ϕh,s, para
alguna h : R→ Rn.
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Prueba: Si ϕ(c) = h(c(m)) +
∑
x∈M0 c(x)s(x) para alguna h, entonces,
si r ∈M0
∂ϕ
∂Er
(c) = s(r).
Para el rec´ıproco, supongamos que ϕ = (ϕ1, . . . , ϕn) es s-sensible.
En primer lugar, observe que si f : Rk → R es una funcio´n diferen-
ciable, tal que para toda x = (x1, . . . , xk) ∈ R
k se tiene que ∂f
∂xr
(x) = sr,
r : 1, . . . , k − 1, donde las sr son constantes, entonces -por el teorema del
valor medio de ca´lculo-
f(x1, . . . , xk) = s1x1 + · · ·+ sk−1xk−1 + g(xk)
para alguna funcio´n diferenciable g. Ahora, ∂ϕ∂Er (c) = s(r), para toda c y
para toda r ∈M0, se traduce en que para cada i : 1, . . . , n
∂ϕi
∂Er
(c) = si(r)
y por lo tanto, segu´n lo anterior
ϕi(c) =
∑
r∈M0
c(r)si(r) + hi(c(m))
para alguna funcio´n diferenciable hi.
Corolario 3.1 ϕ es lineal y s-sensible si, y so´lo si ϕ = ϕh,s con h lineal.
3.2 Separabilidad
Existen problemas en los que los agentes no se benefician, ni se perjudican,
con la produccio´n conjunta, es decir, el costo de la produccio´n conjunta
so´lo es la suma de los costos individuales cuando producen por separado.
Si este es el caso, pediremos que la solucio´n para el caso de la produccio´n
conjunta, sea que cada quien pague lo suyo.
Definicio´n 3.2 Se dira´ que c ∈ GN,m es un problema con costos in-
dependientes entre agentes si existen funciones f1, . . . , fn : R→ R con
fi(0) = 0, tales que
c(r) =
∑
i∈N
fi(ri)
para todo r = (r1, . . . , rn) ∈M .
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Definicio´n 3.3 Se dira´ que ϕ es separable si para todo problema con cos-
tos independientes c (como en la definicio´n anterior), se cumple que
ϕ(c) = (f1(m1), . . . , fn(mn)).
Si los costos son independientes entre los agentes, entonces cada agente
paga el costo de su produccio´n.
3.3 Sensibilidad inducida por caminos
Sea m = (m1, . . . , mn), como antes, el vector de demandas y denotemos
por m(N ) = m1 + . . .+mn. Supongamos que se tiene una secuencia de
produccio´n la cual consiste de m(N ) etapas. En cada etapa se produce
uno de los art´ıculos de alguno de los agentes. Un pago “natural” asociado
a dicha secuencia, ser´ıa que cada agente pagara la suma de los costos
marginales de sus productos. A continuacio´n explicamos con ma´s detalle
lo que significa.
Definimos primero el concepto de camino: un camino es una funcio´n
pi : {0, 1, . . . , m(N )} →M
con pi(0) = 0, pi(m(N )) = m y tal que para todo t ∈ {1, 2, . . . , m(N )} se
cumpla que: pi(t)− pi(t− 1) = ei para algu´n i ∈ N donde ei es el i-e´simo
vector de la base cano´nica en Rn. Debemos ver a un camino como una
secuencia de produccio´n; en el Ejemplo 2.1 un camino es el siguiente (ver
Figura 1):
pi(0) = (0, 0) pi(1) = (0, 1) pi(2) = (1, 1) pi(3) = (2, 1)
pi(4) = (3, 1) pi(5) = (3, 2) pi(6) = (3, 3) pi(7) = (3, 4)
lo que significa que el agente 2 hace el primer producto, luego el agente 1
hace consecutivamente tres productos y finalmente, el agente 2 hace tres
productos ma´s, para completar el total.
Al conjunto de caminos lo denotamos con Π. No´tese que la cardinali-
dad de Π es |Π| = m(N)!
m1!···mn!
.
Dado un camino pi, tenemos que el art´ıculo t− e´simo en ese camino es
producido por el agente k si pi(t)− pi(t− 1) = ek luego entonces decimos
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Figura 1: Ejemplo de secuencia de produccio´n
que el costo marginal del t − e´simo producto es c(pi(t)) − c(pi(t − 1)),
si asignamos este costo al agente k y luego sumamos todos los costos
marginales por agente estaremos definiendo una solucio´n ϕpi : GN,m → R
n
dada por:
ϕpi(c) =
m(N)∑
t=1
[c(pi(t))− c(pi(t− 1))] [pi(t)− pi(t− 1)] ;
Observe que ϕpi es lineal. En el caso del camino pi de la figura 1 y
para el problema c del Ejemplo 2.1, se tiene que ϕpi(c) = [12− 0] (0, 1)+
[19− 12] (1, 0) + [20− 19] (1, 0) + [25− 20] (1, 0) + [28− 25] (0, 1) +
[33− 28] (0, 1)+ [40− 33] (0, 1) = (13, 27).
Sea r un nodo y pi un camino que pasa por r al tiempo t0, esto es,
pi(t0) = r; entonces, si 0 < t0 < m(N ) tenemos la siguiente situacio´n (ver
Figuras 2 y 3):
pi(t0)− pi(t0 − 1) = pi(t0 + 1)− pi(t0)
o
pi(t0)− pi(t0 − 1) = pi(t0 + 1)− pi(t0).
En el primer caso tenemos que un mismo agente esta produciendo
dos art´ıculos de manera consecutiva mientras que en el segundo hay dos
agentes distintos (digamos l y j).
En particular, para el problema Er, tenemos que ϕpi(Er) = 0 en el
primer caso mientras que para el segundo, ϕpi(Er) = el − ej donde hemos
supuesto que pi(t0)−pi(t−1) = e
l y pi(t0+1)−pi(t0) = e
j. Luego, en este
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Figura 2: Primera situacio´n posible
Figura 3: Segunda situacio´n posible
ultimo caso, el agente l paga 1 mientras que el agente j recibe 1 (paga
−1). As´ı para cada k ∈ N y r ∈Mo definimos los conjuntos:
Dk(r) = {pi ∈ Π | ϕ
pi
k(E
r) = 1}
y
Ak(r) = {pi ∈ Π | ϕ
pi
k(E
r) = −1} .
Obse´rvese que pi ∈ Dk(r) significa que el agente k paga 1 en el problema
Erusando el camino pi mientras que pi ∈ Ak(r) implicar´ıa que el mismo
agente recibir´ıa 1 para el mismo problema.
Ahora, definimos la funcio´n ŝ como sigue: ŝ : Mo → Rn, tal que:
ŝk(r) =
1
|Π|
[| Dk(r)| − | Ak(r)|]
a ŝ le llamaremos sensibilidad inducida por caminos.
ŝk(r) esta contando para el problema E
r la proporcio´n de la diferencia
(para el agente k) de caminos desfavorables (pago de +1) vs caminos favo-
rables (pago de −1) con respecto al total de caminos. As´ı ŝ esta valorando
(para todos los caminos) que implicaciones tiene pasar por cada uno de
los nodos (el nodo r se analiza en el problema ba´sico Er); dependiendo del
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nodo, cada agente identifica caminos buenos, malos e indiferentes. A con-
tinuacio´n veremos como esta funcio´n de sensibilidad ŝ induce una solucio´n
que promedia a lo largo de todos los caminos.
3.4 Una solucio´n
El principal resultado de este art´ıculo es un valor caracterizado con dos
axiomas: ŝ-sensibilidad y separabilidad. El teorema ma´s importante del
trabajo es el siguiente:
Teorema 3.2 Sea ŝ la funcio´n de sensibilidad definida anteriormente en-
tonces existe una u´nica solucio´n que satisface ŝ-sensibilidad y separabili-
dad. Dicha solucio´n esta dada por:
ψ(c) :=
c(m)
m(N )
m+
∑
r∈Mo
c(r)ŝ(r).
De hecho, ψ coincide con la solucio´n que se obtiene de promediar los costos
marginales inducidos por los caminos. A saber,
ψ(c) =
1
|Π|
∑
pi∈Π
ϕpi(c).
Antes de ver la demostracio´n, notemos que el te´rmino c(m)
m(N)
m se puede
interpretar como un reparto de costos proporcional a la demanda y la suma∑
r∈Mo
c(r)ŝ(r) como el te´rmino de “correccio´n”2 que depende de ŝ y de los
nodos.
Prueba: Mostraremos que
ψ(c) :=
c(m)
m(N )
m+
∑
r∈Mo
c(r)ŝ(r)
es ŝ-sensible y separable, que es u´nica y que
c(m)
m(N )
m+
∑
r∈Mo
c(r)ŝ(r) =
1
|Π|
∑
pi∈Π
ϕpi(c).
Primero mostramos la u´ltima asercio´n; Para cualquier pi ∈ Π y x ∈ Mo,
ya vimos que ϕpi(Ex) = 0 o ϕpi(Ex) = el − ej para algu´n l y j en N con
2Se esta compensando (y acumulando con la suma) a cada jugador, en cada nodo,
de manera proporcional al costo de produccio´n parcial, el factor de proporcionalidad es
precisamente la importancia del nodo (definida por la funcio´n de sensibilidad ŝ)
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l = j. As´ı,
∑
pi∈Π
ϕpii (E
x) = | Di(x)| − | Ai(x)| , para todo i ∈ N . Luego
entonces
ψi(E
x) =
Ex(m)
m(N )
mi +
∑
r∈Mo
Ex(r)ŝi(r) = ŝi(x) =
=
| Di(x)| − | Ai(x)|
|Π|
=
1
|Π|
∑
pi∈Π
ϕpii (E
x)
Si x = m entonces
ψi(E
m) =
Em(m)
m(N )
mi +
∑
r∈Mo
Em(r)ŝi(r) =
1
m(N )
mi =
1
|Π|
∑
pi∈Π
ϕpii (E
m).
La ultima desigualdad se sigue del hecho de que ϕpii (E
m) = 1 si pi es un
camino que pasa por el nodo m− ei (para el resto de los caminos el valor
es cero) y en total hay [m(N)−1]!
m1!···(mi−1)!···mn!
de estos caminos, si multiplicamos
por 1|Π| obtenemos
1
m(N)mi.
Como ψ y 1|Π|
∑
pi∈Π
ϕpii son ambas lineales y coinciden en la base, son
iguales.
A continuacio´n vamos a probar que ψ satisface separabilidad. Para ello
usaremos la igualdad ψ(c) = 1|Π|
∑
pi∈Π
ϕpi(c) que se probo anteriormente.
Sea, entonces, c un problema con costos independientes entre agentes,
dado por c(y) =
∑
i∈N
fi(yi), entonces, para cada pi ∈ Π,
ϕpi(c) =
m(N)∑
t=1
[c(pi(t))− c(pi(t− 1))] [pi(t)− pi(t− 1)] =
=
m(N)∑
t=1
[∑
i∈N
[fi(pii(t))− fi(pii(t− 1))]
]
[pi(t)− pi(t− 1)] .
Para cada k ∈ N , sea Tk =
{
t | pi(t)− pi(t− 1) = ek
}
entonces
ϕpik(c) =
∑
t∈Tk
[∑
i∈N
[fi(pii(t))− fi(pii(t− 1))]
]
obse´rvese que i = k implica
que
fi(pii(t)) = fi(pii(t− 1)), luego:
ϕpik (c) =
∑
t∈Tk
[fk(pik(t))− fk(pik(t− 1))] = fk(mk)− fk(0) = fk(mk)
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as´ı que
ϕpi(c) = (f1(m1), . . . , fn(mn))
y como esta igualdad es va´lida para todo pi ∈ Π, entonces:
ψ(c) =
1
|Π|
∑
pi∈Π
ϕpi(c) = (f1(m1), . . . , fn(mn)).
Observe que el Teorema 3.1 implica que ψ es ŝ-sensible. La unicidad se
sigue tambie´n del Teorema 3.1: Sea ϕh,ŝ una solucio´n ŝ-sensible y supon-
gamos que tambie´n es separable. Sea t ∈ R arbitrario, entonces para el
problema de costos independientes c, con
f1(k) =
{
0, si k < m1
t, si k = m1
y f2 = . . .= fn = 0.entonces por separabilidad
(t, 0, . . . , 0) = ϕh,ŝ(c) = h(t) +
∑
r =m|r1=m1
tŝ(r)
lo cual implica que a lo ma´s existe una forma de elegir la funcio´n h.
Observe que si definimos las soluciones θ y ω por
θ(c) =
∑
r∈Mo
c(r)ŝ(r) y ω(c) = (ω1(c), . . . , ωn(c))
donde ωi(c) = c(0, . . . , mi, . . .0); trivialmente se sigue que θ es una solucio´n
ŝ-sensible pero no separable mientras que ω es separable pero no ŝ-sensible.
As´ı que hay independencia entre los axiomas.
4 Conclusiones
Comenzando con la nocio´n de sensibilidad y separabilidad, propusimos
una funcio´n de sensibilidad ŝ y obtuvimos la solucio´n de los promedios de
los caminos, que denotamos con ψ, la cual corrresponde a la solucio´n del
Me´todo de Aumman-Shapley ([2]) para el problema general discreto de
reparto de costos y tambie´n corresponde a la solucio´n de Nouweland en el
contexto de juegos de eleccio´n multiple.
Es importante sen˜alar que en este trabajo no estamos suponiendo que
la funcio´n de costos sea creciente. Otro resultado u´til que obtuvimos es la
expresio´n de las soluciones s-sensibles para cualquier funcio´n de sensibili-
dad s. En particular, debemos observar que a lo ma´s existe una solucio´n
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s-sensible y separable para cada s. Quiza´s, en algunos casos, dada s,no
exista una solucio´n s-sensible y separable.
La funcio´n de sensibilidad ŝ nos indujo la solucio´n de los promedios,
lo que puede significar que tenemos una adecuada funcio´n de sensibili-
dad, sin embargo, un nuevo problema de investigacio´n es buscar ma´s fun-
ciones de sensibilidad, incluso dar una axiomatizacio´n en segundo grado
que determine una u´nica funcio´n de sensibilidad. Adema´s a partir de este
trabajo podemos identificar las funciones de sensibilidad para las solu-
ciones existentes en la literatura, por ejemplo, las soluciones igualitaria
(εi(c) :=
c(m)
N
) y proporcional (ηi(c) :=
c(m)mi
m1+...mn
) son cero-sensibles es
decir s ≡ 0.
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