Abstract. In this paper, a splitting algorithm is investigated for zero and fixed points of nonlinear operators. A weak convergence theorem is established in a uniformly convex and 2-uniformly smooth Banach space. An application to an equilibrium problem is provided to support our main results.
INTRODUCTION
Throughout this paper, we always assume that B is a reflexive Banach space. Let C be a nonempty closed and convex subset of B and let B * be the topological dual space of B. Let Pro j B C : B → C be a mapping. Pro j B C is said to be (1) sunny if for each x ∈ C and t ∈ (0, 1), we have Pro j B C (1 − t)Pro j B C x + tx = Pro j B C x; (2) contraction if (Pro j B C ) 2 = Pro j B C ; (3) sunny nonexpansive retractction if Pro j B C is contractive, sunny and nonexpansive. Let T : C → C be a mapping. Throughout this paper, we always use Fix(T ) to denote the fixed-point set of T . Recall that T is said to be contractive iff there exists a constant κ ∈ (0, 1) such that T x − Ty ≤ κ x − y , ∀x, y ∈ C.
From the celebrated Banach fixed-point theorem, we know that Fix(T ) is not empty. The classical iterative method to deal with contractive mappings is the Picard iterative method. Recall that T is said to be nonexpansive iff T x − Ty ≤ x − y , ∀x, y ∈ C.
The class of nonexpansive mappings is more general than the class of contractive mappings. For nonexpansve mappings, their fixed-point sets may be empty. Let B = l 1 : all sequences {x n } such that ∑ |x n | < ∞ x n 1 = ∑ |x n |. Let T : l 1 → l 1 be the shift operator: T x n = (0, x 1 , x 2 , · · · ) C := {{x n } : x n ≥ 0, x n 1 = 1}.
Then T : C → C is a nonexpansive mapping without a fixed point. Another example, in the framework of infinite dimensional spaces, is from Alspach [1] . Let Then T : C → C is a nonexpansive mapping without a fixed point. In 1965, Browder [2] proved that if C is also bounded, closed and convex and B is a uniformly convex, then fixed-point sets of nonexpansive mappings are not empty; see also Kirk [3] . Mann-like iterative methods are popular and efficient to deal with fixed points of nonexpansive mappings; see [4, 5, 6, 7, 8] and the references therein.
Next, we denote the value of x * ∈ B * at x ∈ B by x, x * . For a sequence {x n } in B, we denote strong convergence of {x n } to x ∈ B by x n → x and weak convergence by x n x.
Let q be a given real number with q > 1. The generalized duality mapping J q : B → 2 B * is defined by
In particular, J 2 is called the normalized duality mapping. Next, we use J to denote the normalized duality mapping. It is known that
It is known that normalized duality mapping J has the following properties [9] :
(1) if E is reflexive, then J is surjective; (2) if E is strictly convex, then J is one-to-one and x − y, x * − y * > 0, where x * ∈ J(x) and y * ∈ J(y), holds for all x = y; (3) if E is smooth, then J is single-valued; (4) if E is uniformly smooth, then J is uniformly norm-to-norm continuous on each bounded subset of B.
Recall that a mapping A : C → B is said to be inverse-strongly accretive iff there exist j(x − y) ∈ J(x − y) and a constant α > 0 such that
Let M : Dom(M) ⊂ B → 2 B be a set-valued operator with domain Dom(M) = {z ∈ B : Mz = / 0} and range Ran(M) = ∪{Mz : z ∈ Dom(M)}. Recall that M is said to be accretive iff, for all λ > 0 and for each x, y ∈ Dom(M),
The accretive operators were introduced independently in 1967 by Browder [11] and Kato [12] . From Kato [12] , A is accretive iff, for x, y ∈ Dom(A), there exists j(x − y) ∈ J(x − y) such that
where u ∈ Mx and v ∈ My. An accretive operator M is said to be m-accretive if Ran(I + λ A) = E for all λ > 0. In a Hilbert space, it is maximal monotone.
In this paper, we consider the following problem: finding a point x, which is both a fixed point of a strict pseudocontraction T and a zero point of the sum of an m-accretive mapping M and inverse-strongly accretive mapping S, that is,
This problem includes fixed point problem and operator splitting problems as special cases. In the framework of Hilbert spaces, the accretivity coincides the monotonicity. Recently, Iterative methods have been introduced and investigated for solving the above problem in Hilbert spaces; see [13, 14, 15, 16] and the references therein. In the framework of Banach spaces, metric projections and resolvents may not be nonexpansive. There are relatively few results in the framework of Banach spaces, we refer the reader to [17, 18, 19, 21, 22] and the references therein. The aim of this paper is to present a new weakly convergent method in a uniformly convex and 2-uniformly smooth Banach space. The rest of this paper is organized as follows. In Section 2, necessary preliminaries are provided. In Section 3, the weakly convergent method is presented and an application is also provided.
PRELIMINARIES
Recall that a Banach space B is said to be uniformly convex if for each ε > 0 there is a δ > 0 such that, x, y ∈ B with x ≤ 1, y ≤ 1 and x − y ≥ ε, x + y ≤ 2(1 − δ ) holds.
Let N B = {x ∈ B : x = 1}. The norm of B is said to be Gâteaux differentiable if the limit lim t→0 ( x t + y − x t ) exists for each x, y ∈ N B . In this case, B is said to be smooth. The norm of B is said to be uniformly Gâteaux differentiable if for each y ∈ N B , the limit is attained uniformly for all x ∈ N B . The norm of B is said to be Fréchet differentiable if for each x ∈ N B , the limit is attained uniformly for all y ∈ N B . The norm of B is said to be uniformly Fréchet differentiable if the limit is attained uniformly for all x, y ∈ N B .
Recall that a mapping T : C → C is said to be closed at y if x n → x and T x n → y imply that T x = y. Recall that T : C → C is said to be demiclosed at y if x n x and T x n → y imply that T x = y.
Recall that a Banach space B is said to have the Kadec-Klee property if a sequence x n x and x n → x , then x n → x. It is known that if B is uniformly convex, then it has the Kadec-Klee property; see [23] for more details.
Next, we list some necessary lemmas.
Lemma 2.1 ([24]
). Let C be a nonempty closed convex and bounded subset of a real uniformly convex Banach space B. Then there is a strictly increasing and continuous convex function ψ : [0, ∞) → [0, ∞) with ϕ(0) = 0 such that, for each nonexpansive mapping T on C, ∀x, y ∈ C and ∀t ∈ [0, 1],
Lemma 2.2 ([9]). A Banach space E is uniformly convex if and only if there exists a continuous strictly increasing convex function
for all x, y ∈ {x ∈ B : x ≤ r}, where r > 0 is some real number, and a ∈ [0, 1].
Lemma 2.3 ([9]
). Let B be a real 2-uniformly smooth Banach space. Then the following inequality holds: x + y 2 − x 2 ≤ 2 y, j(x + y) , ∀x, y ∈ B, and x
where ϒ is the smooth constant.
Lemma 2.4 ([25]
). Let C be a nonempty closed convex subset of a real uniformly convex Banach space B. Let T : C → C be a strict pseudocontraction. Then I − T is demiclosed at the origin.
Lemma 2.5 ([10]
). Let B be a real uniformly convex Banach space. Let B * the dual space of B such that it has the Kadec-Klee property. Suppose that {x n } is a bounded sequence such that lim n→∞ (1 − a)p 1 + ax n − p 2 exists for all a ∈ [0, 1] and p 1 , p 2 ∈ ω w (x n ), where ω w (x n ) := {x : ∃x n i x} denotes the weak ω-limit set of {x n } Then ω w (x n ) is a singleton.
Lemma 2.6 ([10]
). Let B be a real Banach space and let C be a nonempty closed and convex subset of B. Let S : C → B be a single valued operator and let M : B → 2 B be an m-accretive operator. Then
where λ is any positive real number.
MAIN RESULTS
Theorem 3.1. Let B be a 2-uniformly smooth (with smooth constant ϒ) and uniformly convex Banach space. Let C be a nonempty closed convex subset of B and let Pro j B C be the sunny nonexpansive retractction from B onto C. Let S : C → E be an inverse-strongly accretive operator with the constant α > 0, M : Dom(M) ⊂ B → 2 B an m-accretive operator and T : C → B a κ-strict pseudocontraction such that (S + M) −1 (0) ∩ Fix(T ) = / 0. Let {x n } be a sequence defined by: x 0 ∈ C and
n ≥ 0, where {λ n } is a positive number sequence, and {α n } and {β n } are real number sequences in (0, 1). Assume that λ ≤ λ n ≤ λ < α ϒ 2 , where λ and λ are two constants, 0 < α ≤ α n ≤ α < 1, where α and α are two constants, and β ≤ β n ≤ κ ϒ 2 , where β > 0 is a constant. Then {x n } converges weakly to some point in Fix(T ) ∩ (S + M) −1 (0).
Proof. The proof is split into the following three steps.
Step 1. Show that both sequence {x n } and sequence {y n } are bounded. Since Fix(T ) ∩ (S + M) −1 (0) is assumed to be nonempty, we can fix an element in Fix(T ) ∩ (S + M) −1 (0), say, x * . Since S is an inverse-strongly accretive operator, we have
Set y n = (1 − β n )x n + β n T x n and Λ n = x n − λ n Sx n . Using Lemma 2.3, we see that
This in turn implies that
Note that
Using Lemma 2.3, we see that
This shows that y n − x * ≤ x n − x * for each n ≥ 1. It follows that
This implies that lim n→∞ x n − p . Hence, {x n } is a bounded sequence. From (3.3), we see that {y n } is also a bounded sequence. This completes that both sequence {x n } and sequence {y n } are bounded.
Step 2. ω w (x n ) ⊂ (S + M) −1 (0) ∩ Fix(T ), where ω w (x n ) is the weak limit set of {x n }. Set ξ n = (I + λ n M) −1 (x n − λ n Sx n ). Since M is an m-accretive operator, we have
Hence,
This shows that
On the other hand, it follows Lemma 2.2 that
where ψ is an appropriate constant. So,
Using the property of ϕ, we find that lim n→∞ ξ n − y n = 0. Since · 2 is a convex function, we also have
Using Lemma 2.2, we find that
(3.6) Substituting (3.6) and (3.5) yields that
From (3.7), we have
where τ is an appropriate constant. This implies that lim n→∞ Sx n − Sx * = 0.
From (3.7), we also have
where ν is an appropriate constant. This implies that
Using the property of ϕ, we find that
In view of
we arrive at lim n→∞ ξ n − x n = 0.
It follows from (3.4) that lim
This shows that lim
Note that x n − T x n ≤ x n − ξ n + ξ n − y n + y n − T x n ≤ x n − ξ n + ξ n − y n + (1 − β n ) x n − T x n .
This implies that lim
Since (I +λ M) −1 (I −λ S) has the property of nonexpansivity, we find that ω w (x n ) ⊂ (I +λ M) −1 (I −λ S).
Since T is a strict pseudocontraction, we find from Lemma 2.4 that ω w (x n ) ⊂ Fix(T ). This proves that
Step 3. ω w (x n ) is a singleton, which completes the whole proof. Next, putting T n = β n T + (1 − β n )I, we see from Lemma 2.3 that, ∀x, y ∈ B,
This shows that T n is a nonexpansive mapping for each n ≥ 1. Define mappings W n : C → C by
and set
It follows that W n,m x n = x n+m . Note that
This shows that each W n has the property of nonexpasivity. For all t ∈ [0, 1] and n, m ≥ 1, put
where p 1 and p 2 are in (S + M) −1 (0) ∩ Fix(T ). By virtue of Lemma 2.1, one has
which shows that {c n,m } converges uniformly to zero as n → ∞ for all m ≥ 1. Note that
from which it is not hard to see for each t ∈ [0, 1] that lim n→∞ b n (t) exists. Using Lemma 2.5, we find that ω w (x n ) is a singleton set. This proves the theorem.
If T is nonexpansive, that is, κ = 1 2 , we find the following result immediately. 
n ≥ 0, where {λ n } is a positive number sequence, and {α n } and {β n } are real number sequences in (0, 1). Assume that λ ≤ λ n ≤ λ < α ϒ 2 , where λ and λ are two constants, 0 < α ≤ α n ≤ α < 1, where α and α are two constants, and β ≤ β n ≤ 1 2ϒ 2 , where β > 0 is a constant. Then {x n } converges weakly to some point in Fix(T ) ∩ (S + M) −1 (0).
Furthermore, if T is an identity mapping, we have the following result immediately.
Corollary 3.3. Let B be a 2-uniformly smooth (with smooth constant ϒ) and uniformly convex Banach space. Let C be a nonempty closed convex subset of B and let Pro j B C be the sunny nonexpansive retractction from B onto C. Let S : C → E be an inverse-strongly accretive operator with the constant α > 0 and let M : Dom(M) ⊂ B → 2 B be an m-accretive operator such that (S + M) −1 (0) = / 0. Let {x n } be a sequence defined by: x 0 ∈ C and
n ≥ 0, where {λ n } is a positive number sequence, and {α n } is a real number sequence in (0, 1).
, where λ and λ are two constants, 0 < α ≤ α n ≤ α < 1, where α and α are two constants. Then {x n } converges weakly to some point in (S + M) −1 (0).
We remark here that a typical example of both uniformly convex and 2-uniformly smooth Banachs is L 2 . In addition, if the domain of M is included in C, then Pro j B C can be removed from all the above convergence theorems.
Finally, we give an applications to equilibrium problems in a Hilbert space H. Let C be a nonempty closed and convex subset of H. Let F be a bifunction of C ×C into R, where R denotes the set of real numbers. Recall the following equilibrium problem.
Find x ∈ C such that F(x, y) ≥ 0, ∀y ∈ C.
To study the equilibrium problem, we may assume that F satisfies the following conditions:
(C2) for each x ∈ C, y → F(x, y) is convex and weakly lower semi-continuous, (C3) F(x, y) + F(y, x) ≤ 0 for all x, y ∈ C; (C4) F(x, x) = 0 for all x ∈ C; If F(x, y) = Ax, y − x , where A : C → H is some monotone operator, for every x, y ∈ C, we see that the equilibrium problem is reduced to a monotone variational inequality problem. Further, define T r x = {z ∈ C : y − z, z − x + rF(z, y) ≥ 0, ∀y ∈ C} (3.11)
for all r > 0 and x ∈ H. Then (a) T r is single-valued firmly nonexpansive, i.e.,
T r x − T r y 2 ≤ T r x − T r y, x − y , ∀x, y ∈ H;
(b) Fix(T r ) = EP(F), where EP(F) denotes the solution set of the equilibrium problem, is closed and convex.
Lemma 3.5.
[29] Let C be a nonempty closed convex subset of a real Hilbert space H. Let F a bifunction from C ×C to R with conditions (C1)-(C4) and let A F be a multivalued mapping on H defined by
{z ∈ H : y − x, z ≤ F(x, y), ∀y ∈ C}, x ∈ C. With the above tools, we can find the following result immediately.
Theorem 3.6. Let H be a Hilbert space and let C be a nonempty closed convex subset of H. Let T : C → B be a κ-strict pseudocontraction. Let F a bifunction from C ×C to R with conditions (C1)-(C4). Assume that EP(F) ∩ Fix(T ) = / 0, where EP(F) denote the solution set of the equilibrium problem. Let {x n } be a sequence defined by: x 0 ∈ C and x n+1 = (1 − α n )z n + α n (1 − β n )x n + β n T x n , n ≥ 0, where z n ∈ C such that u − z n , z n − x n + λ n F(z n , u) ≥ 0, ∀u ∈ C.
{λ n } is a positive number sequence, and {α n } and {β n } are real number sequences in (0, 1). Assume that λ ≤ λ n ≤ λ < α ϒ 2 , where λ and λ are two constants, 0 < α ≤ α n ≤ α < 1, where α and α are two constants, and β ≤ β n ≤ 2κ, where β > 0 is a constant. Then {x n } converges weakly to some point in Fix(T ) ∩ EP(F).
Proof. From Lemma 3.5, we find that the iterative method in Theorem 3.6 can be rewritten as x n+1 = (1 − α n )T λ n x n + α n (1 − β n )x n + β n T x n , where T λ n = (I + rA F ) −1 ,
{z ∈ H : y − x, z ≤ F(x, y), ∀y ∈ C}, x ∈ C.
On the other hand, smooth constant ϒ is 1 √ 2 in the framework of Hilbert spaces. From Theorem 3.1, we can obtain the desired conclusion immediately.
