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Abstract
We say that a rectangular matrix over a ring with identity is totally nonsingular (TNS) if
for all k, all its relevant submatrices, either having k consecutive-rows and the first k columns,
or k consecutive-columns and the first k rows, are invertible. We prove that a matrix is TNS if
and only if it admits a certain factorization with bidiagonal-type factors and certain invertible
entries. This approach generalizes the Loewner–Neville factorization usually applied to totally
positive matrices. © 2000 Elsevier Science Inc. All rights reserved.
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1. Introduction and preliminaries
In a recent paper [3], the authors obtained a factorization of a square matrix A over
a ring, R, with identity which satisfied the consecutive-row and consecutive-column
properties. This factorization, which is unique, was called the Loewner–Neville fac-
torization of A. In this paper, we intend to generalize this result to arbitrary m n
rectangular matrices and present some applications.
 Corresponding author.
E-mail addresses: fiedler@math.cas.cz (M. Fiedler), markham@math.sc.edu (T.L. Markham)
1 Supported by grant GAAV A1030701.
0024-3795/00/$ - see front matter ( 2000 Elsevier Science Inc. All rights reserved.
PII: S 0 0 2 4 - 3 7 9 5 ( 9 9 ) 0 0 2 2 3 - 2
162 M. Fiedler, T.L. Markham / Linear Algebra and its Applications 304 (2000) 161–171
We would like to mention a little of the background, which leads us to our present
problem. Whitney [7] noted that for totally positive matrices, a reduction scheme
could be employed to simplify the form. Loewner [6] noted that Whitney’s reduction
gave a parametric representation of the nonsingular totally positive matrices into the
product of a lower-triangular matrix and an upper-triangular matrix decomposed into
bidiagonal factors. Later, Cryer [1] showed that a totally positive matrix has an LU
factorization, and he examined the role of the individual factors, but he seems to have
been unaware of the results of Whitney and Loewner. More recently, Gasca and Pena
[4] have revisited the connection between total positivity and Neville elimination to
obtain a Whitney-type factorization.
Our previous paper [3], in brief, focused on two observations with regard to the
unique factorization of a matrix; namely, invertibility and the underlying ring struc-
ture. We left the notion of total positivity, replacing it by invertibility, and observed
that the factorization was valid over a noncommutative ring with identity.
Let R be a noncommutative ring with identity 1, and let A be an m n matrix
over R. Let M D f1; : : : ;mg and N D f1; : : : ; ng. If I  M;J  N , then A.I jJ /
denotes the submatrix of A whose row indices lie in I and whose column indices lie
in J. If aij is an entry of A, we say its relevant submatrix is
A.ij/ D A.i − j C 1; : : : ; ij1; : : : ; j / for i > j;
or
A.ij/ D A.1; : : : ; ijj − i C 1; : : : ; j / for i 6 j: (1)
These clearly agree when i D j . Observe that A.ij/ are always square submatrices.
Since our relevant submatrices have elements from R, and we no longer have the
usual test for invertibility using the determinant function, we will employ the notion
of Schur complements.
If A is a matrix over R partitioned as
A D

A11 A12
A21 A22

; (2)
where A11 is square and invertible, the Schur complement of A11 in A is the matrix
.AjA11/ D A22 − A21A−111 A12: (3)
Now consider the relevant submatrix of an entry aij of A and suppose it has the form
A.ij/ D

B11 B12
B21 aij

; (4)
where B12 is a column vector. We define the cocomplement of aij in its relevant
submatrix A.ij/ to be
γ .aij / D aij − B21B−111 B12;
provided that B11 is invertible.
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This now provides us with a test for invertibility for the relevant submatrices,
which is a consequence of the following result.
Observation 1.1. Let A be an n n matrix partitioned as in (2), and assume A11 is
invertible. Then A is invertible if and only if .AjA11/ is invertible. In particular, if in
(4) the matrixB11 is invertible, thenA.ij/ is invertible if and only if the cocomplement
γ .aij / of aij is invertible. In the case that R is commutative, the determinant of A.ij/
is equal to the product of the cocomplements of the diagonal entries in A.ij/.
We also note a second elementary result which we will use in our work.
Observation 1.2. Suppose A is an n n matrix which has an LU factorization
where L is a lower-triangular invertible n n matrix and U is an upper-triangular
n n matrix having ones on the diagonal. Then lnn is equal to the cocomplement of
ann in A, i.e., lnn D γ .ann/.
For the purpose in the sequel, we say a matrix is s-diagonal row-rhomboidal if it
has the form0B@
a11 a12 : : : a1s 0 : : : 0
0 a21 a22 : : : a2s 0 : : : 0
: : :
0 : : : : : : 0 am1 am2 : : : ams
1CA: (5)
To simplify notation, we will write A as
&
0BB@
a11 a12 : : : a1s
a21 a22 : : : a2s
:::
am1 am2 : : : ams
1CCA; (6)
or simply A D& .aij /.
An m n matrix over R has the consecutive-column property (CC-property) (cf.
[3]) if for all i 2 M; j 2 N;A.ij/ is invertible whenever i > j . Similarly, we say
that A has the consecutive-row property (CR-property) if for i 2 M; j 2 N;A.ij/ is
invertible whenever i 6 j . If A satisfies both the CC- and CR-properties, we say that
A is totally nonsingular, abbreviated as TNS.
The following is immediate.
Observation 1.3. A matrix over R is TNS if and only if the cocomplements of all its
entries exist and are invertible.
Let us add an important fact.
Observation 1.4. Let A D .aik/ and B D .bik/ be both m n TNS-matrices. If
γ .aik/ D γ .bik/ for all i D 1; : : : ;m; k D 1; : : : ; n; then A D B.
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Proof. Clearly, our assumption implies that aik D bik whenever i or k is equal to
one. Using induction w.r.t. i C k, one easily completes the proof. 
In the sequel, we shall consider also TNS-matrices in a more restrictive sense.
A matrix will be called lower (resp. upper) triangularly TNS (or, row-rhomboidally
TNS, or, row-echelonlike TNS, etc.) if it is lower (resp, upper) triangular (or, row-
rhomboidal, or, has the row-echelon form, etc.) and if the cocomplements of all
entries in the corresponding part (lower triangular, etc.) exist and are invertible.
We shall also use the following abbreviation. If a triangular matrix or a row-
rhomboidal matrix or a matrix in a row-echelon form has all entries in the principal
diagonal equal to one, we say that this matrix is normalized.
Further, we shall use a notation similar to (6) for normalized bidiagonal matrices
having superdiagonal entries ai; i D 1; : : : ;m− 1
&
0BBBB@
1 a1
1 a2
:::
1 am−1
1 
1CCCCA D
0BBBB@
1 a1 0 : : : 0
0 1 a2 : : : 0
:::
    am−1
0 1
1CCCCA : (7)
Similarly, a normalized bidiagonal matrix with subdiagonal b1; : : : ; bm−1 is denoted
as
&
0BB@
 1
b1 1
:::
bm−1 1
1CCA D
0BB@
1 0 : : : 0
b1 1 : : : 0
:::
0 : : : bm−1 1
1CCA : (8)
Now we can restate the main result of our paper [3] which we will generalize.
Theorem 1.5. Let A be an n n matrix over R. A is totally nonsingular if and only
if it admits a factorization of the form
A D BDC;
where B D B1   Bn−1; D is diagonal, C D Cn−1   C1 with
Bi D&
0BBBBBBBBBBBB@
 1
0 1
:::
:::
0 1
bn−iC1;1 1
:::
:::
bni 1
1CCCCCCCCCCCCA
for i D 1; : : : ; n− 1;
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and
Ci D&
0BBBBBBBBB@
1 0
:::
:::
1 0
1 c1;n−iC1
:::
:::
1 cin
1 
1CCCCCCCCCA
for i D 1; : : : ; n− 1;
where all subdiagonal entries bij of Bi; all superdiagonal entries cij of Ci; and all
diagonal entries of D are invertible. Furthermore, the factorization in this form is
unique.
In this paper, we will show that anm nmatrix over R is TNS if and only if A has
a factorization A D BFC, where B D B1   Bm−1; F is an .n−mC 1/-diagonal
row-rhomboidal matrix andC D Cm−1   C1, where B and C are defined in a similar
manner as before, and F is a product of bidiagonal matrices of a certain type. This
factorization is unique.
One interesting aspect of this result is the fact that there is a one-to-one corres-
pondence between the entries of A and the invertible parameters of the factors in the
factorization of A.
2. Results
Lemma 2.1. Let A be an m n matrix over R, m 6 n. Then the following are
equivalent:
1. A is TNS.
2. A can be factorized as A D LU; where L is lower triangularly TNS and U is
normalized row-echelonlike TNS.
In such case, the factorization is unique.
Proof. If A is TNS, there exists a unique LU decomposition with U normalized
and in a row-echelon form. The TNS-property then follows from the formulae for
relevant submatrices
A.ik/D L.ik/U.kk/ if i > k;
A.ik/ D L.ii/U.ik/ if i < k:
The converse also follows from these formulae. 
Lemma 2.2. Let A be an m n matrix in a row-echelon form, m 6 n. Then the
following are equivalent:
1. A is row-echelonlike TNS.
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2. A can be factorized as A D FU; where F is row-rhomboidally TNS and
U D

In−m 0
0 U1

with U1 normalized upper-triangularly TNS.
In such case, the factorization in 2 is unique.
Proof. Let 1 be fulfilled. If B is the submatrix of A formed by the last m columns,
then B has an LU-factorization, B D L1U1, with U1 normalized.
Then
A D F

In−m 0
0 U1

;
where F is clearly in a row-rhomboidal form. Let A D .aik/.
If i; k .i D 1; : : : ;m; k D 1; : : : ; n/ satisfy i 6 k; k − i C 1 6 n−mC 1, then
the relevant submatrix A.ik/ corresponding to aik satisfies
A.ik/ D F.ik/U.kk/; (9)
where
U D

In−m 0
0 U1

:
If k − i C 1 > n−mC 1, we have, since in the first i rows of F the nonzero
entries occur in the first i C n−m columns only:
A.ik/DF.1; : : : ; ij1; : : : ; i C n−m/  U.1; : : : ; i C n−m j k − iC1; : : : ; k/
which is, since U has zeros in the first n−m rows in all columns k − i C 1; : : : ; k,
A.ik/ D F.i;iCn−m/U.n−mC 1; : : : ; n−mC i j k − i C 1; : : : ; k/:
If U1 D .upq/; p; q D 1; : : : ;m, and .U1/.pq/ means the relevant submatrix cor-
responding to upq , the last equality can be written as
A.ik/ D F.i;iCn−m/.U1/.i;k−nCm/: (10)
From (9) and (10), it follows that condition 1 implies condition 2. The converse,
however, is also an immediate consequence of (9) and (10).
Uniqueness follows from the uniqueness of the LU-factorization of B. 
Combining the results of Lemmas 2.1 and 2.2, we can summarize:
Theorem 2.3. Let A be anm n matrix over R. Then the following are equivalent:
1. A is TNS.
2. A can be factorized as
A D BDFC;
where B is an mm normalized lower triangularly TNS-matrix, D is an invert-
ible mm diagonal matrix, F is a normalized m n row-rhomboidally TNS-
matrix and
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C D

In−m 0
0 C0

;
C0 being an mm normalized upper triangularly TNS-matrix.
In such a case, the factorization in 2 is unique.
Theorem 2.4. Let A be an s-diagonal row-rhomboidal m n matrix over R. Then
the following are equivalent:
1. A is row-rhomboidally TNS.
2. A can be factorized as a product of a diagonal matrix and s − 1 bidiagonal
matrices of a special form
A D&
0BB@
h11
h21
:::
hm1
1CCA &
0BB@
1 h12
1 h22
:::
:::
1 hm2
1CCA &
0BB@
1 0
1 h13
:::
:::
1 hm3
1CCA : : :&
0BBBBBBB@
1 0
:::
:::
1 0
1 h1s
:::
:::
1 hms
1CCCCCCCA
;
(11)
where all entries hik; i D 1; : : : ;mI k D 1; : : : ; s are invertible elements in R.
In such a case, the factorization of A in 2 is unique. If A is expressed as in (5),
then the entries hik can be expressed using the cocomplements γ .apq/ of apq by
hi1Dai1;
hikD.γ .ai;k−1//−1γ .aik/; i D 1; : : : ;mI k D 2; : : : ; s: (12)
Proof. Let us show first:
If hik; i D 1; : : : ;m; k D 1; : : : ; s; are all invertible elements from R, then the
productH1H2H3   Hs on the right-hand side of (11) is an s-row-rhomboidal matrix
G D& .gik/ the cocomplements γ .gik/ of the entries of which satisfy
γ .gi1/Dhi1;
γ .gik/Dhi1hi2   hik; i D 1; : : : ;mI k D 2; : : : ; s: (13)
Indeed, the diagonal entries gi1 in the first diagonal satisfy
gi1 D hi1; i D 1; : : : ;m:
Let now 2 6 k 6 s. From the shape of the matrices Hj it follows that possible
nonzero entries in the first i rows ofH1   Hk can occur in the first i C k − 1 columns
only, whereas in the columns k − i C 1; : : : ; k of HkC1   Hs the first k − 1 rows
contain just zero entries.
Consequently, the relevant matrixG.ik/ D G.1; : : : ; i j k; : : : ; i C k − 1/ corres-
ponding to the entry gik can be written as
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G.ik/ D .H1H2   Hk/.1; : : : ; ijk; : : : ; i C k − 1/
.HkC1   Hs/.k; : : : ; i C k − 1jk; : : : ; i C k − 1/:
The second matrix on the right-hand side is an upper triangular normalized mat-
rix, the first matrix is a lower triangular matrix the last diagonal entry of which is
hi1hi2   hik . By Observation 1.2, (13) follows.
We thus obtain that all numbers γ .gik/; i D 1; : : : ;m; k D 1; : : : ; s; are invert-
ible elements in R.
By Observation 1.4, the cocomplements γ .aik/ determine the TNS-matrix A
uniquely. Therefore, given the row-rhomboidal matrix A with all γ .aik/ invertible,
one can solve the system (13) by (12) and the corresponding numbers hik lead to the
matrixG D A. The proof is complete. 
We are now able to formulate the main factorization theorem for m n TNS-
matrices. We shall assume that m 6 n, the case m > n is obtained by transposition.
Theorem 2.5. Let A be an m n TNS-matrix over R;m 6 n. Then A can be fac-
torized as
A D BDFC; (14)
where B D B1   Bm−1; D D diagfd1; : : : ; dmg; F D F2F3   Fn−mC1 an m n
.n−mC 1/-diagonal normalized row-rhomboidal matrix and
C D

In−m 0
0 C0

; C0 D Cm−1   C1;
Bi D&
0BBBBBBBBB@
 1
0 1
:::
:::
0 1
bm−iC1;1 1
:::
:::
bmi 1
1CCCCCCCCCA
; Ci D&
0BBBBBBBBB@
1 0
:::
:::
1 0
1 c1;m−iC1
:::
:::
1 cim
1 
1CCCCCCCCCA
; i D 1; : : : ;m− 1;
Fk D&
0BBBBBBB@
1 0
:::
:::
1 0
1 f1k
:::
:::
1 fmk
1CCCCCCCA
; k D 2; : : : ; n−mC 1;
here, all entries bij ; m > i > j > 1; cij ; 1 6 i 6 j 6 m; di; i D 1; : : : ;m;
fik; i D 1; : : : ;m; k D 2; : : : ; n−mC 1 are invertible elements in R. All m n
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TNS-matrices can be obtained in this way, and the described factorization in (14) is
unique.
Proof. Follows immediately from Theorems 1.5, 2.3 and 2.4. 
Remark 2.6. One sees easily that one can proceed with the proof of Theorem 2.5
in another way. First, to prove that any m n TNS-matrix satisfying m < n can
be completed by adding new n−m rows to an n n TNS-matrix. Then, one can
apply to this square matrix the factorization from Theorem 1.5 and multiply both
sides from the left by the matrix .Im;Om;n−m/. It is not difficult to show that this
procedure leads to the same result as in Theorem 2.5.
3. Comments and examples
Let us denote by In.R/ the class of all matrices over R all entries of which are
invertible elements in R.
If A D .aik/ is a TNS-matrix, denote by C.A/ the matrix of cocomplements
.γ .aik//.
By Observation 1.4, there is a one-to-one correspondence betweenm nmatrices
in TNS (we omit R) and In given by A ! C.A/. This means that the numbers
γ .aik/ are independent parameters (with the only condition that they are all invert-
ible) which uniquely determine A.
Clearly, the elementwise (Hadamard) productA  B of two matrices A and B from
In is again in In. One can thus define a binary operation  among pairs of matrices
(of same dimensions) in TNS by
A  B D C−1.C.A/  C.B//:
This operation is, of course, a group operation on m n matrices from TNS.
Since C.E/ is the matrix of all entries 1 (identity of R) if and only if E D .eik/ is the
matrix
eik D

i C k
k

 1;
this matrix E plays the rôle of the unit element in the mentioned group. In Ex-
ample 3.1, we shall use the symbol TXU−1 for the matrix Z which satisfies X  Z D
Z  X D E.
It is a simple consequence of Observation 1.1 that in the case that R is commut-
ative, the matrix A  B is that unique matrix the determinants of the relevant sub-
matrices of which are equal to the products of the determinants of the corresponding
relevant submatrices of A and B.
Example 3.1. A slight modification of the factorization from Theorem 2.5 (in order
to remove fractions) in the commutative case leads to the following factorization of
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a 3 5 Vandermonde matrix (a general formula for m n;m 6 n, can be easily
obtained):0@ 1 t1 t21 t31 t411 t2 t22 t32 t42
1 t3 t23 t
3
3 t
4
3
1AD&   10 1
1 t3 − t2
!
&
  1
1 t2 − t1
1 t3 − t1
!
&
 1 t1
1 t2
1 t3
!
 &
0B@
1 0
1 t1
1 t2
1 t3
1CA&
0BBB@
1 0
1 0
1 t1
1 t2
1 
1CCCA&
0BBB@
1 0
1 0
1 0
1 t1
1 
1CCCA :
Similarly, if we denote, for t1; t2; t3 distinct and all nonzero, byV1; V2 the matrices
V1 D
0@ 1 t1 t21 t31 t411 t2 t22 t32 t42
1 t3 t23 t
3
3 t
4
3
1A ; V2 D
0@ 1 t−11 t−21 t−31 t−411 t−12 t−22 t−32 t−42
1 t−13 t
−2
3 t
−3
3 t
−4
3
1A ;
then the matrix
V1  TV2U−1D&
  1
0 1
1 −t2t3
!
&
  1
1 −t1t2
1 −t1t3
!
&
 1 1
1 1
1 1
!

&
0B@
1 0
1 1
1 1
1 1
1CA&
0BBB@
1 0
1 0
1 1
1 1
1 
1CCCA&
0BBB@
1 0
1 0
1 0
1 1
1 
1CCCA ;
i.e.,
V1  TV2U−1 D
 1 0 0
1 −t1t2 0
1 t2.t1 C t3/ t1t2t23
! 1 1 1 1 1
0 1 2 3 4
0 0 1 3 6
!
:
Other examples include block matrices with all blocks being r  r real matrices,
totally positive matrices, etc.
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