Abstract-We test a new patch type for the patchy approximate solution to the Hamilton-Jacobi-Bellman equations, and we see an improvement in the worst relative error on a nonlinear test problem.
I. HAMILTON-JACOBI-BELLMAN PDES
Consider the infinte horizon optimal control problem of minimizing the integral
of a Lagrangian l(x, u) subject to the controlled dynamicṡ
where f and l are both smooth, and l is strictly convex in u ∈ R m for all x ∈ R n . Suppose the dynamics and Lagrangian have Taylor expansionsẋ
where [d] denotes degree d terms in the power series. The optimal control problem is said to be nice if Q ≥ 0, R > 0, (F, G) is stabilizable and (Q 1/2 , F ) is controllable. A special case of the optimal control problem of (1), (2) is the linear-quadratic regulator (LQR) where one minimizes a quadratic cost If the LQR problem is nice, then there is a unique nonnegative definite solution to the algebraic Riccati equaion 0 = F T P + P F + Q − P GR −1 G T P
that gives the optimal cost
The optimal control can be expressed in feedback form u(t) = κ(x(t)) = Kx(t)
where
and the closed loop dynamicṡ
is exponentially stable. If the nonlinear optimal control problem has a smooth optimal cost π(x) and a smooth optimal control control u = κ(x) around x = 0, then it is widely known that they satisfy the Hamilton-Jacobi-Bellman (HJB) PDEs
If the LQR part of the problem is nice then the optimal cost is smooth in some neighborhood of the origin. Under the assumption that ∂π ∂x (x)f (x, u) + l(x, u) is strictly convex in u locally around x = 0, u = 0, then the HJB PDEs (5) can be rewritten as
Al'brekht [1] has shown that the HJB PDEs for nice optimal control problems can be solved by Taylor series methods locally around the origin. Assume the dynamics and Lagrangian have power series expansions (3), and the optimal cost and optimal control have the expansions
If we plug the expansions of (7) into (6) and collect the lowest order terms, then we obtain
We can solve the second equation for K in terms of P , and substitute into the first equation to arrive at the familiar (4) . K can then be computed from the second equation once P is known. After determining P and K, we can extract the next lowest terms from (6) to arrive at the new equations 0 = ∂π [3] ∂x [3] ∂x (x)G + x T P ∂f [2] ∂x (x, Kx) + ∂l [3] ∂x
Note that the unknowns π [3] (x) and κ [2] (x) appear linearly, the equations are triangular, and R is invertible, so we can solve the second equation for κ [2] (x) if we can solve the first equation for π [3] (x). To determine the solvability of the first equation for π [3] (x) in (8), consider the linear operator
that maps cubic polynomials to cubic polynomials. Its eigenvalues are of the form λ i + λ j + λ k where λ i , λ j , λ k are eigenvalues of F + GK, thus it is invertible since the eigenvalues of F + GK lie in the open left half of the complex plane. The higher degree terms of the series expansions of π(x) and κ(x) can be found in a similar fashion by plugging in the expansions of π(x) and κ(x) up to degree d + 1 and d into (6) and setting the terms of degree d + 1 and d equal to zero.
This process can be carried out to compute polynomial approximations of arbitrary degree to the optimal cost and optimal control if f and l are sufficiently smooth. However, in practice, the computation is limited by memory and computational speed. There are n+d−1 choose d monomials of degree d in n variables, so the problem size exhibits superpolynomial growth in the degree d for fixed state space dimension n.
A limitation of the power series approach to solving the HJB PDEs is its local in nature, meaning the series solution is close to the true solution in a neighborhood of the origin of the state space. Increasing the degree of the approximating polynomials may only increase the accuracy in a neighborhood without enlarging the domain of validity. Furthermore, the HJB PDEs need not have globally smooth solutions. The underlying optimal control problem may have conjugate or focal points, and it is for this reason that the theory of viscosity solutions was developed [5] , [4] .
II. THE PATCHY METHOD
Krener and Navasca have proposed a patchy method [3] , which is an extension of Al'brekht's method [1] , the CauchyKovalevskaya technique [6] , the method of Tsitsiklis [7] and the patchy method of Ancona and Bresnan [2] , which we review here.
To simplify notation, we assume that the control is one dimensional (m = 1), and the dynamics and Lagrangian take on the form
Suppose we have computed π 0 (x) and κ 0 (x), the approximate optimal cost and optimal control in a neighborhood of the origin. We find a sublevel set {x | π 0 (x) ≤ c} on which the error of π 0 (x) is acceptable, where we use the relative HJB error
to measure the error of the approximate optimal cost and optimal control. The HJB error measures how much the approximate optimal cost and optimal control fail to satisfy the HJB PDEs. We choose x 1 on the level set π 0 (x) = c, and seek to extend the solution to the HJB PDEs in a patch containing x 1 . To do so, we approximate each partial derivative of the optimal cost and optimal control up to some prescribed order at x 1 , and determine which surfaces bound the new patch.
Let π 1 (x) and κ 1 (x) denote the new optimal cost and optimal control approximating polynomials that are centered at x 1 . The coefficients of these polynomials are computed in order from lowest to highest degree. Under the assumption of (10), the HJB PDEs becomes
where we invoke the summation convention that a σ subscript indicates summation over all values of the index unless explicitly indicated otherwise. First, we determine the characteristic index, which is the index k that maximizes the quantity
For notational convenience, we assume that k = n. We compute the constant term of π 1 and its noncharacteristic first order partial derivatives by inheritance, meaning we set
for 1 ≤ i ≤ n−1. We can solve the second HJB equation (12) for κ(x 1 ), substitute it into the first, and arrive at a quadratic equation in the characteristic first order partial derivative of
where the coefficients a, b, and c depend on the problem data f , g, q, and r as well as the noncharacteristic first order partial derivatives 
We compute the noncharacteristic second order partial derivatives of the optimal cost by inheritance, that is
for 1 ≤ i ≤ j ≤ n − 1. We still need to determine the remaining n characteristic second order partial derivatives of π 1 at x 1 , as well as the n first order partial derivatives of κ 1 at x 1 . To get formulas for these unknowns, we take the partial derivative of both equations in (12) with respect to x i and get 2n equations.
The unknowns
fall out of the first equation in (13) because of (12). Furthermore, the first n equations decouple and can be solved for the unknowns
by iterating over i from 1 to n. We can compute ∂ κ 1 ∂x i (x 1 ) for 1 ≤ i ≤ n from the second set of n equations in (13) once all the second order partial derivatives of π 1 have been computed at x 1 . We next find the third order partials of π 1 at x 1 . We compute the noncharacteristic partial derivatives of π 1 by inheritance, so we set
We derive equations for the remaining characteristic third order partial derivatives of π 1 by taking the partial derivative of the first equation in (13) with respect to x j . This yields (n + 1)n/2 equations in the unknowns
, 1 ≤ i ≤ j ≤ n, which can be solved one by one in lexicographical order. Once we have computed all the third order partial derivatives of π 1 at x 1 , we can compute all the second order partial derivatives of κ 1 at x 1 by taking the derivative of the second equation in (13) with respect to x j , which yields n(n + 1)/2 equations for the n(n+1)/2 unknowns
We compute the fourth order partial derivatives of π 1 in the same way we computed its third order partial derivatives at x 1 . We compute the noncharacteristic partial derivatives
by inheritance, and then derive two sets of triangular equations for the remaining fourth order characteristic partial derivatives of π 1 and all the third order partial derivatives of κ 1 at x 1 . We first solve for the remaining fourth order characteristic partial derivatives of π 1 at x 1 one by one in lexicographical order, and then solve for the third order partials of κ 1 at x 1 .
After we have computed polynomial approximations to the optimal cost and optimal control along the level surface π 0 (x) = c, we subdivide part of the state space into a set of nonoverlapping patches where the optimal control and optimal cost are approximated at every point in the patch with a single pair of optimal cost and optimal control approximating polynomials. All patches, except the patch where the Al'brekht solution is valid, are defined by four intersecting boundaries when n = 2.
It is an open question on how to shape the patches to reduce the error of the patchy solution. We consider two types of patches, one new and one old, that are differentiated by how their boundaries are constructed. The preliminary numerical evidence suggests that the new patch type leads to lower error in the patchy optimal cost. For the sake of definiteness, assume that we are constructing a patch that is adjacent to the existing Al'brekht patch (the patch that contains x = 0), and that π 1 (x) and κ 1 (x) are the optimal cost and optimal control approximating polynomials associated with the patch that is under construction. For a patch of each type, two of its boundaries are defined by the level curves π 0 (x) = c and π 1 (x) = d, where we choose d so that the error inside the patch is acceptable. We choose the remaining two lateral boundaries to be line segments that are anchored to the level curve π 0 (x) = c at two patch boundary points on the curve midway between the patch point x 1 and its two neighboring patch points. The two lateral boundaries of the old patch type are line segments that coincide with the the two lines that emanate from x = 0 and pass through the two patch boundary points. The new patch type improves on the first by orienting the lateral boundaries in the direction of the optimal trajectory with dynamicsẋ = f (x, κ 0 (x)). The error may be further reduced by altering the lateral boundaries so that they are invariant manifolds that coincide with optimal state trajectories. This requires further investigation.
III. TEST PROBLEM
As a test for the patchy method, we consider the optimal control problem of minimizing
subject to the dynamicṡ
This problem was derived from the linear-quadratic regulator problem of minimizing the quadratic cost
subject to the linear dynamicṡ
The linear quadratic optimal control problem is transformed to the nonlinear optimal control problem by the change of coordinates y 1 = sin(x 1 ) and y 2 = x 2 − x 3 1 /3. We computed the patchy optimal cost and optimal control for test problem for both patch types. We used 73 patches of each type and the same levels to define the optimal cost patch boundaries.
It took approximately 3 seconds to compute the patchy solution for both patch types on a 1.33 GHz iBook G4 with 1 GB of memory running Matlab 7.1.0.21 (R14) Service Pack 3 for this test problem. Figure 2 displays the true and patchy optimal cost for the new patch type. and the HJB error is defined in (11). The figures indicate that the worst relative error in the patchy optimal cost for the new patch type is significantly less than the error for the old patch type. Note that regions of high relative HJB error correspond to regions of high relative error. This suggests that the HJB 2: Relative error, new patch type error, which can be computed in the realistic setting where the true optimal cost is unknown, serves as a good proxy for the relative error.
3: Relative error, old patch type
IV. CONCLUSION
We have applied the patchy method of Krener and Navasca [3] with a new patch type whose lateral boundaries are oriented in the direction of optimal state trajectories. We observed a significant reduction in the worst relative error by employing the new patch type. Given the improvement of the new patch type over the old, we propose using optimal state trajectories as lateral boundaries as a natural next step. This new patch type merits further study.
