Fish recruitment can vary by an order of magnitude between years, and the larval stage is a key determining factor. Zooplankton, the main source of larval food, are temporally and spatially heterogeneous, and this could contribute to recruitment variability and ultimately stock sustainability. Here we use simple stochastic models of larval growth and zooplankton dynamics, together with an evolutionary algorithm, to investigate the role of transient peaks in zooplankton abundance and the match/mismatch hypothesis in recruitment success and variability. We draw four main conclusions. (i) Stochasticity in individual growth is more beneficial to recruitment when larvae experience high food availability early on in their growth.
I N T RO D U C T I O N
The number of fish larvae recruited into the adult population each year is fundamental to the long-term stability of a fish stock (Chambers and Trippel, 1997) . Large variability in recruitment is ubiquitous (Cushing, 1968; Shepherd and Cushing, 1990; Koslow, 1992; Needle, 2002) . It is believed that recruitment success and variability are largely determined during the larval stage (Horwood et al., 2000; Brander et al., 2001) . Fish larvae are born into an extremely variable environment with high mortality rates (Cushing and Horwood, 1994; Chambers and Trippel, 1997) and so it is not surprising that the number of larvae surviving long enough to be recruited into the adult population is stochastic. Much emphasis is placed on predicting annual recruitment, and consequently understanding the processes governing recruitment variability.
The currently available stock and recruitment data are limited (see, for example, Koslow, 1992) primarily in the length of the time series for individual stocks; therefore, emphasis should be placed on understanding and studying the biological and dynamical processes underlying recruitment variability. It may in fact be far more important to understand the causes of recruitment variability, rather than attempting to predict with any degree of accuracy the number of recruits arising from a given stock in a given year (Needle, 2002) . Mechanistic process-based models are thus a useful tool in exploring and understanding recruitment variability.
Fish larvae are reliant on zooplankton ( primarily copepods) for their main source of food. The match/mismatch hypothesis was first proposed by Cushing (Cushing, 1975) and suggests that larval growth, survival and consequently recruitment are dependent on the temporal matching of spawning periods with periods of high food availability. This suggests that investigating the links between larval and plankton population dynamics is fundamental in furthering our understanding of larval recruitment success. Zooplankton are heterogeneous in both time (influenced by seasonal phytoplankton blooms) and space ( patchily distributed) and this could contribute to recruitment variability.
The match/mismatch hypothesis has been explored previously using simple mathematical models (for example, see Mertz and Myers, 1994; Biktashev et al., 2003; James et al., 2003) . However, most studies use deterministic models of larval growth and plankton abundances. We argue that deterministic models may be inappropriate for modelling the recruitment process, since the key underlying factors are inherently stochastic (Pitchford et al., 2005; Burrow et al., 2008) . Here we develop the simple stochastic larval growth model of Pitchford et al. (Pitchford et al., 2005) to allow for the inclusion of the effects of variable prey concentrations on recruitment success and variability. Two strategic models of zooplankton dynamics are introduced, a two-stage step-function model and a Gaussian-shape model. Since the strong seasonal forcing in temperate waters means the environment (in this case the abundance of prey) is to some extent predictable on average but is variable from year to year (Buckley et al., 2010) , the role of stochasticity in the timing and length of increases in zooplankton abundance is explored, and the consequences for recruitment are discussed.
Finally, a simple genetic algorithm is employed to explore the fitness landscape of the Gaussian model in relation to larval hatching day, to determine whether fish can evolve an optimal spawning strategy in a very random environment.
M E T H O D S A simple stochastic model for fish larval growth
To model larval growth, we adopt the stochastic growth model of Pitchford et al. (Pitchford et al., 2005) . The model takes the form dMðtÞ ¼ rðtÞdt þ sdW ðtÞ; Mð0Þ ¼ 0;
where M(t) is the mass of an individual fish larva at time t, r(t) the instaneous deterministic growth rate of the larva at time t, and W(t) a Weiner process with variance s 2 . We define a fixed recruitment mass M rec at which the individual larva is considered to be recruited to its next life history stage. To calculate recruitment probabilities, we first determine the distribution f t rec ðtÞof hitting times t rec where
As in Burrow et al. (Burrow et al., 2008) and Pitchford et al. (Pitchford et al., 2005) , mortality is represented as a size-independent Poisson process with rate m, so that an individual fish larva has a probability exp(2mt rec ) of surviving to M rec (a value of m ¼ 0.1 is used for all results). Thus, the probability of an individual being recruited by time t is P rec ðtÞ ¼ A step-function model for zooplankton dynamics
We wish to introduce the simplest possible model for the underlying prey (i.e. zooplankton) population dynamics. It is acceptable to assume that an increase in prey population density would lead to an increase in the growth rate of a fish larva. We introduce a strategic step-function zooplankton dynamics (Z-dynamics) model in the form of a "jump" in the deterministic larval growth rate r(t). In our strategic Z-dynamics model, there are two states, "low density" and "high density". We define r 1 to be the lower value of r, and r 2 the higher. We also define t 1 to be the time at which r switches from r 1 , to r 2 , i.e. the time the period of high density starts, and t 2 to be the time the period of high density ends (Fig. 1a) .
To quantify the effect of a match/mismatch between spawning and peak prey abundance, a period of high prey density is fixed to start on Day 40 and to persist for 40 days, with a batch of larvae hatching on a set day, from Day 0 to Day 100. A length of 40 days is used as an example broadly representative of natural systems; the results hold qualitatively for any length of period. Recruitment probabilities are calculated for each hatching day both analytically and numerically. To calculate recruitment probabilities numerically, we use a fixed step Euler-Maruyama scheme (Higham, 2001 ) to simulate 10 000 fish larvae growing according to equation (1) and record hitting times for the fixed recruitment mass M rec , which is fixed to be 200 for all results presented in this paper (the parameters and variables used in the models presented here are nondimensional, however for applications they could be considered dimensional, using mg for mass, for example). The average hitting time for that hatching day is then calculated as
where n ¼ 10 000 is the number of simulated larvae, and t rec,i the hitting time of larva i.
The results for stochastic larval growth, with s ¼ 5, are compared to those for deterministic larval growth (i.e. s ¼ 0 in equation (1)).
A Gaussian model for zooplankton dynamics
We consider the step-function model to be a good "first approximation" model for zooplankton population dynamics; however, it is unrealistic to assume that there are only two levels of zooplankton densities in the ocean, and that there is such a sharp transition between the two. We wish to consider a more realistic "smooth" model for the Z-dynamics, and one which can naturally be extended to include stochasticity in zooplankton abundances and correlations between the timing and length of periods of high density. We now let r(t) take a Gaussian form, i.e.
where r 1 is the larval growth rate at the lowest zooplankton density (i.e. the lowest value of r(t)), m b the time at which the peak zooplankton density occurs, s b the standard deviation of the Z-dynamic (this gives a measure of the length of the period of increased prey abundance), A the "area" of the Z-dynamic and h the hatching day of the larvae. Figure 2b shows three example Z-dynamics, for three different values of s b . The area of the Z-dynamics is held constant at 200 (ecologically this represents the total amount of zooplankton being constant across different Z-dynamics shapes, to allow comparison), and h ¼ 0, in all cases.
We compare the recruitment probabilities for larvae growing deterministically (s ¼ 0) against larvae growing stochastically (s ¼ 5), for fixed values of m b and s b . This allows comparison with the results of our stepfunction Z-dynamic model. Larvae are hatched on a certain day over a 100-day period, and growth is simulated and recruitment probabilities calculated as described in the previous subsection.
Next we consider the effects of m b and s b being stochastic. In real ocean systems, the spring or autumn phytoplankton bloom will not occur on exactly the same day every year (Mertz and Myers, 1994; Brander et al., 2001) , and consequently the timing of peak zooplankton density will also vary. We wish to investigate when a batch of larvae should hatch in order to maximize their recruitment success when the timing of peak prey abundance is stochastic. To do this, m b and s b are now considered to be random variables with
For each hatching day, 1000 random samples of m b and s b are generated. For each pair of samples of m b and s b , the growth trajectories of 1000 larvae were simulated using an Euler-Maruyama scheme, and the recruitment probabilities calculated as described in the previous subsection. This is effectively generating recruitment data over a 1000-year period with the annual plankton bloom occurring on a random day each year.
The duration of a phytoplankton bloom (and the associated period of high zooplankton population density) may be correlated to its timing (Keller et al., 2001) , and so we wish to investigate the effect of a correlation between m b and s b on our recruitment results. To simulate correlated m b and s b variables, we first generate two standard normal variables X 1 and X 2 . We then define
It is easy to show that
. Since any linear transformation of a normal random variable is also normal (Rice, 1995) To investigate the effects of both early periods of high prey density being shorter and being longer, we simulated positive and negative correlations, respectively, between m b and s b .
A genetic algorithm for optimal hatching day
To explore the possibility of optimal hatching days in this stochastic environment, we implement a simple genetic algorithm; 200 parent individuals each produce 50 offspring, which inherit their parent's spawning day h (the day the offspring of that adult are hatched) plus or minus some noise (up to 1% of h). The fittest 200 offspring are then selected to become the next generation of adults based on the fastest hitting times. The genetic algorithm was run for 200 generations, or until the population appeared to have converged if this occurred sooner. We deemed the algorithm to have converged if the mean and variance of the evolved hatching days of the population had changed by less than 1% in successive generations. Note that this genetic algorithm does not purport to be an accurate and detailed reconstruction of the evolution of hatching strategies. Rather, it is a systematic attempt to explore the evolutionary stability of hatching strategies in a stochastic environment, and to infer what behaviours (if any) may be favourably selected.
R E S U LT S A step-function model for zooplankton dynamics
We calculate recruitment probabilities analytically for the deterministic (s ¼ 0) growth case first. We have the simple growth equation dM=dt ¼ rðtÞ, where r(t) is a Fig. 2 . Schematic representations of the growth of a fish larva of size M(t), growing deterministically according to dM(t)/dt ¼ r(t), where r(t) is a step function as described in the text (and shown in Fig. 1a) . (a) The larva reaches recruitment mass M rec during the r 2 stage of the step function, (b) the larva reaches recruitment mass M rec during the second r 1 stage of the step function.
step function as shown in Fig. 1 . This gives us
The logic behind the derivation of these results is shown schematically in Fig. 2 . From the above,
It is then trivial to rearrange to find expressions for t rec . The recruitment probability is then P rec ¼ expðÀmt rec Þ. It is worth noting that the hitting times and recruitment probabilities above are for a larva hatching on Day 0, relative to t 1 . The results are simple to adjust for larvae hatching at other times.
Using methods exactly analogous to the deterministic growth case, we can derive the following hitting time distribution for the stochastic growth case, 
À1
f ðy; r 1 ;t À t 2 Þgðx; r 1 ; M rec ;t 1 Þ Â gðy À x; r 2 ;M rec À x; t 2 Þdx dy;
where
is the size distribution at time t of individuals with instantaneous growth rate r who have not reached size M yet. We can then define the recruitment probability to be
As in the deterministic growth case, equation (3) is the recruitment probability for a larva hatched on Day 0 (in relation to time t 1 ). It is again trivial to adjust the equation for a larva hatching at a later time. Equation (3) cannot be integrated analytically. However, it is simple to integrate numerically using mathematical software, for example, Matlab. To verify our analytical results, recruitment probabilities were also calculated numerically, as described in the Methods section. The results for recruitment are shown in Fig. 3 . In both the stochastic and the deterministic (s ¼ 0) growth cases, hatching around the start of the period of high prey availability greatly increases the recruitment Fig. 3 . Recruitment results for the strategic bloom model, for a fixed bloom of length 40 days, beginning on Day 40. Circles represent larvae growing deterministically, crosses stochastically. (b) The benefit of stochasticity on recruitment, calculated as the stochastic recruitment probability minus the deterministic recruitment probability.
probability. For all hatching days, recruitment probabilities are greater for the stochastic growth case than for the deterministic growth case (see Lv and Pitchford, 2007; Pitchford et al., 2005 , for examples and discussion of the general role of stochasticity leading to increased recruitment probabilities).
What is interesting, however, is that stochasticity does not provide an equal benefit for all hatching days. To illustrate this point, compare the larvae born on Days 35 and 55. In the deterministic growth case, both batches experience the same length of high prey density between hatching and recruitment, and thus have the same recruitment probability (the parameter values used here mean that a deterministically growing larva will reach recruitment in 30 days; the larvae hatched on Day 35 are thus recruited during the period of high prey density and so do not experience its entire length). In the stochastic case, the larvae hatched on Day 55 have a greater recruitment probability than those born on Day 35, despite the fact that those hatched on Day 35 could theoretically experience the full 40 days of high prey density, whereas those hatched on Day 55 can only experience a maximum of 25 days of increased prey availability and thus increased growth rate. The addition of the stochastic term means that an individual hatched on Day 55 has the possibility of reaching recruitment mass before the period of lower prey concentration begins, that is it will only experience the higher prey concentration. An individual hatched on Day 35 cannot avoid the period of lower prey concentrations because this occurs at the beginning of its larval growth phase.
Examining the hitting time distributions for the hatching days in question (Fig. 4) provides further insight. Despite having equal mean hitting times, the hitting time distribution for larvae hatched on Day 55 is more positively skewed than that of the larvae hatched on Day 35, that is more individuals hatched on Day 55 have a short hitting time than those hatched on Day 35. The nonlinearity of the Poisson mortality process means more "weight" is put on lower hitting times, thus increased positive skewness of the hitting time distribution leads to a higher mean recruitment probability. This stochastic effect is even more pronounced in the comparison of larvae hatched on Days 20 and 60 (Fig. 3) .
A Gaussian model for zooplankton dynamics
As previously, our simple growth equation is dMðtÞ ¼ rðtÞ þ sdW ðtÞ, where in this case, r(t) takes the form (2). We can calculate recruitment probabilities analytically in the deterministic, s ¼ 0, case. Integrating the growth equation gives
A simple change of variables allows integration, giving
from which t rec can readily be evaluated using (for example) the 'fzero' function in Matlab. Results for stochastic larval growth are calculated numerically, as described previously. Figure 5 shows the recruitment probabilities for larvae growing deterministically and larvae growing stochastically, for m b ¼ 60 and s b ¼ 15. We can see that the results are very similar to the results for the stepfunction model; stochasticity always has a positive effect on recruitment, and the addition of stochasticity has a greater effect on recruitment success after the peak prey density, in comparison to before it. Figure 6 shows the recruitment probabilities for stochastic timing and length of the peak zooplankton density, with m b N ð50; 10Þ and s b N ð20; 5Þ. Each box plot represents 1000 instances of m b and s b , with recruitment probabilities averaged over 1000 stochastically growing larvae for each instance. The black dots mark the mean recruitment probability for each hatching day.
The mean and median recruitment probabilities are maximized on hatching days shortly before the expected timing of the peak in zooplankton abundance. Recruitment variability is greatest for those hatching days when the mean recruitment probability is greatest (the hatching days around the expected peak zooplankton abundance). Figure 7 shows the recruitment probabilities for correlated peak bloom time (m b ) and bloom length (s b ). As in Fig. 6 , each box plot represents 1000 instances of m b , with recruitment probabilities averaged over 1000 stochastically growing larvae for each instance of m b . The black dots mark the mean recruitment probability for each hatching day.
For the mean and median recruitment probabilities, the results in Fig. 7 are qualitatively equivalent to those in Fig. 6 ; the optimum time for a larva to hatch is slightly before the expected timing of the peak in zooplankton abundance. However, the results do differ for recruitment variability. When the timing of the peak in zooplankton abundance and the length of time for which zooplankton abundance is high are positively correlated (earlier blooms are shorter), recruitment variability is higher for early hatching, whereas the opposite is true when the timing and length of peak zooplankton abundance are negatively correlated.
A genetic algorithm for optimal hatching day
The results of our genetic algorithm indicate that if the timing and length of the peak prey density are deterministic, there is a clear negative relationship between length of the period of peak prey abundance and optimal hatching day, i.e. the longer the period of high prey density, the earlier the optimal hatching day (Fig. 8) . For comparison, optimal hatching days were also calculated from the original Gaussian Z-dynamics model. For each value of s b , recruitment probabilities were calculated for fish larvae hatching on each day, and the day with the greatest recruitment probability was taken to be the optimal hatching day. A fixed value of m b ¼ 50 was used in both the genetic algorithm and the Gaussian Z-dynamics model, for this comparison. We can see that the results from the original Gaussian Z-dynamics model qualitatively match those from the genetic algorithm (Fig. 8) .
When the timing and length of the period of high prey density are stochastic, there is no clear convergence of the genetic algorithm. These model results indicate that there may be relatively weak selection pressure for specific hatching days in highly stochastic environments, so long as the larvae hatch within a window around the time of the increase in prey abundance.
D I S C U S S I O N
We have demonstrated that simple strategic mechanistic models, coupling fish larval growth to zooplankton population dynamics, can give insight into the processes affecting larval recruitment success and variability. Our results have interesting implications for the match/mismatch hypothesis. As discussed in Burrow et al. (Burrow et al., 2008) and Pitchford et al. (Pitchford et al., 2005) , fish larvae live in an extremely volatile and variable environment, and so it is very likely that stochastic models are more able to capture the important factors at work in the growth of fish larvae than their deterministic counterparts.
The results from the step-function Z-dynamics model indicate that the amount by which an individual larva's recruitment probability is increased due to environmental stochasticity is dependent on when the larva hatches relative to the peak prey abundance. In a stochastic environment, to maximize chances of survival to recruitment, a fish larva ideally wants to be born into a period of high prey availability and potentially suffer low prey abundances later, rather than vice versa.
When stochasticity in the timing of high zooplankton densities is introduced in a possibly more realistic Gaussian Z-dynamics model, our results suggest that recruitment probabilities are "optimized" when larvae hatch slightly before the expected time of peak zooplankton density. This result is supported by empirical studies; Buckley and Durbin (Buckley and Durbin, 2006) found that the peak hatching period of both cod and haddock on the Georges Bank was ahead of the peak abundance of their copepod prey. Platt et al. (Platt et al., 2003) hypothesize that most haddock larvae off the eastern continental shelf of Nova Scotia hatch before the spring plankton bloom, and that early blooms thus result in higher recruitment due to a greater temporal overlap between the larvae and their prey. Their empirical findings support this theory, reporting that early blooms were correlated with high recruitment. Wright and Bailey (Wright and Bailey, 1996) also found that hatching of the sandeel Ammodytes marinus in the Shetland waters preceded the peak in prey availability.
It may appear at first glance that the results from the step-function Z-dynamics model and the Gaussian Z-dynamics model are contradictory; the step-function model suggests that, if an adult fish cannot time its spawning with enough accuracy so that its larvae hatch on the day with greatest recruitment probability, then it should spawn later rather than earlier, whereas the Gaussian model suggests the opposite. However, these are not contradictory results. In fact, examination of Gaussian model with fixed parameters (Fig. 5) leads to the same conclusion drawn from the step-function model. It is the inclusion of stochasticity in the timing of the peak zooplankton abundance that alters the optimum spawning strategy from "better late than early" to "better early than late". If we make the parameter t 1 a random variable in the step-function model, we see results qualitatively similar to those from the stochastic Gaussian model. This is a further demonstration of the importance of including stochastic effects in models of fish larval growth.
So what of recruitment variability? In the results of our stochastic Gaussian Z-dynamics model, we see large recruitment variability, with around an order of magnitude difference between the lowest and highest recruitment probabilities. This is in agreement with observations from nature (for example North Sea cod, Horwood et al., 2000) .
A pattern in recruitment variability is observed in our model results when the duration of a period of high zooplankton density is linked to its timing. When parameters are correlated so that early periods of high density are shorter, variability is greater for hatching days before the expected peak density day. When early periods of high density are longer, variability is greater for hatching days after the expected peak density day. This has interesting consequences for spawning strategies: if an adult fish wishes to maximize both the mean and variance of its offsprings' recruitment [a risk spreading strategy (Reddingius and den Boer, 1970; Real, 1980) ] then this is more achievable in an environment where early periods of high prey density are shorter. In real systems, the correlation between bloom timing and length may be dependent on season, temperature and/or many other factors.
It has been proposed that the duration of the spawning/hatching period can also have a substantial effect on recruitment variability (Mertz and Myers, 1994) . Protracted spawning can be viewed as a risk-spreading strategy, attempting to reduce the variance in offspring survival (Biktashev et al., 2003; Wright and Trippel, 2009 ). It may be that there is a stronger selection pressure for hatching period than for hatching day, but we did not see evidence for this in our model. This is most likely due to the fact we have no competition between individual larvae, and no top-down effects of the larvae on the zooplankton population.
Future modelling work will include competition for food and top-down effects of the larval growth dynamics on the plankton dynamics, which may be very important (James et al., 2003) . The bottom-up effect of phytoplankton population dynamics on zooplankton abundances could also play an important role in the recruitment process. Spatial heterogeneity in prey could also have an effect on recruitment variability.
While it may be argued that the models presented in this study are very simple, we have demonstrated that strategic mechanistic models can improve our understanding of the processes governing recruitment success, and recruitment variability in particular. Notably, we have demonstrated that although there may exist an optimal window for hatching, in the very random environment that fish larvae survive in, selective pressures may not be strong enough to evolve an optimal hatching day.
Studying models such as these alongside more data-analytic approaches will give a more thorough understanding of the fundamental processes affecting recruitment and its variability.
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