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Example relations, and especially Armstrong relations, can be used as user friendly 
representations of dependency sets. In this paper we analyze the use of Armstrong relations in 
database design with functional dependencies, and show how they and the usual represen- 
tation of dependencies can be used together. Special attention is given to the size of Armstrong 
relations. We derive new bounds for the size of minimal Armstrong relations for normalized 
schemes. Specifically, any relation scheme in Boyce-Codd Normal Form has an Armstrong 
relation whose size is roughly the product of the lenghts of the keys for the scheme. New 
algorithms are also given for generating Armstrong relations and for inferring the functional 
dependencies holding in a relation. 0 1986 Academrc PESS, IX 
1. INTRODUCTION 
A broad class of dependency types has been developed for the relational data 
model (see, e.g., [ 1.51). In general, a dependency is said to hold for a relation 
scheme R if and only if it holds for all corresponding relations. Consequently, an 
arbitrary relation can only show that a particular dependency does not hold for the 
scheme, but not the opposite. 
Armstrong relations [ 1 ] are special relations that can show both the nonexistence 
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and the existence of dependencies for a relation scheme. That is, a dependency 
holds for the relation scheme if and only if it holds for the Armstrong relation. The 
existence of Armstrong relations for sets of functional dependencies was shown in 
[l]. Fagin [S] has shown the existence of Armstrong relations for a wide class of 
dependency types; however, there exist some dependency types that do not always 
allow Armstrong relations. In this paper we will restrict ourselves to sets of 
functional dependencies and their Armstrong relations. 
By its definition, an Armstrong relation can be regarded as a representation of 
the closure of a dependency set. Since this representation is in the form of an exam- 
ple relation, it should be useful for the database designer. In Section 2 we analyze 
the different ways of using Armstrong relations in the design process. Even in an 
almost trivial example the benefits of using example relations in general and 
Armstrong relations in particular become obvious. Our study also gives rise to 
some interesting new research problems. 
Armstrong relations have a drawback when compared to the conventional linear 
representation of a dependency set. In [Z] it is shown that for some dependency 
sets, the size of all Armstrong relations must be exponential (both in the number of 
attributes and in the number of dependencies). However, from the practical point of 
view the example dependency set used for establishing the lower bound in [2] can 
be regarded as irrelevant: it represents a highly unnormalized relation scheme. We 
review some of the results of [2] in Section 3. We will also provide a new charac- 
terization that turns out to be particularly useful for the algorithms that follow. 
Based on the results in Section 3 and motivated by the discussion in Section 2, we 
derive new bounds for the size of Armstrong relations for normalized relation 
schemes in Section 4. The results show that the size of a minimal Armstrong 
relation for a normalized scheme R depends strongly on the number of keys for R. 
In particular, the possibly exponential size of a minimal Armstrong relation 
depends only on the number of dependencies, not on the number of attributes. This 
is an encouraging result, since the number of attributes is typically much bigger 
than the number of dependencies. 
Because of the general exponentiality result [;?I, we cannot design an algorithm 
for generating Armstrong relations in polynomial time in the worst case. However, 
most existing algorithms (e.g., [2]) require exponential time even in the best case. 
This is unfortunate, since we have just argued that in reality Armstrong relations 
can be small. It turns out that there is a fairly simple algorithm for generating 
Armstrong relations that is much more conservative in its use of time than the 
existing algorithms. Moreover, the size of the generated Armstrong relation is at 
most the square of the size of a minimal Armstrong relation. Thus, if a dependency 
set has a small Armstrong relation, our algorithm is capable of generating a 
(reasonably) small Armstrong relation faster than previous algorithms. The 
algorithm is given and analyzed in Section 5. 
One new problem discovered by our study in Section 2, dependency inference, is 
discussed in Section 6. We conclude in Section 7 by summarizing the results and by 
pointing out various ways for extending the work reported here. 
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For a survey of Armstrong relations, the reader is referred to [7]. We assume 
that the reader is familiar with the basic concepts of relational databases (see, e.g., 
[15 or 111). 
2. THE ROLE OF ARMSTRONG RELATIONS IN DATABASE DESIGN 
In the traditional paradigm for designing a relational database scheme, the 
database designer determines a set of attributes and a set of data dependencies 
among the attributes. This information can be given as input to an algorithm that 
produces a database scheme satisfying a chosen set of properties, e.g., losslessness of 
join, preservation of dependencies, acyclicity, one of many different normal forms, 
etc. 
In this paper we are not concerned with any particular set of properties, but with 
the approach as a whole. It has been criticized on various grounds, e.g., because of 
the difficulty of finding the proper attributes and dependencies, and because often 
the desired set of properties can be achieved by various designs, some of which are 
in practice more desirable than others. Clearly, no algorithm can be applied as an 
ultimate solution to the design problem: the designer must be given the opportunity 
to express his opinion about the suggested design, and to demand changes if the 
solution is not satisfactory. 
One undeniable virtue of this approach is that it automates a considerable part of 
the design process. It is possible to build a design tool that helps the designer in his 
task. Our thesis is that the usefulness of such a tool depends crucially on the form 
that is used for representing the available information about the database scheme. 
With a proper representation the above-mentioned problems become less severe. 
As a running example, let us consider the design of a database scheme for storing 
information about COURSES, lecture HOURS, lecture ROOMS, and TEACHERS. 
Suppose that besides the attributes, the database designer has been able to find the 
functional dependencies HOUR ROOM -+ COURSE (only one course can be 
taught in any classroom at any given time) and TEACHER -+ COURSE (each 
teacher only teaches one course). 
Let us suppose that this information is given as input to an algorithm that 
decomposes the universal relation scheme losslessly into relation schemes in 
Boyce-Codd normal form (see, e.g., [15]). If the second dependency is used as the 
basis of decomposition, the result would consist of two relation schemes: 
{TEACHER COURSE > and {HOUR ROOM TEACHER}. A relation stored 
according to the first scheme should satisfy the dependency TEACHER + 
COURSE, whereas nothing is required from the second relation. 
This is the information that a design algorithm is typically expected to produce. 
Suppose it is given to the designer; what kind of a reaction could be expected? The 
designer has already expressed the data dependencies to the best of his ability: 
therefore it is unlikely that he will find any logical anomalies in the proposed 
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schemes. However, the design contains the scheme {TEACHER HOUR ROOM} 
with no enforced dependencies. This is likely to cause problems. 
Our fundamental suggestion is extremely simple: in addition to the relation 
schemes and their dependencies, the design tool should show the designer examples 
of relations that can be stored according to the schemes. We shall see that such 
examples can easily help the designer in detecting potential anomalies in the can- 
didate schemes. 
The next obvious question to ask is what kind of example relations should be 
used. Choosing an arbitrary relation is not going to be very helpful; on the con- 
trary, it can be downright dangerous. For suppose that we show the designer the 
following example relation filled with arbitrary tuples: 
TEACHER HOUR ROOM 
Ullman Tu 10: 10 
Fagin We 11:25 
Ives 120 
Ives 120 
Since no data dependencies were required to hold in the relation, this is an exam- 
ple of a legal relation. However, it should not be shown to the designer, since it 
gives the false impression that the suggested design is acceptable. Even though no 
dependencies were required to hold in the relation, this particular relation satisfies 
quite a few nontrivial dependencies: HOUR --f ROOM TEACHER, TEACHER + 
HOUR ROOM, and all the dependencies derivable from these. 
A good example relation should not leave the designer any illusions about what 
can be stored in the database. Therefore the example relation should satisfy exactly 
the dependencies that can be derived from the given set of dependencies: no more, 
no less. In other words, the example relation should be an Armstrong relation. 
An Armstrong relation for the empty set of dependencies in the relation scheme 
{TEACHER HOUR ROOM} is given below: 





Tu 10: 10 Ives 120 
Tu 10: 10 Ives 120 
We 11:25 Ives 120 
Tu 10: 10 Hollister 110 
This relation is unrealistic; it assigns Ullman to two different rooms at the same 
time. Therefore the design should probably be changed. We will return to this issue 
in a moment, but let us first emphasize some points that relate to the above 
scenario. 
Historically, the first proposal for using Armstrong relations in the design process 
was made by Silva and Melkanoff [14]. They suggest that the design tool should 
produce Armstrong relations for all the relation schemes, and then join the 
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relations into a universal relation. Showing this relation to the designer should help 
him in detecting potential anomalies in the database scheme. 
However, note that the relations are intended for the database designer, not for 
the end user. Even though the user interface may be a universal relation, the 
designer must certainly be aware of the actual relation schemes. It is therefore more 
useful to produce Armstrong relations for all the relation schemes in the database 
scheme, instead of a universal relation. Since one property that we usually require 
for the relation schemes is that they be in normal form, the problem of generating 
Armstrong relations for normalized relation schemes becomes particularly 
interesting. The properties of such Armstrong relations are studied in Section 4. 
Noble [13] is another paper emphasizing the value of example relations. The 
usefulness of illustrative examples for understanding and designing algorithms in 
general is discussed in [4]. 
A possible problem with our proposal is that some of the original dependencies 
may not be embodied in the database relations. For example, it is not always 
possible to obtain a dependency preserving, lossless decomposition of a universal 
scheme into BCNF schemes. The problem can be overcome by listing explicitly the 
dependencies that are not preserved. It should be emphasized that we do not 
propose to replace dependency sets by corresponding Armstrong relations. Since 
they are just two representations of the same thing, both should be shown to the 
designer, who can then base his reasoning on whichever representation he prefers. 
For a given set of dependencies there exist many Armstrong relations. Which one 
of these is most useful? Clearly, the relation should be small if the designer is going 
to draw any conclusions from it. What, then, is the proper measure of size? The 
number of tuples in the relation is an obvious candidate, which we shall adopt here, 
too. An alternative might be the number of different values appearing in the 
relation. The fewer values are used, the more intricate connections between the 
attributes might be spotted by the designer. To our knowledge, the trade-off 
between minimizing the number of tuples and the number of values has not been 
studied at all. Exponential lower bounds for both quantities are proved in [2]. 
Even if we aim at Armstrong relations with few tuples, it is not clear that the 
minimal relation is the most useful for the designer. For instance, it might be 
illustrative to show the nonexistence of a functional dependency X+ Y by a pair of 
consecutive tuples that agree on X and disagree on Y. In our example the anomaly 
would be even easier to notice if the first and fourth tuples were adjacent. 
In a minimal relation one tuple may be used as a pair of many other tuples for 
showing that dependencies do not hold. Therefore it is impossible to juxtapose all 
the tuples that form pairs. Consequently, it becomes more difficult for the designer 
to locate the anomalies. Practical experience is needed to gain some guidelines for a 
suitable structure of an Armstrong relation. Although the algorithms described in 
the sequel are currently being implemented in a database design tool, we lack such 
empirical information at the moment. Therefore we will concentrate on the 
generation of small Armstrong relations without caring about their structure. 
Let us now turn to the next step in the design process. Returning to our example, 
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the reason for the anomalous relation is that the designer had forgotten the depen- 
dency TEACHER HOUR + ROOM from his set of dependencies. The conven- 
tional solution would be to modify the dependency set and run the algorithm again. 
However, since the anomaly is found by inspecting the Armstrong relation, it 
appears more natural to remove the anomaly by modzyying the relation. That is, the 
user may replace a relation by another that does not contain anomalous tuples. 
This possibility gives rise to some interesting new problems. Suppose first that the 
designer decides to remove the anomaly by deleting the fourth tuple. The result is 
acceptable; therefore the designer asks the design tool to treat the modified relation 
as the Armstrong relation. Thus we have a problem that is opposite to the normal 
generation problem: given a relation r, the system should find a (small) set of 
dependencies F such that r is an Armstrong relation for F. Note that this problem 
always has a solution. An algorithm that solves this dependency inference problem is 
necessary if we wish to directly exploit the information in the relations without ask- 
ing the designer to modify the dependencies for a rerun of the algorithm. Such an 
algorithm is discussed in Section 6. 
In our example, the removal of the fourth tuple leaves a relation that happens to 
be an Armstrong relation for the dependency set {TEACHER + ROOM, 
HOUR + ROOM >. The “correction” has been too gross: it has introduced an 
incorrect dependency set. Instead of redesigning the database scheme using this 
dependency set, it is probably better that the design tool gives the designer this list 
of dependencies and asks whether that is really what the designer wanted. This is 
another example of the dual nature of Armstrong relations and dependency sets: 
some things are easier to see from one, and some things from the other. A good 
design tool should not attempt to enforce either representation, but provide them 
both. 
When the designer is presented with the above dependencies, he should take 
some corrective action. To avoid the two incorrect dependencies, the relation 
should have a tuple that contains a TEACHER value and an HOUR value that 
already exist in the relation, combined with a new ROOM value. Unlike in our 
second relation, the TEACHER and HOUR values should come from different 
tuples, not from the same tuple. This would yield a relation of the following form: 
TEACHER HOUR 
Ullman Tu 10: 10 
Fagin Tu 10: 10 







This is an Armstrong relation for TEACHER HOUR + ROOM. If additional 
dependencies, e.g., HOUR ROOM -+ TEACHER, were desirable, the process could 
be continued. However, we stop at this point. 
Even if the modified relation is an Armstrong relation for the desired set, it may 
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still contain unnecessary tuples that serve no purpose (except that they prevent the 
designer from seeing the true effect of the modifications). It would therefore be 
useful to have an algorithm for minimizing a given Armstrong relation. The result s 
of minimizing r should be structurally similar with r; ideally, we should have s E r. 
We shall briefly discuss a simple and efficient minimization algorithm at the end of 
Section 5. 
Before turning to the properties of normalized schemes and to the algorithms, let 
us close this section by a discussion of one more qualitative property that a good 
example relation should enjoy. For that purpose, recall that a relation r satisfies a 
functional dependency X+ Y if for arbitrary tuples l1 and tz in r, t, [X] = tz[X] 
implies t,[Y] = t2[ Y]. There are two ways for a relation r to satisfy this condition. 
First, if there exist distinct tuples tl and t, in r such that tl[X] = t2[X], and if 
t1[Y]=t2[Y] for all such t i , t2, we say that r satisfies X + Y actively. Otherwise, 
i.e., if ti[X] # tz[X] for all distinct t , , tZ, the relation r is said to satisfy X+ Y 
vacuously. (The terms are adapted from [ 111.) 
It would be useful if the example relations showed the existence and nonexistence 
of dependencies as explicitly as possible. Consider our final example relation above: 
since none of the tuples agree on the attribute set (TEACHER, HOUR}, the 
relation satisfies the dependency TEACHER HOUR --t ROOM vacuously. For- 
tunately, this less than desirable behavior is caused by the special nature of the 
dependency: (TEACHER, HOUR) is a key of the relation scheme. No relation can 
satisfy actively any functional dependency whose left-hand side contains a key, since 
the tuples required for active satisfaction are identical and only one of them can be 
stored. 
For the remaining dependencies things are brighter. Let X+ YE F be such that X 
does not contain a key of R, and let r be an Armstrong relation for R and F. It 
follows that for some A in R-X, X P A. Because r is an Armstrong relation, it 
must contain two tuples, t, and t2, which agree on X and disagree on A. On the 
other hand, since r satisfies F, t1 and t2 must agree on Y, too. Thus X-, Y is 
actively satisfied. 
To summarize the preceding discussion, all Armstrong relations do an equally 
good job of showing the satisfaction of dependencies, up to the ordering of the 
tuples. For our small example the use of an Armstrong relation helped in detecting 
an incomplete dependency set. It did not affect the set of relation schemes 
produced, but for larger and more realistic attribute sets this can easily happen. 
3. CHARACTERIZATIONS OF ARMSTRONG RELATIONS 
Most of the existing results about the size and generation of Armstrong relations 
are based on an extremely useful characterization from [2]. We will first briefly 
review the characterization, and then restate part of it in a form that can be used to 
provide new size bounds and generation algorithms. We start by giving some 
definitions. 
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Let R be a relation scheme and F a set of fucntional dependencies over R. Then a 
set V c R is F-closed, if for all A E R we have V + F A if and only if A E V. The set of 
all F-closed subsets of R is denoted by CL(F); it is closed under intersection. Thus 
there is a unique minimal subfamily of generators GEN(F) c CL(F) such that each 
member of CL(F) can be expressed as an intersection of sets in GEN(F). Note that 
XE CL(F) is in GEN(F) if and only if X is properly contained in the intersection of 
all sets YECL(F) properly containing X. 
As an example, for F = {TEACHER HOUR + ROOM } we have 
CL(F)= (0, (TEACHER}, {HOUR}, {ROOM}, {TEACHER, ROOM}, 
{HOUR, ROOM}, {TEACHER, HOUR, ROOM} }, and 
GEN(F) = {{TEACHER), {HOUR}, {TEACHER, ROOM}, {HOUR, ROOM}}. 
Note that {TEACHER, HOUR, ROOM} is considered to be the intersection of an 
empty collection of sets. Therefore it is in CL(F) but not in GEN(F). 
Let r be a relation over R. Then 
agr(r) = {Xl for distinct t,, t2 in r, t, and t, agree exactly on X}. 
For example, in the last example relation r in Section 2 we have agr(r) = 
(0, {TEACHER}, {HOUR}, {ROOM}, {TEACHER, ROOM}, {HOUR, 
ROOM } }. 
LEMMA 1 [Z]. Let r be a relation over R. Then r is an Armstrong relation for F if 
and onZy ifGEN(F) & agr(r) 6 CL(F). 
As it stands, the definition of GEN(F) is highly nonconstructive. We will next 
give a theorem showing that this family can be defined more operationally. Let F be 
a set of FDs over R and A an attribute of R. Define 
max(F, A) = { YE R 1 Y is a nonempty maximal set (with respect to s ) 
such that Y 4+,F A}. 
Let MAX(F) be the union of the sets max(F, A), where AE R. We have the follow- 
ing result. 
THEOREM 1. MAX(F) = GEN( F) for all F. 
Proof: Let Y~max(F, A) for some A. First, Y is F-closed. If it were not, for 
some B# Y we would have Y + B. Then YB P A, since otherwise Y + A. But 
Y c YB, contradicting the maximality of Y. Second, if W properly contains Y and 
W is F-closed, then A E W again by maximality of Y. So Y is properly contained in 
the intersection of all F-closed sets that properly contain Y, and thus Y is a member 
of GEN(F). 
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Conversely, let X be an arbitrary member of GEN(F). Let R-X= {A, ,..., Ak}. 
As X is closed, X P Ai for all i. Let Yi be for each i a member of max(F, Ai) 
extending X. By the previous paragraph each Yi belongs to GEN(F). Let Y be the 
intersection of the Y,s; it includes X. Actually Y = X, since Ai $ Yi for all i. Thus X 
is expressible as an intersection of sets in GEN(F). As X itself is in GEN(F), this 
implies that X is Yi for some i. But the Yis are in MAX(F), so the equality 
MAX(F)=GEN(F) has been proved. 1 
4. SIZE BOUNDS FOR NORMALIZED ARMSTRONG RELATIONS 
Lemma 1 yields bounds for the size of a minimal Armstrong relation. Using an 
argument based on the inclusion GEN(F) E agr(r), it is shown in [2] that the num- 
ber of tuples in a minimal Armstrong relation is at most 1 GEN(F)I + 1 and at least 
[(l +Jl + 8 IGEN(F)I)/2].’ An example is also given in [2] showing that 
IGEN(F)I (and thus the size of a minimal Armstrong relation) can indeed be 
exponential, both in the number of attributes in the scheme, and in 1 FI . In this sec- 
tion we will show that for a normalized relation scheme the size of GEN(F) 
depends on the number of keys and is thus usually small. 
Recall that a relation scheme R is in BCNF [6] if for each nontrivial dependency 
X+ Y holding in R, the left-hand side X contains a key. 
THEOREM 2. Let R be in BCNF with respect to F, let X, ,..., X, be the keys of R, 
and let Y be the set of nonprime attributes, i.e. Y = R-X, - . . . -X,. The size of 
GEN(F) is at most 
( ) 
;J!jl lxil ‘(lyl+l)~ 
ProoJ Consider the following family of sets: 
P= {R- {Al,..., A,}IAjEXiforalli} 
u {R- {Al,..., A,,B}JAi~XiforalliandB~Y}. 
Clearly, I PI < (nF= 1 I Xi I ). (I Y I + 1); we will prove the theorem by showing that 
GEN(F) c P. 
Let WE GEN(F). By Theorem 1, WE MAX(F). Thus there exists an A E R such 
that W 76 A and that W is a maximal set with this property. Since W 4 A, for each 
key Xi there must be at least one Aim Xi such that Ai$ W. The maximality of W 
implies that for each key there is at most one such Ai that is deleted and that does 
not belong to some other key. Because R is in BCNF, any nonprime attribute does 
’ In fact, this result holds only if the empty set is not the key of R. In the sequel we will make this 
assumption. 
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not determine any other attributes besides itself. The maximality of W then implies 
that W must contain Y - {A }. The claim ( WE P) now follows immediately from 
the definition of P. [ 
For BCNF relation schemes it is quite reasonable to assume that there are few 
keys. For example, a BCNF scheme can have only as many keys as there are 
dependencies, while an arbitrary relation scheme can have an exponential (com- 
pared to the number of dependencies) number of keys. In fact, Theorem 2 shows 
that the size of a minimal Armstrong relation for a BCNF scheme R is exponential 
only in 1 FI , not directly in 1 R 1. 
As an example, consider the scheme with the dependency TEACHER HOUR --) 
ROOM from Section 2. This relation scheme is in BCNF, and our expression gives 
the bound 2.2 = 4 for the GEN(F) family. In the beginning of Section 3 we saw 
that the GEN(F) family does indeed have four elements. Note that in some cases 
the size of GEN(F) can be smaller than the bound given by Theorem 2. For exam- 
ple, if ABC and ABD are two keys of R, then the set R-{A, B} will of course 
appear only once in P, but it is counted twice when the size of P is estimated. 
If we assume that R is in third normal form [S], we get a similar upper bound 
for the size of GEN(F). 
THEOREM 3. Let R be in 3NF with respect to F, and let Xi and Y be as in 
Theorem 2. Denote by Zi, i= l,..., m the sets that are not keys but still imply some 
(prime) attribute. Then the size of GEN(F) is at most 
(~,Ix;l)~(~~(lzjl+l~)~(Irl+l)~ 
Proof Similar to the proof of Theorem 2. Because R is only in 3NF, we must 
make sure that the Z,-sets do not determine the A attribute in the proof of 
Theorem 2. Removing at most one attribute from each Zi gives the middle term in 
the upper bound. m 
5. GENERATING ARMSTRONG RELATIONS 
Several algorithms have appeared for generating Armstrong relations, but they 
all suffer from efficiency problems. For example, Grant and Jacobs [lo] start from 
a relation that has a pair of tuples for each dependency that does not belong to F*; 
here F* denotes the closure of F. Each pair implies that the corresponding depen- 
dency does not hold in the relation. The relation is then chased using F, and the 
result is an Armstrong relation for F. Obviously, the size of the initial relation can 
easily be exponential. 
The generation algorithm given in [2] works in two steps: it first computes 
CL(F), and then constructs a relation r such that agr(r) = CL(F). By Lemma 1, r is 
the desired Armstrong relation for F. 
For the first part the algorithm in [2] uses a brute force method: it considers all 
the subsets of R and checks which of them are closed with respect to F. Thus the 
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time complexity of the algorithm is exponential even in the best case. The authors 
note that they “could get away with using GEN(F) instead of CL(F) in the con- 
struction, but [they] do not wish to spend the time to prune out the non- 
generators.” We wish to carry this strive for efficiency a step further, and avoid 
computing CL(F) by computing GEN(F) directly. This is possible because of the 
new characterization given in Theorem 1. 
On the other hand, once the desired agreement set (say S) has been computed, 
the actual construction of an Armstrong relation can be done in time 0( 1 R 1 .I S I). 
Therefore we can use for the second part of the algorithm the same construction 
that was given in [2]. For completeness, it is repeated below. We have assumed 
that all domains are integer-valued. Other domains could be substituted without 
any difficulty. For the purposes of the discussion we also assume that the relation is 
ordered, i.e., the tuples appear in the order in which they are inserted. 
ALGORITHM. Construction of an Armstrong relation for relation scheme R and 
dependency set F. 
Input. A collection S of subsets of R with GEN(F) E S s CL(F). 
Output. A relation r over R such that SE ugr(r) c CL(F). 
Method. 
1. {Initialize } 
let r be the relation with a single tuple t such that t[A] = 0 for all A E R; 
i:= 1; 
2. (Create the desired agr(r) set} 
for eachTE S do begin 
insert at the end of r a tuple t such that t[A] = 0 if A E T, 
and t[A] = i otherwise; 
i:=i+l; 
end; 
It is obvious that S s agr(r) holds for the constructed relation r. The set agr(r) 
can well be larger than S, the additional elements in agr(r) are intersections of 
elements of S. As CL(F) is closed under intersection, and SZ CL(F), we have 
GEN(F) c S c agr(r) c CL(F), showing that the construction works correctly. 
The dependencies that do not hold in the constructed Armstrong relation can be 
found by comparing each tuple with the first tuple in the relation. We pointed out 
in Section 2 that the designer might prefer relations where the observations can be 
made by looking at consecutive tuples. It is possible to achieve this goal without 
sacrificing the correctness or the efficiency of the algorithm: we can simply replace 
the condition “@A] = 0” in step 2 of the algorithm by “t[,4] = $A]“, where s is 
the previous last tuple in r. 
As a final comment about step 2 of the algorithm, we see that the constructed 
relation has ( SI + 1 tuples. In the beginning of Section 4 we mentioned the result of 
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size of a minimal Armstrong relation is at least 
1 + 8 1 GEN(F)I)/21. So if we use the algorithm with S= GEN(F), the size 
of the generated Armstrong relation is at most the square of the size of a minimal 
Armstrong relation. 
We now turn to the computation of GEN(F) or, by Theorem 1, MAX(F). We 
have a preliminary result. 
LEMMA 2. Testing whether XE max(F, A) can be done in time O( 1 R 1 . /) FII ). 
Proof: Computing X+ can be done in time 0( 11 F/I ) [3]. Therefore checking 
that X does not imply A takes time 0( I( FII ); testing for all BE R - X that XB --+F A 
takes time 0( 1 R 1 . 11 F(I ). a 
Thus testing for membership in MAX(F) can be done efficiently. There remains 
the problem of choosing the candidates for which to apply the test: we do not want 
to consider all subsets of R. 
The solution is to compute MAX(F) iteratively, starting from a small collection 
instead of the entire powerset. We start from MAX(@). Dependencies are added 
one at a time and the collection is modified accordingly. 
The starting point is easy: max(@, A) = (R - {A} } for all A E R. The following 
result shows how the sets max(G, A) relate to the sets max(F, A) when G contains 
one more dependency than F. 
THEOREM 4. Let G = Fu { Y + Y’} and W~max(G, A). Either W~max(F, A), 
or for some B E Y, Z E max( F, B) and XE max(F, A) we have W = X n Z. 
Proof. Assume W# max(F, A). Since WE max(G, A), W %c A and W 4 F A. 
Thus some proper superset X of W belongs to max(F, A). 
First, X must contain Y; otherwise X+ would not change by going from F to G. 
Since X is F-closed, this would imply that X is a G-closed set that does not deter- 
mine A. But this is impossible, since W is maximal among such sets, and X properly 
contains W. 
On the other hand, Y cannot be contained in W. For if Y c W, then YY’ s W, 
since W is G-closed as a max(G, A)-set. Therefore YY’ E X, and X is also G-closed. 
Again X would be a G-closed set extending W and not containing A, a contradic- 
tion. 
Thus Y- W is nonempty; let BE Y- W be arbitrary. Figure 1 illustrates the 
relationships of our sets. 
FIGURE 1 
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Now W cannot determine B in F. This follows from the facts that W is both G- 
and F-closed as a member of max(G, A), and that Be W. Therefore some member 
of max(F, B) must contain W. Let 2 be an arbitrary set in max(F, B) with this 
property. We will complete the proof by showing that W= Xn Z. 
The first part, Ws Xn Z, follows immediately from the facts that WC X and 
Ws Z. For the other direction it is sufficient to show that Xn Z % G A; the mem- 
bership of W in max(G, A) then yields that W= Xn Z. 
We know that X n Z is F-closed, since X and Z are. Also Y g Z, since B E Y and 
B $ Z. Thus Y & Xn Z and Xn Z is G-closed. Since XE max(F, A), we have A 4 X 
and A 4 Xn Z. Therefore Xn Z does not determine A in G. 1 
By this theorem, the family max(G, A) can be computed from max(F, A) as 
follows. For each WE max(F, A) and each W of the form Xn Z, where 
XE max(F, A) and ZE max(F, B) for some BE Y, test whether W is a member of 
max(G, A) using the algorithm of Lemma 2. 
This ends our description of generation of reasonably small Armstrong relations. 
It would be nice to be able to prove that the algorithm works in polynomial time at 
least with respect to the size of its output. However, for some dependency sets G it 
can still happen that the intermediate MAX(F) sets for subsets F of G are exponen- 
tial, even though MAX(G) is polynomial. As an example, define 
and 
Here F is the dependency set used in [2] to prove the exponentiality of 1 GEN(F)j . 
Suppose that we use our algorithm to construct the agr-set for G in such a way that 
the dependencies in F are considered first (note that Fc G). Then we will 
necessarily have an intermediate MAX-set whose size is exponential in m. However, 
it is easy to see that the number of sets in the final MAX(G)-collection will only be 
linear in m. It remains as an open question whether this is an inherent property of 
the problem, or whether considering the dependencies in some specific order would 
yield still better algorithms. Even so, the previous algorithm is more practical than 
one which considers all subsets of R. Note also that the algorithm is incremental: 
addition of one dependency can be treated by doing only the computation deter- 
mined by Theorem 4. This property is useful for the interactive design process. 
The problem of minimizing an Armstrong relation was mentioned in Section 2. 
Using the GEN(F) sets it is easily solved: a tuple can be removed from the relation 
r if its removal does not make the agr(r) set too small, i.e., make the condition 
GEN(F) E agr(r) false. 
6. DEPENDENCY INFERENCE 
In Section 2 we introduced the inverse of the generation problem, the dependency 
inference problem. Given a relation r, we are asked to produce a set of dependencies 
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F such that r satisfies exactly the dependencies in F*. The exact complexity of this 
problem is studied in a future paper. Here we will only present the algorithm as one 
nontrivial solution. 




A relation Y over relation scheme R. 
A set F of functional dependencies over R such that r satisfies a 
dependency X + C if and only if X + C E F*. 
Method. 
1. {Initialize > 
for all CE R let lhs(C) = {a}; 
{lhs(C) is the set of possible left-hand sides X for dependencies of the form 
x-x} 
2. {Iterate over all pairs of tuples in R} 
for all t, s E r, t #s, do 
for all C E R such that t[ C] # s[ C] do begin 
{update lhs( C) with respect to t and S} 
for all XE lhs(C) do 
if t[X] =s[X] then 
replace X in lhs(C) by the sets Xu (D}, where D c R and 
tCD1 Z sCD1; 
while lhs( C) contains sets X and Y such that Xc Y and X # Y 
do remove Y from lhs(C); 
end; 
3. {Construct F) 
The algorithm is illustrated in the following table using the last relation of Sec- 
tion 2 as input. Each row of the table shows the values of the lhs sets after a new 
pair of tuples in r has been considered. The attribute names are abbreviated using 
their initials: 
Tuples considered lhs(TEACHER) Ihs(HOUR) lhs(ROOM) 
The only dependency produced by step 3 is TEACHER HOUR --t ROOM. 
57113312.2 
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THEOREM 5. Let F be the dependency set produced for r by the algorithm above. 
Then r satisfies a dependency Y + B if and only if Y + BE F*. 
Proof: (If) Assume Y + BE F (it is enough to prove the claim for members of F 
instead of Fc). If r does not satisfy Y + B, then for some t, s E r we have t [ Y] = 
s[ Y] and t[BJ #s[B]. After lhs(B) has been updated with respect to t and s, we 
have W SL Y for all WE lhs(B). Since the lhs-sets do not decrease, Y cannot belong 
to lhs(B) at the end of the algorithm. Therefore Y + Br$ F, contradicting the 
assumption. 
(Only if) Assume r satisfies Y + B. We claim that after the execution of the 
algorithm, 
Z~lhs(B) for some ZG Y. (1) 
This holds trivially after the initialization. Consider then the updating of lhs(B) on 
the basis of t and s. Suppose that Zc Y belongs to lhs(B) before the modification. 
If t[Z] #s[Z], Z remains in lhs(B), and (1) holds after the update as well. Sup- 
pose then that t[Z] = s[Z]. Since r satisfies Y + B and t[B] #s[B], we must have 
t[ Y] # s[ Y] . In particular, for some D E Y - Z we have t[D] # s[D]. But then 
Z u {D} is added to lhs(B), and (1) still holds, 
We must still consider the “cleaning” of lhs(B), i.e., the while-loop at the end of 
step 2 of the algorithm. It is easily seen that in neither of the two cases of the 
previous paragraph can the crucial set be removed from lhs(B) by the cleanup. 
Therefore (1) holds at the end of the execution of the algorithm. But this means 
that Z-tBEF, implying Y+BEF. 1 
7. CONCLUDING REMARKS 
We have studied the problem of generating small Armstrong relations for 
database design. We started by analyzing the use of these relations when designing 
relation schemes, continued by approximating the sizes of the relations for nor- 
malized schemes, and concluded by giving algorithms for generating reasonably 
small Armstrong relations and for inferring a set of dependencies from a relation. 
There are many interesting open problems in this field. The complexity of the 
dependency inference problem was already mentioned. Another question that we 
are currently studying is the production of truly minimum Armstrong 
relations-recall that our algorithm may produce a relation whose size in the worst 
case can be proportional to the square of that of a minimum relation. Finally, the 
implementation that we are carrying out should shed some light on practical 
questions, such as the most convenient structure of an Armstrong relation. 
A whole new area opens when one includes other types of dependencies, not only 
functional dependencies. An attractive addition would be to consider inclusion 
dependencies; for them and functional dependencies Armstrong databases do exist 
(provided that the left-hand sides of the functional dependencies are non- 
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empty) [9]. For this class Armstrong databases can be especially useful, since they 
can show the amount of duplication caused by the inclusion dependencies. Research 
into this area would also have to clarify the basic ideas for designing relation 
schemes when inclusion dependencies are present. A preliminary attempt at such a 
method is presented in [ 121. 
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