A. Production of 166 Er BECs.
B. Details on the trapping geometries.
The harmonic potential V (r) = 2mπ 2 (ν 2 x x 2 + ν 2 y y 2 + ν 2 z z 2 ) trapping the 166 Er atoms results from the crossing of two red-detuned laser beams of 1064 nm wavelength at their respective focii; the hODTb propagating along the y-axis and the vODTb, propagating nearly collinear to the z-axis. The vODTb has a maximum power of 7 W and an elliptical profile with waists of 110 and 55 µm along x and y respectively. The hODTb has a maximum power of 24 W, a vertical waist w z = 18 µm, and a controllable horizontal waist, w x = λ w z . The ellipticity λ can be tuned from 1.57 to 15 by time averaging the frequency of the first-order deflection of an AcoustoOptic Modulator [4] . By adjusting independently λ and the powers of the vODTb and of the hODTb, we can control the geometry of the trap. Precisely, ν y is essentially set by the vODTb power, ν z by that of the hODTb, and ν x is controlled by both the power and ellipticity of the hODTb, with ν z /ν x ≈ λ .
We use the tuning of the hODTb power and ellipticity to perform evaporative cooling to quantum degeneracy (see Section A). After reaching condensation, we again modify the beam parameters to shape the trap into an axially elongated configuration (ν y ν x , ν z ). The trapping geometries probed in the experiments, (λ , ν x , ν y , ν z ), are reported in Supplementary Table 1 . They are achieved by changing the hODTb power with λ = 1.57 and the vODTb power set to its maximum so that ν y and ν z /ν x are kept roughly constant. Only the green triangle in Fig. 2d is obtained in a distinct configuration, with a vODTb power of 2W, leading to (ν x , ν y , ν z ) = (156, 17, 198) Hz and λ = 11.6. The (λ , ν x , ν y , ν z ) are experimentally calibrated via exciting and probing the center-ofmass oscillation of thermal samples. We note that the final atom number N, BEC fraction f , and temperature T after the shaping procedure depend on the final configurations, as detailed in Supplementary Table 1 . T is extracted from the evolution with the ToF duration t f of the size of the background Gaussian in the TF-plus-Gaussian bimodal fit to the corresponding ToF images of the gas. The values of N c = f N and T are used for the initial states ψ i of our real-time simulations (see Section G).
Supplementary Table I -dBEC parameters for the experimental measurements (Figs. 2-4) . The typical statistical uncertainties on ν x and ν z are below 1 %, and can be up to 10 % for ν y . The experimental repeatability results in 5-to-10 % shot-to-shot fluctuations of N, f and T . We estimate a * s for each trap geometry of Fig. 2d by studying the roton population as a function of a s . When decreasing a s , the roton population and in particular its contrast C = A * /A 0 (see Method Fit procedure for the ToF images) exhibits a sharp increase from an essentially zero and flat contrast. We extract a * ,c s as the value of the scattering length corresponding to the onset of the increase of the contrast for t h = 3 ms; see Supplementary Fig. 1 and Supplementary Table 2. This is a simplified approach with respect to the one in Fig. 4 (see Method Time-rescaling analysis and roton gap estimate.), which we estimate to lead to a maximum underestimate for a * s of about 1.5 a 0 , which lies within our experimental uncertainty on a s . Supplementary Figure 1 -Onset of the roton population. Evolution of C with a s at t h = 3 ms, in the geometries (ν z , λ ) = (149 Hz, 4.3) (green squares) and (ν z , λ ) = (456 Hz, 14.4) (blue circles). The error bars correspond to the propagated errors from the 95% confidence interval on A * ,0 from the three-Gauss fit. We empirically fit a linear step function to identify a * ,c s (line).
Supplementary
Our theory is based on an extended version of the non-linear Gross-Pitaevskii Equation (NLGPE)
governing the evolution of a macroscopically occupied wavefunction ψ(r,t), with corresponding atomic density n(r,t) = |ψ(r,t)| 2 at position r and time t. The standard dipolar NL-GPE includes the kinetic energy, external trap potential and the mean-field effect of the interactions [5, 6] . These correspond to the three first terms of Eq. (1), where the mean-field interaction potential takes the form of a convolution of n with the binary interaction potential
for two particles separated by r [6] . The first term corresponds to contact interactions between the particles with strength g = 4πh 2 a s m . The DDI gives rise to the second term, which depends on both the distance and orientation (angle θ ) of the vector r compared to the polarisation axis (z axis) of the dipoles. Most properties of dBECs are well captured by this standard NLGPE (mean-field) [5, 6] .
Recent experimental and theoretical results, however, have established the importance of accounting for quantum fluctuations in dBECs [1, [7] [8] [9] [10] . Their effect can be included in the NLGPE in a mean field treatment through a Lee-Huang-Yang correction to the chemical potential,
√ π, which is obtained under a local density approximation [11, 12] . The accuracy of this mean field treatment has been established, e.g., in Refs. [8] [9] [10] , and has proven succesful in explaining recent experimental results [1, 7] . The final nonlinear term in the extended NLGPE accounts for threebody losses [13] , with an experimentally determined loss parameter L 3 , which is dependent on a s and typically of the order L 3 10 −41 m 6 s −1 , as reported in Ref. [1] .
E. Bogoliubov-de Gennes spectrum.
Collective excitations of the dBEC are obtained by linearising the NLGPE (see Section D) around a stationary state ψ 0 , which can be obtained by imaginary time propagation (see Section G). We write ψ = e −iµt/h (ψ 0 + η[ue −iεt/h − v * e +iεt/h ]), where µ is the chemical potential associated with state ψ 0 , and u, v are spatial modes oscillating in time with characteristic frequency ε/h and η 1 [14] . Inserting this ansatz in the NLGPE, and retaining only terms up to linear order in η we obtain the Bogoliubov-de Gennes (BdG) equations
where the operator A, acting on a function f and evaluated at point r, is defined as
The above equations constitute an eigenvalue problem, which we solve numerically using the Arnoldi method to obtain eigenmodes (u, v) and corresponding excitation energies ε. The equations presented here are a generalization of the BdG equations for dipolar systems as derived in Ref. [14] , to include the LHY correction accounting for quantum fluctuations.
In order to depict the spectrum as a quasi-dispersion relation even in the presence of an axial confinement, we associate to each elementary excitation an effective momentum k [15] . The spectrum is discrete with phononlike collective modes at low k (eff) y . For higher k (eff) y , the spectrum flattens, but eventually bends upwards again due to the dominant kinetic energy. Instead of developing a smooth minimum, roton excitations appear as isolated low-lying modes at intermediate momenta that depart from the overall spectrum [15] . These so-called roton fingers are related to confinement of the roton modes in the inhomogeneous BEC of profile n 0 (y) [16] , see also discussion in the main text.
The confinement is evident from the BdG calculations, in which the lowest roton mode forms a short-wavelength density modulation localized at the trap center ( Supplementary  Fig. 2e ). This contrasts with phonon modes for which the modulation is delocalised over the entire condensate (Supplementary Fig. 2c) . The excited states shown in Supplementary Fig. 2b -e correspond to the density |ψ 0 + η(u − v * )| 2 , for particular pairs of (u, v) corresponding to phonon and roton modes ( Supplementary Fig. 2c and e) , and exemplary modes at higher energies ( Supplementary Fig. 2b and d) . Even while the amplitude η = 0.2 of the excited modes is taken to be equal in Figs. 2b -2e , the roton excitation ( Supplementary  Fig. 2e ) leads to markedly larger local density modulations than the phonon excitation ( Supplementary Fig. 2c ). The ToF signatures in Supplementary Fig. 2 are computed by letting the wave function of the excitation, η(u − v * ), expand ballistically for 30ms, i.e. neglecting interactions during the expansion. The resulting density |η(u − v * )| 2 is then plotted (Supplementary Fig. 2b1 -e1) .
Carrying out the numerical BdG spectrum calculation for various trap parameters, scattering lengths and atom numbers confirms the geometrical scaling k rot ∼ 1/ z , as well as its weak dependence on a s close to the instability as expected from the analytical model. We note in particular a good quantitative agreement of k rot z in Supplementary Fig. 2 with the (stationary) analytic factor κ = 1.3 for this same trap geometry (see Method Analytical dispersion relation for an infinite axially elongated geometry). A qualitative agreement of the BdG stationary spectrum with the experimental observations is however not fully reached because of the role of the dynamics. A treatment of this effect is provided by the SSM and NS as discussed in the main text (see also the corresponding Method and Section G).
Finally, an alternative way of visualizing the excitation spectrum is achieved by computing the dynamical structure factor at T = 0 for each mode (u, v) [17, 18] ,
where ω = ε/h. The structure factor of the axial modes of our finite trapped system ( Supplementary Fig. 2a ) presents features resembling a roton-maxon spectrum, its continuum limit being a single-valued spectrum as depicted in Fig. 1b . To enhance the visibility, the delta function in Eq. (6) is replaced by a Gaussian with a small finite width in ω. Since the dynamical structure factor determines the response of the system when probed at specific energies and momenta, such as e.g. in Bragg spectroscopy experiments [18, 19] , it is interesting to note the difference in amplitude between the roton modes and other parts of the spectrum. In particular, in our quench experiments where the system is effectively driven at a range of energies and momenta, one would expect the strongest response from the roton modes.
F. Self-similar dynamics of the BEC.
In our self-similar model we account for the dynamics of the BEC profile and its effect on the roton spectrum (see details in the corresponding Method). To do so, we assume that the condensate preserves its TF shape during the evolution:
where X(t) = b x (t)X 0 , Y (t) = b y (t)Y 0 , and Z(t) = b z (t)Z 0 are the re-scaled TF radii, with b x,y,z (t) the scaling coefficients (b x,y,z (0) = 1). The corresponding hydrodynamic equations reduce to:
where µ(r,t) = V (r) + gn(r,t) + d 3 r V dd (r − r )n(r ,t) is the local chemical potential. The latter acquires the form:
where
, and C(t) = 1 + ε dd (F 1 + 2F 2 ). Here we have introduced the functions: with (9) into Eq. (8) we obtain a closed set of equations for the scaling parameters:
Prior to the quench of a s , the stationary TF solution is obtained from the self-consistent equations χ x (0) =
and χ y (0) = ν y ν z C(0)/B(0). Solving these equations and using normalisation provides X(0), Y (0), Z(0), and n(0) for known numbers of atoms N and trap frequencies ν x,y,z . We use this stationary solution as the initial condition at the start of the quench (t = 0), and solve the system of differential equations (13), (14) and (15) to obtain the scaling coefficients. An example for the relevant parameters of Fig. 3 is shown in Supplementary Fig. 3 .
G. Numerical simulations of the evolution.
Our simulations of the NLGPE are performed using a split operator technique. The evolution operator over a time ∆t (∆t → i∆t for imaginary time evolution) may be approximately split as e −iĤ∆t/h = e −iT ∆t/h e −iV ∆t/h + O(∆t 2 ). In this 3) and using the experimental cloud characteristics (configuration of Fig. 3 ). For reference, we plot the experimentally known a s (t h ) (circles, left axis). We show the 3D TF radii X (down triangles), Y (diamonds), Z (up triangles) and n 0 (squares) renormalized by their t h = 0-values (right axis). The compression mainly occurs along X. The subsequent increase of n 0 is less than 2 % when ∆(y = 0) touches zero in this configuration (Fig. 3a) . This demonstrates that the dominant effect on the roton spectrum at the instability comes from the reduction of a s itself, even in the case of a f s relatively close to a * s .
expression,T is the kinetic energy term, andV the potential energy. The effective potential energy for the evolution is given by the sum of external potential, interparticle interactions, local LHY correction, and three-body losses (see Section D).
We first evaluate using imaginary time evolution the initial BEC wavefunction, ψ 0 (r), prior to the quench of a s . The initial wavefunction for the subsequent real-time evolution is then constructed via ψ i = ψ 0 + ∆ψ, where ∆ψ accounts for thermal fluctuations, which we simulate by populating the excited states of the system as described in Ref. [20] . The excited states used in this procedure are obtained from the full BdG calculation detailed in Section E. Starting with this initial wavefunction ψ i , we mimic as close as possible the conditions of our experiments, including ramping, holding, and ToF times. In particular, we include the experimentally calibrated a s (t) (Method Quench of the scattering length a s ). Moreover, for the value of the three-body loss coefficient L 3 we use a linear fit of the experimentally determined values [1] . From the simulated evolution, we obtain the 3D wavefunction of the gas as a function of t h , ψ(r, t h ), from which we can extract the spatial and momentum distributions.
The simulation of the ToF expansion is performed in two steps. First we use a multi-grid analysis in order to rescale the size of the numerical box as the cloud expands during the ToF expansion. After some expansion time the density drops significantly, and the subsequent evolution can be readily calculated via e −iT t/h . Our NS show clearly that the effect of nonlinearity is small during the first stages of the evolution, and hence that the ToF expansion indeed may be employed to image the momentum distribution of the condensate at the time in which the trap is opened.
We evaluate the integrated momentum distributioñ n(k y ,t h ) = dk x dk z |ψ(k,t h )| 2 withψ(k,t h ) the Fourier transform of ψ(r, t h ). After t h of a few ms,ñ(k y ,t h ) shows clear roton peaks. The exact t h value for the peak emergence depends on the gas characteristics (in particular T ) and on a s . We evaluate the roton momentum as the mean value of the momentum in the roton peak.
From the imaginary-time evolution simulations, we are also able to predict the a s = a * ,st s threshold for the mean-field instability of the BEC, which corresponds to the absence of a mean-field stable solution [9, 10] . To find this instability boundary, we proceed by steps. We start by calculating the ground-state solution for a given a s that we know to be well within the stable regime. We then reduce a s in small steps and successively calculate the corresponding ground-state solution using the solution of the previous step as starting condition. We do so until no mean-field stable solution can be found. The predicted a * ,st s are reported in Supplementary Table II. For the theory predictions shown in Fig. 2d (NS and SSM; see Method Analytical dispersion relation for an infinite axially elongated geometry), we use quenched a s values such that the instability boundary is just slightly crossed, a s = a
