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We deal with the Durand-Kerner iterative method for a complex polynomial equation having multiple zeros. 
We will give the detailed proofs that the Durand-Kerner approximations to a multiple zero locate equidistant 
points on a sufficiently small circle when they are close to the exact zeros, and furthermore that the 
Durand-Kerner mapping, whose definition is given in the present paper, is contractive. This fact supports the 
balanced convergence of iteration observed in the author’s preceding paper (this journal, 1989). 
Keywords: Complex polynomial, Durand-Kerner method, multiplicity of zero, balanced convergence, contrac- 
tive. 
1. Introduction 
We are concerned with simultaneous iterative methods for a polynomial equation with 
multiple zeros. Yamamoto et al. [8] remarked that in the Durand-Kerner method the 
summation of simultaneous approximations is invariant at each iteration step wherever the 
starting values are located. 
On the other hand, numerical experiments often exhibit the following phenomena. With this 
iterative method m approximations converging to the same zero are gathering around the exact 
zero and then s!owly fall into the zero keeping their relative arrangements. Yamamoto et al. [S] 
and Tanabe [7] also pointed out this fact, and they gave the rate of convergence for multiple 
zeros under the assumption that approximations for multiple zeros locate equidistantly 3n the 
circle centering the m-ple zero. In [5] we examined the convergence of the Durand-Kerner and 
Tanabe methods around the multiple zero, showed their “balanced convergence” and con- 
structed the estimation algorithm of the multiplicity. Furthermore, we tried to improve the 
convergence speed for the multiple zeros using the information of their multiplicities. I3ut we 
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omitted there the proof that the Durand-Kerner mapping, which is defined in Section 2, is 
contractive. 
In this paper we give the proofs in detail that the Durand-Kerner mapping is contractive 
around an m-pie zero and approximations locate equidistant points on a sufficiently small 
circle centering around the zero. Our result shows the assumption of Yamamoto et al. is 
reasonable. 
2. Main results on the Dun-and-Kemer method 
We consider a complex polynomial equation of degree n: 
P(z)=fi(Z-,i)m’=Zn+c~z~-l+ l a. +c,=o, 
i=l 
where {cY$‘= 1 are its distinct zeros and mi are the multiplicities of (Y~ satisfying 
V 
c m, =?I. 
i=l 
Hereafter we employ the following conventional notations: 
&=&= .a= =&=cYr, 
5 m,+1= 5m,+2= .*. =5m,+mz=~27 
(2 1) . 
and so on. Let ziP), i = 1, 2,. . . , n, be simultaneous approximations to the roots &, i = 1, 2,. . . , n, 
at the pth step and let zi (P+l) be improved approximations; then the iterative formula is given 
bY 
zjp+l)=zi(P)+ !P/p), i = 1, 2 ,..., n, (2 2) . 
where qjp) is the correcting value. 
Specifkally we are concerned with the Durand-Kerner method [2,4]. Here the correction is 
given by 
lp!P) = - 
P( ZI”‘) 
1 n 9 i= 1,2 ,..., n. (2 3) . 
I-U 
z(P) - z!P) 
j= l,j+i ’ 
J 1 
Let us write P(z) as follows: 
P(z) = Pl(Z)PZ(Z) l - - P,(z), where pi(z) = (z - (yi)? 
And we consider the updating formula of an approximation, say zk, whose goal is al: 
z;=zk- 
WkjpZ(zk) - - l Wk) 
n 
I-I< 
j#k 
zk -zj) 
‘ltzk) 
I-U zk - a,Jrn’ 
=z - 1=2 
k 
fi( zk 
j= l,j+k 
-zj) fi (zk-zj) l 
j=m,+l 
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Here we denote by z(l) the 
J 
approximation for (xl: 
l--U Zk - &’ 
1=2 
fI( zk -zj) 
j - tn , + 1 
zk - (Yr) 
(0 
zk-zj 
We can estimate 
z!” - (x 
J 1 
I I 
.“I -a!, 
e l k 
c 
for sufficiently small Ek when the goal of each approximation is evidently separated. This 
implies the correction of the Durand-Kerner method is generally given by 
Ii(zi-lj) fI.(zi~O 
pi=- * 
j=l 
Zi-Zj) ~ (Zi-5i) 
~ _ j=l 
~(Zi-Zj) 
. 
I-I< 
j+i j=m+l j#i 
Putting 2” =Zi+ pi, ui=zi-l and u,F =ti* -5, we have 
u” 
l4; 
=ui- 111 (2 4) . . 
I-It Ui - Uj) 
jPi 
It is noteworthy that this is the Durand-Kerner formula applied to, p(u) = utn = 0. Hence we 
will show theorems about the Durand-Kerner method applied to P(z) = z” = 0. 
Here we introduce some notations. We set 
and 9 = 
(2.2) and 
8=(ZEcnIzi =Zj, for SOme i #j] 
C”\E. For any Z (‘) ~9 we define the Durand-Kerner sequence {z@)} generated by , 
(2.3) and denote them by 
@p+l) =f(Z(P’), p = 0, 1,. . . . 
We define the mapping f as follows: 
fityl = Yi - 
p(Yi) 
I? (Yi-Yj) 
* 
j= l,j#i 
We assume that we can select a suitable initial value Z(O) such that for p = 0, 1,. 
implies f(Z?) ~9. We will abandon the iteration when f(Z?) E g. 
(2 5) . 
(2 6) . 
, P EL3 
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Let 5 be an m-ple zero of P(z) and .zi, i = 1, 2,. . . , m, be m distinct approximations 
approaching to 5. In this case they are said to have the balanced convergence when {(q - 
O/(z, - ~1)~~ 1 converges to 
(e2&ii/m)m- * 
i=() . 
Under this idea, we define the following mapping F associated with (2.5): 
F(V) = (F,(V), F,(V), . . . , F,(V))T : 9 + C”, 
f,(V) 
W)=f,o= 
(2 7) . 
We do not consider the case when f(V) E E’. We call F the Durand-Kerner mapping. 
To observe theorems, we start with the distinct initial values for the iteration. 
Theorem 2.1. Men we generate the Durand-Kemer sequence applied to P’(z) = z” = 0, the fixed 
pint of the mapping F in CZ.7) is the set of n equidistant points on the unit circle. 
Further we have the following result. 
Theorem 2.2. When we start the iteration (2.5) from the values sufficiently close to the exact zeros, 
the mapping F ii1 (2.7) is contractit’e. 
Prior to the proofs, we confirm the assertion of the above theorems by numerical examples. 
Example 2.3. The test problem is given by 
P(z)=(z- a,)(z-Cx~)(Z-(y3)3(Z-cZ~)2=0, 
Fig. 1. Trajectories of approximations until the single zeros are fixed. 
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Fig. 2. Trajectories of approximations for the double zero around the true zero. 
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where cyI = 0.8 + 0.4 i, cy2 = 0.2 + 0.7 i, a3 = -0.6 + 0.3 i, a4 = 0.2 - 0.1 i. As the starting 
values we take 
zip) = 5 exp k= 1, 2 ,..., n. 
In this case we observe that approximate zeros spread out once and then in early stages they 
turn out to go forward to their barycenter. We choose the stopping criteria restricted so that 
the number of iterations becomes large. Figure 1 shows a locus of the approximations at the 
time when the single zeros are fixed in the accuracy of the graphics. Figures 2 and 3 show the 
Fig. 3. Trajectories of approximations for the triple zero around the true zero. 
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trajectories of approximations around the double and the triple zero, respectively, and the 
circles show 
z$)- CU,~, k = 12, 13,. . ., 19, (in Fig. 2), 
-%I* k = 15, 16,..., 22, (in Fig. 3), 
where z$) and z$k are one of the approximations for multiple zeros at the kth step, 
respectively. From these results, we can see that around an m-ple zero the approximations go 
inside by the angle of 2 q/m. 
3. Proof of the theorems 
Hereafter we set (t = exp(l/- 12@2). 
3.1. Lemmas 
Emma 3.1. 7&e following equalities hold for {We}: 
n-1 
c mk 0 = n, k=O (mod n), 
m=O 0, otherwise, 
N - 1 ($z(n-l), k=O (mod n), 
c mmmk = n 
m=O -79 1 
otherwise. 
--w 
(3 1) . 
(3 2) . 
Proof is obvious. 
E.emma 3.2. Assume that for numbers a,, 0 < m Q n - 1, and ck, 0 < k < n - 1, the relations 
1 
- 
n m=O 
hold, then we hare 
n-1 
a,= c ckmmmk, O<m<n-1. 
m=O 
(3 3) . 
The lemma is obvious because of the discrete Fourier transform. 
Observe that, for a, = m, 0 G m < n - 1, Lemmas 3.1 and 3.2 imply 
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1 n-l 
CO 
=- 
n c m = $tn - I), m=O 
1 n-l 
‘k 
=- 
c mamk 
-1 
=- l<k<n-1. 
n m-0 1 --k’ 
We have the following lemma. 
Lemma 3.3. The quantities (Wk)k have the identities 
n-l O-km 
c -=+(n-1)-m, O<m<n-I. 
k=l l-Wk 
Prcaf. From (3.4) for a, = m, 0 < m < n - 1, we get 
11 - 1 
-mk = _ 
c CkW -mk + CO 
k=O 
=+(n-1)-m, O<m<n-1. Cl 
Lemma 3.4. For {We},“:;, the following equality holds: 
n- 1 i ‘2 - 1 
c 2k 1 =w c = -- 
j=l (1 -Wi)2 j#k,j=O (Wk-Oj)2 
’ (n2 - 12 6n + 5). 
Proof. Applying Lemma 3.2 to the sequence of {ci> we have 
n- 1 
lzm = c c&cnk. 
k-0 
For m = 0, C”,:& is obtained as a circular convolution of the sequence {a/} such that 
n-l 
c 
k=O 
= ~n&z -1). 
n I=0 
And from (3.41, 
n-l 
c,Z+ &i=(4(n-1))2+ C 
k=l 
Hence we have the following relation: 
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(3 4) . 
(3 -5) 
(3 6) . 
n-l 
c 
1 
k=l (1 -Wk)’ 
=Ln~ll[n-l)-+~n-l,‘= -&tn2-tjn+5). 
n I=0 
T. Miyakoda / Multiple zero of complex polynomials 
Since {o”}~:~ are the zeros of z” - 1 = 0, 
n-1 1 n-1 
c =o 
Zk 
c 
1 
k=l (l-o”)’ j#k,j=O (W'-o')' 
is valid. CI 
Here we mention a fundamental property of linear operators on C”. 
Lemma 3.5. Let T be a linear operator from C n to C n. Then, given c > 0, there exists a norm 11 l 11 
on @" such that 
IIT <p(T) +G 
where p(T 1 is the spectral radius of T. 
Proof. In [6> p&l]. q 
3.2. Proof of Theorem 2.1 
For the approximations {z~~)}~= 1 at the pth iteration step, we set 
ZP’ 
YX!“= z:p), k = 1, 2 ,..., n. 
At the ( p + lkt step, 
z(P+ 1) 
(p+l) l 
Yk =-= (P+ 1) 
Zl 1 
Now we adopt the following notation through the Durand-Kerner mapping: 
~(P+l)=q[W(p)), 
where 
p$P)= 
( y'l"', y$P',...,y;P')T. 
Assume that (yl, yz,.. ., yn) be a fixed point of F and Yi # Yj for i # fj, then 
Ykn 
Yk - nj+k(Yk - Yj) 
Yk = 
Y; 
” - njtl(Y1 -Yj) 
should hold for every k. Therefore 
(3 7) . 
Y;-’ 1 
ni+k(Yk-Yj) = ~j+l(y~-yj)’ 2~k’n’ 
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From Euler’s formula 
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kc I-I rr’ ( 1, j#k Yk -Yj) = 
we obtain 
yp 1 
JJj+k(yk-yj)=n' lGkkn* 
Now, we set 
Q(z)= fi(z-Y,)y 
j=l 
and the following equalities are trivial: 
Q’(Yi) = fI, (Yi- Yj)y 14&n. 
j= l.j#i 
Then, we have 
Q’(yi)=ny,“-*, 1 \ci<n, and Q’(~)=nz”-‘, 
which implies 
Q(Z) =zpl +a!. 
Because y 1 = 1 is the root of Q(z), a! equals - 1. Hence 1 and the other elements of the fixed 
point of F are distinct zeros of Q(z) = zn - 1. 
The roots of z” - 1 = 0 are located equidistantly on the unit circle. 
Conversely, if y1 = 1, y2,. . . , y,, are distinct zeros of z” - 1, then (y,, . . . , yn) is nothing but a 
fixed point of F from the above consideration. 0 
3.3. Proof of Theorem 2.2 
We will give some preliminary considerations before the proof. 
For the sake of simplicity, we renumber the suffix of vectors as V = ( y,, y,, . . . , yn _ , IT and 
FW’) = (F,(V), F,(V), . . . , Fn _ ,(V)>T. 
Let the Jacobian matrix G = (Fk,), where 
Fkt 
aFk 
=- 
aY 
v = (y(), y, ,..., y,l_l)T, VW = (a09 d.4wT. 
In order to calculate the components of G, we set 
I1 - 1 Y;: 
nk= n (Yk-Yj), Uk=Yk-,. 
j=O,j#k k 
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Due to Lemmas 3.1-3.4, the i”ollowing hold on V = VW: 
nk 1 \ =;T& = n&- Ilk, 
n - 1 
=- 
2n ’ 
n-1 
l(i) I > =$!$ =- 
n 
T 
Accordingly, we can evah ate 
Fkk 
au, d 
=- 
aY I v=w n(ok - ld) 9 
a% 1 = __ 1 -- 
aY I i IV=W n(1 -J) l 
the components of G: 
1 1 Uk 
=- -- 
y=&, 2+n-1 l-WkT 
(3.8a) 
1 1 
=- -- 
) Wk-ml 1-o’ ’ 
k,lal. (3.8b) 
The definition (2.7) yields F,(V) = 1. Then the first row of G is OT, whereas the first column 
vector has no need in the lemma below. 
The eigenvalues of the matrix G are given in the following lemma. 
*Amma 3.6. The eigewalues of the matrix GT are 0 and m/(n - l), m = 0, 2,. . . , n - 2, and the 
corresponding eigenr’ectors are E, = (1, 0,. . . , OJT and 
VVm = (0, &‘, gZm,. . . , &v’)m)T, m = 0, 1,. . . , n - 2. 
Proof. It is obvious that 0 and E, are the eigenvalue and the corresponding eigenvector, 
respectively. Putting A, = m/(n - 11, we will verify A,,, and WV,,, are the eigenpair for GT, i.e., 
GT VIim = AJiV~ for every m. A straightforward calculation of the element vI of V = GTV& for 
some Am leads to 
q = ml 
1 n-l &n+ l)k 1 n-l Jm + 1)k 
=-- 
n-l c k=l,k#I OJk-W’ 
+- 1 ml 
n-l&=1 1-w’ +‘w 
c 
1 n-l 
c 
Jm+ l)k 
= _.- -- -- 
n-l &= l,&#l elk - w’ 
+ &n+ l)k + $,m~_ 
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From (3.1) the second term vanishes. Therefore, 
1 n -- 1 
c 
&?I + 1)k 1 1 
1’1 = - - --- 
n - 1 k= l,k_+/ tik - 0’ n-l 1-w’ 
+ $w’“’ 
1 I1 - 1 
c 
(.&(“I + 1)k 
=-- 
1 ml 
n - 1 k=O,k_+l tdk -d + TO 
0 trill n-l 
c 
o -(I-m)k 
=-- 
n _ 1 k=O,k~~ 1 _&-k) + h 
I?11 
l 
Because of O-’ = o”-‘, we can rewrite {w(‘-~)} as follows: 
(&kr;=f.k-+, = (d d-l ,..., krr+‘) = (d, m2 ,..., dz--1) = (d);:;. 
Thus, from (3.9, 
(Jl?l 
ii+ = -,(f(n-1)-m)+fw’“‘=~~““. 0 
Proof of Theorem 2.2. Due to Lemma 3.6, the spectral radius p of G ’ is (n - 2)/h - 1) and 
n-2 
p(G) =p(GT) = n-l < 1. 
Therefore, Lemma 3.5 means the existence of some equivalent norim such that F is contractive. 
Actually, we set the nonsingular matrix P = (E,, WI, VV2,. . . , VVn__ 1) and for arbitrary small 
E>O, D=diag(l, E, e2 ,..., E’*-*) and Q=PD. Then 
P-‘GP = diag(O, A,, A,,. ..,h,_J = J. 
We define a norm 11X 11 = II Q- ‘X II 1, IlW II 1= maxit I xi 1) on this space, 
IIGII = IiQ-‘GQh= [ID-‘Joh=p(G). 
So F is contractive with respect to this norm. The continuity of a linear mapping derives the 
same result in the neighbourhood of VW. III 
4. Discussion 
. 
Two vectors R(p) and ZtP) are combined in each p with 
*(PI q(P) (PI 
I 1 Yi . 
Our theorems suggest the following behaviour of the approximations in the neighbourhood 
of the exact multiple zero. The values y 1, y2, . . . , y,, approach to the points on the unit circle, 
while Btp) approach to the exact zeros because z1 (P) becomes smaller and smaller through the 
iteration. Our theorems permit zero for the radius of the circle carrying the approximations. 
However, in numerical observations, the approximations reach to the locations on a circle 
within a definite number of iterations and then the radius of the circle reduces step by step. 
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For other iterative methods, for example the Aberth method [l], similar theorems can be 
established. Furthermore, we can construct a judgement algorithm for multiplicity based on our 
results, and observe it works well in our tests. Details will appear in a forthcoming paper 
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