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Abstract 
Airborne nanoparticles have prompted a strong research interest in the scientific community 
due to their adverse effects on human health and the environment.  However, there is a notable 
lack of studies focusing on extreme summertime conditions, where ambient temperatures can 
reach ~48 °C, relative humidity falls to its minimum values, and dust events are frequently 
encountered. The overall aims of this research are to understand the behaviour and sources of 
airborne nanoparticles in hot and arid environmental conditions, develop a statistical prediction 
model for nanoparticles that uses routinely-monitored air pollutants, and investigate the 
mitigation measures (i.e., vegetation barriers) used to limit the penetration of on-road 
nanoparticles to the surrounding vicinity. 
Size-resolved measurements of particle number distribution (PNDs) and 
concentrations (PNCs) were carried out continuously for one month at a roadside location in 
the State of Kuwait using a fast-response differential mobility spectrometer (DMS500) to 
assess the influence of summertime meteorological conditions on nanoparticles. Further data 
of trace pollutants (NOx, O3, CO, SO2 and PM10) and meteorological variables (wind speed, 
wind direction, temperature, relative humidity, and solar radiation), were obtained from the 
Kuwait Environment Public Authority (KEPA). The collected data was analysed to assess the 
behaviour of nanoparticles during summertime and to understand any unusual behaviour of 
PNDs and PNCs during (i) the afternoon, when temperature reaches it maximum and relative 
humidity to its minimum, and (ii) during the occurrence of Arabian dust events. The collected 
PNDs data were used to apportion the major sources and their contribution to total PNCs using 
a positive matrix factorisation (PMF) model. Further, a preliminary attempt to predict 
nanoparticles in three size ranges (nucleation mode: 5–30 nm, Aitken mode: 30–100 nm, and 
accumulation mode: 100–300 nm) using artificial neural network (ANN), was made. For the 
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prediction purpose, seven scenarios were considered using different combinations of the 
routinely-measured meteorological and trace pollutant data as covariates. In addition, 
intermittent monitoring of PNDs and the associated PNCs were performed using DMS50 at a 
kerbside location in the United Kingdom (UK) to investigate the effect of vegetation barriers 
on traffic-generated nanoparticles, as well as pedestrian exposure. PND data was collected at 
four sampling locations pseudo-simultaneously using a multi-probe switching system. These 
locations encompassed the vegetation barrier and allowed us to make novel comparisons. 
Despite high traffic volumes during noon hours, there was a substantial decrease in 
PNCs with a corresponding increase in geometric mean diameters (GMDs) due to high ambient 
temperature (∼48 °C) and wind speed (∼15 m s–1). The high wind speed has a dispersive effect 
(i.e., dilution), and saltation causes the suspension of particles and enhances the coagulation 
process. Based on the PMF modelling, traffic emissions were found to be a major contributor 
(73%) to the total apportioned PNCs, whereas Arabian dust transport was found to be the lowest 
contributor (3%). ANN succeeded in capturing the general trend between observed and 
predicted PNCs with R2 up to 0.79. The deviations between the observed and predicted PNCs 
were not substantial, as evidenced by the fact that predicted PNCs were within a factor of two 
of the observed PNCs.  
Vegetation barriers were found to reduce not only PNCs by ~37%, but also the 
associated particle respiratory deposited doses in the human respiratory tract (RDD) by ~36%. 
The implication of vegetation barrier results are of high importance in the reduction of PNCs 
and the associated RDD. Besides policy makers and environmental authorities, the findings of 
this work are important for the modelling community to treat major nanoparticle sources in 
dispersion modelling and health impact assessments in the region. 
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Chapter 1  
INTRODUCTION 
This chapter briefly introduces the problem of air pollution in the State of Kuwait and 
highlights the lack of research on the field of airborne nanoparticles there. It also includes the 
objectives of the current study, research approach and a brief outline of the subsequent 
chapters. 
 
1.1 Background and motivation 
Globally, human society in both developed and developing countries is faced with 
many concerns for better living and for the protection and sustainability of the environment. 
There are a number of environmental concerns, either created by natural or anthropogenic 
causes due to industrial development all over the world. These overwhelming environmental 
concerns (e.g., air, water and noise pollution, and natural disasters such as storms) affect the 
capability of the environment to self-cleanse these environmental hazards, resulting in poor air 
quality. Exposure to air pollutants is known to adversely affect human health (WHO, 2006). 
Proper management of the air quality deterioration is a must for keeping the environment 
healthy for generations to come by maintaining good air quality. 
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Kuwait, being a small country, is greatly concerned with air quality. Kuwait’s main 
financial stake is in its oil revenue and, due to the massive oil industry, a lot of pollutants are 
emitted into the atmosphere on daily basis, besides other naturally occurring pollutants (Al-
Dabbous et al., 2013). Kuwait produced ~2.8 million barrels per day (bbl/d) of petroleum and 
other associated liquids in 2013, including ~2.5 bbl/d of crude oil (EIA, 2014). As a result, the 
country is ranked as the sixth-largest exporter of crude oil in the Organization of the Petroleum 
Exporting Countries (EIA, 2014). Kuwait’s hot and arid meteorological conditions necessitate 
that almost all buildings are centrally air-conditioned, especially during the remarkably long 
summer, which leads to an increase in electricity demand (Al-Dabbous et al., 2013). Moreover, 
Kuwait’s fresh water supply relies solely on desalination of sea water (Wood and Alsayegh, 
2014). Electricity demand, a consequence of both air-conditioning and sea water desalination, 
requires more consumption of fossil fuels, leading to more air quality deterioration. The energy 
resources of fossil fuels in Kuwait is almost infinite, with no current alternative solutions of 
renewable energy to substitute for them (Darwish et al., 2008). 
Traffic is also a major concern affecting air quality in Kuwait (Koushki and Al-
Mutairi, 2009). The urban population in Kuwait has an annual growth rate of 3.4%, resulting 
in an average auto-mobile annual growth rate of 3% (Albassam et al., 2009). Therefore, the 
study of near-road air quality, especially in areas close to oil refineries, is important in order to 
understand, manage the environment degradation and make optimum use of the limited 
resources. 
Air pollution has been widely studied in Kuwait, but there is lack of research on 
nanoparticles (referred here to those with diameters below 300 nm that represent the majority 
of particle number concentrations, PNCs) behaviour, sources, emissions and association with 
other air pollutants and meteorological variables in the Middle East (in general) and Kuwait 
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(in particular). A number of studies have been conducted in Kuwait related to primary and 
secondary pollutants in the ambient air (Al-Salem and Khan, 2010), but not for nanoparticles. 
A genuine question arises at this point: why do nanoparticles have to be controlled? The 
justifiable answer to this question are the association between airborne nanoparticles and 
adverse effects on human health, which has been demonstrated by recent research (Bakand et 
al., 2012), and urban visibility (Stjern et al., 2011). Preliminary estimates suggest notable 
numbers of excess deaths due to nanoparticle exposure: for instance, 508 deaths per 106 people 
in 2010 in Delhi (Kumar et al., 2011a), and ∼310 000 deaths per year in Asian megacities 
(Kumar et al., 2014b). Airborne nanoparticles also influence the optical properties of coarse 
particles by depositing on their surfaces due to coagulation, and thereby contributing to global 
radiation balance (Buseck and Adachi, 2008). These adverse effects call for the need to control 
the emissions of nanoparticles, both at the source and at the receptor. Studies of nanoparticles 
are not yet part of regulator monitoring in Kuwait, but these could be helpful to determine their 
influence on the local environment. The extreme hot and dry weather conditions of Kuwait 
provide an interesting context. The effect of these meteorological conditions on nanoparticles 
are likely to provide interesting insights that are currently missing. 
Several studies have been conducted in different places in the world, especially in 
urban areas where the concentration of nanoparticles were found to be the highest (Buseck and 
Adachi, 2008; Kumar et al., 2014b; Wang et al., 2008). After reviewing the nanoparticles data 
collected from various worldwide locations, it was found that traffic emissions are the main 
contributor to nanoparticles (Kumar et al., 2010b). In Europe, road transport emissions 
contributed over 60% of the total PNCs in 2010 (Kumar et al., 2014b), and this contribution 
can be up to 90% along the roadsides in polluted urban environments (Kumar et al., 2010b). 
Similarly, Harrison et al. (2011) and Pey et al. (2009) demonstrated in their source 
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apportionment studies that vehicle exhaust emissions contribute to ~65% of total PNCs. 
Nevertheless, emission mitigation measures, in the form of technological improvements, 
reduction in fuel sulphur content and the Euro 5 and Euro 6 vehicle emission standards (EC, 
2008), have reduced the nanoparticle emissions from vehicles in Europe (Jones et al., 2012; 
Kumar et al., 2011c). The European Union Euro 5/6 emission regulations were set for particle 
number as 6×1011 particle km–1 for new light duty vehicles (passenger cars and light 
commercial vehicles). Therefore, understanding the variations in particle size distributions 
(PNDs) and the transformation processes under different meteorological conditions will allow 
mitigating the poor air quality in the nanoparticle-affected areas. In general, improving the 
current practices of dispersion modelling, developing regulatory controls and implementing 
mitigation measures will help to reduce nanoparticle pollution and/or prevent nanoparticles 
from reaching the receptors as much as possible. 
 Examining the air quality in Kuwait in terms of nanoparticles is essential to 
understand the behaviour of airborne nanoparticles in a geographical place that is categorised 
by its unique meteorological conditions, which has not been studied before. This study is based 
on a location in the Fahaheel area, which is one of the most polluted regions, exceeding the 
Kuwait Environment Public Authority (KEPA) limits of some pollutants, such as sulphur 
dioxide (SO2), hydrogen sulphide (H2S), ozone (O3) and ammonia (NH3), due to its closeness 
to the largest petroleum and petrochemical industries (Al-Salem and Khan, 2010). A 
comparison between the KEPA standard and international (i.e., United State Environmental 
Protection Agency , US EPA, European commission, EC, and world health organisation, 
WHO) standards is provided in Table 1.1. 
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Table 1.1: A comparison between the KEPA standard and international (i.e., US EPA, EC and WHO) 
standards. 
Pollutant  Averaging time KEPA US EPA WHO  EC 
PM10 day 350 150 50 50 
 year 90 NA 20 40 
PM2.5 day NA 35 25 NA 
 year NA 15 10 25 
O3 hour 157 NA NA NA 
 8-hour 120 147* 100 120 
NO2 hour 225 188* 200 200 
 day 112 NA NA NA 
 year 67 100* 40 40 
SO2 10 minute NA NA 500 NA 
 hour 444 196* NA 350 
 3-hour NA 1308* NA NA 
 day 157 NA 20 125 
 year 80 NA NA NA 
CO hour 34000 40082* NA NA 
 8-hour 11500 10307* NA 10000* 
 day 9000 NA NA NA 
Note: all values are in g m-3. * Values converted to g m-3. 
 
Generally, this research was designed on the following aspects: time (during the peak 
of the summer; to be exactly 27 May to 26 June) and location (Kuwait, Fahaheel city, which is 
categorised by its polluted air due to its close proximity to pollution sources, as well as it’s a 
good representation of a typical middle eastern city in term of topography, climatic conditions 
and industrial activities). This research focuses on the following four main objectives: (i) the 
characterisation of PNDs and PNCs, and their relation with gaseous pollutants, particulate 
matter and meteorological parameters in the State of Kuwait during extreme persistent 
meteorological conditions; (ii) the identification and quantification of the contribution of 
nanoparticles from various potential sources in the area; (iii) the development of a simple 
prediction model that can provide a preliminary estimate of the PNCs in three size ranges 
(nucleation mode: 5–30 nm, Aitken mode: 30–100 nm and accumulation mode: 100–300 nm, 
referred as N5–30, N30–100 and N100–300) by using different combinations of gaseous pollutants, 
particulate matter and meteorological parameters as input variables to the model; and (iv) the 
evaluation of the efficiency of near-road vegetation barriers to remove traffic-spewed 
nanoparticles. A detailed description of these objectives is provided in Section 1.2. 
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1.2 Research aim  
Understanding the behaviour of airborne nanoparticles in urban environments is an 
important subject, but there is scarce literature providing nanoparticles data for extreme hot 
and arid meteorological conditions areas. The overall aim of this research is to understand the 
behaviour and sources of airborne nanoparticles in hot and arid environmental conditions, 
develop a statistical prediction model for nanoparticles that uses the routinely monitored air 
pollutants, and investigate the mitigation measures (e.g., vegetation barriers) used to limit the 
penetration of on-road nanoparticles to the surrounding vicinity. These research goal is broken 
down into four objectives, as shown in Figure 1.1. 
 
 
Figure 1.1: Four main research objectives showing the research scope. 
1.2.1 Assessment of airborne nanoparticles during summertime in Kuwait 
As part of objective 1, assessment of airborne nanoparticles (in term of PNDs and 
PNCs) during summertime in Kuwait was performed. This objective represents the core of this 
study, as it provided the first observations from a Middle Eastern city in severe summertime 
meteorological conditions. This objective includes the assessment of following topics: 
Context:
Summertime 
nanoparticles
Objective 1:
Assessment
Objective 2: 
Source 
apportionment
Objective 3:
Prediction
Objective 4:
Mitigation
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 The PNDs and PNCs during summertime in a Middle Eastern city (Kuwait), in terms of 
reporting their statistics and temporal behaviour and comparing them with the published 
literature to reveal any irregularities. 
 The unusual behaviour of PNDs and PNCs during the afternoon, when temperature reaches 
it maximum and relative humidity reaches its minimum, and during the occurrence of 
Arabian major dust events by showing how they alter during and after the dust events. 
 The major local sources of PNDs and PNCs in the area by applying: (i) principal component 
analysis (PCA), to identify the sources and their influencing factors, and (ii) linear 
correlations, to measure the degree of dependence between PNCs in three size ranges and 
other variables such as O3, SO2, PM10 (particulate matter with diameters ≤10 μm), nitrogen 
oxides (NOx), carbon monoxide (CO), wind speed and temperature. 
1.2.2 Source apportionment of airborne nanoparticles in Kuwait 
This objective presents the first observations of sources and their contributions to total PNCs 
in a Middle Eastern city (i.e., Kuwait) using positive matrix factorisation (PMF), which could 
assist the decision-makers and regulatory authorities working on environmental issues to 
develop proper environmental strategies. This objective covers the detailed identification in the 
potential sources of PNCs in the study area and their individual PNDs spectrums, as well as 
the quantification of the contribution of each identified source to the total apportioned PNC. 
1.2.3 Prediction of airborne nanoparticles using artificial intelligence 
As part of objective 3, a preliminary attempt to predict airborne nanoparticles in three 
size ranges (N5–30, N30–100 and N100–300), using a simple feed-forward artificial neural network 
(ANN) was provided. 
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A suite of variables consisting of NOx, O3, CO, SO2, PM10, wind speed and 
temperature were used as inputs to the proposed models to predict PNCs in three size ranges 
(N5–30, N30–100 and N100–300). During the prediction process, different scenarios of input-output 
combinations, and also different number of hidden layers and neurons, were evaluated. The 
sensitivity of the models was tested by the evaluation of seven scenarios that use different 
combinations of input variables (see Table 5.2). Each scenario was optimised by the evaluation 
of a different number of hidden layers and neurons. 
1.2.4 Mitigation of airborne nanoparticles by roadside vegetation barrier 
Objective 4 investigates the influence of roadside vegetation barriers on airborne 
nanoparticles and on pedestrians’ exposure under varying wind conditions. 
A custom-built, multi-probe switching system was used to collect PNDs data from 
four sampling points pseudo-simultaneously, located before, within, after the vegetation 
barrier, and at a vegetation-free location. These collected data were analysed for the three 
prevailing wind directions. This allowed for evaluation of the effectiveness of the vegetation 
barrier in impeding PNCs and preventing corresponding pedestrian exposure. The changes in 
PNDs at these four sampling points were also investigated. Particle respiratory deposited doses 
in the human respiratory tract were estimated using two approaches, fix and size-dependent 
deposition fraction, as described in Section 6.2.5. 
1.3 Research approach 
The measurements campaign was divided into two phases. The first phase was a local 
experiment that was conducted in the United Kingdom (UK) to cover the objective mentioned 
in Section 1.2.4. This local preliminary experiment provided a hands-on opportunity to operate 
the instruments in the field and interpret the data. During this phase, state-of-art instruments, 
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such as a differential mobility spectrometer (DMS50), for collecting PNDs, and a multi-probe 
switching system for providing pseudo-simultaneous automatic measurements at different 
locations, were used (see Section 6.2.2). Data were collected pseudo-simultaneously at four 
different locations: three locations before, within and after the vegetation barrier, and one 
location without any vegetation (see Section 6.2.3). This allowed us to evaluate the influence 
of a vegetation barrier on PNDs and associated PNCs, as well as to estimate the associated 
respiratory deposited doses in the human respiratory tract (see Chapter 6). The work conducted 
in this phase has the potential to be implemented anywhere to mitigate on-road nanoparticles 
from reaching the surrounding population (see Section 6.4).   
The second phase experiment was carried out in the State of Kuwait to meet the 
objectives noted in Sections 1.2.1–1.2.3. This experimental campaign was conducted during 
the summer months in Kuwait, where the temperature can reach ~48 °C and the relative 
humidity falls to its minimum value to 0.30%. The aim of these experiments was to investigate 
the urban airborne nanoparticles generated by combustion and non-combustion sources in a 
unique geographical location, where the hot, arid and dusty meteorological conditions persist. 
During this phase, an extensive measurement campaign was carried out during summer (27 
May to 26 June 2013) in Fahaheel, Kuwait, using DMS500 which is considered to be one of 
the fastest available particles spectrometers (see Section 3.2.2). Traffic data, consisting of 
traffic volume and speed in five different categories (passenger cars and motorcycles, mini 
buses and vans, buses, trucks, and trailers) were collected at the site. Further data, of trace 
pollutants and meteorological variables, were obtained from the KEPA. These pollutants 
included NOx, O3, CO, SO2 and PM10, whereas meteorological variables included wind speed, 
wind direction, temperature, relative humidity and solar radiation. The collected datasets were 
analysed using a variety of software, such as SPSS, Open Air (R package), US EPA’s PMF, 
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MATLAB, and Microsoft Office Excel. The data acquired from this set of experiments were 
analysed in light of published literature for the purpose of comparison and to explain any 
anomalies. Initially (in Chapter 3), the urban airborne nanoparticles in Fahaheel, Kuwait was 
assessed, by investigating their statistics, temporal behaviour, relationships with pollutants and 
meteorological variables, and behaviour during extremely high temperatures and dust events. 
These data were also used in the modelling stage for source apportionment (Chapter 4) and 
prediction (Chapter 5) of nanoparticles purposes. In the source apportionment of airborne 
nanoparticles, US EPA’s PMF model was applied to PND datasets to apportion the sources of 
nanoparticles and to quantify their contribution to total PNCs. Conditional probability function 
(CPF) plots (performed using Open Air; R package) and bivariate correlation analysis 
(performed using SPSS) were prepared to complement the PMF results. As for the prediction 
of airborne nanoparticles, MATLAB software was used to create, train, and simulate ANN. 
The ANNs were then used to predict PNCs in three size ranges, using the routinely-monitored 
pollutants and meteorological variables as covariates. 
1.4 Report outline 
This thesis consists of seven chapters. The outline of these chapters is presented in 
Figure 1.2. Chapters 1 and 2 provide the introduction of the thesis and the general literature 
review of the subject, respectively. The subsequent four chapters introduce the four objectives 
of this research (by providing detailed literature review, aims and the originality of the 
research), the methodology, results and discussion, and the conclusions. Finally, Chapter 7 
provides the summary, conclusions and suggestions for future work. 
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Figure 1.2: Report outline presenting the breakdown of the chapters. 
 
 
The following is a breakdown of the report: 
Chapter 1 introduces the thesis by providing the background and motivation behind 
the work, followed by the overall research objectives, description of each of the four objectives, 
general research approach and, lastly, the thesis outline. 
Chapter 2 comprises the source material for this report. It provides a comprehensive 
review of the existing knowledge of airborne nanoparticles and their relationship with other 
factors. A further literature review specific to each individual topic covered in each chapter is 
also included in the subsequent chapters. 
Chapter 3 shows the overall picture of the PNDs and PNCs during the summertime in 
Kuwait, including their decay with respect to ambient temperature and wind speed, their 
behaviour during the occurrence of dust events, and finally their association with trace 
pollutants (NOx, O3, CO, SO2 and PM10) and meteorological parameters (ambient temperature 
and wind speed). 
Background and planning
• Chapter 1: Introduction
• Chapter 2: Literature review
Results and discussion
• Chapter 3: Assessment 
• Chapter 4: Source apportionment
• Chapter 5: Prediction
• Chapter 6: Mitigation
Conclusions
• Chapter 7: Summary, key conclusions and future work
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Chapter 4 presents the sources apportionment of nanoparticles, containing the 
identifications of their potential sources, the contribution from each source to the total 
apportioned PNCs, and the identification of source-specific PNDs. 
Chapter 5 introduces the topic of prediction of nanoparticles using the routinely-
monitored pollutants and meteorological parameters as covariates, under seven different 
scenarios, covering a total of 525 simulations. 
Chapter 6 discusses the influence of roadside vegetation barriers on traffic-spewed 
nanoparticles under varying wind conditions, and the associated exposure. 
Finally, the report concludes (Chapter 7) with a summary of the work completed, 
highlights of the key findings, and possibilities for future research. 
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Chapter 2 
LITERATURE REVIEW 
This chapter presents a general review of the existing knowledge of airborne nanoparticles. It 
includes a summary of up-to-date published articles on this topic, followed by a description of 
nanoparticles and their compartments. This is followed by a discussion on the most likely 
sources, dispersion, accompanying transformation processes and inhalation of nanoparticles. 
Finally, this chapter concludes by explaining the relationship between nanoparticles and other 
factors such as gaseous pollutants, particulate matter and meteorology. However, a 
comprehensive critical review relating to each of the research objectives is not presented here, 
but individually in succeeding chapters (Chapters 3–6). Part of this work appeared in Kumar 
and Al-Dabbous (2015). 
 
2.1 Introduction 
The study of nanoparticles has generated great interest in the scientific community. A 
significant increase in the number of studies concentrating on this specific field can be seen 
during the last 15 years due to its importance and the concerns it raises based on various factors 
such as health and environmental impact (Auffan et al., 2009). Nanoparticles are much likely 
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to be more harmful than coarse fraction of particles (Donaldson et al., 2005; Gilmour et al., 
2004) due to their smaller size, enabling them to penetrate deeper into the respiratory tract, and 
their larger surface area, allowing them to absorb greater amounts of hazardous chemicals 
(Kumar et al, 2010; Gilmour et al., 2004). The abundance of nanoparticles in the ambient urban 
environment, caused mainly by anthropogenic activities such as road traffic, has had a direct 
impact on the air quality of the surrounding areas in which they exist (Section 2.5.2). The 
development of instrumentation now allows researchers to monitor PNCs with low detection 
diameters, sometime as small as 0.8 nm (Grimm, 2011), helping researchers to understand this 
field in more detail. On the other hand, it was recognized that particles on the nano-scale have 
different and interesting physicochemical properties (e.g., size, surface chemistry, solubility, 
charge, and crystallinity), allowing manufacturers to apply nanotechnology for their own 
commercial purposes (Kumar et al., 2014a; Peralta-Videa et al., 2011). 
2.2 Up-to-date summary of published review articles on this topic 
Nanoparticles are an important subject, having gained more and more attention day-
by-day in recent years and it is important to briefly describe the key review articles published 
during the past 15 years (Table 2.1). Based on sources, nanoparticles can be natural, incidental 
or manufactured (Kumar and Al-Dabbous, 2015).  
Incidental nanoparticles are considered to be an unintentional by-product of 
anthropogenic processes such as traffic and industrial activities that involve combustion of 
fossil fuels (Kumar et al., 2010b). On the other hand, engineered nanoparticles (sometimes 
referred as manufactured nanoparticles) are intentionally produced for commercial and 
manufactured purposes, such as carbon nanotubes or nanowires products, due to their specific 
properties (Peralta-Videa et al., 2011). Nevertheless, manufactured nanoparticles fall outside 
the scope of the current study, and are only briefly mentioned in Table 2.1 for the sake of 
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completeness. In this report, incidentally and naturally occurring particles are referred as 
nanoparticles. The following paragraphs briefly summarise some of the key published review 
articles, cited in Table 2.1, which could provide reference material aiding both the current and 
future research. 
Table 2.1: Summary of selected review articles published during the last 15 years covering various subjects of 
natural, incidental and manufactured nanoparticles. 
Author (year) Types of nanoparticle Focus of study * 
Biswas and Wu (2005) All types ❶❻❼❺ 
Wang et al. (2005) All types ❶❹❼ 
Morawska et al. (2009) All types ❻ 
Kumar et al. (2010a) All types ❸❹❻❼ 
Zhang et al. (2011) All type ❷❸❹❻ 
Bakand et al. (2012) All types ❼ 
Bzdek et al. (2012) All types ❹❻ 
Kulmala et al. (2013) All types ❷❸❹ 
Holmes and Morawska (2006) Natural and Incidental ❸ 
Holmes (2007) Natural and Incidental ❶❸ 
Buseck and Adachi (2008) Natural and Incidental ❶❷❻❼ 
Pedata et al. (2009) Natural and Incidental ❹❼ 
Kumar et al. (2010b) Natural and Incidental ❶❷❸❹❻❼❽ 
Kumar et al. (2011c) Natural and Incidental ❼❽ 
Morawska et al. (2011) Natural and Incidental ❼❽ 
Burtscher and Schüepp (2012) Natural and Incidental ❶❼ 
Kumar et al. (2013b) Natural and Incidental ❶❷❹❺❻❼❽ 
Kumar et al. (2013a) Natural and Incidental ❶❷❹❼❽ 
Kumar et al. (2014b) Natural and Incidental ❶❷❼❽ 
Morawska et al. (2008) Incidental ❶❷❸❹❻❼ 
Seigneur (2009) Incidental ❶❷❸❹ 
Carpentieri et al. (2011) Incidental ❸ 
Knibbs et al. (2011) Incidental ❷❼ 
Kumar et al. (2011b) Incidental ❸❺ 
Heal et al. (2012) Incidental ❶❹❻❼❽ 
Abdullahi et al. (2013) Incidental ❷❹ 
Grau-Bové and Strlič (2013) Incidental ❶❸❼ 
Goel and Kumar (2014) Incidental ❷❸❼ 
Bystrzejewska-Piotrowska et al. (2009) Engineered ❼ 
Ju-Nam and Lead (2008) Engineered ❶❹❻❼ 
Valant et al. (2009) Engineered ❻❼ 
Majestic et al. (2010) Engineered ❶❸❻ 
Morawska (2010) Engineered ❼ 
Peralta-Videa et al. (2011) Engineered ❶❹❺❼ 
Lowry et al. (2012) Engineered ❶❸❹❺ 
Kumar and Al-Dabbous (2015) Engineered ❶❷❸❹❺ 
* Note that various numbers shown in column 3 refer to the following characteristics of nanoparticles covered by an 
individual article: ❶ Source types; ❷ Emissions and/or ambient concentrations; ❸ Transformation and/or dispersion 
modelling; ❹ Physical and/or chemical characteristics; ❺ Environmental fate; ❻ Instrumentation and/or 
measurement techniques; ❼ Health and environmental implications; ❽ Regulations and/or policies. 
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Characteristics, sources, and spatial and temporal variability, their health and 
regulatory implications of nanoparticles, are discussed in detail in Heal et al. (2012). 
Furthermore, Buseck and Adachi (2008) reviewed the nanoparticles in the atmosphere by 
providing a description of the sources of nanoparticles, the characteristics of their physical and 
chemical properties, and their potential health and environmental consequences. The existing 
knowledge on the characteristics, sources and concentrations of nanoparticles, the available 
instruments to measure them, the significance impact of atmospheric nanoparticles on health 
and the environment, and the associated challenges to dispersion modelling were 
comprehensively reviewed by Kumar et al. (2010b). In addition, they addressed the regulatory 
implications and possible avenues of future research. Similarly, existing knowledge of ambient 
nanoparticles was reviewed by Morawska et al. (2008), focusing on traffic emissions as a major 
source. They covered the characteristics of nanoparticles, ambient processing and implications 
of the personal exposure, including health impact. All studies mentioned in this paragraph 
highlight the fact that traffic emissions are the major source of nanoparticle emissions in the 
urban environment.  
Transformation processes  play an important role in influencing the characteristics of 
nanoparticles, both spatially and temporally. Therefore, it is important to take them into 
consideration in dispersion modelling. A theoretical foundation based on aerosol dynamics 
equations was modelled by Zhang and Wexler (2002) to predict the changes in the urban and 
regional total PNDs. Another review article published by Kumar et al. (2011b) highlighted the 
flow and mixing features of urban nanoparticles at various scales; they discussed the different 
aspects related to nanoparticle dispersion modelling, including the effects of the different 
transformation processes. In this context, different dispersion models were reviewed by 
 17 
 
Holmes and Morawska (2006), including some models which take some of the particle 
transformation processes into consideration. Carpentieri et al. (2011) reviewed the existing 
studies related to nanoparticles in the wake of vehicles from field measurements, wind tunnel 
experiments and a mathematical modelling approach. They proposed a possible approach to 
treating fine-scale particle dynamics in dispersion models, and highlighted the need for further 
investigation. Kulmala et al. (2004) reviewed more than 100 articles based in different 
environments in different geographical places in order to estimate the formation and growth 
rates of nanoparticles due to nucleation processes in the atmosphere. Further details on the 
dispersion and transformation processes of nanoparticles are described in Sections 2.6 and 2.7, 
respectively. 
2.3 Aerosol properties 
Aerosols properties typically defined by its physical, chemical and biological nature 
(Peavy et al., 1985). This research involves only physical characterisation of different sizes of 
nanoparticles and their dispersion in the ambient air. Various models like Khrgian-Mazin, 
Nukiyama-Tanasawa, Rosin-Rammler and power law are applied to express particle 
distributions to very specific cases, therefore, the frequently used log-normal distribution has 
been applied in the characterisation of the poly-dispersed aerosol (Hinds, 1999). These models 
are empirical and used for skewed long-tail distributions. The PNDs is plotted as dN/dLog Dp 
(y-axis) versus Log Dp (x-axis) describing the log-normal distribution of particles, which is 
valid for mass concentration, volume and surface area (Kumar et al., 2013a). As an illustration, 
typical log-normal distributions of particle number, surface area and volume are shown in 
Figure 2.1 (Heal et al., 2012). The PNDs is commonly represented in three modes (i.e., 
nucleation, Aitken and accumulation modes) which is discussed in detail in the following 
section. PNDs is a complex function of Dp because it is a mixture of different sources 
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controlled by various transformation processes (Section 2.7), where dN/dLog Dp can be related 
to dp in the range 100-10000 nm by inverse power law function (the Junge distribution), given 
in Hinds, 1999 as: 
𝑑𝑁
𝑑𝐿𝑜𝑔 𝐷𝑝
= 24 𝐷𝑝
−3.08 
 
 
Figure 2.1: A typical log-normal distributions of particle number, surface area and volume; adapted 
from Heal et al. (2012).  
2.4 Nanoparticles and their classifications according to size ranges 
This section of the literature review presents the various definitions of airborne 
nanoparticles as explained by past published work. Nanoparticles are generally categorised in 
three modes, based on their diameter, which include nucleation (< 30 nm), Aitken (30–100 nm) 
and accumulation (100–1000 nm; sometimes 100–300 nm) modes (Kumar et al., 2010b). Each 
of these modes has a distinct source, formation mechanism and physicochemical properties. 
Unfortunately, there is no consensus in the scientific community about the number of modes 
or their size ranges. For example, Agus et al. (2007) measured PNCs near a roadside in 
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Leicester, UK, and reported five modes (two nucleation, two Aitken and one accumulation 
mode) instead of the typical three modes. Similarly, Lingard et al. (2006) monitored PNCs near 
a roadside in Leeds, UK, and reported four modes (two nucleation, one Aitken and one 
accumulation mode). Therefore, it is a challenge to directly inter-compare the results of 
different studies, which points to the need for either standardising the number of modes and 
their size ranges, or finding a statistical approach to categorising PNCs into different modes. 
2.4.1 Nucleation mode particles 
Nucleation mode particles are freshly formed by the gas phase to particle phase 
conversion due to rapid cooling and dilution of exhaust emissions (Kumar et al., 2010b). As a 
result, high PNCs in the nucleation mode are found close to the sources, despite their short life 
span and high coagulation rate (Bukowiecki et al., 2003). Lingard et al. (2006) found that 
particles less than 11 nm are formed by the nucleation of background gaseous species, whereas 
particles between 10 and 20 nm formed from the condensation of unburned organic solvents 
from fuel or oil. High fuel sulphur content, high engine load, low temperature and high relative 
humidity of ambient air are important factors, favouring the occurrence of nucleation mode 
particles (Lingard et al., 2006). For example, PNCs, especially in the nucleation mode, were 
found to be reduced by 27% in Copenhagen, Denmark, following the implementation of new 
legislation enforcing a transition to sulphur-free (<10 ppm) diesel and gasoline fuel (Wåhlin, 
2009). Similarly, Jones et al. (2012) reported that a large reduction (65%) of PNCs in London, 
UK, coincided with the transition to “sulphur-free” diesel fuel and the introduction of the 
famous London Low Emission Zone. Moreover, Rönkkö et al. (2006) found that the nucleation 
process is driven by the hydrocarbons concentration in low torque regimes, and by sulphur 
concentration in high torque regimes, in heavy duty diesel vehicles. They also found that high 
 20 
 
relative humidity and low temperature of the ambient air favour the formation of nucleation 
mode particles. 
2.4.2 Aitken mode particles 
Aitken mode particles are  composed of soot/ash core with readily volatilisable 
material absorbed in their outer layer (Lingard et al., 2006). A number of roadside studies 
reported that light and heavy duty traffic are main sources of Aitken mode particles (Charron 
and Harrison, 2003; Lingard et al., 2006), which is confirmed by making a carbon analysis of 
particles collected at roadside and background sites (Fushimi et al., 2008). The Aitken mode is 
an overlapping fraction of the nucleation and accumulation modes and it is not clearly visible 
in the PND spectrum all the time (Leys et al., 2005; Seinfeld and Pandis, 2006). However, this 
mode can be separated from PNDs by using curve-fitting programs (Kumar et al., 2010b). 
2.4.3 Accumulation mode particles  
Accumulation mode particles are believed to be formed either by the coagulation of 
the nucleation mode particles (Hinds, 1999) or directly from the combustion process in engines 
(Wehner et al., 2009). The accumulation mode particles that are directly generated from the 
combustion of fossil fuels are considered to be primary vehicle emissions of particles, mainly 
from heavy duty diesel vehicles (Charron and Harrison, 2003), which consist of solid phase 
carbonaceous material (Morawska et al., 2008). These particles can also be secondarily formed 
by coagulation of smaller particles and condensation of gas phase species onto pre-existing 
particles (Lingard et al., 2006). These secondary formed accumulation mode particles are  
chemically aged particles composed of mainly organic compounds (Lingard et al., 2006). The 
contribution of PNCs in different size ranges relative to the total PNCs is discussed in the 
following section (Section 2.4.4). 
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2.4.4 Relative contribution of the different size ranges to the total PNCs 
It was reported that PNCs in the range of (<300 nm) and (ultrafine range; <100 nm) 
comprise about 99% and 80% of the total near-road PNCs, respectively (Kumar et al., 2010b), 
leaving a negligible fraction of particles with diameter greater than 300 nm. The proportion of 
ultrafine particles represents the majority of the total PNCs with a share of 71–99%, as 
summarised in Table 2.2. The nucleation mode particles were reported to have a proportion of 
about ~65–77% of the total PNCs, whereas the proportion of both Aitken and accumulation 
modes accounted for the remaining ~35–23% of total PNCs (Kumar et al., 2008c). Similarly, 
Wehner and Wiedensohler (2003) reported a proportion of ~61–64% and 25–30% of the total 
PNCs for the nucleation and Aitken modes, respectively. The relative contribution of PNCs in 
different size ranges to total PNCs depends on the sources, dispersion and transformation 
processes. Therefore, detailed discussions on sources, dispersion and transformation processes 
are set out in Sections 2.5, 2.6 and 2.7, respectively. 
Table 2.2: The proportion of ultrafine size range particles to the total PNCs along roadside environments. 
Author (year) Location Relative 
contribution  
(~ %) 
Instrument Total 
studied size 
range (nm) 
Cheng et al. (2012) Hong Kong, China 90 SMPS and OPC 7–2000 
Agus et al. (2007) Leicester, UK 84–99 DMS500 5–1000 
Lingard et al. (2006) Leeds, UK 89–93 ELPI and SMPS 6–10000 
Charron and Harrison (2003) London, UK 71–95 SMPS 11–452 
Wehner and Wiedensohler (2003) Leipzig, Germany 88–92 TDMPS 3–800 
Note: SMPS = scanning mobility particle sizer; OPC = optical particle counter; ELPI = electrical low pressure 
impactor; TDMPS = Twin Differential Mobility Particle Sizer. 
2.5 Sources of nanoparticles 
In this section, information regarding the various sources of nanoparticles is briefly 
provided. Further detailed information about the literature related to sources of nanoparticles 
and their contribution is provided in Chapter 4 (Table 4.1). A comparison of various techniques 
used for sources apportionment is also briefly discussed in Section 4.1 to set the discussion of 
the PMF technique in this context. 
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2.5.1 Natural sources 
Sources of natural nanoparticles can be found everywhere in the world. Natural 
nanoparticles are the predominant PNCs in forest, rural, remote continental, desert, marine and 
polar areas (Seinfeld and Pandis, 2006). Sometimes these naturally occurring nanoparticles can 
bond  with hazardous materials through condensation or coagulation, making them highly 
toxic. Forests (Tunved et al., 2006), organic vapour (O'Dowd et al., 2002), soil and minerals 
(Waychunas et al., 2005) and sea salt (Gong et al., 2002) are some examples of natural sources 
of particles. Other short-lived natural sources of particles are considered to occur incidentally 
at irregular intervals, producing high particle emissions such as volcanic eruptions (Ammann 
and Burstscher, 1990) and forest fires (Makkonen et al., 2010). These naturally occurring 
sources of nanoparticles are briefly mentioned here only for the sake of completeness as they 
are not directly within the scope of this study. 
2.5.2 Anthropogenic sources 
2.5.2.1 Road vehicles 
Road traffic is considered to be the main human-made source of nanoparticles, as it 
has a wide influence everywhere (Kumar et al., 2010b). Road transport emissions contribute 
over 60% of the total PNCs in European cities (Kumar et al., 2014b), and this contribution can 
reach up to 90% in polluted urban environments (Kumar et al., 2010b). These high 
nanoparticle-affected areas are where most humans live and perform their daily activities. For 
example, Shi et al. (2001) recorded the amount of PNCs in and around the University of 
Birmingham, Birmingham, UK, and found that road traffic was a major source of PNCs, as 
well as stationary combustion sources. Furthermore, all source apportionment studies that 
include PNCs in their analysis have pointed out that vehicle exhaust emissions are strongly 
associated with high levels of PNCs. For example, a PCA was executed at an urban background 
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location in Barcelona, Spain, to identify and quantify the contribution of potential sources to 
total PNCs (Pey et al., 2009). The results showed that a major contributory source was vehicle 
exhaust emissions, with a contribution of 65%. Another source apportionment technique, PMF, 
was used by Harrison et al. (2011) at Marylebone Road in London, UK, to identify and quantify 
the contribution of potential sources to the total amount of PNCs. They reported that ~65% of 
the total PNCs came from vehicle exhaust emissions, coinciding with the findings of Pey et al. 
(2009). Furthermore, studies have shown that vehicle exhaust emissions have yielded around 
7.5 and 27 times more PNCs at roadside locations than background locations, as reported by 
Harrison et al. (1999) and Buonanno et al. (2009), respectively. Globally, studies on airborne 
nanoparticles in urban surroundings have increased exponentially over the past decade (see 
summary of relevant studies in Table 2.3). 
Table 2.3: Summary of nanoparticles studies at various urban sites around the world. 
Author (year) Location (type) Size range (nm) Instruments PNCs (×104 cm–3) 
Goel and Kumar 
(2015) 
Guildford, UK (mobile) 5–560 DMS50 8.10 
von Bismarck-
Osten et al. (2013) 
London, UK (roadside) 19.2–800 SMPS 2.30 
Cheng et al. (2012) Hong Kong, China 
(roadside) 
7–225 SMPS 5.02 
100–2000 OPC 0.58 
Padró-Martínez et 
al. (2012) 
Massachusetts, USA 
(mobile) 
4–3000 CPC 5.00 
Can et al. (2011) Antwerp, Belgium (street 
canyon) 
20–500 Ultrafine Particle 
Monitor 3031 
1.24 
Birmili et al. 
(2009) 
Berlin, Germany 
(roadside) 
10–500 SMPS and DMA 2.80 
Gramsch et al. 
(2009) 
Santiago, Chile 
(roadside) 
10–700 DMPS and 
SMPS 
0.80–3.63 
Pey et al. (2009) Barcelona, Spain (urban 
background) 
13–800 DMPS 1.70 
Wang et al. (2008) Texas, USA 
(roadside; intersection) 
6–220 CPC 6.60 
Agus et al. (2007) Leicester, UK (Kerbside) 5–1000 DMS500 6.42 
Lingard et al. 
(2006) 
Leeds, UK (roadside) 6–10000 SMPS and ELPI 1.80–3.40 
Shi et al. (2001) Birmingham, UK 
(roadside) 
9.47–359 SMPS 4.70 
Note: CPC = condensation particle counter; DMA = differential mobility analyser.  
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Furthermore, a comparison of traffic-emitted PNCs in different urban environments 
(e.g., on-road, roadside, road tunnel and street canyon) provided by different review articles is 
discussed here. For instance, Morawska et al. (2008) reviewed the existing knowledge on 
nanoparticles, showing the minimum amount of PNCs found in a clean background areas 
(2.67×103 cm–3) compared to the maximum PNCs found in road tunnel areas (~1.71×105 cm–
3), highlighting the high contribution of vehicle emissions. They also reported a total PNCs of 
around 4.27 ×104 cm–3, 4.81×104 cm–3 and 7.21×104 cm–3 for on-road, roadside and street 
canyon areas, respectively. Similarly, Kumar et al. (2010b) clearly indicated that levels of 
PNCs are expected to be highest the closer they are to the source in urban areas (i.e., vehicle 
emissions). Similarly, Goel and Kumar (2014) reviewed PNCs at an urban background, street 
canyon, roadside and traffic intersection locations. They reported a total PNCs of 1.45×104, 
2.54×104, 3.20×104 and 4.76×104 cm–3 at an urban background, street canyon, roadside and 
traffic intersection locations, highlighting that traffic intersections are a hotspot of PNCs. A 
recent review by Kumar et al. (2014b) reported a total amount of the urban roadside PNCs of 
3.20±1.60 ×104 cm–3 and 1.20±1.00 ×105 cm–3 for European and Asian cities, respectively. 
Moreover, PNCs were also affected by the mode of transportation (e.g., bicycle, bus, 
automobile, rail, walking and ferry). For example, a review on the levels of PNCs for different 
transport modes was conducted by Knibbs et al. (2011), who reported a total PNCs of  3.35, 
4.24, 4.51, 4.69, 4.87 and 5.69×104 cm–3 for six commuting modes: bicycle, bus, automobile, 
rail, walking and ferry, respectively. 
In this paragraph, studies conducted at roadside locations were discussed. Other 
studies relating to different urban environments (i.e., mobile, street canyons, traffic 
intersections and urban backgrounds) are briefly mentioned in Table 2.3 for the sake of 
completeness. For instance, the total PNCs in the range 19.2–800 nm was measured near a 
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major highway in London, UK, and reported a total of 2.30×104 cm–3 (von Bismarck-Osten et 
al., 2013). In Hong Kong, China, roadside PNCs were collected intermittently for eight days in 
2005, and reported a total of 5.02×104 cm–3 and 5.77×103 cm–3 using SMPS (size range: 7–225 
nm) and OPC (size range: 100–2000 nm), respectively (Cheng et al., 2012). PNCs were 
measured at a roadside location in Berlin, Germany, between July and September 2005 by 
Birmili et al. (2009). They reported a total PNCs ranging from 1.20×103 – 1.68×105 cm–3 with 
a total of 2.80×104 cm–3. Gramsch et al. (2009) also measured PNCs (size range: 10–700 nm) 
at three near-road urban locations in Pudahuel, Alameda and Las Condes (Santiago, Chile) and 
reported a total PNCs of 8.02×103, 9.06×103 and 3.63×104 cm–3, respectively. Their 
corresponding maximum values were 9.43×104, 4.21×105 and 1.16×106 cm–3, respectively. 
Furthermore, Agus et al. (2007) studied the kerbside PNCs in Leicester, UK, and reported a 
total PNCs of 6.42×104 and 3.17×104 cm–3 at road- and roof-level, respectively. In July, 2003, 
PNCs were monitored at an urban roadside location in Leeds, UK, and revealed a total PNCs 
between 1.8–3.4 ×104 cm–3 (Lingard et al., 2006). In Birmingham, UK, Shi et al. (2001) studied 
roadside PNCs (size range: 9.47–359 nm), and reported a total PNCs of 4.70×104 cm–3. 
2.5.2.2 Non-vehicle sources 
Many anthropogenic non-vehicles sources have less general impact compared with 
vehicular emissions due to their less abundance in the surrounding area. Anthropogenic, non-
vehicle sources are often located away from residences (e.g., they are at airports and ports), 
and thereby their impact is localised and site-specific (Kumar et al., 2010b). Building and 
demolition processes (Azarmi et al., 2014), airports (Hsu et al., 2012), aircrafts (Zhu et al., 
2011), ships (González and Rodríguez, 2013), tyre–pavement interaction (Gustafsson et al., 
2008) and industrial emissions, such as coal-fired utility boilers (Win Lee et al., 2013), 
petroleum refineries (González and Rodríguez, 2013), municipal waste-to-energy plants 
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(Cernuschi et al., 2012) and small industries (Elihn and Berg, 2009) are some examples of 
anthropogenic non-exhaust sources. 
There are a limited number of studies relating to non-vehicle sources, and further 
studies are encouraged in order to provide adequate information about their potential sources, 
emissions, physicochemical characteristics, toxicity and exposure (Kumar et al., 2013b). A 
brief illustration of relevant studies of non-vehicle sources is demonstrated here. For example, 
Azarmi et al. (2014) investigated the PNCs (size range: 5–560 nm) emitted from building 
activities in a controlled lab environment. They reported a total PNCs of 7.32×105 and 6.98×104 
cm–3 for drilling and cutting activities, respectively, equating to 4 and 14 times higher than the 
background PNCs, respectively. The influence of aviation activities on PNCs was studied by 
Hsu et al. (2012) at T. F. Green Airport, United State of America (USA), for the period from 
October 2007 to June 2008. They reported a total PNCs of 7.30×103 cm–3, with a range of 
1.10×103 to 7.00×104 cm–3 during the departures of aircraft on a runway. Moreover, Zhu et al. 
(2011) reported that PNCs exceeded ~107 cm–3 during some take-offs. The influence of ships 
and refineries on PNCs was studied by González and Rodríguez (2013) in the Canary Islands, 
Spain. They reported a total PNCs of 1.50–4.50 ×104 cm–3 and 2.50–9.50 ×104 cm–3 from ships 
and refineries emissions, respectively. PNCs emitted from tyre-pavement interactions were 
evaluated by Gustafsson et al. (2008) in a controlled lab environment. They reported 
unexpected PNCs emissions (below 100 nm) associated with tyre–pavement interaction. 
Further non-vehicle sources are cigarette smoking, incense burning, vacuum cleaner operating 
and cooking, as reported by Wu et al. (2011). As an illustration, Sohn and Lee (2010) found 
that cigarette smoking inside a moving vehicle, in different ventilation scenarios, increased 
PNCs by up to 3-fold (1.1–1.5 ×105 cm–3) compared with the pre-smoking phase (3.9–5.5 ×104 
cm–3). Further examples of non-vehicle sources, emissions and physicochemical characteristics 
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are highlighted by Kumar et al. (2013b). Just after the release of particle number emissions 
from the aforementioned sources, physicochemical characteristics of particles change rapidly 
due to the effect of dispersion and transformation processes. The dispersion of nanoparticles in 
horizontal and vertical directions is discussed in Section 2.6, whereas transformation processes 
are discussed in Section 2.7. 
2.6 Dispersion of nanoparticles 
PNCs are affected spatially and temporally due to the differences in the factors 
affecting dispersion such as wind flow patterns and transformation processes, i.e., nucleation, 
coagulation, condensation, evaporation and deposition (Goel and Kumar, 2014; Zhu et al., 
2002b). PNCs change dramatically in both vertical and horizontal directions (He and 
Dhaniyala, 2012). Therefore, it is essential to know the behaviour of nanoparticles in order to 
avoid human contact with high concentrations of nanoparticles as much as possible. The 
proceeding sections explain the horizontal (Section 2.6.1) and vertical (Section 2.6.2) decay of 
nanoparticles due to wind flow features and the associated transformation process effects. 
2.6.1 Horizontal variation 
It is important to understand the horizontal variations of PNCs for urban planning and 
air quality management purposes. A number of studies have reported that PNCs decrease as 
distance from the emission sources increases. For example, Buonanno et al. (2009) measured 
PNCs at varying horizontal distances from a major Italian highway. They observed that PNCs 
in the 6 to 24 nm size range measured at 100 m distance from the road was less than 
approximately 60% of its maximum near-road value. Similarly, Hitchins et al. (2000) 
monitored PNCs at varying horizontal distances (15 to 375 m) from a major road in Brisbane, 
Australia. They observed a reduction of 50% in PNCs from their maximum near-road value at 
a distance of 100-150 m. Moreover, a reduction of ~90% of PNCs was observed at a distance 
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of 120-140 m, compared with values at 9 m away from a major highway in Helsinki, Finland 
(Pirjola et al., 2004). All the decays mentioned in these studies were attributed to atmospheric 
dilution.  
A common conclusion that can be drawn from the aforementioned discussions is that 
people living within 100 m of a roadside are exposed to higher PNCs compared to those living 
over 100 m away. This was confirmed by Zhang et al. (2004), who reported that people suffer 
from higher PNCs when living within 90 m of a road, based on monitoring and modelling 
observations of PNCs near a California freeway. 
2.6.2 Vertical variation 
Studying the vertical variation of nanoparticles is equally important as studying 
horizontal variations as they play an important role in planning residential areas. A number of 
studies have monitored the vertical profile of PNCs in different urban environments. For 
example, Kumar et al. (2008b) and Kumar et al. (2008c) analysed the vertical profile of PNCs 
in a street canyon in Cambridge, UK. Kumar et al. (2008b) observed a reduction of 10–40% in 
PNCs at a vertical distance of 2.6 m compared with those at 0.2 m and 1.0 m, indicating a 
vertical PNC gradient. Kumar et al. (2008c) found a maximum PNCs at a vertical distance of 
2.2 m, and a trend to reduction of PNCs towards both the lowest (1 m) – due to dilution and 
dry deposition – and highest (4.6 and 7.4 m) – due to the exchange of the air mass between 
street canyon and wind above – sampling points. A similar profile was observed by Zhu and 
Hinds (2005) near a roadside location in California, USA. 
Further, the vertical profile of PNCs depends on the wind speed, wind direction and 
horizontal distance from the road. For example, He and Dhaniyala (2012) studied the vertical 
profile of PNCs at nine heights (up to a vertical distance of 10 m) at varying horizontal 
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distances from a road in New York, USA. They reported a peak PNCs at 3.4 m at high wind 
speed (>1 m s−1), whereas no such dependence of PNCs on height were observed at low wind 
speed (<1 m s−1). This behaviour is explained by the enhanced influence of thermal buoyancy 
and traffic-produced turbulence on the dispersion of particles at low wind speed, as compared 
with those at high wind speed (He and Dhaniyala, 2012). Apart from dispersion, transformation 
processes play an important role in changing PNCs; therefore, transformation processes are 
discussed in detail in the subsequent section (Section 2.7). 
2.7 Transformation processes of nanoparticles 
It is important to understand the transformation processes affecting nanoparticles, as 
these play an important role in changing the characteristics of the different modes of 
nanoparticles, both spatially and temporally, in the atmosphere. The relative importance of 
transformation processes differs in various urban settings, meteorological conditions, 
background concentrations and source conditions (Kumar et al., 2011b).  
Consideration of transformation processes is important to predict PNCs accurately as 
some processes act as a source of new particle, e.g., nucleation, while others act oppositely as 
sinks, e.g., coagulation, evaporation and deposition (Goel and Kumar, 2014; Kumar et al., 
2011b). For example, Ketzel and Berkowicz (2005) demonstrated that taking into account 
transformation processes resulted in 13-23% loss of total PNCs, compared to inert particles, by 
using a multi-plume aerosol dynamics and transport model. Similar losses (15-30%) of total 
PNCs were reported before that by Ketzel and Berkowicz (2004) through their field 
measurements in Copenhagen, Denmark, which agrees well with the modelled data mentioned 
earlier. They performed time scale analysis to estimate the losses of PNCs due to 
transformation processes. Detailed discussions of each of these processes are provided in the 
subsequent Sections 2.7.1–2.7.5. 
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2.7.1 Nucleation 
The nucleation process in the atmosphere represents the formation of new particles by 
conversion from the gas to the particle phase (Kumar et al., 2010b). Cooling and condensation 
of the hot gases emitted from the tailpipe of a vehicle leads to the formation of large quantities 
of small volatile particles (i.e., <30 nm), which mostly consist of hydrocarbons and hydrated 
sulphuric acid (Morawska et al., 2008). Nucleation and particle growth derived by the non-
volatile vapours, such as sulphuric acid and organic compounds with the presence of suitable 
precursor gases are needed for the oxidation reaction (Kulmala et al., 2004). As discussed in 
Section 2.4.1, both the organic and sulphur content of exhaust gas are thought to play an 
important role in nucleation (Lingard et al., 2006). Another form of nucleation process that 
involves photo-chemical oxidation of SO2 to sulfuric acid with the presence of water 
(H2O/H2SO4; Kulmala and Laaksonen, 1990) is binary nucleation and with the presence of 
additional ammonia (H2O/H2SO4/NH3; Kulmala et al., 2000) is ternary nucleation. Particles 
with a diameter less than 10 nm are considered to be mostly liquid droplets, which are believed 
to develop from semi-volatile organic and sulphuric acid vapours (Shi et al., 2001). Another 
form of nucleation, self-nucleation, does not require the assistance of a condensation process, 
but it is rare to occur for water vapour in the atmosphere (Hinds, 1999). Nucleation increases 
both the number and volume concentration of airborne nanoparticles (Kumar et al., 2011b). 
The photo-chemical equations that are subsequent for binary and ternary nucleation 
are given below: 
2 𝐻2𝑂 + 2 𝑆𝑂2 + 𝑂2 = 2 𝐻2𝑆𝑂4 
4 𝑁𝐻3 + 2 𝐻2𝑂 + 2 𝑆𝑂2 +𝑂2 = 2 (𝑁𝐻4)2 𝑆𝑂4 
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The photochemical-led nucleation process in the atmosphere generally leads to new 
particle formation (NPF) events (Kulmala et al., 2013; Kulmala et al., 2004; O'Dowd et al., 
1999). NPF is favoured by low pre-existing particles, high precursor gases (e.g., SO2, NH3, and 
organics), intense solar radiation, and high atmospheric water content (Kulmala et al., 2013; 
Kulmala et al., 2004; O'Dowd et al., 1999). Nevertheless, the NPF barrier imposed by high pre-
existing particles in polluted environment can be overshadowed by the extremely high 
precursor gases (Young and Keeler, 2007). 
2.7.2 Coagulation 
Agglomeration resulting from particle collisions driven by Brownian motion 
describes the basic coagulation process in the atmosphere (Hinds, 1999; Ketzel and Berkowicz, 
2005). This process decreases PNCs and shows no effect on volume concentrations of airborne 
nanoparticles (Kumar et al., 2011b). The reduction in PNCs due to coagulation (by up to 10% 
compared with inert particles) is exemplified by Gidhagen et al. (2005) using a three-
dimensional dispersion model to evaluate the distribution of the PNCs in the range from 3 to 
400 nm in Stockholm, Sweden. Similar effects of coagulation on PNCs were observed in 
Copenhagen (Ketzel and Berkowicz, 2005). Coagulation is more effective in removing smaller 
particles (Ketzel and Berkowicz, 2004), and has a relatively slow effect on particles with 
diameter greater than 50 nm (Zhang and Wexler, 2002). It has been argued that changes in 
PNCs due to coagulation are modest under typical urban setting due to the larger time scale 
compared to other transformation processes (Pirjola et al., 2004; Zhang and Wexler, 2002). 
2.7.3 Condensation 
Condensation processes can contribute in two ways: (i) new particle production 
through the nucleation process (described earlier in Section 2.7.1), or (ii) the growth of pre-
existing particles (described below). The condensation process in the atmosphere can be 
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described by the growth in volume of pre-existing particles due to mass exchange between the 
gas and particle phase (Hinds, 1999; Ketzel and Berkowicz, 2005). Condensation has no effect 
on PNCs, only increasing existing volume of the particles (Kumar et al., 2011b). It acts 
efficiently on small particles (<15 nm), promoting their growth to larger sizes (Ketzel and 
Berkowicz, 2004). The Kelvin effect, which describes the relationship between surface 
curvature and vapour pressure, has been studied for different particle sizes. It was found to be 
key in condensation on particles smaller than 50 nm in diameter but insignificant for particles 
greater than 2 μm (Zhang and Wexler, 2002). This process interferes with the coagulation 
process due to the growth in particle volume (Kerminen et al., 2004). 
2.7.4 Evaporation 
Evaporation opposes condensation, as it causes the volume of particles to decrease; 
and, in some cases, it may lead to the complete disappearance of particles (Fushimi et al., 2008; 
Kumar et al., 2011b). Condensation and evaporation generally have little effect on PNCs but it 
is important to study the resulting volume changes, as these in turn influence deposition and 
coagulation rates (Gidhagen et al., 2005). Water condensation and evaporation depends greatly 
on the ability of particles to attract water vapour, a process known as particle hygroscopicity 
(Pohjola et al., 2003). Just as in condensation processes, the Kelvin effect is important for 
particles less than 50 nm in diameter (Zhang and Wexler, 2002). The magnitude of this effect 
on the nucleation mode particles probably accounts for their absence in the atmosphere due to 
evaporation of highly volatile particles and, perhaps coagulation processes after incomplete 
evaporation (Fushimi et al., 2008; Kumar et al., 2011b). Partial evaporation enhances the 
coagulation rate by increasing the particle diffusion coefficient (Jacobson et al., 2005). Zhang 
et al., 2004 found that dilution, condensation and evaporation played a key role in controlling 
PNCs from road to ambient environment. Kumar et al. (2011b) demonstrated that evaporation 
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processes are favoured in the following situations: (i) high ambient temperatures, (ii) regions 
of high dilution rates (e.g., in regions of traffic produced turbulent in vehicle wakes), and (iii) 
fresh emissions (i.e., close to sources). 
2.7.5 Deposition 
The removal of particles at surfaces (in the absence of precipitation) and by 
precipitation are respectively termed dry and wet deposition (Laakso et al., 2003a; Seinfeld and 
Pandis, 2006). Deposition processes reduce PNCs and the obvious importance of including 
these processes was clearly demonstrated by Kumar et al. (2010b). 
The main physical processes controlling dry deposition are Brownian diffusion and 
inertial impaction (Kumar et al., 2011b). Together with evaporation and coagulation, it is one 
of the dominant removal mechanisms for nucleation mode particles (Hinds, 1999). As the 
particles diameter increases (up to about 100 nm), the diffusion coefficient decreases, thereby 
making dry deposition due to Brownian motion less efficient. However, dry deposition due to 
inertial impaction is an efficient process for particles greater than 100 nm in diameter (Lee and 
Gieseke, 1994). Gravitational settling plays an important role for particles greater than 4 m in 
diameter, but has a negligible effect in the regions of turbulent transport (Zhang and Wexler, 
2002). By applying a dispersion model to the Stockholm urban area, Gidhagen et al. (2005) 
found that losses from dry deposition greatly exceeded those from coagulation – the former 
reached up to 50% during peak episodes compared with 10% due to the latter. 
The two basic processes that occur in wet deposition are rainout (in-cloud scavenging) 
and washout (below-cloud scavenging) (Kumar et al., 2011b). Rainout describes processes by 
which particles are dissolved within cloud droplets, which are ultimately deposited as rain, 
whereas the washout describes the process by which particles dissolve in or are removed 
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directly by falling rain droplets (and snow) below cloud-base (Xing and Chameides, 1990). 
These two processes are more efficient at higher altitudes (Somasundaran, 2004) and for 
accumulation mode particles (Wake, 2006). Precipitation removal of ultrafine particles is 
inefficient, as they are generally too small to become cloud droplets (Andronache, 2004). 
Finally, it is noted that there was no precipitation effects in the current study as the 
measurement campaigns were conducted in the summer months when no wet deposition 
process was expected.  
The transformation processes discussed above play the key role in controlling the 
development of PNDs (Hinds, 1999) and thus directly affect nanoparticles inhalation. 
Therefore, inhalation and associated doses deposited in the human respiratory tract are 
discussed in the proceeding section. 
2.8 Inhalation of nanoparticles 
Nanoparticles play an important part in the air quality of the environment, and hence 
there is an urgent need for proper management of airborne nanoparticles. People are exposed 
to nanoparticles both indoors and in the ambient environment. To understand the impact of 
nanoparticles on human health, it is necessary to highlight the processes and pathways of 
nanoparticle exposure. Exposure to nanoparticles can happen internally and externally, through 
inhalation, ingestion, or by dermal and ocular means (Kandlikar et al., 2007). The inhalation 
of nanoparticles is highly associated with the dose inhaled, as the dose inhaled externally will 
affect the internal exposure. It is important to note that differences in dose inhaled are 
associated with different health responses. This section deals only with the external inhalation 
of nanoparticles (as exemplified in Sections 6.2.5 and 6.3.3), as this research only dealt with 
airborne nanoparticles. 
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After inhalation, internal exposure take place, during which the particles find their 
way through the respiratory system to different sites in the body, targeting the cells and tissue 
either by deposition of the insoluble particles or dissolution of the soluble particles (Wang et 
al., 2005). The nanoparticles have kinetic properties, leading them to be taken up to the body, 
then translocated and distributed in the body, and finally excreted from the body (Figure 2.2). 
As seen in Figure 2.2, nanoparticles can find a path through the respiratory tract to the nervous 
system, gastrointestinal tract, lymph and central blood circulatory system. The circulatory 
system plays an important confirmed role in the body by supplying blood to the bone marrow, 
spleen, kidney, heart and liver. Finally, nanoparticles in the body are excreted through urine 
and faeces. Another important note which should be taken into consideration is the chemical 
characteristics of the nanoparticles. As mentioned earlier, hazardous chemicals may bond with 
the nanoparticles, causing them to be highly toxic. As a result of exposure to nanoparticles, 
people suffer adverse health problems (Murr and Garza, 2009) and to be exposed to higher 
mortality and morbidity rates (Kreyling et al., 2006; Kumar et al., 2011a). 
 
 
Figure 2.2: The uptake, distribution and excretion pathways of nanoparticle exposure. Modified from 
Oberdorster et al. (2005). Note: only confirmed pathways of nanoparticles are shown. 
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After understanding the pathways of the nanoparticles in the human body, the next 
step is to briefly review the mechanism of the deposition of nanoparticles on the airway walls 
during the breathing process. The respiratory tract components (head airways, tracheobronchial 
and alveoli regions) are considered to be filters protecting humans from inhaled particles 
(Kreyling et al., 2006). There are three important mechanisms (diffusion, sedimentation and 
impaction) controlling particle deposition in the respiratory tract, depending on particle size, 
density and flow rate. Deposition of particles (diameter <100 nm) on the airway wall is mainly 
controlled by the diffusion mechanism. Particle dynamics, respiratory tract geometry and 
breathing patterns are important parameters of how the diffusion mechanism control particle 
deposition (Kreyling et al., 2006). Deposition of particles, ranging from 100 to 1000 nm in 
diameter, on the airway wall is mainly controlled by the sedimentation mechanism, as well as 
diffusion to an extent, whereby the deposition due to diffusion mechanism decreases until it 
becomes negligible in particles with size greater than 1000 nm. Particle deposition in this size 
range increases in term of particle size, density and respiratory cycle period (Heyder, 2004). 
Deposition of particles (diameter >1000 nm) on the airway wall is mainly controlled by the 
impaction mechanism, as well as by sedimentation to an extent. It is essential to note that in 
the upper respiratory tract (extrathoracic and upper bronchi), deposition is governed by 
impaction, since the inhaled air flow rate is high, while in the lower respiratory tract (lower 
bronchi ) deposition is governed by sedimentation due to the higher residence time of the 
inhaled air (Heyder, 2004). The probability of particles’ regional deposition fraction in the 
respiratory tract for different particle sizes is shown in Figure 2.3. Given the fact that the 
majority of PNCs are in the nucleation mode (see Section 2.4.4), it is important to control the 
nanoparticles in the weak structure of the lower part of the respiratory tract, especially in the 
alveolar region due to their high deposition fraction (Figure 2.3). 
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Figure 2.3: The probability of particles regional deposition in human respiratory tract (head airways, 
tracheobronchial region, alveolar region and total deposition fraction), calculated based on the simplified 
equations given by Hinds (1999), which are based on International Commission on Radiological 
Protection model (ICRP, 1994). 
2.9 Relationship of nanoparticles with environmental factors 
Researchers were able to explore nanoparticles in various places in the world to find 
any relationships between nanoparticles and environmental factors influencing them, such as 
meteorological variables, gaseous pollutants and particulate matter. However, such 
relationships were not established in severe summertime meteorological conditions, where 
extremely hot, dry and dusty conditions persist. Investigating the correlations between these 
pollutants (i.e., gaseous and particulate matter) and meteorological variables with nanoparticles 
in different size ranges allows identification of the sources of nanoparticles and subsequent 
atmospheric evolution.  
This investigation aids in the general assessment of nanoparticles in regard to their 
diurnal variations, preliminary source identification and evolution during dust events (Chapter 
3), and in detailing source apportionment (Chapter 4). It also helps in understanding which 
covariates should be considered for the prediction of nanoparticles (Chapter 5). 
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2.9.1 Relationship between nanoparticles with trace pollutants in the air 
This section summarises the results of the studies that reported a relationship between 
nanoparticles with gaseous pollutants (e.g., SO2, NOx and CO) and particulate matter. These 
relationships are discussed further in Section 3.3.6, and more examples are provided in this 
context. 
2.9.1.1 Relationship between nanoparticles with NOx and CO 
Irrespective of the surrounding area (i.e., residential, commercial and industrial), 
numerous roadside studies have shown a high correlation between nanoparticles and NOx and 
CO. For example, Agus et al. (2007) measured roadside PNCs in Leicester, UK. They reported 
correlations between PNCs in nucleation mode (0–20 nm) and Aitken mode (20–100 nm) with 
NOx of R
2 = 0.43 and 0.70, respectively. CO showed almost similar correlations with PNCs in 
nucleation mode (R2 = 0.63) and Aitken mode (R2 = 0.77). A similar study was conducted by 
Ketzel et al. (2003) in 2001 in an urban street canyon in Copenhagen, Denmark, which showed 
a high correlation between PNCs, across a wide range of particle sizes, with NOx, reaching to 
R2 = 0.69. Similarly, a study performed by Huang et al. (2011) near to an industrial area in 
Hsinchu, Taiwan, found a relationship between PNCs (size range: 7–10000 nm) with NOx (R2 
= 0.87) and CO (R2 = 0.87) during the day-time. The corresponding R2 during the night-time 
were 0.64 and 0.68, respectively. Similar correlations between PNCs and NOx and CO were 
also observed in many urban areas (Hagler et al., 2009; Janhäll et al., 2004; Paatero et al., 
2005). As a matter of fact, Longley et al. (2005) reported that it is possible to reliably predict 
hourly PNCs greater than 100 nm in diameter in Manchester, UK, by making use of the hourly 
NOx or CO concentrations alone. On the other hand, some studies have also reported high 
correlations between PNCs and other traffic-related pollutants, such as particle-bound 
polycyclic aromatic hydrocarbons, black carbon, benzene, and toluene (Cheng et al., 2012; 
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Hagler et al., 2009). These positive correlations between PNCs and traffic-related gaseous 
pollutants indicated a common source i.e., road traffic emissions. 
2.9.1.2 Relationship between nanoparticles with SO2 
A number of roadside studies conducted away from industrial areas explored the 
relationship of nanoparticles with SO2 and found a weak correlation (R
2 up to 0.16; Wang et 
al., 2008). However, stronger associations between PNCs and SO2 have been reported 
elsewhere, where shipping and industrial emissions persist (González and Rodríguez, 2013). 
Industrial-generated emissions (e.g., SO2 from shipping and oil refining activities) are highly 
linked with episodic high PNCs (Fernández-Camacho et al., 2012). This suggests that high 
levels of PNCs are influenced by the sulphuric acid formed by SO2, and the associated new 
particles’ formation during their transport from the industrial areas to measurement sites (Brus 
et al., 2010; Kulmala et al., 2013). Previously, SO2 emissions were linked with ships (Lowles 
and ApSimon, 1996), power plants (Wang et al., 2011) and refineries (Prtenjak et al., 2009). 
Further details on the nucleation process is provided in Section 2.7.1. For example, a 
comprehensive study was conducted in 2009 by Reche et al. (2011) covering different urban 
environments (i.e., road traffic, background, industrial, and shipping environments) over seven 
selected urban areas in Europe. They found that most nucleation events coincided with SO2 
peaks in areas influenced by shipping and industrial emissions. Furthermore, González et al. 
(2011) studied the contribution of PNCs made by ships emissions in the Canary Islands, Spain, 
and reported that 65–70% of PNCs were linked mostly with SO2 emitted from shipping 
activities. Similarly, the study performed by González and Rodríguez (2013) at three sites in 
Canary Islands, Spain, to map PNCs. They reported that industrial emissions, mainly related to 
SO2, are the primary cause of episodic high PNCs. Similar results were found in Fernández-
Camacho et al. (2012). The clearer association of PNCs with SO2 near shipping and industrial 
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influenced areas shows that SO2 could be used as a marker of emissions produced from these 
areas. 
2.9.1.3 Relationship between nanoparticles with particulate matter 
Atmospheric particles are presently controlled in terms of mass concentrations in the 
form of PM10 and PM2.5; however, these regulations misrepresent PNCs as they represent only 
a small fraction of the mass concentration. A number of studies have reported correlations 
between PM concentrations and PNCs, but showed no common consensus among their 
findings. For example, Pey et al. (2008) extensively studied PNCs (size range: 13–800 nm) and 
PM (0.30–10 m) at a roadside located in an urban background environment over a period of 
one year in Barcelona, Spain. They reported a correlation between PNCs (size range: 415–800 
nm) and PM1 reaching to R
2 of 0.30. Furthermore,  Rodríguez et al. (2007) conducted a study 
at various urban background locations in London (UK), Barcelona (Spain) and Malian (Italy) 
over a period between January to December 2003 for London, and between November 2003 to 
December 2004 for Barcelona and Milan, to study the correlations between PNCs (size range: 
10–800 nm) and PM2.5. They reported correlations between PM2.5 with PNCs (size range: 10–
100 nm) and (size range: >100 nm) of (R2 = ~0.04 and 0.16), (R2 = ~0.04 and 0.25) and (R2 = 
~0.25 and 0.72) for Barcelona, London and Milan, respectively. Moreover, Cheng et al. (2012) 
intermittently measured PNCs and PM concentrations in Hong Kong, China for eight days in 
2005. They reported a relatively weaker (R2 = ~0.25–0.26) correlation between PM2.5 and PM10 
with PNCs (size range: <100 nm), compared with corresponding correlations found with larger 
(size range: 100–1000 nm) size particles (R2 = ~0.72–0.74). Similarly, Molnár et al. (2002) 
reported no correlations between PM2.5 and PNCs (size range: <100 nm), but good correlations 
with particles in the 100–368 nm size range (R2 = ~0.61). In general, a weaker correlation is 
observed between PNCs (size range: 10–50 nm) and PM2.5, but a higher correlation between 
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PNCs (size range: 50–300 nm) and PM2.5 (Sabaliauskas et al., 2012). As for PM10, Cheung et 
al. (2012) reported no correlations between PNCs (size range: 4–110 nm) with PM10 and PM2.5 
at three locations in Brisbane, Australia, representing urban, semi-urban and roadside 
environments. On the other hand, some studies reported that episodic high PM concentrations 
leads to dramatic suppression of PNCs. For example, the study performed by Jayaratne et al. 
(2011) in Brisbane, Australia, to investigate the influence of an Australian dust event, and the 
accompanying episodic increase in PM concentrations, on PNCs. They reported that high levels 
of PM2.5 during the dust event suppressed PNCs by 50% due to the coagulation process; this 
coincides with the observations found in the current study (Section 3.3.7). Further details on 
the coagulation process were provided in Section 2.7.2. In general, larger fractions of 
nanoparticles have stronger correlations with PM, compared to smaller fractions (e.g., 
nucleation mode particles). Based on the above observations, it is difficult to use PM as a 
predictor of PNCs in urban areas, as the aforementioned studies showed no conclusive 
similarities in their findings. 
2.9.2 Effect of meteorology on nanoparticle concentrations 
Meteorological conditions have a strong effect on nanoparticle characteristics. 
Planetary boundary layer is determined at any geographic location by prevalent meteorological 
parameters resulting into different atmospheric stability classes, i.e., stable, neutral and 
unstable (Peavy et al., 1985; Stull, 1988). In Kuwait, high pollutant concentrations are expected 
at night time due to the high atmospheric stability induced by the negligible heat flux. With the 
sun rise and prevalent shallow boundary layer, human activities begin, resulting in the build-
up of pollutant concentrations, reaching its maximum at morning traffic rush-hour. Similar 
results of high PNCs were observed by Janhall et al., (2006) in Goteborg (Sweden) in the 
morning due to shallow boundary layer resulting into little vertical mixing. The decrease in the 
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pollutant concentrations in the afternoon is caused by the strong heat flux resulting into 
unstable atmospheric conditions (Bouhamra and Abdul-Wahab, 1999). Within this boundary 
layer, PNCs are controlled by two major phenomena: (i) traffic-produced turbulence dispersing 
particles near the ground, where it is maximum in the wake of vehicles and (ii) wind-produced 
turbulence diluting PNCs in the upper strata. Effects of wind speed, wind direction, 
temperature, relative humidity and precipitation on PNCs in different urban settings and 
locations have been only modestly studied in recent years.  
In term of wind direction and speed, Kumar et al. (2008b) performed a study in 
Cambridge, UK, to study the influence of wind direction and speed on the PNCs near to road 
level in a street canyon. Regarding wind direction, Kumar et al. (2008b) reported higher PNCs 
at the leeward side of the street canyon than at the windward side, reinforcing the common 
opinion that the vortex wind-flow in street canyons transports pollutants from the windward to 
the leeward side (Vardoulakis et al., 2003).  
Wind speed facilitates dispersion and dilution, as well as re-suspension of particles, 
leading to decrease in pollutant concentrations from low level sources (Morawska et al., 2008). 
In general, PNC (<100 nm) is a negative exponential function of wind speed, as a result of high 
coagulation, air mixing and deposition (Hussein et al., 2006). PNCs were inversely correlated 
with wind speed as examplified in the various publications. For example, Kumar et al. (2008b) 
reported strong and inverse correlations between PNCs (size range: 5–1000 nm) and reference 
wind speed. Similarly, Wang et al. (2008) and Zhu et al. (2002a) reported that PNCs decrease 
with increasing wind speed. Furthermore, Charron and Harrison (2003) studied the PNCs (size 
range: 11–452 nm) at a near-road location in London, UK. They reported stronger inverse 
correlations between wind speed with PNCs (size range: 30–100 nm) with R2 = 0.63 and (size 
range: 100–450 nm) with R2 = 0.71, than those reported with PNCs (size range: 11–30 nm) 
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with R2 = 0.15. Similarly, Agus et al. (2007) reported stronger inverse correlations between 
wind speed with PNCs (size range: 20–100 nm) with R2 = 0.88, than those reported with PNCs 
(size range: 0–20 nm) with R2 = 0.57. 
Regarding ambient temperature and relative humidity, PNCs were inversely related to 
temperature and directly to relative humidity. As a matter of fact, both low temperature and 
high relative humidity favour the formation of nucleation mode particles, thereby increasing 
PNCs (Rönkkö et al., 2006). Wang et al. (2011) reported that temperature is positively 
correlated with PNCs (size range: 100–500 nm), and showed negative correlation with PNCs 
(size range: 10–50 nm); however, their correlations were regarded as low in term of R2 value. 
Also, Wang et al. (2008) and Zhu et al. (2006) reported a decay in PNCs corresponding with 
increasing temperature. Furthermore, Huang et al. (2011) reported that PNCs were negatively 
correlated with temperature (R2 = 0.88 and 0.62 in the day and at night time, respectively) and 
positively correlated with relative humidity (R2 = 0.85 and 0.64 in the day and at night time, 
respectively).  
During precipitation, PNCs (size range: <100 nm) show a relative increase compared 
with no rain periods, probably due to the associated lower temperature during precipitation 
(Charron and Harrison, 2003). Further explanation of precipitation phenomenon and its relation 
with wet deposition transformation process has been given in Section 2.7.5. However, there is 
a lack of studies that correlate PNCs and precipitation, and therefore, additional studies are 
required. 
2.10 Summary 
This chapter has introduced the subject of nanoparticles and provided an up-to-date 
summary of the review articles published in the last 15 years relating to natural, incidental and 
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manufactured nanoparticles. Several studies mentioned in this chapter highlight the importance 
of studying nanoparticles due to their association with health and environmental implications. 
This summary was followed by a description of nanoparticles and their compartments (i.e., 
nucleation, Aitken and accumulation modes). This section highlighted a need to establish a 
consensus term for standardising the number of modes and their size ranges, or finding a 
statistical approach to categorising PNCs into different modes. This chapter also discussed 
natural and anthropogenic (i.e., road vehicles and non-vehicle sources) sources. Among all 
nanoparticle sources, this section highlighted that road transportation emissions are the main 
source of nanoparticles in urban environments. This was followed by a discussion of the 
dispersion (i.e., horizontal and vertical) and transformation processes (i.e., nucleation, 
coagulation, condensation, evaporation and deposition) of nanoparticles. In addition, this 
chapter covered the inhalation of nanoparticles, highlighting the processes and pathways of 
nanoparticle exposure. This chapter concluded by studying factors influencing nanoparticles, 
including the relationships of nanoparticles with gaseous pollutants, particulate matter and 
meteorology. As a result, these investigations provide a base for the upcoming chapters. This 
investigation does not stop here as further comprehensive literature reviews are provided in the 
following four chapters, related to each individual objective.
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Chapter 3 
ASSESSMENT OF NANOPARTICLES DURING 
SUMMERTIME 
This chapter presents the first observations from the Middle East on number concentration and 
size distribution of airborne nanoparticles during summertime in Kuwait. Firstly, the 
motivation of this chapter is presented by reviewing recent nanoparticle studies performed 
during different seasons. Further, it highlights the need to investigate nanoparticle behaviours 
during extreme summertime meteorological conditions, such as those found in the State of 
Kuwait. This is followed by an analysis of the results of PNDs and associated PNCs (size range: 
5−1000 nm) obtained from the Fahaheel residential area (an area categorised by the presence 
of various pollution sources, such as traffic and light and heavy industries) during extreme 
summertime. In this chapter, the diurnal behaviour of nanoparticles, the identification of 
dominant emission sources of nanoparticles, the association of nanoparticles with trace 
pollutants and meteorology, and the characterisation of nanoparticles during dust events, have 
been assessed. This work appeared in Al-Dabbous and Kumar (2014b). 
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3.1 Introduction 
Airborne nanoparticles have prompted a strong research interest in the scientific 
community due to their adverse effects on human health (Bakand et al., 2012; Stjern et al., 
2011). Over 99% of PNCs are contributed by particles below 300 nm in diameter (Kumar et 
al., 2010b). Ambient concentrations of PM are currently regulated through mass-based 
standards of PM10 and PM2.5 (Heal et al., 2012). These mass-based standards do not control 
airborne nanoparticles that retain trivial mass but high PNCs (Kumar et al., 2010b). 
Nanoparticles are characterised by their vast numbers and high surface area (Kumar et al., 
2013b; Nowack, 2009). As a result, they can adsorb large concentrations of toxic hazardous 
chemicals on their surfaces (Nowack and Bucheli, 2007), translocate and deposit in different 
parts of the human body, thereby causing adverse health effects (HEI, 2013; Kumar et al., 
2014b). Evidence from a large number of studies links the exposure of nanoparticles to the 
occurrence of cardiovascular diseases (HEI, 2013). A recent Health Effects Institute report 
suggests their potential ability to deposit in the lung and translocate to different parts of the 
body (HEI, 2013). This effect is attributed to the translocation of the redox-active components 
of the nanoparticles in the human body, which promotes the progression of atherosclerosis 
(Delfino et al., 2005). 
Furthermore, preliminary estimates of excess mortality related to nanoparticle 
exposure have been reported to be notable at 11252 deaths in 2010 in Delhi (Kumar et al., 
2011a) and ~310 000 deaths per year in Asian megacities (Kumar et al., 2014b). However, such 
estimates are currently unavailable for the Middle East region. Therefore, there is a strong need 
to conduct field studies in this region to obtain comprehensive particle size-resolved data to 
investigate in-depth the sources and their PNDs and contribution to PNCs, which could be used 
in future for health impact studies (e.g., RDD, mortality and morbidity).  
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Numerous studies have shown that nanoparticles and other gaseous pollutants (e.g., 
CO and NOx) follow a diurnal pattern with increasing or decreasing traffic volume (Morawska 
et al., 2008). Emissions from road traffic are responsible for up to 90% of the PNCs in urban 
roadside environments (Kumar et al., 2010b). Both diesel- and petrol-fuelled engines produce 
relatively high PNCs during acceleration, high speed, and cold start conditions (Kittelson et al., 
2006). Corresponding particle emissions from these engines have shown particle mean size 
diameters in the 60−120 nm and 40−80 nm range, respectively (Harris and Maricq, 2001). 
Emissions from non-vehicle exhaust sources also contain high PNCs, but their effects are likely 
to be localised (Section 2.5.2.2). These sources contribute to particles in various size ranges 
through primary and secondary emissions. For example, combustion of fossil fuel in vehicles 
and industrial facilities emit solid particles as primary emissions and secondary nucleation 
mode particles through gas-to-particle conversion (Carpentieri and Kumar, 2011). In addition 
to the combustion sources, nucleation mode particles are expected to be formed by NPF 
resulted from the photochemical-led nucleation process in the atmosphere, as explained earlier 
in Section 2.7.1. Meteorological conditions, such as wind speed and direction, ambient 
temperature, relative humidity, and solar radiation, play an important role in the dispersion of 
airborne nanoparticles (Morawska et al., 2008). These parameters define the atmospheric 
stability conditions that govern the height of mixing layer and hence ambient PNCs (Kumar et 
al., 2011b). 
Studies on airborne nanoparticles in urban surroundings have increased exponentially 
over the past decade (Kumar et al., 2010b). However, those studies that focused on extreme 
summertime conditions, characterized by high ambient temperatures reaching up to ∼48 °C 
during dry and dusty environmental conditions, are yet barely available. A majority of roadside 
measurement studies to date have not included ambient temperature over ∼40 °C (Table 3.1). 
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For instance, Young and Keeler (2004) investigated the influence of local sources and 
meteorological parameters on PNCs in the ultrafine size range during the summertime (24 °C) 
in Detroit (USA) during July 2002. They found total PNCs in the range of 1.4−2.5 ×104 cm−3 
and that the ultrafine size range contributed ∼89% of these PNCs. They carried out further 
work during the summers (∼22 °C) of 2003−2005, where they found average PNCs of 
2.23×104 cm−3 with 89% of these being from the ultrafine size range (Young and Keeler, 2007). 
Likewise, Lingard et al. (2006) studied PNCs in the size range of 6−10000 nm at an urban 
roadside location in Leeds (UK) during the summer (∼21 °C) of 2003. They reported PNCs of 
1.8−3.4 ×104 cm−3, with 89−93% of these PNCs in ultrafine size range.  
Moreover, a few studies have also compared the measured PNCs during different 
weather conditions (Table 3.1). For example, Fujitani et al. (2012) measured particles in the 5–
1000 nm size range at a major roadside location in Kawasaki city, Japan, during two different 
seasons in 2009-2010. They reported a 2.8-fold increase in PNCs during winter (~7 °C) 
compared with 4.62×104 cm–3 during summer (~31 °C). Similarly, Sabaliauskas et al. (2012) 
measured particles in the 8-300 size range at a major roadside location in Canada between 2006 
and 2011. They reported a 1.6-fold increase in PNCs during winter (–5 °C) compared with 
2.46×104 cm–3 during summer (~22 °C). The increase in PNCs in winter is mainly due to low 
temperature and high relative humidity, which leads to NPF (Section 2.7.1). Also, low 
temperature in winter results in shallow planetary boundary layer, limiting the dispersion of 
PNCs and hence increasing their concentrations. 
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Table 3.1: Summary of recent nanoparticle studies performed during different seasons (summer and winter) 
around the world. 
Location Size 
range 
(nm) 
Instrument Traffic 
densitya 
(~ hr–1) 
HDVa 
(~ %) 
PNCa (×104 cm–3); 
(season; ambient 
temperature ºC) 
Study 
year 
Reference 
Summer vs winter       
Leipzig, 
Germany 
3-800 DMPS NA NA 1.77 (winter; NA ºC) 1997-
2001 
Wehner and 
Wiedensohler 
(2003) 
1.32 (summer; NA ºC) 
Helsinki, 
Finland 
8-400 DMPS 12916 8 2.50c (winter; –10 ºC d) 1997-
2003 
Hussein et al. 
(2004) 1.75c (summer; 25 ºCe) 
Californiab, 
USA 
14-
700 
CPC, 
SMPS 
NA NA 2.75 (winter; –1 ºCd) 2002-
2003 
Singh et al. 
(2006) 1.35 (summer; 37 ºCe) 
Helsinki, 
Finland 
3-
6600 
CPC, 
SMPS, 
ELPI 
3100 NA 10c (winter; –18 ºCd) 2003, 
2004 
Virtanen et al. 
(2006) 5c (summer; 22 ºCe) 
Toronto, 
Canada 
8-300 FMPS 767 <5 2.46 (winter; –5 ºCd) 2006-
2011 
Sabaliauskas et al. 
(2012) 1.55 (summer; 22 ºCe) 
Kawasaki, 
Japan 
10-
1000 
CPC 
 
3100 25 12.95 (winter; 7 ºCf) 2009, 
2010, 
2011 
Fujitani et al. 
(2012) 4.62 (summer; 31 ºCf) 
Zabrze, 
Poland 
28-
10000 
ELPI NA NA 0.88 (winter; NA ºC) 2010 Klejnowski et al. 
(2013) 0.50 (summer; NA ºC) 
Gwangju, 
Korea 
13-
100 
SMPS NA NA 0.37 (winter; –1 ºCf) 2010, 
2011, 
2012 
Maskey et al. 
(2012) 0.18 (summer; 28 ºCf) 
Summer       
Detroit, 
USA 
10-
430 
SMPS 3812 NA 2.19 (summer; 24 ºCf) 2002 Young and Keeler 
(2004) 
Leeds, UK 6-
10000 
SMPS, 
ELPI 
1470 7.5 2.60 (summer; 21 ºCe) 2003 Lingard et al. 
(2006) 
Detroit, 
USA 
10-
100 
CPC, 
SMPS 
4042 NA 1.99 (summer; 22 ºCf) 2003, 
2004, 
2005 
Young and Keeler 
(2007) 
Taipei, 
Taiwan 
10-
429 
SMPS NA NA 1.39 (summer; 36 ºCe) 2012 Cheung et al. 
(2013) 
Fahaheel, 
Kuwait 
5-
1000 
DMS500 4440 6.6 9.60 (summer; 48 ºCe) 2013 This study 
Winter       
Beijing, 
China 
5.6-
560 
EEPS NA NA 5.35 (winter; –7 ºCf) 2005 SHI et al. (2007) 
Yeosu, 
Korea 
13-
100 
SMPS NA NA 0.97 (winter; 2 ºCf) 2008 Maskey et al. 
(2012) 
Note: a Data were average if more than one record was available; b USC, Long Beach, Riverside, Upland, Mira 
Loma and Lancaster; c Morning rush hour concentration; d Minimum temperature; e Maximum temperature; f 
Average temperature; FMPS; Fast Mobility Particle Sizer; EEPS; Engine Exhaust Particle Sizer. 
3.1.1 Distinct features and objectives 
The following features make the current study unique. Investigations included 
summertime conditions when peak temperatures reached ∼48 °C, relative humidity decreased 
to ∼0.20%, and dust events were encountered frequently. Fast-response (10 Hz) measurements 
 50 
 
of size-resolved particles allowed particles down to 5 nm to be measured and the rapidly 
fluctuating PNCs and their peaks in real-time to be captured. The DMS500 is currently one of 
the commercially available fastest response particle sizer, requiring only ~100 ms to complete 
one full spectrum of PND. This enabled us to capture the peaks of PNCs that occur in urban 
environments, within a few seconds (Goel and Kumar, 2014). Furthermore, the sampling height 
of the DMS500 inlet was ~1.60 m above the ground, representing the typical breathing height 
of people, which can be easily used in epidemiological studies in calculating respiratory 
deposited doses. A few studies have reported results of PM10 and PM2.5 during dust events 
(Choi and Choi, 2008; Zhang et al., 2006), but this work presents the size-resolved distributions 
of particles during Arabian dust events, which have not been previously investigated to the best 
of my knowledge. 
Therefore, the key objectives of this chapter were as follows: (i) to comprehend size 
distributions of particles during summertime meteorological conditions, (ii) to understand their 
association with trace pollutants and meteorological parameters, (iii) to identify local sources, 
and (iv) to show the transformation of nanoparticles during the arrival and passage of Arabian 
dust events. 
3.2 Methodology 
3.2.1 Description of the study area 
Fahaheel is considered one of the largest areas in the State of Kuwait and Al-Ahmadi 
governorate (Al-Dabbous et al., 2013). Road vehicle, namely automobile, is the principal mode 
of transport in Kuwait. The oil-rich State of Kuwait is considered one of the major exporters 
of crude oil. The majority of Kuwait oil and petroleum products are facilitated in the southern 
part of the country in Al-Ahmadi governorate. Fahaheel is situated on the coast, east of Al-
Ahmadi governorate, and the geographic coordinates of Fahaheel are 29° 4' 52.70"N, 48° 6' 
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52.08"E (see Figure 3.1). Fahaheel area is inhabited with 91649 residents (12% of the total 
population of Al-Ahmadi governorate, one of the six governorates in the State of Kuwait).  
Kuwait’s terrain is remarkably flat desert with plenty of uninhabited land (~92-95%). 
The majority of the population live in the coastal areas. Kuwait climate is generally described 
with hot and arid long summer and cool mild winter. It is dominated by north-westerly winds 
and occasionally accompanied by dust storms in the period from March to August (Al-
Sudairawi et al., 2011). In particular, dust storms were significantly linked to hospitalizations 
due to asthma and respiratory diseases in Kuwait (Thalib and Al-Taiar, 2012). From the human 
health point of view, dust storms have been linked with respiratory diseases (e.g., asthma and 
emphysema). For instance, Lei et al. (2004) associated PM exposure during Asian dust storm 
with increased lung inflammation and injury in rats with pulmonary hypertension. 
Additionally, dust storms could possibly transport viruses (Chen et al., 2010) and other 
pathogens (Leski et al., 2011) (e.g. Coxiella burnetii) infections, which is beyond the current 
understanding of the effects of dust storms on human health. However, studies on the short-
term mortality association with dust storms are sparse, with the association being reported as 
significant (Perez et al., 2008), insignificant (Chen et al., 2004) and absent (Schwartz et al., 
1999). Increased daytime length (e.g., ~14 hours in June) is common during summertime 
period in Kuwait. Detailed information about the meteorological characteristics and terrain of 
Kuwait has been reported by Al-Yamani et al. (2004). 
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Figure 3.1: Location of the sampling site in Fahaheel area. 
 
The sampling site in Fahaheel area is ideal for this study because of the following 
reasons. Firstly, Fahaheel is a typical urban area in Kuwait surrounded by heavy petroleum 
industries, reflecting typical characteristics of the oil-rich State of Kuwait and the intra-city 
activities, as well as a good representative of the Middle East region (especially the Arabian 
Peninsula region), in terms of topography and meteorological conditions. Secondly, no other 
major highways directly influences the sampling site, except the studied Fahaheel highway 
(Figure 3.2), allowing a clear identification of the highway impact on the measured PND data. 
Thirdly, the sampling site is characterised by the absence of obstacles for at least ~300 m radius, 
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eliminating the downwash effects. Finally, the surrounding potential sources of the sampling 
site are well-distributed at different directions and distances (Figure 3.2), allowing the 
development of pollution roses and CPF plots using local wind data to aid in the source 
identification. 
 
 
Figure 3.2: Location of the sampling site in the Fahaheel area, showing the major sources surrounding 
the site. Satellite image includes material ©NSPO 2014 distribution Spot Image S.A.; courtesy of Airbus 
Defence and Space, all rights reserved. Note: SIA = Shuaiba Industrial Area; WSIA = West Shuaiba 
Industrial Area. 
3.2.1.1 Description of the measurement site  
Measurements were taken at a distance of ∼15 m away from the kerbside of Fahaheel 
highway in Fahaheel, Kuwait. This is one of the busiest highways in Kuwait, and includes 
traffic on three lanes in each direction. The width of each lane is ∼3.70 m. Two additional lanes 
(shoulders) in each direction, having the same width, are also available, but these are reserved 
for emergency use. This highway runs approximately north to south (N−S), connecting Kuwait 
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to Kingdom of Saudi Arabia (Figure 3.1). The surroundings of the measurement site were 
divided into three wind sectors in order to broadly represent the potential sources and 
understand their effect on the measured concentrations (Figure 3.3a). 
 Sector 1 (0−90°N) includes intra-city sources upwind of its location at a distance staring 
from 300 m. Emissions approaching from this sector are representative of residential and 
commercial activities, such as vehicular movement, gas stations, air-conditioning, and 
small businesses. 
 Sector 2 (90−180°N) represents the wind blowing from the Shuaiba Industrial Area, which 
contains refineries (e.g., Mina Al-Ahmadi refinery). Emissions approaching the site from 
this sector are generally those arising from a vast range of petroleum, petrochemical, 
cement, caustic, and small industries (Al-Dabbous et al., 2013). 
 Sector 3 (180−360°N) contains a highway and an open desert upwind of site. Emissions 
approaching the site from this direction are generally from highway traffic. 
  
 
Figure 3.3: (a) Wind rose, and (b) frequency distribution plots based on hourly average data. 
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3.2.2 Instrumentation 
Particles in 38 size classes, ranging from 5 to 1000 nm, were measured using a fast-
response DMS500 at an output data rate of 10 Hz, with a 200 ms response time (T10−90%). The 
DMS500 was empirically calibrated using real aerosols that had considered particle losses and 
different morphologies resulting in accurate measurements of larger sizes of particles. 
However, number concentrations are difficult to calibrate in standard educational institute 
laboratories, as it requires very expensive equipment, and radioactive sources. Therefore, the 
DMS500 was sent to the manufacturer just before the sampling campaign for ascertained 
calibration to provide calibration certificate for defined period of time which is one year. The 
DMS500 is a parent version of the portable DMS50, and has been deployed successfully in 
previous roadside measurements (Kumar et al., 2008a; Kumar et al., 2008c). Further details on 
the operating principle and capabilities of DMS500 are available in Section 3.2.2.1.  
Data from a suite of trace pollutants (NOx, O3, CO, SO2, and PM10) and meteorological 
parameters (ambient temperature, relative humidity, solar radiation, precipitation, wind speed, 
and direction) were concurrently obtained from the fixed monitoring station, run by KEPA. 
This station is located at a distance of ∼300 m, east of sampling site, at the top of Fahaheel 
polyclinic building. A solar-powered traffic counter was deployed to count the traffic volume 
in five different categories (passenger cars and motorcycles, mini bus and vans, bus, trucks, 
and trailers). Traffic counter works on digital wave radar process by transmitting digital radar 
signals to the road vehicles and back to the counter. Details of all these instruments and their 
manufacturers are provided in Table 3.2. 
3.2.2.1 DMS500 working principle 
DMS500 is controlled by a PC-based user interface. The data collected from the 
DMS500 were analysed on a 10 Hz basis as well as 5-minute average basis to synchronise with 
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the traffic, meteorological and gaseous pollutants data. Except for traffic data that included 
7776 valid 5-min measurements, a total of 8675 valid measurements were obtained for all 
parameters. The instrument was scheduled to auto-zero every one hour. The auto-zero time 
takes around 1 minute, and these times were excluded from the data before the interpretation. 
The instrument was also scheduled to save the data files four times a day, starting from 
midnight, to avoid any data loss in case of power outage or instrument failure.  
The DMS500 measures particles based on their electrical mobility diameter and then 
convert the electrical ring currents to PNDs. The DMS500 is connected to a vacuum pump in 
order to allow the ambient air to be sucked into the DMS500 at a high sample inlet flow rate 
(up to 8 slpm). Then, particles below 1000 nm are positively charged by unipolar corona 
charger, depending on their surface area. The charged particles are then exposed to 
electrometers, inside the classifier column, for classification in which particles are repelled to 
the electrometers according to their electrical mobility charge (Kumar et al., 2008c). As a result, 
the fluxes of particles are indicated after being exposed to an electrometer amplifier and thus 
the full spectrum of size and number is determined. In addition to the high sampling rate, this 
instrument can produce one full-size spectrum in every 100 ms with a step time change 
response (T10- 90%) of 200 ms, being the fastest available nanoparticle sizer of its type. 
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Table 3.2: Details of instruments used for the measurements of pollutants and meteorological 
parameters. 
Parameters Instruments Operating Principle Manufacturer 
NOx AC32M Chemiluminescence Environnement 
S.A O3 O342M UV absorption 
CO CO12M Infra-red GFC 
SO2 AF22M-TRS UV Fluorescence 
PM10 MP101M Beta ray attenuation 
Temperature 083E/593A Relative 
Humidity / Temperature 
sensor 
Thermistor Met one 
instruments 
Relative Humidity 083E/593A Relative 
Humidity / Temperature 
sensor 
Thin film polymer 
capacitor 
Barometric Pressure 090D Barometric Pressure 
sensor 
Pressure transducer 
Precipitation 370C/372C  Rain gauge  
Wind Speed 50.5/035A Ultra sonic Wind 
speed/wind direction sensor 
three-cup anemometer 
Wind Direction 50.5/035A Ultra sonic Wind 
speed/wind direction sensor 
Potentiometer Wind vane 
Solar Radiation LI-200 Pyranometer Photovoltaic LI-COR 
Traffic count Smart Sensor HD SS-126 Digital wave radar Wavetronix 
3.2.3 Data acquisition 
PNDs were collected continuously at 10 Hz rate over a period of 31 days (27 May to 
26 June 2013). The DMS500 was placed inside an air-conditioned cabin (3 × 5 m) as shown in 
Figure 3.4. The purpose of using an air-conditioned room was to keep the room temperature 
below 40 °C so that the instrument could operate safely without overheating. However, it 
should be noted that the DMS500 is also suitable for direct measurements from the exhaust 
stream of an engine or stack with temperatures up to 150 º C, which far exceeds the ambient 
air in this case. The unit was situated close to the wall and connected by a 30 cm long 
conductive silicone tube between the DMS500 sampling inlet and the point outside to draw in 
air samples. This consideration allowed the minimization of the particle losses in the sampling 
tube. Kumar et al. (2008d) studied the losses of particles in identical sampling tubes, and 
suggested that particle losses due to diffusion are important, especially for those below 20 nm 
in diameter, and should be considered for sampling tubes greater than 1 m in length. 
Furthermore, the temperature and relative humidity differences between inside and outside the 
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cabin were modest (Figure 3.5) and that the sample residence time in the sampling tube was 
∼0.04 s, counteracting any possible effect of environmental and sampling conditions on the 
particle losses, growth, or shrinkage within the tubes and eliminating the need of any potential 
corrections. The DMS500 have shown a good agreement with the other widely used 
instruments. For instance, Lobo et al. (2007) compared the results of DMS500 with those from 
the SMPS and found a difference of 2% for size of the particles and 14% for the corresponding 
number concentration between both instruments. Moreover, Johnson et al. (2013) used a DMA 
instrument to check particles size calibration of DMS500 and found a difference of less than 
5% in the size calibration between both instruments. The inlet of the sampling tube was placed 
at a height of 1.60 m above the ground level, representing the typical height of an adult’s 
breathing zone. 
 
Figure 3.4: Experimental instruments showing the DMS500 and vacuum pump inside an air-conditioned 
cabin. 
3.2.4 Site meteorology 
The average temperature, relative humidity, wind speed, and solar radiation for entire 
sampling period were measured onsite and these were 37.1±4.5 °C, 13.6±9.7%, 6.3±3.0 m s−1, 
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and 323.6±373.9 W m−2 (638.6±280.1 W m−2; averaged during sunlight period from 06:00 to 
18:00 h; local time), respectively. Their corresponding maximum values were about 48 °C, 
58%, 15 m s−1, and 1054 W m−2, respectively. The predominant range of wind speed was found 
between 5.5 and 9.0 m s−1, representing about 35% of the time (Figure 3.3b). These variations 
in meteorological data are due to the geographical location of Kuwait and resulted from local 
meteorological conditions (i.e., hot, dry and windy during day time, and calm, relatively moist 
during night time). The predominant wind direction was 311°N, with a frequency occurrence 
of ∼67% (Figure 3.3a). Further information about the sampling site meteorology is provided 
in Al-Dabbous et al. (2013) and Al-Salem and Khan (2010). 
There was a gradual increase in the daily temperature from 34.2±4.0 °C to 41.0±4.2 
°C during the entire study period. Diurnal temperature distribution for morning (05:00−09:59 
h), day (10:00−16:59 h), evening (17:00−22:59 h) and night (23:00−04:59 h) hours were 
35.3±3.6 °C, 41.6±2.8 °C, 37.2±3.5 °C and 32.5±2.3 °C, respectively, with a maximum of 48 
°C being observed during the day time. In addition to the high temperature, relative humidity 
fluctuated at 13.6±10.0 %, with the level being the least during the day time. The overall 
average wind speed was 6.0±3.0 m s−1, 7.9±3.2 m s−1, 5.7±2.7 m s−1 and 5.0±2.1 m s−1 for 
morning, day, evening and night hours, respectively. The maximum wind speed (15 m s−1) was 
observed during the day time. Summer was considerably windy since no calm wind (i.e. <0.5 
m s−1) was observed.  
The meteorological conditions showed different behaviours under the three studied 
wind directions (i.e., 0-90°N, 90-180°N and 180-360°N). Under Sector 3 (180-360°N), the 
average temperature, relative humidity, wind speed and solar radiation were 37.0 °C, 12.2 %, 
6.7 m s−1 and 281.0 W m−2; The corresponding values were 36.0 °C, 27 %, 4.1 m s−1 and 244.0 
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W m−2 for Sector 2 (90-180°N) and 39.7 °C, 18.9 %, 3.9 m s−1 and 727.0 W m−2 for Sector 1 
(0-90°N). 
 
 
Figure 3.5: Diurnal profile of temperature (AT), relative humidity (RH), wind speed (WS) and solar 
radiation (SR) (divided by 50). 
3.2.5 Traffic conditions 
Traffic counter calculated traffic in both directions and classified them in five different 
classes according to their length (Table 3.3). The data were collected at 5-min intervals during 
the measurement period, and so was the case with the meteorological and trace pollutants data. 
Traffic fleet was dominated by gasoline-fuelled vehicles, accounting for ∼93% of total 
vehicles. During weekdays, traffic volumes during morning, day and evening periods were 
5241, 5677, and 5617 veh h−1, respectively, compared with 1661 veh h−1 during the night 
period. Traffic volumes during morning, day and evening periods on weekends were 36%, 
17%, and 1% lower, respectively, than those during weekdays except being 34% higher during 
the night periods.  
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Average traffic speed on the highway is capped by law to 120 km h−1 and this was 
found to vary between 92 and 99 km h−1. Table 3.3 presents further details on traffic volume 
counts, speed and fuel type at both the lanes. 
Table 3.3: Vehicle length and expected classification adapted for this study, along with their average 
traffic count (veh h−1). 
Vehicle length (m) Vehicle type Fuel type Vehicles count 
NBa SBa 
0-6 Passenger 
Cars/Motorcycle 
Gasoline 2241 1962 
6-8.5 Mini Bus / Vans Gasoline 
8.5-9.5 Bus Diesel 138 140 
9.5-11 Trucks Diesel 
>11 Trailers Diesel 
Note: aNB and SB refer to north-bound and south-bound direction of the road, respectively. 
3.2.6 Identification of dust events 
The ambient levels of PM10 <200 μg m−3, between 200 and 1000 μg m−3, and >1000 
μg m−3 were categorised as non-, minor-, and major-dust periods, respectively (Draxler et al., 
2001), given the fact that the majority of the dust events are accompanied by an average dust 
size of between 2−6 μm (Kobayashi et al., 2007; Mikami et al., 2005). Corresponding PNC 
data for these durations during the wind approaching to the site from the open desert area 
(Sector 3) were then segregated to study the interaction between the dust and nano-size 
particles. Dust events are generally accompanied by high wind speeds (Figure 3.6a) that are 
associated with the saltation process, i.e., the transport of particles over sandy fields by wind 
(Tsiouri et al., 2014). As expected, minor- and major-dust events were found to accompany 
relatively higher wind speeds (i.e., 8 and 10 m s−1, respectively), compared with 5 m s−1 
observed during non-dust event periods.  
During the 31 days of monitoring that included 8675 valid 5-min measurements, total 
dust event periods of ∼49% (i.e., sum of minor- (43.7%) and major-dust (5.7%) events) were 
observed. Occurrence of these dust events was generally consistent with the previous studies 
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in Kuwait by Thalib and Al-Taiar (2012), which have reported 59.2% days of dust events 
during the summer season. 
 
 
Figure 3.6: Pollution roses for (a) PM10 and (b) SO2. Please note that the wind speed and direction are 
shown on the radial and polar axis, respectively. 
3.2.7 Statistical analysis 
Both PCA and bivariate analysis were performed to investigate the relationship of 
particles in various size ranges with the trace pollutants and meteorological parameters. SPSS 
software (model: IBM SPSS statistics version 21) was used for the PCA, which is a variable-
reduction technique used to discover and summarise the latent pattern of inter-correlations 
among variables (Thurston and Spengler, 1985; Wilks, 2011). PCA has been applied earlier to 
size-resolved particles data for source apportionment purposes (Pey et al., 2009; Wehner and 
Wiedensohler, 2003). Input datasets to PCA were PNCs in four size ranges (i.e. N5-30, N30-100, 
N100-300 and N300-1000 representing nucleation, Aitken, accumulation and coarse mode particles, 
respectively), pollutants (NOx, O3, CO, SO2 and PM10) and wind speed. Other meteorological 
parameters, such as temperature and relative humidity, were not included since these showed 
a well-correlated cyclic behaviour, independent of pollution sources. Examination of Kaiser–
PM10
(a)
SO2
(b)
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Meyer–Olkin (KMO) and Bartlett’s tests were performed before the application of PCA in 
order to test the suitability of the data for structure detection (Field, 2013). The desired structure 
contains a number of meaningful group of variables that identify the respective components. 
The KMO test reflects the sampling adequacy and shows the applicability of PCA to generate 
reliable results. The Bartlett’s test examines the suitability of the data, which have associated 
correlations among the variables, for reduction to smaller number of components. The data 
passed the minimum acceptable levels of >0.5 and <0.05 for the KMO and Bartlett’s tests, 
respectively (Table 3.4). Bivariate correlations along with the significance level was also 
calculated for all variables. This analysis was applied to all three wind sectors independently 
in order to identify the probable sources in the vicinity of the sampling site (Section 3.2.1.1). 
Table 3.4: Results of KMO and Bartlett’s tests. 
Test Accepted levels Results 
KMO Measure of Sampling 
Adequacy 
> 0.5 0.69 
Bartlett’s test of sphericity, 
significance level 
<0.05 .000 
3.3 Results and discussion 
In order to understand the influence of summertime meteorological conditions on the 
different sizes of particles, PNCs in four different size ranges (N5−30, N30−100, N100−300 and 
N300−1000) were used for investigations. For some analysis (Sections 3.3.1 and 3.3.2), the data 
were divided into weekdays (Sunday to Thursday) and weekends (Saturday) to study the 
influence of traffic density. Fridays were excluded from this analysis to help clarify trends, 
because Fridays included both weekday and weekend traffic patterns. 
3.3.1 Particle size distributions 
Figure 3.7 shows the contours of size-resolved particles and corresponding average 
PNDs for weekdays, weekends and the entire study duration. In all cases, two discrete particle 
bursts were observed in the morning and evening peak hours, reflecting the effect of relatively 
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large traffic volumes during these periods. The PNDs during the peak hours showed an average 
particle diameter of ∼12 nm with high magnitude of PNDs (Figure 3.7). Relatively lower 
magnitude of PNDs during non-peak hours (i.e., night and day times) reflected a much lesser 
release of freshly emitted nucleation mode particles during non-peak hours. PNDs during all 
the different periods show similar shapes, dominated by nucleation mode particles, clearly 
exhibiting a unique feature of the traffic fleet that is dominated (93% of total vehicles) by 
gasoline-driven vehicles (Section 3.2.5). This observed variation is controlled by source 
intensity (e.g., traffic volume), and meteorological conditions reflecting stability, which 
coincides well with the findings in the literature (Agus et al., 2007; Wehner and Wiedensohler, 
2003). The PNDs are quite distinct to those seen by studies in the USA (Zhu et al., 2002a), 
which have shown a trimodal PNDs with extra peaks in Aitken and accumulation mode at a 
downwind location of the road. Their trimodal PNDs are due to their higher heavy-duty diesel 
vehicles −25% compared with the current 7%. 
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Figure 3.7: Diurnal variation of size-resolved particles and corresponding average PNDs averaged over 
(a, d) entire study period, (b, e) weekdays and (c, f) weekends, respectively. 
 
Average PNDs observed for the three studied wind sectors show similar shapes and 
modal peak diameters, with a large nucleation mode, but their magnitudes vary (Figure 3.8b). 
For example, peak diameters were at ∼12 nm for Sectors 1 and 3, which represented emissions 
from intra-city and road traffic activities, respectively. These nucleation mode particles were 
formed by cooling and condensation of the hot gases (i.e., unburned fuel and lube oil) emitted 
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from the tailpipe of a vehicles (see Section 2.7.1). This peak was comparable to the peak found 
by Fujitani et al. (2012) at ∼10 nm during summertime measurements; however, they found 
another peaks between 40 and 60 nm, which are missing in the current study probably due to 
the dominance of gasoline driven traffic fleet. The PND peak at 12 nm diameter was 
comparable with those (13 nm) reported by Bae et al. (2010); traffic fleet of both these studies 
were dominated by the gasoline-driven vehicles. Furthermore, Sabaliauskas et al. (2012) 
reported similar monomodal distributions with slightly higher peaks diameter at about 16.0 nm 
(during morning) and 29.4 nm (during evening) during their five-year (2006−2011) roadside 
measurements campaign in Toronto, Canada. Their traffic fleet contained almost similar share 
of gasoline-driven vehicles (Table 3.1), explaining their monomodal PND shape. However, the 
upward shift in their peak diameter could be explained by the differences in the lower cut-off 
diameter −8 nm compared to the present  ∼6 nm. Moreover, our monomodal behaviour of 
PNDs shape with 12 nm peak  diameter falls within the range of those reported by Wehner and 
Wiedensohler (2003) (i.e., 10−20 nm) and at lower end of those measured by Virtanen et al. 
(2006) (i.e., 20 nm) and Charron and Harrison (2003) (i.e., 23−31 nm). This was due to the 
higher distance of the sampling location from the road (i.e., 65 m compared to the present15 
m) in Virtanen et al. (2006) allowing the growth of particles by coagulation and/or 
condensation, and the much lower gasoline-driven vehicles (i.e., 80% compared to the present 
93%) in Charron and Harrison (2003) favouring the production of lesser small particles by 
diesel-driven vehicles. Sector 2 represents the emission from refineries, exhibiting a similar 
modal peak at ∼12 nm with an additional peak in Aitken mode. The presence of Aitken mode 
particles could be explained by two phenomena: (i) The direct emission of black carbon (i.e., 
accumulation mode) particles transported from the upwind refineries to the sampling location 
and (ii) the photo-chemical oxidation of SO2 to H2SO4, facilitating binary and ternary 
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nucleation (section 2.7.1) that has grown in size (i.e., coagulation and condensation) during 
their transport from the upwind refineries, as discussed in Sections 3.3.5 and 3.3.6. 
 
 
Figure 3.8: Average (a) PNCs, and (b) corresponding PNDs, under the three wind sectors. Upper and 
lower whiskers in (a) indicate 95th and 5th percentiles, respectively. The middle line inside the box 
indicates the median and “×” indicates the average value, with upper and lower boundary of the box 
indicating 75th and 25th percentiles, respectively. Pie chart represents the proportion of PNCs in various 
size ranges. Pollution roses for (c) total PNCs and (d) weighted mean PNCs (multiplication of mean PNC 
with local PNC frequency fraction at certain wind speed and direction) shows wind speed and direction 
on the radial and polar axis, respectively. 
3.3.2 Particle number concentrations 
Average PNCs over the entire sampling duration was found to be 9.60±6.01 ×104 cm−3 
with a maximum value of 5.98×105 cm−3. Corresponding geometric mean diameter (GMD) 
was 20.2±6.3 nm, showing 76% of total PNCs were in nucleation mode. Other size ranges 
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contributed only ∼17% (N30−100), 7% (N100−300), and <1% (N300−1000); Figure 3.8a. The average 
PNCs are about 3-times of those typically found in European roadside environments (Kumar 
et al., 2014b), fraction of ultrafine size range remains nearly identical to those reported by 
roadside studies elsewhere, e.g., ∼93% in Leeds, UK (Lingard et al., 2006) and ∼89% in 
Detroit, USA (Young and Keeler, 2004; Young and Keeler, 2007). This is reflecting the fact 
that a major fraction of particles by number, irrespective of any kind of particle size, measured 
in ambient air, reside in ultrafine size range (Kumar et al., 2008e; Wehner and Wiedensohler, 
2003). This PNC comparison is, however, influenced by several factors such as traffic volume, 
distance of sampling location from the roadside and varying meteorological conditions. In 
order to understand where the PNC values stand against others, the downwind PNCs were 
normalized against their traffic volume (i.e., PNCs were divided by the traffic volume to take 
away the PNC dependence on traffic flow rate) and selected only those roadside studies which 
were performed during summertime at ∼15 m away from the roadsides. The normalized 
average PNCs were comparable with those reported by Fujitani et al. (2012) (i.e., 20.7 against 
the present 22.5; Table 3.5). Although these normalized values were found to be lower than 
those reported in Buonanno et al. (2009) (i.e., 38.7 against the present 22.5; Table 3.5). Part of 
this difference could be due to their relatively lower temperature and higher relative humidity 
− 38 °C and 11% in the current study compared with ∼19 °C and ∼61% in Buonanno et al. 
(2009) − favouring an increase in atmospheric formation of nucleation mode particles (Kulmala 
et al., 2004), predominately by cooling and condensation of unburned fuel and lube oil emitted 
from the tailpipe of vehicles (Section 2.7.1). In addition, higher wind speed in the current study 
− 6.6 m s−1 compared with their 3.1 m s−1 − could be another reason since the high wind speed 
tend to favour the dispersion of particles and thereby lowering the total PNCs (Kumar et al., 
2008a). 
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In order to understand the variability in PNCs due to upwind sources for the three 
wind sectors (Section 3.2.1.1), the PNC data were segregated and averaged for each sector 
(Figure 3.8a). The PNCs for the wind in Sector 2 showed the highest PNCs (1.1±1.0 ×105 
cm−3), followed by Sector 3 (10.0±5.6 ×104 cm−3) and Sector 1 (6.0±4.6 ×104 cm−3). Unlike 
N30−100, N5−30 showed the highest contribution in Sector 3, followed by Sectors 1 and 2, 
reflecting the closeness of road traffic to the sampling location. Irrespective of any sector, PNCs 
were up to about 300-times higher than the minimum values observed elsewhere during 
summertime (Table 3.1). 
Table 3.5: Summary of nanoparticles highway studies, where PNCs are projected at 15 m from the highway. 
‘X’ refers to distance (m) from the road. 
Location Size range 
(nm) 
Traffic 
Density 
(hr-1) 
PNC decay equations; 
total PNC (# cm–3) 
Projected 
PNCs at 
15m (×104 
cm-3) 
Normalised 
PNCsa 
Reference 
Kawasaki, 
Japan 
10−1000 3100 1.07×105 × X-0.189 6.4 20.69 Fujitani et al. 
(2012) 
Cassino, 
Italy 
5.9−20000 5700 7.78×103 + 2.51×105 e-0.011X 22.1 38.7 Buonanno et al. 
(2009) 
Fahaheel, 
Kuwait 
5−1000 4440 NA 10.0b 22. 52 This study 
Note: aPNCs were divided by the traffic volume to take away the PNC dependence on traffic. bField measurements. 
 
Pollution roses in Figure 3.8c,d show the variability of the observed PNCs for different 
wind directions (Carslaw, 2012; Carslaw and Ropkins, 2012). Figure 3.8c shows the highest 
total PNCs for Sector 2, due to some very high PNC values measured at a few points in time, 
probably due to accidental release of nanoparticle precursor gases (e.g., SO2) from the stacks 
of upwind petroleum industries. Weighted mean PNCs, shown in Figure 3.8d, indicate wind 
Sector 3 as a more frequent contributor to PNC emissions at the site. 
Table 3.6 presents the summary of PNCs in four different size ranges during the four 
different times over the weekends and weekdays. As expected, traffic volume was higher on 
weekdays compared with weekends (Section 3.2.5), as was the corresponding PNCs, which 
were found to be ∼9% larger on weekdays. For different time periods, the lowest value of total 
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PNCs were observed during the day hours compared with morning and evening hours, despite 
having similar traffic volume. Detailed reasons of this odd-behaviour is explained in 
Section 3.3.3.  
Table 3.6: PNCs and GMD for different time periods; standard deviation values are presented in 
parentheses. 
Parameter Total 
(N5-1000) 
Nucleation 
(N5-30) 
Aitken 
(N30-100) 
Accumulation 
(N100-300) 
Coarse 
(N300-1000) 
 PNC 
(×105 
cm–3) 
GMD 
(nm) 
PNC 
(×105 
cm–3) 
GMD 
(nm) 
PNC 
(×104 
cm–3) 
GMD 
(nm) 
PNC 
(×103 
cm–3) 
GMD 
(nm) 
PNC 
(×102 
cm–3) 
GMD 
(nm) 
Whole period          
Night 1.04 
(0.43) 
18.6 
(2.0) 
0.86 
(0.39) 
12.5 
(0.2) 
1.13 
(0.29) 
52.4 
(1.1) 
6.04 
(0.96) 
156.5 
(1.6) 
2.85 
(0.13) 
362.3 
(1.3) 
Morning 1.36 
(0.44) 
17.8 
(1.3) 
1.14 
(0.41) 
12.7 
(0.0) 
1.37 
(0.27) 
51.3 
(1.4) 
7.24 
(0.69) 
155.9 
(1.8) 
3.25 
(0.10) 
366.8 
(0.6) 
Day 0.69 
(0.16) 
22.9 
(2.2) 
0.53 
(0.11) 
12.7 
(0.1) 
1.25 
(0.11) 
52.9 
(0.5) 
5.84 
(0.53) 
157.1 
(0.3) 
3.18 
(0.24) 
370.4 
(1.1) 
Evening 0.92 
(0.13) 
20.1 
(0.8) 
0.72 
(0.11) 
13.1 
(0.2) 
1.47 
(0.23) 
50.5 
(0.5) 
5.55 
(0.28) 
156.5 
(0.5) 
3.17 
(0.16) 
368.9 
(1.5) 
Weekday          
Night 1.07 
(0.46) 
18.4 
(2.1) 
0.89 
(0.42) 
12.5 
(0.3) 
1.13 
(0.33) 
52.3 
(1.9) 
6.10 
(1.08) 
156.0 
(2.5) 
2.71 
(0.42) 
363.1 
(3.1) 
Morning 1.45 
(0.49) 
17.7 
(1.6) 
1.23 
(0.45) 
12.8 
(0.2) 
1.44 
(0.36) 
51.0 
(1.5) 
7.48 
(1.06) 
155.0 
(2.3) 
3.15 
(0.35) 
368.2 
(3.4) 
Day 0.74 
(2.22) 
22.5 
(3.6) 
0.57 
(0.20) 
12.6 
(0.6) 
1.37 
(0.69) 
52.4 
(3.8) 
5.93 
(0.76) 
156.4 
(1.5) 
3.02 
(0.90) 
369.9 
(7.4) 
Evening 0.95 
(0.20) 
19.5 
(1.6) 
0.75 
(0.16) 
13.1 
(0.4) 
1.52 
(0.69) 
50.2 
(2.4) 
5.54 
(0.57) 
156.8 
(11.4) 
3.00 
(0.59) 
367.8 
(6.9) 
Weekend          
Night 1.05 
(0.48) 
19.1 
(2.6) 
0.84 
(0.44) 
12.3 
(0.2) 
1.07 
(0.36) 
53.4 
(2.1) 
6.36 
(1.04) 
158.5 
(1.5) 
3.74 
(0.46) 
359.4 
(1.9) 
Morning 1.21 
(0.40) 
18.2 
(1.7) 
0.99 
(0.38) 
12.5 
(0.0) 
1.27 
(0.23) 
52.9 
(2.1) 
7.67 
(0.28) 
159.8 
(1.8) 
4.58 
(0.26) 
364.8 
(1.9) 
Day 0.71 
(0.12) 
22.4 
(2.2) 
0.52 
(0.10) 
12.4 
(0.3) 
1.17 
(0.15) 
54.8 
(0.9) 
6.68 
(1.53) 
159.2 
(1.1) 
4.70 
(0.79) 
378.5 
(5.0) 
           
Downwind PNCs during morning rush hours (06:00 h) when the ambient temperature 
remained 35.2±4.1 °C were found to be ∼2.00×105 cm−3, which are higher than those reported 
during summertime morning rush hours at Siltavouri (1.75×104 cm−3; Hussein et al., 2004), 
Kumpula (2.00×104 cm−3; Hussein et al., 2004), and Itavayla highway (5.00×104 cm−3; 
Virtanen et al., 2006) in Helsinki (Finland), at Corpus Christi (3.36×104 cm−3; Wang et al., 
2008) in Texas (USA), and at Marylebone road (1.00×105 cm−3; Dall'Osto et al., 2011) and 
North Kensington (2.50×104 cm−3; Dall'Osto et al., 2011) in London (UK). Despite the fact that 
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the ambient temperature during the morning rush hours was higher than in other studies, which 
would have led to evaporation of some of the nucleation mode particles, these differences in 
PNCs could be attributed to both the much higher traffic volume and proportion of gasoline-
driven vehicles that emit smaller particles in large numbers compared with diesel vehicles in 
current study (Kumar et al., 2010b). Although the lowest traffic was observed at night but that 
did not reflect the lowest PNCs due to stable atmospheric conditions restricting the dispersion 
of PNCs (Bouhamra and Abdul-Wahab, 1999). 
3.3.3 Missing peak in afternoon PNCs and ambient temperature 
Figure 3.9 shows the diurnal variability of PNCs, PM10, gaseous pollutants, and 
related meteorological parameters averaged over the entire study duration. The highest PNCs 
were observed during the morning (particularly at 06:00 h; 1.91×105 cm−3) and evening 
(particularly at 19:00 h; 1.15×105 cm−3) peak hours. As per the diurnal variation in traffic 
volume, peak in morning PNC was expected to be followed by an afternoon peak (12:00− 
14:00 h) but this was unexpectedly missing (Figure 3.9a). CO and NOx follow the same diurnal 
variation as for traffic volume (Figure 3.9a) during afternoon hours, indicating road traffic as 
a main source. Absence of PNC peak during afternoon hours was therefore thought to be due 
to enhanced dilution and evaporation of nucleation mode particles. This is because solar 
radiation and wind speed were at their peak during this period (Figure 3.9b), resulting in 
increased depth of atmospheric boundary layer and PNC dilution with the background air 
(Kumar et al., 2011b). Ambient temperature also reached to its peak values (∼48 °C) during 
the afternoon hours (Figure 3.9b), increasing the rate of coagulation due to partial evaporation 
(Jacobson et al., 2005) and complete evaporation of nucleation mode particles (Verma et al., 
2011). For example, unlike N30−100 and N100−300 that showed an increase, N5−30 showed a 
decrease during afternoon hours (Figure 3.9c); Jacobson et al. (2005) have shown that partial 
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evaporation increases the rate of coagulation by an order of magnitude and thus reduces the 
PNCs. This decrease was due to partial evaporation, increasing the corresponding coagulation 
rate (Figure 3.9c). 
 
 
Figure 3.9: Diurnal variations of (a) PNCs, NOx, CO, and traffic volume, (b) meteorological parameters 
(wind speed; WS, temperature; AT, relative humidity; RH, and solar radiation; SR) averaged over the 
entire period, and (c) fractions of PNCs in four different size ranges. Please note that the fraction of N300-
1000 is invisible due to their negligible fraction. 
 
In support of the present reason (i.e., evaporation at elevated temperature), Verma et 
al. (2011) have also shown evaporation as a reason for the substantial loss of PNCs (especially 
<50 nm) when heated to 50 °C in a confined experimental setup using a thermodenuder. Other 
evidence come from the work of Abdul-Khalek et al. (1999) who reported about a 1.5-order of 
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magnitude lower PNCs in a controlled environment due to evaporation when the air 
temperature increased from 32 to 48 °C. Likewise, Kittelson et al. (2000) reported a ∼10-fold 
decrease in PNCs due to increased air temperature from 15 to 25 °C. Moreover, a power-law 
trend line fitted to the current experimental data confirms a decrease in PNCs with the increase 
in ambient temperature (Section 3.3.4; Figure 3.10). As expected, the majority of this decrease 
is seen in N5−30 since the resulting best-fit equation remains nearly unchanged when the whole 
size range (N5−1000) is considered (Section 3.3.4; Figure 3.10) and the influence of ambient 
temperature on PNCs was strongest at lower wind speeds (Section 3.3.4; Figure 3.11). 
The observations reported in this section revealed that dilution and evaporation are 
the major causes of the loss in PNCs during the afternoon time. The dilution is pronounced at 
high wind speeds, while evaporation is the main controlling factor of PNCs losses due to 
temperature in calm wind conditions. 
3.3.4 Effect of ambient temperature on PNCs 
In order to assess the effect of temperature on PNCs, correlations based on 5-min data 
between the temperature with total PNCs (Ntotal) and N5-30 were carried out under varying wind 
speeds. These correlations were applied when the winds were only blowing from Sector 3 in 
order to remove the dependency of Ntotal and N5-30 on wind direction and to provide the majority 
of the data. At this wind sector, the sampling site is located downwind of the highway. This 
analysis was carried out for the entire range of wind speed, and for medium values of wind 
speeds (5-7 m s-1; representing 25% of the selected data). The variation in temperature was 
about 20 °C (between 28-48 °C) which was moderately sufficient for the investigation. Ntotal 
and N5-30 were then normalised by traffic density to remove the dependency of PNCs on traffic. 
The best-fit for correlating the temperature with Ntotal and N5-30 were the power-law fit 
(Figure 3.10a-d). Inverse correlations were observed at all studied wind speeds, with R2 
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reaching to 0.50. The similarity in the behaviour between temperature with Ntotal and N5-30 
indicate that N5-30 is most influenced by temperature. 
The temperature dependency on PNC for different wind speed ranges was evaluated. 
For different wind speed ranges (i.e., low, medium and high wind speeds), Ntotal decreased with 
the increase of temperature. The slope of the linear regression were –58.472 for 2-3 m s-1 
(average: 2.5 m s-1; representing 10% of the selected data), –43.663 for 5-7 m s-1 (average: 6 
m s-1) and –14.433 for 9.5-10.5 m s-1 (average: 10 m s-1; representing 10% of the selected data), 
as seen in Figure 3.11a. The expression for slope as function of wind speed (WS) is as follows: 
Slope = 5.906 WS – 75.275 
 
Where average wind speed range is 2.5 to 10 m s-1 (Figure 3.11b). In summary, 
temperature influence was the strongest at a lower wind speed, and as the wind speed increases, 
the temperature effect was weaker. 
 
 
Figure 3.10: Correlation between the 5-min based Ntotal and N5-30 with temperature, under (a, c) full 
range of wind speed and (b, d) medium (5-7 m s-1) wind speeds. Note that data from only wind Sector 3 
are included in above plots, which represent the road emission and open desert. 
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Figure 3.11: The relation of the 5-min based Ntotal and temperature for different wind speed ranges: low 
(2-3 m s-1), medium (5-7 m s-1) and high (9.5-10.5 m s-1). Note: Only Sector 3 wind directions were 
included, which represent the road emission and open desert. 
3.3.5 Identification of dominant emission sources 
Using the methodology described in Section 3.2.7, the PCA is applied on a suite of 10 
variables, each having 8675 valid 5 min measurements to initially identify the dominant 
sources of PNCs. These variables included PNCs in four size ranges (N5−30, N30−100, N100−300, 
and N300−1000), five different pollutants (NOx, O3, CO, SO2 and PM10) and wind speed, to 
tentatively identify the key emission sources. Total variance (100%) is explained by 10 
components in PCA, with the majority (70%) is being explained by three principal components 
(PC; Table 3.7). These were the only three PCs which had eigenvalues greater than 1, and 
therefore were chosen for analysis (see Scree plot in Appendix A; Figure A1). 
PC1 explained 32% of the variance, followed by PC2 (25%), and PC3 (13%). PC1 
showed a high factor loading for the traffic-related pollutants (i.e., NOx and CO) and ultrafine 
particles (i.e., the sum of N5−30 and N30−100). In fact, N5−30 displayed the highest factor loading 
(0.76), followed by N30−100 (0.54). These results and the negative association with O3 (−0.87) 
and wind speed (−0.54) indicate that N5−30, N30−100, NOx, and CO emissions are from local 
vehicles. 
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PC2 exhibited high factor loading for N100−300 (0.79) and N300−1000 (0.78), followed by 
N30−100 (0.55). However, the highest factor loading (0.83) in this PC was seen for PM10. 
Contrary to PC1, this component showed a positive association with wind speed that implies 
an association with long-range sources. PC2 corresponds to the naturally occurring dust events. 
PC3 is characterised by high factor loading with SO2 (0.93), followed by CO (0.31), 
indicating an association with the industrial source, mainly refineries (Figure 3.3a). Similar to 
PC1, the negative factor loading of wind speed suggests local refineries as a main source. 
Table 3.7: Principal components indicating the probable sources of measured PNCs. Components with 
factor loading greater than 0.50 (both positive and negative values) are highlighted in bold letters. 
 Principal Component (Factor) 
 PC1 (road traffic) PC2 (dust) PC3 (refineries) 
N5-30 0.76 0.20 0.00 
N30-100 0.54 0.55 0.06 
N100-300 0.26 0.79 0.29 
N300-1000 –0.03 0.78 –0.11 
NOx 0.91 –0.08 0.12 
CO 0.53 –0.24 0.31 
PM10 –0.24 0.83 –0.17 
SO2 –0.05 0.06 0.93 
O3 –0.87 –0.04 0.14 
Wind speed –0.54 0.36 –0.47 
% of variance 32 25 13 
3.3.6 Association of PNCs with trace pollutants and meteorology 
After identifying the probable sources of PNCs in Section 3.3.5, the entire data set 
were divided into three predominant wind sectors so that relationships of individual parameters 
(meteorology and pollutants) with the PNCs can be confirmed for each wind sector (Table 3.8). 
Sector 1, which presents the effect of intra-city sources on measured PNCs, yielded 
statistically insignificant correlations between the various PNC ranges and other parameters in 
most cases. The only positive correlations were seen for N5−30 (r = 0.42) and N100−300 (r = 0.47) 
with NOx, and for N100−300 with CO (r = 0.30) and SO2 (r = 0.30), indicating contributions of 
intra-city activities (see Section 3.2.1.1) on measured PNCs. 
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Sector 2 showed a positive correlation between SO2 and N5−30 (r = 0.26), N30−100 (r = 
0.76) and N100−300 (r = 0.16), indicating the effect of emissions from petrochemical industries 
on measured PNCs. This observation is supported by the fact that a high concentration of SO2 
(70 ppb) was measured, compared with 31 and 23 ppb for Sectors 1 and 3, respectively. 
Sabaliauskas et al. (2012) also reported high correlations between SO2 and particles in the 
50−100 nm size range. The presence of industrial emissions (e.g., SO2 from refineries) that 
favour nucleation process were previously linked with high PNCs episodes (Fernández-
Camacho et al., 2012; González and Rodríguez, 2013). Unlike other sectors, a positive 
correlation between wind speed with N5−30 (r = 0.20), N30−100 (r =0.25), and N100−300 (r = 0.36) 
was observed. The SO2 pollution rose also show highest concentrations of SO2 when the wind 
is blowing from Sector 2 (i.e., from the refineries) toward the sampling point (Figure 3.6b). 
These suggest that particles within these size ranges are influenced by the sulphuric acid-led 
nucleation (Brus et al., 2010) during their transport from the industrial stacks to measurement 
sites. Correlations of PNCs with the wind speed were higher than those reported by Wang et 
al. (2011) and fall within the range of those reported by Sabaliauskas et al. (2012). A previous 
study by Brock et al. (2003) has also indicated that polluted plumes from industrial plants 
contributed to PNCs (up to 12 ×104 cm−3) at a downwind distance of 18 km. Furthermore, 
Sector 2 was always accompanied by a relatively higher relative humidity (Section 3.2.4), 
supporting the formation of photo-chemically induced sulphuric-acid nucleation and hence 
PNCs (Easter and Peters, 1994). The combination of relatively high levels of both relative 
humidity and SO2, which is the precursor of H2SO4, is consistent with the influence of industrial 
emissions on measured PNCs and hence a positive correlation with the SO2. 
Sector 3 showed positive relationships of N5−30, N30−100, and N100−300 with NOx (r = 
0.52, 0.27, and 0.28, respectively) and CO (r = 0.22, 0.14, and 0.09, respectively), confirming 
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road traffic as their main source. It is interesting to note that the positive values of r decreased 
as the particle size increased; similar observations were reported elsewhere (Can et al., 2011; 
Ketzel et al., 2003). This could be due to the relatively shorter atmospheric lifetime of NOx 
compared with PNCs in the larger size ranges (Can et al., 2011). As expected, O3 showed 
negative correlations with all three size ranges, due to the well-known NOx titration, the 
removal of O3 through reaction with NO (Sillman, 1999). Further, statistically insignificant 
correlations of N5−30 and N30−100 with SO2 suggest NOx as a better tracer for particles in N5−100 
range (Section 2.9.1). Furthermore, PM10 was positively correlated (at a statistically significant 
level) with N100−300 (r = 0.44) and N300−1000 (r = 0.65), as opposed to statistically insignificant 
and negative correlations with N5−30 (r = 0.18) and N30−100 (r = 0.04). These observations 
suggest a possible coagulation of N5−30 particles with their larger counterparts, especially PM10. 
The above noted correlations fall within the range of those reported by previously published 
studies − e.g., in the 0.06−0.53 range for CO, 0.10−0.47 for NOx, 0.16−0.59 for SO2 and 
0.00−0.28 for O3 (Cheung et al., 2012; Sabaliauskas et al., 2012; Wang et al., 2011). 
Ambient temperature was one of the key factors affecting the PNCs in various size 
ranges (Section 3.3.4; Figure 3.10). For the wind Sectors (1 and 3) that contain the majority of 
the data, ambient temperature was negatively correlated with N5−30, N30−100, and N100−300 
(Table 3.8). Similarly, a decrease in PNCs with the increase in ambient temperature through 
evaporation is shown in the extended analysis in Section 3.3.4 (Figure 3.10). The PNCs, 
especially N5−30, are also expected to be positively influenced by the photochemical-led 
nucleation (Kulmala et al., 2013; Kulmala et al., 2004; O'Dowd et al., 1999), because of a 
relatively high concentration of SO2 carried by the winds blowing from Sector 2 (Figure 3.6b). 
This fact is reflected by their much better positive correlation (r = 0.26) with SO2 compared 
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with the other two sectors (Table 3.8). Similar correlations between PNCs and ambient 
temperature for Sector 2 could not be assessed due to the limited data set.  
In general, particles below 300 nm were positively correlated with relative humidity 
for all wind sectors, due to its well-known diurnal anti-behaviour of relative humidity with 
ambient temperature (Morawska et al., 2008) − i.e., decrease in relative humidity with an 
increase in ambient temperature. This aspect is exemplified in a laboratory study by Abdul-
Khalek et al. (1999) where they reported a 30% increase in PNCs with an increase in relative 
humidity from 15 to 40%. 
Table 3.8: Pearson correlation coefficient, r, between PNCs in different size ranges, meteorological parameters 
and pollutant concentrations for three predominant wind sectors. Please note that r values greater than 0.30 
(both positive and negative) are shown in bold letters. 
Parameters Sector 1 
 
Sector 2 Sector 3 
 N5-30 N30-
100 
N100-
300 
N300-
1000 
N5-30 N30-
100 
N100-
300 
N300-
1000 
N5-30 N30-100 N100-
300 
N300-
1000 
NOx 0.42 0.06a 0.47 0.08 0.08a 0.54 0.06a 0.05a 0.52 0.27 0.28 –0.07 
CO 0.01a –0.16 0.30 –0.11 0.03a 0.20 –0.03a 0.03a 0.22 0.14 0.09 –0.02 
O3 –0.52 –0.14 –0.14 –0.19 0.22 –0.20 0.33 –0.08 –0.55 –0.18 –0.23 –0.04 
PM10 –0.09 –0.08 0.12 0.68 –0.15 –0.08 –0.25 0.50 –0.18 0.04 0.44 0.65 
SO2 0.05a –0.07 0.30 0.09 0.26 0.76 0.16 –0.11 0.03 0.012a 0.27 0.11 
Wind speed –0.41 0.00a –0.30 0.01a 0.20 0.25 0.36 –0.03 –0.44 –0.17 –0.07 0.22 
temperature –0.31 –0.28 –0.35 –0.04a –0.02 –0.16 –0.09 –0.14 –0.35 –0.11 –0.20 0.09 
Relative 
humidity 
0.13 0.04a 0.24 0.07 –0.02a 0.22 –0.04a 0.21 0.28 0.12 0.11 –0.12 
Note: a not statistically significant (i.e., p-value >0.05). 
3.3.7 Characteristics of particle number and size distributions during dust events 
Using the classification described in Section 3.2.6, Appendix A; Figure A2 shows the 
PNDs during non-, major-, and minor-dust events over the entire period. During both types of 
dust events, PNDs displayed a major peak at ∼12 nm (nucleation mode) and two minor peaks 
at ∼60 nm (Aitken mode) and ∼180 nm (accumulation mode). The latter two peaks were more 
pronounced during the major-dust event, showing a higher fraction of particles over 40 nm.  
Interestingly, the nucleation mode peaks during minor and major-dust periods were 
much lower than those during non-dust periods due to larger diffusivity of smaller particles 
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offering them better chances to coagulate onto the surface of larger-sized particles (Hinds, 
1999). This coagulation effect was supported by the average GMD values that increased from 
∼20 nm during non-dust periods to ∼24 nm during major-dust periods, respectively 
(Table 3.9). The coagulation of smaller particles onto the surface of the suspended particles 
brought by the dust events was also explained by Jayaratne et al. (2011). The effect of 
coagulation process on PNDs, PNCs and GMD is explained in depth in Section (3.3.7.1). 
Total PNCs during non-dust periods were found to be 10.00 ×104 cm−3, which 
decreased to 9.13 ×104 cm−3 and 8.40 ×104 cm−3 during minor- and major-dust periods, 
respectively. Most of this reduction was seen in nucleation mode particles, which were lowered 
by 12% and 26% during minor- and major-dust periods, respectively, against a corresponding 
total decrease in PNC by 9% and 16%, compared with non-dust periods (Table 3.9). 
Table 3.9: Average PNCs and GMD during major-, minor- and non-dust events over the entire period. 
Standard deviation values are provided in parentheses. 
Parameter Na Total: 
N5-1000 
Nucleation: 
N5-30 
Aitken: 
N30-100 
Accumulation: 
N100-300 
Coarse: 
N300-1000 
  PNC 
(×104 
cm-3) 
GMD 
(nm) 
PNC 
(×104 
cm-3) 
GMD 
(nm) 
PNC 
(×104 
cm-3) 
GMD 
(nm) 
PNC 
(×103 
cm-3) 
GMD 
(nm) 
PNC 
(×102 
cm-3) 
GMD 
(nm) 
Whole 
period 
8675 9.60 
(6.00) 
20.2 
(6.3) 
7.70 
(5.41) 
12.8 
(1.3) 
1.31 
(1.15) 
51.8 
(5.3) 
6.06 
(2.16) 
156.6 
(4.8) 
3.12 
(2.03) 
367.6 
(14.9) 
Fraction 
of PNCs 
(%) 
 100  80  14  6  0  
Non-dust 
event 
4885 10.0 
(6.64) 
19.9 
(7.0) 
8.20 
(5.99) 
12.9 
(1.5) 
1.30 
(1.23) 
50.8 
(5.2) 
5.60 
(2.02) 
155.5 
(4.5) 
2.30 
(1.50) 
362.3 
(13.4) 
Fraction 
of PNCs 
(%) 
 100  82  13  6  0  
Minor-
dust event 
3298 9.13 
(5.01) 
19.9 
(4.6) 
7.22 
(4.52) 
12.6 
(1.1) 
1.32 
(1.11) 
52.6 
(5.3) 
6.36 
(2.09) 
157.5 
(4.7) 
3.75 
(1.83) 
373.5 
(14.2) 
Fraction 
of PNCs 
(%) 
 100  79  14  7  0  
Major-
dust event 
492 8.40 
(4.35) 
24.4 
(6.2) 
6.05 
(4.23) 
12.4 
(0.8) 
1.43 
(0.45) 
56.2 
(3.7) 
8.72 
(1.72) 
161.2 
(4.6) 
7.15 
(1.54) 
379.8 
(10.8) 
Fraction 
of PNCs 
(%) 
 100  72  17  10  1  
Note: a Number of valid measurement observations. 
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3.3.7.1 Fine scale inspection of a major dust-event on 7 June 2013 
Data of a major-dust event, occurring on 7 June 2013, were selected for detailed 
investigation to demonstrate the evolution of nanoparticles during the whole course of the dust 
event. These data were divided into the three main periods, explaining six stages of this major-
dust event: (i) pre-evolution (A = pre-arrival); (ii) evolution (B = escalation; C = occurrence; 
D = peak; E = dissipation), and (iii) post-evolution (F = end of the dust event), as described in 
Table 3.10.  
Figure 3.12 presents the PNDs, PNCs, GMDs, and PM10 during all these stages. 
Figure 3.12 is comprehensive illustration of PNDs, PNCs, GMDs, and PM10 during all these 
stages depicting the occurrence of dust event in a particular day (7 June 2013). This figure is 
divided into four sections (Figure 3.12a-d), where Figure 3.12a represents the PNCs and PM10 
concentration as a function of time, Figure 3.12b represents the PNDs time series, Figure 3.12c 
represents the GMD time series, and Figure 3.12d represents the average PNDs, average GMDs 
and fractional distribution of PNCs for different stages of the dust event. Noticeable changes 
in the PNCs and PM10, as well as the PNDs and the associated GMDs, were observed during 
the various stages of this dust event. An interesting observation is that the PNCs and PM10 
showed an inverse relationship during the evolution period of this major-dust event 
(Figure 3.12). This trend was confirmed by the other major-dust events, which are presented in 
Appendix A; Figure A3. 
Table 3.10: Times and descriptions of the various periods used for the analysis during the dust event on 
June 07, 2013. 
Period Time Description 
A 00:00-10:55 Prior to the arrival of the dust event 
B 11:00-13:25 Escalation of the dust event 
C 13:30-16:40 During the dust event 
D 14:45-15:15 During the peak of the dust event a 
E 16:45-20:30 Dissipation of the dust event 
F 20:35-23:55 After the dust event 
Note: a Please note that period “D” is a sub-set of period “C”. 
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Prior to the arrival of the dust event (stage A; 00:00−10:55 h), relatively lower PNCs 
(6.61 ×104 cm−3) were observed compared to what was usually observed during the same hours 
on other non-dust event days (7.55 ×104 cm−3). At about 11:00 h, the first evidence of the dust 
event was seen when a sharp increase in PM10, accompanied by a gradual decrease in total 
PNCs, was noticed (Figure 3.12a). During the escalation of dust event (stage B; 11:00−13:25 
h), the average PM10 increased by 500% while the average PNCs decreased by 23%, compared 
to corresponding values during stage A. Stage C (13:30−16:40 h) represents the occurrence of 
dust event, and part of it is stage D (14:45−15:15 h) representing the peak period of the dust 
event when PM10 exceeded 1500 μg m−3. Average PNCs during stage D were found to be the 
lowest (5.01 ×104 cm−3) compared with other stages (A, B, E, F). 
The lowest PNCs during the peak periods of dust events are believed to be due to 
scavenging of smaller-sized particles by much higher levels of coarse particles due to 
polydisperse coagulation that reduces these particles more efficiently because of their high 
diffusion coefficients (Kumar et al., 2011b). In addition, PNDs displayed unexpected Aitken 
(at 60 nm) and accumulation mode (180 nm) peaks, along with suppressed nucleation mode 
particles during the evolution periods of the dust events (Figure 3.12 B−E). There are several 
reasons to believe that this PNC decrease is due to coagulation scavenging. For example, a belt 
of particles in the 50−80 nm range was seen during stage C (Figure 3.12b). Ambient 
temperature (40.8±0.6 °C), relative humidity (4.1±1.4%), wind speed (12.8±0.7 m s−1), and 
wind direction (305−325°N) remained fairly unchanged during the time of the major-dust 
events (stage C), eliminating their likely influence on suppressing the PNCs and leaving the 
dust particles responsible for PNCs decrease through coagulation scavenging. This explanation 
is also complemented by the highest GMD (∼31.3 nm) observed during evolution periods, 
compared with 18.8 nm during pre-evolution and post-evolution stages (Figure 3.12 A−F), as 
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explained in Section 3.3.7.2. In addition, the fraction of nucleation particles decreased to ∼55% 
during evolution stage from ∼80 and 79% during pre-evolution and post-evolution stages, 
respectively, and that much larger Aitken and accumulation mode particles appeared during 
evolution periods (Figure 3.12 A−F). 
The dust event started to dissipate during stage E (16:45− 20:30 h) with a noticeable 
decrease in PM10 (from 1569 μg m−3 in stage D to 300 μg m−3 in stage F), leading to an increase 
in PNCs from 5.01×104 cm−3 during stage D to 6.22×104 cm−3 during stage F. Finally, during 
the post-evolution stage F (20:35−23:55 h), total PNCs and PM10 stayed fairly steady, with 
values of 6.22 ×104 cm−3 and 300 μg m−3, respectively. However, these concentrations during 
stage F did not return to the initial concentrations observed in stage A since the dust was still 
suspended in the air. 
3.3.7.2 Fine scale inspection of PNDs and GMDs during a major-dust event 
In order to investigate the PNDs during the evolution of the dust event, PNDs and the 
corresponding average GMDs for the entire size range were segmented according to the stage 
of the dust event (Figure 3.12 A−F). Interestingly, PNDs and the associated average GMDs for 
the entire size range showed different responses, coinciding with the evolution of the dust 
event. The PND during stage A can be considered as a background for the dust event because 
of the normal phenomenon observed compared to other stages. At this stage, the PND exhibited 
the lowest average GMD (18.8 nm), with a large PND peak at 11.5 nm. PND at this stage also 
illustrates that the majority (93%) of the total PNCs were below 100 nm, with 80% of the total 
PNCs being in the nucleation mode. Interestingly, a trimodal pattern of PNDs appeared at stage 
B (with a large peak at 11.5 nm, and two premature peaks at 60 and 180 nm), indicating the 
start of the dust event evolution. This stage was accompanied by an increase of the GMD (25.7 
nm) and a decrease in the fraction of the ultrafine particles (89%). At the peak of the dust event 
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(Stage D), the maximum average GMD (31.3 nm) and the lowest fraction of the ultrafine 
particles (84%) were observed, which also support the proposed claim (i.e. the polydisperse 
coagulation process is responsible for the suppression of PNCs during the occurrence of dust 
event system). Similar peaks to those in stage B were observed during this stage, with the peaks 
being very conspicuous, coinciding with the dust event peak. At stage E, the second and the 
third peaks had begun to fade (almost vanished), coinciding with the passage of the dust event. 
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Figure 3.12: Temporal variation of (a) PNCs, PM10, (b) PNDs, and (c) GMD measured during a major 
dust event on 7 June 2013 (top three figures). The colour in (b) represents dN/dLogDp (cm−3). Upper 
case letters A−E in Figure 3.12d represent various stages as described in Table 3.10. The proportion of 
PNCs in various size ranges are presented by the pie chart, which shows the GMDs of the total PNCs at 
the centre. 
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3.4 Summary and conclusions 
Particle number and size distributions in the 5–1000 nm size range were continuously 
measured for a period of one month between May and June 2013 at a roadside location in 
Kuwait. Measurements were made during summertime, when the temperature reached ~48 oC, 
relative humidity decreased to a minimum of 0.20%, and dust events were observed ~49% of 
total measurement time. The aims were to characterise size-resolved particles under 
summertime meteorological conditions, along with analysing diurnal and weekly variations of 
nanoparticles, and their associations with other influencing factors (i.e., gaseous pollutants and 
meteorological parameters) during normal and Arabian dust events. 
Irrespective of the time and day, the PNDs displayed a dominant peak at ~12 nm. The 
maximum PNCs were as high as 5.98×105 cm–3, which was ~19-fold higher than the mean 
values typically found in European roadside environments. The average PNC and associated 
average GMD were 9.60±6.0 ×104 cm–3 and 20.3±6.3 nm, respectively, reflecting typical 
features of gasoline-dominated traffic fleet. The majority (~93%) of the PNCs were contributed 
by the particles below 100 nm. About 78% of them were in the nucleation mode, leaving a 
modest fraction of PNCs above 300 nm. 
Total PNC for the entire study period showed a maximum value in the morning hours, 
reflecting high traffic densities and stable atmospheric conditions. The lowest PNC values were 
measured during the day hours due to high dilution resulting from unstable atmospheric 
conditions influenced by an expanded thermal boundary layer, and partial evaporation due to 
the increased temperature levels. Despite the lowest traffic density during night hours, PNCs 
were noted to be higher than those during evening hours because of the relatively shallow 
mixing layer. Unlike SO2, CO and NOx showed a diurnal behaviour similar to that of the PNCs, 
indicating traffic emissions as their common source. 
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The application of PCA revealed three key sources: road traffic, fugitive dust and 
refineries. Correlations that emerged from bivariate analysis confirmed the influence of intra-
city activity, stack emissions from refineries and road traffic on measured PNCs when the 
winds were blowing from Sectors 1, 2 and 3, respectively. High ambient temperature was found 
to decrease the PNCs, and resulted in the complete disappearance of diurnal peaks during 
afternoon hours. 
During the major-dust events, PNCs followed an opposite trend to that seen for PM10 
(i.e., lowest PNCs corresponded to the highest PM10). This was evident from the fact that the 
total PNCs decreased significantly (5.01×104 cm–3) during major-dust events compared with 
the pre-dust events (6.61×104 cm–3). PNDs displayed unexpected Aitken (at 60 nm) and 
accumulation modes (180 nm), and suppressed nucleation mode particles, due to coagulation 
scavenging during major-dust events. As a result, GMDs increased from ~19 nm during pre-
dust event periods to ~31 nm during major-dust event periods.
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Chapter 4  
SOURCE APPORTIONMENT OF NANOPARTICLES 
USING POSITIVE MATRIX FACTORISATION 
This chapter presents the first observations of sources and their contribution to PNC in a 
Middle Eastern city (Fahaheel, Kuwait) using positive matrix factorisation (PMF). It first 
outlines its motivation by reviewing recent PMF studies that have focused on PND datasets. It 
also highlights the need for field studies that can provide an in-depth insight into the sources 
of nanoparticles using appropriate source apportionment technique that is PMF. In this 
chapter, the possible sources of nanoparticles in the studied area were firstly identified. 
Secondly, contribution of sources to total PNCs is quantified. Lastly, individual PND spectrums 
of various sources are determined. This work appeared in Al-Dabbous and Kumar (2015). 
 
4.1 Introduction 
Pollutants measured at a receptor site are from a combination of various local and 
regional sources situated at varying distances from the site. Nanoparticles are dynamic in nature 
with the potential to change in the atmosphere through transformation processes such as 
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dilution, nucleation, coagulation, condensation/evaporation and deposition during their 
transport from the source to the receptor site (Section 2.7). However, the majority of the 
transformation occurs close to the source and the PNDs may not change considerably at large 
distances from their original emission source such as road traffic and petroleum refineries (Kim 
et al., 2004; Liu et al., 2013). Hence, the application of source apportionment models on the 
data collected at a receptor site could allow the extraction of the latent factors contributing to 
the total PND data and potentially reveal both the nearby or faraway sources, along with their 
individual PND profiles. As explained earlier in Section 3.3.1, different PND profiles are 
expected during variable wind directions at different times of the day, thereby representing the 
contribution of different sources to the measured PND data. What remains unknown is the 
contribution of these different sources to the PNCs and the PND data collected during hot and 
arid weather conditions. These unstudied aspects are taken up for a detailed investigation in 
this study. 
Source apportionment models are important to identify various unknown sources and 
quantify their contributions towards the total measured concentrations. Such information is 
important to design efficient abatement strategies to control emissions. One of the most 
common receptor-based source apportionment models is PMF, which can overcome the 
drawbacks of PCA (Paatero, 1997; Paatero and Tapper, 1994). PCA uses an orthogonal 
transformation (eigenvalues-eigenvectors analysis) to convert a set of data of correlated 
variables into a set of random variables called PC (see details in Section 3.2.7), while PMF is 
a multivariate factor analysis that resolve the data into two matrices, i.e., factor contribution 
and profile (see details in Section 4.2.1). The output of PMF is more physically realistic than 
that of PCA because the former allows the implementation of non-negative constraints and to 
produce explainable positive elements among all factors. Other models such as the chemical 
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mass balance (CMB) and Unmix are comparable to PMF, to some extent. However, PMF does 
not require prior knowledge of the sources and their profiles, as is required in the case of CMB, 
thereby making it an easier and a more cost-effective solution. Furthermore, PMF allows for 
the weighting of each data point individually (Paatero, 1997) – a feature that is not available in 
the Unmix and PCA models. 
Prior to the incorporation of PND data in the PMF, this source apportionment 
technique has been applied to the identification of particle sources in many previous studies 
(Kim et al., 2003; Lee et al., 1999; Polissar et al., 2001; Ramadan et al., 2000). However, these 
studies have mainly focused on PM mass concentrations and compositional data. PMF analysis, 
based on the PM chemical composition data, is often time-consuming and expensive, and does 
not segregate PNDs according to their sources. The knowledge of source-specific PNDs is of 
great relevance to epidemiological studies because of the dependency of the respiratory tract 
deposition pattern in the human body on the particle diameter (Hinds, 1999). Several studies 
worldwide have successfully deployed PND data in the application of PMF to identify sources 
and their contributions over the past decade (see summary of relevant studies in Table 4.1). A 
few of these studies have used only PND data for the PMF analysis (Yue et al., 2008), while 
others have included PM chemical composition data (Gu et al., 2011), gaseous pollutant data 
(Harrison et al., 2011), and both chemical composition and gaseous pollutant data (Liu et al., 
2013) in their PMF analysis. In fact, none of these studies to date have applied PMF to the 
distinct PND characteristics found in the Middle East region, and therefore, the contributions 
of the different sources of PNC are currently unknown. 
4.1.1 Distinct features and objectives 
In order to fill the above-noted research gaps, PMF was applied to the PND dataset, 
ranging from 5–1000 nm, collected continuously over a 31 day period during summertime 
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conditions at a roadside location in Fahaheel, Kuwait, by using a fast-response DMS500. In 
addition, PM10, gaseous pollutants (NOx, O3, CO and SO2) and meteorological data were used 
to assist the interpretation of the PMF results by using CPF plots.  
The following are the unique features of the present work. Firstly, the use of a 
DMS500 is advantageous, as reported in Section 3.1.1.  Secondly, PMF was applied at a high 
temporal resolution (5 min based measurements), which is higher than that in most of the 
previous studies (Table 4.1), and on continuous measured data of all studied parameters as 
opposed to the intermittent data used by some of the previous studies (Table 4.1). Thirdly, most 
of the published studies have used only wind directions in their CPF applications (Table 4.1), 
but the present study used both wind direction and speed, providing a better understanding of 
the directionality and position of the potential sources. Finally, to the best of my knowledge, 
this is the first instance when a source apportionment technique is used on high-resolution PND 
data in Kuwait, and the Middle East in general, which were collected during severe 
summertime conditions (maximum temperature ~48 oC and minimum relative humidity 
~0.20%, with frequent dust events; Section 3.2.4).  
In the light of the existing research gaps, the aims of this study are: (i) to identify the 
possible sources of nanoparticles in the studied area which represents a typical roadside 
environment of the Middle East region, (ii) to quantify the sources’ contribution to total PNCs, 
and (iii) to determine the individual PND spectrum of various sources in a Middle Eastern city, 
Kuwait.
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Table 4.1: Summary of recent PMF studies focusing on PND dataset, together with other auxiliary parameters (e.g., gaseous pollutants, particulate matter, chemical 
composition and traffic). 
Author (year) Location (type) Size range 
(nm) 
Instruments Additional data Sources identified (contribution of each source to the total 
apportioned PNC, %) 
This study Fahaheel, Kuwait 
(roadside) 
5–1000 DMS500 PM10 and gaseous (O3, NO, 
NOx, SO2 and CO) 
Fresh traffic emissions (46% of the total apportioned PNC), 
aged traffic emissions (27%), industrial emissions (9%), 
regional background (9%), miscellaneous sources (6%) and 
Arabian dust transport (3%) 
Liu et al. (2013) Beijing, China 
(urban 
background) 
14.5–2514 SMPS Gaseous (O3, NO, NO2, CO and 
SO2), and chemical 
composition (organic matter, 
sulphate, nitrate, ammonium 
and chlorine) 
Local sources: cooking (22.8%), solid-mode exhaust (18.8%), 
nucleation-mode exhaust (18.7%), secondary nitrate (8.9%), 
secondary sulphate (7.9%), coal-fired power plant (6.8%) and 
road dust (2.3%). Regional sources: accumulation mode 
(13.8%) 
Friend et al. 
(2012) 
Brisbane, Australia 
(roadside) 
14–715 SMPS PM10, gaseous (CO, NO and 
NO2) 
Petrol vehicles (30.8%), diesel traffic (28.1%), local traffic 
(14.9%), biomass burning (20.1%) and two unidentified 
sources (6%) 
Gu et al. (2011) Augsburg, 
Germany (urban 
background) 
3–10000 UDMA, UCPC 
and APS 
Metals, water-soluble ions, 
elemental carbon (EC) and 
organic carbon (OC) 
Aged traffic (40.3%), re-suspended dust (32.6%), stationary 
combustion (26.1%), fresh traffic (24.9%), nucleation 
particles (3.7%), secondary aerosols (1.2%) and long-range 
transported dust (1.1%) 
Harrison et al. 
(2011) 
London, UK 
(Kerbside) 
15–10000 SMPS and APS Gaseous (O3, NO, NO2 and 
CO) and traffic flow 
Road emissions: solid-mode exhaust (18.8%), brake dust 
(13.7%), re-suspended dust (4.4%) and nucleation-mode 
exhaust (3.6%). Urban background: well-aged regional 
(26.8%), accumulation mode (12.8%), solid fuel/ nitrate 
(8.4%), cooking (6.7%), regional (2.5%) and suburban traffic 
(2.3%) 
Kasumba et al. 
(2009) 
New York, USA 
(urban 
background) 
100–470 SMPS PM2.5 and gaseous (CO, SO2 
and O3) 
Local traffic or gasoline traffic (21.7%), mixture of nucleation 
and traffic (20.1%), industrial emissions (17.2%), distant 
traffic or diesel traffic (15.2%), nucleation (17.6%), secondary 
sulphate (6.4%), ozone-rich secondary aerosol (0.9%) and 
regionally transported aerosol (1.1%) 
Thimmaiah et 
al. (2009) 
Prague, Czech 
Republic (urban 
background) 
18.8–723.5 SMPS Gaseous (CO, SO2, NOx, O3, 
CH4), non-methane 
hydrocarbons and total 
hydrocarbons 
NOx-rich (influenced by diesel emissions, 37.8%), gasoline 
traffic (34.2%), heating (24.6%) and ozone-rich (mainly 
influenced by meteorology, 3.5%) 
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Table 4.1: Summary of recent PMF studies focusing on PND dataset, together with other auxiliary parameters (e.g., gaseous pollutants, particulate matter, chemical 
composition and traffic). 
Author (year) Location (type) Size range 
(nm) 
Instruments Additional data Sources identified (contribution of each source to the total 
apportioned PNC, %) 
Yue et al. 
(2008) 
Erfurt, Germany 
(roadside) 
10–3000 MAS Gaseous (O3, NO, NO2, CO and 
SO2) and chemical composition 
(sulphate, EC and OC) 
Ultrafine particles from local traffic (79%), secondary 
aerosols from multiple sources (6%), particles from remote 
traffic sources (5%) and airborne soil (1%) 
Ogulei et al. 
(2007a) 
New York, USA 
(urban 
background) 
10–470 SMPS PM2.5 and gaseous (CO, SO2 
and O3) 
Diesel/distant traffic (23.3%), mixture of gasoline/local traffic 
and nucleation (22%), industrial emissions (21.4%), 
nucleation (15.7%), secondary sulphate (10.9%), ozone-rich 
secondary aerosol (4.7%) and regionally transported aerosol 
(1.9%) 
Ogulei et al. 
(2007b) 
New York, USA 
(on-road; mobile) 
6–500 EEPS — Background urban emissions (39.5%), local/street diesel 
traffic (21.2%), aged/ evolved diesel particles (15.5), fresh 
tailpipe diesel exhaust (15.4%), spark-ignition gasoline 
emissions (4.3%) and secondary/transported material (4%) 
(Ogulei et al., 
2006) 
Baltimore, USA 
(roadside) 
9.6–2458 SMPS and APS PM2.5, gaseous (O3, NOx and 
CO), metals and chemical 
composition (sulphate, nitrate, 
EC and OC) 
Oil-fired power plant emissions, two secondary nitrates, local 
gasoline traffic, coal-fired power plant, secondary sulphate, 
diesel emissions/bus maintenance, Quebec wildfire episode, 
nucleation, incinerator, airborne soil/ road-way dust and steel 
plant emissions 
Zhou et al. 
(2005) 
Pittsburgh, USA 
(urban 
background) 
3–2500 SMPS and APS PM2.5, gaseous (O3, NOx, NO, 
SO2 and CO), metals and 
chemical composition 
(sulphate, nitrate) 
Two secondary nitrates, remote traffic, secondary sulphate, 
lead, diesel traffic, coal-fired power plant, steel mill, 
nucleation, local traffic and coke plant 
Zhou et al. 
(2004) 
Seattle, USA 
(urban 
background) 
20–400 DMPS Gaseous (NOx and CO) Wood burning (48%*), secondary aerosol (21%*), diesel 
emissions (20%*) and motor vehicle emissions (11%*) 
Kim et al. 
(2004) 
Pittsburgh, USA 
(urban 
background) 
3–2500 SMPS and APS PM2.5, gaseous (O3, NO, NOx, 
SO2 and CO) and chemical 
composition (sulphate, OC and 
EC) 
Sparse nucleation (28.2%), local traffic (21.7%), stationary 
combustion (21.1%), grown particles and remote traffic (20%) 
and secondary aerosol (9%) 
Note: *contributions to particle volume concentration. UDMA = ultrafine differential mobility analyser; UCPC = ultrafine CPC; APS = aerodynamic particle sizer; MAS = 
mobile aerosol spectrometer (comprising a combination of a DMPS, and an optical laser aerosol spectrometer). 
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4.2 Methodology 
A full description of the site characteristics, data set and instrumentation used in this 
chapter was previously presented in Chapter 3. 
4.2.1 Statistical analysis 
PMF analysis was applied using the US EPA's PMF program (version 5.0) on the 
dataset composed of 38 variables. These variables included PNDs in 38 size classes covering 
a size range of 5–1000 nm, following the methodology described in the study of Paatero (1997). 
PMF is a multivariate factor analysis model used to identify the contribution and profile by 
exposing the dataset to a multi-linear engine algorithm and a gradient algorithm approach in 
order to find the best-fit solution (Norris et al., 2014; Paatero et al., 2014). This method is 
featured by the non-negative constraints and the use of uncertainties to scale individual data 
points. The uncertainty data file supplied by the instrument manufacturer (Cambustion Ltd., 
Cambridge), consisting of size-specific minimum detection limits and error fractions, was also 
included in the PMF. An extra modelling uncertainty of 5% was added to the model to account 
for any additional measurement errors that were not covered by the uncertainty data file (Reff 
et al., 2007). The missing sampling values due to instrument failure were modest (i.e., < 3% of 
the entire sampling period) and simply excluded from the analysis. 
In addition, CPF plots were prepared using the threshold of the upper 25th percentile 
of the fractional contribution of each factor/source. These plots complemented the PMF 
analysis by depicting the trend in the factors’ score with wind direction and wind speed so that 
the factors could be tentatively assigned to the potential sources in the area (Ashbaugh et al., 
1985). Furthermore, CPF plots were also drawn for the routinely-measured pollutants (PM10, 
O3, NOx, SO2 and CO) by using the same criterion. Open Air (R package), which is an open-
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source statistical tool (Carslaw and Ropkins, 2012), was used to derive the CPF plots that 
assisted in the interpretation of the measured air pollution data. 
4.3 Results and discussion 
Using the PMF approach described in Section 4.2.1, six different factors were 
identified that were then tentatively assigned to the potential sources based on the following 
information: (i) factor-specific PNDs (Figure 4.1g–l, middle vertical panel), (ii) diurnal 
variation of the factors (Figure 4.1m–r, right vertical panel), (iii) contribution of each factor to 
the total PNC (Figure 4.2), (iv) hourly bivariate correlation analysis, along with the significance 
level (p-value), between each factor contribution and measured gaseous (O3, NOx, SO2 and 
CO) and PM10 pollutants (Table 4.2), and (v) the CPF plots for each factor contribution 
(Figure 4.1a–f, left vertical panel), measured gaseous (O3, NOx, SO2 and CO) and PM10 
pollutants (Figure 4.3). 
4.3.1 Factor 1: Miscellaneous sources 
This factor showed multiple PND modes, with the major peaks at about 365 nm and 
1000 nm, and a positive correlation with PM10 (r = 0.39; p-value < 0.01; Table 4.2). Factor 1 
also showed a minor peak at ~5 nm, which could represent fresh traffic emissions but to a lesser 
extent than those observed for factors 4 and 5. Furthermore, the wind directionality and the 
relatively high wind speed (up to 10 m s–1) of this factor (Figure 4.1a) and PM10 (Figure 4.3a) 
indicated that the particle emissions had travelled from a remote location and grown to larger 
sizes through coagulation. As explained earlier in Section 3.3.7.1, a dominating role of PM10 
in suppressing PNCs due to the coagulation process was observed. For instance, PNCs were 
found to be reduced by ~23% when the PM10 concentration increased by ~500%, compared to 
the values prior to the arrival of the dust event. A similar observation on coagulation scavenging 
has been reported by Jayaratne et al. (2011) with respect to the influence of the Australian dust 
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storm on the PNCs. This factor made the second lowest contribution (6%) to the total PNCs 
(Figure 4.2). The directionality of the CPF plots and the association with PM10 clearly 
correspond to the West Shuaiba industrial area and the dust blown by high wind speed from 
the desert during the south-westerly winds. Furthermore, particles emitted from the industrial 
area appear to be aged particles that have spent time in the atmospheric environment and grown 
to larger sizes during their travel from their far sources (for example, West Shuaiba industrial 
area during the south westerly winds, in this case). These particles could be attributed to the 
vehicle movements within the industrial area such as those found in factor 5 (Section 4.3.5), 
but neither did the factor contribution show any nocturnal variation (Figure 4.1m) nor the PND 
profile (Figure 4.1g) and the poor correlations with NOx and CO (Table 4.2) support direct 
association with traffic emissions. For example, the diurnal behaviour of factor 1 (Figure 4.1m) 
showed a slight drop in factor contribution during the afternoon hours; otherwise this remains 
fairly constant during the rest of the period. The reason for this slight drop could be attributed 
to the unstable atmospheric conditions, induced by the intensive solar radiation (800 ± 548 W 
m–2 during the afternoon hours compared with an average value of 323 ± 373 W m–2 during the 
entire period), leading to larger mixing of these particles (see Section 3.3.3). Although this 
factor was tentatively assigned to shared sources, information available from the correlations 
between factor contribution and gaseous pollutants (Table 4.2), and diurnal profile of factor 
contribution (Figure 4.1m), was insufficient to assign a separate weighting to each of these two 
different sources. 
Table 4.2: Hourly Pearson product–moment correlations, along with the significance level (p-value), 
between each factor contribution with measured gaseous (O3, NOx, SO2 and CO) and PM10 pollutants. 
 Factor 1 Factor 2 Factor 3 Factor 4 Factor 5 Factor6 
PM10 0.39a 0.71a –0.10a –0.15a –0.16a 0.31a 
O3 –0.14a 0.03b –0.15a –0.39a –0.49a 0.14a 
NOx –0.04a –0.11a 0.37a 0.30a 0.54a 0.01 
SO2 –0.04a –0.04a 0.31a –0.05a 0.05a 0.19a 
CO –0.13a 0.01 0.23a 0.07a 0.23a 0.02 
Note: a Correlation is significant at the 0.01 level. b Correlation is significant at the 0.05 level. 
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4.3.2 Factor 2: Arabian dust transport 
This factor showed a bimodal PND (Figure 4.1i) with a major peak at 560 nm, and a 
minor peak at 60 nm, along with a distinctively high correlation with PM10 (r = 0.71; p-value 
< 0.01; Table 4.2). The wind directionality and the associated high speed levels (more than 15 
m s–1) noted in CFP plots of this factor (Figure 4.1b), as well as PM10 (Figure 4.3a), indicate 
the influence of the dust from the long-range transport that is associated with the typical 
Arabian dust events. This factor showed behaviour similar to that of factor 1, but to a greater 
extent in terms of higher PM10, wind speed levels and the typical directionality (i.e., north-
westerly direction) associated with the frequent dust events in the region. In an extended 
analysis shown in Section 3.3.7, Arabian dust events were found to suppress PNCs due to the 
influence of the coagulation process, which explains the minimum contribution (3%) of this 
factor to the total PNC (Figure 4.2). It is worth pointing out that both factors 1 (6%) and 2 (3%) 
made the lowest contributions (Figure 4.2), among the six resolved factors, but showed the 
highest correlations with PM10; these characteristics support the possible effects of the 
coagulation process during high concentrations of PM10 approaching the site from the westerly 
wind direction (i.e., open desert; Figure 3.2). Furthermore, the diurnal profile of this factor 
showed an increased contribution during the afternoon (12:00 to 14:00 h; Figure 4.1n) due to 
higher wind speeds and associated saltation process (Tsiouri et al., 2014). In an extended 
analysis on the same dataset (Appendix B; Figure B1), but excluding the major-dust event 
periods, a similar contribution to the total PNCs (Appendix B; Figure B2) to those observed in 
Figure 4.2 for all the six sources was noticed. Correlations between each factor and measured 
gaseous (O3, NOx, SO2 and CO) and PM10 pollutants also exhibited similar correlations 
(Appendix B; Table B1) to those observed in Table 4.2. This similarity confirms that the input 
datasets were not highly affected by the Arabian dust events, mainly because the major dust 
event periods were only 5.7% of the total measurements period. 
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Figure 4.1: A comprehensive description of all factors contribution resulted from the PMF model that 
was used to assign the potential sources to the identified factors. Directionality of the factor contribution 
using CPF plots at the 75th percentile level, considering both local wind direction and speed; Figures (a–
f). The colours in Figures (a–f) represent the probability of factor contributions with respect to the wind 
direction and speed. Figures (g–l) represent the factor-specific PND profiles while Figures (m–r) show 
the diurnal variation of the normalised factor contribution. 
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4.3.3 Factor 3: Industrial emissions 
This factor showed a unimodal distribution with a peak at ~42 nm (Figure 4.1i), and 
made a 9% contribution to the total PNCs (Figure 4.2). The diameter of this peak was in 
accordance with those recorded for industrial emissions in previously published studies. For 
instance, Ogulei et al. (2007a) reported a peak at 44 nm during their one-year long 
measurements (2004–2005) at an urban background location in New York (USA) that was 
significantly influenced by the industrial activities. There are several reasons to believe that 
factor 3 represents industrial emissions. For example, the CPF plots of this factor are strongly 
associated with south easterly winds (Figure 4.1c), which is consistent with the wind 
directionality of SO2 (Figure 4.3b). The directionality of these plots clearly corresponds to the 
Shuaiba industrial area, which hosts a range of oil refineries (i.e., Mina Al-Ahmadi, Shuaiba 
and Mina Abdullah refineries), petrochemical industries (e.g., ammonia, urea, polyethylene 
and polypropylene plants) and two power desalination plants (Al-Salem and Khan, 2010; Beg 
et al., 2003). Furthermore, this factor had the highest correlation (r = 0.31; p-value < 0.01) with 
SO2 among all the factors (Table 4.2), which supports the fact that industrial emissions are 
clearly associated with this factor. Moreover, NOx (r = 0.37; p-value < 0.01; Table 4.2) and CO 
(r = 0.23; p-value < 0.01; Table 4.2) also showed a positive correlation with this factor, 
indicating an association with the combustion activities within the vicinity of the industrial 
area. Previous studies have also linked industrial emissions with the combustion related 
pollutants, mainly SO2 (Kasumba et al., 2009; Ogulei et al., 2007a; Ogulei et al., 2006; Zhou 
et al., 2004). The association with SO2 may indicate the influence of secondary particle 
formation in the form of photo-chemically induced sulphuric-acid nucleation (Kulmala et al., 
2004; O'Dowd et al., 1999). Further details on the relationship of nanoparticles with industrial 
emissions, represented in the form of SO2, can be seen in Section 2.9.1.2. The diurnal profile 
of this factor displayed a typical diurnal variation, linked with the meteorological conditions 
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and the associated boundary layer (Stull, 1988). For example, a decreased factor contribution 
was observed during the afternoon, which was caused by the expanded depth of the boundary 
layer and the associated dilution with the background air. Based on the above evidences, this 
factor was attributed to the industrial emissions. 
4.3.4 Factor 4: Fresh traffic emissions 
This factor showed a major PND peak between 5 and 12 nm and a minor peak at ~60 
nm (Figure 4.1j) and explained nearly half (46%; Figure 4.2) of the total PNC contribution. 
Looking at the PND and the peaks, this contribution was believed to be from the local traffic. 
For example, these bimodal profiles of PNDs are consistent with those observed by Fujitani et 
al. (2012) at 10 nm and 40–60 nm during their near-road measurements in Kanagawa 
Prefecture, Japan. Furthermore, similar PND peaks related to local traffic were observed by 
numerous studies performed in cities worldwide, such as at 20 nm (major peak) and 100 nm 
(minor peak) in Beijing, China (Liu et al., 2013), 20 nm in Brisbane, Australia (Friend et al., 
2012), 9–40 nm in Augsburg, Germany (Gu et al., 2011), 10–100 nm in Erfurt, Germany (Yue 
et al., 2008), 20 nm in London, UK (Harrison et al., 2011), 13.3 nm in Cambridge, UK (Kumar 
et al., 2008c), 10 nm in New York, USA (Ogulei et al., 2007a), and 15 nm in Pittsburgh, USA 
(Zhou et al., 2004). The wind directionality (Figure 4.1d) corresponded to the highway located 
15 m west of the measurement location, and the wind speed was observed to be relatively low 
(<5 m s–1) compared with much higher levels noted during the major-dust events. This low 
level of wind speed indicates an association with a close-range source (i.e., local traffic). The 
directionality of the factor contribution is also consistent with those for NOx (Figure 4.3c) and 
CO (Figure 4.3d), especially from the westerly wind direction, indicating the same emission 
source. Furthermore, this factor contribution correlated positively with the NOx (r = 0.30; p-
value < 0.01; Table 4.2), which is a primary traffic-generated pollutant (Can et al., 2011; Kumar 
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and Imam, 2013). The diurnal profile of this factor contribution (Figure 4.1p) was in agreement 
with the diurnal pattern of the traffic volume, except during the noon hours when the high 
traffic volume corresponded to low factor contribution. The reason for this odd behaviour was 
previously studied in an extended analysis shown in Section 3.3.3 and explained by the extreme 
temperature (reaching up to ~48 oC) that resulted in partial evaporation and increased rate of 
coagulation with larger particles (Jacobson et al., 2005). Most of the above-discussed studies 
also observed higher PND magnitudes in the morning rush hours compared with those during 
evening rush hours; this is consistent with the findings of the current study. Based on the above 
observations, this factor was attributed to local traffic emissions, seen through the newly 
formed particles (i.e., fresh traffic emissions) in nucleation mode. 
 
 
Figure 4.2: Sources’ contribution (%) to the total PNC in the urban area of Fahaheel, Kuwait. 
4.3.5 Factor 5: Aged traffic emissions 
This factor showed a major peak at 24 nm, followed by a minor peak at 130 nm 
(Figure 4.1k). The former peak is attributed to the nearby highway emissions, and the latter, to 
aged particles transported from the industrial area. These bimodal profiles of PNDs are similar 
to those observed by Gu et al. (2011) at 20 and 100 nm during their measurements in Augsburg, 
Germany, and attributed them to aged traffic emissions. This factor showed the second highest 
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contribution to the total PNC (27%; Figure 4.2). This factor was positively correlated with NOx 
(r = 0.54; p-value < 0.01; Table 4.2) and CO (r = 0.23; p-value < 0.01; Table 4.2) and showed 
no correlation with SO2. Moreover, the CPF shown in Figure 4.1 clearly pointed to the wind 
direction from the Shuaiba industrial area (i.e., south-easterly direction) and the traffic emission 
from the Fahaheel highway (i.e., Westerly direction). This wind directionality is identical to 
those obtained for NOx (Figure 4.3c) and CO (Figure 4.3d). Therefore, the correlations with 
NOx and CO as well as the CPF suggest that there is a contribution from primary (solid 
carbonaceous) particles from diesel vehicles from the nearby industrial area and the Fahaheel 
highway. However, the absence of such correlations with SO2 suggests a negligible 
contribution of secondary particle formation through photo-chemically induced sulphuric acid 
nucleation like what is noticed in the case of factor 3. Furthermore, the diurnal profile of this 
factor contribution (Figure 4.1q) was similar to the profile of factor 4, with a slight increase in 
the evening hours, indicating the influence of nocturnal commercial traffic (e.g., heavy duty 
trucks) operating on the Fahaheel highway and within the industrial area. In total, both the fresh 
(factor 4) and aged (factor 5) traffic emissions accounted for about 73% of the total PNCs, 
which is comparable to roadside studies in London, UK (~72%; Harrison et al., 2011) and 
Brisbane, Australia (~74%; Friend et al., 2012). 
4.3.6 Factor 6: Regional background 
This factor showed multiple PND peaks with a major peak at 150 nm, followed by a 
minor peak at 750 nm (Figure 4.1l), and contributed to 9% of the total PNCs (Figure 4.2). 
Particles in the size range (diameter > 100 nm) could originate: (i) either locally, through direct 
emissions from local sources such as exhaust emissions or brake dust, or coagulation of smaller 
particles with each other and with their larger counterparts (Kumar et al., 2010b), or (ii) 
regionally that are transported to the receptor site (Kasumba et al., 2009). However, the wind 
 103 
 
directionality shown in Figure 4.1f indicates that the PNC emissions were approaching the site 
from all the wind directions and the association with the high wind speed indicated a 
contribution from far-range sources. Particles larger than 100 nm contain low volatility and 
solid cores (Hinds, 1999). Therefore, these can travel longer distances compared with highly 
volatile nucleation mode particles (Dall'Osto et al., 2011; Kumar et al., 2011b). This factor also 
showed the highest correlation with PM10 (r = 0.31; p-value < 0.01) compared with other 
pollutants (Table 4.2), agreeing with those reported by Ogulei et al. (2007a) where they found 
a high correlation with regionally transported PM2.5. Both factors 6 and 1 showed identical 
correlations with the PM10, but information available from the wind directionality and PND 
profile assist in attributing factor 6 to regional background. Furthermore, the lack of obvious 
diurnal variation in factor contribution (Figure 4.1r) also suggests that this is a regional 
background source. 
 
 
Figure 4.3: Directionality of (a) PM10, (b) SO2, (c) NOx, (d) CO and (e) O3 using CPF plots at the 75th 
percentile level, considering both local wind direction and speed. Colours in these figures represent the 
probability of the pollutants with respect to wind direction and speed. 
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4.4 Summary and conclusions 
Particle numbers and size distributions in the size range of 5–1000 nm were 
continuously measured for a period of one month, starting from 27 May to 26 June 2013, at a 
roadside location in Kuwait. The aims of this study were to identify the sources of size-resolved 
particles under summertime meteorological conditions, as well as to quantify their 
contributions, and understand their influencing parameters (PM10, gaseous pollutants and 
meteorological parameters). 
The application of PMF helped in identifying six probable sources: miscellaneous 
sources, Arabian dust transport, industrial emissions, fresh as well as aged traffic emissions, 
and regional background. Traffic emissions made the highest (73%) contributions to the total 
PNC, followed by industrial emissions (9%), regional background (9%), miscellaneous sources 
(6%) and Arabian dust transport (3%). The high correlation between PM10 and the factor 
contributions of the last three sources indicated the possible influence of coagulation of PNCs 
with their larger counterparts, thus resulting in the suppression of total PNCs. The diurnal 
profile of the factor contribution of the traffic sources (i.e., factors 4 and 5) were categorised 
by a bimodal distribution, coinciding with the morning and evening rush hours, whereas 
Arabian dust transport (i.e., factor 2) was characterised by an increased factor contribution in 
the noon hours, where high wind speed approached the sampling site loaded with high levels 
of PM10. Miscellaneous sources (factor 1) and regional background (factor 6) displayed no 
diurnal variation in their factor contribution, expect during noon hours where high dilution was 
expected due to the expanded boundary layer and the associated high wind speed. Traffic 
sources (i.e., factors 4 and 5) showed a typical bimodal PND, while all the long-range transport 
sources (i.e., factors 1, 2, and 6) consisted mostly of particles greater than 100 nm in diameter, 
resulting from their growth in size during transport from sources far away. Industrial emissions 
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(i.e., factor 3) displayed a unique unimodal PND, peaking at about 42 nm. The similarities in 
the wind directionality of the factors' contributions and the pollutants, using CPF at 75th 
percentile threshold criterion, assisted in sources' allocation.
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Chapter 5 
PREDICTION OF NANOPARTICLES USING A FEED-
FORWARD ARTIFICIAL NEURAL NETWORK 
This chapter provides a preliminary attempt to predict nanoparticles using a simple feed-
forward artificial neural network (ANN), trained with back-propagation. Firstly, the 
motivation of this chapter is presented by reviewing recent nanoparticle prediction studies. 
This chapter then highlights the need to apply ANN to predict nanoparticles in three size ranges 
at this geographical location, and during these meteorological conditions, i.e., severe hot, arid 
and dusty summertime. Seven scenarios were considered to predict nanoparticles in three size 
ranges (N5–30, N30–100 and N100–300) using different combinations of covariates (i.e., PM10, SO2, 
O3, NOx, CO, wind speed and temperature). Each of the seven scenarios was optimised using 
75 simulations by changing the number of hidden layers and neurons in order to achieve the 
best prediction ability. In this chapter, the ANN architectures that yielded the best prediction 
ability in each of the proposed scenarios were identified. These optimised models’ were then 
evaluated by inter-comparing their performances. This is followed by an evaluation of the 
models ability to predict high PNCs. Lastly, general discussion of the results are provided.  
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5.1 Introduction 
Regulatory bodies worldwide have not reached a consensus regarding a legal 
threshold to control PNCs in the ambient air (Section 3.1). The only air quality standard for 
particles is based on mass concentrations of particulate matter (PM10 and PM2.5); however, this 
standard does not regulate PNCs due to their negligible mass compared to PM10 and PM2.5 
(Heal et al., 2012). Consequently, governmental monitoring stations do not have many 
nanoparticle monitors (Kumar et al., 2011c), which are highly expensive, distributed in their 
monitoring networks. Therefore, prediction of nanoparticles using any predictive model should 
be established. 
The modelling of air pollutants usually fits into two modelling approaches: 
deterministic (i.e., dispersion models) and stochastic (i.e., statistical models) models that can 
be used in accurate modelling purposes (Mølgaard et al., 2012; Reggente et al., 2014). Artificial 
intelligence (AI), which was initially introduced by Robbins and Monro (1951), has wide 
applications in stochastic prediction models, where no equations are required to describe the 
physical processes in the model. The most commonly-used AI application in prediction is the 
ANN. In these models, a set of training data is used to derive a statistical description (i.e., 
automatically developed by ANN) of the relation between inputs (covariates) and outputs 
(targets) that can make predictions of the output data for unseen (i.e., new) input data. This 
statistical description is considered as a black box, where unknown simultaneous 
computational process is applied to map the relation between covariates and targets, which is 
one of the drawbacks of the ANN approach. 
PNCs collected at a receptor site are mainly from various known and unknown sources 
having different intensities. Deterministic models require the knowledge of nanoparticles 
sources and their intensities, as well as the associated transformation (physical and chemical; 
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Section 2.7) and dispersion processes (i.e., Gaussian and Eleurian models) that are not fully 
understood. Therefore, stochastic models are preferred to overcome the limitations of the 
deterministic models. 
Unlike linear multivariate statistical methods (e.g., ordinary least squares method, and 
partial least squares), ANN is able to model complex non-linear relationships between given 
parameters, without any assistance from the user, and to easily deal with high-dimensional data 
(Svozil et al., 1997). ANN showed remarkable performance and accuracy in capturing the 
complex non-linear associations within data, compared to traditional statistical models. For 
example, Kukkonen et al. (2003) demonstrated that ANN (R2 = 0.71) outmatched the linear 
statistical model (R2 = 0.47) and the deterministic modelling system (R2 = 0.32) when 
predicting NO2 hourly concentrations at two monitoring stations in central Helsinki, Finland, 
from 1996 to 1999. Furthermore, ANN (R2 = 0.65) has been shown to perform better than 
multi-linear regression method (R2 = 0.60) for predicting PM10 daily concentrations in Athens, 
Greece (Chaloulakou et al., 2003). In Athens, Greece, ANN displayed better predictions for 
PM10 hourly concentrations than linear regression models at four urban and suburban locations, 
with R2 in the 0.80–0.89 range for ANN compared with 0.29–0.35 for linear regression models 
(Grivas and Chaloulakou, 2006). Likewise, Paschalidou et al. (2011) demonstrated that ANN 
(R2 = 0.65–0.76) displayed better predictions than principal component regression analysis (R2 
= 0.33–0.38) when predicting PM10 hourly concentrations in four urban locations in Cyprus. 
In Kocaeli, Turkey, Özdemir and Taner (2014) reported that predictions of PM10 hourly 
concentrations by ANN (R2 = 0.87 and 0.49 for urban and industrial sites, respectively) 
outperformed multi-linear regression (R2 = 0.74 and 0.36 for urban and industrial sites, 
respectively), highlighting the more efficient predictions by ANN. Chelani et al. (2002) also 
showed superior prediction ability of ANN (R2 = 0.68, 0.72 and 0.63 for industrial, commercial 
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and residential sites, respectively) against the multivariate regression models (R2 = 0.57, 0.52 
and 0.48 for industrial, commercial and residential sites, respectively) for SO2 daily 
concentrations at three sites in Delhi, India. Among the aforementioned studies, ANN has 
shown the highest predictive accuracy and is thereby considered a better predictive modelling 
tool. Interest in the application of ANN has been noted in many fields, such as air pollution 
(Moustris et al., 2010), waste management (Antanasijević et al., 2013), medicine (Lo et al., 
2013), ecology (Larsen et al., 2012) and chemistry (Svozil et al., 1997). In terms of air 
pollution, ANN was proven to work successfully for PM10 (Paschalidou et al., 2011), SO2 
(Moustris et al., 2010), O3 (Kandya et al., 2012), NO2 (Nagendra and Khare, 2006), NOx (Perez 
and Trier, 2001), CO (Moustris et al., 2010) and H2S (Baawain and Al-Serihi, 2014) 
predictions, but those related to PNC predictions remain barely available. 
5.1.1 Distinct features and objectives  
The current study differs from previous studies that have predicted PNCs (described 
in Table 5.1) in the following two main unique features: (i) Unlike previous modelling efforts 
(see Table 5.1), this is the first instance, to the best of my knowledge, of using ANN for 
predicting PNCs; given the superior prediction ability of ANNs than other modelling 
techniques in term of their appealing adaptive nature and ability of modelling complex non-
linear high-dimensional data, and (ii) other than the previous standard statistical modelling 
work of Reggente et al. (2014) and Sabaliauskas et al. (2012), most of studies have collected 
their data from an urban background locations (Table 5.1). However, Reggente et al. (2014) 
used a lower cut-off diameter of 25 nm and Sabaliauskas et al. (2012) considered a daily 
temporal resolution in their data analysis from urban locations. In this study, a lower cut-off 
diameter of 5 nm and a time resolution of 5 minute were considered using ANN, allowing to 
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predict the nucleation mode particles that contribute to about ~65–77% of the total PNCs, and 
to capture more variability of PNCs, respectively. 
In order to fill the above-noted research gaps, a supervised machine learning 
technique, namely multi-layer ANN, was applied to predict PNCs in three size ranges (N5–30, 
N30–100 and N100–300) using different combinations of seven routinely-measured meteorological 
(wind speed and temperature) and pollutant (PM10, SO2, O3, NOx and CO) variables as 
covariates.
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Table 5.1: Summary of studies related to PNC predictions. 
Author 
(year) 
Location 
(type) 
Method Covariates Targets Time 
resolution 
Notes 
This 
study 
Fahaheel, 
Kuwait 
(roadside) 
ANN PM10, SO2, O3, NOx, 
CO, wind speed and 
temperature 
N5–30, N30–100 and 
N100–300 
5 minutes Highest prediction ability occurred when all covariates were 
used, leading to R2 = 0.58, 0.72 and 0.62 for N5–30, N30–100 and 
N100–300, respectively, between the observed and predicted PNCs. 
Relatively lower prediction ability occurred when meteorological 
variables were not incorporated as covariates, leading to R2 = 
0.58, 0.72 and 0.62 for N5–30, N30–100 and N100–300. Except for N30–
100 (R2 = 0.77–0.82), a marginal decrease in the prediction ability 
was noticed for N5–30 (R2 = 0.37–0.52) and N100–300 (R2 = 0.44–
0.50), when only the third quartile of the observed PNCs is used. 
Reggent
e et al. 
(2014) 
Antwerp, 
Belgium 
(roadside) 
Gaussian process regression 
and Bayesian linear model 
O3, NO, NO2 and CO N25–300 5 and 30 
minutes 
NO and NO2 provided more accurate predictions of PNCs than 
CO and O3. Predictions of PNCs, using Gaussian process 
regression, with NO and NO2 (up to R2 = 0.90) outmatch the use 
of CO (up to R2 = 0.57) and O3 (up to R2 = 0.67) as a covariates. 
Gaussian process regression showed better predictions than 
Bayesian linear model. 
Mølgaar
d et al. 
(2012) 
Helsinki, 
Finland (urban 
background) 
Combination of regression 
model with an autoregressive 
model structure within a 
Bayesian framework 
Wind speed, 
direction, 
temperature, relative 
humidity and traffic 
intensity 
N3–100 and N100–950 3 hours The combined model showed R2 of 0.67 and 0.57 between the 
observed and predicted N3–100 and N3–100, respectively. 
Sabaliau
skas et 
al. 
(2012) 
Toronto, 
Canada 
(roadside) 
Multiple linear 
regression model 
PM2.5, SO2, O3, NO, 
NO2, CO, wind 
speed, temperature, 
relative humidity and 
solar radiation 
N8–10, N10–20, N20–
30, N30–40, N40–50, 
N50–60, N60–70, N70–
100, N100–200 and 
N200–300 
Daily The comparison between the observed and predicted N8–50, N50–
100 and N100–300 showed R2 of 0.52, 0.63 and 0.82, respectively. 
Clifford 
et al. 
(2011) 
Helsinki, 
Finland (urban 
background) 
Generalised additive model 
and  generalised linear model 
wind speed and 
direction, 
temperature, relative 
humidity, rainfall, 
and solar insolation 
N10–100 Hourly The generalised additive model outperforms the generalised 
linear model with R2 value of 0.84 was found between the 
observed and predicted PNCs. 
Hussein 
et al. 
(2006) 
Helsinki, 
Finland (urban 
background) 
Numerical fitting wind speed, direction 
and temperature 
N10–100 and N100–400 Hourly The observed and predicted PNCs showed R2 of 0.70 and 0.62 
for N10–100 and N100–400, respectively. 
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5.2 Methodology 
5.2.1 Multi-layer ANN 
A multi-layer feed-forward ANN, trained with a supervised back-propagation training 
algorithm, is used in the present study. The general architecture of the network consists of input 
layer, hidden layers and output layer, as shown in Figure 5.1. A single hidden layer is generally 
used in ANN prediction purposes (Hornik et al., 1989), however this practice is debated as 
more complex problems sometimes required more than one hidden layer (Chaloulakou et al., 
2003). Therefore, networks with single, two and three hidden layers were assessed. In these 
hidden layers, different numbers of hidden neurons were evaluated (described in Section 5.2.3). 
These layers are interconnected through a system of neurons by weights and output signals 
which are originated from the neurons in input layer and fed forward towards the neurons in 
the following layer. The number of hidden neurons in the hidden layers was selected based on 
the commonly-used iterative approach (i.e., trial and error approach), and conditioned by 2m≥K 
rule in the case of a single hidden layer, where m and K are the number of hidden neurons and 
output variables, respectively (Chelani et al., 2002). On the other hand, the number of neurons 
in the input and output layers represent the covariate and the target variables, respectively. 
These neurons were interconnected in a forward manner, where each neuron is linked to all 
neurons in the next immediate layer, and interacted by weighted connection. A Sigmoidal 
transfer function was used in the hidden layer, whereas a linear transfer function was used in 
the output layer (Zhang et al., 1998). The best combination of the number of hidden layers and 
neurons that provided the minimum error was selected. 
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Figure 5.1: General multi-layer feed-forward ANN architecture.  
5.2.2 Data 
High-resolution data of PNCs, ranging from 5 to 1000 nm, were collected at a near-
road (15 m from the kerbside of Fahaheel highway) location in Fahaheel, Kuwait, during 
summer (27 May to 26 June 2013) by DMS500.  However, only PNCs up to 300 nm were 
utilized in this study, as they represent the vast majority of total measured PNCs (i.e., >99% of 
PNCs; Section 3.3.2). Further measurements of PM10, SO2, O3, NOx, CO, wind speed and 
temperature were obtained from KEPA fixed monitoring station, at a time resolution of 5 
minutes. Wind speed and temperature were regarded as two of the major meteorological 
parameters that control airborne PNC dispersion (see Section 3.3.3). PNC data, collected at 0.1 
second time resolution, were averaged to 5 minutes to synchronize with the KEPA data. The 
entire table consists of 8675 rows, representing the valid 5-minute observations over the 31-
day of measurement, and 10 columns, representing all covariates and targets. Seven scenarios 
were proposed to predict PNCs in the form of three different size ranges (N5–30, N30–100 and 
N100–300) using different combinations of PM10, SO2, O3, NOx, CO, wind speed, and temperature 
as covariates (see Table 5.2). ANN model performance is controlled by number of covariates, 
therefore, the maximum number of covariates (i.e., seven variables) is selected in scenario-1, 
which is considered as a reference combination for other scenarios. In the other six scenarios, 
sensitivity of prediction on covariates has been examined. 
Input layer Hidden layers Output layer
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Table 5.2: Inputs and outputs variables proposed for each scenario. 
Scenario ID Model inputs Model outputs 
Scenario-1 PM10, SO2, O3, NOx, CO, wind speed and temperature 
N5–30, N30–100 and N100–300 
Scenario-2 PM10, SO2, O3, NOx, CO 
Scenario-3 PM10, SO2, O3, NOx, wind speed and temperature 
Scenario-4 PM10, SO2, O3, CO, wind speed and temperature 
Scenario-5 PM10, SO2, NOx, CO, wind speed and temperature 
Scenario-6 SO2, O3, NOx, CO, wind speed and temperature 
Scenario-7 PM10, O3, NOx, CO, wind speed and temperature 
   
In the first combination (Scenario-1), all covariates related to pollutants and 
meteorological variables were included. In the second combination (Scenario-2), only 
pollutants were utilised as covariates, and meteorological variables were excluded, in order to 
assess the influence of the meteorological variable in the prediction ability. Scenarios 3–7 
investigate the sensitivity of the prediction by removing one pollutant at a time from the 
covariates, while retaining the meteorological variables as covariates of the models. A total of 
525 models (75 models for each of the seven scenarios; described in Table 5.2) were formulated 
using different combinations of number of hidden layers and neurons. The 75 models were 
developed for single (25 models), two (25 models) and three (25 models) hidden layers, with 
the 25 models consisting of 2–50 hidden neurons (i.e., 2–20 neurons per layer with incremental 
factor of 1 neuron in each model, and 25–50 neurons per layer with incremental factor of 5 
neuron in each model). The investigation of these different models contributes in obtaining an 
optimised model that provides the best prediction ability of PNCs in three size ranges (N5–30, 
N30–100 and N100–300) for each scenario. In what follows, these optimised models are simply 
referred as Models 1-7,  representing the optimise models of Scenarios 1-7, and were selected 
for discussion. In each scenario, only one best-performing model was selected and the 
remaining 74 models were not considered  
5.2.3 ANN model description 
The ANN was created, trained and simulated using MATLAB (version: 8.3.0.532). 
The original dataset was divided into modelling and testing datasets, with ratios of 0.80 and 
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0.20 that were used to design the network and to test the network, respectively. As a first step 
of designing the network using the modelling dataset (80% of the original dataset), input and 
output variables were defined, and normalised into the range of –1 to 1 to improve 
computational performance. Thereafter, a multi-layer feed-forward back-propagation network 
was created using “newff” command, with hyperbolic tangent sigmoid transfer function 
“tansig” in the hidden layer. The transfer function uses net input values to generate layers 
output values. Chaloulakou et al. (2003) found that the “tansig” transfer function leads to more 
accurate results than the Log-sigmoid transfer function “logsig”. These transfer functions are 
defined as (1 + e−n)−1 for tansig and 2(1 + e−2n)−1 − 1 for logsig. The modelling dataset 
was further divided by default into three subsets: training (56% of the original dataset), 
validation (12% of the original dataset), and testing (12% of the original dataset) using 
“dividerand” function. Before training the network, weights and biases were set to initial values 
used by the feed-forward network using “init” command. Afterward, the created network was 
trained by Levenberg-Marquardt optimisation using the “trainlm” function, which is the fastest 
available back-propagation training function (Chaloulakou et al., 2003), with the mean square 
error performance function. In the network training process, the number of neurons varied from 
2 to 20 neurons per layer with an incremental factor of 1 neuron in each model, and from 25 to 
50 per layer with an incremental factor of 5 neurons in each model. In each respective model, 
the training process continued until the validation performance began to rise, whereupon the 
model was early-stopped. Thereafter, the trained and validated network was simulated in order 
to test the network using “sim” function by exposing the network to an unseen datum (i.e., 
testing subset; 12% of original dataset). The trained, validated and initially-tested network 
performance was checked by the MATLAB software using R2 value. Modelling performance 
for the 525 simulations showed R2 values of between 0.35 and 0.81, and the best-performing 
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models in each studied scenario showed R2 values of between 0.74 and 0.81 (Appendix C; 
Table C1-7). The network was then exposed to another unseen datum (i.e., testing dataset; 20% 
of the original dataset) in order to generalise the model prediction ability. The MATLAB code 
is provided in Section C1 (Appendix C). The output of the model was then compared with the 
actual values, and that was expressed by the following standard model evaluation statistics: R2, 
root mean square error (RMSE), normalised RMSE (NRMSE) and index of agreement (d; 
sometime referred as IA) (Willmott, 1982), which were calculated using Microsoft Excel. 
These statistical performance indicators were proposed by Willmott (1982) and widely used in 
literature to assess the accuracy of the model predictions and to cross-comapre these models 
(Mckendy, 2014; Nagendra and Khare, 2006). These criterion are defined as follows: 
𝑅2 =
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Where n is the number of samples considered. Oi and Pi are the observed and the 
predicted PNC values, respectively. Oavg and Pavg are the mean observed and mean predicted 
PNC values, respectively. Omax and Omin are the maximum and minimum observed PNC values, 
respectively. R2 and d indicators are dimensionless descriptive statistical parameters ranging 
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from 0 to 1 (perfect score = 1). RMSE and NRMSE values are in # cm–3 and %. The smaller the 
RMSE and NRMSE indicates a better model performance. 
5.3 Results and discussion 
5.3.1 The architecture of the best-performing models 
Following the iterative approach described in Section 5.2.1, the ANN architectures 
that yielded the best prediction ability in each of the proposed scenarios are summarised in 
Table 5.3. Generally, the best-performing ANN models involved the use of three hidden layers, 
except for model-7, where two hidden layers showed the best performance (Appendix C; Table 
C1-7). As a result of 75 simulations in each of the seven ANN scenarios conducted to select 
the adequate number of neurons, a fully connected feed-forward ANN model with 45 or more 
neurons in each hidden layer showed the best performance, except for Model-2 where 25 
neurons perform the best (Appendix C; Table C1-7). The iterative approach proved to be more 
accurate and efficient than the previously used rule of thumb, described in details elsewhere 
(Nagendra and Khare, 2006), in optimising the number of hidden neurons in order to reach the 
best-performing ANN model. In what follows, ANN models (i.e., Models 1-7) with the best 
prediction ability for each scenario (i.e., scenarios 1-7) are discussed.  
The mean observed PNCs for the independent testing dataset (Oavg) was 7.75±5.4 ×10
4 
cm–3 for N5–30, 1.33± 1.25 ×10
4 cm–3 for N30–100 and 6.10± 2.14 ×10
3 cm–3 for N100–300. These 
mean values were closely approached by the mean predicted PNCs (Pavg) in all proposed ANN 
models within a range of around ±2.18×103 , 7.30×102  and 1.15×102 cm–3 for N5–30, N30–100 
and N100–300, respectively, as tabulated in Appendix C; Table C8. On the whole, promising 
ANN models were developed with R2 and d values of the training dataset reaching up to 0.79 
and 0.94, respectively, and the least NRMSE value reaching 3.70 (Table 5.3), revealing a good 
agreement between the observed and predicted PNCs. 
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5.3.2 Comparative evaluation of the optimised models 
Based on the inter- and intra-comparison among the 525 simulations (75 simulations 
for each of the seven scenarios), the best-performing prediction model that used all variables 
as covariates (i.e., Model-1; see Table 5.3) yielded the best correspondence between the 
observed and predicted PNCs, according to the R2, d and NRMSE performance indicators. 
Model-1 architecture consisted of three hidden layers with 45 neurons in each layer. The 
performance of this model gave relatively very good results, compared with other ANN models 
(i.e., Model-2), according to R2 (0.64, 0.79 and 0.71; p-value < 0.05), d (0.89, 0.94 and 0.91) 
and NRMSE (5.60, 3.70 and 6.89%) for N5–30, N30–100 and N100–300, respectively, as seen in 
Table 5.3. Thereafter, the sensitivity of the model to the input variables was tested by inter-
comparing the best-performing prediction models in each scenario. The inter-comparison 
between the best-performing models (i.e., Models 1-7) revealed that ANN models not including 
meteorological parameters as covariates resulted in a relatively worse prediction ability (i.e., 
Model-2; see Table 5.3), compared with other ANN models (i.e., Models-1, 3-7), highlighting 
the importance of meteorological variables in enhancing the prediction ability. Model-2 
consisted of three hidden layers with 25 neurons in each layer and displayed R2 (0.58, 0.72 and 
0.62; p-value < 0.05), d (0.86, 0.92 and 0.88) and NRMSE (6.11, 4.19 and 7.90%) for N5–30, 
N30–100 and N100–300, respectively, as seen in Table 5.3. As for Models 3-7, performance was 
nearly as good as in Model-1 (see Figure 5.2), according to the R2, d, and NRMSE values 
reported in Table 5.3. This would allow to predict N5–30, N30–100 and N100–300 in case of one of 
the covariates (i.e., pollutants) is missing due to failures of the measuring instrument. 
5.3.3 Prediction of high PNCs 
The essential quality of a prediction model is its ability to accurately predict high-
pollution concentration, in the current case high PNCs (but within the bounds of the training 
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PNC range). As stated earlier, there is no legal threshold for controlling PNCs in the ambient 
air; therefore the third quartile of the observed PNCs was considered as the threshold 
representing high PNCs. More precisely, values of 9.50 ×104, 1.44 ×104 and 7.20 ×103 cm–3, 
corresponding to the 75th percentile values, were used as the threshold for N5–30, N30–100 and 
N100–300, respectively. The inter-comparison of the prediction ability among the best-
performing models (i.e., Models 1-7) for the high PNCs (Figure 5.3) mimicked the same trend 
as observed when all PNCs were considered (Figure 5.2). However, the results presented in 
Table 5.4 showed a marginal decrease in the prediction ability for N5–30 (R
2 = 0.37–0.52) and 
N100–300 (R
2 = 0.44–0.50), whereas N30–100 maintained good correspondence between the 
observed and predicted high PNCs (R2 = 0.77–0.82). Similarly, a corresponding decrease in d 
was observed for N5–30 (d = 0.76–0.80) and N100–300 (d = 0.44–0.82), while d remained above 
0.90 for N30–100. The NRMSE of the high PNCs predictions increased for N5–30 (NRMSE up to 
18.29%) and N100–300 (NRMSE up to 16.93%), and markedly maintained for N30–100 (NRMSE 
up to 7.82%). Models 1-7 tend to under-predict the high PNCs for N5–30 and N100–300 
(Figure 5.3). 
5.3.4 General discussion 
In general, the prediction ability was better for N30–100 than for N5–30 and N100–300, 
according to the aforementioned statistical performance indicators (i.e., R2, d and NRMSE; see 
Table 5.3 and 5.4). This is not surprising, as statistical prediction models usually work on the 
basis of learning the past history of relationships between covariates and outputs, and the 
prediction models understanding of the relationships between covariates and outputs differs for 
N5–30, N30–100 and N100–300. For instance, particles in the nucleation mode (N5–30) are more 
sensitive to transformation processes due to their volatility and unstable nature (Morawska et 
al., 2008). This leads to a very short lifetime in the atmosphere, therefore the relationships 
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between the covariates and N5–30
 are not well established. Similarly, accumulation mode 
particles (N100–300) have much longer lifetimes compared to smaller particles, causing them to 
be transported for larger distances (Laakso et al., 2003b). Given that local pollutants and 
meteorological variables were used as covariates, mapping of the relationships between long-
range transported accumulation mode particles and covariates is not well understood, leading 
to relatively lower prediction ability. The locally-produced Aitken mode particles (N30–100) are 
less effectively removed from the atmosphere, compared to N5–30, allowing the prediction 
models to better understand their relationships with the covariates. As a conclusive remark, the 
deviations between the observed and predicted PNCs were not substantial. Further supported 
by the fact that predicted PNCs were within a factor of two of the observed PNCs (Figure 5.2 
and 5.3), suggesting that the proposed prediction models can provide adequate solutions to 
PNCs prognostic demands. 
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Figure 5.2: Scatter plots of the predicted (y-axes) versus the observed (x-axes) PNCs in three size ranges 
(5–30, 30–100 and 100–300 nm) for the best performing-model in each scenario. Each scatter plot shows 
the best-fit lines (dashed black line), the 1:1 lines (dotted red line), and the factor of two of observed 
PNCs (solid red lines). 
 
0
2
4
6
0 2 4 6
0
2
4
6
0 2 4 6
0
6
12
18
0 6 12 18
0
6
12
18
0 6 12 18
0
1
2
3
0 1 2 3
0
1
2
3
0 1 2 3
0
2
4
6
0 2 4 6
0
6
12
18
0 6 12 18
0
1
2
3
0 1 2 3
0
2
4
6
0 2 4 6
0
6
12
18
0 6 12 18
0
1
2
3
0 1 2 3
0
2
4
6
0 2 4 6
0
6
12
18
0 6 12 18
0
1
2
3
0 1 2 3
0
2
4
6
0 2 4 6
0
6
12
18
0 6 12 18
0
1
2
3
0 1 2 3
0
2
4
6
0 2 4 6
P
re
d
ic
te
d
 P
N
C
s 
(#
  
cm
–
3
)
M
o
d
el
-4
M
o
d
el
-1
M
o
d
el
-2
M
o
d
el
-5
M
o
d
el
-3
M
o
d
el
-6
M
o
d
el
-7
Observed PNCs (#  cm–3)
N5– 30 N30– 100
×105 ×104 ×104 
×105 ×104 ×104 
×105 ×104 ×104 
×105 ×104 ×104 
×105 ×104 ×104 
×105 ×104 ×104 
×105
0
6
12
18
0 6 12 18
0
1
2
3
0 1 2 3
×104 ×104
N100– 300
 122 
 
 
 
Figure 5.3: Scatter plots of the predicted (y-axes) versus the observed (x-axes) PNCs in three size ranges 
(5–30, 30–100 and 100–300 nm) for the high PNCs (i.e., the third quartile of the observed PNCs) for the 
best-performing model in each scenario. Each scatter plot shows the best-fit lines (dashed black line), the 
1:1 lines (dotted red line), and the factor of two of observed PNCs (solid red lines).  
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Table 5.3: Best architectures for ANN models, including the performance statistics of the independent testing data. R2 and d indicators are dimensionless descriptive 
statistical parameters ranging from 0 to 1 (perfect score = 1). The smaller the normalised root mean square error (NRMSE) indicates a better model performance. 
NRMSE values are in %. 
Model ID No. of 
layers: 
No. of 
neuronsa 
N5–30 
(Oavg = 7.75±5.36 ×104 cm–3) 
N30–100 
(Oavg = 1.33±1.25 ×104 cm–3) 
N100–300 
(Oavg = 6.09±2.13 ×103 cm–3) 
Pavg 
(×104 # 
cm–3) 
R2 NRMSE 
(%) 
d Pavg 
(×104 # 
cm–3) 
R2 NRMSE 
(%) 
d Pavg 
(×103 # 
cm–3) 
R2 NRMSE 
(%) 
d 
Model-1 3:45 7.62 ± 
4.54 
0.64b 5.64 0.89 1.29 ± 
1.16 
0.79b 3.70 0.94 6.00 ± 
1.88 
0.71b 6.89 0.91 
Model-2 3:25 7.71 ± 
4.33 
0.58b 6.11 0.86 1.34 ± 
1.16 
0.72b 4.19 0.92 6.05 ± 
1.78 
0.62b 7.90 0.88 
Model-3 3:45 7.90 ± 
4.58 
0.64b 5.59 0.89 1.37 ± 
1.12 
0.76b 4.00 0.93 6.15 ± 
1.98 
0.72b 6.86 0.92 
Model-4 3:50 7.78 ± 
4.55 
0.63b 5.75 0.89 1.40 ± 
1.15 
0.79b 3.80 0.94 6.09 ± 
1.94 
0.71b 6.96 0.91 
Model-5 3:45 7.72 ± 
4.59 
0.64b 5.71 0.89 1.35 ± 
1.16 
0.77b 3.95 0.93 6.10 ± 
1.97 
0.69b 7.23 0.91 
Model-6 3:45 7.69 ± 
4.54 
0.66b 5.54 0.89 1.34 ± 
1.12 
0.76b 4.06 0.93 6.03 ± 
1.83 
0.63b 7.80 0.88 
Model-7 2:50 7.53 ± 
4.48 
0.63b 5.60 0.89 1.34 ± 
1.17 
0.75b 4.07 0.93 5.98 ± 
1.89 
0.68b 7.27 0.90 
Note: a Number of neurons in each layer. b statistically significant (i.e., p-value < 0.05). 
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Table 5.4: Best architectures for ANN models for the high PNCs (i.e., the third quartile of the observed PNCs), including the performance statistics of the 
independent testing data. The coefficient of determination (R2) and the index of agreement (d) are dimensionless descriptive statistical parameters ranging from 0 
to 1 (perfect score = 1). The smaller the normalised root mean square error (NRMSE) indicates a better model performance. NRMSE values are in %. 
Model ID No. of 
layers: 
No. of 
neuronsa 
N5–30 
(Oavg = 14.90±5. 68 ×104 cm–3) 
N30–100 
(Oavg = 2.44±2.03 ×104 cm–3) 
N100–300 
(Oavg = 9.09±1.74 ×103 cm–3) 
Pavg 
(×104 # 
cm–3) 
R2 NRMSE 
(%) 
d Pavg 
(×104 # 
cm–3) 
R2 NRMSE 
(%) 
d Pavg 
(×103 # 
cm–3) 
R2 NRMSE 
(%) 
d 
Model-1 3:45 12.48 ± 
5.49 
0.50b 10.37 0.80 2.11 ± 
2.00 
0.81b 6.67 0.94 8.29 ± 
1.92 
0.49b 14.32 0.79 
Model-2 3:25 12.10 ± 
5.49 
0.44b 11.37 0.76 1.99 ± 
2.08 
0.80b 7.26 0.93 8.07 ± 
1.98 
0.37b 16.93 0.72 
Model-3 3:45 12.72 ± 
5.61 
0.48b 17.55 0.80 2.15 ± 
1.92 
0.80b 6.97 0.94 8.52 ± 
2.08 
0.52b 13.66 0.82 
Model-4 3:50 12.61 ± 
5.53 
0.48b 10.47 0.79 2.22 ± 
1.97 
0.82b 6.54 0.95 8.39 ± 
2.10 
0.50b 6.96 0.80 
Model-5 3:45 12.60 ± 
5.66 
0.47b 10.68 0.79 2.12 ± 
2.05 
0.79b 7.29 0.94 8.45 ± 
2.01 
0.47b 14.27 0.80 
Model-6 3:45 12.61 ± 
5.51 
0.50b 10.30 0.80 2.14 ± 
2.16 
0.77b 7.82 0.93 8.08 ± 
2.02 
0.44b 16.25 0.75 
Model-7 2:50 12.26 ± 
5.52 
0.48b 18.29 0.78 2.13 ± 
2.03 
0.78b 7.35 0.93 8.23 ± 
2.00 
0.42b 15.67 0.75 
Note: a Number of neurons in each layer. b statistically significant (i.e., p-value < 0.05). 
 
 125 
 
5.4 Summary and conclusions 
A preliminary modelling effort was made in order to study the potential of predicting 
PNCs in three size ranges (N5–30, N30–100 and N100–300) during summertime in the urban area of 
Fahaheel, Kuwait, using multi-layer feed-forward ANN, trained by back-propagation 
according to Levenberg-Marquardt optimisation. Seven scenarios, covering a total of 525 
simulations, were investigated using different combinations of input variables (PM10, SO2, O3, 
NOx, CO, wind speed, and temperature). The input variables selected in each scenario were as 
follows: (i) scenario 1; all variables, (ii) scenario 2; all variables except wind speed and 
temperature, and (iii) scenarios 3–7; all variables except one pollutant at a time. Each scenario 
was optimised by altering the number of hidden layers and number of neurons in each layer in 
order to achieve the best prediction performance. In each scenario, 75 simulations were tested, 
covering 1–3 hidden layers and 2–50 hidden neurons in each layer (i.e., from 2 to 20 neurons 
per layer with an incremental factor of 1 neuron in each simulation, and from 25 to 50 per layer 
with an incremental factor of 5 neurons in each simulation). 
Out of the 75 simulations in each of the seven studied scenarios, the best-performing 
model for each scenario (i.e., Models 1-7) was selected. These selected models provided a 
satisfactory prediction accuracy, showing R2 and d values of up to 0.79 and 0.94, respectively, 
between the observed and the predicted PNCs. Model-1, which uses all variables as covariates, 
provided the best correspondence between the observed and predicted PNCs, according to R2 
(0.64, 0.79 and 0.71; p-value < 0.05), d (0.89, 0.94 and 0.91) and NRMSE (5.60, 3.70 and 
6.89%) for N5–30, N30–100 and N100–300, respectively. The improvement in prediction performance 
in Model-1 is attributed to the use of more covariates than Models 2-7, allowing the ANN to 
accurately map the non-linear relation between the observed and predicted PNCs. Conversely, 
Model-2, which does not use wind speed or temperature as covariates, showed the worst 
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performance, compared to Models 1, 3-7, with R2 (0.58, 0.72 and 0.62; p-value < 0.05), d (0.86, 
0.92 and 0.88) and NRMSE (6.11, 4.19 and 7.90%) for N5–30, N30–100 and N100–300, respectively. 
This lower performance in Model-2, highlights the dependency of PNCs on meteorological 
variables. Models 3-7 showed similar performances to Model-1, according to R2, d, NRMSE 
values, allowing them to predict N5–30, N30–100 and N100–300 in case of one the pollutants (i.e., 
PM10, SO2, O3, NOx and CO) is missing from input variables. In an extended analysis to 
investigate the prediction ability of the proposed models to predict high PNCs, a marginal 
decrease in the prediction ability between the observed and predicted PNCs was noticed for 
N5–30 (R
2
 = 0.37–0.52) and N100–300 (R2 = 0.44–0.50), whereas a maintained model performance 
was observed for N30–100 (R
2
 = 0.77–0.82). In all studied ANN models, the prediction ability 
for N30–100 showed better performance than N5–30 and N100–300, due to their lower sensitivity to 
transformation processes compared to N5–30 and their local origin compared to the long-range 
transported N100–300. For these reasons, all ANN models were able to better map the relationship 
between the covariates and N30–100 than with N5–30 and N100–300, leading to better prediction 
ability for N30–100. In general, predicted PNCs in all studied ANN models were within a factor 
of two of the observed PNCs.
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Chapter 6 
MITIGATION OF TRAFFIC-EMITTED 
NANOPARTICLES BY VEGETATION BARRIER  
This chapter presents the influence of roadside vegetation barriers on airborne nanoparticles 
and pedestrians’ exposure under varying wind conditions. It first outlines its motivation by 
reviewing the results of numerous modelling and field studies that have assessed the influence 
of vegetation on nanoparticles, and highlights the lack of modelling and field investigations 
examining the influence of vegetation barriers on the dispersion of traffic-produced 
nanoparticles in various size ranges. In this chapter, the effect of vegetation barriers on 
freshly-emitted nanoparticles from road traffic, and the fraction of the inhaled particles 
deposited in the human respiratory tract (sum of head airways, tracheobronchial region, 
alveolar region), have been evaluated. This work appeared in Al-Dabbous and Kumar (2014a). 
 
6.1 Introduction 
Vegetation barriers along the heavy traffic roadsides can reduce the traffic-induced 
pollution from reaching the receptors such as roadside pedestrians. Recent studies have, 
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however, suggested that the presence of vegetation in street canyons can enhance the pollutant 
concentrations by obstructing the flow and trapping the pollutants (Vos et al., 2013). In terms 
of busy roadsides in open areas, vegetation barriers have been found to be beneficial in 
improving the near-road air quality (Baldauf et al., 2011; Heist et al., 2009). The assessment of 
the mitigation potential of the near-road vegetation barriers is therefore important to understand 
their effectiveness in reducing the exposure of roadside footpath dwellers. These have been 
reported to reduce the pollutant concentrations due to enhanced turbulence and initial 
mixing/dilution (Bowker et al., 2007) and deposition of particles on tree leaves and bark 
(AdabtOakland, 2013). As highlighted by Baldauf et al. (2011), detailed investigations are 
needed in order to understand the effectiveness of vegetation barriers under a number of factors 
such as their long-term assessment during varying meteorological and vegetation state 
conditions, interactions with traffic-induced pollution, and effectiveness under varying traffic 
emission and road configuration. The efficiency of vegetation barriers in removing 
nanoparticles is nearly unknown, and comprehensive modelling and field studies for optimising 
their design are therefore needed (Baldauf et al., 2013). 
A few monitoring and modelling studies have investigated the influence of roadside 
barriers on various types of pollutants, but studies referring to PNC are, so far, rare (see 
summary of relevant studies in Table 6.1). For instance, field measurements by Baldauf et al. 
(2008) assessed the impact of noise barrier (with and without the vegetation) on air quality near 
a busy highway in Raleigh, North Carolina. They found an average reduction of 20% in PNCs 
behind the noise barrier compared to what was measured in open field without the noise barrier. 
This work also found that the combination of noise and vegetation barriers reduced the PNCs 
more efficiently than the noise barrier alone. Likewise, Hagler et al. (2012) studied the effect 
of both the brick-made noise barrier and vegetation barrier on the PNCs. They found that the 
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PNC measured at 10 m from the road were ~50% lower behind the brick noise wall relative to 
a nearby location without a barrier. The effect of vegetation barrier on the PNC was, however, 
found to be inconclusive. Maher et al. (2013) studied the effect of outdoor tree lines on indoor 
concentrations of PM10, PM2.5 and PM1. They found that screening of the houses by the tree 
lines reduces more than 50% of particulate matter inside the houses. The Scanning Electron 
Micrographs analysis of the tree leafs showed that over 60% of the particles deposited were in 
nano-size range. Furthermore, Brantley et al. (2014) studied the effect of vegetation barrier on 
near-road black carbon and particles in the size range of 500–10000 nm under varying wind 
directions. They reported up to 22% reduction in black carbon concentrations behind the 
vegetation barrier but no such reductions in PNCs were noted. Bowker et al. (2007) modelled 
the effect of roadside barriers on the PNCs using Quick Urban and Industrial Complex model. 
They found that PNCs near the road were generally higher in open terrain situations with no 
barriers present, but decreased faster with distance during no barrier situation compared with 
the cases when vegetation barriers were present. A recent modelling study by Steffens et al. 
(2012) applied Comprehensive Turbulent Aerosol Dynamics and Gas Chemistry model for 
studying the effect of vegetation barriers on near-road particles. They compared their modelled 
results against the field measurements collected by Hagler et al. (2012) and reported that the 
model over predicts the PNCs for particles below 50 nm in diameter, while an adequate 
agreement was seen for particles greater than 50 nm in diameter. 
Some numerical and physical modelling studies have focused on the effect of different 
types of vegetation on the PNC removal. For example, Lin and Khlystov (2011) reported 
removal efficiency of ultrafine particles using pine and juniper branches in a wind tunnel 
facility. They found removal efficiency of ultrafine particles directly proportional to the 
packing density, but inversely proportional to particle size and wind speed. Their latter work 
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(Lin et al., 2012) proposed an analytical model based on the measured removal efficiency. 
Their modelled results of the branches collection efficiency were within 20% of those measured 
during wind tunnel measurements for a wind velocity range of 0.3–1.5 m s–1. A few studies 
have also studied the dry deposition velocity at different type of tree leaves. For instance, 
Petroff et al. (2008) proposed aerosol dry deposition model for vegetation. They concluded that 
the deposition of particles less than 80 nm is controlled by Brownian diffusion, while the 
deposition of larger particles is determined by interception and inertial impaction. Later, 
Hwang et al. (2011) studied five different types of vegetation in a deposition chamber. They 
reported higher deposition velocity of submicron (particle diameter < 1 m) and ultrafine 
particles for needle leaf trees compared with those for broad leaf trees. They also found that 
the surface roughness of tree leaves influenced the deposition efficiency strongly. 
6.1.1 Distinct features and objectives 
A limited number of modelling studies have examined the influence of vegetation 
barriers on the dispersion of traffic-produced PNC in various size ranges, and field 
investigations on this topic are even rarer (see Table 6.1). The present study experimentally 
investigates the effect of vegetation barrier on freshly-emitted nanoparticles from the road 
traffic. The fraction of the inhaled particles deposited in the human respiratory tract (sum of 
head airways, tracheobronchial region, alveolar region), which are referred to as respiratory 
deposited doses (RDD; see Section 6.2.5), is also determined for the three prevalent wind 
directions observed during the experimental campaigns. 
There are four unique features of this study. Firstly, a fast-response DMS50, which 
provided the real-time measurements of particles in the 5–560 nm size range, is deployed for 
the measurements. These fast-response measurements allowed capture of the rapid 
transformation of nano-size particles and their concentration peaks that would have been 
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missed if an instrument with a lower sampling rate had been used; see review by Kumar et al. 
(2010b). Secondly, a purposely designed solenoid system was used to measure PNC at four 
sampling locations pseudo-simultaneously – these locations encompassed through the 
vegetation barrier and allowed to make novel comparisons. Thirdly, most of the published work 
has focused on numerical or physical modelling of particles near the roadside barriers (see 
Table 6.1), but the current experimental setup allowed capturing of the penetration of particles 
through the vegetation barrier. Finally, the fast-response sequential measurements of the size-
resolved particle measurements at the sides and in-between the vegetation barrier (see 
Section 6.2.3) are among the first field measurements of this kind, representing absolute values 
of both the PNDs and PNCs. These data can assist in understanding their mitigation potential 
and facilitate performance evaluation of theoretical models.                                                          
 132 
 
Table 6.1: Summary of the results of numerous modelling and field studies that have studied the influence of vegetation on nanoparticles. 
Author (year) Site Size range 
(nm) 
Instrument Notes 
This study Field measurements 5–560 DMS50 Number and size distributions of particles at the front, middle and back of a vegetation 
barrier assessed. Another sampling location was at vegetation-free location. PNCs were 
found to be reduced by 37% due to the presence of vegetation barrier. 
Brantley et al. (2014) Field measurements 500–
10000 
HHPC-6 Diurnal changes in wind direction significantly decreased the pollutant concentrations 
behind the tree stands, but PNC in the 500–10000 nm size range did not show such 
reductions. 
Hagler et al. (2012) Field measurements – EEPS; CPC; 
APS; FMPS; 
SMPS 
No reduction in PNCs was observed behind the noise barrier for the upwind cases, while 
a mean reduction of 47% was observed in other wind directions. Impact of vegetation 
barrier on PNCs was inconclusive due to the variable meteorological and vegetation 
conditions. 
Baldauf et al. (2008) Field measurements – P-trak; DMA; 
CPC, SMPS 
Solid noise barrier were found to reduce up to 50% of PNCs. Combination of noise and 
vegetation barriers was found to reduce the PNCs more efficiently than the noise barrier 
alone. 
Steffens et al. (2012) Modelling 12.6–289 SMPS; FMPS The sensitivity analysis revealed non-linear increase in deposition based on large leaf area 
density. 
Increase in wind speed, reduce particle diffusion, reduce particle concentration for Dp > 
50 nm but have least effects for Dp < 50 nm. 
Petroff et al. (2008) Modelling – – The development of the model was based on aerosol interaction with vegetation canopy. 
Despite ignoring physical and chemical interaction of aerosol chemistry, the model has 
resoled aerosol interaction with terrestrial vegetation. 
Bowker et al. (2007) Modelling 20–75 DMA; CPC QUIC model was applied and compared with the ultrafine particles mobile measurements 
for all experimental conditions studied. 
Lin et al. (2012) Wind tunnel 12.6–102 SMPS An analytical model was developed for collection efficiency at tree branches for particles 
less than 100 nm in diameter. The vegetation drag coefficient is not affected by branch 
orientation. Brownian diffusion is the major contributor for collection efficiency. 
Lin and Khlystov (2011) Wind tunnel 12.6–102 SMPS The prediction of filtration theory for removing particles below 100 nm in diameter was 
found to agree well with the experimental data. 
Hwang et al. (2011) Chamber 300–600 DMA; CPC Deposition of particles are function of surface roughness of tree leaves (the courser the 
leaves, higher the removal of particles). 
Note: HHPC-6 = Hand-held particle counter. 
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6.2 Methodology 
6.2.1 Site description 
Figure 6.1 presents the detailed schematic diagram of the sampling site. The 
monitoring was carried out adjacent to the A3 road in Guildford, UK (+51° 14' 37.08"N, +0° 
35' 47.00"W). This road runs approximately north to south (N–S), connecting Guildford town 
to London and the south-coast. It has four traffic lanes and the width of the each lane is ~3.20 
m. Two lanes carry the traffic in each direction. There were no other exhaust or non-exhaust 
sources (e.g., power plant emissions, wood burning) in the close vicinity of the measurement 
site. Given that the measurements were taken within few metres of the roadside (see 
Figure 6.1), road traffic is the main source of nanoparticles at the sampling site. The average 
traffic volume during the measurement periods varied between 6000 and 6600 veh h−1. Cars 
dominated the traffic fleet since they had ~97% share of the total traffic volume. Further details 
of the daily traffic statistics can be seen in Table 6.2. 
Table 6.2: Total traffic volume (veh h−1) during the sampling period explained in Table 6.3. WB and EB 
refer to west-bound and east-bound directions of road traffic, respectively. The sum of WB and EB gives 
the total hourly traffic on both the lanes of road. 
Day no. Motorcycles Cars Trucks Total 
 WB EB WB EB WB EB  
D1 88 23 3206 3256 16 26 6615 
D2 11 20 3267 2711 14 19 6042 
D3 35 21 3580 2848 31 41 6556 
D4 63 20 3269 2813 20 23 6209 
D5 54 19 3251 3246 35 33 6638 
D6 − − − − − − − 
        
The exact location of the experimental site is at the west end of the University of 
Surrey behind the Guildford School of Acting, as shown in Appendix D, Figure D1. Guildford 
town is considered as one of the most populated areas in Guildford Borough, which is part of 
Surrey County Council. Current population of the Guildford Borough is 137183, which 
represent ~12% of Surrey County population (Surrey-i, 2012). About 72% of Surrey residents 
rely on cars for transport to work, and ~42% trips to schools are by cars compared with only 
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36% and 31% in the South East England and nationally in the UK, respectively (Guildford-
Borough, 2009). 
 
 
Figure 6.1: Schematic diagram of the sampling site in Guildford, UK, showing the sampling locations 
and experiment setup as described in the text. Please note that the figure is not to scale. The arrows for 
different wind directions (NW–NE; NW–SW; NE–SE) indicate the direction of the blowing of the wind. 
 
As seen in Figure 6.1, there is a 2.20 m wide vegetation barrier on the east side of the 
road that is situated at a distance of ~0.30 m from the road. This vegetation barrier consists of 
many convergent trees situated in one straight line. The studied section of the vegetation barrier 
is made of long-lived perennial plants, which is a typical evergreen plant used to reduce traffic-
related air pollutants immediately downwind of a road. The vegetation during the monitoring 
campaigns had densely foliated tree line and the openings were only provided by the space 
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between the tree leaves and the branches. The full height of barrier between the crown and the 
bottom stem near the ground level is covered by the green leaves. The vegetation barrier height 
at the studied section was 3.40 m above the ground level. The sampling height was around 1.60 
m above the ground level and 0.30 m above the street level (see Figure 6.1). The vegetation 
barrier was continuous along the roadway from the south and north sides of the sampling site. 
The unique layout of the vegetation barrier provided the opportunity to compare the 
concentrations of nanoparticles near the road, with and without the vegetation, as well as the 
nanoparticles variation through the vegetation barrier (see sampling locations in Figure 6.1). A 
busy footpath runs parallel to the vegetation barrier, which has a width of ~2 m and is located 
1.45 m below the road level. 
6.2.2 Instrumentation 
The experimental setup is comprised of a DMS50 and a fully automated solenoid 
switching system – both these were connected to three 12 V leisure batteries and laptop (see 
Figure 6.1). The DMS50 is essentially the same as its parent version, DMS500 (Kumar et al., 
2008a), but has a unique capability to run on batteries making it suitable for portable 
measurements where power supply is unavailable. The DMS50 measures size-resolved 
particles in the 5–560 nm size range through the 34 size bins. The instrument is capable to 
collect data at a 10 Hz sampling rate, with time response (T10–90%) as 500 ms. Another essential 
feature of the DMS50 is its ability to work at close to atmospheric pressure and eliminate the 
use of an external vacuum pump. The DMS50 works on electrical mobility detection technique 
to classify the particles in various size ranges. As air is drawn from the ambient environment 
by the suction pump of the DMS50 and exposed to unipolar diffusion charger, a positive charge 
is placed on each particle, depending on their surface area. These positively charged particles 
then lands on electrometer detectors, depending on their charge, and thus the particle number 
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and size distributions are calculated according to measured charge on each particle, see details 
in Kumar et al. (2010b). The DMS50 has been successfully deployed in a broad variety of 
previous work, involving indoor measurements (Kumar et al., 2012), outdoor measurements in 
vehicle wakes (Carpentieri and Kumar, 2011) and car cabin measurements (Joodatnia et al., 
2013a, b). 
A short length (0.50 m) of conductive silicone tube was used to connect the DMS50 
with the switching system. Similar types of 3.50 m long tubes were connected to the 4-way 
solenoid switching system to reach to the four designated sampling locations (Figure 6.1). The 
switching system is capable of automatically switching the sample flow between a maximum 
of four measurement points, providing pseudo-simultaneous measurements, with selectable 
switching times. This DC-powered solenoid switching system was firstly designed and used 
by Kumar et al. (2008c). This system was recently modified to make it fully automatic and 
controllable by the computer before using in recent studies (Joodatnia et al., 2013a, b). A 
Panasonic HC-V500 video camera was used to collect traffic data in order to correlate the 
traffic density with the PNCs during the sampling periods. These videos were analysed 
manually to count the traffic volume into three different categories (i.e., motorcycles, cars and 
trucks) since buses were found to be negligible. During the measurement period, 
meteorological data (i.e., temperature, relative humidity, wind speed and direction) was 
collected from the UK Met Office weather station located at Royal Horticultural Society’s 
garden in Wisley, Surrey (~10 km to the North–East of Guildford) at an altitude of 36 m above 
the mean sea level. The weather station is located in the rural area of Wisley, surrounded by a 
large area of orchards in the close vicinity and agricultural lands in the far vicinity. The location 
of this weather station keeps the measurements free from the local ground-level turbulence. 
This is run by the UK Met Office, which maintains the quality control of the collected data that 
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have also been used by other studies, e.g., (Burt and Eden, 2004). During the measurement 
campaigns, the wind speed varied between 1.5 and 3.60 m s–1. The temperature and the relative 
humidity ranged from 2–23 C and 45–85%, respectively. Detailed summary of meteorological 
conditions during the experimental campaigns is provided in Table 6.3. 
Table 6.3: Sampling dates, times and meteorological conditions during the sampling periods. 
Day No. Date Time Mean wind 
speed (m s–1) 
Wind direction 
(oN) 
Mean 
temperature (oC) 
Mean relative 
humidity (%) 
D1 07/08/2012 16:23–18:33 2.6 230–250 16.0 84.5 
D2 11/08/2012 12:59–14:44 3.1 100–120 23.3 44.6 
D3 21/02/2013 14:09–15:20 2.9 80–90 2.1 51.7 
D4 24/02/2013 14:58–16:48 3.6 360 1.9 71.5 
D5 27/02/2013 14:23–16:27 3.4 30–40 4.9 72.3 
D6 03/03/2013 15:03–17:00 1.5 110–120 6.9 70 
6.2.3 Data acquisition 
For the quality assurance, the DMS50 was calibrated by the manufacturer every year 
and was within the yearly calibration period during the measurements. The DMS50 was 
cleaned manually from the inside and tested in the laboratory before each sampling day for 
proper operation and data collection. Air samples were collected at 1 s sampling rate (i.e., 
average of 10 samples) in order to improve the signal-to-noise ratio for attaining high-quality 
data (Kumar et al., 2009). Sequential measurements for 20 s are taken at each sampling point 
by auto-redirecting the sampling flow between four sampling locations (L1–L4). One full cycle 
of measurements, covering all the four points (L1–L4), took a total of 80 s. Therefore, 1 h of 
monitoring completed 45 full cycles and 900 s of sampling was done at each of the sampling 
locations during each hour. The system is designed in such a way that the lag time between the 
switching is modest since the sample air is sucked by DMS50 at all times, but this only 
channelise the sample air from one of the locations to the instrument. For avoiding any 
switching artefacts and maintaining the quality control, only 16 s of data after discarding the 
first 2 s (to avoid late switching of the preceding sampling location) and the last 2 s (to avoid 
early switching of the following sampling location) of measurement data from each sampling 
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location during every cycle were used for analysis. Further details of the sampling dates and 
times can be seen in Table 6.3. Estimations based on the instrument flow rate (6.5 slpm) and 
the dimension of the tube (length 3.5 m, and internal diameter 0.005 m) gives a lag time of 
about 0.6 s between the inlets of the sampling tube and the DMS50. The lag time is trivial given 
that ~4 s of data were already disregarded from the measurements taken at each location during 
every cycle. DMS50 and switching system were operated by three 12 V leisure batteries, which 
were charged in the laboratory before each sampling day. 
As seen in Figure 6.1, sampling locations L2, L3 and L4 were situated at front (L2), 
middle (L3) and back (L4) of the vegetation barrier in a line perpendicular to the road. L2 was 
~0.30 m away from the edge of the road; L3 and L4 were 1.1 m and 2.2 m away from the L2, 
respectively. Sampling location, L1, was purposely chosen at the same distance from the road 
in parallel with the L2 in order to evaluate the effect of vegetation barrier on the particles in 
various size ranges during cross-road wind conditions (see Figure 6.1). All the sampling 
locations were placed at the same vertical height (i.e., 0.30 m) from the road surface and ~1.75 
m above the footpath level, representing the typical breathing height of the public using the 
footpath. 
In order to study the influence of wind directions, which is important to understand 
whether the wind flow is across or along the vegetation barrier and the corresponding advection 
(i.e., the transport of particles by wind), the total data collected over the sampling duration were 
divided into the three available wind conditions (see Figure 6.1). There were no prevailing 
winds observed from SE–SW during the study period and therefore are not mentioned hereafter 
in the discussions. These included: (i) NW–SW, which represent the wind blowing from the 
A3 road towards the sampling location after passing through the road and vegetation barrier 
(hereafter referred as cross-road winds), (ii) NE–SE, which represents the wind blowing from 
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the sampling location towards the A3 road after passing through the footpath and then the 
vegetation barrier (cross-footpath winds), and (iii) NW–NE, which represents the wind blowing 
parallel to the A3 road (along-road winds). 
As stated earlier, the size-resolved particles data is continuously collected by DMS50 
from the four locations, with the aid of the switching system that only directs the sampled air 
to the DMS50 from one of the four locations in a cyclic pattern. These data are automatically 
stored in the laptop on top of each other in a continuous manner, therefore, a Visual Basic code 
was developed in Microsoft Office Excel to segregate the size-resolved particles data at each 
of the four locations (see Appendix D; Section D1). These data were then analysed by 
Microsoft Office Excel with the use of a DMS50 data processing tool. A total of more than 
37,300 valid samples of size-resolved measurements were recorded intermittently (see 
Table 6.3). The reason for choosing these intermittent short measurement periods were the lack 
of secured place and power supply for unattended continuous operation. 
6.2.4 Particles losses in the sampling tube 
Losses of particles in long sampling tube due to their diffusion is an important issue, 
particularly for particles less than 20 nm, and should be taken into consideration for sampling 
tubes greater than 1 m (Kumar et al., 2008d). In order to maintain the similar effect on the 
measured size distributions, identical length (i.e., 3.5 m) of conductive sampling tubes, made 
of silicone, were used to collect samples from all the four sampling locations. The particle 
losses in sampling tubes is likely to affect the absolute values of measured concentrations, 
either by underestimating them or overestimating the GMD (Carpentieri and Kumar, 2011). 
The GMD provides typical average diameter of size distributions. Relative changes in GMD 
help in assessing the influence of transformation process (e.g., nucleation, coagulation) and 
deposition on tree leaves (see Section 6.3.2.1). Therefore, the measured data were corrected for 
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particles losses in the sampling tube following the approach described in Kumar et al. (2008d) 
that is based on the empirical equations for the penetration efficiency as function of diffusive 
deposition velocity and inertial impaction. A comparison between the measured and corrected 
PNCs is tabulated in Appendix D, Table D1, to demonstrate the differences due to particle 
losses. Corrected values of PNCs and PNDs are used in the subsequent analysis. 
6.2.5 Estimation of particle respiratory deposited doses in human respiratory tract 
There are many mathematical models used for the prediction of total and regional 
RDD, but only two advanced models (i.e., International Commission on Radiological 
Protection model, ICRP, and National Council on Radiation Protection and Measurement, 
NCRP) were commonly used in the current literature (Hinds, 1999). Both models are based on 
empirical equations using experimental data and deposition theory (Hinds, 1999). The former 
model is based on deposition theory in five regions of the respiratory system, while the later 
model uses detailed table of airway geometry. The ICRP model is easy and widely-used model 
to perform the RDD calculations (However, the differences between the two models results are 
trivial). 
Inhaled particle deposition depends on the following key physiological factors: the 
tidal volume (VT), and the breathing frequency (f) (Hofmann, 2011). The product of these two 
factors (VT × f) gives the minute ventilation (VE), which depends on the physical activity 
(Hofmann, 2011; ICRP, 1994). The inhaled amount of particles was computed by multiplying 
the concentration (i.e., total PNC) with the VE. Finally, the fraction of the inhaled particles, 
which is estimated to remain in the human respiratory tract for every minute (i.e., respiratory 
deposited dose, RDD), was calculated by multiplying the inhaled amount with the 
corresponding deposition fraction (DF). The same approach was used by other recent exposure 
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assessment studies (Int Panis et al., 2010; Joodatnia et al., 2013a). Detailed steps of the RDD 
calculations are provided in in successive manner in Section D2 (Appendix D).  
For computing the RDD, the values of a VE are chosen as 2.5×104 cm–3 min–1 (VT = 
1.25 L and f = 20 breaths min–1) for adult male subjects with light level of exercise (Hinds, 
1999). 
The DF can be taken as a fixed value based on the GMD of the measured PNDs, or 
based on the detailed PNDs (Joodatnia et al., 2013a). Here, both the fixed and size-dependent 
DF were used for calculating the RDD during different wind directions. Fixed values of DFs 
were calculated for each sampling location, based on the associated GMD of the measured 
PNDs during each wind direction, as shown in Appendix D, Table D2. Their average values 
were estimated as 0.70 for cross-road, 0.80 for cross-footpath, and 0.83 for along-road winds. 
These values were in the range of those available in previously published studies. For instance, 
Daigle et al. (2003) reported a DF of 0.83 for males with light exercise. Following the 
International Commission on Radiological Protection model (ICRP, 1994), size-dependent 
DFs for each of the 34 size bins are also calculated (see Figure 6.2), and these DFs are used for 
the estimation of size-dependent RDD. 
For calculating the fixed and size-dependent DF, the following simplified equations 
given by Hinds (1999), which are based on ICRP model (ICRP, 1994), was adapted: 
𝐷𝐹 = 𝐼𝐹 (0.0587 +
0.911
1 + 𝑒𝑥𝑝 (4.77 + 1.485 𝑙𝑛(𝑑𝑝))
+
0.943
1 + 𝑒𝑥𝑝 (0.508 − 2.58 𝑙𝑛(𝑑𝑝))
) 
Where 𝑑𝑝 is particle diameter in m and IF is the inhalable fraction (ICRP, 1994) that 
can be calculated using the following equation: 
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𝐼𝐹 = 1 − 0.5 (1 −
1
1 + 0.00076 (𝑑𝑝)
2.8) 
 
 
Figure 6.2: Calculated size-dependant DF considered in respiratory deposited doses in the human 
respiratory tract calculation. 
6.3 Results and discussion 
For investigating the behaviour of particles in different size ranges, the PNC data are 
divided into four size ranges: (N5–30; nucleation mode), (N30–100; Aitken mode), (N100–300; 
accumulation mode) and (N300–560; coarse mode).  
The measured data has been discussed into two segments. Discussions are firstly made 
on the characteristics of nanoparticles close to the road by selecting the sampling location 
adjacent to the roadside with (L2) and without (L1) the vegetation barrier. The sampling 
locations (L2–L4) are then chosen to analyse the particle removal by the vegetation barrier. The 
background PNCs were measured at an open grassy field at the side of the University of 
Surrey’s campus. The field was ~300 m away on the east side of the sampling site, and the 
 143 
 
measured background PNCs were noted as 1.31±0.57 ×104 cm–3 (see Appendix D, Table D3, 
for details). 
6.3.1 Characteristics of nanoparticles close to the road 
6.3.1.1 PNDs close to the road 
In order to assess the PNDs close to the road, location L1 is selected for discussion. 
Irrespective of wind direction, PNDs showed consistent high peaks in nucleation mode range 
but their magnitude changed for different directions (see Figure 6.3). For all the wind 
directions, the highest peak was observed at 5.6 nm, followed by 10 nm and a varying peak 
between 55 and 75 nm. The PND peaks at 5.6 and 10 nm were highest during the along-road 
winds (Figure 6.3c) due to the sweeping of on-road emissions towards the sampling location 
by turbulence produced by the wake of vehicles and winds (Carpentieri and Kumar, 2011). The 
second highest peaks corresponding to 5.6 and 10 nm were observed during the cross-road 
winds (Figure 6.3a) – these may have arisen due to the transport of vehicle emissions by the 
wind towards the sampling location (L1). The lowest values of the peak PNDs were observed 
at 5.6 and 10 nm during the cross-footpath winds. These were expected due to the fact that 
winds were likely to carry the particles away from the sampling location. The third peak was 
noticed to be variable, which changed between 55 and 75 nm, during the three wind directions. 
These peaks were observed at ~55, 65 and 75 nm diameter during the cross-footpath, along-
road and cross-road winds, respectively. Given that the particles in the accumulation mode do 
not behave in a similar manner to those in nucleation mode under identical wind conditions 
and a much better correlation of them with the wind speed is observed by previous field studies 
(e.g., Kumar et al., 2008a), these variations could be attributed to the differences in extent of 
advection experienced by the sampling location during the three wind directions (see 
Section 6.3.2.1). 
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Figure 6.3: Particle size distribution and concentrations in four different size ranges at various sampling 
locations during (a, d) cross-road, (b, e) cross-footpath, and (c, f) along-road winds. 
 
The above observations corroborate well with the past roadside studies of 
nanoparticles, which have exhibited similar peaks. For instance, Lingard et al. (2006) measured 
traffic-derived particles in the 6–10000 nm size range at an urban roadside location in Leeds, 
UK, covering morning, afternoon and evening rush hours. They observed peaks at ~8, 12, 40, 
136 nm during afternoon/evening which are somewhat comparable to those observed in the 
current study. Likewise, Zhu et al. (2002b) previously reported three modes in measured PNDs 
with peaks at ~12.6, 27.3 and 65.3 nm during their measurements of PNCs near to a major 
highway in Los Angeles, USA. Their traffic fleet contained less than 5% diesel vehicles, which 
are somewhat similar to what was estimated in the current study (see Table 6.2). The 
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appearance of two fresh nucleation mode peaks at 5.6 and 10 nm in the present study, compared 
with 12.6 nm in Zhu et al. (2002b), can be related to the distance of the sampling locations 
from the road. The measurement location was very close (~0.30 m) to the road, compared with 
~30 m in the study of Zhu et al. (2002b), allowing us to measure much fresher nucleation mode 
particles. 
6.3.1.2 Total PNCs and their fraction in various size ranges close to the road 
Table 6.4 shows the total, maximum and minimum PNCs and the GMD observed at 
the sampling locations L1–L4 during the three prevalent wind conditions. For the purpose of 
assessing the PNC close to the roadside, the location L1 was picked up for discussions that has 
no vegetation barrier on its backside (Figure 6.1). For this reason, particles were passed freely 
without the vegetation obstruction through the inlet of the DMS50 in high concentrations. The 
standard deviations for the total PNCs were found to be large because of varying traffic flow 
and volume. 
The sampling location L1 is close to the edge of the road and is considered to be within 
the wake region of the passing road vehicles (Carpentieri and Kumar, 2011). The prevailing 
mechanism for mixing and dilution of the PNCs is mainly due to the two types of turbulences 
– traffic-produced (TPT) and wind-produced (WPT) – and the advection effects brought by the 
resulting wind speed (i.e. net sum of wind and wake speed from the traffic) during the three 
wind directions. Given the fact that the measurements were in the close proximity to the road 
and traffic speed on highways is expected to be much higher than the wind speed, the TPT is 
likely to play a dominant role in influencing the measurements close to the roadsides (Kumar 
et al., 2008a; Venkatram et al., 2007). The effect of TPT is  minimal during cross-footpath 
winds compared to cross-road and along-road winds, as the wind is likely to shift the vehicle 
wake away from the sampling location. The effects of the WPT and TPT are likely to have 
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added effects on sampling locations during cross-road and along-road winds as opposed to 
cross-footpath winds. The net effect of turbulence and the resulting wind speed at each 
sampling location can therefore explain the concentration differences obtained during the three 
wind directions. Among the three wind directions studied, the total PNCs were found to be the 
highest for along-road winds (1.94±0.25 ×105 cm–3), followed by the cross-road (1.78±1.64 
×105 cm–3) and cross-footpath (6.17±2.58 ×104 cm–3) winds. During the cross-footpath winds, 
the wind carries the nanoparticles away from the sampling location, resulting into the lowest 
PNCs. On the contrary, during the cross-road and along-road winds, the added effect of 
resulting wind speed appears to be responsible for the relatively larger PNCs (Figure 6.3). 
Table 6.4: Summary of average PNC and GMD at various sampling locations during different wind directions; 
the “±”sign shows the standard deviation values. 
Wind 
sector 
Wind 
description 
PNC; GMD Sampling locations 
L1 L2 L3 L4 
NW–
SW 
Cross-road N5–560 # cm−3 1.78±1.64 ×105 1.99±1.77 ×105 1.71±1.70 ×105 1.25±1.02 ×105 
N5–30 # cm−3 1.02×105 1.11×105 9.82×104 7.22×104 
N30–100 # cm−3 5.42×104 6.30×104 5.20×104 3.73×104 
N100–300 # cm−3 2.12×104 2.50×104 2.07×104 1.50×104 
N300–560 # cm−3 0.04 5.64 0.33 0.04 
Max # cm−3 2.04×106 4.05×106 2.27×106 9.74×105 
Min # cm−3 7.40×103 1.54×104 8.95×103 5.28×103 
GMD nm 22.5 23.1 22.7 22.2 
NE–
SE 
Cross-
footpath 
N5–560 # cm−3 6.17±2.58 ×104 6.26±3.31 ×104 1.80±1.01 ×104 1.46±0.91 ×104 
N5–30 # cm−3 5.09×104 5.36×104 1.26×104 9.89×103 
N30–100 # cm−3 8.50×103 7.06×103 4.06×103 3.46×103 
N100–300 # cm−3 2.22×103 1.94×103 1.33×103 1.21×103 
N300–560 # cm−3 4.75 5.71 6.41 5.11 
Max # cm−3 1.28×106 3.25×106 2.82×105 1.28×105 
Min # cm−3 3.24×103 3.48×103 5.39×103 1.39×103 
GMD nm 13.3 12.6 16.7 17.2 
NW–
NE 
Along-
road 
N5–560 # cm−3 1.94±0.25 ×105 1.95±0.60 ×105 6.10±4.55 ×104 8.89±4.24 ×104 
N5–30 # cm−3 1.68×105 1.71×105 4.58×104 7.67×104 
N30–100 # cm−3 2.12×104 1.97×104 1.15×104 9.52×103 
N100–300 # cm−3 5.31×103 4.67×103 3.71×103 2.68×103 
N300–560 # cm−3 7.73 8.98 27.15 12.29 
Max # cm−3 2.37×106 4.4×106 4.44×105 8.75×105 
Min # cm−3 9.08×103 9.60×103 1.06×104 8.28×103 
GMD nm 11.0 10.5 12.0 11.9 
        
The PNC values along the roadside for all the wind directions are up to 4-times higher 
than those reported by Morawska et al. (2008). They reported average PNC as ~4.81±4.68 ×104 
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cm–3 for 18 roadside measurements in various locations around Europe, America and Australia. 
However, a direct comparison with the current results is not possible given the varying traffic 
and wind conditions at each site. Therefore the PNCs (1.78±1.64 ×105 cm–3) during the cross-
road winds were normalised after dividing the total PNC values by the traffic count in order to 
remove the dependence of PNCs on the traffic volume. Studies that have similar sampling 
distance from the road (i.e., 0.30 m) were also selected for comparison purposes. Summary of 
the results of all these studies is presented in Table 6.5. As an example, Agus et al. (2007) 
measured the PNCs at a distance of 0.30 m from the edge of Narborough road in Leicester 
(UK). Their traffic-normalised PNCs were found to be ~2.2-times higher than those measured 
in the current study. The reason for these differences could be attributed to the differences in 
meteorological conditions and the architectural layout of roughness elements around the site. 
For instance, Narborough road is aligned by buildings in both sides reflecting a canyon-like 
layout while the measurements made in the present case were on open roadsides. Since the 
similar roadside studies for open roadsides do not directly provide the measurements close to 
the road, the PNCs at identical downwind distance (i.e. 0.30 m) from the road were therefore 
projected using their PNC decay profiles (see Table 6.5). The comparison suggests that the 
normalised PNCs in the present study are ~1.5-fold higher than those reported by Zhu et al. 
(2002a). On the other hand, the traffic-normalised PNCs were 3.6-fold lower than those 
reported by Fujitani et al. (2012). The wind speeds were lower (~1 m s–1) in the field campaigns 
of Fujitani et al. (2012) than those measured during the current study (2.57 m s–1). The larger 
PNCs are expected during the low wind speeds due to their limited dispersion (Kumar et al., 
2008a). Their higher PNCs can  be due to the lower ambient temperature in their study – 6.6 
°C compared with the current 16 °C – as the low temperatures tend to favour formation of 
nucleation mode particles and thereby increasing the total PNCs (Kittelson et al., 2001). The 
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comparative results in Table 6.5 assured that the present normalised PNCs are within the range 
of the previously published values. Traffic flow rate normalisation and distance corrections are 
important factors that have to be implemented for future studies for comparative purposes. 
Table 6.5: Summary of nanoparticles highway studies, where PNCs are projected at 0.30 m from the 
highway. ‘X’ refers to distance (m) from the road. 
Location Size 
range 
(nm) 
Traffic 
density 
(h−1) 
PNC decay equations; total 
PNC (# cm−3) 
Projected 
PNCs at 0.30 
m (×105 cm−3) 
Normalised 
PNCs a 
Reference 
Cassino, 
Italy 
5.9–
20000 
5700 7.78 ×103 + 2.51 ×105 
e−0.011x 
2.58 45.25 Buonanno et 
al. (2009) 
Kawasaki, 
Japan 
10–
1000 
3100 Summer: 1.07 ×105 × X−0.189 1.34 43.34 Fujitani et al. 
(2012) Winter: 2.02 ×105 × X−0.337 3.03 97.77 
Los 
Angeles, 
USA 
6–220 13,900 3.97 ×104 + 1.12 ×105 
e−0.023x 
2.50 17.96 Zhu et al. 
(2002a) 
Leicester, 
UK 
5–
1000 
1100 NA 0.64 58.36 Agus et al. 
(2007) 
Guildford, 
UK 
5–560 6612 NA 1.78 b 26.92 This study 
Note: a PNCs were divided by the traffic volume in order to remove the PNC dependence on traffic. b Field 
measurements. 
 
At sampling locations L1, N5–30 dominates the total PNCs which were found as ~57%, 
82% and 86% during cross-road, cross-footpath and along-road winds, respectively, as 
tabulated in Table 6.4 and graphically presented in Figure 6.3d-f. During cross-road winds, 
N30–100 and N100–300 were ~31% and 12% of the total PNCs, respectively. N30–100 and N100–300 
contributed only ~14%, 4% and 11%, 3% of the total PNCs during cross-footpath and along-
road winds, respectively. Thus, negligible PNCs were observed for particles greater than 300 
nm. The ultrafine particles dominate the total PNCs during all the wind directions; 88, 96 and 
97% for cross-road, cross-footpath and along-road winds, respectively. N5–30 represents the 
majority of the ultrafine particles with a share of ~65, 86 and 89% for cross-road, cross-footpath 
and along-road winds, respectively. These fractions of PNCs observed at L1, which represents 
vegetation-free measurements, agree well with the literature that shows ~70% of the PNCs in 
the ultrafine particles size range (Zhu et al., 2002a). 
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6.3.1.3 Roadside PNCs at locations with and without the vegetation barrier 
In order to evaluate the effect of vegetation barrier on the roadside PNCs, the PNC at 
sampling locations L1 and L2 are selected for comparison purposes. As expected, the total PNCs 
were 11% higher at L2 during cross-road winds compared with those at L1, mainly due to the 
presence of vegetation barrier which impeded the particles movement at sampling location L2 
and resulted in their accumulation. These observations clearly suggest that the hindrance 
brought by the vegetation barrier helps in reducing the PNC level to reach to the footpath. 
Under the other wind directions where vegetation barrier is playing no role, the total PNCs at 
L2 were somewhat similar to L1, with only 0.25–1.50% difference, due to near identical 
dispersion conditions experienced by both locations. Discussions on how much particles were 
removed by the vegetation barrier are presented in Section 6.3.2. 
6.3.2 Influence of vegetation barrier on particles characterises 
6.3.2.1 Influence of vegetation barrier on the shape of PNDs 
Figure 6.3a–c presents the average PNDs at all the four sampling locations (L1, L2, L3 
and L4) during the observed wind directions. The PND remains consistent in their shape for all 
the cases, but show a general decay pattern with increasing distance from the edge of the road. 
The rate of this decrease was, however, found to vary during the three wind directions (see 
Section 6.3.2.2). The following discussions aim to highlight the influence of vegetation barrier 
on the PNDs. Therefore the sampling locations L2, L3 and L4 are included for further analysis 
since these were at the front, middle and back of the vegetation barrier (see Figure 6.1). Similar 
to L1, the PNDs during all the wind directions displayed four peaks at ~5.6, 10, 27 and 55–75 
nm. Among all, the largest fresh nucleation mode peak occurred at ~5.6 nm, which has average 
PND values of 3.28×105 cm–3, 1.43×105 cm–3 and 6.00×105 cm–3 during cross-road, cross-
footpath and along-road winds, respectively. This peak is followed by a slightly smaller peak 
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at ~10 nm with PND values of 2.01×105 cm–3 for cross-road winds, 1.06×105 cm–3 for cross-
footpath winds, and 3.01×105 cm–3 for along-road winds. Because of the close proximity of the 
sampling location to the road (and hence the emissions sources), both the major peaks at 5.6 
and 10 nm are due to the newly formed nucleation mode particles that are originated by the 
gas–to–particle conversion process (Kulmala et al., 2004; Kumar et al., 2011b; Kumar et al., 
2010b). The less conspicuous peak at 27 nm reflects the Aitken mode particles, but their 
presence was modest compared with nucleation and accumulation mode particles (Table 6.4). 
The latter mode was reflected by above-55 nm peaks at 75 nm (with PND value of 1.65×105 
cm–3), 55 nm (1.42×104 cm–3) and 65 nm (4.27×105 cm–3) for cross-road, cross-footpath and 
along-road winds, respectively. The trend in the peak PND values followed the similar pattern 
that was observed at L1 during the three wind direction and the likely reasons of these variations 
are explained in Section 6.3.1.1. The accumulation mode particles are generally formed in the 
combustion chamber (Kittelson et al., 2001). Despite the fact that the nucleation mode particles 
have larger diffusivity that offer them better chances to deposit on the surfaces of vegetation 
barrier compared with accumulation mode particles (Hinds, 1999), the consistency in the shape 
of PNDs and the corresponding GMDs at L2–L4 indicate an identical removal effect of 
vegetation barrier for all sizes of particles (see Figure 6.3a–c and Table 6.4). 
6.3.2.2 Influence of the vegetation barrier on PNCs 
Irrespective of wind directions, the total PNCs at the sampling locations L2, L3 and L4 
were found to decrease gradually with the increasing distance from the edge of the road through 
the vegetation barrier (see Figure 6.3). L2 had the highest PNCs due to its close proximity to 
the source (moving vehicles). The highest and lowest PNCs were observed during the cross-
road and cross-footpath winds, respectively. This trend is expected due to the wind carrying 
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the traffic emissions directly towards and away from the sampling location during the cross-
road and cross-footpath winds, respectively. 
The total PNCs at the L3 and L4 were found to be ~71 and 77% lesser, respectively, 
compared with the total PNCs at the L2 (6.26±3.31 ×10
4 cm–3) during the cross-footpath winds. 
This was expected due to the transport of particles by the wind towards the road, away from 
the sampling location. Likewise, a reduction of ~55 and 70% at L4 and L3, respectively, was 
observed during along-road winds compared with the PNCs at the L2. The resulting wind effect 
during the along-road winds, which is the sum of the wind speed and the wake speed due to 
traffic, is expected to be the same at all these locations. Higher PNCs at the sampling location 
close to the road and a decreasing pattern away from it is therefore expected. 
The above-noted wind directions do not allow to investigate the particle removal by 
the vegetation barrier. However, the data collected at L2, L3 and L4 during the cross-road winds 
are ideal for this purpose and is therefore considered for further discussion. The total PNCs at 
L2 were measured as 1.99±1.77 ×10
5 cm–3, which were reduced by 14% and 37% at L3 and L4, 
respectively. Numerous field studies have reported substantial increase in traffic-induced 
pollution close to roads compared with 10’s of meter away from the road, see Karner et al. 
(2010) and references therein. The same applies to nanoparticles where studies have found 
sharp decrease in PNCs with the distance (Fujitani et al., 2012; Zhu et al., 2002a). The presence 
of densely foliated vegetation barriers are expected to increase this decay further, leading to 
much lesser PNCs behind the vegetation barrier, due to enhanced turbulence and initial mixing 
(Bowker et al., 2007) and deposition of particles on tree leaves and bark (AdabtOakland, 2013). 
Therefore, this decay in PNCs (L2–L3) could possibly be due to the following reasons: (i) 
dilution due to the atmospheric (wind) and mechanical (traffic and vegetation barrier) 
turbulence, and (ii) dry deposition of particles on the branches and leaves of the vegetation 
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barrier. The present study design, however, limits the ability to clearly distinguish the decay of 
PNCs due to dilution or deposition caused by vegetation barrier. Given the much larger traffic 
speed (~22.3 m s–1) compared with the wind speed (~2.90 m s–1), the effect of the mechanical 
turbulence on mixing (and hence the dilution) is likely to dominate over the atmospheric 
turbulence, as found in earlier field studies of nanoparticles (see, for example, Kumar et al., 
2008a). Some of this decrease at L3 and L4 is certainly due to the dilution as the turbulence 
levels are expected to decay with the perpendicular distances away from the road, so is the case 
with the PNCs, and the rest of the PNC losses can be attributed to the dry deposition. One 
would expect a greater removal of nucleation mode particles by the vegetation barrier 
compared with the larger sized particles due to their higher diffusivity (Hinds, 1999), but the 
inspection of PND curves at L2–L4 show negligible changes in their shape while moving 
through the vegetation barrier (see Figure 6.3). In fact, the PNDs simply move up and down 
which does not provide conclusive evidence on the effectiveness of the vegetation barrier on 
removing the nucleation and accumulation mode particles separately. More systematic studies 
combining field measurements and numerical modelling are needed to study this aspect as well 
as accurately apportioning the contribution of the dilution and the dry deposition from the 
overall PNC losses. 
6.3.3 The respiratory deposited doses  
Following the methodology described in Section 6.2.5, the computed values of the 
RDD at different sampling locations during the observed wind directions are presented in 
Table 6.6. Figure 6.4 presents a comprehensive summary of the RDD at all the sampling 
locations, including front (L2), middle (L3) and back (L4) of the vegetation barrier, and with no 
vegetation (L1) using size-dependant DF. The overall differences in the RDD between both 
approaches (using fixed and size-dependent DF) were found to be insignificant (~3%; Table 
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6.6) that is similar to those reported elsewhere, i.e. ~1.7% by Joodatnia et al. (2013a). The use 
of size-dependent DF for RDD calculation is, however, much more realistic in order to take 
into account the variations in the PNDs at the different sampling locations. The work of 
Joodatnia et al. (2013a) demonstrated that the use of fixed DF may underestimate the RDD in 
case of the majority of inhaled particles is in the nucleation size range. In what follows, the 
RDD using the size-dependent DF are discussed. 
Table 6.6: Deposition in human respiratory tract for all sampling locations which are presented in three 
wind conditions. 
Wind status DF approach Sampling locations 
  L1 L2 L3 L4 
Cross-road Fixed 3.10×109 3.44×109 2.97×109 2.19×109 
 Size-dependant 2.99×109 3.31×109 2.87×109 2.11×109 
Cross-footpath Fixed 1.27×109 1.31×109 3.46×108 2.76×108 
 Size-dependant 1.29×109 1.31×109 3.34×108 2.67×108 
Along-road Fixed 4.11×109 4.14×109 1.20×109 1.87×109 
 Size-dependant 3.95×109 4.15×109 1.23×109 1.75×109 
      
In order to assess the influence of the presence and absence of the vegetation barrier 
on the exposure, and hence the RDD, the PNDs measured before (at L2) and after (at L4) the 
vegetation barrier are chosen for discussion. The RDD vary substantially between L2 and L4 
during all the wind directions (see Figure 6.4 and Table 6.6). The average RDD for male 
subjects at L2 was 3.31×10
9 min–1, 1.31×109 min–1 and 4.15×109 min–1 for cross-road, cross-
footpath and along-road winds, respectively. At L4, the RDD for male subjects during cross-
road, cross-footpath and along-roads winds was 2.11×109 min–1, 2.67×108 min–1 and 1.75×109 
min–1, respectively. The effect of vegetation barrier on the RDD for cross-road winds was 
noticed by 36% reduction at L4 relative to those at L2 (see Figure 6.4). As stated earlier in 
Section 6.3.2.2, the study design limited the distinct effect of dilution and deposition due to the 
presence of the vegetation barrier. Although the lowest RDD at L4 was found during the cross-
footpath winds, but this was because of the influence of wind carrying the particles away from 
the L4 rather than due to the presence of the vegetation barrier. Based on the above 
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observations, vegetation barriers have the potential to limit the nanoparticle exposure at 
roadside in open areas. 
Availability of the RDD for direct comparison is limited as there are currently no 
studies available which have computed the effect of vegetation barriers on the RDD. Therefore, 
the RDD values measured at footpath (L4) were compared with the other best possible matching 
studies. To make such comparisons compatible with each other, the RDD measured by Int 
Panis et al. (2010) were recalculated from # m–1 to # min–1 after taking into consideration the 
route length and journey time. They estimated that the average RDD for male cyclists were 
4.63 ×106 m–1 (1.44×109 min–1), 1.67×106 m–1 (5.62×108 min–1) and 0.94×106 m–1 (3.41×108 
min–1) in Brussels, Louvain-la-Neuve and Mol, respectively. Kumar et al. (2013a) estimated 
an average RDD as 5.12×108 min–1, varying between 1.95×108 and 1.26×109 min–1. These 
estimates were the average of 45 different roadside sampling locations in a number of European 
cities. The RDD during cross-footpath winds at L4 falls within the range of those estimated by 
Int Panis et al. (2010) and Kumar et al. (2013a). However, during cross-road and along-road 
winds, the RDD estimations by Int Panis et al. (2010) and Kumar et al. (2013a) were found to 
be 1.47–4.12 and 1.22–3.42 times lower than those estimated here. This difference was 
expected due to the contribution of much larger fresh nucleation mode particles at L4 during 
these wind directions (Section 6.3.2.1) and these particles show greatest respiratory deposition 
compared with their larger counterparts (ICRP, 1994; Kumar et al., 2014b). 
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Figure 6.4: Deposition in human respiratory tract at front (L2), middle (L3) and back (L4) of the 
vegetation barrier, and with no vegetation (L1) using size-dependant DF for all the three wind directions. 
Please note that the calculation presented in this figure is for male subjects with light exercise. 
6.4 Summary and conclusions 
Particle number and size distributions in the 5–560 nm size range were measured using 
a fast-response instrument along a major road in Guildford (Surrey, UK). Measurements were 
made at four different sampling locations, pseudo-simultaneously, with the help of a 4-way 
solenoid switching system that was attached to the DMS50 to cover the sampling locations 
before, middle and after the vegetation barrier, and also at a sampling point with clear opening 
(i.e., no vegetation). Data were categorised into three wind conditions (i.e., cross-road, cross-
footpath and along-road winds) for assessing the effects of vegetation on the PNCs in various 
size ranges and respiratory deposited doses. 
During all the studied wind directions, the PNDs displayed two dominating peaks at 
5.6, 10 nm, and a varying peak in the 55–75 nm range. Comparison of the PNCs measured 
along the roadside at the sampling locations with (L2) and without (L1) the vegetation barrier 
during cross-road winds show accumulation of PNCs at L2 due to the obstruction in free 
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movement of particles by the vegetation barrier. Consequently, the PNCs at L2 were found to 
be ~11% higher than those at L1. Such differences were insignificant during the cross-footpath 
and along-road winds. Results also suggest that the presence of vegetation barrier reduced 
concentrations of nanoparticles during the cross-road winds – this reduction was found to be 
14 and 37% in middle (L3) and after (L4) the vegetation barrier from the sampling location that 
was before the vegetation (L2). During the cross-footpath and along-road winds, the PNCs were 
also found to decrease notably at L3 and L4 compared with L2. However, this decrease is not 
attributable to the vegetation barrier, but to the advection of emissions away from the sampling 
location as well as their sweeping along the road during the cross-footpath and along-road 
winds, respectively. 
The differences between the RDD values at L2 and L4 were highest during the cross-
footpath winds (80%), followed by along-road (58%) and cross-road (36%) winds. The lowest 
RDD values were estimated for L4 (2.67×10
8 min–1) during the cross-footpath winds, indicating 
a preferable wind direction for footpath users from the exposure point of view. These lower 
RDD were because of the favourable wind direction that resisted the free movement of fresh 
nucleation mode particles to the L4, but not due to the vegetation barrier. The reduction in the 
RDD due to the presence of the vegetation barrier can only be seen during cross-road winds. 
The RDD were found to be reduced by ~36% at footpath sampling location after vegetation 
(L4; 2.11×10
9 min–1) to those before the vegetation (L2; 3.31×10
9 min–1). The RDD has 
provided the influence of vegetation barrier on the health effect of pedestrians exposed to 
PNDs. These findings clearly suggest the mitigation potential of vegetation barriers in limiting 
the nanoparticle exposure to the near-road footpath dwellers. 
There are some explainable limitations of the work shown in this chapter, related to 
vegetation barrier influence on nanoparticles and related pedestrians’ exposure. For example, 
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health and security issues as well as practical constraints, such as the access to power supply 
at the site which only allowed us to make intermittent measurements during the daytime. Whilst 
results of the current measurements provide total reduction in PNCs due to the presence of the 
vegetation barrier, the design of the study limits the ability to provide definitive conclusions 
on the proportion of the nanoparticles removed by the vegetation and dilution during the 
transport of emissions through the barrier. Nevertheless, use of an unconventional experimental 
setup in the present study provided profound insight into the mitigation potential and dispersion 
behaviour of nanoparticles in the presence of a vegetation barrier.  
The findings could assist urban planners to design appropriate mitigation measures 
for such nanoparticle-rich environments, and the modelling community to facilitate the 
validation of theoretical models against the current measured data. The vegetation barrier has 
positive impact of PNCs and could be implemented in different geographical and 
meteorological conditions for abating high levels of PNCs. In Kuwait, perennial vegetation 
barriers with high foliage density (e.g., conocarpus, ziziphus and acacia) already exists parallel 
to the roads for reducing traffic pollution, as well as enhancing the aesthetic view of the roads. 
These plants required less water and can survive in hot and arid climates (Le Houérou, 2009). 
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Chapter 7  
SUMMARY, CONCLUSIONS AND FUTURE WORK 
This final chapter briefly recalls the objectives of the current research. It also summarises the 
work completed in the preceding chapters, demonstrates the key findings, and outlines the 
future work needed in this area. 
 
7.1 Objectives 
The overall aim of this research is to understand the behaviour and sources of airborne 
nanoparticles in hot and arid environmental conditions, to develop a statistical prediction model 
for nanoparticles that uses the routinely-monitored air pollutants and meteorological variables 
as covariates, and to investigate the mitigation measures (i.e., vegetation barriers) in order to 
limit the dispersion of on-road nanoparticles to the neighbouring residential areas. The detailed 
objectives are listed below: 
 To assess the behaviour of airborne nanoparticles (in term of PNDs and the associated 
PNCs) during summertime in a Middle Eastern city − Kuwait (Chapter 3). 
 To identify the sources and their contributions to the total apportioned PNCs in Kuwait 
using source apportionment technique − PMF (Chapter 4). 
 To predict airborne nanoparticles in three size ranges using AI − a simple feed-forward 
ANN (Chapter 5). 
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 To investigate the influence of roadside vegetation barrier on airborne nanoparticles and 
pedestrians’ exposure under varying wind conditions (Chapter 6). 
To achieve the above objectives, the measurement campaign was conducted in two 
phases. Phase-1 was conducted in Guildford, UK, to cover objective 4. Phase-2 was conducted 
in Fahaheel, Kuwait, to cover objective 1–3. 
7.2 Summary 
7.2.1 Assessment of airborne nanoparticles during summertime in Kuwait 
Fast-response measurements of size-resolved particles in the 5−1000 nm size range 
were made close to a busy roadside, continuously for 31 days, in Kuwait, using DMS500, 
representing a unique data from a Middle Eastern city. The aims were to understand their 
dispersion characteristics during summertime and dust events, and association with trace 
pollutants (NOx, O3, CO, SO2 and PM10) and meteorological parameters. The results from this 
assessment have the potential to be used as reference data for future investigations in similar 
locations, and also used for comparative analysis in different geographical sites with prevalent 
meteorology. These trace pollutants and meteorological variables were obtained from a nearby 
KEPA monitoring station. PNCs were found up to ∼19-times higher (5.98×105 cm−3) than the 
mean values typically found in European roadside environments. Size distributions exhibited 
over 90% of PNCs in the ultrafine size range and a negligible fraction over 300 nm. Peak PNDs 
appeared at ∼12 nm, showing an unusually large peak in nucleation mode. Diurnal variations 
of PNCs coincided with cyclic variations of CO, NOx, and traffic volume during morning and 
evening rush hours. Despite high traffic volume, PNC peaks were missing during noon hours 
due to high ambient temperature (∼48 °C) that showed an inverse relationship with the PNCs. 
PCA revealed three probable sources in the area – local road traffic, fugitive dust, and 
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refineries. Dust events, categorised by PM10 with over 1000 μg m−3, decreased PNCs by ∼25% 
and increased their GMDs by ∼66% compared with non-dust periods. 
7.2.2 Source apportionment of airborne nanoparticles in Kuwait 
Airborne nanoparticles have been studied worldwide, but little is known about their 
sources in the Middle East region, where hot, arid and dusty meteorological conditions 
generally prevail. Sources and their contributions were identified using a comprehensive source 
apportionment technique, namely PMF, which was applied to the PND data. The simultaneous 
measurements of gaseous pollutants (O3, NO, NOx, SO2 and CO), PM10, wind speed, and 
direction were used to aid the interpretation of the PMF results through CPF plots and bivariate 
correlations. Six major sources of PNCs were identified, contributing 46% (fresh traffic 
emissions), 27% (aged traffic emissions), 9% (industrial emissions), 9% (regional 
background), 6% (miscellaneous sources) and 3% (Arabian dust transport) of the total 
apportioned PNCs. The sources of nanoparticles and their PND profiles identified could serve 
as reference data to design more detailed field studies in the future and to treat these sources in 
dispersion modelling and health impact assessment studies. Although the applied source 
apportionment model was receptor-based, and has successfully identified the most probable 
PNCs sources, the results could be used by policy makers for setting-up future mitigation 
strategies at identified sources. 
7.2.3 Prediction of airborne nanoparticles using artificial intelligence 
Accurate prediction of nanoparticles is necessary to provide adequate mitigation 
strategies for air quality management. On the contrary to PM10, SO2, O3, NOx and CO, 
nanoparticles are not routinely-monitored by environmental agencies as they are not regulated 
yet, and their measuring devices are sophisticalted and expensive. Therefore, PNCs are 
statistically estimated based on the continuously available readings of pollutants and 
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meteorological variables. In this study, a commonly-used prognostic supervised machine 
learning technique, namely feed-forward ANN, trained with a back-propagation algorithm, is 
used to create, train and simulate the ANN in order to predict PNCs in three size ranges (N5–30, 
N30–100 and N100–300 nm). Seven scenarios were considered using different combinations of the 
routinely-measured meteorological (wind speed and temperature) and pollutant (PM10, SO2, 
O3, NOx and CO) as input (covariate) variables, collected at 5 minute time resolutions.  
In Scenario-1, all covariates were included. In Scenario-2, meteorological variables 
were excluded in order to assess the influence of the meteorological variable in prediction 
ability. Scenarios 3–7 investigate the sensitivity of the prediction by removing one pollutant at 
a time. A total of 525 (75 simulations for each of the seven scenarios); each with different 
number of hidden layers (i.e., 1–3 hidden layers) and neurons (i.e., 2–20 hidden neurons per 
layer with an incremental factor of 1 neuron, and 25–50 hidden neurons per layer with an 
incremental factor of 5 neurons in each simulation) were evaluated in order to achieve the 
optimum correspondence between the observed and predicted PNCs. Among the seven 
scenarios, the best prediction ability was provided in Model-1 when all covariate variables were 
used, according to R2 = 0.64, 0.79 and 0.71, d = 0.89, 0.94 and 0.91 and NRMSE = 5.60, 3.70 
and 6.89% for N5–30, N30–100 and N100–300, respectively, reflecting the inherent ability of ANN 
to provide better results when using a higher number of input variables. On the other hand, the 
prediction performance was the lowest in Model-2 when meteorological variables were not 
incorporated as covariates, according to R2 = 0.58, 0.72 and 0.62, d = 0.86, 0.92 and 0.88 and 
NRMSE = 6.11, 4.19 and 7.90% for N5–30, N30–100 and N100–300, respectively, reflecting the 
importance of meteorological variables in enhancing the prediction ability. The best 
simulations (i.e., Models 3-7) that provided the best prediction ability for each of scenarios 3–
7 provided nearly similar results to Model-1, allowing them to predict N5–30, N30–100 and N100–
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300 in case of one covariate (i.e., PM10, SO2, O3, NOx and CO) is missing. Predictions of high 
PNCs that exceeded the 75th percentile revealed reasonable prediction ability for N30–100 (R
2 = 
0.77–0.82) at these events, and a marginal decrease in the prediction ability for N5–30 (R2 = 
0.37–0.52) and N100–300 (R2 = 0.44–0.50). The results indicated that ANN succeeded in 
predicting PNCs, which are within a factor of 2 from the observed values, and provided 
adequate solutions to PNCs’ prognostic demands. However, the ANN model results are site- 
specific, but indeed has wider worldwide applicability if adequately trained based on routinely-
monitored environmental data. 
7.2.4 Mitigation of airborne nanoparticles by roadside vegetation barrier 
Roadside vegetation barriers are used in many urban areas to restrict air and noise 
pollution from reaching roadside pedestrians, but their effectiveness in limiting the movement 
of nanoparticles is not yet fully known. This study investigates the influence of a roadside 
vegetation barrier on PNDs and PNCs, and associated exposure under different wind directions. 
Size-resolved particles in the 5–560 nm size range were measured along a busy roadside in 
Guildford (Surrey, UK) using a fast-response DMS50. A custom-built solenoid switching 
system, together with the DMS50, was used to make sequential measurements at the front (L2), 
middle (L3) and back (L4) of the vegetation barrier; L1 was in parallel to L2 at a vegetation-free 
location. Measured data were divided into the three predominant wind directions: cross-road 
(NW–SW), cross-footpath (NE–SE) and along-road (NW–NE). The consistency in the shape 
of PNDs and the corresponding GMDs at the three sites (L2, L3 and L4) indicate an identical 
removal effect of vegetation barriers for all sizes of particles. Comparison of the PNCs at two 
parallel locations (with and without the vegetation barrier) showed ~11% higher PNCs 
(1.99±1.77 ×105 cm–3) at L2 than those at L1 during cross-road winds, showing the impeding 
effect of the vegetation barrier. Such differences were insignificant under the remaining wind 
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directions. Cross-road winds indicate the effect of vegetation barriers; the PNCs were 
decreased by 14 and 37% at L3 and L4, respectively, compared with L2. During cross-footpath 
winds, particles were carried away by the wind from the sampling location due to the advection 
of emissions away from the sampling location. Significant decreases in PNCs were 
consequently seen during cross-footpath winds at L3 (1.80±1.01 ×10
4 cm–3) and L4 (1.49±0.91 
×104 cm–3) compared with L2 (6.26±3.31 ×10
4 cm–3). Similarly, decreases in PNCs were seen 
during along-road winds at L3 (6.10±4.55 ×10
4 cm–3) and L4 (8.89±4.24 ×10
4 cm–3) compared 
with L2 (1.95±0.60 ×10
5 cm–3) due to the sweep of emissions along the road. RDD at L4 were 
found to be the lowest during all wind directions compared with the L1–L3. The vegetation 
barrier efficiently reduced the RDD by ~36% during cross-road winds. Results show the 
mitigation potential of vegetation barriers in limiting near-road nanoparticles exposure, and the 
measured data can facilitate performance evaluation of theoretical models. 
7.3 Key findings 
This thesis presents a comprehensive dataset on nanoparticles in the 5−1000 nm size 
range in the context of summertime meteorological conditions in a Middle Eastern city − 
Kuwait. From the results shown in Chapters 3−5, the following key conclusions are drawn: 
 Average PNC over the entire sampling duration was found to be 9.6±6.0 ×104 cm−3 with a 
maximum value of 5.98×105 cm−3, equating to about 3 and 19 times higher than the mean 
values typically found in European roadside environments (Kumar et al., 2014b), 
respectively. However, the normaised PNCs (i.e., traffic volume and distance from the road 
corrections) were slightly higher than those reported in Japan (Fujitani et al., 2012) and 
lower than those found in Italy (Buonanno et al., 2009). 
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 Irrespective of the time and day, the PNDs displayed a dominant peak at ~12 nm. Also, the 
size distribution of total PNCs was similar those reported by roadside studies elsewhere 
(Bae et al., 2010; Wehner and Wiedensohler, 2003), with fraction of ∼76%, 17%, 7% and 
<1% for N5−30, N30−100, N100−300 and N300−1000, respectively. 
 Diurnal variations of PNCs showed peaks during morning and evening traffic rush hours, 
in concordance with previously reported trends (Agus et al., 2007; Kim et al., 2002), where 
noon hours exhibited different behaviour due to high temperature (∼48 °C) causing partial 
evaporation that enhanced the coagulation. 
  As a preliminary analysis, PCA was applied to reveal the probable sources in the area. The 
most probable three sources in the study area were local road traffic, fugitive dust events, 
and neighbouring industrial emissions. 
 Natural major-dust events that were frequent in summer season (∼5.7% of the total 
measurement period) suppressed PNCs by 25% due to coagulation, resulting in an increase 
in GMD by 66%. 
  In addition to PCA, a comprehensive source apportionment technique (PMF) was applied 
to the entire PND data in order to identify the sources and their respective contribution to 
the total PNCs. Six major sources of PNCs were fresh traffic emissions, aged traffic 
emissions, industrial emissions, regional background, miscellaneous sources, and Arabian 
dust transport, contributing 46%, 27%, 9%, 9%, 6% and 3% of total PNCs. 
 The best prediction ability of ANN was observed in Model-1 where all covariates were 
used, with R2 = 0.64, 0.79 and 0.71 for N5–30, N30–100 and N100–300, respectively, whereas the 
least prediction ability was noticed in Model-2 where meteorological variables were not 
 165 
 
included as covariates, with R2 = 0.58, 0.72 and 0.62 for N5–30, N30–100 and N100–300, 
respectively. The ANN model results indicate that PNCs is dependent on meteorological 
data and its importance is obvious in the comparison between models 1 and 2. 
 Predictions of high PNCs (i.e., 75th percentile) revealed reasonable model performances for 
N30–100 (R
2 = 0.77–0.82), whereas a marginal decrease was noticed for N5–30 (R2 = 0.37–
0.52) and N100–300 (R
2 = 0.44–0.50) at these events. 
 The deviations between the observed and predicted PNCs were not substantial as the 
predicted PNCs were within a factor of two of the observed PNCs, providing adequate 
predictions of PNCs, which could be used worldwide if proberly trained. 
This thesis also evaluates the influence of vegetation barriers on traffic-spewed 
nanoparticles in the 5−560 nm size range, intermittently collected at roadside location in 
Guildford, UK.  From the results shown in Chapter 6, the following key conclusions are drawn: 
 The total PNCs were 11% higher at L2 during cross-road winds compared with those at L1, 
due to the obstruction caused by the presence of vegetation barrier at L2, impeding particle 
movement, whereas the difference was insignificant (0.25–1.50%) during cross-footpath 
and along-road winds. 
 The vegetation barrier effect was conspicuous during cross-road winds, resulting in 14 and 
37% reductions at L3 (within the vegetation barrier) and L4 (after the vegetation barrier), 
respectively, compared with L2 (before the vegetation barrier). 
 As a result of the presence of the vegetation barrier, RDD was reduced by 36% during 
cross-road winds based on the size-dependant DF approach. 
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7.4 Future work 
This area of research maintains a good scope for future work to understand dispersion 
behaviour, sources, prediction capability and mitigation of ANN for airborne nanoparticles. 
Therefore, below are some recommendations for future work: 
7.4.1 Assessment of airborne nanoparticles during summertime in Kuwait 
 This work presented a largely unstudied topic to understand the dispersion behaviour of 
nanoparticles in hot, dry, and dusty meteorological conditions. Result show the current state 
of PNC levels for typical roadside environments in the Middle East, which could assist in 
planning detailed monitoring and exposure mitigation strategies. More long-term studies, 
covering different seasons and sampling points, are however needed to better represent the 
temporal variation of PNCs and associated exposure in the Middle East region. 
 The current study design could be extended to cover spatial variation (horizontally and 
vertically) by using switching system for pseudo-simultaneous measurements which could 
assist in understanding the dispersion phenomenon of PNCs, as well as exploring the time 
scale analysis of the PNCs transformation processes. 
 Time scale analysis of the transformation processes of PNCs are required in order to 
distinguish and demark their influences in the loss and gain of different sizes of PNCs. 
 Investigations involving NPF events and the corresponding cloud condensation nuclei 
formation are encouraged for understanding the competing influences of ambient 
temperature and photochemical-led nucleation on the levels of PNCs. 
7.4.2 Source apportionment of airborne nanoparticles in Kuwait 
 Detailed source apportionment studies, consisting of more input variables (e.g., metals, 
water-soluble ions, elemental carbon, and organic carbon), are also warranted to understand 
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physicochemical properties and to elucidate further the specific source characteristics and 
their emission strengths, so that efficient measures for emission control can be 
premeditated. Increasing the number of input variables can identify more probable sources 
for accurate source apportionment. Nevertheless, the findings of this work make 
contributions to the understanding of potential sources of nanoparticles in the area and their 
probable contribution to PNCs. Furthermore, PND profiles associated with individual 
sources present important reference data for future studies in the Middle East region. 
7.4.3 Prediction of airborne nanoparticles using artificial intelligence 
 Further studies involving different configurations of ANN, i.e., different input-output 
scenarios, training algorithms (e.g., Bayesian Regularisation backpropagation, Resilient 
backpropagation, or BFGS quasi-Newton backpropagation; rather than the Levenberg-
Marquardt backpropagation that was applied in the present study) and transfer functions 
(e.g., Log-sigmoid transfer function; rather than the hyperbolic tangent sigmoid transfer 
function that was applied in the present study) are recommended in order to obtain better 
prediction ability with minimum number of covariates. Nevertheless, adequate solutions to 
PNCs’ prognostic demands were provided, with the use of multi-layer feed-forward ANN 
for pattern recognition. 
 Studying ANN models at different temporal resolution (e.g., half-hourly, hourly, daily) at 
which predictions are made, as well as evaluating different training periods (e.g., wider 
period; rather than the one month study period in the present study), are recommended in 
attempt to enhance the prediction performance. It is also recommended to train ANN to fit 
a time series data set, with the purpose of creating a model that predicts time series. 
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 Validation of the proposed models with long-term measurements, which can cover new 
particles formation events and precipitation periods, and different locations that take into 
account different environments (e.g., traffic intersections, street canyons and urban 
background) is necessary in order to generalise these models. 
 It is also recommended to evaluate ANN model performance to predict high episodic PNCs 
(i.e., extreme PNCs that exceed the standard values). However, such an accurate evaluation 
is not applicable at this stage as no ambient PNC standards have been imposed yet. 
Nevertheless, the findings of this work revealed that ANN can provide adequate predictive 
solutions of PNCs from routinely-monitored pollutants and meteorological variables. 
7.4.4 Mitigation of airborne nanoparticles by roadside vegetation barrier 
 Whilst results of the current measurements provide total reduction in PNCs due to the 
presence of the vegetation barrier, the design of the study limits the ability to provide 
definitive conclusions on the proportion of the nanoparticles removed by the vegetation 
and dilution during the transport of emissions through the barrier. Nevertheless, use of an 
unconventional experimental setup in the current study provided profound insight into the 
mitigation potential and dispersion behaviour of nanoparticles in the presence of a 
vegetation barrier. More studies involving different experimental setups (in terms of 
different locations of sampling points and different vegetation types) are proposed in order 
to provide more definitive conclusions on particle mitigation potential of a range of 
vegetation barriers. For example, the use of different arrangements of sampling points 
could distinguish between the effect of a vegetation barrier in the removal of particles and 
normal dispersion (dilution). 
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 More studies involving long-term measurements during the different seasons and 
meteorological conditions are encouraged in order to understand the seasonal behaviour of 
the vegetation removal efficiency. However, findings could assist urban planners to design 
appropriate mitigation measures for such nanoparticle-rich environments, and the 
modelling community to facilitate the validation of theoretical models against the current 
measured data.  
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Appendix A: Assessment of nanoparticles during 
summertime 
 
 
 
 
Figure A1: Scree plot confirming the choice of three components. 
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Figure A2: PNDs during major-, minor- and non-dust events over the entire period. 
 
 
 
Figure A3: Typical PNCs and GMD, together with PM10, measured at Kuwait during a major dust event 
on June 9, 2013. Proportion of PNCs in various size ranges are presented by the pie chart. Note that A, 
C, F represent pre-evolution, evolution and post-evolution stages of the dust event. 
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Appendix B: Source apportionment of nanoparticles using 
positive matrix factorisation 
 
 
Figure B1: Directionality of factor contribution using CPF plots at 75th percentile level for the non-dusty 
period, considering both local wind direction and speed (left vertical panels). The colours in CPF plots 
represent the probability of factor contribution with respect to wind direction and speed. Figures in the 
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right vertical panels represent the diurnal variation of the normalised factor contribution for the non-
dusty period. 
 
 
 
Figure B2: Sources contribution (%) to the total PNC data in the urban area of Fahaheel, Kuwait, for 
the non-dusty period. 
 
Table B1: Hourly Pearson product-moment correlations, along with the significance level (p-value), 
between each factor contribution and measured pollutants (PM10, O3, NOx, SO2 and CO) for the non-
dusty period. 
 Factor 1 Factor 2 Factor 3 Factor 4 Factor 5 Factor 6 
PM10 0.03 0.11a –0.05a –0.07a –0.11a 0.09a 
O3 –0.20a –0.08a –0.15a –0.39a –0.48a 0.09a 
NOx 0.08 0.09 0.33a 0.32a 0.53a 0.13a 
SO2 –0.19a –0.06a 0.50a –0.02 0.06a 0.24a 
CO –0.01 0.09 0.29a 0.15a 0.31a 0.13a 
a Correlation is significant at the 0.01 level. 
  
 214 
 
Appendix C: Prediction of nanoparticles using a feed-
forward artificial neural network 
Table C1: Simulation results for optimization of the ANN for Model-1, including the performance statistics 
of the modelling and independent testing data. Best architecture of ANN model is highlighted in bold font. 
Neurons Layers Modelling 
dataset 
Testing dataset 
N5-30 N30-100 N100-300 
R2 RMSE 
(×104 # 
cm–3) 
d R2 RMSE 
(×104 # 
cm–3) 
d R2 RMSE 
(×103 # 
cm–3) 
d R2 
2 1 0.42 4.33 0.68 0.35 1.19 0.29 0.10 1.60 0.75 0.44 
 2 0.42 4.22 0.71 0.38 1.09 0.57 0.24 1.91 0.49 0.20 
 3 0.35 4.45 0.60 0.33 1.21 0.21 0.10 2.01 0.29 0.14 
3 1 0.44 4.17 0.72 0.40 1.14 0.43 0.17 1.62 0.74 0.42 
 2 0.40 4.28 0.68 0.36 1.19 0.28 0.10 1.64 0.72 0.41 
 3 0.45 4.22 0.71 0.38 1.07 0.62 0.27 1.63 0.74 0.41 
4 1 0.46 4.06 0.75 0.43 1.12 0.49 0.20 1.55 0.78 0.47 
 2 0.52 4.00 0.77 0.44 1.03 0.66 0.32 1.57 0.77 0.46 
 3 0.52 3.99 0.77 0.45 1.01 0.70 0.35 1.57 0.77 0.46 
5 1 0.48 4.13 0.73 0.41 1.05 0.62 0.29 1.51 0.80 0.50 
 2 0.52 3.98 0.78 0.45 1.06 0.67 0.30 1.59 0.77 0.45 
 3 0.52 4.09 0.76 0.42 0.99 0.66 0.38 1.64 0.73 0.41 
6 1 0.50 3.96 0.77 0.45 1.03 0.62 0.33 1.48 0.81 0.52 
 2 0.56 3.99 0.78 0.45 1.04 0.66 0.31 1.46 0.83 0.54 
 3 0.61 3.87 0.80 0.48 0.67 0.91 0.71 1.52 0.79 0.49 
7 1 0.55 3.90 0.79 0.47 1.03 0.67 0.32 1.53 0.79 0.49 
 2 0.52 3.81 0.80 0.50 1.00 0.70 0.36 1.49 0.81 0.51 
 3 0.59 3.81 0.81 0.50 0.93 0.78 0.45 1.42 0.83 0.56 
8 1 0.52 3.96 0.77 0.45 1.05 0.62 0.29 1.50 0.80 0.50 
 2 0.59 3.55 0.84 0.56 0.96 0.73 0.41 1.41 0.84 0.56 
 3 0.71 3.87 0.83 0.51 0.70 0.91 0.70 1.50 0.83 0.51 
9 1 0.50 3.96 0.77 0.45 1.04 0.66 0.32 1.51 0.79 0.50 
 2 0.61 3.76 0.82 0.51 0.97 0.72 0.40 1.38 0.85 0.58 
 3 0.69 3.56 0.84 0.56 0.67 0.91 0.71 1.37 0.85 0.59 
10 1 0.49 4.01 0.77 0.44 1.06 0.66 0.29 1.58 0.79 0.46 
 2 0.61 3.61 0.83 0.55 0.94 0.77 0.44 1.40 0.84 0.57 
 3 0.67 3.54 0.84 0.57 0.70 0.91 0.69 1.38 0.86 0.59 
11 1 0.55 3.76 0.81 0.51 1.00 0.69 0.36 1.46 0.82 0.53 
 2 0.62 3.50 0.85 0.58 0.93 0.78 0.45 1.35 0.86 0.60 
 3 0.62 3.74 0.82 0.52 0.85 0.82 0.53 1.37 0.85 0.59 
12 1 0.55 3.77 0.81 0.51 1.00 0.69 0.36 1.50 0.81 0.51 
 2 0.67 3.58 0.85 0.56 0.91 0.81 0.48 1.36 0.86 0.59 
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Table C1: Simulation results for optimization of the ANN for Model-1, including the performance statistics 
of the modelling and independent testing data. Best architecture of ANN model is highlighted in bold font. 
Neurons Layers Modelling 
dataset 
Testing dataset 
N5-30 N30-100 N100-300 
R2 RMSE 
(×104 # 
cm–3) 
d R2 RMSE 
(×104 # 
cm–3) 
d R2 RMSE 
(×103 # 
cm–3) 
d R2 
 3 0.69 3.58 0.85 0.56 0.83 0.84 0.56 1.33 0.87 0.61 
13 1 0.55 3.74 0.81 0.51 0.99 0.71 0.37 1.43 0.83 0.55 
 2 0.62 3.79 0.82 0.51 0.91 0.79 0.48 1.42 0.84 0.56 
 3 0.69 3.80 0.82 0.51 0.75 0.88 0.64 1.36 0.86 0.60 
14 1 0.58 3.60 0.83 0.55 0.98 0.70 0.40 1.43 0.84 0.55 
 2 0.67 3.95 0.81 0.48 0.84 0.87 0.59 1.36 0.86 0.59 
 3 0.74 3.66 0.85 0.56 0.68 0.91 0.71 1.26 0.89 0.65 
15 1 0.59 3.85 0.82 0.50 0.98 0.70 0.38 1.41 0.85 0.57 
 2 0.67 3.62 0.84 0.55 0.84 0.83 0.55 1.33 0.87 0.61 
 3 0.74 3.41 0.86 0.60 0.76 0.90 0.66 1.26 0.88 0.65 
16 1 0.59 3.84 0.81 0.49 1.00 0.69 0.37 1.43 0.84 0.56 
 2 0.71 3.85 0.84 0.53 0.88 0.80 0.50 1.39 0.86 0.58 
 3 0.77 3.64 0.85 0.56 0.65 0.92 0.73 1.39 0.86 0.59 
17 1 0.53 3.86 0.78 0.48 0.99 0.70 0.38 1.43 0.84 0.55 
 2 0.66 3.52 0.85 0.57 0.83 0.83 0.55 1.27 0.88 0.65 
 3 0.66 3.70 0.83 0.53 0.85 0.83 0.54 1.31 0.87 0.63 
18 1 0.59 3.71 0.82 0.52 0.97 0.73 0.40 1.43 0.84 0.56 
 2 0.71 3.41 0.86 0.60 0.72 0.89 0.67 1.29 0.88 0.64 
 3 0.62 3.58 0.84 0.59 0.85 0.83 0.54 1.30 0.88 0.63 
19 1 0.56 3.79 0.81 0.50 0.94 0.76 0.44 1.39 0.85 0.58 
 2 0.71 3.43 0.86 0.59 0.62 0.93 0.76 1.29 0.88 0.64 
 3 0.79 3.45 0.87 0.60 0.62 0.92 0.75 1.26 0.89 0.66 
20 1 0.64 3.74 0.83 0.53 0.93 0.75 0.45 1.36 0.86 0.60 
 2 0.69 3.50 0.86 0.58 0.81 0.85 0.58 1.30 0.87 0.63 
 3 0.76 3.72 0.84 0.54 0.67 0.91 0.71 1.26 0.89 0.65 
25 1 0.61 3.60 0.84 0.55 0.96 0.74 0.41 1.37 0.86 0.60 
 2 0.71 3.69 0.84 0.54 0.80 0.85 0.59 1.24 0.89 0.66 
 3 0.77 3.55 0.86 0.58 0.62 0.93 0.76 1.25 0.89 0.66 
30 1 0.61 3.73 0.82 0.52 0.92 0.77 0.46 1.32 0.87 0.62 
 2 0.76 3.48 0.86 0.59 0.79 0.90 0.66 1.18 0.91 0.70 
 3 0.76 3.39 0.87 0.61 0.64 0.92 0.74 1.21 0.90 0.68 
35 1 0.64 3.60 0.83 0.55 0.90 0.79 0.48 1.35 0.87 0.61 
 2 0.79 4.17 0.81 0.46 0.64 0.93 0.75 1.21 0.90 0.68 
 3 0.76 3.41 0.87 0.61 0.65 0.92 0.73 1.23 0.90 0.68 
40 1 0.66 3.53 0.85 0.57 0.89 0.80 0.50 1.30 0.89 0.64 
 2 0.77 3.60 0.86 0.58 0.75 0.87 0.64 1.22 0.90 0.68 
 3 0.79 3.51 0.86 0.58 0.69 0.91 0.71 1.20 0.90 0.69 
45 1 0.64 3.74 0.83 0.52 0.91 0.79 0.48 1.41 0.87 0.59 
 2 0.81 3.60 0.85 0.56 0.66 0.91 0.72 1.18 0.91 0.70 
 3 0.81 3.19 0.89 0.64 0.56 0.94 0.79 1.15 0.91 0.71 
50 1 0.67 3.54 0.85 0.57 0.88 0.81 0.51 1.25 0.89 0.66 
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Table C1: Simulation results for optimization of the ANN for Model-1, including the performance statistics 
of the modelling and independent testing data. Best architecture of ANN model is highlighted in bold font. 
Neurons Layers Modelling 
dataset 
Testing dataset 
N5-30 N30-100 N100-300 
R2 RMSE 
(×104 # 
cm–3) 
d R2 RMSE 
(×104 # 
cm–3) 
d R2 RMSE 
(×103 # 
cm–3) 
d R2 
 2 0.74 3.48 0.86 0.59 0.82 0.84 0.57 1.26 0.89 0.66 
 3 0.79 3.51 0.86 0.58 0.67 0.93 0.74 1.17 0.91 0.71 
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Table C2: Simulation results for optimization of the ANN for Model-2, including the performance statistics 
of the modelling and independent testing data. Best architecture of ANN model is highlighted in bold font.   
Neurons Layers Modelling 
dataset 
Testing dataset 
N5-30 N30-100 N100-300 
R2 RMSE 
(×104 # 
cm–3) 
d R2 RMSE 
(×104 # 
cm–3) 
d R2 RMSE 
(×103 # 
cm–3) 
d R2 
2 1 0.41 4.32 0.68 0.35 1.21 0.22 0.10 1.65 0.72 0.40 
 2 0.35 4.51 0.60 0.30 1.19 0.35 0.10 2.00 0.32 0.13 
 3 0.36 4.39 0.66 0.33 1.21 0.22 0.10 1.96 0.41 0.16 
3 1 0.44 4.22 0.71 0.38 1.11 0.50 0.21 1.65 0.72 0.40 
 2 0.44 4.29 0.69 0.36 1.12 0.49 0.20 1.67 0.71 0.39 
 3 0.44 4.29 0.70 0.36 1.19 0.31 0.10 1.65 0.73 0.40 
4 1 0.45 4.24 0.71 0.38 1.09 0.56 0.24 1.65 0.73 0.41 
 2 0.46 4.14 0.73 0.41 1.08 0.55 0.26 1.55 0.78 0.47 
 3 0.50 3.92 0.78 0.47 1.05 0.64 0.29 1.55 0.78 0.47 
5 1 0.46 4.12 0.74 0.41 1.10 0.53 0.23 1.61 0.74 0.43 
 2 0.52 4.01 0.76 0.44 1.03 0.65 0.32 1.61 0.75 0.43 
 3 0.53 4.03 0.77 0.44 1.05 0.68 0.31 1.59 0.76 0.45 
6 1 0.44 4.17 0.71 0.40 1.12 0.49 0.21 1.58 0.77 0.45 
 2 0.50 4.16 0.74 0.40 1.01 0.67 0.34 1.57 0.77 0.46 
 3 0.46 4.17 0.73 0.40 1.10 0.54 0.23 1.61 0.75 0.43 
7 1 0.46 4.21 0.72 0.38 1.03 0.64 0.32 1.53 0.78 0.49 
 2 0.52 3.90 0.79 0.47 1.02 0.64 0.33 1.51 0.80 0.50 
 3 0.53 3.96 0.77 0.46 1.01 0.69 0.35 1.55 0.77 0.47 
8 1 0.46 4.20 0.71 0.39 1.03 0.69 0.33 1.53 0.79 0.48 
 2 0.53 4.18 0.76 0.41 0.98 0.73 0.39 1.60 0.78 0.44 
 3 0.56 3.88 0.80 0.48 0.99 0.70 0.37 1.47 0.81 0.52 
9 1 0.49 4.03 0.76 0.44 1.03 0.64 0.32 1.59 0.77 0.45 
 2 0.50 4.03 0.76 0.44 1.04 0.63 0.31 1.49 0.81 0.51 
 3 0.58 3.85 0.79 0.49 1.00 0.74 0.37 1.42 0.84 0.56 
10 1 0.48 4.08 0.74 0.42 1.03 0.65 0.32 1.52 0.79 0.49 
 2 0.55 3.84 0.80 0.49 1.01 0.69 0.35 1.49 0.82 0.52 
 3 0.50 4.05 0.75 0.43 1.04 0.64 0.31 1.54 0.78 0.48 
11 1 0.48 4.10 0.74 0.42 1.06 0.62 0.28 1.53 0.80 0.49 
 2 0.52 3.89 0.78 0.47 1.02 0.65 0.33 1.47 0.82 0.53 
 3 0.64 4.06 0.80 0.46 0.78 0.87 0.61 1.44 0.84 0.55 
12 1 0.49 4.17 0.72 0.40 1.05 0.63 0.30 1.54 0.79 0.48 
 2 0.55 3.86 0.79 0.48 0.99 0.70 0.37 1.41 0.84 0.56 
 3 0.56 3.84 0.80 0.49 0.95 0.73 0.42 1.47 0.83 0.53 
13 1 0.48 4.16 0.72 0.40 1.04 0.65 0.31 1.57 0.78 0.46 
 2 0.58 3.89 0.79 0.48 1.01 0.70 0.35 1.40 0.85 0.57 
 3 0.58 3.95 0.80 0.47 1.02 0.68 0.34 1.41 0.84 0.56 
14 1 0.52 4.12 0.75 0.41 1.02 0.68 0.34 1.52 0.81 0.50 
 2 0.58 4.37 0.77 0.40 0.98 0.73 0.39 1.57 0.81 0.48 
 3 0.67 3.99 0.81 0.47 0.73 0.89 0.66 1.38 0.86 0.59 
15 1 0.48 4.11 0.74 0.41 1.05 0.62 0.30 1.55 0.79 0.48 
 2 0.58 3.86 0.80 0.49 0.96 0.72 0.41 1.40 0.85 0.57 
 218 
 
Table C2: Simulation results for optimization of the ANN for Model-2, including the performance statistics 
of the modelling and independent testing data. Best architecture of ANN model is highlighted in bold font.   
Neurons Layers Modelling 
dataset 
Testing dataset 
N5-30 N30-100 N100-300 
R2 RMSE 
(×104 # 
cm–3) 
d R2 RMSE 
(×104 # 
cm–3) 
d R2 RMSE 
(×103 # 
cm–3) 
d R2 
 3 0.67 4.20 0.80 0.45 0.98 0.73 0.39 1.48 0.84 0.54 
16 1 0.44 4.24 0.69 0.38 1.10 0.55 0.24 1.57 0.77 0.46 
 2 0.53 3.98 0.77 0.45 0.99 0.69 0.38 1.43 0.83 0.55 
 3 0.61 3.93 0.80 0.47 0.91 0.80 0.48 1.44 0.84 0.55 
17 1 0.53 3.98 0.76 0.45 1.04 0.66 0.31 1.46 0.82 0.53 
 2 0.58 3.76 0.81 0.51 0.98 0.72 0.38 1.40 0.85 0.57 
 3 0.69 3.87 0.83 0.51 0.80 0.87 0.60 1.39 0.85 0.58 
18 1 0.52 3.95 0.78 0.46 1.02 0.65 0.33 1.51 0.81 0.50 
 2 0.61 3.88 0.81 0.49 0.96 0.76 0.42 1.43 0.84 0.55 
 3 0.62 3.98 0.80 0.47 0.95 0.76 0.43 1.43 0.85 0.56 
19 1 0.53 4.19 0.74 0.39 1.02 0.70 0.35 1.45 0.83 0.54 
 2 0.53 4.04 0.76 0.44 1.04 0.69 0.32 1.44 0.83 0.54 
 3 0.58 4.02 0.78 0.44 0.96 0.75 0.41 1.44 0.84 0.55 
20 1 0.50 4.09 0.75 0.42 1.01 0.68 0.34 1.50 0.81 0.51 
 2 0.56 4.02 0.77 0.44 0.94 0.77 0.44 1.43 0.84 0.55 
 3 0.64 3.78 0.83 0.51 0.89 0.81 0.50 1.37 0.86 0.59 
25 1 0.55 3.94 0.78 0.46 1.01 0.69 0.35 1.43 0.84 0.55 
 2 0.64 3.99 0.80 0.46 0.91 0.80 0.48 1.38 0.86 0.59 
 3 0.74 3.46 0.86 0.58 0.64 0.92 0.72 1.32 0.88 0.62 
30 1 0.50 4.05 0.75 0.43 1.02 0.66 0.33 1.48 0.82 0.52 
 2 0.66 3.84 0.82 0.50 0.90 0.80 0.48 1.33 0.87 0.61 
 3 0.53 3.99 0.76 0.45 0.96 0.73 0.41 1.50 0.82 0.51 
35 1 0.52 4.10 0.76 0.42 1.06 0.72 0.33 1.50 0.82 0.51 
 2 0.62 4.11 0.77 0.42 0.92 0.76 0.46 1.38 0.85 0.58 
 3 0.59 3.91 0.79 0.47 0.91 0.77 0.47 1.36 0.87 0.60 
40 1 0.50 4.18 0.74 0.40 1.03 0.68 0.33 1.49 0.81 0.51 
 2 0.56 3.96 0.78 0.46 0.97 0.74 0.40 1.49 0.84 0.54 
 3 0.66 3.85 0.82 0.50 0.94 0.76 0.44 1.38 0.86 0.59 
45 1 0.46 4.13 0.73 0.41 1.13 0.68 0.28 1.48 0.82 0.52 
 2 0.64 3.94 0.80 0.47 0.90 0.79 0.48 1.42 0.86 0.57 
 3 0.72 3.92 0.83 0.50 0.87 0.83 0.53 1.29 0.89 0.65 
50 1 0.55 3.94 0.78 0.46 1.04 0.71 0.33 1.44 0.84 0.55 
 2 0.64 3.92 0.80 0.48 0.95 0.76 0.43 1.37 0.86 0.61 
 3 0.55 3.97 0.77 0.46 0.96 0.75 0.41 1.39 0.85 0.58 
  
 219 
 
Table C3: Simulation results for optimization of the ANN for Model-3, including the performance statistics 
of the modelling and independent testing data. Best architecture of ANN model is highlighted in bold font.   
Neurons 
 
Layers Modelling 
dataset 
Testing dataset 
N5-30 N30-100 N100-300 
R2 RMSE 
(×104 # 
cm–3) 
d R2 RMSE 
(×104 # 
cm–3) 
d R2 RMSE 
(×103 # 
cm–3) 
d R2 
2 1 0.41 4.30 0.68 0.35 1.18 0.31 0.10 1.63 0.73 0.42 
 2 0.41 4.21 0.71 0.38 1.20 0.26 0.10 1.65 0.71 0.40 
 3 0.40 4.13 0.72 0.41 1.22 0.16 0.05 1.95 0.40 0.17 
3 1 0.41 4.30 0.68 0.36 1.11 0.51 0.21 1.66 0.71 0.40 
 2 0.46 3.95 0.78 0.46 1.21 0.25 0.10 1.61 0.74 0.43 
 3 0.40 4.22 0.70 0.38 1.21 0.21 0.06 1.69 0.70 0.38 
4 1 0.44 4.23 0.70 0.38 1.10 0.55 0.23 1.60 0.74 0.45 
 2 0.49 4.05 0.75 0.43 1.03 0.66 0.32 1.62 0.74 0.43 
 3 0.48 4.09 0.73 0.42 1.03 0.65 0.32 1.70 0.69 0.37 
5 1 0.48 4.01 0.76 0.44 1.06 0.61 0.28 1.69 0.71 0.38 
 2 0.52 4.05 0.76 0.43 1.01 0.68 0.35 1.56 0.78 0.47 
 3 0.55 3.87 0.79 0.48 0.97 0.73 0.40 1.64 0.73 0.41 
6 1 0.48 4.03 0.76 0.44 1.06 0.59 0.28 1.51 0.80 0.50 
 2 0.56 3.81 0.80 0.50 1.08 0.74 0.35 1.56 0.78 0.47 
 3 0.58 3.80 0.81 0.50 0.97 0.72 0.40 1.56 0.78 0.47 
7 1 0.49 4.02 0.74 0.45 1.06 0.63 0.29 1.55 0.78 0.47 
 2 0.53 3.96 0.78 0.46 1.03 0.66 0.32 1.46 0.82 0.53 
 3 0.52 3.90 0.78 0.47 1.02 0.68 0.34 1.52 0.79 0.50 
8 1 0.53 3.89 0.79 0.48 1.03 0.64 0.32 1.52 0.79 0.50 
 2 0.58 3.72 0.81 0.52 0.99 0.71 0.37 1.49 0.81 0.52 
 3 0.66 3.77 0.83 0.52 0.86 0.82 0.53 1.44 0.83 0.55 
9 1 0.52 3.92 0.79 0.47 1.02 0.66 0.34 1.53 0.79 0.48 
 2 0.56 3.97 0.79 0.46 1.01 0.67 0.35 1.40 0.84 0.57 
 3 0.58 3.93 0.79 0.47 0.96 0.72 0.41 1.48 0.82 0.52 
10 1 0.55 3.88 0.79 0.48 1.05 0.61 0.29 1.44 0.83 0.55 
 2 0.53 3.84 0.80 0.49 1.00 0.69 0.36 1.45 0.83 0.54 
 3 0.62 3.63 0.83 0.54 0.87 0.79 0.52 1.41 0.84 0.56 
11 1 0.55 3.80 0.80 0.50 1.03 0.65 0.32 1.44 0.83 0.55 
 2 0.64 4.05 0.79 0.45 0.88 0.79 0.51 1.41 0.84 0.56 
 3 0.62 3.80 0.81 0.50 0.84 0.82 0.55 1.46 0.84 0.54 
12 1 0.52 3.98 0.77 0.45 1.03 0.65 0.33 1.54 0.78 0.49 
 2 0.64 3.75 0.83 0.52 0.94 0.75 0.44 1.36 0.86 0.59 
 3 0.55 3.71 0.81 0.52 0.95 0.73 0.43 1.45 0.83 0.54 
13 1 0.55 4.08 0.77 0.43 1.03 0.62 0.33 1.47 0.82 0.52 
 2 0.58 3.70 0.82 0.53 0.93 0.76 0.45 1.44 0.84 0.55 
 3 0.69 3.86 0.82 0.50 0.76 0.87 0.63 1.33 0.87 0.61 
14 1 0.52 3.95 0.77 0.46 1.03 0.64 0.32 1.46 0.82 0.53 
 2 0.62 3.62 0.83 0.55 0.88 0.80 0.51 1.32 0.87 0.62 
 3 0.66 3.75 0.82 0.51 0.78 0.85 0.61 1.31 0.87 0.63 
15 1 0.53 3.96 0.78 0.46 1.01 0.70 0.35 1.42 0.84 0.55 
 2 0.64 3.78 0.83 0.52 0.86 0.81 0.53 1.36 0.86 0.60 
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Table C3: Simulation results for optimization of the ANN for Model-3, including the performance statistics 
of the modelling and independent testing data. Best architecture of ANN model is highlighted in bold font.   
Neurons 
 
Layers Modelling 
dataset 
Testing dataset 
N5-30 N30-100 N100-300 
R2 RMSE 
(×104 # 
cm–3) 
d R2 RMSE 
(×104 # 
cm–3) 
d R2 RMSE 
(×103 # 
cm–3) 
d R2 
 3 0.69 3.83 0.83 0.51 0.94 0.75 0.43 1.34 0.87 0.61 
16 1 0.53 3.85 0.80 0.49 1.02 0.68 0.34 1.49 0.83 0.52 
 2 0.64 3.62 0.83 0.54 0.91 0.80 0.47 1.34 0.87 0.61 
 3 0.94 3.78 0.85 0.54 0.79 0.87 0.61 1.34 0.88 0.62 
17 1 0.49 4.01 0.76 0.44 1.08 0.57 0.25 1.51 0.79 0.50 
 2 0.61 3.79 0.82 0.51 0.92 0.76 0.46 1.35 0.87 0.60 
 3 0.62 3.79 0.81 0.50 0.88 0.80 0.50 1.35 0.86 0.60 
18 1 0.56 4.29 0.77 0.40 1.08 0.61 0.25 1.54 0.81 0.49 
 2 0.62 3.64 0.83 0.54 0.92 0.76 0.47 1.33 0.87 0.62 
 3 0.58 3.76 0.81 0.51 0.95 0.76 0.43 1.38 0.86 0.59 
19 1 0.56 3.77 0.82 0.51 0.97 0.73 0.39 1.42 0.84 0.56 
 2 0.66 3.59 0.84 0.56 0.90 0.78 0.48 1.30 0.88 0.63 
 3 0.67 3.56 0.84 0.56 0.85 0.82 0.54 1.29 0.88 0.64 
20 1 0.56 3.82 0.80 0.49 0.99 0.69 0.38 1.43 0.84 0.56 
 2 0.67 3.57 0.85 0.56 0.88 0.80 0.50 1.31 0.88 0.63 
 3 0.74 3.93 0.83 0.51 0.80 0.85 0.59 1.30 0.88 0.63 
25 1 0.53 3.87 0.79 0.48 1.00 0.68 0.37 1.39 0.85 0.58 
 2 0.62 3.67 0.83 0.53 0.90 0.78 0.48 1.28 0.88 0.64 
 3 0.66 3.62 0.84 0.55 0.86 0.81 0.53 1.27 0.89 0.65 
30 1 0.59 3.86 0.80 0.49 0.94 0.74 0.44 1.37 0.86 0.59 
 2 0.69 3.57 0.85 0.56 0.84 0.82 0.55 1.25 0.89 0.66 
 3 0.79 3.52 0.85 0.57 0.63 0.93 0.75 1.20 0.90 0.69 
35 1 0.62 3.84 0.82 0.50 1.00 0.78 0.41 1.33 0.87 0.61 
 2 0.59 3.70 0.82 0.53 0.92 0.77 0.46 1.30 0.88 0.63 
 3 0.74 3.74 0.84 0.54 0.77 0.88 0.63 1.22 0.90 0.68 
40 1 0.50 3.90 0.78 0.47 0.99 0.70 0.37 1.50 0.83 0.52 
 2 0.74 3.89 0.83 0.50 0.81 0.85 0.58 1.18 0.91 0.70 
 3 0.79 3.84 0.84 0.53 0.70 0.91 0.70 1.19 0.91 0.75 
45 1 0.64 3.75 0.83 0.52 0.91 0.78 0.47 1.32 0.87 0.62 
 2 0.72 4.07 0.81 0.47 0.83 0.86 0.57 1.21 0.90 0.68 
 3 0.81 3.16 0.89 0.64 0.61 0.93 0.76 1.15 0.92 0.72 
50 1 0.66 4.22 0.78 0.42 1.01 0.78 0.41 1.29 0.88 0.64 
 2 0.72 3.44 0.86 0.59 0.79 0.87 0.60 1.16 0.91 0.71 
 3 0.69 3.46 0.86 0.59 0.85 0.84 0.55 1.32 0.88 0.63 
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Table C4: Simulation results for optimization of the ANN for Model-4, including the performance statistics 
of the modelling and independent testing data. Best architecture of ANN model is highlighted in bold font.   
Neurons Layers Modelling 
dataset 
Testing dataset 
N5-30 N30-100 N100-300 
R2 RMSE 
(×104 # 
cm–3) 
d R2 RMSE 
(×104 # 
cm–3) 
d R2 RMSE 
(×103 # 
cm–3) 
d R2 
2 1 0.40 4.34 0.67 0.35 1.21 0.20 0.10 1.66 0.71 0.40 
 2 0.41 4.30 0.68 0.36 1.22 0.19 0.10 1.70 0.68 0.37 
 3 0.35 4.36 0.66 0.34 1.23 0.13 0.04 2.01 0.31 0.12 
3 1 0.44 4.26 0.69 0.37 1.10 0.59 0.23 1.65 0.72 0.40 
 2 0.46 4.02 0.77 0.44 1.21 0.24 0.10 1.69 0.70 0.37 
 3 0.46 4.10 0.74 0.42 1.08 0.55 0.25 1.72 0.70 0.36 
4 1 0.42 4.29 0.68 0.36 1.11 0.50 0.21 1.68 0.71 0.38 
 2 0.50 4.10 0.75 0.42 1.02 0.69 0.34 1.58 0.76 0.45 
 3 0.49 3.93 0.78 0.46 1.08 0.57 0.26 1.65 0.73 0.40 
5 1 0.48 4.01 0.76 0.44 1.09 0.57 0.23 1.63 0.74 0.42 
 2 0.53 3.91 0.78 0.47 1.00 0.73 0.37 1.54 0.78 0.48 
 3 0.56 4.06 0.75 0.43 1.00 0.71 0.36 1.63 0.73 0.42 
6 1 0.49 4.04 0.75 0.43 1.07 0.58 0.27 1.61 0.75 0.43 
 2 0.56 3.91 0.78 0.47 1.00 0.74 0.37 1.56 0.78 0.47 
 3 0.58 3.81 0.81 0.50 0.98 0.74 0.39 1.54 0.78 0.48 
7 1 0.49 3.99 0.76 0.45 1.05 0.67 0.30 1.62 0.75 0.43 
 2 0.56 3.86 0.79 0.48 0.92 0.78 0.46 1.58 0.77 0.45 
 3 0.41 4.29 0.68 0.36 1.17 0.32 0.12 1.63 0.74 0.41 
8 1 0.48 4.07 0.75 0.42 1.08 0.58 0.24 1.58 0.77 0.45 
 2 0.56 3.81 0.80 0.50 0.98 0.74 0.40 1.51 0.80 0.50 
 3 0.67 3.76 0.82 0.51 0.73 0.89 0.66 1.42 0.83 0.56 
9 1 0.53 3.94 0.78 0.46 1.03 0.66 0.32 1.54 0.79 0.48 
 2 0.55 3.92 0.79 0.47 1.03 0.66 0.32 1.42 0.83 0.56 
 3 0.64 3.96 0.80 0.47 1.00 0.72 0.37 1.42 0.84 0.56 
10 1 0.52 3.97 0.77 0.45 1.03 0.68 0.33 1.56 0.79 0.47 
 2 0.58 3.77 0.80 0.51 0.98 0.73 0.39 1.48 0.82 0.52 
 3 0.66 3.69 0.82 0.53 0.70 0.91 0.70 1.44 0.83 0.55 
11 1 0.52 3.93 0.77 0.46 1.02 0.68 0.34 1.62 0.75 0.42 
 2 0.61 3.70 0.83 0.53 0.85 0.82 0.54 1.44 0.83 0.54 
 3 0.62 3.87 0.81 0.49 0.97 0.74 0.40 1.42 0.84 0.56 
12 1 0.56 4.01 0.77 0.44 1.02 0.69 0.33 1.48 0.81 0.52 
 2 0.64 3.87 0.81 0.49 0.99 0.73 0.38 1.41 0.84 0.56 
 3 0.72 3.60 0.84 0.55 0.69 0.91 0.70 1.42 0.84 0.56 
13 1 0.53 3.96 0.77 0.45 0.95 0.73 0.42 1.53 0.80 0.49 
 2 0.59 3.77 0.81 0.51 0.91 0.78 0.47 1.45 0.83 0.54 
 3 0.74 3.60 0.85 0.56 0.65 0.92 0.74 1.35 0.86 0.60 
14 1 0.55 3.99 0.77 0.45 1.01 0.70 0.35 1.53 0.79 0.49 
 2 0.59 3.72 0.82 0.52 0.90 0.80 0.49 1.37 0.85 0.59 
 3 0.66 3.67 0.83 0.54 0.81 0.84 0.58 1.41 0.84 0.56 
15 1 0.58 3.92 0.79 0.47 1.26 0.51 0.13 1.52 0.81 0.50 
 2 0.66 3.61 0.84 0.55 0.70 0.89 0.70 1.47 0.82 0.53 
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Table C4: Simulation results for optimization of the ANN for Model-4, including the performance statistics 
of the modelling and independent testing data. Best architecture of ANN model is highlighted in bold font.   
Neurons Layers Modelling 
dataset 
Testing dataset 
N5-30 N30-100 N100-300 
R2 RMSE 
(×104 # 
cm–3) 
d R2 RMSE 
(×104 # 
cm–3) 
d R2 RMSE 
(×103 # 
cm–3) 
d R2 
 3 0.72 3.63 0.84 0.55 0.73 0.88 0.66 1.38 0.85 0.59 
16 1 0.53 3.89 0.78 0.47 1.00 0.69 0.36 1.48 0.81 0.52 
 2 0.64 3.55 0.85 0.57 0.85 0.82 0.54 1.40 0.85 0.57 
 3 0.76 3.54 0.86 0.58 0.73 0.90 0.68 1.32 0.88 0.62 
17 1 0.55 3.93 0.78 0.46 1.02 0.70 0.34 1.44 0.83 0.54 
 2 0.69 3.80 0.82 0.51 0.74 0.88 0.65 1.42 0.84 0.56 
 3 0.69 3.57 0.84 0.56 0.72 0.90 0.68 1.42 0.83 0.55 
18 1 0.55 3.85 0.80 0.49 0.98 0.71 0.38 1.47 0.82 0.53 
 2 0.71 3.89 0.82 0.50 0.74 0.88 0.65 1.30 0.88 0.63 
 3 0.72 3.48 0.85 0.58 0.74 0.91 0.69 1.28 0.88 0.64 
19 1 0.56 3.88 0.79 0.48 0.99 0.72 0.37 1.46 0.82 0.53 
 2 0.64 3.55 0.85 0.56 0.89 0.79 0.50 1.36 0.86 0.59 
 3 0.71 3.61 0.83 0.55 0.71 0.91 0.70 1.41 0.84 0.57 
20 1 0.59 3.71 0.82 0.52 0.97 0.71 0.41 1.40 0.85 0.57 
 2 0.66 3.64 0.84 0.54 0.86 0.81 0.52 1.32 0.87 0.62 
 3 0.67 3.54 0.85 0.57 0.77 0.87 0.63 1.25 0.89 0.66 
25 1 0.59 3.86 0.80 0.49 0.97 0.72 0.39 1.40 0.84 0.57 
 2 0.71 3.75 0.83 0.53 0.89 0.85 0.56 1.31 0.87 0.62 
 3 0.76 3.49 0.86 0.58 0.59 0.93 0.78 1.23 0.89 0.67 
30 1 0.55 3.87 0.79 0.48 0.96 0.73 0.41 1.51 0.80 0.50 
 2 0.76 3.58 0.86 0.58 0.62 0.93 0.76 1.22 0.90 0.68 
 3 0.76 3.77 0.82 0.52 0.64 0.92 0.74 1.29 0.88 0.64 
35 1 0.61 3.65 0.83 0.54 0.92 0.78 0.46 1.37 0.86 0.59 
 2 0.72 3.58 0.85 0.56 0.67 0.92 0.72 1.23 0.89 0.67 
 3 0.79 3.43 0.87 0.60 0.59 0.94 0.78 1.19 0.90 0.69 
40 1 0.58 3.92 0.79 0.47 0.93 0.76 0.44 1.39 0.85 0.58 
 2 0.76 3.58 0.85 0.56 0.72 0.89 0.67 1.30 0.89 0.64 
 3 0.77 3.50 0.86 0.58 0.64 0.92 0.74 1.17 0.91 0.70 
45 1 0.64 3.86 0.82 0.50 0.99 0.75 0.39 1.38 0.85 0.58 
 2 0.69 3.75 0.83 0.52 0.82 0.85 0.57 1.25 0.89 0.66 
 3 0.79 3.46 0.87 0.60 0.65 0.91 0.74 1.19 0.91 0.70 
50 1 0.62 3.86 0.81 0.49 0.96 0.76 0.42 1.30 0.88 0.64 
 2 0.77 3.33 0.88 0.62 0.67 0.91 0.72 1.16 0.91 0.71 
 3 0.77 3.25 0.89 0.63 0.58 0.94 0.79 1.16 0.91 0.71 
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Table C5: Simulation results for optimization of the ANN for Model-5, including the performance statistics 
of the modelling and independent testing data. Best architecture of ANN model is highlighted in bold font.   
Neurons Layers Modelling 
dataset 
Testing dataset 
N5-30 N30-100 N100-300 
R2 RMSE 
(×104 # 
cm–3) 
d R2 RMSE 
(×104 # 
cm–3) 
d R2 RMSE 
(×103 # 
cm–3) 
d R2 
2 1 0.40 4.37 0.66 0.34 1.19 0.27 0.10 1.63 0.73 0.42 
 2 0.38 4.24 0.70 0.37 1.18 0.30 0.10 1.93 0.45 0.19 
 3 0.42 4.28 0.69 0.36 1.02 0.65 0.36 1.96 0.41 0.16 
3 1 0.44 4.29 0.69 0.36 1.08 0.62 0.26 1.78 0.61 0.31 
 2 0.48 4.21 0.71 0.39 1.01 0.66 0.35 1.56 0.77 0.47 
 3 0.42 4.19 0.72 0.39 1.13 0.46 0.19 1.71 0.68 0.36 
4 1 0.48 4.13 0.73 0.41 1.09 0.62 0.25 1.59 0.76 0.45 
 2 0.46 4.20 0.72 0.39 1.03 0.62 0.32 1.56 0.78 0.47 
 3 0.46 4.11 0.75 0.41 1.13 0.48 0.18 1.61 0.75 0.43 
5 1 0.46 4.17 0.71 0.40 1.04 0.65 0.31 1.57 0.76 0.46 
 2 0.49 4.13 0.74 0.41 1.00 0.70 0.36 1.52 0.80 0.50 
 3 0.50 4.09 0.74 0.42 0.99 0.70 0.37 1.59 0.76 0.44 
6 1 0.49 4.06 0.76 0.43 1.07 0.59 0.27 1.54 0.78 0.48 
 2 0.52 3.91 0.78 0.47 1.00 0.71 0.37 1.54 0.79 0.48 
 3 0.52 3.86 0.80 0.48 1.06 0.61 0.29 1.57 0.78 0.46 
7 1 0.48 4.11 0.74 0.41 1.07 0.60 0.27 1.56 0.78 0.47 
 2 0.50 4.02 0.76 0.44 1.05 0.66 0.30 1.53 0.79 0.49 
 3 0.48 4.11 0.74 0.41 1.06 0.63 0.29 1.59 0.79 0.45 
8 1 0.50 4.07 0.74 0.42 0.93 0.76 0.45 1.59 0.76 0.44 
 2 0.58 3.86 0.80 0.49 0.96 0.73 0.41 1.46 0.82 0.53 
 3 0.64 3.81 0.81 0.50 0.76 0.89 0.64 1.51 0.83 0.52 
9 1 0.53 3.98 0.77 0.45 1.00 0.66 0.37 1.51 0.80 0.50 
 2 0.56 3.83 0.82 0.50 0.99 0.73 0.38 1.45 0.83 0.54 
 3 0.56 4.02 0.78 0.44 0.94 0.76 0.44 1.47 0.82 0.52 
10 1 0.55 3.90 0.79 0.47 0.99 0.70 0.37 1.47 0.82 0.53 
 2 0.55 3.84 0.80 0.49 0.97 0.73 0.40 1.47 0.82 0.53 
 3 0.64 3.68 0.83 0.53 0.68 0.91 0.71 1.52 0.82 0.50 
11 1 0.53 3.80 0.80 0.50 1.00 0.68 0.36 1.50 0.81 0.51 
 2 0.62 3.58 0.84 0.56 0.87 0.82 0.51 1.44 0.84 0.55 
 3 0.67 3.56 0.84 0.56 0.59 0.94 0.78 1.41 0.85 0.57 
12 1 0.52 4.06 0.75 0.43 1.06 0.62 0.28 1.49 0.82 0.52 
 2 0.67 3.65 0.83 0.54 0.72 0.90 0.67 1.49 0.81 0.52 
 3 0.69 3.69 0.83 0.53 0.60 0.93 0.77 1.36 0.86 0.59 
13 1 0.53 3.90 0.79 0.47 0.98 0.70 0.39 1.45 0.83 0.54 
 2 0.67 3.67 0.83 0.54 0.70 0.91 0.70 1.44 0.84 0.55 
 3 0.76 3.85 0.83 0.51 0.66 0.92 0.74 1.35 0.86 0.60 
14 1 0.55 3.89 0.79 0.47 1.00 0.70 0.36 1.46 0.83 0.53 
 2 0.64 3.56 0.84 0.56 0.80 0.85 0.59 1.38 0.85 0.59 
 3 0.72 3.50 0.85 0.58 0.62 0.92 0.75 1.36 0.86 0.60 
15 1 0.55 4.01 0.78 0.45 1.00 0.73 0.37 1.56 0.80 0.47 
 2 0.64 3.71 0.82 0.52 0.67 0.91 0.72 1.35 0.86 0.60 
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Table C5: Simulation results for optimization of the ANN for Model-5, including the performance statistics 
of the modelling and independent testing data. Best architecture of ANN model is highlighted in bold font.   
Neurons Layers Modelling 
dataset 
Testing dataset 
N5-30 N30-100 N100-300 
R2 RMSE 
(×104 # 
cm–3) 
d R2 RMSE 
(×104 # 
cm–3) 
d R2 RMSE 
(×103 # 
cm–3) 
d R2 
 3 0.67 3.63 0.84 0.55 0.76 0.87 0.63 1.36 0.86 0.60 
16 1 0.55 3.90 0.80 0.48 0.96 0.72 0.41 1.47 0.83 0.53 
 2 0.66 3.74 0.82 0.52 0.91 0.78 0.47 1.36 0.86 0.60 
 3 0.72 3.67 0.85 0.56 0.61 0.93 0.76 1.32 0.88 0.62 
17 1 0.55 3.91 0.79 0.47 1.01 0.70 0.35 1.45 0.83 0.54 
 2 0.67 3.93 0.82 0.50 0.83 0.83 0.57 1.50 0.84 0.53 
 3 0.72 3.60 0.84 0.56 0.63 0.92 0.75 1.31 0.88 0.62 
18 1 0.52 3.97 0.77 0.45 0.98 0.71 0.38 1.53 0.80 0.50 
 2 0.71 3.64 0.84 0.55 0.63 0.93 0.76 1.33 0.87 0.61 
 3 0.69 3.63 0.84 0.55 0.73 0.89 0.66 1.36 0.87 0.60 
19 1 0.55 3.97 0.77 0.45 0.98 0.72 0.39 1.47 0.83 0.53 
 2 0.66 3.67 0.84 0.54 0.89 0.83 0.51 1.35 0.87 0.61 
 3 0.71 3.51 0.85 0.58 0.70 0.92 0.73 1.38 0.85 0.58 
20 1 0.61 3.84 0.81 0.49 0.97 0.72 0.40 1.46 0.83 0.53 
 2 0.66 3.55 0.85 0.56 0.83 0.84 0.56 1.39 0.86 0.58 
 3 0.72 3.56 0.85 0.57 0.65 0.93 0.76 1.31 0.88 0.63 
25 1 0.58 3.96 0.79 0.46 0.94 0.75 0.43 1.39 0.85 0.58 
 2 0.67 3.62 0.84 0.55 0.78 0.87 0.61 1.35 0.86 0.60 
 3 0.76 3.95 0.82 0.50 0.82 0.89 0.63 1.39 0.86 0.59 
30 1 0.59 3.88 0.80 0.48 0.98 0.75 0.40 1.45 0.84 0.55 
 2 0.72 3.64 0.85 0.55 0.72 0.89 0.67 1.30 0.88 0.64 
 3 0.74 3.48 0.85 0.58 0.69 0.91 0.70 1.28 0.89 0.65 
35 1 0.58 3.90 0.80 0.48 0.93 0.74 0.45 1.39 0.85 0.58 
 2 0.62 3.61 0.83 0.55 0.84 0.82 0.55 1.30 0.88 0.63 
 3 0.76 3.43 0.87 0.60 0.66 0.92 0.74 1.26 0.89 0.66 
40 1 0.56 3.76 0.81 0.51 0.92 0.79 0.46 1.38 0.85 0.58 
 2 0.71 3.59 0.85 0.56 0.75 0.88 0.64 1.29 0.89 0.64 
 3 0.79 3.79 0.84 0.54 0.66 0.92 0.73 1.23 0.90 0.68 
45 1 0.64 3.84 0.82 0.50 0.92 0.79 0.46 1.32 0.87 0.62 
 2 0.71 3.68 0.84 0.55 0.82 0.85 0.57 1.38 0.87 0.60 
 3 0.79 3.23 0.89 0.64 0.60 0.93 0.77 1.21 0.91 0.69 
50 1 0.62 3.92 0.81 0.48 0.91 0.80 0.48 1.45 0.86 0.57 
 2 0.77 3.58 0.86 0.57 0.68 0.91 0.71 1.24 0.90 0.67 
 3 0.67 3.55 0.85 0.57 0.73 0.89 0.66 1.28 0.89 0.65 
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Table C6: Simulation results for optimization of the ANN for Model-6, including the performance statistics 
of the modelling and independent testing data. Best architecture of ANN model is highlighted in bold font.   
Neurons Layers Modelling 
dataset 
Testing dataset 
N5-30 N30-100 N100-300 
R2 RMSE 
(×104 # 
cm–3) 
d R2 RMSE 
(×104 # 
cm–3) 
d R2 RMSE 
(×103 # 
cm–3) 
d R2 
2 1 0.40 4.29 0.69 0.36 1.12 0.49 0.19 1.90 0.49 0.21 
 2 0.40 4.22 0.71 0.38 1.20 0.25 0.10 1.90 0.49 0.21 
 3 0.40 4.14 0.72 0.40 1.22 0.17 0.05 1.94 0.43 0.18 
3 1 0.44 4.24 0.70 0.38 1.09 0.63 0.26 1.92 0.46 0.19 
 2 0.46 4.10 0.74 0.42 1.05 0.67 0.30 1.93 0.46 0.19 
 3 0.48 4.05 0.75 0.43 1.06 0.66 0.29 1.91 0.49 0.20 
4 1 0.48 4.11 0.75 0.41 1.05 0.63 0.30 1.84 0.57 0.26 
 2 0.49 3.94 0.77 0.46 1.01 0.66 0.35 1.89 0.51 0.22 
 3 0.45 4.08 0.74 0.42 1.09 0.59 0.25 1.83 0.56 0.27 
5 1 0.48 3.99 0.76 0.45 1.06 0.62 0.28 1.83 0.58 0.27 
 2 0.50 4.06 0.76 0.43 1.18 0.67 0.26 1.84 0.62 0.26 
 3 0.55 3.87 0.80 0.48 0.98 0.74 0.39 1.75 0.66 0.33 
6 1 0.48 4.01 0.77 0.44 1.05 0.59 0.29 1.75 0.65 0.33 
 2 0.49 3.94 0.76 0.46 1.04 0.66 0.31 1.79 0.62 0.29 
 3 0.49 3.89 0.78 0.48 1.04 0.65 0.32 1.79 0.63 0.30 
7 1 0.49 4.03 0.75 0.43 1.03 0.66 0.33 1.76 0.64 0.32 
 2 0.58 3.88 0.80 0.48 0.94 0.76 0.44 1.72 0.68 0.35 
 3 0.41 4.23 0.70 0.38 1.12 0.55 0.21 1.86 0.56 0.24 
8 1 0.49 3.95 0.78 0.46 1.05 0.64 0.30 1.80 0.63 0.29 
 2 0.56 3.82 0.80 0.49 0.95 0.74 0.42 1.65 0.72 0.40 
 3 0.59 3.72 0.83 0.53 0.96 0.72 0.42 1.68 0.73 0.38 
9 1 0.52 3.82 0.81 0.50 1.02 0.67 0.34 1.69 0.71 0.38 
 2 0.53 3.84 0.81 0.49 0.97 0.73 0.39 1.68 0.71 0.38 
 3 0.59 3.87 0.80 0.48 0.94 0.76 0.44 1.59 0.76 0.44 
10 1 0.52 3.99 0.77 0.45 1.00 0.72 0.37 1.68 0.71 0.38 
 2 0.61 3.85 0.80 0.49 0.76 0.87 0.63 1.59 0.77 0.45 
 3 0.56 3.86 0.80 0.48 0.98 0.72 0.39 1.91 0.69 0.29 
11 1 0.55 3.81 0.81 0.50 0.99 0.72 0.37 1.68 0.71 0.38 
 2 0.67 3.84 0.83 0.51 0.67 0.91 0.71 1.56 0.80 0.48 
 3 0.62 3.89 0.81 0.49 0.77 0.87 0.62 1.64 0.75 0.41 
12 1 0.55 3.87 0.80 0.48 1.01 0.68 0.35 1.68 0.72 0.38 
 2 0.62 3.76 0.82 0.51 0.74 0.87 0.65 1.66 0.75 0.40 
 3 0.66 3.73 0.82 0.52 0.65 0.92 0.73 1.54 0.79 0.48 
13 1 0.50 3.88 0.78 0.48 0.99 0.69 0.37 1.64 0.74 0.41 
 2 0.62 3.60 0.84 0.56 0.86 0.81 0.53 1.52 0.80 0.49 
 3 0.72 3.52 0.86 0.58 0.71 0.91 0.70 1.41 0.85 0.56 
14 1 0.55 3.79 0.81 0.50 0.98 0.73 0.39 1.66 0.73 0.40 
 2 0.61 3.87 0.81 0.49 0.92 0.77 0.46 1.59 0.78 0.45 
 3 0.71 3.60 0.85 0.56 0.65 0.92 0.73 1.48 0.83 0.53 
15 1 0.56 3.94 0.80 0.47 1.00 0.73 0.37 1.67 0.71 0.39 
 2 0.58 3.64 0.83 0.54 0.92 0.77 0.46 1.57 0.78 0.46 
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Table C6: Simulation results for optimization of the ANN for Model-6, including the performance statistics 
of the modelling and independent testing data. Best architecture of ANN model is highlighted in bold font.   
Neurons Layers Modelling 
dataset 
Testing dataset 
N5-30 N30-100 N100-300 
R2 RMSE 
(×104 # 
cm–3) 
d R2 RMSE 
(×104 # 
cm–3) 
d R2 RMSE 
(×103 # 
cm–3) 
d R2 
 3 0.74 3.53 0.86 0.58 0.68 0.91 0.70 1.41 0.84 0.56 
16 1 0.53 3.75 0.81 0.51 0.98 0.71 0.38 1.65 0.73 0.41 
 2 0.66 3.78 0.84 0.53 0.93 0.83 0.51 1.53 0.82 0.50 
 3 0.66 3.54 0.86 0.57 0.80 0.85 0.59 1.49 0.82 0.51 
17 1 0.53 3.75 0.81 0.51 0.98 0.72 0.39 1.65 0.74 0.40 
 2 0.61 3.72 0.82 0.52 0.89 0.80 0.49 1.57 0.79 0.47 
 3 0.61 3.63 0.83 0.55 0.88 0.81 0.51 1.60 0.77 0.44 
18 1 0.58 4.24 0.78 0.42 0.89 0.82 0.50 1.69 0.76 0.40 
 2 0.58 3.68 0.83 0.53 0.89 0.78 0.49 1.56 0.79 0.46 
 3 0.69 3.54 0.86 0.57 0.66 0.92 0.73 1.55 0.83 0.49 
19 1 0.59 3.73 0.82 0.52 0.95 0.77 0.43 1.58 0.78 0.45 
 2 0.66 3.52 0.85 0.57 0.82 0.84 0.57 1.49 0.82 0.52 
 3 0.66 3.71 0.83 0.53 0.86 0.82 0.53 1.51 0.81 0.50 
20 1 0.58 3.81 0.81 0.50 0.93 0.76 0.45 1.58 0.78 0.46 
 2 0.66 3.45 0.86 0.59 0.80 0.85 0.59 1.51 0.81 0.50 
 3 0.76 3.74 0.85 0.55 0.67 0.92 0.73 1.46 0.84 0.54 
25 1 0.59 3.92 0.80 0.47 0.93 0.78 0.45 1.56 0.79 0.47 
 2 0.72 3.57 0.86 0.57 0.81 0.89 0.63 1.35 0.87 0.60 
 3 0.69 3.62 0.84 0.55 0.75 0.87 0.65 1.44 0.84 0.55 
30 1 0.61 3.82 0.82 0.51 0.93 0.77 0.45 2.03 0.70 0.30 
 2 0.66 3.60 0.84 0.55 0.82 0.84 0.57 1.45 0.84 0.54 
 3 0.72 3.53 0.85 0.57 0.73 0.89 0.66 1.34 0.87 0.61 
35 1 0.62 3.66 0.84 0.45 0.90 0.78 0.48 1.51 0.81 0.50 
 2 0.58 3.64 0.82 0.54 0.91 0.80 0.48 1.56 0.80 0.47 
 3 0.58 3.66 0.83 0.53 0.89 0.79 0.49 1.56 0.79 0.47 
40 1 0.58 3.70 0.82 0.52 0.93 0.77 0.45 1.51 0.81 0.50 
 2 0.71 3.56 0.85 0.57 0.69 0.90 0.70 1.37 0.86 0.59 
 3 0.74 3.73 0.85 0.55 0.77 0.87 0.62 1.37 0.87 0.60 
45 1 0.66 3.89 0.83 0.50 0.95 0.76 0.43 1.50 0.82 0.51 
 2 0.67 3.59 0.84 0.56 0.79 0.85 0.60 1.45 0.85 0.55 
 3 0.77 3.13 0.89 0.66 0.62 0.93 0.76 1.30 0.88 0.63 
50 1 0.66 4.06 0.80 0.46 0.98 0.75 0.40 1.48 0.83 0.52 
 2 0.74 3.49 0.87 0.59 0.71 0.90 0.68 1.31 0.88 0.63 
 3 0.79 3.55 0.87 0.59 0.67 0.91 0.71 1.34 0.88 0.62 
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Table C7: Simulation results for optimization of the ANN for Model-7, including the performance statistics 
of the modelling and independent testing data. Best architecture of ANN model is highlighted in bold font.   
Neurons Layers Modelling 
dataset 
Testing dataset 
N5-30 N30-100 N100-300 
R2 RMSE 
(×104 # 
cm–3) 
d R2 RMSE 
(×104 # 
cm–3) 
d R2 RMSE 
(×103 # 
cm–3) 
d R2 
2 1 0.40 4.33 0.68 0.50 1.20 0.27 0.10 1.63 0.73 0.42 
 2 0.41 4.28 0.69 0.36 1.18 0.32 0.10 1.74 0.66 0.34 
 3 0.40 4.22 0.70 0.38 1.21 0.20 0.06 1.90 0.47 0.21 
3 1 0.40 4.32 0.67 0.36 1.17 0.37 0.13 1.74 0.66 0.34 
 2 0.44 4.13 0.73 0.41 1.19 0.32 0.10 1.58 0.76 0.45 
 3 0.46 4.09 0.75 0.42 1.15 0.41 0.15 1.66 0.72 0.40 
4 1 0.45 4.14 0.73 0.40 1.16 0.41 0.14 1.53 0.78 0.48 
 2 0.49 4.08 0.74 0.42 1.03 0.64 0.33 1.56 0.77 0.47 
 3 0.46 4.06 0.75 0.43 1.17 0.34 0.12 1.54 0.78 0.48 
5 1 0.45 4.08 0.74 0.42 1.13 0.47 0.18 1.51 0.79 0.50 
 2 0.52 3.91 0.79 0.47 1.12 0.48 0.20 1.57 0.78 0.46 
 3 0.53 3.88 0.78 0.48 0.98 0.70 0.38 1.52 0.79 0.50 
6 1 0.45 4.20 0.71 0.49 1.13 0.46 0.19 1.55 0.77 0.48 
 2 0.53 3.86 0.80 0.48 1.11 0.56 0.22 1.51 0.80 0.50 
 3 0.52 3.83 0.79 0.49 1.09 0.53 0.24 1.52 0.80 0.49 
7 1 0.48 4.05 0.76 0.43 1.13 0.46 0.18 1.52 0.79 0.50 
 2 0.52 3.79 0.80 0.50 1.06 0.60 0.28 1.50 0.81 0.51 
 3 0.44 4.18 0.72 0.40 1.17 0.39 0.14 1.60 0.75 0.45 
8 1 0.49 4.11 0.75 0.41 1.06 0.60 0.28 1.49 0.80 0.51 
 2 0.55 3.82 0.80 0.49 0.97 0.74 0.40 1.45 0.82 0.54 
 3 0.49 3.97 0.77 0.45 1.11 0.52 0.21 1.53 0.79 0.49 
9 1 0.50 3.97 0.78 0.45 1.06 0.62 0.28 1.50 0.81 0.51 
 2 0.52 3.86 0.79 0.48 1.09 0.55 0.23 1.46 0.82 0.53 
 3 0.52 3.91 0.78 0.47 0.97 0.71 0.40 1.49 0.82 0.52 
10 1 0.50 3.99 0.77 0.45 1.10 0.54 0.23 1.47 0.81 0.53 
 2 0.49 4.01 0.77 0.44 1.07 0.57 0.26 1.47 0.82 0.53 
 3 0.56 3.84 0.80 0.49 0.93 0.77 0.44 1.45 0.83 0.54 
11 1 0.52 3.96 0.77 0.45 1.06 0.59 0.28 1.43 0.83 0.55 
 2 0.61 3.68 0.83 0.53 0.96 0.75 0.41 1.52 0.83 0.52 
 3 0.71 3.73 0.83 0.53 0.76 0.89 0.64 1.38 0.84 0.58 
12 1 0.55 3.84 0.80 0.49 1.02 0.67 0.33 1.50 0.80 0.50 
 2 0.67 3.63 0.83 0.54 0.83 0.83 0.56 1.38 0.85 0.58 
 3 0.56 3.75 0.81 0.51 0.94 0.74 0.44 1.39 0.84 0.58 
13 1 0.52 3.89 0.79 0.48 1.10 0.51 0.23 1.50 0.81 0.51 
 2 0.61 3.68 0.83 0.53 0.88 0.80 0.51 1.39 0.85 0.58 
 3 0.64 3.67 0.84 0.54 0.89 0.78 0.49 1.34 0.86 0.60 
14 1 0.53 3.88 0.79 0.48 1.07 0.59 0.27 1.43 0.84 0.55 
 2 0.61 3.64 0.83 0.54 0.89 0.81 0.50 1.34 0.86 0.61 
 3 0.67 3.51 0.85 0.57 0.70 0.90 0.69 1.37 0.86 0.59 
15 1 0.52 3.92 0.78 0.47 1.05 0.64 0.30 1.45 0.83 0.54 
 2 0.58 3.71 0.82 0.52 0.89 0.78 0.50 1.44 0.83 0.55 
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Table C7: Simulation results for optimization of the ANN for Model-7, including the performance statistics 
of the modelling and independent testing data. Best architecture of ANN model is highlighted in bold font.   
Neurons Layers Modelling 
dataset 
Testing dataset 
N5-30 N30-100 N100-300 
R2 RMSE 
(×104 # 
cm–3) 
d R2 RMSE 
(×104 # 
cm–3) 
d R2 RMSE 
(×103 # 
cm–3) 
d R2 
 3 0.71 3.62 0.85 0.56 0.86 0.85 0.55 1.37 0.86 0.59 
16 1 0.53 3.90 0.79 0.47 0.98 0.69 0.39 1.39 0.85 0.58 
 2 0.72 3.59 0.84 0.56 1.25 0.75 0.37 1.37 0.86 0.59 
 3 0.72 3.71 0.84 0.54 0.69 0.91 0.70 1.32 0.86 0.62 
17 1 0.56 3.74 0.82 0.42 0.97 0.73 0.40 1.45 0.82 0.54 
 2 0.74 3.51 0.85 0.58 0.68 0.91 0.71 1.29 0.87 0.63 
 3 0.64 3.56 0.84 0.56 0.86 0.82 0.53 1.33 0.87 0.61 
18 1 0.55 3.74 0.82 0.52 1.00 0.72 0.37 1.44 0.83 0.54 
 2 0.66 3.65 0.83 0.54 0.79 0.86 0.60 1.29 0.88 0.63 
 3 0.69 3.61 0.84 0.55 0.67 0.91 0.71 1.31 0.87 0.62 
19 1 0.56 3.80 0.81 0.50 0.96 0.74 0.41 1.47 0.82 0.53 
 2 0.69 3.72 0.83 0.53 0.79 0.85 0.60 1.33 0.87 0.62 
 3 0.66 3.62 0.84 0.55 0.84 0.84 0.55 1.33 0.86 0.61 
20 1 0.58 3.78 0.81 0.51 0.99 0.69 0.37 1.40 0.85 0.57 
 2 0.69 3.51 0.85 0.58 0.86 0.81 0.52 1.31 0.87 0.63 
 3 0.67 3.51 0.85 0.57 0.87 0.80 0.52 1.30 0.88 0.63 
25 1 0.58 3.74 0.81 0.52 1.00 0.69 0.37 1.40 0.85 0.57 
 2 0.66 3.65 0.83 0.54 0.88 0.83 0.52 1.32 0.87 0.62 
 3 0.71 3.57 0.85 0.56 0.77 0.86 0.63 1.25 0.88 0.66 
30 1 0.58 3.76 0.82 0.52 0.98 0.70 0.39 1.43 0.85 0.57 
 2 0.69 3.56 0.85 0.57 0.75 0.87 0.64 1.26 0.89 0.65 
 3 0.66 3.53 0.84 0.57 0.85 0.82 0.54 1.30 0.88 0.64 
35 1 0.58 3.78 0.81 0.51 0.97 0.71 0.40 1.34 0.86 0.61 
 2 0.67 3.54 0.85 0.57 0.85 0.82 0.54 1.25 0.89 0.66 
 3 0.74 3.50 0.86 0.58 0.75 0.88 0.64 1.24 0.89 0.67 
40 1 0.56 3.73 0.82 0.52 0.95 0.74 0.42 1.34 0.86 0.61 
 2 0.67 3.54 0.85 0.57 0.83 0.84 0.56 1.26 0.89 0.65 
 3 0.79 3.53 0.86 0.58 0.67 0.92 0.72 1.17 0.91 0.70 
45 1 0.61 3.66 0.83 0.54 0.89 0.78 0.49 1.34 0.86 0.61 
 2 0.72 3.49 0.86 0.58 0.75 0.89 0.65 1.25 0.89 0.66 
 3 0.77 3.36 0.87 0.62 0.71 0.89 0.68 1.20 0.91 0.69 
50 1 0.58 3.82 0.80 0.50 0.98 0.71 0.38 1.32 0.87 0.62 
 2 0.79 3.17 0.89 0.63 0.62 0.93 0.75 1.21 0.90 0.68 
 3 0.77 3.54 0.86 0.58 0.72 0.90 0.68 1.21 0.90 0.69 
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Table C8: Mean observed (Oavg) and predicted (Pavg) values for the best performing ANN models in 
each scenario. 
Model ID Pavg for N5–30 
(Oavg = 77450.24 ± 53640.11 
cm–3) 
Pavg for N30–100 
(Oavg = 13281.17 ± 12509.19 
cm–3) 
Pavg for N100–300 
(Oavg = 6095.96 ± 2135.12 
cm–3) 
Model-1 76188.92 ± 45444.93 12889.51 ± 11572.35 5996.40 ± 1882.76 
Model-2 77111.56 ± 43316.27 13385.72 ± 11648.90 6051.74 ± 1781.69 
Model-3 78983.38 ± 45770.95 13704.34 ± 11185.92 6154.61 ± 1983.90 
Model-4 77774.24 ± 45459.79 14009.46 ± 11484.19 6093.18 ± 1936.00 
Model-5 77192.51 ± 45885.52 13468.72 ± 11627.31 6104.10 ± 1968.24 
Model-6 76878.42 ± 45416.27 13383.89 ± 12123.34 6034.70 ± 1834.17 
Model-7 75271.48 ± 44769.25 13420.07 ± 11657.13 5980.82 ± 1894.22 
 
C1. MATLAB code (bold text are changeable, depending on number of layers and number of 
neurons in each layer) 
clear 
clc 
data=xlsread('test.xlsx','a2:j8692'); 
 
x1train =data(:,4); 
x2train =data(:,5); 
x3train =data(:,6); 
x4train =data(:,7); 
x5train =data(:,8); 
x6train =data(:,9); 
x7train =data(:,10); 
y1train =data(:,1); 
y2train =data(:,2); 
y3train =data(:,3); 
INtrain = [x1train,x2train,x3train,x4train,x5train,x6train,x7train];  
OUTtrain = [y1train,y2train,y3train]; 
 
[x1n,x1min,x1max]=norm_nn(x1train); 
[x2n,x2min,x2max]=norm_nn(x2train); 
[x3n,x3min,x3max]=norm_nn(x3train); 
[x4n,x4min,x4max]=norm_nn(x4train); 
[x5n,x5min,x5max]=norm_nn(x5train); 
[x6n,x6min,x6max]=norm_nn(x6train); 
[x7n,x7min,x7max]=norm_nn(x7train); 
[y1n,y1min,y1max]=norm_nn(y1train); 
[y2n,y2min,y2max]=norm_nn(y2train); 
[y3n,y3min,y3max]=norm_nn(y3train); 
IN=[x1n x2n x3n x4n x5n x6n x7n]'; 
OUT=[y1n y2n y3n]'; 
 
NETT50_50_50 = newff(IN,OUT,[50 50 50], {'tansig'}, 'trainlm'); 
net = init (NETT50_50_50);  
NETT50_50_50 = trainlm(NETT50_50_50,IN,OUT); 
 
[x1testnet]=norm_nn(x1test,x1min,x1max); 
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[x2testnet]=norm_nn(x2test,x2min,x2max ); 
[x3testnet]=norm_nn(x3test,x3min,x3max); 
[x4testnet]=norm_nn(x4test,x4min,x4max); 
[x5testnet]=norm_nn(x5test,x5min,x5max); 
[x6testnet]=norm_nn(x6test,x6min,x6max); 
[x7testnet]=norm_nn(x7test,x7min,x7max); 
INT = [x1testnet ,x2testnet, x3testnet, x4testnet, x5testnet, x6testnet, x7testnet]'; 
 
ytestnet = sim(NETT50_50_50,INT); 
y1testd=denorm_nn(ytestnet(1,:),y1min,y1max); 
y2testd=denorm_nn(ytestnet(2,:),y2min,y2max); 
y3testd=denorm_nn(ytestnet(3,:),y3min,y3max); 
%normalisation and denormalisation functions are not shown here% 
end 
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Appendix D: Mitigation of traffic-emitted nanoparticles 
by vegetation barrier 
 
 
Figure D1: Location of the sampling site. 
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Table D1: Measured and corrected particle number concentrations at various distances from the edge 
of A3 road, presented in three wind conditions. 
Wind direction PNCs (# cm-3) Sampling locations 
L1 L2 L3 L4 
cross-road Measured 1.51 ×105 1.70 105 1.46 ×105 1.06 ×105 
Corrected 1.78 ×105 1.99 ×105 1.71 ×105 1.25 ×105 
cross-footpath Measured 4.87 ×104 4.96 ×104 1.50 ×104 1.22 ×104 
Corrected 6.17 ×104 6.26 ×104 1.80 ×104 1.46 ×104 
along-road Measured 1.52 ×105 1.51 ×105 5.00 ×104 6.98 ×104 
Corrected 1.94 ×105 1.95 ×105 6.10 ×104 8.89 ×104 
 
Table D2: Fixed deposition fraction considered in respiratory deposited doses calculations for approach 
1 
Wind direction   Sampling locations 
   L1 L2 L3 L4 
Cross-road GMD (nm) 22.53 23.09 22.71 22.20 22.63 
DF 0.70 0.70 0.70 0.70 0.70 
Cross-footpath GMD (nm) 13.33 12.33 17.11 17.97 15.18 
DF 0.82 0.84 0.77 0.76 0.80 
Along-road GMD (nm) 11.64 11.28 15.77 11.94 13.40 
DF 0.84 0.85 0.79 0.84 0.83 
 
Table D3: PNC and GMD at the background location collected on 24/03/2013. 
Parameter  Unit  Values 
N5-560 # cm-3 1.31±0.57 ×104 
N5-30 # cm-3 6.48×103 
N30-100 # cm-3 3.76×103 
N100-300 # cm-3 2.84×103 
N300-560 # cm-3 63.39 
Max # cm-3 6.30×104 
Min # cm-3 1.28×103 
GMD nm 28.64 
 
 
D1. Visual Basic code 
 
Sub RunCode() 
 
'Open the Related Workbook 
Dim bWB As Workbook 
Dim X As Long 
Dim xFile As String 
Dim xDir As String 
 
'Define variable for the process handeling 
Dim NwS1 As Worksheet 
Dim NwS2 As Worksheet 
Dim NwS3 As Worksheet 
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Dim NwS4 As Worksheet 
Dim CalS As Worksheet 
Dim Y As Long 
Dim Z As Long 
Dim W As Long 
Dim V As Long 
Dim CP As Long 
Dim RN As Long 
 
'Read the process form input data 
X = ThisWorkbook.Sheets(1).Range("J7").Value 
xFile = ThisWorkbook.Sheets(1).Range("J5").Value 
xDir = "C:\Users\ALDABBOUS\Desktop\Excel files\" 
'xDir = "C:\Users\ibm\Desktop\" 
 
'Open the destination excel file 
Workbooks.Open Filename:=xDir & xFile & ".xlsx" 
Set bWB = ActiveWorkbook 
 
'Create new worksheet in the destination workbook 
Set NwS1 = bWB.Worksheets.Add(after:=Sheets(1)) 
NwS1.Name = "Loc1" 
Set NwS2 = bWB.Worksheets.Add(after:=Sheets(2)) 
NwS2.Name = "Loc2" 
Set NwS3 = bWB.Worksheets.Add(after:=Sheets(3)) 
NwS3.Name = "Loc3" 
Set NwS4 = bWB.Worksheets.Add(after:=Sheets(4)) 
NwS4.Name = "Loc4" 
 
'Copy the original sheet header to the created sheets 
Worksheets(1).Name = "Original" 
Worksheets(1).Range("A6:CA6").Copy Worksheets(2).Range("A2") 
Worksheets(1).Range("A6:CA6").Copy Worksheets(3).Range("A2") 
Worksheets(1).Range("A6:CA6").Copy Worksheets(4).Range("A2") 
Worksheets(1).Range("A6:CA6").Copy Worksheets(5).Range("A2") 
 
'Create the calculation sheet 
Set CalS = bWB.Worksheets.Add(after:=Sheets(5)) 
CalS.Name = "Calculation" 
 
'Location 1 setting 
'------------------ 
Worksheets(6).Range("A2:C2").Merge 
Worksheets(6).Range("A2").Font.Bold = True 
Worksheets(6).Range("A2:C2").Borders(xlEdgeBottom).LineStyle = xlContinuous 
Worksheets(6).Range("A2:C2").Borders(xlEdgeBottom).Weight = xlMedium 
Worksheets(6).Range("A2").Font.Size = 14 
Worksheets(6).Range("A2") = "Location 1" 
Worksheets(1).Range("F6").Copy Worksheets(6).Range("A4") 
Worksheets(6).Range("A4").Borders(xlEdgeRight).LineStyle = xlContinuous 
Worksheets(6).Range("A4").Borders(xlEdgeRight).Weight = xlMedium 
Worksheets(6).Range("A4").Borders(xlEdgeRight).ColorIndex = 3 
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'Location 2 setting 
'------------------ 
Worksheets(6).Range("E2:G2").Merge 
Worksheets(6).Range("E2").Font.Bold = True 
Worksheets(6).Range("E2:G2").Borders(xlEdgeBottom).LineStyle = xlContinuous 
Worksheets(6).Range("E2:G2").Borders(xlEdgeBottom).Weight = xlMedium 
Worksheets(6).Range("E2").Font.Size = 14 
Worksheets(6).Range("E2") = "Location 2" 
Worksheets(1).Range("F6").Copy Worksheets(6).Range("E4") 
Worksheets(6).Range("E4").Borders(xlEdgeRight).LineStyle = xlContinuous 
Worksheets(6).Range("E4").Borders(xlEdgeRight).Weight = xlMedium 
Worksheets(6).Range("E4").Borders(xlEdgeRight).ColorIndex = 3 
 
'Location 3 setting 
'------------------ 
Worksheets(6).Range("I2:K2").Merge 
Worksheets(6).Range("I2").Font.Bold = True 
Worksheets(6).Range("I2:K2").Borders(xlEdgeBottom).LineStyle = xlContinuous 
Worksheets(6).Range("I2:K2").Borders(xlEdgeBottom).Weight = xlMedium 
Worksheets(6).Range("I2").Font.Size = 14 
Worksheets(6).Range("I2") = "Location 3" 
Worksheets(1).Range("F6").Copy Worksheets(6).Range("I4") 
Worksheets(6).Range("I4").Borders(xlEdgeRight).LineStyle = xlContinuous 
Worksheets(6).Range("I4").Borders(xlEdgeRight).Weight = xlMedium 
Worksheets(6).Range("I4").Borders(xlEdgeRight).ColorIndex = 3 
 
'Location 4 setting 
'------------------ 
Worksheets(6).Range("M2:O2").Merge 
Worksheets(6).Range("M2").Font.Bold = True 
Worksheets(6).Range("M2:O2").Borders(xlEdgeBottom).LineStyle = xlContinuous 
Worksheets(6).Range("M2:O2").Borders(xlEdgeBottom).Weight = xlMedium 
Worksheets(6).Range("M2").Font.Size = 14 
Worksheets(6).Range("M2") = "Location 4" 
Worksheets(1).Range("F6").Copy Worksheets(6).Range("M4") 
Worksheets(6).Range("M4").Borders(xlEdgeRight).LineStyle = xlContinuous 
Worksheets(6).Range("M4").Borders(xlEdgeRight).Weight = xlMedium 
Worksheets(6).Range("M4").Borders(xlEdgeRight).ColorIndex = 3 
 
'Set the row number of each sheet 
CP = 3 
RN = 5 
 
'------------------' 
 
'Copy the data based on the selected rows untill end of file 
Do While Len(Worksheets(1).Range("A" & X).Value) > 0 
Y = X 
Z = Y + 20 
W = Z + 20 
V = W + 20 
 
Worksheets(1).Range("A" & Y + 2 & ":CA" & Y + 17).Copy Worksheets(2).Range("A" & CP) 
 235 
 
Worksheets(1).Range("A" & Z + 2 & ":CA" & Z + 17).Copy Worksheets(3).Range("A" & CP) 
Worksheets(1).Range("A" & W + 2 & ":CA" & W + 17).Copy Worksheets(4).Range("A" & CP) 
Worksheets(1).Range("A" & V + 2 & ":CA" & V + 17).Copy Worksheets(5).Range("A" & CP) 
 
'Copy column F in the calculation sheet 
Worksheets(1).Range("F" & Y + 2 & ":F" & Y + 17).Copy Worksheets(6).Range("A" & RN) 
Worksheets(6).Range("A" & RN & ":A" & RN + 15).Borders(xlEdgeRight).LineStyle = 
xlContinuous 
Worksheets(6).Range("A" & RN & ":A" & RN + 15).Borders(xlEdgeRight).Weight = xlMedium 
Worksheets(6).Range("A" & RN & ":A" & RN + 15).Borders(xlEdgeRight).ColorIndex = 3 
Worksheets(1).Range("F" & Z + 2 & ":F" & Z + 17).Copy Worksheets(6).Range("E" & RN) 
Worksheets(6).Range("E" & RN & ":E" & RN + 15).Borders(xlEdgeRight).LineStyle = xlContinuous 
Worksheets(6).Range("E" & RN & ":E" & RN + 15).Borders(xlEdgeRight).Weight = xlMedium 
Worksheets(6).Range("E" & RN & ":E" & RN + 15).Borders(xlEdgeRight).ColorIndex = 3 
Worksheets(1).Range("F" & W + 2 & ":F" & W + 17).Copy Worksheets(6).Range("I" & RN) 
Worksheets(6).Range("I" & RN & ":I" & RN + 15).Borders(xlEdgeRight).LineStyle = xlContinuous 
Worksheets(6).Range("I" & RN & ":I" & RN + 15).Borders(xlEdgeRight).Weight = xlMedium 
Worksheets(6).Range("I" & RN & ":I" & RN + 15).Borders(xlEdgeRight).ColorIndex = 3 
Worksheets(1).Range("F" & V + 2 & ":F" & V + 17).Copy Worksheets(6).Range("M" & RN) 
Worksheets(6).Range("M" & RN & ":M" & RN + 15).Borders(xlEdgeRight).LineStyle = 
xlContinuous 
Worksheets(6).Range("M" & RN & ":M" & RN + 15).Borders(xlEdgeRight).Weight = xlMedium 
Worksheets(6).Range("M" & RN & ":M" & RN + 15).Borders(xlEdgeRight).ColorIndex = 3 
 
'Do the calculation of column F and update the calculation sheet 
Worksheets(6).Range("B" & RN + 15 & ":C" & RN + 15).Borders().LineStyle = xlContinuous 
Worksheets(6).Range("B" & RN + 15 & ":C" & RN + 15).Borders().Weight = xlMedium 
Worksheets(6).Range("B" & RN + 15 & ":C" & RN + 15).Borders().ColorIndex = 3 
Worksheets(6).Range("B" & RN + 15 & ":C" & RN + 15).Font.Size = 12 
Worksheets(6).Range("B" & RN + 15 & ":C" & RN + 15).NumberFormat = "0.00E+00" 
Worksheets(6).Range("B" & RN + 15 & ":C" & RN + 15).WrapText = True 
Worksheets(6).Range("B" & RN + 15) = WorksheetFunction.Average(Worksheets(1).Range("F" & Y 
+ 2 & ":F" & Y + 17).Value) 
Worksheets(6).Range("C" & RN + 15) = WorksheetFunction.StDev(Worksheets(1).Range("F" & Y + 
2 & ":F" & Y + 17).Value) 
 
Worksheets(6).Range("F" & RN + 15 & ":G" & RN + 15).Borders().LineStyle = xlContinuous 
Worksheets(6).Range("F" & RN + 15 & ":G" & RN + 15).Borders().Weight = xlMedium 
Worksheets(6).Range("F" & RN + 15 & ":G" & RN + 15).Borders().ColorIndex = 3 
Worksheets(6).Range("F" & RN + 15 & ":G" & RN + 15).Font.Size = 12 
Worksheets(6).Range("F" & RN + 15 & ":G" & RN + 15).NumberFormat = "0.00E+00" 
Worksheets(6).Range("F" & RN + 15 & ":G" & RN + 15).WrapText = True 
Worksheets(6).Range("F" & RN + 15) = WorksheetFunction.Average(Worksheets(1).Range("F" & Z 
+ 2 & ":F" & Z + 17).Value) 
Worksheets(6).Range("G" & RN + 15) = WorksheetFunction.StDev(Worksheets(1).Range("F" & Z + 
2 & ":F" & Z + 17).Value) 
 
Worksheets(6).Range("J" & RN + 15 & ":K" & RN + 15).Borders().LineStyle = xlContinuous 
Worksheets(6).Range("J" & RN + 15 & ":K" & RN + 15).Borders().Weight = xlMedium 
Worksheets(6).Range("J" & RN + 15 & ":K" & RN + 15).Borders().ColorIndex = 3 
Worksheets(6).Range("J" & RN + 15 & ":K" & RN + 15).Font.Size = 12 
Worksheets(6).Range("J" & RN + 15 & ":K" & RN + 15).NumberFormat = "0.00E+00" 
Worksheets(6).Range("J" & RN + 15 & ":K" & RN + 15).WrapText = True 
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Worksheets(6).Range("J" & RN + 15) = WorksheetFunction.Average(Worksheets(1).Range("F" & W 
+ 2 & ":F" & W + 17).Value) 
Worksheets(6).Range("K" & RN + 15) = WorksheetFunction.StDev(Worksheets(1).Range("F" & W 
+ 2 & ":F" & W + 17).Value) 
 
Worksheets(6).Range("N" & RN + 15 & ":O" & RN + 15).Borders().LineStyle = xlContinuous 
Worksheets(6).Range("N" & RN + 15 & ":O" & RN + 15).Borders().Weight = xlMedium 
Worksheets(6).Range("N" & RN + 15 & ":O" & RN + 15).Borders().ColorIndex = 3 
Worksheets(6).Range("N" & RN + 15 & ":O" & RN + 15).Font.Size = 12 
Worksheets(6).Range("N" & RN + 15 & ":O" & RN + 15).NumberFormat = "0.00E+00" 
Worksheets(6).Range("N" & RN + 15 & ":O" & RN + 15).WrapText = True 
Worksheets(6).Range("N" & RN + 15) = WorksheetFunction.Average(Worksheets(1).Range("F" & V 
+ 2 & ":F" & V + 17).Value) 
Worksheets(6).Range("O" & RN + 15) = WorksheetFunction.StDev(Worksheets(1).Range("F" & V + 
2 & ":F" & V + 17).Value) 
 
'Setting the next loop parameters 
X = X + 80 
CP = CP + 16 
RN = RN + 16 
Loop 
 
'Save and close the file 
'bWB.Close SaveChanges:=True 
bWB.SaveAs xDir & xFile & "_Update.xlsx", FileFormat:=51, CreateBackup:=False 
bWB.Close SaveChanges:=False 
 
'MsgBox "The process is completed..." & vbNewLine & "Done " & vbNewLine & "A AlDabbous" 
 
End Sub 
 
D2. RDD calculations steps 
 
1. Calculating Minute Ventilation (VE): 
𝑉𝐸 =  𝑓 × 𝑉𝑇 
where f is the breathing frequency (breaths/minute) and VT is the tidal volume (cm3). The values of f 
and VT were chosen as 20 breaths/minute and 1250 cm3, based on the values given in Hinds, 1999. 
 
2. Calculating the Inhaled Amount of particles (Inhaled amount): 
𝐼𝑛ℎ𝑎𝑙𝑒𝑑 𝑎𝑚𝑜𝑢𝑛𝑡 =  𝑉𝐸 × 𝑃𝑁𝐶𝑠 
where PNCs are the measured particle number concentrations (particles/cm3). 
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3. Calculating the fixed and size-dependent Deposition Fraction (DF): 
For calculating the fixed and size-dependent DF, the following simplified equations given 
by Hinds (1999), which are based on ICRP model (ICRP, 1994), was adapted: 
𝐷𝐹 = 𝐼𝐹 (0.0587 +
0.911
1 + 𝑒𝑥𝑝 (4.77 + 1.485 𝑙𝑛(𝑑𝑝))
+
0.943
1 + 𝑒𝑥𝑝 (0.508 − 2.58 𝑙𝑛(𝑑𝑝))
) 
Where 𝑑𝑝 
calculated using the following equation: 
𝐼𝐹 = 1 − 0.5 (1 −
1
1 + 0.00076 (𝑑𝑝)
2.8) 
 
4. Calculating the Respiratory Deposited Doses (RDD): 
𝑅𝐷𝐷 =  𝐼𝑛ℎ𝑎𝑙𝑒𝑑 𝑎𝑚𝑜𝑢𝑛𝑡 × 𝐷𝐹 
where DF is the deposition fraction. The RDD calculations were based on fixed DF, or size-dependent 
DF. The fixed DF is calculated based on the GMD of the measured PNDs, while the size-dependant 
DF is calculated based on the 34 size bins. 
 
