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Of concern is the following totally nonlinear parabolic equation, as well as its
higher space dimensional analogue
u x , t s b f x , u u q f x , u , u , x , t g 0, 1 = 0, ` .  .  .  .  .  . .t x x x x
ju j, t g y1 b u j, t , j s 0, 1 .  .  . .x j
u x , 0 s u x . .  .0
 . X .Here b and b are maximal monotone graphs in R = R, and b t or b t might0 1
equal zero for some t, at which the equation is not uniformly parabolic. It is shown
by the method of lines and nonlinear operator semigroup theory that the equation
has a unique global solution. Q 1996 Academic Press, Inc.
1. INTRODUCTION
In this paper, we consider the following class of degenerate totally
nonlinear parabolic equations, as well as its higher space dimensional
 .analogue see Section 3
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Here b and b are maximal monotone graphs in R = R. We use the0 1
w x wmethod of lines 10, 17 and nonlinear operator semigroup theory 1]4, 7,
x  .12, 15, 16 to show that Eq. 1 has a unique global solution.
 . w xWhen b t ' t, that is, b is the identity, the special cases in 8, 13
follow. When b is invertible, the inverse by1 can be applied to both sides
 .of 1 and an equation with nonlinearity in u as well is derived, a caset
w x  . X .which is not approachable by the classical method 11 . If b t or b t
 .equals 0 at some t g R, 1 becomes not uniformly parabolic there, which
 .is a degenerate equation. Also 1 is related to the problem of multiplica-
w x  .tive perturbation in operation semigroup theory 9 . As such, 1 is interest-
ing in many ways.
There are many methods to tackle parabolic problems. The traditional
one for solving quasilinear equations with linear boundary conditions is
w xdetailed quite well in 11 . Linear operator semigroup approach is used in,
w x we.g., 5, 14 while the nonlinear counterpart is applied in, e.g., 1]4, 7, 8, 12,
x13, 15, 19 .
 .The nonlinear operator semigroup approach is to rewrite 1 as an
abstract ordinary differential equation
du
s Au, t ) 0
dt 2 .
u 0 s u . 0
 5 5.in a Banach space X, ? . If the nonlinear operator A is m-dissipative,
 .  .  .nthen 2 has a unique global solution u s T t u s lim I y tArn u0 nª` 0
w x  .by the Crandall]Liggett theorem 4 if u g D A . When X is reflexive,0
 .the solution is a strong one, that is, u satisfies 2 almost everywhere in t;
w xotherwise it is a generalized solution, due to Benilan 2 . Here A is called
 .  .m-dissipative if the following two conditions i , ii hold:
 . 5 5 5  .5i Dissipativity condition. u y ¨ F u y ¨ y l Au y A¨ for all
 .l ) 0 and u, ¨ g D A .
 .  .ii Range condition. The range of I y l A equals X for some
l ) 0.
 .The method of lines is to time-discretize 1 and construct the Rothe
w xfunctions 10, 17 . When crucial estimates are derived, this method works.
The rest of this paper is planned as follows. Sections 2 and 3 deal with
the problems in one space dimension and higher space dimensions, respec-
tively. Section 4 is devoted to the method of lines.
2. THE PROBLEM IN ONE SPACE DIMENSION
From here on, let k denote a generic constant, which can vary with
different occasions.
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 .  .  .Now consider Eq. 1 and make the following assumptions 2.1 to 2.4 .
 . 2.1 b : R ª R is a continuous maximal monotone function or a
.  .  .continuous nondecreasing function , such that b 0 s 0 and b t ª "`
as t ª "`.
 .  . w x2.2 f x, j is a continuous function on 0, 1 = R, such that
 .f x, j G d ) 0.0
 .  . w x2.3 f x, h, j is a continuous function on 0, 1 = R = R, such that
 .f x, 0, 0 ' 0 for all x, f is monotone nonincreasing in h, and frf has at
most linear growth in j , in the sense that
f
< <F g x , h 1 q j .  .
f
holds for some continuous function g.
 .  .2.4 b and b are maximal graphs in R = R such that 0 g b 0 l0 1 0
 .b 0 .1
 . w x w xDefine the nonlinear operator A : D A ; C 0, 1 ª C 0, 1 by
jX2 w xD A s u g C 0, 1 : u j g y1 b u j , j s 0, 1 .  .  .  . . 5j
and
Au s b f x , uX uY q f x , u , uX for u g D A . .  .  . .
 .y1Remark. Here notice that b q lI : R ª R exists and is nonexpan-j
sive for l ) 0 and j s 0, 1. Also the assumption that frf has at most
w xlinear growth in j is much weaker than that in 8, 13 .
w xLEMMA 1. The operator A is dissipati¨ e in C 0, 1 .
 .  .Proof. Let u, ¨ g D A and l ) 0. Since u y ¨ is continuous, we
5 5  . . w xhave that u y ¨ s " u y ¨ x for some x g 0, 1 . It suffices to` 0 0
consider only the q case since the other case can be treated similarly.
We claim that
X Y
u y ¨ x s 0 and u y ¨ x F 0. .  .  .  .0 0
 .This follows from the first and second derivative tests if x g 0, 1 . Now0
 .  .  . .assume that x s 0. Since u y ¨ g D A , u y ¨ 0 G 0, and b is0 0
monotone nondecreasing, we have from the boundary condition that
 .X .  . . 5 5u y ¨ 0 G 0. But we know that u y ¨ 0 s u y ¨ is the maximum`
 .  .X .  .X .and u y ¨ is differentiable, and so u y ¨ 0 F 0. Thus u y ¨ 0 s 0,
 .Y .  . .and so u y ¨ 0 F 0 by the second derivative test since u y ¨ 0 is a
local maximum. The case that x s 1 can be proved similarly.0
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 .  X . Y  X .  .Now let h x s f x, u u q f x, u, u , and we see that h x yu u 0
 .h x F 0 by the above claim, the assumption that f is positive, and the¨ 0
 .assumption that f x, h, j is monotone nonincreasing in h. It follows from
the monotonicity of b that
Au y A¨ x s b h x y b h x F 0 .  .  .  .0 u 0 ¨ 0
and so,
5 5u y ¨ s u y ¨ x F u y ¨ x y l Au y A¨ x .  .  .  .  .  .` 0 0 0
5 5F u y ¨ y l Au y A¨ x .  . `0
w xfor all l ) 0. Thus A is dissipative in C 0, 1 .
w xNext, let b s b q u , u ) 0, and let h g C 0, 1 , and consider the equa-u
tion
by1 u y h y f x , uX uY q f x , u , uX s 0 .  .  . .u
u g D A . 3 .  .
Here notice that by1 : R ª R exists and is nonexpansive since b isu
maximal monotone.
 .PROPOSITION 1. Equation 3 has a solution.
1w x w xProof. Define the operator S : C 0, 1 ª C 0, 1 by
by1 u y h y f x , u , uX .  . .u
Su s u y ,Xf x , u .
 . w x w xand define the operator B : D B ; C 0, 1 ª C 0, 1 by
jX2 w xD B s u g C 0, 1 : u j g y1 b u j , j s 0, 1 .  .  .  . . 5j
and
Bu s uY for u g D B . .
 .Rewrite 3 as the operator equation
y1u s I y B Su .
4 .
u g D A , .
 .y1 w x 1w xwhere I y B : C 0, 1 ª C 0, 1 exists and is continuous and compact
w x  .y1 1w x 1w xby 8, 19 . It follows that I y B S : C 0, 1 ª C 0, 1 is continuous and
compact. For our purpose, we need its truncation.
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5 5 1¡Su , if u F mC~ muS u sm S , otherwise¢  /15 5u C
 .y1 1w x 1w xfor m g N. Then we see that I y B S : C 0, 1 ª C 0, 1 is continu-m
ous, compact, and uniformly bounded for each m. So by the Schauder
w xfixed point theorem 6 , we have that
y1I y B S u s u . m m m
 . 5 5 1for some u g D A . If we can show that u F m for some m ,Cm m 0 00
 .  .then 4 or equivalently 3 , is solved.
5 5 1Now suppose that u ) m for all m and we seek a contradiction. ByCm
the definition of S , we have thatm
by1 ¨ y h y f x , ¨ , ¨ X .  .u m m mYu y u s ¨ y Xm m m f x , ¨ .m 5 .
u g D A , .m
5 5 1where ¨ s mu r u . As in the proof of Lemma 1, we have thatCm m m
5 5 X Yu s "u x , u x s 0, and u x u x F 0 .  .  .  .`m m 0 m 0 m 0 m 0
w xfor some x g 0, 1 . Without loss of generality, we can consider only the0
 .q case. Applying those to 5 , we obtain that
by1 ¨ x y h x y f x , ¨ x , 0 u x .  .  .  . .  . .u m 0 0 0 m 0 m 0
f x , 0 .0
m
Y2s y 1 y u x q u x u x F 0, .  .  .m 0 m 0 m 0 /15 5u Cm
and so
by1 ¨ x y h x F f x , ¨ x , 0 F 0. .  .  . .  .u m 0 0 0 m 0
 .  .Here notice that f x, 0, 0 ' 0 and f x, h, j is monotone nonincreasing
in h.
Now since by1 is monotone nonincreasing and equals 0 at 0, we haveu
that
5 5¨ s ¨ x F h x F k . .  .`m m 0 0
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 . 5 5 1Multiplying 5 by mr u , we see thatCm
5 Y 5 5 X 5¨ F k 1 q ¨ .` `m m
5 5  .by using the fact that ¨ F k, the assumption that f x, j G d ) 0,`m 0
 .  .and the assumption that f x, h, j rf x, j has at most linear growth in j .
w xUsing the interpolation inequality 6 such as
5 X 5 5 5 5 Y 5u F c e u q e u , e ) 0, .` ` `
5 Y 5 5 X 5we obtain that ¨ F k and ¨ F k by choosing small e . It follows` `m m
that
5 5 2¨ F k ,Cm
and so
5 5 1 5 5 1 5 5 1u ¨ k uC C Cm m m
15 5u s FCm m m
for all m. We derive a contradiction by letting m ª `.
w xPROPOSITION 2. For h g C 0, 1 , there exists a solution u to
u y l Au s h
u g D A ) .  .
for some l ) 0.
w xProof. For h g C 0, 1 and u ) 0, we know from Proposition 1 that
there exists a solution u tou
by1 u y h y f x , uX uY q f x , u , uX s 0 .  .  . .u
jXu j g y1 b u j , j s 0, 1. 6 .  .  .  . .j
Applying the arguments as in proving Proposition 1, we have without much
difficulty that
by1 u x y h x F 0, .  . .u u 0 0
5 5  . <  . < w xand then u s "u x F h x F k for some x g 0, 1 .`u u 0 0 0
5 y1 .5If we can show that b u y h F k for all u , then it follows from`u u
as in proving Proposition 1 that
5 5 2u F k .Cu
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y1 . 2 . To this end, let ¨ s b u y h . We see that ¨ b ¨ q u ¨ ) 0 s u yu u u u u u u
.  . 5 5 5 5h ¨ and so, ¨ b ¨ F ¨ u y h F ¨ u y h . It follows that` `u u u u u u u
5 5 5 5 5 5 5 5¨ b ¨ F ¨ u y h .` ` ` `u u u u
5 5 5 5 5 5 5If ¨ s 0, then we are done. If ¨ / 0, then we derive b ¨ F u` ` `u u u u
5 5 5y h F k. We claim that ¨ F k.` `u
w x 5 5If this is not true, then there exists an x g 0, 1 such that ¨ s`u u
<  . < 5 5¨ x ª q` as u ª q`. Since b is monotone, we have that b ¨ s`u u u
5 5 .  5 5 .b ¨ or yb y ¨ , which tends to q` by the assumption that` `u 0
 .b t ª "` as t ª "`. Thus we arrive at a contradiction. It follows that
5 5 2u F k.Cu
w x Thus by the Ascoli]Arzela theorem 18 , u actually, it's some subse-u
. 1w xquence converges to some u in C 0, 1 as u ª 0. We show that u satisfies
 .  .the boundary condition in 6 . Consider the case for b . From 6 , we have0
 .y1 X  .  ..  .  .y1that b q I u 0 q u 0 s u 0 . Since b q I is nonexpansive0 u u u 0
 .  .y1 X .  ..  .and so continuous , we have that b q I u 0 q u 0 s u 0 as0
u ª 0, which is the desired boundary condition. The case for b is similar.1
5 Y Y 5  .  . YNext we show that u y u ª 0. Letting g x s f x, u u q`u u u u
 X . 5 5 5 5 2  .f x, u , u , we see that g F k since u F k. Thus 6 implies that` Cu u u u
5 5b g y u y h ª 0. 7 .  .`u
5 5 y1Since b is continuous, we have that g y ¨ ª 0 for some ¨ g b u y`u
. 5 5 1h , where b is not necessarily one to one. Since u y u ª 0, f and fCu
are continuous, and f G k ) 0, we see from the definition of g thatu
5 5u y w ª 0`u
w xfor some w g C 0, 1 . By the fundamental theorem of calculus, we have
that
x
X Y Xu x s u t dt q u 0 , .  .  .Hu u u
0
which converges to
x
X Xu x s w t dt q u 0 .  .  .H
0
by the uniform convergence theorem. Thus uY s w.
  X. YNext, by the continuity of b , we see that b g converges to b f x, u uu
 X.  .  .q f x, u, u , which is u y h by 7 . Thus we obtain a u, which is a
 .solution to ) for l s 1.
 .THEOREM 1. Equation 1 has a unique generalized global solution if
 .u g D A .0
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Proof. By Lemma 1 and Proposition 2, we see that the nonlinear
w x w xoperator A is m-dissipative in C 0, 1 . Since C 0, 1 is non-reflexive, it
 .follows from the Crandall]Liggett theorem that 1 has a unique general-
 .ized but not strong global solution.
3. THE PROBLEM IN HIGHER SPACE DIMENSIONS
Consider the equation
u x , t s b f x , =u Du q f x , u , =u , x , t g V = 0, ` .  .  .  .  . .t
­ u x , t .
y s b u x , t , x , t g ­ V = 0, ` .  .  . .0­n 8 .
u x , 0 s u x , .  .0
n  .where V is a bounded smooth domain in R , n G 2, n s n x is the unit
outer normal at x g ­ V, and ­ ur­n s =u ? n .
 .  .We make the following assumptions 3.1 to 3.4 :
 .3.1 b is a continuously differentiable maximal monotone function
 .  .such that b 0 s 0 and b t ª q` as t ª q`.
a n .  .  .3.2 f x, j g C V = R , 0 - a - 1, and f G d ) 0.0
a n .  .  .  .3.3 f x, h, j g C V = R = R , 0 - a - 1, f x, 0, 0 ' 0 for all
x, f is monotone nonincreasing in h, and frf had at most linear growth
in j , in the sense that
f
< <F g x , h 1 q j .  .
f
for some positive continuous function g.
 .3.4 b is a twice continuously differentiable maximal monotone0
 .function, such that b 0 s 0.0
 .  .  .Define the nonlinear operator A : D A ; C V ª C V by
­ u
2D A s u g C V : q b u s 0 on ­ V .  . 0 5­n
and
Au s b f x , =u Du q f x , u , =u for u g D A . .  .  . .
Remark. In the following, we will use the same proof format as in
Section 2 but we have to make the necessary adjustments, such as
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a 1 2 .  . w x  .changing C V to C V , C 0, 1 to C V , and so on. Other differences
can also be seen in the course of the proof. Furthermore, what we obtain
in the end is the m-dissipativity of the closure A of A.
 .LEMMA 2. The operator A is dissipati¨ e in C V .
 . 5 5Proof. Let u, ¨ g D A and l ) 0. As before, we have that u y ¨ `
 . .s " u y ¨ x for some x g V, and we only need to consider the q0 0
case.
If x g V, then we have0
= u y ¨ x s 0 and D u y ¨ x F 0 .  .  .  .0 0
by the first and second derivative tests. The case that x g ­ V cannot0
w xhappen. Otherwise, by the Hopf boundary point lemma 6 , we have that
 . .  . . 5 5 ­ u y ¨ x r­n ) 0 since u y ¨ x s u y ¨ ) 0. Here we assume`0 0
.u / ¨ to avoid triviality. But on the other hand, the boundary condition in
 .  .8 and the monotonicity of b imply that ­ u x r­n F 0. Thus we get a0 0
contradiction.
Hence, as before, we can easily derive dissipativity.
Remark. Here notice that x g ­ V can happen in the case of n s 1.0
a  .Let h g C V and consider
by1 u y h y f x , =u Du q f x , u , =u s 0 .  .  . .u
­ u
y s b u on ­ V . 9 .0­n
y1  .y1Here b s b q u is nonexpansive.u
 .PROPOSITION 3. Equation 9 has a solution.
2 a .  .Proof. Define the operator S : C V ª C V by
by1 u y h y f .u
Su s u y ,
f
 .  .  .and define the operator B : D B ; C V ª C V by
­ u
2D B s u g C V : q b u s 0 on ­ V .  . 0 5­n
and
Bu s Du , u g D B . .
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y1 a 2 .  .  .Here I y B : C V ª C V exists and is continuous and compact
w xby 13 .
 .Rewrite 9 as the operator equation
y1u s I y B Su .
10 .
u g D A . .
Now as before, define the truncation of S : for m g N
5 5 2¡Su , if u F mC~ muS u sm S , otherwise.¢  /25 5u C
 .y1 2 2Then I y B S : C ª C is continuous, compact, and uniformlym
w xbounded for each m. So by the Schauder fixed point theorem 6 , we have
 .y1  . 5 5 2I y B S u s u for some u g D A . If we can show that u Cm m m m m0
 .F m for some m , then 9 is solved.0 0
5 5 2Now suppose that u ) m for all m, and we seek a contradiction.Cm
By the definition of S , we havem
by1 ¨ y h y f x , ¨ , =¨ .  .u m m m
u y Du s ¨ ym m m f x , =¨ .m 11 .
­ umy s b u on ­ V , .0 m­n
5 5 2where ¨ s mu r u .Cm m m
Using the arguments as in proving Proposition 1, we can derive without
5 5 5 5much difficulty that ¨ F h F k. As in proving Lemma 2, we have` `m
5 5 <  . <  . 5 5u s u x for some x g V; which, together with ii , implies u` `m m 0 0 m
 . 5 5 2F k by the first and second derivative tests. Multiplying 11 by mr u Cm
 .  .and using the assumption of 3.3 , we see that 11 reduces to an equation
like
n ­ ¨miD¨ q a x q b x s c x .  .  .m m m m­ xiis1 12 .
­ ¨my s d x on ­ V , .m­n
where ai , b , c , and d are all smooth and uniformly bounded. Thus bym m m m
p w xthe L elliptic estimate 20 , we have
5 5 2 , p¨ F kWm
5 5 1q afor p G 2, which gives ¨ F k by using the Sobolev imbeddingCm
2w x  .theorem 6 for large p. Here notice that u or ¨ belongs to C V , form m
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which a representation formula by the Green's function of the second kind
w xexists, and that the interpolation inequality 6 can be used. So we have
5 5 2q a w x¨ F k by the Schauder global estimate 6 . ThusCm
5 5 2 5 5 2 5 5 2u ¨ k uC C Cm m m
25 5u s FCm m m
for all m, which is a contradiction when we let m ª `.
a  .PROPOSITION 4. For h g C V , there exists a solution u to
u y Au s h in V
)) .
u g D A . .
 .Proof. Proposition 3 gives a solution u to 9 . Applying the argumentsu
as in proving Proposition 2, we can obtain without much difficulty that
5 y1 5b u y h F k , . `u u
and then as in proving Proposition 3, we can derive without much difficulty
that
5 5 2q au F k .Cu
w x It follows from the Ascoli]Arzela theorem 18 that u actually, itsu
2qd.  .some subsequence converges to some u in C V , where 0 - d - a -
 .1. So 9 converges to
u y b f x , =u Du q f x , u , =u s h in V .  . .
­ u
y s b u on ­ V , .0­n
 .and so )) is solved.
 .THEOREM 2. Equation 8 has a unique generalized global solution if
 .u g D A .0
 .Proof. By Lemma 2, A is dissipative in C V and then, so is its closure
a  .  .A. Since C V is dense in C V which is non-reflexive, Proposition 4
shows that A is m-dissipative. It follows from the Crandall]Liggett theo-
 .  .rem that 8 has a unique generalized but not strong global solution.
4. THE METHOD OF LINES
We will confine ourselves to the case of higher space dimensions since
the case of one space dimension can be treated similarly.
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Let T ) 0 and n g N be large. With the operator A defined in Section
 .3, we time-discretize 2 to have
u y e Au s ui i iy1
13 .
u g D A , .i
 .where e s Trn and i s 1 to n. We assume u g D A .0
 .Given u g D A , Proposition 4 gives the existence of a u . It follows0 1
from induction that u exists for i s 1 to n. For convenience, we definei
u s u y e Au .y1 0 0
 .We estimate u . Let ¨ s u y u re . Applying the arguments as ini i, e i iy1
Section 3, we can obtain without much difficulty that
5 5 5 5¨ F ¨ .` `i , e iy1, e
5 5 5 5Since ¨ s Au F k, we have that` `0, e 0
5 5¨ F k .`i , e
5 5  .The same argument also give that u F k, for which we used f x, 0, 0`i
 .  .' 0 s b 0 s b 0 .0
 .  .We estimate further. Let Hw s f x, =w Dw q f x, w, =w . With
5 5  .bounded ¨ , we see from 13 that`i, e
5 5 5 5 5 5yb y Hu ` or yb y Hu s b Hu F k , . .  .` `i i i
in which the first equality follows from the monotonicity of b. Since
 . 5 5 5 5b t ª "` as t ª "`, we see that Hu F k. So, using u F k, the` `i i
assumption that f G d ) 0 and the assumption that frf has at most0
p w xlinear growth in j , and applying the L elliptic estimate 20 , we have
5 5 2 , pu F k .Wi
w xBy the Sobolev imbedding theorem 6 for large p G 2, we have that
5 5 1q lu F k for 0 - l - 1.Ci
w xNext we construct the Rothe functions 10, 17 . Let
x n 0 s u , and x n t s u .  .0 i
 xfor t g t , t , where t s ie , and letiy1 i i
u y ui iy1nu t s u q t y t 14 .  .  .iy1 iy1e
w xfor t g t , t . Here as before, n g N is large, e s Trn, and i s 1 to n.iy1 i
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n n 5 5By the definition of x and u and by ¨ F k, we have that`i, e
5 n n 5sup u t y x t ª 0, .  . `
w xtg 0, T
5 n n 5 < <u t y u t F k t y t 15 .  .  .`
w xfor t, t g t , t , andiy1 i
dun t .
ns Ax t .
dt 16 .
un 0 s u , . 0
w x  ..where the last equation has values in B 0, T ; C V , the real Banach
w x  . 5 5space of all bounded functions from 0, T to C V since ¨ F k.`i, e
5 5 1q lNext we show convergence of u . Since u F k for 0 - l - 1, weCn i
have that
n 1q d5 5sup u t F k , 17 .  .C V .
w xtg 0, T
1qd .  . and so u t has a t-uniformly convergent subsequence in C V and son
 ..in C V by using the Ascoli]Arzela theorem. Here 0 - d - l - 1. Thus
n nw x  .  .  .for each t g 0, T , u t is relatively compact in C V . Since u t is also
nw x  ..  .  . equi-continuous in C 0, T ; C V by 15 , we have that u t actually, its
.  . w x  ..some subsequence converges to, say u t in C 0, T ; C V by using the
w x n .  .Ascoli]Arzela theorem 18 . Since u t also converges t-uniformly in u t
1qd  .  .  .in C V , we have that u t satisfies the boundary condition in 8 since
 .u does so. Here we observe that 17 impliesi
5 5 1q dsup u t F k . . C
ww xtg 0, T
n .  .  . w x  ..Now, since u t satisfies 16 and converges to u t in C 0, T ; C V ,
 .  .  . 5 5 we call u t a limit solution of 2 or 8 . Since ¨ F k, u s I y`i, e iy1
.y iy1.  .yw tre x  .  .yw tre xe A u s I y e A u , and U t u ' lim I y e A u0 0 0 e ª 0 0
w x  .  .exists by the Crandall]Liggett theorem 4 , we see that u t s U t u0
w x w xuniformly for t g 0, T . Here s is the greatest integer that is less than or
equal to s.
Thus we have shown that
 .  .  .THEOREM 3. If u g D A , then 8 on V = 0, T has a limit solution0
 .  .u u s U t u , which has the smoothness property that0
5 5 1q dsup u t F k . C
w xtg 0, T
for 0 F d - 1.
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< X . <Next we further assume that sup b s F k and considersg R
I q I s b X s f x , =x n D x n y f x , =u Du h dx .  .  . .H1 2
q b X s f x , x n , =x n y f x , u , =u h dx , .  .  . .H
2 . n where the integration is taken over V, h g L V , and s s lHx q 1 y
.  .l Hu, 0 F l F 1. H is defined at the beginning of this section.
< X . < n .Now estimate I . Since sup b s F k and u t converges t-uni-2 t g R
 . 1qdformly to u t in C and f is continuous, we have that I converges to 02
t-uniformly by the Lebesgue convergence theorem.
Next, rewrite I as1
b X s f x , =u D x n y Du h dx .  .  .H
q b X s f x , =x n y f x , =u D x n h dx , .  .  . .H
which we denote as J q J . We have that J ª 0 since1 2 2
< X < 5 n 5 5 n 5 2 5 5 2J F sup b s f x , =x y f x , =u D x h .  .  . ` L L2
sgR
5 n .5 2, p 5 5 2, pand sup u t F k for all p G 2 by u F k.W Wt gw0, T x i
n .On the other hand, we see that J ª 0 since u t converges weakly in1
2, 2 . < X . <W V by the Alaoglu theorem and since sup b s F k andsg R
 . 2 . 2, 2f x, =u h g L V . Here notice that W is a Hilbert space.
 .Thus we have shown that I q I ª 0. With that applied to 16 and1 2
using the mean value theorem, we see that
dun t .
h dx s I q I q b Hu h dx ª b Hu h dx .  .H H H1 2dt
t-uniformly, which we denote as
dun t .
, h ª Bu t , h . . . /dt
 . 2 . w xHere , is the inner product in L V . Thus by the Fubini theorem 18 ,
we derive
dun dunt tn nu t y u 0 , h s dt , h s , h dt , .  . . H H  / /dt dt0 0
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which converges to
t
u t y u , h s Bu t , h dt .  . . . H0
0
by the Lebesgue dominated convergence theorem since
n ndu du
25 5, h F h F k .L / 2dt dt L
Now by the Fubini theorem again, we have that
t
u t y u , h s Bu t dt , h .  . . H0  /0
2 .for each h g L V , and so
t
u t y u s Bu t dt . .  .H0
0
Hence, we obtain that
du
2s Bu g L V for almost every t g 0, T .  .
dt 18 .
u 0 s u . 0
 .by the fundamental theorem of calculus. Since u t also satisfies the
 .  .  .  .boundary condition in 8 proved earlier , 8 has a solution in V = 0, T ,
 .and then in V = 0, ` since T is arbitrary.
Thus we have
 . < X . <  .THEOREM 4. If u g D A and sup b s F k, then 8 has a0 sg R
 .  .strong solution u t , which satisfies 8 for almost e¨ery t ) 0 and has the
properties that
du
F k for almost e¨ery t
2dt L
and
1q d5 5sup u t F k . C V .
w xtg 0, T
for 0 F d - 1.
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