The central premise of density functional methods is that functionals of the electron density describe the properties of many-electron systems, including quantum effects such as electron exchange and correlation. In practice, such methods have demonstrated accuracies comparable to those of more computationally intensive quantum methods; however, they are limited by their demand of computational power. In this report we describe an alternative approach to constructing the initial electron density that serves as the starting point for density functional methods. In our method, the total density is constructed piecewise from fragments. Assuming that fragment densities can be computed efficiently, this leads to significant improvements in the overall calculation effort. We report results of calculations in several model systems.
I. INTRODUCTION
Quantum molecular simulations of chemical systems can provide detailed information that is often inaccessible to direct experimental measurement. However, there are a number of practical considerations that limit the applicability of numerical simulations to large systems ͓1͔. In particular, the solution of complex equations and optimization of large numbers of variables scale poorly. In this regard, new implementations of quantum mechanics have made important advances. The Kohn-Sham ͑KS͒ version of density functional theory ͑DFT͒ ͓2͔ has increased the size of systems to a few tens of heavy atoms, larger than could previously be studied with traditional ab initio approaches while still maintaining chemical accuracy ͓3͔. The key aspects introduced by KS-DFT refer to the use of a single determinant wave function and the representation of exchange and correlation energies as functional forms of the electron density ͓4͔. In spite of the increase in the number of atoms, the size of systems that can be treated remains modest. Certainly, dealing with protein molecules or accounting for the immediate molecular environment lies outside the range of current computational capabilities. We are thus motivated to explore alternative approaches that might lead to a significant expansion in the size of molecular systems.
The mixing of quantum methods with model potentials ͑including force fields͒ that mimic quantum forces with simple expressions has permitted the study of large systems while taking into account the environment ͓5͔. Nevertheless, other important problems have simultaneously arisen. For instance, model potentials are unable to estimate important quantum effects like the exchange and correlation among electrons. Also, it is not clear how to deal with overlap atoms that define the interface between the quantum and classical regions ͓6͔. Although the simulation of environmental forces with model potentials is a choice, care should be exercised as deviations introduced by model interactions can overshadow the accuracy achieved in the quantum region. Shifts in free energy of a few kilocalories per mole results in orders of magnitude changes in reaction rates. Hence, theoretical methods must be accurate.
Other quantum methods have avoided the use of lower levels of theories and have instead focused their efforts on appropriate partitions of the energy that may lead to additive interactions ͓7͔. Then, the total energy is assumed to be a summation of additive energies with corrections coming from nonadditive terms. The results from these methodologies are marginally accepted and much work is still to be performed. Among other important techniques to speed up computations is the effective core potential approach ͓8͔, in which only the outermost ͑valence͒ electrons participate in bond formation, while the innermost ͑core͒ electrons of the atom are implicitly accounted for by introducing effective potentials. Also, the need for a fast and reliable evaluation of interaction integrals has led to multipolar expansions ͓9͔, linear scaling algorithms ͓10͔, and the introduction of auxiliary basis sets ͓11͔, in addition to the common orbital basis sets, to efficiently reduce computational times. The use of cutoffs for large distance interactions and, whenever possible, the use of molecular symmetry are also techniques to reduce the number of integral evaluations ͓12͔. Many of the above schemes favor the use of processors in parallel, and in combination with fast supercomputers have made possible the study of relatively big systems. In spite of such sophisticated techniques the application of quantum theories to large systems continues to be a significant challenge, due to the great number of variables that have to be optimized. Therefore, better and more flexible approaches are required to more realistically simulate the processes that occur at the quantum level.
It is our objective in this work to design an approach that allows us to extend the present Kohn-Sham DFT to large systems. The approach should be kept within the ab initio machinery framework so that DFT packages can implement it with minor changes in their codes. For this, our experience suggests that any attempt to apply quantum mechanics to large compounds should essentially start from smaller fragments ͓13͔, following nature's course in building large molecules from smaller ones. We have organized this paper as follows. In Sec. II we briefly discuss the basic entities ͑mo-lecular orbital coefficients͒ that determine the wave function and which we use later in Sec. III to propose models for the electron density and kinetic energy. In Sec. IV we build the matrix of molecular coefficients for the big molecule, based on the previous electron density and kinetic energy models. Section V is devoted to testing the fragmentation method for some DNA organic compounds and C 60 carbon cluster. Finally, Sec. VI discusses the implications and gives the conclusions of our fragmentation method.
II. THE WAVE FUNCTION
We start by dividing a large molecule into M fragments, say F 1 ,F 2 , . . . ,F M , for which we can perform ordinary self-consistent field ͑SCF͒ DFT quantum calculations. Each fragment is assumed to have a wave function ⌿ represented by a single determinant that satisfies the antisymmetry principle and makes electrons indistinguishable from each other. The determinant can be written in a compact Dirac ket form as
where only diagonal terms are shown. The elements of the determinant are molecular orbitals constructed from linear combinations of atomic orbitals ͑shells͒ ͓14͔,
summations are taken over the total number N of atoms in the fragment and total number N i of shells that belong to the ith atom. Atomic shells are further expanded in terms of Gaussians to facilitate the solution of integro-differential equations that appear in SCF quantum methods:
For simplicity, we work with minimal Gaussian sets (L ϭ3), recognized in the literature as basis sets of the STO-3G type, which reproduce the basic features of atomic shells and are centered on the nuclei. Because all parameters (␣ exponents and ␤ coefficients͒ involved in the STO-3G Gaussians are fixed, the shape of the wave function is completely defined by the molecular orbital coefficients a i j k . This is the reason that efforts are concentrated on finding the best a i j k coefficients, usually by a variational process that minimizes the DFT energy. Given the important role that molecular orbital coefficients play, they are conveniently accommodated in matrices with a simple form. For example, in the case of formaldehyde (CH 2 O) with 16 electrons located in eight doubly occupied molecular orbitals, we have the matrix shown in Table I .
Even though formaldehyde is a small molecule, the number of variables to optimize is 96, equal to the number of atomic shells times the number of occupied orbitals. In the case of fullerene (C 60 ) the number of variables becomes 54 000, although molecular symmetry can be used to reduce this number. In the general case of biomolecules, commonly
showing no symmetry at all, the number of degrees of freedom prohibits any quantum analysis. Thus, if we want to study big molecules at the quantum level, a natural and convenient way to do it is by fragmentating the big molecule into small components for which it is possible to perform standard KS-DFT computations. With this procedure we try not to reduce the large number of molecular orbital coefficients that are inherent in quantum calculations, but divide the configuration space in such a way that we can optimize small subsets of molecular coefficients. The first complication faced in this enterprise is how to link the molecular coefficients of fragments to conform to the matrix of molecular coefficients of the big molecule. Unfortunately, we do not know of any other relation ͑other than the computationally expensive SCF procedure͒ that directly involves the molecular orbital coefficients and which could simplify the mapping process. Hence, we have recourse to the electron density as an indirect form to combine the molecular coefficients of fragments that will determine the wave function of the large molecule. The work with molecular coefficients does not alter the single-determinant representation of the wave function, assumed to be one of the key aspects in Kohn-Sham theory.
III. THE ELECTRON DENSITY
The central premise in DFT is that the system Hamiltonian can be expressed in terms of functionals of the electron density . The electron density depends on the molecular coefficients through the n lowest occupied molecular orbitals: 
If it is possible to propose an adequate electron density from combination of the molecular coefficients of fragments, we should in turn expect adequate energy contributions. In other words, we construct an electron density that virtually has the same effects in the energy as that DFT electron density obtained by means of traditional KS-DFT calculations. As remarked above, construction of the density via a single large SCF calculation is not a numerically efficient strategy and, consequently, we look for the best mapping
where i is the electron density of the ith fragment. Because is an extensive quantity, all fragment densities should contribute at a given r ជ q point, so we propose the following density model:
The validity of this approximation depends on the connectivity among fragments. If fragments are completely unaffected by the presence of other fragments, virtual is not expected to properly reproduce DFT ; otherwise virtual should be a good approximation. In order to communicate between neighboring fragments, we suppose for simplicity that the fragment influence just extends up to the first atomic neighbors in the contiguous fragments ͑although second, third, and more neighbors can in principle be considered͒. Our goal is that fragments are affected by the presence of their partners solely through the use of atomic neighbors. For example, to be more specific, if we break the CuC bond of ethane, one of the simplest hydrocarbons with structure CH 3 uCH 3 , the fragments actually calculated could be CH 3 uCЈ and CЈuCH 3 , where the neighbor CЈ atom is precisely of the same type as the one that was removed. In this form, it is possible to produce the polarization of the electronic charge of the fragment under consideration due to the immediate molecular environment. In spite of this simplification two main problems now arise: ͑a͒ some fragments may not permit reaching convergence in the molecular orbitals necessary to obtain the KS-DFT wave function, and ͑b͒ the introduction of atomic neighbors involves overlap atoms among fragments, which implies atomic double counting. The first problem can be solved if we consider that there are many ways to perform the partition of a big molecule or, alternatively, if the fragmentation is performed with suitable care. We try to avoid, for instance, partitioning conjugated rings, severing strong bonds, or breaking a great number of bonds. It is possible to saturate broken bonds with special groups such as H, NH 2 , CH 3 , etc., to obtain molecules that are known to be stable in nature and for which convergence can be achieved. In the example of ethane given above, bond saturation consists in adding to the CЈ carbon neighbor a hydrogen to get a more stable molecule. In regard to the second problem, this is more difficult and deserves special attention.
The inclusion of atomic neighbors to simulate the immediate surroundings leads to an overestimation of the electron density, especially in the region of joining fragments. In order to avoid an overcharged region, for simplicity we scale the molecular orbital coefficients of those atoms that overlap. In particular, we scale all coefficients of valence shells, assumed to take part in bonds, while we make zero the coefficients of first-neighbor core shells. Following the example of ethane, charge overestimation is avoided by scaling the valence shells ( P states͒ of the C and CЈ atoms and making zero the core shells (S states͒ of the neighbor CЈ atom. The scaling process is restricted to reproducing the local density distribution around overlapping atoms and/or preserving the number of electrons of the system. It is recommended to work out the proper density distribution at those points that are used as a grid for numerically integrating energy terms like exchange and correlation ͓15͔. Briefly, the scaling process is done in an automatic and straightforward manner, essentially consumes no computation time, and solves the problem of overestimating the electron density.
Using the electron density model in conjunction with the scaling proposal permits the calculation of most energetic contributions to the total energy. However, the Kohn-Sham kinetic component is still an expression of the molecular orbitals, so we additionally require a mechanism to compute the kinetic energy. In the KS scheme the kinetic energy is
͑7͒
If it is assumed that the big molecule is partitioned into M fragments, we can in principle group together the molecular orbitals that contribute most to the kinetic energy of each fragment by, for example, selecting the orbitals centered at precisely those nuclei that take part in the fragment, plus partial contributions of molecular orbitals located in neighboring nuclei:
n i is the number of orbitals considered in the ith fragment. With no loss of accuracy the kinetic energy, which involves all occupied molecular orbitals, can be written as
Our approximation for T consists in separately computing the kinetic energy of each fragment, where atomic neighbors are considered as before to communicate fragments and with the same scaling method on the shells to preserve the total charge. In this form, we can suppose a similar mapping as for the electron density.
We note that it is also possible to scale the molecular coefficients of overlapping atoms to reproduce local kinetic energies accurately instead of, or in addition to, local electron densities. The above expression, where all fragments are supposed to be referred to the same coordinate system, is a model for the kinetic energy of the big molecule in terms of the molecular orbitals of fragments, some of which were modified according to the scaling process already discussed. From now on, we refer to the fragmentation method as the virtual electron density approximation ͑VEDA͒.
IV. THE MATRIX OF MOLECULAR COEFFICIENTS
The models we have presented for the electron density and kinetic energy have identical forms to their respective KS expressions, with the exception that they are generated from different orbitals ͑those of fragments͒:
nϩ is the sum of all occupied orbitals of fragments. In principle, we are in the position to compute all energy contributions of the big molecule from the fragments. Nonetheless, from a practical point of view, the problem is not finished yet because we are required to build the matrix of molecular coefficients of the big molecule from the smaller matrices of fragments. The building of a big matrix of molecular coefficients facilitates implementation of the method in most DFT software codes, with a minimum number of changes, making it possible to exploit all the experience gathered on the algorithms that constitute the present ab initio machinery. We build the big molecular coefficient matrix by putting side by side fragment matrices and keeping the order of atoms inside the big matrix as in an ordinary DFT matrix ͑refer to Tables I and II as examples͒. Because it happens that many atoms are not in every fragment, their corresponding boxes in fragment matrices that lack such atoms are filled up with zeros. Also, because the matrix of the big molecule must be square, ghost atoms and even additional molecular orbitals can be included, making their molecular coefficients zero. Their presence does not affect computations but is intended to accomplish a square matrix. On the other hand, the introduction of overlap atoms to communicate between fragments increases the dimensions of the big matrix in comparison with an ordinary DFT matrix. Nevertheless, if we consider that the total number of electrons determines the total number of occupied molecular orbitals, we can force a DFT code to read the big matrix by simply declaring a fictitious number of additional electrons ͑a negative total charge͒. The big matrix virtually produces the same effects as the matrix of an ordinary DFT calculation with the difference that it was not necessary to perform a SCF procedure to find the molecular orbitals of the big molecule. In other words, we have built a wave function for the big molecule; however, it was not obtained from a SCF procedure, but from collecting wave function elements from fragments.
Once the matrix for the big molecule is constructed, the evaluation of the different energy terms can be done as usual since we have dealt with molecular orbital coefficients, which are considered the basic entities in a Gaussian approach. It is feasible to apply all those techniques ͑like linear scaling methods, multipolar expansions, and others͒ that effectively and rapidly compute integrals. In the computation of interaction integrals all electrons are involved, even those far apart and which belong to different fragments. 1 An alternative expression for the kinetic energy is given in ͓16͔:
This last identity is similar II. Matrix of molecular coefficients of a large molecule built from the matrices of fragments. The X, Y, and Z matrices, obtained after DFT-KS calculations on fragments 6, 7, and 8, respectively, are arranged in contiguous form. Some of their rows have been up/down translated to keep the required order of atomic shells imposed by the matrix of the large molecule. The shells of atoms that overlap fragments are scaled by i to reproduce the correct local density distribution and maintain the total amount of charge. Additional rows have been inserted, those with zeros, for atoms of the big molecule that do not appear in a fragment.
Matrix of molecular orbital coefficients
All occupied molecular orbitals
. XXXX 0000 0000 .
••• 0000 0000 
V. MOLECULAR CALCULATIONS
We apply the VEDA to some organic compounds of interest in molecular genetics, such as the nucleic acids adenine (A), thymine (T), guanine (G), cytosine (C), and hypoxanthine ͑H͒ ͑structures taken from Ref. ͓17͔͒. We also test the VEDA for the C 60 carbon cluster. The molecules and fragmentation types are sketched in Figs. 1 and 2 . For instance, in the case of A the cuts were done across CuN bonds to separate the five-membered ring from the sixmembered ring. In a similar form to the other molecules, only two scale factors were introduced in this case ͑as indicated in Fig. 3͒ to get the total charge of each fragment. Undoubtedly, details proliferate about different scaling possibilities; nonetheless, the one presented here is one of the simplest forms to scale the molecular orbitals with a minimum number of factors.
We had recourse to the NWCHEM ͓18͔ software package to implement our computations. Since KS and VEDA total energies do not have to be necessarily the same, we compare VEDA relative energies with KS relative energies. Relative energies are calculated for each compound and correspond to the energy difference between the ground state structure and a deformed conformation. Most deformations have been done along the partition region of the molecules, so the VEDA is tested under stringent conditions. For instance, in FIG. 1. The nucleic acids ͑ad-enine, thymine, guanine, and cytosine͒ together with the type of fragmentation used to illustrate the VEDA approach. For the small pyrimidine molecules ͑thymine and cytosine͒ the fragmentation was done while trying to maintain the identities of their CH 3 and NH 2 chemical groups.
FIG. 2.
The fullerene molecule (C 60 ), together with the type of fragmentation that was used to illustrate the VEDA approach. Fullerene was bisected and each fragment contained 30 atoms. However, the VEDA demands the use of atomic neighbors to polarize those atoms that build the fragment under consideration. This is the reason that each fragment considerably increases its size ͑sketch at right͒. Although the VEDA gives good results for such a molecule, fragmentations of this type ͑where many bonds are cut͒ are certainly not recommended. Fig. 1͒ showing a particular scaling type and the factors (␦ 1 and ␦ 2 ) used to scale the valence shells ͑in this case P molecular orbitals͒ of carbon and nitrogen atoms located in the cut region of equilibrated ͑Eq͒ and deformed ͑Def͒ adenine. The core shells (S molecular orbitals͒ of atoms with tags ␦ i , iϭ1,2, except these with tags 1 ϩ␦ 1 , were made zero. Each factor was constrained to reproduce the total charge of its fragment. Atoms in black and with labels H or C were considered as real atoms for the computation of the molecular orbital matrix of each fragment, but all their orbitals were made zero when building the matrix of the big molecule to avoid double atomic counting and to achieve a realistic density. Similar scaling types and factors were obtained for the other nucleic acid bases and fullerene.
FIG. 3. The fragmented adenine molecule ͑also refer to
the case of adenine the deformations consist in positioning N1 and N7 ͑see Ref. ͓17͔ for the nomenclature͒ above and below the molecular plane, respectively, by an amount of 0.24 Å, with similar deformations for the other model molecules studied here. Table III indicates that guanine shows the largest error, giving a deviation smaller than 2 kcal/mole. If we consider that the KS chemical accuracy lies within 1 kcal/mole, then all VEDA relative energies are sufficiently accurate because they are close enough to KS relative energies.
Computational times have been included in Table III . For all nucleic acids the VEDA procedure is considerably faster. Computational times are not shown for fullerene because different numbers and types of processor were used to rush the computations. For larger molecules the VEDA method should eventually become even more competitive due to two main points: ͑a͒ the computational effort of present DFT methods is dominated by the SCF calculation and ͑b͒ the fragmentation method permits by its very nature calculations in parallel. For instance, different fragments of similar sizes may be assigned to different processors to keep a proper load balance. This parallelization greatly facilitates distributed data administration ͓19͔, since each fragment in the VEDA has been made independent of the others, thus avoiding constant communication and signal traffic bottlenecks among slave nodes. Of course, the evaluation of the final energy can be orchestrated by a master node by applying the parallel techniques discussed in the previous section for the evaluation of interaction integrals. In this regard, the VEDA is fully parallelizable.
The VEDA permits the calculation not only of relative energies, but also of components of the energy. Thus, in Table IV we show VEDA energy components for adenine and fullerene. They exhibit a similar behavior to the KS terms, but the one-electron energy is the component that deviates the most. There exist several alternatives to improve the VEDA energies. Perhaps the most direct form is to orthogonalize all molecular orbitals of fragments among them-TABLE III. Total and relative energies ͑in a.u.͒ of the normal and deformed nucleic acids adenine (A), thymine (T), guanine (G), cytosine ͑C͒ and hypoxanthine (H), as well as of fullerene. The energies were computed within the DFT Kohn-Sham scheme and VEDA fragmentation method. Computational times ͑in sec͒ are also included. selves to achieve an optimum set of molecular orbitals. However, in the case of a fragmentation method the orthogonalization task becomes difficult due to the different dimensions ͑sizes͒ of the molecular orbitals that belong to different fragments, so no further orthogonalization is recommended. In this regard, it is preferred to improve the electron density by introducing a better scaling ͑for example, by paying special attention to directional effects, i.e., those directions where polarization of the electronic charge occurs in stronger form͒ or by incorporating more atomic neighbors in the calculations. Also, the possibility of working with additional fragments that overlap the fragments of the big molecule should not be discarded as a way to compute better scaling factors. In Fig. 4 we compare a VEDA isoelectronic density surface with the corresponding KS-DFT one. Variations are observed there, which translate into different energies. These variations point out room for improvement in the virtual electron density. In Table V we show energies for the Watson-Crick complexes AT and GC. We have performed partitions across hydrogen bridges in such a way that each nucleic acid was considered a single fragment ͑see Fig. 1͒ . In this last case no scale factors were used at all since the polarization produced by H bridges is small. In the case of the KS-DFT energy no fragmentation was done at all. Relative energies are very close between the two methods for AT and GC. For instance, for the AT pair, while KS-DFT gives Ϫ0.1058 a.u. the VEDA procedure predicts Ϫ0.1079 a.u., resulting in a deviation of less than 2 kcal/mole. This result is encouraging given the large number of H bridges in organic compounds like proteins and DNA/RNA chains, because, in principle, we do not deal with scale factors for hydrogen bridges.
Although in this work VEDA has been illustrated with the use of STO-3G basis sets, it is possible to work with bigger sets, with the difference that a larger number of molecular orbital coefficients will be involved. We also note the possibility of combining small and big basis sets in one system. In Fig. 5 we simulate a large molecule partitioned into several fragments. The fragments are connected through overlap ͑connectivity͒ atoms. While for connectivity atoms we can use STO-3G basis sets in the way we have shown here, bigger basis sets ͑like 6-31G*, DZVP, or even TZVP͒ can be used for the other atoms. This procedure in principle permits one to analyze large organic compounds, or simulate environments, like water, where nearby molecules can be explicitly taken into consideration while the remaining bulk is implicitly simulated by electrostatic fields. In order to speed computations it is still possible to freeze selected molecular coefficients, and just work with those that are of particular interest ͑remember that in the VEDA it is possible to identify the molecular coefficients assigned to a given fragment͒. Finally, possible extensions of the VEDA to other schemes, like Hartree-Fock based methods, are encouraged.
VI. CONCLUSIONS
In this work we have proposed a method ͑VEDA͒ based on the fragmentation of a molecule and the construction of an electron density from fragments that essentially does the work of a SCF electron density. The VEDA method was used Ϫ3 . Small variations are observed with the VEDA at the center of the five-membered ring and in a localized region along the bonds that were cut ͑refer to Figs. 1 and 3͒. Such variations are under control in the VEDA and can be minimized by introducing a better scaling type or even more scaling factors. 5 . The application of the VEDA method to a large molecule. We simulate a big molecule that has been partitioned into several fragments of about the same size. The fragments are affected by their partners through the use of overlap atoms indicated by connectivity symbols ͑hinges͒. The STO-3G basis sets are used for the overlap atoms, while bigger sets ͑like 3-21G͒ are used for the remaining atoms. The chemically important catalytic pocket of the molecule in this representation ͑white color͒ makes use, for instance, of 6-31G* basis sets.
within the KS-DFT theory, showing the possibility of studying large compounds without the need to reconstruct every atomic orbital from scratch ͓20͔. Instead, the method takes advantage of smaller calculations on fragments to propose a matrix of molecular coefficients and proceed to the evaluation of the energy as usual. In this context, molecular partitions are important and they can be saved ͑possibly in a data bank͒ for later use, allowing the method to become more efficient. In the VEDA all atoms are treated at the quantum level; however, the method can also be combined with other schemes, like molecular mechanics, for the use of hybrid approaches. The VEDA loses some accuracy in the fragmentation process, especially at fragment joins, but this loss is small and can be further reduced. To our understanding, this is the first time that DFT energies have been reproduced for the nucleic acids and fullerene within a small error margin, and without having recourse to the SCF process. It is our hope that this research will permit computations for large molecules beyond present methods. Finally, by proposing a method that is mainly based on the electron density, we try to go back to the fundamentals of DFT, where the electron density is supposed to play the central role in defining the molecular properties.
