The proposed feature selection method builds a histogram of the most stable features from random subsets of training set and ranks the features based on a classifier based cross validation. This approach reduces the instability of features obtained by conventional feature selection methods that occur with variation in training data and selection criteria.
expression databases are a problem of practical significance. In this Letter, we provide a novel method for reducing instability in the nature of features selected by using conventional feature selection methods through the new concept of creating normalised feature histograms from a given training set. Figure 1 Table 1 . The average classification accuracies on individual datasets show an improvement of a maximum 6%. These results show that by using the proposed approach high recognition accuracies can be achieved with very small number of features. Further, we find from Table 1 
Normalized feature histogram technique:

