We present the first I/O-and practically-efficient algorithm for simplifying a planar subdivision, such that no point is moved more than a given distance ε xy and such that neighbor relations between faces (homotopy) are preserved. Under some practically realistic assumptions, our algorithm uses O(SORT(N )) I/Os, where N is the size of the decomposition and SORT(N ) is the number of I/Os need to sort in the standard externalmemory model of computation. Previously, such an algorithm was only known for the special case of contour map simplification.
Introduction
Spatial data analysis has received considerable attention over the last few decades. Spatial data can be analyzed in various ways, but visualizing the data is obviously a first simple method to understand it. For visualization, spatial data is often represented by geometric primitives such as points, lines, and polygons, and often such representations form a planar subdivision, that is, an embedding of a planar graph with straight line edges. For example, (2.5-dimensional) terrain data is often visualized by (2-dimensional) contour maps, just like various terrain analysis results, such as drainage divisions, take the form of planar subdivisions. One reason for the increasing focus on spatial data analysis is that massive amounts of spatial data is increasingly available. For example, advances in mapping technology such as Light * MADALGO Center for Massive Data Algorithmics, Department of Computer Science, Aarhus University, Denmark. Email: {large,jakobt,jungwoo}@madalgo.au.dk. Research was supported in part by the Danish National Research Foundation grant DNRF 84.
Detection and Ranging (LIDAR) technology has made high-resolution terrain data available. However, with the increasing size of the data also comes the need for intelligent data simplification. Such simplification is e.g. motivated by advanced analysis tools only being able to handle a limited amount of data.
In this paper, we consider the planar subdivision simplification problem, where we given a planar subdivision P and a constant ε xy > 0 want to construct a simpler planar subdivision P such that no point on P is moved more then a distance of ε xy away from a point on P (xy-constraint) and such that P and P are homotopic (homotopy-constraint). Intuitively, the homotopyconstraint means that P can be transformed to P by smoothly moving edges and points, such that faces and neighbor relations between faces are preserved; Refer to Section 2 for more precise definitions of the xy-and homotopy-constraints.
We are interested in practically efficient algorithms for massive subdivisions that are too large to fit in main memory and must reside in disk. In such cases the movement of data between main memory and disk is often the bottleneck in a computation. We will therefore consider algorithms in the I/O-model of computation [3] . In this model the machine consists of a main memory that can hold M data elements and a disk of unbounded size. A block of B consecutive elements can be transferred between disk and main memory in a single I/O. Computation takes place in main memory, and the complexity of an algorithm is measured in terms of the number of I/Os it performs. Furthermore, since we are interested in practical applications of algorithms for planar subdivision simplification, we will make two practically realistic assumptions (also made in previous similar work) namely that 1) all edges in P crossing any horizontal line fit in main memory, and 2) all edges in P incident to two faces that share an edge fit in main memory.
Previous results. A large number of I/O-efficient algorithms have been developed in the last two decades. See recent surveys for an overview [4, 18] . Here we mention that scanning and sorting N elements takes O(SCAN(N )) = O(N/B) and O(SORT(N )) = O(N/B log M/B (N/B)) I/Os, respectively. We are not aware of any direct previous work on I/O-efficient algorithms for planar subdivision simplification. However, there has been a lot of work on the related problem of terrain simplification; Refer e.g. to [12, 9] and the references therein. Unfortunately, most often the developed approaches do not provide guarantees on accuracy (fulfill our constraints) or they are not I/O-efficient. Similarly, there is a lot of previous work on simplifying a polygonal line in the plane; Refer e.g. to [13] for a survey. However, trying to simplify a planar subdivision by simplifying individual polygonal lines in the subdivision will likely lead to intersections between the simplified polygonal lines and thus to violation of the homotopyconstraint.
Very recently, however, an I/O-and practicallyefficient (but not particularly simple) algorithm for the very related contour map simplification problem was developed by Arge et al. [5] . The problem is defined as follows. Let T be a terrain represented as a planar triangulation with heights associated with the nodes (also known as a triangulated irregular network or TIN); the height of an arbitrary point p is obtained by linear interpolation between the three nodes of the triangle of T containing the xy-projection of p. The hlevel set of T is the set of (planar) edges obtained by intersecting T with a horizontal plane at height h. A contour is a connected component of a level set, and a contour map H is the union of multiple level sets. H is a planar subdivision and if we for simplicity assume that none of the level sets are defined by heights of the nodes of T then all contours in H are cycles. The contour map simplification problem is simply the planar subdivision problem on H with the added z-constraint, that for any point p on a contour in the h-level set of the simplified subdivision (map) H the difference between h and the height of p in T is less than ε z . Note that the problem reduces to normal planar subdivision simplification if the (h − ε z )-level and (h + ε z )-level set are added to H before the simplification. In fact, this is exactly how the problem is solved in the recent O(SORT(N )) I/O algorithm by Arge et al. [5] . The algorithm first I/O-efficiently construct a so-called topology tree that encodes how the contours in H are nested (that is, their inside/outside relationships). Then this tree is traversed and the contour c in each node v is loaded into main memory in turn, along with the contours in the parent, siblings and children of v. Note that these constraint contours are exactly the contours that are adjacent to one of the two faces adjacent to c; Refer to Figure 1 . Then c is simplified under the xy-and homotopyconstraints relative to the constraint contours with an internal memory algorithm, which is a variant of the Douglas-Peucker polygonal line segment simplification algorithm [17, 10] . Finally, the simplified contour c is reinserted in the topology tree (to ensure that no later c v Figure 1 : Illustration of the Arge et al. [5] algorithm. Contour c in a node v of the topology-tree is simplified relative to the contours in children (green) and parent and siblings (blue).
simplified contour intersect c ). Arge et al. [5] performed experiments on massive contour maps and showed that the algorithm performs well in practice. Note, however, that the algorithm cannot easily be adapted to work on planar subdivisions, since the topology tree (nesting) is only well-defined for contour maps (and not for general subdivisions).
Our results. In this paper, we present the first I/O-and practically-efficient algorithm for planar subdivision simplification. Our algorithm is not only more general than the contour map simplification algorithm in [5] but also simpler. To illustrate this, consider how our algorithm works in the case where the subdivision is a contour map H. In this case the algorithm first considers each contour c in turn and assign it to the largest of the two faces adjacent to c (the face with most adjacent contour edges), along with all other contours adjacent to the other (smallest) face as constraint contours. Note that the constraint contours assigned to a face with c are either the contours in the children of the node v in the topology tree for H containing c or the contours in v's parent and siblings; Refer to Figure 1 . Note also that a given contour can be assigned to many faces. Next the algorithm considers each face f in H in turn and simplifies each contour c assigned to f in internal memory under the xy-and homotopy-constraints relative to the constraint contours assigned with c and all contours (except for c itself) adjacent to f in H. Note that this means that just as in [5] , c is simplified relative to contours in the parent, siblings and children nodes of the node v in H.
We present our algorithm in two sections below: The external part of the algorithm is described in Section 3 and the internal memory part in Section 5. Our algorithm is simpler (and more general) than the previous algorithm [5] since it completely avoids the topology tree. This is accomplished by collecting constraint contours (by assigning contours to faces) before the actual simplification, which makes the construction and traversal, as well as update, of the topology tree unnecessary. However, since only original contours in H are considered as constraints during the simplification, the correctness (fulfillment of the homotopy-constraint) is not straightforward since intersections between adjacent contour could potentially be introduced when they are simplified separately. Also the efficiency of the algorithm is not straightforward, since (as mentioned) a contour can be assigned as a constraint to many faces. In Section 4 we provide a correctness proof and show that our algorithm is as efficient as the previous contour map simplification algorithm [5] .
We have implemented our algorithm and in Section 6 we present the results of experimenting with it on real-life data, more precisely on data derived from a detailed terrain model of Denmark containing over 12 billion data elements. We both compare its performance to the previous algorithm for contour map simplification [5] , and investigate its performance on general planar subdivisions by using it to simplify a socalled catchment decomposition of a terrain. For the contour map simplification problem our algorithm is significantly faster than the previous algorithm, while obtaining approximately the same simplification factor. For the catchment decomposition simplification problem our algorithm also performs well. Our experiments reveal that the simplification factor depends significantly on the length of the boundary between adjacent faces, with the largest simplification being obtained when adjacent faces share many edges (as is the case in contour map simplification). Overall, our experiments confirm that our algorithm is not only simple and general but also practically efficient.
Preliminaries
A path P is a set of edges defined by pairs of consecutive points in a sequence p 1 , . . . , p n of n > 1 points in R 2 . Abusing notation slightly, we use P to denote both the sequence of points and the path itself. A sub-path of P is defined by a consecutive subsequence p i , p i+1 , . . . , p j , 1 ≤ i < j ≤ n of P , and a simplification P of P is simply a subsequence of P . A polygon is a path P where p 1 = p n . A point p is within a polygon P if any path from p to infinity crosses at least one edge of P . We will abuse notation slightly and also use a polygon P to define the closed region of space defined by points within or on the boundary of P .
Let P be a planar subdivision with N edges. An edge e is said to be a face edge of a face f in P if e is adjacent to f , and we use E f to denote the set of all face edges of f . The size |f | of a face f is defined to be |E f |. A face is a neighbor of another face if they share a face edge. A maximal path in P is a connected path of edges of P, such that each node except the first and last node has degree two, and such that the first and last have degree larger than two or are identical, that is, a maximal path is a path that cannot be extended and still only contains nodes of degree two.
Q is homotopic to Q in S if and only if there exists a continuous function H :
We call H a homotopy function from Q to Q in S.
Let Q and Q be the sets of points consisting of all points on the edges of planar subdivisions P and P , respectively. We say that P is homotopic to P if and only if Q is homotopic to Q in R 2 .
Intuitively, the homotopy function H in the above definition transforms the decomposition Q into Q as "time" goes from 0 to 1, that is, H(p, t) defines where a point p in Q is placed at time t in the homotopic transformation. The continuity of H ensures that paths are not broken, and the injective property ensures that a maximal path P in P is transformed into a maximal path P in P , that faces in P maintain their neighbors in P , and thus that no faces appear or disappear. Definition 2.2. Let P be a planar subdivision homotopic to a planar subdivision P . P and P are within distance ε xy > 0 if and only if for each maximal path P in P and the corresponding maximal path P in P , each point on one of these paths is within distance ε xy of a point on the other path.
Throughout the rest of this paper, P will be the input planer subdivision and P the simplified output subdivision. As discussed in the introduction, we want P to be homotopic to P (Definition 2.1; fulfill the homotopy-constraint), and P and P to be within distance ε xy of each other (Definition 2.2; fulfill the the xy-constraint).
The following Lemmas about homotopy (needed in the correctness proof below) are easily proved. Intuitively the first lemma states that a homotopic relation in a space S will also hold in any larger space containing S. The second lemma states that two homotopic relations in disjoint spaces can be joined into one homotopic relation in the union of the two spaces.
Algorithm
In this section we describe the external part of our algorithm for simplifying a planar subdivision P. The internal memory part of the algorithm (an algorithm for simplifying a maximal pathP under the xy-and homotopy-constraints relative to a set of constraint edges) is described in Section 5.
As described for the special case of contour maps in the introduction, our algorithm works in two phases: In the first phase edges of P are assigned to faces, and in the second phase each face is considered in turn and the actual simplification is performed to obtain P . Both phases require that every edge e in P is labeled with the two faces adjacent to e. If this is not the case, we can obtain the labels in O(SORT(N )) I/Os using an algorithm similar to an algorithm due to Arge et al. [6] for computing (labeling) connected components in a planar embedded graph. The algorithm uses two sweepline phases: In the first phase we sweep down while maintaining connectivity above the sweepline, and in the second phase we sweep up while maintaining connectivity below the sweepline. During the second phase we also consider the connectivity information obtained during the first phase in order to compute overall connectivity. The main difference from the previous algorithm is that when a new face is encountered, we need to do a predecessor query on the edges intersected by the sweepline (to find the label of the "outer" face). As in the previous algorithm, we can answer such queries on edges intersecting the sweepline efficiently since they are assumed to fit in main memory.
Phase one. In this phase, for each face f we collect all face edges (except the ones shared with f ) from all smaller neighbor faces of f (faces f with |f | < |f |). Note that in the contour map case, this corresponds exactly to assigning each contour c to the largest face adjacent to c along with all other contours adjacent to the smaller face adjacent to c (as described in the introduction).
To collect edges, we first make two copies of each edge in P. More precisely, for an edge e between nodes (points) p 1 and p 2 and with adjacent faces l and r we output (l, r, p 1 , p 2 ) and (r, l, p 1 , p 2 ) to a list S. This can be accomplished in a simple scan of the edges. Next for each face f we compute the size of f and of each neighbor face f of f . To do so, we first sort S in lexicographical order, such that all face edges of f occur consecutively in S and such that all shared edges with each neighbor f also occur consecutively. Then we scan through S and for each face f we compute the size |f | of f , as well as the size |f | of each neighbor face f while outputting (f , f, |f |) to a list S n . Then we sort S n lexicographically, such that it contains the size of all neighbor faces (more precisely, for each face it contains a number of consecutive elements containing the size of neighbor faces). Finally, we perform the actual collection of edges by scanning through S and S n simultaneously. For each face f we first load all its face edges into memory from S; by assumption they fit in memory. We then obtain the size |f | of each neighbor from S n , and if |f | < |f | 1 we output all edges of f not shared with f to a list S f in the form (f , f, p 1 , p 2 ). After handing all faces, we sort S f in lexicographical order, such that for each face it contains all non-shared edges of all smaller neighbor faces as required.
Note that phase one is performed using a constant number of scans and sorts of S, S n and S f . S and S n are of linear size in N , and we will bound the size of S f in Section 4.
Phase two. In this phase we simplify each maximal pathP of P in turn (using the internal algorithm discussed in Section 5) with all the face edges of its two adjacent faces as constraints. Note that in the contour map case each contour will be a maximal path, and the edges of the two adjacent faces will be exactly the contours of the parent, siblings and children nodes in the topology tree (as described in the introduction).
To simplify each maximal path we scan through S and S f simultaneously. For each face f , we first load all its face edges into memory from S, and then we in turn load all non-shared face edges of each smaller neighbor face f into memory from S f ; by assumption they fit in memory. We simplify each maximal pathP shared between f and f using the internal algorithm (Section 5) with constraints (E f ∪ E f ) \P as required. We also simplify maximal paths incident only to f with E f \P as constraints.
Note that each maximal path is simplified in the above process, since it will either be shared between two neighbor faces (and then simplified when the largest of the faces is considered) or be incident to only one face (and then simplified when that face is considered). Note also that phase two is performed in one scan over S and S f .
Analysis
In this section we show that our algorithm fulfills the homotopy-and xy-constraints, and that it is efficient.
Correctness. Given a maximal pathP = p 1 , p 2 , . . . , p n−1 , p n of P, the internal algorithm (Section 5) computes a simplified maximal path P of P defined by the subsequence p s1 , p s2 , . . . , p sm ofP , for some s 1 = 1 < s 2 < . . . < s m = n, so that every simplified edge e = (p si , p si+1 ) ∈ P replaces a sub-path e = (p si , . . . , p si+1 ) inP . We define ∆e as the polygon obtained by joiningẽ and e, and ∆P = e∈P ∆e. We define f P and f P to be the two faces adjacent toP in P; Refer to Figure 2 . Finally we say that e satisfies the xyconstraint if and only if the distance 2 betweenẽ and e is at most xy . Note that the simplification satisfies the xy-constraint if all edges in P satisfy the xy-constraint.
The simplified path P ofP computed by the internal algorithm has the following properties (refer to Section 5):
(1) (E f P ∪ E f P ) \P is disjoint from ∆P except for the endpoints of P .
(2) ∆P is contained within f P ∪ f P .
(3)P is homotopic to P in ∆P .
(4) Any edge in P satisfies the xy-constraint.
Lemma 4.1. Let P and Q be distinct maximal paths in P . Then ∆P is disjoint from ∆Q except possibly for the shared endpoints of P and Q.
Proof. Assume for contradiction that ∆P and ∆Q are not disjoint. Since ∆P = e∈P ∆e there must exist edges e ∈ P and g ∈ Q such that ∆e is not disjoint from ∆g. By (2) we know that ∆P is contained within f P ∪ f P and ∆Q is contained within f Q ∪ f Q , soẽ andg must be adjacent to a common face. Since ∆e is not disjoint from ∆g, either one is within the other or their boundaries must intersect. If we assume that one is within the other, say ∆e is within ∆g, then alsoẽ must be within ∆g, butẽ ⊆ (E f Q ∪ E f Q ) \Q sinceP andQ share a common face, thus one polygon cannot be contained within the other since it would violate (1). The only remaining case is then that the boundary of ∆e intersects the boundary of ∆g. By (1) e does not intersectg, g does not intersectẽ, and by the definition of P,ẽ andg do not intersect (possibly all 2 The distance between a point p and an edge e is the minimal Euclidean distance between p and a point on e. The distance between an edge e and a pathẽ is the maximal distance between e and any point onẽ.P e ∆e f P f P ∆P Figure 2 : Illustration of the definitions used in correctness proof. The solid lines are in E f P ∪ E f P and the dashed lines in P .
pairs can intersect on the shared endpoints of P and Q). Therefore, only e and g can intersect. Note that in order for ∆e and ∆g to share only a point, the shared point must be one of the shared endpoints of P and Q, that is, ∆e and ∆g must intersect at least twice. Since e and g are edges, they can intersect at most once, which is a contradiction to the fact that they must intersect at least twice. Thus, this contradicts the assumption that ∆P and ∆Q are not disjoint.
Theorem 4.1. P is homotopic to P in R 2 and satisfies the xy-constraint.
Proof. Let P 1 , . . . , P k be the maximal paths of P . By (3) we have thatP i is homotopic to P i in ∆P i . By Lemma 4.1 all polygons ∆P i are disjoint from each other except for the shared endpoints, where the points are not moved during the transformation. By repeated applications of Lemma 2.2, we get that iP i = P is homotopic to i P i = P in i ∆P i . By Lemma 2.1, since i ∆P i ⊆ R 2 we get that P is homotopic to P in R 2 . By (4) all edges on all paths in P satisfies the xyconstraint, so (as noted earlier) P also satisfies the xyconstraint.
Efficiency. The external part of our algorithm performs a constant number of scans and sorts on the lists S, S n and S f . Recall that S and S f are of linear size in N , and that S f is produced by for each face f of P collecting all face edges from all smaller neighbor faces of f . To show that our algorithm uses O(SORT(N )) I/Os, we need to show that S f is of size O(N ).
We consider the dual graph P d of P, that is, P d contains a node for each face in P, and two nodes in P d are connected by an edge if and only if the corresponding faces in P are neighbors. For a node v in P d , we define the weight w(v) as the size of the face corresponding to v in P. We define the weight w(e) of an edge e in P d to be the minimum of the weights of its endpoints. Observe that v∈P d w(v) = 2N and that |S f | = e∈P d w(e). Lemma 4.2. Let F (V, E) be a forest such that each node v ∈ V has non-negative weight w(v). For every e(u, v) ∈ E we define w(e) = min(w(u), w(v)). Then e∈E w(e) ≤ v∈V w(v).
Proof. We may assume F (V, E) is a tree, since a forest can be transformed into a tree by adding edges between components, which increases e∈E w(e). Now, F can be viewed as a rooted tree by choosing an arbitrary node r in V as the root. For every edge e ∈ E, we define w (e) to be the weight of the node of e furthest from r. We know e∈E w (e) ≤ v∈V w(v) since the weight of every node is counted at most once. Since w(e) ≤ w (e), we have e∈E w(e) ≤ v∈V w(v).
Theorem 4.2. The number of I/Os performed by our algorithm is O(SORT(N )).
Proof. By Nash-Williams' formula [15, 16] , every planar graph has arboricity at most three, where the arboricity of a graph is the minimum number of forests into which the edges of the graph can be partitioned. Thus since P d is a planar graph, the edges of P d can be partitioned into at most three forests. Let 
Internal simplification algorithm
Our internal algorithm for simplifying a maximal path is similar to the internal ring simplification algorithm of [5] . We are given a maximal pathP = p 1 , . . . , p n of P and the set of edges E of the (at most) two faces f and f adjacent toP (that is, E = (E f ∪ E f ) \P ). The algorithm computes a simplification P ofP satisfying the following properties:
(1) E is disjoint from ∆P except for the endpoints of P .
(2) ∆P is contained within f ∪ f .
Algorithm. The simplification is performed by a simple recursive algorithm on a sub-pathP ij = p i , . . . , p j , based on Douglas-Peucker's algorithm [10] , whereP ij initially isP itself. Let ∆P ij be the polygon obtained by closingP ij with the edge e = (p j , p i ). We replaceP ij by e, if it satisfies three conditions: 1) the furthest point p k from e inP ij is within distance ε xy , (ε xy -condition), 2) E is disjoint from ∆P ij (disjointcondition) and 3) e does not intersect any edge inP \P ij (non-intersection condition). If e violates any of these conditions, we recurse on bothP ik andP kj . In order to prevent the "collapse" of faces (which would violate the homotopy-constraint) 3 , our algorithm will not simplify a maximal path to lengths less than 2; rings will not be simplified to lengths less than 3.
What remains is to describe how to decide if a given edge e satisfies the three conditions.
We check the ε xy -condition simply by scanning through all points inP ij .
To check the disjoint-condition, that is, to check if E is disjoint from ∆P ij except possibly for the endpoints ofP , we navigate the space inside f ∪ f by computing a trapezoidal decomposition D o of edges in E using a sweepline algorithm. In addition, we add both endpoints ofP to D o as empty edges. As in [5] , we define the trapezoidal sequence t(Q) of a path Q to be the sequence of trapezoids traversed by Q, sorted in the order of traversal. If t(Q) contains the partial sequence tt t for some trapezoids t, t ∈ D o , we will replace this by t. Performing this contraction repeatably until no more contractions are possible, we obtain a new sequence t c (Q) called the canonical trapezoidal sequence of Q. We traceP ij and e in D o to obtain t(P ij ) and t(e) respectively, and verify that t c (P ij ) is equal to t c (e). If they are the same, E is disjoint from ∆P ij and the endpoint ofP is not inside of ∆P ij (possibly on the boundary). This can be proved by an argument similar to the ones in [7] .
Finally, we check if e does not intersectP \P ij , the non-intersection condition, in a similar way to the disjoint-condition. We first build a trapezoidal decomposition D s of all edges inP . Then instead of checking the trapezoidal sequence, we check if e crosses any edgeP \P ij during the tracing e in D s . Whenever the trace crosses an edge inP , we check if the edge is inP ij . If this is not the case, e is an invalid edge. (Right) The blue point is the endpoint ofP , and it must be an endpoint of e. We first make ∆eQ empty and deformQ into e and thenẽ into Q.
Correctness. To prove correctness, we need to show that the simplification computed by our algorithm satisfy the above four properties. Property (1) is satisfied since all the edges in E are in D o , and we explicitly check the disjoint-condition for all edges in P . SinceP is contained within f ∪ f , the only way to violate Property (2) is for P to intersect the boundary of f ∪ f . This is impossible by Property (1). Property (4) is also explicitly checked by the algorithm, when the ε xy -condition is considered. For Property (3), we show that for any P generated by the algorithm, there exists a homotopy function fromP to P within ∆P . We first introduce the following lemma.
Lemma 5.1. Let h and h be two simple paths that share both endpoints and form a simple polygon ∆h. Then, h is homotopic to h in ∆h.
Proof. The Jordan-Schoenflies theorem [8] states that for any simple closed curve C in the plane there is a homeomorphism f : R 2 → R 2 such that f (C) is the unit circle in the plane 4 . Thus, we know that there exists a homeomorphism f that maps ∆h to the unit circle in the plane such that h and h are mapped to the boundary of the unit circle. It is then easy to find a homotopy function H from f (h) to f (h ) on the unit disk; simply moving uniformly along straight lines within the disk will do. Since f −1 is also a homeomorphism, H(p, t) = f −1 (H (f (p), t)) will provide a homotopy function from h to h .
We consider the polygon ∆e for an edge e ∈ P . Note that from Property (1), ∆e does not intersect any edge in E. We have two cases to consider: Either ∆e is disjoint from ∆g for any g ∈ P \ {e} (possibly sharing an endpoint) or it is not. In the first case, we define a homotopy function as follows. We trace along e from an endpoint p 0 (say the 0-th intersection) of e to the other endpoint. Whenever we reach the i-th intersection point p i between e andẽ that has not been mapped (including the other endpoint of e), we can find a homotopy function H i from the part ofẽ (from p i−1 to p i ) to the part of e (from p i−1 to p i ) within the simple polygon ∆i they form by Lemma 5.1. Then, we regard all points onẽ from p i−1 to p i as being mapped. Note that we might ignore some intersections that has been mapped already (refer to Figure 3) . Let k be the number of intersections found during the mapping. Then, we can obtiain a homotopy function H fromẽ to e in ∆e as follows:
In the other case where ∆e and ∆g are not disjoint for some g, we note that e does not intersectg, g does not intersectẽ (by the non-intersection condition) and e does not intersectg (by the definition of P). Thus, we know that e and g cannot intersect (as in Lemma 4.1). This means that either ∆e is contained within ∆g or ∆g in ∆e, assume without loss of generality that ∆g is contained within ∆e. Note that the endpoints ofP cannot be inside of ∆e by the disjoint-condition. Hence there must be a sub-pathQ ofP going from one endpoint ofẽ to the other endpoint through the interior of ∆e containingg. Let Q be the simplification ofQ, ∆eQ the polygon obtained by closingQ with e, and ∆ẽ Q the polygon obtained by closingẽ with Q. Note that ∆eQ and ∆ẽ Q are simple polygons. Ifẽ intersects e we first find a simple polygon ∆X completely contained in ∆ẽ Q such that ∆X contains the intersection between ∆eQ and ∆ẽ Q incident to e (refer to Figure 3) . By Lemma 5.1, we can find a homotopy function such that all points oñ e in ∆X map to the boundary of ∆X outside of ∆eQ. Then we can find a homotopy function fromQ to e in ∆eQ by Lemma 5.1. After mappingQ to e, we also find a homotopy function from (modified)ẽ to Q in ∆ẽ Q by Lemma 5.1.
Experiments
We have implemented our algorithm and in this section we present the results of experimenting with it on reallife data. We both compare its performance to the previous algorithm for contour map simplification [5] and investigate its performance on general planer subdivisions by using it to simplify a so-called catchment (or watershed) decomposition of a terrain.
Implementations. We implemented our algorithms using the TPIE library for efficient implementation of I/O-efficient algorithms, utilizing the libraries pipelining functionality [1] .
Our simplification algorithm was implemented as described in Section 3 and 5 except for one major optimization, which resulted in a speed-up of an order of magnitude. The optimization is based on the observation that when simplifying a maximal path P we do not actually need to consider all the face edges E of the two faces adjacent to P . Recall that in the internal algorithm in Section 5 we simplified P by constructing a trapezoidal decomposition on all edges in E. However, it is easy to realize that only the subset of E within the bounding box B of P can actually constrain the simplification of P to P . We used this observation in our implementation of the external algorithm in Section 3, where we only used the internal algorithm on the edges inside the bounding box of the path when simplifying a maximal path. More precisely, we modified the algorithms such that when considering a face f in phase two, we first built an internal memory Hilbert R-tree T [14] on all face edges of f . Then when loading non-shared face edges of each smaller neighbor face f into memory in turn and simplifying every maximal path P on the boundary between f and f , we retrieved the necessary face edges inside the bounding box B of P by querying T with B and scanning through the face edges of f and collecting only edges inside B. As mentioned, this resulted in a significant runtime speedup.
Similarly to the previous contour map simplification algorithm of Arge et al. [5] , we implemented our algorithm to work on a grid terrain model, where the terrain is represented as a regular grid of elevation values, and where input parameters δ, ε xy and ε z are used to specify that the algorithm should produce a contour map with equi-spaced contours a distance of δ apart and simplify it under the xy-and z-constraints (as discussed in the introduction). As the previous algorithm [5] , we fulfill the z-constraint by introducing additional contours at level h − ε z and h + ε z for each contour at level h, 5 and the input contour map is constructed simply by adding diagonals to the grid terrain model to obtain a triangulation, and then obtaining the contour edges by intersecting each triangle with horizontal planes at the relevant heights. After this preprocessing the contours are simplified with our algorithm as described (using the sweeping based face labeling algorithm discussed in Section 3). Since the preprocessing only requires scanning the input grid, it does not dominate the total running time.
Our implementation of an algorithm for simplifying a catchment decomposition also works on a grid (terrain model) and takes a simplification parameter ε xy . However, now the grid is interpreted such that neighbor grid cells with the same value are in the same catchment (decomposition face). Our algorithm first construct the decomposition edges by scanning over the grid and constructing edges between neighbor cells with different values, where edges are merged such that there are no endpoints (nodes) of degree two where both edges are either horizontal or vertical. We also directly augment each edge with the face (catchment value) on each side of the edge (and thus avoiding the sweeping based face labeling algorithm). After this preprocessing the decomposition is simplified with our algorithm as described. Again the preprocessing only requires scanning the input grid and does therefore not dominate the total running time.
Experimental setup and data. We performed all our experiments on a machine with an 8-core Intel Xenon CPU running at 3.2GHz and with 32GB of RAM out of which 13GB were available for our experiment. The machine had a 20 disk raid with a maximal I/O speed of roughly 600 MB/s.
For our contour map simplification experiments we used the same data as in the paper by Arge et al. [5] , that is, a 2 by 2 meter grid model of Denmark with roughly 12.4 billion grid cells. As in [5] , the model was simplified using topological persistence [2, 11] before the experiments, such that depressions and hills with a depth/height less than 0.5 meter were removed.
For our catchment decomposition simplification experiments we used three different grid datasets, all obtained from the 2 by 2 meter grid model of Denmark. The datasets were obtained by running commer- Here ε xy violations is the number of times we recurse in the internal algorithm because of violation of the xy-constraint, and ε z violations is the number of times we recurse because of violation of the z-constraint (but not the xy-constraint).
cial catchment delineation software from SCALGO with thresholds 100, 500, and 500, 000, respectively (in number of grid cells). Intuitively, the software assigns a flow direction for each cell to the steepest downslope neighbor, computes river networks by identifying cells with a number of upstream cells larger than the threshold, and assigns all cells that flow into the same stream junction to the same catchment. Experimental results. We first compared the practical performance of our algorithm with the previous algorithm for the contour map simplification problem. As in Arge et al. [5] we constructed a 0.5-meter contour map of all of Denmark (that is, we used δ = 0.5m) and used simplification parameters ε z = 0.2 meters and ε xy = 5 meters; the ε z value was chosen to roughly correspond to the z-accuracy of the input dataset, and the ε xy value was chosen to allow a xyvariation of more than 2 grid cells (and because results in [5] showed that choosing a larger values does not lead to significant further simplification because of the z-constraint). An example of the unsimplified and simplified contours computed in the experiment is given in Figure 4 , and detailed results are given in Table 1 (comparison to the previous algorithm) and Figure 5 (resource use of our algorithm). In Table 1 it can be seen that the preprocessing phase, identical for the two algorithms, resulted in approximately 4.8 billion edges. Table 3 : Distribution of maximal path lengths, along with simplification factor for the various path length intervals, in catchment decomposition simplification of Denmark.
The simplification factor of the two algorithms are comparable, both producing an output of size only approximately 8% of the input size. However, our algorithm is significantly faster than the previous algorithm, running in 26 hours versus the previous 43 hours. We believe this is due to its simplicity. A closer look at the simplification number in Table 1 reveals that our algorithm simplifies slightly less than the previous algorithm. We believe the explanation is that our algorithm, unlike the previous one, partitions a contour into several maximal paths (due to degeneracies) and simplifies each path individually, leading to a higher chance of violating the constraints. This is confirmed by Table 1 that show the number of edges added during the algorithms as a result of violating the xyconstraint or the z-constraint (when the xy-constraint was already satisfied).
In the catchment decomposition simplification experiments designed to investigate the practical performance of our algorithm on general subdivisions, we simplified the three grid decompositions using ε xy = 10 meter; the ε xy was chosen to be somewhat larger than the 2 meter input grid size but without being significantly larger. An example of the unsimplified and simplified catchments computed in the experiment is given in Figure 6 , and detailed results are given in Table 2 and 3. In Table 2 it can be seen that the preprocessing phase resulted in three subdivisions with approximately 102 million, 1.2 billion and 3.2 billion edges, respectively, and with approximately 800 thousand, 75 million and 387 million faces, respectively. The first interesting thing to note is that the time used on the threshold 100 input is much smaller than the time used on the only slightly larger contour simplification input discussed above. This is due to face labeling being avoided in the catchment decomposition simplification algorithm. It is also interesting to note that the simplification factor is significantly lower than in the contour case, and that it decreases significantly as the catchment threshold decreases (as the number of faces increases). We believe this is due to a large number of maximal paths being too short to allow for a significant simplification. This is confirmed by Table 3 that shows the distribution of maximal path lengths for the three datasets, along with the simplification factor for various path length intervals. As it can be seen, there is a significant number of short paths in the two largest datasets and they are not simplified significantly.
