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Abstract. We study the local response to long wavelength fluctuations in cosmological N -body
simulations, focusing on the matter and halo power spectra, halo abundance and non-linear trans-
formations of the density field. The long wavelength mode is implemented using an effective curved
cosmology and a mapping of time and distances. The method provides an alternative, most probably
more precise, way to measure the isotropic halo biases. Limiting ourselves to the linear case, we find
generally good agreement between the biases obtained from the curvature method and the traditional
power spectrum method at the level of a few percent. We also study the response of halo counts to
changes in the variance of the field and find that the slope of the relation between the responses to
density and variance differs from the na¨ıve derivation assuming a universal mass function by 18%.
This has implications for measurements of the amplitude of local non-Gaussianity using scale depen-
dent bias. We also analyze the halo power spectrum and halo-dark matter cross-spectrum response
to long wavelength fluctuations and derive second order halo bias from it, as well as the super-sample
variance contribution to the galaxy power spectrum covariance matrix.
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1 Introduction
One of the most important goals of Large Scale Structure cosmology is to learn about the composition
of the Universe and the physical processes that lead to the initial conditions and that are driving its
evolution. Different models for inflation, for dark energy or gravity are usually quantified in terms of
the linear power spectrum, though recent analytical efforts have begun to explore the cosmological
information contained in the quasi linear dynamics. Besides gravitational lensing, most observables
in the late time Universe are not directly related to the matter distribution. Yet, they contain a
wealth of cosmological information once the microphysics that cannot be reliably described has been
marginalized over. In bias models one absorbs the non-perturbative effects that lead for instance to
halo or galaxy formation into a small number of response functions which then allow the mapping
between the tracer clustering properties and the underlying long wavelength fluctuations. Unless
one is able to predict the bias coefficients with some non-perturbative technique, such as numerical
simulations, bias in most cases is treated as mere nuisance. However, primordial non-Gaussianities
introduce a functional form for bias that can not be produced by a standard cosmological evolution,
clearly providing an interesting probe of the dynamics during inflation (as first proposed by [1]).
The purpose of this paper is to discuss galaxy bias by using its interpretation as the response
of observables to long wavelength fluctuations in a different setting. As we have shown in [2], the
effect of long wavelength modes on local dynamics can be accounted for by an effective curved local
Universe. If the long mode has a larger wavelength than the system under consideration, the long
mode is effectively constant over the relevant scales. This allows us to treat the long mode as quasi
linear, restricting ourselves to isotropic configurations. For simplicity, in this paper we will limit
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ourselves to treating the long mode at linear level, the generalization to second, third, and higher
orders being straightforward [3, 4]. The short modes, instead, are treated completely non-linear by
solving N -body simulations.
Another biased tracer is the Ly-α forest, where the absorption features are imprinted into the
emission lines of quasars by intervening hydrogen clouds, which is a good probe of matter fluctua-
tions between 2 < z < 4. Here one can also derive the bias as a response to the long wavelength
fluctuation [5, 6].
This paper is a collection of results obtained over the past few years. Several groups have used
the observations and formalism developed in [2] to measure some aspects of the effect of long modes
on short modes [3, 4, 7, 8]. Here in this paper we focus on the original application that was envisioned
in [2], which is the exploration of statistics related to biased tracers, which have not been discussed
so far.
The benefit of this technique can be understood by comparing it with the standard method
which uses the cross correlation between dark matter and tracers at long wavelengths in large simu-
lation boxes of realistic cosmologies. In a realistic cosmology, large scale overdensities are very small
and thus shot noise corrections make measurements on the largest scales difficult. If one pushes to
smaller scales where the overdensities are larger, one has to worry about perturbative corrections that
change the shape of the spectra. In our technique we are considering infinitely long wavelengths for
the overdensities but modestly large amplitudes and thus we greatly minimize both shot noise and
perturbative corrections.1
This paper is structured as follows: in Sec. 2 and 3 we review and further discuss the mapping
between the global and the local Universes and describe the simulations In Sec. 4 we discuss the matter
density perturbations in the local frame, before we describe halo density bias in Sec. 5. Finally, in
Sec. 6 we consider the Ly-alpha flux as an example of non-linear transformations which can be tested
using the curvature method before we conclude in Sec. 7.
2 Expansion History
In this section we will review and further discuss the relation between the global coordinates and local
coordinates that describe the effective curved Universe in presence of a long wavelength mode δl. We
will be concerned with quantities in the local and global frame, which will be denoted by subscripts L
and G. Furthermore, we can express local quantities in terms of global and local comoving coordinates
and will denote the quantities measured in terms of global and local coordinates by superscripts (G)
and (L), respectively.
As we have derived in [2], the effective curved Universe corresponding to a long wavelength, comoving
gauge, isotropic, density fluctuation δl is expanding slightly slower or faster than the homogeneous
background Universe leading to a difference in the expansion factors
aL = aG
(
1− δl
3
)
. (2.1)
Here and in the rest of the paper we limit ourselves to effects linear in δl, the generalization to
non-linear order being straightforward. Thus, the local expansion rate can be related to the global
expansion rate as
H
(G)
L (aG) =
a˙L
aL
= HG(aG)
(
1− fδl
3
)
, (2.2)
where f = d lnD/d ln a is the logarithmic growth factor (see Sec. 3.1 below) and the superscript G
is used to show that the local Hubble rate is expressed in terms of the global expansion factor rather
than the local one. We will derive the difference between the local expansion rate in global and local
1These same two observations also suggest that we can measure the bias coefficients by performing small-volume
simulations where the fundamental mode is enhanced, and then measuring the distribution of the tracers wavenumber
of the enhanced mode. Again, this allows for a measurement of the bias coefficients with no cosmic variance, and small
volumes. Contrary to the approach we develop here, this technique also allows one to measure the anisotropic biases.
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coordinates in more detail in Sec. 3.2. Note that all the expressions in this study are valid to first
order in the long wavelength background perturbation δl. The evolution is described by the effective
local density parameters 2
Ωm,L =
8piGρ¯L
3H2L
= Ωm,0
[
1 +
(
Ωm,0 +
2
3
f0
)
δl,0
]
,
ΩK,L =− K
a2H2
= −
(
Ωm,0 +
2
3
f0
)
δl,0 ,
ΩΛ,L =
Λ
3H2L
= (1− Ωm,0)
[
1 +
(
Ωm,0 +
2
3
f0
)
δl,0
]
.
(2.3)
valid at aL = 1, where δl,0 is the present day long wavelength density fluctuation and f0 is the
logarithmic growth factor in the background Universe at aG = 1. Since the time at which the local
expansion is unity differs from the time at which the global expansion is unity, the above density
parameters correspond to aG = (1 + δl,0/3). If the long mode is well within the horizon kl  H, then
the gauge issue is irrelevant and δl corresponds to the usual Newtonian overdensity. The local Hubble
rate at aL = 1 can be expressed in terms of the background Hubble HG(aG = 1) = 100 h km/s/Mpc
hL = h
[
1−
(
Ωm,0
2
+
f0
3
)
δl,0
]
(2.4)
Note that from the above follows Ωm,Lh
2
L
∣∣
aL=1
= Ωm,Gh
2
G
∣∣
aG=1
. The time dependence of the local
density parameters and the local expansion rate are shown in Fig. 1.
3 How to run Simulations in a curved background
3.1 Growth of Structure
We are using the linear growth normalised to unity at present time
D(a) = D0H(a)
∫ a
0
da′[
a′H(a′)
]3 (3.1)
where D0 is a normalization factor.
The logarithmic growth factor is thus given by
f =
d lnD
d ln a
= −3
2
(
1− ΩΛ,0H
2
0
H2
)
+
D0
H2a2D
= −3
2
Ωm,0
a3
H20
H2
+
D0
H2a2D
(3.2)
evaluating the above equation at a = 1, we have
D0 = H
2
0
(
f0 +
3
2
Ωm,0
)
. (3.3)
2To make contact with the derivation in [8], we can use the growth factor Da normalized to a at early times
Da =
5
2
Ωm,0H
2
0H
∫
da (aH)−3
It is related to our growth factor D as D = 2D0Da/5H20Ωm,0. We can then use Eq. (3.3) to relate D0 to the logarithmic
growth factor and matter density and finally recover
ΩK,L = −5
3
Ωm,0
δ
Da
,
which agrees with Eq. (43) in [8].
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Figure 1. Effective expansion history. Red dashed over dense and ble dash-dotted is under dense.
3.2 Equivalence of Hubble rate as a function of global and local scale factor
Locally, the overdense patch is just a curved Universe and thus the local observer can write down
Friedmann equations in terms of his density parameters. The local Hubble rate as a function of the
local scale factor can be written in terms of the local density parameters as
H
(L)
L (aL) =hLH100
√
Ωm,La
−3
L + ΩK,La
−2
L + ΩΛ,L
=HG(aL)
[
1−
(
Ωm,0
2
+
f0
3
)
δl,0aL
ΩΛ,0a3L + Ωm,0
] (3.4)
where HG(aL) = hGH100
√
Ωm,0a
−3
L + ΩΛ,0 and we used the mapping between global and local density
parameters. Plugging aL = aG
(
1− δl3
)
into the above expression, we obtain the local Hubble rate as
a function of the global scale factor
H
(G)
L (aG) = HG(aG)
[
1 +
H20
H2
(
δl,0DΩm,0
2a3G
− δl,0Ωm,0
2a2G
− δl,0 f0
3a2G
)]
(3.5)
Using Eq. (3.2) we can show that Eq. (3.5) is equivalent to the previously derived expression for the
local Hubble rate as a function of the global scale factor
H
(G)
L (aG) = HG(aG)
(
1− fδl
3
)
. (3.6)
3.3 Mapping of time
The local closed Friedmann-Lemaˆıtre-Robertson-Walker (FLRW) spacetime that we have defined in [2]
should be thought of as a chart covering a sub-Hubble patch of the perturbed FLRW manifold. In [2]
we provided the change of coordinates between the local and the global frame, so that we know exactly
how to identify a point on the manifold expressed in local coordinates with the global ones. Here
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this is expressed in Eq. (2.1). We can however gain some intuition on the mapping of the coordinates
by realizing the following. Both in the closed FLRW and in the perturbed FLRW, time delay is a
general relativistic effect that is negligible. This implies that for the mapping of coordinates given
by Eq. (2.1) should correspond to having the same FLRW time both in the closed patch and in the
global patch. Let us check this.
The time in the effective curved patch is given by
t =
∫ a∗L
0
da′
HL(a′)a′
=
∫ aG
0
da′
HG(a′) a′
[
1 +
(
Ωm,0
2
+
f0
3
)
δl,0a
′
ΩΛ,0a3 + Ωm,0
]
+
aL − aG
HG(aG)aG
(3.7)
Here we used Eq. (3.4) and the fact that the difference between local and global expansion factor
corresponding to the same proper time is a first order quantity. We want the proper time in the
curved frame to agree with the proper time in the fiducial flat background
aL =aG
[
1−HG
∫ aG
0
da′
HG(a′)
(
Ωm,0
2
+
f0
3
)
δl,0
ΩΛ,0a′3 + Ωm,0
]
=aG
[
1−
√
Ωma−3 + ΩΛ
(
Ωm,0
2
+
f0
3
)
δl,0
∫ aG
0
da′(
ΩΛ,0a′2 + Ωm,0a′−1
)3/2
]
=aG
[
1− D
D0
H20
(
f0 +
3
2
Ωm
)
δl,0
3
]
=aG
[
1− δl
3
]
(3.8)
This little calculation confirms the na¨ıve expectation that aL = aG(1− δl/3) and thus Eq. (2.1).
3.4 Initial Conditions and Units
At early times the amplitude of the long mode is suppressed and thus the mean densities in the local
and global patch agree. As customary in the LSS community, we will express local lengths and masses
in terms of h−1L Mpc and h
−1
L M. This means that in the curved Universe simulations the length and
mass unit is different from the flat case and consequently the numerical prefactor has to be changed
accordingly. For example, for the box size we have
LG = 500 h
−1
G Mpc = 500
hL
hG
h−1L Mpc = LL. (3.9)
The global critical density is given by
ρcrit,G =
3H20
8piG
= 27.75× 1010h2G
M
Mpc3
(3.10)
and for the local one we have to replace hG by hL. The particle mass is given by
Mp,G =
L3Gρcrit,GΩm,G
N3p
= 13.875× 1013 Ωm,G
N3p
h−1G M. (3.11)
where Np is the number of particles per dimension. Thus the units of the particle mass are [Mp] =
h−1M. The local particle mass is given by
Mp,L =
L3Lρcrit,LΩm,L
N3p
=13.875× 1013 h
3
L
h3G
Ωm,L
N3p
h−1L M
=13.875× 1013 hL
hG
Ωm,G
N3p
h−1L M = Mp,G
(3.12)
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Here we used that Ωm,Lh
2
L = Ωm,Gh
2
G. Thus, global and local particle mass agree up to the h
remapping. The change of mass and length units doesn’t affect any results, only the numerical factors
entering into the simulation codes. When extracting measurements from the simulations we convert
to the global length unit and all the results given in this paper are in terms of the global length and
mass units h−1G Mpc and h
−1
G M.
3.5 Rescaling in the End
Using that the local and global patch correspond to the same physical scale r = aGxG = aLxL, we
can map from local comoving coordinates to global comoving coordinates as
xG(xL) = xL
(
1− δl
3
)
. (3.13)
At very early times, before the long mode could influence the expansion, the scales of comoving features
(for instance the BAO) are equal xG = xL. This basically means that if a correlation function in the
local patch, ξL, has a feature in the initial conditions, such as the BAO peak, at xL = x
F
L, the global
coordinate corresponding to this feature will be xFG = x
F
L (1 + δl/3). For the overdense Universe
simulation box, this also means that the globally observed length of the whole box is reduced. This
rescaling makes sure that ρ¯L = ρ¯G(1 + δl) in global coordinates since
ρ¯L =
NpMp,L
[L
(G)
L ]
3
=
NpMp,L
[L
(L)
L ]
3
(1 + δl) = ρ¯G(1 + δl) (3.14)
since we have chosen the local comoving box scale to agree with the global one L
(L)
L = LG. Note
however, that the comoving density at aL = 1 agrees with the global one at aG = 1, since
ρ¯L,0 = ρcrit,LΩm,L = ρcrit,G
h2L
h2G
Ωm,L = ρcrit,GΩm,G = ρ¯G,0. (3.15)
3.6 The Simulations
The goal of this study is to numerically investigate the effect of long wavelength fluctuations on local
dynamics. As mentioned before, for spherical configurations, this corresponds to measure the cor-
responding quantity in a slightly over- or underdense patch and to infer the derivative numerically.
For this purpose we employ a fiducial flat simulation δl = 0 and symmetric over- and underdense
simulations with δl,+ = 0.1 and δl,- = −0.1.
The initial conditions are set up at redshift zi = 99. The transfer functions are calculated using
CMBFAST [9], the simulations with different curvature parameters share the same realization of modes
in the box to cancel cosmic variance. The gravitational evolution of the dark matter particles is fol-
lowed using the publicly available N -body code Gadget II [10]. The box sizes are S: L = 80 h−1Mpc,
M: L = 500 h−1Mpc and L: L = 1600 h−1Mpc and we use N = 5123 (S, M) and N = 10243 (L) par-
ticles to sample the matter density field. The minimum halo masses are Mh,min,S = 5.9× 109 h−1M
Mh,min,M = 1.4× 1012 h−1M Mh,min,L = 5.6× 1012 h−1M, for the S, M and L simulations respec-
tively. The fiducial parameters are inspired by the WMAP 5-year analysis [11] and the corresponding
parameters for the curvature simulations are given in Table 1. The fluctuations of the fiducial and
variant curvature simulations are normalised at the initial redshift to the amplitude A = 2.21× 10−9
at the pivot scale kpivot = 0.02 Mpc
−1. We also run a set of simulations with zero curvature but
variant amplitude, whose values are given in Table 2.
Bound objects are identified using a Friends-of-Friends (FoF) halo finder with a linking length of
l = 0.2 mean inter particle spacings of the fiducial simulation. Since the mean interparticle spac-
ing is increased (reduced) in the overdense (underdense) box, we need to adjust the linking length
accordingly. Thus, when finding the haloes we should either use the halo finder with the modified
linking length l(1 + δl/3) in local comoving coordinates or rescale the simulation coordinates to global
coordinates and then use the linking length of the flat simulation. We employed the first of these
options.3
3There are some additional short distance parameters in GADGET that depend on h, such as the force smoothing scale.
We do not rescale these parameters, as we expect that they do not affect the result. Indeed, since they are not physical,
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- f +
δl -0.100 0.00 0.100
Ωm 0.263 0.28 0.297
Ωb 0.038 0.04 0.042
Ωc 0.225 0.24 0.255
ΩK 0.061 0. -0.061
ΩΛ 0.676 0.72 0.764
aL(aG = 1) 1.033 1. 0.967
h 0.721 0.7 0.679
Table 1. Cosmological parameters of the simulations.
LS2 FID HS2
A 1.989× 10−9 2.21× 10−9 2.43× 10−9
σ8 0.729 0.81 0.891
Table 2. Scalar amplitudes for the variant σ simulations.
4 Overdensities and Power Spectrum
The goal of this section is to relate what is seen by a global observer in a local overdense patch to
quantities computable in the background Universe. In particular, we want to relate the fluctuation
spectrum in the locally overdense patch to the fluctuation spectrum of the background cosmology.
This allows us to measure the physical squeezed limit [12] of three point functions (or in general n+ 1
point functions) by measuring the power spectrum (or equivalently n−point functions) in curved
simulations. We will proceed in three steps: first we will discuss that locally measured overdensities
need to be rescaled in order to correspond to global overdensities. Then we will discuss the change
of the linear growth in the overdense patch and finally we will discuss how the change in expansion
rate affects the scale at which the background fluctuation spectrum needs to be evaluated to describe
the local comoving features. A sketch describing the local and global coordinates and overdensities is
given in Fig. 2.
4.1 Mean Density
If we observe some overdensity from a global perspective, we measure the overdensity with respect to
the global mean
δG(x) =
ρ(x)
ρ¯G
− 1. (4.1)
From a local perspective, the same overdensity is assessed with respect to the local mean density ρ¯L
as (see Fig. 2)
δL(x) =
ρ(x)
ρ¯L
− 1 , (4.2)
where we evaluated the density at a fixed global coordinate spacetime point x. We can now convert
the background density to the global density
δL(x) =
ρ(x)
ρ¯G(1 + δl)
− 1
=
1 + δG(x)
1 + δl
− 1,
(4.3)
if they were to affect the result, it would be that the result is systematically incorrect.
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thus each locally measured overdensity has to be rescaled as
δG(x) = δL(x)(1 + δl) + δl. (4.4)
to find its equivalent as seen by a global observer. The additional additive δl is constant over the box
and does thus not correlate with the fluctuations within the box.
4.2 Growth in Presence of the Background Mode
The linear evolution of fluctuations in presence of a background mode can be assessed by the linear
growth factor Eq. (3.1), evaluated in the effective locally curved Universe. Compared to the matter
only background Universe the growth is changed by the explicit dependence of the growth factor on
the effective curvature at fixed local expansion and also by the change of the local expansion factor.
In a matter only Einstein–de Sitter (EdS) background, we have DG(aG) ∝ aG and thus
∂D
∂δl
∣∣∣∣
aG
=
∂D
∂δl
∣∣∣∣∣
aL
+
∂D
∂a
∣∣∣∣∣
δl
∂a
∂δl
=
20
21
aG − 1
3
aG =
13
21
aG . (4.5)
This means that the linear growth of short modes within the patch is enhanced with respect to modes
that live in a patch without a long mode as DL = aL(1 + 13/21δl). Let us now consider this relation
for a more general ΛCDM background Universe
DL(aL) =
5
2
Ωm,LH
2
0,LHL(aL)
∫ aL
0
da′
[a′HL(a′)]3
=
5
2
Ωm,GH
2
0,GHL(aL)
∫ aL
0
da′
[a′HL(a′)]3
.
(4.6)
We want this quantity to first order in the long wavelength perturbation, evaluated at the local
expansion factor corresponding to a certain global expansion.
DL(aG) =
5
2
Ωm,GH
2
0,GHG(aG)
(
1− fδl
3
)∫ aG(1− δl3 )
0
da′
[a′HG(a′)]3
[
1 + 3
(
Ωm,0
2
+
f0
3
)
δl,0a
′
ΩΛ,0a3 + Ωm,0
]
=DG(aG) +
5
2
Ωm,GH
2
0,G
[aGHG(aG)]2
(
−δl
3
)
− fδl
3
DG(aG) +
5
2
Ωm,GH
2
0,GHG(aG)D0δl,0
∫
da′
[a′HG(a′)]5
=DG(aG)
(
1− fδl
3
)
− 5
2
δl
3
Ωm,GH
2
0,G
[aGHG(aG)]2
+
5
2
Ωm,GH
2
0,Gδl,0D0HG(aG)
∫
da′
[a′HG(a′)]5
.
(4.7)
For an EdS background the above equation yields aG(1 + 13/21δl) and deviates at the sub-percent
level for ΛCDM.4
4.3 Shift and Power Spectrum
The former derivation allows us to write the locally measured overdensity as
δL(x) =
(
1 +
13
21
δl
)
δB
[
x
(
1 +
δl
3
)]
, (4.8)
where δB(x) is the linearly evolved overdensity for the background cosmology (ΩK = 0, δl = 0).
Using Eq. (4.4), and the shift in coordinates from the local to the global frame (3.13), we can obtain
4For the cosmology under consideration here, the relative deviation of the local growth from the EdS case is +0.42%.
This deviation is in perfect agreement with the exact growth factors for standard perturbation theory [13] in ΛCDM
[14].
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ρL
Local Patch - δl≠0 Local Patch - δl=0
ρG
δl
δGδL
δB
xG(xL)
xG= xL
Figure 2. Sketch of a local patch with and without the long mode δl (considered to be an overdensity here).
If the mode is present then the locally measured overdensities of short fluctuations δL, need to be rescaled to
correspond to a globally normalized overdensity δG. The growth of structures is enhanced in the local patch
and the observed size of an evolved comoving feature appears smaller due to the reduced expansion.
an expression for the globally normalized overdensity evolved at linear order in the short modes and
at linear order in the effect of the long mode:
δG(x) = (1 + δl) δL (x) =
(
1 +
13
21
δl
)
(1 + δl) δB
[
x
(
1 +
δl
3
)]
. (4.9)
Thus the local correlation function can be expressed in terms of the background correlation function
ξB as
ξG(r) =
(
1 +
68
21
δl
)
ξB
[
r
(
1 +
δl
3
)]
. (4.10)
Likewise, wavenumbers in Fourier space can be expressed in terms of local or global comoving coor-
dinates. In particular the locally observed wavenumber of a comoving feature is now enhanced in an
overdense patch
kG(kL) = kL
(
1 +
δl
3
)
. (4.11)
This means that the power at a certain wavenumber expressed in local coordinates corresponds to the
power at a rescaled wavenumber in global coordinates (see also [15]). The Fourier grid that shared
the same seeds and comoving spacing initially is now expanded or contracted. Thus a mode that
shared the same seed as the global mode kG in the initial conditions (i.e., kL = kG) is now observed
at kG(kL) = kL(1 + δl/3). Since we have kL = kG(kL) initially, by comparing modes at kL in the
flat Universe with modes at kG(kL) = kL(1 + δl/3) in the curved Universe, we can cancel the cosmic
variance.
When extracting statistics from our curvature simulations we first map the local comoving coordinates
to the global comoving coordinates corresponding to the same time as described above in Sec. 3.5.
This mimics the experience of an external observer. Consequently, the measured power spectrum is
given in terms of kG(kL). To asses the change in growth we thus have to evaluate the following ratio
w2 =
PG
[
kL
(
1 + δl3
)]
PB(kL)
. (4.12)
This ratio is given by the enhanced growth in the local coordinates Eq. (4.5) and the mean density
rescaling according to Eq. (4.4) and finally a factor (1−δl) arises from the fact that the power spectrum
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has units of volume5
w2 =
(
1 +
13
21
δl
)2
(1 + δl)
2
(1− δl) ≈ 1 + 47
21
δl . (4.13)
The shift in the argument of the local power spectrum can be expressed as
PG
[
kL
(
1 +
δl
3
)]
=PG(kL) + kLP
′
G(kL)
δl
3
= PG (kL)
[
1 +
δl
3
d lnP
d ln k
]
. (4.14)
If we would like to compare the locally observed power spectrum to the background for the same
wavenumber argument we obtain
PG(kL)
PB(kL)
= w2
[
1− δl
3
d lnP
d ln k
]
, (4.15)
i.e., we need to correct for the change of the power spectrum due to the local contraction/expansion.
The growth enhancement can also be seen from Standard Perturbation Theory [13], where the effect
of a spherically symmetric long wavelength mode δl(|q|) = 2pi2δ(D)(q−q0)q−2δl on a short wavelength
mode δ(k) with k  q can be estimated from the coupling of a linear background mode δ(1)B and the
long mode
δG(k) =δ
(1)
B (k) + 2
∫
d3q
(2pi)3
F2(q,k − q)δ(1)l (q)δ(1)B (k − q) +O(δ3)
≈δ(1)B (k) + 2
∫
d3q
(2pi)3
F2(q,k − q)δl(|q|)
[
δ
(1)
B (k)− q ·∇δ(1)B (k)
]
≈δ(1)B (k) + 2
∫
d3q
(2pi)3
(
3
14
+
1
2
k · q
q2
+
2
7
(k · q)2
k2q2
)
δl(|q|)
[
δ
(1)
B (k)−
q · k
k2
k ·∇δ(1)B (k)
]
≈δ(1)B (k) +
13
21
δlδ
(1)
B (k)−
1
3
δlk ·∇δB(k) = δ(1)B
[
k
(
1− δl
3
)]
+
13
21
δ
(1)
B (k)δl ,
(4.16)
where in the third line we projected the gradient along the k direction (the components orthogonal to k
do not contribute after angular integration). Note that this expression is automatically normalized to
the global mean density. Equivalently, we can write the same quantity using the real space expressions
for the second order density field (see e.g. [15]), the displacement field Ψ and tidal tensor sij , obtaining
δG(x) =δ
(1)(x) +
17
21
[
δ(1)(x)
]2
−Ψ(x) ·∇δ(1)(x) + s2(x)
=δ
(1)
B (x) +
34
21
δlδ
(1)
B (x)−Ψl(x) ·∇δ(1)B (x)
=δ
(1)
B (x) +
34
21
δlδ
(1)
B (x) +
1
3
δlx ·∇δ(1)B (x)
=
(
1 +
34
21
δl
)
δ
(1)
B
[
x
(
1 +
1
3
δl
)]
(4.17)
This result agrees with the heuristically derived result in Eq. (4.9).
We can recover the Fourier space expression, explicitly performing the transformation
δG(k) =
∫
d3x δG(x) exp [ik · x]
=
(
1 +
34
21
δl
)∫
d3x δ
(1)
B
[
x
(
1 +
1
3
δl
)]
exp [ik · x]
=
(
1 +
34
21
δl
)
(1− δl)
∫
d3x˜ δ
(1)
B (x˜) exp
[
ix˜ · k
(
1− 1
3
δl
)]
=
(
1 +
13
21
δl
)
δ
(1)
B
[
k
(
1− δl
3
)]
,
(4.18)
5For a finite volume (like a simulation box) we have P (ki) = 1/VG(VL) 〈δ(ki)δ(−ki)〉 and δ(ki) ∝ VG(VL), thus
P ∝ VG(VL) = VL(1− δl).
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which agrees with Eq. (4.16). We see again that the difference between the 13/21 and 34/21 en-
hancements arises from the measure, i.e., the volume rescaling. The above scaling is confirmed for
the modes in the curvature simulations, as can be seen in Fig. 3. On large scales, for instance for
the fundamental mode, the response is perfect but on smaller scales (higher wavenumbers) there is
considerable scatter around the mean response. From the above expression for the Fourier modes we
can calculate the power spectrum
〈δG(k)δG(k′)〉 =PG(k)(2pi)3δ(D)(k + k′)
=
(
1 +
26
21
δl
)〈
δ
(1)
B [k (1− δl/3)] δ(1)B [k′ (1− δl/3)]
〉
=
(
1 +
26
21
δl
)
(2pi)3δ(D)
(
(k + k′) (1− δl/3)
)
PB
[
k
(
1− δl
3
)]
=
(
1 +
26
21
δl
)
(2pi)3
δ(D)(k + k′)
1− δl PB
[
k
(
1− δl
3
)]
(4.19)
Thus we finally obtain for the power spectrum
PG(k) =
(
1 +
47
21
δl
)
PB
[
k
(
1− δl
3
)]
. (4.20)
The same result could have been obtained starting from the correlation function in Eq. (4.10)
PG(k) =
∫
d3r ξG(r) exp [ikr]
=
(
1 +
68
21
δl
)∫
d3r ξB
[
r
(
1 +
δl
3
)]
exp [ikr]
=
(
1 +
68
21
δl
)
(1− δl)
∫
d3r˜ ξB(r˜) exp
[
ir˜k
(
1− δl
3
)]
=
(
1 +
47
21
δl
)
PB
[
k
(
1− δl
3
)]
≈
(
1 +
47
21
δl − δl
3
d lnP
d ln k
)
PB(k)
≈
(
1 +
68
21
δl − δl
3
d ln k3P
d ln k
)
PB(k)
(4.21)
These results can also be found in [3, 4, 8], but we reproduce their derivation here for later reference.
The matter power spectra are shown in Fig. 4. In the left panel, we plot the power spectrum at the
local wavenumber (circles) and interpolate to the global wavenumber (crosses). When taking ratios
of the power spectra corresponding to the same global wavenumber, but ignoring the shift term, we
see the 47/21 enhancement, which is enhanced if we take ratios at the same comoving wavenumber.
We see that there is a small amount of asymmetry between the overdense and underdense simulation,
that originates is due to O (δ2l ) effects which cancel once the symmetric derivative is taken. We show
the symmetric derivatives on the right hand side of Fig. 4. Without the shift terms, the local power
spectrum is enhanced by 47/21δl on large scales with further scale dependent enhancements on small
scales arising from non-linearities. Once the shift term is included, the response is enhanced and
becomes scale dependent as we show by the green triangles. We can model this logarithmic derivative
using linear theory and find good agreement except for the BAO range, where the response is damped.
Applying IR-resummation [16, 17] to the linear power spectrum before taking the derivative reduces
the deviations in the BAO regime. Note that this shift correction vanishes at the peak of the power
spectrum k ≈ 0.015 hMpc−1, where d lnP/ d ln k = 0.
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Figure 3. Fractional deviation between the final k-space modes, where we are focusing on the growth
correction 1+13/21δl. We show the symmetric logarithmic derivative, where the quadratic corrections cancel.
The three fundamental modes are lying on top of each other, but at higher wavenumbers there is considerable
stochasticity around the mean response.
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Figure 4. Left upper panel: Power spectrum of the fiducial and curved simulations. The dots show the power
at the local wavenumber in global coordinates kG(kL), whereas the crosses show the local power interpolated
to the global wavenumber. Left lower panel: One sided derivatives of the power spectrum to the long mode.
The circles describe the growth and mean density effect only, and the crosses take into account the shift in
wavenumber as well. Right panel: Logarithmic derivative of the power with respect to the long wavelength
mode. The dots arise from a comparison of the modes with the same initial seeds, i.e. they compare the local
power at k(1+δl/3) to the background power at k, whereas the triangles also account for the wavenumber shift
due to the expansion/contraction. The horizontal solid line shows the 47/21 growth and mean density and
volume enhancement Eq. (4.13). The green line accounts for the wavenumber shift by adding the logarithmic
derivative of the power spectrum according to Eq. (4.15) and the red dashed line adds IR-resummation to
this result.
5 Bias from the Curvature Simulations
In this Section we describe a simple way to measure the leading order bias. In general, galaxies at a
given location are biased tracers of the dark matter density, velocity and gravitational field, evaluated
in a spatial neighborhood of the point, along the whole past trajectory. The spatial dependence can
be encoded in a series of progressively smaller spatial derivatives acting on the fields evaluated on the
past trajectory of the galaxy. This leads to a general parametrization of the overdensity of halos (or
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galaxies) in terms of bias coefficients that take the following schematic form [18–21]
δh(x) ∼
∑
i
b
(E)
i O(i)(x) + (i) , (5.1)
where i is an index that runs over the various fields (δ, ∂jv
i, ∂i∂jφ and products of them) and the order
in perturbation theory at which these operators are evaluated. The coefficients b
(E)
i are called Eulerian
biases, while the (i) are called stochastic Eulerian biases as they represent the part of the statistics
of halos that is uncorrelated with the underlying dark matter fields. Recently operators involving
baryonic fields [22, 23] and the effect of non-Gaussianities have been included as well [23–25].
The leading term in this bias expansion is the overdensity δ, whose bias coefficient is normally
denoted b1. It is straightforward to understand how the number of galaxies depends on δ. If we
imagine that there is a spherical configuration of spatially constant overdensity at a given location,
locally its effect can be encoded into a redefinition of the effective cosmology, where the Universe is a
curved FLRW Universe with small scale density fluctuations (that ultimately collapse into galaxies).
Therefore, we can write
b
(E)
1 =
1
n¯
∂n
∂δl
∝ 1
n¯
∂n
∂ΩK,L
(5.2)
where ΩK is the curvature of the locally defined FLRW Universe. This naturally provides a way to
measure the linear bias (or any bias that contributes for spherically symmetric configurations) using
small-box curved-Universe simulations. This was the line of reasoning that we developed in [2] and
implement here.
If this bias expansion is written down in Lagrangian space, then the bias parameters are denoted
Lagrangian bias b(L), whereas if the same relation written down in the late time evolved density field,
then the bias parameters are denoted Eulerian bias parameters b(E). The relation between the two
can be deduced from the usual conversion between Lagrangian and Eulerian space[
1 + δ(x)
]
d3x = d3q[
1 + δ
(E)
h (x)
]
d3x =
[
1 + δ
(L)
h (q)
]
d3q
(5.3)
yielding b
(E)
1 = 1 + b
(L)
1 and b
(E)
2 = b
(L)
2 +
8
21b
(L)
1 [26], where b
(E)
2 is the Eulerian bias coefficient
associated with the square of the field δ2.
If one was able to describe galaxy formation from first principles, the number density of galax-
ies and the bias coefficients could be obtained analytically. Attempts in this direction have been
formulated, using some simplifying assumptions. Although these theoretical mass functions make
simplifying assumptions, they perform reasonably well for halos. We therefore use biases derived
from these mass functions in order to have an estimate of the expected results. In the next subsection
we are going to review the standard expressions for the bias coefficients in terms of a mass function.
We stress that our method for obtaining bias from curved simulations is independent of the theoretical
mass function: we simply compare the results obtained using Eq. (5.2) with the ones obtained using
the standard power spectrum method – namely cross correlating the dark matter density and the halo
density fields.
5.1 Universal mass function
Let us start by considering the abundance of dark matter haloes. The mass function quantifies
the number density of collapsed cold dark matter haloes as a function of mass. This abundance
is related to the distribution of collapsing overdense patches in the initial conditions via the Press-
Schechter [27] formalism. This formalism connects haloes to Lagrangian regions that exceed a critical
collapse density δc and contain the same mass as the final halo under consideration. While there is a
plentitude of theoretical mass functions with varying levels of theoretical footing and agreement with
mass functions extracted from numerical simulations [27–30], whenever comparing to theoretical mass
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functions, we will employ the simple Sheth-Tormen mass function [28] as a reference. The halo mass
function is related to the multiplicity
dn
dM
= νf(ν)
ρ¯
M2
d log ν
d lnM
, (5.4)
where ν = δ2c/σ
2
M and
νf(ν) = A(p)
(
1 +
1
(qν)p
)√
qν
2pi
exp
[
−qν
2
]
. (5.5)
The above functional form with fitting parameters p = 0.15 and q = 0.73 provides a reasonable fit to
the abundance of haloes in our simulations, as can be seen in Fig. 5. The number density of haloes
is not constant in space, but correlated with the background long wavelength density fluctuations.
This can be easily understood from the point of view of the mass function from the fact, that a
overdensity of a given radius is more likely to cross the density threshold if it is situated in a long
wavelength overdensity, effectively reducing the threshold to δc − δl. Therefore, an expression for
the bias parameter can be obtained from a theoretical bias function by changing δc → δc − δl. As a
reference for our measurements, we will consider the biases derived from the ST mass function. The
Lagrangian bias parameter can be derived from the universal mass function expressed in terms of the
peak height
b
(L)
δ =
1
n
∂n
∂δl
=
1
n
∂n
∂ν
∂ν
∂δl
= − 2δc
σ2M
1
n
∂n
∂ν
= −2ν
δc
1
n
∂n
∂ν
,
b
(L)
2 =
1
n¯
∂2n
∂δ2l
=
4
n¯
ν2
δ2c
∂2n
∂ν2
+
2
n¯
ν
δ2c
∂n
∂ν
,
(5.6)
For the ST mass function introduced above, we have
1
n
∂n
∂ν
=− qν − 1
2ν
− p
ν (1 + (qν)p)
1
n
∂2n
∂ν2
=
p2 + νpq
ν2 (1 + (qν)p)
+
(qν)2 − 2qν − 1
4ν2
.
(5.7)
5.2 Number Density and Bias from the Simulations
For the M and L boxes we are splitting the mass range between 1012 h−1M and 1015 h−1M into
five logarithmic mass bins. There are no haloes for the lowest mass bin in the L simulation. For the
S simulation, we are splitting the mass range between 8× 109 h−1M and 2× 1012 h−1M into four
logarithmic mass bins. The number density in the fiducial runs is shown in Fig. 5, where we also
show a comparison to the theoretical ST mass function. The agreement is quite good, except for the
lowest bin in the M simulation and for the lowest bin in the L simulation (which corresponds to the
second bin of the M simulation), whose fractional deviation from the mass function exceeds the scale
of the lower panel.
The linear bias is the response of the halo number density to the presence of a long wavelength
mode. Thus it can be estimated from the number counts in over- and underdense simulations N±
and the fiducial simulation as follows
b
(E)
δ,sim =
Nδ+/Vδ+ −Nδ−/Vδ−
Nf/Vf(δ+ − δ−) . (5.8)
Note that we have symmetrically spaced overdensities, such that δl,± = ±|δl|. Here we accounted for
the fact that the local box size in global comoving coordinates is different from the fiducial comoving
box size, i.e., Vδ± = Vf(1 − δ±). The variance of the bias parameter can be roughly estimated from
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Figure 5. Measured halo abundance in the S, M and L simulation. We overplot the ST mass function for
p = 0.15 q = 0.73. The horizontal lines give the width of the mass bins. The ordinate of the dashed lines
is the theoretical mass function integrated over the bin and the ordinate of the solid lines is the measured
abundance. Lower panel: Fractional deviation between the theoretical and measured mass function. Note
that the deviation for the lowest mass bins from the M and L simulation exceed the scale of the lower panel.
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Figure 6. Bias parameters from the power spectrum and curvature method and the S (blue), M (red) and
L (black) boxes. We are overplotting the bias function for two parameter choices in the ST mass function
Left panel: Eulerian bias estimated according to Eq. (5.8). Horizontal dashed lines indicate the width of
the mass bin and the value of the (p = 0.15, q = 0.73) mass function averaged over the bin. Right panel:
Lagrangian bias estimated according to Eq. (5.10). At the low mass end there is a clear deviation from the
ST bias function, that was previously reported in [31]. A ratio to the theoretical bias function is shown in
Fig. 10.
the Poisson error on the halo counts
(
∆b(E)
)2
=
1
4δ2l
( Vf
Vδ+
1
Nf
)2 (
∆Nδ+
)2
+
(
Vf
Vδ−
1
Nf
)2 (
∆Nδ−
)2
+
Nδ+ VfVδ+ −Nδ− VfVδ−
N2f
2 (∆Nf)2

≈ 1
2Nfδ2l
(5.9)
This error estimate assumes that the number of haloes in the overdense, fiducial and underdense
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Figure 7. Relative error on the bias parameters. For this purpose we split the L box into Nsub subvolumes
and calculate the response of the number of haloes to the long mode in each of the subvolumes. We then use
jackknife resampling to estimate the variance of the bias for the full volume. We obtain stable results for the
variance when changing the number of subvolumes. For the M box, the errors from the splitting of the L box
were rescaled by the square root of the ratio of the box volumes. The black line is given by Eq. (5.9) divided
by 4.
simulations is not correlated, which is clearly overly simplistic and thus certainly overestimates the
true error. For this reason we split the L box into Nsub subvolumes and count the number of haloes
in each subvolume, calculate the bias according to Eq. (5.8) for each of the subvolumes and perform a
jackknife resampling to estimate the variance of the estimator. In these jackknife resampling we find
that the functional form of the error estimate seems to work but the amplitude is a factor of 4 too
large (see Fig. 7). Alternatively, we could have also considered the response of the number, rather
than the number density
b
(L)
δ,sim =
Nδ+ −Nδ−
Nf(δ+ − δ−) , (5.10)
which is thus a measure of the Lagrangian bias.
In Fig. 6 we show the Lagrangian and Eulerian bias measured from the numerical derivative between
the flat and curved simulation boxes. At the high mass end the Sheth-Tormen bias function is a good
description of the data while it underpredicts the bias of haloes with masses below the characteristic
mass M∗ ≈ 5×1012 h−1M . We will discuss the agreement of these measurements with the standard
power spectrum method in much more detail below in Sec. 5.4.
5.3 Variance bias
Let us now consider the response of halo number density to a change in the background variance,
which is related to the bias induced by primordial non-Gaussianities of the local form [2]
bσ =
1
n
dn
dσ
=
Nσ+ −Nσ−
Nf(σ+ − σ−) . (5.11)
Here there is no distinction between the Eulerian and Lagrangian bias at first order. In the case of a
universal mass function, defining σM = γMσ8, the linear response of the tracer density with respect
to a change in the normalization σ8 yields
bσ8 =
1
n
dn
dσ8
= γM
1
n
dn
dν
dν
dσM
= −σM
σ8
2δ2c
σ3M
1
n
dn
dν
= −2ν
σ8
1
n
dn
dν
(5.12)
Thus, for a universal mass function,
bσ8 =
δc
σ8
b
(L)
δ . (5.13)
– 16 –
1012 1013 1014 1015
M [h−1M¯]
0
1
2
3
4
5
6
b σ
=
1/
n
dn
/d
σ
δc/σ8 b
(L)
1 ST p = 0.15, q = 0.73
δc/σ8 b
(L)
1 M → 1.2M
√
qδc/σ8 b
(L)
1
M Simulations
1.0 1.5 2.0 2.5 3.0 3.5
b
(E)
δ
0
1
2
3
4
5
6
b σ
Figure 8. Response of halo number counts to a change in the variance. We are overplotting the na¨ıve scaling
Eq. (5.12) as well as versions that are obtained by accounting for the spherical collapse factor q or rescaling
the mass in the prediction. Left panel: bσ as a function of mass, where the horizontal lines indicate the width
of the bin. Right panel: b
(E)
δ − bσ relation. We see significant evidence for the slope being overestimated
by the derivation based on a universal mass function but find good agreement if δc in Eq. (5.13) is replaced
by
√
qδc.
As we show in Fig. 8, this overpredicts the variance bias especially for large halo masses. This
motivated the q-model [32], in which one replaces δc → √qδc, where q is the same parameter appearing
in the ST mass function Eq. (5.5). In the framework of the ST mass function Eq. (5.5) this modification
makes sense, since all the ν ∝ δ2c occurring in this framework are rescaled by ν → qν, which is thus
equivalent to rescaling δc → √qδc. It was furthermore argued in the literature [33] that this effect goes
away if one uses Spherical-Overdenisty (SO) instead of FoF haloes. The latter effect can be emulated
by reducing the halo mass by 20% or increasing the ordinate value of the theoretical prediction by
the same amount.
The above relations can be connected to the non-Gaussian bias [1]. In local quadratic non-
Gaussianity, the presence of quadratic interactions in the inflationary action leads to a coupling
between the short wavelength density variance and the long wavelength Gaussian gravitational po-
tential ϕ in the initial conditions [1]
ΦnG = ϕ+ fNLϕ
2 ⇒ σM,nG = σM,G(1 + 2fNLϕ) . (5.14)
This modulation of the variance leads to a modulation of halo formation by the long wavelength
potential, which has motivated a multivariate bias expansion [34]
δh = b
(E)
δ δ + bϕϕ . (5.15)
From the dependence of the variance on the Gaussian potential dσM/ dϕ = 2fNLσM , and assuming
a universal mass function, one can then deduce the non-Gaussian bias parameter
bϕ = 2fNLσMbσM = 2fNLδcb
(L)
δ = 2fNLδc
(
b
(E)
δ − 1
)
. (5.16)
Based on our response measurements the slope in the bϕ−b(L)δ relation is overestimated by q−1/2 ≈ 1.17
for q = 0.73 and q−1/2 ≈ 1.19 for q = 0.707. This means in turn, that fNL estimated using this
relation is actually underestimated. The linear scale dependent bias in the presence of local non-
Gaussianity has to be equal to the derivative of the mass function with respect to the potential, thus
the measurements presented here should correspond to the true coefficients measured in non-Gaussian
simulations. One can apply the corresponding corrections to existing measurements. For instance,
using FoF haloes and estimating the amplitude of local fNL using the relation Eq. (5.16), [35] find a
fNL that is 20% lower than the value that was used to run the simulation. As we argued, this deviation
can be explained by the reduced response of the mass function to the amplitude of fluctuations.
– 17 –
10−2 10−1
kmax [hMpc
−1]
0.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
4.0
bˆ 1
(k
m
ax
)
10−2 10−1
kmax [hMpc
−1]
0.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
4.0
bˆ 1
(k
m
ax
)
Figure 9. Cumulative constraints on the bias from the power spectrum method according to Eq. (5.19). The
horizontal lines show the resulting constraint and the vertical lines show the maximum wavenumber considered
for the constraint. Mass increases from bottom to top. Left panel: M simulation kmax = 0.06 hMpc
−1 (except
for the highest mass bin, for which it is kmax = 0.05 hMpc
−1 since there is a clear step beyond this wavenumber)
Right panel: L simulation kmax = 0.018 hMpc
−1
5.4 Comparison to the Standard Power Spectrum Method
We compare the results of the curvature procedure described above to the standard procedure of
measuring the first order bias parameter from the power spectrum. In order to avoid the spurious
shotnoise contamination in the halo-halo power spectrum Phh(k), we will only consider the cross power
spectrum between haloes and matter Phm(k) and define the scale dependent estimated halo bias as
6
b(k) =
Pmh(k)
Pmm(k)
. (5.17)
The linear bias is then estimated upon minimizing
χ2 =
kmax∑
k=0
(
b(k)− b1
)2
∆2b(k)
(5.18)
yielding the following estimator
bˆ1,P =
kmax∑
k=0
b(k)
∆2b(k)
/
kmax∑
k=0
1
∆2b(k)
(5.19)
The variance of b(k) is given by
(∆b(k))
2
=
1
Nk
1
n¯Plin(k)
. (5.20)
Comparing to the variance of the cross-power spectrum
(∆Phm)
2
(k) =
1
Nk
[
Plin(k)
(
b21Plin(k) +
1
n¯
)
+ b21P
2
lin(k)
]
(5.21)
we clearly see that the ratio removes the dominant source of error on large scales, the cosmic variance.
We have compared the above error estimates to the variance of the power spectra measured in a suite
6We stress that the bias is scale independent: there are many scale-independent bias parameters, each one cor-
responding to higher derivatives of the fields. The notation of Eq. (5.17) should be understood as the result of the
estimation of the scale-independent linear bias using modes of wavenumber k.
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Figure 10. Fractional deviation between the measured bias parameters and the ST (p = 0.15, q = 0.73) bias
prediction for the corresponding mass bin. Results from M simulations are colored in red and results from the
L simulations in black. The circles show the constraints obtained using the power spectrum method and the
triangles constraints obtained using the curvature method. The biases obtained from the two methods are
generally in agreement but there is some mild tension for the L simulation, we argue about reasons for this
discrepancy in the main text. We do not show the respective lowest bins of the simulations since they deviate
from the mean trend in this plot and are likely plagued by incompleteness. We show two sigma errors. Note
that the point of this plot is the mutual agreement between the two methods, not the agreement with the
reference bias function.
of 16 simulations and found very good agreement. The resulting error on the constraint is then given
by
∆bˆ1,P =
(
kmax∑
k=0
1
(∆b(k))2
)−1/2
=
(
n¯
kmax∑
k=0
NkP (k)
)−1/2
(5.22)
For a finite volume with a long mode given by δl(q) = V δlδ
(K)
k,0 we have P = 1/V 〈δ(k)δ(−k)〉 = V δ2l .
This yields for the error of the bias measured using a single long mode (for instance the constant box
mode) (
∆bˆ1,P
)2
=
1
Nhδ2l
. (5.23)
This agrees with the estimate for the error of the bias inferred from the curvature method in Eq. (5.9)
up to a factor of 2, which indeed is what expected because in order to reproduce our curvature method
with the power spectrum estimator using only fundamental modes, we would need two fundamental
modes, one representing δl,+ and the other δl,−.7
The b1 estimator in Eq. (5.19) and its errors are plotted in Fig. 9 as a function of the maximum
wavenumber. Note the strong scale dependence of the estimator for the highest mass bin. This
scale dependence is caused by non-linearities in the bias and requires one to carefully limit the scales
considered for the determination of the linear bias parameter. We determine the linear bias using
only the largest scales in the M box (kmax = 0.05 hMpc
−1) and L box (kmax = 0.018 hMpc−1). These
cutoff wavenumbers are shown by the vertical lines in Fig. 9. As obvious in the left panel of Fig. 9
the small number of large scale modes in a small box increases the variance of the estimator and thus
hampers a clean extraction of the linear bias parameters. Thus we do not even attempt to measure
7One could also use this argument to calculate the kmax in the power spectrum method for which the two methods
give the same constraint. For δl = 0.1 as used here this is kmax ≈ 0.06 hMpc−1, i.e. what we used for the M box. For
the L box with kmax = 0.02 hMpc−1, this estimate gives four times larger errors for the power spectrum method.
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the bias parameters using the power spectrum from the S box.
The left panel of Fig. 6 compares the constraints of the standard method (green points with error bars)
to the results of the curvature method and Fig. 10 shows their relative deviation from the theoretical
bias function. There is clearly some mild tension between the two approaches in Fig. 6. This has
various reasons. For the bias estimate from the power spectrum we are neglecting higher order local
bias terms as well as k2 terms that would be predicted in the peak model or more generally in effective
field theory treatments of bias. From the scale dependence measured in a larger suite of simulations
[36], we infer that the scale dependence at scales of k ≈ 0.02 hMpc−1 is below 1% and at scales of
k ≈ 0.05 hMpc−1 is below 2%. In the mass range relevant for the M and L boxes, the corrections
are typically positive and would thus reduce the tension. It is a bit harder to assess the systematic
effects on the curvature method, since our mapping is only correct to first order. We are performing
a second order accurate derivative and there might thus be spurious effects at third order. The local
bias model predicts b3 to be positive for M < 10
13 h−1M, becomes negative and crosses zero again
at M ≈ 1015 h−1M. It would thus likely reduce biases estimated from the curvature method at the
order considered here, and correcting for this effect should reduce the tension.8
Let us finish this section by considering the bias coefficients measured from the power spectrum
method and their correspondence to the curvature method in more detail. Implementing the third
order local Eulerian bias model [38] 9
δh(x) = b
(E)
1 δ(x) +
1
2!
b
(E)
2
[
δ2(x)− 〈δ2〉]+ 1
3!
b
(E)
3 δ
3(x) (5.24)
we have for the halo-matter cross power spectrum at one loop level
Phm(k) = b
(E)
1 P1loop(k) +
(
34
21
b
(E)
2 σ
2 +
1
2
b3σ
2
)
P (k) + b
(E)
2 I12(k) , (5.25)
where
I12(k) =
∫
d3q
(2pi)3
F2(q,k − q)P (q)P (|k − q|) . (5.26)
On large scales where P1loop(k) ≈ P (k) and I12(k)/P (k)→ 0 we have
Phm(k)
Pmm(k)
= b
(E)
1 +
34
21
b
(E)
2 σ
2 +
1
2
b
(E)
3 σ
2. (5.27)
This would suggest that the bias measured from the power spectrum deviates from the linear bias
parameter b
(E)
1 [39]. As was shown in [40] this is exactly what is measured by the peak-background
split. This can be seen by writing the variation of the number density of haloes due to modes up to
third order
n = n¯
(
1 + b
(E)
1
(
δ(1) + δ(2) + δ(3)
)
+
1
2
b
(E)
2 [δ
(1)]2 − 1
2
b
(E)
2 〈[δ(1)]2〉
+ b
(E)
2 δ
(1)δ(2) − b(E)2 〈δ(1)δ(2)〉+
1
3!
b
(E)
3 [δ
(1)]3
)
.
(5.28)
Here the mean density n¯ and the average
〈
δ2
〉
are to be understood at a global level, i.e. in absence
of the long mode. The linear modes entering this expression can be split into a long and a short
8Though here we are not interested here in investigating the performance of the ST mass function to extract the
bias coefficients, tests of the accuracy of peak background split, i.e. the correspondence between the derivative of the
number density of haloes with respect to a long mode and the bias in the power spectrum, have so far relied on the
assumption of a universal mass function. Based on accurate fitting of the mass function and the resulting disagreement
with the bias parameters inferred from the power spectrum, [37] conclude that the peak background split fails at the
10% level. We do not find evidence for a breakdown at that level, and interpret their disagreement as probably due to
a breakdown of the universality of the mass function.
9The local Eulerian bias model is by now well understood not be a complete description of the clustering of tracers.
A generalized approach was developed in [18], and a complete EFT description has been provided in [20, 21]. However,
for the illustrative point we try to make in this part of the section, restricting ourselves to a local Eulerian bias model
is enough.
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wavelength component δ(1) = δ
(1)
s + δ
(1)
l . If we are interested in the number density at the scale of the
long mode, we have averaging over the short modes and keeping only linear terms in the long mode
nl = n¯
(
1 + b
(E)
1 δl +
34
21
b
(E)
2 δlσ
2
s +
1
2
b
(E)
3 σ
2
s δl
)
, (5.29)
where σ2s = 〈δ2s 〉. Thus we have for the derivative with respect to the long mode
1
n¯
∂nl
∂δl
= b
(E)
1 +
34
21
b
(E)
2 σ
2
s +
1
2
b
(E)
3 σ
2
s , (5.30)
which agrees exactly with the linear bias coefficient in the clustering in Eq. (5.27). We verify that both
the power spectrum and the curvature method measure the same quantity. However, as usual, when
these measurements are interpreted as in terms of bias coefficients, one needs to carefully account
for the effect of the higher order biases at a given order in perturbation theory (i.e. the so called
renormalization).
5.5 Second order bias from clustering and Super sample variance of halo statistics
Let us now discuss the halo clustering statistics in the presence of the long wavelength mode. It is
useful to define the halo overdensities with respect to the background or global mean,
δh,±(x) =
nh,±(x)
nB
− 1 (5.31)
so that we can compare with perturbative techniques. The response of the local halo density to a
long mode can be derived analogously to Eq. (4.16) using [41, 42]
δh,G(k) =b
(E)
1 δ
(1)(k) +
∫
d3q
(2pi)3
{
1
2
b
(E)
2 + b
(E)
1 F2(q,k − q) + bs2S2(q,k − q)
}
δ(1)(q)δ(1)(k − q)
qk
= b
(E)
1 δ
(1)
B
[
k
(
1− δl
3
)]
+
(
13
21
b
(E)
1 + b
(E)
2
)
δ
(1)
B (k)δl
(5.32)
Comparing to Eq. (4.16), we see that the response of the local halo overdensity to a long mode has an
additional dependence on the second order Eulerian bias parameter b
(E)
2 . This dependence arises from
a coupling of short and long modes in b
(E)
2 δ
2. Defining the estimated local scale dependent bias as
the ratio of the halo-matter and matter power spectra in the curved simulations and using Eq. (4.19)
we get
bˆ1,±(k) =
Phm,±
Pmm,±
=
b
(E)
1 +
47
21b
(E)
1 δl + b
(E)
2 δl
1 + 4721δl
≈ b(E)1 + b(E)2 δl, (5.33)
we can therefore estimate the second order bias as
bˆ
(E)
2 =
bˆ1,+(k)− bˆ1,−(k)
2|δl| . (5.34)
In Fig. 11 we show the estimator bˆ
(E)
2 , which indeed asymptotes to a constant on large scales. The mass
dependence of the low-k limit is in reasonable agreement with the second order bias parameter derived
from the Sheth-Tormen bias function, as we show in the right panel of Fig. 11. We also compare
to a simple bispectrum analysis on the matter-matter-halo bispectrum of the fiducial simulation
using triangles with wavenumbers up to kmax = 0.06 hMpc
−1 and the method of [41] and find good
agreement.
If one in turn is interested in the full observable quantity, one has to correct for the fact that the
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Figure 11. Estimation of the second order bias from the clustering in the curved Universe. Left panel: Scale
dependence of the estimator Eq. (5.34) and large scale fit. Circles show results from the L simulation and
diamonds results from the M simulation. The errorbars are assumed to scale as 1/
√
n¯NkP , but the overall
normalization is left free. The horizontal lines are large scale fits with the weights provided by the error bar
and the error of the fit is estimated from the variance of the contributing measurements. Right panel: Mass
dependence of the large scale fits to bˆ2(k) (left panel). We are overplotting the second order bias derived
from the Sheth-Tormen mass function with two sets of parameters and find reasonable agreement. We also
performed a bispectrum analysis following the steps laid out in [41] and find good agreement. Note that the
bispectrum has considerably larger error bars.
halo overdensity is typically normalized to the local or observed mean number density and thus needs
to correct for the change of the denominator in Eq. (5.31) 10
1 + δh,±(x) =
nh,±(x)
n±
=
nh,±(x)
nf
(1− b(E)1 δl) . (5.35)
At linear order in δl, which is the order to which we work in this paper, this correction only affects
the b
(E)
1 δ term in Eq. (5.32). While the halo (or galaxy) overdensity can only be normalized with
respect to local density, the weak lensing observations of dark matter are sensitive to the total mass,
hence to global mean density of the Universe. Following Eqs. (4.19) and (4.20) the response of the
halo-matter and halo-halo power spectra to long wavelength fluctuations reads11
d lnPhm
dδl
=
68
21
+
b
(E)
2
b
(E)
1
− b(E)1 −
1
3
d ln k3P
d ln k
(5.36)
d lnPhh
dδl
=
1 + 1[
b
(E)
1
]2
Pn¯

−1(
68
21
+ 2
b
(E)
2
b
(E)
1
− 2b(E)1 −
1
3
d ln k3P
d ln k
− 1
b
(E)
1 Pn¯
)
(5.37)
In Fig. 12 we show the measurements of the response of the halo-matter cross power and halo auto
power to the long mode, compare to the above predictions and find good agreement. For the halo
matter power spectrum this is a consistency check of the measurement of (5.34). Note that the response
for halo-halo statistics is negative, mostly due to the normalization to the local mean density. These
10When we do the perturbative calculations, quantities are normalized with respect to the background mean. If we
instead survey galaxies, we are only sensitive the number density in the observable patch and therefore have to use this
as the mean density.
11Notice that the additional bias terms (beyond the local bias model) present in the complete treatment of bias [20, 21]
do not contribute at this order.
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Figure 12. Response of matter, halo-matter cross- and halo-halo auto power spectrum to a long wavelength
mode. Black points show the response of the matter power spectrum, colored triangles the response of the
halo matter cross power spectrum and colored circles show the response the the halo-halo power spectrum.
The mass of haloes is increasing from top to bottom. The slight differences from Fig. 4 for the mass are
related to the coarser binning. The solid and dashed thick lines show the theoretical predictions of Eqs. (5.36)
and (5.37) for halo-matter and halo-halo power spectra. The thin dashed lines show the prediction of (5.37)
without the shotnoise corrections.
ingredients can thus be used to calculate the super sample variance [8] for halo clustering statistics.
The covariance matrix of the real space power spectrum can be written as
Cov[Phh(ki)Phh(kj)] = Phh(ki)Phh(kj)V
−1
[
4pi2
k2i∆k
δ
(K)
ij +
d lnPhh(ki)
dδl
d lnPhh(kj)
dδl
σ2V
]
, (5.38)
where V is the volume of the survey and σV is the rms variance of density fluctuations on the survey
volume. The first term describes the disconnected (Gaussian) part of the covariance matrix, while the
second is the super-sample variance, which is a contribution to the covariance matrix from the modes
that do not average to zero within the survey volume. The covariance depends on σV , whose typical
value is about 0.4% at z = 0 for a 1 h−3Gpc3 volume, and hence the corresponding super-sample
variance for this volume, for a biased tracer with b
(E)
1 = 2 with d lnPhh/dδl ∼ −2, is about 0.8%.
This contribution is only part of the total covariance matrix. In addition there are contributions from
the modes within the survey, as well as from the redshift space distortions.
6 Bias of non-linear Transformations and Ly-α Forest
We will now consider how non-linear transformations of the density field respond to long wavelength
fluctuations. This will in turn allow us to write the two point function of these transformations as a
bias times the two point function of the long mode. For this purpose let us start by considering how
the n-th power of the field responds to a long wavelength fluctuation following [6].
As we have seen before in Eq. (4.17), a short wavelength perturbation responds to a long wavelength
perturbation as δs → (1 + λδl)δs, where λ = 34/21. Note that this relation holds only to the leading
order in the small non-linearities. Splitting a general perturbation into its short and long components
δ = δs + δl, we have for its n-th power
δn ≈ (1 + nλδl) δns + nδlδn−1s . (6.1)
Thus we have for the logarithmic bias
bln δn =
d ln δn
dδl
∣∣∣∣
δl=0
= nλ+ n
〈
δn−1s
〉
〈δns 〉
. (6.2)
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Figure 13. Logarithmic bias of the second, third and fourth moment of the density field. The lines are given
by the corresponding prediction according to Eq. (6.2), solid lines correspond to Eq. (6.2) and the dashed
lines correct this prediction for δ2l corrections present in our numerical derivatives.
We can determine the response to the long mode on the lhs from our curvature simulations and
the averages over powers of the short mode on the rhs from the fiducial simulation. Operationally,
we interpolate the matter on a grid, smooth the grid with a top hat filter, calculate the non-linear
transformation at each grid cell and finally average over all cells. In Fig. 13 we show the simulation
measurements of this bias and overplot the theoretical prediction given in the above equation. The
approach works very well for the variance on large scales as one would have expected based on the
power spectrum results in Sec. 4. For the skewness and curtosis, higher powers of δl in Eq. (6.1) can
play a role in the numerical derivative if 〈δns 〉 ≈ δnl , which happens for large smoothing scales. We
account for this effect in our plots (dashed lines) but note that this is not a sign of the breakdown
of Eq. (6.2), but an artifact of calculating the numerical derivative with a finite δl.
12 Once this
correction has been implemented, the large scale response is in perfect agreement with Eq. (6.2).
Going to smaller scales would require the calculation of the response at non-linear level in the short
modes. Equally good agreement has been found recently by [43] at higher redshifts.
Let us now focus on a specific observable non-linear transformation of the density field, the Ly-α
forest. This effect describes the multiple absorption features imprinted into the continuous emission
spectrum of background quasars. These absorption features arise if the redshifted photons are in
resonance with the Ly-α transition of intervening neutral hydrogen. The observable, the transmitted
flux as a function of frequency is then related to the emitted flux by the optical depth along the line
of sight. The transmitted flux in the fluctuating Gunn-Peterson approximation [44] is then given by
F = exp [−τ ], where τ is the optical depth given by τ = A(1 + δ)α, where we choose α = 1.6 and
12For definiteness, the quadratic δ2l corrections to Eq. (6.2) arising from cubic terms in Eq (6.1) show up in
d ln δn
dδl
=
〈
δn+
〉− 〈δn−〉
2δl
〈
δnf
〉 = nλ+ n
〈
δn−1s
〉
〈δns 〉
+ C2,n (6.3)
where C2,n is given by
C2,3 = δ
2
l
(
1
〈δ3s 〉
+ 3
〈
δ2s
〉
〈δ3s 〉
λ2 + λ3
)
, (6.4)
for n = 3 and
C2,4 = δ
2
l
(
12
〈
δ2s
〉
〈δ4s 〉
λ+ 12
〈
δ3s
〉
〈δ4s 〉
λ2 + 4λ3
)
(6.5)
for n = 4.
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A = 0.3 for definiteness. For the response of the mean flux on a background mode one has then
bF =
dF
dδl
=−Aαλ
〈
Fδs (1 + δs)
α−1
〉
−Aα
〈
F (1 + δs)
α−1
〉
. (6.6)
As usual, the lhs can be obtained in the curvature approach by measuring F in curved Universe
simulation and taking the derivative with respect to δl. The averages on the right hand side of
the above equation can either be measured in the flat simulation or calculated from a theoretical
probability density function (PDF). While the initial density field is close to Gaussian, the non-linear
clustering will generate a highly non-Gaussian PDF. The observed flux PDF is modeled quite well by
a log-normal (LN) distribution [6], which can be generated by transforming a Gaussian density field
δG with dispersion σG as
δLN = exp
[
δG − σ
2
G
2
]
− 1 , (6.7)
with PDF
pLN(δLN) dδLN =
1
1 + δNL
1√
2piσ2
exp
[
−1
2
(
ln(1 + δLN) + σ
2
G/2
)2
σ2G
]
(6.8)
and support [−1,+∞]. The mean is zero, the variance is exp [σ2G] − 1. In Fig. 14 we show the flux
bias inferred from the curvature simulations as a function of the variance of the underlying field.
We see that the feedback of the flux transformation on the presence of a background mode is very
well described by Eq. (6.6) with the expectation values on the right hand side measured in the same
box but δl = 0. The expectation values can also be estimated from the lognormal model, yielding
equally good agreement. A similar approach has been used by [5] and [43] in smaller scale simulations,
reporting good results in in the absence of thermal effects, but the agreement is considerably worse
when those are included [45].
7 Summary and Discussion
This paper implements the curvature simulations proposed in [2]. We show that the bias inferred
from the numerical derivative of the halo number in the curvature simulations with respect to the
long wavelength density perturbation agrees quite well with the bias inferred from the power spectrum.
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The big advantage of our new method is that it is limited by Poisson errors only (which are reduced
by the fact that we can use large primordial fluctuations) and not by large scale cosmic variance. For a
fixed error bar, this allows us to measure the bias in comparably smaller volume N -body simulations.
An additional advantage of our method is, that it automatically measures the infinite distance limit
of the bias parameters and is thus safe from loop and higher derivative contaminations present in the
standard power spectrum method. Our results agree reasonably well with the ST mass function for
masses exceeding 5× 1012 h−1M, but at the low mass end the ST prediction seems to considerably
underpredict the bias function.
Furthermore, we studied the response of the halo mass function with respect to changes in the
fluctuation amplitude σ8. This is of particular importance for studies of primordial non-Gaussianity,
where the coupling between long- and short wavelength fluctuations leads to a local modulation of
the fluctuation amplitude by the long wavelength gravitational potential. We show that, for the FoF
haloes employed here, there is clear evidence for deviations from the commonly employed relation
between the density and potential bias that leads to a 18% change in the inferred non-Gaussianity
amplitude fNL.
Besides the response of the local number density of haloes, the curvature method also allows us to
consider the response of the power spectra to long modes. For the matter power spectra this has been
done in [3, 4, 8], but here we extend this study to the halo power spectra (and their cross-correlation
with matter), for which additional terms proportional to the first and second order Eulerian bias arise.
This provides us with a way to estimate the second order bias, for which we find good agreement with
the bispectrum and with the ST mass function. Furthermore, this allows us to verify the newly derived
expressions for the super-sample variance of halo two point statistics. For example, we find that the
super-sample variance response is negative for the high bias halos, and is of order d lnP/ dδl = −2
for b
(E)
1 = 2. This method could be extended to the bispectrum in the curved simulations, which
probes the squeezed trispectrum. This might provide an efficient way to estimate non-local cubic bias
parameters without having to resort to loop corrections [36]. Generally, measuring N -point functions
in the curved Universe allows one to probe the squeezed (N + 1)-point function.
Finally, we consider the response of non-linear transformations and Ly-α bias. For large smooth-
ing scales the response of the first three moments of the field to a long mode is in good agreement
with the peak-background split derivation of [6]. Similarly to [43], we find excellent agreement for the
density bias of the Ly-α forest flux.
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