ABSTRACT This paper studies the distributed output feedback control problem for formation tracking of multi-agent systems with both quantized control and measurement signals. The control and measurement signals are processed by hysteretic quantizers to avoid chattering. The agent dynamics are described by a nonlinear uncertain model with immeasurable states, unmodeled dynamics, and disturbances. To estimate the immeasurable states and solve uncertainties, state observers are designed by utilizing dynamic highgain technique. With the state observer, a distributed output feedback controller is developed for multi-agent systems by using the quantized measurements of the relative positions of the agents and the quantization effect on the control system is eliminated. The stability analysis proves that the proposed controller can achieve the multi-agent formation tracking, and all the closed-loop signals are bounded. By using the MATLAB/Simulink software, experimental results verifies the effectiveness of the proposed control scheme.
I. INTRODUCTION
The cooperation problem of multi-agent systems has become a research hotspot in control science due to its theoretical importance and practical interests [1] - [3] . In researches on the cooperation problems, one of the most important and fundamental topics is formation tracking control. For multiagent systems, formation tracking is achieved if the agents are able to form the desired formation shape while tracking a reference trajectory with proper control design [4] . However, the control design for formation tracking faces great challenges, which are mainly caused by complicated nonlinearities and uncertainties in agent dynamics, and communication constraints in system network; see [5] , [6] and numerous references therein.
Many efforts have been devoted to multi-agent formation tracking control problems in the past few decades. The existing control schemes for multi-agent formation can be classified as centralized and distributed approaches according to the control topology [7] - [10] . In Refs. [7] , [8] , the proposed centralized control approaches only have one
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controller to calculate the control inputs for all agents based on the global information of the whole system. Centralized control approaches have the weaknesses of massive communication burden and heavy computation load. Compared with centralized approaches, distributed control approaches are more robust to communication errors and agent failures [9] . In distributed control approaches, each agent can calculate its control input by using local information from its neighbors [10] . These approaches can reduce the computation load and communication burden for formation tracking control of multi-agent systems. Based on these control topologies, it is obvious that multi-agent systems are typical networked systems. All the aforementioned control schemes assume that communication data is accurate among agents. However, the limited channel bandwidth of the network always requires reducing the communication burden. In addition, digital sensors have wide applications in multi-agent systems [11] . Therefore, before being transmitted via network, quantizers are utilized to process control and measurement signals [12] . Nevertheless, quantization brings in nonlinearities to control systems, and the nonlinearities can lead to deterioration of control performance or even system instability [13] , [14] .
In trajectory tracking of multi-agent formation, signal quantization is an important aspect in control design. Uniform quantizers and logarithmic quantizers are the most popular quantizers [15] - [17] . Uniform quantizer was applied to the stabilization control design for linear systems [15] . Nevertheless, due to fixed quantization levels, control systems with uniform quantizer can only achieve practical stability [16] . Logarithmic quantizers are proposed to avoid the weakness of uniform quantizers. Reference [17] proved that logarithmic quantizers are the coarsest quantizers to achieve quadratic stabilization for linear systems. To eliminate chattering in logarithmic quantizers, hysteretic quantizer was proposed by adding additional quantization levels into the design [18] . However, with its nonlinearities, hysteretic quantizer is difficult to be applied to stabilization or tracking control problems. Hence, hysteretic quantizer is rarely utilized in tracking control of multi-agent formation with quantized signals.
Many researches on quantized tracking control have been performed for multi-agent systems [19] - [22] . In Ref. [19] , a consensus formation tracking controller was proposed for a linear multi-agent system with uniformly quantized measurements of agent positions. In [20] , uniform quantizers and logarithmic quantizers were both utilized for relative position measurements of agents, and an adaptive coordinated approach was established for first-order integrator multiagent systems. The authors in [21] designed a centralized controller for the formation tracking of nonlinear multi-agent systems with quantized control input. Sui and Tong proposed a fuzzy adaptive quantized output feedback tracking control approach for switched nonlinear systems, and the input signals were processed by hysteretic quantizer [22] . It is worth mentioning that these control schemes are only proposed under the condition that only a single quantizer is utilized, i.e., quantized input or quantized states. Nevertheless, both control and measurement signals are always required to be quantized in practical applications of multiagent system. Several schemes have recently been proposed for linear systems with input and output quantization [23] , [24] . Reference [23] proposed a sufficient and necessary condition for linear control systems with signal quantization of control input and measurement output. The authors in [24] presented an asymptotic stability condition for linear systems with quantized input and state. Notably, the control schemes in Ref. [23] , [24] were proposed for stabilization of linear systems, and the systems are individual agents. However, there are still no reports about control schemes for trajectory tracking of uncertain nonlinear multi-agent formations with signal quantization of control input and measurement output.
Nonlinearities and uncertainties in agent dynamics inevitably exist. To move closer to real applications, uncertain nonlinear agent models are considered in some quantized control studies [25] , [26] . Using logarithmically quantized measurements of relative states between neighboring agents, nonlinear multi-agent formation tracking was achieved by a proposed impulsive control approach [25] . By using uniformly quantized measurements of agent states, the authors in [26] established a tracking control approach for secondorder multi-agent formation. Notably, these works assumed that nonlinearities and uncertainties only exist in the last functions of agent dynamic models. This assumption makes many limitations for controller applications in practical multiagent systems. In addition, these state feedback controllers require state measurements, which may increase the communication burden and introduce state measurement errors. These disadvantages of state feedback controllers can be overcome by output feedback controllers. However, there are seldom reports about output feedback quantized controllers for formation tracking of multi-agent systems.
Motivated by the former analysis, a quantized output feedback controller is established for the formation tracking of a multi-agent system with quantized control and measurement signals. The main contributions in this paper are listed as follows:
(i) The dynamic model of the agent is more general than those in [25] , [26] . The agents in this study are described by nonlinear models with uncertainties, and nonlinear uncertainties can exist in all the functions of the agent model. The uncertainties contain immeasurable states, unmodeled dynamics and disturbances. Unmodeled dynamics and unknown disturbances are solved by utilizing an adaptive control technique. Dynamic high-gain observers are designed to estimate the immeasurable states. The observers are calculated by using quantized measurements and dynamic gain parameters.
(ii) In most existing works [19] - [22] , only control or measurement signals are processed by quantizers. In our control scheme, the control and measurement signals are both processed by hysteretic quantizers to avoid the chattering phenomenon. Compared with traditional state feedback controllers, state measurements are not required in our output feedback quantized control scheme. In the proposed distributed output feedback controller, the control input is calculated from the quantized measurements of the relative positions of the agents by using high-gain tools and graph theory. It can reduce the communication burden and measurement errors. In addition, it leads to a easier control design with few dynamic parameters being designed.
(iii) Unlike the quantized control approaches for stabilization problem in [23] , [24] . the distributed control scheme can achieve nonzero trajectory tracking for multi-agent formation. Besides, the tracking errors can asymptotically converge to the origin, and all the closed-loop signals are bounded.
The remainder of this paper is structured as follows: Section 2 provides a brief overview of the principles of graph theory and the hysteretic quantizer. The control problem of formation tracking is stated for nonlinear multi-agent systems with control and measurement quantization. The adaptive output feedback control scheme is presented in Section 3, followed by the stability analysis. Section 4 proves four important propositions. The experiment example is presented to illustrate the effectiveness of the proposed scheme VOLUME 7, 2019 in Section 5. Finally,the conclusion of this paper is given in Section 6.
II. PROBLEM STATEMENT
In this section, we first introduce some basic concepts and relevant results of graph theory and hysteretic quantizers. Then, the formation tracking control problem is described for multi-agent systems with quantized control and measurement signals.
A. GRAPH THEORY G = (V, E) is defined as a digraph, where V = {1, 2, · · · , N } and E ⊆ V × V denote the set of N nodes and the set of directed edges, respectively. (j, i) ∈ E if and only if the ith node can obtain information from the jth node, where i, j ∈ V. The set of neighbors of the ith node is denoted by
A directed path from the jth node to the ith node is a sequence of directed edges (j, j 1 ), (j 1 , j 2 ), · · · , (j g , i) in the digraph G with distinct nodes, where {j 1 , · · · , j g } ⊆ V. In this study, the agents are regarded as nodes, and the communication network of the multi-agent system is described by digraph G. We assume that there is a spanning tree in G with the root node able to obtain reference trajectory information, and that no loop exists in G.
In addition, we set b i = 1 if the ith agent can obtain information on the reference trajectory y r directly. If the ith agent can only obtain information from its neighbors, we set b i = 0. The diagonal matrix B = diag{b 1 , · · · , b N } is defined as the connection weight matrix between the reference trajectory and the agents.
B. HYSTERETIC QUANTIZER
There always exists signal chattering in logarithmic quantizer. The chattering phenomenon requires infinite bandwidth, which is not supposed to exist in networked control system. To reduce chattering, the definition of hysteretic quantizer q(w) is given by
where w is the quantizer input, u g = ρ 1−g u min (g = 1, 2, · · · ), 0 < ρ < 1, and δ = (1 − ρ)/(1 + ρ). u min represents the dead-zone for q(w). When the value of ρ is set to be smaller, the quantizer is coarser. Lemma 1: For hysteretic quantizer (1), q(w) can be regarded as q(w) = w + ε, where the nonlinear part ε satisfies the inequality as follows [27] :
C. PROBLEM DESCRIPTION Consider the multi-agent systems consisting of N agents. There exist nonlinearities, uncertainties and quantized signals in the agent dynamics. The ith agent has the following form:
where
∈ R n denotes the state vector of the ith agent, y i ∈ R represents the output, and θ i * (t) : R → R m is a continuous and bounded time-varying parameter. Without whole information,
is processed by hysteretic quantizer (1), and q i1 (v i ) denotes the quantized control input. By using hysteretic quantizer (1), q i2 (y i ) denotes the quantized measurement of agent output y i . There is an assumption made for the ith agent.
Assumption 1: With unknown constant θ i ∈ R + and known parameter p i ∈ Z + , the following inequalities hold
The agents with nonlinear model (3) under Assumption 1 are much more general. For state feedback control systems with signal quantization in [25] , [26] , uncertainties only allow the existence of the last nonlinear function ψ in (·), and the uncertainties must be unknown constant parameters. These restrictions are released in our control scheme. In Eq. (3), ψ ik , k = 1, · · · , n, are not completely known, and θ * i (t) is a time-varying vector with unknown bounds. Figure 1 shows the formation tracking process of the multiagent system, where the agents are represented by the points. In Fig. 1 , y r represents the reference trajectory. y i (0) and i represent the initial position and the assigned relative position of the ith agent in the desired formation shape, respectively.
In our control scheme, the leader-follower approach is chosen as the control methodology. To avoid the weakness of leader failure, our control scheme utilizes a virtual leader, that contains the information of y r . A distributed mechanism is chosen as the topology of the scheme. Compared with centralized mechanisms, distributed mechanisms have the advantages of reliability, robustness and flexibility. In a distributed mechanism, some agents can obtain the reference trajectory. The other agents can only acquire the measurements of the relative positions to their neighbors. The measurement quantization of relative positions is considered in the control design due to sensing and measurement constraints. For the ith agent, the measurement signal ((
, and q i3 (y i − y j − ( i − j )), our control objective is to design an adaptive controller v i such that:
(i) All the signals in the closed-loop system are bounded, and
(ii) The N agents can track the reference trajectory y r while forming and maintaining the desired formation shape.
Remark 1: In the control design, we use the quantized measurement signals q i3 (y i − y j − ( i − j )) instead of q i3 (y i −y j ). This choice is based on two reasons. First, an accurate formation shape is formed by controlling the actual relative position between neighboring agents to their desired relative positions. A higher quantization accuracy is required when the agents are closer to the desired relative positions. For the hysteretic quantizer, the quantization accuracy can be improved by the quantizer input moving closer to the origin. Thus, the desired formation shape cannot be achieved under the condition of quantized measurement q i3 (y i − y j ). Second, the quantization form q i3 (y i − y j − ( i − j )) can be easily achieved by adjusting the digital sensor with a prescribed offset. The offset is chosen as the desired relative position ( i − j ) for edge (j, i). This offset is easy to realize in practical applications.
There is a common assumption for the reference trajectory.
Assumption 2 [28] : The reference signal y r (t) and its time derivative are continuous and bounded.
Several parameters and matrices are required in the control design. They are determined by the following lemmas.
Lemma 2: For any positive number µ i , there exist σ i1 , σ i2 ∈ R + , symmetric positive-definite matrices Q i1 and Q i2 , and
T satisfying the inequalities as follows [13] , [29] :
where D = diag{0, 1, · · · , n − 1}. A ∈ R n×n and b, c ∈ R n are defined as
Remark 2: µ i is required to satisfy the inequality 0 < 2µ i p i < 1. Then, {σ i1 , σ i2 , Q i1 , Q i2 , a i , h i } should be chosen to make Eq. (5) hold.
III. ADAPTIVE OUTPUT FEEDBACK QUANTIZED CONTROL
The adaptive output feedback control scheme is designed for the multi-agent formation. For the ith agent, the control and measurement signals are processed by hysteretic quantizer (1) . Then, stability analysis is stated for the adaptive output feedback control system.
A. CONTROLLER DESIGN
By using the quantized signals, the control design for the ith agent consists of a dynamical observer and correlative high-gain controller as follows: 
where α i1 and α i2 are designed as positive constants, q i2 (y i ) denotes the quantized output of the ith agent, and δ i and u i ,min are the design parameters of the hysteretic quantizer q i (·), where = 1, 2, 3. Set the initial condition as l i (0) = 1. Sincel i ≥ 0, l i has the characteristic that l i ≥ 1.
Remark 3:
The dynamic gain l i is designed for the control scheme to adapt to the agent uncertainties and nonlinearities. Notably, only one dynamic gain is required for one agent in the proposed controller. This aspect makes the control scheme easier to design and implement.
B. STABILITY ANALYSIS
In distributed control design, only quantized local information is utilized for the formation tracking of multiagent systems. According to Lyapunov theory and graph theory, the following theorem can summarize our main result.
Theorem 1: Consider a multi-agent system consisting of N agents, which are described by nonlinear model (3) and hysteretic quantizer (1) . Suppose that Assumptions 1-2 hold and that the positive number µ i satisfies 0 < 2µ i p i < 1, i = 1, · · · , N . Take the output feedback controller (7) and parameter update law (8) . If the quantizer parameters δ i1 and δ i3 satisfy the following:
where ξ i is a positive constant and η i = Q i2 a i /σ 2 i1 + 1, then, the formation tracking of a multi-agent system can be realized such that (i) All the signals in the closed-loop system are bounded, and
(ii) The output tracking error can asymptotically converge to the origin.
Proof: For the ith agent, the tracking error is defined as
Then, the estimation error of the ith agent is expressed as
According to Eqs. (3) and (7), the dynamics of the estimation error can be described bẏ
where ε ij = q i3 (z ij ) − z ij and ε ir = q i3 (z ir ) − z ir . By using the following transformations
Eqs. (7) and (12) can be further expressed aṡ
. Then, we can establish the Lyapunov function for the ith agent as follows:
whose time derivative can be calculated as follows:
It can be determined that l i ≥ 1 when t ∈ [0, t f ) based on Eq. (8) . Then, with the definition of η i , we can obtain the following:
Taking Eqs. (17) and (18) and Lemma 2 into consideration, Eq. (16) can be further expressed aṡ
where λ i1 and λ i2 are the minimum eigenvalues of Q i1 and Q i2 , respectively. By utilizing Assumption 1 and Eq. (8), an inequality can be obtained as follows:
Therefore, with the completion of the square, we arrive at the following:
According to Lemma 1 and Eq. (1), we can get the following inequality
With the quantizer parameters δ i1 determined in Eq. (9), it proves that
Substituting Eqs. (21) and (23) into Eq. (19) leads tȯ
where the values of α i1 and α i2 are set to satisfy the following:
Equation (24) can be further expressed aṡ
According to Lemma 1, an inequality can be obtained as follows
By using Eq. (27), we can obtain the following inequalities:
Substituting Eq. (28) into Eq. (26) results iṅ
Based on the quantizer parameter δ i3 designed in Eq. (9), the time derivative of V i satisfies the inequality as followṡ
For the whole system, we establish the Lyapunov function V = N i=1 V i , whose time derivative can be expressed as follows:
where ξ = min{ξ 1 , · · · , ξ N }. To prove that the closed-loop states are bounded with t ∈ [0, t f ), four propositions are proposed that l i (t),x i (t) andē i (t) are bounded on [0, t f ) as well as lim t→+∞xi (t) = 0 and lim t→+∞ēi (t) = 0. These propositions are proved in the next section. According to the propositions, the states (x i ,x i , l i ) are bounded on [0, t f ) and t f = +∞. That is, l i (t),x i (t) andx i (t) are bounded when t ∈ [0, +∞). Furthermore, we can apply Proposition 4 to obtain the following equations 
Therefore, this work implies that lim t→+∞ (y i (t) − y r (t)− i ) = 0. Furthermore, it proves that the agents can track the reference trajectory and that the tracking errors can be steer to the origin.
Remark 4: According to Eq. (9), the quantizer parameters δ i1 and δ i3 are chosen based on the parameter set (a i , h i , b, σ i1 , Q i1 , Q i2 ). With Lemma 2, a i , h i , b, σ i1 , Q i1 , and Q i2 are set to hold Eq. (5). They are set according to the value of µ i , which is chosen to satisfy 0 < 2µ i p i < 1. Hence, the values of the quantizer parameters can be determined when Eq. (3) satisfies Assumption 1. In addition, the quantizer parameter δ i2 can be set very close to 1. Then, we can set the values of α i1 and α i2 according to Eq. (25) . Thus, the design parameters in the controller are all determined.
IV. PROPOSITION PROOFS

Proposition 1: Dynamic gain l i (t) is bounded with t ∈ [0, t f ).
Proof: Sincel i ≥ 0, l i (t) is monotonically nondecreasing with t ∈ [0, t f ). Supposing that lim t→+∞ l i (t) = +∞, a finite time t i1 ∈ [0, t f ) exists that satisfies l i (t) ≥ 4η 2 i n 4 Q i1 2 θ 2 i /ξ i with t ∈ [t i1 , t f ). Taking Eq. (28) into consideration, we can obtain thaṫ
where t ∈ [t i1 , t f ). Therefore, ē i and x i can maintain bounded on [t i1 , t f ). According to 0 < 2µ i p i < 1, it is obtained that
Thus, a finite time
, and it leads to the following inequality:
Integrating Eq. (33) can get an inequality as follows:
,min +d i ) < +∞. (36) Based on Eq. (36), it can be obtaind that
It is clear that there is a contradiction between Eq. (37) and the assumption that lim t→+∞ l i (t) = +∞. Therefore, l i (t) maintains bounds on [0, t f ).
Proposition 2:x i (t) is bounded on [0, t f ).
Proof: For the statex i (t), a Lyapunov function is set as
For the errorē i1 , we can get the following inequality:
Based on Eqs. (5), (17), (18), (23), (28), and (39), it is expressed thaṫ
Since l i (t) is bounded, it is obtained that statex i (t) is bounded on [0, t f ).
Proposition 3: Stateē i (t) is bounded on [0, t f ).
Proof: A new coordinate transformation is designed as follows:
A Lyapunov function is established as follows:
whose time derivative can be expressed aṡ
According to (e * i1 ) 2 <ē 2 i1 and the completion of the square, it implies that
Being similar to Eqs. (21) and (28), we have the following inequalities:
Combined with Eqs. (46) and (47), Eq. (45) can be expressed asV
Based on the inequality
where 
Proposition 4: lim t→+∞xi (t) = 0 and lim t→+∞ēi (t) = 0.
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Proof: By integrating the two sides of Eq. (40), it is expressed that
Then, we can obtain the inequalities as follows:
where ∀t ∈ [0, t f ). Therefore, it is obtained that lim t→t f x i (t) < +∞ and
Then, it is concluded that lim t→+∞xi (t) = 0 according to Barbalat's lemma.
Similarly, with ∀t ∈ [0, t f ), integration of Eq. (49) satisfies the following inequality
Then, the inequalities lim t→t f e * i (t) < +∞ and t f 0 e * i (τ ) 2 dτ < +∞ hold. Likewise, we can get thaṫ e i ∈ L ∞ andē i ∈ L 2 . According to Barbalat's lemma, lim t→+∞ēi (t) = 0.
Remark 5: Many practical applications require the control system convergence to be achieved in finite time. Finite-time control problems are studied in Refs. [31] - [33] for several classes of nonlinear systems. According to finite-time control theory, the formation tracking errors of multi-agent system (3) can converge to a small neighborhood of the origin in finite time if the inequalityV ≤ γ V β + ϕ holds, where γ , ϕ > 0 and 0 < β < 1. It requires that fractional-order variables of system states exist in the controller (7) and parameter update law (8) . However, the fractional-order variables bring great challenges to the formula deductions in stability analysis and proposition proofs. Therefore, it is difficult to extend the proposed control scheme to finite-time formation control. Combined with the methods in [31] - [33] , the proposed control scheme may be extended to finite-time control problems in the future.
V. SIMULATION EXAMPLE
To illustrate our quantized control scheme, a simulation experiment is established on the basis of MATLAB/Simulink. The simulation step-size varies from 0.01 second to 0.04 second. In the simulation, the multi-agent system contains four fully actuated agents. The ith agent is described as [30] : (53) where i = ( ix , iy ) is the position of the ith agent, M i is the agent mass, B i is the unknown damper coefficient, k id is an unknown coefficient to control the agent transient response, and (q(v ix ), q(v iy )) is the quantized control input. Based on our control design, the control input signals are computed from quantized measurement signals. Define ( rx , ry ) as the reference trajectory. For the agents, the measurements of relative positions depend on the communication network, which is designed as follows Taking unknown disturbances into consideration, the agent dynamic model (53) can be further rewritten in the state-space form as
where . (3) . Therefore, the proposed control design can be utilized for the multi-agent system (54).
According to the quantized controller (7) and update law (8) of dynamic gain l i , the formation tracking controller for the multi-agent system is designed as:
(i) In the x-axis direction: 
(ii) In the y-axis direction: 
wherex iy = [x iy,1 ,x iy,2 ] T denotes observer state,¯ ry = M i ry ,¯ iy = M i iy , and l iy (0) = 1. In the experiment, the reference trajectory is set as (0.4t, sin(0.2t)). Table 1 shows the initial agent positions (x ix,1 (0), x iy,1 (0)), assigned relative positions ( ix , iy ) and unknown parameters θ i . The assigned relative positions ( ix , iy ) are set to design the formation shape as an approximate rhombus. The initial agent positions (x ix,1 (0), x iy,1 (0)) and unknown parameters θ i are set with random values to verify the controller robustness. The unknown parameters and disturbances are used only for experiment and are unknown in control design.
To further testify the effectiveness of the proposed scheme, we make a comparison between the proposed scheme and the quantized sliding mode control (QSMC) scheme in [26] . The quantized sliding mode control scheme is applied to the formation tracking of multi-agent system (54). The system parameter setting is the same as the setting in the simulation of our proposed control scheme. In [26] , only quantized measurement output is considered, and the signals are processed by uniform quantizer q u (·). In the simulation, the control input is processed by hysteretic quantizer q 1 (·) to verify the robustness of the quantized sliding mode control scheme. Based on the quantized sliding mode control scheme [26] , the control input of system (54) is designed as: 
where the controller parameters are set as ω 1 = ω 2 = 20, ι 1 = ι 2 = 1, and c = 1.8. For the uniform quantizer q u (·), the sensitivity parameter is chosen as 0.02. To make the statement briefly, let ς denote the subscripts • x and • y to represent the variables in the directions of x-axis and y-axis, respectively. The simulation results of the two control schemes are shown in Figs. 3-10 . The formation trajectories in Figs. [3] [4] show that formation tracking is realized for the nonlinear multi-agent system based on the two control schemes. Nevertheless, tracking errors in Figs. 5-6 show some differences between the two control schemes. As depicted in Fig. 5 , the agent tracking errors can be steer to the origin quickly and smoothly under control law (55)-(56). With the sliding mode control law (57), the tracking errors in Fig. 6 converge to the origin slowly, and slight oscillations exist in the tracking errors all the time. Figure 7 shows the dynamic gains l ix and l iy of all the agents in the directions of the x-axis and y-axis. It is observed that the dynamic gains are nondecreasing and bounded. For the proposed output feedback control scheme, typical examples are depicted for the quantized measurements of relative positions in the directions of different axes, that is, q 13 (z x,12 ) of the first agent on the x-axis and q 33 (z y,34 ) of the third agent on the y-axis. Notably, for the control and measurement signal changes are reduced by using the hysteretic quantizer to benefit communication. For the quantized VOLUME 7, 2019 sliding mode control scheme, Fig. 10 shows the examples of the quantized measurement output, i.e., q u (x 2x,1 ) of the second agent and q u (x 3y,1 ) of the third agent. As the details of q u (x 2x,1 ) and q u (x 3y,1 ) shown in Fig. 10 , the quantized signals change fast and frequently. It implies that the data rate of communication network cannot be reduced sufficiently by uniform quantizer.
From Fig. 4 and Fig. 6 , it can be seen that tracking performance of the quantized sliding mode controller is deteriorated. It is mainly due to the control input quantization that is not considered in the quantized sliding mode control design. Besides, the quantized signals of all the states are utilized in the control law (57). Compared with the proposed output feedback control scheme, it may bring more measurement errors in the control system.
From the above simulation results, it is clear that the proposed adaptive output feedback control scheme can achieve formation tracking of nonlinear multi-agent system with quantized input and output signals. By choosing appropriate design parameters and quantizer parameters, the tracking errors of the multi-agent formation can converge to the origin. In addition, all the closed-loop signals are bounded.
VI. CONCLUSION
A distributed output feedback quantized control scheme is designed for the formation tracking of multi-agent systems with quantized control and measurement signals. Agent dynamics contain nonlinearities and uncertainties, which include immeasurable states, unmodeled dynamics and disturbances. Based on the dynamic high-gain technique, the state observers are designed to deal with the uncertainties and immeasurable states. The control input for each agent can be calculated from the quantized measurements of the relative positions of the neighboring agents on the basis of the developed high-gain state observers. Stability analysis proves that multi-agent systems can achieve formation tracking and all the closed-loop signals are bounded. Experimental results show the effective performance of our control scheme. Future research will be concentrated on quantized control problems for formation tracking of stochastic nonlinear multi-agent systems [31] and nonlinear large-scale systems [33] based on the proposed output feedback control scheme.
