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PROJECTIVE MODULES OVER CLASSICAL LIE ALGEBRAS OF
INFINITE RANK IN THE PARABOLIC CATEGORY
CHIH-WHI CHEN AND NGAU LAM
Abstract. We study the truncation functors and show the existence of projective
cover with a finite Verma flag of each irreducible module in parabolic BGG category
O over infinite rank Lie algebra of types a, b, c, d. Moreover, O is a Koszul category.
As a consequence, the corresponding parabolic BGG category O over infinite rank
Lie superalgebra of types a, b, c, d through the super duality is also a Koszul category.
1. Introduction
The theory of Koszul algebra has powerful applications appearing in many areas
of mathematics. In particular, the Koszul theory in representation theory has re-
cently aroused some considerable interests. In their celebrated paper [BGS], Beilinson,
Ginzburg and Soergel established the remarkable parabolic-singular duality by using
the theory of Koszul algebras [BGS]. The Koszul theory for BGG category O for com-
plex semisimple Lie algebras has further extensively studied , see, e.g., [Ba], [BS3],
[M1], [M2], [CM1], [CM2], [CM3], [MOS], [SVV].
Along the line of the proof for Brundan’s conjecture [Br], the super duality conjecture
was formulated and established by Cheng, Wang, Zhang and the second author (cf.
[CWZ], [CW1], [CL], [CLW1] and [CLW2]). The super duality provides an equivalence
of categories between the parabolic BGG categories O for Lie superalgebras and O for
Lie algebras of infinite rank of types a, b, c, d. The super duality plays a crucial role
in solving Brundan’s conjecture in [CLW3] and establishing the irreducible character
of Lie superalgebra of type B in [BW] and type D in [B]. Thus the parabolic BGG
categories O over infinite rank Lie algebras of types a, b, c, d has been paid attention.
There is another proof for Brundan’s conjecture given by Brundan, Losev and Webster
[BLW].
The Koszulity of categories of finite-dimensional modules over Lie superalgebras of
type A had been proved by Brundan and Stroppel, see [BS2, BS4]. Recently, Brun-
dan, Losev and Webster [BLW] established the Koszulity for BGG category O for Lie
superalgebra of type A in its full generality based on the uniqueness of tensor product
categorification. However, the problems of Koszulity for the BGG categories O of Lie
superalgebras beyond type A are still unclear.
The main result in this article shows the Koszulity holds for the parabolic BGG
categories O for infinite rank Lie algebras of types a, b, c, d. The existence of projective
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cover of each irreducible module in O is proved by knowing the existence of projective
covers for finite rank cases and the equivalence of categories consisting of modules
equipped with finite Verma flags over Lie algebras of various ranks. The idea for showing
the Koszulity for the O is described as follows. By knowing that the endomorphism
algebra Rn,λ of the minimal projective generator of each block of On over Lie algebra of
finite rank is Koszul [Ba], we show that Rk,λ with the Koszul grading can be regarded as
a graded subalgebra of Rn,λ for k < n and then their direct limit is also Koszul. We also
show that O has a Kazhdan-Lusztig theory in the sense of [CPS2]. As a consequence,
the corresponding parabolic BGG categories O over infinite rank Lie superalgebras of
types a, b, c, d through the super duality is also a Koszul category.
The paper is organized as follows. In Section 2, the infinite rank Lie algebras gx of
types x = a, b, c, d and their categories, and the properties of truncation functors, are
recalled. In Section 3, the equivalence of categories consisting of modules equipped
with finite Verma flags for Lie algebras of various ranks is established. The existence
of projective cover of each irreducible module in O is proved in this section. We also
show that O has a Kazhdan-Lusztig theory.
The Section 4 is devoted to the proof of the Koszulity for O. The relations between
endomorphism algebras Rn,λ of minimal projective generators of blocks of On at various
ranks are studied and we show that Rk,λ with the Koszul grading can be regarded as a
graded subalgebra of Rn,λ for k < n. The relations of the extension algebra of the direct
sum of irreducibles at various ranks are also studied in Section 4. The parabolic BGG
categories O over infinite rank Lie superalgebras of types a, b, c, d are Koszul categories
obtained in Section 4.1. In Section 5, we establish the Koszulity for the dual category
along the same line without proof.
Notations. Throughout the paper the symbols Z, N, and Z+ stand for the sets of
all, positive and non-negative integers, respectively. All vector spaces, algebras, tensor
products, et cetera, are over the field of complex numbers C.
Notes added. Before the present paper is completed, some main results of type A in
our paper were obtained by Christopher Leonard in [Le]. Also, some main results in
our paper have been obtained by Kevin Coulembier and Ivan Penkov.
Acknowledgment. The authors thank Kevin Coulembier for valuable discussions.
The first author is supported by Vergstiftelsen. The second author was partially sup-
ported by MoST grant 104-2115-M-006 -015 -MY3 of Taiwan.
2. Lie algebras of infinite and finite ranks
In this section, we first recall the infinite rank Lie algebras gx and the parabolic
BGG categories O of gx-modules, where x denotes one of the four types a, b, c, d. Then
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we recall the truncation functors which relate to the parabolic categories for gx and
finite-dimensional Lie algebras. We refer the reader to [CL, Section 2 and 3] for type a
and [CLW1, Section 2 and 3] for types b, c, d for their details (see also [CW2, Section
6.1 and 6.2]). We fix m ∈ Z+ in this article.
2.1. Lie algebras. Consider the free abelian group with basis {ǫ−m, . . . , ǫ−1}∪{ǫr|r ∈
N}, with a symmetric bilinear form (·|·) given by
(ǫr|ǫs) = δrs, r, s ∈ {−m, . . . ,−1} ∪N.
We set
αj := ǫj − ǫj+1, −m ≤ j ≤ −2,(2.1)
β× := ǫ−1 − ǫ1, βr := ǫr − ǫr+1, r ∈ N.
For x = a, b, c, d, we denote by kx the contragredient Lie algebras whose Dynkin
diagrams
☛
✡
✟
✠k
x together with certain distinguished sets of simple roots Π(kx) listed as
follows (m ≥ 2):
© © © © ©© · · ·a:
α−m α−m+1 α−3 α−2
© © © © ©©⇐= · · ·b:
−ǫ−m α−m α−3 α−2
© © © © © ©=⇒ · · ·c:
−2ǫ−m α−m α−3 α−2
© © © © ©
©
©
❅❅
  
· · ·d:
−ǫ−m−ǫ−m+1
α−m
α−m+1 α−3 α−2
We have the following identification of Lie algebras: ka = gl(m), kb = so(2m + 1),
kc = sp(2m) for m ≥ 1 and kd = so(2m) for m ≥ 2, respectively.
For n ∈ N, let
☛
✡
✟
✠Tn denote the following Dynkin diagram:
© © © ©© · · ·
✡ ✠
☛ ✟
Tn
β× β1 β2 βn−2 βn−1
The Lie algebras associated with these Dynkin diagrams are gl(n + 1). In the limit
n→∞, the associated algebra are direct limits of these Lie algebras.
Any of the head diagrams
✞
✝
☎
✆k
x may be connected with the tail diagram
☛
✡
✟
✠Tn to
produce the following Dynkin diagram (n ∈ N ∪ {∞}), denoted by
☛
✡
✟
✠g
x
n :
(2.2) ✡ ✠
☛ ✟
kx ✡ ✠
☛ ✟
Tn
We will use the same notation
☛
✡
✟
✠g
x
n to denote the diagrams of all the degenerate cases.
We recall for the case m = 1 defined below [CLW1, Section 2.5]:
© © © © ©© · · ·
β× β1 β1 βn−2 βn−1
✡ ✠
☛ ✟
gan
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© © © © ©©⇐= · · ·
−ǫ−1 β× β1 βn−2 βn−1
✡ ✠
☛ ✟
gbn
© © © © © ©=⇒ · · ·
−2ǫ−1 β× β1 βn−2 βn−1
✡ ✠
☛ ✟
gcn
© © © © ©
©
©
❅❅
  
· · ·
−ǫ−1−ǫ1
β×
β1 βn−2 βn−1
✡ ✠
☛ ✟
gdn
We now recall the explicit matrix realization of the corresponding Lie algebras. For
m ∈ N, let Im be the following totally ordered set:
· · · < 2 < 1 < −1 < −2 < · · · < −m︸ ︷︷ ︸
m
< 0 < −m < · · · < −1︸ ︷︷ ︸
m
< 1 < 2 < · · ·
We let Vm be the infinite dimensional space over C with ordered basis {vi|i ∈ Im}.
With respect to this basis a linear map on Vm may be identified with a complex matrix
(ars)r,s∈Im . The Lie algebra gl(Vm) is the Lie subalgebra of linear transformations on Vm
consisting of (ars) with ars = 0 for all but finitely many ars’s. Denote by Ers ∈ gl(Vm)
the elementary matrix with 1 at the rth row and sth column and zero elsewhere.
For n ∈ N ∪ {∞}, we define the subset I+m(n) of the set Im as follows:
I+m(n) := {−m, . . . ,−1} ∪ {i ∈ N | i < n+ 1} and I
+
m := I
+
m(∞).
For x = a, c, b, d, m ∈ N and n ∈ N ∪ {∞}, the Lie algebra Gxn corresponding to the
Dynkin diagram
☛
✡
✟
✠g
x
n can be identified as a subalgebra of gl(Vm) such that the standard
Cartan subalgebra with a basis and corresponding dual basis {ǫi},{
{Ei := Eii | i ∈ I+m(n)}, for x = a,
{Ei := Eii − Eii | i ∈ I
+
m(n)}, for x = b, c, d
and all positive roots vectors are the nonzero multiple of the elements in the following
set
{Eij | i < j, i, j ∈ I+m(n)}, for x = a,
{Eij − Eji | i < j, i, j ∈ I
+
m(n)} ∪ {Eij − Eji | i < j, i, j ∈ I
+
m(n)}
∪{Ei0 −E0i | i ∈ I
+
m(n)}, for x = b,
{Eij − Eji | i < j, i, j ∈ I
+
m(n)} ∪ {Eij + Eji | i ≤ j, i ≤ j ∈ I
+
m(n)}, for x = c,
{Eij − Eji | i < j, i, j ∈ I
+
m(n)} ∪ {Eij − Eji | i < j, i, j ∈ I
+
m(n)}, for x = d.
Let gxn be the central extension of G
x
n by the one-dimensional center CK determined by
the 2-cocycle
τ(A,B) := tr([J,A]B), A,B ∈ Gxn,
where
J :=
{
−
∑
r≥1Err, for x = a,
E00 +
∑
r≤1¯Err, for x = b, c, d,
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and tr denotes the trace. Note that the central extensions are trivial. Indeed, there is
an isomorphism ι from Gxn ⊕CK to g
x
n (cf. [CLW1, Section 2.5]) defined by
(2.3) ι(A) = A+ tr(JA)K, for A ∈ Gxn and ι(K) = K.
For n ∈ N∪{∞}, let Hxn and h
x
n denote the standard Cartan subalgebras of G
x
n⊕CK
and gxn with bases {K,Er (r ∈ I+m(n))} and {K,Er (r ∈ I
+
m(n))}, respectively. For each
positive simple root α in the diagram (2.2), the reflection associated to α on Hxn is
defined by:
σα(h) := h− α(h)hα, for all h ∈ H
x
n ∩ G
x
n and σα(K) := K,
where hα is the coroot of α in G
x
n. We define the reflection on (h
x
n)∗, also denoted by
σα, in term of σα defined above by
σα(µ)(h) := µ
(
ισ−1α ι
−1(h)
)
, for all µ ∈ (hxn)
∗ and h ∈ hxn.
The Weyl group W xn of g
x
n is defined to be the subgroup of Aut((h
x
n)∗) generated by
all σα (cf. [HLT, Section 2.3]).
Let ρxn ∈ (h
x
n)∗ be defined by
ρxn(Ej) :=

−m− 12 − j + δj , for x = b, j ∈ I
+
m(n),
−m− 1− j + δj , for x = c, j ∈ I+m(n),
−m− j + δj , for x = a, d, j ∈ I+m(n),
and ρxn(K) := 0,
where δj is defined by
δj :=
{
1, for j ∈ N,
0, for j /∈ N.
(2.4)
The dot action of W xn on (h
x
n)∗ is given by:
w · µ := w (µ+ ρxn)− ρ
x
n, for w ∈W
x
n and µ ∈ (h
x
n)
∗.
2.2. Parabolic BGG category. In this subsection, we recall the parabolic categories.
For n ≥ 1, we set Y xn to be a fixed subset of the simple roots in the
☛
✡
✟
✠g
x
n such that β× /∈
Y xn and Y
x
n ⊇ {βi | 1 ≤ i < n}. Let l
x
n denote the Levi subalgebra of g
x
n corresponding to
the subset Y xn. The Borel subalgebra of g
x
n spanned by the central element K and the
upper triangular matrices in gxn is denoted by b
x
n. Let p
x
n := l
x
n+b
x
n be the corresponding
parabolic subalgebra with nilradical uxn and opposite nilradical u
x
n−.
In the remainder of the paper we shall drop the superscript x, which denotes
a fixed type among a, b, c, d.
For n ∈ N ∪ {∞}, let Λ0 be an element in (hn)∗ defined by letting
〈Λ0,K〉 = Λ0(K) := 1 and 〈Λ0, Er〉 = Λ0(Er) := 0, for all r.
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We define the set of integral weights to be
Xn := {λ :=
n∑
i=−m
λiǫi + dΛ0 ∈ h
∗
n |λ(α
∨) ∈ Z, ∀α ∈ Π(gn); λi ∈ Z,∀i ≥ 1;
λj = 0 for j ≫ 0 and d ∈
1
2
Z},
and let
P−n := {λ ∈ Xn |λ(α
∨) ∈ Z+, ∀α ∈ Yn} and Pn := {λ ∈ P
−
n |λ(Ej) ∈ Z+, ∀j ≥ 1},
where Π(gn) := Π(k) ∪ {βj | 1 ≤ j < n} ∪ {β×} is a set of simple root of gn and
α∨ := ι(hα) is the coroot of α. Note that Pn = P
−
n for n =∞ but Pn ( P
−
n for n 6=∞.
For n, k ∈ N∪{∞} with n ≥ k, we identify Pk (resp. Xk) as a subset of Pn (resp. Xn)
by setting λ(Ej) = 0 for j > k and λ ∈ Pk (resp. Xk). An integral weight µ ∈ Xn is
said to be dominant if (µ+ ρn)(α
∨) ≥ 0 for all α ∈ Π(gn).
For n ∈ N ∪ {∞} and a semisimple hn-moduleM , letMµ denote the µ-weight space of
M for µ ∈ h∗n. For µ ∈ P
−
n , let L(ln, µ) denote the irreducible highest weight ln-module
of highest weight µ. We extend L(ln, µ) to a pn-module by letting un act trivially.
Define as usual the parabolic Verma module ∆n(µ) and its irreducible quotient Ln(µ)
over gn by
∆n(µ) := Ind
gn
pnL(ln, µ) and ∆n(µ)։ Ln(µ).
For n ∈ N ∪ {∞}, let O−n be the full subcategory of the category of gn-modules such
that every M ∈ O−n is a semisimple hn-module with finite-dimensional weight spaces
Mγ , for γ ∈ Xn, satisfying
(i) M over ln decomposes into a direct sum of L(ln, µ) for µ ∈ P
−
n .
(ii) There exist finitely many weights λ1, λ2, . . . , λk ∈ P−n (depending on M) such
that if γ is a weight in M , then γ ∈ λi −
∑
α∈Π(gn)
Z+α, for some i.
For d ∈ 12Z, let O
−
n (d) denote the full subcategory O
−
n consisting of modulesM satisfying
Kv = dΛ0(K)v = dv, for all v ∈M.
Let On be the full subcategory of O
−
n such that every M ∈ On decomposes into a
direct sum of L(ln, µ) for µ ∈ Pn and let On(d) := On ∩ O
−
n (d). Note that On are
abelian categories and On = O
−
n for n = ∞ but On ( O
−
n for n 6= ∞. It is clear that
O−n =
⊕
d∈ 1
2
ZO
−
n (d) and On =
⊕
d∈ 1
2
ZOn(d). The categories O and O(d) are indeed
subcategories of categories of O and O(d) defined in [CW1, Section 6.2.3] consisting
of integral weights modules, respectively. We define (O−n )f as the full subcategory of
O−n consisting of finitely generated gn-modules. Also, (On)f , On(d)f , etc. are defined
in the similar way. Note that, O−n = (On)
−
f , for n ∈ N, are the usual parabolic BGG
categories and hence O−n have enough projectives and injectives.
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For n ∈ N ∪ {∞} and M ∈ O−n , we define the dual module of M as follows:
(2.5) M∨ :=
⊕
µ∈Xn
M∗µ,
whereM∨ carries the standard gn-action through τ , where τ : gn −→ gn is the transpose
map (see, for example, [Hum, Section 0.5]). Then the functor ∨, called the duality
functor, is exact from O−n (resp. On) to itself sending each irreducible module to itself
such that ∨◦∨ is naturally isomorphic to the identity functor (see, for example, [Hum,
Section 3.2]). For n ∈ N ∪ {∞} and µ ∈ P−n , ∇n(µ) := ∆n(µ)
∨ is called a costandard
module.
We will simply drop n for n =∞. For example, O = O∞, X = X∞, P = P∞, l = l∞,
g = g∞, L(λ) = L∞(λ) and ∆(λ) = ∆∞(λ), etc.
Lemma 2.1. ([CW2, Corollary 6.8]) For n ∈ N∪{∞} and µ ∈ Pn, ∆n(µ), ∇n(µ) and
Ln(µ) lie in On. Furthermore, {Ln(γ)| γ ∈ Pn} is a complete list of non-isomorphic
irreducible modules in On.
2.3. Truncation functors. In this subsection, we recall the truncation functors and
their properties on the cohomology groups and the extension groups. Recall that Pk
(resp. Xk), for 0 ≤ k < n ≤ ∞, is regarded as a subset of Pn (resp. Xn) by defining
λ(Ej) = 0 for all k < j. The truncation functor
(2.6) trnk : On −→ Ok
is defined by trnk(M) :=
⊕
µ∈Xk
Mµ for M ∈ On (see [CW2, Section 6.2.5]). Note that
truncation functors are exact functors commuting with the duality functor. We refer
to [CW2, Section 6.2.5] for more details.
Lemma 2.2. ([CW2, Proposition 6.9]) For 0 ≤ k < n ≤ ∞, Z = L,∆,∇ and λ ∈ Pn,
trnk
(
Zn(λ)
)
=
{
Zk(λ), if λ ∈ Pk;
0, otherwise.
For M,N ∈ On and i ∈ Z+, the i-th extension group ExtiOn(M,N) is defined in
the sense of Yoneda (see, for example, [Mit, Chapter VII]). In particular, we have
Ext0On(M,N) = Homgn(M,N).
For a Lie algebra u and a u-module N , let H i(u;N) denote the i-th restricted (in the
sense of [Liu] for dimu =∞) u-cohomology group of N ([CW2, §6.4.1]). The following
proposition is well-known when n ∈ N (see, e.g., [RW, §7 Theorem 2]). For n = ∞, it
is a part of [CW2, Theorem 6.34]). Note that there is no non-trivial extension between
two irreducible ln-modules L(ln, µ) and L(ln, λ) for µ, λ ∈ Pn and n ∈ N ∪ {∞}.
Proposition 2.3. For n ∈ N ∪ {∞}, µ ∈ Pn and N ∈ On, we have
ExtiOn(∆n(µ), N)
∼= Homln
(
L(ln, µ),H
i(un;N)
)
, for i = 0, 1.
The first part of the following proposition is an analogue of [CL, Corollary 4.5].
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Proposition 2.4. Let 0 ≤ k < n ≤ ∞ and M ∈ On.
(i) For i ∈ Z+, we have
trnk(H
i(un,M)) = H
i(uk, tr
n
k(M)).
In particular, for Z = L,∆,∇ and γ ∈ Pn, we have
trnk(H
i(un, Zn(γ))) =
{
H i(uk, Zk(γ)), if γ ∈ Pk;
0, otherwise.
(ii) For M ∈ On and µ ∈ Pk, we have an isomorphism
trnk : Ext
i
On
(∆n(µ),M) −→ Ext
i
Ok
(∆k(µ), tr
n
k(M)), for i = 0, 1.
Proof. The proof is similar to the proof of [CL, Corollary 4.5]. We first observe that
the truncation of complex computing the (restricted, for n =∞) un-cohomology of any
moduleM ∈ On is the complex computing the uk-cohomology of the truncated module
trnk(M). Therefore we prove the first part of (i). The second part of (i) is a direct
consequence of Lemma 2.2 and (ii) follows from Proposition 2.3 and (i). 
The following lemma is very useful. The proof is similar to the proof of [CL, Lemma
5.6].
Lemma 2.5. Let 0 ≤ k < n ≤ ∞ and M ∈ On. Assume that N ∈ On and there is a
short exact sequence
(2.7) 0 −→M1 −→M2−→M3 −→ 0
of gn-modules in On. Let N
′ := trnk(N) and M
′
i := tr
n
k(Mi), for i = 1, 2, 3. Then we
have the following commutative diagram of abelian groups with exact rows:
0 −−−−→ HomOn(M3, N) −−−−→ HomOn(M2, N) −−−−→ HomOn(M1, N)ytrnk ytrnk ytrnk
0 −−−−→ HomOk(M
′
3, N
′) −−−−→ HomOk(M
′
2, N
′) −−−−→ HomOk(M
′
1, N
′)
∂
−−−−→ Ext1On(M3, N) −−−−→ Ext
1
On
(M2, N) −−−−→ Ext
1
On
(M1, N)ytrnk ytrnk ytrnk
∂
−−−−→ Ext1Ok(M
′
3, N
′) −−−−→ Ext1Ok(M
′
2, N
′) −−−−→ Ext1Ok(M
′
1, N
′)
where ∂ are the connecting homomorphisms.
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2.4. Graded algebras. We set up some notations for graded algebras and recall the
definition of Koszul algebra. We refer the reader to [BGS, BS1, BS2] for more details.
For an abelian category A and i ≥ 0, let ExtiA(M,N) denote the i-th extension group
of N by M in A in the sense of Yoneda (see, for example, [Mit, Chapter VII]) and let
Ext•A(M,M) :=
⊕
i≥0 Ext
i
A(M,M) denote the extension algebra for M ∈ A
An algebra always means an associative (but not necessarily unital) C-algebra. The
opposite algebra of an algebra A is denoted by Aop. An algebra A is called locally unital
(see, e.g., [BS1, Section 5]) if there is a system {eλ |λ ∈ Λ} of mutually orthogonal
idempotents such that
A =
∑
α,β∈Λ
eαAeβ .
Note that A is an unital algebra with identity element
∑
α∈Λ eα if A is finite-dimensional
over C. For our applications, we only consider positively graded locally unital algebra
A =
⊕
i≥0Ai with A0 =
⊕
α∈Λ Ceα. For a locally unital algebra A, an A-module M
always means a left A-module M in the usual sense such that
M =
⊕
α∈Λ
eαM.
For a locally unital (resp. graded) algebra A, we let A-Mod (resp. A-mod) denote the
category of all (resp. graded) left A-modules and let HomA(M,N) (resp. homA(M,N))
denote the set of A-homomorphisms (resp. homogenous A-homomorphisms of degree
zero) from M to N for M,N ∈ A-Mod (resp. A-mod). For any i ∈ Z and M ∈ A-
mod with M =
⊕
j∈ZMj, we write M〈i〉 for the same module but with new grading
defined by M〈i〉j := Mj−i for all j ∈ Z. For i ≥ 0, the group ExtiA-Mod(M,N) (resp.
extiA-mod(M,N)) is denoted by Ext
i
A(M,N) (resp. ext
i
A(M,N)). Let A-Mof and A-
mof denote the subcategories of finitely generated A-modules in A-Mod and A-mod,
respectively. Finally, we define Mod-A, mod-A, Mof-A and mof-A to be the categories
of right A-modules in a similar manner. For i ≥ 0, the i-th extensions of N by M in
the Mod-A (resp. mod-A) is denoted by Exti-A(M,N) (resp. ext
i
-A(M,N)).
Let A>0 :=
⊕
i≥1Ak for any positively graded C-algebra A =
⊕
i≥0Ai. Recall that
a positive graded algebra A is called a Koszul algebra (see, e.g., [BGS, Definition 1.1.2])
if A0 is a semi-simple algebra and the graded left A-module A0 ∼= A/A>0 admits a
graded projective resolution in A-mod
· · · −→ P 2 −→ P 1 −→ P 0 −→ A0 −→ 0,
such that P i is generated by its i-th component, that is, P i = AP ii , for each i ∈ Z+.
Such a grading on the algebra A is referred to as a Koszul grading.
Let A be an abelian C-linear category such that every simple object Lµ has a projec-
tive cover Pµ. Let {Lµ |µ ∈ Λ} be a complete set of pairwise non-isomorphic sim-
ple objects. Assume that A is a full subcategory of an abelian C-linear category
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C such that
⊕
µ∈Λ Pµ is in C. For γ ∈ Λ, let eγ ∈ EndC(
⊕
µ∈Λ Pµ) be the natu-
ral projection onto Pγ . The category A is called Koszul if the locally unital algebra
(
⊕
µ,γ∈Λ eµEndC(
⊕
µ′∈Λ Pµ′)eγ)
op is Koszul. Note that an algebra A is Koszul if and
only if Aop is Koszul (see, for example, [BGS, proposition 2.2.1]).
3. Truncation functors and projective modules
In this section, we show that there are a projective cover and an injective envelope of
each irreducible module in On for n ∈ N ∪ {∞}. First, we consider the full subcategory
O∆n of On consisting of modules equipped with finite Verma flags and show that certain
subcategory of O∆n is equivalent to the category O
∆
k for n ≥ k (See Theorem 3.2 below).
Using the equivalence of categories and the existence of projective covers in On for
n ∈ N, we are able to show the existence of projective covers in O.
For n ∈ N ∪ {∞} and M ∈ On, let
[M : Ln(µ)] := dimHomgn(Pn(µ),M), for all µ ∈ Pn.
Note that [M : Ln(µ)] is equal to the supremum of the multiplicity of Ln(µ) in the
subquotients of M with finite composition series and [M : Ln(µ)] is finite number since
every module in On has finite dimensional weight spaces. We say that M ∈ O
−
n (resp.
On) has a finite Verma flag if there is filtration
0 =Mr ⊂Mr−1 ⊂ · · · ⊂M0 =M,
satisfying Mi/Mi+1 ∼= ∆n(γ
i) and γi ∈ P−n (resp. Pn), for 0 ≤ i ≤ r − 1. Let O
−,∆
n
(resp. O∆n ) denote the full subcategory of On consisting of all gn-modules possessing
finite Verma flags. For M ∈ O−,∆n (resp. O∆n ) and µ ∈ P
−
n , let (M : ∆n(µ)) denote the
multiplicity of Verma module ∆n(µ) occurring in a Verma flag of M . Using the similar
arguments as in the finite rank cases, (M : ∆(µ)) is independent of the choices of the
Verma flags.
For n ∈ N ∪ {∞} and γ ∈ Pn, let Pn(γ) (resp. In(µ)) be the projective cover (resp.
injective envelope) of Ln(γ) in On if it exists.
3.1. Modules equipped with Verma flags. In this subsection, we consider the
category O∆n and the full subcategory O
∆
n,k of O
∆
n for n ≥ k. We establish the crucial
equivalence of the category O∆n,k and the category O
∆
k induced by truncation functor
for n ≥ k (See Theorem 3.2 below).
Let O∆n,k denote the full subcategory of O
∆
n of all gn-modules M with a finite Verma
flag
0 =Mr ⊂Mr−1 ⊂ · · · ⊂M0 =M,
satisfying Mi/Mi+1 ∼= ∆n(γ
i) and γi ∈ Pk, for 0 ≤ i ≤ r−1. The following proposition
is a strengthened version of the second part of Proposition 2.4.
Proposition 3.1. For 0 ≤ k < n ≤ ∞, M ∈ O∆n,k and N ∈ On, we have
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(i) trnk : HomOn(M,N) −→ HomOk(tr
n
k(M), tr
n
k(N)) is an isomorphism.
(ii) trnk : Ext
1
On
(M,N) −→ Ext1Ok(tr
n
k(M), tr
n
k(N)) is a monomorphism.
Proof. We shall proceed with our proof by induction on the length of the Verma flag
of M . If the length of the the Verma flag of M is 1, then M is isomorphic to a Verma
module and hence the proposition holds by Proposition 2.4(ii). Assume it is true for
all module M ∈ O∆n,k with the length of the Verma flag less than r − 1. Let 0 = Mr ⊂
Mr−1 ⊂ · · · ⊂ M0 = M be a finite filtration of M satisfying Mi/Mi+1 ∼= ∆n(γ
i) and
γi ∈ Pk, for 0 ≤ i ≤ r − 1. We apply Lemma 2.5 to the module N and the short exact
sequence
0 −→M1 −→M −→M/M1 −→ 0.
Note that the first and third vertical homomorphisms are isomorphisms by induction,
the fourth vertical homomorphism is also an isomorphism by Proposition 2.4(ii), and
sixth vertical homomorphism is a monomorphism by induction. By Five Lemma and
Four Lemma, the second vertical homomorphism is an isomorphism and the fifth ver-
tical homomorphism is a monomorphism. The proof is completed. 
In view of Lemma 2.2, we may conclude that the restriction of truncation functor
trnk induces an exact functor from O
∆
n,k to O
∆
k , which is also denoted by tr
n
k .
Theorem 3.2. For 0 ≤ k < n ≤ ∞, the truncation functor
trnk : O
∆
n,k −→ O
∆
k
is an equivalence.
Proof. By Proposition 3.1, trnk is a fully faithful functor from O
∆
n,k to O
∆
k . We shall use
induction on the length of the Verma flag of a given module in O∆k to show that tr
n
k
is essentially surjective. Let M ∈ O∆k be a Verma module, then by Lemma 2.2 M is
isomorphic to an image of a Verma module under the functor trnk . Assume it is true
for all module M ∈ O∆k with the length of the Verma flag less than r− 1. Let M ∈ O
∆
k
with finite filtration of gk-modules:
0 =Mr ⊂Mr−1 ⊂ · · · ⊂M0 =M,
satisfying Mi/Mi+1 ∼= ∆k(γ
i) and γi ∈ Pk, for 0 ≤ i ≤ r − 1. By induction hypothesis,
there are N1, N2 ∈ O
∆
n,k such that tr
n
k(N1)
∼= M1 and tr
n
k(N2)
∼= M/M1. Now M is
isomorphic to trnk(N) for some N ∈ O
∆
n,k by Proposition 2.4 (ii). 
3.2. Projective modules. In this subsection, we show that there are a projective
cover and an injective envelope of each irreducible module in On for n ∈ N ∪ {∞}.
For n ∈ N∪{∞}, there is a partial ordering on µ, λ ∈ P−n by declaring µ ≤ λ, if λ−µ
can be written as a nonnegative integral linear combination of simple roots of gn.
Lemma 3.3. For n ∈ N, γ ∈ P−n \Pn and µ ∈ Pn, we have γ 
 µ.
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Proof. Since γ ∈ P−n \Pn, we have γ(En) < 0 and hence (µ − γ)(En) > 0. On other
hand, the value of each nonnegative integral linear combination of simple roots on En
is a non-positive number. Therefore γ 
 µ. 
Proposition 3.4. For n ∈ N and µ ∈ Pn, there are a projective cover Pn(µ) and an
injective envelope In(µ) of Ln(µ) in On. Moreover, we have
(3.1) (Pn(λ) : ∆n(µ)) = [∆n(µ) : Ln(λ)], for λ, µ ∈ Pn.
Futhermore, we have
trnk(Pn(µ))
∼= Pk(µ), and tr
n
k(In(µ))
∼= Ik(µ) for 0 ≤ k < n <∞ and µ ∈ Pk.
Proof. For µ ∈ Pn, let P
−
n (µ) be a projective cover of Ln(µ) in O
−
n . Then P
−
n (µ)
has a Verma flag 0 = Mr ⊂ Mr−1 ⊂ · · · ⊂ M0 = M satisfying Mi/Mi+1 ∼= ∆n(γ
i)
with γi ∈ P−n , for each 0 ≤ i ≤ r − 1. Applying the argument of the proof of [Hum,
Proposition 3.7(a)] repeatedly and using Lemma 3.3, there is a number s such that
γi ∈ Pn for 0 ≤ i ≤ s and γ
i /∈ Pk for i > s. Let Pn(µ) = Pn(µ)/Ms+1. It is clear that
Pn(µ) ∈ On by Lemma 2.1 and it has a simple top. Since Homgn(Ms+1, N) = 0 for all
N ∈ On, Pn(µ) is a projective cover of Ln(µ) in On. There is also an injective envelope
In(µ) := Pn(µ)
∨ of Ln(µ) in On.
The equality (3.1) follows from the the BGG reciprocity for O−n and the construction
of Pn(µ). By Theorem 3.2, there exists M ∈ O
∆
n,k such that tr
n
k(M)
∼= Pk(µ). By
Proposition 3.1 and Ext1Ok(Pk(µ), tr
n
k(N)) = 0 for allN ∈ On, we have Ext
1
On
(M,N) = 0
for all N ∈ On and hence M is a projective module in On. By (3.1) and Lemma 2.2,
it is easy to see that the multiplicity of each Verma module appearing in the Verma
flags of M and Pn(µ) are equal. Also M and Pn(µ) are projective modules with the
same quotient isomorphic to Ln(µ). Since Pn(µ) is a projective cover of Ln(µ), we have
M ∼= Pn(µ) and tr
n
k(Pn(µ))
∼= trnk(M)
∼= Pk(µ). 
Theorem 3.5. For each µ ∈ P, there is a projective cover P (µ) := P∞(µ) of L(µ) in
O. Moreover, P (µ) has a finite Verma flag and
(3.2) (P (λ) : ∆(µ)) = [∆(µ) : L(λ)], for λ, µ ∈ P.
Proof. Let n = ∞ and µ ∈ P. We can choose a sufficient large k such that µ ∈ Pk.
Using the same argument as in the last part of the proof of Proposition 3.4, we have
a projective module M ∈ O such that trnk(M)
∼= Pk(µ). We have tr
n
k′(M)
∼= Pk′(µ)
for k ≤ k′ < ∞ since trk
′
k (Pk′(µ))
∼= Pk(µ), tr
n
k = tr
k′
k ◦ tr
n
k′ and tr
k′
k is an equivalence
of categories from O∆k′,k to O
∆
k . Certainly, there is an epimorphism from M to L(µ).
We claim M is a projective cover of L(µ). Otherwise, M/R is a direct sum of more
than two irreducible modules, where R is the radical of M . For sufficiently large k′,
a quotient of Pk′(µ) ∼= tr
n
k′(M) is a direct sum of more than two irreducible modules
by Lemma 2.2. It contradicts to the fact that Pk′(µ) is a projective cover of Lk′(µ).
Therefore M is a projective cover of L(µ) and M has a finite Verma flag.
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Fianlly, we need to prove (3.2). Given λ, µ ∈ P, we can choose a sufficient large k
such that λ, µ ∈ Pk. By the arguments above and Lemma 2.2, we have
(P (λ) : ∆(µ)) = (Pk(λ) : ∆k(µ)).
By (3.1) and Lemma 2.2, we have
(Pk(λ) : ∆k(µ)) = [∆k(µ) : Lk(λ)] = [∆(µ) : L(λ)].
Hence the proof is completed. 
From the proof of Theorem 3.5, we have the following corollary.
Corollary 3.6. For all k and µ ∈ Pk, we have
tr∞k (P (µ))
∼= Pk(µ).
.
Applying the duality functor to O, we have the following corollary.
Corollary 3.7. For each µ ∈ P, there is an injective envelope I(µ) of L(µ) in O.
Moreover, I(µ) has a finite filtration such that its successive quotients are isomorphic
to costandard modules.
Using the same arguments for the proof of [CLW1, Proposition 5.2], every module in
(Oa)f has a finite filtration such that its successive quotients are highest weight modules.
Since every Verma module in Oa has a finite composition series by [CL, Corollary 3.12],
every finitely generated module in Oa has a finite composition series. Therefore the
notions of finitely generated module and module having a finite composition series are
the same in Oa. Hence (Oa)f is an abelian category and every projective cover of
irreducible module in Oa is also in (Oa)f .
Corollary 3.8. The category (Oa)f has enough projectives and injectives.
Proof. Since we have the duality functor ∨ on (Oa)f , it is enough to show (O
a)f has
enough projectives. Since every module in M ∈ (Oa)f has a finite composition series,
there is a finite direct sum of projective covers of irreducible modules, which have a
finite composition series from the disscussions above, having an epimorphic image M .
The proof is completed. 
Using the existence of projective covers, we have the following proposition which is
a much stronger version of Proposition 3.1. The proof is exactly the same as the proof
of [Don, Proposition A3.13]. For our application, we only need n ∈ N. Note that every
projective cover in On has a finite Verma flag.
Proposition 3.9. For 0 ≤ k < n ≤ ∞, M ∈ O∆n,k and N ∈ On, we have isomorphisms
trnk : Ext
i
On
(M,N) −→ ExtiOk(tr
n
k(M), tr
n
k(N)), for all i ≥ 0.
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3.3. Highest weight category. In this subsection, we show that On,λ, for each n ∈
N ∪ {∞}, has a Kazhdan-Lusztig theory in the sense of [CPS2, Definition 2.1]. We also
obtain some properties which will be used in next section.
For a dominant integral weight λ ∈ Xn and n ∈ N ∪ {∞}, we let
(3.3) Λλ,−n := (Wn · λ) ∩ P
−
n and Λ
λ
n := Λ
λ,−
n ∩ Pn.
Let On,λ (resp. O
−
n,λ) denote the full subcategory of On (resp. O
−
n ) consisting of modules
such that its irreducible subquotients are isomorphic to Ln(µ) for some µ ∈ Λ
λ
n (resp.
Λλ,−n ). Note that O
−
n,λ, for n ∈ N, is a block of the usual parabolic BGG category and
On,λ = O
−
n,λ ∩ On.
Recall that (P−n ,≤), for each n ∈ N ∪ {∞}, is a partially ordered set by declaring
µ ≤ λ (µ, λ ∈ P−n ) if λ− µ can be written as a nonnegative integral linear combination
of simple roots of gn. Note that every module in O
−
n,λ(resp. On,λ), for n ∈ N, has finite
composition series. Then it is easy to see O−n,λ(resp. On,λ), for each n ∈ N, is an Artinian
highest weight category in the sense of [CPS1, Definition 3.1] with repect to the poset
(Λλ,−n ,≤) (resp. (Λλn,≤)), simple module Ln(µ), injective envelope I
−
n (µ) (resp. In(µ))
of Ln(µ), projective covers P
−
n (µ) (resp. Pn(µ)) of Ln(µ), standard module ∆n(µ) and
costandard module ∇n(µ) for µ ∈ Λ
λ,−
n (resp. µ ∈ Λλn). Recall P
−
n (µ) is defined in the
proof of Proposition 3.4. Note that Endgn(Ln(µ))
∼= C for all µ ∈ Λλ,−n , and we have
the duality functor ∨ on O−n,λ(resp. On,λ) satisfying ∨ ◦∨
∼= idOn and Ln(µ)
∨ ∼= Ln(µ).
In particular, (O−n,λ)
op and Oopn,λ are also Artinian highest weight categories. Therefore
O−n,λ and On,λ satisfy the conditions (1.1) and (1.2) in [CPS3].
For n ∈ N ∪ {∞}, let Wn,λ := {w ∈Wn |w · λ = λ} and let W λn denote the set of the
shortest representatives of left cosets in Wn/Wn,λ. Also, let
W˚ λn := {w ∈W
λ
n | w · λ ∈ P
−
n }.(3.4)
Then every weight µ ∈ Λλ,−n can be written in the form µ = w ·λ for a unique w ∈ W˚ λn .
Define the length function ℓ : Λλ,−n −→ Z by letting ℓ(w · λ) be the length of w, for
w ∈ W˚ λn . It is known that the highest weight category O
−
n , for n ∈ N, has a Kazhdan-
Lusztig theory with respect to the length function ℓ in the sense of [CPS2, Definition
2.1]. Since O−n has the duality functor, the fact that O
−
n has a Kazhdan-Lusztig theory
is equivalent to
(3.5) Exti
O
−
n
(∆n(µ), Ln(γ)) 6= 0 ⇒ ℓ(µ)− ℓ(γ) ≡ i (mod 2).
There is a sketched proof of the vanishing condition for (3.5) in the proof of [CSe,
Theroem 3.2] (cf. [BGS, Theorem 3.11.4]).
Proposition 3.10. For n ∈ N, µ ∈ Λλn and M ∈ On, we have
ExtiOn(∆n(µ),M)
∼= Exti
O
−
n
(∆n(µ),M), for all i ≥ 0.
In particular, On has a Kazhdan-Lusztig theory for n ∈ N ∪ {∞}.
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Proof. For n ∈ N and µ ∈ Λλn, let G (resp. G
−) denote the left exact functor
Homgn(∆n(µ), ·) on On (resp. O
−
n ). By Proposition 3.4, there is an injective resolution
(3.6) 0 −→M −→ I0 −→ I1 −→ I2 −→ · · ·
of M ∈ On in the category On. Note that each Ii has a finite filtration such that its
successive quotients are costandard modules in On. Therefore each Ii is an G
−-acyclic
module in O−n (see, for example, [Hum, Theorem 6.12]) and hence (3.6) is an G
−-acyclic
resolution ofM in O−n . This implies Ext
i
On
(∆n(µ),M) (resp. Ext
i
O
−
n
(∆n(µ),M)), which
is the i-th right derived functor of G (resp. G−) on M , can be computed as the i-th
cohomology group of the complexes
0 −→ Homgn(∆n(µ), I0) −→ Homgn(∆n(µ), I1) −→ Homgn(∆n(µ), I2) −→ · · ·
Therefore ExtiOn(∆n(µ),M)
∼= Exti
O
−
n
(∆n(µ),M), for all i ≥ 0. In particular, On has a
Kazhdan-Lusztig theory for n ∈ N.
For n = ∞, let µ, γ ∈ Λλn. Then µ, γ ∈ Λ
λ
k for some k ∈ N. By Proposition 3.9, we
have isomorphisms
ExtiOn(∆n(µ), Ln(γ))
∼= ExtiOk(∆k(µ), Lk(γ)), for all i ≥ 0.
Therefore On also has a Kazhdan-Lusztig theory with respect to the length function
ℓ. 
Lemma 3.11. For 0 ≤ k < n <∞ and µ, γ ∈ Λλk , we have
dimExtj
On
(Ln(µ), Ln(γ)) ≥ dimExt
j
Ok
(Lk(µ), Lk(γ)), for all j ≥ 0.
Proof. From the discussions above, we know On,λ and Ok,λ are highest weight categories
satisfying the assumptions of [CPS2, Corollary 3.9]. For µ, γ ∈ Λλk , we have
dimExtj
On
(Ln(µ), Ln(γ))
=
∑
i+l=j
∑
ζ∈Λλn
dimExtiOn(∆n(ζ), Ln(γ)) · dimExt
l
On
(∆n(ζ), Ln(µ))
≥
∑
i+l=j
∑
ζ∈Λλ
k
dimExtiOn(∆n(ζ), Ln(γ)) · dimExt
l
On
(∆n(ζ), Ln(µ))
=
∑
i+l=j
∑
ζ∈Λλ
k
dimExtiOk(∆k(ζ), Lk(γ)) · dimExt
l
Ok
(∆k(ζ), Lk(µ))
=dimExtj
Ok
(Lk(µ), Lk(γ)).
The first and last equalities follow from [CPS2, Corollary 3.9], and the second inequality
follows from Proposition 3.9. 
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4. Endomorphism algebra of the sum of projective covers
This section is devoted to showing that O is a Koszul category. First, we show that
On, n ∈ N, is a Koszul category. Second, we prove that the truncation functor trnk is
virtually a Schur functor. We are able to show that the endomorphism algebra Rk,λ,
with the Koszul grading, of the sum of projective covers can be identified with a graded
subalgebra of Rn,λ with the Koszul grading for k < n. Finally, we show that R∞,λ,
which is isomorphic to the direct limit of Koszul algebras Rk,λ, is Koszul.
For a dominant integral weight λ ∈ Xn and n ∈ N ∪ {∞}, we let
P−n,λ :=
⊕
µ∈Λλ,−n
P−n (µ) and Pn,λ :=
⊕
µ∈Λλn
Pn(µ).
Recall that Λλ,−n and Λλn are defined in (3.3). For γ ∈ Λ
λ,−
n (resp. Λλn), let e
−
n,γ ∈
Endgn(P
−
n,λ) (resp. en,γ ∈ Endgn(Pn,λ)) be the natural projection onto P
−
n (γ) (resp.
Pn(γ)). For n ∈ N, we let
R−n,λ := Endgn(P
−
n,λ) and Rn,λ := Endgn(Pn,λ).
For n =∞, let
R∞,λ :=
⊕
µ,γ∈Λλ
∞
e∞,µEndg∞(P∞,λ)e∞,γ .
Note that Rn,λ are finite-dimensional algebras for all n ∈ N while R∞,λ is an infinite-
dimensional locally unital algebra.
Lemma 4.1. For n ∈ N and a dominant integral weight λ ∈ Xn, we have
Rn,λ ∼= R
−
n,λ/(e),
where e :=
∑
γ∈Λλ,−n \Λλn
e−n,γ.
Proof. For µ ∈ Λλn, let Nµ be the submodule of P
−
n (µ) defined in the proof of Proposi-
tion 3.4 such that Pn(µ) = P
−
n (µ)/Nµ and let
πµ : P
−
n (µ) −→ P
−
n (µ)/Nµ = Pn(µ)
be the canonical map. For µ ∈ Λλ,−n \Λλn, let Nµ = P
−
n (µ) and let
πµ : P
−
n (µ) −→ P
−
n (µ)/Nµ = 0
be the zero map. Let π :=
∑
γ∈Λλ,−n
πγ . For f ∈ R
−
n,λ, it is clear that π ◦ f sends⊕
µ∈Λλ,−n
Nµ to zero. Therefore π ◦ f factors through an unique map f ∈ Endgn(Pn,λ).
Define ϕ : R−n,λ −→ Rn,λ by letting φ send f to f . By uniqueness, ϕ is a homomorphism
of algebras and the ideal (e) is contained in the kernel of ϕ.
For µ, γ ∈ Λλn and g ∈ Homgn(Pn(µ), Pn(γ)), there is an f ∈ Homgn(P
−
n (µ), P
−
n (γ))
such that g◦πµ = πγ ◦f since πγ is an epimorphism. Therefore ϕ(f) = g. Hence ϕ is an
epimorphism. For µ, γ ∈ Λλn, let f ∈ Homgn(P
−
n (µ), P
−
n (γ)) such that ϕ(f) = 0. Then
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πγ ◦f = 0 and hence f(P
−
n (µ)) ⊆ Nγ . From the proof of Proposition 3.4, there are pro-
jective module
⊕r
i=s+1 Pn(γi) and an epimorphism h from
⊕r
i=s+1 Pn(γi) onto Nγ with
each γi ∈ Λ
λ,−
n \Λλn. Therefore there is a homomorphism g ∈ Homgn(P
−
n (µ),
⊕r
i=s+1 Pn(γi))
such that h ◦ g = f . Therefore f ∈ (e) and hence Rn,λ ∼= R
−
n,λ/(e). 
Proposition 4.2. For n ∈ N and a dominant integral weight λ ∈ Xn, Rn,λ is a Koszul
algebra.
Proof. First we observe that for a given moduleM ∈ O−n , we have that M belonging to
On if and only if Homgn(P
−
n (µ),M) = 0 for all µ ∈ Λ
λ,−
n \Λλn. Therefore, the equivalence
Homgn(P
−
n,λ, ·) : O
−
n −→ Mof-R
−
n,λ identifies On with the full subcategory of Mof-R
−
n,λ
consisting of the modules killed by the ideal (e) defined in Lemma 4.1. Therefore On
is equivalent to Mof-Rn,λ. By Lemma 4.1 and [Don, Proposition A3.3], we have
Extj
On
(M,N) = Extj
O
−
n
(M,N), for all M, N ∈ On.
Now the proposition follows from [Ba, Proposition 3.2] and [SVV, Lemma 2.2]. 
Corollary 4.3. For n ∈ N, the extension algebra
Ext•On(
⊕
µ∈Λλn
Ln(µ),
⊕
µ∈Λλn
Ln(µ))
is a Koszul algebra.
Lemma 4.4. For 0 ≤ k < n ≤ ∞ and µ, γ ∈ Pk, the truncation
trnk : Ext
1
On
(Ln(µ), Ln(γ)) −→ Ext
1
Ok
(Lk(µ), Lk(γ)).
is a monomorphism.
Proof. Let
0 −→ Ln(γ) −→M −→ Ln(µ) −→ 0
be an exact sequence corresponding to a nonzero element in Ext1On(Ln(µ), Ln(γ)). Since
the truncation functor trnk commutes with the duality functor ∨ and the dual of a non-
split short exact sequence is also non-split, we may assume that µ ≮ γ. Then M is a
highest weight module of highest weight µ and hence the truncation of the short exact
sequence is also non-split. 
For n ∈ N, let
En,λ := Ext
•
On
(
⊕
µ∈Λλn
Ln(µ),
⊕
µ∈Λλn
Ln(µ))
Lemma 4.5. For 0 ≤ k < n <∞, we have a graded epimorphism of graded algebras
ηnk : Ext
•
On
(
⊕
µ∈Λλ
k
Ln(µ),
⊕
µ∈Λλ
k
Ln(µ)) −→ Ek,λ
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induced from trnk . In particular, we have
trnk : Ext
j
On
(Ln(µ), Ln(γ)) −→ Ext
j
Ok
(Lk(µ), Lk(γ))
is an epimorphism for all µ, γ ∈ Λλk and j ≥ 0.
Proof. Let Ejk = Ext
j
Ok
(
⊕
µ∈Λλ
k
Lk(µ),
⊕
µ∈Λλ
k
Lk(µ)) for j ≥ 0. By Proposition 4.2 and
[BGS, Theorem 2.10.2], the extension algebra
⊕
j≥0E
j
k is a Koszul algebra and hence
generated by the subspace E1k over the subalgebra E
0
k . But
trnk : Ext
1
On
(Ln(µ), Ln(γ)) −→ Ext
1
Ok
(Lk(µ), Lk(γ))
is an isomorphism for all µ, γ ∈ Λλk by Lemma 3.11 and Lemma 4.4. Certainly, the
image of ηnk contains E
0
k and hence η
n
k is an epimorphism. 
For 0 ≤ k < n ≤ ∞, let
en,k :=
∑
µ,γ∈Λλ
k
en,µ and Rn,k,λ := en,kRn,λen,k.
As a direct consequence of Proposition 3.4, Corollary 3.6 and Theorem 3.2, we have
the following proposition. Note that (3.2) and (3.1) implies (Pn(µ) : ∆n(γ)) = 0 for
µ ∈ Λλk , γ ∈ Λ
λ
n\Λ
λ
k and k < n.
Proposition 4.6. For 0 ≤ k < n ≤ ∞ and a dominant integral weight λ ∈ Xn, we
have an isomorphism of algebras
ψnk : Rn,k,λ −→ Rk,λ
induced from the trnk .
For n ∈ N and a dominant integral weight λ ∈ Xn, let
Fn : On,λ −→ Mof-Rn,λ
be the equivalence defined by Fn(·) := Homgn(Pn,λ, ·). Note that On,λ has only finitely
many non-isomorphic irreducible modules. Let
Snk : Mof-Rn,λ −→ Mof-Rn,k,λ
denote the Schur functor by defining Snk (M) := Men,k, for M ∈ Mof-Rn,λ and S
n
k (f) ∈
HomRn,k,λ(Men,k, Nen,k), to be the restriction of f to Men,k for f ∈ HomRn,λ(M,N).
Recall that ψnk is an isomorphism defined in Proposition 4.6. Let
ψn∗k : Mof-Rk,λ −→ Mof-Rn,k,λ
denote the functor induced from the isomorphism ψnk defined by ψ
n∗
k (M) = M for
M ∈Mof-Rk,λ with the action of Rn,k,λ given by letting
va := vψnk (a),
for v ∈M and a ∈ Rn,k,λ, and ψ
n∗
k (f) = f for f ∈ HomRk,λ(M,N).
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Proposition 4.7. There is a natural isomorphism from the functor Snk ◦ Fn to the
functor ψn∗k ◦ Fk ◦ tr
n
k .
Proof. For a given M ∈ On,λ, we have
Snk (Fn(M)) = Homgn(Pn,λ,M)en,k,
and
ψn∗k ◦ Fk ◦ tr
n
k(M) = Homgk(Pk,λ, tr
n
k(M)).
By Corollary 3.6 and Proposition 3.9, we have an isomorphism
θM : Homgn(Pn,λ,M)en,k −→ Homgk(Pk,λ, tr
n
k(M))
of vector spaces induced from trnk . Since tr
n
k is a functor, the linear isomorphism θM
becomes an isomorphism of right Rn,k,λ-modules. Now it is also clear that
(ψn∗k ◦ Fk ◦ tr
n
k)(f) ◦ θM = θN ◦ (S
n
k ◦ Fn)(f)
for all f ∈ HomOn(M,N) and M,N ∈ On,λ. 
For n ∈ N and a dominant integral weight λ ∈ Xn, Rn,λ is a Koszul algebra by
Proposition 4.2. We fix the grading on Rn,λ to be the Koszul grading and regard Rn,k,λ
as the graded subalgebra of Rn,λ for each k < n. Note that each element en,k is an
idempotent element of degree zero.
Proposition 4.8. For 0 ≤ k < n < ∞ and a dominant integral weight λ ∈ Xn, the
isomorphism of algebras
ψnk : Rn,k,λ −→ Rk,λ
obtained in Proposition 4.6 is a graded isomorphism.
Proof. Note that Rn,k,λ and R
op
n,k,λ are Koszul algebras by Proposition 4.2 and Propo-
sition 4.6 and [BGS, Proposition 2.2.1]. By the uniqueness of Koszul grading [BGS,
Corollary 2.5.2], it is enough to show the Koszul grading on Rn,k,λ equals to the grad-
ing induced from Rn,λ. Let R = Rn,λ and A = Rn,k,λ. For µ ∈ Pk, let L(µ) :=
Homgn(Pn,λ, Ln(µ)) be the 1-dimensional right R-module concentrated in degree 0 and
let L(µ) also denote the 1-dimensional graded right A-module Snk (L(µ)) with induced
grading from L(µ).
For i ≥ 0 and µ, γ ∈ Pk, there are natural maps
j : Exti-R(L(µ),L(γ)) −→ Ext
i
-A(L(µ),L(γ)〈i〉)
and
j : exti-R(L(µ),L(γ)〈i〉) −→ ext
i
-A(L(µ),L(γ)〈i〉)
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induced from the Schur functor Snr . By Lemma 4.5 and Proposition 4.7, j is an epi-
morphism. We claim that j is also an epimorphism. By the proof of [BGS, Proposition
3.9.2], we have
(4.1) Exti-R(M,N) =
⊕
s∈Z
exti-R(M,N〈s〉) for i ≥ 0 and M,N ∈ mof-R.
Since Rop is a Koszul algebra, we have Exti-R(L(µ),L(γ)) = ext
i
-R(L(µ),L(γ)〈i〉) for
i ≥ 0. Since j is an epimorphism, we have
dim exti-A(L(µ),L(γ)〈i〉) ≥ dimExt
i
-A(L(µ),L(γ)) for all i ≥ 0.
Applying (4.1) to our situation, we have exti-A(L(µ),L(γ)〈j〉) = 0 for j 6= i. By [BGS,
Propositions 2.1.3, and 2.2.1], A with the grading induced from R is a Koszul algebra.
The proof is completed. 
The Koszulity of R∞,λ will follow from the following lemma.
Lemma 4.9. Let A be a locally unital algebra and let I be the subset of A con-
sisting of the mutually orthogonal idempotents such that A =
⊕
eµ,eβ∈I
eµAeβ and
A0 =
⊕
eµ∈I
Ceµ. Assume that there is an increasing sequence {Ii}i≥1 of subsets of
I such that
⋃
i≥1 Ii = I. If B
i :=
⊕
eµ,eβ∈Ii
eµAeβ are locally unital Koszul algebras
with span{eµ | eµ ∈ Ii} = (B
i)0 for all i ≥ 1 such that their gradings are compatible,
then A is a locally unital Koszul algebra such that Bi are graded subalgebras of A.
Proof. It is clear that
⋃
i≥1B
i = A and hence A is a positively graded algebra by
defining Aj :=
⋃
i≥1B
i
j for all j ≥ 0 and A0 = span{eµ |µ ∈ I}. For every n ∈ N, let
the following exact sequence of graded Bn-modules
C〈n〉 : · · · −→ Pn,j
fn,j
−→ Pn,j−1 · · · −→ Pn,2
fn,2
−→ Pn,1
fn,1
−→ Pn,0
fn,0
−→ Bn0 −→ 0
be a graded projective resolution of Bn0 in B
n-mod such that Pn,i are generated by
its i-th component for all i ∈ Z+. We may assume that Pn,0 = Bn, Pn,i and fn,i are
defined inductively on i by setting Pn,i := Bn ⊗Bn
0
Ker(fn,i−1)i and f
n,i(b ⊗ v) := bv
for all b ∈ Bn and v ∈ Ker(fn,i−1)i.
First we observe that C〈n− 1〉 can be regarded as a graded subcomplex of C〈n〉 of
graded Bn−1-modules by induction. We consider the following diagram:
· · ·Pn−1,j
fn−1,j
−−−−→ Pn−1,j−1 −−−−→ · · ·Pn−1,1
fn−1,1
−−−−→ Pn−1,0
fn−1,0
−−−−→ Bn−10 −−−−→ 0yτj yτj−1 yτ1 yτ0 yτ
· · ·Pn,j
fn,j
−−−−→ Pn,j−1 −−−−→ · · ·Pn,1
fn,1
−−−−→ Pn,0
fn,0
−−−−→ Bn0 −−−−→ 0,
where τ and τ0 : B
n−1 −→ Bn are the natural inclusion maps, and the Bn−1-
homomorphism τk : P
n−1,k −→ Pn,k are defined inductively on k by
τk(b⊗ v) := τ0(b)⊗ τk−1(v) = b⊗ τk−1(v)
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for all b ∈ Bn−1, v ∈ Ker(fn−1,k−1)k, for each k ≥ 1. To show that the diagram
commutes, we need to show the following diagram
Pn−1,j+1
fn−1,j+1
−−−−−−→ Pn−1,jyτj+1 yτj
Pn,j+1
fn,j+1
−−−−→ Pn,j
commutes for every j ≥ 0. Note that
fn,j+1(τj+1(b⊗ v)) = bτj(v) = τj(bv) = τj(f
n−1,j+1(b⊗ v)),
for all b ∈ Bn−1, v ∈ Ker(fn−1,j+1)j+2, for every j ≥ 0. Therefore the diagram com-
mutes. Finally, we need to show τj are injective. Assume that τj are injective. We
have a Bn−10 -monomorphism
τj : Ker(f
n−1,j)j+1 −→ Ker(f
n,j)j+1.
Since Bn decomposes into direct sum of two (Bn−1, Bn0 )-modules
⊕
µ∈In−1
Bneµ and⊕
µ∈In\In−1
Bneµ, τj+1 is a monomorphism. Therefore the vertical arrows are monomor-
phisms and hence C〈n − 1〉 can be regarded as a graded subcomplex of C〈n〉 for all
n ≥ 1.
Consider the following complex of graded A-module
C〈∞〉 : · · · −→ P j
fj
−→ P j−1 · · · −→ P 2
f2
−→ P 1
f1
−→ P 0
f0
−→ A0 −→ 0
where P 0 := A, f0 is the natural projection, P i and f i are defined inductively by
P i := A ⊗A0 Ker(f
i−1)i and f
i(a ⊗ v) = av, for all a ∈ A, v ∈ Ker(f i−1)i and for all
i ≥ 1. From the observation above, we see that P i can be identified with
⋃
n≥1 P
n,i and
the restriction of f i to Pn,i equals fn,i for all n ≥ 1. Since Ker(fn,i) is generated by
elements of degree i over Bn for all i ≥ 0 and n ≥ 1, Ker(f i) are generated by degree i
elements over A for all i ≥ 0. Therefore the complex C〈∞〉 is exact and hence A is a
Koszul algebra. 
We are now in a position to prove the main theorem.
Theorem 4.10. For a dominant integral weight λ ∈ X, R∞,λ is a Koszul algebra.
Moreover, there is a graded isomorphism from e∞,kR∞,λe∞,k to Rk,λ induced from tr
∞
k
for each k ≥ 1.
Proof. Let ek := e∞,k for all k ≥ 1 and R = R∞,λ. For k ≥ 1, let the grading of ekRek
be the grading obtained from the Koszul grading of Rk,λ through the isomorphism
defined in Proposition 4.6. By Proposition 4.8, the grading of ekRek and the grading of
enRen are compatible for all k ≤ n. Since R =
⋃
k≥1 ekRek, we can define the grading
of each element v in R to be the grading of v in ekRek for k ≫ 0. Now the theorem is
a direct consequence of Lemma 4.9. 
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4.1. Category O and O˜. The abelian categories O(d) and O˜(d) consisting of certain
modules over Lie superalgebras of infinite rank introduced in [CL] and [CLW1] are
equivalent to the category O(d) consisting of certain modules over Lie algebra of infinite
rank. Our category O(d) is indeed a subcategory of category O(d) defined in there
(cf. [CW1, Section 6.2.3]) consisting of integral weights modules. We can also define
similarly the subcategories Oint(d) and O˜int(d) of O(d) and O˜(d) defined in [CW1,
Section 6.2.3] consisting of integral weights modules, respectively. The arguments in
there also show that our categories O(d), Oint(d) and O˜int(d) are equivalent.
Theorem 4.11. For d ∈ 12Z, each irreducible module in O(d) (resp. Oint(d) and
O˜int(d)) has projective cover and injective envelope which have finite filtrations such that
their successive quotients are isomorphic to Verma modules and costandard modules,
respectively. Moreover, O(d) Oint(d) and O˜int(d) are Koszul categories.
Proof. By (ii) of the definition of O, O(d) is equivalent to the category
⊕
λ∈J(d) Oλ,
where Oλ := O∞,λ and J(d) is a set consisting of all dominant integral weights λ ∈ X
such that λ(K) = d. Therefore, the theorem holds for the category O by Theorem 3.5,
Corollary 3.7 and Theorem 4.10. Since O(d), Oint(d) and O˜int(d) are equivalent, the
theorem also holds for the categories Oint(d) and O˜int(d). 
5. The dual category
In this section, we shall study the category O′n,λ, n ∈ N. Its endomorphism algebra
of the direct sum of projective covers of irreducible modules is isomorphic to the Koszul
dual of the Koszul algebra Rn,λ, defined in the last section, for n ≫ 0. We show the
limit category of O′n,λ for n → ∞ is a Koszul category. Since results and their proofs
in the section are similar to the proof in earlier sections, we only collect the analogous
results without proof. We give an idea on how to prove the results about the truncation
functor in the section for n ∈ N in the proof of Proposition 5.2.
Lemma 5.1. Let λ be a dominant integral weight in X∞. There is a positive integer
kλ such that for every integer n ≥ kλ we have
On,λ = O
−
n,λ, for n ≥ kλ.
Proof. Recall that δj are defined in (2.4). It is clear that there is a positive number
k such that {(λ + ρn)(En − δnK)}n≥k is a strictly decreasing sequence of negative
numbers. Therefore we can choose kλ > k such that the following equalities hold, for
any given fixed integer n ≥ kλ,
(λ+ ρn)(En − δnK) ≤ ±(λ+ ρn)(Ej − δjK), for all j ∈ I
+
m(n).
Note that for each i ∈ I+m(n) and µ ∈ Xn, we have
w(µ)(Ei − δiK) = ±µ(Ej − δjK), for some j ∈ I
+
m(n).
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Therefore
w · λ(En) = w(λ + ρn)(En − δnK) + w(λ+ ρn)(δnK)− ρn(En)
= ±(λ+ ρn)(Ej − δjK) + λ(K)− ρn(En) (for some j ∈ I
+
m(n))
≥ (λ+ ρn)(En − δnK) + λ(K)− ρn(En) (by assumption)
= λ(En) ≥ 0.
It implies that Λλ,−n ⊆ Λλn. The proof is completed. 
We choose a fixed φ =
∑∞
i=−m φiǫi ∈ h
∗ such that λ(α∨) ∈ Z and
Y∞ = {α ∈ Π(g∞) | (φ + ρ)(α
∨) = 0},
where Y∞ is defined in Section 2.2. Then we have
Yn = {α ∈ Π(gn) | (φ + ρn)(α
∨) = 0} for n ∈ N.
We can further assume that there is a negative half integer a such that (φ+ρ)(Ej) = a,
for j ≥ 1 and
a ≤ ±(λ+ ρ)(Ej), for all j ∈ I
+
m(n).
In the remainder of this section, we shall fix a φ as above and a dominant
integral weight λ ∈ X∞.
For n ∈ N ∪ {∞}, we let Y ′n := {α ∈ Πn | (λ + ρn)(α
∨) = 0}, l′n the Levi subalgebra
associated to the set Y ′n and q
′
n := l
′
n+ bn the corresponding parabolic subalgebra with
nilradical u′n. For µ ∈ h
∗
n satisfying µ(α
∨) ∈ Z+ for all α ∈ Y ′n, let L(l
′
n, µ) denote
the highest weight irreducible l′n-module of highest weight µ. We extend L(l
′
n, µ) to
a q′n-module by letting u
′
n act trivially. Define as usual the parabolic Verma module
∆′n(µ) and its irreducible quotient L
′
n(µ) over gn by
∆′n(µ) := Ind
gn
q′n
L(l′n, µ) and ∆
′
n(µ)։ L
′
n(µ).
Let k′λ be the minimal nonnegative integer such that λ(Ek′λ) = 0. Let n0 be a fixed
number satisfying
n0 ≥ k
′
λ and n0 ≥ kλ,
where kλ is defined in Lemma 5.1. For n0 ≤ n ≤ ∞, let
Λ′n,φ = {µ ∈ h
∗
n |µ = w · φ, ∃w ∈Wn and µ(α
∨) ∈ Z+ for all α ∈ Y
′
n}
and let O′n,φ := O
λ
n,φ denote the full subcategory of the category of gn-modules such
that every module M in O′n is a semisimple hn-module with finite-dimensional weight
spaces Mγ , γ ∈ h
∗
n, satisfying the following conditions:
(i) M over l′n decomposes into a direct sum of L(l
′
n, µ) for some µ ∈ h
∗
n satisfying
µ(α∨) ∈ Z+, for all α ∈ Y ′n;
(ii) every irreducible subquotient is of the form L′(µ) for some µ ∈ Λ′n,φ.
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Note that O′n,φ is a block of a parabolic BGG category such that ∆
′
n(µ), L
′
n(µ) ∈ O
′
n,φ,
for all µ ∈ Λ′n,φ. For n ∈ N, every module M ∈ O
′
n,φ has a composition series, and O
′
n,φ
has enough projectives and injectives. For 1 ≤ k < n ≤ ∞, as before, Λ′k,φ is regarded
as a subset of Λ′n,φ by setting µ(Ej) = a+ j for all j > k.
For n0 ≤ k < n ≤ ∞, we define a functor tr
′n
k : O
′
n,φ −→ O
′
k,φ by
tr′
n
k(M) :=
⊕
µ∈h∗n, µ(Er)=a+r,∀r>k
Mµ
sending each homomorphism to its restriction. The exact functor tr′nk sending each
module to a module in O′k,φ will be clarified by Proposition 5.2 below.
Proposition 5.2. For n0 ≤ k < n ≤ ∞, µ ∈ Λ
′
n,φ and Z = L
′ or ∆′, we have
tr′
n
k
(
Zn(µ)
)
=
{
Zk(µ), if µ ∈ Λ
′
k,φ;
0, otherwise
and
tr′
n
k
(
P ′n(µ)
)
= P ′k(µ), if µ ∈ Λ
′
k,φ.
Proof. First, we assume n ∈ N. By our choice of φ and the similar argruments in
the proof of Lemma 5.1, we have that w · φ(En) ≥ φ(En) for all w ∈ Wn. Therefore
w · φ(En) ≥ φ(En) for all w ∈ Wn and hence Mµ 6= 0 implies µ(En) ≥ a + n for all
M ∈ O′n,φ and µ ∈ h
∗
n. Therefore, the functor tr
′n
n−1 has the same situation as the
functor trnn−1 defined in (2.6). So the conclusion of the proposition holds for tr
′n
n−1 and
hence it holds for tr′k
n := tr′nn−1 ◦ tr
′n−1
n−2 · · · ◦ tr
′k+1
k for n0 ≤ k < n < ∞. For n = ∞,
the proof is similar to [CW2, Corollary 6.8]. 
For n0 ≤ k < n ≤ ∞, let O
∆′
n,φ denote the full subcategory of O
′
n,φ consisting of all
gn-modules equipped with finite Verma flags and let O
∆′
n,k,φ denote the full subcategory
of O∆
′
n,φ of all gn-modules M with finite filtration of gn-modules
0 =Mr ⊂Mr−1 ⊂ · · · ⊂M0 =M,
satisfyingMi/Mi+1 ∼= ∆
′
n(γ
i) and γ ∈ Λ′k,φ, for 0 ≤ i ≤ r−1. The following proposition
is an analog of Theorem 3.2.
Proposition 5.3. For n0 ≤ k < n ≤ ∞, the truncation functor
tr′
n
k : O
∆′
n,k,φ −→ O
∆′
k,φ
is an equivalence.
For n ∈ N ∪ {∞} and γ ∈ Λ′n,φ, let P
′
n(γ) be the projective cover of L
′
n(γ) in O
′
n,φ if
it exists. We know P ′n(γ) exists for n ∈ N. The following proposition is the analogue
of Theorem 3.5, Proposition 3.4 and Corollary 3.6.
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Proposition 5.4. For n ∈ N ∪ {∞} and µ ∈ Λ′n,φ, there is a projective cover P
′
n(µ) of
Ln(µ) in O
′
n. Moreover, we have
tr′
n
k(P
′
n(µ))
∼= P ′k(µ), for n0 ≤ k < n ≤ ∞ and µ ∈ Λ
′
k,φ.
For n > n0 as before, we set
P ′n,φ :=
⊕
µ∈Λ′
n,φ
P ′n(µ) and L
′
n,φ :=
⊕
µ∈Λ′
n,φ
L′n(µ).
For n ∈ N ∪ {∞} and γ ∈ Λ′n,φ, let e
′
n,γ ∈ Endgn(P
′
n,φ) be the natural projection onto
P ′n(γ), and let f
′
n,γ be the identity map of L
′
n(γ). For n ∈ N, let
R′n,φ := Endgn(P
′
n,φ) and E
′
n,φ := Ext
•
O′n
(L′n,φ, L
′
n,φ).
We know R′n,φ and E
′
n,φ are Koszul algebras by [Ba, Proposition 3.2] and [BGS, Theo-
rem 2.10.2]. For n =∞, let
R′∞,φ :=
⊕
µ,γ∈Λ′
∞,φ
e′∞,µEndg∞(P
′
∞,φ)e
′
∞,γ .
The following two propositions are the analogs of the Proposition 4.6, Proposition 4.8
and Lemma 4.5.
Proposition 5.5. For n0 ≤ k < n ≤ ∞, we have an isomorphism of graded algebras
ψ′k
n
:
⊕
µ,γ∈Λ′
k,φ
e′µR
′
n,φe
′
γ −→ R
′
k,φ
induced from the truncation functor tr′nk . Moreover, ψ
′
k
n is a graded isomorphism for
n ∈ N.
Proposition 5.6. For n0 ≤ k < n <∞, we have an epimorphism of graded algebras
η′k
n
:
⊕
µ,γ∈Λ′
k,φ
f ′µE
′
n,φf
′
γ −→ E
′
k,φ
induced from the truncation functor tr′nk .
The following is an analog of Theorem 4.10.
Proposition 5.7. R′∞,φ is a Koszul algebra. Moreover, there is a graded isomorphism
from e′∞,kR
′
∞,φe
′
∞,k to R
′
k,φ induced from tr
′∞
k for each k ≥ n0.
Remark 5.8. We assume that gx = gb, gc or gd. For n ∈ N, let wn,0 denote the longest
element in Wn. Note that −wn,0 is the identity in Wn for gn = g
b
n, g
c
n, or gn = g
d
n such
that m + n is an even number (see, for example, [BB, Exercise 4.10]). Applying [Ba,
Theorem 3.7] to our situations, there are graded isomorphisms between Koszul algebras
(5.1) Rn,λ ∼= E
′
n,φ and En,λ
∼= R′n,φ
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for n ∈ N. By Proposition 4.8 and Proposition 5.5, R∞,λ and R′∞,φ are isomorphic
to some direct limits of the systems {Rn,λ}n∈N and {R
′
n,φ}n∈N, respectively. On the
other hand, {En,λ}n∈N and {E
′
n,φ}n∈N form inverse systems by Proposition 4.5 and
Proposition 5.6. From (5.1), we may expect that R∞,λ and R
′
∞,φ are isomorphic to some
subalgebras of the inverse limits of the systems {E′n,φ}n∈N and {En,λ}n∈N, respectively.
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