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GENERALIZED SLICES FOR MINUSCULE COCHARACTERS
VASILY KRYLOV AND IVAN PERUNOV
Abstract. Let G be a connected reductive complex algebraic group with a maxi-
mal torus T . We denote by Λ the cocharacter lattice of (T,G). Let Λ+ ⊂ Λ be the
submonoid of dominant coweights. For λ ∈ Λ+, µ ∈ Λ, µ 6 λ, in [BFN16a], authors
defined a generalized transversal slice W
λ
µ. This is an algebraic variety of the dimen-
sion 〈2ρ∨, λ − µ〉, where 2ρ∨ is the sum of positive roots of G. We prove that for
a minuscule λ and µ appearing as a weight of V λ (irreducible representation of the
Langlands dual group G∨ with the highest weight λ) the variety W
λ
µ is isomorphic to
the affine space A〈2ρ
∨,λ−µ〉 and that in certain coordinates the Poisson structure on
it is standard.
1. Introduction
1.1. Generalized transversal slices. G is a connected reductive complex algebraic
group with a maximal torus T ⊂ G. In [BFN16a], the authors constructed a generalized
transversal slice W
λ
µ, which depends on a pair of cocharacters λ, µ of T , such that λ is
dominant and µ 6 λ. Let GrG be the affine Grassmannian of G. Any cocharacter µ
of the torus T gives rise to a point of GrG to be denoted z
µ. We set O := C[[z]]. It is
known (see [BF14, Section 2]) that if a cocharacter µ is dominant then the variety W
λ
µ
coincides with the transversal slice to the G(O)-orbit G(O)·zµ inside G(O) · zλ. It is also
known that for λ = 0 the variety W
λ
µ parametrizes the based maps of degree w0(µ) from
P
1 to the flag variety B := G/B (so-called open zastava space). In general, we have a
locally closed embedding ı : W
λ
µ →֒ Gr
λ
G × Z
−w0(λ−µ), where GrλG := G(O) · z
λ ⊂ GrG
and Z−w0(λ−µ) is the space of based quasi-maps of degree −w0(λ− µ) from P
1 to B.
1.2. Main result. A dominant cocharacter λ is called minuscule if any µ such that
V λµ 6= {0} lies in the W -orbit of λ, where W is the Weyl group of (T,G). In this paper,
we prove that the variety W
λ
µ for minuscule λ and µ ∈ Wλ is isomorphic to the affine
space A〈2ρ
∨, λ−µ〉. In type A, this was proven by Nakajima using the interpretation of
W
λ
µ in terms of bow varieties introduced in [NT17]. Our proof works for any reductive
group G. Let us point out that it follows from our theorem that the variety W
λ
µ is
smooth for a minuscule λ ∈ Λ+ and µ ∈ Wλ. Note also that for a minuscule λ we
have W
λ
µ = W
λ
µ, where in general W
λ
µ is a certain open subvariety of W
λ
µ (see [BFN16a,
Remark 3.19]). It follows from the recent results of [MW] that the variety Wλµ is smooth
for arbitrary λ ∈ Λ+, µ 6 λ.
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The main idea of our proof is to realize W
λ
µ as a fibration over A
〈ρ∨, λ−µ〉 with fibers
isomorphic to A〈ρ
∨, λ−µ〉. To do so, we consider the loop rotation action of C× on W
λ
µ
and prove that it contracts the whole slice W
λ
µ to (W
λ
µ)
C× ⊂ W
λ
µ. It turns out that
(W
λ
µ)
C× coincides with the repellent Rλµ ⊂ W
λ
µ with respect to the C
×-action on W
λ
µ
via 2ρ : C× → T . The contraction morphism W
λ
µ → R
λ
µ gives us the desired fibration
(its fibers are isomorphic to the attractor Aλµ ⊂W
λ
µ with respect to C
×-action via 2ρ).
1.3. Structure of the paper. The paper is organized as follows. In Section 2, we
give the definitions of the main geometric objects of our study (affine Grassmannian,
zastava spaces, generalized transversal slices) and formulate their basic properties. We
also discuss minuscule coweights and formulate our main Theorem 2.9. In Section 3,
we describe the action of B− ×C
× on our varieties. In Section 4, we recall a “matrix”
description of W
λ
µ from [BFN16a, Section 2(xi)] and describe the action of B−×C
×
y
W
λ
µ in these terms. In Section 5, we describe C
×-fixed points of the varieties of our
study and introduce attractors and repellents with respect to various C×-actions. In
Section 6, we prove our theorem. In Section 7, we restrict ourselves to the simply-laced
case and compute the natural Poisson structure on W
λ
µ in certain coordinates.
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problem to us. We would also like to thank our advisor Michael Finkelberg for many
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nal proofs. We would also like to thank Dinakar Muthiah, Hiraku Nakajima and Alex
Weekes for usefull comments and suggestions. V.K. was supported by the HSE Univer-
sity Basic Research Program and the Russian Academic Excellence Project “5-100”.
2. Definitions and Basic Properties
We fix a triple G ⊃ B ⊃ T , consisting of a connected reductive algebraic group over
C, a Borel subgroup B and a maximal torus T ; g ⊃ b ⊃ t are their Lie algebras. We
denote by B− ⊃ T the opposite Borel subgroup of G. We denote by Λ the coweight
lattice of (T,G) and by Λ+ ⊂ Λ the submonoid of dominant coweights. We denote by
∆∨ (resp. ∆) the set of roots (resp. coroots) of (T,G) and by ∆∨+ (resp. ∆+) the set
of positive roots (resp. coroots) with respect to the Borel subgroup B ⊂ G.
Definition 2.1 (Affine Grassmannian)
Let GrG be the moduli space of G-bundles P over P
1 with a trivialization σ outside 0.
The space GrG can be defined as follows: set K := C((t)), O := C[[t]], then GrG is
the quotient G(K)/G(O). Any cocharacter λ ∈ Λ gives rise to an element of GrG to
be denoted by zλ. The group G(O) acts on GrG via left multiplication. For λ ∈ Λ
+,
denote by GrλG the G(O)-orbit of z
λ. We have the following decompositions:
GrG =
⊔
λ∈Λ+
GrλG, Gr
λ
G =
⊔
µ6λ
GrµG . (2.1)
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It is known that for any λ ∈ Λ+ Grλ is a projective algebraic variety of dimension
〈2ρ∨, λ〉. It follows that GrG = lim
−→
Grλ is an ind-projective scheme.
Let us denote by I the set of simple coroots of G. Let us denote by Λpos ⊂ Λ the
submonoid of Λ, spanned by the simple coroots αi, i ∈ I. We fix α ∈ Λ
pos.
Definition 2.2 (Quasi-maps to flag varieties)
Let Λ∨+ be the monoid of dominant weights of (T,B,G), then QMapsα(P1,B) is the
moduli space of invertible subsheaves Lη∨ ⊂ V
η∨
G ⊗ OP1 of degree −〈α, η
∨〉 for each
η∨ ∈ Λ∨+ subject to Plu¨cker relations (see [Bra06, Subsection 2.2]).
Remark 2.3
It is known that QMapsα(P1,B) is a projective algebraic variety of dimension 〈2ρ∨, α〉+
dimB. We can think about this space as about the moduli space of quasimaps φ of degree
α from P1 to the flag variety B = G/B.
Definition 2.4 (Zastava)
For α ∈ Λpos, let us denote by Zα ⊂ QMapsα(P1,B) the moduli space of quasimaps φ
of degree α from P1 to the flag variety B = G/B, such that φ has no defect at ∞ ∈ P1
and φ(∞) = B−. It contains the open moduli subspace
◦
Zα of based maps.
Remark 2.5
In other words, Zα is a moduli space of degree α generalized B-structures in the trivial
G-bundle over P1, which are equal to B− at infinity. This is an algebraic variety of
dimension 〈2ρ∨, α〉.
Definition 2.6 (Generalized transversal slice)
Let λ be a dominant coweight, let µ 6 λ be any coweight. Following [BFN16a], we
define the generalized transversal slice in the affine Grassmannian W
λ
µ. It is the moduli
space of the data (P, σ, φ), where
(a) P is a G-bundle on P1;
(b) σ : Ptriv|P1\{0}
∼−→P|P1\{0} – a trivialization, having a pole of degree 6 λ. This
means that the point (P, σ) ∈ GrG lies in Gr
λ
G;
(c) φ is a B-structure on P of degree w0(µ), having no defect at ∞ and having fiber
B− at ∞ (with respect to σ).
It follows from [BFN16a, Lemmas 2.5, 2.7] that W
λ
µ is an affine algebraic variety
of dimension 〈2ρ∨, λ − µ〉. It also follows from [BFN16a, Section 2(ii)] that there is a
locally closed embedding ı : W
λ
µ →֒ Gr
λ
G × Z
−w0(λ−µ).
Proposition 2.7
The variety W
λ
µ is irreducible.
Proof. Recall the factorization morphism π : W
λ
µ → A
(α) (see [BFN16a, Lemma 2.7]).
The variety A(α) is irreducible, morphism π is flat ([BFN16a, Lemma 2.7]) and there
exists an open dense subset U ⊂ A(α), such that π−1(U) is irreducible (see [BFN16a,
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Section 2(ix)]). So the closure π−1(U) is an irreducible component of W
λ
µ. Suppose
that there exists an other irreducible component X ⊂ W
λ
µ. We denote by
◦
X the open
dense subvariety of X, consisting of points which do not lie in any other irreducible
component. It follows from the flatness of π and irreducibility of A(α) that the restric-
tion π| ◦
X
:
◦
X → A(α) is dominant. It contradicts to the fact that
◦
X ∩ π−1(U) = ∅.

Definition 2.8 (Minuscule coweights)
A coweight λ ∈ Λ+ is called minuscule if for any coweight µ ∈ Λ, such that V λµ 6= {0}
we have µ ∈ Wλ. Here V λ is the irreducible representation of the Langlands dual
group G∨ with the highest weight λ and W is the Weyl group of G∨.
It follows from [Bou75, VIII, §7, no. 3] that for a minuscule coweight λ ∈ Λ+ its
pairing with any positive root α∨ ∈ ∆∨+ is less than or equal to 1. It is clear from (2.1)
that for a minuscule λ ∈ Λ+ we have GrλG = Gr
λ
G. The main result of this text is the
following theorem.
Theorem 2.9
For a minuscule λ ∈ Λ+ and µ ∈Wλ, we have W
λ
µ ≃ A
2〈ρ∨,λ−µ〉.
3. Actions
Definition 3.10 (Action of B−)
B− acts on W
λ
µ, GrG via changing the trivialization. Also B− acts on Z
α via its natural
action on B = G/B.
Definition 3.11 (Loop rotation action)
We have the natural C×-action on W
λ
µ,GrG, Z
α, which is induced from the following
action on P1: (x : y) 7→ (tx : y), here ∞ = (0 : 1).
It is clear from the definitions that these actions commute and the embedding
ı : W
λ
µ →֒ Gr
λ
G × Z
−w0(λ−µ) is B− × C
×-equivariant. The following proposition is well-
known.
Proposition 3.12
For λ ∈ Λ+, we have an identification (GrλG)
C× ≃ G/Pλ, where Pλ is the parabolic
subgroup of G, such that the Lie algebra of Pλ is generated by the root spaces gα such
that 〈α, λ〉 6 0.
Remark 3.13
Note that the group Pλ contains B−.
4. Matrix description
For a complex algebraic group H, we set H[z] := H(C[z]), H[[z−1]] := H(C[[z−1]])
and denote by H[[z−1]]1 the kernel (preimage of 1 ∈ H) of the natural evaluation at ∞
morphism ev∞ : H[[z
−1]] 7→ H.
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In [BFN16a, Section 2(xi)], the following isomorphism was constructed:
Ψ : W
λ
µ ≃ (U [[z
−1]]1z
µB−[[z
−1]]1
⋂
G[z]zλG[z]),
where the right hand side is considered as a locally closed subvariety in the ind-scheme
G((z−1)) := G(C((z−1))).
Lemma 4.14
(a) The C×-action on W
λ
µ via loop rotation comes from the following action C
×
y
G((z−1)): g(z) 7→ g(t−1z) · tµ, where tµ := µ(t) and · denotes the multiplication in
G((z−1)).
(b) The T -action on W
λ
µ comes from the action on G((z
−1)) via conjugation.
Proof. To prove (a), let us recall the construction of the isomorphism Ψ of [BFN16a,
Section 2(xi)]. Take a point (P, σ, φ) ∈ W
λ
µ. Let PB be the B-bundle of degree w0(µ)
that corresponds to φ. We denote by PB− the corresponding B−-bundle of degree
µ. Fix a trivialization σB− : (P
triv
B−
)|A1
∼−→ (PB−)|A1 of PB− , restricted to A
1. Fix
also a trivialization σU : P
triv
U |A1
∼−→PtrivU |A1 of the trivial U -bundle P
triv
U , restricted
to A1. Now σ : Ptriv |P1\{0}
∼−→P|P1\{0} defines an element of G[z
±1] := G(C[z, z−1])
(given by IndGU (σ
−1
U ) ◦ σ
−1 ◦ IndGB−(σB−)), well-defined up to the right multiplication
by B−[z] and the left multiplication by U [z]. After that we consider an embedding
G[z±1] →֒ G((z−1)). Due to the condition on φ at ∞ and the fact that the degree of
PB− equals to µ we obtain an element of U [z]\U((z
−1))zµT ((z−1))U−((z
−1))/B−[z].
It lifts uniquely to an element g ∈ U [[z−1]]1z
µB−[[z
−1]]1. We set Ψ(P, σ, φ) := g ∈
U [[z−1]]1z
µB−[[z
−1]]1.
Let us also describe the inverse morphism Ψ−1. We take g ∈ B[[z−1]]1z
µB−[[z
−1]]1,
it defines a transition function for a G-bundle P together with trivializations
σ0 : P
triv|P1\{0}
∼−→P|P1\{0} and σ∞ : P
triv |A1
∼−→P|A1 (g is a rational function
which corresponds to the composition σ−10 ◦ σ∞). Let φ− be the image of the
standard B−-structure in P
triv under the morphism σ∞. Let φ be the corresponding
B-structure. Then Ψ−1(g) = (P, σ0, φ).
Now let us prove (a). Fix an element t−1 ∈ C×, (P, σ, φ) ∈ W
λ
µ and set g :=
Ψ(P, σ, φ), we also denote by φ− the B−-structure which corresponds to φ. Our goal
is to compute t−1 · g := Ψ(t−1 · (P, σ, φ)). Note that t−1 · (P, σ, φ) = (t∗P, t∗σ, t∗φ)
where t∗P, t∗φ are the pullbacks of P, φ, and t∗σ : (t∗Ptriv)|P1\{0}
∼−→ (t∗P)|P1\{0} is
the corresponding trivialization. Recall also that the point g ∈ G[z±1] gives us the
trivialization σ∞ : (P
triv)|A1
∼−→ (P)|A1 . We denote by t
∗σ∞ the corresponding pullback.
Consider now the automorphism tµ : Ptriv ∼−→Ptriv. Note that the point
(t∗P, t∗σ, t∗σ∞ ◦ t
µ) = g(t−1z)tµ lies in U [[z−1]]1z
µB−[[z
−1]]1
⋂
G[z]zλG[z]. It remains
to show that Ψ−1(g(t−1z)tµ) = (t∗P, t∗σ, t∗φ). Recall that the B−-structure φ− is
the image of the standard B− structure in P
triv under the morphism σ∞. Let us
denote this standard B−-structure by φ
stand
− . It follows that t
∗φ− is the image of
t∗φstand− = φ
stand
− under t
∗σ∞. The automorphism t
µ preserves φstand so t∗φ− is the
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image of φstand− under t
∗σ∞ ◦ t
µ. It now directly follows from the definitions that
Ψ−1(g(t−1z)tµ) = (t∗P, t∗σ, t∗φ).
Part (b) can be proved analogously. 
Remark 4.15
Let us point out that we have the following description of the B−-action (see Defini-
tion 3.10) in matrix terms (we are grateful to Alex Weekes and Dinakar Muthiah for
explaining this approach to us). Set
Wµ := U [[z
−1]]1z
µT [[z−1]]1U−[[z
−1]]1, Xµ := U [[z
−1]]1z
µT [[z−1]]1U−((z
−1)).
We have the natural projection morphism p : Xµ ։ Wµ and the natural section
i : Wµ →֒ Xµ of the morphism p. We also have the Gauss decomposition
G[[z−1]]1 = U [[z
−1]]1T [[z
−1]]1U−[[z
−1]]1. (4.1)
We claim that the conjugation action of B− y G((z
−1)) restricts to the B−-action
on Xµ. To see this let us fix a point uz
µtu− ∈ Xµ, u ∈ U [[z
−1]]1, t ∈ T [[z
−1]]1, u− ∈
U−((z
−1)) and an element g ∈ B−. Using (4.1) we decompose gug
−1 = u˜t˜u˜−, u˜ ∈
U [[z−1]]1, t˜ ∈ T [[z
−1]]1, u˜− ∈ U−[[z
−1]]1. We obtain
guzµtu−g
−1 = u˜ · zµ · t˜t · t−1z−µu˜−gz
µtu−g
−1
and see that u˜ ∈ U [[z−1]], t˜t ∈ T [[z−1]]1, t
−1z−µu˜−gz
µtu−g
−1 ∈ U−((z
−1)), so
guzµtu−g
−1 ∈ Xµ. It follows that the conjugation action B− y G((z
−1)) restricts
to the B−-action on Xµ. Therefore, we obtain the action of B− on Wµ given by
g · x = p(gi(x)g−1) = p(gi(x)), here g ∈ B−, x ∈ Wµ. This action restricts to the
desired B−-action on W
λ
µ ⊂Wµ.
5. Torus fixed points
Proposition 5.16
The set of T -fixed points (W
λ
µ)
T consists of one element if µ is a weight of V λ (the
irreducible representation of the Langlands dual group G∨ with the highest weight λ)
and is empty otherwise. We denote the corresponding fixed point by zµ.
Proof. Follows from [Kry18, Lemma 2.8]. 
From now on we assume that µ is a weight of V λ.
Proposition 5.17
[[BF14]] Fix α ∈ Λpos, the loop rotation C× y Zα contracts Zα to a point.
Proof. Recall that there is a C×-equivariant locally closed embedding
Zα →֒ Qmapsα(P1,B) of zastava space to the projective variety parametriz-
ing quasi-maps of degree α from P1 to the flag variety B. It follows that any point
x ∈ Zα has a limit in Qmapsα(P1,B). Let us denote this limit by x0 ∈ Qmaps
α(P1,B).
It follows that the generalized B-structure x0 equals to B− at ∞. On the other
hand, all C×-fixed points in Qmapsα(P1,B) are “constant maps” and are uniquely
determined by their value at ∞, so the only available limit for points of Zα is its fixed
point. 
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Proposition 5.18
For a minuscule λ ∈ Λ+, we have GrλG = Gr
λ
G = (Gr
λ
G)
C× .
Proof. The first equality follows from (2.1). The variety GrλG is smooth, hence, irre-
ducible, (GrλG)
C× is a closed subvariety of GrλG, so, to prove the second equality, it is
enough to check that dimGrλG = dim(Gr
λ
G)
C× . It is easy to see that (GrλG)
C× = G · zλ.
It is clear that
Tzλ(G · z
λ) = Tzλ(G/StabG(z
λ)) = g/
⊕
〈α,λ〉>0
gα,
where StabG(z
λ) is the stabilizer of zλ in G. Since
Tzλ Gr
λ
G
∼=
⊕
α∈∆
gα[[t]]/t
〈α,λ〉gα[[t]]
and by [Bou75, VIII, §7, no. 3], we obtain the desired equality. 
Corollary 5.19 (see, for example, [Zhu17, Lemma 2.1.13.])
For a minuscule λ ∈ Λ+, we have GrλG ≃ G/Pλ.
Proof. Follows from Propositions 3.12 and 5.18. 
Definition 5.20 (Repellents and Attractors)
The repellent (resp. attractor) to the (unique) T -fixed point zµ ∈W
λ
µ is defined as
R
λ
µ := {x ∈W
λ
µ| limt→∞ 2ρ(t) · x = z
µ} (resp . Aλµ := {x ∈W
λ
µ| limt→0 2ρ(t) · x = z
µ}).
The attractor with respect to the loop rotation action C× yW
λ
µ is defined as
Aλµ := {x ∈W
λ
µ | ∃ lim
t→0
t · x}.
Remark 5.21
Note that W
λ
µ is an affine variety, hence, R
λ
µ, A
λ
µ, A
λ
µ are closed affine subvarieties of
W
λ
µ (see [DG14, Section 1.4.7]).
Proposition 5.22
The natural morphism p : W
λ
µ → Gr
λ
G, being restricted to R
λ
µ, is an isomorphism onto
its image, dim(Rλµ) = 〈ρ
∨, λ− µ〉.
Proof. Follows from [Kry18, Theorem 3.1(1)]. 
Lemma 5.23 (C×-fixed points)
For a minuscule λ and µ ∈Wλ we have (W
λ
µ)
C× = Rλµ.
This lemma easily follows from the proposition below.
Proposition 5.24
Recal the C×-action on W
λ
µ via the loop rotation (here we do not assume that λ is
minuscule). Then (W
λ
µ)
C× = U− · z
µ if µ is the weight of V λ and is empty otherwise.
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Proof. Fix a point x ∈ (W
λ
µ)
C× . Let us prove that x ∈ Rλµ. Decompose x = uz
µb− where
u ∈ U [[z−1]]1, b− ∈ B−[[z
−1]]1. An element t ∈ C
× sends x to u(tz−1)zµt−µb−(tz
−1)tµ.
Recall that t · x = x, hence, u(tz−1) = u(z) for any t ∈ C×. It follows that u ∈
U ∩ (U [[z−1]]1) = {1} so x ∈ R
λ
µ. It follows from [Kry18, Theorem 3.1(1)] that we have
a C×-equivariant isomorphism Rλµ
∼−→Tµ ∩ Gr
λ
G where Tµ := U−(K) · z
µ ⊂ GrG. Note
that (Tµ ∩Gr
λ
G)
C× = (G · zµ) ∩ Tµ = U− · z
µ. 
6. Proof of Theorem 2.9
Proposition 6.25
The C×-action on Aλµ via loop rotation contracts A
λ
µ to z
µ ∈ Aλµ (here we do not assume
that λ is minuscule).
Proof. Recall the isomorphism Ψ of Section 4. It restricts to the isomorphism Aλµ ≃
U [[z−1]]1z
µ
⋂
G[z]zλG[z]. By Lemma 4.14, the C×-action via loop rotation sends
u(z−1)zµ ∈ U [[z−1]]1z
µ to u(tz−1)zµ, hence, contracts it to zµ. The desired follows.

Lemma 6.26 (Key lemma)
For a minuscule λ and µ ∈Wλ the loop rotation action contracts W
λ
µ to R
λ
µ.
Proof. Recall that Aλµ ⊂ W
λ
µ is the attractor with respect to the loop rotation action.
The variety W
λ
µ is affine (see [BFN16a, Lemma 2.5]), hence, A
λ
µ is an affine closed
subvariety of W
λ
µ. Our goal is to show that A
λ
µ = W
λ
µ. From the irreducibility of W
λ
µ
(see Lemma 2.7), it follows that it is enough to check that dim(Aλµ) = dim(W
λ
µ). To do
so, we use the point zµ ∈ Rλµ. Recall the attractor A
λ
µ to the point z
µ. Recall that by
Proposition 5.22 and Proposition 3.12, the repellent Rλµ is isomorphic to a Bruhat cell in
G/Pλ and has dimension 〈ρ
∨, λ− µ〉, hence, we have an isomorphism Rλµ ≃ A
〈ρ∨, λ−µ〉.
Note now that the Cartan involution (see [BFN16a, Section 2(vii)]) identifies Rλµ and
Aλµ, hence, A
λ
µ ≃ A
〈ρ∨, λ−µ〉.
We now recall that the group U− acts on W
λ
µ, Gr
λ
G, and the morphism p : W
λ
µ → Gr
λ
G
is U−-equivariant. Consider the orbit U− ·A
λ
µ ⊂ W
λ
µ. This is a constructible subset of
W
λ
µ, such that the natural morphism U− · A
λ
µ → U− · z
µ is an affine fibration. Note
now that U− · z
µ is a Bruhat cell in G/Pλ, which is isomorphic to A
〈ρ∨,λ−µ〉. It follows
that dim (U− ·A
λ
µ) = 〈ρ
∨, λ − µ〉 + dim(Aλµ) = 〈2ρ
∨, λ − µ〉 = dim(W
λ
µ). Finally, it
follows from Lemma 6.25 and U−-equivariance that (U− · A
λ
µ) ⊂ A
λ
µ ⊂ W
λ
µ, hence,
dim(Aλµ) = dim(W
λ
µ). 
Remark 6.27
Note that for λ not minuscule the loop rotation does not necessarily contract W
λ
µ to
(W
λ
µ)
C× . For example let G = GL2, λ = (2, 0) = 2ω1 and µ = (0, 2) = 2ω1 − 2α1 =
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w0(λ). It follows from [BFN16a, Section 2(xii)] that W
λ
µ identifies with the space M
λ
µ ⊂
Mat2×2[z] of matrices M =
(
A B
C D
)
such that A is a monic polynomial of degree 2,
while the degrees of B and C are strictly less than 2, and detM = z2. The loop rotation
action is given by(
A B
C D
)
7→
(
A(t−1z) B(t−1z)
C(t−1z) D(t−1z)
)
·
(
t2 0
0 1
)
=
(
t2A(t−1z) B(t−1z)
t2C(t−1z) D(t−1z)
)
.
We now consider a point
(
z2 z
0 1
)
∈Mλµ. It is easy to see that this point does not flow
to (W
λ
µ)
C× under the loop rotation action.
Corollary 6.28
The image of the morphism p : W
λ
µ → Gr
λ
G coincides with p(R
λ
µ) ≃ R
λ
µ.
Proof. Take a point x ∈W
λ
µ. By Lemma 6.26, it flows to some point x0 ∈ R
λ
µ under the
loop rotation action. It follows that p(x) flows to p(x0) under the loop rotation action.
Recall now that by Proposition 3.12, C× acts trivially on GrλG, hence, p(x) = p(x0) ∈
p(R
λ
µ). The isomorphism p(R
λ
µ) ≃ R
λ
µ follows from Proposition 5.22. 
Let StabU−(z
µ) ⊂ U− be the stabilizer of the point z
µ ∈ GrλG in U−. Recall that
GrλG ≃ G/Pλ is isomorphic to a parabolic flag variety and the corresponding action
U− y G/Pλ is given by the left multiplication.
Proposition 6.29
There exists a subgroup Uµ− ⊂ U−, such that the multiplication morphism
Uµ− × Stabzµ(U−)→ U−, (u1, u2) 7→ u1u2
is an isomorphism of algebraic varieties.
Proof. Standard. 
Corollary 6.30
We have an isomorphism Φ: Uµ− × p
−1(zµ) ∼−→W
λ
µ, such that for any (u−, x) ∈ U
µ
− ×
p−1(zµ) we have (p ◦ Φ)(u−, x) = u− · z
µ.
Proof. It follows from Corollary 6.28 and Proposition 6.29 that the group Uµ− acts freely
and transitively on the image of the morphism p. Now the desired morphism Φ is given
by (u−, x) 7→ u− · x, u− ∈ U
µ
−, x ∈ p
−1(zµ). 
Proposition 6.31
We have p−1(zµ) = Aλµ.
Proof. It follows from Proposition 6.25 that Aλµ ⊂ p
−1(zµ). Note now that dim(Aλµ) =
dim(Rλµ) = 〈ρ
∨, λ − µ〉 = dim(p−1(zµ)) and Aλµ is closed in p
−1(zµ). Note also that
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the variety p−1(zµ) is irreducible, since by Proposition 2.7, W
λ
µ is irreducible and by
Corollary 6.30, W
λ
µ ≃ U
µ
− × p
−1(zµ). Thus, Aλµ = p
−1(zµ).

Proof of Theorem 2.9
It follows from Corollary 6.30 and Proposition 6.31 that W
λ
µ ≃ U
µ
− ×A
λ
µ. Note now
that Uµ− ≃ A
〈ρ∨,λ−µ〉 and Aλµ ≃ R
λ
µ ≃ A
〈ρ∨,λ−µ〉, where the isomorphism Aλµ ≃ R
λ
µ is
given by the Cartan involution ι (see [BFN16a, Section 2(vii)]).
7. Poisson structure
In the forthcoming paper, H. Nakajima and A. Weekes will describe a Poisson struc-
ture on W
λ
µ for any reductive group G. This Poisson structure is already known in
types ADE. Let us restrict to this case and describe this Poisson structure. Let
λ, µ ∈ Λ be a cocharacters of (T,G), such that λ is dominant and µ 6 λ. We set
λ∗ := −w0(λ), µ
∗ := −w0(µ). It is known (see [BFN16a, Theorem 3.10]) that in types
ADE the variety W
λ∗
µ∗ is isomorphic to a Coulomb branch M(λ, µ) (see Section 7.1) of
the corresponding quiver gauge theory. It is known (see [BFN16a, Section 3(iv)]) that
the Coulomb branch M(λ, µ) admits a Poisson structure. Let us briefly describe it.
Recall that the Coulomb branchM(λ, µ) is the spectrum of the algebra of equivariant
Borel-Moore homology H
GL(V )O
∗ (RGL(V ),Nλµ), where the product is given by the convo-
lution (see Section 7.1). The space of triples RGL(V ),Nλµ is equipped with the C
×-action
via loop rotation. We obtain a graded deformation H
GL(V )O⋊C
×
∗ (RGL(V ),Nλµ) of the al-
gebra H
GL(V )O
∗ (RGL(V ),Nλµ), i.e. H
GL(V )O⋊C
×
∗ (RGL(V ),Nλµ) is a flat (graded) module over
C[~] = HC
×
∗ (pt), such that H
GL(V )O⋊C
×
∗ (RGL(V ),Nλµ)/(~ − 1) = H
GL(V )O
∗ (RGL(V ),Nλµ).
We now define the Poisson bracket on H
GL(V )O
∗ (R
λ
µ) by the formula {[f ], [g]} := [
fg−gf
~
],
where f, g, fg−gf
~
∈ H
GL(V )O⋊C
×
∗ (RGL(V ),Nλµ) and [f ], [g], [
fg−gf
~
] are the correspond-
ing elements of H
GL(V )O
∗ (RGL(V ),Nλµ). In this section, we will describe the Poisson
structure on M(λ∗, µ∗) ≃W
λ
µ for minuscule λ ∈ Λ
+ and µ ∈Wλ.
7.1. Coulomb branches. (see [BFN16a, Section 3], [BFN16b]) Let Q0 be the Dynkin
quiver of the group G. We write λ =
∑
i∈Q0
liωi, λ − µ =
∑
i∈Q0
aiαi, where ωi ∈ Λ
+
are fundamental coweights of G and αi ∈ Λ
pos are simple coroots. We set Wi :=
C
li , Vi := C
ai , Nλµ :=
⊕
h∈Q1
Hom(Vo(h), Vi(h)) ⊕
⊕
i∈Q0
Hom(Wi, Vi) and GL(V ) :=∏
i∈Q0
GL(Vi). The group GL(V ) acts naturally on N
λ
µ.
We consider a variety of triples RGL(V ),Nλµ , the moduli space parametrizing triples
(P, σ, s), where (P, σ) is a point of GrGL(V ) and s is a section of an associated vector
bundle P
Nλµ
:= P ×GL(V ) N
λ
µ. Consider now the semidirect product GL(V )O ⋊ C
×,
here C× acts on GL(V )O via loop rotation. The group GL(V )O ⋊ C
× acts naturally
on RGL(V ),Nλµ . We can consider the algebra of equivariant Borel-Moore homology
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H
GL(V )O
∗ (RGL(V ),Nλµ). It follows from [BFN16b, Proposition 5.15] that this is a commu-
tative algebra, so we can define M(λ, µ) := Spec(H
GL(V )O
∗ (RGL(V ),Nλµ)). The following
proposition is proved in [BFN16a, Theorem 3.1].
Proposition 7.32
There exists an isomorphism of algebras Ξ: C[W
λ∗
µ∗ ]
∼−→H
GL(V )O
∗ (RGL(V ),Nλµ).
7.1.1. Torus action. Recall the Cartan torus action T y W
λ∗
µ∗ of Section 3. With
respect to the isomorphism Ξ, we obtain the action T y H
GL(V )O
∗ (RGL(V ),Nλµ).
An action of T on H
GL(V )O
∗ (RGL(V ),Nλµ) is the same as a Z〈α
∨
i 〉i∈Q0-grading on
H
GL(V )O
∗ (RGL(V ),Nλµ). The algebra H
GL(V )O
∗ (RGL(V ),Nλµ) is naturally graded by
π1(GL(V )) = Z
Q0 = Z〈α∨i 〉i∈Q0 . This is exactly the grading which corresponds to the
T -action above (see [BFN16a, Remark 3.12]). Recall now that the Poisson structure
on H
GL(V )O
∗ (R
λ
µ) comes from the deformation H
GL(V )O⋊C
×
∗ (RGL(V ),Nλµ). It is easy to
see that the ZQ0-grading extends to the ZQ0-grading on the associative C[~]-algebra
H
GL(V )O⋊C
×
∗ (RGL(V ),Nλµ). As a corollary we obtain the following lemma.
Lemma 7.33
The action T y C[W
λ
µ] ≃ H
GL(V )O
∗ (RGL(V ),Nλµ) is Poisson.
7.1.2. Cartan involution. Recall the Cartan involution ι : W
λ
µ
∼−→W
λ
µ (see [BFN16a,
Section 2(vii)]). Let us describe the corresponding automorphismism
ι∗ : H
GL(V )O
∗ (RGL(V ),Nλµ)
∼−→H
GL(V )O
∗ (RGL(V ),Nλµ) (see [BFN16a, Remarks 3.6, 3.16]).
Let i : GrGL(V ) ≃ GrGL(V ∗) be the following automorphismism: it takes (P, σ) to
(P∨, tσ−1). Let Q1 be the opposite orientation of our quiver. Consider the represen-
tation Nλµ :=
⊕
h∈Q1
Hom(V ∗
o(h), V
∗
i(h))⊕
⊕
i∈Q0
Hom(V ∗i ,W
∗
i ) of GL(V
∗). It is easy to
see that i lifts to the isomorphism iλµ : RGL(V ),Nλµ
∼−→RGL(V ∗),Nλµ , which together with
the automorphismism GL(V ) ∼−→ GL(V ∗), g 7→ tg−1 induces the convolution algebra
isomorphism
iλµ∗ : H
GL(V )O
∗ (RGL(V ),Nλµ)
∼−→H
GL(V )O
∗ (RGL(V ∗),Nλµ).
The composition C[W
λ∗
µ∗ ] ≃ H
GL(V )O
∗ (RGL(V ),Nλµ)
∼−→H
GL(V )O
∗ (RGL(V ∗),Nλµ) ≃ C[W
λ∗
µ∗ ]
is an involution of the algebra C[W
λ∗
µ∗ ] to be denoted ι˜
∗. This coincides with the Cartan
involution ι∗ composed with the involution κ−1 ofW
λ∗
µ∗ induced by an automorphismism
P
1 ∼−→P1, z 7→ −z and finally composed with an action of a certain element of the
Cartan torus T . We are now ready to prove the following lemma.
Lemma 7.34
Recall the Cartan involution ι : W
λ∗
µ∗
∼−→W
λ∗
µ∗ . Then ι
∗ : C[W
λ∗
µ∗ ]
∼−→C[W
λ∗
µ∗ ] is an
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antiautomorphism of the Poisson algebra C[W
λ∗
µ∗ ] ≃ H
GL(V )O
∗ (RGL(V ),Nλµ) (i.e.
{ι∗(f1), ι
∗(f2)} = −{f1, f2} for any f1, f2 ∈ C[W
λ∗
µ∗ ]).
Proof. It is easy to see that the isomorphism iλµ is C
×-equivariant (with respect to the
loop rotation action). It follows that the isomorphism iλµ induces the (graded) convolu-
tion algebra isomorphism iλµ∗ : H
GL(V )O⋊C
×
∗ (RGL(V ),Nλµ)
∼−→H
GL(V )O⋊C
×
∗ (RGL(V ∗),Nλµ),
hence, ι˜∗ is an automorphism of Poisson algebras. Note also that the automor-
phism P1 ∼−→P1, z 7→ −z induces the antiautomorphism of the graded algebra
H
GL(V )O⋊C
×
∗ (RGL(V ),Nλµ). Let us finally note that the action of the Cartan torus T on
W
λ∗
µ∗ is Poisson by Lemma 7.33. 
7.1.3. Loop rotation. Recall the loop rotation action C× y W
λ∗
µ∗ . Consider also the
morphism sλ
∗
µ∗ : W
λ∗
µ∗ → Z
α, where α := λ− µ. It follows from [BFN16a] that this mor-
phism is Poisson. It also follows from [BFN16a, Proposition 2.10] that the restriction of
sλ
∗
µ∗ to
◦
Zα is an isomorphism (sλ
∗
µ∗)
−1(
◦
Zα) ∼−→
◦
Zα. We obtain the embedding of Poisson
algebras C[W
λ∗
µ∗ ] →֒ C[
◦
Zα] (c.f. [BFN16a, Remark 3.11] [BFN16b, Remark 5.14]). Note
also that this embedding is C×-equivariant (with respect to the loop rotation action).
Lemma 7.35
Recall the C×-action on W
λ∗
µ∗ via loop rotation. It induces a grading on the algebra
of functions C[W
λ∗
µ∗ ]. The Poisson structure { , } has degree −1 with respect to this
grading (i.e. for functions fi, fj ∈ C[W
λ∗
µ∗ ] of degrees i, j respectively, the function
{fi, fj} has degree i+ j − 1).
Proof. We have a C×-equivariant Poisson embedding C[W
λ∗
µ∗ ] →֒ C[
◦
Zα], so it is enough
to prove our statement for
◦
Zα and for zastava space this statement follows from the
computation of { . } in e´tale coordinates made in [FKMM99, Section 1.2]. Recall the
e´tale coordinates (wi,r, yi,r), where i ∈ Q0 and r = 1, . . . , bi (α =
∑
i biαi). We have
{wi,r, wj,s} = 0, {wi,r, yj,s} = δijδrsyj,s and {yi,r, yj,s} = (α
∨
i , α
∨
j )
yi,ryj,s
wi,r−wj,s
for i 6= j,
{yi,r, yi,s} = 0. Here α
∨
i is a simple root of G, ( , ) is the invariant scalar product
on (LieT )∗, such that the square length of a short root is 2. Note that deg(wi,r) =
1, deg(yj,s) = 0 (the degree with respect to the loop rotation action). The lemma is
proved. 
Remark 7.36
Lemma 7.35 can be also deduced from [BFN16a, Remark 3.13].
7.2. Minuscule case. It follows from [BFN16b, Proposition 6.15] that the Poisson
structure on W
λ
µ is symplectic being restricted to the smooth locus of W
λ
µ. In particular
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it follows from Theorem 2.9 and Lemma 7.33 that in the minuscule case W
λ
µ is a T -
equivariant symplectic variety. Recall the T -fixed point zµ ∈ W
λ
µ and note that we
have the T -equivariant Lagrangian decomposition TzµW
λ
µ = TzµA
λ
µ⊕ TzµR
λ
µ due to the
T -invariance of the symplectic form ω.
Recall also that we have the T -equivariant isomorphism from Rλµ to a certain Bruhat
cell in G/Pλ, which is naturally isomorphic to U
µ
−. It follows that the T -weights on
TzµW
λ
µ (resp. TzµR
λ
µ ≃ Lie(U
µ
−)) have multiplicity one and form a subset of ∆
∨ to be
denoted ∆∨µ (resp. ∆
∨
µ,−). We have a sequence of isomorphisms TzµR
λ
µ ≃ Lie(U
µ
−)
exp
≃
Uµ− ≃ R
λ
µ. For β ∈ ∆
∨
µ,− we denote by vβ ∈ TzµR
λ
µ a basis vector of the T -weight space
(Tzµ(R
λ
µ))β and denote by yβ ∈ C[R
λ
µ] the corresponding coordinate function on R
λ
µ.
Recall that the Cartan involution ι induces an isomorphism from Rλµ to A
λ
µ. For
α ∈ ∆∨µ,+ := −∆
∨
µ,−, we denote by xα ∈ C[A
λ
µ] the function on A
λ
µ which corresponds to
the coordinate function y−α ∈ C[R
λ
µ] with respect to the isomorphism ι|Rλµ : R
λ
µ
∼−→Aλµ.
We call coordinates xα, y−α standard. We describe the form ω in the following theorem.
Theorem 7.37
Recall that {yβ |β ∈ ∆
∨
µ,−}, {xα |, α ∈ ∆
∨
µ,+} are the standard coordinates on the affine
spaces Rλµ and A
λ
µ. Recall the isomorphism W
λ
µ ≃ A
λ
µ × R
λ
µ. The symplectic form ω is∑
α∈∆∨µ,+
dxα ∧ dyˆ−α for some yˆ−α of the form yˆ−α = y−α + P with P ∈ (yβ)
2, where
(yβ)
2 is the square of the ideal generated by {yβ , β ∈ ∆
∨
µ,−}.
Proof. Set A := C[W
λ
µ] = C[xα, y−α], where α runs through ∆
∨
µ,+. We denote by Aˆ the
completion of A with respect to the maximal ideal m = (xα, y−α). Note that the action
of T induces the pro-rational action on Aˆ and the Poisson bracket { , } induces the
bracket on Aˆ to be denoted by the same symbol. Recall now the loop rotation action
C
×
y W
λ
µ. By Lemma 7.35, the Poisson structure { , } has degree −1 with respect to
this action. It follows that for any α ∈ ∆∨µ,+, β ∈ ∆
∨
µ,−, {xα, yβ} ∈ δα,−βcα,β + (xγ),
where (xγ) is the ideal generated by {xγ , γ ∈ ∆
∨
µ,−} and cα,β ∈ C. It also follows that
for any α, β ∈ ∆∨µ,− we have {yα, yβ} = 0, so applying the Cartan involution and using
Lemma 7.34 we obtain that {xα, xβ} = 0 for any α, β ∈ ∆
∨
µ,+. We can assume that
cα,β = 1 for any α ∈ ∆
∨
µ,+, β ∈ ∆
∨
µ,−.
It is easy to see that for any β ∈ ∆∨µ,− there exist yˆβ ∈ Aˆ of T -weight β, such that
{xα, yˆβ} = δα,−β for any α ∈ ∆
∨
µ,+, and yˆβ = yβ+P (yγ), P (yγ) is a formal power series
lying in (yγ)
2 ⊂ C[[yγ ]], where (yγ) is an ideal in C[[yγ ]], generated by {yγ , γ ∈ ∆
∨
µ,−}.
It remains to show that P (yγ) is actually a polynomial. Recall that yˆβ has T -weight
β. Note now that yˆβ is a linear combination of products of functions with negative
T -weights and yˆβ has a fixed T -weight. The theorem is proved. 
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