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a b s t r a c t
This paper deals with the qualitative analysis of the Cauchy problem for a class of systems
constituted by a large number of interacting entities called active particles. Their state
includes, in addition to geometrical and mechanical variables, also a microscopic state
related to their socio-biological behavior, which is called activity. Microscopic interactions
are governed by the self-organizing ability, which finalizes the dynamics according to well
defined strategies.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
The mathematical kinetic theory for active particles, [1], deals with the derivation of evolution equations for the statistical
description of complex systems constituted by a large number of interacting entities (or individuals), called active particles.
Their state concerns the microscopic scale and includes, in addition to geometrical and mechanical variables, also a
microscopic state related to their socio-biological behavior, which is called activity. Microscopic interactions do not follow
the rules of mechanics (classical or quantum), but are governed by the self-organizing ability of the active particles, which
finalizes the dynamics according towell defined strategies. Several applications can be found in themathematical literature,
for instance, the immune competition in multicellular systems [2,3], political systems [4], personal feelings [5], social
systems [6].
The state of the whole system is described, for each population, by the probability distribution over the state of
the interacting active particles; the evolution of probability distribution is determined both by external actions and by
interactions among active particles; these interactions are modelled by stochastic games and do not follow the laws of
classical mechanics.
It has been shown in [7] that classical models of the kinetic theory are included, as particular cases, in the general
mathematical structures of the kinetic theory for active particles. Similarly, classical models of population dynamics [8]
and [9] can also be considered as particular cases where interactions follow, rather than stochastic games, the same rules
for all particles.
This paper deals with the qualitative analysis of the Cauchy problem for a class of systems of active particles subject to
number preserving interactions. Various properties of this class of models, including derivation of macroscopic equations,
are reported in [10,11]. The mathematical problem is stated in Section 2, while the qualitative analysis is developed in
Section 3.
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2. The initial value problem
This section dealswith the description of the class ofmathematicalmodels and of the related Cauchy problem thatwill be
analysed in the next section. Let us consider a systemof n interacting populations each labelled by the subscript i = 1, . . . , n.
The activity variable is identified by a scalar variable: u ∈ Du ⊆ R, which describes the peculiar non-mechanical functions
of the active particles in each population. The state of the system is described by the distribution functions over the activity:
fi = fi(t, u) : [t0, T ] × Du → R+, for all populations and where, by definition, dni(t) = fi(t, u)du, denotes the number of
active particleswhich, at time t , are in the element [u, u+du] of the space of themicroscopic states. The set of all distribution
functions is denoted by f = {fi}i=ni=1 and it is convenient to normalize the distributions fi in each population with respect to
the total number of active particles at the initial time t0 in all populations.
A generalmathematical framework for conservative systems, [1], namely systems inwhich the number of active particles
is constant in time, is as follows:
∂t fi(t, u) = Ji[f](t, u), (1)
where
Ji[f](t, u) =
n−
h=1
n−
k=1
∫
D2u
ηhk(u∗, u∗)β ihk(u∗ → u | u∗, u∗)fh(t, u∗)fk(t, u∗)du∗du∗
− fi(t, u)
n−
k=1
∫
Du
ηik(u, u∗)fk(t, u∗)du∗, (2)
and where ηhk(u∗, u∗) is the interaction rate of a candidate particle of the hth population with state u∗, with a field particle,
with state u∗, belonging to the kth population;β ihk(u∗ → u | u∗, u∗) denotes the probability density that a candidate particle,
with state u∗ of the hth population, falls into the state u of the test particle of the ith population, after the interaction with
a field particle, with state u∗ belonging to the kth population. It has to be regarded as a probability density with respect to
the output state:
∀ u∗, u∗, ∀ h, k :
n−
i=i
∫
Du
β ihk(u∗ → u | u∗, u∗)du = 1.
Eq. (1) represents the evolution equation of a closed system, i.e. a system which does not interact with the outer
environment. On the other hand, various recent papers motivate, in different fields of life sciences, the analysis of how
suitable external actions modify the overall behavior of the system; see for example [12]. In these cases we refer to open
systems. The analysis developed inwhat follows is based on the assumption that a specific external action is applied on each
population at themicroscopic scale and it is mathematically described by a given distribution function over themicroscopic
state u ∈ Du : gi = gi(t, u) : [t0, T ] × Du → R+.
As in the case of closed system, considering the related balance equation in the elements of the space of the microscopic
state, we have for an open conservative system the following evolution equation
∂t fi(t, u) = Qi[f, g](t, u)+ Ji[f](t, u), (3)
where Qi[f, g] is
Qi[f, g](t, u) =
n−
h=1
n−
k=1
∫
D2u
η˜hk(u∗, u∗)αihk(u∗ → u | u∗, u∗)fh(t, u∗)gk(t, u∗)du∗du∗
− fi(t, u)
n−
k=1
∫
Du
η˜ik(u, u∗)gk(t, u∗)du∗,
Ji[f] is defined in (2), and η˜hk, αihk, τ ihk, γ˜ik have respectively ameaning corresponding to ηhk, β ihk,µihk, γik in (2), but are related
to the interactions between each population and the external action, and we have
∀ u∗, u∗, ∀ h, k :
n−
i=i
∫
Du
αihk(u∗ → u | u∗, u∗)du = 1.
The evolution of the distribution functions is obtained, given gi, by solving the initial value problem defined by coupling
Eq. (3) to given initial conditions for the distribution of each population,
fi(t0, u) = f 0i (u), for i = 1, . . . , n. (4)
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3. On the initial value problem for conservative open systems
In this section we analyse the Cauchy problem (3)–(4). Let us first consider the problem
∂t fi(t, u) = Qi[f, g](t, u). (5)
Following [13], we apply the semigroup approach to obtain a uniquemass conservation solution of the initial value problem
(5)–(4). We start to recast the problem as an abstract Cauchy problem in the Banach space L1(u)
df
dt
= A(t)f+ B(t)f, f(t0) = f0, (6)
where f0 = {f 0i }i=ni=1, and, for i = 1, . . . , n, the operators A and B are defined as
(A(t)f)i = −fi(u)ai(t, u) = −fi(u)
n−
k=1
∫
Du
η˜ik(u, u∗)gk(t, u∗)du∗,
(B(t)f)i =
n−
h=1
n−
k=1
∫
D2u
η˜hk(u∗, u∗)αihk(u∗ → u | u∗, u∗)fh(u∗)gk(t, u∗)du∗du∗.
(7)
The following conditions are imposed
H1 η˜hk(u, u∗) ≤ C, ∀u, u∗ ∈ Du and ∀h, k = 1, . . . , n;
H2

Du
gk(t, u∗)du∗ := εk(t) ∈ L1[0,∞), ∀k = 1, . . . , n.
As a consequence, we see that:
ai(t, u) ≤
n−
k=1
Cεk(t) := ε(t) H⇒ ‖A(t)f‖ =
n−
k=1
∫
Du
ai(t, u)|fi(u)|du ≤ ε(t)‖f‖,
which proves, see [14], the boundness of the linear operator A(t),∀ t .
Let us now define the solution operators {U(t, s)}t0≤s≤t as
(U(t, s)f)i = exp

−
∫ t
s
ai(σ , u)dσ

fi(u).
By definition, U(t, s) is a non-negative evolution system with ‖U(t, s)‖ ≤ 1, which, as a consequence of the Lebesgue
convergence theorem, is strongly continuouswith respect to t and to s. This evolution system allows us to obtain the solution
of the integral version of the problem
df
dt
= A(t)f,
namely
U(t, s)f = f+
∫ t
s
A(σ )U(σ , s)fdσ = f+
∫ t
s
U(t, σ )A(σ )fdσ . (8)
Let us now deal with the analysis of problem (6). Consider the following definition of the solution operators: V0(t, s) =
U(t, s), and, by induction,
Vn(t, s)f =
∫ t
s
Vn−1(t, σ )B(σ )V0(σ , s)fdσ , for n = 1, 2, . . . .
The following lemma holds:
Lemma 3.1. The operators Vn are solutions of the following integral problems
Vn(t, s)f =
∫ t
s
A(σ )Vn(σ , s)fdσ +
∫ t
s
B(σ )Vn−1(σ , s)fdσ ,
Vn(t, s)f =
∫ t
s
Vn(t, σ )A(σ )fdσ +
∫ t
s
Vn−1(t, σ )B(σ )fdσ .
(9)
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Proof. Beginning with the definition of Vn and then proceeding by induction, we have∫ t
s
A(σ )Vn(σ , s)fdσ =
∫ t
s
A(σ )
[∫ σ
s
Vn−1(σ , r)B(r)V0(r, s)fdr
]
dσ
=
∫ t
s
∫ t
r
A(σ )Vn−1(σ , r)B(r)V0(r, s)fdσdr
=
∫ t
s
[
Vn−1(t, r)B(r)V0(r, s)−
∫ t
r
B(σ )Vn−2(σ , r)B(r)V0(r, s)dσ
]
fdr
= Vn(t, s)f−
∫ t
s
∫ σ
s
B(σ )Vn−2(σ , r)B(r)V0(r, s)fdrdσ
= Vn(t, s)f−
∫ t
s
B(σ )Vn−1(σ , s)fdσ ,
that proves the first relation in (9), for n > 1.
Let us now consider the case n = 1; by definition and using (8), we have∫ t
s
A(σ )V1(σ , s)fdσ =
∫ t
s
∫ σ
s
A(σ )V0(σ , r)B(r)V0(r, s)fdrdσ
=
∫ t
s
V0(t, r)B(r)V0(r, s)fdr −
∫ t
s
B(r)V0(r, s)fdr
= V1(t, s)f−
∫ t
s
B(r)V0(r, s)fdr,
that concludes the proof of the first relation in (9). The proof of the second relation in (9) is similar and we omit the
details. 
Corollary 3.2. The following relations hold:
n−
k=0
Vk(t, s)f = f+
∫ t
s
(A(σ )+ B(σ ))
n−
k=0
Vk(σ , s)fdσ −
∫ t
s
B(σ )Vn(σ , s)fdσ ,
n−
k=0
Vk(t, s)f = f+
∫ t
s
n−
k=0
Vk(t, σ )(A(σ )+ B(σ ))fdσ −
∫ t
s
Vn(t, σ )B(σ )fdσ ,
n−
k=0
‖Vk(t, s)f‖ = ‖f‖ −
∫ t
s
B(σ )Vn(σ , s)fdσ
 ≤ ‖f‖, if f ≥ 0. (10)
Proof. It is an obvious consequence of Lemma 3.1, considering that ∀ σ ,∫
Du
(A(σ )+ B(σ ))f(u)du = 0. 
The last step of our analysis consists in constructing the solution of problem (6) as a generalization of the Dyson–Phillips
expansion series:
V (t, s)f =
∞−
k=0
Vk(t, s)f.
Inequality (10) proves the convergence of the series and the following lemma states that V is conservative:
Lemma 3.3. ∀ f we have ‖  ts B(σ )Vn(σ , s) fdσ‖ → 0 as n →∞.
Proof. According to the trivial estimates∫ t
s
B(σ )Vn(σ , s)fdσ
 ≤ ∫ t
s
‖B(σ )Vn(σ , s)f‖dσ ≤
∫ t
s
‖B(σ )‖‖Vn(σ , s)f‖dσ ,
we can also observe that
‖B(σ )‖‖Vn(σ , s)f‖ ≤ ε(σ )‖Vn(σ , s)f‖ ≤ ε(σ )‖f‖.
We have, by condition H2, the integrability of the last term and this allows us to apply the Lebesgue theorem to get the
proof of the lemma. 
L. Arlotti, E. De Angelis / Applied Mathematics Letters 24 (2011) 257–263 261
Summarizing, we have proved that
‖V (t, s)f‖ = ‖
∞−
k=0
Vn(t, s)f‖ ≤ ‖f‖,
where the equality sign holds if f ≥ 0, namely V is conservative.
We can now state the existence result for problem (6):
Theorem 3.1. There is a unique conservative evolution system V (t, s), strongly continuous, such that
V (t, s)f = U(t, s)f+
∫ t
s
U(t, σ )B(σ )V (σ , s)fdσ
and
V (t, s)f = U(t, s)f+
∫ t
s
V (t, σ )B(σ )U(σ , s)fdσ .
Moreover, we have
V (t, s)f = f+
∫ t
s
(A(σ )+ B(σ ))V (σ , s)fdσ
and
V (t, s)f = f+
∫ t
s
V (t, σ )(A(σ )+ B(σ ))fdσ .
Proof. The first part of the theorem is a consequence of Theorem1.16 in [13]. The second part follows fromCorollary 3.2. 
As a last remark, let us write the integral form of problem (6):
f(t, u) = f0(u)+
∫ t
t0
(A(σ )+ B(σ ))f(σ , u)dσ .
Let us now consider the full nonlinear equation (3), that we regard as a nonlinear perturbation of the linear equation (5).
We recast Eq. (3) in the following abstract form in the Banach space L1(u)
df
dt
= (A(t)+ B(t))f+ N(f(t)), (11)
linked to the initial condition f(t0) = f0, where A and B are defined in (7) and N is defined as
(N(f))i =
n−
h=1
n−
k=1
∫
D2u
ηhk(u∗, u∗)β ihk(u∗ → u | u∗, u∗)fh(t, u∗)fk(t, u∗)du∗du∗
− fi(t, u)
n−
k=1
∫
Du
ηik(u, u∗)fk(t, u∗)du∗. (12)
Following [15], we look for a solution of Eq. (11) in the form
f(t) = V (t, t0)f0 +
∫ t
t0
V (t, σ )N(f(σ ))dσ
where V (t, s) is the strongly continuous conservative evolution system given by Theorem 3.1.
The main idea is to apply a fixed point argument, as in Theorem 4.4 of [15].
Lemma 3.4. The operator N(f) is locally Lipschitz continuous.
Proof. It is an immediate consequence of Lemma 4.5 in [16], but we need to calculate explicitly the Lipschitz constants. Let
us rewrite the operator N as
N(f) = G(f)− fL(f).
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For the operator G one has
‖G(f)− G(h)‖1 =
n−
i=1
∫
Du
 n−
h=1
n−
k=1
∫
D2u
ηhk(v,w)β
i
hk

fh(v)fk(w)− hh(v)hk(w)

dvdw
 du
≤
n−
i=1
n−
h=1
n−
k=1
∫
D3u
ηhk(v,w)β
i
hk |fh(v)fk(w)− hh(v)hk(w)| dvdwdu
=
n−
h=1
n−
k=1
∫
D2u
ηhk(v,w)
fh(v)(fk(w)− hk(w))+ hk(w)fh(v)− hh(v) dvdw
≤ C

n−
h=1
∫
Du
|fh(v)| dv

+

n−
k=1
∫
Du
|hk(v)| dv
∫
Du
n−
k=1
|fk(w)− hk(w)| dw
= C‖f‖1 + ‖h‖1‖f− h‖1,
where C is the constant defined in hypothesis H1.
Similarly,
‖fL(f)− hL(h)‖1 =
n−
i=1
∫
Du
fi(u) n−
k=1
∫
Du
ηik(u, v)fk(v)dv − hi(u)
n−
k=1
∫
Du
ηik(u, v)hk(v)dv
 du
≤
n−
i=1
∫
Du
|fi(u)|

n−
k=1
∫
Du
ηik(u, v) |fk(v)− hk(v)| dv

du
+
n−
i=1
∫
Du
|fi(u)− hi(u)|

n−
k=1
∫
Du
ηik(u, v) |hk(v)|

du
≤ C‖f‖1 + ‖h‖1‖f− h‖1.
In total, we have
‖N(f)− N(h)‖1 ≤ 2C(‖f‖1 + ‖h‖1)‖f− h‖1, (13)
and this proves the lemma. 
As in Theorem 4.4 of [15], let us now define the operator
Whu(t) = V (t, t0)h+
∫ t
t0
V (t, σ )N(u(σ ))dσ
in the spaceU defined by
U = u(t) ∈ C [t0, T ], L1 : u(t0) = h, ‖u‖1,∞ ≤ b ,
where ‖u‖1,∞ = supt∈[t0,T ] ‖u(t)‖1 and b is to be chosen such that ‖h‖1 < b.
By definition ofWh and using (13), we have for u ∈ U and ∀t ∈ [t0, T ],
‖N(u)(t)‖1 ≤ 2C‖u(t)‖21 ≤ 2Cb2,
‖Whu(t)‖1 ≤ ‖h‖1 +
∫ t
t0
‖N(u(σ ))‖1 dσ ≤ ‖h‖1 + 2Cb2(T − t0) < b
where the last inequalities are true for an appropriate choice of (T − t0), and
‖Whu(t)−Whv(t)‖1 ≤
∫ t
t0
‖N(u(σ ))− N(v(σ ))‖1dσ ≤ 4Cb
∫ t
t0
‖u(σ )− v(σ )‖1dσ ,
which, provided 4Cb(T − t0) < 1, implies
‖Whu−Whv‖1,∞ ≤ 4Cb‖u− v‖1,∞(T − t0) ≤ ‖u− v‖1,∞.
Summarizing, using a contraction mapping argument, assuming that h = f0 with ‖f0‖1 < b, we can find an interval
[t0, T ], depending only on C and f0, such that there exists a unique (local) solution f(t) of Eq. (11) with f(t0) = f0, in [t0, T ].
If we prove the positivity of the solution, then it can be extended to an arbitrary large time interval, i.e. we have the global
existence of the solution.
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The last goal of our analysis is to prove the positivity of the solution, starting from a positive initial condition. Following
the argument of Theorem 4.1 in [16], we define the operator Ł = {Łi(u)}i=ni=1, where
Łi(u) =
[
sup
k,v
ηik(u, v)
]
b ≤ Cb,
so that problem (11) can be written as
df
dt
= (A(t)+ B(t)− Ł)f+ N∗(f(t)), (14)
with N∗(f) = G(f)+ f(Ł− L(f)).
Now, the new linear part on the right hand side of (14), that is (A(t)+ B(t)− Ł)f, will generate a new evolution system,
sayV (t, s) ≥ 0, as in Theorem 3.1, such that ‖V (t, s)‖ ≤ 1.
Concerning the nonlinear part N∗ on the right hand side of (14) on the set of functions f such that f > 0 and ‖f‖1 < b,
we have
(Łi − L(f)i)(u) = Łi(u)−
n−
k=1
∫
Du
ηik(u, v)fk(v)dv
≥ Łi(u)−
n−
k=1
∫
Du
Łi(u)
b
fk(v)dv = Łi(u)− Łi(u)b ‖f‖1 ≥ 0,
which implies that fi(Łi − L(f)i) > 0,∀i = 1, . . . , n. Therefore N∗ is also positive.
The very final step consists in proving thatN∗ is Lipschitz continuous with the same constant of the ‘‘old’’N . By definition
and by the condition ‖h‖1, ‖f‖1 ≤ b, we have
‖(Ł− L(h))(f− h)‖1 ≤
n−
i=1
∫
Du
Łi(u)|fi(u)− hi(u)|du ≤ Cb‖f− h‖1
and
‖f(L(h)− L(f))‖1 ≤ Cb‖f− h‖1,
so that
‖f(Ł− L(f))− h(Ł− L(h))‖1 = ‖(Ł− L(f))(f− h)+ h(L(h)− L(f))‖1 ≤ 2Cb‖f− h‖1,
and this concludes the proof of the global existence of a positive solution of Eq. (11) with the initial condition f(t0) = f0.
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