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Abstract
The limiting shape of the random Young diagrams associated with an
inhomogeneous random word is identified as a multidimensional Brow-
nian functional. This functional is identical in law to the spectrum of a
random matrix. The Poissonized word problem is also briefly studied,
and the asymptotic behavior of the shape analyzed.
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1 Introduction
Let X1,X2, ...,Xn, . . . be a sequence of random variables taking values in an
ordered alphabet. The length of the longest (weakly) increasing subsequence
of X1,X2, ...,Xn, denoted by LIn, is the maximal 1 ≤ k ≤ n such that there
exists an increasing sequence of integers 1 ≤ i1 < i2 < · · · < ik ≤ n with
Xi1 ≤ Xi2 ≤ · · · ≤ Xik , i.e.,
LIn = max {k : ∃ 1 ≤ i1 < i2 < · · · < ik ≤ n, with Xi1 ≤ Xi2 ≤ · · · ≤ Xik} .
When the Xis take their values independently and uniformly in an m-
letter ordered alphabet, through a careful analysis of the exponential gener-
ating function of LIn, Tracy and Widom [27] gave the limiting distribution
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of LIn (properly centered and normalized) as that of the largest eigenvalue
of a matrix drawn from the m × m traceless Gaussian Unitary Ensemble
(GUE). This result, motivated by the celebrated random permutation result
of Baik, Deift and Johansson [2], was further extended to the non-uniform
setting by Its, Tracy and Widom ([18], [19]). In that last setting, the corre-
sponding limiting law is the maximal eigenvalue of a direct sum of mutually
independent GUEs subject to an overall trace constraint.
A method to study the asymptotic behavior of the length of longest
increasing subsequences is through Young diagrams ([10], [24]). Recall that
a Young diagram of size n is a collection of n boxes arranged in left-justified
rows, with a weakly decreasing number of boxes from row to row. The
shape of a Young diagram is the vector λ = (λ1, λ2, ..., λk), where λ1 ≥
λ2 ≥ ... ≥ λk and for each i, λi is the number of boxes in the ith row while
k is the total number of rows of the diagram (and so λ1 + · · · + λk = n).
Recall also that a (semi-standard) Young tableau is a Young diagram, with
a filling of a positive integer in each box, in such a way that the integers are
weakly increasing along the rows and strictly increasing down the columns.
A standard Young tableau of size n is a Young tableau in which the fillings
are the integers from 1 to n.
Let now [m] := {1, 2, ...,m} be an m-letter ordered alphabet. A word
of length n is a mapping W from {1, 2, ..., n} to {1, 2, ...,m}, and let [m]n
denotes the set of words of length n with letters taken from the alphabet
{1, 2, ...,m}. A word is a permutation if m = n, and W is onto. The
Robinson-Schensted correspondence is a bijection between the set of words
[m]n and the set of pairs of Young tableaux {(P,Q)}, where P is semi-
standard with entries from {1, 2, ...,m}, while Q is standard with entries
from {1, 2, ..., n}. Moreover P and Q share the same shape which is a parti-
tion of n, and so, we do not distinguish between shape and partition. If the
word is a permutation, then P is also standard. A word W in [m]n can be
represented uniquely as an m× n matrix XW with entries
(XW )i,j = 1W (j)=i. (1.1)
The Robinson-Schensted correspondence actually gives a one to one corre-
spondence between the set of pairs of Young tableaux and the set of matrices
whose entries are either 0 or 1 and with exactly a unique 1 in each column.
This was generalized by Knuth to the set ofm×n matrices with nonnegative
integer entries. Let M(m,n) be the set of m × n matrices with nonnega-
tive integer entries. Let P(P,Q) be the set of pairs of semi-standard Young
tableaux (P,Q) sharing the same shape and whose size is the sum of all the
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entries, where P has elements in {1, ...,m} and Q has elements in {1, ..., n}.
The Robinson-Schensted-Knuth (RSK) correspondence is a one to one map-
ping between M(m,n) and P(P,Q). If the matrix corresponds to a word in
[m]n, then Q is standard.
Johansson [20], using orthogonal polynomial methods, proved that the
limiting shape of the Young diagrams, associated with homogeneous words,
i.e., the iid uniform m-letter framework, through the RSK correspondence,
is the spectrum of the traceless m×m GUE. Since LIn is also equal to the
length of the top row of the associated Young diagrams, these results recover
those of [27]. The permutation result is also obtained by Johansson [20],
Okounkov [22] and Borodin, Okounkov and Olshanki [5]. More recently,
for inhomogeneous words and via simple probabilistic tools, the limiting
law of LIn is given, in [15], as a Brownian functional. Via the results of
Baryshnikov [3] or of Gravner, Tracy and Widom [12] this functional can
then be identified as a maximal eigenvalue of a certain matrix ensemble.
For the shape of the associated Young diagrams, the corresponding open
problem is resolved below.
Let us now describe the content of the present paper. In Section 2, we
list some simple properties of a matrix ensemble, which we call generalized
traceless GUE; and relate various properties of the GUE to this generalized
one. In Section 3, we obtain the limiting shape, of the RSK Young diagrams
associated with an inhomogeneous random word, as a multivariate Brownian
functional. In turn, this functional is identified as the spectrum of an m×m
element of the generalized traceless GUE. Therefore, the limiting law of
LIn is the largest eigenvalue of the block of the m×m generalized traceless
GUE corresponding to the most probable letters. Finally, the corresponding
Poissonized word problem is studied in Section 4.
2 Generalized Traceless GUE
In this section, we list, without proofs, some elementary properties of the
generalized traceless GUE. Proofs are omitted since simple consequences of
known GUE results as exposed, for example, in [21] or [1], except for the
proof of Proposition 2.7 which relies on simple arguments presented in the
Appendix.
Recall that an element of them×m GUE is anm×m Hermitian random
matrix G = (Gi,j)1≤i,j≤m, whose entries are such that: Gi,i ∼ N(0, 1), for
1 ≤ i ≤ m, Re (Gi,j) ∼ N(0, 1/2) and Im (Gi,j) ∼ N(0, 1/2), for 1 ≤
i < j ≤ m, and Gi,i, Re (Gi,j), Im (Gi,j) are mutually independent for
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1 ≤ i ≤ j ≤ m. Now, for m ≥ 1, k = 1, ...,K and d1, ..., dK such that∑K
k=1 dk = m, let Gm (d1, ..., dK) be the set of random matrices X which
are direct sums of mutually independent elements of the dk × dk GUE,
k = 1, ...,K (i.e., X is an m × m block diagonal matrix whose K blocks
are mutually independent elements of the dk × dk GUE, k = 1, ...,K). Let
p1, · · · , pm > 0,
∑m
j=1 pj = 1, be such that the multiplicities of theK distinct
probabilities p(1), ..., p(K) are respectively d1, ..., dK , i.e., let m1 = 0 and for
k = 2, ...,K, let mk =
∑k−1
j=1 dj , and so pmk+1 = · · · = pmk+dk = p(k),
k = 1, ...,K. The generalized m × m traceless GUE associated with the
probabilities p1, ..., pm is the set, denoted by G0 (p1, ..., pm), ofm×mmatrices
X0, of the form
X0i,j =
{
Xi,i −√pi
∑m
l=1
√
plXl,l, if i = j;
Xi,j, if i 6= j, (2.1)
where X ∈ Gm (d1, ..., dK ). Clearly, from (2.1),
∑m
i=1
√
piX
0
i,i = 0. Note also
that the case K = 1 (for which d1 = m) recovers the traceless GUE, whose
elements are of the form X − tr(X)Im/m, with X an element of the GUE
and Im the m×m identity matrix.
Here is an equivalent way of defining the generalized traceless GUE: let
X(k) be the m×m diagonal matrix such that
X
(k)
i,i =
{ √
p(k)
∑m
l=1
√
plXl,l, if mk < i ≤ mk + dk;
0, otherwise,
(2.2)
and let X ∈ Gm (d1, ..., dK ). Then, X0 := X−
∑K
k=1X
(k) ∈ G0 (p1, ..., pm).
Equivalently, there is an ”ensemble” description of G0 (p1, ..., pm).
Proposition 2.1 X0 ∈ G0 (p1, ..., pm) if and only if X0 is distributed ac-
cording to the probability distribution
P
(
dX0
)
= Cγ
(
dX01,1, ..., dX
0
m,m
) K∏
k=1
(
e
− ∑
mk<i<j≤mk+dk
|X0i,j|2
∏
mk<i<j≤mk+dk
dRe
(
X0i,j
)
dIm
(
X0i,j
))
,
(2.3)
on the space of m×m Hermitian matrices, which are direct sum of dk × dk
Hermitian matrices, k = 1, ...,K,
∑K
k=1 dk = m, and where m1 = 0, mk =∑k−1
j=1 dj , k = 2, ...,K. Above, C = pi
−∑Kk=1 dk(dk−1)/2 and γ
(
dX01,1, ..., dX
0
m,m
)
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is the distribution of an m-dimensional centered (degenerate) multivariate
Gaussian law with covariance matrix
Σ0 =


1− p1 −√p1p2 · · · −√p1pm
−√p2p1 1− p2 · · · −√p2pm
...
. . .
. . .
...
−√pmp1 · · · −√pmpm−1 1− pm

 .
We provide next a relation between the spectra of X and X0.
Proposition 2.2 Let X ∈ Gm (d1, ..., dK), and let X0 ∈ G0 (p1, ..., pm). Let
ξ1, · · · , ξm be the eigenvalues of X, where for each k = 1, ...,K, ξmk+1, · · · ,
ξmk+dk are the eigenvalues of the kth diagonal block (an element of the dk×dk
GUE). Then, the eigenvalues of X0 are given by:
ξ0i = ξi −
√
pi
m∑
l=1
√
plXl,l = ξi −√pi
m∑
l=1
√
plξl, i = 1, ...,m.
Let ξGUE,m1 , ξ
GUE,m
2 , ..., ξ
GUE,m
m be the eigenvalues of an element of the
m ×m GUE. It is well known that the empirical distribution of the eigen-
values
(
ξGUE,mi /
√
m
)
1≤i≤m
converges almost surely to the semicircle law ν
with density
√
4− x2/2pi, −2 ≤ x ≤ 2. Equivalently, the semicircle law is
also the almost sure limit of the empirical spectral measure for the kth block
of the generalized traceless GUE, provided dk → ∞, k = 1, ...,K. This is,
for example, the case of the uniform alphabet, where K = 1, d1 = m and
p(1) = 1/m.
Proposition 2.3 Let ξ01 , ξ
0
2 , ..., ξ
0
m be the eigenvalues of an element of the
m×m generalized traceless GUE, such that ξ0mk+1, · · · , ξ0mk+dk are the eigen-
values of the kth diagonal block, for each k = 1, ...,K. For any k = 1, ...,K,
the empirical distribution of the eigenvalues
(
ξ0i /
√
dk
)
mk<i≤mk+dk converges
almost surely to the semicircle law ν with density
√
4− x2/2pi, −2 ≤ x ≤ 2,
whenever dk →∞.
Now for p1, ..., pm considered, so far, i.e., such that the multiplicities
of the K distinct probabilities p(1), ..., p(K) are respectively d1, ..., dK and
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pmk+1 = · · · = pmk+dk = p(k), k = 1, ...,K, let
Lp1,...,pm :=
{
x = (x1, ..., xm) ∈ Rm : xmk+1 ≥ · · · ≥ xmk+dk , k = 1, ...,K;
m∑
j=1
√
pjxj = 0
}
. (2.4)
In other words, Lp1,...,pm is a subset of the hyperplane ∑mj=1√pjxj = 0,
where within each block of size dk, k = 1, ...,K, the coordinates xmk+1, ..., xmk+dk ,
are ordered. For any s1, ..., sm ∈ R, let also
Lp1,...,pm(s1,...,sm) := L
p1,...,pm ∩
{
(x1, ..., xm) ∈ Rm : xi ≤ si, i = 1, ...,m
}
. (2.5)
The distribution function of the eigenvalues, written in non-increasing order
within each dk × dk GUE, of an element of G0 (p1, ..., pm) is given now.
Proposition 2.4 The joint distribution function of the eigenvalues, writ-
ten in non-increasing order within each dk × dk GUE, of an element of
G0 (p1, ..., pm) is given, for any s1, ..., sm ∈ R, by
P
(
ξ01 ≤ s1,ξ02 ≤ s2, ..., ξ0m ≤ sm
)
=
∫
Lp1,...,pm
(s1,...,sm)
f(x)dx1 · · · dxm−1, (2.6)
where for x = (x1, ..., xm) ∈ Rm,
f(x) := cm
K∏
k=1
∆k(x)
2e−
∑m
i=1 x
2
i /21Lp1,...,pm (x), (2.7)
with cm = (2pi)
−(m−1)/2∏K
k=1 (0!1! · · · (dk − 1)!)−1 and where ∆k(x) is the
Vandermonde determinant associated with those xi for which pi = p
(k), i.e.,
∆k(x) =
∏
mk+1≤i<j≤mk+dk
(xi − xj) .
Remark 2.5 When the eigenvalues are not ordered within each dk × dk
GUE, the identity (2.6) remains valid, multiplying cm, above, by
∏K
k=1 (dk!)
−1,
and also by omitting the ordering constraints xmk+1 ≥ · · · ≥ xmk+dk , k =
1, ...,K, in the definition of Lp1,...,pm.
The next proposition gives a relation in law between the spectra of ele-
ments of Gm (d1, ..., dK ) and of G0 (p1, ..., pm).
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Proposition 2.6 For any m ≥ 2, let X ∈ Gm (d1, ..., dK ) and let X0 ∈
G0 (p1, ..., pm). Let ξ1, · · · , ξm be the eigenvalues of X, and let ξ01 , · · · , ξ0m be
the eigenvalues of X0 as given in Proposition 2.2. Then,
(ξ1, · · · , ξm) d=
(
ξ01 , · · · , ξ0m
)
+ (Z1, · · · , Zm) ,
where (Z1, · · · , Zm) is a centered (degenerate) multivariate Gaussian vec-
tor with covariance matrix
(√
pipj
)
1≤i,j≤m. Moreover,
(
ξ01 , · · · , ξ0m
)
and
(Z1, · · · , Zm) can be chosen independent.
The asymptotic behavior of the maximal eigenvalues, within each block,
of X0 ∈ G0 (p1, ..., pm) is well known and well understood (see also Propo-
sition 5.2 and Proposition 5.4 of the Appendix for elementary arguments
leading to the result below).
Proposition 2.7 For k = 1, ...,K, let max
mk<i≤mk+dk
ξ0i be the largest eigen-
value of the dk × dk block of X0 ∈ G0 (p1, ..., pm), then
lim
dk→∞
max
mk<i≤mk+dk
ξ0i
√
dk
= 2,
both almost surely and in the mean.
3 Random Young Diagrams and Inhomogeneous
Words
Throughout the rest of this paper, let W = X1X2 · · ·Xn be a random
word, where X1,X2, · · · ,Xn are iid random variables with P (X1 = j) = pj,
where j = 1, ...,m, pj > 0, and
∑m
j=1 pj = 1. Let τ be a permutation of
{1, ...,m} corresponding to a non-increasing ordering of p1, p2, ..., pm, i.e.,
pτ(1) ≥ · · · ≥ pτ(m). Assume also there are k = 1, ...,K, distinct probabili-
ties in {p1, p2, ..., pm}, and reorder them as p(1) > · · · > p(K), in such a way
that the multiplicity of each p(k) is dk, k = 1, ...,K. In our notation, K = 1
corresponds to the uniform case, where d1 = m. Let m1 = 0 and for any
k = 2, ...,K, let mk =
∑k−1
j=1 dj and so the multiplicity of each pτ(j) is dk if
mk < τ(j) ≤ mk+dk, j = 1, ...,m. Finally, let XW be as in (1.1) the matrix
corresponding to such a random word W of length n.
Its, Tracy and Widom ([18], [19]) have obtained the limiting law of
the length of the longest increasing subsequence of such a random word.
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To recall their result, let (ξ1, ..., ξm) be the eigenvalues of an element of
G0 (pτ(1), ..., pτ(m)), written in such a way that (ξ1, ..., ξm) =
(
ξd11 , ..., ξ
d1
d1
,
..., ξdK1 , ..., ξ
dK
dK
)
, i.e., ξdk1 , ..., ξ
dk
dk
are the eigenvalues of the kth block, k =
1, ...,K. Then (see [19]), the limiting law of the length of the longest increas-
ing subsequence, properly centered and normalized, is the law of max
1≤i≤d1
ξd1i .
A representation of this limiting law, as a Brownian functional is given in
[15]. A multidimensional Brownian functional representation of the whole
shape of the diagrams associated with a Markov random word is further
given in [17] (see also Chistyakov and Go¨tze [7] or [16] for the binary case).
Below, we obtain the convergence of the whole shape of the diagrams, in the
iid non-uniform case via a different set of techniques which is related to the
work of Glynn and Whitt [11], Baryshnikov [3], Gravner, Tracy and Widom
[12] and Doumerc [9].
Let
(
Bˆ1(t), Bˆ2(t), ..., Bˆm(t)
)
be them-dimensional Brownian motion hav-
ing covariance matrix
Σt :=


pτ(1)
(
1− pτ(1)
) −pτ(1)pτ(2) · · · −pτ(1)pτ(m)
−pτ(2)pτ(1) pτ(2)
(
1− pτ(2)
) · · · −pτ(2)pτ(m)
...
...
. . .
...
−pτ(m)pτ(1) −pτ(m)pτ(2) · · · pτ(m)
(
1− pτ(m)
)

 t.
(3.1)
For each l = 1, ...,m, there is a unique 1 ≤ k ≤ K such that pτ(l) = p(k),
and let
Lˆlm =
mk∑
j=1
Bˆτ(j)(1) + sup
J(l−mk,dk)
mk+dk∑
j=mk+1
l−mk∑
i=1
(
Bˆτ(j)(tij−i+1)− Bˆτ(j)(tij−i)
)
,
(3.2)
where the set J(l − mk, dk) consists of all the subdivisions (tij) of [0, 1],
1 ≤ i ≤ l −mk, j ∈ N, of the form:
tij ∈ [0, 1]; ti+1j ≤ tij ≤ tij+1; tij = 0 for j ≤ mk
and tij = 1 for j ≥ mk+1 − (l −mk) + 1. (3.3)
With these preliminaries, we have:
Theorem 3.1 Let λ(RSK(XW )) = (λ1, ..., λm) be the common shape of the
Young diagrams associated with W through the RSK correspondence. Then,
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as n→∞,(
λ1 − npτ(1)√
n
, ...,
λm − npτ(m)√
n
)
=⇒
(
Lˆ1m, Lˆ
2
m − Lˆ1m, ..., Lˆmm − Lˆm−1m
)
.
(3.4)
Proof. Let (ej)j=1,...,m be the canonical basis of R
m, and letV = (V1, ..., Vm)
be the random vector such that
P (V = ej) = pj, j = 1, ...,m.
Clearly, for each 1 ≤ j ≤ m,
E (Vj) = pj, V ar(Vj) = pj (1− pj) ,
and for j1 6= j2, Cov(Vj1 , Vj2) = −pj1pj2 . Hence the covariance matrix of V
is
Σ =


pj (1− pj) −p1p2 · · · −p1pm
−p2p1 p2 (1− p2) · · · −p2pm
...
...
. . .
...
−pmp1 −pmp2 · · · pm (1− pm)

 . (3.5)
LetV1,V2, ...,Vn be independent copies ofV, whereVi = (Vi,1, Vi,2, ..., Vi,m),
i = 1, ..., n. Then XW has the same law as the matrix formed by all the Vi,j
on the lattice {1, ..., n} × {1, ...,m}.
It is a well known combinatorial fact (see Section 3.2 in [10]) that, for
all 1 ≤ l ≤ m,
λ1 + · · ·+ λl = Gl(m,n) := max
{ ∑
(i,j)∈pi1∪···∪pil
Vi,j : pi1, ..., pil ∈ P(m,n),
and pi1, ..., pil are all disjoint
}
, (3.6)
where P(m,n) is the set of all paths pi taking only unit steps up or to the
right in the rectangle {1, ..., n}×{1, ...,m} and where, by disjoint, it is meant
that any two paths do not share a common point in {1, ..., n} × {1, ...,m}
when Vi,j = 1. We prove next that, for any l = 1, ...,m,
Gl(m,n)− nsl√
n
n→∞
=⇒ Lˆlm, (3.7)
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where sl =
∑l
j=1 pτ(j). For l = 1,
G1(m,n) = max


∑
(i,j)∈pi
Vi,j ;pi ∈ P(m,n)

 . (3.8)
Moreover, each path pi is uniquely determined by the weakly increasing
sequence of its m − 1 jumps, namely 0 = t0 ≤ t1 ≤ · · · ≤ tm−1 ≤ 1, such
that pi is horizontal on [⌊tj−1n⌋, ⌊tjn⌋]×{j} and vertical on {⌊tjn⌋}×[j, j+1].
Hence
G1(m,n) = sup
0=t0≤t1≤···≤tm−1≤tm=1
m∑
j=1
⌊tjn⌋∑
i=⌊tj−1n⌋
Vi,j.
Let pmax = max1≤j≤m pj, J(m) = {j : pj = pmax} ⊂ {1, ...,m} and so d1 =
card (J(m)) (J(m) is the set of all the most probable letters). As shown in
[17, Section 3 and 4], the distribution of G1(m,n) is very close, for large n,
to that of a very similar expression which involves only those Vi,j for which
j ∈ J(m). To recall this result, if
Gˆ1(m,n) = sup
0 = t0 ≤ t1 ≤ · · · ≤ tm−1 ≤ tm = 1
tj−1 = tj for j /∈ J(m)
m∑
j=1
⌊tjn⌋∑
i=⌊tj−1n⌋
Vi,j,
then, as n→∞,
G1(m,n)√
n
− Gˆ
1(m,n)√
n
P−→ 0, (3.9)
i.e., as n → ∞, the distribution of the maximum (over all the northeast
paths) in (3.8) is approximately the distribution of the maximum over the
northeast paths going eastbound only along the rows corresponding to the
most probable letters. Now,
Gˆ1(m,n)− npmax√
n
= sup
0 = t0 ≤ t1 ≤ · · ·
≤ tm−1 ≤ tm = 1
tj−1 = tj for j /∈ J(m)
m∑
j=1
∑⌊tjn⌋
i=⌊tj−1n⌋ Vi,j − (tj − tj−1)npmax√
n
.
(3.10)
We next claim that, as n→∞, for any t > 0,(∑⌊tn⌋
i=1 Vi,j − tnpj√
n
)
1≤j≤m
=⇒
(
B˜j(t)
)
1≤j≤m
,
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where
(
B˜j(t)
)
1≤j≤m
is an m-dimensional Brownian motion with covariance
matrix Σt. Indeed, for any t > 0, since V1,V2, ... are independent, each
with mean vector p = (p1, ..., pm), and covariance matrix Σ,∑⌊tn⌋
i=1 Vi − tnp√
n
=⇒
(
B˜j(t)
)
1≤j≤m
,
by the central limit theorem for iid random vectors and Slutsky’s lemma.
Next, for any t > s > 0, and from the independence of the Vis,(∑⌊tn⌋
i=⌊sn⌋+1Vi − ⌊(t− s)n⌋p√
n
,
∑⌊sn⌋
i=1 Vi − ⌊sn⌋p√
n
)
=⇒
((
B˜j(t− s)
)
1≤j≤m
,
(
B˜j(s)
)
1≤j≤m
)
. (3.11)
The continuous mapping theorem allows to conclude that(∑⌊tn⌋
i=1 Vi − tnp√
n
,
∑⌊sn⌋
i=1 Vi − snp√
n
)
=⇒
((
B˜j(t)
)
1≤j≤m
,
(
B˜j(s)
)
1≤j≤m
)
. (3.12)
The convergence for the time points t1 > t2 > · · · > tn > 0 can be treated
in a similar fashion. Thus the finite dimensional distributions converge to
that of
(
B˜j(t)
)
1≤j≤m
. Since tightness in C([0, 1]m) is as in the proof of
Donsker’s invariance principle (e.g., see [4]), we are just left with identifying
the covariance structure of the limiting Brownian motion
(
B˜j(t)
)
1≤j≤m
.
But,
Cov
(
B˜j1(t), B˜j2(t)
)
= lim
n→∞Cov
(∑⌊tn⌋
i=1 Vi,j1√
n
,
∑⌊tn⌋
i=1 Vi,j2√
n
)
= lim
n→∞
1
n
⌊tn⌋∑
i=1
Cov (V1,j1 , V1,j2)
= Cov (V1,j1 , V1,j2) t. (3.13)
Hence the m-dimensional Brownian motion
(
B˜j(t)
)
1≤j≤m
has covariance
matrix Σt with Σ given in (3.5). In particular, as n→∞, for any t > 0,
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(∑⌊tn⌋
i=1 Vi,j − tnpmax√
n
)
1≤j≤m, j∈J(m)
=⇒
(
Bˆj(t)
)
1≤j≤m, j∈J(m)
.
It is also straightforward to see that the covariance matrix of
(
Bˆj(t)
)
j∈J(m)
is the d1 × d1 matrix

pmax (1− pmax) −p2max · · · −p2max
−p2max pmax (1− pmax) · · · −p2max
...
...
. . .
...
−p2max −p2max · · · pmax (1− pmax)

 t. (3.14)
By the continuous mapping theorem,
Gˆ1(m,n)− npmax√
n
n→∞
=⇒ sup
J(1,d1)
d1∑
j=1
(
Bˆτ(j)(tj)− Bˆτ(j)(tj−1)
)
, (3.15)
and the right hand side of (3.15) is exactly Lˆ1m, then (3.9), leads to
G1(m,n)− npmax√
n
n→∞
=⇒ Lˆ1m. (3.16)
Now, for l ≥ 2, Gl(m,n) is the maximum, of the sums of the Vi,j, over l
disjoint paths. Still by the argument in [17],
(
Gl(m,n)−Gˆl(m,n)
)
/
√
n
P−→
0, as n→∞, where Gˆl(m,n) is the maximal sums of the Vi,j over l disjoint
paths we now describe. Let 1 ≤ k ≤ K be the unique integer such that
pτ(l) = p
(k). Denote by αj(1), ..., αj(mk) the letters corresponding to the mk
probabilities that are strictly larger than pτ(l). For each 1 ≤ s ≤ mk, the
horizontal path from (1, j(s)) to (n, j(s)) is included, and thus so are these
mk paths. The remaining l − mk disjoint paths only go eastbound along
the rows corresponding to the dk letters having probability pτ(l). The set
of these l − mk paths is in a one to one correspondence with the set of
subdivisions of [0, 1] given in (3.3). Therefore
Gˆl(m,n) =
mk∑
j=1
n∑
i=1
Vi,τ(j) + sup
J(l−mk,dk)
mk+dk∑
j=mk+1
l−mk∑
i=1
⌊tij−i+1n⌋∑
r=⌊tij−in⌋
Vr,τ(j). (3.17)
12
Now,
Gˆl(m,n)− nsl√
n
=
mk∑
j=1
∑n
i=1 Vi,τ(j) − npτ(j)√
n
+ sup
J(l−mk,dk)
mk+dk∑
j=mk+1
l−mk∑
i=1
∑⌊tij−i+1n⌋
r=⌊tij−in⌋
Vr,τ(j) −
(
tij−i+1 − tij−i
)
np(k)
√
n
.
(3.18)
Since the column vectors V1,V2, ...,Vn are iid, again, as n → ∞, for any
t > 0, (∑⌊tn⌋
r=1 Vr,τ(j) − tnpτ(j)√
n
)
1≤j≤m
=⇒
(
Bˆj(t)
)
1≤j≤m
,
where
(
Bˆj(t)
)
1≤j≤m
is an m-dimensional Brownian motion with covariance
matrix given in (3.1). Hence, (3.18) and standard arguments give
Gl(m,n)− nsl√
n
n→∞
=⇒ Lˆlm.
Finally, by the Crame´r-Wold theorem, as n→∞,(
λ1 − ns1√
n
,
∑2
j=1 λj − ns2√
n
, ...,
∑m
j=1 λj − nsm√
n
)
=⇒
(
Lˆ1m, Lˆ
2
m, ..., Lˆ
m
m
)
,
(3.19)
therefore, as n→∞, by the continuous mapping theorem,(
λ1 − npτ(1)√
n
,
λ2 − npτ(2)√
n
, ...,
λm − npτ(m)√
n
)
=
(
G1−ns1√
n
,
(
G2−ns2
)−(G1−ns1)√
n
, ...,
(Gm−nsm)−
(
Gm−1−nsm−1
)
√
n
)
=⇒
(
Lˆ1m, Lˆ
2
m − Lˆ1m, ..., Lˆmm − Lˆm−1m
)
. (3.20)
The proof is now complete. 
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Remark 3.2 (i) In Theorem 3.2 of [17], the limiting shape of the Young
diagrams generated by an irreducible, aperiodic, homogeneous Markov
word with finite state space is obtained as a multivariate Brownian
functional similar to the one obtained above. The arguments there
are based on a careful analysis of the reconfiguration of disjoint sub-
sequences. Specifically, the smallest letter appearing in the disjoint
subsequences is then solely in the first subsequence, the second small-
est letter, not included in the first subsequence, is completely in the
second subsequence, etc. With this new configuration of the disjoint
subsequences, a subdivision of the interval [0, 1] can be described and
a Brownian functional representation is then available. Our approach
takes advantage of the lattice with zeros and ones entries (exactly a
unique one in each column), and the fact that each subsequence cor-
responds to a north-east path on the lattice, and that the length of
the subsequence is identical to the sum of all the entries on that path.
Moreover, for 1 ≤ l ≤ m, and 1 ≤ i ≤ l, the ith lowest path can be
chosen to be from (1, i) to (N,M − l + i). Then the subdivision of
[0, 1] is naturally determined by describing the jumps of all the paths
involved.
(ii) Let
(
ξ01 , ..., ξ
0
m
)
represent the vector of the eigenvalues of an element of
G0 (pτ(1), ..., pτ(m)), written in such a way that ξ0mk+1 ≥ · · · ≥ ξ0mk+dk
for k = 1, ...,K. Its, Tracy and Widom [18] have shown that the
limiting density of
((
λ1−npτ(1)
)
/
√
npτ(1), ...,
(
λm−npτ(m)
)
/
√
npτ(m)
)
,
as n → ∞, is the joint density, of the eigenvalues of an element of
G0 (pτ(1), ..., pτ(m)), given by (2.7). By a simple Riemann integral ap-
proximation argument, it follows that
(
λ1 − npτ(1)√
npτ(1)
, ...,
λm − npτ(m)√
npτ(m)
)
=⇒ (ξ01 , ..., ξ0m) .
Thus, from Theorem 3.1,(
Lˆ1m√
pτ(1)
,
Lˆ2m − Lˆ1m√
pτ(2)
, ...,
Lˆmm − Lˆm−1m√
pτ(m)
)
d
=
(
ξ01 , ..., ξ
0
m
)
. (3.21)
(iii) Let
(
B1(t), B2(t), ..., Bm(t)
)
be a standard m-dimensional Brownian
motion. For k = 1, ...,m, let
Dkm = sup
m∑
i=1
k∑
p=1
(
Bi(tpi−p+1)−Bi(tpi−p)
)
,
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where the sup is taken over all the subdivisions (tpi ) of [0, 1] described in
(3.3). The very approach to prove Theorem 3.1 can be used to obtain
a Brownian functional representation of the spectrum of the m × m
GUE, namely,
(
D1m,D
2
m −D1m, ...,Dmm −Dm−1m
) d
=
(
ξGUE,m1 , ξ
GUE,m
2 , ..., ξ
GUE,m
m
)
.
(3.22)
From the observation that the supremum in the definition of Gk(m,n)
is attained on a particular set of k disjoint northeast paths for each k =
1, ...,m, Doumerc ([9]) found Brownian functional representations for∑k
i=1 ξ
GUE,m
i . These functionals are similar to the D
k
m except that the
supremum is taken over a different set of subdivisions of [0, 1]. In fact,
we believe that the subdivisions given in (3.3) should be the ones present
in [9] (we believe the conditions t1 ≤ s2, t2 ≤ s3, . . . , present at the top
of page 7 of [9], should not be there). With a similar consideration of
k disjoint increasing subsequences, a specific expression for the sum of
the first k rows of the Young diagram associated with a Markov random
word is obtained, in [17], in terms of the number of occurrences of
the letters among the sequence (see also Chistyakov and Go¨tze [7] or
[16] for the binary case). The multidimensional convergence of the
whole diagram towards a corresponding multidimensional Brownian
functional is also obtained there.
In contrast to the approach in [9], our potential proof of (3.22) does
not require passing through the matrix central limit theorem. To briefly
describe the approach in [9], let the Vi,j in (3.6) be iid geometric ran-
dom variables, i.e., for r = 0, 1, ..., let P (Vi,j = r) = q(1 − q)r. With
such {Vi,j}, the probability of a given matrix realization only depend
on the sum of the matrix entries, which is also the sum of the entries
in the shape of the associate Young diagrams. The joint probability
mass function of the shape of the associate Young diagrams through
the RSK correspondence can then be expressed through the well known
number of Young diagrams sharing this given shape. Next, by setting
q = 1 − L−1, and letting L → ∞, the random variables on the lat-
tice converge to iid exponential random variables with parameter one,
while the corresponding shape of the associated Young diagrams con-
verges to the spectrum of the m × n Laguerre Unitary Ensemble. As
n → ∞, for any k = 1, ...,m, the corresponding Gk(m,n), properly
normalized, converge in distribution to Dkm. With the same normal-
ization, it is proved in [9] that the spectrum of the m×n Laguerre Uni-
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tary Ensemble converges to the spectrum of the m ×m GUE. Hence,
the continuous mapping theorem, gives
∑k
j=1 ξ
GUE,m
j
d
= Dkm. Via the
large n asymptotics of the corresponding numbers of Young diagrams,
we are able to directly show that the limiting joint probability mass
function of the shape of the diagrams converges to the joint probability
density function of the eigenvalues of an element of the GUE. Thus,∑k
j=1 ξ
GUE,m
j
d
= Dkm, and (3.22) follows from the Crame´r-Wold theo-
rem. Similar ideas are already developed by Johansson (Theorem 1.1
in [20]) to prove that the Poissonized Plancherel measure can be ob-
tained as a limit of the Meixner measure. Johansson also proves the
convergence of the whole diagram corresponding to a random word for
uniform alphabets, and obtains the joint density of the limiting law.
4 The Poissonized Word Problem
”Poissonization” is another useful tool in dealing with length asymptotics for
longest increasing subsequence problems. It was introduced by Hammersley
in [13] in order to show the existence of limn→∞ ELσn/
√
n, for σn a random
permutation of {1, 2, ..., n}. Since then, this technique has been widely used
and we use it below in connection with the inhomogeneous word problem.
Johansson [20] studied the Poissonized measure on the set of shapes of
Young diagrams associated with the homogeneous random word, while, Its
Tracy and Widom [19] also studied the Poissonization of LIn for inhomo-
geneous random words. They showed that the Poissonized distribution of
the length of the longest increasing subsequence, as a function of p1, ..., pm,
can be identified as the solution of a certain integrable system of nonlin-
ear PDEs. Below, we show that the Poissonized distribution of the shape
of the whole Young diagrams associated with an inhomogeneous random
word converges to the spectrum of the corresponding direct sum of GUEs.
Next, using this result, together with ”de-Poissonization”, we obtain the
asymptotic behavior of the shape of the diagrams.
Let W = X1X2 · · ·Xn be a random word of length n, with each letter
independently drawn and with Pm (Xi = j) = pj , i = 1, ..., n, where pj > 0
and
∑m
j=1 pj = 1, i.e., the random word is distributed according to PW,m,n =
Pm× · · · ×Pm on the set of words [m]n. Using the terminology of [20], with
N = {0, 1, 2, · · · }, let
P(n)m :=
{
λ = (λ1, ..., λm) ∈ Nm : λ1 ≥ · · · ≥ λm,
m∑
i=1
λi = n
}
,
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denote the set of partitions of n, of length at most m. The RSK correspon-
dence defines a bijection from [m]n to the set of pairs of Young diagrams
(P,Q) of common shape λ ∈ P(n)m , where P is semi-standard with elements
in {1, ...,m} and Q is standard with elements in {1, ..., n}.
For any W ∈ [m]n, let S(W ) be the common shape of the Young dia-
grams associated withW by the RSK correspondence. Then S is a mapping
from [m]n to P(n)m , which, moreover, is a surjection. The image (or push-
forward) of PW,m,n by S is the measure Pm,n given, for any λ0 ∈ P(n)m , by
Pm,n (λ0) := PW,m,n (λ (RSK(XW )) = λ0) .
Next, let
Pm := {λ = (λ1, ..., λm) ∈ Nm : λ1 ≥ · · · ≥ λm} ,
be the set of partitions, of elements of N, of length at most m. The set Pm
consists of the shapes of the Young diagrams associated with the random
words of any finite length made up from the m letter alphabet.
For α > 0, the Poissonized measure of Pm,n on the set Pm is then defined
as
P
α
m (λ0) := e
−α
∞∑
n=0
Pm,n (λ0)
αn
n!
. (4.1)
The Poissonized measure Pαm coincides with the distribution of the shape
of the Young diagrams associated with a random word whose length is a
Poisson random variable with mean α. Such a random word is called Pois-
sonized, and LIα denote the length of its longest increasing subsequence.
The Charlier ensemble is closely related to the Poissonized word problem.
It is used by Johansson [20] to investigate the asymptotics of LIn for finite
uniform alphabets. For the non-uniform alphabets we consider, let us define
the generalized Charlier ensemble to be:
P
α
Ch,m
(
λ0
)
=
∏
1≤i<j≤m
(λ0i − λ0j + j − i)
m∏
j=1
1
(λ0j +m− j)!
sλ0(p)e
−α
m∏
i=1
αλ
0
i ,
(4.2)
for all λ0 = (λ01, λ
0
2, ..., λ
0
m) ∈ Pm, and where sλ0(p) is the Schur function of
shape λ0 in the variable p =
(
pτ(1), ..., pτ(m)
)
which we describe next. Let
A1, ...,AK be the decomposition of {1, ...,m} such that pτ(i) = pτ(j) = p(k)
if and only if i, j ∈ Ak, for some 1 ≤ k ≤ K. Clearly, dk = card (Ak). Then,
sλ0(p) =
∑
σ∈Sm
(−1)σ∏Kk=1∏i∈Ak
(
p
m−σ(i)−mk−dk+τ(i)
τ(i) h
mk+dk−τ(i)
σ(i)
)
∏K
k=1 (0!1! · · · (dk − 1)!)
∏
k<l
(
p(k) − p(l))dkdl , (4.3)
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where Sm is the set of all the permutations of {1, ...,m} and where hi =
λ0i +m− i for i = 1, ...,m.
The next theorem gives, for inhomogeneous random words, both Pm,n(λ0)
and the distribution of LIα. The first statement is due to Its, Tracy and
Widom ([18], [19]), while the second follows directly from the fact that the
length of the longest increasing subsequence is equal to the length of the
first row of the corresponding Young diagrams.
Theorem 4.1 (i) On [m]n, the image (or push-forward) of PW,m,n by
the mapping S : [m]n → P(n)m is, for any λ0 = (λ01, λ02, ..., λ0m) ∈ P(n)m ,
given by
Pm,n(λ
0) = sλ0(p)f
λ0 . (4.4)
Above, fλ
0
is the number of Young diagrams of shape λ0 with elements
in {1, ..., n}:
fλ
0
= n!
∏
1≤i<j≤m
(λ0i − λ0j + j − i)
m∏
j=1
1
(λ0j +m− j)!
,
and sλ0(p) is the Schur function of shape λ
0 in the variable p =(
pτ(1), ..., pτ(m)
)
given in (4.3), with τ a permutation of {1, ...,m}
corresponding to a non-increasing ordering of p1, p2, ..., pm.
(ii) The Poissonization of Pm,n is the generalized Charlier ensemble P
α
Ch,m
defined in (4.2). In particular, for the Poissonized word problem,
P
α
W,m (LIα ≤ t) := e−α
∞∑
n=0
Pm,n (λ1 ≤ t) α
n
n!
= PαCh,m (λ1 ≤ t) . (4.5)
For uniform alphabet, Johansson [20] obtained the convergence, as α→
∞, of the Poissonized measure on Pm to the joint law of the ordered eigen-
values of the GUE. Next, following his lead and techniques, we generalize
this result to the non-uniform case, where the convergence is towards the
joint law of the eigenvalues (ξ1, ..., ξm), ordered within each block, of an ele-
ment of Gm (d1, ..., dK). The density of (ξ1, ..., ξm) is, for any x ∈ Rm, given
by
fξ1,...,ξm(x) =
1√
2pi
cm
K∏
k=1
∆k(x)
2e−
∑m
i=1 x
2
i /2, (4.6)
where cm = (2pi)
−(m−1)/2∏K
k=1 (0!1! · · · (dk − 1)!)−1, and where
∆k(x) =
∏
mk+1≤i<j≤mk+dk
(xi − xj) .
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Theorem 4.2 Let λ(RSK(XW )) = (λ1, ..., λm) be the common shape of
the Young diagrams associated with W through the RSK correspondence.
Let (ξ1, ..., ξm) be the eigenvalues of an element of Gm (d1, ..., dK), written
in such a way that ξmk+1 ≥ · · · ≥ ξmk+dk for k = 1, ...,K, and let fξ1,...,ξm
be its density given by (4.6). Then, for any continuous function g on Rm,
lim
α→∞E
α
m
(
g
(
λ1 − αpτ(1)√
αpτ(1)
, ...,
λm − αpτ(m)√
αpτ(m)
))
=
∫
Rm
g(x)fξ1,...,ξm(x)dx.
(4.7)
Proof. By Theorem 4.1, for any partition λ0 = (λ01, λ
0
2, ..., λ
0
m) of n ∈ N,
Pm,n(λ(RSK(XW )) = λ
0) = sλ0(p)f
λ0 ,
where
fλ
0
= n!
∏
1≤i<j≤m
(λ0i − λ0j + j − i)
m∏
j=1
1
(λ0j +m− j)!
,
and where sλ0(p) is the Schur function of shape λ
0 in the variable p =(
pτ(1), ..., pτ(m)
)
as given in (4.3). Hence the Poissonized measure is
P
α
m
(
λ0
)
= e−α
∞∑
n=0
n!
∏
1≤i<j≤m
(λ0i − λ0j + j − i)
m∏
j=1
1
(λ0j +m− j)!
sλ0(p)
αn
n!
.
Next, for i = 1, ...,m, let
xi =
λ0i − αpτ(i)√
αpτ(i)
,
then, as α→∞,
m∏
j=1
1
(λ0j +m− j)!
∼ (2pi)−m/2 e
α
αn
α−m(m−1)/2
(
m∏
i=1
p
τ(i)−m
τ(i)
)
e−
∑m
i=1 x
2
i /2,
(4.8)
and∏
1≤i<j≤m
(λ0i − λ0j + j − i)
∼ αm(m−1)/2−
∑K
k=1 dk(dk−1)/4
K∏
k=1
((
p(k)
)dk(dk−1)/4
∆k(x)
)∏
k<l
(
p(k) − p(l)
)dkdl
.
(4.9)
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Together with
∑
σ∈Sm
(−1)σ
K∏
k=1
∏
i∈Ak
(
p
m−σ(i)−mk−dk+τ(i)
τ(i) h
mk+dk−τ(i)
σ(i)
)
∼
m∏
i=1
p
m−τ(i)
τ(i)
K∏
k=1
(
p(k)
)−dk(dk−1)/2
α
∑K
k=1 dk(dk−1)/4
K∏
k=1
((
p(k)
)dk(dk−1)/4
∆k(x)
)
,
(4.10)
the limiting density of
((
λ1 − αpτ(1)
)
/
√
αpτ(1), ...,
(
λm − αpτ(m)
)
/
√
αpτ(m)
)
,
as α→∞, is
√
2picm
K∏
k=1
∆k(x)
2e−
∑m
i=1 x
2
i /2, x = (x1, ..., xm) ∈ Rm,
which is just the joint density of the eigenvalues, ordered within each block,
of an element of Gm (d1, ..., dK). The statement then follows from a Riemann
sums approximation argument as in [20]. 
The next result is concerned with ”de-Poissonization”, and again is the
non-uniform version (with a similar proof) of a result of Johansson.
Proposition 4.3 Let αn = n + 3
√
n log n and βn = n − 3
√
n log n. Then
there is a constant C such that, for sufficiently large n, and for any 0 ≤
ni ≤ n, i = 1, ...,m,
P
αn
m (λ1 ≤ n1, ..., λm ≤ nm)−
C
n2
≤ Pm,n (λ1 ≤ n1, ..., λm ≤ nm)
≤ Pβnm (λ1 ≤ n1, ..., λm ≤ nm) +
C
n2
.
(4.11)
Proof. The proof is analogous to the proof of the corresponding uniform
alphabet result, given in [20] (see also Lemma 4.7 in [5]). First, a sim-
ple consequence of the description of the RSK correspondence ensures that
Pm,n (λ1 ≤ n1, ..., λm ≤ nm) is non-increasing in n, i.e.,
Pm,n+1 (λ1 ≤ n1, ..., λm ≤ nm) ≤ Pm,n (λ1 ≤ n1, ..., λm ≤ nm) . (4.12)
Next,
P
α
m (λ1 ≤ n1, ..., λm ≤ nm) =
∞∑
n=0
e−α
αn
n!
Pm,n (λ1 ≤ n1, ..., λm ≤ nm) ,
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and then, proceeding as in [20],
∣∣∣Pαm (λ1 ≤ n1, ..., λm ≤ nm)− ∑
|n−α|≤√8α logα
e−α
αn
n!
Pm,n (λ1 ≤ n1, ..., λm ≤ nm)
∣∣∣
≤ C
α2
, (4.13)
for some constant C, α sufficiently large and all 1 ≤ ni ≤ n, i = 1, . . . ,m.
Replacing α by respectively n+ 3
√
n log n and n− 3√n log n completes the
proof. 
We are now ready to obtain asymptotics for the shape of the Young
diagrams associated with a random word W ∈ [m]n, when m and n go to
infinity. Before stating our result, let us recall the well known, large m,
asymptotic behavior of the spectrum of the m×m GUE ([25], [26], [20]):
Let ξGUE,mj be the jth largest eigenvalue of an element of the m × m
GUE. For each r ≥ 1, there is a distribution function Fr on Rr, such that,
for all (t1, ..., tr) ∈ Rr,
lim
m→∞PGUE,m
(
ξGUE,mj ≤ 2
√
m+ tj/m
1/6, j = 1, ..., r
)
= Fr(t1, ..., tr).
The multivariate distribution function Fr originates in [25] and [26],
another expression for it is also given in [20] (see (3.48) there) and its one
dimensional marginals are Tracy-Widom distributions.
Once more, our next theorem is already present, for uniform alphabets,
in Johansson [20].
Theorem 4.4 Let r ≥ 1. Let d1 → +∞, as m → +∞. Then, for all
(t1, ..., tr) ∈ Rr,
lim
m→∞ limα→∞P
α
m
(
λj ≤ αpmax + 2
√
d1αpmax + tjd
−1/6
1
√
αpmax, j = 1, ..., r
)
= Fr(t1, ..., tr), (4.14)
and,
lim
d1→∞
lim
n→∞Pm,n
(
λj ≤ npmax + 2
√
d1npmax + tjd
−1/6
1
√
npmax, j = 1, ..., r
)
= Fr(t1, ..., tr). (4.15)
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Proof. By Theorem 4.2, for each r ≥ 1, and for all (s1, ..., sr) ∈ Rr,
lim
α→∞P
α
W,m
(
λj − αpmax√
αpmax
≤ sj, j = 1, ..., r
)
= PGUE,d1 (ξj ≤ sj, j = 1, ..., r) ,
(4.16)
where ξj is the jth largest eigenvalue of the d1 × d1 GUE. Hence, for any
(t1, ..., tr) ∈ Rr,
lim
α→∞P
α
m
(
λj ≤ αpmax + 2
√
d1αpmax + tjd
−1/6
1
√
αpmax, j = 1, ..., r
)
= lim
α→∞P
α
m
(
λj − αpmax√
αpmax
≤ 2
√
d1 + tjd
−1/6
1 , j = 1, ..., r
)
= P
(
ξj ≤ 2
√
d1 + tjd
−1/6
1 , j = 1, ..., r
)
. (4.17)
As d1 →∞, the result of Tracy-Widom on the convergence of the spectrum
of the GUE gives the first conclusion, proving (4.14). Next, by Proposi-
tion 4.3, with αn = n+3
√
n log n and βn = n−3
√
n log n, there is a constant
C such that, for sufficiently large n, and for any 0 ≤ sj ≤ n, j = 1, ..., r,
P
αn
m (λj ≤ sj, j = 1, ..., r) −
C
n2
≤ Pm,n (λj ≤ sj, j = 1, ..., r)
≤ Pβnm (λj ≤ sj , j = 1, ..., r) +
C
n2
. (4.18)
But, n = (1− εα)αn, with εα = 3
√
n log n/
(
n+ 3
√
n log n
)
, whereas n =
(1 + εβ)βn with εβ = 3
√
n log n/
(
n− 3√n log n). Since εα, εβ → 0, as
n → ∞, it follows from (4.18), by setting sj = npmax + 2
√
d1npmax +
tjd
−1/6
1
√
npmax, that
lim
n→∞P
αn
m
(
λj ≤ αnpmax + 2
√
d1αnpmax + tjd
−1/6
1
√
αnpmax, j = 1, ..., r
)
≤ lim
n→∞Pm,n
(
λj ≤ npmax + 2
√
d1npmax + tjd
−1/6
1
√
npmax, j = 1, ..., r
)
≤ lim
n→∞P
βn
m
(
λj ≤ βnpmax + 2
√
d1βnpmax + tjd
−1/6
1
√
βnpmax, j = 1, ..., r
)
.
(4.19)
Now, (4.17) holds true with α replaced by αn or βn. Finally, (4.15) follows
from (4.19) by letting d1 →∞. 
Remark 4.5 The convergence results in Theorem 4.4 are obtained by tak-
ing successive limits, i.e., first in n and then in m. For uniform finite
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alphabets, in which case d1 = m, Johansson [20] obtained the simultaneous
convergence, for the length of the longest increasing subsequence, via a care-
ful analysis of corresponding kernels and methods of orthogonal polynomials.
These results demand: (log n)3/2/m→ 0 and √n/m→∞. Also in the uni-
form case, under the assumption m = o
(
n3/10(log n)−3/5
)
, the simultaneous
convergence result (4.15) is obtained, via Gaussian approximation, in [6]
where non-uniform results are also given.
5 Appendix
Let ξGUE,mmax,0 (resp. ξ
GUE,m
max ) be the maximal eigenvalue of an element of the
m × m traceless GUE (resp. GUE). Below, we give simple proofs of the
convergence of ξGUE,mmax,0 /
√
m (or equivalently of ξGUE,mmax ) towards 2. These
proofs are based on the ”tridiagonalization” technique originating in Trotter
[28] (see also Silverstein [23] where similar ideas are used). Our first result
is the well known Householder representation of Hermitian matrices.
Lemma 5.1 Let G = (Gi,j)1≤i,j≤m be an element of the GUE. Then, there
exists a unitary matrix U, such that
T := UGU∗ =


A1,1 χ
2
m−1 0 · · · 0
χ2m−1 A2,2 χ
2
m−2 · · · 0
...
. . .
. . .
. . .
...
0 · · · χ22 Am−1,m−1 χ21
0 · · · 0 χ21 Am,m

 , (5.1)
where A1,1, ..., Am,m are independent standard normal random variables, and
for each 1 ≤ k ≤ m − 1, χ2m−k has a chi-squared distribution, with m − k
degrees of freedom. Moreover, for each k = 1, ...,m− 1, Ak,k is independent
of χ2m−k, ..., χ
2
1.
Proposition 5.2 Let ξGUE,mmax,0 (resp. ξ
GUE,m
max ) be the maximal eigenvalue of
an element of the m×m traceless GUE (resp. GUE), then as m→∞,
ξGUE,mmax,0√
m
→ 2,
(
resp.
ξGUE,mmax√
m
→ 2
)
almost surely.
Proof. An elementary proof is obtained along the following lines: First, by
Lemma 5.1, G and T share the same eigenvalues. Next, by the Gersˆgorin
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circle theorem (see [14]), for any eigenvalue ξi ofG, letting also χ
2
0 = χ
2
m = 0,
ξi ∈
⋃
k=1,...,m
[
Ak,k − χ2m−k+1 − χ2m−k, Ak,k + χ2m−k+1 + χ2m−k
]
.
Hence
ξGUE,mmax√
m
≤ max
k=1,...,m
(
Ak,k√
m
+
χ2m−k+1√
m
+
χ2m−k√
m
)
. (5.2)
For each k = 1, ...,m, Ak,k ∼ N
(
0, 1
)
, and thus very classically max
k=1,...,m
Ak,k/
√
m
a.s.→ 0. Next, for any fixed ε > 0,
P
(∣∣∣∣∣ maxk=1,...,mχ
2
m−k+1
m
− 1
∣∣∣∣∣ > ε
)
≤ P (χ2m < m(1− ε)) +mP (χ2m > m(1 + ε)) , (5.3)
and the tail behavior of χ2m ensures that
∑∞
m=1mP
(
χ2m > m(1 + ε)
)
< +∞,
and that
∑∞
m=2 P
(
χ2m < m(1− ε)
)
< +∞. Therefore, max
k=1,...,m
χ2m−k+1/m
a.s.→
1, and almost surely,
lim sup
m→∞
ξGUE,mmax√
m
≤ 2. (5.4)
Next, since the empirical distribution of the eigenvalues
(
ξGUE,mi /
√
m
)
1≤i≤m
converges almost surely to the semicircle law ν with density
√
4− x2/2pi, for
any ε > 0,
P
(
lim inf
m→∞
ξGUE,mmax√
m
> 2− ε
)
= 1. (5.5)
Letting ε→ 0 in (5.5) yields,
lim inf
m→∞
ξGUE,mmax√
m
≥ 2 a.s. (5.6)
Combining (5.4) and (5.6), ξGUE,mmax /
√
m → 2 almost surely, and a similar
result also follows for ξGUE,mmax,0 /
√
m. 
To prove our next convergence result, we first need a simple lemma.
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Lemma 5.3 For each k = 1, 2, ..., let χ2k be a chi-square random variable
with k degrees of freedom. Then,
lim
m→∞E

 maxk=1,...,mχ2k
m

 = 1. (5.7)
Proof. First,
E
(
max
k=1,...,m
χ2k
)
≥ E (χ2m) = m.
Next, by the concavity of the logarithm, for any 0 < t < 1/2,
tE

 maxk=1,...,mχ2k
m

 ≤ 1
m
ln
(
m∑
k=1
Eetχ
2
k
)
≤ 1
m
ln
(
m
1
(1− 2t)m/2
)
=
lnm
m
− 1
2
ln (1− 2t) . (5.8)
Hence,
t lim sup
m→∞
E

 maxk=1,...,mχ2k
m

 ≤ −1
2
ln (1− 2t) ,
and letting t→ 0,
lim sup
m→∞
E

 maxk=1,...,mχ2k
m

 ≤ lim
t→0
− ln (1− 2t)
2t
= 1.
(
Since − ln(1 − 2t) ≤ 2t + 4t2, for 0 ≤ t ≤ 1/3, taking t = √lnm/2m in
(5.8), will give E
(
max
k=1,...,m
χ2k/m
)
≤ 1 + 2
√
2 lnm/m, for m > 10.
)

Again, in the uniform finite alphabet case, where p1 = · · · = pm = 1/m,
we have K = 1, d1 = m. For k = 1, ...,m, and to keep up with the
notation of [15], denote by H˜km the particular version of Lˆ
k
m, as in (3.2).
Let
(
B˜1(t), B˜2(t), ..., B˜m(t)
)
be the m-dimensional Brownian motion having
covariance matrix 

1 ρ · · · ρ
ρ 1 · · · ρ
...
...
. . .
...
ρ ρ · · · 1

 t, (5.9)
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with ρ = −1/(m− 1). Then, for k = 1, ...,m (see also [15], [9]),
H˜km =
√
m− 1
m
sup
m∑
i=1
k∑
p=1
(
B˜i(tpi−p+1)− B˜i(tpi−p)
)
,
where the sup is taken over all the subdivisions (tpi ) of [0, 1] as in (3.3). As
a corollary to Theorem 3.1 (see also [15]), for each m ≥ 2,(
H˜1m, H˜
2
m − H˜1m, ..., H˜mm − H˜m−1m
)
d
=
(
ξGUE,m1,0 , ξ
GUE,m
2,0 , ..., ξ
GUE,m
m,0
)
.
(5.10)
Moreover, convergence in L1 also holds.
Proposition 5.4 As m→∞,
ξGUE,mmax,0√
m
→ 2, in L1.
Equivalently,
ξGUE,mmax√
m
→ 2, in L1.
Equivalently,
H˜1m√
m
→ 2, in L1.
Proof. Note that when p1 = · · · = pm = 1/m, Lp1,...,pm(s1,...,sm), given by (2.4) is
the empty set when s1 < 0. Hence ξ
GUE,m
max,0 is nonnegative (this is actually
clear from the traceless requirement). By Theorem 3.1, H˜1m and ξ
GUE,m
max,0 are
equal in distribution, and so it suffices to prove that, as m→∞,
E
(
ξGUE,mmax,0
)
√
m
→ 2. (5.11)
Next, by Proposition 2.6, E
(
ξGUE,mmax,0
)
= E
(
ξGUE,mmax
)
. Moreover, taking
expectations on both sides of (5.2) gives:
E
(
ξGUE,mmax
) ≤ E( max
k=1,...,m
Ak,k
)
+E
(
max
k=1,...,m
χ2m−k+1
)
+E
(
max
k=1,...,m
χ2m−k
)
.
It is well known that,
E
(
max
k=1,...,m
Ak,k
)
≤
√
2 lnm,
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while, by Lemma 5.3,
lim sup
m→∞
E
(
max
k=1,...,m
χ2k√
m
)
= 1,
leading to
lim sup
m→∞
E
(
ξGUE,mmax,0√
m
)
≤ 2.
Now, ξGUE,mmax,0 is nonnegative and by Proposition 5.2, ξ
GUE,m
max,0 /
√
m → 2,
almost surely. Thus, by Fatou’s Lemma,
lim inf
m→∞ E
(
ξGUE,mmax,0√
m
)
≥ E
(
lim inf
m→∞
ξGUE,mmax,0√
m
)
= 2,
and so, limm→∞ E
(
ξGUE,mmax,0 /
√
m
)
= 2. Using once more the fact that ξGUE,mmax,0
is nonnegative, we conclude that limm→∞ E
∣∣∣ξGUE,mmax,0 /√m− 2∣∣∣ = 0, and by
the weak law of large number, limm→∞ E
∣∣∣ξGUE,mmax /√m− 2∣∣∣ = 0. 
Remark 5.5 A small and elementary tightening of the arguments of David-
son and Szarek [8] will also provide an alternative proof of Proposition 5.4.
Proof of Proposition 2.7. By Proposition 2.2,
max
mk<i≤mk+dk
ξ0i = max
mk<i≤mk+dk
ξi −
√
p(k)
m∑
l=1
√
plXl,l.
Since max
mk<i≤mk+dk
ξi is the maximal eigenvalue of an element of the dk × dk
GUE, with probability one or in the mean, limdk→∞ max
mk<i≤mk+dk
ξi/
√
dk = 2.
Moreover,
∑m
l=1
√
plXl,l is a centered Gaussian random variable with vari-
ance V ar
(∑m
l=1
√
plXl,l
)
=
∑m
l=1 pl = 1. Hence, with probability one or in
the mean, limdk→∞
√
p(k)
∑m
l=1
√
plXl,l/
√
dk = 0. 
Acknowledgments: Many thanks to a referee for a careful reading of the
paper.
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