Bounded-error estimation is the estimation of the parameter or state vector of a model from experimental data, under the assumption that some suitably de®ned errors should belong to some prior feasible sets. When the model outputs are linear in the vector to be estimated, a number of methods are available to contain all estimates that are consistent with the data within simple sets such as ellipsoids, orthotopes or parallelotopes, thereby providing guaranteed set estimates. In the non-linear case, the situation is much less developed and there are very few methods that produce such guaranteed estimates. In this paper, the problem of characterizing the set of all state vectors that are consistent with all data in the case of non-linear discrete-time systems is cast into the more general framework of constraint satisfaction problems. The state vector at time k should be estimated either on-line from past measurement only or o -line from a series of measurements that may include measurements posterior to k. Even in the causal case, prior information on the future value of the state and output vectors, due for instance to physical constraints, is readily taken into account. Algorithms taken from the literature of interval constraint propagation are extended by replacing intervals by more general subsets of real vector spaces. This makes it possible to propose a new algorithm that contracts the feasible domain for each uncertain variable optimally (i.e. no smaller domain could be obtained) and e ciently.
Introduction
In a linear context, many tools are available to estimate the parameter or state vector of a model from experimental data. They can be classi®ed according to how they deal with uncertainty. Some of them do not take explicitly into account the fact that the model is an approximation of reality and that the measurements are corrupted by noise. This is the case, for instance, of Luenberger state observers (Luenberger 1966 ) and of many adaptive schemes (Landau 1979) . Other estimators, such as maximum-likelihood estimators (Kendall and Stuart 1967) or the ubiquitous Kalman ®lter (Kalman 1960 , Sorenson 1983 , are based on a statistical description of uncertainty and assume that the measurement noise and state perturbations are realizations of random variables, with known statistical properties. A last group of methods, known under the generic names of set-membership estimation or guaranteed estimation or bounded-error estimation (see, e.g. Walter 1990 , Norton 1994 , 1995 , Milanese et al. 1996 and the references therein), is based on the assumption that the uncertain variables (such as noise and perturbations) all belong to known compact sets and attempts to build simple sets, such as ellipsoids, orthotopes or parallelotopes, guaranteed to contain the vectors to be estimated.
In a non-linear context, the methodology is far less developed, and still the subject of active research even in the deterministic case (Kang and Krener 1998) . When uncertainty is explicitly taken into account, this is usually by resorting to linearization. For parameter estimation, one may exploit the asymptotic properties of maximum-likelihood estimators, but the validity of the results obtained from a small database is then questionable. For state estimation, an extended Kalman ®lter (Gelb 1974) , based on a linearization of the model around its trajectory, is usually employed. This linearization is inherently local and may fail to produce reliable estimates. It makes any statistical interpretation of the covariance matrices computed by the algorithm questionable, because the propagation of the statistical properties of the perturbations through the non-linear system is largely unknown. As far as set-membership estimation is concerned, very few guaranteed methods are available, most of them developed for parameter estimation. They are based on branch-and-bound techniques (see, e.g. Milanese and Vicino 1991 for a signomial programming approach and Jaulin and Walter 1993 for an interval computation approach). A method based on interval analysis to compute guaranteed state estimates was proposed in Kie er et al. (1998 Kie er et al. ( , 1999 .
The purpose of this paper is to present a new approach for the guaranteed estimation of the parameter and/or state vector of a non-linear discretetime model in a bounded-error context. The approach uses the ideas of interval constraint propagation (ICP) (see, e.g. Davis 1987 , Cleary 1987 , HyvoÈ nen 1992 , Arsouze et al. 2000 , which combines interval analysis and constraint satisfaction problems (CSP) (Montanari and Rossi 1991) . ICP has already been used for solving bounded-error estimation problems in Jaulin (2000 Jaulin ( , 2001 .
Consider a non-linear discrete-time system described by
where k is the time index, x k is the state vector, y k is the output vector, u k is the input vector, w k is the perturbation vector, p is a constant parameter vector and f k and g k are known functions.
Remark 1: Equation (1) allows the usual distinction between a state perturbation w x k and a measurement noise w y k as a special case, since it su ces to de®ne w k as the concatenation of w x k and w y k . The set of all variables involved in this problem is Vˆfp; x 0 ; w 0 ; u 0 ; x 1 ; w 1 ; u 1 ; y 1 ; . . . ;
shall assume that there exist some unknown actual values, denoted by x k ; w k ; u k ; y k and p , for x k ; w k ; u k ; y k and p, such that (1) is satis®ed. This assumption will allow us to interpret the estimation problem as that of ®nding reliable estimates for these actual values, but note that it is not required for the application of the method.
The set-membership approach to be followed in this paper characterizes the uncertainty about the actual value v of any given variable v 2 V by associating with v a domain that contains v . The set of all such domains is
When the actual value of a variable v is known exactly, is the singleton fv g. When nothing is known about v ,ˆd im v . A measurement v m of a variable v 2 V provides an approximation of v . Let P… dim v † be the set of all subsets of dim v . We shall call interpretation function associated with v, any set-valued function
In practice, the e ect of this function is to in¯ate v m to take the measurement error into account. The set ¿ v v m … † is the measurement uncertainty set. As soon as v m is made available, the domain for v can be replaced by \ ¿ v v m … †. In (1), only the variables u k and y k are assumed to be measured. Two situations will be distinguished.
. In causal estimation, at time k, the measurements are available up to time k only, i.e. the available data are fu This distinction is similar to that between estimating and smoothing Kalman ®lters. Even in a causal context, some prior information may be available on variables before any measurement is collected. For instance, physical constraints may provide upper and lower bounds on some components of vector variables, which can then be taken into account in the de®nition of the corresponding domains. The measurements and the constraints associated with the 2 · k k equations given by (1) will be used to reduce the domains and thus the uncertainty on the variables, which can be formulated as a generalized set estimation problem.
The basic step of this generalized set estimation problem is to ®nd the smallest domains b ; b 0 ; c 0 ; In a non-causal context, since all measurements are available at the outset, the estimation process stops after the ®rst execution of Step 1. Set parameter estimation, parameter tracking, state estimation and joint state and parameter estimation can all be seen as special cases of generalized set estimation. Moreover, the problem to be solved at Step 1 is itself a special case of a set constraint satisfaction problem (SCSP), to be presented in } 2 in a more general context. In } 3, constraint propagation techniques will be used to derive new set algorithms able to solve a large class of SCSPs, which includes the problem of Step 1. This general approach will be applied in } 4 to causal and noncausal state estimation, and } 5 will present an illustrative example.
Set constraint satisfaction problems
This section presents some basic de®nitions and algorithms that are classical in the area of constraint propagation (Davis 1987 , Cleary 1987 , HyvoÈ nen 1992 
We shall then refer to it as i; j : v jˆf j v i … †. In this paper, we shall only consider binary constraints. Since n-ary constraints with n > 2 can always be decomposed into sets of binary constraints, this is not limitative.
A set constraint satisfaction problem (SCSP) is a 3-uple HˆV; D; C … †, where Vˆv 1 ; . . . ; v n f g is a ®nite set of vector variables, Dˆ1; . . . ; n f g is the set of their domains and C is a ®nite set of binary constraints relating variables of V.
Example 1: Consider three real numbers x; y and z related by the constraint zˆx 2 ‡ y 2 . Assume that z is known to belong to the interval ¡3; 1 ‰ Š. This situation can be represented by an SCSP HˆV; D; C … †, with Vˆv 1 ; v 2 f g; Dˆ1; 2 f g; Cˆ1 ;2 ; v 1ˆ… x y † T ; v 2ˆz ; 1ˆ2 ; 2ˆ¡ 3; 1 ‰ Š and 1;2 : zˆx 2 ‡ y 2 : Note that if real variables were used instead of vector variables, it would not be possible to transform the ternary constraint (zˆx 2 ‡ y 2 ) into the binary constraint v 2ˆf …v 1 †; where f :
The set of all point solutions of H is denoted by H … †. This set will be called the global solution set. In Example 1,ˆx; y; z … † j zˆx 2 ‡ y 2 and z 2 ¡3; 1 
In Example 1, neither v 1 nor v 2 is H-consistent. If the domain 1 is replaced by the disc centred at 0 and with a radius a in ‰0; 1Š, denoted by Disc…0; a †, then v 1 becomes H-consistent. If 2 is replaced by the interval ‰0; a 2 Š, then v 2 becomes H-consistent. Note that for a given SCSP H, if v i is H-consistent and if its domain i is replaced by any subset of i , then v i is still consistent in the new SCSP.
If Iˆi 1 ; . . . ; i p is a subset of the set of indices 1; . . . ; n f g; then 
The Waltz algorithm (Waltz 1975 , Davis 1987 ) is one of the basic algorithms that can be used to perform contractions of SCSPs. Its principle is to choose any constraint in C and to contract the domains of the two associated variables v i and v j using the local contraction operators » i and » j . This is continued as long as at least one of these contractions remain e ective. Unfortunately, the resulting SCSP may be non-minimal, because the algorithm may come to a deadlock, as illustrated by the following example.
Example 3: Consider the SCSP HˆV; D; C … †, where
Dˆf 1ˆ‰ ¡1; 1Š; 2ˆ‰ ¡1; 1Š; 3ˆ‰ ¡1; 1Šg
Although the only solution is v 1ˆv2ˆv3ˆ0 , since for all i; j 2 f1; 2; 3g, i 6 j; » i … j †ˆj , the Waltz algorithm is unable to contract any one of the domains i .
The graph of any given SCSP H can be constructed as follows. With each variable v i is associated a node, and with each binary constraint i; j is associated an arc between the nodes v i and v j . The graph corresponding to Example 3 is depicted in ®gure 3. The failure of the Waltz algorithm to contract this SCSP is due to the fact that its graph contains a cycle.
When the graph is a tree, i.e. a connected graph without cycles, the Waltz algorithm converges to the optimal contraction of H. This result is a direct consequence of Theorem 5 in } 3, which corresponds to a more e cient contraction algorithm.
Contraction algorithms
When the graph of the SCSP is a tree, the Waltz algorithm produces an optimal contraction, but not very e ciently because the constraints are taken into account in an arbitrary order. In this section, we propose a new algorithm to contract an SCSP whose graph is a tree, which also produces an optimal contraction, but much more e ciently. This algorithm extends to vector variables the propagation-retropropagation algorithm proposed in Benhamou et al. (1999) for real variables. It is based on the next two theorems. 
Propagation and retropropagation theorems
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Algorithms Fall and Climb
This section describes two e cient contraction algorithms that can be used to contract an SCSP H optimally, when its graph is a tree. Fall, based on the propagation theorem, scans the tree from its leaves down to its root and Climb, based on the retropropagation theorem, scans it from its root up to its leaves. It will be shown that a single execution of Fall followed by a single execution of Climb leads to the optimal contraction of H. The same idea developed for discrete domains can be found in (Montanari and Rossi 1991) .
Remark 2: Any SCSP containing cycles can be transformed into an equivalent SCSP whose graph is a tree. It su ces for that to group all variables responsible for the existence of a cycle into a single vector variable. Consider, for instance, the SCSP of Example 3 whose graph is given by ®gure 3. Taking w 1ˆv1 w 2ˆ… v 2 ; v 3 † T , 1ˆ‰ ¡1; 1Š, 2ˆf …v 2 ; ¡v 2 † T j v 2‰ ¡1; 1Šg and 1;2 :
, one gets an SCSP with two nodes and one arc. Its graph is thus a tree.
To present Fall and Climb, some de®nitions concerning trees will be needed.
3.2.1. Trees. The trees to be considered are not directed. A rooted tree is obtained after selecting any node of a given tree T as its root. By analogy with the forest variety, we shall say that the root is the lowest node of the tree. A node v b is then above a node v a (or equivalently v a is below v b ) if the subtree T a of T with root v a contains v b . Consider a tree T ; with root v 1 . By removing v 1 , one obtains q subtrees T i1 ; . . . ; T iq of T . These q subtrees are the branches of T . A tree with no branch is a leaf. If T is a leaf, we shall write Tˆv 1 .
Otherwise, we shall write
. Each branch of T will be rooted in a natural way by choosing its node that is connected to v 1 as its root.
Example 4: When v 1 is chosen as its root, the tree T of ®gure 5 will be denoted by 
which makes H up-consistent. The variable v 1 is then also H-consistent, i.e. 1ˆº1 H … †. … † and » 8 3 … †, respectively. Statement (iii) corresponds to (a) and (e). The intersection of the thick horizontal segments of (a) and (e) represents the domain 1 computed at (iii). Check that no other ordering of these operations would lead to more accurate domains.
3.2.3. Algorithm CLIMB. Let HˆV; D; C; v 1 … † be an up-consistent TSCSP. This consistency may result from an execution of Fall…H †. We shall now give an algorithm to compute E H … †; the minimal contraction of H. The principle of Climb is to propagate the Hconsistency of v 1 , from the root up to the leaves. One step of Climb is now described. Consider an H-consistent variable v i and one node v j immediately above v i . Cut the arc between the nodes v i and v j (see ®gure 7). Two TSCSPs are thus generated. One of them is
This reasoning can be applied to all nodes of H, from its root to its leaves. The following recursive algorithm is thus obtained.
Climb(H j ); 6 end for. Figure 8 illustrates this retropropagation, which follows the propagation illustrated by ®gure 6. The thicker segments correspond to the projected domains iˆºi …H †. Note that the domains cannot be contracted anymore. This is due to the fact that the graph of H is a tree. Proof: Denote by H…0 † the initial TSCSP, by H…1 † the TSCSP after Step 1 and by H…2 † the TSCSP after
Step 2. From Theorem 3, H…1 † is up-consistent and equivalent to H…0 †. From Theorem 4, H…2 † is minimal and equivalent to H…0 †. &
Application to state estimation

Causal state estimator
To facilitate understanding, we shall consider the autonomous discrete-time system:
where x k 2 n is the state vector and y k 2 m is the output vector. It is a special case of the problem de®ned by (1), which could be treated in its general form along the same lines. The functions f k and g k may be nonlinear. At time k, the state estimator can use the measurement y 
Its graph is represented on ®gure 9. Despite the presence of arrows, this graph is not oriented, and each of these arrows is only meant to indicate the direction along which the associated function operates.
In the causal case, the generalized set estimator presented in } 1 specializes into the following algorithm, where CSE stands for causal state estimator.
for`:ˆk ‡ 1 to · k k; f`:ˆ`\ f`…`¡ 1 †;`:ˆg`…` †; g; 8 for`:ˆk down to 1;
CSE is a specialization of the generalized set estimator presented in } 1. It performs an optimal contraction during initialization and after each measurement, as stated by the following theorem.
Theorem 6: After Step 2 and after each execution of
Step 8 of CSE, H is minimal.
Proof:
Step 1 corresponds to Fall…H †, where HˆV; D; C; x · k k … † and
Step 2 corresponds to Climb…H †. From Theorem 5, these two steps produce the optimal contraction of H. At Step 5, an external contraction of H takes place. After Step 5, H is thus no longer minimal, but it is still up-consistent, if we consider y k as the new root of H. Steps 6, 7 and 8 then correspond to Climb(H). After Step 8, H is minimal from Theorem 4.
& In many practical situations, we are interested not in all variables but only in a few of them. Again in the context of causal state estimation, at time k, we may only want to estimate x k and y k . De®ne the RCSE algorithm, for recursive CSE, by replacing Steps 6, 7 and 8 in CSE by
Note that
Step 8 of CSE does not exist any more in RCSE. Although much simpler, RCSE provides the same accuracy for x k and y k as CSE, as indicated by the next theorem.
Theorem 7: After
Step 7 of RCSE, x k and y k are Hconsistent.
Proof:
The consistency of all variables after Step 2 is a direct consequence of the minimality of H (see Theorem 6). Assume that Theorem 7 is true for k ¡ 1. Consider x k as the root of H.
Step 4, it remains so after Step 5.
(ii) As H x k ‡1ˆS ubTree(H; x k ‡1 ) is up-consistent after Step 2, it remains so after Step 5.
(iii) As H y kˆS ubTree(H; y k¡1 ) is a leaf, it is upconsistent.
From (i), (ii), (iii) and Theorem 1, after Step 6 of RCSE, H is up-consistent and thus its root x k is H-consistent. From Theorem 2, y k is H-consistent after Step 7. & Remark 3: RCSE is similar to the algorithm proposed in Kie er et al. (1998 Kie er et al. ( , 1999 . The main di erence is that in RCSE initialization makes it possible to take into account prior information on the future state or output vectors. Moreover, the use of the theory of set constraint satisfaction problems made it possible to derive Theorem 7 in a very simple way.
Non-causal state estimator
Consider now the non-causal case. Assume that the · k k domains k ; k 2 f1; . . . ; · k kg are available. The minimal contraction of H is computed using Fall± Climb, where the root is chosen as x · k k . It can be translated, for this special problem, into the following non-causal state estimator (NCSE).
Step 2 corresponds to Fall, and Step 3 to Climb. Note that the contracted domain k after Step 1 contains the actual output vector y k with a better accuracy than before Step 1.
Computer implementation
The computer implementation of Fall and Climb requires a representation for sets and an implementation of the local contraction operator » i . A set is represented by a subpaving (union of non-overlapping boxes) that encloses it. For instance, the two-dimensional ring de®ned by x 2 1 ‡ x 2 2 2 ‰1; 2Š can be represented by the subpaving of ®gure 10.
In our context, the local contraction operator » i corresponds either to the image f… † of a set by a vector function f or to the reciprocal image f ¡1 … † of a set . A guaranteed enclosure of f… † can be computed by the algorithm ImageSP (Kie er et al. 1998) and a guaranteed enclosure of f ¡1 … † can be obtained with the algorithm Sivia (Jaulin and Walter 1993) . These two algorithms are based on interval analysis (Moore 1979) . The following example illustrates the principle of ImageSP.
Example 7: Consider again the setˆf…x 1 ; x 2 † 2 2 j x 2 1 ‡ x 2 2 2 ‰1; 2Š and assume that f x … †ˆ…x y; x ‡ y † T : is approximated by the subpaving of ®gure 11(a). The ®rst step minces all boxes of this subpaving into smaller boxes as in ®gure 11(b). Then an outer approximation by a box of the image by f of each of these smaller boxes is computed using interval analysis. For instance, the image of the (much too large) box ‰xŠˆ‰x 1 Š ‰x 2 Šˆ‰1; 2Š ‰3; 4Š would be approximated as { The lines obtained by the non-causal set estimator for kˆ0 are due to the non-invertibility of f. As can be seen from the picture for kˆ1, x…1 † is rather precisely estimated, with a value approximately equal to …0; 3 † T . Solving f…x…0 † †x …1 † amounts to solving x 1 …0 † ‡ x 2 …0 †ˆ2kº, k 2 , the solutions of which correspond to a family of parallel lines in the x…0 †-space.
The algorithms proposed in Kie er et al. (1998 Kie er et al. ( , 1999 for causal state estimation can be interpreted in the framework of the more general Fall± Climb algorithm.
We have chosen in this paper not to put emphasis on computer implementation, but this is of course a critical issue, addressed in detail in Kie er (1999) . The source code in C ‡ ‡ Builder 4, and an executable program for IBM-compatible PCs corresponding to the example are available on request.
Non-linear state estimation is just one of many engineering problems that may bene®t from the use of interval techniques (see Jaulin et al. 2001 ) for a presentation in a more general context.
