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Big Data is not a new challenge, and nowadays the focus has shifted from getting results to 
getting results fast.  
For analytics, faster is always better because faster reaction time improves many situations, 
such as detecting network faults. Faster speed of detecting allows for more time to minimize 
the impact of the incident. 
 
However, reaching real-time analytics is not as simple due to many Big Data technologies 
just were not designed with speed in mind. Thankfully the value of faster Big Data applica-
tions has not gone unnoticed and there are currently multiple interesting applications that can 
help with faster processing or straight out streaming of data. 
 
Difficulty can be selecting the right technology for the use case. Especially since different 
enterprises often have different business and technical requirements and platforms that they 
use. 
 
The challenges were mapped by interviewing few key people in the organization. 
 
For this case company Apache Spark seemed to be most suitable application for real-time 
analytics as it offers fast processing speed, streaming, is supported by the Hadoop stack they 
use and uses Java. 
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1 Intro 
I decided that subject of my thesis will be about data already back in 2013 when I got into 
data analytics and business intelligence because of my, at the time, new job as a chief 
data analyst in a medium sized startup company. After this, roughly one-year experience, 
my career and my studies have heavily focused on data.  
 
My perspective towards data has varied depending on my current work position and the 
subjects I’ve studied, but I can easily say that I have developed a keen interest towards 
data, analytics, business intelligence and the future of the field. 
 
I chose this particular topic regarding data due to its current relevance, as it is still a hot 
topic and due to the fact that my thesis work will be beneficial for my current employer. 
 
Before starting to dig deeper into what Big Data is, it is important to understand what data 
is. Russell Ackoff (1989, 1.) defines data as symbols which represent properties of an 
object or an event. When data is processed, which usually means that some kind of calcu-
lations are performed on it, it is turned into information which allows for more effective 
understanding of the same properties. 
 
Essentially data is raw form of information that needs to be processed before it is useful. 
 
The term, Big Data, has been used to describe large amounts of data and the challenges 
that arise from processing those vast datasets since the year 1998. (Lohr 2014.) However, 
the technologies, such as Apache Hadoop, designed to solve these issues have not been 
around for more than 10 years and ready commercial solutions are even more recent. 
(Hadoop 2007.) 
 
 
Big Data has been surrounded by lot of hype in the media with much of it being unwar-
ranted due inflated expectations from the capabilities of Big Data technologies and bene-
fits they can create. It was suggested that in order for Big Data to be considered a proper 
innovation, companies would need to create innovative and solid business models that 
actually can be proven to create value for their customers. Big Data should be considered 
as the basis for success, not guarantee of it. (Buhl, Röglinger & Moser 2013, 68.) 
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Recently Big Data has been again revalidated by the new accessibility and availability to 
data which allows for new use cases to be created.  
For example, servers are now able to send monitoring data to a centralized service that 
will be able to monitor all logs from all the connected servers and benchmark their perfor-
mance against each other or predict failures and alert engineers. (Dodson, S. 2014.) 
 
These new opportunities come with new challenges, one of which is particular interest of 
this thesis work: How can be these vast datasets processed in a real time fashion? 
 
 
 
1.1 Goals 
The purpose of this thesis work is to examine the current capabilities of Big Data technol-
ogies and how they match the increasing needs of the business owners from the point of 
view of a modern telecom company with emphasis on real time analytics. 
 
The theory part contains general information about Big Data, Big Data technologies, how 
Big Data can be used, Big Data process, definition of ‘real-time’, what kind of issues com-
panies have faced with real time analytics and overview of Big Data technologies. 
 
The empirical part will apply the research of the theory part to the case company’s situa-
tion, which will be briefly explained, and the end result of the thesis work is an implemen-
tation plan of which technologies or techniques can be used to reach business require-
ments.  
 
1.2 Scope 
This thesis will focus on retrieving or streaming data from the Data Lake, issues and 
methods related to saving the data to the Data Lake will be briefly covered, but will not be 
deeply analyzed by this thesis work.  
Legal issues related to the storage and usage of data will not be covered.  
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1.3 Target Company 
The target company for which this thesis work is conducted is a large telecom company 
with over one thousand employees in Finland.  
 
The Big Data platform the company uses is developed by another organization within the 
company.  
 
The perspective of this thesis work will be from the team that leverages the Big Data plat-
form and develops on top of it to reach business goals. 
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2 Big Data? 
2.1 What is Big Data? 
It is important to understand the reasons why Big Data presents a challenge, but also why 
solving this challenge can be beneficial. 
 
A literature review on Big Data papers by Andrea De Mauro, Marco Greco, and Michele 
Grimaldi, concludes that Big Data can be formally defined as follows:  
“Big Data represents the Information assets characterized by such a High 
Volume, Velocity and Variety to require specific Technology and Analytical 
Methods for its transformation into Value” (De Mauro, Greco & Grimaldi, 
2015, 8.) 
 
As stated in the quote above, Big Data can be defined with the three terms volume, veloci-
ty and variety.  Recently, a fourth term, variability, has been suggested to be added 
alongside the three core terms as a key definition. 
 
2.1.1 Volume 
It has been predicted that on 2025 online data growth will reach 180 zettabytes annually, 
huge growth from the comparably small 44 zettabytes in 2013. (EMC Digital Universe with 
Research & Analysis by IDC, 2014.) (Kanellos 2016.) 
1 zettabyte is 1 trillion gigabytes and one gigabyte is 640 web pages (with 1.6MB average 
file size) 
 
The rapid growth of online data can be attributed to the following factors: Storage has be-
come cheaper than ever before, online capabilities have improved to allow for increased 
data collection, more and more people being connected to the internet, being able to use 
the internet in increasingly varied ways and whole new industry of enterprises generating 
and collecting data online, appearing in relative short time. (Dumbill 2012.) 
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There sheer quantity of the data is so massive that the standard ways to process it are 
unable to cope with the task and so parallel processing is required. (Dumbill 2012.) 
 
As the quantities increase also the need for scalable storage and distributed approach to 
querying becomes more relevant in order to gain results in a timely fashion. (Dumbill 
2012.) 
 
The ability to process and analyze large datasets that could not be analyzed with the usu-
al methods, provides better accuracy for forecasts and analyses as the sample size can 
be larger and more factors can be taken into account. (Dumbill 2012.) 
 
Many companies already store large volumes of data, but lack the ability to process these 
datasets, as standard relational database infrastructures cannot handle the operations in 
reasonable time. (Dumbill 2012.) 
 
 
2.1.2 Velocity 
One of the reasons why datasets have been growing so large, is that more data is being 
collected more frequently and the data collected is more complex. Faster collection of 
data is due to faster internet infrastructure, increased usage of online services, mobile 
devices and sensors. For example, modern cars can contain 100s of sensors. (IBM 2013.) 
 
The increased frequency of data is being saved is enough to cause issues for convention-
al relational data infrastructures, but velocity also refers to the ability to extract value from 
the saved data in a manner that is quick enough. Both saving and processing the data 
have to be fast and accurate enough to fulfill the requirements of the business process 
trying to benefit from the data. This is called the feedback loop. (Dumbill 2012.) 
 
One relevant example regarding this was in the IBM ad about the use of traffic data: 
  
“You would not trust 5-minute old traffic data to cross the road, would you?” 
(IBM Video 2010.) 
 
Specialized industries, such as financial traders, have taken advantage of quickly growing 
datasets for many years and now the technology has been made available for more gen-
eral usage, ranging from traffic data to the data generated by the Large Hadron Collider. 
(Dumbill 2012.) 
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Most common term for accessing and using stored data is called streaming. Streaming is 
necessary when data comes in at such speeds that some processing is required before 
the data is stored, for example data that requires an immediate response such as mobile 
application and online gaming data. (Dumbill 2012.) 
 
Bottom line is: The faster a company can act on data the better competitive advantage 
they have. (Dumbill 2012.) 
  
 
2.1.3 Variety 
 
Taking advantage of data is not a new thing, business intelligence can be traced back to 
Principles of Scientific Management from 1911 (Taylor, 1911.) and the time management 
operations that it defined. Accounting and mathematics have been around for even longer.  
 
Since the dawn of commercial computers around the 1960s analytics and business intelli-
gence have taken a huge leap forward, but the data most commonly used has been in a 
rather strict, structured form. Such as rows in a database or numbers in a specified for-
mat. (Nawab 2012.) 
 
Even today, many systems are still bound to strict relational databases and can only han-
dle data in very specific, structured formats, which is why one of the larger issues with 
data today, is that it can be anything, in any structure and in any format. (Dumbill 2012.) 
 
Big Data aims to save data as is, without trying to force it into specific form. This data can 
be numbers, text, pictures, music, video files or even feed from sensors and the saving 
process will be very similar for all types of data. (Dumbill 2012.) 
 
The Big Data technologies aim to extract value from these different types of data, by pro-
cessing them at the point when the data will be used, rather than when it is saved. This 
way there is no loss of source data as everything is saved as is and structure is specified 
at the point of usage. (Dumbill 2012.) 
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2.1.4 Variability 
Variability is a rather new addition to the definition of Big Data.  
It means that the other dimensions of the data can vary depending on time. For example, 
a set of JSON data with certain structure can be flowing into the data storage, but due to 
some changes in the source system, the structure of the data can change. This kind of 
variability in the structure of the data presents a unique challenge that Big Data solutions 
will have to be able to work around (DeVan, 2016; McNulty 2014; National Institute of 
Standards and Technology 2015, 4, 15.)  
 
2.1.5 Additional definitions 
There are few other terms used to describe Big Data, but they are not as widespread as 
the four terms discussed above.  
 
These additional definitions include: Veracity, Visualization and Value. 
 
Veracity describes the correctness of the data: If your data is incorrect, it will be difficult to 
reap benefits from it. (DeVan, 2016; McNulty 2014.) 
 
Visualization addresses the issue of turning data into easily digestible information. Bar 
charts and the like are a good starting point, but more complex data demands the ability to 
visualize it in more complex ways. (DeVan, 2016; McNulty 2014.) 
 
Value is used to point out that data itself is not worth anything, if it cannot be used for 
benefits, but has a great potential for being very valuable. (DeVan, 2016; McNulty 2014.)  
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2.2 What benefits can be gained from Big Data 
According to the study conducted by Jacques Bughin on 273 global telecom companies, 
of which 80 had started a Big Data project, relatively few telecom companies had fully 
embraced the Big Data initiative in order to gain significant profits.  However, few compa-
nies had been able to prove that investing into Big Data pays off. (Bughin 2016, 15-16.) 
 
However, not all telecom companies reported to be successful with their big data initia-
tives. (Bughin 2016, 8.) 
 
One of the ways the companies reported to have profited from their big data initiative was 
to use Big Data analytical models to estimate the likely times when their network engi-
neers should be ready to take steps to ease the stress on the network caused by heavy 
usage of video streaming. (Bughin 2016, 7.) 
 
Another reported way was to combine multiple sources of data, such as sociodemograph-
ic, customer touchpoint and network usage data which was then driven through a machine 
learning algorithm in order to determine, in real time, customers who were most likely to 
churn, defect or not be able to pay their bills. This allowed the company to improve recov-
ery of payments by 35 percent and reduce churn by 3 percent. (Bughin 2016, 7.) 
 
Cloudera laid out four key categories of opportunities for Telecom companies regarding 
Big Data: Customer Experience Management (Customer 360), Network Optimization & 
Analytics, Telco Operational Analytics & Data Monetization. (Cloudera 2015, 1.) 
 
Customer Experience Management is a key factor in keeping customers happy and from 
switching operators. Competition among operators regarding customer experience man-
agement is constant as even a slightest edge can cause a major boost in revenue or drop 
in churn. (Cloudera 2015, 1-2.) 
 
A 360 view of the company’s customer base can allow for better targeted marketing and 
personalization of service. This can lead to growth of revenue due to ability to better offer 
personalized offerings and opportunies for upsell and cross-sell.  
 
Micro-segmenting may allow for creation of right opportunities at the right time for the right 
customer. (Cloudera 2015, 2.) Showing a customer an offer for a new phone will most 
likely fail, if the customer has purchased a new phone 1 week ago. 
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Telecom companies are also able to create better proactive care by taking advantage of 
Big Data solutions and identifying issues before they affect the customer, before the cus-
tomer has to notify them of the issue or by just reactively contacting the customer and 
notifying that the issue can be solved. (Cloudera 2015, 2.) 
 
Churn prediction and prevention is a huge opportunity for the company to save costs; pre-
venting a customer leaving is cheaper than acquiring new customers. For example, a 
campaign can be launched to target at-risk customers and a better offer or a deal be bro-
kered in order to ensure that the customer stays with the current telecom provider. Simi-
larly social media sentiment analysis can be used to identify issues and proactive help 
issued. (Cloudera 2015, 2.) 
 
Networks are a core component of any telecom provider’s business and thus bring inter-
esting opportunities for optimization and analytics by using Big Data, especially related to 
mobile data. (Cloudera 2015, 2.) 
 
 
Network capacity planning and optimization decisions can be made easier with Big Data 
by taking into account data points such as data usage, customer density and combining 
them with location and traffic data, as high traffic areas can be more easily recognized 
and load decreased before outages occur. (Cloudera 2015, 2.) 
 
Similarly, network expansion and investment planning can take advantage of Big Data to 
analyze customer experience, network load data, revenue potential and location data to 
maximize the impact of the investments into network upgrades. For example, BT is al-
ready using Big Data analytics to prioritize when and where to expand their high-speed 
broadband services. (Cloudera 2015, 2-3.) 
 
Network monitoring can be atomized and with real time analytics and problems can be 
detected and response handled without the need for human input. The traffic from sur-
rounding cell towers can tell of a possible issue with a cell tower and the system can dis-
patch a maintenance group to check out in case of an issue. This faster response will no 
doubt lead to faster issue handling and better customer experience. (Cloudera 2015, 2-3.) 
 
Telecom operational analytics present opportunities for the companies to plug possible 
revenue leaks, detect fraud and help combat cyber security issues. (Cloudera 2015, 3.) 
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Big Data also can create new business opportunities by allowing the telecom companies 
to monetize their data by combining different datasets and selling Data analytics as ser-
vice or by leveraging IoT-data and M2M analytics. (Cloudera 2015, 3-4.) 
 
Paper by Nader, M. & Jameela, A. (2015.) outlined few interesting use cases for Big Data 
systems that are able to handle sub one second analytics. These were Intelligent Trans-
portation, Crowd Control, Large-Scale Emergency Response and Early Warning for Natu-
ral Disasters. 
 
Intelligent transportation would be achieved by taking advantage of sensors within vehi-
cles and on the roads. Leveraging these datasets would allow the system to determine the 
shortest or fuel efficient routes to the destination, while taking account into changing vari-
ables such as traffic and weather conditions. These datasets could be also used to mini-
mize the time wasted on deliveries for truck drivers as well. (Nader & Jameela 2015, 3.) 
 
Mobiles apps and vehicle sensors can be used to detect crowd movements which can be 
a useful asset to law enforcement when dealing with events that cause large crowd 
movements such as protests, concerts and seasonal celebrations such as New Year cel-
ebrations in New York. With this data in hand, the law enforcement can make decisions in 
real time to close streets from traffic, bring additional resources to the field or proactively 
plan how to react to a possible emergency situation. (Nader & Jameela 2015, 4.) 
 
When a large-scale emergency occurs, the need for a system that can rapidly process all 
the information regarding the incident becomes increasingly useful as decisions have to 
be made as fast as possible and resources allocated to maximize their impact.  Ability 
process the data in real time allows for quick changes to the plan as new information be-
comes available. (Nader & Jameela 2015, 4.) 
 
Real-time Big Data analytics can also be used as early warning for natural disasters by 
analyzing data from multiple different sensors to determine which areas will be affected by 
an earthquake or a tsunami and sending out an alarm fast enough. Analytics can be also 
used to guide people to safety while avoiding traffic jams and too large crowds from form-
ing. (Nader & Jameela 2015, 5.) 
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2.3 Big Data Process 
There are multiple steps and paths to business benefits when extracting business value 
from Big Data. 
 
A single typical example process of turning raw data into value is called the Data Value 
Chain. (Miller & Mork 2013, 1-3.) 
 
The goals of the Data Value Chain are as follows:  
 
Managing the data across the enterprise sequence starting from the systems and stake-
holders which generate data to the end users of information. 
Coordinating data collection from diverse sources and analyzing the extracted data to gain 
improvements in service performance and improving the quality of decisions. 
Consolidate data management to improve the outcomes for all participants of the process. 
(Miller & Mork 2013, 1-3.) 
 
The Data Value Chain itself can be divided into three parts: Data discovery, Data integra-
tion and data exploitation. (Miller & Mork 2013, 1-3.) 
 
Data discovery consists of finding, preparing and organizing all the relevant data re-
sources. The data resources should be organized, their completeness evaluated and 
commentated.  (Miller & Mork 2013, 1-3.) 
 
First step is to bring the data to a secure and shared storage system. This storage system 
can be massively parallel distributed system, such as Hadoop DFS, Big Table, or Mon-
goDB. Equal amount of attention will have to be paid to access control due to legal and 
privacy reasons. (Miller & Mork, 2013 1-3.) 
 
Next the syntax, structure, metadata and semantics should be defined and organized. The 
better the metadata, easier integration up- or downstream will be because of easier infor-
mation sharing. (Miller & Mork, 2013 1-3.) 
 
Techniques such as the Dublin Core and Department of Defense Discovery Metadata 
Specification can be used to help with preparing the data. Dublin Core is a metadata vo-
cabulary that can be used to describe web resources as well as physical assets and 
DDMS is more for developing a suitable classification system for metadata and applying 
that to the datasets used in the project. (Miller & Mork, 2013 1-3.) 
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Data integration step consists of mapping datasets and metadata together into a produc-
tion that suits the purpose of the case in question.  Essentially, during this step the differ-
ent datasets will be combined together to create the basis for the analysis so that the 
wanted end result can be achieved. (Miller & Mork 2013, 1-3.) 
 
Data exploitation step consists analyzing, visualizing and decision making. 
Once the data has been collected and integrated, business benefits can be then “exploit-
ed” from it. (Miller & Mork 2013, 1-3.) 
 
In analysis phase the programming model and implementations for processing and gen-
erating large datasets. What this means, is that during analysis, the data will be processed 
in to a form that information can be extracted from it. (Miller & Mork 2013, 1-3.) 
One of the most popular Big Data techniques is called Apache MapReduce.  
There are variety of techniques related to big data analytics and it can be considered the 
most mature based on the amount of different techniques and tools. (Miller & Mork 2013, 
1-3.) 
 
Analysis also covers maintaining the origin of the data and the metadata, so that the anal-
ysis can be recreated if necessary. (Miller & Mork 2013, 1-3.) 
 
Second to last step is visualize. This step takes the calculations from the last step and 
portrays them in visually efficient ways so that human brain can interpret the results easi-
er. Visualizations can be anything from simple bar charts and dashboards to virtual reality 
systems. (Miller & Mork 2013, 1-3.) 
 
The final step of the Data Value Chain is decision making. 
In the end, the whole process is useless if no action is taken or if no change is being 
made. Sometimes the results can be just used to verify facts or gain new ideas for future 
analyses, but the main point of the whole process is to guide decision making. (Miller & 
Mork 2013, 1-3.) 
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2.4 Definition of Real Time  
The term “real-time” can mean different things to different people depending on how ur-
gent their needs actually are. If the exact meaning of “real-time” is not specified, confusion 
regarding the expectations of the goals of a real-time analytics project can rise. (Schulte 
2016, 3.) 
 
Most large companies are making thousands of real-time decisions every minute. These 
decisions can be customer specific, such as showing tailored offers to customers on the 
website based on customer data or rerouting delivery trucks based on traffic data. 
(Schulte 2016, 3.) 
 
Determining when to use real-time analytics can be difficult because many things need to 
be considered and getting to real-time is not always even possible depending on the 
source systems and used technologies. (Schulte 2016, 3.) 
 
When speaking about real-time analytics in engineering, real time usually means that the 
systems act in seconds, milliseconds or even microseconds. This is usually requirement 
for control systems of airplanes, power plants, self-driving cars and other machines. Time-
sensitive software applications, like high-frequency trading systems, might also take ad-
vantage of engineering real-time concepts, even though they might not actually work in 
real-time. (Schulte 2016, 4.) 
 
When business people say “real time” they normally just imply fast or close to real time. 
Business real time is more about situational awareness: It answers the questions, what is 
currently happening in the business or what will happen in the near future based on histor-
ical data. (Schulte 2016, 4.) 
 
Business real time is relevant to ventures that concern people because people are not as 
rigid as machines in their interactions. It is very difficult separate business real time from 
recent time. (Schulte 2016, 4.) 
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2.5 Challenges with real-time analytics 
 
In order to understand the challenged faced with Real-time Big Data analytics, it is neces-
sary to first understand the difference between open loop and closed loop Big Data ap-
proaches. (Nader & Jameela 2014.) 
 
Most standard Big Data projects are open loop in nature, which means that a Big Data 
project is started for a specific business realm with the goal of gaining insights that can be 
used to improve the realm or related processes. Open loop systems do not integrate the 
results of their analysis back to the loop itself. (Nader & Jameela 2014.) 
 
Real-time Big Data analytics projects are usually closed loop approaches where the frame 
of action is very limited and in most cases, cannot wait for human input. In closed loop 
systems, feedback from the process itself is used to direct the next actions of the system. 
(Nader & Jameela 2014.) 
 
One of the main challenges of real time Big Data analytics is real-time event transfer. 
What this means is that once an event is created, it will have to be transferred somewhere 
to be processed. This is called centralized approach and it is good when the amount of 
events does not exceed the speed of the network used to transmit them. If the amount of 
events exceeds the capacity, then Real-time analytics cannot be achieved. (Nader & 
Jameela 2014.) 
 
A solution to high volume of events is to use a decentralized processing approach, where 
some processing, such as filtering or aggregation, will be done before the events are 
transmitted, reducing the amount of data being sent. This filtering and aggregation can be 
open- or closed-loop in nature: (Nader & Jameela 2014.) 
 
The filtering and aggregation rules can be predefined or be defined on the fly based on 
recent events or resource usage, which is called Real-time situation discovery. (Nader & 
Jameela 2014.) 
 
A direct challenge for Real-time analytics is combining stored Big Data with real-time data 
in order to predict performance and risks for the business domain. Big Data’s volume pre-
sents a challenge, but the data can be abstracted to smaller pieces so that it can be used 
within the demands of the business. These analytics processes are usually very resource 
intensive which is why techniques such as parallel processes are required. 
(Nader & Jameela 2014.) 
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2.6 Big Data Technologies 
Big Data is almost synonymous for Hadoop as it was Google’s Big Data work on MapRe-
duce and Google File System that was made open source and then molded to Apache 
Hadoop. (EMC Education Services 2014.) 
 
Big Data platforms can be roughly divided to four different layers: Integration layer, stor-
age layer, services layer and process layer. See Picture 1 how the components are 
aligned on these layers in Cloudera’s stack. 
 
Picture 1. Components of Cloudera Hadoop Stack (Cote 2016) 
 
2.6.1 Big Data Platforms 
Big Data platform is a combined IT-solution that provides capabilities of many different Big 
Data applications in an environment that ensures that all the provided components work 
together. These platforms can work in cloud or be deployed to a server.  (Techopedia.) 
 
The largest benefit of Big Data platforms is the ease of getting started. The users do not 
have to spend lot of time in order to get started as all the components should work togeth-
er and integration to other systems is also easier. Of course customization is possible, but 
not necessary. (Techopedia.) 
 
Biggest differences between vendors are the building blocks that they use, with large ven-
dors such as Microsoft, IBM and Oracle, using many of their own products. (Techopedia.) 
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Products: Amazon Web Services, Cloudera Enterprise Platform for Big Data, IBM Big Da-
ta Platform, Microsoft HDInsight, SAP Hana & Oracle Big Data. 
 
2.6.2 NoSQL databases 
NoSQL is a general term of describing new data storage technologies that are aimed to 
work with applications that need to store massive amounts of new and swiftly changing 
data in all forms, structured and unstructured. (MongoDB.) 
 
NoSQL databases are optimized for fast writing as the schema of the data will only be 
specified at the moment of usage, this also allows for more agile development as sche-
mas can be specified at the moment of reading. (MongoDB.) 
 
Other key features are availability, accessibility and scalability. (MongoDB.) 
 
Key advantage over normal relational databases is that the data can be split on many 
different servers and similarly the load is also shared between those servers. This means 
that NoSQL databases can be horizontally scaled relatively easily. (MongoDB.) 
 
The NoSQL technology is however relatively immature and by no means perfect for every 
situation. (Richards, 2015.) 
 
Products: MongoDB, Redis, Cassandra, CouchDB and HBase. 
 
 
2.6.3 Hadoop HDSF 
Apache Hadoop Distributed File System is way of spreading data on to multiple normal 
servers by splitting up the potentially huge dataset on to each server on the cluster. Cop-
ies of each piece of the data are backed up to different servers as well, in case a single 
server fails. 
 
This usage of distributed computing power also allows for faster processing of data, be-
cause the processing can also be split between machines. (IBM HDFS.) 
 
  
17 
2.6.4 Hadoop MapReduce 
Apache Hadoop MapReduce is a technique which allows for parallel processing of data 
on separate Hadoop clusters. This allows for huge horizontal scalability and processing 
power. 
 
It has gotten its name from the two tasks, or jobs, that together create the technique. 
Mapper jobs. The dataset is divided for the mappers with certain criteria and after all the 
mappers have completed their jobs, the reducers start working and combine the data from 
the mappers getting the wanted results. (IBM MapReduce.) 
 
Essentially, MapReduce is a way to perform parallel calculations on a distributed file sys-
tem. (IBM MapReduce.) 
 
2.6.5 Hive 
Apache Hive is a query language built to work on NoSQL databases. It uses a similar syn-
tax to SQL called HiveSQL which Hive then turns into MapReduce jobs. Its main tasks are 
aggregation, querying and analysis.  (Rouse, 2012.) 
 
Hive and Pig are similar languages, but the major difference is that Pig works with data 
flows while Pig works with data that already exists in the database. When changes are 
made in Pig, they are not saved, unlike in Hive where the changes persist after each que-
ry. 
(Hortonworks b.) 
2.6.6 Pig 
Apache Pig is a high level programming language that allows for easier programming of 
MapReduce jobs without having to touch MapReduce code. This way the logic can be 
separated from the MapReduce’s own logic. (Rouse, 2014.) 
 
A good use case for Pig would be an ETL process of source data to the database accord-
ing to rules specified. Pig comes with user defined functions which make it relatively easy 
programming language to use.  (Hortonworks a.) 
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2.7 Future trends 
 
Gartner’s picks for biggest trends related to Big Data, currently and in the near future are 
AI & machine learning, intelligent apps and intelligent things. 
 
AI & Machine learning is not a new trend, but will be relevant as long as there still are 
tasks to automate. Machine learning will be more and more relevant for the full automati-
zation of factories as well as improving the performance of individuals via decision support 
systems. (Panetta 2016.) 
 
Benefits reaped by intelligent apps consists of advanced analytics, autonomous business 
processes and AI-powered intelligent interfaces. Along with machine learning, AI will help 
to automate processes, decision making and create better virtual assistants (Panetta 
2016.) 
 
IoT will evolve to intelligent things which means that robots and drones may come with 
some sort of embedded intelligence that will allow them learn to perform their tasks better. 
This may also lead to intelligent things, such as self-driving cars, to communicate and to 
work together. (Panetta 2016.) One thing is certain, IoT-data will grow. (Jeevan 2016.) 
 
 
Another shift is happening in the way Big Data is being thought about. The definition of 3 
Vs, volume, velocity and variety is no longer in the focus as there now exists multiple solu-
tions to those challenges. Now the new hot issues are mostly related to fast data, actiona-
ble data, relevant data and smart data.  (SmartDataCollective 2015.) 
 
Fast data relates to the same need that launched this thesis work: How can be large da-
tasets be processed in a real time fashion?  (SmartDataCollective 2015.) 
 
Actionable data points to the challenge of actually getting usable results out of data so 
that data can be used to guide decision making. A good example is social media data 
which can be analyzed to find out consumer sentiment regarding new products thus lead-
ing to discovering insights before it can be seen from the revenue of the company. (Gam-
bhir.) 
 
  
19 
Relevant data refers to the difficulty of analyzing data with the context of other datasets. 
There may have been unseen events that have affected multiple datasets, but the con-
nection is not visible from analyzing just a single dataset.  (SmartDataCollective 2015.) 
 
Meaning based computing or smart data is used to indicate the difficulty of creating self-
improving models and programs that improve based on the data that they collect from 
multiple sources. A good example of smart data could be a wind power plant that uses 
sensor data to detect possible issue and react to it before it causes an outage. (Wolfgang 
2015.) 
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3 Research 
 
3.1 Methods 
Five open interviews were performed in addition to literature research. The discussions 
were open, but help questions were used to guide the direction of the discussion. Empha-
sis was put on real-time processing, finding challenges in ongoing processes and technol-
ogies and Spark. 
 
The product owner of the company’s Big Data solution was interviewed so that the busi-
ness requirements behind the need for real-time analytics were clarified. 
 
Two technical developers were interview to understand what the possible issues are and 
to identify potential bottle necks in the systems and processes. 
 
The main architect of the Big Data solution was interview to understand what capabilities 
are currently possible and which will be in the future and also what kind of challenges the 
developers of the Big Data stack face, especially towards implementing new tools such as 
Spark. 
 
Last, a person responsible for an IoT-based project was interviewed to better understand 
what kind of real-time projects the target company is considering. 
 
3.2 Defining the research question: 
 
In order to better understand the business needs behind the research question, an open 
interview was held with the business owner of the Big Data solution.  
 
The Big Data project for the target company was initiated by the company’s business sec-
tor, not IT-department, as a need for right time data and enabling real time data became 
apparent. The two proposed use cases for real time Big Data analytics were a service 
assurance project and an online customer insight project. (Business Owner 2016.) 
 
The service assurance project aims to use network data to improve the quality of the ser-
vice by using advance analytics to figure out where and when issues may rise. This is an 
example of an open loop approach where first the process won’t be automated and the 
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results will be used to react and improve the networks by hand. It is possible that in the 
future this process will be automated and adjustments to the network will be done on the 
fly automatically. (Business Owner 2016.) 
 
The online customer insight project tries to leverage already existing customer data in 
close to real time fashion when the customer accesses the company’s online services. For 
example, if a customer has prior tickets related to issues with a specific product, then the 
offers shown to the customer will not include upgrades to that service or if customer has 
looked a product in the past, without purchasing the same offer will be actively shown 
again to him. (Business Owner 2016.) 
 
This is a project’s result will be most likely an automated system which will guide the cus-
tomer’s online experience based on their prior interactions with the company. (Business 
Owner 2016.) 
 
Due to the low maturity level of Big Data in the target company, there still have not been 
clearly defined rules on what kind of data can be saved to the data storage and what can-
not be. This has been a substantial bottleneck for the development, but efforts are being 
made that an understanding can be reached with the stakeholders. (Business Owner 
2016.) 
 
One of the key issues that the Big Data initiative faces is lack of knowledge of which Big 
Data tools to use in order to reach the business goals. (Business Owner 2016.)  
 
 
3.3 Case Company’s Big Data solution  
 
The case company’s Big Data solution is known by the name Common Data Lake, CDL. 
CDL is used to mean the whole Big Data project, including systems, data, people and 
processes. 
 
In order to understand the system, it is first important to understand what exactly Data 
Lake means and how it compares to the more traditional data warehouses. 
 
When saving data to a warehouse, it has to adhere to the rules, restrictions and structure 
of the target database’s tables, which can require lot of manual mapping and transforming 
work.  
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Data Lake’s design principles allow for lesser emphasis to be put on structuring the data 
on saving. This design philosophy allows for fast saving of new data sources, as any 
structure needed can be specified later on when the data will be used.  (Dull 9.2015.) 
 
Traditional data warehouses can be expensive as they are usually proprietary software. 
Hadoop is open source software and because it is distributed, it will run on multiple nodes 
which usually are not high end hardware. Power of Hadoop comes from the distributed 
computing power from multiple nodes. (Dull 9.2015.) 
 
Data Lake can also be relatively agile, as the structure will be defined case by case de-
pending on the project because there is no set structure for the data when it is saved. Da-
ta warehouses have prespecified structure, which can prove to be difficult to change if 
many business processes already have been adapted to it. (Dull 9.2015.) 
 
However, Data Lake still lacks the advanced security features of a more mature Data 
warehouse solution, which limits the data that can be saved to the Data Lake. Similarly, 
Data Lake is still relatively new concept and has not been widely adopted, which means 
that the technology and the processes are perhaps not mature enough for all use cases. 
(Dull 9.2015.) 
 
Bottom line is that Data warehouse and Data Lake are different techniques for saving da-
ta. They are not meant to replace each other, but to rather supplement each other. (Dull 
9.2015.) 
 
CDL was designed to work alongside with the current data warehouses, data marts and 
Business Intelligence stack of the company. It was not designed to replace the core data 
warehousing systems, just to act as a fluid storage between data source systems and 
analytical data consuming systems. 
 
On top of CDL runs Cloudera’s Enterprise Big Data platform that is used for its Data appli-
cations and tools. The current version of the Cloudera Apache Hadoop on CDL is 5.4.2, 
whereas the newest available version is 5.9.0.  
 
As seen on Picture 2, multiple Hadoop components have not yet been implemented as 
ensuring the maturity, stability and security of them takes time. For the similar reasons the 
company cannot update to newer versions of Cloudera Apache Hadoop without first mak-
ing sure that everything works with the updates. 
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Picture 2. Case company’s Cloudera Stack. Red components enabled, white not yet (CDL 
Solution Architecture) 
 
An interview with a Big Data developer was also organized to gather information on the 
technical challenges faced by the Big Data initiative. 
 
According to the Big Data developer, the company’s current Big Data solution is not ready 
for real-time analytics. Currently the team is still struggling with getting data to the CDL 
fast enough so that’s where most effort is being channeled and not as much emphasis 
has been put to the processing side of things. (CDL Developer 10.2016 & 11.2016.) 
 
Another large bottle neck in the Big Data system is the general enterprise bus the compa-
ny uses to send out messages between systems. The general enterprise service bus is 
the preferred method of delivering data to the CDL. (CDL Solution Architecture - General 
Description, 13.) For some systems it works, but it was not designed to work with heavy 
data transfer in real time and so does not support all use cases. Many legacy systems 
which are connected to it also cannot output data fast enough to be useful for real-time 
analytics purposes. (CDL Developer 25.10.2016 & 04.11.2016.)  
 
Development of the CDL platform is handled by a different organization within the same 
company as the team that develops on top of CDL to answer the needs of the business. 
The team that handles development of the CDL platform has to ensure that all new soft-
ware works together without breaking existing applications, compromising the security of 
the platform. This however slows down the development and introduction of new compo-
nents. (CDL Main Architect 16.11.2016.) 
 
One notable challenge that was brought up was lack of communication between parties 
and information sharing. However the different parties were aware of these issues as 
there were some plans to already improve communication, such as workshops. 
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3.4 Results 
Two of the business demands were to identify Big Data tools that can help with challenges 
brought on by the real-time or close to real-time demands. From the interviews it came 
apparent that in some cases MapReduce just cannot provide the processing power for the 
required speed, so something faster should be considered.  
 
Apache Storm, Apache S4, Apache Apex and Apache Flink were also considered, but 
Spark was ultimately chosen for the focus of this thesis work as the Cloudera Big Data 
stack already supports Spark and that there apparently have been some tests with Spark 
in the target company. 
 
It is worth keeping track of these other technologies and how they evolve as there might 
be unique use cases for them in the future. 
 
3.4.1 Apache Spark 
Apache Spark is an open source, large-scale, distributed processing engine that boasts 
100x faster in-memory and 10x faster on disk processing compared to MapReduce.  
This can be attributed to the fact that MapReduce was not designed with speed in mind, 
its main purpose is to handle and process large datasets. (Vardhan 2015) Spark’s faster 
processing speed is demonstrated in Picture 3. 
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Picture 3. Processing speed difference between Spark and MapReduce (Vardhan 2015) 
 
Spark core manages task scheduling, memory management, fault recovery and contains 
the APIs that are used to manipulate the RDDs.  (Rathore 2016.) 
 
MapReduce uses batch processing, which means that it takes in all the data at once and 
then process it in multiple jobs and then returns the results at the end of the process, not 
really useful for real-time use cases. What also slows down MapReduce is the fact that it 
has to save intermediate results to disk instead of using memory for iteration like Spark as 
demonstrated by Picture 4. (Siva 2016.) 
 
Picture 4. MapReduce and Spark processing differences (Bosshart 2014) 
 
 
What makes Spark special is Resilient Distributed Datasets (RDDs) which can be simply 
explained as distributed collection of elements. This RDD is then split to partitions that can 
be processed at the same time on different nodes. RDD also contains the information how 
the dataset was built, which means that RDDs do not have to be loaded into memory all 
the time, as they can be constructed when needed. (Vardhan 2015.) 
Another key advantage of Spark is that it is very fault tolerant. If a node fails, it can be 
recomputed in seconds as the data can be reproduced by using lineage. (Kharbanda 
2015.) 
 
Currently Apache Spark is being supported by multiple larger Big Data vendors such as 
IBM, MapR, Cloudera, Intel and Hortonworks which means that its development most like-
ly will not cease soon. (Vardhan 2015.) 
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3.4.2 Spark Streaming 
Even though Spark may allow for real time exploration of data, it alone is may not be able 
to answer the real time or close to real time needs posed by the business. Spark Stream-
ing is an extension to Spark which allows for stream processing of data from the data 
source. 
 
Spark Streaming gets data from a live data streams, divides the data into micro batches 
which are then in turn processed into the results by the Spark engine. The batch size de-
termines the latency of the system and how fast the data can be streamed, the smaller it 
is, the faster the data comes in. (Mahanthesh 2016.) 
 
The biggest difference between vanilla Spark and Spark Streaming is that Spark Stream-
ing uses micro batching called D-streaming whereas Spark is use normal batching. Micro 
batching allows for lower latency as the RDDs are divided into smaller batches. 
(Mahanthesh 2016.) 
 
Streaming can use services such as Kafka, Flume or HFDS to create D-streams. Creation 
of simple Spark Streaming apps that listen to a hostname and port for data is fairly straight 
forward and simple. (Kropp 2015.) 
 
 
 
Picture 5. Spark Stack components (Apache Spark) 
 
As seen on picture 5, Spark comes with couple other modules in addition to Spark 
Streaming. These are: Spark SQL, MLib and GraphX. Although they are not fully relevant 
  
27 
to streaming, it is a good idea to understand what they are about, as all the Spark stack’s 
modules can be combined in a one program. (Apache Spark a.) 
Spark SQL is a module that allows for querying of structured or semi-structured data. (Tu-
torials Point.) 
 
MLib is a machine learning library that contains many common algorithms and utilities 
allowing for fast machine learning to be performed on top of Spark core. (Apache Spark 
a.) 
 
GraphX is a graph processing module that allows for processing of graph data sets on 
distributed systems. (Apache Spark b.) 
 
Installation of Spark requires both Scala and Java Development Kit 
3.4.3 Downsides of Apache Spark 
Although Spark may seem like an improvement in many ways over MapReduce there still 
are some downsides to it. 
 
Spark Streaming works with micro batching, which will not be able to reach a level of la-
tency required by engineering real-time standards, latency of milliseconds. However, the 
batch size can be low as 0.5 seconds which is good enough for most business needs 
where the latency needs to be in seconds.  
(Tathagata 2013.) 
 
MapReduce is a more mature technology and has been in development for longer which 
can prove to be significant benefit over Spark, as work on Spark may consume more re-
sources due to Spark being still the more unstable one of the two technologies. (CDL 
Main Architect 16.11.2016.) 
 
A real downside of any new technology is that the job market initially lacks the necessary 
skills with the newer technology. This of course makes using MapReduce more appealing 
as it has been the standard batch processing technology since the start of the Big Data 
boom and already has a skilled work force. Due to same reasons, MapReduce also has a 
greater support of other applications. (DeZyre 2014.) 
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3.4.4 Kafka 
 
One of the recognized bottlenecks for the company’s Big Data platform was the limitation 
of it’s publish-subscribe messaging system. (CDL Developer 10.2016 & 11.2016.) Alt-
hough this thesis work is focused on the processing side of Big Data analytics, it is worth 
taking a quick, high level look at how Kafka could potentially help with this issue and how 
it fits to the Big Data ecosystem. 
 
Publish-subscribe system is an event bus that receives messages from publishers and 
then sends them out via topics. The messages can contain any data. Subscribers then 
can subscribe only to those topics which are relevant to them. This way the Publish-
subscribe systems can relay the same information to many subscribers without having to 
build separate interfaces for each different subscriber. (Abdelrazzak.)  See picture 6 for a 
simplified example of similar system delivering a message to multiple subscribers. 
 
 
 
 
Picture 6. Simple publish-subscribe system (RedHat) 
 
Kafka is a distributed publish-subscribe messaging system that has been designed with 
speed and size in mind. It was created by LinkedIn as a solution to standardize data pipe-
lines for saving data to Hadoop as creation of separate, custom data pipelines for each 
system increased complexity and made maintainability difficult. (Shapira & Holoman 
2014.) 
 
 
Kafka has four APIs as shown in picture 7. Producer API publishes messages to a Kafka 
topic or multiple topics. Consumer API allows an application to subscribe and receive data 
from one or more topics. Streams API allows for an application to process a stream com-
ing from a topic to an external source or back to Kafka. (KAFKA STREAMS.) Connector 
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APIs are used to connect to data source such as relational databases and used to read or 
save large amounts of data into topics. (KAFKA CONNECT.) 
 
 
 
 
 
 
Picture 7. Kafka APIs (Apache Kafka) 
 
The main reason Kafka is relevant to this thesis work is because it is widely used way to 
get data to Hadoop’s file system and because its stream API integrates well with Spark 
Streaming. (Shapira & Holoman 2014.) 
 
Kafka’s site lists the following two sentences as the main use cases for it. 
“1. Building real-time streaming data pipelines that reliably get data between systems or 
applications” 
“2. Building real-time streaming applications that transform or react to the streams of data” 
(Apache Kafka.) 
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3.5 Implementation Plan Example 
 
The following example is based on MAPR Academy Lesson 8 - Create Data Pipelines 
with Apache Spark. 
 
A possible use case for Spark Streaming might look something like this.  
 
First the data source should be defined. In this example, sensor data from temperature 
sensors in Json format will be used as it mirrors the kind of use cases the target company 
actually works with. However, the data could be anything from CSV files, relational data-
base data to sensor streams. 
 
Then the data will have to be ingested via a third party messaging tool such as Kafka, 
Flume or deposited directly to a file system where it can be read. These systems usually 
define how big the latency of the whole process will be. If the data is only published every 
minute, then the fastest latency the whole system can offer is minute plus the latency of 
processing the data. 
 
Next the data will be processed by Spark streaming or a similar stream processing en-
gine. For this example, a data will be streamed from HDFS system as it is simple to im-
plement. (Poullet 2015.) In this step, the continuous data will be divided to micro batches 
based on the time when they were received which will be then processed by Spark. 
 
There are two types of operations on D-Streams: Transform and output, which run be-
tween time intervals on each step and create the processed output batches. These opera-
tions affect batches inside the D-Streams and the data inside of the batches. 
 
After the data has been processed, it should be saved to a No-SQL database that is ca-
pable of delivering data fast. This No-SQL database could be possibly Apache Hbase or 
similar. 
 
Finally the processed data is delivered to dashboard to an application where it will be fur-
ther used. The data can also be saved back to data storage for future use. In this example 
the data could be used to send out alarms if a temperature sensor reached a temperature 
over a baseline fetched from historical records saved in a database indicating an issue 
with the sensor or a fire. 
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3.6 Conclusions 
 
It does not seem like the Big Data process for the company is developed enough yet. 
There are several challenges that need to be solved before Big Data can be truly lever-
aged to its full potential.   
 
Some of these challenges are already being worked on, but lot of work still need to be 
done before the Big Data initiative can be considered successful.  
 
Thankfully the technical issues, such as real-time analytics can be solved with the usage 
of Spark and Spark streaming, but first to be able to use them, they will have to be imple-
mented to the company’s Big Data platform. 
 
As discussed with the Big Data platform’s lead architect, proper business cases will first 
have to be created and presented, before investments to new technology can be made. 
(CDL Main Architect 2016.) 
 
The Big Data team should be more involved with experimenting with the new technolo-
gies. It is not always possible to do that on the development environment of CDL, but set-
ting up separate instances of the platform is fairly simple and cheap as the platform is 
open source.  
 
It may be a good idea for the teams working with the company’s Big Data platform to take 
time and to discover the capabilities of these new technologies and verify potential busi-
ness cases on their own outside of the main Big Data platform. Thus finding out what ex-
  
32 
actly needs to be implemented in the main Big Data platform when the business case will 
be fully resolved. 
 
Work on this thesis work allows for the writer to take part in and ongoing IoT-data project 
that requires real-time processing of the data. The subject matters addressed in this thesis 
work were just very small steps in the Big Picture of leveraging data to improve business, 
but interesting nonetheless. 
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