Abstract
Introduction and Motivation
BPs (branching programs), sometimes also called BDDs (binary decision diagrams), are a well-established type of representation for boolean functions. (For the definitions see Section 2.) From a complexity theoretical point of view, restricted BP variants have been considered to develop lower bound techniques. However, some of these variants are nowadays the most frequently used data structures for boolean functions and have found many applications, in particular, in verification and for CAD problems. (See [22] for a survey.) OBDDs (ordered BDDs or oblivious read-once BPs) are strongly restricted BPs with good algorithmic properties. They have been used also in learning theory and in genetic programming (see Krause, Savický, and Wegener [15] for an introduction into these applications). Here it is sufficient to present the problem briefly. An unknown boolean function f : {0, 1} n → {0, 1} is described by a set of training examples (a, f (a)), a ∈ S ⊆ {0, 1}
n . Based on Occam's razor theorem, one looks for a short representation of the training examples and one cannot expect to describe f exactly. This motivates the problem of investigating the minimal size of some restricted BP variants to approximate f sufficiently close.
Krause, Savický, and Wegener [15] have started this approach. The direct storage access function DSA (also known as multiplexer or index function) is one of the benchmark problems in genetic programming. Krause et al. have shown that for almost all π the size of π-OBDDs approximating DSA grows exponentially. Hence, a practical learning or genetic programming system has to learn the function and a good variable ordering. Droste, Heutelbeck, and Wegener [9] have designed such a system and experiments have shown its usefulness. These applications motivate the complexity theoretical problem of proving lower bounds on the size of different BP variants approximating a given function f .
We are interested in lower bounds which hold even for weak approximations with respect to the uniform distribution and are only a little better than the trivial "approximations" by constants. In particular, we are interested in the following questions: -How can the known lower bound techniques for the exact case be adapted to work also for approximations? -Which functions are hard to approximate by OBDDs but easy to represent exactly by slightly more general BP variants? -Which is the most general BP model such that we obtain exponential lower bounds on the size of BPs which are weak approximations of some explicitly defined function?
Definitions and Survey of the Results
Here we introduce the BP variants and the approximation concepts considered in this paper. Other tools and the example functions are defined in the corresponding sections.
Definition 1: BP variants on the variable set X = {x 1 , . . . , x n }.
-A BP is a directed acyclic graph with node and edge labels. Each sink is labeled by a boolean constant and each inner node is labeled by a boolean variable. Inner nodes have two outgoing edges, one labeled by 0 and the other one by 1. -Each BP node v represents a function f v . The value of f v (a) for an input a can be computed by starting at v, choosing the outgoing a i -edge at x i -nodes, and by computing the label of the sink reached on this computation path for a. -A BP is called (syntactic) read-k-times if, for each i, each graph theoretical path contains at most k nodes labeled by x i . -A BP is called s-oblivious, for a sequence of variables s = (s 1 , . . . , s ℓ ), s i ∈ X, if the set of its inner nodes can be partitioned into disjoint sets V i , 1 ≤ i ≤ ℓ, such that all nodes from V i are labeled by s i and the edges leaving V i -nodes reach a sink or a V j -node where j > i. -An OBDD is an oblivious read-once BP. It is called π-OBDD if its sequence of variables is fixed to a permutation π of all variables (called variable ordering). -Randomized BPs may additionally contain unlabeled (so-called randomized) inner nodes where on each randomized computation path one of the outgoing edges is chosen (independently from all other decisions) with probability 1/2. The probability that the sub-BP rooted at node v accepts an input a is the probability that the randomized computation path starting at v reaches a sink labeled by 1. (This leads to the well-known models of randomized computation with one-or two-sided error with bounded or unbounded error probability.)
-The size of a BP G, |G|, is the number of its nodes.
-For a BP model M and a function f , let M(f ) denote the minimal size of an M-BP representing f .
Definition 2:
Let APX(µ, ε)-M be the class of all (sequences of) boolean functions f = (f n ), where f n : {0, 1} n → {0, 1}, which can be approximated with error probability ε = (ε n ) and with respect to the input distribution µ = (µ n ) by M-BPs of polynomial size representing g = (g n ), i. e.,
We omit µ n if it describes the uniform distribution.
Obviously, each function is approximated with error probability 1/2 by one of the two constant functions. Our definition implies that only functions where µ n f −1
n (1) can be hard for approximations. Since we are interested in lower bounds, this causes no problem and we do not discuss how to define approximability for other functions. Our main non-approximability result even holds for weak approximations where the error probability ε n quickly converges to 1/2 as the input size n goes to infinity. All lower bounds in our paper are not only non-polynomial but even exponential.
Analogous to the relationship between randomized and distributional communication complexity (see, e. g., [17] ), one may show that each lower bound on randomized BPs implies the existence of a distribution over the inputs for which a lower bound of the same size holds for approximating BPs. Nevertheless, this does not mean that hardness for randomized BPs always implies hardness for approximating BPs according to the uniform distribution. The following simple "padding argument" shows that, in general, this is not the case. Let f = (f n ) be any function with exponential size for randomized M-BPs. Let f * 2n be defined by
The function f * = (f * 2n ) also has exponential size for randomized M-BPs, since this holds for the partial assign-
mation with error probability 2 −Ω(n) whose π-OBDD size is linear.
In the following, we give an overview on the rest of the paper. In Section 3, we describe the techniques for proving lower bounds on the size of approximating BPs used later on. For OBDDs, the known approach for the deterministic case based on communication complexity is extended to approximations, whereas a more involved technique based on rectangle complexity is required for read-k-times BPs.
The other sections contain concrete lower bound results. Krause, Savický, and Wegener [15] have mentioned a function where approximating OBDDs need exponential size. However, that function is also difficult for more general BP variants. Here we investigate the approximability of the socalled hidden weighted bit function HWB by OBDDs. The function is chosen since it is a "typical" example in the BP literature [22] . It is known that HWB has small polynomialsize representations by oblivious BPs of length 2n, by nondeterministic OBDDs, and by read-once BPs. On the other hand, this function needs exponential size for randomized OBDDs [20] . Here we show (in Section 4) that HWB also requires OBDDs of exponential size to be approximated within an error bounded by a small positive constant with respect to the uniform distribution.
Lower bounds on the size of approximations by read-ktimes BPs have already been used to prove lower bounds for the corresponding randomized models (see [2, 5, 19, 21] ). However, the proofs of these lower bounds are involved, and they only lead to error probabilities bounded by 1/3. In Section 5, we obtain a non-approximability result even for error probabilities close to 1/2.
Proof Techniques
In this section, we describe the techniques for proving lower bounds on the size of approximating OBDDs and read-k-times BPs applied later on.
Nearly all known proofs of lower bounds on the size of BPs follow the same general pattern, whatever the actual type of BPs may be. First, it is shown that a BP of the considered type for a given function f can be turned into a cover of the input space of f (either disjoint or not, depending on the type of BPs) by "well-structured" subsets, which are a suitably defined variant of the combinatorial rectangles from communication complexity theory. (See [11, 17] on rectangles and other notions from communication complexity used here.) In the second part of the proof, one then derives a lower bound on the number of rectangles in a rectangle cover for f .
The respective technique for oblivious BPs following this pattern goes back to papers of Jukna [12] , Alon and Maass [3] , and Krause [13, 14] . The logarithm of the size of oblivious BPs can be directly lower bounded in terms of (two-party) communication complexity, i. e., we (implicitly) work with the usual notion of combinatorial rectangles here. We give a concrete description only for the special case of OBDDs.
Lemma 1: Let f be defined on the variable set
, where D A→B (f, Π) denotes the deterministic one-way communication complexity of f with respect to Π.
Approximations have been studied in communication complexity theory for proving lower bounds on randomized communication complexity. For a distribution µ on the input space and ε < 1/2, the (µ, ε)-distributional complexity of f , D µ,ε (f, Π), is the minimal communication complexity required by a deterministic protocol according to the partition Π which incorrectly computes f on at most an ε-fraction of the inputs with respect to µ. A well-known averaging argument due to Yao [23] says that D µ,ε (f, Π) is a lower bound on the complexity of randomized protocols computing f with ε-bounded two-sided error. Using Lemma 1, we obtain: In order to apply known results on communication complexity to a new function, the following notion has turned out to be useful.
If such a pair of functions exists for f and g, we say that f is reducible to g.
It is easy to see that lower bounds on the deterministic or even randomized communication complexity of r-round protocols for f transfer into lower bounds of the same size for g if f is reducible to g. By choosing the rectangle reduction more carefully, the same approach can be made work also for the distributional complexity.
Proposition 1: We use the notation of Definition 3. Suppose that a rectangular reduction from f to g exists which is one-to-one and onto. Then
In [19] and [21] , lower bounds on approximating readonce and read-k-times BPs have been proven to obtain lower bounds for the corresponding randomized variant.
The technique is an extension of ideas for the deterministic and nondeterministic case due to Okol'nishnikova [18] and Borodin, Razborov, and Smolensky [7] . (Further sophisticated extensions of this approach have been made in [1, 2, 5, 6] , leading to the recent lower bounds for linearlength BPs.)
We will use the following generalized variant of combinatorial rectangles from [7] . Here it is more convenient to represent a rectangle by the characteristic function of the respective set of inputs.
Definition 4:
Let X be a set of variables, n := |X|. Let k, p be integers, where k ≥ 1 and 2 ≤ p ≤ n. Let sets X 1 , . . . , X kp ⊆ X be given with
n with respect to X 1 , . . . , X kp if there are functions r 1 , . . . , r kp : {0, 1} n → {0, 1} such that (i) r i does not essentially depend on the variables from
as the minimal number of f -monochromatic (k, p)-rectangles in a partition of the input space of f (the sets X 1 , . . . , X kp according to Definition 4 may be different for different rectangles). By the results from [7, 18] , we know that each deterministic read-k-times BP for f has size at least
Here we require lower bounds on approximations by rectangle partitions. For a distribution µ over the inputs of f and 0 ≤ ε < 1/2, define C k,p µ,ε (f ) as the minimum of C k,p (g) over all functions g which agree with f on at least a (1 − ε)-fraction of the inputs with respect to µ. In order to prove large lower bounds on the measure C k,p µ,ε , we look for functions with the following special property for all (k, p)-rectangles over the input space.
n → {0, 1} be defined on the variable set X, |X| = n, let µ be an arbitrary probability distribution over {0, 1} n , and let r be a (k, p)-rectangle over {0, 1}
n . If there are real numbers α, β, α > 0, such that µ r
we say that r is (α, β)-balanced with respect to f and the distribution µ.
The following theorem from [19] says that if there are α and small β > 0 such that all (k, p)-rectangles are (α, β)-balanced with respect to f , then f is hard to approximate by (k, p)-rectangles.
Theorem 3: Let f : {0, 1}
n → {0, 1} be defined on the variable set X, |X| = n. Let µ be a probability distribution over {0, 1}
n . Suppose that there are α, β with α, β > 0 such that each (k, p)-rectangle over {0, 1}
n is (α, β)-balanced with respect to f and µ. Then, for 0 ≤ ε < 1/2,
Corollary 4: Let f fulfill the assumptions of Theorem 3 and let G be a read-k-times BP which approximates f with error ε with respect to µ.
On the Approximability of HWB by OBDDs Definition 6 (Bryant [8]):
Let a denote the number of ones in a boolean vector a. Define the hidden weighted bit function HWB n on x = (x 1 , . . . , x n ) by HWB n (x) := x x , where x 0 := 0.
Our goal is to use the following lower bound on the distributional one-way communication complexity with respect to the uniform distribution for the direct storage access function DSA n . Define DSA n on x = (x 1 , . . . , x n ) ∈ {0, 1} n and y ∈ {1, . . . , n} by DSA n (x, y) := x y .
Theorem 6: Let δ n > 0 and δ n = Ω(1/ Poly(n)). Then
where
This is an improved version of a lower bound due to Kremer, Nisan, and Ron [16] . A similar bound is implicit in the results of Krause, Savický, and Wegener [15] . We state two additional technical lemmas before starting with the proof of Theorem 5.
Then for every β with 0 ≤ β < 1, the number of x i with x i ≥ βb is at least
Solving for |S|, we obtain
which gives the desired result. 2
Lemma 8:
Let n be an even integer, and let a n be a sequence of integers with a n ≥ 0 and a n = o(n). Then
Proof: This can be proven by estimating factorials with Stirling's formula and using standard techniques, see, e. g., Graham, Knuth, Patashnik [10] . 2
Proof of Theorem 5:
Let G be a π-OBDD representing HWB n with error ε. Our aim is to construct a sub-OBDD G * of G which represents a subfunction HWB * n of HWB n such that there is a rectangular reduction from DSA d to HWB * n with respect to a partition of the variables of HWB * n induced by π as described in Lemma 1. We ensure that d is not too small and that the rectangle reduction is one-to-one and onto. The proof is technically involved. Therefore, we have decided to first present the main arguments stating three lemmas without proof. Moreover, the final part of the proof only contains the main ideas. Otherwise, the reader is in danger to lose the thread. After finishing this sketch of proof, we start to fill in the details.
Consider an arbitrary variable ordering π for HWB n . Let L := {x π(1) , . . . , x π(p) }, where p := n − √ n, and let R be the set of the remaining variables. Assume that the L-variables have been fixed by some assignment containing i ones. Then the index of the output bit lies in the window with offset i and length w + 1, W i := {i, i + 1, . . . , i + w}, where w := |R| = √ n. Due to the properties of the binomial coefficients, "most" assignments to L (a fraction of Θ(1/w)) have a number of ones which lies in the interval M := {|L|/2 − w, . . . , |L|/2 + w − 1}. An assignment to the R-variables determines the offset of the output bit within W i . If we can somehow ensure that W i contains many L-variables, then we can use these variables (which are already fixed) as the "memory contents" for the function DSA. Furthermore, we can use many of the assignments to R as encodings of "addresses."
We would like to carry out this construction for Θ(w) windows in order to obtain the required number of assignments to L. Furthermore, we would like to have disjoint windows, since the "memory variables" in overlapping windows cannot be chosen independently of each other. Unfortunately, it is not possible in general to find Θ(w) disjoint windows with sufficiently many L-variables. Instead, we have to be content with only Θ( √ w) disjoint sets of variables which are contained in the middle part of a window W i with i ∈ M , defined by
It is advantageous to have L-variables in the middle part of a window, since most assignments to the R-variables "address" these variables. The following central combinatorial lemma summarizes what we can achieve.
Lemma A: Let r := √ w/3 and s := √ w. There are
We describe how the lemma is applied to construct sets of assignments to the L-and R-variables which will be used to encode the function DSA. 
To prove that B i,j,ℓ has the claimed number of elements, we use the fact that each set L i is contained in the middle part of all windows with offsets p i,1 , . . . , p i,s (and, as above, an estimate for the middle binomial coefficients). This yields |B i,j,ℓ | = Θ 2 |R| / √ w . Now we combine Lemma B and Lemma C. For i = 1, . . . , r and j = 1, . . . , s, let S i,j := A i,j × B i,j . Observe that all sets S i,j are disjoint (due to the fact that all p i,j are different) and of the same size αβ · 2 n /w. Let S denote the union of all sets S i,j . Then S contains a constant fraction αβ/3 of all inputs.
Let G be a π-OBDD which approximates HWB n with error ε. If ε is sufficiently small, then G even errs only for a small constant fraction of all inputs from the set S, say, for a fraction of ε S < 1/2 inputs. Since the sets S i,j are disjoint and of the same size, we can apply Markov's inequality to obtain a set S i,j such that G is wrong only for an ε S -fraction of inputs from this set.
Finally, we describe how G can be used to compute the direct storage access function DSA. Let (u, v) ∈ {0, 1} m × {1, . . . , m} be an input for DSA m , where m = √ w/4. We encode this input by assignments a to L and b to R. We choose a ∈ C i,j, u × {u} ⊆ C i,j, u × D i, u and b ∈ B i,j,v . Observe that a only depends on u and b only depends on v. By the construction, (a, b) = q i,v , i. e., we address the vth variable in L i . This has the value u v , as desired. We can ensure that DSA m is computed correctly on a (1 − ε S )-fraction of all inputs by a careful choice of the assignments (a, b) from the sets specified above.
By Corollary 2 from Section 3 and the lower bound on the distributional one-way communication complexity of DSA m from Theorem 6, we obtain that already the part of G which approximates HWB n on the inputs from S i,j requires exponential size.
As already announced, we now prove the Lemmas A, B, and C and make the last ideas of the proof precise. For the sake of a readable presentation, we always assume that n is chosen such that fractions, roots, etc. are integers.
Proof of Lemma A: We consider the range of variable indices
B := {|L|/2 − w/2, . . . , |L|/2 + (3/2)w − 1}.
These are the indices covered by the sets Mid i with
Especially, these offsets i are all contained in the set M . Furthermore, |B| = 2w. Since the total number of Lvariables is |L| = n − w, we have |B ∩ L| ≥ w = |B|/2. Now we decompose B into k = √ w disjoint blocks B 1 , . . . , B k of equal size, such that B = B 1 ∪ · · · ∪ B k . Then |B i | = 2 √ w, and B i = Mid j for some appropriate j (due to the choice of the set B, as already mentioned above). By the above observation on the L-variables, Since Figure 1 ). In this case, choose p i,1 such that
In the case that |B Figure 2) , choose p i,s such that Mid p i,s = B b i , and for j = 1, . . . , s − 1, define p i,j := p i,s − s + j. Define
We make sure that the p i,j defined above are really contained in the set M . In the first case, we have
and thus
It follows that also
In the second case, we analogously have
and hence, p i,j = p i,s − s + j ∈ M for j = 1, . . . , s − 1. In both cases, |L i | ≥ √ w/4, and
Furthermore, the set L i defined here is disjoint from all other L j , j = i, and all p i,j are different (see the figures). Finally, we can ensure that |L i | = √ w/4 by throwing away assignments. Altogether, the numbers p i,j and the sets L 1 , . . . , L r have the claimed properties.
2
Proof of Lemma B:
The constant α is chosen as
for some arbitrarily small constant δ > 0. We first prove that C i,j,k contains enough assignments. The number of assignments to L − L i with p i,j − k ones is exactly
and 0, otherwise. All p i,j are contained in the set M = {|L|/2 − w, . . . , |L|/2 + w − 1}, and 0 ≤ k ≤ |L i | = √ w/4. Hence,
or, equivalently,
Thus, for n large enough,
,
Hence, for α as chosen above,
By throwing away assignments, we ensure that the number of assignments in C i,j,k is equal to the above bound. It is obvious that each assignment from A i,j ,
has exactly p i,j ones. Furthermore, we observe that the sets
Hence, we get that A i,j has the claimed number of assignments. 2
Proof of Lemma C:
The constant β is chosen as
for an arbitrarily small constant δ ′ > 0.
The number of assignments to R with q i,ℓ − p i,j ones is exactly
Hence,
for all relevant i, j, ℓ. Thus, we obtain (using again Lemma 8)
Hence, for β as chosen above,
Again by removing assignments, we ensure that
For fixed i, j, the sets B i,j,ℓ are disjoint for different values of ℓ. Thus,
Finally, we formalize the last part of the proof of the theorem. For i = 1, . . . , r and j = 1, . . . , s, we have
|L| /w, and
Furthermore, S i,j = A i,j × B i,j and S is the union of all these sets. Thus, |S| = (αβ/3) · 2 n . Let G be a π-OBDD which approximates HWB n with error ε < 4 · 10 −4 . Remember that
Hence, αβ/6 = (12 · π · e 4 ) −1 − δ ′′ for some small constant δ ′′ > 0. By choosing δ and δ ′ small enough, we can ensure that ε < αβ/6 − δ ′′ for some constant δ ′′ > 0 (notice that (12 · π · e 4 ) −1 > 0.000485). Since |S| = (αβ/3) · 2 n , it follows that G errs only on at most a constant fraction ε S < 1/2 of the inputs from S.
Since the sets S i,j are disjoint and all have the same size, Markov's inequality yields that there is at least one pair of indices (i 0 , j 0 ) such that G errs only on at most an ε S -fraction of all inputs from S i 0 ,j 0 .
In the remainder of the proof, we show that already the restriction of HWB n to this set of inputs is hard to approximate. For this, we show how the function DSA can be encoded into this restriction of HWB n .
Lemma D:
There is a set of assignments A ⊆ S i,j such that: (1) G errs on at most an ε S -fraction of the inputs from A; (2) there is a rectangle reduction which is one-to-one and onto from DSA m , m = √ w/4, to the restriction of HWB n to A.
Proof:
We need some technical preparations. For an arbitrary assignment u to L i 0 and a number v ∈ {1, . . . , m}, define
Call these sets X(u, v) of (complete) assignments blocks. We claim that S i 0 ,j 0 is the disjoint union of these blocks X(u, v). We have
and all unions are over disjoint sets. Hence, S i 0 ,j 0 is partitioned into the sets
and these are again subdivided into blocks of the desired type by fixing an assignment from D i 0 ,k . Furthermore, we have
for all k = 0, . . . , m and ℓ = 1, . . . , m. Hence, also the blocks X(u, v) are all of the same size
Define N := 2 m · m (the total number of blocks). Then N · b = |S i 0 ,j 0 | due to the fact that the blocks form a partition of S i 0 ,j 0 .
Let S err i 0 ,j 0 be the set of inputs for HWB n on which the approximating π-OBDD G for HWB n errs. Define ε(u, v) as the relative error in block X(u, v), i. e., ε(u, v) :
By Markov's inequality, it follows that
Since |X(u, v)|/|S i 0 ,j 0 | = 1/N , we conclude that the number of blocks X(u, v) with ε(u, v) = 1, i. e., G gives the wrong output on all inputs from these blocks, is at most ε S · N .
For a block X(u, v) which is not completely wrong, let z(u, v) ∈ X(u, v) denote an arbitrarily chosen input on which G computes the right answer. For all other blocks, choose z(u, v) ∈ X(u, v) arbitrarily. Since X(u, v) = C i 0 ,j 0 , u ×{u}×B i 0 ,j 0 ,v , we have z(u, v) = (x(u), y(v)), where x(u) ∈ A i 0 ,j 0 only depends on u and y(v) ∈ B i 0 ,j 0 only depends on v.
With the above preparations, it is now easy to describe the desired rectangle reduction. Let (u, v) ∈ {0, 1} m × {1, . . . , m} be an input for DSA m . Encode u by an assignmentû to L i 0 in the obvious way, i. e., the ith L i 0 -variable gets the value specified by the ith bit (in some fixed order). Map the part u of the input for DSA m to x(û), and map the part v to y(v). By the whole construction,
Since the blocks X(u, v) are disjoint for different pairs of inputs (u, v), the reduction thus defined is obviously one-toone. We choose A as the set of all assignments (x(û), y(v)) and thus make the reduction onto. By the above arguments, G errs on at most an ε S -fraction of all inputs from A.
It only remains to apply the lower bound on the distributional one-way communication complexity of DSA m to complete the proof. Substituting n := m = √ w/4 and δ n := 1/2 − ε S in Theorem 6 and applying Corollary 2 gives 
The Non-Approximability of Bilinear Forms based on Hankel Matrices by Read-k-Times BPs
Already Borodin, Razborov, and Smolensky [7] have shown that nondeterministic read-k-times BPs for bilinear forms (x, y) → x ⊤ M y based on generalized Fourier transform (GFT) matrices M require exponential size for not too large k. For Sylvester matrices, this has been extended to approximations and to the randomized case in [19] . Beame, Saks, and Thathachar [6] have considered quadratic forms based on modified GFT matrices and have obtained lower bounds even for (general) BPs of bounded length. Finally, functions based on quadratic forms with much stronger combinatorial properties are also the main ingredient in Ajtai's landmark paper [2] and the recent paper of Beame, Saks, Sun, and Vee [5] . The latter paper even provides a non-approximability result for linear-length BPs, but the lower bound only works for quite small bounds on the error probability (which tend to zero with the input size).
The key property of the matrices used in all these papers is that each submatrix has large rank compared with its size. The earlier papers [6, 7] only give constructions of such matrices over finite fields q of q elements where q is a prime power larger than 2. All lower bounds on approximating BPs based on these matrices have the disadvantage that they do not work if we allow error probabilities close to 1/2. At best, the bound on the error probability is 1/q ≤ 1/3 (and actually even much smaller in the present results for linearlength BPs).
We show here that a key lemma from Ajtai's paper on random Hankel matrices over 2 can be exploited to obtain an exponential lower bound on the size of approximating read-k-times BPs which even works for error probabilities whose distance to the trivial bound 1/2 is exponentially small. (The lower bound is truly exponential for constant k.)
We re-introduce the original idea of Borodin, Razborov, and Smolensky and work with a bilinear form instead of a quadratic one. This has the advantage that we can directly use Hankel matrices and do not have to resort to the more involved construction in Ajtai's paper (used also by Beame, Saks, Sun, and Vee) where the part above the main diagonal of the matrix is zeroed out. We consider the following function.
Definition 7:
Let X := {x 1 , . . . , x n }, Y := {y 1 , . . . , y n }, and
,j≤n is the n × n Hankel matrix with H(z) i,j := z i+j−1 .
Theorem 9:
Let G be a read-k-times BP which approximates H n with error
We prepare the proof of the theorem by collecting some combinatorial lemmas.
I. Ajtai's Lemma. The most important ingredient of the proof is a lemma on random Hankel matrices from Ajtai's paper [2] , which we use in the following convenient variant from the paper of Beame, Saks, Sun, and Vee:
If M is a random n×n Hankel matrix, then with probability at least 1 − 2 −(δ/24)n , each δn × δn submatrix of M has rank at least δ ′ n, where
In spite of the fact that this lemma does not provide an explicit Hankel matrix with the required powerful "rank property," only exponentially few assignments to the vector z in the definition of H n lead to a "bad" matrix. Since replacing variables by constants can only decrease the BP size, it is sufficient to prove the lower bound for the many "good" choices of z.
In order to show that a function is hard to approximate, one needs good bounds on the number of 0-and 1-inputs of the function. For the subfunctions of H n corresponding to "good" Hankel matrices, we immediately obtain that the numbers of 0-and 1-inputs are almost equal:
Corollary 11: Choose z 0 such that M (z 0 ) has the rank property described in Lemma 10 , and let h n : {0, 1} 2n → {0, 1} be the respective subfunction of H n . Then Now we have already collected all properties of the function H n required for the proof of Theorem 9.
II. Decomposition of Read-k-Times BPs. We use the technique of Borodin, Razborov, and Smolensky [7] to decompose a read-k-times BP for H n into (k, p)-rectangles. Since (k, p)-rectangles are still inconvenient objects, we further reduce them to (1, 2)-rectangles, which are nothing else than the usual combinatorial rectangles, by setting variables to constants. The following lemma is appropriate for this. The observation which makes linear forms over finite fields nice functions for proving lower bounds on the size of BPs is that their subfunctions are again linear forms which retain many of the properties of the original function. The following lemma shows that restricting a bilinear form does not destroy the properties required here to show that it is hard to approximate by rectangles. .
Let ε = 1/2−2 −γn , where γ = c/ k 2 ·4 k and the constant c > 0 is still to be fixed.
By Corollary 11, we have

