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Abstract
We investigate the stabilization of unstable multidimensional partially observed single-sensor and
multi-sensor linear systems driven by unbounded noise and controlled over discrete noiseless channels
under fixed-rate information constraints. Stability is achieved under fixed-rate communication require-
ments that are asymptotically tight in the limit of large sampling periods. Through the use of similarity
transforms, sampling and random-time drift conditions we obtain a coding and control policy leading
to the existence of a unique invariant distribution and finite second moment for the sampled state. We
use a vector stabilization scheme in which all modes of the linear system visit a compact set together
infinitely often. We prove tight necessary and sufficient conditions for the general multi-sensor case under
an assumption related to the Jordan form structure of such systems. In the absence of this assumption,
we give sufficient conditions for stabilization.
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2I. INTRODUCTION
A. Problem Statement
In this paper, we consider the class of multi-sensor LTI discrete-time systems with both plant
and observation noise. The system equations are given by
xt+1 = Axt + But + wt, y
j
t = C
jxt + v
j
t , 1 ≤ j ≤M, (1)
where xt ∈ Rn and ut ∈ Rm are the state and control action variables at time t ∈ N respectively.
The observation made by sensor j at time t is denoted by yjt ∈ Rpj . The matrices A, B,Cj and
random vectors wt,v
j
t are of compatible size. The initial state, x0, is drawn from a Gaussian
distribution.
Assumption 1.1: The noise processes {wt} and {vjt} are each i.i.d. sequences of multivariate
Gaussian random vectors with zero mean. At time t, both wt and v
j
t are independent of xt and
each other.
Assumption 1.2: We require controllability and joint observability. That is, the pair (A,B)
is controllable and the pair ([(C1)T · · · (CM)T ]T ,A) is observable but the individual pairs
(Cj,A) may not be observable.
The setup is depicted in Figure 1. The observations are made by a set of M sensors and each
sensor sends information to the controller through a finite capacity channel. At each time stage t,
we allow sensor j ∈ {1, . . . ,M} to send an encoded value qjt ∈ {1, 2, . . . , N jt } for some N jt ∈ N.
In addition, the controller can send a feedback value bt ∈ {0, 1} at times t = Ts, where T is
the period of our coding policy and s ∈ N. The value bt is seen by all sensors at time t. We
define the rate at time t as Rt =
∑M
j=1 log2(N
j
t ). The coding scheme is applied periodically with
period T and so the rate for all time stages is specified by {N j0 , . . . , N jT−1 : 1 ≤ j ≤ M}. The
average rate is
Ravg =
1
T
(
M +
T−1∑
t=0
Rt
)
, (2)
accounting for the encoded and feedback values.
Information structure. For a process {xt} we define x[a,b] = {xa,xa+1, . . . ,xb}. At time
t, each sensor j maps its information Isjt := {yj[0,t], b[0,t]} → qjt ∈ {1, . . . , N jt }. The controller
maps its information Ict := {q1[0,t], . . . , qM[0,t]} → ut ∈ Rm.
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Fig. 1: A multi-sensor system with finite-rate communication channels.
B. Notation
We denote the indicator function of an event E by 1E . We will use Rm×n to denote the space
of real m×n matrices and Rn to denote the space of real n dimensional vectors. We let Rn+ be
the space of real n dimensional vectors with all entries nonnegative. Unless otherwise stated, all
vectors are assumed to be column vectors. For any x ∈ Rn we write x =
[
x1 · · · xn
]T
where
xi ∈ R is the ith entry. We define the absolute value operation for vectors as the component-
wise absolute value. That is, |x| =
[
|x1| · · · |xn|
]T
. For a matrix A ∈ Rn×n we denote its
transpose by AT and determinant by det(A). If it is invertible, we denote the inverse by A−1.
We let Λ(A) denote the set of eigenvalues of A. The `p norm is denoted by ‖ · ‖p and defined
as ‖x‖p = {
∑n
i=1 |xi|p}
1
p .
Definition 1.3: For x ∈ Rn and y ∈ Rn+ we write x ≤ y if |xi| ≤ yi for all 1 ≤ i ≤ n. We
write x  y otherwise.
The observability matrix of sensor j is O(Cj ,A) =
[
(Cj)T (CjA)T · · · (CjAn−1)T
]T
, the
null space is N j = Ker(O(Cj ,A)) and the observable subspace is defined to be Oj = (N j)⊥ for
1 ≤ j ≤M .
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4C. Brief Literature Review
Due to space limitations, we are unable to give a fair account of the literature. We refer the
reader to the book [1] for a thorough review of the networked control literature and [2] and [3]
for a general overview of some of the related results.
There has been an extensive study in networked control theory regarding quantizer design
for both stabilization and optimization. References [4], [5] and [6] obtained a lower bound on
the average rate of the information transmission for the finiteness of second moments. For the
system (1), letting {λi} be the set of eigenvalues of A, this bound is Ravg ≥ Rmin where
Rmin =
∑
|λi|>1
log2(|λi|). (3)
Various publications have studied the characterization of minimum information requirements
for multi-sensor and multi-controller linear systems with an arbitrary topology of decentralization
and the fundamental bounds have been extensively studied in [1], [7] [8], [9], [10], [11], [12],
[13], [14], [15] and [16].
When a linear system is driven by unbounded noise, the analysis is particularly difficult since
the bounded quantizer range leads to a transient state process (see Proposition 5.1 in [5] and
Theorem 4.2 in [17]). For such a noisy setup, a stability result of the form lim supt→∞E[‖xt‖2] <
∞ was given for noisy systems with unbounded support in [5], which uses a variable-rate
quantizer. Under this scheme, the quantizer is applied with a very high rate during some time
intervals. More recently, a fixed-rate scheme was presented in [2] for a scalar noisy system
using martingale theory, which achieved the lower bound plus an additional symbol required for
encoding. The existence of an invariant distribution was established under the coding and control
policy presented, along with a finite second moment of the state. That is, limt→∞E[‖xt‖2] <∞.
[18] considered a general random-time stochastic drift criteria for Markov chains and applied it
to binary erasure channels in a similar spirit.
D. Contributions
In view of the literature, the contributions of this work are as follows:
• The case where the system is multi-dimensional and driven by unbounded noise over a
discrete-channel has not been studied to our knowledge, regarding the existence of an
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5invariant distribution and ergodicity properties. Results for the limit properties of the finite
moment are also new.
• We give sufficient conditions for multi-sensor systems with both system noise and observa-
tion noise with unbounded support, which has not been treated previously, to our knowledge.
Our approach builds on the martingale and the random-drift programs considered in [2] and [18],
however, new geometric constructions are needed for the vector and partially observed settings.
We define a more general class of stopping times and adopt a further geometric approach.
We structure the paper as follows. In Section II, we study single-sensor systems and give our
main result for such systems, Theorem 2.3. Section II-D outlines the proof of Theorem 2.3.
The more detailed proofs can be found in Section V-A. In Section III, we study multi-sensor
systems and give our main result for such systems, Theorem 3.4. A supporting proof can be
found in Section V-B. Some basic definitions and results from the theory of matrix algebra,
Markov chains and stochastic stabilization are provided in Section V-C.
II. SINGLE-SENSOR SYSTEMS
A. Problem Statement
Consider the class of single-sensor LTI discrete-time systems with both plant and observation
noise. The system equations are given by
xt+1 = Axt + But + wt, yt = Cxt + vt, (4)
where xt ∈ Rn, ut ∈ Rm and yt ∈ Rp are the state, control action and observation at time t
respectively. The matrices A,B,C and the noise vectors wt,vt are of compatible size. The initial
state, x0, is drawn from a Gaussian distribution. We label the eigenvalues of A as λ1, . . . , λn.
Without loss, we assume that A is in real Jordan normal form and that |λi| > 1 for all 1 ≤ i ≤ n.
Assumption 2.1: The noise processes {wt} and {vt} are each i.i.d. sequences of multivariate
Gaussian random vectors with zero mean. At time t, both wt and vt are independent of xt and
eachother.
Assumption 2.2: The pair (A,B) is controllable and the pair (C,A) is observable.
The setup is depicted in Figure 2. The observations are made by the sensor and sent to the
controller through a finite capacity channel. At each time stage t, we allow the sensor to send
an encoded value qt ∈ {1, . . . , Nt} for some Nt ∈ N. We define the rate of our system at time t
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6as Rt = log2(Nt). Now, suppose that the channel is used periodically, every T time stages. The
rate for all time stages is then specified by {N0, . . . , NT−1}. The average rate is
Ravg =
1
T
T−1∑
t=0
Rt. (5)
Sensor
Controller
Plant
qt
ut
yt
Fig. 2: A single-sensor system with finite-rate communication channel.
Information structure. At time t, the sensor maps its information Ist := {y[0,t]} → qt ∈
{1, . . . , Nt}. The controller maps its information Ict := {q[0,t]} → ut ∈ Rm.
B. Main Result
Our main result for single-sensor systems is the following:
Theorem 2.3: There exists a coding and control policy with average rate Ravg ≤ 1/(T2n)∑n
i=1 log2(d|λi|T2n + e+ 1) for some  > 0 which gives:
(a) the existence of a unique invariant distribution for {x2nt};
(b) limt→∞E[‖x2nt‖2] <∞.
Theorem 2.4: The average rate in Theorem 2.3 achieves the minimum rate (3) asymptotically
for large sampling periods. That is, limT→∞Ravg = Rmin.
C. Coding and Control Policy
For now, assume that A has only one eigenvalue λ. We will see later how this assumption
can be made without loss.
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7Put K = d|λ| + e for some parameter  > 0 and consider the following scalar (K + 1)-bin
uniform quantizer. Assuming that K is even, this is defined for k ∈ {1, 2, . . . , K} as
Q∆K(x) =

(
−(K+1)
2
+ k
)
∆, if x ∈ [(−K
2
+ k − 1)∆, (−K
2
+ k
)
∆),
K−1
2
∆, if |x| = K
2
∆,
0, if |x| > K
2
∆,
where ∆ ∈ R+ is the bin size. The set [−K2 ∆, K2 ∆] is called the granular region while the set
(−∞,−K
2
∆) ∪ (K
2
∆,∞) is called the overflow region. If the state is in the granular region,
that is if |x| ≤ K
2
∆ then we say the quantizer is perfectly-zoomed. Otherwise, we say it is
under-zoomed.
We write our quantizer as the composite function Q∆K(x) = D∆K(E∆K (x)). The encoder E∆K :
R→ {1, . . . , K + 1} and decoder D∆K : {1, . . . , K + 1} → C for k ∈ {1, 2, . . . , K + 1} are
E∆K (x) =

k, if x ∈ [(−K
2
+ k − 1)∆,
(−K
2
+ k)∆),
K, if x = K
2
∆,
K + 1, if |x| > K
2
∆,
D∆K(x) =

(−K+1
2
+ x
)
∆,
if x 6= K + 1,
0,
if x = K + 1.
At time t, we associate with each component xit a bin size ∆
i
t. Let q
i
t = E∆
i
t
K (y
i
t). We will be
applying our control policy to system (9) where ys is a meaningful estimate of the state xs. Let
our fixed rate be Nt = Kn + 1 for all t ∈ N. Choose any invertible function f : {1, . . . , K}n →
{1, . . . , Kn}. We then choose the encoded value
qt =
f(q
1
t , . . . , q
n
t ), if q
i
t 6= 0 for all 1 ≤ i ≤ n,
0, otherwise.
Upon receiving qt 6= 0, the controller knows q1t , . . . , qnt . The controller forms the estimate xˆt as
xˆt =
[
xˆ1t · · · xˆnt
]T
, where
xˆit =
D
∆it
K (q
i
t), if qt 6= 0,
0, otherwise.
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8We assume without loss that A is a Jordan block with eigenvalue λ. From the real Jordan
canonical form (see for example [19]), we know that it can be written as
A =

λ 1
λ
. . .
. . . 1
λ
 , if λ ∈ R, A =

D I
D
. . .
. . . I
D
 , if λ ∈ C,
where in the complex case we write λ = a+ ib for some a, b ∈ R and define
D =
 a b
−b a
 .
The update equations are
∆t+1 = Q¯ (qt,∆t) ∆t, Q¯ (qt,∆t) =
ρ|λ|, if qt = 0,β(∆t), otherwise, (6)
for some ρ > 1 and with
β(∆t) = diag(β1(∆1t ), . . . , βn(∆
n
t )), βi(∆
i
t) =
1, if ∆
i
t ≤ Li ,
|λ|
|λ|+−η , otherwise,
(7)
for some 0 < η <  and L ∈ Rn+. Note that if we define L¯ = L|λ|/(|λ| + − η) then ∆it > L¯i
for all 1 ≤ i ≤ n and all t ∈ N.
Bin ordering. We set L = c∆0, for some 0 < c ≤ 1. First let λ ∈ R. For any δ > 0 we can
choose ∆i0 and ∆
i+1
0 such that ∆
i+1
0 ≤ δ∆i0 for all 1 ≤ i ≤ n−1. With our update equations and
our choice of L we get that the ordering is preserved over all time stages. That is, ∆i+1t ≤ δ∆it
for all 1 ≤ i ≤ n− 1 and t ∈ N.
Now let λ ∈ C. We choose ∆i0 = ∆i+10 for all i odd. Thus, we have divided the complex
modes into their conjugate pairs and set their initial bin sizes to be equal. Our initial condition
implies that ∆it = ∆
i+1
t for all i odd and t ∈ N. For any δ > 0 we can choose ∆i0 and ∆i+20
such that ∆i+2t ≤ δ∆it for all 1 ≤ i ≤ n− 2 and t ∈ N.
Under our information structure, the update equations (6) can be applied at the sensor and
the controller. Our vector quantizer is implementable and at time t the controller knows xˆt. We
choose the control action ut = −Axˆt.
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9D. Outline of Proof for Theorem 2.3
In this section, we outline the supporting results and key steps in proving our main result for
single-sensor systems, Theorem 2.3.
Lemma 2.5: We can sample every 2n time stages and apply a similarity transform to xt in
(4) to obtain x¯s = Px2ns with s ∈ N for some invertible matrix P. This new state satisfies the
following system of equations:
x¯s+1 = A¯x¯s + u¯s + w¯s, y¯s = x¯s + v¯s. (8)
The control action u¯s ∈ Rn is chosen arbitrarily by the controller and the elimination of the B
matrix can be justified by sampling. The estimate y¯s ∈ Rn at time s is known by the sensor.
The noise processes {w¯s} and {v¯s} are each i.i.d. sequences of zero mean multivariate Gaussian
random vectors. At time s, w¯s and v¯s are independent of x¯s but may be correlated with eachother.
For s1 6= s2, the vectors w¯s1 and v¯s2 are independent. The matrix A¯ is in real Jordan normal
form and has eigenvalues λ2n1 , . . . , λ
2n
n .
By a slight abuse of notation, we will rewrite system (8) as
xs+1 = Axs + us + ws, ys = xs + vs, (9)
where xs ∈ Rn, us ∈ Rn and ys ∈ Rn are the state, control action and observation at time s
respectively.
Remark 2.6: We consider the case where A is a single Jordan block with eigenvalue λ. We
can do this without loss since we are considering the single-sensor case and the sensor obtains
an estimate for all components, as seen in Lemma 2.5. Thus, we can simply apply our control
policy to each Jordan block. In all remaining theorems of this section, we will work with system
(9). Where necessary, we will distinguish between the real and complex eigenvalue cases.
Lemma 2.7: The process {(xs,∆s)} is Markov.
Section II-C gives our control policy in terms of the parameters ρ,  and η.
Lemma 2.8: For appropriate choices of ρ,  and η, we can form a countable state space S
for {∆s}. The process {(xs,∆s)} is an irreducible Markov chain on Rn × S .
Define the sequence of stopping times
τ0 = 0, τz+1 = min
{
s > τz : |ys| = |xs + vs| ≤ K
2
∆s
}
.
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These are the times when all quantizers are perfectly-zoomed. We assume that this is satisfied at
time s = 0. This technical condition is justified by showing that the process {(xs,∆s)} moves
to such a perfectly zoomed state in a finite time, which is dominated by a geometric distribution
(see a similar discussion in [18]).
Theorem 2.9: If K is even then the following hold.
(a) For any r > 0 and any polynomial of finite degree Q(k) there exists a sufficiently large H
such that Q(k)P (τz+1 − τz > k | xτz ,∆τz) ≤ r−k for all k > H and for all z ∈ N.
(b) Let ∆τz →∞ be equivalent to stating that ∆iτz →∞ for all 1 ≤ i ≤ n. Then
lim
∆τz→∞
P (τz+1 − τz > 1 | xτz ,∆τz) = 0
uniformly in xτz .
We define the compact sets
S = Sx × S∆, S∆ = {∆ ∈ Rn+ : ∆i ≤ F, 1 ≤ i ≤ n},
Sx =
{
x ∈ Rn : |xi| ≤ K
2
F, 1 ≤ i ≤ n
}
,
for some F > L1 where L1 is a component of L as described in Section II-C. Note that at the
stopping time τz, if ∆τz ∈ S∆ then |xiτz | ≤ K2 ∆iτz ≤ K2 F , for all 1 ≤ i ≤ n, and thus xτz ∈ Sx
and (xτz ,∆τz) ∈ S.
Lemma 2.10: For some γ > 0, the following drift condition holds:
γE
[
τz+1−1∑
s=τz
(∆1s)
2
∣∣∣∣∣xτz ,∆τz
]
≤ (∆1τz)2 − E[(∆1τz+1)2 | xτz ,∆τz ] + b1{(xτz ,∆τz )∈S}. (10)
For λ ∈ C, the above also holds with ∆2 in place of ∆1.
For x ∈ Rn, we say that xi and xi+1 are a conjugate pair if i is odd. To simplify notation in
the complex eigenvalue case we find it convenient to define for any x ∈ Rn, the set of vectors
x˜i =
[
xi xi+1
]T
, if i is odd, x˜i =
[
xi−1 xi
]T
, if i is even,
for 1 ≤ i ≤ n. Note that x˜i = x˜i+1 for i odd. We are only concerned with the case when n is
even.
Theorem 2.11: Let λ ∈ R. For i = n, there exists a κ > 0 such that
E
[
τz+1−1∑
s=τz
(xis)
2
∣∣∣∣∣xτz ,∆τz
]
≤ κ(∆1τz)2. (11)
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If lims→∞E[(xks)
2] <∞ then the above holds for i = k − 1.
For λ ∈ C, with i = n− 1, there exists a κ > 0 such that
E
[
τz+1−1∑
s=τz
(x˜is)
T x˜is
∣∣∣∣∣xτz ,∆τz
]
≤ κ(∆˜1τz)T ∆˜1τz .
If lims→∞E[(x˜ks)
T x˜ks ] <∞ then the above holds for i = k − 2.
Proof of Theorem 2.3:
(a) We know from Lemmas 2.7 and 2.8 that the process {(xs,∆s)} is an irreducible Markov
chain. The set S is small (see Section V-C and [18]). Using Lemma 2.10 we can ap-
ply Theorem 5.8 with a = 1, the irreducible Markov chain {(xs,∆s)} and the functions
V (xs,∆s) = (∆
1
s)
2, β(xs,∆s) = 1 and b as given in Lemma 2.10 to get that {(xs,∆s)} is
positive Harris recurrent and has a unique invariant distribution.
(b) Suppose that λ ∈ R. We will apply Theorem 5.8 with a = 0, the irreducible Markov chain
{(xs,∆s)} and the functions V (xs,∆s) = (∆1s)2, β(xs,∆s) = γ(∆1s)2, f(xs,∆s) = γκ(xns )2.
From Lemma 2.10, we get
E[V (xτz+1 ,∆τz+1) | Fτz ] = E[(∆1τz+1)2 | xτz ,∆τz ]
≤ (∆1τz)2 − γE
[
τz+1−1∑
s=τz
(∆1s)
2
∣∣∣∣∣xτz ,∆τz
]
+ b1{(xτz ,∆τz )∈S}
≤ (∆1τz)2 − γ(∆1τz)2 + b1{(xτz ,∆τz )∈S}
= V (xτz ,∆τz)− β(xτz ,∆τz) + b1{(xτz ,∆τz )∈S}.
We know that Theorem 2.11 holds immediately for {xns} and thus
E
[
τz+1−1∑
s=τz
f(xs,∆s)
∣∣∣∣∣Fτz
]
=
γ
κ
E
[
τz+1−1∑
s=τz
(xns )
2
∣∣∣∣∣xτz ,∆τz
]
≤ γ(∆1τz)2 = β(xτz ,∆τz),
where we have used the ordering of bin sizes as described in Section II-C.
Thus, lims→∞ γκE[(x
n
s )
2] <∞ by Theorem 5.8 and so lims→∞E[(xns )2] <∞. This implies
that Theorem 2.11 holds for {xn−1s } as mentioned in the proof and theorem statement. The
finite second moment of all components then follows by induction.
In the complex case, we have that the drift condition (10) in Lemma 2.10 also holds with
∆2s in place of ∆
1
s since they are equal. Choosing the functions V (xs,∆s) = (∆
1
s)
2 + (∆2s)
2,
β(xs,∆s) = γ((∆
1
s)
2 + (∆2s)
2), f(xs,∆s) = γκ(x˜
n
s )
T x˜ns , we obtain the result.
uunionsq
September 3, 2018 DRAFT
12
III. MULTI-SENSOR SYSTEMS
A. Problem Statement
This is the main problem of the paper and is stated in Section I-A.
B. Main Result
To state the main result of this section, we first present a known result and an assumption.
The following theorem extends the classical observability canonical decomposition to the
decentralized case. For a detailed proof in the centralized case, see [20]. The more general
multi-agent setup, where each agent makes observations and applies a control action, can be
found in [21]. We are not aware of an explicit proof and give a proof of Theorem 3.1 in Section
V-B for the convenience of the reader.
Theorem 3.1: Under Assumption 1.2, there exists a matrix Q such that if we define A¯ =
QAQ−1 and C¯j = CjQ−1 then
A¯ =

A¯M ∗ · · · ∗
A¯M−1 · · · ∗
. . .
0 A¯1
 , (12a)

C¯M
C¯M−1
...
C¯1
 =

C¯MO ∗ · · · ∗
C¯M−1O · · · ∗
. . .
0 C¯1O
 , (12b)
where the ∗’s denote irrelevant submatrices, each A¯j ∈ Rnj×nj and each C¯jO ∈ Rpj×nj .
Remark 3.2: In the proof of Theorem 3.1, we give one construction for the triangular de-
composition in (12). This transformation is not unique. There may be many ways to achieve a
block upper triangular form and it is not necessary to place the sensors in order M, . . . , 1.
Let us label the Jordan blocks of A as J1, . . . ,J`. Let Vi be the (possibly generalized)
eigenspace corresponding to Ji. That is, if vi,1, . . . ,vi,di are the (possibly generalized) eigen-
vectors associated with Ji then Vi = span{vi,1, . . . ,vi,di} and has dimension di.
Assumption 3.3: Each eigenspace is observed by some sensor. That is, for each 1 ≤ i ≤ `
there exists a 1 ≤ j ≤M such that Vi ⊆ Oj .
September 3, 2018 DRAFT
13
The following is the main result of this section:
Theorem 3.4: Under Assumption 3.3, there exists a coding and control policy with average
rate Ravg ≤ 1/(T2n)(M +
∑n
i=1 log2(d|λi|T2n + e+ 1)) for some  > 0 which gives:
(a) the existence of a unique invariant distribution for {x2nt};
(b) limt→∞E[‖x2nt‖2] <∞.
Theorem 3.5: The average rate in Theorem 3.4 achieves the minimum rate (3) asymptotically
for large sampling periods. That is, limT→∞Ravg = Rmin.
Proof of Theorem 3.5: Follows from the proof of Theorem 2.4. uunionsq
Proof of Theorem 3.4: Under Assumption 3.3, we can assign each eigenspace Vi ⊆ Oj to
some sensor j. Let Vj,1, . . . , Vj,mj denote the eigenspaces assigned to sensor j and let us write
Vj,i = span{vj,i,1, . . . ,vj,i,dj,i} where each vj,i,h ∈ Rn×1. We put Qj,i =
[
vj,i,1 · · · vj,i,dj,i
]T
,
Qj =
[
QTj,1 · · · QTj,mj
]T
and Q =
[
(QM)T · · · (Q1)T
]T
.
Each vj,i,h belongs to the generalized eigenspace Vj,i, which is invariant under multiplication
by A. That is
vj,i,hA ∈ Vj,i. (13)
We apply the similarity transform x¯t = Qxt to (1) and define A¯ = QA¯Q−1, B¯ = QB and
w¯t = Qwt to get the system
x¯t+1 = A¯x¯t + B¯u¯t + w¯t. (14)
Furthermore, we can write A¯ = diag(A¯M , . . . , A¯1) where A¯j ∈ Rnj×nj and nj =
∑mj
i=1 dj,i is
the sum of the dimensions of Vj,1, . . . , Vj,mj . Equation (13) is analogous to (30) in the proof of
Theorem 3.1 and from this proof, we obtain the desired diagonal form.
We now look at the estimation of the state by the sensors. For convenience, let us write x¯t =[
(x¯Mt )
T · · · (x¯1t )T
]T
where x¯jt =
[
(x¯j,1t )
T · · · (x¯j,mjt )T
]T
and x¯j,it =
[
x¯j,i,1t · · · x¯j,i,dj,it
]T
with x¯j,i,ht ∈ R. Let us write O(Cj ,A) =
[
(oj,1)
T · · · (oj,npj)T
]T
where each oj,i ∈ R1×n.
With our construction above, under Assumption 3.3, we have for each j, i, h that vj,i,h =∑npj
`=1 k
j,i,h
` oj,` for some real coefficients {kj,i,h` }. Consider the first n time stages. By putting
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kj,i,h =
[
kj,i,h1 · · · kj,i,hnpj
]
, it follows that
kj,i,h
[
(yj0)
T · · · (yjn−1)T
]T
= kj,i,hO(Cj ,A)x0 + v¯j,i,h0
=
npj∑
`=1
kj,i,h` oj,`x0 + v¯
j,i,h
0 = vj,i,hx0 + v¯
j,i,h
0 = x¯
j,i,h
0 + v¯
j,i,h
0
where v¯j,i,h0 is some zero mean Gaussian noise. We will use the same notation for v¯
j
0 that we
use for x¯jt .
As in Lemma 2.5 for the single-sensor case, we can use the next n times stages to apply a
control action. We then apply the above scheme repeatedly and sample every 2n time stages.
By a slight abuse of notation, we define xs = x¯2ns, A = diag(AM , . . . ,A1) = A¯2n, us = u¯2ns,
w = w¯2ns and vjs = v¯
j
2ns to get the system
xs+1 = Axs + us + ws, y
j
s = x
j
s + v
j
s, 1 ≤ j ≤M, (15)
where xs =
[
(xMs )
T · · · (x1s)T
]T
, us is chosen arbitrarily by the contoller and yjs is known
by sensor j at time s. The noise processes {ws}, {vjs} are each i.i.d. sequences of zero mean
Gaussian random vectors. At time s, ws and each vjs are independent of the state xs but may
be correlated with eachother. For s1 6= s2 we have that ws1 and vs2 are independent.
Finally, we can assume that each Aj is in real Jordan form. Using the same notation for xs,∆s
as for x¯t, we associate with each xj,i,hs the bin size ∆
j,i,h
s . We define the sequence of stopping
times
τ0 = 0, τz+1 = min{s > τz : |ys| = |xs + vs| ≤ ∆s}.
The feedback value b2ns is chosen as
b2ns =
1, if s = τz for some z ∈ N,0, otherwise,
so that we can then apply the same coding and control policy as in Section II-C. This reduces
the problem to the single-sensor case and we obtain the result. uunionsq
C. Sufficient Conditions for the General Multi-Sensor Case
In Section III-B, Assumption 3.3 allowed us to diagonalize A¯ in (12) in Theorem 3.1. Without
this assumption, the lower components of the state act as noise for the upper components. In
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particular, we need to bound these lower modes when all quantizers are perfectly-zoomed to
achieve (b) of Theorem 2.9. To do this, we must have that the bin sizes of the lower modes are
small compared with the upper ones. With many different eigenvalues, we cannot guarantee this
in the general case. Below, we give a sufficient rate and an alternative assumption for stability.
For Theorem 3.6 below, let us write Λ(A¯j) = {λj,1, . . . , λj,nj} where A¯j is given in (12).
Theorem 3.6: There exists a coding and control policy which gives:
(a) the existence of a unique invariant distribution for {x2nt};
(b) limt→∞E[‖x2nt‖2] <∞,
and with average rate in the limit of large sampling periods
lim
T→∞
Ravg =
M∑
j=1
nj∑
i=1
log2(max{|λj,i|, |λh,`| : h < j, 1 ≤ ` ≤ nh}).
Proof of Theorem 3.6: The proof follows that of Theorem 2.3. The main difference is that we
define λ′j,i = max{|λj,i|, |λh,`| : h < j, 1 ≤ ` ≤ nh} and the bin numbers Kj,i = d(λ′j,i)2n + e
for some  > 0 and treat the lower components of the state as noise. uunionsq
Cleary, we could also achieve (a) and (b) in Theorem 3.6 with limT→∞Ravg = n log2(λabsmax)
where λabsmax = maxj,i{|λj,i|}.
For Theorem 3.7 below, recall that we have some flexibility in the decomposition given by
Theorem 3.1. See the proof of Theorem 3.1 and Remark 3.2.
Theorem 3.7: If the eigenvalues of A¯M , . . . , A¯1 in (12) are ordered in decreasing magnitude
then Theorem 3.4 holds without Assumption 3.3. That is, the theorem holds if for λi ∈ Λ(A¯i)
and λj ∈ Λ(A¯j) we have that |λi| ≤ |λj| when i < j.
Proof of Theorem 3.7: The proof follows that of Theorem 2.3. Since the eigenvalues are
ordered in decreasing magnitude, we can maintain the ordering of the bin sizes and treat the
lower components as noise. uunionsq
Finally, a remark on the vector scheme we have employed in this paper is in order.
Remark 3.8: In this paper we present a vector stabilization scheme. From the problem
statement, it would be natural to adopt a sequential stabilization scheme. That is, each of the
components of the state is viewed as a separate system. In this case, we lose the Markov property
and the number of time stages we must wait (denoted by H in Theorem 2.9) to establish geometric
decay is not uniform across the set of valid conditions (xτz ,∆τz). Such a scheme is left for future
work.
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IV. CONCLUSION
In this paper, we have presented a coding and control policy which achieves the minimum rate
asymptotically in the limit of large sampling periods. We extend this result to the multi-sensor
case under the assumption that each eigenspace is observed by some sensor. In the absence of
this assumption, we give sufficient conditions for achieving stability. In all cases, we establish
the existence of a unique invariant distribution for the sampled state and a finite second moment
of the state. These strong forms of stability have not been considered in the literature for such
systems to our knowledge. The proofs use random-time drift criteria for Markov chains. We
wish to extend the results for control over general noisy channels along the lines of [22], [23],
[24], [25] and [26].
V. APPENDIX
A. Supporting Results for Section II-D
Proof of Theorem 2.4: Let {λ1, . . . , λn} denote the set of eigenvalue of A with multi-
plicity. We give our control policy for period T = 2n with a fixed average rate of Ravg =
1
2n
log2 ({
∏n
i=1d|λi|2n + e}+ 1) . Suppose that instead of sending an estimate every 2n time
stages, we apply them periodically every T2n time stages. Taking the limit as T approaches
infinity, our average rate satisfies
lim
T→∞
Ravg ≤ lim
T→∞
1
T2n
(
n∑
i=1
log2(d|λi|T2n + e+ 1)
)
= lim
T→∞
(
n∑
i=1
log2(d|λi|T2n + e+ 1)
1
T2n
)
=
n∑
i=1
log2(|λi|).
In this sense, our policy achieves the minimum rate (3) asymptotically. uunionsq
Proof of Lemma 2.5: Recall the basic recursion for LTI systems.
xt = Axt−1 + But−1 + wt−1 = A2xt−2 + ABut−2 + But−1 + Awt−2 + wt−1
· · · = Atx0 +
t−1∑
i=0
At−1−iBui +
t−1∑
i=0
At−1−iwi.
In the first n time stages the sensor makes observations on the state and forms an estimate. In
the second n time stages we allow the controller to apply a control action.
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We set ui = 0 for 0 ≤ i ≤ n− 2 so that the first n observations of the sensor are
y0
y1
...
yn−1
 = O(C,A)x0 +

0
Cw0
...∑n−2
i=0 CA
n−2−iwi
+

v0
v1
...
vn−1
 ,
where O(C,A) is the observability matrix of the pair (C,A). We have assumed that (C,A) is an
observable pair. Equivalently, O(C,A) has full column rank. By choosing a subset of n equations
from the matrix equation above, it is clear that we can apply the inverse to obtain the estimate
yˆ0 = x0 +
∑n−2
i=0 ξiwi +
∑n−1
i=0 ζivi, for some set {ξi, ζi} of matrices ξi ∈ Rn×n and ζi ∈ Rn×p.
Our estimate yˆ0 is generated at time n− 1. At this time stage, the sensor sends the encoded
value qn−1 to the controller through the finite capacity channel. Based on this information, we
allow the controller to apply control actions in time stages n to 2n− 1. This is standard and we
do not describe it in detail. We then have the system of equations
x2n = A
2nx0 + u˜0 +
2n−1∑
i=0
A2n−1−iwi, yˆ0 = x0 +
n−2∑
i=0
ξiwi +
n−1∑
i=0
ζivi,
where at time n−1, the estimate yˆ0 is known by the sensor and the action u˜0 is chosen arbitrarily
by the controller.
Let us define the sampled variables x˜s = x2ns and y˜s = yˆ2ns. We define the noise processes
w˜s =
2n−1∑
i=0
A2n−1−iw2ns+i, v˜s =
n−2∑
i=0
ξiw2ns+i +
n−1∑
i=0
ζiv2ns+i,
and note that they are both sequences of i.i.d. multivariate Gaussian random vectors. Then, by
repeating our procedure every 2n time stages, we obtain the system
x˜s+1 = A
2nx˜s + u˜s + w˜s, y˜s = x˜s + v˜s.
Finally, we apply a real Jordan transformation to the above system. We define x¯s = Px˜s,
A¯ = PA2nP−1, u¯s = Pu˜s, w¯s = Pw˜s, y¯s = P−1y˜s and v¯s = P−1v˜s where P is the Jordan
transform matrix. This gives the system
x¯s+1 = A¯x¯s + u¯s + w¯s, ˆ¯xs = x¯s + v¯s.
Note that the matrix A¯ has eigenvalues λ2n1 , . . . , λ
2n
n . uunionsq
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Remark 5.1: The estimate used in Lemma 2.5 may appear naive. At first glance it would
appear better to apply the Kalman filter. In this case, a new system is formed with the estimate
as the state. The problem is that the noise for this system is not independent across time and
we cannot extend our result to the multi-sensor case.
Proof of Lemma 2.7: Note that under our control policy we can write us = g(xs,vs,∆s)
and ∆s+1 = f(xs,vs,∆s) for some functions g and f .
Let B(Rn × Rn+) be the Borel σ-field on Rn × Rn+. It follows that
P ((xs+1,∆s+1) ∈ (C ×D) | (xs,∆s), . . . , (x0,∆0))
= P (xs+1 ∈ C | ∆s+1 ∈ D, (xs,∆s), . . . , (x0,∆0))
P (∆s+1 ∈ D | (xs,∆s), . . . , (x0,∆0))
= P (Axs + us + ws ∈ C | ∆s+1 ∈ D, (xs,∆s), . . . , (x0,∆0))
P (f(xs,vs,∆s) ∈ D | (xs,∆s), . . . , (x0,∆0))
= P (Axs + g(xs,vs,∆s) + ws ∈ C | ∆s+1 ∈ D, (xs,∆s), . . . , (x0,∆0))
P (f(xs,vs,∆s) ∈ D | (xs,∆s), . . . , (x0,∆0))
= P (Axs + g(xs,vs,∆s) + ws ∈ C | ∆s+1 ∈ D, (xs,∆s))
P (f(xs,vs,∆s) ∈ D | (xs,∆s))
= P ((xs+1,∆s+1) ∈ (C ×D) | (xs,∆s)) ,
for all (C ×D) ∈ B(Rn × Rn+). uunionsq
Proof of Lemma 2.8: This follows immediately from the scalar case, as presented in the
proof of Theorem 2.4 of [2]. We can choose ρ,  and η such that log2(Q¯(qs,∆s)) takes values
in integer multiples of ` and the integers taken are relatively prime. By setting each ∆i0 to be
an integer multiple of `, it follows from the equation
log2(∆
i
s+1)/` = log2(Q¯(qs,∆s))/`+ log2(∆
i
s)/`
that log2(∆is) in an integer multiple of ` for all s ∈ N. uunionsq
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To prove Theorem 2.9, we need the following simple Gaussian bound. Recall that Λ(·) denotes
the set of eigenvalues of its argument. Let us define λmin(A) = min Λ(A) and λmax(A) =
max Λ(A).
Lemma 5.2: Let X ∼ N (0,Σ) be a multivariate normal random variable with mean zero
and covariance matrix Σ ∈ Rn×n. For ∆ ∈ Rn+, the following bound holds.
P (X  ∆) ≤ 2
√
λn+1max(Σ)
2pidet(Σ)
n∑
i=1
exp
{
− (∆
i)2
2λmax(Σ)
}
.
Proof of Lemma 5.2: Let X ∼ N (0,Σ) be a multivariate normal random vector with mean
zero and covariance matrix Σ ∈ Rn×n. We avoid the degenerate case and assume that Σ is
positive-definite. Let ∆ ∈ Rn+. Then
P (X  ∆) = P (∪ni=1{|xi| > ∆i}) ≤
n∑
i=1
P (|xi| > ∆i)
=
n∑
i=1
∫
|xi|>∆i
1√
(2pi)ndet(Σ)
exp
{
−1
2
xTΣ−1x
}
dx
≤
n∑
i=1
∫
|xi|>∆i
1√
(2pi)ndet(Σ)
exp
{
−1
2
λmin(Σ
−1)xTx
}
dx
=
1√
2pidet(Σ)λn−1min (Σ−1)
n∑
i=1
2
∫ ∞
∆i
exp
{
−1
2
λmin(Σ
−1)(xi)2
}
dxi
≤ 2√
2pidet(Σ)λn−1min (Σ−1)
n∑
i=1
∫ ∞
∆i
xi
∆i
exp
{
−1
2
λmin(Σ
−1)(xi)2
}
dxi
=
2√
2pidet(Σ)λn−1min (Σ−1)
n∑
i=1
1
∆i
[
−exp
{−1
2
λmin(Σ
−1)(xi)2
}
λmin(Σ−1)
]∞
∆i
= C
n∑
i=1
1
∆i
exp
{
−1
2
λmin(Σ
−1)(∆i)2
}
≤ C
n∑
i=1
exp
{
−1
2
λmin(Σ
−1)(∆i)2
}
,
where the last line follows since we ensure ∆i ≥ 1 for all 1 ≤ i ≤ n under our coding and control
policy. We have also defined the constant C = 2/(
√
2pidet(Σ)λn+1min (Σ
−1)). The eigenvalues of
Σ−1 are the inverse eigenvalues of Σ. This gives the desired bound. uunionsq
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Proof of Theorem 2.9: i) Exponential Bound. Note that
P (τz+1 − τz > k | xτz ,∆τz) = P
(
k⋂
s=1
{
|xτz+s + vτz+s| 
K
2
∆τz+s
}∣∣∣∣∣xτz ,∆τz
)
= P
(
|xτz+k + vτz+k| 
K
2
∆τz+k
∣∣∣∣ k−1⋂
s=1
{
|xτz+s + vτz+s| 
K
2
∆τz+s
}
,xτz ,∆τz
)
P
(
k−1⋂
s=1
{
|xτz+s + vτz+s| 
K
2
∆τz+s
}∣∣∣∣∣xτz ,∆τz
)
≤ P
(
|xτz+k + vτz+k| 
K
2
∆τz+k
∣∣∣∣ k−1⋂
s=1
{
|xτz+s + vτz+s| 
K
2
∆τz+s
}
,xτz ,∆τz
)
= P
(
|xτz+k + vτz+k| 
K
2
∆τz+k
∣∣∣∣ τz+1 − τz > k − 1,xτz ,∆τz) . (16)
We first let λ ∈ R. Let us define the noise vector wτz ,k = Akλk (−vτz +
∑k−1
s=0 A
−1−swτz+s)+
vτz+k
λk
and note that it is multivariate Gaussian. Before obtaining our bound, we define ξ = d|λ| +
e/(|λ|+ − η) > 1. We let N denote the nilpotent matrix (the matrix with ones on the upper
diagonal) of appropriate size. Note that N s = 0 for all s ≥ n. Under our control policy, as
described in Section II-C, we know that |(xτz + vτz)− xˆτz | ≤ 12∆τz . It then follows that
P
(
|xτz+k + vτz+k| 
K
2
∆τz+k
∣∣∣∣ τz+1 − τz > k − 1,xτz ,∆τz)
= P
(∣∣∣∣∣Akxτz + Ak−1uτz +
k−1∑
s=0
Ak−1−swτz+s + vτz+k
∣∣∣∣∣

K
2
∆τz+k
∣∣∣∣∣τz+1 − τz > k − 1,xτz ,∆τz
)
= P
(∣∣∣∣∣Ak(xτz − xˆτz + vτz − vτz) +
k−1∑
s=0
Ak−1−swτz+s + vτz+k
∣∣∣∣∣

K
2
∆τz+k
∣∣∣∣∣τz+1 − τz > k − 1,xτz ,∆τz
)
= P
(∣∣∣∣∣(λI +N)k(xτz + vτz − xˆτz) + Ak
(
−vτz +
k−1∑
s=0
A−1−swτz+s
)
+ vτz+k
∣∣∣∣∣

K
2
∆τz+k
∣∣∣∣∣τz+1 − τz > k − 1,xτz ,∆τz
)
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≤ P
(∣∣∣∣∣
{
λk +
k∑
s=1
(
k
s
)
λk−sN s
}
(xτz + vτz − xˆτz) + λkwτz ,k
∣∣∣∣∣

K
2
ρk−1|λ|k−1 |λ||λ|+ − η∆τz
∣∣∣∣∣xτz ,∆τz
)
≤ P
({
|λ|k +
n∑
s=1
(
k
s
)
|λ|k−sN s
}
|xτz + vτz − xˆτz |+ |λ|k|wτz ,k|
 ρk−1|λ|kξ 1
2
∆τz
∣∣∣∣∣xτz ,∆τz
)
≤ P
(
|λ|k
{
1
2
∆τz + δ
1
2
∆τz
n∑
s=1
(
k
s
)
|λ|−s + |wτz ,k|
}
 ρk−1|λ|kξ 1
2
∆τz
∣∣∣∣∣xτz ,∆τz
)
(17)
≤ P
(
1
2
∆τz + δ
1
2
∆τznk
n + |wτz ,k|  ρk−1ξ
1
2
∆τz
∣∣∣∣∣xτz ,∆τz
)
≤ P
(
|wτz ,k|  (ρk−1ξ − 1− δnkn)
1
2
∆τz
∣∣∣∣∣xτz ,∆τz
)
(18)
≤ P
(
|wτz ,k|  (ρ′)k−1
1
2
∆τz
∣∣∣∣∣xτz ,∆τz
)
≤ 2
√
λn+1max(Στz ,k)
2pidet(Στz ,k)
n∑
i=1
exp
{
−(ρ
′)2(k−1)(∆i)2
8λmax(Στz ,k)
}
,
(19)
where (17) follows from our bin ordering. Equations (18) and (19) hold for all k ≥ H for
some H sufficiently large and in the special case of k = 1. In the case k = 1 we choose δ
sufficiently small such that ξ − 1− δn > 0. Equation (19) holds for some 1 < ρ′ < ρ since we
need only show that ρk−1ξ − 1− δnkn > (ρ′)k−1 for sufficiently large k and this follows since
limk→∞ ρk−1/(ρ′)k−1 = ∞ and limk→∞(−1 − δnkn)/(ρ′)k−1 = 0 by L’Hoˆpital’s rule. In (19),
we have used Lemma 5.2 with the zero mean Gaussian vector wτz ,k and denoted its covariance
matrix by Στz ,k. From (19), we can see that (b) of Theorem 2.9 holds.
In order to bound (19) further, we define the covariance matrices Σv = E[vsvTs ], Σv,w =
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E[vsw
T
s ] and Σw = E[wsw
T
s ]. Then
Στz ,k = E[wτz ,kw
T
τz ,k] = E
{
Ak
λk
(
−vτz +
k−1∑
s=0
A−1−swτz+s
)
+
vτz+k
λk
}
{
Ak
λk
(
−vτz +
k−1∑
s=0
A−1−swτz+s
)
+
vτz+k
λk
}T
=
Ak
λk
{
Σv − Σv,w(A−1)T −A−1ΣTv,w +
k−1∑
s=0
A−1−sΣw(A−1−s)T
}
(Ak)T
λk
+
Σv
λ2k
,
where we have used the independence of {ws}, {vs} across time and the independence of vs1
and ws2 for s1 6= s2. Since both processes are zero mean, the cross terms are zero.
Recall that
Ak =

λk
(
k
1
)
λk−1 · · · ( k
n−1
)
λk−n+1
λk
. . . ...
0
. . .
(
k
1
)
λk−1
λk

and let Tr(·) denote the trace of its argument. We get that
Tr(Ak(Ak)T ) =
n−1∑
`=0
∑`
s=0
(
k
s
)2
λ2(k−s) ≤ n
n−1∑
s=0
(
k
s
)2
λ2(k−s) ≤ nλ2k
n−1∑
s=0
(
k
s
)2
≤ λ2kn2k2n.
Similarly, we can see that Tr(Ak−1−s(Ak−1−s)T ) ≤ λ2kn2k2n for all 0 ≤ s ≤ k − 1.
Define Σ1 = E[(−vτz + A−1wτz)(−vτz + A−1wτz)T ] = Σv − Σv,w(A−1)T − A−1ΣTv,w +
A−1Σw(A−1)T . For symmetric matrices, every eigenvalue has an eigenvector. Thus, for Στz ,k,
there exists a vector of unit length e ∈ Rn such that
λmax(Στz ,k) = e
TΣτz ,ke =
1
λ2k
(eTAk)Σ1((A
k)Te)
+
1
λ2k
k−1∑
s=1
(eTAk−1−s)Σw((Ak−1−s)Te) +
1
λ2k
eTΣve
≤ 1
λ2k
λmax(Σ1)e
TAk(Ak)Te
+
1
λ2k
λmax(Σw)
k−1∑
s=1
eTAk−1−s(Ak−1−s)Te +
1
λ2k
λmax(Σv)e
Te
≤ 1
λ2k
λmax(Σ1)λmax(A
k(Ak)T )eTe
+
1
λ2k
λmax(Σw)λmax(A
k−1−s(Ak−1−s)T )
k−1∑
s=1
eTe + λmax(Σv)
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≤ 1
λ2k
λmax(Σ1)Tr(A
k(Ak)T ) + k
1
λ2k
λmax(Σw)Tr(A
k−1−s(Ak−1−s)T ) + λmax(Σv)
≤ n2k2n+1(λmax(Σ1) + λmax(Σw) + λmax(Σv)).
Recall Minkowski’s Determinant Theorem (see for example [27]). For nonnegative definite n×n
matrices A and B, it follows that det(A + B) ≥ det(A) + det(B).
Using the above bound and the identity det(A) = detAT we get
det(Στz ,k) ≥
1
λ2k
det(Ak)2det
(
Σ1 +
k−1∑
s=1
A−1−sΣw(A−1−s)T
)
+
1
λ2k
det(Σv)
≥ det(Σ1) + det
(
k−1∑
s=1
A−1−sΣw(A−1−s)T
)
≥ det(Σ1) +
k−1∑
s=1
det(A−1−sΣw(A−1−s)T )
= det(Σ1) + det(Σw)
k−1∑
s=1
(λ−1−s)2n ≥ det(Σ1).
Defining the constants c1 = n2(λmax(Σ1) + λmax(Σw) + λmax(Σv)) and c2 = det(Σ1) we have
obtained the bounds
λmax(Σ1) ≤ c1k2n+1, det(Στz ,k) ≥ c2. (20)
Combining (20) with (19) we get that
P (τz+1 − τz > k | xτz ,∆τz) ≤ 2
√
(c1k2n+1)n+1
2pic2
n∑
i=1
exp
{
−(ρ
′)2(k−1)(∆i)2
8c1k2n+1
}
≤ Ckn2+ 32n+ 12
n∑
i=1
exp
{
−(ρ
′)2(k−1)(∆i)2
8c1k2n+1
}
(21)
where C is the appropriate constant.
ii) Geometric Bound. Note that in (21) we have a double exponential in k since (ρ′)2(k−1) =
e(k−1)2 log(ρ
′). Let a, b, c > 0 and recall that limk→∞ ek/((a + b)kc+1) = ∞ by L’Hoˆpital’s rule.
This means that for all L > 0 there exists an N such that ek/((a+ b)kc+1) > L, for all k ≥ N .
Thus, ek/kc > L(a+ b)k, for all k ≥ N . Then choosing N large enough so that (a+ b)N > 1
and subtracting (a + b)k we get ek/kc − (a + b)k > (L − 1)(a + b)k > L − 1, for all k ≥ N .
Therefore, we have that limk→∞ ek/kc− (a+ b)k =∞. Since log(k) ≤ k for k ≥ 1, comparing
with the above we find that limk→∞ ek/kc − a log(k)− bk =∞.
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Let Q(k) be a polynomial of finite degree m. We can write Q(k) = a0 + a1k + · · ·+ amkm,
for some coefficients a0, . . . , am ∈ R. Let r > 1 and consider
lim
k→∞
rkQ(k)exp
{
−e
k
kc
}
= lim
k→∞
m∑
i=0
aik
irkexp
{
−e
k
kc
}
= lim
k→∞
m∑
i=0
aiexp
{
−e
k
kc
+ i log(k) + log(r)k
}
= 0. (22)
Combining (21) and (22) gives the result for λ ∈ R. The case of λ ∈ C is similar and we omit
it. uunionsq
Proof of Lemma 2.10: We take λ ∈ R. The proof for λ ∈ C is identical. We use the
abbreviations Pz(k) = P (τz+1 − τz = k | xτz ,∆τz), Pz(k | Y ) = P (τz+1 − τz = k | Y,xτz ,∆τz),
P¯z(k) = P (τz+1 − τz > k | xτz ,∆τz) and P¯z(k | Y ) = P (τz+1 − τz > k | Y,xτz ,∆τz).
Put r > ρ2|λ|2. Using Theorem 2.9, we can bound the first term in (10) using the law of
iterated expectations as follows
E
[
τz+1−1∑
s=τz
(∆1s)
2
∣∣∣∣∣xτz ,∆τz
]
=
∞∑
k=1
Pz(k)
k−1∑
s=0
E[(∆1τz+s)
2|τz+1 − τz = k,∆1τz ]
≤
∞∑
k=1
Pz(k)
k−1∑
s=0
ρ2s|λ|2s(∆1τz)2 ≤ (∆1τz)2
∞∑
k=1
kPz(k)ρ
2k|λ|2k
≤ (∆1τz)2
(
H∑
k=1
kPz(k)ρ
2k|λ|2k +
∞∑
k=H+1
(
ρ2|λ|2
r
)k)
= (∆1τz)
2G1. (23)
We have defined G1 =
∑H
k=1 kPz(k)|λ|2k +
∑∞
k=H+1(ρ
2|λ|2/r)k < ∞. The series on the right
converges since it is geometric. Similarly, we can bound the term E[(∆1τz+1)
2 | xτz ,∆τz ]. Using
the law of total expectation, we get
E[(∆1τz+1)
2 | xτz ,∆τz ] = Pz(1)E[(∆1τz+1)2 | τz+1 − τz = 1,∆τz ]
+ P¯z(1)E[(∆
1
τz+1
)2 | τz+1 − τz > 1,xτz ,∆τz ] = Pz(1)E[(∆1τz+1)2 | τz+1 − τz = 1,∆τz ]
+ P¯z(1)E[E[(∆
1
τz+1
)2 | τz+1 − τz > 1, τz+1 − τz,xτz ,∆τz ] | τz+1 − τz > 1,xτz ,∆τz ]
≤ Pz(1)E[(∆1τz+1)2 | τz+1 − τz = 1,∆τz ] + P¯z(1)
∞∑
k=2
Pz(k | τz+1 − τz > 1)ρ2|λ|2(∆1τz)2
= Pz(1)E[(∆
1
τz+1
)2 | τz+1 − τz = 1,∆τz ] + P¯z(1)G2(∆1τz)2 (24)
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where we have defined G2 =
∑∞
k=2 Pz(k | τz+1− τz > 1)ρ2|λ|2 <∞. Convergence comes from
the geometric decay, as in the previous bound. Note that the geometric bound in Theorem 2.9
still holds with Pz(k | τz+1 − τz > 1) in place of Pz(k) since we obtain our bound by looking
only at the τz + k term, as can be seen in (16).
There exists a ζ such that 0 < ζ < 1− (|λ|/(|λ|+ − η))2. We know from Theorem 2.9 that
lim∆τz→∞ P¯z(1) = 0. Recall that ∆
i
s ≥ L¯i for all t ∈ N. Then, we choose L large enough to get
an appropriate L¯ such that P¯z(1)G2 < ζ. We put
γ =
1−
(
|λ|
|λ|+−η
)2
− ζ
G1
so that γ > 0. Now, if ∆τz /∈ S∆ then we have that ∆1τz ≥ F since ∆1s ≥ ∆2s ≥ · · · ≥ ∆ns for
all t ∈ N by construction. Since F > L1, the bin size shrinks and
E[(∆1τz+1)
2 | τz+1 − τz = 1,∆τz ] =
( |λ|
|λ|+ − η
)2
(∆1τz)
2.
If ∆τz ∈ S∆ then we use the simple bound E[(∆1τz+1)2 | τz+1 − τz = 1,∆τz ] ≤ ρ2|λ|2(∆1τz)2.
From the above, we have the following bounds. If ∆τz /∈ S∆ then
E[(∆1τz+1)
2 | xτz ,∆τz ] ≤ (∆1τz)2
{( |λ|
|λ|+ − η
)2
+ ζ
}
. (25)
If ∆τz ∈ S∆ then
E[(∆1τz+1)
2 | xτz ,∆τz ] ≤ (∆1τz)2{ρ2|λ|2 + ζ}. (26)
In the case ∆τz /∈ S∆ we apply (23), (24) and (25) to get
γE
[
τz+1−1∑
s=τz
(∆1s)
2
∣∣∣∣∣xτz ,∆τz
]
≤ (∆1τz)2γG1
= (∆1τz)
2
{
1−
( |λ|
|λ|+ − η
)2
− ζ
}
≤ (∆1τz)2 − E[(∆1τz+1)2|xτz ,∆τz ].
In the case ∆τz ∈ S∆ we apply (23), (24) and (26) to get
γE
[
τz+1−1∑
s=τz
(∆1s)
2
∣∣∣∣∣xτz ,∆τz
]
≤ (∆1τz)2γG1 = (∆1τz)2
{
1−
( |λ|
|λ|+ − η
)2
− ζ
}
= (∆1τz)
2 − (∆1τz)2{ρ2|λ|2 + ζ}+ (∆1τz)2
{
ρ2|λ|2 −
( |λ|
|λ|+ − η
)2}
≤ (∆1τz)2 − E[(∆1τz+1)2 | xτz ,∆τz ] + F 2
{
ρ2|λ|2 −
( |λ|
|λ|+ − η
)2}
.
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We set b = F 2{ρ2|λ|2− (|λ|/(|λ|+ − η))2}. Since ∆τz ∈ S∆ if and only if (xτz ,∆τz) ∈ S, we
obtain Lemma 2.10. uunionsq
Proof of Theorem 2.11: Consider first the case λ ∈ R and let xn+1s = 0. Using the law of
total expectation we get
E
[
τz+1−1∑
s=τz
(xis)
2
∣∣∣∣∣xτz ,∆τz
]
= E
[
E
[
(xiτz)
2 +
τz+1−1∑
s=τz+1
(λxis−1 + x
i+1
s−1 + u
i
s−1 + w
i
s−1)
2
∣∣∣τz+1 − τz,xτz ,∆τz]∣∣∣xτz ,∆τz]
=
∞∑
k=1
Pz(k)E
[
(xiτz)
2 +
k−1∑
s=1
(
λsxiτz + λ
s−1xi+1τz − λs−1uiτz +
s−1∑
j=1
λs−1−jxi+1τz+j
+
s−1∑
j=0
λs−1−jwiτz+j
)2∣∣∣∣∣xτz ,∆τz
]
=
∞∑
k=1
Pz(k)E
[
(xiτz)
2 +
k−1∑
s=1
(
λs(xiτz + v
i
τz − xˆiτz) + λs−1(xi+1τz + vi+1τz − xˆi+1τz )
+
s−1∑
j=1
λs−1−jxi+1τz+j − λsviτz − λs−1vi+1τz +
s−1∑
j=0
λs−1−jwiτz+j
)2∣∣∣∣∣xτz ,∆τz
]
≤ 6
∞∑
k=1
Pz(k)E
[
(xiτz)
2 +
k−1∑
s=1
(
λ2s(xiτz + v
i
τz − xˆiτz)2 + λ2(s−1)(xi+1τz + vi+1τz − xˆi+1τz )2
+
(
s−1∑
j=1
λs−1−jxi+1τz+j
)2
+ λ2s(viτz)
2 + λ2(s−1)(vi+1τz )
2
+
(
s−1∑
j=0
λs−1−jwiτz+j
)2 )∣∣∣∣∣xτz ,∆τz
]
(27)
≤ 6
∞∑
k=1
Pz(k)E
[
K2
4
(∆iτz)
2 +
k−1∑
s=1
(
λ2s
(
1
2
∆iτz
)2
+ λ2(s−1)
(
1
2
∆i+1τz
)2
+ s
s−1∑
j=1
λ2(s−1−j)(xi+1τz+j)
2 + λ2s(viτz)
2 + λ2(s−1)(vi+1τz )
2
+ s
s−1∑
j=0
λ2(s−1−j)(wiτz+j)
2
)∣∣∣∣∣xτz ,∆τz
]
(28)
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≤ 6
∞∑
k=1
Pz(k)
(
K2
4
(∆1τz)
2 +
k−1∑
s=1
(
λ2s
1
2
(
∆1τz
)2
+ s2λ2sM i+1
+ λ2sσ2v,i + λ
2sσ2v,i+1 + s
2λ2sσ2w,i
))
≤ (∆1τz)26
∞∑
k=1
Pz(k)
{
K2
4
+
k−1∑
s=1
λ2s
(
1
2
+ s2M i+1 + σ2v,i + σ
2
v,i+1 + s
2σ2w,i
)}
. (29)
In (27) and (28) we have used Jensen’s inequality. Line (29) follows since we can bound ∆is > 1
for all s ∈ N. We have defined M i = sups∈NE[(xis)2] <∞, σ2v,i = E[(vis)2] and σ2w,i = E[(wis)2].
The fact that M i is finite for 2 ≤ i ≤ n − 1 follows from induction in the proof of Theorem
2.3. By convention we put Mn+1 = 0. Now, we apply Theorem 2.9 with Q(k) = k3 and r > λ2
to yield
∞∑
k=1
Pz(k)
k−1∑
s=1
λ2ss2 =
H∑
k=1
k−1∑
s=1
Pz(k)λ
2ss2 +
∞∑
k=H+1
k−1∑
s=1
λ2sPz(k)s
2
≤ G+
∞∑
k=H+1
λ2kPz(k)k
3 ≤ G+
∞∑
k=H+1
(
λ2
r
)k
<∞.
The last series converges since it is geometric. We have defined G =
∑H
k=1
∑k−1
s=1 Pz(k)λ
2ss2 <
∞. Therefore we can set
κ = 6
∞∑
k=1
Pz(k)(K
2/4 +
k−1∑
s=0
λ2s
(
1/2 + s2M i+1 + σ2v,i + σ
2
v,i+1 + s
2σ2w,i
)
<∞
to get the result. For λ ∈ C, the proof is similar and we omit it. uunionsq
B. A Supporting Result for Section III-B
Proof of Theorem 3.1: We define n1 = dim(O1), and nj = dim(Oj\{∪j−1i=1Oi}), for 2 ≤ j ≤
M . We choose n1 linearly independent row vectors from O(C1,A) and label them q11, . . . ,q1n1 .
Proceeding by induction, we choose {qj1, . . . ,qjnj} from O(Cj ,A) such that
{q11, . . . ,q1n1 ,q21, . . . ,q2n2 , . . . ,qj1, . . . ,qjnj}
is a set of linearly independent vectors.
We define Qj =
[
(qj1)
T · · · (qjnj)T
]T
for all 1 ≤ j ≤ M and concatenate these matrices
to choose our transformation matrix Q =
[
(QM)T · · · (Q1)T
]T
. It will also be convenient
to denote the rows of Q by q1, . . . ,qn so that Q =
[
(q1)
T · · · (qn)T
]T
.
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From the Cayley-Hamilton Theorem, we know that for all m ≥ n there exist α0, . . . , αn−1
such that Am =
∑n−1
i=0 αiA
i. Since {qj1, . . . ,qjnj} are rows of O(Cj ,A), this implies that qjiA is
in the row space of O(Cj ,A) for all 1 ≤ i ≤ nj . Let us define the sets
Sj := {q11, . . . ,q1n1 ,q21, . . . ,q2n2 , . . . ,qj1, . . . ,qjnj}, 1 ≤ j ≤M
From our construction, it is then clear that
qj1A, . . . ,q
j
nj
A ∈ span(Sj). (30)
We write A¯ in terms of its column vectors as A¯ =
[
a¯1 · · · a¯n
]
where a¯i ∈ Rn×1 for each
1 ≤ i ≤ n. Our similarity transform gives
A¯Q = QA. (31)
Recall from linear algebra that we can write the left side of (31) as
∑n
i=1 a¯iqi where a¯iqi ∈ Rn×n
for each 1 ≤ i ≤ n. Now, to return to our earlier notation, each vector qjiA is a linear combination
of {qk` : 1 ≤ k ≤ j, 1 ≤ ` ≤ nk} and is linearly independent of the remaining rows of Q. Since
QA =
[
(q1A)
T · · · (qnA)T
]T
, we see from (31) that the ith row of A¯ is the representation
of qiA with respect to q1, . . . ,qn. More precisely, we write a¯i =
[
a¯i,1 · · · a¯i,n
]T
with each
a¯i,h ∈ R so that (31) gives the system of equations
n∑
i=1
a¯i,hqi = qhA, 1 ≤ h ≤ n. (32)
Combing (30) and (32) gives the desired form.
We next turn our attention to the form of C¯j . Since each Cj is a submatrix of O(Cj ,A), it is
clear that the rows of Cj are in the span of Sj . Since C¯jQ = Cj , by writing C¯j in terms of its
column vectors we obtain the desired form. uunionsq
C. Review of Symmetric Matrices, Markov Chains and Stochastic Stability
Recall that a matrix A ∈ Rn×n is said to be symmetric if AT = A.
Lemma 5.3: Let A ∈ Rn×n be a symmetric matrix with eigenvalues λ1, . . . , λn. If we let
λmin = min{λ1, . . . , λn} and λmax = max{λ1, . . . , λn} then λminxTx ≤ xTAx ≤ λmaxxTx for
all x ∈ Rn.
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We present a brief discussion on stochastic stability of Markov chains. For a list of definitions
on Markov chains, the reader is referred to [28] and [29]. Let φ = {φt, t ≥ 0} be a Markov
chain with a complete separable metric state space (X,B(X)), and defined on a probability space
(Ω,F ,P), where B(X) denotes the Borel σ−field on X, Ω is the sample space, F a sigma field
of subsets of Ω, and P a probability measure. Let P (x,D) := P (φt+1 ∈ D|φt = x) denote the
transition probability from x to D.
Definition 5.4: For a Markov chain, a probability measure pi is invariant on the Borel space
(X,B(X)) if pi(D) = ∫X P (x,D)pi(dx), ∀D ∈ B(X).
Definition 5.5: A Markov chain is µ-irreducible if for any set B ∈ B(X) with µ(B) > 0 and
∀x ∈ X, there exists some integer n > 0, possibly depending on B and x, such that P n(x,B) > 0,
where P n(x,B) is the transition probability in n stages. That is P (φt+n ∈ B|φt = x).
Definition 5.6: A set A ⊂ X is small if there is an integer n ≥ 1 and a positive measure µ
satisfying µ(X) > 0 and P n(x,B) ≥ µ(B), ∀x ∈ A,B ∈ B(X).
Definition 5.7: A set A ⊂ X is ζ−petite on (X,B(X)) if for some distribution Z on N (set of
natural numbers), and some non-trivial measure ζ ,
∑∞
n=0 P
n(x,B)Z(n) ≥ ζ(B), ∀x ∈ A,B ∈
B(X).
In the following, let Ft denote the filtration generated by the random sequence {φ[0,t]}. Define
a sequence of stopping times {Ti : i ∈ N+}, measurable on the filtration described above, which
is assumed to be non-decreasing, with T0 = 0.
Theorem 5.8: [18] Suppose that we have a ϕ-irreducible Markov chain φ. Suppose moreover
that there are functions V : X→ [a,∞), β : X→ [a,∞), f : X→ [a,∞), for some a ≥ 0, small
set C, constant b ∈ R and consider:
E[V (φTz+1) | FTz ] ≤ V (φTz)− β(φTz) + b1{φTz∈C}, (33)
E
[Tz+1−1∑
k=Tz
f(φk) | FTz
]
≤ β(φTz), z ≥ 0. (34)
If a = 1 and (33) holds then φ is positive Harris recurrent with some unique invariant distribution
pi. If a = 0, (33), (34) hold and φ is positive Harris recurrent with some unique invariant
distribution pi then we get that limt→∞E[f(φt)] <∞.
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