We present the general theory of the collinear and noncollinear description for the magnetic effects within the full relativistic density-functional method. As examples for the implementation in a molecular code with numerical basis functions we present results with an even number of electrons (Pt 2 ) and with an odd number of active electrons ͑NiAu͒. The results are promising.
I. INTRODUCTION
The quick development of computational methods in Physics and Chemistry nowadays allows us to calculate energies and other properties of atoms, molecules, and small clusters with ab initio methods. In the first place these are ''classical'' but still very popular methods in quantum chemistry such as the Hartree-͑Dirac-͒Fock methods ͓1-3͔, configuration interaction, multiconfiguration Dirac-Fock, second order Mo "ller-Plesset ͑MP2͒ ͓4͔, coupled cluster single double ͑triple͒ excitation ͓CCSD͑T͔͒ ͓5-8͔, and so on. The great advantage of all these methods is the possibility to achieve the ''exact'' solution ͑within the chosen method͒ just by increasing the number of configurations. Unfortunately this number increases as power of 4, 5, or even 7 with the number of active electrons, so that all these methods fight with the limit of the memory and central processing unit ͑CPU͒ power. Therefore these methods can nowadays only be applied to systems with relatively small numbers of active electrons such as atoms, small molecules, and small clusters. The results achieved for these systems are very good and serve as benchmarks. In the last two decades, however, many computational improvements are made to make these methods more efficient. With some approximations, for example, it was possible to achieve first a quadratic ͓9,10͔ and later on even a linear ͓11,12͔ scaling for the Hartree-Fock method. A linear scaling has been also achieved for the MP2 ͓13,14͔ as well as for the CCSD͑T͒ ͓15͔ methods. This scaling behavior behind the high accuracy makes them very attractive also for large systems.
In 1964 Hohenberg and Kohn ͓16͔ were able to show that the total energy of any system in an external field can be described by a functional of its density only. This pioneer work is the basis of the density-functional theory ͑DFT͒ and provides an incentive for many theoreticians to find this functional. In the last three decades many approximations for the energy density functional were made which gave quite good results, but the exact form of the functional is still unknown.
DFT calculations depend on the choice of the exchangecorrelation functional and the treatment of the kinetic energy. The spectrum of the different approximations of the kinetic energy starts with a purely nonrelativistic approach with or without spin-orbit interaction, continues with the zerothorder regular approximation ͓17,18͔ and ends with a fully relativistic description. A comparison of these approximations and corresponding results can be found in Refs. ͓19,20͔.
In the last three decades a series of different approximations for the exchange and correlation functionals were introduced. An overview can be found in Refs. ͓21,22͔. All these functionals can be written either in relativistic or nonrelativistic form ͓23͔. The two forms lead to different total energies, but almost the same bond energies and bond lengths in the case of molecules ͓19͔. Therefore we will not distinguish between these two forms and the results for one form also represent the results for the other one.
A further difference between various density functionals is the treatment of the spin of the electrons. In the simplest form of nonrelativistic density functionals spin is completely neglected. This approximation works quite well for closedshell systems but leads to wrong results for open-shell molecular as well as atomic systems. A very important improvement was achieved by extending these functionals to spinpolarized forms ͓24͔. In a relativistic description the spin should actually be included in the relativistic form of the density functionals, which directly depends on the four current density ͓25,26͔, but this approach is not yet suitable for practical applications. Alternatively, the spin can be included into the relativistic form of the density functionals in a theoretically consistent way via the magnetization density using a fictitious external magnetic field which is set to zero in the end formulas ͑for more details see Refs. ͓21,22͔͒. In this case the exchange and/or correlation functionals depend not only on the density but also on the magnetization density ͑see details in Refs. ͓21,22,27͔͒. The magnetization density at any point in space is defined as magnetic moment per volume ͓28͔. Following this, it is a vector which, in general, points to different directions at different points in space. In order to simplify the calculations in most implementations the magnetization density is aligned to the axis of the highest symmetry (z axis͒, which in the literature is called the collinear approximation. There are only a few implementations of the noncollinear approximations for atoms and solids known in the literature ͓27,29,30͔. Only one of them reports an imple-mentation for molecules where the authors used a scalarrelativistic description ͓31͔. In a recent paper ͓32͔ we were able to present the first four-component implementation of the noncollinear density functionals for the diatomic molecule Pt 2 . There is also a very recent report about a new full relativistic implementation ͓33͔.
In this paper we present a detailed description of the method to describe the magnetic effects. As the only other example in this paper in addition to the homonuclear molecule Pt 2 , we present results for the heteronuclear system NiAu with an odd number of electrons which lead to a drastic effect of the noncollinear description in the molecule itself. Our theoretical values calculated with the noncollinear approximation are as good as the ones for Pt 2 . In the Appendix details are presented for the calculation of the Hartree potential within this program.
II. METHOD
Starting from QED Rajagopal and Callaway ͓25͔ were able to prove that the ground-state energy is an unique functional of the ground-state four current and introduced a functional for the relativistic electron gas. Practical experience has shown that the functionals which depend on the density only cannot reproduce the experimental results ͓19,20͔. One of the reasons was that the three-dimensional current for a relativistic electron gas is zero, and therefore these functionals cannot describe the system with internal magnetic field properly. One can rewrite the functional using the Gordon decomposition as functional dependent on the density and magnetization density. In the Gordon decomposition the three-dimensional current is represented as the sum of the orbit current and the magnetization. The first term is usually neglected because in most cases it is small in comparison to the second one. A general derivation can be found in Refs. ͓21,22͔. One can prove ͓21,22͔ that the ground-state energy is an unique functional of the ground-state density and magnetization density m ជ , provided the system is not subject to an external magnetic field. This means that the system can be completely described by its density and magnetization density.
Within this method the total energy of a molecular system is given by the expression
with the density and magnetization density m ជ which are defined by
Here n i are the occupation numbers, r ជ and R ជ q are the electronic and nuclear coordinates, respectively, and B is the Bohr magneton. 
where the index p runs over all nuclei in the molecular system. E xc is the exchange-correlation energy functional. V H is the electronic Hartree potential
͑2.6͒
Since the calculation of the Hartree potential from the SCF density ͑2.2͒ is very time consuming, we approximate in Eq. ͑2.2͒ by a model density . We expand our model density into series of ''atomic'' multipole-densities centered on the nuclei. To determine the expansion coefficients we minimize the Hartree energies calculated from the difference of the SCF density and model density . This procedure leads to small corrections to the total energy ͑2.1͒ which are no longer linear, but quadratic in the difference Ϫ ͓35͔. We also emphasize that only the procedure described here has this property. All other similar methods such as Mulliken ͓36,37͔, density fitting ͓38,39͔, or even direct projection methods ͓40͔, lead to errors in the total energy which are linear in the difference of densities. However, all methods converge to the right Hartree potential if the basis for the model density becomes more and more complete.
Another improvement of our method is the possibility to control and avoid the linear dependency of the fit-basis functions. We diagonalize the fit matrix in the symmetry-adapted basis and set the occupation numbers for all orthogonalized symmetry-adapted fit functions which have a small norm ͑length͒ explicitly to zero. All these improvements ͑for more details see Appendix͒ allow an accurate calculation of the Hartree energy as will be shown in Sec. II C.
The variation of the energy functional ͑2.1͒ leads to the relativistic Kohn-Sham ͑KS͒ equations in their general form for the molecular orbitals i
͑2.7͒
Here Ṽ H is the Hartree potential from the model density and M ЈуM is the number of molecular orbitals.
A. Collinear case
The collinear approximation of DFT is widely used in practice and motivated by the nonrelativistic DFT, where the spin is a good quantum number if the spin-orbit coupling is neglected. In this approximation one defines spin-up and spin-down densities, and uses exchange-correlation functionals which depend on these densities. In the relativistic theory, however, the exchange-correlation functionals should depend on the density and the magnetization density. Unfortunately up till now only the exchange part of the relativistic localdensity approximation ͑RLDA͒ ͓41͔ is known in this form. Practice shows that one can still use the exchange-correlation functionals in their nonrelativistic form for relativistic molecular calculations because the difference between the results achieved by using one form or another are small ͓42͔. In order to be able to define the spin densities in the relativistic description ͑compare Ref. ͓31͔͒ one assumes that the magnetization density at every point in the space is aligned to the symmetry ͑z͒ axis. In this case one can calculate from the total density and the magnetization densities the generalized spin densities ͓21,22͔
͑2.8͒
Using these densities the KS equations ͑2.7͒ can be written in the form
B. Noncollinear case
In noncollinear case the KS equations in their general form ͑2.7͒ should be solved. One problem appearing in this case is that the variation of the exchange-correlation functionals ␦E xc ͓,m ជ ͔/␦m ជ is only known for the relativistic exchange-only LDA. On the other hand, it is well known that this functional describes all electronic systems much worse than the GGA's ͑general gradient approximation͒. In general these functionals should be extended to functionals which are dependent on the density as well as on the magnetization density. The nonrelativistic form of the GGA's cannot be used because these are dependent on the spin densities, and because from a magnetization density which is not aligned to an axis these densities cannot be calculated. The simplest solution of this dilemma is to describe the system at each point in the space in a frame where the magnetization is parallel to z axis. This could be done by rotation of the magnetization density at each point in space as long as it becomes aligned to the z axis ͓43͔. Now it could be used to calculate the generalized spin densities and in a following step also the exchange-correlation potentials. These potentials include one part which is dependent only on the density and other part which is dependent on the magnetization density ͑internal magnetic field͒. In order to get the right exchange-correlation potential for Eq. ͑2.7͒ the last part should be rotated back. Since both rotations are made locally this procedure leads to the exact solution of the general equation ͑2.7͒. It is well known ͓34͔ that a rotation in a real space is equal to a rotation in the spin space. From practical point of view the last one has some advantages, therefore we adapted this type of rotation in our program and present it also in this paper.
We want to introduce a four-vector
͑2.10͒
where the spin density S ជ is related to the magnetization density by expression
It is well known that for every four-vector, there is a corresponding spinor of order 2 ͓34͔ which is built from the components of this vector. In our case the matrix has the form
All rotations of the four-vector, which includes not only rotations in the real three-dimensional space but also rotations in the Minkovsky space, can also be represented as rotations in the spin space. In this paper we are only interested in rotations in the three-dimensional space, therefore a general transformation is given by the unitary matrix U(r ជ ) ͓34͔
͑2.13͒
Here ␣, ␤, and ␥ are Euler rotational angles. We can diagonalize the matrix ͑2.12͒ and determine these angles by us- ing the transformation matrix ͑2.13͒. This means that we have to solve the matrix equation
͑2.14͒
This matrix equation is equal to a system of linear equations
͑2.15͒
We want to denote that the rotation angle ␥ does not appear in these equations and therefore can be chosen arbitrarily. This is due to the rotational symmetry of the magnetization density with respect to the new zЈ axis. In order to simplify the end expressions we set this rotational angle to zero. 
The eigenvalues of the matrix ͑2.12͒ are connected to the components of the four-vector by the expression
͑2.17͒
We want to point out that in contrast to the nonrelativistic case the sum of eigenvalues (2 S 0 Ј) does not give the total density of the system. This is due to the presence of the small components and reflects the fact that a relativistic system cannot be completely spin polarized because the spin of a particle ͑an electron͒ is not a good quantum number in the relativistic description. Using the expression ͑2.17͒ for the z component of the spin density in the rotated system one can calculate the spin-up and the spin-down densities
͑2.18͒
Now we are able to calculate the exchange correlation potentials v ϩ xc and v Ϫ xc using the generalized spin densities. To determine the exchange-correlation potential in the nonrotated system we can either make a rotation back in the spin space
which has the form
͑2.20͒
or rotate the four-vector B ϭ"
It is interesting to note that the internal magnetic field of a system and the ''normal'' exchange correlation potential are not independent of each other because both together build a four-vector. This fact is not important for this noncollinear case where only rotations in the three-dimensional space are involved. But if also Lorentz transformations are involved which correspond to a rotation in the four-dimensional space and involve also the time coordinate then this fact becomes very important.
After the rotation we get for the internal magnetic field
We want to stress again that all these steps are performed at each point in space, and therefore the solution which we achieve in this way is a exact solution of the general equation ͑2.7͒.
C. Test of the completeness of the atomic basis sets and of the accuracy of the Hartree energy
The relativistic Kohn-Sham equations in the noncollinear form ͑2.7͒ were solved by using numerical atomic orbitals as basis functions by the molecular orbital-linear combination of atomic orbitals method. The advantage of this method is the small number of basis functions which are required to achieve high accuracy by solving the many-centers KohnSham equations. In this section we would like to show that the minimal basis plus only four to five additional basis functions lead to a final basis set error in the total energy of down to 0.01 eV only.
Besides this final basis set error there is also an error in the calculation of the Hartree potential ͑energy͒ Ṽ H in Eq. ͑2.7͒. As is described in the Appendix we use for the calculation of the Hartree potential a model density which is expanded into multicenter multipolar fit-basis functions. Generally speaking these can be chosen independently from the basis for the wave functions. However our experience shows that this leads to larger errors than if the same basis functions are applied. Due to this fact we use as fit functions the radial subshell densities multiplied by spherical harmonics up to a maximal number l max which can be defined at the beginning of the calculation. Therefore a basis set optimization minimizes both the final basis set and Hartree-energy error.
In order to achieve the basis set optimization we start with numerical minimal basis functions for a neutral atom ͓44͔. In the second step, we add basis functions of the next subshell from a calculation of an atom with a defined degree of ionization ͑we use noninteger occupation numbers͒. We make several molecular calculations with different partial occupation numbers for the additional basis functions and find the minimum of the total energy of dimer as function of the degree of ionization. In the third step, we fix the partial occupation numbers for these two basis sets and optimize the additional basis functions of the next subshell in the same way as the previous subshell. In this way we increase the number of basis functions subshell by subshell until the total energy change by further increase of the number of basis functions was smaller than a chosen value.
In order to test the accuracy of the Hartree energy we study the dependence of the total energy as function of the basis functions. The only basis-independent ͑FD ͓45͔, e.g., FEM ͓46͔͒ reference value which we found was the value for Li 2 . In the first step, we increase successively the number of the basis functions. By using this optimization procedure we find the degrees of ionization listed in Table I . As it can be seen from this table, the total energy converges quite fast with increasing number of basis functions to the exact value.
In the second step, we study the dependence of the total energy on the maximal angular momentum quantum number l max in the model density in Eq. ͑A1͒. The results of this study are collected in Table II where we present the results for the smallest and the biggest basis sets only. We can see a very rapid convergence of the total energy with the maximal multipole moment. In most cases it is sufficient to use the contributions up to the quadrupole term in the model density.
One also observes a nearly constant difference between the values for the same multipoles for the two basis sets shown here. This means that the error from the incompleteness of the basis never will be compensated by use of higher multipole moments.
In addition we should mention that wave functions like 3d 3/2 or 4 f 7/2 which have a structure in the angular part of the wave functions but no nodes in the radial part give a small contribution to the total energy or even can lead to worse results. This is due to the increased linear dependency of the basis functions. To avoid this in the fit procedure we use a method described also in the Appendix. In this method we have a cut parameter ͓see Eq. ͑A21͔͒ which, generally speaking, can influence the results of the calculation. We also study the dependency of the total energy from this cut parameter and find that the change in the total energy for cut parameters between 10 Ϫ4 -10 Ϫ6 are much smaller than the other errors discussed above. This means that for this choice of the cut parameter the linear dependency of the fit-basis set is reduced while the basis is still sufficiently large to represent the SCF density quite well. A cut parameter outside this interval makes the set too small ͑bigger ⑀ values͒ or too linear dependent ͑small values͒. In both cases the final result becomes worse. We use in our calculation a value 10 Ϫ5 . As summary of these more technical but important details we can say that the approximations together with the optimization procedure work quite well. This allows one to calculate the total energies of molecular systems with accuracies below 0.01 eV and all differences above this limit are due to the choice of the density functionals and thus the method itself.
III. RESULTS AND DISCUSSION
A. Homonuclear molecular closed-shell system Pt 2 Table III shows the bond energies, bond length, and vibrational frequencies for Pt 2 . A comparison between different theoretical methods can be found in Refs. ͓32͔ and ͓50͔.
We calculated vibrational frequencies from the Morse potential ͓51͔ fitted to our calculated values of the potentialenergy curve including the asymptotic value for Pt 2 for different exchange-correlation functionals. For every combination we performed a spin-polarized collinear ͑SP͒ and a spin-polarized noncollinear ͑SP,non͒ calculation. From an analysis of the occupied orbitals at the minimum of the potential curve we can see that the system has no open spins and therefore it behaves in the calculation around the minimum of the potential-energy curve as a closed-shell system. From this the ground state of the Pt 2 molecules should be an O g state, presumable translating to 1 ⌺. Due to this fact we get essentially the same total molecular energies for all three forms. This can be seen from the very little change in the bond distance and the vibrational frequencies. The mean change in the bond energy comes from the larger total energy of the molecular system at very large internuclear distances. In other words, the difference comes from the atomic calculations for the open-shell system of the Pt atom. This agrees with other calculations with and without spin polarization ͓52͔. We determined the total energy of the Pt atom by calculating the Pt 2 molecule at large internuclear distances (Ͼ40 a.u.). The calculations of the Pt atom with our molecular program using the same grid as used in the molecular calculations at the minimum of the potential curve give a difference which is much smaller than the uncertainty in the total energy due to the final number of basis functions used.
B. Heteronuclear molecular open-shell system NiAu
In order to test the calculational method which we discuss here we have chosen one of the few experimentally known ͓53͔ heteronuclear diatomic molecules with an odd number of electrons, at least one nd hole, and where at least one atom is very heavy: NiAu.
We optimized the basis functions in the way as it is described in the preceding section for the Ni 2 and Au 2 systems separately. Using these basis sets we performed the calculations for NiAu. Our results are collected in Table III . As it is already shown the case for Pt 2 the GGA results ͑B88/P86͒ in combination with the spin polarization can reproduce very well the bond length as well as the bond energies for this open-shell molecule.
From the experimental data it is known that the ground state of NiAu is a 2 ⌬ 5/2 state. We performed some analysis in order to figure out the symmetry of the system from our calculations. The integral over the magnetization density gives us per definition the total magnetic moment of the molecular system which correlates to the total spin of the system. We found that the total spin of this molecular system is Sϭ1/2, in agreement with experimental observation. From an analysis of the occupied orbitals ͑see below͒ we estimated the ground state symmetry of the NiAu molecule as 2 ⌬ 5/2 which agrees with the experimental determined one.
In the experimental paper ͓53͔ the authors predicted the ground-state configuration of this molecule to be d Ni 9 d Au 10 2 . To find evidence for this we looked to the expansion coefficients of the occupied molecular orbitals. Due to the large overlap of the 4s Ni ,3d Ni and 6s Au ,5d Au all these orbitals were far away from ''pure'' atomic states. In most cases more than two atomic orbitals contributed to the outer molecular orbitals. When we looked to the leading term in each expansion we found that both 4s orbitals as well as the 3d 5/2 orbital from Ni are unoccupied. From the Mulliken overlap population analysis we additionally found that the first two correspond to the antibonding orbitals and the last one to the antibonding d␦ state. From the overlap population analysis we also can see that all molecular orbitals formed from the d orbitals of both atoms of the NiAu molecule do not have well-pronounced bonding or antibonding character. This agrees with the assumption of the experimentalists ͓53͔. In order to check how good this assumption works we performed the Mulliken analysis to estimate the electron distribution in the molecule. These are presented in Table IV . One can see some charge transfer from the 4s 1/2 to 3d subshell of Ni. One can also see that the d hole resides mostly on nickel site. This means that the assumption made by the experimentalists about the ground state of the NiAu molecule are quite good.
C. Conclusion
As summary one can say that we have been able to calculate two very different diatomic molecules. This makes us 
APPENDIX: CALCULATION OF THE ELECTRONIC HARTREE POTENTIAL
Only for a single atom ͑one-center system͒ the calculation of the electronic Hartree potential ͑2.6͒ is relatively simple. In the multicenter case the calculation of this potential from the self-consistent density ͑2.2͒ is very difficult. Therefore usually an approximative Hartree potential is used ͓38,39͔. We use a multipole, multicenter expansion of the molecular charge density. We approximate it by
͔ are the atomic shell densities which are built from the large P j and small G j components of the atomic wave functions, Y l m are the real spherical harmonics, and Q jm Kl are the occupation numbers. K runs over all atoms in the molecular system N A , j runs over all shells in the atom K, and l runs over all angular momenta L j of the shell j. Since the Hartree potential is linear in the density we can write it as a sum
͑A2͒
After the coordinate transformation ͑for coordinate definition see Fig. 1͒ we get
͑A3͒
We can rewrite the term 1/͉ ជ K Ϫ ជ K Ј ͉ by using the Legendre
͑A4͒
If we replace the Legendre polynomials P l Ј by real spherical
we can rewrite Eq. ͑A4͒ in the form 
͑A6͒
If we insert this in Eq. ͑A2͒ and integrate over the angular coordinates and take into account the orthogonality of the spherical harmonics
we get the formula ͓39͔
͑A8͒

Fit of the molecular density
In order to simplify the following discussion we introduce new occupation numbers and fit-basis functions
where represents any combination of the indices (K,j,l,m). In the new basis Eq. ͑A1͒ can be rewritten in the form
To determine the occupation numbers q we use the leastsquare fit method ͓38͔. We minimize the Hartree energy ͓54͔ calculated from the difference of the SCF density and model density ͓35͔
͵ ͵
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͑A11͒
Inserting Eq. ͑A10͒ into Eq. ͑A11͒ we get
We vary this functional by preservation of multipole moments. In practice we normally use the first two-monopole moment Q and dipole moment d ជ ,
These constraints can be included in the variation by the standard Lagrange multiplier technique ͓55͔. After the variation of q and we get the matrix equation 
͑A15͒
In principle Eq. ͑A14͒ solves the problem of the determination of the fit occupation numbers.
