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Abstract
This paper presents a new modified Newton method for nonlinear equations. This method uses a part of elements of the Jacobian
matrix to obtain the next iteration point and is refereed to as the incomplete Jacobian Newton (IJN) method. The IJN method may be
fit for solving large scale nonlinear equations with dense Jacobian. The conditions of linear, superlinear and quadratic convergence
of the IJN method are given and the local convergence results are analyzed and proved. Some special IJN algorithms are designed
and numerical experiments are given. The results show that the IJN method is promising.
c© 2008 Elsevier Ltd. All rights reserved.
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1. Introduction
Consider the system of nonlinear equations
F(x) = 0, (1.1)
where F : Rn → Rn is a mapping with the following properties:
(1) there exists an x∗ with F(x∗) = 0;
(2) F is continuously differentiable in a neighborhood of x∗;
(3) F ′(x∗) is nonsingular.
A classical algorithm for finding a solution to (1.1) is Newton’s method. Given an initial guess x0, we compute a
sequence of steps {sk} and iterates {xk} as follows:
For k = 0 STEP 1 UNTIL Convergence DO
Solve F ′(xk)sk = −F(xk),
Set xk+1 = xk + sk . (1.2)
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Newton’s method is attractive because it converges rapidly from any sufficiently good initial guess. Indeed, it is
a standard with which to compare rapidly methods for solving (1.1), since one way of characterizing superlinear
convergence is that the step should approach the Newton step asymptotically in both magnitude and direction [1,2].
One drawback of Newton’s method is that the Newton equations has to be solved at each stage. Computing the
exact solution using a direct method such as Gaussian elimination can be expensive if the number of unknowns is
large and may not be justified when xk is far from x∗. It seems reasonable to use an iterative method and to solve (1.2)
only approximately. Since a natural stopping rule would be based on the size of the relative residual ‖rk‖ / ‖F(xk)‖,
the inexact Newton(IN) method [3] was given, which has the form as following:
For k = 0 STEP 1 UNTIL Convergence DO
Solve F ′(xk)sk = −F(xk)+ rk,
Set xk+1 = xk + sk . (1.3)
In order to obtain the convergence property, the following condition
‖rk‖ / ‖F(xk)‖ ≤ ηk (1.4)
is satisfied where ηk is a sequence of forcing terms such that 0 ≤ ηk < 1.
When the number of unknowns is sufficiently large and the Jacobian matrix of F(x) is dense, the storage of the
Jacobian matrix may consume a lot of space. It seems that Newton’s methods and IN methods will not work well. To
use the valuable Jacobian information within rational limits will be an interesting and challenging work. We propose
to replace the whole Jacobian matrix by an incomplete Jacobian matrix and refer to such a modified Newton method
as the incomplete Jacobian Newton (IJN) method. This method may be fit for solving large scale nonlinear equations
with dense Jacobian.
This paper is constructed as follows: we propose the IJN method in Section 2, and present local convergence results
in Section 3. Some IJN algorithms for special problems are given in Section 4. Some numerical results are reported in
Section 5. At last some remarks are proposed.
2. Incomplete Jacobian Newton method
Let F : Rn → Rn be a mapping with the same property as (1.1), then the incomplete Jacobian Newton (IJN)
method has the following form:
For k = 0 STEP 1 UNTIL Convergence DO
Solve M(xk)sk = −F(xk),
Set xk+1 = xk + sk, (2.1)
where M(xk) is an invertible matrix, with index set Ik which is called a sparse pattern such that
(M(xk))i j =
{
(F ′(xk))i j if (i, j) ∈ Ik,
0 otherwise.
In order to guarantee the invertible and other properties, we may modify M(xk) within the limited framework. When
Ik ≡ {(i, j), i, j = 1, 2, . . . , n}, the IJN method becomes Newton’s method. Define that
E(xk) = F ′(xk)− M(xk) (2.2)
then the IJN method can be rewritten as follows:
F ′(xk)sk = −F(xk)+ E(xk)sk,
xk+1 = xk + sk . (2.3)
Compared with the IN method, one can find that if rk = E(xk)sk , the IJN method can turn into IN method. However
the IJN method is different from the IN method in that when using IN method, one has to find how to choose the
forcing terms [4] in (1.4), while for the IJN method one has to find how to control the residual matrix E(xk). It is
obvious that the IJN method is also different from the quasi-Newton method, because Mk does not in general satisfy
the quasi-Newton condition.
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The IJN method is very flexible. If the space is large enough, then we can make the cardinality of Ik very large.
Hence, the IJN method can be close to Newton’s method, and the convergence rate will be very fast. When the space
is not large enough, we can make M(xk) as a diagonal matrix and solve large or huge problems.
3. Local convergence of the IJN method
In this section, we discuss the local convergence results of the IJN method. At first we give the following
assumption.
Assumption 3.1. M(xk) generated by the IJN method are nonsingular, and converges to M(x∗), and M(x∗) is
nonsingular.
Now we define
E(x∗) = F ′(x∗)− M(x∗). (3.1)
In order to discuss the local convergence result and convergence rate of {xk} generated by the IJN method, we give a
lemma in the following.
Lemma 3.2 ([5]). If the sequence {xk} has the limit point x∗ at which F(x∗) = 0, F ′(y) and M(y) are continuous,
then for any  > 0, there exists δ > 0 such that F ′(y) is nonsingular and
‖M(y)−1 − M(x∗)−1‖ < ,
‖F ′(y)−1 − F ′(x∗)−1‖ ≤ ,
‖F(y)− F(x∗)− F ′(x∗)(y − x∗)‖ ≤ ‖y − x∗‖
if ‖y − x∗‖ < δ.
In the following, we give a condition which guarantees the Q-linear convergence of the IJN method.
Theorem 3.3. Let {xk} be a sequence of IJN iterates and Assumption 3.1 holds. If {xk} converges to x∗, and there
exists a positive number η < 1 such that
lim supk→∞
‖E(x∗)M−1(x∗)F(xk)‖
‖F(xk)‖ = η, (3.2)
where ‖·‖ is any matrix norm satisfying the sub-multiplicative property, then the convergence is Q-linear with constant
t < 1 in the sense that
‖xk+1 − x∗‖∗ ≤ t‖xk − x∗‖∗,
where ‖y‖∗ = ‖F ′(x∗)y‖.
Proof. By (3.2), there exists a k1 ≥ k0 such that for all k ≥ k1
‖E(x∗)M−1(x∗)F(xk)‖ ≤ η¯‖F(xk)‖ (3.3)
with η¯ < η < 1. Now we set
µ = max{‖F ′(x∗)‖, ‖F ′(x∗)−1‖, ‖M−1(x∗)‖, ‖M(x∗)‖, ‖E(x∗)‖}, t ≡ 1
2
(1+ η¯). (3.4)
Since η¯ < t , there exists γ > 0 sufficiently small such that
(1+ µγ )[(γ (2µ+ γ )+ η¯)(1+ µγ )+ 2µγ ] < t. (3.5)
Now, we choose δ > 0 sufficiently small such that F ′(y) is nonsingular and
‖F ′(y)− F ′(x∗)‖ ≤ γ (3.6)
‖F ′(y)−1 − F ′(x∗)−1‖ ≤ γ (3.7)
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‖F(y)− F(x∗)− F ′(x∗)(y − x∗)‖ ≤ γ ‖y − x∗‖ (3.8)
‖M−1(y)− M−1(x∗)‖ ≤ γ (3.9)
‖E(y)− E(x∗)‖ ≤ γ (3.10)
if ‖y − x∗‖ < δ. Such a δ exists because of the continuity of F ′(x), M(x), E(x) at x∗ and Lemma 3.2.
Since xk converges to x∗, there is a k2 ≥ k1 such that ‖xk − x∗‖ ≤ δ for all k ≥ k2. Now we prove
‖xk+1 − x∗‖∗ ≤ t‖xk − x∗‖∗ (3.11)
for all k by induction.
From (3.4) and (3.9) it follows that
‖M−1(xk)‖ ≤ ‖M−1(x∗)‖ + ‖M−1(xk)− M−1(x∗)‖ ≤ µ+ γ, (3.12)
for all k ≥ k2. By direct calculation we have
‖E(xk)M−1(xk)F(xk)‖ ≤ ‖E(xk)M−1(xk)F(xk)− E(x∗)M−1(x∗)F(xk)‖ + ‖E(x∗)M−1(x∗)F(xk)‖
≤ (‖E(xk)M−1(xk)− E(x∗)M−1(x∗)‖)‖F(xk)‖ + ‖E(x∗)M−1(x∗)F(xk)‖
≤ (‖E(xk)M−1(xk)− E(x∗)M−1(xk)‖ + ‖E(x∗)M−1(xk)− E(x∗)M−1(x∗)‖)‖F(xk)‖
+‖E(x∗)M−1(x∗)F(xk)‖
≤ (‖M−1(xk)‖‖E(xk)− E(x∗)‖ + ‖E(x∗)‖‖M−1(xk)− M−1(x∗)‖)‖F(xk)‖ + ‖E(x∗)M−1(x∗)F(xk)‖,
for all k ≥ k2.
By using (3.3), (3.4), (3.9), (3.10) and (3.12) and the above inequality, we have
‖E(xk)M−1(xk)F(xk)‖ ≤ (γ (2µ+ γ )+ η¯)‖F(xk)‖. (3.13)
Since
M(xk)sk = −F(xk)
and
F ′(xk)sk = −F(xk)+ E(xk)sk,
we have
sk = F ′(xk)−1(−F(xk)+ E(xk)sk) = F ′(xk)−1(−F(xk)− E(xk)M−1(xk)F(xk)).
Hence
xk+1 − x∗ = xk − x∗ + sk = F ′(xk)−1[F ′(xk)(xk − x∗)− E(xk)M−1(xk)F(xk)− F(xk)],
F ′(x∗)(xk+1 − x∗) = {I + F ′(x∗)[F ′(xk)−1 − F ′(x∗)−1]}{−E(xk)M(xk)−1F(xk)
+ [F ′(xk)− F ′(x∗)](xk − x∗)− [F(xk)− F(x∗)− F ′(x∗)(xk − x∗)]} (3.14)
and
F(xk) = [F ′(x∗)(xk − x∗)] + [F(xk)− F(x∗)− F ′(x∗)(xk − x∗)], (3.15)
‖xk − x∗‖ = ‖F ′(x∗)−1F ′(x∗)(xk − x∗)‖ ≤ µ‖xk − x∗‖∗, (3.16)
combining with (3.5)–(3.8) and (3.13)–(3.16), we obtain
‖xk+1 − x∗‖∗ ≤ (1+ µγ )[(γ (2µ+ γ )+ η¯)(1+ µγ )+ 2µγ ]‖xk − x∗‖∗ < t‖xk − x∗‖∗.
This theorem is proved. 
Since the condition of the above theorem is connected with the solution x∗, it is not easy to check this condition.
We give a corollary which only involves the current iterative point.
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Corollary 3.4. Let {xk} be a sequence of IJN iterates and Assumption 3.1 holds. If {xk} converges to x∗ and there
exists a positive number η < 1 such that
lim supk→∞
‖E(xk)M−1(xk)F(xk)‖
‖F(xk)‖ = η, (3.17)
where ‖ · ‖ is any matrix norm satisfying sub-multiplicative property, then the convergence is Q-linear in the same
sense as Theorem 3.3.
Proof. We have
‖E(xk)M−1(xk)F(xk)‖
‖F(xk)‖ −
‖(E(x∗)M−1(x∗)− E(xk)M−1(xk))F(xk)‖
‖F(xk)‖ ≤
‖E(x∗)M−1(x∗)F(xk)‖
‖F(xk)‖
≤ ‖E(xk)M
−1(xk)F(xk)‖
‖F(xk)‖ +
‖(E(x∗)M−1(x∗)− E(xk)M−1(xk))F(xk)‖
‖F(xk)‖ .
When k →∞, from (3.17) and Theorem 3.3 it follows that (3.2) holds, and this corollary is right. 
In the following corollary we give a bit strong sufficient condition of linear convergence which is easy to be
checked.
Corollary 3.5. Let {xk} be a sequence of IJN iterates and Assumption 3.1 holds. If xk converges to x∗, and there
exists a positive number η < 1 such that
‖E(xk)M−1(xk)‖ ≤ η (3.18)
for all k, where ‖ · ‖ is any matrix norm satisfying sub-multiplicative property, then the convergence is Q-linear in the
same sense as Theorem 3.3.
Proof. From
‖E(x∗)M−1(x∗)F(xk)‖
‖F(xk)‖ ≤ ‖E(x
∗)M−1(x∗)‖ ≤ ‖E(x∗)M−1(x∗)− E(xk)M−1(xk)‖ + ‖E(xk)M−1(xk)‖,
(3.18) and the convergence property of E(xk)M−1(xk), it follows that there exist k1 and η¯ < 1 such that
lim supk→∞
‖E(x∗)M−1(x∗)F(xk)‖
‖F(xk)‖ ≤ η¯ for all k > k1.
Thus, the conclusion follows directly from Theorem 3.3. 
Now we recall the definition of the Q-order convergence and the convergence result of the IN method.
Definition 3.6. Let {xk} be a sequence which converges to x∗. Then,
1. the convergence rate of {xk} is Q-superlinear if lim supk→∞ ‖xk+1−x
∗‖
‖xk−x∗‖ = 0;
2. the convergence rate of {xk} is Q-quadratical if lim supk→∞ ‖xk+1−x
∗‖
‖xk−x∗‖2 = c with c > 0.
Theorem 3.7 ([3]). Assume that IN iterates {xk} converge to x∗. Then xk → x∗ is Q-superlinear if and only if
‖rk‖ = o(‖F(xk)‖) as k →∞.
Moreover, if F ′(x) is Lipschitz continuous at x∗, then xk → x∗ is quadratic if and only if
‖rk‖ = O(‖F(xk)‖2) as k →∞.
In the following we give similar sufficient and necessary conditions for superlinear and quadratic convergence of
the IJN method.
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Theorem 3.8. If the IJN iterates {xk} converge to x∗ and Assumption 3.1 holds, then the convergence rate of the IJN
iterates {xk} is Q-superlinear if and only if
‖E(xk)M−1(xk)F(xk)‖ = o(‖F(xk)‖) as k →∞.
Moreover, if F ′(x) is Lipschitz continuous in a neighborhood of x∗, then xk → x∗ is quadratic if and only if
‖E(xk)M−1(xk)F(xk)‖ = O(‖F(xk)‖2) as k →∞. (3.19)
Proof. Denote rk = E(xk)sk = −E(xk)M−1(xk)F(xk). Then the IJN method can turn into the IN method. Applying
Theorem 3.7, we can get the equivalent condition of the superlinear and quadratic convergence. 
4. Special IJN algorithm
It is important to choose proper M(xk) in the IJN algorithm. In this section, we give some special choices of M(xk)
in the IJN algorithm.
Lemma 4.1. Assume that in (1.1) F ′(x) is strongly column-diagonally dominant, i.e.
| f j j (x)| ≥ (1+ )
n∑
i=1,i 6= j
| fi j (x)|,
where  > 0 is a small positive number and F ′(x) = [ fi j (x)]. In the IJN algorithm, if we choose
Mk = diag( f11(xk), f22(xk), . . . , fnn(xk)),
then the sequence {xk} generated by this IJN algorithm is Q-linear convergent.
Proof. From the definition of strongly column-diagonally dominant matrix and matrix norm, it follows that
‖E(xk)M−1(xk)‖1 = ‖(F ′(xk)− Mk)M−1(xk)‖1 = max
j
n∑
i=1,i 6= j
| fi j (xk)|
| f j j (xk)| ≤
1
1+  < 1.
Hence the linear convergence result follows from Corollary 3.5. 
In the following, we generalize the linear convergence results to the case when F ′(x) is column block strongly
diagonally dominant or generalized column block strongly diagonally dominant. We give these definitions which are
similar to those in [6,7].
Definition 4.2. Let A = (ai j ) ∈ Cn×n , m and ni be positive integers. A is partitioned in the following manner:
A = [Ai j ] (4.1)
where the diagonal submatrices Ai i are squares of order ni , 1 ≤ i ≤ m,∑mi=1 ni = n. If Ai i is nonsingular and
‖A−1j j ‖−1 ≥ (1+ )
m∑
i=1,i 6= j
‖Ai j‖
for i = 1, . . . ,m where  > 0 is a small positive number and ‖ · ‖ is any induced matrix norm, then A is
called column block strongly diagonally dominant. Moreover, if there exists a positively diagonal matrix D =
diag(d11, d22, . . . , dnn) such that AD is column block strongly diagonally dominant, then A is called generalized
column block strongly diagonally dominant.
Lemma 4.3. If A = (ai j ) is partitioned as (4.1), then we have ‖A‖1 ≤ max j ∑mi=1 ‖Ai j‖1.
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Proof. We partition x according to the style of A. Hence
‖A‖1 = max
x 6=0
‖Ax‖1
‖x‖1 = maxx 6=0
∥∥∥∥∥∥∥
( m∑
j=1
A1 j x j
)T
, . . . ,
(
m∑
j=1
Amj x j
)TT
∥∥∥∥∥∥∥
1
‖x‖1
≤ max
x 6=0
m∑
i=1
m∑
j=1
‖Ai j x j‖1
‖x‖1
≤ max
x 6=0
(
max
i
m∑
j=1
‖Ai j‖1
)
m∑
j=1
‖x j‖1
‖x‖1
= max
j
m∑
i=1
‖Ai j‖1. 
Theorem 4.4. Assume that in (1.1), F ′(x) is column block strongly diagonally dominant with respect to ‖ · ‖1 and
partition F ′(x) as (4.1), i.e. F ′(x) = (Fi j (x))m×m . In the IJN algorithm, we choose
M(xk) = diag(F11(xk), . . . , Fmm(xk)),
then the sequence {xk} generated by this IJN algorithm converges to x∗ with Q-linear rate.
Proof. From simple calculation, we have
E(xk)M
−1(xk) = (F ′(xk)− M(xk))M−1(xk)
=
 0 F12(xk)F−122 (xk) · · · F1N (xk)F−1mm(xk)· · · · · · · · · . . .
Fm1(xk)F
−1
11 (xk) Fm2(xk)F
−1
22 (xk) · · · 0
 .
From Lemma 4.3 and the assumption in this theorem, we have
‖E(xk)M−1(xk)‖1 ≤ max
j
∑
i=1,i 6= j
‖F−1j j (xk)‖1‖Fi j (xk)‖1 ≤
1
1+  < 1.
Hence, the theorem is proved from Corollary 3.5. 
Corollary 4.5. If F ′(x) in (1.1) is generalized column block strongly diagonally dominant with a positively diagonal
matrix D, and we solve a equivalent nonlinear equation F(Dy) = 0 and choose Mk as the block diagonal submatrix
of F ′(Dyk), then the sequence {xk}, xk = Dyk generated by this IJN algorithm converges to x∗ with Q-linear rate.
Proof. Let H(y) ≡ F(Dy), then H ′(y) = F ′x (Dy)D. From Definition 4.2 and the assumption, we know that H ′(y)
is column block strongly diagonal dominant. Hence, the result of this corollary follows from Theorem 4.4. 
5. Numerical experiments
In order to estimate the behavior of the IJN algorithm, we design or modify some test problems, and compare
the IJN with the classic Newton algorithm and the Polak–Ribie`re conjugate gradient algorithm. LU decomposition is
used in the Newton algorithm, which is called NLU. In Polak–Ribie`re conjugate gradient algorithms which is called
PR-CG, we use f (x) = 12 F(x)TF(x) as object function, where the linear search satisfies strong Wolfe conditions
f (xk + αkdk) ≤ f (xk)+ c1αk∇ f (xk)Tdk (5.1)
|∇ f (xk + αkdk)Tdk | ≤ c2|∇ f (xk)Tdk | (5.2)
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Table 1
The results of Problem 1
n IJN PR-CG NLU
ITER ‖F(x)‖2 CPU ITER ‖F(x)‖2 CPU ITER ‖F(x)‖2 CPU
20 26 7.317D-8 0.001 34 9.124D-8 0.002 9 7.170D-13 0.003
80 30 7.081D-8 0.002 32 6.007D-8 0.004 9 1.497D-12 0.063
500 32 8.344D-8 0.026 25 1.735D-10 0.012 9 7.115D-11 19.180
1 000 33 6.351D-8 0.047 34 5.8140D-8 0.015 9 3.274D-11 195.219
5 000 34 2.791D-8 0.031 36 3.081D-9 0.141
50 000 29 0.000000 0.375 102 6.529D-8 2.653
with c1 = 0.01, c2 = 0.9 respectively. The termination of the three algorithms is always ‖F(x)‖ ≤ . These
algorithms have been implemented in FORTRAN 77. All calculation are carried out in double precision and on a
portable computer (AMD, 1.61 GHz, 480 MB memory).
Because it is difficult to obtain the proper test problems from the literature, we design two test problems (Problems
1 and 2) and modify a standard test problem (Problem 3).
Problem 1.
F(x) = ( f1(x), f2(x), . . . , fn(x))T,
where
f j (x) =
(
n∑
i=1
x2i + 1
)
(x j − 1)+ x j
∑
i 6= j
xi − n + 1, j = 1, 2, . . . , n − 1,
fn(x) =
(
n∑
i=1
x2i + 1
)
(xn − 1).
It is not difficult to find that the Jacobian of this problem is dense, a solution point is x∗ = (1, 1, . . . , 1)T, and
F ′(x) is strongly column-diagonally dominant in the neighborhood of x∗ (see Lemma 4.1). Now we choose M(xk)
as a diagonal submatrix of F ′(xk) in the IJN algorithm, a initial point x (0) = (−1.5, 3.5,−1.5, 3.5, . . . ....)T, and
 = 10−7 in the termination condition.
We choose the dimension by 20, 80, 500,1000, 5000 and 50000. The numerical results of the three algorithms
are listed in Table 1. The number of iterations (ITER), ‖F(x)‖2 in termination point and the CPU time in seconds
are shown in this table. From Table 1,we can see that iteration numbers of the IJN algorithm are less than the PR-CG
algorithm except for n = 500. Besides the two cases, the IJN algorithm uses less CPU time than the PR-CG algorithm.
Although the iteration numbers of the Newton algorithm are less than IJN, Newton algorithm uses much more CPU
time than the IJN algorithm. When the dimension of the problem increases, the Newton algorithm uses too much CPU
time as desired. Hence we do not give the results of the Newton algorithm for n = 5000, n = 50000.
Problem 2 is another test problem to be designed which is similar to Problem 1. However the Jacobian of this
problem is column block strongly diagonally dominant in the neighborhood of the solution.
Problem 2.
F(x) = ( f1(x), f2(x), . . . , fn(x))T,
where
f j (x) =
(
n∑
i=1
x2i + j
)
(x j − 1)+ x j
∑
i 6= j
xi − n + 1, j = 1, 2, . . . , n.
We can find that the Jacobian of this problem is also dense, a solution point is x∗ = (1, 1, . . . , 1)T, and that
F ′(x) is column block strongly diagonally dominant in the neighborhood of x∗ where n is an even number and
ni = 2, i = 1, . . . , n/2 (see Definition 4.2). We choose M(xk) as the corresponding block diagonal submatrix of
F ′(xk) in the IJN algorithm, initial point as x0 = (−3.0, 3.0,−3.0, 3.0, . . . . .)T, and  = 10−7 in the termination
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Table 2
The results of Problem 2
n IJN PR-CG NLU
ITER ‖F(x)‖2 CPU ITER ‖F(x)‖2 CPU ITER ‖F(x)‖2 CPU
20 21 5.852D-8 0.001 31 9.923D-8 0.001 8 1.231D-14 0.002
80 25 5.256D-8 0.015 27 5.002D-8 0.005 8 1.557D-13 0.063
500 28 8.727D-8 0.016 35 1.632D-8 0.008 8 7.799D-12 17.141
1 000 30 4.230D-8 0.054 35 3.778D-8 0.016 8 2.811D-11 176.703
5 000 32 3.285D-8 0.156 45 7.722D-8 0.188
50 000 32 2.417D-9 1.609 65 7.878D-8 1.652
Table 3
The results of Problem 3
n IJN PR-CG NLU
ITER ‖F(x)‖2 CPU ITER ‖F(x)‖2 CPU ITER ‖F(x)‖2 CPU
20 7 5.240D-4 0.001 20 20.254 0.001 6 4.982D-8 0.023
80 11 9.074D-4 0.002 11 81.563 0.023 5 2.846D-6 0.047
500 43 7.174D-4 0.016 8 500.095 0.016 5 3.461D-9 10.687
1000 84 8.574D-4 0.047 6 993.135 0.016 5 4.488D-10 108.719
condition. Numerical results of Problem 2 are listed in Table 2 where n, ITER and other abbreviations are the same as
those in Table 1.
The results of Table 2 are similar to those of Table 1. In order to compare the algorithms, we modified the extend
Rosenbrock equations with dense Jacobian matrix, and obtained Problem 3.
Problem 3.
F(x) = ( f1(x), f2(x), . . . , fn(x))T,
where
f1(x) = −400x1(x2 − x21)− 2(1− x1)+ x1
(
n∑
j=2
x j
)
− n + 1,
fi (x) = 200(xi − x2i−1)− 400xi (xi+1 − x2i )− 2(1− xi )+ xi
(
n∑
j 6=i
x j
)
− n + 1, i = 2, . . . , n − 1,
fn(x) = 200(xn − x2n−1)+ xn
(
n−1∑
j=1
x j
)
− n + 1.
It is not difficult to find that (1, 1, . . . , 1)T is a solution point. We choose M(xk) as the corresponding block tridiagonal
submatrix of F ′(xk) in the IJN algorithm, initial point as x0 = (1.2, 1, 1.2, 1, . . . ..)T, and  = 10−3 in the termination
condition. Numerical results of Problem 3 are listed in Table 3 where n, ITER and other abbreviations are also the
same as those in Table 1.
Problem 3 is somewhat complicated. We choose the dimension by 20, 80, 500 and 1000. The results of Table 3
show that the PR-CG algorithm performs very badly. A possible reason is that this algorithm cannot move at local
minimum point. Newton algorithm uses less iteration numbers. However it needs more CPU time because of the
computation of the n × n inverse matrix. The IJN algorithm can handle this problem with proper iteration numbers
and few CPU time.
These results indicate that the IJN algorithm may be able to solve some large problems with special property.
6. Remarks
In this paper, we give the framework of a new modified Newton method — IJN method, and discuss and analyze
the convergence conditions and convergence rates of the IJN method. Results show that the IJN method may be an
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efficient algorithm for solving large nonlinear equations with special property. If we can precondition and decompose
the Jacobian matrix in a proper manner, then IJN method may solve a lot of large nonlinear equations. This will be a
matter of further research.
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