and Chin ( 1994) shows that for large p the SPSA approach can be much more ei%cient (in terms of total number of loss measurements to achieve effective convergence to 6*) than the finite-difference approach in many cases of practical interest.
In extending SPSA to a second-order (accelerated)
form, we outline in Section 2 how the gradient and in- (2a) and (2b) can be implemented once we specify Gk, which is addressed below.
As discussed in Span (1988 Span ( ,1992 As a means of obtaining an estimate of the squareroot Hessian, we introduce the following loss function to be minimized: where from Graham (198 1, p. 123) ihi:sTsAk = 2s&Aã s
A simple s~cond-order Proposition.
If conditions C. O-C.5 hold, then
;k + 0 * as.
k + S * as.
Proof Let~= (!$k,~k (6)). This would allow an examination of the loss surface to ensure that we are seeking a minimum (not, say, a saddle point) if this were a concern for a particular application.
In fact, using the same three loss measurements, we could augment the recursions (Equations (2a) and (2b)) with an additional recursion (say Equation (2c) (2a) and (2 b). We will compare its performance with that of the standard first-order SPSA algorithm in Span (1988 Span ( , 1992 value that ranges from3 to over 100 percent of the L(i9) value as O varies). The left-hand column represents the total number of measurements used (so with 3000 measurements, 1SPSA has gone through k = 1500 iterations while 2SPSA has gone through k = 1000 iterations). The first two results columns in the tables represent runs with the same SA gains ak, ck, tuned numerically to approximately optimize the performance of the 1SPSA algorithm (the gains satisfied the conditions in the Proposition). The third results column is based on a (numerical) recalibration of ak, ck to be approximately optimized for the 2SPSA algorithm (an identical dk sequence was used for both 2SPSA columns). The results in both tables illustrate the performance of the second-order SPSA approach for a difficult-to-optimize (i.e., flat surface) function. As expected, we see that the ratios (for both 1SPSA and 2SPSA)
tend to be lower in the no-noise case of Table 1 . Further, we see that the 2SPSA algorithm provides solutions closer to O* both with and without optimal 2SPSA gains. An enlightening way to look at the numbers in the tables is to compare the number of measurements needed to achieve the same level of accuracy. We see that in the no-noise case (Table 1) , the ratio of number of measurements for 2SPSA: 1SPSA ranged from 1:2 to 1:50. In the noisy measurement case (Table 2) , the ratios for 2SPSA: 1SPSA ranged from 1:2 to 1:20. These ratios offer considerable promise for practical problems, where p is even larger (say, as in the neural network-based direct adaptive control method of Cristion 1992, 1994 , where p can easily be of order 102 or 103). In such cases, other secondorder techniques that require a growing (with p) number of function measurements are likely to become infeasible. There are several important practical concerns in implementing the 2SPSA algorithm. One, of course, involves the choice of SA gains. As in all SA algorithms, this must be done with some care to ensure good performance of the algorithm. Some theoretical guidance is provided in Fabian (1971) and Chin (1994) , but we have found that empirical experimentation is more effective and easier.
Another practical aspect involves the use of the Hessian estimate: in the studies here we found it more effective to not use the Hessian estimate for the first few (100) iterations in Equations (2a), i.e., still compute~k but replacẽ~~~i n Equation (2a) with an identity matrix so that it then becomes the standard SPSA algorithm for the first few iterations. This allows the inverse Hessian estimate to improve while it really is not needed since L(-) is dropping quickly because of the characteristic steep initial decline of the standard SPSA algorithm.
CONCLUDING REMARKS
The second-order SPSA algorithm presented above offers considerable potential for accelerating the convergence of SA algorithms while only requiring loss function measurements (no gradient or higher derivative measurements are needed). Since it requires only three measurements per iteration to estimate both the gradient and Hessiam----independent of problem dimension p-it does not impose a large requirement for data collection and/or computation asp gets large. Future work will focus on strengthening the theoretical basis for the approach along the lines of the efficiency analysis for 1SPSA in Span (1992, Section 4) and on running a more sophisticated numerical study. Nevertheless, the approach as it currently stands seems powerful and relatively easy to apply for use in difficult stochastic optimization problems.
