|)}·n 3/2 . At last, as corollaries, we give the asymptotic values of energies of a variety of random matrices with weights from distance-based only and mixed with distancedegree-based topological indices of chemical use.
Introduction
Throughout the paper, we denote a simple graph by G = (V, E) with order |V (G)| = n. If e ∈ E is an edge with two ends i and j, we say that e = ij ∈ E. d i and D(i, j) are used to represent the degree of a vertex i and the distance between two vertices i and j in G. The energy of G is defined as
where A(G) is the adjacency matrix of G and λ 1 ≥ λ 2 ≥ . . . λ n are eigenvalues of A(G). This concept, derived from chemistry, was first introduced by Gutman [13] in 1978. The total π-electron energy in a conjugated hydrocarbon is given by the sum of absolute values of the eigenvalues corresponding to the molecular graph G. In general, it is not difficult to obtain the precise energy by computing the eigenvalues of G, but this is impractical when n is very large. So it is necessary to investigate the asymptotic tendency of E (G) as n → ∞. First we consider the classic Erdös-Rényi random graph model G n,p [5] , in which the edges of random graph G p ∈ G n,p are taken independently with probability p ∈ (0, 1). In 1950s, Wigner studied the limiting spectral distribution of this type of random matrices, named as Wigner matrix, denoted by W = {x ij } n i,j=1 , which satisfies the following conditions:
(i) x ij (i = j) are i.i.d. random variables with variance σ 2 , and x ij = x ji ; (ii) x ii are i.i.d. random variables without any moment requirement.
The empirical spectral distribution (ESD) of W is defined by Φ W (x) = 1 n · ♯{λ i |λ i ≤ x, i = 1, 2, . . . , n}. Then, E (W ) = n · |x| dΦ W (x). Wigner calculated the limiting spectral distribution (LSD for short) of W and obtained his famous semi-circle law [25, 26] . Throughout this paper, the expression "a.s." means "with probability tending to 1 as n tends to infinity". Theorem 1.1. [25, 26] lim
i.e., with probability 1, Φ n −1/2 W (x) converges weakly to a distribution Φ(x) as n tends to infinity. Φ(x) has the density
Obviously, the adjacency matrix of G p , denoted by A(G p ) is a Wigner matrix with σ = p(1 − p). So, the limiting distribution of eigenvalues is determined by the semicircle law. As a corollary, Du, Li and Li [7] calculated the energy of A(G p ) or G p and obtained the following result.
In practical requirements of molecular chemistry, various weighted adjacency matrices have been defined and the study of their energy is necessary. One kind of such comes from degree-based topological indices of chemical use, such as Zagreb matrix [15] , ABCmatrix [9] and Harmonic matrix [16] , whose matrix is the adjacency matrix weighted by a positive symmetric function f (d i , d j ) defined on the degrees of vertices i and j. Another kind of such comes from distance-based topological indices, such as the distance matrix [8] , Harary matrix [22] and reverse Wiener matrix [24] , and these are matrices weighted by a symmetric function f (D(i, j)). In 1994, Dobrynin and Kochetova [6] put forward a new topological index based on both distances and degrees of vertices, and recently this new type of indices become more and more popular. We refer the reader to [1, 11, 21, 27] for some results on degree-distance-based indices. From this new type of indices we can get a new type of adjacency matrices weighted by a more general symmetric function f (D(i, j), d i , d j ).
Unfortunately, when we consider random graphs weighted by these symmetric functions, a big problem arises. These matrices are not Wigner matrices since the random variables f (d i , d j ), f (D(i, j)) and f (D(i, j), d i , d j ) are not independent. This limits the methods to be used, and most previous results become unavailable. However, fortunately we can still use moment method to estimate the asymptotic value of energy for large weighted random matrices, which was once applied in Wigner's paper [25] . Lemma 1.3. (see [24] ) Suppose {X n } ∞ n=1 is a sequence of random variables and X is a fixed random variable whose distribution is uniquely determined by its moments. Suppose that all of the moments E(X k n ), E(X k ) (k = 1, 2, . . .) exist. If
for all values of k, then X n converges to X in distribution.
The asymptotic value of energy for random graphs with degree-based weights was studies recently by Li, Li and Song in [20] and they obtained the following result.
where p ∈ (0, 1) is any fixed and independent of n. Denote by A p (f ) the adjacency matrix of a random graph G p (f ) weighted by a degree-based function f (d i , d j ). Then for almost all random graphs G p in G n,p ,
But as one can see, the energy of matrices weighted by a distance-based function has not been studies, yet. In this paper, we define a more general type of adjacency matrices weighted by a degree-distance-based function, and we obtain a result similar to [20] . In fact, the two types of weighted matrices mentioned above are special cases of this type. Now we give the definition of degree-distance-based matrices. Let f (D(i, j), d i , d j ) be a function symmetric on d i and d j with property:
We still use A p (f ) to represent the adjacency matrix of a random graph G p (f ) weighted by this function f , whose ij-entry is f (D(i, j), d i , d j ) with probability p and 0 with prob-
is defined as the same. We will give the limiting value of E (A p (f )) based on moment method, used by Wigner. As a result, we obtain the following result.
be a symmetric function satisfying the above property ( * ), then for almost all graphs G p (f ),
Remark 1.6. From the above, one can see that when the values of f (1, np, np) and f (2, np, np) are sufficiently approximate, the energy becomes sufficiently small. Another thing we like to point out is that this result does not contain our result in [20] , where the symmetric function f (d i , d j ) only depends on the variables of degrees of a graph.
2 Proof of Theorem 1.5
As is shown in Section 1, the matrix A p (f ) may be rather complicated since the diameter of a graph can be very large, and also many different values of distance D i,j for pairs of vertices of G are involved. However, things are not that disappointed from the probability point of view. In fact, almost all graphs are of diameter two; see [5] . So, to study the asymptotic property, it suffices to deal with graphs of diameter 2, whose weighted adjacency matrix
i and j are adjacent 0 i and j are nonadjacent and that
The two matrices will be treated separately in the following.
Calculation of E (A 1 )
We will use moment method in this part. For convenience, we replace f (1,
The proof of semi-circle law is based on moment method. Consider Wigner matrix W with properties: (i) the diagonal entries are 0; (ii) the off-diagonal entries are i.i.d with mean 0 and variance σ 2 . It was proved in [3] that
O(n −1/2 ), k=2s+1
and
That is, for any fixed integer k > 0,
For more details, we refer the reader to [3] .
Then,
Here i.i.d. random variables a i l i l+1 = −p with probability 1 − p and a i l i l+1 = 1 − p with probability p. Denote by W k the set of k-step closed walks on {1, 2, . . . , n}. Then 
It is not difficult to check that the minimum and maximum degrees of a random graph G p on n vertices satisfy that np − n
a.s. The above sum can be approximated by integral of the density of a normal distribution according to Central Limit Theorem. So, we only need to deal with these graphs. Then,
repeating the process above, similarly we can get
s. It was proved in [25, 3] that Var(M k (n −1/2Ā p )) = O(n −2 ) f or all k > 0. In other words, the fluctuations of M k (n −1/2Ā 1 ) and M k (n −1/2Ā p ) vanish when n → ∞. Therefore, EM k (n −1/2Ā 1 ) and EM k (n −1/2Ā p ) can be approximately regarded as M k (n −1/2Ā 1 ) and M k (n −1/2Ā p ). Using Lemma 2.1, the limiting distribution of eigenvalues of n −1/2Ā 1 is the same as n −1/2Ā p . According to Theorem 1.1,
Remark 2.2. The equation
seems quite plausible, but still it is necessary to clarify it. We refer the reader to Theorem 2.1 in [3] , the proof of which can explain this equation, as well as the variance case. Here we omit the details.
As the consequence,
Although |x| does not have a compact support set, it is right that |x| dΦ n −1/2Ā 1 (x) → |x| dΦ(x). One can check it by dividing R 1 into two parts: an interval I with [−2, 2] ⊆ I and the remaining unbounded segments. Lemma 2.3. (Ky Fan [10] ) Let X, Y and Z are real symmetric matrices of order n and X + Y = Z. Then
According to Lemma 2.3, E (A 1 ) = |f (1, np, np)−f (2, np, np)|( 8 3π p(1 − p)+o(1))·n 3 2 due to the definition ofĀ 1 .
Estimation of E (A p (f ))
We write
Since all the d i lie in the same interval, it is reasonable to assume that all o(1) have a uniform bound: |o(1)| ≤ g(n) → 0.
Denote by θ 1 , . . . θ n the eigenvalues of A ′′ 2 /|f (2, np, np)|. Then θ 2 1 + · · · θ 2 n = trA ′′2 2 = i,j A ′′2 2 (i, j) ≤ n(n − 1)g 2 (n), and by Cauchy-Schwarz Inequality, 3 Applications for matrices with distance-based and degree-distance based weights of chemical use
Topological indices in chemistry are used to represent structural properties of molecular graphs. Each index maps a molecular graph into a single number, obtained by summing up all the weights of pairs of vertices of a molecular graph. If we use a weighted adjacency matrix to represent the structure of a molecular graph with weights separately on its pairs of vertices, it will completely keep the structural information of the graph, i.e., a matrix keeps much more structural information than an index. So, further study on the algebraic properties of these structural matrices should be made in the future. Now we can calculate the asymptotic values of energies for various kinds of matrices with special degree-distance-based weights. Here we only deal with matrices with distance-based weights and matrices with general degree-distance-based weights, since there are many examples of matrices with only degree-based weights given in [20] . We also recommend [12] for more such weight functions from indices.
The first that should be mentioned is the distance matrix of a graph G, coming from the famous Wiener index. Distance matrix dist(G) is the adjacency matrix of G weighted by distance, that is, f (D(i, j), d i , d j ) = D(i, j). Applying Theorem 1.5, we have
This was verified in [8] .
The Harary matrix [22, 18] RD(G) is defined as
and the energy of RD(G) is called Harary energy, denoted by HE(G). . We then can define the reciprocal complementary Wiener matrix RCW (G) with ij-entry as follows:
.
The reverse Wiener matrix [24] RW (G) is defined as
Corollary 3.5.
As one can see, all the above matrices are defined purely distance-based. Next we show some degree-distance-based ones. The first one is from the topological index [6] defined as DD = E (Gut(G)) = ( 8 3π p 2 p(1 − p) + o(1))n 7/2 a.s.
The addictively weighted Harary index and multiplicatively weighted Harary index were introduced in [2, 17] , which are defined respectively as follows:
We then define the addictively weighted Harary matrix and multiplicatively weighted Harary matrix with ij-entry as follows:
. There are variety of topological indices of chemical use, which are degree-based only, distance-based only, and mixed with both degree and distance. From them we can get the corresponding weighted matrices. Then from our result Theorem 1.5 we can get the asymptotic values of energies of all these corresponding random weighted graphs.
