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Abstract 
Many communities in underdeveloped and developing economies of the world suffer 
from lack of access to personal credit via formal financial institutions, like banks. 
However, with the rapid increase in Internet and mobile phone penetration rates, firms 
are now trying to circumvent this problem using novel technology-enabled approaches. 
In this research, we leverage a real-world dataset obtained in collaboration with a 
microfinance firm to show that locational data from mobile phones, coupled with 
information about communication networks, can be effectively exploited to improve 
prediction of loan default rates. Specifically, we draw upon recent work in network 
cohesion based regression modeling to develop a model that uses locational predictors, 
but within a networked context. We contend that the results from our research can not 
only illuminate how locational data might be used in assessing creditworthiness, but 
also empower microfinance firms in resource-poor communities with novel methods for 
credit scoring. 
Keywords:  Microfinance, Credit scoring, Locational data, Network cohesion, Logistic 
regression 
 
Introduction 
Individuals in developing and underdeveloped countries often lack access to basic financial services. For 
instance, a recent report suggests that up to 2 billion people in the world still do not have a bank account, 
despite a 20% drop in this number (Financial Exclusion 2015). One key consequence of this exclusion is 
the difficulty in applying for personal loans or credit. Since payment institutions have no history of the 
applicant’s creditworthiness, nor any personal information about their current social and financial status, 
most people in resource-poor communities have to look for alternate avenues (e.g. informal lending 
networks) to secure financial credit. There have been some recent advances at alleviating this problem 
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through micro-loan institutions, like the Grameen Bank from Bangladesh (Yunus 2007), pro-social 
lending platforms like Kiva.org (Hartley 2010), and mobile-based financing systems like the M-Pesa 
(AllAfrica.com 2016).  However, in the absence of any formal credit-scoring method for micro-financing 
institutions, the return from such ventures is often fraught with high risk and uncertainty (Chen et al. 
2010; Assefa et al. 2013).An interesting observation, however, is that many of these countries have a high 
penetration of mobile devices and internet access (GSMA Intelligence 2015). As a result, some 
organizations in these countries are seeking to leverage emerging technologies, like smartphones, to offer 
access to basic banking facilities and credit (Green 2014; Dwoskin 2015; Groenfeldt 2015). Drawing on 
this emerging ecosystem, in our current research, we propose two important sources of information to 
improve assessment of creditworthiness in such communities – locational and social network data from 
mobile devices and telecommunication infrastructures. Further, we propose a model to predict 
creditworthiness based on such multivariate locational data, and perform a pilot study to validate our 
model on a real-world microloan dataset from an emerging economy in Southeast Asia. 
Specifically, the research question we ask through this study is whether we can improve prediction of 
creditworthiness of an individual by incorporating information on his/her physical mobility. However, the 
empirical process of performing location-based prediction of user behavior is complicated by the network 
autocorrelation problem - that the observable behavior of two individuals tend to be more correlated if 
they are connected in some way, as opposed to when they are not (Leenders 2002; Doreian 1989). We 
address this empirical challenge by offering a method that leverages daily locational data about users, 
while also incorporating possible social ties among them. 
To empirically validate the effectiveness of our approach, we obtained anonymized backend data from a 
smartphone-based financial services company offering microfinance services in a developing Southeast 
Asian country. As part of their loan-issuing process, the company requires their applicants to install their 
app and provide permissions to access their phone usage and social media usage data. In addition, the 
app also records the GPS-location data using a native Android service. We conjecture that the type of 
location most-visited by the borrowers can potentially act as a proxy for their consumption behavior as 
well as reflect their socio-economic status. Thus, we believe that information on user mobility might have 
significant power in predicting the default rate on loans issued. As evidenced in our empirical context, 
together with loan details, using phone data can predict loan default rates with an accuracy of over 70%. 
However, and as we mentioned earlier, this effect is confounded by the presence of an underlying social 
network connecting the different users i.e. locational clustering in data might be driven by individual 
preferences as well as by peer influence. We correct for this by offering a network-cohesion based 
regression model that generates consistent estimates after incorporating a measure of the underlying 
social network. Specifically, we find that on incorporating user network information from their phone-
call, as well as the SMS (text message) network data, we obtained obtain around 4% increase in predictive 
accuracy over previous models, while also gaining improvements in explanatory power. Through these set 
of analyses, we show that accurate credit scoring and creditworthiness assessment can be achieved by 
leveraging locational data in a real-world context, even in the presence of a confounding social network.  
The current study seeks to make a number of important contributions. To our knowledge, this is among 
the first studies to empirically assess creditworthiness based on dynamic locational data from a real world 
context. The findings from this study can potentially illuminate theoretical associations between the 
mobility behavior of a user and her creditworthiness. Further, we seek to make a methodical contribution 
by illustrating how locational analytics might be conducted in the presence of network-based confounds. 
Taken together, our research can benefit both traditional as well as microfinance based institutions by 
offering an understanding of how locational and network data can help predict creditworthiness of users. 
In resource-poor communities, where the credit access from traditional sources is problematic due to lack 
of a proper financial history, or collateral, such approaches would play an important role in assisting 
micro-financing organizations in developing credit scores in a cheap and quick, yet effective manner.  
Background 
A brief history of credit scoring 
The idea of financial credit has existed for at least 4000 years, while organized banking has its roots in the 
middle ages (Marquez 2008; Lewis 1992). Despite this rich history, the amount of subjectivity involved in 
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the assessment of potential debtors in terms of their repayment capabilities has remained much the same 
over the centuries. The use of credit ratings dates back to the early 20th century when organizations like 
Moody’s investor services, and Fitch, devised letters-based rating schemes. A rating was considered to be 
an indicator of an investor’s creditworthiness and was derived based on the applicants’ current debt 
situation and the availability of securities. While this idea of credit rating-based creditworthiness gained 
popularity in the early 20th century, it was perhaps only after Durand’s research on discriminating good 
and bad loans (Durand 1941), that this method was realized as a systematic approach to assist 
organizations in making credit decisions (Thomas et al. 2005). The widespread diffusion of credit scoring 
systems occurred in the early 1960s, with the rapid development of computer-based technology (Capon 
1982). The domain of credit scoring grew as a collection of decision models that assessed the risk in 
lending to a particular borrower at the moment of underwriting (Mays 2001; Thomas et al. 2002).  
Most of the early methods used to perform credit scoring were based on statistical modeling techniques 
(Thomas et al. 2002). For instance, studies using regression-based approaches were undertaken to 
compute credit scores and to compare results across multiple methods (e.g. Srinivasan and Kim 1987; 
Desai et al. 1997; Hand and Henley 1997; West 2000; Baesens et al. 2003). Among the regression models, 
binomial logistic regression was found to be a particularly simple, yet efficient, classification method for 
credit scoring, in terms of its predictive power. In recent years, more advanced credit scoring and 
decision-making methods such as neural network based models (Jensen 1992), nearest neighbor 
approaches (Chatterjee and Barcun 1970), support vector machine (SVM) based methods (Huang et al. 
2007), genetic programming (Ong et al. 2005) and hybrid approaches (Hsieh 2005; Lee and Chen 2005) 
were developed.   
The key to a reliable credit score is the availability of diagnostic information about the applicant. 
Historically, credit scores, particularly in the West, have been primarily derived from analyzing credit 
bureau data on the personal details and past repayment history of the applicant (Rosenberg and Gleit 
1994; Thomas et al. 2005). The use of this information helps lower loan default rates, and improves 
borrowers’ credit access (Klein 1992; McIntosh and Wydick 2005; Luoto et al. 2007). Additional data 
sources such as a borrower’s capacity to repay (e.g. borrower’s income) and availability of any collateral 
can additionally be exploited to help better predict loan outcomes (Mays 2001). However, this creates a 
challenge for financially underprivileged communities and small businesses who generally do not possess 
such structured financial history, and are hence likely to be underserved in this credit market. Thus, it has 
now become imperative to develop novel ways to compute and validate credit scores in such resource-
poor communities, in the absence of structured applicant data. For instance, and in a recent study, Wei et 
al. (2016) presented an analytical framework to incorporate social network based measures into credit 
scoring. However, there still remains a lack of real-world application of credit-worthiness assessment 
using non-conventional user data.  Our study addresses this gap by proposing a method for assessing 
creditworthiness using mobile data, in a networked context. 
Location and mobility based predictive modeling 
With the advent of new forms of information and communication technologies (ICT), like GPS-enabled 
smartphones, organizations now have access to fine-grained spatio-temporal data about the movement 
patterns of their customers. For instance, recent studies have shown how the mobility data of users over 
time has been used to predict and recommend user-level behavioral outcomes like traveling styles (Cho et 
al. 2011), next venue prediction (Noulas et al. 2012), friendship formation (Scellato et al. 2011), and 
bandwidth-based QoS prediction (Evensen  et al. 2011). Most of the recent work in the area of location-
based prediction leverages information on location “types”, collected from data sources like mobile check-
ins on apps like Foursquare and Gowalla (Noulas et al. 2011; Cho et al. 2011).  
A more recent stream of literature looks at the geographical properties of social networks, and finds that 
the geographical distance between two individuals is often correlated to the probability of the two 
individuals being friends (Liben-Nowell et al. 2005; Scellato et al. 2010). Drawing on this insight, there 
have been recent work that looks at predicting or recommending social ties based on locational co-
occurrence (Scellato et al. 2011). This idea of correlated geographical and network locations is also 
consistent with the concept of network autocorrelation in spatial statistics (Leenders 2002; Doreian 1989) 
or network cohesion in social networks (Gargiulo and Benassi 2000). Network autocorrelation suggests 
that the behaviors of two individuals who are connected are more likely to be correlated than that of two 
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individuals who are randomly selected. Thus, geographical clustering in mobility patterns might be driven 
by, and in turn might drive, social connections. It, therefore, becomes an interesting empirical problem to 
be able to leverage data on geographical positions and mobility, in the presence of an underlying social 
network among the users.    
A  Spatio-network based Regression Model 
When applying regression models for prediction, a key assumption is that observations are independently 
sampled from the population. However, in our context, individuals are potentially connected by an 
underlying social network. Within a network, connected individuals tend to behave similarly, a 
phenomenon termed as ‘network autocorrelation’ in the spatial statistics literature (Leenders 2002; 
Doreian 1989), or as ‘network cohesion’ in the social network literature (e.g. Gargiulo and Benassi 2000; 
Kossinets and Watts 2006; Lewis et al. 2008). Cohesive social ties can carry valuable information about 
social connections for predicting behavioral outcomes. By ignoring these latent connections among 
individuals, we would likely under- or over-estimate the model parameters and prediction performance. 
To resolve this issue in our study, we adapt a new method which takes networked observations into 
account by introducing a penalty term in the regression estimation (Li et al. 2016). The network cohesion 
model can be illustrated using the example of a linear regression with  observations and  covariates, as 
specified below: 
 =  +  + 	           
Where,  = 
, , … ,  . The network cohesion effect is fully captured using the individual node 
effects. Next, we regularize   by a network-based cohesion penalty, and the objective function becomes: 
	‖ −  − ‖ + 
 −  
where, ,  are connected observations, and  > 0 is the tuning parameter. In other words, the difference 
for a connected pair is penalized by 
 − . Note that the term ∑
 −  can be rewritten using 
graph-based notations. The network is denoted by a n-by-n binary adjacency matrix ! . The graph 
Laplacian can then be defined as: " = # − !, where # is a diagonal matrix and $ is the node degree. 
Hence, " = ∑
 − , and is termed as cohesion penalty. The optimization problem can then be 
explicitly solved to obtain the following analytical solution for the estimate: 

%% + &'% where, % = 
(,  and & = [
" *×,
*,× *,×,] 
As illustrated by the closed-form solution, this is a generalized framework that incorporates connections 
among individual observations, as opposed to a simple linear regression with individual fixed effects, 
where there are no connections between individuals and they have different intercepts. This method 
makes fewer assumptions about the underlying network, as compared to other studies attempting to 
address the similar issues (e.g. Lee 2007; Bramoullé et al., 2009). Furthermore, this method can easily be 
extended to various types of regressions models outside linear regressions, such as the logistic regression 
model, which we use in the present study. Assuming the binomial likelihood function is ℓ
, ; , , 
where  ∈ 1 captures the individual effects, the objective to maximize the penalized likelihood can be 
written as below: 
ℓ
, ;,  − " 
Taking network cohesion into consideration in the logistic model implies that we simultaneously 
maximize the classic likelihood function which includes individual effects, and minimize the disagreement 
among the individual effects between two connected observations i.e. minimize the network cohesion 
penalty. Similar to iterative numerical-method solutions to the normal generalized linear model, such as 
the Newton-Raphson method, the optimization problem defined above can also be solved using similar 
numerical methods.  
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Empirical Context 
We empirically validate our proposed method using anonymized backend data on loan issuance, phone 
usage and social media usage for a sample of users, from a microfinance firm located in a major Southeast 
Asian country, which provides micro-loans, aimed mainly at the emerging middle class. This Southeast 
Asian country has one of the largest populations in the world, but a per capita GDP of less than USD 
3000, which categorizes it as a lower middle income economy. Since there exists no credit scoring 
bureaus in this country, it is increasingly difficult for individuals to get credit without providing a 
substantial amount of collateral. According to a recent report, over 460 million people in this part of the 
world have no bank accounts (Banning-Lover 2015). However, contrary to the state of banking, the 
adoption of Internet based technologies has been steadily increasing, with over 40% of the population 
having access to a smartphone (eMarketer, 2015). Leveraging this growing popularity of smartphones and 
social media, the micro-finance firm we study in this paper computes a credit score based on the 
borrowers’ phone records and social media data. Thus, instead of offering collaterals and financial history, 
borrowers are encouraged to share their phone details and SNS (e.g. Facebook) accounts with the lender 
(i.e. the company itself) to obtain better credit scores. The process of issuing a loan on the app-based 
platform follows a simple 4-step process as follows: 
Step 1: To start a loan application process, the borrower registers herself on the lender’s website/app. 
Step 2: The borrower connects her loan account on the app to her social network(s), and grants 
permission to the lender to access her phone and SNS details.  
Step 3: The lender generates a credit score based on a proprietary algorithm and this score is provided to 
the borrower. A higher score guarantees a borrower a better credit outcome. 
Step 4: Based on the credit score, the borrower is granted or denied a loan. In the event of a successful 
loan release, the lender informs the borrower of the latest return date. 
 
From the data provided to us, we found that on average, the lender offered small loans, equivalent of USD 
300 or less, for a duration of 3-6 months. The dataset we use consists of two main parts. The first includes 
data on loan details about a sample of micro-loans issued between 2011 and 2014, including with 
repayment/default information. The second part corresponds to anonymized Android phone-data for 
their registered users. This includes details about the number of contacts, details of phone calls and text 
messages sent, the various apps installed on the phone, and the different URLs visited on the phone 
browser over time. We also obtained information about mobility of the users in the form of geocoded 
location data recorded over time. This location data forms the basis for our focal predictors. To generate 
our focal variables about geographical location types we use the Google Maps API1 to reverse map the user 
location geocodes to specific location types. The Google Maps API supports a comprehensive list of 
location types which classifies the address into a type of property e.g. neighborhood, hospital, airport, café 
etc. However, since this list of types is prohibitively large, we further categorize the location types into 6 
major categories 2,3 viz. Residential (R), Commercial (CO), Industrial (I), Agricultural  (A), Public Service 
(P) and Entertainment and Recreation (E). The Residential type of locations includes neighborhoods and 
non-commercial properties privately owned by individual settlers. Commercial locations are addresses 
where financial transactions take place (e.g. supermarkets, bookstores etc.). Industrial locations include 
large factories and manufacturing plants (e.g. oil refineries, steel plants). Agricultural locations include 
farmlands and properties used for faming-related activities (e.g. livestock). Public Service locations are 
common utilities that are used for public consumption e.g. bus terminals, hospitals etc. Finally, 
Entertainment and Recreation are locations which the local communities visit at their leisure to relax and 
enjoy (e.g. movie theatres, amusement parks etc.). We also incorporate information about social ties 
among the borrowers in our sample by exploiting the call and text data from the borrowers’ phone logs. 
Specifically, we construct an adjacency matrix 2 for the communication network, such that the value of 
2
, 3 = 1 if user i has contacted user j either via a phone call or using a text message. Conversely, 2
, 3 =
0 if the user i has never contacted j. We incorporate this network information in the penalized regression 
method as described in the previous section. In the following section, we provide a detailed data 
description of our key variables. 
                                                             
1 https://developers.google.com/maps/ 
2 https://www.tax.ny.gov/research/property/assess/manuals/prclas.htm 
3 https://en.wikipedia.org/wiki/List_of_building_types 
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Data Description 
As a pilot study to validate our proposed approach, we select a random sample of 140 borrowers with 
loans issued in 2014, and extract their locational and phone data from our dataset. We focused on the 
mobility information at a daily basis and obtained locational snapshots for these users over a 1 year 
period, from June 2014 till June 2015. Once the coding of location data was complete, we found that no 
address corresponded to the address types I and A. Thus, for our current research, we limit our location 
types to one of 4 major categories viz. Residential (R), Commercial (CO), Public Service (P) and 
Entertainment and Recreation (E). The summary statistics of the key variables are described in Table 1 
below.  
Table 1. Variable Descriptions and Summary Statistics  
Variable Description Mean St. Dev. Min Max 
Defaulted 
Binary variable to classify user as a loan 
defaulter or not 0.243 0.43 0 1 
Loan  Amount 
(Amount) 
Total amount borrowed by user (in USD) 
265.14 168.57 63.66 912.46 
Loan Interest 
Rate (Interest) 
Interest rate assigned by lender 
6.445 1.742 4.93 8.75 
Commercial (CO) Proportion of yearly visits to commercial 
locations e.g. supermarkets 0.749 0.114 0.281 0.977 
Residential (R)   Proportion of yearly visits to residential 
locations e.g. neighborhoods 0.034 0.035 0 0.189 
Entertainment 
and Recreation 
(E) 
Proportion of yearly visits to 
entertainment or recreational locations 
e.g. parks and museums  0.023 0.028 0 0.143 
Public Service (P) Proportion of yearly visits to public 
service locations e.g. schools and hospitals 0.194 0.115 0.023 0.667 
Call Count (Call) Average number of calls made to phone 
contacts per  month 60.027 62.592 0 300.917 
Message Count 
(SMS) 
Average number of messages sent to 
phone contacts per  month 377.584 469.778 0 3,456.75 
Contact Count 
(Contact) 
Total number of contacted connections on 
the phone 81.75 169.871 0 1,771 
Calendar Events 
(Event) 
Average number of events scheduled per  
month on phone calendar 11.357 30.432 0 198.083 
App Count (App) Total number of installed phone apps 195.643 142.877 0 748 
URL Count 
(URL) 
Average number of sites visited on the 
phone browser per month 55.242 137.137 0 1,364.92 
Preliminary Results 
We highlight some preliminary results in Tables 2 and 3 in the following page, where we implement both 
a logistic regression model (LR) as well as a logistic regression model that incorporates network cohesion 
among users (LR-NC), as described earlier. Our initial results show that LR-NC model outperforms the 
LR model in predictive accuracy, as reflected by a higher AUC and a lower mean absolute error (MAE) 
score. However, the increase in predictive accuracy is not as substantial, as perhaps the difference in the 
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parameter estimates 4 . Interestingly, we see that in the LR model, none of the location types are 
statistically significant, while in the LR-NC model, the frequency of visit to Commercial(C) and Public 
Service (P) type locations are found to be statistically significant predictors of default rate, after 
controlling for all phone-usage related and loan related control variables. 
Table 2. Prediction results (10-fold cross-validation) 
 LR (without 
location) 
LR (with location) LR+NC (without 
location) 
LR+NC (with 
location) 
MAE 0.3219401 0.3240794 0.317933 0.2986736 
RMSE 0.4134174 0.4188696 0.4174533 0.4100722 
AUC 0.7355303 0.7363258 0.7376486 0.7626894 
 
 
Table 3. Estimation results 
  LR: no location LR: with location LR+NC without 
location 
LR+NC with 
location 
CO  -4.199  -4.098*** 
  (6.328)  (1.492) 
P  -4.266  -4.271* 
  (6.291)  (2.420) 
E  4.433  6.780  
  (10.702)  (9.458) 
Amount 0.0001*** 0.0001*** 0.0001*** 0.0001*** 
 (0.00003) (0.00003) (0.00004) (0.00004) 
Interest 0.109 0.150 -0.289 *** 0.172  
 (0.135) (0.142) (0.008) (0.175) 
Contact -0.003 -0.004 -0.008 -0.005  
 (0.004) (0.004) (0.005) (0.005) 
App -0.005** -0.005** -0.007*** -0.005** 
 (0.002) (0.002) (0.002) (0.002) 
Event -0.017 -0.017 -0.021  -0.019 
 (0.012) (0.012) (0.014) (0.015) 
URL 0.006** 0.006** 0.009 *** 0.008 ** 
 (0.003) (0.003) (0.003) (0.003) 
Call 0.0001 0.0006 0.003  0.002  
 (0.004) (0.004) (0.005) (0.005) 
SMS -0.0001 -0.00008 -0.00003 -0.0001 
 (0.001) (0.0007) (0.0009) (0.001) 
        Note:                 *p<0.1; **p<0.05; ***p<0.01 
                                                             
4 Note that in a networked context such as LR-NC, the process of computing penalized standard error remains an open problem 
and as such the comparison of prediction performance is principled. The current analysis uses un-regularized standard errors, 
which might potentially introduce some bias. 
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Discussion and Roadmap 
In the current research, we address the issue of generating accurate credit scores for individuals living in 
developing economies which generally have poor infrastructure for assessing creditworthiness of 
applicants using conventional approaches. Through this work-in-progress paper, we highlight our efforts 
at leveraging user mobility data obtained from the loan borrowers’ smartphones to predict whether the 
borrower will default on her loan or not. However, since the correlation in geographical locations among 
users might be driven by an underlying social network, we offer a logistic regression based approach that 
incorporates these underlying social ties to generate consistent estimates and superior predictions. We 
leverage data on phone calls and text messages that were exchanged among users in our sample, to 
construct a communication network which we use as a proxy for their social network. However, since data 
on communication networks is neither required nor utilized by the company to make the decision on loan 
application, strategic gaming of social interaction by borrowers is unlikely to arise in our current context 
(i.e. users would not try to game the loan issuance process by forging fake connections). However, our 
results highlight that the addition of social information does indeed increase the predictive power of 
model, while also offering improved explanation over a baseline model that ignores the presence of any 
such network. 
As next steps in this research, we hope to make three significant advances over what has been described in 
this paper. First, we plan to investigate whether or not users register any persistent change in most-visited 
locations after drawing a loan. This would help us understand the borrower’s intentions behind issuing 
the loan, over and beyond what is self-reported by her. Second, we wish to expand our sample size to 
incorporate a much larger user base. This would help us replicate the findings from this pilot study on a 
more representative sample, while also allowing us to study heterogeneity among the applicants more 
effectively. Third and most importantly, we seek to understand the theoretical rationale behind the 
association between the different location types and the loan-default behavior. For example, our results 
show that individuals who frequent commercial institutions the most, have a lower tendency to default on 
loans as compared to individuals who mostly frequent residential properties. One reason for this could be 
the fact that such individuals might be richer than the average applicant. Alternately, one could also 
hypothesize that individuals who frequent commercial houses most often might be employed individuals 
while those who spent most of their time in residential areas have a higher probability of being 
unemployed. Thus, we need to do further analyses to truly understand the mechanisms that are driving 
these results, and appropriately offer recommendations to the microfinance institutions.  
Conclusion 
This research-in-progress paper describes our preliminary attempts at predicting loan default rates using 
mobile phone data about borrowers’ mobility patterns and by leveraging a network-cohesion based 
logistic regression model. We show that by using a combination of technology-enabled data and 
computational approaches, microfinance companies in developing and underdeveloped countries can 
develop effective credit scores for their applicants. This would facilitate the issuance of micro-loans 
without the need for richer financial history or higher collaterals. While such methods are obviously not a 
substitute for traditional banking infrastructures and credit bureaus, they offer a timely and effective 
solution to firms operating in resource-poor environments.  
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