A procedure is described for iterative least-squares inference of bending parameters from lithospheric deflection profiles. The method is applied to several bathymetric profiles seaward of subduction zones and used to study the accuracy with which these parameters and related ones such as plate thickness and moment-curvature relations can be determined. The presence of typical bathymetric undulations, particularly at wavelengths of the order of the flexural wavelength and greater, prevents the inference of effective elastic thickness from single profile data to better than f 1 2 km (2a). Mixing of elastic and inelastic model estimates of effective thickness further increases scatter. It is found that the sensitivity of inferred bending moments on the outer trench wall to typical uncertainties of regional bathymetric slope is substantial and inferred estimates of inelastic behaviour need to be interpreted with caution.
INTRODUCTION
The aquisition of large amounts of deep ocean bathymetry and gravity data from oceanographic cruises in the 1960s and 1970s fuelled a great burst of interest in flexural analysis of sea floor topography. Pioneering work by Gunn (1943 Gunn ( , 1947 and Vening Meinesz (1941) established the influence of lithospheric strength on the regional support of vertical forces through flexure and provided rough estimates of the flexural rigidity of the lithosphere. Small deflection theory was applied by Brotchie & Silvester (1969) and Walcott (1970a, b) to problems such as seamount, reservoir and glacial loading, and by Hanks (1971) to the moving load problem of the deflection of the lithosphere near subduction zones. Walcott (1970b) also presented evidence for a progressive decrease in the apparent flexural rigidity of the lithosphere with the age of the load and suggested a stress relaxation mechanism.
The degree to which elastic plate models reproduce lithospheric flexure is remarkable in view of the complex temperature, pressure and compositional dependence of strength and flow expected of the lithosphere and is an indication of the poor sensitivity of plate bending geometry to details of rheology. Nevertheless, one of the major themes of flexural studies in the past decade has been the application of inelastic models to explain small deviations from the predictions of elastic models and, conversely, the search for deviations from elastic predictions to constrain the strength and rheology of the lithosphere. While this involves distinguishing small differences against a noisy background, little has been done to assess the reliability of either the elastic parameters or the deviations from elastic models. Fitting of computed profiles has usually been done by eye using a suite of master curves (e.g. Caldwell 1978) and information on the sensitivity of the fit to variations in the several governing parameters has generally not been available.
Many bathymetric profiles are badly contaminated by topographic noise on a variety of length scales despite the steady sediment deposition in the open ocean which fills the smaller depressions at a rate of 1-10 m/Myr (Berger 1974) . From small volcanic outcrops and fault structures a few km across to broad swells of thermal or dynamic origin, these undulations obscure flexural features and bias, and sometimes prevent, inference of bending parameters from the profiles. The fact that the strength, rheological and compositional structure, and thermal history of the lithosphere in specific areas are poorly known also contributes uncertainty to inferred parameters.
Accuracy estimates for bending parameters and profile fits are important in constraining the range of inferred flexural parameters and, by implication, in constraining mechanical and thermal models of the lithosphere. For example, another major theme in lithospheric flexural analyses has been the dependence of the effective elastic thickness (h) on the age of the lithosphere at the time of loading, t, (Caldwell & Turcotte 1979) . Watts (1978) and Watts, Bodine & Steckler (1980) have presented compilations of estimates of h from a range of different sources and find that they can be represented by a relationship of the form h =at:". This is consistent with the rate of deepening of isotherms in a cooling plate or halfspace (e.g. Parsons & Sclater 1977) and suggests that cooling of the lithosphere is a dominant control on its flexural strength. The effect of other factors such as composition, reheating, stress relaxation subsequent to loading and inplane stress variations may also be significant 401 Downloaded from https://academic.oup.com/gji/article-abstract/96/3/401/602420 by guest on 09 January 2019 but their detection is made more difficult in the presence of bathymetric noise. It is important to know at what level these effects could be detected and also how accurately we can expect the h-t, relationship to be followed in the absence of other influences.
What this paper attempts to do is to examine the accuracy with which the bending parameters can be estimated in the presence of irregular bathymetric signals of both short and long wavelength. An iterative least-squares procedure is used to fit deflection formulae to particular profiles and returns the best fit parameters and the rms error of the fit. Because the deflection is a nonlinear function of most of the bending parameters, the parameter variances for the best fits are not necessarily reliable estimates. Instead, the parameter space around the solution must be searched to provide accurate error bounds. To evaluate the effect of noise, a Monte Carlo approach is taken using synthetic bathymetric noise.
PARAMETERIZATION
Two analytical formulae, one based on an elastic model and one on a more general non-elastic model, are used here to describe the deep sea trench-outer rise deflection profiles. Both assume plane strain perpendicular to the strike of the trench and use the geometry and notation illustrated in Fig.  1 . The elastic form is based on the general sQlution of the bending equation for a thin, semi-infinite elastic plate subject to a line load P and bending moment M, at the origin (e.g. Parsons & Molnar 1976) . Allowing for a non-zero base level z, (depth of seafloor before deflection) and regional slope s,, the deflection formula for the elastic (E) fit is A2Mo 2 0 (P+Mo/A)cosx/A--sinx/A + 2, + S I X , where A = (4D/Apg)lI4 is the flexural length and D = Eh3/(12(l -Y ' ) ) is the flexural rigidity. Here, E is Young's modulus, Y is Poisson's ratio, h is the effective elastic thickness and A p is the density difference across the plate. D and the effective elastic thickness, which is derived from it, are effective parameters characterising the bending strength of the plate at the appropriate loading rate and represent a temperature, composition, stress, and time dependent elasto-viscoplastic reponse whose details are poorly resolved by analysis of flexure. Analyses based on material models other than the purely elastic will yield a different set of effective parameters.
The base level and regional slope terms are included because the flexural signal is not the only contribution to the bathymetry. A regional tilt can enter the analysis through unavoidable inaccuracies in the corrections for age dependence of sea-floor depth and sediment loading, but other physical processes affect long wavelength bathymetry as well. Studies of sea-floor age-depth relations show deviations from the best fit thermal contraction signal, well away from recent geological disturbances, of up to 250m per lo00 km (250 m Mm-') over distances of thousands of km (e.g. Schroeder 1984) . Whether due to the dynamics of mantle flow, deep seated thermal anomalies, compositional vaaations, or some other process, these regional tilts will affect estimates of flexural parameters based on the assumption of a horizontal background to an extent explored further below. We therefore use only bathymetric profiles that are long enough to begin to resolve these perturbations.
The term Apg is not independently determined by a fit of observations to this equation since it appears only as a ratio to D , P and M,. It must therefore be specified a priori and D, P and Ma scale in direct proportion to it. Once proper correction is made for sediment fill in depressions, the factor controlling Ap is the density of the lower lithospheric material which flows outward from under a depression and The point of maximum curvature on the outer trench wall is x1 and the outer rise reaches a maximum elevation of wb at x = xb. The apparent thinning of the dipping plate is an illusion due to vertical exaggeration (40: 1).
inward under an uplift of the crust. Like the related concept of an isostatic compensation depth, the depth at which this occurs is only loosely constrained, but the density range has closer limits. The lateral flow must occur principally below the effective elastic thickness of the lithosphere which falls in the 15-40 km range in most oceanic instances, while, at the other extreme, thermal activation of creep appears sufficient to permit flow (on a time scale of the order of 10Myr) well above 150km even in the oldest oceanic lithosphere. Over this range of depths, seismological and petrological evidence seems to constrain the density to between 3300 and 3400 kg m-' (Dziewonski & Anderson 1981; Ringwood 1975 Ringwood , 1982 . Consequently D, P and Ma may be no more than a few per cent low due to the usual assumption of 2300 kg m-3 for Ap. When effective elastic thickness in being calculated, this systematic error is far less than that in the assumed Young's modulus.
The same linear dependence on Apg holds for an inplane load, N, if it is included in the formulation. Inclusion of N is straightforward, but fits allowing it to vary freely often lead to results that correspond to the buckling regime where the equation is no longer valid. For this reason, and because elastic fits in the literature have usually dispensed with N , it is set to zero here. The free parameters determined directly by this fit are therefore D, P, Ma, zo and sI.
A more general (G) formula for the deflection curve is also used. In the G fit, w = e-X'a(w, cos x / B + w1 sin x / B ) + zo + s,x, the damping length LY is independent of the flexural length / 3. This form generally provides an equal or better fit compared to the elastic (E) fit which is a special case of it. In the parameter range
2-/3'>-A'
the general formula is equivalent to that for the deformation of a thin elastic plate under an inplane force N = 2 D ( 2 -B').
Outside this limited parameter range the elastic plate would buckle. However, Ida (1984) has found that this general formula also describes the flexure of a uniform viscoelastic plate moving at a constant velocity towards the subduction zone. The G fit therefore has a physical interpretation outside the limited parameter range above although it is not suggested that the uniform viscoelastic model provides an appropriate picture of the true constitutive behaviour of the lithosphere any more than the elastic model does. However, the G fit does have the property, common to all the proposed inelastic models, that the predicted outer trench slope can be steeper in proportion to the height of the outer rise than is possible in the elastic model.
The interpretation of the LY and B lengths in terms of detailed rheological structure may be considered as a separate, model dependent, phase of the interpretation. This is convenient because the elastic-plastic and strength envelope models do not yield convenient analytical deflection formulae. Consequently, numerical inversions for the parameters of such models require a different and much less efficient procedure to that used here. LY is sensitive to the damping of the flexure which is enhanced by inelastic bending in the region of maximum curvature on the outer trench wall, while / 3 is principally controlled by the wavelength of the outer rise and is more representative of the flexural rigidity in regions of lower curvature. A statistically significant difference between (Y and p would be an indication that inelastic behaviour could be discerned.
Several other often quoted parameters can be derived from either of the basic sets. They include the effective elastic thickness, h, defined above in terms of the flexural rigidity; the maximum height of the outer rise, w,; and the moment, M,, and curvature, K~, at the first node of the deflection seaward of the trench (xl in Fig. 1 ). In the case of the G fit, an effective plate thickness is defined in the same way as for an elastic plate under inplane stress, using A' = 1/2(a2 + B'). While this choice is arbitrary, it gives a simple and repeatable estimate that is consistent with the elastic value and not dependent on an assumed rheology.
INVERSION
Parameters of the above formulae are fitted to observed or synthetic deflection profiles using an iterative linearized least squares algorithm based on the formulation of Jackson (1972 Jackson ( , 1979 . A starting set of parameters pi is used to produce a matrix A, of partial derivatives of w ( x i , p j ) at sampling points xi. The least squares procedure gives the parameter correction 6pi which minimises the magnitude of the error vector
where Gi is the observed bathymetry and wi the predicted bathymetry at the sampling points. In the E fit, the parameters are and in the G fit they are pj =(a, B, wo, w1, Z 0 , S I ) .
These parameters have different units and very different orders of magnitude so a weighting matrix is used to normalize the parameters and partial derivatives to stabilize the inversion (Jackson 1972) .
The data, bathymetric soundings at 1-2 km intervals, are assumed to be independent measurements and are given equal weight. However, where there are clear disruptions of the sea-floor topography by isolated seamounts, there is no information on subduction related flexure and these segments are deleted, leaving gaps where no data is available. This has little effect at the seaward end of the profiles but when it occurs at the trenchward end, particularly on the outer rise, the inversion is poorly constrained and the results may be meaningless.
The normal procedure for deducing the parameters from bathymetric soundings along ship tracks is illustrated in Fig.  2 (a). Processing and correction consists of the following.
(1) Projection of the ship track onto a straight line normal to the local strike of the trench. A local small circle fit to the trench axis is used to define the line of projection and only profiles longer than 600 km are used so that the background slope and unperturbed depth of the sea floor are reasonably well constrained. (2) Conversion of sounding travel times to depths (where necessary) using Matthews (1939) depth dependence of sound velocity in the ocean. At outer rise depths this is mainly a pressure effect, and a relative depth error of about 200 m over a 4 km depth range is reduced by a factor of -20 using these tables. (3) Correction for the expected deepening of the ocean with age of the ocean floor due to cooling. Parsons & Sclater's (1977) empirical depth-age relationships are used with ages inferred from dated magnetic lineations using the Harland et al. (1982) time scale. It is as common for lithosphere to increase in age away from a trench as towards it, and in some regions age estimates are not available (and the correction is not then applied). Because of the question of possible lithospheric reheating for some profiles, inaccurate correction is a potential source of systematic regional slope in the profiles.
(4) Correction for sediment loading using the compaction relationship derived by Le Douran & Parsons (1982) which is valid for thicknesses up to =1000m (Crough 1983) . The sediment load is taken to be regionally supported with an approximate flexural rigidity of l e 3 N m , but the difference between this and local compensation is negligible for the long wavelength variations in sediment thickness found on most subducting plates. Sediment thicknesses are taken from the isopach maps of Ludwig & Houtz (1979) and some DSDP holes (see Fig. 3 ). E fits were calculated for the 14 north and west Pacific profiles listed in Table 1 and the resulting parameters appear in Table 2 . Several of these profiles have been studied before and the effective thicknesses deduced for them are noted in Table 1 . Analyses using elastic-plastic bending models (such as the McAdoo, estimates in /3 below which the rms misfit increases rapidly and it is this value that has been tabulated. Fig. 4 illustrates this process. The cutoff criterion is an increase of 1 m in misfit over the asymptotic minimum value. Since inelastic bending in the region of greatest curvature is expected to reduce LY with respect to 6, cases in which the reverse is found must be regarded with some suspicion. In fact, even without the /3 minimization process applied here, values of /3 as much as 15 km less than LY are inferred for some profiles, though this is uncommon. As noted earlier, rms errors are never greater here than for the E fits since the latter are a special case. However, some of the fits are not significantly improved by the use of the general formula. In these profiles there is no evidence for inelastic behaviour and it might be concluded that substantial inelastic deformation is occurring on some sections of the outer rise and not others. However, it is equally possible that all bending profiles are fundamentally elastic but that other signals have perturbed some so as to make them appear inelastic. The converse of this is also possible.
The rms misfits in the range 65-150m (Tables 2 and 3 ) are due in large part to bathymetric 'noise' of 1-100km wavelength. The magnitude of this noise and the error it causes can be reduced by averaging nearby profiles which should be controlled by similar bending parameters. Several composite profiles have been formed by averaging KU1-6 (KUC), B01-2 (BOC), and MA1-2 (MAC). The rms error in fits to these profiles shows a reduction of the order of over the average of the n individual constituent profile fits. This is less than the tam improvement expected if the noise component in the signals were independent, and suggests the presence of noise of a long enough wavelength to be correlated between nearby tracks, although it may simply be due to the small sample size. In either case, the improvement of fit indicates that averaging of a few neighbouring profiles is a worthwhile procedure where it is possible.
DIRECT ACCURACY ESTIMATES
One estimate of the accuracy of flexural parameters can be obtained directly from the inversion. In a linear problem, the covariance matrix for the parameters C,, is related to the data covariance C , by
In an iterative solution of a nonlinear problem, the 'data' at any step are actually the differences between the data observed and those predicted by the latest parameter set, while the 'parameters' are actually corrections to that latest parameter set. C,, will therefore change as the solution is tracked down through parameter space. Even the value of C, , at the solution point is of limited significance since it is based on a local linearization of the nonlinear surface defined by let. The range of parameters consistent with a finite range of le12 around the minimum is not necessarily well represented by such a linearization. A more meaningful measure of the tolerance in the nonlinear parameters can be found by taking the solution parameter set and systematically varying each parameter, holding the others constant, until a specified maximum value of letZ is reached. The defect in this 'line search' method is that searching in a small number of orthogonal directions surface. An example of this in 2-D is shown in Fig. 5 where hypothetical contours of [el2 are plotted in (pl, p 2 ) space. Searching only in the p1 and p z directions will clearly give an incorrect estimate of the range of parameters over which leI2 < EZ. The only way to be confident of the error bounds around the solution point in an iterative solution of a nonlinear problem, therefore, is to conduct a full search of the parameter space around the solution. This is done in the same way as the 6 minimization. Each parameter is varied in turn in an outer iteration, and at each step a minimum misfit is found with respect to the other parameters in an inner iteration. The outer parameter is varied until the minimum misfit in the inner iteration is greater than the overall free parameter minimum by a specified amount, in this case by 1 per cent. Even this procedure is not foolproof as it does not necessarily see all the undulations of the error surface and more distant local minima may be missed. It is therefore still giving lower bounds to the error, albeit more realistic ones. The results of this process can be seen in Table 4 where asymmetry between positive and negative error margins, but at higher levels of misfit tolerance the necessarily positive D
shows increasing asymmetry. The misfit tolerance used here amounts to less than 0.8 m, while experience with various fits and the simulations of the next section indicate a figure of at least 10 times that. The parameter tolerance is found to increase slightly faster than the square root of the misfit tolerance in this range (indicating that the error surface is still approximately 
EFFECT OF BATHYMETRIC NOISE
Having obtained these accuracy estimates we may go on to enquire how much of the error can be attributed to background bathymetric noise. This may be investigated by adding synthetic noise to an analytical elastic bending profile (to which both E and G fits are exact) and using the inversion procedure to estimate parameters from the resulting profiles [ Fig. 2(b) ]. The statistics of the parameters inferred from repeated realizations of noise augmented profiles give lower bounds to the error in parameters inferred from individual real profiles. The spectrum and statistical features of sea-floor topography have been analysed by Bell (1975 Bell ( ,1979 who finds that a model spectrum of the form fits the data quite well. Here k is wavenumber in cycles km-I, ko=0.025cyckm-', and 4 is in the range 110-250m2cyc km-'. The range in Fo, due to difficulties in accurately estimating spectra from finite samples of a red process, gives an rms noise range of 80-125 m, similar to the rms misfits found in Tables 2 and 3. The probability distribution of the topography, independent of the spectrum, is found to be approximately Gaussian with a slight positive skewness. Synthetic noise with these properties can be generated by linear filtering of white noise with the appropriate distribution as described by Jenkins & Watts (1968, pp. 224-228) . In this analysis, 100 realizations of synthetic noise sequences have been generated, each 500 km long with 1 km spacing. The cumulative spectrum for these sequences is shown in Fig. 6 . The synthetic noise is Gaussian with a standard deviation of 94 m, corresponding to a value of 150 m2 cyc km-' for 4.
The analytical profile used as a basis for the analysis is These parameters produce a profile quite representative of the fits to real data and those found by other authors. Because both positive and negative values are found in equal abundance for s,, a zero value is used in this basic profile. The mean and standard deviation of parameters inferred from 100 synthetic noise augmented versions of this profile are given in Table 5 . In each case, the standard error in the mean is one tenth (l/l&) of the standard deviation. All of the parameters seem to be reasonably well estimated, to within the standard error (Table 5) , and the only significant bias introduced by the noise is a slight increase in 6. 6 is also significantly more poorly determined than a. The worst determined parameters now seem to be Mo in the E fit and w, in the G fit (which is proportional to When a skewed noise distribution is used, z , is biassed in the direction of the skew as would be expected. The accuracy of estimation of z,, and s, is slightly worse in the G fit because of the extra parameter in the fit. In the E fit, the effective elastic thickness is proportional to the cube root of D and can be expected to have a standard deviation of -20 per cent, while in the G fit h must be determined from (Y and @ and is closer to 30 per cent. In absolute terms, one standard deviation in the effective elastic thickness is -5 km. The direct error estimates of the last section give in the same way a slightly higher error of -7 km for the same variation of misfit. The noise distribution in this case is Gaussian, while Bell (1975) found that the distribution of bathymetric noise showed a normalized skewness of 0.78 and a kurtosis of 4.54. For completeness, this experiment was repeated using such a distribution but the results were the same as in Table 5 .
THE EFFECT OF REGIONAL SLOPE UNCERTAINTY
In running variations on these fits it appears that the assumed regional bathymetric slope, sI, has a significant effect on some of the best fit parameters. In the cases described above, sI is assumed either to be zero after thermal, sediment, and sound velocity correction, or to be free to find its best fit value. It is not clear which assumption best describes analyses done in the past as the methods of curve fitting were not fully described. It is, however, clear from the comparison of the zero and free slope fits that if the various data corrections are not exactly right (and they often cannot be done well due to lack of magnetic lineations or of suitable oceanographic data), or if there is a regional bathymetric slope of extraneous origin (e.g. thermal swell or dynamic uplift), then the parameters will be poorly estimated. The noise tests of the last section indicate that the longer wavelength components of bathymetric noise can introduce substantial uncertainties in regional slope. slopes found across abyssal ocean floor after the best fit thermal contraction signal has been removed (Schroeder 1984) and is similar to the range found in the free slope fits of Table 2b . Bearing in mind the similar figures from the noise experiment, this is probably the best tolerance to which s, can be specified. Over this range, the misfit varies by less than 20 per cent, the best fit curvature at the first node of the deflection by less than 10 per cent, and h by 10-30 per cent. The bending moment at the first node of the deflection, however, varies by a factor of up to 5.
DISCUSSION
The use of effective plate thicknesses based on the thermal age of the lithosphere should be tempered by a knowledge of the reliability of the empirical relation which predicts them. It appears that the major limitation on the accuracy of h is due to long wavelength undulations of bathymetry which appear as regional slope on a flexural scale, although shorter wavelength noise also makes a significant contribution and error bars of the order of f 1 2 km (2a) are appropriate for h. This uncertainty is much the same at all ages, which explains the considerable scatter seen in the available h versus age data set. Figure 8 illustrates the relationship between effective elastic thickness, h, and the age of the plate at the trench for the profiles in Tables 1-3 . If plate strength is controlled mainly by temperature, the expected relation is h = (age)"*.
In Fig. 8(a) , based on the elastic fits, there is substantial scatter in the h versus age plot, aggravated by the estimates from the profiles AL2, AL3, and KU2 which are indicative of a thick plate and KU1 which is indicative of a thin plate when compared with the rest. These 'anomalous' results may be a consequence of contamination of the bathymetric profiles by other signals. AL3, for example, has a particularly large graben on the trench wall which affects the fit. KU2 is the noisiest of the Kuril profiles and graben structures at the back of the outer rise seem to exaggerate the flexural wavelength. KU1 intersects the Kuril trench close to its intersection with the Aleutian trench and the assumption of a 2-D model here is particularly weak.
Figure 8(b) shows the same relation based on the more general inelastic flexural model. While the rms misfit to individual profiles has been considerably improved by the extra parameter in the fit, the effective thicknesses are more scattered than for the elastic fits. In general, these estimates of h exceed those based on the elastic fits, a result typical of inelastic models in which flexure is accompanied by lower deviatoric stresses distributed over greater depths than in the elastic model. The change in ordering of some of the outliers (e.g. KU2 & KU5) reflects differing degrees of inelastic behaviour inferred from them. The overall increase in scatter in the effective thicknesses suggests that these estimates of inelastic behaviour are not robust.
Apart from the outliers in Fig. 8(a) , the effective elastic thicknesses based on the E fits display a mild tendency to increase with plate age, approximately following the 200-300°C isotherms. This compares with the 300"-600" range found by Watts et al. (1980) elastic-perfectly plastic plate which always gives a significantly greater plate thickness than the elastic model. For example, the KU3 profile for which we find h = 18.2 km, in agreement with the elastic fit of Caldwell et al. (1976) and an elastic fit by , was interpreted by McAdoo et al. (1978) in terms of a plate thickness of 32 km. What we have here are two quite different effective par'ameters characterizing the strength of the lithosphere which should not be expected to correspond to the same geotherm depth.
Inelastic models of plate bending are bound to be more appropriate to the real earth. All the laboratory and field evidence shows that inelastic processes occur throughout the lithosphere and it is important to evaluate the consequences of that. Where the effective elastic parameters are so poorly constrained, however, we must anticipate very poor resolution of the extra parameters characterising inelastic behaviour. The relation between bending moment and curvature at the first node of the deflection seaward of subduction zones has been used in the past to look for more detailed evidence of inelastic bending (Goetze & Evans 1979; McNutt & Menard 1982) . The curvature depends most strongly on data points near xl, and is quite well constrained. However, the bending moment is calculated from principles of statics and requires an integral along the length of the profile weighted by the distance from xl.
Because of the sensitivity of this integral to bathymetric noise, McNutt & Menard actually derived MI from elastic bending profiles that were fitted to the raw data. It appears from the present study that, even with this smoothing process, the inferred moment remains poorly constrained due to its sensitivity to regional bathymetric slope. Error bars of up to an order of magnitude seem to be appropriate (Fig. 7) and, since most estimates of MI fall within that range the search for systematic behaviour in Ml with a relatively small dataset of several dozen profiles is extremely difficult. Short wavelength bathymetric noise is an obstacle to inference of systematic variations of flexural rigidity and other bending parameters, but its effect can be controlled by averaging nearby profiles to remove uncorrelated effects. However, bathymetric features of wavelength -100 km and longer will continue to limit the accuracy of inferred parameters. The more obvious noise on bathymetric profiles may also be avoided by looking instead at the geoid. McAdoo & Martin (1984) studied geoid profiles over subduction zones obtained from the Seasat data set and interpreted these in terms of flexural parameters. They find somewhat greater effective elastic thicknesses than found from bathymetric studies, values more typical of plastic model thicknesses, which presumably reflects the effect of deeper structures responsible for a major part of the geoid signal. It is a different, if not entirely independent, estimate from that provided by the surface deformation and a valuable addition to the flexural dataset, particularly because of the greater density and uniformity of altimeter tracks in many areas, compared to ship tracks. While it escapes the problem of short wavelength noise, the use of geoid profiles remains vulnerable to longer wavelength contamination. Because of their sensitivity to deeper and more distant structures, particularly from back arc regions, and the complicating step from deformation through density anomalies to the data, geoid profiles may contain as much noise at flexural and longer wavelengths as bathymetry profiles. To estimate the effect of this process on the accuracy of the inferred mechanical parameters would require a more detailed analysis.
