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Sommaire
La correction d'erreur fera partie intégrante de toute technologie d'information 
quantique. Diverses méthodes de correction d'erreurs quantiques ont par conséquent 
été élaborées pour pallier les erreurs inévitables qui proviennent de la manipulation 
des qubits ainsi que de leur interaction inévitable avec l'environnement. Parmi les fa­
milles de codes de correction d'erreurs se trouvent les codes convolutifs, dont l'utilité 
envisagée est surtout pour protéger l'information quantique envoyée à travers un ca­
nal de communication bruyant. La méthode de décodage des codes convolutifs utilise 
des algorithmes d'estimation d'erreur basés sur un principe de maximum de vraisem­
blance. L'algorithme de Viterbi permet de déterminer ce maximum de vraisemblance 
de façon efficace. Cette méthode permet de trouver le mot code le plus probable et ce 
en utilisant des outils tel le décodage par trellis. De plus, cet algorithme a une com­
plexité linéaire avec le nombre de qubits encodés. Ce mémoire porte sur l'effet de la 
dégénérescence sur le décodage Viterbi. La dégénérescence est une propriété de la mé­
canique quantique ne possédant aucun analogue classique par laquelle des corrections 
distinctes peuvent corriger une erreur donnée. Les versions précédentes de décodage 
quantique suivant l'algorithme de Viterbi étaient sous-optimales parce qu'elles ne te­
naient pas compte de la dégénérescence. La réalisation principale de ce mémoire est 
la conception d'un algorithme de décodage de Viterbi qui tient compte des erreurs 
dégénérées et nous les testons par des simulations numériques. Ces simulations dé­
montrent qu'il y a effectivement un avantage à utiliser le décodeur Viterbi qui tient 
compte de la dégénérescence.
Mots-clés: correction d'erreur quantiques ; codes convolutifs, informatique quan­
tique, erreurs dégénérées, algorithme de Viterbi
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Introduction
Quelles idées viennent en tête lorsqu'il est sujet de physique moderne ? Les étu­
diants à leurs débuts dans le domaine de la physique sont instruits quant à la relativité 
générale et la mécanique quantique en termes de sujets dits physique moderne. Ces 
théories, bien qu'elles soient plus récentes que celles de Newton ou Galilée, datent 
maintenant d'environ un siècle. Alors qu'en est-il de la vraie physique moderne ? Il y 
a certainement plusieurs branches de la physique moderne, mais une de ces branches 
où l'on peut appliquer une des théories "classiques modernes" (si un tel terme est 
permis) est l'informatique quantique. La théorie classique-moderne qui y figure est 
évidemment la mécanique quantique, dans un état fondamental. Bien entendu, l'in­
formatique quantique ne traite pas seulement de mécanique quantique. Comme en 
décrit son nom, il est question d'utiliser la mécanique quantique à des fins de trai­
tement et d'expédition d'information. L'ordinateur quantique est un terme qui vient 
donc en tête. Cet instrument hypothétique est constitué de bits quantiques qui ont la 
qualité intrinsèque de pouvoir être dans une superposition d'états. Ceci donne aux 
qubits le potentiel d'accomplir des calculs présentement trop difficiles pour les ordi­
nateurs classiques à base de bits opérés par des transistors. Quelques exemples po­
pulaires de l'usage des qubits est la factorisation des nombres en facteurs premiers 
[27] qui pourrait anéantir le cryptosystème à clé publique courant, la téléportation 
d'états [4] et finalement pour la création de clés quantiques [5] qui vont de pair avec 
le chiffrage de Vemam. Voilà bien sûr les faits saillants de l'informatique quantique. 
Derrière tout ce spectacle se cachent plusieurs éléments clés qui font que ces idées 
fonctionnent dans des prototypes et vont pouvoir continuer à fonctionner peut-être 
un jour à grande échelle. Ces éléments clés sont nombreux et ne seront certainement 
pas tous discutés ici. Plutôt, on s'attarde à un des éléments essentiels au fonctionne­
ment de l'informatique quantique : la correction d'erreur.
Puisque l'information contenue dans les bits quantiques est d'une grande fragilité
1
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(en comparaison au domaine de l'informatique classique), la correction d'erreur est 
d'une nécessité fondamentale à l'informatique quantique. Grossièrement, il y a deux 
façons de caractériser la corruption de l'information quantique. D'un côté, on peut 
s'imaginer que nous sommes dans le domaine de la communication où il faut en­
voyer un message contenant de l'information (une chaîne de qubits). Dans ce cas, on 
dit que le message passe à travers un canal bruyant et que des erreurs peuvent s'in­
filtrer à l'information. D'un autre côté, on peut considérer des qubits dans un ordina­
teur quantique. Ceux-ci seront manipulés d'une façon quelconque pour accomplir un 
certain calcul ou bien stockés. Si on parle d'une manipulation, celle-ci est synonyme 
d'une interaction entre le qubit et son environnement général, qui peut lui aussi affec­
ter l'état du qubit et induire des erreurs (il en va de même pour le stockage de qubits). 
En général, on utilise le terme «bruit» pour désigner l'effet négatif qu'a un environne­
ment quelconque sur les qubits. Bien sûr, dépendamment du contexte, ce bruit aura 
une origine différente et si on veut modéliser ce bruit, on utilisera un modèle conve­
nablement adapté au contexte. Donc pour faire face à ce bruit qui peut corrompre 
l'information contenue par les qubits, on utilise la correction d'erreur. La correction 
d'erreur peut alors être vue comme un encodage des qubits d'information. C'est-à- 
dire que les qubits contenant l'information passent par un algorithme d'encodage qui 
a pour but de protéger cette information (en incluant de la redondance). Suite aux cal­
culs effectués avec ces qubits (ou bien après tin passage à travers un canal bruyant), il 
devient important de pouvoir retirer l'information des qubits encodés. Voilà alors le 
rôle du décodage. Ce dernier a pour but de retirer l'Information pertinente à travers 
les erreurs qui auraient pu affecter les qubits.
La correction d'erreur n'est pas propre à l'informatique quantique. L'informatique 
classique compte maintes méthodes servant à protéger l'information des bits. Ces mé­
thodes peuvent parfois être adaptées au domaine quantique. C'est le cas des codes 
convolutifs traités dans ce mémoire. Leur décodage est effectué avec l'algorithme de 
Viterbi [30], qui peut être adapté au domaine quantique. Cet algorithme, qui porte 
le nom de son créateur, est utilisé en correction d'erreur classique depuis maintenant 
quelques décennies et fonctionne avec les codes convolutifs. Ces derniers sont un mo­
dèle d'encodage linéaire en sections superposées, originalement conçus par Elias en 
1955 [10]. Les codes convolutifs on la propriété intéressante de pouvoir encoder l'in­
formation «en ligne». C'est-à-dire que le message à encoder ne doit pas nécessaire­
ment être complet pour que l'encodage commence, mais plutôt qu'il peut arriver une
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section à la fois. Cet aspect est intéressant en informatique classique pour traiter des 
messages en communications, surtout via satellite. Effectivement, les codes convolu­
tifs ont été utilisés lors des missions spatiales Voyager, Mars Pathfinder et autres[31]. 
Le décodage selon l'algorithme de Viterbi a pour but de trouver la chaîne d'erreurs 
la plus probable provenant d'un message (de l'information) encodé avec un code à 
convolution. Le principal avantage de cet algorithme est que sa complexité est pro- 
portionelle à la longueur du message encodé.
Toutes ces idées d'informatique classique peuvent maintenant être traduites à l'in­
formatique quantique. On parle alors de codes convolutifs quantiques. Ceux-ci ont des 
bases de codes stabiliseurs ; une famille de codes quantiques (élaborés par Daniel Got- 
tesman [13], Peter Shor[28] et Andrew Steane [29]) qui sont le plus proche cousin des 
codes linéaires classiques. Presque tous les codes correcteurs d'erreur quantiques sont 
des codes stabiliseurs. L'algorithme de Viterbi peut aussi être utilisé dans le domaine 
du quantique. Effectivement, il a déjà été prouvé par Chau [9] ainsi que par Tillich 
et Olliver [11] que les codes convolutifs étaient viables dans le domaine quantique et 
pouvaient être décodés. Beaucoup de travail a aussi été fait sur les codes convolutifs 
quantiques par Wilde et Brun [32] ainsi que Grassl et Rotteler [14]. Dans ces cas, on uti­
lisait l'algorithme de Viterbi de façon classique pour trouver l'erreur la plus probable 
étant donné un syndrome d'erreur.
Les codes convolutifs jouent un rôle primordial dans un autre type de code cor­
recteur, les codes turbos. C'est en fait l'utilisation principale des codes convolutifs. 
Ces derniers sont des codes, à l'origine classique élaborés par Berrou et al. [7], ultra- 
performants. Ces codes turbos comportent aussi leur équivalent quantique tel que 
proposé par Poulin et al. [24]. En fait, depuis leur découverte, les codes turbos ont 
presque entièrement remplacé l'utilisation en solo des codes convolutifs. C'est-à-dire 
que les codes convolutifs ne font apparence qu'à l'intérieur d'un code turbo. Le pro­
grès et le développement des codes convolutifs quantiques est alors intimement lié au 
développement des codes turbos quantiques.
La dégénérescence est une caractéristique qui distingue les codes classiques des 
codes quantiques et qui entraîne des conséquences au niveau du décodage. Si une 
chaîne d'erreur quantique est sujete à deux erreurs distinctes, par exemple si on peut 
inverser son premier bit ou son second bit, ces deux possibilités mèneront inévita­
blement à des chaînes distinctes. En conséquence, ces deux erreurs nécéssiteront des 
corrections distinctes. En mécanique quantique, il est possible que deux erreurs dis­
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tinctes, telles celles mentionnées ci-haut, aient un effet identique sur les états du code. 
Dans l'exemple donné, cela pourrait se produire si tous les états du codes étaient états 
propres de l'opération consistant à inverser les deux premiers spins (crx <g> ax). Ainsi, 
peu importe si le système a subit la première ou la seconde erreur, son état final sera le 
même. On dit alors que ces erreurs sont dégénérées. Il s'en suit que la même opération 
de correction peut contrer l'effet de l'une ou l'autre des erreurs.
De façon plus générale, il est possible qu'un code quantique admette différentes 
classe d'erreurs dégénérées. Chacune de ces classes comporte des erreurs ayant toutes 
le même effet sur les états du code. En raison de cette dégénérescence, le décodage op­
timal ne consiste pas à déterminer l'erreur la plus probable ayant affecté le système, tel 
que décrit ci-haut, mais plutôt de déterminer la classe d'erreur la plus probable. Dans 
le cas des codes covolutifs quantiques traités dans ce mémoire, l'idée est donc d'opti­
miser l'algorithme de Viterbi pour qu'il puisse trouver la classe d'erreur comportant 
la plus grande probabilité. La nouveauté consiste donc dans un premier temps de tra­
duire cet algorithme pour un contexte d'informatique quantique. Ensuite, le but est 
de se servir d'un concept propre à la mécanique quantique, la dégénérescence, pour 
rendre cet algorithme encore plus performant. Le produit final d'un tel algorithme 
pourrait ensuite être incorporé à un système d'encodage plus complexe, tel un code 
turbo.
Ce mémoire est divisé en quatre parties principales. Le premier chapitre fait un 
survol des concepts de bases importants pour la compréhension de la correction d'er­
reur quantique. Le deuxième chapitre introduit la famille de codes correcteurs qui est 
utilisé : les codes stabiliseurs. On y voit aussi l'apparition des codes convolutifs avec 
leur structure particulière. Le troisième chapitre aborde le problème du décodage : 
comment trouver une erreur qui a affecté une chaîne de qubits de façon efficace ? Ce 
chapitre introduit de manière classique l'algorithme de Viterbi ainsi que le trellis, qui 
est un outil propice au décodage des codes convolutifs. Finalement, on montre au 
dernier chapitre comment tout ce formalisme se traduit pour le projet : l'adaptation 
de l'algorithme de Viterbi pour inclure les erreurs dégénérées. Une explication des si­
mulations numériques y est faite en plus d'une présentation et une brève analyse des 
résultats. Notons qu'un article contenant un sommaire des travaux accomplis lors de 




Ce chapitre a pour but de décrire les éléments fondamentaux de l'informatique 
quantique. Une discussion plus en profondeur de ces concepts se retrouve dans la 
plupart des ouvrages sur l'informatique quantique, tel que [21], [20] et [13].
En informatique classique, l'élément fondamental de toute opération est le bit. 
Celui-ci peut prendre deux valeurs distinctes, souvent désignées 0 et 1. Tout comme 
le bit est à la base de l'informatique classique, l'informatique quantique a son propre 
«bit», appelé le qubit. Semblable au bit, le qubit peut prendre la valeur 0,1, mais aussi 
n'importe quelle superposition de ces deux états. C'est en effet un système quantique 
à deux niveaux. On dénote alors l'état d 'un qubit \ip) de la façon suivante :
avec la condition que |a |2 +  |/?|2 =  1. Il est important de noter que cette représentation 
du qubit est dépendante de la base choisie. L'état du qubit à l'équation (1.1) est repré­
senté dans la base {|0), |1)} et cette base sera utilisée dans le mémoire à moins d'avis 
contraire. On peut aussi représenter ces états sous forme vectorielle :
Le qubit est alors représenté comme étant un vecteur bidimensionnel décrit dans la 
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riel et en conjonction avec un produit scalaire cet espace vectoriel est nommé l'espace 
d'Hilbert (binaire) à deux dimensions Hz-
Il est aussi possible et parfois très pratique de visualiser le qubit de manière géo­
métrique. Pour faire ceci, en tenant compte de la condition que |a |2 +  |/6|2 =  1, on 
réécrit l'équation (1.1) de la façon suivante :
|tp) =  e'7 ^cos^|0) + e t?,s in ^ |l)^  , (1.3)
où {7, 0, <p} G R. On constate ensuite que le facteur en , la phase globale, n'a aucun 
impact physique observable sur l'état du qubit, donc on peut finalement écrire
\ip) =  co s^ |0 )+ eI’’sin^ |l). (1.4)
Ce vecteur dans la base |0), |1) se situe maintenant sur une sphère de rayon 1 que l'on 
nomme sphère de Bloch (ou de Poincaré), illustrée à la figure 1.1. Cette représentation 
sera utile lorsqu'on veut suivre l'état d'un qubit après qu'il ait subi des transforma­
tions ou des modifications dûes au bruit. Le seul inconvénient de cette représentation 
visuelle est qu'elle fonctionne seulement pour un qubit et non pas un ensemble de 
qubits.
Une caractéristique propre au qubit est sa phase. Nous avons déjà abordé la notion 
de phase globale d 'un qubit (voir équation (1.3)), mais celle-ci n'a pas d'importance 
physique car lors d'une mesure, aucune trace de cette phase apparaît. Par contre, la 
phase relative du qubit joue un rôle important. Prenons l'exemple des deux états quan­
tiques suivants :
\Vi) = et 1^2) =  (1-5)
Selon la règle de Bom, pour ces deux états la probabilité d'être dans l'état |0) ou |1) 
est de | ^ | 2 =  j, mais que ces deux états sont tout de même distincts. Ils diffèrent 
par .leur phase relative. Plus précisément, on dit que deux états quantiques exprimés 
dans une base choisie, diffèrent d'une phase relative si leur amplitudes sont reliées 
par un facteur de phase : fizl&z =  et<pfi\ /oi\ ,  <p G R. Dans l'exemple donné ci-haut, un 
facteur de phase de -1  existe entre les amplitude du |1). On remarque que la phase 
relative dépend de la base dans laquelle on exprime un état quantique, ce qui montre 
son importance lors des mesures. En pratique, afin de percevoir la différence entre
Chapitre 1 : Concepts de base 7
|0>
1>
FIGURE 1.1 -  La sphère de Bloch. On y voit les deux états de base |0) et |1 ), dans la 
base Z. Un état quelquonque \tp) est illustré avec les deux angles f  et 6 le définissant 
selon l'équation (1.4).
ces deux états, nous devons effectuer une mesure dans une autre base ou, de façon 
équivalente, faire subir une transformation au système avant de le mesurer dans la 
base|0),|l) .
Il sera utile de pouvoir représenter un système de plusieurs qubits. L'état d'un tel 
système composé de n qubits est un élément qui vit dans un espace d'Hilbert à 2” 
dimensions :
H% =  H2 ® ® H2 (1.6)
nfois
et on peut créer une base orthonormée pour ce système à partir de tous les produits
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tensoriels de la forme suivante : IV>i) \tp2 ) • • • |ÿn) avec \ipi) € {0, 1}. On utilise par­
fois la représentation binaire pour dénoter un tel état plus simplement \j), où /  est 
l'entier correspondant à la chaîne ip\ip2 ■■ -ipn en représentation binaire. C'est-à-dire,
j  =  £  2kxpn_k. 
k=0
Avec cette notation, l'état général de n qubits s'écrit
l * > =  e \ i/>
7=0
avec E/ \cj |2 =  1.
1.1.1 Le groupe de Pauli
Cette section a pour but d'établir la convention d'écriture des transformations dans 
le groupe de Pauli. Le groupe de Pauli est un ensemble de transformations unitaires 
qui joue un rôle prépondérant dans la correction d'erreurs quantiques. Ces transfor­
mations sont également des observables, donc opérateurs hermitiques. Comme nous 
le verrons, les éléments du groupe de Pauli servent à la fois à modéliser les erreurs que 
subissent les qubits et à décrire les codes qui protègent les qubits contre ces erreurs.
L'état d'un qubit |ip) peut subir une transformation en y appliquant une matrice 
dans le groupe de Pauli. Il y a quatre matrices de Pauli :
0 1 0 - i ’l  0 ‘
/ 1 =
1 o‘, Y = , z  =
1 0 i 0 0 -1 0 1
En appliquant ces transformations à un qubit dans l'état \tp) =  a|0) +  /3| 1), on 
observe les effets suivants :
1. X\ÿ) = j8|0) + a |l ) ,  une inversion de bit.
2. Z\xf)) — a|0) — /3|1), une inversion de phase.
3. Y\tp) = ij3|0) — tcc\l), une inversion de bit et de phase.
4. I\if>) = a|0) + j8|l), l'identité.
(1.7)
(1.8)
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Le groupe de Pauli pour un qubit, qu'on note V  comporte les quatres matrices ci-haut 
et se complète en ajoutant la phase ô e  {±l,±z}. On peut choisir des générateurs 
pour ce groupe comme étant X, Z en conjonction avec z. C'est-à-dire qu'on peut créer 
tous les éléments du groupe avec ces deux matrice (et z). Cette caractéristique découle 
de l'identité XZ =  z Y. On note quelques faits importants relatifs au groupe de Pauli. 
Premièrement, les éléments de ce groupe commutent ou anti-commutent entre eux. 
Par exemple,
{X ,Z }= 0, {X,Y} =  0, {Y,Z} =  0 (1.10)
et tous les éléments commutent avec eux-mêmes et avec l'identité. Deuxièmement, 
tous les éléments du groupe sont d'ordre 2, c'est-à-dire que leur carré est égal à l'iden­
tité (on traite ici seulement des éléments hermitiques). Il s'ensuit que les valeurs propres 
de ces matrices sont toutes ±1. Troisièmement, les transformations ci-haut, ainsi que 
toute autre transformation sur un qubit, préservent la norme. Cela veut dire qu'une 
opération valable sur un qubit doit être une transformation unitaire. On définit une 
transformation unitaire U de sorte que
Uf U =  I, (1.11)
où li+ représente le conjugué Hermitique de U. Pour une matrice A, le conjugué 
Hermitique est équivalent à prendre la transposée de la conjuguée de cette matrice, 
=  (A*)t .
On peut facilement généraliser le groupe de Pauli V  pour un système comportant 
n qubits. Celui-ci est formé de produits tensoriels d'éléments de V  et s'écrit
Qn =  =  y Vi ® . . . ® p n\ s £  { ± l ,± i } ,V i  e  {I,X,Y,Z}}. (1.12)
On choisit des générateurs de Qn comme étant des opérateurs de poids1 égal à 1 qui 
ont une matrice de Pauli à la position z et l'identité à toutes les autres positions :
X; =  I ® ® / ®X ® / ■ • • ® / (1.13)
' ---------------- V  '  ' -------------- ------------ -
i-1 n—i
1. Le poids d'un opérateur est égal au nombre d'éléments le composant qui ne sont pas l'identité. 
Par exemple, les opérateurs suivants, XIÎ1Y, Zl l ,  ZYIXIUX,  ont des poids respectifs de 2,1 et 4. No­
tons que la phase globale ne change aucunement la valeur du poids d'un opérateur.
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et
Zi = I ® • • ■ (8) I ®Z 0  I ■ ■ ■ ® I (1.14)
s  v  '  s—“v —''
i—1 n-i
ainsi que i. En fait, ces générateurs {X„ Z J , forment une base canonique. C'est-à-dire 
que tous les éléments de cette base commutent entre eux, à l'exception des paires 
d'opérateurs conjugués X„ Z, :
[Xj,Zj] =  0, i £  ;, {XifZj} = 0 ,i = j, [X,-,Xy] =  [Zi'Zj] =  0,V«,/. (1.15)
Considérons alors une transformation unitaire U quelconque sur un opérateur Q € 
Qn- Par exemple, on prend un opérateur quelconque Q =  Y^X^Zj (ce qui signifie
une matrice Y = iXZ  appiquée aux quatrième qubit, une matrice X appliquée sur
le sixième qubit, une matrice Z appliquée au septième qubit et l'identité sur tous les 
autres qubits) et qu'on applique la transformation U :
UQUf =  U(Y4X6Z7)Ut (1.16)
=  UY4U+UX6Uf UZ7Uf (1.17)
=  liX4l/+LZZ4li+ÜX6L/t ÜZ7U+ (1.18)
=  (UX4Uf )(UZ4Uf )(UX6U+)(UZ7Uf ). (1.19)
On trouve donc que l'effet de U sur l'opérateurs Q revient à appliquer U individuel­
lement aux opérateurs de la base canonique {X„ Z J , ce qui génère une nouvelle base 
canonique {L7Xil7+,UZlU+}.
On termine en notant que les relations de commutation de Qn suivent de celles de 
V.  C'est-à-dire que pour tous les observables P, Q € Qn, PQ =  ±QP et leur carré 
donne l'identité.
1.2 Le circuit quantique
Pour décrire une transformation unitaire complexe en informatique quantique, il 
est utile de se servir d'un diagramme décomposant cette transformation en une sé­
quence de transformations moins complexes, c'est-à-dire agissant sur un ou deux qu­
bits à la fois. Un tel diagramme se nomme un circuit quantique et on peut en voir un 
exemple à la figure 1.2.
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|o >  - 








Fig u r e  1.2 -  Un circuit quantique quelconque. Le temps se déroule de gauche à droite. 
À l'extrême gauche, on apperçoit les qubits dans leurs états initiaux, suivis d'une sé­
rie de portes à u n o u  plusieurs qubits ainsi qu'une mesure à l'extrême droite sur le 
premier qubit du haut.
Le diagramme se lit de gauche à droite et les fils représentent les qubits (initialisés 
à l'extrême gauche). Une opération est représentée par une boîte et est appelée porte 
logique ou tout simplement porte. Ces opérations peuvent affecter un seul qubit (une 
inversion de bit par exemple), ou plusieurs.
Il existe aussi des portes contrôlées. Celles-ci utilisent au moins deux qubits, un 




F ig u r e  1.3 -  Une porte contôlée U.
Pour mieux comprendre le principe d'une porte contrôlée, regardons l'example du
Chapitre 1 : Concepts de base 12
NON-contrôlé ou CNOT. Dans la base |0), |1), le CNOT s'écrit comme
|c)|t) -»■ |c)|c0 f), (1.20)
où |c) est le qubit de contrôle, 11) est le qubit cible et © indique l'addition modulo 
deux [21]. C'est-à-dire, si le qubit de contrôle est initialement |1), le qubit cible est 
inversé et si le qubit de contrôle est initialement |0), le qubit cible demeure inchangé. 
Effectivement, cette transformation n'est rien de plus qu'une porte X-contrôlée. Ceci 
est encore plus facile à voir sous forme matricielle. Dans la même base que mentionné 
ci-haut, le NON-contrôlé s'écrit :
1 0  0 0 
0 1 0  0 
0 0 0 1 
0 0 1 0
(1.21)
où on reconnait la matrice I dans le bloc supérieur gauche (correspondant au qubit de 
contrôle dans l'état |0)) et la matrice X dans le bloc inférieur droit.
Le CNOT est une transformation unitaire et on peut voir sa représentation en cir­




Fig u r e  1.4 -  La porte NON-contrôlé en circuit quantique.
On peut généraliser ce formalisme pour une porte contrôlée unitaire U arbritraire. 
On applique U au registre de qubits-cibles uniquement si le qubit de contrôle est |1). 
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1.3 Mesure de qubits
Contrairement à l'acquisition d'information dans les ordinateurs classiques, l'in­
formation contenue dans un état quantique tel que (1.1) est plus difficile à obtenir et 
définitivement plus limitée. En effet, d'après la règle de Bom, la mécanique quantique 
propose que l'état exact d'un qubit ne peut être déterminé, mais que suite à une me­
sure du système, ce qubit peut être dans l'état |0) avec probabilité |a |2 et dans l'état |1) 
avec probabilité \fi2\ (toujours en supposant la base |0), |1)). Une fois la mesure effec­
tuée, le qubit se retrouve dans l'état |0) ou |1), mais l'information reliée à la phase est 
perdue. Il ne devient rien de plus qu'un bit classique. L'action de la mesure est donc 
une opération irréversible et forcément non-unitaire [15]. On y comprend alors que 
l'information contenue dans un état quantique est fragile et que mesurer ce qubit peut 
détruire cette information. Cet aspect jouera un rôle important lors de la correction 
d'erreur quantique puisqu'il faudra trouver un moyen de «vérifier» si une erreur a 
affecté les qubits sans affecter l'information y étant encodée. Qn verra plus tard com­
ment remédier à ce problème.
La mesure du premier qubit est représentée en circuit quantique à l'extrême droite 
de la figure 1.2. Il est ensuite possible de mesurer tous les qubits en appliquant une de 
ces mesures sur chacun des qubits à la sortie du circuit.
La mesure joue un rôle important dans la préparation d'états quantiques. En se 
référant encore à la figure 1.2, on y voit l'initialization des états ancillaires à |0). Ces 
qubits seront importants autant lors des calculs quantiques que pour la correction 
d'erreurs. On ne veut donc pas que les qubits dans un état inconnu soient intriqués 
avec leur environnement. On peut alors les mesurer pour s'assurer qu'ils soient dans 
l'état voulu, souvent |0). Ceux qui auront produit |1) après la mesure subiront une 
porte X pour les initialiser dans l'état |0) [20].
1.4 Le groupe de Clifford
Dans le contexte de la correction d'erreur, un certain type de transformation uni­
taire sera particulièrement intéressant : les transformations de Clifford. On commence 
d'abord par rappeler quelques notions de la théorie des groupes. Premièrement, le 
groupe U(2"), nommé le groupe unitaire de dimension 2", est le groupe de matrices à 
dimensions 2” x 2” muni de l'opération de multiplication matricielle et respectant la
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condition d'unitarité (voir équation (1.11)). On choisit ici la dimension 2" pour coïn­
cider avec la dimension de l'espace d'Hilbert d'un registre de n qubits. Ensuite, pour 
un groupe G et un sous-groupe H de G, le normalisateur N  (H) de ce sous-groupe est 
défini tel que
N(H) = {x G G | x H x - 1 = H}. (1.23)
Le normalisateur de H est aussi un sous-groupe de G. Maintenant, si on étudie le 
groupe de Pauli V,  on trouve que l'ensemble d'opérateurs qui laissent V  invariant 
sous conjugaison forme le normalisateur de V  dans LF(2"). Ce sous-groupe de 11(2") 
se nomme le groupe de Clifford C. En d'autres termes, les transformations de Clifford 
ont la propriété qu'elles permettent de transformer les opérateurs de Pauli en d'autres 
opérateurs de Pauli. Rappelons maintenant que tout élément P e  Qn peut être décom­
posé en un produit de X, et Zj, i € {1, n] (puisque ces élément forment une base pour 
le groupe de Pauli à n qubits). Alors, en connaissant LZX,Ü+ et UZjU* V z, on peut dé­
duire UPUf  V P € Gn- Quelques transformations d'intérêt qui font partie du groupe
fi i
de Clifford sont le CNOT, la porte d'Hadamard H =
S = 1 0 
0 i
et la porte de phase 
. Ces trois dernières peuvent générer le groupe de Clifford.
1.5 La représentation symplectique
La représentation symplectique sera utilisée à travers cet ouvrage[13]. La raison 
est que cette représentation permet de réduire extraordinairement la complexité de la 
description de certaines opérations quantiques. Effectivement, nous verrons au cha­
pitre 4 que nous avons effectué des simulations numériques comportant des milliers 
de qubits. Qn vient de voir que des transformations sur ces qubits, décrits par une 
matrice U, sont de dimensions 2" x 2". Une simulations numérique utilisant cette re­
présentation serait donc limitée à quelques dizaines de qubits au plus. La représenta­
tion symplectique permet de réduire cette complexité à l'ordre 2 nx2 n .  Pour un grand 
nombre de qubits, cela facilite énormément la simulation de tels systèmes. Voici donc 
comment fonctionne la représentation symplectique.
On commence par considérer le groupe quotien Çn/ij, où rj — {±1, ±zl} est le 
centre de Gn- Ceci a pour effet de négliger la phase globale associée aux éléments du
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groupe de Pauli2. De plus, on peut invoquer une correspondence entre les opérateurs 
de Pauli dans Gn/qe t l'espace binaire vectoriel de dimension 2n, F2n. On construit un 
tel isomorphisme /  en prenant les éléments de Qn et en les associant à des vecteurs 
binaires de longueur 2n selon la prescription suivante :
/  : P e Ç „ ^ v e  F2", (1.24)
où
P = S l l X ^ .  (1.25)
I
Ici, ô est un facteur de phase que l'on peut négliger et vzj  e  {0,1}. Alors, le vecteur v 
a l'allure suivante :
V = (vx\vz) = {vX'i, ...,vx,n\vZ'X (1.26)
Pour démontrer l'utilité de cette nouvelle notation, prenons l'exemple de l'opéra­
teur à 7 qubits XIZXXIY.  Celui-ci serait représenté par le vecteur
(1, 0, 0, 1, 1, 0, 110, 0, 1, 0, 0, 0, 1)
où on utilise le fait que XZ = Y  (toujours en négligeant la phase). Ainsi, les sept
premiers bits du vecteur renferment la portion X et les derniers sept bits (après la
barre verticale) renferment la portion Z. Plus précisément, si l'opérateur comporte un 
X à la position i, on inscrit 1 à la position i correspondante du vecteur et si l'opérateur 
comporte un Z à cette position, on inscrit un 1 à la position i + n du vecteur. L'identité 
à la position i engendre un 0 à la position i et à la position i + n du  vecteur, tandis 
qu'une composante Y engendre un 1 aux positions i et i + n.
Il est maintenant possible de définir un produit scalaire «*» entre deux vecteurs 
v, w 6 F2n, soit :
v ★ w = vx ■ wz + wx ■ vz, (1-27)
2. On considère le groupe quotient qui ne tient pas compte de la phase globale. On garde ici la 
même notation pour le groupe de Pauli sans la phase, Qn- Pour cet ouvrage, la phase n'aura aucune 
importance, mais on note qu'il serait quand même possible de continuer la discussion en gardant ce 
facteur de phase [1]
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où
V x ' W z  =  VX'iW Zil +  - - - + V Xfn WXrtl 
Wx - Vz  =  W X/i V Z/i  H h Wx>nVXin
(1.28)
(1.29)
et toutes les additions sont faites modulo 2. En fait l'équation (1.27) peut être réécrite :
Ici, ln est la matrice identité n x n et 0n est la matrice nulle n x n 3. La matrice sym- 
plectique A a pour effet d'échanger les deux parties (X et Z) du deuxième vecteur 
w. Ce produit scalaire encode les relations de commutation entre différents vecteurs. 
Ainsi, pour chaque entrée du vecteur, on vient multiplier la partie X avec la partie Z 
pour vérifier la commutation entre ces deux vecteurs. Une autre façon d'exprimer les 
relations de commutations entre deux éléments P et Q du groupe de Pauli à n qubits 
est donc
où v = f (P )  et w =  f(Q).
Par exemple, vérifions en utilisant ce produit scalaire si les deux opérateurs sui­
vants commutent : Qi =  XIZ = (100|001),Q2 =  YIZ  =  (100|101). On trouve alors
3. Notons que la représentation habituelle de la matrice symplectique contient un facteur -1 devant 
l'une des matrices identité /«. Puisque nous travaillons ici avec des opérations modulo 2, ce facteur 
n'est pas nécessaire à la description de la matrice symplectique décrite à l'équation (1.31), expliquant 
ainsi l'absence du facteur -1.
v  ★ w  — v t A  w , (1.30)
où A est la matrice symplectique de taille 2n x 2n, décrite par
(1.31)
PQ = ( -1  )V*WQP, (1.32)
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que
Qi *Q2 = QfAQ i (1.33)
0 0 0 1 0 o ‘ (i\
0 0 0 0 1 0 0
Qï
0 0 0 0 0 1 0
1 0 0 0 0 0 1
0 1 0 0 0 0 0
0 0 1 0 0 0 V)
( i 0 0 0 0 /  l 1 0
(1.34)
1 1 0 °) (1.35)
(1.36)
En se référant à l'équation (1.32), on voit que le résultat de ce produit scalaire nous 
informe que ces deux opérateurs anti-commutent.
Maintenant, on veut aussi utiliser la représentation symplectique pour les trans­
formations de Clifford U. Pour ce faire, on utilise la base canonique décrite plus tôt, 
{Xj,Zj},i  =  (1...m). La matrice Usymp =  Ü, de grandeur 2n x 2n, est construite 
en juxtaposant des colonnes données par toutes les transformations (UJjUf )Symp = 
UhUf f où Ji € {X \ ,X 2 .. .X n/Z \ ,Z 2 ■. .Z n}. En continuant la convention d'écrire les X 
en premier, la matrice Usymp = Ü a l'allure suivante :
Ü =  [l/X iUf UX2W  UXnUf U Z iW  UZ2W  . . .  UZnW (1.37)
où les UJjW sont des vecteurs colonnes. Ainsi, on se retrouve avec une matrice de 
taille 2n x 2n. Cette matrice peut maintenant agir sur un vecteur colonne de taille 2n 
comme ceux décrits en (1.26). La figure (1.5) est un diagramme commutatif qui montre 
une manière conceptuelle de visualiser la représentation symplectique.
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Représentation
Symplectique
Transformation U Application de If
f j p j j ï  Représentation
Symplectique U P
Fig u r e  1.5 -  Cette figure montre une conception générale de la représentation sym­
plectique pour des opérateurs du groupe de Pauli (P) et pour les transformations uni­
taires U de ces opérateurs. Ici, Ü = UPUf . Le terme en bas à droite est une matrice 
binaire 2n x 2n (Ü) multipliant un vecteur colonne, P qui comporte 2n entrées binaires.
Chapitre 2
Codes stabilisateurs
L'information contenue dans des états quantiques est plutôt fragile. Si un qubit est 
plongé dans un environnement, il devient rapidement intriqué avec celui-ci et l'infor­
mation que contenait ce qubit peut alors être très difficile à récupérer. Alors, si on veut 
réussir un jour à faire fonctionner un ordinateur quantique à grande échelle, il de­
vra pouvoir contenir et envoyer de l'information sans trop d'erreurs.Voilà donc l'uti­
lité des codes correcteurs d'erreurs quantiques. Ce chapitre commence en motivant la 
correction d'erreur en discutant du bruit dans un système quantique et les modèles de 
bruit qui peuvent être utilisés. Ensuite, on procède par un exemple simple de correc­
tion d'erreur : le code à trois qubits. On annonce alors le formalisme stabilisateur, à la 
base des codes stabilisateurs. On poursuit par quelques exemples et enfin on aborde 
le sujet de codes convolutifs quantiques. Plusieurs discussions dans ce chapitre sont 
inspirées de [12], [13], [25] et [21].
2.1 Modèles de bruit
Les qubits à protéger sont affectés par un environnement. Cet environnement in­
teragit avec les qubits et crée de la décohérence, et donc une perte d'information. L'en­
vironnement est alors traité comme du bruit. La question est maintenant de décider 
comment modéliser ce bruit pour étudier la performance des divers codes correcteurs 
quantiques. Évidemment, c'est un énorme défi puisque les ordinateurs quantiques ne 
sont pas encore intégrés dans un système de taille et donc l'environnement les affec­
tant n'est pas encore bien saisi. L'approche actuelle est de soumettre les qubits à des
19
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canaux simples avec des propriétés reproduisant le plus possible les caractéristiques 
essentielles de l'environnement envisagé de ces qubits.
On appelle canal de Pauli un modèle de bruit où des éléments du groupe de Pauli 
Q„ sont appliqués au hasard sur le système, suivant une certaine probabilité. Cette fa­
mille de canaux n'est pas nécessairement physique, mais permet facilement de simuler 
plusieurs qubits. Chaque élément du groupe de Pauli se voit attribuer une probabilité. 
La façon dont ces probabilités sont distribuées dépend du modèle de bruit choisi.
On débute donc par supposer que le bruit est indépendent sur différents qubits 
composant une erreur. C'est-à-dire qu'on utilise la règle de multiplication pour la pro­
babilité d'une erreur Q = Q i Q i - Q n  G Qn ■
P(Q) = P(Q i)P(G >)...P(e„). (2.1)
On peut maintenant utiliser cette base pour spécifier un modèle de bruit qui est utilisé 
p our ce travail.
2.1.1 Le canal dépolarisant
Le canal dépolarisant peut être perçu comme étant l'équivalent du canal binaire 
symétrique en informatique classique. Ce canal suppose qu'un bit a la probabilité p 
d'être corrompu et la probabilité 1 — p de rester intact après son passage à travers le 





F ig u r e  2.1 -  Le canal binaire symétrique avec probabilité d'erreur p.
L'analogue pour un qubit du canal binaire symétrique est le canal dépolarisant. Ce 
canal peut être décrit tout simplement comme suit : une erreur affecte le qubit avec
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probabilité p et il reste intact avec probabilité 1 -  p. Les erreurs pouvant affecter le 
qubits sont les erreurs de Pauli comme discuté plus haut et sont toutes aussi probables 
l'une que l'autre. Le qubit peut subir une inversion de bit (X), une inversion de phase 
(Z) ou bien une inversion de bit et de phase (Y). On trouve alors pour un qubit :
P(Q) =  {r,’^  = x , y , z } '  (2'2>
Pour visualiser l'action du canal dépolarisant sur un qubit, on peut retourner à l'image 
de la sphère de Bloch (voir figure 1.1). Puisque le canal affecte les trois dimensions, x, y  
et 2 uniformément, l'effet du canal est de faire contracter la sphère d'un facteur 1 — p. 
Le schéma à la figure 2.2 montre le cas où p =  On comprend donc que l'amplitude 
d'un état quantique à la sortie du canal dépolarisant est réduite. En général, un signal 
provenant d'une source quelconque sera corrompu par l'environnement au travers 
duquel il doit passer pour en arriver à sa destination (où on performera une lecture de 
de ce signal). On peut donc argumenter que le canal dépolarisant est une modélisation, 
quoique simpliste, de certains phénomènes physiques.
Pour un système à n-qubits, les erreurs sont les éléments V  dans Qn- En supposant 
un bruit indépendant sur les qubits comme mentionné à l'équation (2.1), les erreurs 
ont la probabilité suivante d'affecter une chaîne de qubits :
P ( Q )  =  (1 -  ( D ”’<0) (2.3)
où w(Q) est le poids de l'élément Q. On voit donc que pour p petit, les erreurs de 
plus petit poids seront plus probables. Ce modèle est ce qu'il y a de plus symétrique 
puisqu'il ne dépend pas d'une base particulière.
2.2 Code à trois qubits
Un exemple simple de code correcteur d'erreur est le code à trois qubits. Il s'agit en 
fait d'un code correcteur d'erreur classique que nous utilisons pour établir certaines 
notions de base propre à la correction d'erreur quantique. Le principe est d'ajouter de 
la redondance au qubit qui doit être protégé. Les états de base |0) et |1) sont encodés
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0.5
FIGURE 2.2 -  La sphère de Bloch sons l'action du canal dépolarisant. Ici, on a choisi 
d'illustrer le cas p = 0.5. La figure illustre l'état moyen p = jpo +  gXpoX +  $YpoY +  
gZpgZ, où po est l'état initial. Cette transformation a l'effet de rétrécir uniformément 
la sphère de Bloch d'un facteur d'une demie.
de la façon suivante :
|0) -> |0> |1) -> |I> (2.4)
où les états logiques du code sont |Û) =  |000) et |1) =  |111). Un qubit dans l'état 
|rp) =  a|0) +  /î|l) deviendra l'état encodé a|000) +  ^|111) suite à l'encodage. Le circuit 
quantique représentant cet encodage peut être vu à la figure 2.3.
Il est aussi utile de considérer la représentation matricielle, toujours dans la base 
{|0), |1)}, de cet encodage




Fig u r e  2.3 -  L'encodage du code à répétition à trois qubits. Le qubit logique \rp) est 
intriqué avec deux autres qubits physiques initialement dans l'état |0). Les deux portes 
CNOT crééent une copie de \ip) pour compléter l'encodage. Figure tirée de [21],
U (2.5)
1 0 0 0  0 0 0 0  
0 1 0 0 0 0 0 0  
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 1
0 0 0 0 0 0 1 0
0 0 0 0 0 1 0 0
0 0 0 0 1 0 0 0
On peut maintenant donner la représentation symplectique de cette transformation 
telle que décrite en (1.37) :
' l  0 0 0 0 o"
1 1 0 0 0 0
1 0  1 0  0 0 
0 0 0 1 1 1
0 0 0 0 1 0
0 0 0 0 0 1
U = (2.6)
On remarque que la représentation symplectique réduit la taille de cette transforma­
tion d'une matrice 8 x 8 à une matrice 6 x 6. Évidemment, ceci n'est pas une réduction 
très importante, mais on se souvient qu'on parle ici seulement de 3 qubits. Lorsque le 
nombre de qubits encodés est plus grand, cette différence devient plus importante. La
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transformation est utilisée ici pour souligner quelques attributs de la structure de la 
matrice Ü. On reviendra à cette structure après avoir définit quelques autres concepts.
Ce type d'encodage protège les qubits contre un maximum d'une erreur d'inver­
sion de bit. Les qubits encodés seront soumis à un environnement bruyant (ou bien 
ils seront transmis à travers un canal bruyant) pour finalement être décodés via un 
concept de «vote majoritaire» qui déterminera l'erreur s'il y en a une. Ce processus 
découle des codes correcteurs classiques. Dans ce cas, on pourrait mesurer l'état de 
chacun des trois bit sans problème pour voir si une inversion est arrivée. Par exemple 
en obtenant la chaîne de bits 010, on pourrait déduire qu'une inversion de bits a eu 
lieu sur le deuxième bit car il est différent des deux autres.
Par contre, les protocoles d'informatique classiques, bien qu'ils aient leurs mérites, 
ne peuvent pas si facilement se traduire en informatique quantique. Il faut faire atten­
tion à certains éléments. Premièrement, l'encodage par la redondance telle que décrite 
ci-haut incorpore un élément de reproduction d'état. Toutefois, il existe en mécanique 
quantique un théorème, connu sous le nom de «no-cloning theorem»[21], qui proscrit 
la copie d'un état quantique quelconque. Par contre, ce théorème n'interdit pas la re­
production d'états qui sont mutuellement orthogonaux alors il n'y a aucun problème 
pour créer des états tels que décrit à l'équation (2.4). D'ailleurs, on voit avec le circuit 
2.3 que cet encodage se réalise avec une transformation unitaire.
Deuxièmement, il faut faire face au problème de la mesure en mécanique quan­
tique. Souvenons-nous que selon le modèle de correction décrit ci-haut, il faut prendre 
un vote majoritaire pour vérifier si tous les qubits ont la même valeur. On pourrait 
donc croire qu'il faut mesurer tous les qubits pour connaître leur valeur et ensuite 
les comparer. Cependant, la mécanique quantique dit qu'il est impossible de «regar­
der» un état quantique sans induire une réduction du paquet d'onde, qui transforme 
tout état quantique en état classique (1.3). On pourrait alors penser qu'un tel modèle 
de correction d'erreur est à rejeter complètement. Hélas, il est possible de surmonter 
ce problème en utilisant d'autres sortes de mesures globales qui ne perturberont pas 
l'état du système. L'idée de ces mesures est d'aller chercher seulement une partie de 
l'information sur les erreurs, mais pas sur l'état encodé. En faisant ceci convenable­
ment, il est alors possible de préserver l'information contenue dans l'état quantique. 
Ce processus n'est tout de même pas gratuit. La façon de s'y prendre est d'ajouter un 
système ancillaire de qubits intriqués avec les qubits à protéger, sur lequel on exécu­
tera les mesures.
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Qubits
ancillaires syndrome
Une erreur X affecte
maximum un qubit
Fig u r e  2.4 -  Une fois le système encodé, la correction se poursuit en ajoutant ici 2 
qubits ancillaires. La mesure de parité donne le syndrome : 0 si les deux qubits sont 
pareils, 1 s'ils sont différents. Figure inspirée de [20].
Pour en revenir au code à trois qubits, on parle de mesures de parité : ces mesures 
vérifient si deux qubits sont dans le même état ou non. L'information retenue en fai­
sant ces mesures nous informe des relations entre les qubits, sans «regarder» l'état des 
qubits en question. Plus explicitement, la façon de procéder est démontrée à la figure 
2.4. Les deux premières portes NON-contrôlées vérifient si les deux premiers qubits 
sont pareils et la deuxième série de NON-contrôlées vérifient la parité du premier et 
troisième qubit. Suivant ces opérations CNOT, le résultat des mesures sur les deux 
qubits ancillaires du haut produit le syndrome de l'erreur avec lequel on peut identi­
fier l'erreur. Par exemple, une telle mesure de parité avec le syndrome 01, soit les deux 
premiers qubits sont pareils (0) et les premier et troisième sont différents (1) indique qu'une 
erreur d'inversion a affecté le troisième qubit. On infère que l'état après cette erreur 
est a|001) + /1|110) et on peut corriger en imposant une porte X sur le troisième qubit.
Le code à trois qubits est bien sûr simple et autre que pour des fins pédagogiques, 
est d'une utilité discutable, car il ne peut corriger qu'un maximum d'une erreur d'in­
version de bit. Ainsi, il est facile de voir que si deux ou trois qubits étaient inversés, la
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méthode décrite ci-dessus ne trouverait pas la bonne erreur. Tout de même, si p est la 
probabilité d'une inversion de bit, on peut calculer la probabilité que plus d'un bit soit 
inversé pe — 3p2(l — p) +  p3 =  3p2 — 2p3. On compare cette probabilité à p pour un 
qubit n'étant pas encodé du tout. On peut donc en conclure qu'en autant que pe < p, 
l'encodage du qubit est favorable à la transmission de l'information. Cette condition 
est respectée pour p < \-O n remarque aussi que ce code n'a pas la capacité de détec­
ter une erreur de phase. Pour détecter une telle erreur, il existe un code à trois qubits 
(semblable à celui décrit ci-haut) qui peut corriger au plus une erreur de phase. Ce 
code ne sera pas élaboré ici mais il a la même structure que celui décrit ci-haut, seule­
ment il est encodé dans la base |+), ) -) , où |+) =  ^=|0) +  |1), et |—) =  ^ | 0) -  |1). 
Ces codes à trois qubits ne sont pas très utiles car ils ne peuvent que corriger un type 
d'erreur. Ce qu'on recherche d'un code correcteur est la propriété de pouvoir corriger 
tout type d'erreur agissant sur un nombre limité de qubits.
2.3 Formalisme stabilisateur
Presque tous les codes correcteurs connus sont des codes stabilisateurs. Cette fa­
mille de codes offre de nombreux avantages pratiques, dont une description compacte 
et des circuits d'encodage simples. Ces types de code seront alors étudiés en profon­
deur dans ce mémoire puisqu'ils forment la base du code correcteur utilisé.
Les codes stabilisateurs sont une idée originale de Daniel Gottesman [13], Peter 
Shor [28] et Andrew Steane [29] et sont basés sur une structure de théorie des groupes. 
À partir du groupe de Pauli à n-qubits Qn, on choisit un sous-groupe abélien S , le 
stabilisateur qui ne contient pas -1 . Ce sous-groupe est formé d e n - k  générateurs 
de S,  S i,..., Sn_*. Quelques propriétés intéresssantes des éléments de S  sont
1. puisque S  est abélien, les générateurs sont un ensemble d'opérateurs qui com­
mutent mutuellement
2. tout élément de S  peut être représenté par une combinaison unique des géné­
rateurs S, (en autant que les S, soient indépendents)
3. on peut choisir ces générateurs S; pour qu'ils soient indépendants. Ces généra­
teurs sont aussi des opérateurs unitaires et hermitiques
4. les générateurs S, sont d'ordre 2, puisque leur carré est égal à l'identité.
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On définit le code de la façon suivante : le groupe stabilisateur S  agit de façon 
triviale sur l'espace code C
C = { \ ÿ )  tel que S|t/>) =  |$) V S  G S}.  (2.7)
Puisque S  est un sous-groupe de Q„, les éléments du stabilisateur sont hermitiques et 
donc correspondent à des observables. Cela veut donc dire que, pour un état initiale­
ment dans le code, il est possible d'en faire la mesure sans perturber l'état. On peut 
donc caractériser un code C par le fait que la mesure des générateurs S, donne toujours 
+1. Par extension, il s'en suit que la mesure de tout élément de S  donne également 
+1. Le syndrome est alors obtenu en mesurant les générateurs du groupe stabilisateur. 
Par définition du code, la mesure de ces opérateurs S; sur un état \rp) donnent +1. Par 
contre, une fois que le bruit a affecté l'état, celui-ci ne se trouvera pas nécessairement 
dans l'espace code C et donc ne sera pas un état propre avec valeur propre +1 lors de 
la mesure des S,-.
Une fois que l'information quantique encodée passe à travers un canal bruyant (ou 
est exposé à du bruit environnant), le but de la correction d'erreur et d'inférer l'erreur 
la plus probable à partir de l'information reçue. La première étape est de mesurer 
les générateurs du groupe stabilisateur S, sur le registre de qubits reçu afin d'établir 
le syndrome de l'erreur. Par contre, une fois que le bruit a affecté l'état, celui-ci ne se 
trouvera pas nécessairement dans l'espace code C et donc les résultats des mesures 
des Si peuvent fluctuer et prendre les valeurs ±1 de façon aléatoire, selon l'erreur 
encourue. On nomme ces résultats de mesure le syndrome de l'erreur. Pour un code 
stabilisateur C comportant les générateurs S i,..., S„_*, supposons qu'une erreur £ G 
Qn affecte l'état du code |tjj), de sorte que l'état du système soit E\ip). Considérons 
maintenant l'équation aux valeurs propres pour la mesure du stabilisateur Sj.  Il y a 
deux situations possibles, soit SjE\ip) — ESj\ ip) =  +E \ tp ) ,  si £ et Sj  commutent ou 
SjE\ip)  =  ESj\tj>) =  —E|t/>) si E et Sj  anti-commutent. Il est conventionnel d'utiliser 
les valeurs (0,1) plutôt que (1 ,-1) pour dénoter le syndrome. Avec cette convention, 
le syndrome $ est un vecteur binaire1 /s(E) de longueur n - k  dont les composantes
1. On choisit ici d'écrire le syndrome avec la notation binaire {0,1}. On associe alors une mesure 
donnant la valeur propre +1 au symbole «0» et une mesure résultant en une valeur propre -1  au 
symbole «1».
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sont déterminées de la façon suivante :
0 si [E, S,-] — 0
1 si {£,S;} =  0,
où l'indice i = î , ..., n —k fait référence à la ième entrée du vecteur-syndrome. Rap­
pelons que les erreurs E proviennent d'un canal de Pauli et que les générateurs Sj 
sont également des éléments de Qn■ Il s'en suit que toute erreur E commute ou anti- 
commute avec les générateurs Sj (puisque ce sont tous des opérateurs de Pauli). Ce 
phénomène explique pourquoi lorsqu'on mesure les Sj sur un état contenant l'erreur 
E, il n'y a que deux choix qui mènent au syndrome décrit à l'équation (2.8). Une fois 
que le syndrome /s(E) est établi, il faut trouver l'erreur E compatible avec celui-ci.
Revenons maintenant à l'exemple du code à trois qubits. Il y a deux générateurs 
de S  pour ce code :
On remarque premièrement qu'un mot code |t/>) =  a|000) +  /S|lll) est dans l'espace 
propre +1 de Si et S2. Deuxièmement, les mesures décrites à la figure 2.4 corres­
pondent à la mesure de Si et S2. Demièrment, examinons ce qu'il arrive si la me­
sure du syndrome donnait (01) suivant la procédure de l'équation (2.8). Cela veut 
dire que l'erreur anti-commute avec S2 et commute avec Si. Une erreur possible cor­
respondant à ce syndrome est Ei =  IIX.  Par contre, une autre erreur donnant ce 
syndrome est E2 =  ZZX =  E1S1. C'est un exemple de deux erreurs dégénérées. Peu 
importe si l'erreur ayant affectée le mot code est Ei ou E2, la correction consistant à 
l'application de I IX  (une porte X sur le troisième qubit) retournera le système dans 
son état initial. Considérons maintenant une autre erreur, E3 =  XXI  qui donne le 
même syndrome (01). Dans ce cas, on voit que l'application de I IX  ne fera pas retour­
ner le système à son état initial. En fait, une telle erreur change l'état complètement : 
\ÿ) =  a|000) + jS|lll) -» \xp)' =  a |l l l )  + /3|000). Alors il est clair que pour un déco­
deur, il n'est pas suffisant de prendre le syndrome d'erreur afin de pouvoir corriger 
l'erreur. Le décodeur devra aussi tenir compte d'autres facteurs pour décider quelle 
est la bonne solution.
Si =  ZZI =  (000(110) S2 =  ZIZ =  (000|101). (2.9)
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2.4 Circuit d'encodage
L'idée générale d'un code correcteur d'erreur est de partir avec un certain nombre 
de qubits logiques (les qubits qui contiendront l'information à protéger) et de les pla­
cer dans un espace d'Hilbert plus grand. De cette façon, on peut encoder k qubits 
logiques avec n qubits physiques, où n > k. On parle alors d'un espace code C avec 
les paramètres [n,k]. Le rendement d'un tel code est défini par Ce code C est un 
sous-espace de l'espace d'Hilbert de dimension 2n. Le code correcteur d'erreur est 
alors une fonction e : H* —> C qui prend les éléments de l'espace d'Hilbert H* et les 
amène dans le sous-espace C de H£. La transformation e doit être isométrique. De fa­
çon équivalente, on peut supposer qu'on accole n —k qubits dans l'état |0) aux k qubits 
logiques et que la fonction e : 0  H ^ k -> est unitaire. Cela garanti que tous
les mots codes dans C sont uniques. La chaîne résultante de n-qubits est ensuite enco- 
dée avec une transformation unitaire U et donne l'état encodé |$)„ =  U\tp)k ® |0)„_fc 
comme illustré à la figure 2.5. Il s'agit donc d'une méthode générale pour ajouter de la 
redondance au système, tel que nous en avons discuté plus haut. Le choix d'une trans­
formation U revient à choisir un encodage spécifique. Par exemple, la transformation 
unitaire dans le cas du code à trois qubits a déjà été décrite à l'équation (2.6). D'autres 
exemples de transformations unitaire U seront présentés plus tard dans ce chapitre.
Observons maintenant plus en détail l'effet qu'ont les générateurs X„ Z* G Çn sur 
différents qubits. Pour simplifier la notation, appelons |<p) =  |^ »)jt <8> |0)„_*, l'état avant 
encodage. Il y a trois cas à considérer :
1. un opérateur Z, affecte un des m derniers qubits de \<p), n — k + 1 < m < n. 
Puisque ces qubits commencent tous dans l'état |0), ces opérateurs n'ont aucun 
effet sur l'état : Z, |</>) =  |<p).
2. un opérateur X, affecte un des m derniers qubits de \<p), n — k +1 < m < n. L'ef­
fet d'une transformation X sur un de ces qubits est de l'inverser : X,- ( | ip)k |00... 0) 
|</>)*|00. . . 1 . . . 0>.
3. un opérateur Z, ou X, affecte un des k premiers qubits de |<p). L'effet d'un tel 
opérateur est de changer l'état encodé : \(p) = \tp)  ^® |0)„_fc —► |<p)' = |tp)'k ® 
|0 )rt-k  OÙ \lpyk =  Pi e  { X j.Z ,} .
Considérons maintenant ces opérateurs dans la représentation de Heisenberg, après







u ► \ ÿ ) n
FIGURE 2.5 -  L'encodage général de k qubits logiques avec n qubits physiques. La 
transformation unitaire ü  est une transformation de Clifford. Le résultat de cet enco­
dage est l'état | ÿ>)n.
l'encodage IL Dans le cas numéro 1, l'encodage créé l'état
UZilf) = UZiUf U\(f>)
= UZiU^tp)
=  S ,# )
= lf>- (2.10)
On voit que Z, appliqué au qubits n — k + 1 à n laisse l'état encodé invariant donc il 
est transformé en un élément du stabilisateur sous l'action de U. De la même façon, 
on peut examiner le cas numéro 2 et trouver que
UXil*) =  UXir fW)  = Ti\tp) (2.11)
On vient de définir un opérateur T, =  LfX;üf que l'on appelera erreur pure. Ces 
opérateurs sont appelés ainsi car ce sont ces erreurs qui font sortir l'état de l'espace 
code. C'est-à-dire que si on mesure les stabilisateurs S, sur un état on trouve le
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syndrome s =  (0 ... 1 ... 00), où il y a un «1» à la ième position. Puisque les opérateurs 
S, et T{ sont ainsi liés par le syndrome, on peut introduire la notation T(s) qui signifie 
l'opérateur T associé au syndrome s, obtenu en mesurant les générateurs S,-. Ce qu'on vient 
de démontrer est que la mesure du syndrome est équivalente à défaire l'encodage 
(appliquer l i+) et de mesurer les n -  k derniers qubits pour voir s'ils sont toujours 
dans l'état |0).
Finalement, on discute du cas numéro 3. Il s'agit des opérateurs Z, et X, agissant 
sur les qubits logiques. On les nommera donc des opérateurs logiques et seront définis 
par
UZ(Uf = Zi (2.12)
UXiU* = Xh (2.13)
L'effet de ces opérateurs est de faire changer l'état logique du qubit. Par exemple, 
X ,#) =  |ÿ>)' où \ÿ>y est un autre état dans C. Ces types d'opérateurs, ainsi que les 
erreurs pures seront plus faciles à comprendre à l'aide d'un exemple.
2.4.1 Le code à trois qubits revisité
On revient maintenant à l'exemple du code à trois qubits pour mieux comprendre 
les opérateurs logiques et les erreurs pures. On a déjà vu que les stabilisateurs de ce 
code à trois qubits sont Si =  ZZI et S2 =  ZIZ.  Les erreurs pures sont : Ti =  ÎXl  et 
T2 =  IIX. On note les relations suivantes entre les stabilisateurs et les erreurs pures :
[Si, T2] = 0, [S2, Ti] =  0, {Slt 7i} =  0, {S2, T2} =  0. (2.14)
De plus, les stabilisateurs commutent entre eux et il en est de même pour les erreurs 
pures T. Ceci se généralise pour toute paire de stabilisateurs et erreurs pures, pour 
n'importe quel code :
[Sf, 7)] = 0 , i / ;  et {S;, 7)} =  0,1 = /. (2.15)
Revenons au code à trois qubits et examinons les opérateurs logiques. Celles-ci 
sont : X =  XXX et 2  =  Z IL Si on applique maintenant ces opérateurs sur les états 
du code (|0), |ï)) on trouve qu'ils ont le même effet que X et Z ont sur un qubit non-
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encodé :
X|0> = |ï) X|i) = |0)
z\0) = \0) 2|I) = -|î). (2.16)
La dernière chose importante à remarquer est la matrice symplectique représentant la 
transformation Ü, voir l'équation (2.6). On remarque que les colonnes de cette matrice 
nous donnent exactement les opérateurs suivants : X , T \, T2, Z ,  Si, S2. Encore une fois, 
cet exemple était donné pour le code à trois qubits, mais c'est la forme générale de la 
matrice 0 .
2.4.2 Base Canonique pour Codes Correcteurs
Nous venons de voir que dans le cas du code à trois qubits, on pouvait trouver 
des opérateurs X, Z, T;, S; et que ces opérateurs se retrouvaient dans la représentation 
symplectique de la transformation Ü. Effectivement, ce formalisme est général et peut 
s'appliquer à n'importe quel code stabilisateur. Qn trouve donc qu'une matrice d'en­
codage Ü générale a la forme
Xï x* Ti Tn-k Zi Zk Si S n-k (2.17)
On retrouve aussi les relations de commutations canoniques, soit toute paire de co­
lonnes i,j de la matrice Ü commute ensemble, excepté j  = i + n, qui dans ce cas anti- 
commute. Ce phénomène a déjà été observé pour le cas des erreurs pures et de sta­
bilisateurs (voir l'équation (2.15)). Le tout peut-être résumé avec l'équation UAUT = 
A, comme décrit au premier chapitre. Puisque ces opérateurs forment une base, on 
pourra dorénavant décomposer une erreur E G Çn de la façon suivante :
E =  T • L • S, (2.18)
où T  € (T)), L e  (Xi ,  Z^) et S 6 (Si ).  Cette décomposition sera fort utile lors du 
décodage. Puisque ce sont seulement les erreur pures qui font sortir de l'espace code, 
on peut voir (grâce à la figure 2.6) qu'il y a 2n~k syndromes possibles, identifiées par
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k  n — k
2 n - fc
FIGURE 2.6 -  Ce schéma montre l'espace code ainsi que les sous-espace où l'état en­
codé peut se faire projeter si une erreur pure T, l'affecte.
2.4.3 Le code à cinq qubits
Jusqu'ici, le seul exemple de code stabilisateur donné est le code à trois qubits, 
mais on sait que celui-ci n'est pas vraiment utile puisqu'il ne peut corriger qu'une 
erreur d'inversion de bit. Pour illustrer l'usage des codes stabilisateurs d'une manière 
non-triviale, on introduit le code à cinq qubits qui encode un qubit logique avec 5 
qubits physiques [18], [3]. On appelle ce code un code «parfait» puisqu'il peut corriger 
parfaitement une erreur arbitraire affectant un qubit avec un nombre minimum de 
qubits. Cela veut dire qu'il existe une fonction bijective entre chaque erreur E € Qn 
de poids 1 et les syndromes /s(E). C'est-à-dire que lorsqu'un syndrome est obtenu il 
existe une seule erreur de poids 1 qui peut avoir causé ce syndrome. Lorsque le bruit 
est faible, cette erreur de poids 1 est évidamment la plus probable. Ce code peut donc 
corriger une erreur et comporte quatre générateurs illustrés dans le tableau suivant :





X Z Z X I
I X  Z Z X
X I X z  z
Z X  I X  z
(2.19)
En plus de ces générateurs, on choisit les opérateurs logiques X =  X X X X X  et 
Z =  ZZZZZ. On peut maintenant écrire la matrice d'encodage pour ce code, en re­
présentations symplectique :
II.Bqubits
/ 1 1 0 1 0 0 1 0 1 0 N
1 0 1 0 1 0 0 1 0 1
1 1 1 0 1 0 0 0 1 0
1 1 0 0 1 0 1 0 0 1
1 1 0 1 1 0 0 1 0 0
0 0 0 0 0 1 0 0 0 1
0 0 0 0 0 1 1 0 0 0
0 0 0 0 0 1 1 1 0 0
0 0 0 0 0 1 0 1 1 0
1 ° 0 0 0 0 1 0 0 1
(2.20)





X I X  X  X
I X  X  I I
X  I I I X
I X  X  X  X
(2.21)
et se retrouvent dans les colonnes 2,3, 4 et 5 de la matrice Üsqubits- Cette description 
est surtout utile pour la programmation d'un tel code. En effet, cette représentation 
est utilisé dans les modélisations de l'algorithme de Viterbi dégénéré, décrit plus tard.
On peut facilement dresser une liste de tous les syndromes possible pour des er­
reurs de poids 1. On part du fait qu'il y a 4 stabilisateurs, donc 24 =  16 syndromes 
possibles. Il y a 5 qubits, chacun pouvant subir 3 erreurs possibles (X,Y,Z) donc 
3 x 5 =  15 erreurs à un qubit. Puisque l'identité est une autre possibilité, cela laisse 
16 erreurs possibles pour 16 syndromes. La liste complète détaillée de tous ces syn-
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Erreur Syndrome Erreur Syndrome
IIIII 0000 I IIIZ 0001
I IZU 0010 II IXI 0011
IXIII 0100 IIXII 0101
ZIIII 0110 IIYII 0111
XIIII 1000 IZIII 1001
II I IX 1010 IIIIY 1011
I1IZI 1100 IYIII 1101
YIIII 1110 IIIYI 1111
TABLEAU 2.1 -  On voit ici une liste des 16 syndromes d'erreurs possible pour le 
code stabilisateur à 5 qubits. Les syndrome sont obtenus en mesurant les générateurs 
Si, Si, S3 et S4 décrits ci-haut, aux erreurs. Ainsi, on obtient un vecteur s qui contient 
l'information relatif aux relations de commutation entre l'état et les quatres généra­
teurs. On remarque que IIIII  est considéré comme un erreur même si c'est une erreur 
triviale. Tableau provenant de [26]
dromes pour ce code se trouve au tableau 2.1.
Il serait donc possible d'utiliser un tel tableau pour trouver l'erreur la plus probable 
qui a affecté un mot code en connaissant le syndrome. Cette démarche suppose néan­
moins que les erreurs de faible poids sont plus probables que les erreurs de plus grand 
poids. Certes, cette méthode fonctionne pour le code à cinq qubits, mais une telle re­
cherche de syndrome devient irréalisable lorsque le nombre de qubits s'élève puisque 
la taille du tableau croît de façon exponentielle avec la taille du code. Ceci dit, le code 
à cinq qubits est un bon point de départ pour démontrer l'utilité des codes stabilisa­
teurs. Ce code sera revisité à quelques reprises dans ce mémoire en guise d'exemple.
2.5 Les codes convolutifs
Les codes convolutifs sont une famille de codes à caractère unique. On parlera ici 
de codes convolutifs quantiques, mais comme bien d'autres codes, ils ont leurs ra­
cines en informatique classique. C'est Elias [10] qui fut le premier à avoir l'idée de 
tels codes et ils sont encore fortement utilisés en informatique classique aujourd'hui, 
surtout dans le domaine de la télécommunication. On peut définir un code convolutif 
quantique comme étant un code stabilisateur dont le circuit d'encodage U possède la 
forme particulière indiquée à la figure 2.7. Ce circuit est composé de sections, chacune
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formée d'une transformation V. Les différentes sections sont reliées entre elles par m 
qubits, appelés qubits de mémoire. Pour le cas illustré ici, on utilise des transforma­
tions V  identiques pour toutes les sections du code, mais nous pourrions changer de 
transformation à chaque section si on le souhaitait. Ainsi, les premiers qubits d'une 
chaîne sont encodés par la première transformation de section V. À la sortie, les qu­
bits de mémoire m, sont transmis à la prochaine section pour être encodés avec la suite 
de la chaîne de qubits (qubits arrivant de la gauche dans le circuit). Cet encodage se 
poursuit un nombre N  de fois selon la longueur de la chaîne de qubits à encoder. On 
appelle N  la durée du code convolutif et V une transformation de section. La convo- 
lution de N  transformations V  forme le circuit d'encodage U sur la chaîne entière de 
qubits.
mémoire >
F ig u r e  2.7 -  L 'encodage U à co n v o lu tio n  avec transform ation  unitaire d e  sec­
tion  V. D a n s ce  schém a, on  retrouve la  chaîne d 'in form ation  représentée par 
l^ i ) /1 ^ 2 ) /1^ 3) —  Les param ètres {m,l,s} p our le  co d e  illu stré so n t { 2 ,1 ,4 }  e t d o n c  
le  rend em en t d e  ce co d e  est d e  r =  k/rt = 1 /5 .
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Si on regarde de plus près chaque section de l'encodeur (voir figure 2.8), on voit 
que l'information est séparée en trois parties. Premièrement, à l'entrée de chaque porte 
unitaire V, on trouve les qubits logiques identifiés par la lettre L ainsi que les qu­
bits stabilisateurs S qui sont généralement initialisés à l'état |0). Ensuite, pour chaque 
porte V  à part la toute première, il y a les qubits de mémoire M. Finalement, à la sortie 
de la porte V, on retrouve les qubits physiques encodés, que l'on peut nommer p ainsi 
que les qubits de mémoire qui feront partie de la prochaine itération de V. Jusqu'à 
présent, cette décomposition n'est qu'une nomenclature, mais elle sera fort utile lors 
de la description de l'algorithme de décodage et pour trouver l'erreur la plus probable 






















FIGURE 2.8 -  Ce schéma montre le détail du circuit convolutif. On montre ici trois 
itérations de la porte unitaire de section V, avec la ième itération au centre du schéma. 
Il y a quatre sortes de qubits : les qubits logiques les qubits stabilisateurs s*, les 
qubits de mémoire entre chaque porte V  et les qubits encodés p, . Les lettres au-dessus 
des lignes font référence au nombre de qubits de chaque sorte. Par exemple, malgré 
qu'il n'y ait qu'une ligne entre chaque porte unitaire, le schéma symbolise m qubits de 
mémoire les reliant. [24]
On note que cette structure est itérative, mais que ce code doit débuter et terminer
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quelque part. On ajoute donc quelques modifications au début puis à la fin de code. 
Au début, il n'y a évidemment pas de qubits de mémoire, alors ceux-ci sont initialisés 
à l'état |0). La terminaison du code peut être plus complexe, mais pour un cas sim­
plifié, on peut choisir un nombre d'itérations terminales t dans lesquelles les qubits L 
porteurs d'information sont tous dans l'état |0). Ceci a un impact au niveau du déco­
dage et sera discuté un peu plus tard. En général, puisque le code a une structure à 
répétition, le décodage pour trouver l'erreur la plus probable aura aussi une structure 
itérative.
On peut maintenant noter quelques attributs de ce type de code. Premièrement, 
les qubits peuvent être encodés «en ligne». C'est-à-dire que ce n'est pas nécessaire 
d'avoir la chaîne entière de qubits pour pouvoir commencer l'encodage. Les sections 
peuvent en théorie être appliquées une à la fois, en attente de la chaîne de qubits. Cette 
propriété des codes convolutifs classiques est déjà exploitée dans le domaine des té­
lécommunications [17]. Deuxièmement, le décodage des codes convolutifs se fait à 
l'aide d'un algorithme à maximum de vraisemblance nommé l'algorithme de Viterbi. 
Ce dernier sera discuté plus en détails au prochain chapitre. En général, cette méthode 
estime l'erreur la plus probable et détient une complexité qui croît de façon linéaire 
avec le nombre de qubits à encoder [11] et [22]. Ceci est clairement supérieur à un al­
gorithme de maximum de vraisemblance pour estimer l'erreur la plus probable dans 
un code générique, qui comporte une complexité exponentielle avec le nombre de qu­
bits [6]. En regardant le schéma du code convolutif à la figure 2.7, on remarque qu'une 
partie de l'information du premier bloc est transmise au deuxième et ainsi de suite. 
Cela a pour effet de garder une continuité de l'information à encoder. Par contre cette 
structure peut aussi créér la propagation infinie d'erreurs. Ce phénomène est appelé 
la catastrophicité d'un code convolutif et est évidemment un élément à répercussions 
négatives d'un tel code. Par contre, il a été prouvé (voir [9] et [8]) que c'est possible de 
créer des codes qui ne sont pas catastrophiques. Le reste de la discussion ici prendra 
pour acquis que les codes utilisés ne sont pas catastrophiques.2
On trouve que le rendement d'un code convolutif ayant les paramètres [n, k] avec 
une durée N  est de |  +  O(jj)  pour un nombre d'itérations terminales t prédéterminé 
[24]. On peut comprendre ce rendement par le fait qu'il y a toujours un ratio de k qu-
2. Effectivement, ü existe des façons de vérifier à l'aide d'un algorithme si un code créé aléatoire­
ment comporte des caractéristiques catastrophiques ou non. Cet aspect ne causera donc pas de pro­
blèmes lors des simulations numériques discutées dans les chapitres à venir.
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bits logiques pour n qubits physiques par section de l'encodeur. Le facteur jj vient du 
fait qu'à la fin de l'encodage, on doit ajouter des qubits logiques initialisés à |0) pour 
la terminaison du code. Par contre, en autant que le nombre de qubits terminaux t est 
petit comparé à la durée N  du code, ceci réduit d'un taux négligeable au rendement
< 0 ( A ) ) .
Chapitre 3 
Problème du décodage
Jusqu'ici, nous avons décrit des modèles de bruit où les erreurs sont des opérateurs 
du groupe de Pauli. On se souvient aussi que pour chaque P G Qn, la propriété P2 = I 
est respectée. Alors, une fois qu'on identifie une erreur E ayant affecté une chaîne de 
qubits, il est possible de la corriger en appliquant à nouveau E pour revenir à un état 
du code.
Voilà ce qu'il en est pour la correction. Toutefois, le défi vient lors de l'identifica­
tion de l'erreur. Lorsqu'on a une chaîne de plusieurs centaines ou milliers de qubits, 
est-il possible de trouver Terreur qui a corrompu l'état ? De façon générale, c'est un 
problème difficile, c'est-à-dire NP-complet [6]. Or pour certains codes, dont en parti­
culier les codes convolutifs, cela est possible et on divise ici le problème du décodage 
en deux sections ; le cas non-dégénéré ou classique et le cas du décodage dégénéré, 
exclusif à la mécanique quantique.
3.1 Décodage non-Dégénéré
Cette section a pour but d'expliquer le problème du décodage non-dégénéré. Le 
problème général est le suivant : on suppose d'abord que nous envoyons un message 
|rp) correspondant à un registre de n qubits que Ton encode, \ÿ>), et qui passe à travers 
un canal bruyant. Supposons aussi que ce canal est sans mémoire, c'est-à-dire que les 
erreurs E qui peuvent affecter \if>) ont des probabilités suivant un modèle de bruit dé­
terminé et qu'elles sont indépendantes (voir l'équation 2.3). À la sortie du canal, on 
reçoit le message \rp)' qui peut avoir subi des erreurs dues au bruit. La procédure est
40
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donc la suivante : suite au passage des qubits à travers le canal, on mesure le syn­
drome fs(E) = s. Le but du décodage est alors de trouver l'erreur E la plus probable 
compatible avec le syndrome s mesuré. Mathématiquement, on veut
E(s) =  argmaxP(E|s), (3.1)
E:s(E)=s
où argmax signifie l'argument E qui produit la probabilité maximale. Maintenant, uti­
lisons la décomposition de l'erreur (voir équation (2.18)) pour spécifier la probabilité à 
maximiser. Puisque toute erreur peut se décomposer en un produit E = LTS, on peut 
considérer la distribution de probabilité des erreurs P(E) comme une distribution sia­
les trois variables L, T, S, c'est-à-dire P(L, T,S)  =  P(E = LTS). Comme nous avons vu 
à la section 2.4.2, la connaissance du syndrome s spécifie entièrement la composante 
T de l'erreur. D s'en suit que
P(E\s) = P(L,S\T(s)) (3.2)
_  P(L, S, T(s))
P(T(s)) '
où cette dernière équation est obtenue par la règle de Bayes et P(T(s)) =  3Cl,s P(L, S, T(s)). 
L'optimisation (3.1) devient alors
Em ax(s) =  argmaxP(L,S|T(s)). (3.3)
l,s
La façon à procéder pour trouver cette erreur fait l'usage d'un algorithme à «maxi­
mum de vaisemblance» dont il sera question un peu plus tard.
3.2 Décodage Dégénéré
Le problème du décodage décrit ci-haut, bien qu'il utilise le langage de la méca­
nique quantique, est tout à fait classique. C'est-à-dire que malgré que les mesures se 
font d'une manière quantique (pour obtenir le syndrome), le problème lui-même est 
une copie conforme du décodage de codes classiques. Un phénomène intéressant se 
produit en mécanique quantique lors de la correction d'erreur : l'apparition d'erreurs 
dégénérées.
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Deux erreurs distinctes E\, E2 sont dégénérées si elles ont le même effet sur tous 
les états encodés. C'est à dire que
Puisque les erreurs font partie du groupe de Pauli, on doit trouver qu'elles ont la 
propriété que E • E =  I. Alors, en appliquant E2 dans l'équation (3.4), on peut déduire 
que
Puisque ceci est vrai pour tout état code |$), on en conclut que E1E2 est un élément du 
groupe stabilisateur. Avec cette définition, on trouve que deux telles erreurs Ei et E2 
auront le même syndrome d'erreur car le syndrome de l'erreur provient des relations 
de commutation entre l'erreur et les générateurs de S.  C'est-à-dire, puisque E1E2 € S,  
on peut trouver une combinaison quelconque des générateurs du groupe stabilisa­
teur, appelons cette combinaison Sm tel que £2 =  SmEi. Ensuite, on se souvient que le 
syndrome d'une erreur est donné par l'équation (2.8). On obtient tout d'abord le syn­
drome de l'erreur Ej en vérifiant les relations de commutations entre £1 et les généra­
teurs de S.  Supposons que Ei commute avec un générateur quelconque S;. Il y aura 
donc un «0» à la ième entrée du vecteur-syndrome puisque [S,-, Ei] =  S;Ei — EjS,- =  0. 
Maintenant, en utilisant le fait que E2 =  SmEi, on peut trouver la ième entrée du 
vecteur-syndrome pour l'erreur E2 : [S,-, E2] =  S/E2 — EiSi = S,(SmEi) -  (Sm£i)Sj =  
Sm(S,Ei) -  SmE\Si =  Sm[S„Ei] =  0. Ceci est vrai pour n'importe quel générateur 
Si G S,  donc les erreurs E\ et E2 ont nécessairement le même syndrome d'erreur.
Examinons un exemple simple, mais concret d'erreurs dégénérées. On reprend le 
code à trois qubits discuté à la section 2.4.1. On peut illustrer le phénomène d'erreurs 
dégénérées avec les erreurs suivantes : Ei =  1X1, E2  = 1YZ. La première chose à noter 
est que ces deux erreurs ont le même effet sur les états encodés Ei |0) =  |010), E2IO) = 
|010) et Ei |1) =  |101), E2IÏ) =  1101). De plus, on peut remarquer qu'en utilisant les 
stabilisateurs Si =  ZZl ,  S2 = ZIZ,  le syndrome de ces deux erreurs est identique : 
s =  (1,0). Pour compléter cet exemple, on voit aussi que E\Ez = IZZ  =  S1S2 G S. 
Ainsi, pour un code général, deux erreurs dégénérées sont indifférenciables lors de la
£11#) =  Ei\ÿ), m  e  C. (3.4)
EiE2\tp) — E2E2\ÿ) 
EiE2|ÿ) =  \ÿ).
(3.5)
(3.6)
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correction d'erreur car elles ont le même effet sur les états encodés. On dit alors que 
deux erreurs dégénérées (ou plus) font partie d'une classe d'erreur [£]. Par exemple, 
considérons le cas suivant : un état | tp) e C  subi l'effet du bruit de sorte qu'une erreur 
£ l'affecte. On fait une mesure pour obtenir le syndrome / s(£) et notre algorithme de 
maximum de vraisemblance indique qu'une erreur E a affecté les qubits. Pour corri­
ger, on procède alors à appliquer E sur l'état corrompu : £ (£ \rp)) = \tp). Toutefois, 
supposons qu'il existe une autre erreur E' =  ES, S G S  : une erreur qui fait partie de 
la même classe d'erreur que E. Cette erreur E' donne un syndrome d'erreur identique 
à celui mesuré avant. La question est maintenant : si c'était en réalité cette erreur qui 
avait affecté l'état \ip), est-ce que l'application de E à cet état corrompu va corriger la 
vraie erreur ? On trouve que
état corrompu E'\tp) correction> EE'\tp) =  E(ES) |t/>) =  \tp), (3.7)
la correction par n'importe quelle erreur E G [E] ramène l'état corrompu à l'état code 
initial. Les erreur dégénérées vont modifier le problème du décodage. Comme on a 
montré que la correction peut se faire avec un élément quelconque d'une classe d'er­
reurs dégénérées, il n'est pas nécessaire d'identifier l'erreur exacte1 qui a affecté un 
état encodé. Il est suffisant, pour le décodage, d'identifier la classe d'erreur [E] la plus 
probable. La correction peut ensuite se faire par n'importe quel élément de cette classe 
[E]. Puisque tous les élément de cette classe d'erreur [E] ont le même effet sur les états 
encodés, il faut donc les considérer comme une seule alternative en additionnant leurs 
probabilités. De cette manière, on compte la probabilité d'une classe d'erreurs comme 
étant la somme de tous les éléments de cette classe :
P([E]) =  £  P(E) =  £  P(ES) = £  P(L,S, |T(s)). (3.8)
Ee[E] S e S  S e S
On vient donc de modifier l'équation (3.3) pour éliminer la composante S. Si on veut 
maintenant trouver la classe d'erreur la plus probables, on a que
[E(s)]max =  argmaxP(L|T(s)) =  argm axFP(L,S |T(s)). (3.9)
l  l  s
1. Le mot exact veut dire ici qu'il n'est pas nécessaire de connaître la composante S de l'erreur 
puisque celle-ci n'affecte pas l'état encodé.
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Il est important de noter que cette méthode trouve la classe [E] d'erreurs la plus 
probables, mais celle-ci ne contient pas nécessairement l'erreur la plus probable. En 
d'autres mots, il serait possible que parmi toutes les erreurs possibles étant donné le 
syndrome s, il existe une erreur E* qui comporte la plus haute probabilité individuelle, 
mais qu'en sommant sur les stabilisateurs, une classe d'erreur [E] aie une probabilité 
plus élevée que E* (on peut s'imaginer que cette erreur E* se trouve dans une classe 
[E*] avec peu d'erreurs dégénérées, donc qui ne se démarque pas en cumulant les 
probabilités de ces éléments respectifs).
3.3 But du projet de recherche
Maintenant que nous avons discuté du formalisme stabilisateur, des codes convo- 
lutifs et enfin du problème du décodage, nous sommes en mesure d'énoncer formel­
lement le but du projet de recherche. Le décodage des codes convolutifs quantiques 
a déjà été accompli pour le cas non-dégénéré (voir [9], [11] et [24]). Ce type de déco­
dage n'est pas sans succès, mais il serait encore plus intéressant de profiter des ca­
ractéristiques quantiques de tels codes pour rehausser leur performance. C'est alors 
exactement le but de cette recherche : utiliser un décodage qui tient compte des erreurs 
dégénérées. On veut ainsi prendre la base des codes convolutifs quantiques avec leur 
décodage à maximum de vraisemblance (c'est-à-dire un décodage qui trouve l'erreur la 
plus probable étant donné un syndrome d'erreur) qui va de pair avec ces codes et 
mettre en oeuvre une nouvelle méthode de décodage qui pourra trouver la classe d'er­
reur la plus probable. Cette classe d'erreur la plus probable englobe toutes les erreurs 
qui ont la même composante logique mais qui diffèrent par un élément du groupe sta­
bilisateur. Il semble donc raisonnable de procéder de cette manière puisque les erreurs 
dans cette classe sont tout à fait identiques lors d'une mesure de l'état quantique. Il 
sera maintenant question d'adapter et de modifier les piliers qui sont en place pour 
le décodage des codes convolutifs pour faire en sorte que les erreurs dégénérées ne 
passent pas inaperçues lors du décodage.
Le reste de ce chapitre a pour but de familiariser le lecteur avec l'algorithme de 
Viterbi et les trellis. Ces deux derniers sont utilisés pour le décodage de codes convo­
lutifs. Cette discussion est faite de manière traditionnelle (voire classique) et sert d'in­
troduction au décodage. Les modifications apportées au décodage pour inclure la dé­
générescence sont abordés au prochain chapitre.
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3.4 Algorithme de Viterbi
Cette section à pour but de décrire le fonctionnement de l'algorithme de Viterbi, 
une méthode permettant de trouver l'erreur la plus probable (un algorithme à maxi­
mum de vraisemblance). Si un message encodé est envoyé à travers un canal bruyant, on 
peut appliquer l'algorithme de Viterbi pour trouver le message d'origine étant donné 
le message reçu. Cet algorithme fait l'utilisation d'un outil graphique appelé trellis 
qui sera élaboré plus en détail à la prochaine section. L'algorithme de Viterbi (ou al­
gorithme min-sum) est l'algorithme de choix pour les codes convolutifs. Suivant une 
courte introduction à cet algorithme, on commence par donner une application simple 
de l'algorithme de Viterbi pour comprendre son fonctionnement. On pourra ensuite 
généraliser le processus et enfin voir comment cette méthode de décodage est adaptée 
pour les codes convolutifs.
Lorsqu'un système quantique initialement dans un état code est affecté par son en­
vironnement bruyant, des erreurs peuvent survenir. Pour faire la correction d'errreur, 
on procède à la mesure des syndromes, ce qui restreint le nombre d'erreurs candidats 
ayant pu affecter le système. Afin de corriger l'erreur, il faut donc identifier l'erreur 
la plus probable parmi cette liste de candidats. Pour un code comportant un grand 
nombre de qubits, cette liste est immense, et i l  est impossible d'identifier le candidat 
le plus probable par une recherche exhaustive. Le problème du décodage est donc un 
problème calculatoire complexe en général. Afin de le résoudre, nous devons nous 
restreindre aux codes comportant une structure particulière qui simplifie la tâche du 
décodage. Les codes convolutifs, avec leur structure uni-dimensionnelle, offrent suf- 
fisament de structure pour permettre un décodage efficace. L'algorithme de Viterbi 
(nommé d'après Andrew Viterbi qui en fit la découverte [30]) est un algorithme de 
décodage conçu spécifiquement pour les codes convolutifs. Cet algorithme permet 
une façon efficace de choisir le l'état le plus probable sans avoir à évaluer tous les 
états possibles.
Avant de donner les détails techniques du fonctionnement de l'algorithme pour les 
codes convolutifs, commençons par un exemple élémentaire. Les figures 3.1,3.2 et 3.3 
démontrent en termes simples le fonctionnement de l'algorithme de Viterbi (suivant 
la discussion dans [19]).
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Fig u r e  3.1 -  Exemple simple pour démontrer le fonctionnement de l'algorithme de 
Viterbi. On veut trouver le chemin le plus court pour passer du point A au point B.
Le but est de trouver le chemin le plus «court» pour passer du point A au point 
B sans calculer chaque trajet. La figure 3.1 montre les différents trajets possibles. Les 
chiffres au-dessus des arêtes représentent les poids. On peut s'imaginer que les lettres 
(noeuds) représentent l'emplacement de différentes villes et que les chiffres sont les 
coûts d'essence si on voulait voyager d'une ville à l'autre en voiture. En fait, dans ce 
cas, les poids représentent les coûts associés à chaque branche et on veut minimiser 
le coût total en trouvant le chemin à travers ce graphique avec le coût minimal en 
additionnant les coûts des branches constituant ce chemin. Par exemple, le coût total 
du chemin passant par les noeuds A-C-E-J-B est de 2 + 1  +  4 +  2 =  9.
Alors, pour trouver le chemin le moins coûteux, on commence à la gauche du dia­
gramme à la figure 3.2(a) et on le traverse vers la droite.




























FIGURE 3.2 -  F on ction nem en t d e  l'a lgorithm e d e  Viterbi en  étap es déta illées.
À  ch aq ue n o eu d , o n  com pare le s  coû ts d es  ch em in s qu i se  rendent à ce  n o eu d  
(représenté d a n s le  d iagram m e d e  la figure 3.2 par les  chiffres entre paren th èses au  
d essu s  d e s  lettres) et o n  n e  garde q u e ce lu i d e  coû t m in im u m . Si il n 'y  a q u 'u n e arête
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qui arrive à un noeud donné, la tâche est simple, mais s'il y en a plus qu'une, on doit 
les comparer. Retournons à l'exemple. Lorsqu'on arrive à la troisième section (à la fi­
gure 3.2(b)), il y a deux arêtes qui arrivent au noeud E. Il faut alors comparer les coûts 
des chemins jusqu'à ce point (voir figure 3.2(c) ). Les coûts sont calculés en addition­
nant le poids du dernier segment emprunté au total du noeud précédent. Donc, ce 
calcul ne nécessite pas tous les détails du chemin, mais uniquement l'information sur 
le dernier lieu visité et le dernier segment emprunté. On choisit alors le chemin de 
plus petit poids et on laisse tomber les autres chemins. On continue de la même façon 
pour les autres sections (figures 3.2(d)-3.2(f)). À la fin du processus (au point B), il ne 
devrait rester qu'un chemin continu du point A et nous avons déterminé le chemin le 







FIGURE 3.3 -  L'algorithme est terminé et on voit en rouge le chemin le plus court pour 
passer du point A au point B.
Nous venons de voir comment fonctionne l'algorithme de Viterbi de façon simpli­
fiée. On voit tout d'abord que cet algorithme opère de façon dynamique, c'est-à-dire 
que des modifications sont apportées au graphique (que l'on nommera trellis) au fur 
et à mesure que l'algorithme déroule. Afin d'expliquer l'algorithme de façon plus ri­
goureuse, il faut tout d'abord étudier et comprendre le fonctionnement du trellis, le 
sujet de la section suivante.
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3.5 Trellis
Un trellis est un outil de décodage utilisé surtout en conjonction avec les codes 
convolutifs. Le trellis permet une représentation graphique du code et est très utile 
lorsqu'on cherche à estimer l'erreur la plus probable à l'aide de l'algorithme de Vi­
terbi. Ce type de graphique a été utilisé premièrement pour les codes classiques, mais 
s'emploie tout aussi facilement pour les codes quantiques, comme on le verra dans les 
paragraphes qui suivent. Cette section permet d'introduire les trellis, de leur repré­
sentation à leur construction.
Commençons par une définition simple et générale du trellis étant celle d'un graphe 
composé de vertex et d'arêtes. Les vertex représentent les états et sont disposés en 
colonnes verticales parfois représentant des tranches de temps (surtout pour la repré­
sentation codes convolutifs). Ces tranches de temps sont aussi appelées les sections 
du trellis (et c'est cette nomenclature qui sera utilisée dorénavant). Les arêtes relient 
les vertex des différentes sections et sont ornées de symboles. Le trellis se lit donc ho­
rizontalement de gauche à droite en suivant le temps. Commençons avec le cas le plus 
simple où chaque section du trellis représente un bit. Dans ce cas, un trellis composé 
de N  +1  tranches verticales représente un code convolutif à N  x n qubits (N sections 
avec n qubits chaque). [19] Un mot code est défini en lisant les symboles faisant partie 
des arêtes d'un trajet à travers le trellis de gauche à droite. Chaque trajet à travers le 
trellis définit un mot code valide. Un exemple simple de trellis utilisé en théorie des 
codes est montré à la figure 3.4. On y voit un trellis représentant des mots codes pos­
sibles pour trois bits classiques. Il y a quatre sections, donc ce trellis comporte trois 
bits. Les symboles (carrés ou étoiles) sur les arêtes représentent la valeur du bit, soit 
0 ou 1. En traversant le trellis de gauche à droite, on peut y lire quatre mots codes 
différents, soit 010, 001, 111,100 en empruntant tous les chemins possibles.
Pour passer à l'étape du décodage, les arêtes de ce trellis sont généralement ornées 
de probabilités (ou de poids) reliées aux différentes valeurs des bits/qubits, ce qui a 
pour but de discriminer entre les différents chemins. Cela aide ensuite à déterminer 
le mot code le plus probable, par exemple à l'aide de l'algorithme de Viterbi. Avant 
d'appliquer une méthode de décodage au trellis, on présente un exemple de trellis 
utilisé en informatique quantique.
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section 1 • section 2 section 3 I section 4
Fig u r e  3.4 -  Trellis simple pour un mot code de trois bits classiques. En traver­
sant le trellis de gauche à droite, on peut y lire quatre mots codes différents, soit 
010,001,111,100 en empruntant tous les chemins possibles. Figure tirée de [19]
3.5.1 Le code à 5 qubits sur le trellis
Cette section revisite le code à cinq qubits introduit au chapitre précédent. Par 
contre, cette fois on veut utiliser un trellis pour aider au décodage. Cet exemple est 
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Fig u r e  3.5 -  Trellis pour le code à 5 qubits défini par les stabilisateurs ZXIII ,  XZXII ,  
IXZXI,  U X Z X  et réduit au syndrome (0011). Figure tirée de [11]
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Ce trellis est utilisé pour le code à cinq qubits, qui est défini par les stabilisateurs 
Si =  ZXIII ,  S2 = XZXII ,  S3 =  IXZXl ,  S4 =  U X Z X , et pour le syndrome d'erreur 
(0011). Ce trellis est donc celui utilisé pour accomplir le décodage du code à cinq 
qubits, ce qui veut dire dans ce cas de trouver l'erreur physique la plus probable étant 
donné le syndrome (0011). Tout d'abord, essayons de comprendre la construction du 
trellis ainsi que son fonctionnement.
En premier lieu, pour arriver à ce trellis on note qu'il faut un ensemble de stabili­
sateurs et il faut avoir mesuré un syndrome particulier. Le trellis de la figure 3.5 est en 
fait une partie de celui de la figure 3.6, comportant uniquement les chemins reliant le 
syndrome (0000) à gauche au syndrome (0011) à droite. Partons donc du trellis com­
plet de la figure 3.6 pour comprendre son fonctionnement. Premièrement, les vertex 
sont identifiés par les syndromes tandis que les arêtes sont identifiées par une des 
quatres transformations de Pauli à un qubit. Il y a six colonnes de vertex, ce qui veut 
dire qu'on a cinq sections, ici représentant les cinq qubits du code. De cette façon, une 
opération sur le premier qubit se trouve dans la première colonne à gauche et ainsi de 
suite vers la droite.
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Fig u r e  3.6 -  Trellis complet pour le code à 5 qubits défini par les stabilisateurs Z Xl l l ,  
XZXII ,  IXZX1, I IXZX.  Après la mesure, on trouve le syndrome (0011), illustré en 
orange ici. Une fois ce syndrome mesuré, le trellis peut être réduit à celui démontré à la 
figure 3.5. Les arêtes de la nlème colonne représentent les opérations de Pauli agissant 
sur le nlème qubit. Notons qu'à la dernière section, on ne voit que des arêtes identifiant 
les transformations I et Y (soit des lignes noires ou rouges). Ceci est du au fait que les 
syndromes reliés aux transformations sur le dernier qubit I l l lX,  IIIII,  sont les mêmes 
et pareillement pour l l l I Y , l l l lZ .  Donc, pour alléger le trellis, on ne montre qu'une 
de ces deux lignes (malgré qu'il y en aurait toujours deux superposées pour chaque 
arête de la dernière colonne).
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Expliquons maintenant la construction du trellis. L'état initial du système est un 
état code qui possède un syndrome nul, (0000). Ceci explique pourquoi le trellis dé­
bute à l'état (0000) à l'extrême gauche. Ensuite, en se déplaçant vers la droite dans le 
trellis, on constate l'effet qu'ont les différents opérateurs de Pauli IHII,  X l l l l ,  YIIII,  
ZIIII.  On remarque tout d'abords que ce sont des opérateurs de Pauli agissant sur le 
premier qubit. Cela est représenté par les lignes différentes dans le trellis. En général, 
les arêtes de la nlème colonne représentent les opérateurs de Pauli agissant sur le nlème 
qubit.
Maintenant, pour être capable d'identifier les vertex vers lequels ces arêtes mènent, 
on doit vérifier les relations de commutation entre l'opérateur de Pauli qui identifie 
l'arête et les stabilisateurs. Prenons encore l'exemple de la première section du trellis, 
qui correspond à des opérations sur le premier qubit. L'opérateur XII I I  anticommute 
avec Si, mais commute avec S2, S3 et S4. Le syndrome pour cet opérateur est donc 
(1000). Pour identifier le vertex qui mène de l'état (0000) via l'arête ornée d'un X, 
on additionne le nouveau syndrome au précédent (toujours modulo 2). Puisque le 
syndrome précédent est (0000), le vertex relié par l'arête X est tout simplement le 
nouveau syndrome, soit (1000). C'est pourquoi on trouve une ligne pointillée bleue 
(la couleur bleu représentant l'opérateur X) reliant le syndrome (0000) à (1000) dans 
la première section du trellis.
Considérons un exemple plus complexe. Partons du vertex de la deuxième colonne 
identifié par le syndrome (1100) et vérifions la connexion reliée par une ligne poin­
tillée rouge vers la droite. Cette arête désigne une matrice de Pauli Y  sur le deuxième 
qubit, soit la transformation IYIII.  On trouve les relations de commutations suivantes 
pour les stabilisateurs, via le produit scalaire décrit à la section 1.27 :
IYIII  * Si =  1, IYIII  ★ S2 =  1, IYIII  * S3 =  1, IYIII  * S4 =  0.
Le syndrome mesuré est donc (1110). On doit ensuite additionner ce syndrome au 
syndrome du vertex duquel on part, soit (1100), ce qui donne
(1110) ® (1100) =  (0010) syndrome final.
Enfin, on constate que l'arête identifiant Y  partant du syndrome (1100), se rend bien 
au vertex identifié par le syndrome (0010), comme calculé. Cela signifie que si l'état 
initial du système possédait un syndrome (1100) et qu'on appliquait l'opérateur Y  au
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second qubit, l'état résultant aurait un syndrome (0010).
Le trellis est alors construit entièrement de la façon décrite ci-haut ce qui résulte 
dans le trellis à la figure 3.6.
Maintenant, pour l'exemple en cours, nous avons mesuré un syndrome : (0011). 
Ceci a comme conséquence de réduire le trellis de celui à la figure 3.6 à celui de la 
figure 3.5. Pour accomplir cela, on identifie premièrement le syndrome mesuré, surli­
gné en orange dans la dernière colonne de 3.6. Ensuite, on n'a qu'à éliminer tous les 
autres vertex et arêtes qui ne se relient pas au syndrome mesuré. Le résultat de cette 
étape mène au trellis de la figure 3.5. Chaque chemin de gauche à droite correspond 
alors à une séquence d'applications d'opérateurs de Pauli qui résulte en un état de 
syndrome (0011). Ainsi, ce trellis comporte 64 erreurs possibles possédant le même 
syndrome d'erreur. Puisqu'il y a un nombre égal d'arêtes partant de chaque vertex, le 
nombre d'erreurs total peut être calculé simplement en multipliant le nombre d'arêtes 
partant de chaque vertex pour chaque section : 4 x 2 x 2 x 2 x 2  =  64, en partant de 
la gauche.
Le problème est maintenant de trouver l'erreur la plus probable parmi les 64 er­
reurs qui figurent dans ce trellis. Cependant, la façon dont le trellis est présenté en ce 
moment ne permet pas de trouver l'erreur la plus probable, car il manque les probabi­
lités associées aux différentes erreurs. Cet élément va permettre de discriminer entre 
les erreurs. Pour compléter le décodage, on associerait un poids à chaque erreur sur 
chaque arête et on pourrait ensuite faire dérouler l'algorithme de Viterbi sur le trellis. 
Celui-ci aurait donc la tâche de trouver l'erreur avec la plus petite probabilité dans ce 
trellis.
3.5.2 Algorithme de Viterbi sur trellis
Maintenant que le concept du trellis a été discuté, on peut revenir à l'algorithme 
de Viterbi et décrire plus précisément son fonctionnement à l'aide d'un trellis. Com­
mençons avec l'algorithme de Viterbi sous forme de pseudo-code, illustré ci-bas.
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Algorithme 1 L'algorithme de Viterbi
Initialisation du vecteur (w, meilleur)^ =  (0,1) pour {/,/} de 1 à n.
2: Pour toute section i du trellis de 1 à n
4: Pour tout vertex / de la section i
6: Pour toute arête reliant un vertex k de la section i — 1 au vertex / de la
section i
Calculer wtotai = w(k) +  zü(arête). Garder le wtotai de plus petit poids 
ainsi que la position k d'où cette arête était issue.
8: fin
Mettre à jour le vecteur (w, meilleur)^ = {xvtotai,k).
10: fin
fin
À la fin de l'algorithme, les entrées du vecteur meilleur représentent le meilleur 
chemin à travers le trellis.
L'algorithme de Viterbi que nous venons de décrire est un algorithme min-sum ; 
un algorithme qui tente de trouver un chemin de poids minimal à travers un trellis, 
où le poids d'un chemin est donné par la somme des poids des arêtes qui forment ce 
chemin. Toutefois, rappelons que ce que nous essayons de faire pour résoudre le pro­
blème du décodage est de trouver Terreur la plus probable. Cela veut dire qu'on veut 
maximiser la probabilité d'erreur sur un trellis. Muni du fait que la probabilité d'une 
erreur sur «-qubits est donné part le produit des probabilités des «-qubits individuels 
(voir section 2.1), on peut reformuler notre problème comme étant un problème max- 
prod. Maintenant, quel est le lien entre l'algorithme de Viterbi (tel qu'expliqué ci-haut) 
et un algorithme max-prod ? En réalité, ce sont deux problèmes identiques. In suffit de 
changer la probabilité (aussi appelée la vraisemblance) pour un logarithme de vraisem­
blance. Cette transformation effectue l'équivalence entre un problème min-sum et un 
problème max-prod (pour plus de détails, voir [2])
argmaxJ"|P(E;) =  a rg m a x ^ -lo g P (E ;). (3.10)
E1E2...E» j  E\E2.:En j
Ainsi, l'algorithme de Viterbi décrit ci-haut est tout à fait apte à trouver Terreur la plus
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probable sur un trellis où les arêtes (correspondant à des erreurs à un qubit, comme 
dans l'exemple donné à la section 3.5.1) sont associées à une probabilité.
En général, la complexité de l'algorithme de Viterbi est proportionnelle au nombre 
de sections dans le trellis utilisé [11] et au carré de la hauteur du trellis. On peut dé­
montrer ce résultat de façon grossière à l'aide du trellis simple de la figure 3.7. Ce trellis 
comporte n-sections avec 3 vertex à chaque section et 3 arêtes qui partent de chaque 
vertex. L'algorithme de Viterbi comporterait 32n opérations au total pour trouver le 
chemin le plus court (3 chemins à chacun des 3 vertex des n sections). On peut compa­
rer l'algorithme de Viterbi avec un algorithme qui compare tous les chemins possibles 
à travers le trellis. Ce dernier devra accomplir environ 3W opérations pour arriver à 
trouver le chemin le plus court (probable) car il y a 3" chemins possibles. Il est donc 
clair que l'algorithme de Viterbi est très avantageux puisqu'il réduit la complexité du 
problème d'exponentiel à linéaire.
•  •
<— n  sections —»
FIGURE 3.7  -  Trellis simple à n-sections avec hauteur h = 3, qui aide à calculer la 
complexité de l'algorithme de Viterbi. Il s'agit de compter le nombre d'opérations né­
cessaires à trouver le chemin le plus court. Pour ce trellis, il existe 3" chemins distincts, 
mais l'algorithme de Viterbi n'a qu'à faire 0{h2n ) opérations pour trouver le chemin 
le plus court à travers le trellis.
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3.6 Décodage Viterbi non-dégénéré pour code convolu­
tifs
L'algorithme de Viterbi a été principalement conçu pour les codes convolutifs et 
a été utilisé à ces fins pour ce projet de recherche. Par contre, la discussion ci-haut 
n'a pas vraiment fait usage de ce type de structure. Il faut donc démontrer comment 
on applique ce type de décodage au codes convolutifs quantiques et pourquoi cet 
algorithme est efficace dans ce cas.
Premièrement, le décodage Viterbi sur trellis utilise une structure répétitive dû aux 
sections. Les codes convolutifs, comme on l'a déjà vu, ont une telle structure : N  ap­
plications d'une transformation V agissant sur un nombre de qubits physiques n. Ces 
N  répétitions de l'encodage V  correspondent aux N  sections d'un trellis représentant 
ce code.
Toutefois, la complexité du décodage croît avec le carré de la hauteur du trellis. 
Il nous reste donc à démontrer que pour les codes convolutifs, cette hauteur ne dé­
pend pas de la durée N  du code concolutif, ce qui nous permet de conclure que la 
complexité du décodage est linéaire en N, donc linéaire avec le nombre de qubits en­
codés. Pour cela, nous allons montrer qu'il est possible de choisir des générateurs de 
S  dont le support est fini, c'est-à-dire indépendent de N. Ce qu'on veut éviter est 
qu'un générateur ait un support qui s'étend sur un très grand nombre d'itérations de 
la transformation unitaire V. Ceci est intimement relié aux qubits de mémoire puisque 
ce sont eux qui acheminent l'information encodée d'une section à une autre.
Commençons donc avec un groupe de générateurs {Si, Si, . .. quelconque. 
On veut montrer que même si ces générateurs n'ont pas un support fini, on peut 
multiplier ces générateurs par d'autres éléments du groupe stabilisateur de façon à 
créer un nouvel ensemble de générateurs qui eux agissent seulement sur quelques 
qubits isolés. Comme nous l'avons vu à la section 2.4, nous pouvons construire un 
ensemble de générateurs de S  en appliquant le circuit d'encodage aux opérateurs de 
Pauli Z, agissant sur les qubits ancillaires avant l'encodage. Analysons ce qu'advient 
d 'un tel opérateur Z lorsqu'il est conjugué par le circuit d'encodage en décortiquant 
cette transformation en étapes successives d'applications de la transformation V. On 
débute en entrant un opérateur Z dans un des qubit stabilisateurs. À la sortie d'une 
section V, cela produit (a, b), c'est-à-dire l'opérateur de Pauli a sur les qubits phy­
siques et b sur les qubits de mémoire (voir la figure 3.8). À la prochaine section, il y
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aura donc l'opérateur a comme entrée à la mémoire et rien d'autre (l'identité sur les 
autres qubits). Cela produira (af, b') à la sortie de la prochaine section (voir la figure 
3.8). On peut donc résumer l'état de la mémoire par a -* a'. En répétant, on trouve la
suite a -» a' -» a" - »  Puisqu'il y a m qubits de mémoire, il n' à que 4m possibilités
pour ces valeurs de a ,a ',... , donc, après un maximum de 4m itérations de la trans­
formation de section V, la suite doit devenir périodique. Au moment où ceci arrive, 
on insère un autre opérateur Z dans un qubit stabilisateur ce qui aura comme effet 
de tronquer la séquence périodique ainsi produite. En notant la période p de cette sé­
quence, on voit donc que le produit des deux générateurs S;S1+p est de support fini. 
On adoptera donc cet opérateur comme générateur, au détriment de S, .
Fig u r e  3.8 -  Code convolutif comportant un nombre indéterminé m de qubits de 
mémoire. Un opérateur Z agit sur un qubit stabilisateur du code. À la sortie de la 
transformation de section Vit on retrouve les opérateurs de Pauli a sur les qubits de 
mémoire et b sur les qubits physiques. Ceci se propage à travers les sections du code
et produit des états de mémoire selon la suite a -» a1 -» a" - *  Cette suite sera
périodique.
Toujours en considérant le cas plus général avec m-qubits de mémoire, on trouve 
que la longueur de la période peut être au maximum 4m, tel que mentionné ci-haut.
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On note alors plusieurs choses.
1. Plus il y a de qubits de mémoire, plus le support d'un générateur quelconque 
S € «S peut être grand. Il faut donc considérer les générateurs construits selon 
la prescription donnée ci-haut.
2. Malgré que ce support peut être grand, il n'est pas infiniment long. Puisque la 
transformation V  est répétée, la transformation des stabilisateurs (éléments du 
groupe de Pauli) dû aux qubits de mémoire a une périodicité maximale de 4m.
3. Puisque des opérateurs Si,S2 6 S  ont la propriété que S1S2 € «S, il est pos­
sible de successivement multiplier un ensemble de générateurs par d'autres 
éléments de S  pour faire en sorte que le nouvel ensemble de générateurs {S-} 
(généré en multipliant {S;} par d'autres éléments de S) ait un support plus 
court, au plus 4m.
Certains ont élaboré des méthodes pour minimiser le nombre de qubits de mémoire 
pour un code convolutif quantique et aussi pour modifier un groupe de générateurs 
{S,} (voir [16] pour plus de détails). On a maintenant réussi à créer un ensemble de 
générateurs qui ont un support fini. De façon générale, ces générateurs on la forme de 
ceux à la figure 3.9.
Comment cette structure est-elle reliée à la complexité du décodage ? Imaginons 
que nous utilisons l'algorithme de Viterbi et que nous sommes rendu à la section k 
du code (prenons la section k comme étant celle dans le rectangle à la figure 3.9). 
On voit qu'à cette section, seulement un petit nombre de stabilisateurs interviennent 
(c'est-à-dire qu'ils ne sont pas un I à cette section). On en déduit que le syndrome 
de l'erreur fera intervenir seulement les stabilisateurs «actifs» à cette section. Enfin, si 
on retourne au schéma du trellis de la figure 3.5, on trouve que la hauteur (et donc 
la complexité) de ce trellis est déterminé par le nombre d'états de syndrome qui in­
terviennent à chaque section. Alors, en autant que les stabilisateurs ont un support 
fini, il sera possible de décoder un code convolutif de manière efficace en utilisant 
l'algorithme de Viterbi sur trellis.
Maintenant qu'on a établi le problème du décodage et qu'on a expliqué le fonc­
tionnement général d 'un trellis et de l'algorithme de Viterbi, on peut s'attarder aux 
réalisations de ce projet de recherche. Le prochain chapitre discute de la généralisa­
tion de l'algorithme de Viterbi pour tenir compte des erreurs dégénérées, de comment 
ont été réalisées les simulations numériques des algorithmes de Viterbi pour le déco-
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Si I * * * *
S2 I I * * *
S3 I I / * *
Si • • • I I I *
s5 • • • I I I /







I I / I I
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Fig u r e  3.9 -  On voit ici la structure générale d'un ensemble de générateurs {S , } pour 
un code convolutif (on garde une généralité en plaçant un «*» où il y aurait un opé­
rateur de Pauli). Ces générateurs ont un support fini (ici, ils sont tous de longueur 
égale à cinq). Les colonnes verticales représentent les sections du code convolutif. On 
remarque qu'à une section donnée, seulement un petit nombre de stabilisateurs inter­
viennent (ici cinq).
dage dégénéré et non-dégénéré ainsi que les résultats obtenus.
Chapitre 4
Réalisations et Résultats
Le trellis et l'algorithme de Viterbi décrits au chapitre précédent sont de forme 
classique. C'est-à-dire qu'ils sont conçus pour faire du décodage sans tenir compte 
des erreurs dégénérées. Rappelons que le but de cette recherche est justement de créer 
un décodeur qui tiendra compte de la dégénérescence. Le défi est donc d'adapter le 
trellis et l'algorithme de décodage pour incorporer la dégénérescence. On commence 
par montrer comment on construit le trellis pour le cas du décodage dégénéré.
4.1 Construction du trellis pour décodage dégénéré
Tout d'abord, on ne nomme pas les vertex uniquement selon le syndrome comme 
au dernier chapitre. Plutôt, on choisit de nommer les vertex avec le syndrome et les 
états de mémoire (M). Les arêtes sont ornées de symboles représentant les états lo­
giques (L). Dans ce qui suit, on expliquera la construction du trellis en supposant que 
le syndrome est connu et fixe, donc on ne l'indiquera pas explicitement sur le trel­
lis. Alors, pour chaque état de mémoire possible, il y aura un vertex correspondant 
dans le trellis. Pour le décodage dégénéré, on se souvient qu'on veut trouver la classe 
d'erreur comportant la composante logique avec la plus haute probabilité. D est donc 
nécessaire de garder un registre de la chaîne de L qui accomplit cette maximisation. 
C'est pour cette raison que nous associons un symbole L aux arêtes entre les vertex 
(en plus d'une probabilité).
Il faut maintenant décrire comment ces vertex sont reliés les uns aux autres. Étant 
donné un syndrome S{ à la section i, il existe une arête entre l'état M,_i à la section
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i — 1 et M, à la section i si et seulement si il existe un E; e Gn-m  et un Z; € {I, Z }n k 
tel que
V(M,-_1 ®  Z fX (sf) <8> L i)V *  =  Et ®  M it (4.1)
où £,• est une erreur agissant sur les qubits physiques P de la section i (voir schéma 
de la figure 2.8). De plus, l'équation ci-haut tient compte du fait qu'une mesure des 
opérateurs locaux S ont donné le syndrome s„ qui nous renseigne sur l'erreur pure 
T(s,). Ne sachant pas à priori quelle erreur E, a affecté la chaîne de qubits, on considère 
différents choix E; en créant différents chemins entre les vertex. L'équation (4.1) nous 
informe si une erreur E, est possible selon la transformation V  et l'information obtenue 
par le syndrome s,.
Le schéma à la figure 4.1 montre le lien entre le circuit quantique du code convo­
lutif et la construction du trellis associé. Le décodage se fait généralement de droite 
à gauche alors une façon d'interpréter l'équation (4.1) est d'imaginer qu'une erreur à 
la section i, combinée à l'état de mémoire M, a engendré des états de mémoire M,-_i 
et une transformation logique L  tout en créant le bon syndrome. Qn note que l'indice 
L d'une section (que l'on inscrit sur l'arête correspondante du trellis) nous permet de 
garder un registre de la chaîne d'erreurs logiques la plus probable ayant affecté les 
qubits. Ceci est utilisé lors du décodage dégénéré seulement.
Pour pouvoir discriminer entre les chemins lors du décodage, chaque E, est asso­
ciée à une probabilité. Cette probabilité est calculée à l'aide de l'équation (2.3) selon 
le poids de l'erreur E,. On vient donc de décrire comment est produit une section du 
trellis. Si on regarde le trellis entier, on trouve comme avant que chaque chemin à tra­
vers le trellis définit une erreur valide E =  Ei ® ® EN selon le syndrome mesuré à
chaque section. Maintenant, puisque l'on présume que le canal est sans mémoire, on 
peut déclarer que la probabilité d'une erreur E affectant la chaîne entière de qubits est 
donnée par un produit des probabilités d'erreurs sur les sections :
P (E )= n P (E ,) .  (4.2)
1 = 1
L'algorithme de Viterbi, décrit au chapitre précédent peut donc être exécuté de fa­
çon équivalente sur ce nouveau trellis. L'avantage de cette nouvelle construction est 
qu'elle permet un décodage dégénéré.
Le deuxième type de décodeur est celui qui tient compte des erreurs dégénérées.








FIGURE 4.1 -  Cette figure démontre comment on passe du circuit quantique décri­
vant le code convolutif au trellis servant au décodage dégénéré. Ici, on donne un 
exemple avec deux qubits de mémoire, un qubit logique (L) et trois qubits stabili­
sateurs (S„ T(sj)). La notation r(s,) représente un opérateur X correspondant au syn­
drome s mesuré à la section i. Les qubits encodés possiblement corrompus sont dé­
notés par E ; une erreur sur les qubits physiques à la sortie de l'encodage. On montre 
deux sections du trellis, soit i et i + 1. Les arêtes reliant les vertex dans le trellis sont 
trouvés en utilisant l'équation (4.1). Dans le trellis, au bas de l'image, on voit les vertex 
identifiés par les différents états des qubits de mémoire Mj, où / =  {1 ... 42}, car il y a 
2 qubits de mémoire, chacun possédant 4 possibilités : I, X, Y, Z. Aussi, on montre un 
exemple de symbole ornant une arête entre deux vertex. Chaque arête est ornée de la 
probabilité P(E) et de la composante de l'erreur logique L donné par l'équation (4.1).
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C'est celui-ci qui a été développé pour ce projet de recherche et on l'appelle l'algo­
rithme de Viterbi dégénéré (dorénavant AVD). Comme mentionné précédemment, 
cet algorithme trouve la classe d'erreur [£] avec la plus grande probabilité, où les élé­
ments de [E] diffèrent par des opérateurs stabilisateurs. Puisque cette méthode trouve 
la classe d'erreur comportant l'erreur logique le plus probable, c'est pour cette raison 
que les vertex du trellis sont identifiés par les éléments L. Une fois que l'algorithme 
aura parcouru le trellis, il aura trouvé la chaîne L =  L\ ® L2 ® • • • ® correspondant 
à la classe d'erreur la plus probable. Il faut maintenant expliquer en détails comment 
on tient compte des erreurs dégénérées lors du décodage.
Tout comme l'équation (4.1) donne le critère pour qu'il y ait une arête entre deux 
vertex, on trouve que pour un syndrome S;, une composante logique U et des états 
de mémoire M, et Ml + on a plusieurs choix E, qui relient deux états ayant la même 
composante logique. Puisque l'équation (4.1) ne possède que deux variables non spé­
cifiées, soient S, et E„ les divers choix de E, diffèrent par leur composante S, et appar­
tiennent ainsi à la même classe d'erreurs dégénérées. Dans le trellis, ce phénomène se 
traduit par plusieurs arêtes reliant deux même vertex (voir figure 4.1). Alors, on peut 
combiner ces arêtes ensemble pour créer une «multi-arête». La façon de procéder est 
donc de combiner ces arêtes en additionnant les probabilités de chacune. La «multi- 
arête» aura une probabilité égale à la somme des probabilités des arêtes la formant. 
Ce processus accompli exactement ce qui a été décrit au chapitre précédent à l'équa­
tion (3.9) lors de la discussion sur le décodage dégénéré. Schématiquement, on peut 
imaginer ce processus sur le trellis tel que démontré à la figure 4.2. Une fois que ces 
multi-arêtes sont formées, on peut procéder au décodage de Viterbi classique comme 
décrit au chapitre précédent.
4.2 Simulations Numériques et Résultats
4.2.1 Simulation Numériques
La simulation d'un code convolutif complet est assez lourde. Cependant, la base 
de la programmation faite pour les trellis avait déjà été complétée par Poulin [24]. En 
utilisant cette base, j'ai pu implémenter le décodage minsum que comporte un algo­
rithme de Viterbi. De plus, afin de comparer les performances de notre méthode, il a 
fallu créer deux décodeurs indépendants (mais capable de partir de la même chaîne
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o Q O
P =  P l + P 2 + P 3 + P i
Fig u r e  4.2 -  Cette figure démontre comment on remplace multiples arêtes qui diffè­
rent par un élément S E S  reliant deux vertex par une «multi-arête». Cette multi-arête 
a une probabilité égale à la somme des probabilité des arêtes qui la constitue. Cette 
opération est effectuée pour tous les vertex du trellis. Une fois que c'est fait, on pro­
cède au décodage de Viterbi classique.
de qubits de base). L'un de ces deux décodeurs, qui a été décrit à la section précédente, 
tient compte des erreurs dégénérées (AVD). L'autre décodeur, utilise un algorithme de 
Viterbi «classique» tel que décrit au dernier chapitre (nommé AV dorénavant). Celui-ci 
trouve l'erreur physique la plus probable en ne tenant pas compte des erreurs dégé­
nérées. Cet algorithme utilise le trellis décrit à la section 4.1 quoique les symboles L 
ornant les arêtes sont superflus dans ce cas. Ce décodeur est utilisé pour comparer 
l'efficacité de l'AVD. En somme la programmation impliquée dans ce projet se servait 
d'outils déjà existants (telle la structure générale d'un trellis et quelques fonctions de 
base comme une fonction qui prend le produit scalaire de deux vecteurs binaires dans 
Ff") pour créer deux décodeurs tout à fait nouveaux.
Pour commencer, le simulateur crée une erreur aléatoire à N  qubits selon le modèle 
de bruit du canal dépolarisant (voir section 2.1). On tient alors un registre de cette er­
reur pour pouvoir valider la correction plus tard. Le programme de simulation connaît 
également les paramètres du code (n,k,m) où n est le nombre de qubits dans chaque 
section, k est le nombre de qubits logiques et m est le nombre de qubits de mémoire, 
ainsi que la transformation de section V, décrite dans la représentation symplectique.
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À partir de ces paramètres, le trellis est formé suivant la procédure décrite ci-haut 
et tous les vecteurs de probabilité sont initialisés à zéro. Le modèle de bruit contient 
le paramètre p qui décrit le taux de bruit dans le canal. La simulation est répétée à 
plusieurs reprises avec un taux p qui varie de 0.05 à 0.00005. À partir de l'erreur E 
créée, un syndrome s est obtenu. Ce syndrome sera le point de départ pour les dé­
codeurs. Comme mentionné, il y a deux décodeurs qui utilisent les algorithmes AVD 
et AV décrits auparavant. Ces deux décodeurs utilisent les mêmes entrées (donc ont 
tous les deux accès au syndrome de l'erreur, mais pas l'erreur elle-même) et tentent en 
parallèle, de trouver la correction la plus probable.
Ensuite vient le décodage lui-même tel que décrit dans les sections précédentes. 
Les deux algorithmes décodent section par section le code convolutif en gardant en 
mémoire la chaîne d'erreurs logiques avec la plus grande probabilité à travers le trel­
lis. Lorsque l'algorithme termine, les décodeurs amont trouvé une chaîne d'erreur à 
N  composantes. Ensuite, ces chaînes sont comparées à l'erreur originale créée par le 
simulateur. Si l'erreur trouvée par un décodeur fait partie de la même classe d'équiva­
lence que l'erreur originale, on dira que le décodage est réussi. Dans le cas contraire, 
on dit que ce décodeur a échoué. On note que c'est l'erreur globale qui est vérifiée. 
C'est-à-dire que chaque élément de la chaîne d'erreur doit faire partie de la même 
classe que l'erreur originale et ce pour toutes les N-sections du code. S'il n'y a qu'une 
seule différence entre les deux erreurs, on dira que le décodeur a échoué. On remarque 
que le taux d'erreur globale est un critère assez sévère, car il ne faut qu'un qubit ayant 
la mauvaise composante logique pour faire augmenter le taux d'erreur globale d'un 
décodeur.
Ce processus entier est répété à plusieurs reprises avec des erreurs différentes 
(aléatoires) à chaque fois. À chaque itération, on tient compte du succès (ou non) du 
décodeur. À la fin de toutes les itérations, on peut calculer le taux d'erreur globale du 
décodeur (aussi appelé WER=word error rate) en divisant le nombre de fois que le dé­
codeur a échoué par le nombre total d'itérations. Voilà les statistiques Monte Carlo qui 
ont été obtenues. Pour être en mesure de comparer les résultats des deux décodeurs 
(AV et AVD), on compare alors leurs taux d'erreur globale. Le meilleur décodeur pos­
sédera le taux d'erreur globale le plus bas (il trouvera plus souvent la bonne erreur). 
Notons que pour une valeur de p du canal dépolarisant, le taux d'erreur est moyenné 
pour plusieurs itérations, chacune comportant une erreur aléatoire différente. Cepen­
dant, le nombre d'itérations pour chaque valeur de p n'est pas une constante. Plutôt,
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Téchantillonage se termine lorsque 30 événements significatifs sont observés, c'est-à- 
dire qu'au moins 30 décodages ont fonctionnés et au moins 30 ont échoués. Ceci a été 
fait pour éviter d'accumuler des statistiques inutilement. En effet, l'erreur sur l'échan­
tillon Monte Carlo est alors de l'ordre de \/30
4.2.2 Résultats et Analyse
Cette section contient les résultats numériques obtenus lors des simulations. Les 
graphiques des figures 4.3,4.4 et 4.5 montrent des exemple de relations trouvées entre 
le taux d'erreur globale des décodeurs et le taux d'erreur sur le canal. Ces graphiques 
comportent les résultats principaux de cette recherche.
En général, on s'attend à ce que le taux d'erreur globale augmente avec le taux d'er­
reur p du canal dépolarisant. Il semble évident que plus le taux d'erreur p sur le canal 
est bas, moins le décodeur a de la difficulté à trouver la bonne erreur et que lorsque le 
taux p est plus grand, l'erreur globale tend vers l'unité (le décodeur se trompe tout le 
temps). Ceci est vrai en général, que ce soit le décodeur qui tient compte des erreurs 
dégénérées ou non. C'est en effet ce que l'on observe avec les résultats obtenus (voir 
figures 4.3,4.4 et 4.5).
Maintenant, comme décrit à la section précédente, le programme prend comme 
entrée de données les paramètres du code (voir section 4.2.1). Alors, il est important 
de noter que chaque code donne des résultats différents. Au total, 600 combinaisons 
différentes de paramètres ont été testées. La performance du décodeur varie selon 
le nombre de qubits physiques (k), le nombre de qubits stabilisateurs (s) ainsi que 
le nombre de qubits de mémoire (m) dans chaque bloc. Tandis que la plupart des 
codes avaient une amélioration lorsqu'on utilise l'AVD, ce n'est pas vrai de tous les 
codes. Dans les situations où l'AVD n'avait pas d'avantage, il y avait seulement égalité 
du taux d'erreur globale entre les deux algorithmes. Il n'est pas arrivé que l'AV soit 
plus performant que l'AVD. Cependant, certains codes démontraient une différence 
plus marquée entre les deux types de décodeurs (AV et AVD). Ainsi, parmi les 600 
combinaisons testées (avec des paramètres variants :1 < k  <2,  l < s < 4 e t l < m <  
5), seulement une dizaine a été retenue pour les résultats finaux. Ces codes qui ont été 
retenus étaient ceux qui démontraient des différences plus saillantes entre les deux 
décodeurs (AV et AVD). Nos conclusions s'étendent toutefois de façon qualitative à 
tous les codes étudiés.
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Fig u r e  4.3 -  Ce graphique démontre la différence en performance entre le décodeur 
AVD (avec dégénérescence en bleu) et celui qui utilise l'AV (sans dégénérescence en 
vert). De plus, la ligne rouge représente le taux d'erreur globale (par rapport au taux 
p sur le canal) pour des qubits non-encodés. L'AVD réalise une suppression d'erreur 
supérieure à l'AV. Le code produisant ces résultats a les paramètres suivants : k =  1, 
m =  3, s =  4, N  =  600, t = 30, encodeur 2= 36275,9125, 25097,21657, 22374,17849, 
28122,13362,21166,50080,19232,11046,7818,55403,30441,50954.
Voici sans plus tarder les résultats des décodeurs testés, soit celui qui utilise l'al­
gorithme de Viterbi en tenant compte de la dégénérescence (AVD) ainsi que celui qui 
utilise l'algorithme de Viterbi original (AV). Les graphiques suivants montrent les ré­
sultats des décodeurs AV et AVD pour trois codes différents. De plus, pour comparer 
les résultats, on montre aussi la probabilité d'erreur globale si aucun encodage n'est 
utilisé. Dans ce cas, l'erreur globale se trouve tout simplement par
% E r ( £ ) =  1 -  (1 -  p f ,  (4.3)
où on utilise le canal dépolarisant pour déterminer que les N  qubits ont tous une pro­
babilité (1 — p) de ne pas subir d'erreur. Cette probabilité d'erreur sans encodage est 
montrée dans les graphiques par une ligne rouge. On voit que certains encodeurs (sur­
tout celui de la figure 4.3) se démarquent plus du cas «non-encodé» que d'autres. En 
fait, les deux derniers codes montrés ici ne sont pas vraiment intéressants en soi puis­
qu'ils réduisent à peine le taux d'erreur. Nous les incluons uniquement pour illustrer 
l'avantage que peut offrir un décodage dégénéré.
2. La notation utilisée ici pour l'encodeur fait référence à la transformation de section V telle que
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F ig u r e  4.5 -  Voir figure 4.3. Param ètres d u  co d e : k = 1, m =  1, s =  3, N  =  600, t =  30, 
en cod eu r = 299,233,396,213,249,379,910,72,13,806.
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De ces graphiques, on peut tirer plusieurs conclusions. Premièrement, comme il 
a déjà été mentionné, plus le taux d'erreur p du canal dépolarisant est élevé, moins 
le décodeur est efficace, et ce peu importe l'algorithme utilisé. Deuxièmement, l'AVD 
réussi à trouver l'erreur plus souvent que l'AV et on remarque même une différence 
de plus en plus marquée entre ces décodeurs plus p est petit. Ceci signifie que l'AVD 
est plus efficace à bas taux d'erreur sur le canal. Voilà un résultat inattendu, mais très 
encourageant.
Finalement, pour visualiser davantage la différence entre les deux algorithmes uti­
lisés on crée un graphique (figure 4.6) démontrant le ratio du taux d'erreur globale,
tauxAVD  
tauxAV
en fonction du taux d'erreur p sur le canal dépolarisant. Ce graphique démontre qu'en 
général, pour différents paramètres du code, l'AVD se prouve plus performant que 
l'AV pour des taux d'erreurs plus petits.
décrite dans la simulation numérique. Les lignes de l'encodeur sont données par la représentation 
binaire des entiers donnés.
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Fig u r e  4.6 -  Ce graphique montre le ratio pour le taux d'erreur globale entre les deux 
décodeurs en fonction du taux d'erreur p du canal dépolarisant. On observe
les résultats obtenus pour trois codes avec différents paramètres (représentés par des 
traits de différentes couleurs). À plus bas taux p, on observe une plus grande diffé­
rence entre les deux types de décodeurs. Plus précisément, le décodeur AVD performe 
mieux que l'AV lorsque le taux d'erreur sur la canal diminue.
Conclusion
Ce projet a réalisé plusieurs objectifs. Premièrement en partant d'une structure 
classique de code à convolution et d'un algorithme de Viterbi général, on a réussi 
à modifier la méthode de décodage pour inclure la dégénérescence. Ceci s'est fait en 
quelques étapes. Tout d'abord, on a construit un trellis qui reflète les transformations 
de section V d'un code convolutif, mais qui est spécialement conçu pour un décodage 
dégénéré en identifiant les vertex par les états de mémoire et les arêtes par les compo­
santes logiques L de l'erreur. Ensuite, on a modifié l'algorithme de Viterbi lui-même 
pour accomoder les erreurs dégénérées. Ce nouvel algorithme tient compte des er­
reurs dégénérées en trouvant la classe d'erreur [E] la plus probable étant donné un 
syndrome d'erreur. Pour ce. faire, on procède à une étape préliminaire du décodage 
sur le trellis qui consiste à créer des multi-arêtes. Ces multi-arêtes sont produites en 
combinant toutes les arêtes qui comportent le même opérateur logique entre deux 
vertex de deux sections consécutives. Ces arêtes, qui diffèrent par des éléments du 
groupe stabiliseur, sont combinées ensemble via leur probabilité d'erreur P(E). Les 
multi-arêtes résultantes de cette étape préliminaire sont ornées d'une composante L 
commune et d'une probabilité cumulative. La suite du décodage continue en suivant 
l'algorithme de Viterbi conventionnel. À la fin du décodage, on aura trouvé la classe 
d'erreur logique [E] avec la probabilité la plus élevée. Ceci diffère de l'algorithme de 
Viterbi conventionnel qui trouve l'erreur physique la plus probable parmi toutes les 
erreurs compatibles avec le syndrome. Souvenons-nous que les erreurs dégénérées 
ont toutes le même effet sur un état code et leur correction peut se faire par n'importe 
quelle erreur appartenant à cette classe d'erreur. Alors l'idée d'inclure la dégénéres­
cence lors du décodage est d'améliorer la performance du décodeur puisqu'il est plus 
efficace d'utiliser les classes d'erreurs plutôt que de traiter toutes les erreurs indivi­
duellement.
Suite à des simulations numériques amassant des statistiques Monte Carlo, on a pu
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mesurer l'efficacité du nouveau décodeur à corriger l'erreur. Afin de pouvoir détecter 
un avantage en performance du nouveau décodeur, on a créé un autre décodeur qui 
opère avec l'algorithme de Viterbi conventionnel. Celui-ci exécute le décodage en pa­
rallèle avec le décodeur dégénéré. Spécifiquement, les deux types de décodeurs ont le 
même point de départ : une erreur aléatoire créée par le programme. On laisse ensuite 
ces deux décodeurs tenter de corriger l'erreur. En somme, on a trouvé que le décodeur 
qui utilise l'algorithme de Viterbi dégénéré a plus de succès pour corriger l'erreur que 
le décodeur «classique». Le critère utilisé pour comparer ces algorithme est le taux 
d'erreur globale. Ce dernier compte le nombre de fois que le décodeur a échoué selon 
le taux d'erreur sur le canal dépolarisant. Pour déterminer si un échec a eu lieu lors 
du décodage, on n'a qu'à comparer les composantes logiques de l'erreur originale et 
l'erreur trouvée par le décodeur. Pour certains paramètres, on a observé que le dé­
codeur dégénéré pouvait être au-delà de deux fois plus performant que le décodeur 
non-dégénéré. De plus, les résultats des simulations ont démontré que de manière 
générale, la différence de performance entre décodeur dégénéré et le décodeur non- 
dégénéré était de plus en plus marquée, plus le taux d'erreur sur le canal était bas et 
ceci en faveur du décodeur dégénéré. Cela veut dire que lorsque le taux d'erreur p sur 
le canal est bas, le décodeur qui tient compte de la dégénérescence réussi à corriger 
l'erreur plus souvent.
De plus, on a comparé la performance des décodeurs avec une chaîne de qubits 
non-encodés. Dans ce cas, on a observé des résultats variés dépendamment des para­
mètres du code utilisé. Une critique pourrait être faite concernant cette comparaison 
qui ne glorifierait pas les décodeurs utilisés pour ce projet. Toutefois, il faut se sou­
venir d'un point important relatifs aux codes convolutifs. Ceux-ci ne sont presque 
jamais employés seuls. Plutôt, on les utilise comme fondement pour les codes turbos. 
Ces codes ultra-performants sont composés de deux encodeurs convolutifs en série 
séparés par un entrelaceur3. Le fonctionnement général de ce type de code est que 
l'information subit un premier décodage à la sortie du code convolutif «externe» (voir 
la figure 4.7). L'information est passée à sens inverse par l'entrelaceur et ensuite su­
bit un deuxième décodage via le code convolutif «interne». Ce processus est répété à 
plusieurs reprises jusqu'à ce qu'un accord soit atteint entre les deux décodeurs convo­
lutifs (selon un seuil fixé à l'avance). Ainsi après plusieurs itérations de ce processus,
3. L'entrelaceur fait un réarrangement aléatoire des données provenant d'un décodeur et envoie 




FIGURE 4 .7  -  On voit ici la structure générale d'un code turbo. La chaîne d'informa­
tion |Y) passe dans un premier temps dans un décodeur externe. Dans un deuxième 
temps, l'information décodée passe par un entrelaceur qui réarrange l'ordre de l'in­
formation avant de la passer à l'encodeur interne. En général, les encodeurs interne et 
externe sont des codes convolutifs.
le taux d'erreur devrait en principe être rendu très bas. C'est précisément dans ce 
contexte qu'il serait intéressant d'intégrer un décodage qui tient compte des erreurs 
dégénérées puisqu'on vient de démontrer que celui-ci a un meilleur rendement à bas 
taux de bruit.
Inclure la dégénérescence dans le décodage turbo exigerait un changement assez 
important. Comme on l'a déjà mentionné, les codes turbo ont déjà fait leur preuves 
dans le domaine de l'informatique quantique [24]. Par contre, leur méthode de déco­
dage n'inclut présentement pas l'algorithme de Viterbi. Plutôt, on y emploie un al­
gorithme qui maximise la probabilité d'erreur sur chaque qubit (en comparaison à 
l'algorithme de Viterbi qui maximise la chaîne d'erreur globale). Alors, la réalisation 
d'un code turbo qui utilise l'algorithme de Viterbi est laissée pour un projet futur. Il 
serait peut-être possible de créer un modèle hybride du code turbo qui pourrait in­
clure le décodage Viterbi dégénéré à un moment propice du décodage lorsque le taux 
d'erreur est bas. Une autre possibilité serait de l'inclure dans un des deux décodeurs 
(interne ou externe).
Enfin, on termine en notant que ce projet a réussi à développer et analyser une 
nouvelle façon de faire le décodage à maximum de vraisemblance. Les erreurs dégé­
nérées sont un élément incontournable et unique des codes quantiques, donc il semble 
naturel d'en tenir compte lors du processus de correction d'erreur. Il suffit maintenant 
d'intégrer à des codes à structure plus complexes, tels les codes turbo, cette nouvelle
Conclusion
idée de décodage dégénéré.
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