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Abstract
A non-Hermitian operator may serve as the Hamiltonian for a unitary quantum system,
if we can modify the Hilbert space of state vectors of the system so that it turns into a
Hermitian operator. If this operator is time-dependent, the modified Hilbert space is gener-
ally time-dependent. This in turn leads to a generic conflict between the condition that the
Hamiltonian is an observable of the system and that it generates a unitary time-evolution via
the standard Schro¨dinger equation. We propose a geometric framework for addressing this
problem. In particular we show that the Hamiltonian operator consists of a geometric part,
which is determined by a metric-compatible connection on an underlying Hermitian vector
bundle, and a non-geometric part which we identify with the energy observable. The same
quantum system can be locally described using a time-dependent Hamiltonian that acts in a
time-independent state space and is the sum of a geometric part and the energy operator. The
full global description of the system is achieved within the framework of a moderate geometric
extension of quantum mechanics where the role of the Hilbert space of state vectors is played
by a Hermitian vector bundle E endowed with a metric compatible connection, and observables
are given by global sections of a real vector bundle that is determined by E . We examine the
utility of our proposal to describe a class of two-level systems where E is a Hermitian vector
bundle over a two-dimensional sphere.
Keywords: Energy observable, PT -symmetry, pseudo-Hermitian operator, time-reparametrization
invariant evolution, unitarity, Hermitian vector bundle, connection
1 Introduction
The unexpected observation that certain complex PT -symmetry potentials [1], such as v(x) = ix3,
can have a real spectrum has motivated many researchers to seek means for employing them in
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quantum mechanics. The reality of the spectrum of these potentials was initially associated with
their exact PT -symmetry1. This was later shown to be equivalent to the Hermitizability of their
Schro¨dinger operator, H = −∂2x + v(x), i.e., the fact that H turns into a Hermitian operator2 upon
an appropriate modification of the Hilbert space it acts in [4, 5]. Indeed if we identify the mean
value of the outcomes of measurements of physical observables with the standard expression for the
expectation values of a linear operator O, i.e., 〈ψ,Oψ〉
〈ψ,ψ〉
, then according to a mathematical result, that
is unfortunately not so well-known among physicists, the requirement that the expectation values
must be real numbers implies that the operator must be Hermitian [3, 6]. In short the reality of
expectation values implies the Hermiticity of the operator, while the reality of the spectrum does
not.
Although the study of PT -symmetric Hamiltonians did not actually lead to a genuine extension
of quantum mechanics [6], as was initially claimed [7], it revealed the existence of alternative repre-
sentations of quantum mechanics. These subsequently found applications in such areas as quantum
cosmology, relativistic quantum mechanics, and classical electrodynamics [3]. Another important
development that was triggered by the study of PT -symmetry is the consequences of its realization
and applications in classical optics [8, 9, 10, 11, 12, 13]. For a recent review, see [14].
The above-mentioned Hermitization procedure applies to non-Hermitian operatorsH that satisfy
the η-pseudo-Hermiticity condition [15]:
H† = ηHη−1. (1)
Here H† is the adjoint of H , η is a bounded and inversely bounded positive-definite operator called
the metric operator [3], and H and η are assumed to act in an auxiliary Hilbert space H . For the
cases that H has a real discrete spectrum and a complete set of eigenvectors forming a (Riesz) basis
of H , metric operators satisfying (1) have the form η =
∑
n |φn〉〈φn|, where φn are eigenvectors of
H† that together with a set of eigenvectors ψn of H form a complete biorthonormal system [15]. If
(1) holds, one can modify H by endowing the vector space of its elements with the inner product
defined by η, namely
〈·, ·〉η := 〈·|η·〉, (2)
where 〈·|·〉 stands for the inner product of H , [4].
The choice of η is not unique. Each choice determines a corresponding Hilbert space Hη in which
H acts as a Hermitian operator; 〈·, H·〉η = 〈H·, ·〉η. The pair (Hη, H) determines a quantum system
whose obervables are represented by the Hermitian operators acting in Hη and whose dynamics is
determined by the Schro¨dinger equation:
i
d
dt
ψ(t) = Hψ(t). (3)
1This means the existence of a complete basis of square-integrable functions that are common eigenfunctions of
both the Schro¨dinger operator −∂2x+ v(x) and PT , where P and T stand for the parity and time-reversal operators;
Pψ(x) := ψ(−x) and T ψ(x) := ψ(x)∗.
2Following von Neumann [2], we use the terms “Hermitian” and “self-adjoint” synonymously. For a precise
definition see [3].
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The same quantum system can be represented by the Hilbert space and Hamiltonian pair: (H , h),
where h : H → H is the Hermitian operator
h := ρHρ−1, (4)
and ρ is the positive square root of η, [5]. In practice, the only reason one might want to describe
the quantum system using its pseudo-Hermitian representation, (Hη, H), is the complicated and
often nonlocal nature of h. See for example [16].
In implementing the approach we just outlined, one faces two major difficulties. The first stems
from the technical difficulties of dealing with operators acting in an infinite dimensional Hilbert
space. In particular, the familiar choices of H might obstruct the existence of a bounded and
inversely bounded metric operator satisfying (1), [17]. The second is related to a no-go theorem re-
garding the conflict between the pseudo-Hermiticity relation (1) for a time-dependent Hamiltonian
operator, H = H(t), which identifies it with an observable, and the requirement of the unitarity
of the dynamics determined by the Schro¨dinger equation (3) in the physical Hilbert space Hη,
[18]. Time-dependent pseudo-Hermitian Hamiltonians that admit time-independent metric opera-
tors were originally considered in Ref. [19]. Pseudo-Hermitian Hamiltonians that require dealing
with time-dependent metric operators have been studied in Refs. [20, 21, 18, 22, 23, 24, 25, 27, 28,
26, 29, 30, 31]. They appear naturally in connection with the Hilbert-space problem in quantum
cosmology [20, 21].
Ref. [32] proposes a solution for the problem of the nonexistence of bounded and inversely
bounded metric operators for the case that H has a real and discrete spectrum. This involves a
minimal modification of H as a set such that the modified Hilbert space contains the span of
eigenvectors of H as a dense subspace.
The second problem seems to have two alternative solutions [18]; one should either modify the
Schro¨dinger equation (3) as suggested by [22], or accept that H(t) is not an observable, i.e., it is
a generator of dynamics that differs from the energy operator [25]. This in turn leads to another
difficulty, namely lack of a physical or mathematical evidence for superiority of one of these choices
over the other. In the present paper we offer a geometric framework that elucidates the conceptual
basis of this problem and offers a satisfactory solution for it. This in turn reveals the geometric
meaning of the energy operator and provides a natural route towards a geometric extension of
quantum mechanics.
We begin our discussion by recalling the basic argument leading to the no-go theorem of Ref. [18].
Consider a time-dependent Hamiltonian operator H = H(t) acting in a physical Hilbert space
Hη(t) that is determined by a time-dependent metric operator η(t). The unitarity of dynamics means
that the inner product of any pair of evolving state vectors, φ(t) and ψ(t), is time-independent;
d
dt
〈φ(t), ψ(t)〉η(t) = 0. (5)
Let t0 ∈ R mark the initial time, and U(t, t0) be the associated time-evolution operator, so that
ψ(t) = U(t, t0)ψ(t0), t0, t ∈ R. (6)
We can use this relation to write the Schro¨dinger equation (3) in the form
i
d
dt
U(t, t0) = H(t)U(t, t0). (7)
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In light of (2) and (7), (5) takes the form
H† − ηHη−1 = iη˙ η−1, (8)
where we suppress the time-dependence of H and η for brevity and use an overdot to denote
differentation with respect to t. It is clear from (8) that unless η is time-independent, H does not
satisfy the pseudo-Hermiticity relation (1). This in turns means that it does not act as a Hermitian
operator in the physical Hilbert space Hη(t). Hence, it does not define an observable.
As one can easily see from (8), it is the time-dependence of the metric operator that is responsible
for the apparently undesirable conclusion that the Hamiltonian operator fails to be an observable.
This calls for a deeper investigation of the consequences of the time-dependence of the metric
operator and the corresponding physical Hilbert space. Indeed, the same conceptual problem arises
in more general situations where the state space of a quantum system undergoes temporal changes.
A typical example is a particle constrained to move on a surface (or more generally a Riemannian
manifold) with a dynamical shape (respectively geometry) [33]. This is indeed a simple example
of a physical system with a dynamical background. The study of such systems has served as a
starting point for attempts towards quantization of classical fields defined in curved spacetimes and
the more basic problem of the quantization of gravity. The development of quantum field theories
in nonstationary [34, 35, 36] (in particular cosmological [37]) backgrounds involves dealing with
time-dependent state spaces. Another problem in which time-dependent state spaces and metric
operators play a basic role is in the approach proposed in Ref. [21] for dealing with the Hilbert-space
problem in minisuperspace quantum cosmology.
Because the finite/infinite-dimensionality of the Hilbert space is of no relevance to the difficulty
with unobservability of the Hamiltonian operator for a unitary system with a time-dependent state
space, in what follows we confine our attention to systems with a finite-dimensional Hilbert space.
2 Quantum systems with a time-dependent state space
Consider a quantum system whose kinematical features are described by a time-dependent Hilbert
space Ht with a finite and constant dimension N . Suppose that Ht is obtained by endowing a
complex vector space Vt with an inner product 〈·, ·〉t. The dynamics of state vectors of the system
should be derived from a rule for computing the rate of change of the state vectors in time. In a
period of time, [t, t+ ǫ], a state vector ψ(t) changes to ψ(t+ ǫ). Therefore it is tempting to identify
the rate of change of ψ(t) at t with its time-derivative:
lim
ǫ→0
ψ(t+ ǫ)− ψ(t)
ǫ
.
This is however problematic, because ψ(t) and ψ(t+ ǫ) belong to different vector spaces, namely Vt
and Vt+ǫ, and it is not meaningful to add or subtract vectors belonging to different vector spaces.
What one can do is to find a prescription to associate a unique element of Ht to ψ(t + ǫ), say
ψǫ(t), and quantify the rate of change of ψ(t) with
lim
ǫ→0
ψǫ(t)− ψ(t)
ǫ
. (9)
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The prescription that determines ψǫ(t) is called a connection or parallel transportation, and (9) is
called the covariant time-derivative associated with this connection. The proper mathematical tools
for describing this phenomenon is provided by the theory of vector bundles [38] which is widely used
in the study of gauge theories [39] and geometric phases [40].
If the time-dependence of Ht is induced by changing a finite number of relevant physical pa-
rameters: R1, R2, · · · , Rd, which we collectively denote by R, we can identify the vector space of
state vectors, the inner product that promotes it to a Hilbert space, and the resulting Hilbert
space for each value of R respectively by VR, 〈·, ·〉R, and HR. This allows us to consider different
dynamical changes of the state space of the system by considering different parameterized curves
C : [t1, t2] → M , where M stands for the parameter space of the system whose points are labelled
by R. In general M is a smooth manifold [39] and R provides the coordinates of its points in a local
coordinate patch Oα. We identify the points of M with their local coordinates R unless otherwise
is clear from the context. In particular, we use R(t) to denote the local coordinates of the point
C(t) on a segment of C that lies in Oα. Clearly, Vt = VR(t) and 〈·, ·〉t = 〈·, ·〉R(t).
Next, we consider a smooth complex vector bundle E over the base manifold M and identify
VR with the fiber of E over the point R ∈ M .3 The typical fiber V of E is therefore a complex
N -dimensional vector space which we can identify with CN . Let π : E → M be the projection map
of E , so that VR is the inverse image of {R} under π;
VR = π
−1({R}) = { p ∈ E | π(p) = R }.
By the very definition of a smooth vector bundle, we can cover M using a collection of its local
coordinate patches, Oα, and there are smooth diffeomorphisms4 fα : π−1(Oα) → Oα × V that
map the fibers of the bundle to its typical fiber isomorphically, i.e., for all R ∈ Oα there is a
vector-space isomorphism ϕα,R : VR → V depending smoothly on R such that for each ψR ∈ VR,
fα(ψR) =
(
R,ϕα,R(ψR)
)
. The pairs (Oα, fα) and the functions
gαβ,R := ϕα,R ◦ ϕ−1β,R : V → V, (10)
which are defined for all R ∈ Oα∩Oβ , are respectively called the local trivializations and transition
functions of E . The vector bundle can be viewed as the collection of all Oα×V that are glued along
the intersections of Oα’s according to the following rule: For all α and β, if R ∈ Oα∩Oβ , then each
element (R, v) of Oα × V is identified with (glued to) the element (R, gβα,R(v)) of Oβ × V .
The fact that the fibers VR of E are endowed with an inner product 〈·, ·〉R shows that the vector
bundle E is equipped with a Hermitian metric structure [38]. This in trun implies the existence of a
metric-compatible connection A on E . In order to arrive at a local description of such a connection,
we choose an orthonormal basis {ψn[R]} of HR with a smooth dependence on R. This defines a set
of local sections ψn : Oα → E that provide a local description of the global sections ψ : M → E of
E according to
ψ[R] =
N∑
n=1
Ψn[R]ψn[R]. (11)
3For a friendly introduction to vector bundles, see [40].
4A diffeomorphism is a smooth everywhere-defined one-to-one and onto function (i.e., a smooth bijection) with a
smooth inverse.
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Here R ∈ Oα, and Ψn : Oα → C are smooth functions which we call the components of ψ in the
basis {ψn}.
A connection A on E can be locally described by the following prescription for infinitesimal
parallel transportation of vectors along C: A generic vector belonging to VR(t), which we can express
as ψ[R(t)] =
∑N
n=1Ψn[R(t)]ψn[R(t)], is transported to:
ψ(t+ dt) :=
N∑
m=1
Ψm(t+ dt)ψm[R(t + dt)] ∈ VR(t+dt), (12)
where
Ψm(t+ dt) := Ψm[R(t)]− i
N∑
n=1
d∑
a=1
Aamn[R(t)] dR
a(t)Ψn[R(t)], (13)
and Aamn : Oα → C are smooth functions. The one-forms Amn :=
∑d
a=1Aamn[R]dR
a are the
entries of a matrix-valued one-form A known as a local connection one-form on E . The parallel
transportation of a vector ψ(t0) ∈ VR(t0) along an extended segment of C that lies in Oα is determined
by identifying the components Ψm(t) of the parallel-transported vector ψ(t) by the solution of the
initial-value problem:
i
d
dt
Ψm(t) =
N∑
n=1
d∑
a=1
R˙a(t)Aamn[R(t)]Ψn[R(t)], (14)
Ψm(t0) = Ψm[R(t0)]. (15)
In terms of the column vector Ψ(t) which has Ψm(t) as its entries, (14) takes the form
DtΨ(t) = 0, (16)
where
Dt :=
d
dt
+ i
d∑
a=1
R˙a(t)Aa[R(t)] (17)
is the local representation of the covariant time-derivative defined by the connection A, Aa[R] are
the N ×N matrices with entries Aamn[R], and 0 is the N × 1 null matrix.
We can express the solution of (16) in the form
Ψ(t) = G[R(t)]Ψ(t0) (18)
where
G[R(t)] := T exp
{
−i
∫ t
t0
d∑
a=1
Aa[R(t)]R˙
a(t)dt
}
= P exp
{
−i
∫ R(t)
R(t0)
A[R]
}
, (19)
T is the time-ordering operation, and P is the path-ordering operation associated with the segment
of the curve C that connects R(t0) to R(t). Notice also that setting Aa(t) := Aa[R(t)] and G(t) :=
G[R(t)], we have
i
d
dt
G(t) =
d∑
a=1
R˙a(t)Aa(t)G(t). (20)
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We may view a connection A on E as a rule that assigns to each Oα a local connection one-form
A in such a way that in the intersection of any two local patches, say Oα and Oβ, the rule for parallel
transportation in both of these patches produces the same expression for the parallel-transported
vector ψ(t). This imposes the following transformation rule for the local connection one-forms [39]:
A[R]→ A˜[R] = g−1αβ,RA[R] gαβ,R − ig−1αβ,R dgαβ,R, (21)
where A and A˜ are respectively local connection one-forms associated with the local trivializations
(Oα, fα) and (Oβ , fβ), R ∈ Oα ∩ Oβ , gαβ,R is the matrix representation of the transition function
gαβ,R : C
N → CN in the standard basis of CN , namely {e1, e2, · · · , eN} with
en := ( 0 , 0 , · · · , 0︸ ︷︷ ︸
n−1
, 1 , 0 , 0 , · · · , 0︸ ︷︷ ︸
N−n
),
dgαβ,R :=
∑d
a=1 ∂agαβ,R dR
a, and ∂a stands for partial differentiation with respect to R
a. Note that
gαβ,R is the N×N matrix with entries 〈em|gαβ,R en〉, where 〈·|·〉 denotes the Euclidean inner product
on CN ; for all w = (w1, w2, · · · , wN) ∈ CN and z = (z1, z2, · · · , zN) ∈ CN ,
〈w|z〉 :=
N∑
n=1
w∗nzn. (22)
Next, we determine the local connection one-forms A associated with a connection A that is
compatible with the Hermitian metric structure on E . By definition, these induce parallel trans-
portations that do not change the inner product of the transported vectors along any curve [38]. To
explore the consequences of this condition, consider a pair of arbitrary global sections φ, ψ : M → E .
Let Φn and Ψn be components of φ and ψ in the basis {ψn}. Then for all R ∈ Oα,
〈φ[R], ψ[R]〉R =
N∑
m,n=1
Φm[R]
∗ηmn[R]Ψn[R] = Φ[R]
†η[R]Ψ[R], (23)
where
ηmn[R] := 〈ψm[R], ψn[R]〉R, (24)
† stands for the conjugate-transpose (Hermitian conjugate) of a matrix, and η[R] is the N × N
matrix having ηmn[R] as its entries. The latter is the local matrix representation of the Hermitian
(metric) structure on E in the local basis {ψn}.
We can use (18) and (23) to evaluate the inner product of a parallel transported pair of vectors
φ(t0), ψ(t0) ∈ HR(t0) along the segment of the curve C that lies in Oα. This results in
〈φ(t), ψ(t)〉R(t) = Φ(t)†η[R(t)]Ψ(t) = Φ(t0)†G(t)†η[R(t)]G(t)Ψ(t0). (25)
If the connection A is compatible with the Hermitian (metric) structure on E , 〈φ(t), ψ(t)〉R(t) must
not depend on t. Because this condition should hold for arbitrary choices of φ(t0), ψ(t0) ∈ HR(t0),
it is equivalent to:
d
dt
[G(t)†η[R(t)]G(t)] = 0, (26)
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where 0 stands for the N × N null matrix. With the help of (20) and the fact that (26) holds for
every (smooth) curve C, we can use it to arrive at the following metric-compatibility condition for
the local connection one-forms A:
A† − ηAη−1 = i(dη)η−1. (27)
where dη =
∑d
a=1 ∂aη dR
a.
The following observations give the general form of metric-compatible local connection one-forms
A:
1. We can satisfy (27) by setting A = A0 where
A0 := − i
2
η−1dη. (28)
A0 fulfils the η-pseudo-anti-Hermiticity relation:
A
†
0 = −ηA0η−1, (29)
and the identity:
dA0 + 2iA0 ∧A0 = 0, (30)
where d and ∧ are respectively the exterior derivative and wedge product of matrix-valued
one-forms. Because the local curvature two-form FA of a connection one-form A is given by
[39]:
FA = dA+ iA ∧A, (31)
(30) means that
FA0 = −iA0 ∧A0 =
1
2
dA0.
2. Every local connection one-form satisfying (27) has the form
A = A0 + ω (32)
where ω is a matrix-valued one-form5 fulfiling the η-pseudo-Hermiticity condition:
ω
†
j = η ωjη
−1. (33)
These observations show that every metric-compatible local connection one-form admits a unique
decomposition into the sum of an η-pseudo-Hermitian and an η-pseudo-anti-Hermitian matrix-
valued one-form.
Next, we express (27) in terms of certain associated linear operators acting in the typical fiber
V = CN . To do this, first we choose the local basis sections ψn[R] in such a way that the isomorphism
5Under a coordinate transformation R → R˜, the components of ω transform according to: ωa[R] → ω˜a[R˜] :=∑d
b=1
∂R
b
∂R˜a
ωb[R]
∣∣∣
R=R(R˜)
.
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ϕα,R : VR → CN defining the local trivialization (Oα, fα) maps ψn[R] to the standard basis vectors
en of C
N . In other words, we set
ψn[R] := ϕ
−1
α,R(en). (34)
This implies that for every ψR ∈ VR,
ϕα,R(ψR) = Ψ[R] :=
N∑
n=1
Ψn[R]en = (Ψ1[R],Ψ2[R], · · · ,Ψn[R]) ∈ CN ,
where Ψj[R]’s are the components of ψR in the basis {ψn[R]}. Next, we endow the typical fiber CN
with the Euclidean inner product (22) and label the resulting inner-product space by H . We can
use ϕα,R to associate a linear operator η[R] : H → H to the matrix η[R]. We identify it with the
operator that maps each z := (z1, z2, · · · , zN) ∈ CN to
η[R] z :=
N∑
m,n=1
ηmn[R]znem =
N∑
m,n=1
〈ψm[R], ψn[R]〉R znem =
N∑
m=1
〈ϕ−1α,R(em), ϕ−1α,R(z)〉R em. (35)
In view of (24), η[R] is a positive-definite (metric) operator [3] acting in H . Therefore it defines
the following inner product on the typical fiber CN .
〈·|·〉η[R] := 〈·|η[R]·〉. (36)
Similarly, we use the entries of Aa[R] to introduce the linear operators Aa[R] : H → H given
by
Aa[R] z :=
N∑
m,n=1
Aamn[R]znem. (37)
We can assemble these to define the operator-valued one-form
A =
d∑
a=1
AadR
a, (38)
and use ϕα,R to express the compatibility relation (27) in terms of η and A as
A† − ηAη−1 = idη η−1, (39)
where A† :=
∑d
a=1A
†
adR
a, the superscript † on an operator acting in H stands for is adjoint, and
dη :=
∑d
a=1 ∂aη dR
a. Again the general solution of (39) has the form
A = A0 + ω, (40)
where A0 := −(i/2)η−1dη, which is an η-pseudo-anti-Hermitian operator-valued one-form, i.e., it
fulfills:
A†0 = −η A0η−1, (41)
while ω is an η-pseudo-Hermitian operator-valued one-form, i.e.,
ω† = η ω η−1. (42)
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Note that if Hη[R] is the inner-product space obtained by endowing C
N with the inner product
(36), then the isomorphism ϕα,R viewed as an operator mapping HR onto Hη[R] is unitary. We can
use this operator to express Eq. (16) for the parallel transportation as the Schro¨dinger equation:
i
d
dt
Ψ(t) = HA(t)Ψ(t), (43)
defined by the Hamiltonian operator
HA(t) :=
d∑
a=1
R˙a(t)Aa[R(t)] (44)
in the Hilbert space Hη[R]. In view of (39) and (44),
H†A − ηHAη−1 = iη˙ η−1, (45)
where η˙ :=
∑d
a=1 R˙
a∂aη.
The resemblance of (8) and (45) is to be expected, for both are the result of the conservation
of the inner product of vectors. Yet there is a major difference between H and HA, namely that
the Schro¨dinger equation (43) determined by HA is invariant under reparameterizations of t, i.e.,
it generates a purely geometric evolution that is sensitive only to the local connection one-form A
and the curve C. In particular, it does not depend on the time it takes to traverse the segment of
the curve C lying between R(t0) and R(t).
The geometric evolution generated by HA in Hη[R(t)] corresponds to the parallel transportation
of ψ(t0) in the vector bundle E . This defines a curve in E that is called the horizontal lift of C, [39].
In a sense HA is the generator of the “horizontal evolution” of the states of the system.
Now, consider the case that the state space of our system seizes to be time-dependent. This
corresponds to fixing a single point R0 in M and confining our attention to the fiber VR0 . In this
case, we do not need to use a connection to define the rate of change of the state vectors, because
their dynamics occurs in VR0 . In this sense, the Hamiltonian operator that defines the dynamics of
our system generates “vertical evolution” of the states.
Our observations regarding the horizontal and vertical evolutions lead us to postulate that the
dynamics of a general quantum system with a time-dependent state space involves both horizontal
and vertical evolutions. More specifically, we propose to take the Hamiltonian operator H(t), which
generates the time-evolution of the system through the Schro¨dinger equation (3), in the form
H(t) = HA(t) +HE(t), (46)
where HA(t) is a geometric Hamiltonian, that is determined by a metric-compatible connection via
(44), and HE(t) is an operator that describes the interaction of the system with the forces that
are not related to the time-dependence of its state space. We call the latter: “direct interactions.”
They are responsible for the vertical evolutions and unlike the indirect interactions quantified by
HA(t) survive when the state space of the system becomes time-independent.
An immediate consequence of (8), (45), and (46) is that, unlike H and HA, the operator HE
satisfies the η-pseudo-Hermiticity relation:
H†E = ηHEη
−1. (47)
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This means that as an operator acting in Hη, HE is Hermitian. We therefore identify it with the
energy operator of our system. In view of (46), this implies that to determine the energy of a
quantum system with a time-dependent state space we need both the Hamiltonian of the system
H , which generates its dynamics, and the metric-compatible connection which specifies HA.
According to (40), the geometric Hamiltonian HA has the general form
HA(t) = HA0(t) +Hω(t), (48)
where
HA0(t) := −
i
2
η(t)−1η˙(t), Hω(t) :=
d∑
a=1
R˙a(t)ωa(t), (49)
and ωa(t) := ωa[R(t)]. Substituting (48) in (46) gives the structure of the Hamiltonian of the
system:
H(t) = HE(t) +Hω(t) +HA0(t) = Hph(t) +HA0 , (50)
where Hph(t) denotes the η-pseudo-Hermitian part of H(t), i.e.,
Hph(t) := HE(t) +Hω(t). (51)
The above analysis shows that the Hilbert space-Hamiltonian operator pair (Hη(t), H(t)) pro-
vides a local description of our quantum system in which its state space is time-dependent. Following
the prescription outlined in [5] we can also obtain a local Hermitian representation of our system
by performing a unitary transformation to map Hη(t) onto H .
It is easy to check that ρ(t) :=
√
η(t) : Hη(t) → H is a unitary operator and that it maps the
solutions Ψ(t) of the Schro¨dinger equation (66) onto the solutions of the Schro¨dinger equation
i
d
dt
Φ(t) = h(t)Φ(t), (52)
for the Hamiltonian operator
h(t) := hA(t) + hE(t), (53)
where
hA(t) := ρ(t)HA(t)ρ
−1 + iρ˙(t)ρ(t)−1 = ρ(t)Hω(t)ρ
−1 +
i
2
[ρ˙(t), ρ(t)−1], (54)
hE(t) := ρ(t)HE(t)ρ
−1. (55)
Inserting these equations in (53) and making use of (51), we have
h(t) := ρ(t)Hph(t)ρ
−1 +
i
2
[ρ˙(t), ρ(t)−1]. (56)
Because Hph(t) : H → H is η(t)-pseudo-Hermitian, the first term on the right-hand side of
this relation acts as a Hermitian operator in H . The same holds for the second term, because
ρ(t) : H → H and consequently ρ˙(t) : H → H are Hermitian operators. This proves the
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Hermiticity of h(t) : H → H and the unitarity of the Schro¨dinger time-evolutions it generates in
H .
It is important to notice that the unitary operator ρ(t) : Hη(t) → H does not map the energy
operator HE(t) to h(t). It maps it to the non-geometric part of h(t) that is given by (55). In
general h(t) also includes a geometric part, namely hA(t), that is determined by the metric on E ,
a corresponding compatible connection A, and the segment of the curve C in M that lies in Oα.
Because hE(t) and hA(t) act as Hermitian operators in H , they represent observables of the system.
3 Geometric extension of quantum mechanics
The above description of quantum dynamics is clearly local in the sense that we have confined our
analysis to the segment of the curve C that lies in a single local coordinate patch. To consider more
general situations where C lies in the union of different local coordinate patches, we must use the
transition functions of E to glue together the pieces of the bundle that lie above the intersection of
these patches. This allows for defining the dynamics globally provided that, in addition to a globally
defined connection on E , we have a global prescription for determining the energy observable. As
we explain below, we can achieve this by assigning a Hermitian operator hE [R] : HR → HR to
each R ∈ M . This corresponds to a global section of a real vector bundle over M whose fibers are
the real vector space of Hermitian operators acting in fibers of E . In order to give a more detailed
description of this vector bundle, which we denote by u(E), we need some preparation.
Let us consider an arbitrary pair of intersecting local patches of M , say Oα and Oβ , and the
corresponding local trivialization maps ϕα,R : HR → V and ϕβ,R : HR → V . Using ϕβ,R in place of
ϕα,R in (35), we obtain a positive-definite operator η˜[R] : H → H satisfying
η˜[R] z :=
N∑
m=1
〈ϕ−1β,R(em), ϕ−1β,R(z)〉R em. (57)
This operator determines an inner product on V , namely 〈·, ·〉η˜[R] := 〈·|η˜[R]·〉. Endowing V with
this inner product gives an inner-product space that we label by Hη˜[R]. For R ∈ Oα ∩ Oβ, we can
express η˜[R] in terms of η[R] and the transition function gαβ,R. To achieve this, first we use (57)
and the unitarity of ϕα,R : HR → Hη[R] to show that
〈em| η˜[R] en〉 = 〈ϕ−1β,R em , ϕ−1β,R en 〉R = 〈ϕα,R ϕ−1β,R em , ϕα,R ϕ−1β,R en 〉η[R]
= 〈gαβ,R em, gαβ,R en 〉η[R] = 〈gαβ,R em| η[R] gαβ,R en 〉
= 〈 em | g†αβ,R η[R] gαβ,R en 〉.
Accordingly, the matrix representation of η˜[R], gαβ,R, and η[R] in the basis {en}, which we respec-
tively label by η˜[R], gαβ,R, and η[R], fulfil
η˜[R] = g†αβ,R η[R] gαβ,R. (58)
This implies that η˜[R] = g†αβ,R η[R] gαβ,R, where g
†
αβ,R denotes the adjoint of the operator gαβ,R
viewed as mapping H to H , i.e., g†αβ,R : H → H is the linear operator satisfying 〈w|g†αβ,R z〉 =
〈gαβ,R w|z〉 for all w, z ∈ H .6
6Notice that the definition of the adjoint of an operator depends on the inner product on its domain and range.
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Similarly to ϕα,R : HR → Hη[R], the isomorphism ϕβ,R : HR → Hη˜[R] is a unitary operator. This
in turn implies that the transition function gαβ,R = ϕα,R ϕ
−1
β,R viewed as mapping Hη˜[R] onto Hη[R]
is a unitary operator. Moreover, the positive square root of η[R] and η˜[R], that we denote by ρ[R]
and ρ˜[R], define unitary operators mapping Hη[R] to H and Hη˜[R] to H , respectively. Because
gαβ,R : Hη˜[R] → Hη[R], ρ[R] :=
√
η[R] : Hη[R] → H , ρ˜[R] :=
√
η˜[R] : Hη˜[R] → H ,
are unitary operators, so is the operator Gαβ,R : H → H defined by
Gαβ,R := ρ[R] gαβ,R ρ˜[R]−1. (59)
We define u(E) as the real vector bundle over M whose fiber over R ∈ M is the real vector
space u(HR) of Hermitian operators acting in HR. The typical fiber of u(E), which we denote by
u(H ), is the N2-dimensional real vector space of Hermitian operators acting in H .7 The transition
functions of u(E) are isomorphisms gαβ,R : u(H )→ u(H ) defined by
gαβ,R(H) := Gαβ,RHG−1αβ,R, (60)
where Gαβ,R : H → H is given by (59), and H is an arbitrary element of u(H ). Note that because
Gαβ,R : H → H is a unitary operator, (60) defines a linear operator mapping u(H ) onto u(H ).
It is also easy to see that this operator is a vector space isomorphism.
The above constructions suggest an extension of quantum mechanics in which the role of the
Hilbert space and the Hamiltonian operator is respectively played by the Hermitian vector bundle
E , which is endowed with a metric-compatible connection A, and a global section of the real vector
bundle u(E). In the following we outline its basic postulates.
1. A quantum system S is described by a triplet (E , C, hE), where E is a Hermitian vector bundle
E endowed with a metric-compatible connection A, C : [t1, t2] → M is a smooth curve in the
base manifold M of E , [t1, t2] is the time interval during which we wish to describe the system,
and hE : M → u(E) is a global section of the real vector bundle u(E). As we have explained
above, the latter is uniquely determined by E .
2. E determines the kinematic properties of the system. Let t⋆ ∈ [t1, t2] be an arbitrary instant
of time. Then the pure states of the quantum system at time t⋆ are rays (one-dimensional
subspaces) of the Hilbert space HR⋆ := HC(t⋆), i.e., the fiber of E over R⋆ := C(t⋆) ∈ M . The
observables of the system are the global sections of u(E). To describe the measurement of an
observable O : M → u(E) at time t⋆ in a pure state given by some ψ⋆ ∈ HR⋆ , one evaluates O
at R⋆ and obtains a Hermitian operator OR⋆ := O[R⋆] acting in HR⋆ . One then makes use of
von Neumann’s projection axiom to predict the outcome of the measurement, i.e., compute
the probability of obtaining its possible values, which are the eigenvalues of OR⋆ , as well as
their average (expectation value of the observable) and standard deviation (uncertainty in
measuring the observable).8
7As a real vector space, this is isomorphic to the Lie algebra u(n).
8Extending the algebraic definition of a mixed state in standard quantum mechanics [41], we identify the mixed
states with the global sections Ω : M → u(H)∗ of the dual vector bundle [42] to u(H) such that for every R ∈ M
and O ∈ u(HR) the linear functional ΩR := Ω[R] : u(HR) → R satisfies ΩR(IR) = 1 and ΩR(O2) ≥ 0, where IR is
the identity operator acting in HR. The expectation value of an observable O in a mixed state Ω at time t⋆ is given
by ΩR⋆(OR⋆).
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3. The dynamics of the system is described by a lift ψ : [t1, t2]→ E of the curve C : [t1, t2]→ M
to E that is determined by the covariant Schro¨dinger equation:
i~Dtψ(t) = hE [C(t)]ψ(t). (61)
Here the term ‘lift’ means that ψ(t) ∈ HC(t), andDt is the covariant time-derivative determined
by the connection A.
For time intervals where C(t) lies within a single local coordinate patch Oα, we can choose the
basis consisting of the local sections ψn : Oα → E and express ψ(t) in terms of its components Ψn(t)
in this basis according to
ψ(t) =
N∑
n=1
Ψn(t)ψn[R(t)], (62)
where we identify C(t) with its coordinates R(t) in Oα. Substituting (62) in (61), we find
iDtΨ(t) = HE[R(t)]Ψ(t), (63)
where Dt is defined in (17) and HE[R] is the N ×N matrix with entries
HE [R]mn := 〈ψm[R], hE[R]ψn[R]〉R. (64)
Let us consider the linear operator HE[R] : H → H that is defined by
HE[R] := ϕα,R hE [R] ϕ
−1
α,R. (65)
It is not difficult to show that for all z =
∑N
n=1 znen ∈ CN , HE [R]z =
∑N
m,n=1HE [R]mnznem.
We can view HE(t) as a linear operator acting in Hη(t) := Hη[R(t)]. Because ϕα,R : HR → Hη[R]
and hE [R] : HR → HR are respectively unitary and Hermitian operators, Eq. (65) implies that
HE(t) : Hη(t) → Hη(t) is a Hermitian operator.
Next, we recall that the connection A on E determines a local connection one-form A in the
patch Oα. Using the entries of A in (37), we find the operators Aa[R]. Substituting these in (44),
we obtain HA(t) which acts in Hη(t) := Hη[R(t)] as a Hermitian operator. We can use the argument
establishing the equivalence of (16) and (43) to express (63) in the form
i
d
dt
Ψ(t) = H(t)Ψ(t), (66)
where H(t) := HA(t) +HE(t), HE(t) := HE [R(t)], and HE[R] is given by (65).
As we discussed in Sec. 2, HA(t) and HE(t) respectively give the geometric part of the Hamil-
tonian and the energy operator of the system at time t in the local patch Oα. Our analysis shows
that these are respectively determined by the connection A on E and the global section hE of u(E).
Given A and hE we can describe our quantum system using the Hilbert space-Hamiltonian operator
pair (Hη(t), H(t)). This is a local description that is valid only for the segment of the curve C that
lines in the coordinate patch Oα. We can also obtain an equivalent local description using the
Hilbert space H and the Hermitian operator h(t) : H → H given by (53). This is the standard
textbook description of a quantum system. Note however that similarly to the description provided
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by (Hη(t), H(t)), it applies locally, i.e., it involves the use of a single local trivialization of E . If the
curve C(t) lies in the union of two or more patches, we must obtain the analog of the Hermitian
Hamiltonian h(t) in all of these patches and try to relate them in their intersection. This requires
the knowledge of the transformation rule for the operators H(t) and h(t) under changes of local
trivializations.9
Consider a pair of intersecting local patches and the corresponding local trivializations, (Oα, fα)
and (Oβ , fβ). For each R ∈ Oα ∩ Oβ and ψR ∈ HR, we have Ψ := ϕα,R(ψR) ∈ H . This is the
representation of ψR in the local trivialization (Oα, fα). Similarly, we have Ψ˜ := ϕβ,R(ψR) ∈ H as
the representation of ψR in the local trivialization (Oβ, fβ). It is easy to show that
Ψ˜ = gβα,RΨ = g
−1
αβ,RΨ. (67)
Let us recall that the transition function gαβ,R viewed as mapping Hη˜[R] onto Hη[R] is a unitary
operator. This shows that if we identify Ψ and Ψ˜ respectively with elements of Hη[R] and Hη˜[R],
the transformation of local representation of the state vector ψ[R], namely Ψ→ Ψ˜, corresponds to
a unitary transformation.
In view of (21), we can express the operator-valued one-form A˜[R] associated with the local
connection one-form A˜ as
A˜[R] = g−1αβ,R A[R] gαβ,R − ig−1αβ,R dgαβ,R, (68)
where dgαβ,R :=
∑d
a=1 ∂agαβ,RdR
a. Eq. (68) implies that the operator defined by H˜A˜(t) := R˙
j(t)A˜j[R(t)],
which is the analog of HA(t) for the local trivialization (Oβ, fβ), satisfies
H˜A˜(t) = g
−1
αβ,R(t) HA(t) gαβ,R(t) − ig−1αβ,R(t) g˙αβ,R(t), (69)
where g˙αβ,R(t) :=
∑d
a=1 R˙
a(t)∂agαβ,R
∣∣
R=R(t)
.
In the local trivialization (Oβ, fβ) the energy observable is represented by an operator H˜E(t) :
Hη˜(t) → Hη˜(t) that we can determine using ϕβ,R in place of ϕα,R in (65). This gives
H˜E(t) = ϕβ,R hE [R] ϕ
−1
β,R = g
−1
αβ,R(t) HE(t) gαβ,R(t). (70)
Equations (69) and (70) show that the operator defined by
H˜(t) := H˜A˜(t) + H˜E(t) (71)
fulfills
H˜(t) = g−1αβ,R(t) H(t) gαβ,R(t) − ig−1αβ,R(t) g˙αβ,R(t). (72)
Now, consider the local representation of the evolving state vector provided by the local trivial-
ization (Oβ , fβ), i.e., Ψ˜(t) = g−1αβ,R(t)Ψ(t). Equation (72) ensures that
i
d
dt
Ψ˜(t) = H˜(t)Ψ˜(t) (73)
9Alternatively, one might be able to use a different covering of M by coordinate patches and a corresponding set
of local trivializations of E such that the curve C is contained in a single coordinate patch.
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if and only if Ψ(t) is a solution of (66). This demonstrates the consistency of the formulation of the
dynamics using the covariant Schro¨dinger equation (61). In particular, in each local patch we have
a representation of the quantum system that is given by (Hη(t), H(t)) and when C(t) belongs to the
intersection of two or more local patches we can represent the system by the local representation
associated with any of them in a consistent manner.
Next, consider a curve C such that C(t) ∈ Oα ∪ Oβ, C(t1) ∈ Oα \ Oβ, and C(t2) ∈ Oβ \ Oα.
Suppose that at t = t1 the system is in a state that is locally represented by Ψ1 ∈ Hη(t1). To
determine the evolution of the system we proceed as follows.
i) Start from the representation (Hη(t), H(t)), solve the Schro¨dinger equation (66) together
with the initial condition Ψ(t1) = Ψ1 to obtain Ψ(τ) for some τ such that C(τ) ∈ Oα ∩Oβ .
ii) Switch to the representation (Hη˜(t), H˜(t)) at t = τ , take Ψ˜(τ) := g
−1
αβ,R(τ)Ψ(τ) as the initial
condition for (73), and solve this equation for t > τ to determine Ψ˜(t2).
Let us examine the description of the evolution using the Hermitian representations (H , h(t)) and
(H , h˜(t)) associated with the (Hη(t), H(t)) and (Hη˜(t), H˜(t)).
The operators h(t) : H → H and h˜ : H → H are respectively given by
h(t) = ρ(t)H(t)ρ(t)−1 + iρ˙(t)ρ(t)−1, (74)
h˜(t) = ρ˜(t)H˜(t)ρ˜(t)−1 + i ˙˜ρ(t)ρ˜(t)−1. (75)
Substituting (72) in (75) and making use of (59) and (74), we obtain
h˜(t) = G−1αβ,R(t)h(t)Gαβ,R(t) − iG−1αβ,R(t)G˙αβ,R(t). (76)
In view of (53), we can write h˜(t) = h˜A(t) + h˜E(t), where
h˜A(t) = G−1αβ,R(t)hA(t)Gαβ,R(t) − iG−1αβ,R(t)G˙αβ,R(t) (77)
and
h˜E(t) = G−1αβ,R(t)hE(t)Gαβ,R(t) = g−1αβ,R(t)(hE(t)) (78)
are respectively the geometric part of h˜(t) and the energy operator in the representation (H , h˜(t)),
and gαβ,R(t) is the transition function (60) of the bundle u(E).
The description of dynamics of the system using its Hermitian local representations (H , h(t))
and (H , h˜(t)) involves the following analog of the steps (i) and (ii).
i′) Start from the representation (H , h(t)), solve the Schro¨dinger equation (52) together with
the initial condition Φ(t1) = Φ1 := ρ(t1)Ψ1 to obtain Φ(τ) for some τ such that C(τ) ∈ Oα∩Oβ.
ii′) Switch to the representation (H , h˜(t)) at t = τ using (76), take Φ˜(τ) := G−1αβ,R(τ)Φ(τ) as
the initial condition for the Schro¨dinger equation i ˙˜Φ(t) = h˜(t)Φ˜(t), and solve this equation
for t > τ to determine Φ˜(t2). This is necessarily equal to ρ˜(t)Ψ˜(t2).
16
By construction, the choice of τ does not change the outcome of this calculation. Notice however
that for every generic choice of τ , the evolution of the state vector Φ1 to Φ2 := Φ˜(t2) defines a curve
in H that has a discontinuity at t = τ , while the curve C(t) is continuous.
An important aspect of the description of the quantum system using the local Hermitian rep-
resentations (H , h(t)) and (H , h˜(t)) is that if an observable of the system is quantified by the
Hermitian operators o[R] : H → H and o˜[R] : H → H in the representations (H , h(t)) and
(H , h˜(t)), then for each R ∈ Oα ∩Oβ , o[R] and o˜[R] are related via
o˜(t) = g−1αβ,R(o[R]) = G−1αβ,R o[R]Gαβ,R. (79)
This means that although all the local Hermitian representations make use of the same Hilbert
space H , the Hermitian operator representing an observable of the system in a local Hermitian
representation depends on the choice of this representation.
4 Implementation for two-level systems
In the geometric framework we have outlined above, a two-level quantum system is determined by a
Hermitian vector bundle E with typical fiber V = C2, a metric-compatible connection A on E , and
a global section hE of the real vector bundle u(E). In this section we construct these mathematical
structures and examine the dynamics of the system using its local Hermitian representations.
4.1 Construction of E
Because V = C2, for each R ∈M we can represent the metric operator η[R] : H → H by its matrix
representation η[R] in the standard basis {e1, e2}. This is an R-dependent 2 × 2 positive-definite
matrix. We can express it in the form
η[R] = U[R]ηd[R]U[R]
†, (80)
where U[R] and ηd[R] are respectively unitary and diagonal 2 × 2 matrices. The latter has the
general form
ηd[R] =
[
ξ2 0
0 ζ2
]
= χ+I+ χ−σ3, (81)
where ξ and ζ are positive real numbers that in general depend on R, I is the 2× 2 identity matrix,
σ1 :=
[
0 1
1 0
]
, σ2 :=
[
0 −i
i 0
]
, σ3 :=
[
1 0
0 −1
]
,
are Pauli matrices, and
χ± :=
1
2
(ξ2 ± ζ2). (82)
The unitary matrix U[R] is not unique. Following [40], we identify it with
U(ϑ, ϕ) := e−iϕσ3/2e−iϑσ2/2eiϕσ3/2 =
[
cos(ϑ/2) −e−iϕ sin(ϑ/2)
eiϕ sin(ϑ/2) cos(ϑ/2)
]
, (83)
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where ϑ and ϕ are respectively polar and azimuthal angles in the spherical coordinates, i.e., we set
U[R] := U(ϑ, ϕ). (84)
In view of (83), this implies
U[R]† = U(−ϑ, ϕ). (85)
Next, we introduce
sj(ϑ, ϕ) := U(ϑ, ϕ)σj U(−ϑ, ϕ) = U[R]σjU[R]†, (86)
and use (83) – (85) and the identity:
e−iθσi/2σj e
iθσi/2 =


σj for i = j,
cos θσj + sin θ
3∑
k=1
ǫijk σk, for i 6= j, (87)
to show that
s1(ϑ, ϕ) = (sin
2 ϕ+ cosϑ cos2 ϕ)σ1 − sinϕ cosϕ(1− cos ϑ)σ2 − sin ϑ cosϕσ3, (88)
s2(ϑ, ϕ) = − sinϕ cosϕ(1− cosϑ)σ1 + (cos2 ϕ+ cosϑ sin2 ϕ)σ2 − sinϑ sinϕσ3, (89)
s3(ϑ, ϕ) = sin ϑ cosϕσ1 + sinϑ sinϕσ2 + cosϑσ3 = xˆ · ~σ, (90)
where δij and ǫijk are respectively the kronecker delta and Levi Civita epsilon symbols,
xˆ := (x1, x2, x2), ~σ := (σ1,σ2,σ3). (91)
x1 := sinϑ cosϕ, x2 := sinϑ sinϕ, x3 := cosϑ, (92)
and xˆ · ~σ :=∑3j=1 xjσj .
According to (86) and (90),
U[R]σ3U[R]
† = xˆ · ~σ. (93)
Substituting (81) and (93) in (80) and simplifying the result give
η[R] = χ+I+ χ− xˆ · ~σ. (94)
This equation identifies the unit sphere, S2 :=
{
xˆ ∈ R3 ∣∣ |xˆ| = 1}, as a natural choice for the base
manifold of the vector bundle E . U(ϑ, ϕ) is single-valued at every point of S2 except the south pole
S (where ϑ = π). This is actually related to the fact that we need at least two local coordinate
patches to cover S2. For definiteness we identify these with
O+ := {(ϕ, ϑ) | ϕ ∈ [0, 2π), ϑ ∈ [0, ϑ+) } ( S2 \ {S},
O− := {(ϕ, ϑ) | ϕ ∈ [0, 2π), ϑ ∈ (ϑ−, π] } ( S2 \ {N},
where ϑ± are a pair of angles such that 0 < ϑ− < ϑ+ < π, and N denotes the north pole of S
2. See
Fig. 1
O
+
Ç O
-
O
+
O
-
Figure 1: Covering of S2 by a pair of local coordinate patches O±.
Clearly we can take R = (ϑ, ϕ). In particular, the parameters ξ and ζ are functions of ϑ and ϕ.
They may be defined for ϑ ≥ ϑ+, but need not take a positive value for ϑ ≥ ϑ+. A typical example
is: ξ := 1 and ζ := 1− cos ϑ/ cosϑ+.
For R ∈ O−, we identify the metric operator η˜[R] : H → H with the one whose matrix
representation in the basis {e1, e2} takes the form
η˜[R] = U˜[R] η˜d[R]U˜[R]
† = χ˜+I+ χ˜− ˆ˜x · ~σ, (95)
where
U˜[R] := U(π − ϑ, ϕ) = e−iϕσ3/2e−i(π−ϑ)σ2/2eiϕσ3/2, (96)
η˜d[R] =
[
ξ˜2 0
0 ζ˜2
]
= χ˜+I+ χ˜−σ3, (97)
χ˜± :=
ξ˜2 ± ζ˜2
2
, ˆ˜x := (x1, x2,−x3), (98)
where ξ˜ and ζ˜ are possibly ϑ- and ϕ-dependent positive real numbers, and we have made use of
(87).
For R ∈ O− ∩ O+, we can relate η˜[R] to η[R] using (58), if we set
gαβ,R = g+−,R := U[R] gd[R] U˜[R]
†, (99)
gd[R] :=
[
ξ˜/ξ 0
0 ζ˜/ζ
]
= γ+I+ γ−σ3, (100)
γ± :=
1
2
(
ξ˜
ξ
± ζ˜
ζ
)
. (101)
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To obtain a more explicit expression for g+−,R, we substitute (84) and (96) in (99) and make use of
the identities (87) and
eiθσi = cos θ I+ i sin θσj , σiσj = δijI+ i
3∑
k=1
ǫijkσk. (102)
This yields:
g+−,R = (γ+I+ γ−xˆ · ~σ)σ3(xˆ′ · ~σ) (103)
= γ+ sinϑ I+ (γ− cosϕ− iγ+ cosϑ sinϕ)σ1 + (γ− sinϕ+ iγ+ cosϑ cosϕ)σ2,
=
[
γ+ sin ϑ e
−iϕ(γ− + γ+ cosϑ)
eiϕ(γ− − γ+ cosϑ) γ+ sin ϑ
]
, (104)
where xˆ′ is the unit vector obtained from xˆ by changing ϑ to π
2
− ϑ, i.e.,
xˆ′ = (cosϑ cosϕ, cosϑ sinϕ, sinϑ).
Equations (94), (95), and (104) give the matrix representation of the metric operators η[R] and
η˜[R], and the transition function g+−,R in the basis {e1, e2}. We can use these to determine the
Hermitian vector bundle E provided that we specify the ϑ- and ϕ-dependence of ξ, ζ, ξ˜, and ζ˜.
4.2 Construction of A
In order to determine a metric-compatible connection A on E , we need to give the expression for the
local connection one-forms A and A˜ that define parallel transportation in O+ and O−, respectively.
According to (32), A = A0+ω, where A0 := −iη−1dη/2 and ω is an η-pseudo-Hermitian one-form,
i.e., its components satisfy (33). Similarly, we have A˜ = A˜0 + ω˜, A˜0 := −iη˜−1dη˜/2, and ω˜ is a
η˜-pseudo-Hermitian one-form.
To determine A0, we substitute (94) in (28) and make use of (82) and (102) to write the result
in the form
A0[R] = − i
2
{(
dξ
ξ
+
dζ
ζ
)
I+
([
dξ
ξ
− dζ
ζ
]
xˆ+
[
ξ4 − ζ4
4ξ2ζ2
]
dxˆ− i
[
(ξ2 − ζ2)2
4ξ2ζ2
]
xˆ× dxˆ
)
· σ
}
, (105)
where R ∈ O+ and × stands for the cross product. It is easy to show that
dxˆ =
(
cosϑ cosϕ , cos ϑ sinϕ , − sinϑ ) dϑ+ (− sinϕ , cosϕ , 0 ) sin ϑ dϕ, (106)
xˆ× dxˆ = (− sinϕ , cosϕ , 0) dϑ− 12( sin(2ϑ) cosϕ , sin(2ϑ) sinϕ , −1 + cos(2ϑ)) dϕ. (107)
These are manifestly single-valued for 0 < θ < π. In Appendix A, we show that their apparent
multi-valuedness at θ = 0 is due to the multi-valuedness of the coordinates (ϑ, ϕ) at the north pole
N , and that (106) and (107) actually define dxˆ and xˆ × dxˆ as well-defined functions in S2 \ {S}.
Let us also note that according to (91), (106), and (107),
xˆ · σ = sinϑ s1(ϕ) + cosϑσ3, (108)
dxˆ · σ = [cosϑ s1(ϕ)− sin ϑσ3]dϑ+ s2(ϕ) sinϑ dϕ, (109)
(xˆ× dxˆ) · σ = s2(ϕ)dϑ− [cosϑ s1(ϕ)− sinϑσ3] sin ϑ dϕ, (110)
20
where
s1(ϕ) := cosϕσ1 + sinϕσ2, s2(ϕ) := − sinϕσ1 + cosϕσ2. (111)
The calculation of A˜0 is similar. It is given by the right-hand side of (105) with R ∈ O− and ξ,
ζ , and xˆ respectively replaced with ξ˜, ζ˜, and ˆ˜x, i.e.,
A˜0[R] = − i
2
{(
dξ˜
ξ˜
+
dζ˜
ζ˜
)
I+
([
dξ˜
ξ˜
− dζ˜
ζ˜
]
ˆ˜x+
[
ξ˜4 − ζ˜4
4ξ˜2ζ˜2
]
dˆ˜x− i
[
(ξ˜2 − ζ˜2)2
4ξ˜2ζ˜2
]
ˆ˜x× dˆ˜x
)
· σ
}
. (112)
Next, we recall that in O− ∩ O+, A˜, A, and g+−,R fulfil (21). Expressing A and A˜ in terms of
ω and ω˜ in this equation and making use of A0 := −iη−1dη/2 and A˜0 := −iη˜−1dη˜/2, we find
ω˜ = g−1
{
ω − i
2
[
dg g−1 − η−1(dg g−1)†η]} g, (113)
where g abbreviates g+−,R.
To explore the consequences of (113), we first note that every η-pseudo-Hermitian matrix M
admits a decomposition of the form ρ−1MH ρ, where ρ :=
√
η is the positive square root of η, and
MH is a Hermitian matrix [5]. This implies the existence of Hermitian matrix-valued one-forms ωH
and ω˜H satisfying
ω = ρ−1ωH ρ, ω˜ = ρ˜
−1ω˜H ρ˜, (114)
where ρ˜ :=
√
η˜. Multiplying both sides of (113) by ρ˜ from the left and ρ˜−1 from the right, we find
ω˜H = G
−1 (ωH + Γ)G, (115)
where G denotes the matrix representation of the transition function G+−,R of the bundle u(E) in
the basis {e1, e2}, i.e.,
G := ρ g ρ˜−1, (116)
and
Γ := − i
2
[
ρ dg g−1ρ−1 − (ρ dg g−1ρ−1)†] . (117)
Notice that G and Γ are respectively a unitary matrix-valued function and a Hermitian matrix-
valued one-form defined in O+ ∩ O−.
To determine the ϑ- and ϕ-dependence of G, we need to compute ρ and ρ˜. We do this using
the method we employed for calculating η. The outcome is:
ρ[R] = U[R] ρd[R]U[R]
† = ̺+I+ ̺− xˆ · ~σ, R ∈ O+, (118)
ρ˜[R] = U˜[R] ρ˜d[R] U˜[R]
† = ˜̺+I+ ˜̺− ˆ˜x · ~σ, R ∈ O−, (119)
where
ρd[R] :=
[
ξ 0
0 ζ
]
, ̺± :=
ξ ± ζ
2
, ρ˜d[R] :=
[
ξ˜ 0
0 ζ˜
]
, ˜̺± :=
ξ˜ ± ζ˜
2
. (120)
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Substituting (99), (118), and (119) in (116), we have
G = U[R] U˜[R]†. (121)
Comparing this equation with (99), we see that G is given by the right-hand side of (104) provided
that we replace γ+ and γ− with 1 and 0, respectively. In particular,
G = σ3(xˆ
′ · ~σ) =
[
sinϑ e−iϕ cosϑ
−eiϕ cosϑ sinϑ
]
. (122)
Observe that unlike g, G does not involve ξ, ζ , ξ˜, and ζ˜, and that it is single-valued in S2 \ {N, S}.
Next, we use (101), (104), and (117) – (120) to compute Γ. This yields
Γ = X Γ+(ϑ, ϕ) + X˜ Γ−(ϑ, ϕ) + Γ0(ϑ, ϕ), (123)
where
X := ξ
2 + ζ2
4ξζ
, X˜ := ξ˜
2 + ζ˜2
4ξ˜ζ˜
, (124)
Γ+(ϑ, ϕ) := −s2(ϕ) dϑ+ [cos ϑ s1(ϕ)− sinϑσ3] sinϑ dϕ, (125)
Γ−(ϑ, ϕ) := −s2(ϕ) dϑ− [cosϑ s1(ϕ)− sin ϑσ3] sinϑ dϕ, (126)
Γ0(ϑ, ϕ) := [− sin ϑ s1(ϕ) + cosϑσ3] cosϑ dϕ, (127)
and sℓ are given by (111). As we explain in Appendix A, sinϕdϑ and cosϕdϑ are single-valued at
the poles of S2 and hence in S2. Therefore, the same holds for s2 dϑ and consequently Γ± and Γ0.
Eqs. (115) and (123) together with the fact that ωH and ω˜H are respectively defined in O+ and
O− suggest expressing ωH in the form
ωH = α(ϑ, ϕ)− X Γ+(ϑ, ϕ)− Γ0(ϑ, ϕ), (128)
where α(ϑ, ϕ) is a Hermitian matrix-valued one-form defined in S2. By virtue of (115) and (123),
this equation allows us to write
ω˜H = α˜(ϑ, ϕ) + X˜ Γ˜−(ϑ, ϕ), (129)
where
α˜ := G−1αG, Γ˜− := G
−1Γ− G. (130)
In Appendix B we establish the following remarkable identity
Γ˜−(ϑ, ϕ) = −Γ+(π − ϑ, ϕ). (131)
Using this in (129) we find
ω˜H = α˜(ϑ, ϕ)− X˜ Γ+(π − ϑ, ϕ). (132)
Because Γ0, Γ+, and α are single-valued in S
2, (128) and (132) identify ωH and ω˜H as well-
defined Hermitian matrix-valued one-forms in O+ and O−, respectively. Substituting these in (114),
we obtain valid expressions for ω and ω˜ which together with A0 and A˜0 of Eqs. (105) and (112)
yield the local connection one-forms A and A˜ via
A = A0 + ω, A˜ = A˜0 + ω˜. (133)
22
4.3 Dynamics of the system
In order to formulate the dynamics of the system we use its local Hermitian representations (H , h)
and (H , h˜) which are respectively valid in the local coordinate patches O+ and O−. Following the
standard practice, we identify linear operators acting in H with their matrix representation in the
basis {e1, e2}. Then in view of (51) and (56), we can write the matrix representation of h(t) and
h˜(t) in the form
h(t) = hE(t) + hω(t) + hρ(t), (134)
h˜(t) = h˜E(t) + h˜ω˜(t) + h˜ρ˜(t), (135)
where hE(t) = hE [R(t)] and h˜E(t) = h˜E [R(t)] respectively represent the energy observables in O+
and O−,
hω(t) := R˙
a(t)ωHa[R(t)], h˜ω˜(t) := R˙
a(t)ω˜Ha[R(t)], (136)
ωHa and ω˜Ha respectively stand for the components of the Hermitian matrix-valued one-forms ωH
and ω˜H ,
hρ(t) :=
i
2
[
ρ˙(t),ρ(t)−1
]
= R˙a(t)θa[R(t)], (137)
h˜ρ˜(t) :=
i
2
[
˙˜ρ(t), ρ˜(t)−1
]
= R˙a(t)θ˜a[R(t)], (138)
and θa and θ˜a are the components of the Hermitian matrix-valued one-forms:
θ :=
i
2
[
dρ,ρ−1
]
, θ˜ :=
i
2
[
dρ˜, ρ˜−1
]
. (139)
A choice for hE[R] and h˜E [R] that fulfills
h˜E [R] = G
−1hE [R]G (140)
for all R ∈ O− ∩ O+ is equivalent to a choice of a global section hE of the real vector bundle u(E)
that specifies the energy observable for the system.
Without loss of generality, we can take
hE [R] :=
ε
2
yˆ · ~σ, (141)
where ε is a possibly R-dependent real parameter, and yˆ = (y1, y2, y3) ∈ R3 is a unit vector whose
components yj are smooth functions of R ∈ O+. In other words, ε and yˆ are respectively smooth
functions mapping O+ to R and S2. In view of (140) and (141),
h˜E [R] =
ε
2
yˆ · ~˜σ, (142)
where ~˜σ = (σ˜1, σ˜2, σ˜3) and σ˜j := G
−1σj G. Substituting (122) in the latter relation, we have
σ˜1 = (sin
2 ϑ− cos2 ϑ cos 2ϕ)σ1 − cos2 ϑ sin 2ϕσ2 − sin 2ϑ cosϕσ3, (143)
σ˜2 = − cos2 ϑ sin 2ϕσ1 + (sin2 ϑ+ cos2 ϑ cos 2ϕ)σ2 − sin 2ϑ sinϕσ3, (144)
σ˜3 = sin 2ϑ(cosϕσ1 + sinϕσ2)− cos 2ϑσ3 = sin 2ϑ s1(ϕ)− cos 2ϑσ3. (145)
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Equation (142) gives h˜E [R] in O+ ∩ O−. To determine h˜E [R] in O− \ O+ we need to extend the
definition of ε and yˆ to S2 in a smooth manner. We also note that the right-hand sides of (143) and
(144) are not single-valued at the poles of S2 where ϑ ∈ {0, π}. In particular, Eqs. (142) – (145)
determine h˜E [R] in O− provided that we choose a particular value for σ˜1 and σ˜2 at the south pole.
Next, we examine hω(t) and h˜ω˜(t). According to (136), they are determined by the ωH and ω˜H
of Eqs. (128) and (132). These involve the Hermitian matrix-valued one-forms α and α˜. It is not
difficult to perform a gauge transformation that discards the trace of α. This means that, without
loss of generality, we can express α in the form
α = ~α · ~σ = (~αϑ dϑ+ ~αϕ dϕ) · ~σ, (146)
where ~α := (α1, α2, α3), αj are one-forms defined in S
2 and having components αjϑ and αjϕ,
~αϑ := (α1ϑ, α2ϑ, α3ϑ), and ~αϕ := (α1ϕ, α2ϕ, α3ϕ). In view of (130) and (146),
α˜ = ~α · ~˜σ = (~αϑ dϑ+ ~αϕ dϕ) · ~˜σ. (147)
Substituting (128) and (132) in (136) and making use of (124),(125), (146), and (147), we have
hω(t) =
ξ2 + ζ2
4ξζ
{
s2(ϕ)ϑ˙−
[
cosϑ s1(ϕ)− sinϑσ3
]
sinϑ ϕ˙
}
+[
sin ϑ s1(ϕ)− cosϑσ3
]
cosϑ ϕ˙+
(
~αϑ ϑ˙+ ~αϕ ϕ˙
)
· ~σ, (148)
h˜ω˜(t) =
ξ˜2 + ζ˜2
4ξ˜ζ˜
{
−s2(ϕ)ϑ˙+
[
cos ϑ s1(ϕ) + sin ϑσ3
]
sin ϑ ϕ˙
}
+
(
~αϑ ϑ˙+ ~αϕ ϕ˙
)
· ~˜σ. (149)
In Appendix C, we outline a derivation of hρ and h˜ρ˜ which yields
hρ(t) =
(ξ − ζ)2
4ξζ
{
− s2(ϕ) ϑ˙+
[
cosϑ s1(ϕ)− sin ϑσ3
]
sin ϑ ϕ˙
}
. (150)
h˜ρ˜(t) =
(ξ˜ − ζ˜)2
4ξ˜ζ˜
{
s2(ϕ) ϑ˙−
[
cosϑ s1(ϕ) + sin ϑσ3
]
sin ϑ ϕ˙
}
. (151)
According to Eqs. (134), (135), (141), (142), (148), (149), (150), and (151), the dynamics of
our quantum system is determined by the following Hermitian matrix Hamiltonians in O+ and O−,
respectively.
h(t) =
(ε
2
yˆ + ~αϑ ϑ˙+ ~αϕ ϕ˙
)
· ~σ + 1
2
{
s2(ϕ) ϑ˙+
[− cosϑ s1(ϕ) + sinϑσ3] sinϑ ϕ˙}+[
sinϑ s1(ϕ)− cosϑσ3
]
cosϑ ϕ˙, (152)
h˜(t) =
(ε
2
yˆ + ~αϑ ϑ˙+ ~αϕ ϕ˙
)
· ~˜σ + 1
2
{
− s2(ϕ) ϑ˙+
[
cosϑ s1(ϕ) + sin ϑσ3
]
sin ϑ ϕ˙
}
. (153)
As seen from these relations the variables ξ, ζ, ξ˜, and ζ˜ drop out of the expression for h(t) and h˜(t).
In particular, the right-hand sides of (152) and (153) are well-defined in S2. This is clearly not true
for the Hamiltonians H(t) and H˜(t) whose expression involves (ξ, ζ) and (ξ˜, ζ˜), respectively.
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5 Summary and concluding remarks
A consistent formulation of the dynamics of a quantum system with a time-dependent state space
requires the mathematical tools of the theory of Hermitian vector bundles. In this study we employ
these tools to provide a satisfactory way of dealing with the no-go theorem of Ref. [18], elucidate
the meaning of the energy observable for such a system, and develop a geometric extension of
quantum mechanics that identifies the standard quantum mechanics with local representations of a
quantum theory defined in terms of a Hermitian vector bundle E endowed with a metric-compatible
connection A. In this theory a quantum system is determined by a curve C in the base manifold
of E and an energy observable h that together with A specify the dynamics of the system. The
observables are global sections of a real vector bundle u(E) which is uniquely determined by E .
If we can find a local trivialization (Oα, fα) of E such that C lies in Oα, then the whole description
of the system can be achieved using the standard formulation of quantum mechanics. In particular,
we can define a Hermitian Hamiltonian operator h : H → H that carries the information of
the restrictions of A and h to C and acts in a standard time-independent Hilbert space H . The
Hamiltonian h is the sum of two parts:
1. a geometric part hA that reflects the properties the connection A and is responsible for the
horizontal evolutions of the system;
2. a nongeometric part hE that gives the energy observable for the system and generates the
vertical evolutions of the system.
If hE = 0, the evolution determined by the Hamiltonian h via the standard Schro¨dinger equation
is purely geometrical. This means that the evolving state depends solely on the curve C and the
geometry of the bundle E . In particular, it is time-reparametrization-invariant. In general hE 6= 0,
and the evolution of the system involves geometric as well as nongeometric ingredients. For example,
if we examine adiabatic changes of the system and perform Berry’s investigation [43] of the evolution
of an eigenstate of the initial value of the Hamiltonian h, we find that due to the presence of the
geometric part of the Hamiltonian h, the standard dynamical phase acquired by the state vector
contains a geometric part! This is easy to see for the two-level systems we have examined in Sec. 4.
The geometric extension of quantum mechanics that we propose in this article introduces a
topological character to it without affecting its measurement theoretical basis. This has to do
with the fact that the underlying Hermitian vector bundle E can have a nontrivial topology. The
information about the topology of E does not seem to affect the evolution of a single quantum
system, for in general the restriction of E to the curve C yields a trivial vector bundle on C. The
situation is analogous to the geometric setups where adiabatic geometric phases are identified with
the holonomies of certain line bundles [40, 44]. The topology of these line bundles do not have a
direct effect on the geometric phase acquired by a single evolving state [45]. It is, however, the
opinion of the author that introducing topological features to quantum theory in a fundamental
level may lead to valuable developments towards the solution of some of the most basic problems of
theoretical physics. This is in line with the teachings of Bryce and Cecile DeWitt to whose memory
this work is dedicated.
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Note: After the completion of this project, I was informed of Ref. [46] where the author considers
a family of quantum systems parameterized by points of the base manifold M of a Hilbert bundle.
The fiber over a point R ∈ M serves as the Hilbert space for the system associated with R, and
the observables are determined by global sections of the bundle of bounded Hermitian operators
acting in the Hilbert bundle. For the case that the state space of these systems is finite-dimensional,
the Hilbert bundle and the bundle providing the observables coincide with the vector bundles E
and u(E) that we employ in this article. There is however a major difference between the two
approaches. The author of Ref. [46] does not identify the evolution of a quantum system having a
time-dependent Hilbert space with a lift of a curve in M to E . Therefore in his formulation there
is no need for the introduction of a metric compatible connection on E and a discussion of the role
and meaning of the energy observable for such a system.
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Appendix A: Single-valuedness of dxˆ and d ˆ˜x
In this appendix we examine the behaviour of dxˆ and dˆ˜x at the poles of S2. Setting ϑ = 0 in (106)
gives
dxˆ
∣∣
ϑ=0
= (cosϕdϑ, sinϕdϑ, 0)
∣∣
ϑ=0
. (154)
Because the value of ϕ for ϑ = 0, this seems to indicate that dxˆ and consequently xˆ × dxˆ are
multi-valued at the north pole N of S2. In this appendix we show that this is due to the multi-
valuedness of the coordinates (ϑ, ϕ) at N . Therefore it can be avoided if we use a coordinate system
in which every point of S2 except the south pole S is determined by a unique pair of coordinates.
For example consider following pair of Cartesian coordinates:
x := ϑ cosϕ, y := ϑ sinϕ, (155)
with ϑ ∈ [0, π) and ϕ ∈ [0, 2π). Clearly, each point of S2 \ {S} is specified by a unique pair (x, y).
In particular, (x, y) corresponds to N if and only if x = y = 0. We wish to compute dxˆ and xˆ× dxˆ
in the (x, y)-coordinates.
According to (155), dx = cosϕdϑ − ϑ sinϕdϕ and dy = sinϕdϑ + ϑ cosϕdϕ. In particular,
dx
∣∣
ϑ=0
= cosϕdϑ
∣∣
ϑ=0
and dy
∣∣
ϑ=0
= sinϕdϑ
∣∣
ϑ=0
. Comparing these equations with (154) we see that
dxˆ
∣∣
ϑ=0
= (dx, dy, 0)
∣∣
ϑ=0
. (156)
This in turn implies that dxˆ is indeed a well-defined vector-valued one-form in S2 \ {S}. The same
holds for xˆ × dxˆ, because xˆ is a well-defined vector-valued function in S2 \ {S}. In light of (91),
(92), and (156), we have
(xˆ× dxˆ)∣∣
ϑ=0
= (−dy, dx, 0)∣∣
ϑ=0
. (157)
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Using a similar analysis we can show that dˆ˜x and ˆ˜x× dˆ˜x are singule-valued functions in O−. To
do this we introduce ϑ˜ := π − ϑ and note that ˆ˜x := (x1, x2,−x3) = (sin ϑ˜ cosϕ, sin ϑ˜ sinϕ, cos ϑ˜).
The single-valuedness of dˆ˜x and ˆ˜x × dˆ˜x in O− follows from the above analysis if we use ϑ˜ to play
the role of ϑ. In particular, dˆ˜x and ˆ˜x× dˆ˜x take the following value at the south pole S:
dˆ˜x
∣∣∣
ϑ=π
= (dx˜, dy˜, 0)
∣∣∣
ϑ˜=0
, (ˆ˜x× dˆ˜x)
∣∣∣
ϑ=π
= (−dy˜, dx˜, 0)
∣∣∣
ϑ˜=0
,
where x˜ := ϑ˜ cosϕ, y˜ := ϑ˜ sinϕ, ϑ˜ ∈ [0, π), and ϕ ∈ [0, 2π).
Appendix B: Calculation of Γ˜−
In this appendix we derive an explicit expression for Γ˜− that appears in the calculation of hω in
Sec. 4.3. First, we introduce
s˜ℓ := G
−1
sℓG, (158)
where sℓ is given by (111) and ℓ ∈ {1, 2}. To compute s˜ℓ we recall that σ˜j := G−1σj G and use
(111), (143) – (145), and (158) to establish:
s˜1 = cosϕ σ˜1 + sinϕ σ˜2 = −[cos 2ϑ s1(ϕ) + sin 2ϑσ3], (159)
s˜2 = − sinϕ σ˜1 + cosϕ σ˜2 = s2(ϕ). (160)
These in turn imply cosϑ s˜1 − sin ϑ σ˜3 = −(cosϑ s1 + sinϑσ3). In view of this relation and
Eqs. (126), (130), (158), and (160),
Γ˜−(ϑ, ϕ) = −s˜2(ϑ, ϕ) dϑ− [cos ϑ s˜1(ϑ, ϕ)− sinϑ σ˜3(ϑ, ϕ)] sinϑ dϕ
= −s2(ϕ) dϑ+ [cosϑ s1(ϕ) + sin ϑσ3] sinϑ dϕ. (161)
Comparing (161) with (125) we obtain (131).
Appendix C: Calculation of hρ and h˜ρ˜
In this appendix we summarize the calculation of the hρ and h˜ρ˜ that enter the expression for the
Hermitian Hamiltonians h and h˜ of Sec. 4.3. First, we use (118), (83) – (85), and (87) to establish
[dρ,ρ−1] = U
(
2U†dU− ρdU†dUρ−1d − ρ−1d U†dUρd
)
U†, (162)
U†dU =
3∑
j=1
βj σj, (163)
where U abbreviates U[R], and
β1 :=
i
2
(sinϑ cosϕdϕ+ sinϕdϑ), (164)
β2 :=
i
2
(sinϑ sinϕdϕ− cosϕdϑ), (165)
β3 :=
i
2
(1− cosϑ)dϕ. (166)
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Substituting (163) in (162) gives
[dρ,ρ−1] =
3∑
j=1
βjUσˇjU
†. (167)
where σˇj := 2σj − ρdσjρ−1d − ρ−1d σjρd. In view of (120), this relation implies
σˇj = −(ξ − ζ)
2
ξζ
×


σ1 for j = 1,
σ2 for j = 2,
0 for j = 3.
(168)
Next, we insert (168) in (167) and use (163) to show that
[dρ,ρ−1] = −(ξ − ζ)
2
ξζ
U
(
2∑
j=1
βjσj
)
U† = −(ξ − ζ)
2
ξζ
U
(
U†dU− β3σ3
)
U†
= −(ξ − ζ)
2
ξζ
(
dUU† − β3Uσ3U†
)
. (169)
Because U is a unitary matrix, dUU† = −U dU†. We also recall that Hermitian-conjugation of U
has the same effect as changing ϑ to −ϑ. Therefore we can compute dUU† by taking ϑ to −ϑ in the
expression for −U† dU. In light of (163) and (164) – (166), this yields dUU† = β1σ1+β2σ2−β3σ3.
Substituting this equation and (93) in (169), we find
[dρ,ρ−1] = −(ξ − ζ)
2
ξζ
[(β1 − x1β3)σ1 + (β2 − x2β3)σ2 − (1 + x3)β3σ3] . (170)
With the help of this relation, we can use (92), (137), (139), and (164) – (166) to establish (150).
Replacing (ξ, ζ, ϑ) with (ξ˜, ζ˜ , π − ϑ) on the right-hand side of (150), we obtain (151).
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