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Abstract
Let ‘n be the number of leftist trees with n nodes. The corresponding (ordinary) generating
function ‘(x) is shown to satisfy an explicit functional equation, from which a specic recurrence
for the ‘n is obtained. Some basic analytic properties of ‘(x) are uncovered. Then the problem
of determining average quantities (expected additive weights, in the notation of Kemp (Acta
Inform. 26 (1989) 711{740)) related to the distribution of nodes is re-analysed. Finally, the
average height of leftist trees is shown to be asymptotic to n1=2, apart from a multiplicative
constant that can be evaluated with high accuracy. ? 2001 Elsevier Science B.V. All rights
reserved.
MSC: 05C05; 05C30
1. Introduction
A tree is a connected graph without cycles, and a rooted tree is a tree in which
a certain node (which is called the root) has been singled out. Let u and v be two
nodes of a rooted tree T with root r; u is called a -subnode of v if v belongs to the
(simple) path from u to r, and it is said to be a subnode of v if in addition u and v
are adjacent. A leaf is a node without subnodes. The subtree Tu of T is the tree that
contains the node u (the root of Tu) and all the -subnodes of u. Herein we will deal
exclusively with ordered trees, also known as plane trees; these are trees in which the
ordering of the sub-nodes is relevant.
There are at least two competing denitions of binary trees in the literature. It all
hinges on whether internal nodes (that is, nodes that are not leaves) are required to
have exactly two subnodes (a left subnode and a right subnode), or are allowed to have
either one or two subnodes (a left one and=or a right one). Herein we adopt the latter
denition, recalling at the same time that the trees satisfying the former denition may
be seen as extended binary trees (we borrow this terminology from [12, p. 399]). Since
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Fig. 1. An example of the correspondence between binary trees (left) and extended binary trees (right).
there is a simple bijection between both types of trees (see also Fig. 1), the results
presented in this paper may be easily adjusted to match the alternative denition.
The origin of leftist trees can be traced back to the work of Crane [2], who used
linked binary trees to represent priority queues in an ecient way (priority queues
play an important role in various algorithms). This method was slightly modied by
Knuth, who then dened leftist trees [13]. Due to the introduction of auxiliary nodes
(the empty  nodes), that denition adjust itself to both denitions of binary trees.
However, the  nodes are not real nodes (from a programmer’s perspective, real nodes
contain two elds for pointers to possible subnodes, and a  node simply serves to
indicate the absence of a particular subnode). The  nodes were also ignored by Knuth
when he asked for the number of leftist trees with n nodes (see [13, Section 5:2:3,
exercise 34]). This evidence may serve to justify our denitions.
To dene leftist trees without resorting to auxiliary nodes one may proceed as shown
next. The d-number 2 d(u) of a node u (from a binary tree), is dened recursively as
follows. If u has less than 2 subnodes, then d(u)=1; else, d(u)=min(d(ul); d(ur))+1,
where ul and ur are (respectively) the left and right subnodes of u. A leftist tree is
a binary tree such that for every node u with two subnodes the relation d(ul)>d(ur)
is satised. If the root of a leftist tree T has d-number k then we also say that the
d-number of T is k, and write d(T ) = k. Fig. 2 contains the set of leftist trees with
less than 5 nodes.
By now various properties of leftist trees are already known [8,9] (there is also a very
brief review in [15]). In this paper we show that the problem is not as intractable as
previously thought (from a non-numerical point of view), and that the various identities
satised by the generating functions involved can be exploited eciently. Specically,
we nd an explicit functional equation for the ordinary generating function enumerating
leftist trees with n nodes and a recurrence for the coecients of that generating function,
rene some of the previously obtained (numerical) results, and obtain a few more (new)
results (including the average height of leftist trees).
2 This is equivalent to the DIST eld dened in [13].
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Fig. 2. The set of leftist trees with less than 5 nodes. The d-number of a node is indicated by the nearby
integer.
Fig. 3. A leftist tree T together with its left and right subtrees (TL and TR, respectively).
2. The functional equation for ‘(x)
Let the symbols ‘n and ‘(x) denote the number of leftist trees with n nodes and the
corresponding ordinary generating function, respectively; furthermore, let Ln denote
the set of leftist trees with n nodes. If the leftist trees are required to have a specic
d-number (k, say) then the symbols ‘k;n; ‘k(x), and Lk;n will be used instead. Let T;
be the empty leftist tree, for which we dene d(T;)=0; T; is the only leftist tree with
null d-number, which means that ‘0(x) = 1. The inclusion of T; is somewhat articial
but it will lead to the simplication of several formulae.
As it happens with other kinds of trees, leftist trees can be constructed from smaller
trees by a recursive scheme. A specic example is shown in Fig. 3: given two leftist
trees TL and TR (left) such that d(TL)>d(TR), one may obtain a larger leftist tree T
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Table 1
The numbers ‘k;n for n611
n
k 1 2 3 4 5 6 7 8 9 10 11
1 1 1 1 2 4 8 17 38 87 203 482
2 1 2 4 9 20 45 104 245 585
3 1 4 12 34 93
(right) by adding one extra node (the root of T ), and transforming the roots of TL and
TR into (respectively) the left and right subnodes of the root of T ; in principle TR could
be the empty tree, in which case the root of T would have a single subnode. Within
our terminology TL and TR are called (respectively) the left and right subtrees of T .
The d-number of T is 1 + d(TR). A simple generalization of the previous reasoning
proves the following.
Proposition 1. The numbers ‘k;n may be computed recursively by means of the fol-
lowing relations:
‘k;0 = k;0; k>0; ‘0; n = 0; n; n>0; (1)
‘k;n =
X
j>k−1
n−1X
m=0
‘j;m‘k−1; n−1−m; k; n>1:
In the above formula the index j is eectively bounded from above by a function of
n, since a leftist tree with d-number j contains at least 2j− 1 nodes. The numbers ‘k;n
obtained from the previous recurrence are shown in Table 1 for 16n611 (null values
have been omitted). In principle, it is possible to compute any ‘n from this recurrence,
since ‘n=‘1; n+1. However, this is not suited for deriving asymptotic results (moreover,
stopping at this point would certainly not lead to the discovery of the results displayed
in the remaining of this paper).
As part of the strategy for constructing a functional equation for ‘(x) we will con-
sider rst the generating functions ‘k(x). Since ‘(x) can be expressed as
‘(x) =
1X
k=0
‘k(x); (2)
the recurrence relations (1) may be condensed into
‘k(x) = x‘k−1(x)
X
j>k−1
‘j(x); k>1: (3)
In particular, for k = 1, this gives
‘1(x) = x‘(x): (4)
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A variant of (3) that may be obtained quite straightforwardly is
‘k(x) = ‘k−1(x)
0
@‘1(x)− x k−2X
j=0
‘j(x)
1
A ; k>1: (5)
This latter form provides a recursive scheme for the ‘k(x), that is, it may be used
to express ‘k(x) (for any k>2) in terms of a polynomial in x and ‘1(x). However,
(5) is not completely equivalent to (3), the dierence being that the constraint (4) is
missing. It turns out that it is possible to solve the (innite order) system of functional
equations given by (3). The underlying recurrence (1) ensures that there is a single
analytic solution. The functional equation (with constraints)
l1(x) = x + l1(xl1(x)); l1(0) = 0 (6)
is a contribution from out personal oracle. Before proving the correctness of this pre-
diction (which will be done in Theorem 1) it is advantageous to nd some of its
implications.
Proposition 2. If l1(x) satises (6) then
l1(xlk(x)) = l1(x)− x
k−1X
j=0
lj(x); k>0; (7)
lk(x) =
k−1Y
j=0
l1(xlj(x)); k>0; (8)
and
lj(x)lk−j(xlj(x)) = lk(x); 06j6k; (9)
should hold identically.
Proof. Herein we prove only the rst of these identities; the other two proofs are also
simple, and the reader will surely nd them. A simple inductive argument is all that
is needed: if (7) holds for all integers k less than i (in particular, for k = i − 1) then
the derivation
l1(x)− x
i−1X
j=0
lj(x)
(7)
= l1(xli−1(x))− xli−1(x)
(6)
= l1(xli−1(x)l1(xli−1(x)))
(7;5)
= l1(xli(x))
shows that it also holds for i itself; moreover, (7) is trivial for k = 0.
We are now ready to prove the main result. The functional equation for l(x) is
actually rather surprising, since it involves the unusual nested construction l(: : : l(x)).
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Theorem 1. The generating function l(x) for leftist trees with n nodes satises the
functional equation
l(x) = 1 + xl(x)l(x2l(x)): (10)
Proof. What has been shown up to now is this: if a sequence of generating functions
lk(x) obeys to (5) for k>2, and if l1(x) satises (6), then a number of properties
follow, including (7){(9). It would be possible to construct a dierent sequence by
choosing a distinct l1(x) and then apply the recurrence (5). However, (4) cannot be
fullled unless l1(x) is the counting series for leftist trees with d-number equal to 1.
The derivation
xl(x)
(2)
= x + x
1X
k=1
lk(x)
(9)
= x + x
1X
k=1
l1(x)lk−1(xl1(x))
(2)
= x + xl1(x)l(xl1(x))
implies that a solution of the functional equation
f(x) = x + f(xl1(x)) (11)
is given by f(x)=xl(x). The next step is to realize that there is a unique formal power
series f(x) =
P1
n=1 fnx
n (the constant term has been deliberately excluded) that is a
solution of (11). The proof relies on the following observation: if f is replaced by
its power series representation then Eq. (11), in that exact form, leads to a recurrence
relation for the coecients fn (for n> 1) and simultaneously determines f1.
We may now conclude that (4) is fullled by assuming (6). Therefore, due to the
uniqueness of the solution, we may assert the validity of (6), from which the theorem
follows easily.
It is now possible to obtain a recurrence relation for the coecients ln which does
not involve the lk;n:
Corollary 1. The numbers ln follow the recurrence relation
lm−1 =
X
( j)
0; j1
(j2 + j3 +   + jm)!
j2!j3!    jm! l
j2
0 l
j3
1 l
j4
2    ljmm−2lj2+j3++jm−1 (12)
for all m>2; with l0  1. The summation extends over the partitions (1j12j2 : : : mjm)
of m; with jk being the number of parts equal to k.
Proof. This may be achieved by taking an arbitrary derivative of (10) with respect to
x (actually dierentiating (6) is simpler). Here one may nd helpful the general result
1
m!
dm
dxm
f(g(x)) =
X
( j)
 
f(s)(g(x))
mY
k=1
(g(k)(x))jk
jk !k! jk
!
(13)
(with s= j1 + j2 +   + jm), which is often referred to as Faa di Bruno’s formula (see
e.g. [12]).
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3. The functions l(x) and lk(x)
It is known that the ordinary generating function for the number of binary trees with
n nodes is analytic at x=0, and that its radius of convergence is equal to 1=4. The fact
that every leftist tree is a binary tree already implies that l(x) must be analytic at x=0,
and that its radius of convergence  is at least 1=4; in addition, the existence of leftist
trees with an arbitrarily large number of nodes indicates that 61. Other properties
(mostly analytical ones) of l(x) and its variants are summarized in this section.
Proposition 3. The power series l1(x) converges; for x = ; and l1()< 1.
Proof. The function l1(x) is clearly continuous and strictly increasing in the interval
[0; ). Setting l1(x)=1 in (6) gives x=0, which is a contradiction. Hence limx!− l1(x)
exists and is bounded from above by 1. Now one of the Tauberian theorems 3 gives
l1() =
1X
n=1
l1; nn = lim
x!p−
l1(x); (14)
and the left continuity of l1(x) for x =  suces to exclude the case l() = 1.
Proposition 4. The inequality
lk(x1)<

x1
x2
2k−1
lk(x2) (15)
holds for all k>1 and x1; x2 2 (0; ] such that x1<x2.
Proof. The leading term in l1(x) is equal to x, and in general the leading term in
lk(x) equals x2
k−1, by virtue of (3). This means that lk(x)=x2
k−1, being a power series
with positive coecients only, represents a strictly increasing function in [0; ] { and
now (15) follows at once.
Proposition 5. Let l−11 (x) denote the inverse of l1(x); that is; the generating function
for which l1(l−11 (x)) = x holds identically; then
l−11 (x) =−l1(−x): (16)
Proof. The functional equation
f(z) = z − l1(zf(z)) (17)
has at most a single solution f(z) (analytic in a neighbourhood of zero, that is). The
proof is quite similar to the one given for the functional equation (11) and because of
this details will be omitted.
3 Specically: if (a) limx!1−
P1
n=0
anxn exists and equals A, and (b) an>0 for all n, then
P1
n=0
an
converges and has sum A.
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It is well known that if a function  is analytic at w0 2C and 0(w0) 6=0 then 
has a local inverse which is single-valued and analytic. This implies that there is a
disk jzj< where the relation z = l1(w) can be inverted to w = l−11 (z). Now let
f(z) = l−11 (z) and rewrite (17) in terms of w; the result is just a rewriting of (6),
which shows that l−11 (z) is a solution of (17).
As it happens, a second solution may be displayed. If one makes the substitution
f(z)=−l1(−z) in (17) one will simply nd (6) with x replaced by −z. Hence −l1(−z)
is also a solution of (17). The proof is now complete, due to the uniqueness of the
solution.
It should be noted that the property stated in Proposition 5 is satised by an innity
of functions, for example by any function of the form Fa(x)= x=(1−ax), with a being
a constant. Translating (16) in terms of l(x) and l01(x) yields
l(x)l(−l1(x)) = 1; l01(x)l01(−l1(x)) = 1: (18)
Proposition 6. The radius of convergence  of the power series l1(x) satises
l01(l1()) = 1: (19)
Proof. Analyticity breaks down on the circle of convergence at those points where the
derivative does not exist. Taking the derivative of (6) with respect to x gives
l01(x) =
1 + l1(x)l01(xl1(x))
1− xl01(xl1(x))
: (20)
A singularity will occur if the denominator of (20) vanishes and the numerator does not.
Due to the positivity of the coecients ‘1; n one has that ‘01(‘1())> jz‘01(z‘1(z))j
for any z 6=  on the circle of convergence, and thus (19) is satised on the circle
of convergence for z =  only (note that z‘1(z) is inside the circle of convergence if
jzj6).
Proposition 7. Let g(y) = ‘−11 (y) for 06y6‘1(). Then
1  lim
y!‘1()−
g0(y) = 0; 2  lim
y!‘1()−
−g00(y) = 
3‘001 (‘1())
+ ‘1()
: (21)
Proof. An expression for ‘001 (x) may be obtained from (20). After dierentiating with
respect to x and making some rearrangements one may nd that
‘001 (x) =
[x + ‘1(x)]2
[1− x‘01(x‘1(x))]3
‘001 (x‘1(x)) +
2‘01(x)‘
0
1(x‘1(x))
1− x‘01(x‘1(x))
: (22)
It is well known that the derivatives of g(y) evaluated at y = y0 = ‘1(x0) can be
expressed in terms of the derivatives of ‘1(x) evaluated at x = x0. Combining those
classical results with (19), (20), and (22) yields (21).
Whether ; ‘1(), etc., may be expressed by means of \simple" formula appears to
be a hard problem. The numerical approximation of these quantities seems unavoidable,
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and a method for doing that will be described in Appendix A. The results are summa-
rized below.
Proposition 8. The numerical values of ; ‘1(); ‘1(); ‘1(‘1()); ‘01(‘1()); and
‘001 (‘1()) are given by
= 0:36370409 : : : ;
‘1() = 0:82329973 : : : ;
‘1() = 0:29943748 : : : ;
‘1(‘1()) = 0:45959564 : : : ;
‘01(‘1()) = 2:7494879 : : : ;
‘001 (‘1()) = 22:784216 : : : :
(23)
4. Additive weights and systems of functional equations
The general analysis of additive weights (in the sense of [9]) requires one to study
the system of functional equations
0(x) = 0(x);
k(x) = k(x) + 1x‘k−1(x)
0
@(x)− k−2X
j=0
j(x)
1
A
+2xk−1(x)
0
@‘(x)− k−2X
j=0
‘j(x)
1
A ; k > 0; (24)
where
(x) =
1X
k=0
k(x): (25)
The coecient [xn]k(x) is equal to the sum of the weights of all leftist trees with
n nodes and d-number k. Any particular instance of this system is specied by two
constants (1 and 2) and an innite sequence of generating functions k(x) (in practice
0(x) is a constant, not an arbitrary generating function). A simple inductive reasoning
will show that the relation
k(x) = ak(x)(x) +
kX
j=0
bk;j(x)j(x); k>0 (26)
must hold for appropriate formal power series ak(x) and bk;j(x) (which may be ex-
pressed in terms of 1; 2; x, and the ‘i(x)). In order to simplify the notation we assume
that 1 and 2 have been dened a priori, and therefore omit the explicit dependence
on those constants. One may actually nd several properties of the ak(x) and bk;j(x);
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for example, substituting (26) into (24) leads to the recurrences
ak(x) = 1x‘k−1(x)
0
@1− k−2X
j=0
aj(x)
1
A+ 2xak−1(x)
0
@‘(x)− k−2X
j=0
‘j(x)
1
A ; k > 0
(27)
with a0(x) = 0, and
bi; j(x) = i; j − 1x‘i−1(x)
i−2X
k=0
bk;j(x) + 2‘1(x‘i−1(x))bi−1; j(x); i>1; j>0;
(28)
with b0;0(x) = 1 (note that bi; j(x) = 0 if i< j). Using induction, one can easily show
that the latter recurrence implies
bi; j(x) = bi−1; j−1(x‘1(x)); i; j > 0: (29)
By adding up (26) over k we can obtain a formal solution for (x), namely
(x) = (1− f0(x))−1
1X
j=0
gj(x)j(x); (30)
with
f0(x) =
1X
k=1
ak(x); gj(x) =
1X
k=0
bk;j(x): (31)
Of course, we have to show that these are proper denitions, in the sense that
the above series give rise to well-dened formal power series. From the analysis of
the recurrences (27) and (28) it is obvious that the leading terms of ak(x) and bk;j(x)
are proportional to x2
k−1
(or to a higher power of x) for k>1 and k > j, respectively.
This is more than enough for the convergence of (31) in the ring of formal power
series. Using standard methods it can be shown that f0(x) and the gk(x) (for k>0)
are analytic functions, at least for x 2 I = [0; ).
It turns out that one can derive a few explicit closed form relations for the functions
f0(x) and gk(x), still for arbitrary 1 and 2. The simplest one is a recurrence that
follows trivially from (31) and (29):
gk+1(x) = gk(x‘1(x)): (32)
Additional relations may be obtained by substituting explicit solutions of (24) into
(30), and then combining the resulting expressions. Coincidentally, there are choices
of the generating functions k(x) such that both k(x) and k(x) vanish but for a nite
number of values of k, e.g.
0(x) = (x);
1(x) =−(1x + 2‘1(x))(x);
0(x) = (x); (33)
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and
1(x) = (1− 1x)(x);
2(x) =−(1x‘1(x) + 2‘1(x‘1(x)))(x);
1(x) = (x) (34)
(in each case only the non-zero k(x) and k(x) are shown). The fact that these are
always solutions of (24) implies the following relations:
1− f0(x) = g0(x)− (1x + 2‘1(x))g0(x‘1(x)); (35)
g0(x) = (1 + 2‘1(x))g0(x‘1(x))− (1x‘1(x) + 2‘1(x‘1(x))g0(x‘2(x)): (36)
Further progress seems to be hard, unless one starts to deal with specic cases; still,
numerical computing is often needed. Nevertheless { this will be shown in next section
{ in some cases one can really nd simple, neat formulae.
5. Expected additive weights: examples
The expected additive weights presented in this section can be determined using
the iterative numerical procedure presented in [9] (some of the numerical values have
actually been given in that paper). Nevertheless, we will show that here and there
one can gain further insight by using generating functions as much as possible, not
to mention that not all the results given here are expected additive weights. Thus,
new results are interspersed with known ones, but the latter ones cannot be omitted
altogether for the benet of a coherent presentation.
To extract the asymptotic behaviour of the coecients of a generating function we
use the standard method, which had its origin in Polya’s work [17,18]. An improvement
was made by Otter [16], and subsequent expositions include [1,6,7].
To determine (asymptotic) expected additive weights of leftist trees one needs the
asymptotic number of leftist trees (with n nodes). Although this is a known result we
restate it here in a slightly dierent form (the multiplicative constant can be written in
terms of constants related to ‘1(x) and its second derivative).
Proposition 9. As n tends to innity; the number of leftist trees in Ln is asymptotic
to
c1bn
n3=2
: (37)
Here b = −1 = 2:7494879 : : : ; and c1 = (22)−1=2 = 0:68837122... with 2 being
dened in (21).
Proof. It should be clear that ‘−11 (y) can be expanded in a left neighbourhood of
y = ‘1() (for details see the references given above). Starting from (21) one may
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nd
‘(x) = ‘()−

2
22
1=2
(− x)1=2 +    ; (38)
and then a simple application of Darboux’s theorem (see e.g. [15]) proves (37).
This may be considered a typical asymptotic result, at least if one looks at the results
obtained for other types of rooted trees (see, for instance, [17,16,5,7]). Proposition
9 is in agreement with [8], since the apparent discrepancy in the constant factor is
simply due to a dierent denition of the trees being counted. Here, as in the original
formulation of the problem, the parameter n denotes the number of (internal) nodes
while in [8] it denotes the number of leaves in the extended tree. These dier by 1, and
that is why the constant  in [8] is equal to a. The relation between Kemp’s generating
functions and the ones used in this paper is H (z) = z‘(z) and Tk(z) = z‘k−1(z).
To simplify the denition of the generating functions introduced hereafter we adopt
the following rule. Whenever we associate a sequence { Fn, say { to some (not neces-
sarily additive) weight in Ln, then it will be implicit that the double indexed quantities
Fk;n enumerate that weight in Lk;n. Furthermore, it will be understood that the corre-
sponding generating functions are F(x) and Fk(x), that is,
F(x) =
1X
n=1
Fn xn; Fk(x) =
1X
n=1
Fk;n xn: (39)
Alternatively, once we dene F(x) none of the other quantities (that is, Fn; Fk(x), and
Fk;n) will need to be declared explicitly.
5.1. The average fraction of leftist trees with d-number equal to k
Let us dene an innite sequence fkg as follows:
0 = 0;
k = k−1
0
@‘()− k−2X
j=0
‘j()
1
A+ ‘k−1()
0
@1− k−2X
j=0
j
1
A ; k > 0: (40)
The next proposition presents some properties of the terms of that sequence. Results
similar to (41) and (42) may be found in Ref. [9] (in the notation of that paper, the
term k may be written as hk+1(; a)).
Proposition 10. The numbers k have the following properties:
k = lim
x!−
‘0k(x)
‘0(x)
; k>0; (41)
1X
k=1
k = 1; (42)
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k = ‘k−1(‘1()) + 2‘1()‘0k−1(‘1()); k>1; (43)
k = (‘1(‘k−1()) + ‘k−1()‘01(‘k−1()))k−1; k>2: (44)
Proof. In order to prove (41) one may start by taking the derivative of (3) with respect
to x and dividing the result by ‘0(x). Then one will realize that the recurrence for the
numbers limx!−‘0k(x)=‘
0(x) is identical to (40) (note also that ‘00()=0). As for (42),
it follows trivially from (41).
The proof of (43) goes like this: setting j = 1 in identity (9) gives an expression
for ‘k(x) which allows a direct evaluation of the limit in (41). Eq. (44) can be proved
similarly (this time with j = k − 1).
It is now clear that, for xed k; and in agreement with [9],
‘k;n  k‘n: (45)
However, one may add a bit more about the innite sequences f‘k()g and fkg.
Evidently they both converge to zero, since they are sequences of positive terms (at
least for k > 0) whose series converge. This is, however, a weak statement, since one
can easily prove { using (9) and (44) { that
lim
k!1
‘k+1()
‘k()
= lim
k!1
k+1
k
= 0: (46)
In fact, it is possible to nd the asymptotic behaviour of both ‘k() and k as k !1
(as it is known, k equals the probability that a random leftist tree with n nodes has
d-number equal to k, in the limit n!1).
Theorem 2. The asymptotic expansions
‘k()  −1!2k (1− 12!2
k
+O((!2
k
)2)) (47)
and
k  c2k!2k (1− !2k +O((!2k )2)) (48)
hold as k !1; for some positive constants ! and c.
Proof. We give only an outline of the proof, but the details omitted are elementary.
After noticing that
[‘k()]1=2
k
= 
k−1Y
i=0

‘1(‘i())
‘i()
1=2i+1
(49)
holds, one may observe that the innite product appearing in this last equation con-
verges (one easy way to prove this involves the use of inequality (15), for k = 1).
Hence we may dene
!= 
1Y
i=0

‘1(‘i())
‘i()
1=2i+1
; (50)
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Table 2
Numerical data
k ‘k () k k
0 1 0
1 0:82329973 : : : 0:36370409 : : : 1
2 0:37838497 : : : 0:46659430 : : : 0:64175126 : : :
3 0:60601442 : : : 10−1 0:16229603 : : : 0:53955198 : : :
4 0:13658352 : : : 10−2 0:73982197 : : : 10−2 0:50557999 : : :
5 0:67882937 : : : 10−6 0:73557580 : : : 10−5 0:50012422 : : :
6 0:16759827 : : : 10−12 0:36321719 : : : 10−11 0:50000006 : : :
7 0:10216150 : : : 10−25 0:44280664 : : : 10−24 0:50000000 : : :
and now a simple analysis shows that
[‘k()]1=2
k
= !+O

‘k()
2k

: (51)
This shows the correctness of the leading term in (47). The result for the k may be
obtained rather similarly. The rst point is that one may write
k
2k‘k()
=
1
2‘1()
k−1Y
i=1

‘1(‘i()) + ‘i()‘01(‘i())
2‘1(‘i())
1=2i+1
(52)
and the second one is that
c =
1
2‘1()
1Y
i=1

‘1(‘i()) + ‘i()‘01(‘i())
2‘1(‘i())
1=2i+1
(53)
is a proper denition (i.e., the innite product converges). Non-leading terms of those
asymptotic expansions may be determined iteratively by estimating the nite products
to increasingly higher order.
Numerically, !=0:62160700 : : : and c=0:93104077 : : : : However, the computation
was based on a number of initial terms of the sequences f‘k()g and fkg; for that
reason, and also because numerical errors tend to accumulate rather fast, the use of
those two constants for predicting (with high accuracy) further terms of the above
mentioned sequences is somewhat limited. 4 Nonetheless, the previous theorem shows
that the innite sequences f‘k()g and fkg approach zero very fast (see also Table
2), and also that the relative error associated with the leading term of the asymptotic
expansions (47) and (48) decreases rapidly with k. As it will be seen later, some ex-
pected additive weights can be expressed by formulae containing some kind of innite
series (or product) whose general term depends on those sequences; while a general
statement might be out of reach, in the cases we looked at the formulae could be
evaluated swiftly and accurately.
4 There are a few hints pointing to the existence of a power series (i.e., function) H (x) such that
H (x)‘1(H (x)) = H (x2); ‘k () = H (!2
k
), and H 0(!) = 0. This might lead to an alternative (even if com-
putationally less ecient) determination of !.
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5.2. The average fraction of left and right subnodes
If a node u (in some leftist tree) has a right subnode then u also has a left subnode.
The converse is not true though, which means that the left subnodes of a leftist tree
will often outnumber the right subnodes. Let L(x) and R(x) enumerate (respectively)
the left and right subnodes in all the leftist trees with n nodes. The total number of
nodes (which may be divided into left subnodes, right subnodes, and roots) in Ln is
equal to n ‘n, and thus
L(x) + R(x) + ‘(x)− 1 = x ‘0(x): (54)
Similarly,
Lk(x) + Rk(x) + ‘k(x) = x ‘0k(x) (55)
must hold for every k>1. Analogously to the case of the coecients ‘k;n; there exist
recurrence relations for the coecients Lk;n and Rk;n. The recursive construction of
leftist trees (see Fig. 3) leads to
Rk;1 = 0; k>1;
R1; n =
X
k
Rk;n−1; n> 1; (56)
Rk;n = ‘k;n +
X
j>k−1
n−2X
m=1
(‘j;mRk−1; n−1−m + Rj;m‘k−1; n−1−m); k; n> 1:
It follows from here that the equations for R(x) and the Rk(x) are a particular instance
of the ansatz (24), in which case one has
1 = 2 = 1; k(x) =

0 (k = 0; 1)
‘k(x) (k>2)
) k(x) = Rk(x): (57)
Performing a similar analysis for L(x) gives
1 = 2 = 1; k(x) =
8<
:
0 (k = 0)
‘1(x)− x (k = 1) ) k(x) = Lk(x):
‘k(x) (k>2)
(58)
The equations for ‘(x) and the ‘k(x) may also be written in that form, even if that is
somewhat unnatural:
1 = 2 = 1; k(x) =
8<
:
1 (k = 0)
) k(x) = ‘k(x):
−‘k(x) (k>1)
(59)
At this point we may combine the previous (somewhat faint) results into something
more substantial. By blending (30), (35), (54), and (57){(59) one may (a) obtain
exact expressions for R(x) and L(x) in terms of ‘(x) only (therefore eliminating the
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dependence on f0(x) and the gk(x)), and (b) show that (36) can be replaced by a
two-term relation (if 1 = 2 = 1). The two-term relation is
g0(x) = G(x)g0(x‘1(x)); 1 = 2 = 1; (60)
where
G(x) =
(‘1(x) + x)‘01(x)
‘01(x)− 1
= ‘1(x) +
1
‘01(x‘1(x))
: (61)
Also (35) can be simplied, reducing to
g0(x) = (1− f0(x))‘01(x); 1 = 2 = 1: (62)
Proposition 11. The average fraction of left subnodes is asymptotic to
‘1()
‘1() + 
= 0:69359484    (63)
as n tends to innity. This result holds even if one restricts the analysis to leftist
trees with xed d-number.
Proof. As explained above, it is possible to nd very convenient expressions for
L(x); R(x); Rk(x) and Lk(x). For example,
L(x) =
x‘(x)‘0(x)− ‘(x) + 1
‘(x) + 1
; (64)
Lk(x) =
x(‘1(x)‘0k(x)− ‘k(x))
‘1(x) + x
: (65)
One more application of Darboux’s theorem completes the proof.
5.3. The average fraction of nodes with a given degree
The problem which has just been solved asked for the number of left and right
subnodes belonging to the leftist trees in either Ln or Lk;n. But one might as well
have asked for the number of nodes having a certain number of subnodes (whether
those subnodes are left or right subnodes is xed by the number of subnodes). We
will now show that this problem may be solved in terms of the original one.
The generating functions counting the number of nodes having two, one, and zero
subnodes will be distinguished by the symbols X; Y , and Z , respectively. The identities
X (x) + Y (x) + Z(x) = x‘0(x); Xk(x) + Yk(x) + Zk(x) = x‘0k(x) (66)
hardly need a detailed justication (see (54) and (55)). The following statements are
also quite obvious, given the denition of leftist trees. If a node u has two subnodes
then it has a right subnode v; vice versa, if v is a right subnode of u then u has two
subnodes. This shows that
Xk(x) = Rk(x); X (x) = R(x): (67)
P. Nogueira /Discrete Applied Mathematics 109 (2001) 253{278 269
In addition, if v is a left subnode of u then u has either one or two subnodes; conversely,
if a node u has at least one subnode then it must have a left subnode v. Hence
Xk(x) + Yk(x) = Lk(x); X (x) + Y (x) = L(x): (68)
Proposition 12. Let s be the limit fraction { as n!1 { of the nodes in the trees
in Ln having exactly s subnodes. Then
0 = 2 =

‘1() + 
= 0:30640515 : : : ; (69)
1 =
‘1()− 
‘1() + 
= 0:38718969 : : : : (70)
These limits remain unchanged even if one restricts the analysis to leftist trees with
a xed d-number.
Proof. Exact expressions for X (x); Y (x); : : : ; Zk(x), may be obtained with the help of
equations (66) through (68), e.g.
Yk(x) =
(‘1(x)− x)(x‘0k(x) + ‘k(x))
‘1(x) + x
: (71)
Now use Darboux’s theorem once more.
5.4. The average node depth
The depth of a node is the distance from that node to the root of the tree; depending
on the way one draws trees, it might be called altitude as well [14]. The value of the
average node depth in Ln gives an estimate of the average number of steps needed
to reach a node in a leftist tree with n nodes, starting from the root (and it also gives
a lower bound on the average height of such trees). Herein, as in all the examples
where averages are evaluated, all leftist trees with n nodes are assumed to be equally
likely to occur.
Let us construct the generating function s(x) by
sn  [xn]s(x) 
X
T2Ln
X
u2T
d(u; r): (72)
This means that sn is equal to the sum of the depths of all the nodes in all the leftist
trees in Ln. The recurrence relations for the sk;n lead to the functional equations
sk(x) = x‘k−1(x)
0
@s(x)− k−2X
j=0
sj(x)
1
A+ xsk−1(x)
0
@‘(x)− k−2X
j=0
‘j(x)
1
A
+ x‘0k(x)− ‘k(x); k > 0: (73)
Unlike what has been seen so far, in this case there won’t be any impressive sim-
plications (in a sense, this example illustrates the typical situation). The nal result
still involves one innite series, but one that converges fast. At this stage we need to
determine a few more properties of g0(x).
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Proposition 13. The function g0(x) is nite at x =  and ( for 1 = 2 = 1)
g0() =
‘1() + 

1Y
k=1
(1− ‘k()‘01(‘k+1())) = 1:6158202 : : : : (74)
Proof. The right-hand side of (36) (this also applies to (60)) is continuous in the limit
x ! −, hence g0() exists. By iterating (60) (and observing that g0(0)= 1) one may
derive that
g0() =
1Y
k=0
G(xk); 1 = 2 = 1; (75)
where
xn = ‘n(): (76)
Using (61) and (20) one may nd
G(xn) =
(1− xn‘01(xn+1))‘01(xn)
‘01(xn+1)
; n>1: (77)
Substituting this result into the innite product yields (74). The numerical evaluation
can be done easily with the help of the previously computed numerical values.
Proposition 14. The average depth of the nodes belonging to the trees in Ln is
asymptotic to
1
p
n (78)
as n!1; where
1 =
1
2g0()

‘1() + 
2‘001 (‘1())
1=2 1X
k=1
kgk() = 0:90674685    (79)
and with 1 = 2 = 1 being implicit in the denition of the gk(x).
Proof. We are now ready to attack (73). In this case we have
k(x) =

0 (k = 0)
x‘0k(x)− ‘k(x) (k>1)
(80)
and thus
s(x) =
P1
k=1 (x‘
0
k(x)− ‘k(x))gk(x)
1− f0(x) : (81)
The leading terms of the asymptotic expansion of f0(x) as x tends to − follows from
(62), and are given by
f0(x) = 1− g0()
p
22(− x)1=2 +    ; (82)
where 2 has been dened in (21). Finding the leading term of the asymptotic expansion
of s(x) is now straightforward, and then one further application of Darboux’s theorem
settles the proposition (which is in numerical agreement with [9]).
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It is now elementary to show that the estimate (78) is also valid in the case where
leftist trees are required to have a denite (positive) d-number k. The details of the
proof are left to the reader.
5.5. The average size of the left and right subtrees (at the root)
Every leftist tree may be decomposed into its left and right subtrees, and its root
(see Fig. 3). One may now ask what is the average size of those subtrees, in both Ln
and Lk;n. Let jT j be the size of T (that is, the number of nodes in T ), and dene
En  [xn]E(x) 
X
T2Ln
jTLj: (83)
To count the nodes in the right subtrees we will use the symbol D instead (hence we
will have Dn; D(x), etc).
Proposition 15. The generating functions Ek(x) may be written in the form
Ek(x) = x2‘k−1(x)
0
@‘0(x)− k−2X
j=1
‘0j(x)
1
A : (84)
Proof. The equations
E1;1 = 0;
E1; n = (n− 1)‘1; n; n>1;
Ek;n =
X
j>k−1
n−2X
m=1
m‘j;m‘k−1; n−1−m; k; n> 1; (85)
can be easily proved if one recalls the recursive construction of leftist trees illustrated
in Fig. 3. Now multiply by xn and sum over n (note that in this example we have
1 = 2 = 0).
Finding out the generating functions Dk(x) is not complicated, since one has
Ek(x) + Dk(x) + ‘k(x) = x‘0k(x); (86)
similarly to (55).
Proposition 16. The average size of the left subtree of the leftist trees in Lk;n is
asymptotic to kn as n!1. Here
k 
0
@1− k−2X
j=1
j
1
A ‘k−1()
k
: (87)
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Proof. One can either compute the asymptotic behaviour of Ek;n=‘k;n, for large n and
xed k, or else evaluate limx!−Ek(x)=(x‘0k(x)).
The numerical values of the rst few terms of the sequence fkg { which are shown
in Table 2 { suggest that this sequence converges to 1=2. This can be easily conrmed
with the help of (42) and Theorem 2, and it means that on average the left and the
right subtrees become more and more balanced as the d-number increases (i.e., after
taking n!1).
The average size of the left subtree of the leftist trees in Ln is asymptotic to n,
with  being the constant dened by
 
1X
k=1
kk = ‘1()− 
1X
k=2
k−1X
j=1
‘k()j = 0:75445279 : : : (88)
(which has also been evaluated numerically in [9]).
We could now compute e.g. the average number of nodes in the left subtree of the
left subtree of the leftist trees in Ln. The numerical value we have obtained is dierent
from 2, which is in contradiction with a depth independent branching ratio.
6. The average height of leftist trees
The average height is not an additive weight, since linearity is lacking: if we try to
write a recursive relation based on Fig. 3 we will nd a troublesome max operator,
or something equivalent. That is why the method developed by Flajolet and Odlyzko
[4] for determining the average height of a sizable class of simple (or simply gener-
ated) families of trees will be followed closely. However, leftist trees are not simply
generated, and some modications are required.
The generating functions (polynomials, really) for trees with n nodes are height less
or equal to h { herein denoted by ‘[h](x) { are among the basic objects considered in
[4]. The present analysis will have to include the polynomials ‘[h]k (x) (the analogue of
‘[h](x) but for a xed d-number k). In analogy with (3) one can easily show that
‘[h]k (x) = x‘
[h−1]
k−1 (x)
X
j>k−1
‘[h−1]j (x); k > 0; (89)
while ‘[h]0 (x) = 1. Summation over k leads to
‘[h](x) = 1 +
x
2
(‘[h−1](x))2 +
x
2
X
k
(‘[h−1]k (x))
2: (90)
Alas { and this is the main problem { we found no closed recurrence for ‘[h](x) (that
is, in terms of ‘[h−1](x) only). Notwithstanding, it is still possible to proceed; just like
in the case of simple families of trees, the dierences e[h](x)=‘(x)−‘[h](x) still follow
an asymptotic recurrence of the form
e[h](x)  1(x)e[h−1](x) + 2(x)(e[h−1](x))2 +    : (91)
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As for the dierences e[h]k (x)=‘k(x)−‘[h]k (x) we will focus our attention on an asymp-
totic relation of the type
e[h]k (x)  k;1(x)e[h−1](x) + k;2(x)(e[h−1](x))2 +    ; (92)
which is more useful than a recursive one. For ‘[h]1 (x) this may be checked immediately;
in this case the expansion is exact and nite.
‘1(x)− ‘[h]1 (x) = x(‘(x)− ‘[h−1](x)) : (93)
Thus, 1;1(x) = x and 1; i(x) = 0 for i> 1 (note also that 0; i(x) = 0 for every i).
Using recursion over k it is easily seen that e[h]k (x) contains a piece proportional to
e[h−1](x), but a direct analysis is challenging because there are other terms proportional
to e[h−2](x), etc. Hence, to determine the functions i(x) and k; i(x) we simply insert
the asymptotic expansions (91) and (92) into the identity
‘(x)− ‘[h](x) = x‘(x)(‘(x)− ‘[h−1](x)) + x
1X
k=0
‘k(x)(‘k(x)− ‘[h−1]k (x))
− x
2
(‘(x)− ‘[h−1](x))2 − x
2
1X
k=0
(‘k(x)− ‘[h−1]k (x))2; (94)
which follows from (90). To rst order, and for k > 0, this gives
k;1(x)1(x) = xk−1;1(x)
0
@‘(x)− k−2X
j=0
‘j(x)
1
A
+x‘k−1(x)
0
@1(x)− k−2X
j=0
j;1(x)
1
A : (95)
If one now recalls the properties of the numbers k one will realize that
1() = 1; k;1() = k (96)
is a solution of the above recurrence for x =  (but nding a solution for arbitrary x
is another matter). Here we note as well that there cannot be more than one solution
(by now we can already exclude the null solution).
Working out the expansion to second order (and taking x= , since terms of higher
order are not needed) leads to
k;2() = k−1;2()
0
@‘()− k−2X
j=0
‘j()
1
A+ ‘k−1()
0
@2()− k−2X
j=0
j;2()
1
A
−k−1;1()
0
@1− k−2X
j=0
j;1()
1
A− k;1()2(); k > 0 (97)
(and we know that 0;2(x) = 0). This recurrence will help in nding the solution of
2()−
1X
k=0
k;2() = 0: (98)
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There cannot be more than one solution, since every k;2() is linear in 2() (if
evaluated recursively by means of (97), that is). With the help of a computer one may
nd 2() =−0:22597287 : : : (in the notation of [4], 2() correspond to −1=c2).
What is left now is to analyze e[h](x) for x not necessarily equal to  (but close
enough to ). We will nd that there is again a strong similarity with the results
obtained for simple families of trees [4]. In the rst place we assume that similarity
{ which is by no means surprising, given all the results obtained so far, including the
expansion of ‘(x) near x =  { and write
1(x) = 1() + A(− x)1=2 +    ;
k;1(x) = k;1() + kA(− x)1=2 +    ; (99)
where A denotes as the multiplicative constant that appears in the expansion (38) of
‘(x):
A=−

2
22
1=2
: (100)
Inserting the above expansions into (95) gives
k = k−1
0
@‘()− k−2X
j=0
‘j()
1
A+ ‘k−1()
0
@− k−2X
j=0
j
1
A
−k+ 2k−1
0
@1− k−2X
j=0
j
1
A ; k > 0: (101)
The solution for  (and simultaneously for 1; 2; : : :) may be found in a manner akin
to method used to nd 2(). In the case the equation is
−
1X
k=0
k = 0; (102)
and the numerical solution is = 0:45194574 : : : (the main point is that it is nonzero).
It may now be seen why there cannot be terms in (99) that are dominant with respect
to ( − x)1=2, such as ( − x)1=4. In that case one would obtain a recurrence almost
identical to (101) but for the last term (the only term independent of  and k , and
which comes from the expansion of ‘(x) and=or ‘k(x)), which would be absent. Then
all the k would be proportional to  and (102) would reduce to = 0.
By piecing together the partial results obtained so far one is lead to the following
theorem.
Theorem 3. The average height of leftist trees with n nodes is asymptotic to
2
p
n (103)
as n!1; with
2 =
2
j2()j

‘001 (‘1())
2(‘1() + )
1=2
= 1:81349371 : : : : (104)
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Hence, the asymptotic average height of leftist trees is less than the average height
of binary trees with the same number of nodes (which is given by 2
p
n { see [4]),
at least for suciently large n; as it is known, a similar relation holds for the average
node depth. Rather conspicuously, the numerical value of 2 looks very much like 21;
this equality holds numerically for over 1000 decimal digits, and so we conjecture that
it is exact.
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the original manuscript. A number of results { mainly Theorems 2 and 3 (as well as the
whole of Section 6), and the results of Section 4 (that is, in their present generalized
form) { were included only on the rst revised version (1999).
In [11] a possible generalization of leftist trees, called leftist simply generated trees
(this is actually an unfortunate designation), was introduced and discussed. One of the
results presented therein shows that the functional equation satised by that class of
trees is a simple generalization of (6), while its proof shows that the proof of Theorem
1 (in this paper) can be made purely combinatorial. The asymptotic number of those
trees [3] is actually quite similar to that of leftist trees (there is now a reasonable
expectation that their average height is also proportional to n1=2).
However, there are also some potentially misleading statements in [11] that ought not
to be left unnoticed. One of them is about the functional equation (6) being well known
for more than 20 years; here a quick look at Refs. [8,9] will clarify the matter. Another
such point involves the denition of simply generated trees, which had its root in [14];
although the examples treated in [11] are indeed families of that kind, the denition
used is not entirely correct (this same imperfect denition also appeared in [10]). The
functional equation for the generating function is not a sucient condition, there are
also rules for the recursive construction of simple trees. Due to lack of space, we will
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not discuss this issue in detail; let us just mention that a comprehensive analysis would
have to include a discussion of [14], which also contains some (very) minor problems.
Last but not least, I would like to acknowledge the hospitality of the Dutch Institute
for Nuclear and High Energy Physics (NIKHEF) in Amsterdam, where the very rst
part of this work was done.
Appendix A. The numerical calculations
This appendix is intended to explain how the numerical results stated in Proposition
8 were obtained. The power series for ‘1() is expected to converge quite slowly,
since  itself denes the circle of convergence. Thus it should not be surprising that
one tries to transform an equation that depends on the evaluation of ‘1(x) at x = 
into another one that does not require that evaluation to be done at points lying close
to the border of the circle of convergence
Proposition A.1. For any x0 such that 0<x06 dene x1 = x0‘1(x0). Then
x0 =
2x1
‘1(x1) +
p
4x1 + ‘21(x1)
: (A.1)
Proof. Substituting x0 for x in (6) and multiplying by x0 gives the quadratic equation
(x0)2 + ‘1(x1)x0 − x1 = 0. The only positive solution for x0 is given by (A.1).
Let fxng be the sequence of positive numbers dened in (76), which satises the
recurrence
xn = xn−1‘1(xn−1): (A.2)
The limit of that sequence is equal to zero since
P1
n=0 xn is easily seen to converge.
Now let us imagine we are given (for some k larger than 1) a very good numerical
approximation to xk ; ‘1(xk); ‘01(xk), and ‘
00
1 (xk); then from this we may easily derive
approximations for ; ‘1(); ‘1(x1); ‘01(x1), and ‘
00
1 (x1). Here is how: let
yk = ‘1(xk); y0k = ‘
0
1(xk); y
00
k = ‘
00
1 (xk); (A.3)
and then just iterate, in this order,
xn =
2xn+1
yn+1 +
p
4xn+1 + (yn+1)2
;
yn = xn + yn+1;
y0n =
1 + yny0n+1
1− xny0n+1
;
y00n =
(xn + yn)2y00n+1
(1− xny0n+1)3
+
2y0ny
0
n+1
1− xny0n+1
; (A.4)
for n = k − 1; k − 2; : : : ; 0 (in fact y00 and y000 should not be evaluated, for obvious
reasons). These formulae are just a disguise of (A.1), (6), (20), and (22), respectively.
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In practical terms we choose a value for k and make an initial guess for xk , and
then use a numerical algorithm to nd the positive solution of
x0y01 = 1: (A.5)
Any reasonable one-dimensional root-nding algorithm may be used in this search,
including the ones that require the evaluation of the function’s derivative (e.g., Newton{
Raphson method). An approximation to ‘1(x) is required, and for this we take a
truncation of the corresponding power series. Now the idea is that if k is taken large
enough then even a single term of the power series may provide the desired accuracy.
This is not unreasonable since for small x one has ‘1(x)  x, meaning that the xn
converge quadratically to zero i.e., xn+1  (xn)2. The numerical values of the xk for
the rst few values of k may be easily computed from the data presented in Table 2.
It is actually very easy to nd approximations accurate to several hundreds of decimal
places. The method just described may be used to solve other equations involving ‘1(x)
and its derivatives, and in that case x0 would be a root of the equation to be solved.
Appendix B. Some further relations
The next results provide a means to cross-check the accuracy of the numerical cal-
culations (that is in fact the main reason for their inclusion in this paper). Some of
the identities involve constants and can be used directly, but some of them are more
general; in the latter case replacing x by a convenient constant (e.g., ) gives an iden-
tity of the former type. It is also possible that some of these identities may be used
to simplify the expressions for expected average weights not considered herein (it is
certainly true that in a few of the cases considered in this paper we have observed
some unexpected simplications).
The rst identity is closely related to the one proved in [8, Lemma 2:1]:
x
1X
k=0
‘2k(x) = 2‘(x)− x‘2(x)− 2: (B.1)
It may be easily proved by summing (3) for k from 1 to 1 and performing a few
simple manipulations. Actually one can go one level higher and (using (3) within
itself) prove that
x2
1X
k=0
‘3k(x) = x
2‘3(x)− 3(1− x)‘(x) + 3; (B.2)
but for higher degrees such a simplication does not seem to occur. Other identities
follow by dierentiation of the latter two formulae with respect to x, with the rst
order derivatives leading to

1X
k=1
k‘k() = 1− ‘1() (B.3)
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and
2
1X
k=1
k‘k()2 = ‘1()2 + − 1: (B.4)
Another way of obtaining identities is through the generic recurrence
Uk(x) =C(x)
0
@Uk−1(x)
0
@‘(x)− k−2X
j=0
‘k(x)
1
A+ ‘k−1(x)
0
@U (x)− k−2X
j=0
Uj(x)
1
A
1
A
+Yk(x): (B.5)
If the Uk(x) satisfy the previous recurrence, with U (x) being the sum of the series with
general term Uk(x) (here we assume that all the involved innite series are convergent)
then a trivial summation gives
1X
k=0
Uk(x) = C(x)
 
‘(x)  U (x) +
1X
k=0
Uk(x)‘k(x)
!
+
1X
k=0
Yk(x): (B.6)
For example, (B.5) reproduces (40) if C(x)=x; x=; Yk(x)=0; and Uk()=k ; then
it follows that (B.6) also leads to (B.3). On the other hand, applying this procedure
to e.g. (97) produces a new identity.
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