To create a competitive advantage, firms need to find activity configurations that are not only internally consistent, but also appropriate given the firm's current environment. This challenge is particularly acute after firms have experienced an environmental change that has shifted the existing competitive landscape and created new, high-performing sets of activity choices. How should firms organize to explore and search such an altered performance landscape? While it has been noted that adaptive entities need to maintain a balance of exploration and exploitation, little is known about how different organizational structures moderate this balance. With the help of an agentbased simulation model, we study the value of three different organizational structures: a centralized organization, in which decisions are made only at the level of the firm as a whole; a decentralized organization, in which decisions are made independently in two divisions; and a temporarily decentralized firm, which starts out with a decentralized structure and later reintegrates.
Abstract
To create a competitive advantage, firms need to find activity configurations that are not only internally consistent, but also appropriate given the firm's current environment. This challenge is particularly acute after firms have experienced an environmental change that has shifted the existing competitive landscape and created new, high-performing sets of activity choices. How should firms organize to explore and search such an altered performance landscape? While it has been noted that adaptive entities need to maintain a balance of exploration and exploitation, little is known about how different organizational structures moderate this balance. With the help of an agentbased simulation model, we study the value of three different organizational structures: a centralized organization, in which decisions are made only at the level of the firm as a whole; a decentralized organization, in which decisions are made independently in two divisions; and a temporarily decentralized firm, which starts out with a decentralized structure and later reintegrates.
We find that if interactions among a firm's activities are pervasive, neither the centralized nor the permanently decentralized organizational structure leads to high performance. In this case, temporary decentralization-an organizational structure that has not found much attention in the literature-yields the highest long-term performance. This organizational structure allows the firm both to avoid low-performing activity configurations and to eventually coordinate across its divisions. Thus, even if the decision problem a firm faces is not fully decomposable, a temporary bifurcation can lead to a higher long-term performance outcome. Initial decentralized exploration is, however, costly in the short run, as compared to centralized exploration. As a result, a tradeoff exists between the short-term costs of decentralized exploration and the longterm benefits of reaching higher performance. As interactions across and within divisions increase, the optimal length of decentralized exploration tends to grow.
Paralleling our first result, we further show that even if a decision problem is decomposable, that is, can be perfectly modularized, it can be beneficial to create a temporary decision allocation that creates "unnecessary" interdependencies across the subsystems. This benefit arises in particular when the modules are complex by themselves. In both cases, an initial phase of exploration, enabled by an appropriate organizational structure, followed by refinement and coordination, enabled by a different structure, leads to high performance. To illustrate our general model, we focus on incumbent firms' responses to the Internet and discuss implications for the product design process.
Introduction
Management scholars have exhorted firms to maintain a tight coherence among their multidimensional policy and activity choices to create systems with high internal fit (e.g., Miller and Friesen 1984, Porter 1996) . To create a competitive advantage-and at times simply to survive-firms face the challenge of identifying activity configurations that are not only internally reinforcing, but also appropriate, given the firm's current environment. For incumbent firms, this challenge is particularly acute after environmental changes, such as technological shifts, that allow new ways of performing existing activities and that create new, high-performing, coherent sets of activity and policy choices, i.e., new business systems.
How should firms organize to explore and search such a new space of possibilities? Consider, for instance, the impact of the Internet and the World Wide Web on incumbent firms. To many firms, the Web constituted a significant environmental shock, creating an altered performance landscape that enabled many new activity configurations and that required firms to readjust their existing activity systems. Which organizational structure to adopt in the search for an appropriate strategic response to the new competitive landscape was a nontrivial question for many firms, and a large variety of organizational responses ensued. Some firms pursued centralized change efforts in which the firm incorporated its e-commerce activities seamlessly into the existing organization. For instance, The Gap, a fashion retailer, considered its website simply as one more store and serviced it using its existing infrastructure. Similarly, The Vanguard Group and Dell considered the Internet as one more distribution channel to be exploited by the existing organization. In contrast, other firms pursued more decentralized search efforts. For instance, Bank One formed an independent Web subsidiary, Wingspan, to explore Internet-based banking. Likewise, Disney created Go.com, grouping all its Web-based activities into one organizational entity and creating a separate tracking stock for this business.
The academic literature has offered a paralleling variety in its prescriptions: Agreement exists that organizational structure plays a critical role in the search and exploration of new competitive landscapes (Schoonhoven and Jelinek 1990) , but views differ on what organizational structures are particularly suitable. For instance, Christensen (1997) argues that the claims of established business lines on a firm's resources are such that the only hope for a rapid and effective response to a major shift in a firm's competitive landscape is to create an independent business to pursue the possible new business models suggested by these changes. Other scholars (Brown and Eisenhardt 1997 , Burgelman 1991 , Tushman and O'Reilly 1996 suggest that firms can engage in a mix of new, exploratory initiatives at the same time they devote substantial resources to continuing to pursue existing initiatives within the same structural context.
Common to these perspectives is the premise that adaptive entities are charged to maintain a balance of exploration and exploitation-a theme with deep roots in the literature on complex adaptive systems (Holland 1975 ) that has become central in the management discourse as well (March 1991) . Perspectives differ, however, on the suggested organizational structure to manage this process. On one hand, firms need to search broadly for new activity configurations. On the other hand, firms need to coordinate across their interdependent activities to avoid misfits and instability. While the call to balance search and coordination has been well understood, there is still little known about how different organizational structures moderate this balance. Using an agentbased simulation model, we start making an attempt to fill this gap in a structured manner. To focus our analysis, we concentrate on a particularly salient aspect of organizational structure, the degree of centralization of decision making. Thus, while our main motivating examples are concerned with organizational responses to the Internet, our model addresses a broader organizational phenomenon by examining the effects of centralized and decentralized decision making on the balance of exploration and coordination.
To be precise, we call an organizational structure "decentralized" when decision making has been disaggregated into a number of subunits, or divisions, each making its own decisions. In contrast, an organizational structure is called "centralized" when decisions are made only at the level of the firm as a whole. Since we conceptualize firms as systems of interdependent activities, the key contextual variable of our analysis is the degree and pattern of interactions among the activities in which a firm is engaged. If the decisions that a firm has to make concerning its activity choices can be grouped such that all interactions are captured within separate divisions, and no cross-division interdependencies exist, the overall decision problem the firm faces is called "decomposable" (Simon 1962) . The decomposability of decision problems has recently attracted renewed attention in the literature on modularity (Schilling 2000) . Firms have been exhorted to decompose decision problems, i.e., to "modularize" them, in particular in the context of product design (e.g., Sanchez 1995) . Modularization of design problems has been seen, for instance, as a way to speed up product improvement (Baldwin and Clark 2000) because decision problems that have been divided into independent subproblems reduce the amount of required coordination.
Thus, at the heart of our analysis lie different combinations of organizational structures (centralized/decentralized) and decision problems (decomposable/nondecomposable). For which types of interaction patterns among decisions is which type of organizational structure suitable? Related to our study is prior work concerning the organizational implications of product modularity, which poses that modular product design will be paralleled by a "modular" or decentralized organizational structure (Sanchez and Mahoney 1996) . Similarly, Galunic and Eisenhardt (2001) and Eisenhardt and Brown (1999) consider the benefits of modular organizational structures when "business charters" need to be reassigned, while Schilling and Steensma (2001) study the industry characteristics under which, in their terms, modular organizational features such as contract manufacturing and alliance formation arise.
To summarize our main result, we find that if interactions among a firm's activities are nondecomposable, neither a centralized nor a permanently decentralized organizational structure leads to high performance. In this case, temporary decentralization with subsequent reintegration-an organizational structure that has not found much attention in the literature-yields the highest long-term performance. This organizational structure allows the firm to both initially explore possible solutions and eventually coordinate across its divisions. Similarly, we find that if a decision problem is decomposable, it can be beneficial not to decomposei.e., modularize-the system from the beginning. A temporary introduction of "unnecessary" interdependencies can yield higher long-term performance, especially when the subunits of the decomposed system are complex. In both cases, an initial phase of exploration, enabled by an appropriate organizational structure, followed by refinement and coordination, enabled by a different structure, leads to high performance.
We apply the findings of our analysis to the recent challenge faced by incumbent firms to adapt to the changes and the economic opportunities brought about by the Internet. Interestingly, in this context, a number of temporary decentralized structures with subsequent reintegration did in fact arise. Since pervasive interdependencies between the Internet divisions and the mother firms are likely to exist, our model would suggest that such temporary decentralization followed by reintegration is indeed a helpful search strategy, whether the temporary aspect of the decentralization was originally intended or not.
The rest of the paper is organized as follows. The next section provides a detailed description of the notion of performance landscapes-a helpful framework for modeling firms as systems of interdependent choices. In §3, we analyze the implications of centralized, decentralized, and reintegrated organizational structures for organizational adaptation. Section 4 discusses the implications of the findings, while §5 concludes.
Performance Landscapes
Firms engage in a wide array of choices, for instance, with respect to product line, target markets, marketing, sales, distribution, manufacturing, human resources, purchasing, research and development, and finance and control. The view that these choices have to fit together and form consistent configurations has a long tradition in the management literature (Chandler 1962 , Drazin and Van de Ven 1985 , Learned et al. 1961 , Meyer et al. 1993 , Miller 1986 , Miller and Friesen 1984 , Mintzberg 1979 . While previous work on fit focused on consistency among functional areas, the recent management literature has adopted a more fine-grained level of inquiry, focusing on fit at the level of individual activities (e.g., Porter 1996 , Siggelkow 2002 . In particular, the implications of interactions among choices made by a firm have found much recent attention (e.g., Milgrom and Roberts 1990 , Siggelkow 2001 , Whittington et al. 1999 .
The analytical framework of a performance landscape (Kauffman 1993; Levinthal 1997; Rivkin 2000 Rivkin , 2001 allows us to highlight organizational consequences of interactions among choices. A performance landscape is a mapping of all possible sets of a firm's choices onto performance values (such as a profitability measure). If a firm's set of choices is described by a vector of N choices, then the performance landscape consists of N dimensions depicting the firm's alternatives along each dimension and an (N + 1)th dimension depicting the performance associated with each vector of N choices. For a simple example with N = 2, see Figure 1 . For each combination of X and Y , the performance landscape depicts the resulting performance V . For instance, one dimension might be product variety, while the other dimension characterizes the flexibility of the manufacturing setup.
The degree of interaction among a set of choices affects the ruggedness of the performance landscape (Kauffman 1993) . For instance, if the payoff to each individual choice is independent of all other choices, the landscape will be smooth and single peaked. A set of choices P = a 1 a 2 a N represents a peak in the landscape, if there is no other set of choices that differs from P in only one element and yields a higher performance than P . In other words, no incremental change of P exists that is performance enhancing.
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If choices interact, the performance landscape will typically have more than one peak. Moreover, the greater the number of choices that interact with each other, the more rugged and multipeaked a landscape becomes. One can think of interactions as imposing constraints on efforts to improve performance with respect to a single variable. Shifting a focal variable may yield some positive direct effects, but it may also generate a number of negative indirect effects on the performance contributions of other variables. In such an interconnected system, appropriate choices are highly contextualized, i.e., dependent on the values of other activity choices, leading to a number of distinct, consistent sets of activity configurations (Porter and Siggelkow 2002) .
Aspects of search behavior that have been studied in prior work using the framework of performance landscapes include the efficacy of incremental versus more radical changes (Levinthal 1997 ) and the effect of simplified mental representations of the underlying performance landscape (Gavetti and Levinthal 2000) . The effect of organizational structure on search performance has received only limited attention (e.g., Rivkin and Siggelkow 2003, Ethiraj and Levinthal forthcoming) . In this paper, we focus on a particular feature of organizational structure: the degree of decentralization. As a firm searches for new activity configurations, does it search as one entity, or does it create divisions that search independently for division-level activities that yield high performance from each division's own perspective?
A Simulation Model of Organizational Exploration
To search a performance landscape, firms can organize in different ways. For instance, in the context of the Internet, some firms adopted decentralized structures. These firms created internal divisions focusing on Web activities or created free-standing subsidiaries. Thus, these firms created more or less independent, new organizational divisions. In contrast, other firms engaged in centralized and integrated responses, in which their Web activities were fully integrated into the firm's set of existing activities. Integrated responses were not necessarily incremental. While some firms were able to incorporate Web activities through incremental adaptation of their existing business system, other firms engaged in higher-dimensional, systemic reconfigurations. The common feature of these responses was, however, the firms' unified organizational structure during their search process.
To study more formally the efficacy of different organizational structures for discovering good activity configurations, we use an agent-based simulation model. Firms with different organizational structures are "released" on performance landscapes. Over a number of periods, firms search this performance landscape for highperforming activity configurations, i.e., high points on the landscape. By comparing the performance of firms with different organizational structures over a large number of landscapes, we are able to identify the typical effects of different organizational structures on firm performance.
Model Specification

Modeling Performance Landscapes.
Conceptualizing firms as systems of activities, we assume that a firm has to make decisions concerning N activities, a 1 a N . For simplicity, it is assumed that each activity can take on two states. For instance, a 1 may represent the decision to sell products directly a 1 = 1 or not a 1 = 0 , while a 2 may represent the decision to use resellers a 2 = 1 or not a 2 = 0 . As described above, a performance landscape is a mapping of any possible set of firm activities A = a 1 a 2 a N to performance values V A . We create performance landscapes with a variant of the NK model (Kauffman 1993) , which has been employed in a number of organizational studies (for a survey, see Sorenson 2002) . The value of each individual activity a i is affected by both the state of the activity itself and the states of a number of other activities a −i . For instance, the value of selling products directly is likely to be affected by the presence or absence of existing distribution through resellers. (Consider, for example, the problems encountered by Compaq to duplicate Dell's direct distribution model.) Denote the value of activity a i by c i a i a −i . For each landscape, the particular values of all possible c i 's are determined by drawing randomly from a uniform distribution over the unit interval, i.e., c i a i a −i ∼ u 0 1 . The value of a given set of activities A is then given by
The identity of a −i , i.e., the set of activities that affect each activity a i , is given by the interaction structure of the firm's decision problem. The interaction structure is either prespecified directly or generated randomly in a controlled manner. The two interaction structures that we prespecify are depicted in panels A and B of Figure 2. An interaction structure is an N * N matrix, where an x in column j, row i, denotes that activity j affects activity i. In all simulations, we use N = 6. Panel A depicts a block-diagonal structure. In this case, activities a 1 -a 3 all affect each other and activities a 4 -a 6 all affect each other, but no interactions occur between any of the activities a 1 -a 3 and any of the activities a 4 -a 6 . Panel B depicts the case of full interdependence in which all activities affect each other. When interaction structures are generated randomly, as in the typical NK setup (Kauffman 1993) , only the overall degree of interaction is specified. In particular, the parameter K denotes the number of off-diagonal entries in each row, i.e., the number of activities that each focal activity is affected by. Panel C depicts an example of a K = 2 random interaction structure. One should note that the block-diagonal interaction structure shown in panel A is a special case of a K = 2 interaction structure. Similarly, the case of full interdependence shown in panel B corresponds to the case of K = 5.
Alternative Organizational Structures.
We model three different firms: a centralized firm, a decentralized firm, and a temporarily decentralized firm that later reintegrates. After a landscape is created, all three firms are placed on the same, randomly chosen spot on the landscape. In each subsequent period, each firm attempts to find performance-improving changes in its activity configuration. For illustrative purpose, assume that a firm is located at a i = 0 for all six activities, i.e., A = 000000. The three firms differ in the way they evaluate and choose performance-improving alternatives. A centralized firm will evaluate a randomly chosen local alternative and compare it to the current status quo. Local alternatives are activity configurations that differ in one activity from the status quo, in this case, e.g., 001000. If the centralized firm finds that the alternative has a higher performance value than the status quo-in this case, V 001000 > V 000000 -the firm will implement the alternative. If the alternative is implemented, say 001000, the firm will search in the next period for further improvements, using 001000 as a starting point for local search. If the evaluated alternative has a lower performance than the status quo, V 001000 < V 000000 , the firm will continue, in the following period, to look for improvements around the status quo, i.e., around 000000.
The decentralized firm is assumed to consist of two divisions M and W (e.g., the mother firm and the Web division). Division M controls decisions a 1 -a 3 ; division W controls decisions a 4 -a 6 . In each period, each division is searching for local improvements for its own division. In evaluating alternatives, each division takes only the payoff to its own division into account. Thus, rather than using V • to evaluate alternatives and the status quo, division M computes
In evaluating alternatives, each division takes the other division's status quo choices as given. For instance, if the firm as a whole is currently at 000000, division M might evaluate alternative 100 (given W 's current choices of 000) and division W might evaluate 010 (given M's current choices of 000). If either division finds a profitable change as compared to the status quo, it is implemented. For instance, if M finds 100 to be more profitable than 000, and W finds 010 to be less profitable than 000, the firm's overall activity configuration would become 100000. In the next period, each division would again search for local, division profit-enhancing alternatives, starting its search at 100 and 000, respectively.
Three features of the decentralized firm should be noted. First, the decentralized firm is able to implement more changes in any given period than the centralized firm. Given that decisions are divided between two divisions, the decentralized firm can implement up to two changes in any period, while the centralized firm can only implement one change. The rationale for this modeling assumption is to capture the effect of parallelism that is afforded by decentralized structures. In fact, a key reason for decentralization is the ability to overcome the slowness of sequential decision processes: If all decisions have to be made at one central location, the process is generally slower than if decisions can be made independently and simultaneously by more than one actor.
2 Second, the assumption that each division is using its division profit V 1 or V 2 to determine which alternative to implement can be interpreted in two ways, based either on incentives or on information availability. The incentive-based interpretation poses that divisions are treated as profit centers, i.e., that managerial incentives are linked entirely to division performance. In this case, divisions would implement those decisions that benefit them most, regardless of firmwide implications. Alternatively, divisions may not have sufficient information to understand the implications of their actions on other divisions. In this case as well, they may choose to ignore these externalities and base their decisions exclusively on the payoffs to their own divisions.
Third, by assigning the first three decisions to one division and the last three decisions to the other division, the decentralized firm's decision allocation perfectly decomposes the block-diagonal interaction structure (Figure 2A) . In other words, no cross-divisional interdependencies exist for the decentralized firm when the interaction structure is block-diagonal. In contrast, when the interaction structure is generated randomly, the decentralized firm's decision allocation generally does not decompose the interaction structure; i.e., cross-divisional interdependencies typically exist. For example, for the K = 2 interaction structure depicted in Figure 2C , activity a 6 , which is under control of the second division, affects activity a 1 , which is under control of the first division. In the case of full interdependence (K = 5, Figure 2B ), cross-divisional interdependencies exist in any decision problem that the decentralized firm faces.
Finally, the third type of firm is the reintegrator. Whereas centralized and decentralized firms never change their organizational structure, the reintegrator starts out with a decentralized structure, but switches to a centralized structure after period t.
Results
We study the effectiveness of the three different organizational forms for different types of interaction structures. The performance of each firm is expressed as the percentage of the highest possible performance in any given landscape. Thus, a firm that is on the global peak has a performance of 1.00. Results are averaged over 10,000 landscapes. If interaction structures are not prespecified, both the interaction structure and the contributions of the various possible configurations of choices are generated anew in every landscape; with prespecified interaction structures, only the contributions are generated anew in every landscape.
Search in a Decomposable
Environment. Figure 3 shows the results for the centralized and decentralized firms and for a firm that reintegrates after period 25, when firms face landscapes that have an underlying block-diagonal interaction structure.
In the short run, the decentralized firm has a performance advantage over the centralized firm, while in the long run both firms converge on the same performance. The short-run advantage of the decentralized firm shows the value of parallel search, which allows the decentralized firm to change its activity set more quickly than the centralized firm. Since the partitioning of the decision problem in the decentralized firm matches the underlying interaction structure, decisions of one division do not affect the decisions in the other division. As a result, any parochial decision made in one division is also beneficial for the firm as a whole. Put conversely, given a decomposed activity interaction structure, no benefit of coordination is provided by centralization. At the same time, in the long run, both firms reach similar average performance levels. Since both types of firms consider only local changes, they do not always reach the global peak, but can get stuck on local peaks. As a result, their performance is less than 1.00. The reintegrator's performance is practically identical to that of the decentralized firm. Up to period 25, both firms share the same organizational structure and hence have the same performance (except for statistical fluctuation). By period 25, all firms that are decentralized are stuck on local peaks; i.e., neither division can find a local change that is performance enhancing. After reintegration, the firm is still looking only at local changes. Moreover, since decisions from one division do not affect the payoffs of the other division, the reintegrated firm ranks alternatives in the same manner as the decentralized firm. As a result, the firm remains stuck at the same point. Thus, reintegration does not provide any performance benefit over keeping a decentralized structure.
To summarize, if decisions can be grouped so that all interactions are contained within divisions, a decentralized firm that decomposes the decision problem has a short-term advantage, while yielding a similar long-term performance as the centralized or reintegrated firm.
Search in a Nondecomposable Environment.
The findings reported in the previous section change dramatically when activity interactions cannot be perfectly decomposed. Figure 4 shows the results for the case of interaction structures randomly specified with K = 2. In this case, even though the decentralized firm still has the ability to change faster than the centralized firm, the decentralized firm no longer has a short-term performance advantage. Given that activities interact across divisions, the benefit of coordination-i.e., of taking into account the externalities that decisions in one division have on the other division-is large. The decentralized firm, in which interdependencies across divisions are ignored, suffers from this lack of coordination in the short run and especially in the long run. The most intriguing result, however, is the performance of the reintegrated firm. Since it is decentralized until period 25, its early performance is again practically identical to the decentralized firm. After reintegration in period 25, its performance improves. Strikingly, its performance improves to become significantly higher than that of an organization that is centralized throughout. (All performance differences that are mentioned in this paper are significant with p < 0 01.)
The increase in performance subsequent to integration stems from the coordination that is provided by the centralized organizational structure. To gain more intuition for this effect, it is helpful to observe a number of individual performance histories. Figure 5 displays the performance of two firms that start decentralized and reintegrate after period 25 and one firm that is permanently centralized. In contrast to Figure 4 , the performance given in any period in Figure 5 is the performance of a single firm on a single landscape, rather than the average performance of firms of a particular type over 10,000 landscapes.
While the performance values shown in Figure 5 are idiosyncratic, the shapes of the performance histories are fairly typical. Firms that are permanently centralized improve their performance in a number of discrete steps. Moreover, the overall performance of these firms never declines because only performance-improving local adaptations are adopted. Firms that start out in a decentralized form follow two broad classes of developments, represented by Reintegrator 1 and Reintegrator 2. Common to both is an early phase of exploration in which both divisions pursue their own interests. Even though the firm may encounter good overall solutions, division managers might find alternatives for their departments that would improve their division's performance but reduce overall firm performance. Due to parochial interests, these alternatives will be implemented and overall performance of the firm can decline.
One basic pattern, represented by Reintegrator 1, is a cyclic pattern of performance, at times rising and then subsequently falling, with the organization never fixating on a particular set of choices. Underlying this pattern is the fact that each subunit, in its efforts to modify its choices to improve its own performance, perturbs the performance landscape of its sister division. Each division is essentially trying to climb uphill on a shifting performance landscape (Levinthal and Warglien 1999) . This ongoing process of mutual self-perturbation results in a cyclic pattern of performance with no systemic sense of progress. This cycling ceases with reintegration, since an integrated, centralized firm will never adopt changes that are harmful to the firm as a whole. As a result, reintegration yields an immediate performance improvement. In addition, as indicated in the case of Reintegrator 1, subsequent local exploration can further improve performance.
The other basic pattern is represented by Reintegrator 2. In this case, the performance cycling ends after a number of periods. However, the cycling can end in a poor compromise, with both divisions at a solution that is optimal given the other division's current actions but with poor performance for the firm as a whole. Divisions have reached a low-performing Nash equilibrium. This stalemate can only be broken by reintegration. With reintegration it is possible to implement decisions in one division that might be harmful to this division, yet greatly benefit the firm as whole. As shown with Reintegrator 2, these improvements may not occur immediately after reintegration, but after a number of periods the newly integrated firm has identified changes in its activity system that enable it to achieve higher performance.
While Figure 5 provides an intuition for why performance increases after reintegration takes place, the interesting puzzle remains why the initial phase of decentralization allows the organization to achieve ultimately an even higher performance than the permanently centralized firm. We postpone the explanation of this effect until the end of the next section, which provides a number of insights into the sources of the beneficial effect of an initial epoch of decentralization. In short, the initial decentralization allows the firm to escape from poor, yet consistent, sets of choices by moving the firm to a good starting point for the subsequent firmwide local search process.
Search from a Disrupted Global
Peak. The analysis to this point has examined the effect of alternative organizational structures on search when this search process commences on an arbitrary starting point on the performance landscape. The typical problem of organizational adaptation is, however, generally couched as a problem of an organization that is initially well positioned in the performance landscape and then faced with the challenge of responding to a shift in the landscape.
To explore this situation, we analyze the following setting, in which each firm's initial activity system is optimized given the existing environment; i.e., firms are located on the global peak of the landscape. Firms then encounter an environmental change that alters the optimal activity configuration; i.e., a shift in the global peak. A minor environmental change might require each firm to change only one of its activities to reclimb the global peak. Larger environmental changes may require firms to change more activities. In other words, we model the degree of environmental change by the number of activity changes, d, required by each firm to reclimb the global peak. In this light, the random starting point used up to now can be interpreted as a mixture of environmental shocks that dislocated firms from the global peak by an average of d = 3 activity choices. 
Degree of Environmental Change Performance Reintegrator Centralized after period 25. Reported results are averaged over 10,000 landscapes with K = 2. Two interesting observations arise from the figure. First, as the degree of environmental change increases, the performance advantage of the reintegrator over the centralized firm increases. Thus, temporary decentralization appears to be particularly important after large environmental shocks. Second, temporary decentralization can have a cost, even in the long run. When the firm is close to, or already on the global peak, temporary decentralization has the potential to lead the firm astray-in fact, so far astray that the firm is unable to reclimb the global peak after it reintegrates. Thus, experimentation does not come for free; it is accompanied by the risk of undermining an existing high-performing set of choices.
While the exact level of environmental change at which the performance of the reintegrator exceeds that of the centralized firm depends on the degree of interaction, the overall pattern of performance is similar for different degrees of interactions. In Figure 7 , we show the performance in period 100 of centralized firms and firms that reintegrate after period 25 for landscapes with K = 5. Again one can observe the potential liability of temporary decentralization for firms that start on the global peak and the increasing benefit of temporary decentralization as the degree of environmental change increases. In sum, for environmental changes that require only a low-dimensional change in the activity system to regain internal fit, a centralized response is an appropriate organizational adaptation strategy. For larger changes, however, a temporary decentralized response tends to yield superior performance. 
Degree of Environmental Change Performance Reintegrator Centralized
Value of Temporary Decentralization.
What are the sources for the performance differences between centralized and reintegrated firms? As shown in Table 1 , the performance differences that could be seen in Figures 6 and 7 are driven by two factors: the number of firms that are able to reach the global peak and the performance of firms that do not reach the global peak. The top panel of Table 1 reports these measures for the firms on the K = 2 landscapes that were plotted in Figure 6 , while the bottom panel reports the measures for the firms on the K = 5 landscapes plotted in Figure 7 . Consider, for instance, firms that encounter a very large shock d = 6 on very rugged landscapes K = 5 . Only 0.91% of the permanently centralized firms are able to reach the global peak, whereas 15.85% of the reintegrators are able to do so. Thus, one source for the performance advantage for reintegrators is their greater ability to find the global peak. Now consider those firms that did not reach the global peak. The average performance of the centralized firms that did not reach the global peak is, in this case, 0.862, while the average performance of the reintegrators that did not reach the global peak is (a statistically significantly higher) 0.880. Thus, a second source of the performance advantage of reintegrators is their ability to find higher local peaks than the centralized firms. The table also provides an insight into the potential liability of reintegrators. Centralized firms that are already on the global peak will never leave the global peak, as they cannot find any incremental change that improves performance. Decentralized firms, however, can move away from the global peak. Indeed, we see for the K = 5 landscape that, out of the 10,000 reintegrators that start on the global peak, 2,796 do not end up on the global peak. Their initial exploration leads them so far astray from the global peak that they are unable to find their way back onto the global peak once they reintegrate.
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To describe these effects more precisely, the concept of a "basin of attraction" is helpful. A peak's basin of attraction is the set of locations on a landscape from which the particular peak can be reached via local exploration. In other words, a firm that searches locally and that finds itself in a particular basin of attraction tends to gravitate toward a particular activity configuration, i.e., a particular peak in the landscape. Two consequences arise from the firm's local search. First, a firm's starting location can have a profound effect on its eventual activity system. This path-dependence is related to Stinchchombe's (1965) argument regarding imprinting. In contrast to Stinchcombe, however, the history dependence that results from local search through a rugged 
performance landscape does not require organizations to be inert; rather, the particular local peak the organization reaches is a function of the starting point of the search process (Levinthal 1997 ). Second, a local peak and its associated basin of attraction fence in firms that pursue local search. If we consider all configurations close to a particular peak as reachable with a firm's existing capability set, then peaks and their associated basins of attraction are the landscape representations of "capability traps" (Levitt and March 1988) . The two sources of the performance advantage of the reintegrator can be rephrased concisely as follows: Temporary decentralization allows the firm to avoid basins of attraction of low peaks. As a result, reintegrators are more likely to end up on the global peak, and, if they do not reach the global peak, they end up on higher local peaks than permanently centralized firms. This insight, to be explained in more detail, solves the puzzle of why reintegrators can achieve higher performance than permanently centralized firms. Reintegrators are able to avoid low local peaks, i.e., avoid competency traps that are associated with low performance. Why are reintegrators able to avoid low local peaks? Since reintegrators become centralized firms, reintegrators, as well as centralized firms, find themselves by the end of their search process on (local) peaks on the landscape. The last question thus can be rephrased as: Why are reintegrators able to avoid basins of attraction of low local peaks? A firm that starts its search process in a centralized manner is stuck with whatever basin of attraction is associated with its initial location, i.e., its initial activity system. Similarly, at the time of reintegration, a reintegrator is stuck with whatever basin of attraction it has reached at that time. This starting point for the reintegrator, however, is influenced by the prior phase of local search, which is driven by the divisional performance perspective. This decentralized search can dislodge firms from basins of attraction. Moreover, as shown below, decentralized search is more likely to dislodge a firm from a basin of attraction of a low peak than from a basin of attraction of a high peak. As a result, at the time of reintegration, the reintegrator finds itself, on average, in a basin of attraction that is more attractive than the basin of attraction in which it and the centralized firm originally started their search.
Why is decentralized search more likely to dislodge a firm from a basin of attraction of a low peak than from a basin of attraction of a high peak? Consider a reintegrator that is still in its decentralized phase. As this firm moves through the landscape, it may reach a point that is a local peak, i.e., an activity combination from which a centralized firm would never move. Since in the decentralized firm each division is only concerned with its own profits, it is possible that the decentralized firm will move away from this local peak. In the terminology of Rivkin and Siggelkow (2002, 2003) , this local peak may not be a "sticking point" for the decentralized firm. (A "sticking point" is a configuration of choices from which a firm does not move. While local peaks are sticking points for the centralized firm, they may not be sticking points for the decentralized firm.) If this local peak is a not sticking point for the decentralized firm, it is possible for the firm to escape this peak's basin of attraction. If it were as likely that a decentralized firm would move away from a high local peak as from a low local peak, overall performance would not be affected substantially.
9 Yet decentralized firms are actually more likely to move away from low local peaks than from high local peaks. In other words, the probability that a local peak is a sticking point is (weakly) increasing in the height of the local peak.
To gain an intuition for this result, recall that the performance of an activity configuration is the sum of the performance contributions of the two divisions, divided by two. For an activity configuration to be a local peak, the sum of the two division contributions has to be larger than the sum of the two division contributions for each of its local alternatives. For instance, on an N = 2 landscape, for configuration 00 to be a local peak, its performance has to be larger than the performance of 01 and 10. For an activity configuration to be a sticking point for a decentralized firm, however, each division's contribution has to be larger than the respective divisions' contributions of the local alternatives. Thus, for configuration 00 to be a sticking point for a firm that assigns the first activity to one division and the second activity to the other division, it has to be more profitable for the first division to choose 0 than to choose 1 (given that the other division chooses 0), and it has to be more profitable for the second division to choose 0 than to choose 1 (given that the other division chooses 0). Now consider a peak that has maximal height, i.e., a peak for which each division's contribution is at its highest possible value. (If division contributions are restricted to the unit interval, this would correspond to the case in which each contribution equals 1 and the height of the peak is 1.) 10 The probability that this highest of all possible peaks is a sticking point is 1, because no division could possibly find a profitable deviation. Now consider a peak that has less than maximal height, say 0.6, with underlying contributions of 0.5 and 0.7 for each division. A neighboring activity configuration may yield contributions of 0.6 and 0.4, for an overall performance value of 0.5. Even though overall performance is smaller, the first division will implement the change, since it improves its performance, and thereby move the firm away from this local peak. Thus, for peaks that have less than maximal height, the probability that the peak is a sticking point has to be less than 1. More generally, as shown in the Appendix, the lower a peak, the more likely it is that one of the neighboring activity configurations has an underlying divisional contribution that is larger, thereby causing the decentralized firm to move.
11 As a result, the probability that a local peak is a sticking point for the decentralized firm is increasing in the height of the local peak. Consequently, decentralized firms are more likely to escape basins of attraction of low local peaks than of high local peaks. Thus, once a firm reintegrates, it finds itself in a basin of attraction that leads, on average, to a peak that is higher than the peak that would be reached via centralized search commencing on the same original starting point.
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Put differently, a consistent activity configuration (i.e., a peak) that generates very high overall firm performance is likely to be composed of activity configurations that yield high performance for both divisions (otherwise overall performance would not be very high). Since each division's performance is high, neither division is likely to find a new configuration that would yield higher divisional payoffs, and the firm retains this activity configuration. In contrast, a consistent configuration that creates intermediate performance can be generated by one division with high performance and one division with low performance. In this case, it is likely that the division with low performance can find a configuration for its division that will improve its performance. Since the firm is decentralized, the division will implement the change and the firm will move away from its original configuration. Thus, the firm has become unglued from its mediocre consistent activity configuration. In sum, the decentralized structure makes it more likely that the firm will escape a competency trap that is associated with lower overall performance than with higher overall performance. As a consequence, once the firm reintegrates, it has maneuvered itself into a good starting position for coordinated, centralized search.
Magnitude of the Reintegration
Benefit. In §3.2.3 we investigated the value of reintegration as a function of the initial environmental shock that the firm experienced. In this section we illustrate further determinants of the magnitude of the reintegration effect.
The explanation for the performance advantage of reintegrators, as presented in the last section, stressed two factors: the possibility that centralized firms get stuck on low local peaks, and the ability of reintegrators to avoid getting stuck on these peaks. Reintegrators are able to avoid low local peaks because parochial decision making at the level of the divisions may dislodge a firm from a local peak. Note that cross-divisional interdependencies are necessary for this dislodging to take place. If each division's decisions are independent from the other division, each local peak is also a sticking point for the decentralized firm.
13 As a result, in §3.2.1, we saw that reintegrators did not have any performance benefit on decomposable landscapes when decisions across divisions were independent of each other.
The magnitude of the reintegration benefit is thus likely to be driven by two factors: the probability of a centralized firm of getting stuck on a low local peak and cross-divisional interdependencies that dislodge decentralized firms from low local peaks. Consequently, the benefit of reintegration should be largest for firms that have many cross-departmental interdependencies and that operate on landscapes that have many local peaks. To investigate these effects, we analyze the long-run performance of reintegrators as compared to centralized firms on landscapes that differ in their overall degree of interaction. As the degree of interaction K increases, both the number of local peaks and the number of crossdivisional interdependencies increases. For instance, a K = 2 landscape has on average about 3.5 local peaks, while a K = 5 landscape has on average about 9 local peaks. Similarly, since interactions are determined randomly, some activities on low K landscapes generate only intradivisional interactions. Consider, for instance, the prior example of the K = 2 interaction pattern given in Figure 2C . Here, activity a 3 only affects activities a 1 and a 2 ; i.e., activity a 3 generates only intradivisional interactions. In contrast, for a K = 5 interaction structure, each activity generates not only intra-but also cross-divisional interactions.
The black line in Figure 8 displays the performance difference in period 100 between a permanently centralized firm and a decentralized firm that reintegrates after period 25 as a function of the overall degree of interaction of the landscapes on which the firms are operating. Consistent with our argument above, we find that the performance benefit of reintegration increases as the number of local peaks and the degree of crossdepartmental interdependencies increase. One can further show that these two factors separately increase the benefit of reintegration, even if the overall degree of interaction stays constant (results available from the authors).
The Timing of Reintegration.
The previous sections pointed to the long-term performance advantage that can be derived from an initial phase of decentralization, but we have yet to examine how long this initial phase should be. As we observed in Figure 4 , performance rises precipitously with reintegration; as a result, there is some cost to persisting in a decentralized structure. Thus, we are faced with the question of how long firms must stay decentralized to realize the benefits of reintegration. Figure 9 sheds light on this question by showing the long-term performance of firms that reintegrate at different times on landscapes that are characterized by full interdependence. Even five periods of decentralized exploration with subsequent integration generates a significantly higher performance than no decentralized exploration at all. A longer phase of decentralized exploration appears to be beneficial, though. Firms that reintegrate after 10 periods outperform firms that reintegrate after five periods. Similar relationships are found for firms reintegrating after 10, 30, and 40 periods. Substantially more than 40 periods of decentralized exploration, however, does not appear to yield any performance advantages. The long-term performance of firms that reintegrate after 50 or 60 periods is not significantly different from firms that reintegrate after 40 periods.
To repeat: Decentralization alone does not yield high performance. Firms that never reintegrate perform sig- As these results show, to achieve high long-term performance, reintegration should not occur too early. At the same time, keeping the decentralized structure for a very long time does not yield any long-term benefits, while it does create costs of underperformance. What affects the optimal timing of reintegration? Similar to our analysis of the magnitude of the reintegration benefit, we analyze the optimal timing of reintegration as a function of the overall degree of interaction, which has an effect on both the ruggedness of the landscape and the degree of cross-divisional interdependence. The white line in Figure 8 displays the optimal period of reintegration as a function of K.
14 As the ruggedness of the landscape and the degree of interdependence between the divisions increase, the optimal length of the initial phase of decentralization increases as well. For instance, while for K = 2 landscapes 12 periods of decentralization are sufficient, for K = 5 landscapes decentralization up to 40 periods yields long-term performance benefits.
In sum, firms need to trade off the short-term costs of decentralized exploration and the long-term benefits that can be achieved from coupling initial decentralized exploration with subsequent integration. Since the costs of decentralized exploration are caused by divisions that only care about their own payoffs, one may wonder whether a different incentive structure might help alleviate this problem. For instance, rather than making the divisions profit centers, a firm might employ firm-based compensation schemes that reward only decisions that are beneficial for the firm as a whole. In managerial terms, this is a central question: In making decisions, how independent should each division be? Organizationally, firms have two levers: a structural choice of how to allocate decisions (in this case, "Should we allocate decision rights to two separate divisions?") and a choice of how to guide decision making within each division (in this case, "When deciding what choices to make for each activity, should a division care about the firm as a whole or only about the division itself?"). Can the firm still reap the benefits of its structural choice of allowing decentralized exploration, while reducing the short-term performance costs by requiring divisions to take only decisions that are beneficial for the firm as a whole? In short, the answer appears to be "no."
In Figure 4 , we also report the performance of a second firm that is decentralized until period 25 and integrated thereafter. In this firm, however, divisions use V , rather than V 1 and V 2 , to evaluate alternatives; i.e., divisions take the firm's overall performance into account when making decisions concerning new activity configurations. As expected, the short-term costs of the decentralized structure are reduced. Indeed, this firm outperforms the centralized firm in the short-run because of the virtues of parallelism in the search process that decentralization permits. At the same time, however, this firm does not experience any performance boost from later reintegration, in stark contrast to the firm that started out using parochial decentralized exploration. Early decentralization with firmwide incentives simply channels the firm more quickly onto a similar developmental path as the one taken by a firm that is centralized from the beginning-it does not allow the firm to escape from its existing basin of attraction. Formally, with firmwide incentives, each local peak is a sticking point for the decentralized firm (Rivkin and Siggelkow 2002) . As a result, no low local peaks are avoided and long-term performance between the centralized and the reintegrated firm are not different from each other. Since no "risks are taken," i.e., no activity configurations that lead to performance declines in the present period are adopted, organizational decentralization with firmwide incentives ultimately does not generate further exploration than a permanently centralized firm. Only parochial decentralization creates long-term benefits.
3.2.7. Scrambling the Decomposable. As our last consideration, we return to the first simulation setup we analyzed: firms that search landscapes with underlying interaction patterns that are block-diagonal ( Figure 2A) . As noted before, firms that assign decisions concerning activities a 1 -a 3 and a 4 -a 6 to the two divisions, perfectly decompose this decision problem; i.e., no crossdivisional interdependencies remain. Since the decision problem is perfectly decomposed in these firms, each division faces an independent decision problem. However, within each decision problem, the three decisions still interact richly N = 3 K = 2 . Since each division's "subscape" (the partial landscape comprised of the N i elements under each division's control) is itself rugged, divisions may not find the highest peak in their subscapes. As a result, as was shown in Figure 3 , even firms that perfectly decompose the decision problem may not reach the overall global peak on the landscape.
The main result of this paper states that temporary, cross-divisional interdependencies can be beneficial because they help a firm to avoid low local peaks. The question arises whether it could be beneficial to introduce temporary cross-divisional interdependencies into situations in which such interdependencies could be avoided. In other words, even though a decision problem might be decomposable given a "proper" decision allocation, might there be a benefit to using a "scrambled" decision allocation that creates crossdivisional interdependencies?
The answer to this question is "yes" and can be derived formally from our main result. In short, one can show that a subset of K = 2 interaction structures can be transformed into a block-diagonal interaction structure by reassigning activities between the two managers. Thus, a scrambled decision allocation of a blockdiagonal decision problem (e.g., one division has control over activities a 1 , a 4 , and a 5 , while the other division has control over activities a 2 , a 3 , and a 6 ) has an equivalent counterpart in a decision allocation a 1 -a 3 a 4 -a 6 with an appropriately scrambled K = 2 interaction structure. Since our main result holds for all scrambled K = 2 interaction structures, the result transfers over to the case of a scrambled decision allocation over a block-diagonal interaction structure. (A more formal exposition of this point is available from the authors.)
For illustration, consider a firm that operates on landscapes with block-diagonal interactions and that scrambles its decision allocation (one division has control over activities a 1 , a 4 , and a 5 , while the other division has control over activities a 2 , a 3 , and a 6 until period 25, at which point it switches to a decision allocation that decomposes the decision problem (one division controls activities a 1 -a 3 , the other a 4 -a 6 . As a benchmark, Figure 10 contains the performance of the permanently decomposed (i.e., in this case, decentralized) firm, the firm with the highest performance in this landscape, as previously reported in Figure 3 . As seen in Figure 10 , in the long run, the temporarily scrambled firm is able to outperform the perfectly decomposed firm. Similar to the prior results concerning decentralization, we can also observe that the benefits of cross-divisional interdependencies are reaped only if the firm eventually adopts the "proper" organizational structure. Firms that remain scrambled on decomposable landscapes suffer the same problems (of cycling or low sticking points) as firms that stay permanently decentralized on nondecomposable landscapes.
The intuition for this result is similar as before: Without cross-interdependencies, divisions will settle on the first consistent set of choices they find. However, if the problem each division is solving is complex, it is likely that the first solution (the first local peak) each division finds may not be a very good one. If search is local, a division will find no improvement to this first solution and will be stuck with it. Cross-divisional interdependencies can dislodge a division from such a solution, Permanently Scrambled and in particular from solutions that yield overall low performance.
Overview of Simulation Results.
Overall, the simulation results point to a number of interesting findings. First, even if decisions between divisions interact, a temporary divisionalization can be beneficial in the long run. In other words, even if the decision problem the firm faces is not fully decomposable, a temporary bifurcation can ultimately lead to a higher performance outcome. In the short run, however, if interactions are dense, decentralization leads to lower performance than an integrated form. As a result, a tradeoff exists between the short-term costs of parochial, decentralized exploration and the long-term benefits of reaching higher performance. As interactions across and within divisions increase, the optimal length of decentralized exploration tends to grow.
Second, the benefit of temporary decentralization is greater the more intra-and cross-divisional interdependencies exist. Temporary cross-divisional interdependencies are important, since they are able to divert firms from low local peaks that are created by both types of interdependencies and that can create capability traps for centralized firms. Moreover, to be able to escape the basins of attraction of low local peaks, divisions must be allowed to pursue parochial interests. The benefits of reintegration also tend to increase with the degree of environmental change that a well-positioned firm encounters. For small environmental changes, temporary decentralization can lead to excess exploration and performance declines.
Third, even if a decision problem is decomposable, it can be beneficial to create a temporary decision allocation that creates "unnecessary" interdependencies across divisions. This is especially the case when the decomposed subproblems are themselves complex. Similar to the decentralization results, temporary interdependencies can prevent divisions from getting stuck on lowperforming solutions.
Discussion
The findings of the last section have a range of implications for the appropriate structuring of search processes. In short, if one can afford it, ignoring interdependencies for a while can be beneficial for long-term performance. Likewise, creating temporary interdependencies, even though they could be avoided, can lead to more valuable long-term outcomes. Given the general nature of our model, these findings are applicable to various organizational levels. So far, we considered the allocation of decision rights over activities to different divisions of a firm, e.g., the Web division and the mother firm. An equivalent problem at a lower level of analysis would be posed by the design of a complex product. In this case, each choice element a i would correspond to a design parameter, where, for example, the first three parameters describe the first component and the second three parameters describe the second component. Given a particular interaction structure among these parameters, what is an appropriate search strategy? Should each component be developed by an independent design team? How often and when should design teams meet to take into account their interdependencies? At a higher level of analysis, each division may correspond to a separate subsidiary of a multinational firm. Here, the issue can be framed as to how much autonomy to grant each subsidiary versus how much control to exert centrally. Last, each division may correspond to individual firms that may pose the question of how much value could be won by "centralizing" their decision making through joint ventures or mergers.
In this section, we will touch on a number-yet not all-of these organizational issues. Continuing the example from the Introduction, we start by discussing the implications with respect to firms' organizational responses to the Internet. We then broaden the discussion to address the general issue of decentralization within organizational structures, in particular in environments that may experience more than one shock. Last, we apply our findings to a lower level of analysis and discuss potential implications for product design processes.
The advent of the Internet, which disrupted the existing performance landscape for many firms, provides a powerful natural experiment with which to consider the findings of our analysis. It appears that the Internet is likely to have a pervasive effect on a firm's business system, leading to a nondecomposable decision problem. First, the Internet has many aspects of a general purpose technology (Bresnahan and Trajtenberg 1995, David 1990) . As a result, it is unlikely that all necessary activity reconfigurations will be contained (or be containable) in a separate organizational structure. Consequently, changes in the Internet division often have reverberations throughout the firm. Second, external stakeholders, such as consumers or distributors, frequently induce interdependencies between activity choices in the Web division and mother firm, because both often operate in the same competitive context. Common examples of such interdependencies arise, for example, with respect to pricing, distribution, and human resource practices.
For instance, with respect to pricing, the Web division of a firm will have to face the question of whether to match the prices of other, potentially pure-Internet, competitors, or whether to keep price in parity with the mother firm. Should the prices offered, for example, by barnesandnoble.com be competitive with Amazon.com, or should they be the same as those offered in Barnes&Noble stores? This decision of the Web division affects the payoffs of other decisions taken by Barnes&Noble stores, e.g., the effectiveness of price discounts, as Barnes&Noble competes with Borders stores. In short, decision a i of the Web division affects payoffs of decision a j in the mother firm.
The degree of interdependencies between a Web division and its mother firm are thus likely to be high, suggesting that for firms that encountered a large change in their performance landscape, a temporary decentralized response might be more appropriate than either a fully centralized response or a long-term decentralized structure. Interestingly, this pattern of reintegration has been observed at a number of firms that first created an independent Internet division, such as Disney and Bank One (Khermouch and Byrnes 2001) . Similarly, Gilbert (2003) finds that even though there are important operating connections between newspapers' online units and their traditional press units, there was a need to allow each unit autonomy to first discover the broad outline of the appropriate business models for each, before the units were reintegrated.
It does not appear that many of these reintegrating firms, however, chose a decentralized structure with the intent of reintegration. Rather, many firms appear to have chosen an initial decentralized structure in order to respond rapidly to the perceived dramatic changes in their performance landscape. Reintegration appears to stem from an effort to resolve many of the coordination challenges that this initial decentralized structure created (recall the cycling behavior of decentralized firms in Figure 5 ). Whatever the organization's intent or vision at the time of its initial response to the Internet, our analysis suggests that this dynamic of an initial epoch of decentralization followed by reintegration is in fact a powerful structuring of the search process when interdependencies across divisions exist.
More generally, our findings indicate that firms may change their organizational structure, or the balance between centralization and decentralization, both immediately after environmental changes (towards decentralization) and after a period of initial exploration, back to a more centralized structure. One should note that the second organizational change (reintegration) takes place even though the environment is not changing. Thus, environmental shocks and reorganizations may not always go hand in hand (Siggelkow and Levinthal 2003) .
Since our model subjected firms to a one-time shock, firms engaged only in one cycle of decentralization and centralization. In environments that experience a series of shocks over time, however, firms may have to repeat this process. As a result, firms might cycle through different organizational structures, pulsating back and forth between decentralization, to ignite new search, and centralization, to increase coordination. Indeed, as Schoonhoven and Jelinek report (1990, p. 99) , firms that operate in dynamic environments "adapt to change by reorganizing their formal structures." Moreover, these firms switch their organizational structures to both maintain their flexibility and their ability to remain efficient producers (ibid.). A similar observation has been offered by Bartlett and Ghoshal (1990) in the context of managing innovation in multinational companies. To manage the cross-divisional interdependencies within a multinational company, Bartlett and Ghoshal (1990, p. 237) noted that Ericsson had created a "constant ebb and flow in the centralization and decentralization of various responsibilities."
At a lower level of analysis, our model has a number of interesting implications for product design. For design problems with many interdependencies, our findings would suggest breaking the problem into parts and ignoring interdependencies for an initial phase. In this phase, each team should be given free reign and exhorted to find the best solution for its own subproblem. By allowing this (costly) initial phase of unfettered experimentation, premature lock-in into a suboptimal design can be avoided. Our model also speaks to the appropriate timing of the modularization of a system. Most of the literature on product design suggests to modularize, i.e., to decompose a system as much as possible (e.g., Baldwin and Clark 2000, Eppinger et al. 1994) . The advantage of decomposition or modularization is clear: Each subsystem can be developed independently without any need for coordination. Yet our analysis points out that if each subsystem is by itself complex, early modularization may yield quite suboptimal solutions within each module. As a result, an early phase in which the product design is split into interdependent subunits (even though a perfect decomposition is possible) can yield eventually higher-performing modules. As in the case of organizational structure, the benefits of the initial exploratory phase will only be reaped, however, after the correct decomposition (in the post-exploratory phase) takes place. Keeping a decomposable system partitioned in a manner that creates interactions across subsystems would create a very unstable system with low performance in the long run.
Conclusion
Prior research has often implied that if a system is not decomposable, it should not be split apart, since interaction effects would be ignored. Indeed, we find that if attention is restricted to organizational structures conforming to the pure forms of permanently centralized or decentralized structures, then for intermediate degrees of cross-divisional interdependencies the integrated form is superior (Figure 4 ). However, a third solution exists: a temporary decentralization followed by reintegration. As our results show, this temporal sequencing of different organizational structures can lead to higher performance than either pure form. Thus, even if a system is not decomposable, one still may usefully break it aparttemporarily.
A second central doctrine of organizational design states that tasks should be grouped so that the most intensive interactions are internalized (Thompson 1967) . As Simon put it (1973, p. 270) : "Any division of labor among decisional subsystems creates externalities, which arise out of the interdependence among the subsystems that are ignored. What is wanted is a factorization that minimizes these externalities." Our results show a limitation of this dictum as well. If the subsystems, or modules, that decomposition creates are complex by themselves, temporary cross-interdependence among modules can yield higher final performance than perfect decomposition from the start.
The underlying driver for these results is similar in both cases: Cross-interdependencies between divisions lead to increased exploration because divisions will not get stuck with the first set of consistent choices they chance upon. Subsequent centralization (in the case of a nondecomposable system) or decomposition (in the case of a fully decomposable system) allows the firm to further refine the solutions and to coordinate across the divisions. In sum, the benefit of temporary decentralization arises from its ability to sufficiently dislodge a firm from its current set of practices so that the firm escapes its existing developmental trajectory.
While for minor environmental changes such radical exploration can be detrimental, for larger environmental shocks that require higher-dimensional changes in a firm's activity system, such initial exploration can have long-term benefits. To reap these benefits, however, a mechanism for stability and coordination is required. As Rivkin and Siggelkow (2003) point out, only firms that employ organizational features that both push the firm toward exploration and pull it toward stability tend to have high performance. In our case, exploration and stability are not achieved simultaneously through distinct organizational features as in their model, but sequentially by adopting different organizational structures.
Reconfiguring an organization to correspond more closely to a changed environment is a longstanding practical challenge and one that has been salient in the management literature for some time. However, this work has tended to have a comparative static quality-the environment has shifted from E to E and therefore the organizational structure should shift from S to S . Organizational structure is, however, not simply an attempt to capture an isomorphism between an interaction structure in the task environment and the organization. Organizational structure is also an important determinant of the search process-a process that is usefully guided by an integrated, holistic view of the organization, but a process that at times is usefully driven by narrower and conflicting perspectives on what constitutes progress.
Since a + b = s, contribution a is uniformly distributed between 0 and s, with pdf of 1/s. Hence,
This result implies that for low local peaks, the probability that a local peak is a sticking point is actually independent of its height.
In this case, the probability density function for x given that x + y ≤ s is given by We denote the height of a peak with h. Because the height of a peak is the average of the contributions, we substitute s = 2h in the last equality to get a description of the relationship between the height of a local peak and its likelihood of being a sticking point. Figure A1 displays the relationship for the full range of h. As the graph indicates, the higher the local peak, the more likely that it is also a sticking point for the decentralized firm. Put conversely, decentralized firms are more likely to move away from a low local peak than from a high local peak. N the optimal set of choices, i.e., the global maximum or the highest peak in the landscape. Now consider any set of choices other than the global peak, e.g., P = a 1 a 2 a N . For independent choices, this set cannot be a peak because in each dimension i, choice a * i is optimal regardless of all other choices. Hence, for instance, Q = a * 1 a 2 a N is a profitable incremental improvement over P . Since this argument applies to all P = P * , it follows that the landscape has only one peak (i.e., P * ). Also note that given any starting set of choices, the firm can always find incremental improvements (changing successively each choice to the optimal a * i ) until it reaches the global peak. In this sense, the landscape is smooth, because from each starting point a firm can find the global peak through a series of incremental improvements. 2 The speed advantage of the decentralized firm, and hence the exact degree of this speed advantage, does not affect, however, the main results of this paper, which are concerned with long run performance. 3 Note this figure contains one additional firm, the reintegrator with firmwide incentives, which will be discussed later. 4 The long-run performance advantage of the centralized firm can diminish, however, when the degree of interaction is high. In the case of K = 5, the long-run performance of the permanently centralized and permanently decentralized firms are very similar (see Figure 9 ). In short, the centralized firm, while benefiting from coordination, suffers in the long run from a lack of search. Compared to the decentralized firm, it locks in relatively quickly on a set of activities before having explored much of the performance landscape. In contrast, the decentralized firm explores more of the landscape, yet may have difficulty in stabilizing around a good set of decisions, once found. When K = 5, the costs and benefits of stability for the centralized firm are equal and both firms have similar long-run average performance, though their behavior is very different. For a fuller discussion of the tension between search and stability, see Rivkin and Siggelkow (2003) . 5 With a random starting point, in expectation 1 out of 64 firms will start on the global peak, 6 firms will have one different activity than the global peak, 15 firms will have two different activities, 20 three different activities, 15 four different activities, 6 five different activities, and 1 firm six different activities. 6 As an aside, one may note that in the case of K = 5 the performance of centralized firms that do not reach the global peak is (statistically) the same regardless of the distance between the firms' starting point and the global peak. Since performance values are completely uncorrelated in a K = 5 landscape, the distribution of local peaks with different heights is unrelated to the starting point's distance to the global peak. As a result, for centralized local search on completely random landscapes, the only driver for performance differences is the proportion of firms that reach the global peak. In contrast, for correlated landscapes, e.g., K = 2, the performance of firms that do not reach the global peak is negatively correlated with the distance of the starting point from the global peak. 7 For firms that start one step away from the global peak, even centralized firms may not end up on the global peak. This effect arises because centralized firms only evaluate one randomly chosen local alternative (rather than all local alternatives). 8 If the firm is "trapped" on the global peak, a capability trap can be helpful. The liability of decentralization thus can be described as the possibility that decentralization leads the firm to drift out of the basin of attraction of the global peak, even if the firm starts on the global peak. 9 Even with equal probabilities of moving away from a low or a high local peak, a small performance effect is still possible since basins of attraction of low local peaks tend to be smaller than those of high local peaks. Consequently, it would be more likely that a single step away from a local peak would allow a firm to escape the basin of attraction of a low local peak than of a high local peak. 10 Please note that in this paragraph we are referring to true contribution values, not contribution values that are scaled by the height of the global peak. Thus, not every global peak has the absolute height of 1. 11 As shown in the Appendix, in the case of N = 2, K = 1, the positive relationship between the height of local peaks and their probability of being a sticking point actually holds only for peaks with a height above 0.5. For lower peaks, the probability of being a sticking point is independent of the height of the peak. 12 Decentralized search followed by centralized search thus produces an effect similar to simulated annealing (Carley and Svoboda 1996) . In simulated annealing, organizations are exogenously perturbed with a probability that is decreasing in the performance of the firm. As a result, simulated annealing can also take an organization from one basin of attraction to another. 13 The proof follows by contradiction. Let activity configuration L, composed of division choices A and B, be a local peak. Since activities across divisions are independent, the value of A is independent of the particular choices B, and vice versa. As a result, V L = V 1 A + V 2 B . Assume L is not a sticking point, i.e., that there exists a local alternative A with V 1 A > V 1 A . In this case, however, V L = V 1 A + V 2 B > V L , contradicting the assumption that L is a local peak, since L is a local alternative to L with higher performance. Hence, every local peak is a sticking point when activities are independent. 14 Note that in showing the "optimal" reintegration period, we are only addressing long-term performance. Thus, the "optimal" reintegration point is taken to be the time period after which there is no
