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ABSTRACT
In this note, we present some complementary results on the infinite horizon optimal control for linear
time-delay systems. We formally establish some properties of the matrices arising in the Bellman
functional, and we prove that no concentrated delay term is present in the optimal control law.
Keywords Optimal control · Time-delay systems · Bellman functional
1 Introduction
The optimal control problem for linear time-delay systems was studied for the first time by Krasovskii [1, 2] in the
framework of Dynamic Programming. There, sufficient stability conditions were given and the general form of the
Bellman functional was suggested. This functional was the starting point for the explicit characterization of the
optimal control was presented a few years later in Ross [3]. A numerical example was exposed in [4]. However,
neither this form for the Bellman functional, nor some of its properties were formally justified. In our recent work,
based on the strategy introduced in [5] relying on the fundamental and Lyapunov matrix of the delay system, [6],
we have been able to give in our submitted contribution [7], formal arguments for the choice of the form of the
Bellman functional: In the careful review process of the contribution, a number of pertinent questions and comments
were made. Some of them seemed important to us but could not be answered thoroughly in the paper due to length
limitations, so we answer them in this supplementary material.
The note is organized as follows: We briefly recapitulate the known results on the optimal control of time-delay
systems in section 2. In section 3 we give the long proof of some properties of the matrices appearing in the Bellman
functional, and in section 4 we justify the absence of a concentrated delay term in the optimal control law. We end the
note with some short concluding remarks.
We denote the space of Rn-valued piecewise-continuous functions on [−h, 0] by PC([−h, 0],Rn). For a given initial
function ϕ(θ), xt(ϕ) denotes the state of the delay system {x(t + θ, ϕ), θ ∈ [−h, 0]}, with delay h > 0; when the
initial condition is not crucial, the argument ϕ is omitted. The Euclidian norm for vectors is represented by ‖ · ‖. The
set of piecewise continuous functions is equipped with the norm ‖ ϕ ‖h= supθ∈[−h,0] ‖ ϕ(θ) ‖. The notationsQ > 0
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indicates that matrix Q is positive definite. By V˙ (xt) | (∗)
u=u∗
, we denote the time derivative of the functional V (xt)
along the trajectories of system (*), when the control law is u∗.
2 Preliminaries and Problem Statement
Consider time-delay systems of the form
x˙(t) = Ax(t) +Bx(t− h) +Du(t),
ϕ ∈ PC([−h, 0],Rn)
(1)
where the matrices A,B ∈ Rn×n,D ∈ Rn×r are constant, the state x(t) is in D, the space of solutions which contains
the trivial one, and the control vector u(t) belongs to Rr, r ≤ n.
Let the following quadratic performance index be given:
J =
∫
∞
0
g(xt, u(t))dt =
∞∫
0
(
xT (t)Qx(t) + uT (t)Ru(t)
)
dt, (2)
with Q ∈ Rn×n, R ∈ Rr×r, Q = QT > 0, R = RT > 0.
The optimal control problem consists in the synthesis of the optimal control u∗(t) that minimizes the quadratic perfor-
mance index (2) subject to (1).
Admissible controls for this problem satisfy:
1. u = u(xt), in other words, the control is a function of the system state, xt.
2. The functional u(xt) is such that solutions to (1) exist and are unique for t ≥ 0 and for all initial conditions
ϕ.
3. The trivial solution of (1) in closed-loop with control law u = u(xt) is asymptotically stable.
4. For u = u(xt) and all initial conditions ϕ the performance index has a finite value.
System (1) in closed-loop with an admissible control of the form
uL(xt) = Γ0x(t) +
0∫
−h
Γ1(θ)x(t + θ)dθ, (3)
is an exponentially stable system given by
x˙(t) = A0x(t) +A1x(t− h) +
0∫
−h
G(θ)x(t + θ)dθ, t ≥ 0. (4)
where x(t) ∈ D; A0 = A+DΓ0, A1 = B,G(θ) = DΓ1(θ) ∈ R
n×n.
The sufficient conditions showcasing the Bellman equation for an optimal control for time-delay system are
given next:
Theorem 1 (Ross [3]). If there exists an admissible control u∗ = u∗(xt) and a scalar continuous non negative
function V (xt), V = 0 for all xt = 0 such that
V˙ (xt) | (1)
u=u∗
+g(xt, u
∗(xt)) = 0, ∀t ≥ 0 (5)
V˙ (xt) | (1)
u=u∗
+g(xt, u
∗(xt)) ≤ V˙ (xt) | (1)
u=u(t)
+g(xt, u(t)), ∀t ≥ 0 (6)
for all admissible u(t), then u∗(t) is an optimal control. Furthermore V (ϕ) = J(ϕ, u∗) is the optimal value of the
performance index J .
The functional V (xt) is called the Bellman functional, which is used to provide the necessary and sufficient conditions
of optimality for time-delay systems.
The necessary conditions for an optimal control for time-delay systems are given in the following proposition.
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Proposition 1 (Ross [3]). If uL = uL(xt), ∀t ≥ 0, is an admissible linear control, ϕ is an initial condition function
on [−h, 0], then the function
V (ϕ) = J(ϕ, uL) =
∫
∞
0
(xT (t)Qx(t) + uL(t)
TRuL(t))dt, (7)
can be expressed as
V (ϕ) = ϕT (0)Π0ϕ(0) + 2ϕ
T (0)
∫ 0
−h
Π1(θ)ϕ(θ)dθ +
∫ 0
−h
∫ 0
−h
ϕT (ξ)Π2(ξ, θ)ϕ(θ)dξdθ, (8)
where
i) Π0 > 0 is a symmetric positive matrix.
ii) Π1(θ) is defined on [−h, 0].
iii) Π2(ξ, θ) is defined on ξ, θ ∈ [−h, 0],
ΠT2 (ξ, θ) = Π2(θ, ξ).
The necessary and sufficient conditions for and optimal control for time-delay systems are given in the seminal result
reminded bellow:
Theorem 2 (Ross [3]). A linear control law
u∗(t) = −R−1DTΠ0x(t) −R
−1DT
∫ 0
−h
Π1(θ)x(t + θ)dθ, t ≥ 0 (9)
provides the global minimum of the performance index (2) for the dynamical system (1) if:
a) u∗(xt) is a stabilizing control law (since u
∗ is linear, stability and admissibility are equivalent)
b) Π0 is a symmetric positive definite matrix which, together with the n×n arrayΠ1(θ) of functions defined on
[−h, 0], and the n × n array, Π2(ξ, θ) of functions in two variables having domain ξ, θ ∈ [−h, 0], satisfies
the relations:
1) ATΠ0 +Π0A−Π0DR
−1DTΠ0 +Π
T
1 (0) +Π1(0) +Q = 0,
2)
dΠ1(θ)
dθ
= (AT −Π0DR
−1DT )Π1(θ) + Π2(0, θ), −h ≤ θ ≤ 0,
3)
∂Π2(ξ,θ)
∂ξ
+ ∂Π2(ξ,θ)
∂θ
= −ΠT1 (ξ)DR
−hDTΠ1(θ), −h ≤ ξ ≤ 0, −h ≤ θ ≤ 0,
4) Π1(−h) = Π0B,
5) Π2(−h, θ) = B
TΠ1(θ), −h ≤ θ ≤ 0.
(10)
Furthermore, under these conditions, the representation of (2) in terms of the initial function is
J(ϕ, u∗) = ϕT (0)Π0ϕ(0) + 2ϕ
T (0)
∫ 0
−h
Π1(θ)ϕ(θ)dθ
+
∫ 0
−h
∫ 0
−h
ϕT (ξ)Π2(ξ, θ)ϕ(θ)dξdθ.
(11)
3 Proof of some properties of the matrices in the Bellman functional
In our contribution currently under revision [7], we constructed the matrices Π0, Π1(θ) and Π2(ξ, θ) that define the
Bellman functional in Proposition 1. The obtained expressions in terms of the closed-loop system fundamental matrix
K(t) are as follows:
Π0 =
∫
∞
0
KT (t)M1K(t)dt+ 2
∫ 0
−h
(∫
∞
0
KT (t)M2(θ)K(t+ θ)dt
)
dθ
+
∫ 0
−h
∫ 0
−h
(∫
∞
0
KT (t+ θ1)M3(θ1, θ2)K(t+ θ2)dt
)
dθ2dθ1,
(12)
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Π1(θ) =
(∫
∞
0
KT (t)M1K(t− θ − h)dt
)
A1 +
∫ θ
−h
(∫
∞
0
KT (t)M1K(t− θ + ξ)dt
)
G(ξ)dξ
+
∫ 0
−h
(∫
∞
0
KT (t)M2(θ2)K(t+ θ2 − θ − h)dt
)
dθ2A1 +
∫ 0
−h
(∫
∞
0
KT (t+ θ2)M
T
2 (θ2)K(t− θ − h)dt
)
dθ2A1
+
∫ 0
−h
∫ θ
−h
(∫
∞
0
KT (t)M2(θ2)K(t+ θ2 − θ + ξ)dt
)
G(ξ)dξdθ2
+
∫ 0
−h
∫ θ
−h
(∫
∞
0
KT (t+ θ2)M
T
2 (θ2)K(t− θ + ξ)dt
)
G(ξ)dξdθ2
+
∫ 0
−h
∫ 0
−h
(∫
∞
0
KT (t+ θ1)M3(θ1, θ2)K(t+ θ2 − θ − h)dt
)
dθ2dθ1A1
+
∫ 0
−h
∫ 0
−h
∫ θ
−h
(∫
∞
0
KT (t+ θ1)M3(θ1, θ2)K(t+ θ2 − θ + ξ)dt
)
G(ξ)dξdθ2dθ1,
(13)
Π2(ξ, θ) =A
T
1
(∫
∞
0
KT (t− ξ − h)M1K(t− θ − h)dt
)
A1 +A
T
1
∫ θ
−h
(∫
∞
0
KT (t− ξ − h)M1K(t− θ + δ)dt
)
G(δ)dδ
+
∫ ξ
−h
GT (δ)
(∫
∞
0
KT (t− ξ + δ)M1K(t− θ − h)dt
)
dδA1
+
∫ ξ
−h
∫ θ
−h
GT (δ1)
(∫
∞
0
KT (t− ξ + δ1)M1K(t− θ + δ2)dt
)
G(δ2)dδ2dδ1
+ 2AT1
∫ 0
−h
(∫
∞
0
KT (t− ξ − h)M2(θ2)K(t+ θ2 − θ − h)dt
)
dθ2A1
+ 2AT1
∫ 0
−h
∫ θ
−h
(∫
∞
0
KT (t− ξ − h)M2(θ2)K(t+ θ2 − θ + δ)dt
)
G(δ)dδdθ2
+ 2
∫ 0
−h
∫ ξ
−h
GT (δ)
(∫
∞
0
KT (t− ξ + δ)M2(θ2)K(t+ θ2 − θ − h)dt
)
dδdθ2A1
+ 2
∫ 0
−h
∫ ξ
−h
∫ θ
−h
GT (δ1)
(∫
∞
0
KT (t− ξ + δ1)M2(θ2)K(t+ θ2 − θ + δ2)dt
)
G(δ2)dδ2dδ1dθ2
+ AT1
∫ 0
−h
∫ 0
−h
(∫
∞
0
KT (t+ θ1 − ξ − h)M3(θ1, θ2)K(t+ θ2 − θ − h)dt
)
dθ2dθ1A1
+ AT1
∫ 0
−h
∫ 0
−h
∫ θ
−h
(∫
∞
0
KT (t+ θ1 − ξ − h)M3(θ1, θ2)K(t+ θ2 − θ + δ)dt
)
G(δ)dδdθ2dθ1
+
∫ 0
−h
∫ 0
−h
∫ ξ
−h
GT (δ)
(∫
∞
0
KT (t+ θ1 − ξ + δ)M3(θ1, θ2)K(t+ θ2 − θ − h)dt
)
dδdθ2dθ1A1
+
∫ 0
−h
∫ 0
−h
∫ ξ
−h
∫ θ
−h
GT (δ1)
(∫
∞
0
KT (t+ θ1 − ξ + δ1)M3(θ1, θ2)K(t+ θ2 − θ + δ2)dt
)
G(δ2)dδ2dδ1dθ2dθ1,
(14)
where
M1 = Q+ Γ
T
0 RΓ0, (15)
M2(θ) = Γ
T
0 RΓ1(θ), θ ∈ [−h, 0], (16)
M3(θ1, θ2) = Γ
T
1 (θ1)RΓ1(θ2), θ1, θ2 ∈ [−h, 0]. (17)
The above expressions fully justify the assumed form of the Bellman functional in Proposition 1. However, the
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properties i), ii) and iii) in Proposition 1 (Ross [3]) of the matrices Π0, Π1(θ) and Π2(ξ, θ) are assumed to be true
without proof. Below, we use expressions (12)- (17) to formally prove that these properties are indeed satisfied.
Proposition 2 The matrix Π0 in Proposition 1 is a symmetric positive matrix.
Proof. Substituting (15)-(17) into (12), we get
Π0 =
∫
∞
0
(
KT (t)
(
Q+ ΓT0 RΓ0
)
K(t) + 2
∫ 0
−h
KT (t)
(
ΓT0 RΓ1(θ)
)
K(t+ θ)dθ
+
∫ 0
−h
∫ 0
−h
KT (t+ θ1)
(
ΓT1 (θ1)RΓ1(θ2)
)
K(t+ θ2)dθ1dθ2
)
dt.
As ϕT (0)Π0ϕ(0) is a scalar, the matrix (12) rewrites as:
Π0 =
∫
∞
0
(
KT (t)
(
Q+ ΓT0 RΓ0
)
K(t) +
∫ 0
−h
KT (t)ΓT0 RΓ1(θ)K(t+ θ)dθ +
∫ 0
−h
KT (t+ θ)ΓT1 (θ)RΓ0K(t)dθ
+
(∫ 0
−h
KT (t+ θ)ΓT1 (θ)dθ
)
R
(∫ 0
−h
Γ1(θ)K(t+ θ)dθ
))
dt,
hence Π0 can be rewritten as the quadratic form
Π0 =
∫
∞
0
[
K(t)∫ 0
−h
Γ1(θ)K(t+ θ)dθ
]T [
Q+ ΓT0 RΓ0 Γ
T
0 R
RΓ0 R
] [
K(t)∫ 0
−h
Γ1(θ)K(t+ θ)dθ
]
dt, (18)
As RT = R > 0 and QT = Q > 0, and
(
Q+ ΓT0 RΓ0
)
−
(
ΓT0 R
) (
R−1
)
(RΓ0) > 0,
Schur complement lemma implies that
[
Q+ ΓT0 RΓ0 Γ
T
0 R
RΓ0 R
]
> 0, (19)
thus Π0 is a symmetric positive matrix. 
Proposition 3 The matrix Π1(θ) in Proposition 1 is defined on [−h, 0].
Proof. Consider the expression (13) for Π1(θ). There, K(t) is the fundamental matrix of the closed-loop system (4)
corresponding to an admissible control, thus K(t) is exponentially stable, hence all integral summands of (13) are
defined on [−h, 0]. 
Proposition 4 The matrix Π2(θ, ξ) in Proposition 1 is such that Π
T
2 (ξ, θ) = Π2(θ, ξ).
Proof. The result is obtained by showing that (14) and its transpose are equal. Observe first that the matricesM1 and
M3(θ1, θ2) defined in (15) and (17) are such that
MT1 = Q + Γ
T
0 RΓ0 =M1, (20)
and
MT3 (θ1, θ2) = Γ
T
1 (θ2)RΓ1(θ1) = M3(θ2, θ1). (21)
5
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Now, the fact that
∫ 0
−h
∫ 0
−h
ϕT (ξ)Π2(ξ, θ)ϕ(θ)dξdθ is a scalar, allows to verify that (14) can be rewritten as:
Π2(ξ, θ) =
∫
∞
0
(
AT1K
T (t− ξ − h)M1K(t− θ − h)A1 +
∫ θ
−h
AT1K
T (t− ξ − h)M1K(t− θ + δ)G(δ)dδ
+
∫ ξ
−h
GT (δ)KT (t− ξ + δ)M1K(t− θ − h)A1dδ
+
∫ ξ
−h
∫ θ
−h
GT (δ1)K
T (t− ξ + δ1)M1K(t− θ + δ2)G(δ2)dδ2dδ1
+
∫ 0
−h
AT1K
T (t− ξ − h)M2(θ2)K(t+ θ2 − θ − h)A1dθ2
+
∫ 0
−h
AT1K
T (t+ θ2 − ξ − h)M
T
2 (θ2)K(t− θ − h)A1dθ2
+
∫ 0
−h
∫ θ
−h
AT1K
T (t− ξ − h)M2(θ2)K(t+ θ2 − θ + δ)G(δ)dδdθ2
+
∫ 0
−h
∫ θ
−h
AT1K
T (t+ θ2 − ξ − h)M
T
2 (θ2)K(t− θ + δ)G(δ)dδdθ2
+
∫ 0
−h
∫ θ
−h
∫ ξ
−h
GT (δ2)K
T (t+ θ2 − ξ + δ2)M
T
2 (θ2)K(t− θ + δ1)G(δ1)dδ2dδ1dθ2
+
∫ 0
−h
∫ ξ
−h
GT (δ)KT (t+ θ2 − ξ + δ)M
T
2 (θ2)K(t− θ − h)A1dδdθ2
+
∫ 0
−h
∫ ξ
−h
GT (δ)KT (t− ξ + δ)M2(θ2)K(t+ θ2 − θ − h)A1dδdθ2
+
∫ 0
−h
∫ ξ
−h
∫ θ
−h
GT (δ1)K
T (t− ξ + δ1)M2(θ2)K(t+ θ2 − θ + δ2)G(δ2)dδ2dδ1dθ2
+
∫ 0
−h
∫ 0
−h
AT1K
T (t+ θ1 − ξ − h)M3(θ1, θ2)K(t+ θ2 − θ − h)A1dθ1dθ2
+
∫ 0
−h
∫ 0
−h
∫ θ
−h
AT1K
T (t+ θ1 − ξ − h)M3(θ1, θ2)K(t+ θ2 − θ + δ)G(δ)dδdθ1dθ2
+
∫ 0
−h
∫ 0
−h
∫ ξ
−h
GT (δ)KT (t+ θ1 − ξ + δ)M3(θ1, θ2)K(t+ θ2 − θ − h)A1dδdθ1dθ2
+
∫ 0
−h
∫ 0
−h
∫ ξ
−h
∫ θ
−h
GT (δ1)K
T (t+ θ1 − ξ + δ1)M3(θ1, θ2)K(t+ θ2 − θ + δ2)G(δ2)dδ2dδ1dθ1dθ2
)
dt.
(22)
The expressions (14) and (22) are equivalent, the only difference is that in (22) there are no sums of similar terms.
A PREPRINT - APRIL 29, 2020
If we transpose equation (22), use the equalities (20), (21) and carry out some changes of variables into the integrals,
we get
ΠT2 (ξ, θ) =
∫
∞
0
(
AT1K
T (t− θ − h)M1K(t− ξ − h)A1 +
∫ ξ
−h
AT1K
T (t− θ − h)M1K(t− ξ + δ)G(δ)dδ
+
∫ θ
−h
GT (δ)KT (t− θ + δ)M1K(t− ξ − h)A1dδ
+
∫ θ
−h
∫ ξ
−h
GT (δ1)K
T (t− θ + δ1)M1K(t− ξ + δ2)G(δ2)dδ2dδ1
+
∫ 0
−h
AT1K
T (t− θ − h)M2(θ2)K(t+ θ2 − ξ − h)A1dθ2
+
∫ 0
−h
AT1K
T (t+ θ2 − θ − h)M
T
2 (θ2)K(t− ξ − h)A1dθ2
+
∫ 0
−h
∫ ξ
−h
AT1K
T (t− θ − h)M2(θ2)K(t+ θ2 − ξ + δ)G(δ)dδdθ2
+
∫ 0
−h
∫ ξ
−h
AT1K
T (t+ θ2 − θ − h)M
T
2 (θ2)K(t− ξ + δ)G(δ)dδdθ2
+
∫ 0
−h
∫ ξ
−h
∫ θ
−h
GT (δ2)K
T (t+ θ2 − θ + δ2)M
T
2 (θ2)K(t− ξ + δ1)G(δ1)dδ2dδ1dθ2
+
∫ 0
−h
∫ θ
−h
GT (δ)KT (t+ θ2 − θ + δ)M
T
2 (θ2)K(t− ξ − h)A1dδdθ2
+
∫ 0
−h
∫ θ
−h
GT (δ)KT (t− θ + δ)M2(θ2)K(t+ θ2 − ξ − h)A1dδdθ2
+
∫ 0
−h
∫ θ
−h
∫ ξ
−h
GT (δ1)K
T (t− θ + δ1)M2(θ2)K(t+ θ2 − ξ + δ2)G(δ2)dδ2dδ1dθ2
+
∫ 0
−h
∫ 0
−h
AT1K
T (t+ θ1 − θ − h)M3(θ1, θ2)K(t+ θ2 − ξ − h)A1dθ1dθ2
+
∫ 0
−h
∫ 0
−h
∫ ξ
−h
AT1K
T (t+ θ1 − θ − h)M3(θ1, θ2)K(t+ θ2 − ξ + δ)G(δ)dδdθ1dθ2
+
∫ 0
−h
∫ 0
−h
∫ θ
−h
GT (δ)KT (t+ θ1 − θ + δ)M3(θ1, θ2)K(t+ θ2 − ξ − h)A1dδdθ1dθ2
+
∫ 0
−h
∫ 0
−h
∫ θ
−h
∫ ξ
−h
GT (δ1)K
T (t+ θ1 − θ + δ1)M3(θ1, θ2)K(t+ θ2 − ξ + δ2)G(δ2)dδ2dδ1dθ1dθ2
)
dt.
(23)
Finally, if ξ and θ are interchanged in (23) then (22) is obtained, and the result follows. 
4 On the form of the optimal control for time-delay systems
A natural query in the problem formulation is why the admissible controls are restricted to the form (3). Indeed,
because of the the delayed nature of the problem, it may seem natural to include as well a feedback term of the delayed
state x(t− h) in the control law.
We remind next the procedure for determining optimal control suggested in [3], page 615, line 12:
(a) choose a particular form of u∗(xt);
(b) from that choice, express J(ϕ, u∗(xt)) as an explicit functional of the initial state, i.e., find V such that V (ϕ) =
J(ϕ, u∗(xt));
(c) use the equations (5), (6) as constraints on the parameters of the assumed form of u∗(xt).
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At step (a) of the above algorithm, we choose the admissible control
uL(xt) = Γ0x(t) +
∫ 0
−h
Γ1(θ)x(t + θ)dθ + Γ2x(t− h). (24)
with matrix parameters Γ0,Γ1(θ) and Γ2, of appropriate dimensions. We need to find the matrix parameters that
satisfy the sufficient conditions constraints (5) and (6) to conclude that u∗(xt) is optimal and J(ϕ, u
∗(xt)) is a global
minimum.
Substituting the expression (24) into (1), gives the closed-loop system
x˙(t) = A˜0x(t) + A˜1x(t− h) +
∫ 0
−h
A˜2(θ)x(t + θ)dθ, (25)
where
A˜0 = A+DΓ0, A˜1 = B +DΓ2, A˜2(θ) = DΓ1(θ).
The Cauchy formula [8] for the distributed time-delay system (25) is
x(t, ϕ) = K˜(t)ϕ(0) +
∫ 0
−h
K˜(t− θ − h)A˜1ϕ(θ)dθ +
∫ 0
−h
∫ θ
−h
K˜(t− θ + ξ)A˜2(ξ)dξϕ(θ)dθ, t ≥ 0, (26)
where K˜(t) is the fundamental matrix of system (25). It has exponentially stable trivial solution because the control
law (24) is admissible.
Introducing the control law (24) into the performance index (2) yields
J =
∫
∞
0
(
xT (t)L1x(t) + 2x
T (t)L2x(t− h) + 2
∫ 0
−h
xT (t)L3(θ)x(t + θ)dθ + x
T (t− h)L4x(t− h)
+ 2
∫ 0
−h
xT (t− h)L5(θ)x(t + θ)dθ +
∫ 0
−h
∫ 0
−h
xT (t+ θ1)L6(θ1, θ2)x(t+ θ2)dθ2dθ1
)
dt,
(27)
where
• L1 = Q+ Γ
T
0 RΓ0,
• L2 = Γ
T
0 RΓ2,
• L3(θ) = Γ
T
0 RΓ1(θ), θ ∈ [−h, 0],
• L4 = Γ
T
2 RΓ2,
• L5(θ) = Γ
T
2 RΓ1(θ), θ ∈ [−h, 0],
• L6(θ1, θ2) = Γ
T
1 (θ1)RΓ1(θ2), θ1, θ2 ∈ [−h, 0].
Substituting the Cauchy formula (26) into (27), we obtain
J = V (ϕ) = ϕT (0)Π˜0ϕ(0) + 2ϕ
T (0)
∫ 0
−h
Π˜1(θ)ϕ(θ)dθ +
∫ 0
−h
∫ 0
−h
ϕT (ξ)Π˜2(ξ, θ)ϕ(θ)dθdξ, (28)
where
Π˜0 =
∫
∞
0
K˜T (t)L1K˜(t)dt+ 2
∫
∞
0
K˜T (t)L2K˜(t− h)dt+ 2
∫ 0
−h
(∫
∞
0
K˜T (t)L3(θ)K˜(t+ θ)dt
)
dθ
+
∫
∞
0
K˜T (t− h)L4K˜(t− h)dt+ 2
∫ 0
−h
(∫
∞
0
K˜T (t− h)L5(θ)K˜(t+ θ)dt
)
dθ
+
∫ 0
−h
∫ 0
−h
(∫
∞
0
K˜T (t+ θ1)L6(θ1, θ2)K˜(t+ θ2)dt
)
dθ2dθ1,
(29)
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Π˜1(θ) =
(∫
∞
0
K˜T (t)L1K˜(t− θ − h)dt
)
A˜1 +
∫ θ
−h
(∫
∞
0
K˜T (t)L1K˜(t− θ + δ)dt
)
A˜2(δ)dδ
+
(∫
∞
0
K˜T (t)L2K˜(t− θ − 2h)dt
)
A˜1 +
(∫
∞
0
K˜T (t− h)LT2 K˜(t− θ − h)dt
)
A˜1
+
∫ θ
−h
(∫
∞
0
K˜T (t)L2K˜(t− h− θ + δ)dt
)
A˜2(δ)dδ +
∫ θ
−h
(∫
∞
0
K˜T (t− h)LT2 K˜(t− θ + δ)dt
)
A˜2(δ)dδ
+
∫ 0
−h
(∫
∞
0
K˜T (t)L3(θ2)K˜(t+ θ2 − θ − h)dt
)
A˜1dθ2 +
∫ 0
−h
(∫
∞
0
K˜T (t+ θ2)L
T
3 (θ2)K˜(t− θ − h)dt
)
A˜1dθ2
+
∫ 0
−h
∫ θ
−h
(∫
∞
0
K˜T (t)L3(θ2)K˜(t+ θ2 − θ + δ)dt
)
A˜2(δ)dδdθ2
+
∫ 0
−h
∫ θ
−h
(∫
∞
0
K˜T (t+ θ2)L
T
3 (θ2)K˜(t− θ + δ)dt
)
A˜2(δ)dδdθ2
+
(∫
∞
0
K˜T (t− h)L4K˜(t− θ − 2h)dt
)
A˜1 +
∫ θ
−h
(∫
∞
0
K˜T (t− h)L4K˜(t− h− θ + δ)dt
)
A˜2(δ)dδ
+
∫ 0
−h
((∫
∞
0
K˜T (t− h)L5(θ2)K˜(t+ θ2 − θ − h)dt
)
A˜1
)
dθ2
+
∫ 0
−h
(∫
∞
0
K˜T (t+ θ2)L
T
5 (θ2)K˜(t− θ − 2h)dt
)
A˜1dθ2
+
∫ 0
−h
∫ θ
−h
(∫
∞
0
K˜T (t− h)L5(θ2)K˜(t+ θ2 − θ + δ)dt
)
A˜2(δ)dδdθ2
+
∫ 0
−h
∫ θ
−h
(∫
∞
0
K˜T (t+ θ2)L
T
5 (θ2)K˜(t− h− θ + δ)dt
)
A˜2(δ)dδdθ2
+
∫ 0
−h
∫ 0
−h
(∫
∞
0
K˜T (t+ θ1)L6(θ1, θ2)K˜(t+ θ2 − θ − h)dt
)
A˜1dθ2dθ1
+
∫ 0
−h
∫ 0
−h
∫ θ
−h
(∫
∞
0
K˜T (t+ θ1)L6(θ1, θ2)K˜(t+ θ2 − θ + δ)dt
)
A˜2(δ)dδdθ2dθ1,
(30)
and
Π˜2(ξ, θ) =A˜
T
1
(∫
∞
0
K˜T (t− ξ − h)L1K˜(t− θ − h)dt
)
A˜1 +
∫ θ
−h
A˜T1
(∫
∞
0
K˜T (t− ξ − h)L1K˜(t− θ + δ)dt
)
A˜2(δ)dδ
+
∫ ξ
−h
A˜T2 (δ)
(∫
∞
0
K˜T (t− ξ + δ)L1K˜(t− θ − h)dt
)
A˜1dδ
+
∫ ξ
−h
∫ θ
−h
A˜T2 (δ1)
(∫
∞
0
K˜T (t− ξ + δ1)L1K˜(t− θ + δ2)dt
)
A˜2(δ2)dδ2dδ1
+ 2A˜T1
(∫
∞
0
K˜T (t− ξ − h)L2K˜(t− θ − 2h)dt
)
A˜1
+ 2
∫ θ
−h
A˜T1
(∫
∞
0
K˜T (t− ξ − h)L2K˜(t− h− θ + δ)dt
)
A˜2(δ)dδ
+ 2
∫ ξ
−h
A˜T2 (δ)
(∫
∞
0
K˜T (t− ξ + δ)L2K˜(t− θ − 2h)dt
)
A˜1dδ
+ 2
∫ ξ
−h
∫ θ
−h
A˜T2 (δ1)
(∫
∞
0
K˜T (t− ξ + δ1)L2K˜(t− h− θ + δ2)dt
)
A˜2(δ2)dδ2dδ1
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+ 2
∫ 0
−h
A˜T1
(∫
∞
0
K˜T (t− ξ − h)L3(θ2)K˜(t+ θ2 − θ − h)dt
)
A˜1dθ2
+ 2
∫ 0
−h
∫ θ
−h
A˜T1
(∫
∞
0
K˜T (t− ξ − h)L3(θ2)K˜(t+ θ2 − θ + δ)dt
)
A˜2(δ)dδdθ2
+ 2
∫ 0
−h
∫ ξ
−h
A˜T2 (δ)
(∫
∞
0
K˜T (t− ξ + δ)L3(θ2)K˜(t+ θ2 − θ − h)dt
)
A˜1dδdθ2
+ 2
∫ 0
−h
∫ ξ
−h
∫ θ
−h
A˜T2 (δ1)
(∫
∞
0
K˜T (t− ξ + δ1)L3(θ2)K˜(t+ θ2 − θ + δ2)dt
)
A˜2(δ2)dδ2dδ1dθ2
+ A˜T1
(∫
∞
0
K˜T (t− ξ − 2h)L4K(t− θ − 2h)dt
)
A˜1
+
∫ θ
−h
A˜T1
(∫
∞
0
K˜T (t− ξ − 2h)L4K˜(t− h− θ + δ)dt
)
A˜2(δ)dδ
+
∫ ξ
−h
A˜T2 (δ)
(∫
∞
0
K˜T (t− h− ξ + δ)L4K˜(t− θ − 2h)dt
)
A˜1dδ
+
∫ ξ
−h
∫ θ
−h
A˜T2 (δ1)
(∫
∞
0
K˜T (t− h− ξ + δ1)L4K˜(t− h− θ + δ2)dt
)
A˜2(δ2)dδ2dδ1
+ 2
∫ 0
−h
A˜T1
(∫
∞
0
K˜T (t− ξ − 2h)L5(θ2)K˜(t+ θ2 − θ − h)dt
)
A˜1dθ2
+ 2
∫ 0
−h
∫ θ
−h
A˜T1
(∫
∞
0
K˜T (t− ξ − 2h)L5(θ2)K˜(t+ θ2 − θ + δ)dt
)
A˜2(δ)dδdθ2
+ 2
∫ 0
−h
∫ ξ
−h
A˜T2 (δ)
(∫
∞
0
K˜T (t− h− ξ + δ)L5(θ2)K˜(t+ θ2 − θ − h)dt
)
A˜1dδdθ2
+ 2
∫ 0
−h
∫ ξ
−h
∫ θ
−h
A˜T2 (δ1)
(∫
∞
0
K˜T (t− h− ξ + δ1)L5(θ2)K˜(t+ θ2 − θ + δ2)dt
)
A˜2(δ2)dδ2dδ1dθ2
+
∫ 0
−h
∫ 0
−h
A˜T1
(∫
∞
0
K˜T (t+ θ1 − ξ − h)L6(θ1, θ2)K˜(t+ θ2 − θ − h)dt
)
A˜1dθ2dθ1
+
∫ 0
−h
∫ 0
−h
∫ θ
−h
A˜T1
(∫
∞
0
K˜T (t+ θ1 − ξ − h)L6(θ1, θ2)K˜(t+ θ2 − θ + δ)dt
)
A˜2(δ)dδdθ2dθ1
+
∫ 0
−h
∫ 0
−h
∫ ξ
−h
A˜T2 (δ)
(∫
∞
0
K˜T (t+ θ1 − ξ + δ)L6(θ1, θ2)K˜(t+ θ2 − θ − h)dt
)
A˜1dδdθ2dθ1
+
∫ 0
−h
∫ 0
−h
∫ ξ
−h
∫ θ
−h
A˜T2 (δ1)
(∫
∞
0
K˜T (t+ θ1 − ξ + δ1)L6(θ1, θ2)K˜(t+ θ2 − θ + δ2)dt
)
A˜2(δ2)dδ2dδ1dθ2dθ1.
(31)
At this point, we conclude that the form of the functional for the control (24) is also a tree term functional of the form
(28), now with the above defined matrices. Its expression in terms of the state xt is
V (xt) = x
T (t)Π˜0x(t) + 2x
T (t)
∫ 0
−h
Π˜1(θ)x(t+ θ)dθ +
∫ 0
−h
∫ 0
−h
xT (t+ ξ)Π˜2(ξ, θ)x(t+ θ)dθdξ, ∀t ≥ 0. (32)
Suppose that V (xt) ≥ 0 and xt is a trajectory of system (1). Let us define
H(xt, u) = V˙ (xt)
∣∣∣
(1)
u−admissible
+ xT (t)Qx(t) + uT (t)Ru(t), (33)
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where the time derivative of (32) along the trajectories of the system (1) is
V˙ (xt)
∣∣∣
(1)
u−admissible
= (Ax(t) + Bx(t− h) +Du(t))T Π˜0x(t) + x
T (t)Π˜0 (Ax(t) +Bx(t− h) +Du(t))
+ (Ax(t) +Bx(t − h) +Du(t))
T
∫ 0
−h
Π˜1(θ)x(t + θ)dθ + x
T (t)
∫ 0
−h
Π˜1(θ)
∂
∂θ
x(t+ θ)dθ
+
∫ 0
−h
∂
∂θ
xT (t+ θ)Π˜T1 (θ)dθx(t) +
∫ 0
−h
xT (t+ θ)Π˜T1 (θ)dθ (Ax(t) +Bx(t− h) +Du(t))
+
∫ 0
−h
∫ 0
−h
∂
∂ξ
(
xT (t+ ξ)
)
Π˜2(ξ, θ)x(t + θ)dθdξ +
∫ 0
−h
∫ 0
−h
xT (t+ ξ)Π˜2(ξ, θ)
∂
∂θ
(x(t+ θ)) dθdξ.
(34)
Substituting (34) into (33), implies that
H(xt, u) =x
T (t)
(
AT Π˜0 + Π˜0A+Q
)
x(t) + 2xT (t)Π˜0Bx(t − h) + 2x
T (t)Π˜0Du(t)
+ 2xT (t)AT
∫ 0
−h
Π˜1(θ)x(t + θ)dθ + 2x
T (t− h)BT
∫ 0
−h
Π˜1(θ)x(t + θ)dθ
+ 2uT (t)DT
∫ 0
−h
Π˜1(θ)x(t + θ)dθ + x
T (t)
∫ 0
−h
Π˜1(θ)
∂
∂θ
x(t+ θ)dθ
+
∫ 0
−h
∂
∂θ
xT (t+ θ)Π˜T1 (θ)dθx(t) +
∫ 0
−h
∫ 0
−h
∂
∂ξ
[xT (t+ ξ)]Π˜2(ξ, θ)x(t + θ)dθdξ
+
∫ 0
−h
∫ 0
−h
xT (t+ ξ)Π˜2(ξ, θ)
∂
∂θ
[x(t + θ)]dθdξ + uT (t)Ru(t).
(35)
By the fundamental theorem of calculus of variations [9]
min
u−admissible
H(xt, u) = H(x
∗
t , u
∗),
∂
∂u
H(xt, u) = 2D
T Π˜0x(t) + 2D
T
∫ 0
−h
Π˜1(θ)x(t + θ)dθ + 2Ru(t) = 0
then, we have that
u∗(t) = −R−1DT Π˜0x(t)−R
−1DT
∫ 0
−h
Π˜1(θ)x(t + θ)dθ. (36)
Moreover, as
∂2
∂u2
H(xt, u) = 2R > 0.
we conclude that u∗(t) is a local minimum of (33). Therefore the optimal gain for the x(t− h) term in the admissible
control law (24) is Γ2 = 0, consequently,L2 = 0, L4 = 0, andL5(θ) = 0. Furthermore, the expressions for Π˜0, Π˜1(θ)
Π˜2(ξ, θ) reduce to (12), (13), (14), respectively, with L1 = M1, L3(θ) = M2(θ), and L6(θ1, θ2) = M3(θ1, θ2). By
using the sufficient conditions (5) and (6), it is possible to prove that the control (36) is a global optimal control.
5 Concluding remarks
In this note, we have proved some interesting complementary results concerning some properties of the Bellman
functional, and on the form of the optimal control. It appears that establishing formally that the functional has a given
structure is a crucial step in the solution of each of these problems.
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