Cloud computing technology has definitely reached a high level of maturity. This is witnessed not just by the interest of the academic community around it, but also by the wide adoption in commercial scenarios. Today many big IT players are making huge profits from leasing their computing resources "on-demand", i.e., letting customers ask for the amount of resources they need, and charging them a fixed price for each hour of consumption. Recently, studies authored by economists have criticized the fixed-price applied to cloud resources, claiming that a better pricing model can be devised which may increase profit for both the vendor and the consumer. In this paper we investigate how to apply the mechanism of procurement auction to the problem, faced by providers, of allocating unused resources. In particular, we focus on the strategies providers may adopt in the context of procurement auctions to maximize the utilization of their data centers. We devised a strategy, which dynamically adapts to changes in the auction context, and which providers may adequately tune to accommodate their business needs. Further, overbooking of resources is also considered as an optional strategy providers may decide to adopt to increase their revenue. Simulations conducted on a testbed showed that the proposed approach is viable.
INTRODUCTION
Cloud computing aims to provide computing resources to customers like public utilities such as water and electricity (Buyya et al., 2008) . In an Infrastructure-as-a-Service (IaaS) cloud environment, physical resources are packaged into distinct types of virtual machines (VMs) and offered to customers. A cloud customer, on the other hand, will purchase VMs to run his applications, by looking for specific resource requirements in terms of CPU, memory and disk. Given the finite capacity for each type of resources in each data center, a fundamental problem faced by IaaS provider is how to select the price and allocate resources for each type of VM services in order to best match the interests of the customers while maximizing his revenue. This issue is further complicated by the fact that, differently from traditional utility markets, cloud demand is strongly time varying and often burstly.
The resource allocation and trading mechanisms used by the current cloud computing systems are inefficient and inflexible due to the flat rate pricing model adopted. We argue that a fixed price-based resource allocation currently in use in cloud computing systems do not provide an efficient allocation of resources and do not maximize the revenue of the cloud providers. In a previous work (Di Modica et al., 2013) , we already showed that a better alternative would be to use auction-based resource allocation mechanisms. In this paper we address issues related to the bidding strategies adopted by providers of computing resources in the context of procurement auctions. We try to analyze all the factors that mainly impact the strategic choices of providers in the acquisition of the goods allocated through auctions. The purpose of this work is not to devise an optimal bidding strategy, but rather, to prove that any strategy will have its objective guaranteed by the procurement mechanism. We also devised a tentative provider's strategy which adapts its aggressiveness to the earlier mentioned factors. In the addressed market scenario, we stress that our attention is devoted to the optimization of the utilization rate of providers' data centers and the utility of providers.
The remainder of the paper is structured as follows. Section 2 makes a review of the literature and gives some rationale of the work. Section 3 introduces the proposed idea and delves into technical details about procurement auctions. In Section 4 simulation results are presented and discussed. Finally, the work is concluded in Section 5.
RELATED WORK
All main commercial IaaS providers "comply" with the On-Demand approach, and offer to charge customers for the actual time frame during which the resource is actually utilized 1 . They ask users pay a fixed price for computing capacity by the hour. The only chance for the customer to get discounts on the price-per-hour is to opt on the reservation or the flat rate charging models. According to these options, customers get a discount on the price but are committed to longer periods of lease (from a month to a year). Among commercial providers, the only one that successfully proposed an approach alternative to the fixed-price is Amazon with its Spot Instance model 2 . This model enables the customer to bid for what they call unused computing capacity. Virtual machines are charged the Spot Price, which is set by Amazon and fluctuates periodically depending on the supply/demand rate for computing capacity. According to this model, on the one hand the provider gives the customer the possibility to acquire computing resources at a lower price then the standard; on the other one, whenever the resources' demand increases, the provider reserves the right to preempt those resources and give them to better bidders. This model represents the very first attempt to build up a virtual market of computing resources regulated by market prices, i.e., prices which dynamically fluctuate according to offer and demand. In spite of this, the model is still unclear (the formula of price fluctuation is not known) and is not proved to be resistant to potential malicious behaviors of customers (dishonest customers can abuse the system and obtain short-term advantages by bidding large maximum price bid while being charged only at the lower spot price (Wang et al., 2012) ). Furthermore in (Agmon Ben-Yehuda et al., 2011) authors prove that the Amazon's Spot Price is not market driven, rather is typically generated as a random value near to the hidden reserve price within a tight price interval. The consideration stemming from this observation is that a provider, being an interested party, may not be a guarantee for the correctness of the price determination. Instead, a third party broker should be in charge of calling out prices in auction-based contexts. A quick review of the recent literature proves that researchers are very much concerned with the application of auction mechanisms to the problem of the allocation (read "sale") of computing resources. In (Risch et al., 2009 ) authors propose a marketplace of computing resources where prices are determined using an exchange market. In (Chard and Bubendorfer, ) authors discuss several strategies that cloud providers should adopt in order to reach high performance and to overcome most of criticisms of auctions like high overheads and high latency using techniques like overbooking and Flexible Advanced Reservations. They propose several bidding functions but each one takes into account only one parameter among those monitored by a cloud provider. Our work is different as we try to guarantee the provider's utility maximization through an adaptive strategy based on several parameters referring to the actual condition of resources allocation, intentionally weighted by the provider in order to address a specific target.
For the majority of researchers, combinatorial auctions are the most appropriate sale mechanism for allocating virtual machines in the cloud. In combinatorial auctions the participants bid for bundles of items rather than individual items (Cramton et al., 2005) . This mechanism seems to perfectly fit the Cloud context, as customers usually need to acquire not just one resource but a bunch of resources (e.g., one for hosting the database server, one for the application server and one for the web server). In (Wang et al., 2012) authors propose a suite of computationally efficient and truthful auction-style pricing mechanisms, which enable customers to fairly compete for resources and cloud providers to increase their overall revenue. (Zaman and Grosu, 2013) proposes a combinatorial auction-based protocol for resource allocation in grids. They considered a model where different grid providers can provide different types of computing resources. Buyya et al. (Buyya et al., 2010) propose an infrastructure for auction-based resource allocation across multiple cloud systems. In (Vinu Prasad et al., 2012) authors address the scenario of multiple resource procurement in the realm of cloud computing. In the observed context, they preprocess the user requests, analyze the auction and declare a set of vendors bidding for the auction as winners based on the Combinatorial Auction Branch on Bids (CABOB) model.
The discussed works mainly focus on solving the problem of optimal sale of resources in combinatorial auctions, which is known to be NP-hard. The work we propose, instead of defining yet another suboptimal allocation algorithm, takes a different direction. From a strictly technical point of view, one of IaaS providers' main issue is to adopt an efficient allocation scheme which allows them to map customers' requests to virtual machines (or virtual resources, in general) in an efficient way. Often, when a new re-quest must be served there are many management operations that need to be carried out along. Let us suppose that an IaaS provider has a number of hosts, and a new request R demanding some computing power has arrived. According to both the actual hosts' occupancy rate and the adopted allocation scheme many different actions may be taken. For instance, computing capacity may be allocated in the host where the computing availability best (or worst) fits the computing request. Or, computing capacity may be allocated in an unloaded host running on a stand-by state. Or again, a running virtual machine allocated in host H 1 may be migrated to host H 2 in order to make room for R (whose size fits better in H 1 than in H 2 ). Those cited here are only a few of the many examples of management issues that providers must face with.
The profit of a provider strongly depends on its capability of keeping the hosts' average occupancy rate as high as possible. For their nature, computing resources can be regarded as perishable goods that need to be sold within a certain time frame otherwise they get wasted. Not selling a virtual machine in a given slot time means a profit loss for the provider, who anyway is spending money to keep the physical machines up and running. We then look at the trade of computing resources from a new perspective, in which providers, in the aim of maximizing their data center's occupancy rate, may be willing to attract customers by lowering the offer price. On their turn, customers may get what they need, at the time they need it, at a price which is lower than the standard price at which they usually buy. We advocate that the market model best fitting this perspective is the one which guarantees the sale of computing resources through procurement auctions. Procurement auctions (Klemperer, 1999) (also called reverse auctions) reverse the roles of sellers and buyers, in the sense that the bidders are those who have interest in selling a good (the providers), and therefore the competition for acquiring the right-to-sell the good is run among providers.
The sale of computing resources through procurement auctions will work as follows. The market gathers computing demands from any customers. For each computing request a procurement auction is publicly called out. Providers can search the market in order to identify the specific request(s) which best fits their need in that particular moment (e.g., a request for a virtual machine of a specific size that would "fill" a given host's capacity) and participate in the respective call(s). A call will be won by the provider offering to serve the demand at the lowest price. On the provider's side, this mechanism is profitable since the huge number of computing demands gathered by the market increases the chances of the provider to find the one(s) satisfying their needs. In their turn, many customers will be attracted by the possibility to get what they ask at a price that is lower than the standard, therefore will be stimulated to push their requests to the procurement-based market.
PROCUREMENT AUCTION MARKET
The purpose of this work is not to convince providers to abandon the direct-sell mechanism in favor of the procurement-based market. Providers have their regular customers, who issue requests which most of the times have a well known timing. For this kind of requests the most appropriate model is the directsell/fixed-price, in that it provides guarantees for both the provider and the customer. What we propose is the adoption of an alternative, dynamic pricing model for selling what is usually referred to as the unused capacity, i.e., the residual capacity that, on average, the provider is not able to sell through direct-sell. Let us define the utilization rate U(t) as the fraction of the overall unused capacity committed to serve customers' requests at time t . The lower U, the higher the profit loss for the provider. In the aim of maximizing the utilization rate (minimizing the residual capacity) providers need to adopt new selling strategies. The simplest strategy could just be lowering the price per computing unit. Amazon currently leases its unused capacity by adopting an auctioninspired price strategy that let the customers acquire resources for a price which is lower than the standard. We argue that providers, to avoid "wasting" computing capacity, are willing to give up a portion of profit per computing unit (same as it happens for sale of perishable goods). As far as we know, the Amazon's is the only example of dynamic price strategy that is alternative to the fixed-price. If on the one hand it is true that customers benefit from low prices, on the other one the proprietary mechanism by which the virtual machines' price fluctuates has never been disclosed. The computing capacity's actual supply/demand rate is not shared to customers, nor the price policy has ever been released.
In this paper we propose the design of a market of computing capacity (Figure 1 ), to which any provider is admitted, and where computing resources can be sold through auction-based allocation schemes. The perspective is that of procurement auctions, where an initial price is called out and bidders iteratively have to call lower prices to win. The market mechanism is the following. Customers communicate their com- puting demand to the market. A broker will take care of demands. For each specific demand, the broker (auctioneer) will run a public auction to which any provider (bidder) can participate and compete for "acquiring" the demand. The winning provider (who offered the lowest price) will eventually have to serve the demand. Being the auctions open to the participation of multiple providers, the competition is granted. Providers will have to fight to gain the right-to-serve the demand. Bidding strategies enforced by providers can range from the most conservative to the most aggressive. The determination of the final price is driven only by the evaluation that each provider has on the goods to acquire (i.e., the customer's demand to be served). Customers will get their demand served at the lowest price. Further, they will have no more the burden to search for providers, as providers are gathered in the market. As for the broker, its income will be evaluated in a way proportional to both the number of transactions (auctions) it will be able to carry out and the prices formed in the transactions.
Customer's Demand
Customers need to acquire cloud resources to satisfy their computing needs. Following the cloud paradigm, the computing power of a physical machine can be adequately shaped to satisfy the most demanding customer need, in terms of CPU cores, CPU cycles, Mips and main memory size. In practice, all cloud providers offer a restricted number of virtual machines (VM) configurations (instance types), which go from the very minimalist to the most powerful one. In this paper we will refer to a classification of VM instance types which recalls that of Amazon. Though discrepancies exist between the classification being presented and those adopted by other providers, schemes that map the respective items can easily be derived (but are out of the scope). In the rest of the paper, we will then assume that customers' demand will address the following VM instance types:
• General Purpose.
-M1.small -32/64-bit architecture, 1 vCPU, • Memory Optimized.
-M2.xlarge -64-bit architecture, 2 vCPU, 6.5 ECU, 17.1GB RAM, 420GB Storage, Moderate Bandwidth.
We also assume that customers may demand for combinations of the above listed resources. For instance, a customer may issue a request for three M2.xlarge instances and four M1.large instances. Along with the (combination of) resources needed, the customer must communicate the time at which the resource(s) need to be accessed (start-provision time) and the time at which the resource provision must terminate (stop-provision time).
Auction Types
Auctions are the tool that the broker will make use of in order to allocate providers' computing capacity to customers' demand. An auction can be run by the broker as soon as a new demand has arrived. For a given demand, the broker can choose from some auction types to run. The choice of the best suiting auction type is driven by several factors, which are object of observation in this paper. Also, it is up to the broker the setting of the initial price of the auction.
As outlined before, the typology of auction that best fits the depicted context is the procurement auction. In a procurement auction the buyer (customer, in our case) advertises a need (demand for computing capacity) and sellers (providers) compete to provide the service (virtual machines to satisfy the demand). This leads to decreasing prices being offered during the period of the procurement auction.
In this paper we will focus on three different types of procurement auctions. The common part of the three auction mechanisms is the auction preparation, which provides that upon the arrival of a demand, the broker issues a public "call for proposal" (CFP) to invite providers. The CFP shall specify a minimum set of auction parameters including the start-provision time, the stop-provision time, the initial price (from which discount bids are expected), the bidding rules (who can bid and when, restrictions on bids) and the clearing policy (when to "terminate" the auction, who gets what, at what price). After having collected the willingness of providers to participate in the auction, the preparation phase ends up and the bargain starts according to what is specified in the bidding rules and the clearing policy. What characterizes one auction mechanism from another one is the information specified in the bidding rules and the clearing policy. For our purpose we will address the following mechanisms:
• English Reverse (ER) (Parsons et al., 2011) . The ER is a multi-round auction. The CFP specifies the initial price from which discounting bids (offers) are expected. The participating bidders can post their offers. Discounting offers are called out, so that every bidders is always aware of the reference price for which further discounts are to be proposed. If no offer arrives within a time-frame (publicly set in the CFP), the good will be assigned to the last best (i.e., the lowest priced) offer. This type of auction allows bidders gather information of each other's evaluation of the good.
• First Price Sealed Bid (FPSB) (Parsons et al., 2011) . The FPSB is a single-round auction, i.e., all bidders have the chance to bid just once, before the auction being cleared. When bidders receive the CFP, they check the initial price and decide to either bid or not to bid. After all participants have posted their bid, the broker clears the auction and allocates the "demand" to the bidder who has valued it the most (in the case of a reverse auction, the least). The peculiarity of this auction is that bidders are not aware of each other's offer, as only the winning bid will be broadcast at the end of the auction.
• Second Price Sealed Bid (SPSB). Like the FPSB, it is a single round auction. But with the difference that the one who wins the auction (i.e., who offers the highest price) will pay the second highest bid price. This mechanism, applied to a reverse auction, aims at improving the provider's utility (refer to the next section for the definition of the provider's utility). In fact, according to this mechanism each provider may keep its good's evaluation secret, and if they will win the good they will be acknowledged a price which is higher than their own bid, thus increasing the overall utility.
Provider's Strategy
One of the objective of this work is the study of an adaptive (i.e., dynamic) strategy for the providers that participate in procurement auctions. By strategy we mean a set of rules producing the decisions a provider must take to maximize their own business objective. Basically, a strategy shall drive the provider in choosing the right actions to be undertaken when competing for the acquisition of a good (e.g., whether to participate in a given auction, to bid in a given round, not to bid, which price to offer). In the strategy design, the first step was to outline the main factors that may impact such choices. Secondly, we tried to devise a dynamic strategy which accounts for the just mentioned factors and smoothly adapt their fluctuations. Finally, we set up and configured a test environment to analyze the results produced by the strategy. According to the literature, the behavior of an auction's participant is mainly driven by the information the participant has on the value of the good being sold (Klemperer, 1999) . In respect to this information, two basic auction models are possible: 1) the private-value model, where each bidder has an estimate of the good for sale, and that estimate is private and unaffected by others' estimates, and 2) the pure common-value model, where the actual value of the object is the same for everyone, but bidders have different private information on how much that value actually is. Combined models can also be derived from the cited ones.
If we better analyze the context of cloud auctions, a computing resource can be seen as a good whose actual value (price) is common to all providers. In fact, though for computing resources we can not yet speak of conventional "market prices", all providers in their regular sales adopt well known, leveled prices. We can then conclude the actual values of such kind resources are somewhat common to providers. In the context of a procurement auction of computing resources, the estimate E pi of the i-th provider for a given good may differ from the the estimate E p j of the j-th provider according to the diverse needs each provider may have in pursuing their own business objective.
Primary objective of a provider is to maximize what is referred to as Utility. Given a resource to be allocated through an auction sale, the provider's Utility for that request is defined as the difference between the winning bid price and the evaluation that the provider gives to the resource. (Wang et al., 2012) . Of course, the provider aims at maximizing the average utility for the resources they compete for. Recalling the considerations made earlier, in the context of an auction sale of spare resources this objective can be pursued: a) by keeping the data center's utilization as high as possible; b) by bidding prices higher than the personal evaluation (which we will refer to as lower bound) and c) by choosing the most profitable combination of customers' request to serve.
We identified a non-exaustive list of factors which may strongly influence the strategy of a provider in a procurement auction.
• The duration of the customer task (demand) to be served (L). The longer the task, the higher the profitability for the provider, since the required capacity will be committed for a longer time. A provider, then, might prefer to participate in auctions where long tasks are traded.
• The type of VM instance required to serve the customer task (T ). Of course, the profitability of a task is directly proportional to the task's requirements in terms of amount of computing capacity per hour, so providers may be motivated in pointing on auctions calling for a higher capacity/hour. But depending on the actual utilization level of both each single host and the whole data center, it might not be possible to serve further tasks requiring high capacity VMs.
• The gap between the potential revenue obtainable from serving the task the standard way (i.e., through the fixed-price market) and that obtainable by serving the task at the price called by the auctioneer (G r ). The revenue for serving a task is given by the L times the price (P) of the resource that will serve the task. This factor strongly depends on the provider's enforced revenue policy. A provider pointing on auctions to sell their unused capacity might accept a much lower revenue (bidding a lower price) in the case that expenses are already covered. Conversely, the provider might not be willing to excessively lower the price in the case that expenses are not yet covered.
• The utilization of the particular physical machine that is going to serve the customer's request. The marginal revenue, in fact, is affected by the utilization level of a host: if a host is already running and serving other tasks, adding more tasks to that host "costs" less than activating a new host.
Finally, some considerations need to be made about the lower bound. Each strategy must envision an "exit condition", which represents the condition that, when verified, forces the exit of the provider from the auction. When the provider decides to participate in an auction, they will have to set the lower bound price, which represents the maximum discount that the provider is willing to offer for the good being traded in that auction. Of course, this parameter only makes sense in multi-rounds auctions, as in single round auctions actually exit is imposed by the mechanism itself at the end of the first round. The lower bound parameter actually represents the evaluation of the provider for a given good (customer's request). It incorporates all provider's consideration regarding the costs for executing a VM, managing a VM's life cycle and supporting the customer. The objective of a strategy is to suggest the provider the price to call for the next bid. In calling a price, a strategy may be more or less "aggressive", i.e., may propose higher or lower discounts. We discuss two different strategies. One is driven by randomness (aggressiveness is randomly chosen auction by auction, round by round). The other is adaptive, in the sense that is able to adapt the aggressiveness according to the above listed factors. For this kind of strategy, the aggressiveness can be tuned by adequately weighting the factors.
Recalling a formula presented in (McAfee, 1987) , the adaptive strategy will suggest the next bid as:
where n is the number of bidders participating in the auction and lastWinningBid is the price of the bid that won the last round. In case of single-round auctions and in the case of first rounds of multi-round auctions, lastWinningBid will be the auction's starting price. The parameter α is calculated as follows:
As we can see in the equation 2, α depends on:
• U(t), the current utilization rate of the pool of spare resources; the less U(t), the higher α, so the evaluated bid price will decrease (in a reverse auction, lowering the bid price means pointing to gain the good). As expected, the aggressiveness of a strategy increases with the reduction of the utilization rate.
• L L max , the ratio between the time period for which the computing resource is requested and the maximum time period for which a resource can be requested 3 . The ratio will increase for requests with longer execution time. The provider will be more aggressive in auctions where longer customer tasks are negotiated, as those ensure a higher utilization of the data center and, as a consequence, higher revenues.
• P a P f the ratio between the resource's starting price in the auction and the corresponding price in the standard fixed-price market. The provider's aggressiveness will be higher when the price at the start of a round is closer to the reference price (price at which resources are traded in regular markets, or, direct-sell price). The more the round price decreases, the lesser the provider's aggressiveness.
•
T vm T max
the ratio between the computing power of the resource being traded in the auction and the computing power of the highest resource. This factor increases the provider's aggressiveness in the case of customer tasks demanding high computing power. The higher the requested computing power, the higher the task's initial price. Further, a highly demanding task requires a bigger capacity on the data center, thus increasing the overall utilization rate.
• H(t), the current utilization of the host on which the customer task to serve will be scheduled. This factor increases the α parameter and, therefore, increases the provider's aggressiveness. Recalling a previous consideration, the provider is more conservative in their strategy if for serving a task a new physical machine has to be activated. Each parameter is weighted by a factor (w 1 ,w 2 ,w 3 ,w 4 ,w 5 ), for which the following constraint applies:
Different combinations of weights lead to different strategies. Finally, in the adaptive strategy the lower bound price will depend on α according to the following equation:
where discount is discount = (0.5 * α) ± rand * 0.03 (5) and P f is the price of the resource advertised in the standard fixed-price market. The maximum discount 3 In real situations the time period for which a resource can be requested has no bound; in our simulation we will take into account tasks lasting no longer than 24 hours on the fixed price is evaluated as the 50% of α; the higher alpha, the lower the bound. A variability of 3% was also introduced to model a differentiation among providers, which reflects their respective personal evaluations.
Resource Overbooking
The auction mechanism causes a waste of computing resources at the provider's end. A provider may participate in many auctions (say m) at the same time. For each auction, no matter they win or lose, the provider will have to reserve a pool of resources to accommodate the customer's request for which they are competing. The number of auctions every provider will participate depends on the instant capacity of their free computing resources. In general, provider will win n auctions, being n <= m, thus, for the duration of all m auctions there may be a waste of resources proportional to the number of lost auctions (m − n). To overcome this limitation, the provider may decide to participate in more auctions and compete for customers'requests which they are not potentially able to meet. This mechanism, also known as resource overbooking, contributes to decrease the resource waste on the one hand, but on the other may bring to situations where the provider runs out of computing resources and may not honor one or more contracts signed at the time they won the auctions. In this cases, the risk compensation principle is applied (Phillips, 2005) , and the provider will incur penalties which are proportional to their actual bid.
In order to implement such mechanism in our market, we let the provider count on an amount of virtual computing capacity (namely, overbooking capacity) which is set to 20% of their real capacity. The provider is then able to participate in m + o auctions, where o is proportional to the overbooking capacity. This way the number of won auctions will increase, and the provider's utilization rate will get closer to 1. In the case the provider won more auctions than those they are actually able to serve, a penalty is due. When an auction appoints as winner a provider who is not eventually able to honor a request, the second best bidding provider is chosen. If, again, the latter is not able to serve the request, the third best is chosen, and so on. In this chain, all providers are subjected to penalties. The penalty is a monetary cost calculated as:
where penalty it is the penalty for the i-th CFP due by provider t, P i is the auction's starting price, bid it is CLOSER2014-4thInternationalConferenceonCloudComputingandServicesScience the bid called by provider t, winnerBid i is the winner's bid price and duration i is the time frame for which the computing resource is required by the customer. This law aims at penalizing the providers proportionally to their risk attitude. The auction winner who is eventually unable to meet the request will pay a penalty of P i * duration i . The following best bidders (2nd, 3rd, ect..) who on their turn are not able to serve the request will pay a lower penalty as their bid is higher than the winner's. If all participating providers happen to fail the provision due to the overbooking, the auction will be closed and a new auction will be called up.
EXPERIMENTAL RESULTS
In order to prove the viability of our proposal a simulative approach was followed. A prototype was implemented on the well-known Cloudsim simulator (Calheiros et al., 2011) . We developed a new component (the Auctioneer) and modified the behavior of other existing components (Datacenter, Broker and Cloudlet). Cloudlet is the component of Cloudsim representing the task submitted by the customer, while Datacenter is representative of the provider that will compete for acquiring the task. Figure 2 shows the basic steps of the auction preparation phase. The Auctioneer registers to the Broker (step 1) and receives the list of available Datacenters. When a Cloudlet is submitted to the Broker (step 2) it is passed on to the Auctioneer (step 3). The Auctioneer broadcasts a Call For Proposals (CFP) which specifies the task and the auction requirements (step 4). Each interested Datacenter checks its own capacity, reserves a VM and responds to the call (step 5-6). If the Datacenter has run out of physical resources, but is adopting the overbooking mechanism, it will check out whether the overbooking limit has been overcome. If not, it will answer the call. If at least two Datacenters answers the CFP (step 7), the auction is ready to start.
The auction running phase is depicted in Figure 3 . The Auctioneer notifies the participant that the round is open (step 1). At the beginning of each round the starting price is communicated to the participants. In the very first round the starting price is set equal to a standard on-demand fixed-price. In the following rounds the initial price is the price of the winning bid of the previous round (this applies only to English auctions). Each Datacenter calculates the bid according to its strategy (step 2) and submits it to the Auctioneer, who will appoint the winner (step 3). If the auction type is multi-round, the bidding procedure is repeated until the exit condition holds true. For instance, if the auction is of English type it terminates when no bid has been received within a round. When the auction is closed, the Auctioneer sends the result to the winner (step 4) and wait for the Ack. If the winning Datacenter is not able to serve the request (step5), it will return a negative Ack. The Auctioneer will then contact the second best bidder. If again, the latter has run out of resources, the process will go further until a positive Ack is returned (step 10) or no Datacenter is able to honor the contract. In the first case the auctioneer notifies the losers (step 11) and the broker that will bind the VM to the winning Dat- • First fit: a VM is allocated in the first available host which is capable of running it. According to this policy, a single physical machine is used to host VMs until there is available computing capacity. When that machine capacity is saturated, a new unused physical machine will be activated.
• Worst fit or Balanced allocation: a VM is allocated in the less saturated host among those capable of running it. This policy ensures a balancing of the load among the hosts, but causes high fragmentation of hosts' computing capacity.
• Best fit: a VM is allocated on the host having the least amount of unused capacity among those capable of running it. This policy optimize the resource utilization. This is the policy we used for our tests.
To test the adaptive strategy, we created a set of 11 Datacenters, ten of which adopt the proposed adaptive strategy, while one adopts a Random strategy: the latter makes its bids using the same equation of the adaptive strategy (Eq. 1), where the α parameter is assigned random values in the [0,1] range, without any specific objective to pursue. The weights characterizing the α parameter ((Eq. 2) are shown in Table 1 . As the reader may notice, strategies were expressly split in unbalanced, for which Datacenters point on just one factor, and balanced, for which all the weights are assigned the same value.
The objective of the simulation is to show that strategies actually guide Datacenters in the choice of tasks to compete for. Every Datacenter counts 70 hosts, each characterized by the following features:
• number of cores uniformly chosen between [64, 128, 256, 512 ];
• RAM: 320 GB;
• Storage: 10 TB. A core is modeled in CloudSim with a capacity of 2400 Mips. in the first battery of simulation we submitted 25000 cloudlets having a length uniformly distributed in the range [1, 24] hours and requiring a VM type uniformly distributed in the range of the eight VM types described in Section 3.1. The interarrival times of the cloudlets are distributed accordingly to a Poisson distribution, with λ = 0.1 (10 secs is the maximum time that lapses between the arrivals of two consecutive cloudlets). From early results, we noticed that the adaptive strategy of each Datacenter guarantees the achievement of the objective, regardless of the specific auction type. For this reason (but also for space reasons) we are going to show the results obtained from testing the English Reverse Auction.
The main parameter we measured was the utilization rate of the Datacenters, which is depicted in Figure 4 . We can observe that all the Datacenters (DC) pursuing one (or a combination) of these two objectives 1) to acquire VMs that require high capacity in terms of computing resources and 2) to obtain longer lasting tasks, actually reach an high level of utilization rate (in Table 1 DC2 and DC4 respectively).
DC11, that adopts the Random strategy, reaches an high level of utilization rate too, because it can easily win auctions for tasks that do not meet the objectives of other Datacenters (i.e. low performing VMs, short tasks).
DC1's objective is to optimize the utilization rate; in the graph it can be noticed that after reaching an utilization rate between 60% and 80%, it is not able to further increase it, as its objective has almost been reached: the strategy aggressiveness decreases in a way that no more auctions are won.
The Datacenter that obtains the lowest utilization rate (around 20%) is DC3; it exhibits low aggressiveness in the auctions as its objective is to obtain cloudlet with a price not too far from a standard ondemand fixed-price. However, as it can be seen in Figure 5 where the revenue loss percentage of the Data- centers is shown, the objective of DC3 guarantees the lowest revenue loss. Datacenters with balanced strategy may also avoid revenue losses while, at the same time, reaching a better utilization rate than DC3. Finally, we report some graphs showing the cloudlet characteristics of auctions won by two specific Datacenters. Figure 6(a) shows the rate of auctions won by DC2, grouped by the length of the cloudlets expressed in hours. DC2 mainly won cloudlets with a length of more than eleven hours (the reader can check in Table 1 that the weight of parameter related to the length of the cloudlets is the highest). Figure 6 (b) depicts the auctions won by DC4. It mainly wins auctions requiring high performing VMs, as it strategy is set to point on that type of VMs.
In order to check the overbooking mechanism a new simulation battery was run. We created a set of 8 Datacenters enforcing an adaptive strategy with balanced weights, as shown in Table 2 . First, the simulator was fed with 40.000 cloudlets having a length uniformly distributed in the range [1, 12] hours and poissonian arrivals with λ = 0.01. In Figure 7 we may notice that all datacenters reach an utilization very close to 100%. This is due to the fact that cloudlets are long (in terms of time required by the task) and distant enough (100 secs is the cloudlets' interarrival time). We then repeated the simulation with the same number of cloudlets but with a length uniformly distributed in [1, 6] and poissonian arrivals with λ = 0.06 (17 seconds between consecutive cloudlets). In this case the average utilization decreases to 70-80%, as shown in Figure 8 . What happens is that, being the interarrival time shorter, datacenters simultaneously engage in many auctions. Each datacenter will only win a subset of these auctions, which are also very short, thus it will not be able to saturate its capacity. In this specific case it may be of help to opt on the overbooking. We then ran a new simulation, with the same parameters, but configuring four of the eight datacenters to enforce a 20% of overbooking (DC1,DC2,DC3,DC4). Figure 9 shows that the the overbooking datacenters (depicted in red) reach a very high utilization (close to 100%). The collateral effect is of course that they incur penalties, which have been evaluated with the formula in 6. The revenue of datacenters enforcing the overbooking drops below the revenue of datacenters which do not use overbooking, as depicted in 10(a). Put in this way, there is no point in opting for the overbooking. We considered new formulas for the evaluation of penalties which consider a reduction of 20% and 30% with respect to the penalty evaluated in 6. Figures 10(b) and 10(c) shows that with the new formulas datacenters enforcing the overbooking have an acceptable revenue. This is to say that overbooking is an opportunity which must be carefully evaluated by datacenters, and must be suitably tuned against the penalty policy adopted by the market. Last consideration is on single round auctions. Both First and Second Price Sealed Bid did not provide encouraging results for the overbooking. This is because the auctions are resolved in a very short time and the utilization of resources is not as dynamic as it is in a multi-round auction. We have then compared the performance of the First and the Second Price Sealed Bid auctions focusing on the average utility of the provider. As depicted in Figure  11 , the second price auction guarantees, on average, a better utility. This kind of auction, in fact, let the datacenter bid its real evaluation of the cloudlet preventing the utility from excessively decreasing.
CONCLUSION
Cloud computing has stimulated a great interest both in the academic community and in business contexts. More and more IT players look at this technology as a great opportunity of increasing their profit. Though several studies report the cloud services' market revenue is rocketing, economists say the business potential of cloud computing is not yet fully exploited. There is not yet an open market of cloud resources where providers and consumers can meet to satisfy their needs. In this paper we propose a market of resources where demand and offer of resources can be matched in auction-based sales. Specifically, we looked at this market from the perspective of the provider, who needs a strategy to allocate at best their unused computing capacity. We proposed an adaptive strategy that, suitably tailored to the provider's business objective, will help them to maximize the revenue in the context of procurement auctions. Also, the resource overbooking mechanism has been investigated as an optional strategy providers may adopt in order to increase their revenue. Simulations run to test the proposed approach gave encouraging results, by showing that each provider is able to reach their objectives by finely tuning the weights associated to their strategy. In the future, more factors will be taken into account in the definition of the provider's strategy. Further, the business models of the broker of resources (auctioneer) will also be investigated, in order to prove that a market model based on procurement
