This paper presents a novel radio frequency (RF) beam training algorithm for sparse multiple input multiple output (MIMO) channels using unitary RF beamforming codebooks at transmitter (Tx) and 
I. INTRODUCTION
For sparse MIMO channels, it is easier to learn the channel in beamspace than in the spatial signal space [1] - [4] as the number of available multi-path components (MPCs) for communications is much smaller compared to MIMO channel dimensions. In other words, the MIMO channel matrix H is rank deficient with its rank being much smaller than its spatial dimensions. In such scenarios, RF beamforming allows low cost, low power consumption, and miniaturized hardware implementation as compared to fully digital baseband processing by avoiding extra RF chains [5] , [6] . The beamforming weights are implemented using digitallycontrolled, constant-modulus analog phase-shifters at RF stage or intermediate-frequency (IF) stage. RF beamforming also corresponds to the first stage of the hybrid beamforming for sparse MIMO channels [5] , [6] . (ML) beam search or 'tree-based' beam search [7] . In exhaustive beam search, as the name suggests, all possible combinations of Tx and Rx beams are tested. The Tx-Rx beam pair yielding maximum RSSI is selected for payload data communication. This method has the disadvantage of very high training overheads since all possible Tx-Rx beam combinations need to be tested. For ML method, the beam search is performed in multiple levels. Progressively narrower beams are employed in multiple levels of beam training to search the best RSSI Tx-Rx beam combination only for the angular sector identified by the preceding level beam search [7] , [8] . The ML beam training algorithm cuts down the total number of beam tests needed for identification of the best Tx-Rx beam combination. This not only saves beam training overheads but also reduces mean communication loss due to false-beam selections on account of receiver noise [8] , [9] . However, ML beam search suffers from the disadvantage that the beam gains are lower for initial beam search levels as smaller number of antenna elements are switched on for beamforming for broader beams. This can be a major limitation for low signal to noise ratio 3 (SNR) scenarios at larger ranges or with limited effective isotropic radiated powers (EIRPs).
The carbon footprint of information and communication technology (ICT) systems was as large as that of global air travel in 2008 [10] . The deployment of ICT systems has been growing since then and is likely to grow further in coming years. It is important to save beam training time and thereby power consumption as much as possible. Therefore, it is imperative to minimize the number of Tx-Rx beam tests and at the same time use high-gain narrow beams to realize communication links over larger distances. This calls for using beamforming with all antenna elements to provide narrow and high gain beams even during channel learning phases similar to exhaustive beam search. At the same time, it is also important to minimize the number of beam tests for minimum training overheads and maximum efficiency.
In this paper, we present a novel RF beam training algorithm which leverages the statistical information, extracted from past beam training data, to achieve successful beam search with statistically-minimum overheads. We call the algorithm as memory-assisted statistically-ranked (MarS) beam search algorithm. The method works well for low beam entropy cases, i.e., when the beam probabilities are distributed very unevenly. The beam entropy E is defined by equation
where p i is the probability of the i th beam to provide a communication path and N is the number of Tx or Rx beams. The lower the beam randomness, the lower is the beam entropy 
III. MEMORY-ASSISTED STATISTICALLY-RANKED RF BEAM TRAINING ALGORITHM
We consider one-dimensional (1D) beamforming in the azimuth plane, i.e., a ULA implementation for the VR use case and also for simplicity. 2D beamforming is an obvious and straightforward extension for planar array implementations.
The whole beam training space can be divided into angular/beam grids using DFT beam- Even though the proposed algorithms will be more effective with very large number of Tx and Rx antenna elements, we consider smaller MIMO channel dimensions for the ease of representation in this paper without any loss of generality. As illustrated in Figure 1 for a toy example, the beams can be labeled. Typically, a mobile user equipment (UE), e.g., a VR head mounted display (HMD), has relatively limited space. Without any loss of generality, in this paper we take Tx to be at VR access point (AP) with larger number of antenna elements and
Rx to be at UE with smaller number of antenna elements.
In Figure 1 , the central Tx beams, i.e., T4, T5, and T6 and Rx beam R2 are more likely to correspond to the actual MPC (LoS for our case) for communication since the users are more likely to be in the central zone of the room than in the extremities on an average. We assume that the users are likely to begin from the centre of the room. The users will be free to rotate around, so we assume Rx beam statistics to be independent of Tx beam statistics. 1 Tx beam PMF will be more non-uniform than Rx beam PMF due to smaller number of Rx beams and free rotation of the user, thereby of the HMD. The beams can be ranked according to their statistics, with beams having higher success probability getting higher ranks. Arbitrary PMFs of Tx and Rx beams, along with corresponding rankings, have been considered in Tables I and   II, unfavorable, the remaining beams can be tested in the order of their probability-based ranks.
For larger number of beams, a value for the threshold cumulative probability is chosen such that the remaining beams have individual probabilities less than 0.1 because ML will converge faster than many fine beams with extremely low success probabilities. Every beam combination is tested only once. The failed beam combinations should be kept in memory / cache, at least until the successful beam training, so that they need not be tested again because it is already known that those Tx-Rx beam combinations do not correspond to a MIMO channel MPC. ML hybrid beam search is presented in the next section. The MarS RF beam training algorithm is presented below as Algorithm 1:
The respective probabilities of success for the first two tests are given in Table III . For example, success probability in one RSSI test is the joint probability of R2 and T5 and is equal to 0.75 × 0.57 = 0.4275. Similarly, the probability of successful link establishment or Tx-Rx (2) and then equation (3),
where ⊗, length(k), , and q = [1 : n] represent Kronecker product, the number of elements in vector k, Hadamard product, and a vector q given by first n natural numbers from 1 to n, respectively. The average number of beam tests per Tx-Rx beam pair identification is given by m in equation (4), If Rx and Tx are swapped in the algorithm based on their entropies, then they will be swapped for the 'op' operation also. As summarised in Table IV , we note that for the first MPC beam training operation pure MarS, in the specific example, saves beam training overheads by 82.6%
and 60.8% against exhaustive beam search for larger ranges and ML beam search for shorter ranges, respectively. Let us consider a Tx PMF as shown in Table V . The Tx beam entropy of 0.87 is higher in Table V than that of 0.59 in Table I . For a given number of beams, the beam entropy gets highest when all the beams are equiprobable. Table V , beams T1 and T8 would be tested before beam T4 while we note that most of the probability mass is still concentrated in T4, T5, and T6. We consider two levels of beam search at Tx only for simplicity of illustration. There are only three Rx beams. In cases of large Rx antenna arrays, multi-level statistically-ranked beam search, i.e., hybrid beam search can be employed at Rx as well.
If Tx beams T1, T2, and T3 are combined as a broader beam T01; T4, T5, and T6 as T02; and T7, T8, and T9 as T03, then the Tx broad beam PMF for the first level RF beam training will be as in Table VI . We observe that the beam entropy reduces from 0.87 in Table   V to 0.448 in Table VI . A reduction in beam entropy enables faster beam training by using probability-based beam rankings. For high entropy channels, a hybrid approach, using both MarS and ML beam search In cases where no beam statistics is available, pure ML beam search can be employed initially.
The beam history data can be saved progressively with time to obtain the required statistics for either MarS or hybrid beam training.
Although the usefulness of the proposed algorithms is convincing based on the probability model, MC simulation results for MarS have also been presented as a practical validation.
It is planned to obtain typical beam entropy values for mm-wave channel models based on The first author would like to thank Klaus Tittelbach-Helmrich and colleagues at IHP for reviewing the manuscript.
