Canonical molecular dynamics ͑MD͒ and Monte Carlo ͑MC͒ simulations for liquid/vapor equilibrium in truncated Lennard-Jones fluid have been carried out. Different results for coexistence properties ͑orthobaric densities, normal and tangential pressure profiles, and surface tension͒ have been reported in each method. These differences are attributed in literature to different set up conditions, e.g., size of simulation cell, number of particles, cut-off radius, time of simulations, etc., applied by different authors. In the present study we show that observed disagreement between simulation results is due to the fact that different authors inadvertently simulated different model fluids. The origin of the problem lies in details of truncation procedure used in simulation studies. Care has to be exercised in doing the comparison between both methods because in MC calculations one deals with the truncated potential, while in MD calculations one uses the truncated forces, i.e., derivative of the potential. The truncated force does not uniquely define the primordial potential. It results in MD and MC simulations being performed for different potential models. No differences in the coexistence properties obtained from MD and MC simulations are found when the same potential model is used. An additional force due to the discontinuity of the truncated potential at cut-off distance becomes crucial for inhomogeneous fluids and has to be included into the virial calculations in MC and MD, and into the computation of trajectories in MD simulations. The normal pressure profile for the truncated potential is constant through the interface and both vapor and liquid regions only when this contribution is taken into account, and ignoring it results in incorrect value of surface tension.
I. INTRODUCTION
Computer simulations are one of the most powerful tools of the modern statistical mechanical theory of condensed matter. Generally, it is assumed that computer simulations produce exact data for a given potential model. Two main factors which can affect the accuracy of simulation data are caused by computational limitations, i.e., system size and truncation of interactions. Both of them have been discussed in literature and for the case of single-phase homogeneous systems, reasonable criteria have been established. 1 In the case of two-phase systems, particularly when densities are varying through the simulation cell, as in the case of liquid/ liquid or liquid/vapor phase coexistence, it becomes more complicated. 2 Two methodologies are usually used in direct computer simulations ͑coexisting phases are in physical contact and interface region is presented͒ of phase coexistence in fluids: conventional canonical Monte Carlo ͑MC͒ and molecular dynamics ͑MD͒. Chapela et al. 8 have pointed out that in MC calculations one deals directly with the pair potential, while in MD calculations one uses the pair forces, i.e., derivative of the potential. Truncation of the potential is performed in MC and truncation of the forces in MD algorithm. MC creates configurations according to energy criteria while MD uses force route. The truncated force does not define uniquely the primordial potential. It results in the MD and MC simulations being performed for different potential models: MC for spherically truncated ͑ST͒ potential while MD for spherically truncated and shifted ͑STS͒ potential. The truncation of interactions has different consequences dependent on the physical nature of the system under modeling, i.e., whether it is simple ͑nonpolar͒ or complex ͑polar, ionic, etc.͒ fluids. Electrostatic interactions ͑Coulombic, dipolar, and higher multipole͒ determine the peculiar properties of a such systems ͑conductivity, dielectric permittivity, etc.͒ caused by charge and polarization fluctuations. Nonadequate ͑not large enough͒ truncation of full interactions might change the physics of the original system. Examples are water and aqueous solutions where application of adequate truncation procedure for electrostatic forces in inhomogeneous simulations becomes crucial to preserve a physically correct microscopic model, especially when electrostatic information is to be obtained. In particular, it has been shown by Spohr 44 that the use of truncated interac-tions might lead to unphysical results for electrostatic potentials. In contrast, for simple fluids, where the long-range interactions between molecules are dominated by dispersion forces, truncation does not change the physics of original system, but slightly modifies original model due to the changes in potential energy. Additionally, for the spherically truncated potential, an ''impulsive'' contribution to the pressure, due to the discontinuous change of the potential at cutoff distance, appears. In the modeling of single-phase simple fluids the changes in original model, introduced by truncation procedure, have been discussed in literature ͑see, e.g., Refs. 1,2͒ and found as not of great importance for the majority of bulk properties. Is it true for a two-phase system? The review of the literature sources on the subject of the phase coexistence in simple fluids seems to indicate that it may not be valid any longer.
To obtain a conclusive answer on the above question is indeed the main objective of the present article. To accomplish this objective we have chosen a classical pure atomic Lennard-Jones ͑LJ͒ 12-6 fluid. This model itself is of importance and is by far the best studied continuous potential because it provides moderately well a description of liquid/ vapor coexistence properties of nonpolar real fluids of spherical ͑argon, krypton, xenon͒ and homonuclear diatomic ͑oxygen, nitrogen͒ molecules. [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [45] [46] [47] LJ model also is widely employed in modeling of phase coexistence in mixtures of simple fluids [23] [24] [25] [26] [27] as well as for more complex systems, like liquid/vapor coexistence in nonpolar ͑chlorine, hexane, alkanes͒ and polar ͑water, methanol͒ molecular fluids, [28] [29] [30] [31] [32] [33] [34] [35] [36] liquid/liquid interfaces in aqueous solutions ͑eth-anol, octane, hydrocarbon, benzene, dichloroethane͒, [37] [38] [39] [40] [41] bilayers and monolayers in water, 42, 43 etc., where the dispersion or atom-atom interactions are described by LJ potential. Therefore, it becomes important to have correct and unambiguous computer modeling of phase coexistence in LJ fluid.
Despite a number of articles on liquid/vapor coexistence in LJ fluid published in the past, the situation is far from clear. In particular, Smit and Frenkel 48, 49 using Gibbs ensemble MC ͑GEMC͒ simulations ͑in the context of the problems discussed in the present study, GEMC simulations can be considered as homogeneous or bulk, since coexisting phases are not in physical contact and no interface is presented͒ have shown that in the case of LJ fluid different temperature-density coexisting envelopes are produced depending on how the potential is truncated, i.e., whether it is ST or STS. In direct canonical simulations of phase equilibria, where the phases coexist through the interface, only the effect of the value of cut-off distance on the properties of liquid/vapor interface has been analyzed so far; 12, 15, [17] [18] [19] the way the potential is truncated ͑ST or STS͒ has not been taken into account. However, different truncation procedures change the phase diagram and can by no means be ignored when coexisting densities and properties of interfacial region are to be obtained, and when different studies are to be compared. Nevertheless, this issue continues not to be sufficiently addressed by many authors ͑see, e.g., Refs. 12,15-17͒ and a high scattering of the results on coexisting densities and surface tension in LJ fluid may be found because ͑i͒ applications of canonical MC or MD simulations to different potential models have not been distinguished, and ͑ii͒ the impulsive contribution from the derivative of the truncated potential at cut-off distance to the pressure and forces has not been taken into account. As a consequence, the results obtained for liquid/vapor coexistence in LJ fluid are confusing and some questionable conclusions have been drawn.
The differences between ST and STS models in simulations of liquid/vapor coexistence in complex fluids, [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] [41] [42] [43] where LJ interactions are part of total Hamiltonian, have not been addressed as well. Results of prior works on nonpolar molecular systems show that LJ-type contribution to the coexistence properties might be significant, [32] [33] [34] 36, 39 and therefore a correct handling of truncated LJ interactions is important. In the simulations of liquid/vapor coexistence in highly polar fluids, like water, the contribution of electrostatic forces prevails 31 though care has to be taken since besides the LJ interactions, there is contribution of so-called ''real'' part of electrostatic interactions separated from the full electrostatic interactions if Ewald summation technique is applied. The real part has a complementary function form and its contribution depends on the parameters employed in Ewald scheme.
Additional questions arise regarding simulation of liquid/vapor interface in LJ fluids. Is the LJ potential an adequate model to describe the liquid/vapor coexistence and interfacial properties in a real nonpolar fluid? 4, 6, 46, 47 To answer this question the simulations of the untruncated LJ potential are required. For coexisting densities and pressure, simulations of full LJ potential have been done using the GEMC method. 50, 51 For interfacial properties ͑e.g., surface tension͒ it can be done either in the way similar to the singlephase case, applying the long-range corrections ͑LRC͒ to the ''reference'' results obtained in direct canonical simulations with truncated potential, 5, 8, 15, 21 or including the LRC scheme explicitly in the direct canonical simulations. The first way is clearer and simpler but results obtained depend on the properties of the reference system. In particular, it has been shown by Blokhuis et al. 21 that, corrected in such manner, surface tension is different for reference calculations performed with different cut-off radius. To apply LRC explicitly in inhomogeneous simulations is not an easy task. Different schemes to include LRC during the direct canonical simulations of the interface have been proposed recently 17, 18 and distinct results have been obtained. Guo and Lu 17 have simulated the liquid/vapor interface in LJ fluid using canonical MC and performing LRC of the potential energy, pressure tensor, and surface tension. These authors have concluded that without taking LRC into account, constant normal pressure profile through the interface and the vapor and liquid bulk regions ͑that is a necessary condition of the mechanical equilibrium in canonical simulations͒ could not be reached in simulations with a cut-off radius smaller than 3.1. We disagree with this conclusion. The MD simulations results reported in the literature indicate ͑see, e.g., Refs. 7,10͒ that normal pressure profile is constant for a cut-off radius as small as 2.5.
It is our primary interest to clarify these subtle points in the comparison of canonical MD and MC simulations of liquid/vapor coexistence in LJ fluid using the same potential model ͑ST or STS͒ and the same setup conditions in both simulation procedures. We will analyze how the differences in the truncation of interactions enter the calculation algorithm for liquid/vapor coexistence, and how they affect the results so obtained. We will show that the source of the problems arising in MC simulations with truncated LJ potential is not the small cut-off radius, as stated by Guo and Lu, 17 but an additional impulsive contribution to the pressure due to the discontinuous change of truncated potential at cut-off distance which, in contrast to the single-phase system, 1,2 cannot be ignored in phase coexistence calculations. As for the MD simulations, discontinuity of truncated potential contributes to the forces as well. Taking these findings into account permitted us to reconcile most of the results existing in the literature on MC and MD studies: MC and MD produce the same results when they are properly applied to the same potential models. To verify our approach, we have performed simulations in the wide window of thermodynamic states scanning the one used in Gibbs and grand canonical ensemble MC simulations already reported in the literature. To get a conclusive answer on the question regarding the size of truncation sphere large enough to achieve the full potential results, the simulations for cut-off radius as large as 4.4 and 5.5 have been performed. Finally, the critical parameters of LJ fluids and relation of LJ potential model to the liquid/vapor coexistence in real systems, like noble gases, are discussed.
The presentation is organized as follows: We describe in Sec. II, the potential models. Section III consists of the simulation details and definitions of properties. In Sec. IV, a comparison between typical results taken from literature and those obtained by us using MD and MC methods for the liquid/vapor interface are presented. The new results for coexisting densities, components of the pressure tensor profiles, and surface tension are discussed in Sec. V. Then, conclusions and references are given.
II. POTENTIAL MODELS
The full Lennard-Jones potential, U LJ (r), is given by
͑1͒
where and ⑀ are related to the diameter of LJ atoms and the strength of the interparticle interaction, respectively. The majority of reported MC simulations on the liquid/vapor interface are done for spherically truncated ͑ST͒ potential
while most MD simulations are developed for the spherically truncated force
where (x) is the unit step function: (x)ϭ0 when xϽ0 and (x)ϭ1 when xϾ0, and R is the cut-off radius. By integrating Eq. ͑3͒ one obtains the primordial potential
which corresponds to the spherically truncated and shifted ͑STS͒ potential. Thus, the MD simulations with spherically truncated force corresponds to the STS potential model rather than that of ST potential model. This fact has to be taken in consideration when MC and MD results are compared. The truncated force, which has to be used in MD simulations to correspond to the ST potential model, is where ⌬r is a fixed parameter.
III. SIMULATION DETAILS
To study the liquid/vapor interfacial properties in LJ fluid we have performed canonical MD and MC simulations for the same potential models, i.e., ST or STS, under the same setup conditions, i.e., the same number of particles, box size, initial configuration, temperature region.
In the case of two-phase liquid/vapor system the choice of simulation conditions such as number of particles, N, and size of simulation cell, L x ϫL y ϫL z , is very important since they may influence the obtained results ͑system size effect͒. These factors have been analyzed in detail by Chapela et al., 8 Holcomb et al., 15 and Chen. 16 To avoid the dependences of the properties on system size it has been recommended to perform simulations with at least Nϭ1000 particles and with system dimensions L x , L y not smaller than 10. To eliminate the system size effects, simulations reported in the present study are performed with a parallelepiped cell of dimensions L x ϭL y ϭ13.41 and L z ϭ39.81, applying periodic boundary conditions in x, y, and z directions. The simulations are done using the STS and ST potential models defined by Eqs. ͑2͒ and ͑4͒, respectively, with cut-off radius, Rϭ2.5. Additional MD simulations with cut-off radius of 4.4 and 5.5 were developed for ST potential model.
The simulation procedure was quite similar to that usually used for LJ fluid with the constraint proposed by Lee et al. 4 to prevent excessive translation motion of the centerof-mass. In our case, this constraint includes rejection of any trial movement which leads to interchange of particles from both vapor phase regions only. We have investigated the liquid/vapor coexistence for a set of isotherms, T*ϭkT/⑀ in the range in between T*ϭ0.70 and T*ϭ1.127. These temperatures scan the range between the triple point and the critical temperature for truncated LJ model. To prepare the initial configuration for each temperature, we place a dense slab of Nϭ2048 molecules in the middle of a simulation cell along z direction. Such setting up allows us to obtain two vapor regions with a liquid slab in between. Therefore, we have two free liquid/vapor interfaces perpendicular to the z axis. Equilibration in MC was performed from 8ϫ10 7 trials to displace each particle and at least 10 8 trials for obtaining the ensemble averages. MD equilibration was followed after 50 000 time steps ͑⌬*ϭ0.005͒ and at least 150 000 time steps for time averages. The density and pressure profiles were updated after every 2000 configurations in MC and every 50 time steps in MD.
The density profiles, obtained at the end of each production run have been fitted to a tangent hyperbolic function to determine the liquid and vapor coexisting densities. We also calculated the normal and tangential pressure profiles together with the surface tension. The profiles of components of the pressure tensor were obtained using the Irving and Kirkwood 10, 45 definition. The tangential component is
͑7͒
In this equation (z) is the density profile along the z direction, k is the Boltzman's constant, T denotes the absolute temperature, AϭL x ϫL y is the surface area of one interface, x i j , y i j , z i j , and r i j are the separations of the centers-ofmass of particles i and j, and ͗¯͘ denotes a canonical ensemble average. The distance z i j is divided into N s slabs of width ⌬z, and the particles i and j contribute to the pressure if the slab contains the line connecting them. Each slab has 1/N s fraction of the total contribution from the iϪ j pairs. The normal component, P N (z), is given by an expression of the form of Eq. ͑7͒ but with z i j 2 instead of (x i j 2 ϩy i j 2 )/2. In the calculations of the components P N (z) and P T (z) one must use the derivative, dU LJ (r)/dr, defined by Eq. ͑3͒ for STS potential model, and by Eq. ͑5͒ in the case of ST potential model, in both MC and MD simulations. The advantage of calculating the components of pressure tensor as a functions of z is that we can establish that the system is at equilibrium by checking that P N (z) is constant and P N (z)ϭ P T (z) away from the interfaces.
The surface tension is calculated from the profiles of the components of pressure tensor by using the mechanical definition 10,45
Due to the way of preparing and aging the simulation system described above, we will have two symmetric interfaces, that is taken into account by the extra division by 2 in Eq. ͑8͒ to evaluate the surface tension.
IV. COMPARISON WITH PREVIOUS RESULTS
There were two prime reasons that pushed us to go into this work. First, the analysis of the orthobaric densities obtained by us and those available from the literature on the MC and MD simulations of the liquid/vapor coexistence in LJ fluid. Figure 1͑a͒ shows typical density profiles, *(z*) ϭ 3 (z/), obtained using canonical MC and MD simulations for reduced temperature, T*ϭ0.92, with cut-off distance, Rϭ2.5. One can see that the coexisting densities, FIG. 1. Local density distribution, *(z*), normal, P N *(z*), tangential, P T *(z*), and difference, P N *(z*)Ϫ P T *(z*), pressure profiles for truncated LJ potential defined by Eq. ͑2͒. The cut-off radius, Rϭ2.5, reduced temperature, T*ϭ0.92. The solid and short-dashed lines correspond to MC and MD data, respectively. In both simulations derivative, dU LJ (r)/dr, has been calculated according to Eq. ͑3͒.
resulting from MC and MD simulations, are not the same: liquid density from MC is higher than that from MD, while MC vapor density is lower. The same thermodynamic state has been simulated by other authors using both MC and MD methods. Table I gives the orthobaric densities, V * , L * , and surface tensions, ␥*ϭ␥ 2 /⑀, from those and our simulations. Rao and Berne, 9 using MC, have obtained almost the same densities as MD results of both our and Nijmeijer et al. 12 calculations, while MC simulation results of Chapela et al. 8 are remarkably higher and close to the MC data of this work. Why are the densities so different? The second reason was the unphysical behavior of the normal component of the pressure tensor, P N (z), discussed by Guo and Lu 17 from MC simulations. This problem is summarized in parts ͑b͒ and ͑c͒ of Fig. 1 which show the profiles of the normal, P N *(z*)
profiles of pressure tensor obtained using MD and MC methods. We can see that P N (z) and P T (z) components in the bulk phases are the same within MC or MD techniques but are different when MD and MC are compared: from MC simulation the normal component is not constant through the interface ͑exactly the same behavior has been obtained in MC simulations by Guo and Lu͒ 17 but it is almost straight constant when MD technique is used; P N (z) in MD is lower than in MC simulations. Why is P N (z) not constant in MC simulations and different within MC and MD?
The answers to these questions are found to be in terms of the potential function used in MD and MC procedures. The results of Chapela et al. 8 and MC of this work are for ST potential model, while MC simulations of Rao and Berne, 9 MD simulations of Nijmeijer et al., 12 and MD simulations of this work are for STS potential model. It has been shown by Smit and Frenkel 48, 49 from Gibbs ensemble MC simulations that these potential models have different phase diagrams. In particular, the temperature-density coexisting envelop is shrunk, i.e., orthobaric densities will be higher for the vapor part of the phase diagram and lower for the liquid one, going from the STS to ST potential model. That is exactly what we observe for coexisting densities from Table I .
The normal and tangential pressure profiles resulting from MC and MD simulations discussed in Figs. 1͑b͒ and 1͑c͒ have been calculated according to the definition ͑7͒ with dU LJ (r)/dr given by Eq. ͑3͒. This expression corresponds to the STS potential model and is consistent with MD simulations for STS potential model. As for MC simulations, where molecule configurations have been generated for ST potential model, dU LJ (r)/dr should be calculated using Eq. ͑5͒ which consists of an additional contribution from discontinuity of ST potential. In direct simulations of phase equilibrium, this term in Eq. ͑5͒, to our knowledge, has been omitted in all MC simulations for ST potential model and therefore, both profiles of the components of pressure tensor are not correct. Particularly, from Figs. 1͑b͒ and 1͑c͒ we observe that the tangential component has different values for the vapor and liquid regions, and the normal component is not constant through the interface. This fact introduces errors in the calculation of the surface tension. Figure 1͑d͒ shows a comparison between the difference, P N (z) Ϫ P T (z). The surface tension, that according to Eq. ͑8͒ is the area under these curves, will be higher and incorrect from MC than that obtained from MD ͑what we observe from results labeled ''this work'' in Table I͒. Table I contains also MC and MD results reported by other authors at T*ϭ0.92 and 0.7. The coexisting densities and surface tension follow the same trend, except MC from Rao and Berne 9 which corresponds to STS potential model. In summary of this section: first, all orthobaric densities of liquid/vapor coexistence in LJ fluid ͑at T*ϭ0.92 and 0.70͒ collected in Table I which look rather scattered at the first glance, in reality are consistent when they are classified in accordance with the model employed in simulations; it does not matter whether MC or MD are used. Second, in all MC simulations performed so far for the ST potential model, the coexisting densities are correct, but the component of the pressure tensor profiles, and as consequence the surface tension, unfortunately, are not. Third, to our best knowledge, any simulations for ST potential model of LJ fluid, using MD method, have been performed in the past; even if authors 7, 12, 15, 16 stated that ST potential is employed in their MD studies, but since forces have been calculated according to Eq. ͑3͒, their results are therefore for STS potential model. Fourth, apart from differences in potential models, we draw attention that different definitions of surface tension are used in the literature ͑see footnotes and references given in Table  I͒ ; it complicates the analysis of results and introduces extra confusion. 
V. RESULTS AND DISCUSSION
In order to shed more light on the interpretation of the existing data for coexistence properties and surface tension in LJ fluid, and to compare the results of MC and MD simulations performed for the same potential models, we have carried out MC simulations using interaction functions given by Eqs. ͑2͒ and ͑4͒, while MD simulations have been run using the force functions defined by Eqs. ͑3͒ and ͑5͒, respectively. The second term in Eq. ͑5͒, related to the discontinuity of the potential at rϭR, has been computed according to Eq. ͑6͒ as
The parameter ⌬r in this expression determines the size of the spherical shell between two spheres centered on the particle i and of the radii R and Rϩ⌬r. It means that all particles, j i, localized in such shell, will contribute to the value U(R)␦(rϪR). The numerical value of parameter ⌬r has to be fixed by computational conditions ͑number of particles in simulations, time of the runs, etc.͒ and could not influence obtained results. It follows that increasing/ decreasing ⌬r will decrease/increase U(R)/⌬r value, but simultaneously it will increase/decrease, respectively, the number of pairs (iϪ j) which will contribute. We find that in our case a value of ⌬rϭ0.01 is optimal. This term was included in the computational scheme to calculate the forces in MD and the virial contribution to the pressure, in both MD and MC procedures, for the ST potential model.
A. Classical cut-off radius R‫5.2؍‬
The results of our calculations for local density distribution resulting from MC and MD simulations at reduced temperature, T*ϭ0.92, are shown in Fig. 2 . The profiles of the normal and tangential components of the pressure and the surface tension profiles, for the same isotherm, are plotted in Figs. 3 and 4 for STS and ST potential models, respectively. From Figs. 2-4 it is seen that for the same potential model, within the error bars in the calculations, profiles of local density distributions, profiles of components of the pressure tensor, and surface tension, calculated using MD and MC techniques are the same. In particular, in contrast to Fig. 1͑b͒ the normal pressure profile, P N (z), resulting from MC simulations is constant through the interface as it is imposed by the condition of hydrostatic equilibrium.
The orthobaric densities, V * and L * , vapor pressure, P V * , and surface tension, ␥*, from our calculations as well as those available from the literature for a set of isotherms in the range from T*ϭ0.7 to T*ϭ1.127, obtained with cut-off radius, Rϭ2.5, are collected in Tables II and III for At the same time, significant differences for all listed properties between ST and STS potential models are observed. As for the coexisting densities, the differences be- Fig. 1 . In both simulations derivative, dU LJ (r)/dr, has been calculated according to Eq. ͑3͒.
tween both potential models have been already analyzed by Powles 53 from Nicolas et al. 54 empirical equation of state of LJ fluid, and by Smit 49 from the GEMC simulations. To ensure the global validity of the results of canonical simulations we build up the density-temperature coexistence curves for both potentials which are compared in Figs. 5͑a͒ and 6͑a͒ with the data from Gibbs and grand canonical ensemble techniques reported by Smit 49 for STS and by Finn and Monson, 55 Panagiotopoulos, 56 and Wilding 57 for ST potential model, respectively. From Figs. 5͑a͒ and 6͑a͒ is seen that ST and STS potential models truncated at 2.5 produce different density-temperature coexistence lines with critical point shifted to low temperatures going from ST to STS potential. The differences between the two models are more significant for liquid coexisting densities and decrease when one goes to low temperatures. Observed agreement of the results from different statistical ensembles confirms that below the critical temperature, direct simulations of phase equilibria by canonical MC and MD techniques are equivalent to Gibbs ensemble simulation and grand canonical ensemble simulations combined with histogram reweighting techniques.
For the pressure and surface tension the differences between STS and ST models are discussed for the first time. In the case of pressure we plotted function ln P V * ͓Fig. 7͑a͔͒. We observe that simulation data lie perfectly on the two different straight lines, i.e., two models have significantly different coexisting pressures. The surface tensions for ST and STS potential models are compared in Fig. 8͑a͒ . At any fixed temperature, the STS model systematically has a lower value of ␥* than the ST one; this difference does not change with temperature. The results of Mecke et al., 18 obtained for the same cut-off radius Rϭ2.5, but with the LRC applied to the dynamics during MD simulations are also shown in Fig.  8͑a͒ . We see that the correction applied at this cut-off radius does not improve quantitatively the results: they are lying in between those for ST and STS potential models obtained without any correction, and at low temperature are closer to STS while at high temperature coincide with ST model.
How different are ST and STS potential models truncated at Rϭ2.5 from the full LJ potential? The deviation of density-temperature and pressure-temperature coexisting curves for both models from the results of untruncated LJ potential can be estimated from the comparison with the data obtained by Panagiotopoulos et al. 51 for full potential using the GEMC ͓Figs. 5͑a͒ and 6͑a͔͒. The similar comparison for surface tension can be performed in Fig. 7͑a͒ with respect to the result of Nijmeijer et al. 12 obtained with Rϭ7. 33 . What is clearly seen that the results of ST potential model are significantly closer to the results of full potential.
B. Dependence on cut-off radius, R‫4.4؍‬
It is obvious, that the differences between two potential models will decrease with increasing cut-off distance since in the limit R→ϱ both potentials will approach the original full LJ potential, U LJ (r), given by Eq. ͑1͒. We note, that the ways of approaching this limit are different, since STS procedure changes the potential depth, while ST neglects the potential tail only.
In order to obtain more accurate insight into the variations of the coexistence properties with increasing of cut-off radius, we calculated for the ST model the coexisting densities, vapor pressure, and surface tension at cut-off radius R ϭ4.4 using MD simulations with forces computed according to Eq. ͑5͒. These results together with results for STS potential at larger R obtained by other authors are collected in Table IV and shown in parts ͑b͒ of Figs. 5-8.
Comparing our results with those of Holcomb et al. 15 for the STS model we can conclude that in contrast to Fig. 5͑a͒ the differences in coexisting densities between ST and STS potential models at Rϭ4.4 are significantly smaller ͑of order of 1% for liquid density at the highest temperature͒. As for the pressure, we have results for both models for one temperature, T*ϭ0.92 ͑see Table IV͒ only, at which they are practically identical. As can be seen from Table IV and Figs. 5͑b͒-7͑b͒ for coexisting densities and vapor pressures, the difference between truncated and full potential results also decreases, and cut-off radius of at least 4.4 seems almost enough to approach the full LJ potential when simulations are carried out using the ST potential model. At the same time it is less valid for the surface tension ͓Fig. 8͑b͔͒ where both differences between STS and ST models as well as between ST and full system results are still pronounced ͑both are of order of 10%͒, i.e., surface tension is more sensitive to the tail of the potential. This fact has been pointed out first by Nijmeijer et al. 12 and discussed in the literature ͑see, for example, Blokhuis et al.͒ 21 but with respect to the STS model. Particularly, Nijmeijer et al. 12 observed that truncation of the potential at large distances increases the surface tension by a factor of 2.8 (T*ϭ0.92), namely, ␥*ϭ0.24 for Rϭ2.5 and ␥*ϭ0.63Ϯ0.02 for Rϭ7.33, and such effect was attributed completely to the omission of the tail. In this work we show that for the ST model at Rϭ2.5, surface tension is 0.375, i.e., increased by a factor of 1.7 only going to Rϭ7.33 ͑see Fig. 9 for more details͒. The results of Nijmeijer et al. 12 additionally have been affected by the change in potential depth because inadvertently comparison of results with full potential have been performed for STS potential model but not for ST.
C. R‫5.5؍‬ and extrapolation to the full potential
An important problem for inhomogeneous fluid is the extrapolation of the results for truncated potential simulations to larger distances to achieve the full potential result. This task is not so easy and the way to realize it is not so evident, in contrast to homogeneous case. The first attempt to perform such extrapolation in the computer simulations of the surface tension of LJ fluid has been proposed by Chapela et al. 8 and later improved by Holcomb et al. 15 and Blokhuis et al. 21 These authors, similarly as has been done in the homogeneous case for pressure, employed the LRC of the surface tension at the end of the simulations for cut-off distances Rϭ2.5 ͑Ref. 8͒ and 4.4. 15, 21 The disadvantage of this procedure even in the improved version 21 is that the coexisting densities and width of the interface, which enter the correction contribution, are dependent on cut-off distance, R. An attractive possibility is to included LRC during the simulations and has been considered by Guo and Lu 17 in the framework of MC and by Lotfi et al. 19 and Mecke et al. 18 in MD techniques. The approach of Guo and Lu 17 is based on the assumption of local dependence of thermodynamic properties i.e., they are uniform within each local element. Lotfi et al. 19 and Mecke et al. 18 have included LRC to both dynamics, by adding additional force contribution, and surface tension, by using the virial route in conjunction with local density distribution. The only way to test different LRC schemes is to compare obtained results with direct simulations at large enough cut-off radius. But which cut-off distance is enough for surface tension calculations? Let us discuss the results which follow from our MD simulations performed with cut-off distance, Rϭ5.5. 18 for Rϭ5 and those of Nijmeijer et al. 12 with Rϭ7.33 which correspond to STS potential model are also displayed. The agreement between our orthobaric densities and those from Refs. 12,18,51 is rather good. The same conclusion is valid for vapor pressure, P V * , as we can see from Fig. 7͑c͒ where our data for the ST potential with Rϭ5.5 are compared with those obtained for the full LJ potential using GEMC. 51 Our estimations show that by going from Rϭ4.4 to 5.5, the changes in orthobaric densities within ST model are less than 1.5% and less than 4% for the vapor pressure. At the same time, for Rϭ5.5, the deviations observed both within the ST and STS models and with respect to the results for full potential are even smaller and lie in the range of the errors allowed in simulations.
In Sec. V B, it was pointed out that surface tension is more sensitive than orthobaric densities and pressure to the tail of the potential. We estimated from Table IV that when R increases from 4.4 to 5.5 surface tension still changes up to 10% ͑less than 1.5% for coexisting densities͒. Nevertheless, comparing these results with those calculated at larger cut-off radii, Rϭ6.3 by Holcomb et al. 15 and R ϭ7.33 by Nijmeijer et al. 12 ͑both have been calculated for isotherm, T*ϭ0.92) we see that difference practically vanishes ͓see Fig. 8͑c͔͒ , and within the simulation uncertainties it might correspond to the full LJ potential.
The above mentioned LRC procedures are inconsistent in the case of surface tension ͓those results are also collected in part ͑c͒ of Fig. 8͔ . The results of Blokhuis et al. 21 practically repeat at T*ϭ0.92 the surface tension value of Nijmeijer et al. 12 and are slightly higher ͑as we suppose it has to be͒ than results of this work for ST potential model with cut-off radius, Rϭ5.5. The results of Mecke et al. 18 slightly overestimate both of these results though the temperature dependence is quite similar. Very probably, the results of Mecke et al. 18 are influenced by the double counting of the tail contribution, i.e., in the dynamics and in the surface tension calculations. The most unexpected results ͑for both the surface tension values and its change with temperature͒, as it follows from Fig. 8͑c͒ , have been obtained by Guo and Lu 17 and look, at least, questionable. Thus, it can be concluded that final density-temperature and pressure-temperature coexisting curves and surface tension for LJ fluid can be achieved within the ST model by employing cut-off radius, Rϭ5.5.
D. Critical parameters of Lennard-Jones fluid
The density-temperature-pressure coexistence data obtained in our canonical simulations ͑see Tables II-IV͒ have been used to estimate the critical parameters of LJ fluid for the different cut-offs. These results in conjunction with data obtained by others are collected in Table V . To estimate the critical density, C * , and critical temperature, T C * , we have fitted our results with scaling law for the density and law of rectilinear diameters using the first three terms of a Wegner expansion [58] [59] [60] in the form
where tϭ1ϪT*/T C * . The subcritical simulation data have been extrapolated to the critical point corresponding to universal critical exponent value determined from RG theory, ␤ϭ0.325. In order to estimate the critical pressure, P C * , we have fitted the vapor pressure data obtained from the simulation to an equation of the Clausis-Clapeyron form,
The value of P C * is calculated as that corresponding to the value of T C * obtained from Eq. ͑10͒. The amplitude terms C 2 , B 0 , B 1 , and A,B, obtained from the expressions ͑10͒ and ͑11͒, are listed in Table V for each cut-off radius.
We observe from Table V that critical parameters of LJ fluid, obtained within different statistical ensembles, at least moderately agree well when data are classified in accordance with models ͑ST or STS at the same cut-off distance͒ used in simulations. The critical temperature, T C * , and critical pressure, P C * , increase going from small to large cut-offs and from STS to ST potential. There is no clear trend in the critical densities for the different cut-offs as well as it is not observed within STS and ST potential. The cut-off radius, RϷ5Ϫ5.5 seems to be enough to reproduce the full LJ potential critical parameters.
E. Lennard-Jones model and real simple fluids
In some studies performed on the liquid/vapor coexistence in LJ model fluid the obtained results have been compared with experimental data for real simple fluid ͑see for example Refs. 3,12͒ and degree of coincidence has been used as criteria of modeling performance. In different studies positive and negative deviations from measured data, dependent on the methods employed and set up conditions used, have been observed. Miyazaki et al. 6 and Sung and Chandler 47 have suggested that disagreement may be caused by inadequacies in the LJ potential as a model for effective pairwise interactions in liquid noble gases. In Fig. 10 we show the comparison of temperature-density, pressure- density coexisting envelops, and surface tension vs. temperature curves obtained for LJ model at different cut-off distances as well as for full potential with experimental data for liquid argon. For all considered coexistence properties the full LJ results overestimate observable data. The effective pairwise interactions in liquid argon seem to be less longranged. Manipulating by cut-off radius, it is possible to achieve the experimental values ͑cut-off distance of order of Ϸ4 might be an appropriate choice, as it can be estimated from Fig. 10͒ . A more sophisticated way to model the true interactions in real simple fluids is to include the effect of three-body interactions. It has been shown already by perturbation theory calculations 4 that contribution of three-body interactions to surface tension is negative and leads to favorable agreement with experimental results.
VI. CONCLUSIONS
In the present study, for the first time, the differences between spherically truncated ͑ST͒ and spherically truncated and shifted ͑STS͒ Lennard-Jones potential models have been taken into account in direct canonical MC and MD simulations of liquid/vapor coexistence. We have performed simulations for both models with the same setup conditions and in the wide temperature window. To calculate the forces in MD simulations and to calculate the pressure in both MC and MD simulations for ST potential model, the simple expression to compute an ''impulsive'' contribution, ⌬F, due to the discontinuous change of the potential functions at cut-off distance has been proposed ͓Eq. ͑9͔͒. It has been shown quantitatively, that in the simulations of two-phase systems this contribution, which is not so important in the case of single-phase systems, becomes crucial and has to be included into the simulation algorithms.
The MC simulations for the ST potential model, in which the contribution of ⌬F in computing the virial is neglected, result in unphysical behavior of the normal component of the pressure tensor: normal pressure profile is not constant through the interface and the vapor and liquid bulk regions; both normal and tangential components of pressure tensor and resulting surface tension have incorrect values ͑see Fig. 1͒ .
From another perspective, if discontinuity of the ST potential is not included into the calculations of the forces, then the moving trajectories generated in MD simulations correspond to the STS potential model ͓it follows from Eqs. ͑3͒ and ͑4͔͒. As a consequence, all the MD simulations reported so far in the literature for truncated LJ potential, without taking this force contribution into account, have generated the results for the STS potential models and have to be compared with MC data obtained using STS potential model. Any MD simulations for liquid/vapor coexistence with ST potential model have been reported in the literature.
The ST and STS potential models truncated at the most popular cut-off distance, Rϭ2.5, produce significantly different liquid/vapor coexistence curves in both temperaturedensity ͓Fig. 10͑a͔͒ and pressure-density ͓Fig. 10͑b͔͒ planes: both coexisting envelops are shrunken ͑more pronouns for the liquid side͒ and critical temperature and pressure are shifted to lower values when one goes from ST to STS potential. This shift of the phase diagram affects significantly the surface tensions, producing the shift for the whole temperature range ⌬␥ϭ␥ ST Ϫ␥ STS Ϸ0.2 ͑more than 30%͒ between both models. For all coexistence properties, the ST model gives results closer to the full LJ potential. No contradictions between our data and that obtained earlier in the literature for coexisting densities have been found when the results are classified in accordance with models employed in simulations ͑see Tables II and III͒ . By comparing these data with the results of Gibbs ensemble and grand canonical MC simulations, for the first time it has been shown in detail that conventional canonical simulations ͑MC or MD͒ are applicable for the subcritical region.
Different dependence of the coexistence properties on the cut-off distance for STS and ST models have been found ͑see Fig. 9͒ . Particularly, going from cut-off radius R ϭ2.5 to 4.4 the orthobaric densities change less than 10% in the case of ST model and more than 15% for STS model. The cut-off radius, Rϭ4.4, can be assumed as one where both models become indistinguishable with respect of coexisting densities. The same conclusion is valid for the coexisting pressures. Both coexisting densities and pressure, resulting from the truncated simulations with cut-off radius R ϭ5.5, differ from the full LJ results within the error bars.
At the same time, the surface tension calculated directly from the simulations is more sensitive to the potential tail. In the case of the ST model, ␥* changes of order of 35% and 5% when R increases from Rϭ2.5 to 4.4 and from 4.4 to 5.5, respectively. For the same increase of R in the case of the STS model, ␥* changes more than 60% and more than 10% ͑see Fig. 9͒ . The simulations with Rϭ5.5 for the ST model produce the results which are similar to those obtained with cut-off radius Rϭ6.3 and 7.33 already reported in the literature. In summary, we can conclude that in the direct calculations of surface tension the cut-off radius, Rϭ5.5, is practically enough to approach the full LJ potential results; the long range correction to the surface tension, in the spirit of Blokhius et al., 21 is applicable to the STS model starting from the cut-off radius as large as 4.4.
The critical parameters of LJ fluid extrapolated from coexisting data generated in canonical simulations are consistent with literature estimates, obtained within different statistical ensembles and different methodologies, for the same models ͑STS or ST͒ and the same cut-offs. Comparing the temperature-density and pressure-density phase diagrams and surface tension vs. temperature curves for the full LJ potential with measurements for liquid argon ͑see Fig. 10͒ we confirmed that the LJ model is not well suited to describe the coexistence and interfacial properties of real simple fluids; observable data cannot be used as criteria of simulation performance for the LJ model. The conclusions listed above have been drawn for truncation in the LJ model but the procedure described in this work can be applied to any other spherically truncated potential models ͑Yukawa, Kihara, etc.͒ of dispersion forces. The method of handling the truncation, proposed in this work, does not matter if the total potential model includes polarizability or Coulombic interactions. When the Hamiltonian of more complex fluid models includes, as a part, the LJ-type interactions, the proposed scheme has to be applied exactly in the same way as it is described in this work, while electrostatic interactions have to be handled in an appropriate way, 44 e.g., using Ewald summation method, etc. In the case of inhomogeneous systems this is particularly important because, in contrast to electrostatic forces, the long range correction of dispersion contribution is not easily applied in direct simulations.
The problems of truncated interactions are of the same importance for mixtures of LJ fluids ͑where, besides the liquid/vapor coexistence, the liquid/liquid interfaces are allowed͒, complex systems, such as nonpolar molecular fluids, and their mixtures [32] [33] [34] [35] [36] defined by a united atom model where the dispersion interactions are usually described by LJ potential and contribute significantly to the coexistence properties of entire systems. This is the case of water, [28] [29] [30] [31] aqueous solutions, [37] [38] [39] [40] [41] monolayer/water, 42 and bilayer/water 43 interfaces, etc. In all these studies, dispersion contributions to the coexistence properties have been incorporated within the STS model; in some of them 23 it has been determined and realized, while in others 24, [26] [27] [28] [31] [32] [33] [34] [35] [36] [37] it was used inadvertently because evaluation of impulsive contribution to the forces has not been included into the MD algorithm. The quantitative significance of the correct handling of LJ-type contribution to the coexisting and interfacial properties of complex system, is expected to be different depending on the physics of the system under modeling. It is important in the case of nonpolar molecular fluids but appears less important for highly polar fluid where phase coexistence is observed at higher temperatures and electrostatic contribution dominates. Particularly, Alejandre et al. 31 have found that if electrostatic forces are accounted within Ewald method, coexisting densities and surface tension of water are essentially unchanged on variations of cut-off distance for dispersion forces. However, we wish to turn our attention to that, when Ewald method is applied, care has to be exercised with the real space term of electrostatic interactions which becomes a part of dispersion forces. This term has the same amplitude coefficient as the main electrostatic contribution with decay defined by error function. Depending on the damping parameters chosen in Ewald scheme, the real part contribution might be significant and has to be treated adequately. 
