In this note we present the formulation of the induction and coinduction principles and related notions, such as fixed points, using the language (a.k.a., jargon) and conventions of each of order theory, set theory, (first-order) logic, category theory, and the theory of types in (object-oriented and functional) programming languages, for the purpose of examining some of the similarities and dissimilarities between these six mathematical subdisciplines.
Set Theory (using ∈ and ⊆, for 'is a member of' and 'is a subset of')
Let U be the inclusion ordering (⊆) over the set of all subsets of some fixed set U (as such, U = ℘ (U ) where ℘ is the powerset function, and is thus always a complete lattice) and let F : U → U be an endofunction over U. A set P ∈ U (equivalently, P ⊆ U ) is called an F -closed set if its F -image is a subset of it, i.e., if F (P ) ⊆ P.
(An F -closed subset is sometimes also called an F -lower bounded set or F -large set.) Set U , the largest set in U, is an F -closed set for all endofunctions F -in fact the largest F -closed set. A set P ∈ U is called an F -consistent set if it is a subset of its F -image, i.e., if P ⊆ F (P ) .
(An F -consistent subset is sometimes also called an F -(upper) bounded set 3 , F -correct set, or F -small set.) The empty set, φ, the smallest set in U, is an F -consistent set for all endofunctions F -in fact the smallest F -consistent set. A set P is called a fixed point (or 'fixed set') of F if it is equal to its F -image, i.e., if P = F (P ) .
A fixed point of F is simultaneously an F -closed set and an F -consistent set. Now, given that U is a complete lattice, if, further, F is a monotonic (but not necessarily invertible)
then 4 an (inductively-defined) subset µ F , the smallest F -closed set, exists in U, and it is also the smallest fixed point of F , and a (coinductively-defined) subset ν F , the largest F -consistent set, exists in U, and it is also the largest fixed point of F , 5 and for any set P ∈ U we have: 2 See Table 1 on page 10 for the definitions of µ F and ν F in order theory. 3 From which comes the name F -bounded polymorphism in functional programming. See §3.1. 4 When F is monotonic it is called a (sets-)generating function or a (sets-)generator. 5 See Table 1 on page 10 for the definitions of µ F and ν F in set theory.
• (induction) F (P ) ⊆ P =⇒ µ F ⊆ P (i.e., ∀x ∈ F (P ) .x ∈ P =⇒ ∀x ∈ µ F .x ∈ P ), which, in words, means that if (we can prove that) P is an F -closed set, then (we get that) µ F is a subset of P , and
• (coinduction) P ⊆ F (P ) =⇒ P ⊆ ν F (i.e., ∀x ∈ P.x ∈ F (P ) =⇒ ∀x ∈ P.x ∈ ν F ), which, in words, means that if (we can prove that) P is an F -consistent set, then (we get that) P is a subset of ν F .
Illustration (using Set Theory)
Figure 1 on the following page visually illustrates the main notions we discuss in this note in the context of set theory. With little alterations (such as changing the labels of its objects, the direction of its arrows, and the symbols on its arrows) the diagram in Figure 1 can be used to illustrate these same notions in the context of order theory, type theory, logic or category theory. (Exercise: Do that.)
Induction Instances
An instance of the set-theoretic induction principle presented above is the standard mathematical induction principle. In this well-known instance we have: F is the "successor" function (of Peano) 6 , µ F (the smallest fixed point of the successor function F ) is the set of natural numbers N, 7 and P is any inductive property/set of numbers.
• An example of an inductive set is the set P of numbers defined by the predicate ∀n ∈ P. (2 n > n). Set P is an inductive set since P ⊇ N-i.e., µ F ⊆ P -can be proven, inductively, by proving that P is F -closed (which is sometimes expressed, equivalently, by saying that 'F preserves (property) P '). The F -closedness of P can be proven by proving that F (P ) ⊆ P , i.e., (using the definition of F , the successor function) by proving that (0 ∈ P ) ∧ (p ∈ P =⇒ (p + 1) ∈ P ), or, in other words, by proving both that 2 0 > 0 (i.e., that P (0), the base case) and that from 2 p > p one can conclude that 2 p+1 > p + 1 (i.e., that P (p) =⇒ P (p + 1), the inductive case). The last form is the form of 'proof-by-induction' presented in most standard discrete mathematics textbooks.
Another instance of the induction principle is lexicographic induction, defined on lexicographically linearlyordered ("dictionary ordered") pairs of elements [23, 25] . In §3.1 we will see a type-theoretic formulation of the induction principle that is closely related to the set-theoretic one above. The type-theoretic formulation is the basis for yet a third instance of the induction principle-called structural inductionthat is extensively used in programming semantics and automated theorem proving (ATP), including reasoning about and proving properties of (functional) software.
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Programming Languages Theory
Given the 'types as sets' view of types in programming languages, in this section we build on the settheoretic presentation in §2 to present the induction and coinduction principles using the jargon of programming languages type theory, and to discuss the influence structural and nominal typing have on the theory of type systems of functional programming languages (which mostly use structural typing) and object-oriented programming languages (which mostly use nominal typing). 
Inductive and Coinductive Functional Data Types (using : and ⊆, for 'is a member of/has property' and 'is a subset of')
Building on the notions developed in §2, let D be the set of structural types in functional programming. 8 Now, if F : D → D is a polynomial (with powers) datatype constructor/functor 9 , i.e., if
then an (inductively-defined) type/set µ F , the smallest F -closed set, exists in D, and it is also the smallest fixed point of F , and a (coinductively-defined) type/set ν F , the largest F -consistent set, exists in D, and it is also the largest fixed point of F , 10 and for any type P ∈ D (which, as a structural type, P expresses a structural property of data values) we have:
• (structural induction, and recursion) F (P ) ⊆ P =⇒ µ F ⊆ P (i.e., ∀p : F (P ) .p : P =⇒ ∀p : µ F .p : P ), which, in words, means that if the (structural) property P is preserved by F (i.e., F (P ) ⊆ P , meaning P is F -closed), then all data values of the inductive type µ F have property P (i.e., µ F ⊆ P ). Furthermore, borrowing terminology from category theory (see §5), a recursive function f : µ F → P that maps data values of the inductive type µ F to data values of type P (i.e., having structural property P ) is the unique catamorphism (also called a fold) from µ F (as an initial F -algebra) to P (as an F -algebra), and
• (structural coinduction, and corecursion) P ⊆ F (P ) =⇒ P ⊆ ν F (i.e., ∀p : P.p : F (P ) =⇒ ∀p : P.p : ν F ), which, in words, means that if the (structural) property P is reflected by F (i.e., P ⊆ F (P ), meaning P is F -consistent), then all data values that have property P are data values of the coinductive type ν F (i.e., P ⊆ ν F ). Furthermore, borrowing terminology from category theory, a corecursive function f : P → ν F that maps data values of type P (i.e., having structural property P ) to data values of the coinductive type ν F is the unique anamorphism from P (as an F -coalgebra) to ν F (as a final F -coalgebra).
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Object-Oriented Type Theory (using : and <:, for 'has type' and 'is a subtype of')
Subtyping (<:) is a fundamental relation in OOP. The majority of mainstream OO programming languages are class-based. In most class-based OO programming languages, due to the nominality of typing (i.e., class names are used as type names, since class names are associated with behavioral class 8 By construction, the set of structural types D under the inclusion/structural subtyping ordering relation is always a complete lattice. This point is further discussed in more detail below. 9 That is, F is either one of the + [summation/disjoint union/variant], × [product/record/labeled product], or → [continuous function] data type constructors, which are monotonic (also called covariant) structural datatype constructors (except for the first type argument of →, which is antimonotonic/contravariant), or is a composition of these constructors. (These constructors are also invertible ones.) 10 See Table 1 on page 10 for the definitions of µ F and ν F . To guarantee the existence of µ F and ν F (and hence the ability to easily reason-inductively and coinductively-about FP programs), D-the domain of types in functional programmingis deliberately constructed to be a complete lattice under the inclusion ordering. This is achieved by limiting the type constructors used in constructing D to structural type constructors only (i.e., to the constructors +, ×, → and their compositions, in addition to basic types such as Unit, Bool, Top, Nat and Int). For example, the inductive type of lists of integers in functional programming is structurally defined as L i Unit + Int × L i , which defines L i as the summation (+) of type Unit type (which provides the value unit as an encoding for the empty list) to the product (×) of type Int with L i itself. In fact the basic types Bool, Nat and Int can also be defined structurally. E.g., we can have Bool Unit+Unit (for false and true), Nat
Unit+Nat (for 0 and the successor of a natural number), and Int Nat+Unit+Nat (for negative integers, zero, and positive integers). contracts), the subtyping relation is a nominal relation. As is familiar to mainstream OO developers, the subtyping relation in class-based OO programming languages is in one-to-one correspondence with type/contract inheritance from superclasses to their subclasses, due to the nominality of the subtyping relation [1] . (Type/contract inheritance is the same as the inheritance of behavioral interfaces/APIs from superclasses to their subclasses.)
Let T be the set of nominal (i.e., class/object) types in object-oriented programming, ordered by the nominal subtyping relation <:, and let F : T → T be an endofunctor over T (i.e., a type constructor, such as a generic class). 11 A
and P is said to be preserved by F . (An F -supertype is sometimes also called an F -closed type, F -lower bounded type, or F -large type.) Type Object, if it exists in T (usually called the root of the subtyping hierarchy), is an F -supertype for all generic classes F -in fact the greatest F -supertype.
and P is said to be reflected by F . (An F -subtype is sometimes also called an F -consistent type, F -(upper) bounded type 12 , or F -small type.) Type Null, if it exists in T (at the bottom of the subtyping hierarchy), is an F -subtype for all generic classes F -in fact the least F -subtype.
A fixed point of F is simultaneously an F -supertype and an F -subtype. (Such fixed types/points are rare in OOP practice). Now, if F is a types-generating functor 13 , i.e., if
and if µ F , the 'least F -supertype' exists in T, and it is also the least fixed point of F , and if ν F , the 'greatest F -subtype', exists in T, and it is also the greatest fixed point of F , 14 then, for any type P ∈ T we have:
which, in words, means that if the contract (i.e., behavioral type) P is preserved by F (i.e., P is an F -supertype), then the inductive type µ F is a subtype of P , and
which, in words, means that if the contract (i.e., behavioral type) P is reflected by F (i.e., P is an F -subtype), then P is a subtype of the coinductive type ν F . 11 Unlike for poset D (of structural types under structural subtyping) in §3.1, the poset T (of nominal types under nominal subtyping) is not guaranteed to be a complete lattice. 12 From which comes the name F -bounded Generics in object-oriented programming. 13 E.g., a covariant type constructor/generic class. 14 See Table 2 on page 11 for the definitions of µ F and ν F in the (rare) case when T happens to be a complete lattice.
• In most mainstream OO programming languages (such as Java, C#, C++, Kotlin and Scala) where types are nominal types rather than structural ones 15 and, accordingly, where subtyping is a nominal relation, rarely is T a lattice under the subtyping relation <:, let alone a complete lattice. Further, many type constructors (i.e., generic classes) in these languages are not covariant. As such, µ F and ν F rarely exist 16 . Still, the notion of a pre-fixed point/F -algebra (under the name F -supertype) and the notion of a post-fixed point/F -coalgebra (under the name F -subtype) of a generic class have relevance in OO type theory (i.e., the theory of type systems of object-oriented programming languages), e.g., when discussing F -bounded generics [3] . 17
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Logic (using juxtaposition and ⇒, for 'is satisfied by/applies to' and 'implies')
Via the axiom of comprehension in set theory, first-order logic (abbr. FOL, also called predicate calculus) is strongly tied to set theory. As such, in correspondence with the set-theoretic notions presented in §2, one should expect to find counterparts in (first-order) logic. Even though seemingly unpopular in mathematical logic literature, we try to explore these corresponding notions in this section. Our discussion of these notions in logic is also a step that prepares for discussing these notions in §5 in (the more general setting of) category theory. Let P be the set of propositions (i.e., statements, or more precisely well-formed formulas) of first-order logic ordered by implication ⇒ (thus P is a complete lattice) and let F : P → P be an endofunctor over P.
A
Proposition T rue is an F -weak proposition for all endofunctors F -in fact the weakest F -weak proposition. A proposition P ∈ P is called an 'F -strong proposition' if it implies its F -image, i.e., if P ⇒ F (P ) .
Proposition F alse is an F -strong proposition for all endofunctors F -in fact the strongest F -strong proposition. 15 In structural typing, type expressions express only structural properties of data values, i.e., how the data values of the type are structured and constructed. In nominal typing, data type names are associated with formal or informal contracts (called behavioral contracts) that express behavioral properties of the data, in addition to their structural properties.
To demonstrate, roughly speaking, in a pure structural type system a record type that has, say, one member (e.g., type plane = { fly() }, type bird = { fly() } and type insect = { fly() }) is semantically equivalent to any other type that has the same member (i.e., type plane is equivalent to type bird and to type insect)-interchangeable for all purposes. In a pure nominal type system, given their different names, types plane, bird and insect (and any similarly-structured types) are considered three distinct types that are not semantically equivalent, since their different names-'plane' versus 'bird' versus 'insect'-imply the possibility, even likelihood, of different behavioral contracts maintained by values of each type, and thus of different uses of the three data types. When the functional components of data values are recursive (which is typical for methods of objects in OOP), and more so when the data values are autognostic data values (have a notion of self/this), both of which are features that necessitate recursive types, the differences between nominal typing and structural typing become semantically more prominent, since type names and their associated contracts gain more relevance as expressions of the richer behavior of such more complex data values. (See [2] for more details.) 16 Annihilating the possibility to reason inductively or coinductively about nominal OO types. 17 For example, for a generic class F in Java, a role similar to the role played above by the type ν F is played by the wildcard type F<?> (since, by the subtyping rules of Java, every instantiation of F -i.e., every parameterized type constructed using F -is a subtype of the type F<?>). On the other hand, there is no non-Null type in Java (not even F<Null>. See [3] .) that plays a role similar to the role played above by the type µ F . This means that greatest post-fixed points (i.e., greatest F -subtypes) that are not greatest fixed points do exist in Java, while non-bottom least pre-fixed points (i.e., least Fsupertypes) do not exist in Java (and also, greatest fixed points do not exist in Java, neither do least fixed points, since, in Java and similar nominally-type OOP languages, T is not a complete lattice).
A proposition P is called a fixed point (or 'fixed proposition') of F if it is equal to its F -image, i.e., if P = F (P ) .
A fixed point of F is simultaneously an F -weak proposition and an F -strong proposition. Now, if F is a propositions-generating endofunctor 18 
then µ F , the 'strongest F -weak proposition', exists in P, and it is also the 'strongest fixed point' of F , and ν F , the 'weakest F -strong proposition', exists in P, and it is also the 'weakest fixed point' of F , 19 and for any proposition P ∈ P we have:
which, in words, means that if P is an F -weak proposition, then µ F implies P , and
which, in words, means that if P is an F -strong proposition, then P implies ν F .
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Category Theory (using → [arrow], for 'is related to')
Let O be the collection of objects of a homonymous category (i.e., with the same name O) and let
Object P is called an F -coalgebra if it is related to its F -image, i.e., if
and if an initial F -algebra µ F exists in O and a final F -coalgebra ν F exists in O, 20 then for any object P ∈ O we have:
which, in words, means that if P is an F -algebra, then µ F is related to P (via a unique "complexto-simple" arrow called a catamorphism), and . Note that ¬ [not], however, is a contravariant/antimonotonic logical operator). 19 See Table 2 on page 11 for the definitions of µ F and ν F . 20 In reference to §1, note that a category-theoretic initial F -algebra and final F -coalgebra are not the exact counterparts of an order-theoretic least fixed point and greatest fixed point but of a least pre-fixed point and greatest post-fixed point. This slight difference is significant, since, for example, a least pre-fixed point is not necessarily a least fixed point, unless the underlying ordering is a complete lattice and F is covariant/monotonic (Exercise: Prove this), and also a greatest post-fixed point is not necessarily a greatest fixed point, unless the underlying ordering is a complete lattice and F is covariant/monotonic. The difference is demonstrated, for example, by the subtyping relation in generic nominally-typed OOP (see §3.2, particularly Footnote 17). Hence, strictly speaking, an initial F -algebra does not deserve the symbol 'µ F ' as a name, nor does a final F -coalgebra deserve the symbol 'ν F ' as a name, since the symbols 'µ F ' and 'ν F ' are standard names for well-known notions, i.e., they are, strictly speaking, reserved for (and hence always imply that the notions denoted by them are) least and greatest fixed points (or exact counterparts of them), respectively.
• (coinduction) if P → F (P ), then P → ν F , which, in words, means that if P is an F -coalgebra, then P is related to ν F (via a unique "simpleto-complex" arrow called an anamorphism).
• Even though each of an initial algebra and a final coalgebra is simultaneously an algebra and an coalgebra, it should be noted that there is no explicit notion in category theory corresponding to the notion of a fixed point in order theory. If defined, such a notion would denote an object that is simultaneously an algebra and a coalgebra (i.e., for a functor F , a "fixed object" P ∈ O of F will be related to the object F (P ) ∈ O, and vice versa). This usually means that P and F (P ), if not the same object, are isomorphic objects. (That is in fact the case for any initial F -algebra and for any final F -coalgebra, which-given the uniqueness of arrows from an initial algebra and to a final coalgebra-are indeed isomorphic to their F -images).
• Note also that, unlike the case in order theory, the induction and coinduction principles can be expressed in category theory using a point-free style (as we do in this note) but also they can be expressed using a point-wise style 21 . In such regard (i.e., regarding the possibility of expressing the two principles using a point-wise style or a point-free style), category theory agrees more with set theory, type theory, and (first order) logic than with order theory. 22
References
See [31, 22, 28] .
Comparison Summary
See Table 1 on the following page and Table 2 on page 11.
A Note on Structural Typing (in FP) vs. Nominal Typing (in OOP)
The discussion in §3.1, together with that in §2 and §4, demonstrates that FP type theory, with its structural types and structural subtyping rules being motivated by mathematical reasoning about programs (using induction or coinduction), is closer in its flavor to set theory (and FOL/predicate calculus), since FP type theory assumes and requires the existence of fixed points µ F and ν F in D for all type constructors F . (For a further discussion of this point, and of the importance of structural typing in FP, see [15, 19] and [23, §19.3] .) On the other hand, the discussion in §3.2, together with that in §5 and §1, demonstrates that OOP type theory, with its nominal types and nominal subtyping being motivated by the association of nominal types with behavioral contracts, is closer in its flavor to category theory (and, somewhat, to order theory), since OOP type theory does not assume or require the existence of fixed points µ F and ν F in O for all type constructors F . (For a further discussion of why nominal typing and subtyping matter in OOP see [2] .) 21 By giving a name to a map/arrow that relates two objects, e.g., using notation such as ∃f.f : F (X) → F (Y ), to mean not only that the objects F (X) and F (Y ) are related but also that there is a particular arrow named f that relates these two objects. 22 Incidentally, a category is more similar to a preorder (also called a quasiorder) than to a partial-order (poset). That is because a category, when viewed as an ordered set, is not necessarily anti-symmetric. Unlike a preorder though, a category can have multiple arrows between any pair of its objects, whereas any two elements/points of a preorder can only either have one arrow between the two points or not have one. (This possible multiplicity is what enables, and sometimes even necessitates, the use of arrow names, so as to distinguish between the different arrows relating the same two objects). As such, every preorder is a category (the categeory corresponding to a preorder is appropriately called a '(0, 1)−category'), but not vice versa (in fact there exists a simple adjoint functor that maps a preorder to its corresponding (0, 1)-category. The adjoint functor-with some information loss-maps any category to a canonical preorder. See [28] 
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Additional References
See [13, 26, 17] for more details and examples of the use of induction and coinduction in computer science.
Application Areas
Fixed points, and related notions we presented in this note, have applications in many scientific areas, as well as in common culture (usually under disguise), including applications in economics [20] , visual art [14] , mathematical physics [21] , computer science (e.g., in programming language semantics, which we discussed briefly in this note, in database theory [recursive/iterated joins], and in concurrency theory), and in many other areas of mathematics itself. In fact, these formal mathematical notions are quite common in everyday life to the extent that in any activity where there is some informal notion of repetition or iteration, and some informal notion of reaching a stable state or a stable condition (e.g., equilibrium in chemical reactions), it is usually the case that a self-map (i.e., a state transition function/an endofunction) and a fixed point (i.e., a fixed/steady state) of that map can be easily discovered.
