Abstract-A state-space approach to the syndrome decoding of binary rate k/n convolutfonal codes is described. State-space symmeties of a certain class of codes can be exploited to obtain a reduction in the exponent of growth of the decoder hardware. Aside from these savings it is felt that the state-space formalism developed has some unique intrinsic value.
I. INTRODUCTION T HIS PAPER is concerned with a state-space approach to the syndrome decoding of binary rate k/n convolutional codes. It extends and generalizes earlier work [l] - [3] on syndrome decoding of binary rate f convolutional codes. In Sections II and III, we develop a concise mathematical formulation of the problem. Section IV introduces a special class of binary rate (n -1)/n convolutional codes. It is shown that the state-space symmetries of this class of codes allow an exponential reduction of decoder hardware. Section V extends the results of the previous section to rate k/n codes. Table II lists the free distance of some short constraint length codes that exhibit the required symmetries. Fig. 1 shows a conventional [4] binary rate 2/3 convolutional encoder with two memory elements. The inputs to this encoder are two binary message sequences (m,) =++.
9mi,-pmio,mil,' * *, i= 1,2. The outputs are three binary codeword sequences (c,) , (c,) , and (cs) (hence the rate is 2/3). The elements of the three output sequences (c,}, (c,) , and (cs) are, respectively, cl,t=m,,t~ml,t-,~m2,r c2, t =ml,,-@m2,, cj,t=ml,t$ml,t-1$m2,t-, where @ denotes modulo-2 addition. n-tuples of finite (for infinite sequences the inner product may not be defined) sequences d such that the inner product (c,d) k c.dT (where T means transpose) is zero for all c in C. The dual code of a rate k/n convolutional code, generated by an encoder G, is a rate (n -k)/n code that can be generated by a suitable encoder H, such that GH' = 0. The matrix H T can be obtained from the inverse of the B matrix in an invariant factor decomposition [4],
[5] G = ATB of the encoder matrix G by taking the last n -k columns of B -'. The n-input, (n -k)-output linear sequential circuit whose transfer function matrix is HT is called the syndrome former and has the property that cHT=O if and only if CE C. For the encoder G of Fig. 1 we have an H T matrix 1+o+02 HT= i I 1+02 . 1 Fig. 2 gives the obvious realization of the syndrome former. Two comments are in order. First, note that for rate (n -1)/n codes the syndrome former has 12 inputs but a single output as in Fig. 2 . This single output is the reason that we first concentrate on rate (n -1)/n codes (Sections II-IV). In Table III of Section V we list codes in terms of their syndrome formers. The invariant factor theorem can now be used on the matrix H, i.e., H= CIYD, to find a suitable encoder G from the D -' matrix. This encoder is conventional (i.e., it has no feedback), but it is not necessarily minimal [4], i.e., the obvious realization does not necessarily have the smallest possible number of memory elements.
Let e be the error vector sequence, and let r=c+e be the received data vector sequence. We then define the syndrome vector sequence w as w 2 rHT=(cfe)HT=eHT.
The task of the codeword estimator [4] is now to find an error vector sequence estimate E of minimum Hamming weight that may be a possible cause of the syndrome vector sequence w. The codeword vector sequence estimate c^ is then given by E=r+d. Using the codeword vector sequence estimate 2, the inverse encoder G -' now forms an estimate rir of the message vector sequence m, i.e., I& = ;G -' where G -' is a Fig. 3 . Inverse encoder for rate 2/3 convolutional code of Fig. 1. right inverse of G, i.e., GG -' = I. This inverse encoder G -' can also (i.e., like the syndrome former) be obtained from the invariant factor decomposition G= AI'B of the encoder G. For the encoder G of Fig. 1 , we have G-'=B-'r-'/j-'= ; &) . Fig. 3 gives the obvious realization of the inverse encoder G-I.
Note that both G and G -' represent one-to-one (and in fact linear) maps that can be realized with simple circuitry; compare Figs. 1 and 3. The codeword estimator determines both the complexity and the performance of the system. Section II deals with the state space of the syndrome former of a binary rate (n -1)/n convolutional code. Section III gives a description of the codeword estimator in terms of the state-space framework developed in Section II. As it turns out, certain symmetries in the syndrome former state space can be exploited to greatly reduce the complexity of the codeword estimator.
Before embarking on our state-space approach (which is the core of this paper) towards the codeword estimator, one final comment is in order. The estimate & of the message vector sequence m can also be written as
The first term rG -' on the right side of the above equation can be easily obtained from the received data vector sequence r using the simple circuitry of Fig. 3 . As in [I]-[3] , it turns out that the overall decoder requires less hardware if we let the estimator determine the second term EG -i directly. Hence we define the message (as opposed to the codeword) correction vector sequence g,,, as II. STATE SPACE For a state-space analysis, it is convenient to represent the syndrome former of a rate (n -1)/n code by an n-tuple (A, B, C; -. , D) of binary polynomials (see Fig. 4 ). In order to avoid accumulation of indices, we denote the present noise by the n-vector [x,y,z, * . . ,t].
Obviously one single-noise vector can at most influence h-t 1 successive syndrome digits where h is the maximum Fig. 4 . Syndrome former for rate (n -1)/n convolutional code. degree of the syndrome polynomials A, B, C, --. , D. We define the "physical state" of the system to be the nh-dimensional binary vector representing the contents of all shift register stages in Fig. 4 ' [s3,s4,s5,' * ' ,sh,o,o] and so on. Occasionally, i.e., if s,, = 0, we also write the w=s,+xaO+ybO+zc,+-*-+td,. . But if a state 7, has a preimage, then it has at least 2q preimages, i.e., all the states in the coset of L[E~,(/~+~~Q~),,,(~+c~(Y)~;~~, (6 + dhcx),,] that contains the above preimage. We now have the following results. Each state u, has exactly 24 images, i.e., the sink-tuple of u,. On the other hand, each state 7, has at least 24 preimages, i.e., the above mentioned coset of L[e,, (/3 + bhcx)O, (y + ~~a),,---, (6 + dhcx),J. We conclude that 7, has exactly 24 preimages that constitute the "source-tuple" of 7,. It is easily verified that each element u, of a source-tuple has the same sink-tuple. It is this source/sink-tuple description of the state space that will play an important role in the remainder of the paper. To make things more concrete we give a specific example for the syndrome former of Anticipating the results of Section IV, the states in Fig. 7 have been geometrically arranged in such a way that the metric equivalence classes {0}, {4}, {8}, { 12}, (9, 13}, (6, 14}, (1, 5}, (2, lo}, and (3, 7, 11, 15} are easily distinguishable. Two states that are in the same metric equivalence class have the same metric value [7] , irrespective of the noise vector sequence.
III. ~GOIUTHM
Given the syndrome sequence of a rate (n -1)/n code (Fig. 4) the estimator must determine the state sequence that corresponds to a noise vector sequence estimate of minimum Hamming weight that may be a possible cause of the syndrome sequence. As the estimation algorithm to be described in this section is similar to Viterbi's [7] , we can be very brief. To find the required state sequence we introduce the concept of a "metric function." A metric function is defined as a nonnegative integer-valued function on the states. With every state transition we now associate the Hamming weight W, of its noise vector [&Y,Z,. * * ,tl. Problem: Given a metric function f and a syndrome digit w, find a metric function g that is state-wise minimal, and for every state is consistent with at least one of the values of f on its preimages under syndrome digit w, increased by the weight of its corresponding state transition. The solution to this problem expresses g in terms off and w and can be formulated in terms of the source/sink-tuples of Section II. In fact, the values of g on a sink-tuple Ti are completely determined by the values of f on the corresponding source-tuple Si and by the syndrome digit W. The equations that express g in terms of f and w are called "metric equations." They have the form L X,Y,Z,' * *, tl J (4) The particular preimage u, in (4) that realizes the minimum is called the "survivor." When there are more preimages for which the minimum is achieved, one could flip a multi-coin to determine the survivor. However, we will shortly discover that a judicious choice of the survivor among the candidate preimages offers the possibility of significant savings in decoder hardware. The construction of (4) can be repeated, i.e., starting with a metric function fo, given a syndrome sequence wi, w2, ws,. * * , one can form a sequence of metric functions fi,f2,f3; . . , iteratively by means of the metric equations. The metric function f,, whose value f,(aJ at an arbitrary state ui equals the Hamming weight of the lightest path from the zerostate to ui under an all-zero syndrome sequence w1,w2>w3,"', =o,o,o; * * ) is called the "stable metric function." It has the property fS@fS.
Note that HO,u,ZO}. \w=o In order to make things more concrete we now give a specific example. Fig. 8 represents one section of the trellis diagram [7] corresponding to the state diagram of Fig. 5 . From Fig. 8 we find for the metric equations: (2) where W= 1 -w. Note that for each value w = 0 or w = 1 four arrows impinge on each image ri. The preimage ui associated with the minimum within the relevant pair of brackets in (5) is the survivor. The case where we have more candidates for a survivor among the preimages will be considered shortly.
In the classical implementation of the Viterbi algorithm [7] , each state ri(j), j=O, 1,2,3 has a metric register Mfj and a path register PRj associated with it. The metric register is used to store the current value of the metric function f. As only the differences between the values of the metric function matter in the decoding algorithm, is subtracted from the contents of all metric registers, thus bounding the value of the contents of the metric registers. The path register PRj stores the sequence of survivors leading up to state ~icj).
Observe that the right side of (5b) and (5d) are identical. Hence the states ~-i(l) and ~~(3) have identical metric register contents. Moreover, selecting the identical survivor ui in case of a tie, ~~(1) and ~~(3) also have the same path register contents. The metric register and the path register of either state ~~(1) or state ~~(3) can be eliminated. Apparently certain symmetries in the state space of the syndrome former can be exploited to reduce the amount of decoder hardware. In the next two sections, we further explore this possibility of reducing decoder hardware by introducing certain symmetries in the state space.
For further details of the implementation of the syndrome decoder the reader is referred to [3] . In the same paper Schalkwijk and Vinck also suggest a slightly mod-
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IV.
SPECIAL R = (n -1)/n CODES-METRIC/PATH REGISTER SAVINGS
Without further ado we introduce the class I,,h,[ of rate (n -1)/n binary convolutional codes (A, B, C, * ' * , 0) that exhibits the state-space symmetries that will allow for an exponential reduction of decoder hardware. The definiton is that (A,B,C . Conditions (6d) and (6f) will be discussed in Theorem 4 and Lemma 5, respectively. The code of Fig. 2 is an element of lYs,*,,, and the code of Fig. 6 is an element of lY2,4,2. As a consequence of (6) we have r n,h,l3L,h,2xz,h,33 * * * .
If condition (6e) is satisfied, then it follows from the invariant factor theorem [4] that the n-tuple (A,B,C;*. ,D) is a set of syndrome polynomials for some noncatastrophic rate (n -1)/n convolutional code (in fact, for a class of such codes).
Assume r,,,,,#0. For (A,B,C;..,D)E~,,,~,[ an "Isingleton state" is defined to be a state the last I components of which vanish. Linear combinations and left shifts of Z-singleton states are also Z-singleton states. For every state (p,, the left shifts &(i> I+ 1) are Z-singleton states. We state the following lemma and theorems without proof.
Lemma I: For every state u,, there exists a unique Z-singleton state +[+, and a unique index set I c {1,2;~~,1} such that Using this lemma, we now associate with the state (I, the set [a,](') defined by . . , D) Er,,,$ and assume that 1 <I' < 1. Then every R,,,,,-equivalence class of (A,B,C;.+ , D) is a union of R,,,,,,-equivalence classes of (A,B,C;** ,D> (see (7)).
In Fig. 7 , we exhibit the R,,,,-equivalence classes for the syndrome former of Fig. 6 . We claimed that any two states within the same equivalence class have the same metric value irrespective of the noise vector sequence. We are now ready to prove this result.
Theorem 4: Assume that (A, B, C, . . . , D) E m,h,(. Let f. be any starting metric function, and let w,,w2,wg; * * be any syndrome sequence. Then every iterate f, is constant on the Rn,h,u -equivalence classes of (A, B, C, * * * , D), 1 G u < 1.
Proof: The proof is by induction on U. Consider the two
Rn,h, 1 -equivalent states +2 -I-(Y ,, and +2 + pt. Obviously they belong to the same sink-tuple. We list their preimages, corresponding noise vectors, and syndrome digits according to (3) in Table I . We see that on every line, i.e., We now consider the cosets S and S' of L[ ei, (a + P>o, Yo, * * * ,a,] to which xi and x' belong, respectively, and compare them element-wise. Tli e states Q.E.D.
ples. Two source-tuples are said to be equivalent if they contain a pair of R,,h,l-l -equivalent states. This relation is an equivalence relation. The unique and natural one-toone correspondence between the states of two equivalent source-tuples, which is induced by the intersection with R n,h,,-,-equivalence classes, is consistent with the algebraic difference structure of the source-tuples (see the proof of Theorem 4). Hence in view of Theorem 4, we see that for the mth iterate f,, m > I-1, of any metric function f. under any syndrome sequence w,, w2, w-,, * * * , the values off, on the corresponding states of two equivalent source-tuples are identical. Given two successive iterates J-, and $, j >I, of a metric function f. linked by the syndrome digit wj, w;
in Viterbi decoding [6] one determines for each state 7, a survivor u, such that subject to (4). Survivors of a state or in the sink-tuple Ti always belong to the corresponding source-tuple Si, (see Section II). However, as discussed in Section III, there are situations in which more than one survivor may be chosen, i.e., when two or more u, in (4) achieve the minimum. In this case, one has a choice of two possible strategies that result in the same decoded error rate by transmission over a binary symmetric channel (BSC), i.e., i) flip a (multi) coin or ii) decide for every tie-pattern once and for ever which survivor shall be taken. We shall use the second strategy. Using the properties of equivalent source-tuples, this can be realized in the following way. following. Theorem 6: If u, and q, are distinct R,,,,,-equivalent Lemma 5: No two distinct R,,h,l-,-equivalent states states, then e$-m)=77!-m)P m= 19%. ' ' ~1. can belong to the same source-tuple.
On the other hand from the proof of Theorem 4, it Proof: The proof is by induction on m. For m = 1 the follows that whenever x, and x', are R,,,,,-,-equivalent, assertion is part of our assumption. Now assume that the then the same holds for the states statement is true for m = u, u fixed, 1 < u < I-1. Let u, and VI be two Rn,h,u+l -equivalent states that are not where Zc{1,2,.+. ,u}. It is easy to find preimages ;r and ;i, of u, and ~7, respectively, viz:
Obviously ci and +j, are R,,,,,-equivalent and by Theorem 3 also R ,,+-,-equivalent. Therefore, the source-tuples containing &i and 71, are equivalent. Furthermore, we observe that
if IEZ.
Because of the assumption made above, the survivors u$-') and vi-') are corresponding States, i.e., Rn,h,l-,-equivalent states. The algebraic difference structure of equivalent source-tuples is identical, and hence
Therefore 6, -0$-l)= 5j, -7(1-') is a u-singleton state. Hence al-') and vi-') are %+-equivalent, and therefore by the induction hypothesis a!-"-')= q$-'-').
Q.E.D.
Theorem 6 shows that, except perhaps for the last I-1 stages, R,,,,,-equivalent states have the same path register contents irrespective of the noise vector sequence. Thus roughly speaking, only one path register is needed for each Rn,h,l -equivalence class of states. By Theorem 4, only one metric register is needed for each R,,,,,-equivalence class. Hence the complexity [3] of a syndrome decoder for a code (A, B, C; . . , D) E In,h,l is proportional to the number Nn,h,, Of Rn,h,,-9 e uivalence classes, i.e., by (9) the complexity is proportional to 2h-2*3'. As an example, take a code in I2 21 *, i.e., a rate i code with a complementary middle connection only. The syndrome decoder for such a code has a complexity proportional to 3' = (fi )h. The classical Viterbi decoder [7] for the same code has complexity 2h. Hence by exploiting the state-space symmetry, we achieve an exponential saving in hardware.
Before extending our present results to rate k/n codes, one comment concerning the free distance of codes (A,B,C,-. . mqh,[ is in order. It is obvious that constraints like (6) can reduce the maximum obtainable free distance for a given n and h. We are not yet able to derive a lower bound on the free distance of codes (A,B,C,".,D)Er,,,,,.
However, Table II of the next section lists the free distance of some short constraint length codes in I,,h,l. It turns out that at least for these constraint lengths, the free distance for the codes satisfying the constraints (6) is very close to the maximum achievabIe free distance for the given values of n and h. 
The syndrome former of a rate k/n convolutional code consists of n -k syndrome formers of the type considered in Section II, all sharing the same set of nh memory cells (Fig. 4) . Hence the n-k syndrome formers in the set {S',S2; * * , Snmk >, where S' k (Ai, Bi, Ci, 1. * , Di), all have the same physical state, i.e., the contents of the nh memory cells they have in common, To obtain the metric/path register savings that were realized in Section IV, each of the syndrome formers S', i= 1,2, * * * , n -k, should be in r n,h,l, and the common physical states should have the same equivalence classes with respect to the equivalence relation of syndrome-indistinguishability in each of the n -k individual syndrome formers.
Definition: A set of rate (n -1)/n syndrome formers that share common physical states is called "coherent" if the individual syndrome formers have the same abstract states.
Let I$$) be the class of codes that are defined by n-k coherent syndrome formers each of which is in r ,,h,,. Table II lists the maximum free distance for various values of the parameters k, n, h, and 1. The I$-;) classes with (k,n)= (1,3) are defined by two coherent syndrome formers. The column with "N" at the top gives the maximum free distance for the relevant values of k, n, and h, dropping the coherence requirement. Comparing the N-column with the I= l-column for (k, n) = (1,3) gives some idea of the effect of the coherence requirement on the free distance. Table III lists several optimal I$$) codes in terms of their syndrome former connections, in octal notation. The remainder of this section will be devoted to a study of the newly defined concept of coherence of syndrome formers. Consider two syndrome formers s f (A,B,C,-,D) S' p (A',B',C'; * * ,D') sharing the same set of nh memory cells (Fig. 4) . From a mathematical point of view, the syndrome-indistinguishability classes of a syndrome former S can be considered as cosets of the set of those physical states that have an all-zero syndrome sequence in response to a sequence of all-zero noise vectors. Hence we may state that S and 5 ' are coherent if and only if for all nh-tuples (x,,~~~,X~;~~,"',~~;z~,"',~h;~~~;~,,~~~,~h) we have aa;,P;,Y;,* . . , D' as follows. Let S and S' be coherent syndrome formers, a, = ai = 1. Let the isomorphism between their state spaces, which is generated by the mapping ~fi~$, j = h, h -1,. . . , 1, with respect to the natural basis of unit vectors be given by the Hence {(Y;,(Y;;.. ,a;} is a basis for the abstract state space of S' and ai= 1.
Property 2: Let S and S ' be coherent syndrome formers, a,, = ai = 1. Then the correspondence (invertible') matrix Q, i.e., 00 Reversing the order of the coefficients in the polynomials of this congruence, we find This reasoning can also be given in the opposite direction, There we construct for a given ah = ai = 1 the polynomial Q(X) and hence the transformation Q as *( z;ahFixi)-' IllOdXh.
Note that ah = 1, and so the polynomial Z:&h-iXi is invertible mod Xh. Therefore we have the following theorem. We conclude this section with an example (using the delay operator notation of Section I). Consider the binary rate l/3 convolutional code generated by an encoder with connection polynomials 1 + D 2 + D ' + D 6, 1 + D2 + D 3 + D5+ D6, and D3+ D4+ D5+ D6. The inverse encoder of minimal degree is unique and is given by the polynomials 1 + D + D2, D, and D2. The free distance of the code is 13 (the maximum free distance for a rate l/3 code with polynomials of deg 6 is 15). A set of syndrome formers of is coherent and is a subset of r3,6,2. Hence our code belongs to r$?6,$) and by (9) the corresponding decoder can be implemented with N3,6,2 = 36 metric/path register combinations! VI. CONCLUSIONS This paper describes the operation of a syndrome decoder for binary rate k/n convolutional codes in terms of the state space of its syndrome former. A class I+$$) of convolutional codes is defined that exhibits certain statespace symmetries that allow for an exponential reduction of decoder hardware. The maximum free distance of several short constraint length fi,l,,"' classes is listed in Table II . Codes achieving the maximum free distance of several I'jm;$) classes are given in Table III . These I'$$;,?) classes offer the largest hardware savings.
The syndrome decoder can be adapted to perform soft decision decoding. However, as most of the hardware saving symmetries of I$$) are lost, no definite advantage over classical Viterbi decoding accrues.
Preliminary simulation results obtained by A. J. P. de Paepe, W. J. H. M. Lippmann, and A. J. Vinck indicate that the state-space formalism can also be used to advantage in sequential decoding. In Fano and stack decoding, one obtains major savings in number of computations and storage by exploiting the state-space symmetries of rj,lh,:). With sequential decoding it is interesting to find long constraint length codes with a large free distance. Computer search programs can again take advantage of the symmetries of rt;f).
