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CHAPTER 1 INTRODUCTION 
"NDT is the development and application of technical methods to examine materials or 
components in ways that do not impair future usefulness and serviceability in order to detect, 
locate, measure and evaluate discontinuities, defects and other imperfections; assess integrity, 
properties and composition; and measure geometrical characteristics", as defined by the 
American Society for Testing and Materials. Although the terms NDT (Nondestructive 
Testing) and NDE (Nondestructive Evaluation) are usually used synonymously, the word 
"evaluation" is more associated with methods for which it is possible to quantitatively 
interpret the test results. NDE is a way to characterize various properties of materials, 
components, or structures by use of noninvasive measurement techniques. 
Besides material characterization, NDE includes many activities such as real-time 
monitoring during manufacturing, flaw detection in components, inspection of assemblies for 
tolerances, alignment and periodic in-service monitoring of flaw growth. Generally, the 
inspection methods of NDE may be based on techniques in areas of acoustics, penetrating 
radiation, light, electric and magnetic fields, or more special means. The increasing demands 
on NDE technologies represent a comprehensive requirement of detection and demonstration 
tool. 
1.1 Motivation and Goal of This Research 
Among all possible NDE methods, X-Ray techniques including radiography and CT 
(Computed Tomography) are of great importance because of their capability in detecting 
interior defects as well as surface flaws at a high resolution. CT technology is especially 
widely used in the area of material industries, airspace industries and medical inspection. 
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In recent years, NDE technologies have experienced the increasing demands of viewing 
objects at a microscopic level, for instance, a few microns. A growing interest in detection 
techniques, such as X-Ray CT scan, is promoted by the desire to provide visual information 
of internal structure of samples at these high resolutions. To meet these and other future 
evaluation needs, X-Ray CT systems must employ high resolution scan within a reasonable 
period of time. An ability to manipulate the large data sets is key technical component of this. 
However, not only have limitations been placed on the usage of high resolution CT 
systems due to the hardware boundary but also because of inability to handle large amounts 
of data. Approaches need to be taken to address this restriction. This is the motivation of this 
research. The purpose of this research project is to carefully design and develop each stage of 
CT system so that it is optimized in a way that the total time spent on obtaining visual results 
of an object is minimized. The implementation of the solution involves diverse research areas 
concerning network programming, parallel program developing, and algorithm development. 
1.2 Chapter Overview 
Chapter 2 overviews each component of CT system including data acquisition, 
reconstruction and visualization, with requirements and problems discussed. Solutions and 
implementation overview are also provided in this chapter. 
Chapter 3 describes background and implementation detail of the network 
communication, a vital element of the research project. Specifically, two network protocols 
(FTP and Telnet) are realized in data acquisition software. 
Chapter 4 discusses all the other important components needed to optimize system 
performance, including data reassembling, parallel calculation development, geometric 
system calibration and modification of 3D visualization software. 
Chapter 5 presents a number of CT scan results of various objects of interest. 3D images 
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are generated to demonstrate tridimensional features of objects. System performance 
comparison is listed as well. 
Chapter 6 summarizes the work, presents the conclusion and lists future work. 
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CHAPTER 2 3D CT SYSTEM PROCESS AND CHALLENGE 
In this chapter, each part of the current computed tomography system is briefly described 
as well as the control programs and image processing software. The challenges brought up by 
three-dimensional CT scan data set are introduced for each process, and a brief description of 
the approach to address each of these problems is given at the end of this chapter. Detailed 
information is presented and discussed in the following chapters. 
CORAxis 
!. COR Axis 
Fan Beam 5 .. ,, : ~ : " 
Rotation 
Stage 
















COR Value of 







Figure 2.1 CT imaging processes 
A typical industrial CT (Computed Tomography) imaging system (see Figure 2.1) 
combines the use of a radiation source, a digital image acquisition3 
device together with a rotating sample stage to create detailed cross sectional images or 
"slices" of the objects of interest. It is based on the fact that as an X-Ray passes through the 
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sample it is absorbed or attenuated to different degrees depending on the geometry and 
material of the sample. The X-Ray photon intensity is converted to an image by the 2D 
digital detector and stored. The CT data is collected by rotating the sample and collecting the 
images. The plane of the fan beam is defined by a linear row of pixels on the detector and the 
X-Ray source. A single CT slice is extracted from the collection of images by selecting a 
single row of pixels which is perpendicular to the rotation axis. Each time the sample makes 
a small degree rotation, a row of pixels on image acquisition device collects a slice profile of 
that projection and stores it in a sequence. Once the sample completes a 360 degree rotation, 
all the projection profiles compose a raw CT data or slice data. Each profile is then 
backwards reconstructed (or "back projected") through an established algorithm into a 
two-dimensional cross section image of the "slice" that was scanned. [l] A key parameter of 
this reconstruction algorithm is the position of the rotation axis called COR (Center of 
Rotation). Usually the COR value is represented in the detector coordinates. 
2.1 Data Acquisition 
The original source of object tomography information is from X-Ray CT scan, which is 
usually referred to as the procedure of data acquisition. The main CT scan system we are 
discussing in this thesis is a high resolution low X-Ray power system, consisting of an X-Ray 
Source Generator Kevex model P13006 and its control, Varian PaxScan 2520 
amorphous-silicon Detector, digital Matrox Meteor-II frame grabber card, EPIX PIXCI D2X 
imaging board, Compumotor A T6000 Motion Control board, the sample positioners, and a 








Figure 2.2 High resolution CT system overview 
As a digital X-Ray imager, the amorphous-silicon detector replaces X-Ray film in 
radiographic applications or image intensifiers, cameras, and TVs in fluoroscopic 
applications. Among its eight operational modes, two are currently implemented for CT scan 
application. In Fluoroscopy-Normal mode the frame size is 768*960 pixels with useful area 
of 704x944 and provides 12-bit data. In this mode, the maximum frame rate can reach as 
high as 30 frames per second. In Fluoroscopy-Full Resolution mode, the frame size is 
1,536*1,920 pixels with the active frame size of 1,408*1,888 pixels. The maximum frame 
rate under the full resolution mode is 7.5 frames per second. [2] 
Matrox Meteor frame grabber, which is a standard monochrome and color analog frame 
grabber, allows the transfer of live video to PC RAM memory for temporary frame storage 
and display. Working with the amorphous-silicon detector under normal mode, each frame 
has a total 700*940 pixels. [3] A second frame grabber board, the EPIX PIXCI D2X imaging 
board, is also used in the CT system in order to transfer frames acquired by detector under 
both normal-resolution mode and full-resolution mode. This PIXCI imaging board can 
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capture and store full resolution images on a burst mode to the 4 MB RAM which it reserves 
from PC memory. More memory size can be reserved when it is required for image 
sequences. [ 4] 
The motion control indexer is an A T6000 board controlling three linear axes and one 
rotate axis of Compumotor motor/driver system [5]. A set of four independent AT6000 series 
compumotors are used for the purpose of controlling movement of the test samples along the 
three linear positioners [6] and one rotary stage. For this system, a single step along linear 
positioner is 1/2500 mm and 1/6250 degree for rotary stage. 
During a CT scan, the incident X-Ray beam is attenuated by the part. The transmitted 
X-Ray intensity is collected and digitized by the amorphous-silicon detector as a frame. A 
common solution of reducing the electronic noise, background and gain variations is to do 
offset calibration, and gain calibration before a scan, and to integrate multiple frames into a 
single image during the scan. To construct a two-dimensional cross-section slice image of the 
sample, each projection information corresponding to that position is collected after rotating 
the sample by a small constant degree. When the sample is rotated for a complete circle (360 
degrees), CT scan is terminated and the data collected before are then written out in ASCII 
format sinogram files (*.sin) as illustrated by Figure 2.3. Specifically, in the current 
implementation each sinogram file includes ten complete slice projection data with the 
header and the tail providing the scan system parameters [7]. 
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To obtain a three-dimensional knowledge of any sample, multiple-slice CT scan data 
should be acquired and the raw CT data should go through either a 3D reconstruction 
algorithm to generate a 3D image or a 2D reconstruction algorithm and generate multiple 2D 
cross-section image which are then stacked together to form the 3D image. In our case, the 
later approach is adopted. (Reconstruction and 3D data transformation, visualization are 
discussed in later part of this chapter). 
Theoretically, the data acquisition process could be accomplished within a single CT scan 
as long as the sample can be covered in the field of view. However, when resolution of the 
scan is enhanced by using more pixels in each projection, when smaller rotation degree is 
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adopted to match angular resolution with pixel resolution, or when more slices are required 
to form high resolution 3D image, the data volume becomes massive. A normal PC is 
unlikely to have large enough memory to store the projection data. 
For an instance, in order to allow multiple frames to be integrated, 4 byte of memory is 
assigned from host to temporarily store data for each pixel of the detector described earlier. 
So, if we take 1 degree as the rotation step, a commonly used value, a full image CT scan 
will generate 957MB ( = 704*944*4*360 byte) data for normal mode or 3.83GB ( = 
1408*1888*4*360 byte) data for full resolution mode. Since the CT scan data must be saved 
in a slice-by-slice style to facilitate the following image reconstruction process, all the 
acquired data cannot be dumped into sinogram files until the acquisition of the last projection 
data is complete. Although the data volume is already huge, it could easily get multiplied by 
taking smaller rotation step to enhance the image quality. While the memory requirement 
presently pushes the limits available on PCs today, for example, only 128MB memory is 
available at the system host PC because 2 ISA slots are also necessary to place the motion 
control board which greatly limited our selection of the system PCs. Due to the memory 
limitation, the current system can only allow a CT scan with maximum of 130 slices and 1 
rotation degree been set up at normal resolution mode. 
Obviously, the system capability is severely limited because of the inability of handling 
large amount of data within a reasonable period of time. An efficient and convenient method 
of storing those temporary data before they are finally saved in a slice-by-slice style is 
needed to match the system's potential ability. 
2.2 Data Handling 
The issue of processing large data sets, data transfer and data management becomes 
important and no longer negligible. In order to achieve optimal performance of the overall 
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CT data acquisition system, several issues of data handling must be addressed: 
• Actual data transfer rate of local network traffic was about 0.4 mbps instead of the 
equipment specification of 10 mbps because local network packages were incorrectly 
bounced back and force to a campus router. Moreover, the data transfer rate varies somewhat 
due to the inconsistent hardware settings while it seems obvious it is necessary to check the 
system configuration before transferring large CT data sets through local networks. After this 
check, transfer rates of 8-9 mbps are common. 
• Good system administration uses encrypted network protocols, such as SCP and SSH, 
to provide services of network file transfer and remote access. However, encryption of the 
CT data files was seen to lower the effective data transfer rate by a factor of three. Due to the 
great file volume of these CT data sets, it is more appropriate to support FTP service within 
local networks. 
• Careful design of file format and location is also critical to handle the large CT data set. 
Due to historic reason, the CT files were saved in ASCII format to facilitate data transfer 
between PCs and UNIX systems. As data volume gets bigger, it is natural to think about 
using binary format to reduce file size. Cursory implementation of data management is 
highly likely to result in multiple read and write access time of gigabyte data on hard disk. To 
avoid intensive data swapping of system memory, wise overall system plotting is essential. 
2.3 Data Reconstruction 
In 1917, Radon [8] established the mathematical theory of a tomographic reconstruction 
now called the Radon transform, by which it is possible to determine the value of a function 
over a region of space if the set of line integrals is known for all ray paths through the region. 
Due to its huge computing intensity, the CT became possible in the 1970's by Hounsfield [9] 
and Cormack [10] who shared the Nobel Prize in medicine in 1979. Their contribution of 
11 
development of CAT (Computer Assisted Tomography) technology is now referred to as CT 
(Computer Tomography). 
Prior to this work, there were two versions of CT reconstruction code available for X-Ray 
CT system which were used to apply the Radon transformation algorithms to a single slice of 
CT scan data. After the reconstruction, a two-dimensional cross-sectional image is generated 
in the user specified size. The C version code of 'mrecon', developed by Vivekanand Kini 
[11], runs only on UNIX/LINUX operating systems and applies only to one slice 
reconstruction. A second version of 'recon' runnmg on Windows 95/98/2000/NT is 
developed by Wei Yan [12] using Microsoft Visual C++ in order to provide user-friendly 
interface. The functions of COR (Center of Rotation) calculation, mapping and normalization 
are also implemented in the program of 'recon'. In both of the codes, the reconstructed 
images are saved as ASCII format image files (*.asc), which basically are composed of 
image size followed by floating point pixel values. 
Challenge: 
Although it is convenient to reconstruct a 2D cross-sectional image from any slice 
projection data using the above programs, it is a tedious and time-consuming work to 
reconstruct several hundred or even thousand images. For example, it takes 100 seconds to 
reconstruct a 512*512 image on a 500MHz Pentium III PC. To reconstruct a 1000 slice CT 
scan data set, 27 .8 hours are required for image calculation which does not include the user 
operation and COR calculation for slices. 
Fortunately, an expedient resource, a Linux cluster, is available at CNDE to improve the 
reconstruction speed. This cluster currently consists of a mix of 64 Intel 500MHz+ class 
machines (32 nodes with Celeron 500MHz, 14 nodes with Celeron 533MHz, 14 nodes with 
Pentium 650MHz, and 4 with Pentium 700MHz) interlinked with 100 mbps networking 
connection and all nodes have 512 Meg RAM, or in short think of it as a 64 processor PC 
with 32GB of RAM and 300GB of disk. The network connecting the cluster with lab PCs is 
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10 mbps. Moreover, the root nodes of the cluster, "hal" and "podbay", possess l.5GB of 
memory. By distributing the total computing task to each node within the cluster, the 
reconstruction process could be speeded up significantly as well as saving the trouble and 
error when using one slice reconstruction programs. 
2.4 Data Visualization 
Visualization is an important method to help users gain better understanding and insight 
from the data through the process of exploring, transforming, and viewing data as images. To 
view the internal structure of a 3D image data set, a method of volume rendering is 
commonly used to transform the 3D data into a 2D image. Unlike computer graphics which 
only show the surface of a 3D object, volume rendering would count all the internal value to 
form the 2D image just like projecting the object by imaginary rays. By presenting the 
volumetric CT scan data set, every feature within the object could be observed in arbitrary 
views. 
At present, the 3D visualization software developed by Peng Fan [13] using Microsoft 
Visual C++ and Computer Graphics, is frequently used to present CT reconstruction data and 
examine the inside detail of samples. This program not only allows users to rotate, zoom, and 
view these three-dimensional data but also to distinguish one portion from another and focus 
on the part of interest. Since the results of data reconstruction program are ASCII format 2D 
image files, and the visualization program deals with binary files of 3D data set, the program 
also provides a way to transform a set of 2D reconstructed image files (.asc) into one 3D data 








Figure 2.4 Transferring a set of 2D image files to one 3D data set 
Challenge: 
While it is convenient to have this 3D visualization software, there are also limitations. 
As we mentioned before, the data volume of a single CT scan result could be massive and 
include as many as 1,888 slices. Suppose a 512*512 image is generated for every slice, the 
data volume of the 3D data file could be roughly 2GB ( = 512*512*4*1888 byte). The way 
3D visualization software presents a 3D object is to first load the data set into memory and 
then calculate using a volume rendering method. Therefore, to open the 2GB 3D data file, a 
computer must have at least 2GB of memory which is not so common for current PCs. 
Further combining several CT scan results into one *.vol file, or reconstructing the slice 
image for a higher resolution generates even larger data volumes. Therefore, modification 
should be carried out to make the program appropriate for the high resolution CT system. 
Also, a method of retrieving 2D cross-section image back from the massive 3D data set 
should also be implemented to serve the purpose of presentation, compatibility and data 
mining. 
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2.5 Research Approach 
As we noted above, the challenges in handling multi-gigabyte CT scan data occur in 
every step of data acquiring, storing, reconstructing and finally visualizing. To optimize these 
processes and cut down the total time taken from the beginning of CT scan to the point of 
getting 3D data set, an approach is adopted at the data acquisition process as shown in Figure 
2.5. 
Before starting data acquisition, the data volume of the imminent scan is calculated, so 
that the whole scan could be divided into a number of subscans, with each subscan fitting 
into available system memory. 
After a subscan is completed, the data is transferred from the system buffer to a local disk 
in the form of a temporary binary file. The system memory is released and is reused to store 
data acquired during next subscan. While the data acquisition process proceeds for the next 
subscan, a new thread is used to transfer the stored binary file to cluster ramdisk, a portion of 
system memory, through network connection. Through this approach, most of the data 
transmission time for a big CT scan project could be saved by overlapping the data 
transferring process with the data acquisition procedure. When the last subscan is completed, 
the last piece of CT scan data is transferred to cluster. Once the transmission is done, a 
program is launched on the cluster to reassemble all the data into a set of sinogram files. The 
use of the ramdisk on cluster efficiently shortens read-write time of each subscan data, 
therefore solves the data management problem of the large CT data set. 
The computing power of the cluster can be utilized to accelerate the data reconstruction 
process. Fortunately, the reconstruction task is naturally parallel, as the image reconstruction 
calculation of each slice is independent from each other. Therefore, it is not hard to 
implement a MPI (Message Passing Interface) program distributing the reconstruction task to 
each cluster node so as to simplify the users' operation and speed up the whole procedure, as 




Start CT scan 
Calculate the data volume from 
the scan setup parameters 
According to the PC's memory capacity, 
determine the number of subscans 
Process the CT scan 
Dump the subscan data into 
a temporary binary file 
Finish up the CT scan 
Transfer the binary file to 
the Linux Cluster through 
the local network 
Run a reassembling program 
on the Linux Cluster to 
organize the data into 
sinogram file format 
Figure 2.5 New data acquisition procedure flowchart 
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Figure 2.6 Parallel image reconstruction procedure 
As described in the data visualization part, 3D data set of vol file includes header 
information together with each slice image data. Basically, the header information consists of 
a binary number indicating the length of the header, the name and path where the data file 
was saved, and the 3D data size of height*width*depth. Based on the data size and PC's 
available memory, the 3D visualization software was modified so that users can specify a 
segment of the 3D data brought in for presentation if the volume of the data set exceeds the 
host memory. 
Described as above, the objective of this research is to optimize the overall CT scan 
processes of high resolution 3D CT system by utilizing the computing and networking 
resources available. This research task includes multiple aspects, such as hardware related 
implementation, network programmmg, MPI parallel code development, and 
three-dimensional software modifications. Therefore, it is essential to focus on the overall 
system performance. 
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CHAPTER 3 NETWORK COMMUNICATION IN DATA 
ACQUISITION PROCESS 
In this chapter, we will summarize the programming background and implementation 
details of network communications needed to meet the data transmission and reassembling 
tasks in the high resolution 3D CT data acquisition software. In view of their popularity and 
simplicity, FTP and Telnet protocols were chosen to accomplish the data transfer and data 
reassemble work respectively. 
3.1 Background of TCP/IP Protocol Suite 
Without question, TCP/IP (Transmission Control Protocol/Internet Protocol) [14] is one 
of the most successful transmission protocol suites developed. It is necessary to understand 
its basic protocol structure and concepts before getting involved with the programming 
details. 
TCP/IP is a four-layer protocol with the structure shown in Figure 3.1. 
TCP and UDP are transportation layer protocols both based on IP network layer protocol. 
Although TCP is built on the unreliable IP service, it provides a reliable transportation layer 
service. As a connection-oriented protocol, TCP adds support to detect errors or lost data and 
to trigger retransmission until the data is correctly and completely received. Some commonly 
used applications, such as Telnet, HTTP (Hypertext Transfer Protocol), FTP (File Transfer 
Protocol) and SMTP (Simple Mail Transfer Protocol), are all based on TCP service. 
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Application Layer Various kinds of Application protocols 
(Such as HTTP, Telnet, FTP etc) 
Transport Layer TCP UDP 
Network Layer IP 
Data Link Layer Device Driver Program and Interface 
Figure 3.1 Architecture structure of TCP/IP protocol suite 
UDP is used to transfer and receive datagram, "a self-contained, independent entity of 
data carrying sufficient information to be routed from the source to the destination computer 
without reliance on earlier exchanges between this source and destination computer and the 
transporting network" [15], for the application program. Unlike TCP, UDP provides 
unreliable services or connectionless communications that does not guarantee the datagram 
to be delivered without error or loses. The connectionless communication means that the host 
simply puts the message onto the network with the destination address and hopes that it 
arrives. Examples of connectionless protocols include Ethernet, IPX (Internet Packet 
Exchange) and UDP. The advantage of using UDP instead of TCP is that there are fewer 
headers added on payload and the protocol is much simpler and causes less delay in data 
transmission, providing faster and efficient service which is vital for some applications such 
as local multimedia data transfer implementation. Because UDP is termed as unreliable 
protocol, "this requires that error processing and retransmission be handled by other 
protocols" [16]. There are a number of application level protocols based on UDP, such as 
DNS (Domain Name System), TFTP (Trivial File Transfer Protocol), BOOTP (Bootstrap 
Protocol) and SNMP (Simple Network Management Protocol). 
IP is responsible for moving packets of data from node to node by forwarding each 
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packet based on a four-byte destination address (the IP address). The Internet authorities 
assign ranges of numbers to different organizations which in turn assign groups of their 
numbers to departments. IP operates on gateway machines that move data from departments 
to organizations to regions and then around the world. As an extension protocol of IP, ICMP 
(Internet Control Message Protocol) is in charge of transferring error telegram and other 
important messages between routers and workstations. IGMP (Internet Group Management 
Protocol) is another extension protocol of IP which multicasts or broadcasts an IP datagram 
to multiple internet hosts. 
3 .2 Concepts of Sockets, Berkeley Sockets and Windows Sockets 
3.2.1 Sockets and Berkeley Sockets 
An API (Application Programming Interface) is a predefined and preferably consistent 
interface which allows application programs (such as Telnet, FTP, Web browsers, etc) to 
access certain resources. Socket Interface, as an API, is the package of subroutines that 
provide access to TCP/IP on most systems. The standard programming model for TCP/IP 
networking under UNIX system is called Berkeley Sockets [17], which was developed by a 
group at the University of California at Berkeley in the early 1980s. The Berkeley Sockets 
interface is now widely available on many UNIX machines. 
The socket mechanism hides the details of the underlying communication technologies as 
much as possible, and therefore allows programmers to write applications easily without 
worrying about the underlying networking details. Figure 3.2 shows how socket interface can 


















Figure 3.2 Communications through the socket interface 
Socket 
Interface 
Just as TCP is connection-oriented communication protocol and UDP only provides 
connectionless services, there are two types of sockets: stream sockets and datagram sockets. 
The stream sockets support a data flow, or a stream of bytes, without record boundaries, with 
data guaranteed to be delivered and to be correctly sequenced and unduplicated. Contrarily, 
datagram sockets provide for a record-oriented data flow which is not guaranteed to be 
delivered and may not be sequenced as sent or unduplicated. Both kinds of sockets are 
bi-directional or full-duplex which means they are data flows that can be communicated in 
both directions. 
A good analog for a stream socket is a telephone call. The receiving person hears words 
in the order that they were said, without loss or duplication under normal circumstances. 
Receipt of stream message is guaranteed in stream sockets; hence they are well-suited to 
handling large amounts of data. For example, they are appropriate for implementation of FTP 
applications which transfer ASCII or binary files of arbitrary size. 
Datagram sockets are connectionless, or in other words, providing best-effort services, 
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because the network would try its best to deliver the information but can not guarantee 
delivery. It is the programmer's responsibility to manage sequencing and reliability. Usually, 
reliability tends to be good on LANs (Local Area Network), but less so on WANs (Wide 
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close ( ) close ( ) 
Figure 3.3 Programming model of stream sockets 
Normally sockets are highly useful in the following three communication contexts: 
Client/Server models, peer-to peer scenarios, such as chat applications, and making RPC 
(remote procedure calls) by having the receiving application interpret a message as a function 
call [18]. Among these three categories, Client/Server model is normally accepted for most 
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of the network applications. The flowchart of Figure 3.3 illustrates the programming 
sequence of streams sockets under the Client/Server model. 
The programming sequence of Datagram sockets under Client/Server model is shown in 
Figure 3.4. These sequences are also socket calls for setting up connection-oriented 




readfrom ( ) 
Blocks until server receives 










readfrom ( ) 
close () 
Figure 3.4 Programming model of datagram sockets 
3.2.2 Windows Sockets 
Under Windows system, the interface between TCP/IP and Windows is called Windows 
Sockets [19], or for short, Winsock. Windows Sockets is modeled on Berkeley Sockets, 
making it easier for those experienced in Berkeley Sockets to make the transition to 
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Windows Sockets. However, Windows Sockets standard takes advantage of some of the 
Windows-specific features that UNIX does not support; therefore, generating a few 
deviations between them. The first version of Windows Sockets specification was 1.1, 
according to which Internet applications for Microsoft Windows and IBM OS/2 were 
developed. Aimed at some limitations Windows Sockets 1.1 had, Windows Sockets 2.0 
specification provides expansion functions on many aspects and supports more complicated 
applications. 
Actually, Windows Sockets is a type of DLL (Dynamic Link Library) and runs under 
Windows 3.x, Windows 95/98/2000/NT. The WINSOCK.DLL is the interface to TCP/IP and, 
from there, on out to the Internet, by acting as a "layer" between Windows Sockets 
applications and TCP/IP stack. The easiest way to show how it works is with a diagram 
(Figure 3.5): 
WinSock-compliant Application (e.g., Netscape) 
WINSOCK.DLL 
Modem or Network card 
Network and beyond 
Figure 3.5 Implementation hierarchies of Windows Sockets 
The Windows Sockets specification defines a binary-compatible network programming 
interface for Microsoft Windows, which permits applications to communicate across any 
network that conforms to the Windows Sockets APL 
"Many network software vendors support Windows Sockets under network protocols 
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including TCP/IP, Xerox Network System (XNS), Digital Equipment Corporation's DECNet 
protocol, Novell Corporation's Internet Packet Exchange/Sequenced Packed Exchange 
(IPX/SPX)", and many others. The Windows Sockets specification was developed as an open 
networking standard by a large group of individuals and corporations in the TCP/IP 
community and is freely available for use. "Although the present Windows Sockets 
specification defines the sockets abstraction for TCP/IP, any network protocol can comply 
with Windows Sockets by supplying its own version of the dynamic link library (DLL) that 
implements Windows Sockets. Examples of commercial applications written with Windows 
Sockets include X Window servers, terminal emulators, and electronic mail systems." [20] 
The Windows Sockets supports one "communication domain", which is the Internet 
domain. All types of applications communicate with each other under the Internet domain 
using the Internet protocol suite. More communication domains are supported in Windows 
Socket 2.0 specification. 
Before we actually step into the detail of Windows Sockets programming, there are two 
issues that we should be aware of: the Byte Ordering, and Blocking. 
As is well-known, different machine architectures sometimes store data using different 
byte orders. Traditionally, there are two types of byte ordering: "Big-Endian", by which the 
most significant byte is on the left end of a word, and "Little-Endian", by which the most 
significant byte is on the right end of a word [21]. The network standard, "Big-Endian" order, 
is used by UNIX Machines while Intel-based machines store data in "Little-Endian" order. 
Therefore, when the application needs to pass information that must be interpreted by the 
network, or when the application is implemented only on one side of the communication 
parties, such as client side software, the programmer must take care of the byte-order 
conversion for data sent to and received from the network. 
A socket is either in "blocking mode" or "non-blocking mode". The functions of sockets 
in blocking mode do not return until their actions are completed. So in blocking mode, the 
socket whose function was called is blocked until the call returns, which implies that only 
25 
one I/O operation can be executed at a time by any thread. By usmg multithreaded 
programming, a blocking socket can block its own worker thread without interfering with 
other activities in the application and without spending compute time on the blocking. In the 
case of CT data acquisition system, the responsiveness of the user interface and the data 
acquisition process will not be affected by the blocking FTP networking sockets. 
If the socket is in non-blocking mode, the call returns immediately while the action may 
still be waiting for execution. Although non-blocking socket is not as easy to use as blocking 
socket, it supports more powerful functions. 
3.3 Visual C++ Networking Programming 
Since the current vers10n of CT scan data acquisition program is developed using 
Microsoft Visual C++ 6.0, the network support of high resolution CT scan system must also 
be implemented by routines provided by the MFC (Microsoft Foundation Class) Library. 
Visual C++ 6.0 provides a variety of programming technologies for developing 
networking application programs [22], such as Wininet, WinSock, ActiveX, DCOM and 
ATL. In our data acquisition program, the first two listed methods are implemented to 
accomplish the data communication task. 
3.3.1 Winlnet Classes and Winlnet API 
Wininet (Win32 Internet Function) is an easy-to-use network programming interface 
which assists you in making the Internet an integral part of any application. When using 
Wininet, reading information from HTTP, FTP or Gopher servers is not much harder than 
reading files from local hard disk. Moreover, it does not require too much extra effort to 
carry out the feature of buffer 1/0 or identification checking. In Visual C++, two methods can 
be chosen for Wininet programming. One is to use MFC Wininet classes, and the other is to 
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call Wininet API functions directly. 
Winlnet classes are a set of incomplete packages of Wininet API which supplies the 
following functions: [20] 
• Download HTML pages from server to client browser by HTTP protocol. 
• Send Ff P requests to upload or download files, or get directory listing. 
•Use Gopher's menu system to access resources on the Internet. 
• Establish connection with server according to Gopher, FfP, or HTTP protocol, send 
request to server and close the connection. 
Wininet classes include 12 independent classes: CinternetSession, CinternetConnection, 
CinternetFile, CHttpConnection, CGopherFile, CGopherConnection, CFtpConnection, 
CFileFind, CFtpFileFind, CGopherFileFind, CGopherCocator, and CinternetException. 
There is an obvious advantage of using Wininet classes: operation of information from 
HTTP, FfP, and Gopher servers is as easy as manipulation of files from a hard drive without 
programming directly to WinSock or TCP/IP. 
Connecting to a remote Ff P server in a normal programming situation, for example, 
requires that the program first look up the name of that server to find its IP address. The 
application should then attempt to connect to the server at that address, and if the connection 
is opened, the file server would initiate a conversation with the file transfer protocol before 
any file transfer operation can get started. Fortunately, if we use the Wininet classes in the 
application, all the above procedure can be reduced to one simple call to 
ClnternetSession: :GetFfPConnection to create that connection, although at a low level the 
connection still requires several steps. 
Following are the normal steps for Winlnet classes programming. 
1. Create an object of CinternetSession Class, and initiate the Internet session. 
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2. Establish the connection between ClnternetSession object and server by calling 
ClnternetSession::GetHttpConnection, ClnternetSession::GetFTPConnection, or 
ClnternetSession: :GetGopherConnection. 
3. Call ClnternetSession::QueryOption or ClnternetSession::SetOption to check or set 
Internet request options during the connection. 
4. Set up the working environment for the user application program such as providing 
status about the progress of the operation by enable status callback. 
5. Obtain the ClnternetFile handle from server since the main function of the user 
application program is data handling. 
6. Call Read or Write function to perform the operation. 
7. It is necessary to provide exception processes to enhance the fault-tolerance and 
stability of the user application. 
8. Close Internet session and delete ClnternetSession object. 
Unlike the Winlnet classes, using Winlnet API requires the programmer to be 
knowledgeable about the FTP, HTTP or Gopher protocol and the Win32 programming. As a 
compensation of the inconvenience, Winlnet API includes conventional Winlnet API 
functions, dial-up functions, URL (Uniform Resource Locator) functions, FTP functions, 
Gopher functions, HTTP functions, Cookie function, identification validation functions and 
buffer functions. 
In our high resolution CT data acquisition program, FTP connection between the CT 
system computer and the cluster are set up whenever a CT subscan is completed and the 
content of data buffer is dumped to a binary file in CT system computer disk. Winlnet API 
functions are called to establish the connection, retrieve the file listing, and upload the binary 
data file to hal, the root node of cluster, and terminate the connection at the end. The 
programming sequence is as follows: 
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1. Call InternetAttemptConnect function to make the host connecting with Internet. 
2. Call InternetOpen function to create HINTERNET handle. 
3. Call InternetConnect function to establish the FTP connection with server. 
4. Perform the FTP operation such as enumerating files and folders on the server side, 
browsing directory, creating directories, and uploading files. 
5. Close FTP handle and terminate Internet session. 
Figure 3.6 shows the interface of the FTP connection where the user provides the name of 
the server, FTP port number (21 is the default port), user account and password. After 
clicking the Connect button, a connection can be made and the information of current 
directory will be shown in the listing area. 
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Figure 3.6 FTP connection interface 
-
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The purpose of this interface is to allow the user to indicate a location and filename for 
the upcoming CT scan data. Currently, user can browse directory, go into or come out of a 
folder, and create a folder. More operations can be added like remove or rename files and 
folders. 
After confirming the destination of the CT scan data, a user could start the data 
acquisition process by clicking the OK button. No further user operation is required during 
the CT scan. FTP connection would be automatically established when there is a data file to 
be transferred in a multi-thread style. A message of the file transmission progress is shown in 
the bottom textbox as Figure 3. 7. 
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Figure 3. 7 File transmission message showed during a CT scan 
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3.3.2 Windows Sockets Classes 
The MFC Library supports network programming with the Windows Sockets API by 
supplying two classes: CSocket and CAsyncSocket. [20] Class CSocket provides a higher 
level of abstraction to simplify the network communications programming than class 
CAsyncSocket does. By using a version of the MFC serialization protocol to pass data to and 
from a socket object via an MFC CArchive object, class CSocket manages many aspects of 
the communication which otherwise would have to be done by programmer using either the 
raw WinSock API or class CAsyncSocket. 
Class CSocket provides blocking while managing background processing of windows 
messages, therefore the simplest programming model is to use CSocket with a CArchive 
object. One thing to be aware of is that this model can only be used for stream sockets, since 
the connectionless datagram sockets could not be used with CArchive object. Also, this 
model is only applicable to the situation that both the client and the server support MFC 
library. If the connection takes place between an MFC client program and an established 
non-MFC server, C++ object can not be sent via the archive. 









CSocketFile file (&sockRecv) 
CArchive arln (&file, CArchive::load); 




SockClient.Create ( ) 
sockClient.Connect (strAddr, nPort) 
CSocketFile file (&sockClient) 
CArchive arln (&file, CArchive::load) 
CArchive arOut (&file, CArchive::store) 
arln << dwValue or 
arOut >> dwValue 
Data transmission arln << dwValue or 
arOut >> dwValue 
Figure 3.8 Programming model of class CSocket with CArchive 
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Receiving Data Sending Data 
Figure 3.9 CSocket, CSocketFile and CArchive 
Although class CSocket is usually used with an archive, it can also be used independently. 
Working with CSocketFile and CArchive, class CSocket can provide better performance and 
reduce the danger of a "deadlock", which occurs when both the sending and the receiving 
sockets are waiting on each other or waiting for a common resource. 
The other Windows Socket class that MFC library supports is the CAsyncSocket class, 
which encapsulates the Windows Socket API at a very low level. Using class CAsyncSocket, 
it is the programmer who is responsible for handling blocking, byte-ordering differences, and 
conversions between Unicode and MBCS (multi-byte character set). Therefore, the 
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programmer using this class must understand network communications in detail and want the 
convenience of callbacks for notification of network events. 
CAsyncSocket provides an easy way of dealing with multiple network protocols in an 
MFC application without sacrificing flexibility. Other than packaging sockets in 
object-oriented form, the only additional abstraction this class supplies is converting certain 
socket-related windows messages into callback functions. These callback functions called by 
the framework to notify socket object of important events include the following: [20] 
1. OnReceive() : Notifies the socket object of the data in its buffer to be received by 
calling Receive(). 
2. OnSend() Notifies the socket object of its capability of sending data by calling 
Send(). 
3. OnAccept() : Notifies the socket object of its capability of accepting pending 
connection request by calling Accept(); 
4. OnConnect() : Notifies the connecting socket object that its connection attempt is 
completed, either successfully or in error. 
5. OnClose() : Notifies the socket object that the socket it connects to has closed. 
For a normal application program, class CAsyncSocket is usually used in the following 
sequence. 
1. Construct a CAsyncSocket object. 
2. Use the CAsyncSocket object to create the underlying Socket handle. 
3. Connect the socket object with a server socket to send connection requests if it is 
client-side application. Otherwise, set the socket to begin listening for connection attempts 
from clients, and accept it upon receiving a request. 
4. Call the CAsyncSocket' s member functions to carry out communications with other 
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sockets. 
5. Destroy the CAsyncSocket object. 
3.4 Telnet Communication Implementation 
In our high resolution CT data acquisition program, every subscan data file is sent to the 
root node of the Linux cluster by ftp connection. When the whole CT scan is over, a 
reassemble program sitting on cluster should be launched remotely to reassemble the binary 
subscan data files to the ASCII format sinogram files. This task is handled by telnet 
connection implemented in the data acquisition program using CAsyncSocket class. 
As mentioned before, to develop a Telnet client using the class CAsyncSocket, we must 
first be aware of the Telnet protocol in detail. 
Telnet is an Internet standard protocol supporting remote, text-based sessions from a 
computer system running a telnet client program, which in our case is the CT system 
computer, to a host system running a telnet server service, which then represents the Linux 
cluster. Telnet communication is established using TCP/IP protocols and is based on a set of 
facilities know as a NVT (Network Virtual Terminal). Therefore, as a telnet client program, 
the data acquisition software is responsible for mapping incoming NVT codes to the actual 
codes needed to operate the user's display device. Because the sequence of login, program 
execution and logout are all supposed to be done automatically without user's operation, it is 
also the data acquisition program's responsibility to map each of the command sequences 
into NVT sequences. [24] 
The NVT uses 7-bit codes for characters, while the normal display devices accept the 
standard ASCII characters. The 7 bit characters are transmitted as 8 bit bytes with most 
significant bit set to zero. 
Incorporated within the data stream, telnet protocol specifies various commands that 
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control the method and various details of the interaction between the client and server. 
Introduced by a character with the decimal code 255 known as an IAC (Interpret as 
Command) character, and using various characters with the most significant bit set to one, 
these commands are distinguished with normal data flow. 
There are a variety of commands that can be negotiated between telnet client and server. 
Following are the most important and frequently used: 
Table 3-1 Telnet Commands 
Name Decimal Code Meaning 
SE 240 End of sub-negotiation parameters. 
SB 250 Sub-negotiation of the indicated option follows. 
Indicates the desire to begin performing, or confirmation 
WILL 251 
that you are now performing, the indicated option. 
Indicates the refusal to perform, or continue performing, the 
WONT 252 
indicated option. 
Indicates the request that the other party perform, or 
DO 253 confirmation that you are expecting the other party to 
perform, the indicated option. 
Indicates the demand that the other party stop performing, 
DONT 254 or confirmation that you are no longer expecting the other 
party to perform, the indicated option. 
IAC 255 Interpret as command. 
There are also various options that can be used along with the above commands at any 
stage during the connection. Table 3-2 shows some important options. 
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Table 3-2 Telnet Options 
Decimal Code Meaning 
1 echo 
3 suppress go ahead 
5 status 
6 timing mark 
24 terminal type 
31 window size 
The commands are sent out in a 3-byte uniformed prototype as below: 
IAC, <type of operation>, <option> 
The type of operation can be any of the command listed in Table 3-1 and the option can 
be chosen from Table 3-2. The option field identifies the required action. For an instance: 
255(IAC), 251(WILL), 3(suppress go ahead) 
This byte sequence indicates that sender wants the other end to suppress go-ahead. 
Associated with each of the command listed in Table 3-1, there are various possible 
responses shown in Table 3-3. 
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Table 3-3 Telnet Negotiation Sequences 
Sender Sent Receiver Respond Implication 
The sender would like to use a certain facility if the 
WILL DO 
receiver can handle it. Option is now in effect. 
Receiver says it cannot support the option. Option 
WILL DON'T 
is not in effect. 
The sender says it can handle traffic from the 
DO WILL sender if the sender wishes to use a certain option. 
Option is now in effect. 
Receiver says it cannot support the option. Option 
DO WONT 
is not in effect. 
WONT DONT Option disabled. DONT is only valid response. 
DON'T WONT Option disabled. WONT is only valid response. 
Moreover, some of the operations, such as inquiring about system settings, could not be 
set down only by agreeing or disagreeing about the operation. Once support of the option has 
been agreed upon by receiver, some of the negotiation values need to be communicated via 
sub-option negotiation. The command prototype of the sub-option negotiation is: 
IAC, SB, <option code number>, 1, IAC, SE 
or: 
IAC, SB, <option code number>, 0, <value>, IAC, SE 
For example, the following negotiation sequences might take place when the client 
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IAC, WILL, 24 
IAC, DO, 24 
IAC, SB, 24, 1, IAC, SE 
IAC, SB, 24, 0, 'I', 'B', 'M', 'P', 'C', IAC, SE 
• The first exchange of commands establishes that terminal type (option 24) will be 
handled, and then the server enquires of the client what value it wishes to associate with the 
terminal type. 
•The "SB, 24, 1" sequence implies sub-option negotiation for terminal type (option 24) 
value required. 
• The sequence of "IAC, SE" indicates the end of this request. 
• The sequence of "SB, 24, O" implies sub-option negotiation response for terminal type 
(option 24), and the "'I', 'B', 'M', 'P', 'C"' is the response value supplied as a sequence of 
characters. 
As the telnet client program, the class CTelnetConnection, implemented in CT data 
acquisition software of HR_CT, deals with the telnet negotiation sequences by its member 
function of CTelnetConnection::ArrangeReply(). Basically, when it receives negotiation 
requests from server, it first determines if sub-option negotiation is necessary, and then puts 
the request into a link list. Meanwhile, the negotiation information is taken out and 
reorganized for later display. By calling CTelnetConnection::RespondToOptions(), the 
response to a negotiation request is obtained and then sent to server to keep further 
connection. The response usually is WILL or DO when the request must be fulfilled, 
otherwise the answer is WONT or DON'T in order to simplify the programming work 
because it prevents further sub-option negotiation from happening. 
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At normal network transferring rate, the subscan data file transmission through FTP is 
much faster than the CT data acquisition rate. This means that the time taken to collect a 
single subscan data is long enough for the previous subscan data file to be transferred to 
Linux server. Although the speed of the operation is usually limited by the speed of the 
network connection, it can also be affected by other network traffic and the complexity of the 
operations. Exceptions must be handled for some unexpected situation to take place. 
When the FTP connection thread is going to be made, the auto-delete feature is disabled 
by setting the m_bAutoDelete member value to FALSE as following: 
if (ftpthread = AfxBeginThread (TransferFileThread, this, 
THREAD_PRIORITY_ABOVE_NORMAL, 0, CREATE_SUSPENDED, NULL)) 
{ 
} 
ftpthread-> m_bAutoDelete =FALSE; 
ftpthread -> ResumeThread (); 
When a new FTP or Telnet connection is about to set up, a check of the status of the 
existing ftp thread is needed first. If the old thread is still transferring one subscan data, the 
new thread should be suspended and wait for the old one to finish so as to prevent it from 
competing for network connection bandwidth. 
if (ftpthread) 
} 




After the whole CT scan is accomplished and every piece of scan data file has been 
transferred to the cluster ramdisk by the FTP connection, a Telnet connection would be 
automatically established to launch a reassembling program on cluster in order to reorganize 
the temporary binary CT scan data files into the slice-by-slice form ASCII sinogram files. A 
message indicating this re-assmebling step is provided to the users and is shown in the 
bottom textbox in Figure 3.10. 
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Figure 3.10 Telnet connection to reassemble CT scan data 
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CHAPTER 4 DATA REASSEMBLING, RECONSTRUCTION 
AND VISUALIZATION 
As discussed in the last chapter, data acquired during a CT scan can be transferred to 
remote host as FTP network traffic, and a remote function call that reorganizes the data can 
be realized by telnet connection. In this chapter, we will first discuss details of the 
implementation of the data reassembling. Then we will discuss the development of parallel 
reconstruction program which runs on the platform of Linux cluster, followed by CT system 
calibration procedure. Finally, 3D visualization software is modified to suit the new 
requirement of data input and output. 
4.1 Data Reassembling 
After all of the CT scan data is transferred to the cluster ramdisk by network connection, 
a program is needed to reorganize the binary temporary data files into a set of standard 
ASCII sinogram files. Each sinogram file contains ten sequential slices of data separated 
from each other by an empty line. In addition to the data body, there is a header and a tail in 
the sinogram file which provides important parameters of the CT scan setting. The format of 

















where: Npixs - Number of pixels in each slice 
Npros - Number of projections of the CT scan 
Xmax - Field of View in unit of cm 
Y max - Total degree the CT scan sample rotated 
Zmax - Max grayscale level of the CT scan 
Dsct - Distance between X-Ray source and Detector in cm 
Dss - Distance between X-Ray source and sample in cm 
Cf - Center of Rotation of the first slice data 
Ci - Center of Rotation interval for the following slice data 
* : contents that is optional 
[Zl], [Z2], ... , [ZlO] represent 10 data matrixes each consisting of all projection data of a 






ZNpros,1 ZNpros,2 ZNpros,3 ZNpros,Npixs 
[Al] and [A2] are two data arrays with Npixs elements. Initially, they were used for 
calculating COR by image reconstruction program. However, it is no longer active due to its 
inaccuracy. Therefore, most of data acquisition program supplies pseudo-numbers to be 
compatible with image reconstruction program. 
Some of the CT scan parameters, such as the Dsct and D55 , turned out to be very important 
in the process of image reconstruction. Incorrect or inaccurate values would lead to image 
fuzziness. 
While each sinogram file has each projection data for a certain slice, the binary 
temporary CT data files contain all slices of CT data for a portion of projections. Some 
information is needed to reform the data files into the standard sinogram files that the image 
reconstruction software needs. The Scaninfo.txt file is generated by the data acquisition 
program. It is transferred to the cluster ramdisk after the whole CT scan is completed and all 
CT temporary files are transferred. Basically, the Scaninfo.txt is a text format parameter file 
which helps the reassembling program to rebuild the sinogram files from the temporary files. 





Ftp Directory FileName 
YIN c/* ct* 
where: SlicePerBand - Total number of slices taken in the CT scan 
StepPerSaving - Number of projections included in each temporary data file 
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FtpDirectory - Directory where the sinogram files should be saved to 
FileN ame - Stem name of the generated sinogram files 
** : parameters exist only when the previous character is "Y". 
4.2 Image Reconstruction 
As discussed in Chapter 2, the existing version of the image reconstruction program is 
based on a single PC. However, it is not suitable for the requirement of the large computing 
task either in the aspect of computing power or in demand of human operation. Therefore, a 
parallel version of image reconstruction was developed to facilitate the image reconstruction 
process of large CT data set. 
First, we need to briefly look at the Linux Cluster which is the platform of the task. After 
that, some programming background of the MPI tool is introduced, followed by the image 
reconstruction program implementation details. 
4.2.1 About the Cluster 
Within the local network domain of Center for Non-Destructive Evaluation, we possess a 
powerful computing resource of a computer cluster running under the Linux operating 
system. This cluster came into being because of a need for more computing horsepower than 
our usual UNIX workstations could produce. The total number of the machines within the 
cluster was expanded several times and it currently consists of a mix of 64 Intel 500MHz+ 
class machines. Naturally, the newly added nodes have higher processing speed than 500 
MHz. Every node in the cluster has 512 MB of memory which is the upper limit that the 
mother board supports. Figure 4.1 is a picture showing part of the 64 nodes Linux Cluster. 
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Figure 4.1 Part of the 64 nodes Linux cluster 
Most of the nodes within the cluster are interlinked by 100 mbps Ethernet networking, 
with the extension of 10 nodes linked with gigabit Ethernet. The switch chosen is an HP 
Procurve 4000M 10/100 Ethernet switch [25] which has relatively high port count (40 to start) 
and expandability (could handle up to 80 ports and gigabit Ethernet). 
The first root node of the cluster is named as "hal", where users login, compile codes, 
initiate jobs, check status, etc. It also serves as a firewall for the cluster to provide the internal 
nodes some measure of protection from the outside world, as well as documentation server 
and status server. 
A second development node, podbay, is set up as a new root machine which is physically 
parallel to, not inside, the cluster network. All the development tools and services of hal are 
also available on podbay. Both of these root nodes have 1.5 GB of RAM. In a word, the 
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cluster could be thought as a 64 processor PC with 32 GB of memory and 300 GB of hard 
disk. 
A web page at http://hal.cnde.iastate.edu/cgi-bin/wwwclient [26] is provided for users to 
check the status of each node remotely. As showed in Figure 4.2, each row in the table 
represents an extension node of cluster, and every column corresponds to an attribute of that 
node. From here we could easily get the information such as CPU usage and available 
memory of the cluster nodes. 
1:1current CNOE Cluster Usage Statistics- Microsoft Internet El!plorer .~!101'¥~'"ti1 
1~-------
i1'1startl!J :itl ~ @.J IJ ~HR_CT-Untitle_768_960 .. . l l'fxrayct@hal:/home/xrayct I @Jtempct ll~current (NOE Cluster ... 2:4SPM 
Figure 4.2 Webpage to check status of cluster nodes 
4.2.2 About the MPI 
The parallel programming tool installed on the Linux cluster is a standard version of MPI 
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(Message Passing Interface) developing library. 
MPI "is a standardized and portable message-passing system designed by a group of 
researchers from academia and industry to function on a wide variety of parallel computers. 
The standard defines the syntax and semantics of a core of library routines useful to a wide 
range of users writing portable message-passing programs in Fortran, C, or C++." [27] Since 
the release of the version 1 of this standard in summer 1994, the MPI specification has 
become the leading standard for message-passing libraries for parallel computers. 
Message Passing is a programming paradigm widely used on shared-memory parallel 
computers as well as Scalable Parallel Computers (SPCs) with distributed memory, and on 
Networks of Workstations (NOWs). By adopting the most attractive features of a number of 
existing message-passing systems, MPI is designed to provide the following attributes: 
• Portability across different machines 
• Ability to run transparently on heterogeneous systems 
• Achieve high performance regardless of system 
• Allow efficient implementation across machines of differing characteristics 
• Avoidance of unnecessary work 
• Encourage overlap of communication and computation 
• Scalability 
By using MPI library, programmer is relieved from having to worry about the reliability 
of message transmission which is now guaranteed by the MPI function routines. 
The issues included in MPI standard are: 
•Point-to-Point communication 
• Collective operations 
• Process groups 
48 
• Communication domains 
• Process topologies 
• Environmental Management and inquiry 
•Profiling interface 
• Bindings for Fortran, C and C++ 
• Dynamic process management 
• Input/Output 
• One-sided operations 
MPI also specifies the interaction of MPI with threads as well as provides extension 
mechanisms and various facilities for tool developers. 
4.2.3 MPI Programming 
As described above, MPI can be treated as a normal library, except that the 
communication between cluster root node and each of the extension nodes should be 
carefully designed and tested in a way of distributed parallel computing. "mpi.h" is the 
header file to be included in C source code. Normally used MPI functions are listed at 
http ://hal.cnde.iastate.edu/mpi/. 
The cross-section image reconstruction algorithm has been established by Radon in 1917, 
and the C version software code of this image reconstruction was developed by Vivekanand 
Kini [11], one former student member of the X-Ray group. Based on these achievements, the 
parallel version of image reconstruction code is developed and its flowchart is shown in 
Figure 4.3. 
49 
I Initialize the cluster I 
t 
I User interference at Root node I 
~ 
Root node broadcast necessary information 
of CT scan setting to each extension node 
t 
Each extension nodes allocate memory for the raw CT data 
and image data, and then send back the allocation result 
t 
If every node allocates memory successfully, root node reads the 
raw CT data and sends them to the corresponding extension node 
~ 
Each extension node receives the raw CT data and proceeds 
with the image calculation for each slice data, then sends the 
image result back to the root node 
t 
Root node receives all the image results 
and stores them in the 3D vol file format 
t 
Finalize the calculating task 
and release resource 
Figure 4.3 Flowchart of image reconstruction code in MPI version 
The initialization of cluster involves the set up of a communication pipe from the root 
node to the extension nodes that the user defined, and the ID allocation for each of the nodes 
so that they are distinguishable from others. 
User operation involves the locations of the sinogram files, the total number of the 
sinogram files, reconstruction image size, output vol file location, and COR (Center of 
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Rotation) settings. The root node is also responsible for checking the sinogram file format, 
displaying the CT scan settings, and attempting to open the output vol file at the indicated 
location. 
To provide a way of canceling image reconstruction task in case of mistyping or change 
of idea, the root node will ask for confirmation before starting the computing task. Otherwise 
the broken communication pipe error may be encountered. 
The syntax of command used to run the program is as below: 
mpirun -np N [-machinefile node.txt] rec 
In this command, N represents the total number of nodes participating in the program 
running including the root node. It can be any arbitrary integer value not exceeding the total 
amount of nodes within cluster. The -machinefile option is used to specify each individual 
node from a text format file - node.txt, otherwise the first N nodes of the cluster will be 
chose by default. The file of node.txt could be of any user selected file name with any 





The rightmost part of the above command, rec, is the program name which will be 
executed as a parallel code. In this case, rec is the name of the MPI version of the image 
reconstruction executable. 
The network connection tool we usually use to get access of cluster is putty [28], a free 
open source software implementation for Win32 platforms, which sets up network 
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communication using the SSH (Security Share) protocol. Therefore, the login and data 
transfer processes are all encrypted. The interface of the program and an example execution 
of the image reconstruction code are given in Figure 4.4. 
Jf Mrayct@hal: /home/Mrayct 
xrayct@hal.cnde.iastate.edu's password: 
Last login: Fri Oct 4 14:34:04 2002 from hounsfieldl.cnde.iastate.edu 
[xrayct@hal xrayct]$ ls 
all_nodes.txt car KOI kulicke nodes.txt nut rec temp tooth 
[xrayct@hal xrayct]$ mpirun -np 64 -machinefile all_nodes.txt rec 
Enter the location of sinogram files: . /tooth/toothOOO.sin 
Enter nuntbei:- of sinogi:-arn files in the sarr1e band: 90 
Enter the output vol file na111e: . /tooth/tooth 
Enter the image size: 512 
Open success! 
width = 700, step = 360 
xmin 0.000000, xmax 177.800003 
ymin = 0.000000, ymax 360.000000 
zmin = 0.000000, zmax 16155.000000 
sourceToDetectorD = 890.0000 sourceToSampleD 109. 5000 
first slice COR is 359.766876 and last slice COR is 359. 3 63220 
Do you want to change it?n 
************* Recon Info ******************** 
The location of sinograrn files (sinfileNarne) : . /tooth/toot.hOOO. sin 
Nwnber of s inogram files in this band ( f i leNwt1) = 90 
The output vol file (volfileNarne): ./tooth/tooth 
The image size (imagesize) = 512 
The COR of the first slice (fii:-stCOR) = 359.766876 
The COR of the last slice (lastCOR) = 359.363220 
CORintei:-val = -0.000449 
Is all those information correct?(Y/N) :I 
Figure 4.4 Putty and the rec program 
4.3 COR Determination 
• 
In order to get cross-section sample image from the image reconstruction program, an 
importation piece of information is the COR (Center of Rotation) parameter which depends 
primarily on the location of the sample relative to the physical position of the CT scan 
system. 
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Figure 4.5 A sequence of cross-section images reconstructed with different CORs 
In the past, the PC-Windows based image reconstruction software was used to generate 
the cross-section image of the sample, where a set of images with slightly changed COR 
parameters is usually computed to help determine the COR value. Based on the qualities of 
the resulting images, we can estimate the COR solely by personal judgment which may vary 
1 pixel from person to person. Figure 4.5 shows a sequence of images reconstructed from the 
53 
same CT data with different COR parameters. It is obvious that the image with COR set to be 
347 is the most focused one and therefore 347 is the best estimation of the real COR. 
In the case of 3D high resolution CT scan, we could use the same method to get a set of 
images for both the top slice and bottom slice of the scan, from which we can determine the 
COR value of those two slice data. Geometrically, the COR curve is a straight line so that the 
COR of all the rest of the slices can be interpolated using these two values. 
More efficiently, we could address this problem by calibrating the CT system and 
therefore the COR can be determined by the location of the sample. In order to do so, the 
relationship between geometric location of sample, the characteristics of the CT system and 
the COR value should be derived first. 
The following are the primary parameters of the system setting being treated as constants 
which could be obtained either from equipment manuals or from precise measurements. 
TotalD - distance between X-Ray source and the detector 
PixelSize - physical dimension of a single pixel of the detector 
BIN - number of pixel binning (1 for Fluoroscopy-Full Resolution mode, and 2 for 
Fluoroscopy-Normal Resolution mode) 
Step 1: Magnification Factor (X-axis) 
When the motion stage of CT system moves along X-axis, the target object is viewed at 
different magnification. The closer the object to X-Ray generator, the higher the 
magnification. Therefore the first step is to derive the relationship between location of 
sample at X axis and its shadow image on detector. 
Suppose there is a ray from X-Ray generator which perpendicularly hits a pixel on 
detector located at (C, R). [C is the column number of that pixel, and R is the row number] 
(Both C and R and all other parameters representing pixel numbers in this chapter can be 
floating point value.) As long as the relative position of X-Ray source and detector does not 
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change, this characterized pixel and this perpendicular line will not shift. All the points on 
this perpendicular line have the same projection on detector since they are in a straight line 
going from X-Ray source to detector. 
For a point in air located at position of (x1, y1, z1), its projection image is at pixel (c1, r1). 
(see Figure 4.8) Then the distance between this point and the perpendicular line of CT system 
can be expressed as: 
Horizontal direction: 
Vertical direction: 
PS1 = Xi * PixelSize *BIN 
TotalD 




First, we assume that the X-axis is perfectly aligned with the X-Ray-Detector system, 
which implies that it is also perpendicular with the detector. Suppose the point originally 
located at (x1, y1, z1) moves along the X-axis to (x2, y1, z1) and its projection on the detector 
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Figure 4.6 CT System magnification factor 




PS2 = Xz * PixelSize *BIN 
TotalD 





According to our assumption, the X-axis is perpendicular with the detector. Therefore the 
distance between this point and the perpendicular line of CT system does not change by this 
movement. 
Horizontal direction: (4-7) 
Vertical direction: (4-8) 
Substituting pixel size of these two positions, we can get: 
Horizon direction: 
Vertical direction: 
However, the current motion system is not ideally aligned with the X-Ray-Detector 
coordinate. More realistically, there is a small angle between the X-axis and the 





Figure 4.7 X-axis and the coordinate system 




From equation ( 4-7) and ( 4-9), we obtain: 
Substitute PS1 and PS2 into the above equation, we have: 
S . C* PixelSize* BIN c1x1 -c~xx2 * PixelSize* BIN ma= +----
TotalD x2 -x1 TotalD 
(4-11) 
Similarly: 
SinfJ = R * PixelSize *BIN+ r1x1 - r~xx2 * PixelSize *BIN 
TotalD x 2 - x1 TotalD 
(4-12) 
As long as the X-Ray-Detector and motion system coordinates do not change, the value 
of Sina and Sin~ remains the same as well as the location of (C, R). Therefore, the value of 
' ' ex-ex r,x-r.x 
C' (represents 1 1 2x 2 ) and R' (represents 1 1 2x 2 ) should also be constant and 
~-~ ~-~ 
only depend on system settings. If the value of C' and R' are already known, for any given 
point at (x1, yi, z1) we can predict its projection of (c2x', rzx') at (x2, yi, z1) according to its 
current projection of (c1, ri): 
, X1 , , 
c2x =-(c1 + C )-C (4-13) 
X2 
(4-14) 
To provide a method of measuring the value of C' and R', a piece of code was added to 
the CT acquisition program. The function it achieves is determining the range of a small hole 
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and calculating its weighted center from an acquired 2D image. The hole is permanently 
attached to the sample position so that it serves as a reference marker. The user interface is 
shown in Figure 4.8. 
_,J_gj~ 
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Ready 
!il!Startj !J t\i] ~ 0 ~ IJ1,~jie----•-----~· 
The hole 
Detector Mode: J Fluoroscop~ - Full Resolutior::::J 
Acquire Mode----i 
r Average I 
to' lntergration 
Number of Frame: 
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Stop Acquire j 
Column and row value 
of the center of the hole 
Start Acquire j 
Continuous Acquiel 
Figure 4.8 Facility to calculate the center of the hole 
Using this facility, it is accurate and convenient to trace the position and projection of a 
point. A set of projections are easily obtained by simply move the sample along X-axis, and 
hence the value of C' and R' are precisely measured. 
The physical meaning of C' and R' is explained in Figure 4.9. 
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Figure 4.9 Physical meaning of C' and R' 
Step 2: Horizontal Shift Factor 
XAxis 
We now move the point along the Y-axis from position of (x2, y1, z1) to (x2, y2, z1), and 
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Figure 4.10 Horizontal shift factor 
As stated before, we can also use the facility to calculate the center of the hole to measure 
the actual direction of the Y-axis. We obtain a projection of the hole center at position A 
noted as (ca, ra), and move the motion stage along Y-axis to position B where the projection 
of that hole center is (cb, rb). From the above information, we can easily get the projection of 




Step 3: Vertical Shift Factor 
Finally, we move the point along the Z-axis from position of (x2, y2, z1) to (x2, y2, z2), and 
the projection of this point moves from (c2xy, r2xy) to (c2, r2), as shown in Figure 4.11. 
Detector 
·· .... .... 
·· .. 
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········ ......... 
Figure 4.11 Vertical shift factor 
······ X-Ray Source 
Just as the measurement of horizontal shift factor, we can also get two projections of (ci, 
ri) and (cj, rj) by simply move the sample along Z-axis. Based on these values, the location of 
( c2, rz) should be: 
(4-17) 
(4-18) 
Step 4: Summary 
From the above derived relations, when a point at (x1, y1, z1) moves to (x2, y2, z2), its 
projection will shift from (c1, ri) to (c2, rz). 





Once we get the COR value for a particular position, it is feasible to trace its route to 
every location. If we know two separate points on the COR line, we can determine the COR 
value for every slice at any position so as to save trouble and time for the user in the process 
of CT reconstruction. 
4.4 3D Visualization 
Producing 3D image data requires the ability to view large volume files. The first step of 
viewing a 3D object through 3D visualization software is to load the data into system 
memory. Occasionally, the 3D data volume is larger than the available system memory. A 
piece of code was added to the 3D visualization software to calculate memory demand of the 
3D object and detect system main memory to tell if the requirement can be met. 
Upon opening the target data file, the data volume is read in from the file header in form 
of three dimensional pixel numbers included m this data file. Also, the 
GlobalMemoryStatus( ) function is used to obtain information about the computer system's 




The current available physical memory is saved in stat.dw AvailPhys. If the system 
memory is inadequate to open the entire data set, a user interface dialog shown in Figure 4.12 
will provide the information. A part of data can be chosen for viewing according to user's 
input. 
open slice file '~I!!' 
"i~~t{~bi~~!~~.i~~t~1r~~'~:~~ti§~~?~~i,\B~~~i,(~~d~~~~~1 
rriem6rycurrently availabl,e. · 
Total SI.ice: ~ 
Current r:rl~mory ro:;-:;--
regUired ! 1813 Mg:, 
Figure 4.12 System memory information in 3D visualization software 
In addition to checking the input, an output option shown in Figure 4.13 is also provided 
so that the user is able to extract either a single image or a sequence of 2D image files of 
various image formats from the opened 3D object data set. 
S.aye ~~irnage file 
r. individual file 
f"''.,.6: 's.~.9 u e ~ce,.;,9tf,i I es: 
· , Jrr ... · 
Slic;e lhtsrv.eJ · 
Figure 4.13 2D image file output option in 3D visualization software 
64 
CHAPTER 5 RESULTS PRESENTATION AND 
PERFORMANCE COMPARISON 
In this chapter, we will present CT scan results of various samples which were acquired 
using the high resolution CT system. These scans illustrate the integrated performance of the 
elements developed as part of the thesis. The purpose of this is not only to demonstrate the 
capability of the current system, but also to show the detection ability of X-Ray CT scan. The 
system performances before this project and after it are compared and results are discussed. 
5 .1 A Human Tooth 
The first sample we show is a human tooth encapsulated in plastic package shown in 
Figure 5.1. Study of this tooth sample is focused on the volume of the nerve cavity inside the 
dentin. As research shows the volume of nerve cavity shrinks as people ages. The decreased 
volume can impair the regeneration of tooth nerve after dental practice. Serial study of the 
relationship between the cavity volume and tooth age can provide guideline to dental 
practice. 
Some CT scans have been taken of the sample using image intensifier and CCD camera 
with 640 X 480 pixels instead of amorphous silicon detector. Due to the limitation of field of 
view at the high resolution position, a number of CT scans have been taken to cover the 
sample. The results were stacked sequentially to give a complete view of the object. The 
resolution is about 45 microns. The whole procedure took about a week for one person to 
acquire the images, shown in Figure 5.2, 5.3 and 5.4. 
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Figure 5 .1 Sample of a human tooth 
2 3 
4 5 6 
Figure 5 .2 Cross-section images of the tooth sample acquired before this research 
(Image 1 shows enamel and dentin, in image 2 and 3 a cavity is clearly seen, and in image 4, 
5, and 6, the nerve cavity of the tooth is seen.) 
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Figure 5.3 3D external view of the tooth sample before this research 
Odonthyalus Crack Nerve Cavity Dentin 
I I 
Figure 5.4 3D internal view of the tooth sample before this research 
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A scan using the current micro CT system with resolution of 18 microns is shown in 
Figure 5.5, 5.6, and 5.7. Instead of 100 slices in 10 scans, we can now resolve 900 slices 
within one single scan. 
3 
4 5 6 
Figure 5 .5 Cross-section images of the tooth sample acquired after this research 
(Image 1 shows enamel, dentin and a cavity with several cracks, in image 2 a nerve cavity is 
about to form, and in image 3, 4, 5, and 6, the enamel is diminishing and the nerve cavity of 
the tooth is seen.) 
68 
Figure 5.6 3D external view of the tooth sample after this research 
Nerve Cavity Dentin Odonthyalus 
Figure 5.7 3D internal view of the tooth sample after this research 
(The left image shows the entire tooth, note the nerve cavity and several cracks in the tooth. 
The right image is segmented to show only the enamel.) 
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5 .2 A Piece of Ceramic Filter 
Another interesting sample is a small piece of a ceramic filter cut from the large filter, 
shown at Figure 5.8. This filter is an automobile air pollution filter, which removes carbon 
residuals from off gas. The critical point of this sample is the average size of air pores in the 
filter walls and its distribution pattern. Air pores that are too small or too large would 
compromise the efficiency and finally disable the usability of the filter. 
The entire filter is about 140mm in diameter and 150 mm in height. A 13x magnified CT 
scan is taken on a 10x6x22 mm filter piece at full- resolution mode while the pixel size is 
about 10 microns. 
The place where 
the filter piece is 
cut. 
Figure 5.8 A sample of automobile air pollution filter 
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Figure 5.9 A small piece of ceramic filter 
After image reconstruction, a 3D model with image size of 1400x 1400x250 pixel is 
generated and one third of the data is brought to view. The entire data set is 2.45GB, and the 
3D visualization program is running on a PC with lGB of RAM. Figure 5.10 is the outlook 
of the 3D model which is shrunk to fit in the page edge. 
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Figure 5.10 3D view of the ceramic filter piece 
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High Density Area 
Air Pores 
Figure 5 .11 3D view of the filter piece showing the pore structure of the filter 
(The lower image is shown to illustrate the actual image resolution.) 
A detailed observation can be gained by viewing the 2D cross-section images. As shown 
in Figure 5 .12, each air hole can be viewed clearly in the porous sample as well as the high 
density part. 
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High Density Areas 
Air Pores 
Figure 5.12 2D cross-section image of the filter chunk 
5.3 An Eddy Current Probe 
A full-resolution CT scan is set on the tip of an Eddy current probe, which is 
encapsulated in pencil-shape carbon with size of 6 mm in diameter as shown in Figure 5.13. 
The probe is made up of a number of coils wrapped around a metal pole. CT scan is taken at 
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Figure 5 .13 Side view of the eddy current probe 





Figure 5 .14 3 D external view of the eddy current probe tip 
(The entire probe is shown including the outer encapsulation.) 
The reconstructed 3D data set shows that there are two layers of coils on the probe tip; 
the outer layer has 4 loops while the inner one has 5 loops. The wire of coil is of 50 micron in 
diameter. Figure 5.15 shows a clear lift off of 100 µm which would lead to sensitivity 





Figure 5 .15 Segmental view of the eddy current probe tip 
(This image is segmented to show the lift off and the coil distribution.) 
5.4 Performance Comparison 
The accomplishment of the research project has significantly enhanced the capability of 
high resolution computed tomography system not only by increasing the detail resolution in 
the specimen, but also by lowering the processing time of each procedure. The timing 
performances are listed in Table 5-1. All of these tests are taken to show the maximum 
capability of the systems under each mode. 
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Data 45 min for 50 min for full data 90 min for 
Acquisition 120 slice CT set CT (900 slice) 250 slice CT 
Data Transfer 
40+ min for <2 min for <2 min for 
120 slice data 900 slice data 250 slice data 
Image 4+ hours for 25-30 min for 130-140 min for 
Reconstruction 120 slice image® 900 slice images® 250 slice imagesco 
Data View 
Cannot view large Capable of viewing Capable of viewing 
3D data set portion of large data set portion of large data set 
126MB 1.76 GB 1.96 GB 
Data Volume (512x512x120 (700x700x900 ( 1400x 1400x250 
pixel) pixel) pixel) 
®: Test is based on CT scan usmg image intensifier, with 1° of rotation step and 
integrating 15 frames. 
®: Test is taken on CT system using amorphous silicon detector. 
®: Test with 1° ofrotation step and integrating 15 frames. 
©: Test with 0.5° ofrotation step and integrating 2 frames. 
®: Images are reconstructed in size of 512x512 pixels. 
®: Images are reconstructed in size of 700x700 pixels. 
co: Images are reconstructed in size of 1400x 1400 pixels. 
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We can see clearly from these results that the current system is now capable of handling 
more than 10 times the amount of data than the previous system, and reduces the data 
processing time. The direct effect of this capability improvement is enhancement of the 
system spatial resolution to about 5 µm . 
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CHAPTER 6 CONCLUSIONS AND FUTURE WORK 
6.1 Conclusions 
In this research project, a high resolution 3D X-Ray CT system was developed and the 
performance was optimized. The system is capable of handling a couple of gigabyte data set 
instead of 100 MB data set, and the image resolution can reach as high as 4-5 micron instead 
of 50 micron. In addition, the processing time of comparable data set including data 
acquisition and reconstruction processes is shortened to a couple of hours instead of several 
days. Sample tests showed a tremendous difference not only by improving the resolution of 
reconstructed images (see Figure 5.2, 5.3, 5.5, and 5.6) but also by greatly reducing total 
processing time (see Table 5-1 ). 
Furthermore, the current system was implemented to greatly facilitate users' control. 
After a CT data acquisition process starts, the control program checks the buffer status, sets 
up FTP connection with the Cluster and then sends data there. When the scan is over, the 
control program uses Telnet connection to reassemble data on the Cluster. All the networking 
procedures are transparent to users so that no operator interference is needed after starting 
scan, while useful information is provided as well during every procedure for checking 
purpose. Besides the streamlined data acquisition system, the COR calibration was used to 
automatically determine a reconstruction parameter so as to simplify users' operation. The 
3D visualization software was also modified to handle gigabyte data set. 
More important than the user-friendly interface, the software is also designed and 
implemented to be fault-tolerant such that unusual situations, such as network traffic, data 
lost, and connection failures, can be handled accordingly. Status checking is used to prevent 
multiple network traffic from competing for connection resources. 
As shown in Chapter 5, pixel resolution decreases as the field of view increases. This is 
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determined by the geometry of the CT system. To further improve the pixel resolution 
beyond 5 micron and also get the largest field of view, there are a few possible ways to 
increase the geometric magnification such as enlarging the X-Ray source to detector distance, 
rotating the detector by 90 degrees and use 1900 pixels to form a row instead of 1400, or 
even put the detector on a motion stage to collect sequential images for one projection. Based 
on the geometric size of the X-Ray shield frame, these methods can possibly increase the 
pixel resolution to around 2-3 micron. However, limits of increasing geometric 
magnification are also controlled by the spot size of X-Ray source and the associated blurring. 
To further push the pixel resolution to <1 micron, the MEM (Maximum Entropy Method) 
filter [29] can be added to restore the blurred image. 
6.2 Future Work 
Although impressive progress has been made and high resolution CT system is developed 
as proposed, there are still a lot of improvements that can be done to further enhance the 
system capability. Here we list some: 
• Right now, all the acquired data are sent to ramdisk of Linux cluster during CT scan. 
Although the memory volume of cluster is big, it is still likely to be filled with acquired 
data. As pointed out in the thesis, the data volume of CT scan can be easily multiplied by 
some settings; therefore the next step is to use the memory resource of all the extension 
nodes within cluster. By checking status of cluster nodes and generating a text file listing 
available nodes, it is not hard to distribute the acquired data into system memory of each 
nodes. In this way, the CT system is ready for any possible task. 
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• As a critical procedure of any CT scan, system calibration should be carried out 
shortly before the scan, which usually includes gain calibration (or linear calibration) 
and offset calibration. Although by calibration, ring artifacts on the reconstructed image 
are largely reduced, there is still residual pixel-by-pixel variation which affects high 
resolution system even more. To alleviate ring artifacts, a good method is to apply 
polynomial calibration. Two other X-Ray systems in the group have polynomial 
calibration implemented to improve image quality. The similar work should be done to 
the high resolution CT system too. 
• The main topic through this thesis is how to handle or manipulate large amount of 
data. Therefore, utilizing image compression technologies to reduce data volume would 
definitely help. The benefit is obvious: saving disk space, reducing network traffic, and 
hence make some procedures quicker. Nevertheless, this approach could also increase 
data accessing and handling time which is important as well. Hence, some file formats 
should be converted from text format to floating point, and compacted 2D image should 
also be an option. 
• Provide more robust and functional network communication processes. As 
mentioned in Chapter 3, a lot of additional functions can be added to meet users' 
requirements such as provide delete and rename functions for files and folders. 
• Extend Visualization software to support more powerful operations. There are lots 
of useful functions that can be added to the 3D visualization tool: segmenting portions of 
the large data set for viewing so that data within a region of interest can by saved 
individually or combined with other data sets for viewing, quantitative analysis of the 
data features, supporting list of operations as macro instructions and so forth. 
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