In this paper, a multilevel thresholding color image segmentation method is proposed using a modified Artificial Bee Colony(ABC) algorithm. In this work, in order to improve the local search ability of ABC algorithm, Krill Herd algorithm is incorporated into its onlooker bees phase. The proposed algorithm is named as Krill herd-inspired modified Artificial Bee Colony algorithm (KABC algorithm). Experiment results verify the robustness of KABC algorithm, as well as its improvement in optimizing accuracy and convergence speed. In this work, KABC algorithm is used to solve the problem of multilevel thresholding for color image segmentation. To deal with luminance variation, rather than using gray scale histogram, a HSV space-based pre-processing method is proposed to obtain 1D feature vector. KABC algorithm is then applied to find thresholds of the feature vector. At last, an additional local search around the quasi-optimal solutions is employed to improve segmentation accuracy. In this stage, we use a modified objective function which combines Structural Similarity Index Matrix (SSIM) with Kapur's entropy. The preprocessing method, the global optimization with KABC algorithm and the local optimization stage form the whole color image segmentation method. Experiment results show enhance in accuracy of segmentation with the proposed method. key words: color image segmentation, multilevel thresholding method, artificial bee colony algorithm, krill herd algorithm
Introduction
Image segmentation is a fundamental field in image analysis science. For one thing, as an essential step in image preprocess, segmentation is the basis of detection, feature extraction and other image processing techniques. For another thing, image segmentation can also be applied to techniques like image compression and video process which need saving memory space. Among image segmentation methods, thresholding segmentation has received widely attention because of its simplicity, small storage space, fast processing speed and ease in manipulation.
Based on different image information, a variety of methods are proposed to get optimum segmentaion thresholds. Kapur et al. defined Kapur's entropy [1] which is based on the probability distribution of gray scale. Ostu proposed a method that selects thresholds by maximizing betweenclass variance and it is widely used [2] . V. Rajinikanth make segmented image similar to the input. They combined Ostu's between-class variance with performance metrics like the Peak Signal to Noise Ratio (PSNR) and the Structural Similarity Index Measurement (SSIM) [3] . Besides, objective function can also be histogram based Tsallis entropy and its 2D form [4] , maximum cross entropy [5] , Bayesian error [6] , fuzzy similarity measure [7] , etc. According to comparison experimental results, the most preferred Kapur's entropy outperformed other objective functions used to select thresholds [8] . Many thresholding approaches have been applied to bi-level image segmentation successfully. However, extending bi-level segmentation method to a multilevel one may cause exponential increase of calculation complexity, which means high computational cost. Meta-heuristic algorithms proposed in recent years may solve this problem. These algorithms stand out for their ability of generating high-quality solutions in acceptable periods when solving nonlinear optimization problems. Researchers have applied several nature-inspired algorithms to image segmentation successfully [9] - [11] . For example, Ming-Huwi Horng et al. used Artificial Bee Colony (ABC) algorithm to select thresholds which can dramatically speed up threshold searching. This method can be applied to real-time image processing [12] . A.K.Bhandari proposed a multilevel thresholding segmentation method base on Cuckoo Search algorithm towards colored segmentation of satellite images [4] .
Several researches compared evolutionary and swarmbased optimization algorithms for multilevel image thresholding problem. According to their study, ABC algorithm outperforms the other algorithms [5] , [13] , [14] . ABC algorithm is a swarm intelligence optimization algorithm introduced by Karaboga [15] . It mimics the foraging behavior of honey bee swarm. Due to its division of labor, superior global optimization performance and few control parameters, ABC algorithm has attracted much attention of researchers. Yet ABC algorithm could not use local information effectively which makes it being poor at local search. Meanwhile, the newly proposed Krill Herd (KH) algorithm can make use of local information as well as global information effectively [16] . Wang et al. [17] pay effort to hybrid ABC with KH algorithm. The two algorithm do optimization simultaneously while a crossover oprator is implemented for information exchange. Different from them, to combine ABC with KH algorithm, we take KH as a movement provider, and embed it into the onlooker bees phase in
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⃝ 2018 The Institute of Electronics, Information and Communication Engineers In addition, previous segmentation methods mostly focus on gray image. When it comes to color image, thresholds searching is usually done independently in each channel. Number of segmented regions will be more than desired as a result. For dimension reduction, methods take indexed color [18] or H component in HSV color space as 1-channel feature in segmentation. Yet variation of luminance still shows great influence on the segmented results, a more luminance-robust 1-channel feature is required [19] .
In this paper, we propose a multilevel thresholding color image segmentation method using a modified artificial bee colony algorithm. In order to improve local search ability, we combine KH algorithm with ABC algorithm in its onlooker bees phase. This algorithm is named as Krill herdinspired modified Artificial Bee Colony algorithm (KABC algorithm). In order to tackle with color image, we design a pre-process method that can project HSV space into a line. So the 3-channel color image can be transformed into 1channel. In order to improve similarity between original and segmented image, we propose a modified objective function which combines Kapur's entropy with SSIM.
Pipeline of the proposed method is illustrated in Fig. 1 . First, the pre-process method is performed to turn color image to 1-channel data. Distribution histogram is obtained afterwards. Second, use the KABC algorithm to search for thresholds. Kapur's entropy is employed as objective function. Finally, Particle Swarm Optimization (PSO) is used to do local search near quasi-optimal solutions. That is, PSO initializes its population from the optimal solutions found by KABC. Considering the computational complexity, the modified objective function is only used in this step. We name the whole method as Artificial Bee Colony hybrid with Kill herd and Particle swarm algorithm (ABCKP algorithm). Experiment results reported in this paper verify accuracy of segmentation with the proposed method.
The KABC Algorithm
In order to improve capability of local search, KH algorithm is incorporated into ABC algorithm in this research. A novel onlooker bees phase movement rule based on krill herd be-havior is put forward.
Artificial Bees Colony Algorithm
According to work of Karaboga [15] , like in the forage behavior of real honey bees, the colony of artificial bees in ABC has the ability of self-organization and division of labor. The colony is classified into three groups: 1) Employed bees associated with particular food source. Each employed bee generates a new food source based on its own location. Employed bee shares information about its specific source by waggle dance. 2) Onlooker bees watching the dance of employed bees, getting information about food sources and making decision to employ themselves at the more profitable sources according to this information. They try to generate a better food source location near the chosen one.
3) Scout bees searching for new food sources randomly. The employed bee with exhausted food source becomes a scout bee.
In ABC algorithm, the possible solutions to the problem are represented by the position of food sources, and the nectar amount of a source represents the quality of the associated solution. For a D dimensional searching space, let
Procedure of ABC algorithm is described as follows: 1) Initialization phase Control parameters are set and population is initialized. According to early research on ABC algorithm by Prof. Karaboga [20] , half of the honey bees are employed bees, and they distribute randomly in the searching space.
2) Employed bees phase Each employed bee X i generates a new solution X new i using the following formula
where k and j are randomly chosen, k ∈ {1, 2, · · · , ne}, k i, j ∈ {1, 2, · · · , D} ; ne is the number of food sources; rand(-1,1)is a random real number between -1 and 1. After a food source is obtained, its objective function value y will be evaluated. A greedy selection is applied between X new i and its parent X i then. Only if the new one has a higher value can the original one be replaced.
3) Onlooker bees phase Each onlooker bee probabilistically chooses a food source to exploit based on the information shared by employed bees. A roulette wheel selection is applied. Probability of each food source is given by the following formula
where p i is the probability for the ith source to be chosen. Onlooker bees also use Eq. (1) to find a new food source nearby following by greedy selection mechanism. 4) Scout bees phase In the scout bees phase, employed bees with exhausted food source (one that failure time surpass the maximum number of retries) abandon their food sources and turn into scout bees. They then search for a new solution randomly in the searching space.
5) Terminal principle
If iteration times has reached maximum(CycMax), the ABC algorithm terminates. Otherwise, the employed bees phase, onlooker bees phase and scout bees phase will be repeated in turn.
Krill Herd-Inspired Modified Onlooker Bees Phase
As is described in Eq. (1), the direction of a movement in ABC algorithm is randomly chosen. It is easy to understand that if the better solutions are more attractive, the convergence speed will be improved accordingly. On the other hand, too much attraction may lead agents to be trapped into local optima. Thus it is necessary to design an improved algorithm with proper capability of local searching.
Amir Hossein Gandomi et al. put forward the krill herd (KH) optimization algorithm in [16] . It is based on simulation of the herding behavior of krill individuals in nature: krill individuals are attracted by the highest density of the herd as well as the food source with best quality. Besides the attractive effect of quality food source within neighborhood, the KH algorithm also strengthens the leading effect of the global optimum. Therefore we incorporate it into the onlooker bees phase in ABC algorithm.
In modified onlooker bees phase, food source is exploited under the following rule:
First, a radius of neighborhood d is obtained according to the following formula:
where the factor 5 is empirically obtained; ∥ · ∥ means Euclidean distance. Neighbors can be attractive when their y value is high or repulsive when low. A local effect coefficient AL reflects the local effect provided by neighbors. It is defined as follows:
where nn is the number of neighbors; y max is the maximum value so far and y min is the minimum one; ε is a random number between 0 and 1 to avoid singularities. The best food source can provide important information for global search and get to help jump out of local optimum meanwhile. A target direction coefficient AT is proposed to describe effect of the best solution. It is formulated as:
where X best is the location of the food source with maximum objective function value; cycle is the iteration time.
With the target direction effect AT and local effect AL, rule of food source update movement can be described as:
where ω f is the inertia weight of the motion. In KABC algorithm, use Eq. (9) instead of Eq. (1) in onlooker bees phase.
Reverse Roulette Wheel Selection Strategy
In this paper, reverse roulette wheel selection strategy is used to select the source based on the obtained probability. In the reverse roulette wheel selection strategy, the lower the objective function value is, the more chance it is to be exploited, which means better food sources are more likely to be improved.
Multilevel Thresholding Color Image Segmentation Method
3.1 Color Image Pre-Process G.Q. Zhang proposed a projection method for color image pre-process in HSV space [19] . According to Zhang, 1channel value of each pixel is selected between hue(H) and value(V) based on saturation(S). When saturation is sufficient, distinguishing targets mainly depends on hue information; when lack of saturation, which usually means excess or inadequate value, segmentation mainly depends on value information. Therefore, H and V are projected to a line depending on S. The formula can be described as follows [19] :
where S (x, y), H(x, y) and V(x, y) are the S, H, V component for point (x, y) respectively; F(x, y) is the projected feature value; T s means threshold of saturation; T v means threshold of value; α and β are linear transformation parameters, which are set to prevent H and V component from overlapping.
In our work, for reducing parameters, the projecting formula is modified as follows:
test results indicates that α make little difference between 0.2 and 0.8. We take α = 0.5 in this paper. A normalized F(x, y) is obtained by Eq. (12) . In order to display and be consistent with general gray image processing algorithm, F(x, y) is resized between 0 and 255.
Besides, saturation threshold T s is crucial and cannot be constant. Inspired by [21] , we take an adaptive method to find the saturation threshold. Problem of finding T s can be converted into background-foreground segmentation problem in S channel: using KABC algorithm in S channel with a few iterations to find a threshold could work.
Modified Objective Function
Normalized histogram can be obtained after the described pre-process step:
where P i denotes probability distribution of pixels with feature value i. h(i) means number of pixels for the corresponding feature value i. N denotes total number of pixels in the image. Let there be L feature levels in the range [0, 1, 2, · · · , L − 1]. The modified objective function used in the fine-tuning step, that is the local search around quasi-optimal solution, is defined as follows:
where the Kapur's entropy can be expressed as Eq. (15) and SSIM as Eq. (17):
where
where µ o and µ s are the average feature value of image o and s. σ 2 o and σ 2 s are the variance of o and s respectively. σ os is the covariance of o and s. C 1 = (k 1 L) 2 , C 2 = (k 2 L) 2 , L = 255, k 1 = 0.01, k 2 = 0.03. The Kapur's entropy is associated with number of thresholds. Usually it is between 10 and 30. SSIM has a boundary of [−1, 1] due to its definition. Both Kapur and SSIM are the larger, the better.
Particle Swarm Optimization
PSO algorithm is employed to perform local search around quasi-optimal solutions in this work. Particle swarm optimization is a nature inspired algorithm created by Kennedy and Eberhart [22] . This algorithm simulates the social behavior of birds. Individuals move towards optimum position of the swarm searched so far, in the meantime, towards optimum locations they themselves previously visited. PSO has the advantages of high local searching capacity, few parameters to be tuned and high convergence speed, etc. The position of a particle is updated by:
where velocity inertia factor ω is set to 0.8 from experience. P best is the best position the i th individual has ever visited. ε 1 and ε 2 are random number between 0 and 1. c 1 , c 2 are weight coefficients, according to [22] ,c 1 = c 2 = 2. xh and xl are the superior and inferior limits of search space respectively.
In ABCKP method, population in PSO is initialized from the optimal solutions KABC algorithm found. PSO algorithm is updated using the objective function in Eq. (14).
Experimental Results and Analysis

Simulations on KABC Algorithm and Results
To evaluate the optimization performance of KABC algorithm, 6 benchmark problems given in Table 1 are used. They are highly deceptive and representative, easy to get trapped into local optimum. ABC algorithm and KHABC algorithm [17] which combines ABC and KH in a parallel way serve as baselines. For testing and analysis, 50 independent trails for each benchmark problems are made to obtain a useful conclusion. Best, worst, and average optimum of 50 experiments are recorded, together with their standard deviation(S .D.). Parameters are set as follows in all the algorithms: population S o=50, maximum number of retries limit=30, maximum number of iteration CycMax=50. They are the same as that in paper of KHABC algorithm.
Comparative results between ABC, KHABC and KABC algorithm are listed in Table 2 . Best results are highlighted in bold. Besides, convergence speed comparison between ABC and KABC algorithm is shown in Fig. 2 .
From Table 2 , we can see that KABC can find the best results most of the time. It can achieve best optimization accuracy with robustness. From Fig. 2 , it is clear that KABC algorithm can convergence faster than ABC algorithm. Therefore, we come to the conclusion that KABC algorithm can improve optimization performance with a greater extent.
Color Image Thresholding Segmentation Results
The ABCKP method is implemented by MATLAB. In the Table 3 for illustration of segmented results with different numbers of thresholds. Control parameters are set as: CycMax=40, limit=30, S o=25, number of segmented regions n are 4, 5 and 6, search space dimension D = n − 1. 4 more cycles of PSO are run after KABC algorithm for local search. When searching for saturation threshold adaptively in the preprocess step, parameters are set as: CycMax=30, limit=10, S o=20.
From Table 3 we can see that the proposed method can successfully find the boundary of the main subject. With number of thresholds growing, images are segmented more and more detailed. In detail, for image 22013, the ABCKP method can separate fence of the bridge from its ground, which is failed even in ground truth.
Comparative Results
In order to verify the improvement from ABCKP method, comparative experiments are conducted on the proposed color image segmentation method, and ABC algorithm in color images but use gray value as 1-channel value.
In this experiment, 10 independent trails of each image were run and mean results are provided. Experiment platform, dataset and control parameters are the same as that described in Sect. 4. 2, except for that the number of segmented regions n is the same as that in ground truth. Control parameters in ABC algorithm are: CycMax = 44, limit = 30, S o = 25. Qualitative results are shown in Table 4 .
From Table 4 , we get to know that using different methods, especially by different 1D feature vectors can result in totally different segmented results. From the histograms shown in Table 4 , we can find that our 1D feature vector can hold features in gray levels, while introducing lightness information. What's more, histogram segmentation results of ABC algorithm seem to just divide the histogram equally (which is not true if looking carefully). In contrast, ABCKP algorithm seems to segment the histogram more properly.
Quantitative experiments are also performed. Since gray level in segmented images are used for regional identification, rather than real gray scale, comparison of similarity between the original and segmented images does not make any sense. So we evaluate similarity of region contours. Use 'canny' operator to extract contours. Performance metrics of segmentation methods are then about similarity of region contours between segmented images and ground truth. They are: Boundary Displacement Error (BDE), Peak Signal to Noise Ratio (PSNR) and Feature Similarity Index Measurement (FSIM).
In detail, BDE is defined as:
where M and N means width and height of test image, B(i, j) andB(i, j) denote gray level at pixel (i, j) in ground truth and segmented images respectively. Lower BDE value means Table 3 Test images and segmented images Table 4 Segmented images using different methods higher similarity. PSNR is defined as Eq. (22):
where o and s are the original and segmented image of size M×N. Higher value of PSNR indicates better segmentation. Calculation of FSIM is complicated. It is performed as described in [23] . MATLAB code can obtain from open source provided by author † . Higher value of FSIM means higher similarity.
In order to show the effectiveness of each step in the ABCKP method, we compare 5 sets of experiments: (1) Use gray level as 1D feature and use ABC algorithm as optimizer; (2) Use the proposed pre-processing method to get 1D feature and use ABC algorithm as optimizer; (3) KABC algorithm as optimizer with pre-processing; (4) KABC algorithm along with PSO as optimizer with pre-processing; (5) KABC algorithm along with PSO as optimizer with preprocessing, while using the modified objective function described in Sect. 3.2 in local search. And this set is exactly the proposed ABCKP method in color image segmentation. These 5 sets are referred to as 'ABC', 'pre+ABC', Table 5 . Table 5 and Fig. 3 show part of the comparison results. The 'IMP' item in Table 5 is calculated by Eq. (24):
where M 1 is the mean metric of the 1st set of experiment, which is the baseline. M i is the mean metric of the ith set of experiment, and i can be 2, 3, 4, 5.
From Table 5 , it is notable that ABCKP method exhibits best performance on all the three metrics. Compared to baseline, it gets 16.00%, 6.47%and 7.05% improvement on BDE, PSNR and FSIM respectively on average. Furthermore, in Table 5 , comparing column 1 and 2 in each block, we can see that the proposed preprocessing method helps improving segmentation. With pre-processing, BDE/ PSNR/ FSIM can be improved by 14.54%/ 5.82%/ 6.27%. Comparing column 2 and 3, we can see that using KABC algorithm rather than ABC algorithm can get better results. This is consistent with the conclusion in Sect. 4.1. Comparing column 3 and 4, we find that another improvement, about 0.6%, is brought thanks to local optimization of PSO. Finally, comparing column 4 and 5 in each block, we can see that using the modified objective function can also contribute to the improvement by about 0.25%.
In general, images segmented by the proposed method are more similar to ground truth. Under all the metrics, ABCKP defeats its competitors and gets 8/15 best results. This number is 3/ 2/ 1.33/ 0.67 for the other sets of experiments. We could also find that with technologies in the proposed method, 80% color images can have a better segmented results. And by integrating them together, the proposed ABCKP method shows the best performance.
From Fig. 3 we can see that using our method can better segment image without influence of light. For example, for the test image 28075, segmented result shows a shadowcausing pseudo-boundary under ABC algorithm which is Fig. 3 Segmented image comparison between using ABCKP and ABC algorithm not shown by ABCKP algorithm. For image 14037, ABC algorithm segmentation failed to recognize the river, which is in the darkness. In contrast, ABCKP algorithm can still work correctly. For the last example, comparison about segmentation results of image 46076 indicates that using ABCKP algorithm can segment the tree as a whole object although its color is similar with the background.
Conclusion
In this paper, we propose a multilevel thresholding color image segmentation method using a modified ABC algorithm. Lacking of information guidance while searching, ABC algorithm shows poor local optimization capability. To fix this, we incorporate Krill Herd algorithm into onlooker bees phase. With local search capability improved, KABC gets to convergence faster and more accurately. Results on benchmark functions show that KABC algorithm can improve optimization accuracy and convergence speed with effect and robustness.
Applying KABC algorithm to color image thresholding segmentation, together with pre-processing and using the modified objective function in latter period of optimiza-tion, we get the proposed segmentation method, ABCKP thresholding method. Comparative experiment results show that with the proposed method, region contour similarity between ground truth and segmented images can be improved. However, results also show that our method shows relatively poor performance in processing details. For example, in test image 28075, ABCKP algorithm mistakenly cut the left horse apart because of its black hind legs. We think this is because the thresholding method is based on a global information: histogram. Yet much effort on processing detail can always be time consuming. Therefore, more effort needs to be made on thinking of a leveraged method which can deal with the detail correctly while with high efficient.
