Though very popular, it is well known that the EM algorithm suffers from non-Gaussian distribution shapes, outliers and high-dimensionality. In this paper, we design a new robust clustering algorithm that can efficiently deal with high-dimen-sionality, noise and outliers in diverse data sets. As an EM-like algorithm, it is based on both estimations of clusters centers and covariances. In addition, using a semi-parametric paradigm, the method estimates an unknown scale parameter per datapoint. This allows the algorithm to leverage high-dimensionality and to accommodate for heavier tails distributions and outliers without significantly loosing efficiency in various classical scenarios. After deriving and analyzing the proposed algorithm, we study the convergence and accuracy of the algorithm by considering first synthetic data. Then, we show that the proposed algorithm outperforms other classical unsupervised methods of the literature such as k-means, the EM algorithm and its recent modifications or spectral clustering when applied to real data sets as MNIST, NORB and 20newsgroups.
Introduction
Clustering tasks consist in arranging a set of elements into groups with homogeneous properties/features that capture some important structure of the whole set. As other unsupervised learning tasks, clustering has become of great interest due to the considerable increase in the amount of unlabeled data in the recent years. As the characteristics of real-life data-in geometrical and statistical terms-are very diverse, an intensive research effort has been dedicated to define various clustering algorithms which adapt to some particular features and structural properties. We refer to Hennig [2015] and the clustering review by scikit-learn developers [2019] , for discussions on the different methods and on how to choose one among them. Among the different types of clustering algorithms, the so-called Expectation-Maximization (EM) clustering algorithm (see for instance the review work by McLachlan [1982] ) is a very popular method as its model-based nature typically allows other algorithms to be outperformed when the data is low dimensional and the clusters have elliptical shapes. It is based on the well-known multivariate Gaussian Mixture Model (GMM), which represents the distribution of the data as a random variable given by a mixture of Gaussian distributions. The corresponding clustering criterion is simple: all points drawn from one of these normal distributions are considered to belong to the same cluster. The name of the algorithm comes from the two-step iterative Expectation-Maximization algorithm Dempster et al. [1977] . The latter statistical algorithm is used to estimate the parameters of the model, based on the maximization of the likelihood. In particular for the GMM case, closed-form expressions exist to obtain parameters estimations at the maximization step.
However, its performance decreases significantly in various scenarios of particular interest for machine learning applications:
• when the dimension increases (even in the Gaussian case), the estimation of the covariance matrix is crucially affected by the highdimensionality as it has been shown by Bouveyron and Brunet-Saumard [2014] . Some solutions in that direction include regularization and parcimonious models that restrict the shape of the covariance matrix in order to decrease the number of parameters to be estimated Celeux and Govaert [1995] .
• when the data distribution has heavier (or lighter) tails than the Gaussian one and/or in presence of outliers or noise as in Figure 1 (see for instance Fraley and Raftery [2002] ). This phenomenon can be simply explained by the non-robustness of the estimators that are computed in the algorithm: means and sample covariance matrices Maronna [1976] .
In order to improve the performance of the EM clustering algorithm in the latter context of noisy data, two main strategies were contemplated. One consists in modifying the model to take into account the noise and the other one is to keep the original model and replace the estimators by others that are able to deal with outliers. In that line of research, several variations of the Gaussian mixture model have been developed. In particular, some variations target the problem of mixtures of more general distributions, which allow to model a wider range of data, allowing for the presence of noise and outliers. Regarding the use of non-Gaussian distributions, Peel and McLachlan [2000] proposed an important model defined as a mixture of Student's t-distributions. In this paper, the authors suggested an algorithm (t-EM or EMMIX in the literature) to estimate the parameters of the mixture with known and unknown degrees of freedom by maximizing the likelihood and addressed the clustering task. More recently, Wei et al. [2017] considered hyperbolic and skew t-distributions.
The present article aims at defining an algorithm that can outperform traditional ones under a large dimensional and diverse data assumption. Following the path of robust statistic approaches, we propose to complement it by using a semi-parametric settings, allowing us to benefit from the high-dimensionality (as opposed to being penalized by it). Our method is also inspired by the robust applications of the Elliptical Symmetric (ES) distributions Boente et al. [2014] , Ollila et al. [2012] . Elliptical distributions have been widely used in many applications where Gaussian distributions are not able to approximate the underlying distribution of the data because of presence of heavy tails or outliers Conte et al. [2002a] , Gini et al. [2000] . This general family includes, among others, the class of compound-Gaussian distributions that contains Gaussian, Student's t and k distributions Gini and Farina [2002] , Conte and Longo [1987] , Conte et al. [2002b] as well as the class of Multivariate Generalized Gaussian Distributions Pascal et al. [2013] . The proposed method mimics indeed a mixture of distributions within the latter very general class. Thus, our model is intended to be, by construction, more general than both the classic GMM and the model proposed by Peel and McLachlan [2000] .
Other robust clustering approaches worth mentioning are models which add an extra term to the usual Gaussian likelihood and algorithms with modifications inspired by usual robust techniques as robust point estimators, robust scales, weights for observations and trimming techniques. For instance, Banfield and Raftery [1993] considered the presence of a uniform noise as background while Coretto and Hennig [2017] defined a pseudolikelihood that filters the low density areas. Yu et al. [2015] replaced the usual mean and sample covariance by the spatial median and the rank covariance matrix (RCM). Gonzalez et al. [2019] introduced a robust scale that is used to define a k-means-like algorithm that can deal with outliers. Moreover, in the work of Campbell [1984] , Tadjudin and Landgrebe [2000] and Gebru et al. [2016] different weights for the observations were proposed where small weights correspond, as usual in the robust literature, to observations that are far from the cluster centers. Finally, trimming algorithms such as TCLUST García-Escudero et al. [2008] leave out a proportion of data points that are far from all the means in order to better estimate the parameters in the M-step.
In this paper, we present an algorithm with the following characteristics:
• it follows the two steps expectation and maximization of EM algorithms,
• it derives estimations of clusters centers and covariances which turn out to be robust,
• it also estimates one scale parameter per data point, leveraging highdimensionality and increasing drastically the overall clustering flexibility.
There are hence two types of estimations. On the one hand, (as all EMlike algorithms), we perform an estimation of the parameters of interest: means and covariance matrices. On the other hand, we use the estimation of scale (or nuisance) parameters, (which are not of direct interest) to improve the estimations of the parameters of interest. It can be noticed that those parameters could also be used for clustering purposes by discriminating data and helping data assignment.
As will be shown later on, though the number of parameters gets of the same order as the amount of data, the algorithm does not loose much in efficiency, even for instance when the data is close to be Gaussian-distributed. On the contrary, in most cases it is more efficient for noisy data; because of its flexibility to accommodate for larger tails and outliers. Besides and more importantly, estimations of the parameters of interest is typically more accurate and faster when the dimension grows large. A theoretical explanation is given in Section 2.3.
The induced clustering performance is largely improved compared to kmeans, the EM algorithm and HDBSCAN Campello et al. [2015] , , when applied to real data sets such as MNIST variations Lecun et al. [1998] , NORB LeCun and Bottou [2004] and 20newsgroups Mitchell [1997] . In agreement with the proposed results, previous works on classification of the MNIST dataset suggest the nongaussianity of the clusters Liao and Couillet [2017] . Compared to spectral clustering and t-EM, our algorithm performs similarly in easier cases and much better in others. Furthermore, the proposed algorithm is able to provide accurate estimations of location and dispersion parameters even in the presence of heavy tailed distributions or additive noise and high-dimensional scenarios as proved in simulations where our algorithm beats the other compared models.
The rest of the paper is organized as follows. In Section 2, after introducing in details the models of interest, we present the clustering algorithm and discuss some of its important aspects, notably by proving convergence results on the parameters estimation. Section 3 is devoted to the experimental results, which allow us to show the improved performance of the proposed method for different real data sets in comparison with other commonly used methods. Finally, conclusions and perspectives are stated in Section 4.
Notation: Vectors (resp. matrices) are denoted by boldfaced lowercase letters (resp. uppercase letters). A T represents the transpose of A, |A| represents the determinant of A and tr(A) represents the trace of A. i.i.d. stands for "independent and identically distributed," w.r.t stands for "with respect to" and ∼ means "is distributed as." N (µ, Σ) represents a Gaussian distribution, with mean µ and covariance matrix Σ.
The Model
In this section, we present a detailed description of the proposed robust clustering algorithm. Given χ = {x i } n i=1 a set of n data points in R m , let us start by considering points as independent and identically distributed (iid) samples drawn from a mixture of distributions with the following probability density function (pdf):
where π j represents the proportion of the j th distribution in the mixture and f θ j its pdf depending on the parameters grouped in θ j .
Some distributions of our interest include the Elliptically Symmetric (ES) distributions. An m-dimensional random vector x i from the j th distribution is ES-distributed if its pdf can be written as
where C is a normalization constant, g x i : [0, ∞) → [0, ∞) is any function (called the density generator) such that (2) defines a pdf, µ j is the location parameter (mean) and Σ j is the scatter matrix. The matrix Σ j reflects the structure of the covariance matrix of x i (the covariance matrix is equal to Σ j up to a scale factor if the distribution has a finite second-order moment, see for details Ollila et al. [2012] ). This is denoted ES(µ j , Σ j , g x i (.)).
Interestingly, such modelling admits a Stochastic Representation Theorem. A vector x i ∼ ES(µ j , Σ j , g x i (.)) if and only if it admits the following stochastic representation Yao [1973] x
where the non-negative real random variable Q, called the modular variate, is independent of the random vector u i that is uniformly distributed on the unit m-sphere and Σ j = A j A T j is a factorization of Σ j .
ES distributions include the class of compound Gaussian distributions. This particular family generalizes, in a symmetric way, the Student's t distributions by multiplying a Gaussian by a random variable representing a radial univariate variance. A random variable x i following a compound-Gaussian distribution can be written as
where µ j corresponds to the mean,τ i is a positive random variable independent from g i , g i ∼ N (0, I m ) and A j A j T = Σ j . Generally, some onedimensional constraints on Σ j are assumed for identifiability (between τ and Σ j ) conditions (see e.g., Pascal et al. [2008] ). In this work, we assume tr(Σ j ) = m.
This class of distributions contains in particular the Gaussian and the heavy-tailed Student's t cases. If the scale variableτ is constantly equal to 1, then we have a classical Gaussian distribution. In terms of pdf, the normal (Gaussian) distribution is a particular case of ES distributions in which g x (x) = e −x and C = π −m/2 . Furthermore, whenτ −1 ∼ Γ( ν 2 , 2 ν ), it is a t-distribution with ν degrees of freedom. This class includes other possibilities such as the k-distribution whereτ ∼ Γ(ν, 1 ν ). To have some connections between the most general model of ES distributions and the sub-class of compound Gaussian distributions, a Gaussiancore representation of CES has been introduced in Drašković and Pascal [2018] . The stochastic representation can be rewritten using the fact that u d = n/ n , where n ∼ N (0, I m ). Hence, a random vector x ∼ ES(µ j , Σ j , g x ) can be represented as
with Q, µ j and A j defined as in Eq. (3). If √ Q/ n is independent of n, the vector x follows a compound-Gaussian distribution.
Because one wants to keep the flexibility of this model, we do not set a particular distribution forτ in Eq. (4) to estimate the cluster distribution in a parametric way. Instead, we get inspiration from the compound-Gaussian family to model each cluster in an approximated way. We assume that each data point x i ∈ R m , from the cluster j of the mixture, is the result of multiplying a sample from a multivariate zero-mean Gaussian by a deterministic constant and a consequent translation, i.e. it can be written as
with the mean µ j a real vector, τ i a deterministic constant or parameter,
As shown in Figure 2 , elliptical data regions are set by different values of τ that flexibilize the cluster membership. This flexibility is reached without affecting the important parameter estimations. Notice that assuming all the τ i 's in the cluster j as unknown deterministic parameters is equivalent to assume the following pdf for τ :
where n j is the number of elements in cluster j. This particular pdf is the most general pdf since it depends on n unknown parameters leading to a semi-parametric estimation problems. O,n top of that, we will that this specific pdf will ensure the higher robustness to outliers compare to more traditional pdf such as t-or k-distributions.
Parameter Estimation for One Distribution
To feel the flavour of the general methodology, let us first assume that all data points are drawn from only one compound-Gaussian model. In order to fully characterize the distribution, one would have to fix the parameters µ and Σ and determine h, the pdf of τ . Our approach of considering the τ i 's as unknown parameters (and hence not dealing with a non-parametric model) comes from the fact that it is actually difficult (and possibly not necessary) to estimate the distribution of τ if we assume noise and heavytailed distributions. In the sequel, we hence consider one deterministic τ i for each data point x i as for instance in Pascal et al. [2008] . In consequence, we need to estimate µ, Σ and τ i for all 1 ≤ i ≤ n with all the samples of this distribution.
So, let us consider this approximated distribution for a n-samples of iid Anderson [1984] ) that once τ i is fixed, the Maximum-Likelihood estimators for µ and C i are given by
Notice that in such a case, i.e., omitting the particular structure of C i w.r.t. the τ i 's, C i does not depend on index i (summation is done over all i's).
However, as the parameter of interest is Σ instead of C i , the authors of Pascal et al. [2008] adopted a two-step strategy to alternatively maximize the likelihood function w.r.t. to each parameter. In a first step, one estimates µ, then each τ i given Σ and µ, then one estimates Σ given µ and each τ i . The second step consists in plug-in the resulting estimates. Hereafter are the solutions of the first-step :
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Finally, the estimators are given as the solutions of the following equations:
This system of equations, and particularly the fixed-point equations for estimating µ and Σ, are solved with an initial value and iterating until convergence as showed and discussed in Pascal et al. [2008] , Frontera-Pons et al. [2016] .
Parameter Estimation for the Mixture Model
For the clustering task, we start with K compound-Gaussian distributions, but, importantly, the specific distribution for each cluster is not perfectly known, since the pdf of the τ i 's is not specified. Similarly to the EM algorithm, we extend the model with n discrete variables Z i (with i = 1 . . . n), that are not observed (corresponding to the so-called latent variables), representing the cluster label of each observation x i . We compute the label for each observation and cluster in the E-step, while in the M-step we estimate
Proposition 1 Given the data points, i.e., the iid n sample
and the extended likelihood of the model as in (13), the maximization w.r.t. each parameter of the model contained in θ keeping the rest of the parameters fixed leads to
for the proportion of each distribution,
for the mean of each distribution,
for the covariance matrices and
for all scale parameters.
Proof 1 We proceed by maximizing the likelihood expectation w.r.t. the different parameters. Note that there is a constraint on the proportions {π k } K k=1 , which enforces us to a Lagrange multiplier. Solving the system of equations composed by
together with the conditions K j=1 π j = 1 and K j=1 p ij = 1, we get the expression given in (13).
Taking the derivative with respect to µ k , one has
and setting this expression to zero, one obtains
leading to the result of (14).
Now, in order to estimate Σ k , we differentiate w.r.t. Σ −1 k and get
Equating the latter expression to zero leads to equation (15).
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Finally, differentiation with respect to τ
Then, equating to zero leads to equation (16).
Finally, one can justify that these critical points are actually local extremes thanks to usual equations derived from the expectation of the Gaussian likelihood.
As follows from the derivation of Proposition 1, the estimator for the parameter π k is given by
and the fixed-point equations
and
hold for the rest of the estimators with w ik defined in equation (15).
It is important to notice that the derivation of estimators in our model results in usual robust estimators for the position and dispersion parameters of each distribution. More specifically, both can be assimilated to M -estimators with a certain u function Maronna [1976] . Actually, both the expressions for the mean and the scatter matrix estimators are very close to the corresponding Tyler's M -estimator (see for more details Tyler [1987] , Frontera-Pons et al. [2016] ). Main differences arise from the mixture model that leads to different weights involved by the different distributions. This approach can be seen as a generalization of Tyler's M -estimators to the mixture case.
Thus, µ k can be written as
, while Σ k can be written as
This reaffirms the robust character of our proposal.
High-Dimension Can Actually Help
Another important remark is the fact that bigger the dimension values m is, better is the τ estimation performance. Under some assumptions, if we take x i drawn from the cluster k, we show that the τ i estimator converges to the true value of τ i when m and n increase. We hereafter provide the proposition explaining this phenomenon.
Proposition 2 Given x i a random variable that can be written as
. Assume that there exists a sequence of random variables (t i ) i∈N that converges in distribution such that, for α ≥ 0, n α µ T k µ k ≤ t n and that µ k converges in probability to µ k . Then, ( τ i − τ i ) ∼ N (0, 2τ 2 i /m) when m and n are large enough and fulfil the inequality n > m(2m − 1).
Proof 2 By Tyler's Theorem that applies to elliptical distributions under the assumptions included in the proposition, we have the convergence of the scatter matrix Σ k to the true Σ k in probability (Theorem 4.1 Tyler [1987] ).
Then, by applying the continuous mapping theorem, it follows that Σ
Given that x i can be written as in (4), one has
Combining Σ −1 k P −→ Σ k −1 and µ k P −→ µ k and the Slutsky theorem leads to
Furthermore,
∼ N (τ i , 2τ 2 i /m), Finally, sequentially combining the approximations and imposing the condition n > m(2m − 1) to ensure the existence and uniqueness of the estimator, one obtains the limiting distribution for ( τ i − τ i ).
Remark 1
• First, in the case where the mean parameter is known, recent Random Matrix Theory results Couillet et al. [2014] , Couillet et al. [2015] , Zhang et al. [2016] are in agreement with this phenomenon and prove results for Maronna's and Tyler's M-estimators when m and n grow together at a fixed rate, i.e., m/n → γ ∈ [0, 1]. The proof of the simultaneous convergence of both position and dispersion parameters when the mean is unknown remains an open problem in the Tyler's case. We plan to address this scaling regime in future work.
• Secondly, Proposition 2 gives theoretical justification for obtaining better results in high-dimensional settings since in such cases τ i 's parameters will be more accurately estimated.
Structure of the Algorithm and Implementation Details
The general structure of the proposed algorithm is the same as the one of the classical EM algorithm. The main difference between both algorithms lies in the recursive update equations for the parameter estimations. More precisely, based on equations (18) and (19), we consider four slightly different versions of the algorithm depending on two different aspects:
1. Version 1: the parameter µ used to compute the estimator Σ is the one obtained in the same iteration of the fixed-point loop.
2. Version 2: the µ-parameter is the one obtained in the previous iteration. For concreteness, the complete algorithm in Versions 1 and 4 is shown in Algorithm 1.
Version 3: one proposes an
Let us now discuss initialization and thresholds used in the proposed algorithm. The mean parameters are initialized as the means resulting of the k-means algorithm. Due to singularity problems, we take the initial covariance matrix as the identity matrix. We set the initial value of all τ parameters to one. For the convergence flag, we consider 10 −6 for the threshold of the l 2 -norm difference of consecutive estimators, and the fixed-point loop length is set to 20 (see Section 3 for details). Using the initialization described above, we obtain the same final clustering results for each running. In the low-dimensional case, we truncate the τ value in order to avoid numerical issues induced by points that are very close to the mean. That is, if τ is smaller than 10 −8 we change its value to the selected threshold. The implementation in Python of the algorithm is available at the repository github.com/violetr/fem. Finally, regarding the complexity of the algorithm, it happens to be the same as the one of the classical EM algorithm for mixture of Gaussian distributions. The E-step has the same complexity of the usual algorithm.
For the M-step, even though a nested loop is included to solve the fixed-point equations, the complexity is not increased since the number of iterations is constant and the main cost of each iteration corresponds to the covariance matrix inversion as in EM for GMM.
Modifications in Very Low-Dimensional and High-Dimensional Contexts
In Section 2.3, we have shown that an increase of the dimension m helps the proposed algorithm in the estimation accuracy of the nuisance scale parameters τ . The ideal case for our algorithm is both n and m relatively large. We propose two alternative modifications/patches to be applied in the case of very small dimensional settings and very high-dimensional settings where identifiability and numerical issues may arise.
When the dimension m is small, τ values may be very close to zero, provoking matrix inversion problems in the computation of p ij . In order to avoid this numerical issue, we propose to group the τ values into buckets B l that divide the range of τ in pieces of fixed length, with 1 ≤ l ≤ L. The new value assigned to the scale parameterτ i = 1 #B τ B ∈B τ B . We choose L as the minimum integer that avoid the numerical problems.
On the other side, when the dimension m is very big, we propose covariance matrix restrictions as in the work of Celeux and Govaert [1995] . Some examples of these constraints include imposing a diagonal structure to the covariance matrices or assuming a common covariance matrix for all the clusters of the model. This kind of restriction is helpful to avoid identifiability by reducing the number of parameters in the model. In this case, we loose flexibility in the model. As usually when one applies regularization techniques, less situations can be perfectly fitted.
Experimental Results
In this section, we present experiments obtained with both synthetic and real data. We study the convergence of the fixed point equations and the estimation error in the case of synthetic data (for which we know the true parameter values). Additionally, for the real data, we compare the clustering results with the ground truth labels for k-means, the classical EM, EM for Student's t-distributions, HDBSCAN, spectral clustering Ng et al. [2001] and our robust algorithm. The comparison between the former three and our algorithm is straight-forward because they all have in common only one main parameter (the number of clusters) that we fix and suppose known in our experiments. In the case of spectral clustering, we run the Scikit-learn implementation where it is necessary to tune an extra parameter in order to build the neighborhood graph Pedregosa et al. [2011] . We set the number of neighbors in the graph equal to the number that maximizes the silhouette score Rousseeuw [1987] . A fair comparison with HDBSCAN is even more difficult to set because the parameters to tune are completely different and less intuitive than those of the other algorithms. Once again, we select the best silhouette score pair of parameters by sweeping a grid of selected values.
We then quantify the differences of performance by using the usual metrics for the clustering task known as the adjusted mutual information (AMI) index and the adjusted rand (AR) index Vinh et al. [2010] . Fore real datasets, one also provides the rate of correct classification when matching each clustering label with a classification label. In the case of real datasets, we also report the clustering classification rate as done in Weber and Robinson [2016] . In some cases, we visualize the 2D embedding of the data obtained by the UMAP algorithm McInnes et al. [2018] colored with the resulting labels of the different clustering algorithms in order to better understand the nature of the data and the clustering results. This dimensional reduction algorithm has the same objective as t-SNE van der Maaten and Hinton [2008] but its implementation in Python is much faster.
Synthetic data
In order to compare the clustering performance of the different algorithms we simulate data with different distributions for τ and different parameters. The different setups are reported in Tables 1 and 2. We repeat each experiment nrep = 100 times and collect the mean and standard deviation of estimation errors. In the Sigma case, we compute the Frobenius norm of the difference between the real scatter matrix parameter and its estimation, divided by the matrix size:
When estimating µ, the norm 2 of the error is computed. These values are shown in Table 3 . Furthermore, we report the clustering metrics in Table  4 . Details about distributions and the parameters in the different setups are given in Tables 1 and 2. In every setup, Σ 1 is a diagonal matrix with the same eigenvalues and Σ 3 is set to I m . An extra difference between setups is the π vector parameter, corresponding distribution proportions. Table 3 shows that in all cases the proposed algorithm referred to as flexible EM algorithm (F-EM) and t-EM error values are smaller than EM values. This increase in the performance can be simply explained by the robustness of the estimators in the case of heavy-tailed distributions or in the presence of outliers. It is interesting to confirm that, as in Setup 2, distributions present a bigger degree of freedom (tails are lighter), EM performs much better than in Setup 1. On the other hand, the difference between F-EM and t-EM is almost imperceptible in both settings. In Table  4 where the clustering metrics are reported, we can see that in average t-EM and F-EM are twice better than classic GMM. As shown in both tables, even in the Student's t case where the t-EM algorithm is completely adapted, our robust algorithm performs similar in average. Table 4 shows that in the Setup 2, both clustering metrics are improved compared to t-EM of almost 2.5%. Then, for Setups 3 and 4, in the case of mixture of three different distributions (k-, t-and Gaussian distribution), the F-EM algorithm outperforms almost always other algorithms. Thus, it is important to notice that the model assumptions used to derive the F-EM algorithm, i.e., unknown τ i 's, is very general and it successfully handle the case of mixtures of different distributions without additive computational cost, which appears to be an important contribution of this work. Figure 3 show the convergence of the fixed-point equations for the estimation of µ and Σ for the different versions of the algorithm in two setups. The first one is a simple case with two well-separated Gaussian distributions in dimension m = 10 (means equal to 0 m and 2*1 m , and covariance matrices equal to diag((0.25, 3.5, 0.25, 0.75, 1.5, 0.5, 1, 0.25, 1, 1)) and I m ) and the second one is a mixture of two t-distributions with heavy tails and the same parameters as in setup 1. As one can see in both cases, the convergence is reached for all versions of the algorithm after approximately twenty iterations of the fixed-point loop. As expected, there is a clear increase of speed of convergence for Versions 3 and 4. Even though, we decided to keep Version 2 that follows the original proposition and is slightly faster that Version 1. Furthermore, based on these graphs and previous studies about fixed-point fast convergence (see e.g., Pascal et al. [2008] ), we fixed the number of iterations to 20 in all the experiments. Notice that increasing this number do not result in a significant increase in terms of clustering performance.
The plots in

Real data
The proposed F-EM algorithm has been tested on three different real data sets: MNIST Lecun et al. [1998] , small NORB LeCun and Bottou [2004] and 20newsgroup Mitchell [1997] . The MNIST hand-written digits ( Figure  4) data set has become a standard benchmark for classification/clustering methods. We have applied F-EM to discover groups in balanced subsets of similar pairs of digits (3-8 and 1-7) and the set of digits (3-8-6). We additionally contaminated the later subset with a small proportion of noise by randomly added some of the remaining different digits.
As in most application examples in the literature, we first applied PCA to work with some meaningful features instead of the original data. We make a trade-off between explained variance and curse of dimensionality effects. The dimension of the reducted data is shown in Table 5 under the column m. Because of the stochastic character of the algorithms, we run each of them multiple times (nrep = 50) and we report the median value of the metrics. The metrics for the F-EM algorithm are always the same, except in the normalized NORB case, because the variation in terms of cluster centers between one run and another is really small for k-means. This explains why we do not report the variance.
As can be seen in Tables 6, 7 and 8, one obtains, in most cases, better values for both metrics than those produced by the other partitioning techniques. This can be explained by the increment in flexibility and the smaller impact of outliers in the estimation process. More precisely, the F-EM algorithm does not provide the best results in three scenarios:
• MNIST 7-1 scenario for AMI and AR indices, where the t-EM performs the best,
• MNIST 3-8-6 for the three criteria where the spectral clustering performs the best,
• normalized NORB where the t-EM performs the best.
The lost in performance of the F-EM algorithm is, except for the normalized NORB, around or less than 1% highlighting the robustness of the approach ("better or strongly better than existing methods in most cases and comparable in other cases"). Moreover, those scenarios always correspond to the simpler scenarios, without noise and with well-separated clusters.
We collected the clustering results from the HDBSCAN algorithms fed with a grid of values for its two main parameters. All the computed metrics comparing the results with the ground truth were bad, close to 0. We show the best clustering result of the 3-8 MNIST subset in Figure 5 where a high amount of data points is classified as noise by the algorithm. If the metric is computed only in the non-noise labeled data points then the clustering is almost perfect. This behaviour can be explained by the dimension of the data, that seems to be too high for HDBSCAN to deal with.
Additionally, we have tested dimensional reduction techniques UMAP and t-SNE prior to the clustering task. All metrics were improved after carefully tuning the parameters. In this scenario, the proposed method performs similarly to the classical EM because these embedding methods tend to attract outliers and noise to clusters. However, these non-linear visualization approaches are not recommended to extract features before clustering because fictitious effects might appear depending on the parameters choice.
For the NORB dataset (some representatives are shown in Figure 6 ), kmeans, EM, spectral clustering and UMAP+HDBSCAN do not perform in a satisfactory way since they end-up capturing the luminosity as the main classification aspect. In contrast, t-EM and the F-EM algorithm highly outperform them, as can be seen in Tables 6, 7 and 8. This can be emphasized thanks to results of Figure 7 , where label-colored two-dimensional embeddings of the data based on the classification produced by the different methods are shown. The effect of extreme light values seems to be faded by the robust parameter estimators.
We then study the changes after recentering each picture so that the mean is equal for all images (normalized NORB). The best performance in this case is the one of the mixture of t-distributions model. The results in both original and normalized versions show that a robust approach is a key aspect in this dataset to obtain better performances. In this case, the F-EM cannot take advantage of the joint estimation between the mean and the scatter matrix. Poor results could be explained by the bad centers provided by k-means initialization that stuck our algorithm in bad local optima.
Finally, the 20newsgroup data set is a bag of words constructed from a corpus of news. Each piece of news is classified by topic modelling into twenty groups. Once again, we compare the performance of our methods with the ones of k-means, EM, t-EM and spectral clustering algorithms after applying PCA. The corresponding results are also presented in Tables 6, 7 and 8. One can see that k-means and spectral clustering perform poorly, while EM and t-EM outperform them. Nevertheless, the proposed F-EM algorithm has remarkably better results than the others. It is not clear why spectral clustering is performing so badly on this dataset, it could be due to the lack of separation between clusters and/or the presence of noise that breaks the performance.
Concluding remarks
In this paper we have presented a robust clustering algorithm that outperforms several state of the art algorithms for both synthetic and real diverse data.
Its advantages stem from an original model for the data distribution, namely a mixture of compound-Gaussian distributions. It is based on an approximation of the random variables τ , which define scale (and are involved in the definition of the mixture distribution) as deterministic parameters, thus leading to a more general semi-parametric problem. The flexibility of this model makes it particularly suitable for analyzing heavytailed distributed and/or noise-contaminated data. The original approach of estimating one scale parameter for each data point makes the algorithm particularly well adapted to high-dimensional settings, as we have shown using a theoretical argument.
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We have applied our algorithm to cluster both synthetic and real data. The former are mainly Gaussian and t-distributed randomly generated data. For the latter, we have considered three well-known datasets, namely the socalled MNIST and NORB images sets, and also the 20newsgroups bag of words dataset, in all cases convergence was achieved quickly.
For the simulated data, we obtained accurate estimations and good classification rates. Of course, the best model is the one that coincides with the distribution of the data, e.g., when the mixture is actually Gaussian, EM outperforms all other methods, including ours, but only marginally, and our method performs well on all considered scenarios.
For the real data set that we considered, Tables 6, 7 and 8 show that our methods offer better results compared to k-means, EM and t-EM. It is also competitive with spectral clustering and still delivers very good results in situations where both HDBSCAN and spectral clustering completely break down.
Setup m distribution 1 distribution 2 distribution 3 1 8 t,dof = 3 t,dof = 3 t,dof = 3 2 8 t,dof = 10 t,dof = 10 t,dof = 10 3 40 K,dof = 3 t,dof = 6 Gaussian 4 50 K,dof = 3 t,dof = 5 Gaussian Setup Table 8 : Median accuracy measuring the performance (correct classification rate) of k-means, GMM, t-EM, spectral and our algorithm (F-EM) results for variations of the MNIST data set, small NORB and 20newsgroup. Figure 5 : UMAP embedding of the 3-8 pair MNIST subset colored with labels. On the first row, from left to right, the real ground truth labels, the F-EM clustering labels and the t-EM clustering labels. On the second row, from left to right, the k-means clustering labels, the EM labels and the spectral clustering labels. On the bottom, the HDBSCAN labels. Points colored with black are labelled as noise. Figure 6 : Four samples of the small NORB data set from the 4 considered categories. Differences in brightness between the pictures can be appreciated. Figure 7 : NORB's UMAP embedding colored with relative labels. On the top, from left to right, the real ground truth labels, the F-EM clustering labels and the t-EM clustering labels. On the bottom, from left to right, the k-means clustering labels, the EM labels and finally the spectral clustering labels.
