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Abstract
An integral arising in certain studies of theoretical electromagnetics is evaluated and its properties are
discussed in some detail. The integral has three integer, two real, and one complex parameter. The integrand
involves a product of Bessel functions of di2erent argument and order. Several generalizations are discussed.
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1. Introduction
Two recent works [2,3] deal with obtaining the Green’s function in unbounded, biaxially aniso-
tropic media and understanding its properties. This problem is of interest because, in its usual form
[20], the Sommerfeld radiation condition is not applicable. This form only applies to electromagnetic
media which are both isotropic and dispersive.
A number of methods have been used to replace this radiation condition: For the case of magne-
toionic media, the approach in [18] is to make use of the principle of causality; this is equivalent to
requiring analyticity of the solutions in the appropriate half of the complex frequency plane. Another
method [2,3,9] is to assume, initially, that the medium is slightly lossy. The proper solution is the
one that is bounded at in:nity. The :nal step is to take the limit of this solution for zero loss.
In the aforementioned works [2,3], the Green’s function is known in cylindrical coordinates
through its inverse Fourier transform. To reduce the Fourier transform, the integral over the radial
Fourier variable is performed. The resulting double-integral expression is rather complicated in form;
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nonetheless, it is capable of providing insight into the spectral behavior of the two kinds of waves
observed in anisotropic media.
A key constituent of the above double-integral expression is the de:nite integral
f(x; a; b; p; m; n) =
∫ ∞
0
yp
y2 + x2
Jm(ay)Jn(by) dy; (1.1)
where a and b are real and positive (they represent distances from the origin to the source and
observation points), and m; n; and p are integers with p+ m+ n= odd. Except for certain special
cases, we could :nd no closed-form expression for f in the usual sources. For example, no such
expression is contained in [7,14].
In the present paper, motivated by the above considerations, we evaluate f (subject to certain
conditions for convergence), and perform a detailed study of its properties. Regarding the anisotropic
media in question, it is hoped that this study will (a) greatly facilitate numerical computations and (b)
help obtain additional insight via analytical techniques. We obtain a number of results related to f,
and discuss their connections with other results. We have checked many of our results numerically.
Suppose that b is the (real) variable while a is :xed. It follows from the behavior of the integrand
at y =∞ that f is not in:nitely di2erentiable at the point b= a. This property is also true of ‘the
discontinuous integral of Weber and Schafheitlin’, which is the Mellin transform of the product of
two Bessel functions, viz.
WS(a; b; ; ; ) =
∫ ∞
0
y−1J(ay)J(by) dy: (1.2)
The integral WS is discussed in great detail in Watson’s [21] classical Treatise on the theory of
Bessel functions. Another useful work, not referred to in [21], is the 1930 paper [4]. In the present
paper, we discuss several relations between WS and f.
Our paper is organized as follows. In Section 2, we evaluate f when b = a by a scheme based on
contour-integral techniques. Our scheme somewhat resembles the one used in [4] for the evaluation
of WS; it employs only elementary properties of Bessel functions. The integrated expression we :nd
consists of a product of Bessel functions plus an interesting polynomial of 1=x2, which is written in
several di2erent forms. These results are extended in Section 3 to the case b= a. In Section 4, we
discuss the aforementioned continuity=di2erentiability of f. The integral f is discussed in Section 5
as a function of the complex variable x. The results of Section 6 generalize some of the results in
Section 2: for b = a, one of the integrated expressions for f is shown (by an independent method)
to be valid for certain complex values of p; m; n. Section 6 also includes a brief discussion on the
applicability of the powerful Mellin-transform method.
2. The basic integral
In this section, we consider the integral f de:ned in (1.1) subject to the restrictions
0¡b¡a; (2.1)
Re(x)¿ 0; (2.2)
m; n; p integers; m= 0; 1; 2; : : : ; n= 0; 1; 2; : : : ; (2.3)
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− m− n6p6 2; (2.4)
p+ m+ n= 1; 3; 5; : : : : (2.5)
Let us comment on these restrictions, some of which will be removed in later sections.
(a) The condition that the integers m, n are nonnegative is made for simplicity, and extensions to
negative values of m; n are trivial.
(b) Assume that (2.1)–(2.3) hold. Then conditions (2.4) are necessary and suJcient for our integral
to converge. This is seen by considering the behavior of the integrand at y = 0 and y =∞.
(c) As will be seen soon, our :nal results hold only when the additional condition (2.5) is satis:ed.
2.1. Evaluation of f
To evaluate f, :rst write
f = lim
→0
[
1
2
∫ ∞

ypH (1)m (ay)Jn(by)
y2 + x2
dy +
1
2
∫ ∞

ypH (2)m (ay)Jn(by)
y2 + x2
dy
]
: (2.6)
Next, assume temporarily that
− 
2
¡Arg(x)¡ 0 (2.7)
and consider the two contour integrals
g1 =
1
2
∮
C1
ypH (1)m (ay)Jn(by)
y2 + x2
dy = g11() + g12 + g13() + g14(); (2.8)
g2 =
1
2
∮
C2
ypH (2)m (ay)Jn(by)
y2 + x2
dy = g21() + g22 + g23() + g24(); (2.9)
where the closed contours C1 and C2 are shown in Figs. 1 and 2. Using residues
g1 =
1
2
2i Res
{
ypH (1)m (ay)Jn(by)
(y + ix)(y − ix) ;y = xe
i=2
}
= ip−m+n−1xp−1Km(ax)In(bx) (2.10)
and with (2.5),
g1 = (−1)(p−m+n−1)=2xp−1Km(ax)In(bx); (2.11)
whereas C2 encloses no poles so that
g2 = 0: (2.12)
Our integral f is given by
f= lim
→0 [g11() + g21()]
= (−1)(p−m+n−1)=2xp−1Km(ax)In(bx)
− lim
→0[g13() + g23()]− lim→0[g14() + g24()]− (g12 + g22): (2.13)
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Fig. 1. Closed contour C1 for integral g1.
Setting t = ye−i=2 we obtain for g13()
g13() =
1
2
∫ 
∞
eip=2tpH (1)m (atei=2)Jn(btei=2)
x2 − t2 e
i=2 dt
=
1

ei(p−m+n)=2
∫ ∞

tpKm(at)In(bt)
t2 − x2 dt: (2.14)
Note that the preceding integral converges at ∞ because of condition (2.1). In a similar manner
(but setting t = yei=2) we obtain
g23() =
1

ei(m−n−p)=2
∫ ∞

tpKm(at)In(bt)
t2 − x2 dt: (2.15)
Thus, the sum
g13() + g23() =
2

cos
[
(p− m+ n)
2
] ∫ ∞

tpKm(at)In(bt)
t2 − x2 dt = 0; (2.16)
is zero for any positive  because of (2.5). Condition (2.1) and the asymptotic relation
H (1)m (ay)Jn(by) = O
(
ei(a+b)y
y
)
+O
(
ei(a−b)y
y
)
as |y| → ∞ (2.17)
(06Arg(y)6 =2), imply that g12 vanishes as R→∞. Similarly, g22 vanishes as R→∞.
Eq. (2.13) thus reduces to
f = (−1)(p−m+n−1)=2xp−1Km(ax)In(bx) + D; (2.18)
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Fig. 2. Closed contour C2 for integral g2.
where we denote
D =−lim
→0 [g14() + g24()]: (2.19)
The integral g24() is
g24() =
1
2
∫ 
e−i=2
ypH (2)m (ay)Jn(by)
y2 + x2
dy: (2.20)
Setting t = yei and using (2.5) we obtain
g24() =
1
2
∫ ei=2
ei
tpH (1)m (at)Jn(bt)
t2 + x2
dt; (2.21)
whereas the integral g14() is given by
g14() =
1
2
∫ 
ei=2
ypH (1)m (ay)Jn(by)
y2 + x2
dy; (2.22)
so the two integrals in D can be combined into one and we get
D = lim
→0
(
−1
2
)∫ 
ei
tpH (1)m (at)Jn(bt)
t2 + x2
dt; (2.23)
where the path of integration does not cross the negative real semi-axis.
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Now let us evaluate D. Any ‘integrable part’ of the integrand can be discarded because we will
:nally take the limit as → 0. It is shown in Appendix A that the integrand behaves according to
− 1
2
tpH (1)m (at)Jn(bt)
t2 + x2
=
i
2
(a
2
)−m(b
2
)n 1
x2
∞∑
‘=0
B(‘; m; n; b; a; x)t2‘+p−m+n +O(tp+m+n ln t); (2.24)
as t → 0 + 0, where, for ‘ = 0; 1; 2; : : :
B(‘; m; n; b; a; x) =
min(‘;m−1)∑
k=0
 (m− k)
k!
(a
2
)2k
A(‘ − k; n; b; x) (2.25)
and where
A(‘; n; b; x) =
(−1)‘
x2‘
‘∑
k=0
(bx=2)2k
k! (n+ k + 1)
: (2.26)
In this paper, we follow the usual convention that
negative∑
k=0
= 0; (2.27)
a case occuring in (2.25) when ‘ = m= 0.
Observe that
(a) the O(tp+m+n ln t) terms in (2.24) are integrable because of condition (2.4),
(b) because of condition (2.5), the series in (2.24) consists of odd powers of t,
(c) for any odd integer q, the following equality holds:
lim
→0
∫ 
ei
tq dt =
{
0; if q =− 1;
−i; if q=−1; (2.28)
where the path of integration lies above the origin. As a consequence of (a)–(c), when we substitute
(2.24) into (2.23) and integrate term-by-term, we will have two cases:
Case 1: If (m − p − n − 1)=2 = ‘ for some nonnegative integer ‘, then only the ‘th term will
survive.
Case 2: If (m− p− n− 1)=26− 1, then no term will survive.
Eqs. (2.3)–(2.5) imply that min((m−p−n−1)=2; m−1)=(m−p−n−1)=2, and we can obtain
the following formula, which is valid for both cases.
D=
i
2
(
2
a
)m(b
2
)n 1
x2
B
(
m− p− n− 1
2
; m; n; b; a; x
)
(−i)
=
1
2
(
2
a
)m(b
2
)n 1
x2
(m−p−n−1)=2∑
k=0
 (m− k)
k!
(a
2
)2k
A
(
m− p− n− 1
2
− k; n; b; x
)
: (2.29)
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Using (2.26) and setting q= (m− p− n− 1)=2− k we obtain
D=
1
2
(
2
a
)p+n+1(b
2
)n 1
x2
(m−p−n−1)=2∑
q=0
(−1)q  ((m+ p+ n+ 1)=2 + q)
 ((m− p− n+ 1)=2− q)
×
(
2
ax
)2q q∑
k=0
(bx=2)2k
k! (n+ k + 1)
: (2.30)
Thus, f is given by (2.18), where D is given by (2.30). In the derivation, we used condition
(2.7). We can now remove this condition by noting that both sides of (2.18) are analytic functions
of x [as long as Re(x)¿ 0], and invoking analytic continuation, or by taking complex conjugates.
Thus, f is given by (2.18) subject to (2.1)–(2.5).
2.2. Alternative equations
We now derive some alternative equations for f and D. To do this, introduce for convenience
the integer r by
m− p− n= 2r + 1 (2.31)
and assume that r¿ 0 so that D is nonzero. In the inner summation in (2.30), set ‘ = q − k and
replace the resulting summation limit q by r (this is possible because of the  function in the
denominator). Interchange, also, the order of summation to obtain
D=
1
2
(
2
a
)m−2r (b
2
)n 1
x2
r∑
‘=0
(
2
bx
)2‘
×
r∑
q=0
(−1)q  (m− r + q)
 (r + 1− q) (q− ‘ + 1) (n+ q− ‘ + 1)
(
b
a
)2q
: (2.32)
Now set k = q− ‘ in the inner summation and j = r − ‘ in the outer summation to obtain
D=
(−1)r
2x2r+2
(
2
a
)m(b
2
)n r∑
j=0
(−1) j
(ax
2
)2j
×
j∑
k=0
(−1)k  (m− j + k)
k! (j − k + 1) (n+ k + 1)
(
b
a
)2k
; (2.33)
where the  functions and condition (2.4) have allowed us to replace the inner summation limit
j− r by 0. The inner summation in (2.33) can be written in terms of a hypergeometric function, so
that an alternative equation for D is
D=
(−1)r
2x2r+2
(
2
a
)m(b
2
)n (m− 1)!
n!
×
r∑
j=0
1
(1− m)jj!
(ax
2
)2j
2F1
(
−j; m− j; n+ 1; b
2
a2
)
r = 0; 1; 2; : : : : (2.34)
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In (2.34), we use the usual notation for Pochhammer’s symbol. Also, note that the case m = 0 is
excluded by r¿ 0 and (2.4). A number of similar expressions for D can be obtained; the one in
(2.34) is conveniently related to one in [5] as will be explained in Section 6.
It is worth mentioning that representation (2.34) comes instantly from (1.1) if one splits yp=(y2 +
x2) = ym−n−2r−1=(y2 + x2) into two terms according to
yp
y2 + x2
= (−1)r+1x−2r−2 y
m−n+1
y2 + x2
+ (−1)r
r∑
j=0
(−1) jx2j−2r−2ym−n−2j−1; (2.35)
and integrates each term separately—D corresponds to the second term in (2.35). The above statement
is true (at least) when the resulting integrals converge (note that it is not necessary that they do
converge). We further explore (2.35) in Section 6.
Our :nal useful expression for f is found by relating the 2F1 in (2.34) to a Jacobi Polynomial
P(';()j (z); we can easily show that
f= xp−1(−1)(p−m+n−1)=2Km(ax)In(bx)− (−1)
(p−m+n−1)=2
2xm−n−p+1
(
2
a
)m(b
2
)n
×
(m−n−p−1)=2∑
j=0
(−1) j  (m− j)
 (n+ j + 1)
P(n; m−n−2j−1)j
(
1− 2b
2
a2
)(ax
2
)2j
; 0¡b¡a: (2.36)
The following consideration is a direct consequence of (1.1) itself: if in any formula for f valid
for the case 0¡b¡a, we interchange m and n, and also a and b, we obtain a formula for f valid
for the case 0¡a¡b. From (2.36), we thus obtain
f= xp−1(−1)(p−n+m−1)=2Im(ax)Kn(bx)− (−1)
(p−n+m−1)=2
2xn−m−p+1
(
2
b
)n (a
2
)m
×
(n−m−p−1)=2∑
j=0
(−1) j  (n− j)
 (m+ j + 1)
P(m;n−m−2j−1)j
(
1− 2a
2
b2
)(
bx
2
)2j
; 0¡a¡b: (2.37)
Together, Eqs. (2.36) and (2.37) are integrated formulas for f, valid for all positive a, b with a = b;
these are correct when conditions (2.2)–(2.5) hold.
3. The case b= a
Now consider the integral (1.1), still subject to conditions (2.2) and (2.3), but with (2.1) replaced
by
b= a¿ 0: (3.1)
Examination of the behavior of the integrand shows that (1.1) converges if (2.4) is replaced by the
stricter suJcient condition
− m− n6p6 1: (3.2)
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We :rst point out that an expression for f can in this case be obtained from the tabulated integral
[14, 2.12.32.10.], viz.,∫ ∞
0
y*
y2 + x2
J(ay)J(ay) dy
=

2
x*−1 sec
(*+  + )
2
I(ax)I(ax)
+
1
2
(a
2
)1−*  (( + + *− 1)=2) (2− *)
 ((3− *+  − )=2) ((3− *+  + )=2) ((3− *−  + )=2)
×3F4
(
1;
2− *
2
;
3− *
2
;
3− *−  − 
2
;
3− *+  − 
2
;
×3− *+  + 
2
;
3− *−  + 
2
; a2x2
)
;
a¿ 0; Re x¿ 0; −Re − Re − 1¡Re*¡ 2; (3.3)
(actually, [14, 2.12.32.10.] is a slightly more general integral where a power of y2 + x2 appears
in the denominator). With obvious identi:cations, Eq. (3.3) is an integrated expression for f. The
diJculty is that the right-hand side is indeterminate when * +  +  becomes an odd integer, and
this is precisely the case of interest. One can use a limiting process to proceed but it is simpler,
perhaps, to use our previous results as follows.
Assume that (2.5) holds. A careful examination of Section 2 reveals that the series of steps that
led to (2.36) and (2.37) continue to hold in the present case. Note, in particular, that g13() and
g23() still converge at ∞ because of (3.2), while their integrands no longer decay exponentially.
Eq. (3.2) also implies that g12 and g22 still vanish as R→∞.
Therefore, all results of Section 2, including (2.36) and (2.37), are still correct for the case where
(2.1) and (2.4) are replaced by (3.1) and (3.2), respectively.
Furthermore, it is possible in this case to simplify our integrated expressions for f by using the
special value
P('; ()j (−1) = (−1) j
 (j + ( + 1)
 (j + 1) (( + 1)
; (3.4)
of the Jacobi polynomial. Eqs. (2.36) and (2.37) thus reduce to the following two alternative
expressions:
f= xp−1(−1)(p−m+n−1)=2Km(ax)In(ax)− (−1)
(p−m+n−1)=2
2xm−n−p+1
(
2
a
)m−n
×
(m−n−p−1)=2∑
j=0
 (m− j) (m− n− j)
j! (n+ j + 1) (m− n− 2j)
(ax
2
)2j
352 G. Fikioris et al. / Journal of Computational and Applied Mathematics 146 (2002) 343–360
= xp−1(−1)(p−n+m−1)=2Kn(ax)Im(ax)− (−1)
(p−n+m−1)=2
2xn−m−p+1
(
2
a
)n−m
×
(n−m−p−1)=2∑
j=0
 (n− j) (n− m− j)
j! (m+ j + 1) (n− m− 2j)
(ax
2
)2j
; b= a¿ 0; (3.5)
which are correct subject to (2.2), (2.3), (2.5), and (3.2). A direct derivation of (3.5) is simpler
because we can use the equation
−tm−nYm(at)Jn(at)
=
m−1∑
‘=0
(a
2
)n−m+2‘  (n− m+ 2‘ + 1) (m− ‘)
‘! (n− m+ ‘ + 1) (n+ ‘ + 1) t
2‘ +O(tm+n ln t); (3.6)
as t → 0 + 0 (deduced from [21, Section 5.42]), which leads to a simpler relation in place of
Eqs. (2.24)–(2.26). This is shown in Appendix B.
3.1. The case p= 2
When b = a¿ 0, condition (3.2) is suJcient for the convergence of integral (1.1), but not nec-
essary; from the asymptotic expansion of the Bessel functions it follows that (1.1) also converges
when p= 2 while
m− n=±1;±3;±5 : : : (m= 0; 1; 2; : : : ; n= 0; 1; 2; : : :): (3.7)
Assume that (2.2) holds. The series of steps that led to (2.18) and (2.30) are now not valid [for
example, g13() diverges] and the results (2.36) and (2.37) do not hold. In this case, we can evaluate
f = f(x; a; a; 2; m; n) if we note from (1.1) that
f(x; a; b; 2; m; n) =WS(a; b; 1; m; n)− x2f(x; a; b; 0; m; n); (3.8)
for all positive a, b, as long as (3.7) holds. Here, WS is the Weber–Schafheitlin integral de:ned in
(1.2). The special case appearing in (3.8) is evaluated in [21, Section 13.41]; in particular, for b=a
we can deduce from the corrected [8] formula [7, 6.512 2.] that
WS(a; a; 1; m; n) =
(−1)(|m−n|−1)=2
2a
(a¿ 0; m− n=±1;±3;±5 : : :): (3.9)
Two alternative integrated expressions for f(x; a; a; 2; m; n) can now immediately be obtained by
setting b = a in (3.8), using (3.9), and also (3.5) for the case p = 0. The simpler of the two
expressions can be conveniently written as
f(x; a; a; 2; m; n) = (−1)(|m−n|−1)=2
[
1
2a
− xKs(ax)IS(ax)
]
; (3.10)
where S =max(m; n) and s=min(m; n). This formula is valid subject to (2.2) and (3.7).
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3.2. Corollary: two Bessel-function identities
If we write (3.5) for ax = z; n =  + q (q = 0; 1; 2; : : :) and p = [1 + (−1)q]=2 we obtain the
following equality, which is an interesting Bessel function identity:
K(z)I+q(z)− (−1)qK+q(z)I(z)
=
(−1)q+1
2
(q−1)=2∑
j=0
 ( + q− j) (q− j)
j! ( + j + 1) (q− 2j)
( z
2
)2j−q
; q= 0; 1; 2; : : : : (3.11)
It is tantamount to
I−(z)I+q(z)− I−−q(z)I(z)
=
(−1)q+1 sin 

(q−1)=2∑
j=0
 ( + q− j) (q− j)
j! ( + j + 1) (q− 2j)
( z
2
)2j−q
; q= 0; 1; 2; : : : : (3.12)
In (3.11) and (3.12), 	(q − 1)=2
 is the greatest integer not larger than (q − 1)=2. Obviously, no
restriction on z is required. Furthermore, condition =0; 1; 2; : : : which was assumed in the derivation
of (3.11) is also not required so that (3.11) and (3.12) hold with no restriction on  (when  is
a negative integer, though, a limiting process may be necessary). These remarks are con:rmed in
Appendix C, where it is pointed out that (3.12) is a counterpart of a known identity involving the
Bessel function J and the Lommel polynomial. Note that when q = 1, (3.11) and (3.12) reduce to
well-known formulas [10, p. 68] related to the Wronskian determinant.
4. Continuity and dierentiability of f
In this section, we discuss the continuity and di2erentiability of f, taking b to be the (real)
variable, while a is :xed and positive. Suppose :rst that (3.2) holds, so that p =2. From the
discussion in Section 3, f(x; a; b; p; m; n) is continuous at the point b = a, and the expressions on
the right-hand sides of (2.36) and (2.37) are equal when b = a. This equality, which is essentially
identity (3.11), is not apparent from the expressions themselves. Despite the continuity of f, the
two expressions (functions) on the right-hand sides of (2.36) and (2.37) are not the same. To be
more precise, they are not analytic continuations of each other. We can be assured of this if we
note that the :rst function is exponentially large for large b, whereas the second one cannot be.
For p=2, on the other hand, the discussion in Section 3.1 shows that f(x; a; b; 2; m; n) is discon-
tinuous at b= a [assuming, of course, that (3.7) holds]. The discontinuity here is related to that of
a WS integral. Speci:cally, from the corrected [8] formula [7, 6.512 2.], it is not diJcult to obtain
WS(a; a+ 0; 1; m; n)−WS(a; a− 0; 1; m; n) = (−1)
(n−m−1)=2
a
(4.1)
and
WS(a; a; 1; m; n) = 12[WS(a; a+ 0; 1; m; n) +WS(a; a− 0; 1; m; n)]: (4.2)
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For p= 0, f(x; a; b; 0; m; n) is continuous. Thus, (3.8), (4.1), and (4.2) imply
f(x; a; a+ 0; 2; m; n)− f(x; a; a− 0; 2; m; n) = (−1)
(n−m−1)=2
a
(4.3)
and
f(x; a; a; 2; m; n) = 12[f(x; a; a+ 0; 2; m; n) + f(x; a; a− 0; 2; m; n)]: (4.4)
For p= 2 and subject to (2.2) and (3.7), we have thus found
(a) the simple expression (4.3) for the discontinuity of f, which coincides with the discontinuity
of WS(a; b; 1; m; n),
(b) that, as in the case of WS(a; b; 1; m; n), the :nite value of f when b = a is the mean of the
limits of f when b= a− 0 and b= a+ 0. This value is provided in (3.10).
For p6 1, and as long as (2.2), (2.3), (2.5), and the convergence condition (3.2) are satis:ed,
some of the above considerations can be extended to the derivative @2−pf=@b2−p. When p= 1, for
example, f is continuous at b= a, but @f=@b is discontinuous; the quantity∫ ∞
0
y
y2 + x2
Jm(ay)
@Jn(by)
@b
dy
∣∣∣∣
b=a
; (4.5)
obtained by di2erentiating under the integral sign, is not the derivative @f=@b of f at b = a but,
rather, the mean of the limits of this derivative when b= a− 0 and b= a+ 0.
5. f as function of x
We now discuss some properties of f with respect to the complex variable x. It is :rst convenient
to rewrite (2.36) and (2.37) for x = −it and consider t as our complex variable. Thus we discuss
the integral
f1(t) =
∫ ∞
0
yp
y2 − t2 Jm(ay)Jn(by) dy; (5.1)
which is an analytic function of t in the upper half-plane and is given by
f1(t) =
i
2
tp−1H (1)m (at)Jn(bt) + D1(t); Im(t)¿ 0; (5.2)
where
D1(t) =− 12tm−n−p+1
(
2
a
)m(b
2
)n
×
(m−n−p−1)=2∑
j=0
 (m− j)
 (n+ j + 1)
P(n;m−n−2j−1)j
(
1− 2 b
2
a2
)(ax
2
)2j
: (5.3)
Eq. (5.2), as well as equalities (5.4) and (5.5) below, hold when 0¡b6 a and subject to (2.3)–
(2.5). As discussed in Section 3, (5.3) simpli:es when b= a.
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Taking the complex conjugate (or invoking the evenness of f1) we obtain an expression for f1
valid in the lower half-plane
f1(t) =− i2 t
p−1H (2)m (at)Jn(bt) + D1(t); Im(t)¡ 0: (5.4)
When t is real and nonzero, t ¿ 0 say, (5.1) can be understood in the principal-value sense and, by
the Sokhotskyi–Plemelj formulas, it is the mean value of the expressions in (5.2) and (5.4). We can
thus obtain
PV
∫ ∞
0
yp
y2 − t2 Jm(ay)Jn(by) dy =−

2
tp−1Ym(at)Jn(bt) + D1(t); t ¿ 0: (5.5)
From (5.2) and (5.4) and in accordance with Sokhotskyi–Plemelj formulas, as t crosses the positive
real semi-axis from below to above, there is a discontinuity in f1(t) equal to itp−1Jm(at)Jn(bt).
6. An extension to general values of m, n
Throughout our analysis, we assumed that m and n are integers. We now consider complex values
of m and n. What we will show, in essence, is that the basic integral of Section 2 continues to be
given by (2.18) and (2.34), provided that a condition similar to (2.5) remains valid. To be precise,
we will show that when
0¡b¡a; Re(x)¿ 0; r = integer (6.1)
and subject to the conditions
− 2− 12 Re()¡r¡Re(); (6.2)
the integral
f2(r) =
∫ ∞
0
y−−2r−1
y2 + x2
J(ay)J+(by) dy; (6.3)
is equal to
(−1)r+1x−−2r−2K(ax)I+(bx) + (−1)
r
2x2r+2
(
2
a
) (b
2
)+  ()
 ( + + 1)
×
r∑
j=0
1
(1− )jj!
(ax
2
)2j
2F1
(
−j;  − j;  + + 1; b
2
a2
)
; (6.4)
where the reasons for changing the notation will become apparent. Clearly, when conditions (6.1)
hold, conditions (6.2) are suJcient for the convergence of the integral f2(r); and as long as neither
 nor  +  is a negative integer, (6.2) are also necessary conditions.
6.1. On the use of the Mellin transform
Let us digress a bit before deriving our result. The Mellin transform (MT) is often used in problems
involving integrals—see, for example, the applications in [11,12,17]. In particular, the MT is a very
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powerful tool for the evaluation and symbolic computation of de:nite integrals [1,13,15–17,22]. It
is thus natural to inquire whether the general-purpose integration method described in [1,13,15–17]
is suitable for evaluating the integral f2 (or indeed, the integral f of Section 2). We briePy discuss
this here. We only discuss integration using a single MT, the theory of which is more developed
than the integration using multiple MT. For de:niteness, our MT variable is z and, for all z within
a proper vertical strip, the MT of /(t) is MT{/}= ∫∞0 tz−1/(t) dt.
First consider a MT with respect to x: we regard f2 as the convolution
∫∞
0 /1(y)/2(x=y)=y dy
of the functions /1(x)= x−−2r−2J(ax)J+(bx) and /2(x)= 1=(1+ x2), so that the MT of f2 with
respect to the variable x is the product of the MTs of /1(x) and /2(x). The latter MT is elementary,
and the former can be found with the aid of formula [7, 6.574 1.] for the WS integral. For suJciently
large Re() and Re(), the respective vertical strips overlap. At least for 0¡Re(z)¡ 2, we can
thus obtain the MT of f2 as
MT{f2}= (−1)r+12−−2r−4+za−+2r+2−zb+  ( − r − 1 + z=2) (−r − 1 + z=2) ( + + 1)
×2F1( − r − 1 + z=2;−r − 1 + z=2;  + + 1; b2=a2): (6.5)
As long as b = a, this is not a ratio of products of  functions. In other words, we have not succeeded
in representing f2 as a Mellin–Barnes integral. Because this is a key factor for the success of the
integration method in question, the method is not directly applicable. (We point out in the next
section, however, that even when b = a, (6.5) can still be a useful equation.)
A similar situation arises if one considers the MT with respect to the variable a: from the corrected
[6] formula [7, 6.565 8.], it is seen that, once again, we do not obtain a Mellin–Barnes integral.
6.2. Evaluation of f2
We now verify the result in (6.4). We only consider the case r¿ 0 [in which the sum in (6.4)
is nonzero] because f2(r) is a tabulated integral, given by (6.4), when r6 − 1 (see the corrected
[5] formula [14, 2.12.32.11.]). Therefore, for r =−1,
f2(−1) = x−K(ax)I+(bx);
0¡b¡a; Re (x)¿ 0; −2− 12Re()¡− 1¡Re(); (6.6)
is a known equality which we use as an initial condition to establish the result in (6.4) for r¿ 0.
This is done as follows.
If f2(j) and f2(j − 1) (j = integer) both converge, we obtain from (6.3)
f2(j − 1) + x2f2(j) =
∫ ∞
0
y−−2j−1J(ay)J+(by) dy
=WS(a; b;−− 2j; ;  + ): (6.7)
This is an equation analogous to (3.8). Now suppose that a :xed r satis:es (6.2). We can successively
use (6.7) to obtain
f2(−1) + (−1)rx2(r+1)f2(r) =
r∑
j=0
(−1)j x2jWS(a; b;−− 2j; ;  + ); (6.8)
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as long as f2(−1); f2(0); : : : ; f2(r) all converge, a requirement satis:ed when
− 2− 12Re()¡− 1¡r¡Re(): (6.9)
If we use (6.6) and the formula [7, 6.574 1.] for the WS integral, it is not diJcult to verify from
(6.8) that f2(r) is given by expression (6.4). The result we anticipated has thus been con:rmed,
but subject to (6.9), which is too restrictive. Both (6.3) and (6.4), however, are analytic functions
of  in the half-plane Re()¿− 4− 2r. Therefore, by analytic continuation, our result is true only
subject to (6.2).
The above method of evaluating f2 is tantamount to splitting the algebraic part of the integrand
into two terms according to the identity
y−−2r−1
y2 + x2
= (−1)r+1x−2r−2 y
−+1
y2 + x2
+ (−1)r
r∑
j=0
(−1) jx2j−2r−2y−−2j−1 (6.10)
and integrating each term separately—the resulting integrals are tabulated.
Apart from the aforementioned tabulated integral (case r6−1) the result in (6.4) generalizes the
tabulated integral (with b = a) provided as the corrected [5,19] formula [14, 2.12.32.12.], which is
the case = 0. When = 0 and (6.2) holds, (6.3) is convergent and equal [5] to (6.4), even when
b= a¿ 0. This is not true, in general, when  is nonzero.
We can also verify (6.4) (in a formal manner, at least) by using the series expansion for the
2F1 in (6.5) and inverting the Mellin transform term-by-term. This interesting procedure involves an
in:nite series of Mellin–Barnes integrals.
The analysis in this section was critically dependent on the fact that r is an integer. Similarly, the
analysis in Section 2 was critically dependent on (2.5). The closed-form evaluation of f2(r) for the
case of noninteger r is, as far as we are aware, an open problem. We believe that a closed-form
expression (if it could be found) would be more complicated than the expressions herein. When
a = b, but only in that case, a closed-form expression is provided by the tabulated integral (3.3),
which can be readily derived using a MT.
To illustrate, there seems to be no closed-form expression for the convergent integral∫ ∞
0
y
x2 + y2
J1(ay)J2(by) dy (a¿ 0; b¿ 0); (6.11)
except when a= b. And in that case, the expression is more complicated than (3.5) because the 3F4
obtained from (3.3) does not reduce to a polynomial.
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Appendix A. Derivation of Eq. (2.24)
To derive (2.24)–(2.26), use the rule for multiplication of power series viz.,( ∞∑
‘=0
'‘z‘
)( ∞∑
‘=0
(‘z‘
)
=
∞∑
‘=0
(
‘∑
k=0
'k(‘−k
)
z‘; (A.1)
to obtain
Jn(bt)
t2 + x2
=
1
x2
(
1
2
bt
)n ∞∑
‘=0
A(‘; n; b; x)t2‘; (A.2)
where
A(‘; n; b; x) =
(−1)‘
x2‘
‘∑
k=0
(bx=2)2k
k! (n+ k + 1)
; ‘ = 0; 1; 2; : : : : (A.3)
From the well-known ascending series for the Bessel functions, it is seen that
H (1)m (at) =−
i

(a
2
)−m
t−m
m−1∑
‘=0
 (m− ‘)
‘!
(a
2
)2‘
t2‘ +O(tm ln t); (A.4)
as t → 0, where convention (2.27) should be used when m = 0. Using (A.1) once more, we can
multiply (A.2) and (A.4) to obtain the following expression for the integrand of D.
− 1
2
tpH (1)m (at)
Jn(bt)
t2 + x2
=
i
2
(a
2
)−m(b
2
)n 1
x2
tp−m+n
∞∑
‘=0
B(l; m; n; b; a; x)t2‘ +O(tp+m+n ln t); (A.5)
as t → 0, where B is given in (2.25). This completes our derivation.
Appendix B. Simpli,ed derivation of (3.5)
To show (3.5) starting with (3.6), use the rule (A.1) to obtain
Ym(at)Jn(at)
t2 + x2
=− 1
x2
∞∑
‘=0
min(‘; m−1)∑
k=0
(a
2
)n−m+2k
×  (n− m+ 2k + 1) (m− k)
k! (n− m+ k + 1) (n+ k + 1)
(−1)‘−k
x2(‘−k)
t2‘+n−m +O(tm+n ln t); (B.1)
as t → 0. Therefore, in place of Eq. (2.24) we now have the simpler expression
− 1
2
tpH (1)m (at)Jn(at)
t2 + x2
=
i
2
(a
2
)n−m 1
x2
∞∑
‘=0
B1(l; m; n; a; x)t2‘+p+n−m +O(tp+m+n ln t); (B.2)
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as t → 0 where, for ‘ = 0; 1; 2; : : :
B1(‘; m; n; a; x)
=
min(‘; m−1)∑
k=0
(a
2
)2k  (n− m+ 2k + 1) (m− k)
 (k + 1) (n− m+ k + 1) (n+ k + 1)
(−1)‘−k
x2(‘−k)
: (B.3)
Thus, in place of (2.30) we now have
D=
i
2
(a
2
)n−m 1
x2
B1
(
m− p− n− 1
2
; m; n; a; x
)
(−i)
=
1
2
(a
2
)n−m 1
x2
r∑
k=0
(a
2
)2k  (n− m+ 2k + 1) (m− k)
 (k + 1) (n− m+ k + 1) (n+ k + 1)
(−1)r−k
x2(r−k)
: (B.4)
Eqs. (2.18) and (B.4) immediately reduce to (3.5).
Appendix C. A direct derivation of (3.11) and (3.12)
In this Appendix, we use Lommel polynomials to provide a direct derivation of (3.11) and (3.12),
involving no restrictions on .
Using [21, Section 9.61], for any  we obtain
J−(z)J+q(z)− (−1)qJ−−q(z)J(z) =−2 sin z Rq−1; +1(z)
=− sin 

(q−1)=2∑
j=0
(−1)j (q− j) ( + q− j)
j! (q− 2j) ( + j + 1)
( z
2
)−q+2j
; (C.1)
where q= 0; 1; 2; : : : and where Rq−1; +1(z) is the Lommel polynomial (R−1; +1(z) = 0).
If, in the usual manner, we rotate the z-plane by =2, we obtain (3.12). With K(z)==2[I−(z)−
I(z)]=sin , (3.12) is equivalent to (3.11).
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