Gravitational lensing of high-redshift supernovae is potentially an important source of uncertainty when deriving cosmological parameters from the measured brightness of Type Ia supernovae, especially in deep, low statistics surveys. Photometric and spectroscopic measurements of foreground galaxies along the linesof-sight of 33 supernovae discovered with the Hubble Space Telescope, both corecollapse and Type Ia, are used to model the magnification probability distributions of the sources. Modelling galaxy halos with SIS or NFW-profiles and using M/L scaling laws provided by the Faber-Jackson and Tully-Fisher relations, we find clear evidence for supernovae with lensing (de)magnification. However, the magnification distribution of the Type Ia supernovae used to determine cosmological distances matches very well the expectations for an unbiased sample, i.e. their mean magnification factor is consistent with unity, the filled-beam value for an homogeneous universe. Our results show that the lensing distortions of the supernova brightness are well understood for the GOODS sample and that correcting for this effect has a negligible impact on the derived cosmological parameters.
INTRODUCTION
Having established the existence of dark energy using Type Ia supernovae (SNIa) (Riess et al. 1998; Perlmutter et al. 1999; Knop et al. 2003; Tonry et al. 2003) , ongoing and planned supernova (SN) surveys are reaching sufficient sensitivity to explore the fraction and nature of the energy component of the Universe driving its accelerated expansion. One such project is the Great Observatories Origins Deep Survey (GOODS, Giavalisco et al. (2004) ) supernova survey (Riess et al. 2004; Strolger et al. 2004) , aimed at breaking the degeneracy in the cosmological parameters by expanding the redshift range of the studied SNe, as suggested by Goobar & Perlmutter (1995) . However, measuring distances to z > ∼ 1 SNe poses additional difficulties. The brightness dispersion caused by the inhomogeneity of the Universe is comparable to the intrinsic spread in SNIa luminosities. Magnification of SNe due to gravitational lensing is a systematic uncertainty that to some extent can be cured by statistics since the mean magnification of a large number of sources is expected to be unity relative to an homogeneous universe. However, at high redshifts where statistics are currently low and lensing effects potentially large, magnification bias, i.e., the preferential detection of magnified sources, could affect the estimates of cosmological parameters as well as the measurements of SN rates. In order to avoid any potential bias and reduce the scatter in e.g. the Hubble diagram, it is desirable to correct the measured brightness of individual sources for their gravitational lensing. In this paper, we use a technique described in detail in an accompanying paper (Gunnarsson et al. 2005) to compute the magnification for a sample of SNe observed in the GOODS-fields, the Hubble Deep Field North (HDFN) and the Chandra Deep Field South (CDFS).
The outline of the paper is as follows. §2 contains a brief description of our method. In §3, the GOODS-fields and the SNe are presented, while we in §4 discuss systematic and statistic errors. Finally, our results are presented in §5 and discussed in §6. Throughout the paper, we use natural units, where c = G = 1. We use a Hubble parameter of H 0 = 70 km s −1 Mpc −1 , a matter density of Ω M = 0.3, and a dark energy density of Ω Λ = 0.7. If no explicit redshift dependence is shown, all quantities are given with present values. Quoted magnitudes are Vega normalized.
METHOD

Matter in the Universe
We assume that the total matter density in the Universe is given by Ω m (z) = Ω M (1 + z) 3 and that matter in the Universe can be described by two components; clumps and smoothly distributed matter. With clumps we mean galaxies embedded in dark matter halos. However, due to the magnitude limit of the survey, our galaxy catalog is increasingly incomplete as a function of redshift. Thus, to account for all matter in a consistent way throughout the redshift range considered in this paper (z 2), all "unobserved" matter is put into a smoothly distributed component. In other words, we enforce a global self-consistency of our cosmological model, where the fraction of Ω M not associated with galaxies in the data-set is characterized by the smoothness parameter η(z). If η = 1, all matter is smoothly distributed and conversely if η = 0, all matter is located in galaxy halos (clumps). Note that in general, we expect η to be redshift dependent. Since clumps and smoothly distributed matter focus light differently, the value of the η parameter affects the angular diameter distances used in computing the gravitational lens effects. This is discussed in more detail in e.g. Kayser et al. (1997) .
As the magnification factor µ ′ is obtained with all distances calculated with our zdependent η function, this is the universe relative to which µ ′ is found implying µ ′ ≥ 1 (for primary images). We are interested in the magnification µ relative to a universe with an homogeneously distributed matter density, the filled-beam value (η = 1). The magnifications are related by
where D fb s and D η(z) s are angular diameter distances to the source calculated using the filledbeam approximation and η(z), respectively.
We follow the method developed in the accompanying paper by Gunnarsson et al. (2005) to compute magnification of SNe using a substantially modified version of a publicly available Fortran code Q-LET (Gunnarsson 2004) , which utilizes the so-called multiple lens plane algorithm. The method is only briefly outlined here and we refer the reader to Gunnarsson et al. (2005) for a detailed description.
Estimating the Velocity Dispersions from Observed Luminosities
Galaxy halo masses can be estimated from observed luminosities via the line-of-sight velocity dispersion σ. We estimate the velocity dispersion of each galaxy using absolute magnitudes M B derived from observations, combined with empirical Faber-Jackson (F-J) and Tully-Fisher (T-F) relations for ellipticals and spirals, respectively. Ellipticals are defined as objects whose observed Spectral Energy Distributions (SED) are best fitted by an early type spectral template. Spirals are objects best-fitted by spiral or later type template SEDs. For ellipticals, we use the following expression for velocity dispersion derived in Mitchell et al. (2005) log 10 σ = −0.091(M B − 4.74 + 0.85z ′ ),
where we use z ′ = z for redshifts z < 1 and z ′ = 1 for z > 1. This redshift dependence accounts for the general brightening of the stellar population with look-back time. At high redshift (z > 1), where this evolution is not well known, we assume a non-evolving brightness. We let the error in the derived relation be represented by the observed scatter in the Sloan Digital Sky Survey (SDSS) measurements (Sheth et al. 2003) rms(log 10 σ) = 0.079
We use the T-F relation derived by Pierce & Tully (1992) , with correction for redshift dependence calculated by Böhm et al. (2004) , to derive the rotation velocity for the spiral/late-type population,
where V max is the maximum rotation velocity for the galaxy. The observed scatter in the absolute magnitude around this relation is rms(M B ) = 0.41 (Pierce & Tully 1992) , corresponding to rms(log 10 V max ) = 0.06.
We finally convert the rotation velocity in the spiral galaxies to velocity dispersion using σ = V max / √ 2.
Galaxy Halo Masses
To model dark matter halos we use Singular Isothermal Spheres (SIS) and the profile of Navarro, Frenk, and White (NFW, Navarro et al. 1997) . The halo profiles are truncated at r 200 , the radius within which the average density is 200 times the present critical density. The total mass of a halo is thus m 200 , the mass enclosed within r 200 . For a SIS halo, m 200 can be obtained from the velocity dispersion
The concentration of a NFW halo is fully determined by m 200 and we assume that m NFW 200 = m SIS 200 .
Density in Galaxy Halos and the Smoothness Parameter
The fraction of smoothly distributed matter is related to the matter density in galaxy halos, Ω g (z), by η(z) = 1 −Ω g (z)/Ω m (z). If we assume that the redshift dependence of Ω g (z) can be separated into a factor (1 + z) 3 , scaling like the matter density, and an unknown factor f (z) originating from the survey magnitude limit and the fact that overdensities tend to evolve, e.g. by accretion,
then the smoothness parameter is given by
where Ω G is the present fraction of matter in galaxy halos. The density of clumps in a co-moving volume, Ω G f (z), can be estimated from observations of galaxies (Gunnarsson et al. 2005) . Figure 1 shows our estimates of η(z) for HDFN and CDFS based on observations described in §3.
DATA SETS
We have examined a sample of high-redshift supernovae detected within GOODS. Of the total 42 SNe detected during the survey (Riess et al. 2004; Strolger et al. 2004 ), we analyze 32 SNe, divided into 19 Type Ia SNe and 13 core-collapse SNe. The ten SNe that we do not include either lack or have uncertain redshift, or are outside the area in which we have high precision photometric redshifts for the foreground galaxies. We also include the previously detected high-redshift SN1997ff in our sample (Riess et al. 2001) .
Photometric redshifts for all foreground galaxies are calculated using photometry from the GOODS CDFS and HDFN data sets (Giavalisco et al. 2004 ). For CDFS we include HST ACS BV iz and VLT ISAAC JHK S photometry, while for the HDFN, we use KPNO-4m MOSAIC U-band and SUBARU 8.2m SuprimeCam BV RIZ-band data (Capak et al. 2004 ), together with KPNO-4m FLAMINGOS JK s -band data. We use a version of the template fitting method to derive photometric redshifts as described in Dahlén et al. (2005) . The photometric redshift code calculates for each object the best-fitting redshift, the redshift probability distribution and the best-fitting spectral type. The accuracy of the GOODS photometric redshift code is ∆ z ≡ |z phot − z spec |/(1 + z spec ) 0.1 (Mobasher et al. 2004; Dahlén et al. 2005) . Both the CDFS and HDFN photometric redshift catalogs are complete to I ∼ 24.5. For a number of objects, we replace the photometric redshifts with available spectroscopic redshifts taken from the ESO/GOODS-CDFS spectroscopy master catalog 1 and the Team Keck Treasure Redshift Survey in the GOODS-N Field 2 .
Rest-frame absolute magnitudes and colors are derived using the recipe in Dahlén et al. (2005) . In summary, the absolute magnitude in, e.g., the B-band, is calculated using the two observed bands that encompass the rest-frame B-band at the given redshift. Each observed band is K-corrected to the effective wave-length of B-band using the spectral shape of the best-fitting template SED. The final magnitude is thereafter calculated by interpolating between the two magnitudes, giving more weight to the filter that observe closest to the rest-frame B-band, and subtracting the distance modulus.
ERROR ESTIMATION
The accuracy of our results depend on the validity of the assumption that unobserved matter can be treated as smoothly distributed and that our modeling of galaxy halos is correct. According to simulations in Gunnarsson et al. (2005) , the errors introduced by a magnitude limit of I = 25, approximately corresponding to the magnitude limit of the GOODS, are negligible.
The largest uncertainties involved in the modeling of galaxy halos, apart from the choice of halo model, emerge from uncertainties in galaxy redshifts and scatter in the Faber-Jackson and Tully-Fisher relations. Monte-Carlo simulations were used to obtain the errors in the estimated magnifications due to these uncertainties. New galaxy catalogs were simulated based on the GOODS-fields, where the position of each galaxy was kept fixed, but redshift and hence absolute magnitudes were altered. In the case of a photometrically measured redshift, the simulated redshift was drawn from the probability distribution of the photometric redshift. For galaxies with spectroscopic redshifts, the simulated redshift was drawn from a normal distribution with standard deviation σ z = 0.01. Depending on the redshift probability distribution of the galaxies, foreground galaxies of a SN sometimes become background galaxies in the simulated catalogs and vice versa. The effects of galaxies popping in and out of SN lines-of-sight can be very dramatic and therefore introduce large uncertainties. When the velocity dispersion of a simulated galaxy was computed, the scatter in the Faber-Jackson and Tully-Fisher relations were taken into account. The m 200 parameter of a galaxy is, according to equation (6), proportional to σ 3 and therefore, the scatter in the Faber-Jackson and Tully-Fisher relations, expressed by equation (3) and (5), were translated into a scatter in σ 3 , or equivalently, a scatter in m 200 . Simulated velocity dispersions were drawn from a normal distribution of σ 3 -values with the translated scatter as standard deviation. For each simulated catalog, η(z) was computed and any negative parts of η(z) were put to zero. The magnification factor µ of each SN was computed for 500 simulated galaxy catalogs and the resulting Probability Distribution Functions (PDF) were used to estimate the uncertainties in the SN magnifications. Figure 2 shows the foreground galaxies within 20 ′′ from the four SNIa most affected by gravitational lensing in the GOODS-fields; 2002fx, 2003az, 1997ff, and 2003es . Redshifts and masses of the galaxies are indicated in the figure. In Figure 3 the magnification PDFs of these SNe, computed for two different halo models, are presented. The upper and lower panels show examples of de-magnified and magnified SNe, respectively. In general, highly magnified SNe have broader PDFs than moderately magnified or de-magnified ones, since they are more model sensitive, and thus the estimated errors increase with magnification. As can be seen from Figure 2 Collected results for the 20 GOODS SNIa are presented in Table 1 . The table contains the magnification of the SNe and the 68% and 95% confidence intervals, computed for both SIS and NFW halo models, obtained by Monte-Carlo simulations. Included in the table are also the number of foreground galaxies within 60 ′′ to each SN. In Figure 4 the results are presented graphically, showing 95% confidence levels. Table 2 and Figure 5 show the same results for the 13 core-collapse SNe. We see that the difference between PDFs computed assuming SIS and NFW halos are small for most SNe but noticeable for some, like 2003es (see Figure 3 ). However, the PDFs computed for different halo models always overlap and we conclude that our method is fairly insensitive to this uncertainty. An important fact is that the SNe which we have found to be significantly magnified or de-magnified have errors smaller than the estimated magnification factor and should thus be possible to correct for gravitational lensing.
RESULTS FOR 33 SNE IN THE GOODS-FIELDS
Correlation between Redshift and Magnification
In Figure 6 the magnification, computed assuming NFW halos, of all 33 SNe is plotted vs. redshift. Type Ia and core-collapse SNe are indicated by filled circles and squares, respectively. The magnification scatter obviously increases with redshift for the two samples individually, as well as for the joint sample. However, there is no obvious correlation between magnification and redshift and we agree with previous conclusions in Riess et al. (2004) that magnification bias does not seem to be an important issue in this context. The figure also shows the expected distributions of magnifications as a function of redshift obtained by simulations (Gunnarsson et al. 2005) . The dashed line and the gray shaded area indicate the most likely values and 95% confidence levels of the simulated distributions. From the figure it is clear that the scatter in magnification agrees well with the scatter expected from simulations.
Distributions of Magnifications
The distribution of magnifications (for the NFW case) of our GOODS SNe is shown in Figure 7 , a histogram based on the joint sample of both Type Ia and core-collapse SNe. The figure also shows, in shaded gray, the expected distribution of magnifications for our sample of SNe obtained by simulations. The real distribution peaks at a value slightly lower than unity and has a tail toward large magnifications. Moreover, the mean of the distribution is close to unity. Since the field size is finite, we do expect the mean value of the magnification to be slightly lower than unity (Gunnarsson et al. 2005) . Although the SN sample is small, the agreement between GOODS SNe and simulated data is excellent.
We have also compared the distribution of the magnification of ∼ 9, 000 randomly picked source positions at z = 1.5 in the GOODS-fields to a distribution simulated with the SNOC package (Goobar et al. 2002) used previously to estimate SN lensing uncertainty in e.g. Knop et al. (2003) . The distributions, computed assuming NFW halos, are presented in Figure 8 , where we see that the difference between the distributions for CDFS and HDFN is very small and that the mean value of the distributions are again slightly less than unity. The agreement between the distributions for the GOODS-fields and the simulated distribution is fairly good although the simulated distribution, which does not include any large scale structure effects, peaks at a slightly higher value than the one for the GOODS-fields. We conclude that the distribution of magnifications obtained using the SNOC package is comparable to a real distribution and hence realistic.
The Magnification of SN1997ff
The issue of magnification of the farthest known SN, 1997ff, has been addressed by several authors in the past (Lewis & Ibata 2001; Riess et al. 2001; Mörtsell et al. 2001; Benítez et al. 2002) . In the analysis of Lewis & Ibata (2001) two galaxies very close to the line-ofsight were considered, both residing at z = 0.56 and visible in Figure 2 . Lewis and Ibata assumed both galaxies to have the same velocity dispersion and calculated the magnification for three different values. For velocity dispersions 100 km s −1 , 200 km s −1 , and 300 km s −1 they found a magnification of −0.084 mag, −0.38 mag, and −1.16 mag, respectively. The velocity dispersions of these galaxies are closer to 100 km s −1 than 200 km s −1 and the most likely magnification estimated by Lewis and Ibata is consequently −0.084 mag. Lensing by one of these two galaxies was also studied in Riess et al. (2001) concluding a low probability for any significant lensing. More foreground galaxies were considered in the estimation of the magnification of 1997ff by Mörtsell et al. (2001) , who considered galaxies within 10 ′′ from the SN. However, due to uncertainties in the Faber-Jackson relation normalization they found the range of magnifications to be to large to allow any quantitative statement. Benítez et al. (2002) included 6 galaxies within 15 ′′ in their analysis and reported a magnification of ∼ −0.3 mag, although overestimating the velocity dispersions. In their re-analysis the magnification is significantly reduced (Benítez et al. 2005) . However, the above-mentioned estimates all use the filled-beam approximation for calculating distances which implies µ ≥ 1 (if the image is primary). Including galaxies within 60 ′′ and using SIS and NFW halo models, we find a magnification of −0.13 +0.07 −0.02 mag and −0.18 +0.08 −0.02 mag (68% confidence levels) relative to an homogeneous universe, respectively.
DISCUSSION
The technique described in Gunnarsson et al. (2005) has been applied to the published sample of Hubble Space Telescope discovered SNe in the GOODS-fields (Riess et al. 2004; Strolger et al. 2004 ). Our study shows clear evidence for magnified and de-magnified SNe. We show explicitly that it is possible to correct for gravitational lensing of SNe, thereby decreasing some of the induced smearing in the Hubble diagram at high redshift. We find that the mean magnification factor for the 33 SNe in the GOODS-fields is very close to unity, i.e. we find no signs of magnification selection effects on the sample. The scatter is consistent with the results of simulations as in e.g. Goobar et al. (2002) . For the most magnified supernova, SN1997ff, we find a magnification below −0.25 mag with 95% confidence level, i.e. smaller than what previous studies of this SN concluded.
The effect of the corrections due to gravitational lensing on the current cosmology fits is small. We have computed the corrections for 14 of the gold SNe in Riess et al. (2004) . If the corrected magnitudes for these SNe are used and Ω M and Ω Λ fitted to the gold sample, the 68% confidence contour moves ∼ 3% along the major axis of the confidence level ellipses toward larger values.
Although our method takes into account undetected matter, there are a few caveats concerning the distribution of matter. If light does not trace matter, the distribution could be different from what we have inferred from the observed galaxies. The center of dark matter halos could be different from the center of galaxies. Moreover, the existence of dark halos or even dark compact objects not associated with galaxies is unlikely, but cannot be excluded at the moment. Similarly, we have neglected the possible non-spherical shapes of dark matter halos. However, the small differences in the magnification probabilities we found between the NFW and SIS halo profiles, along with tests we have done indicating that 0.5 ′′ offsets in the positions of the lenses have also negligible impact in the results presented here indicate that the technique is robust. Thus, we conclude that correcting for gravitational lensing is advantageous when using standard candles to determine cosmological distances. Fig. 2. -Lines-of-sight of four of the supernovae most affected by lensing. The SN is marked by a cross at (0,0). Masses of foreground galaxies are proportional to the size of the plot symbols. Small, medium sized, and large filled circles indicate foreground galaxies with masses m 200 /M ⊙ ≤ 10 11 , 10 11 < m 200 /M ⊙ < 10 12 , and m 200 /M ⊙ ≥ 10 12 , respectively. Redshifts of the galaxies are written next to the galaxies and the superscripts indicate whether the redshift is spectroscopic (S) or photometric (P). Fig. 8 .-Comparison between distributions for the GOODS-fields and a simulated distribution. Solid and dashed lines indicate the distributions of magnifications obtained for ∼ 9, 000 randomly picked sources, at z = 1.5, in CDFS-and HDFN-field, respectively. The simulated distribution was obtained using the SNOC package. 
