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vSommario
In questa relazione si presenta il lavoro di tesi compiuto all'interno del gruppo
DBMS nell'ambito del progetto PariPari. PariPari  e un progetto software di note-
voli dimensioni che combina lo sviluppo di codice Java con i principi dell'Extreme
Programming e con l'Unit Testing.
PariPari  e una rete peer to peer in fase di sviluppo presso il dipartimento di
ingegneria dellinformazione dell'Universit a degli studi di Padova. Una peculiarit a
 e l'architettura modulare espandibile, che le permette di fornire qualsiasi tipo
di servizio. Il modulo Pari DBMS realizza un DBMS (Database Management
System) distribuito e consente agli utenti della rete PariPari di creare una propria
base di dati e accedervi da qualsiasi nodo connesso.
Nell'ambito del lavoro sono stati rivisti e modicati alcuni processi fondamen-
tali che il modulo Pari DBMS mette in atto per distribuire i database, con parti-
colare attenzione all'integrazione con gli altri moduli e al rispetto delle direttive
di sicurezza realizzate nel modulo centrale Core. Il lavoro di reingegnerizzazione
 e stato necessario in quanto l'interlocutore diretto del modulo Pari DBMS per
quanto riguarda le richieste di risorse non  e pi u il sistema operativo. Una volta
attivate le politiche di sicurezza per la gestione dei plugin nell'applicazione Pari-
Pari, l'interazione del modulo Pari DBMS  e limitata al solo modulo Core e alle
PariPari API(Application Programming Interface).Capitolo 1
Introduzione
In questo capitolo si descrivono le caratteristiche principali di PariPari, illustran-
do brevemente i componenti. Nel paragrafo (1.1) vengono descritte le caratteri-
stiche dell'overlay di peer che formano la rete PariPari. Il paragrafo (1.2) delinea
l'architettura del client per la gestione distribuita di basi di dati. Il paragrafo
(1.4) introduce l'uso dei thread PariPari per poter beneciare di una esecuzio-
ne concorrente dei task all'interno di ogni modulo. Il paragrafo (1.5)  e dedicato
all'aspetto transazionale delle basi di dati distribuite.
1.1 La rete PariPari
PariPari  e una rete peer to peer in fase di sviluppo presso il dipartimento di
ingegneria dell'informazione dell'universit a di Padova. Al progetto partecipano
studenti organizzati in gruppi che devono progettare e realizzare nuove funzio-
nalit a per i moduli PariPari secondo i principi del Extreme Programming [1].
Il codice prodotto deve avere una buona copertura di Unit Test [3] per poter
soddisfare i requisiti necessari di garanzie di qualit a.
Le peculiarit a di PariPari sono le seguenti:
￿  e una rete serverless, quindi senza una struttura centralizzata e senza utenti
privilegiati rispetto ad altri; al contrario, tutti in PariPari sono trattati
in maniera paritaria: ci o le consente di funzionare indipendetemente dal
numero di nodi connessi e della loro identit a e non richiede loro di rimanere
collegati in modo permanente.
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￿  e una rete multifunzionale sulla quale si possono reperire tutti i servizi pi u
comuni disponibili in internet.
￿  e una rete strutturata, permettendo la ricerca delle risorse condivise in
maniera adabile ed eciente tramite la DHT (Distributed Hash Table).
￿ la sua architettura  e espandibile, permettendole di fornire nuovi servizi con
l'aggiunta di nuovi plugin.
￿ presenta un sistema di gestione dei crediti, il quale governa il rapporto di
collaborazione che si viene a creare tra i peer (nodo in italiano), garantendo
implicitamente l'esistenza della rete stessa
￿ i nodi possono scambiare fra loro delle risorse in totale anonimato senza
conoscere l'indirizzo IP l'uno dell'altro.
La struttura di PariPari pu o essere facilmente ragurata con il seguente dia-
gramma (1.1) nel quale si evidenzia la separazione dei plugin module (modulo in
italiano) tra \cerchia interna" e \cerchia esterna". Quando si decide di rendere
disponibile un nuovo servizio sulla rete PariPari, si deve realizzare un nuovo mo-
dulo che verr a collocato nella cerchia esterna. Gli sviluppatori del nuovo modulo
PariPari possono vedere tutti gli altri moduli con cui si deve interagire come delle
scatole nere (black box) che ricevono dei parametri e producono dei risultati.
1.2 L'architettura del client
La rete PariPari  e composta da nodi che eseguono un client (applicazione in
italiano) scritto in Java. L'applicazione permette all'utente di accedere a qualsiasi
servizio disponibile caricando un modulo dedicato, dato che la struttura del client
PariPari  e modulare. Cos  l'applicazione si articola in due parti. La prima  e
formata dall'insieme di moduli della cerchia interna che si occupano di creare e
gestire la rete PariPari e di accedere allae risorse della macchina. La seconda
parte  e formata da uno o pi u moduli della cerchia esterna che si occupano di
fornire il servizio (di rete) scelto dall'utente.
Una volta lanciata l'applicazione impostata per orire un servizio desiderato,
le sue componenti vengono inizializzate e coordinate dal modulo denominato Co-
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Figura 1.1: Struttura di PariPari. Fonte: J. Buriollo.
re. Il Core  e il nucleo centrale di ciascun client e ore le seguenti funzionalit a per
la gestione dei moduli:
￿  e l'unica entit a a cui i plugin si devono rivolgere per comunicare fra di loro,
dal momento che non  e previsto nessun tipo di comunicazione diretta. Core
riceve i messaggi provenienti dalle varie parti dell'applicazione e inoltra le
richieste al corretto destinatario.
￿ carica i plugin ed eettua il loro spegnimento. Nessun'altro plugin  e auto-
rizzato ad eettuare tali operazioni.
￿ gestisce i crediti attribuiti a ciascun plugin a seconda delle richieste da esso
compiute.
Inoltre, al caricamento dell'applicazione, il Core verica attraverso la lettura del
le di congurazione globale di PariPari (paripari.conf) quali sono i plugin da
avviare da subito. Per ognuno di questi vengono istanziati i seguenti oggetti:
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￿ paripari.core.PluginAccount: raccoglie tutte le informazioni relative
ai crediti disponibili per il plugin, permettendogli di conoscere la propria
situazione economica in tempo reale.
￿ paripari.core.PrivateMound: immagazina le richieste arrivate dal Core
(provenienti da altri moduli o dallo stesso Core).
￿ paripari.core.MoundPutter: analogo al precedente ma, invece che ai
messaggi di ingresso,  e relativo alle richieste in uscita.
￿ paripari.plugin.Plugin: l'istanza della classe principale del modulo.  E
il punto di entrata dell'esecuzione nel codice del plugin.
PariPari DBMS  e un modulo che si colloca nella cerchia esterna, come si vede
nella gura (1.1). Come tutti gli altri moduli appartenenti a questo gruppo,
deve utilizzare le funzionalit a messe a disposizione dalle componenti della cerchia
interna per poter funzionare attraverso la rete PariPari. I moduli di cui si serve
PariPari DBMS sono i seguenti: DHT [16], Connectivity [17] e la sua nuova
versione ConnectivityNIO e Local Storage [18]. Inoltre PariPari DBMS usa anche
le librerie DiESeL [15] e PluginSender [20]. In seguito il modulo per la gestione
di database PariPari DBMS viene chiamato semplicemente modulo DBMS.
Come si vede, le dipendenze del modulo DBMS ricadono nella \cerchia inter-
na". Bisogna ricordare che questi moduli sono privilegiati rispetto a tutti gli altri
dato che sono gli unici adibiti a gestire direttamente le risorse della macchina
(oltre al Core) e degli altri plugin. Di consequenza possiedono maggiore libert a
di azione.
DHT
Questo modulo realizza la tabella hash distribuita attraverso la quale vengono
pubblicati e successivamente ricercati i servizi e le risorse di rete. Per quanto
riguarda il modulo DBMS, le risorse di rete sono le replicazioni di basi di dati
mentre il servizio di rete  e rappresentato dallo spazio disponibile in ogni nodo per
ospitare nuovi database. Per maggiori dettagli si veda il paragrafo (3.3).
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Connectivity
Questo modulo gestisce l'interfaccia di rete del sistema operativo messa a dispo-
sizione degli altri plugin PariPari. La banda  e una risorsa e per questo il modulo
 e stato incluso nella cerchia interna. Connectivity si occupa della creazione e
gestione dei socket, l'anonimato, la comunicazione multicast e unicast, il routing
geograco, il controllo della latenza e molte altre problematiche. PariPari DBMS
utilizza una server socket sulla quale riceve i messaggi dalla rete e diverse client
socket attraverso le quali invia messaggi agli altri nodi. Per maggiori dettagli si
veda il paragrafo (3.4).
Local Storage
Questo modulo gestisce ed eventualmente limita l'utilizzo della memoria di massa
presente nella macchina. Eccetto il Core, chiunque necessiti di creare od utilizzare
in qualche modo un le deve passare attraverso questo modulo. Local Storage
comprende inoltre per ogni singolo plugin degli elementi di statistica e di sicurezza
quali la verica di spazio utilizzato su disco, il numero di le, le modalit a di
accesso a tali le. In questa nuova versione, PariPari DBMS accede alla memoria
utilizzando Local Storage sia per i le interni sia per quanto riguarda HSQLDB.
Per maggiori dettagli si veda il paragrafo (3.2).
1.3 PariPari API
Nel momento in cui un plugin desidera un servizio erogato da un altro suo \pari",
ci o che deve fare  e costruire un messaggio in cui si richiede un oggetto che imple-
menta la specica API (contenuta nel package paripari.API) che \descrive" il
servizio. Attenzione: l'oggetto sar a istanziato da uno qualsiasi dei plugin caricati
in quel momento, posto che implementino quell'API.
Tutte le API estendono l'interfaccia paripari.API.API, al momento caratte-
rizzata dalla dichiarazione dei soli metodi per la gestione dei crediti. Nella gura
(1.2) possiamo vedere parte della struttura gerarchica, in cui si mostrano come
esempio tre servizi utilizzati dal modulo DBMS:
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Figura 1.2: Gerarchia delle API per alcuni servizi oerti in PariPari. Fonte:
PariPari wiki.
￿ DHTAPI:  e una classe astratta che permette la consultazione della DHT
tramite le primitive store e nd.
￿ LimitedSocketAPI:  e una classe astratta che contiene vari metodi per la
creazione e la distribuzione di client socket da parte del modulo Connecti-
vity che fornisce una sua implementazione interna del servizio. Il servizio
per una server socket  e LimitedServerSocketAPI. Questi servizi sono i
corrispondenti delle classi Socket e ServerSocket di Java.
￿ FileAPI:  e una classe astratta che riguarda la manipolazione dei le in un
lesystem e corrisponde alla classe File di Java.
Al livello pi u basso sono presenti i plugin che implementano eettivamente queste
classi astratte e i servizi che descrivono.
81.4 I thread in PariPari
Consultando la documentazione di ogni modulo,  e possibile scegliere il costrut-
tore pi u addatto per richiedere il servizio e conoscere la lista dei parametri da
fornire. La documentazione fornisce anche una dettagliata descrizione dei metodi
supportati dal servizio restituito. Una volta che una richiesta  e stata spedita al
Core (inglobando i parametri necessari e specicati nei costruttori della classe
astratta) sar a lo stesso Core ad occuparsi del suo inoltro a uno dei plugin pre-
senti (ed idonei) rispondere.  E importante ancora una volta sottolineare come
in nessun caso il programmatore pu o vedere da quale plugin proviene la risposta
(la sua scelta  e per lui trasparente ed  e delegata al modulo crediti che andr a a
scegliere tra tutti i plugin che nel loro codice dichiarano di estendere DHTAPI,
LimitedSocketAPI o FileAPI).
Attualmente gli oggetti ottenuti inoltrando le richieste di API hanno una sca-
denza temporale. La scadenza  e uno dei parametri che  e possibile specicare nella
fase di preparazione della richiesta. Una volta scadute, le risorse non sono pi u
utilizzabili. Se si prevede di usare la risorsa pi u a lungo della scadenza imposta-
ta, la risorsa va rinnovata prima che scada. La libreria PluginSender 3.5 mette
a disposizione dei costruttori di richieste di API nei quali  e possibile specicare
il rinnovo automatico delle risorse. Maggiori informazioni su come rinnovare le
risorse si trovano in [19].
1.4 I thread in PariPari
Nell'applicazione PariPari la gestione dei thread  e stata demandata al modulo
centrale Core partendo dal presupposto che i plugin possono essere sviluppati da
chiunque e perci o il loro codice  e fuori controllo. In PariPari tutti i thread di un
modulo devono essere istanze della classe paripari.core.PariPariThread.
Per ottenere un PariPariThread si devono specicare i seguenti parametri
nel costruttore scelto:
￿ una nuova istanza di una propria implementazione della classe astratta
paripari.core.PariPariRunnable che a sua volta fa riferimento all'inter-
faccia java.lang.Runnable. Alcuni metodi di PariPariRunnable, come
per esempio run(), contengono codice per integrare l'istanza fornita con
il gruppo di thread (classe paripari.core.PariPariThreadGroup) a cui
esso appartiene.
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￿ un nome personalizzato attraverso cui poter individuare il thread.
PariPariThread contiene tutti i metodi relativi alla gestione del thread, come
start(), kill(), isAlive(), eccettera. Quando la chiamata a start() arriva
da thread di sistema tipo GUI, Core o JWS il thread viene eettivamente creato
come istanza di java.lang.Thread. Quando la chiamata a start() arriva da
un plugin, il thread fa eseguire il task a un thread pool.
+  PariPariRunnable()
+  go()
+  run()
-  stop()
+ paripari.core.PariPariRunnable
paripari.core
+  run()
+ java.lang.Runnable
java.lang
«interface»
+  equals()
+  notify()
+  notifyAll()
+  wait()
+ java.lang.Object
java.lang
- name: String
+  PariPariThread(runnable: PariPariRunnable, name: String)
+  getName()
+  kill()
+  start()
+ paripari.core.PariPariThread
paripari.core
ABSTRACT CLASS.
Figura 1.3: PariPariThread e PariPariRunnable.
Il modulo DBMS  e stato progettato con un'architettura multithreaded per
avere una gestione in parallelo dei diversi database salvati nel nodo locale. Anche
le varie sezioni del modulo fanno uso dei thread di PariPari. C' e da sottolineare
che quasi tutti i task PariPariRunnable hanno una struttura periodica, cio e
rimangono attivi in background no alla chiusura dell'applicazione alternando
lavoro utile a periodi di attesa. Il costrutto caratteristico dei task periodici  e un
ciclo while all'interno del metodo go().
1.5 Basi di dati distribuite e transazioni
 E comune pensare che l'interazione con la base di dati relazionale avviene trami-
te comandi SQL, siano essi di sola lettura o di aggiornamento. Se due comandi
tentano concorrentemente di accedere agli stessi dati per fare un aggiornamento
oppure se il sistema fallisce durante l'esecuzione di un comando di aggiornamen-
to, gli eetti sulla base di dati possono essere disastrosi. Per esempio, non si pu o
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riproporre l'esecuzione del comando di update quando alcuni valori possono esse-
re gi a stati aggiornati e altri no. Questa premessa evidenzia come il concetto di
comando ovvero query non abbia associata nessuna nozione di \esecuzione coe-
rente" o \computazione adabile". Nell'ambito delle basi di dati, viene usato il
concetto di transazione come unit a base della computazione coerente e adabile.
Quindi le query SQL vengono eseguite come transazioni una volta tradotte nelle
operazioni di base per database.
Generalmente una transazione  e composta da una sequenza di operazioni di
lettura e scrittura sulla base di dati, assieme a passi di computazione. In questo
senso, la transazione pu o essere pensata come un programma che contiene query
per la base di dati. Oppure si pu o pensare che la transazione prende un database,
esegue un'azione su di essa e produce, tramite una transizione di stato, una nuova
versione della base di dati. Questo  e molto simile a quello che fa una query,
con l'eccezione che se la base di dati si trovava in uno stato coerente prima
della transazione, c' e la garanzia che essa si trovi in uno stato coerente alla ne
della transazione indipendentemente dal fatto che la transazione sia stata eseguita
concorrenzialmente assieme ad altre e che possano essere emersi errori durante
l'esecuzione.
Gli aspetti di coerenza e adabilit a delle transazioni sono dovuti alle quattro
propriet a che esse esibiscono: atomicit a, coerenza, isolamento e durabilit a.1. La
coerenza di una transazione  e semplicemente la sua correttezza. Mentre la coe-
renza di una base di dati distribuita tramite repliche ha un signicato diverso.
Quando una transazione globale aggiorna repliche, i valori che queste repliche pos-
sono avere in un dato momento possono essere diversi. La base di dati distribuita
 e in uno stato mutualmente coerente quando i valori di tutti gli elementi nelle
repliche sono gli stessi. I diversi criteri per stabilire la mutua coerenza si die-
renziano nel grado di sincronizzazione che ci deve essere tra le repliche, portando
a diversi modelli di coerenza per le basi di dati distribuite. Il modulo PariPari
DBMS si basa su delle scelte progettuali che privilegiano la totale coerenza e la
massima disponibilit a per il sistema di gestione realizzato.
1sono note come le propriet a ACID (Atomicity, Consistency, Isolation, Durability) in
letteratura
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Modulo PariPari DBMS
In questo secondo capitolo si presenta la struttura del modulo DBMS. Nel para-
grafo (2.1) si delinea la struttura a layer del modulo e la suddivisione in sezioni in
base alle funzionalit a realizzate. Nel paragrafo (2.2) viene descritta la modalit a
usata per rendere persistenti i dati salvati dall'utente tra una sessione e l'altra.
Nel paragrafo (2.3)  e presentata la classe Java che rappresenta un database al-
l'interno del client sviluppato. Vengono poi descritti lo standard dei messaggi
che il plugin DBMS usa per comunicare con gli altri nodi nel paragrafo (2.4) e i
vari processi messi in atto per realizzare la distribuzione dei database sulla rete
PariPari.
2.1 Layer e sezioni
Il modulo per la gestione di basi di dati  e stato progettato con un'architettura
a layer come si pu o vedere nella gura (2.1) e si pu o suddividere nelle principali
componenti:
￿ PariPari DBMS
￿ DBMS Locale
Per il DBMS Locale, cio e il sistema di gestione delle basi di dati nel singolo
nodo si  e scelto HSQLDB [11], un gestore di basi di dati relazionale, open source,
corredato da una discreta base di Unit Test, scritto in Java e a cui si accede
programmaticamente tramite la tecnologia JDBC.
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Figura 2.1: Schema logico di PariPari DBMS. Fonte: A. Cecchinato.
A sua volta l'applicativo PariPari DBMS si pu o suddividere nelle seguenti
sezioni:
￿ Struttura di base
￿ Data Management Layer
{ Gestore nodi e replicazione (Cache Manager)
{ Gestore aggiornamento (Update Manager)
{ Gestore database locali (Query Manager)
￿ P2P Network Sublayer
￿ User Interface
Nel progetto iniziale i tre membri del gruppo hanno suddiviso il lavoro e hanno
sviluppato ognuno una sezione diversa del Data Management Layer. Per maggiori
dettagli si rimanda a [5, 6, 7]. Ogni sezione raggruppa dal punto di vista logico
varie classi Java, ma non costituisce ancora un package Java in cui  e organizzato
il codice sorgente.
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2.1.1 Struttura di base
La progettazione e realizzazione iniziale di questa sezione del modulo DBMS sono
state fatte da Alessandro Costa come lavoro di tesi [6].
L'obiettivo  e poter interfacciare ad uno stesso livello le classi sviluppate con
le componenti preconfezionate comuni a tutti i moduli PariPari.
La struttura di base del modulo DBMS si articola nelle seguenti classi, alcune
delle quali con caratteristiche e ruolo di thread. Maggiori dettagli sui thread si
trovano nel paragrafo (1.4):
DBMS  E la classe principale del plugin e rappresenta il punto di ingresso dell'e-
secuzione del codice. Quando il modulo centrale Core riceve la richiesta
di avvio del modulo DBMS, tramite il comando add dbms dato dall'utente
nella console, crea questo oggetto. DBMS ha una struttura standard pre-
confezionata uguale per tutti i plugin di PariPari. I metodi personalizzabili
sono il costruttore, init(), execute() e shutdown().
MessageQueue  E la classe che realizza la coda globale dei messaggi. In questa
coda vengono messi i messaggi in arrivo al modulo DBMS prima di essere
smistati alle varie sezioni dal MessageInterpreter. I messaggi in arrivo
sono prima gestiti dal sottosistema di rete.
MessageInterpreter  E la classe che realizza le funzionalit a del parser dei mes-
saggi. Ha la struttura di un thread che viene noticato per risvegliarsi ogni
volta che ci sono nuovi messaggi nella coda globale dei messaggi. Nella nuo-
va versione del plugin tutti i vari parser sono stati unicati nel MessageIn-
terpreter con l'obiettivo di ridurre il numero dei thread lanciati dal modulo
DBMS. Questo thread ha rimpiazzato il vecchio thread MessageDelivery
che fungeva da \postino" per i messaggi.
DBMSConsole  E la classe statica che gestisce l'output del modulo DBMS verso la
console di PariPari ltrandolo in base al livello di verbosity impostato dal-
l'utente oppure per le necessit a in fase di testing. La gestione centralizzata
dell'output permette una maggiore 
essibilit a nel redirezionare le stampe a
seconda dei bisogni del programmatore ed  e una caratteristica da mantenere
anche nelle versioni future del modulo DBMS.
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NetworkMessageReceiver  E una delle classi che formano il sottosistema di rete
del modulo DBMS. Legge i messaggi provenienti dalla rete attraverso una
server socket e li inserisce nella MessageQueue globale. Ha la struttura di
un thread attivo per tutto il tempo che il modulo DBMS rimane caricato
in PariPari.
NetworkMessageSender  E l'altra classe che fa parte del sottosistema di rete del
modulo DBMS. Spedisce i messaggi agli altri nodi attraverso la rete. Ha
la struttura di un thread attivo per tutto il tempo che il modulo DBMS
rimane caricato in PariPari. Viene richiamato da qualsiasi oggetto ne abbia
bisogno di inviare un messaggio DBMS.
SupportDB  E la classe che permette l'accesso in modo controllato e sincronizzato
al database di supporto, sia in lettura che in scrittura. La sezione (2.2)  e
dedicata interamente a questa classe.
DBMSPluginFirstRun  E la classe che si occupa di controllare lo stato del databa-
se di supporto ad ogni inizio di sessione del modulo DBMS. In particolare
recupera il percorso della cartella di lavoro assegnata dal modulo Local-
Storage al plugin. Nel caso sia la prima volta in assoluto che il modulo
DBMS viene eseguito, crea il database di supporto sfruttando HSQLDB.
Ha la struttura di un thread.
Per i dettagli implementativi aggiornati si consiglia la lettura della documenta-
zione javadoc delle classi sul sito dedicato [12] oppure direttamente nel codice
sorgente.
2.1.2 Gestore nodi e replicazione
La progettazione e realizzazione iniziale di questa sezione del modulo DBMS sono
state fatte da Andrea Cecchinato come lavoro di tesi [5]. La sezione interessa il
processo di monitoraggio dei database salvati in un nodo. Il problema che si  e
cercato di mitigare  e dato dal seguente fatto: quando un nodo si disconnette dalla
rete, tutte le basi di dati salvate nel nodo diventano indisponibili.
L'obiettivo  e poter garantire la piena disponibilit a (availability in inglese)
di una base di dati ospitata sulla rete PariPari. Ma questo si scontra con la
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dinamicit a topologica della rete PariPari e porta ad una scelta obbligata di dover
gestire pi u repliche di uno stesso database.
Il problema dell'indisponibilit a riguarda tutte le basi di dati che si decide
di ospitare e gestire sulla rete PariPari. Quando un nodo si disconnette dalla
rete, tutte le basi di dati salvate nel nodo diventano indisponibili. Per questo, il
sistema deve essere in grado di creare nuove replicazioni ogniqualvolta il numero
di nodi che gestiscono gli stessi dati scende al di sotto di una soglia pressata.
Il modulo DBMS deve quindi monitorare il numero di replicazioni connesse di
ciascuna base di dati. E quando necessario, iniziare un processo di replicazione
dei database salvati nel nodo verso altri nodi della rete che si rendono disponibili
ad ospitare copie della stessa base di dati.
Come parte del lavoro svolto, ho modicato questa sezione del plugin, toglien-
do alcune classi (NodeFinder, Finder, LocalDatabase e Node) e cambiando le
restanti con l'obiettivo di rendere uniformi ed ecienti i thread e le loro intera-
zioni. Il paragrafo dedicato ai processi messi in atto dal gestore dei nodi e della
replicazione ore maggiori dettagli.
Questa sezione del modulo DBMS si articola nelle seguenti classi:
NodeSet  E la classe che mantiene una sola struttura dati con le basi di dati
ospitate nel nodo. Nella versione attuale, l'ho semplicata e l'ho aggiornata
per gestire oggetti Database. Essa interagisce con la classe SupportDB, che
rappresenta il layer dell'applicazione che si va ad interfacciare con il gestore
HSQLDB.
NodeController  E la classe centrale di questa sezione. Ha struttura di task
PariPariRunnable che si attiva ad intervalli regolari. Per ogni base di
dati presente in NodeSet, rileva che questa si trovi in uno stato coerente
e che il numero di replicazioni attive sulla rete PariPari sia al di sopra di
un certo lower bound prestabilito. Nel caso ci sia bisogno attiva il processo
di replicazione per la singola base di dati per scongiurare il pericolo di
indisponibilit a.
NodePublicizer  E la classe che rende note alla rete PariPari le basi di dati
ospitate nel singolo nodo. Pubblica risorse (cio e le basi di dati) e servizi
(cio e lo spazio libero ad ospitare nuove basi di dati) tramite la primitiva
STORE della DHTAPI. Ha la struttura di thread che si attiva ad intervalli
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regolari e lancia un thread per ogni base di dati presente in NodeSet. Questo
approccio pu o rivelarsi ineciente col crescere del numero di basi di dati
ospitate nel nodo.
Publicizer  E la classe privata all'interno di NodePublicizer che denisce un
thread usato per pubblicare un singolo database ospitato nel nodo. In
questo modo, in caso di pi u basi di dati presenti nel nodo, le richieste a
DHT vengono eseguite in concorrenza tra di loro.
Per prevenire la possibile indisponibilit a di una base di dati perch e i nodi che
ne contengono una copia si sono disconnessi, viene lanciato periodicamente un
processo di replicazione tra un client (cio e il nodo che vuole replicare) e un server
(cio e il nodo disposto ad ospitare). I thread dialogano tramite messaggi dello
standard DBMS. Le classi dedicate al processo di replicazione sono le seguenti:
ReplicationClient  E la classe che denisce un thread dedicato alla replicazione
della singola basi di dati. Il thread interroga la DHT per trovare server
disposti ad ospitare la base di dati.
ReplicationSetClient  E la classe che organizza attraverso una lista concate-
nata i vari ReplicationClient attivi, nel caso in cui il nodo sia coinvolto
come client in pi u processi di replicazione contemporaneamente.
ReplicationServer  E la classe che denisce un thread dedicato a ricevere una
nuova replicazione della base di dati.  E MessageInterpreter a creare nuove
istanze del thread se il nodo soddisfa le condizioni per poter ospitare una
nuova replicazione. Per esempio, il numero di basi di dati ospitate non deve
superare la capacit a del nodo e tra le basi di dati gi a presenti non devono
essere altre replicazioni della stessa.
ReplicationSetServer  E la classe che organizza attraverso una lista concatena-
ta i vari ReplicationServer attivi in modo analogo a quanto viene fatto
per i thread client.
DatabaseDump  E la classe che realizza la copia della base di dati locale facen-
do un'operazione di dump direttamente dal gestore HSQLDB. La modi-
ca di questa classe  e stata assegnata come task da svolgere durante il
corso di Ingegneria del Software a Marco Collautti. La vecchia classe
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CreateRepMessage, incaricata di confezionare i messaggi di replicazione
uno ad uno,  e stata sostituita dalla trasmissione compressa di tutte le
informazioni implementata in DatabaseDump.
Per i dettagli implementativi aggiornati si consiglia la lettura della documenta-
zione javadoc delle classi sul sito dedicato [12] oppure direttamente nel codice
sorgente.
Processo di monitoraggio dei nodi
Nella nuova versione del modulo DBMS ho rivisto la struttura interna del gestore
dei nodi e della replicazione e ho separato i due compiti previsti inizialmente.
La parte che si occupa del processo di monitoraggio dei nodi contenti repliche di
un database locale  e stata incapsulata nell'oggetto DieselLayer (2.3). Questo
oggetto, insieme ad altri due, UpdateLayer e SyncLayer, va a comporre il nuo-
vo oggetto Database. La parte di replicazione  e rimasta controllata dal thread
NodeController e mantiene l'approccio procedurale iniziale.
Nella precedente versione del gestore dei nodi la fase di raggruppamento al
cluster da parte del singolo nodo che si riconnette all'overlay avveniva in un unico
passo. Questo era svolto dal thread NodeFinder che prima pubblicava sulla DHT
le risorse del nodo e poi interrogava la DHT per ricostruire la situazione delle
repliche di ogni base di dati. Il processo di monitoraggio dei nodi avveniva in
modo proattivo con la notica della propria presenza in rete a intervalli regolari
altrimenti gli altri nodi erano liberi di assumere che il nodo si era disconnesso.
Nella nuova versione del gestore dei nodi viene sfruttato il meccanismo di
raggruppamento automatico messo a disposizione dalla libreria DiESeL (3.1).
Questa fase avviene ora in due passi. Nel primo passo della fase di raggruppa-
mento al cluster circolano in rete i messaggi inviati dalla libreria DiESeL. Questi
messaggi sono trasparenti al sottosistema di rete del modulo DBMS, ma il lo-
ro comportamento si pu o congurare nell'implementazione del metodo getMsg()
dell'interfaccia IServerLayer (3.1). Nel secondo e ultimo passo della fase di
raggruppamento al cluster circola in rete una tipologia di messaggi dello stan-
dard DBMS. All'interno del gestore DBMS, questi messaggi arrivano al metodo
cmdAddNode() nella classe MessageInterpreter. Ulteriormente i messaggi ven-
gono inviati alla base di dati tra quelle salvate nel nodo alla quale sono indirizzati.
Una volta dentro all'oggetto Database, sono passati al layer DBMSServerLayer
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che interfaccia il modulo DBMS con la libreria DiESeL. Questo conclude la fase
di raggruppamento e la base di dati  e interessata a tenere aggiornata la cache di
informazioni tramite il monitoraggio delle repliche.
- replications: LinkedList<IDiESeLNode>
+  getDieselLayer()
+ paripari.dbms.Database
paripari.dbms
+  ackSentJoiningServerMessage()
+  enqueueJoiningServerMessage()
-  enqueueNewServerMessage()
+  getMsg()
+  signalOutage()
+ paripari.dbms.DBMSServerLayer
paripari.dbms
+  addReplications()
+ paripari.dbms.DieselLayer
paripari.dbms
-  cmdAddNode()
+ paripari.dbms.MessageInterpreter
paripari.dbms
+  getDB(dbname: String, username: String)
+ paripari.dbms.NodeSet
paripari.dbms
+  getDB()
+ paripari.dbms.interfaces.INodeSet
paripari.dbms.interfaces
«interface»
+  getDieselLayer()
+ paripari.dbms.interfaces.IDatabase
paripari.dbms.interfaces
«interface»
+  addReplications()
+ paripari.dbms.interfaces.IDieselLayer
paripari.dbms.interfaces
«interface»
+ paripari.dbms.interfaces.IDBMSServerLayer
paripari.dbms.interfaces
«interface»
 - dieselLayer
0..1
 - currentDatabase
0..1
 - dbsl 0..1
 - databaseReference
0..1
Forwards update messages
 - ns
0..1
 - databases *
Figura 2.2: Schema UML delle classi coinvolte nel secondo passo della fase di
raggruppamento. Tra i metodi in evidenza si articola il percorso dei messaggi
DBMS.
Per quanto riguarda il monitoraggio dei nodi, va noticata solo la disconnes-
sione, sempre in modo automatico demandando il compito al modulo DiESeL.
Le azioni da intraprendere nel caso di disconnessione sono specicate nel metodo
signalOutage(). Va notato come non si usi pi u l'assunzione sulle mancate noti-
che della presenza in rete al livello del modulo DBMS. Noticando esplicitamente
la disconnessione di un nodo si eliminano tutta una serie di falsi positivi dovuti
al jitter nell'arrivo dei pacchetti.
Processo di replicazione
La replicazione di una base di dati coinvolge due nodi della rete PariPari, uno che
possiede il database a rischio indisponibilit a, che ha ruolo di client nel processo, e
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l'altro che mette a disposizione la propria memoria per ospitare una replica, che
ha ruolo di server nel processo.
- ns: INodeSet
- rsc: IReplicationSetClient
+ paripari.dbms.NodeController
paripari.dbms
+  setFound(boolean, String)
+ paripari.dbms.ReplicationClient
paripari.dbms
+  add(String, String)
+  addMessage(IDBMessage)
+ paripari.dbms.ReplicationSetClient
paripari.dbms
+  getDB(String, String)
+ paripari.dbms.interfaces.INodeSet
paripari.dbms.interfaces
«interface»
+  add(dbName: String, username: String)
+  addMessage(message: IDBMessage)
+ paripari.dbms.interfaces.IReplicationSetClient
paripari.dbms.interfaces
«interface»
+ paripari.core.PariPariRunnable
paripari.core
+  send(message: IDBMessage, host: String)
+ paripari.dbms.interfaces.INetworkMessageSender
paripari.dbms.interfaces
«interface»
 - rsc
0..1
 - ns 0..1
«Call, Import»
 - repClient *
Figura 2.3: Schema UML delle classi coinvolte nel processo di replicazione dei
dati. Tra i metodi in evidenza si articola il percorso dei messaggi riguardante il
client.
Quando il thread NodeController rileva il rischio di indisponibilit a per una
base di dati, avvia il processo di replicazione. Di fatto crea un nuovo oggetto
DBReplicationClient che va aggiunto nella struttura ReplicationSetClient
che gestisce globalmente tutti i processi. Il client cerca tramite la DHT nodi
disposti a ospitare la base di dati. La ricerca fornisce gli indirizzi IP di tutti i
nodi che orono il loro spazio libero al modulo DBMS. Il client inizia il protocollo
di replicazione che in una prima fase prevede di accertarsi che il nodo remoto sia
ancora disposto a orire il servizio. La risposta del calcolatore remoto arriva
all'interno del gestore al metodo repreq() nella classe con compito di parsing
MessageInterpreter. Ulteriormente il messaggio viene recapitato alla struttura
che gestisce tutti i processi. Questa a sua volta informa il singolo client tramite il
metodo setFound() se il processo pu o proseguire o meno. In caso aermativo, si
procede con il trasferimento dei dati, altrimenti si cerca un altro server tra quelli
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ritornati dalla DHTAPI. Esaurite tutte le possibilit a, il processo di replicazione
si ferma e verr a rilanciato dal thread NodeController alla prossima valutazione
del rischio d'indisponibilit a.
Nella nuova versione del modulo DBMS ho aggiunto dei controlli in modo
che non vengano lanciati nuovi processi di replicazione per una stessa base di
dati se la struttura ne contiene gi a uno ancora attivo. Senza questi controlli ho
riscontrato che il processore veniva occupato da un numero sempre crescente di
thread DBReplicationClient che si contendevano l'uso della risorsa.
2.1.3 Gestore database locali
La progettazione e realizzazione iniziale di questa sezione del modulo DBMS sono
state fatte da Alessandro Costa come lavoro di tesi [6]. La sezione interessa il pro-
cesso di sincronizzazione delle transazioni (in seguito chiamate anche operazioni)
tra i vari nodi della rete che ospitano copie della stessa base di dati.
L'obiettivo  e non introdurre inconsistenza ovvero mantenere la coerenza (con-
sistency in inglese) perfetta tra le repliche di uno stesso database.
Il problema della sincronizzazione riguarda tutte le replicazioni connesse
di una base di dati ospitata sulla rete PariPari. Date le scelte progettuali iniziali,
 e necessario che ciascuna replicazione della base di dati sia perfettamente iden-
tica alle altre, senza introdurre inconsistenza, altrimenti si potrebbero ottenere
risultati diversi interrogando lo stesso database su nodi diversi. Bisogna notare
come la scelta di non introdurre inconsistenza sia una scelta progettuale, mentre
nella letteratura esistono vari modelli di coerenza/consistenza per i DBMS
distribuiti.[2]
La struttura dati iniziale, DBSet,  e stata da me trasferita nella struttura da-
ti usata dal gestore dei nodi, NodeSet, unicandole. Ho scelto di fare questa
modica per eliminare le ridondanze che portavano ad inconsistenze tra le due
strutture dati che non erano in alcun modo sincronizzate durante l'esecuzione
dell'applicazione. In pi u, non era garantito che i dati inseriti ad ogni avvio del
plugin fossero gli stessi, dato che ogni struttura leggeva dal database di supporto
per conto suo e in momenti diversi. Questa sezione del modulo DBMS si articola
nelle seguenti classi:
Database Ciascun oggetto di questa classe rappresenta una base di dati locale.
L'oggetto contiene i riferimenti alla propria coda dei messaggi in arrivo
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TransactionQueue e a tutti i thread necessari a gestire l'evoluzione della
base di dati nel tempo. Ho rivisto la struttura interna di questi oggetti.
Attualmente sono compartimentati in vari layer, ognuno raggruppando uno
o pi u thread in corrispondenza di un gestore. Per maggiori dettagli si veda
il paragrafo (2.3).
Transaction  E la classe che rappresenta una transazione da eseguire da parte
del gestore HSQLDB quando si  e connessi ad una base di dati.
TransactionQueue  E la classe che rappresenta la coda di transazioni di una
singola base di dati.
TransactionSynchronizer  E la classe che denisce un thread. Questo preleva le
transazioni contenenti le istruzioni SQL dalla coda di transazioni e inizia ad
elaborarle secondo un protocollo di sincronizzazione descritto in dettaglio
nella tesi di Alessandro Costa.
TransactionExecutor  E la classe che denisce un thread dedicato all'esecuzione
globale delle transazioni. Precedentemente veniva istanziato per ogni singo-
lo database ospitato localmente e si occupava di inserire concorrentemente
all'interno di HSQLDB una query e vericarne il risultato. Le modiche
sono state fatte da Alessando Panciera come lavoro di tesi [10].
Per i dettagli implementativi aggiornati si consiglia la lettura della documenta-
zione javadoc delle classi sul sito dedicato [12] oppure direttamente nel codice
sorgente.
Processo di sincronizzazione
La sincronizzazione delle transazioni coinvolge tutte le basi di dati nello stato
READY del server distribuito nella rete PariPari. Il protocollo si attiva ogni volta
che viene inserita una transazione attraverso l'interfaccia utente (attualmente
la riga di comando nella console di PariPari). Il nodo che riceve il comando
SQL e fa partire la procedura viene chiamato nodo principale mentre gli altri
peer che contengono una replica della base di dati coinvolta vengono chiamati
nodi remoti. Il processo di sincronizzazione si avvale dei timestamp di Lamport e
realizza una versione del protocollo di Two Phase Commit (2PC) per l'esecuzione
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di transazioni in un gestore di basi di dati distribuito. I passi del processo vengono
descritti in dettaglio da Alessandro Costa nella sua tesi [6] a pagina 32. Questo
processo sincronizza singole transazioni, modellate tramite oggetti Transaction
ottenuti a partire dai comandi SQL iniziali incapsulati in messaggi dello standard
DBMS.
+  addMessage(message: IDBMessage)
+ TransactionSynchronizer
+  add(transaction: IOperation)
+ interfaces.ITransactionExecutor
interfaces
«interface»
+  addMessage(String, String, IDBMessage)
+ interfaces.INodeSet
interfaces
«interface»
+  addMessage()
+ NodeSet
-  synInterpreter(message: IDBMessage)
+ MessageInterpreter
+  addMessage(msg: IDBMessage)
+  getTQ()
+ SyncLayer
+  addMessage(msg: IDBMessage)
+ interfaces.ISyncLayer
interfaces
«interface»
+  getSyncLayer()
+ Database + READY: int
+  getSyncLayer()
+ interfaces.IDatabase
interfaces
«interface»
+  add(op: IOperation)
+  notifyTransactionExecutor()
+ TransactionQueue
+  add(message: IDBMessage)
+ MessageQueue
+ ABORTED: int
+ ACKED: int
+ CONFIRMED: int
+ CREATED: int
+ NACK: int
+ REQUEST_SENT: int
+ UPDATING: int
+  addAck(hostAddress: String)
+ interfaces.IOperation
interfaces
«interface»
Adds CREATED transactions     
 - transactions
0..1
Forwards CONFIRMED transactions      
 - executor 0..1
Queues SQL statements     
 - messages
0..1
 - ts 0..1
Forwards update messages     
 - ns 0..1
 - databases *
 - tq 0..1
 - databaseReference 0..1
 - syncLayer 0..1
 - transaction *
Figura 2.4: Schema UML delle classi coinvolte nel processo di sincronizzazione
delle transazioni. Tra i metodi in evidenza si articolano i percorsi dei messaggi.
Nel diagramma (2.4) viene ragurato come, all'interno del gestore DBMS, i
messaggi di sincronizzazione arrivano dal metodo sqlInterpreter() nella clas-
se MessageInterpreter allo strato SyncLayer di una base di dati. I messaggi
vengono accodati nella MessageQueue del thread TransactionSynchronizer in
attesa di essere trasformati in transazioni. Le transazioni niscono in un'altra
coda a loro dedicata, la TransactionQueue, e l  inizia il processo di sincronizza-
zione per ognuna di esse. Il processo viene portato avanti da un thread interno
alla transazione che ha l'obiettivo di raggiungere uno stato CONFIRMED per questa.
In ne le transazioni sincronizzate vengono mandate ad un thread dedicato alla
loro esecuzione sul gestore HSQLDB.
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Nella nuova versione del gestore di basi di dati PariPari DBMS, il thread
TransactionSynchronizer usa la cache di repliche segnalate come attive nella
rete messa a disposizione dallo strato DieselLayer. Ulteriori modiche sono state
fatte da Alessandro Panciera per quanto riguarda il thread TransactionExecutor,
che per motivi di ottimizzazione del numero dei thread,  e stato reso unico per
tutte le basi di dati ospitate nel nodo.
2.1.4 Gestore aggiornamento
La progettazione e realizzazione iniziale di questa sezione del modulo DBMS
sono state fatte da Jacopo Buriollo come lavoro di tesi [7]. La sezione interessa il
processo di aggiornamento delle basi di dati tra i vari nodi della rete che ospitano
copie della stessa base di dati. Il processo di aggiornamento  e basato sullo scambio
di messaggi, ora dello standard DBMS, tra due nodi connessi alla rete PariPari.
I nodi coinvolti hanno uno il ruolo di client e l'altro il ruolo di server.
L'obiettivo  e mantenere la coerenza (consistency in inglese) perfetta tra le
repliche connesse di uno stesso database.
Il problema dell'aggiornamento riguarda tutte le replicazioni disconnesse
di una base di dati ospitata sulla rete PariPari. Quando una replicazione si
disconnette dalla rete, non partecipa pi u ad eventuali nuove sincronizzazioni di
transazioni che modicano il database1. In questo modo la replica disconnessa si
disallinea rispetto alle repliche connesse. Una volta che il nodo ritorna connesso,
i database contenuti devono sottostare al processo di aggiornamento che si deve
concludere positivamente. In caso di esito negativo di questo processo, si  e deciso
di cancellare la replica dal nodo.
Questa sezione del modulo DBMS si articola nelle seguenti classi:
UpdateManager  E la classe con struttura di thread che gestisce una coda di
messaggi del protocollo di update scambiati tra client e server. In questa
versione, la funzionalit a  e stata spostata da Carlo Bonato nell'UpdateLayer.
UpdateLayer  E la classe che incapsula tutta la sezione riguardante l'aggiorna-
mento della singola base di dati. Si attiva solo in fase di connessione di un
nodo alla rete PariPari e i thread lanciati non restano pi u in background,
1SQL updates in inglese.
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ma una volta completata la loro mansione, vengono distrutti in modo da
non occupare risorse inutilmente.
DBUpdateClient  E la classe che denisce un thread che si occupa di inviare le
richieste di aggiornamento per la singola base di dati ospitata in un nodo che
si riconnette alla rete PariPari. Attualmente, dopo la revisione del codice
da parte mia e con la collaborazione di Marco Collautti,  e diventata una
delle componenti della classe UpdateLayer.
DBUpdateServer  E la classe che denisce un thread che gestisce una coda di mes-
saggi in arrivo con intestazione UPD REQUEST. A seconda dello stato della
base di dati e del valore del timestamp, invia messaggi contenenti gli aggior-
namenti alla controparte che gli richiede tramite il DBUpdateClient. Viene
istanziato per ogni base di dati e attualmente fa parte dell'UpdateLayer.
Per i dettagli implementativi aggiornati si consiglia la lettura della documenta-
zione javadoc delle classi sul sito dedicato [12] oppure direttamente nel codice
sorgente.
Processo di aggiornamento
La vecchia versione del processo di aggiornamento riguardante tutte le basi di dati
che si riconnettono alla rete PariPari viene descritta nella tesi di J. Buriollo [7].
Le novit a pi u importanti introdotte con la nuova versione vengono presentate in
questo sottoparagrafo.
L'aggiornamento di una base di dati coinvolge due nodi della rete PariPari,
uno che possiede il database da aggiornare con le transazioni eseguite durante il
periodo nel quale  e stato oine, che ha ruolo di client nel processo, e l'altro che
mette a disposizione le transazioni eseguite su una replica, che ha ruolo di server
nel processo.
Bisogna ricordare come una base di dati viene aggiornata con transazioni
prese dalla tabella LOG nella base di dati di supporto del nodo aggiornato e dalla
coda delle transazioni TransactionQueue del nodo aggiornato. La dierenza
della provenienza sta nel fatto che le transazioni inserite nella tabella LOG sono
state eseguite in modo distribuito mentre le transazioni nella coda sono ancora
da eseguire.
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+  update()
+ paripari.dbms.UpdateLayer
paripari.dbms
-  updInterpreter()
+ paripari.dbms.MessageInterpreter
paripari.dbms
+  getUpdateLayer()
+ paripari.dbms.Database
paripari.dbms
+  addMessage()
+ paripari.dbms.interfaces.INodeSet
paripari.dbms.interfaces
«interface»
+ UPDATING: int
+  getUpdateLayer()
+ paripari.dbms.interfaces.IDatabase
paripari.dbms.interfaces
«interface»
+  addMessage()
+ paripari.dbms.NodeSet
paripari.dbms
+  update()
+ paripari.dbms.interfaces.IUpdateLayer
paripari.dbms.interfaces
«interface»
+  addMessage()
+ paripari.dbms.interfaces.IDBUpdateServer
paripari.dbms.interfaces
«interface»
+  addMessage()
+ paripari.dbms.interfaces.IDBUpdateClient
paripari.dbms.interfaces
«interface»
 - databaseReference 0..1
 - dbus 0..1  - dbuc 0..1
Forwards update messages
 - ns 0..1
 - updateLayer 0..1
 - databases *
Figura 2.5: Schema UML delle classi coinvolte nel processo di aggiornamento
delle basi di dati disconnesse. Tra i metodi in evidenza si articolano i percorsi dei
messaggi.
Nella gura (2.5)  e possibile vedere un diagramma di collaborazione (collabo-
ration diagram) tra le classi attraversate dai messaggi del protocollo di aggiorna-
mento. I messaggi di aggiornamento arrivano dentro il gestore DBMS dal meto-
do updInterpreter() della classe con compito di parser MessageInterpreter.
Quindi i messaggi vengono inviati alla base di dati alla quale sono indirizzati, tra
quelle salvate nel nodo. Una volta dentro all'oggetto Database, sono passati allo
strato UpdateLayer. A seconda della tipologia di messaggi di aggiornamento,
questi vengono smistati al client o al server. Per tutto il tempo in cui la base di
dati  e coinvolta nel processo di aggiornamento, la sincronizzazione delle transazio-
ni rimane sospesa e riprender a quando lo stato dell'oggetto Database diventer a
di nuovo READY. Carlo Bonato, durante il corso di Ingegneria del Software, ha
rivisto il protocollo dei messaggi di update per eliminare una situazione di stallo
che si vericava nel caso in cui alcuni messaggi venivano persi. Attualmente, il
processo di aggiornamento sfrutta le informazioni sui nodi del server distribuito
messe a disposizione dallo strato DieselLayer.
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Per i dettagli implementativi aggiornati si consiglia la lettura della documen-
tazione javadoc delle classi sul sito dedicato [12] oppure direttamente nel codice
sorgente.
2.2 Classe Supportb
Il modulo PariPari DBMS memorizza in modo persistente, tra una sessione di
utilizzo e l'altra, i dati necessari al suo funzionamento con l'aiuto del gestore
HSQLDB. Questa scelta di utilizzare una base di dati per rendere persistenti le
informazioni raccolte  e stata fatta sin dalla prima versione del modulo. Quindi
per salvare le informazioni, viene creata in ogni nodo una base di dati specia-
le, invisibile e inaccessibile all'utente, denominata database di supporto. La sua
struttura permette il salvataggio di tutti i dati di cui l'applicazione ha bisogno.
Da parte sua, il gestore HSQLDB crea un nuovo database dal nome predenito
\supportdb". L'utente usato per creare il database  e quello di default del gesto-
re HSQLDB. In Java, l'oggetto corrispondente alla base di dati \supportdb"  e
un'istanza della classe SupportDB.
Al primo avvio del modulo DBMS, il database di supporto \supportdb" vie-
ne creato dal thread DBMSPluginFirstRun che esegue delle istruzioni SQL sotto
forma di prepared statements. Ad ogni successivo avvio del modulo DBMS il th-
read controlla solamente l'integrit a del database di supporto. Conclusa la verica
si leggono i dati contenuti nel \supportdb" e per ogni base di dati individuata
comincia la gestione vera e propria da parte del modulo DBMS.
La classe SupportDB si interfaccia direttamente con il gestore di basi di dati
HSQLDB e tramite i suoi metodi rispecchia la struttura della base di dati di
supporto. In pi u, questa classe deve intercettare tutti i comandi SQL ricevuti
dall'applicazione e interpretati dal parser dedicato a questo compito nel metodo
MessageInterpreter.sqlInterpreter(). Per ora il parser  e limitato ad alcuni
comandi SQL e a breve si prevede l'introduzione di altri per completare le possi-
bilit a di gestione della base di dati.  E il thread TransactionExecutor a eseguire
le transazioni sincronizzate sia sulla base di dati alla quale appartengono sia in
\supportdb" per conservarne traccia.
Lo schema E/R, ovvero schema entit a-associazione, presentato in questo la-
voro rappresenta la nuova versione che ho elaborato. Dopo una attenta analisi
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ho riscontrato incongruenze e problemi dopo l'introduzione del sistema di login.
Ho deciso che lo schema andava aggiornato per non compromettere l'integrit a ed
eliminare le ridondanze che si erano create.
Database Log Entry
Field
User
Table
(0,N)
(1,1)
CONTAIN
(0,N)
(1,1)
CONTAIN
(1,N)
(1,1)
CREATE
(1,1) (0,N)
EXECUTE
Username
Table Name
Query
Timestamp
DbName
Password
References
PK
Type
UniqueID
IsNull
Name
Figura 2.6: Schema E/R - Entit a/Associazione - del database di supporto.
29Modulo PariPari DBMS
La traduzione dello schema E/R verso il modello relazionale risulta nello sche-
ma relazionale, con evidenziati i vincoli di integrit a referenziale e presentato in
gura (2.7). Come si vede in questo caso, pi u attributi sono coinvolti nel vinco-
lo, quando la chiave primaria della tabella riferita  e costituita da un insieme di
attributi. Questo implica che bisogner a confrontare ennuple di valori invece che
singoli valori.
TIMESTAMP QUERY USERNAME DB
LOG
PASSWORD USERNAME
USERS
DB USERNAME NAME
TABLES
NAME TABLE-NAME DB ISNULL TYPE USERNAME PK UNIQUEID REF
FIELDS
NAME USERNAME
DATABASES
Figura 2.7: Schema relazionale del database di supporto con i vincoli di integrit a
referenziale.
Sullo schema relazionale della base di dati \supportdb" ha senso denire i
seguenti vincoli di integrit a referenziale2:
￿ fra l'attributo <USERNAME> della relazione DATABASES e la relazione
USERS.
￿ fra gli attributi <DB> e <USERNAME> della relazione LOG e la relazione
DATABASES.
￿ fra gli attributi <DB> e <USERNAME> della relazione TABLES e la rela-
zione DATABASES.
2In SQL, per la loro denizione, si usa l'apposito vincolo di foreign key, ovvero di chiave
esterna.
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￿ fra gli attributi <TABLE-NAME>, <DB> e <USERNAME> della rela-
zione FIELDS e la relazione TABLES.
La denizione degli attributi nello schema relazionale  e stata fatta nella prima
versione del modulo DBMS ed  e stata aggiornata da me tenendo conto dei vincoli
imposti dal progetto. Per esempio, la scelta della chiave primaria per la tabella
DATABASES  e stata fatta in modo da impedire che lo stesso utente crei basi di
dati omonime nel sistema. La scelta della chiave primaria per la tabella LOG  e
stata fatta in modo da impedire che statement SQL con lo stesso timestamp siano
eseguite sulla stessa base di dati. La coppia di attributi <DBNAME, USERNA-
ME> costituisce la chiave primaria della tabella USERS e quindi segue il vincolo
che lo stesso utente non pu o creare database omonimi all'interno del nodo. Ho
deciso di eliminare l'attribuito <HASH> usato nelle versioni precedenti nella
chiave primaria della tabella DATABASES. La motivazione  e che per come veniva
costruito, non si poteva escludere che il codice hash non si ripetesse. Altrimenti
la seguente situazione creerebbe un problema non gestito dal sistema: due utenti
diversi creano in nodi diversi due database omonimi e il codice hash si ripete.
Con il processo di replicazione potrei trovarmi con entrambi nello stesso nodo.
Per maggiori dettagli si veda nell'appendice (A.4) la lista dei vincoli che il sistema
rispetta.
In Java, l'oggetto SupportDB crea uno strato di accesso ai dati per il modulo
DBMS. Per ognuna delle tabelle previste nello schema relazionale c' e lo stesso
insieme di metodi di accesso. Questi permettono operazioni di inserimento e can-
cellazione di tuple e interrogazioni sui dati salvati. Ho deciso di accorpare nella
classe SupportDB la procedura di login rappresentata dalla classe Authorization.
Attualmente il metodo setCredentials() che consente di impostare le creden-
ziali a un database nel momento della sua creazione  e stato rivisto e rinominato
come addUser() dato che era sostanzialmente una operazione di inserimento nel-
la tabella USERS. Allo stesso modo il vecchio metodo checkUser()  e diventato
isUser() sempre nella classe SupportDB.
2.3 Classe Database
Nella nuova versione del modulo DBMS, ho rivisto e ampliato con una nuova
struttura interna l'oggetto Database. Attualmente  e un oggetto che ha uno stato
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interno3 per rappresentare la situazione di raggruppamento al cluster di nodi che
ospitano repliche della stessa base di dati. Gli oggetti Database sono raggruppati
nella struttura NodeSet e il loro stato  e controllato dal thread NodeController.
 E lo stesso thread a rilevare il rischio di indisponibilit a per ciascuna base di dati
tramite un lower bound impostato come parametro di progetto (A.4). Il thread
avvia un processo di replicazione tutte le volte che il lower bound viene violato.
Ho scelto di lasciare separato dagli oggetti questo processo dato che si svolge a
un livello logico pi u basso, cio e tra i database gestiti da HSQLDB.
+  activateLayer()
+  deactivateLayer()
+ UpdateLayer
+  activateLayer()
+  deactivateLayer()
+ SyncLayer
+  activateLayer()
+  deactivateLayer()
+ DieselLayer
+ READY: int
+ UPDATING: int
+ PAUSED: int
+ DELETEME: int
+ interfaces.IDatabase
interfaces
«interface»
+  getDieselLayer()
+  getSyncLayer()
+  getUpdateLayer()
+ Database
+  activateLayer(newServer: boolean)
+  deactivateLayer()
+ interfaces.IDieselLayer
interfaces
«interface»
+  activateLayer()
+  deactivateLayer()
+ interfaces.ISyncLayer
interfaces
«interface»
+  activateLayer(newServer: boolean)
+  deactivateLayer()
+ interfaces.IUpdateLayer
interfaces
«interface»
 - databaseReference
0..1
 - databaseReference
0..1
 - databaseReference 0..1
 - dieselLayer
0..1
 - updateLayer
0..1
 - syncLayer 0..1
Figura 2.8: Diagramma UML della classe Database con i layer.
I campi dell'oggetto Database sono costituiti da: un Object che racchiude le
informazioni di nodo per l'istanza vista come replica; la lista delle repliche dove,
al momento, ogni replica  e individuata dalle informazioni di nodo previste dal
modulo DiESeL, cio e con un oggetto DiESeLNode; tre strati, ognuno dei quali
svolge un processo separato. Gli strati che compongono l'oggetto Database sono:
DieselLayer strato dedicato al ritrovamento del server distribuito e al monito-
raggio delle repliche attive sulla rete. La sua composizione comprende un
thread DBMSServerLayer.
3PAUSED, UPDATING, READY e DELETEME.
322.4 Standard dei messaggi DBMS
UpdateLayer strato dedicato all'aggiornamento della base di dati. La sua com-
posizione comprende due thread, DBUpdateClient e DBUpdateServer.
SyncLayer strato dedicato alla sincronizzazione delle singole transazioni. La sua
composizione comprende una coda di transazioni, ognuna delle quali viene
sottoposta al processo di sincronizzazione da un thread interno, e un thread,
TransactionSynchronizer che gestisce la coda.
Gli oggetti Database vengono creati all'avvio del modulo DBMS a seconda dei
dati ritrovati nella base di dati di supporto e in seguito all'interazione dell'utente,
questa volta tramite la classe DBCreator.
2.4 Standard dei messaggi DBMS
In questa versione del modulo DBMS si  e deciso di sviluppare uno standard comu-
ne dei messaggi inviati dai vari componenti del modulo. In precedenza i protocolli
di comunicazione a livello applicativo usavano diversi tipi di messaggi testuali di-
scriminati tramite pressi e realizzati come costanti numeriche. Durante il corso
di Ingegneria del Software, uno dei task assegnati riguardava la progettazione di
uno standard di messaggi che faceva uso degli Enum.
Le motivazioni a favore di questa scelta sono molteplici. Tra queste, si  e voluto
rendere il codice sorgente pi u facile da modicare e testare rispetto alle versioni
dove i messaggi erano costruiti in modalit a hardwired nel codice e anche in modo
sparso per il codice. La mancanza di una realizzazione tipizzata per i campi
del messaggio comporta un dispendio di tempo non trascurabile se si devono
fare modiche al codice da parte di membri nuovi del gruppo che devono cercare
tutte le occorrenze dove si istanzia un nuovo messaggio con parametri tutti di tipo
String. In pi u, questo approccio  e \error-prone" e gli errori introdotti diventano
visibili sono in fase di testing o peggio ancora, quando l'utente prova a interagire
con il sistema e il protocollo dei messaggi ha un comportamento errato rispetto
alle speciche descritte nella documentazione.
L'uso degli Enum nell'intestazione dei messaggi si adatta bene alla nostra ne-
cessit a di denire insiemi omogenei di costanti per costruire un sistema di ca-
tegorizzazione dei campi che sia anche facilmente espandibile. Lo svantaggio
dell'implementazione non tipizzata  e stato eliminato ed ora  e possibile avvaler-
si delle funzioni di autocompletamento dell'ambiente di sviluppo per scoprire le
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nuove estensioni introdotte. Tutto questo ha portato a una pi u facile costruzione
dei messaggi e nel caso ci sia qualche problema il compilatore lo segnala pronta-
mente. Non per ultimo, avere un codice facile da cambiare, lo rende anche facile
da testare.
Un'altra motivazione che ci ha spinti ad adottare gli Enum per le intestazioni
dei messaggi  e stata che ogni costante  e presente in singola copia in memoria, per
cui  e possibile comparare due valori anche usando l'operatore \==" e mantenere
la stessa ecienza del metodo equals().
I messaggi dello standard DBMS sono oggetti istanza della classe DBMessage.
I comandi scritti dall'utente nella riga di comando di PariPari diventano messaggi
con provenienza CONSOLE. I messaggi ricevuti in un nodo da altri nodi della rete
PariPari hanno provenienza NETWORK. I messaggi da inviare da un nodo verso altri
nodi della rete PariPari hanno provenienza SEND. Questa divisione rispecchia la
struttura del sottosistema di rete (3.4) del modulo DBMS.
2.4.1 Formato dei messaggi
Lo standard dei messaggi DBMS ha la seguente struttura, come si vede nell'inte-
stazione della tabella:
HEADER TYPE COMMAND ARGUMENT HOST
HeaderEnum TypeEnum CommandEnum String String
La composizione di ogni Enum  e descritta nella lista in appendice (A.6).
Per ogni messaggio in arrivo, la classe NetworkMessageReceiver crea oggetti
DBMessage come nel seguente esempio:
HEADER TYPE COMMAND ARGUMENT HOST
NETWORK AUT ACC ARGUMENT HOST NULL
 E da notare come il campo HOST ancora non viene utilizzato separatamente
nella costruzione e nel parsing dei messaggi, ma per ora le informazioni ivi conte-
nute sono concatenate al campo ARGUMENT. Come token per separare i due campi
nel processo di parsing  e stato scelto il carattere di spazio. Questa  e una scelta
temporanea che potr a essere cambiata nelle prossime versioni dell'applicazione.
La classe dedicata al parsing dei messaggi in arrivo  e MessageInterpreter e il
suo metodo coinvolto per primo nella traduzione di un messaggio dello standard
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DBMS  e interpreteMessage(). Questo metodo inoltra ai singoli metodi con
ruolo di parser specializzati i messaggi riconosciuti.
Gli Enum vengono usati anche per il nuovo log del modulo DBMS. Maggiori
informazioni sulla realizzazione del log si trovano nella sezione (3.6).
Conclusioni
I processi descritti nora devono restare trasparenti all'esterno. L'obiettivo  e
quello di dare l'impressione agli utilizzatori che il tutto funzioni come un DBMS
tradizionale, senza esporre le funzionalit a distribuite o facendo distinzioni tra
accesso locale e accesso remoto.
I processi messi in atto dal modulo DBMS devono conformarsi alle regole del
progetto PariPari. Nel prossimo capitolo vengono presentate le integrazioni a cui
ho lavorato per conseguire questo obiettivo.
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Integrazioni con moduli PariPari
In questo capitolo si descrive in dettaglio il lavoro svolto per rendere il modulo
DBMS conforme con i criteri di PariPari. L'obiettivo  e quello di far diventare
il modulo DBMS \Security Manager compliant", cio e tutte le risorse necessarie
all'applicazione come le, socket e ricerche sulla DHT, devono essere acquisite
tramite le rispettive PariPari API e non pi u utilizzando le classi della libreria
standard di Java.
Nel paragrafo (3.1) sono presentate in dettaglio le funzionalit a oerte della li-
breria DiESeL e la classe che implementa l'interfaccia di accesso verso di essa. Nel
paragrafo (3.2) si presentano le novit a introdotte per la gestione dei le tramite
l'uso delle FileAPI. Il paragrafo (3.3)  e dedicato alle modiche apportate all'uso
della DHT. Nel paragrafo (3.4) si presentano le novit a introdotte nel sottosistema
di comunicazione con la rete PariPari. Nel paragrafo (3.5) si descrive come sono
state modicate le richieste di risorse per utilizzare il modulo PluginSender.
3.1 Integrazione con DiESeL
DiESeL [15]  e una libreria sviluppata nell'ambito del progetto PariPari con lo
scopo di distribuire server ovvero servizi sulla rete PariPari. La libreria permette
di realizzare un qualsiasi \servizio distribuito" su nodi PariPari. Nel contesto
del modulo DBMS, il servizio da distribuire  e un servizio di gestione di basi di
dati. Nella letteratura questi servizi vengono indicati con l'acronimo DDBMS
(Distributed Database Management System).
Attualmente la libreria DiESeL  e arrivata alla versione 2.5.1.0, l'interfaccia
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di accesso  e stata rivista, alcuni metodi sono stati corretti e sono state aggiunte
nuove funzionalit a. Tra queste, di particolare interesse per il modulo DBMS  e
la possibilit a di creare sottogruppi all'interno dello stesso tipo di servizio. Nelle
versioni precedenti ad uno stesso tipo di servizio oerto da un modulo PariPari
corrispondeva un unico gruppo di nodi che andavano a formare il server distribui-
to. Dal punto di vista del servizio distribuito di gestione di basi di dati, questo
portava ad una situazione in cui tutti i nodi parlavano con tutti, anche quando
tutte le basi di dati gestite da ogni nodo erano diverse e i messaggi ricevuti erano
inutili.
L'integrazione con DiESeL ha una motivazione naturale dato che il servizio
distribuito  e fondamentale per distribuire sull'overlay PariPari i database gestiti
localmente. La prima versione del modulo DBMS realizzava in proprio un servizio
distribuito, ma questo sottosistema non era eciente e lo scambio in modalit a
broadcast di messaggi di ping poteva saturare la banda e inondare la rete. La
libreria DiESeL sfrutta algoritmi studiati appositamente per minimizzare il nu-
mero di messaggi di ping scambiati tenendo conto della topologia dell'overlay che
si viene a creare tra i nodi di un server distribuito.
Nella rete PariPari, un nodo che carica il modulo DBMS integrato con DiESeL
viene riconosciuto da DiESeL come facente parte del servizio di gestione di basi
di dati e di uno o pi u sottogruppi di nodi che vanno a formare il server distribuito
per ogni database gestito dal nodo. Da parte sua, DiESeL costruisce in pi u passi
una tabella di indirizzi dei vicini, poi dei vicini dei vicini e cos  via. Pensando
ad un'architettura a livelli, DiESeL crea canali di connessione tra nodi DBMS a
un livello logico pi u basso del modulo DBMS. Data la natura dei nodi della rete
PariPari, che sono peer che possono agire sia da serventi che da clienti, la libreria
DiESeL consente:
￿ di inviare messaggi di ping in maniera intelligente e distribuita ai soli nodi
di un particolare sottogruppo che usano il servizio di gestione di basi di
dati.
￿ di inviare messaggi di notica della disconnessione di un peer ai soli nodi di
un particolare sottogruppo che orono il servizio di gestione di basi di dati.
Alla ricezione ricezione di un messaggio di notica, tutti i nodi andranno a ve-
ricare se nella propria lista che descrive il sottogruppo  e presente il riferimento
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al nodo appena disconnesso. Nel caso lo contenga, andranno ad aggiornare la
lista eliminando il riferimento. La soluzione adottata in precedenza per il moni-
toraggio delle repliche attive era basata su un approccio \busy waiting" in cui
un PariPari thread dedicato solo a questo compito interrogava periodicamente la
DHT.
3.1.1 Classe DBMSServerLayer
Qualunque modulo PariPari deve avere una realizzazione dell'interfaccia
IServerLayer per poter utilizzare la libreria DiESeL. Per il modulo PariPari
si  e prima progettato un'interfaccia, chiamata IDBMSServerLayer, che estende
l'interfaccia IServerLayer. Questo approccio basato sulle interfacce  e 
essibile e
testabile secondo i principi dell'Extreme Programming.
La classe DBMSServerLayer realizza tutti i metodi delle due interfacce e, in
pi u, ha la struttura di un oggetto PariPariRunnable che pu o essere eseguito da
un PariPariThread. In questo modo la gestione di pi u database in parallelo  e
facilitata negli scenari multithreaded. Attualmente il modulo DBMS pu o gesti-
re no a cinque database diversi. Il numero dei database salvati localmente  e
un vincolo codicato in vari punti del progetto iniziale ma nel prossimo futuro
pu o diventare un parametro congurabile dall'esterno. Il capitolo (5) propone
possibili sviluppi futuri su questo argomento. Dal punto di vista operativo ogni
database lancia un proprio PariPari thread. Il thread esegue l'oggetto runna-
ble DBMSServerLayer che racchiude il task nel suo metodo go(). A sua volta
DBMSServerLayer lancia un PariPari thread che esegue l'oggetto runnable Di-
stributore. Quest'ultimo rappresenta la classe principale della libreria DiESeL e
a seconda del costruttore usato si possono specicare vari parametri per denire i
ruoli e il comportamento dei nodi nel server distribuito. Per maggiori dettagli sui
costruttori disponibili per la classe Distributore si rimanda al codice sorgente
della classe DBMSServerLayer.
All'interno della libreria DiESeL i nodi vengono astratti tramite gli oggetti che
implementano l'interfaccia IDiESeLNode. Le informazioni di nodo incapsulate
dentro l'oggetto sono l'indirizzo IP e due porte UDP che possono essere usate per
le comunicazioni gestite direttamente da DiESeL. Gli stessi oggetti sono utilizzati
anche all'interno del modulo DBMS per identicare le repliche di un database
nella rete PariPari.
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3.1.2 New Server e Joining Server
In un gruppo di nodi PariPari che costituiscono il server distribuito per un certo
database  e possibile individuare due ruoli. Il primo  e quello del \New Server" e
spetta al nodo che crea per la prima volta un nuovo database sulla rete PariPari.
Questo ruolo ha il compito di coordinare il gruppo che si viene a creare man
mano che il database comincia a replicarsi nella rete. Per quanto riguarda il
modulo DBMS, il coordinatore interroga periodicamente la DHT per scoprire
nuove repliche del database e manda messaggi di ping ai nodi ritrovati in questo
modo. Il secondo ruolo  e quello del \Joining Server" e spetta al nodo che ha
gi a una replicazione del database e si deve aggregare al server distribuito. La
presenza di un database oine che si deve ricongiungere col server distribuito
pu o essere il risultato di una disconnessione temporanea oppure di una nuova
replica che ha concluso il processo di replicazione. In ogni caso, il Joining Server
si trova in uno stato dormiente nch e non viene risvegliato dai messaggi di ping
inviati dal New Server.
Per un dato database, in ogni momento nella rete ci possono essere pi u nodi
DBMS con il ruolo di Joining Server, ma ci pu o essere al pi u un unico nodo con
il ruolo di New Server. Tuttavia i ruoli non sono ssati in modo permanente e
nel caso in cui il New Server si disconnette, il ruolo verr a assunto da uno dei nodi
Joining Server in seguito a un processo di voto.
Quando un nodo deve aggregarsi al suo sottogruppo di riferimento che forma
il server distribuito per un certo database, lo scambio di messaggi tra un nodo
in qualit a di \New Server" e un altro nodo in qualit a di \Joining Server" si pu o
riassumere nei seguenti passi:
￿ \New Server" localizza tramite DHT nuovi nodi contenenti repliche del
database.
￿ \New Server" sveglia il \Joining Server" localizzato inviando messaggi di
ping.
￿ Una volta svegliato, \Joining Server" comunica in broadcast al server distri-
buito le sue informazioni di nodo1. In questo modo tutti i nodi del server
distribuito vengono a conoscenza della sua presenza.
1IP del nodo e due porte assegnate per il protocollo UDP
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￿ \New Server" comunica al \Joining Server" le informazioni di nodo di ognu-
no dei componenti che in quel momento formano il server distribuito. In
questo modo il \Joining Server" conosce i nodi che si sono aggregati prima
di esso al sottogruppo.
Il \Joining Server", nch e  e attivo nel sottogruppo di riferimento, verr a a cono-
scenza di altri \Joining Server" che si aggregano al server distribuito tramite i
messaggi di broadcast inviati da questi ultimi.
Dato che le comunicazioni che interessano la libreria DiESeL avvengono tra-
mite messaggi inviati su socket UDP, si  e scelto di inviare le informazioni di nodo
in broadcast ripetutamente nch e il nodo \Joining Server" riceve una risposta
dal \New Server". Altrimenti si assume che il messaggio per il \New Server" sia
andato perduto e si ripete il broadcast.
3.1.3 Messaggi scambiati
I messaggi contenenti le informazioni di nodo e inviati in modalit a broadcast
dalla libreria DiESeL possono essere congurati al livello server, cio e nel nostro
caso al livello del modulo DBMS. L'interfaccia IInternalDistributore prevede
il metodo enqueuePluginMessage() che riceve come parametro Object le infor-
mazioni di nodo. Questo approccio generico permette di inviare tutto quello che
un modulo pu o voler rappresentare come informazioni di nodo. Queste ultime
vengono racchiuse dal modulo DBMS in oggetti propri della libreria DiESeL chia-
mati IDiESeLNode. Questi oggetti astraggono il nodo PariPari e sono usati anche
all'interno della libreria.
I messaggi di ping non possono essere congurati a livello server in quanto
sono parte di un meccanismo interno della libreria DiESeL. Per maggiori dettagli
si rimanda al materiale disponibile sulla pagina wiki del gruppo DiESeL [15].
I messaggi di notica non possono essere congurati a livello server in quanto
sono parte di un meccanismo interno di Outage Detection della libreria DiESeL.
La loro struttura  e del tutto trasparente al modulo DBMS ma  e comunque possi-
bile recuperare le informazioni di nodo del peer caduto tramite un cast da Object
a IDiESeLNode.
I messaggi con cui il \New Server" risponde ad un \Joining Server" per infor-
marlo dei nodi che costituiscono il server distribuito rispettano lo standard dei
messaggi DBMS. Quindi facendo riferimento alla struttura dei messaggi basata
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sugli Enum riportata nella tabella sotto, sono messaggi del tipo NMG con inte-
stazione ADDNODE e ricadono tra le tipologie dei messaggi usati nella sezione
di Node Management nella versione iniziale del modulo DBMS progettata da A.
Cecchinato [5]. Una descrizione completa (ma ormai obsoleta) di tutte le nove
tipologie di messaggi si trova a pagina 36 della sua tesi.
HEADER TYPE COMMAND ARGUMENT HOST
HeaderEnum.SEND TypeEnum.NMG NMGEnum.ADDNODE String String
I messaggi del tipo NMG con intestazione IMALIVE, con intestazione ADDDB e
con intestazione DELDB sono stati sostituiti rispettivamente dai messaggi di ping
della libreria DiESeL, dai messaggi con informazioni di nodo scambiati tra un
nodo e il server distribuito e con i messaggi di notica del meccanismo di Outage
Detection della libreria DiESeL.
I Vantaggi
Dalla versione 2.5.0.1 la libreria DiESeL  e congurabile tramite le XML che
l'utente nale pu o modicare a piacere. I parametri che si possono congurare
sono: il numero di porte assegnate alla libreria, la dimensione del sottogruppo ed
il peso di ogni membro all'interno del gruppo.
Il vantaggio pi u importante dell'integrazione con DiESeL  e rappresentato dal-
l'ecienza raggiunta nella gestione del cluster di repliche tramite i messaggi scam-
biati. Attualmente un nodo si aggrega al cluster di n client scambiando in tutto
n messaggi. Contemporaneamente, l'integrazione realizzata solleva dal ricercare
tramite DHT i nodi che gestiscono replicazioni di uno stesso database e monito-
rare la loro attivit a in rete. DiESeL ore un modo per monitorare i nodi attivi
di PariPari DBMS chiamato semplicemente Outage Detection.
Tuttavia, il consumo di socket necessari cresce, sono necessarie 2 porte UDP
dedicate a DiESeL per ogni database. Per semplicare la congurazione ho rea-
lizzato un meccanismo tale che le porte necessarie per ogni database vengono
assegnate in automatico da un range indicato dall'utente. Un'altra porta che
bisogna congurare  e la porta TCP attraverso la quale passano in multiplex i
messaggi standard DBMS in entrata per tutti i database locali.
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Metodi di DBMSServerLayer
Di seguito vengono descritti brevemente i metodi della classe DBMSServerLayer
che realizzano lo scambio di messaggi necessari per il ricongiungimento di un nodo
con il server distribuito di riferimento:
initialize() Questo metodo viene invocato dalla libreria DiESeL. Inizializza
le strutture dati e gli oggetti usati da un nodo facente parte di un server
distribuito DBMS. L'inizializzazione consiste nell'invio di alcune stringhe
che presentano il servizio distribuito di gestione di database come il nome
e la versione del server.
go() Questo metodo rappresenta il lavoro utile svolto dal PariPari thread. Il
codice si dirama a seconda del ruolo svolto dal nodo nelle comunicazioni.
stop() Questo metodo richiede di fermare l'esecuzione del task al pi u presto
possibile. Il task deve vericare periodicamente se gli  e arrivata qualche
richiesta per fermarsi.
enqueueJoiningServerMessage() Questo metodo invia in broadcast le informa-
zioni di nodo del peer che si vuole aggregare al server distribuito. Lo invoca
solo un JOINING SERVER.
getMsg() Questo metodo esegue le azioni previste per la ricezione di un mes-
saggio di broadcast. Lo invoca sia un NEW SERVER sia un JOINING
SERVER.
enqueueNewServerMessage() Questo metodo invia la risposta contenente le in-
formazioni su ogni nodo attivo in quel istante nel server distribuito. La
risposta consiste in un messaggio dello standard DBMS del tipo NMG e
intestazione ADDNODE. Lo invoca solo il NEW SERVER.
ackSentJoiningServerMessage() Questo metodo permette di informare lo stra-
to che si interfaccia con la libreria DiESeL che il NEW SERVER ha risposto
con un messaggio dello standard DBMS. I messaggi dello standard DBMS
vengono gestiti ad un livello superiore rispetto a DiESeL e usano connessioni
TCP. Il metodo lo invoca solo un JOINING SERVER.
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A questo punto il ricongiungimento di un nodo andato oine con il server distri-
buito al quale deve fare riferimento il database gestito localmente pu o considerarsi
conclusa. Successivamente si attiva un nuovo strato del database che permette
di aggiornare in locale le transazioni distribuite che sono state eseguite nel lasso
di tempo per il quale il nodo  e stato assente dal server distribuito.
3.2 Integrazione con LocalStorage
Per un modulo della cerchia esterna di PariPari, come DBMS, l'accesso al disco  e
possibile solo tramite le API oerte dal modulo Local Storage. Dato che il plugin
DBMS usa una cartella di lavoro dedicata2 in cui salva i le di congurazione per
il modulo DiESeL (nella sottodirectory conf) e le che riguardano le basi di dati
gestite (nella sottodirectory data), si rendono necessarie richieste di FileAPI per
ogni operazione su disco.
Il modulo Local Storage rende disponibili vari costruttori da invocare per
richiedere oggetti FileAPI. Di solito si devono specicare parametri come il nome
del le desiderato (con o senza l'indicazione del path), la modalit a di accesso su
disco e i parametri per il conteggio dei crediti. Il costruttore che meglio si adatta
alle esigenze della situazione va scelto tra quelli documentati sul sito [12].
Il modulo DBMS fa un uso particolare degli oggetti FileAPI ottenuti. A parte
quelli ottenuti per la gestione dei le di congurazione per DiESeL, il plugin non
chiama direttamente i metodi FileAPI.mkdir() o FileAPI.createNewFile().
L'oggetto FileAPI richiesto dal thread che parte per primo all'avvio del plugin
viene usato soltanto come path per indicare al gestore HSQLDB la directory nel-
la quale creare i le per le basi di dati salvate localmente. Il path punta alla
cartella di lavoro corrente del plugin e il percorso che indica viene concatena-
to nell'URL del database per potersi connettere tramite la tecnologia JDBC. Il
gestore HSQLDB viene congurato per creare i le necessari ogni volta che ci
si connette a una nuova base di dati e viene usato in questa congurazione dal
modulo DBMS.
Le modalit a di funzionamento del gestore HSQLDB, come quella su le e
quella in memoria vengono descritte brevemente qui, ma il manuale dell'utente
di HSQLDB ore maggiori dettagli.
2attualmente $fuser.homeg/PariPariExperimental/dbms
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Ogni base di dati gestita da HSQLDB viene chiamata \catalogo". Ci sono tre
tipi di cataloghi a seconda di come vengono salvati i dati. Questi tipi sono:
￿ mem: salvato interamente in RAM, senza ulteriore persistenza oltre il pro-
cesso della JVM.
￿ file: salvato su le del lesystem.
￿ res: salvato in una risorsa Java, come un archivio Jar e sempre read-only.
Per quanto riguarda le tabelle  e possibile distinguere i tipi di tabelle supportati
da HSQLDB in due macro categorie: persistenti e non persistenti. Quest'ultime,
che sono anche dette temporanee, vengono contraddistinte dalla parola chiave
TEMP e sono pienamente compatibili con la dichiarazione delle GLOBAL TEMPORARY
denita dallo standard SQL 92. Le tabelle persistenti si suddividono a loro volta
in tre classi:
￿ MEMORY Durante il ciclo di vita di queste tabelle i dati vengono mantenu-
ti in memoria, mentre i cambiamenti alla struttura vengono scritti nei le
.script.  E possibile creare una tabella di questo tipo attraverso la sintas-
si standard: CREATE TABLE <TABLE NAME>(<COLUMNS DEFINITION>). Il
modulo DBMS richiede questa tipologia di tabelle per le basi di dati gestite
con HSQLDB.
￿ CACHED Queste tabelle non fanno uso della memoria (ad esclusione degli
indici) ma operano direttamente sul le .data.  E possibile creare una
tabella di questo tipo attraverso la sintassi standard:
CREATE CACHED TABLE <TABLE NAME>(<COLUMNS DEFINITION>)
￿ TEXT Queste tabelle consentono l'uso di le CSV (Comma Separated Va-
lue) come sorgente di dati.  E possibile creare una tabella di questo tipo
attraverso la sintassi standard:
CREATE TEXT TABLE <TABLE NAME>(<COLUMNS DEFINITION>)
I cataloghi mem: possono essere utilizzati per fare i test (4.3) oppure con ruolo
di cache per le applicazioni. Questi database non salvano alcun le e non scrivono
nulla su disco.
I cataloghi file: sono composti da un numero di le variabile tra due e
cinque, tutti con lo stesso nome della base di dati, ma con estensioni dierenti. I
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le vengono salvati tutti nella stessa directory specicata nell'URL del database.
Il modulo DBMS richiede questa modalit a per le basi di dati gestite con HSQLDB.
Per esempio, una base di dati chiamata \supportdb", come quella di supporto
del plugin DBMS,  e composta dai seguenti le:
￿ supportdb.properties Contiene alcune impostazioni generali per la base
di dati (garbage collector interval, versione, dimensione massima le di log,
ecc.).
￿ supportdb.script Contiene la denizione delle tabelle e altri oggetti del
database. Per le tabelle non-CACHED contiene anche i dati.
￿ supportdb.log Contiene le ultime operazioni eettuate sulla base di dati.
￿ supportdb.data Contiene i dati, in formato binario, delle tabelle di tipo
cached.
￿ supportdb.backup Contiene un backup compresso dell'ultimo stato valido
del le supportdb.data.
￿ supportdb.lobs Contiene dati del tipo SQL BLOB.3 Le dimensioni del le
possono raggiungere qualche terrabyte.
￿ supportdb.tmp Una directory usata da HSQLDB.
Tutti questi le sono essenziali per il funzionamento della base di dati e non
devono essere cancellati. Per alcuni database, i le .data e .backup potrebbero
mancare. Mentre il catalogo \supportdb"  e aperto, il le supportdb.log viene
usato per scrivere le modiche fatte. Questo le viene rimosso e le modiche
vanno trasferite nel le supportdb.properties quando il database viene chiuso
normalmente con il comando SHUTDOWN dato sulla connessione JDBC. Quando il
database non viene chiuso normalmente, il le di log viene usato al successivo
avvio della base di dati per ripristinare le modiche. Un le supportdb.lck
viene usato per memorizzare lo stato corrente di un database (in uso/non in uso).
Anche questo le viene cancellato alla chiusura tramite il comando SHUTDOWN del
database.
3Il BLOB  e un acronimo per \binary large object": tipo di dato usato nei database per la
memorizzazione di dati di grandi dimensioni in formato binario.
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3.2.1 Modiche nel plugin
L'oggetto FileAPI viene usato dal thread DBMSPluginFirstRun per recuperare
il \datapath" corrente, ovvero la cartella di lavoro del modulo DBMS, e salvar-
la nella classe principale DBMS. La risorsa viene richiesta senza rinnovo (1.3) in
quanto non sono previste operazioni su disco, ma serve solo alla congurazione
iniziale del plugin, in modo da poter costruire gli URL dei database con path
indipendenti dal sistema operativo e della home dell'utente. Le modiche che
ho apportato hanno riguardato l'aggiornamento del costruttore e lo spostamento
della maggior parte del codice nella classe DBMSPluginSender (3.5).
Gli oggetti FileAPI usati nella classe ConfigFileManager riguardano la ge-
stione dei le di congurazione del modulo DiESeL. Dalla versione 2.5.0.1 la
libreria DiESeL  e congurabile tramite le XML che l'utente nale pu o modica-
re a piacere. Al primo avvio del modulo DBMS, la classe ConfigFileManager si
occupa di creare la cartella conf dentro la cartella di lavoro del plugin e trasferire
su disco i le XML codicati nei sorgenti. A questo punto l'utente pu o intervenire
per impostare i parametri a disposizione. Anche in questa classe, le modiche che
ho introdotto hanno riguardato l'aggiornamento dei costruttori usati per richie-
dere gli oggetti FileAPI e il collegamento con la classe DBMSPluginSender che
raccoglie tutte le richieste di risorse inviate dal modulo DBMS e usa il modulo
PluginSender per la confezione automatica delle stesse.
3.2.2 Modiche in HSQLDB
Dato che il modulo DBMS usa il motore di gestione di basi di dati HSQLDB in
modalit a \in-process" con database salvati su le, si rendono necessarie richieste
di oggetti FileAPI per ogni le che si deve creare o al quale si deve accedere.
Queste richieste devono essere eettuate da dentro l'applicativo HSQLDB prima
di tentare di operare su disco.
La motivazione del porting del HSQLDB sono le scelte progettuali di PariPari:
ogni modulo della cerchia esterna, come il modulo DBMS,  e costretto a dialogare
soltanto con il Core e tutte le richieste di risorse devono essere autorizzate dal suo
SecurityManager. Quindi il gestore di basi di dati HSQLDB deve interfacciarsi
con l'applicativo PariPari tramite le PariPari API senza poter fare richieste di
risorse direttamente al sistema operativo.
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HSQLDB pu o essere congurato in modo che crei i le ogni volta che ci si
connette ad un nuovo database. Per questo, nelle propriet a della connessione
va impostato l'attributo \ifexists=false". Anche quando non viene speci-
cato esplicitamente, questa  e l'impostazione di default con cui HSQLDB crea i
le del database durante la prima connessione. Bisogna ricordare che il gestore
HSQLDB non sopporta direttamente i comandi SQL CREATE DATABASE e DELETE
DATABASE. Come gi a spiegato, la creazione dei le avviene implicitamente mentre
la cancellazione dei le su disco rimane a cura dell'utente o dell'applicazione che
usa HSQLDB. La cancellazione dei le su disco  e cosa diversa dalla cancellazione
del database gestito, operazione per la quale HSQLDB mette a disposizione un
comando di svuotamento della struttura dati che comunque mantiene i le per
il database creato. In ogni caso l'occupazione su disco per un database vuoto  e
piuttosto contenuta: circa 6 KB.
Premesso che le modiche nel codice sorgente di HSQLDB vanno fatte in modo
da non cambiare parti importanti e i sorgenti sono molto vasti, mi sono limitato
a sostituire gli oggetti File di Java con richieste di oggetti FileAPI confezio-
nate da PluginSender e indirizzate al modulo LocalStorage. Quindi nel codice
sorgente di HSQLDB ho introdotto dipendenze solo con la classe principale DBMS
e la classe CoreProxy. Quest'ultima  e un sottoinsieme dei metodi presenti in
DBMSPluginSender costituito dai soli costruttori per gli oggetti FileAPI. In que-
sto caso torna utile poter avere l'autorenew (1.3) degli oggetti senza appesantire
le modiche. A questo punto  e stato possibile ottenere un nuovo jar hsqldb.jar
ricompilando i sorgenti di HSQLDB e provare il modulo DBMS con la nuova ver-
sione della dipendenza. Durante le prove si nota che il gestore HSQLDB rallenta
e la spesa dei crediti nel conto del plugin DBMS  e alta. Il porting dei sorgenti
HSQLDB  e una modica importante e per portarla a termine serve un'approfon-
dita conoscenza delle scelte con cui  e stato progettato il sistema. Fare reverse
engineering e leggere codice sorgente di un gestore di basi di dati comporta una
spesa di tempo ingente e il risultato potrebbe essere inadatto alle esigenze di un
gestore distribuito. Il mio lavoro  e stato un primo approccio, ma le versioni future
di PariPari potrebbero prevedere delle API per la gestione delle basi di dati e un
gestore costruito in proprio.
I test con i database (4.3) creati da HSQLDB mi hanno aiutato a fare re-
verse engineering delle interazioni tra le classi di HSQLDB. Facendo fallire test
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con database si possono esaminare le stacktrace prodotte. L'accesso a HSQLDB
avviene tramite JDBC e questo nasconde la struttura interna, che  e proprio ci o
che ci interessa in questo caso.
Nell'arontare il compito del porting ho valutato anche la possibilit a di usare il
servizio di monitoraggio delle cartelle disponibile in Java7 tramite la WatchService
API. Questo servizio prevede di inviare notiche quando le e cartelle vengono
create dentro una directory registrata al servizio. La possibilit a  e stata scarta-
ta perch e SecurityManager blocca a monte le richieste, mentre le notiche del
servizio arrivano dopo l'avvenuta modica su disco.
3.3 Integrazione con DHT
Il vecchio gestore dei nodi e della replicazione che distribuiva il servizio di gestione
dei database faceva un uso intensivo della DHT, sia nella fase di raggruppamento
di un nodo al cluster delle repliche che nella fase di monitoraggio delle repliche
attive. Con la nuova versione del modulo DBMS, queste attivit a sono demandate
a DiESeL. Volendo immaginare una pila di strati che realizzano l'integrazione tra
DHT e modulo DBMS, DiESeL rappresenta un nuovo layer aggiunto alla base
della sezione del gestore dei nodi. Attualmente, questo gestore  e stato incluso
come strato all'interno dell'oggetto Database.
Il modulo DHT mette a disposizione degli altri plugin le DHTAPI per rendere
fruibili le funzionalit a della tabella hash distribuita. Ogni costruttore di DHTAPI
denisce una specica primitiva DHT. Le primitive DHT canoniche si possono
dividere in due tipologie, la primitiva nd e la primitiva store. La primitiva nd
del modulo DHT ha anche una versione per PariPari, chiamata primitiva ppnd.
Quest'ultima restituisce come risultato della ricerca solo i nodi che detengono
la risorsa ricercata, mentre la prima restituisce anche dei nodi che sono solo
responsabili per la risorsa ricercata. Con la nuova versione, il modulo DBMS
sfrutta quest'ultima primitiva per le ricerche sulla DHT in quanto si adatta meglio
alle esigenze di costruire un gruppo di server che posseggono repliche della stessa
base di dati.
Le classi in cui viene fatto ricorso alla primitiva PPFIND sono DBCreator e
ReplicationClient. Anche il comando -use del modulo DBMS elaborato dal
parser dei comandi nel metodo cmdUse() genera ricerche sulla DHT usando questa
49Integrazioni con moduli PariPari
primitiva. DBCreator eettua una ricerca su DHT usando come chiave di ricerca il
solo nome dell'utente (username) in modo da accertare se l'utente ha gi a interagito
col sistema.
Nei vari metodi di ricerca searchNodes() ho reso pi u robusta la gestione
delle eccezioni lanciate durante una richiesta di DHTAPI al Core. Un proble-
ma che si presentava spesso e rendeva instabile il modulo DBMS era la chiusu-
ra inaspettata da parte del modulo Connectivity dei socket aperti dal modulo
DHT. Questo portava all'isolamento del nodo dalla rete di peer e al conseguen-
te svuotamento di una struttura dati con funzione di cache usata all'interno del
modulo DHT. Come risultato, tutte le ricerche eettuate sulla DHT restituivano
oggetti null e l'esecuzione dell'applicazione veniva terminata con un'eccezione
NullPointerException. Al momento il problema viene mitigato congurando
il modulo DHT con il parametro \USE CONNECTIVITY SOCKET=false" che
disattiva l'uso del modulo Connectivity da parte del modulo DHT.
Un altro problema riscontrato era la mancata coordinazione tra il modulo
DHT e il modulo DBMS per poter eettuare interrogazioni sulla DHT. All'avvio
dell'applicazione c' e un intervallo di tempo durante il quale il modulo DHT non
ha ancora completato la fase di recupero dei peer. Durante questo intervallo,
tutte le ricerche restituiscono oggetti null e il modulo DHT informa l'utente che
NodeStorer, struttura interna con ruolo di cache,  e vuota. Dalle prove eettua-
te  e emerso che questo intervallo dipende dalla latenza della rete nella quale si
trova la macchina dell'utente. Per esempio se un utente utilizza la connessione
da casa,  e possibile che il modulo DHT impieghi anche qualche minuto prima di
ritrovare i nodi dell'overlay. Dato che  e fondamentale avere nodi in NodeStorer
prima di tentare qualsiasi ricerca, ho introdotto un meccanismo di sincronizza-
zione tra i vari thread interessati alle ricerche sulla DHT. Attualmente, questi
thread rimangono in attesa di notiche da parte di un thread NodePublicizer
che non  e interessato alla primitiva di ricerca, bens  alle primitiva di store. In
pratica,  e il primo thread che va ad interagire con la DHT mentre gli altri sono
in attesa. Il compito del thread NodePublicizer  e quello di pubblicare le basi
di dati salvate nel nodo e la disponibilit a ad ospitare nuove repliche ad intervalli
regolari. All'inizio, quando la DHT non  e ancora pronta, tenta di pubblicare le
risorse e i servizi del nodo nch e le risposte della DHT hanno uno stato valido.
Non appena riesce a pubblicare le risorse, avvisa tutti gli altri thread in ascolto
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che la DHT  e pronta a soddisfare le richieste. A questo punto pu o proseguire
l'esecuzione a pieno regime del modulo DBMS per gestire in modo distribuito i
database.
Dato che il modulo DHT  e una dipendenza fondamentale del modulo DBMS,
quando la DHT ritorna indisponibile, i servizi oerti dal client isolato non possono
essere pi u sostenuti e si impone un riavvio dell'applicazione. L'indisponibilit a del
modulo DHT non aigge solo i propri thread che hanno bisogno di eettuare
ricerche, ma anche tutto il layer DiESeL che a sua volta utilizza la DHT.
Nella rivisitazione dei vari metodi di pubblicazione publicize..() ho man-
tenuto la stessa logica di intervento seguita per i metodi di ricerca. Ho aggiunto
controlli sull'oggetto restituito e switch per selezionare lo stato valido della rispo-
sta IReply restituita dal modulo DHT. Le chiamate obsolete sono state aggior-
nate con l'aggiunta di parametri previsti per la gestione dei crediti. I parametri
numerici usati sono stati scelti dopo una attenta analisi del comportamento delle
richieste di DHTAPI inoltrate e con la collaborazione dei membri del team DHT.
Dopo la reingegnerizzazione, il codice, oltre ad essere pi u robusto,  e diventato pi u
facile da aggiornare nel caso di cambiamenti alla classe DHTAPI.
Le classi che usavano la primitiva STORE nella precedente versione del mo-
dulo DBMS erano NodeFinder, adesso sostituita con le funzionalit a del modulo
DiESeL, e NodePublicizer, inizialmente previsto nella sezione del gestore dei
nodi e della replicazione (2.1.2). Ho modicato la struttura interna del thread
NodePublicizer, eliminando i costrutti if a favore dei costrutti switch che ren-
dono pi u chiara la logica dei compiti svolti dal thread. A ogni risveglio, il thread
valuta la situazione nel nodo e a seconda dei casi in cui ricade pubblicizza sulla
DHT solo i servizi, risorse e servizi insieme o solo risorse. Il risveglio del thread
avviene periodicamente quando scade il timer tipicamente impostato a dieci mi-
nuti oppure, da questa versione del modulo DBMS, non appena viene creata una
base di dati nel nodo senza aspettare lo scadere del timer. Rendere modulare
il compito globale di pubblicazione migliora la testabilit a del codice e facilita la
comprensione del codice.
In questo momento, le DHTAPI non sono ancora disponibili tramite il mo-
dulo ausiliario PluginSender (3.5). Le richieste di DHTAPI si devono indirizzare
direttamente al modulo Core che a sua volta le gira al modulo DHT. Una lista
dei costruttori DHTAPI disponibili per ogni primitiva si trova nella pagina del
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+  readInfo()
+  publicizeSpace()
+  publicizeDatabases()
+  go()
- Publicizer
+ NodePublicizer
+  getDBUserName()
+ SupportDB
+  getDBUserName()
+ interfaces.ISupportDB
interfaces
«interface»
+ interfaces.IDBMS
interfaces
«interface»
+  askTheCore()
+ paripari.plugin.interfaces.IPlugin
paripari.plugin.interfaces
«interface»
+  DHTAPI()
+ FIND_PRIMITIVE
+ NOTE_PRIMITIVE
+ NULL_PRIMITIVE
+ PPFIND_PRIMITIVE
+ RANGEQUERY_PRIMITIVE
+ STORE_PRIMITIVE
+ Primitive
«enumeration»
+ paripari.API.DHTAPI
paripari.API
«Call»
«Call»
«Import»
Figura 3.1: Schema UML della classe NodePublicizer e la DHTAPI.
gruppo DHT sulla wiki del progetto [13].
3.4 Integrazione con Connectivity
Il sottosistema di rete del plugin  e composto dalle classi NetworkMessageSender
(in seguito NMS) e NetworkMessageReceiver (in seguito NMR) che gestiscono
in maniera separata rispettivamente le connessioni che il nodo locale crea verso
altri peer e le connessioni che il nodo locale accetta dagli altri peer. La gestione
dei socket aperti  e orientata al riutilizzo nch e la controparte NMR chiude la
connessione. In pratica, il NMS rappresenta il lato client della connessione, dato
che  e sempre questi ad aprirla e il NMR rappresenta il lato server della connessio-
ne, dato che  e sempre quest'ultimo a chiuderla. Quindi ci sono due connessioni
attive in totale per ogni comunicazione client-server tra nodi che hanno attivato
il plugin DBMS. Il client invia i messaggi attraverso il suo NMS che arrivano al
NMR del server. A sua volta il server invia i messaggi attraverso il suo NMS che
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arrivano al NMR del client. Il sistema di comunicazione progettato inizialmente
prevede che i client socket possono ricevere nel loro InputStream solamente mes-
saggi del tipo \END CONNECTION". Questi indicano la chiusura della connessione
da parte del NMR per motivi di banda insuciente. Quando NMS deve inviare
un messaggio tramite il client socket gi a esistente, controlla che l'InputStream sia
vuoto. Altrimenti trover a un messaggio \END CONNECTION" mandato dal NMR
remoto che ha chiuso la connessione. In questo caso bisogna richiedere un nuovo
client socket - LimitedSocketAPI - al modulo Connectivity.
Dalla versione precedente, il sottosistema di rete ha subito una moltitudine di
modiche fatte da me e da Giordano Segalla. Personalmente mi sono concentrato
sulla classe NetworkMessageSender. Per prima cosa ho riscontrato che il NMS
si bloccava in attesa di messaggi \END CONNECTION" sul singolo socket dato che
nessun timeout veniva impostato per le operazioni di I/O. Un'altra modica ha
riguardato la divisione in task pi u semplici del metodo principale usato per l'invio
dei messaggi. Un problema ricorrente  e stato la fragilit a della gestione delle ecce-
zioni da parte del NMS. Data la natura di thread del NMS, questo deve gestire in
modo articolato tutte le situazioni di eccezione che si possono presentare quando
un nodo remoto con cui si  e connessi chiude inaspettatamente la connessione, an-
che senza mandare il messaggio di \`END CONNECTION". Una buona gestione delle
eccezioni permette una migliore stabilit a del modulo DBMS ed evita le situazioni
in cui un nodo remoto provoca la chiusura del plugin sul nodo locale o la parziale
disabilitazione del sottosistema di rete.
Un lavoro analogo  e stato svolto da Giordano Segalla per la classe NMR.
Un'altra mia modica in NMR ha riguardato il meccanismo di stima istantanea
della banda usata dai socket aperti. Dato che una tale misura ha comunque una
granularit a temporale e comunque tali informazioni hanno poco signicato pra-
tico, ho deciso di rimpiazzarla con un semplice calcolo del numero di connessioni
ancora disponibili prima di raggiungere la banda massima allocata per il server
socket. In questo modo, ad ogni iterazione del thread NMR, prima si valuta la
situazione della banda disponibile e si ricade in uno dei tre possibili casi:
￿ nessuna connessione accettata attiva
￿ connessioni accettate attive e banda disponibile
￿ connessioni accettate attive e banda libera esaurita
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Questo approccio segue quello utilizzato per il thread NodePublicizer che si
occupa della pubblicazione sulla DHT delle risorse e dei servizi del nodo.
In questa nuova versione del modulo la porta sulla quale il plugin DMBS si
mette in ascolto  e la 10600 TCP: in precedenza si utilizzava la 1600 TCP, ma
questa risulta assegnata al servizio issd dalla IANA - l'autorit a responsabile per
l'assegnazione formale delle risorse legate al protocollo IP, sia per il protocollo
TCP che UDP. Una volta decisa la release pubblica del modulo DBMS, questi det-
tagli saranno meglio deniti. Assieme all'integrazione con il modulo DiESeL che
monitora le repliche attive per ogni base di dati ospitata localmente  e cresciuto
anche il consumo di porte. Per ogni database sono necessarie 2 porte UDP riserva-
te al modulo DiESeL, mentre la porta TCP usata dal NetworkMessageReceiver
viene usata in multiplex per tutte le basi di dati.
Attualmente il modulo DBMS dispone di un'integrazione con il nuovo modulo
ConnectivityNIO realizzata da Giordano Segalla. Il modulo ConnectivityNIO
rappresenta la versione PariPari della Java NIO API. La classe principale DBMS
ha un metodo getServerSocket() per registrarsi con ConnectivityNIO tramite
l'oggetto PPConnQueryAPI e poter usare le chiamate non bloccanti. Il termine
non bloccante  e riferito alla capacit a che un socket ha di restituire il controllo al
thread chiamante prima che l'operazione richiesta sia stata completata, anzich e
attenderne il completamento comportando un blocco condizionato del 
usso di
esecuzione. Per maggiori informazioni si veda [22].
3.5 Integrazione con PluginSender
Il modulo PluginSender [20]  e una libreria di supporto agli altri moduli PariPari
che orono servizi specializzati all'utente. PluginSender permette ai plugin di
inoltrare richieste preconfezionate di API al modulo centrale Core. L'uso di que-
sto modulo permette di centralizzare e rendere uniformi nei parametri impostati
le richieste di API inoltrate dal plugin DBMS. In questo modo si separa il codice
previsto per la gestione delle richieste di API e delle risposte in arrivo dal codice
nuovo del solo modulo DBMS che subir a ulteriori modiche. La gestione centra-
lizzata di tutte le richieste API risulta pi u robusta in caso di cambiamenti delle
PariPari API e rende veloce la reingegnerizzazione del codice in quanto si deve
intervenire in un unico punto.
543.5 Integrazione con PluginSender
L'integrazione del modulo Pari DBMS con PluginSender ha portato all'ag-
giunta della classe DBMSPluginSender al progetto. I suoi metodi incapsulano
quelli messi a disposizione da PluginSender per le richieste di varie tipologie di
PariPariAPI.
Le PariPariAPI che sono di interesse per il modulo DBMS sono le Local
Storage API, le Connectivity API, le ConnectivityNIO API e le DHT API. Da
una attenta analisi del codice, ho riscontrato che le sezioni del modulo descritte
nel paragrafo (2.1) non facevano richieste di PariPariAPI, ma usavano gli oggetti
corrispondenti di Java. In questo modo, il modulo DBMS bypassava le API e
violava le direttive di sicurezza imposte dal progetto. Questo comporta che una
volta attivato il SecurityManager, il modulo DBMS sarebbe stato bloccato a
usare gli oggetti di Java e il suo funzionamento sarebbe stato compromesso.
Nella classe DBMSPluginSender ci sono i seguenti metodi, omonimi dei metodi
disponibili direttamente sull'oggetto PluginSender:
￿ requestSingleSocketAPI() La richiesta restituisce la realizzazione Pa-
riPari dell'oggetto Socket per le connessioni TCP, cio e un oggetto Limi-
tedSocketAPI. Il metodo esiste solo nella versione con l'autorenew della
risorsa.
￿ requestSingleServerSocketAPI() La richiesta restituisce la realizzazio-
ne PariPari dell'oggetto ServerSocket per le connessioni TCP, cio e un og-
getto LimitedServerSocketAPI. Il metodo esiste solo nella versione con
l'autorenew della risorsa.
￿ requestSingleFileAPI() La richiesta restituisce la realizzazione PariPari
dell'oggetto File per le operazioni su disco. Il metodo esiste nelle versioni
con l'autorenew della risorsa e senza.
Giordano Segalla, durante il corso di Ingegneria del Software 2010-2011, ha
aggiunto delle interfacce e una realizzazione diretta degli oggetti restituiti dal
modulo Connectivity per rendere testabile il codice che fa uso delle PariPari API.
L'obiettivo della classe DBMSPluginSender  e quello di fornire una costruzione
centralizzata e automatizzata degli oggetti PariPari API usati all'interno del mo-
dulo DBMS. Questo approccio facilita le future modiche del codice riguardante
le API necessarie. Per esempio, la gestione centralizzata gi a facilita la congura-
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zione delle FeatureValue per ogni tipologia di API utilizzata rendendo semplice
il ne tuning dei parametri per i vari scenari d'uso dell'applicazione.
Attualmente il costruttore usato per l'oggetto PluginSender  e quello a tre
parametri con l'impostazione \useJavaTimer=true". Ho scelto di usare i timer
di Java per PluginSender dopo aver riscontrato nelle prove eettuate che i timer
del modulo centrale Core portavano ad una deriva dei timeout per il rinnovo delle
risorse PariPari API in uso. I timer di PariPari possono essere riattivati cam-
biando l'impostazione nel metodo setProxy() nella classe DBMS non appena una
nuova versione dei timer diventa pronta. Una volta riattivati i timer di PariPari,
il modulo PluginSender permette di impostare l'avvio del task di rinnovo delle
risorse con un anticipo arbitrario. Di default, l'anticipo  e di 1000 millisecondi
e questo potrebbe risultare insuciente. Se si sta utilizzando l'avvio anticipa-
to per PluginSender,  e necessario vericare che tutti gli oggetti PariPari API
vengono richiesti con una scadenza non inferiore all'anticipo previsto. Senza un
punto unico, come la singola classe DBMSPluginSender, in cui poter eettuare
queste modiche, risulta dicile provare le varie possibilit a e altamente improba-
bile trovare l'equilibrio giusto dei parametri per una buona stabilit a del modulo
DBMS.
3.6 Introduzione del Logger
Date le molte dipendenze del modulo DBMS, risulta dicile leggere l'output nella
Console di PariPari. Una volta caricati tutti i plugin da cui dipende DBMS,
questi stampano output pi u o meno utile alla situazione corrente. Per chiarire
cosa succede nelle situazioni di errore, risulta fondamentale avere un le di log
separato con il solo output del modulo DBMS. In questo modo si possono seguire
da un unico punto le tracce per tutti i thread.
Il modulo centrale Core mette a disposizione dei plugin un sistema di log
basato su le XML, con la possibilit a di ltrare i tipi di messaggi visualizzati.
La nuova versione di questo sistema, chiamato Logger, usa gli Enum e il suo
funzionamento viene spiegato nella pagina dedicata al Logger [14] sul sito wiki
del progetto PariPari.
Per avere il Logger a disposizione del modulo DBMS ho aggiunto la classe
DBMSLogTags nel sottopacchetto enums. Questa descrive il modo in cui il plugin
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- mock: boolean
-  getPariPariLog()
-  stopPariPariLog()
+ paripari.dbms.DBMS
paripari.dbms
+  print()
+  printException()
+  printResultSet()
+  println()
+ paripari.dbms.DBMSConsole
paripari.dbms
+ DEBUG
+ WARNING
+ EXCEPTION
+ NONE
+ HIGHLIGHTED
+ NORMAL
+ COMMAND
+ IMPORTANT
+ paripari.dbms.enums.DBMSLogTags
paripari.dbms.enums
«enumeration»
+ paripari.core.frontend.Console
paripari.core.frontend
+  getLog() <T>
+ XML_LOG
+ PLAIN_LOG
+ AvailableLogTypes
«enumeration»
+ paripari.core.logger.PariPariLogger
paripari.core.logger
«Call»
«Call»
«Call»
«Access»
Figura 3.2: Schema UML delle classi per la gestione dell'output e del Logger.
classica con i tag i messaggi che niscono nel suo le di log e rappresenta l'imple-
mentazione del MessageTypeEnum. Questo Enum  e necessario per poter utilizzare
il PariPari Logger. Attualmente, i tag dei messaggi per il log di DBMS sono le
stesse del Core:
￿ NONE
￿ IMPORTANT
￿ WARNING
￿ HIGHLIGHTED
￿ DEBUG
￿ EXCEPTION
￿ NORMAL
￿ COMMAND
Quindi, l'enum DBMSLogTags denota un tipo di messaggio caratterizzato dai
valori dei tag. Ciascun elemento dell'insieme  e a sua volta caratterizzato da un
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dierente valore dell'attributo IMessageTag tag, che pu o essere letto attraverso
il metodo getTag(). L'oggetto IMessageTag racchiude il nome e lo stile corri-
spondente per il singolo tag. Con questa struttura si pu o personalizzare lo stile
a piacere per ogni tag tramite i costruttori degli oggetti IMessageTag.
Per avere un'istanza del logger si deve invocare il metodo statico getLog()
sulla classe PariPariLoger. L'oggetto viene costruito a seconda dei parametri
indicati, che sono XMLLog, per specicare il tipo di log desiderato, e DBMSLogTags,
per specicare l'implementazione dell'enum di tag fornita dal modulo DBMS.
Visto che il plugin gestisce l'output tramite la classe DBMSConsole, ho aggiunto
uno switch per fare il logging di tutto l'output indirizzato alla console di PariPari.
Per poter utilizzare il log con gli Enum si deve usare la versione del Core
1.11.201101252345 build 12225 o successive. Questa modica non  e stata ancora
pubblicata nel branch presente sull'SVN in attesa di una nuova versione del Core
con il sistema automatico di caricamento delle librerie esterne. Questo rappresen-
ta un requisito necessario per il modulo DBMS in quanto la dipendenza HSQLDB
deve caricare l'archivio hsqldb.jar.
Conclusioni
In questo capitolo sono state dettagliate le integrazioni con i moduli della cerchia
interna di PariPari realizzate nel modulo DBMS. Le modiche importanti hanno
richiesto una ristrutturazione del codice gi a esistente con l'eliminazione di alcune
limitazioni precedentemente introdotte. Nel prossimo capitolo viene presentata
l'attivit a di testing che ha accompagnato lo sviluppo del codice, con l'intento
di poter seguire i principi dell'Extreme Programming e fornire una garanzia di
qualit a.
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Test e prova del client DBMS
In questo capitolo si sposta l'attenzione sui test che corredano il codice del modulo
PariPari DBMS. La metodologia Extreme Programming prevede l'uso dei test e
propone che lo sviluppo sia guidato dai test. Idealmente, prima di scrivere codice
si devono scrivere i test e mano a mano che il codice viene sviluppato i test danno
esito positivo. In tutto questo  e fondamentale che la suite di test sia facile da
eseguire e i test siano un indicatore veritiero dello stato di sviluppo. Nel paragrafo
(4.1) si presentano i tool usati per lo sviluppo degli unit test. Nel paragrafo (4.2)
si presenta il lavoro dedicato allo sviluppo di nuovi test per le modiche introdotte
e alla revisione dei test gi a presenti. Nel paragrafo (4.3) si presenta un modo per
poter utilizzare basi di dati vere e proprie negli unit test. Nel paragrafo (4.4) si
descrivono le prove eettuate con il client PariPari DBMS.
4.1 Librerie JUnit e EasyMock
JUnit  e un framework per la scrittura di test di unit a (in seguito unit test)
nel linguaggio Java.  E una istanza dell'architettura xUnit per i framework di
unit testing. L'obiettivo di JUnit [3]  e quello di fornire al programmatore un
ambiente che permette di sapere in ogni momento e con poco sforzo se il proprio
programma ha superato tutti i test oppure no. Trattandosi di test di unit a, ogni
metodo di test deve essere eseguito in modo isolato rispetto agli altri. Le parti
principali del singolo test case sono: setup, exercise, verify e teardown, che
vengono eseguite in sequenza. Con la \xture" si intende generalmente la parte
di setup e alle volte il riferimento pu o essere esteso anche alla parte di teardown
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in un contesto nel quale si vuole evidenziare il riutilizzo del codice. Tramite il
metodo setUp() JUnit propone un modo per riusare il codice di setup per tutti
i metodi di test contenuti in una classe Testcase. In questo caso il test avr a un
setup implicito. Lo stesso vale per la parte di teardown, dove il metodo messo a
disposizione da JUnit  e teardown(). L'utilizzo delle xture semplica il lavoro
di manutenzione quando alcuni test con lo stesso setup passano e altri falliscono.
In questo caso si pu o escludere che la xture sia la causa dei problemi.
Prima dell'introduzione delle annotazioni in JUnit 4, il framework usava due
convenzioni per la scrittura fondamentali per l'esecuzione dei metodi di test. La
prima era che la libreria richiedeva di nominare i metodi di test in un modo uni-
forme, che doveva cominciare per \test". Ogni metodo che rispettava il requisito
veniva eseguito secondo un processo di test ben denito, garantendo l'esecuzione
della xture sia prima che dopo il metodo di test. La seconda convenzione riguar-
dava il modo in cui JUnit riconosceva le classi contenenti test: la classe doveva
estendere l'oggetto Testcase di JUnit.
Il progetto del modulo DBMS usa la libreria JUnit 4, la quale sfrutta le anno-
tazioni introdotte con Java 5 per eliminare le vecchie convenzioni. La gerarchia
di classi non  e pi u richiesta e i metodi intesi come test devono essere solamente
contrassegnati con l'annotazione @Test.
Junit 4 ha reso le xture esplicite tramite l'uso delle annotazioni. Le xtu-
re sono utili quando molti test usano la stessa inizializzazione ma la novit a  e
rappresentata dalla 
essibilit a nell'eseguire le xture per il livello di granularit a
prescelto. JUnit 4 prevede quattro annotazioni per le xture: due per la xture
a livello di classe, @BeforeClass e @AfterClass, e due per la xture a livello di
metodo ovvero test case, @Before e @After.
EasyMock  e una libreria open source che aiuta a creare in modo veloce e
facile oggetti mock. Questi oggetti rudimentali possono essere creati con una sola
riga di codice a partire da interfacce usando i dynamic proxy in Java. I mock
si possono congurare a piacere, ad esempio per avere semplici oggetti usati per
riempire i parametri nella rma di un metodo oppure come rilevatori di una lunga
sequenza di chiamate a metodo. EasyMock va usato per mantenere l'isolamento
tra l'oggetto sotto test e le sue dipendenze, specialmente quelle con un'interfaccia
corposa1 ma non se ne deve abusare. Bisogna ricordare che pi u si usano oggetti
1come l'interfaccia java.sql.ResultSet
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mock, meno cose si stanno testando.
4.2 Reingegnerizzazione test
Revisione test esistenti
L'esperienza con JUnit  e risultata fondamentale per far crescere la metodologia di
sviluppo guidato dai test, utilissima in fase di progettazione e di implementazione.
Sebbene la base di test ora un vantaggio competitivo in ogni progetto di sviluppo
software, i test stessi possono essere errati o scritti male. Nella letteratura sono
gi a stati individuati alcuni anti-pattern importanti che si vericano nei test case.
Dopo un'attenta analisi del codice ho riscontrato che il modulo DBMS con-
teneva alcuni test che ricadevano nell'anti-pattern \overly complex tests". La
soluzione  e la reingegnerizzazione verso un codice incapsulato e pi u facile da ca-
pire. Il pericolo di ricadere in questo anti-pattern incombe su tutti i test che
usano basi di dati di prova.
Eseguendo la suite di test ho notato che i test risultavano \muti" anche quan-
do eseguivano codice che avrebbe dovuto stampare output per l'interazione con
l'utente. Ho considerato che questo comportamento avrebbe potuto confondere
chi non conoscesse bene il codice da testare e comunque non avrebbe dato quel
feedback che avrebbe potuto tracciare il percorso nel codice di un test che falliva.
Ho deciso di introdurre uno switch nella classe DBMSConsole per redirezionare
l'output quando si fanno test. In questo caso  e necessario aggiungere questi \te-
sting hooks" in quanto la console di PariPari non  e attiva quando si fanno i test.
 E fondamentale ricordare che in tutto il codice del modulo DBMS si debba usare
la classe per la gestione dell'output e non System.out. Una ragione in pi u per
non usare System.out nel codice del modulo DBMS  e che il modulo DiESeL lo
sta gi a usando. Un altro caso dove  e stato necessario introdurre \testing hooks"
 e quando si deve testare il codice che lancia PariPariThread. Nelle classi che
presentano questa situazione si usa un metodo setTesting() per informare l'og-
getto dell'esecuzione dei test. In questo modo, l'esecuzione salta le sezioni del
codice non testabile ma non modica il comportamento dell'oggetto testato. Un
esempio si trova nei test della classe Database dove ho introdotto la coppia di
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metodi setTesting() e isSUT()2 per evitare che i layer che formano la struttura
della base di dati (2.3) lancino i thread.
Nuovi test per JUnit 4
Nei nuovi test introdotti ho sfruttato la possibilit a che JUnit 4 ore per testare il
lancio di eccezioni tramite il parametro \expected". Considero che questa opzio-
ne migliori la leggibilit a dei test dato che semplica il codice scritto rinunciando
ai costrutti try/catch.
Le modiche del codice sono state fatte cercando di impostare un approccio
globale che porti verso una pi u facile e auspicabile automazione della suite di test.
L'obiettivo  e avere una suite di test sempre aggiornata con il codice, che possa
essere eseguita da chiunque scarichi i sorgenti del progetto con un solo comando o
click senza bisogno di altre congurazioni. Precedentemente i path della cartella
di lavoro e degli script utilizzati erano codicati per uno specico sistema opera-
tivo e uno specico utente. Questo comportava che la suite di test conservasse le
impostazioni salvate dall'ultimo tester e si rendeva necessario aggiornarla con le
proprie impostazioni subito dopo aver scaricato il progetto dal SVN. L'aggiorna-
mento risultava molto oneroso in termini di tempo e incompleto in mancanza di
una congurazione globale che prevedesse dei path unici e strutturati allo stesso
modo per tutti i tester. La nuove modiche facilitano la scrittura di nuovi test e
sollevano il singolo tester dal compito di ricostruire i path in ogni test.
4.3 In-memory database test
L'applicazione DBMS include la base di dati \supportdb" per rendere persistenti
alcune informazioni e ha come obiettivo la gestione distribuita dei database. La
base di dati  e una parte necessaria dell'applicazione e la verica che essa vie-
ne usata in modo appropriato costituisce una parte necessaria della costruzione
dell'applicazione. Con l'extreme programming ogni componente del team di svi-
luppo attua una fase di testing nella propria copia del progetto. Per questo  e
fondamentale predisporre i test ad un uso separato delle basi di dati tramite dei
database di prova. In questo modo, come mostrato nella gura (4.1), ogni svi-
2Sytem Under Test - SUT
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luppatore/tester ha a disposizione il proprio database di prova da usare per i test
che richiedono di accedere ad una base di dati.
Figura 4.1: Database Sandbox per ogni sviluppatore. Fonte: G. Meszaros
Un'altra valida ragione per usare basi di dati nei test  e perch e i database non
sono accessibili dall'esterno quando il modulo DBMS  e in esecuzione. Questa  e
una limitazione specica del gestore HSQLDB che obbliga in qualche modo a fare
i test usando i database. Infatti il manuale dell'utente di HSQLDB avverte dello
svantaggio di usare database nella modalit a in-process : \lo svantaggio principale
 e che non  e possibile connettersi dall'esterno della vostra applicazione. Questo
comporta non poter vericare il contenuto del database con tool esterni come il
Database Manager mentre la vostra applicazione  e in esecuzione".
Fare testing usando database introduce un numero di possibili rischi a cui
si  e esposti e da cui siamo messi in guardia nel capitolo 13 del libro di Gerard
Meszaros [4]. Si sottolinea come i database sono molto pi u lenti dei processori
nei computer e per questo i test che interagiscono con basi di dati sono molto pi u
lenti dei test che possono essere eseguiti interamente in memoria. Mediamente,
questi test sono due ordini di grandezza pi u lenti degli stessi, una volta rimossi
gli accessi alla base di dati. Sotto questo aspetto, risulta utile la caratteristica
del gestore HSQLDB che mette a disposizione cataloghi del tipo mem:, salvati
interamente in RAM, senza ulteriore persistenza oltre il processo della JVM.
Per poter usare facilmente i database nei test, ho estratto la fase di con-
gurazione della connessione verso il database e l'ho spostata in alcuni metodi
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di utilit a inseriti in una classe libreria3 che raggruppa questo tipo di operazioni.
Al momento la congurazione della connessione permette di collocare i database
che usano i le in delle posizioni standard nel lesystem per tutti i tester e in
modo indipendente dal sistema operativo che questi usano. Inoltre, nei test c' e
la possibilit a di creare al volo dei database vuoti o riempiti con dati gi a predi-
sposti in script SQL. Per fare un esempio, la base di dati \supportdb" deve avere
la struttura vista nel paragrafo (2.2). Le istruzioni SQL sono state raccolte in
uno script SQL e tramite uno script runner vengono eseguite sulla base di dati.
Quindi nella xture dei test che lo necessitano la fase di setup per il databa-
se di supporto (che  e sempre la stessa) si riduce nell'invocare la classe libreria
e chiedere una connessione al database di supporto. La stessa cosa vale per i
database che si vogliono costruire e impiegare nei test. Se si vuole costruire un
database \sandbox" con una particolare struttura delle tabelle da usare nei test,
si prepara lo script SQL, \sandbox.sql" e lo si mette nella stessa directory della
classe libreria TestingToolbox. A questo punto il tester che scrive un nuovo test
pu o chiedere una connessione al database \sandbox" e impostare alcuni parame-
tri (come la modalit a on-le/in-memory e l'attributo \ifexists") con una sola
riga di codice. Questo approccio modulare che nasconde alcuni dettagli per la
creazione di connessioni a database porta a scrivere test chiari, leggibili e facili da
ristrutturare in futuro. Per ora la classe libreria TestingToolbox funziona come
dispenser di connessioni a database da impiegare nei test.
Un'altro toolbox 4, ideato come un sottoinsieme di TestingToolbox, viene
usato per congurare le connessioni a database nel modulo DBMS durante il fun-
zionamento del plugin. Sostituendo Toolbox con TestingToolbox nella xture
dei test, si ha la separazione tra i database creati durante i test e quelli creati
durante la normale esecuzione del modulo. Mischiare i database  e pericoloso e
pu o far fallire i test e falsare i risultati. Con l'uso di pathname separati per ogni
toolbox non si corre questo rischio.
In JUnit, al termine di ogni test viene eseguito il metodo di teardown che
distrugge la xture usata nel metodo di setup. Questo aiuta ad avere test ripetibili
e robusti. Inoltre, i record rimasti nel database, i le e le connessioni aperte
portano nel migliore dei casi ad un degrado delle prestazioni, nel peggiore al
3classe TestingToolbox in test: paripari.dbms.support
4classe Toolbox in src: paripari.dbms
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fallimento dei test o al crash del sistema. Per i database in memoria il teardown
avviene in automatico con l'uso del garbage collector mentre per quelli su le
bisogna eettuare un teardown esplicito eseguendo un rollback delle transazioni
oppure svuotando il database.
4.4 Prove sulla rete PariPari
Per provare il client PariPari DBMS  e necessario avere a disposizione l'archivio jar
del modulo e lanciare l'applicazione PariPari. Una volta che questa ha caricato
il modulo centrale che a sua volta carica i moduli della cerchia interna si pu o
procedere al caricamento di PariPari DBMS. L'istruzione da impartire nella riga
di comando  e \add dbms". Una volta completata la fase di caricamento, si d a
il comando \dbms" per iniziare a controllare il modulo. Il prompt della riga di
comando di PariPari segnala quale modulo si sta controllando in ogni momento.
I comandi a disposizione possono essere richiesti con il comando \help". Una lista
dei comandi  e presente anche in appendice (A.5).
Le prove sono state eettuate sulla rete wi del DEI oppure sulle macchine del
dipartimento messe a disposizione dall'Ing. Paolo Bertasi per il gruppo DBMS.
Date le limitazioni di connessione dalle reti esterne verso la rete DEI si  e reso
necessario l'uso di connessioni VPN ogniqualvolta che si sia voluto creare un
overlay misto tra macchine esterne e macchine del dipartimento.
Dalle prove eettuate sulla rete sono riuscito a ricavare dati utili per poter
individuare alcuni bug presenti nella versione precedente del modulo DBMS. Per
esempio ho vericato che si rende necessario ltrare gli indirizzi IP restituiti nella
risposta della primitiva PPFIND della DHTAPI quando si tratta di trovare nodi
dove poter replicare una base di dati. Questo permette di evitare situazioni di
NAT loopback, quando il client DBMS viene eseguito su una macchina che si
trova in una rete privata e sta dietro un router. Il ltraggio degli indirizzi IP non
 e necessario quando uso la primitiva PPFIND della DHTAPI per poter autenticare
un utente.
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Conclusioni
Questo capitolo ha presentato il lavoro svolto per la parte di testing del codice del
modulo DBMS. Sebbene sia aumentata la quantit a dei test disponibili e anche
la variet a delle tipologie di unit test presenti, l'obiettivo di avere una copertura
totale non  e stato ancora raggiunto. L'attivit a di testing ha portato ad una suite
di test aggiornata che si pone come base per continuare a migliorare la qualit a
del codice scritto. Il prossimo capitolo  e dedicato ai possibili sviluppi futuri del
gestore di basi di dati per la rete PariPari.
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Conclusioni e sviluppi futuri
Le novit a pi u importanti di questa terza versione del modulo PariPari DBMS
riguardano l'ecienza del plugin e la correzione dei problemi di sincronizzazione
emersi dalle prove eettuate. Questo ha portato ad una migliore stabilit a del
plugin che rende vicino l'obiettivo di fare parte della prossima release di PariPa-
ri. Parte del lavoro  e stato dedicato alll'incremento della quantit a di unit test
per una maggiore copertura del codice. La rivisitazione della struttura interna
degli oggetti usati dal modulo, come Database e Transaction, ma anche delle
macro sezioni del plugin ha creato una nuova architettura, unitaria e senza le
sovrapposizioni iniziali, che facilita l'introduzione di nuove modiche al codice.
Attualmente PariPari DBMS gestisce basi di dati medio-piccole. Con il lavoro
futuro si cercher a di rendere questo modulo pi u eciente e pi u ricco di funzionalit a
ed anche in grado di ospitare database pi u consistenti, in modo da rispondere alle
esigenze di una fascia pi u ampia di possibili utilizzatori.
Sviluppi Futuri
La futura attivit a di sviluppo dovr a individuare un insieme di parametri da con-
gurare dall'esterno, per esempio estendendo le funzionalit a dei le di congu-
razione XML usati dalla libreria DiESeL. Tra questi parametri c' e il vincolo sul
numero di database gestiti dal modulo Pari DBMS. In questo modo diventa pi u
facile congurare l'applicazione per prove di scalabilit a anche da parte di chi non
ha partecipato alla progettazione del sistema, ma vuole studiare come si comporta
la realizzazione parallela su architetture multicore.
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Un secondo possibile sviluppo consiste nel migliorare l'integrazione con il mo-
dulo Crediti. Attualmente il modulo Crediti calcola i costi e fa pagare le risorse
in modo ttizio in quanto non blocca le richieste di risorse per i moduli qualora
questi \ vadano in rosso". A questo si pu o aggiungere un'analisi delle spese so-
stenute dal modulo DBMS e cercare una ottimizzazione dei costi non rinnovando
pi u le risorse in scadenza delle quali non si ha pi u bisogno.
Una possibilit a di sviluppo per l'integrazione con la libreria DiESeL  e adare
ad essa anche le ricerche su DHT di nodi con spazio disponibile per ospitare
un database. La denizione di \nodo con spazio disponibile deve essere anata
in modo che un tale nodo possa entrare a far parte del servizio di gestione di
database distribuiti. La proposta  e stata avanzata al gruppo DiESeL e si sta
studiando una possibile soluzione.
Una possibile ottimizzazione  e quella di studiare le combinazioni di database
che si vanno a formare nei nodi che orono il servizio di gestione di database.
Bisogna impedire che molti nodi abbiano la stessa combinazione di database
poich e la disconnessione dalla rete di uno di questi provocherebbe l'inizio del
processo di replicazione di un'elevata quantit a di database.
Una modica radicale ma necessaria nel lungo termine  e cambiare il gestore
delle basi di dati da uno gi a pronto come HSQLDB a uno sviluppato in proprio
per un migliore controllo dell'integrazione con i moduli della cerchia interna.
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70Appendice A
Informazioni per lo sviluppatore
In questo capitolo vengono descritti brevemente i tool software e le congurazio-
ni di base per poter iniziare a lavorare subito e sviluppare codice per il plugin
DBMS. Questa breve guida operativa non ha la pretesa di essere completa e col
passare del tempo potr a diventare obsoleta. Per le questioni non trattate si pu o
fare rifermento alla wiki del progetto PariPari [13]. La documentazione e le in-
formazioni pi u aggiornate su speciche versioni di Eclipse, Ant, Java e Hsqldb si
trovano sui rispettivi siti uciali.
Per prima cosa  e necessario avere installato una versione completa, il Java
Development Kit (JDK), nella macchina sulla quale si intende lavorare. Consiglio
di usare Java 6 sia perch e il modulo Core attualmente viene compilato con Java
6, ma anche per poter utilizzare appieno il package java.sql.
A.1 Congurazione di Eclipse
Lo sviluppo del codice avviene tramite un ambiente integrato come Eclipse IDE.
La versione base per lo sviluppo di codice Java, Eclipse IDE for Java Developers,
una volta scaricata dal sito uciale, va integrata con alcuni plugin utili per lavo-
rare al progetto PariPari. Di seguito sono elencati i plugin che ho utilizzato per
Eclipse Galileo.
Subclipse
Questo plugin  e necessario per potersi interfacciare con il sistema di controllo
delle versioni tramite il quale tutto il codice del progetto PariPari viene salvato.
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Per installarlo si seguono i menu di Eclipse Help - Install new software
e si compilano i seguenti dati:
name Sublclipse
location http://subclipse.tigris.org/update_1.6.x
Dal menu che compare vanno selezionati: Subclipse (Required), Subversion Client
Adapter, Subversion JAVA HAL e SVNKit Client Adapter.
Una volta riavviato Eclipse si seguono i menu Window - Properties - Team
- SVN e si modica SVNInterface in SVNKit.
Eclemma
Questo plugin  e raccomandato per avere una visualizzazione della copertura dei
test disponibili per il modulo PariPari, sia graca sia espressa in percentuali.
Per installarlo si seguono i menu di Eclipse Help - Install new software
e si compilano i seguenti dati:
name Eclemma
location http://update.eclemma.org
Soyatec
Questo plugin non  e necessario ma  e utile per creare schemi UML da codice
gi a esistente permettendo di fare reverse engineering per scoprire le relazioni tra
le classi analizzate. Il modello delle relazioni di dipendenza viene salvato nei
commenti javadoc del codice sorgente aggiungendo nuove annotazioni.
Per installarlo si seguono i menu di Eclipse Help - Install new software
e si compilano i seguenti dati:
name eUML2
location http://soyatec.com/update/galileo
Dal menu che compare va selezionato eUML2 Free Edition for Galileo.
Una volta installati tutti i plugin si pu o fare il checkout del progetto dal SVN
(bisogna possedere prima un account con username e password fornito dal team
PariPari).
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A.2 Ant e build.xml
Attualmente nel branch del progetto PariPari DBMS si trova tutto l'occorrente
per poter compilare subito il progetto e ottenere un archivio jar. La prima cosa
da sistemare dopo aver scaricato l'ultima versione dal SVN  e assicurarsi che la
build path del progetto punti alla locazione giusta della JDK installata. La
compilazione  e stata automatizzata tramite un le di build che ho modicato per
questo progetto. Il le di build si articola in vari target tra cui i pi u importanti
sono try jar, debug e run. Il primo target permette di compilare tutto, ottenere
un archivio jar e lanciare l'applicazione PariPari in modo da provare il modulo
DBMS. Il target di debug permette di lanciare il debugger in Eclipse e il terzo
permette di lanciare solo l'applicazione PariPari senza la fase di compilazione di
un nuovo archivio jar per il modulo DBMS. Attualmente la compilazione della
libreria DiESeL avviene assieme ai sorgenti DBMS.
A.3 Le dipendenze del modulo DBMS
Le dipendenze del modulo DBMS sono il modulo centrale Core, i moduli della
cerchia interna Local Storage, Connectivity, Connectivity NIO, DHT e le librerie
PluginSender e DiESeL. Gli archivi jar per ognuna (tranne che per DiESeL) si
trovano nella directory /lib del progetto scaricato dal SVN.
Libreria DiESeL
Attualmente i sorgenti della libreria DiESeL vengono inclusi nel progetto DBMS
caricato sul SVN e si trovano nella directory /lib. Per sostituire la vecchia versione
della libreria con una nuova si devono eseguire i seguenti passi:
￿ scaricare dal SVN:/tag/DiESeL la nuova versione di DiESeL
￿ cancellare la vecchia versione di DiESeL nel progetto DBMS
￿ copiare nel progetto DBMS la nuova versione di DiESeL nella cartella /lib
Nel tempo, nuove versioni dei moduli da cui dipende il plugin DBMS verranno
rilasciate. Per aggiornare le dipendenze del modulo DBMS, si deve disporre dei
nuovi jar. Solitamente questi si trovano nella sezione experimental sul sito [21].
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Gestore HSQLDB
Attualmente l'archivio jar per il gestore HSQLDB, hsqldb.jar, si trova nella car-
tella /lib del progetto ed  e la versione 2.0.0-rc8. All'interno del le hsqldb.jar sono
presenti tutti i componenti di HSQLDB, che possono essere elencati in: database
engine, classi costituenti il driver JDBC, classi necessarie per la comunicazione
Client/Server utility tools come Database Manager e SqlTool (non pi u incluso di
default nelle nuove versione) e programmi dimostrativi. Nuove versioni si posso-
no scaricare dal sito [11].  E possibile compilare una propria versione del gestore,
aggiungendo o togliendo alcuni tool inclusi nell'archivio di default. Tuttavia le
dipendenze di questo progetto separato devono prima essere sistemate in Eclipse.
A.4 Vincoli di progetto
Segue una lista di vincoli di progetto che ho individuato nel modulo PariPari
DBMS:
1. Un nodo pu o ospitare al pi u 5 basi di dati. (Pubblica il \servizio" oerto
sulla DHT tramite una stringa. Della pubblicazione se ne occupa il thread
NodePublicizer).
2. Un nodo deve conoscere un numero minimo di repliche per ogni base di dati
ospitata. Il lower bound suggerito da A. Costa  e 12, nel codice c' e 10 ma  e
comunque un valore troppo alto. Andrebbe bene 4-5 perch e ci sono pochi
utenti. Quando si va sotto il lower bound per una certa base di dati, parte
il processo di replicazione per quella base di dati.
3. Un nodo avvia il processo di replicazione con probabilit a 0.7. A. Costa
spiega che cos  si controlla il numero di nuove copie generate. Ma nel
codice dell'ultima versione del plugin questa parte  e stata tralasciata. Non
c' e un upper bound previsto per il numero di repliche. Al pi u raddoppio se
replico contemporaneamente, ma si replica solo in quei nodi in cui il thread
NodeController riconosce che il lower bound  e stato violato. Il thread si
attiva ogni 10 minuti.
4. Un utente si pu o connettere ad una sola base di dati alla volta.
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5. Un utente pu o creare una base di dati solo localmente, non da remoto. Se il
nodo ospita gi a il massimo numero di database previsto, l'utente non potr a
creare un nuovo database.
6. Un utente pu o cancellare solo le basi di dati di cui  e il proprietario, ma non
quelle altrui.
7. Dai punti (1) e (5) consegue che un utente pu o creare al pi u 5 database. 5
se  e lui a creare prima degli altri, meno se qualcun'altro ha gi a occupato gli
slot locali con repliche.
A.5 Lista comandi modulo DBMS
I seguenti comandi sono attualmente disponibili per il modulo PariPari DBMS.
Tra parentesi quadre vengono indicati i parametri obbligatori. Prima di eseguire i
comandi, ci si deve portare nella situazione di poter controllare il modulo DBMS.
Questo  e segnalato dal prompt della riga di comando di PariPari, che diventa
della forma [dbms]. Se non si sta controllando il modulo DBMS, i comandi non
sono riconosciuti.
￿ -use [DBNAME:USERNAME:PASSWORD] Permette l'uso di una base di da-
ti precedentemente creata. L'utente si connette al database e pu o dare
comandi SQL.
￿ -list.schema Stampa lo schema logico relazionale della base di dati a cui
si  e connessi.
￿ -disconnect Rilascia l'uso della base di dati precedentemente richiesta.
￿ -status Visualizza lo stato di connessione corrente, cio e se si  e connessi o
meno a una base di dati.
￿ -list.db Stampa la lista delle basi di dati memorizzate nel nodo.
￿ -list.nodeset Stampa la lista delle basi di dati memorizzate nel nodo.
Per ognuna, stampa la lista dei nodi remoti che posseggono una replica.
￿ -send [TO HOST MESSAGE] Forza l'invio del messaggio desiderato al host
specicato.
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￿ -verbosity X Imposta a X il livello di verbosity del plugin.
￿ dbms Conclude il controllo del modulo DBMS e si ritorna nel menu dei
comandi PariPari.
￿ sqlhelp Ritorna la lista dei comandi SQL disponibili per il modulo DBMS.
￿ CREATE DATABASE [DBNAME:USERNAME:PASSWORD] Comando SQL per crea-
re una nuova base di dati. L'utente deve fornire le credenziali di autenti-
cazione. HSQLDB non supporta questo comando direttamente, ma crea
nuovi database in modo implicito durante la prima connessione.
￿ DROP DATABASE [DBNAME:USERNAME:PASSWORD] Comando SQL per cancel-
lare una base di dati. L'utente deve fornire le credenziali di autenticazione.
HSQLDB non supporta questo comando direttamente.
￿ CREATE TABLE Comando SQL di aggiornamento per creare una nuova ta-
bella.
￿ DROP TABLE Comando SQL di aggiornamento per cancellare una tabella.
￿ SELECT Comando SQL di selezione (in inglese SQL query).
￿ UPDATE Comando SQL di aggiornamento (in inglese SQL update).
￿ INSERT INTO Comando SQL di aggiornamento.
￿ DELETE FROM Comando SQL di aggiornamento.
I comandi SQL disponibili sono un sottoinsieme dei comandi SQL previsti dallo
standard. Proprio per distinguere i comandi del modulo DBMS dai comandi SQL,
questi ultimi non hanno nessun carattere di escape come presso.
A.6 Lista Enum per costruire messaggi
Questa  e la lista degli Enum usati per la costruzione dello standard dei messag-
gi DBMS. Gli Enum del campo COMMAND hanno un ulteriore livello di dettaglio
corrispondente ai singoli comandi del protocollo di messaggi.
Il campo HEADER individua la provenienza del messaggio.
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Il campo TYPE individua il protocollo a cui appartiene il messaggio. Ogni
sezione del modulo PariPari DBMS ha un protocollo con cui comunica con l'e-
sterno.
Il campo COMMAND individua il comando all'interno del singolo protocollo. A
loro volta, i singoli comandi del protocollo sono racchiusi all'interno dell'Enum
corrispondente.
HEADER TYPE COMMAND ARGUMENT HOST
HeaderEnum TypeEnum CommandEnum String String
CONSOLE CONS-COM ConsoleCommandEnum
NETWORK SQL SqlEnum
SEND NMG NMGEnum
TRANSACTIONS SynchroEnum
RAP RapEnum
USER /
AUT AutEnum
UPD UpdateEnum
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