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Kurzzusammenfassung
Sei es im Internet beim Homebanking, bei Chipkarten wie der Geldkarte oder bei der kom-
menden Gesundheitskarte - Siherheit ist einer der entsheidenden Faktoren für die Akzeptanz
und den Erfolg kommunizierender Anwendungen. Hohe Summen werden investiert, um Siher-
heitsziele wie Vertraulihkeit oder Authentizität von Daten bei Entwurf und Implementierung
solher Anwendungen zu garantieren. Dennoh nden sih fast täglih Meldungen über Siher-
heitslüken von Computersystemen in den Medien. Der Einsatz formaler Methoden bietet die
derzeit maximal möglihen Garantien für die Verlässlihkeit von Computersystemen. Bisherige
Ansätze zur formalen Behandlung von kommunizierenden Anwendungen erlauben allerdings
keine verlässlihe Aussage über die Siherheit einer tatsählihen Implementierung, sondern
beshränken sih meist auf die Verikation von Modellen. Diese Arbeit führt - basierend auf
Theorien zur formalen Verfeinerung von Systemen - bisherige Verikationsansätze bis zur Co-
deebene fort. Hauptergebnis der Arbeit ist eine Spezikations- und Verikationsmethodik, die
es erlaubt, formale Beweise für die Siherheit von Anwendungen auf einem Modell zu führen
und diese dann formal korrekt auf eine tatsählihe Implementierung des Systems zu übertra-
gen. Die Methodik wird an zwei Anwendungen für Mobiltelefone und Chipkarten illustriert.
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Aut non tentaris, aut pere.
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1.1 Motivation
Elektronishe Zahlungssysteme stellen hohe Anforderungen an die Siherheit der verwende-
ten Tehnologien. Ein Beispiel für diese Systeme ist die auf Chipkartentehnologie basierende
Mondex Applikation [89℄ von Masterard, die eine elektronishe Geldbörse realisiert. Siher-
heitslüken können die Akzeptanz solher Systeme sehr negativ beeinussen, sie sihern teils
groÿe monetäre Werte.
Die Grundidee von Mondex ist der Ersatz von Bargeld. Hauptfunktionalität der Karten ist
das Übertragen von Geld von einer Karte auf eine andere. Es ergeben sih sofort wesentlihe
Fragen hinsihtlih der Siherheit der Applikation. Ein Angreifer darf niht in der Lage sein,
das System so auszunutzen, dass Kunden oder Banken dadurh einen Nahteil und/oder der
Angreifer einen Vorteil hat. Ein Beispiel für ein solhes Angrisszenario wäre z.B. der Versuh,
mit gefälshten Nahrihten auf einer ehten Karte Geld zu erzeugen.
Es stellt sih somit die Frage, wie die Siherheit solher Anwendungen sihergestellt werden
kann. Abstrakt betrahtet handelt es sih z.B. bei Geldkarten wie Mondex um Systeme, die
bei Übertragung von Geld auf einer Karte Geld abziehen und gleihzeitig auf einer anderen
Karte Geld gutshreiben. Real ist dies natürlih niht so einfah umzusetzen, hier muss eine
Kommunikation zwishen den Karten stattnden, die Abbuhung und Gutshrift von Geld
auslöst. Hier kann nun allerdings ein Angreifer intervenieren, was den Einsatz eines passenden
Kommunikationsprotokolls unter Benutzung von kryptographishen Primitiven wie digitalen
Signaturen, Vershlüsselung und Hashing erfordert. Der Entwurf solher Protokolle ist dabei
inhärent shwierig, da die Möglihkeiten eines Angreifers zum Entwurfszeitpunkt nur sehr
shwer von Menshen zu erfassen sind und die Protokolle übliherweise shnell komplex werden.
Der bekannteste Beleg für diesen Sahverhalt ist der über 10 Jahre verborgen gebliebene Fehler
im Needham-Shroeder Authentizierungsprotokoll [118℄.
Neben der Korrektheit und Siherheit des Kommunikationsprotokolls ist eine wesentlihe wei-
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tere Frage, ob eine tatsählihe Implementierung in einer Programmiersprahe die Vorgaben
des Protokolls korrekt umsetzt. Ein System, das durh Implementierungslüken seine (wenn
auh vielleiht sihere) Spezikation niht korrekt umsetzt, kann dennoh unsiher sein.
Darüber hinaus gibt es noh weitere Quellen für Unsiherheiten in den Anwendungen. Die-
se können durh die verwendete Hardware der Komponenten entstehen wie z.B. durh Side-
Channel-Angrie auf Chipkarten mittels Dierential-Power-Analysis. Daneben können die ver-
wendeten kryptographishen Primitive unsiher sein (oder mit gewahsener Rehnergeshwin-
digkeit über die Zeit unsiher geworden sein). Beispiele sind etwa die bekannten Unsiherhei-
ten in der Wireless LAN Vershlüsselung WEP oder die Möglihkeit im Hashing-Algorithmus
MD5 gezielt Kollisionen zu erzeugen. All diesen Angrien ist allerdings gemein, dass sie iso-
liert gelöst werden können: es kann ein besserer Kryptoalgorithmus verwendet werden oder die
Hardware entsprehend besser gegen physikalishe Angrie abgesihert werden. Die Protokol-
le und ihre korrekte Implementierung sind allerdings applikationsabhängig und die Siherheit
ist niht durh einen generishen Ansatz für alle weiteren Anwendungen erzwingbar. Diese
Arbeit erläutert eine Methodik, wie solhe kommunizierenden Computersysteme entworfen
werden können, wie ihre Siherheit auf der Ebene des Protokolls sihergestellt werden kann
und wie insbesondere die Implementierung als korrekt gegenüber ihrem Protokoll (und damit
ebenso als siher) nahgewiesen werden kann.
Die Informatik hat dabei unzählige Methoden und Tools hervorgebraht, um Computersys-
teme vor und nah der eigentlihen Umsetzung auf Korrektheit überprüfen zu können. Die
formale Verikation von Computersystemen soll die Wahrsheinlihkeit für Fehlverhalten der
Systeme minimieren. Mittels streng mathematisher Formalismen, den formalen Methoden,
soll ermögliht werden, Verhalten von Systemen am Modell zu verizieren und somit Fehler
im realen System auszushlieÿen.
Vielen dieser Ansätze ist gemein, dass die verizierten Eigenshaften lediglih auf starken Ab-
straktionen der realen Systeme beruhen (und auh nur beruhen können, da die Formalismen
selbst bereits lediglih Abstraktionen als Modelle zulassen). Damit existiert eine semantishe
Lüke zur tatsählihen Implementierung. Dies trit in dieser Allgemeinheit auf fast alle Spe-
zikationssprahen wie z.B. algebraishe Spezikationen [186℄ [116℄, Z [171℄, B [2℄, ASM [27℄,
CSP [80℄ oder Temporale Logik [119℄ zu. Aussagen, die in solhen Formalismen über Systeme
gezeigt werden, können also letztendlih nur Hinweise auf das Verhalten (oder das Fehlver-
halten) der Implementierung sein, aber keine Garantien abgeben. Auf der anderen Seite ist
die in den Formalismen erreihte Abstraktion auh eine groÿe Hilfe bei der Verikation, weil
sie es ermögliht, den Kern der Systeme zu betrahten, statt sih mit tehnishen (und teils
unwihtigen) Details zu beshäftigen.
Auh speziell für den Bereih kryptographisher Protokolle hat die aktuelle Forshung viele
Herangehensweisen entwikelt, um Siherheitseigenshaften der Protokolle bereits am Modell
überprüfen zu können [139℄ [118℄ [41℄ [34℄ [101℄. Insbesondere hier stellt sih auh die Frage,
ob eine lauähige Implementierung eines Protokolls tatsählih korrekt bezüglih seiner Spe-
zikation ist und damit auh die gewünshten Siherheitseigenshaften in der Realität erfüllt.
Viele aktuelle Forshungsvorhaben haben - um die genannte semantishe Lüke zu verkleinern
- die Verikation tatsählih eingesetzter Programmiersprahen zum Ziel. Beispiele für Pro-
grammiersprahenverikation sind etwa die diversen Kalküle und Tools für die Verikation
von Java [61℄ in [19℄ [55℄ [40℄ [30℄ [183℄ [125℄ [120℄ [185℄ [31℄ [172℄ oder C# [15℄ [126℄ die in den
letzten Jahren in den Fokus der Forshung gerükt sind. Hier wird tatsählih der Code veri-
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ziert, der im späteren System real eingesetzt wird. Zwar besitzen auh diese Ansätze noh eine
gewisse Lüke zur Realität - es ist keine aktuelle und realistishe Laufzeitumgebung für Code
(Compiler, eine eventuelle virtuelle Mashine sowie Betriebssystem und Hardware) vollstän-
dig und durhgängig veriziert worden. Dennoh verkleinert sih die semantishe Lüke zum
realen System bei der Verikation von konkreten (lauähigen) Implementierungen sehr. Diese
Nähe zur Realität ist jedoh gleihzeitig auh das Problem dieser Ansätze bei der tatsähli-
hen Verikation: Eine Abstraktion bzw. Modellbildung zur Erleihterung der ohnehin meist
shwierigen Verikation ist hier oft praktish niht möglih, da die Beweissysteme und Logiken
keine Abstraktionsmöglihkeiten vorsehen. Die Konkretisierung der Verikationsmethoden ist
somit ein zweishneidiges Shwert.
In dieser Arbeit wird eine Methodik entwikelt, die die Frage der Korrektheit einer Implemen-
tierung gegenüber einer abstrakten Spezikation beantworten kann. Insbesondere der Erhalt
von Eigenshaften der Spezikation in der Implementierung ist dabei sihergestellt. Die Veri-
kation funktionaler Eigenshaften sowie von Siherheitseigenshaften eines Protokolls erfolgt
auf einer abstrakteren Spezikationsebene, die dem Proseo Spezikations- und Verika-
tionsansatz aus der Dissertation von Haneberg [71℄ folgt. Ein weiterer Verikationsshritt
überträgt die gezeigten Eigenshaften uniform auf eine Java Implementierung. Die Methodik
basiert auf formaler Verfeinerung.
1.2 Überblik über die Arbeit
Abb. 1.1 gibt einen Überblik über die Zusammenhänge zwishen den Kapiteln dieser Arbeit.
Es sind auh die jeweils wihtigsten Inhalte der Kapitel genannt. Kapitel für Fallstudien oder
mit starker Praxisorientierung sind gestrihelt dargestellt.
Die Arbeit unterteilt sih demnah grob in drei vershiedene Bereihe: die Beispiele, den Kern
der Spezikationsmethodik sowie einige Erweiterungen.
Zu Beginn stellt Kapitel 2 zunähst die beiden in dieser Arbeit verwendeten praktishen Bei-
spiele vor - die Handy Anwendung Cindy und die Chipkarten Anwendung Mondex.
Diese Arbeit beruht insbesondere auf den Ergebnissen der drei Dissertationen zu ASM Ver-
feinerung von Shellhorn [155℄, zu Java Verikation von Stenzel [173℄ und der Protokollspezi-
kationsmethodik Proseo von Haneberg [71℄. Zusätzlih wird das KIV System [149℄ [148℄
[150℄ als Spezikations- und Beweissystem verwendet. Die theoretishen Grundlagen und die
Ergebnisse der genannten Dissertationen, die für diese Arbeit wihtig sind, werden in Kapitel
3 zusammengefasst.
Kapitel 4 vergleiht den Ansatz mit verwandten Arbeiten. Hier werden grundlegende Metho-
diken anderer Arbeitsgruppen zur Verikation von objektorientiertem Code und von Kommu-
nikationsprotokollen gezeigt. Ein tehnisherer Detailvergleih, insbesondere am Beispiel der
Mondex Applikation, ndet sih später in der Arbeit in Kap. 12.8.
Der Kern der Spezikationsmethodik für die Protokollverfeinerung zu Java Code ndet sih in
Kapitel 5 und 6. Während Kapitel 5 die Verfeinerungstheorie dieser Arbeit und grundlegende
Beweisverpihtungen einführt, erklärt Kapitel 6 die Datentypen, auf denen die abstrakte
Spezikation und die Implementierung beruhen. Ein Hauptproblem bei der Verfeinerung zu
Code ist das Mapping dieser Datentypen.
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Abbildung 1.1: Übergänge zwishen den Kapiteln dieser Arbeit
Zu Beginn von Kapitel 8 wird der bisherige Stand der Arbeit diskutiert. Dabei wird aufgezeigt,
dass die Betrahtungen der vorangehenden Kapitel erweitert werden müssen, um verlässlihe
Korrektheitsaussagen durh Beweise der Verfeinerungskorrektheit für die Implementierung
mahen zu können. Bedingt durh die Tatsahe, dass reale Datentypen (wie z.B. Pointerstruk-
turen) wesentlih mehr Fehlerquellen beinhalten können als ihre abstrakten Entsprehungen,
muss das Verfeinerungskonzept erweitert werden und auh diese möglihen neuen Fehlerquel-
len betrahtet werden. Dazu muss die Verfeinerungsmethodik entsprehend angepasst werden.
Kapitel 9 erweitert zusätzlih den bisherigen Ansatz um die Betrahtung kryptographisher
Operationen.
Shlieÿlih wird in einer zweiten Erweiterung in Kapitel 10 eine generishe Datentransforma-
tionsshiht eingeführt, die in der Lage ist, die in Kapitel 8 eingeführten neuen Fehlerquellen
generish zu beseitigen. Am Ende des Kapitels wird gezeigt, dass die Datentransformations-
shiht tatsählih genau die Eigenshaften erfüllt, die bereits in Kapitel 6 und 8 für die
Verfeinerungsbeweise als Annahmen verwendet wurden.
Dabei wird die Arbeit durh die Betrahtung der Details der beiden Beispielanwendungen
komplettiert. Kapitel 7 zeigt die Spezikation, Implementierung und Verikation der Cindy
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Anwendung, die noh keine kryptographishen Operationen verwendet und relativ einfahe
Protokolle besitzt. Nah Vorstellung der Erweiterungen des Ansatzes wird in Kapitel 11 eine
Erweiterung der bisherigen Methodik für Chipkartenanwendungen vorgestellt. Darauf aufbau-
end wird in Kapitel 12 die Verikation der Mondex Anwendung erläutert.
Kapitel 13 fasst die Ergebnisse shlieÿlih kurz zusammen und gibt einen Erfahrungsberiht
sowie einen Ausblik auf weitere Shritte.
Hinweis: Die vorliegende Arbeit beshreibt und/oder referenziert oftmals formale Beweise,
die mit dem KIV System geführt wurden. Diese Beweise können niht ausführlih in der
shriftlihen Arbeit erläutert werden, da sie wesentlih zu umfangreih sind. Statt dessen
wurden alle Beweise aus KIV exportiert und sind im Web unter [49℄ aufrufbar.
1.3 Erreihte Ergebnisse
Die folgenden Punkte fassen in aller Kürze die Kernergebnisse dieser Dissertation zusammen:
• Generishe Denition eines Renement Frameworks für die Verikation von
Kommunikationsprotokollen
Es wird ein allgemeines Spezikations- und Beweisframework für den Nahweis der Kor-
rektheit einer Verfeinerung von Kommunikationsprotokollen zu Code eingeführt. Das
Framework basiert auf Abstrat State Mahines auf der abstrakten Ebene und Java
Implementierungen auf der konkreten Ebene. Der vorgestellte Ansatz ist generish für
Kommunikationsprotokolle und lässt sih auh einfah auf die Verikation in anderen
Anwendungsgebieten übertragen. Eine Anwendung einer formalen Verfeinerungstheorie
bei der Verikation von tatsählih lauähigem Quellode ist nah bestem Wissen des
Autors bisher noh nie durhgeführt worden. Eine formale Verfeinerungstheorie zum
Beweis von Siherheitseigenshaften auf Quellodeebene ist ebenso bisher noh niht
angewendet worden.
• Denition einer generishen Datentypabbildung von abstrakter Protokoll-
ebene hin zu Java Klassen
Es wird eine Abbildung der in Proseo Spezikationen verwendeten abstrakten Proto-
kolldatentypen in Java Klassen deniert. Die Abbildung ist generish für alle Proseo
Spezikationen und erleihtert damit die Implementierung und auh die Verikation der
Protokolle durh eine standardisierte Datentypkonversion. Die Datentypabbildung ist in
allen Proseo Fallstudien wiederverwendbar.
• Denition zweier Abstraktionsebenen für die Strukturierung des Renement-
Beweises
In der Arbeit wird der Beweis der Verfeinerungskorrektheit einer Protokollimplemen-
tierung in zwei Abstraktionsebenen zerlegt: die Ebene der konkreten Nahrihtenüber-
tragung und die Ebene der Protokollimplementierung. Auf der Ebene der Nahrihten-
übertragung wird ein Übertragungsformat deniert, das für die reale Kommunikation,
z.B. in einem Netzwerk, verwendet werden kann. Das Übertragungsformat stellt eine
Kodierung der Datentypen der Protokollimplementierung dar. Die Implementierung der
Kodierung kann für vershiedene Protokollimplementierungen wiederverwendet werden
und sorgt ihrerseits bereits für den Ausshluss bestimmter Angrie auf die Protokolle.
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• Korrektheitsnahweis der Implementierung für die Nahrihtenübertragungs-
ebene
Die Implementierung der Nahrihtenübertragungsebene wurde als korrekt bezüglih ei-
ner Spezikation nahgewiesen. Damit wird die Wiederverwendung der Eigenshaften
der Übertragungsebene in Form von Lemmata in Korrektheitsbeweisen für Protokollim-
plementierungen möglih.
• Nahweis der Anwendbarkeit des Ansatzes für Fallstudien realistisher Grö-
ÿe
Die Verfeinerungsmethodik wurde auf eine Implementierung der Mondex Geldkarte [89℄
sowie auf eine Implementierung einer Tiketing-Applikation für Mobiltelefone angewen-
det. Insbesondere die Mondex Verikation ist wohl die gröÿte bisher mit dem KIV System
durhgeführte Fallstudie.
• Erweiterung und Verbesserung des Beweissupports für Java im KIV Beweis-
system
Bei der Anwendung auf Fallstudien ergaben sih viele oene Fragen bezüglih des Be-
weissupports für Java im KIV Beweissystem. Hier wurden, insbesondere im Bereih der
Verikation von Systemen, die mit komplexen Pointerstrukturen arbeiten, etlihe Ver-
besserungen sowohl in die Basisspezikationen für den Java Kalkül als auh im Bereih
der Axiomengenerierung vorgenommen. Shlieÿlih wurde als Ausblik eine erfolgver-





...the soure of all great mathematis is the speial ase, the onrete example. It is frequent
in mathematis that every instane of a onept of seemingly great generality is in essene
the same as a small and onrete speial ase.




ist eine J2ME Anwendung für Java-fähige Mobiltelefone, die zum Kauf von Kinokar-
ten mit dem Handy verwendet werden kann. Abb. 2.1 zeigt den Ablauf bei Benutzung der
Applikation.
M o b i l t e l e f o n
K i n o  -  S e r v e r
K i n o  -  E i n g a n g
1 .  b e s t e l l e n
1 .  b e s t e l l e n
2 .  T i c k e t  v e r s c h i c k e n
3 .  T i c k e t  v o r z e i g e n
M o b i l t e l e f o n
o p t i o n a l :
T i c k e t  ü b e r t r a g e n
I n t e r n e t  P C
o d e r
Abbildung 2.1: Die Cindy Applikation
Der Anwender benutzt das Telefon oder einen beliebigen Web Browser an einem Internet PC,
um beim Kino ein Tiket zu bestellen. Daraufhin shikt der Kino-Server eine Multimedia Mes-
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Abrehnung erfolgt entweder über die Telefonrehnung als Premium MMS oder beim Internet-
Kauf über eine ebenso dem User zugeordnete Kreditkartennummer. In der versendeten MMS
ist als Binärinhalt ein 2D Datamatrix Barode enthalten, der einen eindeutigen, niht errat-
baren Identier für das Kinotiket enthält. Zusätzlih sind noh die Tiketinformationen wie
z.B. die Sitzplatznummer im Tiket enthalten. Dieser Datamatrix Code dient nun als digitale
Eintrittskarte für das Kino. Der Benutzer muss lediglih mit dem Datamatrix Code auf dem
Display des Mobiltelefons an einen Barode Sanner im Kino kommen. Daraufhin kann der
Code direkt vom Display eingesannt werden und ein Drehkreuz für den Einlass geönet wer-
den. Der selbe Code wird dabei nur einmal am Eingang zum Kino akzeptiert. Zusätzlih zum
Kauf ist auh die Übertragung von Tikets von einem Handy zum anderen vorgesehen.
Ein langwieriges Warten an der Kinokasse ist mit Cindy niht mehr notwendig. Die Anwen-
dung wurde vollständig in Java und J2ME implementiert und ist als Prototyp auf ehten
Java-fähigen Telefonen und mit einem Datamatrix Code Sanner lauähig. Die selbe Art Ap-
plikation wurde kurz nah der hier vorgestellten Untersuhung der Fallstudie auh in den
Niederlanden von der Firma beep [179℄ und nah und nah auh bei anderen Kinos und ande-
ren Unternehmen wie der Deutshen Bahn [48℄ oder - entwikelt von der Firma MindMatis
[128℄ - auh für T-Mobile oder S.Oliver implementiert. Ein auf ähnliher Tehnik basierendes
System zum Fahrkartenkauf wurde kürzlih von der Deutshen Bahn eingeführt [48℄.
Die Verhinderung von Betrug ist im Rahmen der Cindy Anwendung natürlih die zentrale
Fragestellung. So sollen z.B. nur genau diejenigen Tikets, die ordnungsgemäÿ bezahlt wurden,
am Kinoeingang auh akzeptiert werden. Des Weiteren soll, falls ein Tiket bestellt (und
damit bezahlt) wurde, dieses auh tatsählih an den Benutzer ausgeliefert werden. Diese
Ziele können mit dem Proseo Ansatz (Kap. 3.5) für eine abstrakte Spezikation von Cindy
gezeigt werden [63℄. Diese Arbeit beshäftigt sih nun mit der Fragestellung, wie nahgewiesen
werden kann, dass solhe Eigenshaften auh für die tatsählih lauähige Implementierung
gelten.
Das Kommunikationsprotokoll von Cindy ist sehr einfah (s. Kap. 5.1) und die Fähigkeiten
des Angreifers sind reht beshränkt (so kann er z.B. keine MMS Nahrihten abhören oder
ändern). Cindy wird in dieser Arbeit daher als einfahes Beispiel für die Vorstellung des
Verfeinerungsansatzes in Kap. 5.3 und im Detail in Kap. 7 verwendet.
2.2 Mondex
Die Mondex Fallstudie dieser Arbeit ist eine Implementierung der realen Mondex Chipkar-
tenanwendung von MasterCard [89℄. Die Funktionalität der Mondex Chipkarten ist die Über-
tragung von elektronishem Geld von einer Karte auf eine andere. Dabei sind die Karten
als Ersatz für Bargeld anzusehen. Zwei Karten (auh Purses genannt) kommunizieren mittels
eines Chipkartenlesegeräts mit zwei Kartenslots (auh Terminal oderWallet genannt). Sie füh-
ren dabei ein mehrshrittiges Protokoll aus, das insbesondere gegen vorzeitige Unterbrehung
der Kommunikation oder Fälshen von Nahrihten siher sein soll. So soll es z.B. niht mög-
lih sein, Geld aus dem Nihts zu generieren, indem etwa einer Chipkarte eine Kommunikation
mit einer gültigen Partnerkarte vorgetäusht wird. Genauso sollen Kommunikationsabbrühe
oder Angrie niht dazu führen, dass Geld verloren geht. Details zum Mondex Protokoll und
seiner Implementierung nden sih in Kap. 12.
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Shematish ist die Anwendung in Abb. 2.2 gezeigt.
W a l l e t
t r a n s f e r  v a l u e
P u r s e  1
( F R O M )
P u r s e  2
( T O )
Abbildung 2.2: Die Mondex Applikation
Mondex wurde als Fallstudie insbesondere dadurh bekannt, weil es sih hierbei um die erste
Anwendung handelt, die nah dem Zertizierungslevel ITSEC E6 zertiziert wurde. Dazu ist
auh die Anwendung formaler Methoden vorgeshrieben. Die entsprehende formale Untersu-
hung der Mondex Fallstudie ndet sih in der Arbeit von Stephney, Cooper und Woodok
[174℄. Bei dieser in Z [171℄ durhgeführten Formalisierung wurden keine rehnergestützten
Beweissysteme verwendet, alle Beweise wurden auf Papier geführt.
Kürzlih erfuhr die Mondex Fallstudie neue Beahtung, weil ihre mashinengestützte Veri-
kation als Teil der Grand Challenges in Software Veriation [82℄ als Challenge für Theorem-
beweissysteme ausgerufen wurde [99℄ [187℄. Einige Gruppen beteiligten sih dabei mit groÿem
Erfolg an der Verikation der Fallstudie, so z.B. [146℄ [13℄ [78℄ [188℄ [109℄ [165℄. Auh die Grup-
pe des Autors führte die Originalbeweise mittels des KIV Systems durh [161℄. Wir entdekten
dabei einige kleinere Fehler der originalen Verikation und änderten in einem zweiten Shritt
auh das Kommunikationsprotokoll der Fallstudie leiht ab, um einen vorher niht beahteten
Angri zu vermeiden [160℄.
Des Weiteren wurden in der Gruppe des Autors zwei Erweiterungen der Fallstudie durhge-
führt: Zum Einen erweiterten wir diese um den Entwurf und Siherheitsnahweis eines kryp-
tographishen Protokolls [73℄. Spezikation und Verikation fand hier anhand der Proseo
Methodik (s. Kap. 3.5) statt. Zum Anderen erweiterten wir die Fallstudie im Rahmen dieser
Dissertation um die Verikation einer tatsählihen Implementierung der Fallstudie.
Mondex dient in dieser Arbeit als Beispiel für die Anwendung des Ansatzes auf Java Chipkarten
und JavaCard. Dies wird in Kap. 11 und 12 beshrieben.
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Dieses Kapitel erläutert kurz alle Grundlagen, die für die folgenden Kapitel benötigt wer-
den. Dies umfasst dynamishe Logik und algebraishe Spezikationen und ihre Implemen-
tierung im KIV System, dem in dieser Arbeit verwendeten Beweissystem. Ebenso wird der
Proseo Ansatz zur Spezikation und Verikation von kryptographishen Protokollen
vorgestellt, auf dem sih das Verfeinerungskonzept abstützt. Shlieÿlih werden die Grund-
lagen des in KIV implementierten Java Kalküls sowie die nutzbaren Verfeinerungstheorien
Data Renement und ASM Invarianten Renement vorgestellt.
3.1 Dynamishe Higher Order Logik und der Sequenzenkalkül
3.1.1 Syntax und Semantik
Dynamishe Higher Order Logik (DL) [76℄ [77℄ erweitert Higher Order Prädikatenlogik (s.
z.B. [170℄) um Programmformeln. Programme in DL bestehen aus imperativen Programm-
konstrukten, wie sie etwa auh in Pasal vorkommen. Insbesondere ist lokale Variablendekla-
ration mit Initialisierung var x = y in α, Zuweisung x := y, bedingte Verzweigung if ϕ then
α else β, sequentielle Komposition α;β und die Shleife while ϕ α else β enthalten. Proze-
durdeklaration P#(x; y) { α } und Prozeduraufruf P#(x; y) mit Eingabeparametern x und
Ein-/Ausgabeparametern y sind möglih. Aus theoretishen Gründen gibt es noh das leere
Programm skip und das niht-terminierende Programm abort . Mehrere Zuweisungen können
in der Logik auh parallel ausgeführt werden. Sie werden dann durh Kommata getrennt (x
:= y, z := w). Dies ist allerdings nur möglih, wenn dadurh keine Konikte entstehen können
(wie bspw. x := y, z := x).
Programmformeln in DL umfassen die Modaloperatoren Box [α] ϕ, Diamond 〈α〉 ϕ und Strong-
Diamond 〈|α|〉 ϕ, wobei α eine Programmformel und ϕ eine Formel ist. Dabei bedeutet
[α ] ϕ wenn α terminiert gilt danah die Formel ϕ
〈α 〉 ϕ es gibt einen Ablauf von α, der terminiert und danah gilt die Formel ϕ
〈|α |〉 ϕ α terminiert immer und danah gilt die Formel ϕ
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Der Untershied zwishen Strong Diamond und Diamond kommt nur bei indeterministishen
Programmen zum Tragen. Für diese Programme ist das hoose Konstrukt integriert. Dabei
belegt hoose x with ϕ in α else β die Variable x mit einem indeterministishen Wert, für
den ϕ gelten muss, und führt anshlieÿend α aus. Wenn kein solher Wert für x existiert wird
β ausgeführt. Der else Fall ist dabei optional und ersetzt ein ansonsten implizites abort. Als
Spezialfall von hoose existiert die Zufallszuweisung x := [?℄, die äquivalent zu hoose x with
true ist.
Im Weiteren beinhaltet die hier verwendete Logik Higher Order Konstrukte, also insbesondere
lambda-Terme λx.y, Funktionsvariablen f : T1 × . . . × Tn → T und Funktionsupdates. Ein
Funktionsupdate f [x1, . . . , xn, y] ändert dabei den Wert der n-stelligen Funktion f an der Stelle
x1, . . . , xn auf y. Es gilt
f[x, y℄ = λ z. z = x ⊃ y ; f(z)
Für Updates im ersten Argument einer Funktion kann vereinfahend f := f [x1, . . . , xn, y] auh
als f(x1, . . . , xn) := y geshrieben werden.
Die Syntax und Semantik der DL ndet sih in [11℄.
3.1.2 Beweise
Beweise in Dynamisher Higher Order Logik werden in einem auf Gentzen zurükgehenden
Sequenzenkalkül [52℄ geführt. Dabei ist eine Sequenz
ϕ1, . . . , ϕn ⊢ ψ1, . . . , ψm
eine Abkürzung für die Formel
ϕ1 ∧ . . . ∧ ϕn → ψ1 ∨ . . . ∨ ψm
ϕ1, . . . , ϕn heiÿt dabei der Antezedent, ψ1, . . . , ψm der Sukzedent der Sequenz.
Eine Kalkülregel des Sequenzenkalküls hat die Form
P1, . . ., Pn
C
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Dabei sind P1, . . . , Pn (genannt die Prämissen) als auh C (die Konklusion) Sequenzen. Die Se-
mantik einer Sequenzenregel ist: Wenn die Prämissen gelten, gilt auh die Konklusion. Regeln
ohne Prämissen heiÿen Axiome. Beweise im Sequenzenkalkül sind dabei iterierte Anwendungen
von Deduktionsregeln bis zur Reduktion auf Axiome.
Als Beispiel sei die Regel für eine Konjunktion im Sukzedent angegeben. Wir verwenden hier
Γ und ∆ als Abkürzung für beliebige Formellisten.
onjuntion right
Γ ⊢ ϕ,∆ Γ ⊢ ψ,∆
Γ ⊢ ϕ ∧ ψ,∆
Die Basisregeln für die Prädikatenlogik werden erweitert um Regeln für die Verikation von
Programmen. Als Beispiel seien die beiden Regeln für das if Konstrukt angegeben:
Γ, ε ⊢ 〈α〉 ϕ,∆ Γ,¬ ε ⊢ 〈β〉 ϕ,∆
Γ ⊢ 〈if ε then α else β〉 ϕ,∆
ε, 〈α〉 ϕ,Γ ⊢ ∆ ¬ ε, 〈β〉 ϕ,Γ ⊢ ∆
〈if ε then α else β〉 ϕ,Γ ⊢ ∆
3.2 Algebraishe Spezikationen und das KIV System
Das KIV System [12℄ [75℄ [149℄ [148℄ [150℄ [70℄ wird in dieser Arbeit als Spezikations- und
Beweissystem verwendet. Das System erlaubt es, strukturierte algebraishe Spezikationen
zu erstellen und darauf aufbauend interaktiv u.a. mit dem Sequenzenkalkül Beweise zu füh-
ren. Dabei stehen die für Spezikationshierarhien bekannten Operationen wie enrihment,
union, parameterization und atualization zur Verfügung [9℄. Frei erzeugte Datentypen können
durh spezielle data speiations speziziert werden, für die die entsprehenden Axiome für
den Datentyp generiert werden. Als Axiome können neben prädikatenlogishen Formeln auh
Programmformeln verwendet werden. Die Syntax der Spezikationen - soweit in dieser Arbeit
verwendet - sollte selbsterklärend sein. Die Semantik einer Spezikation ist die Menge aller
Modelle (lose Semantik).
Neben Prädikatenlogik und dynamisher Higher Order Logik wurde im KIV System auh
Unterstützung für Temporallogik [10℄ und Stateharts [178℄ [16℄ implementiert. In dieser Arbeit
wird insbesondere der ebenso im KIV System implementierte Java Kalkül (s. Kap. 3.6 sowie
[172℄ [173℄) und die Einbettung von Abstrat State Mahines in DL nah dem Ansatz von
[155℄ verwendet.
KIV stellt sehr guten Beweissupport für die genannten Logiken zur Verfügung. Das System
wurde bereits für zahlreihe groÿe Fallstudien eingesetzt [162℄ [137℄ [57℄ [159℄ und kontinuierlih
erweitert und verbessert. Insbesondere existiert heute eine sehr groÿe Standardbibliothek für
Datentypen wie natürlihe Zahlen, Integers, Listen oder Mengen mit tausenden Axiomen und
Theoremen. Diese Datentypen bilden die Grundlage für die in dieser Arbeit verwendeten
Spezikationen. Viele dieser Spezikationen können im Internet eingesehen werden [104℄.
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3.3 Abstrat State Mahines
Abstrakte Zustandsmashinen [69℄ [27℄ (ASM) sind ein Spezikationsformalismus basierend
auf der Idee von Zustandsübergangssystemen. Dabei ist ein Zustandsübergangssystem in seiner
allgemeinsten Form ein Quadrupel Sys = (S, IN, OUT, RULE) mit einer Zustandsmenge S,
Startzuständen IN ⊆ S , Endzuständen OUT ⊆ S und einer Zustandsübergangsrelation RULE
⊆ S × S.
ASMs sind eine sehr allgemeine Form von Zustandsübergangssystemen, da ihre Zustands-
menge S eine Menge von Algebren über einer gegebenen Signatur ist. Die Zustandsübergänge
(genannt ASM Regeln oder kurz Regeln) sind demnah Modikationen der Algebra des der-
zeitigen Zustands. Diese Modikationen werden in einer programmiersprahlihen Notation
angegeben. Dabei ist die einfahste und grundlegendste Modikation einer Algebra die Mo-
dikation einer Funktion (Funktionsupdate) dieser Algebra. Die einfahste Form einer ASM
Regel R ist demnah
R ≡ f(p) := v
wobei p und v variablenfreie Terme sind. Die Semantik eines solhen Funktionsupdates ausge-
führt in einer Algebra A ist die Berehnung einer neuen Algebra B, die zu A identish ist, mit
der Ausnahme dass die Funktion fA so modiziert wurde, dass fB an der Stelle [[p℄℄A zu [[v℄℄A
auswertet. Nullstellige Funktionen (die in der dynamishen Logik Konstanten sind) werden
damit in ASMs zu Variablen.
Zusätzlih zu dieser Grundregel existieren noh viele weitere Sprahkonstrukte in ASMs. In
dieser Arbeit verwenden wir lediglih
• bedingte Verzweigung if ϕ then R0 else R1




• indeterministishe Auswahl hoose x with ϕ in R
• Makrodeklaration R{...}
Diese Sprahkonstrukte entsprehen denen, die bereits in der dynamishen Logik des KIV
Systems zur Verfügung stehen. ASM Makros können damit durh DL Prozeduren abgebildet
werden. Die gesamte Einbettung beruht dabei auf der Einbettung von ASMs in DL aus der
Arbeit von Shellhorn [155℄. Dabei werden innerhalb paralleler Ausführung nur koniktfreie
Funktionsupdates erlaubt, keine komplizierteren Sprahkonstrukte.
Initialzustände der ASM werden in KIV durh ein init : S Prädikat angegeben, Finalzustände
dementsprehend durh nal : S. Die iterierte Anwendung der Zustandsübergangsrelation RU-
LE bis zum Erreihen eines Endzustands wird durh eine DL Prozedur abgebildet, die folgende
Form hat:
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ASM(input; state) {
while (¬ nal(state)) RULE(input; state)
}
Dabei ist der optionale input eine Eingabe an das System. In unserem Fall wird input niht
benötigt.
3.4 Theorien zur Verfeinerung
Verfeinerung (Renement) ist eine Tehnik zum Korrektheitsnahweis von Systemen. Ganz
allgemein bezeihnet man dabei ein konkretes System als Verfeinerung eines abstrakten Sys-
tems, wenn jeder Zustandswehsel des konkreten Systems auh im abstrakten System möglih
ist.
In der aktuellen Forshung wurden eine Vielzahl von vershiedenen Verfeinerungstheorien ent-
wikelt, z.B. [79℄, [44℄, [45℄, [25℄, [158℄. In dieser Arbeit werden die zwei Verfeinerungstheorien
Data Renement [79℄ und ASM Renement für Invarianten [157℄ verwendet. Während aus
theoretisher Siht das einfahere Data Renement für den hier vorgestellten Verfeinerungs-
ansatz bereits ausreihend wäre, ist doh ASM Renement für einen durhgängigen Ansatz
bei der Betrahtung von Spezikationen mit Abstrat State Mahines die natürlihere Wahl
als Verfeinerungstheorie. Daher werden beide Theorien im Folgenden kurz vorgestellt.
3.4.1 Data Renement
Data Renement ist eine grundlegende Verfeinerungstheorie basierend auf den Arbeiten von
He, Hoare und Sanders [79℄. Die Verfeinerungsbeziehung wird dabei für zwei Datentypen ADT
und CDT deniert. Wir verwenden folgende Denitionen:
Denition 3.4.1 Datentyp Ein Datentyp DT ist ein Quintupel (GS, S, INIT, {OPi}i∈I , FIN)
mit einer Menge globaler Zustände GS und einer Menge lokaler Zustände S. INIT ⊆ GS × S
ist die Initialisierungsrelation, FIN ⊆ S × GS ist die Finalisierungsrelation für den Datentyp.
Die OPi ⊆ S × S sind die auf dem Datentyp möglihen Operationen. I ist eine Menge von
Indizes für die Operationen auf dem Datentyp. Alle betrahteten Relationen sind total.
Wir benutzen ADT = (GS, AS, AINIT, {AOPi}i∈I , AFIN) und CDT = (GS, CS, CINIT, {COPi}i∈I ,
CFIN) für die abstrakte bzw. die konkrete Ebene.
Die möglihen Abfolgen von Operationen auf einem Datentyp ergeben nun eine Relation von
globalen Zuständen, die alle Zustandsübergänge des Datentyps angibt. Diese Relation nennen
wir PROG (APROG bzw. CPROG). Mit ; als Relationskomposition und {OPi}
∗
für die beliebige
iterierte Ausführung beliebiger OPi ist PROG deniert als:
Denition 3.4.2 Programm Die Relationskomposition PROG := INIT ; {OPi}
∗;FIN über
einem Datentyp DT wird sein Programm genannt.
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Ein korrektes Data Renement soll nun garantieren, dass CPROG das durh APROG vorgege-
bene Verhalten erhält. Dazu soll als Verfeinerungsbegri gelten:
Denition 3.4.3 Korrekte Verfeinerung Ein konkretes Programm CPROG verfeinert ein
abstraktes Programm APROG gdw. CPROG ⊆ APROG.
Ein solher Verfeinerungsbegri garantiert nun trivial, dass Eigenshaften ϕ(gs, gs′), die für
alle (gs, gs') ∈ APROG gezeigt wurden (unter APROG also invariant sind), auh für alle (gs,
gs') ∈ CPROG gelten. Später in dieser Arbeit wird APROG eine Protokollspezikation und
CPROG eine Implementierung sein und es wird damit die Vererbung einer (invarianten) Si-
herheitseigenshaft ϕ auf die Implementierung gezeigt.
Der Renementbegri wird gezeigt, indem für jede Einzeloperation von CDT gezeigt wird, dass
es eine entsprehende Operation von ADT mit ähnlihem Verhalten gibt. Um Ähnlihkeit
zwishen der konkreten und abstrakten Ebene auszudrüken, wird im Data Renement eine
Simulationsrelation R ⊆ AS × CS deniert, die den Zusammenhang zwishen beiden Welten
angibt.
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Abbildung 3.1: Data Renement
Daraus resultieren die drei Beweisverpihtungen des Data Renements:
Lemma 3.4.1 Ein Programm CPROG verfeinert ein Programm APROG wenn folgende Be-
dingungen gelten:
• Initialisierung: CINIT(gs, s) → AINIT(gs, as) ∧ R(as, s)
• Korrektheit: ∀ i ∈ I. R(as,s) ∧ COPi(s,s') → ∃ as'. AOPi(as,as') ∧ R(as', s')
• Finalisierung: R(as, s) ∧ CFIN(s, gs) → AFIN(as, gs)
Beweis: einfah per Induktion.
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3.4.2 ASM Renement für Invarianten
ASM Renement wird in [155℄ [25℄ als Verfeinerungsbegri für Abstrat State Mahines vorge-
stellt. Die zugrundeliegende Idee ist es, den traditionellen Renementbegri zu generalisieren.
Eine entsprehende Generalisierungsbeziehung wird in [158℄ gezeigt. Wir wiederholen hier die
wihtigsten Denitionen aus [156℄ und [157℄ und passen diese an die hier verwendete Notation
an. Insbesondere gilt, dass eine Verfeinerung, die nah der Data Renement Theorie korrekt
ist, auh eine korrekte Verfeinerung im Sinne des ASM Renements für Invarianten ist.
Verfeinerungsbegrie
Der Verfeinerungsbegri von ASM Renement für zwei ASMs AM = (AS, AIN, AOUT, ARULE)
und CM = (CS, CIN, COUT, CRULE) basiert zunähst auf zwei Relationen IR ⊆ AIN × CIN
und OR ⊆ AOUT × COUT. Diese geben den gewünshten Zusammenhang zwishen initialen
und nalen Zuständen der beiden Mashinen an. Ein Ablauf σa (und analog σc) ist dabei
eine (potentiell unendlihe) Folge von Zuständen, welhe in einem Zustand aus AIN beginnt,
deren aufeinanderfolgende Zustände jeweils durh Anwendung von ARULE entstanden sind
und im Falle endliher Abläufe der letzte Zustand aus AOUT stammt. σ(j) bezeihnet den
j-ten Zustand des Ablaufs σ.
Damit ist ein erster Verfeinerungsbegri:
Denition 3.4.4 Erhalt partieller und totaler Korrektheit Eine Verfeinerung von einer
ASM AM zu einer ASM CM erhält partielle Korrektheit bzgl. IR und OR, wenn für jeden
endlihen Ablauf σc von CM ein endliher Ablauf von σa von AM existiert, deren jeweilige
Anfangszustände über IR und deren Endzustände über OR in Relation stehen. Sie erhält totale
Korrektheit, wenn sie partielle Korrektheit erhält und zu jedem unendlihen Ablauf von CM
ein unendliher Ablauf von AM existiert, deren Anfangszustände über IR in Relation stehen.
Dies ist allerdings noh niht genug, um einen aussagekräftigen Korrektheitsbegri für reaktive
Systeme zu spezizieren, da hier niht nur Anfangs- und Endzustände wihtig sind, sondern
auh die Zwishenzustände. Daher deniert man darauf aufbauend partiellen und totalen
Erhalt von Abläufen bzgl. einer Simulationsrelation IO:
Denition 3.4.5 partieller und totaler Erhalt von Abläufen Eine Verfeinerung von ei-
ner ASM AM zu einer ASM CM erhält total Abläufe bzgl. einer Simulationsrelation IO wenn
sie totale Korrektheit bzgl. IR := IO ∩ (AIN ×CIN) und OR := IO ∩ (AOUT ×COUT )
erhält und für jeden unendlihen Ablauf σc ein unendliher Ablauf σa und zwei streng monoto-
ne Folgen (i0 < i1 < . . .) und (j0 < j1 < . . .) existieren, so dass für jedes k IO(σa(ik), σc(jk))
gilt. Für partiellen Erhalt von Abläufen muss die Verfeinerung partielle Korrektheit erhalten
und die Sequenz (i0 < i1 < . . .) muss lediglih monoton sein.
Dieser Verfeinerungsbegri besagt intuitiv, dass eine Simulationsrelation in allen betrahteten
Zuständen gelten muss. Gerade für die hier angestrebte Vererbung von Siherheitseigenshaf-
ten der abstrakten Ebene ist dies jedoh zu allgemein. Die hier betrahteten Siherheitseigen-




Eine Eigenshaft I : S × S → bool ist eine Invariante einer ASM AM = (S, IN, OUT, RULE)
falls
• I(s,s) für alle s ∈ IN gilt
• falls I(s,s') und (s',s) ∈ RULE, gilt auh I(s,s)
Als Besonderheit erlauben wir in unserer Denition von Invarianten die Referenzierung des
Anfangszustandes der ASM. Dies ist später für die Ausdrükbarkeit von Siherheitseigenshaf-
ten wihtig, z.B. wenn die Unverändertheit eines Datums über einen Protokolllauf ausgedrükt
werden soll.
Betrahtet man nun niht mehr alle Zustände in der konkreten Ebene der Verfeinerung, kann
es sein, dass die Korrektheit der Verfeinerung niht mehr garantiert, dass eine entsprehende
abstrakte Invariante auh auf der konkreten Ebene eine Invariante ist. Eine konkrete Invariante
CINV zu einer abstrakten Invariante AINV ist dabei deniert als
CINV(s, s') ↔ ∃ as. IR(as, s) ∧ IO(as', s') ∧ AINV(as, as')
Daher beshränken wir den Verfeinerungsbegri:
Denition 3.4.7 partieller und totaler Erhalt von Invarianten Eine Verfeinerung von
einer ASM AM zu einer ASM CM erhält total Invarianten bzgl. einer Simulationsrelation IO
wenn sie totale Korrektheit bzgl. IR := IO ∩ (AIN × CIN) und OR := IO ∩ (AOUT ×
COUT ) erhält und für jeden unendlihen Ablauf σc ein unendliher Ablauf σa und eine streng
monotone Folge (i0 < i1 < . . .) existieren, so dass für jedes k IO(σa(ik), σc(k)) gilt. Für
partiellen Erhalt von Invarianten muss die Verfeinerung partielle Korrektheit erhalten und die
Sequenz (i0 < i1 < . . .) muss lediglih monoton sein.
Ein solher Verfeinerungsbegri vererbt nun Invarianten von AM auf CM (s. auh [157℄), eine
Invariante AINV nah obiger Denition gilt damit als CINV (ebenfalls nah obiger Denition)
in der konkreten ASM.
Beweisstrategie
Zum Beweis einer korrekten Verfeinerung und des Erhalts von Invarianten werden bei der
ASM Verfeinerungstheorie nun beliebige m:0..1 Beziehungen zwishen den Operationen von
AM und CM erlaubt, während Data Renement eine 1:1 Beziehung zwishen abstrakten und
konkreten Operationen vorshreibt.
Im Weiteren verwendet man zum Beweis eine stärkere Kopplungsrelation INV zwishen ab-
strakter und konkreter Welt, die zusätzlih neben dem Mapping der Zustände auh noh Inva-
rianten über beide Ebenen enthalten kann. Auh ASM Renement folgt hierbei der Beweisidee
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des Zusammensetzens von kommutierenden Diagrammen, ähnlih dem Data Renement. Es
sind nun neben 1:1 auh m:0..1 Diagramme möglih. Abb. 3.2 stellt dies allgemein dar.
a s
c s
A R U L E
C R U L E
I R  I N V
as ’
cs ’
A R U L E






A R U L E
C R U L E
I N V
A R U L E *






A R U L E
C R U L E
I N V I O  
Abbildung 3.2: ASM Renement für Invarianten
Die zu zeigenden Beweisverpihtungen ergeben sih hierbei (mit der Einbettung von ASMs
in DL aus Kap. 3.3) wie folgt:
Lemma 3.4.2 Eine ASM CM erhält partiell Invarianten bzgl. einer ASM AM und einer Si-
mulationsrelation IO, wenn folgende Eigenshaften gelten:
Initialisierung:
s ∈ CIN → ∃ as. IR(as, s) ∧ as ∈ AIN
Herstellen der Invariante:
IR(as, s) → INV(as,s)
Simulationsrelation:
INV(as, s) → IO(as,s)
Korrektheit:
INV(as,s) ∧ as = as0 ∧ ¬ s ∈ COUT
→ ( ¬ as ∈ AOUT
∧ ∃ i. 〈ARULE(as)i+1〉 (INV(as,s) ∧ (as,s) <m0 (as0, s)))
∨ 〈|CRULE(s)|〉 ∃ i. 〈ARULE(as)i〉 INV(as,s)
Die Hauptbeweisverpihtung Korrektheit lässt hierbei für niht-Endzustände der konkreten
Ebene ¬ s ∈ COUT entweder m:0 Diagramme (erstes Disjunktionsglied rehts, (i+1)-fahe Ite-
ration von ARULE ) oder m:1 Diagramme (zweites Disjunktionsglied, erst einmalige Iteration
von CRULE und anshlieÿende i-fahe Iteration von ARULE) zu. Im Falle von m:0 Diagrammen
müssen die Zustände noh bezüglih einer noethershen Ordnung <m0 kleiner werden, damit
sihergestellt ist, dass niht unendlihe abstrakte Abläufe durh endlihe konkrete verfeinert
werden können.
Beweisidee von Lemma 3.4.2: Zusammensetzen kommutierender Diagramme aus Abb. 3.2,
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Shluss per Induktion, s. dazu auh [157℄.
3.4.3 Umsetzung in KIV und Spezikationsinstantiierung
Wihtig für diese Arbeit ist insbesondere die im KIV System implementierte Möglihkeit zur
Spezikationsinstantiierung. Dabei wird eine Subspezikation PS (der Parameter) einer ge-
nerishen Spezikation GS mittels einer Spezikation AS (atual speiation) instantiiert.
Dazu wird ein Isomorphismus σ zwishen PS und AS deniert, der die Signatursymbole von
PS auf solhe von AS abbildet. Anshlieÿend müssen die Axiome von σ(PS) als Beweisver-
pihtungen mittels der Axiome von AS bewiesen werden. Kann dies gezeigt werden, kann
man AS union σ(GS) verwenden und es gelten somit insbesondere alle Theoreme aus GS
unter dem Isomorphismus. Instantiierung wird in dieser Arbeit insbesondere dazu verwendet,
die generishen Verfeinerungstheorien Data Renement und ASM Invarianten Renement aus
den vorherigen beiden Abshnitten, die bereits im KIV System als generishe Bibliothek spe-
ziziert sind, auf die konkreten hier behandelten Fallstudien anzuwenden. Generish wurden
dabei die Beweisverpihtungen der Verfeinerungstheorie speziziert und einmal gezeigt, dass
aus ihnen ihr jeweiliger Verfeinerungsbegri folgt. Als Ergebnis der konkreten Spezikations-
instantiierung müssen nun die Beweisverpihtungen der Verfeinerungstheorie (PS) für die
jeweilige Fallstudie (AS) gezeigt werden. Als Ergebnis erhält man den Verfeinerungsbegri
(GS) für die jeweilige Fallstudie.
3.5 Proseo
Die Proseo (Protools for Seure Communiation) Methodik [72℄ für die Entwiklung
von Kommunikationsprotokollen basiert auf der Dissertation von Haneberg [71℄. Sie stellt
gleihzeitig die Grundlage für den Verfeinerungsbegri dieser Arbeit dar. Im Folgenden wird
daher auf die grundlegenden Eigenshaften von Proseo eingegangen, die in dieser Arbeit
von Bedeutung sind.
3.5.1 Überblik
Proseo beshreibt insbesondere einen formalen Spezikationsrahmen für Kommunikati-
onsprotokolle. Dabei gliedert Proseo die Spezikation des Protokollverhaltens nah den
am Protokoll beteiligten Teilnehmern. Die Protokollteilnehmer werden auh Agenten genannt.
Agenten können mit anderen Agenten kommunizieren, indem sie über Verbindungen Nah-
rihten austaushen. Jeder Agent hat hierzu eine bestimmte Anzahl an Kommunikations-
ports, die seine Ein-/Ausgabeshnittstelle darstellen. Eine Verbindung ist damit ein Tupel
(agent1 × port1)× (agent2 × port2). Über diese Verbindungen werden nun Protokollnahrih-
ten versendet. Dazu wird jedem Port eine Eingabequeue zugeordnet, die die an diesem Port
zugestellten Nahrihten zwishenspeihert. Damit entsteht eine Kommunikationsstruktur, wie
sie shematish in Abb. 3.3 gezeigt ist.
Ziel von Proseo ist die Ermöglihung der formalen Verikation von Siherheitseigenshaf-
ten auf dem spezizierten formalen Modell. Damit dies realistish möglih ist, muss neben
ehrlihen Protokollteilnehmern (also Teilnehmern, die sih an feste Regeln zur Abarbeitung
von Protokollshritten halten) auh ein Angreifer betrahtet werden. Ein Angreifer ist dabei
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Abbildung 3.3: Kommunikationsstruktur bei Proseo
ein Agent, der sih niht unbedingt so verhält, wie es das Protokoll fordert, sondern auh Nah-
rihten abhören, ändern, unterdrüken sowie neue Nahrihten anhand der bisher abgehörten
Nahrihten ernden kann. Der Angreifer ist dabei in Proseo zunähst dem allgemeinen
Dolev-Yao Angreifermodell [50℄ nahempfunden. Bei diesem Modell besitzt der Angreifer un-
eingeshränkte Fähigkeiten zur Manipulation von Nahrihten, lediglih das Brehen krypto-
graphish gesiherter Nahrihten ist ihm hier niht erlaubt. Neben diesem allgemeinen Modell
ist es in Proseo auh erlaubt, das Angreifermodell abzushwähen, falls die Domäne der
betrahteten Anwendung stärkere Einshränkungen erlaubt. So kann z.B. bei einem Bankau-
tomaten davon ausgegangen werden, dass das Gehäuse des Automaten manipulationssiher
ist und somit die intern stattndende Kommunikation zwishen Bankhipkarte und Auto-
mat niht unterdrükt oder verändert werden kann. Dies kann unter Umständen einfahere
Protokolle erlauben als bei Betrahtung des stärkeren Dolev-Yao Angreifers.
Zur formalen Spezikation werden in Proseo Abstrat State Mahines in Kombination
mit algebraishen Spezikationen als Spezikationssprahe verwendet.
3.5.2 Algebraishe Grundspezikationen in Proseo
Jeder Agent besitzt einen internen Zustand, der, wie in ASMs üblih, durh dynamishe Funk-
tionen angegeben wird. Durh die Verwendung des KIV Systems kann dabei bereits auf eine
groÿe Basisbibliothek zurükgegrien werden. Diese umfasst z.B. Datentypen wie Listen und
Mengen oder auh natürlihe Zahlen und Integers mit den üblihen Basisoperationen. Darauf
aufbauend bietet Proseo eine Bibliothek für die Darstellung von Protokollnahrihten,
insbesondere den Datentyp Doument. Der Doument Typ wird benutzt um alle Nahrihten
darzustellen, die von den Agenten vershikt werden. Wenn Nahrihteninhalte im Zustand ei-
nes Agenten zwishengespeihert werden sollen, wird auh hier der Doument Typ verwendet.
Seine formale Spezikation als data speiation ist:
Spezifikation:
Doument =
IntDo(value : int) |
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NoneDo(none : None) |
SeretDo(seret : Seret) |
KeyDo(key : Key) |
HashDo(hash : Doument) |
EnDo(key : Key, do : Doument) |
SigDo(key : Key, do : Doument) |
Dolist(dos : Doumentlist)
Doumentlist =
[ ℄ | . + . (.rst : Doument, .rest : Doumentlist)
None = mkNone(value : int)
Seret = mkSeret(value : int)
Key = mkKey(value : int)
Ein Doument kann ein IntDo sein, das einen Zahlenwert value speihert. Es kann auh ein
NoneDo sein, das eine Zufallszahl darstellt, oder ein SeretDo, das ein niht ratbares Ge-
heimnis wie z.B. eine PIN ist. Ein KeyDo ist ein Dokument, das einen kryptographishen
Shlüssel speihert. Zusätzlih gibt es die Doument Typen, die Ergebnisse kryptographisher
Operationen vertreten. Dies sind HashDo für Hashing-Operationen eines Doument, EnDo
für die Vershlüsselung eines Doument do mit einem Shlüssel key und SigDo für die ent-
sprehende Signatur. Komposition von mehreren Douments erfolgt mittels dem Dolist Typ,
der eine Liste von Doument (Doumentlist) enthält. Eine Doumentlist wiederrum ist entweder
die leere Liste [ ℄ oder eine zusammengesetzte Liste do + dos. Im Weiteren denieren wir
die Typen None, Seret und Key als Inhalte der entsprehenden Dokumente.
Die Untersheidung in diese vershiedenen Dokumenttypen ist insbesondere für die Spezi-
kation des Angreifermodells wihtig. Shlieÿlih will man z.B. ausdrüken, dass ein Angreifer
die Inhalte vershlüsselter Dokumente nur mit dem entsprehend passenden Shlüssel einsehen
kann. Genauso ist es z.B. wihtig, dass ein Angreifer Zufallszahlen niht erraten kann, beliebige
Integers dagegen erzeugen kann. Diese Untersheidungen werden im Proseo Angreifermo-
dell über den Typ der Dokumente festgelegt. Die genaue Spezikation dieses Angreifermodells
ist für diese Arbeit niht relevant. Sie ndet sih in [71℄ [63℄. Hier relevant ist lediglih, dass
dazu das Wissen des Angreifers modelliert werden muss (intuitiv ist dies die Menge der Doku-
mente, die der Angreifer kennt). Dieses Wissen wird in der Proseo ASM als dynamishe
0-stellige Zustandsfunktion attaker-known modelliert.
Ebenso lässt sih mittels der Dokumente der interne Zustand der Agenten beshreiben. So ist
z.B. bei der Cindy Anwendung die Liste der derzeit auf dem Telefon gespeiherten Tikets
wihtig. Die Tikets selbst werden als Dolist repräsentiert (u.a. ist hier die None für den
Datamatrix Code enthalten). Mehrere Tikets sind damit also eine Doumentlist von Dolists.
Die Tikets jedes Telefons werden somit speziziert als eine dynamishe Zustandsfunktion
tikets:
tikets : agent → Doumentlist
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Zusätzlih zu diesem agentenlokalen Teil des Zustands gibt es in einer Proseo Protokoll
ASM auh einen Infrastrukturanteil, der die Kommunikationsstruktur und die versendeten
Nahrihten enthält. Zur Modellierung oben vorgestellter Verbindungen wird der Datentyp
Connetion verwendet, der eine Verbindung zwishen zwei Endpunkten (Agent und Port, letz-
terer repräsentiert als natürlihe Zahl) darstellt:
Spezifikation:
onnetion = mkon(.endpoint1 : endpoint; .endpoint2 : endpoint)
endpoint = . × . (.agent : agent; .port : nat)
Per Lifting auf Mengen erhalten wir so eine dynamishe 0-stellige Zustandsfunktion onnetions
: onnetionset für die ASM. Im Weiteren müssen noh die Eingabequeues der beteiligten
Agenten modelliert werden. Dazu verwenden wir eine zweistellige Zustandsfunktion inputs :
agent → nat → Doumentlist. Die Funktion bildet somit Agent und Port auf eine Liste von
Dokumenten ab, die sih derzeit in der Eingabequeue des Agenten benden.
Die Vereinigung aller dieser dynamishen Funktionen der Agenten und der dynamishen Funk-
tionen, die die Kommunikationsinfrastruktur darstellen, ergeben die Zustandsfunktionen der
Protokoll ASM.
3.5.3 Spezikation des Protokollverhaltens in Proseo
Das Verhalten des Gesamtsystems wird durh eine ASM Regel angegeben, die bei jeder Aus-
führung einen Agenten des Protokolls auswählt und seine jeweilige Funktionalität durhführt.







Zunähst wird die ASM initialisiert, d.h. der Zustand der ASM wird auf einen denierten
Ausgangszustand gesetzt. Hier werden z.B. kryptographishe asymmetrishe Shlüsselpaare
eines Agenten mit den rihtigen (zusammenpassenden) Shlüsselwerten initialisiert.
Im Anshluss wird die Hauptshleife der Protokoll-ASM ausgeführt, die in jeder Iteration die
STEP Routine ausführt, welhe dann die eigentlihe Protokoll-Funktionalität enthält. Durh
die indeterministishe Zuweisung stop := [?℄ am Ende der Shleife und die Iteration der while




Die Protokollshrittregel der Protokoll-ASM selbst ist nun shematish wie folgt aufgebaut:
STEP(;state)
hoose agenttype with ∃ agent. agentok(agent, agenttype) in
if is-agenttype1(agenttype) hoose agent with agentok(agent, agenttype1) in
AGENT1(agent;state)
else
if is-agenttype2(agenttype) hoose agent with agentok(agent, agenttype2) in
AGENT2(agent;state)
else if is-attaker(agenttype) ATTACKER(agent;state)
else ...
Zunähst wird ein Agententyp ausgewählt, der in dieser Iteration der Hauptshleife einen Pro-
tokollshritt ausführen soll. Dies kann ein beliebiger im Szenario existierender Agententyp sein.
Die Einshränkung agentok(...) drükt aus, dass ein konkreter Vertreter dieses Agententyps
existieren muss, der nun (tehnish) einen Shritt ausführen kann (als reale Analogie z.B.: nur
eingeshaltete Geräte können Nahrihten empfangen). Anshlieÿend wird die Protokollfunk-
tionalität mit einem dieser konkreten Vertreter des Typs ausgeführt.
Da die Auswahl des Agenten jeweils indeterministish erfolgt, erhält man durh Iteration dieser
ASM Regel alle möglihen Protokollabläufe (also alle möglihen Folgen von Einzelshritten).
Beispiele für Proseo Spezikationen nden sih in den Kapiteln zu den Fallstudien Cindy
(Kap. 7) und Mondex (Kap. 13).
3.6 Java Verikation mit KIV
Die Verikation von Implementierungen in dieser Arbeit stützt sih auf den in KIV implemen-
tierten Java Kalkül für sequentielles Java aus der Arbeit von Stenzel [173℄ [172℄. Der Kalkül
ist in der Lage, den vollen sequentiellen Sprahumfang von Java 1.4 [100℄ formal zu behandeln.
Es kann direkt der lauähige Code ohne wesentlihe syntaktishe Umwandlungen veriziert
werden. Dazu ist es nötig, das Java Speihermodell zu axiomatisieren und darauf aufbauend
Kalkülregeln für die Java Sprahkonstrukte zu denieren.
3.6.1 Das Java Speihermodell
Der Speiher (auh Heap genannt) der Java Virtual Mahine (JVM) wird in KIV formal durh
einen Datentyp store abgebildet. Ein store ist dabei im Wesentlihen eine Assoziationsliste, die
Speiheradressen auf Java-Werte abbildet.
Die Grundidee ist dabei, Objekte und Arrays durh Referenzen eindeutig zu identizieren. Die
Inhalte der Objekte (die Felder) und die Inhalte der Arrays werden dann im store gespeihert.
Die Adressierung der Inhalte erfolgt durh Kombination der Referenz des Objekts bzw. Arrays
mit dem Feldnamen bzw. Arrayindex.
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Formal deniert der store ein Mapping von refkey auf javavalue. Ein refkey rk = r  sk besteht
dabei aus einer referene r (einem Pointer auf ein Objekt oder Array) und einem storekey
sk. Ein storekey kann eine eldspe fs (einem Bezeihner für ein Feld eines Objekts) oder ein
indexkey i (ein Index in einem Array) sein. Damit bezeihnet st[r  .fs℄ den Speiherzugri
auf den Wert, der im Speiher st in Feld fs von Referenz r gespeihert ist. Analog ist st[r  i℄
ein Arrayzugri auf Index i von Array r. Abkürzend shreiben wir später einfah st[r.fs℄ und
st[r[i℄℄. Es ist zu beahten, dass die Shreibweise .fs für den Feldzugri eine Abkürzung darstellt.
Formal wird ein Feld erst eindeutig durh die Kombination von Feldname, Feldtyp und Typ
der beinhaltenden Klasse harakterisiert. Der Typ eldspe ist daher auh ein Summentyp mit
genau diesen Inhalten. Aus Gründen der Lesbarkeit shreiben wir dennoh .fs mit lediglih
dem Feldnamen fs, da dies in realen Beispielen meist doh ausreihend eindeutig ist. Für Java
Arrayzugrie r[i] verwenden wir - um den [ . ] Operator niht zu sehr zu überladen -
später auh die Shreibweise st[r.i℄, sofern eindeutig klar ist, was gemeint ist.
Updates auf dem Speiher werden mittels st[rk, val℄ angegeben. Dabei wird der Speiher st an
refkey rk auf Wert val geändert. Es gilt:
st[rk, val℄[rk0℄ = (rk = rk0) ⊇ val ; st[rk0℄
Werte im Speiher orientieren sih dabei am Typsystem von Java. Ein Speiherzugri liefert
dabei einen javavalue zurük. Formal ist dies wiederum ein Produkttyp, der z.B. ein int
(intval(i)), ein byte (byteval(by)) oder ein short (shortval(sho)) sein kann. Dementsprehend
haben wir z.B. bei einem Feld ield mit int Typ st[r.ield℄ = intval(i). Direkt auf die enthaltenen
Werte greifen wir dann mittels Selektorfunktionen .intval, .byteval usw. zu. Es ist also z.B.
st[r.ield℄.intval = i.
Bei Pointerstrukturen werden wieder Referenzen in den Feldern der Objekte gespeihert (ref-
val(r)). Dadurh möglihe verkettete Feldzugrie r.fs.fs0.fs1 können abkürzend durh
Listenshreibweise dargestellt werden (st[r  (fs + fs0 + fs1)℄) oder auh verkürzt als st[r.fs.fs0.fs1℄.
Jedes Objekt und Array besitzt darüber hinaus ein Spezialfeld .type, das den Typ des
Objekts angibt. Bei einem Objekt mit Referenz r vom Typ String wäre dann st[r  .type℄ =
typeval(mklasstype(java.lang.String)). Bei Arrays gibt es zusätzlih noh das Feld .length,
das die Länge des Arrays als intval enthält.
Statishe Felder werden als Felder der Spezialreferenz jvmref im Speiher abgelegt. So bezeih-
net st[jvmref  .stateld℄ den Zugri auf das statishe Feld statfield. Abkürzend shreiben
wir hier einfah st[.stateld℄. Die Spezialreferenz jvmref ist hierbei auh der Stellvertreter des
Java Wertes null.
Shlieÿlih beinhaltet der Store auh noh das spezielle statishe Feld .mode, das angibt, wie
der derzeitige Ausführungskontext für das nähste Sprahkonstrukt ist. Dies kann normale
Ausführung (normal) oder ein Sprung etwa nah einem break, return oder throw sein. Des Wei-
teren gibt es für jede Klasse noh ein statishes Feld initstate, das den Zustand der statishen





Der KIV Java Kalkül deniert darauf aufbauend für jedes Statement und jede Expression
der Java Sprahe eine Kalkülregel. Dabei werden die Modaloperatoren Box und Diamond um
einen store für die Repräsentation des Kontextes des jeweiligen Programms erweitert. Es gilt
somit:
[st;α] ϕ wenn α im Kontext von st terminiert gilt danah die Formel ϕ
〈st;α〉 ϕ α terminiert im Kontext von st und danah gilt die Formel ϕ
Ein Strong Diamond ist für Java Programme niht notwendig, da hier kein Indeterminismus
auftreten kann.
Die Kalkülregeln basieren nun auf der Idee der symbolishen Ausführung (und bilden damit
die Ausführungsreihenfolge in einer JVM nah). Grundidee ist die shrittweise Reduktion des
Programms durh Behandlung des jeweils nähsten in der Ausführungsreihenfolge kommenden
Sprahkonstrukts. Beispielsweise gilt für das Ausführen einer for Shleife:
1. Γ, st[.mode] 6= normal ⊢ ϕ,∆
2. Γ, st[.mode] = normal ⊢ 〈st;if (e) {α es; for(e; es) α} else {}〉 ϕ,∆
Γ ⊢ 〈st;for(e; es) α〉 ϕ,∆
Zunähst wird die Bedingung der for Shleife e durh Reduktion auf ein if getestet1. Bei
positivem Testergebnis wird der Shleifenrumpf α sowie danah die Updates der for Shleife
es ausgeführt. Anshlieÿend wird wieder die for Shleife in der nähsten Iteration ausgeführt.
Beides wird durh Einführung des neuen {. . .} Bloks sihergestellt. Anshlieÿend muss nun
die Nahbedingung ϕ gelten. Dies gilt so nur, wenn der derzeitige Ausführungsmodus normal ist
(Prämisse 2). Sollte dies niht der Fall sein, wird die Shleife einfah übersprungen (Prämisse
1) und die Nahbedingung ϕ muss bereits ohne die Shleife gelten.
Als Beispiel für eine Kalkülregel, die die Objektorientiertheit der Java Programmiersprahe
berüksihtigen muss und auh den Speiher beahten muss, betrahten wir den Methoden-
aufruf einer Instanzenmethode auf einem Objekt. Folgende Regel betrahtet den Aufruf der
Methode m(z) (mit Parametervariablen z) auf der Invoking Expression e. Die tatsählihen
Parameterwerte sind dabei die Expressions es (hier ist zu beahten, dass der Kalkül durh
Flattening dafür sorgt, dass zum Zeitpunkt der Regelanwendung für den Methodenaufruf die
Parameter und die Invoking Expression bereits vollständig ausgewertet sind). Die Regel ist
damit:
1. Γ, st[.mode] 6= normal ⊢ ϕ,∆
2. Γ, e = null, st[.mode] = normal ⊢
〈st;throw new NullpointerException()〉 ϕ,∆
3. Γ, e 6= null,mode(st) = normal,¬ st[e.type] ∈ {c1, . . . , cn} ⊢ ∆
4. Γ, e 6= null,mode(st) = normal, st[e.type] = c1,




n+ 3. Γ, e 6= null,mode(st) = normal, lassOf(e, st) = cn,
this = e, z = es ⊢ 〈st;α′3〉 〈st;targetexpr(x)〉 ϕ,∆
Γ ⊢ 〈st;x = e.m(es);〉 ϕ,∆
1for Shleifen werden im KIV Kalkül normalisiert, d.h. die Initialisierung wird vor die Shleife verlagert
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Prämisse 1 besagt, dass die gewünshte Nahbedingung ϕ bereits ohne Auswertung des Me-
thodenaufrufs gelten muss, falls der aktuelle Ausführungszustand .mode niht normal ist (denn
dann wird - wenn etwa eine Exeption vorher geworfen wurde - der Aufruf einfah übersprun-
gen). Die zweite Prämisse sorgt für das Werfen einer NullpointerException, falls die
Invoking Expression zu null auswertet. Die restlihen Prämissen geben die Auswertung des
Methodenrumpfes an. Da in Java der Methodenaufruf dynamish ist, kommen hier vershiede-
ne Methodenrümpfe abhängig vom Laufzeittyp von e in Frage. Der passende Methodenrumpf
für m kann dabei in einer Superklasse des statishen Typs der Invoking Expression im Quell-
ode deniert sein. Dann hat der Typ von e die Methode geerbt. Die Methode kann aber auh
erst in diesem Typ übershrieben oder deniert worden sein. Shlieÿlih kann der Laufzeittyp
von e auh eine Subklasse des statishen Typs sein, in der wiederum die Methode übershrie-
ben worden sein könnte. Insgesamt ergibt sih so eine Menge von Typdeklarationen mit Typen
{c1, . . . , cn}. Je nah tatsählihem Laufzeittyp st[e.type℄ wählen nun die Prämissen 4 bis n
+ 3 den jeweils passenden Methodenrumpf αi und führen ihm aus. Die this Variable wird
dabei jeweils mit der Invoking Expression belegt, die Parametervariablen z mit ihren tatsäh-
lihen Werten es. Das extra danah eingefügte Sprahkonstrukt targetexpr am Shluss
des Rumpfes sorgt dafür, dass nah Rükgabe eines Wertes durh den Methodenrumpf der
st[.mode℄ wieder von return auf normal zurükgesetzt wird und die Rükgabevariable x mit
dem passenden zurükgegebenen Wert belegt wird. Prämisse 3 sorgt shlieÿlih dafür, dass
die Programmformel, sollte st[e.type℄ niht einer der beshriebenen sein (und das Programm
damit niht typkorrekt), aus der Sequenz eliminiert wird.
Eine vollständige Übersiht über alle Kalkülregeln und auh über die (für diese Arbeit niht
direkt relevante) Semantik gibt die Dissertation von Stenzel [173℄.
3.6.3 Einige Eigenshaften von Java Strukturen
Der Speiher deniert lediglih ein reines Mapping von Speiheradressen auf Werte. Nur durh
seine Denition sind noh keine Wohlgeformtheitskriterien an den Speiher gegeben. Dazu
zählt insbesondere die Typkorrektheit des Speihers. In einem Feld, das im Quellode als int
getyptes Feld deklariert wurde, sollte zur Laufzeit auh nur ein intval(i) gespeihert sein (und
niht etwa ein refval mit einer Referenz auf ein anderes Objekt). Allein durh die Denition des
Speihers ergibt sih dies noh niht. Kalkül und Semantik sind dabei so formuliert, dass sie
von der Wohlgeformtheit des Speihers ausgehen (oensive Semantik). Dies ist auh legitim,
da wohlgeformte Java Programme nur wohlgeformte Speiher produzieren können.
Da die reine Axiomatisierung des Speihers noh keine Wohlgeformtheit automatish mit sih
bringt, werden Prädikate deniert, die die Wohlgeformtheit des Speihers beshreiben. Dies
geshieht dabei stets für einzelne Referenzen. Auf eine ausführlihe Erläuterung der Axioma-
tisierung dieser Prädikate wird an dieser Stelle verzihtet. Sie können in der Web Präsentation
der Dissertation im Projekt javalib nahgelesen werden [49℄. Da die Prädikate jedoh im spä-
teren Verlauf häug als Vorbedingungen für Lemmata oder in Axiomatisierungen auftauhen
werden, geben wir hier eine Übersiht über die durh sie sihergestellten Eigenshaften. Wih-
tig ist hier noh die Tatsahe, dass die Java Typdeklarationen in KIV ähnlih zu Axiomen in
Spezikationen in vershiedenen Ebenen einer Spezikationshierarhie deklariert werden kön-
nen. Damit wird es möglih, die Typdeklarationen einer low-level Spezikationsebene (z.B.
einer Bibliothek) später auf einer high-level Spezikationsebene zu erweitern (z.B. einer kon-
kreten Anwendung, die die Bibliothek benutzt). Dies bringt es mit sih, dass Begrie wie z.B.
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Typkorrektheit von der Ebene der derzeitigen Spezikation abhängig werden. Betrahtet man
z.B. eine Zeigerstruktur, die Referenzen auf niht existierende Typen beinhaltet, so würde
man diese als niht typkorrekt ansehen. Werden auf einer späteren Ebene diese Typen jedoh
nahträglih deniert, ist die selbe Struktur plötzlih typkorrekt. Damit werden alle Prädika-
te, die sih mit Eigenshaften von Pointerstrukturen beshäftigen, zusätzlih mit dem jeweilig
interessanten Spezikationslevel als String parametrisiert. Dabei gilt natürlih, dass sih z.B.
die Typkorrektheit von einer niedrigen auf eine hohe Spezikationsebene vererbt.
Das wihtigste verwendete Prädikat ist validref : string × referene × javatype × store. Es
deniert die grundlegende Typkorrektheit einer Referenz.
In der Beshreibung von validref kommt der Begri der Erreihbarkeit eines Wertes von einer
Referenz vor. Erreihbar ist ein Wert val dabei von r, falls val = refval(r) selbst oder falls eine
Folge von storekeys sk0 + sk1 + ... + skn existiert, so dass st[r  (sk0 + sk1 + ... + skn)℄
= val und die Folge mit den Typdeklarationen verträglih ist. Letzteres bedeutet, dass sk0
ein deklariertes Feld von st[r  .type℄ ist, sk1 ein deklariertes Feld von st[r  (sk0 + .type)℄,
usw.. Intuitiv kann man sih vorstellen, dass es einen Weg durh die von r aufgespannte
Zeigerstruktur gibt, der bei r beginnt und bei val endet.
validref(str, r, ty, st) beshreibt nun mit diesem Erreihbarkeitsbegri:
1. r ist null oder r besitzt ein Typfeld und st[r  .type℄ ist Subtyp von ty.
2. Falls st[r  .type℄ eine Klasse ist: Alle deklarierten Felder der Klasse sind in st enthalten
und die Werte passen zu dem Typ der Felder (d.h. in primitiven Feldern stehen kompa-
tible primitive Werte, in Klassen- bzw. Array-getypten Feldern stehen Referenzwerte).
3. Falls st[r  .type℄ ein Array ist: Alle indexkeys von 0 bis st[r.length℄ der Referenz r sind
im store enthalten und die Werte passen (analog zu 2) zum Typ des Arrays.
4. Alle von r aus erreihbaren Referenzen in st sind null oder sie sind ungleih null und
sind dann im Speiher enthalten und besitzen ein Typfeld .type, das einen existierenden
Typ auf Spezikationslevel str enthält.
5. Alle von r aus erreihbaren Referenzen ungleih null in st besitzen ein Typfeld .type,
das zum Typ des die Referenz enthaltenden Feldes passt (also ein Subtyp des jeweiligen
Feldtyps). Beispiel: Jede Referenz r auf eine Klasse C mit einem Feld f vom Typ D mit
Wert st[r.f℄ ungleih null muss im Speiher an der Stelle st[r.f.type℄ ein Typwert D oder
einen Subtyp von D enthalten.
6. Analog müssen alle von r aus erreihbaren primitiven Werte in Feldern oder Arrays von
dem selben primitiven Typ enthalten sein (z.B. byte[] Arrays enthalten nur byte).
7. Alle von r aus erreihbaren Referenzen mit Array-Typ in st haben ein .length Feld mit
einem Integerwert gröÿer oder gleih Null und die entsprehenden Werte sind wiederum
im Speiher enthalten.
Dazu existiert noh das Prädikat validrefnotnull(str, r, ty, st). Dieses Prädikat besagt zusätzlih,
dass r ungleih null ist.
Für Referenzwerte r1 und r2 ist die Erreihbarkeit generish durh das Prädikat path∃ (str,
r1, r2, st) deniert. path∃ (str, r1, r2, st) bedeutet, dass es einen typkorrekten Weg durh
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die Zeigerstruktur unter r1 gibt, der bei r2 endet. Analog kann das Auftreten von Sharing
innerhalb einer Struktur deniert werden: hasSharing(str, r, st) gilt, wenn es zwei vershiedene
Wege (Folgen von storekeys) gibt, die zum selben von r erreihbaren Referenzwert führen.
Shlieÿlih benötigen wir noh die Zyklizität von Zeigerstrukturen. Diese wird für eine Refe-
renz r generish durh das Prädikat yli(str, r, st) ausgedrükt. Dabei ist eine Zeigerstruktur
beginnend bei r zyklish, wenn es von r aus eine Folge von Referenzen gibt, die jeweils vonein-
ander erreihbar sind und die Duplikate enthält. Insbesondere bedeutet dies, dass der Zyklus






Der GoCard Entwiklungsprozess und
verwandte Arbeiten
Dieses Kapitel ordnet die Arbeit in den Entwiklungsprozess für Protokollimplementie-
rungen ein, der im Rahmen des GoCard Projekts entwikelt wurde. Dazu wird zunähst
ein Überblik über die bisherigen Arbeiten im Projekt gegeben.
Im Weiteren behandelt dieses Kapitel verwandte Arbeiten anderer Gruppen auf dem Ge-
biet der Protokoll- und Code-Verikation.
4.1 Der GoCard Entwiklungsprozess
In dem von der Deutshen Forshungsgemeinshaft geförderten Projekt GoCard [143℄ [88℄,
dem auh der Autor angehörte, wurde die systematishe toolgestützte Entwiklung von An-
wendungen erforsht, die mittels kryptographisher Protokolle Siherheitseigenshaften garan-
tieren. Bekannte Vertreter dieser Anwendungskategorie sind Chipkarten Anwendungen. Diese
Anwendungen stehen im Fokus des Interesses des Projekts. Zwei bekannte Vertreter von Chip-





-Karte [90℄. Ebenfalls in diese Kategorie fällt der europäishe elektro-
nishe Reisepass [46℄. Im GoCard Projekt wurde für Anwendungen dieser Art ein Entwik-
lungsprozess deniert, der speziell auf deren harakteristishe Anforderungen zugeshnitten
ist.
Charakteristish für Chipkartenanwendungen ist insbesondere die groÿe Bedeutung eines spe-
ziellen kryptographishen Protokolls. So wird z.B. die deutshe Geldkarte erst durh Einsatz
eines geeigneten Protokolls zu einer siheren und benutzbaren Anwendung. Dem gegenüber ist
ebenso harakteristish, dass die restlihe Funktionalität der Anwendungen meist sehr klein
und einfah ist. Dagegen gehört die korrekte Entwiklung eines kryptographishen Protokolls
zu den shwierigsten und fehleranfälligsten Bereihen der aktuellen Softwareentwiklung, wie
1
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die bekannten Fehler in wihtigen Protokollen wie z.B. dem Needham-Shroeder Protokoll zur
wehselseitigen Authentizierung [118℄ belegen.
Damit sind herkömmlihe moderne Software Entwiklungsparadigmen wie z.B. der Unied
Proess [98℄ für Chipkarten niht adäquat, da diese ihren Fokus auf Domänenmodellierung oder
auf Modellierung von algorithmishem Interaktionsverhalten zwishen Komponenten legen -
beides Aspekte, die bei Chipkarten nur sehr begrenzt wihtig sind.
Darüber hinaus bieten moderne Software Entwiklungsprozesse nur sehr begrenzte Möglihkei-
ten, die Ergebnisse des Softwareentwurfs und der Modellierung noh vor der Implementierung
zu testen oder zu verizieren - geshweige denn eine Korrektheitsaussage über den entstande-
nen Quellode abgeben zu können. Gerade bei Chipkarten ist es jedoh sehr erstrebenswert,
bereits über dem Modell Korrektheitsaussagen bezüglih dem Kommunikationsprotokoll tref-
fen zu können. Shlieÿlih liegt eine erste Shwierigkeit bei diesen Anwendungen bereits in
dem korrekten Design der Protokolle.
Das GoCard Projekt begegnet diesen Unzulänglihkeiten aktueller Software Entwiklungspa-
radigmen mit starker Formalisierung und Modellbildung während des Entwurfs bei gleihzeiti-
gem Einsatz von Standard-Diagrammen der Unied Modelling Language (UML, [177℄ [154℄).
Einen Überblik über den Ansatz gibt Abb. 4.1.
U M L
A k t i v i t ä t s d i a g r a m m e
S e q u e n z d i a g r a m m e
K l a s s e n d i a g r a m m e
J a v a
J 2 M E
J a v a C a r d
F o r m a l e s  M o d e l l
A b s t r a c t  S t a t e  M a c h i n e s
P r o s e c c o - F r a m e w o r k
i m p l e m e n t i e r e n g e n e r i e r e n
k o r r e k t e  V e r f e i n e r u n g ?
P r o t o k o l l e n t w u r f
l a u f f ä h i g e
I m p l e m e n t i e r u n g
S i c h e r h e i t  u n d
K o r r e k t h e i t
Abbildung 4.1: Der GoCard Entwiklungsprozess
Der Protokollentwurf wird hierbei mittels UML Diagrammen durhgeführt. Insbesondere n-
den hier UML Sequenzdiagramme, Klassendiagramme, Use Cases, Deployment Diagramme
und Aktivitätsdiagramme Anwendung. Ziel auf dieser Ebene ist es, eine verständlihe und
einfahe Notation speziell für Kommunikationsprotokolle zur Verfügung zu stellen, um den
Protokollentwurf möglihst optimal zu unterstützen. Erreiht wird dieses Ziel durh Denition
von UML Stereotypen und Tagged Values. Eine genauere Beshreibung des Modellierungsan-
satzes am Beispiel der Mondex Anwendung ndet sih in [129℄.
Ausgehend vom Ergebnis der semiformalen Modellierung wird nun ein modellgetriebener An-
satz verwendet, um ein formales Modell zu generieren. Das formale Modell verwendet den
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in Kap. 3.5 beshriebenen Ansatz zur Spezikation der Protokollfunktionalität und des An-
greifermodells mittels Abstrat State Mahines. Auf dieser Spezikationsebene können nun
Siherheits- und Korrektheitseigenshaften für das Protokoll formal nahgewiesen werden.
Shlieÿlih wird in einem dritten Shritt das Protokoll implementiert. Dazu wird im GoCard
Projekt die Programmiersprahe Java verwendet. Damit steht, neben der Eignung für eine
Vielzahl an Geräten von der Chipkarte in JavaCard oder dem Mobiltelefon in J2ME, auh
eine volle Verikationsunterstützung im KIV System (s. Kap. 3.6) zur Verfügung. Mittels dem
dort denierten Kalkül kann nun in einem letzten Arbeitsshritt der implementierte und auf
ehten Geräten lauähige Quellode formal als korrekt nahgewiesen werden. Dieser letzte
Shritt ist der Shwerpunkt dieser Arbeit.
Exemplarish verfolgt das GoCard Projekt damit die Beantwortung von Fragen der folgenden
Art:
• Ist mein Protokoll siher gegen Replay-Attaken?
• Kann ein Angreifer Nahrihten so fälshen, dass er Vorteile daraus ziehen kann?
• Können nur ehrlihe Benutzer eine erfolgreihe Authentizierung durhführen?
• Kann ein Angreifer Nahrihten so abändern, dass er einen Vorteil daraus ziehen kann?
• Setzt eine Implementierung das Design rihtig um?
• Was bedeutet überhaupt Korrektheit bezüglih einer abstrakten Spezikation eines Pro-
tokolls?
• Führen möglihe Programmierfehler zu neuen Siherheitslüken, die nur in der konkreten
Implementierung existieren und im abstrakten Modell niht auftreten können?
Insbesondere liegen dagegen folgende Fragen niht im Interesse des Projektes:
• Kann ein Virus auf dem Endgerät meiner Anwendung shaden? (s. dazu z.B. [176℄)
• Führt meine Hardware meine Programme korrekt aus? (s. dazu z.B. [110℄)
• Wie entwikelt man eine gute Bedienoberähe für siherheitskritishe Anwendungen?
(s. dazu z.B. [17℄ [181℄)
• Welhe kryptographishen Algorithmen sollte ih für mein Protokoll einsetzen und wie
siher sind diese? (s. dazu z.B. [166℄)
Die vorliegende Arbeit verfolgt dabei nun zwei wesentlihe Ziele:
1. Nahweis der funktionalen Korrektheit einer Protokollimplementierung in Java bzgl.
einer abstrakten Spezikation
2. Vererbung der Gültigkeit von Siherheitseigenshaften auf die Implementierungsebene
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Das erste Ziel bedeutet intuitiv, dass eine Implementierung das gleihe Ein-/Ausgabe Verhal-
ten zeigt wie die abstrakte Spezikation. Zusätzlih müssen die internen Zustandübergänge
ebenfalls im Wesentlihen gleih sein. Das zweite Ziel geht einen Shritt weiter: Siherheitsei-
genshaften sollen bereits auf abstrakter Ebene als korrekt nahgewiesen werden und sih dann
automatish (bzw. mit geringem Verikationsaufwand) auf die Implementierung übertragen
lassen. Erst zweiteres Ziel garantiert formal die Siherheit einer Implementierung.
4.2 Verwandte Arbeiten
In diesem Kapitel werden Arbeiten anderer Arbeitsgruppen vorgestellt, die zu den hier ver-
wendeten Ansätzen verwandt sind. Dies sind zum Einen die vershiedenen Verikationssys-
teme für objektorientierte Programmiersprahen im Allgemeinen. Diese werden in Kap. 4.2.1
beshrieben. Im Anshluss geht Kap. 4.2.2 auf Methoden zur Überprüfung von Protokollim-
plementierungen ein.
Da tehnishere Vergleihe bzw. fallstudienspezishe Vergleihe der vorherigen genaueren
Vorstellung eigener Arbeiten bedürfen, nden sih weitere Vergleihe zu internationalen Vor-
arbeiten auh später in Kap. 12.3.1 und Kap. 12.8.
Da die Verfeinerungstheorien in der Literatur eher auf theoretisher Ebene betrahtet werden
und eine Anwendung auf tatsählih lauähigen Quellode, wie sie mit dieser Arbeit vorge-
stellt wird, bisher in der Literatur niht vorhanden ist, wird auf einen theoretishen Vergleih
vershiedener Verfeinerungstheorien an dieser Stelle verzihtet. Die verwendeten Theorien wer-
den in Kap. 3.4 vorgestellt. Ein detaillierter Vergleih von Theorien für Data Renement mit
ASM Renement ndet sih insbesondere in [158℄.
Die vorliegende Arbeit verfolgt zwar das Ziel, Siherheitseigenshaften für ein Kommunika-
tionsprotokoll durh Verfeinerung auh für eine Implementierung zu zeigen, der eigentlihe
Beweis der Siherheit des Protokolls ist dagegen niht Gegenstand der Arbeit. Die Dissertati-
on von Haneberg [71℄ vergleiht den hier zugrunde liegenden Ansatz im Detail mit verwandten
Ansätzen zur Protokollverikation wie etwa den Arbeiten von Paulson [139℄, Basin [41℄, Bur-
rows, Abadi und Needham [33℄, Meadows [122℄, Rosoe [152℄ oder Jürjens [101℄. Daher wird
hier niht auf Ansätze zur Verikation der Siherheit von Protokollen auf abstrakter Ebene
eingegangen.
Eigene Publikationen des Autors zu den einzelnen Kapiteln dieser Arbeit werden jeweils am
Anfang der späteren Kapitel in den initialen Zusammenfassungen genannt.
4.2.1 Objektorientierte Verikation
Ein ausführliher Vergleih des Java Kalküls in KIV zu anderen objektorientierten Verikati-
onsansätzen ndet sih bereits in der Dissertation von Stenzel [173℄. Im Folgenden wollen wir
einige Ansätze in Bezug auf die Verikation von Fallstudien vorstellen und - soweit möglih -
mit den hier verwendeten Tehniken vergleihen.
Ein gegenwärtig sehr beliebter Trend ist der Einsatz von annotationsbasierten Werkzeugen und
Methodiken. Bei diesen Ansätzen besteht die Grundidee darin, die Programme mit Annota-
tionen z.B. für Methodenkontrakte und Klasseninvarianten zu erweitern. Die Annotationen
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ergeben eine Spezikation für den Quellode. Damit folgen diese Ansätze dem Prinzip des
Design by Contrat [124℄.
Wihtigster Vertreter dieser Annotationssprahen für Java ist die Java Modelling Language
von Leavens (JML, [113℄ [114℄). JML unterstützt insbesondere Methodenspezikationen mit-
tels Kontrakten. Dabei sind etwa Vorbedingungen und Nahbedingungen für Methoden sowie
Angaben zum Verhalten im Falle von Ausnahmen möglih. Innerhalb der Annotationen wird
im Wesentlihen die Java Syntax verwendet. Zusätzlih sind noh weitere Konstrukte wie z.B.
Allquantikation möglih. Neben Methodenkontrakten können auh Klasseninvarianten ange-
geben werden. JML selbst bringt dabei bereits eine Tool Suite mit, die z.B. einen Typheker
für die Annotationen und einen Compiler enthält, der die Methodenkontrakte in assertions
übersetzt. Es sind allerdings noh keine Tools zur statishen Überprüfung bzw. Verikation
der Annotationen enthalten.
Die JML Sprahe wurde von diversen Forshergruppen aufgegrien und für Fallstudien und in
diversen Tools verwendet. Das Tool ESC/Java2 (Extended Stati Cheker for Java [40℄) ist ein
auf JML basierender statisher Programm Cheker. Das Tool übersetzt das Java Programm
samt JML Annotationen zunähst in eine einfahere Sprahe, ähnlih zu Dijkstras Guarded
Commands. Daraus werden dann Beweisverpihtungen für den automatishen Theorembe-
weiser Simplify [47℄ generiert. Das Tool ist durh die komplett automatishe Analyse weder
vollständig noh korrekt - eine Auistung von Quellen für beide Fälle gibt z.B. [103℄. Das
Ziel ist vielmehr eine Unterstützung bei der Implementierung und insbesondere eine ezien-
te Möglihkeit, einen Entwikler auf möglihe Fehler hinzuweisen. Eine der ersten gröÿeren
Fallstudien mit dem Tool war die Implementierung einer E-Voting Lösung in Holland [102℄.
Ebenso wurde ESC/Java (die Vorgängerversion zu ESC/Java2 von Compaq Researh [55℄)
für den Beweis eines JavaCard Applets für eine elektronishe Geldbörse verwendet [38℄. Ein
Vergleih ndet sih in Kap. 4.2.2.
Ähnlih zu ESC/Java2 basiert auh das LOOP Tool [183℄ auf JML. LOOP hat seine Ursprünge
in der Formalisierung einer denotationalen Semantik für Java [97℄ [85℄ im interaktiven Beweis-
system PVS [138℄ [167℄. Hierzu wurde mit dem LOOP Tool ein Übersetzer entwikelt, der Java
Klassen in PVS Theorien übersetzen kann. Auh für JML wurde eine solhe Übersetzung im-
plementiert, was shlieÿlih die Generierung von Beweisverpihtungen für PVS erlaubt. Diese
sind Hoare Tripeln ähnlih und können mittels einer Java Hoare Logik [94℄ oder einem weakest-
preondition Kalkül [95℄ bewiesen werden. Mittels dem LOOP Tool und PVS wurden u.a. eine
Implementierung für Dezimalzahlen [28℄ auf Chipkarten und eine Implementierung für eine
einfahe Bezahlkarte [93℄ veriziert. Auf Letztere wird im nähsten Abshnitt nohmals verglei-
hend zur vorliegenden Arbeit eingegangen. Erstgenannte Dezimal-Implementierung verfolgt
genau die beshriebene Vorgehensweise: JML Spezikation, Übersetzung und Beweis mittels
PVS. Das Vorgehen ist dem in KIV sehr ähnlih. Als weitere Fallstudie ist die Verikation
einer Java CollectionKlasse durh Huisman in [86℄ zu nennen. Hier wird statt PVS das Isa-
belle Beweissystem [133℄ verwendet. Die Beweise selbst sind methodish (modulo verwendeter
Logik usw.) zu dem Vorgehen in KIV reht ähnlih.
Als weiterer Vertreter von JML-basierten Tools ist JACK (Java Applet Corretness Kit [32℄)
zu nennen. Das anfangs vom Chipkartenhersteller Gemplus entwikelte Werkzeug wird nun
von der französishen Forshungseinrihtung INRIA weiter gepegt. Im Gegensatz zu LOOP
liegt hier der Fokus auf vollautomatisher Analyse mittels einem weakest-preondition Kalkül.
Analog zu LOOP wird eine Übersetzung der JML annotierten Programme in die Eingabespra-
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hen vershiedener Beweissysteme durhgeführt. Das Ziel ist (ähnlih zu ESC/Java2) die Un-
terstützung normaler Softwareentwikler ohne Kenntnisse in formaler Verikation. Dies zeigt
sih auh durh die Integration in Elipse. JACK basiert dabei niht (wie LOOP) auf einer
formalen Java Semantik. Dennoh wird neben vollautomatisher Verikation der entstehenden
Beweisverpihtungen (ebenso mittels Simplify oder dem Beweiser des Atelier B Toolkits [2℄)
auh bei JACK eine Übersetzung in PVS angeboten.
Das KRAKATOA Werkzeug [54℄ ist ebenfalls ein JML basiertes Werkzeug. Es bietet selbst
keinen Verikationssupport, sondern wird als reiner Übersetzer verwendet. JML annotierte
Java Quelldateien werden mittels Krakatoa in die Eingabesprahe des Why Tools [53℄ [54℄
übersetzt, welhes daraus Beweisverpihtungen für das Verikationssystem Coq [23℄ generiert.
In [121℄ zeigen Marhe et al. exemplarish die Verikation von Dijkstras Duth National Flag
Algorithmus mittels Krakatoa. Das Tool bietet im Gegensatz zu KIV keine Unterstützung für
das Übershreiben von Methoden in Java Programmen, den Überlauf von Integers oder für
den Beweis der Terminierung von rekursiven Programmen.
Als Grenzfall zwishen annotationsbasierten und niht annotationsbasierten Ansätzen ist das
KeY Tool [19℄ [6℄ anzusehen. KeY ist dabei wohl dem KIV System in Bezug auf zu Grunde
liegende Logik und Methodik am ähnlihsten. Ebenso wie KIV basiert KeY auf einer dyna-
mishen Logik zur Programmverikation. Dementsprehend nden sih Operatoren wie Box
und Diamond und auh die Sequenzen und Sequenzenkalkülregeln im KeY System wieder.
Ein Hauptuntershied auf Kalkülebene ist die Handhabung von Exeptions: In KeY bedeutet
das Auftreten einer Exeption Niht-Terminierung. Anders als KIV ist KeY ein hauptsählih
auf Java ausgerihtetes Werkzeug (daneben existieren auh Arbeiten zur Verikation eines C
Fragments mittels KeY [131℄). Insbesondere fehlt der verwendeten Logik die Möglihkeit zur
Denition von abstrakten Datentypen neben den in Java existenten Typen. Weitere Logiken
(wie in KIV z.B. für temporale Logik [8℄ oder ASMs [156℄ realisiert) sind niht vorgesehen.
Dies zeigt sih insbesondere darin, dass die Typen der Java Klassendeklarationen direkt als
Typen der Logik von KeY verwendet werden. Eine explizite Speiherrepräsentation wie in
KIV ist niht vorgesehen, statt dessen sind die Java Typen und z.B. die Felder von Klassen
direkt in die Logik integriert. Dies shat zum Einen eine etwas intuitivere Repräsentation
von Speiherinhalten, auf der anderen Seite ist eine Abstraktion - und insbesondere formale
Verfeinerung wie in dieser Arbeit beshrieben - mit dem KeY System derzeit niht möglih.
Im KeY System können Beweisverpihtungen ähnlih zu KIV direkt mittels dynamisher
Logik und Sequenzen formuliert werden. Daneben bietet KeY jedoh auh die Möglihkeit
zur Übersetzung von OCL Constraints [134℄ oder JML Annotationen an. Aus beiden können
automatish Beweisverpihtungen in dynamisher Logik generiert werden. Derzeit wurden
zwei groÿe Fallstudien mit dem KeY System veriziert: Mostowski zeigt in [130℄ eine Verika-
tion der JavaCard API. Es handelt sih hierbei um die erste vollständige Verikation dieser
Laufzeitumgebung. Sämtlihe Methodenkontrakte wurden dabei mit der dynamishen Logik
des KeY Systems speziziert. Es fand noh keine Anwendung von JML oder OCL statt. Eine
JML Spezikation der API von Meijer und Poll ndet sih vergleihend in [123℄. Demgegen-
über spezizieren und verizieren Tonin und Shmitt in [165℄ die Mondex Fallstudie mittels
KeY. Hier werden alle Beweisverpihtungen mittels JML angegeben. Ein ausführliher Ver-
gleih dieses Ansatzes zu den hier vorgestellten Arbeiten ndet sih am Ende dieser Arbeit
in Kap. 12.8. Zusammenfassend lässt sih sagen, dass das KeY System im Vergleih zu KIV
spezialisierter auf Java ausgelegt ist und einen stärkeren Fokus auf automatishere Beweise
hat. Demgegenüber wurde mittels KIV eine formale Semantik und ein dazu korrekter Kalkül
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für Java umgesetzt und das KIV System besitzt insbesondere die Möglihkeit zur weiteren
Abstraktion, was Arbeiten wie die vorliegende überhaupt erst möglih maht.
Niht für Java, sondern für C#, wurde von Mirosoft Researh das Annotations- und Verika-
tionstoolkit rund um die Sprahe Spe# [126℄ entwikelt. Dabei handelt es sih um eine Erwei-
terung von C# um Annotationen analog zu JML. Die dahinter liegende Toolsuite funktioniert
ähnlih zur Vorgehensweise von ESC/Java2 oder JACK: Es werden mittels Übersetzung in
die Zwishensprahe BoogiePL und einem weakest preondition Kalkül Beweisverpihtun-
gen generiert, die anshlieÿend von einem automatishen Beweissystem veriziert werden. In
früheren Versionen beruhte auh Spe# auf dem Simplify Beweissystem, inzwishen wurde
mit Z3 [43℄ ein eigener SMT (Satisability Modulo Theories) Solver entwikelt, der z.B. li-
neare Arithmetik unterstützt. Die Spe# Sprahe wurde daneben auh in anderen Tools von
Mirosoft Researh verwendet, so z.B. in SpeExplorer als Grundlage für das modellbasierte
Testen [36℄. SpeExplorer wurde auh zum Testen von kryptographishen Protokollen einge-
setzt, insbesondere zeigt [153℄, dass so z.B. auh die bekannte Shwahstelle im originalen
Needham-Shroeder Protokoll gefunden werden konnte.
Auh im Isabelle Beweissystem wurde insbesondere durh die Arbeiten durh von Oheimb
[185℄ [184℄ [136℄ im Bali Projekt eine Semantik sowie eine Hoare Logik für eine Teilmenge der
Java Sprahe deniert. Im Nahfolgeprojekt VeriCard wurde insbesondere auh Byte Code
Verikation betrahtet [105℄ [107℄ [106℄ sowie die Analyse spezisher Java Sprahkonstrukte
wie Denite Assignment [163℄ und den Pakage Konzepten [164℄. Ebenso auf Isabelle bzw.
PVS als Beweissystem beruhend wurde mit dem Jive System [125℄ eine weitere Hoare Logik
für (eine Teilmenge von) JavaCard deniert.
Zusammenfassend lässt sih zu den bisher genannten Ansätzen vergleihend mit der vorlie-
genden Arbeit festhalten: Keiner der genannten Ansätze wurde verwendet, um eine auf Ver-
feinerung basierende Verikation durhzuführen: Keiner der Ansätze verfolgt das Ziel, eine
abstraktere Sihtweise auf z.B. Kommunikationsprotokoll zu erlauben und Korrektheit bezüg-
lih einer solhen Spezikation zu zeigen. Insbesondere bei den meisten annotationsbasierten
Ansätzen ist dies tehnish gar niht möglih. Die Annotationen in JML oder Spe# geben
eine Spezikation auf der niedrigen Abstraktionsebene des vorliegenden Quellodes vor. Insbe-
sondere eine Verikation von High-Level Eigenshaften (wie z.B. korrekte Authentisierung bei
Kommunikationsprotokollen, bei der mehrere Protokollteilnehmer, deren Kommunikationsver-
halten und ein eventueller Angreifer betrahtet werden müssen) ist so niht gut möglih. Die
Spezikationen in JML erlauben das Betrahten der Umgebung eines Programms (wie z.B.
andere Programme oder Nahrihtenkommunikation) niht. Dies zeigt im Details auh der
Vergleih der vorliegenden Arbeit mit Arbeiten mittels dem KeY System in Kap. 12.8.
Besondere Beahtung verdient aktuell das Verisoft Projekt [144℄ (und sein aktuelles Nahfol-
geprojekt VerisoftXT). Hier ist der Anspruh, eine vollständige Verikationskette beginnend
bei verizierter Hardware hinweg über einen verizierten Compiler, veriziertem Betriebssys-
tem, verizierten virtuellen Mashinen sowie Kommunikationsprotokollen hin zu veriziertem
Quellode zu shaen. Sämtlihe Programme werden in der eigenen Sprahe C0 (einer einge-
shränkten Variante von C) implementiert. Als Fallstudien werden vershiedene Anwendungen
herangezogen: Biometrishe Identikation mit Chipkarten, eine Notrufanwendung aus dem Au-
tomotive Bereih, ein Mikroontroller, sowie ein System zum siheren Versenden von EMails.
Insbesondere letzteres soll den Gesamtansatz illustrieren. Zur Verikation kommt VSE [87℄
und ebenso Isabelle [133℄ zu Einsatz. Das Projekt hat in den einzelnen Bereihen bereits ei-
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ne groÿe Anzahl von vershiedensten Ergebnissen geliefert. Weiter verwandt im Umfeld der
vorliegenden Arbeit sind z.B. die Arbeiten von Bekert et al. [18℄, [20℄, [21℄ [22℄. Dennoh han-
delt es sih bei den bisherigen Ergebnissen jeweils um einzelne Teilaspekte des beshriebenen
Ganzen, die teils mit untershiedlihen Methodiken gelöst wurden. Ein vollständig integrativer
Ansatz wurde noh niht entwikelt. Insbesondere die Quellode Verikation des beshriebenen
EMail-Systems steht noh aus.
Im folgenden Abshnitt werden nun weitere Ansätze, die stärker auf die Behandlung von
Protokollen und Implementierungen dieser abzielen und damit zur vorliegenden Arbeit direkter
verwandt sind, detaillierter beshrieben und verglihen.
4.2.2 Formale Behandlung von Protokollimplementierungen und Applets
Neben den genannten Methodiken und Tools zur Verikation objektorientierter Programme
sollen in diesem Abshnitt enger mit der vorliegenden Arbeit verwandte Arbeiten aus dem
Bereih der Java Applet Verikation sowie der formalen Behandlung von Protokollimplemen-
tierung betrahtet werden.
Mittels ESC/Java wurden bereits mehrere Fallstudien aus den genannten Bereihen veriziert.
In der bereits oben erwähnten Arbeit [38℄ beshreiben Cataño und Huisman eine Spezikation
einer elektronishen Geldbörse mittels JML und ESC/Java. Die Arbeit verfolgt dabei niht
den Anspruh, eine korrekte Implementierung bezüglih einer Spezikation zu erstellen (dies
ist auf Grund der oben bereits beshriebenen fehlenden Vollständigkeit und Korrektheit von
ESC/Java niht möglih), sondern zu erproben, ob mittels dem Werkzeug Programmierfehler
gefunden werden können. Die entstandenen Methoden Kontrakte können trotzdem als Grund-
lage für die Verikation mittels anderer Werkzeuge verwendet werden. Es gelingt den Autoren,
tatsählih subtile Programmierfehler im Quellode zu nden. Kryptographie, die korrekte Im-
plementierung von Kommunikationsprotokollen oder Siherheitseigenshaften wurden von der
Arbeit dagegen überhaupt niht betrahtet.
Auh mit dem LOOP Tool wurde eine elektronishe Geldbörse von Jaobs, Marhé und Rauh
in [93℄ veriziert. Das Kommunikationsprotokoll an sih, das in dieser Geldbörse verwen-
det wird, genügt niht den Siherheitsanforderungen der Realität, da z.B. das Abbuhen von
Geld niht kryptographish gesihert ist. Das Auaden von Geld ist mittels einem einfahen
Challenge-Response Verfahren gesihert. Die Protokollsiherheit war allerdings auh niht In-
tention der Autoren, vielmehr sollte die Verikationsmethodik mittels LOOP an einem Applet
erprobt werden und die funktionale Korrektheit des Codes gezeigt werden: eine typishe ve-
rizierte Eigenshaft ist etwa, dass beim Auaden von Geld auf die Karte deren Kontostand
tatsählih auf den in der Nahriht enthaltenen Wert gesetzt wurde. Die Autoren geben zwar
an, dass sie ihr Protokoll zusätzlih mittels Casper/FDR [117℄ überprüft haben - die Korrekt-
heit ihres Quellodes bezüglih des dort verwendeten Modells wird allerdings niht überprüft.
Statt dessen spezizieren sie das intendierte Protokollverhalten als Automat. Die Zustände
korrespondieren zu einem Modus-Feld des Applets. Die Zustandsübergänge entsprehen den
empfangenen Nahrihten. So können dann shlieÿlih die intendierten Zustandsübergänge
(nah Empfang von Nahriht X in Zustand Z muss danah Zustand Y gelten) als JML Anno-
tationen an die process Methode annotiert werden und so die Korrektheit des Codes bzgl.
dieser Spezikation gezeigt werden. Im Vergleih zur vorliegenden Arbeit kann so natürlih
keine Siherheitsaussage für den Quellode getroen werden. Die gleihen Autoren geben in
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[96℄ nohmals einen Überblik über die Verikation der selben Fallstudie mittels ESC/Java,
Jive, LOOP und Krakatoa.
Einen ähnlihen Ansatz zur Verikation von Protokollimplementierungen verfolgen Hubbers,
Oostdijk und Poll in [84℄. Ziel ist hier die Verikation eines Protokolls zum bilateralen Shlüs-
selaustaush in JavaCard. Der Anspruh des Papiers ist dabei durhaus mit dem Anspruh
dieser Arbeit vergleihbar: Eine Protokollspezikation auf abstrakter Ebene soll durh mehre-
re Verfeinerungen zu einer Implementierung werden und shlieÿlih sollen auf der Implemen-
tierungsebene die Korrektheits- und Siherheitseigenshaften der abstrakten Ebene ebenso
gelten. Auf abstrakter Ebene wurde die Siherheit des Protokolls mittels Casper/FDR [117℄
überprüft. Danah sollte (in obigem Papier als zukünftige Arbeiten angekündigt) z.B. mittels
LOOP tatsählih eine Verikation durhgeführt werden. Dies wurde allerdings niht mehr rea-
lisiert. Statt dessen zeigen die Autoren, wie das Protokollverhalten (ähnlih zur beshriebenen
Arbeit [93℄) mittels eines Automaten speziziert werden kann. Anshlieÿend werden auh hier
JML Annotationen verwendet, um Kontrakte anzugeben, die das Zustandsübergangsverhal-
ten dieses Automaten angeben. Allerdings werden hier keine Nahrihten betrahtet, sondern
lediglih der interne Zustand. Damit ist natürlih keine ehte Siherheitsaussage für den Code
mehr möglih und nur eine eingeshränkte Aussage für die Korrektheit. In einer neueren Ar-
beit wird von Shubert und Poll eine ähnlihe Methodik für die Verikation einer OpenSoure
SSH Implementierung verwendet [142℄. Hier wird zusätzlih mittels das Tool AUTOJML ver-
wendet, das Annotationen aus dem Quellode automatish generiert und somit ein bereits ein
Grundgerüst für die weitere Analyse mittels ESC/Java2 shat. Ansonsten wurde der gleihe
automatenbasierte Ansatz verwendet, Siherheit für die Implementierung wurde nihtgezeigt.
In einem zweiten Shritt wurde zusätzlih noh das Niht-Auftreten von unerwünshten Run-
time Exeptions (Dereferenzierung von null u.ä.) gezeigt.
Einen anderen Ansatz verfolgen Aeldt und Kobayashi in [5℄ mittels dem Coq Verikations-
werkzeug. Das Ziel der Arbeit ist die Formalisierung und Verikation eines SMTP Mail Servers.
Ein Teil dieses in Java implementierten Servers wurde dabei per Hand in die Eingabesprahe
von Coq übersetzt und es wurde veriziert, dass sih diese Spezikation gemäÿ dem SMTP
Protokoll verhält. Der Umfang des so betrahteten Quellodes ist 700 Zeilen und die Veri-
kation dauerte mehrere Monate. Damit ist das Projekt mit der Mondex Verikation in dieser
Arbeit vom Umfang her vergleihbar. Siherheitseigenshaften wurden niht gezeigt, lediglih
Korrektheitseigenshaften. Es bleibt allerdings festzuhalten, dass die händishe Transformati-
on des Quellodes in Coq sehr viel Raum für Fehler lässt und damit eine solhe Verikation
nur eine eingeshränkte Aussage für das reale System liefern kann.
Song, Perrig und Phan beshreiben in [169℄ das Toolkit AGVI: Automati Generation, Verika-
tion and Implementation of Seurity Protools. Grundidee ist hierbei, lediglih die gewünsh-
ten Siherheitsziele vorzugeben und daraus automatish ein passendes Protokoll zu generieren.
Zusätzlih wird das so entstandene Protokoll mit dem Athena Modelheker [168℄ automatish
geprüft und darüber hinaus auh eine Java Implementierung automatish erzeugt. Der An-
satz konnte, wie in [141℄ und [140℄ gezeigt, durhaus elegante und kurze Protokolle nden.
Die Codegenerierung ist allerdings niht formal bewiesen. Damit lässt sih keine verlässlihe
Korrektheitsaussage für den Quellode aus dem Ansatz herleiten.
Einen ähnlihen Ansatz verfolgen Tobler und Huthison in [180℄ mittels dem Tool spi2java.
Zunähst wird hier eine Spezikation eines Seurity Protokolls im Spi Kalkül [1℄ erzeugt, einer
auf dem pi Kalkül [127℄ basierenden Prozessalgebra speziell für kryptographishe Protokolle.
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Auf dieser Ebene können z.B. Siherheitseigenshaften bewiesen werden. Daraus wird dann
in einem Codeerzeugungsshritt eine Java Implementierung erzeugt. Die Codeerzeugung folgt
dabei den gleihen Prinzipien wie die vorliegende Arbeit: Protokolldatentypen wie z.B. Non-
es oder wie die einzelnen Nahrihten werden auf generishe Java Klassentypen abgebildet,
die funktionale Spezikation des Protokolls wird zu Java Code mit Operationen auf diesen
Klassen. Dabei bleibt allerdings die Korrektheit der Übersetzung unbewiesen. Auh hier lässt
sih damit keine Siherheits- oder Korrektheitsaussage für den Quellode ableiten. Eine for-
male Verfeinerung wird niht bewiesen. Die automatish erzeugten Implementierungen sind
im Vergleih zu händishen Implementierungen unverhältnismäÿig lang, enthalten redundante
Teile und sind damit shwer zu verstehen und zu erweitern.
Im französishe EVA Projet wurde von Marlet und Le Metayer ebenso eine Spezikationsspra-
he für Seurity Protokolle sowie eine Verikationsmethodik entwikelt [112℄. Die vorgestellte
Spezikationssprahe DEXTRA erlaubt sehr implementierungsnahe Spezikationen von Smart
Card Protokollen. So sind z.B. die Längenangaben von Nahrihtenteilen als Byte Folgen ex-
plizit in der Spezikation enthalten. Daraus kann dann sowohl eine abstraktere Spezikation
zum Nahweis von Siherheitseigenshaften erzeugt werden als auh mittels einer eigenen
Implementierung eine JavaCard Implementierung statish auf korrekte Implementierung des
Protokolls überprüft werden. Eine formale Untermauerung dieser Überprüfungen wurde niht
durhgeführt. Ebenso beshränkt sih die Analyse des Quellodes natürlih nur auf die ein-
fahen Sprahkonstrukte, die auh direkt mit der Modellierungssprahe umsetzbar sind. Eine
weitere Entwiklung oder Erprobung des Ansatzes an Fallstudien fand niht mehr statt.
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Kapitel 5
Eine Theorie zur Verfeinerung von
Protokollen zu Code
All things are diult before they are easy.
Thomas Fuller
Dieses Kapitel stellt das Grundgerüst für die Spezikation der Ebenen der Verfeinerung
vor. Insbesondere wird ein generisher Spezikationsrahmen für die konkrete Ebene zu
einer abstrakten Proseo ASM gegeben. Dazu werden die vershiedenen Bestandteile
der Spezikation erläutert und die resultierenden Beweisverpihtungen erklärt. Zunähst
beginnen wir allerdings mit der Vorstellung eines einfahen Beispiels. Die in diesem Kapitel
beshriebenen Arbeiten wurden in [63℄ und [66℄ publiziert.
5.1 Beispiel: Die Cindy Spezikation
Als Beispiel für die Vorstellung des allgemeinen Verfeinerungsrahmens dieser Arbeit dient zu-
nähst die Cindy Anwendung. Für die folgenden Kapitel ist daher die Proseo Spezikation
der Applikation wihtig. Daher werden im Folgenden deren wihtigste Bestandteile und das
Protokoll kurz erläutert.
Das Cindy Protokoll ist dabei sehr einfah und beinhaltet keine explizite Kryptographie. Sämt-
lihe Siherheitseigenshaften beruhen auf der Niht-Abhörbarkeit und Manipulationssiher-
heit der verwendeten GSM Mobilfunkkommunikation. Da dort eine implizite Vershlüsselung
und Authentizierung gegeben ist, muss keine eigene Kryptographie in der Anwendung ver-
wendet werden. Lediglih der eindeutige Identier für die Tikets, der als Data Matrix Code
auf dem Display dargestellt wird, darf niht von einem Angreifer ratbar sein.
Meist handelt es sih bei den Protokollen niht um ein mehrshrittiges Austaushen von Nah-
rihten sondern nur um einfahe Nahrihten, die in einem Shritt zwishen den modellierten
Agenten vershikt werden. Für die Modellierung der Nahrihten werden die Dokumente aus
Kap. 3.5 verwendet. Am wihtigsten ist hierbei die Kommunikation zwishen Kino-Server und
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Mobiltelefon. Diese ndet mittels MMS statt. Eine MMS wird als Doument modelliert als
Liste Dolist(IntDo(phonenumber) + do), die neben der Telefonnummer des Absenders (pho-
nenumber) den eigentlihen Nahrihteninhalt (do) beinhaltet. Die Nahrihteninhalte werden
wiederum mittels einer do = Dolist(IntDo(ins) + do') modelliert, die eine Instruktion ins
und einen Inhalt do' hat. Diese Dokumentstruktur wird auh CommandDo genannt, da an-
hand der Instruktion die Nahrihten den Protokollshritten zugeordnet werden. Eigentliher
Inhalt eines solhen CommandDos kann nun z.B. ein Tiket sein. Ein Tiket ist wiederum ei-
ne Dolist(IntDo(tiketdata) + NoneDo(none)), das neben den Tiketdaten (modelliert als
IntDo) den eindeutigen DataMatrix Code als NoneDo enthält. Die Nahrihten, die über
das Netzwerk vershikt werden, haben daher im Modell der Cindy Anwendung die Form, die
in Abb. 5.1 dargestellt ist.
D o c l i s t
I n t D o c
T e l e f o n n u m m e r
d e s  A b s e n d e r s
D o c l i s t
I n t D o c
I n s t r u k t i o n
D o c u m e n t
N u t z d a t e n
z .B .  e i n  T i cke t :  
I n t D o c
T i c k e t d a t e n
N o n c e D o c
D a t a  M a t r i x
C o d e
Abbildung 5.1: Nahrihtenstruktur der Cindy Anwendung
Einzige Abweihung von dieser Struktur ist das Vorzeigen des Tikets beim Eintritt ins Kino.
In der Realität geshieht dies durh Anzeige des Data Matrix Codes auf dem Display des
Telefons. Im Modell wird einfah die gleihe Sende- und Empfangsinfrastruktur verwendet wie
auh für MMS Nahrihten. Das gleihe gilt für Eingaben des Benutzers über die graphishe
Oberähe der Anwendung. Formal kann man damit das Einshalten der Anwendung auf dem
Mobiltelefon als Verbindungsaufbau zwishen dem Benutzer-Agent und dem Telefon-Agent
verstehen (und analog das Ausshalten als Verbindungsabbau). Tehnish ist dies später als
Implementierung mittels dem Command Pattern gelöst, wobei die graphishe Oberähe der
Protokollimplementierung Dokumente als Commands übergibt.
Im Weiteren ist die generishe (von Smartards inspirierte) Darstellung der Kommunikations-
infrastruktur mittels Verbindungen bei einer Handy-Anwendung niht immer adäquat. Ins-
besondere das Vershiken von MMS Nahrihten ist in der Realität verbindungslos. Daher
wird das formale Rahmenmodell an dieser Stelle um die Möglihkeit zur verbindungslosen
Kommunikation erweitert. Formal wird dies gelöst, in dem das SEND Makro aus Proseo
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um zwei zusätzlihe Parameter, den Empfänger reeiver (hier als IntDo, das eine Telefonnum-
mer darstellt) und den Sende-Modus send-mode (diret oder verbindungsorientiert normal),
erweitert.
Cindy stellt darauf aufbauend folgende Protokolle zur Verfügung:
• Kaufen über das Mobiltelefon s. Abb. 5.2
H a n d yU s e r S e r v e r
b u y c o m m a n d
b u y r e q u e s t
l o a d t i c k e t
Abbildung 5.2: Kaufprotokoll mit dem Mobiltelefon
• Kaufen über das Internet mit einem PC s. Abb. 5.3
U s e r S e r v e r
b u y c o m m a n d P C
b u y r e q u e s t P C l o a d t i c k e t
P C H a n d y
Abbildung 5.3: Kaufprotokoll mit dem Internet PC
• Übertragung eines Tikets s. Abb. 5.4
H a n d yU s e r H a n d y
p a s s O n C o m m a n d
p a s s O n
Abbildung 5.4: Übertragung eines Tikets
• Vorzeigen eines Tikets s. Abb. 5.5
Das Format der Nahrihten wird durh Tab. 5.1 angegeben.
Für die folgenden Kapitel wird die Cindy Anwendung immer wieder als Beispiel dienen. Wäh-
rend die Spezikationsteile für den Angreifer, den Kino-Server und den Internet-PC für die
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H a n d yU s e r K i n o
s h o w C o m m a n d
p r e s e n t
Abbildung 5.5: Vorzeigen eines Tikets
folgenden Erläuterungen unwesentlih sind (diese Agenten bleiben beim Renement unverän-
dert), ist die Spezikation des Mobiltelefons wihtig. Diese wird daher (inklusive der shema-




CINDY(... ; attaker-known, inputs, onnetions, ..., tikets, stop) {
while (¬ (stop ∧ no-tikets-left(...) )) { CINDY-STEP; stop := [?℄}
}
CINDY-STEP(... ; attaker-known, inputs, onnetions, ..., tikets, stop) {
hoose indy-step with
(step = ellphone-step→ ∃ agent. ellphone?(agent) ∧ ready?(agent, ...))
∧ (step = inema-step →...)
∧ (step = attaker-step →...)
∧ (step = ... →...)
∧ (step = onnet →...)
∧ (step = disonnet →...)
in
{
if (indy-step = onnet) then CONNECT(...; onnetions, ...)
if (indy-step = ...) then ...
if (indy-step = attaker-step) then ATTACKER(attaker-known; inputs, ...)
if (indy-step = ellphone-step) then hoose agent
with (ellphone?(agent) ∧ ready?(agent, ...)) in
CELLPHONE(agent, ...; attaker-known, inputs, tikets, ...)




CELLPHONE(agent, ... ; attaker-known, inputs, tikets, ...) {
let outdo = ⊥ in
hoose inport with inputs(agent)(inport) 6= [ ℄ in
1
Der besseren Lesbarkeit wegen werden hier manhe Tests durh Prädikate mit intuitiven Namen abgekürzt.
Des Weiteren werden niht alle Zustandsupdates und Protokollshritte dargestellt, sondern nur jene, die für
ein Verständnis der nähsten Kapitel wihtig sind. Eine genauere Betrahtung ndet sih später in Kap. 7
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let inmsg = inputs(agent)(inport).rst in {
inputs(agent)(inport) := inputs(agent)(inport).rest;
let indo = get-part(inmsg, 2) in
if is-passon(indo) then
. . .
else if is-load(indo) ∧ # tikets(agent) < MAXTICKETS then
tikets(agent) := tikets(agent)
+ dolist(get-part(inmsg, 1) + get-part(indo,2))
else if is-buy(indo) then {




outdo := dolist(intdo(buyTiket) + get-part(indo, 2)); }
else if is-present(indo) then
. . . }
if outdo 6= ⊥ then SEND
}
Die Hauptregel CINDY führt bis zum Erreihen der Abbruhbedingung die ASM Regel für
den Protokollshritt CINDY-STEP durh. Die Abbruhbedingung stop ist hier erweitert um die
zusätzlihe Bedingung no-tikets-left. Diese Bedingung besagt, dass keine Tikets mehr auf den
Telefonen der Benutzer vorhanden sind, die noh niht beim Kino vorgezeigt wurden (intuitiv
bedeutet dies, dass wir nur Endzustände betrahten, in denen jeder Benutzer seine Tikets
auh eingelöst hat - etwa am Ende eines Geshäftstages). Diese zusätzlihe Einshränkung
maht die Betrahtung von Siherheitseigenshaften etwas einfaher, s. dazu auh [63℄.
Die CINDY-STEP Regel wählt nun einen gültigen Protokollteilnehmer (bzw. die generishen
Makros CONNECT und DISCONNECT für Verbindungsaufbau und -abbau zwishen zwei Teil-
nehmern) indeterministish aus und führt im Anshluss das entsprehende ASM Makro aus.
Die Darstellung hier konzentriert sih dabei auf das Makro für das Mobiltelefon CELLPHONE.
Dieses Makro wiederum besteht zunähst aus dem Empfangen einer Eingabenahriht über
einen Eingabeport (hoose inport with inputs(agent)(inport) 6= [ ℄ . . .). Die empfangene Nah-
riht inmsg = inputs(agent)(inport).rst ist nun von der Form einer MMS Nahriht (dies wird
durh die Kommunikationsinfrastruktur sihergestellt). Wie oben erläutert ist der erste Teil
der Nahriht damit der Absender selbiger. Um an den Inhalt der Nahriht zu gelangen, wird
folglih der zweite Teil der Nahriht selektiert (indo = get-part(inmsg, 2)). Dieser Teil kann
nun eine der Protokollnahrihten sein. Die folgenden Tests (is-passon, is-load, is-buy, is-present)
überprüfen nun die Struktur und den Inhalt des Eingabedokuments und sorgen daraufhin für
Abwiklung des rihtigen Protokollshritts. Im Fall einer Lade-Nahriht, die ein Tiket für das
Mobiltelefon enthält (entweder kommend von einem anderen Mobiltelefon durh Übertragen
oder vom Kino-Server durh Kauf), wird z.B. die Liste der derzeit auf dem Telefon gespei-
herten Tikets um das empfangene Tiket und dessen Absender erweitert (tikets(agent) :=
tikets(agent) + dolist(get-part(inmsg, 1) + get-part(indo,2))). Dies geshieht allerdings nur,
wenn noh niht die maximal auf dem Telefon speiherbare Anzahl von Tikets erreiht ist
(# tikets(agent) < MAXTICKETS). Im Fall einer Nahriht, die vom User initiiert wurde und
46
5.2. ZIELE UND PROBLEMSTELLUNGEN
den Start des Kaufvorgangs für ein Tiket anzeigt (is-buy), wird z.B. eine Nahriht an den
Server gesendet, welhe die Kaunformationen (get-part(indo, 2), bereits durh die Nahriht
des Users übermittelt) enthält (outdo := dolist(intdo(buyTiket) + get-part(indo, 2))). Da
es sih hier um eine verbindungslose MMS Übertragung handelt, wird der send-mode auf diret
gesetzt und der Empfänger direkt angegeben (reeiver := CINEMA;). Des Weiteren wird das
bestellte Tiket in einer History Variablen booked gemerkt. Diese History Variablen werden
später wihtig, um Siherheitseigenshaften ausdrüken zu können (hier gilt z.B. Der Kunde
zahlt niht mehr als er bestellt). Für die anderen Protokollshritte (present, passOn) gelten
ähnlihe Spezikationen. Zum Ende des Makros für das Mobiltelefon wird shlieÿlih das SEND
Makro aufgerufen, das anhand von send-mode, reeiver, outport und outdo die Zustellung von
outdo an den rihtigen Kommunikationspartner übernimmt.
5.2 Ziele und Problemstellungen
Wie in 3.5 beshrieben und gerade am Beispiel illustriert sieht die Proseo Methodik die
Unterteilung des abstrakten Protokollmodells anhand der am Protokoll beteiligten Agenten
vor. So untersheidet Proseo klar zwishen einem ehrlihen Protokollteilnehmer (wie z.B.
einem Mobiltelefon oder einer Chipkarte eines ehrlihen Kunden), der sih an feste Protokoll-
regeln hält, und einem böswilligen Angreifer, der durh Senden von falshen Nahrihten oder
Unterdrüken bzw. Ändern von Nahrihten versuht, Vorteile aus dem System zu ziehen. Ab-
strahiert betrahten wir in Proseo also Abläufe von Protokollshritten der vershiedenen
Agenten, die in dem jeweiligen Szenario interagieren. Zur Kommunikation sieht das Pro-
seo Framework dazu eine generishe Spezikation von Nahrihten (Dokumente, s. Kap.
3.5 und 6) und von Verbindungen zwishen Agenten vor. Dabei beginnt der Protokollshritt
jedes ehrlihen Agenten mit dem Empfangen einer Nahriht und endet mit dem Senden ei-
ner Nahriht (falls vorhanden). Der Shritt des Angreifers besteht aus der Generierung einer
Nahriht aus seinem Wissen und dem Senden selbiger. Somit ergeben sih bei Ausführung
einer Proseo ASM Abläufe nah dem Grundshema von Abb. 5.6.
s t a t e s ta te ’
p r o c e s sr e c e i v e s e n d
state ’ ’
p r o c e s sr e c e i v e s e n d
state’ ’ ’
g e n e r a t e  m e s s a g e a t t a c k
A G E N T 1 A G E N T 2 A T T A C K E R
Abbildung 5.6: Shematisher Ablauf einer Proseo Spezikation
Damit stellt sih die Frage, was eine korrekte Implementierung bzgl. einer solhen Spezikati-
on auszeihnet und welhe Bedingungen erfüllt sein müssen, damit eine Implementierung als
korrekt angesehen werden kann. Intuitiv soll die Verfeinerung garantieren, dass die Implemen-
tierung das gleihe Verhalten wie Ihre Spezikation zeigt.
Die Unterteilung in Shritte einzelner Agenten in Proseo gibt bei der Verfeinerung zu
Code dafür zunähst das Grundgerüst vor. Wir werden Shritt für Shritt einzelne Agen-
ten des Modells durh konkrete Java Implementierungen ersetzen. Damit bedeutet korrektes
Zustandsübergangsverhalten gleihes Ein-/Ausgabe Verhalten bezüglih der der Implemen-
tierung entsprehenden Agenten-Teilspezikation. Ebenso bedeutet es, dass sih der interne
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Zustand (z.B. der aktuell gespeiherte Geldwert auf einer Geldkarte oder die Tiketliste bei
Cindy) genauso verändert, wie im abstrakten Modell gefordert.
Die restlihen am Protokoll beteiligten Agenten bleiben im jeweiligen Verfeinerungsshritt
unverändert, womit sih ihr Zustandsübergangsverhalten trivial niht ändert.
Die konkrete Ebene wird wiederum als ASM speziziert, wobei ein ASM Makro für einen
Agenten durh eine diesem Agenten entsprehende Implementierung ersetzt wird. Insgesamt
erhalten wir (bei exemplarisher Verfeinerung von Agent1) eine Verfeinerungsstruktur wie in
Abb. 5.7 gezeigt.
a s t a t e as ta te ’
p r o c e s sr e c e i v e s e n d
as ta te ’ ’
p r o c e s sr e c e i v e s e n d
astate ’ ’ ’
N a c h r i c h t  g e n e r i e r e n
A G E N T  1 A G E N T  2 A T T A C K E R
c s t a t e cs ta te ’
J A V A  p r o g r a m
csta te ’ ’
p r o c e s sr e c e i v e s e n d
cstate ’ ’ ’
N a c h r i c h t  g e n e r i e r e n s e n d
J A V A - I M P L  1 A G E N T 2 A T T A C K E R
s im i l a r s im i l a r
s im i l a r s im i l a r
s e n d
Abbildung 5.7: Shritte bei der Verfeinerung zu Code
Dabei müssen nun folgende Fragestellungen betrahtet werden:
• Wie ndet die Einbettung eines Java Programms in eine Proseo ASM unter Erhalt
aller anderen Agentenspezikationen konzeptionell statt? (Kap. 5.3)
• Welhe Teile einer Implementierung eines Protokolls können veriziert werden? (Kap.
5.3 und 10)
• Wie integriert man tehnish ein Java Programm in eine ASM Spezikation? (Kap. 5.4.2)
• Wie speziziert man die Ähnlihkeit (Simulationsrelation similar in Abb. 5.7) ? (Kap.
5.3.3)
• Muss man beim Übergang zu einer Implementierung zusätzlihe Angrie betrahten?
(Kap. 8)
5.3 Vorgehen zur Verfeinerung
5.3.1 Die Implementierung
Eine reale Anwendung wie Cindy besteht dabei aus mehreren Komponenten, die vershiedene
Aufgaben übernehmen. Typishe Bereihe für eigene Softwarekomponenten innerhalb einer
Implementierung eines Kommunikationsprotokolls sind z.B.
• eine graphishe Oberähe zur Kommunikation mit dem Benutzer
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• ein oder mehrere Implementierungen zur Nutzung der Kommunikationsshnittstellen
über das Netzwerk
• eine Implementierung kryptographisher Operationen
• eine Implementierung der eigentlihen Protokollfunktionalität
Zunähst ist es wesentlih, den Teil der Implementierung, der nun veriziert werden soll, zu
bestimmen.
Die ersten drei der obigen Komponenten sind für die Bedienbarkeit und Korrektheit des Kom-
munikationsprotokolls siherlih wesentlih. Dennoh ist die formale Verikation einer Imple-
mentierung z.B. einer graphishen Oberähe nur von sehr beshränktem Nutzen, shlieÿlih
kann hier keine Siherheitseigenshaft des Protokolls verletzt werden. Des Weiteren ist dies
auh ein Systembestandteil, der massiv Parallelität und Multithreading zur Realisierung seiner
Funktionalität benutzt. Dies shlieÿt eine formale Verikation mit derzeit bekannten Verikati-
onstools für z.B. Java auf Grund des fehlenden Beweissupports und der selbst bei Realisierung
selbiger immensen entstehenden Komplexität aus.
Eine Implementierung einer Netzwerkkomponente (wie z.B. ein Netzwerk-Soket oder die Im-
plementierung des MMS Zugris bei Cindy) ist dagegen zwar funktional für die Applikation
sehr wihtig, kann jedoh ebenso wenig mit formalen Methoden für Java veriziert werden.
Dies liegt hier darin begründet, dass die Implementierungen für Netzwerkzugrie niht mehr
in Java selbst programmiert werden, sondern über plattformabhängige native Implementierun-
gen eingebunden werden. Im Weiteren kann natürlih die rein physikalishe Übertragung von
Nahrihten niht mehr veriziert werden und muss daher als korrekt angenommen werden.
Eine Implementierung kryptographisher Operationen wie Vershlüsselung, Entshlüsselung,
digitale Signatur, Zufallszahlenberehnung oder Hashing ist ebenfalls für die Siherheit der An-
wendung unabdingbar. Der hier angestrebte Korrektheitsbegri fuÿt jedoh auf einem Angrei-
fermodell der abstrakten Ebene, der auf der Standard Annahme für Siherheitsbetrahtungen
von Kommunikationsprotokollen, der perfekten Kryptographie, beruht. Dies bedeutet, dass ein
Angreifer in der abstrakten Welt kryptographishe Operationen niht unvorhergesehen wegen
Shwähen der verwendeten Verfahren (zu kurze Shlüssellängen, Implementierungsfehler, ...)
brehen kann. Es ist natürlih niht möglih, solhe Annahmen an einer realen Implementie-
rung einer Kryptographie-Bibliothek zu verizieren. Hier kann lediglih Korrektheit der Imple-
mentierung eines bestimmten Verfahrens (wie z.B. RSA) nahgewiesen werden. Die eigentlihe
Siherheit des Verfahrens beruht in der Implementierung auf probabilistishen Werten basie-
rend auf der algorithmishen Komplexität der Verfahren. Siherheit bedeutet damit in der
Realität lediglih, sih auf das Niht-Eintreten eines Ereignisses mit einer möglihst kleinen
Wahrsheinlihkeit zu verlassen. Für den Verfeinerungsbegri in dieser Arbeit übernehmen
wir daher die Annahme der perfekten Kryptographie auf die Implementierungsebene. Dies
ist wesentlih für einen korrekten Verfeinerungsbegri. Natürlih stellt dies in Bezug auf die
Wirklihkeit eine Abstraktion dar. Es handelt sih allerdings um die gleihe Abstraktion, mit
der wir reale Kryptoverfahren als siher ansehen. Im Umkehrshluss führt diese Abstraktion
dazu, dass natürlih die in der Verfeinerung verwendeten Eigenshaften der kryptographishen
Operationen niht mehr verizierbar sind (sie stellen die Annahmen perfekter Kryptographie
in der Realität dar). Damit ist auh die Implementierung einer solhen Komponente niht
mehr formal behandelbar. Weitere Details zur Behandlung kryptographisher Operationen im
Renement nden sih in Kap. 9.
49
KAPITEL 5. EINE THEORIE ZUR VERFEINERUNG VON PROTOKOLLEN ZU CODE
Shlieÿlih bleibt noh die Implementierung der eigentlihen Protokollfunktionalität, also dem
Senden und Empfangen von Nahrihten, dem Verarbeiten dieser Nahrihten und der Ab-
änderung des jeweiligen lokalen Zustands, der über die Reaktion auf weitere Nahrihten
entsheidet. Dies ist der eigentlih interessante Teil der Implementierung, da hier die Vorga-
ben der abstrakten Spezikation in Code umgesetzt werden. Diese Umsetzung ist dabei sehr
fehleranfällig. Daher ist dies die Implementierung, an der wir im Rahmen der Verfeinerung
interessiert sind und deren Korrektheit nahgewiesen werden soll.
Es ergibt sih somit eine allgemeine Arhitektur für unsere betrahteten Anwendungen nah
Abb. 5.8.
P r o t o c o l
s t e p ( )
C r y p t o I n t e r f a c e
C r y p t o I m p l
enc ryp t ( . . . )
dec ryp t ( . . . )
. . .
G U I
s e n d E v e n t ( . . . )
C o m m I n t e r f a c e
C o m m I m p l
send ( . . . )
r ece i ve ( . . . )
ava i l ab le ( . . . )
. . .
V e r i f i k a t i o n s k e r n u s e s
Abbildung 5.8: Typishe Arhitektur betrahteter Anwendungen
Zur Abgrenzung der Komponenten verwenden wir in dieser Arbeit den bereits in [65℄ entwi-
kelten Ansatz mittels Verikationskernen. Dazu werden die beteiligten Komponenten unter-
einander über Interfaes von einander abgegrenzt. Die Protokollimplementierung erhält dabei
Interfae-getypte Referenzen auf ein Kryptographieinterfae (zur Anbindung der kryptographi-
sher Operationen) und ein Kommunikationsinterfae (zur Anbindung nahrihtenorientierten
Kommunikation). Zur Verikation werden später lediglih Eigenshaften der Methoden die-
ser Interfaes verwendet ohne ihre tatsählihe Implementierung betrahten zu müssen. Über
diesen Mehanismus können dann auh z.B. Annahmen perfekter Kryptographie für das Kryp-
tographieinterfae in der Verikation realisiert werden.
Die Kommunikation zwishen graphisher Oberähe und Protokollimplementierung erfolgt
hier vereinfahend wiederum über nahrihtenorientierte Kommunikation über das Kommuni-
kationsinterfae. Die Oberähe generiert also Eingabenahrihten als Kommandos nah dem
Command Pattern. Diese werden (genauso wie Nahrihten über das Netzwerk) über das Kom-
munikationsinterfae von der Implementierung empfangen. Antworten an die Oberähe über
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dieses Interfae werden dann z.B. verwendet, um das aktuelle Tiket als Datamatrix Code auf
dem Display anzuzeigen. Für die Cindy Anwendung ist dieses Vorgehen dabei ausreihend.
Im Allgemeinen ist dies eine Vereinfahung, kann aber mittels eines weiteren Interfaes zur
Kommunikation mit der Oberähe verallgemeinert werden.
In der Cindy Anwendung (die ja ohne Kryptographie auskommt) ist die Implementierung
daher von folgender Gestalt:
1
2 public interface CommInterface {
3 public boolean available(int port);
4 public void send(Document d, byte[] receiver,
5 int port, int mode);




10 public class Protocol {
11
12 private CommInterface comm;
13 ...
14
15 public Protocol(CommInterface comm){




20 public void step(){
21 if(comm.available(USERPORT)){
22 Document inmsg = comm.receive(USERPORT);
23 if(inmsg != null) userStep(inmsg);
24 }
25 else if(comm.available(PHONEPORT)){
26 Document inmsg = comm.receive(PHONEPORT);




31 private void phoneStep(Document inmsg) {
32 ...
33 if(outmsg != null) comm.send(outmsg, ...);
34 }
35
36 private void userStep(Document inmsg) {
37 ...
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Das Interfae CommInterface bildet die nahrihtenorientierte Kommunikation ab. Im Vor-
gri auf Kap. 6 erkennt man hier bereits die Abbildung der Doument Datentypen der abstrak-
ten Spezikation durh eine entsprehende Document Java Klasse. Entsprehend den obigen
Erläuterungen realisiert die Cindy Kommunikationsimplementierung dabei zwei vershiedene
Kommunikationsports: USERPORT für die Kommunikation mit der graphishen Oberähe und
PHONEPORT für die Kommunikation mittels MMS Nahrihten. Das Kommunikationsinterfae
bietet die drei Operationen available, send und receive an. Die available Methode
testet, ob auf dem jeweiligen Port eine Nahriht für das Protokoll vorliegt. receive emp-
fängt daraufhin eine Nahriht vom angegebenen Port. Für die send Methode müssen nun
(neben der eigentlihen Nahriht Document d) die drei Parameter port für Angabe des
Kommunikationsports zum Senden der Nahriht (sowie bei verbindungsloser Kommunika-
tion der receiver für Angabe des Namens des Empfängers und der send-mode für die
Untersheidung zwishen verbindungsorientierter und verbindungsloser Kommunikation) an-
gegeben werden. Eine Referenz auf das CommInterface wird als Feld der Klasse Protocol
gespeihert, um darüber die Kommunikation abzuwikeln.
Details zur eigentlihen Implementierung der Kommunikationsfunktionalität werden später in
Kap. 10 gegeben.
5.3.2 Veränderungen im Zustand
Bei der Verfeinerung zu einer Implementierung wird ein Teil der ASM Spezikation durh ein
entsprehendes Java Programm ersetzt. Dabei werden die Zustandsfunktionen der konkreten
Ebene teilweise durh Java Stores ersetzt, da der vorher dort gespeiherte Zustand jetzt in
der Implementierung gespeihert wird.




Denition 5.3.1 Proseo Zustand
Der Zustand astate einer Proseo ASM ist das Kreuzprodukt der Zustandsfunktionen für
den Kontext der ASM und der agentenlokalen Zustände. Der Kontext besteht aus den Zu-
standsfunktionen der Infrastruktur inputs : agent → nat → doumentlist und onnetions :
onnetionset sowie dem Angreiferwissen attaker-known : doumentset. Die Zustandsfunktio-
nen der Agenten bilden die agentenlokalen Zustände. Damit ist astate deniert als:
astate = inputs× onnetions× attaker-known
︸ ︷︷ ︸
aontext
× statefun1 × ...× statefunn
︸ ︷︷ ︸
aagentstate
Wir unterteilen diesen Zustand nun nah der Zugehörigkeit zu ehrlihen Agenten (diese können
potentiell verfeinert werden) und dem Infrastrukturteil sowie dem Angreiferanteil. Die Ver-
einigung aller Zustandsfunktionen der ehrlihen abstrakten Agenten nennen wir aagentstate,
2
Wir verwenden wir die Präxe a und  zur Kennzeihnung der Zustandsfunktionen der abstrakten bzw.
konkreten Ebene sowie später auh g für globale Zustände.
52
5.3. VORGEHEN ZUR VERFEINERUNG
Infrastruktur und Angreiferzustand nennen wir aontext. Zum Infrastrukturanteil gehört z.B.
die Zustandsfunktion inputs : agent → nat → Doumentlist, die die derzeitigen Eingabequeues
der Agenten darstellt. Ebenso gehört dazu die Zustandsfunktion onnetions : onnetionset,
die die derzeitigen Verbindungen zwishen den Agenten enthält. Beide Funktionen zusammen
kodieren die Kommunikationsstruktur und ihren derzeitigen Zustand. Der Angreiferzustand
wird durh das Angreiferwissen attaker-known : Doumentset angegeben.
Der aontext wird bei einem Verfeinerungsshritt zu Code niht ersetzt, bleibt also unverän-
dert. Dies hat folgende Gründe:
Zum Einen soll der hier eingeführte Verfeinerungsbegri die shrittweise Verfeinerung von
Agentenspezikationen aus Proseo erlauben. So soll es möglih sein, in einem ersten Ver-
feinerungsshritt den ersten Agententyp (bei Cindy z.B. das Mobiltelefon) und in einem zwei-
ten Verfeinerungsshritt einen zweiten (z.B. den Internet-PC) zu verfeinern. Dies hat den
groÿen Vorteil der Modularisierbarkeit und damit entstehender Komplexitätsreduktion. Even-
tuell kann es sogar sein, dass die Implementierungen manher Agententypen der Applikation
niht formal betrahtet werden sollen (z.B. die Datenbank des Kinoservers). Damit bleiben
bei jedem Verfeinerungsshritt groÿe Teile der Spezikation unverändert. Insbesondere stützen
sih diese unveränderten Teile des Modells immer noh auf die gegebene Kommunikationsin-
frastruktur mit onnetions und inputs. Diese Teile dürfen also niht entfernt oder verändert
werden.
Darüber hinaus den Angreifer zu verfeinern ergibt in unserem Kontext ebenfalls keinen Sinn.
Shlieÿlih soll auf der Implementierungsebene immer noh die Möglihkeit zum Angri ge-
geben sein. Eine Verfeinerung des Angreifers würde seine Implementierung bedeuten. Das
abstrakte Modell des Angreifers ist mittels einer Menge von bekannten Dokumenten und der
Generierung von neuen Dokumenten aus dieser Menge indeterministish modelliert. Insbeson-
dere ergeben sih durh diese Modellierung erst die Angrismöglihkeiten, die im wirklihen
System auftreten können und erst dadurh entsteht eine sinnvolle Verikationsumgebung für
Siherheitseigenshaften. Eine Implementierung z.B. in Java würde diesen Indeterminismus
entfernen (insbesondere würde man damit alle Angrie im vornherein festlegen - und kennen
müssen). Das kann niht sinnvoll sein.
Eine alternative Konkretisierung des Datentyps Doument, auf dem das Angreifermodell be-
ruht, kann ebenso niht sinnvoll sein. Zum Einen soll der Angreifer weiterhin mit den niht
verfeinerten Agenten kommunizieren können und benötigt insbesondere auh dazu die Mög-
lihkeit, Daten vom Typ Doument zu erzeugen. Im Weiteren wäre damit eine sinnvolle Spe-
zikation von kryptographishen Operationen niht möglih. Im Proseo Ansatz werden
kryptographishe Operationen, wie z.B. das Vershlüsseln, als siher betrahtet und können
nur durh Kenntnis des entsprehenden kryptographishen Shlüssels umgekehrt werden. Zur
sinnvollen Spezikation solher Fakten ist ein getypter Nahrihtendatentyp wie Doument
unerlässlih.
Im Gegensatz dazu wird bei der Verfeinerung eines Agententyps zu einem Java Programm na-
türlih dessen interner Zustand auf der konkreten Ebene durh Java Datentypen repräsentiert.
Dieser interne Zustand ist dabei ein Teil der Zustandsfunktionen aus aagentstate. Beispiels-
weise existiert in der Spezikation der Cindy Applikation eine dynamishe Zustandsfunktion
tikets : agent → Doumentlist, welhe die derzeit auf den Mobiltelefonen gespeiherten Tikets
darstellt. Diese Liste wird in der Implementierung durh einen Java Datentyp dargestellt. Da-
mit ist die Zustandsfunktion tikets in der konkreten Spezikationsebene niht mehr nötig und
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kann durh einen Java Heap für jedes Mobiltelefon ersetzt werden (in welhem dann natürlih
auh andere Informationen, wie z.B. die Telefonnummer des Telefons, abgelegt sind).
Diese Betrahtung motiviert die Notwendigkeit einer Datentypkonversion zwishen dem ab-
strakten Zustand der niht verfeinerten Komponenten und dem konkreten Implementierungs-
zustand der verfeinerten Agenten. Diese Konversion ist dabei an zwei Stellen notwendig: Zum
Einen muss der interne abstrakte Zustand des Agenten, der verfeinert werden soll, im Rah-
men der Simulationsrelation einem konkreten Java Zustand zugeordnet werden. Zum Anderen
muss der verfeinerte Agent auh auf der konkreten Ebene Eingaben von anderen Agenten
entgegennehmen und Ausgaben an diese produzieren können. Damit muss auh seine lokale
Eingabe und Ausgabe jeweils mittels einer Datentypkonversion von abstrakten Dokumenten
nah Java Daten und umgekehrt konvertiert werden.
Es ergeben sih damit folgende generelle Zustandfunktionen für die Spezikation des Zustands
der konkreten Ebene bei Verfeinerung des Agenten agentj :
Denition 5.3.2 Verfeinerter Proseo Zustand bezüglih eines Agenten agentj
Der verfeinerte Zustand state einer Proseo ASM ist das Kreuzprodukt der Zustandsfunk-
tionen für den Kontext der ASM und der agentenlokalen Zustände. Der Kontext besteht aus
den Zustandsfunktionen der Infrastruktur inputs : agent→ nat→ doumentlist und onnetions
: onnetionset sowie dem Angreiferwissen attaker-known : doumentset. Die Zustandsfunktio-
nen der Agenten bilden die agentenlokalen Zustände. Dabei werden alle Zustandsfunktionen,
die in der Spezikation von agentj vorkommen, durh eine Zustandsfunktion store : agent →
store ersetzt.
state = inputs× onnetions× attaker-known
︸ ︷︷ ︸
ontext
× statefuni × ...× statefunn
︸ ︷︷ ︸
agentstate
× store : agent → store
︸ ︷︷ ︸
Java Stores
wobei statefuni × ... × statefunn eine Teilmenge der Zustandsfunktionen der abstrakten ASM
sind. Dabei handelt es sih genau um die Zustandsfunktionen, die innerhalb des Spezikati-
onsanteils des verfeinerten Agenten agentj niht benutzt werden.
Als Spezialfall der Ersetzung von Zustandsfunktionen ist es noh möglih, dass eine Zustands-
funktion der abstrakten Ebene durh mehr als einen Agententyp benutzt wird. Zur Verdeutli-
hung: Die Zustandsfunktion tikets : agent → doumentlist in der Cindy Anwendung ist zwar
(aufgrund ihres Funktionstyps) für alle Agenten (also z.B. auh für Kinoserver oder Angrei-
fer) deniert, wird allerdings nur innerhalb des Spezikationsteils für das Mobiltelefon benutzt
und verändert. Die Initialisierung der abstrakten Ebene stellt siher, dass diese Liste für alle
Agenten initial leer ist. Damit bleibt die Liste für alle niht-Mobiltelefone auh während der
Ausführung leer und insbesondere für deren Funktionalität irrelevant. Eine Entfernung bei
der Verfeinerung ändert damit keine Funktionalität. Sollte eine Zustandsfunktion jedoh sinn-
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voll für mehrere Agententypen benutzt werden, so muss diese bei der Verfeinerung natürlih
auh im Zustand der konkreten Ebene erhalten bleiben. Im Folgenden wird o.B.d.A. davon
ausgegangen, dass alle Zustandsfunktionen ausshlieÿlih jeweils für einen Agenten verwendet
werden. Dies lässt sih durh Duplikation und Umbenennung der Zustandsfunktionen immer
erreihen.
Im Folgenden verwenden wir den Begri agentenlokale Zustandsfunktionen von Agent a zur
Bezeihnung der Teilmenge aller Zustandsfunktionen, die nur in der Teilspezikation eines
Agenten a verwendet werden.
5.3.3 Simulationsrelation
Im Folgenden verwenden wir für die Darstellung die Data Renement Theorie.
Aufbauend auf der Denition der Zustände der beiden Ebenen lässt sih die gewünshte Simu-
lationsrelation - und damit insbesondere ein wesentliher Teil des intendierten Korrektheits-
begries - uniform denieren.
Intuitiv soll gelten, dass die konkrete Ebene das gleihe Zustandsübergangsverhalten zeigt
wie die abstrakte Ebene. Dies bedeutet formal die Denition einer Extraktionsfunktion, die
einen Java Zustand (also eine Objekthierarhie mit Pointerstrukturen) in einen zugehörigen
abstrakten Zustand wandelt. Unter der Annahme, dass
(statefun1 : agent → statetype1)× . . .× (statefuni−1 : agent → statetypei−1)
die agentenlokalen Zustandsfunktionen des verfeinerten Agenten sind, hat diese Funktion da-
mit folgende Signatur:
extrat : store → (statetype1 × . . .× statetypei−1)
Details zur Spezikation dieser Funktion werden allgemein in Kapitel 6 und speziell für Cindy
in Kapitel 7 gegeben. An dieser Stelle ist lediglih wihtig, dass die extrat Funktion den
Zusammenhang zwishen abstrakten Datentypen und den Java Typen herstellt.
Im Weiteren sei aontext der Kontext der abstrakten Ebene und ontext der Kontext der
konkreten Ebene. Im Weiteren sei aagentstate(1..n) := astatefun(1..i−1) × astatefun(i..n) der ab-
strakte agentenlokale Zustand (bestehend aus dem Zustand aagentstate(1..i−1) := astatefun1 ×
. . . × astatefuni−1 des verfeinerten Agenten und analog dem Zustand der niht verfeinerten
Agenten aagentstate(i..n)). Ebenso sei agentstate der konkrete Zustand und store die konkre-
te Zustandsfunktion für die Java Stores. Ebenso sei astate(1..i−1)(agent) eine Abkürzung für
astatefun1(agent) × . . . × astatefuni−1(agent).
Damit ergibt sih folgendes Grundgerüst für die Denition der Simulationsrelation, und damit
auh der Korrektheitsbegri, der durh ein korrektes Renement garantiert wird:
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R(aontext, aagentstate(1..i−1), aagentstate(i..n), ontext, agentstate, store)
↔ aontext = ontext
∧ (∀ agent. aagentstate(1..i−1)(agent) = extrat(store(agent)))




Der Kontext (also Angreiferwissen und Eingabequeues) muss in beiden Ebenen identish
sein. Damit ist durh eine korrekte Verfeinerung auh die Korrektheit bezüglih des Ein-
/Ausgabeverhaltens gegeben, modulo der Denition der Datentypumwandlung zwishen ab-
strakter Welt und Java Datentypen. Des Weiteren muss der abstrakte agentenlokale Zustand
des verfeinerten Agenten gleih dem Ergebnis der Anwendung der Extraktionsfunktion auf
den Java Store des Agenten sein. Damit wird die Korrektheit des Zustandsübergangsver-
haltens der konkreten Ebene modulo der Denition von extrat sihergestellt. Um diese Be-
dingungen zeigen zu können wird in der Praxis eigentlih immer eine zusätzlihe Invariante
gebrauht (die etwa Wohlgeformtheitsbedingungen auf Nahrihten oder ähnlihes enthält).
Aus Modularisierungsgründen wird diese Invariante aufgeteilt in drei Invarianten für den
Java Anteil (INV(store)), den abstrakten Zustand (INV(aagentstate(1..n)) und den Kontext
(INV(aontext)).
Abshlieÿend sei noh bemerkt, dass die genannte Simulationsrelation sowohl in einem auf
Data Renement als auh in einem auf ASM Renement basierenden Verfeinerungsansatz
verwendet werden kann. In letzterem Fall gibt sie sowohl die Denition für INV als auh für
IO an.
5.3.4 Initialisierung
Neben der Korrektheit jedes einzelnen Protokollshritts ist auh die korrekte Initialisierung
der Implementierung einer Komponente wihtig. Insbesondere beinhaltet die abstrakte Spe-
zikationsebene hier ein init(astate) Prädikat, das die Wohlgeformtheit des Initialzustandes
der ASM beshreibt. Details hierzu nden sih in [71℄. Im Fall der Cindy Anwendung besagt
dieses Prädikat etwa, dass alle Eingabequeues leer sein müssen. Ebenso darf der Angreifer
initial keine Passwörter der Benutzer oder zukünftige Datamatrix Codes der Tikets kennen.
Darüber hinaus müssen auh die agentenlokalen Zustandsfunktionen Restriktionen erfüllen.
So muss z.B.
∀ agent. tikets(agent) = [ ]
gelten, kein Telefon darf also initial bereits Tikets besitzen. Auh die entsprehenden History
Variablen wie booked müssen initial leer sein.
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Diese Initialisierungsbedingungen müssen natürlih nun in der Implementierung genauso erhal-
ten bleiben, um eine korrekte Verfeinerung zu erhalten. Dies ist für die Zustandsfunktionen des
Kontexts trivial, da diese auf der konkreten Ebene sowieso unverändert bleiben. Lediglih für
den agentenlokalen Zustandsteil für das Mobiltelefon muss substantiell etwas gezeigt werden.
Am Beispiel bedeutet dies, dass auh die Java Implementierung mit einer leeren Tiketliste
starten muss. Die Beweisverpihtungen für ein korrektes Renement (s. Kap. 5.4.5) fordern
dies dann auh entsprehend.
5.4 Spezikation der Verfeinerung
Es ist nun möglih, aufbauend auf den Vorgaben der vorangegangenen Kapitel, einen generi-
shen Spezikationsrahmen für die Verfeinerung von Kommunikationsprotokollen anzugeben
und auh die Simulationsrelation zwishen abstrakter und konkreter Ebene generish zu for-
mulieren. Damit ergibt sih auh ein generisher Korrektheitsbegri für Protokollimplemen-
tierungen.
Der allgemeine Rahmen ist dabei prinzipiell nah Abb. 5.9 aufgebaut. Die Darstellung ori-
entiert sih hierbei an der Data Renement Verfeinerungstheorie (s. Kap. 3). Bei Einsatz
von ASM Renement fallen die globalen Zustände weg. Die durh die Initialisierungs- und
Finalisierungsoperationen ausgedrükten Bedingungen werden hier dann durh IR und OR
angegeben. Im Folgenden verbleiben wir bei der Sihtweise des Data Renements.
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Abbildung 5.9: Struktur der Verfeinerung
Die Signatur der globalen Zustände entspriht der Signatur der abstrakten Ebene.
Die Initialisierung der konkreten Ebene entspriht der Initialisierung der abstrakten Ebene
bis auf die Teile zur Initialisierung der agentenlokalen Zustandsfunktionen des verfeinerten
Agenten. Diese werden nun im jeweiligen Java Store abgebildet. Zur Initialisierung wird hier
der Konstruktor der jeweiligen das Protokoll implementierenden Klasse verwendet. Die Fina-
lisierung wird durh die Identitätsfunktion auf der abstrakten Ebene und durh die bereits
in der Simulationsrelation verwendete Extraktionsfunktion extrat auf der konkreten Ebene
speziziert.
Im Folgenden sollen die Einzelshritte und die Initialisierung im generishen Spezikations-
rahmen im Detail betrahtet werden.
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5.4.1 Spezikation der Einzelshritte
Die Shritte des verfeinerten Agenten werden wie in Abb. 5.10 in der konkreten Ebene spezi-
ziert.
a s t a t e
r e c e i v e
R
c s t a t e
J A V A - I M P L
indoc  :=  i npu t s (agen t ) . f i r s t
p r o c e s s
A G E N T
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R
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s e n d ( o u t d o c )
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c s t o r e ( a g e n t )  : =  s t 0
p u b l i c  v o i d  s t e p ( ) {
     i n p u t  =  r e c e i v e ( ) ;
     o u t p u t  =  d o P r o t o c o l ( i n p u t ) ;
     s e n d ( o u t p u t ) ;
}
Abbildung 5.10: lokale Siht auf einen Agenten
Zu Beginn des Shrittes des Agenten wird (ausgehend von einem Zustand, in dem die Simu-
lationsrelation galt) die nähste Eingabe für den Agenten aus dessen lokaler Inputs-Funktion
genommen. Diese Eingabe wird nun mittels einer Konkretisierungsfunktion im Rahmen der
tostore Operation in einen Java Datentyp konvertiert und in den Speiher in einen tempo-
rären Zwishenspeiherplatz eingefügt. Der resultierende Speiher st0 ist der Kontext für die
Ausführung des Protokollshrittes in Java (step()). Hier handelt es sih nun um den funkti-
onsfähigen Code der Anwendung. Deren Implementierung sieht nun zunähst das Empfangen
einer Eingabe vor (receive). In Wirklihkeit wird hierbei die Kommunikationsinfrastruk-
tur der Implementierung verwendet (bei Cindy z.B. eine MMS Nahriht oder ein Publish-
Subsribe bzw. Command Mehanismus zur Kommunikation mit der graphishen Oberähe).
Zur Verikation wird diese Methode jedoh axiomatisiert. Sie liefert damit die Eingabe zu-
rük, die zuvor während tostore temporär dem Store hinzugefügt wurde. Anshlieÿend wird
diese Eingabe zur Abarbeitung der Protokollfunktionalität benutzt (hier durh eine Methode
doProtocol illustriert). Diese Methode produziert eine Ausgabe output, welhe shlieÿ-
lih mittels einer send Methode über die Kommunikationsinfrastruktur der Implementierung
versendet wird. Auh hier verwenden wir eine Axiomatisierung für die Methode, welhe dafür
sorgt, dass die Ausgabe ebenfalls im Speiher temporär zwishengespeihert wird.
Ist dies erfolgt, wird die dadurh erzeugte Ausgabe mittels einer Abstraktionsfunktion im Rah-
men von fromstore wieder in ein abstraktes Doument outdo konvertiert. Ebenso kann sih
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durh den Protokollshritt der Store verändert haben (z.B. kann bei Cindy ein neues Tiket
hinzugekommen sein). Daher wird die Zustandsfunktion store(agent) entsprehend aktuali-
siert. Die Ausgabe outdo wird nun wiederum über die normale Kommunikationsstruktur der
Proseo Welt über das SEND Makro an den rihtigen Empfänger versendet. Shlieÿlih
muss im resultierenden Zustand wieder die Simulationsrelation gelten.
Sollten weitere Angaben (wie z.B. bei Cindy auf Grund der verbindungslosen Kommunikation
der send-mode oder der reeiver) für das SEND Makro benötigt werden, so müssen diese na-
türlih als Parameter der Java send Methode angegeben werden und dann mittels fromstore
ebenso aus dem Speiher extrahiert werden.
Bemerkung: Die Darstellung hier kann den Eindruk erweken, dass wir während der Ver-
feinerung nur die möglihen Ergebnisse einer Konkretisierungsfunktion angewandt auf die
abstrakten Eingabe als Eingabe auf der konkreten Ebene betrahten. Dies ist niht der Fall.
Viel mehr geben wir später eine Implementierung für eine Kommunikationsinfrastruktur an
(also eine Implementierung der receive und send Methoden), die es uns erlaubt, alle ande-
ren in der konkreten Ebene mögliherweise zusätzlih vorkommenden Eingaben (man denke
an z.B. niht wohlgeformte Nahrihten) generish auszusortieren. Tatsählih ist dann eine
weitere Spezikation der konkreten Ebene, in der auh solhe ungültigen Eingaben betrahtet
werden, eine Verfeinerung der hier dargestellten konkreten Spezikationsebene. Mehr zu dieser
Überlegung wird in Kap. 8.1 und bei der Darstellung der Implementierung der Kommunika-
tionsshiht in Kap. 10.4 erklärt.
Dieser Spezikationsrahmen kann so für alle Proseo Spezikationen verwendet werden.
Die Funktionen tostore und fromstore sind dabei jeweils leiht an die jeweilige Fallstudie an-
zupassen. Einen generishen Rahmen gibt der nähste Abshnitt vor. So ist z.B. für mehrere
Eingabeports, wie dies bei der Cindy Anwendung der Fall ist, eine getrennte Behandlung der
jeweiligen Eingabequeues während tostore nötig. Insbesondere bekommt dann auh die reei-
ve Methode der Java Implementierung einen zusätzlihen Parameter, der den Eingabeport
angibt, auf dem empfangen werden soll. Bei Cindy ist etwa ein Port für die Kommando-
basierte-Kommunikation mit dem User Interfae zuständig und ein anderer Port repräsentiert
die Sende- und Empfangsinfrastruktur mittels MMS Nahrihten.
5.4.2 Integrationsprinzip in die ASM
Die tehnishe Integration des beshriebenen Verfeinerungsrahmens für Proseo ASMs ba-
siert auf der Tatsahe, dass die verwendete Logik (und damit auh das KIV System) keinen
Untershied zwishen Java Programmformeln, Formeln der dynamishen Logik und ASM Pro-
grammformeln maht:
Die bisherige abstrakte Denition des verfeinerten Agenten wird aus der Proseo ASM
entfernt. Der Zustand der ASM wird entsprehend Def. 5.3.2 angepasst. Alle anderen Teile
der ASM (inklusive der Hauptregel STEP) bleiben unverändert. An die Stelle der bisherigen
Denition des verfeinerten Agententyps AGENTR tritt eine neue ASM Regel der Form:
AGENTR(agent; inputs, store, . . .)
let outdo = ⊥ in {
TOSTORE(agent, inputs; store);
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hoose st with
∃ st0. st0 = store(agent) ∧
〈st0 ; Protool.theinstane.step(); 〉 st0 = st in {
FROMSTORE(agent, st; store, inputs, outdo, outport); }
if outdo 6= ⊥ then SEND(outdo, outport; inputs, . . .)}
Die Denition der ASM Regel für den Agenten agent beginnt zunähst mit der Deklaration
einer lokalen Variable outdo : Doument für die spätere Ausgabe. Danah wird mittels des
TOSTORE Makros die Eingabe für den Agenten in den Store geshrieben sowie einige andere
Initialisierungen durhgeführt (s. unten). Im Anshluss beinhaltet der Speiher store(agent)
die Eingaben für den Agenten agent. Im Kontext dieses Speihers wird nun das eigentlihe
Java Programm mit der Protokollfunktionalität step() aufgerufen. Der Speiher st, der dann
später in FROMSTORE als Ergebnis der konkreten Operation als neuer Speiher des Agen-
ten weiterverwendet wird, wird hier tehnish mittels einem hoose Konstrukt ausgewählt.
In dessen with Bedingung wird gerade die erfolgreihe Abwiklung des aktuellen Protokoll-
shritts gefordert und der Speiher st als deren Nahfolgezustand (ausgehend vom aktuellen
store(agent)) determiniert. Das anshlieÿende FROMSTORE Makro wandelt u.a. die Ausgabe
des Java Programms in ein abstraktes Doument outdo zurük, welhes im Anshluss mittels
des normalen Proseo SEND Makros versendet wird.
TOSTORE(agent, inputs; store)
if inputs(agent)(port1) = [ ℄ then
store(agent) := store(agent)[.ins1, null℄;




if inputs(agent)(portn) = [ ℄ then
store(agent) := store(agent)[.insn, null℄;
if inputs(agent)(portn) 6= [ ℄ then
store(agent) :=
store(agent)[do2java(.insn, inputs(agent)(portn).rst, store(agent))℄;
store(agent) := store(agent)[.outport, intval(0)℄;
store(agent) := store(agent)[.outs, null℄;
store(agent) := store(agent)[.re1, boolval(false)℄;
. . .
store(agent) := store(agent)[.ren, boolval(false)℄;
Das TOSTORE Makro muss zunähst den Speiher für die Abwiklung des nähsten Pro-
tokollshrittes vorbereiten. Intuitiv kann man sih vorstellen, dass hier die Sende- und Emp-
fangsinfrastruktur der realen Welt simuliert wird. Die Implementierung kann hierbei, wie oben
bereits erklärt, mehrere Ports für möglihe Eingaben besitzen. Daher existiert im Speiher für
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jeden Port i eine temporäre Speiherstelle insi. Die Initialisierung dieser Speiherstellen erfolgt
damit anhand des jeweiligen Zustands der Eingabequeue inputs(agent)(i). Ist diese leer (. . . =
[ ℄), dann wird die entsprehende temporäre Speiherstelle mit dem Java Wert null3 initiali-
siert, was keine Eingabe repräsentiert. Falls niht, muss mittels einer Konkretisierungsfunkti-
on do2java die Eingabe inputs(agent)(i).rst in einen Java Datentyp verwandelt werden (De-
tails dazu s. Kap. 6.4). Ergebnis dieser Funktion do2java(.insn, inputs(agent)(portn).rst, sto-
re(agent)) ist ein veränderter store(agent), in dessen künstlihem Feld store(agent)[.insn℄ ein
Referenzwert steht, mit dem die Java Repräsentation des Dokumentes inputs(agent)(portn).rst
abgebildet wird.
Ausser den Eingaben müssen noh andere temporäre Felder gesetzt werden, die ebenfalls für
die Abwiklung der Kommunikation nötig sind. So muss der temporäre Speiherort für den
Ausgabeport zurükgesetzt werden (store(agent)[.outport, intval(0)℄). Dieser Port signalisiert,
auf welhem Port das Ausgabedokument versandt werden soll. Analog muss die temporäre
Speiherstelle für die Ausgabe selbst (.outs) auf null zurükgesetzt werden. Shlieÿlih
exisiert noh für jeden Eingabeport i ein boolshes Feld rei. Dieses Feld signalisiert, ob am
jeweiligen Port eine Java reeive Operation aufgerufen wurde oder niht. Dies ist wihtig,
um zu wissen, ob im Anshluss an den Java Methodenaufruf die abstrakte Eingabequeue des
jeweiligen Ports zu verkürzen ist oder niht. Vor dem Shritt werden alle diese Felder mit
false initialisiert.
FROMSTORE(agent, st; store, inputs, outdo, outport)
store(agent) := st;
outport := store(agent)[.outport℄.intval;
outdo := java2do(.outs, store(agent))
if (store(agent)[.re1℄) then inputs(agent)(1) = inputs(agent)(1).rest;
. . .
if (store(agent)[.ren℄) then inputs(agent)(n) = inputs(agent)(n).rest;
Das FROMSTORE Makro erhält nun den Speiher, den das Programm zur Abwiklung der
Java Protokollfunktionalität als Nahfolgezustand hinterlassen hat (st). Zu Beginn des Makros
wird die Zustandsfunktion store(agent) daher auf diesen neuen Speiher aktualisiert. Im An-
shluss werden die für die Kommunikationsinfrastruktur wihtigen Parameter outport (für den
Ausgabeport) und outdo (für die eigentlihe Ausgabe) aus dem Speiher ausgelesen. Im Fall
des Ausgabedokuments ist hierbei eine zu der in TOSTORE verwendeten Funktion do2java
inverse Abstraktionsfunktion java2do nötig. Im Anshluss daran werden shlieÿlih anhand
der .rei Felder noh die Eingabequeues des Agenten um ein Element verkürzt, falls nötig.
Der hier vorgestellte Spezikationsrahmen ist für jeweils maximal eine Empfangs- und eine
Sende-Operation pro Protokollshritt vorgesehen. Dies hat sih in den bisherigen Betrahtun-
gen als ausreihend erwiesen. Dennoh kann der Rahmen einfah auf mehr als eine Empfangs-
operation erweitert werden. Dann muss die TOSTORE Operation die gesamte Eingabequeue
inputs(agent)(i) für jeden Port i in den Speiher legen. Ebenso müssen dann die rei Felder
einen Zahlenwert haben, der angibt, wie oft empfangen wurde. Analog muss natürlih FROM-
3
hier als Abkürzung für den tatsählihen Wert refval(jvmref) verwendet
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STORE angepasst werden. Für mehr als eine Sendeoperation muss shlieÿlih auh das .outs
Feld eine Liste bzw. ein Array von Ausgaben beinhalten und ebenso das .outport Feld.
5.4.3 Spezikation der Initialisierung
Neben der Spezikation für die einzelnen Protokollshritte muss auh die Initialisierung der
Proseo ASM angepasst werden. Hier muss nun für jede Instanz des verfeinerten Agen-
tentyps der Konstruktor der Implementierung aufgerufen werden. Ein init Prädikat aus der
Proseo ASM kann ebenso einfah auf die neue Spezikation angepasst werden. Es werden
wiederum alle Teile der Denition des Prädikats, die sih mit dem Zustand des verfeinerten
Agenten befassen, entfernt. Statt dessen wird der Aufruf des Konstruktors für jeden verfeiner-
ten Agenten hinzugefügt. Es ergibt sih eine Denition der Form:
init_onrete(globalstate, ontext, agentstate, store)
↔ init(ontext)
∧ init(agentstate)
∧ ∀ agent. is_rened_agent(agent) →
∃ st. okinitstore(st)
∧ 〈st; Protocol.theinstance =
new Protocol(initparams); 〉 st = store(agent)
Die Denitionen für die Initialisierung des Kontexts ontext und der Zustände der niht verfei-
nerten Agenten (agentstate) ergeben sih direkt aus der Dentition der Initialisierungsbedin-
gung init(aagentstate) der Proseo ASM, da ja aagentstate(i..n) = agentstate. Der globale
Zustand ist für die Initialisierung niht wihtig, erst bei der Finalisierung werden die globa-
len Zustände (identish zu denen der abstrakten Ebene) aus dem Speiher extrahiert. Daher
werden hier keine Anforderungen an den globalstate gestellt. Die letzten drei Zeilen geben den
Konstruktoraufruf für alle Instanzen des verfeinerten Agententyps vor (is_rened_agent). Der
Aufruf des Konstruktors selbst muss bereits im Kontext eines wohlgeformten Java Speihers
beginnen. Dies wird angegeben durh das Prädikat okinitstore für den initialen Speiher. So
muss z.B. der Ausführungsmodus st[.mode℄ = normal sein, es darf also aktuell keine Exeption
vor Ausführung des Konstruktors vorliegen. Im Weiteren müssen noh einige andere Wohlge-
formtheitskriterien für den Speiher gelten, z.B. müssen eventuelle Initialisierungsparameter
initparams für den Konstruktor wohlgeformt und vom rihtigen Typ sein. Initialisierungspa-
rameter könnten z.B. kryptographishe Shlüssel oder geheime Informationen sein (wie ein
Passwort, auf das das Programm prüfen soll). Diese Bedingungen werden in Kap. 7 nohmals
am Beispiel von Cindy genauer erläutert.
Im Kontext eines solhen Speihers soll nun der Konstruktor für die das Protokoll imple-
mentierende Klasse (hier Protocol) aufgerufen werden. Die daraus resultierende Referenz
wird im statishen Feld Protocol.theinstance gespeihert, damit im Anshluss darauf
die step() Methode für die Abwiklung der Funktionalität aufgerufen werden kann. Shlieÿ-
lih fordert die Nahbedingung des Konstruktoraufrufs (∀ agent. . . . 〈. . . 〉 st = store(agent)),
dass die Zustandsfunktion store der konkreten Ebene nun aus genau den aus diesen Aufrufen
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resultierenden Stores gebildet ist.
5.4.4 Spezikation der Finalisierung
Bei der Finalisierung werden nun alle Zustände der jeweiligen Ebenen in den Globalzustand ex-
trahiert. Damit besteht globalstate aus den Zustandsfunktionen der abstrakten Ebene. Da wir
an der Vererbung von Invarianzeigenshaften ϕ(globalstate, globalstate′) für alle (globalstate,
globalstate′) ∈ APROG interessiert sind, ist dabei auh die Teilmenge der Zustandsfunktio-
nen ausreihend, die für ϕ massgeblih sind. Im Folgenden gehen wir der Einfahheit halber
immer von der gesamten Signatur der abstrakten Ebene aus.
Für die abstrakte Ebene ergibt sih einfah die Identität (mit globalstate := agentstate(1..n)×
context):
n_abstrat(aontext, aagentstate, agentstate(1..n) × ontext)
↔ ontext = aontext
∧ agentstate(1..n) = aagentstate
Die Finalisierung der konkreten Ebene verwendet dagegen wiederum die Extraktionsfunktion
(mit einer Zerlegung der agentenlokalen Zustandsfunktionen analog zu Kap. 5.3.3) :
n_onrete(ontext, agentstate, store, agentstate(1..n) × ontext)
↔ ontext = ontext
∧ (∀ agent. agentstate(1..i−1)(agent) = extrat(store(agent)))
∧ agentstate(i..n) = agentstate
5.4.5 Resultierende Beweisverpihtungen
Shlieÿlih muss nun die Data Renement Theorie (s. Kap. 3.4.1) mittels des vorgestellten Spe-
zikationsrahmens instantiiert werden. In KIV wird dazu die Spezikationsinstantiierung aus
Kap. 3.4.3 verwendet. Dies erfordert insbesondere die Denition der relationalen Operationen
des Data Renements mittels der dynamishen Logik im Rahmen des Signaturisomorphismus.
Die Denition der Instantiierung folgt dabei folgendem Shema zur Denition einer Relation
OP zwishen Zuständen state und state' mittels einem (indeterministshen) Programm OP#.
Die beiden in Relation stehenden Zustände werden durh Anfangs- und Endzustände des
dazugehörigen Programms deniert:
OP(state, state') ↔ 〈OP#(; state) 〉 state = state'
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Damit diese Relation (wie beim hier verwendeten Data Renement gefordert, s. Denition von
Datentypen in Kapitel 3.4.1) total ist, muss noh die Terminierung von OP#(; state) gezeigt
werden:
⊢ 〈|OP#(; state)|〉 true
Die Menge der möglihen Operationen im Data Renement auf abstrakter Ebene beinhaltet
damit ausshlieÿlih die Einzelshritt-Regel STEPA (s. Kap. 3.5.3) der Proseo ASM. Die
Indexmenge I ist damit einelementig I = {A} . Die einzige Operation ist also AOPA.
Die konkrete Indexmenge ist analog I = {C} und die einzige Operation COPC wird analog mit
der Shrittregel STEPC der konkreten ASM Spezikation deniert.
Damit spezizieren wir:
Spezifikation:
AOPA(inputs, onnetions, attakerknown, statefun1, . . ., statefunn,
inputs', onnetions', attakerknown', statefun'1, . . ., statefun'n)
↔ 〈STEPA#(;inputs, onnetions, attakerknown, statefun1, . . ., statefunn) 〉
( inputs = inputs' ∧ onnetions = onnetions'
∧ attakerknown = attakerknown'
∧ statefun1 = statefun'1 ∧ . . . ∧ statefunn = statefun'n )
und analog für COP:
Spezifikation:
COPC(inputs, onnetions, attakerknown, statefun1, . . ., statefunk, store,
inputs', onnetions', attakerknown', statefun'1, . . ., statefun'k, store')
↔ 〈STEPC#(;inputs, onnetions, attakerknown, statefun1, . . ., statefunk) 〉
( inputs = inputs' ∧ onnetions = onnetions'
∧ attakerknown = attakerknown'
∧ statefun1 = statefun'1 ∧ . . . ∧ statefunk = statefun'k
∧ store = store')
Die Initialisierungsoperationen INIT werden als äquivalent zu den Prädikaten init aus der
Proseo ASM bzw. dem oben vorgestellten Prädikat init_onrete deniert.
Als Beweisverpihtungen ergeben sih damit aus der Instantiierung:
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gstatefun1, . . ., gstatefunn,
inputs, onnetions, attakerknown,
statefun1, . . ., statefunk, store)
⊢
init_abstrat(ginputs, gonnetions, gattakerknown,
gstatefun1, . . ., gstatefunn,
ainputs, aonnetions, aattakerknown,
astatefun1, . . ., astatefunn)
∧ R(ainputs, aonnetions, aattakerknown, astatefun1, . . ., astatefunn,
inputs, onnetions, attakerknown, statefun1, . . ., statefunk, store)
Theorem:
Korrektheit:
R(ainputs, aonnetions, aattakerknown, astatefun1, . . ., astatefunn,
inputs, onnetions, attakerknown, statefun1, . . ., statefunk, store),
〈STEPC#(;inputs, onnetions, attakerknown, statefun1, . . ., statefunk) 〉
( inputs = inputs' ∧ onnetions = onnetions'
∧ attakerknown = attakerknown'
∧ statefun1 = statefun'1 ∧ . . . ∧ statefunk = statefun'k
∧ store = store')
⊢
〈STEPA#(;ainputs, aonnetions, aattakerknown, astatefun1, . . ., astatefunn) 〉
R(ainputs, aonnetions, aattakerknown,
astatefun1, . . ., astatefunn,
inputs', onnetions', attakerknown',
statefun'1, . . ., statefun'k, store')
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astatefun1, . . ., astatefunn,
inputs, onnetions, attakerknown,
statefun1, . . . , statefunk, store),
n_onrete(inputs, onnetions, attakerknown, statefun1, . . ., statefunk,
ginputs, gonnetions, gattakerknown, gstatefun1, . . ., gstatefunn)
⊢
n_abstrat(ainputs, aonnetions, aattakerknown,
astatefun1, . . ., astatefunn,
ginputs, gonnetions, gattakerknown,
gstatefun1, . . ., gstatefunn)
Die wihtigste Beweisverpihtung ist dabei die Bedingung Korrektheit. Der Beweis dieser
Aussage erfolgt nun zunähst durh symbolishe Ausführung des konkreten ASM Shrittes
STEPC . Da dessen Denition der Denition der Proseo ASM gleiht (s. Kap. 3.5), erhal-
ten wir daraus eine Falluntersheidung über den Agenten, der einen Protokollshritt ausfüh-
ren soll. Da alle Makro-Denitionen bis auf den verfeinerten Agenten in der konkreten Ebene
identish sind, sind fast alle Fälle trivial und lassen sih durh entsprehende symbolishe Aus-
führung des abstrakten Shrittes STEPA und Auswahl des entsprehenden Agenten shlieÿen.
Es verbleibt damit als Hauptbeweisverpihtung für die Korrektheit des verfeinerten Agenten
folgende Beweisverpihtung (hier dargestellt nah Aufruf des Makros für den verfeinerten





astatefun1, . . ., astatefunn,
inputs, onnetions, attakerknown,
statefun1, . . ., statefunk, store),
〈TOSTORE(agent, inputs; store) 〉 store = store0,
st0 = store0(agent),
〈st0 ; Protocol.theinstance.step(); 〉 st0 = st,
〈FROMSTORE(agent, st; store0, inputs, outdo, outport) 〉
( store0 = store1 ∧ inputs = inputs1
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∧ outdo = outdo0 ∧ outport = outport0)
〈if outdo0 6= ⊥ then SEND(outdo0, outport0; inputs1, attakerknown, . . .) 〉
(inputs1 = inputs2 ∧ attakerknown = attakerknown2 ∧ . . .)
. . .
⊢
〈AGENTR(agent, ainputs, aonnetions, aattakerknown,
astatefun1, . . . , astatefunn) 〉
R(ainputs, aonnetions, aattakerknown,
astatefun1, . . . , astatefunn,
inputs2, onnetions, attakerknown2,
statefun1, . . ., statefunk, store1)
Diese Beweisverpihtung gibt dabei genau die Kommutierungsbedingung für das Diagramm
aus Abb. 5.10 an.
Diese Beweisverpihtungen und ihre Beweise werden in Kap. 7 für die Cindy Applikation
und in Kapitel 13 für die Mondex Anwendung im Detail nohmals am Beispiel konkretisiert.
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Dieses Kapitel stellt die verwendeten Datentypen der Implementierung vor. Insbesonde-
re wird eine generishe Implementierung der Douments gegeben. Des Weiteren werden
Funktionen zur Wandlung der abstrakten Typen in Implementierungstypen speziziert.
Zusätzlih harakterisieren wir einen Gültigkeitsbegri auf den entstehenden Java Re-
präsentationen. Die Behandlung der kryptographishen Operationen wird erst später in
Kap. 9 eingeführt. Die in diesem Kapitel beshriebenen Arbeiten wurden in [68℄ und [66℄
publiziert.
6.1 Abstrakte Datentypen in Kommunikationsprotokollen
Wie bereits in Kap. 3.5 erläutert, verwenden Protokollspezikationen nah dem Proseo
Ansatz den Datentyp Doument, um Nahrihten und auh interne Zustände zu spezizieren.
Die Verwendung dieses Datentyps ist auf Grund des generishen Angreifermodells in Prose-
o wihtig, da anhand dieses Datentyps die Fähigkeiten des Angreifers beshrieben werden.
Zur kurzen Wiederholung hier nohmals die algebraishe Spezikation des Datentyps Dou-
ment, diesmal in vollständiger KIV Syntax mit den Typüberprüfungsprädikaten für jeden
Subtyp. Dabei ist z.B. isIntDo(do) ↔ ∃ i. do = intdo(i).
Spezifikation:
Doument =
IntDo(value : int) with isIntDo
| NoneDo(none : None) with isNoneDo
| SeretDo(seret : Seret) with isSeretDo
| KeyDo(key : Key) with isKeyDo
| HashDo(hash : Doument) with isHashDo
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| EnDo(key : Key, do : Doument) with isEnDo
| SigDo(key : Key, do : Doument) with isSigDo
| Dolist(dos : Doumentlist) with isDolist
Doumentlist =
[ ℄ with isEmptyList
| . + . (.rst : Doument, .rest : Doumentlist) with isDoumentlist
None = mkNone(value : int) with isNone
Seret = mkSeret(value : int) with isSeret
Key = mkKey(value : int) with isKey
Auf Grund der zentralen Rolle dieses Datentyps ist es wihtig, eine einheitlihe und eben-
so generishe Implementierung für den Datentyp in Java anzugeben. Des Weiteren müssen
Mapping Funktionen java2do und do2java zur Wandlung zwishen abstrakter und konkreter
Ebene angegeben werden. Diese Funktionen dienen zur Spezikation der extrat Funktion im
Rahmen der Simulationsrelation (s. Kap. 5.3.3) und der Makros FROMSTORE und TOSTORE
(s. Kap. 5.4.2).
6.2 Diskussion
Die wihtigste Frage bei der Abbildung der Datentypen in die Implementierungsebene ist die
Frage, ob die Abbildung typerhaltend erfolgen muss. Aus reiner Implementierungssiht würde
man wohl zunähst abstreiten, die Angabe des Typs einer Nahriht in einer Implementie-
rung unbedingt zu benötigen. Aus Siht einer korrekten Verfeinerung sind die Typangaben
allerdings wesentlih. Folgende Beispiele sollen dies illustrieren:
Wir betrahten im Folgenden eine einfahe Passwort Überprüfung zur Authentizierung eines
Benutzers. Als Eingabe für die Überprüfungsoperation soll ein Doument indo dienen, das im
Erfolgsfall als Wert ein SeretDo mit dem rihtigen Passwort als Seret enthält. Unter der
Annahme, dass es eine Zustandsfunktion password : agent → seret gibt, die die Passwörter
der Agenten abbildet, sowie eine weitere Funktion hekok : agent → boolean, die den Erfolg
oder Misserfolg des Passwort-Cheks angibt, kann eine erste Spezikation für die Überprüfung
für einen Agenten agent wie folgt aussehen:
CHECKPASSWORD(agent, password; inputs, hekok)
if (inputs(agent)(1) 6= [ ℄) then {
indo = inputs(agent)(1).rst;
inputs(agent)(1) := inputs(agent)(1).rest;
if (isSeretDo(indo)) then {
if (indo.seret = password(agent)) then hekok(agent) := true
else hekok(agent) := false }
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Nehmen wir im Weiteren an, dass diese Spezikation nun implementiert werden soll. Wäh-
len wir dazu zunähst eine Implementierung, in der Eingabenahrihten ohne Typ dargestellt
werden sollen. Ohne Beshränkung der Allgemeinheit wählen wir zur Illustration eine Im-
plementierung mittels einer einfahen Folge von bytes. Eine Konkretisierungsfunktion, die
unseren abstrakten Datentyp Doument in die Implementierungswelt abbildet, wäre damit
eine Funktion, die den jeweiligen innersten Dokumentenwert (also z.B. den Integer value bei
einem IntDo) in eine Folge von bytes konvertiert. Eine solhe Funktion do2javabytes würde







Ebenso können wir uns eine sehr einfahe Java Implementierung in folgendem Stil vorstellen,
wobei das Kommunikationsinterfae jetzt natürlih ungetypte Folgen von bytes versenden und
empfangen muss:
1
2 public class PasswordCheck {
3 private static PasswordCheck theinstance;
4
5 public boolean checkok;
6 public byte[] password;
7 public CommInterface comm;
8
9 public PasswordCheck(CommInterface c, byte[] password){
10 this.comm = c;
11 this.password = password;
12 }
13
14 public void checkPassword(){
15 byte[] input = comm.receive();
16 if(ByteArray.equals(input, password)) checkok = true;
17 else checkok = false;
18 }
19 }
Darauf aufbauend wäre eine möglihe Simulationsrelation
2




Die Funktion int2bytes übernimmt hierbei die Abbildung eines int Wertes in eine byte Folge.
2
Wir verzihten in der Darstellung hier der Einfahheit halber auf für die Diskussion niht wesentliher
Zustandsfunktionen wie z.B. attakerknown.
3
Die Hilfsfunktion getbytearray : referene × store→ bytes liefert das byte Array, das im gegebenen Speiher
an der gegebenen Referenz gespeihert ist.
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R(ainputs, hekok, password, inputs, store)
↔ ainputs = inputs




Shlieÿlih müsste während des TOSTORE Makros die Eingabe als byte[] in den Speiher










Eine solhe Implementierung müsste nun, um eine korrekte Verfeinerung der Spezikation zu
sein, die Korrektheitsaussagen nah Kap. 5.4.5 erfüllen. Dies bedeutet, dass zu jedem Ablauf
der konkreten Ebene ein Ablauf der abstrakten Ebene gefunden werden muss, dessen Nahfol-
gezustand wiederum die Simulationsrelation R erfüllt. Betrahten wir einen Ausgangszustand,
in dem gilt:
inputs(agentk)(1) = seretdo(password(agentk)) + [ ℄
Für diese Eingabe wird während TOSTORE ein byte Array in den Speiher eingefügt, das dem
int Wert password(agentk).value entspriht. Für dieses byte Array gilt im Code nah dem Emp-
fangen selbigens als input natürlih ByteArray.equals(input, password) auf Grund
der Simulationsrelation. Damit wird checkok = true. Das gleihe gilt ebenso für die ab-
strakte Spezikation und damit gilt auh nah deren Shritt wieder die Simulationsrelation.
Für diese Eingabe stimmt also die Verfeinerung.
Betrahten wir nun eine Eingabe:
inputs(agentk)(1) = intdo(password(agentk).value) + [ ℄
4
addbytearray(rk, bytes, st) fügt in den Speiher st an der Stelle rk die byte-Folge bytes ein.
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Eingabe ist also ein IntDo, dessen int-Wert gerade dem Wert des Passworts entspriht. Da
während TOSTORE der Typ der Eingabe vergessen wird, gilt die selbe Argumentation wie im
vorherigen Fall und es gilt wiederum checkok = true. Im Abstrakten gilt nun allerdings
natürlih niht isSeretDo(indo), womit hier hekok(agent) := false gilt. Die Verfeinerung
ist also niht korrekt.
Diese Diskussion zeigt, dass eine Implementierung einer solhen Spezikation in der Lage sein
muss, die Typen der Eingabedokumente prüfen zu können. Will man dies um jeden Preis
vermeiden, kann man nun noh argumentieren, dass eine abstrakte Spezikation dann keine
Typüberprüfungsoperationen verwenden darf. Damit wäre die Spezikation (die Veränderung
ist durh Kursivdruk hervorgehoben):
CHECKPASSWORD(agent, password; inputs, hekok)
if (inputs(agent)(1) 6= [ ℄) then {
indo = inputs(agent)(1).rst;
inputs(agent)(1) := inputs(agent)(1).rest;
if (indo = seretdo(password(agent))) then hekok(agent) := true
else hekok(agent) := false }
Hier tritt nun allerdings bei Eingabe eines Dokumentes, das kein SeretDo ist, wiederum das
gleihe Problem wie oben beshrieben auf: Die Implementierung überprüft lediglih den Wert,
die Spezikation überprüft durh den Test auf Gleihheit zu seretdo(password(agent)) doh
implizit den Typ. Die Verfeinerung ist also wiederum niht korrekt.
Shlieÿlih liegt der Gedanke nahe, auh in der Spezikation lediglih den Wert zu überprüfen.
Spezizieren wir als letzte Möglihkeit also wie folgt:
CHECKPASSWORD(agent, password; inputs, hekok)
if (inputs(agent)(1) 6= [ ℄) then {
indo = inputs(agent)(1).rst;
inputs(agent)(1) := inputs(agent)(1).rest;
if (indo.seret = password(agent)) then hekok(agent) := true
else hekok(agent) := false }
Hier tritt jetzt ein anderes Problem auf: Bei Eingabe eines IntDos wird hier eine Selektor-
funktion .seret angewendet, die für den Typ IntDo (durh die Datentypspezikation für
Dokumente) unspeziziert ist. Damit kann der aus indo.seret resultierende potentiell pass-
word(agent) sein oder eben auh niht. Da dies niht deniert ist, kann für diese Spezikation
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die Korrektheit der Verfeinerung niht gezeigt werden
5
.
Wir sehen also, dass eine Implementierung für die Dokumente, die Typinformationen erhält,
für eine korrekte Verfeinerung wesentlih ist.
6.3 Eine Implementierung
Konzeptionell entspriht eine Data Speiation eines Summentyps, wie sie beim Doument
Typ vorliegt, in der Java Implementierungsebene einer Klassenhierarhie, die mittels vershie-
dener Subklassen einer abstrakten Klasse die vershiedenen Typen des Summentyps nahbil-
det.
In diesem Abshnitt beshränken wir uns dabei in der Darstellung auf die Subtypen des Dou-
ment Typs, die keine kryptographishen Operationen abbilden. Diese sind IntDo, NoneDo,
SeretDo, KeyDo und Dolist. Die kryptographishen Typen HashDo, SigDo und EnDo
werden in Kap. 9 behandelt.
Wir verwenden zur Abbildung der Dokumente eine Implementierung nah dem Klassendia-
gramm in Abb. 6.1.
D o c u m e n tD o c l i s t
*
*
I n t D o c
-  va lue  :  by te [ ]
N o n c e D o c K e y D o c
N o n c e
-  nonceva l  :  b y t e [ ]
S e c r e t D o c
-  sec re t  :  by te [ ]
K e y
-  keyva l  :  by te [ ]
* *
1 1
c o n t a i n s
n o n c e k e y
Abbildung 6.1: Klassenhierarhie für Dokumente ohne Kryptographie
Als Wurzel der gesamten Hierarhie dient eine abstrakte Klasse Document. Deren Subklassen
bilden nun die vershiedenen Subtypen des abstrakten Doument Typs ab.
Die reinen Integer-Werte der abstrakten Dokumente werden in der Implementierung durh
byte Arrays umgesetzt. Dies erlaubt im Gegensatz zu einer Abbildung mit dem normalen
5
Wäre die Selektorfunktion .seret für IntDo deniert, würde auh das das Problem niht lösen. Der
einzig sinnvolle Rükgabewert bei Anwendung einer solhen falshen Selektorfunktion wäre ein konstanter
Default-Wert x. Damit wäre die Implementierung wiederum falsh, solange password(agent) 6= x.
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Java int Typ auh die Implementierung sehr groÿer IntDos. Der Java int Typ besitzt
lediglih einen Wertebereih von −231 ≤ i ≤ 231 − 1. In Proseo Spezikationen wird der
IntDo Typ allerdings auh häug dazu verwendet, beliebige Daten abzubilden. Bei der Cindy
Applikation werden mit ihm z.B. die Daten des bestellten Tikets (also Dinge wie Filmname,
Sitzplatznummer, Kinonummer, ...) abgebildet, ohne diese näher zu spezizieren. Betrahtet
man die Aneinanderreihung dieser Daten einfah als groÿe Zahl, so erhält man shnell Werte,
die den Wertebereih des Java int Typs übersteigen. Aus diesem Grund verwenden wir eine
Folge von bytes zur Abbildung. Im KIV Java Kalkül gibt es vereinfahend für Arrays keine
Maximallänge. Damit wird rein formal gesehen die Abbildung beliebig langer IntDos möglih.
Bezogen auf ehtes Java ist dies eine Abstraktion, Java Arrays haben eine Maximallänge. Diese
ist der maximale intWert 231−1. Damit können in der Realität IntDosmit einem abstrakten
int Wert i im Bereih von −256(2
31) ≤ i ≤ 256(2
31−1) − 1 abgebildet werden. Dieser Wert ist
(insbesondere auf die hauptsählih betrahteten Anwendungsdomänen mobile Endgeräte
und Chipkarten) groÿ genug um jemals als realer Nahrihteninhalt (shon rein tehnish)
auftreten zu können.
Ein abstraktes IntDo(i) entspriht damit einer Pointerstruktur, die aus einem IntDoc Objekt
mit einer Referenz auf ein byte[] mit Wert int2bytes(i) besteht. Analog werden auh Seret-
Dos abgebildet. Der eigene Seret Typ ist in der Implementierung niht notwendig, daher
wird das byte[] direkt in der Klasse SecretDoc referenziert.
Die NoneDo und KeyDo Typen werden auh durh entsprehende Subklassen von Document
abgebildet. Hier werden die Werte allerdings noh in eigene Klassen Nonce und Key ausge-
lagert. Der Grund hierfür ist die häuge Speiherung und Benutzung dieser Werte ohne ihre
Dokumentenhülle in Anwendungen. So soll eine Bibliothek für kryptographishe Operatio-
nen zur Durhführung einer Vershlüsselungsoperation lediglih einen Key benötigen und niht
gleih ein KeyDoc. Ebenso soll die Generierungsfunktion für Zufallszahlen eine Nonce statt
eines NonceDocs zurükgeben.
Die Dokumentenliste doumentlist wird in der Implementierung als Array Document[] ab-
gebildet. Ihre Hüllklasse Doclist bildet den entsprehenden abstrakten Dolist Typ ab und
implementiert die gegenseitig rekursive Denition der abstrakten Ebene.
Diese Hierarhie implementiert damit eine typerhaltende Abbildung der abstrakten Dokumen-
te.
6.4 Von abstrakten Datentypen nah Java
Für die eigentlihe Abbildung der abstrakten Datentypen im Rahmen der Verfeinerung müssen
nun Konkretisierungsfunktionen und Abstraktionsfunktionen deniert werden. In diesem Ab-
shnitt denieren wir dazu die Funktionen do2java und im nähsten Abshnitt dann java2do
für die beiden Transformationsrihtungen. Diese beiden Funktionen werden zur Denition
der extrat Funktion in der Simulationsrelation in der Verfeinerung und auh innerhalb der
Denitionen von TOSTORE und FROMSTORE verwendet.
do2java soll ein abstraktes Doument in eine Pointerstruktur transformieren und diese dem
Speiher hinzufügen. Dazu müssen neue Referenzen in den Speiher eingefügt werden. Eine
neue Referenz ist dabei eine Referenz, die noh niht als Referenz eines refkey rk = r  sk als
Shlüssel im Speiher vorkommt. Dazu verwenden wir ein Prädikat newref : referene × store.
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Es gilt
newref(r,st) ↔ ¬ r ∈ st
mit
r ∈ st ↔ ∃ sk. r - sk ∈ st
und
¬ rk ∈ ∅
rk ∈ st[rk0, val℄ ↔ rk = rk0 ∨ rk ∈ st
Zur Konstruktion solher neuer Referenzen verwenden wir eine Funktion newref : store →
referene. Es gilt:
newref(newref(st), st)
Zur Konstruktion einer einzelnen neuen Referenz mittels der Funktion newref : store → refe-
rene wird eine Ordnung auf den Referenzen deniert. Dann wird einfah die nähste niht im
Speiher vorkommende Referenz bezüglih dieser Ordnung von newref zurükgegeben. Für die
Konstruktion mehrerer neuer (und untereinander disjunkter) Referenzen auf einmal gibt es
die Funktion newref_list(i, st), die per einfaher Rekursion eine Liste von i neuen Referenzen
bezüglih st erstellt.
Im Weiteren benötigen wir noh Funktionen, um dem Store Objekte hinzuzufügen. Dies wird
mittels addobj : referene × javatype × eldinits × store→ store für neue Objekte und addarray
: referene × javatype × javavalues × store→ store für neue Arrays durhgeführt. Die Funktion
addobj(r, ty, fss, st) liefert dabei einen neuen Speiher zurük, der an der Referenz r ein Objekt
vom Typ
6
ty enthält und ansonsten unverändert gegenüber st ist. Die eldinits fss sind dabei
eine Liste von Tupeln aus eldspe und javavalue. Diese Liste gibt damit die initialen Werte
der Felder des Objektes an. Analog dazu fügt addarray(r, ty, vals, st) ein neues Array mit
6
Ein Typ ty ist dabei ein Datentyp javatype = mklasstype(.lass : String) | mkarraytype(.type : javatype)
| int_type | byte_type | ... , der die möglihen Typen in Java angibt. Abkürzend für mklasstype(lassname)
werden wir im Folgenden einfah lassname shreiben.
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Elementtyp ty an der Referenz r in den Speiher st ein. Die Initialwerte und die Länge des
Arrays werden dabei durh die Liste von javavalues vals angegeben.
Damit können wir nun do2java spezizieren. Die Funktion soll als Rükgabewert den neuen
Speiher nah Einfügen des Objekts und auh die Referenz, die als Wurzel der neuen Zei-
gerstruktur eingefügt wurde, zurükgeben. Letzteres ist wihtig, um das Objekt nah dem
Einfügen referenzieren zu können. Damit erhalten wir als Signatur do2java : Doument ×
store → referene × store.
Als Beispiel betrahten wir zunähst den IntDo Typ:
Spezifikation:
do2java-intdo:
r1 + r2 = newref_list(2, st)
→ do2java(IntDo(i), st) =
r1
× addobj(r1, IntDo, .value × refval(r2),
addarray(r2, byte_type, int2bytes(i), st))
Gegeben seien hier zwei neue Referenzen r1 und r2 bzgl. eines Speihers st. Dann erfolgt das
Einfügen eines IntDo(i) durh Einfügen eines byte Arrays (addarray(...)) an Referenz r2 mit
den byte Werten int2bytes(i). Dieses Array ist nun der Wert des .value Feldes eines IntDoc
Objekts, das im Anshluss an Referenz r1 eingefügt wird. r1 bildet auh gleihzeitig die Wurzel
der entstehenden Pointerstruktur.
Genauso erfolgt das Transformieren eines SeretDo:
Spezifikation:
do2java-seretdo:
r1 + r2 = newref_list(2, st)
→ do2java(SeretDo(seret), st) =
r1
× addobj(r1, SeretDo, .seret × refval(r2),
addarray(r2, byte_type, int2bytes(seret.int), st))
Analog dazu erfolgt das Wandeln eines KeyDo und eines NoneDo, allerdings muss hier noh
jeweils ein Key und None Objekt konstruiert werden. Man benötigt also drei neue Referenzen
statt nur zwei:
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r1 + r2 + r3 = newref_list(3, st)
→ do2java(NoneDo(none), st) =
r1
× addobj(r1, NoneDo, .none × refval(r2),
addobj(r2, None, .noneval × refval(r3),
addarray(r3, byte_type, int2bytes(none.int), st))
Spezifikation:
do2java-keydo:
r1 + r2 + r3 = newref_list(3, st)
→ do2java(KeyDo(key), st) =
r1
× addobj(r1, KeyDo, .key × refval(r2),
addobj(r2, Key, .keyval × refval(r3),
addarray(r3, byte_type, int2bytes(key.int), st))
Shlieÿlih fehlt noh die Umwandlung der Dolist. Diese muss nun rekursiv über die Liste
der enthaltenen Dokumente erfolgen. Wir spezizieren daher eine neue Funktion dos2java :
doumentlist × store→ referenes × store. Die Funktion fügt eine ganze Liste von Dokumenten
in der Speiher ein und gibt alle Wurzelreferenzen der dabei entstandenen Pointerstrukturen
zurük. Ihre Spezikation ist damit:
Spezifikation:
dos2java-empty:
dos2java([ ℄, st) = [ ℄ × st
dos2java-list:
do2java(do, st) = r × st0
∧ dos2java(dos, st0) = refs × st1
→ dos2java(do + dos, st) = r + refs × st1
Damit können wir nun das Transformieren einer Dolist spezizieren:
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Spezifikation:
do2java-dolist:
refs × st0 = dos2java(dos, st)
∧ r1 + r2 = newref_list(2, st0)
→ do2java(Dolist(dos), st) =
r1
× addobj(r1, Dolist, .dos × refval(r2),
addarray(r2, Doument, mkjavavalues(refs) , st0))
Das Einfügen einer Dolist erfolgt zunähst analog zu den obigen Spezikationen durh An-
legen eines neuen Objekts mit Doclist Typ. Dessen Feld .docs beinhaltet eine Referenz
r1 auf ein neues Array mit Typ Document[ ]. Dieses Feld implementiert die Aggregation
ontains zwishen Doclist und Document in Abb. 6.1. Es beinhaltet die Referenzwerte
(mkjavavalues(refs))
7
, die aus dem Aufruf von dos2java für die Dokumentenliste entstanden
sind.
Damit ist die Konkretisierungsfunktion do2java für die niht-kryptographishen Dokumente
vollständig speziziert.
6.5 Anwendung von do2java im Renement
Die Funktion do2java wird nun im Verfeinerungsframework innerhalb der Denition des TO-
STOREMakros verwendet (s. Kap. 5.4.2). Sie dient dazu, eine Pointerstruktur in den Speiher
einzufügen, die der abstrakten Eingabe auf den jeweiligen Eingabeports der verfeinerten Agen-
ten entspriht. Die in Kap. Kap. 5.4.2 verwendete Funktion do2java : refkey × doument ×
store → store ist dabei nur eine Wrapper Funktion für das hier beshriebene do2java : dou-
ment × store → store × referene und ist demnah wie folgt axiomatisiert:
Spezifikation:
do2java-wrapper:
do2java(do, st) = r × st0
→ do2java(rk, do, st) = st0[rk, refval(r)℄
Nah Ausführung des TOSTORE Makros wird die Implementierung des verfeinerten Agenten
aufgerufen (z.B. die Protocol.step() Methode bei Cindy). Hierin wird dann eine reei-
ve() Operation aufgerufen, die nun in der Realität mittels der Kommunikationsinfrastruktur-
Implementierung (z.B. Zugri auf MMS Nahrihten oder Kommandos der Oberähe) auf das
7
mkjavavalues verwandelt eine Liste von Referenzen refs in eine Liste von Referenzwerten refvals.
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Netzwerk zugreift und eine reale Eingabe zurükliefert. In der Verikation fordern wir nun von
dieser Implementierung der receive() Methode, dass sie eine Instanz des Document Typs
zurükliefert. Dabei handelt es sih dann genau um die Instanz, die zuvor während TOSTORE
mittels java2do in den Speiher eingefügt wurde.




validref(doument-prog, r, CommInterfae, st)
∧ r 6= jvmref
∧ st = st0
→ 〈st ; r1 = r.reeive() 〉 (st = st0[.re, boolval(true)℄ ∧ r1 = st[.ins℄)
Die receive Methode soll also genau den Pointer auf die Struktur zurük liefern, die am
Anfang des Shrittes des verfeinerten Agenten mittels TOSTORE und do2java und den Spei-
her an die Stelle .ins eingefügt wurde. Sollten mehrere Ports für die Anwendung benötigt
werden, wird hier dann natürlih für jeden Port ein entsprehendes Axiom wie oben benötigt.
Die weitere Voraussetzung validref(...) beshreibt, dass es sih bei der Invoking-Expression r
des Methodenaufrufs um eine ordentlihe Referenz mit einem Subtyp von CommInterface
handelt (s. dazu auh Kap. 3.6.3). Der Speiher wird durh receive niht verändert, ledig-
lih der boolshe Indikator st[.re℄ wird auf true gesetzt. Dies wird (wie auh in Kap. 5.4.2
erläutert) von FROMSTORE später benötigt, um die abstrakte Eingabequeue entsprehend zu
kürzen.
Wir gehen mit obiger Eigenshaft davon aus, dass eine Netzwerkshiht existiert, die in der
Lage ist, Objekte des Document Typs zwishen den Agenten zu vershiken. Wir werden in
Kap. 10.4 insbesondere eine Implementierung für eine solhe Shiht angeben.
6.6 Von Java nah abstrakten Datentypen
Betrahten wir nun die inverse Transformation. Die Funktion java2do soll die Transformati-
on von Java Pointerstrukturen in abstrakte Dokumente durhführen. In dieser Rihtung ist
die Transformation allerdings etwas komplizierter, da Pointerstrukturen auftreten können, bei
denen eine normale rekursive Denition inkonsistent wäre. Dies sind die zyklishen Pointer-
strukturen. Bei einer zyklishen Pointerstruktur (wie z.B. in Abb. 6.2 als Objektdiagramm
gezeigt) ist zudem niht klar, was das Ergebnis von java2do sein soll, da die termerzeugten
abstrakten Douments natürlih niht zyklish sein können.
Wir benutzen daher zunähst ein Prädikat yli : string × referene × store, welhes generish
angibt, ob die Pointerstruktur beginnend bei einer gegebenen Referenz im gegebenen Speiher
einen Zyklus enthält. Ein Zyklus ist dabei intuitiv das Vorkommen einer Shleife auf einem
Pfad, der bei der gegebenen Referenz beginnt und über das Entlangshreiten entlang der Felder
der Referenz und der weiteren so erreihbaren Referenzen entsteht. Der erste String-wertige
80
6.6. VON JAVA NACH ABSTRAKTEN DATENTYPEN
Parameter gibt dabei den Namen der Spezikation an, bezüglih der die Struktur als zyklish
angesehen werden soll. Dies ist nötig, da dieses Spezikationslevel die Java Typdeklaratio-
nen harakterisiert, die zur Denition eines (mögliherweise zyklishen) Pfades herangezogen
werden (s. auh Kap. 3.6.3). Dabei verwenden wir im Folgenden immer dos2store als Spe-
zikationslevel, da dies der Name der Spezikation ist, in der alle Dokumenten-Klassen und
Hilfsklassen deklariert sind. Näheres zur Spezikationshierarhie ndet sih in Anhang 13.1.
Wir shränken mit diesem Prädikat nun die Denitionen der Funktion java2do auf azyklishe
Dokumente ein. Fälle, in denen die Eingabereferenz zyklish ist, führen zur Rükgabe des
Dokumentes ⊥, welhes als Default-Wert für Dokumente gesehen werden kann. Die Denition
des Dokument Datentyps aus Kap. 6.1 muss also entsprehend um einen neuen Typ ⊥ erweitert




→ java2do(r, st) = ⊥
a l i s t  :  Doc l i s t
b l i s t  :  Doc l i s t i d o c  :  I n t D o c
-  va l ue  =  { 1 }
c o n t a i n s
c o n t a i n s c o n t a i n s
Abbildung 6.2: Ein Beispiel für eine zyklishe Dokumentenstruktur
Ebenso kann eine Java Referenz den Wert jvmref haben. Auh hierfür haben wir in der
Dokumentenebene keine Entsprehung und verwenden auh hier den ⊥ Typ.
Spezifikation:
java2do-null:
java2do(jvmref, st) = ⊥
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∧ r 6= jvmref
∧ st[r - .type℄ = IntDo
→ java2do(r, st) =
IntDo(bytes2int(getbytearray(st[r - .value℄.refval, st)))
Eine niht zyklishe Referenz r, die zudem einen Wert ungleih jvmref hat, und deren Typ
IntDoc ist, wird in ein Dokument transformiert, indem man das byte Array in deren .value
Feld in einen Integer transformiert (bytes2int(..)) und mit dem resultierenden Wert ein IntDo
bildet.




∧ r 6= jvmref
∧ st[r - .type℄ = SeretDo
→ java2do(r, st) =
SeretDo(bytes2int(getbytearray(st[r - .value℄.refval, st)))
Shlieÿlih spezizieren wir für NonceDoc und KeyDoc wegen der zusätzlihen Nonce und




∧ r 6= jvmref
∧ st[r - .type℄ = NoneDo
→ java2do(r, st) =
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∧ r 6= jvmref
∧ st[r - .type℄ = None
→ java2do(r, st) =
mknone(bytes2int(getbytearray(st[r - .noneval℄.refval, st)))
java2do-keydo:
¬ yli(dos2store,r,st)
∧ r 6= jvmref
∧ st[r - .type℄ = KeyDo
→ java2do(r, st) =
KeyDo(java2do(st[r - .key℄.refval, st))
java2do-key:
¬ yli(dos2store,r,st)
∧ r 6= jvmref
∧ st[r - .type℄ = Key
→ java2do(r, st) =
mkkey(bytes2int(getbytearray(st[r - .keyval℄.refval, st)))
Die jeweilige Denition für den Dokumententyp NoneDo und KeyDo stützt sih dabei auf
die Denition für den dazugehörigen Inhaltstyp None und Key ab.
Für den Listentyp Doclistmüssen wir nun über das Array der Inhaltsdokumente im Speiher
iterieren. Dazu stützen wir uns auf eine Bibliotheksfunktion getarray : referene × store →
javavalues, die zu einer gegebenen Referenz alle im Array unter dieser Referenz enthaltenen
Java Werte zurükliefert.
Damit kann zunähst eine einfahe Iteration java2dos : javavalues × store→ doumentlist über
solhe Wertlisten deniert werden:
Spezifikation:
java2dos-empty:
java2dos([ ℄, st) = [ ℄
java2dos-list:
java2dos(val + vals, st) = java2do(val.refval, st) + java2dos(vals,st)
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∧ r 6= jvmref
∧ st[r - .type℄ = Dolist
→ java2do(r, st) =
Dolist(java2dos(getarray(st[r - .dos℄.refval, st)))
Alle vorangegangenen Axiome beinhalten als Vorbedingung die Azyklizität der jeweiligen Poin-
terstruktur. Intuitiv sollte gelten, dass keine der durh Subtypen von Document aufgespann-
ten Pointerstrukturen mit Ausnahme der Doclist zyklish sein kann. Ein IntDoc beinhaltet
shlieÿlih lediglih ein byte[] und die darin enthaltenen primitiven Werte können keinen
Zyklus mehr enthalten. Tatsählih gilt auh:
Theorem:
validref(dos2store, r, st)
∧ r 6= null
∧ st[r - .type℄ = IntDo
→ ¬ yli(dos2store, r, st)
Dies gilt allerdings nur unter der Voraussetzung, dass r eine gültige Java Referenz ist (gege-
ben durh validref(dos2store, r, st)). Gültig ist eine Referenz dabei intuitiv, wenn sie durh
ein wohlgeformtes Java Programm erzeugt werden kann. Der Speiher selbst deniert keine
Anforderungen an Typkorrektheit. So kann durhaus in einem Speiher z.B. ein IntDoc ent-
halten sein, das in seinem .value Feld ein Objekt vom Typ Doclist enthält. Das Prädikat
validref(spelevel, r, st) shlieÿt dabei solhe Pointerstrukturen generish aus (s. Kap. 3).
Es fordert u.a. dass alle Referenzen, die von r auf gültigen Pfaden erreihbar sind, Typen ha-
ben, die in den aktuellen Typdeklarationen existieren. Die aktuellen Typdeklarationen werden
dabei durh die Angabe des aktuellen Spezikationslevels spelevel harakterisiert.
Wir haben aus Gründen einer einfahen Spezikation in der Denition von java2do die Ei-
genshaft validref niht vorausgesetzt, aus Gründen einer systematishen Spezikation die Ei-
genshaft ¬ yli dagegen shon.
6.7 Anwendung von java2do im Renement
Die Funktion java2do dient im Renement Framework nun für zwei Aufgaben:
Zum Einen übernimmt sie die Transformation einer Ausgabe des Java Programms auf der
konkreten Ebene in ein abstraktes Dokument. Sie wird daher im ASM Makro FROMSTO-
RE im allgemeinen Verfeinerungsframework in Kap. 5.4.2 verwendet. Analog zur Anwendung
von do2java während des Empfangens von Nahrihten und der Eigenshaft einer aufgerufe-
nen Document receive() Methode, genau deren Ergebnis zurükzuliefern, wird java2do
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im Zusammenhang mit einer send(Document) Methode verwendet. Die send Methode
übernimmt in der Realität die Zustellung einer Nahriht an einen Empfänger mittels der
Kommunikationsinfrastruktur (z.B. Senden einer MMS in Cindy). Während der Verikation
wird diese Methode lediglih dazu verwendet, das gesendete Dokument an einer temporären
Speiherstelle .out (s. auh Denition von FROMSTORE in Kap. 5.4.2) zwishenzuspeihern.
Während FROMSTORE wird die Pointerstruktur dann im Anshluss in ein abstraktes Do-
kument verwandelt und die Verbindungs- und Kommunikationsinfrastruktur der Proseo
Ebene mittels Update auf die inputs Funktion an den rihtigen Empfangsport zugestellt.




validref(dos2store, r, CommInterfae, st)
∧ r 6= jvmref
∧ st = st0
→ 〈st ; r.send(r1) 〉 (st = st0[.out, refval(r1)℄)
Die send Methode setzt also genau den übergebenen Pointer im Speiher an der temporären
Speiherstelle .out. Bei mehreren Ausgabeports für die Implementierung bzw. der Angabe
eines send-mode bzw. des reeivers bei verbindungsloser Kommunikation wie bei Cindy muss
obige Denition natürlih noh um diese Parameter im Aufruf der Methode send erweitert
werden. Ebenso müssen die Parameter dann analog zu dem Setzen von .out temporär im
Speiher bis zum Aufruf von FROMSTORE nah dem Java Programm gesetzt werden.
Neben dieser Benutzung für das Senden von Nahrihten deniert die java2do Funktion auh
die Extraktionsfunktion extrat aus der Denition der Simulationsrelation und aus der Deni-
tion der Finalisierungsoperation aus dem allgemeinen Verfeinerungsframework. Sie stellt damit
den Zusammenhang zwishen abstraktem und konkretem Zustand des verfeinerten Agenten
her. Bei Cindy gilt z.B.
extrat(store(agent))
≡ java2do(store(agent)[.theinstane.tikets℄.refval, store(agent))
und damit insbesondere innerhalb der Denition der Simulationsrelation
java2do(store(agent)[.theinstane.tikets℄.refval, store(agent)) = tikets(agent)
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6.8 Charakterisierung gültiger Pointerstrukturen
Bei Betrahtung der möglihen Java Document Pointerstrukturen und der vorgestellten Axio-
me für do2java und java2do fällt nun auf, dass wir einige implizite Annahmen an den Aufbau
der Strukturen im Speiher gemaht haben. In diesem Abshnitt wollen wir daher Gültigkeit
von Document Pointerstrukturen denieren. Die hier verwendete Denition wird später in
den eigentlihen Verfeinerungsbeweisen eine zentrale Rolle spielen, denn sie harakterisiert
genau die Eingaben, mit denen unsere Protokollimplementierungen umgehen können müssen.
Details hierzu folgen später in Kap. 8.
Wir verwenden dazu ein Prädikat validDo : referene × store. Dieses Prädikat ist wiederum
über die vershiedenen Dokumententypen speziziert. Wir spezizieren zunähst allerdings







→ ¬ validDo(r, st)
jvmref ist immer ein gültiges Document (es entspriht ⊥). Zyklishe Strukturen sind dagegen
niemals validDo.






∧ st[r - .type℄ = Doument
→ ¬ validDo(r, st)
Im Weiteren können nur ordentlihe Subtypen von Document mit do2java konstruiert wer-




Das Prädikat type∃ (spelevel,ty) gibt an, ob ein Typ ty in den Typdeklarationen, die bis zur Spezikati-
onshierarhieebene spelevel deklariert wurden, existieren. Die Ebene dos2store ist dabei die Ebene, auf
der die hier vorgestellten Funktionen und Prädikate deniert werden.
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∧ (¬ st[r - .type℄ ≤ Doument ∨ ¬ type∃ (dos2store, st[r - .type℄)
→ ¬ validDo(r, st)
Für die eigentlihen Dokumententypen müssen nun die oben genannten Eigenshaften erfüllt





∧ st[r - .type℄ = IntDo
→ ( validDo(r, st)
↔ st[r - .value℄ 6= refval(jvmref)
∧ validByteArray(st[r - .value℄.refval, st)
Der .value Wert eines IntDocs darf niht jvmref sein und das Array selbst muss in
kürzestmögliher Repräsentation vorliegen (d.h. keine unnötigen Vorzeihenbytes - dies wird
durh validByteArray(...) beshrieben, s. auh Kap. 8.3.2).





∧ st[r - .type℄ = SeretDo
→ ( validDo(r, st)
↔ st[r - .seret℄ 6= refval(jvmref)




∧ st[r - .type℄ = KeyDo
→ ( validDo(r, st)
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↔ st[r - .key℄ 6= refval(jvmref)
∧ st[st[r - .key℄.refval - .keyval℄ 6= refval(jvmref)




∧ st[r - .type℄ = NoneDo
→ ( validDo(r, st)
↔ st[r - .none℄ 6= refval(jvmref)
∧ st[st[r - .none℄.refval - .noneval℄ 6= refval(jvmref)
∧ validByteArray(st[st[r - .none℄.refval - .noneval℄.refval, st)
Bei KeyDoc und NonceDocmuss noh, neben dem jeweiligen byte[ ] Wert, auh die diesen
beinhaltende Instanz von Nonce oder Key ungleih jvmref sein.
Letztendlih müssen wir noh eine rekursive Denition für den Doclist Typ angeben. Dies
geshieht analog zu den vorherigen rekursiven Denitionen durh Angabe einer Rekursions-






validDos(val + vals, st)




∧ st[r - .type℄ = Dolist
→ ( validDo(r, st)
↔ st[r - .dos℄ 6= refval(jvmref)
∧ st[st[r - .dos℄.refval - .type℄ = Dolist
∧ validDos(getarray(st[r - .dos℄.refval,st),st)
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6.9 Wihtige Eigenshaften für Verfeinerungsbeweise
Die vorgestellten Denitionen für TOSTORE und FROMSTORE sowie die Eigenshaften für re-
eive und send sind generisher Bestandteil des Verfeinerungskonzeptes für sämtlihe Protokol-
limplementierungen. Es liegt daher nahe, bereits jetzt über diese Makros und Java-Methoden
Eigenshaften auf höherem Abstraktionsniveau zu beweisen, damit auh diese generish in
allen Verfeinerungsbeweisen verwendet werden können. Insbesondere fällt dabei auf, dass eine
Dualität zwishen TOSTORE und receive besteht: Letzteres liefert genau die konkrete Ent-
sprehung der abstrakten Eingabe, die während TOSTORE in den Speiher eingefügt wurde.
Die gleihe Dualität gilt auh zwishen FROMSTORE und send: Ersteres liefert die abstrakte
Entsprehung der konkreten Ausgabe, die während send versendet wurde. Diese beiden Ei-
genshaften sind zentral für die Verfeinerungsbeweise und werden im Folgenden immer wieder
verwendet werden. Wir wollen sie daher formal fassen:
6.9.1 TOSTORE und receive
Der Zusammenhang zwishen TOSTORE und receive ist formal:
Theorem:
TOSTORE-reeive:
.mode ∈ st ∧ st[.mode℄ = noval
∧ validrefnotnull(CommInterfae, r, CommInterfae, st)
∧ inputs(agent)(i) 6= [ ℄
∧ 〈TOSTORE(agent, inputs; store) 〉 (store = store1)
∧ st = store1(agent)
∧ 〈st; r1 = r.receive(i); 〉 (st = st0 ∧ r1 = r2)
→ java2do(r2, st0) = inputs(agent)(i).rst
∧ st ⊆ st0
∧ validref(dos2store, r2, Doument, st0)
∧ validDo(r2, st0)
Wird TOSTORE aufgerufen, wenn Eingaben für den Agenten agent vorliegen (inputs(agent)(i)
6= [ ℄), und entsteht daraus ein Speiher st = store1(agent) und wird zusätzlih receive für
den Port i in diesem Kontext ausgeführt, so liefert diese Methode gerade die Pointerstruktur
r2 als Ergebnis, die gewandelt mittels java2do der abstrakten Eingabe inputs(agent)(i).rst
entspriht. Zusätzlih ist die Ausgabe typkorrekt (validref) und erfüllt unsere Charakterisierung
gültiger Dokumenten-Pointerstrukturen (validDo). Der Beweis dieser Eigenshaft folgt direkt
aus der Denition für TOSTORE und der Eigenshaft reeive.
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6.9.2 FROMSTORE und send
Ebenso gilt für FROMSTORE und send:
Theorem:
FROMSTORE-send:
.mode ∈ st ∧ st[.mode℄ = noval
∧ validrefnotnull(CommInterfae, r, CommInterfae, st)
∧ validref(dos2store, r1, Doument, st)
∧ validDo(r1, st)
∧ st = st0
→ 〈st; r.send(r1, outport0); 〉
〈FROMSTORE(agent, st; store, inputs, outdo, outport) 〉
( outdo = java2do(r1, st0)
∧ outport = outport0)
Wird send mit einer wohlgeformten (validDo) Dokumenten-Pointerstruktur r1 aufgerufen
und danah im Kontext des resultierenden Speihers st das Makro FROMSTORE ausgeführt,
so ist dessen Resultat outdo gerade die abstrakte Entsprehung von r1 (mittels java2do). Der
Port wurde ebenso rihtig aus dem Speiher extrahiert.
Anmerkung: Wir benötigen für den Verfeinerungsbeweis keine weitere Eigenshaft analog zu
FROMSTORE-send, die über niht wohlgeformte Eingaben eine Aussage trit. Dies begründet
sih dadurh, dass eine korrekte Protokollimplementierung nur Ausgaben produzieren sollte,
die auh validDo erfüllen. Im Sinne einer robusten Implementierung werden wir dennoh




Ergebnisse im Detail: Cindy
In theory, there is no dierene between theory and pratie;
in pratie, there is.
Chuk Reid
Mit den Ausführungen der vorangegangenen Kapitel können wir nun die Verikation der
ersten Fallstudie, der Cindy-Anwendung für Mobiltelefone, vorstellen. Dieses Kapitel gibt
einige Details zur Implementierung und den entsprehenden Beweisen dieser Anwendung.
Die in diesem Kapitel beshriebenen Arbeiten wurden in [66℄ publiziert.
7.1 Spezikation und Implementierung
Nun instantiieren wir die generishen Beweisverpihtungen, die bereits in Kap. 5.4.5 erläu-
tert wurden, mit den Denitionen für die Cindy Anwendung. In Kap. 5.1 wurde bereits ein
Überblik über die abstrakte Spezikation der Cindy Anwendung gegeben und in Kap. 5.3.1
wurde auh das Grundgerüst der Implementierung vorgestellt.
Die vollständigen Spezikationen und Beweise nden sih im Projekt indy-renement unter
[49℄. Wir können hier lediglih einen Überblik über die Spezikationen und Beweise sowie die
Beweisstrategie geben. Wir wollen dazu insbesondere die Zusammenhänge zwishen Spezi-
kation und Implementierung beshreiben. Der interessante Teil ist dabei natürlih die Umset-
zung der Mobiltelefone auf beiden Ebenen. Insbesondere haben wir in Kap. 5.3.1 noh niht
die wirklihe Implementierung der Protokollfunktionalität beshrieben. Insbesondere haben
wir die Protokollroutinen phoneStep und userStep für die Verarbeitung von Eingaben an
den beiden Eingabeports MMS und Benutzershnittstelle noh niht angegeben.
Für die MMS Eingabeshnittstelle ist lediglih eine Funktionalität möglih, das Speihern von
Tikets (die Weitergabe von Tikets benutzt das gleihe Nahrihtenformat wie das Speihern
neuer Tikets und benötigt daher keine eigene Implementierung):
1 public class Protocol {
2
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3 private Doclist tickets = new Doclist();
4
5 public void step(){
6 ...
7 else if(comm.available(PHONEPORT)){
8 Document inmsg = comm.receive(PHONEPORT);




13 private void phoneStep(Document inmsg) {
14 Document originator = inmsg.getPart(1);
15 inmsg = inmsg.getPart(2);
16 Doclist ticket = getTicket(inmsg, originator);
17 if(ticket != null && tickets.len() < MAXTICKETLEN){




Alle Nahrihten in der Cindy Anwendung haben, wie auh shon in Kap. 5.1 die Struk-
tur Dolist(IntDo(originator) + Nutzdaten). Wir selektieren daher zunähst den Absender
(inmsg.getPart(1)) und die eigentlihen Nutzdaten ((inmsg.getPart(2)). Die an-
shlieÿend benutzte Funktion getTicket prüft nun die Nutzdaten auf Wohlgeformtheit und
extrahiert gleihzeitig das übermittelte Tiket. Wir erwarten dabei eine Nahriht der Form
loadTiket oder passOn aus Tabelle 5.1.
Wenn wir uns zurük an die entsprehende abstrakte Spezikation erinnern (s. Kap. 5.1, S. 46),
so sehen wir, dass dort ein Prädikat is-load(do) verwendet wurde, um die Wohlgeformtheit
zu prüfen. Die abstrakte Spezikation dazu sieht noh reht einfah aus und kann reht leiht






∧ indo.inst = loadTiket
∧ is-dolist(indo.list)
∧ # indo.list.list = 2
∧ is-intdo(get-part(indo.list,1))
∧ is-nonedo(get-part(indo.list,2))
Dagegen wird die Implementierung komplizierter. Die Implementierung muss alle Teile der
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Nahriht durhgehen und entsprehend prüfen, ob alles in Ordnung ist. Die entsprehen-
den abstrakten Gegenstüke zum jeweiligen Java Quellode sind hierbei als Kommentare mit
angegeben:
1 private Doclist getTicket(Document indoc, Document originator) {
2 // is-doclist(indoc) and is-intdoc(indoc.list.first)
3 if(indoc != null && indoc.is_comdoc()){
4 byte[] ins = indoc.getPart(1).getValue();
5 // indoc.inst == loadTicket
6 if(ins.length == 1 && ins[0] == LOADTICKET)
7 {
8 indoc = indoc.getPart(2);
9 // is-doclist(indoc.data) and # indoc.list.list = 2
10 if(indoc != null && indoc.len() == 2){
11 Document indoc1 = indoc.getPart(1);
12 Document indoc2 = indoc.getPart(2);
13 // is-intdoc(get-part(indoc.list,1)) and
14 // is-noncedoc(get-part(indoc.list,2))
15 if(indoc1 != null && indoc1.is_intdoc() &&
16 indoc2 != null && indoc2.is_noncedoc()){







Ein byte[ ] muss in der Implementierung z.B. neben dem rihtigen Wert (hier LOADT-
ICKET) auh auf die rihtige Länge geprüft werden (hier 1). Ebenso könnten Nahrihten-
teile den Wert null haben, was abgefangen werden muss, um NullPointerExceptions
abzufangen. Ist alles in Ordnung, so liefert die getTicket Methode shlieÿlih eine Do-
kumentenliste zurük, die die Struktur eines Tikets hat (erster Teil Absender, zweiter Teil
Datamatrix-Code als NoneDo). Ist die Nahriht niht wohlgeformt, wird null zurükge-
geben.
Zurük in der Methode phoneStep wird nun geprüft, ob der Rükgabewert entsprehend
ungleih null ist. Ist dies der Fall, wird das neue Tiket an die Liste der bisherigen Tikets
tickets angehängt und die Methode ist beendet. Dies geshieht allerdings nur dann, wenn
die Tiketliste noh niht ihre maximale Länge erreiht hat (MAXTICKETLENGTH), analog zur
Spezikation in Kap. 5.1.
Entsprehender Code wurde auh für die diversen anderen Protokollshritte der Cindy Ap-
plikation implementiert. Er ndet sih komplett in Anhang 13.1. Alle Protokollshritte folgen
dabei dem hier bereits verwendeten Prinzip, zuerst die Eingabe auf Wohlgeformtheit zu prüfen
und anshlieÿend entsprehend den Zustand zu verändern bzw. eine Ausgabe zu versenden.
93
KAPITEL 7. ERGEBNISSE IM DETAIL: CINDY
7.2 Beweisstrategie
Wir wollen nun die Korrektheit des angegebenen Quellodes nahweisen. Dazu instantiieren
wir die generishe Verfeinerungstheorie des Data Renements mit den Denitionen für Cindy.
Dementsprehend erhalten wir nun eine Beweisverpihtung entsprehend den Ausführun-
gen in Kap. 5.4.5. Es ändert sih hierbei nihts wesentlihes, lediglih der abstrakte Zustand
wird nun durh die jeweiligen Zustandsfunktionen wie z.B. die Liste der gespeiherten Tikets
ersetzt. Wir geben hier aus Einfahheitsgründen niht den vollen Zustand an sondern be-
shränken uns auf diese Liste. Die Hauptbeweisverpihtung für die Korrektheit eines Shritts
der Implementierung ist damit (unter der Annahme, dass die Terminierung der konkreten
Operationen und des Java Methodenaufrufs step() bereits anderweitig gezeigt wurde):
Corretness-CELLPHONE:
R(ainputs, aonnetions, aattakerknown, tikets, ... ,
inputs, onnetions, attakerknown, ... , store),
〈TOSTORE(agent, inputs; store) 〉 store = store0,
st0 = store(agent),
〈st0 ; Protocol.instance.step(); 〉 st0 = st,
〈FROMSTORE(agent, st; store0, inputs, outdo, outport) 〉
( store0 = store1 ∧ inputs = inputs1
∧ outdo = outdo0 ∧ outport = outport0)
〈if outdo0 6= ⊥ then SEND(outdo0, outport0; inputs1, attakerknown, . . .) 〉
(inputs1 = inputs2 ∧ attakerknown = attakerknown2 ∧ . . .)
. . .
⊢
〈CELLPHONE(agent, ainputs, aonnetions, aattakerknown, tikets, ...) 〉
R(ainputs, aonnetions, aattakerknown, tikets , ...
inputs2, onnetions, attakerknown2, ..., store1)
Beweisidee:
Die grundsätzlihe Beweisidee bei den Verfeinerungsbeweisen für konkrete Implementierungen
ist die symbolishe Ausführung der beiden Programme (Java Implementierung und ASM Spe-
zikation). Zusätzlih müssen rihtig gewählte Lemmata für beide Ebenen für eine hinreihende
Modularisierung und Komplexitätsreduktion sorgen. Es hat sih dabei als geshikte Strategie
herausgestellt, die Methoden der Java Implementierung durh Lemmata auf die ihnen zu-
grunde liegenden Operationen auf abstrakten Datentypen zurükzuführen. Ein erstes Beispiel
für diese Strategie ist die am Ende von Kap. 6.9 eingeführte Eigenshaft TOSTORE-reeive,
die receive eliminiert, indem sie für dessen Rükgabewert die abstrakte Entsprehung lie-
fert (nämlih genau das abstrakte Eingabedokument). Um überhaupt erst zur Anwendung
von TOSTORE-reeive kommen zu können, führen wir zunähst das Programm step in obi-
ger Beweisverpihtung symbolish aus. Nahdem wir die available Methode mit einem
entsprehenden Lemma behandelt haben (available gibt true zurük, falls eine Eingabe
vorliegt und verändert den Speiher niht), haben wir shlieÿlih ein Ziel der Form:
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R(ainputs, aonnetions, aattakerknown, tikets, ... ,
inputs, onnetions, attakerknown, ... , store),
inputs(agent)(PHONEPORT) 6= [ ℄,
〈TOSTORE(agent, inputs; store) 〉 store = store0,
st0 = store(agent),
〈st0 ; Document d = comm.receive(PHONEPORT);
phoneStep(d); 〉 st0 = st,
. . .
⊢ . . .
Hier können wir nun TOSTORE-reeive verwenden und so receive eliminieren. Wir er-
halten daraus, dass für die Java Variable d in obiger Sequenz gilt: java2do(d, st) = in-
puts(agent)(PHONEPORT).rst. Zusätzlih erhalten wir die Eigenshaft validDo für die Ein-
gabe.
Es verbleibt danah zu zeigen, dass sih phoneStepmit einer solhen Eingabe so verhält wie
die entsprehende abstrakte Spezikation. Z.B. bedeutet dies, dass sih die Liste der Tikets
entsprehend der Spezikation ändert:
java2do(d, st) = inputs(agent)(PHONEPORT).rst,
validDo(d,st),
〈CELLPHONE(agent, ainputs, aonnetions, aattakerknown, tikets, ...) 〉
(tikets = tikets0 ∧...)
. . .
⊢ 〈st0 ; phoneStep(d); 〉
java2do(st[Protool.theinstane.tikets℄.refval, st0) = tikets0(agent)
Auh hier führen wir unsere Beweisstrategie durh symbolishe Ausführung weiter. Wir re-
duzieren shlieÿlih das Java Programm auf prädikatenlogishe Eigenshaften, die auh ent-
sprehend von der abstrakten Spezikation erfüllt werden (hier etwa das korrekte Verändern
der Tiketliste). Somit kann das Java Programm vollständig eliminiert werden und shlieÿlih
muss nur noh die entsprehende Simulationsrelation gezeigt werden, welhe gerade genau
diese Eigenshaften (z.B. gleihe Tiketlisten) fordert, s. dazu insbesondere die Beziehung am
Ende von Kap. 6.7. Damit kann der Beweis dann geshlossen werden.
Dabei haben wir in dieser Darstellung stark vereinfaht: Wir benötigen für die fehlerfreie Aus-
führung der Programme für eine Argumentation nah obigem Muster eine starke Invariante -
sowohl auf abstrakter Ebene als auh auf konkreter Ebene. So ist es z.B. wesentlih, dass der
Java Speiher an den verwendeten Speiherstellen nur typkorrekte Inhalte hat. Darüber hin-
aus muss z.B. die Liste der derzeit gespeiherten Tikets wohlgeformt im Sinne der abstrakten
Struktur von Tikets sein (also Listen von Paaren aus Absender und Datamatrixode). Um
einen Eindruk von solhen Eigenshaften zu vermitteln geben wir im Folgenden die entspre-
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hende Denition für eine wohlgeformte Tiketliste im Speiher an. Es ist eine relativ hohe
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∧ st[r.do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∧ st[r.do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is_tiket(r, st)
↔ r 6= jvmref
∧ st[r.type℄ = Dolist
∧ st[r.dos℄ .refval 6= jvmref
∧ st[r.dos.length℄.intval = 2
∧ st[r.dos[0℄℄.refval 6= jvmref
∧ st[r.dos[1℄℄.refval 6= jvmref
∧ st[r.dos[0℄.type℄ = IntDo
∧ st[r.dos[1℄.type℄ = NoneDo
Prädikate wie diese müssen aufgestellt werden und in die Simulationsrelation mit aufgenom-
men werden. Das korrekte Aufshreiben dieser Invarianten ist damit auh eine der Haupt-
shwierigkeiten beim Beweis der Verfeinerungskorrektheit.
Ein weiterer Punkt, der in obiger Darstellung vernahlässigt wurde, ist die Formulierung von
Lemmata für die diversen Hilfsmethoden in der Implementierung. Die Methode getTicket
aus dem Quellode oben ist ein gutes Beispiel. Die Methode soll im wesentlihen erkennen,
ob die (ins Abstrakte transformierte) Eingabe das abstrakte is-load Prädikat erfüllt. Die Be-
weisstrategie muss also sein, konkrete Entsprehungen für diese Eigenshaften zu nden und
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damit Lemmata zu formulieren, die getTicket harakterisieren. Entsprehende Eigenshaf-
ten nden sih in den Beweisen in der Spezikation indy-renementfuns im Projekt indy-
renement unter [49℄. Deren korrekte Formulierung gehört auh zu den Shwierigkeiten bei
den hier gezeigten Beweisen.
Insbesondere die Eigenshaften, die aus validDo folgern, bilden für die Implementierung und
den Beweis bereits eine gute Hilfestellung. Betrahtet man z.B. obige Implementierung der
Methode getTiket, so fällt z.B. auf, dass die Eingabe niht vollständig auf Wohlgeformtheit
geprüft werden muss, sondern bestimmte Eigenshaften bereits aus validDo folgern. So muss
z.B. bei einem IntDoc niht geprüft werden, ob der byte[ ] Inhalt eventuell den null
Wert hat. Wir shreiben einfah:
1 ...
2 byte[] ins = indoc.getPart(1).getValue();
3 if(ins.length == 1 && ins[0] == LOADTICKET)
4 ...
Die Tatsahe, dass ins != null folgt bereits aus der Eigenshaft validDo(indo,st). Da-
mit hilft die Charakterisierung wohlgeformter Dokumente mittels validDo bereits hier, die
Implementierungen einfaher und verständliher zu gestalten.
7.3 Erfahrungen
Die reine Implementierung der Cindy Protokollfunktionalität in der Klasse Protocol umfasst
a. 200 Zeilen Quellode. In dieser Arbeit wurde die Fallstudie mit allen Protokollshritten
vollständig veriziert.
Die algorithmishe Komplexität der Cindy Anwendung ist dabei weder bezogen auf die Spezi-
kation noh auf die Implementierung reht hoh. Dennoh stellt die Fallstudie einen sinnvollen
und realistishen Testfall für die Verfeinerungsmethodik dar, da die Hauptshwierigkeit bei sol-
hen Beweisen, wie sie eben beshrieben wurden, niht in der Shwierigkeit oder Unverständ-
lihkeit der Programme liegt (es müssen z.B. so gut wie nie komplexe Shleifeninvarianten
innerhalb von Seurity Protokollimplementierungen gefunden werden), sondern vielmehr in
der rihtigen Modularisierung und der korrekten Invariantenndung sowie in der korrekten
und hinreihenden Findung von Eigenshaften für verwendete Hilfsmethoden. Deutlih wird
dies z.B. in der Denition der Invariante, die mit a. 100 Spezikationszeilen shon reht
umfangreih und komplex wird. Teile davon wurden bereits oben gezeigt. Hier ist die Feh-
leranfälligkeit reht hoh. Es stellt sih erwartungsgemäÿ heraus, dass die Verikation eines
realen Java Programms auf Grund der Komplexität der verwendeten Pointerstrukturen und
der vielen Zusatzshritte im Programm, die durh Verwendung selbiger entstehen, wesentlih
komplexer ist, als die Verikation von Eigenshaften auf der (wenn auh funktionsgleihen)
abstrakten ASM Spezikation. Die relativ hohe Komplexität von Invarianten, die beim Im-
plementieren eines solhen Programms lediglih sehr implizit in der menshlihen Vorstellung
gegeben sind, ershwert dies nohmals. Darüber hinaus entstehen natürlih in einer Java Im-
plementierung wesentlih mehr Programmierfehler als in einer abstrakten Spezikation. Daher
wird auh eine relativ hohe Zahl von Iterationen nötig, bis eine korrekte Implementierung samt
korrekter und passender Invariante gefunden ist.
Die Verikation der Fallstudie bedurfte letztendlih der Formulierung von 337 Lemmata und
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49 Axiomen (jeweils ohne benötigte Bibliotheken wie z.B. Proseo oder die Basisbiblio-
thek). Insgesamt wurden dazu 10367 Beweisshritte benötigt, von denen 6007 automatish
durhgeführt wurden. Damit erreihen wir einen Automatisierungsgrad von 60 Prozent. Der
Automatisierungsgrad erhöht sih dabei mit jeder weiteren Fallstudie, da viele Eigenshaften,
wie z.B. die aus validDo folgerbaren Eigenshaften oder Eigenshaften zur Typkorrektheit,
generish für alle weiteren Fallstudien wiederverwendbar werden. Das selbe gilt für die Biblio-
thek zur Formalisierung und Verikation von Java Programmen im Allgemeinen. Insbesondere
Aussagen zur Typkorrektheit oder Aussagen über den Aufbau von Pointerstrukturen (z.B. Zy-
klenfreiheit, Existenz von Pfaden, usw.) sind generish auh für andere Fallstudien verwendbar
und zum gröÿten Teil auh erst shrittweise während der Verikation der in dieser Arbeit vor-
gestellten Fallstudien entstanden.
Der Gesamtaufwand zur reinen Verikation der Anwendungslogik von Cindy umfasste etwa 2
Personenmonate durh entsprehend geshultes Personal. Damit zeigt sih, dass der hier vorge-
stellte Ansatz auh durhaus in der Praxis anwendbar ist und zeitgleih die höhst möglihen
Garantien für eine sihere und korrekte Implementierung erlaubt.
7.4 Besonderheiten der Cindy Anwendung
Die Haupteigenshaft, die aus der Korrektheit der Verfeinerungsbeweisverpihtungen für die
Cindy Applikation folgt, ist die Tatsahe, dass die Implementierung zu jedem Zeitpunkt und
bei jeder möglihen Eingabe die selbe Liste von Tikets speihert, wie die abstrakte Spezi-
kation bei entsprehenden Eingaben. Die Implementierung folgt also in diesem Sinne ihrer
Spezikation. Dazu ist keine weitere Argumentation oder Beweis mehr nötig, dies folgt direkt
aus der Verfeinerungstheorie.
Darüber hinaus sind wir allerdings auh an der Gültigkeit von Siherheitseigenshaften der
Applikation in der Implementierung interessiert. Intuitiv gilt hier natürlih, dass das Pro-
gramm (bei selbem Eingabe-/Ausgabe- und Zustandsübergangsverhalten) auh die gleihen
Siherheitseigenshaften erfüllt, wie dies in der Spezikation der Fall war. Es stellt sih al-
lerdings die Frage, ob dies auh formal zu zeigen ist. Dazu müssen wir kurz die gewünshten
Eigenshaften sowie einige Spezialitäten des Proseo Ansatzes erläutern.
Cindy verwendet keine Kryptographie. Daher gehören klassishe Siherheitseigenshaften, wie
z.B. Authentisierung, niht zu den Eigenshaften, die wir hier betrahten wollen. Statt dessen
stehen andere Eigenshaften im Vordergrund der Betrahtung. Auf abstrakter Ebene wurden
z.B. Eigenshaften wie die Folgenden für Cindy nahgewiesen (s. dazu auh [63℄):
• Alle Tikets, die vom Kino ausgegeben wurden, werden auh vom Kino akzeptiert
• Der Kunde bezahlt niht für mehr als für das, was er wirklih bestellt hat
• Wenn der Kunde ein Tiket niht weitergibt, wird dieses am Eingang zum Kino auh
akzeptiert werden
Wihtig ist nun, wie diese Eigenshaften formuliert und bewiesen wurden. Dabei liegt diesen
Beweisen die Arbeit von Haneberg [71℄ zu Grunde, die den Proseo Ansatz einführt. Dort
werden zwei grundsätzlihe Ansätze beshrieben, wie Spezikationen zu Siherheitsprotokol-
len aufgebaut sein können: mit Berüksihtigung aller vergangenen Ereignisse im Zustand der
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ASM oder ohne eine solhe. Formaler beshrieben bedeutet dies, dass Proseo die Speihe-
rung des bisherigen Traes im Zustand der ASM optional erlaubt. Ein Trae ist dabei einfah
eine Liste der Zustände (bzw. dem Kreuzprodukt aller Zustandsfunktionen) der ASM, die
durh die bisherige Ausführung in der Vergangenheit erreiht wurden. Haneberg beshreibt
allerdings auh, dass die ASM und auh die Beweise durh Einführung eines Traes kompli-
zierter werden. Daher wurde in der Verikation der abstrakten Cindy Spezikation, zu der
auh obige Eigenshaften gehören und die niht vom Autor dieser Arbeit durhgeführt wurde,
darauf verzihtet, einen expliziten Trae einzuführen. Statt dessen wird der Zustand der ASM
um einige weitere Zustandsfunktionen erweitert, die lediglih protokollierende Funktion haben
und mittels denen dann obige Eigenshaften ausgedrükt werden können. Z.B. wird eine Liste
aepted : Doumentlist eingeführt, die in der ASM immer beim erfolgreihen Vorzeigen eines
Tikets beim Kino um genau dieses Tiket verlängert wird. Ebenso wird eine Liste booked :
agent → Doumentlist eingeführt, die beim Bestellen eines Tikets mit dem Mobiltelefon um
das aktuell bestellte Tiket erweitert wird. Diese Zustandsfunktionen beeinussen den Kon-
trolluss innerhalb der Spezikationen niht, d.h. sie werden nur mit shreibendem Zugri
verwendet, niemals mit lesendem. Sie sind somit lediglih eine alternative Art und Weise, eine
Zustands-History (andernfalls in Form eines Traes vorliegend) zu repräsentieren. Die oben
genannten Siherheitseigenshaften werden nun als Invarianten für die Hauptregel der ASM
mittels der genannten Funktionen speziziert. Die booked Liste wird z.B. für die dritte Ei-
genshaft benötigt, die aepted Liste für die erste. Vereinfahend beshrieben werden also
Aussagen der Form
〈|CINDYabstract#(;inputs, onnetions, ... , tikets, booked, aepted, ...) |〉
do ∈ booked(agent) →...
anhand der abstrakten Spezikation bewiesen.
Nun haben wir auh eine Implementierung für unsere Spezikation angegeben. Es stellt sih
nun die Frage, wie dort mit diesen (neuen) Teilen des abstrakten Zustands umgegangen werden
soll. Betrahten wir als Beispiel die booked Liste. Wir können in der realen Implementierung
niht eine (potentiell beliebig groÿe) Liste aller jemals bestellten Tikets eine Mobiltelefons
speihern. Allein shon der Speiherplatz und Ezienzgründe verbieten das natürlih. Daher
können wir in der Implementierung diese Zustandsfunktionen niht darstellen. Folglih kom-
men diese Zustandsfunktionen in der derzeitigen konkreten ASM-Ebene (mit eingebettetem
Java Code) niht vor.
Dies bedeutet allerdings auh, dass wir die (speziellen) Siherheitseigenshaften, wie sie oben
formuliert wurden, niht im Rahmen einer Verfeinerung für die konkrete Ebene formal nah-
weisen können. Wir können die Eigenshaften für die konkrete Ebene niht einmal formulieren.
Intuitiv gelten die Eigenshaften natürlih dennoh auh in der Implementierung, da wir ledig-
lih Funktionen weggelassen haben, die niht für die Funktionalität der Anwendung, sondern
lediglih für die Ausdrükbarkeit der Eigenshaften eingeführt wurden. Es gilt sogar (trivial),
dass die abstrakte Spezikation, wenn man die History-Funktionen herauslässt, absolut ver-
haltensäquivalent zur bisherigen Spezikation ist. Der Gewinn weiteren Verikationsaufwands
an dieser Stelle ist daher vernahlässigbar.
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Tatsählih ist noh eine andere Art und Weise denkbar, die Eigenshaften für Cindy in der
abstrakten Ebene zu formulieren und zu beweisen: die Verwendung eines expliziten Traes. Es
müsste dann bei der Formulierung obiger Siherheitseigenshaften eine Spezikation auf dem
Trae angegeben werden, die aus den jeweiligen aufeinanderfolgenden Zustandsübergängen im
Trae die selbe Information herausrehnet, wie sie auh Funktionen wie booked geben. Für
diese Funktion wäre etwa das Auftreten einer neuen Bestellnahriht für ein Tiket T in der
Input-Queue des Kinos gesendet von Absender A die Entsprehung für T ∈ booked(A). Dieser
Trae könnte dann unverändert auh in der konkreten Ebene verwendet werden. Die Simulati-
onsrelation würde dann die bereits vorgestellte extrat Funktion für den Speiher verwenden,
um den Zustand der Mobiltelefone aus den konkreten Speihern zu extrahieren und zu for-
dern, dass diese dem jeweiligen abstrakten Traeinhalt entsprehen. Der restlihe konkrete
Traeinhalt (also die jeweiligen Zustände der anderen Agenten) wären dann einfah genauso
wie im abstrakten speziziert. Die Finalisierungsoperation müsste dann den Trae lediglih
noh in den Globalzustand extrahieren. Aus dem Verfeinerungsbegri des Data Renement
würde dann Trae-Gleihheit in abstrakter und konkreter Ebene folgen, womit auh für die




I have not failed. I've just found 10.000 ways that won't work.
Thomas A. Edison
Kapitel 6 hat Wandlungsfunktionen von abstrakten Datentypen in Java Klassen und um-
gekehrt vorgestellt. In diesem Kapitel betrahten wir nun die Fragestellung, ob eine direkte
Verwendung dieser Wandlungsfunktionen adäquat für eine Verfeinerung zur Code-Ebene
ist. Dabei werden wir motivieren, dass ein Angreifer in der Realität mehr (und auh andere)
Möglihkeiten besitzt, Eingaben an ein Programm zu shiken, als dies in der abstrakten
Spezikationsebene der Fall ist. Wir werden daher in diesem Kapitel das Verfeinerungs-
konzept entsprehend anpassen. Die in diesem Kapitel beshriebenen Arbeiten wurden in
[62℄ publiziert.
8.1 Diskussion
Bei der Verwendung der Funktionen java2do und do2java aus dem vorletzten Kapitel zur
Wandlung von Datentypen während der Verfeinerung ist wesentlih, ob
• eine Wandlung der abstrakten Eingabe in eine Pointerstruktur während TOSTORE mit-
tels do2java sowie
• eine Wandlung der konkreten Ausgabe in eine Pointerstruktur während FROMSTORE
mittels java2do sowie
• eine Denition einer Simulationsrelation zwishen abstrakten und konkreten agentenlo-
kalen Zuständen mittels java2do
die gewünshte Korrektheitsaussage für unsere realen Implementierungen (insbesondere auh
die Gültigkeit von Siherheitseigenshaften) negativ beeinusst.
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Insbesondere stellt sih die Frage, ob eine Implementierung zum Vershiken und Empfangen
von Instanzen des Document Typs einfah so wie angegeben in der Verfeinerung angenom-
men werden kann. Shlieÿlih verwenden wir einfah eine Eigenshaft in Beweis der Verfeine-
rungskorrektheit, die besagt, dass unsere Implementierung der receive Methode genau die
Eingabe (konvertiert mittels do2java) zurükliefert, welhe in der entsprehenden abstrakten
Eingabequeue des Agenten vorhanden war. Ist dies für in der Realität auftretende Systeme
und möglihe Angrie wirklih ausreihend?
Tatsählih sheint diese Herangehensweise auf den ersten Blik eine viel zu starke Einshrän-
kung während der Verikation zu sein und lässt den Korrektheitsbegri, der aus einer korrek-
ten Verfeinerung folgt, sehr shwah ersheinen. Shlieÿlih betrahten wir so auf den ersten
Blik gar niht diejenigen Eingaben für das konkrete Java Programm, die niht Ergebnis von
do2java sein können.
Zur Illustration undWiederholung: Z.B. eine zyklishe Pointerstruktur, wie in Abb. 6.2 gezeigt,
kann nie Ergebnis der Operation do2java sein, shlieÿlih verwendet diese Funktion für jeden
Term des Eingabedokumentes neue Referenzen. Tatsählih gilt auh:
Theorem:
do2java(do, st) = r × st0 → ¬ yli(r, st0)
Woher sollen wir nun wissen, dass unsere reale Implementierung der Kommunikationsinfra-
struktur niht doh mögliherweise bei bestimmten realen Eingaben zyklishe (oder aus ande-
ren Gründen niht wohlgeformte) Pointerstrukturen durh receive() zurükliefert, anstatt
sih auf die Ergebnisse von do2java zu beshränken? Womit ist dann also eine Verikation
mit einer TOSTORE Spezikation, die do2java verwendet und einer reeive Axiomatisierung,
die lediglih den dort eingefügten Wert zurükliefert, noh von irgendeiner Aussagekraft für
eine reale Umgebung, in der ein Angreifer eventuell ganz andere Möglihkeiten besitzt? An-
ders formuliert ergibt sih folgendes Problem: Wir betrahten bisher niht alle in der Realität
möglihen Eingaben für die Protokollimplementierung. Wie kann eine solhe Verikation noh
hinreihend für eine sinnige Korrektheitsaussage für die Implementierung sein?
Wir beantworten diese Frage folgendermaÿen: Die ausshlieÿlihe Betrahtung der Eingabe-
dokumente, die mittels do2java konstruiert werden können, ist hinreihend für eine sinnvolle
Korrektheitsaussage für eine Implementierung mittels des vorgestellten Verfeinerungsansatzes,
wenn eine Äquivalenz der bisherigen konkreten Ebene zu einer weiteren Spezikationsebene
bewiesen werden kann, in der die Ein- und Ausgaben an das Programm niht länger nur die
Ergebnisse von do2java sein können, sondern sih aus den in allen real möglihen Eingaben
zusammensetzen können. Das bedeutet, das wir später die Äquivalenz zu einer zweiten Spezi-
kationsebene zeigen werden, in der die bisherige Konkretisierungsfunktion während TOSTORE
durh eine Konkretisierungsrelation ersetzt wird, die auh andere Eingaben zulässt. Tatsäh-
lih gehen wir in den konkreten Fallstudien sogar noh einen Shritt weiter und beweisen gleih
in einem Shritt die korrekte Verfeinerung der abstrakten Ebene zu einer Implementierungs-
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ebene, in der alle real möglihen Eingaben auftreten können, und niht nur die möglihen
Ergebnisse von do2java.
Wir werden später ebenso eine Implementierung von receive und send angeben, die unsere
bisherige Annahme an receive und send ablöst.
Zunähst wollen wir zur Illustration dieses Sahverhalts diskutieren, welhe Eigenshaften eine
reale Implementierung der receive und sendMethoden eigentlih besitzen sollte, damit eine
softwaretehnish sinnvolle und einfahe Programmierung von Kommunikationsprotokollen
mit einem Datentyp wie der Document Klassenhierarhie möglih wird. Insbesondere müssen
wir uns hierbei auh überlegen, was in der Realität getan werden muss, um überhaupt das
Versenden und Empfangen von Pointerstrukturen zu ermöglihen.
Zum Versenden von Objekten des Document Typs in der Realität muss eine Kodierung in
ein zum Versenden tauglihes Format stattnden. Dieses Format nennen wir im Folgenden
das Übertragungsformat. In einer Implementierung kommen hier z.B. Folgen von bytes, XML-
kodierte Strings oder Ähnlihes in Frage. Im Bereih der verteilten Systeme entspriht dies
dem Marshalling und Unmarshalling von Nahrihten. Wir verwenden in dieser Arbeit die
Begrie kodieren und dekodieren. Die Implementierung der Shiht, die das Kodieren und
Dekodieren übernimmt, nennen wir im Folgenden Transformationsshiht. Real betrahten
wir also Anwendungen, die dem Arhitekturshema aus Abb. 8.1 folgen.
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T r a n s f o r m a t i o n s s c h i c h t
s e n d ( d o c u m e n t ) r e c e i v e ( d o c u m e n t )
N e t z w e r k
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Abbildung 8.1: Arhitektur von Anwendungen mit Transformationsshiht
Abb. 8.2 stellt darauf aufbauend die neue äquivalente Ebene mit Transformationsshiht und
die daraus entstehenden Zusammenhänge bei der Verfeinerung nohmals grash dar. Wie
dort ersihtlih, sind auf der zweiten Ebene (die bisher beshriebene konkrete Ebene) Ein-
gaben möglih, die niht Ergebnis von do2java sein können. Diese würde unsere bisherige
Verfeinerungstheorie übersehen.
Eine Transformationsshiht kann neben der reinen Übertragung auh andere Aufgaben wie
z.B. den Shutz vor Übertragungsfehlern durh Prüfsummen übernehmen. Insbesondere kann
eine solhe Implementierung auh inhaltlihe Überprüfungen auf den im Übertragungsformat
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8.2. ERWEITERUNG DER ABSTRAKTEN DOKUMENTE UM EIN
FEHLERDOKUMENT
Diesen Umstand mahen wir uns im Rahmen dieser Arbeit zu Nutze, um eine generishe
Implementierung für eine Transformationsshiht anzugeben, die als möglihe Rükgabewerte
nur eine Teilmenge der konkreten Pointerstrukturen, die mittels dem Java Document Typ
konstruierbar sind, liefern kann. Dies wird den Beweis der korrekten Verfeinerung einer Pro-
tokollimplementierung wesentlih vereinfahen, da wir z.B. niht mit zyklishen Eingabedo-
kumenten umgehen können müssen.
Alle anderen Eingaben, die potentiell in der Realität im Übertragungsformat auftreten kön-
nen, dürfen allerdings niht zu Siherheitslüken führen und müssen sogar insbesondere für
eine korrekte Implementierung und eine korrekte Verfeinerung auh zu genau dem Verhalten
führen, das die Spezikation zeigt, wenn sie eine ungültige Eingabe erhält. Unsere bisherige
Spezikation beinhaltet allerdings keine ungültige Eingaben in diesem Sinne. Daher haben wir
hier eine ehte Lüke im bisherigen Framework. Wir müssen diese daher auh in der abstrakten
Ebene einführen.
8.2 Erweiterung der abstrakten Dokumente um ein Fehlerdo-
kument
Diese Anforderung mahen wir uns nun zu Nutze und benutzen das in Kap. 6 eingeführte
Dokument ⊥, um in der abstrakten Ebene alle ungültigen Eingaben der wirklihen Welt zu
repräsentieren. Da dieses Dokument bisher niht als sinnvolle Eingabe in einer Proseo
Spezikation vorkommt, führt es in der Spezikation zum Fehlerfall. Eine Änderung an der
abstrakten Protokollspezikation ist bis auf folgenden Sahverhalt niht nötig: Wir axiomati-
sieren, dass der Angreifer ⊥ immer aus seinem Angreiferwissen ableiten kann und damit eine
⊥ Nahriht immer versenden kann. Dies stellt siher, dass ⊥ in der abstrakten Ebene immer
potentiell als Eingabe vorhanden ist.
⊥ ist nun also Stellvertreter für alle ungültigen Eingaben in der Realität. Eine Implementie-
rung einer Transformationsshiht muss nun also für alle potentiell möglihen und im Über-
tragungsformat ungültigen Eingaben einen Fehlerfall signalisieren. Dies implementieren wir in
der Transformationsshiht durh Rükgabe der Pointerstruktur, die ⊥ entspriht. Wie oben




do2java(⊥, st) = jvmref × st
Eine Implementierung eines Kommunikationsprotokolls, die eine konkrete Implementierung
einer Transformationsshiht benutzt, soll nun mit ihren realen Eigenshaften anhand des
jeweiligen Übertragungsformats verhaltensäquivalent zu der konkreten Ebene der bisherigen
Verfeinerung sein. In dieser zweiten Ebene werden nun real existierende ungültige Eingaben
im Übertragungsformat betrahtet und das abstrakte ⊥ Dokument in der Eingabe als deren
Stellvertreter behandelt. Während TOSTORE wird in dieser zweiten Ebene also dann ein Ver-
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treter der abstrakten Eingabe im Übertragungsformat dem Speiher hinzugefügt (der dann
entweder wohlgeformt oder niht wohlgeformt sein kann) und während der receive Operati-
on dann dekodiert. Die Konkretisierungsrelation dieser zweiten konkreten Ebene mappt damit
später ⊥ auf alle möglihen ungültigen Eingaben im Übertragungsformat während sie für alle
anderen Dokumente eine entsprehende Kodierung erzeugt. Analog wird dann eine Kodierung
von der Implementierung von send durhgeführt und die resultierende Nahriht im Übertra-
gungsformat während FROMSTORE entsprehend aus dem Speiher extrahiert. Diese Abläufe
sind auh in Abb. 8.2 nohmals dargestellt.
Eine konkrete Implementierung einer solhen äquivalenten Ebene wird anhand einer exempla-
rishen Kodierung in Kap. 10 beshrieben.
Erst wenn eine solhe zweite Verfeinerung der bisherigen konkreten Ebene möglih und korrekt
ist, ergibt die Verikation eine sinnvolle Korrektheitsaussage für die reale Implementierung.
8.3 Informelle Charakterisierung von Pointerstrukturen mit ab-
straktem Gegenstük
Wie bereits in Abb. 8.2 shematish dargestellt und oben erläutert, wollen wir für eine kon-
krete Implementierung einer Transformationsshiht eine Charakterisierung derjenigen Poin-
terstrukturen angeben, die wir als möglihe Rükgabewerte der receive Methode erwarten
können. Dabei müssen zumindest die möglihen Rükgabewerte der do2java Funktion korrekt
erfasst werden. Im Sinne einer liberaleren Implementierung wollen wir allerdings noh weitere
andere Strukturen zulassen.
Wir wollen im Folgenden zunähst eine Charakterisierung für die Ergebnisse der Funktion
do2java versuhen. Wir werden dabei feststellen, dass es für eine reale Implementierung un-
realistish ersheint, als möglihe Ergebnisse genau die Ergebnismenge von do2java zu haben.
Eine reale Implementierung wird also niht genau die Pointerstrukturen zurükliefern können,
die von do2java konstruiert werden können. Statt dessen werden wir im Folgenden unsere
von receive garantierten Eigenshaften etwas aufweihen und auh noh andere Repräsen-
tationen der abstrakten Dokumente in der Java Welt zulassen, als durh do2java konstruiert
werden können. Dabei versuhen wir, eine aus konzeptioneller Siht möglihst sinnvolle Ein-
shränkung auf den Pointerstrukturen zu spezizieren. Programmiertehnish unsinnige Re-
präsentationen sollen verboten werden, nur shwierig zu prüfende und zudem niht wihtige
Eigenshaften sollen jedoh auh verletzt werden können. Eine solhe Eigenshaft ist etwa die
Abwesenheit von Sharing in der Pointerstruktur. Wir erläutern dies im Folgenden genauer.
Abb. 8.3 stellt dazu zur Illustration die Zusammenhänge zwishen den beiden Ebenen der
abstrakten Dokumente (links) und der Java Pointerstrukturen (rehts
1
) noh einmal genauer
dar. Beide dargestellten Mengen sind dabei abzählbar unendlih, ebenso wie alle dargestellten
Teilmengen.
1
formal harakterisiert durh eine Menge von Tupeln aus einer (Einstiegs-) Referenz (die Wurzel der Poin-
terstruktur) und einem Speiher (der die Struktur beinhaltet)
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Abbildung 8.3: Die Mengen der abstrakten Dokumente und der Pointerstrukturen
Eine erste Charakterisierung für die Ergebnisse der do2java Funktion haben wir bereits oben
während der Denition von java2do und auh im vorangegangenen Kapitel kennen gelernt: Zur
Konstruktion der Pointerstrukturen wird für jedes Objekt eine neue Referenz herangezogen.
Damit kann per Konstruktion das Ergebnis von do2java niht zyklish sein.
Darüber hinaus gelten aber noh weitere Eigenshaften, die in den folgenden Abshnitten
beshrieben werden.
8.3.1 Gültige Java Strukturen
Jede mit der Funktion do2java erzeugte Pointerstruktur ist eine gültige Java Referenz im
Sinne von validref. Insbesondere ist die Struktur typkorrekt und beginnt mit einer Referenz,
die Subtyp von Document ist.
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8.3.2 Eindeutige byte[ ℄ Repräsentationen von Werten
Beim Umwandeln eines Zahlenwertes eines abstrakten Dokuments (wie z.B. dem Wert i ei-
nes IntDo(i)) wird innerhalb von do2java immer die Funktion int2bytes verwendet, die den
Zahlenwert in kürzest möglih als byte[ ] darstellt. Insbesondere bedeutet dies, da sowohl
positive als auh negative Werte für i möglih sind, dass das erste bit des ersten bytes des
entstehenden Arrays das Vorzeihen angibt (Zweier-Komplement-Darstellung). Insbesondere
werden allerdings von int2bytes keine weiteren unnötigen (also den Zahlenwert niht verän-
dernden) 00- oder FF-bytes am Anfang des entstehenden Arrays generiert. Zusätzlih gibt es
keinen Zahlenwert i, der unter int2bytes(i) auf eine leere byte Folge abgebildet wird.
Damit muss also für alle von der Wurzelreferenz erreihbaren byte-Array Referenzen r die




↔ int2bytes(bytes2int(getbytearray(r,st))) = getbytearray(r,st)
∧ getbytearray(r,st) 6= [ ℄
int2bytes(bytes2int(getbytearray(...))) = getbytearray(...) garantiert dabei, dass die Zahlenreprä-
sentation getbytearray(...) minimal in obigem Sinne ist.
8.3.3 Keine Pointer auf null für Arrays, Nones und Keys
Sämtlihe Array-getypten Referenzen innerhalb einer Java Dokumentenstruktur nah Kon-
struktion mit do2java haben einen Wert ungleih null. Dies gilt einfah per Konstruktion,
da neue Referenzen (und nur diese werden in addarray innerhalb von do2java verwendet) per
Denition von newref_list(i,st) niht null sein können. Das gleihe gilt für alle Nonce und Key
Objekte innerhalb von addobj.
8.3.4 Dolists referenzieren den rihtigen Array Typ
Innerhalb des Doclist Typs wird ein Array verwendet, um die Aggregation zu den bein-
halteten Dokumenten zu implementieren. Dieses Array hat den statishen Typ Document[]
innerhalb der Doclist Typdeklaration. Die Java Sprahe lässt es nun allerdings zu, dass zur
Laufzeit auh Subtypen eines Document[] hier referenziert werden. Insbesondere ist z.B. ein
IntDoc[] möglih. Ein solhes Array wird jedoh niht von do2java konstruiert. Wir müs-
sen also die möglihen Doclist Objekte auf diejenigen einshränken, die ein Document[]
beinhalten.
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8.3.5 Kein Sharing innerhalb der Struktur
Per Konstruktion ist jede Referenz innerhalb der von do2java konstruierten Pointerstruktur
neu bezüglih dem Speiher zuvor. Ebenfalls sind alle verwendeten Referenzen per Konstruk-
tion disjunkt. Damit ist die Struktur insbesondere niht zyklish, wie bereits oben bemerkt.
Es gilt aber sogar noh eine stärkere Eigenshaft. Die Pointerstruktur besitzt kein Sharing.
Sharing liegt dabei dann vor, wenn von einer Referenz in der Struktur eine andere Referenz
in der Struktur auf zwei vershiedenen Wegen entlang der Verkettung der Referenzen erreiht
werden kann. Ein Zyklus ist damit ein Spezialfall von Sharing. Die Sharingfreiheit liegt vor, da
jede der verwendeten Referenzen nur an genau einer Stelle referenziert wird. Damit entsteht
eine Baumstruktur. Damit müssen auh Pointerstrukturen mit Sharing ausgeshlossen werden.
Wir spezizieren dafür ein Bibliotheksprädikat für allgemeine Pointerstrukturen hasSharing :
referene × store.
8.3.6 Gesamte Struktur disjunkt zu allen bisherigen Speiherinhalten
Durh die beshriebene Konstruktion ist jede Referenz innerhalb der Struktur neu. Das be-
deutet, dass die vorher im Speiher enthaltenen gültigen Java Pointerstrukturen (wie z.B. die
Objekte, die die Protokollimplementierung darstellen) diese neuen Referenzen niht referenzie-
ren können. Es gibt also keinen Pfad von shon im Ursprungsspeiher gültigen Referenzen hin
zu einer Referenz die von der Wurzel der von do2java konstruierten Struktur erreihbar ist.
Dies kann für Programme, die mit destruktiven Updates auf den Pointern arbeiten, wesentlih
sein.
8.4 Formale Charakterisierung von Pointerstrukturen mit ab-
straktem Gegenstük
Die eben beshriebenen Eigenshaften harakterisieren genau die Ergebnisse von do2java. Am
besten wäre es also, wenn eine reale Implementierung von receive auh nur genau solhe
Pointerstrukturen zurükliefert. Dies ersheint allerdings als zu starke Einshränkung. Insbe-
sondere die Forderungen nah Sharing-Freiheit und Disjunktheit zu allen bisherigen Pointer-
strukturen würden Cahing und Wiederverwendung der Eingabedokumente oder speihere-
ziente Implementierungen von receive verhindern. Dies ersheint niht wünshenswert. Wir
verwenden daher niht alle oben genannten Eigenshaften, sondern versuhen, mit den ein-
fahsten und grundlegendsten auszukommen. Natürlih müssen wir dann Implementierungen
für die eigentlihe Protokollfunktionalität angeben, die auh mit Eingaben mit Sharing oder
mit geahten Eingaben zurehtkommen. Dies ist allerdings unproblematish.
Wie bereits vorher angemerkt, sollen zu shwierig zu überprüfende und zu restriktive Ein-
shränkungen verletzt werden können. Formal denieren wir nun ein Charakterisierungsprä-
dikat für die Ergebnisse von receive, mit dem wir die gewünshten Eigenshaften zu fassen
versuhen. Dazu können wir nun die validDo Charakterisierung verwenden, die wir bereits in
Kap. 6.8 eingeführt haben. Wir verwenden:
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validref ist dabei die bereits oben eingeführte Charakterisierung typkorrekter Java Pointer-
strukturen. Dies ist siher als Eigenshaft sinnvoll, da kein gültiges Java Programm ungültige
(z.B. niht typkorrekte) Strukturen erzeugen kann. validDo dagegen setzt gerade die obigen
Forderungen nah Zyklenfreiheit, eindeutiger byte[ ℄ Repräsentation, rihtiger Array Typen
und keinen Nullpointern um.
8.5 Validierung: Eigenshaften von java2do und do2java
Mit dem Prädikat isAbstratDo haben wir eine Charakterisierung für die Pointerstrukturen
gefunden, die wir in einer Implementierung als Rükgabewerte von receive erlauben wol-
len. Man beahte z.B., dass die gegebene Axiomatisierung für isAbstratDo Sharing in den
Pointerstrukturen erlaubt. Innerhalb des Verfeinerungsbeweises könnten wir nun noh weite-
re Eigenshaften nutzen, die von do2java garantiert werden (wie z.B. die Sharingfreiheit).
Wie bereits oben diskutiert impliziert aber unsere Verikation einer Verfeinerung nur dann
einen sinnvollen Korrektheitsbegri für eine Implementierung, wenn mittels einem konkre-
ten Übertragungsformat und einer konkreten Implementierung für die Transformationsshiht
eine verhaltensäquivalente alternative Spezikation (mit gleiher Protokollimplementierung)
der konkreten Ebene angegeben werden kann, die dann statt lediglih den Entsprehungen
von abstrakten Dokumenten (und damit für das Programm auh nur den Ergebnissen von
do2java) auh andere in der Realität möglihe Eingaben zulässt. Diese zusätzlihen Eingaben
müssen dann in der Implementierung der Transformationsshiht aussortiert werden und zum
Rükgabewert null, der dem Fehlerdokument ⊥ entspriht, führen. Das bedeutet wiederum,
dass wir, wenn wir eine solhe Verhaltensäquivalenz nahweisen wollen, im Beweis der Ver-
feinerung nur Eigenshaften der Transformationsshiht verwenden dürfen, die in der realen
Implementierung auh gelten. Da Eigenshaften wie z.B. Sharingfreiheit niht immer benötigt
werden, liberalisieren wir die Eigenshaften hier anhand von isAbstratDo.
Shlieÿlih stellt sih die Frage, ob unsere Axiomatisierungen wirklih die rihtigen und inten-
dierten Eigenshaften treen, die wir spezizieren wollten. Zur diesbezüglihen Validierung
unserer Axiomatisierung beweisen wir nun einige Eigenshaften für isAbstratDo. Die Bewei-
se der Eigenshaften wurden mit dem KIV System geführt und können in der Spezikation
dos2store nahgelesen werden [49℄. Eine erste naheliegende Eigenshaft ist:
Jedes Ergebnis von do2java erfüllt validref und validDo:
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Theorem:
do2java-validdo:
do2java(do,st) = r × st0 → validDo(r, st0)
do2java-validref:




do2java(do,st) = r × st0 → isAbstratDo(r, st0)
Im Weiteren denieren wir nun einen Äquivalenzbegri für Pointerstrukturen, der Sharing in
der Pointerstruktur und Isomorphie in den Werten der Referenzen erlaubt, allerdings Gleih-
heit in den primitiven Werten und den Typen fordert. Damit können wir nun auh die um-
gekehrte Rihtung dieser Implikation zeigen und damit beweisen, dass isAbstratDo modulo
diesem Äquivalenzbegri genau die Ergebnisse von do2java harakterisiert. Damit haben wir
auh die Darstellung in Abb. 8.3 gerehtfertigt.
Der gewünshte Äquivalenzbegri ist dabei rekursiv für beliebige Pointerstrukturen deniert.
Wir spezizieren eine Äquivalenzrelation pseq : (referene × store) × (referene × store) zwi-




pseq(r, st, r0, st0)
↔ (r = jvmref ∧ r0 = jvmref)
∨ ( r 6= jvmref ∧ r0 6= jvmref
∧ st[r - .type℄ = st0[r0 - .type℄
∧ (is_lasstype(st[r - .type℄) → lasseq(r, st, r0, st0)
∧ (is_arraytype(st[r - .type℄) → arrayeq(r, st, r0, st0))
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Zwei Strukturen beginnend bei den Referenzen r in st und bei r0 in st0 sind in obigem Sinne
äquivalent, wenn beide gleih jvmref sind. Ebenso sind sie äquivalent, wenn beide ungleih
jvmref sind und ihre Typen gleih sind. Darüber hinaus müssen dann bei einem Klassentyp die
referenzierten Felder wieder äquivalent sein (lasseq(r, st, r0, st0)), bzw. bei einem Arraytyp




lasseq(r, st, r0, st0)
↔ (∀ fs. fs ∈ instelds(st[r - .type℄)
∧ is_referenevalue(st[r - .fs℄)
→ pseq(st[r - .fs℄.refval, st, st0[r0 - .fs℄.refval, st0))
∧ (∀ fs. fs ∈ instelds(st[r - .type℄)
∧ ¬ is_referenevalue(st[r - .fs℄)
→ st[r - .fs℄ = st0[r0 - .fs℄)
Eine Referenz r mit Klassentyp ist dabei in Speiher st äquivalent zu einer anderen Referenz
r0 in st0, wenn für alle Instanzenfelder des jeweiligen Typs (∀ fs. fs ∈ instelds(st[r - .type℄)
...) gilt: wenn ein Referenzwert im Feld enthalten ist (is_referenevalue(st[r - .fs℄)), müssen die
entsprehenden Referenzen wieder äquivalent sein (Rekursion von pseq). Ansonsten müssen
die Werte der Felder (die dann primitiv sind) einfah gleih sein.
Für Arrays gilt die gleihe Spezikation für Äquivalenz, lediglih müssen hier auh die Längen
der Arrays gleih sein und wir sprehen niht über die Felder einer Klasse sondern über alle
gültigen Arrayindizes (0 ≤ i ∧ i < st[r - .length℄.intval). Damit gilt für Arrays:
Spezifikation:
arrayeq:
arrayeq(r, st, r0, st0)
↔ st[r - .length℄ = st0[r0 - .length℄
∧ (∀ i. 0 ≤ i ∧ i < st[r - .length℄.intval
∧ is_referenevalue(st[r - i℄)
→ pseq(st[r - .i℄.refval, st, st0[r0 - .i℄.refval, st0))
∧ (∀ i. 0 ≤ i ∧ i < st[r - .length℄.intval
∧ ¬ is_referenevalue(st[r - .i℄)
→ st[r - .i℄ = st0[r0 - .i℄)
Mit diesem Äquivalenzbegri lässt sih nun folgende Eigenshaft zeigen: Jede Pointerstruk-
tur, für die isAbstratDo gilt, lässt sih modulo pseq äquivalent durh Konstruktion mittels
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→ ∃ do, st0, r0, st1.
do2java(do, st0) = r0 × st1 ∧ pseq(r, st, r0, st0)
DesWeiteren gilt auh auf der jeweiligen durh pseq denierten Äquivalenzklasse, dass do2java




∧ do2java(java2do(r, st)) = r1 × st1
→ pseq(r, st, r1, st1)
Die andere Rihtung gilt natürlih ohne eine solhe Einshränkung:
Theorem:
java2do-do2java:
do2java(do, st) = r1 × st1
→ java2do(r1, st1) = do
Damit ist eine hinreihende Validierung der Spezikationen von validDo und do2java und
java2do bewiesen.
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8.6 Nötige Veränderungen im Aufbau der konkreten ASM
In diesem Abshnitt beshreiben wir nun die Änderungen an der Spezikationsstruktur für
unsere Ebenen der Verfeinerung, damit die oben beshriebenen Zusammenhänge abgebildet
werden. Die Änderungen betreen dabei die Makros TOSTORE und FROMSTORE sowie die
verwendeten Eigenshaften der Funktionen receive und send.
Das TOSTORE Makro darf nun niht mehr lediglih do2java verwenden, um eine Eingabe
in den Speiher zu legen, sondern muss die Kodierung vornehmen und insbesondere auh alle
niht wohlgeformten Kodierungen berüksihtigen. FROMSTORE muss entsprehend dekodie-
ren. Dazu müssen wir uns auf ein konkretes Übertragungsformat festlegen (jedoh noh niht
auf die konkreten Kodierungsvorshriften!). Wir wählen hier Folgen von Bytes als Übertra-
gungsformat, die z.B. bei Chipkarten, Bluetooth Kommunikation oder Sokets Standard sind.
Insbesondere benötigen wir nun ein Prädikat, dass die Gültigkeit von Kodierungen festlegt.
Wir verwenden dazu validEnoding : bytes. Man beahte, dass die Spezikation dieses Prädika-
tes erst vom konkreten Kodierungsmehanismus abhängig ist und an dieser Stelle noh keine
Rolle spielt (tatsählih geben wir später in Kap. 10 eine exemplarishe Kodierungsvorshrift
und eine Spezikation für z.B. validEnoding an).
Ebenso benötigen wir Funktionen zur Kodierung und Dekodierung von Dokumenten in Folgen
von Bytes. Dazu verwenden wir enode : Doument → bytes und deode : bytes → Doument.
Auh für diese Funktionen geben wir bis jetzt noh keine ausführlihen Spezikationen an,
wihtig sind lediglih die beiden Eigenshaften:
deode(enode(do)) = do
validEnoding(bytes) → enode(deode(bytes)) = bytes
Damit ändern wir nun unsere Denitionen von TOSTORE und FROMSTORE aus Kap. 5.4.2
wie folgt ab, wobei die Änderungen kursiv gedrukt sind:
TOSTORE(inputs; store)
if inputs(agent)(port1) = [ ℄ then
store(agent) := store(agent)[.ins1, null℄;
else if inputs(agent)(port1) 6= [ ℄ ∧ inputs(agent)(port1).rst = ⊥ then
hoose bytes with ¬ validEnoding(bytes) in {
store(agent) := addarray(.ins1, bytes, store(agent)) } ;}




if inputs(agent)(portn) = [ ℄ then
store(agent) := store(agent)[.insn, null℄;
else if inputs(agent)(portn) 6= [ ℄ ∧ inputs(agent)(portn).rst = ⊥ then
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hoose bytes with ¬ validEnoding(bytes) in {
store(agent) := addarray(.insn, bytes, store(agent)) } ;
else if inputs(agent)(portn) 6= [ ℄ then
store(agent) :=
addarray(.insn, enode(inputs(agent)(portn).rst), store(agent));
store(agent) := store(agent)[.outport, intval(0)℄;
store(agent) := store(agent)[.outs, null℄;
store(agent) := store(agent)[.re1, boolvar(false)℄;
. . .
store(agent) := store(agent)[.ren, boolvar(false)℄;
Bei einer Eingabe von ⊥ (wie bereits angemerkt kann diese immer vom Attakermodell ge-
neriert werden), wählt TOSTORE nun eine beliebige ungültige Kodierung und fügt diese als
byte[ ] an die jeweilige temporäre Eingabestelle in den Speiher ein. Damit berüksihti-
gen wir alle möglihen ungültigen Kodierungen als Eingabe. Bei anderen Eingabedokumenten
verwenden wir einfah die (bis jetzt noh unspezizierte) enode Funktion, um eine Kodierung
herzustellen und fügen diese in den Speiher ein. Der Rest des Makros bleibt unverändert.
Auh FROMSTORE muss nun entsprehend verändert werden:
FROMSTORE(st; store, inputs, outdo, outport)
store(agent) := st;
outport := store(agent)[.outport℄.intval;
outdo := deode(getbytearray(.outs, store(agent)))
if (store(agent)[.re1℄) then inputs(agent)(1) = inputs(agent)(1).rest;
. . .
if ( store(agent)[.ren℄) then inputs(agent)(n) = inputs(agent)(n).rest;
Statt der vorherigen Anwendung von java2do wird nun deode auf einem byte[ ] an der
.outs Speiherstelle verwendet, um die abstrakte Entsprehung outdo der Ausgabe des
Programms zu konstruieren.
Natürlih kann man TOSTORE und FROMSTORE im generishen Verfeinerungsframework
niht ändern, ohne auh die verwendeten Eigenshaften von receive und send entsprehend
anzupassen. Vorher forderten wir einfah, dass receive(i) einfah den Inhalt des Feldes
.insi zurükgibt (also als einfahe Abfragefunktion auf dem Feld darstellt). Hier muss nun
eine entsprehende Dekodierung stattnden und alle ungültigen Kodierungen erkannt werden.
Die entsprehenden Eigenshaften für receive sind damit:
reeive-ok:
st[.mode℄ = normal, .mode ∈ st,
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st[.insi℄ = refval(r1)
bytes = getbytearray(r1, st)
validEnoding(bytes),
validref(CommInterfae, r2, CommInterfae, st), r2 6= jvmref,
validref(dos2store, r1, mkarraytype(byte_type), st), r1 6= jvmref,
st = st0
⊢ 〈st; r3 = r2.receive(i); 〉
( st0[.rei, boolval(true)℄ ⊆ st
∧ java2do(r3, st) = deode(bytes)
∧ validDo(r3, st) ∧ validref(dos2store, r3, Doument, st))
reeive-ok besagt, dass alle gültigen Kodierungen (validEnoding(...)) im Eingabepuer st[.insi℄
zu einem Rükgabewert r3 führen, der bezüglih java2do genau die Entsprehung der ab-
strakten Dekodierung deode auf dem Eingabearray entspriht.
reeive-fail:
st[.mode℄ = normal, .mode ∈ st,
st[.insi℄ = refval(r1)
bytes = getbytearray(r1, st)
¬ validEnoding(bytes),
validref(CommInterfae, r2, CommInterfae, st), r2 6= jvmref,
validref(dos2store, r1, mkarraytype(byte_type), st), r1 6= jvmref,
st = st0
⊢ 〈st; r3 = r2.receive(i); 〉
( st0[.rei, boolval(true)℄ ⊆ st
∧ r3 = jvmref )
reeive-fail besagt, dass alle ungültigen Kodierungen erkannt werden und durh jvmref als
Rükgabewert der receive Methode signalisiert werden. Damit ltert receive generish
alle ungültigen Eingaben aus.
Shlieÿlih benötigen wir spiegelbildlihe Eigenshaften für send. Bei einer wohlgeformten Ein-
gabe im Sinne von validDo soll eine entsprehende Kodierung erzeugt werden:
send-ok:
st[.mode℄ = normal, .mode ∈ st,
validDo(r1, st),
validref(CommInterfae, r2, CommInterfae, st), r2 6= jvmref,
validref(dos2store, r1, Doument, st), r1 6= jvmref
st = st0
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⊢ 〈st; r2.send(r1) 〉
( ∃ r. addarray(r, mkarraytype(byte_type),
enode(java2do(r1, st0)), st0)[.outs, refval(r)℄
⊆ st
∧ newref(r, st0))
Diese Eigenshaft würde eigentlih shon reihen (shlieÿlih können wir immer zeigen, dass
korrekte Protokollimplementierungen immer gültige Dokumentenstrukturen als Eingabe pro-
duzieren). Aus Gründen der Robustheit fordern wir allerdings noh, dass ungültige Dokumente
auh erkannt werden und in diesen Fällen nihts versendet wird:
send-fail:
st[.mode℄ = normal, .mode ∈ st,
¬ validDo(r1, st),
validref(CommInterfae, r2, CommInterfae, st), r2 6= jvmref,
validref(dos2store, r1, Doument, st), r1 6= jvmref
st = st0
⊢ 〈st; r2.send(r1) 〉
(st0 ⊆ st)
Wir geben in Kap. 10 eine Implementierung für send und receive und entsprehende Ko-
dierungsregeln an, die die oben genannten Eigenshaften tatsählih erfüllen. Damit ist also
die Lüke zur Verikation einer tatsählihen Implementierung geshlossen.
8.7 Erhalt aller bisherigen Eigenshaften für die Verikation
Der eigentlih interessante Aspekt ist nun, dass die neue Axiomatisierung von TOSTORE und
FROMSTORE sowie die neuen Eigenshaften receive und send immer noh die gleihen
Lemmata zur Verikation der korrekten Verfeinerung einer Protokollimplementierung erfül-
len. Insbesondere gelten die beiden Eigenshaften TOSTORE-reeive und FROMSTORE-send,
die bereits in Kap. 6.9 eingeführt wurden, weiterhin. Da lediglih diese Eigenshaften inner-
halb der bisherigen Verfeinerungsbeweise verwendet wurden, ist die Verikation der neuen
zusätzlihen konkreten Ebene vollständig analog zur bisher beshriebenen Verikation. Insbe-
sondere können wir gleih direkt die Korrektheit der Verfeinerung zur untersten Ebene in Abb.
8.2 beweisen und können den Beweis genauso führen, als würden wir ohne Übertragungsfor-
mat verizieren. Hier wird insbesondere deutlih, dass die generishe Transformationsshiht
tatsählih transparent für die Protokollimplementierung ungültige Eingaben ltert und ent-
sprehend der Beweis der Verfeinerungskorrektheit einer Protokollimplementierung dadurh
auf einer höheren Abstraktionsebene möglih wird, als dies ohne eine solhe Shiht möglih
wäre.
Es muss allerdings nun natürlih der Beweis der Eigenshaften entsprehend angepasst werden.
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Dies beshreiben wir kurz in den nähsten beiden Abshnitten:
8.7.1 TOSTORE und receive
Zur Wiederholung nohmals die für den Verfeinerungsbeweis gewünshte Eigenshaft:
Theorem:
TOSTORE-reeive:
.mode ∈ st ∧ st[.mode℄ = noval
∧ validrefnotnull(CommInterfae, r, CommInterfae, st)
∧ inputs(agent)(i) 6= [ ℄
∧ 〈TOSTORE(agent, inputs; store) 〉 (store = store1)
∧ st = store1(agent)
〈st; r1 = r.reeive(i) 〉 (st = st0 ∧ r1 = r2)
→ java2do(r2, st0) = inputs(agent)(i).rst
∧ st ⊆ st0
∧ validref(dos2store, r2, Doument, st0)
∧ validDo(r2, st0)
Beweisidee:
Auf der konkreten Ebene unter Berüksihtigung eines Übertragungsformates müssen nun
für den Beweis dieser Eigenshaft auh ungültige Eingaben berüksihtigt werden. TOSTORE
entsheidet shlieÿlih anhand der abstrakten Eingabe (Vorliegen von ⊥), ob eine ungültige
Kodierung als Eingabe für das Java Programm gewählt werden soll. Da receive nun aller-
dings wie oben dargestellt diese ungültigen Eingaben erkennt (Lemma reeive-fail oben!) und
in diesen Fällen jvmref zurükliefert, gilt TOSTORE-reeive weiterhin. Shlieÿlih ist jvmref
gerade die Entsprehung von ⊥ = inputs(agent)(i).rst bezüglih java2do. Im Fall wohlge-
formter Eingabekodierungen folgt die obige Eigenshaft einfah aus deode(enode(do)) =
do, da TOSTORE enode verwendet und receive sih nah Lemma reeive-ok wie deode
verhält.
8.7.2 FROMSTORE und send
Auh hier wiederholen wir kurz die gewünshte Eigenshaft:
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.mode ∈ st ∧ st[.mode℄ = noval
∧ validrefnotnull(CommInterfae, r, CommInterfae, st)
∧ validref(dos2store, r1, Doument, st)
∧ validDo(r1, st)
st = st0
→ 〈st; r.send(r1, outport0) 〉
〈FROMSTORE(agent, st; store, inputs, outdo, outport) 〉
( outdo = java2do(r1, st0)
∧ outport = outport0)
Beweisidee:
Spiegelbildlih zur obigen Argumentation gilt auh diese Eigenshaft weiterhin, da send nah
Eigenshaft send-ok von oben sih wie enode verhält und FROMSTORE deode auf dessen
Ausgabe verwendet. Damit benötigen wir wiederum deode(enode(do)) = do und können
den Beweis wieder shlieÿen. Wie bereits in Kap. 6.9 erläutert, benötigen wir für den Verfeine-
rungsbeweis keine Eigenshaft, die das Verhalten von send bei niht wohlgeformten Eingaben
beshreibt, da korrekte Programme nur wohlgeformte Ausgaben produzieren.
8.8 Resultierende Kommunikationsstruktur in der Implemen-
tierung
Mit enode und deode haben wir nun Formalisierungen für eine Transformationsshiht in die
Verfeinerungsmethodik integriert. Natürlih muss eine reale Implementierung eines Protokolls
nun auh auf einer entsprehenden Implementierung für encode und decode innerhalb von
receive und send basieren. Eine solhe Implementierung wird in Kapitel 10 erläutert. Am
Ende von Kap. 10 wird dann auh gezeigt, dass die beiden eben gezeigten Eigenshaften
FROMSTORE-send und TOSTORE-reeive mit dieser Implementierung tatsählih gelten. Zur
Erläuterung der Funktionsweise einer solhen Kommunikationsinfrastruktur wird in Abb. 8.4
gezeigt, wie die Implementierung der Protokollfunktionalität eines Agenten (Protocol) mit
der Umgebung interagiert.
Ein Shritt (step()) eines Agenten beginnt demnah typisherweise damit, eine Eingabe zu
empfangen (receive()). Dabei kann ein Port port_i angegeben werden. Dies führt nun im
Kommunikationsinterfae dazu, dass eine entsprehende low-level Empfangsfunktion in einer
Netzwerkshiht (die wir hier niht mehr betrahten) aufgerufen wird. Dies kann bei Cindy
z.B. das Empfangen einer MMS sein. Die daraus resultierende Eingabe (hier: eine Bytefolge
inbytes) wird nun dekodiert (decode) und das Ergebnisdokument indoc zurükgegeben.
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Abbildung 8.4: Kommunikation mit der Transformationsshiht
Nah Abarbeitung des dazugehörigen Protokollshritts wird shlieÿlih eventuell die send
Methode aufgerufen, um eine Antwort outdoc auf Port port_k zu vershiken. Dies führt
nun spiegelbildlih zu Kodierung mittels encode zu einer Bytefolge outbytes, die dann
über die Netzwerkshiht vershikt werden kann.
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Kapitel 9
Erweiterung der Datentypen: Kryptographie
It's kind of fun to do the impossible.
Walt Disney
In diesem Kapitel werden die Java Klassen zur Repräsentation der abstrakten Dokumente
um Typen für die kryptographishen Operationen erweitert. Dazu werden insbesondere
die erforderlihen Eigenshaften der Kryptographie für ein Renement diskutiert. Ebenso
werden entsprehende Denitionen der bisherigen Wandlungsfunktionen eingeführt. Die
in diesem Kapitel beshriebenen Arbeiten wurden in [62℄ und [66℄ publiziert.
9.1 Abstrakte kryptographishe Operationen
Die Proseo Ebene unterstützt mit den Typen HashDo, EnDo und SigDo die kryp-
tographishen Operationen. Dabei basiert die Angreifermodellierung in Proseo auf der
Annahme der perfekten Kryptographie. Dies bedeutet, dass ein Angreifer kryptographishe
Operationen niht brehen kann. Insbesondere kann er vershlüsselte Daten nur unter Kennt-
nis des rihtigen Shlüssels entshlüsseln, Hashfunktionen niht invertieren und Signaturen
niht fälshen. Insbesondere bedeutet dies z.B. auh dass alle genannten Funktionen injek-
tiv speziziert werden. Die Annahme perfekter Kryptographie ist Standard im Bereih der
Kryptoprotokoll-Verikation. Auh alle anderen wihtigen Ansätze zur Verikation von Pro-
tokollspezikationen wie z.B. [139℄, [41℄, [34℄ und [118℄ verwenden diese Annahme. Sie ist essen-
tiell, um überhaupt Siherheitseigenshaften auf abstrakter Ebene verizieren zu können. Mit
einem Angreifermodell, das kryptographishe Nahrihten (ob bewusst oder unbewusst) fäl-
shen könnte (wenn z.B. Kollisionen beim Vershlüsseln oder beim Hashen auftreten könnten),
würden siherlih keine Siherheitseigenshaften zeigbar sein. Die Siherheit eines Protokolls,
das z.B. ein Passwort vershlüsselt überträgt und dieses zur Zugangssteuerung für eine belie-
bige Ressoure verwendet, kann natürlih nur gewährleistet werden, wenn ein Angreifer ohne
Wissen über das Passwort eine entsprehende vershlüsselte Nahriht, die beim Entshlüsseln
das Passwort ergibt, niht erzeugen kann.
Zur Verdeutlihung geben wir dazu im Folgenden einen Teil der Axiomatisierung aus der
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Proseo Ebene für die derypt : key × doument → doument Funktion an, die das Ent-
shlüsseln eines Dokumentes mit einem Shlüssel speziziert. Dazu ist noh wihtig, dass
die Proseo Ebene zwishen zwei vershiedenen Shlüsseltypen untersheidet: symmetri-
she und asymmetrishe Shlüssel zur Abbildung der beiden bekannten Kryptographie-Arten.
Letztere zerfallen in private und öentlihe Shlüssel. Dabei wird zusätzlih davon ausgegan-
gen, dass jeder Shlüssel anhand seines Wertes eindeutig einer der drei Mengen zugeordnet
werden kann (in der Realität ist dies durh die entsprehenden Shlüsselkodierungen als Folge
von bytes wie z.B. PKCS1 möglih). Dazu spezizieren wir die drei Prädikate is_sessionkey
: key für symmetrishe Shlüssel, is_pubkey : key für öentlihe asymmetrishe Shlüssel und
is_privkey : key für private asymmetrishe Shlüssel. Für jeden Shlüssel gilt damit genau eines




is_sessionkey(key) → derypt(key, endo(key, do)) = do
derypt-sym-fail:
is_sessionkey(key) ∧ key 6= key0 → is-intdo(derypt(key, endo(key0, do)) )
Das Ergebnis des Entshlüsseln eines symmetrish vershlüsselten EnDos mit einem falshen
Shlüssel (key 6= key0) ist also ein beliebiges IntDo - die derypt Funktion ist hier also unter-
speziziert. Dies bildet in der Proseo Ebene den Sahverhalt ab, dass niht vorhersagbar
ist, welher Wert bei einer solhen Entshlüsselung z.B. bei Einsatz von 3DES Kryptographie
entstehen würde. Ein in diesem Sinne zufälliges IntDo kommt diesem Umstand am nähsten.
Eine kryptographishe Bibliothek, die die derypt Funktion in diesem Sinne umsetzen würde,
ist mit Algorithmen wie DES oder RSA niht implementierbar. Dies liegt daran, dass obige
Denition die Injektivität der Vershlüsselung durh den Konstruktor EnDo : key × dou-
ment → Doument voraussetzt, also darauf beruht, dass alle EnDo(k,d) und EnDo(k',d')
bei Vershiedenheit von k zu k' oder von d zu d' auh vershieden sind. In der Realität ist
lediglih die Abbildung enryptk : plaintext→ iphertext bei xem Shlüssel k injektiv. Z.B. bei
DES gibt es zu jedem Shlüssel k auh einen Shlüssel k', so dass enryptk(p) = enryptk′(p).
Dies folgt aus der Tatsahe, dass bei DES die Mähtigkeit des Denitionsbereihs und des
Wertebereihs gleih ist, Vershlüsselung bildet bei xem Shlüssel 8 byte Klartext injektiv
auf 8 byte Ciphertext ab. Damit muss also für jedes Paar aus Plaintext und Ciphertext be-
züglih der Vershlüsselung mit einem bestimmten Shlüssel mindestens ein zweiter Shlüssel
existieren, der einen (anderen) Plaintext auf den gleihen Ciphertext abbildet.
Damit ist hier zunähst ohne Weiteres keine korrekte Verfeinerung möglih. Für eine reale
Implementierung ist somit lediglih eine Aussage über die Komplexität der eingesetzten Algo-
rithmen möglih. Damit lässt sih shlieÿlih nur eine probabilistishe Aussage bzgl. der Siher-
heit der Algorithmen in der Realität angeben. Wir sind im Rahmen dieser Arbeit allerdings
niht in der wahrsheinlihkeitstheoretish siheren Implementierung der kryptographishen
Operationen selbst interessiert, sondern an der Korrektheit des Designs des Protokolls und
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der Korrektheit der Umsetzung in der Implementierung selbigens. Dabei nehmen wir krypto-
graphishe Algorithmen als siher an, d.h. wir abstrahieren von der theoretishen Möglihkeit
z.B. von Kollisionen bei der Vershlüsselung oder beim Hashing auh in der Implementierungs-
ebene. Daher übertragen wir für unseren Ansatz die Annahme der perfekten Kryptographie
auf die Implementierungsebene. Dabei wird also z.B. die konkrete Implementierung obiger ab-
strakter derypt Funktion (und auh die anderen kryptographishen Operationen) in Java auf
der Ebene von byte Folgen niht mehr im Verfeinerungsbeweis betrahtet, sondern lediglih
eine Axiomatisierung für ihr Verhalten angegeben. Natürlih ist dies eine Idealisierung der
Realität. Wir müssen daher eine Argumentation nden, warum eine in diesem Sinne korrekte
Implementierung niht doh in der Realität Siherheitslüken im Sinne eines auf Wahrshein-
lihkeiten beruhendem Siherheitsbegri beinhalten kann. Im Folgenden werden daher die
nötigen Annahmen und die resultierende Axiomatisierung erläutert.
Zunähst sollen aber noh die Java Klassen vorgestellt werden, die die abstrakten Dokumente
mit Kryptographie implementieren.
9.2 Umsetzung der Kryptographie
Die Implementierung der kryptographishen Typen hängt natürlih stark von der Funktions-
weise der kryptographishen Operationen in Java ab. Die Programmiersprahe sieht deren
Integration mittels einer Implementierung der Java Cryptographi Arhiteture (JCA) vor.
Hierbei soll ein Provider implementiert werden, der ein generishes Interfae zur Vershlüs-
selung (symmetrish und asymmetrish) zur Verfügung stellt. Dabei arbeiten die Kryptoope-
rationen der JCA immer auf Arrays von bytes, da das generishe Interfae keine andere Re-
präsentation vorsieht. Dies gilt für Hashing, Vershlüsselung, Entshlüsselung und Signaturen.
Damit muss also eine Implementierung der kryptographishen Document Typen ebenso mit
byte[ ] Werten arbeiten. Im Folgenden betrahten wir lediglih Hashing und Vershlüsse-
lung. Die Argumentation und auh die Axiomatisierung von Signaturoperationen ist identish
zu denen zur Vershlüsselung.
Die Klassen aus Abb. 9.1 implementieren damit die drei kryptographishen Dokumente Has-
hDo, EnDo und SigDo.
D o c u m e n t
E n c D o c
-  enc  :  by te [ ]
H a s h D o c
-  hash  :  by te [ ]
S i g D o c
-  s ig  :  by te [ ]
Abbildung 9.1: Klassenhierarhie für Dokumente mit Kryptographie
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Alle drei Klassen beinhalten ein byte[], das das Ergebnis der jeweiligen kryptographishen
Operation speihert. Insbesondere enthalten konkrete Implementierungen z.B. der EncDoc
Klasse natürlih niht das zu vershlüsselnde Dokument und den Shlüssel, wie dies beim
abstrakten EnDo(key, do) der Fall ist.
Wir müssen also vor Anwendung von kryptographishen Operationen die Document Objekte,
die als Parameter fungieren, in eine byte Array Repräsentation umwandeln. Die entsprehende
Implementierung z.B. für die EncDoc Klasse ist damit:
1 public class EncDoc extends Document {
2 private byte[] encrypted;
3 public EncDoc(Key k,Document d){




8 public class Crypto {
9 private static CryptoInterface crypto;





15 public interface CryptoInterface {
16 public byte[] encrypt(Key key, Document doc);
17 public Document decrypt(Key key, Document doc);
18 public byte[] sign(Key key, Document doc);
19 public boolean verify(Key key, Document doc);
20 public byte[] hash(Document doc);
21 }
Beim Anlegen einer Instanz der Klassen EncDoc wird die Methode encrypt verwendet,
um den byte[ ] Wert des EncDocs entsprehend zu initialisieren. Wir benutzen dazu die
Klasse Crypto, um eine Instanz des Interfaes CryptoInterface über das statishe Feld
.crypto ständig zugreifbar zu haben. Tatsählih benötigen wir damit eine ordentlihe In-
stanz des Interfaes CryptoInterface in allen unseren Implementierungen in diesem Feld.
Dies wird später auh Vorbedingung und Invariante aller Renement Beweise sein. Eine kon-
krete Implementierung von CryptoInterfacewerden wir später in Kap. 10 im Rahmen der
Kodierungsvorshrift für Dokumente in das Übertragungsformat vorstellen. Zum jetzigen Zeit-
punkt geben wir lediglih gewünshte Eigenshaften der Methoden im CryptoInterface
an. Ziel der Eigenshaften muss sein, das Verhalten der abstrakt spezizierten Kryptographie
auf die Implementierungsebene abzubilden. Warum dies gerehtfertigt ist, werden wir später
in Kap. 9.3 diskutieren.
Zunähst betrahten wir die Entshlüsselung von Java Dokumenten mittels decrypt. Wir
wählen für die Angabe der Eigenshaften der Funktion in decrypt folgende Vorgehensweise:
Zuerst wandeln wir den konkreten Java Parameter für die Methode mittels java2do in ein
abstraktes Dokument (und entsprehend auh einen Key). Danah wenden wir die abstrakt
spezizierte Funktion für die Java Methode an, also hier das abstrakte derypt. Daraus erhalten
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wir ein abstraktes Ergebnisdokument resultdo. Shlieÿlih spezizieren wir, dass auf dem
resultierenden Speiher nah dem Methodenaufruf in Java die Abstraktionsfunktion java2do
ebenso das Dokument resultdo liefert, solange kein Fehler aufgetreten ist. Ein Fehler ist dabei
aufgetreten, wenn die entsprehenden Eingaben das Prädikat validDo aus dem letzten Kapitel
niht erfüllen oder die Entshlüsselung niht erfolgreih verlaufen ist. Letzteres erkennt man
am Rükgabewert der abstrakten derypt Funktion, wie oben speziziert (dieser ist vom Typ
IntDoc). Sollte ein Fehler aufgetreten sein, sollen die Java Methoden null zurükliefern,
was ja auh shon im vorherigen Kapitel den Fehlerfall signalisierte. Damit erhalten wir also
für decrypt folgende zwei Axiome:
derypt-ok:
st[.mode℄ = normal, .mode ∈ st,
validref(dos2store, r1, EnDo, st), r1 6= jvmref,
validDo(r1, st),
validref(dos2store, r2, CryptoInterfae, st), r2 6= jvmref,
validref(dos2store, r3, Key, st), r3 6= jvmref,
st[r3 - .keyval℄ 6= jvmref,
¬ is-intdo(derypt(java2do(r3, st0), java2do(r1, st0))),
st = st0
⊢ 〈st; r = r2.decrypt(r3, r1); 〉
(java2do(r2, st) = derypt(java2do(r3, st0), java2do(r1, st0))
∧ validDo(r2,st) ∧ st0 ⊆ st)
Das Axiom besagt: Falls die Eingabeparameter und die Invoking Expression gültige Java Poin-
terstrukturen ungleih null sind (validref(...) und ... 6= jvmref Vorbedingungen) und auh der
Ausführungsmodus im Speiher normal ist (also falls z.B. gerade keine Exeption geworfen
wird), dann liefert die Implementierung von decrypt die Pointerstruktur, die dem Ergebnis
der Entshlüsselung auf den abstrakten Gegenstüken der Parametern entspriht (java2do(r2,
st) = derypt(java2do(r3, st0), java2do(r1, st0))), falls diese Entshlüsselung fehlerfrei funk-
tioniert hat (¬ is-intdo(derypt(java2do(r3, st0), java2do(r1, st0)))).
Ebenso soll gelten:
derypt-fail:
st[.mode℄ = normal, .mode ∈ st, init(st),
validref(dos2store, r1, Doument, st), r1 6= jvmref,
(st[r1 - .type℄ = EnDo → st[r1 - .en℄ 6= refval(jvmref))
validref(dos2store, r2, CryptoInterfae, st), r2 6= jvmref,
validref(dos2store, r3, Key, st), r3 6= jvmref,
st[r3 - .keyval℄ 6= jvmref,
( is-intdo(derypt(java2do(r3, st0), java2do(r1, st0))),
∨ st[r1 - .type℄ 6= EnDo ∨ ¬ validDo(r1, st))
st = st0
⊢ 〈st; r = r2.encrypt(r3, r1); 〉
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(st0 ⊆ st ∧ r = jvmref)
Im Fehlerfall - also bei Vorliegen einer niht erfolgreihen abstrakten Entshlüsselung (is-
intdo(derypt(java2do(r3, st0), java2do(r1, st0)))) oder bei ungültigen Eingabeparametern
(st[r1 - .type℄ 6= EnDo ∨ ¬ validDo(r1, st)), liefert die Implementierung von decrypt den
Wert jvmref und verändert den Speiher niht.
Obige zwei Eigenshaften verwenden dabei java2do für den EncDoc Typ. Dies haben wir
bisher niht speziziert. Hier müssen nun Java EncDocs mit beinhalteten byte Arrays auf
abstrakte EnDos abgebildet werden. Gleihes gilt für do2java. Diese Funktion muss ent-
sprehend abstrakte EnDos auf Java EncDocs mit byte Arrays darin abbilden.
Dazu spezizieren wir nun entsprehende Funktionen ryptbytes2do : bytes → doument und
do2ryptbytes : key × doument → bytes. Die letztere Funktion spezizieren wir dabei als
injektive Abbildung. Dies ist nötig, da wir in der Lage sein müssen, aus einer gegebenen byte
Folge den zur Vershlüsselung verwendeten Shlüssel wieder herauszurehnen, um anshlieÿend
die abstrakte derypt Funktion zur Spezikation des Ergebnisses verwenden zu können (wie




ryptbytes2do(do2ryptbytes(key, do)) = endo(key, do)
Daraus folgt sofort die Injektivität:
Theorem:
do2ryptbytes-inj:
do2ryptbytes(key, do) = do2ryptbytes(key0, do0) → key = key0 ∧ do = do0
Für die Spezikation von java2do muss ryptbytes2do verwendet werden. Für eine einfahe
und handhabbare Spezikation fordern wir hier zusätzlih die Surjektivität von do2ryptbytes.
Damit müssen wir keine byte Folgen während ryptbytes2do betrahten, die niht Ergebnis
von do2ryptbytes sein können. Wir fordern also:
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Spezifikation:
do2ryptbytes-surj:
∃ do. do2ryptbytes(do) = bytes





∧ r 6= jvmref
∧ st[r - .type℄ = EnDo
→ java2do(r, st) =
ryptbytes2do(getbytearray(st[r - .value℄.refval, st))
Die abstrakte Entsprehung eines Java EncDoc Objektes ist demnah das Ergebnis von
ryptbytes2do auf dem gespeiherten (vershlüsselten) byte[ ] . Ebenso spezizieren wir
do2java, indem wir das byte[ ] mittels do2ryptbytes setzen:
Spezifikation:
do2java-endo:
r1 + r2 = newref_list(2, st) →
do2java(EnDo(key, do), st) =
r1
× addobj(r1, EnDo, .seret × refval(r2),
addarray(r2, byte_type, mkjavavalues(do2ryptbytes(key,do)), st))
Shlieÿlih fehlen noh die Eigenshaften für die Vershlüsselung von Dokumenten mittels der
Java Methode encrypt. Diese stützt sih nun natürlih auf do2ryptbytes:
enrypt-ok:
st[.mode℄ = normal, .mode ∈ st,
validref(dos2store, r1, Doument, st), r1 6= jvmref,
validDo(r1, st),
validref(dos2store, r2, CryptoInterfae, st), r2 6= jvmref,
validref(dos2store, r3, Key, st), r3 6= jvmref
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st[r3 - .keyval℄ 6= jvmref,
st = st0
⊢ 〈st; r = r2.encrypt(r3, r1); 〉
( addarray(r, byte_type, do2ryptbytes(
java2do(r3,st0), java2do(r1, st0)), st0) ⊆ st
∧ newref(r,st))
Es wird (bei entsprehender Wohlgeformtheit der Eingaben) dem Speiher genau das Array
von bytes hinzugefügt, das bzgl. do2ryptbytes dem abstrakten Gegenstük zu den Eingabe-
parametern in Java entspriht.
Ebenso soll für niht-wohlgeformte Eingabedokumente aus Symmetriegründen gelten, dass die
Vershlüsselungsoperation diese aussortiert und einen Fehler meldet:
enrypt-fail:
st[.mode℄ = normal, .mode ∈ st, init(st),
validref(dos2store, r1, Doument, st), r1 6= jvmref,
¬ validDo(r1, st),
validref(dos2store, r2, CryptoInterfae, st), r2 6= jvmref,
validref(dos2store, r3, Key, st), r3 6= jvmref
st[r3 - .keyval℄ 6= jvmref,
st = st0
⊢ 〈st; r = r2.encrypt(r3, r1); 〉
(st0 ⊆ st ∧ r = jvmref)
Damit ist die Behandlung der Ver- und Entshlüsselung abgeshlossen.
Shlieÿlih müssen wir noh analog die Hashing-Funktion betrahten. Auh hier gilt wieder,
dass die perfekte Kryptographie die Injektivität des Hashens fordert. Für eine korrekte Verfei-
nerungsoperation übertragen wir diese Annahme auf die Implementierung. Damit gehen wir
völlig analog zur Vershlüsselung vor und spezizieren eine Bijektion do2hashbytes : doument





∃ do. do2hashbytes(do) = bytes
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Auh hier folgt die Injektivität:
Theorem:
hash-inj:
do2hashbytes(do) = do2hashbytes(do0) → do = do0




∧ r 6= jvmref
∧ st[r - .type℄ = HashDo
→ java2do(r, st) =
HashDo(hashbytes2do(getbytearray(st[r - .value℄.refval, st)))
do2java-hashdo:
r1 + r2 = newref_list(2, st)
→ do2java(HashDo(do), st) =
r1
× addobj(r1, HashDo, .seret × refval(r2),
addarray(r2, byte_type, mkjavavalues(do2hashbytes(do)), st))
Shlieÿlih fordern wir für die Hashing Methode in Java:
hash-ok:
st[.mode℄ = normal, .mode ∈ st,
validref(dos2store, r1, Doument, st), r1 6= jvmref,
validDo(r1, st),
validref(dos2store, r2, CryptoInterfae, st), r2 6= jvmref,
st = st0
⊢ 〈st; r = r2.hash(r1); 〉
( addarray(r, byte_type, do2hashbytes(java2do(r1 , st0)), st0) ⊆ st
∧ newref(r,st))
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hash-fail:
st[.mode℄ = normal, .mode ∈ st,
validref(dos2store, r1, Doument, st), r1 6= jvmref,
¬ validDo(r1, st),
validref(dos2store, r2, CryptoInterfae, st), r2 6= jvmref,
st = st0
⊢ 〈st; r = r2.hash(r1); 〉
(st0 ⊆ st ∧ r = jvmref)
9.3 Diskussion: Perfekte Kryptographie im Renement
Für eine korrekte Verfeinerung ist die Übernahme der Annahme der perfekten Kryptographie
auf die Ebene der Implementierung wesentlih. Shlieÿlih soll jeder Shritt der Implementie-
rung einem Shritt der abstrakten Spezikation entsprehen.
In der Realität erfüllt natürlih keine der genannten Operationen die Forderungen der perfek-
ten Kryptographie. Insbesondere sind Hashfunktionen und auh Vershlüsselungsoperationen
für beliebige Shlüssel / Werte Paarte niht injektiv. Intuitiv können wir also durh die Verfei-
nerung nur Korrektheit modulo dem Auftreten von zufälligen Kollisionen bei der Kryptographie
beweisen. Wie rehtfertigen wir also die Verwendung der Annahmen der perfekten Kryptogra-
phie auh auf der Implementierungsebene?
Das Shlüsselargument zur Beantwortung dieser Frage ist, dass für eine Instanz einer realen
Implementierung einer Anwendung, die Kryptographie verwendet, die Wahrsheinlihkeit des
Auftretens von konkreten Eingaben, die die Annahmen der perfekten Kryptographie verletzen
(also z.B. zwei Klartexte, die nah Hashen eine Kollision erzeugen) so vershwindend gering
ist, dass sie ignoriert werden kann.
Für eine der Realität entsprehende Axiomatisierung dürfte z.B. die Funktion do2ryptbytes
niht injektiv sein. Real treten allerdings niht alle Eingaben für diese Funktion in einer
Anwendung auf, sondern nur eine endlihe Teilmenge. Wir können auf Grund der probabi-
listishen Eigenshaften der Kryptoalgorithmen damit annehmen, dass die Gründe für die
Niht-Injektivität der Funktion niht in dieser beshränkten Menge von Eingaben zu suhen
sind. Damit ist also die Einshränkung der realen kryptographishen Funktionen (wie z.B.
Vershlüsselung) auf eine Teilmenge von Eingaben, bei denen alle möglihen Ergebnisse dis-
junkt sind, ein Modell der Axiome, die wir für do2ryptbytes angegeben haben, wenn wir auh
dort Denitions- und Wertebereih entsprehend einshränken.
Ebenso sind die realen Kryptofunktionen niht surjektiv. Es kann also byte Arrays geben, die
niht Ergebnis einer Vershlüsselungs- oder Hashfunktion sind. Lediglih dürfen wir (auf Grund
der Injektivität) die Länge der Ausgabe niht beshränken. Damit muss unsere Implementie-
rung der Protokollfunktionalität also auh mit potentiell zu langen oder zu kurzen byte[ ]
Werten zurehtkommen. Würde man z.B. SHA-1 als Hashalgorithmus einsetzen, würden alle
Hashwerte eine Länge von 20 byte haben (wiederum mit der Annahme, das bei den real vor-
kommenden Eingaben keine Kollisionen vorkommen). Ein längerer oder kürzerer Wert könnte
real niemals Ergebnis von SHA-1 sein. Verizieren wir die Protokollfunktionalität allerdings
ohne eine solhe Einshränkung (shlieÿlih haben wir die Länge von do2hashbytes(do) niht
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speziziert), kann real auh niht shlimmes passieren, wenn wir SHA-1 verwenden (unter
der Annahme, dass die tatsählih verwendeten Werte keine Kollisionen auf diesem 20 byte
groÿen Wertebereih produzieren).
Ein weiteres Kriterium, das berüksihtigt werden muss, wenn Surjektivität gefordert wird,
ist die Tatsahe, dass man damit dem Angreifer die Möglihkeit nimmt, Eingaben an das
Programm zu senden, die niht Ergebnis einer Kryptofunktion sein können. Dies ist allerdings
auh unproblematish, da dies nur bedeutet, dass er keine zufälligen Eingaben versenden kann.
Wihtig ist nur, dass er die Möglihkeit besitzt, eine reale Eingabe zu senden, die zu allen zu-
fälligen Eingaben bezogen auf das Verhalten unserer Implementierung äquivalent ist. Dies ist
z.B. mit HashDo(⊥) bzw. EnDo(key, ⊥) bei beliebigem key immer gegeben. Beide Dokumen-
te kann der Angreifer immer erzeugen und die Spezikationen der Operationen vergleihen
(HashDos) und entshlüsseln (EnDos) bezüglih beider Dokumente sind äquivalent zu
dem Verhalten, was in der Realität von zufälligen Bytes gefordert wird - nämlih der Unmög-
lihkeit, durh das Senden von Zufallszahlen plötzlih rihtige und sinnvolle Ergebnisse nah
Anwendung einer Entshlüsselung oder einer Hashing Funktion zu bekommen.
Zusammen rehtfertigen diese Erläuterungen unsere Axiomatisierung.
9.4 Spezikation vonWohlgeformtheit für kryptographishe Ty-
pen
Mit obigen Wandlungsfunktionen für die kryptographishen Operationen benötigen wir keine
zusätzlihen Annahmen für die Spezikation des validDo Prädikates für die kryptographishen
Typen. Lediglih ein null Wert für die entsprehenden byte[ ] Felder muss ausgeshlossen
werden (dieser kann niht Ergebnis einer der Funktionen do2hashbytes oder do2ryptbytes
sein). Auh die Forderung nah eindeutig kürzestmögliher Zahlenrepräsentation in den Wer-
ten der byte Arrays muss bei den kryptographishen Typen niht entsprohen werden (auh
solhe Arrays können shlieÿlih das Ergebnis von Vershlüsselung oder Hashing sein).





∧ st[r - .type℄ = EnDo
→ ( validDo(r, st)
↔ st[r - .en℄ 6= refval(jvmref)
und analog für HashDoc und SigDoc:
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∧ st[r - .type℄ = HashDo
→ ( validDo(r, st)





∧ st[r - .type℄ = SigDo
→ ( validDo(r, st)
↔ st[r - .sig℄ 6= refval(jvmref)
Mit dieser Spezikation und den obigen Eigenshaften von z.B. do2hashbytes bleiben auh




In diesem Kapitel wird eine exemplarishe Java Implementierung für eine Transformati-
onsshiht gegeben. Die Transformationsshiht erfüllt dabei die genau die gewünshten
Eigenshaften von send und receive, die in Kapitel 6 und 8 bereits eingeführt wurden
um die Verfeinerung korrekt zeigen zu können. Damit ist sihergestellt, dass eine Verfei-
nerung der bisherigen konkreten Implementierungsebene (in der lediglih Ergebnisse von
do2java als Eingaben betrahtet werden) zu einer Ebene, die die Transformationsshiht
benutzt (und damit beliebige Eingaben im jeweiligen Übertragungsformat berüksihtigt),
gezeigt werden kann. Fehlerhafte Eingaben, die nur in der Realität, aber niht in der ab-
strakten Spezikation möglih sind, werden generish aussortiert und können daher niht
zu Fehlverhalten führen. Die in diesem Kapitel beshriebenen Arbeiten wurden in [62℄
publiziert.
10.1 Das Kodierungsshema
Die Transformationsshiht, die in diesem Kapitel vorgestellt wird, hat die Aufgabe, die Über-
tragung von Nahrihten, die aus Instanzen der Dokumentenklassen des vorherigen Kapitels
aufgebaut sind, in ein Format zu kodieren, das tatsählih zur Übertragung über ein Netzwerk
verwendet werden kann. In Frage kämen hier z.B. Kodierungen in Strings (wie XML) oder Fol-
gen von bytes. Wir wählen hier das byte Array Format als Übertragungsformat, niht zuletzt
weil auh die kryptographishen Funktionen auf Folgen von bytes arbeiten. Damit können wir
somit auh Vershlüsselung durh Anwendung der Kodierungsfunktion und anshlieÿendem
Vershlüsseln mit einer Kryptographieimplementierung umsetzen. Dies wird, wie wir später
sehen werden, auh unsere Annahme an die Kryptofunktionen encrypt und decrypt aus
dem letzten Kapitel nohmals untermauern. Im Folgenden beshränken wir uns in der Dar-
stellung daher auf byte Arrays als Übertragungsformat. Die Konzepte bleiben dennoh auh
für andere Formate analog anwendbar.
Das Kodierungsshema, das uns hier als Beispiel dient, ist angelehnt an die Basi Enoding
Rules der ASN-1 Kodierung [51℄. Wir bilden unsere Dokumente dabei nah folgendem Shema
ab:
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• Jeder Dokumententyp wird durh ein eindeutiges Typ-Byte repräsentiert.
• Jedes Dokument wird in eine Folge von bytes abgebildet, wobei gilt:
 das erste byte kennzeihnet den Typ des Dokumentes
 das zweite bis fünfte byte geben die Länge des Wertes des Dokumentes an
 die restlihen bytes sind der Wert des Dokumentes
Dabei ist der Wert von niht-rekursiven Dokumenten der jeweils innerste enthaltene int Wert
als Folge von bytes. Beim Dolist Typ ist der Wert die Sequenz der Kodierungen der Listen-
inhalte und die Länge ist entsprehend die Länge dieser Sequenz.













Wir illustrieren die Kodierungsregeln am Beispiel. Das Dokument
Dolist(IntDo(512) + NoneDo(mkNone(768)) + [ ℄)




































Eine formale Denition der Kodierung folgt unten in Kap. 10.3.
1
i2b(i) wandelt einen int Wert i in einen entsprehenden byte Wert um.
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10.2 Motivation und Diskussion
Zur Motivation dieses Kapitels folgt nun zunähst eine Diskussion der Fragestellung, warum
eine Transformationsshiht (die dazu generish für die vorgestellten Document Typen imple-
mentiert ist) sinnvoll für die Implementierung und den Korrektheitsnahweis der Verfeinerung
ist. Warum rehnet man niht einfah gleih auf byte Arrays in der Implementierung und
deniert do2java entsprehend als Abbildung von den abstrakten Dokumenten in die byte
Arrays?
Eine erste Antwort auf diese Frage wurde bereits in Kap. 8.1 gegeben: Die Typinformatio-
nen für die Eingaben der Implementierungsebene sind wesentlih für die Korrektheit einer
Verfeinerung. Doh dafür sind niht zwingend Klassen notwendig. Die oben vorgestellte Ko-
dierungsvorshrift beinhaltet shlieÿlih die Typinformationen. Tatsählih könnten wir also
unsere Protokollimplementierung direkt auf diesem Format umsetzen.
Betrahten wir zur Illustration wieder das Beispiel des vorangegangenen Kapitels 6.2: die
Passwort-Überprüfung. Zur Wiederholung nohmals die abstrakte Spezikation:
CHECKPASSWORD(agent, password; inputs, hekok)
if (inputs(agent)(1) 6= [ ℄) then {
indo = inputs(agent)(1).rst;
inputs(agent)(1) := inputs(agent)(1).rest;
if (isSeretDo(indo)) then {
if (indo.seret == password(agent)) then hekok(agent) := true
else hekok(agent) := true }
Wir implementieren nun die Passwort-Überprüfung mit obigem Übertragungsformat. Die Me-
thode checkPIN soll dabei einfah überprüfen, ob die Eingabe (die zuvor über das Netzwerk
empfangen wurde), einem SeretDo mit dem rihtigen Passwort entspriht. Falls ja, soll die
Methode true zurükliefern, ansonsten false. Vereinfahend nehmen wir hier eine kleine
Modikation der oben vorgestellten Kodierung an, die lediglih ein byte zur Angabe der Länge
des Inhalts des Dokuments besitzt. Die Implementierung sieht damit wie folgt aus:
1 public class PasswordCheck {
2 private static PasswordCheck theinstance;
3
4 public boolean checkok;
5 public byte[] password;
6 public CommInterface comm;
7
8 public PasswordCheck(CommInterface c, byte[] password){
9 this.comm = c;
10 this.password = password;
11 }
12
13 public static void checkPassword(){
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14 byte[] input = comm.receive();
15 if(checkPin(input)) checkok = true;
16 else checkok = false;
17 }
18
19 public boolean checkPin(byte[] input){
20 if(input != null && // not null
21 input.length > 2 && // no array index out of bounds
22 input[0] == SECRETDOCTYPE && // right type
23 input[1] == 4) // right length
24 {
25 for(int i = 2; i < input.length; i++){







Die Implementierung prüft zunähst, ob die Eingabe einen Wert ungleih null besitzt, um
potentielle Übertragungsfehler abzufangen. Anshlieÿend wird Typangabe und Längenangabe
geprüft. Damit hierbei keine ArrayIndexOutOfBoundsException geworfen wird, muss
die Länge der Eingabe mindestens 2 byte sein. Wir fordern gleih, dass sie eht gröÿer als zwei
byte ist, da shlieÿlih auh noh ein Dokumenteninhalt vorhanden sein muss. Ist dies der Fall,
wird der Typ geprüft (SECRETDOCTYPE). Ebenso erwarten wir genau 4 byte Inhalt. Auh dies
wird geprüft. Ist alles somit in Ordnung, testen wir den Inhalt des Eingabearrays (also den
Rest der Eingabe) byte für byte. Ist die erste Abweihung zum erwarteten Passwort gefunden,
geben wir false zurük, ansonsten stimmt das Passwort und wir geben true zurük.
Die Simulationsrelation R und auh das TOSTORE Makro für den Verfeinerungsbeweis ist
analog zu Kap. 6.2 speziziert. Lediglih die Funktion do2javabytes aus dem selben Kapitel
muss eine Kodierung der Eingabe nah obigem Shema vornehmen. Aus Einfahheitsgründen
verzihten wir an dieser Stelle auf eine entsprehende Axiomatisierung.
Haben wir damit eine korrekte und sihere Implementierung angegeben? Auf den ersten Blik:
ja. Falls die Eingaben nur korrekte Kodierungen sind, verhält sih das Programm analog zur
Spezikation. Nun haben wir in Kapitel 8 allerdings erläutert, dass in der Realität auh andere
(niht-wohlgeformte) Eingabe vorkommen können und wir daher auh diese betrahten müssen
(s. dazu Kap. 8.1 und insbesondere Abb. 8.2). Ein entsprehendes TOSTORE Makro müsste
also (wie in Abb. 8.2 gezeigt) die Eingabe ⊥ indeterministish auf eine der ungültigen byte
Array Eingaben abbilden. Ist unsere Implementierung auh gegenüber solhen Eingaben, die
also niht der Struktur der Kodierung entsprehen, siher?
Auh hier gilt auf den ersten Blik: ja. Shlieÿlih überprüfen wir die Wohlgeformtheitskriterien
des Dokumentes wie rihtige Längen und rihtiger Typ zu Beginn der Methode checkInput.
Allerdings haben wir durh einen Implementierungsfehler einen Fall übersehen. Ein Angreifer
könnte folgendes byte Array an obiges Programm senden:
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0x04 0x04 0x01
Er shikt also ein Array, das das rihtige Typ-Byte hat und auh die (sheinbar) rihtige
Längenangabe, lediglih der Inhalt des Dokumentes ist mit nur einem byte zu kurz. Ein solhes
Array kann niht durh Kodierung eines abstrakten Douments entstanden sein, kann aber
natürlih von einem realen Angreifer gesendet werden. Bei Eingabe dieses Dokumentes prüft
unsere Implementierung allerdings nur das erste byte des Passwortes. Damit würde für jedes
Passwort, das mit einer 0x01 beginnt, die Implementierung true zurükliefern und damit einen
Angri (bei Gleihverteilung der Passwörter) bei einem von 16 Fällen erlauben. Zwar würden
wir in diesen Fällen auh die Korrektheit der Verfeinerung niht zeigen können, dennoh zeigt
das Beispiel, dass eine Implementierung, die auf einem Übertragungsformat wie den byte
Arrays programmiert ist, sehr einfah subtile Programmierfehler enthalten kann.
Wesentlih shöner wäre es, wenn wir all diese Fehlerfälle durh Niht-Wohlgeformtheit der
Eingaben im Übertragungsformat generish aussortieren könnten und per Denition alle Ein-
gaben nur in wohlgeformte Rükgabewerte wandeln könnten. Damit wäre unsere Implemen-
tierung sehr viel einfaher möglih und damit weniger fehleranfällig. Eine entsprehende Cha-
rakterisierung für die dann nur möglihen wohlgeformten Rükgabewerte haben wir mit dem
validDo Prädikat des letzten Kapitels bereits gefunden. Tatsählih werden wir in diesem
Kapitel eine Implementierung für receive und send angeben, die die Gültigkeit der Einga-
ben prüft und nur Pointerstrukturen zurükliefert, die validDo erfüllen. Die Implementierung
obiger checkPIN Funktion kann damit einfah folgendermassen aussehen und dennoh die
Korrektheit für alle Eingaben erhalten:
1 ... //Rest der Klasse wie oben
2
3 public void checkPassword(){
4 Document input = comm.receive();
5 if(checkPin(input)) checkok = true;
6 else checkok = false;
7 }
8
9 public boolean checkPin(Document input){






Hier muss sih nun die Implementierung der Protokollfunktionalität niht mehr um Überprü-
fung von Strukturkorrektheit der Eingabe kümmern, ein einfaher Typhek reiht aus.
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10.3 Eine Spezikation für eine Transformationsshiht
Im Folgenden wird eine Spezikation für die Transformationsshiht nah dem oben vorgestell-
ten Kodierungsregeln angegeben. Dazu spezizieren wir zwei Funktionen enode : Doument
→ bytes und deode : bytes → Doument. Darüber hinaus muss noh ein Gültigkeitsbegri auf
den byte Arrays deniert werden, der angibt, ob es sih bei einem vorliegenden Byte Array um
die Kodierung eines abstrakten Dokumentes handelt, denn analog zu den Zusammenhängen
zwishen Pointerstrukturen und abstrakten Dokumenten ist auh die Funktion enode zwar
injektiv, aber niht surjektiv.
10.3.1 Kodieren
Die Spezikation der Kodierung erfolgt nah dem gleihen Shema wie das Wandeln von
Dokumenten in eine Java Pointerstruktur: Wir geben für jeden Dokumententyp ein Axiom
an, das die jeweilige Funktionalität beshreibt.
Am einfahsten ist dies für das leere Dokument ⊥:
Spezifikation:
enode-bottom:
enode(⊥) = BOTTOMDOCTYPE + llsgn(4, int2bytes(0))
Das Kodieren eines ⊥ Dokumentes bedeutet folglih das Setzen des Typ-Bytes auf BOT-
TOMDOCTYPE und Angabe einer Länge von null weiteren bytes. Aus Symmetriegründen
verwenden wir, wie für die anderen folgenden Dokumente, hierfür die Funktion llsign(i,bys),
die eine Folge von bytes bys vorzeihenerhaltend auf i bytes erweitert. Damit ist das Ergebnis
mindestens i bytes lang ist und es gilt bytes2int(llsign(i,bys)) = bytes2int(bys). Da im Weiteren
das Dokument ⊥ keinen Inhalt besitzt, reiht dies hier zur Kodierung aus.
Die anderen niht rekursiven Doument Typen werden alle nah dem gleihen Shema behan-




+ llsgn(4, int2bytes(n2i(# int2bytes(i))))
+ int2bytes(i)
Ein IntDo(i) wird in eine byte Folge kodiert, die zunähst mit dem rihtigen Typ-Byte INT-
DOCTYPE beginnt. Im Anshluss muss die Länge des Wertes i des Dokumentes folgen, wenn
man diese in eine byte Folge abbildet (# int2bytes(i)). Die Längenfunktion # aus der KIV
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Standardbibliothek liefert dabei eine natürlihe Zahl zurük, die zuerst mittels n2i in einen
int Wert umgewandelt wird. Shlieÿlih wird dieser int Wert in eine byte Folge transformiert
(int2bytes(...)) Das entstandene Array wird mittels llsgn analog zu oben auf 4 byte aufgefüllt.
Letztendlih folgt der eigentlihe Wert des IntDos ebenfalls als byte Folge.












+ llsgn(4, int2bytes(n2i(# int2bytes(none.int))))
+ int2bytes(none.int)
Für die kryptographishen Typen verwenden wir die gleihen Konkretisierungsfunktionen wie




+ llsgn(4, int2bytes(n2i(# do2hashbytes(do))))
+ hash(do)
enode-endo:
enode(EnDo(key, do)) = ENCDOCTYPE
+ llsgn(4, int2bytes(n2i(# do2ryptbytes(key, do))))
+ enrypt(key, do)
enode-sigdo:
enode(SigDo(key, do)) = SIGDOCTYPE
+ llsgn(4, int2bytes(n2i(# do2sigbytes(key, do))))
+ sign(key, do)
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Shlieÿlih fehlt noh die Kodierung der Dolist. Hierzu denieren wir zunähst wieder eine
einfahe Rekursionsfunktion enode : doumentlist→ bytes auf Listen dos vom Typ Doument.
Das Ergebnis dieser Funktion deniert den Inhalt der kodierten Dolist, das Längenfeld ist
einfah die Länge des Ergebnisses für die Listeninhalte:
Spezifikation:
enode-empty:
enode([ ℄) = [ ℄
enode-re:
enode(do + dos) = enode(do) + enode(dos)
enode-dolist:
enode(Dolist(dos)) = DOCLISTTYPE
+ llsgn(4, int2bytes(n2i(# enode(dos))))
+ enode(dos)
Damit ist die Spezikation der Kodierungsfunktion vollständig.
10.3.2 Charakterisierung gültiger Kodierungen
Wir wollen später unsere Kodierung in einer Transformationsshiht implementieren. Insbe-
sondere hat diese Transformationsshiht die Aufgabe, mit allen real möglihen Eingaben
umgehen zu können. Dies ist nötig, da ein Angreifer in der Realität auh niht wohlgeformte
Kodierungen erzeugen kann. Zur formalen Behandlung müssen wir daher spezizieren, welhe
Listen von bytes gültige Kodierungen in diesem Sinne darstellen. Gültige Kodierungen sollen
dabei genau alle diejenigen Byte Listen sein, die Ergebnis der enode Funktion sein können,
mit einer Ausnahme: Alle diejenigen Byte Listen, deren Gesamtlänge zu groÿ ist, sollen niht
als gültige Kodierungen gelten. Dies begründet sih wie folgt: Wir haben vier byte als Länge
des Längenfeldes gewählt. Aus Gründen der Einfahheit haben wir damit eine Kodierung ge-
wählt, die niht sinnvoll mit beliebig langen Dokumenten umgehen kann. Wir können somit
maximal 231 − 1 bytes als kodierten Inhalt eines Dokumentes sinnvoll dekodieren. Dies ist
bezogen auf eine reale Anwendung keine Einshränkung, shlieÿlih sind wir an Anwendun-
gen mit kryptographishen Protokollen für mobile Endgeräte interessiert, bei denen so lange
Nahrihten natürlih niemals real vorkommen werden. Im Weiteren liegt die Maximallänge
für byte Arrays in Java sowieso bei 231 − 1 bytes. Formal sind jedoh natürlih auh Doku-
mente möglih, die nah obiger Kodierungsvorshrift auf längere byte Arrays abbilden. Die
llsgn Funktion verhält sih in diesem Fall wie die Identitätsfunktion. Beim Dekodieren ist es
allerdings wesentlih, von einer Länge des Längenfelds von genau 4 bytes ausgehen zu können.
Zur Spezikation dieser Anforderungen verwenden wir ein Prädikat validEnoding : bytes. Dies
ist wie folgt speziziert:
Die leere Liste ist keine gültige Kodierung:
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Ebenso muss das erste Byte ein gültiges Typ Bytes sein. Damit können wir spezizieren:
Spezifikation:
validEnoding-nodotype:
bytes 6= [ ℄
∧ bytes[0℄ 6= BOTTOMDOCTYPE
∧ bytes[0℄ 6= INTDOCTYPE
∧ bytes[0℄ 6= NONCEDOCTYPE
∧ bytes[0℄ 6= SECRETDOCTYPE
∧ bytes[0℄ 6= KEYDOCTYPE
∧ bytes[0℄ 6= ENCDOCTYPE
∧ bytes[0℄ 6= HASHDOCTYPE
∧ bytes[0℄ 6= SIGDOCTYPE
∧ bytes[0℄ 6= DOCLISTTYPE
→ ¬ validEnoding(bytes)
Listen mit Typ-Byte BOTTOMDOCTYPE ist nur dann gültig, wenn das Längenfeld den null-
Wert hat und die Gesamtliste 5 bytes lang ist. Das Längenfeld selektieren wir mittels der
Funktion sublist(i, j, bytes) aus der Byte Liste. Diese Funktion liefert die Teilliste beginnend
bei Index i (0-basiert) mit Länge j zurük. Damit ist:
Spezifikation:
validEnoding-bottom:
bytes 6= [ ℄
∧ bytes[0℄ = BOTTOMDOCTYPE
→ ( validEnoding(bytes)
↔ # bytes = 5
∧ bytes2int(sublist(1, 4, bytes)) = 0
Für die Dokumente, die Zahlenwerte enthalten (IntDo, NoneDo, KeyDo und SeretDo)
liefert die obige Kodierung nur minimale Zahlendarstellungen - analog zur Umwandlung dieser
Dokument in Pointerstrukturen. Damit ist also int2bytes(bytes2int(restn(5, bytes))) = restn(5,bytes)
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ein Wohlgeformtheitskriterium für eine beliebige Kodierung bytes dieser Dokumententypen
2
.
Zusätzlih muss die Länge der Liste mindestens 6 bytes betragen (1 byte Typ, 4 byte Länge
und minimal 1 byte Wert). Das Längenfeld (bytes2int(sublist(1, 4, bytes)) muss die rihtige
Länge angeben, nämlih genau die Länge der Liste ohne den Header (# bytes - 5). Zusätzlih
darf die Gesamtliste niht zu lang sein. Insgesamt erhalten wir damit:
Spezifikation:
validEnoding-numberdos:
bytes 6= [ ℄
∧ (bytes[0℄ = INTDOCTYPE ∨ bytes[0℄ = NONCEDOCTYPE ∨
bytes[0℄ = SECRETDOCTYPE ∨ bytes[0℄ = KEYDOCTYPE)
→ ( validEnoding(bytes)
↔ # bytes < i2n(231)
∧ n2i(# bytes) - 5 = bytes2int(sublist(1, 4, bytes))
∧ 6 ≤ # bytes
∧ int2bytes(bytes2int(restn(5, bytes))) = restn(5, bytes))
Für die kryptographishen Dokumente HashDo, EnDo und SigDo muss keine Einshrän-
kung bzgl. des Wertes gegeben sein, wir betrahten jedes byte Array potentiell als Ergebnis




bytes 6= [ ℄
∧ (bytes[0℄ = ENCDOCTYPE ∨ bytes[0℄ = HASHDOCTYPE ∨
bytes[0℄ = SIGDOCTYPE)
→ ( validEnoding(bytes)
↔ # bytes < i2n(231)
∧ n2i(# bytes) - 5 = bytes2int(sublist(1, 4, bytes))
∧ 5 ≤ # bytes)
Damit fehlt nur noh die Spezikation für Dolists. Hier müssen die ersten 5 byte die gleihen
Kriterien erfüllen wie für andere Dokumente auh. Der Inhalt des Dokumentes muss eine
dagegen eine Liste von gültigen Kodierungen darstellen. Wir lagern letzteres in ein eigenes
Prädikat validListEnoding : bytes aus und spezizieren zunähst für die Dolist:
2
restn(i,bytes) liefert die Liste bytes um die ersten i Einträge verkürzt.
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Spezifikation:
validEnoding-dolist:
bytes 6= [ ℄
∧ bytes[0℄ = DOCLISTTYPE
→ ( validEnoding(bytes)
↔ # bytes < i2n(231)
∧ n2i(# bytes) - 5 = bytes2int(sublist(1, 4, bytes))
∧ 5 ≤ # bytes
∧ validListEnoding(bytes))





Für niht leere Listen gilt: Eine gültige Listenkodierung muss mindestens ein Element haben
(also 5≤# bytes) und darf gleihzeitig niht zu lang sein (# bytes < i2n(231)). Ebenso muss das
Längenfeld des ersten enthaltenen Dokumentes (sublist(1, 4, bytes)) einen Wert enthalten, der
niht gröÿer ist als die Gesamtlänge des Dokumentes. Des Weiteren muss das erste Dokument
eine gültige Kodierung im Sinne von validEnoding sein und shlieÿlih die Restliste ebenso
eine gültige Listenkodierung sein. Damit erhalten wir:
Spezifikation:
validListEnoding-list:
bytes 6= [ ℄
→ ( validListEnoding(bytes)
↔ 5 ≤ # bytes
∧ # bytes < i2n(231)
∧ i2n(bytes2int(sublist(1,4,bytes)) + 5) ≤ # bytes
∧ validEnoding(sublist(0, i2n(bytes2int(sublist(1,4,bytes))) + 5, bytes))
∧ validListEnoding(restn(i2n(bytes2int(sublist(1,4,bytes))) + 5, bytes))
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10.3.3 Dekodieren
Neben der Kodierung müssen wir auh die Dekodierung spezizieren. Die Dekodierung ent-
sheidet anhand des Typ-Bytes, welhes abstrakte Dokument zu konstruieren ist. Dabei müs-
sen wir nur Eingaben rihtig dekodieren, die gültige Kodierungen von Dokumenten in obigem
Sinne sind. Für alle anderen Eingaben soll unsere spätere Implementierung einen Fehler signa-
lisieren. In der Spezikation der Dekodierung auf abstrakter Ebene lassen wir in diese Fälle
unspeziziert. Wieder gehen wir zur Spezikation anhand der vershiedenen Typen vor.




∧ bytes[0℄ = EMPTYDOCTYPE
→ deode(bytes) = ⊥
Da wir, wie oben bereits bemerkt, validEnoding zur Dekodierung voraussetzen, ist eine solhe
ansonsten sehr oensive Spezikation der Dekodierung zulässig. Wir müssen lediglih das
Typ-Byte prüfen und können uns auf Grund von validEnoding auf die Wohlgeformtheit der
restlihen Kodierung verlassen.
Entsprehend sind auh die Spezikationen für die Dekodierung der restlihen niht-rekursiven
Dokumente reht einfah und stützen sih einfah auf die Umwandlung der byte Folgen hinter




∧ bytes[0℄ = INTDOCTYPE
→ deode(bytes) = intdo(bytes2int(restn(5, bytes)))
deode-keydo:
validEnoding(bytes)
∧ bytes[0℄ = KEYDOCTYPE
→ deode(bytes) = keydo(mkkey(bytes2int(restn(5, bytes))))
deode-seretdo:
validEnoding(bytes)
∧ bytes[0℄ = SECRETDOCTYPE
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∧ bytes[0℄ = NONCEDOCTYPE
→ deode(bytes) = nonedo(mknone(bytes2int(restn(5, bytes))))
Für die kryptographishen Dokumente greifen wir analog zur Kodierung nun auf die entspre-





∧ bytes[0℄ = ENCDOCTYPE
→ deode(bytes) = ryptbytes2do(restn(5, bytes))
deode-hashdo:
validEnoding(bytes)
∧ bytes[0℄ = HASHDOCTYPE
→ deode(bytes) = hashdo(hashbytes2do(restn(5, bytes)))
deode-sigdo:
validEnoding(bytes)
∧ bytes[0℄ = SIGDOCTYPE
→ deode(bytes) = sigbytes2do(restn(5, bytes))
Shlieÿlih benötigen wir noh für den Dolist Typ entsprehende rekursive Axiome. Auh
hier setzen wir validListEnoding voraus. Die Dekodierung einer Listenkodierung erfolgt, indem
zuerst das Präx der Listenkodierung, das so lang ist wie es das erste Längenfeld in der Liste
angibt, dekodiert wird und anshlieÿend der Rest der Liste dekodiert wird. Die leere Bytefolge
entspriht dabei der leeren Liste. Das Längenfeld einer niht-leeren Liste ist bei wohlgeformter




∧ bytes[0℄ = DOCLISTTYPE
→ deode(bytes) = dolist(deodelist(restn(5, bytes)))
deodelist-empty:
deodelist([ ℄) = [ ℄
deodelist-re:
bytes 6= [ ℄ ∧ validListEnoding(bytes)
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→ deodelist(bytes) =
deode(rstn(5 + i2n(bytes2int(sublist(1, 4, bytes))), bytes))
+ deodelist(restn(5 + i2n(bytes2int(sublist(1, 4, bytes))), bytes))
In letzterem Axiom ist 5 + i2n(bytes2int(sublist(1, 4, bytes))) gerade die Länge der Dokumen-
tenkodierung in der Liste bytes. Damit ist also rstn(..., bytes) mit genau diesem Parameter
genau diese erste Teil-Liste und entsprehend restn(..., bytes) die hinteren bytes, die niht zum
ersten Element gehören.
10.3.4 Korrektheit der Spezikation
Da wir nur byte Listen sinnvoll dekodieren können, deren Gesamtlänge kleiner 231 bytes ist,
müssen wir auh für die Formulierung von Korrektheitseigenshaften der Kodierung die ab-
strakten Eingabedokumente nur auf solhe beshränken, deren Kodierung niht zu lang wird.
Wir spezizieren dazu einfah ein Prädikat odable : Doument:
Spezifikation:
odable:
odable(do) ↔ # enode(do) < 231
Wir beweisen nun im Folgenden die Korrektheit unserer Kodierung nur für die Dokumente, die
odable erfüllen. Die Betrahtung dieser Dokumente reiht, wie initial erklärt, in der Realität
siherlih aus.
Die wesentlihen Korrektheitseigenshaften für die Spezikation sind (jeweils unter der Vor-
aussetzung, dass alle betrahteten Eingabedokumente odable erfüllen):
• enode ist die Umkehrfunktion von deode für alle Bytelisten, die validEnoding erfüllen
• deode ist die Umkehrfunktion von enode
• Das Prädikat validEnoding beshreibt genau die Bytelisten, die Ergebnis von enode
sein können
Diese Eigenshaften können anhand der Spezikation veriziert werden. Es gilt:
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Theorem:
enode-deode:
validEnoding(bytes) → enode(deode(bytes)) = bytes
Die Funktionen deode und deodelist sind dabei wehselseitig rekursiv. Zum Beweis dieser
Eigenshaft benötigen wir also auh die entsprehende Eigenshaft für Listenkodierungen,
da diese im Fall der Dolist verwendet werden. Um dabei dann eine Induktionshypothese
anwenden zu können, müssen wir also die Eigenshaft für Listenkodierungen und normale
Dokumentenkodierungen gleihzeitig beweisen. Wir beweisen also obige Eigenshaft mittels:
Theorem:
enode-deode-h:
(validEnoding(bytes) → enode(deode(bytes)) = bytes)
∧ (validListEnoding(bytes) → enode(deodelist(bytes)) = bytes)
Exemplarish wollen wir den Beweis dieser Eigenshaft etwas erläutern. Alle formalen Beweise
nden sih in der Spezikation TLV-enoding-spe in der Web-Präsentation [49℄.
Zum Beweis dieser Eigenshaft verwenden wir nun Induktion über # bytes. Für die Kor-
rektheitsaussage der Listenkodierung expandieren wir die Denitionen für deodelist. Im Fall
einer niht-leeren byte Liste verwenden wir dann die Induktionshypothese zweimal (einmal
für den ersten Aufruf von deode und einmal für den rekursiven Aufruf von deodelist) und
shlieÿen so den Beweis. Für die Korrektheitsaussage der normalen Kodierung führen wir ei-
ne Falluntersheidung über das erste byte der Liste durh. Wegen validEnoding-nodotype
(s. oben) kann hier nur eines der entsprehenden Typ-Bytes stehen. Wir expandieren jeweils
die Dekodierungsfunktion anhand der entsprehenden Axiome und wenden anshlieÿend die
entsprehende Kodierungsfunktion an. Shlieÿlih bleiben dann Aussagen über die Werte der
Byte-Folgen übrig. Eine entsprehende Beweisverpihtung für den IntDo Typ ist etwa:
5 ≤ # bytes
∧...
→ llsgn(4, int2bytes(bytes2int(sublist(1, 4, INTDOCTYPE + bytes))))
+ restn(5, INTDOCTYPE + bytes) = bytes
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Diese Beweisverpihtungen folgen nun mittels Eigenshaften über llsgn, int2bytes und by-
tes2int. Es gilt z.B.
# bytes = n ∧ bytes 6= [ ℄
→ llsgn(n, int2bytes(bytes2int(bytes))) = bytes
Damit lässt sih z.B. obige Beweisverpihtung shlieÿen. Shlieÿlih verbleibt der Fall, dass
es sih um eine Kodierung einer Dolist handelt. Dann benötigen wir die verallgemeinerte
Induktionshypothese für die enthaltene Listenkodierung. Damit lässt sih dann auh dieser
Fall shlieÿen.




odable(do) → deode(enode(do)) = do
Hier gilt das Gleihe wie bereits für die letzte Eigenshaft: Wir benötigen eine entsprehend
allgemeinere Induktionshypothese, die die gleihe Aussage auh für Listen von Douments
ausdrükt. Dann beweisen wir durh strukturelle Induktion über den Aufbau von do. Die
entsprehenden niht-rekursiven Fälle folgen wie oben direkt aus den Denitionen der Funk-
tionen enode und deode, wieder zusammen mit Hilfseigenshaften über die byte Listen. Der
Listenfall lässt sih wieder mit der verallgemeinerten Induktionshypothese shlieÿen. Wihtig
für den Beweis ist dabei noh die Eigenshaft, dass sämtlihe Ergebnisse der enode Funktion
das validEnoding Prädikat erfüllen. Ohne eine solhe Eigenshaft können wir die entsprehen-
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Dies ist shon fast die dritte Korrektheitseigenshaft: Das Prädikat validEnoding beshreibt
genau die Bytelisten, die Ergebnis von enode sein können. Dazu benötigen wir allerdings noh
die Umkehrung obiger Aussage:
Theorem:
validEnoding-exdo-h:
validEnoding(bytes) → ∃ do. enode(do) = bytes ∧ odable(do)
Diese Aussage folgt mit der ersten Korrektheitseigenshaft enode-deode, wenn wir für do in
obigem Existenzquantor deode(bytes) einsetzen. Wir erhalten dann lediglih noh die Beweis-
verpihtung, dass validEnoding(bytes) → odable(deode(bytes)). Dies folgt allerdings trivial
aus den Axiomen für validEnoding und der Tatsahe, dass für bytes wegen enode-deode gilt
enode(deode(bytes)) = bytes.
Damit erhalten wir zusammen die Äquivalenz:
Theorem:
validEnoding-exdo:
validEnoding(bytes) ↔ ∃ do. enode(do) = bytes ∧ odable(do)
Aus genannten Eigenshaften folgen nun direkt auh andere Eigenshaften, wie etwa die In-




→ (enode(do) = enode(do0) ↔ do = do0)
inj-deode:
validEnoding(bytes) ∧ validEnoding(bytes0)
→ (deode(bytes) = deode(bytes0) ↔ bytes = bytes0)
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Durh Nahweis der in diesem Abshnitt genannten Eigenshaften haben wir somit siherge-
stellt, dass unsere Kodierung korrekt ist und für eine Übertragung der Dokumente verwendet
werden kann. Insgesamt benötigten wir zum Beweis der Korrektheitseigenshaften auf abstrak-
ter Ebene 51 Theoreme mit a. 2000 Beweisshritten. Diese relativ hohe Zahl begründet sih
hauptsählih durh die Komplexität der Operationen auf den byte Listen. Es verbleibt nun,
eine Implementierung für diese Kodierung anzugeben.
10.4 Eine Implementierung
10.4.1 Gewünshte Eigenshaften
Zur Programmierung der Kodierung müssen wir zunähst überlegen, welhe Eigenshaften von
unserer Implementierung sihergestellt werden sollen. Dazu ist die Betrahtungsweise aus Ka-
pitel 8.1 wihtig, insbesondere die Zusammenhänge, die bereits in Abb. 8.2 dargestellt wurden:
Wir möhten in der untersten Ebene siherstellen, dass wirklih alle real möglihen Eingaben
(die der Angreifer erzeugen kann), im Beweis berüksihtigt werden, um keine realen Angrif-
fe zu übersehen. Insbesondere müssen wir also Eingaben betrahten, die niht validEnoding
erfüllen. Zusätzlih soll unsere Kodierungs- und Dekodierungsimplementierung in der Trans-
formationsshiht aber auh nur wohlgeformte Dokumentenstrukturen in Java produzieren.
Diese haben wir in Kap. 8.3 und 8.4 bereits durh validDo harakterisiert. Damit erhalten
wir zwei Beweisverpihtungen für die Implementierungen von encode und decode jeweils
für den Fall einer wohlgeformten Eingabe und für den Fall einer niht-wohlgeformten Eingabe.
Es sollte also gelten:
1. Jedes byte[ ] , das wohlgeformt im Sinne von validEnoding ist, wird dekodiert zu ge-
nau der Pointerstruktur, die umgewandelt mittels java2do dem Ergebnis des abstrakten
deode auf dem Array entspriht. Insbesondere erfüllen alle diese Ergebnisse validDo.
2. Jedes byte[ ] , das niht wohlgeformt im Sinne von validEnoding ist, wird von der
Dekodierung erkannt und es wird null zurükgegeben
3. Jedes Java Document Objekt, das eine wohlgeformte Pointerstruktur im Sinne von
validDo ist, wird kodiert zu genau dem byte[ ] , welhes Ergebnis des abstrakten
enode auf dem Ergebnis von java2do ist
4. Jedes Java Document Objekt, das niht eine wohlgeformte Pointerstruktur im Sinne
von validDo ist, wird erkannt und niht kodiert
Eigenshaft 4 ist dabei für die Zusammenhänge in Abbildung 8.2 eigentlih niht wesent-
lih. Shlieÿlih können wir bei jeder korrekten Protokollimplementierung zeigen, dass diese
keine niht-wohlgeformten Pointerstrukturen erzeugt. Im Sinne einer robusten Implementie-
rung einer Transformationsshiht allerdings, die robust gegen Fehlbenutzung ist, sollten wir
allerdings auh diese Eigenshaft fordern.
Wir werden die obigen Eigenshaften später formalisieren und beweisen. Zunähst betrahten




Im Folgenden wird die Implementierung der obigen Kodierung vorgestellt. Zunähst setzen wir
die zwei Funktionen enode und deode sowie das Prädikat validEnoding mittels Methoden in
einer Klasse Coding um. Wir erhalten somit also Grundgerüst:
1 public class Coding{
2 private static final byte EMPTYDOCTYPE = (byte)0;
3 private static final byte INTDOCTYPE = (byte)1;
4 private static final byte KEYDOCTYPE = (byte)2;
5 private static final byte NONCEDOCTYPE = (byte)3;
6 private static final byte SECRETDOCTYPE = (byte)4;
7 private static final byte HASHDOCTYPE = (byte)5;
8 private static final byte ENCDOCTYPE = (byte)6;
9 private static final byte SIGDOCTYPE = (byte)7;




14 public Document decode(byte[] b) { ... }
15 private boolean validEncoding(byte[] bytes) { ... }
16 public byte[] encode(Document d){ ... }
17 }
Betrahten wir daher zunähst die Dekodierung von byte Arrays. Die Dekodierung soll dabei
für niht wohlgeformte Eingaben einen Fehler signalisieren. Daher verwenden wir zunähst die
validEncoding Methode, um die Eingabe zu prüfen. Deren Implementierung wird später
erläutert. Bei positivem Testergebnis können wir im Anshluss an validEncoding von ei-
ner wohlgeformten Eingabe ausgehen. Damit wird die Dekodierung für die niht-rekursiven
Dokumente reht einfah. Wir müssen lediglih die Restliste hinter dem Typ-Byte und dem
Längenfeld als Wert für die entsprehende Klasse verwenden. Damit haben wir eine einfahe
Falluntersheidung über das Typ-Byte:
1 public Document decode(byte[] b){
2 if(b != null && validEncoding(b)){
3 if(b[0] == INTDOCTYPE){
4 return new IntDoc(ByteArray.restn(5, b));
5 }
6 else if(b[0] == KEYDOCTYPE){
7 return new KeyDoc(new Key(ByteArray.restn(5, b);));
8 }
9 else if(b[0] == NONCEDOCTYPE){
10 return new NonceDoc(new Nonce(ByteArray.restn(5, b)));
11 }
12 else if(b[0] == SECRETDOCTYPE){
13 return new SecretDoc(ByteArray.restn(5, b));
14 }
15 else if(b[0] == HASHDOCTYPE){
151
KAPITEL 10. EINE VERIFIZIERTE LAUFZEITUMGEBUNG
16 return new HashDoc(ByteArray.restn(5, b));
17 }
18 else if(b[0] == ENCDOCTYPE){
19 return new EncDoc(ByteArray.restn(5, b));
20 }
21 else if(b[0] == SIGDOCTYPE){
22 return new SigDoc(ByteArray.restn(5, b));
23 }
24 else if(b[0] == DOCLISTTYPE){





Die Bibliotheksfunktion ByteArray.restn(n, b) implementiert dabei das Verhalten der
abstrakten restn(n, bytes) Funktion entsprehend auf Java dem Java byte[ ] Typ. Für die
Dokumentenliste müssen wir eine Rekursion starten und shrittweise die einzelnen Listenele-
mente dekodieren. Dies wird wie folgt implementiert:
1 private Doclist decodeList(byte[] bytes){
2 if(bytes.length == 0)
3 return new Doclist();
4
5 int length = ByteArray.getInt(bytes, 1);
6
7 Document doc = decode(ByteArray.firstn(length + 5, bytes));
8 Doclist docs = decodeList(ByteArray.restn(length + 5, bytes));
9 return docs.cons(doc);
10 }
Ein leeres byte[ ] entspriht der leeren Liste, die gerade Ergebnis der Konstruktor-Aufrufs
für Doclist ist. Im Falle einer niht-leeren Liste müssen wir die Länge des ersten Ein-
trags bestimmen (ByteArray.getInt(bytes, 1) liefert gerade den int Wert im gege-
benen byte[ ] beginnend bei Index 1). Shlieÿlih werden rekursiv die decode und die
decodelist Funktion aufgerufen und die Ergebnisse shlieÿlih mittels cons verkettet. Die
entsprehende Doclist Implementierung ist:
1 public class Doclist extends Document {
2 private Document[] docs;
3
4 public Doclist{
5 docs = new Document[0];
6 }
7
8 public Doclist cons(Document d) {
9 Document[] res = new Document[docs.length+1];
10 copyDocs(docs, 0, res, 1, docs.length);
11 res[0] = d;
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12 return new Doclist(res);
13 }
14




19 int len) {
20 for(int i = 0; i < len; i++)
21 dest[destOff + i] = src[srcOff + i];
22 }
23 }
Die cons Implementierung ist dabei niht-destruktiv umgesetzt. Dies hat zwar einen höheren
Speiherplatzbedarf, ermögliht jedoh später eine einfahere Verikation.
Shlieÿlih benötigen wir eine Implementierung für validEncoding. Alle niht-wohlgeformten
Kodierungen müssen dabei erkannt erkannt werden. Aus Gründen der Darstellbarkeit ndet
sih die vollständige Implementierung für validEncoding in Anhang 13.1. Wir wollen die
wihtigsten Ausshnitte hier betrahten. Für jedes kodierte Dokument bytes müssen die
folgenden Eigenshaften gelten:
• bytes darf niht den Wert null haben und niht zu lang oder zu kurz sein
1 if( !( bytes != null
2 && bytes.length <= 2147483647
3 && 6 <= bytes.length) )
4 return false;
• das Längenfeld muss die rihtige Länge enthalten
1 int length = ByteArray.getInt(bytes, 1);
2 if(length != bytes.length - 5)
3 return false;
• als byte[ ] kodierte Zahlenwerte im Wert-Teil von bytes (hier beginnend bei Index
5) müssen in minimaler Darstellung vorliegen
1 if( !noLeadingZeros(bytes, 5) )
2 return false;
mit
1 private boolean noLeadingZeros(byte[] b, int offset){
2 if(b.length == 0) return false;
3 if( b[offset] == (byte)0
4 && (offset + 1) != b.length
5 && b[offset + 1] >= (byte)0)
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6 return false;
7 if( b[offset] == (byte)-1
8 && (offset + 1) != b.length




Ein byte[ ] der Länge 0 kann keine Zahl repräsentieren (kann niht Ergebnis von
int2bytes sein) und muss daher ausgeshlossen werden. Die beiden anshlieÿenden if
Tests überprüfen das Vorliegen von unnötigen führenden 00 bytes im ersten Fall bzw.
bei negativen Zahlen führenden FF bytes im zweiten Fall.
Entsprehend der Rekursion beim Dekodieren muss natürlih auh hier für den Listentyp
vorgegangen werden. Die entsprehende Implementierung ndet sih in Anhang 13.1.
Damit fehlt noh die Implementierung für die Kodierung von Document Objekten. Wie in
Kap. 10.4.1 bereits bemerkt, müsste diese Implementierung niht fehlertolerant bezüglih niht
wohlgeformten Eingaben sein, da die Kodierung nur Eingaben erhält, die aus der Implementie-
rung der Protokollfunktionalität eines ehrlihen Agenten stammen. Damit könnte man immer
zeigen, dass diese Eingaben wohlgeformt sind, denn ordentlihe Implementierungen (und nur
diese verizieren wir ja) produzieren keine niht wohlgeformten Eingaben. Damit könnten wir
die Wohlgeformtheit der Eingaben der Java Kodierungsfunktion eigentlih immer zeigen. Aller-
dings möhten wir hier eine Implementierung angeben, die allgemein als Bibliothek für Seuri-
ty Protokolle verwendbar ist. Ein Programmierer einer Protokollfunktionalität hätte siherlih
die Erwartungshaltung, dass eine solhe Bibliothek auh robust gegenüber Fehlbenutzung ist.
Daher prüfen wir in unserer Implementierung die Wohlgeformtheit der Eingabedokumente im
Sinne von validDo und melden entsprehend bei Bedarf einen Fehler durh Rükgabe von
null.
Im Gegensatz zur Implementierung der Dekodierung, die eine eigene Methode zur Prüfung der
Wohlgeformtheit einsetzt, prüfen wir beim Kodieren diese On-the-y während des Entlanglau-
fens durh die Struktur. Auh für die Kodierung ndet sih die vollständige Implementierung
in Anhang 13.1. Wir stellen auh hier der Lesbarkeit wegen nur das Gerüst und die wihtigsten
Bestandteile der Implementierung vor. Damit haben wir zunähst folgende Struktur:
1 public byte[] encode(Document d){
2 byte[] docValue = null;
3 byte head = 0;
4 byte[] bytes = null;
5
6 if (d == null) {
7 return new byte[]{ EMPTYDOCTYPE, 0, 0, 0, 0 };
8 }
9 else if(d instanceof IntDoc){
10 docValue = ((IntDoc)d).getValue();
11 if(docValue == null || ! noLeadingZeros(docValue,0))
12 return null;




15 else if (d instanceof KeyDoc){
16 ...
17 }
18 else if (...)
19 else if (d instanceof Doclist){
20 ... //s. weiter unten
21 }
22 if(docValue.length > 2147483642)
23 return null;
24
25 bytes = new byte[5 + docValue.length];
26 setHead(head, bytes, docValue.length);




31 private void setHead(byte head, byte[] bytes, int length){
32 bytes[0] = head;
33 ByteArray.setInt(bytes,1,length);
34 }
Der null Wert wird, wie bereits während java2do und do2java als Entsprehung von bot
verwendet. Daher kodieren wir diesen Wert mittels new byte[]{ EMPTYDOCTYPE, 0, 0,
0, 0 }. Für die niht-rekursiven Typen (für die hier das IntDoc stellvertretend behandelt
wird), muss für eine wohlgeformte Zeigerstruktur gelten, dass das byte[ ] , das den Wert
kodiert (hier .value, lokale Variable docValue) niht den Wert null hat. Ebenso muss die
enthaltene Zahlendarstellung (bei IntDoc, KeyDoc, NonceDoc und SecretDoc) minimal
sein (noLeadingZeros). Der enthaltene Wert des jeweiligen Dokumentes wird dann mittels
der byte[ ] Variablen docValue zwishengespeihert. Ist der Wert zu lang, liefern wir null
zurük. Des Weiteren verwenden wir im Erfolgsfall die Variable head verwendet, um das Typ-
Byte zwishenzuspeihern. Am Ende der Methode wird dann ein neues byte[ ] bytes er-
zeugt, das Wert und Header (mit Typ-Byte und Länge) enthält. Letzterer wird von der Metho-
de setHead gesetzt. Shlieÿlih wird der docValue in das bytesArray kopiert (Bibliotheks-
funktion ByteArray.copy(source, startindex, destination, destindex,length))
und der bytes Wert zurükgegeben. Im Fall der Dolist benötigen wir eine Rekursion:
1 else if (d instanceof Doclist){
2 docValue = new byte[0];
3 head = DOCLISTTYPE;
4 Document[] docs = ((Doclist)d).getDocs();
5 if(docs == null || ! docArray(docs))
6 return null;
7 for(int i = 0; i < docs.length; i++)
8 {
9 byte[] b = encode(docs[i]);
10 if(b == null) return null;
11 docValue = ByteArray.append(docValue, b);
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12 }
13 }
Das Array docValue kann hier zu Beginn noh niht mit der rihtigen Länge initialisiert
werden, da noh niht klar ist, wie viele bytes die Kodierung der enthaltenen Dokumente be-
nötigen wird. Diese Information haben wir erst nah dem Rekursionsaufruf. Daher initialisieren
wir zunähst mit dem leeren Array. Im Anshluss folgt nun die Prüfung auf Wohlgeformtheit.
Für den Doclist Typ darf das enthaltene Document Array niht null sein, da dies keiner
abstrakten Liste entspriht. Zusätzlih muss der Typ des Arrays rihtig sein. Hier kommt nun
eine Besonderheit der Java Sprahe zum Tragen: In einem Array mit statishem Typ X[ ]
kann zur Laufzeit auh ein Array Y[ ] eines Subtyps Y extends X stehen. Daher müssen
wir hier prüfen, ob der Typ des Eingabearrays Document[ ] ist. Eine solhe Überprüfung
ist direkt in Java niht möglih. Wir können lediglih per instanceof die Subtypbeziehung
prüfen. Damit müssen wir umgekehrt vorgehen und alle Subtyp-Arrays ausshlieÿen. Dies
implementieren wir in der Methode docArray:
1 private boolean docArray(Document[] r){
2 if(r instanceof IntDoc[] ||
3 r instanceof SecretDoc[] ||
4 r instanceof NonceDoc[] ||
5 r instanceof KeyDoc[] ||
6 r instanceof HashDoc[] ||
7 r instanceof EncDoc[] ||
8 r instanceof SigDoc[] ||




Danah wird in encoderec innerhalb einer Shleife für jedes Element des Arrays die Ko-
dierungsfunktion aufgerufen und dann das Ergebnis mittels ByteArray.append an den
zwishenzeitlihen Ergebniswert angehängt. Auh append ist dabei niht-destruktiv program-
miert und kopiert die beiden Eingabearrays in ein neues Ausgabearray.
Damit ist die Grundstruktur programmiert. Es fehlt allerdings noh der Test auf Zyklizität der
Eingabestruktur. Dieser könnte nun destruktiv programmiert werden (Streihen bereits be-
suhter Elemente) oder durh Aufsammeln aller besuhten Referenzen in einer Listenstruktur.
Wir wählen hier einen anderen Ansatz. Bei zyklishen Strukturen würde die bisherige Im-
plementierung trivial niht terminieren. Wir versehen daher die encode Methode mit einem
zusätzlihen Parameter, der die aktuelle Tiefe in der Dokumentenstruktur angibt. Bei jedem
rekursiven Aufruf inkrementieren wir den Zähler um eins. Übershreitet dieser Zähler einen
groÿen Wert, dann liegt entweder ein Zyklus vor, oder wir haben eben ein reht groÿes Do-
kument als Eingabe erhalten. Die Minimallänge eines kodierten Dokumentes ist dabei 5 bytes
(für den nullWert bzw. ⊥). Der shlimmste Fall (also der Fall mit maximaler Rekursionstiefe
im Sinne obigen Zählers bei gleihzeitig minimaler Länge des kodierten Ergebnis-Arrays) ist
dabei eine Eingabe der Form Dolist(Dolist(Dolist(...(Dolist(⊥))))). Jetzt nutzen wir aus,
dass wir Dokumente mit einer kodierten Gesamtlänge gröÿer 231 sowieso niht mehr kodieren
können. Damit müssen wir nur einen so groÿen Wert als Abbruhbedingung für den Rekursi-
onstiefenzähler wählen, damit im Falle der shlimmst möglihen obigen Eingabe ein Array als
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Abbildung 10.1: Zusammenhänge zwishen den Datentypen
Ergebnis geliefert werden würde, das länger als 231 ist. Wir verwenden hier der Einfahheit
halber 1000000000 als Abbruhbedingung. Wir geben dann null zurük. Es ist für die Kor-
rektheit der Implementierung egal, ob wir wegen Erreihen eines Zyklus oder wegen zu langer
Eingabe einen Fehler signalisieren müssen. Damit verändern wir die bisherige Implementierung
zu:
1 public byte[] encode(Document d) {
2 return encoderec(d, 0);
3 }
4
5 public byte[] encoderec(Document d, int c){
6 if (c > 1000000000) return null;
7
8 //Rest der Methode wie gehabt
9 //lediglich im Doclist-Fall:
10 ...
11 else if (d instanceof Doclist){
12 ...
13 for(int i = 0; i < docs.length; i++)
14 {




Abshlieÿend noh als Anmerkung und unabhängig von der Betrahtung hier: Real wird dieser
Wert im Fall niht zyklisher Dokumente nie erreiht werden, da keine reale Eingabe für
die betrahteten Anwendungsdomänen wie z.B. Mobiltelefone oder Chipkarten diese Gröÿe
erreihen wird.
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10.5 Korrektheit der Implementierung
Nun muss gezeigt werden, dass diese Implementierung bezüglih der gegebenen Spezikation
aus Kap. 10.3 korrekt ist. Dazu müssen wir die Eigenshaften 1 - 4 aus Kap. 10.4.1 formal
anhand der Implementierung nahweisen. Wir haben damit die in Abbildung 10.1 dargestell-
ten Zusammenhänge zwishen Java Pointerstrukturen, abstrakten Dokumenten und Arrays
von bytes. In der Darstellung ist dabei der byte[ ] Datentyp sowohl synonym für die (ab-
strakten) Bytelisten als auh die Java byte[ ] Arrays, die mittels eines Speihers und einer
Referenz auf ein solhes Array repräsentiert werden. Die Umwandlung zwishen den beiden
Darstellungsarten ist dabei durh die Bibliotheksfunktionen addbytearray und getbytearray uni-
form möglih.
Die Korrektheitseigenshaften der Implementierung beshreiben intuitiv, dass die Ergebnisse
der gepunkteten Übergänge zwishen den Datentypen in Abb. 10.1 gerade auh durh entspre-
hende Übergänge entlang der durhgezogenen Übergänge entstehen können. Die gepunkteten
Linien sind dabei gerade die beiden Implementierungen decode und encode aus dem letz-
ten Abshnitt. Unter Vernahlässigung der Signaturen der jeweiligen Funktionen (und des
Speihers) soll also z.B. gelten, dass javaEnode(d) = enode(java2do(d))
Wir wiederholen nun die Eigenshaften aus Kapitel 10.4.1, stellen sie jeweils formal dar und
erläutern kurz die Kernideen der Beweise. Die vollständigen formalen Beweise nden sih in
der Spezikation enoding-orret im Projekt javado.
10.5.1 Korrektheitseigenshaft 1: Dekodierung im Erfolgsfall
Jedes byte[ ] , das wohlgeformt im Sinne von validEnoding ist, wird dekodiert zu genau
der Pointerstruktur, die umgewandelt mittels java2do dem Ergebnis des abstrakten deode




init(`enoding-orret', st), .mode ∈ st, st[.mode℄ = noval,
bytes = getbytearray(r, st),
validEnoding(bytes),
validrefnotnull(`enoding-impl', r, mkarraytype(byte_type), st),
validrefnotnull(`enoding-impl', r2, Coding, st),
st = st0
⊢ 〈st; r1 = r2.decode(r); 〉
( java2do(r1, st) = deode(bytes)
∧ validDo(r1, st)
∧ st0 ⊆ st
∧ validref(r1, Doument, st))
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Die beiden zusätzlihen Formeln in der Nahbedingung der Beweisverpihtungen besagen
dabei noh zusätzlih, dass der bisherige Speiherinhalt unverändert geblieben sein muss (st0
⊆ st) und der Rükgabewert eine typkorrekte Pointerstruktur sein muss (validref(. . .)).
Bei Betrahtung der Formel fällt auf, dass in Hinblik auf die Zusammenhänge in Abbildung
10.1 eigentlih eine Nahbedingung der Form r1 × st = do2java(deode(bytes), st0) naheliegen-
der gewesen wäre. Das Ergebnis der Dekodierung in Java sollte shlieÿlih genau dem Ergebnis
der Wandlung des Resultats der abstrakten Dekodierung nah Java entsprehen. Dies ist aller-
dings niht beweisbar. Der Grund liegt in der Tatsahe, wie do2java eine Pointerstruktur zu
einem abstrakten Eingabedokument erzeugt. Wie in Kap. 6.4 erläutert, wird dazu die algebrai-
she Funktion newref_list verwendet, die einige neue Referenzen für die neue Struktur liefert.
Deren Werte sind dabei deterministish die nähsten Referenzen, die noh niht im Speiher
enthalten sind (die Konstruktion einer neuen Referenz erfolgt durh Erhöhung der bisherigen
Referenz mit maximalem Wert). Die Kalkülregeln des Java Kalküls in KIV sehen jedoh für
die Objekterzeugung lediglih irgendwelhe neuen Referenzen vor. Shlieÿlih ist auh für die
ehte Virtual Mahine niht speziziert, welhe Werte neue Objektreferenzen haben sollen.
Damit wird allerdings niht mehr beweisbar, dass genau die Pointerstrukturen im ehten Pro-
gramm entstehen, die auh per do2java entstanden wären, sondern lediglih noh im Sinne
von pseq (s. Kap. 8.5) isomorphe Strukturen. Im Sinne einer einfaheren Verwendbarkeit der
Eigenshaften der Implementierung der Transformationsshiht in einer späteren Protokollim-
plementierung haben wir daher hier die Korrektheitseigenshaft über java2do formuliert und
verwenden do2java niht mehr.
Beweisidee:
Zum Beweis der Eigenshaft deode-ok mahen wir zunähst eine Falluntersheidung über das
Typ-Byte des vorliegenden Arrays bytes. Stellvertretend für die niht-rekursiven Fälle betrah-
ten wir hier das IntDoc. Die Beweisstrategie ist dabei immer im Folgenden die symbolishe
Ausführung des Java Programms und der Beweis der resultierenden prädikatenlogishen Be-
weisverpihtung. Der relevante Codeausshnitt ist hier, wie auh im Code auf Seite 151 bzw.
in Anhang 13.1 angegeben:
1 if(r != null && validEncoding(r)){
2 if(r[0] == INTDOCTYPE){
3 return new IntDoc(ByteArray.restn(5, r));
4 }
Die Eingabe r ist nah Voraussetzung der Beweisverpihtung ungleih null (validrefnot-
null(...) und erfüllt validEnoding. Es verbleibt also ein Lemma anzuwenden, dass bei Gültig-
keit des abstrakten Prädikates validEnoding auh einen positiven Rükgabewert für die Java
Methode validEncoding für das entsprehende byte[ ] folgern lässt. Ein solhes Lemma
ist:
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Theorem:
validenoding-def:
init(`enoding-orret', st), .mode ∈ st, st[.mode℄ = noval,
bytes = getbytearray(r, st),
validrefnotnull(`enoding-impl', r, mkarraytype(byte_type), st),
validrefnotnull(`enoding-impl', r2, Coding, st),
st = st0
⊢ 〈st; boolvar = r2.validEncoding(r); 〉
( boolvar ↔ validEnoding(bytes)
∧ st0 ⊆ st)
Der Beweis dieses Hilfslemmas wird später bei der nähsten Eigenshaft beshrieben.
Im Falle r[0℄ = INTDOCTYPE wird jetzt die Bibliotheksmethode ByteArray.restn(...)
verwendet, um den Abshnitt von bytes zu separieren, der den Wert des IntDos repräsentiert.
Als Beweisziel müssen wir zeigen, dass das entsprehende IntDoc mit diesem Wert umge-
wandelt mittels java2do dem Ergebnis von deode(bytes) entspriht. Da deode ebenso restn
(diesmal die abstrakte Funktion auf Byte-Listen) verwendet, benötigen wir also einen entspre-
henden Zusammenhang zwishen ByteArray.restn(...) und restn(...). Dieser ist:
Theorem:
ByteArray-restn:
init(ByteArray, st), .mode ∈ st, st[.mode℄ = noval,




⊢ 〈st; r1 = ByteArray.restn(i, r0); 〉
( st0 ⊆ st
∧ getbytearray(r1, st) = restn(i2n(i), getbytearray(r0, st0))
∧... ) // und einige Wohlgeformtheitsbedingungen
Damit wissen wir also, dass die implementierte und die spezizierte restn Funktion sih gleih
verhalten. Die Vorbedingungen bezüglih des Parameters i für ByteArray.restn(...)
lassen sih aus dem validEnoding Prädikat folgern (nur byte[ ] Arrays mit einer Länge
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über 5 bytes erfüllen überhaupt validEnoding). Zusätzlih gilt:
Theorem:
restn-getba:
restn(n, getbytearray(r,st)) = getbytearray(r, n2i(n), st[r.length℄ - n, st)
wobei getbytearray(r,i,j,st) das Array an Referenz r beginnend bei Index i und Länge j zurük-
liefert.
Damit verbleibt nah Ausführung des IntDoc Konstruktors, der ein neues Objekt (mittels
addobj(...) anlegt, als Beweisverpihtung shematish eine Sequenz mit u.a. folgenden For-
meln:
...
st1 = addobj(r1, IntDo, .value × refval(jvmref), st0),
〈st1; r2 = ByteArray.restn(5,r); 〉 (st1 = st ∧ r2 = r3),
st1 ⊆ st
getbytearray(r3, st) =
getbytearray(r, n2i(5), st0[r.length℄ - 5, st1)
⊢ java2do(r1, st[r1.value, refval(r3)℄) = deode(getbytearray(r, st0)),
...
Durh Anwenden der Denitionen für java2do und deode jeweils für den IntDo-Fall und
dem Zusammenhang st[r1.value, refval(r3)℄[r1.value℄.refval = r3 und obiger Eigenshaft restn-
getba erhalten wir daraus eine Sequenz der Form:
...
addobj(addobj(r1, IntDo, .value × refval(jvmref), st0)) ⊆ st
getbytearray(r3, st) =
getbytearray(r, n2i(5), st0[r.length℄ - 5,
addobj(r1, IntDo, .value × refval(jvmref), st0))
⊢ IntDo(bytes2int(getbytearray(r3, st))) =
IntDo(bytes2int(getbytearray(r, n2i(5), st0[r.length℄ - 5, st0))),
...
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Dies können wir nun shlieÿen, indem wir ausnutzen, dass das Hinzufügen eines anderen
Objektes keine byte[ ] Objekte ändern kann:
Theorem:
r 6= r1 → getbytearray(r1, i, j, addobj(r, lass, s, st)) = getbytearray(r1, i, j, st)
Die anderen niht rekursiven Fälle lassen sih genauso shlieÿen.
Betrahten wir nun den komplizierteren rekursiven Fall, wenn bytes[0℄ = DOCLISTTYPE. Hier
ist nun der Inhalt des kodierten Dokumentes wiederum eine Liste von kodierten Dokumenten.
Wir müssen also später eine Induktion verwenden. Zunähst geht der Beweis aber analog
zum niht-rekursiven Fall über die entsprehenden Eigenshaften für validEnoding und seine
Implementierung. Anshlieÿend kommen wir allerdings an die rekursive Routine decodelist:
1 else if(b[0] == DOCLISTTYPE){
2 return decodeList( ByteArray.restn(5, b) );
3 }
Hier verwenden wir nun eine Korrektheitseigenshaft für decodeList, die die rekursive Java
Methode mit der rekursiven Funktion deodelist für Listenkodierungen in Beziehung setzt:
Theorem:
deodeList-def:
init(`enoding-orret', st), .mode ∈ st, st[.mode℄ = noval,
bytes = getbytearray(r, st),
validEnoding(bytes),
validrefnotnull(`enoding-impl', r, mkarraytype(byte_type), st),
validrefnotnull(`enoding-impl', r2, Coding, st),
st = st0
⊢ 〈st; r1 = r2.decodeList(r); 〉
( java2do(r1, st) = dolist(deodelist(bytes))
∧ st0 ⊆ st
∧ validDo(r1, st)
∧ validref(`enoding-orret', r1, Doument, st))
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Für den Beweis dieser Eigenshaft benötigen wir nun eine Induktion. Wir induzieren über die
Länge des zu dekodierenden Arrays i2n(st[r.length℄.intval). Die Implementierung für decodeList
sieht nun eine Falluntersheidung vor, ob das (Rest-)Array im aktuellen Parameter shon leer
ist oder noh mindestens eine Kodierung enthalten ist. Der entsprehende Code ist:
1 if(bytes.length == 0)
2 return new Doclist();
3
4 int length = ByteArray.getInt(bytes, 1);
5
6 Document doc =
7 decode( ByteArray.firstn(length + 5, bytes));
8 Doclist doclist =
9 decodeList(ByteArray.restn(length + 5, bytes));
10 return doclist.cons(doc);
Der Fall bytes.length == 0 kann einfah geshlossen werden, shlieÿlih liefert dann so-
wohl java2do(r1, st) nah Denition von java2dos für leere Arrays Dolist([ ℄) und ebenso ist
deodelist([ ℄) = [ ℄. Die anderen Nahbedingungen gelten ebenso einfah.
Im Fall bytes.length != 0 wird nun sowohl decode für das erste Kodierungselement
( ByteArray.firstn( length + 5, bytes) ) also auh decodeList für den Rest
aufgerufen. Mit der Induktionshypothese können wir allerdings nur über decodeList Aus-
sagen treen, decode kann mit ihr niht behandelt werden. Hier müssen wir uns also eine
andere Strategie überlegen. Wir verwenden zur Lösung eine Falluntersheidung über den Typ
des ersten Kodierungselements. Handelt es sih hierbei um keine Dolist, dann können wir
ein eigenes Lemma für die Dekodierung von niht-rekursiven Kodierungen verwenden und da-
mit decode behandeln. Falls es sih allerdings um eine Dolist handelt, führen wir decode
einfah symbolish aus (also ein zweites Mal) und erhalten aus dem entsprehenden Metho-
denrumpf (wiederum) einen Aufruf für die enthaltene Dolist mittels decodeList. Diesen
Aufruf können wir allerdings nun mit unserer (originalen) Induktionshypothese behandeln.
Shlieÿlih verbleibt noh der eigentlihe Aufruf von decodeList im eigentlihen Methoden-
rumpf, welhe wir in beiden Fällen mittels der Induktionshypothese shlieÿen können. Für den
Fall Dolist(Dolist(...)) verwenden wir also die Induktionshypothese zweimal. Abb. 10.2 stellt
die Zusammenhänge im Beweis nohmals grash dar:
Am Ende müssen wir noh das Ergebnis des Aufrufs von decode und des rekursiven Aufrufs
von decodeList mittels cons zusammensetzen. Hier ist dann die wesentlihe Eigenshaft:
Theorem:
ons-def:
init(`enoding-orret', st), .mode ∈ st, st[.mode℄ = noval,
validDo(r, st), validDo(r1, st), validref(`enoding-impl', r, Dolist, st),
validrefnotnull(`enoding-impl', r1, Doument, st),
st = st0
⊢ 〈st; r2 = r.cons(r1); 〉
( java2do(r2, st) = dolist(java2do(r1, st0) + java2do(r, st0).list)
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∧ st0 ⊆ st
∧...
Auh hier zeigt sih wieder die allgemeine Beweistaktik, Eigenshaften der Java Programme
über Eigenshaften der abstrakten Entsprehungen auszudrüken. ImWesentlihen besagt obi-
ge Eigenshaft, dass sih die Java Methode cons genauso verhält wie die Listenkonkatenation
auf den mittels java2do abstrahierten Eingabeparametern. Wir eliminieren mit solhen Lem-
mata also Java Programme und führen prädikatenlogishe Eigenshaften über den Speiher
und dessen Abstraktionen ein.
Anshlieÿend folgt ähnlih zum niht-rekursiven Fall mit den Denitionen von java2do und
deode die Beweisverpihtung.
10.5.2 Korrektheitseigenshaft 2: Dekodierung im Fehlerfall
Jedes byte[ ] , das niht wohlgeformt im Sinne von validEnoding ist, wird von der Deko-
dierung erkannt und es wird null zurükgegeben. Formal bedeutet dies:
Theorem:
deode-fail:
init(`enoding-orret', st), .mode ∈ st, st[.mode℄ = noval,
bytes = getbytearray(r, st),
¬ validEnoding(bytes),
validrefnotnull(`enoding-impl', r, mkarraytype(byte_type), st),
validrefnotnull(`enoding-impl', r2, Coding, st),
st = st0
⊢ 〈st; r1 = r2.decode(r); 〉
( st0 ⊆ st
∧ r1 = jvmref)
Auh hier darf alter Speiherinhalt niht verändert werden (st0 ⊆ st).
Beweisidee:
Wesentlih für diese Eigenshaft ist nun niht mehr die eigentlihe Implementierung der
decode Methode, sondern der initiale Chek der Eingabe mittels validEncoding. Die-
se Methode muss für jede Eingabe, die niht validEnoding erfüllt, false zurükgeben. Dies
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< s t ;  r 1  =  d e c o d e L i s t ( r )  >  
    j a va2doc ( r1 ,  s t )  =  doc l i s t ( decode l i s t ( ge tby tea r ray ( r , s t ) ) )
r . l e n g t h  = =  0
A u f r u f  d e c o d e L i s t
D e f i n i t i o n e n  f ü r
j a v a 2 d o c  u n d  d e c o d e l i s t
f ü r  l e e r e  A r r a y s
r . l eng th  !=  0
<s t ;  r 2  =  decode ( f i r s t n ( . . . ) ) ;  r 0  =  decodeL i s t ( r es tn ( . . . ) ) ;  r 1  =  r0 . cons ( r2 ) ;  >  
    j a va2doc ( r1 ,  s t )  =  doc l i s t ( decode l i s t ( ge tby tea r ray ( r , s t ) ) )
f i r s t n ( . . . ) [ 0 ]  = =  D O C L I S T T Y P E f i r s t n ( . . . ) [ 0 ]  ! =  D O C L I S T T Y P E
L e m m a  d e c o d e  
f ü r  n i c h t - r e k u r s i v e  T y p e n
A u f r u f  d e c o d e
<s t ;  r 2  =  decodeL i s t ( r es tn (5 , f i r s t n ( . . . ) ) ) ;  r 0  =  decodeL i s t ( r es tn ( . . . ) ) ;  r 1  =  r0 . cons ( r2 ) ;  >  
    j a va2doc ( r1 ,  s t )  =  doc l i s t ( decode l i s t ( ge tby tea r ray ( r , s t ) ) )
I n d u k t i o n s h y p o t h e s e
f ü r  d e c o d e L i s t ( r e s t n ( 5 ,  f i r s t n ( . . . ) ) )
. . .  <s t ;  r 0  =  decodeL is t ( res tn ( . . . ) ) ;  r 1  =  r0 . cons ( r2 ) ;  >  . . .  
I n d u k t i o n s h y p o t h e s e
f ü r  d e c o d e L i s t ( r e s t n ( . . . ) )
L e m m a  f ü r  c o n s
. . .  <s t ;  r1  =  r0 .cons( r2 ) ;  >  . . .  
D e f i n i t i o n e n  f ü r
j a v a 2 d o c  u n d  d e c o d e l i s t
f ü r  n i c h t  l e e r e  A r r a y s
Abbildung 10.2: Beweisstrategie für deodeList
folgt direkt aus dem oben bereits angegebenen Theorem validEnoding-def. Somit reduziert sih
der Beweis von deode-fail im wesentlihen auf die Korrektheit von validEnoding-def. Hierzu
verwenden wir nun wiederum die gleihe Beweisstrategie wie bereits für die Dekodierung im
Erfolgsfall. Die niht-rekursiven Fällen ergeben sih durh symbolishe Ausführung und Ex-
pansion der entsprehenden Denitionen für validEnoding. Die jeweiligen Cheks im Java
Code entsprehen denen der jeweiligen abstrakten Denition für validEnoding. Der eigentlih
interessante Fall ist wiederum die rekursive Listenkodierung. Auh hier wird wieder (analog
zu oben) eine Induktion über die Länge der kodierten Liste gestartet. Im Rekursionsfall wird
ebenso analog zu oben validEncoding als auh validListEncoding aufgerufen. Wir
müssen also wieder eine Falluntersheidung über den Typ des ersten Kodierungselementes
mahen. Im Fall einer Dolist wird wieder ausgeführt, bis wieder validListEncoding be-
nutzt wird und wir die Induktionshypothese verwenden können. Insgesamt benötigen wir also
in diesem Fall auh wieder zwei Anwendungen der Induktionshypothese.
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10.5.3 Korrektheitseigenshaft 3: Kodierung im Erfolgsfall
Jedes Java Document Objekt, das eine wohlgeformte Pointerstruktur im Sinne von validDo
ist, wird kodiert zu genau dem byte[ ] , welhes Ergebnis des abstrakten enode auf dem
Ergebnis von java2do ist.
Theorem:
enode-ok:
init(`enoding-orret', st), .mode ∈ st, st[.mode℄ = noval,
validDo(r1, st),
odable(java2do(r1,st)),
validrefnotnull(`enoding-impl', r1, Doument, st),
validrefnotnull(`enoding-impl', r2, Coding, st),
st = st0
⊢ 〈st; r = r2.encode(r1); 〉
( addarray(r, byte_type, enode(java2do(r1, st0))) ⊆ st
∧ newref(r, st0))
In die Vorbedingung müssen wir hier wegen der beshränkten Maximallänge der Kodierung
ebenso odable(...) für die Eingabe fordern.
Die Nahbedingung ist hierbei so formuliert, dass sowohl der rihtige Rükgabewert als auh
die Unverändertheit des restlihen Speihers in einer Bedingung vereint ist. Der rihtige Rük-
gabewert ist die Byteliste enode(java2do(r1, st0)). Dieser soll als Java byte[ ] während der
Ausführung von encode in den Speiher an einer neuen Referenz (newref(r, st0)) eingefügt
werden (addarray(...)).
Beweisidee:
Die Beweisidee bei der Kodierung von Dokumenten ist nun wiederum abhängig vom Typ des
jeweils zu kodierenden Dokumentes. Wir mahen also eine Falluntersheidung über den Typ
der zu kodierenden Pointerstruktur im Parameter r1. Für alle Typen auÿer der Doclist
ist encode (und insbesondere die Hilfsmethode encoderec) niht rekursiv. Somit können
wir den Methodenrumpf durh symbolishe Ausführung behandeln und müssen shlieÿlih für
das resultierende Java byte[ ] zeigen, dass genau die gleihen Werte wie in der abstrakten
Spezikation enthalten sind. Der relevante Code wurde bereits auf Seite 154 angegeben. Ex-
emplarish betrahten wir zunähst wieder das IntDoc. Beim Kodieren wird im Gegensatz
zum Dekodieren während des Ablaufens der Struktur die Wohlgeformtheit (entsprehend der
Gültigkeit von validDo) geprüft. Somit wird zunähst ein Null-Chek auf das .value Feld
des IntDocs und danah für dieses Feld die Methode noLeadingZeros verwendet. Wir
können mittels folgender Eigenshaft die Methode noLeadingZeros behandeln:
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Theorem:
noLeadingZeros-def:
init(`enoding-orret', st), .mode ∈ st, st[.mode℄ = noval,
odable(java2do(r1,st)),
validrefnotnull(`enoding-impl', r1, Coding, st),
validrefnotnull(`enoding-impl', r2, mkarraytype(byte_type), st),
st = st0
⊢ 〈st; boolvar = r1.noLeadingZeros(r2); 〉
( boolvar
↔ int2bytes(bytes2int(restn(i2n(i), getbytearray(r2, st0))))
= restn(i2n(i), getbytearray(r2, st0))
∧ st = st0)
Wir verwenden hier eine weiter parametrisierte Version von noLeadingZeros, die zusätzlih
einen Index besitzt, ab dem die gewünshte Eigenshaft im vorliegenden byte[ ] geprüft
werden soll. Dies liegt daran, dass noLeadingZeros sowohl innerhalb validEncoding für
die Werte ab Index 5 als auh hier innerhalb encode für die Werte ab Index 0 benutzt wird
(s. auh Code in Anhang 13.1).
Im Anshluss an die Cheks wird der Wert des IntDocs lokal in einer Variablen zwishenge-
speihert und am Ende der Methode encoderec shlieÿlih ein entsprehend groÿes Array für
Wert sowie Typ-Byte und Längenfeld reserviert. Dann wird mittels der ByteArray.copy
Methode und setHead alles in dieses Array kopiert. Wir erhalten dadurh nun eine Be-
weisverpihtung nah symbolisher Ausführung und entsprehender Lemmas für copy und
setHead der Art:
...
⊢ addarray(r, byte_type, mkjavavalues(enode(java2do(r1, st))))
⊆ putByteArray(
getbytearray(st[r1.value℄.refval, st), // Wert des IntDos
r, 5, // kopieren in Array r ab Index 5
putByteArray( i2b(1) // und davor Typ Byte
+ llsgn(4, int2bytes(st[r1.length℄.intval)), //und Länge
0, addarray(r, byte_type, 5 + st[r1.value℄.length, st))
// in ein leeres Array r ab Index 0
Wenn wir also zeigen können, dass
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dann lässt sih dieses Ziel shlieÿen, da dann die Teilmengenbeziehung aufgrund von Identität
der linken und rehten Seite trivial erfüllt ist. Obige Gleihung folgt aus der Denition von
enode und java2do.




init(`enoding-orret', st), .mode ∈ st, st[.mode℄ = noval,
validDo(r1, st),
odable(java2do(r1,st)),
validrefnotnull(`enoding-impl', r1, Dolist, st),
validrefnotnull(`enoding-impl', r2, Coding, st),
st = st0
⊢ 〈st; r = r2.encoderec(r1, 0); 〉
( addarray(r, byte_type, enode(java2do(r1, st0))) ⊆ st
∧ newref(r, st0))
Zunähst benötigen wir hierzu einen passenden Induktionsterm. Die Idee ist, dass die Rekursi-
on zur Kodierung entweder abbriht, wenn ein maximaler Rekursionszähler (hier 1.000.000.000,
s. Implementierung vorne) erreiht ist oder die Struktur niht zyklish und klein genug für
eine ordentlihe Kodierung ist. Wenn der jeweils aktuelle Methodenparameter für encoderec
dabei den Wert j hat, können wir somit über 1.000.000.000 - j induzieren. Hierfür müssen wir
zunähst die Beweisverpihtung verallgemeinern:
Theorem:
enodere-odable-validDo:
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validrefnotnull(`enoding-impl', r1, Dolist, st),
validrefnotnull(`enoding-impl', r2, Coding, st),
0 ≤ j,
j ≤ 1000000000,
n2i(# enode(java2do(r1, st))) ≤ (1000000000 - j) * 5
st = st0
⊢ 〈st; r = r2.encoderec(r1, j); 〉
( addarray(r, byte_type, enode(java2do(r1, st0))) ⊆ st
∧ newref(r, st0))
Hiermit starten wir die besagte Induktion. Der Beweis gewinnt wesentlih an Komplexität
durh die Tatsahe, dass die Kodierung einer Dokumentenliste durh eine for-Shleife ge-
shieht, die nah und nah die Listenelemente abarbeitet. Hier wird eine Invariante benötigt,
um den Beweis shlieÿen zu können. Innerhalb der Shleife wird allerdings wieder die Methode
encoderec aufgerufen. Der relevante Code ist:
1 public byte[] encoderec(Document d, int j) {
2 ...
3 else if (d instanceof Doclist){
4 docValue = new byte[0];
5 head = DOCLISTTYPE;
6 Document[] docs = ((Doclist)d).getDocs();
7 if(docs == null || ! docArray(docs))
8 return null;
9 for(int i = 0; i < docs.length; i++)
10 {
11 byte[] b = encoderec(docs[i], j + 1);
12 if(b == null) return null;





Wir müssen also eine Invariante verwenden, die die Behandlung dieses rekursiven Aufrufs
erlaubt. Dies geht, indem die Induktionshypothese des bisherigen Beweises in die Invariante mit
aufgenommen wird. Zusätzlih müssen wir angeben, dass das in der Doclist enthaltene Array
bis zum aktuellen Laundex rihtig kodiert ist. Es muss also (mit den Variablenbezeihnern
des obigen Soureode-Stüks) in der Invariante gelten:
getbytearray(doValue, st) =
enode(java2dos(getarray(st[d.dos℄.refval, 0, j, st), st))
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Die Invariante beinhaltet daneben noh a. 30 andere Eigenshaften über Speiher und loka-
le Variablen, die Wohlgeformtheitseigenshaften und die ursprünglihe Induktionshypothese
beinhalten. Terminierung der Shleife wird einfah sihergestellt, indem man st[d.docs.length]−
j als Terminierungsfunktion verwendet.
Es verbleibt damit nun zu zeigen, dass bei Betreten der Shleife und Aufruf von encoderec
darin dessen Rükgabewert die korrekte Kodierung des nähsten Listenelementes beinhaltet.
Shlieÿlih müssen wir nah dem jeweiligen Shleifendurhlauf die Invariante wieder etablieren.
Eigentlih folgt dies aus der Induktionshypothese, allerdings muss noh odable und validDo
von der äuÿeren Doclist auf deren Inhalte übertragen werden (die Induktionshypothese
fordert dies). Zusätzlih benötigen wir hier die Abshätzung n2i(# enode(java2do(r1, st))) ≤
(1000000000 - j) * 5 von enodere-odable-validDo, um zeigen zu können, dass der rekursive
Aufruf noh niht zum Abbruh wegen zu tiefer Rekursion führt.
10.5.4 Korrektheitseigenshaft 4: Kodierung im Fehlerfall
Jedes Java Document Objekt, das niht eine wohlgeformte Pointerstruktur im Sinne von
validDo ist, wird erkannt und niht kodiert. Dies bedeutet formal:
Theorem:
enode-fail:
init(`enoding-orret', st), .mode ∈ st, st[.mode℄ = noval,
¬ (validDo(r1, st) ∧ odable(java2do(r1, st))),
validrefnotnull(`enoding-impl', r1, Doument, st),
validrefnotnull(`enoding-impl', r2, Coding, st),
st = st0
⊢ 〈st; r = r2.encode(r1); 〉
( st0 ⊆ st
∧ r = jvmref )
Ein Fehlerfall soll dabei signalisiert werden, wenn entweder die Eingabe niht wohlgeformt ist
(validDo(...)) oder aber das Eingabedokument zu lang ist (odable(...)).
Beweisidee:
Der Fehlerfall bei der Kodierung ist shwierigste aller 4 Fälle. Die Beweisstrategie ist dabei
immer noh die gleihe wie im Erfolgsfall der Kodierung. Das bedeutet dass auh hier die niht-
rekursiven Fälle durh symbolishe Ausführung und entsprehende Hilfslemmata geshlossen
werden können und auh hier im rekursiven Fall das oben genannte Problem der Rekursions-
aufrufe innerhalb einer for Shleife auftritt. Auh hier muss daher eine geeignete Invariante
gefunden werden und insbesondere die Induktionshypothese für die Hauptfunktion in die In-
variante für die Shleife aufgenommen werden. Problematish wird der Beweis hauptsählih
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dadurh, dass es mehr als einen Fehlerfall geben kann. Die Vorbedingung des obigen Lem-
mas erlaubt die Fehlerfälle ¬ validDo(r1, st) oder ¬ odable(java2do(r1, st)). Wir separieren
diese zunähst, in dem wir ein Lemma für ¬ validDo(r1, st) formulieren und ein anderes für
validDo(r1, st) ∧ ¬ odable(java2do(r1, st)).
Im Falle ¬ validDo(r1, st) kann nun innerhalb der Rekursion der Fehler (sozusagen der verant-
wortlihe Listeneintrag für die Ungültigkeit von validDo) im aktuellen Shleifendurhlauf auf-
treten oder erst später. Ebenso kann (durh Zyklizität) der Rekursionszähler zu groÿ werden.
Damit müssen wir innerhalb des Shleifenrumpfs der for Shleife diese Fälle untersheiden.
Zunähst können wir uniform für zu groÿe Rekursionszähler folgendes Lemma verwenden und




validrefnotnull(`enoding-impl', r2, Coding, st),
st = st0,
1000000000 < j
⊢ 〈st; r = r2.encoderec(r1, j); 〉
( st0 ⊆ st
∧ r = jvmref )
Im Falle eines kleineren Rekursionszählers kann es nun sein, dass der nähste Listeneintrag
¬ validDo(...) ist oder eben shon. Dies ist unabhängig von validDo(...) für die Gesamtliste,
man kann es zum Zeitpunkt der aktuellen Shleifendurhlaufs niht wissen. Der in diesem Sin-
ne shuldige Eintrag könnte der aktuelle Eintrag sein oder auh hinter dem aktuellen Index
auftreten. Um eine sihere Terminierung der Shleife durh ein return null; siherzustel-
len, müssen wir lediglih ausshlieÿen, dass die Shleife alle Listeneinträge rihtig kodiert. Dies
wird niht passieren, denn irgendwann wird der Index mit dem Teildokument erreiht sein,
das niht validDo ist. Daher verwenden wir ein Lemma für validDo, das die Existenz eines
solhen Index innerhalb des Arrays folgern lässt. Wir nehmen dann in die Shleifeninvariante
auf, dass der aktuelle Laundex der Shleife höhstens kleiner oder gleih als dieser Index
ist (shlieÿlih wird die Kodierung bei Erreihen des Index abbrehen). Damit können wir
beweisen, dass die Shleife niht normal terminieren wird, sondern siher durh ein return
terminieren wird (womit dann die Nahbedingung der Beweisverpihtung gilt)
Allerdings können wir nun für den Rekursionsaufruf von encoderec niht mehr die Induk-
tionshypothese verwenden, da diese nur für ¬ validDo anwendbar ist. Es ist allerdings niht
mehr klar, ob der aktuelle Laundex der shuldige Index für ¬ validDo ist oder dieser erste
später auftreten wird. Wir müssen also entsprehend verallgemeinern und encoderec un-
abhängig von validDo harakterisieren. Wir verwenden hier lediglih die Eigenshaft, dass
encoderec bisherige Speiherinhalte unverändert lässt und ein beliebiges Array (mögliher-
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validrefnotnull(`enoding-impl', r2, Coding, st),
st = st0,
1000000000 < j
⊢ 〈st; r = r2.encoderec(r1, j); 〉
( st0 ⊆ st
∧ validref(`enoding-orret', r, mkarraytype(byte_type), st))
∧...)
Damit lässt sih dann die Invariante nah der Shleife wieder zeigen, da sih alle Eigenshaften
der Invariante über die Teilmengenbeziehung vererben.
Für den Fall validDo(r1, st) ∧ ¬ odable(java2do(r1, st)) müssen wir wiederum eine andere
Strategie für den Beweis wählen. Hier kann zwar kein Zyklus in der Eingabe auftreten, aller-
dings wird irgendwann die Maximallänge für kodierte Dokumente übershritten. Problema-
tish hierbei ist wiederrum, dass der Grund für die Übershreitung der Maximallänge nun lokal
im nähsten Dokument innerhalb der Doclist zu suhen sein kann (dieses also für sih allein
bereits zu lang ist) oder aber erst durh Zusammensetzen aller kodierten Einzeldokumente
entsteht. Wir müssen daher in der Invariante für die Shleife wieder die Induktionshypothese
aufnehmen (die für ersteren Fall eine Lösung bereitstellt) und zusätzlih angeben, dass das bis-
her berehnete docValue Array bei Wiedereintritt in die Shleife die rihtige Kodierung des
bisherigen Listen-Präxes beinhaltet. Mit letzterer Bedingung können wir dann zeigen, dass
nah Verlassen der Shleife die Maximallänge siher übershritten wird (da ja die Gesamtliste
¬ odable war). Wenn wir allerdings in der Shleife bleiben, müssen wir den rekursiven Aufruf
wiederum rihtig behandeln können, und zwar auh dann, wenn dieser niht zum Abbruh der
Shleife führt (es könnten shlieÿlih alle einzelnen Einträge in der Liste odable sein und erst
ihre Konkatenation könnte die Maximallänge übershreiten). Also müssen wir auh hier wieder
eine verallgemeinerte Eigenshaft für encoderec ähnlih zu enodere-subset oben anwenden
(und beweisen), die angibt, dass der Rükgabewert der encoderec Methode im validDo-
Fall entweder jvmref oder aber eine ordentlihe Kodierung des aktuellen Parameters ist. Im
ersten Fall gilt die Nahbedingung der Shleife (wir terminieren abrupt mit return null),
im zweiten Fall können wir die Invariante wieder etablieren.
10.6 Statistiken
Die Verikation des Kodierungsshemas benötigte:
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• 51 Axiome mit 358 Zeilen
• 223 Theoreme mit 11301 Beweisshritten
• 3375 Benutzerinteraktionen (Automatisierungsgrad: 70 %)
Die Verikation benötigte dabei beginnend mit Spezikation der Kodierung auf abstrakter
Ebene und endend bei den eben vorgestellten Eigenshaften a. 2 Monate. Die Hauptshwie-
rigkeit war die korrekte Findung der ebenfalls vorgestellten Invarianten für die Implementie-
rung.
10.7 Eigenshaften für den Verfeinerungsbeweis
Ausshlieÿlih die Eigenshaften für die encode und decode Methoden sind für den eigent-
lihen Verfeinerungsbeweis noh niht nützlih. Vielmehr müssen wir nun zeigen, dass damit
Implementierungen für send und receive umsetzbar sind, deren Benutzung zu einer kor-
rekten Verfeinerung der Ebene führt, die keine Übertragungsformat vorsieht und send und
receive als Identitätsfunktionen vorsieht. Insbesondere müssen die Implementierungen die
Eigenshaften TOSTORE-reeive und FROMSTORE-send, die bereits in Kap. 6.9 eingeführt
wurden, erfüllen. Kap. 8.7 hat dazu bereits Beweisideen mit Implementierungen unter Benut-
zung eines beliebigen Übertragungsformats geliefert. Kap. 8.7 rehtfertigt auh, dass wir für die
Gültigkeit von TOSTORE-reeive und FROMSTORE-send lediglih die lokalen Eigenshaften
reeive-ok und reeive-fail sowie send-ok und send-fail aus Kap. 8.6 beweisen müssen.
Wir verwenden nun folgende Implementierungen:
1 public class Coding implements CommInterface {
2 ...
3 private BAComm bacomm;
4




9 public Document receive(int port){
10 byte[] bytes = bacomm.receive(port);






17 public interface BAComm {
18 byte[] receive(int port);
19 void send(byte[] b, int port);
20 }
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Wir setzen also das Versenden von Dokumentenstrukturen mittels send(Document) um,
indem wir die Eingabe kodieren und diese dann mit einer Implementierung für das Versenden
von byte[ ] Arrays vershiken (BAComm.send(byte[])). Analog wird Empfangen um-
gesetzt, indem man ein byte[ ] Array aus dem Netzwerk empfängt (BAComm.receive())
und dann (falls eine Eingabe vorliegt - bytes != null) und dieses dekodiert sowie das
Ergebnis zurükliefert.
Beweisidee:
Mittels der Eigenshaften enode-ok und enode-fail von oben lässt sih nun leiht zeigen,
dass eine solhe Implementierung von send die Eigenshaften send-ok und send-fail erfüllt.
Lediglih das eigentlihe Versenden eines byte[ ] Arrays mit Implementierungen für das
Interfae BAComm lässt sih nun niht mehr implementieren oder verizieren, hier muss eine
entsprehende Axiomatisierung vorgenommen werden (diese Methoden sind niht mehr in Java
implementiert und kommunizieren direkt mit der jeweiligen Netzwerkshiht). Wir müssen also
axiomatisieren, dass nun BAComm.send(byte[] b, int port) entsprehend das Feld
st[.outs℄ auf das Array b setzt und den st[.outport℄ auf den gegebenen port setzt. Spiegelbildlih
muss BAComm.receive(int port) den Wert von st[.insport℄ zurükgeben. Damit lassen
sih dann auh einfah mittels der Eigenshaften deode-ok und deode-fail der Kodierung die
Eigenshaften reeive-ok und send-ok beweisen.
10.8 Behandlung der Kryptographie
Shlieÿlih haben wir auh bezüglih der Kryptographie in Kap. 9.2 bereits Annahmen an das
Verhalten von Methoden wie encrypt oder decrypt gemaht (und analog für Hashing und
Signaturen). Dies waren die Eigenshaften derypt-ok, derypt-fail, enrypt-ok und enrypt-fail.
Auh die Gültigkeit dieser Eigenshaften können wir nun, da wir eine Implementierung auf
byte[ ] Ebene haben, formal beweisen. Shlieÿlih arbeitet die tatsählihe Kryptographie in
Java in einer Implementierung der Java Cryptographi Arhiteture auf der byte[ ] Ebene.
Zunähst betrahten wir die Implementierung:
1 public class Coding implements CryptoInterface {
2 ...
3 private BACrypto bacrypto;
4
5 public byte[] encrypt(Key k, Document d){
6 byte[] b = encode(d);
7 if(b != null)




12 public Document decrypt(Key k, Document d){
13 Document d0 = null;
14 if(d instanceof EncDoc)
15 d0 = decode(
16 bacrypto.decrypt(k.getBA(),
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17 ((EncDoc) d).getEncrypted()
18 ));






25 public interface BACrypto {
26 byte[] encrypt(byte[] b, byte[] b1);
27 byte[] decrypt(byte[] b, byte[] b1);
28 }
Vershlüsselung bedeutet also, zunähst eine Kodierung des zu vershlüsselnden Dokumentes
herzustellen und anshlieÿend eine Kryptographie-Bibliothek auf dem entstandenen byte[ ]
zu benutzen. Dies wird nur durhgeführt, wenn die Eingabe wohlgeformt war (erkennbar am
einem Rükgabewert von encode ungleih null).
Entshlüsselung wird umgesetzt, indem zunähst geprüft wird, ob die Eingabe ein EncDoc
ist, da nur diese ein sinnvolles Ergebnis bei Entshlüsselung liefern können. Dann wird auf
dem byte[ ] Inhalt des EncDoc und dem byte[ ] Wert des verwendeten Shlüssels k
eine Entshlüsselungsoperation aus einer Kryptobibliothek aufgerufen. Wir erhalten daraus
ein byte[ ] Array, das noh dekodiert werden muss. Nun benötigen wir lediglih noh die
Annahme, dass die Kryptographie auf byte[ ] Arrays ebenso die Eigenshaften der per-
fekten Kryptographie erhält, genauso wie dies bereits in Kap. 9.2 für die Kryptographie auf




validref(dos2store, r1, mkarraytype(byte_type), st),
∧ validref(dos2store, r2, mkarraytype(byte_type), st),
∧ validref(dos2store, r3, BACrypto, st),
∧ bytes1 = getbytearray(r1, st)
∧ bytes2 = getbytearray(r2, st)
∧ st[.mode℄ = noval
∧ st = st0
→ 〈st; r0 = r3.encrypt(r1, r2); 〉
(st0 ⊆ st ∧ getbytearray(r0, st) = baenrypt(bytes1, bytes2))
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wobei für baenrypt gilt:
Spezifikation:
baenrypt:
baenrypt(bytes1, enode(do)) = do2ryptbytes(mkkey(bytes1), do)
Dies bedeutet also, dass wir annehmen, dass sih die Kryptographie auf byte[ ] Arrays
genauso verhält wie unsere Repräsentationsfunktion für die Abbildung der kryptographishen
Dokumente auf byte[ ] Arrays, die wir bereits in Kap. 9.2 eingeführt haben.
Analog gilt das selbe für derypt und ryptbytes2do:
Spezifikation:
derypt-bytes:
validref(dos2store, r1, mkarraytype(byte_type), st),
∧ validref(dos2store, r2, mkarraytype(byte_type), st),
∧ validref(dos2store, r3, BACrypto, st),
∧ bytes1 = getbytearray(r1, st)
∧ bytes2 = getbytearray(r2, st)
∧ st[.mode℄ = noval
∧ st = st0
→ 〈st; r0 = r3.decrypt(r1, r2); 〉











Dieses Kapitel zeigt die Umsetzung des Verfeinerungskonzeptes für Programme auf Chip-
karten. Dazu werden zunähst die Besonderheiten und Restriktionen der verwendeten
JavaCard Plattform sowie die Hardware kurz beshrieben. Im Anshluss werden nötige
Anpassungen an der Implementierung der Kodierungs- und Dekodierungsshiht sowie für
die Einbettung in die JavaCard Laufzeitumgebung erklärt. Die in diesem Kapitel beshrie-
benen Arbeiten wurden - illustriert am Mondex Beispiel - in [67℄ publiziert.
11.1 Chipkarten und Smart Cards
Chipkarten haben inzwishen eine sehr hohe Verbreitung erreiht. Ihre Einsatzgebiete variieren
von einfahen Kundenkarten bis hin zu komplexen Bezahlsystemen wie z.B. der Geldkarte [59℄,
oder auh der elektronishen Gesundheitskarte [29℄ und Anwendungen im Pay-TV. Auh als
Identikations- und Zugangsiherungssysteme oder zur Zeiterfassung sind Chipkarten beliebt.
Die gröÿte Verbreitung hat siherlih die SIM-Karte
1
in allen Mobiltelefonen [90℄.
Chipkarten enthalten dabei in ihrer einfahsten Form lediglih einen Speiher zur persisten-
ten Hinterlegung von Daten auf der Karte. Die derzeitige Krankenversihertenkarte oder die
Telefonkarte fällt in diese Kategorie. Maximal ein Passwortshutz zum Shutz vor unbefug-
tem Zugri auf die Daten ist hier noh zusätzlih möglih. Während solhe Karten auh z.B.
für einfahe Zeiterfassungssysteme noh ausreihend sein können, werden bei allen ernsthaf-
teren siherheitskritisheren Anwendungen auh Rehenkapazitäten auf dem Chip benötigt.
Insbesondere kryptographishe Operationen müssen dabei unterstützt werden. Karten, die sol-
he Rehenkapazitäten bereitstellen, werden dabei als Smart Cards bezeihnet. Smart Cards
besitzen auf engstem Raum alle wesentlihen Bestandteile eines Computers: Prozessor, per-
sistenten Speiher und Programmspeiher sowie einen Eingabe- und einen Ausgabekanal. Die
Karten besitzen dabei keine eigene Stromversorgung, sind also bei ihren Berehnungen auf die
Stromversorgung durh ein Terminal angewiesen.
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Der elektronishe Reisepass [46℄ ist dabei das bekannteste Beispiel kontaktloser Chipkartenan-
wendungen.
Der wesentlihe Vorteil beim Einsatz von Smart Cards für siherheitskritishe Anwendungen
ist dabei ihre Eigenshaft, Daten manipulationsresistent und niht auslesbar speihern zu kön-
nen (tamper-proof). Im Gegensatz zu herkömmlihen Speihermedien und Endgeräten kann
bei Chipkarten im Allgemeinen davon ausgegangen werden, dass auf der Karte gespeiherte
Informationen auf einem anderen als über die Eingabe-/Ausgabeshnittstelle vorgesehenem
Wege niht ausgelesen werden können. Zwar existieren einige physikalishe Angrismethoden
auf Chipkarten (wie z.B. die Dierential Power Analysis [108℄). Der Aufwand für diese Angrie
ist allerdings meist sehr hoh. Smart Cards können daher als manipulationssihere Endgeräte
angenommen werden. Dies prädestiniert diese Karten als Endgeräte für siherheitskritishe
Anwendungen, da ein Angreifer z.B. niht den gespeiherten Geldbetrag auf der Geldkarte,
den Shlüssel zum Zugang zum Bezahlfernsehen oder die elektronishen Passdaten einfah
auslesen oder (shlimmer noh) ändern kann. Lediglih das jeweils verwendete Kommunikati-
onsprotokoll bietet Möglihkeiten zum Angri. Dies ist genau der Fokus der hier vorgestellten
Arbeiten.
11.2 Besonderheiten von Smart Cards
Weitführende tehnishe Details zu Chipkarten sind für die folgenden Betrahtungen niht
wesentlih und werden daher hier niht aufgeführt, [147℄ gibt dazu z.B. einen umfassenden
Überblik. Im Folgenden beshreiben wir lediglih die Charakteristika von Chipkarten, die für
unsere Anwendungsdomäne und Abstraktionsebene wihtig sind:
11.2.1 Kommunikation
Die Kommunikation mit Smart Cards ndet mittels eines standardisierten Protokolls statt, das
auf Byte Folgen beruht. Smart Cards arbeiten dabei lediglih reaktiv, beginnen also von sih
aus keine eigenen Berehnungen. Sämtlihe Berehnungen nden als Reaktion auf eine Eingabe
von einen Terminal statt. Das spiegelt sih auh im Kommunikationsverhalten wieder: Ein
Terminal shikt zunähst eine Eingabe an die Karte, diese rehnet mittels dieser Eingabe und
shikt eine Ausgabe zurük. Die Kommunikation ndet damit mittels Appliation Protool
Data Units (APDU) statt. Eine APDU ist eine Dateneinheit, die vom Terminal zur Karte
oder umgekehrt vershikt wird. Die APDUs, die das Terminal vershikt, heiÿen Command
APDUs. Die Antworten der Karte werden als Response APDUs bezeihnet. Eine Command
































Das Class Byte gibt dabei an, für welhe Anwendungsdomäne die APDU intendiert ist. Es
speziziert damit den verwendeten Befehlssatz genauer. Z.b. beshreibt das Class Byte 0x00
Systemkommandos nah dem Standard ISO7816. Das folgende Instrution Byte gibt dann
das eigentlih Kommando an, das verarbeitet werden soll (bei einer elektronishen Geldbörse
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wäre das z.B. typisherweise Laden oder Abheben). Es folgen zwei Parameter Bytes, die
das Kommando genauer beshreiben können. Shlieÿlih folgt das LC Byte, das die Länge der
übertragenen Nutzdaten angibt. Diese Nutzdaten folgen im Anshluss. Es können bis zu 255
Byte Nutzdaten übertragen werden. Das letzte Byte (genannt LE Byte) gibt die Länge der
erwarteten Antwort an (oder wird weggelassen, wenn keine Antwort erwartet wird). Werden
keine Nutzdaten übertragen, ersetzt das LE Byte das LC Byte.











Die letzten beiden Bytes geben dabei den Status der Antwort an. Im ISO7816 Standard
sind hier diverse Statusangaben vordeniert. 0x90 0x00 bezeihnet z.B. eine erfolgreihe
Verarbeitung der Eingabe, 0x6A 0x84 gibt dagegen exemplarish für die Fehlerfälle an, dass
der Karte bei Verarbeitung der Eingabe der interne Speiher ausgegangen ist.
11.2.2 Ressourenbeshränkung
Chipkarten sind sehr ressourenbeshränkte Endgeräte. Die Mikroprozessoren auf den Karten
arbeiten übliherweise mit 8 oder 16 bit. Dementsprehend stehen Integer Operationen niht
zur Verfügung.
Entsprehend dem beshränkten Kapazitäten des Prozessors ist auh der verfügbare Speiher
sehr beshränkt. Auf derzeitigen Chipkarten wie z.B. der Gieseke & Devrient Smart Cafe
Expert 3 Karten - welhe auh für die hier vorgestellte Mondex Implementierung verwendet
wurden - sind z.B. 72 kB EEPROM Speiher enthalten. Das bedeutet, dass Programme für
Chipkarten keine groÿen Datenmengen speihern können. Auh der Arbeitsspeiher ist mit
niht einmal 5 kB sehr knapp.
Gerade im Hinblik auf die Datenübertragungsmethodik in dieser Arbeit, die Pointerstruktu-
ren dekodiert und kodiert, muss also Rüksiht auf die Ressourenbeshränkung der Chipkar-
ten genommen werden. Eine entsprehende Adaption ndet sih in Kap. 11.3.
Shlieÿlih wird für kryptographishe Operationen, die im Umfeld von Chipkartenanwendun-
gen naturgemäÿ häug eingesetzt werden, zusätzlih spezielle Hardware auf dem Chip inte-
griert, die z.B. die RSA oder 3DES Algorithmen (s. [166℄) ezient berehnen kann.
11.2.3 Programmierung
Die Programmierung von Chipkarten kann auf diverse Arten erfolgen. In der Praxis eingesetzt
werden häug Implementierungen in C oder auh in Mashinenode. Dazu kommt die Mög-
lihkeit, Chipkarten in JavaCard (momentan ist Version 2.2.2 aktuell [175℄) zu programmieren,
einem Dialekt der Java Sprahe. JavaCard besitzt alle Sprahkonstrukte der Java Standard
Edition in Version 1.4 [100℄ (also z.B. Klassen- und Interfaedeklarationen, Methodendeklara-
tionen, Shleifen, ...) , mit folgenden Ausnahmen:
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• Die primitiven Typen beshränken sih auf boolean, byte und short (insbesondere
gibt es also keinen int Typ).
• Es gibt keine Unterstützung für Multithreading (kein synchronizedbzw. keine Thread
Klasse).
• Die API ist sehr eingeshränkt und deniert lediglih einige Exeptions (wie z.B. eine
NullPointerException) sowie Klassen zur Kommunikation und Kryptographie. Es
gibt z.B. keinen String Typ oder komplexe Container wie Vector.
• Es gibt keine Garbage Colletion (weder implizit noh explizit). Es ist also niht möglih,
zur Laufzeit einer Chipkartenanwendung beliebig viele Objekte dynamish zu allokieren,
da sonst früher oder später der Speiher der Karte ershöpft sein wird.
Für JavaCard Anwendungen werden nun spezielle Karten benötigt, die ein Betriebssystem
enthalten, das in der Lage ist, Java Byteode zu interpretieren und auh die Ein- und Aus-
gabefunktionen der Karte anzusteuern. Für eine einheitlihe Programmierung dieser Karten
sieht dabei die JavaCard API eine generishe Programmiershnittstelle für Chipkartenan-
wendungen vor. Alle Chipkartenanwendungen müssen Subklassen der generishen API Klasse
Applet sein. Applet deniert insbesondere eine processMethode, die eine APDU (als Java
Objekt, das das Eingabe/Ausgabe byte[ ] kapselt) als Parameter bekommt. Alle konkreten
JavaCard Anwendungen müssen dabei diese process Methode übershreiben:
1 package javacard.framework;
2
3 public abstract class Applet{
4 ...
5 public void process(APDU apdu);
6 }
Das Betriebssystem der Karte kann dabei nun mehrere Anwendungen auf einer Karte verwal-
ten. Jeweils eine Anwendung ist dabei immer die derzeit aktive Anwendung. Eine spezielle
selet APDU kann zur Wehsel der jeweils aktiven Anwendung benutzt werden. Das Betriebs-
system der Karte ruft bei Empfang einer Command APDU von einem Terminal die process
Methode der derzeit aktiven Anwendung auf.
Alle Felder einer Klasse werden dabei (im Gegensatz zu lokalen Variablen von Methoden)
im EEPROM abgespeihert. Insbesondere bedeutet dies, dass Werte, die in Feldern gespei-
hert werden, persistent vorhanden sind. Wird die Stromversorgung der Karte unterbrohen
und später wieder hergestellt, beinhalten diese Felder immer noh die gleihen Werte. Ein
Speihern, z.B. in ein Dateisystem, ist daher bei Chipkarten niht nötig.
11.3 Adaption der Methodik
Die bisherige Implementierungsmethodik für Kommunikationsprotokolle, die in dieser Ar-
beit verwendet wurde, stellte die abstrakten Doument Typen in der Implementierung durh
Document Klassen dar. Zusätzlih wurde im letzten Kapitel eine Kodierungsshiht einge-
führt, die eine Transformation dieser Klassen in byte[ ] vornehmen kann. Da auh Chip-
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karten mit Byte Sequenzen kommunizieren, ersheint eine Benutzung dieser Transformations-
shiht auh für Chipkarten interessant. Allerdings allokiert die bisherige Transformations-
shiht beim Kodieren und Dekodieren laufend neuen Speiher. Da Chipkarten keine Garbage
Colletion besitzen, führt dies zu Speiherüberläufen. Auh ist die Maximallänge des Datenteils
einer APDU mit 255 Byte beshränkt. Lange Dokumente können so niht auf einmal vershikt
werden. Darüber hinaus benutzen einige Operationen auf den Java Document Klassen int
Werte z.B. für Indizierung oder Iteration. Es müssen also einige Anpassungen vorgenommen
werden.
Dabei ist folgendes zu beahten: die nähste Version des JavaCard Standards (JavaCard 3.0)
bendet sih derzeit in der Ausarbeitung durh das JavaCard Forum ([56℄). Für diese Version
sind dutzende neuer Features angekündigt, unter anderem sind TCP/IP artige Kommunika-
tion mit der Chipkarte, Remote Method Invoation, Multi-Threading, String Support sowie
eine Überarbeitung des Speihermodells angedaht. Diese Änderungen würden (sollten sie
tatsählih umgesetzt werden), die gesamte Chipkartenprogrammierung ändern und insbeson-
dere auh oben genannte Shwierigkeiten beseitigen. Insbesondere wäre mit Umsetzung dieser
Features die in bisher vorgestellte Programmiermethodik für Kommunikationsprotokolle auh
direkt für JavaCard nutzbar. Da JavaCard 3.0 jedoh noh niht veröentliht wurde, geben
wir in diesem Kapitel die Adaptionen an, die am bisherigen Konzept vorgenommen werden
müssen, geben jedoh keine formalen Beweise an.
11.3.1 Integration in die JavaCard API
Für die Cindy Anwendung haben wir bereits ein Kommunikationsinterfae bereitgestellt, das
send und receive Methoden für Java Document Objekte bereitstellt (s. dazu Kap. 5.3.1).
Insbesondere haben wir dort vershiedene Eingabeports (z.B. für MMS oder Benutzereinga-
ben) vorgesehen. Chipkarten besitzen demgegenüber nur eine Eingabe- und Ausgabeshnitt-
stelle über APDUs. Daher können wir eine einfahere Variante des Kommunikationsinterfaes
für Chipkarten verwenden. Dies ist das SimpleComm Interfae:
1 public interface SimpleComm {
2 public Document receive();
3 public void send(Document d);}
Dieses Interfae kann nun mittels einer leiht adaptierten Implementierung für die Transfor-
mationsshiht für Kodierung und Dekodierung implementiert werden, s. dazu weiter unten.
Zusätzlih müssen wir aber für die JavaCard Plattform unsere Protokollfunktionalität auh
in eine Subklasse der javacard.framework.Applet Klasse einbetten, die über APDUs
kommuniziert. Die bisherige Implementierung der Protokollfunktionalität mittels einer Klasse
Protocol mit einer step Methode, die dann obige send und receiveMethoden benutzt,
kann dabei unverändert übernommen werden, wenn wir einen Wrapper für die JavaCard spe-
zishen Besonderheiten angeben, der APDU Kommunikation auf Dokumenten-orientierte
Kommunikation umsetzt. Die Hauptklasse unserer JavaCard Protokollimplementierungen ist
daher ein Wrapper der folgenden (shematishen) Form:










9 protocolimpl = new Protocol(this, ...);
10 }
11
12 public void process(APDU apdu){
13 ...
14 //dekodieren der Command APDU
15 indoc = decode(apdu.getBuffer());
16








25 public void send(Document d){
26 byte[] outbytes = encode(d);
27
28 //kopieren der kodierten Ausgabe in den APDU-Buffer
29 Util.arraycopy(outbytes, 0,
30 apdu.getBuffer(),0, outbytes.length)




Die Klasse JavaCardAppletWrapper erweitert zunähst die Applet Klasse aus der Ja-
vaCard API. Sie muss also die Einstiegsmethode process(APDU) übershreiben, die bei
Vorliegen einer Eingabe vom Betriebssystem aufgerufen wird. Diese Methode erhält als Para-
meter bereits die Eingabe APDU - hier untersheidet sih die JavaCard Programmierung von
herkömmlihen Ein-/Ausgabemehanismen, es gibt zunähst kein explizites receive, die Ein-
gabe wird immer gleih zu Beginn mitgeliefert. Um dies auf unsere Programmiermethodik mit
explizitem send und receive umzusetzen, dekodieren wir die in der APDU enthaltene Ein-
gabe (z.B. mit der gleihen Kodierungsvorshrift, die auh shon in Kap. 10 verwendet wurde)
und speihern das Ergebnis temporär im Feld indoc. Im Anshluss wird die stepMethode ei-
ner Protokollimplementierung (hier die Klasse Protocol) aufgerufen, die dann die eigentlihe
Funktionalität enthält. Diese Klasse wurde im Konstruktor des JavaCardAppletWrapper
erzeugt und erhielt die Instanz des JavaCardAppletWrapper als Parameter. Da der Wrap-
per auh das Kommunikationsinterfae SimpleComm implementiert, kann damit Protocol
die receive und sendMethoden des Wrappers aufrufen. Innerhalb receivewird nun ledig-
lih der initial dekodierte Eingabewert indoc zurükgegeben. send verwendet nun encode,
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um eine Kodierung des Ausgabedokumentes zu erstellen und diese mittels der APDU Kommu-
nikation als Response APDU an das Terminal zurükzusenden. Alle Zusammenhänge sind auh
nohmals im Sequenzdiagramm in Abb. 11.1 dargestellt. Diese Abbildung illustriert zusätzlih
auh die Abläufe einer terminalseitigen Protokollimplementierung, die spiegelbildlih zu den
gerade beshriebenen Abläufen funktioniert. Dabei sei explizit auf den bisherigen Kommuni-
kationsablauf für Anwendungen ohne Chipkarte verwiesen, der bereits in Kap. 8.8 beshrieben
wurde.
Abbildung 11.1: Kommunikation bei einer Chipkartenimplementierung
Abb. 11.1 vereinfaht dabei leiht und abstrahiert von der Kommunikation über APDUs. Das
Senden einer APDU an das Chipkartenprogramm wird als einfaher Aufruf von process dar-
gestellt. Die Antwort - die normalerweise von der Karte aktiv mittels setOutgoingAndSend
vershikt wird - wird als einfahe Rükgabe dieses Aufrufs dargestellt.
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Es ist insbesondere auh zu beahten, dass die Terminalimplementierung hier niht so funk-
tioniert, wie es bei herkömmlihen Chipkartenanwendungen zu erwarten ist. Die Proseo
Spezikationen funktionieren asynhron. Das bedeutet, dass ein Shritt eines Agenten übli-
herweise aus dem Empfangen einer Nahriht und dem Senden einer Nahriht besteht. Die
darauolgende Antwort auf letztere Nahriht wird erst im nähsten Shritt des Agenten emp-
fangen, der niht unbedingt unmittelbar danah erfolgen muss (es könnte z.B. der Angreifer
oder ein anderer Protokollteilnehmer vorher an die Reihe kommen). Ein JavaCard-Terminal
shikt demgegenüber eine Nahriht an die Karte und blokiert solange, bis es als direktes Er-
gebnis dieses Sendens eine Antwort von der Karte bekommt. JavaCard Kommunikation kann
also terminalseitig als response = send(command) aufgefasst werden. Eine solhe Kom-
munikationsstruktur könnten wir niht ohne weiteres als Verfeinerung der Proseo Ebene
auassen, da hier das Senden einer Nahriht und das Empfangen der Antwort zwei Shritte
sind und dazwishen insbesondere der Angreifer, aber auh beliebige andere Teilnehmer aktiv
sein können und auh müssen (sonst würden wir evtl. dort Angrie ignorieren). Daher muss
auh eine terminalseitige Kommunikationsinfrastruktur (in Abb. 11.1 die Klasse Coding)
die Antwort der Chipkarte zwishenspeihern - analog zum Zwishenspeihern der Eingabe
auf der Chipkarte vor dem Aufruf von step. Erst im nähsten Protokollshritt (der zweite
terminalstep() in Abb. 11.1) wird die Antwort der Karte dann tatsählih zurükgeliefert.
11.3.2 Speiherallokation
Auf derzeitigen JavaCard Smart Cards wird keine Garbage Colletion unterstützt. Alle Ob-
jekte, die irgendwann angelegt wurden, bleiben im Speiher bestehen. Insbesondere bedeutet
dies, dass die Implementierung der Transformationsshiht, die sowohl bei der Kodierung als
auh bei der Dekodierung häug Speiher allokiert, adaptiert werden muss. Alle Objekte, die
zur Laufzeit des Chipkartenprogramms benötigt werden, sollten damit zu Beginn der Laufzeit
angelegt werden. Dies ist bei der Transformationsshiht für zwei vershiedene Daten wih-
tig: die allokierten byte[ ] zur Kodierung und die allokierten Document Objekte bei der
Dekodierung.
Zur Lösung dieses Problems sehen wir jeweils einen Pool vor, der bei Installation der Appli-
kation groÿ genug initialisiert wird. Bei der Kodierung ist dies einfah:
Auswirkungen auf die Kodierung
Die bisherige Kodierungsfunktion (s. Kap. 10.4) encode allokierte für jedes Teildokument
einer Liste ein neues byte[ ] und hängte diese byte[ ] shlieÿlih zusammen, um die
Gesamtkodierung zu erhalten. Für eine Version für Chipkarten können wir nur ein byte[ ]
verwenden, das lang genug sein muss, um alle Dokumente des jeweiligen Kommunikationspro-
tokolls kodiert darzustellen. Wir verändern also die Kodierungsfunktion so, dass sie statt auf
einzelnen Arrays auf diesem einen globalen Puer Array arbeitet.
Statt einer Konkatenation der Zwishenergebnisse verwenden wir einen Index in den Puer,
um die jeweils nähste Stelle zu nden, ab der die Kodierung des nähsten Dokumentes in einer
Liste zu erfolgen hat. Um diesen Index jeweils rihtig inkrementieren zu können, geben wir
jeweils die Länge des aktuell zu kodierenden Dokumentes als Ergebnis der Kodierungsfunktion
zurük.
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Zu beahten ist nun, dass die Kodierung nur noh dann korrekt funktioniert, wenn der Puer
für die kodierten Ausgaben groÿ genug ist.
Auswirkungen auf die Dekodierung
Bei der Dekodierung ist keine so einfahe Lösung mittels eines einzigen globalen Puers mög-
lih. Hier müssen nun einzelne Dokumente auf Vorrat für die Dekodierung angelegt werden.
Dazu verwenden wir einen Dokumentenpool, der groÿ genug sein muss, um alle im Protokoll
vorkommenden Dokumente darstellen zu können. Eine einfahe Lösung wäre es, alle Nah-
rihten des Protokolls im vornherein als Document Pointerstruktur zu allokieren und bei
Empfang eines byte[ ] eine dazu passende Struktur auszuwählen und mit Werten zu füllen.
Der Speiherplatzbedarf dazu wäre allerdings reht hoh, pro Verarbeitungsshritt wird nur ein
kleiner Teil der vorallokierten Nahrihten verwendet. Wir wählen hier eine andere Lösung.
Wir allokieren nur die einzelnen Bestandteile der Nahrihten vor. Die Allokation umfasst
dabei genau so viele einzelne Dokumente, wie gleihzeitig in einer beliebigen wohlgeformten
Eingabenahriht vorkommen können. Nehmen wir zur Illustration an, ein Protokoll für z.B.
eine Geldkarte beinhalte die folgenden Eingabenahrihten für die Karte:
Laden von Geld: Dolist(IntDo(LOAD) + IntDo(betrag))
Abheben von Geld: Dolist( IntDo(WITHDRAW)
+ SeretDo(password) + IntDo(betrag))
Abfrage des Kontostands: Dolist(IntDo(GETBALANCE) + SeretDo(password))
wobei LOAD,WITHDRAW undGETBALANCE einfahe ein Byte lange Werte sind. Das password
soll 8 byte lang sein. Der betrag ist ein short Wert, also zwei Byte lang.
Die Einzeldokumente, die in diesem Protokoll innerhalb einer Eingabenahriht potentiell
gleihzeitig vorkommen können, sind also:
• eine Doclist der Länge 2 Dokumente (LOAD und GETBALANCE Nahriht)
• eine Doclist der Länge 3 Dokumente (WITHDRAW Nahriht)
• ein IntDoc der Länge 1 Byte (die Kommandos LOAD, WITHDRAW und GETBA-
LANCE)
• ein IntDoc der Länge 2 Bytes (der Betrag bei LOAD und WITHDRAW)
• ein SecretDoc der Länge 8 Bytes (das Passwort)
Insgesamt benötigen wir also als Dokumentenpool für die Darstellung aller potentiellen wohl-
geformten Eingaben also genau diese fünf Dokumente (und insbesondere niht eine Struktur
aus 3 Dokumenten für LOAD, 4 Dokumenten für WITHDRAW und 3 Dokumenten für GET-
BALANCE, insgesamt also mit 10 Dokumenten doppelt so viele Objekte).
Die Dekodierungsimplementierung aus Kap. 10 wird jetzt so angepasst, dass an allen Stellen,
an denen zuvor ein new Aufruf für ein Document erfolgt, jetzt ein Zugri auf eines der
Dokumente aus dem Pool stattndet. Sollten andere Dokumente als die im Pool enthaltenen
empfangen werden, gehören diese oensihtlih niht zum Protokoll und können analog zum
Fehlerdokument ⊥ behandelt werden. Diese Dokumente können shlieÿlih nur von einem
Angrisversuh auf das Protokoll stammen.
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Pooling in der Implementierung
Der Dokumentenpool, der für die Transformationsshiht eingeführt wird, muss bei Initiali-
sierung der Anwendung ebenfalls geeignet initialisiert werden. Dabei muss angegeben werden,
welhe Dokumente mit welher Länge für das Programm benötigt werden. Diese Initialsie-
rungsinformation wird für die Verfeinerungsbeweise als korrekt angenommen.
Die Initialisierungsinformationen werden beim Installieren eines Applets auf der Chipkarte
als Byte Liste übergeben. Diese besteht dabei jeweils aus Paaren (DokumentTyp, Länge).
Unter Verwendung von symbolishen Konstanten wäre also die Initialisierung für obiges Bei-
spiel





Konkret wird der Pool implementiert, indem für jeden Dokumententyp ein Array mit den zur
Verfügung stehenden Dokumenten angelegt wird. Wir haben also:
1 public class DocumentPool{
2 private static IntDoc[] intdocs;
3 private static IntDoc[] noncedocs;
4 private static IntDoc[] secretdocs;
5 ...
6 }
Zusätzlih wird in einer weiteren boolshen Liste gespeihert, welhe dieser Dokumente bereits
benutzt sind und welhe noh zur Verwendung stehen. Die Referenzierung erfolgt dabei über
den jeweiligen Index in dem Array (intdoc[i] hat Status usedIntDocs[i]):
1 private static boolean[] usedIntDocs;
2 private static boolean[] usedNonceDocs;
3 private static boolean[] usedSecretDocs;
4 ...
Die Allokation eines Dokumentes aus dem Speiher erfolgt, indem der Typ des Dokumentes
und die gewünshte Länge angegeben wird und im Pool nahgesehen wird, ob ein passen-
des Dokument noh verfügbar ist. Ist kein solhes verfügbar, wird null zurükgegeben (die
Entsprehung des ⊥ Dokumentes für den Fehlerfall):
1 public static IntDoc newIntDoc(short length) {
2 for(short i=0;i<intdocs.length;i++) {
3 if( intdocs[i].getValue().length == length
4 && usedIntDocs[i] == UNUSED) {
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Die grundlegende Funktionsweise des Dokumentenpools ist nun (s. dazu auh ergänzend Abb.
11.1):
Zu Beginn jedes Protokollshritts wird der Pool komplett zur Verfügung gestellt (alle Doku-
mente werden als verfügbar markiert). Dann wird die Dekodierungsfunktion für die byte[ ]
Eingabe aufgerufen. Diese Funktion verwendet nun die verfügbaren Pool-Dokumente für die
Darstellung der Eingabe als Pointerstruktur. Dann wird die Protokollfunktionalität aufgeru-
fen (step Methode). Diese produziert eine Document Ausgabe (wird niht über den Pool
behandelt, sondern von der Anwendung selbst vorgehalten). Die Ausgabe wird in den oben be-
shriebenen byte[ ] Puer der Transformationsshiht kodiert (dessen Initialisierungsgröÿe
als ausreihend angenommen wird) und gesendet.
Damit benötigen wir insbesondere eine Funktion clearPool in DocumentPool, die den
Status aller Dokumente zurüksetzt. Ebenso muss die Initialisierung des Pools bei Installati-
on der Anwendung einmalig möglih sein. Der JavaCardAppletWrapper muss also in der
process Methode angepasst werden. Bisher haben wir die Header Informationen der Com-
mand APDU dort niht beahtet. Nun führen wir zwei vershiedene Kommando Bytes ein:
STEP für die Durhführung eines Protokollshrittes und INIT für die (einmalige) Initialisie-
rung:




5 ... //s. oben
6
7 public void process(APDU apdu){
8 byte[] buffer = apdu.getBuffer();
9
10 if(buffer[ISO7816.OFFSET_INS] == INIT){
11 DocumentPool.init(buffer);
12 }
13 else if(buffer[ISO7816.OFFSET_INS] == STEP){
14 DocumentPool.clearPool();





Durh die Funktionsweise des Pools muss zudem sihergestellt sein, dass die Dokumente, die
zur Laufzeit zurükgegeben werden, aus Siht des benutzenden Programmteils niht von wirk-
lih neuen Dokumenten zu untersheiden sind. Insbesondere müssen die Pointerstrukturen frei
von Sharing sein und auh disjunkt zu allen bisher vorkommenden Referenzen. Dies bedeutet
zweierlei:
• Die Dekodierungsfunktion der Transformationsshiht darf keine Dokumente mit Sharing
innerhalb der Struktur erzeugen
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• Die eigentlihe Protokollimplementierung darf keine Referenzen auf Dokumente aus dem
Pool speihern
Erstere Anforderung kann auf einer adaptierten Implementierung der Transformationsshiht
nahgewiesen werden. Zweitere Anforderung kann syntaktish auf der Protokollimplementie-
rung überprüft werden (im wesentlihen dürfen Referenzen aus dem Pool niht auf der rehten
Seite einer Zuweisung vorkommen).
Pooling in der Spezikation
Die beiden genannten Änderungen haben nun eine Auswirkung auf die beiden Eigenshaften
der Transformationsshiht, die bereits in vorangegangen Kapiteln vorgestellt wurden. Als
Eigenshaften für einen Verfeinerungsbeweis haben wir bisher immer die beiden Eigenshaf-
ten FROMSTORE-send und TOSTORE-reeive verwendet (s. Kap.6 und 8). TOSTORE-reeive
besagte, dass die Java receive Implementierung genau die Eingabe als Pointerstruktur zu-
rükliefert, die auh in der abstrakten Eingabequeue des Agenten als abstraktes Dokument
befand. Dies stimmt nun nur noh, wenn das Eingabedokument mit dem Dokumentenpool
darstellbar ist. Ansonsten wird - wie oben beshrieben - null als Entsprehung von ⊥ zu-
rükgeliefert. Analog dazu wird send nur noh die Dokumente versenden können, die mit
dem byte[ ] Puer der Transformationsshiht darstellbar sind. Hier verwenden wir als An-
nahme, dass der Puer groÿ genug gewählt wurde, um alle Dokumente zu kodieren, die im
Protokoll vorkommen (die Maximalgröÿe einer APDU sollte hier ausreihen - falls niht wird
in Kap. 11.3.3 eine Lösung vorgeshlagen).
Um diese Zusammenhänge formal auszudrüken, führen wir ein neues Prädikat poolrestrition :
Doument ein, das angibt, ob ein abstraktes Dokument mit dem Dokumentenpool der Applika-
tion darstellbar ist. Dieses Prädikat wird zur zusätzlihen Vorbedingung für die Korrektheits-
eigenshaften der Transformationsshiht. Die Axiomatisierung ist nun applikationsspezish
und gibt die Anforderungen des jeweiligen Protokolls wieder. Für eine generishe Spezikati-
onsmethodik empehlt sih folgende Art der Axiomatisierung: Für jeden Dokumententyp wird
eine Zählfunktion verwendet, die die Zahl der Vorkommen dieses Typs mit gegebener Länge
in dem jeweilig zu testenden Dokument angibt. Damit kann ausgedrükt werden, dass niht
mehr als die im Pool verfügbaren Dokumente einer bestimmten Länge verwendet werden kön-
nen. Dazu wird pro Dokumententyp eine weiteres Prädikat speziziert, das testet, ob in einem
gegebenen Dokument andere Längen als die erlaubten Längen verwendet werden. Generish
erhalten wir so folgende Spezikation:
Spezifikation:
poolrestriktion(do)
↔ ountInt(intlength1, do) ≤ i1
∧ . . .
∧ ountInt(intlengthn, do) ≤ in
∧ . . .
∧ ountNone(nonelength1, do) ≤ j1
∧ . . .
∧ ountNone(nonelengthm, do) ≤ jm
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∧ . . . // usw. für alle vorkommenden Dokumententypen
∧ . . .
∧ noOtherInt(intlength1 + . . .+ intlengthn, do)
∧ noOtherNone(nonelength1 + . . .+ nonelengthm, do)
∧ . . . // usw. für alle Dokumententypen
ountInt(i, do) zählt dabei alle IntDo Vorkommen innerhalb von do, deren Länge i ist.
Analog ountNone für Nones und für alle anderen Typen. noOtherInt(ilist, do) ist true, wenn
jedes Vorkommen eines IntDos innerhalb von do eine Länge besitzt, die in ilist vorkommt.





↔ ountInt(1, do) ≤ 1
∧ ountInt(2, do) ≤ 1
∧ ountSeret(8, do) ≤ 1
∧ ountDolist(2, do) ≤ 1
∧ ountDolist(3, do) ≤ 1
∧ noOtherInt(1 + 2, do)
∧ noOtherNone([ ℄, do)
∧ noOtherSeret(8, do)
∧ noOtherKey([ ℄, do)
∧ noOtherHash([ ℄, do)
∧ noOtherEn([ ℄, do)
∧ noOtherSig([ ℄, do)
∧ noOtherDolist(2 + 3, do)
Pooling im Renement
Wihtig für konkrete Verfeinerungsbeweise ist die in Kap. 6 vorgestellte und in Kap. 8 be-
wiesenen Eigenshaft TOSTORE-reeive. Bei dieser wird nun die poolrestrition als zusätzlihe
Vorbedingung eingeführt. Für Chipkarten gilt damit:
Theorem:
TOSTORE-reeive-smartards-ok:
.mode ∈ st ∧ st[.mode℄ = noval
∧ validrefnotnull(SimpleComm, r, SimpleComm, st)
∧ inputs(agent)(i) 6= [ ℄
∧ 〈TOSTORE(agent, inputs; store) 〉 (store = store1)
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∧ poolrestrition(inputs(agent)(i).rst)
∧ st = store1(agent)
〈st; r1 = r.reeive(i) 〉 (st = st0 ∧ r1 = r2)
→ java2do(r2, st0) = inputs(agent)(i).rst
∧ st ⊆ st0
∧ validref(dos2store, r2, Doument, st0)
∧ validDo(r2, st0)
Im Fehlerfall wird ⊥ bzw. null zurükgegeben:
Theorem:
TOSTORE-reeive-smartards-fail:
.mode ∈ st ∧ st[.mode℄ = noval
∧ validrefnotnull(SimpleComm, r, SimpleComm, st)
∧ inputs(agent)(i) 6= [ ℄
∧ 〈TOSTORE(agent, inputs; store) 〉 (store = store1)
∧ ¬ poolrestrition(inputs(agent)(i).rst)
∧ st = store1(agent)
〈st; r1 = r.reeive(i) 〉 (st = st0 ∧ r1 = r2)
→ r2 = null
∧ st ⊆ st0
Die Beweismethodik für beide Eigenshaften bleibt gleih wie in Kap. 8.7 beshrieben, ledig-
lih die poolrestrition wird (analog zu validEnoding) eine zusätzlihe Vorbedingung für die
entsprehenden benutzten Theoreme über decode.
Auswirkungen auf die Verfeinerungsbeweise
Wir haben nun einen zusätzlihen Fehlerfall durh die poolrestrition eingeführt. Diese Fehler-
quelle existiert lediglih in der konkreten Implementierung, die abstrakte Spezikation eines
Protokolls kann prinzipiell alle möglihen Eingaben verarbeiten. Damit eine Implementierung,
die einen Pool verwalten muss, dennoh korrekt bezüglih einer abstrakten Spezikation sein
kann, muss diese bei zu groÿen Dokumenten (die im konkreten niht dargestellt werden kön-
nen) ebenso in einen Fehlerzustand übergehen. Konkret bedeutet dies, dass eine abstrakte
Proseo Spezikation bei Empfang eines Dokumentes, das niht dem Pool genügt, das glei-
he Zustandsübergangsverhalten zeigen muss, als hätte sie ⊥ als Eingabe empfangen. Dies
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begründet sih dadurh, dass ⊥ die abstrakte Entsprehung des Rükgabewertes null einer
Poolimplementierung ist, falls die Eingabe niht der poolrestrition genügt. Auf der konkreten
Implementierungsebene bemerkt man den Fehler hierbei sofort am Rükgabewert null von
receive und kann sofort den entsprehenden Protokollshritt abbrehen und in einen Feh-
lerzustand übergehen. Auf der abstrakten Ebene muss man zunähst die Eingabe auf korrekte
Struktur überprüfen und wird dann entsprehend einen Fehler bei der Eingabe erkennen, da
die poolrestrition ja gerade die gültigen Eingaben des Protokolls harakterisieren soll.
Kryptographishe Operationen
Die Transformationsshiht wird neben dem Empfangen von Nahrihten auh bei der Ent-
shlüsselung vershlüsselter Nahrihten verwendet (Vershlüsselung und Entshlüsselung sind
Operationen auf kodierten Byte Arrays, s. Kap. 10.8). Deshalb wird auh beim Entshlüsseln
ein Pool benötigt. Dementsprehend müssen auh die Eigenshaften über decrypt mit der
Vorbedingung poolrestrition versehen werden.
Um dies korrekt implementieren zu können, muss der Pool für Entshlüsselungsoperationen
getrennt vom Kommunikationspool verwaltet werden. Shlieÿlih könnte der Pool zum Zeit-
punkt des Aufrufs von decrypt shon halb belegt sein, da die receive Operation bereits
vorher dran war und den Speiher verbrauht hat. Damit wäre ein Theorem, das besagt, dass
das Entshlüsseln immer ordentlih funktioniert, wenn die poolrestrition für das vershlüsselte
Dokument gilt, niht implementierbar.
Im einfahsten Fall ist der decrypt Pool eine genaue Kopie des Kommunikationspools und
wird entsprehend bei Initialisierung der Anwendung erzeugt.
11.3.3 Beshränkte Gröÿe der Ein- und Ausgabe
Ein weiterer Punkt, der bei der Übertragung des Verfeinerungskonzeptes auf Chipkarten zu
beahten ist, ist die Tatsahe, dass Chipkarten lediglih eine reht kurze Ein- und Ausgabe-
nahrihtenlänge erlauben. Die Maximallänge des Datenteils einer Command APDU ist 255
Byte, die Maximallänge einer Antwort ist 256 Byte. Längere Eingaben können niht gesendet
werden und längere Ausgaben führen zu einem Laufzeitfehler auf der Chipkarte. Zusätzlih
muss in der Command APDU bereits die erwartete Länge der Response APDU angegeben
werden (Feld LC). Damit ergeben sih zwei Probleme: Das aktuelle Eingabedokument kann
kodiert zu lang sein und das Ausgabedokument ebenso.
Zusätzlihe Beweisverpihtungen
Im einfahen Fall ist das Protokoll bereits so entworfen worden, dass diese Längenbeshrän-
kungen bei wohlgeformten Eingabenahrihten immer eingehalten werden. Das in Kap. 13
vorgestellte Mondex Protokoll ist ein solher Fall. Alle Eingaben sind kleiner als 256 Byte.
Die möglihen Eingaben einer Protokollimplementierung wurden bereits mit der poolrestri-
tion harakterisiert. Kann nun gezeigt werden, dass alle solhen Eingaben in kodierter Form
kurz genug sind, gibt es mit der Eingabelängenbeshränkung keine Probleme. Wir müssen also
zeigen:
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Theorem:
poolrestrition(do) → # enode(do) ≤ 255
Analog dazu müssen die Ausgaben betrahtet werden. Diese sind bisher niht in der poolre-
strition enthalten, da davon ausgegangen wurden, dass die entsprehenden Pointerstrukturen
innerhalb der Protokollimplementierung vorgehalten werden. Für die Längenbeshränkung
wenden wir nun das gleihe Verfahren wie beim Eingabe-Pooling an und spezizieren ent-
sprehend einen Ausgabe-Pool mittels poolrestritionout. Analog zu oben muss dann gezeigt
werden:
Theorem:
poolrestritionout(do) → # enode(do) ≤ 256
Gelten beide Beweisverpihtungen müssen keine weiteren Adaptionen vorgenommen werden.
Sollte die Eingabe oder Ausgabe allerdings länger sein, so müssen mehrere APDUs verwendet
werden, um eine kodierte Eingabe an die Chipkarten zu senden oder eine Antwort zu erhalten.
Erweiterung: Lange Ein- und Ausgaben
Die Implementierung der JavaCardAppletWrapper Klasse kann entsprehend angepasst
werden, wenn längere Nahrihten im Protokoll vorkommen. Die Vorgehensweise ist nun, die
Nahrihten dann auf mehrere APDUs aufzuteilen. Ein entsprehendes Protokoll ist shema-
tish in Abb. 11.2 dargestellt.
Eine zu lange Eingabenahriht indo wird in ein byte[ ] Array message kodiert. Die Länge
dieses Arrays ist i * 255 + j (mit j < 255). Demnah sind i + 1 Command APDUs nötig, um
dieses Array an die Karte zu senden. Auf der Karte (im JavaCardAppletWrapper) muss
die message dabei vollständig zwishengespeihert werden. Sind alle Teile übertragen, signa-
lisiert dies das Terminal durh Senden von DO_STEP. Dadurh wird wie bisher die step()
Methode der eigentlihen Protokollimplementierung aufgerufen, die wie gehabt receive und
send benutzt. Nah Abshluss des Protokollshrittes wird nun niht mehr einfah die Aus-
gabenahriht zurükgesendet, sondern auh diese wird aufgeteilt. Unter der Annahme, dass
das Ausgabedokument outdo kodiert als byte[ ] Array returnval m * 256 + n Bytes lang
ist, benötigen wir für das Senden der Antwort analog zu oben m + 1 Response APDUs. Da
die Kommunikation mit Chipkarten immer vom Terminal aus angestoÿen werden muss, wird
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Abbildung 11.2: Protokoll für zu lange Ein- und Ausgabenahrihten
die erwartete Länge (# returnval) der Ausgabe zunähst an das Terminal übertragen. Dieses
kann dann mittels des GETOUTPUT Kommandos die einzelnen Teile der Antwort empfangen
und shlieÿlih dekodieren.
11.3.4 Primitive Typen
Die letzte Einshränkung, die auf Chipkarten auftritt, ist das Fehlen des integer Typs in
JavaCard. Zahlen können maximal als signed short mit 2 Byte (also im Wertebereih von
-32768 bis 32767) dargestellt werden. Dies bedarf nun zweier Anpassungen:
Anpassung der Dokumente
Die Dokumente stellen einige Hilfsfunktionen bereit, die int Parameter bekommen. Ein Bei-
spiel ist etwa die Funktion get-part(int index) im Doclist Typ, die aus einer Liste ein
Dokument an gegebenem Index selektiert. Da auh die Maximallänge von Arrays in JavaCard
auf die Länge eines shortWertes begrenzt ist, bekommt nun auh diese Methode einen short
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statt des int Parameters. Auh Operationen z.B. zum Kopieren von Arrays (wo ein int als
Shleifenzähler verwendet wurde) müssen entsprehend angepasst werden. Diese Änderungen
sind allesamt unkritish, da in wohlgeformten Eingabenahrihten in Kommunikationsproto-
kollen (und auf diese können wir uns dank der poolrestrition und obigen Argumentationen
ja beshränken) keine Listen mit mehr als 32767 Einträgen vorkommen sollten - insbesondere
niht bei Chipkarten.
Anpassung der Transformationsshiht
Auh die Transformationsshiht basierte auf int Typen. Zum einen verwendete die Imple-
mentierung int Werte z.B. als Shleifenzähler. Hier können einfah wieder shortWerte ver-
wendet werden. Allerdings muss auh das Kodierungsformat angepasst werden. Das bisherige
Format verwendete 4 Byte für die Angabe der Länge des Wertes eines kodierten Dokumen-
tes (s. Kap. 10.1). Nun ist die Maximallänge durh die JavaCard Plattform auf 32767 Byte
beshränkt. Damit reiht es auh aus, 2 Byte für die Angabe der Länge zu verwenden. Der
Header einer Kodierung shrumpft damit insgesamt von 5 auf 3 Byte.
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Kapitel 12
Ergebnisse im Detail: Mondex
Dieses Kapitel erläutert die Spezikation und Verikation der Mondex Chipkartenfallstu-
die. Dabei wird nah Vorstellung der Mondex Protokolle auh ein Einblik in die Beweiss-
trategie gegeben. Erfahrungen und Statistiken folgen zum Ende des Kapitels. Shlieÿlih
wird die Verikation detaillierter mit einem anderen Ansatz zur Verikation von Java Co-
de für Mondex verglihen. Die in diesem Kapitel beshriebenen Arbeiten wurden in [161℄,
[64℄, [160℄, [74℄ und insbesondere für die Java Verfeinerung in [67℄ publiziert.
12.1 Mondex: Funktionalität und Siherheitseigenshaften
Die Mondex Anwendung ist eine Chipkartenanwendung, die eine elektronishe Geldbörse reali-
siert. Es handelt sih hierbei niht um eine reine Fallstudie, sondern um eine real existierende
Anwendung der Firma Masterard [89℄, die von vielen internationalen Forshergruppen als
Fallstudie herangezogen wurde. Details dazu folgen unten in Kap. 12.3.1.
Die Funktionalität der Mondex Anwendung ist die Übertragung von elektronishem Geld von
einer Smartard auf eine andere. Die Smartards werden dabei Purses genannt. Dabei sind die
Karten als Ersatz für Bargeld anzusehen. Bei der Übertragung von Geld ndet keine Verbin-
dung zu einem externen Server statt. Die Karten müssen damit in einer beliebig feindlihen
Umgebung siher funktionieren.
Die abstrakteste Spezikationsmöglihkeit für die Mondex Anwendung realisiert eine rein
transaktionale Sihtweise. Als Abstrat State Mahine speziziert ergeben sih zwei wesentli-
he Zustandsfunktionen: die balane : name→ nat und lost : name→ nat. balane gibt zu jeder
durh einen Namen name eindeutig bezeihneten Purse an, wie hoh ihr Kontostand derzeit
ist. Die lost Komponente beshreibt, wieviel Geld eine Purse durh fehlgeshlagenen Übertra-
gungen verloren hat. Zusätzlih gibt es noh eine Einshränkung auf den möglihen names:
Das Prädikat authenti(name) gibt an, dass ein name eine ehte Karte bezeihnet. Geldüber-
tragung soll nur zwishen ehten Karten möglih sein. In dieser abstrakten Sihtweise kann
die Mondex Funktionalität wie folgt beshrieben werden:
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Spezifikation:
MONDEXA
hoose from, to, value, fail?
with authenti(from) ∧ authenti(to) ∧ from 6= to
∧ value ≤ balane(from)
in
if ¬ fail? then
balane(from) := balane(from) - value;
balane(to) := balane(to) + value
else
balane(from) := balane(from) - value;
lost(from) := lost(from) + value
Die Spezikation wählt dabei zunähst zwei authentishe Namen from und to sowie einen
zu übertragenden Betrag value. Zusätzlih wird ebenso indeterministish entshieden, ob die
Übertragung des Geldes rihtig funktionieren soll oder ob ein Fehler auftritt. Dies wird durh
das Flag fail? ausgedrükt. Im Erfolgsfall werden die balanes der Karten entsprehend verän-
dert. Im Fehlerfall wird lediglih auf from Seite abgebuht, allerdings niht auf anderer Seite
gutgeshrieben. Statt dessen erhöht sih die lost Komponente.
Die wihtigste Siherheitseigenshaft der Mondex Anwendung ist dabei, dass es niht mög-
lih sein darf, Geld durh das Fälshen von Nahrihten oder den Einsatz von gefälshten
Chipkarten zu erzeugen. Ferner darf es niht möglih sein, dass Geld auf ehten Karten durh
fehlerhafte Übertragungen verloren gehen kann.
Etwas formaler ausgedrükt bedeutet dies: Zum Einen darf die Summe der balane aller au-
thentishen Purses niht gröÿer werden. Zum Anderen muss die Summe der balanes und der
losts aller Purses konstant bleiben. Auf dem vorgestellten abstrakten Level kann einfah be-
wiesen werden, dass diese Eigenshaften gelten. Die Gruppe des Autors zeigte dies z.B. in
[160℄.
12.2 Das Mondex Protokoll
Die abstrakte Sihtweise auf Mondex kann nun durh ein Kommunikationsprotokoll imple-
mentiert werden. Die Anwendung ist so gestaltet, dass sämtlihe siherheitsrelevanten Funk-
tionalitäten auf der Chipkarte implementiert sind. Die Karten müssen also in einem beliebigen
Umfeld ohne besondere Annahmen z.B. an Kartenleser oder Nahrihtenübermittlung siher
funktionieren. Insbesondere muss der Ausfall von beliebigen Nahrihten oder das Fälshen
von Nahrihten abgefangen werden.
Zur Übertragung kommunizieren zwei Karten über ein sogenanntes Terminal, das die ersten
Kommunikationsshritte startet und danah lediglih Nahrihten zwishen den Karten wei-
terleitet. Zur Protokollierung von potentiell verloren gegangenem Geld speihern die Karten
in einem Log fehlgeshlagene Transaktionen.
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Das Protokoll der Mondex Anwendung ist in Abb. 12.1 dargestellt.
Abbildung 12.1: Protokoll der Mondex Anwendung
Die Chipkarten treten im Mondex Protokoll entweder als Empfänger (TO Purse) oder als
Sender (FROM Purse) von Geld auf. Die Karten besitzen jeweils einen gespeiherten Geldbe-
trag (balane), einen eindeutigen Namen (name) und eine Sequenznummer (seqNo), die zum
Vermeiden von Replay-Attaken verwendet wird. Die Sequenznummer wird dabei bei jedem
Protokolllauf inkrementiert.
Das Protokoll zum Übertragen von Geld besteht dabei aus 5 vershiedenen Nahrihten sowie
einer zusätzlihen Nahriht zur Abfrage des aktuellen Zustands der Karte. Letztere ist in Abb.
12.1 durh getData an TO dargestellt. Als Antwort wird eine Liste aus derzeitiger balane, se-
qNo und dem name der TO Purse zurükgesendet. Nun wird auf dem Terminal eingegeben,
wieviel Geld von der FROM Purse auf die TO Purse übertragen werden soll. Daraufhin gene-
riert das Terminal eine startFrom Nahriht, die den zu übertragenden Betrag (amount) und
die seqNo sowie den name der TO Purse enthält. Ab jetzt wird immer ein Datentyp namens
paydetails als Nahrihteninhalt verwendet. paydetails sind ein Quintupel aus den Namen und
den Sequenznummern beider Karten sowie dem Betrag, der aktuell übertragen werden soll.
Damit kennzeihnen die paydetails eine Übertragung von Geld zwishen zwei Karten eindeutig.
Die paydetails werden nun in 4 Nahrihten zwishen den Karten hin und her geshikt. Das
Terminal leitet die Nahrihten jeweils nur weiter. Die erste Nahriht startTo dient zunähst
dazu, auh der TO Purse die aktuellen Transaktionsdaten mitzuteilen. Die zweite Nahriht
req führt nun dazu, dass auf der FROM Purse das Geld abgebuht wird (balane(from) = ba-
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lane(from) - amount). Die Antwort val shreibt das Geld auf der TO Purse gut (balane(to) =
balane(to) + amount). Shlieÿlih beendet ak die Transaktion. Dabei werden die paydetails
auf jeder Karte für die Dauer der Transaktion gespeihert und beim Empfang jeder einzelnen
Nahriht wird überprüft, ob die übertragenen paydetails und die intern gespeiherten pay-
details übereinstimmen (ob also die empfangene Nahriht korrekt zur aktuellen Transaktion
passt).
Jede Chipkarte besitzt dazu auh einen internen Zustand, der den aktuellen Fortshritt im
Protokolllauf anzeigt. Dieser Zustand kann entweder IDLE, EPR (expeting request), EPV
(expeting value) oder EPA (expeting aknowledge) sein. Er gibt jeweils an, welhe Nahriht
die nähste ist, die von einer Purse erwartet wird, falls ein Protokoll läuft. Falls im Moment
kein Protokoll läuft, ist der Zustand IDLE.
Durh die internen Zustände kann eine Purse erkennen, ob die Transaktion im Moment in
einem kritishen Zustand ist. Kritish sind dabei all die Konstellationen, in denen ein Verlust
oder eine Fälshung der nähsten Nahriht zu Geldverlust führen könnte. Kommt etwa ei-
ne req Nahriht bei einer FROM Purse an, die darauf folgende val Nahriht allerdings niht
mehr, so wurde auf der FROM Purse Geld abgebuht, allerdings nirgends Geld gutgeshrieben.
Um dies zu protokollieren, besitzt eine Purse ein Log, in dem die paydetails aller fehlgeshla-
genen Transaktionen gespeihert werden. Eine Transaktion wird dabei als fehlgeshlagen (in
dem Sinne dass Geld tatsählih verloren gegangen ist) angesehen, wenn es zwei Purses gibt,
die einen identishen Logeintrag haben. In dem eben beshriebenen Fall kann die FROM Purse
nämlih niht entsheiden, ob tatsählih ein Übertragungsfehler bei der val Nahriht statt-
gefunden hat oder ob die ak Nahriht verloren gegangen ist. Shlieÿlih ist in beiden Fällen
seine lokale Siht die gleihe: die ak Nahriht kommt niht an. Die FROM Purse muss also
in beiden Fällen einen Logeintrag erzeugen. Falls nur die ak Nahriht verloren gegangen ist,
ist allerdings kein Geld verloren gegangen (die TO Purse hat shlieÿlih val erhalten und Geld
gut geshrieben). In diesem Fall hat die TO Purse allerdings auh keinen Logeintrag erzeugt.
Falls aber val niht angekommen oder verändert sein sollte, so geht Geld verloren (spätestens
beim Starten der nähsten Transaktion) und es wird auh auf der TO Purse ein (zur FROM
Purse identisher) Logeintrag erzeugt. Kritish ist also in diesem Sinne der Zustand EPA der
FROM Purse und der Zustand EPV der TO Purse. In anderen Zuständen muss kein Logeintrag
bei fehlerhaften Nahrihten erzeugt werden.
Gibt es zwei Purses mit identishen Logeinträgen, so kann dies mit einem eigenen (hier niht
betrahteten) Protokoll zur Abfrage der Logs festgestellt werden und durh die Bank das Geld
zurükerstattet werden.
Die Siherheit der Mondex Anwendung wird dadurh sihergestellt, dass die Nahrihten
STARTTO, REQ, VAL und ACK unfälshbar gesihert werden. Dabei wird in der Fallstudie
zunähst niht festgelegt, wie genau dies erreiht wird (etwa durh Vershlüsselung, Signatur
oder Ähnlihem).
Die oben genannten beiden Siherheitseigenshaften kann man sih auf dem Protokolllevel so
vorstellen: die Summe der Kontostände auf den Karten (balane) darf über die Zeit niht gröÿer
werden. Ebenso muss die Summe auf balane sowie des Geldes das sih derzeit in Übertragung
bendet (inTransit) und des Geldes, das durh fehlerhafte Übertragungen verloren gegangen
ist (lost) konstant sein. Auf der Ebene des Protokolls wird die lost Komponente dabei durh
auf zwei Karten paarweise vorhandene identishe Log Einträge repräsentiert.
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12.3 Vorarbeiten zu Mondex
Dieser Abshnitt bettet die Arbeiten des Autors zu Mondex in den Kontext internationaler
Vorarbeiten und von Vorarbeiten der Arbeitsgruppe des Autors ein. Insbesondere sei hier
darauf verwiesen, dass die Mondex Fallstudie erst ab der Abstraktionsebene der Proseo
Spezikation vom Autor behandelt wurde. Dennoh wird hier auh eine abstraktere Spezi-
kation vorgestellt. Dies geshieht zum Einen um die Arbeiten in den Kontext internationaler
Arbeiten zu Mondex einzubetten und zum Anderen, da auf den abstrakteren Ebenen ein An-
gri auf das Protokoll gefunden werden konnte, der zu einer Änderung des Protokolls auh
auf der Proseo Ebene führte. In diesem Abshnitt werden nun zunähst internationale
Vorarbeiten behandelt und danah Vorarbeiten mittels KIV sowie der genannte Angri vorge-
stellt. Die Proseo Spezikation folgt dann in Kap. 12.4. Für das Verständnis der späteren
Kapitel sind die in diesem Abshnitt folgenden Ausführungen niht unbedingt nötig.
12.3.1 Internationale Vorarbeiten zu Mondex
Mondex wurde als eine der ersten Anwendungen nah den Erfordernissen der Information
Tehnology Seurity Evaluation Criteria (ITSEC) [91℄ Level E6 evaluiert [39℄. Diese Evalua-
tion shlieÿt dabei auh formale Methoden mit ein. Die entsprehende Verikation wurde im
Jahr 2000 von Stepney, Cooper und Woodok [174℄ mittels der Spezikationssprahe Z [171℄
durhgeführt. Alle Beweise wurden zu diesem Zeitpunkt händish auf Papier durhgeführt.
Diese Arbeit war es auh, die die bereits oben beshriebenen zwei Spezikationsebenen (und
aus beweistehnishen Gründen noh eine dritte Zwishenebene) einführte. In [174℄ wird ge-
zeigt, dass die Protokollebene eine korrekte Verfeinerung der abstrakten Spezikation ist und
damit die Siherheitseigenshaften auh im Protokoll erfüllt werden.
Die Anwendung bekam 2006 als Fallstudie für die toolgestützte Verikation internationale
Bedeutung, da sie im Rahmen der von Hoare initiierten Grand Challenge for Computing
[82℄ [83℄ [81℄ als Challenge für Verikationswerkzeuge ausgerufen wurde [99℄ [187℄. Seit dem
haben sih viele internationale Arbeitsgruppen mit der Fallstudie beshäftigt und gezeigt,
dass ihre Verikationswerkzeuge die toolgestützte Verikation der Originalfallstudie ezient
ermöglihen. Die Ergebnisse dieser Bemühungen wurden dem Veried Software Repository [24℄
[151℄ hinzugefügt, das sih zum Ziel gesetzt hat, verizierte Fallstudien öentlih zugänglih
zur Verfügung zu stellen. Den im Folgenden in diesem Zusammenhang genannten Ansätzen
ist gemein, dass sie versuhen, die Fallstudie möglihst originalgetreu nah [174℄ in ihrem
jeweiligen Formalismus auszudrüken und zu verizieren. Zu diesen Arbeiten gehören:
• Freitas und Woodok verizierten in [188℄ die Mondex Fallstudie mit dem Tool Z/Eves
[188℄. Die Formalisierung entsprah dabei exakt der Formalisierung der Original Fall-
studie. Durh den jetzigen Einsatz eines rehnergestützten Verikationssystems wurden
dabei einige kleinere Fehler in der Formalisierung entdekt und beseitigt. Der Gesamtauf-
wand für die beshriebene Verikation (in [188℄ werden 90% der Fallstudie als veriziert
angegeben) beträgt hier a. aht Wohen.
• Butler und Yadav zeigen in [35℄ eine Verikation der Mondex Fallstudie mittels Event-B
[4℄ und den Tools B4Free [7℄ und Clik'n'Prove [3℄. Ihre Herangehensweise ist dabei, eine
Spezikation der abstraktesten und der konkretesten der drei Ebenen der Original Z Ve-
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rikation in Event-B zu formulieren. Anshlieÿend zeigen sie, dass durh die Denition
von aht weiteren Zwishenebenen, in denen jeweils kleine Details geändert werden, ei-
ne durhgängige Kette von korrekten Verfeinerungen angegeben werden kann, die dann
insgesamt mit einem sehr hohen Automatisierungsgrad von 97% mittels Forward Simula-
tion bewiesen werden können. Auf der abstraktesten Ebene existieren lediglih atomare
Übertragungen von Geld zwishen zwei Purses oder das Fehlshlagen einer solhen Über-
tragung. In weiteren Shritten wird dann zu mehreren Protokollshritten mit weiterhin
globalem Zustand, mehrere Protokollshritten mit lokalen Zustand und shlieÿlih zu
ehten Protokollnahrihten und der Möglihkeit von Replay-Attaken verfeinert. Trotz
des hohen Automatisierungsgrades der eigentlihen Beweise bleibt dabei anzumerken,
dass der gesamte Arbeitsaufwand dennoh auf Grund der hohen Anzahl an Ebenen und
der Notwendigkeit der jeweiligen Denition von passenden Simulationsrelationen niht
kleiner ist als bei dem Einsatz anderer Tools.
• Haxthausen, George und Shütz geben in [78℄ eine Spezikation für Mondex mittels der
RAISE Speiation Language (RSL) [58℄ [132℄ an. Die Beweise werden durh Über-
setzung in Eingaben für die Tools PVS [138℄ und SAL [42℄ geführt. Ebenso wie die Z
Spezikation werden hier drei Spezikationsebenen verwendet und die Siherheitseigen-
shaften bereits auf der abstraktesten Ebene gezeigt. Da allerdings in RAISE Renement
im Wesentlihen Modellinklusion bedeutet, arbeiten alle drei Modelle auf dem gleihen
Datentyp. Auf dem abstraktesten Level werden daher bereits vershiedene Protokoll-
shritte eingeführt (Abbuhen auf der einen Karte, Gutshreiben auf der anderen Karte,
Verlust von Geld, ...). Diese werden allerdings nur deklarativ beshrieben. In den konkre-
teren Ebenen werden dann tatsählihe interne Zustände und Nahrihten hinzugefügt.
Insgesamt wurden mit PVS 319 Beweise geführt, von denen 88 von den Autoren als
komplex und niht automatish beweisbar eingestuft wurden. Darüber hinaus wurde
eine Übersetzung der RSL Spezikationen in die Eingabe für den symbolishen SAL
Model Cheker SAL-SMC durhgeführt. Hierfür musste das Modell natürlih endlih
gehalten werden. Durh die Tatsahe, dass die Modelle auh interaktiv veriziert wur-
den, konnten die Autoren durh Model Cheking keine weiteren Fehler nden. Dennoh
zeigte sih, dass dass der Model Cheker in der Lage ist, Fehler durh kleine absihtlihe
Änderungen am Modell aufzuspüren. Auh die oben genannten Siherheitseigenshaften
sowie Liveness Aussagen (z.B. Abbuhen von Geld ist möglih) konnten so automatish
gezeigt werden.
• Banah, Jeske, Poppelton und Stepney spezizieren in [13℄ die Anwendung ebenso in
der Z Spezikationssprahe, verizieren allerdings mittels Retrenhment. Retrenhment
ist dabei eine abgeshwähte Form von Renement. Es ist dabei niht zwingend nö-
tig, für jeden Shritt auf der konkreteren Ebene einen im Sinne einer Simulationsre-
lation passenden abstrakten Shritt zu nden. Statt dessen erlaubt die Denition der
Retrenhment Beweisverpihtungen in manhen Fällen die Verletzung der Simulations-
relation im Nahfolgezustand. Dann muss allerdings eine sog. onede Relation gelten,
die die Verletzung der Simulationsrelation explizit beshreibt. Als kanonishes Beispiel
wird z.B. die Implementierung von arithmetishen Operationen auf natürlihen Zahlen
durh beshränkte Integers angegeben, bei denen ein Überlauf stattnden kann. Eine
solhe Implementierung ist dann ein Renement, falls kein Überlauf statt ndet. Wenn
Überläufe statt nden, handelt es sih nur noh um ein Retrenhment. Details dazu
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nden sih z.B. in [14℄. Für die Mondex Anwendung nden die Autoren vier Anwendun-
gen für Retrenhment: Die Sequenznummern sind in einer Implementierung endlih und
können dementsprehend überlaufen. Die Logs auf den Karten sind ebenso endlih und
können voll werden. Die verwendeten kryptographishen Operationen (in diesem Falle
eine Hash Operation beim von uns niht betrahteten Löshen von Log Einträgen) ist
real niht injektiv. Zu Letzt gehen die Autoren noh auf eine Problematik bezüglih der
Abfrage von Kontoständen auf den Karten während eines Protokolllaufs ein. Alle ange-
sprohenden Punkte werden von den Autoren über die alternative Retrenhment onede
Relation beshrieben, hier wird also jeweils die Verfeinerungskorrektheit abgeshwäht.
Sämtlihe Beweise wurden per Hand geführt. Vergleihend zu den von der Gruppe des
Autors geführten Beweisen bleibt zu sagen: In unseren Spezikationen und in der Im-
plementierung sind natürlih Logs und Sequenznummer ebenfalls endlihe Datentypen.
Wir lösen die Problematik dadurh auf, dass die Karten bei vollen Logs oder maxima-
len Sequenznummern spezielle Fehlererkennungsshritte durhführen, die Renements
im Sinne von 0:1 Diagrammen (also Verfeinerungen von skip) sind. Die Injektivität von
Kryptoalgorithmen wurde bereits in Kap. 9 beshrieben.
• Ramananadro und Jakson [145℄ benutzen den Alloy Model Finder [92℄, um die Veri-
kation von Mondex durhzuführen. Dieser Ansatz untersheidet sih am meisten von
allen anderen hier vorgestellten Ansätzen, da Alloy zum Einen auf einer rein relationa-
len Eingabesprahe beruht und zum Anderen das Alloy Tool (im Hintergrund mittels
SAT Cheking realisiert) eine rein vollautomatishe Gegenbeispielsuhe für die Model-
le implementiert. Durh diese Herangehensweise ist es natürlih nötig, unbeshränkte
Datentypen aus den Modellen zu entfernen. So werden die Kontostände auf den Kar-
ten niht z.B. mittels natürliher Zahlen modelliert, sondern als endlihe Mengen von
oins ohne konkrete Werte. Sequenznummern werden ebenso niht als Zahlen model-
liert, sondern als abstrakte Werte, auf denen lediglih eine Ordnung deniert ist. Ebenso
muss natürlih die Anzahl der Purses endlih sein. Mit diesen Modellierungseigenshaften
gelingt es den Autoren, die Korrektheit der Mondex Verfeinerung mit den auh im Origi-
nal verwendeten drei Ebenen automatish zu verizieren. Dabei muss natürlih bedaht
werden, dass mit Alloy keine formalen Beweise im Sinne der anderen hier vorgestellten
Methodiken möglih sind, sondern nur Modellprüfungen mit einer jeweils begrenzten
Anzahl von Elementen aller verwendeten Sorten. Dennoh zeigt die Arbeit, auh be-
dingt durh die Tatsahe, dass Alloy die gleihen Fehler in der Original Spezikation
nden konnte wie auh andere Ansätze, dass das Alloy Tool durhaus in der Lage ist,
vollautomatish sehr gute und verlässlihe Aussagen über die Modelle zu liefern.
• Croker modelliert die Fallstudie mittels dem Tool PerfetDeveloper [37℄. Ergebnisse
sind im Veried Software Repository einsehbar [151℄. Das Tool ist dabei für den Ein-
satz in realen Softwareentwiklungsprojekten gedaht und sieht daher keine Möglihkeit
zur interaktiven Verikation vor. Die Spezikationssprahe ist objektorientiert. Der Au-
tor spezizierte zunähst die abstrakteste transaktionale Ebene der Mondex Fallstudie
und konnte dort die geforderten Siherheitseigenshaften beweisen. Eine Verfeinerung
zu einem konkreten Modell war allerdings niht möglih. Statt dessen versuht der Au-
tor, die Siherheitseigenshaften auf einem konkreteren Modell der Anwendung, das der
konkreten Protokollebene mit Nahrihten von Mondex entspriht, die Siherheitseigen-
shaften erneut zu zeigen. Nah einer Modellverbesserung für die Automatisierbarkeit
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gelingt der automatishe Beweis von 229 von 244 generierten Beweisverpihtungen auf
dieser Ebene, eine vollständige Verikation ist allerdings niht möglih.
Darüber hinaus haben auh andere Gruppen die Mondex Fallstudie aufgegrien und als Bei-
spiel herangezogen. So zeigen Tonin und Shmitt in [165℄ und [182℄ eine Verikation einer
Implementierung der Mondex Fallstudie in JavaCard mittels dem KeY Beweissystem [19℄. Ein
ausführliherer Vergleih zu diesem Ansatz ndet sih in Kap. 12.8.
Kong, Ogata und Futatsugi verizieren in [109℄ Mondex mittels der OTS/CafeOBJ Metho-
dik [135℄. Dabei wird ein Transitionssystem auf algebraishen Datentypen durh Angabe von
Zustandsübergangsgleihungen deniert. Der Ansatz ähnelt dabei im Grundsatz der operatio-
nalen Spezikationsmethodik mit ASMs, wie sie auh von der Gruppe des Autors verwendet
wurde, s. auh unten Kap. 12.3.2. Die Autoren verizieren die Siherheitseigenshaften der
Mondex Anwendung anshlieÿend direkt auf der konkreten Ebene, es gibt kein Renement
und keine Abstraktion. Problematish an der Spezikation in CafeOBJ ist dabei, dass die
STARTFROM und STARTTO Nahrihten initial gleihzeitig und sofort mit den korrekten
Sequenznummern gesendet werden. Das maht Angrie, die auf dem Senden von falshen zu-
künftigen Sequenznummern beruhen, im Modell niht möglih. Die Z Spezikation von Mondex
sieht daher z.B. explizit vor, dass alle möglihen Sequenznummern an die Börsen geshikt
werden können.
Kuhlmann und Gogolla zeigen shlieÿlih in [111℄ eine Modellierung der Mondex Anwendung
mittels UML und OCL. Dabei werden Klassendiagramme zur Modellierung verwendet. In
dieser Modellierung beshränken sih die Autoren auf die abstrakteste Ebene der Original
Fallstudie, keine Protokolle und keine Verfeinerung werden betrahtet. Zur Validierung ihrer
Modelle verwenden die Autoren das OCL Tool USE [60℄, das Testfälle für OCL Constraints
erzeugen kann und so hilft, Fehler zu nden. Das Ziel dieser Arbeit liegt niht in der Verikation
der Siherheitseigenshaften, sondern in der einfahen Verständlihkeit der Modellierung der
Zusammenhänge der Anwendung.
12.3.2 Eigene Vorarbeiten zu Mondex
Auh die Arbeitsgruppe des Autors hat die originale Fallstudie mit dem KIV System und
unter Benutzung von Abstrat State Mahines veriziert. [161℄ zeigt dabei unsere Ergebnisse
unter Benutzung der auh im Original verwendeten Bakward-Renement Theorie. Eine kurze
Übersiht über die abstrakten KIV Spezikationen ndet sih unten in Kap. 12.3.3. Es gelang
mit dem KIV System, die Korrektheit der Verfeinerung mittels lediglih zweier Ebenen zu
zeigen (und niht drei wie in der Original Verikation).
Wir konnten dabei auh zwei Fehler in der Original Verikation entdeken. Die Kopplungsin-
variante ist zu shwah und muss um eine zusätzlihe Bedingung erweitert werden: Es wurde
übersehen, dass die Information benötigt wird, dass in den lokalen paydetails einer TO Purse
im Zustand EPV als Empfänger immer nur der Name eben dieser Purse stehen kann (andere
paydetails akzeptiert die Purse niht). Diese Bedingung wird benötigt, um die Verfeinerungs-
korrektheit zeigen zu können. Ebenso benötigt man eine ähnlihe Bedingung für eine FROM
Purse im Zustand EPA, auh hier muss der Absender in den paydetails dem Namen der Purse
entsprehen.
Neben dieser Verikation haben wir die Fallstudie auh mittels der für ASMs natürlihen Ver-
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feinerungstheorie ASM Renement [26℄, [156℄, [25℄, [158℄ mittels Forward-Simulation bewiesen
[160℄. Diese Verikation zeigte neben der systematisheren Herangehensweise darüber hinaus
auh eine Anfälligkeit des originalen Mondex Protokolls für eine Denial-of-Servie Attake:
Im Gegensatz zu dem in Abb. 12.1 gezeigten Protokoll sieht das Original Protokoll aus [174℄
das Generieren und Senden der STARTTO Nahriht durh das Terminal vor. Dort beinhal-
tet die STARTTO Nahriht auh noh niht die gesamten paydetails sondern lediglih analog
zu STARTFROM amount, name der FROM Purse sowie deren seqNo. In Abb. 12.1 wird die-
se Nahriht dagegen von der FROM Purse erstellt und gesendet. Würde STARTTO wie im
Original von Terminal gesendet werden, müsste dies ungesihert erfolgen, da das Terminal in
der Mondex Anwendung niht über kryptographishe Mehanismen verfügt. Alle Siherheits-
ziele müssen alleine durh die Karten gesihert werden. Durh das alte Protokoll ergäbe sih
folgende Möglihkeit für einen Angreifer:
Der komplette Angri ist im Sequenzdiagramm in Abb. 12.2 nohmals beshrieben. Wir be-
shreiben im Folgenden zuerst eine abgeshwähte Variante und dann den vollen Angri.
Zunähst benutzt der Angreifer eine gefälshte Karte und startet mit einer ehten Karte a und
einem normalen Terminal einen Protokolllauf. Daraufhin wird mittels getData Namen und
Kontostand sowie die als nähstes zu benutzende Sequenznummer der Purse a abgefragt und
an die Purse des Angreifers über STARTTO übermittelt. Diese Informationen sind öentlih -
und müssen dies auh sein, damit ein ehtes Terminal einen Protokolllauf starten kann. Nun
kann die Karte des Angreifers (völlig ohne Involvierung von Purse a) auf getDatamit den Daten
von a antworten. Also wird in einem zweiten Protokolllauf (in dem sih der Angreifer als a
ausgibt) zu einer Karte b eine STARTTO Nahriht vom Terminal an eine Purse b gesendet
werden, in der Namen von a sowie eine Sequenznummer übermittelt werden. Darauf antwortet
die Purse b mit einer REQ Nahriht, geht in Zustand EPV, shreibt allerdings noh kein Geld
gut. Briht der Angreifer nun die Kommunikation ab, so muss die Purse b einen Logeintrag
erzeugen, da für diese lokal ja niht bekannt ist, ob auf der (hier niht existenten) FROM
Partnerkarte bereits Geld abgebuht wurde oder niht (es könnte ja genauso gut die VAL
Nahriht verloren gegangen sein). Damit ist der Angreifer in der Lage, auf einer ehten Karte
nah Belieben Log-Einträge zu erzeugen. Dies ist niht wünshenswert, da die Länge der Logs
auf ehten Karten aufgrund der beshränkten Ressouren auf Chipkarten eng begrenzt sein
muss. Sind die Logeinträge belegt, kann die Karte niht mehr benutzt werden und man muss
die Bank aufsuhen. Damit könnte ein Angreifer so ehrlihen Benutzern shaden. Immerhin
geht bisher bei diesem Angri noh kein Geld verloren.
Allerdings lässt sih der Angri weiter führen: Die Sequenznummern werden bei Mondex bei
Erhalt einer neuen STARTO bzw. STARTFROM Nahriht inkrementiert, damit die nähste
Transaktion mit einer neuen Nummer statt ndet. Problematisherweise kann niht davon
ausgegangen werden, dass ein Angreifer diesen Vorgang des Inkrementierens niht nahvoll-
ziehen kann (im einfahsten Fall würde die Sequenznummer einfah um eins erhöht werden).
Damit ist für den Angreifer aus dem Wissen über die derzeitige Sequenznummer einer Karte
auh die nähste Sequenznummer herleitbar. Verwendet er nun in der Transaktion mit Pur-
se b eine solhe inkrementierte Sequenznummer, ist die Antwort von Purse b für die nähste
Transaktion mit Purse a passend und der Angreifer kann sih so fälshliherweise mit seiner
gefälshten Karte wie Purse b verhalten. Ebenso kann er dafür sorgen, dass das Terminal
passende STARTFROM Nahrihten an die Purse a erzeugt. Diese antwortet darauf niht so-
fort, geht aber in Zustand EPR. Problematish ist nun, dass die Purse a nun auh auf genau
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Abbildung 12.2: Angri auf das originale Mondex Protokoll
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die (aus dem vorher beshriebenen Angri bekannten) REQ Nahriht von Purse b mit dem
Abbuhen von Geld reagiert (gesetzt dem Fall dass der Angreifer vorher bereits die inkremen-
tierte Sequenznummer verwendet hat). Damit kann ein Angreifer auf einer beliebigen Purse
das Abbuhen von Geld initiieren. Zwar wurde auh auf einer anderen Purse ein Logeintrag
erzeugt, womit die Bank das Geld wieder herstellen könnte, allerdings müssen sih beim eben
beshriebenen Vorgehen die Besitzer von Purse a und Purse b überhaupt niht kennen. Daher
wird dieses Wiederherstellen des Geldes zumindest sehr shwierig.
Als einfahe Lösungsmöglihkeit bietet sih an, die Nahriht STARTTO als Antwort auf
STARTFROM von der FROM Purse kryptographish gesihert und unfälshbar zu versenden.
Damit kann der Angreifer die eben beshriebenen Shritte niht mehr durhführen. Genau die-
se Änderung wurde in unserem hier verwendeten Mondex Protokoll implementiert und wurde
auh in Abb. 12.1 so dargestellt.
Bei dem Angri in Abb. 12.2 kann noh kritisiert werden, dass es unrealistish ist, dass die
Sequenznummer einfah inkrementiert wird. Dem kann man allerdings entgegenhalten, dass
ein Angreifer einfah die Kommunikation mit Purse b beliebig oft hintereinander mit jeweils
vershiedenen Sequenznummern durhführen kann und dann bei der zweiten Kommunikati-
on mit Purse a alle so erhaltenen REQ Nahrihten durhprobieren kann, bis er die rihtige
gefunden hat.
12.3.3 Spezikationshierarhie der Mondex Anwendung in KIV
Abbildung 12.3: KIV Spezikationsebenen bei Mondex
Die abstrakteste Art und Weise, Mondex zu spezizieren, wurde bereits zu Beginn dieses Ka-
pitels angegeben. Ziel der Verikations-Challenge war es nun, die Protokollebene von Mondex
ebenso zu spezizieren und die Verfeinerungskorrektheit zu zeigen. Diese Challenge wurde von
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der Gruppe des Autors noh erweitert, in dem zusätzlih zu den beiden beshriebenen Ebenen
noh eine zusätzlihe Proseo Spezikation sowie eine Implementierung samt Spezikation
nah den in dieser Arbeit beshriebenen Methodiken angegeben wurden. Zusammen ergibt
sih so eine Spezikationshierarhie mit vier Ebenen. Die erste Ebene ist die transaktionale
Sihtweise mit dem Beweis der Siherheitseigenshaften. Die zweite Ebene ist ein Protokollm-
odell mittels ASMs, das allerdings noh keine Kryptographie und keinen expliziten Angreifer
vorsieht. Auf Ebene drei wird ein Proseo Modell deniert und shlieÿlih auf Ebene 4 eine
Implementierungsebene angegeben. Eine Übersiht ndet sih in Abb. 12.3.
12.3.4 Abstrakte Spezikation auf Ebene 2
Ebene 2 benutzt dabei in unserer Spezikation mittels ASMs die gleihen Modellierungsprin-
zipien wie die C-World Spezikation aus [174℄. Insbesondere wird keine Kryptographie spezi-
ziert, es existiert kein eigener Angreifer, kein Terminal, kein menshliher Benutzer und auh
kein explizites Kommunikationsmodell mit Kanälen im Modell. Statt dessen kommunizieren
die Purses über einen sogenannten ether. Im ether benden sih dabei alle die Nahrihten, die
von einer Purse in einem Protokolllauf abgeshikt wurden. Das Empfangen einer Nahriht
wird modelliert durh indeterministishes Auswählen einer dieser Nahrihten. Initial ben-
den sih alle möglihen STARTFROM Nahrihten im ether, was das Starten eines beliebigen
Protokolllaufs im Modell ermögliht. Die Reihenfolge, in der die Purses im Modell einen Proto-
kollshritt ausführen ist dabei ebenfalls indeterministish. Replayattaken werden im Modell
so möglih, da Nahrihten immer im ether verbleiben.
Für Ebene 2 beshreiben wir in dieser Arbeit lediglih die grundlegende Spezikationsstruktur.
Genaue Details zu Spezikation und insbesondere zum Beweis der Verfeinerungskorrektheit
zu Ebene 1 nden sih z.B. in [160℄.
Die PayDetails werden auf Ebene 2 als algebraisher Datentyp speziziert:
Spezifikation:
PayDetails = mkpd(.from: name; .fromno: nat; .to: name; .tono: nat; .value: nat)
Ebenso als Datentyp (man beahte insbesondere als Untershied zu Proseo ohne jeglihe
Kryptographie) werden die Nahrihten der Anwendung speziziert:
Spezifikation:






12.3. VORARBEITEN ZU MONDEX
Als Zustandsfunktionen auf Ebene 2 werden folgende Funktionen verwendet:
Spezifikation:
balane : name → nat
state: name → status
pdAuth: name → PayDetails
exLog: name → set(PayDetails)
nextSeqNo : name → nat
ether : set(message)
Der status ist dabei IDLE, EPR, EPA oder EPV. Die Funktion pdAuth stellt die aktuellen
Transaktionsdetails für die einzelnen Purses dar. Das exLog setzt das oben beshriebene Log
für fehlgeshlagene Transaktionen als Menge von PayDetails um. Die nextSeqNo gibt die in der
nähsten Transaktion zu verwendende Sequenznummer an.
Die Hauptregel der Mondex ASM auf Ebene 2 ist CSTEP. Diese Regel wählt wie beshrie-
ben eine Nahriht msg aus dem ether, sowie einen reeiver für diese. Ebenso wird (analog
zu Ebene 1) indeterministish festgelegt, ob das Empfangen der Nahriht klappt oder niht.
Letzteres geshieht durh das fail? Flag. Im Anshluss wird eine Regel LCSTEP ausgeführt,
die abhängig von der Art der Eingabenahriht eine Regel spezish für den jeweiligen Pro-
tokollshritt auswählt und die Eingabe auf Korrektheit überprüft. So gibt z.B. das Prädikat
isOKstartFrom(msg) an, das der state des reeivers IDLE ist und der in der Eingabenahriht an-
gegebene msg.value für die Höhe des zu übertragenden Geldbetrags kleiner ist als der aktuelle
Kontostand von reeiver. Zusammen ergibt sih:
Spezifikation:
CSTEP#
hoose msg, reeiver fail? with msg ∈ ether ∧ authenti(reeiver)
in LCSTEP#
LCSTEP#
if isOKstartFrom(msg) ∧ ¬ fail? then STARTFROM#
else if isOKstartTo(msg) ∧ ¬ fail? then STARTTO#
else if msg = req(pdAuth(reeiver)) ∧ state(reeiver) = epr ∧ ¬ fail?
then REQ#
else if msg = val(pdAuth(reeiver)) ∧ state(reeiver) = epv ∧ ¬ fail?
then VAL#
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Die einzelnen Protokollshritte müssen nun die Zustandsfunktionen entsprehend verändern
und eine Antwort in den ether senden. Als Beispiel betrahten wir STARTFROM. Dieser Pro-
tokollshritt muss die Sequenznummer inkrementieren (um einen beliebigen Betrag), die ak-
tuellen Transaktionsdetails pdAuth korrekt auf die übertragenen Werte setzen, den Zustand
auf EPR setzen sowie eine STARTTO Ausgabenahriht erzeugen:
Spezifikation:
STARTFROM#





let outmsg = startTo(pdAuth(reeiver)) in SENDMSG#
Das SENDMSG# Makro fügt die Nahriht outmsg dem ether hinzu. Ebenso wird hier der
ether indeterministish verkleinert, um eventuellen Nahrihtenverlust ausdrüken zu können:
Spezifikation:
SENDMSG#
hoose newether with newether ⊆ ether ++ outmsg in ether := newether
Als Beispiel für einen Protokollshritt, der die balane verändert, betrahten wir den Empfang
von REQ. Hier wird der aktuelle Transaktionswert auf der FROM Purse abgebuht, der Zustand
auf EPA gesetzt und eine VAL Nahriht erzeugt:
Spezifikation:
REQ#
balane(reeiver) := balane(reeiver) - pdAuth(reeiver).value,
state(reeiver) := EPA;
let outmsg = val(pdAuth(reeiver)) in SENDMSG#
Die anderen Protokollshritte sind vollständig analog speziziert. Letztendlih ist noh das
Abbrehen einer Transaktion auf Grund einer fehlerhaften Eingabe interessant: Die Transak-
tion muss im exLog aufgezeihnet werden, wenn der Zustand aktuell EPA oder EPV ist. Nur
dann ist die Transaktion kritish und nur dann kann der Verlust einer Nahriht auh zum
Verlust von Geld führen. Darüber hinaus muss bei falsher Eingabe die Sequenznummer in-
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if state(reeiver) = EPA ∨ state(reeiver) = EPV
then exLog(reeiver) := exLog(reeiver) ++ pdAuth(reeiver)
ABORT#




12.4 Mondex als Proseo Modell auf Ebene 3
Die eben vorgestellte Spezikationsebene kann nun zu einer Proseo Spezikation verfeinert
werden. Diese nähste Ebene ist dann auh gleihzeitig Ausgangspunkt für die Implementie-
rung. In diesem Abshnitt stellen wir die Spezikationsstruktur der Proseo Ebene vor.
Eine Beshreibung des Verfeinerungsbeweises von Ebene 2 auf 3 würde an dieser Stelle zu
weit führen und kann [73℄ entnommen werden.
Insbesondere werden nun hier bereits implementierungsspezishe Beshränkungen z.B. für
die Längen von Datentypen eingeführt, um dann auf der Code-Ebene niht noh eine zweite
Komplexitätsstufe für die Verfeinerung zu shaen. Insbesondere bedeutet dies, dass auf der
Proseo Ebene von Mondex folgende Einshränkungen eingeführt werden:
• Die authentishen Purse Namen sind genau die Zahlenwerte mit 8 Byte Länge
• Die Sequenznummern der Purses sind im Bereih 0 ≤ seqNo ≤ 32767
• Die Kontostände der Purses sind im Bereih 0 ≤ balane ≤ 32767
• Das exLog hat eine maximale Länge von MAX_LOG_LENGTH = 10
• Zur Kennzeihnung der Nahrihten und des internen Zustands werden Konstanten
STATE_IDLE, STATE_EPA, INS_START_FROM, INS_REQ usw. verwendet, die jeweils
ein Byte lang sind.
Damit sind alle Möglihkeiten für unbeshränkte Werte in der Mondex Anwendung beseitigt
und die Grundlage für eine Implementierung geshaen. Die Proseo ASM erhält damit als
Zustandsfunktionen für die Darstellung der internen Zustände der Purses folgende Funktionen:
Spezifikation:
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name : agent → IntDo
sequeneNo : agent → int
pbalane : agent → int
pstate : agent → int
ppdAuth : agent → Doument
pexLog : agent → Doumentlist
exLogCounter : agent → int
sesskey : agent → Key
Der pstate ist dabei entweder IDLE, EPA, EPV oder EPR. Die vorher bereits beshriebenen
paydetails werden jetzt durh ein Doument ppdAuth repräsentiert. Dieses Doument hat hierbei
immer folgenden Aufbau:





Das Log der Purses wird auf der Proseo Ebene durh eine Doumentlist repräsentiert. Dies
ist einfah eine Liste mit Dokumenten mit dem eben beshriebenen Aufbau. Der exLogCounter
ist shlieÿlih eine zusätzlihe Zustandsfunktion, die die Länge dieser Liste angibt.
Der sesskey ist auf der Proseo Ebene erst neu eingeführt worden. Er ist ein auf allen ehten
Karten gespeiherter geheimer symmetrisher Shlüssel. Seine Einführung begründet sih da-
durh, dass nun keine impliziten Annahmen über die Fälshbarkeit bzw. Geheimhaltung von
Nahrihten mehr gemaht werden dürfen, sondern statt dessen mit dem für Proseo Spe-
zikationen generishen Angreifermodell gearbeitet wird. Wir führen also auf der Proseo
Ebene ein kryptographishes Protokoll ein. Dies wird zunähst kurz shematish vorgestellt
({X}k bedeutet hierbei symmetrishe Vershlüsselung von Datum X mit Shlüssel k):
Terminal → To GETDATA
To → Terminal name(To) + seqNo(To)
Terminal → From STARTFROM + name(To) + value + sequeneNo(To)
From → Terminal → To {STARTTO + paydetails}sesskey
To → Terminal → From {REQ + paydetails}sesskey
From → Terminal → To {VAL + paydetails}sesskey
To → Terminal → From {ACK + paydetails}sesskey
wobei paydetails = name(From) + sequeneNo(From) + name(To) + sequeneNo(To) + amount.
Für eine Proseo Spezikation müssen die Nahrihten der Mondex Anwendung mittels
dem Doument dargestellt werden. Dazu werden einfah der EnDo Typ für Vershlüsselung
und der Dolist Typ für Konkatenation verwendet. Es ergibt sih die Nahrihtenstruktur
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in Tabelle 12.12. Zusätzlih wurde noh eine Nahriht GETBALANCE eingeführt, um den
Kontostand der Purse abzufragen, sowie eine Nahriht GETSTATE, um den aktuellen Zustand
pstate abzufragen (letztere aus Gründen des Debuggings und der Anzeige des Kartenzustands
im Terminal in der späteren Implementierung).
GETDATA IntDo(INS_GET_DATA)





































Tabelle 12.12: Die Nahrihten der Mondex Anwendung
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Mit diesen Nahrihten und den internen Zuständen kann nun die Mondex Anwendung mit der
Proseo Methodik speziziert werden. Zunähst müssen Agententypen deniert werden:
Spezifikation:
agent = purse-ardlet (. .no : nat) with purse-ardlet?
| user (. .no : nat) with user?
| terminal (. .no : nat) with terminal?
| attaker (. .no : nat) with attaker?
| fake-ardlet (. .no : nat) with fake-ardlet?
Neben der Purses (hier durh den Datentyp purse-ardlet umgesetzt) wird noh der Benutzer
des Systems (als Initiator für die Geldübertragung), das Chipkartenterminal und der Angreifer
speziziert. Wie in [71℄ beshrieben, spezizieren wir auh noh einen Typ fake-ardlet, der
vom Angreifer gefälshte Chipkarten modelliert. Die Spezikationen für Benutzer, Terminal
und Angreifer sind für den Kontext dieser Arbeit niht wihtig. Wir fokussieren hier daher auf
die Spezikation für die purse-ardlets.
Die Hauptregel der Proseo ASM für Mondex hat folgende Gestalt:
Spezifikation:
MONDEX-STEP
hoose asm-step with (
(asm-step = user-agent-step → ∃ agent. (user?(agent) ∧ exagent(agent))) ∧
(asm-step = attaker-agent-step → ∃ agent. (attaker?(agent) ∧ exagent(agent))) ∧
(asm-step = terminal-agent-step → ∃ agent. (terminal?(agent) ∧ exagent(agent))) ∧
(asm-step = purse-agent-step → ∃ agent. (ardlet-agent(agent) ∧ exagent(agent)))
) in {
if asm-step = onnet then
CONNECT(. . .)
else if asm-step = disonnet then
DISCONNECT(. . .)
else if asm-step = user-agent-step then
hoose agent with (user?(agent) ∧ exagent(agent)) in USER(. . .)
else if asm-step = attaker-agent-step then
hoose agent with (attaker?(agent) ∧ exagent(agent)) in ATTACKER(. . .)
else if asm-step = terminal-agent-step then
hoose agent with (terminal?(agent) ∧ exagent(agent)) in TERMINAL
else if asm-step = purse-agent-step then
hoose agent with (ardlet-agent(agent) ∧ exagent(agent)) in PURSE-CARDLET
}
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Das erste hoose wählt dabei einen Shritttyp (z.B. Shritt einer Purse, Verbindungsaufbau,
Shritt des Angreifers, usw.). Für konkrete Protokollshritte kommen dabei nur existierende
Agenten in Frage ([71℄ sieht eine bestimmte Anzahl von Instanzen jedes Agententyps vor,
dies wird durh das Prädikat exagent(agent) sihergestellt). Im Anshluss führt die Regel das











inputs(agent) := inputs(agent)[1 ; inputs(agent)(1).rest℄;
CHECKINDOC;
GETINSBYTE;
if indo 6= ⊥ then
indo := get-part(indo,2);
if insbyte = INS_START_FROM then PSTARTFROM
else if insbyte = INS_START_TO then PSTARTTO
else if insbyte = INS_REQ then PREQ
else if insbyte = INS_VAL then PVAL
else if insbyte = INS_ACK then PACK
else if insbyte = INS_GET_BAL then GETBAL
else if insbyte = INS_GET_DATA then GETDATA
else if insbyte = INS_GET_STATE then GETSTATE
else if insbyte = 0 then ABORT;
if outdo 6= ⊥ then
SEND
}
Diese Spezikation ist nun im Vergleih zu Ebene 2 aus Kap. 12.3.4 bereits wesentlih imple-
mentierungsnäher gehalten. Die ASM Regel wählt zunähst ein Eingabedokument indo aus
den inputs(agent)(1) (es gibt auf Chipkarten nur einen Eingabeport, s. Kap. 11). Danah wird
die Eingabequeue entsprehend verkürzt und mittels der beiden Makros CHECKINDOC und
GETINSBYTE die Eingabe auf Wohlgeformtheit überprüft, gegebenenfalls entshlüsselt und
in der Variablen insbyte der Protokollshritt des Eingabedokumentes festgehalten. Anhand
dieses Shritttyps wird im Anshluss das jeweils passende Makro für den Shritt aufgerufen.
Diese Shritte produzieren dann eine Ausgabe outdo, die am Shluss der Regel mittels SEND
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vershikt wird (völlig analog zur Cindy Anwendung in Kap. 5 und 7).







then indo := ⊥
}
else if is-intdo(indo) then
{
if ¬ (isCorretBalDataState(indo))
then indo := ⊥
}
else if is-dolist(indo) then
{
if ¬ (
# indo.list = 2
∧ is-intdo(get-part(indo,1))
∧ is-dolist(get-part(indo,2))
∧ get-part(indo,1).int = INS_START_FROM





then indo := ⊥
}
else indo := ⊥
CHECKINDOC ist aufgeteilt in vier vershiedene Fälle: Das Eingabedokument ist vom Typ
EnDo, Dolist, IntDo oder von keinem von diesen. Im ersten Fall wird die Eingabe mit
dem Shlüssel des aktuellen Agenten sesskey(agent) entshlüsselt und überprüft, ob es sih
um eine wohlgeformte Eingabe im Sinne von Tabelle 12.12 handelt (durh das Prädikat is-
CorretSeuredMessage - hier niht näher erläutert). Bei einem IntDo muss es sih analog
um eine korrekte GETDATA, GETSTATE oder GETBALANCE Nahriht handeln (Prädikat
isCorretBalDataState). Bei einer Dolist shlieÿlih (auf diesen Eingabetyp fokussieren wir die
folgenden Erläuterungen) muss es sih um eine STARTFROM Nahriht handeln. Die Bedin-
gungen für eine korrekt geformte STARTFROM Nahriht sind in obiger Spezikation niht in
ein Prädikat gefasst, um hier einmal den Untershied zu einer abstrakteren Spezikation (wie
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etwa auf Ebene 2) herauszustellen: Vergleihend zur Struktur von STARTFROM Nahrihten
aus Tabelle 12.12 ergeben sih die Eigenshaften: Länge der Eingabe gleih 2, erstes Doku-
ment vom Typ IntDo, zweites Dokument vom Typ Dolist, Wert des ersten IntDos gleih
INS_START_FROM, Länge der zweiten Dolist gleih 3, alle drei Inhalte der zweiten Dolist
vom Typ IntDo. Genau diese Eigenshaften sind in obiger Spezikation explizit aufgeführt.
Sollte keine der Wohlgeformtheitsbedingungen greifen, so wird indo auf ⊥ gesetzt.




if is-dolist(indo) ∧ (
(get-part(indo,1).int = INS_START_FROM ∨
(get-part(indo,1).int = INS_START_TO ∨
(get-part(indo,1).int = INS_REQ ∧ pstate(agent) = STATE_EPR ) ∨
(get-part(indo,1).int = INS_VAL ∧ pstate(agent) = STATE_EPV ) ∨
(get-part(indo,1).int = INS_ACK ∧ pstate(agent) = STATE_EPA ))
then insbyte := get-part(indo,1).int
else if is-intdo(indo) ∧ (
indo.int = INS_GET_BAL ∨
indo.int = INS_GET_DATA ∨
indo.int = INS_GET_STATE)
then insbyte := indo.int
Das obige Makro soll den Typ der Eingabe in der Variablen insbyte speihern. Zusätzlih
soll das Makro angeben, ob der aktuelle Eingabetyp zum derzeitigen internen Zustand passt.
REQ Nahrihten sollen z.B. ausshlieÿlih im Zustand EPR angenommen werden. Es bleibt
hier anzumerken, dass STARTFROM und STARTTO Nahrihten in jedem Zustand akzeptiert
werden. Der Grund ist folgender: Wird eine Transaktion durh einen Fehler wie etwa Nah-
rihtenverlust oder einfahes vorzeitiges Entfernen der Karte aus dem Lesegerät abgebrohen,
kann es sein, dass eine Karte in einem Zustand ungleih IDLE verbleibt. Startet man nun mit
dieser Karte zu einen späteren Zeitpunkt eine neue Transaktion, so würde diese sheitern,
würde man STARTFROM oder STARTTO niht akzeptieren. Dies ist aus Benutzersiht niht
wünshenswert. Damit erlauben wir diese Nahrihten immer.
Um die weitere Spezikation zu beleuhten, betrahten wir nun den STARTFROM Shritt:
Spezifikation:
PSTARTFROM
let pmsgna = get-part(indo, 1),
pvalue = get-part(indo, 2),
seqnoOther = get-part(indo, 3) in
{
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if pmsgna 6= ⊥ ∧ pvalue 6= ⊥ ∧ seqnoOther 6= ⊥
∧ ¬ 32767 ≤ sequeneNo(agent) then
{
if pstate(agent) 6= STATE_IDLE then ABORT;
if exLogCounter(agent) < MAX_LOG_LENGTH then
{













Alle Überprüfungen für den eigentlihen Protokollshritt nden nun zu Beginn des PSTART-
FROM Makros statt: Der Name pmsgna, der in der Eingabenahriht als TO Purse angegeben
ist, muss authentish (also 8 byte lang, s. oben) und ungleih dem Namen der FROM Pur-
se sein (man kann kein Geld von einer Purse auf diese selbst übertragen). Dies geshieht
im Makro CHECKNAME. Die pbalane(agent) der FROM Purse muss gröÿer oder gleih als
der zu übertragende Betrag pvalue sein (geprüft durh das Makro CHECKBALANCEMINUS).
Shlieÿlih muss die Sequenznummer seqnoOther der anderen Purse im Bereih zwishen 0 und
32767 liegen (Makro CHECKSEQNOOTHERPURSE). Zu beahten ist hierbei, dass alle drei
Eingabeteile pmsgna, pvalue und seqNoOther vom Type Doument sind. Daher setzen die drei
Chek-Makros die jeweiligen Dokumente auf ⊥, falls etwas niht stimmen sollte. Sind alle drei
ungleih ⊥ und ist zudem die eigene Sequenznummer sequeneNo(agent) noh im zulässigen
Bereih, so kann der eigentlihe Protokollshritt begonnen werden. Vorher muss allerdings
noh die bereits oben angesprohene Komplikation bedaht werden: Karten können START-
FROM Nahrihten in einem Zustand ungleih IDLE erhalten. In diesen Fällen ist potentiell bei
einer vorherigen Transaktion Geld verloren gegangen und es muss zunähst noh ein ABORT
Shritt durhgeführt werden, der die Details der vergangenen Transaktion ins Log shreibt (s.
unten). Dann kann der STARTFROM Shritt der aktuellen Transaktion durhgeführt werden:
Ist das exLog noh niht durh den ABORT Vorgang voll geworden (also exLogCounter(agent)
< MAX_LOG_LENGTH oben), so können die Transaktionsdetails ppdAuth initialisiert wer-
den und die Sequenznummer inkrementiert werden. Der Zustand pstate wird auf STATE_EPR
gesetzt und zuletzt ein vershlüsseltes STARTTO Dokument als Antwort outdo erzeugt.






if pstate(agent) = STATE_EPA ∨ pstate(agent) = STATE_EPV then
{
pexLog(agent) := pexLog(agent) + ppdAuth(agent),
exLogCounter(agent) := exLogCounter(agent) + 1
}
pstate(agent) := STATE_IDLE
Bendet sih die aktuelle Transaktion in einem kritishen Zustand (wie oben in Kap. 12.3.4
erläutert im Zustand EPA oder EPV), so werden die aktuellen Transaktionsdetails ppdAuth
zur exLog Liste hinzugefügt und der exLogCounter erhöht.
Die restlihen Protokollshritte sind analog zu STARTFROM speziziert. Hier betrahten wir
zur Illustration lediglih noh REQ, das (gesetzt dem Fall die Eingabe stimmt mit den aktuellen
Transaktionsdetails überein) den Kontostand pbalane verringert, den Zustand auf EPA setzt
und eine VAL Ausgabenahriht erzeugt:
Spezifikation:
PREQ
if indo = ppdAuth(agent) then
{
pbalane(agent) := pbalane(agent) - get-part(ppdAuth(agent), 5).int,
pstate(agent) := STATE_EPA,
outdo := endo(sesskey(agent), dolist(intdo(INS_VAL) + ppdAuth(agent)))
}
else ABORT
Dies shlieÿt die Beshreibung des Proseo Modells ab. Das hier vorgestellte Modell ist
eine korrekte ASM Verfeinerung der Ebene 2 aus Kap 12.3.4.
12.5 Die Implementierungsebene
Ziel dieses Kapitels ist es, die vorangegangene Proseo Spezikation in Java zu implemen-
tieren. Dabei ist bei Beshreibung der Proseo Ebene bereits aufgefallen, dass die Spezi-
kation reht implementierungsnah gehalten wurde. Dies zeigt sih nun auh in der Umsetzung:
Hier ist keine strukturelle Anpassung in Java mehr nötig. Einige Überprüfungen werden in der
Java Programmiersprahe zwar komplizierter, im Groÿen und Ganzen entspriht der Kontroll-
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uss der Implementierung und auh die Modularisierung mit Methoden genau der abstrakten
Spezikation. Dies kommt später auh der Struktur der Verfeinerungsbeweise in Kap. 12.7.1
zu Gute.
Bevor wir die Implementierung beshreiben folgt zunähst noh die konkrete Einbettung des
Java Quellodes in eine konkrete ASM Spezikationsebene. Diese folgt dabei der Vorgehenswei-
se aus Kap. 5. Die HauptregelMONDEX-STEP-CONCRETE auf der konkreten Ebene entspriht
dabei genau der abstrakten Ebene (s. Seite 212), lediglih das Makro PURSE-CARDLET wurde
durh das unten gezeigte Makro PURSE-CARDLET-CONCRETE ersetzt. Die Zustandsfunktio-
nen für die abstrakten purse-ardlet Agenten wurden entfernt und durh eine Zustandsfunktion
storec : agent → store ersetzt. Man erhält damit (mit den Denitionen für FROMSTORE und
TOSTORE wie in Kap. 8.6):
Spezifikation:
PURSE-CARDLET-CONCRETE
let outdo = ⊥ in {
TOSTORE;
hoose st1 with
∃ st. st = storec(agent) ∧
〈st; lass mondexOnCard.Purse Purse.theinstane.step();〉 (st1 = st)
in
FROMSTORE(. . ., storec, st1);
if outdo 6= ⊥ then
SEND
}
Die eigentlihe Implementierung wird damit in einer Java Klasse Purse realisiert. Analog zu
Cindy ndet sih der vollständige Quellode in Anhang 13.1. Hier wird lediglih die grundle-
gende Struktur vorgestellt:
1 public class Purse {
2 private static Purse theinstance;
3 private static SimpleComm initcomm;
4
5 private static final byte STATE_IDLE = 1;
6 ...
7 private static final byte STATE_EPA = 4;
8
9 private static final byte INS_START_FROM = 1;
10 ...
11 private static final byte INS_GET_STATE = 8;
12
13 private byte[] name;
14 private short sequenceNo;
15 private short balance;
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16 private byte state;
17 private Doclist pd;
18 private short exLogCounter;
19 private Doclist[] exLog;
20 private Key key;
21
22 private SimpleComm comm;
23




28 public void step(){
29 ... // s. unten
30 }
31 }
Die Klasse beinhaltet zunähst Deklarationen für die vershiedenen Konstanten für state
und Instruktionen für Nahrihten. Die Zustandsfunktionen der abstrakten Proseo ASM
Ebene 3 sind durh die Felder name, sequenceNo, balance, state, pd (für ppdAuth),
exLogCounter, exLog und key (für sesskey) umgesetzt. Dazu benötigen wir noh einen
Verweis auf das SimpleComm Interfae zur Kommunikation (s. die Übertragung der Kommu-
nikationsshiht auf Chipkarten in Kap. 11). Als Besonderheit von Chipkarten müssen wir bei
der Mondex Anwendung auf die dynamishe Allokation von Speiher zur Laufzeit verzihten.
Insbesondere gilt dies für das Log. Das Feld exLog (ein Doclist Array) kann niht zur Lauf-
zeit bei jedem neuen Logeintrag um einen Eintrag verlängert werden. Wir initialisieren das
Feld daher im Konstruktor (s. Anhang 13.1 gleih mit der maximalen Anzahl von Logeinträ-
gen. Der exLogCounter gibt in der Implementierung den Index des jeweils nähsten freien
Eintrags in diesem Array an (in der abstrakten Spezikation war der exLogCounter(agent) die







6 private void initExLog(short len) {
7 exLog = new Doclist[len];
8 exLogCounter = (short)0;
9 }
Als Initialisierungsbedingung der konkreten ASM verwenden wir ein Prädikat init-onrete,
das sämtlihe Zustandsfunktionen korrekt initialisiert und unter anderem auh den Konstruk-
tor der Purse Klasse aufruft. Wie in obigem Quellode für Purse ersihtlih ist dazu eine
Referenz auf ein SimpleComm Interfae und eine Referenz auf Initialisierungdaten initdata
nötig. Letztere sind eine Doclist bestehend aus dem name der Purse als IntDoc sowie
der initialen balance und die gewünshte Länge des Logs (ebenso IntDocs). Letztere ist,
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vorgegeben durh die abstrakte Spezikation, gleih MAX_LOG_LENGTH = 10. Somit ergibt
sih als Initialisierungsbedingung (dem allgemeinen Rahmen aus Kap. 5.4.3 folgend):
Spezifikation:
init-onrete:
init-onrete(. . ., inputs, storec)
↔ (∀ agent. inputs(agent) = (λ n. [ ℄)
∧ . . .
∧ ( ardlet-agent(agent)
→ ∃ st,st1,r .
okinitstoreMONDEX(st)




∧ 〈st1; Purse.theinstance =
new Purse(Purse.initcomm, r);〉 st1 = storec(agent)))
okinitstoreMONDEX fordert dabei eine initiale Wohlgeformtheit des Speihers, in dessen Kon-
text der Konstruktor aufgerufen wird. Hier wird z.B. festgelegt, dass der Ausführungszustand
der JVM zu Beginn st[.mode℄ = normal sein muss. Auh Typkorrektheit für das SimpleComm
Interfae Purse.initcomm wird hier gefordert. Danah wird der Konstruktor im Kontext
eines Speihers st1 aufgerufen, der aus st durh Hinzufügen oben genannter Initialisierungspa-
rameter entstanden ist. Das Ergebnis ist der initiale Wert von storec(agent).
Wenden wir uns nun der eigentlihen Protokollimplementierung zu. Die Einbettung in die
JavaCard API erfolgt genau wie in Kap. 11.3.1 beshrieben. Es kann die einfahe Variante
(ohne iteriertes Senden und Empfangen von APDUs für einen Protokollshritt) verwendet
werden, da alle Mondex Nahrihten in eine APDU passen.
Analog zur Cindy Applikation aus Kap. 7 implementieren wir die Protokollfunktionalität in
einer Methode step() in der Klasse Purse. Diese folgt nun der Strukturvorgabe der obigen
Proseo Spezikation von Seite 213:
1 public void step() {
2 Document outdoc = null;
3 Document indoc = null;
4 if(comm.available() && exLogCounter < exLog.length)
5 indoc = comm.receive();
6 else return;
7 indoc = checkIndoc(indoc);
8 switch(getInsByte(indoc)) {
9 case INS_START_FROM:
10 outdoc = startFrom(indoc.getPart((short)2));break;
11 case INS_START_TO:




14 outdoc = req(indoc.getPart((short)2)); break;
15 case INS_VAL:




20 outdoc = getBalance(); break;
21 case INS_GET_DATA:
22 outdoc = getData(); break;
23 case INS_GET_STATE:







Ist eine Eingabe vorhanden (comm.available()) und sind noh Logeinträge verfügbar (für
ein eventuelles Sheitern der Transaktion), so werden auh in der Java Implementierung Me-
thode checkIndoc und getInsByte verwendet, um die Eingabe auf Wohlgeformtheit zu
prüfen und den Typ der Eingabe festzustellen. Anshlieÿend wird anhand des Typs auh hier
eine passende Methode für den jeweiligen Protokollshritt ausgewählt.
Betrahten wir hier zur Proseo Spezikation die Implementierungen von checkIndoc
und getInsByte. Bei der folgenden Implementierung für checkIndoc wurden der Einfah-
heit halber die Teile für vershlüsselte Eingaben und IntDocs ausgelassen. Damit verbleibt
der Chek für den STARTFROM Shritt:
1 private Document checkIndoc(Document indoc) {




6 else if(indoc.is_intdoc()) {
7 ...
8 }
9 else if(indoc.is_doclist()) {
10 Document[] docs = ((Doclist)indoc).getDocs();
11 if(docs.length==2) {
12 Document part1 = indoc.getPart((short)1);
13 Document part2 = indoc.getPart((short)2);
14 if( part1 != null && part1.is_intdoc()
15 && part2 != null && part2.is_doclist()) {
16 byte[] part1value = part1.getValue();
17 Document[] part2docs = ((Doclist)part2).getDocs();
18 if(part1value.length == 2 &&
221
KAPITEL 12. ERGEBNISSE IM DETAIL: MONDEX
19 part1value[0] == 0 &&
20 part1value[1]==INS_START_FROM) {
21 if(part2docs.length==3 &&
22 part2docs[0] != null &&
23 part2docs[0].is_intdoc() &&
24 part2docs[1] != null &&
25 part2docs[1].is_intdoc() &&









Diese Implementierung ist nun zu vergleihen mit der ASM Spezikation im vorangegangen
Abshnitt auf Seite 214. Später im Verfeinerungsbeweis werden wir beweisen, dass diese Im-
plementierung genau der Spezikation entspriht. Typheks auf den Eingabeteilen, die im
abstrakten mittels der für den Datentyp aus seiner Spezikation generierten Testprädikate
wie z.B. is-intdo(part1) erfolgen, werden hier durh Methoden auf Document implementiert
(z.B. part1.is-intdoc()), die intern dann in allen Subklassen übershrieben werden. Eine
Implementierung mittels instanceof wäre hier auh möglih gewesen, die vorgestellte Me-
thodik lässt aber eine intuitivere Denition von Lemmata zu (Methodenaufrufe entsprehen
hier genau abstrakten Prädikaten auf dem Ergebnis von java2do). Zu beahten ist ferner, dass
die Implementierung mehr Überprüfungen durhführen muss als die abstrakte Spezikation.
So kommt bei jedem Teildokument noh eine Überprüfung auf Ungleihheit zu null hinzu.
Diese ist im abstrakten implizit, da null ja ⊥ repräsentiert und dies zu allen anderen abstrak-
ten Dokumenten vershieden ist. In der Implementierung könnte das Vorkommen von null
dagegen NullPointerExceptions auslösen. Auh die im abstrakten einfahe Überprüfung
get-part(indo,1).int = INS_START_FROM muss in der Implementierung durh drei einzelne
Cheks auf dem byte[ ] des jeweiligen IntDocs umgesetzt werden (wir implementieren der
Einfahheit halber in Mondex alle Eingaben mit Zahlenwerten kleiner 32767 als IntDocsmit
2 Byte, wobei unter Umständen das erste Byte hier 0 sein kann):
1 part1value.length == 2 &&
2 part1value[0] == 0 &&
3 part1value[1]==INS_START_FROM
Analog verhält es sih bei der Implementierung von getInsByte:
1 private byte getInsByte(Document d) {
2 byte[] insba = null;
3 if(d==null) return 0;
4 if(d.is_doclist())
5 insba = d.getPart((short)1).getValue();
6 else




9 if(insba == null || insba[0] != 0 || insba.length != 2)
10 return 0;




15 ||(ins==INS_REQ && state==STATE_EPR)
16 ||(ins==INS_VAL && state==STATE_EPV)
17 ||(ins==INS_ACK && state==STATE_EPA)
18 || ins==INS_GET_BAL
19 || ins==INS_GET_DATA
20 || ins==INS_GET_STATE) return ins;
21 else return (byte)0;
22 }
Bei dieser Methode fällt eine leiht andere Struktur auf als in der Spezikation auf Seite 215
vorgegeben. Es wird zunähst der byte[ ] Wert des Kommandobytes aus dem Eingabedo-
kument extrahiert (insba). Je nah Typ der Eingabe (Doclist oder nur IntDoc für z.B.
GET_DATA) ndet sih dieser byte[ ] Wert an untershiedlihen Stellen im Dokument.
Nah Extraktion wird überprüft (analog zu checkIndoc oben), ob das byte[ ] ein wohl-
geformtes Kommando mit 2 Byte Länge und erstem Byte gleih 0 ist. Erst wenn das erfolgt
ist, können die gleihen Überprüfungen wie in der abstrakten Spezikation erfolgen.
Sind beiden Chek-Methoden erfolgreih gelaufen, kann shlieÿlih die Implementierung der
Protokollshritte erfolgen. Auh hier betrahten wir als Beispiel wieder STARTFROM:
1 private Document startFrom(Document indoc) {
2 Document dmsgna =
3 checkName(indoc.getPart((short)1));
4 short value_short =
5 checkBalanceMinus(indoc.getPart((short)2));
6 short nextSeqNoToPurse =
7 checkSeqNoOtherPurse(indoc.getPart((short)3));
8
9 if( 32767 <= sequenceNo
10 || nextSeqNoToPurse == -1
11 || value_short == -1





17 if(state != STATE_IDLE)
18 abort();
19
20 if(exLogCounter < exLog.length){
21 mkpd(name,sequenceNo,dmsgna.getValue(),
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22 nextSeqNoToPurse,value_short);
23 sequenceNo++;
24 state = STATE_EPR;
25 return generateOutmsg(INS_START_TO);
26 }
27 else return null;
28 }
Hier können wir der Spezikation wieder etwas einfaher folgen: Analog zur ASM Regel auf
Seite 215 verwenden wir zunähst drei Methoden checkName, checkBalanceMinus und
checkSeqNoOtherPurse, um die Eingabe mit dem internen Zustand abzugleihen und zu
überprüfen, ob der Protokollshritt möglih ist. Ist etwas niht in Ordnung, wird dies auh
hier in der Implementierung durh bestimmte Rükgabewerte dieser Methoden angezeigt (-1
bzw. null). Sollte dies der Fall sein oder die Sequenznummer zu groÿ sein, wird abort()
ausgeführt und der Shritt beendet. Auh in der Implementierung kann noh der Fall eintre-
ten, dass ein STARTFROM empfangen wird, wenn der Zustand der Purse niht IDLE ist. Auh
hier muss in diesem Fall ein abort eingefügt werden. Ist danah das Log noh niht voll,
können die paydetails (Feld pd) aktualisiert werden. Dies geshieht hier durh die Methode
mkpd(...). In der Implementierung ist dies komplizierter als in der Spezikation, in der eine
einfahe Zuweisung paydetails(agent) = ... das gewünshte erledigte. Hier muss dagegen relativ
komplex jeder einzelne Wert innerhalb von pd durh Kopieren gesetzt werden. Speiheralloka-
tion ist auf Chipkarten niht möglih. Ein einfahes Umsetzen der byte[ ] Pointer von der
Eingabe an die jeweiligen Stellen innerhalb pd würde Sharing unterhalb der Purse erzeugen
und auÿerdem Pointerwerte aus dem Pool der Transformationsshiht in der Klasse Purse
referenzieren. Insbesondere letzteres würde beim nähsten Protokollshritt zu Seiteneekten
und falshen pd Inhalten führen, da diese byte[ ] aus dem Pool im nähsten Protokollshritt
wieder verwendet werden (s. dazu die Erläuterungen zu Pooling in Kap. 11). Nah dem In-
krementieren der sequenceNo und nah Setzen des state auf STATE_EPR muss noh eine
STARTTO Ausgabe erzeugt werden. Hier treten die gleihen Probleme wie beim Setzen von
pd nohmals auf: Speiherallokation ist niht möglih und einfahes Umsetzen von Pointern
ebenso wenig. Folglih müssen in extra dafür vorallokierte Felder für die Ausgabenahrih-
ten die jeweiligen Werte durh Kopieren der einzelnen Inhalte eingefügt werden (Methode
generateOutmsg). Dies shlieÿt die Implementierung von startFrom ab.
Analog zur ASM Spezikation zeigen wir auh hier mit req() noh einen anderen Protokoll-
shritt:













Hier kann der Vergleih der Eingabe mit den eigenen paydetails im Feld pd reht elegant durh
eine generishe in Java üblihe equals Methode gelöst werden. Daneben folgt die Imple-
mentierung genau der Spezikation. Der abzubuhende Betrag wird mittels der Hilfsmethode
Util.getShort aus der JavaCard API aus einem byte[ ] innerhalb der paydetails (genau-
er: der fünfte Eintrag in pd) in einen shortWert umgewandelt. Das Generieren der Ausgabe
erfolgt wie shon oben durh die Methode generateOutmsg.
12.6 Simulationsrelation
Wesentlih für die Korrektheit der Verfeinerung von der Proseo Spezikation zum Java
Code ist natürlih auh hier die Simulationsrelation, die die abstrakten Zustandsfunktionen
mit den implementierten Speiherstrukturen in Beziehung setzt. Dem allgemeinen Rahmen
aus Kap. 5.3.3 auf Seite 56 folgend müssen wir auh passende Invarianten für beide Ebenen
denieren. Beginnend mit letzterem wollen wir beides im Folgenden beshreiben:
12.6.1 Invarianten
Die Simulationsrelation für Mondex wird durh die Vielzahl von Zeigerstrukturen reht kom-
plex. Ein Beispiel für die steigende Komplexität der Strukturen ist das Log für paydetails in der
Implementierung. Hierbei handelt es sih bei dem Feld .exlog um ein Array von Doclist.
Jeder Eintrag selbst ist entweder null (an den Stellen nah dem exLogCounter bis zur
MAX_LOG_LENGTH oder ein wohlgeformtes Document, das den Aufbau eines paydetail hat
(s. oben). Damit zeigt das Diagramm in Abb. 12.4 eine gültige exLog Struktur (ähnlih zu
UML Objektdiagrammen repräsentieren alle Kästhen eigene Referenzen im Speiher, Arrays
sind als Folge von Kästhen gezeihnet, an den Pfeilen zwishen Referenzen sind jeweils die
Felder oder Arrayindizes für den jeweiligen Zugri angegeben, der Typ und ggf. die Länge der
Referenzen ist jeweils an den Kästhen annotiert).
Wie ersihtlih benötigt jedes einzelne paydetail bereits 13 Referenzen. Die Eigenshaften, die
die Wohlgeformtheit eines solhen Logs beshreiben, sind damit informell:
• Das .exLog Feld enthält eine Referenz ungleih null vom Typ Doclist[]
• Die Länge dieses Arrays ist MAX_LOG_LENGTH
• Jedes referenzierte Objekt zwishen Index 0 und Index exLogCounter ist ein wohlge-
formtes paydetail. Dies bedeutet
 Die Referenz ist von Typ Doclist und ungleih null
 Das Array im .docs Feld der Referenz ist ungleih null
 Das Array im .docs Feld der Referenz ist von Typ Document[] (und niht etwa
ein Subtyp)
 Das Array im .docs Feld der Referenz umfasst 5 Einträge
 Jeder Arrayeintrag ist ungleih null und vom Typ IntDoc
 Die byte[ ] Werte der IntDocs sind ungleih null
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Abbildung 12.4: Exemplarishe Log Einträge
 Die Arraylängen der byte[ ] Werte der IntDocs sind 8,2,8,2 und 2.





↔ st[.theinstane.exLog.length℄.intval = MAX_LOG_LENGTH
∧ validrefnotnull(`dos2store', st[.theinstane.exLog℄.refval, mkarraytype(Dolist), st)




↔ validrefnotnull(`dos2store', r, Dolist,st)
∧ validrefnotnull(`dos2store', st[r  .dos℄.refval, mkarraytype(Doument),st)
∧ st[r.dos.length℄.intval = 5
∧ st[r.dos.type℄.type = mkarraytype(Doument)
∧ validrefnotnull(`dos2store', st[r.dos.0℄.refval, IntDo, st)
∧ validrefnotnull(`dos2store', st[r.dos.1℄.refval, IntDo, st)
∧ validrefnotnull(`dos2store', st[r.dos.2℄.refval, IntDo, st)
∧ validrefnotnull(`dos2store', st[r.dos.3℄.refval, IntDo, st)








Hier wird klar ersihtlih, dass die Implementierung in Java wesentlih mehr Fehlerquellen und
damit nötige Invarianten erfordert, als dies auf der Proseo Ebene oder gar auf Ebene 2 der
Fall war. Neben dem gerade beshriebenen .exLog ist eine ähnlihe Spezikation auh für
die weiteren Felder der Purse Klasse, insbesondere auh für die temporären Felder zum Zwi-
shenspeihern von Nahrihten (durh generateOutmsg, s. oben) nötig. Diese Denitionen
erläutern wir hier niht mehr. Sie können in der Web Präsentation der Arbeit nahgelesen
werden [49℄. Insgesamt ergibt sih so ein Prädikat CINV : store, das für den Speiher st obige
Wohlgeformtheitsbedingungen fordert.
Neben Invarianten auf dem Java Speiher benötigen wir auh (s. auh allgemeiner Rahmen in
5.3.3) Invarianten auf dem abstrakten Proseo Modell. Während die konkrete Invariante
eigentlih nur Strukturforderungen an die Pointerstruktur fordert, werden hier nun die funk-
tionalen, durh das Protokoll entstehenden Invarianten deniert. Eine dieser Invarianten ist
sogar nötig, um obige Denition eines korrekten .exLogs erst vollständig korrekt zu mahen:
Wie wir im folgenden Abshnitt sehen werden und wie weiter oben shon informell erläutert
wurde, gilt folgender Zusammenhang zwishen abstrakter und konkreter Ebene: der exLog-
Counter (und hier ist nun die abstrakte Zustandsfunktion gemeint) jedes Agenten entspriht
genau dem Wert des Java Feldes .exLogCounter. Obige Denition okLog-def fordert nun,
dass alle Logeinträge an Indizes bis zu diesem exLogCounter wohlgeformt sind. Dies stimmt
nur dann, wenn der Java exLogCounter auh kleiner ist als die MAX_LOG_LENGTH - sonst
würden wir hier Eigenshaften über Einträge fordern, die im Speiher hinter dem Ende des
Arrays liegen. Wenn wir also als abstrakte Invariante hinzufügen, dass der abstrakte exLog-
Counter immer kleiner oder gleih der MAX_LOG_LENGTH ist, besteht hier kein Problem
mehr.
Hinzu kommen noh etlihe andere Bedingungen, die für die Verfeinerungsbeweise benötigt
werden. Die aktuelle balane der Karten muss z.B. immer zwishen 0 und 32767 liegen - sonst
würde es Überläufe im short Wert in der Implementierung geben. Das selbe gilt für die Se-
quenznummer. Im Weiteren ist z.B. wihtig, dass die aktuellen Transaktionsdetails ppdAuth
immer nur Werte enthalten die tatsählih mit der aktuellen balane der Karten übertragbar
sind (also niht zu groÿ bzw. zu klein sind). So muss z.B. gelten, dass der zu übertragende
Wert, sollte die Karte im Zustand EPR sein, niht gröÿer ist als die balane der jeweiligen
Karte. Spiegelbildlih muss die Summe aus zu übertragendem Wert und aktueller Balane
kleiner als 32767 sein, falls der Zustand EPV ist. Shlieÿlih muss auh der geheime Sitzungs-
shlüssel über alle Karten hinweg den gleihen Wert haben (repräsentiert durh eine Konstante
THESESSIONKEY). Ein exemplarisher Ausshnitt aus der abstrakten Invariante ist somit für
einen Agenten agent:
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Spezifikation:
AINV(agent,name, sesskey, sequeneNo, pbalane,
pstate, ppdAuth, pexLog, exLogCounter, ...)
↔ (ardlet-agent(agent)
→ ( pstate(agent) = STATE_EPR
→ ∃ i. 0 ≤ i ∧ get-part(ppdAuth(agent), 5) = intdo(i)
∧ i ≤ pbalane(agent) )
∧ ( pstate(agent) = STATE_EPV
→ ∃ i. 0 ≤ i ∧ get-part(ppdAuth(agent), 5) = intdo(i)
∧ pbalane(agent) + i ≤ 32767 )
∧ sesskey(agent) = THESESSIONKEY
∧ 0 ≤ sequeneNo(agent)
∧ sequeneNo(agent) ≤ 32767
∧ 0 ≤ pbalane(agent)
∧ pbalane(agent) ≤ 32767
∧ exLogCounter(agent) ≤ MAX_LOG_LENGTH
∧ 0 ≤ exLogCounter(agent)
∧ ... )
∧ ...
12.6.2 Zusammenhang von abstraktem Zustand und Implementierung
Neben den Invarianten für die abstrakte und konkrete Spezikationsebene ist der inhaltlih
wihtigste Teil der Simulationsrelation der Zusammenhang zwishen abstrakter und konkreter
Ebene. Informell ist dieser:
• Der abstrakte name jeder abstrakten Purse ist korrekt als Java IntDoc im Feld .name
gespeihert.
• Die abstrakte Sequenznummer sequeneNo entspriht dem Java short Wert im Feld
.sequenceNo umgewandelt in einen int Wert.
• Der abstrakte Sessionkey sesskey(agent) entspriht dem Shlüssel, den man erhält, wenn
man das im Java Feld .key gespeiherte byte[ ] in einen int Wert umwandelt und
daraus einen abstrakten Shlüssel erzeugt.
• Die abstrakte pbalane entspriht dem Java short Wert im Feld .balance umgewan-
delt in einen int Wert.
• Der abstrakte pstate entspriht dem Java byte Wert im Feld .state umgewandelt in
einen int Wert.
• Die abstrakten Transaktionsdetails ppdAuth entsprehen dem Ergebnis der Umwandlung
des Inhalts des Java Feldes .pd mittels java2do.
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• Die abstrakten Loginhalte pexLog entsprehen dem Ergebnis der Umwandlung des In-
halte des Arrays im Java Feld .exlog mittels java2dos beginnend bei Index 0 und
endend bei Index, der durh das Feld exLogCounter gegeben ist.
• Der abstrakte exLogCounter entspriht dem Java shortWert im Feld .exLogCounter
umgewandelt in einen int Wert.
Formal gefasst ergeben diese Punkte die folgende Denition. Das Prädikat LMAPPING drükt
aus, dass für gegebenen agent die Proseo Zustandsfunktionen name bis exLogCounter kor-
rekt im Speiher st repräsentiert sind:
Spezifikation:
LMAPPING(agent, name, sesskey, sequeneNo, pbalane, pstate,


















Mit einer solhen Dention des Zusammenhangs von abstrakter Spezikation und Implemen-
tierung (die Teil der Simulationsrelation wird) ist auh trivial klar, dass die Siherheitseigen-
shaften der Mondex Anwendung auh für die Implementierungsebene gelten. Die Siherheits-
eigenshaften sprehen über die Log Einträge und die balane der Karten. Diese sind in der
Implementierung 1:1 gleih. Jeder konkrete Shritt entspriht 1:1 einem abstrakten Shritt,
gezeigt durh den Beweis der Verfeinerungskorrektheit unten. Die Siherheitseigenshaften
sind Invarianten auf der abstrakten Ebene und die Verfeinerungstheorie vererbt Invarianten
(s. Kap. 3.4.2) auf die konkrete Ebene. Zusammen gelten die Eigenshaften damit auh in der
Implementierung.
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12.6.3 Denition der Simulationsrelation
Jetzt können wir die Simulationsrelation für Mondex denieren. Sie ergibt sih direkt aus
der Anwendung des allgemeinen Spezikationsrahmens von Seite 56 mittels obiger Prädikate.
Für alle purse-ardlet Agenten muss auf konkreter Ebene die Invariante auf dem Speiher gel-
ten. Ebenso muss für alle authentishen purse-ardlet Agenten (dies wird ausgedrükt durh
das Prädikat ardlet-agent) das Mapping zur abstrakten Ebene korrekt sein. Shlieÿlih muss
auh die abstrakte Invariante gelten. Es ergibt sih somit unter Vernahlässigung einiger hier
niht relevanter Zustandsfunktionen für Angreifer, Terminal und User folgende Denition (Zu-
standsfunktionen der konkreten Spezikationsebene tragen zur Untersheidung den Index ):
Spezifikation:
R(name, sesskey, inputs, sequeneNo, pbalane,
pstate, ppdAuth, pexLog, exLogCounter, ...,
inputsc, storec, ...)
↔ (∀. agent. ardlet-agent(agent) → INV(storec(agent)))
∧ (∀. agent. ardlet-agent(agent)
→ LMAPPING(agent, name, sesskey, sequeneNo, pbalane,
pstate, ppdAuth, pexLog,
exLogCounter, storec(agent)))
∧ (∀ agent. AINV(agent, name, sesskey, sequeneNo, pbalane,
pstate, ppdAuth, pexLog, exLogCounter, ...))
∧ inputs = inputsc
∧...
12.7 Verikation der Fallstudie
12.7.1 Beweisverpihtungen und Beweistehnik
Für den Beweis der korrekten Verfeinerung der abstrakten Spezikationsebene verwenden
wir die ASM Renement Theorie. Praktish maht dies hier eigentlih keinen Untershied zu
Data Renement, lediglih die Terminierung der Regeln der konkreten Ebene ist in dieser Ver-
feinerungstheorie direkt in den Haupt-Beweisverpihtungen enthalten. Es ergibt sih durh
Spezikationsinstantiierung der KIV Spezikationen mit den Beweisverpihtungen aus Kap.
3.4.2 und anshlieÿende Simplikation folgende Beweisverpihtung (Zustandsfunktionen der
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⊢
〈|MONDEX-STEP-CONCRETE(state)|〉
∃ m. 〈loop MONDEX-STEP(astate) times m〉 R(astate, state)
Da wir oben versuht haben, auf der konkreten Ebene in der Implementierung eine direkte
Entsprehung der Struktur der abstrakten ASM umzusetzen, können wir in obiger Beweis-
verpihtung (nah Beweis der Terminierung von MONDEX-STEP-CONCRETE) den Itera-
tionszähler m immer mit 1 instantiieren. Alle unsere kommutierenden Diagramme für die
Protokollshritte sind damit 1:1.
Um den Beweis zu vereinfahen, unterteilen wir nun die Simulationsrelation R in einen Teil,
der ausshlieÿlih mit der abstrakten Spezikation gezeigt werden kann, und einen Teil, für
den auh die konkrete Spezikation nötig ist. Die abstrakte Invariante AINV ist Teil der Si-
mulationsrelation R und kann nur mittels MONDEX-STEP gezeigt werden. Wir denieren nun
ein neues Prädikat PJINV, das alle Denitionsbestandteile von R bis auf die Forderung nah
AINV enthält. Damit gilt (R(...) ↔ PJINV(...) ∧ AINV(...).
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Anshlieÿend kann mit symbolisher Ausführung von MONDEX-STEP-CONCRETE begonnen
werden. Die dadurh entstehende Falluntersheidung mit der Wahl des nähsten Agenten-
shrittes (s. Seite 212) ergibt sih auh bei symbolisher Ausführung von MONDEX-STEP.
Dadurh können alle Fälle auÿer dem Fall für PURSE-CARDLET sofort geshlossen werden.
Hier ergibt sih analog zu Cindy und nah Wahl eines konkreten purse-ardlet Agenten und
Expansion der Denition von PURSE-CARDLET-CONCRETE von Seite 218 für diesen Agenten
agent jetzt die eigentlihe Korrektheitsaussage für die Implementierung:
Theorem:
Mondex-Step-Impl-orret:
〈TOSTORE(agent, inputs; store)〉 store = store1,







〈|FROMSTORE(agent, st; outdo, inputs, store1)|〉




Die Beweisverpihtung besagt: Nah Mapping der abstrakten Eingabe für den Agenten agent
mittels TOSTORE und in einem Zustand beginnend, in dem die Simulationsrelation galt, muss
nah Ausführung der Implementierung mittels step und anshlieÿendem Versenden mittels
SEND sowie Rük-Mapping mittels FROMSTORE ein Protokollshritt auf abstrakter Ebene
existieren, nah dem wiederum die Simulationsrelation gilt.
Für den Beweis dieser Aussage (und dies ist der eigentlihe Inhalt der Mondex Verikation)
mahen wir uns nun die Beweistehnik der wehselseitigen Ausführung von abstrakter und
konkreter Ebene zu Nutze. Die Grundidee hierbei ist es, eine sinnvolle Modularisierung der
abstrakten und konkreten Ebene anhand der Methodenaufrufe des Java Programms und der
Regeln der abstrakten ASM zu nden. Intuitiv kann man sih vorstellen, dass die obige Kom-
mutierungsbedingung noh in weitere kleinere Diagramme zerlegt wird. So wird z.B. für die
konkrete Java Methode checkInDoc ein Theorem formuliert, das diese mit der abstrakten
Regel CHECKINDOC in Beziehung setzt und fordert, dass nah Ausführung von beiden die
Simulationsrelation gilt, wenn diese vorher auh galt. Genauso verfährt man dann mit den
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weiteren Methoden und Regeln.
Die naive Beweistehnik wäre es, MONDEX-STEP und MONDEX-STEP-CONCRETE bis zu
atomaren Programmkonstrukten auszuführen und erst nah Ausführung dieser dann die Gül-
tigkeit von R auf den Nahfolgezuständen wieder zu beweisen. Dies ist auf Grund der immensen
Komplexität der durh die symbolishe Ausführung beider Ebenen so entstehenden prädika-
tenlogishen Beweisverpihtung niht praktikabel. Statt dessen werden kleinere Diagramme
gesuht, die dann anshlieÿend über die Simulationsrelation jeweils miteinander verkettet wer-
den können.
Abbildung 12.5: Weitere Zerlegung bei Mondex am Beispiel von STARTFROM
Betrahten wir Abb. 12.5: Die ursprünglihe Beweisverpihtung für die Korrektheit eines
Shrittes (hier exemplarish mit STARTFROM gezeigt) ist durh die durhgezogenen Pfeile
angegeben. Dies ist genau die Beweisverpihtung Mondex-Step-Corret vom Beginn dieses
Abshnitts. Diese Beweisverpihtung wird durh symbolishe Ausführung auf der konkreten
Ebene zur obigen Bedingung Mondex-Step-Impl-orret. In Abb. 12.5 entspriht dies den ge-
strihelten Pfeilen unten und der durhgezogenen Pfeile oben. Hier ist allerdings noh keine
wirklihe Modularisierung des Beweises erkennbar. Um diese zu erreihen, verwenden wir die
kleineren, durh gepunktete Pfeile gezeigten Diagrammen in Abb. 12.5:
• Die Ausführung von TOSTORE und receive auf konkreter Ebene stellt dem Java
Programm lediglih die Eingabe zur Verfügung, der Zustand ändert sih noh niht.
Damit erhalten wir bezüglih PJINV ein 0:2 Diagramm.
• Die Ausführung von checkInDoc(), getInsByte und startfrom() entspriht je-
weils 1:1 bezüglih PJINV den abstrakten Gegenstüken CHECKINDOC, GETINSBYTE
und PSTARTFROM.
• Die Ausführung von send() und FROMSTORE auf konkreter Ebene extrahiert lediglih
die Ausgabe des Java Programms aus dem Speiher, der Zustand ändert sih wieder
niht. Damit erhalten wir bezüglih PJINV wieder ein 0:2 Diagramm.
• Das konkrete SEND entspriht genau 1:1 dem abstrakten SEND.
233
KAPITEL 12. ERGEBNISSE IM DETAIL: MONDEX
Über die abgeshwähte Simulationsrelation PJINV können diese Diagramme nun verbunden
werden und zusätzlih mit AINV die Simulationsrelation R auf dem Nahfolgezustand gezeigt
werden.
Exemplarish wollen wir diese Beweistehnik nun auh noh durh entsprehende Lemmata
illustrieren. Dabei werden wir auh feststellen, dass noh einige Zusatzeigenshaften neben
dem eben beshriebenen generellen Shema benötigt werden.
Zunähst betrahten wir das Theorem für TOSTORE und receive. Hier ist zu beahten, dass
dieses Theorem shon reht genau der bereits aus den vorangegangenen Kapiteln 6.9, 8.7 und
11.3.2 bekannten und auh für Cindy verwendeten Eigenshaft TOSTORE-reeive entspriht.








〈TOSTORE(agent, inputs; store)〉 (store = store1)
store1(agent)1 = st1 ⊢
〈st1; r1 = Purse.theinstance.comm.receive();〉
( java2do(r1, st1) = inputs(agent)(1) .rst
∧ validDo(r1, st1)
∧ validref(`dos2store', r1, Doument, st1)
∧ SINV(store[agent ; st1),
∧ PJINV( astate, state[store; store1[agent ; st1℄℄)
);
Die Formel besagt: Galt vor Ausführung von TOSTORE und receive bereits PJINV, so gilt
dies auh danah, wenn die Komponente store des konkreten Zustands state auf den sih so
ergebenden Speiher st1 gesetzt wird. Bei genauerer Betrahtung des Theorems fällt bereits
die erste nötige zusätzlihe Eigenshaft für den Verfeinerungsbeweis auf: In der Nahbedin-
gung ndet sih das Prädikat SINV (für strong Invariant). Dieses ergänzt die bereits oben
gezeigte PJINV für den Java Speiher. Die zusätzlih nötige Eigenshaft bezieht sih auf die
Felder, die zur zwishenzeitlihen Speiherung der Eingabe und Ausgabe sowie zur Feststel-
lung der Ausführung einer receive Operation von TOSTORE gesetzt werden. Hier muss
z.B. Typkorrektheit und Enthaltensein der Felder im Speiher gefordert werden. Die weite-
ren Nahbedingungen (wie z.B. die Korrektheit der entstandenen Eingabe java2do(r1, st1) =
inputs(agent)(1) .rst) müssen ebenfalls ggf. für weitere Lemmata als Vorbedingungen weiter
verwendet werden. Hier zeigt sih bereits, dass ausshlieÿlih die Information, die in PJINV
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enthalten ist, niht für einen korrekten Beweis ausreiht.
Nah receive wird im weiteren Kontrolluss die checkInDoc Methode ausgeführt. Deren








validref(`dos2store', r1, Doument, st1),
java2do(r1, st1) = do,
poolrestrition(do), store(agent) = st1
⊢
〈st1 ; r2 = Purse.theinstance.checkIndoc(r1);〉
〈hekInDo(agent, sesskey; do) 〉
( java2do(r2, st1) = do
∧ validDo(r1, st1)
∧ validref(`dos2store', r1, Doument, st1)
∧ SINV(store[agent ; st1),
∧ PJINV( astate, state[store; store1[agent ; st1℄℄)
);
Das Theorem besagt: Falls die Invarianten gelten und ein Speiher st1 die Repräsentation
eines wohlgeformten Dokumentes do enthält und im Anshluss sowohl konkrete als auh
abstrakte Ebene CHECKINDOC bzw. checkInDoc ausführen, so gilt die Gleihheit auh für
die Ausgabe und die Invarianten gelten wieder.










KAPITEL 12. ERGEBNISSE IM DETAIL: MONDEX
⊢
〈st; r0 = Purse.instance.startFrom(r2);〉
〈PSTARTFROM(do, ...; outdo, ...)〉
( SINV(st)
∧ PJINV( astate, state[store; store1[agent ; st1℄℄)
∧ java2do(r0, st) = outdo
∧ validDo(r0, st)
∧ validref(`dos2store', r0, Doument, st)) ;
Die Nahbedingung obiger Formel besagt, dass die Invarianten nah Ausführung von PSTART-
FROM und startFrom wieder gelten und die abstrakte Ausgabe outdo im konkreten Spei-
her gleih ist. Die Vorbedingung ist hier nun (bis auf die üblihen Invarianten) oen gelassen.
Dies liegt daran, dass sih insbesondere bei PSTARTFROM nun eine der Komplexitäten der
Mondex Verikation zeigt: Es werden wieder Vorbedingungen benötigt, die über PJINV hin-
ausgehen. Das Problem hierbei ist allerdings, dass diese Vorbedingungen sih nur aus dem
Ausführungsergebnis vorangegangener Operationen herleiten lassen. Ein einfaheres Beispiel
hierfür ist die Notwendigkeit, für eine erfolgreihe Ausführung von startFrom wissen zu
müssen, dass zuvor checkInDoc die korrekte Struktur der Eingabe überprüft hat. Mit diesen
Annahmen ist startFrom programmiert worden. Erinnern wir uns an die obige Implemen-
tierung, so fällt z.B. auf, dass gleih die erste Zeile
1 Document dmsgna = checkName(indoc.getPart((short)1));
eine NullpointerException liefern würde, wäre indo null. Durh die Überprüfung durh
checkInDoc ist dies allerdings ausgeshlossen. Die eine Möglihkeit wäre nun, in der Vorbe-
dingung von obigem Theorem startfrom-orret einfah alle Eigenshaften, die checkInDoc
siherstellt, prädikatenlogish aufzuführen. Dadurh wäre allerdings wenig gewonnen, würde
man doh so im wesentlihen das selbe komplexe Ergebnis erhalten, als hätte man checkInDoc
gleih komplett symbolish ausgeführt. Eine bessere Möglihkeit ist es daher, einfah die Tat-
sahe, dass das abstrakte hekInDo ein korrektes Ergebnis geliefert hat, in die Vorbedingung
aufzunehmen. Im Anshluss kann dann aus dieser Tatsahe und dem Mapping zwishen ab-
strakten und konkreten Dokumenten einfaher gefolgert werden, dass bestimmte Eigenshaf-
ten gelten (wie hier z.B. die Ungleihheit zu null). Wir müssen also Eigenshaften wie die
folgenden in die Vorbedingung von startfrom-orret aufnehmen:
is-dolist(do1),
poolrestrition(do1),
〈hekInDo(agent, sesskey1; do1)〉 (do1 = do0),
get-part(do0, 1) = intdo(INS_START_FROM),
do = get-part(do0, 2),
java2do(r2, st) = do
validDo2(r2, st),
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validref(`dos2store', r2, Doument, st)
Diese besagen: Eine Dolist do1 wurde durh hekInDo zu do0 transformiert. Bei diesem
Ergebnis handelt es sih nun um eine STARTFROM Nahriht und der Speiher enthält an
Referenz r2 eine wohlgeformte Entsprehung genau des Datenteils (get-part(do0, 2)) dieser
Nahriht.
Leider war dies niht immer so möglih wie eben beshrieben. Eine weitere Hauptkomplexität
bei der Mondex Verikation war die Tatsahe, dass manhmal reht spät im Beweis Eigenshaf-
ten benötigt wurden, die durh frühe Methodenaufrufe sihergestellt werden - allerdings zu
dem frühen Zeitpunkt niht sofort erkennbar waren. Dies führte oft zu mehrmaligen Iteratio-
nen im Gesamtbeweis, da frühe Lemmata geändert werden mussten. Ein Beispiel ist wiederum
STARTFROM. In der Implementierung von startFrom wird die Methode mkpd aufgerufen.
Diese Methode soll, wie oben auf Seite 224 bereits gezeigt, die übergebenen Parameter (die
beiden Namen als byte[ ] , den zu übertragenden Wert und die beiden Sequenznummern als
short) in das Feld .pd kopieren. Nun ist einer der beiden byte[ ] Referenzparameter der
Wert der Feldes .name von Purse, der andere ist eine Referenz aus dem Eingabedokument
indoc. Nun kann es mit den bisherigen Vorbedingungen sein, dass die Speiherstruktur wie in
Abb. 12.6 dargestellt aufgebaut ist. Die Eingabe indo enthält einen Zeiger auf den byte[ ]
Wert im ersten Teil der paydetails in .pd von Purse. Damit würde die Implementierung
von mkpd (die ebenfalls shematish in Abb. 12.6 gezeigt ist) zunähst mit der ersten Anwei-
sung den eigenen NAME in den ersten Slot der PD_NAME1 der paydetails kopieren. Damit
würde aber der dort auf Grund des Sharings mit der Eingabenahriht ebenfalls gespeiherte
SF_NAME übershrieben werden und die dritte Kopieroperation hätte niht das intendierte
Verhalten.
Abbildung 12.6: Fehlerhafte Speiherstruktur in Mondex
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Die beshriebene Situation kann in der Realität niht vorkommen, da der Pool disjunkt zu
den Speiherinhalten der Implementierung sein muss (dies haben wir auh shon in Kap. 8.3.6
beshrieben). Dennoh sind unsere bisherigen Vorbedingungen in startfrom-orret niht stark
genug, um die Situation in Abb. 12.6 auszushlieÿen. Als zusätzlihe Vorbedingung muss daher
hinzugenommen werden:
disjoint(`MONDEX-javaprog', st[.theinstane℄ .refval + r2, st)
Diese besagt: alle Referenzen, die von st[.theinstane℄ erreihbar sind, sind disjunkt zu allen
Referenzen, die von der Eingabe r2 erreihbar sind.
Leider ist diese Vorbedingung niht ohne weiteres zu diesem späten Zeitpunkt im Beweis her-
leitbar. Sie folgt nur aus einer weiteren Eigenshaft der receiveMethode, die ganz zu Beginn
des Beweises mittels tostore-reeive-mondex behandelt wurde (s. Anfang dieses Abshnittes).
Nun muss also zurükgegangen werden und das anfänglihe Theorem um diese Disjunktheit
in der Nahbedingung erweitert werden.
Auf die beshriebene Art und Weise wurden die Protokollshritte STARTFROM, ACK, GETDA-
TA GETBALANCE und GETSTATE bewiesen. Bezogen auf den gesamten Quellode der Purse
Klasse erreihen wir damit 85 Prozent verizierten Quellode der Mondex Anwendung.
12.7.2 Fazit und Statistiken
Es zeigt sih, dass die relativ hohe Komplexität der Mondex Anwendung dazu führt, dass
die Beweise nur shwer geradlinig zu führen sind und einige Iterationen nötig sind. Ähnlihe
Eigenshaften wie die zum Ende des letzten Abshnitts beshriebenen wurden insbesondere
auh für den abort Methodenaufruf benötigt.
Neben den gerade beshriebenen Problemen zeigte sih auh, dass die Modularisierung essen-
tiell für die Beweise ist. Ein früher Beweisversuh ohne die Modularisierung endete ergebnislos
mit viel zu komplexen Formeln. Die symbolishe Ausführung von Java Programmen erzeugt
und fordert wesentlih mehr Vorbedingungen als dies z.B. bei DL Programmen oder ASMs der
Fall ist. Viele benötigte Eigenshaften auf dem Speiher (wie z.B. die oben benötigte disjoint
Eigenshaft für Referenzen) waren in der bisherigen Bibliothek niht enthalten und mussten
erst speziziert und mit passenden Simplikationsregeln komplettiert werden.
Allgemein zeigte sih, dass Modikationen auf dem Speiher in komplexen Zeigerstrukturen
noh der weiteren Ausarbeitung bezüglih dem erreihbaren Beweissupport und der Automa-
tisierbarkeit der Beweise bedürfen. Insbesondere destruktive Veränderungen sind shwierig zu
handhaben. Die fehlende Möglihkeit zur Speiherallokation auf Chipkarten führt ferner dazu,
dass alle Strukturen (auh z.B. temporäre Zwishenstrukturen) bereits initial komplett und
korrekt angelegt werden müssen. Dies vergröÿert die Invariante stark. Die gesamte Simulati-
onsrelation beinhaltet daher 87 vershiedene Eigenshaften. Allein 58 davon sprehen nur über
Inhalte des Java Speihers von Mondex. Alle diese Eigenshaften zerfallen wieder in weitere
Teilformeln.
Generell ist das Handling von Zeigerstrukturen in KIV noh verbesserungswürdig. Ein erster
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Shritt in diese Rihtung wurde dabei durh eine alternative Spezikationsmethodik für den
Speiher bereits durhgeführt. Es wurde hierbei versuht, eine Axiomatisierung anzugeben,
die ausshlieÿlih typkorrekte Speiherinhalte zulässt. Dies würde Vorbedingungen wie validref
einsparen. Die Tauglihkeit dieser Ansätze lässt sih heute allerdings noh niht verlässlih
feststellen.
Rükblikend betrahtet lässt sih sagen, dass die Verikation niht ein einzelnes groÿes und
inhaltlih shwieriges Problem beinhaltete, sondern vielmehr durh die Summe vieler einzelner
kleinerer Komplikationen zu der jetzigen Komplexität führte.
Die hohe Komplexität der Fallstudie zeigt sih auh in den Statistiken. Die Mondex Fall-
studie ist siherlih bezüglih dieser Zahlen eine der bisher gröÿten mit dem KIV System
durhgeführten Fallstudien. Die Verikation der Mondex Fallstudie benötigte (jeweils ohne
Bibliotheken):
• 193 Axiome
• 97 vershiedene Sortendenitionen
• 1702 Theoreme
• 87162 Beweisshritte insgesamt
• 30147 Benutzerinteraktionen (Automatisierungsgrad: 65 Prozent)
Bezieht man sämtlihe Spezikationen bis hin zur Basisbibliothek für z.B. natürlihe Zahlen
in die Statistik mit ein, baut die Mondex Spezikation auf
• 2.525 Axiomen
• 12.794 Theoremen
• und Beweisen im Umfang von 195.796 Beweisshritten (77.285 Interaktionen) auf.
Im Vergleih zur Cindy Anwendung erreiht die Mondex Anwendung damit die fast 10-fahe
Komplexität. Die Zeit, die für die Mondex Verikation benötigt wurde, ist shwer zu messen.
Sie liegt siherlih bei a. 6 Personenmonaten durh entsprehend geshultes Personal. Shlieÿt
man die Verikation aller vier Abstraktionsebenen der Mondex Applikation mit ein, so liegt
der Gesamtaufwand bei etwa 12 Personenmonaten. Die äuÿerst hohen Garantien, die man mit
dem hier vorgestellten Ansatz bezüglih der Verlässlihkeit und Siherheit der Anwendung
letztendlih gewinnt, rehtfertigen diesen Aufwand in siherheitsrelevanten und hohkritishen
Bereihen durhaus.
12.8 Vergleih zum Ansatz des KeY Projektes
Während viele Arbeitsgruppen ihre Verikationswerkzeuge auf die Mondex Fallstudie anwen-
deten (ein Überblik wurde bereits in Kap. 12.3.1 gegeben), gibt es eine Arbeit, deren Anspruh
sehr ähnlih zu den Konzepten dieser Arbeit ist. Mit dem KeY System [19℄ wurde bereits in
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Kap. 4.2 ein weiteres eng zu KIV verwandtes Verikationswerkzeug vorgestellt. In [165℄ und
[182℄ zeigen Tonin und Shmitt eine Verikation der Mondex Fallstudie mittels dieses Sys-
tems. In diesem Abshnitt sollen die Untershiede zwishen diesen Arbeiten und den hier
vorgestellten Arbeiten erläutert werden.
Die Autoren der KeY Verikation implementieren die Mondex Anwendung in JavaCard. An-
shlieÿend wird jede so entstandene Methode mittels JML [115℄ annotiert. Aus den Annotatio-
nen werden dann Beweisverpihtungen in der dynamishen Logik des KeY Systems erzeugt
(Untershiede zur Logik des KIV Systems wurden bereits in Kap. 4 vorgestellt). Die Beweis-
verpihtungen werden dann zum gröÿten Teil vollautomatish mit dem System mit einem
eigenen Kalkül für JavaCard veriziert.
Die Annotationen geben das jeweils intendierte Verhalten der Methoden vor. So muss z.B. für
eine valMethode für den VAL Protokollshritt gelten, dass falls der Zustand vorher EPV war,
er danah IDLE ist (in [165℄ wird zusätzlih noh ENDT als Zustand nah einer Transaktion
eingeführt) und die balance entsprehend korrekt um den Wert der paydetails erhöht
wurde. Alle Annotationen beziehen sih - wie in JML üblih - auf z.B. Felder der implemen-
tierenden Klasse. Da damit eine Spezikation auf der Ebene des Quellodes stattndet, ergibt
sih niht die Möglihkeit zur Abstraktion. Dies ist bereits der erste und wohl auh grundle-
gendste Untershied zur hier vorgestellten Arbeit: Es ndet keine abstrakte Spezikation und
keine Verfeinerung statt. Die Möglihkeit zur abstrakten Spezikation mit z.B. abstrakten
Datentypen oder Konzepten wie ASMs existiert derzeit im KeY System niht.
Damit muss in KeY die Siherheit der Mondex Anwendung direkt auf der Quellode Ebene
bewiesen werden. Dies wird von den Autoren der genannten Papiere auh durhgeführt. Dabei
ergeben sih folgende Punkte: Die KeY Implementierung verwendet keinerlei Kryptographie.
Statt dessen gehen die Autoren davon aus, dass die Eingabenahrihten (die einfahe APDUs,
also Sequenzen von Bytes sind) niht gefälsht werden können. Es ndet keine Transforma-
tion in Datentypen ähnlih zu den Document Typen dieser Arbeit statt. Die Annahme der
Unfälshbarkeit wurde dabei wohl aus der Original Fallstudie [174℄ übernommen. Auf dem
dortigen abstrakten Spezikationslevel ist die Annahme noh tragbar, in einer Implementie-
rung ist sie zumindest fragwürdig. Dazu antwortet die vorgestellte Implementierung auf jede
Eingabenahriht lediglih mit einem Flag für OK bzw. Fehler. Insbesondere generieren
die Chipkarten damit selbst keine Nahrihten, sondern es wird davon ausgegangen, dass ein
Terminal existiert, dass die rihtigen Nahrihten zur rihtigen Zeit erzeugt. Dies steht im Wi-
derspruh zu den Anforderungen der Fallstudie aus [174℄. Diese besagt: All seurity measures
have to be implemented on the ard und One released into the eld, eah purse is on its own:
it has to ensure the seurity of all its transations without reourse to a entral ontroller..
Eine Chipkarte, die keine Kryptographie verwendet und auf jede Eingabenahriht nur mit
einem Erfolgsag antwortet, kann sehr einfah gefälsht werden. Damit wäre in der Realität
mit der Implementierung des KeY Projektes die Generierung von Geld mit gefälshten Kar-
ten trivial möglih. Unter realen Bedingungen können also die Siherheitseigenshaften der
Mondex Anwendung niht in dieser Implementierung gelten.
Mit den genannten Einshränkungen gerät die Implementierung wesentlih einfaher als die
in der vorliegenden Arbeit vorgestellte. Die Autoren verwenden keine komplexen Datentypen,
sogar die Namen der Purses werden lediglih durh einen short Wert angegeben (was die
Anzahl von Karten auf maximal 32767 beshränkt). Lediglih für die PayDetails wird eine
eigene Klasse verwendet, das Exeption Log ist ein Array solher Objekte.
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Shlieÿlih geben die Autoren eine Verikation der Siherheitseigenshaften der Mondex An-
wendung an - unter obigen Annahmen. Dabei ist folgendes zu beahten: Der mit JML verfolgte
Ansatz, eine Spezikation mittels Design-by-Contrat auf Methodenebene vorzugeben, erlaubt
es niht, einen globalen Blik auf Kommunikationsverhalten zwishen mehreren Komponenten
zu haben. Die Siht ist auf ein Programm in seiner virtuellen Mashine beshränkt. Damit
kann eine Aussage wie Über alle Protokollshritte hinweg wird die Summe der Kontostände
aller Chipkarten niht gröÿer niht formuliert werden.
Ebenso kann keine Kausalität zwishen mehreren Methodenaufrufen ausgedrükt werden. Ein
Beispiel: Ein Aufruf der Methode select muss in JavaCard zu Beginn jeder neuen Verbin-
dung zu einer Chipkarte erfolgen, erst danah kommt process mit der eigentlihen Pro-
tokollfunktionalität. Übernimmt nun select wesentlihe Funktionalität (bei der genannten
Mondex Implementierung das Logging vorhergegangener fehlgeshlagener Transaktionen), so
kann niht beweisen werden, dass diese auh tatsählih vor Beginn einer neuen Kommunika-
tion ausgeführt wird. Anders ausgedrükt: Es kann niht bewiesen werden, dass die Mondex
Karten tatsählih fehlgeshlagene Transaktionen korrekt loggen, da niht ausgedrükt werden
kann, dass der entsprehende Aufruf immer (ausgelöst durh das Kartenbetriebssystem) vor
einem neuen Protokoll erfolgt.
Statt dessen wird folgendes gezeigt: es wird angenommen, dass in jedem Zustand, in dem eine
Purse niht im Zustand IDLE ist, eine Partnerbörse existiert (eine zweite Instanz der Purse
Klasse), die sih in einem zum Protokoll passenden Zustand bendet. In diesen Zuständen wird
mittels einer Beweisverpihtung für eine künstlihe Methode showProperties mit leerem
Methodenrumpf gezeigt, dass der bereits gebuhte Wert auf der Partnerbörse und der eigene
bereits gebuhte Wert niht im Widerspruh zu der Tatsahe benden, dass Geld verloren
gehen könnte. Alternativ ausgedrükt: Wenn eine Partnerbörse existiert, die sih gemäÿ dem
Protokoll verhalten hat, so ist die Summe des aktuell auf der einen Seite bereits abgebuhten
(negativ verrehnet) und dem auf der anderen Seite gutgeshriebenen Betrag plus (sollte die
Transaktion derzeit in einem kritishen Zustand sein) dem aktuellen Transaktionswert gleih
null. Die Autoren argumentieren, dass dies die Siherheitseigenshaft ALL VALUE ACCOUN-
TED siherstellt, die besagt, dass die Summe aller paarweise existenten Logeinträge und die
Summe der balanes der Karten konstant bleibe. Diese Argumentation wird allerdings durh
folgenden Fehler in der Implementierung in Frage gestellt: Die Autoren geben eine Implemen-
tierung an, in der das Loggen einer fehlerhaften Transaktion durh einfahes Eintragen der
Referenz der aktuellen PayDetails an die nähste freie Stelle im exLogArray realisiert wird.
Dies ist falsh, denn dadurh zeigen nah mehrfahen Logging alle exLog Einträge auf die glei-
he Referenz und shlimmer noh ändert das Starten einer neuen Transaktion per Seiteneekt
die Logeinträge. Da die Siherheitseigenshaft ALL VALUE ACCOUNTED besagt, dass eben
diese Log Einträge die lost Komponenten rihtig implementieren, kann die Implementierung
die Siherheitseigenshaft niht erfüllen. Den Autoren der KeY Verikation ist dieser Fehler
niht aufgefallen, da aus genannten Gründen die Eigenshaft niht direkt veriziert werden
konnte und auh keine weiteren Eigenshaften über das exLog gezeigt wurden.
Zusammenfassend lässt sih folgendes festhalten: Unter Berüksihtigung der von den Autoren
getroenen Annahmen kann die Implementierung des KeY Projektes niht mit der hier vorge-
stellten Implementierung verglihen werden. Zwar implementieren beide die gleihe Fallstudie,
die Annahmen an die Umgebung in der KeY Verikation und das Fehlen einer abstrakten Ebe-
ne und einer Verfeinerungstheorie mahen die Ansätze allerdings niht direkt vergleihbar. Es
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besteht die Vermutung, dass eine Verfeinerungstheorie oben genannten Quellodefehler gefun-
den hätte, da mit einer solhen die Gleihheit der Logs auf abstrakter und konkreter Ebene
gezeigt hätte werden müssen, was mit dem Programmierfehler niht möglih gewesen wäre.
Die KeY Verikation ist nah Meinung des Autors dieser Arbeit daher niht als realistishe
Implementierung anzusehen - allein shon wegen des Fehlens kryptographisher Operationen
und der Generierung von Nahrihten durh das Terminal. Vielmehr handelt es sih mehr
um eine weitere Spezikation der Mondex Fallstudie, in der die Java Programmiersprahe
als Spezikationssprahe verwendet wurde. Hervorzuheben ist dagegen insbesondere der hohe




13.1 Erreihte Ziele und Erfahrungen
In der Arbeit wurde eine Verfeinerungsmethodik für Kommunikationsprotokolle in Java vorge-
stellt. Mit den erreihten Ergebnissen ist es möglih, lauähige Implementierungen für kommu-
nizierende siherheitskritishe Systeme z.B. aus E-Commere Szenarien formal auf Korrektheit
und den Erhalt von Siherheitseigenshaften zu überprüfen. Die vorliegende Arbeit ist - nah
bestem Wissen - die Erste, die eine Abstraktion vom Code Level zu einem High-Level Spezi-
kationsframework für Kommunikationsprotokolle erreiht und daher für eine shrittweise und
modulare Verikation von Protokollen geeignet ist.
Das dazu ausgearbeitete Verfeinerungsframework ist generish für Protokollimplementierungen
in Java einsetzbar. Es baut dabei auf der Verfeinerungstheorie des Data Renements und einer
speziellen Variante der Verfeinerungstheorie für Abstrat State Mahines auf. Auf der abstrak-
ten Ebene ist die bereits erprobte Proseo Methodik zur Spezikation und Verikation von
abstrakten Protokollbeshreibungen Grundlage der Arbeit. Durh eine korrekte Verfeinerung
dieser Proseo Spezikationen mittels der hier vorgestellten Tehniken übertragen sih die
Siherheitseigenshaften, die getrennt auf dem abstrakten Level veriziert werden können, auf
die Implementierung.
Wesentlih ist dabei eine Denition einer Datentypumwandlung zwishen Implementierung
und abstrakter Spezikation. Dabei darf allerdings niht die reale Umgebung einer Proto-
kollimplementierung auÿer Aht gelassen werden. Es zeigt sih, dass die bloÿe Betrahtung
der abstrakten Spezikation und deren Angreifermöglihkeiten in der Realität niht ausreiht.
Statt dessen müssen auh weitere, nur durh einen Angreifer auf dem Code Level vorkom-
mende Bedrohungen betrahtet werden. Diese konnten in dieser Arbeit formal harakterisiert
werden und insbesondere konnte auh durh eine zweistuge Herangehensweise eine generishe
Behandlung zusätzliher Angrie in der Implementierung erreiht werden. Dazu wurde exem-
plarish eine Datenübertragungsshiht deniert und eine entsprehende Implementierung für
diese angegeben. Die Implementierung wurde als korrekt bezüglih ihrer Spezikation nah-
gewiesen und kann damit in allen weiteren Anwendungen wieder verwendet werden.
Die Methodik wurde in dieser Arbeit auf zwei groÿe Fallstudien angewandt, eine J2ME Tike-
ting Applikation für Mobiltelefone sowie auf eine JavaCard Implementierung der Mondex
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Geldkarte. Beide Fallstudien konnten mit der vorgestellten Tehnik veriziert werden. Die
Verikation der Mondex Anwendung wurde dabei bereits auf einem viel abstrakteren Level
im Jahr 2006 als eine der Grand Challenges in Verikation [99℄ ausgerufen. Die hier vorge-
stellte Verikation erweitert diese Challenge noh um ein tatsählihe korrekte Implementie-
rung in JavaCard. Ein groÿer Teil der dabei erarbeiteten Ergebnisse ist durh die generishe
Verfeinerungsbibliothek für andere Fallstudien weiterverwendbar. Das Ergebnis der Mondex
Verikation war der umfangreihste Beitrag zum Veried Software Repository aller beteiligten
internationalen Gruppen.
Darüber hinaus haben sih im Lauf der Arbeit groÿe Erweiterungen am Java Beweissupport
im KIV System ergeben. Insbesondere wurden durh die Arbeit groÿe Basisspezikationen
zu Eigenshaften von Zeigerstrukturen und anderen Speiherinhalten angelegt. Die gesamte
Herangehensweise in der Arbeit setzte sehr stark auf die Objektorientierung der Java Pro-
grammiersprahe. Ein groÿer Bestandteil dieser Spezikationen beshäftigte sih daher mit
Typkorrektheit von Strukturen, die vollständig formal harakterisiert wurde. Darüber hinaus
konnten auh viele interessante Eigenshaften von Strukturen wie z.B. Zyklizität, Pfadexistenz
oder Vorliegen von Pointer-Sharing speziziert und eingesetzt werden. Zu diesen Themen lag
zu Beginn der Arbeit noh nihts im KIV System vor. Die entstandenen Bibliotheken sind
ebenfalls einfah in anderen Fallstudien wiederverwendbar.
Dennoh war die hier vorgestellte Verikation teils mit hohen Aufwänden verbunden, die
zum Einen naturgemäÿ durh den Einsatz eines interaktiven Verikationswerkzeugs und zum
Anderen durh die beshriebene Notwendigkeit zur Denition vieler zuvor niht behandelter
Eigenshaften über Java Programme entstanden. Nihts desto weniger gewinnt man durh den
Einsatz eines interaktiven Tools wie KIV überhaupt erst die Möglihkeit, mit solh komple-
xen Implementierungen wie den hier beshriebenen formal umgehen zu können. Derzeit sind
vollautomatishe Werkzeuge niht in der Lage, abstrakte Spezikationen und eine Implemen-
tierungsebene zusammen mittels eines Ansatzes wie dem hier vorgestellten zur Verfeinerungs-
korrektheit verizieren zu können.
Ein Teil des teils hohen Aufwandes zur Verikation der Fallstudien kommt dabei auh von
der Art und Weise der Denition des Java Speihers. Hier wurden inzwishen auh weite-
re Arbeiten aufgenommen und es wurde eine alternative Axiomatisierung des Java Heaps
durhgeführt, die nur typkorrekte Strukturen innerhalb des Speihers zulässt. Damit entfallen
dann einige der komplexeren Argumentationen zur Typkorrektheit von Speiherstrukturen.
Die Praxistauglihkeit dieses Ansatzes muss sih allerdings erst noh in weiteren Fallstudien
zeigen.
Neben dieser Änderung des Java Speihermodells wurde im Laufe der Arbeit auh mit der
Anbindung von automatishen statishen Codeanalysetehniken an das KIV System experi-
mentiert. Viele Eigenshaften von Java Programmen, wie etwa Aussagen über die von einem
Programmstük potentiell veränderten und in jedem Fall gleih belassenen Speiherteile, kön-
nen mittels statisher Analyse ebenso genau wie mit interaktiven System und insbesondere
automatish veriziert werden. Dadurh ergibt sih nohmals eine groÿe Vereinfahung. Die
weitere Ausarbeitung im Bereih der Anbindung vollautomatisher Systeme für die Verikati-
on von Teileigenshaften ist siherlih ein überaus wihtiges Thema für weitere Entwiklungen.
Darüber hinaus konnten in der hier vorgestellten Arbeit viele Erkenntnisse gewonnen werden,
welhe Dinge bei der Verikation von Java Programmen im Allgemeinen und bei Kommu-
nikationsprotokoll Implementierungen im Besonderen zu beahten sind. Insbesondere laufen
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derzeit bereits in einem anderen Dissertationsvorhaben Bemühungen, Implementierungen wie
die hier verizierten mittels Model Driven Development teils automatish und dann bereits
per Konstruktion korrekt aus Modellen erzeugen zu können. Insbesondere eine verlässlihe
Korrektheitsaussage bezüglih der Transformation der Modelle zu Code bzw. zu abstrakten
Spezikationen muss sih dabei wieder mit ähnlihen Punkten beshäftigen, wie dies in dieser
Arbeit dargelegt wurde. Damit kann die Arbeit auh als Grundlage für weitere Entwiklungen
dienen.
Neben der reinen Verikation von Kommunikationsprotokollen und ihren Implementierungen
ist es mit der vorgestellten Methodik im Allgemeinen auh möglih, sämtlihe Arten von
reaktiven Systemen mit Input, Output und Zustandsübergangsverhalten zu verizieren. An-
zupassen sind dabei natürlih die Datentypen, die Denitionen zum Datentypmapping und
zur Spezikation der abstrakten Ebene. Die Grundstruktur der Datenwandlung, Einbettung
der Java Implementierung in eine ASM und die grundlegenden Beweisverpihtungen bleiben
allerdings auh für andere Anwendungsdomänen erhalten.
Zusammenfassend hat die Arbeit sowohl eine Fragestellung der aktuellen Forshung beant-
wortet, allerdings auh Raum zur Weiterentwiklung, weiteren Automatisierung und der An-






Folgende Grak illustriert die Spezikationshierarhie für die Datentypen, Implementierungen,
Prädikate und Funktionen für Dokumente, Transformationsshiht und Bibliotheken. Ellipsen
bezeihnen dabei einzelne algebraishe Spezikationen, Rehteke bezeihnen ganze Spezika-
tionsbibliotheken wie z.B. für die Java-Datentypen oder die Proseo-Bibliothek. Neben den
Ellipsen sind jeweils exemplarish die Signatursymbole angegeben, die in der Spezikation
eingeführt werden.
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11 private BACrypto bacrypto;
12 private BAComm bacomm;
13
14 private static final byte EMPTYDOCTYPE = (byte)0;
15 private static final byte INTDOCTYPE = (byte)1;
16 private static final byte KEYDOCTYPE = (byte)2;
17 private static final byte NONCEDOCTYPE = (byte)3;
18 private static final byte SECRETDOCTYPE = (byte)4;
19 private static final byte HASHDOCTYPE = (byte)5;
20 private static final byte ENCDOCTYPE = (byte)6;
21 private static final byte SIGDOCTYPE = (byte)7;
22 private static final byte DOCLISTTYPE = (byte)8;
23
24 int c = 0;
25
26 public Coding(BACrypto bacrypto, BAComm bacomm){
27 this.bacrypto = bacrypto;
28 this.bacomm = bacomm;
29 }
30
31 public byte[] encode(Document d) {
32 return encoderec(d, 0);
33 }
34
35 public byte[] encoderec(Document d, int c){
36 if (c > 1000000000) return null;
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37 byte[] docValue = null;
38 byte head = 0;
39 byte[] bytes = null;
40 if (d == null) {
41 return new byte[]{ EMPTYDOCTYPE, 0, 0, 0, 0 };
42 }
43 else if(d instanceof IntDoc){
44 docValue = ((IntDoc)d).getValue();
45 if(docValue == null || ! noLeadingZeros(docValue,0))
46 return null;
47 head = INTDOCTYPE;
48 }
49 else if (d instanceof KeyDoc){
50 Key key = ((KeyDoc)d).getKey();
51 if(key == null)
52 return null;
53 docValue = key.getBA();
54 if(docValue == null || ! noLeadingZeros(docValue,0))
55 return null;
56 head = KEYDOCTYPE;
57 }
58 else if (d instanceof NonceDoc){
59 Nonce nonce = ((NonceDoc)d).getNonce();
60 if(nonce == null)
61 return null;
62 docValue = nonce.getNonce();
63 if(docValue == null || ! noLeadingZeros(docValue,0))
64 return null;
65 head = NONCEDOCTYPE;
66 }
67 else if (d instanceof SecretDoc){
68 docValue = ((SecretDoc)d).getSecret();
69 if(docValue == null || ! noLeadingZeros(docValue,0))
70 return null;
71 head = SECRETDOCTYPE;
72 }
73 else if (d instanceof HashDoc){
74 docValue = ((HashDoc)d).getHash();
75 if(docValue == null)
76 return null;
77 head = HASHDOCTYPE;
78 }
79 else if (d instanceof EncDoc){
80 docValue = ((EncDoc)d).getEncrypted();
81 if(docValue == null)
82 return null;
83 head = ENCDOCTYPE;
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84 }
85 else if (d instanceof SigDoc){
86 docValue = ((SigDoc)d).getSig();
87 if(docValue == null)
88 return null;
89 head = SIGDOCTYPE;
90 }
91 else if (d instanceof Doclist){
92 docValue = new byte[0];
93 head = DOCLISTTYPE;
94 Document[] docs = ((Doclist)d).getDocs();
95 if(docs == null || ! docArray(docs))
96 return null;
97 for(int i = 0; i < docs.length; i++)
98 {
99 byte[] b = encoderec(docs[i], c + 1);
100 if(b == null) return null;
101
102 if ((int)(b.length + docValue.length) < 0)
103 return null;
104 docValue = ByteArray.append(docValue, b);
105 }
106 }
107 if(docValue == null)
108 return null;
109 if(docValue.length > 2147483642)
110 return null;
111 bytes = new byte[5 + docValue.length];
112 setHead(head, bytes, docValue.length);




117 private boolean docArray(Document[] r){
118 if(r instanceof IntDoc[] ||
119 r instanceof SecretDoc[] ||
120 r instanceof NonceDoc[] ||
121 r instanceof KeyDoc[] ||
122 r instanceof HashDoc[] ||
123 r instanceof EncDoc[] ||
124 r instanceof SigDoc[] ||





130 private void setHead(byte head, byte[] bytes, int length){
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135 public Document decode(byte[] b){
136 if(b != null && validEncoding(b)){
137 if(b[0] == INTDOCTYPE){
138 return new IntDoc(ByteArray.restn(5, b));
139 }
140 else if(b[0] == KEYDOCTYPE){
141 return new KeyDoc(new Key(ByteArray.restn(5, b)));
142 }
143 else if(b[0] == NONCEDOCTYPE){
144 return new NonceDoc(new Nonce(ByteArray.restn(5, b)));
145 }
146 else if(b[0] == SECRETDOCTYPE){
147 return new SecretDoc(ByteArray.restn(5, b));
148 }
149 else if(b[0] == HASHDOCTYPE){
150 return new HashDoc(ByteArray.restn(5, b));
151 }
152 else if(b[0] == ENCDOCTYPE){
153 return new EncDoc(ByteArray.restn(5, b));
154 }
155 else if(b[0] == SIGDOCTYPE){
156 return new SigDoc(ByteArray.restn(5, b));
157 }
158 else if(b[0] == DOCLISTTYPE){






165 private Doclist decodeList(byte[] bytes){
166 if(bytes.length == 0)
167 return new Doclist();
168
169 int length = ByteArray.getInt(bytes, 1);
170
171 Document doc =
172 decode( ByteArray.firstn(length + 5, bytes) );
173 Doclist doclist =






179 private boolean validEncoding(byte[] bytes){
180 if(bytes == null) return false;
181 if(bytes.length == 0) return false;
182
183 if( bytes[0] == INTDOCTYPE
184 || bytes[0] == KEYDOCTYPE
185 || bytes[0] == NONCEDOCTYPE
186 || bytes[0] == SECRETDOCTYPE){
187 if( !( bytes != null
188 && bytes.length <= 2147483647
189 && 6 <= bytes.length) )
190 return false;
191 int length = ByteArray.getInt(bytes, 1);
192 if(length != bytes.length - 5)
193 return false;




198 else if(bytes[0] == DOCLISTTYPE){
199 if( !( bytes != null
200 && bytes.length <= 2147483647
201 && 5 <= bytes.length) )
202 return false;
203 int length = ByteArray.getInt(bytes, 1);
204 if(length != bytes.length - 5)
205 return false;




210 else if( bytes[0] == HASHDOCTYPE
211 || bytes[0] == ENCDOCTYPE
212 || bytes[0] == SIGDOCTYPE){
213 if( !( bytes != null
214 && bytes.length <= 2147483647
215 && 5 <= bytes.length) )
216 return false;
217 int length = ByteArray.getInt(bytes, 1);




222 else if(bytes[0] == EMPTYDOCTYPE){
223 if( !(bytes != null && 5 == bytes.length) )
224 return false;
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225 int length = ByteArray.getInt(bytes, 1);








234 private boolean validListEncoding(byte[] b){
235 if(b == null)
236 return false;
237 if(b.length == 0)
238 return true;
239 else {
240 if( !( b != null
241 && b.length <= 2147483647
242 && 5 <= b.length) )
243 return false;
244
245 int length = ByteArray.getInt(b, 1);
246 if(length + 5 > b.length || length < 0)
247 return false;
248 if( !validEncoding(
249 ByteArray.firstn(length + 5, b)) )
250 return false;
251 if( !validListEncoding(






258 private boolean noLeadingZeros(byte[] b, int offset){
259 if(b.length == 0) return false;
260 if( b[offset] == (byte)0
261 && (offset + 1) != b.length
262 && b[offset + 1] >= (byte)0)
263 return false;
264 if( b[offset] == (byte)-1
265 && (offset + 1) != b.length












277 public Document receive(){
278 byte[] bytes = bacomm.receive();









288 public byte[] encrypt(Key k, Document d){
289 byte[] b = encode(d);
290 if(b != null)




295 public Document decrypt(Key k, Document d){
296 Document d0 = null;
297 if(d instanceof EncDoc)









307 public byte[] hash(Document d){
308 byte[] b = encode(d);





314 public byte[] sign(Key k, Document d) {
315 byte[] b = encode(d);
316 if(b != null)
317 return bacrypto.sign(b, k.getBA());
318 return null;
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319 }
320
321 public boolean verify(Document plain, Document sig, Key k){
























10 public class Protocol {
11
12 private static Protocol theinstance;
13
14
15 private static final byte[] CINEMA = {5,5,5,0,0,0,1};
16 private static final byte LOADTICKET = 1;
17 private static final byte BUYTICKET = 3;
18 private static final byte PASSTICKET = 4;
19 private static final byte PRESENT = 5;
20 private static final int MAXTICKETLEN = 100;
21 private static final int USERPORT = 1;
22 private static final int PHONEPORT = 2;
23 private static final int DISPLAYPORT = 3;
24 private static final int DIRECTSEND = 1;
25
26
27 private CommInterface comm;
28 private static CommInterface initcomm;
29 private Doclist tickets;
30
31 public Protocol(CommInterface comm){
32 this.comm = comm;
33 // initialize database
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37 public void step(){
38 if(comm.available(USERPORT)){
39 // user-request (buy, passon oder present)




44 // received a SMS (loadticket)





50 private void phoneStep(Document inmsg) {
51 Document originator = inmsg.getPart(1);
52 inmsg = inmsg.getPart(2);
53 Doclist ticket = getTicket(inmsg, originator);
54 if(ticket != null && tickets.len() < MAXTICKETLEN){




59 private void userStep(Document indoc) {
60 indoc = indoc.getPart(2);
61 //PRESENT
62 int index = getPresentIndex(indoc);
63 if (0 <= index) {
64 comm.send(
65 nonce(tickets.getPart(index+1)),





71 index = getPassIndex(indoc);
72 if (0 <= index) {
73 byte[] receiver = getReceiver(indoc);
74 comm.send(
75 new Doclist(new Document[]{









84 //BUY (only forwarding user request)
85 boolean ok = okTicketData(indoc);
86 if(ok)
87 {









97 private int getPassIndex(Document indoc){
98 if(indoc != null && indoc.is_comdoc()){
99 byte[] ins = indoc.getPart(1).getValue();
100 if(ins.length == 1 && ins[0] == PASSTICKET){
101 indoc = indoc.getPart(2);
102 if (indoc != null && indoc.len() == 2) {
103 Document indoc1 = indoc.getPart(1);
104 Document indoc2 = indoc.getPart(2);
105 if(indoc1 != null && indoc1.is_intdoc()
106 && indoc2 != null && indoc2.is_intdoc())
107 {
108 if(indoc1.getValue().length == 1 &&
109 0 <= indoc1.getValue()[0] &&










120 private boolean okTicketData(Document indoc){
121 if(indoc != null && indoc.is_comdoc())
122 {
123 byte[] ins = indoc.getPart(1).getValue();
124 if(ins.length == 1 && ins[0] == BUYTICKET) {
125 indoc = indoc.getPart(2);
126 if(indoc!= null && indoc.len() == 2){
127 Document indoc1 = indoc.getPart(1);
128 Document indoc2 = indoc.getPart(2);
129 if(indoc1 != null && indoc1.is_intdoc() &&
130 indoc2 != null && indoc2.is_intdoc()) {
259










140 private Doclist getTicket(Document indoc,
141 Document originator) {
142 if(indoc != null && indoc.is_comdoc()){
143 byte[] ins = indoc.getPart(1).getValue();
144 if(ins.length == 1 && ins[0] == LOADTICKET)
145 {
146 indoc = indoc.getPart(2);
147 if(indoc != null && indoc.len() == 2){
148 Document indoc1 = indoc.getPart(1);
149 Document indoc2 = indoc.getPart(2);
150 if(indoc1 != null && indoc1.is_intdoc() &&
151 indoc2 != null && indoc2.is_noncedoc()){









161 private int getPresentIndex(Document indoc) {
162 if(indoc != null && indoc.is_comdoc()){
163 byte[] ins = indoc.getPart(1).getValue();
164 if(ins.length == 1 && ins[0] == PRESENT)
165 {
166 indoc = indoc.getPart(2);
167 if(indoc != null && indoc.is_intdoc())
168 {
169 if(indoc.getValue().length == 1
170 && 0 <= indoc.getValue()[0]
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10 public class Purse {
11
12 private static Purse theinstance;
13 private static SimpleComm initcomm;
14 private static Document initdata;
15
16 private static final byte STATE_IDLE = 1;
17 private static final byte STATE_EPR = 2;
18 private static final byte STATE_EPV = 3;
19 private static final byte STATE_EPA = 4;
20
21 private static final byte INS_START_FROM = 1;
22 private static final byte INS_START_TO = 2;
23 private static final byte INS_REQ = 3;
24 private static final byte INS_VAL = 4;
25 private static final byte INS_ACK = 5;
26 private static final byte INS_GET_BAL = 6;
27 private static final byte INS_GET_DATA = 7;
28 private static final byte INS_GET_STATE = 8;
29
30 private byte[] name;
31 private short sequenceNo;
32 private short balance;
33 private byte state;
34 private short exLogCounter;
35 private Doclist[] exLog;
36
263
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37 private Doclist pd;
38 private Doclist outmsg;
39 private Doclist getdata_doc;
40 private EncDoc encmsg;
41 private IntDoc bal_state_doc;
42
43 private SimpleComm comm;
44
45 private SessionKey key;
46
47 public Purse(SimpleComm initcomm, Document initdata) {
48 // check initdata:
49 // document must be of type:
50 // doclist(intdoc1,intdoc2,intdoc3)
51 // intdoc1 must have 8 digits (thename)
52 // intdoc2 must have 2 digits (initbal)
53 // intdoc3 must have 2 digits (loglen)
54 Document thename = initdata.getPart((short)1);
55 Document initbal = initdata.getPart((short)2);
56 Document loglen = initdata.getPart((short)3);
57 if(!(thename != null && thename.is_intdoc() &&
58 thename.getValue().length == 8 &&
59 initbal != null && initbal.is_intdoc() &&
60 initbal.getValue().length == 2 &&
61 loglen != null && loglen.is_intdoc() &&
62 loglen.getValue().length == 2)) return;
63
64 short theloglen = Util.getShort(loglen.getValue(),
65 (short)0);
66 short thebalance = Util.getShort(initbal.getValue(),
67 (short)0);
68 if(theloglen<=0 || thebalance <=0) return;
69







77 // save name, balance and comminterface
78 Util.arrayCopy(thename.getValue(),(short)0,
79 name,(short)0,(short)8);
80 balance = thebalance;




84 private void initExLog(short len) {
85 exLog = new Doclist[len];
86 exLogCounter = (short)0;
87 }
88
89 private void initPaydetails() {
90 pd = new Doclist(
91 new Document[]{
92 new IntDoc(new byte[8]),
93 new IntDoc(new byte[2]),
94 new IntDoc(new byte[8]),
95 new IntDoc(new byte[2]),
96 new IntDoc(new byte[2])});
97 }
98
99 private void initSimpleFields() {
100 sequenceNo = (short)0;
101 state = STATE_IDLE;
102 name = new byte[8];
103 }
104
105 private void initSessionKey() {






112 private void initOutMessages() {
113 outmsg = new Doclist(
114 new Document[]{
115 new IntDoc(new byte[2]),null});
116 bal_state_doc = new IntDoc(new byte[2]);
117 getdata_doc = new Doclist(
118 new Document[]{
119 new IntDoc(new byte[8]),
120 new IntDoc(new byte[2])});
121 encmsg = new EncDoc(new byte[56]);
122 }
123

























147 private Document checkIndoc(Document indoc) {
148 if(indoc.is_encdoc()) {
149 indoc = Crypto.getCrypto().decrypt(key,indoc);
150 Document[] docs = ((Doclist)indoc).getDocs();
151 if(docs.length==2) {
152 Document part1 = indoc.getPart((short)1);
153 Document part2 = indoc.getPart((short)2);
154 if(part1.is_intdoc() && part2.is_doclist()) {
155 byte[] part1value = part1.getValue();
156 Document[] part2docs = ((Doclist)part2).getDocs();






163 part2docs[0].getValue().length == 8 &&
164 part2docs[1].is_intdoc() &&
165 part2docs[1].getValue().length == 2 &&
166 part2docs[2].is_intdoc() &&
167 part2docs[2].getValue().length == 8 &&
168 part2docs[3].is_intdoc() &&
169 part2docs[3].getValue().length == 2 &&
170 part2docs[4].is_intdoc() &&






177 else if(indoc.is_intdoc()) {
266
178 byte[] theval = indoc.getValue();






185 else if(indoc.is_doclist()) {
186 Document[] docs = ((Doclist)indoc).getDocs();
187 if(docs.length==2) {
188 Document part1 = indoc.getPart((short)1);
189 Document part2 = indoc.getPart((short)2);
190 if(part1.is_intdoc() && part2.is_doclist()) {
191 byte[] part1value = part1.getValue();
192 Document[] part2docs = ((Doclist)part2).getDocs();





198 part2docs[0].getValue().length == 8 &&
199 part2docs[1].is_intdoc() &&
200 part2docs[1].getValue().length == 2 &&
201 part2docs[2].is_intdoc() &&









211 private Document generateOutmsg(byte ins) {
212 outmsg.getPart((short)1).getValue()[1] = ins;





218 private byte getInsByte(Document d) {
219 byte ins = 0;
220 if(d==null) return ins;
221 if(d.is_doclist())
222 ins = d.getPart((short)1).getValue()[1];
223 else ins = d.getValue()[1];
224 if(( ( ins==INS_START_FROM
267
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225 || ins==INS_START_TO)
226 && state==STATE_IDLE)
227 ||(ins==INS_REQ && state==STATE_EPR)
228 ||(ins==INS_VAL && state==STATE_EPV)
229 ||(ins==INS_ACK && state==STATE_EPA))
230 return ins;




235 else return (byte)0;
236 }
237
238 private Document checkNameEquals(Document msgna) {
239 if(!(msgna.is_intdoc())) return null;
240 byte[] theval = msgna.getValue();
241 if(!Document.comparison.equals(theval,name)) return msgna;
242 else return null;
243 }
244
245 private short checkBalanceMinus(Document value) {
246 if(!(value.is_intdoc())) return -1;
247 byte[] theval = value.getValue();
248 if(!(theval.length == (short)2)) return -1;
249 short value_short = Util.getShort(theval,(short)0);
250 if(balance<value_short || value_short<=0)
251 return -1;
252 else return value_short;
253 }
254
255 private short checkBalancePlus(Document value) {
256 if(!(value.is_intdoc())) return -1;
257 byte[] theval = value.getValue();
258 if(!(theval.length == (short)2)) return -1;
259 short value_short = Util.getShort(theval,(short)0);
260 if( value_short<=0
261 || (short)(balance + value_short)<(short)0)
262 return -1;
263 else return value_short;
264 }
265
266 private short checkSeqNoOtherPurse(Document seqno) {
267 if(!(seqno.is_intdoc())) return -1;
268 byte[] theseqno = seqno.getValue();
269 if(!(theseqno.length == (short)2)) return -1;
270 short seqno_s = Util.getShort(theseqno,(short)0);
271 if(seqno_s<0) return -1;
268
272 else return seqno_s;
273 }
274
275 public void step() {
276 Document outdoc = null;
277 Document indoc = null;
278 // check if there is a document in the inbox
279 if(comm.available())
280 indoc = comm.receive();
281 else return;





287 outdoc = startTo(indoc.getPart((short)2)); break;
288 case INS_REQ:
289 outdoc = req(indoc.getPart((short)2)); break;
290 case INS_VAL:




295 outdoc = getBalance(); break;
296 case INS_GET_DATA:
297 outdoc = getData(); break;
298 case INS_GET_STATE:









308 private void abort() {
309 if(state==STATE_EPA || state == STATE_EPV) {
310 // logifneeded
311 if(exLogCounter == exLog.length)
312 return; // no memory
313 // save pds
314 Document[] docs = pd.getDocs();
315 byte[] fromname = new byte[8];
316 byte[] fromseqno = new byte[2];
317 byte[] toname = new byte[8];
318 byte[] toseqno = new byte[2];
269
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339 state = STATE_IDLE;
340 }
341
342 private void startFrom(Document indoc) {
343 // get indocs
344 Document msgna = checkNameEquals(indoc.getPart((short)1));
345 if(msgna==null) return;
346 short value_short =
347 checkBalanceMinus(indoc.getPart((short)2));
348 if(value_short==-1) return;
349 short nextSeqNoToPurse =
350 checkSeqNoOtherPurse(indoc.getPart((short)3));
351 if(nextSeqNoToPurse== -1) return;
352 short seqno = nextSeqNo();
353 if(seqno<0) return;
354 // paydetails, state
355 mkpd(name,seqno,msgna.getValue(),
356 nextSeqNoToPurse,value_short);
357 state = STATE_EPR;
358 }
359
360 private Document startTo(Document indoc) {
361 // get indocs
362 Document msgna =
363 checkNameEquals(indoc.getPart((short)1));
364 if(msgna==null) return null;
365 short value_short =
366 checkBalancePlus(indoc.getPart((short)2));
367 if(value_short==-1) return null;
368 short nextSeqNoFromPurse =
369 checkSeqNoOtherPurse(indoc.getPart((short)3));
370 if(nextSeqNoFromPurse==-1) return null;
371 short seqno = nextSeqNo();
372 if(seqno<0) return null;
373 // paydetails, state and outdoc
374 mkpd(msgna.getValue(),nextSeqNoFromPurse,
375 name,seqno,value_short);
376 state = STATE_EPV;






























407 private void ack(Document indoc) {
408 if(!indoc.equals(pd))
409 return;
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413 private Document getState() {
414 byte[] theval = bal_state_doc.getValue();
415 theval[0] = 0;
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