The objectives of this study were to investigate the effects of advance auditory cuing of control mode changes in an adaptively automated system on human performance and to explain cognitive behaviors at mode changes by using a computational cognitive model. A dual-task piloting simulation, involving tracking and tactical decision making, was developed to collect human performance data with auditory cuing or no cuing of mode transitions in the tactical task. Computational GOMS (goal, operators, methods, and selection) language models were coded to simulate user behavior on the basis of expectation of increased memory transactions (between long-term and working stores) at mode transitions. The models were applied to the same task simulation and scenarios performed by the humans. Human performance data did not reveal differences between cued and no-cue trials possibly because of distraction from the tracking (secondary loading) task. Comparison of results for human and model output demonstrated the model to be descriptive of the pattern of human performance across conditions but not accurate in predicting timing of memory use in preparing for manual control. A refined GOMS language model was coded on the basis of a modified assumption that memory stores are used on an ad hoc basis after high-workload mode transitions and with consideration of human parallel processing in dual-task performance. Results revealed the refined model to have greater plausibility for representing actual behavior. The manner of operator use of memory stores for controlling an adaptive system provides insight into the impact of cuing of mode transitions and a basis for future systems design.
Introduction
AdAptive AutomAtion (AA) hAs been defined As the dynAmic AllocAtion of complex system functions between human and machine over time, based on task, system or environment conditions, in order to optimize system performance (Kaber & Riley, 1999) . Bailey, Scerbo, Freeman, Mikulka, and Scott (2006) said that AA seeks to achieve a match between task demands on a system and available resources, including human and machine capabilities. Essentially, AA involves transitions among modes of system control to either reduce operator workload by applying automation to a function or to promote operator task engagement and system awareness by allowing manual control. As Parasuraman, Sheridan, and Wickens (2000) noted, automation is not an all-or-none concept, and control modes applied in adaptive systems may include "intermediate levels of automation" (between manual control and full automation; Endsley & Kaber, 1999) , which provide for different blends of human and machine control. System functions may be partially allocated to either a human or a machine server, depending on task characteristics, levels of workload, and so on.
Although several early studies demonstrated the use of AA to improve human operator performance during periods of manual control, as compared with the use of static automation (cf. Kaber & Riley, 1999; Parasuraman, Mouloua, & Molloy, 1996) , one major consequence of implementing AA in complex systems is that operators may need to "cognitively reorient" to different control modes when mode transitions occur (Billings & Woods, 1994) . For example, in the course of flight, an automated transport aircraft pilot may use a flight management system (FMS) to program and control lateral and vertical navigation of the aircraft for an extended period. At some point in the flight, depending on air traffic events and pilot actions at the FMS interface, the automation may return manual control to the pilot, or the pilot may simply elect to disengage the automation. When this transition occurs, the pilot may experience a very brief period or reorientation to the manner in which flight controls are used and displays present information in the manual mode of control. This reorientation period can lead to a temporary deficit in performance.
Some time ago, Ballas, Heitmeyer, and Perez (1992) conducted lab research on AA in a complex system simulation and on how different forms of user interfaces might serve to support human-machine interaction. In the course of this research, they observed automation-induced (human) performance deficits in which, for a period after resuming manual control of the task, operators produced slower reaction times (RT) to target events. They labeled this effect as the return-to-manualcontrol (performance) deficit (RTMC-D) problem. They speculated that such deficits were attributable to the need for operators to mentally reorient to manual control after the use of automation and changes among control interfaces.
This particular problem has also been explored by other researchers. Hadley, Prinzel, Freeman, and Mikulka (1999) found there were increased RTMC-Ds for shorter cycles of adaptive task allocation. Study participants found it more difficult to reorient to, and sustain, manual control of a compensatory tracking task as the duration of a preceding automated control period decreased. A neural-evoked response potential (P300 waveform) was also significantly smaller for shorter cycles, indicating reduced perception of the mode transition, and subjective reports of workload were higher. On this basis, it has been suggested that advance warning or cuing of control mode transitions through the use of perceptual aids might support operators in preparing for a mode transition and reduce RTMC-Ds. Kaber and Wright (2003) hypothesized that advance visual, auditory, or bimodal cuing of control mode transitions as part of AA of a teleoperation system would serve to promote performance and situation awareness and reduce workload. They found that cuing generally led to better performance than did no cuing, but it did not appear to completely eliminate temporary situation awareness deficits for operators attributable to control mode transitions and associated cognitive reorienting. Unfortunately, this work and other studies on cuing of control mode transitions in complex systems (e.g., Sklar and Sarter' s [1999] use of haptics) have not provided cognitive explanations of why such cuing may be effective for ameliorating RTMC-Ds. There remains a need to develop such explanations as a basis for optimizing control mode cue design for future AA systems and to ultimately promote the effectiveness of AA implementations.
From research on dynamic systems and interruption management, one possible explanation for RTMC-Ds experienced by operators directly subsequent to mode transitions is that a mental model changeover from one mode of control to another may be necessary (Kessel & Wickens, 1982) . In long-term memory (LTM), changes may occur in elements of operator mental models, such as goal states (Trafton, Altmann, Brock, & Mintz, 2003) and control mode-relevant scripts (Sarter & Woods, 1995) . Such mental "transactions" at mode transitions might underlie temporary delays in operator actions at interfaces in response to system events. It is also possible that cuing of pending mode transitions would allow operators to address these mental transactions ("recall" of an alternate mental model from LTM into working memory [WM] ) and to prepare for particular actions that they need to take in advance of an actual system state change.
There are a number of methods by which such a hypothesis on cognition in complex system control can be made explicit for test and validation purposes. One approach is to conduct a cognitive task analysis and to use elaborate representational formats. For example, action flow diagrams (AFDs) have been used in humancomputer interaction studies to map system states to projections of user overt and internal mental behaviors and as a basis for verifying actual patterns of interface use (Newman & Lamming, 1995) . Another approach is to employ cognitive modeling methods, such as GOMS (goal, operators, methods, and selection rules; Card, Moran, & Newell, 1983) pseudocode. Card et al. (1983) used GOMS to represent human use of procedural knowledge in performance with interactive systems and to (manually) quantify the cognitive complexity of interface designs.
More contemporary research has used computational cognitive models developed in GOMSL (GOMS language; Kieras, 1997 Kieras, , 1998 Olson & Olson, 1990) , ACT-R (adaptive control of thought-rational; Anderson et al., 2004) , or EPIC (executive process-interactive control; Kieras & Meyer, 1995) , which can be compiled by a computer and executed, to simulate operator behavior with complex systems. GOMSL is an elaborate computational extension of historical GOMS techniques. GOMSL models are constrained by the EPIC cognitive architecture. Such models have also been used as a basis for conducting formal tests of cognitive strategy based on quantitative model predictions versus human performance data.
For example, Kieras and Meyer (1995) used the EPIC cognitive architecture and GOMS models to predict human performance in the AA simulation developed by Ballas et al. (1992) . They wanted to determine the magnitude of RTMC-Ds and to test hypotheses on operator strategies for managing the adaptive system. Operators were presented with a dual-task scenario including combat aircraft piloting (a tracking task) and tactical target assessment as a basis for weapons deployment. The tactical task was partially and temporally automated by an "on-board aircraft computer" that followed a preprogrammed schedule of scenario events. The mental strategies that were modeled included serial ("lockout") versus parallel processing of the tasks. They found the model representing a parallel or interleaved task processing strategy to be significant and more accurate for predicting performance than a serial model. They suggested that the introduction of auditory cues in adaptive system control (the Ballas et al., 1992 , simulation) might be useful for reducing RTMC-Ds, but they did not attempt to model such effects.
Based on the research on AA, RTMC-Ds, and cognitive modeling efforts, the objectives of the present study were to assess the effects of advanced auditory cuing of control mode transitions in an AA system on the RTMC-D phenomenon and to explain the effects using computational GOMSL models of human performance. Extending Hadley et al.' s (1999) research, we focused on the complex dual-task scenario as part of the Ballas et al. (1992) task simulation, and we followed an iterative model development and testing process. GOMSL was used in this study because previous research (e.g., John & Vera, 1992) has demonstrated the utility of GOMS models for representing dynamic procedure-based task performance. In addition, GOMSL is far more accessible than other low-level modeling approaches and allows for relatively quick model development times to address objectives, such as cognitive strategy assessment.
We conducted a human performance experiment to assess whether cuing of mode transitions would reduce RTMC-Ds and to generate a data set for the modeling effort. Multiple GOMSL models were coded to represent operator performance with and without advance auditory warnings of pending control mode transitions as well as the hypothesis that increased LTM and WM transactions would degrade operator performance, specifically, response time and accuracy. The hypothesis of cognitive strategy was assessed on the basis of the pattern of model output relative to the actual pattern of operator behavior and the degree of accuracy of model estimates of human performance.
Method

Tasks
We developed a Java-based replica of the original Ballas et al. (1992) simulation, including the tracking and tactical assessment tasks (see Figure 1 ) for the purposes of collecting the human performance data and applying GOMSL models to the actual task interfaces. The box on the left side of the display presents the tactical assessment task. In the automated control mode, on-board computer classifications of target objects as "hostile" or "neutral" must be confirmed by pilots. In manual mode, targets must be manually classified by pilots on the basis of the targets' behavior.
Target objects include fighter aircraft, cargo airplanes, and missile sites that move down the display as the participant' s aircraft travels forward. Each target object has its own "track" number for identification, which appears above the target icon. When a target appears on the simulation display, the on-board aircraft computer attempts to classify it, and the outcome is a change in target color from gray to red (hostile) or blue (neutral) in the automation mode and from gray to amber in the manual mode. In the automation mode, the participant (or the GOMSL model) had to confirm the computer' s classification. The response included typing a number on a keyboard to designate the classification and to specify the target number. In the manual mode, the operator had to classify the target according to a set of rules (LTM) on behavior (see Table 1 ), and then the typing sequence was the same as in the automated control mode.
Six test scenarios were scripted and used in trials with the human participants and in application of the GOMSL model to the tasks. Unique patterns of target events, auditory cues, and control mode transitions were coded in text files that the Java application read. Variations in the scripts prevented participants from being able to guess the pattern of targets in the tactical task and when the transition from automated to manual control would occur from trial to trial. The duration of each trial was set between 300 and 320 s. Target types were generated at random. The control mode transition was scheduled between 120 and 170 s after the start of a trial. In the cued trials, a beep sound (middle-C frequency on the piano) was played 10 s in advance of the control transition to provide a warning and again at the actual time of transition.
On the right side of the simulation display, a box presents the pursuit tracking task, in which a cursor (concentric yellow circles; shown near the center of the image) must be placed over the target (a moving black aircraft icon). (The target aircraft in the tracking task was not related to the targets appearing in the tactical assessment task.) The tracking task was defined as a secondary task that users performed with a joystick at the same time they performed the primary tactical assessment task.
Participants and Experiment Design
Twelve participants were recruited at random from the North Carolina State University student population for the experiment. Nine were male and three were female. They ranged in age from 18 to 35, with a mean of 24.6 years. Participants were required to have PC experience (use of a keyboard, joystick, and Windows) as well as 20/20 or corrected-to-normal vision. Participants were compensated at a rate of $15 per hour. They also competed for a $50 gift certificate that was awarded to the participant with the highest performance across all experimental trials. The experiment followed a completely within-subjects design with replication. The independent variable was the cuing manipulation. Participants completed two 5-min trials in each cuing condition ("no cue" and "with cue"). A randomized block trial order was determined for each participant. Through 4 test trials, each participant experienced a sample of four of the six scripted test scenarios. The design included 48 trials in total (12 participants × 4 trials) with an equal number (eight) in each of the six scenarios (48 ÷ 6 = 8) across participants.
The objective of the experiment was to confirm the existence of the RTMC-Ds during control mode switching and to examine whether the advance auditory cue for warning of transitions from automation to manual control might reduce RTMC-Ds. To identify potential RTMC-Ds, the RT to confirm or classify a target in the tactical assessment task was recorded as a dependent variable (DV). RT was calculated as the duration between the time at which a target changed color to blue or red (in the automation mode) or to amber (in manual mode) from the initial gray state and the time of the first keystroke for confirmation or classification of the target state. (In the automated mode, the RT was dictated by how long it took a participant to confirm the computer classification. In the manual mode, the RT was dictated by how long a participant took to use the task rules for target classification.) With respect to the tracking task, the root mean square error (RMSE) of cursor deviations from the target aircraft position was recorded at a rate of 12 Hz. Task performance periods (or epochs) within trials were defined (as listed below) to make comparison among the different task conditions. Figure 2 illustrates these time periods within trials (dots in the figure represent targets: blue, red, amber).
• E1 (Epoch 1): Initial 30 s to 90 s of a trial, representing automated control.
• E2 (Epoch 2): If a trial included auditory cuing, this was the 10-s period between the first warning cue and the start of manual control.
• E3 (Epoch 3): Period from 210 s to 270 s into trial, representing manual control.
• M1 (Manual 1): Period directly following the transition to manual control during which RT to the first three targets was recorded.
• M2 (Manual 2): Period 90 s after the transition to manual control during which RT to the first three targets was recorded.
RTs were also recorded on the first three targets appearing in the tactical task display during E1 (the automated control period). The RTs for this period, and all others, were aggregated across targets to determine a mean response for all comparisons among performance periods and among the humans versus the model. Only in comparison of human performance during the manual control periods (M1 and M2) as part of the experiment were the target RTs analyzed separately (144 data points across participants and trials per period). The tracking task RMSE values were determined for a 15-s period immediately following the control mode transition (M1) and a 15-s period occurring 90 s later in manual control (M2). One observation was available per trial per period, yielding 48 observations on each of M1 and M2.
Materials for GOMS modeling
To use GOMSL models to automatically generate estimates of operator task performance, Kieras, Wood, Abotel, and Hornof (1995) developed GLEAN (GOMS Language Evaluation and Analysis tool). GLEAN compiles and executes GOMSL code to simulate user behavior with simulations of interactive systems. Kieras et al. (1999) created a GOMSL model of human performance of one version of the tactical subtask of the Ballas et al. (1992) simulation for input into GLEAN. The task interfaces were represented for model processing by visual object labels and screen coordinates; that is, GOMSL models compiled with GLEAN cannot be applied to the actual dynamic, graphical user interfaces for a task, which limits the fidelity of the model analysis.
Recently, new tools have been developed for computational GOMSL modeling, including EGLEAN (Error-Extended GLEAN) by Soar Technology (2005), which support integration of GOMSL models (in real time) with actual task interfaces (specifically, Java devices). The approach of integrating GOMSL models with Java prototypes of target task interfaces has been demonstrated in other research on cognitive modeling of human behavior in real-time control of robotic rovers (Kaber, Wang, & Kim, 2006 , 2011 . With this technique, a highly realistic simulation of actual human use of an interactive system can be achieved, extending beyond what was possible with the GLEAN tool. In the present study, the exact same task interface used by participants in the experiment was integrated with the GOMSL model, representing a human operator. The Java application also recorded performance measures on the GOMSL model, identical to data recorded in the human test trials. The cognitive model performance was then directly compared with empirical data on human performance.
GOMSL Modeling and Initial Assumptions
Initially, we prepared a hierarchical task analysis on the Ballas et al. (1992) simulation and used videotapes of human participants' behavior during the experiment as bases for the GOMSL modeling effort. Several assumptions were made in coding the GOMSL models, including the following:
1. Participants perform "preliminary" classification of gray targets during manual control, which decreases the RT at the actual time of target classification. 2. In trials with auditory cuing, during E2, participants "recall" target classification rules from LTM into WM in anticipation of performance in manual control. This internal process increases target RT in E2 compared to E1. 3. In trials with cues, the recalling steps in E2 reduce the RT to targets appearing just after the transition to manual control.
Two cognitive models were created to assess these assumptions. The first was a model of an operator transitioning from automated to manual control with advance warning of the control mode transition, and the second represented an operator transitioning with no advance cue. The appendix presents AFDs (Newman & Lammming, 1995) for the with-cue and no-cue trials, which served as bases for the GOMSL model development. The diagrams summarize the task flow, the overt behaviors of operators, and internal cognitive processes we hypothesized to occur while they performed the tasks. Each component of the AFDs was coded in the GOMSL models. The AFDs were developed to support linkage of theoretical cognitive mechanisms in task performance with model constructs for predicting behavior. Our initial GOMSL model was a simple lockout model (representing a serial task processing strategy). The model was consistent with traditional thinking about dual-task situations, specifically, that the lower-priority tracking task is suspended when the higher-priority tactical assessment task is executed (Wickens, 1992, pp. 393-394) .
Regarding the GOMSL model development, since there are currently no GOMSL operators to represent joystick use, tracking task performance was modeled as a delay at certain points during tactical task performance based on the number of tactical targets on the screen at the time. With reference to the AFDs in the appendix, the tracking delay was imposed when there was no change in color of a target in the tactical task, no auditory cue warning, or no control mode transition.
The actual times that participants spent tracking during test trials, and ignoring the tactical assessment task, were determined through video analysis of gaze behavior when zero, one, two, three, and four targets were present on the tactical display. A video camera was placed on top of the display monitor participants used during the experiment, with a close-up on their faces. The video recordings were digitized and synchronized with the simulation output data. The gaze of participants to the tactical assessment or tracking windows could be clearly observed in the videos (right or left, respectively). The durations of participant glances at the tracking task were determined on the basis of video frame counts. The glance durations or tracking times were averaged across participants and used as intermittent delays in GOMSL modeling processing of the tactical task.
Results
Human Performance Experiment
Regarding the occurrence of RTMC-Ds, participants were (on average) slower in classifying targets in the period directly following the control mode transition (M1, mean = 4.3 s) as compared to classifications made 90 s after the mode transition (M2, mean = 3.25 s). A repeated-measures ANOVA with target presentation order as the repeated variable was applied to a model including participant, cue, and period main effects and the interaction of cue and period. Results revealed a significant influence of the manual control period, F(1, 273) = 23.79, p < .01, on average RT to targets. This result confirmed a RTMC-D in RT at M1 with a mean of 1.1 s (very similar to that observed by Ballas et al., 1992) .
Interestingly, ANOVA results on the same statistical model revealed no significant main effect of cuing on RT across M1 and M2 and no interaction of cuing and time period. This result was counter to one of our assumptions for the GOMSL model. It is possible that the level of difficulty of the tracking task was such that users could recall the rules for the tactical assessment task from LTM and process them in WM for primary task performance, even after the transition to manual control had occurred.
However, with respect to the tracking task RMSE, an ANOVA on a model including participant and cue main effects revealed a significant influence of the cuing condition on tracking performance for the period directly preceding the return to manual control. Tracking RMSE was significantly greater (i.e., performance was worse), F(1, 35) = 4.1, p = .05, during E2 of cued trials versus no-cue trials. This finding suggested that operators may have paid more attention to the tactical assessment task in preparing for manual control after a cue (to the neglect of the tracking task). Since the tracking task was defined as a secondary task for participants, it is logical that the tracking RMSE was sensitive to the cognitive load imposed on operators by the tactical task.
This result further motivated our model analysis work in that the cuing did have some effect on overall task performance. Cuing may not have led to a significant difference in tactical task performance at the return to manual control, but it did lead to an attentional focus on the primary task preceding the control mode transition.
Comparison of Human and Model Performance
We initially conducted correlation analyses on simulation events (e.g., number of tactical targets processed) during the human and model trials as a basis for evaluating model predictions of the pattern of human behavior. We then made direct comparison of human versus model performance times within each epoch (representing a control mode) and during the defined manual performance periods.
Correlation analyses. The sequences of targets posed to the humans and to the model in the tactical assessment task were based on the scenario files input to the Java application and were identical for human and model trials. However, each server could have processed the targets differently, leading to more or fewer targets that remained on the display at any given time. The number of targets appearing on the tactical assessment display in each epoch (E1, E2, E3) during human test trials was paired with the number of targets observed on the display during model test trials for the same scenarios and epochs. (The model outcomes were replicated for each participant.) Using Pearson' s coefficient, we found that the numbers of targets present during human and model processing, respectively, were significantly correlated (r = .934, p < .0001). This analysis indicated a strong correspondence of human and model efficiency in the tactical task. Similarly, the number of target confirmations and classifications made by the human and that made by the model in each epoch for a specific scenario were highly correlated (r = .957, p < .0001). With respect to task performance errors, such as human misses of targets, operator practice appeared effective and the absolute number of errors was negligible; thus the strong correlation coefficients. In general, the GOMSL model was comparable to the humans in terms of managing the volume of tactical targets. However, the trend of human RTs to targets across all epochs did not correlate with model RTs (r = .003, p = .988). (We say more about this finding later in presenting the comparison of the RTs within performance period.) RT during automated control periods. Figure 3 presents the mean RTs for the human and the model for each epoch in a trial. The plot reveals that the pattern of model output did not mimic the human data. T tests were used as a basis for comparing the pattern of human and model RTs during automated (E1) versus manual control (E3) periods, specifically to confirm any performance advantage of computer assistance in the tactical task. For these analyses, RT observations were aggregated across targets and trials in each cuing condition, yielding 24 data points. Since the number of observations for this comparison was small and there were no other experimental factors considered, a paired-sample t test was appropriate. The human performance data revealed automated control to be significantly superior to manual control during both with-cue, t(23) = 2.21, p = .037, and no-cue, t(23) = 2.49, p = .0204, trials. The GOMSL model output revealed the same pattern of results for with-cue, t(23) = 2.41, p = .024, and no-cue, t(23) = 2.96, p = .007, trials. Average reaction time was always shorter during the automated periods (E1).
T tests were also conducted to compare automated control performance during E1 versus E2 for both humans and models when presented with an advance warning cue. The objective of these tests was to determine whether recalling tactical task decision rules from LTM into WM (as explicitly represented in the GOMSL models) during the auditory cue period (E2) degraded RT. RT observations were aggregated across targets within period for those trials in which a cue was presented, yielding 24 data points. Results revealed no significant effect of the epoch (E1 vs. E2) on human performance, t(23) = 0.61, p = .549. This result was counter to our expectation that performance in E2 would suffer because of additional cognitive processing related to the tactical task and suggested that humans may not perform the cognitive operation of recalling rules from LTM into WM in preparation for manual performance during E2.
However, the results of the same analysis on model output revealed a significant difference in RTs during E1 and E2, t(23) = 2.14, p = .043. In general, this deviation of the model predictions from the human data was logical, as the model was coded to reflect our assumption that the advance warning cue would lead to additional cognitive processing and reduced resources for concurrent task processing during E2 and would degrade tactical task performance. Figure 4 presents the mean human and cognitive model RTs to tactical task targets presented during the two manual control observation periods (M1 and M2) as part of with-cue and no-cue trials. In general, the plot reveals a substantial decrease in RT for the model from M1 to M2, particularly in the no-cue trial, as well as improvement in RT at M1 in the withcue trials resulting from the LTM operations during E2.
RT during manual control periods.
A t test was conducted to compare mean model RTs (across targets presented) during M1 for with-cue versus no-cue trials in each of the six simulation
Figure 4. Reaction times (in milliseconds) during two manual control periods (M1 and M2).
scenarios. Opposite to the human performance results, cuing was significant in effect, t(5) = 3.13, p = .026. Cuing of the pending manual control period and recall of rules from LTM by the model led to improved performance as compared to the no-cue condition (see Figure 4) . This result further supported the notion that participants, unlike the model, may not have recalled (retrieved) tactical task rules from LTM during E2.
A t test was also conducted to make comparison of the mean model RTs between M1 and M2 for both with-cue and no-cue trials. Once again, RT observations were aggregated across targets presented within period in each of the six simulation scenarios. Model results indicated no significant difference in RTs between M1 and M2 for the with-cue trials. Recall of LTM contents into WM during E2 appeared to reduce the RT at M1 to a level comparable to the RTs during M2, t(5) = 1.27, p = .260. Opposite to this finding, model RTs for these periods during the no-cue trials were significantly different, t(5) = 5.89, p = .002. That is, the absence of advance cuing of the mode transition led to a significant RTMC-D in M2 for the model. These results were all in line with expectation for the model output based on our coding.
RT comparisons between human versus model performance. Direct comparison of human RT data and GOMSL model output was also conducted with t tests. RT observations were aggregated across tactical task targets presented during the automated control periods as well as across cuing conditions and replications. This yielded four observations for analysis per unique simulation scenario (or 24 data points, in total). These observations were paired with mean model RTs for E1 for the same scenarios. (The model outcomes were replicated for multiple observations on participants in a specific scenario.) Results indicated a significant difference, t(23) = 5.63, p < .01, among model predictions of RT from actual human performance during the automated control periods of all trials. On average, model RTs were two to three times greater than human RTs.
Discussion
Experiment results confirmed the occurrence of RTMC-Ds in RT in the AA simulation. This finding was in line with the results of historical studies, including Ballas et al. (1992) and Hadley et al. (1999) . Contrary to our expectation, the audio cue delivered prior to mode change did not reduce the RTMC-D. The RTs in the defined manual control periods following the mode transition were not different for human trials with and without cuing. The RTs in the period between the cue and mode transition, when humans were expected to recall the classification rules for manual mode performance, were also similar to RTs in the automated control period.
However, performance on the secondary tracking task (RMSE) during the period between cue and mode transition was worse than in other epochs. Although the audio cues may not have stimulated humans to recall the manual mode rules, the cues did cause them to concentrate more on the task in which the automation mode transition was to occur. It is possible that participants attempted to recall manual control mode rules during the cuing period to the decrement of tracking task performance while protecting the tactical task. However, the cognitive process may have been incomplete because of attention allocation to target classification and tracking as well as individual task workload.
The pattern of the initial GOMSL model output was significantly correlated with the pattern of human behavior in terms of tactical target processing efficiency. This finding indicates that the GOMSL modeling method integrated with EGLEAN and the simulator can represent the pattern of human behavior when using the same task simulator. However, the model was not accurate in predicting the exact timing of human behaviors. (Because of the lack of a joystick operator for the GOMSL model, it was not possible to generate tracking performance data and make comparison of the model and humans on this basis.) There are two possible reasons for the lack of correlation of the model and human RTs:
1. Many of the task operators coded in the GOMSL model were sequential in nature. One of the limitations of GOMSL is the serial processing of low-level perceptual-motor operators (vision and motor behavior). The EPIC cognitive architecture developed by Kieras and Meyer (1995) constrains GOMSL model execution in EGLEAN; however, it represents a serial model human processor for such operations. 2. The model included "hard-coded" tracking task delays, which may not have been representative of actual human parallel processing. We made the assumption that the human operators were not capable of "perfect" parallel processing of the two tasks. However, the tracking task might have been simple enough for participants, such that parallel processing with the tactical task was possible (to some extent). Consequently, the time delays imposed in the model, based on the number of targets appearing in the tactical task at any given time, might have inflated the model predictions of overall processing time relative to actual operator performance.
As discussed, the departure of the model output from human performance in the tactical task during auditory cuing and the return to manual control suggested that actual cognitive behavior did not involve increased mental transactions in preparation for manual performance. In general, this finding motivated our development of a refined GOMSL model to more accurately describe behavior in the Ballas et al. (1992) simulation.
Refined GOMSL Model
Modified Model Assumptions
A new computational GOMSL model was developed to represent automated and manual control of the simulation on the basis of modifications of several assumptions on tactical and tracking task performance, including the following:
1. All task decision rules are not recalled from LTM into WM at the same time directly following an auditory cue. Retrieval of task rules from LTM to WM for task performance is invoked on an "as-needed" basis only when the first target of a particular type (fighter, cargo, or missile) appears after the start of manual control (M1), regardless of whether an auditory cue signaled the mode transition. 2. There are minimal delays in tactical target assessment attributable to tracking; that is, parallel processing using peripheral vision may occur in the dual task. This change in assumption was based, in part, on Kieras and Meyer' s (1995) finding that parallel ("interleaved") processing in a version of the Ballas et al. (1992) simulation was more predictive of actual behavior than a serial (lockout) strategy. By not hard-coding repeated tracking delays in the GOMSL model, this allowed the model to perform operations as part of the two tasks in a more interleaved manner. It is important to note that the revised model did not simply eliminate all cognitive and overt behaviors related to tracking task performance. The model maintained the periodic mental processes of instantiating the goal of tracking in WM, recalling the method for goal, perceiving the task display with an initial foveal glance, and returning to the tactical assessment task when a near-term tracking goal was accomplished. This amounted to approximately 1,300 ms of task time whenever the tracking task was triggered.
Since the auditory cuing was not assumed to have a discrete or isolated effect on cognitive processing, a single refined model of performance was coded to represent human behavior across all trials. AFDs for the "refined model" are included in the appendix. The diagrams summarize the cognitive activity flow as a basis for the GOMSL model.
Results for Refined Model Performance and Discussion
We integrated the refined model with the Java version of the Ballas et al. (1992) simulation using the same method and task scenarios as in our initial modeling work. Figure 5 shows the mean RTs for humans, our initial model, and the refined model with automated (E1) and manual (E3) control in each of the six flight scenarios used in the testing. A correlation analysis was conducted on the target RTs for the humans and model in each scenario across epochs. A Pearson coefficient revealed a strong positive linear association (r = .731, p = .069) between the model and human results with marginal significance. In general, the output of the refined model proved to be more accurate in describing human performance. The RT for the refined model was reduced close to the human RT, and the model was largely consistent in its prediction of human behavior across the task scenarios.
There is one potential straightforward explanation for the increased accuracy in model predictions of actual human task time data. The assumption of parallel processing of visual and motor processes associated with the tracking task, in conjunction with tactical task control, allowed the model to be more responsive to targets when they appeared on the tactical display. Since the model could respond quicker (i.e., without being subjected to periodic tracking performance delays), targets could be processed faster, as in the human performance. Therefore, when scenario difficulty was reduced (e.g., fewer targets per time), the model was able to take advantage of the lower tactical task load in a manner similar to the humans. Results also revealed the RTs in M1 and M2 to be significantly different, t(5) = 10.62, p < .0001, as in human trials, whereas the RTs in the initial model output with cuing were not significantly different for these periods.
The remaining differences in RTs might be attributable to the limitations of GOMSL (e.g., serial processing of visual and motor operators as part of methods) as well as participant parallel processing ability, particularly in the manual control mode. In general, the results of the integrated task simulation and cognitive model development demonstrated that our modified assumptions on cognitive processing (before and after control mode transitions) in the adaptive system may be plausible in terms of predicting human RT to task events. There is evidence to suggest that during control mode transitions, operators access LTM related to specific task events and decisions required by the new mode on an ad hoc basis, regardless of whether advance cuing of the mode transition is provided. The ad hoc nature of the recall of rules from LTM for tactical task processing in the refined model actually serves to increase overall task time predictions instead of providing additional reductions from the lockout model, in which all rules were recalled at one time in a batch manner. Table 2 presents a comparison of two patches of GOMSL code across the models to reveal the implications of the additional internal behaviors in the interleaved model on performance time. The increased time for the new model is Note. GOMSL = goal, operators, methods, and selection rules language. Case for detecting and classifying a fighter target directly following mode transition to manual, including preliminary classification for gray target. Lockout model assumes all target classification rules were retrieved from long-term memory to working memory prior to mode transition; therefore, no time charge for "Recall rules" is reflected in table. Times are in milliseconds.
attributable to the explicit redirection of attention to the LTM store for rule retrieval multiple times and for storage in WM, when a novel target appears on the tactical display after the mode change. That said, it was clear from the secondary tracking task results that warnings of pending control mode changes in the dual-task scenario caused operators to focus on performance in the task that was to be affected by the mode change (i.e., the tactical task). The experimental data revealed secondary task performance to suffer during the advanced cue period to the benefit of the tactical task. However, tactical performance after the mode change did not reveal a significant impact of this attention reallocation. On this basis and after some observation of participant use of ambient vision for tracking task processing, the refined model was coded to reflect near parallel performance of tracking; that is, it posed negligible costs to the tactical task. The finding on tracking task performance may also be interpreted as the participant' s allocating (foveal) visual attention to the tactical task to the neglect of the secondary task, which was evident in the RMSE results. However, some ambient vision was used to sustain minimal tracking performance. This form of model allowed for substantial reductions in the task time predictions. Table 3 shows example GOMSL operator sequences from the lockout and interleaved models for confirming a target with automation while performing the tracking task.
In the original, lockout model, the tracking task is represented as a hard-coded delay that, as described earlier, is dependent on the content of the tactical task display at any given time. Although the coding of the delay is general (multiples of 1,300 ms), it represents times associated with internal behaviors, including task goal instantiation, goal storage in WM, time for directing the central executive to goal processing, times to direct control to motor processors, and times for overt visual and motor processor behaviors. In the refined model, the tracking task is represented as a near-parallel activity to the tactical task by removing the hardcoded tracking delay and assuming participant use of peripheral vision. The times associated with visual and motor processing of the tracking task are considered to be interleaved with tactical task behaviors and do not affect the overall task time. However, internal cognitive behaviors for tracking, including task goal manipulation and attention allocation, are preserved in the model. In general, the GOMSL code presented in Tables 2 and 3 supports our inferences on how task time is altered with the interleaved versus the lockout model, leading to more accurate performance predictions, primarily from substracting the costs of overt behaviors in the tracking task.
Conclusion
Through a human performance experiment, this research confirmed the occurrence of RTMC-Ds in an AA system and described the effect (or lack of effect) of advance auditory cuing on operator performance in dealing with control mode transitions. A contemporary computational cognitive modeling approach that provided for a highly realistic representation of human performance in a dynamic, Note. GOMSL = goal, operators, methods, and selection rules language. Case for detecting and confirming a blue or red target in automation mode when three other targets are in the tactical task window. Times are in milliseconds.
dual-task simulation was also used to explain the performance effect of control mode changes and auditory cuing in the Ballas et al. (1992) simulation as well as to provide insight into the cognitive processes that may be related to RTMC-Ds. In general, we found that human behavior (a) did not rely on advance auditory cues as a basis for "batch" recall of task decision rules from LTM to prepare for mode transitions in the dual-task, (b) may exploit audio cues as a basis for directing attention between primary and secondary tasks in advance of control modes changes, (c) involves recall of control mode rules when operators observe specific task stimuli following a mode change, and (d) may achieve near-perfect parallel processing of dual tasks (tactical and tracking) through forms of automated assistance. The GOMSL models we iteratively developed were based on specific assumptions about when and how LTM is accessed by operators and retrieved into WM for event processing. The models were coded on the basis of AFDs and served as testable hypotheses on cognition. Results for a refined GOMSL model of simulation performance confirmed historical findings by Kieras and Meyer (1995) in modeling a parallel processing strategy of dual-task performance. However, our findings resulted from a higher-fidelity modeling approach versus using a "fully specified" GOMSL model, including a notational representation of the task interface. Historically, GOMS models have been tested against human (real-world) task performance (e.g., Gray, John, & Atwood, 1993) . The present modeling approach was also successfully tested in a remote robotic rover control task in which an actual robot and control interface were operated by a GOMSL model (Kaber et al., 2006 (Kaber et al., , 2011 . On the basis of this research, we believe the modeling approach presented here is scalable and has utility for application to real tasks in real time.
Although the pattern of model predictions of tactical decisions was correlated with the pattern of actual user behavior, the GOMSL model output was not completely accurate in terms of predicting actual human behavior times. The models provided insight into how and why users behaved as they did but not necessarily when. As previously stated, this deviation of model output from operator behavior may be attributable to the limitation of GOMSL for representing serial execution of visual and motor operations and participant parallel processing ability. Some other cognitive modeling techniques, such as critical path method-GOMS (CPM-GOMS), ACT-R, and EPIC (Kieras et al., 1999) , represent parallel processing of low-level behaviors and would be worthwhile to investigate, given the findings of the present study. Another reason may be the lack of specific operators in GOMSL for modeling the use of peripheral vision and complex internal computations with WM, such as target trajectory projection or speed estimation.
Beyond these limitations, our approach to modeling human performance of the tracking task in the Ballas et al. (1992) simulation may have underestimated operator parallel processing ability and inflated task time estimates. It is possible that operators were able to manage the primary tactical task and tracking regardless of the mode of automation because of the loading posed by the tracking.
It should also be noted that our testing of the GOMSL models based on laboratory experiment data may limit generalization of results to real-world systems. However, for our target task, access to actual operators and systems is very limited (i.e., high-performance fighter pilots and aircraft), as may be the case for others. If computational GOMSL models, such as those developed in this research, can be validated against field data, they may be used in future evaluations of new automation and interface technologies for actual systems.
Finally, given the results of the study, directions of future research include investigating different designs of advance cues to reduce RTMC-Ds in AA systems. Even though the auditory cue used in the present study was not revealed to affect preparation for mode transitions in the Ballas et al. (1992) dual-task simulation, other types of cues (haptic, multimodal; Sklar & Sarter, 1999 ) might be effective. Furthermore, the existing auditory cue should be tested in a singletask simulation, such as in Hadley et al. (1999) , in which the human may be able to better manage his or her attention and to retrieve control mode rules from LTM in preparation of mode transitions without distraction from other (secondary) tasks. That is, the absence of a secondary loading task might allow human operators to use other residual attentional resources that could be allocated to orientation to a pending control mode change. It also would be worthwhile to investigate the timing of cues relative to mode transitions to see whether greater time allows for more elaborate operator preparation. Modeling of human behavior in these conditions as a basis for explaining performance could be facilitated by different cognitive modeling methods, including approaches involving detailed specification of psychomotor behaviors and parallel processing.
