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Introduction and notations
In this paper all graphs are supposed to be finite, undirected and loopless. For a graph G = (V , E) a set S ⊆ V is an independent set in G if for all u, v ∈ S, uv ̸ ∈ E. Graph sandwich problems were introduced by Golumbic et al. in [12] for DNA physical mapping problems and can be described as follows. Given a property Π of graphs and two sets of edges E 1 , E 2 on a vertex set V , the problem is to find a graph G on V with edge set E s having property Π and such that E 1 ⊆ E s ⊆ E 2 . In some sense, E 1 is the set of forced edges and E 2 the set of possible edges.
This sandwich notion is natural and can be adapted to many combinatorial structures. It seems to be a good tool to capture graphical data with uncertainty or fuzziness [3] and it plays also an important role for graph editing problems [15] . The sandwich notion also permits the capture of notions like tree decomposition and has many applications (see [16] for an overview of some sandwich problems on hypergraphs and their application to databases and constraint satisfaction). But unfortunately, as was already shown in the seminal paper [12] , for most of the usual graph properties such as chordal, permutation, interval, etc., the associated sandwich problem appears to be NP-hard. Among the few polynomial cases one can find the cograph sandwich problem, for which an O((n + m)n) algorithm is provided in [12] . This result was generalized in [8] for P 4 -sparse graphs. A second polynomial case is the homogeneous sandwich problem, for which an O(n 4 ) algorithm is given in [6] and improved down to O(n 3 log n) in [10] . Since cographs are exactly the class of graphs totally decomposable under modular decomposition, it should be noticed that known polynomial sandwich instances, namely cograph, P 4 -sparse graphs and homogeneous set, have strong relationships with modules of graphs. Furthermore when generalizing to split decomposition (also called 1-join decomposition), the associated sandwich problem becomes NP-hard [11] .
This sandwich homogeneous set problem has recently received some attention and our results complete a series of papers [9, 6, 13, 4, 10] . In this paper, we design a tight quasi-linear reduction from the k-independent set problem to the problem of finding a sandwich homogeneous set of size k. Despite the polynomiality of the sandwich homogeneous set problem, this implies that finding the maximum sandwich homogeneous set is NP-hard. Similarly, an analysis of the reduction shows the hardness of the counting version of this problem, which is proved to be #P-complete. In a second part of the paper (see Section 4), we focus on the problem of computing small homogeneous sets and relate it to the complexity of computing triangles and independent sets of size 3 in graphs. We show that deciding the existence of an independent set of size 3 in a graph can be done in time O(m ω 2 ) where ω is the complexity degree of matrix multiplication. With the current value of ω = 2.376 (see [7] ) this gives an O(m 1.18 ) bound. We then show that, for every α ≥ 1, any O(m α ) algorithm for the 3-independent set problem can be turned into an O(m 4α 2α+1 ) for the problem of computing triangles in a graph. From the O(m 1.18 ) bound for the first problem, this provides the well-known O(m 1.41 ) bound of [2] . A surprising consequence of our results is that any substantial improvement in the complexity of the homogeneous set sandwich problem would allow us to derive faster algorithms for the triangle problem.
is such that each vertex of V \ H is adjacent to all vertices of H or to none of them. To avoid trivial cases, it is always supposed that |H| ≥ 2 and |V \ H| ≥ 1 and in this case the module is called a homogeneous set. A subset H is called a sandwich homogeneous set for the above pair of graphs G 1 , G 2 , if H is a homogeneous set of some sandwich graph G s .
Throughout the paper, we denote by G 3 = (V , E 3 ) the complement graph of G 2 , comprising the so-called forbidden edges and we set n = |V | and m i = |E i | for i = 1, 2, 3.
Sandwich Homogeneous Set (SHS)
Question: Is there a sandwich graph G s = (V , E s ) for the pair (G 1 , G 2 ) containing a homogeneous set?
To be precise we consider the size of a data for the SHS problem to be proportional to |V |
A bias vertex u for a set H ⊆ V \ {u} is a vertex such that there exist v and w in H which verify: uv ∈ E 1 and uw ̸ ∈ E 2 (uw ∈ E 3 ). We denote by B(H) the set of all bias vertices of H. The following proposition characterizes sandwich homogeneous sets.
We suppose that the reader is familiar with the basics of complexity classes. Let A be a binary predicate. A counting problem # · A associated with A is a function that maps any instance x to: # · A(x) = |{y : A(x, y) holds }|.
Then, a counting problem # · A is in #P, if A is a polynomial time balanced binary predicate. Informally, #P is the counting extension of the class NP of nondeterministic polynomial time decision problems.
A general construction
In this section, we propose a general reduction on which all the results of this note will rely.
is an independent set in G if and only if S is a homogeneous set for some sandwich graph G s
Moreover, for each sandwich homogeneous set H for pair (
Graphs G 1 and G 3 can be constructed in time O(|E| log |E|) and they satisfy :
In Fig. 1 , an example of such a construction is given (only E 1 and E 3 , the complement of the edge relation E 2 , are represented).
Proof. Let G = (V , E) be a connected graph. We construct two graphs • Each uv ∈ E is associated with two new elements e uv and e uv of W such that:
In other words, e uv and e uv are bias vertices for {u, v} and conversely u and v are bias vertices for {e uv , e uv }. For convenience, we denote by e and e such elements of W . No other elements are in W , hence |W | = 2|E|. 
• Set W must satisfy the following property.
This condition is important: it implies that any homogeneous set of the graph that contains at least two elements of W must contain all elements of W . We delay until the end of the proof explanations on how to realize such a condition.
Let us first prove some simple properties of our graphs.
(i) Vertex a is a bias vertex for every set {e, v} with e ∈ W and v ∈ V . This is true since (1), W ⊆ H and we conclude as before.
We can now prove Theorem 2. Let us first suppose that S ⊆ V is an independent set of G. Then the bias set of S in (G 1 , G 2 ) is empty: all elements v ∈ S are related to a by relation E 3 only and each pair (u, v) having a bias vertex in W must verify uv ∈ E hence the two vertices cannot be both in the independent set S.
Conversely, suppose that S is a homogeneous set for some sandwich graph G s and that either,
If both x and y belong to W then, from item (iii), S is not homogeneous which contradicts our hypothesis. If x = a and y = e ∈ W then, by construction there exists u ∈ V such that:
Hence, vertex u is bias for {e, a} and e is bias for {u, a}. Then, e and e belong to S and again this leads to a contradiction by item (iv).
Let now u ∈ S ∩ V and x ∈ W ∪ {a} with x ∈ S (recall that |S| ≥ 2). If x ∈ W , from item (i), a is also in S. If x = a, there exists e ∈ W which is bias for {u, x} i.e. e ∈ S. Then, in all cases S contains at least two elements of W ∪ {a}. We conclude as in the case S ∩ V = ∅ that this leads to a contradiction.
Provided the set W satisfies Property (1), the result is proved.
Realizability of Property (1) on W . It is easy to specify relations E 1 and E 3 on W to satisfy Property (1). However, we want to construct W with as few E 1 and E 3 edges as possible, more precisely with E 1 and E 3 of size O(|W |. log |W |) i.e. O(|E|. log |E|) on W .
One constructs the set W in two stages. Let W = W 0 ∪ D where W 0 and D are disjoint. Let ⌈log |W |⌉ = p and |D| = p + 4. We first describe the set D we want to built. Let b 1 , b 2 , c 1 , c 2 , d 1 , d 2 , d 3 , . . . , d p be its list of elements. The two edge sets E 1 and E 3 are defined as follows on D. Fig. 2 . Set D is described on the left (for 5 elements). On the right side, the relation between D and W 0 is described. Details are only given for elements 1 and 5 of W 0 .
-E 1 is the following cycle on
On D, relation E 1 has |D| edges and relation E 3 has |D| 2 \ |D| edges, hence, O(log 2 |W |) at most for the two relations. They
We now define E 1 and E 3 on the subset W 0 so that they obey the following constraint (an example of the construction is given in Fig. 2) :
This last condition implies that each point of W 0 is bias for {b i , c j }, i = 1, 2, j = 1, 2. The first condition can be realized as follows. Let W 0 be the integer interval [1, |W 0 |]. We then set, for all i ≤ |D|:
There are enough elements in D to describe the complete binary representation of each element of W 0 . Since two distinct numbers differ in at least one bit, they will have a bias vertex.
Relations E 1 and E 3 have both O(max{log 2 |W |, |W | log |W |}) = O(|W | log |W |) edges. We now prove that W satisfies -
-If x = c 2 , then at least one d i , i ≤ p is such that yd i ∈ E 1 (recall that the y ∈ W 0 are identified with positive integers and the d i s represents the value of their ith digit in binary representation). Since c 2 d i ∈ E 3 then d i is bias for {y, c 2 }.
This concludes the proof.
Hardness results
Our construction relates tightly algorithmic problems related to independent sets and sandwich homogeneous sets. In this section we take profit of this construction to show the hardness of several algorithmic questions on this latter subject.
Decision and approximation problem
Max sandwich homogeneous set Input: Two graphs G 1 = (V , E 1 ) and G 2 = (V , E 2 ) such that E 1 ⊆ E 2 and an integer k.
Question: Does there exist a sandwich homogeneous set H such that |H| ≥ k? Theorem 3. Max sandwich homogeneous set problem is NP-complete.
Proof. The result is obtained by reduction from the well-known NP-complete problem Max-independent set which, given a graph G and an integer k, tests whether there exists an independent set of size greater than k. The reduction itself is that described in Theorem 2.
Analogously, due to the hardness of the analog of the independent set problem with weights on the vertices, the weighted version of the homogeneous set sandwich is also hard. Theorem 4 ([14] ). Max-independent set cannot be approximated within a factor of n 1−ϵ for any ϵ > 0, unless NP = BPP, where n is the number of vertices of the input graph.
Using Håstad's result above and the fact that the reduction of Theorem 2 preserves approximation, a similar result can be derived for the Max sandwich homogeneous set problem.
Counting problems
We now turn to the complexity of counting problems.
Definition 5. A homogeneous set H of a graph G = (V , E) is a strong homogeneous set if for any other homogeneous set H
Strong homogeneous sets are natural objects to consider among homogeneous sets. Strong homogeneous sets when ordered by inclusion form a tree which is often called the modular decomposition tree of a graph. Given two graphs
A strong sandwich homogeneous set H ⊆ V is a strong homogeneous set for some sandwich graph G s of the pair (G 1 , G 2 ).
We consider the following two counting versions of the homogeneous sandwich set problem. # · SHS (Sandwich Homogeneous Set)
Output: The number of sets H such that H is a sandwich homogeneous set. # · SSHS (Strong Sandwich Homogeneous Set)
Output: The number of sets H such that H is a strong sandwich homogeneous set. Theorem 6. The Problems # · SHS and # · SSHS are #P-complete.
Proof.
As it can easily be checked, the reduction of Theorem 2 preserves the number of solutions. Since it is well known that counting the number of independent sets in a graph is a #P-complete problem (even in the special case of bipartite graphs [17] ), the problem # · SHS is #P-complete.
For the second result, one has to inspect again the reduction of Theorem 2. Let H be a sandwich homogeneous set of (G 1 , G 2 ). We will give a graph G s with G 1 ⊆ G s ⊆ G 2 such that H is, in fact, a strong module of G s . By construction, H ⊆ V is an independent set of G. Let G s be the following extension of G 1 :
For each independent set H of G, H is a sandwich homogeneous set of (G 1 , G 2 ). We claim that H is a strong sandwich homogeneous set of (G 1 , G 2 ) for graph G s . Indeed, H is a 
Limits on feasible algorithms for computing sandwich homogeneous sets
In this section, we prove that determining if a pair (G 1 , G 2 ) has a small (i.e. of size 3) sandwich homogeneous set is not such a trivial task as it may seem. A consequence of Theorem 2 is that the k-SHS problem is at least as hard as the kindependent set problem when k is greater than or equal to 3. In [1, 2] , the complexity of finding simple paths or cycle of a given length has been studied. If G = (V , E) is a graph with n vertices and m edges, it is proved that deciding if a graph has a triangle can be computed in time O(n ω ) where ω = 2.376 or time O(m 2ω ω+1 ) = O(m 1.41 ) (if one considers the size of the edge set). This result has been generalized to the problem of computing k-cliques for small values of k. It is obvious that a graph contains a triangle (and more generally a k-clique) if and only if its complement has a 3-independent set (resp. a kindependent set). Although these two problems are intimately related, it is not clear at first sight what bounds can be proved on the complexity of computing, e.g. an independent set of size 3. It appears that, as long as the complexity is expressed in the number of edges e, one could design a faster algorithm for the 3-independent set problem as shown by the following proposition.
Proposition 7.
There is an algorithm that either finds a 3-independent set in a graph G = (V , E) or determines there is no such set in time O(m 1 2 ω ) where m is the size of E and ω is the exponent for fast matrix multiplication.
Proof. The proof can be broken into several cases and has some analogy with that of [2] for the triangle problem. Let G be a graph and ∆ = c.m First, suppose that there exist x 1 and x 2 in X such that x 1 ̸ ∈ N(x 2 ). The number of edges m ′ in the subgraph of G induced by N(x 1 ) ∪ N(x 2 ) is bounded by 2∆ 2 which is asymptotically smaller than m (if the constant c is well chosen). Hence, there exists an edge with at least one endpoint, say x, outside N(x 1 ) ∪ N(x 2 ). In this case, x, x 1 and x 2 is an independent set of size 3. Performing the test for the existence of such x 1 and x 2 can be done in the following way: compute X and the subgraph G ′ of G induced by the vertices of X , i.e., our set of small degree vertices. Check if G ′ is complete. This can be done in time O(m).
If this first step fails in exhibiting a 3-IS, we can suppose now that, for all x 1 , x 2 ∈ X , x 1 ∈ N(x 2 ). Let x be an arbitrary element of X . It holds that |X| ≤ |N(x)| + 1 ≤ ∆ + 1. Also, it can be easily seen that the set X satisfies |X| ≤ 2m/∆, i.e., |X| = O(∆). Then, the total number of elements in V = X ∪ X is O(∆) (under this condition, the graph is dense). Let G be the complement of G. It can be constructed (its adjacency matrix) in time O(∆ 2 ). Checking for the existence of a 3-IS in G is equivalent to checking for the existence of a triangle in G. It can be done by fast matrix multiplication in time O(∆ ω ). The total number of steps needed by this algorithm is O(m + m
. This concludes the proof. As a consequence, since the best value so far is ω = 2.376, this gives an algorithm to test for the existence of an independent set of size 3 in time O(m 1.19 ). Note, in passing, that the above proof provides a linear time (in the number of edges) reduction from the 3-IS problem to the triangle problem. We do not know, but we conjecture that a reciprocal reduction does not exist. However, one can derive the following weaker result. Proposition 8. Let β ≥ 1 and suppose that there is an algorithm that decides whether there exists an independent set of size three in a graph in time O(m β ). Then, there is an algorithm that decides whether there exists a triangle in a graph in time O(m 4β 2β+1 ).
In particular, the existence of an O(m 1.18 ) algorithm for the 3-IS problem provides the (already known) O(m 1.41 ) bound for the triangle problem [2] .
Proof. Let ∆ = m 2β−1 2β+1 . As in [1, 2] , consider first paths of length two where the intermediate point is of degree less than ∆.
All such paths can be found in time
). Then, one only needs to run through possibly all endpoints of these paths and check whether there exists an edge between them to find a possible triangle with one point of ''small'' degree ∆.
If this first step fails, one has to found triangles between vertices of degree greater than ∆. The time total required to perform these two steps is O(m 4β 2β+1 ).
From Theorem 2, one can deduce the following corollary.
Corollary 9. Suppose that there exists an algorithm which decides if two given graphs (G 1 , G 2 ) have a sandwich homogeneous set of size at least 3 in time O(m α ) for some α ≥ 1 (where m = max(m 1 , m 3 )). Then, for all ϵ ≥ 0, there is an algorithm that decides the existence of a 3-independent set in a graph in time O(m α+ϵ ) and also that decides the existence of a triangle in a graph in time O(m 4α 2α+1 +ϵ ).
Proof. Straightforward from the preceding results and the fact that the reduction of Theorem 2 is computable in O(m log m).
Conclusion and perspectives
Intuitively, one may think that deciding the existence of a small sandwich homogeneous set is an easy task. The above corollary shows that the existence of efficient algorithms for such problems is related to major open questions in discrete algorithms. Another consequence of the above results concerns the structure of the homogeneous sandwich families. Although modules of a given graph admit an efficient tree representation, it seems unlikely the case for homogeneous sandwich families. Therefore it would be interesting to study the complexity of the sandwich homogeneous set problem seen as an enumeration problem. In this context, the goal is to design an algorithm which lists all sandwich homogeneous sets as fast as possible. In particular, it is not known if one can enumerate such sets with a polynomial delay (see [13, 18] for preliminary considerations on this problem).
Similarly an interesting problem is to study the complexity of the cograph sandwich problem. A straightforward O((n + m)n) algorithm was first given in [12] , improved to an O((n + m) log 2 n) algorithm in [5] using a sophisticated data structure. Is it possible to find a linear time algorithm for the cograph sandwich problem?
