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Abstract
We propose a hierarchical design framework to automatically synthesize coordination schemes and control policies for cooperative multi-
agent systems to fulfill formal performance requirements, by associating a bottom-up reactive motion controller with a top-down mission
plan. On one hand, starting from a global mission that is specified as a regular language over all the agents’ mission capabilities, a
mission planning layer sits on the top of the proposed framework, decomposing the global mission into local tasks that are in consistency
with each agent’s individual capabilities, and compositionally justifying whether the achievement of local tasks implies the satisfaction
of the global mission via an assume-guarantee paradigm. On the other hand, bottom-up motion plans associated with each agent are
synthesized corresponding to the obtained local missions by composing basic motion primitives, which are verified safe by differential
dynamic logic (dL), through a Satisfiability Modulo Theories (SMT) solver that searches feasible solutions in face of constraints imposed
by local task requirements and the environment description. It is shown that the proposed framework can handle dynamical environments
as the motion primitives possess reactive features, making the motion plans adaptive to local environmental changes. Furthermore, on-line
mission reconfiguration can be triggered by the motion planning layer once no feasible solutions can be found through the SMT solver.
The effectiveness of the overall design framework is validated by an automated warehouse case study.
Key words: Multi-agent systems, formal verification, motion and mission planning, differential dynamical logic, controller synthesis.
1 Introduction
Cooperative multi-agent systems refer to as a class of multi-
agent systems in which a number of homogeneous and/or
heterogeneous agents collaborating in a distributed manner
via wireless communication channels in order to accomplish
desirable performance objectives cooperatively. Represent-
ing a typical class of cyber-physical systems (CPS), coop-
erative multi-agent systems has become a powerful analy-
sis and design tool in the interdisciplinary study of control
theory and computer science due to the great potential in
both academia and industry, ranging from traffic manage-
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ment systems, power grids, robotic teams to smart manufac-
turing systems, see e.g. [1–5] and the references therein.
Mission and motion planning are two fundamental prob-
lems in the context of cooperative multi-agent systems and
have received considerable attention in recent years. To pur-
sue satisfaction of desired performance requirements, plan-
ning methods for cooperative multi-agent systems can gen-
erally be divided into two categories: bottom-up and top-
down approaches. Bottom-up approaches design local con-
trol rules and inter-agent coordination mechanisms to ful-
fill each agent’s individual tasks, while sophisticated col-
lective behavior of cooperative multi-agent systems man-
ages to ensure certain global properties. Such approaches
have gained remarkable success in achieving various mission
and motion planning purposes, including behavior-based co-
ordination [1], consensus-type motion planning [29] and
local high-level tasks [9]. The bottom-up approach scales
well but generally lacks formal performance guarantees, ex-
cept for certain properties like consensus [29], rendezvous
[33] or related formation control [34]. In contrary, starting
from a global mission, top-down design methods comple-
ments bottom-up ones by following a “divide-and-conquer”
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Fig. 1. Overall framework
paradigm, in which the global mission is decomposed into
a series of local tasks for each agent based on their indi-
vidual sensing and actuating capabilities, and accomplish-
ment of the local missions ensures the satisfaction of the
global specification via synchronized [13] [14] or partially-
synchronized [15] [16] multi-agent coordination. Despite the
guarantee of achieving complex high-level global mission
and motion plans, top-down design methods lack flexibility
and scalability in local control policy design due to their re-
quirement for proper abstraction models. Additionally, the
planning complexity quickly becomes prohibitively high as
the number of partitioned regions and agents increase, which
further hampers the applicability of the abstraction based
methods in many practical circumstances.
We are therefore motivated to combine both top-down mis-
sion planning procedure with bottom-up motion planning
techniques to develop a scalable, reactive and correct-by-
design approach for cooperative multi-agent systems that ac-
complishes high-level global tasks in uncertain and dynamic
environments. Our basic idea in this paper is illustrated by
the design framework shown in Fig. 1.
Given a global mission in the form of regular languages
over the mission capabilities of the underlying cooperative
multi-agent system, our proposed framework solves the mis-
sion planning problem by introducing a learning-based top-
down mission decomposition framework [20], which de-
composes the global mission into local tasks that are consis-
tent with each agent’s capabilities. Based on the given local
tasks, we solve the corresponding integrated task and motion
planning problem of the multi-agent systems by extending
our previous results of bottom-up compositional design ap-
proach called CoSMoP (Composition of Safe Motion Prim-
itives) [21] from single agent to multi-agent circumstances.
First, CoSMoP designs a series of motion controllers (prim-
itives) offline that are verified safe by differential dynamic
logic (dL) [22] to form necessary building blocks of complex
maneuvers for each agent. Next, with the learned local task
specification and a scenario map, CoSMoP synthesizes the
corresponding integrated task and motion plan via appropri-
ate composition of simple motion primitives whose correct-
ness is justified by using the Satisfiability Modular Theories
(SMT) solver and by modular incremental verification pro-
cedures. The mission and motion planning problem can be
solved successfully if the motion planning layer comes up
with a set of feasible motion plans for a fair dynamic envi-
ronment, i.e. the changes in the environment do not lead any
agent to a deadlock. However, if it fails to obtain feasible
motion plans or an agent gets in a deadlock, feedbacks can
be provided to adjust each agent’s mission plan by exploit-
ing necessary coordinations. Our main contributions lie in
(1) We apply formal methods to solve both the mission and
the motion planning problems of cooperative multi-
agent systems, based on which provably correct mis-
sion plans are obtained and feasible motion plans are
synthesized through correct-by-construction.
(2) Our proposed framework shows great improvement
of the scalability issues. On one hand, in the top-
down mission planning stage, we use assume-guarantee
paradigm [23] to compositionally verify the correct-
ness of all the mission plans, mitigating the “state ex-
plosion” issues; on the other hand, we synthesize the
corresponding motion controllers by using SMT solver
and thus finite abstractions of the environment [24] is
avoided.
(3) Although the given global mission is not necessarily
reactive, our proposed framework does provide solu-
tions for both mission and motion plans that are reac-
tive. First, we develop a modification of theL∗ learning
algorithm [25] such that it can be applied for local mis-
sion planning even the agent’s model is not known a
priori; secondly, by composing safe motion primitives,
the designed motion controller can reactively interact
with (possibly) uncertain environment and with other
agents. For example, collisions with either obstacles or
other agents are avoided.
The remainder of this paper is organized as follows. Previous
work related to multi-agent coordination and control are
briefly reviewed in Section 2. After introducing necessary
preliminaries in Section 3, Section 4 presents the formal
statement of our problem, along with a motivating example
that are used throughout the rest of the paper. Section 5
solves the top-down problem while Section 6 solves the
bottom-up design problem. Section 7 concludes the paper.
2 Related Work
In this paper, we leverage guidance from this relatively broad
body of literature to develop a formal framework to solve
the mission and motion planning problems of cooperative
multi-agent systems. It is worth noting that the proposed
framework shows great features of both bottom-up and top-
down design methods. Using such a framework, we demon-
strate how formal synthesis and verification techniques can
facilitate the design of coordination and control protocols
for cooperative multi-agent systems.
2.1 Multi-Agent Systems
The increasing interest in improving the expressiveness of
mission and/or motion planning specifications draws our at-
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tention to specifying desired multi-agent behavior in the
form of formal languages, such as regular languages and
temporal logics including linear temporal logic (LTL) and
computation tree logic (CTL) [10], which provide formal
means of specifying high-level performance objectives due
to their expressive power. A common two-layered architec-
ture is usually deployed in the synthesis problems of the
formal specifications [38] [39]. Based on constructing ap-
propriate finite-state abstractions of not only the underlying
dynamical system, but the working environment as well, a
control strategy [40], usually represented by a finite state au-
tomaton, is synthesized for the satisfaction of the high-level
specifications by using formal methods, including model
checking [10], supervisory control theory [41] [42] and re-
active synthesis [40]. This synthesis procedure leads to a
hierarchical control structure with a discrete planner that
is responsible for the high-level, discrete plan and a corre-
sponding low-level continuous controller. Simulations and
bisimulation relations are established [10] as a proof that the
continuous execution of the low-level controller preserves
the correctness of the high-level discrete plans [3] [43].
2.2 Bottom-up Synthesis
One of the most highlighted bottom-up methods in literature
can be categorized as the behavior-based [1] approaches,
which coordinate multiple agents by composing pre-defined
behaviors or distributed learning algorithms from artificial
intelligence [6]. It turns out, however, that much of this
behavior-based work possesses empirical features that leads
to a trial-and-error design process, and therefore lacks guar-
antees of high-level performance objectives. Recent stud-
ies [7] [8] have accounted for performance verification of
behavior-based schemes; nevertheless, the contribution are
mainly made to single-agent cases. To accomplish high-level
tasks of cooperative multi-agent systems, many attempts
have been made in the context of bottom-up design. Filip-
pidis et al. [9] proposed a decentralized control architecture
of multi-agent systems to address local linear temporal logic
(LTL) [10] specifications while obeying inter-agent com-
munication constraints; however, the agents therein did not
impose any constraints on other agents’ behavior. Guo and
Dimarogonas [11] considered the synthesis of motion plans
associated with each agent to fulfill corresponding local LTL
specifications by developing a partially decentralized solu-
tion which formed clusters of dependent agents such that
all individual tasks can be finished in an orderly manner.
To overcome the computational issues, the results were fur-
ther extended in [12] by involving receding horizon planning
techniques.
2.3 Top-down Synthesis
Karimadini and Lin [17] studied task decomposition prob-
lems of cooperative multi-agent systems, and necessary and
sufficient conditions were derived under which the global
tasks can be retrieved by the assigned local specifications
in the sense of bisimulation [10]. Task decomposition from
a computationally tractable fragment of computation tree
logic (CTL) specifications were also investigated by Partovi
and Lin [18]. Following a top-down architecture, Kloetzer
and Belta [15] solved the multi-agent coordination prob-
lem from a global LTL specification, by model checking the
composed behavior of all agents in a centralized manner;
the results were extended in [19], in which optimality and
robustness properties of the synthesized motion plans were
taken into consideration. “Trace-closed” regular specifica-
tions were investigated in [14] [16] to automatically deploy
cooperative multi-agent teams. Karaman and Frazzoli [13]
addressed the mission planning and routing problems for
multiple uninhabited aerial vehicles (UAV), in which the
given LTL specifications can be systematically converted a
set of constraints suitable to a mixed-integer linear program-
ming (MILP) formulation.
Furthermore, even though powerful model checking tools
have been exploited [24] [27] to synthesize control pro-
tocols for formal specifications, these approaches generate
open-loop strategies and cannot handle reactive specifica-
tions; furthermore, those synthesis methods which work for
reactive control protocols [43] are severely limited by their
high computational complexity. To mitigate this problem,
Wongpiromsarn et al. [49] employed a receding horizon pro-
cess where a controller only repeatedly worked out a plan
for a short time horizon ahead of the current status. Nev-
ertheless, the proposed results have difficulty handling co-
operative tasks for multi-agent systems that involved close
inter-agent cooperation.
2.4 Symbolic Motion Planning
Control theory has been widely involved to develop
performance-guaranteed solutions of planning problems.
The classical reach-avoid planning and point-to-point mo-
tion planning algorithms [2] [26] aim to steer an intelligent
agent from a given initial position to some desirable fi-
nal configuration while avoiding the collision with any
obstacles along the way by utilizing various graph search
techniques. Nevertheless, exact solutions to this problem
are generally intractable, and various efforts have been
devoted to efficiently overcoming the computational bur-
den [27] [28]. It turns out that extension of single-agent
planning algorithms to multi-agent cases can be non-trivial,
whereas many attempts have been made to achieve different
multi-agent coordination and control purposes, such as con-
sensus [29] [30], flocking [31] [32], rendezvous [33] and
formation control [34] of multi-agent systems. Fulfillment
of these coordination goals is ensured by control theoretical
analysis and deductive verification, including Lyapunov sta-
bility [29] [31] analysis, barrier certificates [35], differential
dynamic logic [22], and game theory [36] [37]. However,
these traditional planning and coordination approaches
guarantee the steady-state performance of the underlying
multi-agent systems, whereas satisfaction of more complex
and temporal specifications is not considered.
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2.5 Integrated Task and Motion Planning
Traditionally, the high-level task planner for mobile robots
sits on top of the motion planner [44]. The task planner sees
the world as abstracted symbols and ignores details in geo-
metric or physical constraints, which may cause infeasibility
in the motion planning. Therefore, a recent trend is towards
an Integrated Task and Motion Planning (ITMP). Earlier ef-
forts in ITMP, such as Asymov [45] and SMAP [46], were
still based on abstractions of the working environment and
used a symbolic planner to provide a heuristic guidance to
the motion planner. Recent work, such as [47] and [48],
introduced a “semantic attachment,” i.e. a predicate that is
solved by a motion planner, to the symbolic planner. An
overview of the recent developments in the symbolic motion
planning can be found in [4], where the task planning prob-
lem is reduced to model checking. Since these methods are
based on abstracted symbolic models of the environments,
it is a common assumption that the working environment
is known or static and the robot is the only moving object
(or the robot itself carries other movable objects). However,
in practice, a robot often shares its workspace with others
robots or even humans, and the environment often changes
over time in a way that is hard to predict.
3 Preliminaries
In this section, we introduce the basic concepts and notations
that are used throughout this paper to describe cooperative
multi-agent systems and their desired properties.
3.1 Regular Languages
For a finite set Σ, we let 2Σ and |Σ| denote the powerset and
the cardinality of Σ, respectively; furthermore, let Σ∗, Σ+
and Σω denote the set of finite, non-empty finite and infinite
sequences that consist of elements from Σ. A finite sequence
w composing of elements in Σ, i.e.,w = w(0)w(1) . . . w(n),
is called a word over Σ. The length of a word w ∈ Σ∗ is
denoted by |w|. For two finite words w1 and w2, let w1w2
denote the word obtained by concatenating w1 and w2. A
finite word s ∈ Σ∗ is said to be a prefix of another word tΣ+,
written as s ≤ t, if there exists a word u such that t = su.
Given a finite event set Σ, a subset of words in Σ∗ is called a
(finite) language over Σ. For a language K ⊆ Σ∗, the set of
all prefixes of words in K is said to be the prefix-closure of
K, denoted byK, that is,K = {s ∈ Σ∗|∃t ∈ Σ∗ : st ∈ K},
where st denotes the concatenation of two words s and t.
K is said to be prefix-closed if K = K. In practice, we use
deterministic finite automata to recognize languages.
Definition 1 (Deterministic Finite Automaton) A deter-
ministic finite automaton (DFA) is a 5-tuple
G = (Q,Σ, q0, δ, Qm),
where Q is a finite set of states, Σ is a finite set (alphabet)
of events, q0 ∈ Q is an initial state, δ : Q × Σ → Q is
a partial transition function and Qm ⊆ Q is the set of the
marked (accepting) states.
The transition function δ can be generalized to δ : Q ×
Σ∗ → Q in the usual manner [50]. The language generated
by G is defined as L(G) := {s ∈ Σ∗|δ(q0, s) is defined.};
while Lm(G) = {s ∈ Σ∗|s ∈ L(G), δ(q0, s) ∈ Qm} stands
for the language that is marked by G. The language that is
accepted by a DFA is called a regular language. We focus
our study on regular languages in the sequel.
For a non-empty subset Σ′ ⊆ Σ and a word s over Σ, we
use the “natural projection” to form a word s′ over Σ′ from
s by eliminating all the events in s that does not belong to
Σ′. Formally, we have
Definition 2 (Natural Projection) For a non-empty subset
Σ′ ⊆ Σ, the natural projection P : Σ∗ → Σ′∗ is inductively
defined as
P () = 
∀s ∈ Σ∗, σ ∈ Σ, P (sσ) =
{
P (s)σ, if σ ∈ Σ′,
P (s), otherwise.
The set-valued inverse projection P−1 : 2Σ
′∗ → 2Σ∗ is of
P defined as P−1(s) = {t ∈ Σ∗ : P (t) = P (s)}.
Given a family of event sets {Σi}, i = 1, 2, . . . , N , with their
union Σ =
⋃N
i=1 Σi, we let Pi denote the natural projection
from Σ to Σi. For a finite set of regular languages Li ⊆ Σ∗i ,
i = 1, 2, . . . , N , the synchronous product of {Li}, denoted
by ||ni=1Li, is defined as follows.
Definition 3 (Synchronous Product) [51] For a finite set
of regular languages Li ⊆ Σ∗i , i = 1, 2, . . . , N ,
||ni=1Li = {t ∈ Σ∗|∀i : Pi(t) ∈ Li}. (1)
Equivalently, ||ni=1Li =
⋂n
i=1 P
−1
i (Li).
3.2 Differential Dynamic Logic
The Differential Dynamic Logic dL verifies a symbolic hy-
brid system model, and, thus, can assist in verifying and
finding symbolic parameters constraints. Most of the time,
this turns into an undecidable problem for model check-
ing [22]. Yet, the iteration between the discrete and contin-
uous dynamics is nontrivial and leads to nonlinear param-
eter constraints and nonlinearities in the dynamics. Hence,
the model checking approach must rely on approximations.
On the other hand, the dL uses a deductive verification ap-
proach to handling infinite states, it does not rely on finite-
state abstractions or approximations, and it can handle those
nonlinear constraints.
The hybrid systems are embedded to the dL as hybrid pro-
grams, a compositional program notation for hybrid systems.
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Definition 4 (Hybrid Program) A hybrid program [22] (α
and β) is defined as:
α, β ::=
{
x1 := θ1, ..., xn := θn |?χ | α;β | α ∪ β | α∗ |
x′1 := θ1, ..., x
′
n := θn&χ
where:
• x is a state variable and θ a first-order logic term.
• χ is a first-order formula.
• x1 := θ1, ..., xn := θn are discrete jumps, i.e. instanta-
neous assignments of values to state variables.
• x′1 := θ1, ..., x′n := θn&χ is a differential equation sys-
tem that represents the continuous variation in system dy-
namics. x′i := θi is the time derivative of state variable
xi, and &χ is the evolution domain.
• ?χ tests a first-order logic at current state.
• α;β is a sequential composition, i.e. the hybrid program
β will start after α finishes.
• α ∪ β is a nondeterministic choice.
• α∗ is a nondeterministic repetition, which means that α
will repeat for finite times.
Thus, we can define the dL formula, which is a first-order
dynamic logic over the reals for hybrid programs.
Definition 5 (dL formulas) A dL formula [22] (φ and ψ)
is defined as:
φ, ψ ::= χ | ¬φ | φ ∧ ψ | ∀xφ | ∃xφ | [α]φ | 〈α〉φ
where:
• [α]φ holds true if φ is true after all runs of α.
• 〈α〉φ holds true if φ is true after at least one runs of α.
dL uses a compositional verification technique that permits
the reduction of a complex hybrid system into several sub-
systems [22]. This technique divides a system ψ → [α]φ
in an equivalent formula ψ1 → [α1]φ1 ∧ ψ2 → [α2]φ2,
where each ψi → [αi]φi can be proven separately. In our ap-
proaches we use this technique backwards, we prove a set of
dL formulas ψi → [αi]φi, where each one is the ith motion
primitive model, and we use the SMT to compose an equiv-
alent ψ → [α]φ that satisfies a mission task. Therefore, the
synthesized hybrid system performance is formally proven.
3.3 Counter Linear Temporal Logic Over Constraint Sys-
tem
We express the specification of an autonomous mobile robot
using Counter Linear Temporal Logic Over Constraint Sys-
tem CLTLB(D) defined in [52]. This language is interpreted
over Boolean terms p ∈ AP or arithmetic constraintsR ∈ R
belong to a general constraint systemD, whereAP is a set of
atomic propositions and R is a set of arithmetic constraints.
Thus, the semantics of a CLTLB(D) formula is given in
terms of interpretations of a finite alphabet Σ ∈ {AP,R}
on finite traces over a finite sequence ρ of consecutive in-
stants of time with length K, meaning that ρ(k) is the inter-
pretation of Σ at instant of time k ∈ Nρ,Nρ = {0, ...,K}.
Moreover, the arithmetic terms of an arithmetic constraint
R ∈ R are variables x over a domain D ∈ {Z,R} valuated
at instants i and, thus, are called arithmetic temporal terms
a.t.t.,
Definition 6 (Arithmetic Temporal Term) A CLTLB(D)
arithmetic temporal term (a.t.t.) ϕ is defined as:
ϕ ::= x | ©ϕ | ©−1ϕ
where © and ©−1 stands for next and previous operator.
Therefore, a CLTLB(D) formula is a LTL formula over the
a.t.t. defined as below.
Definition 7 (Formula) A CLTLB(D) formula (φ, φ1 and
φ2) is defined as,
φ, φ1, φ2 ::=
{
p | R(ϕ1, ..., ϕn) | ¬φ | φ1 ∧ φ2 |
©φ | ©−1φ | φ1Uφ2 | φ1Sφ2
where,
• p ∈ AP is a atomic proposition, and R ∈ R is a relation
over the a.t.t. such as, for this work, we limit it to linear
equalities or inequalities, i.e. R(ϕ1, ..., ϕn) ≡
∑n
i=1 ci ·
ϕi#c0, where # ≡ 〈=, <,≤, >,≥〉 and ci, ϕi ∈ D.
• ©, ©−1, U and S stands for usual next, previous, until
and since operators on finite traces, respectively.
Based on this grammar, it can also use others common ab-
breviations, including:
• Standard boolean, such as true, false, ∨ and →.
• 3φ that stands for trueUφ, and it means that φ eventually
holds before the last instant (included).
• φ that stands for ¬3¬φ, and it means that φ always
holds until the last instant.
• Last[φ] that stands for3(¬©true)∧φ, where ¬©true
on finite trace is only true at last instant. Thus, it means
that φ is true at the last instant of the sequence ρ.
A CLTLB(D) formula is verified in a Bounded Satisfiability
Checking (BSC) [53]. Hence, it is interpreted on a finite
sequence ρ with length K. Therefore, ρ(k)  p means that
p holds true in the sequence ρ at instant k (p ` ρ(k)).
Definition 8 (Semantics) The semantics of a CLTLB(D)
formula φ at an instant k ∈ Nρ is as follow:
• ρ(k)  p⇐⇒ p ` ρ(k).
• ρ(k)  R(ϕ1, ..., ϕn)⇐⇒ R(ϕ1, ..., ϕn) ` ρ(k).
• ρ(k)  ¬φ⇐⇒ ρ(k) 2 φ.
• ρ(k)  φ1 ∧ φ2 ⇐⇒ ρ(k)  φ1 ∧ ρ(k)  φ2.
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• ρ(k) ©φ⇐⇒ ρ(k + 1)  φ.
• ρ(k) ©−1φ⇐⇒ ρ(k − 1)  φ.
• ρ(k)  φ1Uφ2 ⇐⇒
{∃i ∈ [k,K] : ρ(i)  φ2∧
∀j ∈ [k, i− 1] : ρ(j)  φ1 .
• ρ(k)  φ1Sφ2 ⇐⇒
{∃i ∈ [0, k] : ρ(i)  φ2∧
∀j ∈ [i+ 1, k] : ρ(j)  φ1 .
4 Problem formulation
4.1 A Motivating Example
As a motivating example, let us consider a cooperative MRS
with N robots in an automated warehouse as shown in Fig.
2. The global mission is to deploy the robots to move newly
arrived goods to respectively designated workspaces. Ad-
ditionally, the robots are Pioneer P3-DX robots 3 which is
fully programmable and includes a dedicated motion con-
troller with encoder feedback. Moreover, this robot can be
simulated with the MobileSim 4 . This application permits
to simulate all current and legacy models of MobileRobot-
s/ActivMedia mobile robots such as Pioneer 3 DX and AT.
Moreover, full source code is available under the GPL for
understanding the simulation implementation, customizing
and improving it.
Furthermore, the Pioneer P3-DX robot has a software devel-
oping kit called Pioneer SDK 5 which allows developing its
control system in custom C++ applications with third-part
libraries such as an SMT solver. Particularly, the examples
presented in this paper are implemented using two libraries
from this kit: ARIA 6 and ARNL 7 . The ARIA brings an
interface to control and to receive data from MobileSim ac-
cessible via a TCP port and is the foundation for all other
software libraries in the SDK such as the ARNL. Moreover,
the ARNL Navigation library 8 provides a MobileRobots’
proprietary navigation technology that is reliable, high qual-
ity and highly configurable and implement an intelligent
navigation and positioning capabilities to this robot. Differ-
ent localization (positioning) methods are available for var-
ious sensors such as LIDAR, Sonar, and GPS. Furthermore,
commands can be sent to a custom application implement-
ing those libraries by using a graphical interface called Mo-
3 http://www.mobilerobots.com/ResearchRobots/PioneerP3DX.aspx,
retrieved 05-18-2016.
4 http://www.mobilerobots.com/Software/MobileSim.aspx, re-
trieved 05-18-2016.
5 http://www.mobilerobots.com/Software.aspx, retrieved 05-18-
2016.
6 http://www.mobilerobots.com/Software/ARIA.aspx, retrieved
05-18-2016.
7 http://www.mobilerobots.com/Software/NavigationSoftware.aspx,
retrieved 05-18-2016.
8 http://www.mobilerobots.com/Software/NavigationSoftware.aspx,
retrieved 05-18-2016.
Fig. 2. Warehouse layout
bileEye 9 which shows the sensor readings and trajectories.
Hence, each robot dynamics is simulated in MobileSim, and
each controller is implemented in a C++ custom applica-
tion that both run on Linux Computers. These computers are
connected through Ethernet, and each robot controller con-
nects via a TCP port to MobileSim and other robot neigh-
bors. Therefore, all examples presented in this paper can be
implemented in a custom C++ application using both the
Pioneer SDK and the SMT solver (e.g. Z3).
This article illustrates the control system design using a sim-
ple example shown in the Fig. 2. Denote NA = {1, ..., N},
we initially assume N = 2 and all the robots Ri, i ∈ NA
have the identical communication, localization and actua-
tion capabilities. Our design framework can be extended to
involve N > 2 robots with different capabilities and other
scenarios like search and rescue as well, and it will be pre-
sented an example with N = 10.
This robot team may share its workspace with humans and
deal with unexpected obstacles such as a box that falls from
a shelf. Some goods must be moved first before the others
can be picked up, some maybe quite heavy and require two
robots to move; therefore coordination between robots is
needed for the safety as well as the accomplishment of the
global task.
4.2 Cooperative Mission Planning Problem
Motivated by the fact that the accomplishment of missions
among cooperative multi-agent systems shows strong event-
driven features, we characterize the mission planning prob-
lem within the discrete-event system (DES) formalism [50].
For a cooperative multi-agent system that consists of N in-
teracting agents, let ΣiMI denote the set of missions that can
be accomplished by the i-th agent, i ∈ NA. In practical mis-
sion planning problems, events in ΣiMI shall represent the
sensing, and actuating capabilities of the underlying agent;
and execution of an event σiMI indicates that the i-th agent
may accomplish a certain action. The “global” missions are
9 http://www.mobilerobots.com/Software/MobileEyes.aspx, re-
trieved 05-18-2016.
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Fig. 3. Global specification
then captured by the union of mission capabilities of all
agents, i.e., ΣMI =
⋃
i∈NA Σ
i
MI . For the clarity of pre-
sentation, we assume that the mission transition diagram of
each agent Ri is given by a prefix-closed regular language
KiMI ⊆ Σi∗MI .
The mission alphabet ΣiMI , i ∈ NA of the motivating ex-
ample are listed in Table 1 with an explanation of the cor-
responding service and mission capabilities.
Table 1
ΣiMI
Event Explanation
RipOj Robot Ri picks up object Oj .
RidOjaWk Robot Ri drops off Oj at workspace k.
ri Robot Ri returns to its original position.
OjAway Oj is moved away
i, j, k = 1, 2
Inter-agent communication for the purpose of multi-agent
coordination are considered at this point by imposing extra
constraints on events shared by more than one agent. For
each agent Ri, i ∈ NA, we associate a pair of request and
response communication events, respectively as follows:
Σreq,i = {?σ|(∃j 6= i)σ ∈ (ΣiMI ∩ ΣjMI)},
and
Σres,i = {!σ|(∃j 6= i)σ ∈ (ΣiMI ∩ ΣjMI)},
where a request event indicates that the underlying agent
sends a message through the communication channel, and a
response event indicates a message reception. In the ware-
house example, OjAway is a communication event where
?OjAway denotes a request event that some robot wants the
Oj to be moved away. !OjAway denotes a response event
that some robot moves Oj away and notifies the robot who
made the request.
The team task KMI ⊆ Σ∗MI is given in the form of a prefix-
closed regular language associated with its DFA representa-
tion. The design objective of the mission planning is to de-
compose the global mission into local tasks KiMI , i ∈ NA,
such that ||i∈NAKiMI |= KMI , i.e.,
(||i∈NAKiMI) ⊆ KMI .
That is, the collective team behavior should not exceed the
global mission. In summary, the top-down design objec-
tive is to solve the following distributed cooperative tasking
problem.
Problem 1 (Cooperative Mission Planning) Given a non-
empty and prefix-closed global missionKMI and ΣMI , local
mission sets ΣiMI , i ∈ NA of each robot, systematically find
locally feasible mission plans KiMI for each robot such that
||i∈NAKiMI |= KMI .
The team mission for the automated warehouse example is as
shown in Fig. 3. All the horizontal events of the same column
and all the vertical events of the same row are identical.
4.3 Integrated task and motion planning
Given the local mission plan KiMI for each robot Ri, the
underlying integrated task and motion planning problem is
to implement the task with safety guarantees.
The description of the scenario environment is essential for
the integrated task and motion planning problem. Hence, we
first define the scene description which provides the basic
information of the robot workspace. Since the Pioneer P3-
DX robot is a ground vehicle, its workspace can be specified
in 2D.
Definition 9 (Scene Description) Scene description is a tu-
pleM = 〈O,A,B〉:
• Obstacles O: a set of polygon obstacles described by
line segments oj , j ∈ NO specified by two points oi =
〈(xi, yi), (xf , yf )〉, where NO = {1, ..., |O|};
• AgentsA: a set of robotsRi ∈ A : Ri = 〈l, qr,0〉, i ∈ NA
which are represented as a square described by their length
l and their initial state qr,0.
• Objects B: a set of movable objects bj = 〈l, qb,0〉, j ∈ NB
which are specified as an square described by their length
bi.l and their initial state qb,0, where NB = {1, ..., |B|}.
The states variables of the robots and objects are defined
over instants of time indicating the execution ending events
of the primitives. Those instants of time are defined by k ∈
Z≥0, as defined in Sec. 3.3, and it denotes the time instant
that the kth action has been taken. Thus, we denote the
robot Ri state variables as qir, i ∈ NA : qir = 〈x, y, α〉
which represents the robot pose, where x, y ∈ Z specify the
position in mm and α ∈ R is angle in degrees. Hence, a
CLTLB(D) formula 2(qir.x =©qir.x), for example, means
that the robot state variable x value at instant k should be
always equal to the value of x at k + 1. Correspondingly,
the object state variables are expressed as qjb , j ∈ NB :
qjb = 〈x, y, p, a〉 which describes its 2D position 〈x, y〉 :
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x, y ∈ Z, and p and a are Boolean propositions that p holds
true when the robot is carrying this object, and a holds
true when another robot is taking this object away from its
initial position. Next, we define a scene description for the
particular scenario as shown in Fig. 2
Example 1 The Fig. 2 a scene of an automated ware-
house which two robots must drop two objects off in
two different workspaces. Note that the origin (0, 0) is
at the center of the workspace. The robots are repre-
sented as black filled squares with side length 400mm
which start at bottom left of this warehouse, i.e. A =
[〈400, (−2000,−1000, 0.0)〉, 〈400, (−2000,−2000, 0.0)〉].
The objects are initially at bottom right of the warehouse
and are depicted as black filled square too with side length
100mm, i.e. B = [〈100, (2000,−1000, false, false)〉,
〈100, (1900,−1000, false, false)〉]. The obstacles refers
to the four boundary lines that limits the scene which are for-
mally specified as a set of line segments [〈(−2500,−2500),
(2500,−2500)〉, 〈(2500,−2500), (2500, 2500)〉, 〈(2500,
2500), (2500,−2500)〉, 〈(2500,−2500), (−2500,−2500)〉]
⊂ O and to the two walls that separate the workspaces shown
as gray squares, i.e.
[〈(0, 0), (0, 2500)〉, 〈(−1000, 0), (1000,
0)〉] ⊂ O. The challenge in this scene is that the objects are
adjacent to each other; therefore, a plan that includes both
robots picking them up at same time requires a cooperative
behavior. 2
Problem 2 (Reactive Motion Planning) Given a team of
robots A and their mission plans KiMI : i ∈ NA, the scene
descriptionM, and the trace length Ki for each robot Ri,
solve an integrated task and motion planning problem by
splitting it into three steps. First, design a set of safe mo-
tion primitives Pi for each robot Ri and respective mo-
tion primitives specification φiP(M). A safe motion primi-
tive pii,j ∈ Pi : j ∈ N iP = {1, ..., |Pi|} for the robot Ri
is a certified controller which guarantees a safety property
and can be reactive changing its control values based on
actual sensor readings. The motion primitives specification
φiP(M) is a CLTLB(D) formula which specifies the safe
motion primitives by defining constraints for the state vari-
ables and the given scene descriptionM. Second, for each
robot Ri, check if the mission plans KiMI are satisfiable for
the sceneM in a fair environment using the controllers Pi
for each robot Ri. An environment is fair when all moving
and static obstacles that are not in the scene description
do not lead any robot to a deadlock. Third, for all plans
KiMI that are satisfiable, find a trace s
i with length Ki
for each robot Ri, where si(k) = 〈qir(k), δi(k)〉 at instant
k ∈ N i = {1, ...,Ki}. Qir is a sequence of assigned values
for robot Ri states such as qir(k) ∈ Qir : qir(k) = 〈x, y, α〉
are the values at instant k. Qipi is a sequence of assigned
primitives such as δi(k) ∈ Qipi is a motion primitive at in-
stant k that defines to robot Ri what primitive pii,j ∈ δi(k)
to take at qir(k − 1) to go to qir(k).
Note that we are restricted to take at mostKi actions in each
mission planKiMI and robotRi. The motion controller δ
i(k)
refers to actions that a robot can execute, such as moving to
some place, picking up objects and so on. Such actions are
designed underlying low-level control law from which the
generated trajectories are guaranteed to be safe considering
both the environment geometrics and kinematics.
5 Top-down design and Task Decomposition
This section concerns with Problem 1 and derives a system-
atical approach to decompose the global task into feasible
local tasks. In our previous work [54], a counterexample-
guided and learning-based assume-guarantee synthesis
framework was proposed. We adopt this framework in the
top-down layer in Fig. 1 to automatically learn the local
missions KiMI .
No
No
...
KMI
Decomposition
KNMIK1MI
Assume-guarantee 
Compositional Ver i f ication
YesCounterexamples?
Modify 
Assumptions?
Success
Yes
Fig. 4. Learning-based coordination and mission planning frame-
work.
Fig. 4 shows the flowchart of the automatic task decompo-
sition and coordination framework that solves Problem 1 by
executing the following steps iteratively.
• Task decomposition Obtain a prefix-closed and feasible
local mission KiMI for robot Ri from the global mission
KMI .
• Compositional verification We determine whether or not
the collective behaviors of each agent can satisfy the
global mission by deploying a compositional verification
[54] procedure with each behavior module being a com-
ponent DFA that recognizes KiMI . In particular, to miti-
gate the computational complexity, we adopt an assume-
guarantee paradigm for the compositional verification and
modify L∗ algorithm [25] to automatically learn appro-
priate assumptions for each agent.
• Counterexample-guided synthesis If the local missions
fail to satisfy the global specification jointly, the compo-
sitional verification returns a counterexample indicating
that all the KiMI , i ∈ NA share a same illegal trace that
violates the global mission. We present such counterex-
ample to re-synthesize the local missions.
We illustrate the task decomposition using the automated
warehouse example in Section II. In the framework shown
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Fig. 5. Robots’ specifications
in Fig. 4, local missions KiMI , i = 1, 2 are obtained by
KiMI = Pi(KMI) as shown in Fig. 5, where Pi stands
for the natural projection [50] from the global mission set
ΣMI to the mission set ΣiMI of the i-th robot, i ∈ NA.
Under the assumption that the global mission is feasible, i.e.,
KMI = KMI , we point out that every mission specification
KiMI is locally feasible.
Given a series of feasible local missions KiMI for i = 1, 2,
the next question is whether or not the fulfillment of all lo-
cal missions can imply the satisfaction of the global one.
This question is addressed by deploying a compositional
verification procedure [54]. Specifically, by setting KiMI as
the i-th behavior module, the compositional verification jus-
tifies whether or not M1||M2 |= KMI using an assume-
guarantee scheme. In the assume-guarantee paradigm for
compositional verification, a formula to be checked is a triple
〈A〉M〈P 〉, where M is a module component, P is a prop-
erty and A is an assumption about M ’s environment, which
can also be represented by a DFA. The formula is true if
wheneverM is part of a system satisfyingA, then the system
must also guarantee the property P , i.e., ∀E, E||M |= A
implies that E||M |= P . For the warehouse example, we
check the achievement of KMI by following an asymmetric
proof rule.
1 〈A〉K1MI〈KMI〉
2 〈true〉K2MI〈A〉
〈true〉K1MI ||K2MI〈KMI〉
Here A denotes an assumption about the environment (in-
cluding mission planK2MI performed by robotR2) in which
robot R1 is placed. To automatically generate appropri-
ate assumptions, we consider the L∗ learning algorithm
proposed in [25]. L∗ creates a series of observation ta-
bles to incrementally record and maintain the information
whether traces in Σ∗ belong to U . An observation table
is a three-tuple (S,E, T ) consisting of: a non-empty fi-
nite set S of prefix-closed traces, a non-empty finite set
E of suffix-closed traces and a Boolean function, called a
membership query, T : (S ∪ SΣ)E → {0, 1}. Once the
observation table is closed and consistent [25], a candi-
date DFA M(S,E, T ) = (Q, q0, δ, Qm) over the alphabet
Σ is constructed. If L(M) = U , where L(M)is the gen-
erated language of M [50], then the oracle returns “True”
with the current DFA M ; otherwise, a counterexample c ∈
(U −L(M)) ∪ (L(M)−U) is generated by the oracle. L∗
then adds all its prefixes c to S, which reflects the difference
start
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Fig. 6. Assumption A for robot R1.
in next conjecture by splitting states in M , and L∗ iterates
the aforementioned process to update M with respect to S.
For the purpose of compositional verification, we modify
L∗ by using the following family of dynamical membership
queries.
Ti(t) =
{
1, if 〈DFA(t)〉K1MI〈KMI〉 is true.
0. otherwise
(2)
where DFA(t) is a deterministic finite automaton that gen-
erates t and accepts t. In the warehouse example, an ap-
propriate assumption A for robot R1 is depicted in Fig. 6.
Next, we check whether or not K2MI |= A, which turns out
to be true in the warehouse example. Thus one can conclude
that the joint behavior of the two robots can cooperatively
accomplish the global mission.
Remark 1 In case where ΣMI =
⋃
i∈NA Σ
i
MI , the compo-
sitional verification procedure essentially justifies the sep-
arability of the global mission KMI [51] with respect to
ΣiMI , i ∈ NA, i.e., KMI = ||i∈NAPi(KMI); while the
assume-guarantee paradigm avoids “state explosion” in the
compositional verification. In case KMI is not separable,
the compositional verification fails and returns a counterex-
ample t ∈ Σ∗MI indicating a violation of the global mission.
We present such counterexample to re-synthesize the local
missions by resetting KiMI := K
i
MI − Pi(t). It has been
shown in [55] that, under the assumption that the indepen-
dence relation induced by the distribution is transitive, KMI
can always possess a non-empty separable sublanguage.
6 Bottom-up Design and Integrated Task and Motion
Planning
This section solves the Problem 2 and illustrates it through
the warehouse example. This section is based on exten-
sions of our previous work [21] to multi-robot coordinations.
In [21], a bottom-up approach called CoSMoP (Composition
of Safe Motion Primitives) was proposed. It features a two
layer hierarchical motion planning as shown in Fig. 7 for
each robot. The global layer synthesizes an integrated task
and motion plan for the local layer considering only geo-
metric constraints from a given scene descriptionM. If this
layer finds a satisfiable plan, the motion supervisor in the
local layer implements a designed sequence of controller ex-
ecutions satisfying all kinematic and geometric constraints.
CoSMoP solves Problem 2 in three stages. First, it designs
offline a set of safe motion primitives Pi∗ for each robot Ri
to provide necessary maneuvers to complete a given task.
We omit the index i from now on because the controllers are
identical for all robots in this paper. Second, for each primi-
tive pij ∈ P∗ : j ∈ NP , it designs offline the corresponding
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Fig. 7. CoSMoP framework.
specification φjpi in CLTLB(D) formula to the global layer,
where φjpi is a specification to be satisfied and the conjunction
the specifications for all primitives is denominated motion
primitives specification φP(M), i.e. φP(M) ≡
∧
j∈NP φ
j
pi .
Finally, it composes a sequence of safe motion primitives
to ensure the local mission KiMI and the motion primitives
specification φP(M). It is solved automatically and dis-
tributively for each robot Ri. The following subsections will
formally describe each of these steps illustrating with the
Example 1.
6.1 Design of Safe Motion Primitives
In the warehouse scenario, each robot Ri requires five prim-
itives such that P∗ = {pi1, ..., pi5}, where pi1 = GoTo, pi2 =
PickUp, pi3 = DropOff, pi4 = ?ObjAway (i.e. request to
take an object away), pi5 = !ObjAway (i.e. respond that an
object is taken away).
6.1.1 GoTo
The controller pi1 = GoTo synthesizes trajectories towards
a goal position based on the actual sensors readings to avoid
static and moving obstacles. It can guarantee safety con-
cerning collisions not only for the obstacles described in
the scene description M but for other obstacles such as
non-controlled agents (e.g. humans or felt down boxes) and
neighbors robots. Therefore, this controller allows local and
distributed trajectory synthesis that satisfies safety proper-
ties for multi-agent systems.
The Pioneer P3-DX robot implements an embedded con-
troller for the translational v and the angular ω velocities
based on the maximum acceleration A, deceleration b and
angular velocity Ω. Hence, the GoTo controller is responsi-
ble for finding v∗ and ω∗ realizable in a cycle time T that
specify a motion to drive the robot forward reducing the
time to destination and guaranteeing the passive safe prop-
erty [56]. This property means that the vehicle will never
actively collide, i.e. the collision can only occur when the
vehicle is stopped, and the obstacle runs into it. This prop-
erty does not use the ICC (Inevitable Collision State) con-
cept [57] because the limited range of the sensors readings
and the limited knowledge assumed about the moving obsta-
cles kinematics give limited awareness of the environment.
Therefore, the controller cannot ensure that it will always
find a collision-free motion.
The robots motion σ is a sequence of arcs u ∈ σ in two-
dimensional space such that the translational velocity is non-
negative, the absolute value of the angular velocity is Ω
and the maximum cycle time is . An arc u ∈ σ : σ =
{u1, u2, ..., un} is specified by the translational v and an-
gular ω velocities and cycle time T , i.e. u = 〈v, ω, T 〉. The
domain of the arcs is U = {u ∈ R3 : v ≥ 0, |ω| ≤ Ω, 0 ≤
T ≤ }. Several types of robots can realize a motion σ, such
as differential drive, Ackermann drive, single wheel drive,
synchro drive, or omni drive robots [58]. Therefore, the tra-
jectory realized by the Pioneer P3-DX is a motion σ. Fur-
thermore, this motion can be modeled in dL to find a set
Usafe ⊆ U such that ensures the passive safety property.
The primitiveGoTo implements an extended Dynamic Win-
dow Approach [59] (DWA) algorithm to avoid not only static
obstacles but the ones that can be moving at a velocity up
to V . We extend a path planning algorithm implemented in
the ARNL library that synthesizes and executes trajectories
to a given destination based on a map that can be generated
using Mapper3 10 . This algorithm synthesizes two trajecto-
ries: global and local trajectories. The global trajectory is a
roadmap generated by an A* that considers only the static
obstacles represented on the map, such as walls. The local
trajectory is the trajectory implemented using a DWA algo-
rithm that drives along the global trajectory while avoiding
unmapped obstacles such as the other robots.
In summary, the DWA control searches for an arc u∗ at every
cycle time that maximizes towards the target while avoiding
a collision with obstacles that can be moving up to velocity
V . It is organized in two steps. (i) First it searches for the
dynamic window Udw that is a range of admissible (v, ω)
pair that results in safe trajectories that the robot can realize
in a short time frame T ≤  such as Udw ⊆ Usafe. A safe
trajectory is the one that does not lead to a collision with
an obstacle detected by the sensors readings. (ii) Then, it
finds u∗ ∈ Udw that chooses a (v, ω) pair that maximizes the
progress towards the closest next destination in the global
trajectory.
Such control system must satisfy a safety property φ1safe
after all its executions assuming that it starts in a state that
satisfies φ1pre and arrives in a state that satisfies φ
1
post. The
Fig. 8 shows a representation of this model in a transition
system. Since φ1safe depends on the environment dynamics
because it must be guaranteed after all executions of pi1, we
10 http://www.mobilerobots.com/Software/Mapper3.aspx, re-
trieved 05-18-2016.
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Fig. 8. Dynamic transition of the GoTo controller.
call this property tight coupled. Furthermore, this formula
is specified as a passive safety property defined in [60] as,
φ1safe ≡
(
v = 0
)
∨
(
‖ p− po ‖∞> v
2
2b
+ V
v
b
)
where pr, po are the closest position of the robot and the
nearest obstacle, respectively.
The added feature in the extended DWA is that the robot will
take a circular trajectory if the condition safe, as defined
below, holds true; otherwise, it will stop. This condition is
a first-order logic formula which constraints the robot state
variables considering the delay caused by the cycle time.
safe ≡ ‖pr − po‖∞>
(
A
b
+ 1
)(
A
2
2 + v
)
+
v2
2b
+ V
(
+
v +A
b
)
Finally, the controller is verified for φ1safe.
Theorem 10 [60] If the controller GoTo starts in a state
that satisfies φ1safe, it will always satisfies it.
φ1pre ∧ φ1safe → [(α1)∗]φ1safe
where φ1pre constraint only the parameters (e.g. A > 0,
b > 0, Ω > 0 and  > 0) and does not depend on any en-
vironment state, (α1)∗ is the hybrid program presented in
Model 1 in [60], and it models the execution of the con-
troller GoTo in dL for a dynamic environment with moving
obstacles with maximum velocity V .
To guarantee passive safety, we solve the condition safe
and add the velocity variation with maximum acceleration
A for maximum cycle time  (i.e. A) to find the maximum
value for the translational velocity setpoint v∗.
Corollary 10.1 A circular trajectory is safe if the controller
setpoint u∗ ∈ Usafe : u∗ = 〈v∗, ω∗, T ∗〉 such as Usafe =
{u ∈ R3 : 0 ≤ v < ν(safe),−Ω ≤ ω ≤ Ω, 0 ≤ T ≤ },
ν(safe) =
{
vmax +A if safe holds true
vmax − b otherwise
vmax =b ·
√(
A
b
+ 1
)
2 +
(
V
b
)2
+
2‖pr − po‖∞
b
− b · 
(
A
b
+ 1
)
− V
νstart
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Fig. 9. Dynamic transition of the PickUp controller.
PROOF. From Model 1 in [60], if a translational velocity
v satisfies the condition safe for given position and param-
eters, then the acceleration can be any value between −b
and A. Since we assume that the minimum velocity for the
robot is zero (v ≥ 0), then the safe condition only con-
straint the maximum of velocity v. However, the maximum
translational velocity vmax is the velocity v maximum that
could be reached in the next sampling time. Thus, if safe
holds true, the robot is allowed to accelerate up to A, and
the maximum velocity is vmax + A. Otherwise, the robot
must brake, and the maximum velocity is vmax − b.
6.1.2 Pick Up and Leave
We assume that the objects in the warehouse will be picked
up and dropped off by robot’s gripper with a fixed robot
pose, as presented in [21]. Hence, it must satisfy a property
φ2pos that ensures that the robot is carrying the object after
picking it up assuming that it starts in a state that satisfies
φ2pre that guarantee that the robot is in front of the object.
In contrast to the GoTo primitive, this primitive is non-tight
coupled controller, meaning that φ2safe should be guaranteed
only in the last state after finite executions pi2. The transition
system of this controller is shown in Fig. 9. Therefore, these
properties do not depend on the robot dynamics and do not
need to be verified in dL.
6.1.3 Request and Response to Move Object Away
We assume that the robot is stopped temporarily during the
communication events. For the request controller pi4, the
robot sends a request to have object j moved away and waits
until it receives a response message. It then continues the
next planned action. The response controller pi5 means that
the robot will send a message to indicate that the object j is
being moved. These primitives do not require tightly coupled
safety property either, so they are not verified in dL.
6.2 Design of the Motion Primitives Specification
From the local layer, we need to specify constraints for
each designed controller pij ∈ P∗ : j ∈ NP to the global
layer. The conjunction of these constraints is called the mo-
tion primitive specification φiP(M) and is shown in the Fig.
7 as one of the inputs for the constraint generator. These
constraints are formulas φjpi in CLTLB(D) which allow the
global layer to omit the kinematic constraints implemented
in the controller so only geometric constraints will be consid-
ered. The CLTLB(D) is an extension of linear temporal logic
(LTL) for bounded satisfiability checking (BSC) [53] that
the models consist of temporal logic rather than transition
systems; thus, the problem encoding can be more compact
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and elegant. Moreover, it is possible to encode CLTLB(D)
into satisfiability modulo theories (SMT) [52] and use SMT
solver to check if the specification can be satisfied.
The formulas φjpi are specifications which constrains the
states q(k − 1)i and q(k)i generated in the robot Ri global
layer. A state q(k) is assigned values for states variables
in the environment at instant k and the primitive taken be-
tween instants k − 1 and k. Hence, this state is defined as
q(k) ∈ [qr(k) ∈ Qr]∪[qjb(k) ∈ Qb]∪[pi(k) ∈ Qpi] : k ∈ Nρ,
where Qr, Qb and Qpi are sequences of assigned values to
robot and object states variables at each instant k and as-
signed motion primitive to take between instants k − 1 and
k, respectively. Each φjpi must ensure that, for any plan s
i
for the robot Ri, the following two conditions hold:
• For each k ∈ N i, φδ,ksafe is satisfiable for at least one
trajectory between qi(k − 1) and qi(k).
• For each k ∈ N i, qi(k − 1)  φδ,kpre and qi(k)  φδ,kpost.
The specifications φδ,ksafe, φ
δ,k
pre and φ
δ,k
post are safety prop-
erties in dL formulas for the primitive assigned at instant
k (i.e. δi(k) ∈ P : k ∈ N i). If those conditions hold
true, any plan generated in the global layer that satisfies
φP(M) will guarantee the safety properties. Furthermore,
the reachable states after any execution of the controller
piδ,k ∈ P assigned in δ(k) will be constraint to satisfies ini-
tially φδ,kpre ∧ φδ,ksafe, φδ,ksafe after any execution of piδ,k and it
will satisfy φδ,kpost ∧ φδ,k+1safe ∧ φδ,k+1pre before execute the next
assigned controller piδ,k+1.
Theorem 11 If a plan si with size Ki satisfies φP(M) (i.e.
si  φP(M)) for a given scene descriptionM and the safe
motion primitives are safe (i.e.
∧
∀j∈NP φ
j
pre ∧ φjsafe →
[(αj)∗]φjsafe is valid), then this plan is also safe (i.e. s
i ∧
k∈N φ
δ,k
safe).
PROOF. The transition system of the plan si is represented
in the figure below.
νstart
φδ,1pre ∧ φδ,1safe
µ
φδ,1safe
· · · υ
φδ,1safe ∧ φδ,1post ∧ φδ,2pre ∧ φδ,2safe
· · · ω
φδ,K
i
safe ∧ φδ,K
i
post
piδ,1 piδ,1 piδ,1 piδ,2 piδ,K
i
Since the controllers piδ,k can be reactive, we assume that
they will execute finite times until reaching the goal state
that satisfies φδ,kpost. Thus, the safety property φ
δ,k
safe must be
ensured in the intermediate states. Let αδ,k is the dL hybrid
program that models piδ,k, thus, the transition system can be
modeled using dL formulas as in the figure below.
νstart
φi,1pre ∧ φi,1safe
µ
φi,1post ∧ φi,2pre ∧ φi,2safe
· · · ω
φi,Kpost
[αδ,1∗]φi,1safe [α
δ,2∗]φi,2safe [α
δ,K∗]φi,Ksafe
The constraints defined in the specifications φjpi : j ∈ NP
can be modeled in the dL hybrid program using the operator
?χ. Therefore, the dL formula of resulting plan si is,
φδ,1pre ∧ φδ,1safe → [(αδ,1)∗; ?(φδ,1safe); ?(φδ,1post);
?(φδ,2safe ∧ φδ,2pre); (αδ,2)∗; ?(φδ,2safe); ?(φδ,1post);
· · ·
?(φδ,K
i
safe ∧ φδ,K
i
pre ); (α
δ,Ki)∗]φδ,K
i
safe → φδ,K
i
post
By applying the rules [; ] and [?] [22], we find the equivalent
formula,(
φδ,1pre ∧ φδ,1safe → [(αδ,1)∗](φδ,1safe)
)
→ φδ,1post →(
φδ,2safe ∧ φδ,2pre → [(αδ,2)∗](φδ,2safe)
)
→ φδ,2post →
· · ·(
φδ,K
i
safe ∧ φδ,K
i
pre → [(αδ,K
i
)∗](φδ,K
i
safe)
)
→ φδ,Kipost
(3)
We know that
∧
∀j∈NP φ
j
pre∧φjsafe → [(αj)∗]φjsafe is valid,
it means that any initial state that satisfies φjpre ∧ φjsafe can
execute any finite times pij modeled as hybrid program αj
that it will lead to a state that is safe, i.e. satisfies φjsafe.
Hence, it is sufficient that the global layer find a plan si that
satisfies φP(M) to satisfy the Eq.3 and, consequently, the
safety property of all motion primitives for the robot Ri in
the scene descriptionM.
In the next subsections, the specifications φjpi for each safe
motion primitive are designed.
6.2.1 GoTo
The controller pi1 requires a tightly coupled safety property;
thus we need to ensure that φ1safe is satisfiable for at least
one trajectory between any planned qi(k − 1) and qi(k)
states. However, we assume φ1pre ≡ true and φ1post ≡ true
here because these properties do not depend on the geome-
try or dynamics in the environment, considering that all pa-
rameters are correctly assigned (e.g. A > 0 ≡ true). These
assumptions leave the primitive free to drive the robot to the
positions required by the other primitives. Note that φ1safe
is also an invariant property, as shown in Theorem 10, so
we can use it to reason the existence of a safe trajectory.
The global layer omits dynamic constraints; as a result, it is
assumed that the minimum robot velocity is zero (v > 0),
and the obstacles are static (V = 0). From the Corollary 2.1
in [21], the Go To specification φ1pi in CLTLB(D) should
guarantee that there exists a trajectory that the robot fits in
between the initial and goal state using a linear arithmetic
relation.
Theorem 12 There exists a trajectory between qi(k−1) and
qi(k) which satisfies the controller safety property φ1safe,
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(a) (b)
Fig. 10. Regions ri,jabove,o and r
i,j
below,o in (a) and r
i,j
left,o and
ri,jright,o in (b).if there exists a sequence of n waypoints {©qir, ...,©nqir}
which the robot Ri starts at the initial state qir and reaches a
goal state©nqir that satisfies the following two conditions.
First, all pairs of states©l−1qir and©lqir in this sequence
(i.e. l ∈ {1, ..., n}) are in region below, above, left or right
of all objects line segments oj : j ∈ NO. Second, the en-
vironment is fair, meaning that obstacles not in the scene
description do not lead the robot Ri executing the primitive
GoTo (i.e. pi1) to a deadlock. In this definition, it is used
the a.t.t. operator©l as shorthands for l implications of©
(e.g.©2 =©©), where l = 0 means no implication.
PROOF. First, since it is a fair environment, then a tra-
jectory that is safe for static obstacles is enough to ensure
the existence a safe trajectory for a dynamic environment
with moving obstacles. Second, the robot states qir and©qir
constrained in one of the regions below, above, left or right
of a line segment oj , as shown in the Fig. 10, ensure the
existence of a safe trajectory. This safe trajectory may be
straight line trajectory that guarantees φ1safe by using the
Corollary 2.1 in [21]. Moreover, those regions intersect with
each other, causing the existence of waypoints which is in-
side of more than one of these areas. Hence, it allows find-
ing intermediate trajectories to link two states which are not
in the same region. Therefore, if a sequence of waypoints
{©qir, ...,©nqir} is found, there is a composition of two or
more straight trajectories which leads a initial state qir to a
goal state ©nqir. Furthermore, those trajectories and their
composition satisfy the safety property φ1safe when execut-
ing the primitive GoTo.
Therefore, any pair of states qir and©qir for robot i should
satisfy the following specification,
φi,OGoTo ≡ ∀j ∈ NO :2
[
(pi = GoTo)→
ri,jbellow,o ∨ ri,jabove,o ∨ ri,jleft,o ∨ ri,jright,o
]
, where
• ri,jbelow,o ≡ (isY j)?ri,j,ybelow,o∧ri,j,©ybelow,o : ri,j,xbelow,o∧ri,j,©xbelow,o;
• ri,jabove,o ≡ (isY j)?ri,j,yabove,o∧ri,j,©yabove,o : ri,j,xabove,o∧ri,j,©xabove,o;
• ri,jleft,o ≡ (¬isY j)?ri,j,yleft,o ∧ ri,j,©yleft,o : ri,j,xleft,o ∧ ri,j,©xleft,o ;
• ri,jright,o ≡ (¬isY j)?ri,j,yright,o∧ri,j,©yright,o : ri,j,xright,o∧ri,j,©xright,o;
• ri,j,ybelow,o ≡ qir.y ≤ mj‖ · qir.x+ bj‖ − ai.l2 (1 +mj‖);
• ri,j,©ybelow,o ≡ ©qir.y ≤ mj‖ · ©qir.x+ bj‖ − ai.l2 (1 +mj‖);
• ri,j,xbelow,o ≡ qir.x ≤ mj‖ · qir.y + bj‖ + ai.l2 (1 +mj‖);
• ri,j,©xbelow,o ≡ ©qir.x ≤ mj‖ · ©qir.y + bj‖ + ai.l2 (1 +mj‖);
• ri,j,yabove,o ≡ qir.y ≥ mj‖ · qir.x+ bj‖ + ai.l2 (1 +mj‖);
• ri,j,©yabove,o ≡ ©qir.y ≥ mj‖ · ©qir.x+ bj‖ + ai.l2 (1 +mj‖);
• ri,j,xabove,o ≡ qir.x ≥ mj‖ · qir.y + bj‖ − ai.l2 (1 +mj‖);
• ri,j,©xabove,o ≡ ©qir.x ≥ mj‖ · ©qir.y + bj‖ − ai.l2 (1 +mj‖);
• ri,j,yleft,o ≡ qir.y ≤ mj⊥ · qir.x+ bj⊥,i − ai.l2 (1 +mj⊥);
• ri,j,©yleft,o ≡ ©qir.y ≤ mj⊥ · ©qir.x+ bj⊥,i − ai.l2 (1 +mj⊥);
• ri,j,xleft,o ≡ qir.x ≤ mj⊥ · qir.y + bj⊥,i + ai.l2 (1 +mj⊥);
• ri,j,©xleft,o ≡ ©qir.x ≤ mj⊥ · ©qir.y + bj⊥,i + ai.l2 (1 +mj⊥);
• ri,j,yright,o ≡ qir.y ≥ mj⊥ · qir.x+ bj⊥,f + ai.l2 (1 +mj⊥);
• ri,j,©yright,o ≡ ©qir.y ≥ mj⊥ ·©qir.x+ bj⊥,f + ai.l2 (1 +mj⊥);
• ri,j,xright,o ≡ qir.x ≥ mj⊥ · qir.y + bj⊥,f − ai.l2 (1 +mj⊥);
• ri,j,©xright,o ≡ ©qir.x ≥ mj⊥ ·©qir.y+ bj⊥,f − ai.l2 (1 +mj⊥);
• isY j ≡ |oj .yf − oj .yi| ≤ |oj .xf − oj .xi|;
• mj‖ = (isY j)? oj .yf−oj .yioj .xf−oj .xi :
oj .xf−oj .xi
oj .yf−oj .yi ;
• mj⊥ = (¬isY j)?− oj .xf−oj .xioj .yf−oj .yi : −
oj .yf−oj .yi
oj .xf−oj .xi ;
• bj‖ = (isY j)?oj .yi −mj‖ · oj .xi : oj .xi −mj‖ · oj .yi;
• bj⊥,i = (¬isY j)?oj .yi −mj⊥ · oj .xi : oj .xi −mj⊥ · oj .yi;
• bj⊥,f = (¬isY j)?oj .yf−mj⊥ ·oj .xf : oj .xf−mj⊥ ·oj .yf ;
• the operator (relation)?value1 : value2 returns value1
if relation holds true, otherwise value2.
Note that if a constraint ri,jbelow,o, r
i,j
above,o, r
i,j
left,o or r
i,j
right,o
holds true, then the states qir and ©qir are in the regions
below, above, left or right, respectively.
And similarly we have φi,BGoTo to avoid colliding into
objects that are not being carried (i.e. ¬qjb .p) and not
away (i.e. ¬gjb .a). Thus, the initial qir and goal ©qir
states should be to the left, right, below or above
of all objects (i.e. ri,jleft,b ≡
(
max(©qir.x, qir.x) ≤
qjb .x−di,j
)
, ri,jright,b ≡
(
min(©qir.x, qir.x) ≥ qjb .x+di,j
)
,
ri,jbelow,b ≡
(
max(©qir.y, qir.y) ≤ qjb .y − di,j
)
, ri,jabove,b ≡(
min(©qir.y, qir.y) ≥ qjb .y+di,j
)
, where di,j = bj .l+ai.l2 ),
φi,BGoTo ≡ ∀j ∈ NB : 2
[
(pi = GoTo) ∧ ¬qjb .p ∧ ¬qjb .a→
ri,jleft,b ∨ ri,jright,b ∨ ri,jbellow,b ∨ ri,jabove,b
]
Finally, the robot should’t change any object state (i.e.
plstatic ≡ ©qlb.p = qlb.p and alstatic ≡ ©qlb.a = qlb.a) when
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executing GoTo, so, we have,
φiGoTo ≡2
[
pi = GoTo→
∧
l∈NB
(
plstatic ∧ alstatic
)]
∧
φi,OGoTo ∧ φi,BGoTo
6.2.2 PickUp and DropOff
We assume that the robot can only pick up the object when
q2r .α = 0°. Hence, to pick an object up, the robot cannot be
carrying any object (i.e. ¬qlb.p) and will carry the object j
(i.e. ©pj,lcarry ≡ (j = l → ©qlb.p) ∧ (j 6= l → ¬© qlb.p)).
Also, the robot initial and goal states will not change (i.e.
ristatic ≡ (qir.x = ©qir.x) ∧ (qir.y = ©qir.y) ∧ (qir.α =
©qir.α)) and it will be posing in front of object (i.e. ri,jobject ≡
(qir.α = 0.0) ∧ (qir.y = qjb .y) ∧ (qir.x = qjb .x− d)),
φiP ickUp ≡ ∀j ∈ NB : 2
[(
pi = PickUpj
)
→∧
∀l∈NB
(¬qlb.p ∧©pj,lcarry) ∧ ristatic ∧ ri,jobject
]
Accordingly, we drop the object off at the same angle. Thus,
the robot should be carrying the object j (i.e. pj,lcarry ≡ (j =
l→ qlb.p)∧ (j 6= l→ ¬qlb.p)) and, then, not (i.e. ¬© qlb.p).
Moreover, the robot will not change its the initial and final
states (i.e. ristatic) and the object will be left next to it at 0
o
(i.e. bi,jleft ≡ (qir.α = 0.0) ∧ (©qjb .y = qir.y) ∧ (©qjb .x =
qir.x+ d)). However, we cannot leave the object over other
objects. Therefore, the next object position should be to the
left, right, below or above of all other objects (i.e. bj,lleft,b ≡(
© qjb .y ≤ ©qlb.y− dj,lb
)
, bj,lright,b ≡
(
© qjb .y ≥ ©qlb.y+
dj,lb
)
, bj,lbelow,b ≡
(
© qjb .x ≤ ©qlb.x − dj,lb
)
, bj,labove,b ≡(
© qjb .x ≥ ©qlb.x+ dj,lb
)
, where dj,lb =
bj .l+bl.l
2 ),
φi,BDropOff ≡ ∀j, l ∈ NB, j 6= l :
2
[(
(pi = DropOffj) ∧ (¬qlb.p) ∧ (¬qlb.a)
)
→(
bj,lleft,b ∨ bj,lright,b ∨ bj,lbelow,b ∨ bj,labove,b
)]
Similarly, neither over an obstacle. Hence the object should
be left to the left, right, below or above of all obstacles ,
φi,ODropOff ≡∀j ∈ B, l ∈ O : 2
[
(pi = DropOffj)→
bj,lleft,o ∨ bj,lright,o ∨ bj,lbelow,o ∨ bj,labove,o
]
, where
• bj,lbelow,o ≡ (isY j)?bj,l,©ybelow,o : bj,l,©xbelow,o;
• bj,labove,o ≡ (isY j)?bj,l,©yabove,o : bj,l,©xabove,o;
• bj,lleft,o ≡ (¬isY j)?bj,l,©yleft,o : bj,l,©xleft,o ;
• bj,lright,o ≡ (¬isY j)?bj,l,©yright,o : bj,l,©xright,o;
• bj,l,©ybelow,o ≡ ©qjb .y ≤ ml‖ · ©qjb .x+ bl‖ − bj .l2 (1 +ml‖);
• bj,l,©xbelow,o ≡ ©qjb .x ≤ ml‖ · ©qjb .y + bl‖ + bj .l2 (1 +ml‖);
• bj,l,©yabove,o ≡ ©qjb .y ≥ ml‖ · ©qjb .x+ bl‖ + bj .l2 (1 +ml‖);
• bj,l,©xabove,o ≡ ©qjb .x ≥ ml‖ · ©qjb .y + bl‖ − bj .l2 (1 +ml‖);
• bj,l,©yleft,o ≡ ©qjb .y ≤ ml⊥ · ©qjb .x+ bl⊥,i − bj .l2 (1 +ml⊥);
• bj,l,©xleft,o ≡ ©qjb .x ≤ ml⊥ · ©qjb .y + bl⊥,i + bj .l2 (1 +ml⊥);
• bj,l,©yright,o ≡ ©qjb .y ≥ ml⊥ ·©qjb .x+ bl⊥,f + bj .l2 (1 +ml⊥);
• bj,l,©xright,o ≡ ©qjb .x ≥ ml⊥ ·©qjb .y+ bl⊥,f − bj .l2 (1 +ml⊥);
Therefore,
φiDropOff ≡ ∀j ∈ NB : 2
[(
pi = DropOffj
)
→∧
∀l∈NB
(
(pj,lcarry) ∧ (¬© qlb.p) ∧ (alstatic)
)
∧ ristatic ∧ bi,jleft
]
∧ φi,BDropOff ∧ φi,ODropOff
Finally, we allow changing the object position only if the
robot leaves it.
φicarry ≡ ∀j ∈ NB :2
[(
(pi 6= DropOffj)→
(©qjb .x = qjb .x) ∧ (©qjb .y = qjb .y)
)]
6.2.3 Request and Response to Move Object Away
The abstraction of request controller u4 constraints that
the object state qjb .a must change from false to true (i.e.
aj,lchange ≡ (¬qjb .a) ∧ (j = l → ©qjb .a) ∧ (j 6= l →
¬ © qjb .a)) before continuing the rest of the task. Also
the robot is static (i.e. ristatic and p
l
static) in a position
that provide enough space for other robots to pick the re-
quested object up (i.e. robotRi away from object i, ri,jaway ≡(
qir.x ≤ qjb − (bj .l+ai.l)
)
∨
(
qir.x ≥ qjb + bj .l2
)
∨
(
qir.y ≤
qjb − ai.l2
)
∨
(
qir.y ≥ qjb + ai.l2
)
). Thus,
φiReq ≡ ∀j ∈ NB : 2
[[
(pi = Reqj)→∧
l∈NB
(
plstatic ∧ aj,lchange
)
∧ ristatic ∧ ri,jaway
]
For the response controller u5, its abstraction also constraints
that the robot is static (i.e. ristatic and p
l
static and a
l
satic ≡
(©qlb.a = qlb.a)). Furthermore, the object must already be
picked up (i.e. qjb .p) and the robot state must eventually
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provide enough space for another robot to pick up their
objects (i.e. ri,jaway). Hence,
φiRes ≡ ∀j ∈ NB : 2
[
(pi = Resj)→
qjb .p ∧
∧
l∈NB
(
plstatic ∧ alsatic
)
∧ ristatic ∧ ♦ri,jaway
]
6.3 Composition of safe motion primitives
The composition of safe motion primitives is implemented
in the global layer as shown in the Fig. 7 based on the
generated local mission plan KiMI . Specifically, we assume
that the following are given,
• a local mission KiMI presented by a DFA;• a scene descriptionM;
• a motion primitive specification φiP(M) ≡
∧
j∈NUi φΠj .
First, we encode KiMI as a CLTLB(D) specification to the
SMT solver online. With these encoding, we can check if
KiMI is satisfiable in the scene descriptionM for available
safe motion primitives. If yes, we find a roadmap 〈Qir, δi〉
with minimum trace lengthKi at the global layer that can be
executed at the local layer. If the bottom-up motion planning
finds that the KiMI is not feasible, it will provide feedback
to require and initiate inter-agent coordination in the top-
down mission planning, resulting in the re-allocation of the
local missions KiMI .
6.3.1 Encoding of the local mission plan KiMI
We encode each event σ ∈ ΣiMI into a symbol that rep-
resents a CLTLB(D) formula that describes which reactive
motion controllers can be executed. For the Example 1, the
events {RipOj, RidOjaWk, ri, OjAway} can be encoded
as:
RipOj ≡
(
(pi = GoTo) ∨
∨
∀l∈NB,l 6=j
(pi = Reql)
)
U(
pi = DropOffj
)
RidOjaW1 ≡
(
(pi = GoTo) ∨
∨
∀l∈NB,l 6=j
(pi = Reql)
)
U(
¬qjb .p ∧ (−1500 ≤ qjb .x ≤ −1000) ∧ (2000 ≤ qjb .y ≤ 2500)
)
RidOjaW2 ≡
(
(pi = GoTo) ∨
∨
∀l∈NB,l 6=j
(pi = Reql)
)
U(
¬qjb .p ∧ (1500 ≤ qjb .x ≤ 1000) ∧ (2000 ≤ qjb .y ≤ 2500)
)
ri ≡
((
(pi = GoTo) ∨
∨
l∈NB
(pi = Reql)
)
U(
(qir.α = ai.qr,0.α) ∧ qir.x = ai.qr,0.x) ∧ (qir.y = ai.qr,0.y)
)
!OjAway ≡
(
pi = GoTo
)
U
(
(pi = DropOffj)U(pi = Resj)
)
Then we encode the sequential DFA mission plan with
nested until operatorU. For example, K1MI in Fig. 5a is en-
coded in CLTLB(D) as (R1pO1)U
(
(R1dO1aW1)U(r1)
)
.
6.3.2 Encoding to SMT solver
The motion primitive specifications φiP(M) for each robot
Ri are the conjunctions of the specifications from each single
motion primitive. For the Example 1, the specification is,
φiP(M) ≡φiGoTo ∧ φiP ickUp ∧ φiLeave ∧ φicarry∧
φiReq ∧ φiRes
Now we can compose the motion primitives by encoding the
local mission plan KiMI and the motion primitive specifica-
tions φiP(M) to Z3 SMT solver [61]. If the specifications
are satisfiable, the SMT solver will output a feasible plan si.
Each state variable defined in the CLTL(D) specifications are
encoded as an array of variables in the SMT solver, because
Z3 is a decision procedure for the combination of quantifier-
free first-order logic with theories for linear arithmetic [61].
For example, a robot Ri state qir.x is encoded as an array
qr.x[k] such that k ∈ Nρ. A object state is encoded as a two
dimensional array such that each element qjb .x is qb[j].x[k],
where j ∈ NB and k ∈ Nρ. Further, each motion primitives
pi(k) ∈ Qpi will be an array such that each element is pi[k],
where k ∈ N because we do not assign any value at initial
state.
The a.t.t. operator© can be encoded by adding or subtract-
ing the array index, for instance, ©qr.x ≡ qr.x[k + 1] at
instant k. Therefore, a state formula ψ, which is a formula
defined as ψ ≡ p | R(ϕ1, ϕ2, ..., ϕn) | ¬ψ | ψ1 ∧ ψ2, can
be encoded to quantifier-free first-order logic formulas Ψ[k],
where k ∈ Nρ is the instant that ψ holds true. For instance,
if ψ ≡ q0b .p, then Ψ[2] holds true if q0b .p holds true at instant
2.
Encoding temporal logic quantifiers to first order logic re-
quires quantifiers ∀ and ∃ in relation to the time instants. The
quantifier ∀k ∈ Nρ : Ψ[k] can be implemented using for
loop. The ∃k ∈ Nρ : Ψ[k] can be encoded by using an auxil-
iary variable j such as ∀k ∈ Nρ : (k = j)→ Ψ[k]∧j ∈ Nρ
and, then, also encoded using a for loop. Therefore, we can
encode CLTLB(D) quantifiers to Z3, for example,
• ©jψ ⇐⇒ j ∈ Nρ ∧Ψ[j]
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• ψ1Uψ2 ⇐⇒

(∧
k∈Nρ
[
(k < j → Ψ1[k])∧
(k = j → Ψ2[k])
]
∧ j ∈ Nρ
• 2ψ ⇐⇒ ∧k∈Nρ Ψ[k]
• ♦ψ ⇐⇒ ∧k∈Nρ [k = j → Ψ[k]] ∧ j ∈ Nρ
• Last[ψ]⇐⇒ Ψ[K]
• ψ1U(ψ2...UψN )⇐⇒

∧
k∈Nρ
[
(k < j1 → Ψ1[k])∧
(j1 ≤ k < j2 → Ψ2[k])∧
· · · ∧ (k = jN → ΨN [k])
]
∧
j1, ..., jN ∈ Nρ∧
j1 < j2 < · · · < jN
Finally, let ϕ1 and ϕ2 be a.t.t.’s, the functions max(ϕ1, ϕ2)
and min(ϕ1, ϕ2) are encoded with SMT function ite, i.e.
max(ϕ1, ϕ2) ≡ ite(ϕ1 > ϕ2, ϕ1, ϕ2) and min(x, y) ≡
ite(ϕ1 < ϕ2, ϕ1, ϕ2). Now, we can define a task specifica-
tion in CLTLB(D) and find an integrated task and motion
plan si for the scenario in the Example 1 as shown below.
Example 2 If we encode the mission plans in Fig. 5 to the
scene description in Example 1, the local motion plan for
robots 1 and 2 will be,
s1 = {〈pi4, (−2000,−2000, 0)〉, 〈pi1, (1750,−1000, 0)〉,
〈pi2, (1750,−1000, 0)〉, 〈pi1, (−1250,−200, 0)〉,
〈pi1, (−1501, 2000, 0)〉, 〈pi3, (−1501, 2000, 0)〉,
〈pi1, (−2000,−1000, 0)〉}
s2 = {〈pi1, (1650,−1000, 0)〉, 〈pi2, (1650,−1000, 0)〉,
〈pi1, (1201, 2000, 0)〉, 〈pi3, (1201, 2000, 0)〉,
〈pi1, (−2000,−2000, 0)〉}
However, the robot R1 plan s1 requires another robot
to move the object 2 away. Therefore, the request event
?O2Away must be added to the mission plan K1MI . This
feedback information will be used in the mission planning
level to check the feasibility of the re-allocated mission
plans. To establish the inter-robot coordination, we first add
a pair of request-response events (?O2Away, !O2Away)
to the local missions in order to maintain well-posedness
of the multi-robot system. The modified specifications,
deemed as K˜1MI and K˜
2
MI , are illustrated in Fig. 11, re-
spectively. Next, we recall the compositional verification
procedure stated in Section III to examine whether or not
M˜1||M˜2 |= KMI , where M˜i = K˜iMI , i = 1, 2. It turns out
that the new missions are satisfiable and the global mission
can be accomplished jointly.
start
?O2Away R1pO1 R1dO1aW1 r1
(a) K˜1MI
start
R2pO2 !O2Away R2dO2aW2 r2
(b) K˜2MI
Fig. 11. New local missions for each robot.
Hence, a new plan s2 is generated for R2 that satisfies K˜2MI
including a response primitive pi5,
s2 = {〈pi1, (1650,−1000, 0)〉, 〈pi2, (1650,−1000, 0)〉,
〈pi5, (1650,−1000, 0)〉, 〈pi1, (1201, 2000, 0)〉,
〈pi3, (1201, 2000, 0)〉, 〈pi1, (−2000,−2000, 0)〉}
Note that those plans are safe to moving obstacles including
other agents. For example, when the robot R1 is execut-
ing the primitive GoTo to go to pose (1750,−1000, 0)
(i.e. 〈pi1, (1750,−1000, 0)〉), it may encounter the robot
R2 executing GoTo to go to pose (1201, 2000, 0) (i.e.
〈pi1, (1201, 2000, 0)〉). Thus, those robots will generate lo-
cally safe circular trajectories to avoid each other with low
computation as shown in Fig. 12. Additionally, if the envi-
ronment is fair, those trajectories will lead them to the goal
position. If it is not and our assumption cannot be guar-
anteed, the robots will always be in the safe state. Hence,
we can update the scene descriptionM and search for new
plans si at current state in a receding horizon strategy.
Fig. 12. An illustration of trajectories generated by GoTo when
two robots cross each other. Gray robots are initial and red are last
positions. Circular trajectories are assigned towards the goal posi-
tion while avoiding the collision, where the translational velocity
is adjusted to ensure the safety property.
Example 3 Now, we present a scenario that tests the scal-
ability of the proposed approach. The scenario includes a
square room with 10 robots and 10 objects as defined above,
O =
[
〈(−5000,−5000), (5000,−5000)〉,
〈(5000,−5000), (5000, 5000)〉,
〈(5000, 5000), (−5000, 5000)〉,
〈(−5000, 5000), (−5000,−5000)〉
]
A =
[
〈500, (−4000, 0, 0.0)〉, 〈500, (−4000,−1000, 0.0)〉,
〈500, (−4000,−2000, 0.0)〉, 〈500, (−4000,−3000, 0.0)〉,
〈500, (−4000,−4000, 0.0)〉, 〈500, (−3000, 0, 0.0)〉,
〈500, (−3000,−1000, 0.0)〉, 〈500, (−3000,−2000, 0.0)〉,
〈500, (−3000,−3000, 0.0)〉, 〈500, (−3000,−4000, 0.0)〉
]
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B =
[
〈100, (4000,−1000, false, false)〉,
〈100, (3800,−1000, false, false)〉,
〈100, (3600,−1000, false, false)〉,
〈100, (4000,−2000, false, false)〉,
〈100, (3800,−2000, false, false)〉,
〈100, (3600,−2000, false, false)〉,
〈100, (4000,−3000, false, false)〉,
〈100, (3800,−3000, false, false)〉,
〈100, (4000,−4000, false, false)〉,
〈100, (3800,−4000, false, false)〉
]
.
The main challenges added in this scenario are: first, we
added strings of three objects that should require coordina-
tion with more then two robots to pick up them; second,
the room is small enough to lead the robots to often cross
the way of each other. Hence, we not only add number of
robots, which also adds computational effort, but we add
complexities in the problem.
The global mission is decomposed in a set of local missions
KiMI : i ∈ NA = {1, ..., 10} such as,
start
RipOi RidOiaWi ri
where,
dO(i,j) ≡
(
(pi = GoTo) ∨
∨
∀l∈NB,l 6=j
(pi = Reql)
)
RidOjaW1 ≡ dO(i,j)U(¬qjb .p ∧ qjb .(x, y) = (−4250, 4000)
RidOjaW2 ≡ dO(i,j)U(¬qjb .p ∧ qjb .(x, y) = (−3250, 4000)
RidOjaW3 ≡ dO(i,j)U(¬qjb .p ∧ qjb .(x, y) = (−2250, 4000)
RidOjaW4 ≡ dO(i,j)U(¬qjb .p ∧ qjb .(x, y) = (−1250, 4000)
RidOjaW5 ≡ dO(i,j)U(¬qjb .p ∧ qjb .(x, y) = (−250, 4000)
RidOjaW6 ≡ dO(i,j)U(¬qjb .p ∧ qjb .(x, y) = (750, 4000)
RidOjaW7 ≡ dO(i,j)U(¬qjb .p ∧ qjb .(x, y) = (1750, 4000)
RidOjaW8 ≡ dO(i,j)U(¬qjb .p ∧ qjb .(x, y) = (2750, 4000)
RidOjaW9 ≡ dO(i,j)U(¬qjb .p ∧ qjb .(x, y) = (3750, 4000)
RidOjaW10 ≡ dO(i,j)U(¬qjb .p ∧ qjb .(x, y) = (4750, 4000)
However, after checking the satisfiability of those local mis-
sions, it is found out that the robot R1 requires to move
the objects 2 (i.e. ?O2Away) and 3 (i.e. ?O3Away), and,
similarly, the robot R4 for its respective objects. Likewise,
robots R2 requires to move the object 1, what robots R5, R7
and R9 also requires for their corresponding objects. Thus,
new local missions are generated in coordination layer con-
sidering those new assumptions such as K˜iMI for robots R1
and R4 (i.e. i = {1, 4}) are:
start
?Oi+1Away ?Oi+2Away RipOi RidOiaWi ri
Equivalently, for robots R7 and R9 (i.e. i = {7, 9}):
start
?Oi+1Away RipOi RidOiaWi ri
Furthermore, besides to require to move other objects, the
robotsR2 andR5 respond a request to robotsR1 andR4, re-
spectively. Hence, these robots local mission (i.e. i = {2, 5})
are:
start
?Oi+1Away RipOi !Oi−1Away RidOiaWi ri
Therefore, the robots R3 and R6 must respond to robots R1
andR2, and to robotsR1 andR2, accordantly. Consequently,
the local missions for these robots (i.e. i = {3, 6}) are:
start
RipOi !Oi−1Away !Oi−2Away RidOiaWi ri
Finally, the robots R8 and R10 must respond to robots R7
and R9, respectively. Hence, their new local missions (i.e.
i = {8, 10}) are:
start
RipOi !Oi−1Away RidOiaWi ri
After synthesizing those local missions in the top-down layer
and, consequently, the integrated task and motion plans in
the global layer of the bottom-up layer, the robots start exe-
cuting this plan. The Fig. 13 shows the initial instant, when
the robots R3, R6, R8 and R10 departed from the home po-
sition to the designed objects to pick up them. Other robots
are requesting them to move the corresponding objects. Sub-
sequently, these robots have responded the moving object
away for corresponding requesting robot after these objects
being picked up. This communication event is shown in the
Fig. 14 in the moment that robot R6 responded to robot R5
and R4 and R5 started to go pick its object up. When a robot
crossed another robot way, the robot changes its trajectory
reacting to the movement of the other robot every cycle time,
as shown in the Fig. 15, 16 and 17. Finally, the Fig. 18 shows
that all objects are dropped off to their designed position.
7 Conclusion
In this paper, we proposed a new framework in multi-agent
system design by combining the formal top-down task de-
composition and bottom up integrated task and motion plan-
ning (ITMP) approach CoSMoP in an iterative way.
Our unified framework can decompose the global mission
into local missions based on which we synthesize the motion
plan with pre-designed motion controllers that are proven to
be safe (no active collision). Coordinations are added as nec-
essary based on the feedbacks of CosMoP to guarantee the
accomplishment of the global mission. The efficacy of the
proposed method is shown in solving a warehouse example.
17
Fig. 13. Initial instant of the scenario with 10 robots and 10 objects.
The robots start in their home positions, and the red robot has his
planned trajectory at this instant shown in blue line. The robots
that are requesting an OAway event have question marks above
them. The filled dot lines in the bottom right are the objects. The
others dots on top are the desired position of the objects specified
in the global mission.
Fig. 14. The instant that robot R6 picked an object up and re-
sponded the OAway event of robot R5. The response is shown
with a exclamation mark above the robot.
Fig. 15. The robot R10 in red is going to drop off position when
the robot R2 is in his way.
Fig. 16. This instant shows the changes in the robot R10 planned
trajectory because of robot R2 movements comparing with the
instant at Fig. 15. The robot R6 just drop its object off and is
heading its home position, while the robot R3 is arriving at its
drop off position. Thee robot R105 responded the OAway event
to robot R4.
Fig. 17. The robot R4 is avoiding others robots in its way, while
the robot R10 is arriving to its drop off position. The robot R3
is heading to its home position, where the robot R6 have already
arrived.
Fig. 18. All objects where successfully left in their specified po-
sition, and the robots R1 and R4 are approaching to their home
position.
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