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Abstract
In the paper we derive a closed form formula for a probability of success in a roulette-type
game. The player begins the game having j chips and plays one chip at a time. In each game,
he either wins w chips with probability p or loses his chip with probability 1 − p. The game
terminates when the player loses all his fortune or when his capital reaches, or exceeds level
C. The present solution recti2es the incorrect one, presented in Section 3 of Kozek (Stochastic
Process. Appl. 55 (1) (1995) 169). c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
The classic ruin problem, considered in many monographs, cf. Feller (1957, Chapter
XIV), Billingsley (1979, p. 77) and Dubins and Savage (1965, Chapter 6), has a very
simple, closed form solution, presented in the cited literature and also referred to in
Corollaries 1 and 2 of the present paper. This simple gambling scheme has a serious
drawback by assuming that at each stage a gambler either loses or wins 1 chip. The
game changes considerably, when rare but high jumps are also allowed. This results in
various, new and competing strategies of the game, having the same expected values
but di=erent variances, like in the example of roulette considered in Section 3 of Kozek
(1995). Recently, new results on in>uence of skewness on the ruin problem have been
obtained, cf. Canjar (2000) and Ethier and Khoshnevisan (2000), extending results of
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Kozek (1995). This research resulted also in a 2nding, communicated to us kindly by
Ethier (2000), that our roulette example presented in Section 3 of Kozek (1995) has an
incorrect closed form solution. The incorrect step was made in the statement: We seek
the solution of (3.5)–(3.7) in the form . . . , and the form used in that paper was not
correct. In Ethier (2000), Professor Ethier wrote: ‘: : : , a closed form solution seems
unlikely, if for no other reason than it probably would have been found 250 years ago
when De Moivre worked on the problem.’
In the present paper, we present a closed form solution to the generalized roulette
problem. In the next section we formulate the problem in detail.
Our proof is relatively simple and by induction. The most sophisticated step consists
in using formulae for determinant and inverse of a matrix, presented in a form of a
block partition. The so-called Laplace determinant expansion can be used to derive the
formula for determinant of a partitioned matrix. However, the formula appeared for the
2rst time much later in Frobenius (1908). The formula for the inverse of a partitioned
matrix was derived for the 2rst time in Banachiewicz (1937a,b). Excellent accounts on
the history of the subject, brie>y reported here, can be found in Henderson and Searle
(1981), Ouellette (1981) and Muir (1960).
The diKcult part of Theorem 1 is the solution of the problem. It has to be guessed
and we pay credit to MacKichan Software Inc. and their product SCIENTIFIC
NOTEBOOKTM, which helped us in constructing many useful examples and counter-
examples on our way to the present solution.
2. The ruin problem
Let C; j and w be non-negative integers and p∈ (0; 1), where
1. j is the initial capital of the gambler, j¿ 0,
2. C is the ultimate fortune which the gambler wants to accumulate, C¿ j¿ 0,
3. w is the number of chips the gambler may win in every single game, w¿ 1,
4. p is the probability of winning w chips in a single game. In every single game
the gambler is either winning w chips, with probability p, or losing one chip,
with probability q = 1 − p. After a series of single games, the game terminates
when,
5. either the total fortune of the gambler for the 2rst time reaches or exceeds C
chips, or
6. his fortune drops down to 0 chips.
Theorem 1. Let the game be de1ned by conditions 1–6 and let P(C; j) denote the
probability of a favorable for gambler termination of the game. Then we have
P(C; j) =


0 for j6 0;
1− qj |MC−j||MC | for 0¡j¡C;
1 for j¿C;
(2.1)
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where
|MC |=
[(C−1)=(w+1)]∑
i=0
(−1)i
(
C − iw − 1
i
)
(pqw)i ; for C¿ 1 (2.2)
and where [x] denotes the greatest integer not exceeding x.
Let us note that, for the sake of brevity of notation, we suppress in P(C; j) and MC
index w referring to the size of gambler’s win. Since w is the same in all formulae,
this should not lead to any confusion. The only exceptions to this rule are made in
Corollaries 1 and 2, referring to the classical case w = 1, and we state it clearly.
Formula (2.1) presented in Theorem 1 is easy to evaluate. Determinants |Mj| appear-
ing in (2.1) can be calculated either using recursive relations (3.9)–(3.10) of Lemma 1
or using formula (2.2). In the latter case, one can reduce rounding errors by summing
positive and negative terms separately. Then, the results of the summation need to be
subtracted only once.
3. Proof of the theorem
If the initial capital j equals zero, the probability of reaching capital C¿ 0 is zero,
i.e.
P(C; j) = 0 for j6 0: (3.1)
Similarly, if the initial capital j equals C, the game terminates immediately and the
probability of a successful, for the gambler, termination of the game, equals 1, i.e.
P(C; j) = 1 for j¿C: (3.2)
It will be convenient to refer to (3.1) and (3.2) as our boundary conditions.
If the initial capital equals j and 0¡j¡C then the next single game can either
reduce this capital by 1, with probability q, or, increase it to j + w, with probability
p. Hence, we get di=erence equations
pj = ppj+w + qpj−1 for 16 j6C − 1; (3.3)
where
pj =P(C; j)
denotes the probability of winning the whole game with C, or more, chips, while
starting with j chips. Di=erence equations (3.3) are well known and have been con-
sidered in a number of publications (cf. Feller, 1957, Chapter XIV, Billingsley, 1979,
p. 77, Dubins and Savage, 1965, Chapter 6 or formula (3.7) in Kozek, 1995). In the
following, it will be convenient to consider (3.1)–(3.3) as a system of equations.
Hence, our problem consists in solving system of C − 1 equations (3.3) meeting
boundary conditions (2.1) and (3.2). These equations can be written in a matrix form
MCpC = RC; (3.4)
304 A.S. Kozek / Stochastic Processes and their Applications 100 (2002) 301–311
where MC = {MC(i; j)} is a band matrix of dimension (C − 1)× (C − 1), given by
MC(i; j) =


1 if j = i; i = 1; : : : ; C − 1;
−q if j = i − 1; i = 2; : : : ; C − 1;
−p if j = i + w; i = 1; : : : ; C − w − 1;
0 otherwise
(3.5)
pC is a (C−1)×1 vector of probabilities pj, j=1; 2; : : : ; C−1, and RC is a (C−1)×1
vector, with the 2rst C − 1− w elements equal to 0 and the last w elements equal to
p. For example, if C = 8 and w = 3 then system of equations (3.4) has the following
form: 

1 0 0 −p 0 0 0
−q 1 0 0 −p 0 0
0 −q 1 0 0 −p 0
0 0 −q 1 0 0 −p
0 0 0 −q 1 0 0
0 0 0 0 −q 1 0
0 0 0 0 0 −q 1




p1
p2
p3
p4
p5
p6
p7


=


0
0
0
0
p
p
p


: (3.6)
In the case C¡w+2, the gambler with starting capital j; 0¡j¡C, can lose only
if he loses j times in a row and has no win. The probability of such an event is qj.
Hence, in this case, system of equations (3.4) has an easy solution
pj = 1− qj for j = 1; : : : ; C − 1: (3.7)
It remains to prove the case C¿w + 2. We split the proof onto the following four
steps, stated in Lemmas 1–4.
Let
|MC |= det(MC): (3.8)
Lemma 1. For C¿w + 1 the determinant of matrix MC satis1es the following
recursive relation:
|MC |= |MC−1| − pqw|MC−1−w| (3.9)
with initial conditions
|M1|= |M2|= · · ·= |Mw+1|= 1: (3.10)
Let us note that it is well known that if p∈ (0; 1) then |MC | =0, cf. Feller (1957,
Chapter XIV.8).
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Proof of Lemma 1. For 26C6w+1 matrix MC is triangular; with diagonal elements
equal to 1. Hence; initial conditions (3.10) are met but for C = 1. For C¿w + 2; by
expanding |MC | by elements of the 2rst row of MC; we get (3.9). Similarly; and by
accepting notation |M1|=1; we can verify that; in the case C=w+2; the last expansion
also implies (3.9). This proves Lemma 1.
Corollary 1. In the classical case of w = 1 and p = 12 we have
|MC |= q
C − pC
q− p ; C¿ 1: (3.11)
Proof of Corollary 1. Let us note that initial conditions (3.10) are ful2lled by (3.11).
Next; we can verify; using (3.9); that
(q− p)|MC+1|= qC − pC − pq(qC−1 − pC−1); (3.12)
= qC+1 − pC+1 for C¿ 2: (3.13)
Hence; (3.11) is a general form of determinant |MC |; for all C¿ 1.
Lemma 2. For C¿ 1; the determinant of matrix MC; given by (3.5); is given
by (2.2).
Proof of Lemma 2. Let us note that the right-hand side of (2.2) equals 1 for C =
1; 2; : : : ; w+1. Hence; the initial conditions (3.10) are met. We will use (3.9) and prove
Lemma 2 by induction. Assume that (2.2) is valid for C− 1; C− 2; : : : ; C−w− 1. We
will show that this implies its validity for C. By (3.9) we have
|MC |=
[(C−2)=(w+1)]∑
i=0
(−1)i
(
C − iw − 2
i
)
(pqw)i
−pqw
[(C−2−w)=(w+1)]∑
i=0
(−1)i
(
C − (i + 1)w − 2
i
)
(pqw)i
=
[(C−2)=(w+1)]∑
i=0
(−1)i
(
C − iw − 2
i
)
(pqw)i
+
[(C−1)=(w+1)]∑
i=1
(−1)i
(
C − iw − 2
i− 1
)
(pqw)i
=
[(C−1)=(w+1)]∑
i=0
(−1)i
(
C − iw − 1
i
)
(pqw)i : (3.14)
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The second equality in (3.14) was obtained by changing the index of summation.
Since (
C − iw − 2
i
)
+
(
C − iw − 2
i− 1
)
=
(
C − iw − 1
i
)
;
the last equality in (3.14) holds true if the integer parts of (C − 2)=(w + 1) and
(C − 1)=(w+ 1) equal. There is one, last term in the second sum, not matched, if the
former integer is strictly smaller than the latter one. This happens only when C − 1 is
a multiple of w+1, say C= k(w+1)+1. Then the last value of index i in the second
sum equals k. Hence, the coeKcient at (pqw)k equals(
k(w + 1)− kw − 1
k − 1
)
=
(
k − 1
k − 1
)
=
(
k
k
)
= 1
and the not-matched term of the second sum equals the last term of sum (3.14).
Consequently, the last equality in (3.14) holds true. This completes the proof of the
lemma.
Lemma 3. For C¿w + 1 we have
P(C + 1; j) =P(C; j − 1) + pqj−1 |MC+1−j||MC+1| P(C; w); (3.15)
where P(C; 0) = 0 and j = 1; : : : ; C.
Proof of Lemma 3. Assume that C¿w+1. Let MiC denote the matrix obtained from
matrix MC of dimension (C−1)× (C−1); given by (3.5); by replacing its ith column
with vector RC; de2ned in (3.4). In the case i = 1; partition matrix M1C+1 by the 2rst
row and the 2rst column onto four block matrices[
A B
C D
]
;
where matrix A=[0] is of dimension 1× 1 and D=MC . By applying the formula for
determinant of a partitioned matrix; cf. (23) in Searle (1967; p. 96); we get
|M1C+1|= (0− B(MC)−1C)|MC |= p|MC |P(C; w): (3.16)
By dividing both sides by |MC+1|; we get
P(C + 1; 1) = p
|MC |
|MC+1|P(C; w): (3.17)
Notice now that; by accepting notation P(C; 0)=0; relations (3.17) and (3.15) coincide
in the case j = 1. It remains to prove (3.15) for j¿ 1.
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The determinant formulae for elements of inverse matrices imply that the 2rst column
of the matrix (MC)−1 is given by
VC =
1
|MC |


|MC−1|
q|MC−2|
...
qC−w−3|Mw+2|
qC−w−2|Mw+1|
...
qC−2|M1|


: (3.18)
Moreover, by (3.4), it is clear that
pC+1 = (MC+1)−1RC+1 (3.19)
and
pC = (MC)−1RC: (3.20)
Let us partition MC+1 by the 2rst row and the 2rst column onto four block matrices.
Since, by our assumption, C¿w + 1, the 2rst element of RC+1 is equal to zero.
Hence, and by applying the formula for inverse of a partitioned matrix, cf. (10) in
Searle (1967, pp. 210–211), we get for some  and b
pC+1 =
[
 b
qVC (MC)−1 − qVCB(MC)−1
]
RC+1
=
[
bRC
pC + pqVCP(C; w)
]
; (3.21)
where = |MC |=|MC+1| and B coincides with that in (3.16), is of dimension 1× (C−
1) and its only di=erent from zero element is B(w) = −p. We already obtained in
(3.17) recursion (3.15) for the 2rst element of pC+1 and need not to concern about
interpretation of the 2rst component of the last vector in (3.21). The equality between
the remaining components of the 2rst and the last vectors in (3.21) give (3.15). Hence,
the proof of Lemma 3 is completed.
Lemma 4. The solution of (3.4) is given by
pj =P(C; j) = 1− qj |MC−j||MC | ; j = 1; : : : ; C − 1: (3.22)
Proof of Lemma 4. Let us note that by (3.7) and (3.10) relation (3.22) holds valid for
C=2; 3; : : : ; w+1. Assume now that (3.22) holds true for C; C−1; : : : ; C−w+1; for some
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C¿w + 1. Then; by applying (3.15) and using p= 1− q; we get
P(C + 1; j) =
(
1− qj−1 |MC−j+1||MC |
)
+ pqj−1
|MC−j+1|
|MC+1|
(
1− qw |MC−w||MC |
)
= 1− qj |MC−j+1||MC+1|
+ qj−1|MC−j+1|
(
− 1|MC | +
1
|MC+1| − pq
w |MC−w|
|MC+1‖MC |
)
and; by recursive relation (3.9) applied in the case C + 1; we obtain
= 1− qj |MC−j+1||MC+1| + q
j−1|MC−j+1|
(
− 1|MC | +
|MC+1|
|MC+1‖MC |
)
= 1− qj |MC−j+1||MC+1| :
Hence; relation (3.22) also holds true for C+1. So; it is valid for all C¿w+1. This
concludes the proof of Lemma 4.
By substituting (3.11) into (3.22) we get the following.
Corollary 2. In the classical case of w = 1 and p = 12 we have
pj =P(C; j) = 1− (q=p)
C − (q=p) j
(q=p)C − 1 ; C¿ 1: (3.23)
Proof of Theorem 1. Let us note that by combining (3.1); (3.2) and (3.22) we get
(2.1). Since (2.2) follows from Lemma 2; the proof of the theorem is completed.
Remark 1. Let us note that relation p + q = 1 has been used only in the proofs of
Corollaries 1 and 2 and in the proof of Lemma 4.
4. Graphs
In Kozek (1995) we presented 2gures illustrating when the rule of thumb was valid
and comparing, in the roulette case with numbers 0; 1; : : : ; 36, approximate and exact
probabilities of increasing the starting capital B by A units. As the solution (3.9)–
(3.15) in that paper is incorrect, also Figs. 2–4 change. We present the corrected
2gures, retaining for convenience the original numbering.
A.S. Kozek / Stochastic Processes and their Applications 100 (2002) 301–311 309
20 40 60 80 100 120 140 160 180 200
20
40
60
80
100
120
140
160
180
200
target capital gain A
st
ar
tin
g 
ca
pi
ta
l B CORRECT 
I
N
C
O
R
R
E
C
T 
Fig. 2. Region CORRECT consists of pairs (A; B) for which X1 is optimal as predicted by The Rule.
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Fig. 3. Comparison of the approximation PPF (A; B) (dashed line) and the exact probability PF (A; B) (solid
line) for k = 1 and B = 40:
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Fig. 4. The exact probabilities of achieving A before losing B in roulette, for B = 40 and strategies corre-
sponding to k = 1 (solid line), k = 4 (dashed line), and k = 18 (dashdot line).
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