A positive integer n is a perfect power if there exist integers x and k, both at least 2, such that n = x k. The usual algorithm to recognize perfect powers computes approximate kth roots for k < log2 n, and runs in time O(log 3 n log log log n).
1. Introduction This paper presents fast and practical algorithms for deciding if a positive integer n is a perfect power, that is, can be expressed as x k for integers x, k > 1. By trying all possible powers, this problem is solvable in O(log 3 n log log log n) steps in the worst case. Unfortunately, the average running time for this method is not much better than the worst-case running time. We give algorithms in this paper that perform much better on typical inputs. One of our methods has an average running time of O(log 2 n), and another runs in O(log 2 n/log 2 log n) average time, with a median running time of O(log n). Our average-case results assume that a table of certain small primes is precomputed; as a practical matter this table is quick and easy to construct, and once constructed it uses only O(log n) space, but we need to assume the Extended Riemann Hypothesis (ERH) to bound the largest prime in the table. We also improve the worst-case running time to O(log a n) steps; parallelizing this leads to an ~U~2 algorithm.
In number theory most analyses of algorithms address worst-case complexity, although there are some studies of average behavior [7] , [10] , [12] , ~18], [293. However, we are unaware of any average-case results for this problem.
Before describing our methods we indicate some applications for them. The fastest known methods for integer factorization [9] , [19] , [25] , find nonobvious solutions to the congruence x 2 -3 .2 modulo n; if ~c and y are solutions with x different from _+ y, then gcd(x y, n) splits n. However, if n is odd, such x and y will only exist of n is not a prime power, and this condition should be checked before attempting to factor n. It is simplest to check that n is not a perfect power, for if it is, then we have a factorization.
Similar comments apply to many other factoring algorithms [2] , [3] , [20] , [241; it is common when analyzing them to make the assumption that the input is not a perfect power.
We also mention an application where the average-case behavior of a perfectpower algorithm is significant; in fact, it is the source of the present problem. Earlier, one of us published an efficient algorithm for generating random integers in factored form [1] ; we do not discuss this algorithm in detail except to say that it repeatedly draws integers (according to some distribution) and rejects them when they are not prime powers, saving the prime powers for further processing. Since the perfect powers are rare, any perfect-power test that performs well on the average will be useful in this context. Our sieve algorithm is based on the following idea: if a number n is not a pth power mod q for some small prime q, then it cannot be a pth power. The time to check this condition is roughly proportional to the length of n, much less than the time needed to compute a pth root of n to high precision. Of course, this advantage is offset somewhat by the fact that a pth power modulo q need not be a pth power. Hence, tests using more than one q are necessary; our algorithm does enough of these tests to ensure that a pth root computation will be rare.
We also present an algorithm that combines perfect-power testing and trial division; this algorithm performs even better on the average than the method outlined above. This latter algorithm is useful as a preprocessing step for factorization, since factoring programs usually start by performing trial division. Indeed, in practical factoring it is often learned that a number ~s not a perfect power as a by-product of trial division. This perfect-power algorithm is the most efficient one known to us.
Sieving ideas for testing pth powers have been suggested by Cobham [6] and Miller [21] . Cobham, assuming the ERH, showed that a sieve method for testing if a number is a perfect square is optimal to within a constant factor in its use of work space. To prove this, he showed that if a number is not a perfect square, then it must fail to be a square mod q for some small q. Miller generalized this last result to pth powers of algebraic numbers; for certain fields he found that a sieve algorithm outperforms methods based on root approximation in the worst case.
In contrast, we do not attempt to make the sieve part of the algorithm completely foolproof. Instead, we use pth power tests modulo q to make the relatively expensive root computations rare on the average. Hence our algorithms are always correct, and our probabilistic results only apply to the running time.
Throughout this paper we discuss algorithms to solve the decision problem for the set of perfect powers. Any of them could be easily modified to output roots and exponents when the input is a perfect power, or compute the value of Golomb's arithmetic function 7(n) (which counts the positive integral solutions to n = a b)
[11], but we leave such modifications to the reader.
2. Notation and Definitions. Let k be a positive integer. We call a positive integer n a perfect kth power if n = x k for some integer x > 1. In this case we refer to k as the exponent and x as the root. If n is a perfect kth power for some integer k > 1, then we say n is a perfect power.
We use log n to denote the logarithm of n to the base 2, and In n to denote the natural logarithm. Note that the length of a positive integer n, written in binary, is l lognj + 1.
In our analysis we count bit operations and assume that arithmetic on large numbers is done by classical methods. Hence the complexity of basic arithmetic we take to be as follows (see [171): In what follows p and q will always be prime. For x > 0, re(x) denotes the number of primes less than or equal to x, and roe(x) denotes the number of primes less than x and congruent to 1 modulo p. The notation plln means that pin (p divides n), but not p2]n. By the Extended Riemann Hypothesis (ERH) we mean the Riemann Hypothesis applied to Dirichlet L-functions (see [8] ).
In asymptotic bounds expressed with O, o, and | the implied constants are absolute.
3. Root Computation Algorithms. In this section we review the usual root-finding algorithm for perfect powers, which seems to be folklore. We present a slight variation of one previously presented and analyzed by Shallit [28] .
The idea is very simple. If n is a perfect kth power, k _< log n. So, we compute an integer approximation x of n 1/k for each such k, starting with k = 2. If, for some k, x ~ = n, we accept n and halt. If we reach k = log n without finding an exact root x, we reject n and halt. We can do a little better by noting that only prime values of k need be tried. Putting this together we get Algorithm A.
Algorithm A
Input: positive integer n.
For each prime p < log n:
If n = x p accept and halt Reject and halt.
To compute x = [nl/P_j, we first use the value of log n to get a rough upper limit for x, say 2 L~176
Then we do a binary search between 2 and this limit. To test each possible pth root y encountered in the search, we can compute yP using any reasonable powering algorithm. THEOREM 3.1. Given as input a positive inteyer n, Algorithm A will decide if n is a perfect power in time O(log 3 n log log log n ).
PROOF. Clearly Algorithm A is correct.
Each time a pth root is computed, binary search will iterate O((log n)/p) times. During each iteration, an approximation y of the pth root of n is raised to the pth power. This takes time O(log 2 n). So then for a fixed exponent p, [.nl/P_j can be computed in time O((log 3 n)/p). Summing over all prime exponents p gives _1 log 3 n = O(log 3 n log log log n) p <logn P since ~p<_b lip = log log b+ 0(1), where the sum is over primes (see [27] ).
All that remains is the time to find the primes up to log n. Using the Sieve of Eratosthenes, this can be done in O(log n log log log n) additions, Hence the overall running time is O(Iog 3 n log log log n), as we claimed [] Note that there are more efficient algorithms than the Sieve of Eratosthenes for finding all the primes below a bound m. Protchard [26] discusses some of these, and presents an algorithm which uses only O(m) additions and O(\~m) space.
By replacing binary search with Newton's method, we can improve the running Ltime of Algorithm A. However, without a good starting point, Newton's method is no better than binary search. So we first prove that if the first log p bits of n lip are provided, Newton's method converges quadratically.
LEMMA 3.2. Let f(x) = x p --n, and let r > 0 satisfy f(r) = O. Suppose Xo satisfies 0 < (xo/r) -1 < 1/p. Then Newton's method, ustng Xo as an initial estimate.for r, will obtain an estimate of absolute error less than 1 in O(log((log/n)/p)) iterations.
PROOF. Newton's method computes successive approximations xl,x2,., to r using the iteration x,,+ 1 = g(x,,), where
Note that g(r) = r and 9'(r)= 0. Using a Taylor expansion for 9 around x = r, the mean value theorem implies that for some e, r < e < Xm,
Since 9(Xm) = Xm + I, dividing by r gives
In other words, at each step we double the number of bits of r we have found. To get an error less than 1 means we only have to match O((log n)/p) bits, so the number of iterations is O(log((log n)/p)).
[] Note that this result still holds if we use L0(x)j for the iteration function, which is easy to compute. Now we assume that Lnl/P_] is computed by obtaining the first log p bits of n 1Iv with binary search, and the rest with Newton's method. Calling this the modified Newton method, the following theorem holds. PROOF. For each p, log p iterations of binary search and O(log((log n)/p)) iterations of Newton's method are required for a total of O(log log n). Since the cost of each iteration is O(log a n), the total running time is ~, O(1og 2 n log log n) = O(log 3 n).
Next we show that testing perfect powers can be done in Xcg (Nick's class), which is the class of functions computable on a parallel random access machine in polylog time using a polynomial number of processors (see [16] ). PROOF. Let n be the input. From Lemma 3.2 we know that O(log log n) iterations of binary search followed by O(log log n) iterations of the modified Newton method suffice to compute an integer approximation to the kth root of n. Each iteration requires a power computation and possibly a long division. By methods of Beame et al. [4] (see also [-16 ]), these two tasks can be done by a circuit of depth O(log log n) and size polynomial in log n.
These circuits are not known to be logspace uniform, but the only nonuniformity is a requirement for certain products of small primes, which can be generated easily by logspace uniform circuits of O(log 2 log n) depth. So we use an ~/-(~2 circuit for generating these, followed by O(log log n) levels of binary search and O(log log n) levels of Newton's method, to compute kth roots. The total depth is O(log 2 log n).
For recognizing perfect powers, we note that the circuit size for computing pth roots can be bounded independently of p, and simply compute pth roots of the input for every prime p _< log n, in parallel.
[] Of course, finding an approximate pth root of n is a special case of finding roots of polynomials over the integers. This more general problem has efficient sequential methods (see, for example, [23] ), and recently Neff [22] showed this problem to be in jUcg.
It might be asked whether the modified Newton method helps in practice. The answer is yes; in Section 7 we support this with timing results comparing binary search with the modified Newton method when used in Algorithm A. 4 . A Simple Sieve Algorithm. In this section we present a second algorithm that improves on Algorithm A's average running time. Our main idea is the following. Most numbers are not perfect powers, so the algorithm will run better if it can quickly reject them. We do this using the following lemma. LEMMA 4.1. Let p and q be primes, with q -1 (modp). Further suppose that n is a perfect pth power, and gcd(n, q) = 1. Then n (q-1)/p _= 1 (mod q).
[]
In other words, if n (q-l~/v 7~ ! (mod q), then n cannot be a perfect pth power, assuming all the other hypotheses are satisfied. We call this computation a sieve test for exponent p, and the prime modulus q the sieve modulus. We say n passes the test if n ~q-1)/p _ 0, 1 (mod q); it fails the test otherwise. (Note that we are evaluating the pth power residue symbol mod q; see [14] ).
We modify Algorithm A as follows. Before computing an approximate pth root, we do a certain number of sieve tests on n for exponent p. The number of tests [-2 log log nflog p'] is justified later; it results from balancing the goals of accuracy (few non-perfect powers should pass all the sieve tests) and efficiency (not too many sieve tests should be done). These modifications give the following procedure:
Algorithm B
input: positive integer n.
Perform up to [-2 log log n/log p-] sieve tests on n If n passed all the tests then: To analyze this procedure, two questions must be answered:
1. Do enough sieve moduli exist, and, if they do, how large are they? Moreover, how do we find them? 2. What are the chances that n will pass all the sieve tests for a fixed p?
Regarding the first question, Dirichlet showed that any "reasonable" arithmetic progression contains infinitely many primes (see [14] ). Although this guarantees the existence of enough sieve moduli, it says nothing about their size. To bound this reasonably we have to assume the ERH; in Section 6 we prove the following result.
LI?MMA 4.2 (ERH). For an input less than n to Algorithm B, the largest sieve modulus needed is O(log 2 n log 4 log n).
This suggests that the required sieve moduli are all small, and our experience with the algorithm confirms this. In fact, we believe that the above result is still an overestimate, and offer in Section 7 a heuristic argument and numerical evidence for a sharper estimate of log n In a (log n). In practice, the Sieve of Eratosthenes will suffice to generate quickly the primes less than this bound, and hence the required list of sieve moduli.
Regarding the second question, we first argue informally. The chance an integer n is a pth power modulo q is about lip. If we perform [-2 log log n/log p-] sieve tests whose results are independent, the chance that n passes them all is about (1/p) 21~176176 P :=-1/log 2 n. However, the tests are not quite independent and we must modify this rough argument. In Section 6 we prove the following result, which uses the ERH only to bound the magnitude of the sieve moduli. We also note that computing the exact values of F2 log log n/log p] for each prime p _< log n can be done using the methods of Brent [5] easily within the above time bound. In practice, of course, this is not a concern.
LEMMA 4.3 (ERH). Let n be an integer chosen uniformly from an interval of length L, and assume for every such n, L >(logn) 31~176176
Assuming the above lemmas, we now present our average case result. Lemma 4.3, and PROOF. The correctness of Algorithm B follows immediately from Lemma 4.1; it is independent of the ERH.
THEOREM 4.4 (ERH). Let n and L be as in
To get an upper bound on the running time, we may assume that all the possible sieve tests are actually done. By Lemma 4.2, log q = O(log log n). Since the sieve table is precomputed, the time to find each sieve modulus q is O(1). Computing n(q -~)lv mod q can be done using one division and then modular exponentiation in time log n log q + log 3 q = O(log n log log n + log 3 log n) = O(log n log log n). If [-2 log log n/log P7 sieve tests are performed, the total time spent is at most O(log n log 2 log n/log p) for each prime exponent p.
From the proof of Theorem 3.3, the time needed to approximate the pth root of n and compute its pth power is O(log 2 n log log n). However, by Lemma 4.3, the probability that we even have to make the computation is O(log log n/tog 2 n). Thus, the average time spent is O(log 2 log n).
Hence, for each prime exponent p, the average time spent is O(log n log a log n/log p).
Since we have 1 _o / B "~ by splitting the sum at ~ and using the prime number theorem, this gives the average time of O(log 2 n), and the proof is complete, [] In connection with Algorithm B, the following question is also of interest: "Can we guarantee that n is a perfect power by only performing sieve tests?" By applying quadratic reciprocity and Ankeny's theorem, Cobham 1"6] showed that O(log 2 n) sieve tests suffice to check that n is a square, if the ERH is true. Miller [213 has recently extended this result: if the Riemann hypothesis is assumed for certain Hecke L-functions, then O(p 2 logZ(np)) sieve tests for the exponent p will prove that n is a pth power. Since we are only interested in p _< log n, this would imply that O(log s+~ n) tests suffice to check perfect powers. Note that this leads to another Xcg algorithm for perfect-power testing.
It is also of interest to ask what can be proved without assuming the ERH: The main difficulty with this seems to be in finding a large number of sieve moduli efficiently. When the sieve moduli are not bounded by a small polynomial in log n, then the Sieve of Eratosthenes and its variants are no longer practical for finding them. As an alternative, probabilistic search may be used but then the sieve moduti found must be proved prime. It is an interesting theoretical question as to how this might be done, but such an approach is unnecessary in practice, and we discuss it no further here. 5, A Sieve Algorithm with Trial Division. In the previous section we discussed Algorithm B, a substantial improvement over Algorithm A which used a simple sieving idea to weed out nonperfect powers. In this section we use trial division by small primes to improve Algorithm B further. The resulting method may be of use in situations, such as factorization, where trial division is done anyway.
Our basic idea is the following. To test n, we see if n has any small prime divisors by checking all primes <b. The trial division bound b is much smaller than n; we take b to be about log n. There are two ways this modification can help:
(1) If we find a prime r that divides n, we can compute the integer e such that re!l n, Then, if n is a perfect pth power, p must divide e. Since e will typically be quite small, this will greatly reduce the number of possible prime exponents p that must be checked. (2) If we do not find any divisors of n below b, then, if n is a perfect pth power, its pth root x must be larger that b. Hence p < logb n = log n/log b, which will also save time.
Our new algorithm does trial division up to some bound b, and then applies either (1) or (2) Reject and halt.
To analyze this algorithm we need a technical lemma. 
(ERH). Let n be an inteeer chosen uniformly from an interval satisfying the hypotheses of Lemma 4.3. Then Algorithm C will decide if n is a perfect power in time
O/ log z n on the average.
PROOF. Correctness follows from Theorem 4.4. and from the two observations made at the beginning of this section. All that remains is to prove the average running time bound. First we note that b is | n/log 2 log n), from which it follows that Iog b = O(log log n).
By a large sieve estimate of Jurkat and Richert (see equation 4.2 of [t5] ) the probability that no prime below b divides n is I~ 1+
provided that L, the interval length, satisfies tog b _< (log L)/(2 log log(3L)). By our choice of L, this holds for sufficiently large n, so, by Merten's theorem (see p. 351 of 1-13]), the probability of escaping trial division is O(1/tog b), a fact we will need later. We break the running time into four parts: the time spent on trial division, the time spent computing maximal exponents e for various primes, the time spent on approximating pth roots and computing pth powers of these approximations, and the time spent performing sieve tests.
The time spent on trial division is O(~p~b log n log p). Combining this with our estimate for b shows that the expected time for trial division is O(log z n/tog 2 log n).
By Lemma 4.2 no sieve modulus or trial divisor is larger than O(log 2+~ n), so the time spent finding a maximal exponent e for any such base is O(e log n log log n). By Lemma 5.1 the expected value of e is O(1), so the expected work for finding maximal exponents is negligible.
To estimate the third part, we note that the time spent computing pth roots and their pth powers is no more than the time Algorithm B would spend in the same task, on a given input. Hence the argument used to prove Theorem 4.4 applies, and we find that the total expected time for this part is 2p<log n O(log 2 log n), which is O(log n log log n).
To estimate the expected time for sieve tests, we condition on whether or not a divisor is found. If a divisor r of n is found, its maximal exponent e is at most log n. Thus e has at most log log n prime divisors, which is how many exponents remain to be tested. From the proof of Theorem 4.4, we know the maximum time spent on each possible prime exponent p is O(log n log 2 log n/log p). Thus the average sieve time, given that a divisor is found, is O(log n log 3 log n). If no divisor is found, the average sieve time is similarly found to be O(log 2 n/log b). Multiplying this by the probability that no divisor is found and using the asymptotic value of log b gives the result.
[] The distribution of Algorithm C's running time exhibits the following anomaly. Although its expected running time is high (consider the fraction 1/log b of inputs for which all trial divisions are performed), its median running time is much lower, in fact O(tog n). We prove this below. PROOF. We must show that there is a set of inputs, of probability at least 1/2, on which the running time is O(log n). First consider the asymptotic probability that some prime less than B divides n, and the least such prime divides n exactly once. This is divide p<B p<B _ If B = 20, this is some constant c~, greater than 1/2. Hence, with probability ~, e = 1 at the end of the trial division phase. Given that this happens, no further work is required. Furthermore, the work of the trial division is O(log n), since no r greater than 20 and no exponent larger than 2 was ever used on these inputs.
Technical Results
In this section we prove Lemmas 4.2 and 4.3 with the aid of the ERH. Let rip(x) denote the number of primes less than or equal to x which are congruent to 1 modulo p; these are the possible sieve moduli for p. Below we give' an estimate for the density of such primes. This result is due to Titchmarsh [30, Theorem [] We now prove the sieve modulus bound.
LEMMA 4.2 (ERH).
For an input less than n to Algorithm B, the /aroesl sieve modulus needed is O(log 2 n log 4 log n).
PROOV. We must show that, for each prime p _< log n, the [-2 log log n/log pqth sieve modulus is O(log 4 n log 4 tog n). In other words, we must find an x for each prime p such that x = O(tog 2 n log 4 log n) and tOp(X) > [-2 log log n/log p-].
If p _> x/io-g n, we choose x = Bpev ln4(pv) with v = 2, where B is the constant from Corollary 6.2. Clearly, x = O(log 2 n log 4 log n), and Corollary 6.2 gives us top(x) _> 2 lx~ n _> [-2 log log n/log p-]. If p _< x/log n, by choosing x = Bp2v lng(pv) with v = 2 log log n, Corollary 6.2 gives us 7rp(X) >_ v _> [-2 log log n/log p-] with x = O(log n(log log n)5).
[] Now we prove Lemma 4.3, which states that an input n to Algorithm B is unlikely to pass multiple sieve tests. It would be interesting to show that this result holds for intervals of "polynomial size", that is, L >_ log c n for some c < O. We require slightly larger intervals, in which only the last ~(log log n log log log n) bits of the input vary.
Finally, we remark that these results hold for the interval [1, n] .
7. Implementation Results. In this section we give empirical results on our algorithms. As the performance of Algorithms B and C is sensitive to the size of the entries in the sieve table, we also give a heuristic argument, backed up by experimental data, that this table is efficiently computable. Lemma 4.2 indicates that the sieve table will have entries bounded by O(log2 +e n). In practice we have found this bound to be pessimistic, and believe that log n In 2 log n is a more accurate estimate. Below we give a heuristic argument, patterned after one by Wagstaff [31] , that results in this bound.
Let p be the largest prime less than or equal to B -log n. We consider a sieve modulus bound m > B and estimate the probability that this suffices to obtain enough sieve moduli for all primes up to B. Call a prime "small" if it is less than (log n) 1/3, and "large" otherwise. If n is sufficiently large, then Lemma 4.2 guarantees enough sieve moduli for small primes. For large primes, we need at most t sieve moduli, where t = 6 (the particular constant does not matter). We now make the heuristic assumption that an integer x is prime with probability 1/ln x, and estimate the probability that more than t sieve moduli exist for all large primes. This probability is at least assuming that the chances of success for each p are independent and monotonically decreasing. Now consider a sequence of m/p integers p+ 1, 2/)+ 1 ..... m, The probability that there are at most t primes in this sequence is at most Write the right hand expression as e y where y = ~ In(re~p) + (t -m/p)/ln m; then Pr[at least t sieve moduli exist for all p < BJ _> (1 -eY) B.
We wish this estimate to be e-c for some small positive c. Setting these equal we find that e y = 1 -e -c/B ~ c/B; taking logarithms of both sides and simplifying we find that
(note that p ~ B). If c is a constant, this implies that m ~ BIn 2 B = log n ln2(log n).
(We can also take c = 1/(ln B) k ~ 0 and get the same result.) Although its derivation is suspect, this bound seems reasonably precise, as Table 1 shows.
In this table the first column lists various values of d for n = 10 d. Maximum modulus is the largest sieve modulus, where the first [2 log log n/log p-] were taken for each p _< log n. Heuristic bound is the value of tog n in 2 log n. Table  memory gives the number of integers needed to store all the sieve moduli (the space in words was about double this). Finally, CPU time indicates the number of CPU seconds used to construct the sieve moduli from scratch and store them in a table. In conclusion, we needed the ERH to give provable bounds on the size of the sieve moduli, and the resulting bounds forced us to use precomputation to construct the table. In practice this is not a problem, as Table 1 demonstrates.
Next we give the results of our implementations of Algorithms A, B and C. We coded all three algorithms using the same multiple precision arithmetic routines on a DECstation 3100. Table 2 gives these results.
Decimal digits is the size of the inputs; we ran each algorithm on the same 10 pseudorandom integers and tabulated the average running time for each algorithm. There are two columns for Algorithm A: the first gives timings using binary search, and the second gives timings using the modified Newton method. Note that Algorithm B's running time seems relatively large for the last few input sizes; we believe this is caused by multiword sieve moduli. For Algorithm C we also give the number of times (out of 10) a divisor was found during trial division.
For Algorithm B we did not precompute the sieve table. Instead, a modified version of the Sieve of Eratosthenes found all the primes below the heuristic bound, which were then stored in a bit vector. When sieve moduli were needed, we searched for them sequentially in this bit vector.
For Algorithm C we first found the primes below b, the trial division bound. Only when trial division failed did we find all the primes below the heuristic bound.
The system's timing clock has unreliable low-order digits, so we ran each algorithm several times on the same input and timed the whole group. The number of times per input was inversely proportional to an algorithm's average running time.
