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ABSTRACT
In this paper, we specify a class of single equation 'error correction'
models on the basis of a general autoregressive-distributed lag regression
equation with one regressor and a white noise disturbance. This relation-
ship is interpreted in terms of long run trends in the regressor and
regressand and short run deviations from these trends. A parametrizationwhich is useful for quarterly seasonally unadjusted data is proposed. The
model is estimated by means of a non-linear least squares algorithm.
Empirical results based on Norwegian quarterly national accounts data ,
illustrating the relationship between (i) household consumption and income,
(ii) production and demand in manufacturing, and (iii) capital accumulation
and production in manufacturing - are presented. Some experiences from
forecasting exercises are also reported.
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1. INTRODUCTION
With the increasing complexity of macro econometric models in the
last decade - and the growing ambitions of the users of such models . - prob-
lems concerning the dynamic specification of econometric equations have
come strongly into focus. For recent surveys of problems and methods in
this field, see Hendry and Richard (1983) and Hendry, Pagan, and Sargan
(1984). A wide class of dynamic formulations of linear regression equations
is defined by the unrestricted autoregressive-distributed lag model. The
'error correction' formulation, which basically relies on the idea of a
'long run' relationship between the variables and a mechanism correcting
for 'short run' departures from this long run relationship, is an
interesting and intuitively appealing way of parametrizing a general dyna-
mic equation. There are at least two reasons for this. First, the model is
parsimonious in terms of the number of free parameters, and these para-
meters can usually be given a direct economic interpretation. Second, long
run relationships derived from economic theory can be far more easily im-
plemented in this framework than in a general autoregressive-distributed
lag formulation.
This paper is organised as follows: First, we specify a class of
single equation error correction models, taking a general autore-
gressive-distributed lag regression equation with one regressor and a white
noise disturbance as our point of departure. This dynamic relationship is
contrasted with other dynamic specifications and interpreted in terms of
long run trends in the regressor and regressand and short run deviations
from these trends. Proportionality between the variables is assumed in the
long run (section 2). A parametrization 'which is useful for handling
quarterly seasonally unadjusted data is then proposed and discussed
(section 3) and an estimation algorithm based on non-linear least squares
is presented (section 4). Next, we report empirical results - including
tests of model specification - based on Norwegian quarterly national
accounts data, for the relationship between (i) household consumption and
income, (ii) production and demand in manufacturing, and (iii) capital
accumulation and production • in manufacturing (section 5). Finally, we
present some experiences from forecasting exercises, both simulations for
the sample period and genuine post sample forecasts (section 6).
2. THE SINGLE EQUATION ERROR CORRECTION MODEL: GENERAL BACKGROUND
2.1. A geneol autorearessive-distributed laq (AD) equation
Consider the following dynamic relationship
(2.1) 	 Yt 	 = 	 b(L)Yt + aoXt + a(L)X + et ,
where X and Y are the values of the exogenous (input) and endogenoust 	 t(output) variables at time t, respectively, and a(L) and b(L) are.lag
polynomials of degree P and Q (without constant terms), i.e.
p- .
a(L) 	 = 	 E a.L 4'i=1 ai '
 = 	 E b.L1i=1
L being the lag operator. The disturbance e is assumed to be white noise.
Eq. (2.1) is thus, in the terminology of Hendry, Pagan, and Sargan (1984,
p. 1040), an autoregressive -distributed lag equation of order Q and P, or
AD(O.P), for short. No restrictions are imposed on the lag polynomials so
far, except that b(1) = 03. lies between zero and one.•
Let g(L) and (X ' X(1 ) 1 be the normalized lag polynomials of Y and0
X, defined as
(2.2)
	 g(L)
(2.3) 	 X0
b(L)
b(1)
a0
a0 +a(1) ML) =
a(L) 
aea (1) '
pwhich ensure that g(1) = E Q.; = 1 and X + X(1) = E 	i . 	 Further-i=1 	 i=0 -more, let
(2.4)
	
- b(1)
a0 +a(1)
1-b(1)
Since 0 4 b(1) < 1, we have that 0 < / 4 1, and that p - 0 according as
>a0+a(1) - O. With this reparametrization, (2.1) takes the form
(2.6)
	Y = 	 (1-/)(2(L)Y t + /filao+X(L)IXt + et .
We see that 13 can be interpreted as the lona-run effect on Y of changes in
X, or the total multiplier, since Xt = X1 = = X implies Y = px (when
disregarding the disturbance term). The.model thus implies proportionality 
between Y and X in the long run. The short-run effect, or the impact multi-
plier, is given by
(2.7) 	
'
The number of free parameters in this unrestricted dynamic model is
P+Q+1 (of which P X's, Q-1 g's, y, and 0). Let us consider two ways of
restricting the lag structure in order to reduce the size of the para-
meter vector. The first is a common factor formulation, the second is a
generalized error correction model.
2.2. A model with common factors in the laa Polynomials 
Eq. (2.6 ). can be rewritten as
(2.6a) (1-(1-0g(L)]Y
	 - =
0
+X(L)DC + e
Assume now that the lag polynomials of . Yt and Xt have a common factor 4(L)
of degree R (R 4 P, R 4 Q), i.e.
a + a(L)
+ M L)	 10
	 +(WP (L ) f
(2.8)
1 - (1-/)Q(L) 	 = 	 1-b(L) 	 /4(L)n(L)
where p(L) and n(L) are lag polynomials of degrees P-R and Q-R, respective-
ly, satisfying p(1) = n(1) = 4(1) = 1. 1) 	Combining (2.6a) and (2.8), we
find - provided that all roots of 4(z)=0 lie outside the unit circle so
that • (L) is invertible - that the common factor specification is equival-
ent to
(2.9)
	 n(L)Y
	
= 	 Op(L)Xt + vt ,
where v
t 
is an autoregressive (AR) process of order R, or AR(R) for short,
given by
4(L)vt 	=	 e
t •
The parameter restrictions implied by the common factor specifica-
tion (2.8) thus transform the original AD(Q,P) model (2.6) with a white
noise disturbance term into an AD(Q-R,P-R) model with an AR(R) disturbance
term. If, in particular, the coefficients of the two lag. polynomials are
proportional, i.e. n(L)=1, which implies t(L) = (1-(1-/) g(L))// and R=Q,
the transformed equation becomes a simple distributed lag model of order
P-Q , i.e. AD(0,P-Q), with an AR(Q) disturbance process. In  the latter
case, the parameter iy and the polynomial g(L) are 'transferred' from the
'structural part' of the AD equation to its disturbance process.
2.4. A generalized error cgrrection model 
Error correction models (ECM) can be motivated as a way of
formalizing economic agents' optimizing behaviour in the presence of costs
of adjustment or incomplete information; see e.g. Granger and Weiss (1983),
and Nickell (1985). In this paper, we take a slightly different approach,
by • focusing on the formal restrictions implied by this parametrization of
the adjustment process in relation to a general AD(Q,P) model. This will
facilitate comparisons with the common factor specification.
In the common factor specification, we restrict the lag polynomials
of Y and X - iliclusivq of their contant terms, (i.e. inclusive of the
terms representing current values) - to have a common factor, 4(L) (cf.
(2.8)). In the case where the lag polynomial of Y is a factor in the poly-
nomial ot X, i.e. n(L) = 1, the model is equivalent to a simple distributed 
Isu model with an AR disturbance term and if the coefficients of the two
polynomials are proportional, i.e. p(L)=n(L)=.1 (cf. 2.9)), the model is
equivalent to a static model with an AR disturbance term.
Assume now that proportionality between the two lag polynomials
holds exclusive of their constant terms, i.e. proportionality between a(L)
and b(L). The resulting model can be interpreted as representing an error
correction mechanism.
To show this, we write (2.6) as follows:
(2.6b) (1-g(L)a t 	=	 1(130. +X(L))X t - g(L)Yt] + e t •
Assume that EmQ and that the coefficients of X(L) are proportional to those
of Q(L), i.e. X(L) = kg(L), where k is a positive constant. This is
equivalent to b(L) = k(1-- ) /(/)a(L). Since, by construction, X(1) = 1 -Aa
and g(1) = 1, it follows that the factor l of proportionality must be
k = -X
0 1
 so that the restriction becomes
(2.10) X(L) 	 = 	 (1-X g(L) .
Inserting (2.10) into (2.6b), while using (2.7), we find
(2.11) (1-12(L))Y t 	=	 all-g(L)1Xt + intro (X -Yt) + e t .
A generalization of (2.10) would be to assume that X(L) and Q(L) (or equi-
valently, a(L) and b(L)) have a common factor of lower order than either of
these polynomials. The resulting model would be a combined error correc-
tion-common factor specification. This generalization will not, however, be
discussed further here.
Since the coefficients of g(L) add to unity, i. e . QM= , we can
interpret
(2.12) Y 	 = 	 g(L)Yt
(2.13) X
	 g(L)X
as filtered values, or trend values, of Y and X andt 	 t'
(2.14) A Yt
(2.15) å X
t 	
=
	XXt 	 t '
as the departures of the current Y and X values from their trends. Eq.
(2.11) can then be written simply as
(2.16) A Y
t 	
x + /(0Xt-Y )
	
e t ,
which can be given the following interpretation: 	 In the short run, i.e.
for given trend values, a departure of X from its trend by-one unit affects
Y's departure from its trend by a units. However, in the long run, the mo-
del imposes a restriction on the ratio between the two trend values, re-
flected by the fact that it has Y = OX as its long-run solution.. If the
trend value of Y is "too high", i.e. if Y
t 
- OX > 0, the difference ex-
erts a negative influence on åY (since / > 0), and if the trend value of
Y is "too low", the adjustment is positive. The adjustment coefficient is
/; the larger its value, the faster is Y adjusted towards its new equili-
brium. The trend departure of Y, A Y, is thus the net result of twot
effects, the trend departure of X, aå X and the trend error correction,* * 	 t '/(OX -Y ).t t
By making use of the moment generating function of the lag distri-
bution connecting X and Y, which is
(2.17) B(z)
	 = m10 - (m/P -1)e(z) 1-(1-1)Q(z)
it is easy to show that the mean lag is equal to 2)
(2.18) al =	 B.(1) = • •( 1- (1/0)Q 1 ( 1 ) 	= 0-a
	
(1 - (1 -/)o(1)}2 	 0/
(1 ) = ' (1)
This shows that the response of Y to changes in X is slower (i) the smaller
is the short-run coefficient in relation to the long-run coefficient, cx/,
i.e. the smaller is X
0' (a) the smaller is the adjustment coefficient /,
and (iii) the larger is Q 1 (1).
Eq. (2.11) is a generalization of the error correction model dis-
cussed in e.g. Sargan (1964), Hendry and Richard (1983, pp. 130-131), and
Hendry, Pagan, and Sargan (1984, pp. 1048-1049), which can be obtained by
setting Q(L) = L in (2.11)-(2.16) 3) , giving
(2.19) AYt = mAX + / ( fat_i -Yt- + e
where AYt = Yt-Yt_ i etc. In the following we shall refer to the latter
model as the simple error correction model (SEC) and let (2.11) be denoted
as the generalized error correction model (GEC). Note, however, that SEC
is only a simple reparametrization of an AD(1,1) model since (2.19) is
equivalent to
= 	 (/-1)Yt-1 	 mXt 	 (113-m)Xt-i 	 et
(1-1)Yt-1 	 113X0Xt 4. 113(1-)i 0 ) t-1 	 e t
-
This equation is equivalent to (2.6) for P=Q=1 when we take account of the
normalization constraint X0+X 1 = 1, which means that SEC does not effecti-'
vely restrict the parameter vector as compared with a general AD(1,1)
model. Only if P = Q > 1 will GEC restrict the dynamic specification as
compared with an AD(Q,Q) model, the number of free parameters being. Q+2
for the former and 2Q+1 for the latter. For this reason, we find GEC models
more interesting than SEC models for econometric purposes.
3. ERROR CORRECTION MODELS FOR QUARTERLY DATA
3.1. A oarametrization of o(L) which allows for seasonal effects 
If seasonality is present in Xt and Yt , it seems sensible to take
this fact into account when specifying the parametric form of g(L). Above,
we interpreted this lag polynomial as the filter by means of which the
trend values of X and Y are constructed in the error correction process.
With this in mind, since our data are seasonally unadjusted quarterly data,
we parametrize g(L) as
(3.1) 	 g(L) 	 = 	 01 	 4 	 4
so that the 'detrending operator' becomes
1-g(L) 	 = 	 (1- 1L)(1- L
4 )
It contains both the one quarter difference operator, A = 1-L, the four
quarter difference operator, A 4 = 1-L i , and the combined one and four
quarter difference operator, AA 4 , as special cases.
In order to satisfy the normalization constraint g(1) = 1, either
Q 1 or g 4 must be set to unity, since g(1)=1 implies (1-g 1 )(1-g 4 ) = O. 	 The
interpretation of this is that the 'detrending' operation must imply a full
differencing either across one or across four quarters. This gives two al-
ternative models, which we shall denote as
QEC(1,0 4 )	 Pl
	 free,
QEC(p 11 1) 	 free, 0 4 = 1,
y=1
(:7(L)=L+ 04L4. ( -L) 	 OL)=L4 +P I L(1-1.1;)
1 =0
SEC(1) :
.11C +y (BX 	 -Y 	 )+st 	 0 t 	 t-1 t-1
SEC (4) :
1 ./+ .Y t'll'(8X04Xt +Y (8X4 -Y4) +ct
(X(L ) = ( 1- X 0 ) ( L
4■11••••■■ILM■P
QEC( ,
C o (L)*L 	 C P(L)=L4
\0=1 	 k0 1(L) 	(L)stO
GPA (1)
PA(1) :
AY 2.-y ( 13 X -Y- 	 t 	 t t -1 	 t
PA(4) :
Y =YOX -Y 	 +st4 t 	 t-
BASIS MODEL:
{1- PW}Y wy[B(X0+X(L)1Xt-O(L)Yt]+s t
GEC
QEC ( 1 ,
 p4 ) GPA (4)
STATIC:
Y ==.3X +st 	 t t
using QEC as an abbreviation of lauartqrlv error correctioW. The explicit
dynamic adjustment equation and the associated mean lag between X and Y for
FIGURE 1. . TYPOLOGY OF MODELS
these two models are, respective 1y4)
QEC(102 4 )
(3.2) 	 (1-L)(1-g 4L4 )Yt = a(1-L)(1-0 4L )Xt
	-6L+g4 L4 (1 -1))(0t-Y ). 	 et'
(3.3) 	 Lit (1-04 '
QECtg 1)
■■41.0.M■OWMOS MIO
(3.4) 	 (1-0 1)(1-L4 )Yt = Œ (1-g L)(1-L 	 + 141, + 1 L(1 -L )I(OXt -Yt ) 	 e t ,
(3.5) 0 -ct-4 --- (1-g01 	 1
An overview of the error correction models discussed above and
their relation to other dynamic adjustment models, is given in Figure 1. At
the top, we find the general autoregressive -distributed lag model (AD),
written as in (2.6b); at the bottom is given the corresponding static equ-
ation Y = OX e We see that the simple error correction models of ordert t t'
1 and 4, denoted by SEC(1) and SEC(4), respectively, and the corresponding
simple partial adjustment models, PA(1) and PA(4), are special cases of the
QEC models. The figure also includes the generalized partial adjustment
models of order 1 and 4:
GPA(1):
	 AYt 	 =
GPA(4): Y4 t
It oixo+Ammt-y ],
IDN+A ( L"xt- t-4 ] .
These do not belong to the GEC class, but are generalizations of PA(1) and
PA(4) in which the target for Y is constructed on the basis of a general
moving average of X, (X0+X(L)}Xt .
3.2. Determillistic seasonals 
In addition to the quarterly seasonal effects captured by (3.1) we
also include an additive deterministic seasonal component in the econome-
tric specification of the quarterly error correction mechanism. We have
two reasons for doing this. First, our parametrization of g(L) does not
10
necessarily remove all seasonals from Xt = g(L)X and Y = Q(L)Y andt 	 t
hence the "trend error" OXt - Yt may contain a systematic seasonal com-
ponent. Xt and Yt may have their "high" and "low" seasons in different
quarters and hence A Xt and A Y, in (2.16) may not be seasonally syn-* 	 *chronized if the seasonals in X and Yt had been completely removed.
We now augment mXt and OX -Y in (2.11) by seasonal dummy terms,t ti.e. replace them by
4
E 6 .z.1 it'
4ox - Y + 
1
E 6 	 .tt. 1 21 it'=
where z ii is equal to one if the t'th observation is from the i'th quarter
and zero otherwise (i=1,2,3,4), and 6 1 i and 62i are (so far unrestricted)
constints. Eq. (2.11) then changes into
(3.6) 	 {1-0(1))Yt 	all-g(L))Xt + /Q(L)fa t-Yt
4
+ E 61.(L)z1. + st ,i=1
where
(3.7) 	 6.(L) 	 =
	61i + ( 6 2i -6li1)Q(L) = /6 .+ (6 .- 6 2i )(1-g(L)).1
4The seasonal term of (3.6) can alternatively be written as E 6! z.1 iti=1where (6', 6'' 6 3' ' 6') is a suitable transformation of 	 (6 	 6 	 6 3' 6 4 )1 	 2 	 4 	 l' 	 2'since L4z1t. = z it. 	 for all (integer) values of i, s, and t, i.e. (3.6) is
equivalent to a GEC model with additive quarterly seasonal dummies.
Which restrictions, if any, will this parametrization impose on the
deterministic seasonal term? From (3.7) it follows that
4 	 4 	 4
(3.8) 	 E 6 ; (L) 	 = 	 (1-g(L)} E 6 1 ; + 1Q(L) E 6 ;,i=1
	
i=1 	 i=1
and, since 01) = 1, that
(3.9) 	 6.(1) 	 =/61 	 2i (i=1,2,3,4).
i=1
This shows that (i) the coefficients of the seasonal dummies in (3.6) will
11
be unrestricted if no restrictions are imposed on 6 and 62i' (ii) the sum
of the coefficients across quarters for a fixed lag L will depend on both
6 11 and 6 21 ' and (iii) the sum of the coefficients across lags for a givenquarter i depends on 6 2i only. A necessary and sufficient condition for thesum across quarters, (3.8), to be zero for any given lag is that both sets
of dummy coefficients add to zero, i.e. E i6 li = E i6 2i = O. A necessary and
sufficient condition for the sum across lags, (3.9), to be zero in any
quarter is that 6 2i = 0 ti=1,..,4).
4Combining (3.1) and (3.7), while recalling that L zIt. = z. , weIt
find that the'seasonal term of (3.6) for a QEC model can be written out as
4
(3.10) 	 E 6.(L)z.1 	 iti=1
4 	 4
ey E 15 .Zst
	 (1—Q4 ) ,E (6 1i—i=1 "
	 1=1
i)(1-Q L)z i
For QEC(1,Q we get in particular -
(3.10a) E. 16.(L)zit.	 = /E. 	 .z. 	 + (1 -Q )Ei ( 	 .- 	 .) z. 11 	 1. 21 1 	 1
where Az 1. = z 1. - z1,. 	 , while QEC( ,1) is characterized by
(3.10b) E i6 i (L)z. 	 = E. 	 .z. .1 1 1
We see that the seasonal coefficients of the latter model are uniquely de-
fined  by the seasonal coefficients in its error correction term, 6 .2iAs noted in section 2.3, the GEC model imposes long run proportio-
nality between Y and X, i.e. Y=OX. Since we do not want the introduction
of seasonal terms to change this property, it seems sensible to impose the
restriction
4
(3.11) 	 E 6 2 . = 0. 11=1
and, when needed, also
4
(3.12)
	 E 6
	 =. 111=1
•
This implies
4
(3.13) 	 E 6.(L) = 0 	 for all values of L,
i=1
so that (3.10) can be replaced by
(3.14)
4 	 3
E 6 (L)2
t
. = E 6.(L)(z. -2 4t )i 	 i 	 1 	 1i=1 	 i=1
3 	 3
= / E 6 (2. -2 ) + (1- 	 E (6 .- 	 .)(1-g L)(2. -2. 	 2 	 it 4t 	 . 	 11 	 1 	 4t1=1 	 1=1
3
= 	 E 6.(z. -z 	 ),i=1 1 it 4t
5)—where 6. is a suitable linear transformation of the ô 's and 6 's.1 	 .
	2i
4 .
 ESTIMATION PROCEDURE
Eq.(3.6) - with (3.1) inserted for g(L) and (3.14) inserted for the
seasonal term - is linear in (the current and lagged values of) Y and Xt 	 t
and non-linear in the eight parameters m, 0, y, g i , g 4 , 6 1 , 6 2 , and 6 3 . For
given values of /, g
1
 and g it is, however, linear (with no constant1 	 4term) in the other five parameters. The equation is estimated by the non-
linear least squares routine NLS of the TROLL system (see TROLL (1981)), by
means of which we can perform an unconstrained minimization of the sum of
squares of residuals
(4.1) 	 E e 2
	 = 	 E 1(1- L)(1-
	
4 )(Yt-cdt=1
	 t=1
12
/(01L+g 4
4
 L5 )(Y
t
 -px
t )
3 —
- E 6;(z. -z 	 )
i=1
2
= Q(al Of d'ff Q11 Nt 3.21
where T is the number of observations, the observations on Y and Xt star-
ting at t=-4. If the disturbances are normally distributed, the estimates
will be maximum iikelihood estimates.
NLS solves this minimization problem iteratively by means of the
NL2SOL algorithm, which is a quasi-Newton algorithm. In contrast to the
Gauss-Newton method, in which the second order term in the Taylor expansion
13
of the equation is ignored, NL2SOL approximates this second order term by
an update method which ensures that the estimate satisfies the quasi-Newton
equation. There is no guarantee that this iterative process will converge
to the global minimum of Q. In some cases, this was checked by repeating
the computation, starting from a different set of initial guesses of the
coefficients. There was no indication that these guesses influenced the fi-
nal result.
We did not, however, by means of this algorithm manage to perform a
simultaneous minimization of Q with respect to all the eight coefficients
in the model. A combined arid-search-NLS Procedure was therefore used We
set 0 4=1 a priori, i.e. consider the QEC(Go l ,1) specification of g(L), and
because we have some information about the a priori feasible interval for
Q 1 , and /, we specify a two-dimensional grid for these coefficients and
estimate the remaining five coefficients conditionally by unconstrained
NLS. The final solution is the coefficient set which minimizes Q. For g l ,
the search is done over the interval [0.0, 1.0], with a step length of 0.1.
For we face the Problem that the long-run coefficient 0 cannot be
identified when /=0, i.e. when no error correction occurs (and the mean lag
m is undefined, cf. (2.18)). We therefore did the search for this para-
meter over the interval [0.1, 1.0], with a step length of OA, only If the
sum of squared residuals attains its minimum for /=0.1, i.e. a boundary
solution, there are thus indication of absence of an error correction
effect and lack of identification of O.
The coefficients of the general AD(5,5) model, which we use as a
standard of comparison for the QEC model (cf. section 2.3), are estimated
by OLS.
Some of the variants of the QEC model are estimated with two
alternative specifications of the disturbance process. At the initial
stage, the estimation is performed with e specified as a white noise pro-
cess. If the combined grid-search-NLS procedure described above converges
to the global minimum of Q, and if the disturbances are independently and
normally distributed, the resulting estimates will be maximum likelihood
(ML) estimates 6) for the QEC(i) 1' 1) model. In some cases, however, theDurbin-Watson and Box-Ljung statistics for residual serial correlation in-
dicated first and/or higher order autocorrelation. (Confer section 5.2.)
We then reestimated the coefficients, assuming et to follow the fourthorder AR process
(4.2) (1 - + 1L - 4L
4 e
t 
= u
- ti
14
where 4 and 	 are constants and u
t 
is white noise. We chose this particu-
1	 4 	•
lar process in order to be able to detect potentially misspecified trends
and/or seasonal effects with a minimal number of additional parameters.
•ND 	 UNOThe joint estimation of a, 0, /,
	 , g , 6 , 62	 3	 and 4 can4"	 1"	 "	 "	 1" 
be carried out by minimizing the sum of squares of transformed residuals
"T
(4.3)	 E u	 =	 E 1(1-4 1 L-4 4 L4
	
2	 )
e }
t=5	 ,t=5
=
	Q (ar 	 r Ir Q4, QASI 6 4 	 	 ,	 ,
where e
t 
is defined as in (4.1). Again, this minimization will produce app-
roximate ML estimates if the disturbances are normally distributed. If we
regard Y 4' Y-34 ..., Y4 as fixed, it gives exact ML estimates. 	 (Confer-Harvey (1981, pp. 121 -122).) For the numerical minimization we use a step-
wise algorithm similar to the Cochrane -Orcutt algorithm for a linear re-
gression model with AR(1) disturbances. First, the coefficients are esti-
mated, assuming white noise disturbance terms, by the combined grid -search -
NLS procedure described above. In the second step, the autoregressive para-
meter 4 and 
4
 are estimated from the residuals calculated in the first1 	 ' 	 -
step by regressing e
t
 on e 	 and et-Ar Thirdly, the coefficients are re-t-1
estimated, by minimizing (4.3) conditionally on the estimates of the auto-
regressive parameters. This process is repeated until convergence.
5. EMPIRICAL APPLICATIONS
5. i . Problems and data 
The quarterly error correction model QEC(Q ,1) and the corre-
sponding AD(5,5) model are estimated with three different data sets:
i) household consumption at constant prices (Y) and real disposable
household income (X),
ii) gross production at constant prices in wood and printing industries
(Y) and demand (final and intermediate, net of imports) at con-
stant prices of wood and printing commodities (X), and
iii) capital stock in machinery in mining and raw-material industries
(Y) and production in this sector at constant prices (X),
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i.e. we estimate a consumption function implying proportionality between
consumption and income in the long run, an output adjustment function im-
plying proportionality between output and demand in the long run, and an
investment function implying proportionality between capital stock and out-
put in the long run.
The data .are taken from the Norwegian auarte;lv national accounts 
from the period 1967.1-1983.4, which are reconciled with the corresponding
7)annual accounts. The quantity series in the Norwegian national accounts
change base year regularly, and the quarterly data used in the present in-
vestigation are all rebased to 1984 prices at a fairly disaggregate level
of sector and commodity classification. The aggregate series needed, like
total household consumption, are obtained by summing the rebased series at
the disaggregate level. The quarterly national accounts data are seasonallv
unOlusted and they are used here in this form- 8)
A number of model formulations, belonging to the general scheme in
Figure 1, are estimated. Results for the error correction models are pre-
sented in Tables 4-8 and for the general AD lag models in Tables 1-3.
The most general specification, denoted as Aa in the tables, is the
autoregressive distributed lag model AD(5,5), in which no parameter res-
trictions are imposed, neither on the lag distribution nor on the seasonal
coefficients. This is our base model. In Ab; lags of the second and third
order are excluded from both Y and X, Ac and Ad are, respectively, AD(5,0)
and AD(0,5) equations with second and third order terms omitted, and Ae is
a static equation. Four additive seasonal dummies are included in all the
equations.
The error correction models form a separate branch in our model
scheme starting from the AD(5,5) specification, cf. Figure 1. Using the
terminology introduced in section 3.1, the most general of these models,
indicated by Ba in the tables, is a QEC(Q ,1), with g unrestricted. In Bb,
we impose tx=/0 as an additional restriction, in Bc we impose g =0, which
gives a SEC(4) model, and in Bd we set / to zero, in which case 0 is uni-
dentifiable and Y and X have the same lag polynomial, 1-0(L)=(1-1? 1 ) (1-L4 ).1This may be interpreted as a model with no error correction, since both Y
and X are represented by their four quarter differences only, which makes
unidentifiable. Finally, in Be, Q is set to unity. We see that Bb, Bc,
Bd, and Be are all special cases of Ba, but none of them are nested.
5,2. Estimates of the 0Ed and AD models 
Household consumption and income
The estimation results for the general lag equations are presented
in Table I and the results for the error correction models in Table 4. The
fit, evaluated by standard errors of regression and Durbin-Watson statis-
tics, is not substantially different for the two models. The estimates
are, on the whole, reasonable, with a long run propensity to consume of
about 0.95, a short run propensity in the range 0.5-0.7, and a mean lag of
1-2 quarters. There are, however, differences that may be of importance
when the model is used for simulation and forecasting - for instance the
presence of negative lag coefficients in the AD specification. Thus it may
be necessary to restrict the coefficients in the AD(5,5) model in some way,
by restricting either the form of the lag polynomials or the lag length. It
is just this sort of restrictions that the error correction formulation im-
poses. Furthermore, the coefficients of the latter model, 111, m, and /,
have direct economic interpretations, as long run and short run propensi-
ties to consume, and speed of error correction, respectively.
In the general lag model without any restrictions on the additive
seasonal terms, all the seasonal coefficients have positive values, indica-
ting that there is a positive trend in the specified consumption function.
This explains why the long run propensity to consume - interpreted as O in
the error-correction-formulations and as the sum of lag-coefficients in the
general lag-formulations - comes out with a larger estimate in the former
formulation, which excludes a constant term in the long run, than in the
latter.
The specification Bd, in which the error correction term is elimi-
nated, is also interesting. The Durbin-Watson statistic is satisfactory,
whereas the Box-Ljung statistic indicates significant fourth ordir auto-
correlation in the disturbance process. 9) The seasonal effects are probably
inadequately captured by this specification, or the dynamics may have been
misspecified in other ways.
Production and demand
The results for the general AD specification are presented in Table
2 and those for the error correction models in Table 5. Neither in this
example there are large discrepancies between the two formulations in terms
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of goodness of fit. The long run production-demand ratio in the error
correction models, 0 4 slightly exceeds, but is not significantly different
from unity. The corresponding long run effect in the general AD equation
has an estimated value of about 0.9, and the short run coefficients have
values in the range 0.2-0.3. The estimated mean lag between production and
demand is 2-4 quarters, but the presence of negative lag-coefficients is
still a problem. This again makes the error correction formulation attrac-
tive. It is, however, worth noting that in the formulation Bd - where -if is
restricted to zero - the a coefficient of 0.29 is considerably lower than
in the error correction formulations where y is allowed to be positive. In
Bd, on the other hand, we find indication of a positive trend, incorporated
in its constant term. The Durbin-Watson statistic is acceptable, but the
Box-Ljung statistics indicate fourth order autocorrelation. It thus seems
that some systematic seasonal effects remain when / is restricted to zero.
Results from estimating the coefficients in the error correction
model by the modified Cochrane-Orcutt iterative method allowing for residu-
al serial correlation are presented in Table 7. The autoregressive coeffi-
cients of the first as well as of the fourth order are significant (when
judged by ordinary t statistics), with values of about -0.4 (alternatives
Ba, Bb, and Be). This is an indication that the trend / and seasonal effects
are inadequately represented by the original formulation. The estimate of
the short run coefficient a is reduced by about 50 per cent while the value
of the long run coefficient (3 is virtually unchanged. Furthermore, the
estimate of / is decreased, which indicates a slower degree of error
correction, and in alternatives Ba and Bb the estimate of 1 is consider-Q
ably increased - from 0 to 0.8. We see from (3.5) that the decrease in a
and / contributes to a longer adjustment lag, whereas the increase in Q
leads to a shorter lag. The total effect of these changes in the parameter
estimates is a reduction in the mean lag 10).
Capital in machinery and Eroduction
The estimation results for the general AD specification are pre-
sented in Table 3 and those from the error correction models in Table 6. In
this case, there are clear differences between the two models. On the
whole, the estimates are rather unsatisfactory even if some of the coeffi-
cient estimates are reasonäble. Among the specifications with general lag
formulations, alternatives Aa, Ab, and Ac are statistically acceptable,
when judged by their Durbin-Watson and Box-Ljung statistics, although many
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coefficients are negative and the coefficient of the endogenous variable,
capital, lagged one quarter is considerably larger than one. However, this
formulation does not give reasonable estimates of the short run coeffi-
cients, and the estimate of the long run coefficient is also unreasonably
low.
In the error-correction formulations we have - strictly speaking -
not detected any error-correction effects since, as remarked in section 4,
a / estimate of 0.1 obtained by grid search probably indicates absence of
such effects. On the other hand, a long run capital-production ratio of 2.1
and a marginal capital coefficient in the range 0.1-0.2 does not seem too
bad. The very low values of the Durbin-Watson statistic indicates, how-
ever, that there is a trend that is not captured by the specified models.
This conclusion is strengthened by the fact that in alternative • Bd, in
which all linear trends and seasonal effects have been eliminated, the
Durbin-Watson statistic has a larger value, although the coefficient esti-
mates are quite unreasonable.
The change in the specification of the disturbance process and the
estimation by means of the modified Cochrane-Orcutt-method, improve the re-
sults considerably (Table 8); the value of the Durbin-Watson statistic is
increased and the values of the Box-Ljung statistics are considerably re-
duced. The estimates of m, 0, and /, however, are not much changed. The
value of Q larger than 1 in alternative Bb may, however, cause problems
in simulation experiments. Neither does an estimated mean lag of about 25
quarters, which corresponds to this specification, inspire much confidence.
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Table 1. Household consumption and disposable income. General lag distri-butions. Million 1984 kroner. Ordinary Least Squares estimates.LHS-mean:43517.
Aa: AD(5,5), unrestrictedAb: AD(5,5), with zero restrictions on second and third order coefficientsAc: AD(5,0), with zero restrictions on second and third order coefficientsAd: AD(0,5), with zero restrictions on second and third order coefficientsAe: Static 
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0.0203
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Table 2. Production and demand in wood and printing industries. Generallag distributions. Million 1984 kroner. Ordinary Least Squaresestimates. LHS-mean:11633.
Aa: AD(5,5), unrestricted
Ab: AD(5,5), with zero restrictions on second and third order coefficientsAc: AD(5,0), with zero restrictions on second and third order coefficientsAd: AD(0,5), with zero restrictions on second and third order coefficientsAe: Static
Ab
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	 0.8552
/2g4	 0.1298
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ŒŠI93(8)	 1.8256	 2.8769
	420 0	 437.6 	 531.2
	
0.99890 	 0.99880 	 8.99313
	2. 430	 1.8443 	 2.1343
	
1.0730 	 0.1689 	 8.4655
	
2.5639 	 0.6336 	 5.9127
	
4.2493 	 2.2097 	 7.9927
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Table 3. Capital in machinery and production in mining and raw-materialindustries. General lag distributions. Million 1984 kroner. Or-dinary Least Squares estimates. LHS mean:23037.8.
Aa: AD(5,5), unrestrictedAb: AD(5,5), with zero restrictions on second and third order coefficientsAc: AD(5,0), with zero restrictions on second and third order coefficientsAd: AD(0,5), with zero restrictions on second and third order coefficientsAe: Static
	-0.0133	 -O. 01.813
	 0.8469
	
1.5865
	
2.4183
	
0.8481	 0.0401
	 0.6274
	 0.8693
	 0.4430
Al
	 0.0237	 8.0876
	
-0.2312
	
0.21521	 0.8401
	 0.9625
8.1822
0.0526
-0. 07EM
O. 0583
	
-6.0126	 -0.0191
	
0.0608	 0.0438
	
0.0335	 0.0192
	
0.60.3	 0.0408
-0.2745
1..8126
2.0431
a.9338
Bi
	 L46	 1:.8 . 	 1.3924
0.1471	 0.6495
	 0.8425
-0.0853
0.2768
-0.37115
0.2E58
•*
*.
	-0.1573	 -43.5331	 -0.6409
	e.. 	 0.1593
Di
	0E7	 0.1458
	
8.1466	0.1467
	
-311.6	 -473.2
	
24.3	 244.9
0.2328
0.1337
-336.1
227. 5
	-1158 8	 -4235.3
	
4912.2	 5814.2
	-331.6	-331.1	 -'139.1	 -11315.0	 -.3449.7
	
249.8	 247.5	 223.4	 4878.1	 4984.2
	
-289.0	 -399.8
	
243.4	 227.6
	
-167.5	 -9394.8	 -1153.6
	199.1	 4787.9	 4512.8
D4
	
-13.3	 -28.2 	 7 .5	 -916E3.8	 -3685.2
	
1	 253.4	 231.9	 4551.0	 5019.2
SER	•	 110.9	 114.9	117.9	 2824.7	 3152.1
RSO	 0.99998	 0.999%	 0.9999E3	 0.98731	 0.9B8
Dw	 1.9448	 1.77% 	1. 7541	 0.1446	 0.1393
CHISQ(1)	 0.0267	 0.7430	 0.9120	 52.8647	 53.2491
CHI92(4)	 8.2829	 1.8485	 2.34e	 173.0	 157.3310
0.1ISQ(13)	 • 6.8994	 6.3992	 7.4364	 2.V10	 227.3810
22
Table 4. Household consumption and dispoiable income. Quarterly Error Cor-rection model. Million 1984 kroner. Nonlinear Least Squares/GridSearch estimates. LHS mean:43517.
Ba: QEC(Q ,1)1Bb: PA
Bc: SEC(4)Bd: No error correctionBe: QEC(1,1)
RH 0 0.4	 0.4	 0.0	 0.2	 1.9
*	 .*
1.0	 1.0	 1.0	 1.0	 1.0
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Table 5. Production and demind in wood and printing industries. QuarterlyError Correction model. Million 1984 kroner. Nonlinear LeastSquares/Grid Search estimates. LHS mean:11633.
Ba: QEC(g ,1)
Bb: PA 	 1Bc: SEC(4)Bd: No error correctionBe: QEC(1,1)
RHO1 1.0
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	 0.0
	 0.9
1.0 	1.0	 1.0	 1.0
8.5	 0.5	 0.5	 0.8
0.551.1	 0.5147	 0.5511	 0.2937
0.1840	 0.1048	 8.1145
t.. 	0235
0.0123	 8.0112	 0.0123
2.7
77.7 •
Dl 	 929.5	 933.0	 '329.5	 963.9
	
228.3	 225.7	 2213.3 s 	/51.6
	
412.0	 414.2	 412.0 	s 397:6
	
228.0	 225.6 	 a3. 0	 151.5
03 	-11319.7	 --1V23. 1.	 -.1019.7 	5	 4842.2
	229.0	 2.6	229.0 	s	 153.1
ER	 50E1.9	 584.4	 563.9	 546.1	 542.8
RSQ	 0.9%29	0. 93E23	 0.99829	 B. 71/470	 O. '336/6
C44	 1.9714	 2.0740 	1 . 9714	 . 2.0912	 2.3794
CHI(1)	 0.5345	 0. 1/35	 O. 0/h45	 0. 1318	 2.4897
CHISQ(4)	 3.6679	 4.2743	 3. 6679	 11.6314	 4.8570
CHI(8)	 8.1568	 9.2352 	9. 1568	 18.6322	 5. 1182
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Table 6. Capital in machinery and production in mining and raw-materialindustries. Quarterly Error Correction model. Million 1984'kroner. Nonlinear Least Squares/Grid Search estimates. LHS mean:23037.8.
Ba: QEC(61 ,1)
Bb: PA 	 1
Bc: SEC(4)
Bd: No error correctionBe: QEC(1,1)
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1.0
	 1.8
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CHISQ(8)	 149.7968	 133.0190	 156.9690	 46.8576	 149.7113
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Table 7. Production and demand in wood and printing industries. QuarterlyError Correction model with autoregressive disturbance process offourth order. Nonlinear Least Squares/Grid Search estimates. Mil-lion 1984 kroner. LBS mean:11633.
Ba: QEC(g.,1)
Bb: PABc: SEC(4)Bd: No error correctionBe: QEC(1,1)
•
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Table 8. Capital in machinery and production in mining and raw-material in-.'dustries.Quarterly Error Correction model with autoregressivedisturbance process of fourth order. Nonlinear Least Squares/GridSearch estimates. Million 1984 kroner. LHS mean: 23037.8.
Ba: QEC(g ,1)
Bb: PA
Bc: SEC(4)Bd: No error correctionBe: QEC(1,1)
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CHISQ(8)	 17.4603	 3.0496	 9.47: 	 27.0179	 17.4603
5.3. Tests of model specification
We have performed some statistical tests in order to clarify
whether or not the restrictions on the • parameter vector imposed by the
error correction formulation are "effective", in the sense that they can be
rejected in favour of the more general autoregressive-distributed lag for-
mulation.. For simplicity, and in order to keep the power of the test at an
acceptable level, we have refrained from testing all the relevant specifi--
cations, concentrating on those in which a white noisi- disturbance is
assumed.
Our testing scheme, shown in Figure 2, specifies a total of 11
hypotheses, including the most general lag distribution and the most res-
trictive static equation without a constant term and seasonal dummies. The
test scheme has two main branches, of which the right one (i.e. hypotheses
H6-H9) relates to the general AD models and the left one (i.e. hypotheses
Hl-H5) to the error correction models. The remaining hypotheses, at the
bottom of the testing scheme, i.e. H10 (static model with seasonal terms
adding to zero) and 1111 (static model without seasonal terms) are special
cases of both models. Each of the 14 subtests specified - i.e. 112 against
HI, H6 against H2, etc. - is performed by means of -the Likelihood Ratio
Test. (Confer Table 9.) The strategy consists in testing from the basic
hypothesis HI to the gradually more specialized hypotheses - until . a hypo-
thesis is rejected at a chosen significance level a. With 14 subtests, and
each of which tested at the level a, the "overall significance level* is at
most 14a, in the sense that 14a is the maximal probability of making at
least one erronots rejection. The values of the test statistics - which
under the null hypothesis are approximately x2 distributed with a number of
degrees of freedom equal to the number of parameter restrictions - are pre-
sented in Table 9.
Consider first the AD branch of the testing scheme. In neither of
the cases can H2 be rejected against the basic specification, H1, at the
level a=0.001, i.e. a =a =b =b =0 cannot be rejected, but it is rejected in
2323.the production-demand example for a=0.01. On the other hand, neither H4
nor H3 can be rejected against H2 in the household consumption and produc-
tion example, but the static specification H5 is rejected against H4 as
well as against H3 in both cases. In the capital accumulation example, H3
is definitely rejected, i.e. we can reject the hypothesis that no lagged
endogenous variables occur. At the level a=0.01, H5 is rejected even in
this case.
The most general error correction specification H6 is a special
case of H2. For the household consumption example, the restrictions imposed
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cannot be rejected at m=0.01, i.e. the restrictions imposed by the error
correction specification (cf. Table 9) are not °effective" in a statistical
sense. Neither can the more restricted error correction hypotheses H7, H8,
and H9 be rejected against H6. On the other hand, H10 can be rejected
against H7, but not against 118 and 119 at m=0.01. From this we can conclude
that the PA specification- H7 seems to be the °optimal" parametrization of
the consumption-income relationship, since it is significantly better than
H10 in terms of goodness of fit and cannot be—rejected against the more
general specifications of the adjustment mechanism.
Turning next to the production-demand example, we find from Table 9
that.H6 is rejected at the level of significance m=0.001. From this one
might perhaps conclude that the parametrization implied by the error
correction model is too restrictive. However, the effects of adjusting for
the presence of autocorrelation (confer Table 7), should be recalled. In
all cases, the sum of squares of residuals is considerably reduced as
compared with the 'white noise formulation' shown in Table 5. This specifi-
cation cannot, however, be tested against H2, by means of classical test
procedures since a.QEC(o ,1) model with autocorrelated disturbances and the
general AD(5,5) model with white noise disturbances are non-nested hypo-
theses. We can, however, easily test the 'white noise formulati6n 1 =4 =0
1 4
against more general formulations with autocorrelated disturbances. The
Likelihood Ratio Test is performed and the value of the x 2 statistic is
9.57. Thus, using m=0.01, H6, .0
1 =4 4 =0, is rejected in favour of a formu-lation correcting for first and fourth order autocorrelation. Conse-
quently, it is still possible that an error correction formulation with a
simple autoregressive disturbance process should be preferred to a general
lag-distribution with white noise disturbances.
It is difficult to get firm conclusions from the test procedure for
the capital-production example. From Table 9, it seems that the error
correction formulation should be definitely rejected. However, in this ex-
ample we have found strong residual autocorrelation (cf. Table 7). As in
the previous example, a test of the hypothesis H6 with .0 =4 =0 against a
1 4
more general specification allowing for autocorrelated disturbances, leads
to rejection. The value of the test statistic is 60.32, implying that H6 is
rejected in favour of a formulation correcting for first and fourth order
residual autocorrelation. Thus, also in this case, the question of whether
or not a general lag distribution is preferable to an error correction for-
mulation is still open.
(static with restricted dummies)
(static without dummies)
FIGURE 2. TESTING SCHEME
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Table 9: Test statistics for Likelihood Ratio teting of the hypotheses
H1,...,H11. Based on models with no correction for autocorrelated
disturbances. - •
Likelihood Ratio test statistic = -2 log X. a)
The critical values are:
= 0.01:
	 x 2 (I)6.63, x 2 (2)	 2=9.21, x (3)=11.34, X (4)=13.28
a = 0.001:
	 x 2 (1)=10	 2.83, x (2) 	 2=13.81, x (3) 	 2=16.27, x (4)=18.47
Household
	
Capital
No. of	 consumption	 Production S accumulation
Testing	 restric 	
hypotheses b)	 tions	 Test statistic Test statistic Test statistic
H2 vs. H1	 4	 7.38	 13.50	 9.42
H3 vs. 112	 3	 4.96	 6.18	 387.81
H4 vs. H2	 3	 2.71	 1.26	 6.68
H5 vs. H3	 3	 15.34	 26.62	 16.53
H5 vs. 114	 3	 17.59	 31.54	 397.66
H10 vs. 115	 1	 0.25	 12.11	 0.47
H6 vs. 112	 4	 12.58	 27.66	 126.93
118 vs. H6	 2	 2.27	 91.94
H9 vs. H6	 1	 5.91	 7.55	 -
H7 vs. H6 -	 2.	 0.11	 0.02	 1.81
Hi vs. H9 c)	I.	 1.28
	
1.92	 1.81
1110 vs 117	 1	 7.86	 17.23	 276.06
H10 vs. H8	 1	 5.69	 17.25	 185.94
H11 vs. H10	 3	 111.57	 58.28	 6.71
a) X = (SSR 1 4SSR0 ) n 1 2 , where SSR0 and SSR I are the sum of squared residu
duals in the null hypothesis and the alternative, respectively, and n=60
is the number of observations. Thus, -2 log X = n(log SSR
o
 -log SSR ).
b) See Figure 2.
c) This test can be performed only if g =1, which is not necessarily the
best partial adjustment model. In the Previous test, the partial adjust-
ment model giving the lowest SER is used, and thus it is not always the
same model which is tested as H7 in these two cases.
6. SIMULATION RESULTS
In this final section, we briefly report the results of simulation
experiments conducted on some of the estimated equations. The equations
selected are respectively the general autoregressive-distributed lag and
error correction models which gave the best overall performance, according
to the estimation and test results in section 5. Ex post-simulations of
the endogenous variables are carried out for the estimation period 1969.1-
1983.4 with the exogenous variables set equal to the observed values and
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the simulated values substituted for the lagged endogenous variables. In
the starting period, the observed values of the lagged variables are used.
The choice of starting period may thus affect the forecasting performance
because the effect of the initial disturbance may accumulate during the
simulation period.
The main results are reported in Table 10 in the form of the Rela-
tive Root Mean Square Error - RRMSE - defined as
RRMSE =
1 	212E (Y -Y )Tt 	  tRMSE = 	=1 100,
Y E Ytt=1
where Y
t 
is observed and Y is simulated value in period t and T is the
number of simulation periods. The results in the first three columns refer
to the models in which white noise disturbances are assumed and, according-
ly, with the disturbance process ignored in the simulation experiments. In
the fourth and fifth columns, we report results for the error correction
model with autoregressive disturbances, in which this particular structure
of the disturbance process is taken into account.
The within sample period simulations seem, on the whole, to support
the test results in section 5. The RRMSEs of the AD lag models is * somewhat
lower than those of the QEC models. The differences are, however, not very
large, and this statistic ignores the problems in interpreting some of
these lag models. For the consumption-income relationship, the RRMSE is
about 2 per cent, the AD lag specification giving a somewhat better fit
than the QEC model. The tracking performance of the latter model is illu-
strated in figures 4 and 6. (The corresponding input and output data are
exhibited in figures 3 and 5.) The RRMSE of the production-demand re-
lationships is 3.1 and 4.7 per cent, respectively. The RRMSE of the error
correction model adjusted for residual autocorrelation is 4.2 per cent, a
slight reduction compared with the 'white noise' formulation of the model.
This indicates that our 'predictions' of the disturbance process serve to
improve the overall tracking performance of the model. The simulation re-
sult for the capital-production relationship confirm the conclusion from
section 5 that this is a far less satisfactory relationship. There are,
however, no substantial difference between the various models in this case.
Table 10. Oynamic simulations of AO and GEC models. Relative Root mean Square Error
(RMSE), per cent.
Model
PA with
Period of 	 CIEC(p1.1), AR
simulation 	 A0(5,5) CIEC(p1 .1) 	 PA 	 AR dis- 	 distur-
turbances bances
Consumption-Income 	 1969.1-1983.4 	 1.86 	 2.10
	
1984.1-1985.4 	 3.38 	 2.21
Production-Oemand 	 1969.1-1983.4 	 3.11 	 4.73 	 4.71 	 4.24 	 4.35
	
1984.1-1985.4 	 5.56 	 5.13 	 5.63 	 5.94 	 8.11
Capital-Production 	 1969.1-1983.4 	 10.77 	 14.72 	 14.55 	 14.14 	 15.17
	
1984.1-1985.4 	 2.28 	 0.60 	 1.18 	 0.60 	 2.04
Additionally, we have performed post sample period simulations over
eight quarters starting in 1984.1, still with the exogenous variables set
equal to their observed values. In this case, the results are less conclu-
sive than the within sample simulations.
According to the consumption-income relationship, the error-correc-
tion model now has a lower RRMSE than the AD lag model, 2.2 and 3.4 per
cent, respectively. In the production-demand example, the RRMSE of the
corresponding AD lag model are 5.1 and 5.6 per cent. The results for the
capital-production relationship are remarkable, the RRMSE in the error
correction formulation is almost 75 per cent lower than in the AD lag for-
mulations.
Altogether, there are thus indications that in post sample simula-
tions - which are, of course, the most relevant for judging a model's use-
fulness as a tool for actual forecasting - the error correction models are
superior to general, unrestricted AD lag models. And, as pointed out
earlier, it is also superior with respect to economic interpretability. On
the other hand, we cannot conclude from these experiments that the error
correction models adjusted for first and fourth order disturbance auto-
correlation perform significantly better than the corresponding 'white
noise' formulations. The reasons may be that in models adjusted for first
and fourth order autocorrelation, there are much more influence from lagged
endogenous variables because of increased lag length and *thus errors in the
endogenous variables may accumulate more rapidly than in the 'white noise'
formulation of the model. The choice of starting period is probably also a
more critical issue.
32
60
50
4040
60
1969
Figure 4. Household consumption. Simulated and
observed. OEC(RH01,1). Million 19134 krciner .
Figure 3.- Household consumption and disposable imam.
Mi 1 1 ion 1984 kroner.
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Figure , 6. Ptboduction in toad and printing industries.
Simulated and observed. GEC(IN01, 1) . Mi 1 1 ion 1984 kroner.
Figure5. Production and demand in wood and
printing industries. Million 1984 kroner. -
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FOOTNOTES
1) For a discussion of models with common factors in the lag polynomials,
see Hendry and Mizon (1978) and Sargan (1980).
2) See Dhrymes (
defined, is
if (2.11) is
equation 1-(
1971, p. 8). The mean lag between e and Y 	 similarlyt
(1-/) 1 (1)py. Note that (2.18) defines the mean lag only
invertible, which implies that all roots of the polynomial
1-.0g(z) = 0 should lie outside the unit circle.
3) The alternative g(L) = L4 is also proposed, for models based on sea-
sonally unadjusted data, by Davidson ei- al. (1978), Hendry and von
Ungern-Sternberg (1981), and Hendry and Richard (1983, pp. 131-132). As
noted by Hendry and Richard (1983, p. 131), the parametrization (2.19)
"provides a convenient means of implementing long-run economic theories
in dynamic models based on servomechanistic control principlesn
4) Recall that (3.3) and (3.5) define the mean lag only if (3.2) and (3.4)
are	 invertible,	 which	 implies	 that	 all	 roots	 of
41 -(1 --0(g l z+g 4z -g 1 g 4z ) = 0 should lie outside the unit circle. This
condition is satisfied for QEC(1,0) and QECO 1) (whenever y > 0), but
not for QEC(1,1). Confer footnote 2.
5) For QEC	 ,1) we have, in particular, -Eli = 	 21.*
6) This holds strictly if Y_ 4 , Y_ 3 ,...,Y0 are regarded as fixed (or condi-
tionally on the value of these variables); otherwise this iterative
procedure will give approximate ML estimates only.
. 7) A documentation of this data source is given in Olsen, Reymert, and
Ulla (1985).
8) The definitions, sector classifications, and data sources are essenti-
ally the same as those used in the quarterly model KVARTS, a survey of
which is given in BiOrn, Jensen, and Reymert (1985). The regular quar-
terly national accounts contain no income account. Disposable household
income is obtained by deducting net household taxes from the gross
disposable income of the household sector. The latter is calculated
from the data on wages, operating surplus, and depreciation in the na-
tional accounts and data on - other income components collected from
different sources (or estimated if no information is available). House-
hold taxes are disaggregated to a quarterly periodicity from corre-
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sponding annual data by means of an econometrically estimated tax equa-
tion.
9) The Box-Ljung statistic for testing autocorrelation in time series mo-
dels is discussed in Ljung and Box (1978) as an extension of the Box-
Pierce test statistic (Pierce (1971, 1972)).
10)Note, however, that the autoregressive disturbance process also affects
the mean lag between X and Y, since the associated lag polynomials may
be transformed into the lag polynomials of X and Y in the structural
part of the equation. Eq. (3.5) does not take this contribution to the
mean lag into account.
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