The aim of this paper is to discuss an asymptotic approximation model and its convergence for the minimax semi-infinite programming problem. An asymptotic surrogate constraints method for the minimax semi-infinite programming problem is presented making use of two general discrete approximation methods. Simultaneously, we discuss the consistence and the epi-convergence of the asymptotic approximation problem.
Introduction
This paper mainly consider the following semi-infinite programming problem [7] :
For any j ∈q = {0} Q = {0, 1, · · · , q}, the function Ψ j (x) is defined by Ψ j (x) = max y j ∈Y j φ j (x, y j ).
If let
Then the problemSIMP is equivalent to
First ,we make the following assumption 
The solution to the problem (SIMP) exists.
The approximate consistence of the problem (1) and the algorithm based on the optimal function were discussed in [7] . This optimal function is non-differentiable, a global convergence algorithm to some semi-infinite programming problem was presented in [10] . The maximum-entropy asymptotic approximation method to SIMP was gived in [1, 4, 11] , In [2] , authors summarized theories and computing methods about the semi-infinite programming problem, and so on. Researches about the optimal theory for the SIMP refer to [2, 7] .
Here, an asymptotic surrogate constraints method for the semi-infinite programming problem is presented making use of two general discrete approximation methods. Simultaneously, we discuss the consistence and the convergence of the problem.
Asymptotic approximation and its convergence
We mainly discuss the convergence of asymptotic approximation of the parametric set Y j (j ∈ q) in the sense of Kuratowski This approximate model is different from those of [2, 7, 8, 9] , and is their extension to some extent. Thus,we can get the approximation problem of SIMP:
where
The problem SIMP k is equivalent to
To obtain the iterated point x k+1 ,the general algorithm resolving the problem (3) is described as follows:
The general algorithm model:
Step 0. k ← 0, and fix x 0 ∈ D.
Step 1.
Step 2. If the programming SIMP k is not feasible, then
repeat Step 1.
By the approximation process, 
holds, where the monotone decreasing function : k → R and (k) 0 (k → +∞). For convenience,we make the further assumption.
Assumption 2 :
1. For each k, the problem SIMP k has solutions;
There is a monotone decreasing function
Definition 2 The sequence {f k } is said to epiconverge to f ( [5, 6] etc. if the following con-
for anyx, there is always a sequence{x k }converging to x,
for anyx and any sequence 
Then, under the conditions 1 and 2, there is a constant C, such that, for all x ∈ D,
Take C = LK,then (9) holds. In the similar way, we can prove (10)holds.
Lemma 2 Under the assumption conditions in Lemma 1, assumex is the accumulation point of the sequence {x
If the sequence {x k } has the unique accumulation pointx,then
Where N is an index set satisfying that the sequence {x k } converges tox, i.e. N : x k →x.
Proof : Obviously, we have
Then by the assumption condition ,for any ε > 0,there is an integer
By Lemma 1,there is an integer
In the similar way,we can prove (12) holds.
By (12), we have
Hence,
By (12) and the continuity of Ψ(x),and in terms of as k → ∞,
Further,by Lemma 1,we have
It follows that
Clearly,the sequences {Ψ Proof : Since Ψ(x) < 0, then by lemma 2, we have lim k→∞ Ψ k (x) < 0. Hence the problem SIMP k is not feasible at most finite number of points. Thus in terms of (13), for large enough k, we have
then we have
where N is an index set such that the sequence {x k } converges tox, i.e. N :
If denote the index function of X by δ X , we can easily draw a conclusion as follows [6] :
if and only if δ X k and δ X satisfy (7) 
convex, then for all positive integers s, we have Ψ(z s ) < 0. Let N be the index set satisfying the following condition:
And since
making use of lemma 2 and the results above, we have
. Therefore, for each s, there is a k ∈ N such that k ≥ k s , there is an index set K ⊆ N and a sequence z k → x, such that for any
Since x is arbitrary, the result of the lemma is correct.
It follows that we have the following convergence theorem.
2) The assumption conditions in lemma 2 are satisfied;
Then,every accumulation pointx of the sequence {x k } generated by the algorithm must be the optimal solution of the problem SIMP.
Proof: By lemma 4, for every accumulation pointx of the sequence {x k }, we havex ∈ D and satisfies Ψ(x) ≤ 0. By lemma 6every accumulation point of the sequence {x k } belongs to the solution set argmin{Ψ 0 (x)|x ∈ X}, where
If x ∈ X, and the sequence {x k } satisfies 
Therefore we have
On the other hand, assume x ∈ intX(denote the inner points of X). SinceΨ
then, there is a sequence {x k } converging to x. Hence by assumption condition 4) there is a subsequence {x ki } ⊆ X ki such that x ki → x. Thus, we have
If x ∈ S, then for any sequence {x k } converging to x, Clearly, for large enough k, we Assume N denotes the index set satisfying the following:
then there is a subsequence {k t } such that for all k > k t , Ψ k (z t ) < 0. By 4) again, we
By continuity, we have lim
. Now we construct the following dual sequences:
2 )) (z 
Conclusion
Here,we primarily discuss the asymptotic feasibility and the asymptotic optimality of general asymptotic discrete model of the minimax semi-infinite programming problem, and prove that any accumulation point of the solution sequence to the discrete programming problem must be the optimal solution to the original programming problem. Further discussion and research are still needed about the question. For instance, detailed design discrete method and multitude of numerical experimental question; Convergence speed rate of the algorithm etc.
