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DETERMINANTAL POINT PROCESSES AND
FERMIONS ON POLARIZED COMPLEX MANIFOLDS:
BULK UNIVERSALITY
ROBERT J. BERMAN
Abstract. We consider determinantal point processes on a compact
complex manifold X in the limit of many particles. The correlation
kernels of the processes are the Bergman kernels associated to a a
high power of a given Hermitian holomorphic line bundle L over X.
The empirical measure on X of the process, describing the particle
locations, converges in probability towards the pluripotential equi-
librium measure, expressed in term of the Monge-Ampère operator.
The asymptotics of the corresponding fluctuations in the bulk are
shown to be asymptotically normal and described by a Gaussian free
field and applies to test functions (linear statistics) which are merely
Lipschitz continuous. Moreover, a scaling limit of the correlation
functions in the bulk is shown to be universal and expressed in terms
of (the higher dimensional analog of) the Ginibre ensemble. This
geometric setting applies in particular to normal random matrix en-
sembles, the two dimensional Coulomb gas, free fermions in a strong
magnetic field and multivariate orthogonal polynomials.
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1. Introduction
The systematic study of determinantal point processes was initiated by
Macchi [57] in the seventies who called them fermionic point processes,
inspired by the properties of fermion gases in statistical (quantum) me-
chanics. For general reviews see [75, 48, 50]. The theory concerns en-
sembles of “particle configurations” on a given space X which exhibit
repulsion. An important class of such processes are the determinantal
projection processes, which may be defined by a probability measure on
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the N−fold product XN , the ”configuration space of N particles on X”,
with the property that its density may be written as
(1.1) ρ(N)(x1, ..., xN) =
1
N !
det(K(xi, xj)),
where the kernel K is the integral kernel of an orthogonal projection
operator onto a vector space of dimension N. As a consequence the prob-
ability distributions vanish for a configuration (x1, ..., xN ) of points xi
as soon as two points coincide, explaining the repulsive behavior of the
ensemble. As it turns out, in many situations such ensembles are critical
in the sense that they naturally appear in sequences with N, the number
of particles, tending to infinity in such a way that a well-defined limiting
ensemble may be extracted. Moreover, large classes of such sequences
of ensembles often give rise to one and the same limit. This is the phe-
nomenon of universality (see [29] for a nice survey). Perhaps its most
famous illustration is given by ensembles of N × N Hermitian random
matrices whose eigenvalues, in the large N limit, determine a unique de-
terminantal point process on the real line. This latter process has also
been conjectured to describe the statistics of the zeroes of the Riemann
zeta function, as well as statistics of quantum systems whose classical dy-
namics is chaotic( references and more recent relations to random growth
and tiling problems may be found in [50]).
The present paper concerns a general class of such critical ensembles,
where the space X is a compact complex manifold equipped with an
holomorphic line bundle L with a given Hermitian metric locally repre-
sented as e−φ, where φ is called a “weight” on L. The kernel K defining
the ensemble may then be identified with the orthogonal projection onto
the space of global holomorphic sections H0(X,L) of L (with respect to
a local unitary frame of (L, e−φ)) and the corresponding determinantal
probability density onXN may be written as the squared point-wise norm
of the normalized Vandermonde type determinant (detS)(x1, ..., xN ) as-
sociated to any given base S = (s1, ..., sN) of sections in H
0(X,L) :
(1.2) ρ(N)(x1, ..., xN ) =
1
ZN |det(S)(x1, ..., xN )|
2
φ
In this setting the limit of a large number N of particles corresponds to
the limit when the line bundle L is replaced by a large tensor power,
written as kL in additive notation. When X is the complex projec-
tive space this setting is just a geometric formulation of the theory of
(weighted) multivariate orthogonal polynomials, with the tensor power
k corresponding to the degree of the polynomials (see section 2). In
mathematical physics terminology H0(X,L) may be identified with the
quantum ground state space of a single fermion (complex spinor) on X
subject to an exterior magnetic field and the density in formula 1.2 is
the squared probability amplitude for the corresponding maximally filled
many particle state, i.e. (detS) is the corresponding Slater determinant.
2
Already in the simplest case when X is the complex projective line,
i.e. the Riemann sphere (viewed as the one-point compactification of
C) the corresponding ensemble is remarkably rich and admits at least
three different well-known descriptions in terms of (1) normal random
matrices, (2) a free fermion gas, (3) a Coulomb gas of repelling electric
charges [77]. Compare the discussion in Section 2.
While there are quite recent result concerning this special case, both
in mathematics and physics, there seems to be almost no previous gen-
eral results in the higher dimensional situation studied in the present
paper. For one reference see the recent paper [68]. As it turns out,
the main new feature that appears in higher dimensions is that the role
of the Laplace operator in one complex dimension (which expresses the
limiting expected density of particles) is played by the fully non-linear
Monge-Ampère operator, which is the subject of (complex) pluripotential
theory [52, 42]. In fact, one of the motivations for the present paper and
the companion paper [18] is to develop a Coulomb gas type descriptions
of a gas of free fermions on complex manifolds and conversely to provide
a statistical mechanical interpretation of complex pluripotential theory.
An important feature of our approach is that it does not require that φ
be positively curved, i.e. that the corresponding magnetic two-form has
any definite sign properties. As will be explained below this means that
the support of the limiting one-point correlation functions will only cover
a proper subset D of X, which corresponds to the droplet appearing in
the physical description of the Quantum Hall Effect (QHE) describing
fermions in large magnetic fields [53]. We will here focus on the univer-
sality properties in the “bulk” of the droplet D leaving the case of the
boundary (edge) properties as challenging open problem for the future
(which from a physical point of view can be expected to be related to
the properties of the edge states playing a central role in the QHE).
Yet another motivation comes from approximation theory where con-
figurations (x1, ...xN ) appear as interpolation nodes on X and a config-
uration maximizing a functional of the form 1.1 is known to have op-
timal interpolation properties in a certain sense [45, 74]. Sequences of
such configurations, with N tending to infinity, then appear naturally
in discretization schemes. Moreover, as shown very recently in [17] any
such optimal sequence equidistributes asymptotically on the correspond-
ing equilibrium measure. This fact should be compared with Theorem
1.4 in the present paper which shows that, with high probability, the
same equidistribution property holds for random configurations of the
corresponding ensemble.
One final motivation comes from the study by Shiffman, Zelditch and
coworkers of random zeroes of holomorphic sections of positive line bun-
dles, where many statistical results have been obtained and where a key
role is played by Bergman kernels (cf. [22, 71, 72]).
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1.1. Statement of the main results. Let L be a holomorphic line
bundle over a compact complex manifold X. Denote by H0(X,L) the
vector space of all global holomorphic sections on X with values in L
and write N := dimH0(X,L). Fixing an Hermitian metric on L (locally
represented by e−φ( where the additive object φ is called a weight φ) and
a suitable measure µ on X induces an inner product on H0(X,L) defined
by
‖s‖2φ :=
∫
X
|s|2 e−φµ
(abusing notation slightly; see section 1.4). We will denote the corre-
sponding Hilbert space by H(X,L) and its Bergman kernel by K, which
is the integral kernel of the orthogonal projection C∞(X,L)→ H0(X,L) :
(1.3) K(x, y) =
N∑
i=1
si(x)⊗ si(y),
where (si) is an orthonormal bases in H(X,L).
As is essentially well-known this setup induces a probability measure
γP on the N−fold product XN whose density (w.r.t. µ⊗N) is defined as
the determinant of an N ×N matrix:
(1.4) ρ(N)(x1, ..., xN) :=
1
N !
det(K(xi, xj)e
− 1
2
(φ(xi)+φ(xj))),
The main object of study in the present paper is the large k asymptotics
of the probability space (XN , γP ), when L is replaced by its kth tensor
power (written as kL in our additive notation) equipped with the induced
weight kφ. In the following a subindex k will be used to indicate the the
dependence on the parameter k. We will always assume that L is big, i.e
that
Nk := dimH
0(X, kL) = V kn + o(kn−1), V > 0
(where the constant V is usually called the volume of L). The main case
of interest appears when L is (very) ample, so that X may be embedded
as algebraic manifold in complex projective space and L is the restriction
of the hyperplane line bundle. Then (X,L) is called a polarized mani-
fold and H0(X, kL) gets identified with the restriction to X of the space
of all homogeneous polynomials of degree k. Moreover, the main results
in the present paper concern weighted measured (φ, µ) which for which
we introduce the (non-standard) terminology strongly regular. This will
mean that the weight φ is locally C1,1-smooth, i.e. it is differentiable
and all of its first partial derivatives are locally Lipschitz continuous,
and the measure µ = ωn is the volume form of a continuous metric ω
on X. The reason that we assume that φ is merely C1,1-smooth, rather
than C2−smooth (or even C∞−smooth) is that this appears to be the
essentially optimal regularity class where the results below concerning
universality of the scaled correlation functions can be expected to hold.
Moreover, since φ is not assumed to be positively curved we will anyway
have to work with the corresponding equilibrium weight φe in the proofs
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which is almost never C2−smooth, even if φ is smooth (unless φ is pos-
itively curved; compare [14]). When X is the complex projective space
X := Pn and L the hyperplane line bundle O(1) (so that H0(X, kL) may
be identified with the space of all polynomials of total degree at most k
in Cn) we also allow ωn to be the Lebesgue measure on the affine piece
Cn as long as φ has super logarithmic growth (formula 2.5).
The notion of strongly regular weighted measures (φ, µ) on X that we
shall focus on in the present paper should be contrasted with the con-
siderably more general notion of weighted measures (φ, µ) satisfying the
Bernstein-Markov property in the sense of [17]. From the probabilistic
point of view the latter property simply means that the one-point corre-
lation function ρ
(1)
k of the corresponding determinantal point process has
sub-exponential growth in k. For example, the Bernstein-Markov prop-
erty is satisfied if φ is continuous and µ is a continuous volume form on
a complex or real algebraic variety. In particular, the latter property ap-
plies when µ is Lebesgue measure on Rn, as in the setting of Hermitian
random matrices [30] (where n = 1).
As a guide line, the Bernstein-Markov property of (φ, µ) is enough to
establish asymptotics in the “macroscopic regime”, such as convergence in
probability towards the corresponding equilibrium measure. In contrast,
the results in the “microscopic regime”, concerning length scales of the
order k−1/2 on X, only hold in the strongly regular case.
1.1.1. Correlation functions and the equilibrium measure. As is well known
all the m−point correlation functions ρ(m)k , where 1 ≤ m ≤ Nk, of the en-
semble above may be expressed as (weighted) determinants of Kk(xi, xj).
In particular,
ρ
(1)
k (x) = Kk(x, x)e
−kφ(x), ρ(2).c(x, y) = − |Kk(x, y)|2 e−kφ(x)e−kφ(y),
where ρ(2).c is the connected 2-point correlation function (see section 6.1).
As shown in [14], in the strongly regular case,
(1.5)
1
Nk
ρ
(1)
k ωn → µφe,
weakly, when k → ∞, where µφe is the pluripotential equilibrium mea-
sure (of (X, φ)), which may be written as the Monge-Ampère measure
1
V n!
(ddcφe)
n of the equilibrium weight φe and represented as
1
V n!
(ddcφe)
n = 1S det
ω
(ddcφ)(x)
ωn
V n!
,
where S ⊂ X denotes the support of the equilibrium measure (see Section
3). We recall that in the case of one complex dimension (i.e. n = 1) the
support S is referred to as the droplet in the physics literature on the
Quantum Hall Effect (see [53, 77] and Section 2 below).
As later shown in [17] the convergence 1.5 holds, in the weak topology,
for weighted measures (φ, µ) satisfying the Bernstein-Markov property.
However, in the strongly regular setting that we will concentrate on here
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point-wise convergence actually holds in the sense that there is a subset
of X that will be called the weak bulk (of (X, φ)) such that
1
Nk
ρ
(1)
k (x)→
1
V
det
ω
(ddcφ)(x), x in the weak bulk
and converges to zero almost everywhere in the complement of the weak
bulk. We recall that in the random matrix and Coulomb gas literature
the bulk of the equilibrium measure is usually defined as the interior of
the support S of the equilibrium measure. But the problem is that, for
a general smooth weight φ, the set S may be extremely irregular and,
a priori, its interior could be empty. In contrast, the weak bulk always
has positive Lebesgue measure. The precise definition of the weak bulk
is given in section 3 and uses that, by the results in [14], the equilibrium
weight φe is C
1,1−smooth and hence the second derivatives exist almost
everywhere.
The following theorem gives the scaling asymptotics of the Bergman
kernel, around a fixed point x in the weak bulk. It is expressed in terms
of “normal” local coordinates z centered at x and a “normal” trivialization
of L, i.e such that
(1.6) ω(z) =
i
2
n∑
i=1
dzi ∧ dzi + ...., φ(z) =
n∑
i=1
λi |zi|2 + ...
where the dots indicate “higher order terms”. Hence, λi are the eigen-
values of the curvature form ddcφ w.r.t the metric ω and we denote the
corresponding diagonal matrix by λ.
Theorem 1.1. Assume that the weight φ is in C1,1loc and that the volume
form ωn is continuous. Let x be a fixed point in the weak bulk and take
“normal” local coordinates z centered at x and a “normal” trivialization
of L as above. Then
(1.7) k−nKk(k−1/2z, k−1/2w)→ det λ
πn
e〈λz,w〉
in the C∞−topology on compact subsets of Cnz × Cnw. In particular, the
connected 2-point function has the following scaling asymptotics
−k−2nρ(2).ck (k−1/2z, k−1/2w)→ (
det λ
πn
)2e−
∑n
i=1 λi|zi−wi|2
uniformly on compacts of Cnz × Cnw.
In the case when φ is C∞−smooth and strictly positively curved (and
in particular the weak bulk coincides with all of X) the convergence 1.7
was shown in [22], where it was deduced from the microlocal analysis of
the Boutet de Monvel-Sjöstrand parametrix for the corresponding Szegö
kernel [25] following [78] (which also yields an explicit control on the re-
mainder terms). As emphasized in [22] the previous theorem may on one
hand be interpreted as a “localization” result, in the sense that the limit is
expressed in terms of local data (the curvature of ddcφ at the fixed point).
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On the other hand, it can be seen as a “universality” result (see [29] for a
general discussion of universality in mathematics and physics). Indeed,
scaling the coordinates further in order to make the Kähler metric ddcφ at
the fixed point the “yard stick” the limiting kernel becomes independent
of the ensemble (and coincides with the Bergman kernel of Fock space).
When n = 1 the corresponding limiting one-dimensional determinantal
point process was studied by Ginibre, who showed that it appears from
a scaling limit of random complex matrices with independent complex
Gaussian entries.
As a corollary the following analog of a well-known universality result
for the Hermitian random matrix model (where the limiting kernel is the
sine kernel) is obtained:
Corollary 1.2. Let φ be a function in C1,1loc (C) with super logarithmic
growth and denote by ρ
(·).·
k the eigenvalue correlation functions of the
associated normal random matrix model (see section 2.3). Then the fol-
lowing convergence holds when the rank N = k + 1 of the matrices tends
to infinity:
−
ρ
(2).c
k (z0 +
z√
ρ
(1)
k (z0)
, z0 +
w√
ρ
(1)
k (z0)
, )(
ρ
(1)
k (z0)
)2 → e−|z−w|2
uniformly on compacts of C×C, when z0 is a fixed point in the weak bulk
(in the eigenvalue plane C).
The remaining main results concern properties inside the bulk of (X, φ)
which, when the weight φ is C2−smooth, is defined as the interior of the
support S of the equilibrium measure. In general, the bulk (which always
contains the weak bulk appearing above) is defined as the largest open
subset of S where
(1.8) ωφ := dd
cφ
defines a continuous Kähler metric (i.e. a continuous strictly positive
form). The next theorem implies that the correlations are short range
on macroscopic length scales in the bulk:
Theorem 1.3. Assume that the weight φ is in C1,1loc and that the volume
form ωn is continuous. Let E be a compact subset of of the bulk. Then
there is a constant C (depending on E) such that the following estimate
holds for all pairs (x, y) such that either x or y is in E :
−k−2nρ(2).ck (x, y) ≤ Ce−
√
kd(x,y)/C
for all k, where d(x, y) is the distance function with respect to a fixed
smooth metric on X.
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1.1.2. Fluctuations of linear continuous statistics. Consider the random
measure (i.e. a measure valued random variable) defined by
(1.9) (x1, ..., xN) 7→
N∑
i=1
δxi,
Its expected value is the one point correlation measure ρ(1)ωn. To get a
real-valued random variable one fixes a function u on X and defines the
random variable N [u] by contraction:
N [u](x1, ..., xN) := u(x1) + ....+ u(xN ),
often called a linear statistic in the statistical mechanics literature. In
particular, if u = 1E is the characteristic function of a subset E of X,
then N [u](x1, ..., xN) counts the number of xi contained in E. By 1.5
the expected value of the random measure 1.9 divided by N converges
weakly to the equilibrium measure of (X, φ). In fact, one actually has
convergence in probability, i.e. a (weak) “law of large numbers”:
Theorem 1.4. Assume that (φ, µ) has the Bernstein-Markov property
and denote by µφ the corresponding equilibrium measure (supported on
the support of µ). Let u be a bounded continuous function on (X, µ). Then
(1.10)
1
Nk
Nk[u]→
∫
X
µφu
in probability when k tends to infinity at a rate of order o(k−n), i.e.
Probk({(x1, ..., xNk) :
∣∣∣∣k−n(u(x1) + ....+ u(xNk))−
∫
X
µφu
∣∣∣∣ > ǫ}) ≤ Cǫkn
for some constant C independent of ǫ and k.
Note that it follows from basic integration theory that the convergence
also holds if u is the characteristic function of a, say smooth, domain
E in X, as long as the limiting equilibrium measure µφ is absolutely
continuous (w.r.t. a smooth volume form). In particular, this happens
in the strongly regular case. Theorem 1.4 follows from the convergence
of the expectations together with the following simple variance estimate:
Var(Nk[u]) := E(N˜k[u])2) = O(kn)
for any u as above, where N˜k[u] is the “fluctuation”
N˜k[u] := Nk[u]− E(Nk[u])
of the random variable Nk[u]. Before continuing we point out that by the
large deviation results in [18] the convergence in the previous theorem in
fact holds at the rate O(k−(n+1)).
Next, the fluctuations in the bulk are considered for functions u which
are Lipschitz continuous, which equivalently means that differential du
is point-wise defined almost everywhere on X and in L∞loc. In particular,
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given a continuous Riemannian metric g on a (measurable) subset S ⊂ X
the Dirichlet norm of u is finite and defined by
‖du‖2(S,g) :=
∫
S
|du|2gdVg,
In the present setting g mainly arises as the Kähler metric in the bulk of
S defined by the Kähler form corresponding to φ (formula 1.8), when u is
supported in the bulk of S. But in fact, the corresponding Dirichlet norm
is defined on S for any Lipschitz continuous function u (see Section 3).
The main result is the following Central Limit Theorem (CLT), which
may be interpreted as saying that the (scaled) fluctuations of the random
measure 1.9 converges in distribution to the Laplacian of the Gaussian
free field in the bulk (defined with respect to the Kähler metric ωφ) [70].
Theorem 1.5. Assume that the weight φ is in C1,1loc and that the vol-
ume form ωn is continuous. Denote by S the support of the equilibrium
measure of (X, φ).
• Assume that u is a Lipschitz function on X supported in a com-
pact subset of the bulk. Then
(1.11) lim
k→∞
E(e−tk
−(n−1)/2N˜k[u],) = exp(
t2
8π
(‖du‖2(S,ωφ))
in the C∞−topology when t is restricted to a compact subset of C.
In particular, the variance of N [u] has the following asymptotics
Vark(N [u]) = k
n−1
4π
(‖du‖2(S,ωφ)) + o(kn−1)
and
(1.12) k−(n−1)/2N˜k[u] := N (1+1/n)/2
∑N
i=1(u(xi)− E(u(xi))
N
(where N = Nk ∼ kn) converges in distribution, as N → ∞, to
a centered normal random variable with mean zero and variance
1
4pi
‖du‖2ωφ .• For a general continuous function u on X whose differential u
exists almost everywhere the following variance estimate holds:
kn−1
4π
(‖du‖2(S,ωφ)) + o(kn−1) ≤ Vark(N [u]) ≤ o(kn),
Let us make some remarks:
• The assumptions on φ and u appear to be essentially sharp, in
general (as discussed in Section 1.3).
• The scaling by N (1+1/n)/2 in formula 1.12 gives a gain by a factor
N1/2n compared to the classical case of the CLT for sample aver-
ages of independent random variables (appearing when the points
xi are independent and identically distributed). As explained in
Section 7 the Large Deviation Principle established in [18] pro-
vides a simple heuristic explanation for the scaling above and for
the asymptotics of the variance.
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• The special case n = 1, i.e. when X is a Riemann surface, is sin-
gled out by the fact that the variance of N [u] is bounded (i.e. no
scaling is required) and its leading asymptotics are independent
of the weight φ, as follows from the conformal invariance of the
Dirichlet norm when n = 1.
• Due to the presence of second order phase transitions (when the
weight φ is perturbed), a central limit theorem for general smooth
functions u - not supported in the bulk - is not to be expected
(see the discussion in Section 7.2).
Applying the previous theorem gives the following normalized version of
the CLT (using [76] when n > 1) :
Corollary 1.6. Assume that the weight φ is in C1,1loc and that the vol-
ume form ωn is continuous. Let u be a Lipschitz function on X such
that ‖du‖2(S,ωφ) 6= 0. When n = 1 assume moreover that u is supported
in a compact subset of the bulk. Then the normalized random vari-
able N˜k[u]/
√
Var(Nk[u]) converges in distribution to the standard normal
variable with mean zero and unit variance.
Just like Theorem 1.1 the previous results may be interpreted as a
universality result (compare the discussion in [29]). The condition that
‖du‖2(S,ωφ) 6= 0 is natural since the CLT does not hold if u is a constant
function (indeed, the variance then vanishes for any k). The validity of
the normalized CLT when n > 1 should be contrasted with the failure of
the normalized CLT in the “real setting” when n = 1 (see Section 1.2).
Remark 1.7. The previous results are actually shown to hold in a more
general setting where (kL, kφ) is replaced by (kL + F, kφ + φF ) were
(F, φF ) is a Hermitian holomorphic line bundle with suitable regularity
properties. In fact, this flexibility will allow us to pass directly from
variance asymptotics to a central limit theorem.
1.2. Relation to previous results. The main point of the present pa-
per is to apply techniques from complex geometry/pluripotential theory,
in particular ∂-estimates, to determinantal point processes. It should
be emphasized that in the case of a smooth weight φ corresponding to
a smooth positively curved metric on L the asymptotic results on the
corresponding Bergman kernels are well-known and go back to the work
of Tian, Bouche, Zelditch, Catlin and others. For the decay estimate
in Theorem 1.3 in a Cn-setting see [32, 56]. Note that by an exam-
ple of M.Christ the rate of decay in Theorem 1.3 is essentially optimal.
The extension to smooth non-positively curved metrics and the relation
to equilibrium measures was initiated in [14, 13] and then developed to
less regular weights and measures in [16, 17]. In the smooth positively
curved case Bergman kernel asymptotics have already been applied and
developed extensively by Shiffman-Zelditch and their collaborators in
the different context of random zeroes of holomorphic sections (defined
with respect to the Gaussian probability measure on the Hilbert space
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H(X, kL)). For example, universality of the corresponding correlation
functions was proved in [22] and a central limit theorem (when n = 1)
was obtained in [72].
Let us next compare the results in the present paper with the results in
the extensively studied one-dimensional “real setting” appearing when the
reference measure µ is the Euclidean measure on R. The corresponding
determinantal random point process then coincides with the Hermitian
random matrix model, with the points xi representing the eigenvalues
of the corresponding random matrices. In this setting the corresponding
bulk universality holds at length scales of the order k−1 and the limit-
ing kernel is then the sine kernel (the bulk is then usually defined as
the maximal open set in R where the corresponding equilibrium mea-
sure has a positive continuous density; see [60] where mean-field theory
methods are used and [31] for the real-analytic case, where Riemann-
Hilbert methods are used). For the convergence in probability, towards
the equilibrium measure (which is a special case of Theorem 1.4) see [58]
and references therein. The analog in the one-dimensional real setting
of the CLT in Theorem 1.5 was obtained in the seminal work [49] for
a sufficiently smooth u and under the assumption that the weight φ be
sufficiently smooth and that the support S ⊂ R of the corresponding
equilibrium measure be connected (which is the case when, for example,
φ(x) is strictly convex on R). The limiting variance is then given by a
Sobolev 1/2−type norm. The proof in [49] used the method of Ward
identities originating in Quantum Field Theory to compute the second
order asymptotics of the corresponding Laplace transform (appearing in
formula 1.11). The latter asymptotics is an analog of the classical Strong
Szegö limit theorem for Toeplitz determinants (concerning the case when
µ is the invariant measure on S1). Interestingly, as shown in [59] in the
case when the support S ⊂ R has several components the CLT does not
hold in general (a counter-example is obtained in [59] for a non-convex
real analytic φ with u linear on the support). More precisely, as shown
in [59] the corresponding variance is bounded, but not convergent (it is
asymptotically periodic in N as indicated by the formal argument in [24])
and even the normalized version of the CLT in Corollary 1.6 fails.
In the present complex setting, in the special case when X = C (and
φ(z) has super logarithmic growth), Theorem 1.5 was obtained, indepen-
dently, in [2] for real-analytic φ and smooth u. The proof in [2] uses the
method of cumulants, which is related to the combinatorial approach for
central limit theorems for general determinantal point processes used in
[76] (where certain estimates on the variance are assumed, as recalled in
the proof of Theorem1.6). Just as in the present paper, the key analytic
input in [2] is Bergman kernel asymptotics, obtained using the method
introduced in [13] (see [3]). For the special case where φ = |z|2 in C a
more general form of Theorem 1.5 was obtained in [62] for any u which
is C1−smooth, using combinatorics of cumulants. In particular, it is
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not assumed in [62] that u be supported in the bulk, which leads to a
boundary contribution in the formula for the limiting variance.
1.3. Relations to recent developments and outlook. The original
version of the present paper appeared as a preprint on ArXiv in 2008
(which also contained some results on links to asymptotics of direct image
bundles that have been removed as they appear in [19]). Since then there
has been various new developments, as will be briefly recalled next. A
central limit theorem allowing general (smooth and bounded) u in the
one-dimensional case of the complex plane was established in [4] using
the method of Ward identities (see Remark 6.8). It was assumed that
φ be real analytic and the boundary S be a connected domain with
real analytic boundary and that ∆φ > 0 in a neighborhood of S. The
corresponding limiting variance can then by expressed as the Dirichlet
norm of the harmonic extension of u from S to all of C, which amounts
to adding a boundary contribution to the Dirichlet norm (as in [63]). As
pointed out in Section 7 this can - at a heuristic level - be explained
in terms of the general Large Deviation Principle in [18] and related to
the absence of second order phase transitions. Very recently, the results
in [4] concerning X = C have been generalized to less regular data φ
[55, 7] (with u assumed almost C4−smooth; see Section 7.2). As for
the scaling limits of the correlation function at the boundary/edge of
the support they were established in [5] under suitable regularity and
symmetry assumptions. It would be very interesting to consider the
behavior at the boundary in higher dimensions. This appears to be a
very challenging problem as it seems hard to say anything useful about
the boundary regularity of the support S of the equilibrium measure, in
general. In the presence of toric and circular symmetry results in this
direction have been obtained recently in [61, 64, 79].
In another direction it was shown in [19] that a sharp version of the
Central Limit Theorem in Theorem 1.5 holds on any Riemann surface
when ddcφ is a Kähler metric with constant curvature. The sharpness
means that the convergence of the Laplace transforms of the correspond-
ing laws (formula 1.11) hold for any test function u with finite Dirichlet
norm, ‖du‖2 <∞ (in the case of the Riemann sphere the convergence in
distribution of the laws was first shown in [63]). However, as pointed out
in [19], the corresponding statement fails in higher dimensions (for any
given φ). The point is that when n > 1, even if ‖du‖2 is assumed finite
the local integrals of e−u may, in general, diverge and hence the Laplace
transform appearing in the left hand side of formula 1.11, may diverge.
From this point of view the assumption that u be Lipschitz used in the
present paper appears to be essentially optimal.
Let us also mention the recent work [6] where determinantal point pro-
cesses defined by real multivariate orthogonal polynomials are applied to
numerical integration, using a Monte Carlo type approach. In particu-
lar, a CLT (analogous to Theorem 1.5) is established in the “real setting”
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of a measure µ supported on the unit-cube in Rn with u a C1−smooth
function (supported in the interior of the unit-cube). In the light of [6]
the present results in particular provide a theoretical base for numerical
integration of functions u which are periodic in R2n (by identifying the
fundamental domain with the Abelian variety X := Cn + iCn)/Λ, for
Λ = Zn + iZn). But we shall not go further into this here.
It would also be interesting to study universality properties for gen-
eral “beta deformations” of the determinantal point processes considered
here. Such random point processes are obtained by raising the Slater
determinant appearing in formula 1.2 to the βth power, for a given real
number β (by [18] the empirical measure still converge in probability
towards the equilibrium measure in the many particle limit). In one
complex dimension such powers were introduced by Laughlin [53] to ex-
plain the experimentally observed fractional Quantum Hall Effect (where
the fraction in question appears as 1/β when β is a suitable positive inte-
ger). For very recent field theoretical works on the Quantum Hall Effect
on Riemann surfaces see the survey [51] and references therein. In an-
other direction it was shown in[20] that letting β depend on k, yields a
probabilistic construction of Kähler-Einstein metrics ωKE on complex al-
gebraic varieties X. More precisely, this happens when β = ±1/k, where
the sign is the opposite sign of the Ricci curvature of ωKE. In statistical
mechanical terms this corresponds to looking at a limit of fixed non-zero
temperature, which brings entropy into the picture. It would be very in-
teresting to understand the connections between the latter probabilistic
approach to Kähler-Einstein metrics, using canonical random point pro-
cesses and the program of Ferrari-Klevtsov-Zelditch [46], which is based
on random Bergman metrics, i.e. probability measures on the symmetric
spaces GL(N,C)/U(N) rather than on the N fold symmetric products
of X.
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Witt-Nyström, Frédéric Faure and Jeff Steif for stimulating and illumi-
nating discussions. The author is particularly grateful to Bo Berndtsson
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Organization. After having introduced the notation and general setup
below we illustrate in Section 2 the general geometric setup in the special
case when X is complex projective space, explaining the relations to or-
thogonal polynomials and Coulomb and fermion gases. Then, in Section
3, we recall the definition of the pluripotential equilibrium measure and
define its (weak) bulk. In Section 4 we provide weighted L2−estimates for
∂¯ formulated in terms of the equilibrium potential. The latter estimates
are then applied in Section 5 to obtain asymptotics for Bergman kernels
and correlations (proving in particular Theorems 1.1, 1.3). In Section 6
the main results concerning asymptotics of linear statitistics are proved,
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using the asymptotics in Section 5. An alternative proof of the CLT us-
ing second order expansions is also given, for smooth data. In the final
section an outlook on the relations between the CLT in Theorem 1.5, the
Large Deviation Principle (LDP) in [18] and phase transitions is given.
This leads to a suggestive picture for a general CLT taking boundary
contributions into account, which is consistent with the one-dimensional
results in [63, 4, 55, 7].
1.4. Notation and general setup.
Weights on line bundles1. Let L be a holomorphic line bundle over a
compact complex manifold X. We will represent an Hermitian metric on
L by its weight φ. In practice, φ may be defined as certain collection
of local functions. Namely, let sU be a local holomorphic trivializing
section of L over an open set U (i.e. sU(x) 6= 0 for x in U). Then locally,∣∣sU(z)∣∣2
φ
=: e−φ
U (z). If α is a holomorphic section with values in L, then
over U it may be locally written as α = fU · sU , where fU is a local
holomorphic function. In order to simplify the notation we will usually
omit the dependence on the set U and sU and simply say that f is a local
holomorphic function representing the section α. The point-wise norm of
α may then be locally expressed as
(1.13) |α|2φ = |f |2 e−φ,
but it should be emphasized that it defines a global function on X.
The canonical curvature two-form of L is the global form on X, locally
expressed as ∂∂φ and the normalized curvature form
ωφ := i∂∂φ/2π =: dd
cφ
(where dc := i(−∂ + ∂)/4π) represents the first Chern class c1(L) of L
in the second real de Rham cohomology group of X. The curvature form
of a smooth weight is said to be positive at the point x if the local Her-
mitian matrix ( ∂
2φ
∂zi∂z¯j
) is positive definite at the point x (i.e. ddcφx > 0).
This means that the curvature is positive when φ(z) is strictly plurisub-
harmonic (spsh) i.e. strictly subharmonic along local complex lines. In
differential geometric terms this means that the two-form ωφ defines a
Kähler metric, i.e. the corresponding symmetric two-tensor ωφ(·, J ·) is a
Riemannian metric compatible with the complex structure J onX. A line
bundle is said to be ample (or positive) if admits a smooth metric with
positive curvature. More generally, a weight ψ on L is called (possibly)
singular if |ψ| is locally integrable. Then the curvature is well-defined
as a (1, 1)−current on X. The curvature current of a singular metric is
called positive if ψ may be locally represented by a plurisubharmonic
function and ψ will then simply be called a psh weight. A line bundle L
is big if admits a psh weigh ψ whose curvature current is bounded from
below by a Kähler form.
1general references for this section are the books [41, 34].
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Further fixing an Hermitian metric two-form ω on X with associated
volume form ωn gives a pair (φ, ωn) that will be called a weighted measure.
It induces an inner product on the space H0(X,L) of holomorphic global
sections of L by declaring
(1.14) ‖α‖2φ :=
∫
X
|α|2φ ωn,
The corresponding Hilbert space will be denoted by H(X,L) and its
Bergman kernel by K(x, y), which is a section of the pulled back line
bundle L⊠ L over X ×X (see section 5).
The Hermitian line bundle (L, φ) over X induces, in functorial way,
Hermitian line bundles over all products of X (and its conjugate X) and
we will usually keep the notation φ for the corresponding weights. For
example, we will write
|K(x, y)|2φ := |K(z, w)|2 e−φ(z)e−φ(w)
where the right hand side is strictly speaking only defined when both x
and y are contained in an open set U where L has been trivialized as
above. When studying asymptotics we will replace L by its k th tensor
power, written as kL in additive notation. The induced weight on kL
may then be written as kφ. A subindex k will indicate that the object is
defined w.r.t the weight. kφ on kL for φ a fixed weight on L.
Regularity assumptions. A weighted measure (φ, µ) will be called strongly
regular if the weight φ is locally C1,1-smooth (i.e. it is differentiable and
all of its first partial derivatives are locally Lipschitz continuous) and
µ = ωn is the volume form of a continuous metric ω on X. Moreover, if
(X,L) = (Pn,O(1)), where is Pn the complex projective space, viewed
as a compactification of its affine piece Cn, then we also allow ωn to be
defined by the Lebesgue measure on Cn as long as the corresponding
weight function φ(z) on Cn has super logarithmic growth (formula 2.5
below) with φ ∈ C1,1loc (Cn).
Probability notation. Given a probability space (Y, γ), i.e. a measure
space where γ(X) = 1, a measurable function N on (Y, γ) is called a
random variable. Its integral w.r.t to Y is denoted by E(N ) and called
the expectation of N . Recall also that if N takes values in a space Z then
the pushforward of γ under N is called the law of N on Z. A subindex
k will indicate that the object is defined w.r.t. the probability measure
on Y = XNk , defined by the density 1.4 induced by a weighted measure
(φ, µ).
Occasionally, we will also consider the probability measures defined by
the Bergman kernels Kkφ+φF associated to a sequence of Hermitian line
bundles (kL+F, kφ+φF ) (and a fixed reference measure µ) and we will
then write E = Ekφ+φF etc.
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2. Examples
In this section we will illustrate our setup in the concrete case when
X is the complex projective space. But it may also be worth pointing
out that another concrete setting appears when X := Cn/Λ is a prin-
cipally polarized torus (Abelian variety), in which case H0(X, kL) may
be identified with the space of theta functions on Cn at level k, which
are Λ−quasi periodic. In particular, the latter setting gives a geometric
approach to the one-dimensional setting in [38].
2.1. From projective space to orthogonal polynomials and Van-
dermonde determinants. It is a classical fact that Cn is compactified
by the complex projective space X := Pn. Let L be the hyperplane line
bundle O(1) on Pn. Then H0(X, kL) is the space of all complex homo-
geneous polynomials of total degree k in Cn+1, which is isomorphic to
the vector space Hk(Cn) of all polynomials in Cn of total degree at most
k. Indeed, fix a global holomorphic section s of O(1), whose zero-set is
Pn − Cn, the” hyper plane at infinity”. Then any section sk of L⊗k over
the open subset U := Cn may be written as
sk(z) = pks
⊗k
where pk is in Hk(Cn) (concretely, this amounts to “dehomogenizing”
sk). Moreover, the point-wise norms with respect to a metric on kO(1)
induced by a given locally bounded metric h on O(1) become
(2.1) |sk(z)|2h⊗k = |pk(z)|2 e−kφ(z)
for some function φ(z) on Cn, that we will call the weight function. As is
well-known, this gives a correspondence between locally bounded metrics
h on O(1) and weight functions φ(z) of the form
(2.2) φ(z) = φFS(z) + u(z) := ln(1 + |z|2) + u(z),
where u is a locally bounded function on Cn. In particular, a subclass of
weights corresponding to smooth metrics on O(1) are obtained by taking
u ∈ C∞c (Cn). Note that the metric hFS corresponding to φFS(z) is the
Fubini-Study metric on O(1) which is characterized (up to a constant)
by its invariance under the SU(n)−action. Its (normalized) curvature
form ωFS := dd
cφFS is the called the Fubini-Study metric on P
n and a
simple calculation shows that the corresponding volume form is given by
(ωFS)n := (dd
cφFS)
n/n! = e−(n+1)φFS (
i
2
)ndz ∧ dz¯
where ( i
2
)ndz∧dz¯ denotes the Lebesgue measure on Cn. The global norm
of sk induced by the weighted measure (φ, (ωFS)n) may hence be repre-
sented as
(2.3) ‖sk‖2(φ,ωFS) :=
∫
Cn
|pk(z)|2 e−kφ(z)(ωFS)n.
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Alternatively, the weight φ itself induces a measure e−(n+1)φ(z)( i
2
)ndz∧dz¯.
The corresponding norm is hence given by
‖sk‖2φ :=
∫
Cn
|pk(z)|2 e−(k+n+1)(φ(z))( i
2
)ndz ∧ dz¯
Note that the the contribution from the factor e−(n+1)φ makes sure that
the integrals are finite.
The corresponding determinantal probability density 5.6 may in this
case be expressed explicitly as
(2.4)
1
Zkφ |∆
(Nk)(z1, ..., zNk)|2e−kφ(z1) · · · e−kφ(zNk ),
where ∆(Nk)(z1, ..., zNk) is the higher dimensional Vandermonde deter-
minant, i.e. the Slater determinant detS corresponding to a bases S
of multinomials and where Zkφ is the corresponding normalizing factor
(compare Lemma 5.1).
2.1.1. The setting of super logarithmic growth and sections vanishing
along a hypersurface. A variant of the previous setting arises if one in-
sists on using the Lebesgue measure as the integration measure defining
the norms in 2.3. Then φ(z) has to have slightly larger growth than in
formula 2.2 in order to get finite norms. More precisely, we then assume
that φ has super logarithmic growth in the sense that
(2.5) φ(z) ≥ (1 + ǫ) ln |z|2 , when |z| >> 1
for some positive number ǫ. It should be emphasized that such a weight
φ does not correspond to a locally bounded metric h on O(1). But as
shown in [13] a slight modification of the arguments apply to this super
logarithmic setting, as well. The key point is that the growth condition
2.5 forces the corresponding equilibrium measure to be compactly sup-
ported in Cn. The model case is when φ(z) = |z|2 . Then the equilibrium
measure is (up to a multiplicative constant) the Lebesgue measure on
the unit ball.
Remark 2.1. Another variant of the geometric setting of a line bundle
L → X endowed with a, say smooth, weight φ is obtained by fixing a
smooth complex hypersurface Z in X (of codimension one). Let HkλZ
be the subspace of H0(X, kL) consisting of all sections vanishing to or-
der [kλ] along Z for a fixed sufficiently small positive number λ. Then
any continuous Hermitian metric ‖·‖ (with curvature form ω) and a vol-
ume form ωn on X induce by restriction, an inner product on the sub-
space HkλZ . Hence, we can associate a sequence of determinantal point-
processes to the corresponding sequence of Hilbert spacesHkλZ . As shown
in [18, Section 5.5] the laws of the corresponding sequence of empirical
measures satisfy a large deviation principle (LDP). The results in the
present paper also extends with simple modifications to the determi-
nantal point processes associated to HkλZ (by replacing the equilibrium
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potential φe used in the present paper with the corresponding equilib-
rium potential relative to λZ, obtained by imposing that ψ in formula
3.1 has a Lelong number of at least λ along Z). In fact, the setting of
super logarithmic growth in Cn can be fitted into this setting in the case
when φ is of the special form
(2.6) φ(z) = (1 + ǫ) log(1 + |z|2) + u(z),
where u(z) extends smoothly from Cn to Pn. Indeed, one then let Z be
a hyperplane in X := Pn and identifies Cn with X −Z, in the usual way.
2.2. A higher dimensional Coulomb type gas. Continuing with the
setting of multivariate orthogonal polynomials in Cn and introducing the
Hamiltonian
Ekφ(z1, ..., zN) := Ek(z1, ..., zNk) + kφ(z1)/2 + ... + kφ(zNk)/2,
where
Ek(z1, ..., zNk) = − log
∣∣∆(Nk)(z1, ..., zNk)∣∣ ,
the corresponding probability density 2.4 may be written as a Boltzmann-
Gibbs density at inverse temperature β = 2 (in suitable units):
(2.7)
e−βEk(z1,...,zN)
Zkφ ,
describing an ensemble of Nk identical particles in thermal equilibrium
interacting by the internal energy Ek(z1, ..., zN) and subject to the exte-
rior potential kφ/2. In particular, in the one-dimensional case, expanding
the Vandermonde determinant reveals that Ek(z1, ..., zN ) is precisely the
Coulomb interaction for Nk unit-charge particles:
Ek(z1, ..., zNk) = −
1
2
∑
1≤i,j≤N
log |zi − zj |2
(such a gas is also called a one component plasma in the physics liter-
ature). Using mean field theory heuristics one would expect that the
corresponding random point processes satisfy a Large Deviation Princi-
ple (LDP) with a rate function E(µ) +
∫
φµ defined on the space of all
probability measures on Cn and with speed kN, i.e. that
Prob
{
1
N
∑
δzi
∼= µ
}
∼ e−kN(E(µ)+
∫
φµ)/Z
holds in the sense of large deviations. As shown in the companion pa-
per [18] this is indeed the case (see Section 7) and, in physical terms,
it can be interpreted as a higher dimensional effective fermion-boson
correspondence. This LDP is also closely related to the fact that the
corresponding equilibrium measure MA(φe) (which in the present paper
is defined directly in terms of pluripotential theory in Section 3) may be
alternatively obtained as the unique minimizer of the total “macroscopic”
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energy E(µ) +
∫
φµ appearing as the rate functional above; see [18] and
reference therein.
2.3. Random normal matrices. Consider the set of all normal matri-
ces MN := {M ∈ gl(N,C) : [M,M∗] = 0} as a Riemannian subvariety
of the space gl(N,C) of all complex matrices of rank N equipped with
the Euclidean metric. A given weight function φ of super logarithmic
growth induces the following probability measure on MN
(2.8) e−NTr(φ(M))dVMN/ZNφ
where dVMN is the Riemannian volume measure of MN and ZNφ is a
normalizing constant (usually called the partition function of the cor-
responding matrix model [77]). Under the map which associates the
(ordered) eigenvalues (z1, ..., zN) to a matrix M the probability measure
2.8 is pushed forward to a probability measure on CN which turns out to
coincide with the determinantal probability measure for polynomials of
degree N−1 weighted by φ (when n = 1). The corresponding correlation
functions ρ
(m)
k are hence usually called eigenvalue correlation functions in
this context. It should also be pointed out that the correlation functions
corresponding to the weighted set (φ, µ) where µ is the invariant measure
supported on R (or the unit-circle T ) coincide with eigenvalue correla-
tion functions for random Hermitian (or unitary) matrices, weighted by
φ, which have been extensively studied (cf. [30, 49, 60] and references
there in).
2.4. Free fermions in a magnetic field. When n = 1 the weighted
polynomials Ψ+,m := z
me−kφ(z)/2 where m = 0, ..., k each represent the
quantum state of a single spin 1/2 quantum particle (=fermion) confined
to a plane subject to a magnetic field B perpendicular to the plane, where
the value of B at the point z is i
2pi
k ∂
2φ(z)
∂z∂z¯
in suitable units (and similarly
in higher dimensions; see [73, 18] and references therein). Moreover, the
states form a linearly independent set in the lowest possible energy level
(i.e. the ground state). More precisely, this latter fact means that Ψ+,m
is an eigenvector of finite norm with eigenvalue 0 of the Pauli operator,
which in complex notation may be written as
(∂kφ + ∂
∗
kφ)
2Ψ+,m = 0,
where ∂kφ intertwines the space S+ := Ω
0,0(C) of spin up and the space
S− := Ω0,1(C) of spin down particles
∂kφ = ∂ +
k
2
∂φ∧ : S+ → S−
and ∂∗kφ is its formal adjoint. This means that the corresponding real
“vector potential” (i.e. U(1)−gauge field) for the magnetic two-form is
given by k times
A :=
1
2
(∂φ− ∂φ)),
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where dA = iB. Hence, the particle state Ψ+,m is said to have spin up,
since it has no spin down component in Ω0,1(C) (defined is the space of
element of the form gdz¯), where g ∈ C∞(C)). The corresponding many
particle state of N free fermions, should, according to the postulates of
quantum mechanics for fermions, be anti-symmetric under an exchange
of two single particle states Ψm. Hence, it is represented by the (Slater)
determinant Ψ(z1, ..., xN) := det(Ψ+,i(zj)). In particular, the correspond-
ing probability amplitude coincides (after normalization) with the corre-
sponding determinantal probability measure (compare Lemma 5.1). The
correspondence between the free fermion representation and the Coulomb
bas picture above can, at a heuristic level, be explained by the process
of bosonization (see [1, 18]).
Remark 2.2. The Pauli operator above is defined as the square of the
Dirac operator DkA := (∂kφ+ ∂∗kφ) on the space S := S+⊕S−of complex
spinors, endowed with the L2−norm induced by the Euclidean metric on
C (this setup corresponds to gyromagnetic ratio g = 2; see for example
[73] and [28, Chaper 5] for a physics reference). If one instead uses the
metric induced by the curvature form B - assuming that B is positive -
then the square of the corresponding Pauli operator on may be expressed
as
(2.9) D2A = (
1
4
∇∗kA∇kA − k)⊕ (
1
4
∇A∇∗A + k),
where the magnetic Schrödinger operator ∇∗kA∇kA is the Landau Hamil-
tonian for a non-spinning particle subject to the magnetic vector poten-
tial kA (in our general setting this corresponds to taking the measure ωn
to be the one induced by the ddcφ). From the complex geometric point
of view formula 2.9 is a special case of the Bochner-Kodaira-Nakano for-
mula [41]. In particular, in the case of constant positive magnetic field,
i.e. φ(z) = |z|2, the Pauli and the Landau operators are essentially the
same (up to an additive constant depending on the spin).
3. The pluripotential equilibrium measure
In this section we will give the pluripotential construction of the mea-
sure which will arise as the limiting expected distribution of the empirical
measure of the point processes on X.
Let L→ X be an ample line bundle over a compact complex manifold
X. Given a weight φ on L, that we first only assume is continuous, the
corresponding “equilibrium weight” φe is defined as the envelope
(3.1) φe(x) := sup {ψ(x) : ψ ≤ φ onX} .
where the sup is taken over all continuous psh weights ψ. Then φe is also
a continuous psh weight on L [42] and we denote by D the corresponding
coincidence set:
D := {φe = φ} ⊂ X
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so that D = X precisely when φ is a psh weight. The equilibrium mea-
sure (associated to the continuous weight φ) is in general defined as
the Monge-Ampère measure MA(φe) constructed in the seminal work of
Bedford-Taylor in the local setting (see [42] for the global setting). For
a smooth psh weight ψ this measure is simply defined by
(3.2) MA(ψ) := (ddcψ)n/n! = (
i
2π
)n det(
∂2ψ
∂zi∂zj
)dz1∧dz1∧ ...dzn ∧dzn
As is well-known the equilibrium measure µφe is supported on D (see
below). In the case when φ is smooth (and not merely continuous) it
was shown in [14] that φe is C1,1− smooth and in particular the local
derivatives ∂
2ψ
∂zi∂zj
exist almost everywhere on X and are locally bounded.
We may then simply define the equilibrium measure in this setting by
the following measure which has an L∞loc−density
µφe :=
1
V
MA(φe) :=
1
V
(ddcφe)
n/n!
More precisely, the following theorem holds and is the specialization to
ample line bundles of a general result in [14] concerning big line bundle
(see Theorem 3.4 and Remark 3.6 there). It shows that if φ is class C1,1
on X, than φe is also in the class C1,1 :
Theorem 3.1. Suppose that L is an ample line bundle and that the given
metric φ on L is in the class C1,1. Then
(a) φe is in the class C1,1 on X.
(b) The Monge-Ampère measure of φe on X is absolutely continuous
with respect to any given volume form and coincides with the correspond-
ing L∞loc (n, n)−form obtained by a point-wise calculation:
(3.3) (ddcφe)
n/n! = det(ddcφe)ωn
(c) the following identity holds almost everywhere on the set D :=
{φe = φ} :
(3.4) det(ddcφe) = det(dd
cφ)
More precisely, it holds for all points where the second order jet (φe−φ)(2)
exists and vanishes and in particular point-wise on
(3.5) {(φe − φ)(2) = 0} ∩ {det(ddcφ) > 0}
(d) Hence, the following identity between measures on X holds:
(3.6) n!V µφe = (dd
cφe)
n = 1D(dd
cφ)n = 1D∩X(0)(ddcφ)n,
where X(0) = {ddcφ > 0}.
We define the set
S := D ∩X(0)
that we shall call the support of the equilibrium measure µφe, in view of
formula 3.6. Next, we are going to define the weak bulk (of the equilib-
rium measure associated to φ). It may seem tempting to define it as the
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interior of the support S of the equilibrium measure, but the problem is
that there are essentially no general regularity results for S - for example
it is not clear that, in general, int (S) = S¯. In fact, it even not clear that
the interior int(S) is non-empty, in general! (see [67] for the construction
of examples where the coincidence set D can be extremely irregular, in
the case n = 1).
Definition 3.2. The set in formula 3.5 above is called the weak bulk (of
(X, φ)). When φ is assumed to be in C2loc the bulk (of (X, φ)) is defined
as the interior of the support S of the equilibrium measure. For a general
φ in C1,1loc the bulk is defined as the maximal open subset of the interior
of S where ddcφe (or equivalently, dd
cφ) is represented by a continuous
and strictly positive form (i.e. a continuous Kähler metric).
The definitions are made so that, in the weak bulk, the density of
the equilibrium measure (w.r.t. ωn) exists and is equal to det(dd
cφ) and
vanishes a.e. on the complement of the bulk. Moreover, the bulk is
always contained in the weak bulk. We note that for a general Lipschitz
continuous function the Dirichlet norm ‖du‖2(S,ωφ) is well-defined. Indeed,
by the previous regularity theorem
‖du‖2(S,ωφ) = V
∫
X
|du|2ωφ µφ
which is well-defined since ωφ > 0 almost everywhere with respect to µφ.
Remark 3.3. In the general case when L is big one defines the weak bulk
as above on the augmented base locus of X (also called the Kähler locus),
which is a (Zariski) open subset of X. But for simplicity we will mainly
stick to the case when L is ample.
3.1. Remarks on regularity properties of the support S . Even
in the classical one-dimensional case where (X,L) = (P1,O(1)) and φ is
smooth, the equilibrium weight may not have second derivatives at some
points. In fact, when φ is radial this happens “generically” [14]. More
generally, when (X,L) is a toric or abelian variety and φ is invariant
under the corresponding torus action the envelope φe may be identified
with the convexification of the function Φ(x) on Rn corresponding to φ.
For a generic such Φ the corresponding support SΦ has been classified
in dimension n ≤ 3 as a domain with piece-wise smooth boundary, with
explicit algebraic singularity type. The proof uses Arnold’s catastro-
phe theory of Lagrangian singularities (motivated by the adhesion model
in cosmology where S arises in the Eulerian description of the “cosmic
web”; see [23] and the appendix in [44]). However, in the general complex
geometric setting there are almost no general results concerning the reg-
ularity properties of the support S. It would be interesting to find general
conditions ensuring that S is a topological domain (i.e int (S) = S¯) with
some additional regularity properties. Comparing with the extensively
studied Laplacian case appearing when n = 1 [27] suggests that a mini-
mal requirement in order to have reasonable regularity properties is the
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assumption that ddcφ > 0 on the coincidence set D (which then coincides
with the the corresponding support set S). For example, in the setting
of sections vanishing along a hypersurface described in Remark 2.1 it
has recently been shown in [65] that the support S of the corresponding
equilibrium measure is a domain with smooth boundary under the as-
sumption that ddcφ > 0 on all of X and λ is sufficiently small (in fact, the
complement of S is then even diffeomorphic to a tubular neighborhood of
Z). In particular, this result applies in the setting of logarithmic growth
in Cn as long as the weight φ(z) is smooth and strictly plurisubharmonic
and the number ǫ appearing in formula 2.6 is sufficiently small. Anyway,
it should be stressed that an important point in the present paper is to
avoid making any detailed regularity assumptions on the support S.
4. Weighted L2−estimates for ∂
In this section we will generalize, by refining the results in [14], some
well-known estimates for the ∂−operator concerning psh weights to more
general weights. More precisely, we will assume that φ is a locally
C1,1−smooth weight on the line bundle L overX.When (X,L) = (Pn,O(1))
we also allow weights corresponding to a weight function φ(z) in Cn with
super logarithmic growth (see section 2). But for simplicity we do not
consider the latter situation in the proofs. The simple modifications
needed follow precisely as in the appendix in [13].
We will denote by KX the canonical line bundle of X, whose smooth
sections are (0, n)−forms on X. A weight φ on L induces, without choos-
ing a volume form ωn on X, an L
2−norm on sections u of L +KX that
we will write as
‖u‖2φ :=
∫
X
|u|2 e−φ
In the statement of the following theorem, we will use the fact that ddcφ
defines a positive form with locally bounded coefficients in the bulk (by
the very definition of the bulk).
Theorem 4.1. Let L be a big line bundle and φ a C1,1−smooth weight.
Then for any ∂−closed (0, 1)−form g with values in L+KX and supported
in the interior of the bulk, there is a smooth section u with values in
L+KX such that
(4.1) ∂u = g
and
(4.2)
∫
X
|u|2 e−φ ≤
∫
X
|g|2ddcφ e−φ.
In particular, the previous estimate holds for any u such that u is orthog-
onal to H0(X,L+KX) (w.r.t the weight φ).
Proof. Let ψ denote a general psh weight on L. By theorem 5.1 in [33]
the theorem holds with φ replaced by a (possibly singular) psh weight
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ψ if ddcφ is replaced with the absolutely continuous part (ddcψ)c of the
Lebesgue decomposition of the positive form ddcψ. More precisely,
(4.3)
∫
X
|u|2 e−ψ ≤
∫
X
|g|2(ddcψ)c e−ψ
as long as the r.h.s is finite. Now set ψ = φe, the equilibrium weight
corresponding to φ. Since g is supposed to be supported in the bulk, the
regularity Theorem 3.1, gives∫
X
|g|2(ddcφe)c e−φe =
∫
X
|g|2(ddcφ) e−φ
and since g is, in fact, supposed to be supported in the pseudo-interior
of the bulk the latter integral is finite. Finally, using that φe ≤ φ on all
of X finishes the proof of the estimate 4.2. The last statement of the
theorem now follows since the estimate 4.2 in particular holds for the
solution which minimizes the corresponding L2−norm. 
Remark 4.2. Given a bounded function f on X it follows immediately
from the inequality 4.2 that∫
X
|u|2 e−(φ+f) ≤ Cf
∫
X
|g|2ddcφ e−(φ+f), Cf = e2‖f‖L∞(X)
In particular, the previous estimate holds when u is the solution to the
equation 4.1 which is minimal wrt the L2−norm on L induced by the
weight φ+ f.
The previous theorem is a generalization to non-psh weights φ of the
fundamental result of Hörmander-Kodaira. In turn, the next theorem is
a generalization to non-psh weights of a refinement of the Hörmander-
Kodaira estimate which goes back to a twisting trick in the work of
Donelly-Fefferman. See [32, 56] for an analogous result concerning psh
weights in Cn.
Theorem 4.3. Let L be a big line bundle, φ a C1,1−smooth weight on L
and v a smooth function on E such that dv is supported in the interior
of the bulk of (X, φ) and
(i)
∣∣∂v∣∣2
ddcφ
≤ 1/8 (ii) ddcv ≥ −ddcφ/2
there. Then
(4.4)
∫
X
|u|2 e−φe+v ≤ 2
∫
X
∣∣∂u∣∣2
ddcφ
e−φe+v
for any smooth section u of L+KX orthogonal to the space H
0(L+KX),
w.r.t the weight φ, and such that ∂u is supported in the interior of the
bulk of (X, φ). Moreover, given a bounded function f on X the function
v above may be replaced by v + f at the expence of multiplying the right
hand side in the inequality 4.4 by Cf := e
2‖f‖L∞(X).
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Proof. By assumption
〈u, h〉φ = 0, ∀h ∈ H0(X,L+KX).
Equivalently, writing uv := ue
v,
(4.5) 〈uv, h〉φ+v = 0, ∀h ∈ H0(X,L+KX).
By Leibniz rule
(4.6) ∂uv = (∂u+ ∂vu)e
v,
which by assumption is supported in the bulk of (X, φ). Hence, applying
the estimate 4.3 in the proof of the previous theorem to ψ = φe+v gives,
since by assumption ii (φe + v) is a psh weight∫
X
|uv|2 e−(φe+v) ≤
∫
X
∣∣∂uv∣∣2ddc(φe+v) e−(φe+v) ≤
∫
X
∣∣∂uv∣∣21
2
ddcφ
e−(φ+v)
for some solution uv of the corresponding ∂−equation and hence for uv
as in formula 4.5 (we are also using that ∂u and ∂v are supported in the
bulk of (X, φ) to replace φe with φ in the r.h.s). Using φe ≤ φ, 4.6 and
the “parallelogram law” then gives∫
X
|u|2 e−φev ≤ 4
∫
X
(
∣∣∂u∣∣2
ddcφ
+
∣∣∂vu∣∣2
ddcφ
)e−φeev
By assumption (i) in the theorem the term in the r.h.s involving ∂vu
may be absorbed in the l.h.s. Finally, the last statement in the theorem
follows from the estimate in Remark 4.2. 
Corollary 4.4. Let L be a big line bundle and let φ be a C1,1−smooth
weight on and ωn a fixed volume form on X. Let E be a given compact
subset of the interior of the bulk. Then there is a constant C (depending
on E and F ) such that the following holds. If ψk is a sequence of functions
such that dψk is supported in the interior of the bulk of (X, φ) and
(i)
∣∣∂ψk∣∣2ddcφ ≤ 1/C (ii) ddcψk ≤ √kddcφ/C
Then, for any sequence fk of smooth sections of kL such that ∂fk is
supported in the interior of the bulk of (X, φ)
‖Πk(fk)− fk‖2kφ+φF+√kψk ≤ C
1
k
∥∥∂fk∥∥2kφ+φF+√kψk ,
where Πk is the Bergman projection with respect to kφ (formula 5.1 and
below). Moreover, the constant C can be taken to depend on φF only
through an upper bound on the L∞−norm ‖(φF − φF0)‖L∞(X) , where φF0
is a fixed smooth metric on F.
Proof. Replacing L with kL+F −KX , φ with kφ+φF and v with
√
kψk
the corollary follows from the previous theorem using standard properties
of orthogonal projections. 
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Proposition 4.5. The following local estimate holds for all u which are
C1−smooth (or more generally, Lipschitz continuous):
(4.7) sup
|z|≤Rk−1/2
|u(z)|2 e−kφ(z) ≤ CRkn(
∫
|z|≤2Rk−1/2
(|u|2+1
k
∣∣∂u∣∣2)e−kφωn)
Proof. This is a generalization of the uniformity statement in lemma
5.3. It is proved in essentially the same way, by replacing the mean
value property of holomorphic functions used to prove lemma 5.3 by the
general Cauchy formula for a smooth function u. It is also a consequence
of Gårding’s inequality - see (the proof of) lemma 3.1 in [10] for a more
general inequality. 
5. Asymptotics for Bergman kernels and correlations
5.1. Bergman kernels. Recall that H(X,L) denotes the Hilbert space
obtained by equipping the vector space H0(X,L) with the inner product
corresponding to the norm induced by the weighted measure (φ, ωn). Let
(si) be an orthonormal base for H(X,L). The Bergman kernel of the
Hilbert space H(X,L) may be defined as the holomorphic section
(5.1) Kk(x, y) =
∑
i
si(x)⊗ si(y).
of the pulled back line bundle L⊠L overX×X. To see that is independent
of the choice of base (sI) one notes that Kk represents the integral kernel
of the orthogonal projection Πk from the space of all smooth sections
with values in L onto H(X,L).
The restriction of Kk to the diagonal is a section of L⊗ L. Hence, its
point wise norm |Kk(x, x)|φ (= |Kk(x, x)| e−kφ(x)) defines a well-defined
function on X that will be denoted by ρ(1) (and later identified with the
one point correlation function):
(5.2) ρ(1)(x) :=
∑
i
|si(x)|2kφ .
It has the following well-known extremal property:
(5.3) ρ(1)(x) := sup
{
|s(x)|2φ : s ∈ H(X,L), ‖s‖2φ ≤ 1
}
Moreover, integrating 5.2 shows that |Kk(x, x)|φ is a “dimensional den-
sity” of the space H(X,L) :
(5.4)
∫
X
ρ(1)(x)ωn = dimH(X,L) := N
In section 6.1 we will consider a function on the N−fold product XN
that may, abusing notation slightly, be written as
(5.5) ρ(N)(x1, ..., xN ) = det
1≤i,j≤N
(K(xi, xj)e
− 1
2
(φ(xi)+φ(xj))).
To clarify the notation denote by L⊠N the pulled-back line bundle on XN
with the weight induced by the weight φ on L. Then the base S = (si)
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in H0(X,L) induces an element det(S) in H0(XN , L⊠N) whose value at
(x1, ..., xN) is defined as the (Slater) determinant
(5.6) det(S)(x1, .xN ) := det
1≤i,j≤N
(si(xi))i,j ∈ Lx1 ⊗ · · · ⊗ LxN .
In particular, its point-wise norm is a function on XN which according
to the following lemma may be locally written in the form 5.5. The
lemma also shows that after division by N ! this function defines the
density of a probability measure onXN . Its proof is based on the following
“integrating out” property of the Bergman kernel K, which is a direct
consequence of the fact that K is a projection kernel:
(5.7) |K(x, x)|φ =
∫
X
|K(x, y)|2φ ωn(y)
Lemma 5.1. The following identities hold point-wise:
det
1≤i,j≤N
(K(xi, xj)e
− 1
2
(φ(xi)+φ(xj))) = |det(S)(x1, ..., xN )|2φ .
Integrating gives ∫
XN
|det(S)(x1, ..., xN)|2φ ω⊗Nn = N !.
Proof. The identities are formal consequences of the identity 5.7, as is
well-known in the random matrix literature. See for example [30]. The
last identity can also be proved directly using the following general iden-
tity [16, Lemma 5.3]:
(5.8)
∫
XN
|det(S)(x1, ..., xN )|2φ ω⊗Nn = N ! det1≤i,j≤N(〈si, sj〉(ωn,ϕ))i,j,
given a base (si) in H
0(X,L) and a bounded weight φ on L. 
5.2. Scaling asymptotics of Kk(x, y) in the weak bulk. In this sec-
tion we fix a continuous metric ω on X. Given a point x in X we can take
“normal” local coordinates z centered at x and a “normal” trivialization
of L, i.e such that
(5.9) ωx =
i
2
n∑
i=1
dzi ∧ dzi + o(1) φ(0) = dφ(0) = 0
Moreover, if the second partial derivatives of φ exist at x then we may
assume
(ddcφ)x =
i
2π
n∑
i=1
λidzi ∧ dzi
Hence, the λi are the eigenvalues of the curvature form dd
cφ at x w.r.t
the metric ω and we denote the corresponding diagonal matrix by λ.
For proofs of the following elementary local consequences of the regu-
larity properties of φ and φe see [13].
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Lemma 5.2. Given a point x in X and “normal” local coordinates z
centered at x and a “normal” trivialization of L the following holds:
(5.10) |φ(z)| ≤ C |z|2 ,
where C can be taken to be independent of the center x on any given
compact subset of X. Moreover, if the second partial derivatives of φ
exist at z = 0, then for any ǫ > 0, there is a δ > 0 such that
(5.11) (|z| ≤ δ ⇒
∣∣∣∣∣φ(z)−
n∑
i=1
λi |zi|2
∣∣∣∣∣ ≤ ǫ |z|2
and for any fixed positive number R the following uniform convergence
holds when k tends to infinity
(5.12) sup
|z|≤R
∣∣∣∣∣kφ( z√k )−
n∑
i=1
λi |zi|2
∣∣∣∣∣→ 0.
Finally, if the center x is in the weak bulk, then for any ǫ > 0, there is a
δ > 0 such that
(5.13) (iii) |z| ≤ δ ⇒ |φe(z)− φ(z)| ≤ ǫ |z|2
The next lemma only uses local properties of holomorphic functions
and was called local holomorphic Morse inequalities in [10]. See [13] for
the proof when the weight φ is merely C1,1−smooth.
Lemma 5.3. Fix a center x in X where the second derivatives of the
weight φ exist and normal coordinates z centered at x. Then
lim sup
k
k−nρ(1)k (z/k
1/2) ≤ det
ω
(ddcφ)(x).
Moreover, if |z| ≤R then the l.h.s. above is uniformly bounded by a
constant CR which is independent of the center x.
Now we can prove the following lower bound on the 1-point correlation
function in the weak bulk, which is a refinement of Lemma 4.4 in [14]:
Lemma 5.4. Fix a center x in the weak bulk and normal coordinates z
centered at x. Then
lim inf
k
k−nρ(1)k (z/k
1/2) ≥ det
ω
(ddcφ)(x)
Proof. Step1: construction of a smooth extremal σk. Fix a point x in the
weak bulk. First note that there is a smooth section σk with values in
kL+ F such that
(5.14)
(i) lim
k→∞
|σk|2kφ (z0/
√
k)
kn ‖σk‖2kφ+φF
= (
1
2π
)n det λ, (ii)
∥∥∂σk∥∥2kφe+φF ≤ Ce−k/C
To see this first take normal trivializations of L and F and normal coor-
dinates z centered at x (i.e. x corresponds to z = 0). Next, by scaling
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the coordinates z we can assume that
ωx0 =
i
2
n∑
i=1
1
λi
dzi ∧ dzi, (ddcφ)x0 =
i
2π
n∑
i=1
dzi ∧ dzi
Fix a smooth function χ which is equal to one when |z| ≤ δ/2 and
supported where |z| ≤ δ; the number δ will be assumed to be sufficiently
small later on. Now σk(z) is simply obtained as the local section with
values in Lk represented by the function
χ(z)ek(z¯0·z−
1
2
z¯0·z0)
close to z = 0 and extended by zero to all of X. To see that (i) holds
note first consider the numerator
|σk|2kφ (z0/
√
k) = ez¯0·z0e−kφ(z0/
√
k) → 1,
when k tends to infinity, using 5.12. Next, write the the integrand in
kn ‖σk‖2kφ+φF , in the form
χ(z)2kne−k(|z−z0/
√
k|2+(φ(z)−|z|2))((det λ)−1 + o(1))
and decompose the region of integration according to the following de-
composition of the radial values:
(5.15) [0, δ] = [0, R/
√
k]
⊔
[R/
√
k, δ],
where R is a fixed large number. In the first region, we have by 5.12,
sup
|z|≤R/√k
∣∣k(φ(z)− |z|2)∣∣→ 0
Hence, performing the change of variables z = z′/
√
k gives
lim
k→∞
kn ‖σk‖2kφ+φF ,[0,R/√k] = (det λ)−1
∫
[0,R]
e−|z
′−z0|2(
i
2
n∑
i=1
dz′i ∧ dz′i)n/n!
As fort the second region in 5.15 we have
(5.16)
∣∣∣z − z0/√k∣∣∣2 + (φ(z)− |z|2) ≥ 1
2
|z|2
for R sufficiently large. Indeed, by 5.11
|z| ≤ δ ⇒ ∣∣(φ(z)− |z|2)∣∣ ≤ 1
4
|z|2 .
Moreover, ∣∣∣z − z0/√k∣∣∣2 ≥ 1
4
|z|2 ,
for all k, if R is sufficiently large. Hence,
kn ‖σk‖2kφ+φF ,[R/√k,δ] ≤
∫
[R/
√
k,δ]
kne−k
1
2
|z|2 → 0,
since it is the tail of a convergent (Gaussian) integral (using the change
of variables z = z′/
√
k again). Finally, letting first k and then R tend to
infinity finishes the proof of (i) in 5.14.
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Next, to prove (ii) in 5.14, first note that
(5.17)∥∥∂σk∥∥2kφe+φF ≤ C ′
∫
δ/2≤|z|≤δ
e−k(|z−z0/
√
k|2+(φ(z)−|z|2)+φe(z)−φ(z)))ωn(0)
as follows from the definition of χ. Now take δ so that, using 5.11 and
5.13 ,
(5.18) |z| ≤ δ ⇒ φ(z) + (φe(z)− φ(z)) ≥ |z|2 /4
for δ sufficiently small. Combining 5.16 and 5.18 shows that the exponent
in 5.17 is at most−1
4
k |z|2 which proves (ii) in 5.14.
Step2: perturbation of σk to a holomorphic extremal αk.
This step is just a repetition (word for word) of the corresponding step
in the proof of lemma 4.4 in [14]. For completeness we recall it briefly
here. Equip kL + F with a “strictly positively curved modification” ψk
of the metric kφe + φF as constructed in [14]. Let gk = ∂σk and let αk
be the following holomorphic section
αk := σk − uk,
where uk is the solution of the ∂-equation in the Hörmander-Kodaira
theorem 4.1 with gk = ∂σk. Using properties of φe on then obtains the
estimate
(5.19) ‖uk‖kφ+φF ≤ C ‖gk‖kφe+φF
and then (ii) in 5.14 in the right hand side gives
(a) ‖uk‖kφ+φF ≤ Ce−k/C , (b) |uk|
2
kφ+φF
(x) ≤ C ′kne−k/C′,
where (b) is a consequence of (a) (using Prop 4.5 at z = 0). Combining
(a) and (b) with (i) in 5.14 then proves that (i) in 5.14 holds with σk
replaced by the holomorphic section αk. By the definition of ρ
(1)
k this
finishes the proof of the lemma. 
Before turning to the proof of Theorem 1.1 we also recall the following
uniform estimate (which follows from lemma 5.3 precisely as in lemma
5.2 (i) in [12]):
Lemma 5.5. Fix a center x in X and normal coordinates z and w cen-
tered at x with z, w contained in a fixed compact set. Then
k−2n
∣∣Kk(z/k1/2, w/k1/2))∣∣2kφ+φF ≤ C
for some constant independent of the center x in X.
5.2.1. Proof of Theorem 1.1. Fix a point x0 in X and take coordinates
z and w centered at x and normal trivializations of L and F as in
the proof of the previous lemma, inducing corresponding trivializations
around (x, x) in X ×X. Consider the holomorphic functions fk(z, w) =
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k−nKk(k−1/2z, k−1/2w¯) and f(z, w) = detω(ddcφ)(x0)ezw on the polydisc
on ∆R of radius R centered at the origin in C
2n. By lemma 5.5:
(5.20) sup
∆R
|fk| ≤ CR,
Moreover, combining the upper and lower bounds in lemma 5.3 and
lemma 5.4, respectively, shows that fk tends to f onM := {(z, z¯) ∈ ∆R}.
Now, by the bound 5.20 fk has a convergent subsequence converging uni-
formly on ∆R to a holomorphic function f∞ where necessarily f∞ = f on
M. But since M is a maximally totally real submanifold it follows that
f∞ = f everywhere on ∆R. Since, the argument can be repeated for any
subsequence of fk this proves the uniform convergence in the theorem.
Finally, the convergence of higher derivatives is a standard consequence
of Cauchy estimates.
Remark 5.6. In fact, Theorem 1.1 also follows in a more or less formal
way (using the method in [12]) from combining Lemma 5.3 with the the
special case of Lemma 5.4 obtained by setting z = 0 (which was obtained
in [14]). But the present method is more explicit and hence gives a better
control on the convergence, which might be useful in other contexts.
5.3. Off-diagonal decay of Kk(x, y). The next theorem is a refined
version of Theorem 1.3 stated in the introduction (the dependence on
the line bundle F will be important in the proof of Theorem 1.5).
Theorem 5.7. Let L be a big line bundle and Kk the Bergman kernel of
the Hilbert space H(kL + F ). Let E be a compact subset of the interior
of the bulk. Then there is a constant C (depending on E) such that the
following estimate holds for all pairs (x, y) such that either x or y is in
E :
k−2n |Kk(x, y)|2kφ+φF,t ≤ Ce−
√
kd(x,y)/C
for all k, where d(x, y) is the distance function with respect to a fixed
smooth metric ω on X. Moreover, fixing a smooth reference weight φF0on
L the constant C can be taken to only depend on the continuous weight
φF via an upper bound on the L
∞−norm ‖(φF − φF0)‖L∞(X) .
Proof. Fix a point x in X and take an element sk in Hk such that
(5.21) |sk|2 e−kφ = |Kk(x, ·)|2 e−kφ(x)e−kφ(·)
Next, fix a point y in the set E appearing in the formulation of the
theorem and “normal” local coordinates z centered at y and a “nor-
mal” trivialization of L (see the beginning of the section). In particular,
φ(0) = ∂φ(0) = 0. Identify sk with a local holomorphic function in the
z−variable. By the mean value property of holomorphic functions
sk(0) =
∫
χksk,
where χk = cnk
nχ(
√
kz) has unit mass and is expressed in terms of
a radial smooth function χ supported on the unit-ball (so that χk is
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supported on the scaled unit ball of radius 1/
√
k).Writing χkφ := χke
kφ(x)
the relation 5.21 gives,
|sk|kφ (y) =
∣∣∣〈χkφ, sk〉kφ∣∣∣ = |Πk(χkφ)(x)|kφ (x)
using the definition of sk in the last equality. Decomposing Πk(χkφ) =
χkφ + (Πk(χkφ)− χkφ) and applying Theorem 4.3 combined with propo-
sition 4.5 now yields the following estimate
(5.22) |sk|kφ+√kψk (y) ≤ |χkφ|kφ+√kψk (x) + Ck(n−1)/2
∥∥∂χkφ∥∥kφ+√kψk
for any function ψk satisfying the assumptions in Theorem 4.3. The idea
now is take ψk to be comparable to the distance to x. In the following
we will denote by R a sufficiently large (but fixed constant).
Case 1: d(x, y) ≥ 1/R. Set ψk = ψ for a fixed smooth function ψ
on X such that ψ(·) = 1/R when d(x, ·) ≥ 1/(2R) and ψ(·) = 0 for
when d(x, ·) ≤ 1/(4R). For R >> 1 (but fixed) the assumptions on ψk
in Theorem 4.3 are clearly satisfied (using that y is in the interior of the
bulk). Hence, the estimate 5.22 gives
|sk|2kφ e
√
k/C(y) ≤ 0 + Ckn 1
k
∥∥∂χkφ∥∥2kφ+0 ≤ C ′k2n
using that ψ = 0 on the support of χkφ and that
∣∣k∂φ∣∣2 is uniformly
bounded there (since ∂φ is assumed to be Lipschitz continuous and van-
ishing when z = 0). Since by definition sk is related to Kk by the relation
5.21 this proves the theorem in this case.
Case 2: d(x, y) ≤ 1/R. In this case we may assume that x is con-
tained in the fixed coordinate neighborhood of y. By a translation of the
coordinates z we now assume that they are centered at x. Set
ψk(z) =
1
R
κ(|z|2 + 1/k)1/2
where κ corresponds to a smooth function on X which is equal to one on
the “ball” {d(, y) ≤ 2/C} and is supported in the set E. Accepting for
for the moment that the assumptions on ψk in Theorem 4.3 are satisfied,
the inequality 5.22 gives (with z ↔ y)
|sk|2kφ e
√
k(|z|2+1/k)1/2)(z) ≤ |χkφ|2kφ+1 (x) + C ′kn
1
k
∥∥∂χkφ∥∥2kφ+1 ≤ C ′′k2n
using that
√
kψk ≥
√
k/
√
k on the support of χkφ in the first inequality.
In particular,
|sk|2kφ (z) ≤ C ′k2ne−
√
k|z|
which proves the theorem, since the distance function d(·, y) is compara-
ble, close to y, with the distance function induced by the local Euclidean
metric.
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Next, let us check that the assumptions on ψk in Theorem 4.3 are
indeed satisfied. Differentiating gives
(5.23) ∂ψk =
1
R
(∂κ · (|z|2 + 1/k)1/2 − κ zdz¯
2(|z|2 + 1/k)1/2 )
Hence,
(5.24)
∣∣∂ψk∣∣ ≤ 1
R
(C ′ + C ′′
√
k)
so that (i) in Theorem 4.3 holds for R >> 1. Next, note that fk :=
(|z|2 + 1/k)1/2 is a psh function. Hence, formula 5.23 combined with
Leibniz rule gives
∂∂ψk ≥ ∂∂κ · fk + ∂κ ∧ ∂fk + ∂κ ∧ ∂fk
and 5.24 (which clearly also holds when ψk is replaced by fk) then shows
that assumption (ii) in Theorem 4.3 holds, as well (even without taking
R large).
Finally, the last statement in the theorem, concerning the dependence
on φF , follows immediately from writing φF = f +φF0 and repeating the
previous proof with kφ replaced with kφ+ f and using the L2−estimate
in Remark 4.2. 
5.4. Fluctuations.
Theorem 5.8. Let L be a big line bundle and Kk the Bergman kernel of
H(X, kL+ F ). Let u be a Lipschitz continuous function on X. Then
lim inf
k→∞
1
2
∫
X×X
k−(n−1) |Kk(x, y)|2kφ+φF (u(x)− u(y))2 ≥ ‖du‖
2
(S,ωφ)
where equality holds, with lim inf replace by lim, if u is supported in a
compact subset of the bulk. Moreover, if φF satisfies the assumptions in
the previous theorem, then the left hand side above is uniformly bounded
by a constant only depending on φF through the L
∞−norm of φF − φF0.
Proof. Let us start by the first point in the theorem, i.e. the case when
u is compactly supported in the bulk.. Denote by E the support of u.
First note that the integrand vanishes if both x and y are in X −E. We
rewrite the integral above as follows:
2Ik :=
∫
E×X∪X×E
∣∣k1/2(u(y)− u(x))∣∣2 k−n |Kk(x, y)|2 e−kφ(x)e−kφ(x)ωn(x)∧ωn(y),
Decompose the integral above as Ak,R + Bk,R + Ck,R according to the
following three regions:
First region (1 ≤ d(x, y)): By symmetry we may assume that x ∈ E.
But then Theorem 5.7 shows that Ak tends to zero only using that u is
bounded.
Second region (Rk−1/2 ≤ d(x, y) ≤ 1) : Again, by symmetry we may
assume that x ∈ E. Since u is Lipschitz continuous |u(y)− u(x)| ≤
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Cd(x, y). Hence, by Theorem 5.7
Bk,R ≤ C
∫
Rk−1/2≤{d(x,y)≤1
∣∣∣√kd(x, y)∣∣∣2 kne−√kd(x,y)/Cωn(x) ∧ ωn(y).
Performing a change of variables (with y fixed) then gives
(5.25) Ik ≤ C
∫
X
(
∫
2
√
k≥|ζ|≥R/2
|ζ |2 e−|ζ|dζ...)ωn(x)→ 0,
when first k and then R tends to infinity. 
Third region (d(x, y) ≤ Rk−1/2) :
By the previous discussion only the third region gives a contribution
to the asymptotics of the integrals Ik :
lim
k→∞
Ik := 0 + 0 + lim
R→∞
lim
k→∞
Ck,R,
assuming that the last limits exist, as well be shown next. To this end fix
R > 0 and note that, using a partition of unity we may as well replace
the total region of integration X ×X by U ×U, where U is a given local
coordinate neighborhood. Moreover, the third region Ck,R may as well
be replaced by the region C ′k,R defined by |x − y| ≤ Rk−1/2, expressed
in terms of the Euclidean distance on U (just using that A−1|x − y| ≤
d(x, y) ≤ A|x− y| on U for some positive constant A). Upon removing a
set of measure zero we may also assume that x is in the bulk (since E is a
compact set in the interior of the bulk) and that the first order derivatives
of u exist at x. Now take “normal coordinates” z and trivializations of
L and F centered at x. Then the integral over {x} × Y in C ′k,R may be
written as
(5.26)
∫
|z|≤R
gk(x, z)ωn(k
−1/2z),
where, gk(x, z) :=
=
∣∣k1/2(u(k−1/2z)− u(0))∣∣2 k−2n ∣∣Kk(0, k−1/2z)∣∣2 e−kφ(k−1/2z)e−kφ(0)ωn(k−1/2z)
(using the change of variables z → k−1/2z). Since u is assumed to be
Lipschitz continuous and differentiable at z = 0 we have
sup
|z|≤R
∣∣∣∣∣(k1/2(u(k−1/2z)− u(0)))− (
n∑
i=1
aizi + aizi)
∣∣∣∣∣→ 0, ai := ∂u∂zi (0)
By the scaling asymptotics in Theorem 1.1 and Lemma 5.5 and the Lip-
schitz assumption on u we have
|gk(x, z)| ≤ AR
and
lim
k→∞
gk(x, z) =
∫
|z|≤R
∣∣∣∣∣
n∑
i=1
aizi + aizi)
∣∣∣∣∣
2
(
det λ
πn
)2e−〈λz,z〉
i
2
dz1 ∧ dz¯1 ∧ · · ·
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As a consequence, computing the Gaussian integrals gives
lim
R→∞
lim
k→∞
gk(x, z) = (
det λ
πn
)
∑
i
2
∣∣∣∣ ∂∂ziu(0)
∣∣∣∣2 λ−2i cn,
where
cn = (
∫ ∞
0
se−sds)n = − d
dt
|t=1
∫ ∞
0
e−tsds = 1
Hence, by the dominated convergence
I =
1
2
lim
R→∞
lim
k→∞
Ck,R =
1
π
∫
X
|∂u|2(ddcφ) (ddcφ)n/n!,
which concludes the proof of the convergence in theorem. To prove the
last statement of the theorem just note that the integrand may, as above,
be estimated from above by
C
∣∣∣√kd(x, y)∣∣∣2 kne−√kd(x,y)/C ,
where C only depends on the L∞−norm of |φF − φF0|, according to
Theorem 5.8. Integrating over x and y then concludes the proof, as
above.
Finally, for a general Lipschitz continuous u the lower bound on the
second point of the theorem follows by restricting the integration to the
third region above with x restricted to the weak bulk. Indeed, letting
first k → ∞ using the scaling asymptotics in Theorem 1.1 as above to-
gether with Fatou’s lemma and then letting R→∞, using the monotone
convergence theorem, gives the desired lower bound.
6. Asymptotics for linear statistics
Let us first recall the setup in section 5. A line bundle L → X and a
pair (φ, ωn) induces a Hilbert space H(X,L) of dimension N with asso-
ciated Bergman kernel K(x, y). Recall also that, in general, a subindex k
on an object indicates that it is defined with respect to (kL, kφ). Hence,
we will set k = 1 in the following definitions.
We define the associated ensemble (XN , γ) by letting γ be the proba-
bility measure with the following density:
P(x1, ..., xN) := 1
N !
det(K(xi, xj)e
− 1
2
(φ(xi)+φ(xj))).
By lemma 5.1 this is indeed a well-defined probability measure. Note
that the ensemble is symmetric in the sense that P(x1, ..., xN) is invariant
under permutations of the components xi.
6.1. Correlation functions. Next, we recall the general formalism of
correlation functions. But it should be pointed out that in the present
paper we will mainly consider the correlation functions in formula 6.1
below, that the reader could also take as definitions.
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For a general symmetric ensemble (XN , γ) the m−point correlation
measures on Xm may be defined as N !/(N − m)! times the pushfor-
ward of γ to Xm under the projection (x1, ...xN) 7→ (x1, ..., xm) (i.e. the
m−dimensional marginal of γ). The m−point correlation functions ρ(m)
on Xm are then defined as the corresponding densities. As is well-known
[30, 75] the fact that the defining kernel K of the process represents an
orthogonal projection operator leads to the following quite remarkable
identities in the present context:
ρ(m)(x1, ..., xm) = det
1≤i,j≤m
(K(xi, xj)e
− 1
2
(φ(xi)+φ(xj)))
A crucial role in the present paper is played by the so called connected
2−point correlation function ρ(2),c which may be defined by
ρ(2).c(x, y) := ρ(2)(x, y)− ρ(1)(x)ρ(1)(y)
Hence, ρ(1) and ρ(2).c may be simply expressed as
(6.1) ρ(1)(x) = |K(x, x)|φ , ρ(2).c(x, y) = − |K(x, y)|2φ .
Remark 6.1. The present setup is essentially a special case of the general
formalism of determinantal random point processes [75, 48, 50]. It falls
into the class of such processes where the correlation kernel is the integral
kernel of an orthogonal projection operator.
6.2. Linear statistics. A given (measurable) function u on (X,ωn) in-
duces the following random variable N [u] on (XN , dP) :
N [u](x1, ..., xN) := u(x1) + ....+ u(xN ).
Hence, if u is the characteristic function of a set Ω inX, thenN [u](x1, ..., xn)
simply counts the number of xi contained in Ω. However, we will mainly
focus on the case when u is continuous. For a given random variable X
we will write its fluctuation as the random variable
X˜ := X − E(X ),
so that E(X˜ ) = 0. Recall that the variance of a random variable X is
defined as
Var(X ) := E((X˜ )2)
The following lemma is also essentially well-known.
Lemma 6.2. The following formulas for the expectation and variance of
Nk[u] hold:
(i) Eφ+tu(N [u]) = − d
dt
logEφ+tu(e
−tN [u]) =
∫
X
|Kφ+tu(x, x)|φ+tu u(x)
and
(ii) Varφ+tu(N [u])) = d
2
d2t
logEφ+tu(e
−tN [u]) =
=
1
2
∫
X×X
|Kφ+tu(x, y)|2φ+tu (u(x)− u(y))2ωn(x) ∧ ωn(y)
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Proof. Without loss of generality we may as well calculate the derivatives
at t = 0 (indeed, at a general t = t0 one then rewrites φ + (t0 + ǫ)u =
(φ+ t0u) + ǫu and applies the previous case with φ replaced by φ+ t0u).
Set f(t) := − logE(e−tN [u]) Then it follows immediately that
d
dt |t=0
f(t) =
∫
XN
N∑
i=1
u(xi)ρ
(N)(x1, ..., xN)ω
⊗N
n =
∫
X
uρ(1)ωn,
which, combined with formula 6.1 proves the item (i). Similarly,
d2f(t)
d2t |t=0
=
∫
XN
∑
1≤i,j≤N
u(xi)u(xj)ρ
(N)(x1, ..., xN )ω
⊗N
n
and hence splitting the sum over the indices (i, j) where i = j and i < j
gives
d2f(t)
d2t |t=0
=
∫
X
u2ρ(1)ωn +
∫
X2
u(x)u(y)ρ(2)(x, y)ωn
Invoking formula 6.1 for ρ(2)(x, y) thus gives that
d2f(t)
d2t |t=0
=
∫
X
u2|K(x, x)|φωn+
∫
X2
u(x)u(y)
(|K(x, x)|φ|K(y, y)|φ− |K(x, y)|2φ)
Under the normalization that Eφ(N [u]) :=
∫
uρ1ωn = 0 this means that
d2f(t)
d2t |t=0
=
∫
X
u2|K(x, x)|φωn −
∫
X2
u(x)u(y)|K(x, y)|2φ.
The proof is now concluded by first rewriting u(x)u(y) = −(u(x) −
u(y))2/2+u(x)2/2+u(y)2/2 and then integrating over first x and then y
and using that (by the reproducing property) |K(x, x)|φ =
∫
X
|K(x, y)|2φωn(y).

Remark 6.3. Let (si) be an orthonormal base for H
0(X,L) w.r.t. (φ, ωn).
Then E(e−tN [u]) may be alternatively expressed as a Gram determinant:
(6.2) E(e−tN [u]) = det
(
〈si, sj〉φ+tu
)
i,j
and hence form the point of view of Kähler geometry the functional
u 7→ − logE(e−tN [u]) can be viewed as a Donaldson Lk−functional (see
[37, 16, 19] and references therein). Formula 6.2 follows immediately
from writing
E(e−tN [u]) =
∫
XN
|det(S)(x1, ..., xN)|2φ+tu ω⊗Nn∫
XN
|det(S)(x1, ..., xN )|2φ ω⊗Nn
.
and applying the identity 5.8 to the weights φ and φ+ tu.
Proposition 6.4. Suppose that u is a bounded function on X and (φ, µ)
is a general weighted measure. Then
(i) Vark(N [u])) = O(kn)
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Moreover, if (φ, ωn) is strongly regular and u continuous, then
(ii) Vark(N [u])) = o(kn).
Proof. By (ii) in lemma 6.2
Vark(N [u])) = 1
2
∫
X×X
|Kk(x, y)|2kφ (u(x)− u(y))2ωn(x) ∧ ωn(y)
The first item of the proposition follows immediately, since u is assumed
bounded, from combining 5.7 and 5.4 and using that Nk = O(k
n) for any
line bundle L. The second item follows from [14] where it is shown that∫
k−n |Kk(x, y)|2kφ f(x)g(y)ωn(x) ∧ ωn(y)→
∫
X
fgµφe,
for any continuous functions f, g. 
6.3. A law of large numbers (proof of Thm 1.4). By (i) in Lemma
6.2 and [17, Thm B]:
Ek(k
−nN [u]) =
∫
X
|Kk|kφ uωn →
∫
X
uµφe.
Moreover, by (i) in the previous proposition
Vark(k
−nN [u])) = O(k−n)→ 0.
Hence, the theorem follows directly from Chebishevs inequality, just like
in the usual proof of the classical weak law of large numbers.
6.4. A central limit theorem (proof of Thm 1.5).
Proof. We start by taking t ∈ R. Let Fk(t) := − logEk(e−tk−(n−1)/2N˜k[u]).
By (i) in Lemma 6.2
(6.3)
dFk(t)
dt t=0
= k−(n−1)/2Ek(N˜k) = 0,
using the definition of N˜k in the last equality. Moreover, by (ii) in Lemma
6.2
d2Fk(t)
d2t
= −k−(n−1) 1
2
∫
X×X
|Kkφ+thk(x, y)|2kφ+thk (hk(x)− hk(y))2
where hk = u − ck with ck = Ek(Nk). Next, note that the map ψ 7→
|Kψ(x, y)|2ψ is clearly invariant under ψ → ψ + c for any constant c.
Hence, we get
d2Fk(t)
d2t
= −1
2
∫
X×X
|Kkφ+tu(x, y)|2kφ+tu (u(x)− u(y))2
Applying Theorem 5.8 to kL + F where F is the trivial holomorphic
line bundle equipped with the weight k−(n−1)/2tu (taking for example
φF0 ≡ 0) gives
(6.4) lim
k→∞
d2Fk(t)
d2t
= −‖du‖2ddcφ
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for all t. Using that the second order derivatives of Fk(t) uniform bound
are uniformly bounded on any fixed interval (by the uniformity in Theo-
rem 5.8) and 6.3 the theorem now follows by integrating over t. Indeed,
since Fk(t) and its first derivative vanish at t = 0 we have
Fk(t) =
∫ ∫
d2Fk(s)
d2t
χ(v, s)dvds,
where χ is the characteristic function of the set of all (v, s) such that
v ≤ s ≤ t. Hence 6.4 gives
(6.5) Fk(t)→ a
∫ ∫
χ(v, s)dvds = a
t2
2
, a := a := −‖du‖2ddcφ
which proves the point-wise version of the asymptotics 1.11 when t ∈ R.
Next, we set νk := k
−(n−1)/2N˜k[u]∗(γk), which gives a sequence of com-
pactly supported probability measures on R, obtained by pushing forward
the probability measure γk. Then we may write
Fk(t) =
∫
R
νk(s)e
−ts
which gives a well-defined holomorphic function for all t in C with
|fk(t)| ≤ CR
for all t ∈ C such that |t| ≤ R. By 6.5 we have fk(t) → f(t), where
f(t) is an entire function, on the maximally totally real set R in C.
Hence, the same normal families argument as below formula 5.20 shows
that uniform convergence actually holds on compacts of C (even for all
derivatives). Setting t = iξ with ξ ∈ R in particular gives that the Fourier
transforms ν̂k converges uniformly om compacts in Rξ towards ν̂, where
ν̂ (and hence ν) is a centered Gaussian. As is well-known this latter
convergence property is equivalent to convergence in distribution. 
Finally, the variance asymptotics then follows by evaluating the con-
vergence of the second derivatives at t = 0 and using lemma 6.2.
6.5. Proof of Cor 1.6 (the normalized CLT). The case when u is
supported in the bulk follows directly from Theorem 1.5. Next, we recall
that by [76] the normalized CLT holds, for a general determinantal point
processes, under the condition that Var(N (u)) → ∞(as N → ∞) and
that there exists a positive numbers δ and C such that
E(N (u)) ≤ C (Var (N (u)))δ .
Since E(N (u)) ∼ N ∼ kn the validity of these assumptions in the present
setting, when n ≥ 2, follows directly from the lower bound on the variance
in Theorem 1.5 (by taking δ = (n− 1)/n).
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6.6. An alternative proof of the CLT for smooth data using sec-
ond order expansions. We start by recalling the following result in
[14] generalizing the seminal asymptotic expansion of Zelditch and Catlin
concerning the case when ddcφ > 0 on all of X (see [78, 15]).
Theorem 6.5. Assume that φ is a smooth weight on the ample line
bundle L, ωn a smooth volume form on X and φF a smooth metric on a
line bundle F. Then, on the diagonal, the point-wise norm of the Bergman
kernel Kk of H
0(X, kL + F ) endowed with the corresponding L2−norm
admits a complete asymptotic expansion on any compact subset of bulk.
More precisely, the corresponding second order expansion is given by
|Kk(x, x)|kφ+φF
ωn
n!
=
=
kn
n!
ωnφ +
kn−1
(n− 1)!
(
−1
2
Ric ωφ+Ricω + dd
cφF
)
∧ ωn−1φ +O(kn−2),
(the form Ric η := −ddc log ηn represents the normalized Ricci curvature
of a Kähler metric η).
Remark 6.6. Strictly speaking the result in [14] was only formulated when
F is trivial (which in fact will be enough for our purposes). But exactly
the same proof applies for a general F. Indeed, around any point where
ωφ > 0 [15] gives the expansion for a local version of the Bergman kernel
(the contribution to the coefficients coming from the line bundle F are
computed in [15, Section 2.5]). Then the local Bergman kernel is shown
to coincide with the global one in the bulk using Theorem 4.1 with L
replaced by kL+ F −KX (just as in the proof of Step 2 in Lemma 5.4).
In particular, by the previous theorem the following holds in the bulk:
(6.6)
(|Kk(x, x)|kφ+φF −Kk(x, x)|kφ)
ωn
n!
=
kn−1
(n− 1)!dd
cφF∧(ddcφ)n−1+O(kn−2),
Let us now specialize to the case when n = 1 and apply the previous
result to the trivial line bundle F endowed with the weight φF = tu for
t ∈ R and u a smooth function supported in the interior of the bulk.
Then it is not hard to see that the remainder term above is uniform in
t, as long as |t| ≤ C (indeed, the proof in [15] shows that the remainder
term only depends on an upper bound on the local sup-norm of the local
derivatives of φF ).
Now, combining the asymptotics in 6.6 with the first formula in Lemma
6.2 gives
− d
dt
logEkφ+tu(e
−tN˜ [u]) =
∫
X
|Kk(x, x)|kφ+tuuω −
∫
X
|Kk(x, x)|kφuω =
= t
∫
X
(uddcu+ o(1),
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where the remainder term tends to zero, uniformly in k and t. Hence,
integrating over t gives
− logEkφ+tu(e−tN˜ [u]) =
∫ t
0
sds
∫
X
uddcu =
1
2
∫
X
uddcu,
proving the asymptotics in formula 1.11 in this special case (which im-
plies Theorem 1.5, just as before). In fact, the uniformity in t used
above may be dispensed with. Indeed, by the convexity of t 7→ g(t) :=
− logEkφ+tu(e−tN˜ [u]) we have g′(0) ≤ g′(t) ≤ g′(1) so that the dominated
convergence theorem may be applied.
Remark 6.7. It follows immediately from Theorem 6.5 that, for u as
above, the expectation of N (u) has a complete asymptotic expansion of
the form
E(N (u)) =
∫
X
u
(
kn
n!
ωnφ +
kn−1
(n− 1)!
(
−1
2
Ric ωφ+Ricω
)
∧ ωn−1φ
)
+O(kn−2).
Moreover, when ωφ > 0 on all of X integrating the asymptotics in Theo-
rem 6.5 yields a complete asymptotic expansion of the partition function
logZNk [φ] corresponding to (φ, ωn) (see the notation Section 7.2):
− 1
Nkk
logZNk [φ] = F0[φ] + F1[φ]k−1 + ...,
where F0 and F1 are explicit functionals, well-known in Kähler geom-
etry (F0 is the primitive E of the Monge-Ampère operator, sometimes
called the Aubin-Yau energy and F1 is a twisted version of the K-energy
functional [37]).
It seems likely that a similar argument applies when n > 1, using
φF = k
(n−1)/2t. But then one has to verify that the remainder terms are
uniform in k. Alternatively, one could, at least formally, apply the first
order asymptotics of Kk(x, x)|kφ˜ with the perturbed weight
(6.7) φ˜ := φ+ k−1k(n−1)/2u
Indeed, setting φt := φ+ tu, handling the limit k →∞ formally gives
k−(n−1)/2
(
Kk(x, x)|kφ˜ −Kk(x, x)kφ
) ≈ d
dt |t=0
k−nKk(x, x)kφt ≈
≈ dµφt
dt |t=0
=
1
(n− 1)!dd
cu ∧ (ddcφ)n−1
Anyway, an important feature of the proof of Theorem 1.5 in the previous
section is that it only requires that u be Lipschitz continuous. In con-
trast, any argument based on the second order expansion in Theorem 6.5
requires that u be, at least, C2−smooth, ensuring that ∆u is point-wise
defined.
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Remark 6.8. The alternative proof above is similar to the method of
proof in the real setting in [49] and the second proof of the corresponding
result in [2], also concerning the case n = 1 (the first proof in [4] uses
the method of cumulants). The second proof, which was only sketched in
[2], uses the formal first order argument involving the perturbed weight
φ˜ above which was made rigorous in [4], for real analytic φ, using the
method of Ward identities. An important feature of the method in [4]
is that it also applies on the boundary of S giving the precise “edge
contribution”. It would be very interesting to extend the results in [4]
(and the generalizations in [55, 7]) to the case when n > 1, as further
discussed in the following section.
7. Outlook on relations to LDPs and phase transitions
7.1. From the LDP towards a general CLT. Let us start with some
general considerations. Consider an N−particle random point processes
(µ(N), XN) on a compact topological space X. Assume that the law of
the corresponding empirical measure
δN :=
1
N
N∑
i=1
δxi
satisfies a large deviation principle (LDP) at a speed rN → ∞ and rate
functional E(µ) on P(X), symbolically expressed as
(δN )∗µ(N) ∼ e−rNE(µ), N →∞
(see [36] for the precise meaning of a LDP). In particular, by the contrac-
tion principle, this implies a LDP at the same speed rN for the real-valued
random variable 〈δN , u〉 on (µ(N), XN) defined by a given continuous func-
tion u ∈ C0(X). It is well-known that, in general, a LDP at a speed rN
for a real-valued random variable implies, under suitable further assump-
tions (that are unfortunately rather strong) a CLT of the following form:
(7.1) r
1/2
N (〈δN , u〉 − E(〈δN , u〉)→ N (0, σu),
in distribution, where the variance σu is given by
(7.2) σu = −d
2F(tu),
d2t |t=0
,
expressed in terms of the concave functional F(u) defined by the following
limit:
(7.3) F(u) := lim
N→∞
F (N)(u), F (N)(u) := − logE(e−rN 〈u,δN 〉),
where 1
rN
logE(e−rN t〈u,δN 〉) is thus a scaling of the moment generating
function logE(e−〈u,δN 〉) of the random variable 〈u, δN〉 . The existence of
the limit above follows from the LDP (by Varadhan’s lemma [36]) and the
functional F on C0(X) coincides with the Legendre-Fenchel transform of
the rate functional E(µ). For example, by [26], the CLT follows from the
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LDP under the assumption that f(t) := F(tu) is real-analytic and the
convergence of F (N)(tu) towards f(t) can be extended to complex valued
t (which, in particular, requires the absence of phase transitions at any
order, as recalled below).
Conversely, we make the following simple observation:
Proposition 7.1. If the LDP holds with a speed rN and a CLT (as in
formula 7.1) holds, then the corresponding variance σu is given by
σu = − lim
N→∞
d2F (N)(tu),
d2t |t=0
.
Proof. If the CLT holds then
g(N)(t) := logE(e−(rN )
1/2(〈u,δN 〉−E〈u,δN 〉))→ a|t|2/2
in the C∞loc−topology, where a ∈ R is the corresponding variance (by the
argument used in the end of the proof of Theorem 1.5). In particular,
d2g(N)(t)
d2t |t=0
→ a.
But, g(N)(t) = −rNf (N)(r−1/2N t) + E(〈u, δN〉)t and hence d
2g(N)(tu)
d2t |t=0 co-
incides with −d2f(N)(t)
d2t |t=0, which concludes the proof. 
In the present setting the LDP for the laws of the empirical measure
is established in [18] at a speed
rN = kNk
and the corresponding functional F (formula 7.3) may be expressed as
F(u) = E((φ+ u)e),
where E is a primitive of complex Monge-Ampère operator, i.e. for any
smooth weight φ and smooth function u
E((φ+ tu))
dt |t=0
=
1
n!
∫
X
(ddcφ)nu
Moreover, by [16, Thm B], the functional F is Gateaux differentiable
on C0(X) and its differential at φ is represented by the corresponding
equilibrium measure, i.e. for any u ∈ C0(X)
(7.4)
dF(tu)
dt |t=0
=
1
n!
∫
X
(ddcφe)
nu
Since the linear statistic N [u] is given by
N [u] := N 〈u, δN〉
and N ∼ kn the general discussion above thus suggests that, under suit-
able assumptions, a CLT of the following form should hold:
N−(1−1/n)/2(N [u]− E(N [u])→ N (0, σu),
which is thus consistent with the CLT in Theorem 1.5 and Corollary 1.6.
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Remark 7.2. As shown in [18], the LDP in the present setting follows
from the asymptotics 7.3 (established in the present setting in [16, Thm
A]) together with the Gärtner-Ellis theorem, using the differentiability
of F . The corresponding rate functional E on P(X) may then be defined
as the Legendre-Fenchel transform on P(X) of the functional F and the
differentiability of F corresponds to the strict convexity of E (on the
convex subset {E < ∞} ⊂ P(X)). In fact, the LDP in [18] holds in
the very general setting where µ has the property that (φ, µ) satisfies
the Bernstein-Markov property for any continuous weight φ (i.e. the
corresponding one-point correlation density has sub-exponential growth).
In particular, this is the case in the purely real setting where X = Rn
and φ has super logarithmic growth.
7.2. Relations to phase transitions. In the present setting the prob-
ability measure µ(N) on XN may be represented as the Gibbs measure
µ(N) :=
e−βE
N
ZN [φ]
µ⊗N0 , ZN [φ] :=
∫
XN
e−βE
N
µ⊗N
at inverse temperature β = 2, of the Hamiltonian
E(N) := − log |det(S)(x1, ..., xN)|kφ
where ZN [φ] is the corresponding partition function (see Remark 6.3).
Accordingly, the scaled moment generating function may, in the termi-
nology of statistical mechanics, be represented as a difference of scaled
free energies :
1
rN
logE(e−rN t〈u,δN 〉) =
1
kNk
logZN [φ+ tu]− 1
kNk
logZN [φ].
The limiting functional F(u) can thus be viewed as the thermodynam-
ical free energy functional, describing the leading asymptotics of the
N−dependent free energies F (N)(u), as N →∞. We recall that, accord-
ing to Ehrenfest’s classical classification of phase transitions, a system is
said to exhibit a phase transition of order m when the m th derivative
of the thermodynamical free energy has a discontinuity when considering
variations of the thermodynamical variable in question (assuming that
the lower order derivatives exist and are continuous). In the present set-
ting the thermodynamical variable is the function u defining the linear
statistic and we have the following
Proposition 7.3. Given a smooth bounded function u ∈ C0(X) the ther-
modynamical free energy t 7→ F(tu) has continuous first order deriva-
tives. Moreover, the right and left second order derivatives exist at t = 0
and are given by
(7.5)
d2F(tu),
d2t |t=0±
=
1
(n− 1)!
∫
v±ddcu ∧ (ddcφe)n−1
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where the right and left derivatives
(7.6) v± :=
d(φ+ tu)e
dt |t=0±
exist, defining bounded functions on X.
Proof. As recalled above the existence of the first order derivatives when
X is compact is the content of [16, Thm B] and the superlogarithmic
setting when X = Cn is shown in [18]. In order to study the second
order derivatives first observe that t 7→ (φ + tu)e(x) is concave (indeed
it is defined as the sup of linear functions). In particular, it is locally
Lipschitz continuous and hence the right and left derivatives v±, at t = 0,
indeed exist and are in L∞. Now, fixing t 6= 0 and setting ψt := (φ+ tu)e
we have, by formula 7.4,
dF(tu)
dt
− dF(0)
dt
=
∫
X
u ((ddcψt)
n − (ddcψ0)n) /n!.
Expanding the bracket and integrating by parts this means that
t−1(
dF(tu)
dt
−dF(0)
dt
) =
∫
X
ddcu∧t−1(ψt−ψ0)
(
(ddcψt)
n−1... + (ddcψ0)n−1
)
/n!.
By the regularity results in[14, 13] ddcψt is a L
∞−current which is uni-
formly bounded in t (for bounded t) and by concavity the left and right
limits v± of t−1(ψt − ψ0) as t→ 0± exist and are monotonic in t. Hence,
applying the dominated convergence theorem proves formula 7.5. 
This means that there is an absence of first order phase transitions in
the present setting. In the light of the discussion in the previous section
it is tempting to speculate that the linear statistic corresponding to a
smooth bounded function u on X satisfies a CLT, as in formula, if one
assumes that d(φ+tu)e
dt |t=0 exists, i.e.
v+ = v−
(perhaps with additional regularity assumptions) and that the limit σu
of the scaled variances N1/n−1VarN (u) is then given by
(7.7)
d2F(tu)
d2t |t=0
= − 1
(n− 1)!
∫
d(φ+ tu)e
dt |t=0±
ddcu ∧ (ddcφe)n−1
In the case when u is supported in the interior of the bulk this is consistent
with Theorem 1.5. Indeed, then v± = u and an integration by parts thus
reveals that the integral above coincides with the variance in question.
The speculation above is also consistent with the results in [4, 55, 7]
concerning the setting of super logarithmic growth in C. Indeed, in the
most general results appearing in [55, 7] it is, in particular, assumed that
∆φ > 0 on a neighborhood of the support S and that the boundary of
the support has no singular points (cusps) in the sense of [27]. Under
these assumptions it can be shown that d(φ+tu)e
dt |t=0 exists and is given by
the function u˜ defined as u on S and on X−S as the harmonic extension
45
of u. The point is that, assuming that the support Sφt varies continuously
with t, the following holds in the complement of S :
0 =
dµφt
dt |t=0
= ddc
d(φ+ tu)e
dt |t=0
In particular, one then has
d2F(tu),
d2t |t=0±
= −
∫
X
u˜ddcu˜ =
∫
X
du˜ ∧ dcu˜,
which indeed coincides with the formula for the variance in [4, 55, 7].
It would be very interesting to extend the CLTs in [4, 55, 7] to higher
dimensions n > 1 and show that the limiting variance is given by formula
7.7. Under the regularity assumption that φe admits a Monge-Ampère
foliation by Riemann surfaces in the complement Sc the role of u˜ is then
played by the extension of u which is harmonic along the leaves Lα of
the foliation and
d2F(tu),
d2t |t=0±
= −
∫
dα
∫
Lα
du˜ ∧ dcu˜,
i.e. a certain superposition of the Dirichlet norms of u˜ along the leaves.
Even though the regularity assumption used above is rather strong (in
general it holds if φe ∈ C3loc(Sc) and (ddcφe)n−1 is of rank n−1 in Sc) there
are certainly particular geometrically settings where it is satisfied. For
example, it applies in the setting of [65] and in the equivariant settings
in [61, 64, 79].
Even if the limit of the scaled variances N1/n−1VarN (u) may not exist
for a general strongly regular weighted measure (φ, ωn) it seems natural
to expect that the sequence is always bounded. By Lemma 6.2 this would
follow from the validity of the following
Conjecture 7.4. Given a strongly regular weighted measure (φ, µ) there
exists a constant C such that
1
2
∫
X×X
k−(n−1) |Kk(x, y)|2kφ d(x, y)2µ⊗ µ ≤ C,
where d(x, y) is the distance function corresponding to a given metric on
X.
In the “real setting”, i.e. case when µ is supported on a real algebraic
variety (or on X := Rn in the super logarithmic setting) the estimate in
the previous conjecture was established in [21] (in the case X = R with φ
real analytic the estimate is shown in [59]). Moreover, by the second item
in Prop 6.4 a weaker form of the conjecture holds, where the constant C
is replaced by o(k).
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