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INTRODUCTION 
Let {n,(x)} be a sequence of orthogonal polynomials with respect to a real 
distribution &. According to a classical theorem of Reisz 191, (x,(x)] is 
complete in L: if and only if w is either the solution of a determined 
Hamburger moment problem or an extremal solution of an indeterminate 
moment problem. In the special case where the zeros of the orthogonal 
polynomials have a finite infimum a and the Hamburger moment problem is 
indeterminate, there is an extremal solution which is essentially the only 
solution whose spectrum is a subset of [a, co) [4]. This solution is, in a 
sense, the “best” solution from the viewpoint of orthogonal polynomials 
since its spectrum consists of the limit points of the zeros of the polynomials. 
Askey remarked to the author that in view of Riesz’ theorem, it is 
surprising that so little attention has been paid to the question of extremal 
solutions. (Moak [8] has recently studied the extremal solutions associated 
with the “q-Laguerre,” nee generalized Stieltjes-Wigert, polynomials.) Askey 
suggested it would be desirable to investigate the existence of “best” extremal 
solutions in the general case or, as a first step, even in the “symmetric case” 
(moments of odd order are 0). 
In this paper, we will consider this special case and the related systems of 
orthogonal polynomials. In particular, we will show that an indeterminate 
symmetric moment problem has precisely two “symmetric” extremal 
solutions. This result, which we found surprizing at first, appears after 
reflection quite natural (and perhaps obvious) since the two solutions are the 
symmetrizations of the “best” extremal solutions of the related moment 
problems on [0, co). 
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I. SYMMETRIC MOMENT PROBLEMS 
We consider a moment sequence {prUn}F& satisfying 
P2n > 0, C12n+l = 0. 
We assume {,u,} satisfies Hamburger’s criterion 
A,, = det@i+j)f,jzO > 0, n 20, 
(1.1) 
so that there is a distribution function $ with an infinite spectrum p(4) such 
that 
i 
a, 
x” c-g(x) = ,Ll”. (1.2) 
-co 
A moment sequence and its corresponding Hamburger moment problem 
(Hmp) will be called symmetric if (1.1) is satisfied. A distribution function ( 
will be called symmetric if there is a constant C such that 
fxx) + d(-x> = c (1.3) 
at all points of continuity. It is clear that a solvable symmetric Hmp always 
has a symmetric solution since if 4, is any solution of (l.l), (1.2), then 
96) = f[W) - $*(-x)1 
yields a symmetric solution. 
(1.4) 
Let {,u,} be a symmetric moment sequence satisfying Hamburger’s 
criterion and let ( be a symmetric solution of the resulting Hmp. Then there 
is a uniquely determined sequence S = {S,(x)} of manic polynomials 
orthogonal with respect to 4. S is a symmetric orthogonal polynomial 
sequence: 
S,(-x) = (-l)“S,(x). 
The related sequence P = {P,(x)} defined by 
(1.5) 
P”(X’) = S,“(X) (1.6) 
is an orthogonal polynomial sequence (OPS) with respect o the distribution 
dv(x) = wm~ x > 0. (1.7) 
The sequence K = {K,(x)} defined by 
XK”(X2) = &n+,(x) (l-8) 
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is then the corresponding 
orthogonal with respect o 
sequence of manic kernel polynomials which are 
dw(x) = xdy(x), x > 0. (W 
A distribution having the form (1.9) will be said to be of kernel type. 
We will assume all distribution functions have been normalized by 
fw = il#(x’) + #W,], $(O) = 0. 
We will also always take p0 = 1 so the correspondence between (p,) and S is 
one-to-one. The distribution function defined by (1.7) is a solution of Stieltjes 
moment problem (Smp) corresponding to the moment sequence (~2n}~z0, 
while (1.9) yields a solution of the Smp for {pzfi+ 2 }FLO, The Smp for {pzn }
will be called the Smp associated with the symmetric Hmp for {p, } (and 
conversely). 
THEOREM 1. A symmetric Hmp iS determined lf and only if the 
associated Smp is determined. 
proof Assume the symmetric Hmp is indeterminate. According to a 
theorem of Stone [ 12, Theorem 10.421, for every closed set F of real 
numbers, there is a solution whose spectrum has F as its derived set. Because 
of (1.4) and (1.7), the associated Smp will thus have infinitely many 
solutions. 
Conversely, distinct solutions of the Smp yield upon symmetrization 
(using (1.7)) d’ t’ t 1s mc symmetric solutions of the associated Hmp. 
II. RECURRENCE FORMULAS 
We now wish to relate determinacy questions to the coeffxients in the 
recurrence formulas for OPS. The recurrence formula for the symmetric 
sequence S can be written 
%(x) = al- *(xl - YnSn-S43 n> 1, 
S-,(x) = 0 S,(x)= 1, Yn > 09 (2.1) 
where we take y1 = p0 = 1. 
For the related OPS P and K we then have (5, p. 461 
(24 
(2.3) 
409/U/2-4 
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where the coefficients are related by 
c1=y29 C,+l=Y2n+l+Y2”+29 ~n+1=Y2nY2n+1, 
h=Yzn+Y2n+r, “,+l=Y2ntIY2n+2 @a 1). 
(2.4) 
We also write G, = H,, = 1 and for n 2 1 
G,= 7274 “* Y2n , 
Y3Ys *** Y2ntl 
H,= Y3Y5 “’ Y2,,+1 . 
Y4Y6 *” Y2nt2 
We next write (see [3, 51) 
I fl+1 a =-) n 
C,C,+ 1 
j+*. 
n II+1 
(2.5) 
(2.6) 
Then a = {a,,} r=, is a chain sequence whose minimal parameters are m, = 0 
and 
Y2n+1 
m =-, n n> 1. C (2.7) II+1 
Also p = {p,},“=, is a chain sequence which has the non-minimal parameters 
h&f+ n > 0. P-8) 
II+1 
The fact that /I does not determine its parameters uniquely (h, > 0) is 
equivalent to the fact that K is a sequence of kernel polynomials [3, 
Theorem 11. 
Using (2.7) and (2.8), we can now rewrite (2.5) as 
h,h, .a. h,-, 
Gn= (1 -h,)(l -h,)... (1 -h,-,)’ H”=(l -ml,;fl~k~~S~fl(l -m,)’ 
We also recall Wall’s theorem (see [S, Theorem 6.21) 
parameter sequence for a chain sequence, it is the 
sequence if and only if 
(2.9) 
that if {g,,}j$& is a 
maximal parameter 
(2.10) 
LEMMA 1. If 2 G, < 03, there is at’ least one solution of the Smp for P 
which has a jump at 0. This Smp is determined if and only if the Smp for K 
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is determined. If C G, = 00, the Hmp for P and S are determined and the 
solutions of these moment problems are continuous at 0. 
Proof. Using (2.9) and Wall’s criterion (2.10), we see that C G, = co if 
and only if (h, } is the maximal parameter sequence for 8. Lemma 1 thus 
becomes a restatement of [3, Theorem 21. 
LEMMA 2. If C H, ( 00, the Smp for P has at least one solution VI 
which is of kernel type. Zf C H, = 00, the Smp for P is determined and 0 
belongs to the spectrum of the solution. 
ProoJ P is itself a sequence of kernel polynomials if and only if a does 
not determine its parameters uniquely. Therefore, if C H, < co, the first 
conclusion follows from (2.9) and (2.10). On the other hand, if C H, = co, 
then the true interval of orthogonality for P must be [0, b] (where 
0 < b < co) since otherwise P would itself be a sequence of kernel 
polynomials. But this implies the Smp is determined [4, Theorem 41. 
We will need some notation for the limit points of zeros of orthogonal 
polynomials. If rr = {A&X)) is an OPS, we write x,~ = x,,Jn) for the zeros of 
dx): 
X”, < x,2 < *-* x,,. 
We then write 
t&r) = lim x&>, (2.11) n+m 
a(7r) = /ima r,(n). (2.12) 
Then either & = u = -co for all k or else all rk are finite (see ]5, 
pp. 62-631). It is easy to show that if C(R) is finite, the Hmp for 71 is deter- 
mined. 
The preceding can now form the basis for the development of criteria to 
decide in terms of {G,} and {H,}, the 2’ combinations of determinacy 
and/or indeterminacy for the three Hmp and two Smp associated with (2.1). 
However, a complete description of all cases can be obtained more simply by 
translating some results of Karlin and McGregor [6, 71 to our present 
notation. 
Karlin and McGregor consider recurrence formulas of the form 
-xQ,W = a, Q,- kd - (a, + b,) Q.(x) + b, Q, + Ax), 
Q-,(x)=& Qdx) = 1, 
n 2 0, 
(2.13) 
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where a, > 0, a, > 0, b,-, > 0 (n > 1). If we consider the corresponding 
manic polynomials 
C&Xx> = (-l)“bob, e.- b,-, Q,(x), 
(2.13) can be written 
Q,*,,(x)= k(~,+bJl Q,W-GL,QL(~~ It > 0. 
Comparing the latter with (2.2) and (2.3), we see that 
(i) if (I, = 0, then Q:(x) = P,(x) with a, = yzn+, b,-, = yzn (n > 1); 
(ii) if a, > 0, then Q,*(x) = K,(x) with a, = yznt2, b, = yzn+ 3, n > 0. 
With these observations, we can restate Karlin and McGregor’s results [6, 
Theorem 14 and Corollary]: 
THEOREM 2. The Smp for P is determined if and only if 
2 (G, + H,,) = 00, The Smp for K is determined if and only jf 
g, Hn ($, G,)*=a* 
Karlin and McGregor [7, p. 3911 also indicate the proof of the following: 
THEOREM 3. The Hmp for P is determined if and only if 
a3 , n \ 2 
c Gn+1 (,TD “x) 
n=O 
The Hmp for K is determined ifund onb if 
Relative to Theorem 3, see also the remark at the end of Section V. Also note 
= co. 
= 03. 
that the Smp and Hmp for K are either both determined or both indeter- 
minate. 
THEOREM 4. The symmetric moment problem is determined Sf and only if 
2 (G, + H,) = 00. Moreover: 
6’9 If CG,= CI) and C H,, = 00, all moment problems are deter- 
mined, the three corresponding solutions are continuous at 0, and 0 is a limit 
point of their respective spectra. 
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w VW,= 00 and c H, < 00, the moment problems for P are 
determined and the distribution for P is of kernel type. 
(C) If C G, < 00 and c H, = 00, the moment problems fur K are 
determined, the Smp for P is determined and the correspwding solution has 
a jump at 0. 
(D) If C (G, + H,) < 00, allfive moment problems are indeterminate. 
Proof: All assertions concerning determinacy of moment problems 
follow from the Karlin and McGregor theorems and Theorem 1. Of the 
remaining assertions, those in (B) and (C) are given by Lemmas 1 and 2. 
To prove the assertions in (A), first note that if C G, = 00, the solution 1c/ 
of the determined Hmp for P is continuous at 0 (Lemma 1). Thus if also 
CH = ~0, then 0 E Y(v/) (Lemma 2), hence &(P) = 0 (notation of (2.11)). 
Since” ly is continuous at 0, 0 must be a limit point of tY(v/>, hence also of 
.Y($) where $ is the symmetrization of v. It now follows that o(P) = 0 (see 
(2.12)). Since the zeros of P,(x) and K,(x) are interlaced, we conclude that 
o(K) = 0 and thus that 0 is a limit point of the spectrum of the distribution 
function for K. 
Remark, The summary in Theorem 4 omits conclusions about the status 
of the Hmp for K in (B) and the Hmp for P in (C). These of course are 
decided by Theorem 3. Explicit examples exist in the literature that exhibit 
each of the six possible combinations of determined and indeterminate 
moment problems (see Section IV). 
III. EXTREMAL SOLUTIONS 
We nuw assume that the symmetric moment problem associated with (2.1) 
is indeterminate so that c (G, + H,) < 00. In order to discuss the extremal 
solutions and their relation to the extremal solutions of the associated Smp, 
we need to consider the quasi--orthogonal polynomials that play a 
fundamental role in the theory. To this end, we use the following notation: If 
{n,(x)) is an OPS satisfying the recurrence 
then ( X:)(X)} denotes the corresponding sequence of numerator polynomials 
that satisfy the recurrence relation obtained from (3.1) by replacing a, and 
b?? bY %I and b,+v respectively. With this notation we then write (cf. [ 10, 
P* 51 I) 
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A,+,(z) = k,;11[P~yz)P~21(0) -Pg!,(z)P;‘(o)], 
B,+ 1(z) =kn;‘1 R, 1(z) p2 I(O) - P,(z) cv% 
c,+,(z)=k,;llIPY)(Z>P”(O)-P~_lI(z)P”+,(0)1, (3.2) 
~,+l(Z)=k,;l,[~,+I(z)P”(O)-P,(z)~,+,(0)1, 
where 
k nt1 =A*& **-~“+I, A, =p, = 1. 
Since the Hmp for P is indeterminate, the four sequences converge, 
uniformly on bounded subsets of the plane, to entire functions A, B, C, and 
D where 
If we set 
A(z) D(z) - B(z) C(z) = 1. (3.3) 
Is(z) = 
A(z) - SC(Z) 
B(z) - SD(Z) ’ (3.4) 
there is a one-to-one correspondence between extended real numbers s, 
-co < s ( co, and extremal solutions ws which can be obtained by the 
Stieltjes inversion formula from 
I 
c0 &s(t) 
- = I,(z). 
-m t-z 
The spectrum of w, consists of the real simple zeros of B(z) - SD(Z) if 
]s( ( co and D(z) ifs = -co. Each real number belongs to the spectrum of a 
unique extremal solution. The spectral points of two distinct extremal 
solutions mutually separate each other. For development, proofs and/or 
references, ee [ 10, pp. 5 l-601. 
Using the identity [5, p. 351 
zK,(z) =Pn+l(z> - 
Pn+lW 
p to) p,(z) (3.5) 
n 
together with the confluent form of the Christoffel-Darboux formula, we 
obtain 
P,(O)=k,+~ 5 k,;‘,PZ(O)rk,+,Ip,(O)l-‘, u=o 
D”,,(Z) = b,(W’z g. 
n 
(3.7) 
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Therefore 
D(z) = [p(o)p n”-t”, $9 
n 
(3 8) . 
where p(O) = lim .,,p,(O) is the jump at 0 of the unique extremal solution 
that has 0 in its spectrum. We also note that P,(O) = S,,(O) = (-l)ny2 l a b yzn 
so that 
[p(o)]-‘= f G,. W) 
ll=O 
Next we use the well-known identity 
to obtain from (3.2) 
P,+1(0)B,+l(~)-P’,“(O)D,,,(~)=-P,+,(z). (3.10) 
where M, is the initial prameter of the chain sequence a in (2.6) 14, 
ternma l]* Also c, = yz and MO = (Ccc0 H,)-’ (see (5, p. 1011. Thus (3.10) 
yields 
cl(z) B(z) - s,D(z) = - lim - 
n-02 P,(O)’ 
(3.11) 
cr3 
SO 
=- 
-1 ‘7 
Y2 L HP (3.12) n-o 
Recalling the notation (2.11), write 
tj = Ci(p), ri” = ri(K>- 
Then (3.8) and (3.11) can be written 
B(z) = SOD(P) - fii= 1 ( 1 1-F , i 
D(z)= [p(O)]% fi (I -+). 
i=l i 
(3.13) 
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Analogous formulas can be written for A(z) and C(z). Since we will not 
make use of them here, we postpone these to Section V. 
From (3.13), we can now conclude that the spectrum of rysO consists of the 
limiting points of the zeros of the P,(X), while the spectrum of w+ consists 
of 0 and the limiting points of the zeros of the kernel polynomials. Since 
these are extremal solutions, 
Also, the minimal spectral point ri of ws satisfies 
0 < c < & if --a < s < so, 
C<O if s,<s<ao+ 
(3.14) 
Thus for s0 < s < 00, I,P~ is a solution of the Hmp for P but not a solution of 
the corresponding Smp. That is, ly, cannot be symmetrized to a solution of 
the associated symmetric Hmp when s, < s < 00, while for -a < s < so, vs 
does yield a corresponding solution of the symmetric moment problem. 
Turning finally to the symmetric moment problem itself, we consider S 
(3.15) 
where h,+1 = y1yz l ** yn+p y1 =p(j = 1. 
Using symmetry properties together with 
s,,(o) = W”y,Y, +** Y2n9 WO)= W%Y, +** YZn+lT 
we find 
n>l 
q&)=qn-&)= (-l)“*‘(y3 l ** Y2n-,)-5~~4(~2)* 
(3.16) 
Comparing these with (3.7) and (3.1 l), we conclude {~Jz)} and {~Jz)} 
converge uniformly to 
3(z) = B(z2) - s,D(z2), 
sqz) = z-‘o(z2)* 
(3.17) 
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Analogous formulas can be obtained for B(z) and g(z) (Section V). For 
current purposes, it is sufficient to note that &&) = &+ &) is an odd 
function, while E&- &) = %&) is even. Hence the extremal solutions $s are 
determined by 
Z(2) = 
G(z) - s@qz) 
9(z) - &2(z) ’ 
(3.18) 
where TJz) is an odd meromorphic function whose real, simple poles form a 
symmetric set (with respect o 0) if and only if s = 0 or s = -ma>. Therefore, 
the indeterminate symmetric moment problem has precisely fwo symmetric 
extremal solutions. 
We see that $0 and 6-m are the symmetrized version of ws, and v-w* It 
thus seems reasonable to argue that one or both of these should be 
considered the “best” extremal solution(s) of the symmetric moment 
problem. Note that symmetrization of ws when --a < s < s, yields 
symmetric solutions of the Hmp for S but these are Olaf extremal solutions. 
IV. EXAMPLES 
The Hermite polynomials, or more generally the generalized Hermite 
polynomials (Yz* = m + P, I&+ 1 = YYI [5, p, 157]), are perhaps the simplest 
examples corresponding to case A of Theorem 4. Other examples for this 
case are the symmetric ase of the Meixner polynomials of the second kind 
(Y ntl = n(n + r - 1) [S, p. 179]), the symmetric case of a class of 
polynomials of Pollaczek (y, + t = (n + c)(n + c + 2A - 1)/4 [S, p. 186]), and 
a class of polynomials studied by Stieltjes and Carlitz (y,, 1 = 
fl’(n” - ;1’)/(4nZ - 1) [S, p. 1931). 
The q-polynomials of Al&lam and Carlitz [ 11 exhibit all possibilities 
under the three remaining cases of Theorem 4. These polynomials can be 
defmed by (see also [S, pp. 195-1981) 
Vet,= [X-(1 +a)q-n] ycna’(X)-Qq’-Zn(l -4”) v:!,(X), 
O<q<l, a>o. (4.1) 
They are orthogonal with respect o the distribution 
akqk2 
dWrk) = [q]k IQqlk 3 k = 0, 1, Z,.,., 
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where 
[cl, = 1, [c]k = (l - Cqk-‘)[C]k-l, k> 1. 
Note, however, that eta) is non-decreasing only for 0 < aq ( 1. 
Let 
P,(x) = vc,a)(x + 1) 
so that {P,,(x)} satisfies (2.2) with 
c,= (1 +a)q’-“- 1, A,,, =uq’-*“(l-q”), 
(4.2) 
It is readily verified that the corresponding manic kernel polynomials are 
K,(x) = q-n V,““‘(qx + q). (4.3) 
The symmetric polynomials 
S,,(x) = V,“‘(x’ + l), Szn+ ,(x) = q-“xVIp~‘)(ux2 + q) (4.4) 
satisfy (2.1) with 
I-n 
Yzn ==q 7 Yznt 1 = 4-” - 4 n> 1. 
Thus corresponding to (2.5), 
G"=$ H, = a-“[q],. 
Referring to Theorem 4 and our previous analysis of the moment problems 
for these polynomials [4, pp. 482-4841, we find: 
(1) Case A cannot occur since 0 < q < 1. 
Case D occurs if and only if 1 < Q ( q-‘. 
In the latter situation, the minimal spectral point for { Vna)(x)} is larger 
than 1. 
(2) Case B occurs if and only if aq 2 1. 
This is precisely the case for which a distribution is not known for 
{v’,“‘(x)}, although the Hmp is determined. (It can be shown however that 
<, > 1 and 2 {,:’ < 03, & = &(I@‘).) Referring to (4.3), we see that the 
Hmp for K is determined if and only if uq2 > 1. In particular, when 
aq2 < 1 < aq we have an example of the interesting situation where w(O) is 
uniquely determined but xd@‘(x) = do@) is not. It is unfortunate that I#@ 
is not known. 
(3) Case C occurs if and only if 0 < a Q 1. 
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The Hmp for P is determined if a < q < 1 and is indeterminate if 
q < a < 1. In the latter case 0”’ is the only solution of the moment problem 
whose spectrum is a subset of [ 1, co). This means B(O) is the “best” solution 
of the indeterminate Hmp for v’ ‘) hence it is an extremal solution. This is , 
the only example we know of in which an explicitly known OPS is 
associated wth an indeterminate Hmp for which an extremal solution is also 
explicitly known. 
The symmetrized version of the generalized Stieltjes-Wigert polynomials 
[S, p. 1751 furnish another example of Case D. Other examples of Cases B 
and C are the symmetrized Charlier polynomials [5, p. 1721, and a pair of 
symmetric OPS related to elliptic functions studied by Stieltjes and by 
Carlitz [5, pp. 193-1941. However, in these last three examples, all Hmp are 
determined. 
V. CALCULATION OF LIMITS 
The entire functions A, C, @, and V can be calculated in forms analogous 
to (3.8), (3.1 l), and (3.16). In addition, Ts(z) can be expressed explicitly in 
terms of A, B, C, and D. 
We first observe that A,+,(z) = A; ‘D:(z), where D:(x) denotes the quasi- 
orthogonal polynomial corresponding to D,(x) if (P,(x)) is replaced by 
{Py’(x)}. Referring to (3.7), we conclude 
A,,+,(z)= [n,p(,‘l,(O)l-‘zK~-,(z)lK~-,(O), 
where 
[n,py(o)]-’ = ,f (A*& *-* $+2)-‘[Pj1)(o)]2 
j=O 
(5.1) 
and (c(x)} denotes the sequence of kernel polynomials corresponding to 
(P’,“(x)}. Thus 
A(Z) = [L,p”‘(O)].-‘z lim K’(z) 
n-+m zf@y’ 
where 
[~,p”‘(o)]-’ = f k,:2[P’,“(0)]2 
II-0 
(5.3) 
and p”‘(O) is the jump at 0 of the extremal solution (with total mass 1) of 
the Hmp for (P’,“(x)} that has 0 in its spectrum. 
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Next we obtain the identity 
whence (cf. (3.11)) 
P;)(z) 
C(z) = s,‘A(t) + lim - 
n+m pjl”(O) l 
(5 4) l 
To obtain formulas for {S’,“(x)}, we consider the effect on (2.4) of the 
replacement yn --) yn + 1. In particular, this produces the replacements 
dn+ Cn+19 Vn+l jAn+2 (n Z l) so that 
sg, ,(x) = xP$yx). 
Therefore 
Using (3.6), we obtain, mutatis mutaudis, 
(5 6) . 
[p*(o)]-’ = f &= -y2&)* 
k=O 
p*(O) is the jump at 0 of the appropriate extremal solution (with total 
mass 1) of the Hmp fur {S:‘,‘(x)}* 
Comparing (5.6) with (5.4), we conclude 
a(z) = z[A(z2) - s,C(zZ)]. w9 
Direct calculation of q(z) is more awkward. It can be shown that 
F&JZ) = @&(Z) = (-ly(yJyS l ” y+*)-1K;-&2, -y2), (5.9) 
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where (K$(x, c)} denotes the OPS that satisfies the same recurrence as 
(K,(x)} for rt > 2, but with the altered initial conditions 
K,*(x, c) = 1, KF(x, c) = K,(x) - c. 
(See [2] for a study of such related OPS.) In place of (5.9), we use the 
relation corresponding to (3.3): 
@(z) = [6?(z) Q(z) - l]/qz)* 
Using (5.8), (3.17), and (3.3) we find 
%yz) = C(3). (5.10) 
We now have 
CT(Z) = 
r2A(z2) - (s + s,z) zC(z2) 
zB(z’> - (s + SOL) D(2) g 
(5.11) 
Remark. Karlin and McGregor indicate [7, p. 39 1 ] that a proof of 
Theorem 3 can be based on [ 10, Theorem 2.171. Using (5.5), (5.3) can be 
written 
[~'~~(0)]-' =A f G,tl ( + Hk)2. 
Y2 n=O k=O 
This formula together with an easily derived companion formula for the 
jump at 0 of the extremal solution corresponding to (K’,“(x)} can be used to 
supply the details of the proof alluded to by Karlin and McGregor. 
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