Abstract. We extend to the critical (intermediate) regularity several results concerning rigidity for centralizers and group actions on the interval.
Theorem B. Assume we are in the context of Theorem A but each f i is of class C 1+α i , with 0 < α i ≤ 1, for non-necessarily equal values of α i . Then α 1 + · · · + α d < 1.
No smoothing of the Farb-Franks action in the critical regularity. Finally, we extend [3, Theorem A] to the critical regularity. The details for the statement below are provided in §3.
Theorem C. Farb-Franks' action of N d is not topologically semiconjugated to an action by C 1+α diffeomorphisms for α = As in the case of Theorem A, Theorem C above should have a version for different regularities for the elements in a canonical generating set, the proof of which should be a combination of the techniques of §2 and §3 below. Moreover, a combination of the ideas of [3, §3] and [7, §3] should allow showing that such an extended result is in fact optimal. The reader will certainly agree in that including all of this would had artificially overloaded this already very technical article.
About the proofs. Roughly, the proof of all the results above proceeds as follows. Assume that g is a diffeomorphism of the interval that commutes with many diffeomorphisms f 1 , . . . , f k , and let h n = f in • · · · • f i 1 be a "random composition" of n factors among these f i 's. Taking derivatives in the equality g k = h −1 n • g k • h n , we obtain
As shown in [3, 4, 7] , whenever the regularity is strictly larger than the corresponding critical one, it is possible to estimate (uniformly on n) the value of the distortion of h n , that is, an expression of type Dh n (x)/Dh n (y) as above. This allows showing that the derivatives of the iterates of g are uniformly bounded, which is impossible unless g is trivial. However, as it was already noticed in the aforementioned works, this is no longer possible for the critical regularity because of the failure of convergence of a certain series. The main new idea consists in noticing that despite of the absence of uniform control for the distortion, elementary estimates show that its growth (in n) is slow (actually, sublinear). By choosing n = n(k) appropriately, this allows showing that the growth of the derivatives of g is sublinear, which is impossible. This last issue was cleverly noticed in [10] , and we reproduce it below (as a lemma) with its original proof for the convenience of the reader.
Lemma [Polterovich-Sodin] If g : I → I is a nontrivial C 1 diffeomorphism of a bounded interval, then there exists an infinite increasing sequence of positive integers k j such that
Proof. Let x 0 be a point such that g(x 0 ) = x 0 . Denoting by J the open interval of endpoints x 0 and g(x 0 ), we have that J, g −1 (J), g −2 (J), . . . are two-by-two disjoint. Therefore,
If the conclusion of the lemma does not hold, then there exists k 0 such that for all k ≥ k 0 and all y ∈ I, we have Dg −k (y) ≥ 1/k. Since |g −k (J)| = Dg −k (y k )|J| for a certain y k ∈ J, this would imply that
which contradicts (1).
In order to apply our main argument, we will crucially use the following result of Borichev [1] , which extends prior results of Polterovich and Sodin (valid in the C 2 context) to the C 1+α category (see also [2] ).
Theorem [Borichev] Let g be a C 1+α diffeomorphism of a closed interval I without hyperbolic fixed points, with 0 < α < 1. Then letting C g be the α-Hölder constant of log(Dg), for every k ≥ 0, we have max
It is important to point out that although this result is not stated in this way in [1] , it readily follows from it (and its proof). Indeed, Theorem 4 of [1] only claims that for I = [0, 1], one has the estimate max
for a certain constant A = A(C g ). However, a careful reading of the proof therein shows that A = 3 C g actually works.
As the reader will notice, having such a nice quantitative version will be important in our proof. Moreover, the introduction of the factor |I| α will be also important. This factor comes from an easy renormalization argument. Indeed, if we denote byḡ the renormalization of g to the unit interval (more precisely,ḡ := ϕ I • g • ϕ 
Since Cḡ = C g |I| α , this implies (2).
Proof of the critical generalized Kopell lemma via a random walk argument
To prove Theorem A, we denote g := f d+1 and we consider a composition h n = f in • · · · • f i 2 • f i 1 of the f i 's. Then for each k ≥ 1, we have
which yields
· Dg k (h n (x)).
We will restrict this equality to x in the interval I defined as the convex closure of i d+1 ∈Z I 0,0,...,0,i d+1 .
(Notice that I is invariant under g.) Let C be a simultaneous If we denote by M n the value of the last sum, this implies that
In order to control the growth of S n , we will use the first of the two properties provided by the next 
Then there exists a constant B > 0 such that for each n ∈ N there is a geodesic path of length n in 
and
Proof. Denote by L the sum in (5) above. As in [4] , we consider the Markov process on N d 0 with transition probabilities
For this process, the transition probabilities in n steps are equidistributed along the n-sphere S n for every n ≥ 1:
for all n ≥ 0, a direct application of Hölder's inequality yields, for every 0 < τ < 1,
A direct application of Chebyshev's inequality then shows that with probability larger than 2/3, we must have
and the arrival probabilities in n steps are equidistributed along S n , with probability larger than 2/3 we must have
Thus, letting
we have that (6) and (7) simultaneously hold with probability larger than 1/3. This ensures the existence of the desired geodesic path.
Coming back to the proof of Theorem A, we let ℓ be the function that associates to (i 1 , . . . , i d ) the length of the convex closure of i d+1 ∈Z I i 1 ,...,i d ,i d+1 . (Notice that this interval coincides with
be a random composition for which (6) and (7) hold, and let g n be the restriction of g to h n (I). We claim that g n has no hyperbolic fixed point. Otherwise, since g commutes with each f i , it would have a sequence of hyperbolic fixed points (with the same derivative) accumulating at a limit point, which is clearly impossible.
We are hence under the hypothesis of Borichev's theorem, and an application of (2) in (4) yields
However, since the last expression is of order o(k), this turns out to be impossible because of the Polterovich-Sodin lemma.
2 Proof of the critical generalized Kopell lemma for different regularities via a deterministic argument
The proof of Theorem B consists in a combination of the ideas of §1 and [7] . The case d = 2 is relatively straightforward. Nevertheless, for larger d, we need a slight but nontrivial modification of the concatenation argument of [7] . Just for pedagogical reasons, we independently develop the cases d = 2, d = 3, and the general case d ≥ 3, so that to introduce the necessary new ideas in a progressive manner. (Although the reader should have no problem in passing directly from the case d = 2 to the general case d ≥ 3.)
For all cases, we will proceed by contradiction. We assume that α 1 +. . .+α d = 1, and we let again ℓ be the function that associates to (i 1 , . . . , i d ) the length of the convex closure of i d+1 ∈Z I i 1 ,...,i d ,i d+1 . Then we consider parallelepipeds Q(n) in N d 0 whose s th -side has length of order 2 nαs . For such a Q(n), we set
Our task consists in showing that, for an appropriately chosen sequence (Q(n)) of finite multiplicity M (that is, such that no point is contained in more than M of these parallelepipeds), there is a positive constant B for which there exist (non-necessarily nonempty) geodesic segments
, . . ., with d n ≤ d, satisfying the following properties:
• For each n ≥ 1 and 1 ≤ k ≤ d n , the segment γ k n is contained in Q(n).
• Each of these segments intersects the next nonempty one in the sequence above.
• For certain positive constants α, D and each n ≥ 1, at least one of the segments γ 1 n , . . . , γ dn n contains no less than 2 nα /D points.
• Each γ k n is an unidirectional path pointing in a s-direction, with s = s n,k , and
We next explain how such a sequence of geodesic segments allows proving Theorem B. The next paragraphs will be devoted to the constructions of the parallelepipeds as well as the sequences of geodesics segments satisfying the desired properties in the corresponding cases. First of all, notice that the concatenation of the geodesic segments along intersecting points produces an infinite (non-necessarily geodesic) path γ : N 0 → N d 0 . We will assume that γ starts at the origin: if this is not the case, adding an initial segment γ 0 ⊂ Q(1) from the origin to the initial point of γ 1 1 , one may apply the same arguments below modulo slightly changing the constant B. For each n ≥ 1, we denote by N = N (n) the entry-time of γ into Q(n + 1). If we denote by s(m) the direction corresponding to the jump from γ(m) to γ(m + 1), then (9) combined with Hölder's inequality yields
where α := min{α 1 , . . . , α d } and α ′ := max{α 1 , . . . , α d }. Moreover, the assumption on the size of Q(n) easily implies the asymptotic equivalence n ∼ log(N ). (This equivalence will be even more transparent for the explicit choice of Q(n) further on.) As a consequence, there is a constant A ′ > 0 such that the previous estimate becomes
The path γ induces a sequence (h n ) of compositions of maps from {f 1 , f
Let us write
d }, and let C be a common upper bound for the α i -Hölder constants of log(Df i ), log(Df
Moreover, by the third property of our sequence, we may choose k such that γ k n contains at least 2 nα /D points. Since the sum of the values of ℓ along these points is ≤ 1, such a segment must contain a point at which the value of ℓ is ≤ D/2 nα . In other words, we may choose N ′ above so that
Denote by g N ′ the restriction of g := f d+1 to h N ′ (I). As in §1, the map g (hence g N ′ ) cannot have hyperbolic fixed points. Therefore, taking derivatives in the equality g k = h −1 N ′ • g k • h N ′ and using the previous estimate for y := g k (x) ∈ I, Borichev's theorem yields
Take n = n k so that k 1−α d+1 ∼ 2 nαα d+1 , hence n k ∼ log(k). Using the fact that log(N (n k )) ∼ n k , we obtain for a certain constant A (independent of k),
However, the last expression is of order o(k), which is impossible by the Polterovich-Sodin lemma.
The case d = 2
Following [7] , we let Q(n) be the rectangle defined as [[x, y] ] stands for the set of integers between x and y. Notice that the multiplicity of the sequence (Q(n)) is 4.
A set of the form Q(n) ∩ {j = const} (resp. Q(n) ∩ {i = const}) is said to be an horizontal (resp. vertical) segment in Q(n). Notice that the cardinality of this set H n (resp. V n ) of horizontal (resp. vertical) segments is ≥ 2 nα 2 /D 1 (resp. ≥ 2 nα 1 /D 1 ) for a certain constant D 1 > 0 (independent of n). Moreover, there exists a positive constant D 2 such that the number of points in each of these horizontal (resp. vertical) segments is ≥ D 2 2 nα 1 (resp. ≥ D 2 2 nα 2 ).
Say that an horizontal segment γ in Q(2n + 2) is good if
Clearly, there must be at least one good horizontal segment. For such a segment γ = γ 2n+2 , Hölder's inequality yields
Similarly, say that a vertical segment γ in Q(n) is good if
Again, there must exist a good vertical segment γ = γ 2n+1 ⊂ Q(2n + 1), and for this segment we have
Thus, the segments γ 1 , γ 2 , . . . , γ n , . . .
Each of these segments intersects the next one, and it is easy to check that between the concatenating points, γ n contains at least 2 nα /D points for a certain constant D > 0, where α := min{α 1 , α 2 }. Therefore, all the conditions from (2) are fulfilled, and this concludes the proof of Theorem B in the case d = 2.
The case d = 3
In the case d ≥ 3, we let Q(n) :
where for each n ≥ 1, we denote by m = m(n) ∈ {1, . . . , d} the residue class of n modulo d. (The dots mean that the corresponding factors remain untouched.) Notice that the sequence (Q(n)) has multiplicity d + 2.
One easily checks the asymptotic equivalence
We now specialize to the case d = 3. A plane P of the form P = Q(n) ∩ {i m+2 = const} will be said to be an h-plane, and the family of h-planes in Q(n) will be denoted by P n . Notice that the cardinality of P n is ≥ 2 nα m+2 /D 1 .
Given an h-plane P ∈ P n , an horizontal (resp. vertical) segment in P is a set of the form P ∩ {i m+1 = const} (resp. P ∩ {i m = const}). The cardinality of the family H n (resp. V n ) of horizontal (resp. vertical) segments is ≥ 2 nα m+1 /A (resp. ≥ 2 nαm /A ′ ) for certain positive constants A, A ′ .
Let λ ≥ 1 be fixed. Say that an h-plane P in P n is λ-good if (see (8) )
By Chebyshev's inequality, the proportion of h-planes that are λ-good is larger than 1−1/λ. Similarly, say that an horizontal segment γ of P ∈ P n is λ-good relatively to P if
As before, horizontal directions are relatively λ-good in a proportion larger than 1 − 1/λ. Finally, say that a vertical segment γ in P ∈ P n is λ-good if
Once again, vertical segments are λ-good in a proportion larger than 1 − 1/λ. Now fix λ ≥ 2/D 2 , and let P ∈ P n be a λ-good h-plane. By the first inequality in (11), more than a half of the vertical segments of P contained in Q(n + 1) are λ-good. Since λ ≥ 2, more than a half of the h-planes in Q(n + 1) are λ-good. Therefore, there must exist a λ-good h-plane P ′ ∈ P n+1 such that P ∩ P ′ is a λ-good vertical segment of P . Moreover, by the second inequality in (11), more than a half of the vertical segments of P ′ contained in Q(n) are λ-good relatively to P ′ .
We may hence fix a sequence (P n ) of λ-good h-planes such that P n ∩ P n+1 is a λ-good vertical segment γ 2 n of P n , for each n ≥ 1. (See Figure 1 .) Each P n must contain a relatively 1-good horizontal segment γ 1 n . Finally, let γ 3 n be a λ-good vertical segment of P n+1 contained in Q(n). (See Figure 2 .) We have thus constructed an infinite sequence of geodesic segments γ 1 1 , γ 2 1 , γ 3 1 , γ 1 2 , γ 2 2 , γ 3 2 , . . ., each of which intersects the next one in the sequence. Moreover, since P n is λ-good and γ 1 n is a relatively 1-good horizontal segment in P n ,
By Hölder's inequality, this implies that
Similarly, since P n is λ-good and γ 2 n is a λ-good vertical segment of P n ,
Again, by Hölder's inequality,
Finally, γ 3 n is a λ-good vertical segment of P n+1 , which is a λ-good horizontal plane of Q(n + 1), hence
and Hölder's inequality yields
By (12), (13) and (14), condition (9) holds for B ≥ max k max{(
}. Finally, it is easy to see that for a certain constant D > 0, each γ 1 n contains at least 2 nα /D points between the concatenating points, where α := min{α 1 , α 2 , α 3 }. This concludes the checking of the properties from §2. 
Q(n)
Q(n + 1) 
The general case d ≥ 3
For the proof in the general (d ≥ 3) case, it is better to isolate and inductively extend a concatenation argument that has already been used (in a weak form) in the cases d = 2 and d = 3.
The d-dimensional black box. Let Q be a d-dimensional parallelepiped, with d ≥ 3, and let ℓ be a positive function defined on Q. Set
For 1 ≤ m ≤ d, an m-segment is a set of the form Q ∩ {i j = const j except for j = m}. Denote by S(m) the family of all m-segments. The elements in the family S := m S(m) will be said to be unidirectional segments. Given λ ≥ 1, say that that γ ∈ S(m) is λ-good if
More generally, let us consider a d ′ -dimensional parallelepiped Q ′ and a d ′′ -dimensional parallelepiped Q ′′ , both contained in Q, such that d ′ < d ′′ and Q ′ ⊂ Q ′′ . Denote by c(Q ′ , Q ′′ ) the number of (disjoint) translates of Q ′ that fill Q ′′ (that is, the number of copies of Q ′ in Q ′′ ). For example, c(γ, Q) = |S(m)| for any m-segment γ. Say that Q ′ is λ-good relatively to Q ′′ whenever 
. Notice that each of these segments is µλ ′ -good in Q. Thus we have a proportion larger than
of points in Q that may be reached by a sequence of d unidirectional segments that are µλ ′ -good, the first of which intersects γ. This concludes the inductive proof.
Proof of Theorem B (for d ≥ 3). We consider the sequence of parallelepipeds Q(n) from the begining of §2.2. Fix λ > 2(d − 1), and let λ ′ := λ ′ (λ, 1/2, d) be the constant defined in the statement of Lemma 2.1. We will perform a process that starts by arbitrarily choosing a fully λ-good 1-segment
, and an application of Chebyshev's inequality ensures the existence of such a segment.)
Assume now that there is a concatenating sequence of unidirectional segments γ 1 1 , . . . , γ
• For 1 ≤ n ′ ≤ n, the segment γ 1 n ′ is a fully λ ′ -good m(n ′ )-segment in Q(n ′ ).
We would like to extend this sequence by appropriately choosing γ 2 n , . . . , γ d ′ n n and γ 1 n+1 . To do this, we first invoke Lemma 2.1, which ensures that more than a half of the points of Q(n) ∩ Q(n + 1) may be reached starting at a point of γ 1 n by concatenating λ ′ -good segments γ 2 n , . . . ,
an application of Chebyshev's inequality ensures that for more than a half of the points of Q(n) ∩ Q(n + 1) lie in a fully λ-good m(n + 1)-segment γ 1 n+1 of Q(n + 1). These two sets must necessarily intersect, and this allows to define the desired concatenating segments.
Checking the properties from §2 now mimics the cases d = 2 and d = 3. Indeed, let A > 0 be a constant such that for every s-segment γ in Q,
If γ = γ k n and k = 1, then letting s := s n,k be its direction, Hölder's inequality yields
In the case of γ 1 n , a similar argument applies, so that (9) holds for 
As is shown in [3] , if we let
, then for every ε > 0, this action is conjugated to an action by C 1+α−ε diffeomorphisms, but it cannot be (semi-)conjugated to an action by C 1+α+ε diffeomorphisms. Our aim is to extend the last result to the critical regularity C 1+α . To do this, we will follow a similar strategy to that of the generalized Kopell's lemma. We assume that a topological conjugacy exists, and for simplicity we continue denoting by I 
,n ] has been already defined, we let i(n) ∈ {1, . . . , d − 1} be the residue class (mod. d − 1) of n, and we set
where the dots mean that the corresponding factors remain untouched. Notice that all x i,n , y i,n , and 
Our task now consists in showing that there exists a sequence of paths (segments) γ 0 , γ 1 1 , . . . , γ
• Each γ k n is contained in Q(n), whereas γ 0 is contained in Q(0). • For each n, k, there exists a generator f i,j of N * d−1 such that two consecutive points in γ k n differ by the action of either f i,j or its inverse.
• There exists a constant D > 0 such that for each n, at least one of the γ k n has no less than 4
• There exists a constant B > 0 such that for all n, k,
Assuming this, we next explain how to complete the proof of Theorem C along the lines of the arguments given for Theorem B. (Showing the existence of the desired sequences of parallelepipeds and segments will be postponed to the next two sections.)
The concatenation of the segments above produces an infinite path γ : N 0 → N d 0 , which we may assume to start at the origin. (Otherwise, we add an extra initial segment and we slightly change the constant B.) For each m ≥ 0, we let f m be the element of the form f ±1 i,j that moves the m th point of γ into the (m + 1) th one, and we denote h m := f m • · · · • f 1 , with h 0 := Id. Moreover, for each n ≥ 1, we denote by N = N (n) the entry-time of γ into Q(n + 1). Due to the asymptotics of the lengths of the sides of Q(n), we have n ∼ log(N ). By (15) and Hölder's inequality, for a certain constant A ′ > 0, we have
where the factor (d + 2) comes from the multiplicity of the sequence (Q(n)). Now, for every x ∈ I, the equality
where y := y k = g k (x). Since y belongs to I, letting C be a common upper bound for the α i -Hölder constants of log(Df i,j ), log(Df
Moreover, since at least one of the γ k n 's is assumed to have no less than 4
, which due to (16) and the previous estimate implies
The case d = 3
Again for pedagogical reasons, we first deal with the case d = 3, though the reader should have no problem in passing directly to the general case treated in the next section. Notice that for d = 3, the critical value of α is 1/3. In analogy to §2.2, let us introduce some terminology.
An horizontal set in Q(2n + 1) is a subset P = P r of the form
where r ∈ {1, 2 . . . , r 2n+1 }, with r 2n+1 ∼ (y 2,2n+1 − x 2,2n+1 )/y 1,2n+1 chosen as the smallest possible index so that Q(2n + 1) is the union of the P r 's. Given λ ≥ 1, such a set is said to be λ-good whenever r < r 2n+1 and
An horizontal segment in Q(2n + 1) is a subset of the form Q(2n + 1) ∩ {(i, j) : j = const}. Such a segment γ will be said to be λ-good relatively to the horizontal set P containing it whenever
A vertical set in Q(2n)∩ Q(2n + 1) is a set of type P 2n+1 2n
(k). This segment is λ-good relatively to the vertical set P 2n+1 2n
(k) in Q(2n)∩ Q(2n + 1) containing it whenever
A vertical set in Q(2n
This segment is λ-good relatively to the horizontal set P r in Q(2n + 1) containing it whenever
Finally, a vertical set in Q(2n + 2) is a set of type
Now, for each k ∈ [x 1,2n+2 , y 1,2n+2 ], we decompose {k} × [x 2,2n+2 , y 2,2n+2 ] ∼ [x 2,2n+2 , y 2,2n+2 ] into k paths, each of which has consecutive points at distance k. The resulting paths will be said to be vertical segments in Q(2n + 2). 1 Such a vertical segment γ is said to be λ-good relatively to the vertical set P = P (i) in Q(2n + 2) containing it if
(Notice that vertical segments in Q(2n + 2) naturally arise from the action of f 3,2 .) Assume we are given a λ-good vertical set P = P (k) in Q(2n) and a 1-good vertical segment γ 1 2n relatively to P . For at least a half of the r ∈ {1, 2, . . . , r 2n+1 − 1}, the vertical segment γ 2n+1 2n (k, r) is 2-good relatively to P 2n+1 2n (k). Similarly, at least a half of the horizontal sets in Q(2n + 1) are 2-good. Consequently, there must be some r ∈ {1, 2, . . . , r 2n+1 − 1} such that the corresponding vertical segment γ 2n+1 2n (k, r) ⊂ Q(2n) ∩ Q(2n + 1) and horizontal set P r ⊂ Q(2n + 1) are 2-good. Let γ 1 2n+1 be a 1-good horizontal segment in P r . The segments γ 1 2n and γ 1 2n+1 do not necessarily intersect, but using the vertical segment γ 2 2n := γ 2n+1 2n
(k, r), we can concatenate them. Assume now that we are given r such that P r is a λ-good horizontal set in Q(2n+1) together with a 1-good horizontal segment γ 1 2n+1 relatively to P r . For more than a half of the k ′ ∈ [x 1,2n+2 , y 1,2n+2 ], the vertical segment γ 2n+2 2n+1 (k ′ , r) is 2-good relatively to P r . Similarly, for more than a half of these k ′ , the vertical set P (k ′ ) ⊂ Q(2n + 2) is 2-good. Take k ′ lying simultaneously in both sets, and choose any vertical segment γ 1 2n+2 that is 1-good relatively to P (k ′ ). Again, the segments γ 1 2n+1 and γ 1 2n+2 do not necessarily intersect, but using γ 2 2n+1 := γ 2n+2 2n+1 (k ′ , r), we can concatenate them. Q(2n + 2)
Thus, starting with any vertical segment γ 0 that is 1-good relatively to a 1-good vertical set in Q 0 , we can produce a concatenating sequence γ 0 , γ 1 1 , γ 2 1 , γ 1 2 , γ 2 2 , . . .. We claim that this induces a goodenough sequence of segments in that they satisfy the properties of §3.1, thus concluding the proof of Theorem C for the case d = 3. Indeed, the first two properties are clear from the construction, whereas the third one is easily seen to hold for γ 1 n . To check the fourth property, that is, (15), we will use throughout the asymptotics of x i,n , y i,n , y i,n − x i,n (which are all of order 4 in d−1 ). Recall also that α = 1/3.
For γ 1 2n , using the adapted version of (21) and (22) together with Hölder's inequality, we get
For γ 2 2n , using (19) and Hölder's inequality, we get
For γ 1 2n+1 , using the appropriate versions of (17) and (18), Hölder's inequality yields
Finally, for γ 2 2n+1 , using (20) we obtain
The general case
As in the case of Theorem B, to prove Theorem C we will argue by induction.
The vertical subdivision procedure. Given d ≥ 3, we let Q :=
By cutting along the last coordinate, every A-round parallelepiped Q may be divided into disjoint parallelepipeds Q 1 , . . . , Q M 1 , each of which has (d − 1) th -side of length y d−2 − 1 possibly excepting the last one. By (23), we have
Similarly, each Q m 1 satisfying m 1 < M 1 may be subdivided into disjoint parallelepipeds Q m 1 ,1 , Q m 1 ,2 , . . . , Q m 1 ,M 2 , each of which has (d − 1) th -side of length y d−3 − 1 possibly excepting the last one. Again, (23) implies that 
Here, for k = 0, we interpret Q m 1 ,...,m k as Q.
A level in Q is a set of the form H i ∩ Q, where
To each level there is a unique associated sequence
Say that the level is admissible if each of the m ′ i s above differs from the corresponding M i . Using (23) and (24), one easily checks that for a certain constant A ′ = A ′ (A, d), the proportion of non-admissible levels is no larger than
Very good points and levels. Assume now we are given a positive function ℓ defined on
and let ℓ Q ′ be the value above divided by the cardinality of Q ′ . Given λ ≥ 1, we say that a level H i ∩ Q with associated sequence (25) is fully λ-good if for all
Notice that the proportion of fully λ-good levels is larger than (1 − d−2 λ ). Analogously, we say that the point p :
For each λ ′ ≥ 1, the proportion of fully λλ ′ -good points in any fully λ-good level is larger than
Reaching points from very good points along good vertical sections. A segment in Q is a sequence of points for which there exists a generator f i,j ∈ N d such that each point is obtained from the preceding one by the action of either f i,j or its inverse. Such a segment γ is said to be horizontal if this generator is f 2,1 and γ contains (1 + y 1 − x 1 ) points. The segment is said to be vertical if the generator involved is one among f d,1 , . . . , f d,d−1 (with no hypothesis on the number of points). Given λ ≥ 1, say that a segment γ in Q is λ-good if
Lemma 3.1. Given 0 < κ < 1 and µ ≥ 1, there exist constants λ = λ 1 (κ, µ, A, d) and D ′ > 0 such that the following holds:
A-round parallelepiped Q such that the level H i ∩ Q is admissible, then starting from p one can reach a proportion at least κ of the points in V j 1 ,...,j d−2 ∩ Q by concatenating no more than d − 2 vertical segments that are λ-good and have no more than D ′ (1 + y 1,n − x 1,n ) points.
Proof. Starting from p and using f (23) and (24), we obtain
By concatenating these segments with the previous ones, we may reach from p a proportion larger than (1 − • Each γ i is a segment in one of the Q j 's.
• Each γ i intersects γ i+1 .
• The segment γ 1 is horizontal in Q 1 , whereas γ k is vertical in Q d−1 .
We say that such a sequence is λ-good for λ ≥ 1 if each of its segments is λ-good in one of the Q j 's containing it. Proof. We proceed by induction. The argument for d = 3 is similar to that of the general case. It also corresponds to a more accurate quantitative version of that given in the previous section. For this reason, we leave it as an exercise to the reader.
Assume that the claim holds up to d, and let us consider the case of a sequence Q 1 , . . . , Q d in F d+1 (A). The inductive hypothesis applies to the sequence Q 1 ∩ H i d , . . . , Q d−1 ∩ H i d , where each of these intersections is understood as a parallelepiped in Z d−1 . Indeed, the definition above is made so that γ is also fully µ-good with respect to this sequence. Accordingly, if we fix 0 < κ ′ < 1, then starting with γ 1 := γ and using no more than K d segments that are λ 2 (κ ′ , µ, A, d)-good, we may reach a proportion larger than κ ′ of the points in H Then more than a half of the horizontal segments of Q(n(d − 1) + 1) are fully µ-good. We may hence fix λ ′ ≥ 1 so that horizontal segments are not only fully µ-good but also λ ′ -good in Q(n(d − 1) + 1) in a proportion larger than 1/2. By the preceding lemma, starting with any fully µ-good horizontal segment in Q((d − 1)N 0 + 1), we may find an infinite concatenating sequence of λ-good segments for
Moreover, according to Lemma 3.1, each of these segments contained in Q(n) have no more than D ′ (1 + y 1,n − x 1,n ) points. Modulo slightly changing the constant λ above, we may actually assume that the sequence begins at Q(0). We claim that the sequence that remains after cutting along concatenation points satisfies the properties from §3.1. The first two ones are obvious, while the third one easily follows from that the segments lying in a parallelepiped Q(n) must communicate between Q(n − 1) and Q(n + 1), and these two last parallelepipeds are at distance which is comparable with the length of one of the sides of Q(n). To conclude the proof, we need to check the appropriate version of (15). To do this, just notice that if γ is λ-good in Q(n) and contains at least 4 where the last equality defines B.
