The recent rapid improvement of DNA sequencing technology has made it possible to monitor genomes in great detail over time, which provides us with an opportunity for investigating natural selection based on time serial samples of genomes while accounting for genetic recombination effect and local linkage information. Such time series data allow for more accurate inference of population genetic parameters and hypothesis testing on the recent action of natural selection.
Introduction
Fisher model based methods for inferring natural selection from allele frequency time series we characterise the Wright-Fisher diffusion as the solution of the stochastic differential equation 121 (SDE) instead. 122 We let X i (t) be the frequency of haplotype i in the population at time t for i = 1, 2, 3, 4, and 123 denote the haplotype frequencies of the four possible types in the population by X(t), which 124 evolves in the state space (i.e., a 3-simplex)
125
and satisfies the SDE in the form of He et al. (2019a) 126 dX(t) = µ(X(t))dt + σ(X(t))dW (t), t ≥ t 0
(1) with initial condition X(t 0 ) = x 0 . In Eq. (1), the drift term µ(x) is
the diffusion term σ(x) is
and W (t) is a six-dimensional standard Brownian motion. The term x 1 x 4 − x 2 x 3 in Eq.
(2) is a measure of the linkage disequilibrium between loci A and B, which quantifies the non-random More specifically, let x 1:K = (x 1 , x 2 , . . . , x K ) denote the haplotype frequency trajectories of the 149 underlying population at the sampling time points t 1:K . The posterior probability distribution 150 for the population genetic quantities of interest can then be written as
where 152 p(ϑ,
In Eq. (5), p(ϑ) is the prior probability distribution for the population genetic quantities of 153 interest and can be taken to be a uniform prior over the parameter space if prior knowledge 154 is poor, p(x 1:K | ϑ) is the probability distribution for the haplotype frequency trajectories 155 of the underlying population at the sampling time points t 1:K , and p(u 1:K , v 1:K | x 1:K ) is the 156 conditional probability for the observations at the sampling time points t 1:K given the haplotype 157 frequency trajectories of the underlying population.
158
Since the Wright-Fisher diffusion is a Markov process, the probability distribution for the 159 haplotype frequency trajectories of the underlying population at the sampling time points t 1:K 160 can be decomposed as
where p(x 1 | ϑ) is the prior probability distribution for the haplotype frequencies of the under-162 lying population at the initial sampling time point and can be taken to be a uniform prior over 163 the state space Ω X if prior knowledge is poor. This is known as the flat Dirichlet distribution.
164
The term in the product above, p(x k+1 | x k ; ϑ), is the transition probability density of the 165 Wright-Fisher diffusion between two consecutive sampling time points for k = 1, 2, . . . , K − 1. Given the haplotype frequency trajectories of the underlying population, the observations 174 at each sampling time point are independent of one another, which means that
is the conditional probability for the observations at the k-th sampling time 176 point given the haplotype frequency trajectories of the underlying population for k = 1, 2, . . . , K.
177
To calculate the emission probability p(u k , v k | x k ), we let z k = (z 1,k , z 2,k , z 3,k , z 4,k ) denote the counts of the A 1 B 1 , A 1 B 2 , A 2 B 1 and A 2 B 2 haplotypes in the sample at the k-th sampling time point, which are usually unobserved. We then have
where 181
Conditional on the haplotype frequency trajectories of the underlying population at the k-th 182 sampling time point, the haplotype counts of the sample can be modelled through multinomial 183 sampling from the underlying population with sample size n k . We can then formulate the first 184 term in the summation of Eq. (6) as
The second term in the summation of Eq. (6) can be decomposed as
Let φ denote the probability that a sampled chromosome at a single locus is of unknown type, 187 which we assume to be identical for all loci. We therefore have
where
is the formula for the binomial distribution. The probability that the sampled chromosome at 190 a specific locus is of unknown type is usually unavailable, but we can estimate it with
To obtain the marginal posterior p(ϑ | u 1:K , v 1:K ), we resort to MCMC techniques since 
Our problem now reduces to calculating the intractable marginal likelihood p(u 1:
Eq. (13), which can be formulated as (1993) . More specifically, we first draw a sample of 219 initial candidates of the parameters ϑ from the prior p(ϑ), then we run a bootstrap particle 220 filter with the proposed parameters ϑ to obtain the SMC estimate of the marginal likelihood, 221 denoted byp(u 1:K , v 1:K | ϑ), which is equal to the product of average weights of all particles at 222 the sampling time points t 1:K . In the bootstrap particle filter, we generate particles from the 223 Wright-Fisher diffusion by using the Euler-Maruyama method (see Appendix A). We repeat 224 the following steps until a sufficient number of samples of the parameters ϑ have been obtained:
225
Step 1: Draw a sample of new candidates of the parameters ϑ from the proposal q(ϑ | ϑ).
226
Step 2: Run a bootstrap particle filter with the proposed parameters ϑ to obtain the SMC 227 estimate of the marginal likelihoodp(u 1:K , v 1:K | ϑ ).
228
Step 3: Accept the proposed parameters ϑ with the Metropolis-Hastings ratio
Once enough samples of the parameters ϑ have been obtained, we can get the minimum mean 230 square error (MMSE) estimates for the population genetic quantities of interest, defined by
Alternatively, we can compute the posterior p(ϑ | u 1:K , v 1:K ) from the samples of the parameters somes from the underlying population at every 50 generations throughout 500 generations.
269
The resulting boxplots of the empirical studies are shown in Figure 1 for the allele frequency 270 datasets generated without missing values (φ = 0 in Eqs. (9) and (10)) and Figure 2 for the allele 271 frequency datasets generated with missing values (φ = 0.02 in Eqs. (9) and (10) tightly linked loci and 90.83% for loosely linked loci. We can see that small recombination rates 288 can lead to better results for both loci.
289
In Figure 3 , we illustrate results where the simulated data is given as haplotype frequen-290 cies (instead of allele frequencies in Figures 1 and 2 haplotype frequency data contain more information than allele frequency data since the com-298 plex interplay between the four haplotypes in the sample can be directly observed in haplotype 299 frequency data but only partially observed in allele frequency data.
300
In summary, our method can deliver accurate estimates of the selection coefficients using Table 1 : A comparison of the Bayesian estimates obtained by using the single-locus method and the two-locus method from the simulated dataset of a positively selected locus tightly linked with a neutral locus.
One can observe that with a single-locus method, the estimate for the selection coefficient s A 328 is reasonably accurate, but the estimate for the selection coefficient s B is off by a large amount.
329
The true value for the selection coefficient s B is 0, but the single-locus approach produces an 330 estimate of roughly 0.005 and a 95% HPD interval that only encompasses positive values, which 331 is strong evidence for the presence of natural selection. In comparison, the estimates for both 332 of the selection coefficients s A and s B are fairly accurate with the two-locus method.
333
To understand the poor performance of the single-locus method in this example, we plot 334 the mutant allele frequency trajectories of the underlying population in Figure 4d and the 335 haplotype frequency trajectories of the underlying population in Figure 4e . The increase in the 336 frequency of the B 1 allele with time, despite it having a selection coefficient of 0, is caused by the 337 A 1 B 1 haplotype, which has a selection coefficient of 0.01. This compensates the decrease in the 338 frequency of the A 2 B 1 haplotype, resulting in an increasing trajectory for the B 1 allele, albeit 339 with a slower rate of increase than the A 1 allele. With the two-locus approach, however, the 340 interplay between all four haplotypes are taken into account and it produces accurate estimates for both of the selection coefficients s A and s B .
342
In the second example, we consider two positively selected and tightly linked loci A and B,
where we take the selection coefficients to be s A = 0.01 and s B = 0.005, respectively, and set the initial haplotype frequencies of the underlying population to be x 0 = (0.05, 0.05, 0.7, 0.2).
345
The results are illustrated in Figure 5 and summarised in Table 2 : A comparison of the Bayesian estimates obtained by using the single-locus method and the two-locus method from the simulated dataset of a pair of positively selected and tightly linked loci. We set the dominance parameters h = 0 for KIT13 as the KM1 allele is dominant, and 388 h = 0.5 for KIT16 as the SB1 allele is semi-dominant. Following Der Sarkissian et al. (2015), 389 we take the population size to be N = 16000 and the average length of a generation of horse to 390 be 8 years, the same as in Schraiber et al. (2016) . We show all possible mutant allele frequency 391 trajectories of the sample at the KIT13 and KIT16 loci in Figure 6 , starting from 5472 years 392 BP (i.e., the third sampling time point). As can be seen in Table 3, As a result of the low quality of the KIT dataset, it becomes more difficult to intuit whether 402 either or both mutant alleles at the KIT13 and KIT16 loci are selectively advantageous by 403 simply eyeballing the mutant allele frequency trajectories of the sample. Using our two-locus 404 Bayesian inference procedure, described in Section 2.2, we co-estimate the selection coefficients 405 for the mutant alleles at the KIT13 and KIT16 loci under the case that sampled chromosomes 406 contain variants with unknown alleles. For the recombination rate, we choose three average rates 407 of recombination, 5 × 10 −9 , 1 × 10 −8 and 5 × 10 −8 crossovers/bp, as suggested in Dumont & Payseur (2008) , and multiply them by the genetic distance 4688 bp to obtain the recombination rates between the KIT13 and KIT16 loci. The resulting posterior probability distributions are 410 illustrated in Figure 7 , and the MAP and MMSE estimates, as well as the 95% HPD intervals, 411 are summarised in Table 4 . selected. Compared to the results shown in Figure 7 and Table 4 , we fail to tease apart negative 447 selection at the KIT16 locus without modelling genetic recombination and local linkage. 
Computational issues 449
In the PMMH algorithm, it is desirable to generate a large number of particles in the boot-450 strap particle filter to yield an accurate estimate of the marginal likelihood p(u 1:K , v 1:K | ϑ).
However, this can be computational burdensome since each iteration of the PMMH algorithm requires a run of the bootstrap particle filter even though fewer iterations are required. Bal-453 ancing the particle number and the MCMC iteration number to obtain good performance at a 454 reasonable computational cost was investigated by Pitt et al. (2012) and Doucet et al. (2015) . In 455 pseudo-marginal algorithms, if the estimates of the marginal likelihood are too noisy the chain 456 tends to be 'sticky' with excessive autocorrelation (Beaumont, 2003) . A simple rule-of-thumb 457 is to select a particle number such that the standard deviation of the log-likelihood estimates is 458 in the range from 1.0 to 1.7. Nevertheless, the PMMH algorithm exactly targets the marginal 459 posterior p(ϑ | u 1:K , v 1:K ) for any number of particles.
460
In each run of the bootstrap particle filter, we simulate the particles according to the Wright-
461
Fisher diffusion with the Euler-Maruyama scheme. It is desirable to take a large L in the Euler- where L can be obtained through extensive simulations.
466
In practice, we divide each generation into 5 subintervals in the Euler-Maruyama scheme, 467 i.e., L = 5. Our running time for a single iteration of the PMMH algorithm with 1500 particles 468 (see Figure 9 ), achieving the standard deviation of the log-likelihood at approximately 1.504, 469 on a single core of an Intel Core i7 processor at 4.2 GHz, is around 12.360 seconds for the KIT 470 dataset. In principle, every particle can be simulated in parallel on a different core. Running 471 10000 iterations of the PMMH is sufficient for a relatively smooth resulting posterior surface, as 472 shown in Figure 4 . We discard the initial 2000 iterations as the burn-in period and then thin the 473 remaining PMMH output, taking every fourth observation and regarding these as independent.
474
Dahlin & Schön (2015) outlined a selected number of possible improvements and best practices 475 for implementation. All of our code in this work is written in R with C++ by using Rcpp and 476 RcppArmadillo.
477
Exact-approximate particle filtering approaches such as the PMMH algorithm we apply in 478 this work seem to be useful for the inference of population genetic parameters from time series 479 data of allele frequencies. This methodology can be generalised to a range of complex evolu-480 tionary scenarios, e.g., non-constant population size. Although computationally demanding, 481 Figure 9 : Changes in the standard deviation of the log-likelihood with the number of particles adopted in the Andrieu, C., & Vihola, M. (2016). Establishing some order amongst exact approximations of
We divide each generation into L subintervals by setting ∆t = 1 2N L , and then the Euler-
719
Maruyama approximation of the Wright-Fisher diffusion can be written as 720X i (t + ∆t) =X i (t) + µ i (X(t))∆t + 6 j=1 σ ij (X(t))∆W j (t), for i = 1, 2, 3, 4, where ∆W j (t) = W j (t + ∆t) − W j (t) are independent and normally distributed 721 with mean 0 and variance ∆t for j = 1, 2, . . . , 6. The Euler-Maruyama scheme is numerically 722 stable and strongly consistent (see, e.g., Kloeden & Platen, 1992) , and the convergence of the
