Abstract. The comparison principle is a powerful tool that has a wide variety of applications in ordinary differential equations. The results of this article describe the geometric structure of the solution space of some first order scalar differential equations that may arise in the comparison method. A quite general class of differential equations is found to have a similar solution set configuration as the differential equation of separable variable type. One of the main results establishes, under certain conditions, that there is a unique unbounded solution of the first order differential equation which exists on an interval of the form [t0, oe). Furthermore, this unbounded solution separates the solutions that are bounded on [t0, co) from those that are not continuable to all t>t0.
1. Introduction. In recent years the comparison method for the study of stability and asymptotic behavior of the solutions of ordinary differential equations has been extensively developed [10] , [11] . The importance of this method lies in the fact that properties of the solution set of systems of ordinary differential equations can be inferred from corresponding properties of the solution set of a scalar differential equation. This scalar comparison equation is usually of the form (1.1) drjdt = w(t,r)
where w = w(t, r) is continuous and nonnegative for r^O and r>0. If (1.1) is of variables separable type, that is, of the form (1.2) drjdt = q(t)K(r), then the structure of the solution set can readily be determined (see the discussion below). It is the purpose of this article to study the asymptotic structure of the solution set of (1.1) when it is not necessarily solvable. This is accomplished by showing that the solutions of very general equations (1.1) have the same structure as those of (1.2). Thus, it is desirable to briefly indicate what happens in the separable case (1.2). For additional details, refer to [1] . Assume now that q=qit) is nonnegative and continuous for r^O and K=Kir) is positive and continuous for r > 0. The four possible combinations of convergence and/or divergence of the improper integrals J™ q(r) dr and J°° [1/F(p)] dp lead to the four different solution set configurations which are indicated below.
Configuration 1. If
/• 00 /»OO q(r) dr < oo and [I I Kip)] dp < oo, then there exists a unique unbounded solution ¡/i = i/f(r) of (1.2). This solution <j> separates the bounded solutions of (1.2) from the solutions of (1.2) with a finite escape time; that is, if r = r(i) is a solution of (1.2) with 0 </-(í0) <i¡>it0) then r is bounded on [t0, °o), and if r(i0) > ¡zj(?0) there exists a F (r0<F<oo) such that lim(_r-/•(r) = oo.
Configuration 2. If
f oo f* 00 qir) dr < oo and [1/F(p)] dp = oo then all solutions of (1.2) are bounded.
Configuration 3. If
r> oo i* oo qir) dr = oo and [1/F(p)] dp < oo then all solutions of (1.2) have a finite escape time.
Configuration 4. If°V t) í7t = oo and [I I Kip)] dp = oo then all solutions of (1.2) are continuable to the right and are unbounded on [0, oo). §3 of this paper shows that each of these configurations is valid for a large class of equations of the form (1.1) which are not, in general, solvable in a closed form. In order to accomplish this, it is useful to prescribe a certain monotonicity property on w. Namely, we postulate the existence of a function F11)(r) such that the function wit, r)Lwir) may be written as the sum of a nondecreasing and a nonincreasing function of r. This type of assumption is consistent with a recent series of papers [2] , [4] , [9] on the asymptotic behavior of systems of differential equations where it is required that w = wit, r) be nondecreasing in r for r>0 and fixed t.
The comparison technique may also lead to the scalar equation
where w satisfies the above-mentioned conditions (see [1] , [3] ). Here, one case of interest is when w = w(t, r) is nonincreasing in r for r>0 and each fixed t [3] . In §4 it is shown how the structure of the solution set for (1.3) can be determined by transforming (1.3) into the form of (1.1) and using the results of §3. In particular, the case when w (of (1.3)) is nonincreasing in r is discussed. In order that a scalar equation be of value for use in the comparison principle, it must have bounded (positive) solutions. When w = w(t, r) is nondecreasing in r for r >0 and each fixed /, it turns out that the condition j°° w(t, X) dr <oo for some A>0 is necessary and sufficient for the existence of bounded solutions of (1.1) [4] . Therefore, for the purposes of the comparison technique, the Configurations 1 and 2 are the important ones. Most of our effort in §3 is devoted to a discussion of the first solution set configuration since it is the most complicated. The other three solution set configurations are comparatively easy to handle and are dealt with primarily for completeness.
It is perhaps worth mentioning another broad class of scalar equations, the Riccati and generalized Riccati equations, which is generally distinct from the comparison-type equation considered here. In this case, one generally does not have |J°° w(t, X) dr\ <oo for any A>0. However, the basic problem of interest here is to find conditions which imply the existence, or nonexistence, of positive continuable solutions. Some papers which consider generalized Riccati equations are [5] , [6] , [7] , and [8] . Sometimes, it will be necessary to impose the following conditions:
Let there exist a continuous function px(t) defined on [0, oo) so that Wx(t, r)Lw(r) ¿ px(t) for all r > 0, / ^ 0.
Let there exist a continuous function p2(t) defined on [0, oo) so that (2.4) w2(t, r)Lw(r) ^ p2(t) for all r > 0, t ^ 0. Furthermore, for each t ^ 0, if w2(t, r) > 0 for r > 0 then p2(t) > 0.
It will always be assumed that equations (1.1) and (1.3) have a unique solution to the initial value problem. The unique solution of (1.1) or (1.3) which passes through the point (i0, rQ) will be designated by rit; t0, r0). The reciprocal of Lwir) will be denoted by L^1(r).
3. Results for equation (1.1). The results in this section are valid for equation (1.1) subject to the requirements imposed in the previous section. The conclusions are reached by an investigation of the convergence or divergence of the integrals r> oo /» oo w(t, A) dr and LW(P) dp.
The first result, Theorem 1, shows that the solution set of a very general equation has almost the same structure as Configuration 1. Theorem 2 then shows that some additional conditions imply the existence of a unique "separatrix" solution, that is, a solution which separates the bounded solutions from the solutions with finite escape time. This is precisely the structure of Configuration 1.
2), and (2.4) be satisfied; furthermore, suppose that w^O for large t, (3.1) r wir,X)dr < oo for all A > 0, and (3.2) j"LJj>) dp < ao.
Then, there exist nonnegative constants t0, a, ß with 0<a^ß<co such that if r0 satisfies the inequality (i) 0<r0<a then rit;to,r0) is bounded on [t0, oo); hence limt^^ r(t; t0, r0) exists and is positive.
(ii) a^r0uß then r(t; t0, r0) exists on [t0, co) and lim^o, r(t; t0, r0) = co. (iii) ß<r0 then rit; t0, r0) is not continuable to all t>t0; hence, there exists a T0 > t0 such that limt-.r-r(t; t0, r0) = oo.
Proof. First, the condition (3.1) implies that there exists a bounded solution of (1.1). Let r0>0 be given; select Fo = Fo(ro)>0 so that (•oo p2r0 Wyir, 2r0) dr < L-\2r0) LwiP) dp J-oo t-2r0 w2(t, r0) dr < F-Vo) LW(P) dp.
T0 Jr0
For any r0 ä T0, we claim that r(r; t0, r0) <2r0. For, if this is false, then there exists a first ty > tQ where rfa; t0, r0) = 2r0 and r(r; t0, r0)<2r0, t e [t0, ty).
From (1.1), (2.1) and (2.2), we obtain Ç2r0 Z-ii Lw(p) dp = w(t, r(r; t0, r0))Lw(r(r; t0, r0)) dr Jr0 Jt0
Lw(2r0) Wx(t, 2r0) dr+Lw(r0) w2(r, r0) dr Jt(j Jto |"2ro < Lw(p)dp.
Jr0
This contradiction establishes that there exists a bounded solution of (1.1). Hence, we take t0 in the conclusion of the theorem as F0 and by defining a = sup {r0: r(t; t0, r0) is bounded on [t0, oo)}, we then have a > 0.
A solution with a finite escape time will now be exhibited. Define the function G(r)= -J" Lw(p) dp for z->0. Using hypothesis (2.1) and (2.4), we obtain where G'1 is the inverse of G and for all t for which the right side of (3.3) makes sense. Because G(r0) < 0 and not both m»j and p2 are identically zero for large /, numbers F, tlt and r0 may be found so that J-T rT p2(r) dr + Lw(r0) Wx(t, r0) dr = 0.
'i Jh
Therefore, there exists a Fj^F so that limt_r¡-r(t; tu r0) = oo. In fact, given any ¡*! > 0, it is possible to choose r0 sufficiently large so that /»oo ñ oo -G(r0) <\ p2(T)dT+Lw(r0)\ Wi(T,r0)dr; Jtx Jtx each such choice of r0 and tx leads to a solution with a finite escape time. Defining ß = inf{r0 : r(t; t0, r0) has a finite escape time}, we see that 0<a^j8<oo. We now assert that the solution <j>(t) = r(t; t0, a) exists on [t0, oo) and that lim,-,,» <p(t) = <x>. To establish the first part of this statement, suppose that the maximal interval of existence of j> is [i0, F), t0<T<oo. Choose r,>0 and i1>F so that r-oo /» oo -G(rx) < \ p<¡fj)dT+Lw(ri)\ Wx(t, rx) dr.
Jtx Jtx
As noted above, the solution r(t; tlt rx) has a finite escape time. Since the solutions of (1.1) depend continuously upon their initial data, there exists a bounded solution r2it) = r{t; t0, r2) such that r2(T)^ry. This implies that r2(ty)är± = r(ty; t%, rx) which contradicts the fact that (1.1) has a unique solution to the initial value problem. Next, we show that lim^^, <b(t) = oo; for suppose that lim(_"o <j>(t) = (f>X:, 0 <<pm <oo. Then, there exists a Foe ^ t0 such that i-oo Ç2é" 2 Wy(r, 2<f>oe)dT < L^,\2<l>^) Lw(p) dp,
•ZToo J<t><n and /*oo r>20"
The solution r(7; Foe, <£") is bounded above by 2<£00 and must exist at t = t0. This is a contradiction and, therefore, lim^^ </>(t) = co. An argument similar to that used in the previous paragraph shows that the solution ib(t) = r(t; tQ, ß) exists on [t0, co). It follows immediately that lim^» <h(t) = oo. This completes the proof of Theorem 1. Then, in the conclusion of Theorem 1, a=/?, that is, there is exactly one separatrix solution </> o/(l.l) which exists on [t0, oo) and satisfies lim,,.^ <f>(t) = oo.
It will be shown, following the proof of Theorem 2, that the hypotheses of Theorem 2 are sufficiently general to include a large class of differential equations of comparison type.
Proof of Theorem 2. By Theorem 1, there exists a solution $ of (1.1) such that lim^oo <p(t) = <x>. For convenience, it will be assumed that ^(0=1 f°r t^t0. First, we show that (3.6) J7(r,^(r))^-i(r)¿/T = oo. Equation (1.1) leads to the inequality lntfW-H/o)-f g(r, 1) dr Í Cf(r, 9(r))9-\r) dr.
Jta a/in
Since J"™ g(r, l)dt<oo and lim».,«, </>(t) = co, (3.6) follows from the above inequality. Next, we will show that any solution r(t) = r(t; tQ, r0) of (1.1) such that r0><p(to) = a has a finite escape time. If z is defined by z(t) = r(t)</>~1(t), then for all fè t0 for which r(t) exists, z(t)> 1. If r(t) exists for all t^t0 then so does z(t); suppose that z(t) exists for all t^t0. The transformation r(t)=9(t)z(t), t^t0, applied to (1.1) leads to the equation z' = w(t, <b(t)z)l9(t) -w(t, 9(t))2j<l>(t), z' = dzjdt. [October Both <f>(t) and z(t) are not less than 1, so we may use the pseudo-submultiplicative property of w to write (3.7) z' ä ^P [L-\z)-z]-^ aMPétiOmM-Hí).
Next, we note that (3.5) implies that
for all zïï 1. Dividing both sides of (3.7) by z(t)-1, using (3.8), and integrating from t0 to t, t0<t, we obtain lnSr^T+ î f <h{r)Ptizir))iz{r)-\)^Ql^r))4>-\r)dr
It follows from the hypothesis of the theorem that f "a,(T)Ff(Z(T))(z(T)-l^Ql'KrM-Hr) dr This fact used in conjunction with (3.6) implies that lim^oo (z(t)-l) = ao; hence, lim(_"" z(?) = oo. Therefore, there exists an 17>1 such that z(t)^r¡ for all t^t0; hence, we can choose S so that £>8>1 and t?
Dividing both sides of (3.7) by L^\z) -z and then integrating leads to the
The convergence of the last integrals above follows by noting (3.8) and an argument similar to that used to establish the convergence of the integrals in (3.10). Therefore, from (3.11), we obtain i* 00 /» 00
This contradicts hypothesis (3.2) and shows that z(t), and hence r(t), is not continuable to all t^t0-This completes the proof of Theorem 2. Example 3. Letmi^m2^ ■ ■ ■ Smu^ 1 <«i^«2^ • • ■ ;£«". Consider the differential equation (3.12) i = ¿ h(t)r*i+ J a¿t)rmi = w(t, r).
In (3.12), a¡ and bi are continuous functions for r^O; ¿r,(z*) = 0> Çço a¡(r) dr <ao, j=l, 2,..., mu; bAO^O, bi(t)>0, and J" bt(r) dr <co, z'=l, 2,..., nn.
We will now show that the solution space configuration of (3.12) is that indicated in Theorem 2; that is, there are bounded solutions, solutions with a finite escape time, and a single separatrix solution.
To see that the hypotheses of Theorem 2 are satisfied, we take Lw(r) = r~ni, f(t,r) = 2ï=ibi(t)rni and g(t, r) = 2¡ = i af(t)rmi. The only condition that is not clear is the pseudo-submultiplicative property. For x^l, y^l, r^O, we have ;' = i
Since wzyá 1, xmix~1 ^ 1 for x^ 1 ; also, by l'Hospital's rule, there exists a positive constant B so that (y-ym')l(y-1) ^ B, y > 1. Therefore, the hypotheses of Theorem 2 are satisfied and the solution space of (3.12) has a unique separatrix solution. The remainder of this section investigates the three remaining types of solution set configurations as discussed in the introduction. Theorem 3. Let the hypotheses (2.1), (2.2), azzzi(3.1) of Theorem 1 be satisfied; in addition, suppose that (2.3) is satisfied wherein J"°° Pi(r) dr <oo and /•oo (3.13) Lw(p)dp = oo.
Then, all solutions of (I A) are bounded.
Proof. We define H(r) = Lw(p)dp where it will be assumed that J0 Lw(p) dp <oo; if this is not the case, then one may take any positive lower limit for the integral defining H. From (1.1), (2.1), (2.2) and (2.3) we obtain r(t; t0, r0) S H-1 [H(r0)+J Pi(r) dr+Lw(r0) f w2(r, r0) dr\.
