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Abstract. We study stochastic resonance in an over-damped approximation of the stochastic
Duffing oscillator from a random dynamical systems point of view. We analyse this problem in
the general framework of random dynamical systems with a nonautonomous forcing. We prove
the existence of a unique global attracting random periodic orbit and a stationary periodic
measure. We use the stationary periodic measure to define an indicator for the stochastic
resonance.
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1. Introduction
Stochastic resonance is the remarkable physical phenomenon where a signal that is normally
too weak to be detected by a sensor, can be boosted by adding noise to the system. It has
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been initially proposed in the context of climate studies, as an explanation of the recurrence
of ice ages [BPS81, BPSV82, BPSV83, Nic81, Nic82], and subsequently the phenomenon has
been reported in other fields, such as biology and neurosciences, and extensively studied in
many different physical settings. It is not possible here to account for the huge literature on the
subject but we refer to [GHJM98] for a comprehensive review, while an exhaustive discussion
of the literature in different fields can be found in [MSPA08]. Of particular relevance are the
mathematical studies of the phenomenon in [BG06] and [HIPP14].
In this paper, we study one of the models for stochastic resonance from a random dynami-
cal systems point of view. Despite the obvious merit of gaining insight in stochastic processes
from a dynamical systems standpoint, and various research programmes in this direction (see
e.g. [Arn98]), the mathematical field of random dynamical systems is still in its infancy. Our
study of stochastic resonance, as a prototypical dynamical phenomenon in stochastic systems,
illustrates how this approach provides additional insights to phenomena of broad physical inter-
est. In the process, we extend the existing random dynamical systems theory in the direction
of nonautonomous stochastic differential equations, to aid the analysis of the particular model
at hand. We note in this context that whereas autonomous stochastic differential equations are
widely studied, nonautonomous stochastic differential equations received much less attention
[CLMV03, CLR13, CKY11, CS02] and we also mention [Wan14, ZZ09, FZ15] for pioneering
work on random periodic solutions of random dynamical systems.
We study one of the simplest stochastic differential equations used to model stochastic resonance,
commonly motivated by taking an overdamped limit of a stochastically driven Duffing oscillator
[GHJM98]:
(1.1) dx =
(
αx− βx3
)
dt+A cos νt dt+ σdWt, α, β, σ > 0, x ∈ R,
where (Wt)t∈R denotes a Wiener process. The full model describes a damped particle in a
periodically oscillating double-well potential in the presence of noise. The periodic driving
tilts the double-well potential asymmetrically up and down, raising and lowering the potential
barrier. If the periodic forcing alone is too weak for the particle to leave one potential well, the
noise strength can be tuned so that hopping between the wells is synchronised with the periodic
forcing and the average waiting time between two noise-induced hops is comparable with the
period of the forcing. For increasing noise strength, the periodicity is lost and the hopping
becomes increasingly random. It is important to observe that (1.1) has, in addition to the noise,
also an explicit deterministic dependence on time. We refer to such systems as nonautonomous
stochastic differential equations. In the model at hand, the deterministic time-dependence is
periodic, which facilitates the analysis in a crucial way.
We establish a random dynamical systems point of view for nonautonomous stochastic differen-
tial equations. In this context we aim to describe the long-time asymptotic behaviour of (1.1)
in terms of (random) attractors and we prove the following:
Theorem 1.1. The SDE (1.1) has a unique globally attracting random periodic orbit.
In terms of the dynamics, if we denote by Φ(t, τ, ω) the random dynamical system induced by
(1.1) on R from time τ to τ + t and for a realisation ω of the Wiener process, this means that
for any bounded set C ⊂ R, the limit limt→∞Φ(t, τ − t, θ−tω)C is a single point A(τ, ω) for all
τ and almost all ω. We note that A(τ, ·) is a random variable that evolves under the stochastic
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flow as Φ(t, τ, ω)A(τ, ω) = A(τ + t, θt(ω)), with A(τ + T, ω) = A(τ, ω) where T =
2pi
ν
, justifying
the nomenclature random periodic orbit.
The attractor provides all the dynamical information for the system and it is accompanied by
a natural set of probability measures: first of all a singleton distribution δA(τ,ω) associated to
the random periodic orbit. It is natural now to consider the measure ρt(B) :=
∫
δA(t,ω)(B)dω
on measurable sets B ⊂ R, for t ∈ R. By ergodicity, this measure provides a probabilistic
description of orbits of the random fixed point starting at time τ under the time-T map, in the
sense that the expected frequency to visit a subset B ⊂ R is equal to the ρτ -measure of this
subset:
ρτ (B) = lim
N→∞
1
N
N∑
n=1
1B(Φ(nT, τ, ω)A(τ, ω))
for almost all ω. An illustration of the density of the random periodic orbit is given in Fig. 1:
importantly, it depends on τ , and it is T -periodic, i.e. ρτ = ρτ+T , a s a consequence of 1.1.
ρτ
x x
ρτ+T/2
Figure 1. The Lebesgue density of the measure ρt for t = τ and t = τ +
T
2 . The
values of the parameters are: α = β = 1, A = 0.12, ν = 0.001, σ = 0.285 and
τ = 0.
We note that this result depends heavily on observing the orbit at the time step T . If a time
step T ′ is incommensurate with the period T , then it is easy to see that
ρ(B) = lim
N→∞
1
N
N∑
n=1
1B(Φ(nT
′, τ, ω)A(τ, ω)) = lim
t→∞
1
t
∫ t
0
1B(Φ(s, τ, ω)A(τ, ω))ds.
with ρ := 1
T
∫ T
0 ρtdt. For fundamental research on ergodic theory and probability measures of
periodic random dynamical systems, see [FZ15].
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Figure 2. Time series of orbits for (1.1) at increasing values of noise (σ =
0.2, 0.285, 0.6). The case σ = 0.285 corresponds to stochastic resonance. The
graph of the nonautonomous driving term A cos(νt) is also depicted for reference.
We now proceed to discuss the phenomenon of stochastic resonance within the above point
of view. Stochastic resonance in the context of our model (1.1) is measured in terms of the
enhancement of the periodic behaviour of the nonautonomous forcing as a function of the size
of the noise. In Fig. 2 we present representative time series of (1.1) for three different noise
amplitude levels σ: before, during and after the stochastic resonance regime. The phenomenon of
stochastic resonance is characterized by a T -period hopping between the left and right potential
wells, present in the middle plot but absent in the leftmost and rightmost plots.
The resonant regime can be identified in various ways. The classical experimental indicator is
the signal to noise ratio, see e.g. [GHJM98]. Our establishment of the existence of a unique
globally attracting random periodic point with invariant measures ρt provides the opportunity
to define other indicators with more mathematically rigorous footing. As proposed already by
[GHJM98] (but without a rigorous discussion of existence), one can for instance consider the
expectation x¯(t) = max0≤t≤T
∫
R
xdρt(x), which due to the periodicity of ρt is also T -periodic.
The size of the amplitude of this oscillating function, x¯ = max0≤t<T |x¯(t)| is a natural indicator
for stochastic resonance.
However, as x¯ does not really measure the likelihood of a time series to hop from left to right
in resonance with the driving frequency, we here propose an alternative indicator which directly
relates to the amount of transport between the wells across the barrier at x = 0 over a time
period T . Define the two probabilities
p− :=
max0≤t<T ρt((−∞, 0]) −min0≤t<T ρt((−∞, 0])
max0≤t<T ρt((−∞, 0])
and
p+ :=
max0≤t<T ρt([0,∞)) −min0≤t<T ρt([0,∞))
max0≤t<T ρt([0,∞))
,
and note that p− is a lower bound for the probability for a particle to move from the left to the
right well, while p+ is a lower bound for the probability for a particle to move from the right
to left. In general, these two probabilities do not coincide, although they do for the stochastic
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differential equation (1.1). The product of these two probabilities
p := p−p+
is a lower bound for a particle to switch the well two times within the period T , and thus
serves as an indicator for stochastic resonance. In Fig. 3 we present a comparison between the
indicators p and x¯ for different values of the noise strength σ, showing that both maximize at
the same noise strength in this specific example.
1
0
x, p
0.2 1
σ
0.285
x
p
Figure 3. The indicators p (filled dot) and x¯ (empty dot) as a function of σ.
Both indicators are maximised in the resonant regime.
The paper is organised as follows. In Section 2, we define the framework for nonautonomous
random dynamical systems. In Section 3, we prove the existence of global nonautonomous
random attractors for a class of nonautonomous stochastic differential equations including (1.1);
more general results on the existence of attractors for nonautonomous random dynamical systems
are developed in the Appendix. In Section 4, we define periodic measures for nonautonomous
random dynamical systems and prove that for the class of systems defined in Section 3 there
exists a unique attracting random periodic orbit.
Acknowledgments. The authors would like to thank Sergey Zelik (University of Surrey) and
Armen Shirikyan (Universite´ de Cergy-Pontoise) for useful discussions.
2. Nonautonomous random dynamical systems
In this section, we define the fundamental objects we need to study stochastic resonance in
the framework of the theory of random dynamical systems. Similarly to the autonomous case
[Arn98], the noise of a nonautonomous random dynamical system is modelled by a base flow θ.
Let (Ω,F ,P) be a probability space with a σ-algebra F and a probability measure P, and let T
be a time set (given by either R or Z). A (B(T)⊗F ,F)-measurable function θ : T × Ω → Ω is
called measurable dynamical system if θ(0, ω) = ω and θ(t+ s, ω) = θ(t, θ(s, ω)) for all t, s ∈ T
and ω ∈ Ω. We will assume that θ is measure preserving or metric, i.e. Pθ(t, A) = PA for all
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t ∈ T and A ∈ F , and we will call θ ergodic if the invariant sets for the flow have trivial measure.
We will use the abbreviation θtω for θ(t, ω).
In contrast to the autonomous case, the dynamics of nonautonomous random dynamical systems
depends also on the initial time, rather than only on ω ∈ Ω and the elapsed time.
Definition 2.1 (Nonautonomous and periodic random dynamical system). Let X be a Polish
space with metric d. A nonautonomous random dynamical system on X is a pair (θ,Φ), where
θ : T × Ω → Ω is a metric dynamical system defined on the probability space (Ω,F ,P), and the
so-called cocycle Φ : T × T × Ω × X → X is a (B(T) ⊗ B(T) ⊗ F ⊗ B(X),B(X))-measurable
mapping with the following properties:
(i) Φ(0, τ, ω, x) = x for all τ ∈ T, x ∈ X and for almost all ω ∈ Ω,
(ii) Φ(t + s, τ, ω, x) = Φ(t, τ + s, θsω,Φ(s, τ, ω, x)) for all t, s, τ ∈ T, x ∈ X and for almost
all ω ∈ Ω.
We assume that Φ(·, ·, ω, ·) : T×T×X 7→ T×T×X is continuous for almost all ω ∈ Ω, and we
will use the notation Φ(t, τ, ω)x for Φ(t, τ, ω, x). The nonautonomous random dynamical system
(θ,Φ) is called periodic random dynamical system if there exists a T > 0 such that
Φ(t, τ + T, ω, x) = Φ(t, τ, ω, x) for all t, τ ∈ T, x ∈ X and for almost all ω ∈ Ω .
We are mainly interested in continuous-time nonautonomous random dynamical systems, which
are generated by a stochastic differential equation (SDE for short) of the form
(2.1) dx = f(t, x)dt+ σdWt
where t, x ∈ R and σ > 0, (Wt)t∈R is a Wiener process and f : R
2 → R is continuously
differentiable. For conditions on existence and uniqueness of global solutions of (2.1), see [Arn74,
PR07]. In this case, the underlying model for the noise is given by the Wiener space Ω :=
C0(R,R) := {ω ∈ C(R,R) : ω(0) = 0} equipped with the compact-open topology and the Borel
σ-algebra F := B(C0(R,R)). P is the Wiener probability measure on (Ω,F) and the evolution
of noise is described by the Wiener shift θ : R× Ω→ Ω, defined by θ(t, ω(·)) := ω(·+ t)− ω(t).
The shift is ergodic [Arn98]. The cocycle is defined by
(2.2) Φ(t, τ, θτω, x) := X (t+ τ, τ, ω, x) ,
where X (t, τ, ω, x) is the stochastic flow of (2.1), i.e. a pathwise solution for an initial time τ ∈ R
and initial condition x ∈ R.
The nonautonomous random dynamical system Φ is periodic if the function f is periodic in t.
Note that Φ is order preserving, i.e. for x, y ∈ R with x ≤ y, we have Φ(t, τ, ω, x) ≤ Φ(t, τ, ω, y)
for all t, τ ∈ T and almost all ω ∈ Ω.
The following example describes how four homeomorphisms generate a periodic random dynam-
ical system in discrete time.
Example 2.2 (Discrete-time periodic random dynamical system). Consider a metric space X
and four homeomorphisms hij : X → X, where i, j ∈ {0, 1}. We want to study the random
dynamics if hij is used with probability pj ∈ [0, 1] at either even times (i = 0) or odd times
(i = 1). We assume that p0 + p1 = 1. We define Ω :=
{
ω = (. . . , ω−1, ω0, ω1, . . . ) : ωi ∈ {0, 1}
}
.
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For fixed x1, . . . , xn ∈ {0, 1}, the set
Ix0,...,xn :=
{
ω ∈ Ω : ωi = xi for all i ∈ {0, . . . , n}
}
is called a cylinder set. The set of cylinder sets forms a semi-ring, and we define F to be the
σ-algebra generated by this semi-ring. We define P on cylinder sets by P(Ix0,...,xn) :=
∏n
i=0 pxi,
and then we extend P to F . The dynamics on Ω is given by the left shift (θ(ω))i = ωi+1, and
we define the cocycle by ϕ(1,m, ω, x) := (hm mod 2ω0 )(x) for m ∈ Z. The nonautonomous random
dynamical system (θ, ϕ) is two-periodic.
Let (Ω,F ,P) be a probability space, and let T be a time set and X be a Polish space. A
(B(T) ⊗ F ⊗ B(X))-measurable set M ⊂ T × Ω × X is called a nonautonomous random set,
and the set M(τ, ω) := {x ∈ X : (τ, ω, x) ∈ M} is called the (τ, ω)-fiber of M. If every fiber of
M is closed (compact, or bounded, respectively), then M is called closed (compact, or bounded,
respectively). If all fibers are singletons, we will call M a nonautonomous random point.
A nonautonomous random set M is called invariant with respect to a nonautonomous random
dynamical system (θ,Φ) if
Φ(t, τ, ω)M(τ, ω) =M(τ + t, θtω) for all t, τ,∈ T and almost all ω ∈ Ω .
Invariant nonautonomous random sets can be constructed easily. For instance, given x ∈ X, the
set defined by M(τ, ω) := Φ(τ, 0, θ−τω, x) for τ ∈ T and ω ∈ Ω is invariant.
While the construction of invariant nonautonomous random sets is straightforward, so-called
invariant periodic random sets, as defined below, are nontrivial objects.
Definition 2.3 (Periodic random sets and random periodic orbits). An invariant nonautonomous
random set M is called an invariant periodic random set if there exists a T > 0 such that
Φ(T, τ, ω)M(τ, ω) =M(τ, θTω) for all τ ∈ T and almost all ω ∈ Ω .
An invariant periodic random set is called random periodic orbit if it is a nonautonomous
random point, i.e. its fibers are singletons.
3. Global nonautonomous random attractors
In this section, we introduce global nonautonomous random attractors, which are invariant
nonautonomous random sets that attract deterministic bounded sets. Note that in the Appendix,
we develop the theory also to include the attraction of nonautonomous random sets.
Definition 3.1 (Global nonautonomous random attractor). Let (θ,Φ) be a nonautonomous
random dynamical system on a Polish space (X, d). A compact and invariant nonautonomous
random set A is called global nonautonomous random attractor if for all bounded sets C ⊂ X,
we have
lim
t→∞
dist (Φ(t, τ − t, θ−tω)C,A(τ, ω)) = 0 for all τ ∈ T and almost all ω ∈ Ω ,
where dist(D1,D2) := supx∈D1 infy∈D2 d(x, y) is the Hausdorff semi-distance of two sets D1,D2 ⊂
X.
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A sufficient condition for the existence of a global attractor is given by the existence of an
absorbing set, which is a compact nonautonomous random set B such that for all bounded sets
C ⊂ X, all τ ∈ T and almost all ω ∈ Ω, there exists a time T = T (C, τ, ω) > 0 such that
Φ(t, τ − t, θ−tω)C ⊂ B(τ, ω) for all t ≥ T .
Theorem 3.2 (Existence of global nonautonomous random attractors). Let (θ,Φ) be a nonau-
tonomous random dynamical system on a Polish space (X, d), and suppose that there exists an
absorbing set B. Then there exists a global nonautonomous random attractor A, given by the
omega-limit set of B:
A(τ, ω) =
⋂
T≥0
⋃
t≥T
Φ(t, τ − t, θ−tω)B(τ − t, θ−tω) for all τ ∈ T and almost all ω ∈ Ω .
Note that A is minimal in the sense that if there is another global nonautonomous random
attractor A˜, then A(τ, ω) ⊂ A˜(τ, ω) for all τ ∈ T and almost all ω ∈ Ω. If X is connected, then
the fibers of A are connected.
We prove this theorem in a more general form in the Appendix.
We now apply this result to show the existence of a nonautonomous random global attractor
for a class of periodic random dynamical systems. In particular, we consider the stochastic
differential equation (2.1), given by
dx = f(t, x)dt+ σdWt
where t, x ∈ R and σ > 0, (Wt)t∈R is a Wiener process and f : R
2 → R is continuously
differentiable. Let Φ denote the cocycle of the corresponding nonautonomous random dynamical
system as defined in (2.2). We assume the following two conditions:
1. Dissipativity condition. There exist constants L1, L2 ≥ 0 such that
(3.1) (x1 − x2)
(
f(t, x1)− f(t, x2)
)
≤ L1 − L2 |x1 − x2|
2 for all t ∈ R and x1, x2 ∈ R .
2. Integrability condition. There exists C0 > 0 such that
(3.2)
∫ t
−∞
ecr
∣∣f(r, u(r))∣∣2 dr <∞
for all t ∈ R, 0 < c < C0 and continuous functions u : R→ R with sub-exponential growth.
We note that these two conditions are satisfied when f(t, x) = αx− βx3 +A cos νt, cf. (2.1).
Proposition 3.3. A nonautonomous random dynamical system generated by the SDE (2.1),
where f satisfies both the dissipativity and integrability condition, has a global nonautonomous
random attractor.
Proof. We prove the existence of an absorbing set in order to apply Theorem 3.2. The stochastic
flow generated by a stochastic differential equation is, in general, not differentiable, and in order
to get differentiable paths and apply techniques from deterministic calculus, we transform the
stochastic differential equation (1.1) into a random ordinary differential equation (see [Dos77,
Sus77, Sus78, IL02, KR11]).
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Consider the one-dimensional stochastic differential equation
(3.3) dy = −ydt+ σdWt
with the pathwise solution
Y(t, τ, ω, yτ ) = yτe
−t + σe−t
∫ t
τ
er dWr .
The pullback limit of this solution is given by the Ornstein–Uhlenbeck process
Ot(ω) = σe
−t
∫ t
−∞
er dWr ,
which is the unique stationary solution of (3.3). Let Zt := Xt − Ot for t ∈ R, where Xt is the
stochastic flow for (2.1). Then t 7→ Zt is a solution of the random differential equation
(3.4) Z˙t = f(t, Zt +Ot) +Ot .
Let Z(t, τ, ω, z) be the general solution of (3.4) for initial time τ ∈ R, noise realization ω ∈ Ω
and initial condition z ∈ R. Omitting the dependence on τ , ω and z, we obtain
dZ2t
dt
= 2Zt
(
f(t,Xt) +Ot
)
= 2Zt
(
f(t,Xt)− f(t, Ot)
)
+ 2Zt
(
f(t, Ot) +Ot
)
≤ 2
(
L1 − L2Z
2
t
)
+ L3Z
2
t +
1
L3
(
f(t, Ot) +Ot
)2
for any L3 > 0, and hence,
(3.5)
dZ2t
dt
≤ −C1Z
2
t + C2 + C3
(
f(t, Ot) +Ot
)2
for some C1, C2, C3 ≥ 0. Note that C1 = L2−L3 > 0 can be chosen such that C1 ≤ C0, with C0
as in the integrability condition, and define
F (t, x) := C2 + C3
(
f(t, x) + x
)
.
We obtain the cocycle Ψ of a nonautonomous random dynamical system via
(3.6) Ψ(s, τ, ω)z := Z(τ + s, τ, θ−τω, z) for all t, τ ∈ R , ω ∈ Ω and z ∈ R ,
and the differential inequality (3.5) leads to
(3.7) |Ψ(s, τ, ω)z|2 ≤ |z|2 e−C1s + e−C1(s+τ)
∫ s+τ
τ
e−C1rF (r,Or(θ−τω)) dr .
Given a bounded set C ⊂ X, and an initial time τ ∈ R, a realization of noise ω ∈ Ω and an
initial condition x ∈ C for the stochastic differential equation (2.1), the corresponding initial
condition z for the random differential equation (3.4) is in the set
C ′(τ, ω) = C −Oτ (ω) = {a ∈ R : there exists y ∈ C such that a = y −Oτ (ω)} ,
which defines a bounded nonautonomous random set C ′. Note that the inequality (3.7) implies
that there exists a T ′ = T ′(C ′(τ, ω)) > 0 such that |z|2e−C1s ≤ 1 for all s > T ′ and z ∈ C ′(τ, ω).
10 A RANDOM DYNAMICAL SYSTEMS PERSPECTIVE ON STOCHASTIC RESONANCE
Due to (3.7), we get for all z ∈ C ′(τ, ω)
|Ψ(s, τ − s, θ−sω)z|
2 < 1 + e−C1τ
∫ τ
τ−s
e−C1rF (r,Or(θ−s ◦ θs−τ (ω))) dr
= 1 + e−C1τ
∫ τ
τ−s
e−C1rF (r,Or(θ−τω)) dr for all s > T
′(C ′(τ, ω)) ,
and note that the integrand does not depend on s. In the limit s→∞, we obtain
lim
s→∞
|Ψ(s, τ − s, θ−sω)z|
2 ≤ 1 + e−C1τ
∫ τ
−∞
e−C1rF (r,Or(θ−τω)) dr ,
where the integral is well defined because of the integrability condition. Hence, for the bounded
nonautonomous random set C ′, there exists a time T ′(C ′(τ, ω)) such that
Ψ(s, τ − s, θ−sω)C
′(τ, ω) ⊂ B (R(τ, ω)) for all s > T ′(C ′(τ, ω)) ,
where B (R(τ, ω)) is the ball centered around zero with radius
R(τ, ω) := 2 + e−C1τ
∫ τ
−∞
e−C1rF (r,Or(θ−τω)) dr .
Given the construction of the set C ′, the time T ′ depends on the deterministic bounded set
C, τ and ω, and we write T ′ = T ′(C, τ, ω). Going back to the cocycle Φ, for any deterministic
bounded set C and s > T ′(C, τ, ω), we have
Φ(s, τ − s, θ−sω)C ⊂ B (Oτ (ω), R(τ, ω))
where B (Oτ (ω), R(τ, ω)) is the ball of radius R(τ, ω) centered in Oτ (ω). B (Oτ (ω), R(τ, ω)) is the
fiber of a nonautonomous random compact set absorbing all deterministic bounded sets. This
implies, by Theorem 3.2, that Φ has a global nonautonomous random attractor for the family of
deterministic bounded sets. The attractor is a periodic, compact and connected nonautonomous
random set. 
4. The global attractor is a random periodic orbit
In this section we prove that for systems generated by the stochastic differential equation (2.1),
when the deterministic forcing is time-periodic and obeying the dissipativity condition (3.1) and
integrability condition (3.2), the global nonautonomous random attractor is a random periodic
orbit. In particular, this result can be applied to the model of stochastic resonance given by the
equation (1.1).
At the core of the argument is the existence of a correspondence between invariant periodic
measures for the nonautonomous random dynamical system and stationary periodic measures
for the Markov semigroup. We will discuss these two objects in Subsections 4.1 and 4.2 and
explain the correspondence in Subsection 4.3.
4.1. Invariant nonautonomous measures for the nonautonomous random dynamical
system. To define invariant measures for nonautonomous random dynamical system, we make
use of the skew product flow formulation. The skew product flow for a nonautonomous random
dynamical system (θ,Φ) is given by the mapping Θ : T× T× Ω×X 7→ T× Ω×X, defined by
Θ(t, τ, ω, x) := (τ + t, θtω,Φ(t, τ, ω)x) .
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Definition 4.1 (Invariant nonautonomous measures and invariant periodic measures). Let (θ,Φ)
be a nonautonomous random dynamical system with skew product flow Θ. We say that µ :
T×F ⊗ B(X)→ [0, 1] is an invariant nonautonomous measure for (θ,Φ) if
(i) for all τ ∈ T, µ(τ, ·) is a measure on Ω×X with piΩµ(τ, ·) = P, where piΩµ(τ, ·) denotes
the marginal on (Ω,F), and
(ii) for all A ∈ F ⊗ B(X) and t, τ ∈ T, we have
µ(Θ(t, τ, A)) = µ(τ,A) .
An invariant nonautonomous measure µ is called invariant periodic measure if there exists T > 0
such that
µ(τ, ·) = µ(τ + T, ·) for all τ ∈ T .
We write µτ for µ(τ, ·). A measure µτ on Ω ×X with piΩµτ = P can be uniquely disintegrated
into a family µτ,ω of probability measures on X via
µτ (A) =
∫
Ω
µτ,ω(Aω) dP(ω) ,
where Aω = {x ∈ X : (x, ω) ∈ A} for all A ∈ F ⊗ B(X). Note that µ is an invariant nonau-
tonomous measure if and only if
Φ(t, τ, ω)µτ,ω = µτ+t,θtω for all t, τ,∈ T and for almost all ω ∈ Ω ,
where the measure µτ,ω is pushed forward, i.e. Φ(t, τ, ω)µτ,ω(C) = µτ,ω(Φ
−1(t, τ, ω)C) for all
C ∈ B(X). An invariant nonautonomous measure µ is periodic with period T > 0 if and only if
Φ(T, τ, ω)µτ,ω = µτ,θTω for all τ ∈ T and for almost all ω ∈ Ω .
Remark 4.2. As for nonautonomous random sets, invariant nonautonomous measures can
be constructed easily. For instance, given a measure ν on X, the family of measures µτ,ω :=
Φ(τ, 0, θ−τω)ν for all τ ∈ T and ω ∈ Ω is the disintegration of an invariant nonautonomous
measure for the nonautonomous random dynamical system. In fact,
Φ(t, τ, ω)µτ,ω = Φ(t, τ, ω) (Φ(τ, 0, θ−τω)ν) = Φ(t+ τ, 0, θ−τω)ν = Φ(t+ τ, 0, θ−(τ+t) ◦ θtω)ν
= µt+τ,θtω .
Note that requiring a recurrence in time, such as periodicity, leads to a more meaningful concept.
If there exists a global nonautonomous random attractor A that is a nonautonomous random
point, then µτ,ω := δA(τ,ω) is the disintegration of an invariant nonautonomous measure for the
nonautonomous random dynamical system.
4.2. Stationary nonautonomous measures for nonhomogenous Markov semigroups.
We first define the concept of a stationary nonautonomous measure for nonhomogenous Markov
semigroups. Suppose that ξ(t, τ, ω, x) is the stochastic flow of the one-dimensional nonau-
tonomous stochastic differential equation (2.1), and let ρ : T × B(R) → [0, 1] be a stationary
nonautonomous measure for the associated non-homogeneous Markov semigroup, i.e.
ρτ+t(B) =
∫
X
Q(t, τ, x,B) dρτ (x) for all B ∈ B(R) and t, τ ∈ R ,
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where ρtau is ρ(τ, ·) and Q(t, τ, x,B) describe the transition probabilities for the semigroup:
(4.1) Q(t, τ, x,B) := P{ω ∈ Ω : ξ(t, τ, ω, x) ∈ B} for all t, τ ∈ T , x ∈ R and B ∈ B(R) .
We say that ρ is a stationary periodic measure if there exists a T > 0 such that ρτ+T = ρτ for
all τ ∈ T.
4.3. Correspondence between invariant periodic measures and stationary periodic
measures. In this subsection, we extend results on the correspondence between invariant mea-
sures and stationary measures for random dynamical systems [Cra90, Cra91, CF94, CF98] to
periodic random dynamical systems generated by the stochastic differential equation (2.1). As
a consequence, we establish conditions for the global nonautonomous random attractor to be a
nonautonomous random point. The proofs are based on results for autonomous random dynam-
ical systems.
Recall the definitions of past-time and future-time σ-algebras and of Markov measures given in
[CF98].
Definition 4.3 (Past and future time σ-algebras). Let (θ, φ) be an (autonomous) random dy-
namical system on the phase space X, with a time set T = R or Z and a base space (Ω,F ,P).
The past time σ-algebra for the random dynamical system is given by
F≤0 := σ
{
ω 7→ Φ(t, θ−sω)x : 0 ≤ t ≤ s and x ∈ X
}
.
Similarly, define the future time σ-algebra by
F≥0 := σ
{
ω 7→ Φ(−t, θsω)x : 0 ≤ t ≤ s and x ∈ X
}
.
Definition 4.4 (Markov measure). Let µ be a measure on (Ω×X,B(X)⊗F) such that piΩµ = P,
let {µω}ω∈Ω be its disintegration, and let Pr(X) be the space of Borel probability measures on X,
equipped with the topology of weak convergence1 and its Borel σ-algebra. A measure µ is called
Markov measure if for all τ ∈ T , the mapping µ• : Ω 7→ Pr(X) is measurable with respect to the
past time σ-algebra F≤0.
Note that a Markov measure is not necessarily an invariant measure.
Theorem 4.5 (Correspondence between invariant periodic measures and stationary periodic
measures). Suppose that the stochastic differential equation (2.1) is T -periodic, and let (θ,Φ)
be the corresponding periodic random dynamical system. Define the discrete-time autonomous
random dynamical system (θ˜, Φ˜) by
(4.2) Φ˜(n, ω, x) := Φ(nT, 0, ω, x) for all n ∈ Z , ω ∈ Ω and x ∈ R
and θ˜(ω) := θT (ω) for all ω ∈ Ω. Let Q(t, τ, x,B) denote the transition probabilities as intro-
duced in (4.1), and define the transition probabilities Q˜(x,B) := Q(T, 0, x,B) for the discretised
system (4.2). Then there is a one-to-one correspondence µ˜ ←→ ρ˜ between invariant Markov
measures for the discrete-time random dynamical system (4.2) and stationary measures for the
discrete-time Markov semigroup defined by the transition probabilities Q˜. In particular, if ρ˜ is
1The topology of weak convergence is the smallest topology such that the mapping µ 7→
∫
X
f dµ, on Pr(X) 7→ R,
is continuous for every continuous and bounded real function f : X → R.
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a stationary measure for the discrete-time Markov semigroup, then the invariant measure µ˜ for
the discrete-time random dynamical system (4.2) is given by
lim
n→∞
Φ˜−1(−n, ω)ρ˜ = µ˜ω .
The invariant measure µ˜ can be uniquely continued to an invariant periodic measure µ for
the periodic random dynamical system (θ,Φ), and similarly, the stationary measure ρ˜ can be
uniquely continued to a stationary periodic measure ρ for the non-homogenous Markov semigroup
associated to (2.1).
Proof. The discrete-time autonomous random dynamical system Φ˜ is a white noise discrete
random dynamical system (as defined in [Cra91, Section 3, p. 161]). It is proven in [Cra91]
that for white-noise systems, there is a one-to-one correspondence between invariant Markov
measures and stationary measures for the corresponding Markov semigroup.
More precisely, following [Cra90], we denote by θ˜+ the restriction of θ˜ to the set N0 of non-
negative integers and the probability space
(
Ω,F≥0,P|F≥0
)
, and we denote by Φ˜+ the restriction
of Φ˜ to N0 and
(
Ω,F≥0,P|F≥0
)
.
If µ˜ is an invariant Markov measure for Φ˜, then its restriction µ˜+ to F≥0 ⊗ B(X) is invariant
for Φ˜+, and thus, µ˜+ is the product measure P|F≥0 ⊗ ρ˜, where ρ˜ is the stationary measure for
the discrete-time Markov semigroup [Cra90]. Conversely, if ρ˜ is stationary for the discrete-time
Markov semigroup, then the limit
lim
n→∞
Φ˜−1(−n, ω)ρ˜ = µ˜ω
defines the disintegration of an invariant Markov measure µ˜ for the discrete-time random dy-
namical system Φ˜.
Given the invariant measure µ˜ for Φ˜, we construct an invariant periodic measure for the
continuous-time periodic random dynamical system Φ by pushing-forward µ˜. More precisely,
if {µ˜ω}ω∈Ω denotes the disintegration of µ˜, then the family µτ,ω := Φ(τ, 0, θ−τω)µ˜θ−τω defines
an invariant periodic measure for Φ. On the other side, given the stationary measure ρ˜ for the
discrete-time Markov semigroup, ρτ (B) :=
∫
X
Q(τ, 0, x,B) dρ˜(x), for all τ ∈ R and B ∈ B(R),
defines a stationary periodic measure for the Markov semigroup associated to the stochastic
differential equation (2.1).2 
As a direct consequence of Theorem 4.5, we prove the following theorem.
Theorem 4.6. Suppose that the stochastic differential equation (2.1) is T -periodic, and assume
that
(i) there exists a unique family of stationary T -periodic measures for the non-homogeneous
Markov semigroup, and
(ii) there exists a periodic global nonautonomous random attractor for the nonautonomous
random dynamical system Φ generated by (2.1).
2Stationarity follows from the Chapman–Kolmogorov equation (see e.g. [Arn74, Chapter 2]). More
precisely, for all τ, t ∈ R and B ∈ B(R), we have ρτ+t(B) =
∫
X
Q(τ + t, 0, x,B) dρ˜(x) =∫
X
∫
X
Q(t, τ, y, B)Q(τ, 0, x,dy) dρ˜(x) =
∫
X
Q(t, τ, y,B) dρτ (y), which proves the stationarity. The last equality
follows from the fact that for all h ∈ L1(X), we have
∫
X
∫
X
h(y)Q(τ, 0, x,dy) dρ˜(x) =
∫
X
h(y) dρτ (y).
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Then A is a random periodic orbit for Φ .
Proof. Since each fiber A(τ, ω) is a compact set, its maximum and minimum, denoted by a+(τ, ω)
and a−(τ, ω), are random periodic orbits, due to the order-preserving property of the one-
dimensional system Φ. The Dirac measures δa−(τ,ω) and δa+(τ,ω) define two distinct invariant
nonautonomous measures for Φ: their restrictions to the discrete-time random dynamical system
defined by (4.2) are invariant Markov measures [CF94]. By Theorem 4.5, each one of the Dirac
measures a±(τ, ω) corresponds to a stationary periodic measure for the Markov semigroup, which
is unique by assumption. Then a−(τ, ω) = a+(τ, ω) for all τ ∈ R and for almost all ω ∈ Ω and
each fiber A(τ, ω) of the attractor is a singleton, which concludes the proof. 
We proved in Proposition 3.3 that the nonautonomous random dynamical system generated by
the stochastic differential equation (2.1), with dissipativity and integrability conditions on the
forcing, has a unique nonautonomous global random attractor. We conclude this section by
proving in the periodic case that the attractor is trivial.
Proposition 4.7. Suppose that the stochastic differential equation (2.1) is T -periodic and the
function f satisfies the dissipativity condition (3.1) and integrability condition (3.2). Then (2.1)
has a uniquely determined global periodic random attractor which is a random periodic orbit.
Proof. The nonautonomous random dynamical system fulfills the hypotheses of Theorem 4.6. In
fact, by Proposition 3.3, there exists a periodic global nonautonomous random attractor. Given
the dissipativity condition (3.1), we can apply the results in [Ver88, Ver97] to obtain existence
and uniqueness of the stationary periodic measure for the associated Markov semigroup (see
[Ver88, Remark in Section 4] and [Ver97, Lemma 8]). 
Appendix A. Nonautonomous random attractors
We provide a sufficient condition for the existence of a nonautonomous random attractor that
attracts a family of nonautonomous random sets. This extends results obtained in [CF94, FS96]
for random dynamical system to the case of nonautonomous random dynamical systems, and
similar results for nonautonomous random dynamical systems have been obtained in [CLMV03,
CKY11].
Throughout the appendix, let (θ : T × Ω → Ω,Φ : T × T × Ω ×X → X) be a nonautonomous
random dynamical system on a Polish space (X, d). The sufficient condition for the existence of
a nonautonomous random attractor is based on so-called absorbing sets.
Definition A.1 (Absorbing set). A nonautonomous random set B ⊂ T × Ω × X is called
absorbing for a nonautonomous random set M ⊂ T×Ω×X if for all τ ∈ T and for almost all
ω ∈ Ω, there exists a time T = T (M, τ, ω) > 0 such that
Φ(t, τ − t, θ−tω)M(τ − t, θ−tω) ⊂ B(τ, ω) for all t ≥ T (M, τ, ω) .
Definition A.2 (Attracting set). An invariant nonautonomous random set A ⊂ T× Ω×X is
called attracting for a nonautonomous random set M ⊂ T×Ω×X if
lim
t→∞
dist (Φ(t, τ − t, θ−tω)M(τ − t, θ−tω), A(τ, ω)) = 0 for all τ ∈ T and almost all ω ∈ Ω .
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We define now omega-limit sets and characterise their properties.
Definition A.3 (Omega-limit set). Given a nonautonomous random set M ⊂ T × Ω ×X, we
define
ΩM(τ, ω) :=
⋂
T≥0
⋃
t≥T
Φ(t, τ − t, θ−tω)M(τ − t, θ−tω) for all τ ∈ T and ω ∈ Ω .
The set ΩM :=
{
(τ, ω, x) ∈ T× Ω×X : x ∈ ΩM (τ, ω)
}
is called the omega-limit set of M .
Lemma A.4. LetM ⊂ T×Ω×X be a nonautonomous random set. Then the omega-limit set ΩM
is a nonautonomous random set with fibers ΩM (τ, ω) as defined in Definition A.3. Furthermore,
ΩM is forward invariant, i.e. we have
Φ(t, τ, ω)ΩM (τ, ω) ⊂ ΩM (τ + t, θtω) for all t ≥ 0 , τ ∈ T and almost all ω ∈ Ω .
Proof. Measurability of ΩM in T×Ω×X follows from the fact that Φ(t, τ−t, θ−tω)M(τ−t, θ−tω)
is a measurable subset of X, and that a countable union of such sets is measurable. The
continuity of Φ implies the measurability of ΩM . To prove forward invariance, first note that
ΩM(τ, ω) =
{
y ∈ X : ∃ tn →∞, xn ∈M(τ − tn, θ−tnω) with y = lim
n→∞
Φ(tn, τ − tn, θ−tnω)xn
}
.
Let y ∈ ΩM (τ, ω) and z = Φ(t, τ, ω)y, and consider the sequences {tn}n∈N, {xn}n∈N, where
tn →∞, xn ∈M(τ − tn, θ−tnω) such that y = limn→∞Φ(tn, τ − tn, θ−tnω)xn. To prove that z ∈
ΩM (τ + t, θtω), it is sufficient to find two sequences sn →∞ and zn ∈M
(
τ + t−sn, (θ−sn ◦θt)ω
)
such that z = limn→∞Φ(sn, τ + t− sn, θt−snω)zn. Define sn := t + tn. Then by continuity, we
have
z = Φ(t, τ, ω)y = lim
n→∞
Φ(t, τ, ω) ◦ Φ(tn, τ − tn, θ−tnω)xn = lim
n→∞
Φ(t+ tn, τ − tn, θ−tnω)xn =
= lim
n→∞
Φ(sn, τ + t− sn, θt−snω)xn .
Since M(τ − tn, θ−tnω) =M(τ + t− sn, θt−snω), we have xn ∈M(τ + t− sn, θ−sn ◦ θtω), which
completes the proof. 
Lemma A.5. Let M ⊂ T× Ω×X be a nonautonomous random set and K ⊂ T× Ω×X be a
compact nonautonomous random set that is absorbing for M . Then for all τ ∈ T and for almost
all ω ∈ Ω, we have
(i) ΩM(τ, ω) 6= ∅,
(ii) ΩM(τ, ω) ⊂ K(τ, ω), and ΩM is a compact nonautonomous random set,
(iii) ΩM(τ, ω) ⊂ ΩK(τ, ω), and ΩM is invariant, and attracting for M . According to Defini-
tion A.2, this means that ΩK attracts M.
Proof. Let {tn}n∈N, {xn}n∈N be sequences in T and X with tn →∞ and xn ∈M(τ − tn, θ−tnω).
By the definition of absorbing set, for n big enough, yn = Φ(tn, τ − tn, θ−tnω)xn ∈ K(τ, ω).
K(τ, ω) is compact, and thus, a subsequence of {yn}n∈N converges, which implies that ΩM (τ, ω) 6=
∅ and ΩM(τ, ω) ⊂ K(τ, ω).
We show now that
ΩM (τ + t, θtω) ⊂ Φ(t, τ, ω)ΩM (τ, ω) for all t, τ ∈ T and ω ∈ Ω ,
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which, together with Lemma A.4, proves that ΩM is an invariant nonautonomous random
set. By definition of omega-limit sets, if z ∈ ΩM(τ + t, θtω), then there exist two sequences
{tn}n∈N, {xn}n∈N in T and X such that tn → ∞, and there exists zn ∈ M(τ + t − tn, θt−tnω)
and z = limn→∞Φ(tn, τ + t− tn, θt−tnω)zn.
Define sn := tn − t. Then zn ∈M(τ − sn, θ−snω) and
z = lim
n→∞
Φ(tn, τ + t− tn, θt−tnω)zn = lim
n→∞
Φ(t+ sn, τ − sn, θ−snω)zn
= Φ(t, τ, ω) lim
n→∞
Φ(sn, τ − sn, θ−snω)zn .
The compactness of K implies the existence of y = limn→∞Φ(sn, τ − sn, θ−snω)zn, and by
definition, we have y ∈ ΩM(τ, ω), which proves ΩM (τ + t, θtω) ⊂ Φ(t, τ, ω)ΩM (τ, ω).
We now prove that ΩM attracts M . By contradiction, assume that there exist δ > 0, a sequence
{tn}n∈N such that tn ∈ T and tn →∞, and a sequence {zn}n∈N such that zn ∈M(τ − tn, θ−tnω)
and
dist (Φ(tn, τ − tn, θ−tnω)zn,ΩM (τ, ω)) ≥ δ for all n ∈ N .
For n big enough, we have Φ(tn, τ − tn, θ−tnω)zn ∈ K(τ, ω) and the limit z = limn→∞Φ(tn, τ −
tn, θ−tnω)zn exists, at least for a suitable subsequence. By definition, z ∈ ΩM (τ, ω), which leads
to a contradiction.
Finally, we prove that ΩM (τ, ω) ⊂ ΩK(τ, ω). Note first that by definition,
ΩK(τ, ω) =
⋂
T≥0
⋃
t≥T
Φ(t, τ − t, θ−tω)K(τ − t, θ−tω) .
Each y ∈ ΩM (τ, ω) is the limit for n→∞ of Φ(tn, τ − tn, θ−tnω)xn, where {tn}n∈N, {xn}n∈N are
two sequences in T and X such that tn →∞ and xn ∈M(τ − tn, θ−tnω). Denote by T (M, τ, ω)
the absorption time defined in Definition A.1. Then for each T˜ ≥ 0, choose a sequence tn ≥
T˜ +T
(
M, τ − T˜ , θ
−T˜ω
)
for all n ∈ N. For all n ∈ N and with sn := tn− T˜ ≥ T
(
M, τ − T˜ , θ
−T˜ω
)
,
we have
Φ(sn, τ − sn, θ−snω)xn ∈ K
(
τ − T˜ , θ
−T˜ω
)
.
Then
Φ(tn, τ − tn, θ−tnω)xn ∈
⋃
t≥T˜
Φ(t, τ − t, θ−tω)K(τ − t, θ−tω) .
In fact, since
Φ(tn, τ − tn, θ−tnω)xn = Φ
(
T˜ + sn, τ − tn, θ−tnω
)
xn
= Φ
(
T˜ , τ − T˜ , θ
−T˜ω
)
Φ(sn, τ − tn, θ−tnω)xn ,
we have Φ(tn, τ − tn, θ−tnω)xn ∈ Φ(T˜ , τ − T˜ , θ−T˜ω)K(τ − T˜ , θ−T˜ω). Then
lim
n→∞
Φ(tn, τ − tn, θ−tnω)xn ∈
⋃
t≥T˜
Φ(t, τ − t, θ−tω)K(τ − t, θ−tω) .
Since T˜ ≥ 0 was chosen arbitrarily, we obtain
ΩM (τ, ω) ⊂
⋂
T˜≥0
⋃
t≥T˜
Φ(t, τ − t, θ−tω)K(τ − t, θ−tω) = ΩK(τ, ω) ,
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which finishes the proof of this lemma. 
We now define global nonautonomous random attractors with respect to a family of nonau-
tonomous random sets H and prove a sufficient condition for its existence.
Definition A.6 (H-attractors). Let H be a family of nonautonomous random sets. A invariant
nonautonomous random set A ∈ H is called a H-attractor if A is attracting for every M ∈ H.
Definition A.7 (Inclusion-closed families). We say that a family H of nonautonomous random
sets is inclusion-closed if
(i) for all M ∈ H, the set M(τ, ω) is non-empty for all τ ∈ T and for almost all ω ∈ Ω,
(ii) for all M ∈ H, and for all nonautonomous random sets M˜ with
∅ 6= M˜(τ, ω) ⊂M(τ, ω) for all τ ∈ T and almost all ω ∈ Ω ,
we have M˜ ∈ H.
Theorem A.8. Let H be an inclusion-closed family of random sets, and let K ∈ H be a compact
random set absorbing every M ∈ H. Then ΩK is the unique H-attractor.
Proof. Using Lemma A.5, the set ΩK is nonempty, invariant, compact, and attracts all M ∈ H.
Since K absorbs itself, we have ΩK ⊂ K ∈ H, and hence, ΩK ∈ H.
To prove the uniqueness, let assume that there exist two distinct H-attractors A,B ∈ H. In-
variance implies that
dist(B(τ, ω), A(τ, ω)) = dist(Φ(t, τ − t, θ−tω)B(τ − t, θ−tω), A(τ, ω))
for all t ∈ T and (τ, ω) ∈ T× Ω. By definition of an attracting set, we have
dist(Φ(t, τ − t, θ−tω)B(τ − t, θ−tω), A(τ, ω))→ 0 as t→∞ ,
and hence dist(B(τ, ω), A(τ, ω)) = 0 which implies that B ⊆ A. By the same argument, we
obtain dist(A(τ, ω), B(τ, ω)) = 0. Hence A = B.
This concludes the proof. 
We now show that Theorem 3.2 follows directly from Theorem A.8.
Proof of Theorem 3.2. Consider the omega-limit set ΩB of the absorbing set B, and let H be
the family of all nonautonomous random sets which are attracted by ΩB. Then clearly, H
is inclusion-closed and contains all sets of the form T × Ω × C, where C ⊂ X is bounded.
Theorem A.8 then implies the existence of a unique H-attractor A. It is clear that this attractor
is a global nonautonomous random attractor, since H contains all sets of the form T × Ω × C,
where C ⊂ X is bounded. Minimality of the attractor can be shown with standard techniques,
see, for instance, [CLR13, Theorem 2.12, p. 28]. 
18 A RANDOM DYNAMICAL SYSTEMS PERSPECTIVE ON STOCHASTIC RESONANCE
References
[Arn74] L. Arnold, Stochastic Differential Equations: Theory and Applications, Wiley-Interscience, New York,
London, Sydney, 1974.
[Arn98] L. Arnold, Random Dynamical Systems, Springer, Berlin, Heidelberg, New York, 1998.
[BPS81] R. Benzi, G. Parisi and A. Sutera, The mechanism of stochastic resonance, Journal of Physics A 14
(1981), L453–L457.
[BPSV82] R. Benzi, G. Parisi, A. Sutera and A. Vulpiani, Stochastic resonance in climatic change, Tellus 34
(1982), 10–16.
[BPSV83] R. Benzi, G. Parisi, A. Sutera and A. Vulpiani, A theory of stochastic resonance in climatic change,
SIAM Journal on Applied Mathematics 83 (1983), 565–578.
[BG06] N. Berglund and B. Gentz, Noise-induced phenomena in slow-fast dynamical systems, Probability and
Its Applications, Springer, London, 2006.
[CLMV03] T. Caraballo, J.A. Langa, V.S. Melnik, and J. Valero, Pullback attractors of nonautonomous and
stochastic multivalued dynamical systems, Set-Valued Analysis 11 (2003), no. 2, 153–201.
[CLR13] A.N. Carvalho, J.A. Langa, and J.C. Robinson, Attractors for infinite-dimensional non-autonomous
dynamical systems, Applied Mathematical Sciences, vol. 182, Springer, New York, 2013.
[CS02] N.D. Cong and S. Siegmund, Dichotomy spectrum of nonautonomous linear stochastic differential
equations, Stochastics and Dynamics 2 (2002), 175–201.
[Cra90] H. Crauel, Extremal exponents of random dynamical systems do not vanish, Journal of Dynamics and
Differential Equations 2 (1990), no. 3, 245–291.
[Cra91] H. Crauel, Markov measures for random dynamical systems, Stochastics and Stochastic Reports 37
(1991), no. 3, 153–173.
[CF94] H. Crauel and F. Flandoli, Attractors for random dynamical systems, Probability Theory and Related
Fields 100 (1994), no. 3, 365–393.
[CF98] H. Crauel and F. Flandoli, Additive noise destroys a pitchfork bifurcation, Journal of Dynamics and
Differential Equations 10 (1998), no. 2, 259–274.
[CKY11] H. Crauel, P.E. Kloeden, and Meihua Yang, Random attractors of stochastic reaction-diffusion equa-
tions on variable domains, Stochastics and Dynamics 11 (2011), no. 2-3, 301–314.
[Dos77] H. Doss, Liens entre e´quations diffe´rentielles stochastiques et ordinaires, Annales de l’Institut Henri
Poincare´. Section B. 13 (1977), no. 2, 99–125.
[FZ15] C. Feng and H. Zhao, Random Periodic Processes, Periodic Measures and Ergodicity,
arXiv:1408.1897v3.
[FS96] F. Flandoli and B. Schmalfuß, Random attractors for the 3-D stochastic Navier-Stokes equation with
mulitiplicative white noise, Stochastics and Stochastics Reports 59 (1996), no. 1–2, 21–45.
[GHJM98] L. Gammaitoni, P. Ha¨nggi, P. Jung, F. Marchesoni, Stochastic resonance, Reviews of Modern Physics
70 (1998), 223–287.
[HIPP14] S. Herrmann, P. Imkeller, I. Pavlyukevich and D. Peithmann, Stochastic Resonance: A Mathemati-
cal Approach in the Small Noise Limit, Mathematical Surveys and Monographs Vol. 194. American
Mathematical Soc. (2014).
[HIP05] S. Herrmann, P. Imkeller, I. Pavlyukevich , Two mathematical approaches to stochastic resonance, in
Interacting stochastic systems, pp. 327–351. Springer Berlin Heidelberg (2005), .
[IL02] P. Imkeller and C. Lederer, The cohomology of stochastic and random differential equations, and local
linearization of stochastic flows, Stochastics and Dynamics 2 (2002), no. 2, 131–159.
[IS01] P. Imkeller and B. Schmalfuß, The conjugacy of stochastic and random differential equations and the
existence of global attractors, Journal of Dynamics and Differential Equations 13 (2001), no. 2, 215–249.
[KR11] P. E. Kloeden and M. Rasmussen, Nonautonomous Dynamical Systems, Mathematical Surveys and
Monographs 176. American Mathematical Society, 2011.
[MSPA08] M. McDonnell, N. Stocks, C. Pearce and D.S. Abbott, Stochastic Resonance, Cambridge University
Press (2008).
[Nic81] C. Nicolis, Solar variability and stochastic effects on climate, Sol. Phys. 74 (1981), 473–478.
[Nic82] C. Nicolis, Stochastic aspects of climatic transitions-response to a periodic forcing, Tellus 34 (1982),
1–9.
A RANDOM DYNAMICAL SYSTEMS PERSPECTIVE ON STOCHASTIC RESONANCE 19
[PR07] C. Pre´voˆt and M. Ro¨ckner. A concise course on stochastic partial differential equations. Lecture Notes
in Mathematics Vol. 1905. Springer Berlin (2007).
[Sus77] H. Sussmann, An interpretation of stochastic differential equations as ordinary differential equations
which depend on the sample point, Bulletin of the American Mathematical Society 83 (1977), no. 2,
296–298.
[Sus78] H. Sussmann, On the gap between deterministic and stochastic ordinary differential equations, The
Annals of Probability 6 (1978), no. 1, 19–41.
[Ver88] A. Yu. Veretennikov, On rate of mixing and the averaging principle for hypoelliptic stochastic differen-
tial equations, (Russian) Izv. Akad. Nauk SSSR Ser. Mat., 52 (1988), no. 5, 899–908, 1118; translation
in Math. USSR Izvestiya, 33 (1989), no. 2, 221–231.
[Ver97] A. Yu. Veretennikov, On polynomial mixing bounds for stochastic differential equations, Stochastic
Processes and their Applications 70 (1997), 115–127.
[Wan14] Bixiang Wang, Existence, stability and bifurcation of random complete and periodic solutions of sto-
chastic parabolic equations, Nonlinear Analysis: Theory, Methods & Applications 103 (2014), 9–25.
[ZZ09] H. Zhao and Z. Zheng, Random periodic solutions of random dynamical systems, Journal of Differential
Equations 246 (2009), no. 5, 2020–2038.
