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A. Summary - 
Future technological development: in aircraft for the air 
cargo industry will be closely related to both the quantity and 
nature of the products best handled by the air mode. Thus, the 
ability to estimate or predict the dem-nd for air cargo in 
various markets is an essential first step in planning research 
a,id development to improve the contributions to be realized from 
technology. This study has reviewed and summarized the various 
forecasting techniques currently in use in the field. The 
literature in both the air cargo and air passenger fields has 
been examined. A general discussion of the fundamentals of the 
various forecasting approaches is presented with references to 
specific studies as appropriate. An evaluation of the effect- 
iveness of c~-rcnt methods is made and several prospects for 
future activities or approaches are suqgested. Appendices con- 
tain summary type analyses of about 50 specific publications on 
forecasting, and selected biblioqraphies on air cargo forecasting, 
afr passenger demand forecasting and general demand and modal- 
split modeling. 
B. Introduction 
There is no unanimity of opinion about the adequacy of 
current air cargo (or air freiqht) service and capabilities . 
Operators and users often have different objectives, purposes, 
and opinions on the nature of the service offered. The type 
of aircraft used is an extremely important factor which touches 
on many facets of the service such as costs, delays, loss and 
damage, and ability to serve a variety of markets. 
For example, the use of "belly" space for  cargo in regu- 
larly scheduled passenger aircraft limits the size and weight 
of individual shipments, a.;d often makes the handling of these 
shipments awkward at many airports. On the other hand, the 
economics of cperating the all-cargo versions of the normal 
passenger aircraft have restricted them to only the highest 
density routes at long staye lengths. 
suffers from the lack of one or more properly designed dedi- 
cated- freighter aircraft. Indeed there are many advanced 
concepts currently under deve1oT)ment which perhaps cclld be 
ap?lied to the design of such aircraft. However, in order to 
profitably initiate such clcsign studies, forecasts from the 
market plac5 will have to indicate the need for increased air- 
lift capacity. Also, some indications of the gross design 
characteristics such as payload, range, speed, field length 
capability, etc. will be required. 
Thus it might be suspected that the air cargo industry 
The lead time for the development of new aircraft requires 
several years. Therefore, the future need for capacity and 
various operating characteristics must be based upon the fore- 
casts of air-cargo activity during that time frame and beyond. 
There are several forecasting techniques which are currently 
being used and have been used in the recent past. 
inq to examine retrospectively the accuracy of the projections 
resulting from these techniques, the performance is not good. 
Thus their ability to provide realistic estimates in the future 
must also be suspect. 
When attempt- 
Nevertheless, forecasting is essential to decisions on the 
commitment of resources to new aircraft and soit's important to 
achieve the best possible understanding of the powers and limi- 
tations of current forecasting techniques. This is an essential 
first step to modifying and extending these current techniques 
in order to improve the accuracy of the forecasts necessary for 
sound design decisions. 
Thus the present study was undertaken with the basic object- 
ives of reviewing and summarizing the various forecasting tech- 
niques currently in use, and to sugqest which techniques might 
be most suited to predict the future trends for air cargo. 
In establishing the scope of the study, both near term 
(next five years) and lonq term (199@ - 2000) time periods were 
addressed, but considerations of mail and military freight were 
excluded. Also because the techniques are usually quite similar, 
forecasting in air passenger markets was also examined. 
C. Approach 
The obvious initial step in the study was to generate a 
reasonably comprehensive Siblioqraphy for air cargo forecasting, 
and then examine the documents involved, both to gain insight 
into the techniques and methods used, and to generate additional 
reference sources. It soon became apparent that there are many 
similarities between the methods and techniques of forecasting 
air cargo and forecasting air passenger traffic. Thus the work 
was expanded to include a survey of the latter field. The 
literature is much more voluminous with regard to passenger 
forecasting, primarily because of the existence of better datz, 
and it was necessary to be quite selective in order to remain 
within the resource constraints prescribed fcr t.he study. 
It was also clear from the preliminary literature survey 
that forecasting the demand for air cargo service was intimately 
involved with the nature of the  service to be offerer? and the 
organizational aspects of providing that service. Thus the 
review was extended along the following lines 
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the development and review of a selective bibliography 
of reports and papers relating tr, the entire air 
cargo system; 
a review of the more general material contained in 
monographs and texts, or in conference proceedings, 
e.g., the International Forums for Air Cargo: and 
an examination of the development of the major issues 
ir. air cargo from the viewpoint of the trade journals 
in the industry. 
Thus, in essence the results, conclusions and recommenda- 
tions presented later in this report are based on a relatively 
thorough study of selected material relating to the air cargo 
industry in general, and the forecasting of air cargo demand 
and air passenger traffic. in particular. The many judgements 
required have been made within a reasonably extensive familiarity 
with the general fundamentals of forecasting methods and tech- 
niques and with the development and application of models for 
demand and modal split. 
The material in the report is presented in the following 
format: A summary presentation of the present status of air 
cargo forecasting is presented in Section D. The various fore- 
casting techniques are explained briefly z.nd their advantages 
and disadvantages are discussed. Secticn D also contains a 
tabulation of some of the carqo and passenger forecasting work 
which is adaptable to this type of presentation. The summary 
is supplemented by Appendix A which contains brief critical 
reviews of a number of Famrs and reports. 
Section E presents the results and conclusions of the 
evaluation of the current status of air cargo demand forecasting 
and some suggestions for tk.e future are made in Section F. 
With the anticipation that they might be of value to some 
of the.readers of this report three additional appendices con- 
taining bibliographical material have been included as follows: 
B - Air Cargo Forecasting 
C - Air Passenger Demand Forecasts 
D - General Demand Models and Modal Split Analysis. 
These are not intended to be complete bibliographies, but 
they are representative of the t.-ype of work which has been done. 
D. Review of Forecastina Methods 
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1. General Comments on Forecasting 
In this section the current methods and techniques 
used in forecasting will be reviewed and summarized. Forecast- 
ing is foretelling of the future and can either be a prediction 
or a projection. Cetron (1) says that prediction is an antici- 
pation of future events without qualification. That is, when 
an event is predicted all if's and but's are considered. Never- 
theless, a projection is made with qualification statements such 
as if this ... then that or statements of a similar nature that 
safeguard the forecaster from the complications involved in the 
prophetic nature of a forecast. According to Ayres (2), "most 
of the (forecasting) hazards--the uncertainty and unreliability 
of data, the complexity of "real world" feedback interactions, 
the temptations of wishful or emotional thinking, the fatal 
attraction of ideology or an idee fixe, the dangers of forcing 
soft and somewhat pliable "facts" into a preconceived pattern-- 
apply to a l l  forms of forecasting." 
The presentation is focused on the structure of a variety 
of forecasting techniques that have appeared in the literature 
concerning forecasting in a variety of areas such as business, 
and economic indicators, stock-market, sales and marketing, 
weather, technology and travel demand, amolig others. These 
areas are typical of the many disciplines where forecasting 
techniques are being used with varying degrees of success. 
As will be seen, the various techniques involve a wide 
range of processes and procedures, but they all have certain 
fundamental factors in common which are important in under- 
standing their ability to be applied successfully. 
In essence they represent extrapolations of some sort 
based on past experience. These extrapclations may be made 
on the basis of personal judgment, graphical or proportional 
techniques, or mathemGtica1 analysis of varying degrees of 
complexity, but in all cases -hey - are extrapolations. 
Being extrapolations, they must depend upon a data base, 
built on already-accomplished experience--past, present or 
both. These data can be obtained and used in a chronological 
sequence (time series) or by examining a variety of the factors 
which seem to exert control over the quantity to be forecast 
during a realtively brief time period (cross sectional)--or in 
some cases these techniques can be combined. 
Either the forecasts contain the implicit assumption that 
the factors that were influential in controlling tire system 
performace as the data were being obtained will (a: continue to 
be those that are influential, and -exert similar influences in 
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the future, or (b) some method nust be devised for.predicting 
the changes which will occur and the manner and extent of their 
influences. 
-
2 .  Classification of Forecasting Techniques 
Forecasting techniques may be classified based on two 
schools of thought. According to the first school, a forecast- 
ing approach is either teleological (i.e., goal oriented), 
dialectical (i.e., conflict oriented), or phenomenological (i.e., 
analogy oriented). 
A teleological approach, also called normative fore- 
casting, is based on goals, purposes, objectives, or needs. 
Program plans are charted toward the goal, modifications are 
made as and when necessary, and strategies are planned and 
implemented as time progresses to achieve the goal. The pro- 
ponents of this approach assert that the future is to be shaped 
according to the existing needs and so a forecast has to be 
normative. A typical technique in this area is the technical 
feasibility analysis which focuses on costs, benefits, social 
values, etc., of choosing various program plans. Once the 
program plans are chosen, techniques like PERT (Program Evalua- 
tion and Review Technique) and GERT (Graphic Evaluation and 
Review Technique are used in the plan implementation phase. 
The underlying philosophy of the dialectical approach 
is that "both history and the future are a sequence of conflicts, 
and the truth content of a system--or the events in the past and 
future--are the results of a highly complicated process". 
Such a process can be modeled only approximately after an honest 
corrflict definition and resolution. Well-known techniques like 
the Delphi technique and scenario methods fall in this category. 
The phenomenological approach is based on the premise 
that operational behavior is predictable from ad hoc relation- 
ships formed from evidence of natural phenomena. Analogy methods, 
where the phenomena are observed in an analogous field, and 
empirical methods, where the phenomena are observed from ex- 
perience or experimentation in the same field, can be classified 
as belonging to this approach. 
Accorciina to the second schoql of thouqht, forecasting 
approaches are either subjective or 
Objective methods are further classi methods 
in-nature. 
and operational and analytical methods. In this section, fore- 
casting techniques are presented and described according to the 
latter school of thought, primarily on the basis of intuitive 
appeal when viewed from the perspective of transportation fore- 
casting. As will be seen, subjective and objective approaches 
can be cornbined. 
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3 .  Forecasting Methods 
Table 1 presents a summary of the various methods to 
be discussed in this section. As indicated earlier, these dis- 
cussions are concerned with basic structure of the method and 
not with applications. In Appendix A ,  almost 50 documents from 
the literature of transportation forecasting are reviewed brief- 
ly. Table 2 contains an outline of some of these in a ready- 
reference format which indicates the methods used. Also,  in the 
text which follows references are given whenever possible to 
illustrate how the methods have been applied. In many cases 
these are in areas outside transportation, but the analogies 
should be apparent. 
It should be noted that Ellison and Stafford, in an 
appendix to their book, The Dynamics of the Civil Aviation 
Industry ( 3 )  offer a presentation somewhat similar to Table 2 .  
Most of their articles are piror to 1970, and include some 
rail forecasting studies for comparison. There is only a 
minimal overlap between the two tables. 
a. Subjective Methods 
Subjective forecasting methods consider the value judgments 
of individuals or groups in projecting future events. These 
methods are the most direct and simplest of all the forecasting 
techniques. The basic aspect of this approach is that %he final 
conclusions reached 8re the result of the educated "guesses" or 
estimates by one or more individuals familiar with the field. 
These judgments may be rendered with or without any formal eval- 
uation of economic, social or political forces which might. apply 
to the matter at hand. They may be the work of individuals, or 
groups of small or m,zdi.um size. The groups may rieet informally 
or they may use structured techniques. Subjective methods are 
divided into four major groups, namely (i) genius forecasting, 
(ii) consensus forecasting, (iii) scenario forecasting, and (iv) 
curve fitting by judgment. 
(1) Genius Forecasting -
The simplest of all forecasting techniques is, as Lenz ( 4 )  
calls, "genius forecasting." It is an undiluted vision of an 
expert who is openmided and takes a synoptical view of the area 
in which his/her expertise has direct application. 
( 2 )  Consensus Methods 
The problem with genius forecasting i s  that it is the 
opinion of an individual and excludes any review process or at 
least averaging out multiple opinions. A method of overcoming 
the disadvantage inherent in genius forecasting is to seek 
-6- 
Table I - Outline of Forecasting Methods 
1. Subjective Methods 
a. Genius Forecasting 
b. Consensus Methods 
(1) Polls 
(2 )  Committees 
( 3 )  Structured Group Interactions 
c. Scenario Method 
d. Curve Fitting by Jiidjement 
2. EmDirical Obiective Methods 
3 .  
a. Naive Forecastiq Models 
(1) Same Level Models 
( 2 )  Simple Trend Models 
( 3 )  Average Trend Models 
( 4 )  Link Relative Models 
b. Correlation Analysis 
(1) Curve Fitting by Regressior, 
( 2 )  Trend Correlation Analysis 
c. Time Series Analysis 
(1) Classical Time Series Analysis 
(a) Secular Trend 
(b) Cyclical Fluctuations 
(c) Seasonal Variaticns 
(d) Irregular Movemcnts 
( 2 )  Exponential and Adaptive Smoothing Models 
( 3 )  Mathematical Time Series Analysis 
d. Cross Sectional Analysis 
e. Category Analysis 
Analytical Objective Methods 
a. Simultaneous Equati.on Approach 
b. Input-Out?ut Analysis 
c. Analogy Methods 
d. Simulation 
4 .  Zombined Methods 
a. Sehavioral Modeling 
b. Marke.t Research. 
- 7 -  
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multiple opinions. The idea is that the interaction between 
several experts is more likely to insure consideration of 
aspects which any single individual might overlook. Further- 
more, the chance that a hidden bias of one member will be off- 
set by the counter bias of another member is relatively high. 
There are three varieties of consensus forecasting, namely (i) 
forecasts from polls, (ii) forecasts from committees in inter- 
personal interaction, and (iii) forecasts from the group judge- 
ments obtained in a structured manner. 
a. Polls 
Forecasting from polls consists of sampling a group of repre- 
sentative persons and drawing conclusions fron the responses. 
However, extreme caution is to be exercised in designing "polls" 
as the individual responses might be composed of not only true 
values but the so-called "systematic and experimental errors" 
as well, if the polls are poorly designed. Therefore, to avoid 
systematic errors, it is vital in polling to insure that the 
target population is properly represented and the problem of 
nonrcsponse is adequately dealt with. The poll should represent 
the target population and measures must be taken to collect data 
from various strata of the sample size, that is, strata that are 
representative of the nonhomogenity of the entire sample. In a 
mail survey, it is absolutely essential to obtain a high rate of 
return (>60%). Otherwise the risk of a bias toward those with 
beliefs on one or both extremes will be very high. 
Experimental errors arise primarily in the actual process 
of collecting and analyzing data. A principal source of such 
error is a combination of inadequate understanding of a question 
by the responder and faulty interpretation of the response by the 
interrogator. To minimize this, all mail surveys should be 
pretested with follow-up interviews. 
b, Committees 
A conmon typn of consensus forecast is that prepared by a 
committee of experts in an interpersonal interaction. "Project 
Seabed" of the Navy, and "Project Forecast" of the Air Force are 
two successful examples of committee forecasting. In "Project 
Forecast," representatives from 30 DOD organizations, 10 non- 
DOD organizations, 26 universities, 70 industrial corporations, 
and 10 not-for-profit organizations participated in the so-called 
"technology panels" and "capability panels". They met during a 
six-month period (in 1963) and produced forecasts of U . S .  defense 
needs of the 1970's. The committee approach, despite its recog- 
nition as a successful forecasting technique, suffers lrom draw- 
backs which are typical of any interpersonal interactions. For 
example, the "bandwagon effect," that is, the tendency to joint 
the majority, is a commonly observed phencmenon in committee 
approaches. Further, there are chances of arriving at a false 
-11- 
consensus due to fatigue and psychological factors or because 
of the domineering personalities of one or more of the parti- 
pants. Several structured approaches to committee activity 
have been devised to help overcome these shortcomings. 
(c) Structured Group Interactions 
One of the most popular of the structured techniques is the 
Delphi method, conceived in 1964 by Olaf Helmer ( 5 ) ( 6  of the Rand 
Corporation. 
opinions on the principal topic and closely related issues by the 
submission cf questionnaires to a panel of experts which has been 
selected to participate in the exercise. The returns from the 
questionnaires are analyzed, and some informational statements 
(not specifically related to the identity of any of the respond- 
ents) are prepared and circulated to the group. At the same time 
a second questionnaire is distributed seeking additional or 
revised opinions based upon the individual's assessment of the 
information presented. Again the responses are anonymous. The 
process is repeated until the range of opinions (or forecasts) 
obtained from the respondents tends to stabilize. 
This technique requests independent an b p  anonymous 
The Delphi method has the disadvantage of requirinq a long 
period of time to implement. It also depends upon the judgment 
of the administering team in interpreting the questionnaires 
and formulating the informational feedback. Howwet-, it over- 
comes one major weakness of a regular committee approach to 
reaching judgmental decisions, v i z . ,  a bias which might be into- 
duced by the persuasiveness of  individual members who may not 
have valid arcjuments or who are not focused on the key issues 
computed from earllcr parts of the prosram. There are a number 
of instances where variations of the Delphi technique were used. 
For example, the Naval Supply Systems Command (NAVSJP) used a 
variation of the DFlphi Technicpie called SEER (Systein for Event 
Evaluation and Review) to produce a foreczst o f  the information- 
processing industry. The SEER technique considers a nunber of 
Delphi drawbacks such as excessive consumption of time, possible 
false-role playinq, lack o f  benchmarks to stop iteration of the 
technique, lack of event interrelationships, lack of goal orien- 
tation, (7), etc. 
Since this approach has many similarities to the general 
area of product, or service, acceptability, an area which is of 
extreme importance to the air cargo industry, it is appropriate 
to pause briefly to describe it in more detail. SEFP. consisted 
of t M o  rounds. In the first round, top-level experts from in- 
dustry participated in %he evaluation of a pre-prepared list of 
potential events. This list was developed through n literature 
search and a series of interviews of users and producers of in- 
formation processing equipment. The evaluator is permitted to 
include additional events in his area of expertise and then 
-1 2-  
evaluate the events based on three primary considerations: 
User desirability--consider the need to make the results of 
a given event available as a usable product. In other words, is 
the output of the event needed desperately, or desirable, or un- 
desirable? 
Producer feasibility--consider technical, economic, and 
commercial feasibility of converting the event into a usable 
product. IE it highly feasible, or likely, or unlikely but 
possible? 
Probable Timing--project a series of three dates for each 
event: a date of reasonable chance (probability, p = C.2), a 
most likely date (p = 0.51, and an almost certain date !p = 0 . 9 ) .  
During round 11, a group of cctstanding individuals in the 
field of informaticn processing was a&ed to evaluate the round 
I data base to refine and augment the data base, to identify 
events of importance, and to determine possible interrelation- 
ships between events. After receiving the inputs from the panel 
of round I1 experts, a refined list of potential events was 
produced. This list was used to develop a "menu" of alternative 
potential short-, mid-, and long-range goals: and identify 
supporting events which might be desirable or even necessary to 
make these goals achievable. 
( 3 )  Scenario Method 
"A scenario is a logical and plausible (but not necessarily 
probable) set of events, both serial and simultaneous, with care- 
ful attention to timing and correlations wherever the latter are 
salient" (8).Kahn, et al. (9) cite two advantages of the scenario 
method: 
(i) Scenarios are an effective tool to counteract 
"carry over" thinking, and to force the analyst to look at cases 
other than the straightforward "surprise-free" projections; 
(ii) Scenarios are not amenable to abstracting genera- 
lizations overlooking crucial details and dynamics. A notable 
example of the scenario method is due to Kahn-Wiener (10). The 
authors, in their The Year 2000 construct a scenario which is 
essentially a sequential plotting of events as they could happen 
(but need not). The sequence of events is a projection of a 
"Standard World" in terms of political and cultural development. 
They pick three base variables and present projections of high, 
medium, and low as alternative scenarios. Kahn-Weiner's fore- 
casts are extrapolations of straight-line trends coupled with a 
great deal of judgments about alternative scenarios. 
-13- 
( 4 )  Curve Fitting by Judgement 
The structure of this method is exemplified by its applica- 
tion to \&at is kncwn as technological forecasting. The tech- 
nique is hsed upon the general observations that the rate of 
invention diffusion of knowledge, obsolescence, and eventually 
replacenLr-it by a new technology follows a consistent pattern 
which ap,ears to be a curve with an S-shaped dependence on time. 
It is, of course, a sincere attempt to correct for the dependence 
of extnplations on maintaining the status-quo in many of the 
potential controlling factors. Experts are called upon to review 
the emerging technologies and attempt to establish the basic time 
frarte for the various events which might affect normal extra- 
polations Either the same group or different groups of experts 
can then kttempt to develop scenarios which indicate the types 
of Zffects and the extent of each which these new events might 
have on the system under consideration. 
Technological forecasting is currently receiving much 
attention and is indeed a promising tool. However, Ayres, in 
his book on the subject, (11) lists the following difficulties 
as sericns problem-; yet to be overcome: 
lack of imagination (or nerve) on the part of the 
experts : 
an inherent human tendency to overcompensate; 
failure to anticipate converging developments and/or 
changes '-1, competitive systems: 
. over concentration on specific configurational details 
at the expcnse of adequate consideration of large 
scale effects (macrovariables) ; 
incorrect calculations; and 
j-ntrinsi.: *Ancertainties and misinterpretation of 
historica: "accidents. 
In the a\' 3tion field technological forecasting is often 
used to pre?ict the characteristics of future aircraft perfor- 
maace char zteristics, size, noise, etc. Such forecasts imply 
a relaticqship to demand, although in far too many cases this 
is not 'dentified. 
( 5 )  Addition71 Comments 
The work C L  Roberts (12) and Ellis and Rassam (13) involve 
scenario bi3.i.ling .- 
-14- 
One of the most popular uses of committee judgment is to 
apply it at the end of a forecasting methodology to temper and 
adjust the results obtained through extrapolation or more analy- 
tical approaches discussed later. These adjustments tend to 
include the effects of variables for which accurate data are 
not available, e.g., frequency of service, aircraft type, forth- 
coming economic developments in an area, shifting social trends, 
impending governi.:ent support or restrictions. 
This latter procedure is used with reasonable success by 
the Air Transport Association (ATA) (141 Various forecasts made 
by iadividual companies throughout all: sectors of the industry 
are collected and analyzed by a special committee. Ensuing dis- 
cussions among the committee members attempt to achieve an under- 
standing of why various forecasts of similar activities differ 
and then reach a consensus as to the choices and adjustments 
which should be made to establish the official ATA position. 
Professional judgment 1s also rendered on the basis of 
experience with certain economic indicators. These can either 
be individual indicators such as those used for econometric 
modeling or various measures of the individual indicators. 
For example, the term diffusion index is given to the process 
of monitoring the percentage of a group of indicators which 
are either going up or down. Another popular approach is the 
use of "leading" indicators, i.e., a time series of an economic 
activity whose movement in a given direction precedes the move- 
ment of some other time series in the same direction. 
Finally, in reading the literature, one cannot escape the 
feeling that most authors who have worked in the field of trans- 
portation forecasting for some time temper, modify, or in some 
way massage the results of their special techniques, whatever they 
may be, with their own experience. This would seem to qualify 
as application of "genius" forecasting. 
(b) Empirical Objective Methods 
The objective methods are quantitative in nature and 
range from very simple-minded approaches to very complex methods 
involvi'ng a great deal of mathematical and statistical sophisti- 
cation. These methods are broadly divided into two categories, 
viz., (i) empirical methods, and (ii) operational and analytical 
methods. Empirical methods are derived from experience and ex- 
perimqntation. Quantitative analyses developed in statistics, 
econometrics, and related fields are, far the most part, empiri- 
cal in nature. The term "operational" merely connotes the use 
of operations research techniques such as simulation, whereas 
analytical implies the use of mathematical analysis to a certain 
degree. 
matical analysis, their classification as to whether they belong 
to the empirical class or the analytical class is mostly arbitrary 
While both empirical and analytical methods use mathe- 
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i n  n a t u r e  and t h e  e x t e n t  t o  which t h e y  are based on e x i s t i n g  
data. 
(1) Naive Forecas t ing  Models 
are t h e  best p r e d i c t o r s  of  t he  immediate f u t u r e .  
models are p resen ted  b e l o w :  
a 
The naive f o r e c a s t i n g  models assume t h a t  recent p a s t  p e r i o d s  
Three t y p e s  of 
(a.) Same Level Models 
The same level models assume t h a t  whatever i s  happening 
ia t h e  p r e s e n t  or happened i n  t h e  p a s t  w i l l  c o n t i n u e  t o  happen 
i n  the f u t u r e .  
A 
Xt+b t .  = X t  EX 1. 
where 
A 
= f o r e c a s t  va lue  a t  t i m e  pe r iod  ( t + A t )  * t + A t  
Xt = observed va lue  a t  t i m e  pe r iod  t. 
(b) Simple Trend Models 
Simple t r e n d  models assume t h a t  t h e  f u t u r e  is  shaped 
based on s p e c i f i e d  t r e n d s  s u c h  as a b s o l u t e  changes,  rates o f  
change, m u l t i p l i c a t i v e  changes,  etc. Examples t h a t  are f r equen t -  
l y  used i n  t he  l i t e r a t u r e  are as follows: 
h 
EX 1. 
The forecast v a l u e  a t  t i m e  pe r iod  (t+l) is assumed 
t o  i n c r e a s e  or dec rease  f rom t h e  va lue  a t  t i m e  p e r i o d  t by t h e  
same amount as t h e  a c t u a l  d i f f e r e n c e  betweefi the t i m e  p e r i o d s  
t and (t-11. 
Xt ) .  A = x  (- 
Xt+t t X t - . l  
EX 2.  
The f o r e c a s t  va lue  a t  t i m e  pe r iod  i t + l )  is  assumed t o  
i n c r e a s e  or dec rease  accord ing  t o  t h e  r a t i o  of t h e  p r e s e n t  v a l u e  
20 t h e  p rev ious  va lue  of t h e  given v a r i a b l e . R a t i o  methods can 
a l s o  be used t o  relate c u r r e n t  or h i s t o r i c a l  ( t i m e )  t r e n d s  i n  
some l o c a l  or component a c t i v i t y  to  e q u i v a l e n t  expe r i ence  i n  a 
l a r g e r  s e c t o r .  T h i s  r e l a t i o n s h i p  is t hen  preserved  and used t c  
p r e d i c t  f u t u r e  a c t i v i t y  i n  t h e  component based on f o r e c a s t s  i n  
t h e  l a r g e r  s e c t o r  xh ich  may be r e a d i l y  a v a i l a b l e  o r  easier t o  
f o r e c a s t .  
( c )  Averaged Trend Models 
i n g  
and 
S l i g h t l y  more complicated v e r s i o n s  of n a i v e  f o r e c a s t -  
models are based on t h e  average  of p a s t  a b s o l u t e  changes 
t h e  average of  p a s t  rates of change. 
1 6 i = O  1 kt-i X t - ( i + l )  n - 
= Xt J. 
( n  + 1) Xt+l 
EX 3. 
Xt h - 
r n  I C1 Xt+l EX 4 .  
where 
n is t h e  number of t i m e  pe r iods .  
Bonini (15) describes an  i n t e r e s t i n g  f o r e c a s t i n g  procedure 
which c o n s i d e r s  monotone i n v a r i a n t  f u n c t i o n s  and arithmetic 
averages.  The a u t h o r  cons iders  a h y p o t h e t i c a l  f i r m  f o r  which a 
sales f o r e c a s t  is t o  be made, The method proceeds  as follows: 
"The sales f o r e c a s t  is made dur ing  t h e  l a s t  pe r iod  i n  a q u a r t e r  
f o r  t h e  forthcoming q u a r t e r  (three p e r i o d s ) .  Each salesman 
bases  hi.s f o r e c a s t  upon a c t a s l  sales ove r  t h e  p a s t  f i ve  p e r i o d s  
(i.e.,  t h e  t w o  p e r i o d s  t h i s  q u a r t e r  for which data a r e  a v a i l a b l e  
and sales dur ing  t h e  l a s t  q u a r t e r ) .  
L e t  E be the average  sales f o r  a product  over  the  p a s t  
f i v e  pe r iods .  
L e t  S t - 1  and S t - 2  be t h e  sales of t h e  product  i n  t h e  l a s t  
pe r iod  (month) and t h e  month b e f o r e  l a s t ,  r e s p e c t i v e l y ,  
and 
L e t  ?? be t h e  s a l e s  f o r e c a s t  (average  monthly sales f o r  t he  
forthcoming q u a r t e r )  f o r  a product  by a jalesman. 
Then, i f  
Q, = max then  S 
Thus, i f  t h e  sales ig t h e  l a s t  two months are both  above "normal" 
( i .e . ,  t h e  average ,  S ) ,  t h e n  t h e  salesman i n t e r p r e t s  t h i s  as  an 
i n d i c a t i o n  of upward t r e n d  and makes h i s  monthly e s t i m a t e  f o r  t h e  
nex t  q u a r t e r  as t h e  g r e a t e r  of t h e  sales du r ing  t h e  l a s t  two 
pe r iods .  
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I f  
Thus, if one of t h e  p a s t  
t h e  o t h e r  below averaqe ,  
t w o  months' sales i s  above average  and 
then  t h e  salesman t a k e s  t h i s  as evidence  
of cont inued  "norma1"conditions and u s e s  t h i s  "normal" v a l u e  
(i.e.,  t h e  average ,  S) as  h i s  f o r e c a s t :  
If 
< 5 and St-2 < E  St-l 
t h e n  
% St-l + S t - 2  s =  
2 
I f  both of t h e  two most recent months are below "normal," t hen  
t h e  salesman i n t e r p r e t s  t h i s  as  an  i n d i c a t i o n  of downward t r e n d  
and estimates sales as  the  average  of t h e  l a s t  t w o  months." 
The above is a t y p i c a l  example of  how s imple  n a i v e  methods 
can be used t o  make e f f i c i e n t  shor t - te rm Eorecas t s - - 'wecas t s  
based on pu re  e m p i r i c a l  evidence.  
(d) Link Relative Models (16) 
Link r e l a t i v e  models are commonly employed t o  measure 
s e a s o n a l i t y  of a t i m e  series and f o r e c a s t  t h e  seasona l  component 
of a t i m e  series. The average  r e l a t i o n s h i p  between s u c c e s s i v e  
t i m e  p e r i o d s  is used t o  describe t h e  p a t t e r n  of s e a s o n a l i t y .  
Percentage  or r a t i o  change i s  t h e  most widely used r e l a t i o n s h i p  
i n  t h e  l i n k  r e l a t i v e  models. F i r s t ,  t h e  r a t i o  of month-to-month 
change is computed f o r  a l l  p a i r s  of successive months, e.g. ,  
X X 'Feb , 'March, A p r i l ,  Kay , etc. Then a s t a t i s t i c  which is  t h e  
XJan 'Feb 'March 'April 
most r e p r e s e n t a t i v e  of a l l  these r a t i o s  is  i t e r a t i v e l y  dec ided ,  
e.g. ,  mean, mode, median, geometr ic  mean, e t c . ,  and t h i s  s t a t i s -  
t i c  is used t o  compute t h e  f o r e c a s t s  of forthcoming months. 
For example, if t h e  decided s t a t i s t i c  i s ,  say Y ,  and i f  t h e  
f o r e c a s t e r  i s  interested i n  t h e  f o r e c a s t  f o r  June ,  t hen  
= Y  'June * 'May' Once t h e  a c t u a l  XJune is a v a i l a b l e ,  Y i s  
updated. A v a r i a n t  of t h e  g e n e r a l  procedure o u t l i n e d  above i s  
employed t o  compute " seasona l  i n d i c e s "  of a t i m e  series. I n  t h i s  
c a s e ,  t h e  s t and ing  of t h e  second q u a r t e r  r e l a t i v e  t o  t h e  f i rs t  
q u a r t e r  i s  computed f o r  each yea r .  I f  a second q u a r t e r  f i g u r e  
i s  h igher  than  t h e  corresponding f i r s t  q u a r t e r  f i g u r e ,  t h e  l i n k  
r e l a t i v e  exceeds 100%. On t h e  o t h e r  hand ,  i f  t h e  second q u a r t e r  
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figure is lower when compared to the corresponding first quarter 
figure, the link relative is less than 100%. A n  average link 
relative is then obtained for each quarter-to-quarter comparison. 
These four numbers, when adjusted to the total 4 0 0 ,  constitute 
the seasonal indices. 
(e) General Commens on Trend Models 
Trend models or extrapolations are often used as checks 
on other methods. Any forecast which shows a large deviation 
from a trend extrapolation should be examhed to justify the 
causes for such a deviation. 
The reverse is alss a common occurrence, i.e., the 
reasonableness of the trend extrapolations in the dependent 
variable representing s m e  measure of air traffic activity is 
checked by comparing these predictions with the independent 
projections of various economic indicators (17), (18). 
There are several problems with trend analysis. 
The method does not provide any useful information 
as to why growth (or its oppcsite) is taking place, 
or what might be done to influence the trends. 
It implicitly assumes that the socio-economic factors 
which control the initial relationship will remain in 
force to a similar extent during the forecast period. 
This, of course, emphasizes the importance of having 
some understanding of these controlling factors at the 
time that the initial relationship is developed. 
It does not allow for market generation or results due 
to changes in product or service. Nutter discusses 
this problem very succintly in terms of transportation 
demand as follows. (19) 
Suppose one has determined a demand function for a given 
mode' kl' operating between i and j at some timet. If this 
function is then used to project into the future, the demand is 
estimated at a future time,t' i.e., we havea projected value 
Dijklt'. O R * G ~ A L  PAGE Is 
Now, if a new mode, k, is introducsd and we use the above OF pmR re- QUAf,ITy 
lation to estimate th6 portion of the demand that could be 
captured by the new mode at the same time t', we are in effect 
splitting Dijklt, into two parts. The danger involved is that 
the service provided by mode k ray be very poor related to 
that to be offerrd by k2 
never be greater than for k by the abov? formulation. Thus 
there is no opportunity to allow for market generation by a new 
and appealing (to potential users) mode when the above strategy 
Xevehtheless, the demand for k2 can 
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is used for forecasting demand. Nutter refers to this as the 
"half of nothing" problem. 
(2 )  .",Correlation Analysis 
b J  . . _  
Correlation analysis covers problems d5aling with ' 
relationships between two or more variables. Two widely used 
correlation techniques in the field of forecasting are (i) curve 
fitting with regression, and (ii) trend correlation analysis. 
(a). Curve Fitting with Regression 
In this approach a dependent variable is charac- 
terized as a function of one or more independent variables and 
a random disturbance term, E: 
Y = f(X) + E .  
b f(X) = A ll Xi i 
n 
- O i  f (XI USC lly takes the form a + 1 aiXi. 
or t 
which becomes linear in its logrithmic form. If n = 1, the 
regression is a simple linear regression. If n> 1, the re- 
gression is called multiple linear regression. If f ( X )  takes 
the form of a second or higher degree polinomial or a geometric 
growth function, the regression is called nonlinear regression. 
A widely-used technique to estimate the parameters of a regres- 
sion equation is the method of least-squares, it is a "best fit" 
in the sense that the sum of squared deviations, c ( Y - Y )  , 
where Y is the estimated value, is less than it would be for 
any other possible straight line. The minimum condition cri- 
terion of calculus is applied to the exp,ression obtained from 
the least-squares condition to get the so-called "normal equa- 
tions" from which the expressions for the parameters are obtained. 
The validity of estimated regression equations is ascertained 
with statistics such as t, coefficient of determination, ani! 
also by'simply observing if the signs of the parameters are in 
accordance with intuition. 
J. 
* 2  
n 
The regression analysis can be performed quite easily with 
modern computer capabilities. Standard software packages exist 
(e.g. Statistical Package for the Social Sciences - (SPSS)) which 
are inexpensive and easy to use. Regression analysis is used 
extensively for forecasting purposes in various disciplines. 
For example, in macroeconomic literature, a number of authors 
have used the technique either directly or as a part of a 
simultaneous equation approach. In business forecasting, the 
technique was used to project sales of various industrial 
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products. In travel demand forecasting, regression anqlysiS was 
widely employed to compute trip generation and trip ahtradtion 
equations. 0 
As illustrations of the application of correlation dnalysis, 
reference (201, (21) ( 2 2 )  are concerned with correlation studies 
in the domestic 2nd international air cargo markets, while (23) 
examines the correlation between socio-economic variable and 
air commuter traffic . 
(b) Trend Correlation Analysis 
Trend correlation analysis is used to interpolate or 
extrapolate a time series based on the trend of a related series 
whose observed values or projections are readily available. 
Trend correlation analysis is sometimes used in estimating zom- 
ponents of Gross National Product where annual time series data 
may have to be converted into quarterly data. In order to use 
two or more trends to determine the trend of the variable of 
interest, the forecaster must establish the relationship between 
the related series and the variable under consideration. The 
trends of the independent variables may then be obtained in 
order to compute the forecast of the dependent variable. There 
is a simple version of trend correlation analysis called "pre- 
cursor events" forecasting. In this case, the progress trends 
between two developments, @ne of which leads the other, are 
observed. Lenz ( 4 )  Gses the precursor events technique to fore- 
cast the trend of transport aircraft speed based on combat air- 
craft speed trends. 
(c) General Comments on --.- Correlation Analysis 
There are several pr-oblems involved with correlation 
analysis and the regression ttxhniques normally used. 
(i) Choice of variables--One can, of course, exa.mine 
the effect of an unlimited number of variables (their significance 
is determined by the regression technique) but this requires an 
extensive data base which becomes a costly and time consuming 
proposition. Hence a more restricted selection is usually made 
based, 'for air transportation work, on such factors as: 
population . disposable income . education level . gross national product . employment . time . cost 
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(ii) Accuracy of the data-- As pointed out repeatedly 
by the participants in the 1975 MIT Workshop on Transportation 
Demand, ( 2 4 1 ,  accurate data, Froperly disaggregated and summarized, 
simply does not exist to the extent that economic models can be 
derived which are reliable. 
(iii) Variable interdependence--There appears to be 
a high degree of interdependence or collinearity between the 
variables which affect transportation systems. Not only is it 
difficult to identify these relationships before considerable 
data analyses has been done, but there is also the risk of over- 
looking their existence and thus drawing erroneous conclusions 
from the derived r,iodels. Techniques are available for over- 
c3ming some of the difficulties, but their success seems to 
depend on increasing complexity, time and cost, as well as ir- 
creasing demands in the data bank requirements. The sn,aller 
size of the data bank, the more serious the problem. 
(iv) Transferability--There is not yet any conclusi., 
indication that model coefficients end exponents derived on the 
basis of a data bank acquired in some specific locale or srjt of 
"institutional circunstance" are universally applicable with 
data acquired elsewhere. In fact the evidence is that they are 
not. 
(v) Estimation or' the independent variables--Perhaps 
th2 qrentest problem of all, when usinq econometric models for 
forecasting, is that the job of predicfing the future of some 
aviation activity is simply shifted to that of predicting the 
future trend of several socioeconomic variables which are 
believed to control the aviation activity. This implies that, 
as in the case of trend extrapolation, the extent to which 
these variables control the phenomenon of interest will remain 
constant with timn--which is certainly questionable. It also 
implies that the forecaster expects that the future of these 
control variables can bc predicted with much greater accuracy 
than the phenomeonon of interest--or that 15th a sufficient 
number of variables, compensating errors in their future pre- 
diction can save the day. When engaging in this latter aspect, 
the large expenditure in data collection and analyses must be 
questioned when the results are little more than what might 
be obtained on the basis of using professional judgmerrt. 
(vi) Serial correlation--This refers to situations 
where the value'of one error term is not independen, of the 
next. Positive serial correlation occurs when an error term 
tends to be followed by another of the same sign. It may also 
occur when some kind of dynamic adjustment process takes place 
but the estimat.ion is done in terms of a static model. Serial 
correlation may indicate the existence of missing variables 
that shculd be in the relationship. 
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One of the major values of econometric models seems to be 
the identification of the socioeconomic variables which in the 
past, under a set of carefully specified circumstances, have 
been proven to have a positive or negqtive influence on the 
aviation activity. This information is then of great value to 
forecasters who are operating on the basis of professional judg- 
ment, either in the direct postulation of forecasts or in the 
checking of the predictions of other devices such as time-series 
analysis or ratio methods. 
( 3 )  Time - Series Analysis 
A time series is a set qf  statistical observations 
arranged in chronological order. -'ime series analysis is con- 
cerned with data which are not independent, but serially correl- 
ated, and where the relations between consecutive observations 
are of interest. Examples of time series of this nature include 
stock prices, in?-strial production, and national income. In 
each of thess series, the level at any point in time depends 
upon the levels achieved in preceding periods. The techniques 
of analyzing a time series may be categorized into three major 
subdivisions, namely (i) classical time series analysis, (ii) 
exponentid and adaptive smoothing models, and (iii) mathemati- 
cal time series analysis. 
(a) Classical Time Series Analysis ( 2 5 )  
series analysis i-s descriptive in nature and does not provide 
any statements concerning the future. Essentially, the method 
attempts to break a time seri.es into major components which 
represent the effects of the operation of gioups of explanatory 
factcrs that are the primary determinants of the time series. 
The traditional or classical method of time 
(i) Seculsr Trend 
Secular trend refers to the smooth upward 
or downward movement over a long period of time. Secular trend 
movements are attributable to factors such as population change, 
technological progress, and large-scale shifts in consumer 
demands. Analytical techniques used with this type are usually 
quite simple ranging from free hand curve sketching to a simple 
"best fit" using regression analysis. 
(ii) Cyclical Fluctuations 
Cyclical fluctuations or business cycle 
movements are recurrent up and down movements arouna seciilar 
trend levels. In business cyc1.s the period of expa.ision ends 
at the peak, or upper turning point, and then moves inta con- 
traction which terminates at the lower turning point, the 
trough. These phases repeat themselves, with a different 
-23- 
duration and amplitude. In this case analysis is usually done 
by what is known as the cyclical relative method (CR), which can 
be stated tersely as follows: If y is an annual time series 
with components trend, T, cyclical fluctuations, c, and irregu- 
lar m~vements, I, and if Yt is the trend value, then 
CR=Y/ = T x C x I = C x I  
Yt ? 
(iii) Seasonal. Variations 
Seasonal variations are periodic patterns 
of movement in a time series. The movement completes itself 
within the period of 3 calendar year and continues in a repeti- 
tion of the basic paLtern. The major factors in producing these 
annually repetitive patterns of seasonal variations are weather 
ar.d customs. 
this component. 
Three methods are customarily used to determine 
. Ratio-to-moving point average: 
If Y = original quarterly cbservations 
MA = moving average figures (containing trend and cycli- 
cal components) 
T = trend components 
C = cvclical components 
S = seasonal components 
t = irregular components 
then 
Y/m = TxC x s x I/T = s x I. 
averaging these values of Y/ 
irregular mmponent. 
accomplishes elimination of the MA 
Link relative method (discussed above) 
Percentage of annual averages method 
Each quarter is expressed as a percentage 
cf the a 'erage for the year. The averages 
of these figures for each quarter over all 
years are then the seasonal indices 
(iv) Irregular Movements 
Irregular movements are ,uctuations in a time 
series which are erratic in nature, and follow no discernible 
pattern. These movements are sometimes referred to as residual 
variations, since, by definition, they are residuals in a time 
series after the trend, cyclical, and seasonal components are 
accounted for. \,KLGWAI, PAGE I." 
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Classical tine series analysis is based on the assumption 
Analyzing the time series after decomposing the same 
that various time series components are independent of each 
other. 
into components, though very useful for descriptive purposes, 
is grossly artificial. 
forecasting. Hence, in forecasting with time series components, 
combination projections are used to reflect the interactions 
of the components. For instance, in short-term forecasting, 
a combined trend-seasonal projection is a common technique. In 
a company's forecast of next year's sales by months, a projection 
of the trend of annual sales might be distributed among months 
using seasonal indices. A comprehensive forecast might also 
involve adjusting with cyclical prediction. Cyclical movements 
are more difficult to forecast than trend and seasonal elements. 
The cyclical fluctuations in a specific time series are generally 
influenced by general business cycle movements characteristic of 
large sectors of the overs11 economy. Specifically, any 
economic series, while exhibiting a certain amount of common- 
ality in business cycle fluctuations, displays differences in 
timing and amplitude. The National Bureau of Economic Research 
has studied these differences and classified the time series into 
three groups, namely, (i) leading series, (ii) coincident series, 
and (iii) lagging series. These statistical indicators are ad- 
justed for seasonal movements and published monthly in "Business 
Conditions Digest," by the Bureau of the Census, and in "Economic 
Indicators," by the Council of Economic Advisors. For the most 
part, these indicators are useful in the prediction of cyclical 
turning points. For example, if most of the "leading indicators" 
move in an opposite direction from the prevailing phase of tile 
cyclical activity of bllsiness interest, this is an indication 
of a possible turning point in the business cycle. 
similar movement by a majority of "coincident indicators" would 
be considered a confirmation that a cyclical turn w - ~  in progress. 
A diffusion index is another type of cyclical prediction tool. 
This index utilizes the ffct that various economic series attain 
their peak and trough levels at different points in time. The 
index is defined as the percentage of seasonally adjusted series 
which are expanding at a given point in time. When the percen- 
tage drops below 50, it may be taken that a peak has been reached 
and that contraction in the aggregate activity is beginning. 
Diffusion indices are generally regarde2 by economists as effect- 
ive early warning signals of impending turning points in overall 
economic activity. 
This is true especially in the case of 
A subsequent 
Several of the articles reviewed in Appendix A and included 
in Table 2 are bzsed on classical time series analysis e.g. 
Maio (26 )  and the two Boeing articles on international and 
domestic freight ( 2 7 )  ( 2 8 ) .  
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(b) Exponential and Adaptive Smoothing Models 
Exponential smoothing uses a weighted moving average 
of past data as the basis for a forecast. The weights 
(0  < a < 1) are a geometric progression with smaller weights 
as-srgnea to observations in the more distant past. 
value of X (variable of interest) is given by : 
The smoothed 
asn + =, it can be shown that 
The forecast in time period (t+l) is made equal to the 
latest smoothed value of X. The above smoothing procedure is 
applicable to series which do not exhibit trend and seasonality. 
The trend and seasonality adjustments are made with factors 
computed as exponentially smoothed estimates. Various types of 
adjustment procedures are described in the literature. For 
example, Winters (29) presents an exponential forecasting equa- 
tion which incorporates bath trend and seasonal adjustment 
factors. The smooth equation is given by 
Ft-L 
where Rt' the trend adjustment factor, is given by 
and Ft, the seasona1it.y factor is given by 
where L is the number of periods in the seasonal cycle, and a,B, 
and y are the forecasting parameters. The estimates of a , S ,  and 
y are obtained by minimizing the sum of squares of forecast errors 
in an iterative procedure. The forecast errors are cqmputcld for 
combinations of a,B, and y a3d the combination that g i v e s  the 
smallest error is taken as the estimate. Adam, et al. (30) de- 
scribe a "grid search" procedure to estimate the value of a para- 
meter in a single parameter equation as a two-step procedure. 
First, the smoothing constant is varied by 0.1 increments. Once 
the minimum error range is located, the saoothinq constant is 
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varied by 0.01, The authors allude to a "pattern search' pro- 
cedure in the case of two or more parameter estimates. I? con- 
trast to the procedures employed above, if the parameters are 
dynamically updated, the model is termed an adaptive smoothing 
model. TLe parameter values are determined each period using a 
tracking signal suggested by Trigg and Leach ( 3 1 ) .  A forecast 
error Et is computed at the end of each period and the avmage 
error E and average absolute error ABS (E ) are determined as 
follows. t t 
ABSQ = (~-v)ABs(E~ - 1) i UABS(E~) 
where v is another smoothing constant (0 < v < 1). The tracking 
signal T is computed by taking the ratio sf tEese two error terms, 
T = Et/ABS(E 1 .  Finally, the estimates of the smoothing constants 
a ,  6, and y a$e given by ' 
a = ABS(T) 
0 = KIABS (T) 
Y = K2ABS(T) where 0 - < K1 < and 0 - < K 2 1  1. 
Adaptive smoothing models are sensitive to abrupt shifts in the 
demand pattern. For major changes in the demand, large forecast 
errors will result as compared to the period immediately before 
the major change, and the tracking signal reflects this change. 
Estimating the values of the parametersa,B,y,v, K1,  and K2 is 
a combinatorial problem generally solved by means of simulation. 
(c) Mathematical Time Series Analysis 
Like classical analysis, the formal or mathematical 
time series analysis is concerned with data which are not in- 
dependent, but serially correlated. Recently, mathematical 
time series analysis has r-,:ceived much attention as evidenced 
by research and literature. A notable procedxe of anall-zing 
time series mathematically is that of Box and Jenkins (32). 
The Box-Jenkins approach is so involved and complex that it is 
perhaps not fitting to include it in an exposition of basic 
nature. However, an attempt is made below to presert the 
fundamental concepts of the approach and introduce the reader 
to more sophisticated material as presented in references ( 3 2 1 ,  
( 3 3 ) ,  and ( 3 4 ) .  
First Box and Jenkins describe a class of stable linear 
statistical models.called AX(p) class, MA(q) class, and A M  
( p , q )  class. The general form of the AR(p) class, i.e., 
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"autogressive process of order p," is given by 
where the current value of the process is zxpressed as a weighted 
sum of past values plus the current shcck. Zi can be considered 
to be regressed on its own previous values, hence the name. The 
general form of the MA(q) class, i.e., "moving average process of 
order q," is given by 
Zi = a; + Olai-l i....+ 0 a 
I q i-q. 
The general form of the ARMA (p,q) class, which contains both 
AFtip) as? i'A(q) classes is given by 
+....+ 8 a + ai + Olai-l q i-q. 
zi - $lzi-l+....+ z 
P i-P 
Box-Jenkins' approach then proceeds to describe an identi- 
fication procedure whereby a given time series can be identified 
as belonging to a certain class. The identification phase con- 
sists of computing series mean, variance, autocorrelation func- 
tion {yk}, aild partial autocorrelation function { $ '  .) to ascer- 
tain the'class of the model. This is done by cons!%ering where 
the cutoffs, if pny, occur in the {ek}, the population aato- 
correlation function and {Q k}, the population partial auto- 
correlation function, by cokparing the estimated functions with 
their large-lag standard errors, and then seeing whether the 
results fit any of the theoretical patterns. Values of p and q 
are thus obtained. Having identified a tentative model, the next 
stage is to estimate the parameters using the rough values cal- 
culated in the identification stage as initial values. Box and 
Jenkins describe a nonlinear least squares procedurehto 9btain 
the vector of parameter estimates ($,;) = (,$1 ..., $I, el, ..., 
8 ) which minimizes the error 
? 
h 
9 
sum of squares 
1 
The next step in the Box-Jenkins approach is to verify the 
estimated model for its adequacy. In the AR(p), MA(q), and 
ARMA(p,q) models mentioned above, the order of the operators p 
and q is important as unnecessary increases in the order may 
lead to parameter redundancy and inadequate order may under- 
identify a model, One approach is to identify and estimate 
various models (i.e., models with different orders of operators) 
which seem to fit t.he series and apply a x - test. Once the 
model is identified, estimated, and verified, it is ready for 
2 
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forecasting purposes. Anderson ( 3 3 )  presents two variants of 
the ARMA model, namely the ARIMA (p,q) (autoregressive integrated 
moving average) model and the IMA (p,q) (autoregressive integrated 
moving average) model, and proves that the IMA (1,l) model is the 
same as the famous exponential smoothing formula used by many 
forecasts in forecasting sales of industrial products (exponen- 
tial smoothing is described in the preceding pages). 
(d) General Comments on Time Series Analyses 
Most of the advantages and disadvantages of time series 
analyses have already been discussed. However it is well to em- 
phasize that the major drawbacksare probably the requirements 
for accurate data, and the assumption that what has happened in 
the past will continue into the future. The data requirement is 
particularly severe, especially since historical information is 
needed. In many cases it simply does not exist in a useful forn;, 
and the reliability is doubtful. This infers that most time 
series studies are done using data from standard governmentcol- 
lection cource: However, there is no guarantee that these'data 
represent the factors which are most important in controlling the 
phenomenon under study. 
( 4 )  Cross Seztional Analysis 
Generically, these models are constructed such that 
calibration can be based on a mass of data about demand between 
different O-D pairs taken at a single point in time, although 
they can also be constructed to permit inclusions of time 
dependent projections of zona?. ;>roperties (i.e., properties at 
0 or D). 
One of the major model types included under this category 
is the "gravity model," so named because its form is similar 
to the two-body equation for gravitational attraction. Although 
there are a variety of gravity models with varying degrses of 
sophisticatign, they all stem from the basic concept that trans- 
portation demand depends primarily on two factors: (a) the 
desire for travel between two points (called a mutual attractive- 
ness term) denotsd as P.P where the P's represent some function 
of Properties Of the zondS : and (b) a term which represents the 
capability for travel between i and j which can be expressed 
either as an impedance I 
are specific to a given mode k). 
1 i  
(note that they ijk or a conductance K i jk 
Hence the demand for travel between i and j on a given mode 
k is 
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The f o r e c a s t e r  must choose t h e  p r o p e r t i e s ,  P ,  and t h e  mode 
c h a r a c t e r i s t i c s ,  I. I t  can be noted t h a t  i n  format t h e s e  models 
are, in e f f e c t ,  a s p e c i a l  case of t h e  g e n e r a l  econometr ic  models 
d i scussed  i n  ano the r  s e c t i o n .  However, t hey  are t r e a t e d  s e p a r a t e -  
ly because t h e  g e n e r a l  econometr ic  models a r e  n o t  u s u a l l y  a p p l i e d  
i n  t h e  modal con tex t .  
The above equa t ion  
f o r m  by simply d i v i d i n g  Dijk 
can also be used i n  a modal s p l i t  
by t h e  t o t a l  demand, i .e . ,  by 
D i j k .  
c 
k 
Although i n  even i t s  s i m p l e s t  form t h e  g r a v i t y  model s o l v e s  
t h e  "ha l f  o f  nothing" problem referred t o  earlier (it does  so by 
i n t r o d u c i n g  t h e  I or K t e r m s  which are dependent on t h e  modes 
selected), it is s u b j e c t  t o  other problems. Indeed t h e  v a r i e t y  
of forms of t h e  g r a v i t y  model have o f t e n  been developed i n  t h e  
hope of overcoming some of t h e s e  problems. 
The most fundamental o f  t h e  problems i s  t h a t  t h e  g r a v i -  
t y  model i s  hype rbo l i c  i n  form and, as such ,  it i s  open-ended. 
That  is, it i s  obvious ly  i n c o r r e c t  a t  t h e  end Faints. To i l l u s -  
t ra te ,  i f  t h e  impedance t e r m  i s  taken  t o  be fare, t h e n  a zero 
f a r e  w i l l  induce a n  un l imi t ed  number of riders, and a t  t h e  o ther  
end,  t h e r e  w i l l  always be riders no m a t t e r  how h igh  t h e  f a r e .  
Thus, u n l e s s  a major e f f o r t  i s  undertaken t o  o b t a i n  c a l i b r a t i o n  
d a t a ,  t h e  f u n c t i o n  cznliot be p rope r ly  bounded. T h i s  l e a v e s  t h e  
f o r e c a s t e r  i n  the p o s i t i o n  of  having a l i m i t e d  range c a l i b r a t i o n  
cu rve  which must be assumed c o r r e c t ,  a l though i n  c o n s i d e r i n g  
p o s s i b l e  e x t e n s i o n s  of t h e  ranges  of t h e  v a r i a b l e s ,  t h e  r e s u l t  
is obvious ly  i n c o r r e c t  a t  l a r g e  va lues .  The q u e s t i o n  i s ,  when 
does  it s t o p  being c o r r e c t  and how q u i c k l y  does it d e v i a t e  Gnce 
it has  s t a r t e d ?  
Another troublesome problem \ i , S B S  i f  one wishes t o  
subdiv ide  t h e  zones r e p r e s e n t e d  i n  t h s  numerator.  To i l l u s t r a t e ,  
i f  P is t aken  t o  be popu la t ion ,  a s  i Z  o f t e n  i s ,  t h e n  t h e  popula- 
t i o n  of zone i should be o b t a i n a b l e  by adding up a l l  t h e  popula- 
t i o n s  Erom subzones il t o  i , i . e . ,  n 
now forming P P = (Pil  + P i n ) p j  = P. ,P + r i 2 p .  + pinpj 
i j  1, j 3 
and then  r a i s i n g  t h i s  t o  t h e  A power v?e have 
= ( P .  P .  + P ~ ~ P ~  +... 
1 3  11 3 a. 'in 1 p . l A  
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These two expressions are obviously different for  most 
all values of A resulting in the fact that by calculating the 
demand from each zone separately and then adding them, we get a 
larger demand than if we just added populations and then computed 
demand. 
There are also problems associated with the conductance 
cr impedance term. These are generally related to the fact that 
the calibration data must depend upon user perception, and when 
new modes or changes in modal characteristics are introduced, it 
is  difficult to forecast how this will be perceived by the user. 
Finally, one encounters a aniversal-type problem, viz., 
in trying to "fix" the models to overcome deficiencies like those 
indicated above, one generally risks introducing one or more new 
problems which are equal to or worse than the one solved. 
The work of Melvin Brown of Mitre Corp. (35)  typifies 
some of the most advanced work done with gravity models; that 
of Thorsen and Brewer ( 3 6 )  and Wilson and Stevens (37) illus- 
trates how many attercpts at analyzing cross sectional data ul- 
timately end up in the gra~-ty form: and the paper by Brom,and 
Watkins ( 3 8 )  is interesting in that it compares the results of 
forecasting in the same market using both time series and cross 
sectional data. Finally, the Northeast Corridor Transportation 
Project has done extensive work in the modeling and modal split 
analysis of transportation demand. See for example Mclynn (39) 
Systms Analysis and Research Corporation (40 )  and National 
Analysts, Inc. (41) 
( 5 )  Category Analysis ( 4 2 )  
Category analysis or cross-classification analysis is 
a technique for estimating the characteristics of entities which 
have been sorted into a number of separate categories. Category 
analysis is used in travel demand forecasting where the number 
of trips produced by a specific category of travellers in a zone 
is of interest. With reference to travel demand forecasting, the 
characteristic is the nunber of trips and the entities are the 
households who travel. Entities may be categorized by subdivi- 
ding them into smaller groups such as l-person households, 2 
person households, etc., and each subdivision of households is 
further subdivided accordina to car ownership rates. For example, 
the 1-, 2-person households mentioned above may be dived accord- 
to l-person, O-car households, l-person, l-car households, etc. 
In the general case, if p .  (c) is the number of characteristics 
(of the same type) obserdd in the category c entity in spatial 
unit i, h. ( c )  is the number of entities in spatial unit i in 
category E ,  and tp(c) is the characteristic observance rate of 
entities in category c, then the characteristic ovservance rate 
during the base year is given by 
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.- and the forecast for the horizon year is given by 
.A 
. tp(c) = tp(c) x Hi(c) 
where' H>(cj' are the number of entities durinb the horizon year. 
The category models are generally tested for significance by 
means of a statistical technique called analysis of variance. 
In category analysis the characteristic of interest is categor- 
ized and subcategorized into various levels which is reminiscent 
of the factorial designs used in statistics. In factorial designs 
both qualitative and quantitative factors can be used and the 
designs do not require linearity of relationship between variables, 
thus eliminating need for any transformation of variables. The 
data for factorial analysis are presented in matrix form in the 
same way category models are developed. From the standpoint of 
format, category models seem to be natural candidates for factor- 
ial analysis for significance testing. 
C. Analytical Objective Methods 
(1) Simultaneous Equation Approach 
Contrary to the approach taken in least-squares 
regression where the parameters i n  regression equations are 
determined independently, the simultaneous equation approach 
determines the parameter values of constituent equations from 
what are called "reduced-form equations." The essential differ- 
ence between the least-squares regression method and the simul- 
taneous equation method is illustrated by means of an example 
( 4 3 ) .  The example consists of a system of two equations depict- 
ing the relationships between disposable income and consumer 
expenditures : 
. . . (1) t Yt = et + z 
where 
Yt = disposable income per capita 
Ct = consumer expenditures per capita 
Zt = investment expenditures per capita, autonomous 
a = marginal propensity to consume 
6 = C-intercept of the consumption €unction, and 
ut = the random element in consumers' behavior. 
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In the least-squares method, regression of consumers' expen- 
ditures (C 1 on disposable income (y,) is taken directly. 
t On 't) as the true con- take the least-squares regression of C 
sumption function, however, is to assume that y is completely 
independent Of C , i.e., to assume that random Seviations in 
consumers' expenhtures about the consumption function can take 
place independent of the disposable income. However, this is not 
possible as long as Zt in the equation y = C + 2 is considered 
as autonomous. 
so yt cannot be completely independent of Ct. 
approach, if applied to such an equation system, yields incon- 
sistent estimators. The simultaneous-equation approach draws 
attention to this inconsistency bias of the least-squares approach, 
where the independent variable(s) are not completely independent 
of the dependent variable. The first step in the simultaneous 
equation approach is to reduce equations (in this case, equations 
(1) and (2 )  to equations showing nothing on the right side but the 
autonomous variable, Zt, as shown below: 
To t 
t t t Zt is regarged as autonomous in this example and 
The least-squares 
Ct = ayt + B + ut 
Ct = a(Ct + Zt) + 8 + ut 
Ct (1-a) = aZt + R +  t U 
Equations (1.1) and (2.1) are called reduced-form eqcations. 
Since the investment is considered autonomous (i.e., completeiy 
independent of consumers' expenditures and disposable income), 
the least-squares method if applied on (1.1) and ( 2 . 1 )  will 
yield consistent estimators. The simultaneous equation approach 
is extensively used in the forecasting of many areas, especially 
where complex interrelationships will have to be portrayed in 
the form of a systefi of equations. The method is amenable to 
sophisticated statistical techniques and tests, and is taken for 
granted by many analysts, economists, and other forecasting pro- 
fessionals as a reasonable way of making some probability state- 
ments about the future. 
( 2 )  Input-Output Analysis 
Input-output analysis ( 4 4 )  was initially developed 
as a tool for analjrzing the structure of the national economy. 
However, by virtue of its specific character, this powerful 
technique found a place in such fields as energy, pollution, 
transportation, etc. Input-output analysis, as a forecasting 
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t echnique ,  can  b e s t  be expla ined  by means of an  example. 
t h e  example, t h e  economy is d i saggrega ted  i n t o  v a r i o u s  sectors 
w i t h  i n t e r s e c t o r  t n n s a c t i o n s ,  measured i n  monetary terms. I t  
is assumed t h a t  a part of t h e  sector o u t p u t s  are t r a n s f e r r e d  t o  
f i n a l  consumer demands a l s o .  These  t r a n s a c t i o n s  are r e p r e s e n t e u  
by means of a m a t r i x  of the form shown below. 
I n  
I f  a is  de f ined  as  t h e  r a t i o  xij /Xj,  t h e n  
ij 
X1 - allXl + a12X2 + ... + a X + Y1 I n  n 
X + a X + ... + x f Y 2  x2 - a21 1 2 2  2 - 
x +  
‘n + ann n 
x = anlXl + a n 2 X 2  + ... n 
Rearranging t h e  terms, we y e t  
21 
n l  
1 2  -a 
1-a22 ... 
n2 * * *  -a 
+nd = { I - A r ’  
is a v e c t o r  of p ro jec t ed  f i n a l  demands. 
input -output  a n a l y s i s  is used a s  an ex tens ion  of g e n e r a l  e q u i l i -  
brium a n a l y s i s .  General  equ i l ib r ium a n a l y s i s  h e l p s  us  t o  under- 
where  ? i s  a vec to r  of p r o j e c t e d  ou tpu t  and ? 
I n  ecofiomic f o r e c a s t i n g ,  
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stand the reasons why change in one market will create change 
in many other markets. aut this 2rq*.ysis is not suitable to 
predict the extent of future changz. 
to quantify changes in general equilibrium in a convenient 
manner so as to enab7e one to forecast future output once the 
future demands are projected. 
Input-output analysis helps 
( 3 )  Analogy Methods 
Methods of forecasting which are analogous to biologi- 
cal growth models are developed by a number of authors. A 
majority of analogy models are dzv2loped to forecast technologi- 
cal progress. According to Lenz, (4) attempts to develop a 
theory explaining why technological progress should proceed in 
an exponential manner date back to the early twentieth century 
with the theory advanced by Henry Adams (45). Adams relates 
the technological progress to the force of attraction between 
masses. Derek de Solla Price ( 4 6 )  proposes a logistic growth 
curve of the form 
to explain technological progress. This is similar to Pearl's(47) 
biological growth formula 
P =  
1 + A exp (-kt1 
where P is the population at time t, P9 was the population at 
the beginning of the experiment, and A and k are parameters. 
Apart from convenience, logistic functions of the above type 
are preferred by some technological forecasters due to the 
reason that logistic functions exhibit deviations of the actual 
trend from idealized exgonentials. 
Logistic growth formulae of the type described by Pearl 
and utilized by others in the area of technological forecasting 
are based on the superficial resemblance between the actual 
processes involved, i.e., biological growth and teehnological 
growth'processes. Hut the questions are: 
a. 
b. 
Is a technological growth process really similar to a 
biological growth proces,? For example, is an increase 
in knowledge the same as an increase in population? 
An exponential growth assumes a constant rate of charge. 
Nhy should one assume a constant rate of change, say, in 
technological forecasting? 
Ridenour (48) and a few others tuok a fresh look at 
mechanisms which would explain the behavior of technological 
trends, rather than accepting a biologicai grawth process as 
an equivalent of the technological growth process. However, 
an exponential increase was accepted as a general "law of 
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social change" ( 4 9 ) .  Ridenour assumes that the rate of accept- 
ance of a technology is a function of potential users who have 
been exposed to such technology. If N is the number of potential 
users and K is a proportionality constant 
However, the author suggests that K is a fluxtion of the type 
K = k(1- 1 where L ;.s the tlpper limit of potential users. Thus 
t;.he rate of change will approach zero as L approaches N. When 
Ghe expression for K is substituted in dN/dt and integrated, 
we have 
N 
E 
N ( t )  = L 
L 1 + h- - 1) exp (-kt) 
0 
which is equivalent to the logistic growth curve Fresented above. 
The author, despite his intentions not to accept a biological 
growth process, ends up with the same to explain the technologi- 
cal growth process. Furthermore, the link between the author'c 
formula ard technolo9ical change seems to be quite subtle. 
Hartman (50) considers information gain as a prelude to 
technologic21 gain and susgests that 
dI(t) = KNI 
dt 
tr1;ere I is the information in bits, N is the number of scientists, 
and K is the probability that a scientist encountering a bit of 
information will add another bit of information. In disciplines 
which are not 
dI(t) = 
dt 
.,hich re.::alts 
yet saturated, N ( t )  = No exp kit. Then, 
(KNO exp kit) I (t) 
in an exponential of the form 
KN, 
exp kit) - I] . I = Io [exp( U 
kl 
If I has an upper limit, say J, the constant K may take the form 
K = k(l - I/J) in which case 
I =  JO 
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Hartvan's model assumes that creation of significa*it new infor- 
mation is a function of the avsrage amount of information encoun- 
tered by the Sci@iitist.  Further, the author assumes that no ex- 
trar.ectus factors limit the addition t f  new knowledge. 
tion follows a polynomial treiid of the form 
Isenson (51) suggests that the rate of increase of informa- 
dI (t) = K [N (t) + AN2(t)] 
dt 
where I(t) is the amount cf information at time t and N ( L )  is 
the ncmber of scientists. The term N2(t) is called "interscien- 
tist comnunication factor" and K is an important weight indica- 
ting the scientists' productivity For X = 1/2 and assuming 
that I in the equation K = k ( 3  - *)  is minute compared to J, 
dI(t)/dt is approximately epal td 
dI(t)/dt can be integrated to yield 
- 
K 2  
Ei (t). If N = No exF (kit), 
I =  Nz [exp(2klt) - 11 
Floyd (52) describes a mathemat'cal model which beqins with 
a Bernoulli process of binomial distrihtion. The author assimes 
that two values (f, the given value and F, the uppec limit value) 
of a figure of merit are given. The author furthe7- a-z:mer; that 
technologies would lend to an increase in the v t l ~ ~  , Lhe 
figure of merit. Then, the probability of "SUCCE:~~" per =:lLernpt 
is given by 
out of a totdl of M possible technclogies (or te - '  \ :) x 
X 
If 
P(f,l) = - . 
It there are N scientists with W trials each, the total 
number of trials = NW, and the probability of success i l i  time 
At is unity minus the cumulative probability of failure, that 
is, 
In order to evaluate the expression in the righ.t parenthesis, 
the author forins a relationship based on an analocjy with absorp- 
ticn phenomena and then derives a relationship 
(1 - ')= exp - -K [(F - f ) ]  . 
R 
Substituting in the expression for P(f,Ait) ORIGINAL PAGE II, 
OF POOR QLJALUY) 
- 3 7 -  
P(f,Ait) = 1 - exp - [(F-f)Ki(t)Ni(t)Hi(t)Ait] 
P(f,t) = I - exp[-(F-f) 1 Ki(t)Ni(tiWi(t)Ait] 
i t 
= 1- exp[-(F-f J K w  dt] . 
-aD 
The number of scientists N is a function of  technological p r q -  
ress in a given field. Floyd suggests an expression of the type 
N = No(t) (f-fclP t9 reflect the change in the number of scien-  
tists, where fc is the figure of merit of some competitive tech- 
nology. Then 
t 
P(f,t) = 1 - exp[-(F-:) f K(t) . No(t) (f-fc)pw(t) d t ]  . 
-Q) 
L 
then P(f,t) = 1 - ex$[- (F- f )  f !f-fcIP T(t) dt]. 
--m 
Further analysis is facilitated by specifying values of 
P(f,t). Floyd considers P ( f , t )  = 0 . 5 ,  in which case, 
t 
an T - - (F - f )  j (f-fcIp T(t') dt' 
-03 
or 
e c 
- -  1 =  1 '  (f-fcIP T(t') dt' . 
F-f i n ~ - ~  
Differentiathy both sides w i t h  respect to t 
( F - f )  ' 
then 
Making the substitution, Y = (F -- f c ) / ( F  - f), and p = 1, the 
integrals may be evaluated to yield 
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2 Y + h(Y - 1) + c = (F - fc) g(t) . 
Floyd approximates the right-hand side t o  a linear form A(t) + 
c and computes a nomogram from which f can be determined. Any 
trend can be projected along the 0.50  probability trajectory 
once f F, A, and c are known. Using this approach, the author 
fits dsta pertaining to crude oil supplies, speed trends of 
xechanically powered vehicles, and efficiency of fuel burning 
plants--all fitted closely to historical time series-and makes 
projections for the future. 
( 4 )  Simulation - 
Simulation is an operations research technique which 
is sometimes used for forecasting purposes. Broadly speaking, 
in the "simulation" approach, we construct a model of arr exist- 
ing or hypothetical system and examine the behavior of the 
system in an artificially created static or dynamic environment. 
Dynamic simulation models are of interest in our case as such 
models specify the time period explicitly. The advantage of a 
simulation approach is that it makes no specific attempt to 
isolate the relationships between any particular variables; 
instead, it observes the way in which vtriables of the model 
vary with time. Once the relationships are derived from the 
available data, these relationships are projected into the 
future. Two commonly employed simulation approaches to fore- 
casting are the simultaneous recursive euuation approach where 
a system of equations are interconnected te1nGorarily and the 
so-called "industrial dynamics" approach (53) . In the ?imul- 
taneoiis equation system, a number of dependent variables are 
postulated as autoregressive functions with any number of ex- 
ogenous variables and the parameters are estimated. The re- 
sulting e--:ations are then used recursively for any number of 
future time periods, provided the exogenous variables are com- 
pletely specified over the period of interest. 
An industrial dynamics view of a system concentrates on 
the rates at which various quantities change apd expresses the 
rates as continuous variables. The industrial dynamics frame- 
work consists of levels, rates, and rate equations. The levels 
represent the accumulation of various entities in the system 
such as inventories of goo?s, capital stock, etc. The current 
value of a level at any time represents the accumulated differ- 
ence between the input and output flow for  that level. Rates 
are definer; to represent the instantaneous flow to or from ii 
level. Decision functions or rate equations determine how the 
flow rates depend upon the levels. Decision functions depend 
upon the system's prevailing conditions. 
A hiqhly debated example which used the industrial dynamics 
approach to technological forecasting is "The Limits to Growth" 
( 5 4 ) .  This project, which aroused worldwide attention, is an 
ambitious effort to forecast complex phenomena. It assumed that 
five variables: population, industrial output, foad production, 
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depletion of non-renewable resources, and . .llution of the en- 
vironment were the "triggering" variables. The "Limits to 
Growth" projects the trsnds of these variables into the future 
an a globally-aggregated basis and concludes that a continua- 
tion of current trends will lead inevitably to catastrophic mal- 
functioning of the world system within the next century. The 
model consists essentially of a large number of difference 
equations expressing causal links. Projections are based on the 
assumptions on which the equations rest and thus, as in any 
forecasting approach, their credibility is dependent on the 
validity of assumptions. Some economists and other professionals 
are critical of "The Limits to Growth" alleging that some of the 
authors' assumptions are misrepresentations of reality and so are 
invalid. In any case, "The Limits to Growth" is a bold venture 
into the future and simulation as an instrument made that possi- 
ble. 
General Comments 
Specific applications of the analytical objective 
methods to transportation demand forecasting are not numerous - 
undoubtedly because of the complexity involved. Although the 
simultaneous equation approach is a standard technique for 
handling expressions containing interdependent variables, the 
use of such variables is usually avoided by most workers in the 
field. This may be unfortunate since there is no fundamental 
reason to suspect that demand processes are controlled by 
variables that are independent. In addition to the reference 
cited above, the subject is also discussed by Eriksen et a1 in 
a study of the relationship between air transportation demand 
and level of service ( 5 5 ) .  
Simulation is becoming more popular, but it suffers from 
requirements for extensive computer software and enormous 
amounts of data. One interesting study in the air cargo field 
using simulation was that done by Roberts et al. in analyzing 
the potential for lighter-than-air vehicles ( 5 6 )  
(d) Combined Methods 
(1) Behavioral Modeling 
The choice of a transport mode is a human 
decision, regardless of whether it is for the transport of 
passengers or freight. Thus  it seems logical that the factors 
which have a major influence on human preferences under a given 
set of circumstances would be expected to exert an important 
degree of control over this mode selection process. In order 
to approach the subject from this point of view, it is necess- 
ary to combine the subjective and objective methods. The im- 
portant variables must be determined and the data relating to 
those variables obtained on a subjective basis from those 
affected by the system. Using these data objective methods, 
usually empirical in nature, are applied to develop models from 
which forecasts can be obtained. 
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These factors have received much more attention of late in 
the forecasting of passenger traffic, but are rarely used in air 
cargo forecasting. There is no questioning the difficulties in- 
volved in defining and quantifying the behavioral variables and 
the situation is probably an order of magnitude worse for cargo 
than for passengers. 
In the first place it is difficult to define the variables 
which are significant. The list of potential candidates is long, 
but an extensive amount of work is now underway to try to make 
order out of this compl2x problem. To say the least, behavioral 
modeling is a problem of the first degree in disaggregate analysis. 
Generally the variables can be classified under four very 
broad headings: 
Demo raphic--Who are the trip originators and where are 
they re-- ocated? Usually classified here are such things as age, 
sex, race, religion, location, population demity, etc. 
Motivational--To where are the trips going and why are they 
being made. Typl'cal variables involved are: trip purpose, past 
~~ 
experiences with modes, impressions formed through advertising 
or comunication with others, etc. 
Socioeconomic--To what extent is the freedom of modal choice 
available to the trip originator? 
education, income, type of employment, family size, home owner- 
ship, health and Gthers. 
This is often governed by 
System Characteristics--What is it about the system that 
the trip originator must react to in making a final selection? 
This category is particularly complex, with major variables 
stxch as: safety, dependability, time, convenience, cost, 
comfort, aesthetics, ability to use time, etc. Many of these 
have subsets of descriptors. For example, comfort involves all 
possible degrees of freedom of motion (their rates, accelera- 
tions, and changes in accelerations), noise, temperature, 
humidity, air quality and seat accommodations. Furthermore, 
all of these variables must be applied to a variety of possible 
trip components which can all be grouped into three major cate- 
gories: access to the.main vehicle, use of the main vehicle, 
and egress from the main vehicle. 
The next problem is that of obtaining data. Fortunately 
the fundamentals of statistical science, are available to assist 
in the planning and analysis and these principles are adhered 
to very carefully by those who have made significant contribu- 
tions to the field. Nevertheless, execution of the techniques 
is not simple, and this combined with the large number of 
variables and their many inter-relations makes the tasks diffi- 
cult and progress slow and relat.ively costly. 
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(2) Market Research -
In its broadest sense behabiural modeling must be con- 
sidered as a form of what the business community loosely calls 
market research. There are many forms of market research and 
it means different things to different people. Thus care must 
be used in any discussion of such a universal .topic. Part cf 
the problem is illustrated by a typical definition of the process 
as presented by Chambers, et a1 ( 5 7 ) :  "The systematic formal and 
conscious procedure for evolving and testing hypotheses about real 
markets". However, upon examining most of the effort discussed 
in this paper, it is found that the emphasis is on the marketing 
of products. Unfortunately there are significant differences 
between product sales and the offering of services such as trens- 
portation. Some of these may be outlined as follows: 
First, the process of marketing services has four unique 
characteristics when compared to marketing products: 
a. The service canhot be inventoried to match fluctua- 
tions in demand: 
b. The service is personalized--each individual wants 
the service to match their own perception; 
c. There is no equivalent of the "replacement of bad 
product" concept; and 
d. It is difficult to check quality prior to the final 
sale. 
Next, a ir  transportation is different from mGst other 
service in one or more of the following ways: 
a. It is a demand derived from a need other than that 
of simply taking a journey for its own sake: 
b. It is under considerable government control (although 
this is now being relaxed somewhat, particularly in 
the air cargo field) ; 
c. Delivery aspects cannot be guaranteed ( e . g . ,  bad 
weather) ; and 
d.  It is oniy producible in batches, i.e. once a vehicle 
has been scheduled only a certain amount of space is 
available, and it is difficult to change this on short 
notice. 
The implications of these factors in air transportation 
result in three principal areas. First, constraints are imposed 
on the selection of variables which can be used as subjective 
measures. Second, the sources of data are mare limited and most 
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of the essential information must be obtained through direct 
contact with the groups of individuals involved. Finally, care 
must be exercised in identifying subject populations and sample 
groups within those populations. 
Actually the market research techniques in the transporta- 
tion field take on several forms depending on the type of trans- 
portation service involved. In air transportation, they range 
from records of vehicle activities or head counts (e.g. FAA 
statistics on the number of aircraft operations at various air- 
ports ( 5 8 ) ,  or CAB origin - destination statistics ( 5 9 1 ,  to 
behavioral and ettitudinal surveys done by questionnaires or 
interviews (60)  (61), to evaluatiom made by trained test sub- 
jects (e.g. as used by the University of Virginia in their work 
on the modeling of vehicle ride comfort (61) 
Perhaps the Port Authority of New York and New Jersey can 
be regarded as the most sophisticated practioner of market 
analysis in the air transportation field, although most air- 
lines also conduct surveys of their passengers on a regular 
periodic basis. The PANYNJ work strives to take full advantage 
of disaggregate data and segments its samples into many cate- 
gories based on one or more variables from each of the four 
major groups presented above. There is no doubt that this de- 
tailed type of analysis can provide more accurate information 
than an aggregated approach, but it is certainly more costly 
both in terms of time and money. 
E. Evaluation 
In attempting to conduct an evaluation of the present 
state of forecasting there are three main aspects to be addressed. 
The criteria which should be used to select a method for a speci- 
fic purpose is one concern. Another concern is the ability of 
the method to produce accurate and reliable forecasts. Intui- 
tively 'this predictive ability should indeed constitute one of 
the selection criteria. However, when considering air cargo 
forecasting there are not sufficient documented differences 
between the accuracy of the various approaches to make this the 
prime criteria. Others are often equally important. Finally, 
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there are several specific issues relating to-the individual 
methods, or the means for their implementation, which should 
receive consideration. Each of these aspects will be discugsed 
separately, preceded by a brief summary of the techniques 
currently in use by some of the organizations most actively con- 
cerned with air transportation forecasting. 
1. Techniques Currently in Use 
Over the past ten years there have been three majQr 
reviews of current practices in air travel forecasting by 
Calderone in 1967, (62) b y a m  in 1970 (63), and by Haney in 
1975 ( 6 4 ) .  These studies are all done from different perspec- 
tives, but it is clear that the techniques used by the various 
organizations have remained essentially the same over the years. 
Thus the following excerpt taken from Calderone ( 6 2 )  summarizes 
the practices as concisely as is possible. 
"Airline Companies. Generally, airline companies have 
taken a relatively simple.approach to forecasting future passen- 
ger traffic, employing one or a combination of three methods: 
(1) executive judgment, ( 2 )  trend and cycle analysis, and ( 3 )  
correlation analysis. Of these, the first two are used most 
frequently and, of the two, judgment plays the most prominent 
role. While the airlines consider a number of factors in pre- 
paring their forecasts, they seem to consider that current and 
anticip-ted levels of economic activity are of primary impor- 
tance. They statistically analyze only a few indices, however, 
and of these the most commonly chosen is GNP. 
Government, Trade, and Aircraft Manufacturing Organizations. 
These organizations usitally employ the following techniques: 
(1) linear or curvilinear projections of historic trends, ( 2 )  
simple or multiple correlation analysis ( 3 )  executive judgment, 
( 4 )  economic models, ( 5 )  statistical and mathematical formulas, 
and ( 6 )  marketing surveys. 
fall within distinguishable classifications according to the 
length of the forecast period. 
Demand studies made by airlines or aircraft manufacturers 
(1) Short-range predictions of up to one year periods 
are generally the product of trend projections of 
passenger and/or revenue growth. Such predictions are 
made either for a segment of the industry, or for the 
entire industry, or for some specific airline. 
( 2 )  Longer-range predictions always include behavioral 
analyses of one or a number of general economic 
activity.indices (most frequently GNP, national income, 
disposable personal incone, consumer price level, 
retail sales, or industrial production). It is 
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assumed that there are some relatively stable relation- 
ships between the general economic activity growth and 
that of transportation (general or air), and therefore 
population and employment trends are studied. The 
number and relationship of variables vary, but what is 
generally used is a combination of traffic trend pro- 
jections in conjunction with or modified by expected 
traffic as a function of exogenous n'ational economic 
indices. The forecasts are usually made for the entire 
national air travel market. Divisions of total pro- 
jected traffic among the various airlines are generally 
predicted or anticipated market shares which are assumed 
to be functions of pricing, equipment plans, etc." 
2. Selection Criteria 
At the outset of the study it was hoped that it would be 
possible to make a clearcut evaluation of various forecasting 
techniques based on some set of criteria to be determined. 
Ideally these criteria would emerge fron the review of the 
literature in a clearly defined state of existence, and a po- 
tential user could then score each method against the criteria 
ds viewed from the particular purpose of that user - much in 
the same way in which one might reach an objective decision 
about purchasing a car or home, or locating a plant. Unfortu- 
nately, it soon became apparent that such would not be the case. 
The complexities, options, redundancies, interdependencies, etc. 
among the various techniques as evidenced by the reviews pre- 
sented in section D, and the lack of definitive experience with 
the results of their past applicatLons indicated the difficulties 
to be encountered with this approach. While there are undoubtedly 
techniques of decision analysis which could be applied to achieve 
the initial objective to some extent,their use would be well 
beyond the scope and resources of this study. 
One of the major problems in considering criteria is that 
the one criterion which might be expected to be foremost on 
almost any list, viz accuracy, is difficult to deterniine. In 
fact there have been surprisingly few studies that have tried 
to assess accuracy in any detail. This subject will be addressed 
in more detail in subsection 4 .  A l s o  it is very difficult if 
not impossible to define criteria which are mutually independent. 
Thus perhaps the most useful way to treat criteria at this time 
is to simply list in a terse taxonomical format those items to 
which thought should be given by anyone concerned with the 
selection of a forecasting method for air cargo. This is done 
in Table 111. 
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Table I11 
Criteria for Selection of a Forecasting Method 
1. 
2. 
3 .  
4 .  
5. 
6 .  
7. 
8.  
9 .  
Criterion Typical De scrip tors 
Purpose of Forecast 1- Commitment of capital expenditures. - Changes in routing or scheduling - Assignment of equipment types 
- Long range; 5 years < t (10 years - Intermediate range: r year - < t < 5 yrs. 
- Short range: t < 1 year 
Effective Time Period 2- Very long range t> 10 years 
- 
Variables to be used 3- 
Type of Data Required 4- 
- - 
- 
Sources of Data 5-  - - - 
Number 
Type 
Independence 
Historical or current 
Subjective or objective 
Corporate records 
Literature 
Government Statistics 
Personal information 
Data Acquisition Methods 6- Search 
Quantity of Data 7- Amount 
Requ i red 
- Questionnaires 
- Interviews 
Cost (both dollars and 
Time) 
Note: With due respect 
to the old saying "Time 
is money", there are 
cases where time repre- 
sents a cost which is 
more or less important 
than cash outlay 
Accuracy 
10. Confidence Factor 
8- Availability of data 
- Data acquisition Procedures 
- Data Processing . capital investment . operating expense - Personnel 
9 type . training . experience 
9- Standard duratior. of predictions - Sensitivity to change in variables 
- Commonality 
- Transferability . geographical . Time . commercial sector . range of calibration 
10- Overall subjective judgment of 
user based on experience. 
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3 .  General Comments on Forecasting Methods 
At the present time the ability to forecast the demand 
for transportation services is very poor. This is true not only 
for air cargo, where there is a paucity of data available, but 
also for air passenger transportation where the availability of 
data is perhaps an order of magnitude better. Furthermore, the 
same statement can be made for modes other than air, and for 
urban transportation. Thus it appears to be 3 "generic" problem, 
and indeed, the literature does provide insight into some of the 
problems. 
In his book on airport systems planning, DeNeufville sum- 
marizes some of the basic problems so well that they merit 
repeating (65) 
"Ultimately, all forecasts are in fact themselve8 based on 
trend extrapolations. The use of a sophisticated statistical 
model to develop a formula giving the amount of air travel as 
a function of factors such as national product, average income 
and the like does not eliminate judgment from our estimates of 
future conditions. The procedure merely shifts it from air 
travel to those other quantities whose future may be equally 
difficult to guess". 
I' So far there is no compelling evidrnce that sophisti- 
cated statistical techniques provide better forecasts of air 
traffic than simpler approaches. Althpugh the amount of detail 
involved in cemputcrized statistical analysis could Fossibly 
provide us with an accurate estimate (of transportation demand), 
it usually does not. One rea.son is t.hat, in these analyses 
involving hundreds of different factors, we lose the ability 
to apply judgrnent and common sense to each element. We must 
instead alltx the computer to apply mechanical rules to 
determine the influence of each factor on future trends." 
"A furthcr difficulty with stztistical ana1ysis.i~ that 
the predictions are sensitive to the form of the mathematical 
model used. 
rent equations may thus obtain quite different results using 
the same basic statistics and overall procedure. Although 
different specialists are often adamant about the peculiar 
merits of their particular approach, no compelling logical 
grounds exist to discriminate between conflicting, often 
arrogant cl.aims. This situation puts authorities responsible 
for making a choice in a difficult situation: as experts do 
not agree among themselves, the decision-makers cannot rely 
upon a single analysis or develop ij, firm test of which analy- 
ses may be best. I' 
Analysts who happen to choose to work with diffe- 
One particularly difficult problem is that of preparing 
forecasts for new systems, or systems which are to incorporate 
untried operational characteristics. This situatim requires 
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an estimate of demand at some future time and place for a trans- 
portation system for which there is no information available 
concerning user or community acceptance. All results under these 
circumstances can be little better than educated guesses. 
Certainly time series projections are not possible unless there 
is prior experience. The only approach is to attempt to draw 
analogies with other systems in other areas. We have recently 
concluded a study (as yet unpublished) of a variety of demand 
forecasts used in the development of state airport system 
plans around the ccmtry. We find that in essence the forecast- 
ing methods are not applicable outside the region in which they 
were developed. 
Another problem with mathematical and econometric forecast- 
ing models developed with statistical techniques is that they 
are totally dependent upon the stability of the data trends in 
time. Thus they are of minimal value in estimating elasticities 
of the causal variables. The statistical variance of such fore- 
casts is also open to question as the simple ordinary least 
squares regression frequently introduces a downward bias in 
standard errors when applied to time series. 
Because of the factors indicated above, the reliability 
of forecasts decreases with the length of time period for which 
the forecasts are to apply. Beyond 10 years there is little 
value in attempting anything more sophirkicated than expert 
judgment. 
As a final set of comments, Nutter (19) presents a very 
lucid and concise account of the difficulties inherent in 
modeling air passenger demand. Because it is so well done and 
equally applicable to the air cargo field, the following ex- 
tract from his article is presented. 
"In tne broad sense, a mathematical model can be any set 
of rules or procedures which represent some significant aspect 
of a real process. A transportation demand forecasting model, 
in particular a passenger demand model, represents the aggreate 
actions of people. Since travel is a voluntary action, each 
individual presumably makes a rational decision on whether, when, 
where and how to go.  based on his perception of the situation. .k 
We do not know the details of psychological decision process and 
certainly do not know each individual's perception of the real 
situation. Most efforts at constructing passenger demand models 
are based on the observed actions of people (i.e., the external 
results of the internal decision process, when that process l e d  
to action) and on the investigator's perception of reality. 
Two points about passenger demand models should be recog- 
nized at the cutset: (1) the data base is usually bad and 
( 2 )  the model is frequently applied to sore situation not in 
the data base. As to the data base, it is extremely difficult 
to run an experiment with all signif!-car.t factors controlled or 
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or even to make measurements without disturbing the system being 
measured. Travel data collection efforts are expensive and the 
investigator usually finds that past surveys are limited in 
scope and spotty in location. As to the application of the model, 
if it is to be used as part of a planning effort, the concern 
must be for a new location, a new time, a new service, or a new 
vehicle. The most critical application comes when the new 
situation requires extrapolation of the model variables to levels 
completely beyond the calibration range. 
The investigator developing a demand model must select a 
model "form" (i.e., equations, Frocedures, logic) which he can 
calibrate against his data base. Because of the scatter of the 
data, he may be able to get an acceptable fit for several forms. 
For the application tc the real problem, he mast rely on the 
"behavior" of the model outside the calibration. He can never 
truly validate his model against the future to test the accuracy 
of his predictions. 
the past and since the past is much more likely to be limited 
to points inside his calibration range, he camot rigorously 
test the model behavior." 
At best he can test its ability to predict 
4. Accuracy of Forecasts 
To summarize what has been said above is to reiterate 
the initial statement of the last section, viz. the ability to 
forecast the demand for transportation services is very poor. 
The summary report of the 1975 multiagency workshop on air 
transportation demand (24) explains the situation as follows: 
"2ast forecasting methods have become inadequate for at least 
two reasons. First, the trend extrapolations method of forecast- 
ing is no longer appropriate due to significant changes in both 
the economic and operating Onvironments in recent years. 
Second, the more sonhistica-ed econometric forecasting models 
are only as good as our understanding of the total air trans- 
portation System on the one hand, and the availability of data 
on the other." 
The results of this state of affairs can be shcwn graphi- 
cally in Figures 1 through 4, which have been borrowed from 
Haney's survey article (64). Figure 1 shows the history of 
FAA forecasting over the years. The solid line is what actually 
happened and the various dashed lines represent what FAA was 
forecasting at various periods in time. This illustrates 
very well the problems with simple trend extrapolation. They 
do reaso?ably well in the short term, buc fail badly at long 
range. The influence of external factors is clearly cbserva- 
ble, e.¶., the industry activity seemed relatively easy to 
predict in the period from 1950-1962, but since then the gyra- 
tions have been extensive. 
Figure 2 exarines the hlstory of CAB forecast;. These use 
more sophisticated techniques, but on a relative Lasis, are 
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Figure 1. History of FAA Forecasting 
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Figure 2 .  History of CAB Forecasts 
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actually little better than those of the FAA. Note that these 
are fn terms of Revenua Passenger Miles instead of emplauements. 
This parametzr has remained sontewhat more stable over the years, 
but the same inflections in the two curves at corresponding time 
frantes are clearly recognizable. 
Figure 3 looks at wurld traffic as analyzed by a m a j x  air- 
frame manufacturer. Again, the methods used were unable to 
cope d t h  the factors that influenced the markets since 1965. 
Finally, Figure 4 looks at the range of forecasts made by 
the variolis soarces at different time periods. With tongue in 
cheek, one can conclude that we are approaching the state-of- 
the-art where some forecast will be correct--but m l y  because 
almost every imaginabie value is being forecast by someone. 
It is interesting to note that th trend in forecasts since the 
late i .S60°s  has always been to the high side, This suggests 
that the best method of forecasting might be to examine all the 
forecasts you can find as done by others and then choose the 
most pessimistic value. 
Certainly the data-crunching approach has been used to its 
ultimate sophistication in several past studies, (13) (21)(22) 
(261. Since there does not seem to be anything particularly 
exceptional resulting from these analyses, one must question 
the value of these relatively expensive methods. 
must be with the data base-- probably both its inadequacy for 
documenting what has happened in the past and its inability to 
account for future shifts in the social and economic factors 
that exert major controls over the use of air transportation 
(i.e,, those factors which caused the major inflections ncted 
in the preceding figures) . 
The difficulty 
F. Recommendations 
One of the threads that can be picked up from a care- 
ful study of the field is that sound judgment is probably as 
important an asset as any other tool or technique in making a 
realistic forecast. Similarly, in attempting to make any 
recommendations for the future in a field which currently enjoys 
such a dcplorable state of affairs, judgment must necessarily 
the'predominant factor. Thus what is offered below is the 
result of our judgment based on Gur past experience in work 
related to many aspects of user acceptance of trassportatic e 
systems and our rather detailed review of the literature re- 
garding air cargo. Unfortunately, this judgment indicates 
that there is no easy way out of the present dilemma. The 
process of determining how to produce better forecasts will 
mdoubtedly be slow. It will require the introduction of 
some new concepts and approaches as well as a marked improve- 
ment in items of fundamental importance to any techniques such 
as good data bases. 
seem to merit further consideration by those concern d with 
atte.npting to improve forecasting accuracy in the air cargo 
Listed below are a few thoughts which 
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Figure 3 .  History of Mc Donrrell Douglas Forecasts 
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1. More emphasis should be placed on behav'oral modeling. 
As pointed out earlier in this report, the decision as 
to how to move cargo is made by human beings, taking 
many things into consideration. It is not at all clear 
that these decisions are controlled by ross economic, 
demographic and geographical indicators +i W ile such 
factors do undoubtedly influence the magnitudes of total 
goods movements, they may be a poor second to the service 
concepts of the overall systems when the final choice is 
made as to what goes where by which node. The recent 
successes of such concepts as Federal Express and the 
Emery "Air Force" illustrate the importance of operational 
parameters such as convenience, dependability, special 
handling, coordinated movements, small community service, 
etc. 
2. There should be a trend toward a more disaggregate 
slpproach to cargo forecasting. Such is indeed implied 
in a behavioral anaiysis. It does not appear that an 
accurate forecast may ever be possible on the basis of 
gross quantities such as tons of cargo, or revenue ton- 
miles, etc. The disaggregation will probably have to be 
done both on the basis of product or commodity, and 
geography, i.e. market segmentation. Research has been 
underway along these lines for some time now in the pass- 
enger demand area. An example is the construction of 
models such as the gravity type which can be calibrated 
on a zone-to-zone basis. It sliould be possible to ex- 
tend such a zone concept to include product class or 
type as one of the zonal descriptors. 
3 .  The previous two statements, when taken together, imply 
that improved market analysis is a primary requirement 
for better forecasting. A product-by-product examinatioh 
needs to be undertaken to identi y the transport proper- 
ties most important to each class of products. With this 
understanding, the required properties which an air trans- 
portation system must exhibit in order to be competitive 
in each market can be determined. This type of approach 
was illustrated by the work of Roberts ( 5 6 )  in examining 
the potential of lighter-than-air vehicles as cargo movers, 
and was also implied in Sletmo's studies ( 2 2 ) .  
4 .  More attention shmld be paid to the role of modal split 
analysis in cargo forecasting. This fact is, of course, 
implied in # 3  above. In pursuing such studies, it is 
important to be able to allow for tile introduction of new 
concepts evolving in any of the modes, and the effect that 
they might have on the parameters which control the mode 
selection process. 
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5. 0r.e possibility, which is done only in the nost primitive 
manner at the present time, is to introduce probability 
estimates irto the forecasting art. The best that is 
offered at present i. to describr a series of scenarios- t 
and then to provide an estimate fLL each of the scenarios. 
This is extremely crude. Certainly the state-of-the-art 
of probability analysis is such that the large amount of 
past data which exist could provide information for the 
construction of probability relationships between the in- 
dependent and dependent variables. We have been very 
successful in doing this for another type of behavioral 
decisim issue in transportation, viz., using a given set 
of variables which describe the motion of a vehicle to 
predict che probability of the passengers being satisfied 
with the performance of the vehicle to the point where 
they wil! use it (61),an analogy with predicting the pro- 
bability af a shipper selecting a particular transporta- 
tion service, given the properties of the service seems 
reasonable. 
6. More effort needs to be done to select the proper quanti- 
ties to be used as the independent variables in any fore- 
casting mo6els. As indicated earlier, the key issue in 
forecastins is to predict what the future values of these 
variables will be. It would seem that thereare ample data 
available now to examine the accuracy of past performances 
for predicting what would happen to factors used as inde- 
pendent variables. Perhaps a good bit of this does exist 
in the literature of the general business community. 
However, the scope of our effort did not allow us to 
pursue this. 
7. Finally, it is recommended that a continuing effort be 
maintained to examine the validity of all past predictions 
of air cargo forecasting. The reviews of Appendix A con- 
tain mention of several articles (the latest based on data 
of about 1970) which have done this for air passengers. 
However, there is no evidence of any serious studies in the 
air cargo field even though a variety of air cargo fore- 
casts have been made ever since the early 60's. To main- 
tain an analysis of the success and failures c ' f  air cargo 
forecasts would be a relatively simple thing ;3 do once the 
initial backlog is overcome. Furthermore, it should pro- 
vide insight into the process that could well lead to major 
improvements. At the least, it will provide estimates of 
the reliability of the various forecast figures as they 
appear from time to time. 
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APPENDIX A 
BRIEF REVIEWS OF SELECTED ARTICLES ON 
TRANSPORTATION FORECASTING 
These articles are a representative sample of those 
reviewed which had a major impact on the evaluations and recom- 
mendations made in this report. In a few cases the article was 
not directly obtainable and the review is based on a digest of 
a previous review by other authors. 
The reviews are presented alphabetically by author, either 
personal or corporate as the case may be. A coding system is 
used for the convenience of the reader. The code consists of 
Ca 1 4 letters - representing the first four letters 
in the author'& name 
(b) 2 numbers-indicating the year of publication 
AIRT-66 
Air Transport Association 
" A i r  Transport Facts and Figures" 
Washington, D.C.? 1966 
These sources, issued annually, for many types of data 
relative to the a i r  transportation industry also include traffic ' 
forecasts for future years. The 1966 year is referenced here 
for comparison to several other forecasts prepared about this 
time. The ATA approach is the most simple-minded kind of extra- 
polation. They simply presented projections of current levels 
based on three different possible growth rates: A "low" rate 
of 10.8% per year: and a "high" rate of 16.2% per year: resulting 
in an "averate" growth rate of 13.5% per year. In retrospect 
applying something between the average and high values would give 
the best comparison against actual fact than any of several other 
more sophisticated projections done durin,? the same time frame. 
Presumably the three rates were determined by an "experienced 
judgment" of what the future held in store for the air tran.sporta- 
tion industry. 
ARIZ-67 
Arizona State University 
(National Program for Training Skilled Aviation Personnel) 
A Technical Assistance Project Sponsored by the Economic 
Development Administration of the Dept. of Commerce, 1967 
The study concluded that the key to employment in the 
aviation industry was the number of aircraft to be required and 
the extent to which they would be operated. 
interested in demand forecasts in the air transportation industry 
and reviewed the work that had been done to date in this area. 
They focused their attention on several major forecasting studies*, 
adjusted them for comparability, and then formulated a composite 
Thus they became 
projection based on a judgmental review of the results, 
Pt fs impossible to give any results since at this writing 
the original report has not been located. 
were made from the sirnary report of Kiernan (KIER-70). 
The above comments 
v 
Boeing Company 
Douglas Aircraft 
FAR 
CAB 
ATA 
Lockheed Aircraft 
General Electric 
North American 
Boeing Company 
"boeing Traffic Forecasts" 
Commercial Airplane Division, Report 6-637, 30 January 1967 
possible to obtain a copy of this document thus far. 
This summary is taken' from KIER-70 since it has not been 
The forecast was divided into U.S. domestic and international 
Two projections to arrive at the total civil air carrier traffic. 
were made for each of these segments on the basis of different 
forecast growth rates. A "probable" forecast used growth rates 
that start at approximately 15% in 1966 to 1967 and drop to 
about 6% in the late 1970's. A "possiblet' forecast was based 
upon growth rates that vary from approximately 17% in 1966 to 
a little over 8% by 1980. To get the total Free World traffic, 
Boeing added non-U.S. forecasts to these totals. These were 
based upon growth rates that vary from about 14% to 6 % b r  the 
"probable" level and 18% to 88  for the "possible" level. 
Boeing checked the consistency of their forecasts with other 
economic indicators. Specifically, the economic growth rates of 
the U.S.  and those countries represented in the non-G.E. forecasts 
were evaluated to determine their ability to support the projected 
traffic growth. A further check on consistency was made by 
evaluating the compatibility of the air carrier forecasts with 
projections for the transportation sector of the overall economy. 
Although demand elasticities were not used directly in the fore- 
casts, an underlying assumption of moderate fare decreases and 
continued use of promotional fares was used. They felt that this 
would be necessary to support even the "possible" level of growth. 
The potential market population was checked against the 
passengors represented in the forecasts and the results were 
determined to be consistent with a continued increase in the 
propensity to travel. 
A- 2 
BOEI-73 
Boeing Commercial Airplane Company 
Cargo Analysis and Development Unit 
"U,S.-Europe Econometric Forecasts o f  Trade and Air Freigh, 
June 1973 
to 1980" 
Note: Europe consists of 15 Western European nations. 
I: regression-type econometric model is used, with the model 
in the exponential form: 
b b  
y' = axi i, j . 
j 
Three dependent variables are used: 
(1) total trade in dollars: 
(2) air freight tonnage eastbound; 2nd 
( 3 )  air freight tonnaqe westbound. 
Four causative (or independent) variables were studied: 
(1) Gross Kational Prodrct = GNP; 
(2) per capita income: 
( 3 )  time: and 
(4 :  
- 
yield in cents per ton mile f F. 
In 6eve:oping the actual modei, the following actions or 
assumptions were made: 
Hence, if 
1962 
1963 
then 
transform equation (1) to a log form; 
all dollar values are to be constant 1969 values; 
the independent variables are expressed as indices 
with the 1962 data assigned the value of 100. 
GNP = 679.2 billions 
GNP = 706.4 billions 
1962+ 100 
1963 = 706.4/679.2 = 1.04 x 100 = 104. 
The regression studies yielded the following three models: 
Total Trade : (TT) 
log (TT) = -1.494 + l.7425 log (composite US + Europe G N P )  
R2 = .98 
Eastbound A i r  F r e i g h t  Tons 5 (EAFT) 
l o g  (EAFT)= -2.9843 + 3,466 l o g  (EGNP) - 1,4309 I C J  ? 
k ’  = ,96 
Westbound A i r  r ’ re ight  T m s  : (F?AFT) -
l o g  (WAFT) = , 6 5 5  + 2.73 log (USGNP) - 2 .05  loa 
R2 = .99 
The EAFT model has  t h e  h i g h e s t  s t anda rd  error (.068) and t h e  
TT model the lowest  (,0111; WAFT has  s t anda rd  error of  .034. 
Thus t h e  procedure fo r  f o r e c a s t i n g  t h e  f u t u r e  performance of 
thei.7deperdent var iables  becomes t h a t  of f o r e c a s t i n g  t h e  f u t r r e  
values of t h e  dependent var iables:  
USGNP - Based on t h e  s tudy  of t h e  reports of a v a r i e t y  o f  
e c o n o m m r e c a s t i n g  groups s c a t t c i c d  throughout  t h e  c o u : t r y .  
Results are as follows: 
(actual)  
% Change i n  GNP Index (1962 = 1 0 0 )  - GNP * -Year 
1962 679.2 - 1no 
1972 1,012.3 - 149 
1973 1,073.4 6.0 158 
1974 1 , 1 1 2 . 9  3.7 3 64 
1975 l r157 .4  4 . 0  170 
1976 1 , 2 0 6 . 0  4 . 2  178 
1977 1,251.8 4 . 0  184 
-
___-_----L-------- - -__________C_________~~---------  
1980 I r435 .0  4.6 (avg) /yr  2 1 1  
- 
* i n  b i l l i o n s  o f  constant  1969 dollars. 
EGNP - The GNP’s of 15  European n a t i o n s  ( a l l  Western Europe) 
are u a t o  form t h i s  v a r i a b l e .  
s t u d i e d  and annual  f o r e c a s t s  made f o r  each count ry  (annual  per -  
centage increase) .  The f i n a l  va lue  f o r  a l l  Europe i s  ob ta ine8  
by t a k i n g  t h e  average % i n c r e a s e  fo r  t h e s e  1 5  c o u n t r i e s .  Th i s  
average appears  t o  be unweighted. Thus it does n o t  account  f o r  
f u t u r e  s h i f t s  mong c o u n t r i e s .  However, it i s  weighted i n  t h e  
sense  t h a t  it is  app l i ed  t o  t h e  197? a c t u a l  va lue  f i g u r e  which 
is t h e  sum of al’. the i n d i v i d u a l  a c t u a l  v a l u e s ,  
Again economic r e p o r t s  are 
A- 4 
GRIGINAL PAGE Ib 
OF POOR QUALITW 
Year -
1973 
1974 
1975 
1976 
1577 
1978-1980 
% Increase 
5.3 
5.1 
5.0 
5.7 
4.9 
4 . 5/yr 
Combined USGNP : EGNP - Obtained by simply adding the two 
previous values: 
GNP Index Avg. Annual Growth -Year -L-- 
1973 1,876 161 
1974 1,951 168 
197 5 2,037 175 
1976 2,136 184 
1977 2,227 191 
1980 2,547 . 219 
5.7% 
4.3 
4.4 
4.9 
4.3 
4.6 
Yields, P 
Westbound yields are generally known to be higher than east- 
bound yields. 
commodity mix and the quantity per shipment involved. 
Yield 1s also an implicit indicator of the 
Anticipating no general rate increase in excess of that re- 
quired by inflation, and being conservative in the estimate of 
productivity gains anc regulatory changes favorable to air freight, 
produces the following forecasts: 
Year 
1962 
1973 
1974 
1975 
1976 
19f7 
1980 
- Current Prices Constant 1969 Prices _I_ . 
24.5C;ton mile 
19.6 
20.4 
21.1 
21.3 
22.5 
25.0 
28.3 
16.5 
16.4 
16.3 
16.3 
16.1 
15.0 
BOEI - 7 4 
Being Commercial Airplane Company 
Cargo Analysis and Development Unit 
" U . S .  Donestic Air Freight-- An Ecovmetric Forecast" 
June 1974: A1748 
A regression-type econcnetric model is used with the model 
in the exponential form: 
b i X  b j 
j *  
Y = axi 
A- 5 
The &pendent variable is always Revenue Ton Miles (R!I!H):' 
Two models were formulated: 
(11 Short term .- 
RTM's on a quarterly basisr 
Xi +annualized quhrterly GNP 
+annualized quarterly yield. xJ 
(2) Long Term 
RTM's on an annual basis: 
Xi -+ annual GNP 
X + average annual yield 
j 
All data used in the regression analyses came from CAB Form 
41 and U.S. Dept. of Commerce National Economic Statistics. 
The short-term forecasts are done on a quarterly basis to 
allow for the definite seasonal variation which exists for air 
freight . 
Aggregate economic activity, measured by the U . S .  GNP, is a 
better explanatory variable of change in industry basic demand 
than any of the individual components of GNP, e.g., personal 
consumption, capital or governmefit expenditures, and industrial 
production. These variations influence the air freight market 
less as individual factors than as an aggregate. 
Average yield in real terms is a reflection cf many inter- 
acting variables of the industry. These include rates. route 
structures, shipment sizes, modes of hapdling, ccmodit-y mixes, 
quantities, densities of individual shipments, and changes in 
productivity of the iirline industry. 
Models 
(1) Short T?rm 
log (quarterly RTM's) = -1.349 + 1.83 log (annualized 
quarterly USGNP) - 0.9 log (annualized quarterly 
yield) 
R2 = .96: standard error = 0.42 
RTM's in millions 
GNP in bAllions in constant 1958 price levels 
Yield in C/ton mile in constant 1958 price levels. 
(2) Long Term 
log (RTM'S)= - 0.558 + 1,852 log (USGNP) - 1.084 log 
A- 6 
Cavexaye annual  y i e l d )  
R2 = .37; s t anda rd  error = 0.036 
Uni t s  same as  i n  (1) above. 
Thus, as  was t h e  case i n  BOEING-1973, t h e  problem of f o r e -  
c a s t i n g  a i r  f r e i g h t  demand becomes one of f o r e c a s t i n g  GNP and 
average y i e l d .  
R e p o r t s  of many econorr,ic f o r e c a s t i n g  agenc ie s  are s t u d i e d ,  
b u t  t h e  work i n  t h i s  document i s  based e n t i r e l y  on t h e  f o r e c a s t s  
of Ch3se Econometrics. I t  seemed t o  perform w e l l  du r ing  r e c e n t  
p e r i o d s  of economic tu rbu lence  and i t s  s c e n a r i o  is w e l l  adapted 
t o  t h e  long-term/skort-term approach. 
Averaqe Yield 
This  i s  based on a s c e n a r i o  c o n s t r u c t e d  by Boeing which 
appa ren t ly  r e f l e c t s  t h e  exper ience  of  t h e i r  econoinists.  
A s l o w  rise i n  y i e l d  throuph 1975 is p r e d i c t e d ,  caused by 
i n f l a t i o n  and inc reased  rates. I n  t h e  long- te rm, technologica l  
advantages r e s u l t i n g  from t h e  wide bodies  and improved ground 
handl ing equipment should b r i n 3  t h e  y i e l d  down t o  about  i t s  
c u r r e n t  l e v e l .  
Fore czi s t s 
A i r  f r e i g h t  demand w i l i  i n c r e a s e  ar. average  of 1 0 . 4 %  p e r  
yea r  and exceed 6 . 1  b i l l i o n  HTM's by 1980. 
Revenue growth i s  expected t o  average  13% p e r  yea r  and ex- 
ceed l . 6  b i l l i o n  il; 1980. 
BROW-68 
Brown, Samuel L. and Waynes S .  Watk ins  
"The Demand f o r  A i r  T rave l :  A Regression Study of T i m e  S e r i e s  and 
Paper given a t  t h e  4 7 t h  Annual Meeting of t h e  Highway Research 
Cross S e c t i o n a l  Pa ta  i n  t h e  U . S .  Domestic Market 
Board, Nat iona l  Research Counci l ,  Washington, D.C. ,  
January 1 6 ,  1968 
Two s e p a r a t e  approaches to a i r  t r a f f i c  demand w e r e  i n v e s t i -  
gate?.  F i r s t ,  a r e g r e s s i o n  a n a l y s i s  us ing  t i m e  series d a t a  and,  
second, a r e g r e s s i o n  a n a l y s i s  us ing  c r o s s - s e c t i o n a l  d a t a .  The 
r e s u l t s  f o r  both ana lyses  were conparable .  The v a r i a b l e s  hsed i n  
t h e  t i m e  series a n a l y s i s  were: 1) average fares p e r  m i l e s ;  2) 
n e t  d i s p o s a b l e  income per c a p i t a ;  and 3 )  clcck time--a proxy. 
Those v a r i a b l e s  used i n  the c r o s s - s e c t i o n a l  a n a l y s i s  were: 
A-7  
11 fqres per mile; 2) quality cf service [number of stopsll 
31 distance1 4 1  community of interest (business calls)( 5 )  
income products (product of aggregate incomes); and 6 )  sales pro- 
asr'*fon resulting from competition (index), All variables proved 
to be significant with variables 1 through 3 being inversely 
related and 4 through 6 directly related. 
Fare elasticities proved to be low or insignificant in the 
shortest distance trips, however, lengthening the interval does 
change the pictu-e considerably. For fairly long distances 
(1,100) miles, fare elasticities are high and then decline to 
insignificance at the longest distances. Elasticities with 
respect to journey time appear to increase (numerically) fairly 
steadily as the length of trip increases. 
BROW-73 
Brown, Melvin 
"A Transportation Demand Forecasting Model" 
Mitre Corp., Report MTP-377, May 1973 
This is a rather analytical summary of the theoretical 
development of a model to forecast the demand for transportation 
in a network of cities, connected by a number of competing 
travel modes. Although of a type which might be classified as 
a cross-sectional modal split demand mode1 with time dependence 
incorporated as needed, it is not the usual "gravitftype. 
It was developed in such a way a s  to make a conscious attempt 
to avoid the inconsistencies and characteristics of unreasonable 
behavior that is exhibited by many of the currently used models. 
Many of these problems were analyzed and summarized in an earlier 
Mitre report by Nutter (NUTT-72). 
The model derived is quite complex when used to all of its 
power, and at the time of the report no calibration had yet been 
attempted. It may, indeed, be difficult to find or extr-nely 
expensive to generate data banks adequate for calibratio f the 
full mdel. 
Some of the factors taken into consideration are: 
(1)- effective cost of travel 
(2 )  single mode conductivity; 
( 3 )  competing mode conductivity; 
(4: intrinsic attractiveness; 
( 5 )  effect of competing destinations; 
( 6 )  complex itineraries; and 
(7) effective attractiveness. 
The model provides both total demand and modal split. 
A% 
CAB-65 
CAB 
"Forecasts of Passenger Traffic of Domestic Trunk A i r  Carriers- 
Domestic Operations, Scheduled Service, 1965-1975" 
Bureau of Accounts and Statistics, Research and Statistics 
Division, Staff Research Report # 5 ,  September 1965 
This brief summary is extracted from Kiernan's analysis 
(KIER-70) as it has not been possible to obtain the original 
report in the given time frame. 
The methodology was based upon econometric modeling with 
revenue passenger miles regressed on such independent variables 
as consumer price index, disposable personal income, population, 
and fares. An estimated value of fare elasticity was also used. 
Projections for the independent variables were obtained from a 
variety of sources, most of them outside of the CAB. 
Forecasts were developed for each of the years of the 10 year 
period and resulted in a growth rate during the early years of 
9.3% per year declining in later years to about 7.6% per year. 
In retrospect, it is interesting to note that although this was 
one of the most sophisticated forecasts done in the mid to late 
~O'S, the results were among the poorest when compared with what 
actually transpired. 
CHAM-71 
Chambers, John C., Satinder I(. Mullick, and Donald D. Smith 
"HOW to Choose the Right Forecasting Technique" 
Harvard Business Review, July-Auqnst 1971, pp. 45-74. 
This is a very interesting and informative survey article on 
how forecasting can be done in the business community. However, 
the reader interested in forecasting from the point of view of 
transportation must be careful in interpretation since many of 
the techniques discussed are apslicable to the marketing of 
physical products and goods, but not to services. For example, 
the marketer of goods has types of information available which 
are extremely useful to him for forecasting, but which do not even 
exist in the transportation field, e.g., inventory control, order 
backlogs, customer reordering cycles, replacement sales, warranty 
returns, etc. 
Nevertheless, this is a very useful document. It is easily 
readable and indeed should be read subject to the above cautions 
by everyone not thoroughly familiar with forecasting methodology. 
One of the major features of the article is the presentation in 
tabular fc m of a summary of the principal features of a large 
number of techniques. Rather than review these here, pertinent 
comments from this article are incorporated in the general sections 
of the final project report dealin? with forecasting techniques. 
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DEEM-7 6 
Deemer, Robert L. and Donald A. Orr 
"Over-Ocean Cargo Forecasting" 
DRC Inventory Research Office, I R O  Report 244, November 1976 
This article is concerned with improved logistics 
planning for the scheduling of both sea and air stipments of 
military material of all kinds. 
(1 year) and short-range (3 months) forecasts. 
It talks in terns of long-range 
All material to be moved is for a strict military market, 
and there are essentially two inputs into the forecasting process: 
(1) the requirements as stated by the overseas base conrmander 
based on his plans, budgets anti orders; and (2) data on the past 
history of activity vs. plans for each base. 
The report recommends an operations analysis computer-type 
activity at a central Logistics Control Agency which will process 
these inputs in conjunction with a Kalman-type smoothing algorithm 
to provide updated forecasts to the MAC and MSC planners as to 
what the most likely demands for O-D service might be during the 
short - and long-range periods. A manual review and override 
function is provided to accommodate or adjust for large-scale 
events due to unusual circumstances. 
The work may be best described as strategic logistics plan- 
ning. 
used to advantage in performing the same function for commercial 
air cargo data, the input forecasts from the "market" areas 
would cause a problem in the commercial arena. The article 
certainly contributes nothing in this area which is the key 
commercial problem. In the military version, these forecasts 
are based on operational plans and commitments, and are not 
subject to the control of the normal demographic, economic and 
sociological forces wkich govern forecasting in civilian markets. 
Although the data analysis techniques could perhaps be 
DEOS-77 
Deosaran, Gerald, Henry Sweezy and Regina Van Duzee 
"Forecast of Commuter Airlines Activity" 
FAA, Report FAA-AVP-77-28, July 1977 
(authors a h b are with SARC; author c with FAA) 
The approach of ur.ing straightforward regression techniques 
on a variety of the usual population and economic explanatory 
variables with past years' traffic statistics was rejected. 
This was because the six-year period (1970-75) for which commuter 
airline statistics are available represents a period of unusual 
grovth. Thus the basic assumption of time-series modeling, viz., 
that the interrelationships between variables will remain stable 
through the periods of model formulation and application, does 
not seem to be valid. 
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As an alternative it was decided to seek models which would 
relate commuter traffic to both economic or demographic variables 
and the operational factors which are likely to affect it. 
led to grouping the potential markets into the following basic 
categories : 
This 
1. Hubs (CAB/FAA classifications wcra used); 
2. Non-hubs (over 1000 emplanements in 1975); 
3 .  Special areas (water, mountains, resmts, etc.); 
4. Small points (under 1000 emplanenents). 
A. Total EmDlaneinents 
The first step was to forecast the total commuter emplanements 
anticipated in the target forecast year. 
the forecast directly to that made for emplanements of certificated 
carriers thzt year. 
study of the historical development of the comml;ter industry showed 
that the large majority of commuter passeng2rs connected with 
certificated carriers. Also since the industry seemd to be 
reaching maturity, the present data on the relative emplanements 
of the two types (viz., 25.5/1000) would continue to hold. Thus 
the actual data is based on the FAA Aviation forecasts for certi- 
ficated carriers (FAA-76). The result is a forecast of 10 million 
conaputer dmplanercents from certificated points. P. separate esti- 
mate using a different approach was made for the traffic to be 
generated from points not now served (see section entitled 
"Potential Commuter Points"). This added 2.2  million-- the actual 
Cotal figure being 12,183,600 emplanements. 
This was done by tyir,g 
The rationale for this decision was that a 
B. Allocation to Groups 
the various basic groups, and then to service areas within the 
groups. Each of the groups must be examined separately. 
Methods were next devised to allocate these emplanements to 
1. Hubs -
The hub category was allocated its share of emplanements 
using total personal income as the indicator (total personal 
income is representative of popu1a:ion and per capita income which 
historically "seem to be the most significant explanatory factors 
in developing a demand forecast for air travel"); the share was 
weighted for the ratio of its percentage share of traffic to incord 
for the base ye-r. This gives the following relationship: 
where E J/N = ratio of emplanements of group to the national figure 
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I = ratio of total personal income of group to the 
g/N national zigure 
B = base year 
F = forecast year 
From this expression the forecasted emplanements for the 
E =  'F ENF F *  (Ig,l] 
group could be written as: 
Eg/EN 
The data used to obtain values for I were obtained from the 
Dept. of  Commerce BEA area data and projections. 
Once the total allocation for the hubs as a group was obtained, 
tt was distributed among the individual hubs using the same weight- 
ed formula, simply replacing g by the local hub, and N by g. 
On this basis the forecasts call for 58.1% of the commuter 
traffic (emplanements) to occur at 84 hub airports. 
2. Non-hubs (over 1000 emplanements in 1975) 
A vide variety af straightforward regressions did not work, 
and so an approach focusing on service characteristics was used. 
The overall group was divided into four sub-groups based 
upon the character of their operations: 
Sub-1. Institutional: 
Sub-2. Agricultural and Distributive; 
Sub-3. Industrial and Mining; 
Sub-4. Recreational 
A further stratification was effected by dividing each of these 
sub-groups into two classes: (a) those having joint service with 
a certified carrier; and (b) those having only commuter service. 
Each sub-group was allocated its share of the total projected 
commuter market using the same proportional basis as for the hubs. 
Then each point (P) in a given sub-group was allocated its 
share in a similar fashion, but with a major change in the variable. 
Instead of using total income, an index called the Economic/Isola- 
tion Unit was used (see below). Thus the allocation forsda for 
each point bemme: 
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where U = Econcmic/Isolation Units 
u = total personal income x driving time to alternate. 
The driving time to alternate points 
As before the total personal income comes from Dept. of 
Commerce BEA statistics. 
must be estimated in each case. 
After these projections at each point were computed, it was 
possible to analyze them as a function of U for the various sub- 
groups given above and develop the following regression equations: 
Service by Commuters Exclusively 
Institutional El = -7 .425  + 0.1413U 
Agricultural El = -3.615 + 0 . 0 8 1 ~ i . J  
Industrial E l =  - 0 . 0 9 9  + 0.0498'5 
Recreational E l =  -0 .038 + 0.1080U 
Service by Commuters and Certificated Carriers 
= 2 1 . 8 9 7  + 0.0414U E2 Institutional 
Agricultural E2 = 5 . 5 4 0  + 0.0802U 
Industrial E2 = - 2 . 6 6 6  + 0.1025U 
where El = commuter passenger emplaned - 
& 2  = total passenger emplaned (commuter and cer ,if icated) 
3 .  SDecial Areas 
No model was found. The allocation was on the same 
basis as hubs. -
4 .  Small Points 
The forecasts for these points a r e  based on the same 
methodology used for hubs. 
5 .  Potential Comtater Points 
Based on an analysis of traffic trends and CAB activities, 
a group of 124 points not now having cummuter service, but likely 
to acquire it by 1988 were identified: 
74 are currently certificated points, which would shift to 
cornu ter 
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50 currently have no service. 
The traffic forecasts for this gro;p were handled in-a manner 
similar to non-hubs, using the same su+gkoup divisions. 
DOUG-66 
Douglas Aircraft Cornpafly 
"Measuring the 70's- An Air Travel Market Analysis" 
Report CI-12J66-423, November 1966 
The following summary is taken from Kiernan (KIER-70) since it 
has not been possible to obtairr the Douglas document. 
The Douglas forecast is for U.S. domestic air passenger 
traffic orly. Their validations of their forecasts invoLved the 
same economic factors as those used by Boeing (BOEI-67). In 
addition they looked at the U.S. Intercity commom carrier traffic. 
They compared their forecast for the air share of intercity travel 
with projections of total common carrier domestic intercity travel 
to check for consistency. They also looked at personal income 
and corporate profits as key factors in the support of continued 
grow+? of air travel. 
ELL1 -7 0 
Ellis, Rayrnond H. and Paul R. Rassam 
"National Intercity Travel: Development and Implementation of 
Peat, Marwick and Livingston, Washington, D.C., Report T8-542, 
a Demand Forecasting Framework" 
Mod. 1, Final Report, PB 192 455, March 1970 
This is a very intense assimilation and computerized analysis 
of large amounts of data done under extreme time pressure (the 
entire job was accomplished in one month). Quite obviously 
(even to the authors of the report) this time pressure detracted 
from the a3ility to consider the results as definitive. The 
reason for the time pressure is not clear. 
All modes were considered, but several strategic decisions 
and constraints were applied. First of all this was for passen- 
ger transportation only, The idea was to estimate the demand 
between any of a series of zones covering the U . S .  At the request 
of DOT, the zonal pattern was one previously established for them 
by the Service Bureau Corporation and which divided the U.S. into 
490 zones. It W ~ S  decided that rail was only a serious competitor 
between those zones which involved major population corridors 
(N.E, ,  California, etc.) and so the corridor areas were done 
sepzrately from the other zones. Next, it was found that inter- 
city bus data were so sparse that it was impossible to treat bus 
in any analytical way, dnd so tile bus contribution was forecast 
separately at the end of the study. Hence, the major portions of 
the study were concerned w i t h  hicjhway and air. 
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The first task was to prepare current trip tables between 
the zones using whatever data were available and making projec- 
tions when necessary. For example, the Bureau o f  Public Roads 
had prepared auto trip tables for 3,076 zones for 1962; this had 
been compressed to the 490 zone structure by Service Bureau Corp. 
and it was then extended to the 1967 base year using population 
projections and a Fratar Model technique: finally it was adjusted 
judgmentally to reflect changes in propelnsity to travel based on 
personal income, life style, etc. Air travel was based upon the 
1967 CAB Domestic Origin-Destination Survey of Airline Passenger 
Traffic. This information provided airport-to-airport statistics 
that could be arranged according to the 490 zones. However, it 
was felt necessary to redistribute these trips to the true origin 
and destination points of the travelers which are often not in the 
same zone as the airport used.. This was accomplished using a 
gravity model witt the "production" terms being the airport-to- 
airport trip tables, and the "friction" terms based lipoxr time and 
distance factors obtained from a number of airport access studies. 
It is interesting to note that about 29% of the trips had final 
origin-destinations in zones different from those in which the 
airports were located. Combining the air and auto data produced 
total person-trip tables for all interchanges between the 490 
zones. 
-
The next step is to calculate trip impedances based upon those 
factors which tend to effect travel. For autc, these were based 
on distance in the highway network, casts of operating autos and 
overnight times and costs where applicable. Air network impedances 
were estimated on the basis of distance, time, cost and frequency, 
including access and egress times and costs. 
In the projection phase of the work the air-autc? portion in- 
volved a two-step process. The first was tc project the total 
trip tables. This was done by upgrading the 1967 trip tables 
using the Fratar Model technique and future population forecasts. 
The results were again adjusted for the additional growth 
(potentially positive or negative) due to projected changes in 
income and travel propensity. Total zonal trip tables were pre- 
pared for 1975, 1980 and 1950. 
These trips then had to be distributed between the air and 
auto modes. Initially it had been hoped to accomplish this 
through the use of a gravity-type model similar to the McLynn 
model developed for the Northeast Corridor project. However, this 
did not work, probably due to collinearity between the time and 
cost variables used in the friction terms. Instead, an approach 
involving a diversion curve between air axl auto based on a 
decision made on the basis of comparinq cost and time was developed. 
Thn resulting equation was similar to that which results from the 
discriminant analysis method. 
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Bus projectiaris were made on the basis of a proportional 
extrapolation of what meager data were available. 
tions probably had poor accuracy, but represented an insigr-ifi- 
cant port.ion c;f the total. 
The projec- 
Finally the projections for high-density corridor travei were 
obtained by adapting the results of travel studies made earl3.er 
by a variety gf  investigators for about 20 diffzrent corridors. 
ELLf-71 
Ellison, A.P. 
“Forecasting Passenger Air Demand” 
Flight International, July 3 ,  1971, p. 58 
Ellison is a lecturer in Economics at Queen Mary College at 
the University of London. 
The article appears to be a popularized version of another 
article entitled “Air Transport Demand Elasticities for U . K .  
Domestic and International Routes”--although rhe source of this 
latter paper is not given. 
Discusses econometric forecasting models. Stresses the 
importance of evaluating the demand elasticities on a route by 
route basis. However, available data are meager, and so this 
aspect is still in its infancy. Unfortunately, rate making 
procedures do not use this approach. The across-the-board changes 
usually made in rates inply either uniform price elasticity or 
that the demand-price relationship is iiielastic, neither of which 
is true. 
The major problems vith econometric modeling are: 
(1) specifying the proper variables which exhibik the 
important ?lasticities on a {liven route; 
(2) ch3osing the type of equation to properly reflect the 
elasticity: 
(31 neglecting variables which are difficult to specify, 
e.g., safety, speed, social characteristics, etc. 
(this usually causes an upward bias in the demand); 
( 4 )  forecasting the trends in the ,ndependent variables, 
the variables w i t h  the high elasticities are often 
the most diffiTult to forecast, e.g., income; 
(5) accounting for effects o f  competing modes, often 
regulated by totally different agencies; 
( 5 )  :ut-off or cut-on values in many of the variables. 
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Freqcency of service i s  an important  v a r i a b l e ,  b u t  d i f f i c u l t  
t o  inc lude  i n  the demand equa t ion ,  The problem can be p a r t i a i l y  
overcome by a p p r e c i a t i n g  t h a t  t h e  a i r l i n e s  o f t e n  a d j u s t  t h e i r  
f r equenc ie s  at a cJiveii pe r iod  of t i m e  i n  response  t o  t h e  o u t p u t  
s o l d  dur ing  t h e  corresponding pe r iod  of t h e  p rev ious  year .  
Subs t i t u t i , i g  i n  t h e  lagged demand v a r i a b l e  producas a means of 
r e p r e s e n t i n g  freqcency changes,  and of  ob ta in ing  estimable 
c o e f f i c i e n t s  for them. 
"Econometric models have t h e  advantage over o t h e r  techni#:ues 
of f o r e c a s t i n g  i n  t h a t  t h e y  a t tempt  t o  e x p l a i n  t h e  causes  of 
changes i n  demand. They can be a l t . e r ed  and improved by e m p i r i c a l  
t e s t i n g .  I n  r e v e a l i n g  t h e  s t r u c t u r e  of demand, t h e y  allow admin- 
i s t ra t ive  d e c i s i o n s  t o  take  p l a c e  wit.hin an  informed framework." 
To u s e  t h e  models t o  t h e  b e s t  advantage,  t h e  forecaster should 
have c o n t r o l  over  as many of t h e  var iab les  as p o s s i b l e .  Thus t h e  
a i r l i n e s  could produce b e t t e r  f o r e c a s t s  if ,  fo r  example, c o n t r o l  
over p r i c e  and c a p a c i t y  was n o t  exe rc i sed  by an o u t s i d e  r e g u l a t o r y  
agency. 
FAA-67 
FAA 
"Aviat ion Demand and Airport F a c i l i t y  Requirement F o r e c a s t s  for 
1967 
Large A i r  T ranspor t a t ion  Hubs Throurjh 1380" 
T h i s  report and those p r i o r  t o  i t  i n  t h i s  series d a t i n g  back 
to  1958 are anal.qrzed i n  d e t a i l  by Kiernan of I D A  i n  a 1970 r e p o r t  
( K I E R - 7 0 ) .  The in fo r r t s t i on  i s  ailalyzed i n  terms of  passenger  
boardings anC! revenue passenger  m i l e s  f a r  domest ic  a i r  t r a f f i c ,  
b u t  does n o t  i nc lude  cargo. 
The methodolagy used involves  a two-step procedure.  F i r s t  
t h e  t o t a l  dovestic f i g u r e s  a re  j1;'ojected on a s imple  e x t r a p o l a -  
t i o n  of p a s t  trer!ds. Then t h e  share of each hub 1s dete-mined ,  
aqa in  by t r e n d  e x t r a p o l a t i o n  based on t h e  h i s t o r y  of t h e  per-  
cen tage  of t h e  t o t a l  cnjcr-ied by t h a t  hub i n  t h e  p a s t .  
pe r iod  
1. 
2 .  
3 .  
Analys is  of t h e  r e s u l t s  of t h e s e  f o r e c a s t s  f o r  t h e  9-year 
shows t h e  fo l lowing:  
They are reasonably accurate ,  w i t h i n  18, for  t h e  
nex t  year .  
They become i n c r m s i n g l y  i n a c c u r a t e  ir! t h e  longe r  range 
being o f f  by a s  mucli 3s 2 0 %  w i t h  a s t anda rd  deviat ,on of  
- + 2G8 i n  s i x  yzzrr,.  
I n  s p i t e  o f ' t h e  f a c t  t h a t  t h e  projections were r e v i s e d  
annua l ly ,  the,i c o n s t a n t l y  underpredic ted  t h e  growth i n  
t h i s  per iod .  
A- 1.7 
FAR 
''Aviation Forecasts, Fiscal Years 1967-1977" 
Office of Policy Development, Economics Divisjon, January 136; 
The forecast was undertaken in support of the S S T  development 
program. The actual forecasting was based 07 the U.S. domrstic 
traffic adjusted to tctal traffic by simply scaling up according 
to the historical relations3.ip between domestic and international 
traffic. 
It was unique among the forecasts done during the period 1.l 
that the projected growth rates, which start at about 14& per 
year, decline LO around 10% per year in 1970 and then increase 
again to 12%. The latter increase is due to an estimate of 
lower fares in the 70's became of technological advan- !s *.tt-.ich 
would lower operating costs. 
Other factors taken into account are the GNP (estimated to 
grow 2-3% per year) and continued availability of promotional 
and reduced fares. 
GOOD-73 
Goodnight, John C. 
"Model for Estimhting Regional Air Assenger Travel Demands" 
Highway Research Record #472, 1973 
The purpose of this paper is to develop a moctel to estimate 
the level of air traffic volume which would be gtnerated yiven Lt 
qpecific set of conditions. The conditions are relative prices, 
transportation system configuration, and regional socioeconomic 
activity. The nodel develored 5 s  Frimarily concerned with 
estimating demand in communities which have no air service or 
only low levels of service. 
The operation of the model is in three phases. The first 
phase computes the estimated magnitude a i d  distriwtion of all 
intercity travel within the region under consideration. The 
second p h s e  estimates the modal split cn the basis of compara- 
tive costs. The third phase estimates the number of fliqnts pro- 
duced by the regjonal air network. 
Total trip distribution is estimated on the basis of three 
socioeconomic variables: 1) t r i p  purpose--business, visitation 
of friends and relatives, and recreation; 2 )  a-csoriated attrac- 
tiveiiess factor ( i . e . ,  assoziated with trip purpose)--total 
taxable payrolls, total population, and total hotel and motel 
payrolls; and 3 )  family income level-less than . S C O O O ,  $6000-  
$9999, more than $9999. Modal split between air and auto trans- 
portation is estimated on the basis of Lornparati:ie costs which 
include out-of-pocket costs ar,d veluc of trat'el ti-qe. 
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The author has presented  none zf t h e  s t anda rd  statistical 
tests for the explana tory  powex c f  his model. 
p r e s e n t  ?I bar grcpLL comparison between estimated and observed 
.a i r  t r i p s  for 1967 in T a x a s .  
mode: sives reasonable  e s t i m a t e s  of total air demand. 
the p r e s e n t a t i o n  of  t h e  graphs on a l oga r i thmic  scala tends to 
shrink the apparent  s i z e  of errors. 
d e l  t e n d s  t o  underestimate L a v e 1  i n t o  special counties such as 
those con ta in ing  u n i v c r s i t i c s  a d  t h e  state c a p i t o l .  One attrac- 
t i v e  f e a t u r e  of t h e  model is i ts  a b i l i t y  to make estimates of 
demand on t h e  basis of a hypothesized air  t r a n s p o r t a t i o n  network. 
T h s ,  the efeects changing t h e  level of service to  a conmwtity 
can be stuclicd. 
H e  does, however, 
The c u t h o r  concludes that the 
Howevar, 
The au thor  admits that the 
This  model would appear to  be a p F r o p r i a t e  f o r  u s e  i n  s t u d i e s  
T h i s  g r a v i t y  equa- 
of region21 air t r a n s p o r t a t i o n  d e m d .  However, t h e  heart of the 
model is a u r a v i t y  tme equat ion  which e s t i m a t a s  t h e  magnitude and 
d i s t r i b u t i o n  c.f t r i p s  Tenerated by a reg ion .  
t i on  requires t h e  oreduct ion  tf extensive t r i p  tables for each  
county or similar zone i n  the reg ion .  The t r i p  tables must i n c l u d e  
total  t r i p s ,  reg . i rd lcss  oE .de, of lb0-199 m i l e s ,  200-499 miles, 
500-999 m i l e s ,  and gxe?kc? .-I 1000 m i l e s .  PresectL-j t r i p  tables 
such as this are d i f F 5 x x i t  to f i n d  for very many r eg ions .  There- 
fore, dacn cqllectjm requirements for t h i s  modo1 are enormous. 
HANE-75 
Haney, DOG.  
" R w i e w  of Avia t ion  Forecasts and Forecas t ing  Methoclo3.0gyw 
Peat, Marwick ~ n . 3  Pi i t che l l .  Inc., Rep-x t  W-40176-6 ,  1975 
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ORIGINAL RAGE Ib 
OF POOR QUAIJ'A'V 
A detailed analysis o f  the various forecasting done in c o ~ e c -  
tion w i t h  t b  St. Louis airport expansion case is presented to 
illustrate the problems. 
presented, 
Also a bibliograFhy of 119 articles i 8  
KANA-74 
Kanafanf., Adib K* rtld Shing-Leung Fan 
'%sthating the Demand for Short-Haul Air Transport Systemsr 
Hiqhway Research Record # 5 2 6 ,  1974 
The euthors developed a method for estimating short-haul 
demand in tho Los Ar -.les-San Frkncisco corridor. The methodology 
consi+.ts of two stages. The first stage estimates the total demand 
f o r  afr trawl within the corridor. 
mates the choice &tween the avai'able routes. The authors recog- 
nize the significance of competing gound systems on short-haul air 
transportation, but choose to ignore this interaction because 
zc?equate ground transportation in the subject corridor is confined 
to a 5@fi-miles  auto journey. 
The second stage then esti- 
Three  alternative models for total demand are postulated. 
hll ?.re oC t.k prmluction functior, form with socioeconomic variables: 
1) ppulatim; 2) mcdian income; and 3) emy?loymentand transpor- 
tatha va.='.zbles : 1) bsst axtailable schedtilc frequency; 
2) 1.ovest travel time; and 3) lowest travel cost. 
Ihiltiple regression analysis proved that population and 
medim inl=cm w x e  significant vsriqblcs.  
tory 1)0t.-: of eazh mckl was low (R = 0.25 + 0.36), and the 
authors ,-onCuds that they are not suitable for demand forecasting. 
the anthors shlfkcd to a proccdure, shotm in the equations b e l o w ,  
involvinq projested growth rates rath?r than p'cdictions from the 
regression moc!els : 
However, the explana- 
In order to avoid t h e  difficulties caused by low R2 values, 
a T.. = n Xn n 
1 3  
where 
T = total traffic between i and j 
ill 
= independent variables 
= 
xn 
'n demsnd elasticity with respect to each variable. 
Using the significant an's for  populhcion, income, and travel 
time, the authors postwnte  that increases in tctal air c'emand 
can 3e predicted from chanqes in the significant variables. The 
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authors used t h i s  analysis to make predictions concerning increases 
i n  air travel fi-re, ten and twenty'years in the future. 
thction of historical data or other validation technique is 
presented. 
No repro- 
KESS-65 
Kessler, David S. 
"Relationshipts Between Intercity Air Passengers and Economic and 
BEE Thesis, Princeton U-'-versity, 1965 
Demographic Factors-A Multiple Linear Regression Analysis" 
The author has d a v e l - w  a gravity type m3el for predicting 
the level of air traffic volume between various cities. Variables 
inclui?ed in the madel were: 1) population; 2) distance; 3) wealth 
(as easurcd try percent of national retail sales divided by 
percent 02 national papulation) ; 4)  proximity factors (population 
of the nearest larger city divided by popdation, distance to the 
nearest larger city divided by distance); 5) tity classification 
(as m2asirad by the percent empzoyed in manufacturing and mining); 
C) mlfara [as measuzed by percent of households with income over 
$lox); an4 7) transient factor (as measured by per capita hotel 
sales) . 
Multiple regressions were run on the basis of groupings by 
populakion size (50-9!3K, 100-250K, 250-499K, 500-9991(, over 
?.OCCXl; xegiosal VcOgraphic location (northeast, central, southern, 
aQuthmst. nort,hwc?st, west coast); and city classification 
(mazWkj.nq cmters, industrial centers, institutional maters, 
sad hlansa3 cities). On the basis of the regression analysis 
all wciahles with the exception of the transient factor pzovec 
50 b3 siglficant. The explanatory power of the model showed a 
wide rmg? of variability. V a l u e s  of R2 tended to b2 high for 
regrsssiom based on economic clavsification, but much lower on 
t h  Wyilni-ion group reqressions . 
%e abtlitv of the model to reproduce historical data was 
shom to k'5 poor. 
ind!.cakad that the explanatory power of the variahlcs became 
hiqhsr a5 the characteristics of the city pairs become more 
sfmilar.. $.1S3.s result 'ends to support the contentions of later 
anthxs that gravitv models may produce satisfactory results when 
applied to homogeneous city pairs. 
KIER-'IO ORHiWAL MGE Ib 
0e-w- 
Kiernan, J m e t  D. 
"A Siirvey end Assessmert of Air Travel Forecnscing" 
Instittitc for Defenso malysis, Research P s p c  P-540, April 1070 
The results of the multiple regrassicn analysis 
This survey was Londucted under a sGecFal proq.??.m =I; IDA 
sponsored by UMTA. Since, at the time ?ram? of t h t s  report, there 
were many egencies placin heavy reliance for A w.r5ety  of use0 on 
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P U  f o r e c a s t s ,  the  his tor ical  e f f o r t  of  FAA f o r e c a s t i r q  is examined 
in some detail ,  
is to  p r o j e c t  c u r r e n t  exper ience  on an e x t r a p o l a t e d  basis cnd then  
update them annual ly .  Over the  per iod  from 1957 t o  1970 t h e y  w e r e  
fcunil to be reasonable  on a short-term basis, but  h igh ly  i n a c c u r a t e  
for the long term (5-10 y e a r s ) .  The error w a s  found t o  be con- 
s i s t e n t l y  one of underes t imat ion ,  even a f t e r  t h e  updating. 
Eight  o t h e r  major f o r e c a s t i n g  e f f o r t s  were also studied.* 
They used a v a r i e t y  of methodologies b u t  t h e i r  r e s u l t s  showed 
l i t t le  or no consensus. fhe  p r o j e c t i o n s  d ive rge  ove r  a wide range  
cf expec ta t ions  and i n  r e c z n t  y e a r s  a l l  have proven t o  be too low 
when comFared w i t h  t h e  a c t u a l .  A l s o  there does n o t  seem to  be any 
r a t i o n a l e  for f avor ing  one methodology over the o t h e r ,  i n  spite of 
t h e  fact that  they  vary from t i l t ra-s imple to rather complex. 
It  w a s  found t h a t  t h e  basic method used by FAA 
*foelncj Forth American CAB 
Pmglas General Electric ATA 
Iockhcerl FAA 
Lockheed Aircraf t  Corporat ion 
" A i r  T r a f f i c  Demand 1357-1390" 
Rur3ank. C a l i f o r n i a ,  Report OEA/SST/22, November 1956 
Since t h e  o r i g i n a l  was n o t  v a i l a h l e ,  the  fo l lowing  comments 
are d.o,rived f r c m  A review bv Kiernan ( K I E R - 7 0 ) .  
The Lockheed approach WAS t o  handle t he  U.S. $.omestic and 
i n t e - x i % m & l  t r a f f i c :  separately. For the dnmcstic markat,  three 
nc?hoAs w.re  used: (1) a market  a n a l y s i s  tc-chnique; (2 )  i! c i t y  
psi-: af ia lys i s ;  ?nd ( 3 )  r e l a t 5 o n  t o  GN?. The h t e r n a t i c n a l  t r a f f i c  
fon?cas?  W F S  hasfir1 upnn m ?.nalvsis of t h e  re3 i t i o n s h i p  between 
t h e  U . F .  fcrccas". anrl t h e  t s a n s n t l . a n t i ~  t-?.Ef?.? , p l u s  a t r e n d  
c::2:?.polaA:j cn for rnq-jor m r k c k  3reas o f  '-+ w~);:ld. 
T,ONG- 6 8 
Long, Wesley 
"C!.ty C h a r a o t e r i s t i c s  and t h e  Demand for In t e ru rban  A i r  Travel" 
Land Economics, riay.3.968, p. 1 9 7 .  
The model present.& in t h i s  paper attempts to PSSOFS t h e  
e f  fezts of d t v  charp.cterj.s+.ics on a i r  t r a v e l .  The typj  c a l  
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gravityaodel qproach is used in developing the analytical frame- 
work fort the model. For the most part the paper is concerned w i t h  
weighing characteristics of the K factors in the gravity model: 
'Different people in a city have different potentials for air 
travel according to their economic and demographic characteristics. 
Thus it seems reasonable to give people who have more than one 
characteristic that i s  related to air travel more wieght than 
others by including a number of these gravity form variables 
which use the product of the number of people i n  the two ckties 
having a given characteristic. 
characteristics indicate community of interest." 
posed that the number of persons going a given distance is directly 
proportional to the number of opportunities at that distance and 
inversely proportional to the number of intervening opportunities. 
The basic components of the model include city effect, population, 
inconm, education, size of employing business, location, and 
region. The results of Lo:ig's work showed "that population is the 
&xninant explanatory city characteristic, The regional location 
o f  city pairs and the size of the businesses residing in them are 
other factos of importance; 
i-opulation relative to surrounding cities are surpising results, 
and thesg surprisos p i n t  the way ta further investi?ation." 
The assumption is that l i k e  
The theory pro- 
The negative effects of city-pair 
LCNG-59 ogu%mAL BAGE 
POOR Q U m  
Long, Wesley 
"Aj.rline Service and the Demand for Intercity Air Travel" 
Journal of Transport Ecortomics and Policy, Vol. 3, September 
19C9, p. 2C7, 
This paper attempts to quantify cons-uner reactions to changes 
in a few aspects of,airline service: changes in the number of 
airlines serving a given city pair, changes in non-stop service, 
a.nd the changes in the class of flight (and consequently the 
minimm p:ice of an air trip) between citv pairs. Usually, one 
perceives a.n increase in the number of rivals in a city pair 
m c k e t  to give rise to an increase in the n m a r  of schee.ule? 
flicrhts and a strnggle for market shares. Thjs paper uses a 
mod42 of the tbmand for air travel. in latrae city pair markets and 
multip1.e rcgrassion analysis to measure the effects Df regulatory 
X-aria5leo rh.i.1.e controlling the other variables. 
The paper is divided into three major sections: 1) an explan- 
atim of the model of air travel used; 2) it display of the statis- 
tical remits; ai-d 3) a discussion of some of the resulting impli- 
cafions. 
Basically, the equation representing the model hypothesizes 
that the year to year traffic change experienced hy any pair is 
determine.: by changes in the  types of ,rrrvj.cci offered I~etvccn the 
cities, adjusted Por the confounding effects c~f the C'istancc 
between cities, the characteristics of cities, and e v m t s  con- 
nected vith the statistical methodol.ogy employed. The results of 
th5 study are presented in tables giving the cffect of variables 
on traffic chatye bv traffic lwc!l class, representing data tqken 
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itom over a r t y  major cities in the United States, Also, 
estjmates of price elasticity of air travel by traffic level 
clam are preaeated. 
W O - 7 6  
hie, Don#nic J. and George H. Wang 
*Fazecasting Models and Forecasts of U.S. Domestx and U.S. 
U . S .  W T / T S C ,  Report SS-211-UI-5, September 1976 (also included 
as part of FAA-AVP-77-2, January 1977) 
International Air Freight Demand” 
The approach is to develop a model by regression on time 
series data using GNP (an aggregate measure of economic activity) 
and average revenue yield in $/ton-mile ( a surrogate for air 
service prices) as the explanatory variables. It is recognized 
that the demand for air freight snould be a function of the 
quality of air freight services, and of the cost and quality of 
competing modes, but no adequate time series data are available - 
on these variables. 
The authors make the following statement which indicates their 
appraisal of the state of air cargo forecasting; It is assumed 
“that no dramatic technological or socio/political changes will 
occur in the forczast time frame. ... The shipper/consignee mode 
choice determinants are economic, will essentially remain un- 
changed in the aggregate, and are adequately reflected by the 
equation variables. ... Given available data, the limits of this 
appraazh to air cargo forecasting have been reached. Significant 
improvements in the accuracy or precision of the fcrecasts requires 
individual forecats of specific com->dity flows, credible mcde 
split models, and more precise model..nq of the price and service 
differentials between the surface an air options.” 
I. - Domestic Air Freight 
A. Model Forms -
1. Linear Model 
 -
\I t = a. + al DXlt + a2Xlt-l + a3XZt + a4X3t 
+ a Y  5 t-1 ‘ ‘ 6  
where Yt = total (freight plus ex:xess)  3omestiz revenue 
ton-miles (all service..; scheduled plus non- 
scheduled) in year t 
= Gross National Product measured in 1958 
constant dollars 
= yield per revenue ton-mile deflate? by ‘2‘ implicit GNp pr ice  d e f l a t o r  (3.958 = 100) 
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0 ,  t < 1969 
X3t = dummy reflects change in 
1, t > 1969 - 
-. reporting data,to include Alaska and Hawaii as domestic 
OXlt = Xlt - Xlt-l 
= real GNP lagged one period Xlt-l 
Yt-l = RTM lagged one period 
Ut = residual 
Note: It was necessary to go to the lagged term in order to 
avoid difficulties caused by intercorrelation between 
X1 and x2 
2. Log Linear Model 
RnYt = a. + + CY RnX2t 2 
B. Data 
In doing the regression, the following data sources were 
used : 
GNP = not given 
Y 2 CAB Handbook of Airline Statistics (RTM's were chosen 
since this was what was availahle--wuld have preferred 
emplaned tons) 
Yield = total revenue of scheduled air freight & '  air expense 
scheduled revenue ton. .niles 
C. Models 
After the regression based on aF,ii:al data from 1950-1974, 
the following relations were obtained, all satisfactorily tested 
for significance ( ~ 2  = 0.99; all coefficients significant at 
10% exckpt intercept term): 
Yt = 776.33 + 4.85VXlt + 1.79Xlt-l - 54.22XZt 
+ 187.09X3t + 0.44Yt-l 
RnYt = 0.91 f 1.84RnXIt- 1.S9RnXZt 
(all significant @ 5% except intercept) 
D. Forecasts 
Data 
GNZ from Wharton Economic Forecasting Associates. 
- 
7 
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Future A i r  Revenue Yields-?based on three separate and 
a x M t r n r i l y  chosen scena r ios :  
Aggregate a i r  f r e i g h t  prices w i l l  i n c r e a s e  an  
average of 2%/yr,, remain c o n s t a n t ,  and decrease by 
22 /yr.  
I1 Xnternntj  mal A i r  Freight  
wzys, s p c i f i c  n a t i o n  p a i r s ,  and whether it is U.S. e x p o r t  or 
--- 
I n  thc i n t e r n a t i a r - a 1  case t h e  data must be stratified i n  two 
iqmt traffic.  
A. If:n?cl Forms - -- - --- 
Cmcen tua l ly  t h e  models should t a k e  the fo l lowing  
f u n c t i o n a l  f n m s :  
th Pemsnd for U.S. a i r  expor t  s e r v i c e s  t o  t h e  i 
~ ~ 3 . 4  r eg ion  E 'i 
Yi = real GMP of t h e  ith ~xx- l c l  r eg ion  
( i n  c o n s t a n t  19511 U.S. collars) 
= real average surfacc! f r e i g h t  rates from U.S. '2i  
Xli = measures of t h e  q u a l i t y  of a i r  freight 
'2i 
t o  ith region  
srtrviccs 
f r e i r h t  services. 
= measures of t h e  q u a l i t y  of s u r f a c e  
i D c m m i !  for U.S.  a i r  import ?crviccs I 3: 
IJ is error t.crm 
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c, oat\ 
Regressions were performed using data from the 1965- 
1974 periad obtained as follows: 
= Dept. of Commerce, Survey of Current Business yYS 
= yield/ton-mile obtained from CAR, Air Traffic an2 
Financial Statistics, and the GNP implicit price 
aef lator (1958 = 100) from Survey of Ciirrant 
Business 
Yi = the approximate real gross domestic product of 
the ith world region, calculated in four steps: 
il) Value of GDP for each country obtained from 
the Statistical Yearbook published by the 
United Vations; 
conversion from local currencies to U.S. 
dollars by the annual forcign oxchanqe r a t e  
reported in International Financial Statistics - 
published by Inteznaticnnl i:cnz.ary l . ' t?n~; 
~ 2 )  
( 3 )  normai GDP in U.S. Dollars fo r  the ith world 
region is obtained by summing over all 
individual countries assigned to that region; 
( 4 )  real GDe is obtained hv deflating the normal 
GDP by the U.S. price deflator. 
D. Forecasts 
Regressions are performed and forecasts made for the 
following world regions: 
North America 
South America 
Europe 
Asia 
'Australia and Oceana 
Africa 
MAIO-77 
Maio, Domenic J. and Neil Maltzer 
"Projection of Cargo Activity a t  U.S. Air Hubs" 
U.S.  DOT/TSC, Report SS-211411--4 (3.1~0 incluc'cd as part of 
FAR-AV?-77-2, January 1977) 
This work consists of a rather i n t r i c a t e  rnassaghg of data 
and projections in an attempt to allocate the fcrcqa.sts cf 2 . h  
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freight made by Haio and Wang (MAIIO-76) plus those for air m a i l  
mdc by Washington Data Processing) to the 25 large air hubs as 
classified by the CAB, snd translate them into aircraft activity. 
The task is not straightforward, and involves a rather i n t r i -  
cate procedure requiring several significant assumptions. 
A brief summary of the methodology is zs follows: 
1. All?xation of the National Demand for Cargo Tonnage to 
kach o f  the- Hubs 
This fs done by straight projection based on current percentage 
of the total handled at each hub. This of course assumes that 
nothing will happen to change this situation and requires close 
monitoring of operations as they unfold to check the validity of 
this assumption. The current domestic data for the projections 
are obtained from CAB Airline Service Segment Data, and inter- 
national data from the Dept. of Commerce data on exports by sir.. 
2. - Estimate the "Usahle" Lower Hold Capacity of the 
l-c?.ssenqer Fleet by Hub ---- 
The basic assumption made here is that the nAture of the air 
cargo industry will remain pretty much as it curmntly exists, 
with 052 of the domestic market ana 63% of the intcrnaticnal 
mnrkct held by combinatj on passenger/cargo carriers trho will 
continue t o  emphasize the cargo-carrying capacity of their wide- , 
h d y  fleets. Thus it is assumed that as much of the dcmc?::.'. z b  
pcosi5lc vi11 be met by "belly" cargo with clcdicated a h -  
freighters being used only fcr the residuals. 
a. Projection of Passenger Aircraft Size 
Projections can be made on the hasis of the analyses of 
the present fleets showing a direc, (nonlinear) relationsh$p 
?>r3:w2c?n available sea%s per departure and the tonnacje of available 
car?., canncity. Trends in the national aircraft i : l ~ n %  mix are 
dc?vr!lopc3, and thus a projection of the avni38hl.e sqats pcr 
clenarturo, (and hence tonnage), can be macle. Thjn projection of 
cr):icso_ dqends on the accuracy of predictinq v!.ra% the aircraft 
.-3c?', mix trill look like in periods u? to 1990. Az 
h. Allocation of the Available Tonnage j n t o  Specifk 
Market Sizes 
Since different types of aircraft are u w d  in different 
tvpes n€ markets, tne mix of a i r c ra f t  canno t  bc, aeeumc? to ne 
boxmiencons at each hub. The basis f o r  this a1Jccatj.m i r .  =he 
ratio of emplaned cargo pounds to emplancd passcnccxs for each 
on-Eliqh', origin destinaticn pair. TJsinT this inr'ax, a7 1 d c s t i -  
natjms se-rverf from- a givar, hub are clacrified jnto t m  cyc?u?s, 
Clepcnclinq upon whether this indcx is qrcater or sm-?llc.r than 
vnitv. 
A-20  
C .  Estbation of the Number o f  Departures of the Average 
Passenger Airplane to Each Market Group at Each Hub 
Thie is e8aentially computed as follows: 
Projected passenger emplanements 
Cavg seats/departure) (avg load factor) 
Again, esthates need to be made of the numerator (obtained 
from the latest FAA terminal area forecasts) and the second term 
in the denominator. Little is said about how the latter is ob- 
tained. 
d.' Estimation of the Total Lower Hold Capacir, 
As the final step in this subsequence, the 
"potential usable" lower hold capacity in a hub market is the 
product of (bl and (c). 
3. Allocate the Hub Demand to the "Usable" Lower Hold 
Capacity - and Determine the Sesidual Demand to hz 
t'czzisiied bv Freiahter Servicd 
a. Determine the "Actual Usable" Lower Hold Capacity 
The "poteutial usable" hold capacity must bs discounted 
to allow for mismatches between passenger and cargo scheduling 
and dkad space caused by multistop routes. The CAB eats permit 
the computation of a current hub lower hold emplancment load 
factor, and this is projected by extrapolation into the future. 
b. Match the Hub/Market Demand to the Actual Lower 
This is a straightforward problem in accounting- with the 
(1) All demand satisfied by actual usab22 capacity; 
(2 )  All actual us,%le capacity filled and a residual 
Hold Capacity 
end result being either: 
demand identified. 
4 .  - Translate the Residual Cargo Demand into Freighter Departures 
To do this it is necessary to know the aircraft mi:: at the 
various hubs where the residual demand exists. This is eone on 
the basis of an analysis of past trends and a simp1.o projection. 
0NGHfi I)AGE 15 
MILL- 6 5 
Miller, Ronald E. OF Qum 
"Forccasting Air Traffic" 
Journal of the AerQ-SpaCe Transport Uiv., Proc. A X E ,  October 1°55 
Miller compares the results of forecasting air passenger 
t-affic between selected city pairs by using a simple linear 
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regresston model with the results obtained from a aimple gravity- 
type n)odel, 
series of traffic data on each route as a proportion of total 
national traffic. using CAB data. The azalysis dealt entirely 
withpthQ air traffic statistics, without any consideration being 
yiven to other modal choices which might be available to travelers 
in each market. 
The regression model was developed from an observed historical 
This lfnear model was then extrapolated to a givsn time period 
They arc then both compared with 
-5 years ahead. Predictions are also made for th2 same timz 
frame based on a gravity model. 
the actual data for the 5-year period. The resu3;s are not very 
satisfactary, but if anything, the ext.rp.polation is a little 
better than the gravity model. 
MILL-69 
Miller, Ronald E. et al. . 
"Studies in Travel Demand" Vol. 5 
liathematica, Princeton, New Jersey, Sept. 1969 pp. 173-499 
The authors review the various fundamental approaches for 
conducting trrvel demand stuaies; and then discuss some of the 
h3d.c problems in forecasting transportation 6emand. These may 
h+ stakccl tersely as: 
1. The degree of detail needed to specify the model. 
3.. The problem of the Interdependence & identifiability of 
the supply of and demand for transportation. 
3. The data problems. 
4 .  The prob1.em involved when introducinq new modes- 
5. The problem of forecasting error. 
Next some recommendations are offered to imprave the models. 
l. , Keep the number cf variables to a minimum. 
2. Do not expect to deduce the "correct" modal sFecii', ation 
by trying out alternative rc:gressions, since mlilticoliinea ity 
may make standard errors sufficiently large in most altermtive 
formalations of the model as to render st-atistical discrLmination 
anong them difficult. on aJri.orl -
judgment and theory for this. 
It is probably better '-0 rely 
3 .  Do not be over-cmcerned about applyinq the most :  sophisti- 
cated estimating techniques. 
desirable asymptQtic properties irrelevant. 
The paucity of d3.t.a makes t h c k  
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4 .  Try, i n s t e a d ,  fox e f f i c i e n t  estimates. I n  t h i s  regard ,  if. 
may be desirable to  i n v e s t i g a t e  rec:srsive models which allow for 
eqwtion-by-equat ion l e a s t ' s q u a r e s  e s t i m a t i o n ,  E f f i c i e n c y  f r e -  
quent1.y may be f u r t h e r  increased by r e g r e s s i n g  sul , ject  t o a p r i o r i  
r e s t r i c t i o n s  on t h e  s i z e  of parameters .  
r e q u i r e  t h e  a p p l i c a t i o n  of Lagrange m u l t i p l i e r s ,  l i n e a r  program- 
ming, or q u a d r a t i c  programming, depending on whether t h e  restric- 
t i c n  i s  en e q u a l i t y  or i n e q u a l i t y  and whther a b s o l u t e  or  squared 
rlcvic?tions are t o  be minimized. 
These methods v s u a l l y  
NUTT-72 
Nut te r ,  Robert D. 
"Form and Behavior o f  d Traaspor t a t ion  Demand Forecas t ing  Model" 
Mitre Corporat ion,  R e p o r t .  MTP-370, April. 1372 
This  is a t u t o r i a l - t y p e  art icle d e a l i n g  wi th  t h e  problems ec- 
countered i n  uslng "g rav i ty"  - type  demaxid. It summarizes t h e  
yenozzl philosophy aad approach behind t h i s  L y ~ e  of model and 
t h n n  examines i n  d e t a i l  t h e  v a r i w s  errors or  i n a c c u r a c i e s  to 
wSkh t h s  model is prone. The material is  w e l l  w r i t t e n  and sh- i ld  
I-2 rcaA by anyone i n t e r e s t e d  i n  a n a l y t i c a l  approaches t o  2emand 
mQd2ling. 
is incorpora ted  into o t h e r  p o r t i o n s  of  t h i s  f i n a l  r c p o r t .  
The t e x t u a l  m a t e r i a l  is n u t  summarized he re  s i n c e  most of it 
PULL-6 5 
P u l l i n g ,  Ronald W. 
"Xnterc i ty  Trave l  C h a r m t e r i s t i c s "  
Jou rna l  @E Aerospace Transpor t  D iv i s i cn ,  Proceedings of ASCE, 
April 1965 
I? this paper t h e  au tho r  discusses t h e  v a l i d i t v  of t h e  
where TTAT equals a i r  .passengers ,  'AT D gra.vity model , TTAT 
is a c c n s t a a t  developed for a i r  t r a v e l ,  P I  denotes  popc la t ion  K~~ 
of o r i g i n ,  and Pp re;.resents popula t ion  o f  d e s t i n a t i o n ,  D refers 
to distance between 1 and 2 ,  and * is  an t upanent.ia.1 value  of 
d i s t a n c e .  
important, i n  determining a i r  t r a v e l  demand: 1) rel .a t ivo s i z  - 
of c i t y ;  2 )  proximity t o  a l a r g e r  c i t v  ( t ranspor? .? t ion  character- 
i s t ics ) ;  3) density of popula t ion ;  4: economic c l a r n i f j c a t i o n  
(marketing center, i n d u s t r i a l  c i t y ,  balanced citl ' ,  j .nst..itutj.onal 
c i t y )  : 5) wealth d i s t r i b u t i o n ;  6 )  goegraphical svrrcuncIj.n?fi; m d  
7 )  s e l e c t e d  market h d i c e s .  
P u l l i n g  also su9Test.s t h a t  t h e  followi.nq v a r i a b l e s  m e  
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QUkN-69 
Quandtr, Lchafd and Williqm Baumol 
"The Demand for Abscract Transport Modes: 
Scurnal o f  Regional Science, Vol, 9 ,  Yo. 1, 1969 
c 
Some iiope'' 
The essence oi the abstract mode approach is that the demand 
for a commodity i s  taken co be a function not only of its price 
but also of its other attributes such as speed. comfort, conven- 
fence, etc., which one hopes are quantifiable. Most standard 
econonetric procedures realize the necessit--; for placing a coEt 
on such attributes. What differentiates trLs approach from the 
many otl.ers already fwmulated is that when the observed attri- 
butes o f  a given demand commodity appear to he the same as thc 
attributes of another commodity, theri for the Sam= homogeneity, 
the two commodities are considered to be the : me. 
The suthors are quick to point out that one should disti : i k A A  
the abstract mode approach as an analytical method or a theoreki- 
cal mdel from some specific set of functiona.l forms which arc 
selected for econometric estimation. 
The analytical work presented is an offshoot of the origLai 
formulation of the abstract made model developed by Alcaly and 
Gronau. Quandt and Eaurn31 expose the inhcrant weaknesses in the 
previous modelling technique and offer what they feel are the 
major structural changes which g i w  their model q-eater validity. 
ROBE-? 5 
P Roberts, . . .O . ,  H.S. Marcus and J. Pollock 
"An Approach to Market Analysis for Ljghter than Air Txansport 
in: MIT, Proc. of the Interagency Workshop on LTA Vehicles, 
of Freight" 
January 1975, pp. 87-110 
This is a quantitative epproach LO rnarjiat, analysjs  using com- 
puterized simtilatior routines as the analytic&; t.0~1. The chjec- 
tive is to introduce quantitative values for all facets of the 
modal choice decisions for  selected sikcations And use the simu- 
lation program to coppare costs and benefits OF t h e  LTA mode with 
comnetifoxs. With these renults, a j:i4gmcnt can k e  nade ahat the 
probability fo r  chosing the LTA mode. 
Rriefly, the strateg, i s  as follows: 
1. Proscribe attributes for the three principal aspects of 
modal choice. 
a. Those pertaining to the supply of t . m  cornmodit:; tc\ ce 
shipped ; - 
. volumc in tons; . consoiidatjon and deconsolidakion 1 1 1  :sihilities; . shiprent size diat-ih:itio;;; 
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. requ&red fxepuency o f  service; .. seasonality; and 
directionality. 
b. Those pertaining to the performance of the mode: 
. waiting time; 
travel time; 
time reliability; . 
special services such as refrigeration or 
- transport cost or tariff 
Frobability of loss and damage: 
in-transit privileges; and 
c. Those relate? to the economics of the shipper/ 
receiver (demand) : 
* value per pound; . density; 
shelf life; - inventory stock-out characteristics; 
annual use volume and variability: and 
need for special environment, handlinq or services. 
2. A three-phase approach to the analvsis of market poten- 
tial is then carried out: 
Phase1 is a simple overview of comparative line-haul 
operations, which provides an estimate of those com- 
modities for which LTA might compete favorably in this 
simplest aspect of the transport process: 
Phase 11 is a computer simulation of the total origin 
to destinaticn costs and times for the compzting modes; 
and 
Phase I11 addresses the shipper's demand slde of the 
market analysis with another computer simulation model 
which reflects shipper's concerns in choosing a trans- 
. port mode. 
The report then proceeds to carry out this analysis using a 
modification Qf a simulation program developed bv ?laming 
Research Corporation. The results indicate that for the cases 
studied, which represented fairly wide ranrJes of the variables 
involved, it was not obvious that LTA would be an oirervh?l.ming 
choice in any of the markets. If clear advantages had hcen 
determined, then certainly fudgnental forecasts of t h n  s i z e  and 
time development of that market could he made. 
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SCHO-6 9 
Schoonnauet, A.W. 
*Airline Schedules and Their Impact Upon Passenger Traffic" 
Transportation Research, Vol. 3, 1969, pp. 69-73 
Airline management is concerned with scheduling flights to 
meet demand as well as to influence demand. Chief cmsiderations 
cre: 11 departure and arrival times; 2) number and duration of 
stops en mate; 3) speed of equipment. This analysis concerns 
the question of whether or not airlines can anticipate changes 
in passenger traffic by manipulating schedules either through 
changes in the short-olr the long-run factors. 
The mathematical models =sed to isolate the scheduling factor 
from other passenger traffic determinants were composed of the 
ability-to-pay factor, scheduling penalties, and a distance 
fzctor. The specific models to be tested took the following 
f crrns : 
(11 under 450 miles 
af penalties) 
passenger traffic = f (sum of household + distance - sum 
(2) cver 450 miles 
passenger traffic = f (origin households - distance - sum 
of penalties) 
The penalty effect had a negligible effect upon passenger 
traffic for city pairs separated by more than 450 miles while 
distances less than 450 miles were affected with respect to 
penalty levels assessed to scheduies. 
From this analysis, the results showed that 1) there existed 
some significant association beticeen schedules and passenuer 
t r a f f i c  up to about 450 miles; and 2) the travel market could be 
sccnwted. But it did ndt appear logical to i n f e r  from these 
f i n d i n g s  that long-distance travelers were not concerned with 
srlhe4ule s . 
A number of conceivable marketinq alternatives for  airline 
management were uerived from these findings. 
SIPIA-68 
Simat, Helliesen and Eichner 
"A studv of the Potential Air Freight Market--Phases I and 11" 
Pre?a?reh for Lmkheed-Georgia Company, October  3.968 
T h i s  is it 2airiv hasty ;60 cays), hiit intense, effort to 
getermine that seq,?nt of the domestic V.S.  t r u c k  market. t .hat 
j s  m s t  susceptible to air freiqht, m d  to Clew3.c'y ir m?t.hod 
[CYT r.Qde1) for  estimating this potential (1iwrsj.cn h ~ . c ? .  y o n  
r?.i.st-ibution CGStS and competitive transportation facto-s. 
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A major effort went into the development of a data bank. 
On the dependent variable side, the effort was to provide O-D 
information on the movement of rianufactured and agricultural 
commodities, 
Among the principal data sources used are: 
1. 
2. 
3. 
4 .  
5 .  
6 .  
7,  
Dept. of Commerce, Bureau of the Census, Census of 
Transportation for 1963 (manufactured commodities); 
Ibid., Special Airline Tape for 1963 (manufactured 
commodities) : 
Dept. of Agriculture, Unload Reports (fruit and vegetable 
shipments) ; 
Dept. of Commerce, Imwrt/Export Statistics; 
Interstate Commerce Commission, Motor Carrier Freight 
ComQdity Statistics; 
Ibid., Role of Regulated Motor Carriers in Handling 
Small Shipments, November, 1967; 
Ibid., Carload Waybill Statistics. 
Even so, the data were not complete and some projections of 
time dependence (e-g., source 31 from 1963 - 1967) had to be 
developed. 
In order t o  provide information on possible independent 
variab?.es, information was identified for a number of commodity 
and movement characteristics: 
e.g., Commodlty: shipment size 
shipment value 
shipment density 
number of interchanges (trans-shipments) 
costs 
transit time 
Movement : distance 
In formulating the model, it was decided to calibrate on 1963 
data only. Since no domestic value data were available, it was 
assumed that the international value data were applicable. 
Information on the above factors were researched in great 
detai?.. Costs, for example, included all door-to-door costs ,  
inzluding such non-transportation costs as depreciation, insurance, 
deterioration in value, and packaging. Data trerc crht.aj.ned for all 
pertinent modes. 
The regressions were performed by looking at each variable 
and various combinations o f  variables independently and selecting 
t h e  result which gave the best correlation. Two models were 
proposed, one including depreciation/dcterioration costs, and the 
other omitting them. 
Transportation Cost and Time Only 
Proportion of a commodity moving by air = 1.0886 
- 
-0.2273 TA/Ts - 0.1971 CA/Cs . 
FP*e expressions involving three independent variables were 
terted with over 5,000 observations and the above was the 
best with R2 = 0.6778. 
Including Depreciation/Deterioration 
Twelve expressions with six independent variables alone or in 
combination were 5este6, again on 5,000 observations. 
best ,  having an R = 0.8162, is: 
The 
Proportion of a commodity moving by air = 1.31557 
-0.23132 TA/T, - 0.25131 C,/C, 
J 
- 0.00008 I*/Is. 
The model was validated on two domestic routes (to about 10% 
accuracy) and one ixternational route (much more difficult to do, 
primarily because of data problems). 
SIMA-69 
Simat, Helliesen and Eichner, Inc. 
"A Method for Estimating International Air Freight Potential" 
Yol. I, Gevelopment of Data Base and Estimating Mode1 
7'01. 11, Projections of International Air Freight 1975 
(report not dated) 
The forecasts are based on a causal-type equation developed 
from an immense computerized regression on existing data. 
!?he data  were cbtained from a variety of sources. The 
flependent variable was to be relate8 to the amount or fraction 
of a given commodity which went by air. 
obta ined  from the two main sources of international trade ihta 
pxodiiccd hv the Census Bureau of the Denartmcnt of Commcrce, 
This information was 
v i z . ,  
Schedule A - 
Schedule B - 
Statistical Jassification of Commodities 
Imported into the United States 
Statistical Classification of Domestic and 
Foreign Commodities Exported frcm the Unj:':ed 
States 
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sased on eqrlier work of a similar nature lbut relating en- 
tirely t o  domestic shipments) for Lockhecd-Georgia, it was 
decided that the independent variables generating a proper 
causal relationship would involve s:,me grouping of specific 
entities within the broad classifications of cost, time, and value 
of service. It is to be noted that these classes are by no means 
mutually independent-indeed they are highly interrelated. 
ldss than 3 separate variables were defined to be tested, Many 
of these were composite, and involved ratios for  air/surface. 
No 
Numerical identification of these variables, and their many 
detailed component parts, was a major undertaking. Many sources 
of data were used including CAB, IATA, Dept. of Commerce, etc. 
Much of the datu for ocean shipping came from a report "Selected 
Commodity Unit Casts for Oceanborne Shipments via Common Carriers 
(Berth Liner)" produced by Ernst and Ernst for the Dapt. of 
Commerce in 1967. 
It seems clear that an enormous amount of labor and effort 
went into documenting values of the variables, as well as into 
computer analyses to establish the final regression model. The 
w x k  should certainly be regarded as a definitive effort for this 
type of approach to forecasting. 
The final analysis produced two equations, one for imports 
and one for exports: 
Imports (based on 23,029 observations) 
WA 
\JA + wo 
where 
CA = 
co = 
VA = 
vo = 
R2 = 
Exports 
VA + VO 
CA + CO WA + WO 
= 0.5165 - 0.8520 + 0.03932 log e 
total cost by air 
total cost by water 
value by air from census tapes 
value by water from census tapes 
0.3872 
(% 32,000 observations) 
WA CA - c.0554 VA + YO = -0.5776 + 0.1049 log e 
WA 4- WO WA + wc', CA + CO 
R2 = 0,2787 
The only comment to be made at this point is t h a t  it is sur- 
prising that t h e  R2 values arc not somewhat larger, Tivcn the 
thoroughness of the analysis. It would also seem t h a t  a few more 
independent variables might have been h e l p f n l .  
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I n  Vol. 11, these models are used t o  f o r e c a s t  t h e  p o t e n t i a l  
a i r  share of the 1975 market f o r  a v a r i e t y  of commodities ( t h e  
mDdels must be a p p l i e d  r e p e a t e d l y  f o r  v a r i o u s  commodities and 
0-r) p a i r s ) .  However, a t  t h i s  f o r e c a s t i n g  stage t h 2  p rocess  once 
a~ain became involved w i t h  dependency upon p r o j e c t i n g  t h e  inde-  
pendent variables i n t o  the f u t u r e .  E s t i m a t e s  on times came from 
t h e  technology e x p e r t s  i n  both  a i r  and sea. C o s t  estimates were 
pnxt ia . l ly  involved w i t h  technology,  h u t  also had t o  contend w i t h  
t h a t  o l d  bugaboo of f o r e c a s t e r s ,  i n f l a t i o n .  
There is one a d d i t i o n a l  compl ica t ion .  The model depends upon 
knowing t h e  t o t a l  trade p r o j e c t i o n s  f o r  t h e  yea r  d e s i r e d  s i n c e  
t h e  model i t s e l f  on ly  g i v e s  an  i n d i c a t i o n  of  t h e  modal s p l i t  poten-  
t i a l .  
Once aga in  a c a r e f u l  a n a l y s i s  is done t o  o b t a i n  t h e  most 
a c c u r a t e  v a l u e s  p o s s i b l e  for a l l  t h a t  i s  needed t o  make t h e  f o r e -  
casts. With t h e  d a t a  sou rces  t h a t  e x i s t ,  it i s  d i f f i c u l t  t o  see 
hptq any more c a r e f u l  work can  be done us ing  t h i s  mcthcd. 
SLET-75 
Slctmo, Gunnar R. 
" A i r  F r e i g h t  Fo recas t ing  and P r i c i n g "  
The Lqis t ics  and Transpor t a t ion  R e v i e w ,  Vol. 11, No. 1, 
pp. 7-29, 1975 
This  paper ana lyzes  s e v e r a l  se ts  of  d a t a  r e l a t i n g  t o  a i r  
f r e i g h t  t r a f f i c ,  ob ta ined  from CAR, ICAO,  and Bureau of t h e  Census, 
usinrj t h e  econometric modeling concept .  A f t e r  i n d i c a t i n g  80: 3 o f  
t h e  classical prcblems involved i n  performing l i n e a r  r e g r c s s m n s  
on log-log t y p e  e q u a t i o n s  (e .g . ,  multicollinearity ?nit c e r i a 1  
c q r r e l a t i o n ) ,  a d d i t i o n a l  equa t ions  are c o n s t r u c t e ?  vs inq  t c s h n i q u e s  
dcsiqncd t o  p r o t e c t  a g a i n s t  these d i f f i c u l t i e s .  Thus t h e  3atn sets 
are used t o  calibrate t h r e e  typcs  of re la t ions--&wblc 1.oqrithmic 
(PL), a f i r s t  d i f f e r e n c e  log r i thmic  ( F D L ) ,  and a &xihlc l o g  w i t h  
s e a r c h  (DLS) . 
Various groupings of t h e  d a t a  sets and p o r t i o n s  the reo f  are 
examined w i t h  a i r  f r e i g h t  ton-mi les  he inq  r eg res sed  i n  terms which 
are e f f e c t i v e  i n  r e p r e s e n t i n g  y i e l d  (revenue per ton m i l e )  and 
income ( f o r  I1.S. d a t a  e i t h e r  i n d u s t r i a l  p roduct ion  o r  CNP was sub- 
s t i t u t e d  f o r  income). The e l a s t i c i t i e s  and i n d i c a t o r s  of s t a t i s t i -  
c a l  r e l i a b i l i t y  were examined i n  each c a s e  i n  an a t t empt  t o  under- 
s t and  t h e  p h y s i c a l  s i g n i f i c a n c e  of what was i n d i c a t a d  1-y t h e  v a l u e s  
of t h e  e l a s t i c i t i e s .  
For t h e  most p a r t  t h e  s t a t i s t i c a l  t e s t s  show t h a t  prohlems 
e x i s t  even though t h e  R 2  c o r r e l a t i o n  c o e f f i c i e n t s  axe reasonahl-y 
high. Nevertheless-,  t h e  fo l lowing  g e n e r a l  c o n c l u s i c n s  seem reason-  
able even though t h e  r e l i a b i l i t y  of t h e  q u a n t i t a t i v e  p r e d i c t i o n s  
l a v e s  a l o t  t o  be d e s i r e d :  
1. The demand f o r  a i r  f r e i g h t  appea r s  t o  be s e n s i t i v e  t o  t h e  
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2 ,  
3 .  
4 .  
5. 
6. 
level of industrial production, but not to changes in 
this level, This would tend to nake short-range fore- 
casting difficult. 
Air freight is more highly correlated with GNP than with 
industrial production. This is probably because GNP is 
more representative of the type of products carried by 
air. 
The demand for air freight over international routes shows 
very little rate elasticity. 
In the domestic market, the cross-price elasticity with 
respect to trucks is positive and significant. Thus 
there appears to be a measurable degree of competition 
between Class I intercity common motor carrier service 
and air freight. 
The effect of, time trends was introduced in one set and 
showed up as highly significant. This may be caused by 
the fact that the normal economic indicators do not re- 
flect the effect of technology changes nor the increasing 
familiarity with and acceptance of air freight by shippers. 
The demand for air express is essentially inelastic with 
fare. This seems consistent with the emergency, or goods- 
of-high-value, nature of air express. 
A version of a dynamic model due to Chow is then examined. 
In this model, available ton miles/hr (transport productivity) 
is used to represent advances in technology. The result is 
again only a very weak rate elasticity at best. 
Based on all these analyses, the author concludes that: 
1. 
2. 
3 .  
4 .  
There is overwhelming evidence that the demand for air 
freight is inelastic. 
The road to profitability in air freight lies iil a more 
rational rate structure and especially in providing 
improved service. 
Forecasting efforts based on aggre3ate quantity of demand 
are not likely to he as valuable as those concerned with 
estimating specific trade flows. 
P.s a prelude to developing quantitative forecasts it is 
first necessary to do considerable market analyses to 
determine the! types of traffic which can be expected to 
be carried profitably. 
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SPEA-74 
Speas, R. Dixon, Associates 
''Scheduled Air Transportation for Outstate Areas" 
Executive Summary, Part of Minnesota State Aviation System 
Plan, May 1974 
This study examines 15 variables which describe 18 urban 
areas in outstate Minnesota where use of air service was known. 
The variables used are: 1) population: 2 )  land area in square 
miles; 3 )  total wholesale trade; 4 )  employment in manufacturing; 
5 )  passenger car registration; 6) college student enrollment; 
7) number of households; 8 )  effective buying income; 9) effective 
buyiny income per household: 10) percentage of households with 
income of $10,000 or mare; 11) number of hotels and/or motels; 
12) approximate distance to St. Paul, Minnesota; 13) miles to 
closest service point; 14) quality of service icdex; and 
15) value added from manufacturing. It was concluded that five 
of the variables were significant ir the following order: 1) 
total wholesale trade (directly); 2 )  quality of service index 
(directly) ; 3 )  value added for inanufacturing Uirectly) ; 4 )  auto 
registrations (inversely) : and 5)  pQpulation (directly) . 
su-75 
S u r  Vincent and Lucy Huffman 
"Demand for P J r  Travel between New York City and Other Large. 
Highway Research Record #529, 1975 
Ci ti e P " 
The authors hypothesize that the theoretical structure of 
demand for air travel is based on three decisims: time period, 
city destination, and airline. A three-way classification 
analysis of variance is then used to breakdown total demand for 
air travel along the lines of the effects of the decisions to be 
made. The variables proposed are time effect, city effect, 
airline effect, and the cross interactions time/city, time/ 
airline, and city/airlind. The time, city, airline, and city/ 
airline variables were found to be significant at the 99% level. 
Total variation in demand explained was 8 8 . 3 % .  Regression analysis 
was then used. to explain the significant variables. 
From the results of the regression analysis, the authors 
conclude : 
(1) Time effects are well explained by air travel price, 
proxied I- yield per passenger-mile, and a trend 
variable, proxied essentially by increased income. 
( 2 )  City effects are explained well by population and income. 
Distance between cities was found to show little effect 
on demand. However, demand i s  affected by competitive 
transportation modes. 
A-40 
C31 City/airline effects axe explained basically by the 
The model presented has been specifically developed to analyze 
average number of daily flights. 
demand between New York City and other large cities. Two of the 
significant variables, airline effect and city/airline effect, 
basically reflect the high levels of service expected in large, 
highly competitive metropolitan markets. The use of this model 
in analyzing demand in small communities with limited service is 
considered inappropriate. 
SUSS-69 
Sussex House 
"Executive Aviation Report, No. 1807'' 
Wimbledon, England, March 18, 1969 
This report reviews the same eight passenger demand forecast- 
ing models as Kiernan ( K I E R - 7 0 ) .  It emphasizes the wide varia- 
tion in the various methodologies used and the enormous variation 
in results which they produce, and concludes that there is little 
or no meaning or significance that can be attached to forecasting. 
The wide discrepancy in results is demonstrated by the attached 
tables and figure. The report concludes that since none of the 
different methods applied in 1965 could predict the near-term 
upward growth (19671, it is obvious that the current art of fore- 
casting is in trouble, and studies to establish relationships 
between air transport and published economic diagnostic para- 
meters are needed. 
TANE-75 
Taneja, Nawal K. and James T. Kneafsey 
"The State-of-the-Art in Air Transportation Demand and Systems 
MIT, Flight Transportation Laboratory, Report R75-7, August 1975 
Ana 1 y s is '' 
This entire report is a summary of a workshop managed by MIT/ 
FTL, and held in Washington, D.C., in June 1975 under the joint 
sponsorship of CAB, GOT, and NASA. The workshop consisted of 
formal presentations by six different invited panels (as listed 
below) and subsequent discussion. Apparently no effort was made 
to have the participants form a cmsensus of opinion in the 
various problem areas. Rakher, the MIT staff digested and 
analyzed the various papers and opinions and attempted to reflect 
the dominating attitudes toward the various issues. These were 
presented succinctly in the report and further condensation 
would not do justice to the material. 
Ringing loud cnd clear throughout all the presentations was 
a lament f o r  the gross inadequacy of existing data sources which 
can be used for accurate forecasting of all types of aviation 
actin-y. With regard to the area of estimating demand, the 
following issues emerged as important: 
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SUSS-69 (continued) 
T U L E  9. C O M P M W N  OF tI(33T MAJOR U.S. FOHECAGTINO EFFORTO- 
PROJECTIONS FOR TOTAL CIVIL AIR C U R E R  REVENUE PASSENGER- 
MILE8 (TXMESTIC AND FOREIGN SCHEDULED SERVICE), M BILLIONS' 
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, More information and better forecasts are required to 
estimate the price elasticity of demand (for both 
passenger and cargo) . 
. More information is desired on the impacts of the 
special-fare plan packages presently in use. 
. The largest unknown area of airline operations is 
cargo, a situation which needs to be remedied in the 
future in view of the sizable annual growth rate anti- 
cipated (no information on how these growth rates were 
determined). 
. More detailed demand models reflecting disaggregate 
behavioral characteristics of both travelers and 
shippers need to be developed. 
. A more consistent pattern of data collection from the 
airline companies is desired. A major data gathering 
activity involving in-flight surveys and sharing of this 
information needs t- be investigated. 
. Information on trip purpose and travel by fare type is 
needed. 
. Specific O-D segment data should be collected, in 
particular for cargo operations. 
. International data comparable to domestic U.S. data 
sets need to be developed. 
The panels which functioned during the workshop were the 
following : 
1. The Role of Government Agencies on Aviation; 
2 .  lssues of Cericern to Airport Authorities; 
3 .  Forecasting as Perceived by the Airline Industry; 
4 .  The Activities of the Financial Cornunity in the 
5 .  Issues in the Quantity and Quality of Air Transpor- 
6 .  The Role of Aircraft Manufacturers in the Forecasting 
Airline Industry: 
tation Data; and 
Process. 
THOR-7 8 ORIGINAL PAGE 
OF POOR Q u a  
Thorson, Bruce A,  and Kenneth A. Brewer 
"A Model to Estimate Commuter Airline Demand in Small Cities" 
Paper presented at the Annual Meeting of the Transportation 
Research Board, January 1978 
This paper summarizes : *ne of the attempts at modeling 
demand f o r  commuter air transportation which occurred during a 
study of improvements in intercity passenger transportation in 
Iowa, The objective o f  the work described by this particular 
study was to check the possibility of developing a forecast 
model for use throughout Iowa baFed upon regressing average 
daily passenger enplanements (ADEE) with community or tra.qeler 
characteristics. 
After an extensive review of previous literature, the follow- 
ing variables were chosen to be tested: 
POPL = 1970 community population 
INCOME = percentage of the families in the community with 
annual incomes of at least $15,000 
professional, technical, or managerial positions 
of age with four or more years of college education 
OCCUP = percentage of persons in the community employed in 
EDUC = percentage of persons in the community over 25 years 
ISOLATE = miles to the nearest FAA hub airport 
The calibration data bank involved 56 cities in a 6-ctate 
area selected because they were deemed to have characteristics 
similar to those of Iowa cities having commuter air carrier 
service (also included in the 5 6 ) .  ADPE values were obtained 
from the U . S .  DOT study Air Service to Small Communities, and 
the dependent variable 6ata cam: 0 Census o Eopula- 
tion. -
The SPSS stepwise variable inciusion multiple regression 
procedure was used. Eleven linear equations were attempted using 
combinations of the independent variables and stratifications of 
the data based on level of passenger emplanements and community 
populations. There were no really satisfactory models obtained 
as all showed one or more of the Characteristics of r3or correla- 
tion, poor t value or unreasonable or illogical values of 
coefficients. 
Next, a nonlinear regression procedure was attem2ted. Six 
different stepwise analyses were condxted resulting in 26 
different nonlinear regression models. Multiple correlations 
between the independent variables w r e  found to be abundant, with 
the result that only about f o u r  of these nonlinear models were 
useful. The b e s t  one (which was also better than any of the 
linear models) was: 
ADPE = 2.81694 t 0.09372 (ISOLATE) (POPL) 
R2 = .401 and t = 6.01, 
The implications of this model bear a str4king resemblance to 
a gravity model. However, the low value crf R'. makes any values 
obtained by using this moue1 in a forecastin5 mode highly doubtful. 
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VERL-72 
Verleger, Phillip K. Jr. 
"lrlodels of the Demand for Air Transportation" 
The Bell Journal of Economics and blanagerncnt Science, Vol. 3 ,  
No. 2, Autumn 1 9 7 2  
This paper presents an analysis of three different empirical 
approaches to the analysis oC air transportation demand. 
The first mode3 discussed is the standard cross-sectional 
gravity type model which has the f o r i  of a production function, 
The variables used in this particul. &- model inclde: 1) price; 
2 )  product of aggregate income, 3 )  telephone calls between the 
city pairs; 4 )  distance; and 5) elapsed flying time. Parameters 
for the model were estimated for 500 city pairs classified on the 
basis of distance: 0-500 miles, 500-1000 miles, 1000-1500 miles, 
1500-2000 miles, and over 2000  miles. R2 values for the six 
classes ranged from .64 to . 8 3  with the highest value associated 
with flights reater than 2000 miles. Short haul, 0-500 miles, 
The estimated values of the coefficient 
likewise experienced large variations acrass the models. From 
this analysis the author concludes that cross-sectional techniques 
are unsuited for  demand analysis of the entire mdrket. HCwever, 
he asserts that the gravity type model can Froduce satisfactory 
results for homogeneous sets of city pairs. 
obtained an R i! of 0.72.  
The second model disc;lssed is the aggregate travel model 
which treats air travel, as measured in revenue passenger miles, 
as a homogeneous commodity. In this model aggregate demand is 
postulated to be a functicn of same measure of price, a measure 
of average national income and, sometimes, some measure of alter- 
native travel forms. The variables most often used are: 1) per 
capita disposable income and 2) avcracje revenue per passenger 
mile. The author asserts that the use of average revenue as a 
proxy - price prevents the model from b e i n g  a true demand 
model. The author concludes from t h e  an;l.lysj.s of this model that 
aggregate equations can predict demand accurat~ly only L f  demands 
bstween city pairs remain relatively uniform. 
The third modei considered is the city pair model of demand 
for'air transportation. The purpose of the model is to indicate 
whether differences in demand exisc across city pairs in order to 
determine if cross-sectional OK aqgregate models are theoretically 
feasible. The model is basically a modification of the gravity 
model with the variables being  1) price, 2 )  di.rtancc, and 3 )  mass 
variables. The mass variables selected are functions of the po;?ula- 
tion and income distributions of the city p a i r s .  Results of the 
specification of the model indicated that '-ht- specj-a1 constriiction 
of the mass variable is sic~ni ficant. Thc najor cc<nclusi.cn of t h e  
city pair analysis is that larqa dj.ffe-?nces in air travel demand 
exist between cities because of reqional f luctuntions. The authcr 
asserts that because cross-swtional and agqrcqntc models ignore 
A-45 
the differences in demand between cities, the results obtained 
by L k s e  techniques are qtiestionable. 
NILS-76 
Wilson, F. R. and A. M. Steveus 
"Estimating Passenger Demanii for 1,oczl Air Services in the 
Paper presented at the Annual General Meeting of the Canadian 
Maritime Provinces" 
Aeronautics and Space Institute, Toronto, May 10-12, 1976 
Although the affiliation of the authors is not qiven, this 
appears to be a part of a study preFarec? for the Maritime 
Provinces Transportation Cornittee, Fredericton, N . B . ,  in August 
1975 entitled .Maritime Provinces Local A i r  Service Study, 1975." 
It reports on the first two phases of a five-phase study: 
1. Analysis of the s'tudy area; 
2. Market evaluation and traffic forecasts; 
3 .  Identification and evaluation of suitable aircraft 
for service on the system; 
4 .  System economic analysis; and 
5. System selection. 
Analysis of the Study Area 
dominant modal choice factor. Auto trip length is translated 
into equivalent airline statute miles, and it is shown.that the 
cross over point is about 60-80 miles or 1:15 min. to 1:45 min. 
time (on the average, a one-hour auto trip in a private auto can 
be equated to about '5 air1ir.e statute miles). 
This analysis focused mainly on potential time saving as the 
The influence of existing route structclre including probable 
changes with the advent of an improved commuter system is also 
examined. 
The basic approach was to define potential servtce areas by 
analyzing the population of "catchment areas." The criteria used 
to identify additional potential service centers were: 
1. 
2. 
3 .  
4 .  
5. 
generation of a minimum of 4-6 pdssengers/day (on the 
basis of existing per capita trends); 
extent of surface connections to the nearest convenient 
airport in an adlacent catchment area; 
existing and proposed development programs for the area; 
the types of inaustry in the region and the spatidl 
relatioriships of those industries to customers, 
head offices, related plants, etc.; 
historic travel pattern by all modes and business 
community preference; 
times and costs by competitive mode between regional 
communities and between communities and major 
transportation hubs; and 
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6,  s p e c i a l  f a c t o r s ,  e . g . ,  c-.- .xnit i* i s c l s t i o n ,  resort 
areas, etc. 
After sc reen ing  t h e  e n t i r e  r e g i o n  b\- t h e s e  c h a r a c t e r i s t i c s ,  
23 po ten t i a l  service areas were i d e n t i f i e d ,  13 of  which c u r r e n t l y  
had no air service of any kind.  
W e 1  Development and T r a f f i c  F o r e c a s t s  
Seven variables w e r e  i d e n t i f i e d  for which data  w e r e  available 
and hence cou ld  be cons idered  as  possible a i r  t r a v e l  demand 
i n d i c a t o r s  : 
1. catchment area t o t a l  popu la t ion ;  
2. number of persons  wi th  incomes > $10,000 b e f o r e  t a x  
i n  catcheilt area; 
3. a c t i v i t y  index of catchment a r e a  a s  measured by manu- 
f a c t u r i n g  value added; 
4. s p e c i a l  sector employment of catchment area (public 
s e r v i c e ,  de fense ,  and h iqher  e d u c a t i o n ) ;  
5. l i n k  p r e f e r e n c e  index (va lue  from i t o  1 0  based on 
h i s t o r i c  t r ave l .  p a t t e r n s ;  
6. l i n k  a u t o  t r i p  t i m e s  (town center  t o  town c e n t e r ) ;  and 
7. l i n k  a i r  t r i p  t i m e s  ( i n c l u d i n g  t e r i n i n a l  a l lowances ) .  
Data used f o r  model c a l i b r a t i o n  were a v a i l a b l e  for 1967-74 
from a s p e c i a l  A t l a n t i c  Province T r a n s p o r t a t i o n  Informat ion  
System maintained a t  t h e  Un ive r s i ty  of X e w  Brunswick, and from 
Fede ra l  sources .  A s t anda rd  SPSS r e q r e s s i o n  analysis produced 
t h e  fo l lowing  model: 
l i n k  1 5.0 0.388 0.562 -1.818 0.732 a i r  t r i p s  = e (xl 1 w2 1 (X, 1 (X4 
where 
- 
x1 - 
x2 - 
x3 - 
x4 - 
xs - 
- 
- 
- 
- 
‘6 - 
sector employment a t  oriqin ecitciirnent area/lOO 
zector employment a t  destip3tion catrl-.ment area/100 
t o t a l  t r i p  t i m e  by a i r  in iaii-iiccs 
popu la t ion  of o r i g i n  ca tchment  arr- ’1000 
popu la t ion  of d e s t i n a t i o r ,  c ~ t c h z i c ? . t  a~-ea,,”1000 
c a l i b r a t i o n  constar i t  GL?t.7i:1CLi ti-m r3tio of p r i m i t i v e  
p r e d i c t e d  t r i p s  t o  a c t u a l  c r i !>s  
0.89. 
Actua l ly  t h i s  t u r i l s  o u t  t o  be pretty 3 u c h  of a g r a v i t y  model 
w i th  popu la t ion  and employment a5 t h e  a t t r s z t a - , : ~  and  t i m e  as the 
f r i c t i o n  term. To use t h e  model i n  the forc.tr ; tst incj  node, it is  
necessa ry  t o  p r e d i c t  a l l  the X’s. 
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YOUN-69 
Young, A a n  Hua 
"An Abstract Mode Approach to the Demand for Travel" 
TransportationResearch, Vol. 3, 1969, p. 443 
As a resc't of the tendency in transportation economics to 
study one mode of transportation at a time, very little considera- 
tion has been given to the forecast of a future new mode which 
may be drastically different from any of the existing modes. 
The abstract mode approach originally presented by Quandt and 
Baumol was one such exception. Young's apprcach is also designed 
for such a purpose. The major intent of this articie is to 
formulate an appropriate abstract mode model for forecasting inter- 
city travel in the Northeast Corridor of the United States. 
The general plan of this paper is as follows: an examination 
of the theoretical fomdations of the abstract mode model where 
such a model is discussed in terms of the theory of consumer 
behavior; a formulation of the statistical demand function where 
several alternative versions will be proposed; consideration of 
the appropriate estimation procedures and the forecasting 
formulas; and finally a presentation of the empirical results 
of various formulations of the abstract mode models which have 
be selected for examination including a summary of the major find- 
ings and conclusions. 
While Young's primary concern is the application of the 
abstract mode approach to the study of travel demand, he is quick 
to point out that a similar approach can be Edopted for much 
wider applications. 'ine advantage of the abstract mode approach 
is of particular importance when the major objective is to fore- 
cast future travel tolumes for some transportation facility which 
may be drastically different from the present and past ones. The 
major argument of this approach is that tho demand f o r  travel, 
like the demand for any cther commodity, is a function of various 
attributes of the commodity in question. These attributes include 
various modal characteristics. such as money cost, journey time 
m d  departure frequency, etc. Therefore, as Young points out, 
the demand for travel by air, by bus,  or by any other transport 
mode is actually determined by the same demand function. Young 
spends twenty pages doodling with an empirical interpretation of 
a nonlinear model to drive this point home. 
YOUN-72 
Young, Kan Hua 
"A Synthesis of Time-Series and Cross-Section Analyses: Demand 
Journal of the American Statistical Association, Vol. 67, Sept. 
1972 
fo r  Air TranqJortation" 
This paper is primarily a comparison of time series and 
cross-sectional analyses with a proposed methodology for  pooling 
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both types of data. 
to test various hypotheses concerning macro- and microeconomic 
parameters. 
The author uses the results of the analysis 
The author has applied the study to an empirical analysis 
of the demand for a ir  transportation. 
ever, that the author is not so much concerned with air transpor- 
tation as he is with economic analysis. 
analysis appear to be excellent. In most cases the coefficients 
which have been estimated are statistically highly significant. 
The general case time series model postulates variables: 1) 
ticket price, 2 )  journey time, and 3) per capita income. The 
coefficients of the model are postulated to be indicative of 
short-run and long-run price and income effects. 
tory power o f  the model was high with R2 = ,9937. 
caje cross-sectional model postulates variables: 1) per capita 
disposable income of an income group, 2) reference income of the 
other income groups (as measured by a weighted average), and 3) 
reference demand (the avzrage demand of the immediately higher 
and lower income groups). 
high with R2 = - 9 3 4 6 .  
It should be nated, how- 
The results of the 
The explana- 
The general 
The explanatory power of the model was 
The author asserts that the general pooled model, which in- 
corporates both time series and cross sectional iata, has the 
best results of a l l .  As might be expected, the complexity of this 
model is considerably increased over the other general case models. 
The author had used time series data from the CAB ana 
Commerce Department from 1337-1966, and cross-sectional data 
(saqe sources) for 1955, 1957, 19S9, 1960, 1963, and 1964 in 
computing the parameters of the model. The time series model 
treats the entire nation as a consumption unit while the cross- 
sectional model treats groups of individuals, e.g., income 
classes, as consumption units. Sinci no data tables are included 
in the paper, it is not immediately app3rent how either of the 
models should be used. 
Finally, the paper is intended to predict demand for  air 
transportation from a total demand point of view. The models 
appear to be inappropriate for use in predicting on an intercity 
basis. 
YU-70 
Yu, Jason C. 
"Demand Model for Intercity Multimode Travel"  
Transportation Engrg. Journal ( A S C E ) ,  May 1970, pp. 203-218 
This article suggests some modification to the abstract mode 
models which are tested on data collected from p a i r s  of cities in 
West Virginia.' 
The results of the study are: 
1. The usual exogenous motivations for business travel 
dL f fer from those which influence personal travel. Although 
t: ere exist some variables commonly attracting both business 
irr,d personal travelers, the degree of influence relies, to a 
reeat extent, on the reasons for travel. Accordingly, in order 
-0 more effectively estimate travel dencpd, it is desirable to 
malyze business and personal travel separately. 
2. In deriving the best predictions of travel demand, 
the mathematical forms of the variables entering the model 
mist be both logical and meaningful. On the other hand, since 
8tta availability often plays an inportant role in limiting 
tie number of variables that may be modeled, it becomes even 
m x e  important to make the best possible use of the available 
variables in terms of their logical forms. 
3. A travel demand model derived by a time series analy- 
s”s offers superior ability for forecasting purposes, especially 
fur study, dramatic changes of demand eiasticities of relevant 
variables over two years indicate that the cross-section model 
derived from one single time period will not be appropriate to 
predict the travel demand during another period of time. 
4. The frequently used transportation variables, travel 
time, travel cost, and service frequency, are obviously not the 
all-inclusive determinants which influence the travelers’ modal 
choices. In this respect, the dummy variable technique is con- 
sidered derlrable in order to characterize the effect of other 
pc?t entia1 Jariables on modal-split. ” 
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APPENnIX B 
BIBLIOGRAPHY ON AIR CARGO FORECASTING 
This I ?  not intended to be an exhaustive bibliography, 
but rather a record of the documsnts and references encountered 
during this study. Additional references on forecasting, demand 
modeling, and modal split analysis are contained in Appendices 
C and D. Appendix E contains those citations which are either 
exclusively concerned with air cargo (or air freight) or have 
a considerable portion of their effort so directed. 
The Bibliography contains 53 entries, arranged in alpha- 
betical order by author, personal when known, otherwise corporate. 
B a w l ,  W. J. and H. D. Vinod 
"Studies on the Demand for Freight Transportation, Vol. I" 
Prepared for NECTP, USDOT, August 1967 
Black, Frank J. 
"Projected Growth of Air Freight" 
University cf Tennessee, Spsce Institute, Cxnf. on Air Cargo 
Systems, Nashville, August 23-21, 1974 
Boeing Commercial Aircraft Company 
"Transpacific Air Freight Forecasts 1972-1980" 
Renton, Washington, 1974 
Boeing Commercial Airplane Company 
"United States Domestic Air Freight: An Econometric Forecast" 
1974 
Boeing Commercial Airplane Company 
"U.S.-Europe Econometric Forecasts of Trade and Air Freight to 
Cargo Analysis and Development Unit, June 1973, A1285/2625 
1980" 
Eoeing Company 
"North Atlantic Macro Air Passenger and Cargo Forecast: An 
November 1 9 7 1 
Econometric Approach to Meascre Future Demand Levels" 
Brewer, Stanley H. 
"Air Cargo--the Next Ten Years" 
University of Washington, Seattle, Washington, 1956 
Brewer, Stanley H. 
"U.S. International Air Cargo Future" 
The Boeing Company, Renton, Washington, 1960, 100 p. 
Brewer, Stanley H. 
"The North Atlantic Market for Air Freight with Projections 
University of Washington, College of Business Administration, 
for 1965, 1970, and 1975" 
Bureau of Business Research, Summary Edition, 1962, 60 p. 
CAB 
"Forecast of Scheduled Domestic Air Cargo for the 50 States, 
Report CAB 71-58, 1971 
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Carleton, R. 
"U.S. Air Cargo Forecast Bands to 1985" 
DOT/TSC PM-SA-1, July 1973, 88 p. FAA/LIB #75-0040 
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Chase Econometric Associates 
"An Econometric Model to Forecast Price Increases for the R a i l  
Bala Cynwyd, Pennsylvania, May 5, 1975, 80 p., Report USRA/R-O61, 
and Motor Truck Industries" 
PB 243 926/3WT 
Cohen, Raymond D. 
"Planning for Air Cargo Development" 
in Airport Economic Planning, George P. Howard (ea.), MIT Press, 
1974, pp. 149-176 
(:Lmmerce, Dept. of., U . S .  
"U S. Foreign Trade in 1975--A Projection of the Volume, 
June 1965 
Composition and Direction of U.S. Exports and Imports" 
Deemer, Robert L. and Donald A. Orr 
"Over-Ocean Cargo Forecasting'' 
DRC Inventory Research Office, Philadelphia, Pennsylvania, 
November 1976, 64 p., IRO-244, AD-A034 113/1WT 
Deoseran, Gerald, Henry'Sweezy, and Regina Van Duzee 
"Forecast of Commuter Airlines Activity" 
Report FAA-AW-77-28, July 1977 
Douglas Aircraft Company 
"A Guide to Commercial Air Cargo Development and the MDC Air 
Cargo Forecast" 
Long Beach, California, Report No. C1-801-L0107, September 1969 
Eckard, E. W. 
"Air Cargo Growth Study" 
Lockheed Georgia Company, February 1970 
European Conference of Ministers of Tra;isport 
"Demand for Freight Transport" 
Report of the 20th Round Table on Tr?.nsport Economics, Paris, 
Organization of Economic Coopeyation and Development, 1973 
FAA 
"Forecasting Models for Air Freight Demand and Projections of 
Report FAA-AVP-77-2, January 1977 
Cargo Activities at U.S. Air Hubs" 
Goltra, D. 
"A Forecast of Air Cargo Originations in Ark-La-Okla to 1990" 
University of Texas at Austin, Council for Advanced Transportation 
Studies, April 1975, 81 p., Cont. DOT-OS-30093. FAA/LIB 
#76-0496 
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Gorse, M.L.M. 
"A Forecast of Air Cargo Originations in Texas to 1990" 
University of Texas at Austin, Council for Advanced Transportation 
Studies, November 1974, 122 p., Cant. DOT-OS-30093. FAA/LIB 
#7G-0757. 
Herendeen, J. H. 
"Theoretical Development and Preliminary Testing of a Mathematical 
M.S. Thesis, Dept. of Civil Engineering, Pennsylvania State 
Model for Predicting Freight Modal Split" 
University, June 1969 
Herron, D. P. 
"Expanding Air Freight Horizons by the Use of the Air Freight 
Conference Proceedings of the 7th International Form for Air 
Probability Factor" 
Cargo, October 1-3, 1974 
Jelavich, Mark S. 
"A Study of the Determinants of Freight Modal Choice" 
Jack Faucett Associates, Inc., paper presented at Annual Meeting 
of Transportation Research Board, January 1978 
Liktle, Arthur D. Inc. 
"The Market for Airline Aircraft: A Study of Pr-less and 
Performance" 
NASA CR-154617, November 1976, 204 p., N77-28100/4WT 
Lockheed-Georgia Company 
"Free-World Air Cargo, 1965-1980" 
August 1966 
Mahoney, J. H. 
"Air Cargo Growth" 
World Airports: The Way Ahead, Inst. of Civil Engineers, 
Conference Proceedings, London, September 23-25, 1969 
(ea. by T. L. Dennis), London, Inst. Civil Engineers, 
1969, 112 p., p. 15-17. 
Maio, Domenic J. and Neil Meltzer 
"Projection of Cargo Activity at V.S.  Air Hubs" 
DOT/TSC, Report No. SS-211-U1-4, September 1976 
Maio, Domenic J. and G. Wang 
"Forecasting Models and Forecasts of U.S. Domestic and U.S. 
DOT/TSC, Report No. SS-211-U1-5, September 1976 
International Air Freight Demand" 
Miklius, W. and K. L. Casavant 
"Estimation of Demand for Freight Transport Services" 
Washington State University, Pullman, Washington, 1974 
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Moore, J. G.  and W. M. Wallace 
"Calling the Turns: The Forecasting Problem in the Scheduled 
Boeing Company, A3648, May 1968 
U.S.  Domestic Trunk Line Industry" 
Morton, Alexander Lyall 
"Intermodal Competition for the Intercity Transport of ?!anufacturers" 
Land Economics, V o l .  48, November 1972, pp. 357-366 
Morton, Alexander 
"Market Structure and Modal Split of Intercity Freight" 
National Bureau for Economic Research, paper presented at the 53rd 
Annual Meeting of the Highway Research Board, Washington, D.C., 
Jirnuary 1474 
Perle, Eugene D. 
"The Demand for Transportation: Regional and Commodity Studies 
University of Chicago, Dept. of Geography, 1964 
in the U.S." 
Roberts, Paul 0. 
"The Logistics Management Process as it Xodel of Freight. Transport 
Demand" 
Presented at International Symposium on Freight Traffic Models, 
Amsterdam, 1971 
Simat, Helliesen and Eichner, Inc. 
"Long Range Air Cargo Demand Forecast" 
Preliminary Paper, 1971 
Simat, Helliesen and Eichner, Inc. 
"A Method for Estimating International Air Freight Potential, 
Vols. I and 11" 
Undated, but probably 1969 
Simat, Helliesen and Eichner, Inc. 
"A Study of the Potential Air Freight Market" 
Report of Phases I and 11, prepared for Lockheed Georgia Company, 
October 28, 3.968 
Sletmo, Gunnar K. 
"Air Freight Forecasting and Pricing" 
The Logistics and Transportation Review, Vol. 11, No.l,1975,pp.7-29 
Smith, P. L. 
"Forecasting Freight Transport Demand--The State of the Art" 
Thc Logistics and Transportation Review, V o l .  10, 1974, pp. 311-326 
Speas, R. Dixcn 
"Joint Air Tra!ISpGrtatiOn Degand-Capacity Study of the Baltimore- 
Prepare? for Regional Planning Council of Baltimore and Metropolitan 
WashinrTton Bi-Region" 
Washington Council of Governments, 1967 
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Speas, R. Dixon and Associates 
"The Magnitude and Economic Impact of General Aviation, 1968-1980" 
Manhasset, Aero House, 1970 
Sukovaty, G. et al. 
"International Air Traffic Forecasts" 
Boeing Corp., ISR 1093, 1966 
Texas Transportation Institute 
"Texas Airport System Plan--Air Cargo Analysis and Forecasts" 
November 1972, 442 p., AD-764 464. FAA/LIB #?4-0046 
Tihansky, Dennis P. 
"Methods for Estimating the Volume and Energy Demand of Freight 
Transport *' 
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