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Yet nature is made better by no mean
But nature makes that mean: so, over that art,
Which you say adds to nature, is an art
That nature makes.




Higher-derivative field theories are well known to propagate ghost degrees of freedom (DOFs), an
instability known as of Ostrogradsky. However, recent advances proposing conditions to stabilize
this kind of models, with finitely many unstable DOFs in a non-minimal way, by including a
stabilizer DOF and a kinetic coupling between both, have opened the question whether an extension
of this methodology to relativistic field theories, also works.
In this thesis, the Pais-Uhlenbeck Lagrangian density with a higher derivative scalar field, which
leads to an unstable theory, is considered as a basis for a toy model. Upon the requirement for the
Lagrangian to be a Lorentz scalar, as well as for the transformation properties of both, the unstable
and the stabilizer DOF, to be consistent with a kinetic constraint that controls the instability, it is
first concluded that at the level of a free theory the stabilizer must be a vector field. The latter is
also motivated to make plausible an extension to interacting higher derivative theories. This is, the
kinetic instability should be controled already at the free theory, in such a way that the Feynman
propagator does not show a ghost DOF.
A Hamiltonization with constraints is considered in order to deal with the imposed kinetic-
constraint, which is at the core of the stabilization. This approach allows to examine the properties
of the Ostrogradskian instability as it has been done up until now in the literature, therefore
making evident the successful extension of the stabilization properties, at least in this toy model.
Furthermore, the physical DOFs propagated by the theory are found, and the physical Hamiltonian
written in terms of these, turns out to be positive definite and bounded from below in certain region
of parameter space. In particular, a very interesting relation between the coupling parameter (α)
of the higher-derivative term of the scalar field and the mass of the stabilizer field (m), arises
as a requirement for the stabilization. The condition is a lower bound on the former, of the
form α > 1/m. Such relation was completely unexpected but more meaningful for the physical
interpretation of the new higher-derivative structure, because it would show the energy scale at
which these new terms may become important.
Keywords: higher derivatives, Ostrogradskian instability, quantum theories, quantization
with constraints.
Resumen
Las teoŕıas de campos con derivadas altas propagan grados de libertad inestables, ghost DOFs, una
inestabilidad conocida como de Ostrogradsky. Sin embargo, avances recientes en que se proponen
condiciones para estabilizar modelos de este tipo, con finitos grados de libertad inestables (DOFs),
en una extensión no trivial, incluyendo un DOF estabilizador y un acople cinético entre ambos,
han abierto nuevamente la pregunta de si una extensión de esta metodoloǵıa a teoŕıas de campos
relativista, también funciona.
En esta tesis, la densidad Lagrangiana de Pais-Uhlenbeck con un campo escalar con derivadas
altas, que da lugar a un modelo inestable, es considerada como base para un modelo de juguete.
Demandando que el Lagrangiano sea un escalar de Lorentz, aśı como de requerir que las propiedades
de transformación de ambos, DOFs inestable y estabilizador, sean consistentes con la ligadura
cinética que controla la inestabilidad, se concluye en primera instancia que el campo estabilizador
debe ser de hecho un campo vectorial. Esto último es motivado para hacer plausible una extensión
a teoŕıas interactuantes con derivadas altas. Es decir, la inestabilidad cinética debe ser controlada
al nivel de la teoŕıa libre, de tal manera que el propagador de Feynman no evidencie un ghost DOF.
Debido a que la ligadura cinética que se impone al modelo es clave para la estabilización, una
formulación Hamiltoniana con ligaduras es adoptada para el análisis. Esta aproximación permite
evaluar las propiedades de la inestabilidad de Ostrogradsky como se ha hecho previamente en la
literatura, por tanto, haciendo evidente una extensión exitosa de las propiedades de estabilización,
al menos en el modelo de juguete considerado. Adicionalmente, se identifican los grados de libertad
f́ısicos propagados por la teoŕıa y el Hamiltoniano f́ısico escrito en términos de estos últimos, resulta
ser postivo y acotado inferiormente en cierta región del espacio de parámetros. En particular, de
demandar la estabilización, resulta una relación muy interesante entre el parámetro de acople del
término con derivadas altas (α) del campo escalar inestable y la masa del campo estabilizador (m).
La condición es una cota inferior para el primero, del tipo α > 1/m. Esta última relación, aunque
completamente inesperada, resulta más enriquecedora para la interpretación de la nueva estructura
de derivadas altas, porque esta daŕıa idea de la escala de enerǵıas a la que estos nuevos términos
podŕıan resultar importantes.
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1 Introduction
The most of the fundamental theories are written in terms of a Lagrangian that includes at most first
order derivatives of the dynamical variables, but there seems to be no fundamental reason to start in
that way besides the well-known appearence of ghosts in quantum theories [1]; propagating degrees
of freedom with the ”wrong” sign in the Feynman propagator, which signal a highly unstable, non-
physical theory [1, 2, 3, 4, 5]. However, some very specific higher-derivative models have been found
to be stable in this sense [6, 7, 8, 9, 10, 11, 12, 13], they avoid these peculiar ghosts, a instability
also called as ”of Ostrogradsky” [14, 15], which signals that the only possible fundamental reason
to avoid higher derivatives, may just give further insights on how to build theories without ruling
them out.
It is also truth that simpler models, e.g. those without higher-derivative terms, whose predictions
seem to be in good accordance with the observed phenomena are preferred, and this is in indeed
a good first approach. But it should be considered that at some point new phenomena may be
observed, such that the mathematical structure that was up until that point conferred to the
fundamental theories, may no longer be enough. Even worst may be the case in which trying to
avoid a more general but unfamiliar formulation, cumbersome paths are taken in defense of a more
convenient approach that so far had worked well, and that is convenient, precisely because enough
time has been given for it to be understood.
The ideal approach would be to have a conclusive fact deciding instead of us, and our perhaps
distorted sense of aesthetics, whether higher-derivative terms should or not be included. In this
regard, progress with higher-derivative theories has to be made in order for them to be tested.
Furthermore, there are already indications of the need of higher-derivative structure, for instance,
in perturbation theory for gravity, as it is pointed out by Hawking [16]. In any case, it would be
surprising that an assumption made so long ago, starting with second order equations of motion
[2, 3], does not ever need to be changed, because when restricting to low-derivative theories an
implicit assumption is being taken without proof: the dynamics to be described does not need of
higher-order derivatives. This is a very strong assumption that is easy to forget with the many
successful results encountered so far in physics, just by restricting to the lower-derivative case.
Now, accordingly with these ideas, specially those first remarked in [16], research in general proper-
ties of higher derivative theories [1, 17, 18, 19, 20, 21, 22, 23], modifications of the Standard Model
[24, 25], as well as theories of quantum gravity including higher derivatives [26, 27, 28, 29, 30, 31,
32, 33], and their implications in cosmology [34, 35, 36, 37, 38] has increased significantly in recent
years. The later have also been motivated by the recent observation of gravitational waves that set
limits in these modifications to general relativity, among which, many higher-derivatives theories,
as Horndesky, have been even ruled out [35, 36].
Nevertheless, any progress for this topic is expected to be very slow, because it is unknown territory
in many aspects. Interpretation may be the most difficult barrier, because assigning an interpreta-
tion in a theory to a new object, only can come after understanding how that new object enters in
the existing theories, i.e. how it interacts with the already known objects and how the outcomes
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are modified. Even worst is for that new concept, if its naive introduction poses immediately
problems that seem to be related to the object itself, when, however, it could be that the previous
construction methods are inappropiate to introduce the new concept.
The latter may be the case for higher derivatives. This is: firstable, the interpretation has, in
general, not been assigned yet. Second, these models are not well understood because in some cases
they lead to theories with nice properties, while in many other cases they do not. Furthermore,
what leads to theories with nice properties, from now on called ”stable”, and to unstable theories,
is also not completely understood. Therefore, it is possible to think that the ”objects” themselves
- the new higher-derivative structure being conferred to the theories - is not the problem, but the
way in which the structure is being introduced.
Important advances regarding the second problem have been obtained recently in [39, 40, 41],
where some conditions for the higher derivative theories to be stable have been proposed. These
are only valid for classical models with a finite number of degrees of freedom (dof s), and a formal
extension to field theories has not been established yet. Furthermore, they can be understood as a
modification of the methodologies in which the new structure, higher derivatives, had naively and
unsuccessfully been introduced up until now. What remains to be seen, is if that methodology for
finite dof s, is just a limiting case of a broader and more general methodology that still needs to be
formulated, that would allow the higher-derivative structure to be introduced into field theories,
also making them susceptible to be quantized.
Despite the previously mentioned conditions may not be the only possibility to reach stable higher-
derivative theories, they are in fact the only well established methodology that has been proposed
so far, and there are some authors that held the opinion that it is indeed the only possible way
to reach the above-mentioned objective [2, 3, 39, 40, 41]. For that reason, the intention with this
thesis is to contribute to the understanding of how the introduction of these new structures by
means of these new methodologies, can be made consistent specifically in continuum field theories.
A general extension of the methodologies is not in the objectives of this introductory approach,
and therefore, only some, very particular models are proposed.
Knowing before hand that higher derivatives introduced carelessly in a theory lead to instabilities,
the next less naive approach has been taken. This is: the proposed toy models have been built by
starting from a naive extension of the methodologies given in [39], even if they were only intended
for finite dof s. A constraint between the two fields arises in the system, because the methodology
requires a very special kind of coupling between a stable low-derivative field, and possibly, we claim,
a field whose dynamics require higher-derivatives to be described. In short, this will turn out to be a
system with constraints, and hoping to acquire some insight about the interpretation, the extended
Hamiltonian formalism with constraints has been taken. In this formalism, a physical Hamiltonian
of the initial system is found by defining the Dirac brackets and writing a new set of variables that
are canonical in these new brackets. This equivalent system has much nicer properties that greatly
simplify the analysis of the dynamics of the system. Furthermore, they allow to check the stability.
Some models with finite dof s have also been studied mainly motivated for further interpretation
of the results obtained in field theory.
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Finally, it has been verified that after some subtleties regarding the construction of the field theory
model and in particular the transformation properties of the stabilizer field, it is possible to build a
classical continuum field theory that can, in principle, be brought to the starting point of a higher-
derivative quantum field theory. The quantization is done in the canonical formalism, because the
already found Physical Hamiltonian, that served for the stability analysis, and the Dirac brackets,
are the main objects in this scheme.
Furthermore, precisely related to the interpretation of this new structure, it turns out that the only
way to stabilize the higher-derivative scalar field for this particular toy model, forces a relation
between the coupling parameter of the higher-derivative scalar field (α), and the mass parameter of
the stabilizer field (m). The condition is, at least for this particular field toy model, not the most
interesting upper bound, but only a lower bound of the kind α >
1
m
. However, the existance of such
relation was unexpected and more meaningful for the physical interpretation of higher-derivative
terms.
Even though it is not claimed that this kind of relation should appear in every possible stable
higher-derivative field theory. The sole fact that this toy model with these interesting properties
exists, speaks about possibly physically interesting higher-derivative theories, that include such
kind of relations. If some higher-derivatives are needed to describe some dynamics in a physical
phenomema, this situation would be much more interesting than a completely ”disconnected” term,




Identify the source of the stability in the sense of Ostrogradsky, for some particular higher-order
Lagrangians with a finite number of degrees of freedom (HTDt - fDOF), characterize this source
giving it a physical interpretation and recognize the difficulties involved when extending this suc-
cessfully stable conditioned HTDt - fDOF to Lagrangians with infinite degrees of freedom (HTDt
- iDOF) as a way to understand the possible extensions to quantum field theory.
2.2 Specific Objectives
• Understand the mechanism through which the classically imposed conditions on the HTDt -
fDOF Lagrangians, successfully guarantee the stability of the associated theories.
• Recognize possible difficulties when extending successfully stable conditioned HTDt - fDOF
to infinite degrees of freedom (iDOF) and identify the source of these potential, stability-
instability changes [2, 3], when carrying out the extension.
• Perform the quantization of the particular HTDt - iDOF that have inherited the stability
properties of the corresponding finite degree of freedom counterpart, as a first approximation
to scalar field theories.
• Examine the vacuum stability of the quantized HTDt - idf
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3 Theoretical framework and recent advances in Higher-order time
derivative theories (HTDt)
In this section, important advances on current research on HTDt are thoroughly examined and the
basic ideas about fundamental concepts to be employed later are reviewed. Upon the former, all
the results and contributions to the subject, that shall be exposed in section 4, will be based.
To begin with, a brief introduction to Higher-order time derivative theories (HTDt) is given. The
whole introduction to the topic is presented in the simplest possible scheme, which is classical
mechanics with finite degrees of freedom. This will later help to emphasize, when the instability is
discussed, that the fundamental problems arising in HTDt do not only appear when quantizing the
theories. Then, the emergence of the instability and its consequences to the theories, followed by a
detailed development of the fundamental ideas about estabilization and common missconceptions
about this procedure, are carefully studied.
This review, along with a section on quantization of theories with constraints, shall serve as a basis
for the later discussion and will also be the foundation for new ideas to be proposed, regarding the
interpretation of the whole stabilization procedure (See sections 4 and 5).
3.1 Introduction to HTDt
The most of the theories that have been written to describe fundamental processes in nature, can be
deduced from a Lagrangian with derivatives that at most, include first order in the time derivatives.
With this in mind, by definition, every Lagrangian with more than one time-derivative shall be
included in the set of higher-order time derivative Lagrangians. These, by means of the least action
principle, lead to higher-order time derivative theories (HDTt) [2, 3].
Definition 3.1 (HTDt) A higher-order time derivative theory results from a higher-order time
derivative Lagrangian, by considering the least action principle. The Lagrangian cannot be trivially
reduced by partial integration to an equivalent one with low-order time derivatives, otherwise it leads
to a normal theory as opposed to HTDt. [2, 3, 39, 40, 41]
Even though the instability will be discussed in the following sections, it is worth mentioning the
main ideas at this regard before getting into the details.
Theorem 3.1 (Ostrogradsky’s theorem) A non-degenerate, higher-order time derivative La-
grangian, leads to a theory with an Ostrogradskian instability [2, 3], which is a kinetic instability
with an arbitrarily fast time scale [6].
The Ostrogradskian instability, can be tracked to a linear term in the Hamiltonian that makes it
unbounded from below [2, 3, 39], and as will be further explained, leads to negative norm states or
lost of unitarity in quantum theory.
These ideas are made precise in what follows and some examples of the Ostrogradskian instability
are also considered.
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3.1.1 Higher-order time derivative lagrangians with a finite number of degrees of
freedom
Consider a Lagrangian that depends on one degree of freedom and its N time derivatives. Denoting
x(i) as the i-th time derivative, the Lagrangian is written as:
L = L(x, x(1), . . . , x(N)) (1)
Following the definition given in section 3.1, the Lagrangian (1) cannot be trivially integrated to
obtain an equivalent low-order Lagrangian1. On the other hand, let us consider a non-degenerate











6= 0, which implies that there exists a function A = A(x, x(1),
. . . , x(N−1)) 6= 0, i.e. it is possible to solve for x(N) = A(x, . . . , x(N−1), PN ) [2, 3], where the
conjugate momenta PN will be defined later. In other terms, this condition means that the equations
of motion are of order 2N, that the Hessian matrix has non-vanishing determinant. This is relevant
to identify the source of the instability and also, to identify the ways to estabilize these theories
without making them trivially reducible to low-order Lagrangians, leading to second order equations
of motion.2
The equations of motion are derived as usual, by means of the least action principle. x(t) and
x(1)(t), . . . , x(N−1)(t) are fixed at the boundary ∂. With all this in mind, for a general variation δx,









































The equation (3) gives the equations of motion for a general N-order Lagrangian under the assump-
tion that the degree of freedom, as well as its N-1 time derivatives are kept fixed at the boundaries.
1The equivalence between Lagrangians differing by total derivatives, is provided at the level of equivalent equa-
tions of motion, when the least action principle is taken into account.
2Further explanation regarding the non-degeneracy, is given below in an example involving the Pais-Uhlenbeck
Oscillator.
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Also notice from equation (3), that the equations of motion are of order 2N, and thus, the phase












This selection generates time evolution by means of the Hamiltonian built by the Legendre trans-
form and the Hamilton equations of motion. However, particularly in field theory, there are non
trivial options that are going to be considered for a discussion in section (4.2). Therefore, as an
aside, the following possible definition of canonical fields is introduced for future reference [42]:
Pµ1...µi =
∂L
∂(∂µ1 . . . ∂µiϕ)
− ∂µi+1Pµ1...µiµi+1
i = 1, . . .m− 1 , being m the highest derivative in the Lagrangian density
Pµ1...µm =
∂L
∂(∂µ1 . . . ∂µmϕ)
(5)
The Hamiltonian density is built using these definitions, as usual, by means of the Legendre trans-
form. Since this is just an extension to fields that would unecessarily complicate the following
introduction to the Ostrogradskian instability, we come back from this detour to finite dof s.
It is also worth mentioning that in theories with constraints it is necessary to adopt for consistency,
as a first approach, an ”extended Hamiltonian formalism” [43, 44, 45, 46, 47]. The basic ideas are
reviewed in section (3.4).





(i) − L(x, x(1), . . . , x(N))
H = P1X2 + · · ·+ PNx(N) − L(X1, . . . , XN , x(N)) (6)








Before going on with the basic ideas about HTDt, let us consider one example to help clarifying
the whole idea: the Pais-Uhlenbeck oscillator. This model will be recurrent throughout this work
and corresponds to N=2, i.e. Lagrangian with time-derivatives up to order 2.
• Pais-Uhlenbeck oscillator. N=2: The general Lagrangian is 3,
L = L(x, x(1), x(2))
3Recall that the notation x(i)(t) stands for the i-th time derivative of x(t).
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Let us consider what happens if the Lagrangian is degenerate. Applying expression 2 or its






Which implies that the equation of motion reduces trivially to the one obtained for a La-
grangian of the form L = L(x, x(1)). Note that for degenerate Lagrangians, it is not possible
to solve for x(N) = A(x, . . . , x(N−1), PN ) because x(N) does not even appear in the equations
of motion. However, for N=2, a well known case is recovered, i.e. x(2) = A(x, . . . , x(1), P1),
which is simply the expression for the acceleration [2, 3].
With this in mind, requiring nondegeneracy, the equation of motion is of fourth order, which
implies a totally different form in comparison with the usual Newton’s equation, x(4) =
F(x, x(1), x(2), x(3)) [2, 3].
Having considered the general implications of a non-degenerate second order (in time) La-
grangian, let us examine the Pais-Uhlenbeck oscillator.
Definition 3.2 (Pais-Uhlenbeck oscillator) The Pais-Uhlenbeck [15] oscillator is defined
by the Lagrangian.









This Lagragian, gives the equation of motion,
ε
w2
x(4) + x(2) + w2x = 0 (10)
whose solution can be expanded as x(t) = C+ cos(k+t)+S+ sin(k+t)+C− cos(k−t)+S− sin(k−t),















Writing the Hamiltonian by means of the usual expression (6) but with the extended definition
for the canonical variables as in (4), the Hamiltonian can be rewritten in two different ways
[2]:
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where the term P1X2 is linear in P1, signaling an unboundedness from below for the energy.









1− 4εk2−(C2− + S2−) (13)
It is evident in (13), that the second term carries negative energy, due to the ”wrong” minus
sign in front of it. However, one may argue that the Hamiltonian may not be the energy
in these extended theories. At this regard, the canonical variables selection made by Os-
trogradsky, here shown in (7), solves this problem, because it is possible to verify that this
Hamiltonian generates time evolution, which allows us to identify it with the energy.
Another important property of the Pais-Uhlenbeck oscillator, is that it can be rewritten as
two different harmonic oscillators, one of them carrying negative energy [7, 9, 10, 11, 16], just
as it is suggested by the form that takes the Hamiltonian in equation (13). This property
will be of ample use later in section 4, and therefore, it is worth giving some details.







(ẋ22 − k22x22) (14)







It is easy to verify that under the following transformation (16), the equation (14) is in fact
the Pais-Uhlenbeck Lagrangian (17).
x1 = (∂
2
t − k22)x x2 = (∂2t − k21)x (16)
Applying the equations (16) to (14), there is only one extra term of the form
...
x ẋ that in
fact only differs from ẍ2 by a total derivative, and therefore, under the equivalence of both









Notice that (14) is, as previously mentioned, the Lagrangian for two decoupled harmonic
oscillators. However, one of them, (x2), has the ”wrong” sign. Signaling again that this mode
carries negative energy.
The simple fact of a term carrying negative energy in the Hamiltonian (see (13), or the
corresponding Lagrangian (17)), which can also be traced out to a linear term in the conjugate
momenta (see (12)), lies at the very center of the instability problem.
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3.2 The Ostrogradskian instability
The Ostrogradskian theorem is sometimes considered as a quite general restriction to develop
fundamental theories with higher derivatives [2, 3, 8]. In what follows, the arguments that are
usually exposed to support the latter, are reviewed. Most of the introductory ideas presented in
this section, are largeley based on recent contributions, as in [2, 3, 6].
Before going into the details, it is worth pointing out that a way to avoid all the disadvantages to
be exposed in brief, can be bypassed by allowing the Lagragians to be degenerate while involving
a special kind of coupling to other degrees of freedom [2, 3, 39, 40, 41]. This kind of degeneracy
does not lead to a trivial reduction into a low-order time derivative theory and therefore may serve
as a basis for new theories with better renormalization properties4, among others [6, 16, 39]. In
section 4 some contributions to the interpretation of these stabilization procedures, as well as an
application to the construction of a stable higher-derivative quantum field theory, are given.
The following review on the instability properties of HTDt is divided into two parts. The first
section gives the fundamental ideas about the instability, which apply not only to quantum theory
but also to classical mechanics, and therefore are approached from the latter formalism. This
approach is based on the idea that a classical theory is quantized (which has a lot to do with the
historical development), but the full meaning of the instabilities should instead arise fundamentally
from quantum theory, and then by the Correspondance Principle should converge to classical theory.
However, both approaches are equivalent stating that the instability survives quantization (and
second quantization)[3], or that the instability in quantum theory survives when the classical limit
is taken.
The second part of this brief review is completely devoted to the instability implications that only
pertain to quantum theory, or that are better understood in this formalism.
3.2.1 General implications of the Ostrogradskian instability
To begin with, let us recall the general form that takes the Hamiltonian for a non-degenerate
Lagrangian with up to N time derivatives and only one degree of freedom, L = L(x, x(1), . . . , x(N)):
H = P1X2 + · · ·+ PNA(X1, . . . , XN , PN )− L(X1, . . . , XN , x(N)) (18)











4The same criteria to realize that a higher derivative field, not coupled to other dof s, propagates ghost dof s,
can be used to form a basic idea of the renormalization properties of HTDTs. This is, since the equations of mo-
tion for a higher derivative field are of higher order, and the Green’s function is the inverse of the differential op-
erator, one expects that the Feynman propagator in momentum space, goes as the inverse of higher powers of mo-
menta than 2, then the superficial degree of divergence may be better behaved and the UV behaviour of these the-
ories may be better than lower derivative theories. Nevertheless, this is a very rough idea that has indeed many
subtleties. For details on renomalization properties of higher derivative field theories, see for instance [26].
5For details on this formulation, see section 3.1
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In equation (18), the explicit function A = x(N) is written, as a consequence of the non-degeneracy.
However, note that, in all the other terms, the canonical variables Xi are not invertible in terms
of the conjugate momenta Pi, and therefore, they entail the unboundedness of the energy spec-
trum6. Since any Pi ( 6= PN ) is not functionally dependent to another conjugate momenta, neither
quadratic, it can be very high while Xi+1 is in turn low, while keeping the state in the same energy
hypersurface. These linear momenta in the Hamiltonian (18) are called Ghosts, and its implications
are easily seen in specific models.
For instance, consider again the example shown in section (3.1), about the Pais-Uhlenbeck oscillator
(P-U). It was shown that the Lagrangian can be written as that of two harmonic oscillators where







(ẋ22 − k22x22) (20)
When going to the Hamiltonian formalism, it is evident that for a constant energy, x1 modes can
excite to arbitrarily high energies, while the x2 ”excite” to very negative ones, in order to make up
for the energy taken by x1. Furthermore, as noted in [3], as more excited x1 gets, more ways are
open for the negative oscillator x2 to compensate the difference and keep the system in the same
energy hypersurface in phase space.
The latter can be understood in the following way. If one restricts to the x1 and p1 sector of the
phase space (being p1 the conjugate momenta associated with x1), as p1 grows, more states are
created in this sector of the corresponding energy hypersurface. To clarify this, consider the usual






. If |~p| grows,
the perimeter of the ellipse grows, which in general would be stated as: the number of microstates
in the energy hypersurface has increased. In this little detour from the main example, the energy
has in fact changed for the normal harmonic oscillator, because the amplitude of oscillation has
increased. However, in the P-U oscillator, there is still another possibility, which is what makes
these theories different. Recall that we have restricted to the x1 and p1 sector of the phase space,
and then, let us now explicitly consider the sector x2 and p2. In this sector, the energy created is
negative, or equivalently, the surface of the hypersurface could be understood to count to the total,
as negative, or in other words, the number of microstates in this section of the hypersurface, could
be asigned with a negative sign, though they count indeed and the system can occupy states in this
sector. With all this in mind, it is easy to see that, while staying on the same energy hypersurface,
the number of microstates increase for larger excited modes of x1 and x2, since additional area (∝
number of microstates) created in the hypersurface (given a certain reference), can vanish identically
between the two sectors. The latter is usually characterized in the literature [2, 3], as:
• Large |~p| do not decouple.
First, note that no interaction has been brought to discussion yet. Therefore, it is important to
clarify that all the positive - negative energy exchange, between the modes, that has been described
6The unboundedness of the energy spectrum is granted, when the Hamiltonian is recognised as the energy.
This is non-trivial for these extended HTDt, and thus, a simple proof will be given at the end of this section.
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above as ”made by hand”, is in fact quite real whenever the two sectors interact (by means of an
intercation term). This can be stated as:
• The negative energy modes are not observable whenever there is no interaction, but if the
positive and negative sectors couple, the instability becomes important.
Notice that the above-mentioned creation of microstates in phase space is, as noted in [2], favoured
by entropy production. One can also notice that this fact is independent of the energy reference
itself. Thus, if a vacuum is defined in these non-stabilized theories, it immediately decays in many
particles of positive and negative energy, while keeping the total energy 0.








w2x2 instead of x1 and x2. This should emphasize how grave the instability
is, given that the same variable creates both, positive energy as well as negative energy modes.
This becomes clearer in quantum theory, where the variable can be written in terms of two pairs
of creation and annihilation operators. One pair for negative energy, and the other for positive
energy. However, this is further specified in the next section 3.2.2 and fully developed in 4 where
a free Pais-Uhlenbeck quantum field is quantized.
• The same variable creates both, positive energy as well as negative energy modes.
Another way to characterize the instability, is, as pointed out in [6],
• The Ostrogradsky instability is a kinetic instability with an arbitrarily fast time scale.
The latter comes from the fact that the number of microstates in the energy hypersurface does
not strictly depend on the parameters of the interaction but on the only fact that there exists an
interaction. Then, the instability seems to have an ”arbitrarily fast time scale” [6].
3.2.2 Restricted implications of the instability to quantum theory
As has been pointed out previously, some implications of the instability that apply to classical
theory, have a direct counterpart in quantum theory, where as will become apparent, are somewhat
more natural to interpret. Let us start with those previously discussed.
• The vacuum decays into an even growing number of particles with positive and negative ener-
gies. All this is driven by entropy production. This is exclusive to interacting theories which
couple the negative and positive sectors, allowing for the exchange of energy [3].
• The P-U operator is x instead of x1 and x2 separately, and then, it can be written in terms
of a pair of creation and annihilation operators. One of them creating particles of negative
energy, while the other pair, creates particles of positive energy.
The latter implies that for a local interaction, the two sectors (+ and - energy) become coupled,
leading to the instability [3].
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Given that a vacuum would decay in an un-stabilized HTDt, it is not clear how to define it. As the
vacuum decays in many different states of many postive particles with their counterpart, negative
energy particles, while keeping the reference energy level at 0, it could be said that the vacuum is
not unique, which is not allowed in quantum theory. This will be one of the problems to tackle
when stabilizing HTDt.
On the other hand, let us see what happens if a vacuum is naively defined for the Pais-Uhlenbeck
quantum oscillator [2, 3, 7], that was defined in section 3.1.
• Consider a Fock space built by the direct sum of the subspaces of x̂1 and x̂2, i.e. by the
pairs b̂†1, b̂1 and b̂
†
2, b̂2 respectively. Then, let us define the vacuum, |Ω〉, as that annihilated
independently by b̂1 and b̂2; this is:
b̂1|Ω〉 = 0 b̂2|Ω〉 = 0 (21)
In section 3.1 the solution x(t) was written as C+ cos(k+t) + S+ sin(k+t) + C− cos(k−t) +
S− sin(k−t), now, promoting it to an operator, writing it in terms of plane waves, and iden-












where the frequencies k1,2 where defined in 11 as k+,− respectively. Note that for the negative
part of the P-U (subscript 2), the creation operator b̂†2 because the plane wave with k2 carries
negative energy modes. b̂1 ∝ Ĉ+ + iŜ+ and b̂2 ∝ Ĉ− − iŜ−. Given the four pieces of initial
data (x0, ẋ0, ẍ0,
...






























¨̂x, takes the form:

















X2 − iP1 − k2P2 (24)
and identifying Pi = −i~
∂
∂Xi
, there appears in fact an unique solution [3, 7, 16],
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This wave function can be normalized and therefore the complete set of normalized states
can be built, but the Hamiltonian has eigenvalues carrying negative energy (With the usual
definition of number operator N̂i = b̂
†
i b̂i)
Ĥ|N1, N2〉 = ~((N1 +
1
2










N2 |0, 0〉 (27)
This is, therefore, the consequence of defining an apparent vacuum in quantum theory for a
HTDt, an ill defined energy spectrum. Even if the negative energy is not observable, upon
interaction the two sectors would couple, giving rise to the vacuum instability. To emphasize
the latter, consider the case of ”a vacuum state”. One expects it to be the lowest energy
state, e.g. to have 0 energy, but there are infinite possibilities to obtain that result, then a
vacuum would be degenerate, or also, a lower energy state can always be found.
On the other hand, as [3, 7] point out, there is a way to bypass the ill defined energy spectrum prob-
lem. Nevertheless, it entails another difficulty to the theory, which is perhaps another interpretation
of the Ostrogradskian instability in quantum theory: lost of unitarity.
• Consider a vacuum redefinition. It will be, from now on in this example, the state that is
independently annihilated by the annihilation operator of the positive energy sector, and by
the creation operator of negative particles; this is
b̂1|Ω〉 = 0 b̂†2|Ω〉 = 0 (28)
following the same procedure sketched above, an unique non-normalizable vacuum wave func-
tion is found [3, 7, 16]. If the Fock space is built upon this new vacuum by means of ((29)),
the states are also non-normalizable. However, the energy spectrum turns out to be ”well”
defined, because it is positive defined, Ĥ|N1, N2〉 = ~((N1 +
1
2




This seems promising but the redefined sector has to be examined more carefully. Since the
vacuum has been redefined by (28), the negative particle-sector of the Fock space, is built by













N1 b̂2|0, 0〉, has the following norm
〈N1, 1|N1, 1〉 = 〈N1, 0|b̂†2b̂2|N1, 0〉
〈N1, 1|N1, 1〉 = (〈N1, 0|b̂2b̂†2|N1, 0〉 − 〈N1, 0|[b̂2, b̂
†
2]|N1, 0〉)
〈N1, 1|N1, 1〉 = −〈N1, 0|N1, 0〉 (30)
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where [b̂2, b̂
†
2] = 1 has been used, as well as the fact that b̂
†
2 annihilates the redefined vacuum
(28).
These are called ghost states [2, 3] and must not be considered in a quantum theory due
to the impossibility of a probabilistic interpretation. Therefore, if one were to project them
out of the Fock space, it would lead to non-unitary scattering processes, as is pointed out
in [2, 3, 6, 7, 9, 10, 25, 29, 40], because as shown above, the scattering process couples the
positive and negative energy sectors, or in other words, nothing avoids to compute the inner
product between well defined positive-norm and a ill negative-norm states in the theory.
The latter remarks can be summarized in the following statement:
• The Ostrogradskian instability leads, in a quantum theory, to an ill defined energy spectrum, or
equivalently, to ghost states of negative norm and lost of unitarity [2, 3, 6, 7, 9, 10, 25, 29, 40].
3.3 Possible ways to stabilize these theories
The main research on higher-time derivative theories has addressed specific HTDT identifying the
parameter space in which these restricted cases turn out to be stable, but without considering the
reason for such stability. Therefore, if all these cases share common properties is not yet known
[6, 7, 8, 9, 10, 11, 12, 13]. Nevertheless, it seems that the only way for a HTDt to be stable in the
sense of Ostrogradsky is when the Lagrangian is degenerate, which is usually claimed to make it
reducible to a lower derivative Lagrangian.
If the Lagrangian is non-degenerate it is possible to solve the phase space variables for x(N) (with






= PN [2, 3]. With this conditions, L does not give just 2nd order
equations of motion as the well known case of first time derivatives in the Lagrangian. However,
there is a subtlety in this analysis. On this regard, Motohashi et. al [39] and Klein [40] have
separately found very general rules, that rely on degeneracy, for Lagrangians with multiple and
finitely many DOFs that interact in a very particular way, which guarantee the associated theories
to be stable and not trivially reducible to lower derivative theories. In the next section the general
idea is shown.
3.3.1 Conditions on fDOF Lagrangians that guarantee stability in the sense of Os-
trogradsky
As was previously discussed, there have been established very general conditions to be imposed
on Lagrangians with a finite number of DOF and higher-time derivatives (HTDt -fDOF), that
guarantee the stability in the sense of Ostrogradsky. Here, the approach followed by Motohashi et.
al [39] is to be presented, even though these conditions have also been reached in a different way
by Klein and Roest [40].
In general, the Lagrangians to be considered are of the following form:
L = L(φ̈a, φ̇a, φa; q̇i, q1) (31)
3.3 Possible ways to stabilize these theories 16
where a = 1, . . . , n and i = 1, . . . ,m, and φ̇ =
dφ
dt
. It must be noted that a conclusion in [39],
is that every system containing any number of just ”problematic” variables, here denoted by φa,
without any ”healthy variables” (qa), is unstable if it is non-degenerate. Thus, all the theories to
be considered here will have at least one healthy variable.
• Let us first consider the simplest case of just one healthy variable and one problematic [39].
L× = L×(φ̈, φ̇, φ; q̇, q) (32)
Furthermore, let us define the following constraint Q = φ̇, which will make the things easier
to extend to more DOF, and furthermore, allows the theory to be interpreted as a usual
Lagrangian with constraints. Correspondingly, the Lagrangian will be written (with λ̇ = 0):
L(Q̇,Q, φ; q̇, q;λ, λ̇) = L(Q̇,Q, φ; q̇, q) + λ(φ̇−Q) (33)
Now, recalling that the Ostrogradskian Instability can be identified in the linearity of the
momenta in the Hamiltonian after the canonical transformation has been done, it is better
to begin with the Hamiltonian analysis:
– The canonical momenta are:
P = LQ̇ p = Lq̇ π = Lφ̇ = λ ρ = Lλ̇ = 0 (34)
From the last two equations, we get two primary constraints which only arise because
of the way we have rewritten the Lagrangian and therefore include no further physical
meaning.
Φ = π − λ ≈ 0 Ψ = ρ ≈ 0 (35)
where the ≈ symbol means weak equality; i.e. the constraint is restricted to be zero
only on a certain hypersurface of the phase space [46]. The latter also implies that
{Φ,Ψ} = −1.
Now, the core of the stabilization procedure can be understood as demanding a constraint
between momenta of one of two degrees of freedom propagated by the higher derivative
variable7 and the healthy additional variable in the Lagrangian. Given (33), with Q
being a variable related to the higher derivative one (φ) and q, the healthy DOF, it is
natural to consider an infinitesimal variation of momenta associated to them and impose













7In quantum field theory, this can be easiy seen by computing the Feynman propagator of, for instance, a
higher derivative (HD) scalar field, which can be seen to propagate at least two DOFs, one of them ghost like, due
to a ”wrong” sign in the propagator in momentum space (see [26]). In classical mechanics, let it be field theory or
with finitely many DOFs, this can be seen by rewriting the Lagrangian for one HD variable, in terms of two differ-
ent low derivative variables, one of them with the ”wrong” signs. This was shown with the P-U Lagrangian, as an
example, in section 3.1.
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Where the resultant matrix is the kinetic matrix K. It is possible to see that if this
matrix is not singular, one can solve for Q̇ and q̇ in terms of P and p.
By the Legendre transform, the Hamiltonian8 is:
H(P, p, π,Q, q, φ, µ, ν) = πQ+ PQ̇(P, p, . . . ) + pq̇(P, p, . . . )− L(Q̇(P, p, π, . . . ), q̇(P, p, π, . . . ), φ,Q, q) + µΦ + νΨ
(37)
Following the Dirac programme, which will be introduced for more general cases in the







= {Ψ, H} = {Ψ, πQ+ PQ̇+ pq̇ − L+ µΦ + νΨ} != 0 (38)
{Ψ, H} = {Ψ, µΦ} = −µ→ µ = −{Ψ, H} != 0 (39)
similarly ν = {Φ, H} = 0, and thus, all the Lagrange multipliers are left fixed and there
are no secondary constraints, which permits to see that there is a linear term in the
momenta in (37), πQ, because Q = φ̇ 6= φ̇(π). This is the ghost-like term that gives rise
to the instability (see section 3.2.1) [2, 3, 39]. Thus, it has been shown that the theory
without extra constraints has the Ostrogradskian instability.
Now, it is evident that everything is solved if Q can be written in terms of π. Fur-
thermore, let us note that the terms PQ̇(P, p, . . . ), pq̇(P, p, . . . ) do not contribute to
the instability, because they, in principle, can be bounded in phase space9. This can
only be true, because we identified that the kinetic matrix K in (36) is not singular and
therefore it is possible to solve for Q̇ and q̇ in terms of P and p and other canonical
variables, but not π, which leaves us with no possibility to find some Q = Q(π, P, p, . . . ).
Thus, the condition for stabilization is to impose an additional constraint in phase space
between the canonical momenta10 that avoids to simply invert Q in terms of (P, p, . . . )
but that also includes π. Let us write such constraint and see which conditions have to
be imposed:
Ξ ≡ P − F (p,Q, φ, q) ≈ 0 (40)
With this constraint the Hamiltonian can be rewritten with an additional Lagrange
multiplier, and demanding again stability under time evolution,
Φ̇ ≈ 0 Ψ̇ = µ ≈ 0 Ξ̇ = {Ξ, H} − µFφ ≈ 0
8It is worth emphasizing that if the kinetic matrix is not invertible, the construction of the Hamiltonian in
terms of canonical variables is not possible and an ”Extended Hamiltonian Formalism” [45] is required.
9The fact that the function turns out to be unbounded on P or p, PQ̇(P, p, . . . ), pq̇(P, p, . . . ) in the Hamilto-
nian and consequently be still unstable, is no longer considered as the Ostrogradskian instability, because this kind
of instability relies on the special form of the Lagrangian, and may not be related to higher-order time derivatives.
10This constraint cannot be defined globally [39].
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Finally finding:
π ≈ {Ξ, H0} − FφQ (41)
Where evidently, the canonical momenta π is written in terms of the other variables,
in particular Q, and it can be inverted upon obvious conditions on F , being Fφ =:
∂F
∂φ
and H0 is the Hamiltonian without any constraint nor Lagrange multipliers. Notice the
importance of the ≈ weak equality symbol that does not allow to set µ to zero, before
computing all the time evolution (For more details, see Dirac’s Programme below, or
[44, 45, 46, 47]).
This turns out to eliminate the linearity in the Hamiltonian, therefore eliminating the
Ostrogradskian instability [39, 40]. The latter can be interpreted if one recalls that
the original instability came from the fact that there were infinite possible microstates
compatible with the energy fixed macrostate, which defined a hypersurface. Thus, if an
additional constraint is added, it is easy to expect that the number of possible microstates
that the system can occupy is reduced.
It is also possible to verify that the previously imposed constraint implies [39]:




Therefore, the condition imposed by Motohashi et. al to avoid the Ostrogradskian
instability is: there must exist a constraint between the canonical momenta Ξ ≡ P −
F (p,Q, φ, q) ≈ 0, or equivalently det(K) = 0.
• Now, considering the most general case[39]
L = L(φ̈a, φ̇a, φa; q̇i, q1)
with a = 1, . . . , n and i = 1, . . . ,m, i.e., n problematic variables and m ordinary ones.
Now, the conditions are deduced in a very similar way but being aware of some subtleties
when the constraint analysis is developed. The aforementioned imposition of a constraint
between canonical momenta, here extends to as many constraints as the number of unstable
DOF the Lagrangian includes (n). Thus, the first n conditions are stated as:
Ξa ≡ Pa − Fa(pi, qi, Qb, φb) ≈ 0 (43)
but here, when demanding the time invariance of the constraints, the following relation is
obtained11:
Ξ̇a = {Ξa, H}+ ξb{Ξa,Ξb} ≈ 0 (44)
As pointed out in [39], if the matrix whose components are the Poisson brackets between the
primary imposed constraints {Ξa,Ξb} is invertible, then all the Lagrange multipliers in the
11This is very similar to the equation obtained for the simpler case, but here, there are in fact n time invariance
requirements in matrix form
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Hamiltonian are left fixed and there are not enough secondary constraints to eliminate the
linear momenta. Thus a necessary condition would be that
det({Ξa,Ξb}) = 0 (45)
but, a sufficient, though restrictive condition, would be
{Ξa,Ξb} = 0 (46)
Therefore, a general approach to evade Ostrogradskian instability when there is a finite num-
ber of unstable (n) and stable (m) DOF, is to impose n primary constraints between the
canonical momenta (Ξa) and also demanding that det({Ξa,Ξb}) = 0 [39].
3.4 Canonical quantization with constraints
In section 3.3, the current advances devised in [39, 40, 41] to define a general method, to con-
struct stable HTDt, were shown. It was there emphasized, that the main step of the stabilization
procedure, is to couple the HTDt to another low-order derivative degree of freedom. Therefore,
it is customary to address the quantization procedure keeping in mind, that the systems are by
necessity constrained.
Now, given that the quantization scheme to be employed in this work is the canonical, the correct
definition of the Hamiltonian in the constrained system, is of considerable importance. Thus, in
this section, a brief review on the quantization of constrained systems is presented. The general
purpose will be to give definitions and notation for further sections. The initial part will be devoted
to general definition of singular theories to be used later, as well as theories with first and second
class constraints, the Dirac program, and some theorems which will also be of use later in section
4, when the interpretation of HTDt is considered.
This section of the general review is based on [44, 45, 46, 47, 48, 49, 50, 51, 52], and is by no means
complete.
3.4.1 Singular theories
Let us start by defining the Hessian, by means of which singular and non-singular theories are
classified.





Where L is the Lagrangian, that possibly depends on xi, i = 1, . . . , n with n ∈ N, and on its first
time derivatives12
12This definition will be extended to higher derivatives.
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The Hessian is the determinant of the Hessian matrix:
Hessian = det|Mij | (48)
Now, theories can be classified as singular and nonsingular.
Definition 3.4 (Singular theories) The theory is singular when the Hessian is zero and non-
singular otherwise [45].
According to the stabilization procedure depicted in section 3.3, it is clear that stable HTDt are
singular. This poses a major problem when ”Hamiltonizing” the theory because the Legendre
transform cannot be well defined in terms of only conjugate momenta and generalized variables.




given by the Legendre transform. In order to have the Hamiltonian completely written in terms
of canonical variables, it must be possible to invert the previous relation to give ẋi in terms of the
canonical variables. If the Hessian is zero, Mij is not invertible, i.e.
∂pi
∂ẋj
is not invertible, which
equals to the impossibility of uniquely expressing ẋi in terms of the canonical variables. To put in












































From equation (49), it is clear that if the Hessian is zero, i.e. Mij is not invertible, the equations of
motion for xj cannot be uniquely expressed as ẍj = f(xj , ẋj). To summarize the previous analysis,
it is worth to put the consequences as pointed out in [45]:
Theorem 3.2 (”Hamiltonization” and Cauchy problem for Singular theories[45]) - It is
not possible to go to the Hamiltonian formalism in the standard way, when the theory is singular.
- The Euler-Lagrange equations of motion for singular theories, provided with initial conditions, do
not have unique solutions. The problem can be solved for certain class of constraints, by imposing
their conservation. (The distinction of these cases is made explicit below.)
Now, it is evident that for canonical quantization, something must be done in order to correctly
go from the Lagrangian to the Hamiltonian formalism. One possible way of doing this has been
formally established in a simple way. The whole idea is to address the core of the problem, which
goes back to the impossibility of inverting ẋi in terms of xi, pi. Thus, the simple solution starts
by allowing the existance of some ”primarly unexpressible velocities”(vi = ẋi) which cannot be
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inverted in terms of xi, pi, in the Hamiltonian formalism. This must be understood as formal
extension, and therefore, is usually called ”extended Hamiltonian formalism” [45].
In order to cope with singular theories (which shall be at the main point of the stabilization of
HTDt), the new formalism must include 3n equations that depend on the set of xi, vi, pi, with
i = 1, . . . , 3n (n ∈ N). The notation to be used in section 4 will be based on that followed in [45],
and therefore, it is briefly developed in what follows.
Definition 3.5 (Extended Hamiltonian formalism [45]) First consider a new Lagrangian Lv,
which instead of depending on ẋi, depends on vi, by means of the definition,
vi = ẋi (50)




i − vi). The Hessian Matrix is automatically redefined to Mv
The extended Hamiltonian will be defined by the function14
H∗(x, v, p) = piv
i − Lv(x, v) (51)










Now, just as in the case of HTDt (See the example about the Pais-Uhlenbeck oscillator, given
in section 3.1), there are in general some primarly expressible and unexpressible velocities. It is
important to denote them clearly, therefore, let us adopt the following notation.
Given the Hessian matrix of a singular theory, its rank will be denoted R = rank|Mij |. As usual,
the rank theorem gives n = R+nul, where n is the number of degrees of freedom as defined above,
and Nul is the nullity. It must be noted that the formalism to be reviewed [45], is constructed
upon the free part of the Lagrangian, i.e. the Lint part of L = Lo + Lint is not considered in the
Hessian matrix.
In order to clearly identify the group of primarly expressible and unexpressible velocities, let us
order the variables in such a way that the minor of maximum rank, is on the top left corner of the
Hessian matrix. In this way, the groups of variables are:
Qµ = xµ Πµ = pµ Λ
µ = vµ µ = 1, . . . , R
qα = xR+α πα = pR+α λ
α = vR+α α = 1, . . . , Nul
(53)
Where the determinant of the sub-Hessian matrix of the Q̇ or Λ is 6= 0; i.e., the Λ are the primarly
expressible velocities. It is possible, by definition, to invert Λ = Λ(x,Π, λ), and whenever an
expression is expressed on terms of Λ and Π, or equivalently, when the λ are expressed in terms of
13x, v, p, denote all the xi, vi, pi, with i = 1, . . . , 3n and n ∈ N
14The usual summation convention over repated indices, will be used.
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the latter, the expression will be distinguished with a bar upon it. Now, consider the third set of
Hamilton’s equation for the primarly unexpressible velocities (λ), given in equation (52) and let us










Φ(1)α = πα −
∂̄L
∂λα
(x,Π) = 0 (54)
Where equation (54) establishes a relation between conjugate momenta π and generalized coor-
dinates x, or in other words, (54) are constraints, which will be called Φ
(1)
α . The superscript (1)
denotes that these are primary constraints, because they are implied by the extended Hamilton’s
equations of motion (52). It is important to note that there are as much constraints, as the dimen-
sion of the null space of the Hessian matrix. Equivalently, there are as much vectors in the basis
of the null space, as constraints, and therefore, it would be easy to show that the constraints must
be independent. This is why they are identified with the subscript α = 1, . . . , Nul.
Now, it is possible to eliminate all the primarly unexpressible velocities λ form the extended Hamil-
tonian (51), and therefore, it can be written as,







H(1) = H + λαΦ(1)α (55)
where it is evident that the primarly unexpressible velocities are Lagrange multipliers as coefficients
to the corresponding constraints Φ
(1)
α .The previous analysis can be summarized as follows:
Remarks 3.1 (Singular theories and constraints. Hamiltonian with constraints [45]) - A
singular theory is characterized by a Hessian matrix (Mij) whose determinant is zero. The latter
implies that there are exactly Nul (Nulllity) constraints Φ
(1)
α in the extended Hamiltonian formal-
ism, which are independent. In other words, constraints are included in the equations of motion of
a singular theory (The remark is equally valid for all classes of constraints. These are defined in
the next section).
- The Hamiltonian system of equations with primary constraints, is15:
η̇ = {η,H(1)} Φ(η) ≈ 0
H(1) = H(η) + λαΦα(η) α = 1, . . . , Nullity
(56)
Where η denotes all the possible canonical variables (x, p), Φ denotes all the possible α constraints
as well as the different stage constraints (That so far are only primary-stage, but will be later
expanded to secondary constraints in section 3.4.2), and the ≈ denotes weak equality, which stands
for an equality that is only fulfilled in the corresponding hypersurface in phase space.
15Note that there is a big difference between primary and second class constraints, in comparison with primary
and secondary constraints. They are going to be further specified in next section.
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3.4.2 Dirac’s programme
Based on the definitions and notation given in the previous section, it is straightforward to give a
brief review of the Dirac’s programme [44, 45, 46, 47]. This will be amply used when building some
stable higher derivative field theories in section 4 and also to analyse the procedure. In particular,
it will become apparent that once a HTDT is brought to the point where the Dirac’s program can
be applied, the theory is indeed completely healthy in the sense of Ostrogradsky.
In this work, the constraints that make a HTDT singular, are those which are time independent.
With this on mind, we shall be restricted to the following:
Φ̇(1)α = {Φ(1)α , H(1)} = 0 (57)
Substituting the definition for H(1) given in 3.1, recalling that the summations convention is being
employed, the following is obatined:
Φ̇(1)α = {Φ(1)α , H(1)}+ {Φ(1)α ,Φ
(1)
β }λ
β = 0 (58)
From (58) it is evident, that if the matrix composed of the Poisson brackets between the pri-
mary constraints, {Φ(1)α ,Φ(1)β }, is invertible, the primary unexpressible velocities (that have become
recognisable as Lagrange multipliers), can be solved in terms of the other canonical variables, and
therefore, the equations of motion can be fully determined given the following Hamiltonian:
H(1) = H + λαΦ(1)α
H(1) = H − {Φ(1)α,Φ(1)β }
−1{Φ(1)β , H
(1)}Φ(1)α (59)
If the latter is not the case and {Φ(1)α ,Φ(1)β } is not invertible, it is not possible to solve for λ
β, which
indicates that the procedure is not complete, because the theory is not fully determined. In order
to proceed, one must notice that rank|{Φ(1)α ,Φ(1)β }|Φ(1)=0 = ρ 6= n and therefore, drawing upon the
Rank theorem, there must exist as many linearly independent vectors uα(k), as Nul2 = n− ρ, which






(k) = 0 (60)






λβ = 0, immediately gives:
{Φ(1)α , H(1)}uα(k) = 0 (61)
which, in principle, give Nul2 equations that relate x and p. As pointed out in [45], some of these
equations may be identically satisfied, and therefore, do not provide new information. Nevertheless,
there must be some relations that do impose new constraints between x and p. The resulting
independent constraints are called secondary constraints and are denoted by Φ(2). Then, the time
independence Φ̇(2) = 0 is again demanded, which can be enough to solve for the Lagrange multipliers
λ. If again, the matrix of poisson brackets between the constraints is not invertible, some additional
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constraints result in exactly the same procedure described above. This procedure must be carried
out up to the stage where the primarly unexpressible velocities (λ) are expressed in terms of x
and p. All the new constraints that may arise if the procedure is continued, are equally called
secondary constraints and denoted by Φ(2). It is important to note that all the constraints that
may result in this procedure, must be included in every step to the definition of the Hamiltonian
given in equation (56). Furthermore, in order to be consistent with the notation, H(1) → H(1,2).
Before going on with further developments, some remarks are in order. First note that all the
constraints are defined as Φ ≈ 0, which, as mentioned above, denotes that the constraints are only
satisfied on the constraint hypersurface in phase space. When an expression is evaluated in Φ = 0,
it denotes that it is on the surface of constraints, or in other words, the expression is evaluated on
a hypersurface in phase space, which is defined by the equations Φ = 0 (Recalling that Φ denotes
all the primary and secondary constraints).
3.4.3 First- and second-class constraints
Definition 3.6 (First- and second-class constraints [45, 44]) - First-class constraints are those
whose Poisson bracket with any other constraint, is zero on the constraint surface.
- Second-class constraints are those which make part of a set of constraints, whose matrix |{Φ,Φ}|Φ=0
is nonsingular
It is evident that if a singular theory possesses only second-class constraints, all the primarly
unexpressible velocities λ are uniquely defined. This can be easily seen from the fact, that at
every stage, after demanding the conservation of constraints on time, the condition for the λ to be
uniquely found, is that the matrix {Φα,Φβ} is invertible. This is, all the constraints found until
that stage, Φ, must be of second-class. If this is indeed the case, it can be shown that all the
constraints can be directly added to the Hamiltonian H(1,2), because all the Lagrange multipliers λ
are solvable. The Dirac matrix, which is the matrix whose entries are the Poisson brackets of all the
constraints admissible by the theory, is obviously invertible in this case. The whole Hamiltonian
in (56) is, therefore, defined as H(1) = H(η) + {Φα,Φβ}−1{Φβ, H(1)}Φα(η), and the equations of
motion are given in terms of the Dirac Bracket η̇ = {η,H}D(Φ)|Φ=0.
It can be shown that a theory with only second-class constraints must exclusively contain primary
second-class constraints. In other words, a theory with second-class constraints, only, can be
completely defined by the Dirac’s programme described above, because the primarly unexpressible
velocities can be deduced through conservation of constraints in time. On the other hand, it is
also possible to show that for this kind of theories there is the possibility to find a canonical
transformation that changes the original canonical variables into another set (ω,Ω), which has two
very well defined kinds of variables: physical ω and non-physical Ω, in the sense that the latter
define the constraint surface by equations Ω = 0. The latter group of canonical variables Ω, are
the same in number as the original number of primary and secondary constraints (of all classes) for
the original set of canonical variables. In summary, for theories with only second class constraints,
it is possible to redefine the theory in such a way that the constraints simply reduce to demand,
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for some of them, to be strictly zero in phase space (This defines the constraint surface); i.e. they
are non-dynamical.
In the next section, the previous review will be extended to the most interesting case of theories
with first-class constraints, which is a possibility to make HTDt stable, but that has not been
considered in this work.
3.4.4 Theories with first-class constraints
Consider the case where the Dirac matrix |{Φ,Φ}|Φ=0 is singular on the constraint surface. Ac-
cording to the definition given above (3.6), theories which admit the latter condition are defined
as theories with first-class constraints. The study of the latter is quite pertinent to HTDt, because
they must be singular and include this kind of constraints, in order to be stable, if higher than
two derivatives in the Lagrangian, are included. This will also imply that these theories essentially
contain a functional arbitrariness, i.e. they are not completely well defined, and therefore, the
conditions derived from the definitions and theorems to be defined in brief, will be understood in
section 4 as a motivation to write sensible HTDt.
For a theory of this kind, the nullity of the Dirac matrix will be defined as Nul3 = NΦ−RΦ, where
NΦ is the combined number of primary and secondary constraints in the theory
16, or in other words,
all the admissible constraints which result after demanding all the conservation of constraints in
time. NΦ is, therefore, the dimension of the Dirac Matrix. RΦ is the rank of the Dirac matrix. Now,
in order to continue with the analysis, let us consider the following statement, which is prooved
in [45] and extends the possibilities of finding particuar sets of physical canonical variables for a
theory with first-class constraints. This theorem will be of major importance for the results given
in section (4), and is a generalization that also applies to theories with only second-class constraints
(For further reference, see [44, 45, 46, 47].)
Remarks 3.2 (Classification of canonical variables [45]) It can be shown that for a theory
with its set {Φ} of all constraints, classified as primary Φ(1) and secondary Φ(2), the canonical
variables η = (x, p) can be transformed to the set η = (ω,Q,Ω), with the following properties:
• There are as many canonical variables Ω, as number of constraints Φ.
• The set Ω, defines exactly the same constraint hypersurface in phase space, as {Φ} did in the
original theory, η = (x, p).
• The set of canonical variables Ω (which also define the constraint surface), can be further
specified as Ω = (P, ϕ), where P are the first-class constraints and ϕ are the second-class
constraints.
Furthermore, the set η = (ω,Q,Ω) can be endowed with more details, or equivalently, we reas-
sure that there exist such a canonical transformation that also provide the following conditions
upon the sets:
16Recall in the notation adopted here [45], this differs from first- and second-class constraints
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– P can be divided into two different sets of primary and secondary constraints P =
(P(1),P(2)). All the variables P are the canonical momenta conjugated to Q.
– ϕ can also be divided into two different sets of primary and secondary constraints ϕ =
(ϕ(1), ϕ(2)), but they are not completely disconnected. The relation is the following:
∗ The subsets ϕ(1) = (v, ψ(1)) and ϕ(2) = (u, ψ(2)), where v and u together, form a set
of canonnically conjugated variables, while ψ(1) and ψ(2) form themselves, two sets
of canonnically conjugated variables.
• ω, on itself, is a set of canonically conjugated variables.
It is worth to emphasize that all the subdivisions of Ω count as canonical variables and constraints
as well, because all of them define the constraint surface. Therefore, the superscript (1), (2) only
denotes that they are canonical variables that also define the constraint surface equivalent to that
defined by Φ(1) and Φ(2).In other words, (P(1), ϕ(1)(v, ψ(1))) are equivalent to the primary con-
straints Φ(1) and (P(2), ϕ(2)(u, ψ(2))) to the secondary constraints that appear at different stages
after demanding the conservation of the primary constraints.
Given the possibility to denote the canonical variables as stated in the remark (3.2), it is possible
to write the Hamiltonian (56) in an useful way, by considering Ω(1) = (P(1), 0), adding the second
constraints (which was shown possible in the previous section) and Taylor expanding it in the new
canonical variables (ω,Q,Ω) around the constraint surface. Since the constraint surface is defined
by Ω = 0, the expansion to first order is:
H(1) = H|Φ=0 + λαΦα|Φ=0 +O(Φ2)
↓ η(x, p)→ η(ω,Q,Ω)
H(1) = H|Ω=0 + λ(1)Ω(1)|Ω=0 + λ(2)Φ(2)|Ω=0 +O(Ω2)
H(1) = H|Ω=0 + λ(1)Ω(1)|Ω=0 +A(2)P(2)|Ω=0 +B(2)ϕ(2)|Ω=0 +O(Ω2)
H(1) = HPhys + λ(1)Ω
(1)|Ω=0 +A(2)P(2)|Ω=0 +B(2)C(1)u|Ω=0 +B(2)C(2)ψ(2)|Ω=0
(62)
Where H|Ω=0, i.e. the original Hamiltonian of the theory without constraints, evaluated at the
constraint surface, is defined as the Physical Hamiltonian HPhys.
HPhys = H|Ω=0 (63)
This is very similar to the procedure that was described in the previous section and therefore, the
name given to this Hamiltonian, attends to important facts to be described below. Let us compute
the following Poisson bracket, between the Hamiltonian expressed as in (62) and the First-class
constraints P, to clarify the last assertion:
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{H(1),P}|Ω=0 = {HPhys + λ(1)Φ(1) +A(2)P(2) +B(2)C(1)u+B(2)C(2)ψ(2),P}|Ω=0
{H(1),P}|Ω=0 = {HPhys,P}|Ω=0 + {λ(1)Ω(1) +A(2)P(2) +B(2)C(1)u+B(2)C(2)ψ(2),P}|Ω=0















{H(1),P}|Ω=0 = 0 (64)
Where the following facts were used: from the remark (3.2), the canonical conjugated momenta to
Q, are P, the conservation of P constraints was demanded, and on the other hand, the physical
Hamiltonian does not depend on the canonical variables Ω, because by definition, it is on the
constraint surface. [45]
Some important conclusions needed in section (4), are given in the following theorem:
Theorem 3.3 (Results about theories with First-class and Second-class constraints [45])
A theory with only primary first-class constraints, implies only secondary first-class constraints.
Similarly, if the singular theory implies only primary second-class-constraints, there will appear
only secondary Second-class constraints.
• It is always possible to find a canonical transformation for the canonical varaibles η = (x, p)
in a singular theory, to another set η = (ω,Q,Ω), where the Ω define the constraint surface
in phase space Ω = 0, the ω evolve with the physical Hamiltonian HPhys = H|Ω=0 and its
solutions are independent of a set of unphysical canonical variables Q, whose evolution depend
on the arbitrary functions λP(1), that cannot be computed by requiring time conservation of
all the constraints admissible by the theory; i.e. the singular theory is not completely defined.
• A singular theory with C = Nullity({Ω,Ω}) (Nullity of the Dirac matrix, in any set of
equivalent constraints, e.g. {Ω}, or {Φ}) First-class constraints, cointains exactly the same
number of arbitrary functions λP(1) that enter the theory as primarly unexpressible velocities.
The fixing of these latter functions, provides total control over the solutions for the dynamical
variables ω of the theory, and this last procedure is considered as a Gauge fixing of what from
now on, will be defined as a Gauge theory.
As will be seen in the next section, many results of theories with constraints will be used. However,
the introduction given above is by no means complete (See [43, 44, 45, 46, 47]).
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4 Results
Despite some field theories involving higher derivatives had been found to be stable in the sense of
Ostrogradsky [6, 7, 8, 9, 10, 11, 12, 13], no fundamental reason for such stability has been found.
One of the problems is that the source of the stability is obscured by the complicated final form
of the theory. In that sense, the conditions for the stability given in [39] in theories with a finite
number of degrees of freedom (f dof s) are quite meaningful. They have isolated the source of the
Ostrogradskian instability and have stated the way in which it can be removed. Furthermore, they
turn out to be quite clear and easy to apply. Nevertheless, these stabilization conditions [39], were
intended only for Lagrangians with finite degrees of freedom in classical theories. Accordingly, up
until now, no model in field theory involving higher derivatives, had been built using this method.
The main contribution to be presented in this thesis, is the construction of a field theory for a real
scalar field including higher derivatives, based on a naive extension of the conditions suggested for
f dof s in [39]. While applying this methodology, some subtleties arise if explicit covariance of the
theory is imposed. In particular, in section 4.2 the problems of the naive extension are addressed,
and a simple suggestion to overcome the difficulties, is given. In fact, based on these analyses, in
section 4.3.6, a continuum field theory of a higher derivative scalar field, coupled in a very specifical
way with a stable, low derivative, vector field, is analysed.
With this toy model, the stability is proposed to be checked by writing the Hamiltonian density and
examining its properties. This is, however, much more subtle than it seems, because the theory has
constraints. In fact, the constraints lie in the core of the stabilization method, and therefore, we
held the opinion that there is no way to avoid a quantization with constraints, if a quantum theory
with nice properties is expected to be reached. By different reasons, some of them explained in due
moment, canonical quantization is the preferred scheme in this work. The main reason is roughly,
that writing the Hamiltonian, the Ostrogradsky’s instability can be immediately identified, as was
explained in section (3) (See also [2, 3, 39, 40]).
Recalling again that there are constraints in these theories, by theorems that were introduced
in (3.4), the existance of primarily unexpressible velocities that cannot be inverted in terms of
momenta, is also guaranteed. These velocities, being not completely defined in the first stage, must
be defined in some way. For this reason, an extended Hamiltonian formalism is adopted, and now
the unexpressible velocities have some meaning in the theory. They are in fact Lagrange multipliers
of the primary constraints, which are fixed by demanding the conservation of constraints in time.
For such systems, Dirac introduced what is now known as the Dirac’s programme [43, 44, 45, 46, 47],
where new Poisson brackets, also referred as Dirac brackets, are formulated.
Based on such construction, by theorems that were also cited in section 3.4, the existance of a set
of variables that are canonical in the new Dirac brackets, is assured. This set of variables has nice
properties to analyse the dynamics of the system. In particular, they are such that the new set
of variables is in fact, the disjoint union of two sets of pairs of canonically conjugated variables.
Furthermore, one of the sets is equivalent to the set of initial constraints, and the variables in this
new set, vanish identically whenever they are demanded to obey the equations of motion. This
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means that the other pairs of canonical conjugated variables, in the other disjoint set, are dynamical
in a trivial constraint hypersurface inside the phase space of field configurations, defined by the
previous non-dynamical set. Here, the triviality is seen more precisely, in a Hamiltonian generating
the evolution of the set of dynamical variables. Following a very suggestive notation of [45], this
Hamiltonian is called the Physical Hamiltonian Hphys.
This brief introduction to the main concepts to be used in this work, also motivates the latter as the
right approach to study the Ostrogradsky’s instability. Specifically, as was commented above, the
difficulties when trying to identify the source of the stability in some higher-derivative field theories
lie in the fact that the final form of the theory, usually does not allow to identify the key properties
leading to the stability [6, 7, 8, 9, 10, 11, 12, 13]. Nevertheless, we count with a perfect point of
view for the analysis of our proposed toy theories. The reason is that, even though we are not sure
of the naive assumption of stability, we do know where to look: the constraint structure of the
theory. This is, based on the procedure given in [39] for finite dofs, we postulate a higher-derivative
field theory. We claim it to be stable by introducing a constraint, then we study the constraint
structure, find the physical Hamiltonian and identify if the new set of physical variables evolve in
a stable way. Since the model without stabilization conditions is manifestly unstable, as can be
seen from a naive Hamiltonization without extended formalism, then, only the imposed conditions
could have lead to the new nice properties of the theory.
These last theories have been brought to a sound place, where canonical quantization to a higher-
derivative quantum (free) field theory, can be considered. Furthermore, it is interesting enough,
that the only way for the field theory to be stable, turned out to put a condition on the coupling
parameter of the higher-derivative term of the scalar field, relating the latter to the inverse of the
mass parameter of the stabilizer vector field. The condition is, at least for this particular toy model,
not the most interesting upper bound, but only a lower bound. However, the existance of such
relation was unexpected and more meaningful for the physical interpretation of higher derivative
terms. They could be interpreted, at least inside the very restricted panorama, allowed by this
simple toy model, as a lower bound on energies at which a higher-derivative term, may indeed,
appreciably describe some dynamics in a scattering process.
Finally, it is worth mentioning that not only in field theories, have the higher derivative models
been studied. Also, some models, which are the finite f dof s counterparts of the field theory, are
addressed at the end of this section. This is done in order to obtain a little more insight about
the results found for field theory. Accordingly, at the end of section for field theory 4.3.6, the
motivation will be further explained.
Let us start by giving a brief summary of the results.
4.1 Brief summary of the results
This summary is intended as a sketchy introduction to the results given in the main sections of this
thesis (4.3, 4.4), in order to make the arguments clearer.
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Only a short analysis will be given at the end of this summary, based on the most important results
while analysing these theories. These will be simply stated as facts and equations to be justified
later, along with a comprehensive analysis in (4.3, 4.4).
The comments given above, in the introduction to section (4), provide the ideas behind the following
results and set a motivation for the used methodologies. The general conclusions are given in section
(5).
Higher-derivative field theory
As has been remarked before, some field theories including higher derivatives have been found to
be stable under certain conditions to their parameters [6, 7, 8, 9, 10, 11, 12, 13], however, the origin
of their stability has not been analysed. This problem is in general difficult to address because
the cited models are of remarkable difference, possibly making an unified approach at least very
cumbersome. However, since the main intention is to devise at least one methodology to build stable
higher derivative theories, the following straightforward approach is considered in this introductory
work:
There is a widely known model, the Pais-Uhlenbeck oscillator, which in its extension to field theory,
gives a generalization of the Klein-Gordon equation and is unstable in the sense of Ostrogradsky
[2, 3, 4, 5, 39, 40, 41]. We consider this as the basis for a yet to be built toy model. The
additional terms that we claim, are needed for the model to be stable, are introduced as a function
F which depends on the Pais-Uhlenbeck (P-U) field ϕ, their derivatives, another field κ and their
corresponding kinetic and mass terms.
L(ϕ(x), κ(x)) = LP−U (ϕ(x)) + F(ϕ(x), κ(x))












The reason to consider such an additional field κ(x), is that we are taking the minimal extension of
the stabilization conditions recently proposed in [39], for classical models with finitely many degrees
of freedom (See section 3), in which a primary constraint between the momenta of the unstable,
higher derivative field ϕ and the momenta of a low derivative field, here κ, must be imposed in
order to control the Ostrogradskian instability.
The form of the function F(ϕ(x), κ(x)) is expected to be reached by means of the cited stabilization
conditions [39], and at the end, we want to check whether the extension to field theory of such
procedure, indeed works.
For matter of simplicity, let us introduce the following definition,
ψµ(x) := ∂µϕ(x) (66)
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and impose the latter as constraints on L(ϕ(x), κ(x)), with Lagrange multipliers λu (µ = 0, 1, 2, 3):





wϕ2 + F(ϕ(x), κ(x), ψµ(x)) + λµ(ψµ − ∂µϕ) (67)
With the Lagrangian as in (67), the Hessian matrix (See 3.4) turns out to be degenerate. This
degeneracy is just a result of the trivial constraints that have been introduced and therefore, have
no physical implication.
To define the form of the stabilizer function F(ϕ(x), κ(x), ψµ(x)) it seems to be necessary, as with
finitely many degrees of freedom, to demand an additional constraint as described above, between
the momenta of the unstable, higher derivative field ϕ and the momenta of the low derivative field
κ. Thus, defining the momenta as usual PΦa :=
∂L
∂Φ̇a
(with Φa ∈ {ϕ(x), κ(x), ψµ(x), λµ(x)}), we











The reason to demand the constraint of Pκ with Pψ0 and not with Pψi (i = 1, 2, 3) is widely
explained in section 4.2 and 4.3, motivated by the discussion in section 3. The rough idea is that
the Ostrogradskian instability is expected to arise from a linearity of the momentum Pϕ in the
Hamiltonian when taking the Legendre transform of L, and therefore, we hope to fix the instability
by having Pϕ∂0ϕ = Pϕψ0 non-linear in Pϕ
17. Furthermore, the constraint is not imposed directly
with Pϕ, basically for the same reasons given above, but also because this momentum is already
constrained to be −λ0, given the convenient introduction of constraints and Lagrange multipliers
λµ by means of which the Lagrangian has been rewritten as in (67).
For the sub-matrix of the Hessian (67) to be degenerate, only time derivatives of the stabilizer field κ
are required in the Lagrangian. Since we are interested in toy models that may motivate extensions
to relativistic QFT, we demand the Lagrangian density to be a Lorentz scalar and therefore, spatial
derivatives of κ should also enter at least in its kinetic term. Furthermore, this stabilizer function
should include a term of the form η(∂µψ
µ)∂νκ. This is the simplest structure that this term can
take if we demand degeneracy (See section 4.2). But again, for this term to be Lorentz scalar, η
should in fact be a four vector such that ην(∂µψ
µ)∂νκ.
In a theory with just scalar fields, we would be obligued to include an additional ην in the theory,
which in fact breaks the covariance that we were trying to impose by means of a preferred direction,
17This can already be seen by referring to the final constraint content of the toy model that is being motivated
with the present discussion. Just for future reference and to make plausible this rough argument, that is deepened
in sections 4.2 and 4.3, the constraint we refer to, is: Ξ1(x) := mA0(x) +
g
α
(Pϕ(x) − ψ0(x)) − ∂iPAi(x) ≈ 0 in
equation (72). Notice that on-shell, ψ0(x) := ∂0ϕ(x) can be rewritten in terms of Pϕ, which would make Pϕψ0 non-
linear and possibly bounded from below in Pϕ. The other arising linear terms in Pϕ are of no real meaning in this
out-of-context deiscussion. One must recall that this is just a constraint out of other constraints that altogether
will give rise to secondary constraints. Further subtleties of this boundedness or unboundedness contribution to the
Hamiltonian density, are discussed in 4.3 when restricting the parameter space for the theory to be stable.
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specifically, a directional derivative in the Lagrangian: ην∂νκ. Thus, after some subtleties and some
additional arguments regarding the tensor rank of the momenta that should be constrained, which
are further discussed in section 4.2, the way to achieve the constraint and keep Lorentz covariance
is to demand κ to be a vector field. These subtleties do not arise in non-relativistic theories and
therefore were not anticipated in [39, 40, 41].
Altogether, one finds that F(ϕ(x), κ(x), ψµ(x)) should in fact be F(Aµ(x), ψµ(x)), including kinetic
terms for the vector field and the stabilizer term g(∂µψ
µ)∂νA
ν , with g as a coupling constant.
Since the latter term would already break U(1) global symmetry, and this is just a toy model in
which we desire to understand the basics of stabilization of Higher derivative theories, there is no
fundamental reason to make things unnecessarily difficult by imposing, in some cumbersome way,
the U(1) symmetry and promote it to local, to reach gauge invariance. Therefore, we can also




µν (with Fµν = ∂[µAν])
and (∂µA





µν does not include Ȧ0, which would make impossible for the constraint
between Pψ0 and PA0 (before analysed as Pκ) to exist, if ψ0 is dynamical at all
18.



































A2 − g∂µψµ∂νAν + λµ(ψµ − ∂µϕ)
(70)
The signs for the kinetic and mass terms of the vector field are not really relevant at this point,
because the regions in parameter space (α, ω, β,m, g) in which this model19 is stable, are yet to be
defined.
Now, with the general form of the Lagrangian density (70) and demanding the Hessian of the
sub-system (68) to be degenerate with the specific stabilizer function g∂µ∂
µφ∂νA
ν , one finds that:
if the naive extension to the realtivistic field theory (69) of the stabilization conditions proposed
in [39] works, then, g2
!
= αβ in (69) should give a healthy continuum field theory that could be
quantized.
Let us check:








19As has been emphasised, this has been just a sketchy argument for the construction of the model. Some addi-
tional subtleties, e.g. the DOFs propagated by this vector field, are more thoroughly discussed in sections 4.2 and
4.3
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Since the Ostrogradskian instability has always been analysed in the Hamiltonian formalism and
specifically, since the instability of the basic model of P-U has been identified in this way, and we
wish to stabilize such a model, we set to Hamiltonize the theory.
There are 9 constraints, 8 of them were imposed when introducing the Lagrange multipliers, from
(69) to (70), and have no physical implications. The ninth constraint arises by demanding g2
!
= αβ







Note that if g = 0, the stabilizer term g∂µ∂
µφ∂νA
ν does not enter in the Lagrangian density and the
two fields Aµ(x), ϕ(x) would be completely independent. No kinetic constraint (71) would appear
between them, and PA0 would simply fulfill the definition PA0 =
∂L
∂Ȧ0
(6≈ 0 i.e. it is not taking
g → 0 in (71). This constraint simply does not appear). Also note that this is just a free field theory
in the usual sense, because there are only bilinears of fields in the Lagrangian O(ϕ2, A2, ϕA) and
yet, we consider some kind of kinetic interaction or coupling by means of O(ϕA). This is indeed
unique in order to deal with the Ostrogradskian instability and can be understood by recalling
some of the features of the latter as discussed in section 3, specifically, the characterization given
in [6]: ”The Ostrogradskian instability is a kinetic instability with an arbitrarily fast time scale”.
The extended Hamiltonian formalism must be adopted because of the primary constraints that
lead to primarily unexpressible velocities (See section 3 or [45], chapter 2), and just summarizing
the results to be found in section 4.3 and that are widely analysed there, the constraint struc-
ture of the theory, including primary and second ones, all second-class (See section 3) {Π} =





ζi(x) := Pψi(x) ≈ 0
∆µ(x) := Pλµ(x) ≈ 0
Λ0(x) := Pϕ(x) + λ
0(x) ≈ 0
Ξ1(x) := mA0(x) +
g
α
(Pϕ(x)− ψ0(x))− ∂iPAi(x) ≈ 0
Ξ2i(x) := −(ψi(x) + λi(x) + ∂iPψ0(x)) ≈ 0
Ξ3i(x) := −ψi(x)− ∂iϕ(x) ≈ 0 (72)
The Dirac brackets built with these constraints is given in equation (188), or in short,
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The new set {Υ} = {{η, Pη, γ, Pγ ,Θi, PΘi} ∪ {Ξ1,Ξ3i ,Λ0,Ξ2i , ζ0, ζi,∆0,∆i}} of canonical fields
in the Dirac brackets (Not Poisson brackets. See section 3), is the disjoint union of two sets,
{Υ} : {{ω} ∪ {Ω}}. The motivation for such construction will become apparent in short, while
analysing the stability of the toy model. First, the dynamical fields {ω} are:
η(x) =: ϕ(x)− Pψ0(x)
Pη(x) =: Pϕ(x)








PΘi(x) =: PAi(x) (74)
And the identically vanishing, new, equivalent constraints {Ω} (Notice the absence of the weak







Λ0(x) =: Pϕ(x) + λ
0(x)




Ξ2i(x) =: −(ψi(x) + λi(x) + ∂iPψ0(x))
Ξ3i(x) =: −ψi(x)− ∂iϕ(x)
(75)
It is important to emphasize that {Ω} = {Ξ1,Ξ3i ,Λ0,Ξ2i , ζ0, ζi,∆0,∆i} are no longer constraints
between the old canonical fields, but now, they are to be considered canonical variables on their
own, that however, vanish identically when the equations of motion are satisfied and therefore are
not dynamical. For this reason, in (75) there are no weak equalities ≈ 0, in comparison with (72).
The equal-time Dirac brackets in the new set of variables, are:
{η(x), Pη(y)}D(Ω) = δ(3)(~x− ~y)
{γ(x), Pγ(y)}D(Ω) = δ(3)(~x− ~y)
{Θi(x), PΘj (y)}D(Ω) = δijδ(3)(~x− ~y)
And,
{Υa(x),Υb(y)}D(Ω) = 0 (76)
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for all the other Dirac brackets.
The physical Hamiltonian (Hphys) in the continuum field theory, in the new dynamical variables, is
constructed in section 4.3. Roughly, it is built by rewriting the extended Hamiltonian in terms of
the new set of canonical variables {Υ} = {{η, Pη, γ, Pγ ,Θi, PΘi} ∪ {Ξ1,Ξ3i ,Λ0,Ξ2i , ζ0, ζi,∆0,∆i}}
and by means of some theorems of theories with constraints, some of them cited in section 3, also
in [45, 46, 47], it is possible to set the new variables that are equivalent to the previous constraints
(Ω : {Ξ1,Ξ3i ,Λ0,Ξ2i , ζ0, ζi,∆0,∆i}) to 0, which leads to Hphys. In this sketchy introduction to the
results, the physical Hamiltonian that may lead to a stable model, upon the conditions in parameter
space R 3 α
!
> 0, R 3 β
!







































Fij =: ∂iΘj − ∂jΘi (77)
This Hamiltonian generates the evolution of the new dynamical variables ω = {η, Pη, γ, Pγ ,






We therefore find that the latter relation between the higher derivative coupling α, the kinetic
coupling of the vector field β and its mass m, must be satisfied, if higher derivative terms are to
describe the dynamics of the field ϕ(x). Only in this case, a quantum theory of this toy model can
be written, because the vacuum can be well defined. Equivalently, only in this case ghosts are not
propagated by ϕ.
In other words, the fact that this classical Hamiltonian Hphys can be positive definite and bounded
from below has an important physical significance. It shows that the constraint ζ0 imposed in
the theory (69) by demanding the sub-system (68) to be degenerate and that at least imposes the
inclusion of the term g∂µ∂
µϕ∂νA
ν in the Lagrangian density, together with g2 = αβ, successfully
eliminates the Ostrogradskian instability and the theory is good enough to be quantized.
Note that this simple conclusion can only be obtained from this classical Physical Hamiltonian
density in the new set of variables, because by the construction of the new sets {Υ} : {{ω}∪ {Ω}},
we can assure that {ω} evolve freely by Hphys, in some trivial constraint hypersurface in phase
space of field configurations, which is defined by the identically vanishing fields {Ω} 3 Ωf ≡ 0 ∀f
(provided the equations of motion are satisfied). On the other hand, with the Hamiltonian density
in the original fields ϕ, Aµ (Not Hphys(η, Pη, γ, Pγ , Θi, PΘi), to be constructed in section 4.3. See
equation (123)) and 16 constraints {Π} (72), the one for which the Poisson brackets (not Dirac
brackets) must be used to compute the dynamics, it is not possible to make such a simple analysis.
Positive definiteness of this classical Hamiltonian (not Hphys) would not mean anything, because
there are some complicated constraints making the evolution non-trivial. The constraints (72) must
still be imposed.
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The advantage of finding the new set of fields and the physical Hamiltonian is evidently a gain
in physical insight, and we can assure that the toy model (69) written in terms of the fields ϕ(x)
and Aµ(x) that seemed to propagate ghosts because of the higher order derivatives, in fact freely
propagates healthy DOFs ω = {η, Pη, γ, Pγ ,Θi, PΘi}. These are the physical DOFs propagated
by the theory, but the key point in all this analysis, is that without doing all the procedure to find
















, safely propagates ϕ(x) and Aµ(x) in a
constrained surface given by (72).
The canonical quantization is carried out by promotion of the initial fields ϕ, Aµ and momenta to






It is also possible to quantize directly the physical DOFs ω = {η, Pη, γ, Pγ , Θi, PΘi} which are
canonical in the Dirac brackets, and therefore, the promotion to commutators is simply taken from
the Poisson brackets (or also from the Dirac brackets, which in these DOFs, by definition, trivially
reduce to Poisson brackets).
Specifically, the equal-time commutators in the physical DOFs, are:
[η(x), Pη(y)] = iδ
(3)(~x− ~y)







[Υa(x),Υb(y)] = 0 (79)
for all the other commutators (with {Υ} = {{ω}∪{Ω}} = {{η, Pη, γ, Pγ ,Θi, PΘi}∪{Ξ1,Ξ3i ,Λ0,Ξ2i ,
ζ0, ζi,∆0,∆i}}).
Therefore, we have checked that the naive extension of the stabilization conditions proposed for
finitely many DOFs in [39], systematically applied to the Higher derivative field theory of Pais-
Uhlenbeck, does the job at least in certain regions of parameter space, which suggests that this
method could be applied to physically interesting theories. However, as we have found by demand-
ing Lorentz covariance, other subtleties may arise if one insists in other symmetry groups for the
theory, and it may be that the extension of the methodology requires modifications, or additional
requirements, as here, or may even not go through. (For a detailed analysis, see sections 4.3.6 and
5).
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The fact that we found additional conditions in parameter space for the theory, would not be
ideal if one hopes that the conditions given in [39] work flawlessly upon extensions, but one can
understand this issue as arising from other instabilities not related with Ostrogradsky’s; something
common that a model can show if their parameters are not restricted. The fundamental difference
with the stable models analysed in [6, 7, 8, 9, 10, 11, 12, 13], is that now we know, by construction,






This will be briefly discussed at the end of this section and in sections 4.3.6, 5.
The analysis has been done for a free theory, but it may be that this is the building block for
a healthy higher derivative interacting theory. The main reason for such expectation is that a
HTDT also shows its instability in a Feynman propagator of the higher derivative field, in QFT,
that can be splitted in such a way that ghosts come up as propagating with the wrong sign. Since
the propagator always is computed as the inverse of the differential operator derived from the free
theory, bilinears of the form O(ϕ2, A2, ϕA), if the ghosts are eliminated at this level, it is plausible
that they are controled even in the perturbative expansion of a higher derivative interacting theory.
The latter, at least in the case where no additional interaction terms involving higher derivatives
enter the theory.
The model with a finite number of degrees of freedom
As will become apparent at the end of section (4.3.6) there are some reasons to motivate the
discussion with the simpler case of finitely many dof s. Besides being easier to deal with, it is
possible to build a model which can be interpreted as a limiting case of the field theory just
analysed, after analysis and re-interpretation of the objects under consideration (fields ↔ f dof s).
In this sense, this subsection mainly serves as a check for consistency of the results obtained for
field theory.
The general Lagrangian in the case of finitely many dof s, is:












x2 − gÿẋ (80)
Again, the condition g2
!
= αβ needs to be imposed in order for the theory to be stable.
For this case, the basic results are very similar to those found for field theory (For a complete
analysis see section 4.4). This is another advantage of taking this Hamiltonian with constraints
formalism. The basic results are, as before, the following:
The constraint content of the theory (Again, all second-class. Now, only 4 constraints), with
similar interpretation as with field theory, in regards of their physical implications, after defining
for convenience Q := ẏ and introducing the lagrange multiplier λ, is:
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Λ =: Py + λ ≈ 0




(Py −Q) ≈ 0 (81)
The Dirac bracket is built based on these constraints (See appendix 6.2), and the new set of










































Again, the new set is the disjoint union of two sets {ω} = {x′, Px′ , y′, Py′} dynamical, and {Ω} =
{Ξ′,Λ,∆, ζ} non dynamical, that are equivalent to the previous set of constraints, although this
time, are canonical variables on their own, vanishing identically when the equations of motion are
satisfied. The Dirac brackets between variables are:
{y′(t), Py′(t)}D(Ω) = 1
{x′(t), Px′(t)}D(Ω) = 1
And,
{Υa(t),Υb(t)}D(Ω) = 0 (83)
for all the other Dirac brackets, where, {Υ} : {{ω} ∪ {Ω}}.
The most general phsyical Hamiltonian in classical theory, in terms of the dynamical variables {ω},




















x′2 (mα+ β) (84)
It turns out that in this easier case, there are more possibilities to eliminate the Ostrogradsky’s
instability. All of them are examined in section 4.4. We cite here only the results for three of them:
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• If the parameters are restricted to R 3 α
!






≥ 0, R 3 g != ±
√
|α||β|.



















By canonical quantization as described in (4.4), by promoting the canonical variables in the
new set, to operators, and the Dirac brackets to commutators as usual,
{x′, Px′}D(Ω) = 1→ [x′, Px′ ] = i
{y′, Py′}D(Ω) = 1→ [y′, Py′ ] = i (86)
under the assumption of complete bases, and after stating the time independent Schrödinger
equation (See section 4.4) for states |Ψ〉 Pick convenient basis−→ 〈Px′ , y′′|Ψ〉 = Ψ(Px′ , y′′) in Hilbert













n ∈ N ∪ {0} (87)
Being {|Px′〉} the basis for Px′ (
∫
(d3Px′)|Px′〉〈Px′ | = I), from (87) the energy spectrum is
continuum. It can be seen from (87) that the spectrum is also real, positive and bounded
from below. This result, yet simple, is very important. The boundedness from below of the
spectrum, assures that there is a lowest-energy state, or unique vacuum in Hilbert space,
whose non-existance signaled the presence of the Ostrogradsky’s instability in the theory. We
can finally assure that this model with a finite number of degrees of freedom and with higher
derivatives, can indeed be stabilized by the method proposed by [39] (i.e. demanding the
existance of a particular kind of constraint. i.e. ζ in (81) or in (204) in the appendix 6.2).
And furthermore, the stabilization does not get lost when quantizing the theory, which had
not been exemplified before.
• For the cases with m 6= 0 and w != 0, very similar results to those found for fields, arise:
If the parameters are restricted to R 3 α
!






≥ 0, R 3 g != ±
√
α|β|.

























20For all the details, see section 4.4.
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Now α has an upper limit defined by the mass of the stabilizer |α| < |β|
|m|
in order for the
model to be free of Ostrogradsky’s instability. Some comments on this result are given below.
• Finally if the parameters are restricted to R 3 α
!






≥ 0, C 3 g !=
±i
√
α|β|. The Lagrangian is:
















The first thing to note is the resemblance with the Lagrangian density for field theory after
identifiying the completely different elements x ↔ A0, y ↔ ϕ, and noting that no degree of
freedom in the current case was introduced as analog to the other components of the vector
field Ai, which were introduced just for explicit covariance of the theory, as is explained in
4.2. Even though the interpretation of these objects is completely different, it is useful to
check consistency of the results.
Let us make a little detour to the field theory, in order to motivate the comparison: Consider
the mode expansion for the initial fields in the continuum field theory {Φ} = {ψµ, Pψµ , Aµ, PAµ ,
λµ, Pλµ , ϕ, Pϕ}. The latter define the fields {Υ} = {Ξ1,Ξ3i , η, γ,Θi,Λ0,Ξ2i , ζ0, ζi, Pη, Pγ , PΘi ,
∆0,∆i} in terms of modes, by means of their definition (74 ), (75), but now, let us take only
one mode of the expansion, in particular, the 0-momentum (~p = ~0) mode. Then, every term
in the physical Hamiltonian (77), in the new set of fields expanded in these modes, including
spatial derivatives, vanishes, because the derivatives of the exponentials put a ~p in front of
these terms. Finally, we end up with a function, which is not the Hamiltonian Hphys(x), but
only a term of the sum of its mode expansion, readily, the 0-momentum contribution to the
energy function at every space-time point where Hphys(x) → hphys~p=~0(x) can be evaluated.
The vanishing of the spatial derivatives for this 0-momentum function makes sense, because
we are ”downgrading” from a covariant field theory to a finite dof s case.
This is a very rough approach but it is useful to gain some insight of the field theory. Upon
re-interpretation, demoting each of the fields {η, γ,Θi, Pη, Pγ , PΘi} valued at every space-time
point, to simple degrees of freedom, the 0-momentum function of the ”physical Hamiltonian”
described above (Upper function in (90)), takes a form that can be compared to the physical
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As commented before, there are only two terms not possible to identify (upon re-interpretation
of the objects) in (90), these are the ones containing Θi =: Ai and PΘi =: PAi . Let us recall
that the following was a possible assignment: ϕ ↔ y and A0 ↔ x. Leaving Ai without
counterpart in the current model with only finite degrees of freedom.




all, this is also a very meaningful result to check consistency, because we analysed completely
different models by means of two equivalent formalisms in field theory and finite degrees of
freedom. Then, at the end, upon approximations and a very plausible analysis, we reach as
the ”limiting case” of field theory, what we had found for finite degrees of freedom.
To sum up:
We have proposed a covariant continuum field theory with higher derivatives (69). Then, based
on the stabilization procedure given by [39], that was only written for theories with finite degrees
of freedom, we have naively applied the latter to the proposed field toy model, expecting some
sort of stabilization. Finally, we have verified that after some subtleties regarding the construction
of the model and the transformation properties of the stabilizer field, it is possible to build a
classical continuum field theory that can be, in principle - disregarding problems of other origin,
like dynamical instabilities not related with that of Ostrogradsky- be brought to the starting point
of a higher-derivative quantum field theory.
Furthermore, the only way to stabilize the higher-derivative scalar field in the sense of Ostrogradsky
for this particular toy model, forces a relation between the coupling parameter of the higher-
derivative term of the scalar field, −12α∂µ∂
µϕ∂ν∂





µ (as well, but less important, to
1
2
|β|∂µAµ∂νAν . |β| → 1 is possible without further
interpretation in comparison with a mass term). The condition is, at least for this particular field




existance of such relation was unexpected and more meaningful for the physical interpretation of
higher-derivative terms. They could be interpreted, at least inside the very restricted panorama
allowed by this simple toy model, as a lower bound on the energies at which a higher-derivative
term, may appreciably describe some dynamics in a scattering process, based on for instance, the
possibly known mass of the vector field (which in this case is the stabilizer with the usual low
derivative terms).
Nevertheless, we do not claim that this kind of relation should appear in every possible stable
higher-derivative field theory. We have only found a case in which this happens, the sole fact that
this toy model with these interesting properties exists, speaks about possibly physically interesting
higher-derivative models that include such kind of relations. In any case, if some higher-derivatives
are needed to describe some dynamics in a physical phenomena, that such relation appears is much
more interesting than a completely ”disconnected” term, just added by hand to a low-derivative
theory (i.e. no relation at all between parameters of high and low derivative terms). It may also be
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the case that even an upper bound, on the higher-derivative term parameter, arises in field theory,
as we found for a model with finite degrees of freedom.
Now, let us proceed to a deeper discussion and deduction of the above-mentioned results.
4.2 Stabilization of a higher-time derivative scalar field
The stabilization procedure given in [39] was intended only for Lagrangians with finite degrees
of freedom in classical theories. In particular, as was noted in section 3, the condition is simply
satisfied by the singularity of the Hessian (kinetic) matrix in the Lagrangian formalism. In the
Hamiltonian formalism that singularity of the Hessian implies the existance of primary constraints
between momenta of the stable and unstable degrees of freedom.
In this work, we set to build models with higher-time derivatives in continuum field theory, i.e.
including infinite degrees of freedom dofs. To begin with, we have naively extended the conditions
proposed in [39], for a finite number of dofs, by demanding the singularity of the Hessian matrix.
In principle, the simpler model consists of a scalar field (ϕ(x)) whose dynamics, we claim, could be
described by terms involving up to second-time derivatives in the Lagrangian density. Furthermore,
to write a theory susceptible of describing physical phenomena, we want it to be at least, in a very
weak sense, mathematically stable. In the present case we are only building a toy model that
allows us to see, how the already discussed stabilization condition, behaves. Therefore, following
the argument in [39] for finite dofs, we also claim that, if we are to introduce higher derivatives for
the field ϕ(x), we also should include another field, which we will refer to, as the stabilizer κ(x).
The simplest case is for the stabilizer to be a scalar field, therefore, we begin with this model, but
we will briefly show that it is not possible, in general, to stabilize in this way. Since this is not
going to be the main model in this work, we give only a sketchy description of why it does not
work.
For the simplest case, the Lagrangian density would be21

















κ2 + F(ϕ, κ) (91)
where F(ϕ, κ) is some function depending on the fields, that we are to determine in order to make
the theory stable. For this purpose we simply demand the Hessian to be singular, but before, let
us write an equivalent Lagrangian that allows to work in a much more familiar way, with up to one
derivative in the Lagrangian.
Let us define:
ψµ(x) := ∂µϕ(x) (92)
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κ2 + λµ(ψµ − ∂µϕ) + F(ψµ, κ) (93)
As will be widely explained in the next section and was briefly commented in 4.1, this Hessian is
already singular due to the introduction of ψµ := ∂µϕ as constraints with their respective Lagrange
multipliers, which is not related to the stabilization and in fact is just a matter of convenience.
Therefore, demanding a submatrix of the Hessian to be degenerate, it is easily found that F(ψµ, κ)
should take the following form, in the simplest of the possible cases:
F(ψµ, κ) = η∂µψµ∂νκ (94)
As commented above, if we are to demand L to be explicitly covariant, the factor η should in
fact, be a 4-vector (F(ψµ, κ) = ην∂µψµ∂νκ). Then, being this a parameter in the theory, once
we fix a 4-vector ην , covariance is not really there, we have just picked a preferred direction by
imposing upon ∂νκ to be in fact a directional derivative precisely in the direction fixed by η
ν .
However, let us not stop here. If the momenta are computed, evidently, Pψµ must be a vector field,
but Pκ is a scalar field. Therefore, a relation between these two objects, which transform under
Lorentz transformations in completely different way, cannot be established. In short, if we demand
covariance and if we consider only the simplest term for the stabilizer function F(ψµ, κ) in L, the
stabilizer cannot be a scalar field.
There are two possible arguments against the previous discussion: first, it could be said that
the difficulty arises by introducing ψµ(x) := ∂µϕ(x), but the fact is that we did this only for
convenience, because at the end what is needed is a coupling, that will be called dynamical, between
an unstable part of the higher derivative field ϕ and the momenta of the stabilizer κ. But it
turns out that if one computes the momenta as defined by Ostrogradsky for theories with higher
derivatives, after suitable extension to fields (See section 3 or [2, 3, 42]) exactly the same problem
arises. Specifically, if one computes the momenta for L from the corresponding definition given in
section 3, one obtains two different momenta for ϕ, P1αβ , P2α . One of them is a covariant tensor
field of rank 2: P1αβ = (−αϕ − ηµ∂µκ)ηαβ and the other, a vector field P2σ = ∂σϕ − ∂βP1σβ
= ∂σϕ−∂σ(−αϕ−ηµ∂µκ), these are the equivalent momenta, in a completely different fomalism,




∂ακ+ ηαϕ. The most similiar relation between momenta is at first sight between P1αβ
and Pκα , however, they are, again, different objects (different tensor rank) and would not give
the desired constraint. For P2σ and Pκα , the relation is by derivatives. Again, not a constraint
between momenta. The conclusion from this short analysis is that the problem described above
arises in both approaches when the Hamiltonian is going to be built, therefore, it seems to be not
”approach-dependent”.
There is yet another definition of momenta given also in [42] (See section 3). These momenta do
not have the same problem, because all the momenta are defined as scalars, but it is explicitly
explained that these definitions do not give the conventional meaning of ”mechanical impulses”
4.3 Higher derivative scalar free field theory stabilized by a kinetic
coupling to a vector field 44
which one expects when building a Hamiltonian related to the energy of the system 22. In short,
a Hamiltonian built by Legendre transform with other definition of momenta, from the first two
already tried, do not give a function related to the energy of the system. However, for our present
purposes, we are interested in a Hamiltonian whose spectrum in a quantum theory is in fact the
energy spectrum, because only with such a function instability in the sense of Ostrogradsky can be
checked23.
Finally, we can say that if we want a Hamiltonian with the stated property, the problem arising
above is not approach dependent, but emerges in both formalisms. Furthermore, we have the
additional problem of a fixed 4-vector ην which spoils covariance by fixing a direction, in particular,
fixing the stabilizer term F(ϕ, κ) = ην∂µ∂µϕ∂νκ to include a directional derivative, precisely in the
direction given by ην .
The second argument against the previous discussion is that we could have considered interaction
terms in the stabilizer function F(ϕ, κ), in order for a scalar stabilizer field to be good enough to
eliminate the Ostrogradskian instability, but, if we are to control the instability at all orders in
perturbation theory, it should be necessary to control all the propagating ghosts in free theory,
without the ”help” of interaction terms O(ϕ3, ϕ2A, . . . ). This is, it should not be possible to split
the propagator of a higher derivative field into different propagators, some of them with ”wrong”
signs. Since the propagator always is computed as the inverse of the differential operator derived
from the free theory, the argument follows. This, we expect, could lead to a healthy higher derivative
interacting theory. However, many subtleties should be checked before claiming it to be truth.
Now, we proceed to the main results, by taking a vector field as stabilizer.
4.3 Higher derivative scalar free field theory stabilized by a kinetic coupling to
a vector field
Based on the previous discussion it is now clear that a covariant, higher derivative scalar field theory,
cannot in general be systematically stabilized by means of a dynamical coupling with another scalar
field. The requirement of a constraint between the unstable degree of freedom of the scalar field
and the momentum conjugate to the stabilizer field, imposes a restriction on the structure of the
latter. To be more precise, for a scalar field theory involving at most second derivatives in the
Lagrangian, a vector field as stabilizer is necessary, in order for the momentum of the former and
the momentum of the latter, to have the same tensor rank and to allow for a constraint between
them to even exist. Therefore, following the arguments given in 4.2 and the brief summary to these
results given in the introduction to this section (4), the following model is proposed:





















A2 − g∂µ∂µϕ∂νAν (95)
22There are, however, difficulties when quantizing. See [53]
23In fact, if one computes the momenta in the third formalism in [42], no relation appears between these ”non-
mechanical momenta”
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where α, w, β and m are, in principle, free parameters which we allow to ∈ R. g, as was pointed
out in previous sections, turns out to depend on α and β as g2 = αβ, and this time, we allow
g ∈ C. From now on, the space-time dependence of the fields will be dropped, but it should be
understood as implicit in the definition of the fields. However, when pertinent, e.g. Poisson and
Dirac brackets, they will be included.
It is worth to bring to attention that this particular form, specifically −g∂µ∂µϕ∂νAν , is considered
as a naive extension of the stabilization procedure given in [39], which different to this case, only
applied to classical models with only finite degrees of freedom. It is precisely the intention with this
work, to show that a model for infinite degrees of freedom and higher derivatives, can indeed be
constructed using the same criterion of stabilization, while giving extra attention to the subtleties
involved when expecting the theory to be covariant.
Let us identify the parts that make up the Lagrangian. It can be written as:
L = LP−U + LA + Ldc























Ldc = −g∂µ∂µϕ∂νAν (96)
where LP−U (ϕ) is almost the Pais-Uhlenbeck field Lagrangian, with a difference from the latter
only in the domain to which the parameters belong in the parameter space ≡ (R − {0}) × R2 3
D 3 (α,w,m). It contains higher-time derivatives of the field ϕ, which would be referred to, as the
unstable field from now on.
LA is the sum of the Proca Lagrangian and a term β(∂µAµ)2, which is reminiscent of that in-
cluded for the Gupta-Bleuler quantization of the electromagnetic field. This term has an important
function and its apperance in the Lagrangian is forced by the stabilization method exposed in 4.2,
because besides the stabilization term, Ldc, only in β(∂µAµ)2 there are time derivatives of the
vector field Aµ, whose conjugated momenta is precisely the one that controlls the instability of ϕ.











Furthermore, as previously found for the finite dof case, the relation g2 = αβ must be satisfied,
which implies that β 6= 0, given that the term Ldc = −g∂µ∂µϕ∂νAν plays a crucial role in the
stabilization procedure proposed in [39]. This term is the one that includes the existance of a
primary, second class constraint in the theory, that allows the existance of further constraints that
eliminate the instability. This will be verified below when computing again the Hessian matrix.
Now, let us begin with the construction of the Hamiltonian in the sense of the extended formalism
(See section 3) by writing, as before, an equivalent Lagrangian. Nevertheless, in this case there are
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two options as oposed to the finite dof case. Readily, the spatial components could be expanded by
Fourier transform and the stabilization only verified through the temporal dependence24, or make
the field extension of the Dirac’s Programme, that was followed before, for finite dof. The latter
approach is followed for two main reasons: it is the natural extension to the previous approach,
and is explicitly covariant (at least in the beginning) and therefore allows to clearly see how the
instability is controlled in field theory, while simultaneously allowing for a comprehensive construc-
tion of the model. Besides, it turns out to be that this model may have a dynamical instability
not related to the Ostrogradsky’s instability, and that it is easier to see and control in this latter
approach.
Let us define:
ψµ(x) := ∂µϕ(x) (98)
and introducing four Lagrange Multipliers λµ, with µ = 0, 1, 2, 3.



















A2 − g∂µψµ∂νAν + λµ(ψµ − ∂µϕ)
(99)



















The basic Poisson brackets are25
{ψµ(x), Pψν (y)} = δνµδ3(~x− ~y)
{Aµ(x), PAν (y)} = δνµδ3(~x− ~y)
{λµ(x), Pλν (y)} = δνµδ3(~x− ~y)
{ϕ(x), Pϕ(y)} = δ3(~x− ~y) (101)
24As in section 3, the Ostrogradsky’s instability is easily seen in the non-positive definiteness of the Hamilto-
nian. Specifically when making the Legendre transform, by the definition of conjugated momenta. Since the Hamil-
tonian formalism takes in special consideration the time, aside from position, it is clear that the stabilization of
such instability must take place in the temporal dof. However, the precise way to see this, will be explained in the
analysis to be presented below.
25All brackets of functions of space-time will be treated as equal-time (i.e. x0 = y0). In any case, for the canon-
ical quantization, the equal time commutation relations will be imposed to the Dirac brackets, and causality does
not need to be checked by means of a vanishing commutator between fields at space-like distances[50], because the
Lagrangian is a Lorentz scalar.
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As before with the finite dof case, there are some primary constraints in the theory, and therefore,
the Legendre transform cannot be carried out in the usual way. First, the complete constraint
content of the theory must be known. Because the velocity of the field conjugate to the momenta
does not appear explicitly in some of the definitions (100), the velocities {λ̇µ, ψ̇i, ϕ̇} in a Legendre
transform could not be inverted. These are the ones that avoid the Hamiltonization of the theory
in the present stage.
Furthermore, if one considers the Hessian matrix, as defined in section 3, it turns out to be singular.
In particular, the nullity is exactly 8. However, the null space of this matrix is generated by
constraints that come from the specific way in which this Lagrangian Leq was constructed and not
the theory L itself. In particular, with the definition given above, ψµ := ∂µϕ and the introduction
of the λµ Lagrange multipliers, the 8 linearly dependent vectors in the column (or row) space
of the Hessian matrix were introduced. Specifically, these come from the fact that there are 8
unexpressible velocities {λ̇µ, ψ̇i, ϕ̇} and therefore ψi, λµ are not dynamical (e.g. their momenta do
not appear in the Lagrangian, when expressing it in terms of canonical conjugated fields) and for
ϕ, there is a constraint restricting its momentum, Pϕ with λ
0. This means that none of these 8
vectors in the null space is really fundamental in the theory L. However, we want to demand a
fundamental constraint in the theory, which can be achieved by imposing the Hessian matrix to be
singular 26. Now, if it is already singular for other, non relevant reasons (i.e. the form of Leq), one
must be careful to identify the important part of the singularity of the Hessian. Other option would
be to focus on the Hessian Matrix of L instead of that for Leq, but with the latter, the common
definition of Hessian matrix that has also been used before, and that was cited in section 3, can be





where the Φa are the fields in the theory {ψµ, Aµ, ϕ, λµ} and the index a, identifies each one of
them in this set.





















therefore, for our purposes, it is possible to restrict the analysis to a submatrix of the Hessian












26Another possibility is to identify the constraints and impose new ones at the level of the equations of motion,
but this approach is not useful for the present intentions, because we intend to check the stability of the theory at
the level of the Hamiltonian and some basic properties of its domain in the Hilbert space, after quantization.
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and the determinant is det(M∗) = αβ − g2.
According to the stabilization procedure [39], presented in section 3, it is desired that this subsytem





From the requirement g2
!








From the previous discussion, regarding the 8 primarly unexpressible velocities {λ̇µ, ψ̇i, ϕ̇} in (100)
and the imposed constraint PA0 =
g
α
Pψ0 (107), there are exactly nine primary constraints in the
theory, which are:




ζi := Pψi ≈ 0
∆µ := Pλµ ≈ 0
Λ0 := Pϕ + λ
0 ≈ 0 (108)
It must be noted, as before, that the ≈ symbol, means in this context that only the solution of
the equations of motion implied by the complete theory (which involves the knowledge of all the
constraints present in the theory), satisfy these constraints, or in other words, the canonical fields
evolve in phase space, of all possible field configurations D(Φ), constrained to the surface defined
by all the equations between the fields (108). It is then clear using ≈ that (108) are not identically
satisfied for every field configuration.
However, by the theorem cited in (3.2) it is possible to Hamiltonize L, in a certain set of equivalent
canonically conjugated fields, which will allow for an easier interpretation. Because the equivalent
new canonical fields can be built to evolve with certain redefined Poisson brackets (Dirac brackets)
on a new phase space of possible field configurations D(Φ)D, it is possible to make it, such that the
new fields evolve apparently not constrained i.e. the equivalent constraints are satisfied identically
at every point, ≈→≡D. For this reason, this Hamiltonian is usually called the physical Hamiltonian
and is what we set to build in what follows.
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4.3.1 Hamiltonization of the field theory in the extended formalism
Let us define the following function with some domain in the phase space of field configurations
D(Φ):
f(Φ) = Pϕϕ̇+ Pψµψ̇
µ + PAµȦ
µ + Pλµ λ̇
µ − Leq (109)
Now, let us make use of the definition of canonical momenta (100) being careful to identify
{λ̇µ, ψ̇i, ϕ̇} as not properly defined, because in the present stage, these velocities cannot be in-
verted in terms of canonical variables. Furthermore, it must be considered that the constraint
given by PA0 =
g
α
Pψ0 , which was inserted in the theory L by demanding g2 = αβ, makes Ȧ0 and
ψ̇0 linearly dependent. Thus, only one of the latter can be inverted in terms of either PA0 or Pψ0
in (109). In this case, Ȧ0 is selected as primarily unexpressible velocity and the ψ̇0 is inverted by

























i)− λi(ψi − ∂iϕ) + Ȧ0(PA0 −
g
α
Pψ0) + ϕ̇(Pϕ + λ
0) + λ̇µ(Pλµ) + ψ̇
i(Pψi)
(110)
This function can be identified with a Hamiltonian only in the extended formalism (See section 3)
by the definition of the primarly unexpressible velocities:
Vϕ := ϕ̇
V 0A := Ȧ
0
V µλ := λ̇
µ
V iψ := ψ̇
i (111)




























Pψ0) + Vϕ(Pϕ + λ
0) + V µλ (Pλµ) + V
i
ψ(Pψi)






ψ, which multiply the con-
straints that can be identified from (108), are in fact Lagrange multipliers of the primary constraints
of the theory28. The latter is in accordance with the fact that the unexpressible velocities are, mean-
while, undefined functions of the other canonical fields of the theory. For this reason, the index (1)
is introduced to the extended Hamiltonian, to denote that this is the first stage Hamiltonian. It is
27This independence of the result upon the selection of primarly unexpressible velocities is expected, however it
may not be easily seen. Fortunately, there is a theorem supporting this claim. One of many references is chapter 2
of [45].
28The introduction of this interpretation as Lagrange multipliers is due to P.M. Dirac [44, 45, 46, 47]
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ψ, to have a well defined Hamiltonian as
a basis for the canonical quantization. This is achieved by demanding the temporal stability of the
constraints, which also leads to find the complete constraint structure of the theory.
The following is the Hamiltonian in first stage, with the corresponding Poisson brackets between
constraints 29.
H(1)(Φ) = H0 + V 0Aζ0 + VϕΛ0 + V
µ



























i)− λi(ψi − ∂iϕ)




ζi := Pψi ≈ 0
∆µ := Pλµ ≈ 0
Λ0 := Pϕ + λ
0 ≈ 0
{ζ0(x), ζi(y)} = 0 {ζ0(x),∆µ(y)} = 0 {ζ0(x),Λ0(y)} = 0
{ζi(x),∆µ(y)} = 0 {ζi(x),Λ0(y)} = 0 {∆µ(x),Λ0(y)} = −δ0µδ(3)(~x− ~y)
(112)
It is worth noting the fields on which the Hamiltonian depends H(1)(Φ) := H(1)(ψµ, Pψµ , Aµ,
PAµ , λ
µ, Pλµ , ϕ, Pϕ), but the real number of degrees of freedom (extending the concept to fields),
cannot yet be known, until the other constraints in the theory become evident.
4.3.2 Constraint content of the theory
In order to determine the unexpressible velocities and completely define the theory, we impose (
!
=)
that the constraints (Π) are not dynamical, i.e. their Poisson bracket with the Hamiltonian in first
stage is set to zero:
Π̇(x) =
∫
d3y{Π(x),H(1)(y)} != 0 (113)
The evolution of each of the primary constraints imply, if the system is consistent, one of three






ψ, or can be satisfied
identically by a known result (such as another constraint already known at this stage), or finally,




≈ 0)→≈ 0, in the sense that
it is satisfied by the field configurations that are solution to the equations of motion, and are not
identically satisfied in every point of the phase space of fields configurations.
29It is worth to note that in the computations to be considered, a very reasonable assumption will be taken.
When integrating by parts, the canonical fields accompanying the derivatives of the deltas will be assumed to be
appropiate test functions, i.e. we assume they vanish outside some finite interval and are smooth or at least C2.
Both assumptions are in fact considered since the very beginning, when the Lagrangian L was written with up to
two derivatives, and when we claimed that the equations of motion are reached by means of a stationary action
principle, with vanishing fields at infinity, allowing boundary terms to vanish.
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These new constraints are secondary and only differ from the primary by the fact that these are
implied by the momenta, while the former arise in the equations of motion. As pointed out in
[44], the difference among these constraints is not relevant, because another equivalent Lagrangian
could be written such that another primary-secondary classification could be reached. The results












⇒ Define it as a secondary constraint:
Ξ1 := mA0(x) +
g
α
(Pϕ(x)− ψ0(x))− ∂iPAi(x) ≈ 0 (114)
It is worth noting that the constraint Ξ1 includes a relation with the secondary constraint that
appears in the Proca Lagrangian, and it turns out to be, that this constraint is of major importance






ζ̇i(x) = −(ψi(x) + λi(x) + ∂iPψ0(x))
!
= 0
⇒ Define the following three secondary constraints:






∆̇µ(x) = −δ0µVϕ + δiµ(−ψi − ∂iϕ)
!
= 0
⇒ The following unexpressible velocity is defined:
Vϕ(x) = 0
And define the following three secondary constraints:
Ξ3i := −ψi(x)− ∂iϕ(x) ≈ 0 (116)
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Λ̇0(x) = −wϕ(x) + ∂iλi(x) + V 0λ
!
= 0
⇒ The following unexpressible velocity is defined:
V 0λ (x) = wϕ(x)− ∂iλi(x) (117)
Therefore, after imposing the stability of the 9 primary constraints, another 7 secondary constraints
arise and two primarly unexpressible velocities, or Lagrange multipliers, are fixed. It is therefore
clear that the system is not yet well defined, because there still remain Lagrange multipliers to be
found. The solution comes again from the imposition of temporal stability (or constraint conser-
vation in time) of the 7 secondary constraints. This is, let us impose again (113), but this time the
Hamiltonian must be written including the new constraints with additional Lagrange multipliers
and making explicit the known dependence of the Lagrange multipliers which have been already
found by the previous procedure.
The Hamiltonian on second stage (H(2)), is:
H(2)(Φ) = H0 + V 0Aζ0 + Vϕ(Φ)Λ0 + V 0λ (Φ)∆0 + V iλ∆i + V iψζi + χ1Ξ1 + χi2Ξ2i + χi3Ξ3i (118)
With Vϕ(Φ) = 0 and V
0
λ (Φ) = wϕ(x)−∂iλi(x), as was found before and the constraints as previously
defined. It is important to note that new Lagrangian multipliers have been introduced {χ1, χi2, χi3}
and they must be possible to be written in terms of the canonical variables, in order for the theory
to be consistent. The outcome of this computation leads again to three possibilities as described
above.
The equal-time Poisson brackets including the new constraints are:




)δ(3)(~x− ~y) {ζ0(x),Ξ2i(y)} = 0 {ζ0(x),Ξ3i(y)} = 0
{ζi(x),∆µ(y)} = 0 {ζi(x),Λ0(y)} = 0 {ζi(x),Ξ1(y)} = 0
{ζi(x),Ξ2j (y)} = δijδ(3)(~x− ~y) {ζi(x),Ξ2j (y)} = δijδ(3)(~x− ~y) {∆µ(x),Λ0(y)} = −δ0µδ(3)(~x− ~y)
{∆µ(x),Ξ1(y)} = 0 {∆µ(x),Ξ2i(y)} = δijδ(3)(~x− ~y) {∆µ(x),Ξ3i(y)} = 0





















(3)(~y − ~x)) will make sense after considering the Poisson brackets integrated over




With the equations (119) it is easy to compute the evolution of the new constraints and demand
their conservation. This is:
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(3)(~x− ~y)) != 0 (122)
Equations (120, 121, 122) let us know that by fixing the Lagrange multipliers that they involve, the
constraints are conserved. Therefore, the process has ended because no more constraints appear
and in fact, all the constraints in the system have been written in equation (119).
From (119) it is also possible to identify a very important fact. There is no constraint that has
vanishing Poisson bracket with all the other constraints in the theory. Hence, all the set of con-
straints is of second-class and the dynamics of the system is well defined30. This also allows to
address the question if all the Lagrange multipliers are defined by the process above. The answer
is, yes, but from the previous expressions they can be very difficult to find. This answer will be
given in a better approach using the inverse of the Dirac matrix, which will be built in short.
From the previous computations it can be ascertained that the following is the Hamiltonian of the
theory. The primarily unexpressible velocities no longer appear, because they have been already
defined by means of the imposition of conservation of constraints in time. This is emphasised by
making explicit their dependence on Φ, which denotes all the canonical fields.
30With well defined it is meant that there are no Gauge symmetries that must be fixed, in order to obtain equa-
tions of motion with unique solution to an initial value-problem. If the set were of first class, then, the latter would
not be the case [44, 46, 45].
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ζi(x) := Pψi(x) ≈ 0
∆µ(x) := Pλµ(x) ≈ 0
Λ0(x) := Pϕ(x) + λ
0(x) ≈ 0
Ξ1(x) := mA0(x) +
g
α
(Pϕ(x)− ψ0(x))− ∂iPAi(x) ≈ 0
Ξ2i(x) := −(ψi(x) + λi(x) + ∂iPψ0(x)) ≈ 0
Ξ3i(x) := −ψi(x)− ∂iϕ(x) ≈ 0
⇒ Equations of motion, or evolution of the field configurations are given by:
Φ̇(x) =
∫
d3y{Φ(x),H(Φ(y))} , Φ(x) =: Φ ∈ {ψµ, Pψµ , Aµ, PAµ , λµ, Pλµ , ϕ, Pϕ} (123)
Where the weak equalities ≈ cannot be taken as strong or satisfied at every point in phase space,
but only by those fields satisfying the equations of motion [44, 45, 46, 47]. This is, the fields written
in (123) are functions representing all possible configurations in phase space. Only after the Poisson
brackets have been calculated with a Hamiltonian including the weakly vanishing constraints (H),
and after we explicitly demand that the fields Φ are no longer general fields in configuration space,
but restrict them to satisfy the equations of motion, is that the equalities (≈) can be considered in
the strong sense (≈→=)31.
Now that all the constraints in the theory have been determined, it is important to count how many
really dynamical variables has the system. From H(Φ) := H(ψµ, Pψµ , Aµ, PAµ , λµ, Pλµ , ϕ, Pϕ), it
seems that there are 26 canonical fields, and from (123) it can be seen that there are 16 constraints
among them, then, the number of degrees of freedom of the theory is 10. Furthermore, these 10
dof s are canonical fields in phase space of possible fields configurations, thus, there are 5 ”fields”
(not momenta), and this is in accordance with the original formulation of the model (95), also with
5 fields L = L(ϕ,Aµ).
Nevertheless, this is a very rough approach, because the 5 dof s we are referring to, in the current
Hamiltonian form of the theory, are not really distinguishable from those in the set {ψµ, Pψµ , Aµ, PAµ ,
λµ, Pλµ , ϕ, Pϕ}. This is due to the fact that they are constrained by the 16 relations {ζ0, ζi,∆µ,Λ0,Ξ1,
31The last statement is in fact reduntant, but helps for clarity, because once one imposes the equations of mo-
tion in its full structure, i.e. containing a evolution restricted to the constraints, the constraints are identically
satisfied. They are solutions to the constraints.
4.3 Higher derivative scalar free field theory stabilized by a kinetic
coupling to a vector field 55
Ξ2i ,Ξ3i} defining a dynamical hypersurface in phase space of field configurations. It is precisely on
this surface that some relation between the 26 fields commented above, give rise to 10 fields that
truly evolve freely by some Hamiltonian function not yet known but equivalent to that in (123).
Furthermore, these 10 fields must be canonical conjugated pairs, and is from this set that the dof s
counting make sense, or is at least much more intuitive. The remaining 16 dof s in (123) take the
form of the new, equivalent, equations of constraints. This is, in a new set of fields satisfying the
properties just described, there are exactly 16 canonical variables which are completely indepen-
dent of the other 10 that evolve freely on the mentioned hypersurface. In fact, this hypersurface in
phase space is defined by these 16 fields (Ωf , N 3 f = 1, . . . , 16) which are equations of constraint
vanishing identically over the surface that they define (Phase space of possible field configuartions
⊃ Hypersurface=: {Ωf ≡ 0, ∀f}). This description, and the existance of such equivalent system
of fields, Hamiltonian and constraints, is guaranteed by a theorem that was cited in (3.4), remark
(3.2)[44, 45, 46, 47].
The construction of such an equivalent system is important to truly understand the dynamics
implied by this higher derivative theory, because in a complicated system like (123), it is non-
trivial to identify the properties in which we are interested,i.e. to verify the presence or not of the
Ostrogradsky’s instability. With this on mind, we set to build the Dirac brackets (See 3.4).
4.3.3 Dirac Brackets of the theory
The reason to approach the search for the equivalent system precisely described in section (3.2)
(See also section 3.4) by means of Dirac Brackets is the following: We are set to build an equivalent
Hamiltonian that determines the evolution of 10 canonically conjugated fields, yet to be defined, on
a surface defined by 16 fields, whose form must also be found. The way to construct them, comes
from the properties they have, which can be expressed in terms of their Dirac brackets.
Some facts are known beforehand because of theorem (3.2): the variables must be separated
into two disjoint sets of pairs of canonically conjugated variables {ωg=1,...,10,Ωf=1,...,16}. The set
{Ωf}f=1,...,16 is such that Ωf ≡ 0, ∀f and the Dirac bracket built with these constraints {Ωf=1,...,16}
(∈ {ζ0, ζi,∆µ,Λ0,Ξ1,Ξ2i ,Ξ3i}) equals a re-defined Poisson bracket only in the set {ωg=1,...,10}, i.e.:
{·, ·}ω,ΩDiracB(Ω) = {·, ·}
ω
PoissonB (124)
The last equation also implies that {ωg} is a set of pairs of canonnically conjugated fields, inde-
pendent of the sector {Ωf}. Finally, as was cited in (3.4) from [45], the problem can be stated as
the following change:
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d3y{Φ(x),H(y)} , Π ≈ 0
Φ ∈ {ψµ, Pψµ , Aµ, PAµ , λµ, Pλµ , ϕ, Pϕ} are canonical fields.





d3y{ω(x), H̃(y)}ω,ΩDiracB(Ω) , Ω(x) ≡ 0
{ω,Ω} are canonical fields, but only {ω} are dynamical.
(125)
From the last equation it becomes evident that being Ω ≡ 0, only ω are dynamical, therefore, they
are treated as physical. Hence, following the notation in [45], and as was defined in section 3.4, we
are interested in the physical Hamiltonian:








d3y{ω(x),Hphys(y)}PoissonB , Ω(x) ≡ 0 (127)
The latter is justified by the following theorem, that allows to make constraints identically zero
inside the Dirac brackets32 which is justified in the Appendix E of [45]:
{·, {Ω}}DiracB(Ω) = {Ω} (128)
To put this discussion in context, let us identify the upper section of (125) with the complete theory
written in (123). We are therefore, set to find the equivalent lower section of (125), which is better
suited to analyse the properties of the classical Hamiltonian, as was described in the introduction
of section (4).
The equal-time Dirac brackets for any pair of functions F(x),G(y) of space-time, are (See 3.4, or
[43, 44, 45, 46, 47]):








32This is in fact the way to build the Dirac brackets.
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Where Πa(x) denotes the constraints between fields {ζ0, ζi,∆µ,Λ0,Ξ1,Ξ2i ,Ξ3i}, with a running
through all of them and {Π(z),Π(z′)}−1a,a′ is the component (a, a
′) of the inverse of the Dirac matrix.
The Dirac matrix is defined as a matrix whose entries are the Poisson brackets between con-
straints, for all the constraints in the theory. As was pointed out before, the set of constraints is of
second-class, therefore, the Dirac matrix is non-singular and the inverse can be computed. Since
{Π(z),Π(z′)}−1a,a′ acts like an integration kernel in (129), we must only invert the operators inside
the matrix inverse (See 3.4, or [44, 45, 46, 47]). Dropping the D(Ω) notation for the Dirac brackets,
the Dirac matrix is:
D(x, y) =

{ζ0(x), ζ0(y)} {ζ0(x), ζj(y)} {ζ0(x),∆0(y)} {ζ0(x),∆j(y)} {ζ0(x),Λ0(y)} {ζ0(x),Ξ1(y)} {ζ0(x),Ξ2j (y)} {ζ0,Ξ3j (y)}
{ζi(x), ζ0(y)} {ζi(x), ζj(y)} {ζi(x),∆0(y)} {ζi(x),∆j(y)} {ζi(x),Λ0(y)} {ζi(x),Ξ1(y)} {ζi(x),Ξ2j (y)} {ζi(x),Ξ3j (y)}
{∆0(x), ζ0(y)} {∆0(x), ζj(y)} {∆0(x),∆0(y)} {∆0(x),∆j(y)} {∆0(x),Λ0(y)} {∆0(x),Ξ1(y)} {∆0(x),Ξ2j (y)} {∆0(x),Ξ3j (y)}
{∆i(x), ζ0(y)} {∆i(x), ζj(y)} {∆i(x),∆0(y)} {∆i(x),∆j(y)} {∆i(x),Λ0(y)} {∆i(x),Ξ1(y)} {∆i(x),Ξ2j (y)} {∆i(x),Ξ3j (y)}
{Λ0(x), ζ0(y)} {Λ0(x), ζj(y)} {Λ0(x),∆0(y)} {Λ0(x),∆j(y)} {Λ0(x),Λ0(y)} {Λ0(x),Ξ1(y)} {Λ0(x),Ξ2j (y)} {Λ0(x),Ξ3j (y)}
{Ξ1(x), ζ0(y)} {Ξ1(x), ζj(y)} {Ξ1(x),∆0(y)} {Ξ1(x),∆j(y)} {Ξ1(x),Λ0(y)} {Ξ1(x),Ξ1(y)} {Ξ1(x),Ξ2j (y)} {Ξ1(x),Ξ3j (y)}
{Ξ2i(x), ζ0(y)} {Ξ2i(x), ζj(y)} {Ξ2i(x),∆0(y)} {Ξ2i(x),∆j(y)} {Ξ2i(x),Λ0(y)} {Ξ2i(x),Ξ1(y)} {Ξ2i(x),Ξ2j (y)} {Ξ2i(x),Ξ3j (y)}
{Ξ3i(x), ζ0(y)} {Ξ3i(x), ζj(y)} {Ξ3i(x),∆0(y)} {Ξ3i(x),∆j(y)} {Ξ3i(x),Λ0(y)} {Ξ3i(x),Ξ1(y)} {Ξ3i(x),Ξ2j (y)} {Ξ3i(x),Ξ3j (y)}

(130)
Note that this is a 16× 16 matrix, but the spatial indices have been denoted by i, j = 1, 2, 3. Thus,
(130) is in fact built by blocks.
With the Poisson brackets between constraints given in equation (119), replacing in (123), the
Dirac Matrix for the system is obtained:
D(x, y) =







δ(3)(~x− ~y) 0 0
0 0 0 0 0 0 δijδ
(3)(~x− ~y) δijδ(3)(~x− ~y)
0 0 0 0 −δ(3)(~x− ~y) 0 0 0
0 0 0 0 0 0 δijδ
(3)(~x− ~y) 0






















(3)(~x− ~y)) 0 0






(3)(~x− ~y)) 0 0

(131)





ζi(x) := Pψi(x) ≈ 0
∆µ(x) := Pλµ(x) ≈ 0
Λ0(x) := Pϕ(x) + λ
0(x) ≈ 0
Ξ1(x) := mA0(x) +
g
α
(Pϕ(x)− ψ0(x))− ∂iPAi(x) ≈ 0
Ξ2i(x) := −(ψi(x) + λi(x) + ∂iPψ0(x)) ≈ 0
Ξ3i(x) := −ψi(x)− ∂iϕ(x) ≈ 0
the following are the Dirac brackets for the theory (123):
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+ δij{F(x), ∂(z)j ζi(z)}{∆0(z
′),G(y)}


























An alternative form of these brackets, already developed in terms of the canonical fields (after using
the fundamental Poisson brackets (101)), is presented in the Appendix (6.1). Those Dirac brackets,
are in fact ready to use for the computations below.
4.3.4 New set of canonical fields in the Dirac brackets
Now that the Dirac brackets (132), (189) have been explicitly computed for the theory (123), it
is possible to compute the sets of new canonical variables {ωg}g=1,...,10, {Ωf}f=1,...,16 that were
described above. Nevertheless, as it is pointed out by [45], the problem is non-trivial, because there
is no standard approach to find such sets of canonical fields. To deal with this problem, a very
simple yet useful approach is taken: we construct the equivalent to the ”square matrix of Poisson
brackets” by the new Dirac brackets (189). Then, we extend this matrix, adding the rows and
columns composed of the Dirac brackets of the canonical fields, with the derivatives of the fields
that appear on the constraint equations (123). The reason for the latter is that we expect a set
of constraints {Ωf}f , Ωf ≡ 0 ∀f , such that it is equivalent to {Π} (See equation (135)) and in
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principle, one expects a linear combination of {Π} to form {Ωf}f , because it is the simpler way
in which (124) is satisfied. Then, with the described extended matrix of Dirac brackets between
canonical fields and pertinent derivatives, the problem reduces to find fields whose matrix of Dirac











where Υ is a vector of all the fields in the sets {ωg}g=1,...,10, {Ωf}f=1,...,16, 0n is a 13 × 13 zero
matrix and Ĩ is a diagonal 13× 13 matrix, with entries 0 or 1 in the diagonal. The reason for such
a form of the Ĩ matrix is that in the new variables, the set {Ωf} is demanded to be identically 0.
Thus, only the equations corresponding to dynamical degrees of freedom ({ωg}) have a ”1” entry
in the diagonal of Ĩ. The latter can be better understood by noting that equation (133) is in fact
the system of Hamilton equations for the new fields ω,Ω.
It is important to note that this is not a canonical transformation between (Φ) and (ω,Ω), because
by searching these sets, such that (124) is satisfied, we are making the following change:
{·, ·}ΦPoissonB(Π) → {·, ·}
ω,Ω
DiracB(Ω) = {·, ·}
ω
PoissonB (135)
Φ ∈ {ψµ, Pψµ , Aµ, PAµ , λµ, Pλµ , ϕ, Pϕ} is the initial set of canonical fields.
Π ∈ {ζ0, ζi,∆µ,Λ0,Ξ1,Ξ2i ,Ξ3i} are the constraints for the set of fields {Φ}
and {ωg}g=1,...,10 , {Ωf}f=1,...,16 are the new set of canonical fields.
Ωf ≡ 0 ∀f are the new equivalent constraints in the new set.
Based on the previous discussion, the following equal-time Dirac brackets between fields {ψµ, Pψµ ,
Aµ, PAµ , λ
µ, Pλµ , ϕ, Pϕ}, are computed using equation (189). The lenghty results are only an intro-
duction to a very lenghty computation. They are presented in the appendix (6.1). These results are
very important, because allow to form the extended matrix of Dirac brackets between the initial
set of fields, and this is the first step in the search for the new set of canonical variables.
With the Dirac brackets between fields, given in equation (190) the matrix of these brackets,
extended with those with the pertinent33 derivatives of the fields, is written below. In particular,
the entries of the matrix of Dirac brackets, where Φa ∈ {ψµ, Pψµ , Aµ, PAµ , λµ, Pλµ , ϕ, Pϕ}, with
the index a running through all of them, are:
Jab = {Φa,Φb}D(Π) (136)
33As was described above, with ”pertinent” we refer to those derivatives of fields explicitly appearing on the
constraints (123), because in principle, only these will appear in the new sets of canonical fields satisfying (124).
For a more extensive discussion, see the beginning of this subsection.
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And we define the extended matrix of Dirac brackets by adding {∂iPψ0 , ∂iPAi , ∂iϕ} to the set,
above. This is, for Φ̃ ∈ {ψµ, Pψµ , Aµ, PAµ , λµ, Pλµ , ϕ, Pϕ, ∂iPψ0 , ∂iPAi , ∂iϕ}. The entries of the
extended matrix of Dirac brackets are:
J̃ab = {Φ̃a, Φ̃b}D(Π) (137)
To make this extension clearer, let us recall the secondary constraints of the theory:
Ξ1(x) := mA0(x) +
g
α
(Pϕ(x)− ψ0(x))− ∂iPAi(x) ≈ 0
Ξ2i(x) := −(ψi(x) + λi(x) + ∂iPψ0(x)) ≈ 0
Ξ3i(x) := −ψi(x)− ∂iϕ(x) ≈ 0
These are the only constraints involving derivatives of the fields, and are precisely these derivatives
that we are considering for the extended matrix of Dirac brackets.
Based on (190), in appendix 6.1, it is evident that for the matrix of Dirac brackets, it is important
to write separately the 0 and j indices. Hence, for the vector Φ̃ of fields,
Φ̃T =:
(
ψ0, ψi, ϕ,A0, Aj , λ0, λj , Pψ0 , Pψi , Pϕ, PA0 , PAi , Pλ0 , Pλi , ∂iPψ0 , ∂iPAj , ∂ϕ
)
(138)
the extended matrix of Dirac brackets (33 × 33) is schematically presented in the appendix (6.1),
and is built using the results (189). Now, since there is no standard way34 to find the desired new
set of canonical fields described above, we propose to use the previous matrix in the following way:
First, keeping in mind that this is a matrix of bilinear expressions but also that it is antisymmetric,
it is easy to see that through linear combinations between columns,
{·, Φ̃ak}D(Π) + {·, Φ̃al}D(Π) = {·, Φ̃ak + Φ̃al}D(Π) (139)
we are only making use of the distributive property of Dirac brackets. By the fact that the entries
are bilinear expressions and by the antisymmetry of the matrix J̃ , we are forced to do exactly the
same combination with the rows if we are to recover at the end, some matrix susceptible to be
identified as a ”matrix of Dirac brackets”, between some field combinations.
{Φ̃ak , ·}D(Π) + {Φ̃al , ·}D(Π) = {Φ̃ak + Φ̃al , ·}D(Π) (140)
Furthermore, since the diagonal entries of J̃ are always 0, the process just described is not prob-
lematic.
However, it is very important to clearly define what we are doing: This is not a formal operation
in which one obtains different J̃ matrices in between, but only a useful mnemotechnic way to keep
track of the values of the Dirac brackets, between some combination of the initial canonical fields.
34See [45] chapter 2, for the related discussion.
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Put in other words, one could consider this procedure as a guide to operate with the fields, then
redefine them accordingly, and then compute again a matrix of Dirac brackets between the redefined
field combinations. Use the newly computed matrix to find again the most suitable combination
of fields, in order to reach a set which satisfies the conditions one desires. Finally iterate this
construction process35.
Specifically, as has been extensively described, we are interested in some variables that are canonical
in the Dirac brackets {·, ·}D(Ωf ) , and the variables {Ωf}f=1,...,16, vanish identically Ωf ≡ 0 ∀f . In
other words, we expect them to be such that the final J has the form described for (134).
Following the mentioned procedure with the extended matrix (192), a J̃ matrix, whose entries are
the Dirac brackets between the fields {Ξ1,Ξ3i , η, γ,Θi,Λ0,Ξ2i , ζ0, ζi, Pη, Pγ , PΘi ,∆0,∆i, ∂iPψ0 , ∂iPAi ,
∂iϕ} is finally found to have the form (134) that was described above, implying that the conditions







































































where by the previous expression, the vector ΥT = (Ξ1,Ξ3i , η, γ,Θ
i,Λ0,Ξ2i , ζ0, ζi, Pη, Pγ , PΘi ,
∆0,∆i) has been defined to the left. The explicit dependence on the space-time point is not
written to avoid very cumbersome expressions, but it must be noted that the field combinations
like ϕ− Pψ0 are in fact defined at certain (x), i.e. ϕ(x)− Pψ0(x).
The new fields {Υ} are defined to be canonical in the new Dirac brackets {·, ·}D(Ω). The latter was
suggested by the notation of the new fields in (141), and in fact is verified by computing their Dirac
brackets in the new constraints {Ω} = {Ξ1,Ξ3i ,Λ0,Ξ2i , ζ0, ζi,∆0,∆i} which are in fact the same
constraints initially found, for the previous set of fields. Put in other words, in accordance with
the previous discussions, the set of new fields contains a subset {Ω} which vanish identically and
defines the new constraints. These are linear combinations of the initial constraints. In this case,
35For the outcome of the last procedure, is important to be aware that different outcomes related by canoni-
cal transformation, can be reached. This assertion comes from the fact that the separation of canonical variables,
described in the cited theorem (3.2), is not unique, but all of the possible sets are related by canonical transforma-
tion. The theorem related to the last assertion is proved in chapter 2 of [45].
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they were chosen to be the same, because the model is simple enough to do so. However, the set
{ω} = {η, Pη, γ, Pγ ,Θi, PΘi} is not trivial at all, and are to be considered as the physical dynamical
variables on the constraint hypersurface defined by {Ω}, that evolve by some Hamiltonian H̃ that
we now set to build.
Under a explicit computation, the following are the Dirac brackets on the constraints {Ω}, for the
new fields Υa ∈ {Ξ1,Ξ3i , η, γ,Θi,Λ0,Ξ2i , ζ0, ζi, Pη, Pγ , PΘi ,∆0,∆i}:
{η(x), Pη(y)}D(Ω) = δ(3)(~x− ~y)
{γ(x), Pγ(y)}D(Ω) = δ(3)(~x− ~y)
{Θi(x), PΘj (y)}D(Ω) = δijδ(3)(~x− ~y)
And,
{Υa(x),Υb(y)}D(Ω) = 0 (142)
for all the other Dirac brackets.
With (142) it is verified that the Dirac brackets in the canonical variables {Ω}, which vanish
identically and are also the new constraints, can be considered as Poisson brackets only in the
fields {ω} = {η, Pη, γ, Pγ ,Θi, PΘi}. This is, the equation (124) {·, ·}
ω,Ω




Hamiltonian in the new canonical fields
Now that the canonical fields have been found, what remains is to write the Hamiltonian (123) in
terms of these new fields. Let us recall the Hamiltonian (123) and express it in a convenient way
for the following discussion:


























i)− λi(ψi − ∂iϕ)







Φ̇(x) = {Φ(x), H(t)} (143)
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Before going on with the computation, there is an important fact that greatly simplifies this task.
First, let us recall that the Lagrange multipliers, which we identified as primarly unexpressible
velocities, were fixed by imposing the conservation of constraints in time. However, some of these,
specifically those found in the last stage, were not explicitly written. The reason for that is sup-
ported by two arguments: firstable, we are sure that they can be found and fixed because the Dirac
matrix of Poisson brackets between constraints, is invertible. This is a simple result that was stated
in section 3.4, and reads [46, 45]:
VΠa(Φ) = −
∫
d3zd3z′{Π,Π}−1a,a′{Πa′ , H0(t)}+O(Π) (144)
where sum convention in a has been used, {Π,Π}−1a,a′ is the inverse of the Dirac matrix, and O(Π)
is some combination of constraints. Therefore, all the primarily unexpressible velocities are fixed,
because the constraint content of the theory has been defined and there are no first-class constraints.
Second, there is also a general result [45], that was presented in 3.4, where it is stated that only
H0 need to be transformed to the new fields. For the latter, the general argument may be difficult
to follow. However, for the present case it is much simpler: The set of variables {Ω} that vanish
identically, can in fact be written as the same combination of initial fields {Φ}, that were consid-
ered as constraints {Π}, i.e. the variables {Ω} coincide with the constraints for the initial set of
canonical fields Φ ∈ {ψµ, Pψµ , Aµ, PAµ , λµ, Pλµ , ϕ, Pϕ}. Therefore, as was presented in 3.4, and
also mentioned in the discussion above, by the following property of Dirac brackets,
{·, {Ω}}D(Ω) = O(Ω)
follows:
{·,H(Φ)}D(Ω) = {·,H0(Φ) +
∑
a








= {·,H0(Φ)}+ {·, {Ω}}D(Ω)
= {·,H0(Φ)}+O(Ω)
Which implies that whenever is possible to consider weak equalities as strong, for instance, if the
field configurations are demanded to follow the equations of motion,
{·,H(Φ)}D(Ω) → {·,H0(Φ)}D(Ω) (145)
Then, the set of dynamical fields {ω} evolves with the Hamiltonian that is transformed from H0(Φ),
i.e. we must only care about rewriting the latter in terms of the new canonical fields:
H0(Φ)→ H̃(ω,Ω) (146)
The latter is just a particular analysis of the general result found in [45] (Chapter 2).
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With the condition (106), g2
!










































Fij =: ∂iΘj − ∂jΘi (147)
4.3.5 Physical Hamiltonian
The final form of the Hamiltonian density in terms of the new canonical fields is (147), but we
already now that the dynamical variables {ω} evolve on the hypersurface defined by the identically
vanishing fields Ω, which implies the already mentioned definition (See 3.4 and previous subsection












































Fij =: ∂iΘj − ∂jΘi




With ωa ∈ {η, Pη, γ, Pγ ,Θi, PΘi} (148)
Where terms like ∇PΘj · ∇PΘj can be also written as ∂iPΘj∂iPΘj = (∂iPΘj )2, or (Θi)2 = ΘiΘi.
Even though the new canonical fields were defined by (141), it is worth recalling the definition of
the dynamical fields {ω}, using the fact that g2 != αβ, in terms of the previous fields {Φ}.
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η(x) =: ϕ(x)− Pψ0(x)
Pη(x) =: Pϕ(x)








PΘi(x) =: PAi(x) (149)
Also, it is important to emphasize that {Ω} = {Ξ1,Ξ3i ,Λ0,Ξ2i , ζ0, ζi,∆0,∆i} are no longer con-
straints between canonical fields {Φ}, but now, they are to be considered canonical variables on
their own, that however, vanish identically when the equations of motion are satisfied, and there-
fore are not dynamical36. On the other hand, we have reached a definition of the non-dynamical
fields {Ω}, which confusingly enough takes the same form as the constraints before, but one must
be careful to recognize, that the fields {Φ}, in terms of which {Ω} are now expressed, are not







Λ0(x) =: Pϕ(x) + λ
0(x)




Ξ2i(x) =: −(ψi(x) + λi(x) + ∂iPψ0(x))
Ξ3i(x) =: −ψi(x)− ∂iϕ(x)
(150)
Finally, it is worth recalling that these new canonical fields (149), (150), are canonical in the new
structure defined by the Dirac brackets (142).
In a strict sense, we could carry on with the analysis of the Ostrogradsky’s instability with the
classical form of the theory. However, the motivation to eliminate the instability can be better
understood when writing the corresponding quantum theory. Therefore, let us continue with this
analysis in the following section.
4.3.6 Canonical quantization of the stable field theory
The motivation up until now, has been to put the theory L in a form susceptible to be quantized.
Since the theory with higher derivatives must contain constraints to be stable, the procedure was
36This can be seen by the previous discussion, when taking Ω ≡ 0 in the physical Hamiltonian, which explains
why they no longer appear in the physical Hamiltonian.
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not straightforward and the Dirac’s programme had been followed. Now, having defined a set of
canonical fields {w} that freely evolve with Hphys, by means of the Dirac brackets {·, ·}D(Ω), we can
almost soundly use a quantization scheme, as a first approach to a quantum field theory involving
higher derivatives.
A functional approach may be better justified for certain purposes, like computations of scattering
processes, but for the present analysis we are interested in the form of the Hamiltonian field operator
and in the case with only one degree of freedom, also the spectrum. The reason for the latter is that
the difficulties with these theories have been historically analysed in the Hamiltonian formalism
and the most straightforward quantization with the Hamiltonian, is canonical.
Because the Ostrogradsky’s instability can be identified with the unboundedness from below of the
spectrum and the non-positive definiteness of the Hamiltonian, we are now in a position to analyse
the sector in the space of parameters (α, β,m,w) in order to avoid at least the last problem, in
order to finally find the physical theory that do not include the Ostrgradsky’s instability and can
indeed, be quantized.
What we mean by the latter, is that an unbounded from below energy operator does not lead to
a so called ”stable vacuum”, and in some approaches to QFT, it is highly important to demand
that the domain of the operators in the Hilbert space, be such that an unique vacuum, or lowest
energy state, is defined. In other words, the vacuum should be stable or at least, should not
decay with the ”infinite time scale”[6] that it takes in the Ostrogradsky’s instability. One example
of such formalism is the Wightman axiomatic quantum field theory, which is a very promising
approximation to give a sound mathematical foundation to QFT. To be more precise, in this
formalism, it is explicitly stated that the domain of the Hermitian valued operators, in the space
of Schwartz-class functions, must contain an unique vacuum state.
Based on the previous discussion, let us find the parameters for which the classical field theory
L, with Hamiltonian (148), could, in principle, be quantized. Keeping in mind that g2 != αβ, it
may be the possible that g ∈ C. In fact, in order to avoid the Ostrogradsky’s instability for this
particular field theory, this must be the case, and taking R 3 α
!
> 0, R 3 β
!
< 0, and |β| as the






This allows the physical Hamiltonian (148) to have the desired properties. However, this implies
the appearence of an imaginary coupling constant in the Lagrangian. As will be shown now, this

















It is important to note that the term with the coupling g,
−g∂µ∂µφ∂νAν (152)
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includes three derivatives. In a very rough approach, terms with an odd number of derivatives
could lead to a non-hermitian term. This is readily seen at the end form of the Hamiltonian (148).
With R 3 α
!



















































The question regarding if this Hamiltonian would lead to an Hermitian operator or not, is in general
difficult to address, but the following discussion may be a first approach from a much simpler and










appears to be complex, but it
must be considered that i is multiplying Pγ and therefore, if it is complex or not, could be seen ex-
plicitly after taking a mode expansion37 of the initial fields {Φ} = {ψµ, Pψµ , Aµ, PAµ , λµ, Pλµ , ϕ, Pϕ}.
The latter define the fields {Υ} = {Ξ1,Ξ3i , η, γ,Θi,Λ0,Ξ2i , ζ0, ζi, Pη, Pγ , PΘi ,∆0,∆i} in terms of
modes, by means of their definition (149), (150) and only then, the term iPγ(âi, â
∗
i ) could be seen
to be real or complex. However, this would be a lenghty computation for a simple toy model, where
the only intention has been to see how the classical conditions on theories with only one degree of
freedom, could be extended to covariant field theories. Therefore, some simpler approaches could
be taken: the first one and more related to the present discussion, is simply to see that no difficulty
arises when considering field toy models contained in the current set, by taking the special case of
massless higher derivative scalar field ϕ(x). This is, by demanding that w
!
= 0 in the Lagrangian,




































From (154), it is easy to see that a condition for positive definiteness of the Hamiltonian, after
demanding w
!





Now, finally, after starting with a Lagrangian (95) that could or could not lead to a correct quan-
tum theory, and after imposing restrictions on the parameters (α,m ∈ R+, β ∈ R−, g2 != αβ,
37This would be an expansion with ladder operators in a quantum theory.
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w
!
= 0, and more interesting α >
|β|
m
), we can, on a sound basis, proceed with the canonical
quantization of the corresponding physical Hamiltonian (154). By promoting the continuum fields
{Υ} = {Ξ1,Ξ3i , η, γ,Θi,Λ0,Ξ2i , ζ0, ζi, Pη, Pγ , PΘi ,∆0,∆i} to operators, and consequently also pro-






we obtain a quantum field theory without the Ostrogradsky’s instability.
Specifically, the commutators are:
[η(x), Pη(y)] = iδ
(3)(~x− ~y)







[Υa(x),Υb(y)] = 0 (157)
for all the other commutators promoted from the Dirac brackets.
This result seems quite feeble after so much work, but the importance relies on the fact that we
have proposed a covariant continuum field model, based on the results in [39] for a theory with finite
degrees of freedom, and have verified that after some subtleties regarding the construction and the
transformation properties of the stabilizer field, it is possible to build a classical continuum field
theory that can be, in principle - disregarding problems of other origins, like dynamical instabilities
not related with that of Ostrogradsky- be brought to the starting point of a higher derivative quantum
field theory.
It must be noted that the brackets that were quantized, are not the Poisson but the Dirac brackets.
This fundamental difference is what forced us to carry on with such cumbersome procedure of
finding the constraint structure in the theory, then the Dirac brackets and finally the new canonical
fields {Υ} (141) evolving freely, without apparent constraint by the physical Hamiltonian (154).
When we say ”freely”, we refer to the fact that the set {η, γ,Θi, Pη, Pγ , PΘi} evolve in a ”trivial”
hypersurface in the phase space of field configurations, defined by the ”planes” Ωf ≡ 0 for Ωf ∈
{Ξ1,Ξ3i ,Λ0,Ξ2i , ζ0, ζi,∆0,∆i} ∀f .
Further comments on this result, as well as additional approaches to understand its meaning are
given in section 4.1. The ideas written there, are complementary and offer other perspectives to
the more extensive analyses shown above.
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Other approaches: Introduction to the next sections.
Now that the approach by simplifying (153) through w
!
= 0 has been taken, we motivate the fol-
lowing section. Let us recall that (153) has the possible problem of a term that could or could not
be complex, and even though this is not conclusive about the hermiticiy of a corresponding Hamil-
tonian operator in a quantum theory, we are set with a weaker analysis regarding the possibility
of a positively defined Hamiltonian function in the classical continuum theory, which is a sufficient
condition to guarantee the disappearence of Ostrogradsky’s instability.
As was described above, an approach different to setting w
!
= 0 would be to expand the fields in
modes (ladder operators in a quantum theory). But there is a third approach which is a simplifi-
cation of the previous one, much weaker but easier for interpretation. This is, consider the same
mode expansion described above, for the initial fields {Φ} = {ψµ, Pψµ , Aµ, PAµ , λµ, Pλµ , ϕ, Pϕ}. The
latter define the fields {Υ} = {Ξ1,Ξ3i , η, γ,Θi,Λ0,Ξ2i , ζ0, ζi, Pη, Pγ , PΘi ,∆0,∆i} in terms of modes,
by means of their definition (149), (150), but now, let us take only one mode of the expansion,
in particular, the momentum ~p = ~0 mode. Then, every term in the physical Hamiltonian (148)
including spatial derivatives, vanishes, because the derivatives of the exponentials put a ~p in front
of these terms. Finally, we end up with a function, which is not the Hamiltonian Hphys(x), but
only a term of the sum of its mode expansion, readily, the 0 momentum contribution to the energy
function at every space-time point where Hphys(x)→ hphys~p=~0(x) can be evaluated. This is a very
rough approach but it can be interpreted in the following familiar way:
• We get, upon re-interpretation, a similar model to that of a classical theory with finite degrees
of freedom. In particular, if we demote the fields {η, γ,Θi, Pη, Pγ , PΘi} valued at every space-
time point, to simple degrees of freedom, the ”physical Hamiltonian” for one, higher-time
derivative degree of freedom (playing the role of ϕ), coupled to another stable degree of
freedom (which plays the same role as the 0-component of the vector field A0 in field theory),




























this function can also be reached, upon the previously discussed re-interpretation, by taking
out all the terms containing spatial derivatives, and only leaving the temporal part of the
general (not yet parameter constrained) physical Hamiltonian (148). This makes sense, be-
cause we are ”downgrading” from a covariant theory of continuum fields to a theory with
finite degrees of freedom and therefore, only with temporal derivatives. It is important to
note that this is not a formal procedure, however, this will prove to be a way to check consis-
tency of the previous results, because we are going to reach equivalent results from a different
computation in classical mechanics with finitely many degrees of freedom.
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With this motivation, we will follow the same procedure as above, though a little simpler,
and then quantize it in the canonical scheme. It will be found to be simple enough to easily
compute the energy spectrum in certain specific cases, and this will be of help to understand
the problematic term described above, for field theory, when w 6= 0. Furthermore, this
approach is interesting on its own, because it is the first step to test the stabilization extension
from classical to quantum theory.
But before going on, let us continue with some remarks regarding the previous results:
Remarks:
• It is evident from the final form of the Hamiltonian, that the equations of motion in the new
canonical fields Υ, will be of first order, as is usual in the Hamiltonian formalism. However,
this seems not quite right. We started with a higher derivative Lagrangian, therefore, we
naturally expect higher order equations of motion. To be more precise, we expected fourth
order equations of motion in the Lagrangian formalism. However, the constraint that was
imposed through g2
!
= αβ eliminated one dof and in fact, this is a general result in [39] for
models with one dof and up to second time derivatives38.
Then, with this model for infinite degrees of freedom, such result was confirmed, and at the
same time, it poses a question: Why to bother with such complicated theories, including two
time derivatives in the Lagrangian, if after all, the only devised method to stabilize them,
eliminates the higher derivatives in the equations of motion? One possible reason may be
that, it is not true that all possible equations of motion can be reached by a minimum action
principle, which is the main assumption when one writes a Lagrangian. Therefore, not all
equations of motion can be reached by means of explicitly covariant low-derivative lagrangians.
The physical Hamiltonian density is not explicitly covariant because of the properties of the
Hamiltonian formalism, but was derived without spoiling covariance, starting from a higher-
derivative and explicitly covariant Lagrangian density. Hence, the equations of motion, may
lead to new dynamics. However, there may be much better and well developed arguments
and the question is still open.
• It is worth noting that the new dynamical variable γ(x) = A0(x)− α
mα+ β
∂iPAi(x), is highly
related to the secondary constraint that is found for the Proca Lagrangian alone. In that
case, the new set of variables defines that constraint as a non-dynamical field (See chapter 2,
[45]), but here, the instability of the higher-derivative field ϕ, turns that canonical field into
a dynamical one, which evolves with Hphys.
• Even though the limiting case α→ 0 restores the higher derivative field ϕ to a low derivative
field, this analysis does not go through after such limit, because from the very beginning the




38This was mentioned in section 3
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• We ended up with 5 degrees of freedom in a certain configuration space, or equivalently, 10
canonical variables in a Hamiltonian formalism. These are {η, Pη, γ, Pγ ,Θi, PΘi}. On the
other hand, we started with 4 degrees of freedom of the vector field Aµ and a scalar field with
up to two derivatives in the lagrangian ϕ. As was shown in section (3) the unstable higher
derivative degree of freedom can be written as one stable and other unstable degree of freedom.
Therefore, ϕ gives in reality two degrees of freedom by means of its higher derivatives39,
therefore summing up 6 initial fields. The consistency check is that we demanded a new
constraint between one of the DOFs propagated by the higher derivative field and A0, in
order to control the Ostrogradskian instability, thus reducing to 5 DOFs.
4.4 A stable model with higher derivatives and finite degrees of freedom
Based on the discussions of the last section, there are now two motivations to explore the properties
of a much simpler model with finite degrees of freedom. Firstable, the instability of Ostrograd-
sky originates at the classical level, even for one degree of freedom, such as the widely discussed
Pais-Uhlenbeck oscillator. Therefore, the easier the model that includes the instability, the most
tractable would be the stabilization procedure. In fact, this do happen here, and at the end, we will
see that in order to stabilize a Pais-Uhlenbeck oscillator, there are more ways than in the ”equiva-
lent” field theory (99). Therefore, the particular model for fields, introduces more conditions, that
do not relate with the Ostrogradsky’s instability.











in the general Hamiltonian (153). With this on mind, we will develop a simple model that contains
exactly the same term, and upon canonical quantization, we will find the energy spectrum, turning
out to be positive and bounded from below. Altough this result is strictly pertinent to finite
degrees of freedom, at the end of the last section, we gave a brief discussion of how we can reach
a comparable model on fields, by taking only the ~p = ~0 mode of the expansion in momenta of the
physical Hamiltonian, and finally obtaining the corresponding function hphys~p=~0(x) (158), which
upon-reinterpretation, demoting fields to simple degrees of freedom, will be exactly the model in
the present discussion. Therefore, even though we do not expect to give a definite answer to this
problem in fields, we do expect to gain a little more insight into the properties of the field theory
including this term. Nevertheless, it is worth recalling that a ”problem free” higher-derivative field
theory that could be quantized, was reached by setting the higher derivative continuum field to be
massless, i.e. w
!
= 0 in (159).
39 This can also be seen from the equivalent Lagrangian, where ψµ =: ∂µϕ. From this relation two canonical
momenta were derived Pϕ and Pψ0 (The other Pψi are non-dynamical, in fact, constraints). Furthermore, if one
computes the propagator of the higher derivative field, one finds that it can be decomposed into two propagators,
as for two scalars degrees of freedom.
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Let us now begin with the model with finite degrees of freedom by re-writting the original La-
grangian density for field theory:
















We are now interested in the following model with finite degrees of freedom, whose resemblance









(F ij)2 does not contain time derivatives of A0, making the analogy even clearer.












x2 − gÿẋ (160)
Now, let us briefly sketch the procedure to follow:
The canonical conjugated momenta will be found, and demanding the stability in the sense of
Ostrogradsky, we will encounter constraints between momenta. This gives rise to the same problem
already encountered with fields. This is, at least in canonical quantization, the canonical variables
in phase space do not evolve freely, but constrainted to a hypersurface. Therefore, the canonical
quantization cannot be carried out by simply promoting degrees of freedom to operators and Poisson
brackets to commutators. In fact, it is not possible at all, to build the Hamiltonian without
knowing the constraint content of the theory. Therefore, we follow exactly the same procedure as
before, in section (4.3), beginning with an extended Hamiltonian formalism, including primarily
unexpressible velocities which cannot be inverted in terms of the momenta, but rather appear in this
extended Hamiltonian function, as Lagrange multipliers to be fixed by imposing the conservation
of constraints in time.
After such procedure, knowing all the second-class constraints in the theory, we will find the Dirac
matrix, its inverse and the corresponding Dirac brackets which roughly define a new symplectic
structure on the phase space manifold. With these new brackets, we set to find the new set
of canonical variables, and finally, to express the Hamiltonian in terms of these new variables.
With this final Hamiltonian function, depending on some canonical variables that evolve freely
on some lower dimensional constraint surface, which is trivially defined by some non-dynamical
canonical variables of the new set, we can analyse in which regions of parameter space, (α, β, w,m)
and g, can the Hamiltonian be positively defined, being this a sufficient condition to eliminate
the Ostrogradsky instability. Then, in those particular cases, we can promote the new canonical
variables to operators and Dirac brackets to commutators. Only then, we can introduce the suitable
position or momentum basis (of the new canonical variables) to project the states of Hilbert space,
and find a second order Schrödinger equation, which allows us to find the energy spectrum in some
particular cases.
As it is evident from the previous description, the procedure will be very similar to the one followed
in section (4.3), therefore, the main objective in this section will not be to repeat the justification
of the procedure, but rather to quickly find the result leading to the relevant discussion that had
not been addressed in the field theory model. However, all the procedure to find the new set of
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variables, although with less comments, and much less broader discussion, is given in the appendix
(6.2). This will be put in constant reference to the development of section (4.3). It must be noted
that even though this computations are similar in form, the objects being tretated are completely
different. Therefore, the computations were completely independent.
Let us define an equivalent lagrangian to (160) by introducing Q =: ẏ and one Lagrange multiplier
λ. (See (99)):













x2 − gQ̇ẋ+ λ(Q− ẏ) (161)
After computing the momenta, as is explained in detail in the appendix (6.2), the change between











































Now, let us briefly sketch what is being done with this search for new set of canonical variables (A
complete discussion is presented in (4.3)):
{·, ·}ΦPoissonB(Π) → {·, ·}
ω,Ω
DiracB(Ω) = {·, ·}
ω
PoissonB (163)
Φ ∈ {x, y,Q, λ, Px, Py, PQ, Pλ} is the initial set of canonical variables.
Π ∈ {ζ,∆,Λ,Ξ} are the constraints among the variables {Φ}
and {ωg}g=1,...,4 ∈ {y′, x′, Py′ , Px′}
{Ωf}f=1,...,4 ∈ {Ξ′,Λ, ζ,∆} are the new set of canonical variables.
Ωf ≡ 0 ∀f are the new equivalent constraints in the new set.
The Dirac brackets between the variables in the new set, defined in (215), are:
{y′(t), Py′(t)}D(Ω) = 1
{x′(t), Px′(t)}D(Ω) = 1
And,
{Υa(x),Υb(y)}D(Ω) = 0 (164)
for all the other Dirac brackets.
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As was checked with the field theory, with (164) it is verified that the Dirac brackets in the canonical
variables {Ω}, can be considered as Poisson brackets only in the fields {ω} = {y′, x′, Py′ , Px′}. This
is, the equation (124), that was discussed in the field theory, is also satisfied here {·, ·}ω,ΩDiracB(Ω) =
{·, ·}ωPoissonB.
As was noted for the field theory, it is important to emphasize that {Ω} = {Ξ, ζ,∆,Λ} are no longer
constraints between canonical fields {Φ}, but now, they are to be considered canonical variables
on their own, that however, vanish identically when the equations of motion are satisfied, and
therefore are not dynamical.
Now, the Hamiltonian (204) can be easily written in terms of the new set {Υ}. Nevertheless,
before making this computation, let us recall that still remains one Langrange multiplier, χ, to
be defined. As was widely discussed in the section for field theory, this is not strictly necessary,
because making use of some general theorems (see section 4.3.3), only the H0 in the Hamiltonian
must be transformed to the new set of variables. However, in this case, the Langrange multipliers
are so simple, that it is worth to define the latter, write the complete Hamiltonian H and H0, and
verify that both Hamiltonians, written in the set {Υ}, are the same.
The complete set of Lagrange multipliers, can be found by the inverse of the Dirac matrix (209)







































Therefore, we have the completeley defined Hamiltonian:































Λ =: Py + λ ≈ 0
∆ =: Pλ ≈ 0
Ξ =: mx(t) +
g
α
(Py(t)−Q(t)) ≈ 0 (166)
After writing both H and H0, in terms of {ω} = {y′, x′, Py′ , Px′} and the new constraints {Ω} =
{ζ,Λ,∆,Ξ′}, which in fact coincide with the previous set {Π} up to a multiplicative constant,
we obtain exactly the same result up to terms containing the variables {Ω}. However, as was
extensively discussed in section (4.3.3), for the variables satisfying the equations of motion, weak
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equalities turn to be strong inside the Dirac brackets (not inside Poisson B.), i.e. Ωf ≡ 0 ∀f , and
the physical Hamiltonian is,
Hphys(ω) = H̃(ω,Ω)|Ω≡0 (167)
Therefore, transforming H and H0 we reach exactly the same result. With the condition (106),
g2
!




















x′2 (mα+ β) (168)
Let us stop the current analysis and come back to the function contributing as the zero momentum



























Now, let us point out that there are only two terms not possible to identify (upon re-interpretation
of the objects) in (168), these are the ones containing Θi =: Ai and PThetai =: PAi . The reason
is clear if we recall the suggestive assignment when writing the Lagrangian for the classical model
with a finite number of degrees of freedom. This is:
ϕ ↔ y
A0 ↔ x (170)
This means that no degree of freedom in the present model, has a counterpart with the three
fields Ai. However, as was pointed out in the related discussion in the previous section, this is not
intended to be a complete analogy for many reasons, one of them, being the completely different
interpretations of the objects (fields and single degrees of freedom, like x).
Nevertheless, the resemblance obtained between (169) ↔ (168) is meaningful for two reasons:
firstable, after such long and cumbersome procedure, of finding the physical Hamiltonian, carried
out in completely independent formalisms, we have reached the ”equivalent” answer for the finite
degrees of freedom model, by starting from the field theory and after taking the corresponding
approximations, i.e. taking only the 0-momentum mode of the mode expansion, re-interpretation
of the objects: fields → demoting them to simple degrees of freedom, and recalling that we did not
introduce the corresponding dofs to Ai in the model with finite dofs. This can be considered as
a possible limiting case of field theory, that helps to relate a difficultier model, to a simpler one,
whose properties are much more ”accessible”.
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appears, which will help to understand the possibly problematic case in
field theory, when w 6= 0 and g ∈ C (massive higher derivative scalar field).
Eliminating the Ostrogradsky’s instability
As was done before in the field theory case, we are concerned with theories that do not include the
Ostrogradsky’s instability because among other things, in a quantum theory based on an ill classical
theory, undesirable properties like ghost states in the Fock space, lost of unitarity or ”unstable
vacuum”, appear. In fact, as was presented in section (3)(see [2], [3]), all of these undesirable
properties can be tracked to the non-positive definiteness of the Hamiltonian. Therefore, we are
mainly concerned with this problem.
A broader discussion regarding the necessary conditions to promote the classical theory to a quan-
tum theory, by canonical quantization, were discussed in section 4.3.6, and here, only the main
results motivated by that discussion, will be presented.
A short remark before going on, is that the non-positive definiteness of the Hamiltonian, may be
present in a model for reasons completely different to that of Ostrogradsky’s instability. But, for
the present case, since the models were written with higher derivatives, it is sufficient to write a
positive definite Hamiltonian in order to get rid of the problem, even if other dynamical instabilities
are unintentionally also taken care of, by this procedure.
The possible approaches to deal with the described problem in this model, are much more, than
the parameter-restricted field theory. Even though the restriction turned out to be very interesting,
relating the coupling of the higher derivative term to the mass of the stabilizer vector field, it may
be that this does not play a fundamental role in eliminating the Ostrogradsky’s instability. In the
commented field theory case, the only possibility to get rid of the Ostrogradsky’s instability was to
take: (R 3 α
!
> 0, R 3 β
!
< 0, m 6= 0 w != 0, C 3 g != ±i
√
α|β| → α > |β|
m
), however, the condition
w
!
= 0 was only imposed ”on the safe side”, with the argument that in any case, this is a toy model
and we only want to be sure that at least one field theory model can stabilized.
In what follows, the different possibilities to write a positive definite physical Hamiltonian, therefore
eliminating the Ostrogradsky’s instability, will be exposed. After the instability is dealt with, the
theory could in principle be quantized, because a unique, ”stable vacuum”, could in principle be
defined in Hilbert space. However this discussion can be highly non-trivial, and we only restrict
to the weaker case, of assuring that at least, no Ostrogradsky’s instability should cause trouble
in a possible quantum theory. In that sense, for the cases below, after stating the conditions to
eliminate the instability, they will be canonically quantized by the usual prescription of promoting
{x′, Px′ , y′, Py′} to operators, and the Dirac brackets (Not Poisson) to commutators (171). For
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Finally, let us recall the initial Lagrangian, how the new set of variables are defined, and the physical
Hamiltonian that was obtained after the Dirac’s programme:












































































• 1- Let R 3 α
!






≥ 0, C 3 g != ±i
√
α|β|. The Lagrangian is:













With the procedure described above, the new set of canonical variables (215) in the Dirac
brackets (211,212), and the quantization by promotion of the dynamical dofs (215) to oper-



















To find the spectrum, let |Ψ〉 be a state in the domain of Hphys, in Hilbert space. Then, we
have the time independent Schrödinger equation:
Hphys(x
′, y′, Px′ , Py′)|Ψ〉 = E|Ψ〉
(175)
Let us recall the commutators:
{x′, Px′}D(Ω) = 1→ [x′, Px′ ] = i
{y′, Py′}D(Ω) = 1→ [y′, Py′ ] = i (176)
4.4 A stable model with higher derivatives and finite degrees of freedom78
It would be possible to take the ”position basis” {|x′, y′〉} to project the states, but we notice
that x′ does not appear explicitly in Hphys, then, if we consider the set of states {|Px′ , y′〉}
as a basis, all computations will be highly simplified. In any case, any possibility to assign
a ”position operator” interpretation to {x′, y′} and ”momentum operator” to {Px′ , Py′}, has
been lost in the cubersome redefinition of dynamical variables (215), that was necessary to
quantize the system. Now, {x′, y′, Px′ , Py′} must be considered canonical variables by the
pairs (176), without necessity of further classification.
Assuming that the basis is complete (
∫
dPx′dy
′|Px′ , y′〉〈Px′ , y′| = I), we get the differential
equation (now in eigenvalues of the {x′, y′, Px′ , Py′} operators, and we take units such that
~ = 1):























′) = 0 (177)
By displacing the y′ → y′′ in the complex plane, we get the Schrödinger differential equation
for a simple harmonic oscillator. We are only interested in the energy spectrum, which as
always, after imposing the boundary condition that the wave function Ψ(Px′ , y
′′) must be
finite everywhere, we get the usual result:
























n ∈ N ∪ {0} (179)
By the completeness of {|Px′〉} basis for Px′ operator, the energy spcetrum is continuum. It
can be seen from (178) that the spectrum is also real, positive and bounded from below.
This is a simple yet meaningful result. Firstable, it can be expliciltly seen in the boundedness
from below of the spectrum (178), that there is a unique vacuum in Hilbert space, whose
non-existance was the biggest, and origin of all problems for the Ostrogradsky’s instability
[2, 3]. We can finally assure that this model with a finite number of degrees of freedom
and with higher derivatives, can indeed be stabilized by the method proposed by [39] (i.e.
demanding the existance of a particular kind of constraint. i.e. ζ in (204)). And furthermore,
the stabilization does not get lost when quantizing the theory, which had not been exemplified
before.












present in the corresponding case in field theory, does not affect the desired properties of the
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energy spectrum. There is however, a difference between these two models besides that one,
very important, of the interpretation of the objects under consideration. This is, we have
taken here, besides (R 3 α
!
> 0, R 3 β
!
< 0, w 6= 0, C 3 g != ±i
√
α|β|) also m != 0, which was
not the case in field theory. In fact, it was not possible at all in field theory, to remove all the
possible sources of instability by taking m = 0. But as was discussed in section (4.3.6), it was
identified that the conditions by means of which the physical Hamiltonian density, was found
to have the desired properties, were sufficient but not necessary. In particular, it was discussed
that there there may be other possibilities to avoid the Ostrogradsky’s instability in those
models, that could be reached by taking theories whose parameters were restricted to other
regions in parameter space. These, however, may leave the model with certain dynamical
instabilities not related with that of Ostrogradsky. In short, m could be taken to be zero in
the field theory, and yet the Ostrogradsky instability seems to disappear, but further analysis
should be done in that case.





was not even demanded to be included in the model, by the stabilization procedure proposed
in [39]. Hence, this may be another indication of the fact that the Ostrogradsky’s instability
can be removed even taking m = 0, for specific conditions on the other parameters. There
is however, another possibility: since the procedure given in [39], was proposed for systems
with finite degrees of freedom, which obviously do not say anything related to the extension
to field theories. Problems may arise, and one could, in principle, for some not yet known




µ, in order for the Ostrogradsky’s instability
to disappear. This is not a very unreasonable possibility. One example was already found in
this work, when demanding explicit covariance in the Lagrangian density. It was identified,
that it is necessary for the stabilizer field, to transform as a vector and not as a Lorentz
scalar.
Finally, there is yet another point that may incline the previous discussion to the fact, that
with the particular field theory proposed in section 4.3, we just introduced more possible
sources of dynamical instability, which forced upon us the conditions (α,m ∈ R+, β ∈ R−,
C 3 g2 != αβ, w != 0, and α > |β|
m
) in order to guarantee (”on the safe side”) the elimination
of Ostrogradsky’s instability. This is, there are much more possibilities to eliminate the
instability in this model with finite degrees of freedom, than in field theory40
The following, are other possibilities to eliminate the Ostrogradsky’s instability. Since the
procedure and analysis is almost the same as for the first case, only the results will be given.
40We are making explicit reference to the fact that these two completely different models, in the sense of in-
terpretation, may be compared upon some considerations. This was widely discussed at the end of section (4.3.3)
and at the beginning of this section. It was roughly related to the fact that there is a possible limit, reaching the
current model with finite degrees of freedom, from field theory, when taking the 0-momentum mode, of the mode
expansion of the physical Hamiltonian density and then re-interpreting the objects being treated.
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• 2- Let R 3 α
!






≥ 0, R 3 g != ±
√














With the new set of canonical variables (215) in the Dirac brackets (211), after canonical



















This is a very similar case to the first one. This Lagrangian no longer includes the Pais-
Uhlenbeck oscillator, because we have taken α
!
< 0. However, this is still a higher-derivative
degree of freedom, coupled to the stabilizer x. It is also important to note that g ∈ R. The













n ∈ N ∪ {0} (182)
The only difference is not noticeable in the spectrum but in the wave functions, which now
depend on a variable y′′, obtained after displacing the origin strictly in the real line, y′ → y′′,
and not in the complex plane, as in the first case. Nevertheless, the important result for
our present purposes is that again, the spectrum is bounded from below, positive, and in
this particular case, also continuous. Again, we have explicitly verified the elimination of
Ostrogradsky’s instability.
• Now, let us explore the more general case of m 6= 0:
3- Let R 3 α
!






≥ 0, C 3 g != ±i
√
α|β|. The Lagrangian is:
















With the new set of canonical variables (215) in the Dirac brackets (211), after canonical
quantization only when α >
|β|
m
























We encounter again a complex term but instead of computing the energy spectrum, which in
this case requires more work (because all variables are now dynamical), we pass to a simpler
case which has better properties. It is worth noting that if we make m = 0 in this model, we
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recover the first case with the nice spectrum described above. Furthermore, if we set w
!
= 0
we recover an equivalent model to that described in the field theory (154) in section 4.3.3.
In particular, let us write again, for matter of comparison, both, the model in quantum field



































Let us recall that this function acquires the status of the physical Hamiltonian density operator
only after demanding α >
|β|
m
, which is the same condition for (184). And the 0-momentum
function of the mode expansion, after demanding R 3 α
!








































As commented before, there are only two terms not possible to identify (upon re-interpretation
of the objects) in (185), these are the ones containing Θi =: Ai and PΘi =: PAi . Let us recall
that the following was a possible assignment: ϕ ↔ y and A0 ↔ x. Leaving Ai without
counterpart in the current model with only finite degrees of freedom.




However, in the following case, additional comments will be given.
• 4- Let R 3 α
!






≥ 0, R 3 g != ±
√
















With the new set of canonical variables (215) in the Dirac brackets (211), after canonical
quantization only when |α| < |β|
|m|
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Notice that this is a much more interesting case, because now α has an upper limit defined
by the mass of the stabilizer |α| < |β|
|m|
. If two degrees of freedom x and y, the latter
possibly with higher derivatives, describe some physical system, then, one could say that
the higher derivative terms may play a role in the evolution of the system, but only under
certain conditions can be detected. For instance, if the mass parameter of x were too small,
we would know the order of high energies, given by the mentioned upper limit, at which the
higher derivatives should be found to affect the dynamics of the y degree of freedom. Such
estblishment of an order of magnitude of energies, at which higher derivatives may describe




is not as meaningful, because if no information is found at experiments in certain range
of energies, it tells nothing about which should be the next try, but rather, only says that the
effects may take importance above the already tried range of energies. It is important to note
that this analysis, though in the finite degree of freedom case, is mainly given thinking of
possible extensions to QFT, as the one found in section (4.3.6), but with the more interesting
relation |α| < 1
m
.
However, we must be very careful with this analysis for two main reasons: firstable this is
only a toy model, which only suggests that at least in an example (the one already found),
such relation between mass parameters of stabilizers and coupling to the dynamics of possibly
higher derivatives of dofs, may arise if we desire a stable model. Second, because at least
in the finite degree of freedom case, other possibilities to stabilize without the mentioned
relation α(m), were found.
Finally, a point supporting the idea that this is in fact an interesting result: this is the only toy
model with the ”right” signs in the Lagrangian for the stabilizer x, i.e. x is now a harmonic
oscillator. It must be noted that y however, is no longer the Pais-Uhlenbeck oscillator, but
only a particular higher derivative model, with well properties given by its interaction with
the harmonic oscillator x.
• Let us note that there is another possibility for the Hamiltonian (168) to be free of Ostrgrad-
sky’s instability. This can be reached by demanding (R 3 α
!







C 3 g != ±i
√




The main intention with this thesis has been to contribute in the understanding of the properties
that arise when new, higher-derivative structure, is conferred to the mathematical models that
may be claimed to describe some dynamics of some physical phenomena. The discussion has
been centered on a toy model that was specifically built, such that all the key properties were
included, in order to analyse how they could be put together to give a nice mathematical model,
i.e. with healthy properties that would in principle, allow quantization of the classical theory. By
key properties we refer to those commonly assigned to higher-derivative theories, in particular, the
Ostrogradsky’s instability and also to the stabilization conditions suggested in [39].
More precisely, a continuum higher-derivative scalar field theory was proposed in this thesis. On its
own, without any interaction, it leads to an unstable theory. This fact was already known for the
Pais-Uhlenbeck model [2, 3, 6, 7, 8, 9, 10, 11]. However, by a naive application of the stabilization
procedure that was proposed only for systems with finitely many DOFs [39], it was found that
the scalar field theory requires of another field, such that between their momenta a very specifical
kinetic constraint exists and controls the instability. In the case of field theory, additional structure
of the stabilizer field was found to be required. In particular, the stabilizer needs to transform like a
vector field, in order for this theory to be explicitly covariant. Something that was not anticipated
in [39, 40, 41]. It was also argued that this tranformation condition on the stabilizer cannot be
bypassed if the instability is to be controled already at the level of a free theory, which is mandatory,
if one expects a possible extension of the stable properties to interacting higher derivative theories.
Roughly, the discussion centered around the need of a healthy free theory such that the Feynman
propagator does not show a ghost DOF.
Starting from such a model, and imposing the constraint that was naively expected to control
the Ostrogradsky’s instability, a Hamiltonization with constraints in the extended Hamiltonian
formalism, was carried out. More precisely, the complete constraint content of the theory, the Dirac
brackets, the new set of dynamical fields and the physical Hamiltonian were found. This was also
done for some models with a finite number of degrees of freedom. This equivalent system had much
nicer properties that greatly simplified the analysis of the dynamics of the system. Therefore, upon
the classical Physical Hamiltonian propagating physical healthy DOFs, the conditions for which
this function was positively defined and bounded from below, were found. This guaranteed that
the Ostrogradskian instability had been systematically removed.
Furthermore, related to the interpretation of this new structure, it was found that the only way
to stabilize the higher-derivative scalar field, forces a relation between the coupling parameter of
the higher-derivative scalar field (α), and the mass parameter of the stabilizer field (m). The
condition is a lower bound of the kind α > 1/m. Such relation was completely unexpected but
more meaningful for the physical interpretation of higher-derivative terms. For the cases with finite
DOFs, a model with upper bound was also found.
Since the model without stabilization conditions is manifestly unstable, then, only the imposed
conditions could have lead to the new nice properties of the theory, and it is concluded that
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after some subtleties regarding the construction of the model and the transformation properties
of the stabilizer field, it is possible to to systematically build a field theory with higher derivative
structure that can be, in principle, be brought to a healthy quantum theory. In particular, the Dirac
brackets, which include by construction all the constraint content of the theory, were promoted to
commutators for the initial set of canonical fields. Equivalently, the same canonical quantization
was proposed directly for the physical DOFs propagated by the theory, which are canonical in the
Dirac brackets, and therefore, for this set of variables, the promotion to commutators was simply
taken from the Poisson brackets.
Now, in a quantum field theory, the restriction for stability relating the higher-derivative coupling
and the mass of the stabilizer field (α > 1/m), could be interpreted at least inside the very
restricted panorama allowed by this simple toy model, as a lower bound on energies at which a
higher-derivative term, may indeed, appreciably describe some dynamics in a scattering process.
Even though it is not claimed that this kind of relation should appear in every possible stable
higher-derivative field theory, the sole fact that this toy model with these interesting properties
exists, speaks about possibly physically interesting cases.
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6 Appendix
6.1 A1. Some results for section 4.3
- The Dirac brackets for the theory (123), with (129) and (130), are:






+ {F(x), ζi(z)}{ζi(z), ζ0(z′)}−1{ζ0(z′),G(y)}
+ {F(x), ζi(z)}{ζi(z),∆0(z′)}−1{∆0(z′),G(y)}





+ {F(x),∆i(z)}{∆i(z),Ξ2j (z′)}−1{Ξ2j (z′),G(y)}













ζi(x) := Pψi(x) ≈ 0
∆µ(x) := Pλµ(x) ≈ 0
Λ0(x) := Pϕ(x) + λ
0(x) ≈ 0
Ξ1(x) := mA0(x) +
g
α
(Pϕ(x)− ψ0(x))− ∂iPAi(x) ≈ 0
Ξ2i(x) := −(ψi(x) + λi(x) + ∂iPψ0(x)) ≈ 0
Ξ3i(x) := −ψi(x)− ∂iϕ(x) ≈ 0
For the computation of the new set of canonical fields, an alternative form of the Dirac brackets,
already developed in terms of the canonical fields (after using the fundamental Poisson brackets
(101)), is:






























































+ {F(x), Pλ0(z)}{(Pϕ + λ0)(z′),G(y)}
− δij{F(x), ∂(z)j Pλi(z)}{Pλ0(z
′),G(y)}
− δij{F(x), Pλi(z)}{−(ψ























+ δij{F(x),−(ψi + λi + ∂(z)i Pψ0)(z)}{Pλj (z
′),G(y)}
+ δij{F(x), (−ψi − ∂(z)i ϕ)(z)}{Pψj (z
′),G(y)}





This is the final form used for all the computations.
In the search for the new set of canonical variables, the square extended matrix of Dirac brackets
between the initial canonical fields, is formed by the following results:












(3)(~y − ~x)− δµiδν0∂(x)i δ
(3)(~x− ~y)
)

















{ψµ(x), λν(y)}D(Π) = δµiδν0∂
(x)
i δ
(3)(~x− ~y)− δijδµ0δµ0∂(y)j δ
(3)(~y − ~x)
{ψµ(x), Pψν (y)}D(Π) =



















{ψµ(x), Pλν (y)}D(Π) = 0
{ϕ(x), ϕ(y)}D(Π) = 0









{ϕ(x), λµ(y)}D(Π) = −δµ0δ(3)(~x− ~y)
{ϕ(x), Pψµ(y)}D(Π) = 0
{ϕ(x), Pϕ(y)}D(Π) = δ(3)(~x− ~y)
{ϕ(x), PAµ(y)}D(Π) = 0










(3)(~y − ~x)− δµ0δνi∂(x)i δ
(3)(~x− ~y)
)
{Aµ(x), λν(y)}D(Π) = 0









{Aµ(x), Pϕ(y)}D(Π) = 0







{Aµ(x), Pλν (y)}D(Π) = 0






(3)(~y − ~x)− δµiδν0∂(x)i δ
(3)(~x− ~y)
)
{λµ(x), Pψν (y)}D(Π) = 0




{λµ(x), PAν (y)}D(Π) = 0
{λµ(x), Pλν (y)}D(Π) = (δµν − δµ0δν0 − δijδµiδνj) δ(3)(~x− ~y)
{Pψµ(x), Pψν (y)}D(Π) = 0
{Pψµ(x), Pϕ(y)}D(Π) = 0
{Pψµ(x), PAν (y)}D(Π) = 0
{Pψµ(x), Pλν (y)}D(Π) = 0
{Pϕ(x), Pϕ(y)}D(Π) = 0
{Pϕ(x), PAν (y)}D(Π) = 0
{Pϕ(x), Pλν (y)}D(Π) = 0
{PAµ(x), PAν (y)}D(Π) = 0
{PAµ(x), Pλν (y)}D(Π) = 0
{Pλµ(x), Pλν (y)}D(Π) = 0 (190)
Based on this results, we define the extended matrix of Dirac brackets by adding {∂iPψ0 , ∂iPAi , ∂iϕ}
to the set, above. This is, for Φ̃ ∈ {ψµ, Pψµ , Aµ, PAµ , λµ, Pλµ , ϕ, Pϕ, ∂iPψ0 , ∂iPAi , ∂iϕ}. The entries
of the extended matrix of Dirac brackets are:
J̃ab = {Φ̃a, Φ̃b}D(Π) (191)
this matrix (33 × 33), is schematically presented. It is built using the results (189), and only the
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Finding the new set of canonical variables
As was discussed in section (4.4), the procedure to be presented is very similar to the one followed
in section (4.3), therefore the search for the new set of variables, although with less comments,
and much less broader discussion, is given here. This will be put in constant reference to the
development of section (4.3). It must be noted that even though this computations are similar
in form, the objects being tretated are completely different. Therefore, the computations were
completely independent.
Let us define an equivalent lagrangian to (160) by introducing Q =: ẏ and one Lagrange multiplier
λ. (See (99)):













x2 − gQ̇ẋ+ λ(Q− ẏ) (193)













Pλ =: 0 (194)
The basic Poisson brackets are:
{x, Px} = 1 {y, Py} = 1 {Q,PQ} = 1 {λ, Pλ} = 1 (195)
Following the discussion in (160), we can compute the Hessian matrix Mab =:
∂2Leq
∂q̇i∂q̇j
, with qi ∈
{x, y,Q, λ} for i = 1, 2, 3, 4, which in this case has nullity 2. The degeneracy is introduced by the
construction of Leq and has nothing to do with the original model (160). Therefore, we can focus


































therefore, according to the results of stabilization in [39], that were originally derived for these
kind of systems with a finite number of degrees of freedom, we must impose a degeneracy on this
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submatrix of the Hessian. This implies the existance of a constraint in the theory, which at the end
should control the Ostrogradsky’s instability. And, as derived for fields, the condition is g2
!
= αβ.
There are three primarily unexpressible velocities (or non-invertible in terms of momenta) λ̇, ẏ
and either ẋ or Q̇, because their momenta are linearly dependent. As before, we pick ẋ to be
unexpressible, and for the reasons given for fields, the final result is independent of this choice. We
can therefore, form the following function:
f = PQQ̇+ Pxẋ+ Pyẏ + Pλλ̇− Leq (198)
Which after the introduction of the yet undetermined functions Vy = ẏ, Vλ = λ̇ and Vx = ẋ, and
after using the definition of momenta (194) we find the following Hamiltonian in the extended
formalism, where we also identify the functions Vy = ẏ, Vλ = λ̇, Vx = ẋ as Lagrange multipliers:

















Λ =: Py + λ ≈ 0
∆ =: Pλ ≈ 0 (199)
Furthermore, we also defined the primary constraints, which vanish weakly, after computing the
evolution of the dynamical variables of the system, and setting them to follow the equations of
motion (For a much broader discussion see section (4.3)). Their Poisson brackets are:
{ζ, λ} = 0 {ζ,∆} = 0 {Λ,∆} = 1 (200)
Now, as described above, let us impose the conservation of constraints in time. this is:
ζ̇(t) = {ζ(t),H(1)(t)} != 0






⇒ Define it as a secondary constraint:
Ξ =: mx(t) +
g
α
(Py(t)−Q(t)) ≈ 0 (201)
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⇒ Fix the Lagrange multiplier:
Vy =: 0 (202)
Λ̇(t) = {Λ(t),H(1)(t)} != 0
∆̇(t) = −wy(t)− Vλ
!
= 0
⇒ Fix the Lagrange multiplier:
Vλ =: wy(t) (203)
Now, let us define the Hamiltonian in the second stage, introducing a new Langrange multiplier χ
with the secondary constraint Ξ:

















Λ =: Py + λ ≈ 0
∆ =: Pλ ≈ 0
Ξ =: mx(t) +
g
α
(Py(t)−Q(t)) ≈ 0 (204)
The Poisson brackets between constraints, are:
{ζ, λ} = 0 {ζ,∆} = 0 {Λ,∆} = 1




And now, impose the same conservation for the Ξ constraint in time:
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Ξ̇(t) = {Ξ(t),H(2)(t)} != 0






























Because no other constraint arises, we can assure that by fixing the Lagrange multipliers as in
(202, 203, 206), all the constraints are preserved in time. In fact, all the constraint content of the
theory has already been given in (204). Furthermore, from (205) we can assure that the system of
constraints is of second class and consequently, the inverse of the Dirac matrix, as well as the Dirac
brackets for the complete theory, exist. Finally, we can identify the Hamiltonian (204), together
with the evolution of the degrees of freedom given by the Poisson brackets with the second stage
Hamiltonian, with the complete Hamiltonian formulation for fields (123).
Furthermore, we can identify from the complete Hamiltonian formulation (204), that there are 8
canonical variables and 4 constraints among them. Therefore, we now desire to build the physical
Hamiltonian, depending on two disjoint sets of new canonical variables Υa ∈ {ωg,Ωf} with g =
1 . . . 4 f = 1 . . . 4. The set {ω} being the dynamical variables and {Ω} the set of non-dynamical
variables, that do not enter the physical Hamiltonian and vanish identically when the equations of
motion are satisfied (For a much broader discussion, see the related section on fields (4.3.3)).
Based on the previous discussion, with the constraints in (204) and their Poisson brackets (205),
we write the Dirac matrix as:
D =

{Ξ,Ξ} {Ξ, ζ} {Ξ,Λ} {Ξ,∆}
{ζ,Ξ} {ζ, ζ} {ζ,Λ} {ζ,∆}
{Λ,Ξ} {Λ, ζ} {Λ,Λ} {Λ,∆}
{∆,Ξ} {∆, ζ} {∆,Λ} {∆,∆}
 (207)











) 0 0 0
0 0 0 1
0 0 −1 0
 (208)
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0 0 0 −1
0 0 1 0

(209)
As introduced for fields, the Dirac brackets in a classical model with finite degrees of freedom, are,
for any two functions F , G depending on time:
{F (t), G(t)}DΠ =: {F (t), G(t)} −
∑
a,a′
{F (t),Πa(t)}{Π(t),Π(t)}−1a,a′{Πa′(t), G(t)} (210)
where, following the notation introduced in section (3.4) and also used in (4.3), we have Πa ∈
{Ξ, ζ,Λ,∆}. Explicitly, using the constraints given in (204), the Dirac brackets are:
{F (t), G(t)}DΠ =: {F (t), G(t)} +
α
mα+ β















+ {F (t), Py(t) + λ(t)}{Pλ(t), G(t)}
+ {F (t), Pλ(t)}{Py(t) + λ(t), G(t)} (211)
With these Dirac brackets, we compute the Dirac brackets between all the degrees of freedom
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Φ ∈ {x, y,Q, λ, Px, Py, PQ, Pλ}:
{Q(t), Q(t)}D(Π) = 0 {y(t), Py(t)}D(Π) = 1 {λ(t), Pλ(t)}D(Π) = 0







{y(t), Px(t)}D(Π) = 0 {λ(t), Px(t)}D(Π) = 0
{Q(t), x(t)}D(Π) = 0 {y(t), Pλ(t)}D(Π) = 0 {PQ(t), PQ(t)}D(Π) = 0






{x(t), λ(t)}D(Π) = 0 {PQ(t), Py(t)}D(Π) = 0















{x(t), Py(t)}D(Π) = 0 {Py(t), Py(t)}D(Π) = 0





{Py(t), Px(t)}D(Π) = 0
{y(t), y(t)}D(Π) = 0 {x(t), Pλ(t)}D(Π) = 0 {Py(t), Pλ(t)}D(Π) = 0







{λ(t), λ(t)}D(Π) = 0 {Px(t), Px(t)}D(Π) = 0
{y(t), λ(t)}D(Π) = −1 {λ(t), PQ(t)}D(Π) = 0 {Px(t), Pλ(t)}D(Π) = 0
{y(t), PQ(t)}D(Π) = 0 {λ(t), Py(t)}D(Π) = 0 {Pλ(t), Pλ(t)}D(Π) = 0
(212)
With these brackets, the ”square matrix of Dirac brackets” can be computed as with the field theory
in (4.3), (4.3.3), and it can be brought, my means of the proposed procedure in the respective section
on Dirac brackets, to the already discussed form (214). Nevertheless, note that here, the ”extended”
matrix of Dirac brackets do not need to be used, because the constraints do not involve derivatives.
This is just a consequence of the fact that this is a classical model without spatial derivatives,
which were forced on us in the field theory, because of covariance.
The ”square matrix of Dirac brackets” between variables is straightforward to write down from the
equations (212), because there are no indices to care about. Furthermore, it is similar to the one












where Υ is a vector of all the new variables in the sets {ωg}g=1,...,4, {Ωf}f=1,...,4, 0n is a 4 × 4
zero matrix and Ĩ is a diagonal 4 × 4 matrix, with entries 0 or 1 in the diagonal. The reason for
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such a form of the Ĩ matrix is, as explained for fields, that in the new variables, the set {Ωf}f
is demanded to be identically 0. Thus, only the equations corresponding to dynamical degrees of
freedom ({ωg}g) have a ”1” entry in the diagonal of Ĩ.
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[10] M. Pavšič, Stable self-interacting Pais-Uhlenbeck Oscillator. Modern Phys. Lett. A 28, 36,
2013. DOI: 10.1142/S0217732313501654
[11] H. Dimov, S. Mladenov, R. Rashkov and T. Vetsov, Entanglement of higher-
derivative oscillators in holographic systems, 2016. DOI: 10.1016/j.nuclphysb.2017.03.005.
arXiv:1607.07807v3 [hep-th]
[12] G. W. Horndeski, Second-order scalar-tensor field equations in a four-dimensional space.
Int.J.Theor.Phys. 10 (1974) 363-384. DOI: 10.1007/BF01807638
[13] M .S. Plyushchay, Massless point particle with rigidity. Modern Phys. Lett. A, 4 (9), 1989.
[14] M. Ostrogradsky, Mem. Ac. St. Petersbourg VI 4, 1850, 385.
[15] A. Pais and G. E. Uhlenbeck, On Field Theories with Non-Localized Action. Phys. Rev.
79, (1) (1950). DOI: https://doi.org/10.1103/PhysRev.79.145
[16] S. W. Hawking and T. Hertog, Living with ghosts. Phys. Rev. D, vol. 65, 2002. DOI:
10.1103/PhysRevD.65.103515. arXiv:hep-th/0107088v2
REFERENCES 97
[17] D. Langlois and K. Noui, Hamiltonian analysis of higher derivative scalar-tensor theories.
JCAP 07 (2016) 016, 2016. DOI: 10.1088/1475-7516/2016/07/016. arXiv:1512.06820v1 [gr-
qc]
[18] D. Langlois, M. Mancarella, K. Noui, F. Vernizzi. Effective Description of Higher-Order
Scalar-Tensor Theories. JCAP 05 (2017) 033, 2017. DOI: 10.1088/1475-7516/2017/05/033.
arXiv:1703.03797v2 [hep-th]
[19] M. Crisostomi, R. Klein, D. Roest. Higher Derivative Field Theories: Degeneracy Condi-
tions and Classes. J. High Energ. Phys. (2017) 2017: 124. DOI: 10.1007/JHEP06(2017)124.
arXiv:1703.01623v2 [hep-th]
[20] R. Kimura, A. Naruko and D. Yoshida, Extended vector-tensor theories. JCAP 01 (2017)
002, 2017. DOI: 10.1088/1475-7516/2017/01/002. arXiv:1608.07066v4 [gr-qc].
[21] D. Becker, C. Ripken, F. Saueressig, On avoiding Ostrogradski instabil-
ities within Asymptotic Safety. J. High Energ. Phys. (2017) 2017: 121.
https://doi.org/10.1007/JHEP12(2017)121. arXiv:1709.09098v2 [hep-th]
[22] K. Andrzejewski, J. Gonera, P. Maslanka. Euclidean Path Integral and
Higher-Derivative Theories. Progress of Theoretical Physics, 125, 2, 2011.
https://doi.org/10.1143/PTP.125.247. arXiv:0904.3055v3 [hep-th]
[23] L. Casarin, On higher-derivative gauge theories. (2017) arXiv:1710.08021v2 [hep-th]
[24] B. Grinstein, D. O’Connell and M. B. Wise. The Lee-Wick Standard Model. Phys.Rev.
D77, 025012, 2008. DOI: 10.1103/PhysRevD.77.025012. arXiv:0704.1845v3 [hep-ph].
[25] C. Carone and R. Lebed. A Higher derivative Lee-Wick Standard Model. JHEP, 2009. DOI:
10.1088/1126-6708/2009/01/043. arXiv:0811.4150v2 [hep-ph].
[26] K. S. Stelle, Renormalization of Higher Derivative Quantum Gravity. Phys. Rev. D. 1977.
DOI: 10.1103/PhysRevD.16.953
[27] T. Ort́ın, Higher order gravities and the Strong Equivalence Principle, J. High Energ. Phys.
(2017) 2017: 152. DOI: 10.1007/JHEP09(2017)152. arXiv:1705.03495v2 [gr-qc]
[28] K. Muneyuki and N. Ohta, Renormalization of Higher Derivative Quantum Gravity
Coupled to a Scalar with Shift Symmetry. (2013) DOI: 10.1016/j.physletb.2013.07.054.
arXiv:1306.6701v3 [hep-th]
[29] A. Nicolis, R. Ratazzii and E. Trincherini, The galileon as a local modification of gravity.
Phys. Rev. D, 79 2009. DOI: 10.1103/PhysRevD.79.064036. arXiv:0811.2197v2 [hep-th]
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