Abstract. This paper proposes a rumor rectification model considering the context when rumor in the social network has propagated for a period of time such that it is too late to block the rumor. We give an explanation that existing models on rumor blocking are not appropriate in this case. TIM + is an efficient approximation algorithm in influence maximization problem, however it handles the case when there is only one influence cascade in the network. We modify it to suit the two cascades case in our problem and find obvious effect comparing with the random solution.
Introduction
Misinformation, or rumor spreading in the social network may cause damage to a company or an individual's reputation, or even worse, bring about negative impact on society. At present, there are several works about rumor blocking [2, 3, 4] , which aims at blocking rumor or misinformation spreading in the social network. While blocking rumor in the social network makes sense only in the context when rumors are just beginning to spread, in other words, most of people in the network are not influenced by rumor at present. As for the situation when victims of the rumor take measures is too late, blocking the rumor is meaningless since the rumor has diffused thoroughly. On this occasion, treatment is more important than prevention. What mainly need to be done at this moment is not blocking the rumor but trying to send truth to those who are misled so that they can realize what is true.
The influence diffusion models used in [2, 3, 4, 5] are the well-known independent cascade (IC) model and linear threshold model (LT) proposed by David Kempe [1] . Based on these two diffusion models, there are many variants [2, 3, 4, 5, 6] . Budak [2] proposed multi-campaign independent cascade models and gave a greedy solution to her limiting misinformation diffusion problem. He X [3] studied the competitive influence diffusion problem in linear threshold model and provided an efficient heuristic CLDAG for his influence blocking maximization (IBM) problem. These two kinds of work though take different influence diffusion models but have the same optimal object. That is maximizing the number of nodes which will be influenced by rumor if the truth was not spread [3] under their respective diffusion models. By selecting specific number of nodes in the network spreading the truth, the number of nodes influenced by rumor is minimized. Hence rumor is blocked. Fig. 1 shows a toy example for the case which these models are suitable for. In this case, the proportion of nodes influenced by rumor is not great. Hence, there is still enough room to choose certain number of nodes blocking the rumor in advance. According to Budak's model, in this example, let the budget k = 2, then we find two nodes labeled with t in the graph, the best choice to block rumor diffusion. Classical rumor blocking models give a proper description to the rumor blocking under the condition that the proportion of initial rumor activated nodes is small. However, if the rumor is discovered too late, it spreads thoroughly in the network. Then most of the nodes in the network have been influenced by the rumor already. Blocking is meaningless under this circumstance and models for rumor blocking are no longer suitable. In our work, we study the case when the rumor is discovered too late and the social network is almost filled with rumor. Under this assumption, rumor blocking is ineffective as Figure 2 shows, since there is not enough space to block rumor. 
Background and Related Work
This section introduces some existing works related to rumor blocking.
Influence maximization problem is to find the most k influential nodes in a network = ( , ). Kempe first gives the two well-known influence propagation model IC and LT. Influence maximization problem has been extensively studied in [7] .
Greedy algorithm has good approximation (1 − 1 ) for this problem but is very inefficient. Great number of researches [10, 11, 12] has been taken on this problem to reduce the running time of greedy. All these algorithms either trade approximation guarantees for practical efficiency or vice versa. However, inspired by Borgs et al. [11] drastically different method (referred to RIS by Tang), Tang et al [12] gives TIM and TIM + algorithms which are usually referred to a polling method satisfied both approximation guarantees and practical efficiency in scalable network. TIM and TIM + solve RIS's shortage and are widely adopted in later studies [4] , [13] , [14] .
Bharathi et al [5] first study two or more competitive cascades diffusing in a social network. In their work, they study when multiple companies competing in a market, what is the best strategy for the first or the last company entering into the market. They show that for the last player the occasion is similar to the original influence maximization problem while for the first player things is quite different. The key feature in their model is that once a user chooses one product, he will never change his choice. What this means in a network is that once a node is activated by one cascade of influence, it will never be reactivated by other cascades of influence. That's the very point which is different from us.
In Bharathi et al.'s model, different influences share the same set of parameters. While, in Budak et al.'s [2] work, they study two competing campaigns diffusing in a social network and give a proof that when two influence share the same set of diffusion parameters, their EIL problem is submodular, therefore there is a greedy algorithm to approximate. While when the two influence share different parameters, the EIL problem is not in general a submodular problem, and they provide a counter example to show this. Nevertheless, they solute their EIL problem in a simplified version, namely the number of the initial misinformation node is single one. Besides, the high-effectiveness property in their model which makes it simplified to solute is not that necessary.
Bharathi and Budak study the competing problem in IC model, while He X et al [3] study it in LT model. Though both IC and LT model describes the process of influence diffusion, they have quite different property. In LT model, randomness is described by the threshold in each node. Their CLT model not only guarantee the two set of parameters for two different competing influence but also keeps the problem to be submodular.
Rectification of Rumor
What is particular different from rumor blocking model is that in our model if a node knows the fact, it can spread the information of fact to its neighbors. In addition, if its neighbors containing rumor misled nodes, then it has chances to rectify them when the spreading process happens. Considering the situation that rumor is discovered late, a great number of people in the network are misled by rumor and things have become serious. We can make a reasonable assumption that the rectification information we spread is convincingly enough so that the truth activated nodes in the network can change the rumor nodes into truth activated nodes.
Two cascades of information propagate in the network. If a node is activated by the truth information, we call it +active. Similarly, we call it -active if it is influenced by rumor.
We propose Rumor Rectification model which is based on the IC model. Given a node set 0 which represents the source of rumor in the network. Let to be the set of nodes that will be influenced by 0 . 0 is fixed while may change since the randomness of IC model. However, in a specific case, 0 has finished its propagation and hence is fixed. Let to be a seed set of nodes spreading fact information. We suppose that rumor has spread thoroughly before S begins to propagate.
Below we give rules to describe the mutual interaction of the two influence (rumor and fact): 1. -active node can be rectified by +active node when -active node receives truth information from +active neighbors.
2. Each node activated by +active will not be reactivated again. If a node in is activated by +active node, u turns to +active and we call this process is a rectification
The Problem
Define ( ) to be the expected whole times of rectification with respect to the random result happens in the spread process of . Then the rumor rectification problem is:
Given a network , and 0 . is a node set composed of all rumor nodes in the network, with source 0 . Then the optimization problem is finding a node set (| | = ) in such that ( ) is maximized.
This problem is NP-hard.
Heuristic Algorithms
Though the calculation of ( ) is based on , we select before 0 starts spreading. In other words, we don't care what is in the algorithm. According to [14] , the nodes in a random set of (denoted as ( )) are nodes that can activate . In fact, each set is a nodes set of a directed tree with root . Since we want to maximize the number of rectification, this inspires us to consider trying to generate a new type set of (denoted as + ( )) from the origin set. The nodes in our + ( ) set stands for those nodes that will rectify . If ( ) ∩ 0 = ∅, then we ignore this set. Otherwise ( ) contains rumor and will be -active if we do nothing. We use ( , ) to denote the distance between and in the tree of ( ) . Let ( ) = min ∈ 0 { ( , )} . According to our definition about rectification,
We generate sets and ignore those which doesn't contain 0 's nodes, where is calculated by TIM + algorithm. Then we modify the remain sets to be + sets. Finally, selecting the top nodes that covers + sets most. The selecting process is in fact to deal with a maximum coverage problem, we can easily solve it by greedy algorithm according to TIM + . Below is the heuristic algorithm proposed in this paper. In particular, is a network, is the budget, 0 is a node set which represents the source of rumor and , are the parameters needed in TIM + . Remove from ℛ + all + sets that are covered by
Algorithm

13: return Experiments
We evaluate our algorithm on two real world datasets NetHEPT and Epinion. The basic information of the two datasets are as follows: We set the propagation probability of each directed edge to as The expected rectification results are shown in Figure 3 . As expected, the heuristic algorithm provided in this paper has obvious effect comparing with the random solution.
The code is written in Python and is run on a Macbook Pro 2016 with core 2.6GHz CPU and 16GB memory.
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Summary
In this paper, we mainly consider a case when it's too late to find the rumor or misinformation in the network. As a result, the network is enriched with rumor so that blocking the rumor is not appropriate. Then we design a heuristic algorithm based on TIM + and find it works well. Noticing that when = 50, the proportion of rectifications is around , which is not a big proportion. Perhaps this is relevant to the structure of network and the parameters of propagation probability. Besides, we can see that if a misinformation is spreads extensively among people, then proportionately, it is hard to send the fact to the most of misled crowd.
