In this paper the symbolic dynamics of several differentiable systems are investigated. It is shown that many well-known dynamical systems, including Axiom A systems, piecewise monotonie maps of the interval, the Lorenz attractor and Abraham-Smale examples, have inside them subsystems conjugate to subshifts of finite type. These subsystems have hyperbolic structures and hence are stable. They can also be chosen to have entropy arbitrarily close to that of the ambient system.
When the mapping in question is noninvertible, by a ssft we always mean a one-sided ssft. In the case of a flow, Ae is the suspension of a ssft.
We make a couple of remarks here. First, if/is a limit of hyperbolic sets then it is stable in the sense that as "large" a subset of ß(/) as one wishes persists under perturbations. Second, since zero-dimensional Axiom A basic sets and topologically transitive2 ssft are equivalent, Bowen's idea can be viewed as an attempt to generalize Smale's Axiom A systems [9] , [ Ssft and Axiom A basic sets have long been known to be intimately related. Via Markov partitions [8] every basic set can be realized as the quotient of a ssft. When constructing our X^s in the theorem, it is this ssft that is exploited.
The notion of topological pressure defined by Ruelle [27] and studied by Walters [30] is the key to proving the theorem for flows. We state the definitions. If/: A^is a continuous map of the compact metric space X into itself then E c X is («, e)-separated if for each pair of distinct points x, y G E, d(fkx, f*y) > e for some k,0<k<n-l.
Let §: X -h> R be a continuous function. Let Z"(/, <J>, e) = sup| 2 exP 2 <Pfkx' E is ("» e)-separated [ x&E k = 0 J and />(/, *, «0 = lim sup -log Z"(f, <t>, e).
n-»oo W Then P(f, <p,) = lime^0 P(f, <¡>, e) is called the topological pressure of / for the function <j>. When <i> = 0 the number P(f, <j>) is just the topological entropy h(f) of /; the theory of topological pressure generalizes that of topological entropy (as defined in [3] ). If Y c X is a compact/-invariant subset, then PY(f, ¡j>) denotes the pressure when everything is restricted to Y.
A homeomorphism /: X<~z> is said to be topologically mixing if for every pair of nonempty open sets U, V c X, there exists M c Z+ such that U n f"V ¥= 0 whenever n > M.
2The usual definition of ssft requires topological transitivity. \\ A is a transition matrix, there is always an irreducible submatrix B such that h(o\1.B) = h(o\2.A). Thus our results hold using either definition. Lemma 1.2. Let (2, a) be a topologically mixing ssft. Let A, B c 2 be closed subsets with the property that A, B g 2, oA c A and a~lB c B. Let <¡>: 2 -» R be a step function depending only on the Oth coordinate. Then given e > 0, there is a ssft X C 2 satisfying (1) X n (A U B) = 0, and (see [30] ). Assume also that the period of a divides N. Let S = {b" . . . , b } be the set of periodic 27V-blocks starting with a0 that occur in the elements of 2. Let b, = (a_N, . . . , aN_,). N is fixed for the rest of the proof. We now define a sequence of ssft. For each m = 1, 2, . . . let Sm = {x G 2: no w-block of x appears in any element y G A to the right of y_N or in any element z G B to the left of zN). Notice that if a symbol sequence in 2 has the property that the 2A?-block b, occurs at least once in every one of its 2wAr-blocks then it is automatically in S2mN. where b, can be any element of S. These blocks appear in elements of S2mN. Let w¡ = 22f Ö ' $oJ\t¡. Let En(Sm) be a maximal subset of Sm whose distinct elements x, y have x, ¥=y¡ for some i, 0 < i < n -1. Then
II exp w. Since it suffices to prove our assertion for/r|A,, we may as well assume that/itself is topologically mixing. Let $1 = {R0, . . . , Rk} be a Markov partition on Q,s and 2 c ïl-x{0, . . . , k) its associated ssft. R. Every Axiom A flow on a basic set is a quotient of one of these flows (where 2 is a topologically mixing ssft) in a way very similar to the diffeomorphism case [7] , [10] . We produce a a-invariant subset X c 2 on which the flow has correct entropy and is identification-free when pushed down to the basic set.
Let 91LS (A) denote the set of 5,-invariant Borel probability measures on A and similarly for 911^ (2) . A theorem of Abramov [2] states that for ft G 91LS (A), M5>) = K(°Vi * dv where v G t3H0 (2) is the measure induced. Since h(Sx) = sup^gg^ (A) h^(Sx) [12] , we have, by the Variational Principle
For further details see [10] and [30] . Rothschild, Misiurewicz and Szlenk [22] and myself. Proposition 2.1. Let f be continuous and piecewise monotonie. Then /j(o|2(/)) = h(f). It follows that limn_>00(l/«) log(# turning points of f) exists and equals h(f).
where 77, is a projection into the z'th factor. Since [5] h(a) < h(oj) < A(a) + sup h(of\mxlx)
and a/ restricted to fibers maps intervals monotonically into intervals therefore having entropy zero, one has /i(ct|2(/)) = h(a,). Similarly, h(a,) = h(f) because 7r2 is at most a 2-to-1 map. Finally the number of monotonie parts of /" is simply the number of distinct «-strings that appear in elements of 2(/). Thus the turning point formula. □ We state a consequence of Proposition 2.1, even though it is irrelevant in our ensuing discussion. (See also [21] , [25] , [26] .) Proposition 2.2. Let f be continuous, piecewise linear with slope = ± X for some \> 1. Then h(f) = log X.
Proof. That h(f) < log X follows from Kushnirenko's formula or from simple spanning set type arguments. For the other inequality consider the length of A G V"=o' f*-Since/" is monotone in A, one has 1(A) < l/X" so that/" has at least X " monotonie parts. Proposition 2.1 now gives the result. □
In general, topological entropy is defined only for continuous maps. In the case of a piecewise monotonie map, discontinuous perhaps at finitely many points, one could define h(f) using open coverings, spanning sets or separated sets. It is not clear to me that all of these definitions agree, but for the Poincaré map of the Lorenz attractor, our main interest in these maps in this paper, it is natural to define «(/) to be «(a|2(/)).
We first check to see that this makes sense. The next two lemmas are borrowed from [22] . We include their proofs for completeness.
Lemma 2.5. For all A G <&, lim sup"(l/«) log a(n, A, (£) = h(f). Proof. Let 9 be the 0-time partition of 2. For some small a > 0, let 91tn = {P G V-Jo °~"$ '■ 10/") 2?=ô ^'x -/ *4*l < « for x G ^}-We first show that Hmn^00(l/«) log card 91Ln exists and equals « = h(a). By the ergodic theorem, (l/n)1,"~Q <jxj'^> J <t> dp. a.e. By Egorov's theorem, there is a set ^4 c 2 with fiA > 0 such that on A convergence is uniform. Since ¡i is the maximal measure of an ergodic ssft, there exists c > 0 such that A meets > c2"* elements of \/"~o o~"$ ■ (We assume logarithm is to base 2.) Thus for large «, we have card 9H" > c2"A so that lim inf"(l/«) log card 9H" > «.
Now let 9tnf be the collection of periodic «-strings in 2 defined by {(x0, . . . , x"",): x0 = r and |(l/n) 27=¿ <t>x¡ _ / <í> ¿Ml < e/2} (a slight abuse of notation).
Since 2 is mixing, \im.n^x(\ /n) log card 9l"r exists and equals «.
Suppose for now that for certain arbitrarily large numbers «, there is a symbol r and a periodic «-string a in some element of 2 with a = a0 ■ ■ ■ an_x, a0 = an = r 
-1) > h
A therefore is the ssft we need.
We have yet to justify the existence of a. Since 2 is not just a single periodic orbit, there exist symbols r and s and a periodic string s = í0 • • • s¡ in 2 with s0 = s¡ = s, s¡ =£ r for all i. Let a" be the shortest path from r tos and ajr the shortest path from s to r. Then a = a"s • • • sajr with as many s's as necessary is the string we have claimed to exist. □ Lemma 2.11. Let X c [0, 1] be a compact f-invariant set. Suppose X n {c0, . . . , cq) = 0 and \f'x\ < X for some X > 1 for all x G X. Then h(f\X) < log X. Renaming symbols so that <¡> is constant on 1-cylinder sets, we now apply Lemma 2.10.
All this tells us is that for some large M, \(\/M) 1^~^ <pa'x -j <¡> dp\ <e for all x G A or, 1 Since M \og\Dfx"\-f <},dp < 2e forx G w-.ttJA.
A(o"|A) = «(n^r'A) < max log\ Df"\ by Lemma 2.11 we have and finally < Af( f <bdp + 2e\, «(/) -3e < A(a|A) < j <? dp. + 2e ■jj log\Df»\ > f $ dp -2e > «(/) Following Williams [32] , we can picture the flow as a (pinched) inverse limit of a semiflow on a branched 2-manifold as shown below. For details see [15] , [16] , [20] , [32] .
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The Poincaré map of this semiflow is a map of the interval that looks like the figure below. Theorem 2.4 applies. The inverse limit of the one-sided shift is hyperbolic as long as we stay away from c. Thus we have the toral Anosov. For x G 22 with x0 = 1, let fx = /, be a DA (derived from Anosov) map [31] . For x £ H,fx is defined so that we have an isotopy from/0 to/,.
We put a few assumptions on/,. Let 9t be the usual Markov partition for/0 on T2 and 2^ be its associated ssft. In eigenvector coordinates let
Write/, = a °/0. We assume (1)/, is obtained from/0 by pushing along the stable foliation of f0, (2) for each element R G 91, as a set f0R = fxR, and Assumption (2) guarantees the following: take any random composition of /0 and /,. Pretend it is done on the same torus. With respect to 91 exactly the same symbol sequences occur as if one were iterating/0 alone. Let 2^" be the one-sided ssft corresponding to 2^. A model for the nonwandering set of F, H X T , is 22 X 2^ X [0, 1]. The first coordinate tells us which toral fiber a point x is in; this together with the second coordinate determines the location of x up to the line segment Ws(f0, x) n R for the appropriate R G 91, and the third coordinate tells where x is on this line segment. here a+ is the product of shift operators and p is the projection map. We have «(F) = h(<f>) because m is a finite-to-one map. Also, h(<¡>) = h(a+) because p-fibers are intervals and <p maps such intervals monotonically into other intervals [5] . Thus «(F) = log 2 + h(o\ZA).
Proof of Theorem 3.2. Let S" = {«-strings in 22 starting with 0 and containing at least half 0's}. We know that limn^00(l/«) log|S"| = log 2. Fix some large N. Let A = {x G 22: for all k G Z, (xkN, . . . , x(k + X)N_x) G §>N}. We show that F^IA X T2 is hyperbolic. This implies that hyperbolicity of F on (UfLV o'A) X T2. An argument similar to (and actually simpler than) that in Lemma 2.10 gives a ssft Ac U {Lq1 a'A with entropy near that of F Finally from Theorem 1.1 we obtain a ssft c A X T2 with desired entropy.
It remains to check the hyperbolicity of fN\A X F2. We adopt the following The criteria for hyperbolicity in [18] are satisfied.
