Second, the visual words are not discriminative enough to distinguish copies from similar objects due to the difficulty in choosing a large number of clusters, which results in many false positives.
To address these problems, we have developed a multiscale scale-invariant feature transform (SIFT) descriptor to improve the discriminability of local descriptions. (See the ''Related Work in Copy Detection'' sidebar for details on previous work.) To index local features, we use an entropy-maximization-based binarization approach to encode the descriptions into binary codes called fingerprints. Because the fingerprint-building process is not complex, this method is efficient and scalable to very large databases. In addition, the fingerprints are discriminative such that the copies can be effectively distinguished from images of similar objects, which improves the copy detection performance.
Multiscale SIFT Descriptor
We perform local feature extraction in two steps: detecting region-of-interest points and computing their descriptions. For interestpoint detection, we use the robust and efficient Lowes difference of Gaussian (DoG) detector. 2 The range of each local region can be automatically selected according to the characteristic scale of the corresponding interest points. For computing descriptions, the SIFT descriptor 2 achieves the best evaluation performance among all the local descriptors. 3 However, it still is not possible to identify copies from similar images. The SIFT description is a histogram of the image gradients of a local patch. To some extent, image gradients reflect image textures. Therefore, we can consider the SIFT description a histogram of a local patch's image-texture distribution. For color statistics, two different images share the same histogram. Similarly, two local patches sharing the same histogram of textures may not be copies. This implies that the SIFT description, which only computes a single-resolution histogram, is not distinctive enough. Inspired by multiresolution histograms, which have proven to be more distinctive than single histograms, 4 we propose a multiscale SIFT descriptor. Instead of generating a series of multiresolution image spaces, we select a series of local patches with different radiuses
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A multiscale scaleinvariant feature transform (SIFT) descriptor can help improve our ability to discriminate between images when using copy detection to identify illegal image copies.
and compute the image gradients' histograms for each local patch. The multiscale SIFT descriptor has a similar effect and could improve the discriminability of local features.
The SIFT descriptor of a keypoint (x, s) is a histogram of the image gradients' orientations and locations of the Gaussian scale space G(, s). As Figure 1 shows, the histogram bins form a 3D lattice with N p ¼ 4 bins for each spatial direction and N o ¼ 8 bins for the orientation for a total of N 2 p N o ¼ 128 components. Each spatial bin is square with a unitary edge. The window H(x) is Gaussian with a deviation equal to half the extension of the spatial bin range N p /2. A spatial bin's actual size is ms, where s is the scale of the keypoint and m is a scale factor. The layout is also rotated so that the axis x 1 is aligned to the direction y of the keypoint. As the scale factor m increases, more pixels participate in the computation of local statistics of the gradient orientations. Thus, we acquire differently scaled SIFT descriptions.
After some experiments, we set m ¼ 3, 6, 9, 12 and then obtained four differently scaled SIFT descriptions SIFT Ài, where i ¼ 1, 2, 3, 4. To form a compact representation, each SIFT description was reduced to 32 dimensions by using principal component analysis (PCA). Thus, we combined all four SIFT descriptions after dimension reduction to a 128-dimensional vector, which we call a keypoint's multiscale SIFT description. Figure 2 shows examples of three multiscale histograms of the original, similar, and copy images. The second column shows three local image patches with identical gradient histograms. The first, fourth, and sixth rows show the multiscale local patches of the original, similar, and copy images, respectively. The second, third, and fifth rows show the three images' multiscale gradient histograms. In each multiscale gradient histogram, the histograms of the corresponding larger scales of the two similar images are different, whereas those of two copy images are similar. This shows that multiscale SIFT descriptors let us more easily discriminate similar images, but they have little effect on detecting copies.
From Vectors to Codes
To efficiently search the nearest neighbors of a query vector in a huge dataset, the multiscale SIFT descriptions must be converted into binary codes. Given a D-dimensional input vector, we want to produce a code of d bits encoding the vector representation. This problem can be handled in two steps:
1. a projection that reduces the vector's dimensionality and 2. a binarization to encode the resulting vectors.
Dimensionality reduction is an important step in an approximate nearest-neighbor search because it impacts the subsequent binarization step. PCA is a standard tool for dimensionality reduction; the eigenvectors associated with the d most energetic eigenvalues of the empirical vector covariance matrix are used to define a matrix P mapping a vector x 2 R D to a vector Given a collection of n local features that are represented as D-dimensional multiscale SIFT descriptions, 
Our binarization method is similar to that used in earlier research. 5 As Shumeet Baluja and Michele Covell pointed out, 6 a ''good'' semantic hashing should be entropy maximizing to ensure efficiency. According to information theory, a source alphabet's maximal entropy is attained by having a uniform probability distribution. This means that the entropy of codes over the corpus is large if vectors are mapped to a large number of codes; otherwise, the entropy is small. To meet the entropy maximizing criterion, we set the threshold for binarizing the pth elements of y-that is, y p 1 ; y p 2 ; . . . ; y p n is the median value of y p . In this way, the pth bit will be 1 for half of the corpus and 0 for the other half. Therefore, this thresholding method is most effective, giving each distinct binary code roughly equal probability of occurring in the local description collection.
In our method, d is set to 32, such that each local description is converted to a 32-bit code
Related Work in Copy Detection
Copy-detection methods based on global features are usually efficient, but they are less robust to some geometric attacks, especially cropping and aspect-ratio changes, because such attacks desynchronize the information for extracting the global features. 1 To resolve this problem, researchers have proposed approaches based on local features. Yan Ke, Rahul Sukthankar, and Larry Huston 2 proposed a local-region detector for near-duplicate detection and subimage retrieval based on a principal component analysis scale-invariant feature transform (PCA-SIFT) descriptor. 3 To further improve retrieval efficiency, Jun Jie Foo and
Ranjan Sinha proposed a pruning strategy that reduces the number of SIFT features. 4 The SIFT descriptor 5 has become popular because it achieves the best evaluation performance among all the local descriptors. 6 To improve efficiency, Hervé Jégou and his colleagues proposed the vector of locally aggregated descriptors (VLAD), 7 which aggregates SIFT descriptors into a vector of limited dimension. The SIFT and PCA-SIFT descriptors have achieved good performance when applied to the retrieval of near duplicates and similar images, but this approach still causes false positives and ambiguities if directly applied to copy detection. 8 This is because these descriptions depend on the local gradient statistics of small patches of images, making them too local. For example, even if two images of the same scene are taken from different camera locations-namely, without a copy relationship between them-they are still considered to have a copy relationship. Ke, Sukthankar, and Huston's work demonstrated another example wherein many images containing the same landmarks are considered near duplicates because of incorrect matches using the similar descriptions on the landmarks. 2 For efficient similarity searches, researchers have proposed hashing-based methods. Locality-sensitive hashing (LSH) is one of the most popular approximate nearestneighbor search algorithms used in multimedia applications. 9 The main drawback of the basic LSH method is that numerous hash tables are required to achieve high search quality. To overcome this drawback, Qin Lv and his colleagues proposed an indexing scheme called multiprobe LSH. 10 Although the multiprobe LSH method has substantially outperformed previously proposed LSH methods, the space requirement for the hash tables could still exceed the memory size as the number of multimedia objects increases.
To address this issue, researchers have proposed a few data-aware hashing methods that incorporate machine learning. Specifically, they have used spectral graph partitioning methods to develop new kinds of hashing schemes such as spectral hashing 11 and self-taught hashing. 12 Both schemes demonstrate a significant improvement over existing methods. However, because they are based on local embedding techniques, both schemes have some intrinsic deficits as well: high computational cost and out-of-example issue.
The bags-of-visual words method introduced by Josef Sivic and Andrew Zisserman for video retrieval has recently become popular in the field of near-duplicates retrieval. 13 Since the BoW model relies on a simple count of the visual word occurrences in the images, any spatial relations IEEE MultiMedia that can be stored as a number. The number is regarded as the extracted local fingerprint and stored in the database. The purpose of reducing the dimension of multiscale SIFT vectors from 128 to 32 is to prepare for generating compact binary codes, which have proven to be efficient for retrieval on large-scale data in many hashbased methods. Using 32-bit codes to represent multiscale SIFT descriptions is more efficient, but it also results in semantic loss. To lower the semantic loss, we treat the two codes with a Hamming distance below a small number as one word (which we discuss later on).
False-Positive Analysis
Two local image patches are declared similar if the Hamming distance (the number of bit errors) between their fingerprints is below a certain threshold T. To select the threshold T, we consider the false-positive rate P f and falsenegative rate P n . The smaller the T, the lower the probability of false positives. On the other hand, a small T value will result in a high false-negative rate P n . In practice, P n is difficult to analyze because there are various image processing operations of which the exact characteristics are unknown. Thus, researchers commonly analyze the false-positive rate P f when choosing the threshold T.
To choose a suitable threshold T, we assume that the fingerprint-extraction process yields random independent and identically distributed (i.i.d.) bits. Then, the number of bit errors between the fingerprints from different image patches will have a binomial distribution B(n, p), where n is equal to the number of bits extracted and p(¼ 0.5) is the probability that a 0 or 1 bit is extracted. For a binomial between words are lost. Using spatial information helps discriminate visual words and therefore improves the precision performance. Some other approaches use spatial relations to group visual words into visual phrases.
14 The visual-wordsbased methods have two main problems. One is that the visual vocabulary construction is time consuming and unscalable to very large databases. The other problem is that the visual words have such weak discriminative power that they cannot distinguish copies from similar objects, which results in many false positives and consequently leads to low-precision performance and efficiency. Hence, retrieving duplicate images with high performance remains an open issue.
distribution B(n, p), the probability density function (PDF) is
Generally, we can approximate the binomial distribution with a normal distribution N(m, s) with mean m ¼ np and standard deviation
To determine the distribution of the Hamming distance with real fingerprints, we generated a fingerprint database of approximately 42,848 features. For each feature, we extracted the multiscale SIFT description and converted it to a 32-bit fingerprint. We then calculated the Hamming distances between the fingerprints of 1 million randomly selected pairs of features in the database. Figure 3 shows the PDF of the Hamming distance distributions acquired by using different models. The PDF of measured distribution is close to the binomial distribution and the Hamming distance
Probability density function
Multiscale SIFT Binomial distribution Normal distribution in theory normal distribution in theory. For the distribution using multiscale SIFT fingerprints, the false-positive rate P f for the Hamming distance is given as follows Table 1 lists the false-positive rate P f values as T varies from 0 to 4. From this table, we can obtain the threshold at a desired false-positive rate.
Similarity Measures
Each image in the database is represented as a set consisting of a variable number of fingerprints, each of which is independent and orderless. Assume a vocabulary V of size |V|, where each visual word is encoded with its fingerprint. Let an image I be a set of words F i & V and H(I) be the histogram of I, which counts the frequency of each word in I. We compute the distance measure between two images as the similarity of sets I 1 and I 2 , which is defined as the ratio of the number of elements in the intersection over the union:
The advantage of such a choice of the similarity measure is that it enables efficient retrieval. The drawback is that some relevant information, such as the frequencies of each word, is not preserved in the set of visual words representation. Therefore, we use a histogram intersection to measure the similarity between two images. Let H w (I) be the number of visual words F w presented in the image I. The histogram intersection measure is defined as
This similarity measure resembles the tf À idf weighting scheme, while preserving the advantages of fast retrieval of similar images. Therefore, we used this similarity measure in our experiments.
Efficient Search Architecture
To speed up the copy retrieval, we use a lookup table (LUT) 7 and inverted image ID list in the search architecture (see Figure 4) . The architecture consists of offline preprocessing for image dataset and online retrieval for query images.
During offline preprocessing, all the fingerprints of images in the dataset are extracted and stored in a LUT with all possible 32-bit fingerprints as entries. Each entry points to an image ID list storing all the IDs of images that contain this fingerprint and the word frequency in each image. During the online retrieval process, for a given query image, we first extract the fingerprints from the query image. Then, using the extracted fingerprints as queries, all candidate images that contain at least one of the extracted fingerprints are obtained using the LUT. Next, using the candidate image IDs as queries, all the word frequencies corresponding to the candidate images are acquired. Finally, we compute the similarities of candidate images by using the histogram intersection measure (Equation 4). The returned query results are the images with a similarity score that is over the predefined threshold.
The LUT contains all possible 32-bit fingerprints as entries. In theory, the LUT's maximum size is 2 32 (about 4 billion). In practice, the spaces are sparsely filled if the dataset is not very large. During the LUT construction, only the fingerprints in the database are added to the table, so the LUT's actual size depends on the scale of the dataset. As the dataset's scale increases, more fingerprints are generated, which increases the LUT's size. For example, a huge dataset of 10 million images might generate 1 billion fingerprints, but only about 300 million unique fingerprints are in the LUT because duplicate fingerprints exist. Because the LUT's actual size is small, a hash table is usually used instead. A modern PC lets us retrieve approximately 200,000 fingerprints per second. In our experiments, one query image had 160 fingerprints on average. Therefore, it takes only 0.8 milliseconds to locate the entries. Thus, we could implement the LUT in such a way that it does not impact the search time.
Search Strategy
The aforementioned method is sufficient if we search only for the exact fingerprint. However, for a heavily degraded image, the extracted fingerprints might have some error bits. Therefore, to improve performance, we attempt to search for the most similar fingerprints. Given one query fingerprint F 0 , N ¼ P T k¼1 C 32; k ð Þ À Á , similar fingerprints F i with Hamming distances below T are treated as the same word with the query. Therefore, one new word F w defined as equaling F 0 corresponds to N þ 1 representations. Thus, the number of the visual word F w in the image I should be updated as H w ¼ P N i¼0 H i . Then, we can compute the similarities between the query image and result images using Equation 4 .
Finally, we can determine the threshold T for a Hamming distance between two similar fingerprints. As the threshold T increases, more similar fingerprints are treated as one word, which consequently leads to a much lower false-negative rate but a sharply increasing false-positive rate. Too many false positives result in both low precision and low efficiency because of the time needed to compute the similarities between false positives and query images. Therefore, the choice of T is a tradeoff among the false-positive rate, false-negative rate, and query efficiency.
Experiments
To evaluate the performance of our method, we downloaded a collection of 1 million website images. The collection has numerous images depicting similar content. To generate copies, we modified each image using StirMark, a standard benchmark used to manipulate digital images in copy-detection literatures. Be that as it may, StirMark, a tool originally designed as a watermarking benchmark, places too much emphasis on geometric attacks. To compensate for this, we conducted five new classes of attacks: For the test collection, we randomly selected 5,000 images as the query images and processed
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all the query images to produce 500,000 copies. Then, we randomly selected 500,000 images from the rest of the images to serve as noncopies. Consequently, we created two image collections, C1 and C2, with aggregated sizes of 500,000 noncopies and 500,000 copies, respectively. Each query image was represented as a set of fingerprints, and each returned image had a similarity score. The precision-recall (PR) curve was acquired by varying the detection threshold. The images with a score over the threshold were considered the positive class. Let R P be the number of true copies correctly assigned to the positive class; F P , the number of false copies incorrectly assigned to the positive class; and R N , the number of true copies incorrectly rejected by the positive class. The precision and recall are defined as
Performance Results
We first evaluated the performance of our method as the threshold for Hamming distance varied from 0 to 4. We considered all similar fingerprints to the query as representations of the same feature, and they served as queries on the test collection. Figure 5 shows the PR curves for the Hamming distance d, ranging from 0 to 4. From this figure, we can see that the performance in terms of precision and recall rose significantly as d increased from 0 to 1. As d continued to increase to 3, there were only slight performance improvements, but the performance degraded as d increased to 4. The method obtained the best performance when d ¼ 2. However, the retrieval efficiency for d ¼ 2 was much lower than that for d ¼ 0. Figure 6 shows computation results for the average search time per query image, varying with d. The time consumed when d ¼ 2 was approximately 63.3 seconds, which was more than 140 times longer than 0.45 seconds, the time consumed when d ¼ 0. The consumed time increased dramatically as d increased because more candidates were input as queries. Therefore, the choice of d was a trade-off between precision and search efficiency. If the dataset were small, d could be set to 1 or 2; otherwise, to 0 or 1.
Comparison with the State of the Art
For comparison purposes, we tested our proposed method against two established techniques, one of which is based on vector of locally aggregated descriptors (VLAD). 8 The other is based on clustering-defined visual words (CDVW) and the BoW model. We tested all the methods using the same dataset. To implement VLAD method, we first set the number of cluster centroids to 64 (k ¼ 64) and then we acquired a VLAD vector of 8,192 (D ¼ 8,192 ) dimensions for each image. Second, we reduced each VLAD to 128 dimensions using PCA. Next, we divided the 128-dimensional vector into 16 segments, which we then quantized by 256 centroids to obtain 16 8-bit integers using asymmetric distance computation (ADC). In the final step, we implemented ADC with inverted files (IVF-ADC) to restrict the search to a subset of vectors. The IVF-ADC parameters were k 0 ¼ 1,000 and w ¼ 1.
To implement the CDVW methods, we clustered a dataset of 200,000 samples with the k-means algorithm. To increase the discriminability of visual words, we set the number of clusters at 100,000, a relatively large value. Clustering all the local features took more than 10 days. Figure 7 shows the PR curves for our proposed method compared to the VLAD and CDVW methods. The proposed method performs well in terms of both precision and recall, which are much higher than those achieved by using the other methods. With VLAD, we see more errors as an increasing more steps are executed but efficiency improves. Figure 8 shows the average query time of the proposed method, SIFT-fingerprints-based method, CDVW, and VLAD methods. As the database size of images varies from 1.0Eþ3 to 1.0Eþ6, we calculated the average time consumed per query image. These results show that our method is as efficient as the VLAD method. Both of them are more time efficient than CDVW and the SIFT-fingerprints-based method.
Conclusion
Our experimental results show that our approach outperforms state-of-the-art methods, including the CDVW and SIFT fingerprints-based methods, in terms of precision, recall, and efficiency. Our method achieves similar efficiency to the VLAD method, but with much higher precision and recall.
Our method offers a promising approach for encoding visual words and indexing features and presents a viable solution to the challenges of retrieving duplicate images with high performance and efficiency. In the future, we intend to construct more-robust fingerprints, extend the scalability of our approach to an even larger database, and perform a comparative evaluation against other predominant near-duplicate retrieval techniques. MM 
