Over the last years, stream data processing has been gaining attention both in industry and in academia due to its wide range of applications. To 
INTRODUCTION
Processing large volumes of data in batch is often not sufficient in cases where new data has to be processed fast to quickly adapt and react to changes. For that reason, stream data processing (SDP) has gained significant attention. The most popular engines used for SDP, with large-scale adoption by industry and the research community, are Apache Storm [28] , Apache Spark [32] , and Apache Flink [11] . As a measure for popularity, we consider the engines' community size, pull requests, number of contributors, commit frequency at the source repositories, and the size of the industrial community adopting the respective systems in their production environment.
One important application area of SDP is online Video games. These require the fast processing of large scale online data feeds from different sources. Windowed aggregations and windowed joins are two main operations that are used to monitor user feeds. One typical use-case is tracking the in-application-purchases (IAPs) production at the source (e. g., the mobile device) to result output at the sink of the data flow graph describing the stream processing operations (e.g., the monitoring solution on the game server). Throughput, in this scenario, determines the number of ingested and successfully processed records per time unit.
Even though there have been several comparisons of the performance of SDPS recently, these do not measure the latencies and throughput that can be achieved in a production setting. One of the repeating problems in the previous evaluations is a missing definition and inaccurate measurement procedure for latency of stateful operators in SDPS. Another challenge is a missing separation between the system under test (SUT) and the benchmark driver. Frequently, the performance metrics are measured and calculated within SUT; this means that the results will be influenced through the measurements and, thus, can be biased.
In this paper, we address the above mentioned challenges. The proposed solution is generic, has a clean design with clear semantics, and can be applied to any SDPS. The main goal is to stimulate an environment in which we can measure the metrics more precisely and with minimum influence of side factors.
The main contributions of this paper go as follows:
. We introduce a mechanism to accurately measure the latency of stateful operators in SDPSs. We apply the proposed method to various use-cases.
. We accomplish the complete separation of the test driver from the system under test (SUT).
. We measure the maximum sustainable throughputs of the SDPSs. Our benchmarking framework handles system specific features like backpressure to measure the maximum sustainable throughput of a system. . We use the proposed benchmarking system for an extensive evaluation of Storm, Spark, and Flink with practical use-cases.
The remainder of this paper is organized as follows. In Section 2, we survey the related work. We give an overview of the stream data processing engines benchmarked in this paper in Section 3. In Section 4, we discuss the detailed interpretation of stream benchmarking challenges and their importance. We provide metrics and their definition in Section 5. After a detailed evaluation in Section 6, we conclude in Section 7.
RELATED WORK
Benchmarking parallel data processing systems has been an active area of research. Early benchmarking efforts have focused on batch processing and later on extended to stream processing. Batch Processing. HiBench [17] was the first benchmark suite to evaluate and characterize the performance of Hadoop and it was later extended with a streaming component [30] . HiBench includes a wide range of experiments ranging from micro-benchmarks to machine learning algorithms. SparkBench, features machine learning, graph computation, SQL queries, and streaming applications on top of Apache Spark [l9] . BigBench [16] built an end-to-end benchmark with all major characteristics in the lifecycle of big data systems. The BigDataBench [29] suite contains 19 scenarios covering a broad range of applications and diverse data sets. Marcu et al. [22] performed an extensive analysis of the differences between Apache Spark and Apache Flink on iterative workloads. The above benchmarks either adopt batch processing systems and metrics used in batch processing systems or apply the batch-based metrics on SDPSs. We, on [24] . In this paper, we overcome those bottlenecks by i) generating the data on the fly with a scalable data generator (Section 4) instead of ingesting data from Kafl<a and ii) not storing data in a key-value store.
Lopez et al. [20] [23, 25, 32] .
In summary, our benchmark framework is the first to i) separate the SUT and driver, ii) use a scalable data generator and to iii) de 
BENCHMARK DESIGN DECISIONS
In this section, we discuss the main design decisions of our benchmarking framework. We choose to generate data on-the-fly, rather than reading the data from a message broker or the filesystem and we use queues between the data generators and the streaming systems.
4.1
On-the-fly Data Generation vs. Message Brokers Streaming systems nowadays typically pull the data from message brokers, such as Apache Kafl<a [18] , instead of directly connecting to push-based data sources. The message broker persists data coming from various sources [26] , allowing for data replication and making it available for other systems to use. The data exchange between the message broker and the streaming system may easily become the bottleneck of a benchmark deployment for a number of reasons. First, if the message broker's data partitioning is not chosen wisely, data re-partitioning may occur before the data reaches the sources of the streaming system. This can happen when data resides in a different machine in the cluster or the data is partitioned in a different way than the streaming system requires it. Finally, the data needs to persist on disk before going through a de-/serialization layer between the streaming system and the message broker. In our benchmark design, we choose to not use a message broker, but rather, use a distributed in-memory data generator with configurable data generation rate. Before each experiment we benchmarked and distributed our data generator such that the data generation rate is faster than the data ingestion rate of the fastest system. This way, the communication between the data generator and the SUT is bounded only by the network bandwidth and the speed of the data ingestion by the SUT.
Queues Between Data Generators and SUT

Sources
It is quite common that the data ingestion rate or throughput of a streaming system is not constant throughout the duration of an experiment. The fluctuations in the ingestion rate can be due to transient network issues, garbage collection in JVM-based engines, etc. To alleviate this problem, we add a queue between each data generator and the SUT's source operators in order to even out the difference in the rates of data generation and data ingestion.
Separation of Driver and the SUT
We choose to isolate the benchmark driver, i.e., the data generator, queues, and measurements from the SUT. In previous works, the throughput was either measured inside the SUT or the benchmark used internal statistics of the SUT. However, different systems can have very diverse definitions of latency and throughput leading. In our benchmarking framework, we choose to separate the driver and the SUT, to perform measurements out of the SUT. More specifically, we measure throughput at the queues between the data generator and the SUT and measure latency at the sink operator of the SUT. Each pair of data generator and queue resides on the same machine to avoid any network overhead and to ensure data locality, while the queue data is always kept in memory to avoid disk write/read overhead.
The data generator timestamps each event at generation time. It performs so, with constant speed throughout the experiment. The event's latency is calculated from the time instance that it is generated, i.e., the longer an event stays in a queue, the higher its latency.
We make sure that no driver instance runs on the same machines as the SUT to affect its performance. Figure 1 shows three possible cases to link the data generator and the SUT. The simplest design is to connect the SDPS directly to the data generators as shown in Figure 1a . Although this is a perfectly acceptable design, it does not match real-life use-cases. In largescale setups, SDPSs do not connect to push-based data sources but utilize pull based data ingestion technologies, in particular Apache Kafl<a [18] , to connect to various sources [26] . A pull based design, where data sources and SUT are connected through queues, is in Figure lb . A common bottleneck of this option is the throughput of the message queuing system. Also, this adds a de-/serialization layer between the SUT and the data sources. Therefore, we use a third option, which is a hybrid of the first two. As can be seen in Figure 1c , we embed the queues as a separate module in the data generators. This way, the throughput is bounded only by the network bandwidth and the systems work more efficiently as there are no de-/serialization overheads.
METRICS
Streaming systems are typically evaluated using two main metrics: throughput and latency. In this section, we make a distinction between two types of latency, namely event-time latency and processing-time latency. We then describe two types of throughput, namely maximum throughput and sustainable throughput.
Latency
Modern streaming systems [9, 11, 8] distinguish two notions of time: event-time and processing-time. The event-time is the time when an event is captured while processing-time is the time when an operator processes a tuple. Similar to the nomenclature of these two notions of time, we distinguish between event-and processingtime latency.
Definition 1 (Event-time Latency). We define event-time latency to be the interval between a tuple's event-time and its emission time from the SUT output operator.
For instance in an ATM transaction, the event-time is the moment of a user's action at the terminal, and the event-time latency is the time interval between the moment that the user's action took place and the moment that the event has been fully processed by the streaming system. Definition 2 (Processing-time Latency). We define processingtime latency to be the interval between a tuple's ingestion time (i.e., the time that the event has reached the input operator of the streaming system) and its emission time from the SUT output operator. Event-vs. processing-time latency. Event-and processing-time latencies are equally important metrics. The event-time latency includes the time that a given event has spent in a queue, waiting to be processed, while processing-time latency is used to measure the time it took for the event to be processed by the streaming system. In practical scenarios, event-time latency is very important as it defines the time in which the user interacts with a given system and should be minimized. Clearly, processing-time latency makes part of the event-time latency. We use both metrics to characterize a system's performance. Not In a windowed join operation, the containing tuples' event-time is set of be the maximum event-time of their window. Afterwards, each join output is assigned the maximum event-time of its matching tuples. As described in our example, in order to calculate the event-time latency of an output tuple, all we have to do is subtract the event-time of that tuple from the current system time. Figure 3 shows the main intuition behind this idea. We join ads (yellow) and purchases (green) streams in a 10-minute window.
Processing-time Latency in Windowed Operators. Apart from event-time latency, we need to calculate the processing-time latency of tuples as well. We define the processing-time of a windowed event similarly to the event-time.
Definition 4 (Processing-time of Windowed Events). The processingtime of a windowed operator's output event, is the maximum processing-time of all events that contributed to that output.
The processing-time latency is calculated in exactly the same way as for event-time, with a small difference. Every tuple is enriched Throughput reached the first operator of the streaming system). In our example in Figure 2 , this happens right after time=60 1. To calculate the processing-time latency, we simply subtract the processing-time of that tuple from the current system time.
The throughput of a data processing system is defined as the number of events that the system can process in a given amount of time. Throughput and event-time latency often do not correlate. For instance, a streaming system that batches tuples together before processing them, can generally achieve higher throughput. However, the time spent batching events affects the events' event-time latency.
In practice, the deployment of a streaming system has to take into account the arrival rate of data. When the data arrival rate increases, the system has to adapt (e.g., by scaling out) in order to handle the increased arrival rate and process tuples without exhibiting backpressure. To reflect this, we define the concept of sustainable throughput and discuss how we attain it in our experiments. Figure 4 , backpres sure can be transient: as soon as the system catches up again with the events' arrival rate, the event-time latency will stabilize. When the system's throughput is larger than the events' arrival rate, the event-time latency will decrease to the minimum (i.e., the processing-time). Table 3 shows the sustainable throughput of the systems under test. Flink's throughput for an 8-node cluster configuration is bounded by network bandwidth. The network saturation limit was 1.2 million events per second in windowed aggregations. The reason for the difference is that there is more network traffic as the result size is larger in windowed joins than in windowed aggregations. Table  4 shows the latency statistics for windowed joins. We can see that in all cases Flink outperforms Spark in all parameters. To ensure the stability of the system, the runtime of each mini-batch should be less than batch size in Spark. Otherwise, the queued mini-batch jobs will increase over time and the system will not be able to sustain the throughput. However, we see from Table 3 that the latency values for Spark are higher than mini-batch duration (4 sec). The reason is that we are measuring the event-time latency. So, the additional latency is due to tuples' waiting in the queue. Figures 8 and 7 show the latency for the windowed joins case as histogram and time-series, respectively. In contrast to windowed aggregations, we experienced substantial fluctuations in Spark. Also we experienced a significant latency increase in Flink when compared to windowed aggregation experiments. The reason is that windowed joins are more expensive than windowed aggregations. However, the spikes are significantly reduced with 90% workload.
Similar to windowed aggregations, in windowed joins Spark's major disadvantage is having blocking operators. Another limitation is coordination and scheduling overhead across different RDDs. For example, for windowed joins Spark produces CoGroupedRDD, MappedValuesRDD, and FlatMappedValuesRDD in different stages of the job. Each of these RDDs have to wait for the parent RDDs to be complete before their initialization. Flink on the other hand, performs operator chaining in query optimization part to avoid unnecessary data migration. Figure 11 shows the comparison between the processing-time and event-time latency. We conduct experiments with aggregation query (8s,4s) on a 2-node cluster. Even with a small cluster size, we can see from Figure 11 that there is a significant difference between event and processing time latencies. As a result, we can see that with Spark, input tuples spend most of the time in driver queues. We didn't examine any significant changes in results with different cluster configurations and with join query.
To emphasize the necessity of our definition of latency, we draw reader's attention to Figure 10 , which shows event time and proces sing time latencies for Spark when the system is extremely overloaded. This is not a specific behavior for Spark but we observed similar graphs for all systems. As we can see from the figures, the processing-time latency is significantly lower than event-time latency. The reason is that when the SUT gets overloaded, it starts backpressure and lowers the data ingestion rate to stabilize the endto-end system latency. We can see that the SUT accomplished this goal as the latency stays stable. However, the event-time latency keeps increasing as the input tuples wait in the queues. This is just one scenario where we can draw unrealistic or incorrect conclusions when using traditional processing-time latency for streaming systems.
Experiment 7: Observing backpressure. Back pressure is shown in Figures 7a, 7b, 7c, 7d , 7e, 7f, and 5g. Moreover, our driver can also observe short-term spikes (Figures 5k, 9d ) and continuous fluctuations (Figure 7j) Resource usage statistics. Figure 13 shows the resource usages of the SUTs. The below graphs in Figure 13 show the CPU load during the experiment. The above graphs in Figure 13 show the network usage of the SUTs. Because the overall result is similar, we show the systems' resource utilization graphs for the aggregation query in a 4-node cluster. Because Flink's performance is bounded by the network, we can see that CPU load is least. Storm and Spark, on the other hand, use approximately 50% more CPU clock cycles 13 Figure 14 , the scheduler overhead is one bottleneck for Spark's performance. Initially, Spark ingests more tuples than it can sustain. Because of the scheduler delay, backpressure fires and limits the input rate. Whenever there is even a short spike in the input rate, we can observe a similar behavior in the scheduler delay. 
Discussion
Future work
We plan to extend our framework along the lines of TPC database benchmarks. The main intuition is to define both a workload of queries that must be concurrently executed. and then base the benchmark on a small number of operators that are part of that workload. 
