In this paper we study the distribution properties of d-FCSR sequences. These sequences have efficient generators and have several good statistical properties. We show that for d = 2 the number of occurrences of an fixed size subsequence differs from the average number of occurrences by at most a small constant times the square root of the average.
Introduction
Pseudorandom sequences play a crucial role in a wide range of applications in areas as diverse as cryptography, radar ranging, Monte Carlo simulation, and probabilistic algorithms. In many cases it is desirable to use sequence for which the distribution of occurrences within a single period of any given s-element pattern is highly uniform, as well as having other statistical properties.
If p is a prime number, then a p-ary m-sequence is a maximal period sequence generated by a linear feedback shift register (LFSR) over F p , the finite field with p elements. Such a sequence has many excellent properties for these sorts of application (see, for example, [10, Part I, §5.4 
]).
It is easy to generate in hardware. It can be analyzed using standard mathematical techniques. Its autocorrelation function is 2-valued (and hence optimal). It is a pseudo-noise sequence, meaning that if L is the period of the sequence, then the number of occurrences within a single period of any given s-element pattern differs from L/p s by less than 1. In some cases particular m-sequences have been shown to have additional desirable properties [9] .
An -sequence is a maximal length sequence generated by a feedback-with-carry shift register (FCSR) [6] , and it shares many of these advantages: it is easy to generate in hardware and it can be analyzed using standard mathematical techniques. Its arithmetic autocorrelation function [7] is 2-valued and optimal, and it is a pseudo-noise sequence in the above sense.
In this paper we consider generalized -sequences. These are the maximal length sequences which are obtained from the output of a d-FCSR [5] , in which each feedback element is delayed for d − 1 clock cycles before being fed back. Previously we showed that the d-arithmetic autocorrelation function of such a sequence is two-valued and optimal [4] . In this paper we consider the pseudo-noise properties of these sequences. Suppose the alphabet has p = f 2 r elements with r square free. In Theorem 4.4 we show that if r is congruent to 2 or 3 modulo 4, d = 2, and s is an even number, then the number of occurrences within a single period of any s-element pattern differs from (L + 1)/p s by no more than c (L + 1)/p s + 2. Here c is a constant depending on p. For p = 2 we have c = 3. For d ≥ 3 we obtain a weaker estimate on the distribution of s-element patterns. The problem of finding sharp estimates on the distributions of patterns in a generalized -sequence seems quite intriguing.
Computer search has shown that, within these constraints, different -sequences have widely varying distribution properties. In some cases the maximum variation from (T + 1)/p s is close to our bound. But in some cases the maximum variation from (T + 1)/p s is less than 2 (in fact in some cases the numbers of occurrences of any two s-element patterns differs by at most 2). Finding conditions on -sequences that ensures such near optimal behaivour is an open problem.
Generalized -Sequences
In this section we review some results of [4] to which we refer the reader for further explanations, generalizations, and proofs. Throughout this paper we let p denote an integer, fix d ≥ 1 so that x d − p is an irreducible polynomial over the rational numbers (this occurs if and only if for every prime number t|d, p is not a tth power in Q and, if 4|d, p is not −4 times a 4th power in Q [8, Chap. VIII, §9]), and let π ∈ R be the positive real solution to π d = p. The ring Z[π] consists of all real numbers of the form 
where a i ∈ T = {0, 1, · · · , p − 1}, with the obvious operations of addition and multiplication (using i is invertible modulo π, which is equivalent to q 0 being relatively prime to p. The π-adic expansion
(with a i ∈ T ) is then unique and we refer to the sequence a 0 , a 1 , · · · as the coefficient sequence of u/q.
is the coefficient sequence of the π-adic expansion (3) of the fraction u/q where u, q ∈ Z[π] and where q is invertible modulo π.
The element q ∈ Z[π] is called the connection number of the sequence. The sequence S(d, u, q) is eventually periodic. Conversely, for any eventually periodic p-ary sequence a there exists u, q ∈ Z[π] so that a = S(d, u, q). (In Theorem 2.3 we recall how to choose u so that the resulting sequence is strictly periodic.) Such sequences may be generated using a simple shift register circuit whose feedback connections are determined by the choice of q and whose initial state is determined by the choice of u [5, 4] .
The norm N (q) ∈ Q of an element q ∈ Q[π] is the determinant of the linear transformation given by multiplication by q on the
With respect to the basis 1, π, π 2 , . . . , π d−1 the matrix of multiplication by q =
from which the norm may be computed. The norm of q is relatively prime to p if and only if q is invertible modulo π.
which is an isomorphism if N is prime. In this case, we say that π is primitive modulo q if, in Z[π]/(q) the collection of elements {1, π, π 2 , . . . , π N −2 } exactly accounts for all the nonzero elements in Z[π]/(q) (or equivalently, if the element ψ −1 (π) is primitive in Z/(N )). In the case d = 1 (so π = p and N = q) it is an -sequence in our earlier sense [6] . That is, it is the reverse of the base p expansion of the fraction u/q (cf. [1] ). Such sequences have been studied for 200 years (cf. [3] ).
We previously characterized those numerators u so that the sequence S(d, u, q) is strictly periodic [4] . Consider the parallelepiped in Z[π] which is spanned by the d linearly independent vectors −q, −qπ, . . . , −qπ d−1 ,
and its interior
Let ∆ (respectively, ∆ 0 ) be the set of lattice points in P (respectively, P 0 ):
. Choose u ∈ Z[π] to be nonzero. Then the following statements are equivalent.
/(q) determines a one to one correspondence between ∆ 0 and the nonzero elements in Z[π]/(q). The generalized -sequences with given connection number q are cyclic shifts of one another.
Hence, as v varies within ∆ 0 , the resulting N − 1 generalized -sequences S(d, v, q) account precisely for set of all cyclic shifts of any one particular generalized -sequence S(d, u, q).
Distributions and Lattice Points
As in the previous section, we fix d ≥ 1, and fix q ∈ Z[π] so that q is invertible modulo π, N = |N (q)| is prime, and π is primitive modulo q. Let a = S(d, u, q) = a 0 , a 1 , · · · be a generalized -sequence with connection number q (and thus with period N − 1), corresponding to some fixed
In this section we show that the number of occurrences of an s-element pattern within a single period of the -sequence a is equal to the number of points of a certain integer lattice which lie in a certain hypercube.
The number of occurrences of the pattern b in a single period of a is equal to the number of cyclic shifts of a for which the pattern b occurs as the first s elements. So we need to count the number of v ∈ ∆ 0 so that the pattern b occurs as the first s elements in the generalized
This is the same as saying that the imagesx,ȳ ∈ Z π /(π s ) of x and y are equal. Then a given s element pattern (b 0 , b 1 , . . . , b s−1 ) occurs as the first s elements of the -sequence
where
The element q is invertible modulo π s , so equation (8) is equivalent to the statement that qb ≡ v (mod π s ). Multiplication by q acts as a permutation on Z π /(π s ), a ring which we may think of as consisting of the collection of all s element patterns. Since our goal is to determine the distribution of the number of occurrences of each s element pattern in a = S(d, u, q) it suffices to determine, for each s element pattern b , the number of v ∈ ∆ 0 such that b ≡ v (mod π s ). (Now we drop the prime on the b.) So for each fixed b we need to find the number of
Suppose s is a multiple of d, say s = md. Let δ = N/q. We previously proved that δ ∈ Z[π] [4] , so equation (9) becomes δwp m ∈ δ∆ 0 − δb, where δ∆ 0 − δb = {δu − δb|u ∈ ∆ 0 }. We claim that the set δ∆ 0 is the set of lattice points in the interior of a hypercube of side N (and so the same is true of δ∆ 0 −δb).
from which it follows that z i = v i N is an integer and that −N < z i < 0.
there is a unique k ∈ Z with 0 ≤ k < N and a unique a ∈ Z[π] such that wδ = kδ + aN .
It follows that it suffices for us to count the number of pairs k ∈ Z, a ∈ Z[π] such that
This is the number of lattice points of the form kδ + aN which lie in a real hypercube, each of whose edges has length N/p m .
The Case d = 2
In this section we apply the results of Section 3 to the case when d = 2. We show that the number of occurrences of each s-tuple, s even, differs from the average number of occurrences by at most a small constant times the square root of the average number of occurrences.
Note that since d = 2 we have δ = ±(q 0 − q 1 π). Let s be even and let t = N/p s/2 . Let B be a t by t square with sides parallel to the axes. We want to bound the cardinality of the set S of points of the form k(q 0 , −q 1 ) + (N w 0 , N w 1 ), with k, w 0 , w 1 ∈ Z. Let us assume that q 1 < 0. The case when q 1 > 0 is similar and is omitted. For fixed w = (w 0 , w 1 ) ∈ Z 2 , let L w be the real line L w = {k(q 0 , −q 1 ) + N w : k ∈ R}. Then S is the union over all w of the set of points k(q 0 , −q 1 ) + (N w 0 , N w 1 ) ∈ L w ∩ B. That is, the points in S are in a union of line segments. The number of lattice points on each such segment is approximately the length of the segment divided by the (constant) distance between consecutive lattice points. Alternatively, it is approximately the variation in the second coordinate along the segment divided by the variation in the second coordinate between two consecutive lattice points. The error in this estimate is at most one per line segment. Thus we can bound the size of S by the following steps:
1. Find numbers m 0 and m 1 so that the sum of the variations in the second coordinates along the segments is between m 0 and m 1 .
2. The variation in the second coordinate between consecutive lattice points is |q 1 |.
3. Bound the error: the actual number of lattice points on a segment whose second coordinate varies by r is greater than (r/|q 1 |) − 1 and at most (r/|q 1 |) + 1. Let be the number of segments.
4. Thus the total number of lattice points is at least (m 0 /|q 1 |) − and at most (m 1 /|q 1 |) + .
The slope of the segments is positive, so there are three types of lines: (a) those that start on the left hand vertical side of B and end on the upper horizontal side; (b) those that start on the lower horizontal side and end on the upper horizontal side; and (c) those that start on the lower horizontal side and end on the right hand vertical side. We can count the number of segments by counting the x-intercepts and y-intercepts. The x-intercept of a line L w , w = (w 0 , w 1 ), is a point k(q 0 , −q 1 ) + N (w 0 , w 1 ) such that N w 1 − kq 1 = 0. That is, k = N w 1 /q 1 . The intercept is the x coordinate, N (q 0 w 1 + q 1 w 0 )/q 1 . But q 0 and q 1 are relatively prime, so as we let w vary all possible numbers of the form N a/|q 1 | occur as intercepts.
Suppose that the first x-intercept in B occurs at distance z from the left hand vertical edge. Then the first y-intercept occurs at distance
from the bottom horizontal edge. Thus the number of intercepts is at most
Similarly, the number of intercepts is at least
Next we want to bound the sum of the variations in the second coordinates along the segments. For a lower bound, let t = t|q 1 |/N (N/|q 1 |) be the largest integral multiple of N/|q 1 | that is less than or equal to t. We can shrink B slightly to obtain a t by t rectangle B and just measure the parts of the segments in B . Every segment of type (1) in B matches up with a segment of type (3) in B so that the sum of the differences in the second coordinate along the two segments is exactly t. If we call these combined segments and the segments of type (2) super segments, then the number of super segments in B is the number of x-intercepts in B and each super segment varies in its second coordinate by t. Thus the number of super segments is at least t N/|q 1 
and the sum of the variation in the second coordinates is at least
It follows that the number of lattice points in B is at least
By reversing the roles of q 0 and q 1 we can replace the |q 1 | in the first error term by |q 0 |, and thus by max |q 1 |, |q 2 |. A similar derivation of an upper bound gives the following theorem. 
Next we show that in some cases we can choose the connection number q so the error term is bounded. Suppose that u is a unit in R. Then uv/uq = v/q, so the π-adic expansion of v/q equals the π-adic expansion of uv/uq. Also, if u is a unit then R/(q) = R/(uq), so our analysis works equally well with q replaced by uq. Thus we can bound the error term if we can find a unit u so that uq = q 0 + q 1 π with N/|q 1 | and |q 0 | + |q 1 | bounded.
The groups of units in quadratic extensions of the rationals have been well studied. We refer the reader to Borevic and Shafarevic's book for details [2] . In general a number field F has some number r 1 of embeddings in the real numbers, and some number 2r 2 of embeddings in the complex numbers but not strictly in the real numbers. Every such field contains a subring A F consisting of the set of elements of F that are roots of polynomials with integer coefficients (the ring of algebraic integers in F ). The group of units in A F (also called the unit group of F ) is isomorphic to a group of the form
where U is finite. Every quadratic (degree 2) extension of the rationals is of the form Q[ √ d] for some integer d, which can be assumed to be square-free (i.e., there is no prime number whose square divides r). Such an extension is real if d > 0, in which case r 1 = 2 and r 2 = 0, and is imaginary otherwise, in which case r 1 = 0 and r 2 = 1. Thus the unit group of a real quadratic number field contains an infinite cyclic subgroup. In this case the finite subgroup U consists only of plus and minus one. The unit group contains an element v such that every unit is of the form ±v i with i ∈ Z, and v can be replaced by 1/v, −v, or −1/v. Exactly one of these is greater than 1, so we may assume 1 < v = a + b √ d. In fact it can be shown that then a > 0 and b > 0. The element v is called the fundamental unit.
In our case we can assume that π is the positive square root of p. Let p = f 2 r where f, r ∈ Z and r is square free . Thus 
. Suppose that v = a + bπ is the fundamental unit in A F . Then the image w of v in A F /(f ) is also a unit. But A F /(f ) is a finite ring, so some power w n of w equals 1. This implies that v n = c + df
That is, R contains a unit with infinite multiplicative order. Moreover, n is positive so both c and d are positive. We refer to the smallest unit of R whose coefficients are positive as the fundamental unit of R. When r is prime and f is a power of r we can say precisely what power of the fundamental unit of F is the fundamental unit of R. r k m = c + dµ, then k + is the largest power of r that divides d.
Proof:
We must have gcd(a, r) = 1 or a + bµ would not be a unit. For any t > 0 we have
The first sum is congruent to a t modulo r, so gcd(c, r) = 1. We prove the lemma by induction on r k m. For r k m = 1 the lemma is true by definition. If gcd(t, r) = 1, then the second sum in equation (11) is congruent to ba t−1 modulo r +1 , so the lemma is true if k = 0.
Suppose it is true for some m and k, with (a + bµ) r k m = c + dµ. Let a be replaced by c, let b be replaced by d, and let t = r in equation (11). Then the second sum is congruent to rcd r−1 modulo r k+ +2 , so the lemma also holds in this case. Proof: By repeated multiplication or division by v, we can find a unit w with N 1/2 < wq = r 0 + r 1 π < vN 1/2 . Since π, N , and v are positive, it is impossible that both q 0 and q 1 are negative. We claim that they are in fact both positive.
Suppose that r 0 > 0 and r 1 < 0. Then r 0 > N 1/2 + |r 1 |π, so r 
Since N = L + 1 where L is the period, and (1 + π + v) 1/2 is a constant depending only on p, this says that the number of occurrences within a single period of any s-element pattern differs from (L + 1)/p s by no more than c (L + 1)/p s + 2, where c is a constant depending on p, as claimed in the introduction. In specific cases the error can be reduced by more careful analysis of the specific values of the fundamental unit. For example, for p = 2 we have v = 1 + π, so 1 + π + v ∼ 4.828, but his constant can be replaced by 3. In fact, it is likely that in general the error is much smaller than this since our analysis assumes the maximal error along every line segment. Moreover, it is clear from experimental evidence that there is considerable variation in the distributions for different connection numbers q. For example, for p = 2 Table 1 gives the connection numbers q = q 0 +q 1 π, 0 < q 0 , q 1 ≤ 1000, that satisfy the conclusion of Proposition 4.3 and such that for every s < log 2 (N ), the numbers of occurrences of any two s-element patterns differ by at most 2. 
This is an instance of the same problem, but with dimension one lower, so we can hope to bound it inductively. Now suppose that we have shown inductively that for dimension k < d, Γ(r 0 , · · · , r k−1 ; N, t;b) is close to t k /N k−1 , its expected value. Then the quantity in equation (12) 
