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CONTROL OF WATER WAVES
T. ALAZARD, P. BALDI, D. HAN-KWAN
Abstract. We prove local exact controllability in arbitrary short time of the
two-dimensional incompressible Euler equation with free surface, in the case with
surface tension. This proves that one can generate arbitrary small amplitude
periodic gravity-capillary water waves by blowing on a localized portion of the
free surface of a liquid.
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1. Introduction
Water waves are disturbances of the free surface of a liquid. They are, in general,
produced by the immersion of a solid body, the oscillation of a solid portion of
the boundary or by impulsive pressures applied on the free surface. The question
we address in this paper is the following: which waves can be generated from the
rest position by a localized pressure distribution applied on the free surface. This
question is strictly related to the generation of waves in a pneumatic wave maker
(see [42, §21], [13]). Our main result asserts that, in arbitrarily small time, one can
generate any small amplitude, two-dimensional, gravity-capillary water waves. This
is a result from control theory. More precisely, this article is devoted to the study of
the local exact controllability of the incompressible Euler equation with free surface.
There are many known control results for linear or nonlinear equations (see the
book of Coron [14]), including equations describing water waves in some asymp-
totic regimes, like Benjamin-Ono ([33, 30]), KdV ([40, 31]) or nonlinear Schro¨dinger
equation ([17]). In this paper, instead, we consider the full model, that is the in-
compressible Euler equation with free surface. Two key properties of this equation
are that it is quasi-linear (instead of semi-linear as Benjamin-Ono, KdV or NLS)
and secondly it is not a partial differential equation but instead a pseudo-differential
T.A. was partly supported by the grant “ANAE´” ANR-13-BS01-0010-03. This research was
carried out in the frame of Programme STAR, financially supported by UniNA and Compagnia di
San Paolo; it was partially supported by the European Research Council under FP7, and PRIN
2012 “Variational and perturbative aspects of nonlinear differential problems”.
1
equation, involving the Dirichlet-Neumann operator which is nonlocal and also de-
pends nonlinearly on the unknown. As we explain later in this introduction, this
requires to introduce new tools to prove the controllability.
To our knowledge, this is the first control result for a quasi-linear wave equation
relying on propagation of energy. In particular, using dispersive properties of gravity-
capillary water waves (namely the infinite speed of propagation), we prove that, for
any control domain, one can control the equation in arbitrarily small time intervals.
1.1. Main result. We consider the dynamics of an incompressible fluid moving
under the force of gravitation and surface tension. At time t, the fluid domain Ω(t)
has a rigid bottom and a free surface described by the equation y = η(t, x), so that
Ω(t) =
{
(x, y) ∈ R2 ; −b < y < η(t, x)} ,
for some positive constant b (our result also holds in infinite depth, for b =∞). The
Eulerian velocity field v is assumed to be irrotational. It follows that v = ∇x,yφ for
some time-dependent potential φ satisfying
∆x,yφ = 0, ∂tφ+
1
2
|∇x,yφ|2 + P + gy = 0, ∂yφ|y=−b = 0, (1.1)
where g > 0 is the gravity acceleration, P is the pressure, ∇x,y = (∂x, ∂y) and
∆x,y = ∂
2
x + ∂
2
y . The water waves equations are given by two boundary conditions
on the free surface: firstly
∂tη =
√
1 + (∂xη)2 ∂nφ|y=η
where ∂n is the outward normal derivative, so
√
1 + (∂xη)2 ∂nφ = ∂yφ − (∂xη)∂xφ.
Secondly, the balance of forces across the free surface reads
P |y=η = κH(η) + Pext(t, x)
where κ is a positive constant, Pext is an external source term and H(η) is the
curvature:
H(η) := ∂x
(
∂xη√
1 + (∂xη)2
)
=
∂2xη
(1 + (∂xη)2)3/2
·
Following Zakharov [45] and Craig and Sulem [16], it is equivalent to work with
the trace of φ at the free boundary
ψ(t, x) = φ(t, x, η(t, x)),
and introduce the Dirichlet-Neumann operator G(η) that relates ψ to the normal
derivative ∂nφ of the potential by
(G(η)ψ)(t, x) =
√
1 + (∂xη)2 ∂nφ|y=η(t,x).
Hereafter the surface tension coefficient κ is taken to be 1. Then (η, ψ) solves
(see [16]) the system
∂tη = G(η)ψ,
∂tψ + gη +
1
2
(∂xψ)
2 − 1
2
(
G(η)ψ + (∂xη)(∂xψ)
)2
1 + (∂xη)2
= H(η) + Pext.
(1.2)
This system is augmented with initial data
η|t=0 = ηin, ψ|t=0 = ψin. (1.3)
We consider the case when η and ψ are 2π-periodic in the space variable x and
we set T := R/(2πZ). Recall that the mean value of η is conserved in time and
can be taken to be 0 without loss of generality. We thus introduce the Sobolev
spaces Hσ0 (T) of functions with mean value 0. Our main result asserts that, given
any control domain ω and any arbitrary control time T > 0, the equation (1.2) is
controllable in time T for small enough data.
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Theorem 1.1. Let T > 0 and consider a non-empty open subset ω ⊂ T. There
exist σ large enough and a positive constant M0 small enough such that, for any two
pairs of functions (ηin, ψin), (ηfinal, ψfinal) in H
σ+ 1
2
0 (T)×Hσ(T) satisfying
‖ηin‖
Hσ+
1
2
+ ‖ψin‖Hσ < M0, ‖ηfinal‖Hσ+12 + ‖ψfinal‖Hσ < M0,
there exists Pext in C
0([0, T ];Hσ(T)), supported in [0, T ] × ω, that is
suppPext(t, ·) ⊂ ω, ∀t ∈ [0, T ],
such that the Cauchy problem (1.2)-(1.3) has a unique solution
(η, ψ) ∈ C0([0, T ];Hσ+
1
2
0 (T)×Hσ(T)),
and the solution (η, ψ) satisfies (η|t=T , ψ|t=T ) = (ηfinal, ψfinal).
Remark 1.2. i) This result holds for any T > 0 and not only for T large enough.
Compared to the Cauchy problem, for the control problem it is more difficult to
work on short time intervals than on large time intervals.
ii) This result holds also in the infinite depth case (it suffices to replace tanh(b |ξ|)
by 1 in the proof). In finite depth, the non-cavitation assumption η(t, x) > −b holds
automatically for small enough solutions.
1.2. Strategy of the proof. We conclude this introduction by explaining the strat-
egy of the proof and the difficulties one has to cope with.
Remarks about the linearized equation. We use in an essential way the fact that
the water waves equation is a dispersive equation. This is used to obtain a control
result which holds on arbitrarily small time intervals. To explain this as well as to
introduce the control problem, we begin with the analysis of the linearized equation
around the null solution. Recall that G(0) is the Fourier multiplier |Dx| tanh(b |Dx|).
Removing quadratic and higher order terms in the equation, System (1.2) becomes{
∂tη = G(0)ψ,
∂tψ + gη − ∂2xη = Pext.
Introduce the Fourier multiplier (of order 3/2)
L :=
(
(g − ∂2x)G(0)
) 1
2 .
The operator G(0)−1 is well-defined on periodic functions with mean value zero.
Then u = ψ − iLG(0)−1η satisfies the dispersive equation
∂tu+ iLu = Pext.
To our knowledge, the only control result for this linear equation is due to Reid who
proved in [41] a control result with a distributed control. He proved that one can steer
any initial data to zero in finite time using a control of the form Pext(t, x) = g(x)U(t)
(g is given and U is unknown). His proof is based on the characterization of Riesz
basis and a variant of Ingham’s inequality (see the inequality (1.12) stated at the end
of this introduction). In this paper we are interested in localized control, satisfying
Pext(t, x) = 1ωPext(t, x) where ω ⊂ T is a given open subset. However, using the
same Ingham’s inequality (1.12) and the HUM method, one obtains a variant of
Reid’s control result where the control is localized.
Proposition 1.3. For any initial data uin in L
2(T), any T > 0 and any non empty
open domain ω ⊂ T, there exists a source term f ∈ C0([0, T ];L2(T)) such that the
unique solution u to
∂tu+ iLu = 1ωf ; u|t=0 = uin, (1.4)
satisfies u|t=T = 0 (here 1ω is the indicator function of ω).
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Remark 1.4. i) (Null-controllability for reversible systems). By considering the
backward equation, the same results holds when one exchanges u|t=0 and u|t=T .
Now by using both results, one deduces that for any functions uin, ufinal in L
2(T),
there exists f such that the unique solution to (1.4) satisfies u|t=T = ufinal. This is
why one can assume without loss of generality that the final state ufinal is 0.
ii) (Real-valued control). This result is not satisfactory for the water waves prob-
lem since the control f given by Proposition 1.3 could be complex-valued. To obtain
a real-valued control requires an extra argument.
Step 1: Reduction to a dispersive equation. The proof of Theorem 1.1 relies on differ-
ent tools and different previous results. Firstly, Theorem 1.1 is related to the study
of the Cauchy problem. The literature on the subject goes back to the pioneering
works of Nalimov [39], Yosihara [44] and Craig [15]. There are many results and we
quote only some of them starting with the well-posedness of the Cauchy problem
without smallness assumption, which was first proved byWu [43] and Beyer–Gu¨nther
[10] for the case with surface tension. For some recent results about gravity-capillary
waves, we refer to Iguchi [21], Germain–Masmoudi–Shatah [18], Mesognon [34],
Ifrim–Tataru [20], Ionescu–Pusateri [22, 23] and Ming–Rousset–Tvzetkov [38].
Our study is based on the analysis of the Eulerian formulation of the water waves
equations by means of microlocal analysis. In this direction it is influenced by
Lannes [27] as well as [5, 2]. More precisely, we use a paradifferential approach
in order to paralinearize the water waves equations and then to symmetrize the
obtained equations. We refer the reader to the appendix for the definition of parad-
ifferential operators Ta.
It is proved in [2] that one can reduce the water waves equations to a single
dispersive wave equation that is similar to the linearized equation. Namely, it is
proved in this reference that there are symbols p = p(t, x, ξ) and q = q(t, x, ξ) with
p of order 0 in ξ and q of order 1/2, such that u = Tpψ + iTqη satisfies an equation
of the form
P (u)u = Pext with P (u) := ∂t + TV (u)∂x + iL
1
2
(
Tc(u)L
1
2 · ),
where L
1
2 =
(
(g − ∂2x)G(0)
) 1
4 , TV (u) and Tc(u) are paraproducts. Here V, c depend
on the unknown u with V (0) = 0 and c(0) = 1, and hence P (0) = ∂t + iL is
the linearized operator around the null solution. We have oversimplified the result
(neglecting remainder terms and simplifying the dependence of V, c on u) and we
refer to Proposition 2.5 for the full statement.
We complement the analysis of [2] in two directions. Firstly, using elementary
arguments (Neumann series and the implicit function theorem), we prove that one
can invert the mapping (η, ψ) 7→ u. Secondly, we prove that, up to modifying the
sub-principal symbols of p and q, one can further require that∫
T
Imu(t, x) dt = 0. (1.5)
Step 2: Quasi-linear scheme. Since the water waves system (1.2) is quasi-linear, one
cannot deduce the controllability of the nonlinear equation from the one of P (0).
Instead of using a fixed point argument, we use a quasi-linear scheme and seek Pext
as the limit of real-valued functions Pn determined by means of approximate control
problems. To guarantee that Pext will be real-valued we seek Pn as the real part of
some function. To insure that suppPn ⊂ ω we seek Pn under the form
Pn = χω Re fn.
Hereafter, we fix ω, a non-empty open subset of T, and a C∞ cut-off function χω,
supported on ω, such that χω(x) = 1 for all x in some open interval ω1 ⊂ ω.
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The approximate control problems are defined by induction as follows: we choose
fn+1 by requiring that the unique solution un+1 of the Cauchy problem
P (un)un+1 = χω Re fn+1, un+1|t=0 = uin
satisfies u(T ) = ufinal. Our goal is to prove that
• this scheme is well-defined (that is one has to prove a controllability result
for P (un));
• the sequences (fn) and (un) are bounded in C0([0, T ];Hσ(T));
• the series∑(fn+1− fn) and∑(un+1−un) converge in C0([0, T ];Hσ− 32 (T)).
It follows that (fn) and (un) are Cauchy sequences in C
0([0, T ];Hσ−
3
2 (T)) (and in
fact, by interpolation, in C0([0, T ];Hσ
′
(T)) for any σ′ < σ).
To use the quasi-linear scheme, we need to study a sequence of linear approximate
control problems. The key point is to study the control problem for the linear
operator P (u) for some given function u. Our goal is to prove the following result.
Proposition 1.5. Let T > 0. There exists s0 such that, if ‖u‖C0([0,T ];Hs0) is small
enough, depending on T , then the following properties hold.
i) (Controllability) For all σ ≥ s0 and all
uin, ufinal ∈ H˜σ(T) :=
{
w ∈ Hσ(T) ; Im
∫
T
w(x) dx = 0
}
,
there exists f satisfying ‖f‖C0([0,T ];Hσ) ≤ K(T )(‖uin‖Hσ +‖ufinal‖Hσ) such that the
unique solution u to
P (u)u = χω Re f ; u|t=0 = uin,
satisfies u(T ) = ufinal.
ii) (Stability) Consider another state u′ with ‖u′‖C0([0,T ];Hs0) small enough and
denote by f ′ the control associated to u′. Then∥∥f − f ′∥∥
C0([0,T ];Hσ−
3
2 )
≤ K ′(T )(‖uin‖Hσ + ‖ufinal‖Hσ)
∥∥u− u′∥∥
C0([0,T ];Hs0)
.
Remark 1.6. i) We oversimplified the assumptions and refer the reader to Section 9
for the full statement.
ii) Notice that the smallness assumption on u involves only some Hs0-norm, while
the result holds for all initial data in Hσ with σ ≥ s0. This is possible because we
consider a paradifferential equation. This plays a key role in the analysis to overcome
losses of derivatives with respect to the coefficients.
Step 3: Reduction to a regularized problem. We next reduce the analysis by proving
that it is sufficient
• to consider a classical equation instead of a paradifferential equation;
• to prove a L2-result instead of a Sobolev-result.
This is obtained by commuting P (u) with some well-chosen elliptic operator Λh,s of
order s with
s = σ − 3
2
and depending on a small parameter h (the reason to introduce h is explained below).
In particular Λh,s is chosen so that the operator
P˜ (u) := Λh,sP (u)Λ
−1
h,s
satisfies
P˜ (u) = P (u) +R(u) (1.6)
where R(u) is a remainder term of order 0. For instance, if s = 3m with m ∈ N, set
Λh,s = I + h
sL 2s3 where L := L 12 (TcL 12 · ).
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With this choice one has [Λh,s,L] = 0 so (1.6) holds with R(u) = [Λh,s, TV (u)]Λ−1h,s.
It follows from symbolic calculus that ‖R(u)‖L(L2) . ‖V ‖W 1,∞ uniformly in h.
Moreover, since V (u) and c(u) are continuous in time with values in Hs0(T) with
s0 large, one can replace paraproducts by usual products, up to remainder terms in
C0([0, T ];L(L2)). We have
P˜ (u) = ∂t + V (u)∂x + iL
1
2
(
c(u)L
1
2 · )+R2(u)
where
R2(u) := R(u) +
(
TV (u) − V (u)
)
∂x + iL
1
2
((
Tc(u) − c(u)
)
L
1
2 · ).
The remainder R2(u) belongs to C
0([0, T ];L(L2)) uniformly in h. On the other
hand, ∥∥[Λh,s, χω]Λ−1h,s∥∥L(L2) = O(h), (1.7)
which is the reason to introduce the parameter h. The key point is that one can
reduce the proof of Proposition 1.5 to the proof of the following result.
Proposition 1.7. Let T > 0. There exists s0 such that, if ‖u‖C0([0,T ];Hs0) is small
enough, then the following properties hold.
i) (Controllability) For all vin ∈ L2(T) there exists f with ‖f‖C0([0,T ];L2) ≤
K(T ) ‖vin‖L2 such that the unique solution v to P˜ (u)v = χω Re f, v|t=0 = vin
is such that v(T ) is an imaginary constant:
∃b ∈ R / ∀x ∈ T, v(T, x) = ib.
ii) (Regularity) Moreover ‖f‖
C0([0,T ];H
3
2 )
≤ K(T ) ‖vin‖
H
3
2
.
iii) (Stability) Consider another state u′ with ‖u′‖C0([0,T ];Hs0) small enough and
denote by f ′ the control associated to u′. Then∥∥f − f ′∥∥
C0([0,T ];L2)
≤ K ′(T ) ‖vin‖
H
3
2
∥∥u− u′∥∥
C0([0,T ];Hs0)
.
Let us explain how to deduce Proposition 1.5 from the latter proposition. Consider
uin, ufinal in H˜
σ(T) and seek f ∈ C0([0, T ];Hσ(T)) such that
P (u)u = χω Re f, u(0) = uin =⇒ u(T ) = ufinal.
As explained in Remark 1.4 it is sufficient to consider the case where ufinal = 0. Now,
to deduce this result from Proposition 1.7, the main difficulty is that the conjugation
with Λh,s introduces a nonlocal term: indeed, Λ
−1
h,s(χωf) is not compactly supported
in general. This is a possible source of difficulty since we seek a localized control term.
We overcome this problem by considering the control problem for P˜ (u) associated
to some well-chosen initial data vin. Proposition 1.7 asserts that for all vin ∈ H 32 (T)
there is f˜ ∈ C0([0, T ];H 32 (T)) such that
P˜ (u)v1 = χω Re f˜ , v1|t=0 = vin =⇒ v1(T, x) = ib, b ∈ R.
Define Kvin = v2(0) where v2 is the solution to
P˜ (u)v2 =
[
Λh,s, χω
]
Λ−1h,s Re f˜ , v2|t=T = 0.
Using (1.7) one can prove that the L(H 32 )-norm of K is O(h) and hence I + K is
invertible for h small. So, vin can be so chosen that vin + Kvin = Λh,suin. Then,
setting f := Λ−1h,sf˜ and u := Λ
−1
h,s(v1 + v2), one checks that
P (u)u = χω Re f, u(0) = uin, u(T, x) = ib, b ∈ R.
It remains to prove that u(T ) is not only an imaginary constant, but it is 0. This
follows from the property (1.5). Indeed, P can be so defined that if P (u)u is a
real-valued function, then ddt
∫
T
Imu(t, x) dx = 0. Since
∫
T
Imu(0, x) dx = 0 by
assumption, one deduces that
∫
T
Imu(T, x) dx = 0 and hence u(T ) = 0.
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Step 4: Reduction to a constant coefficient equation. The controllability of P˜ (u)
will be deduced from the classical HUM method. A key step in the HUM method
consists in proving that some bilinear mapping is coercive. To determine the appro-
priate bilinear mapping, we follow an idea introduced in [1] and conjugate P˜ (u) to
a constant coefficient operator modulo a remainder term of order 0.
To do so, we use a change of variables and a pseudo-differential change of un-
knowns to find an operator M(u) such that
M(u)P˜ (u)M(u)−1 = ∂t + iL+R(u),
where ‖R(u)‖L(L2) . ‖u‖Hs0 (and hence R(u) is a small perturbation of order 0).
To find M(u), we begin by considering three changes of variables of the form
(1 + ∂xκ(t, x))
1
2 h(t, x+ κ(t, x)), h(a(t), x), h(t, x− b(t)),
to replace P˜ (u) with
Q(u) = ∂t +W∂x + iL+R3, (1.8)
where W = W (t, x) satisfies
∫
T
W (t, x) dx = 0, ‖W‖C0([0,T ];Hs0−d) . ‖u‖C0([0,T ];Hs0)
where d > 0 is a universal constant, and R3 is of order zero. This is not trivial
since the equation is nonlocal and also because this exhibits a cancellation of a term
of order 1/2. Indeed, in general the conjugation of L
1
2
(
c(u)L
1
2 · ) and a change of
variables generates also a term of order 3/2− 1. This term disappears here since we
consider transformations which preserve the L2(dx) scalar product.
We next seek an operator A such that i
[
A, |Dx|
3
2
]
+W∂xA is a zero order operator.
This leads to consider a pseudo-differential operator A = Op(a) for some symbol
a = a(x, ξ) in the Ho¨rmander class S0ρ,ρ with ρ =
1
2 , namely a = exp(i|ξ|
1
2β(t, x))
for some function β depending on W (see Proposition 5.8 for a complete statement
that also includes a zero order amplitude). Here we follow [1]. To keep the paper
self-contained (and since some modifications are needed), we recall the strategy of
the proof in Section 5.
Concerning the latter transformation, let us compare the equation P (u)u = 0
with the Benjamin-Ono equation:
∂tw + w∂xw +H∂2xw = 0, (1.9)
where H is the Hilbert transform. The control problem for this equation has been
studied through elaborate techniques (see for instance the recent paper [30]) that
are specific to this equation and cannot be applied to the water waves equations1.
On the opposite, let us discuss one difference which appears when applying to (1.9)
the strategy previously described. Given a function W =W (t, x) with zero mean in
x, let us seek an operator B such that the leading order term in
[
B,H∂2x
]
+W∂xB
vanishes. This requires (see [7]) to introduce a classical pseudo-differential operator
B = Op(b) with b ∈ S01,0. Then the key difference between the two cases could be
explained as follows: For r large enough,
• the mapping W 7→ B is Lipschitz from Hr into L(L2);
• the mapping W 7→ A is only continuous from Hr into L(L2) (indeed, if
‖W‖Hr = O(δ) then we merely have ‖A− I‖L(L2;H−12 ) = O(δ)).
This is another reason for which one cannot use a fixed point argument based on a
contraction estimate to deduce the existence of the control.
1This can be seen at the level of the Cauchy problem: for the Euler equation with free surface,
the well-posedness of the Cauchy problem in the energy space is entirely open.
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Step 5: Observability. Then, we establish an observability inequality. That is, we
prove in Proposition 7.1 that there exists ε > 0 such that for any initial data v0
whose mean value 〈v0〉 = 12π
∫
T
v0(x) dx satisfies
|Re〈v0〉| ≥ 1
2
|〈v0〉| − ε ‖v0‖L2 , (1.10)
the solution v of
∂tv + iLv = 0, v(0) = v0
satisfies ∫ T
0
∫
ω
|Re(Av)(t, x)|2 dxdt ≥ K
∫
T
|v0(x)|2 dx. (1.11)
To prove this inequality with the real-part in the left-hand side allows to prove the
existence of a real-valued control function; a similar property is proved for systems
of wave equations by Burq and Lebeau in [11].
The observability inequality is deduced using a variant of Ingham’s inequality
(see Section 6). Recall that Ingham’s inequality is an inequality for the L2-norm of
a sum of oscillatory functions which generalizes Parseval’s inequality (it applies to
pseudo-periodic functions and not only to periodic functions; see for instance [26]).
For example, one such result asserts that for any T > 0 there exist two positive
constants C1 = C1(T ) and C2 = C2(T ) such that
C1
∑
n∈Z
|wn|2 ≤
∫ T
0
∣∣∣∣∣∑
n∈Z
wne
in|n| 12 t
∣∣∣∣∣
2
dt ≤ C2
∑
n∈Z
|wn|2 (1.12)
for all sequences (wn) in ℓ
2(C). The fact that this result holds for any T > 0 (and
not only for T large enough) is a consequence of a general result due to Kahane on
lacunary series (see [25]).
Note that, since the original problem is quasi-linear, we are forced to prove an
Ingham type inequality for sums of oscillatory functions whose phases differ from
the phase of the linearized equation. For our purposes, we need to consider phases
that do not depend linearly on t, of the form
sign(n)
[
ℓ(n)
3
2 t+ β(t, x)|n| 12 ], ℓ(n) := ((g + |n|2) |n| tanh(b |n|)) 12 ,
where x plays the role of a parameter. Though it is a sub-principal term, to take
into account the perturbation β(t, x)|n| 12 requires some care since eiβ(t,x)|n|1/2 − 1 is
not small. In particular we need to prove upper bounds for expressions in which we
allow some amplitude depending on time (and whose derivatives in time of order k
can grow as |n|k/2).
Step 6: HUM method. Inverting A, we deduce from (1.11) an observability result for
the adjoint operator Q(u)∗ (Q(u) is as given by (1.8)). Then the controllability will
be deduced from the classical HUM method (we refer to Section 8 for a version that
makes it possible to consider a real-valued control). The idea is that the observability
property implies that some bilinear form is coercive and hence the existence of
the control follows from the Riesz’s theorem and a duality argument. A possible
difficulty is that the control Pext is acting only on the equation for ψ. To explain
this, consider the case where (ηfinal, ψfinal) = (0, 0). Since the HUM method is
based on orthogonality arguments, the fact that the control is not acting on both
equations means for our problem that the final state is orthogonal to a co-dimension
1 space. The fact that this final state can be chosen to be 0 will be obtained by
choosing this co-dimension 1 space in an appropriate way, introducing an auxiliary
function M =M(x) which is chosen later on.
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Consider any real function M =M(x) with M − 1 small enough, and introduce
L2M :=
{
ϕ ∈ L2(T;C) ; Im
∫
T
M(x)ϕ(x) dx = 0
}
.
Notice that L2M is an R-Hilbert space. Also, for any v0 ∈ L2M , the condition (1.10)
holds. Then, using a variant of the HUM method in this space, one deduces that
for all vin ∈ L2 (not necessarily in L2M ) there is f ∈ C0([0, T ];L2) such that, if
Q(u)w = ∂tw +W∂xw + iLw +R3w = χω Re f, w(0) = win,
then
w(T, x) = ibM(x)
for some constant b ∈ R. Now
Q(u) = Φ(u)−1P˜ (u)Φ(u),
where Φ(u) is the composition of the transformations in (1.7). Since Φ(u) and
Φ(u)−1 are local operators, one easily deduce a controllability result for P˜ (u) from
the one proved for Q(u). Now, choosing M = Φ(u(T, ·))(1) where 1 is the constant
function 1, we deduce from w(T, x) = ibM(x) that u(T, x) is an imaginary constant,
as asserted in statement i) of Proposition 1.5. Concerning M , notice that M 6= 1
because of the factor (1 + ∂xκ(t, x))
1
2 multiplying h(t, x+ κ(t, x)) in (1.7).
Step 7: Convergence of the scheme. Let us discuss the proof of the convergence of the
sequence of approximate controls (fn) to the desired control Pext. This part requires
to prove new stability estimates in order to prove that (fn) and (un) are Cauchy
sequences. This is where we need statement ii) in Proposition 1.5, to estimate the
difference of two controls associated with different coefficients. To prove this stability
estimate we shall introduce an auxiliary control problem which, loosely speaking,
interpolates the two control problems. Since the original nonlinear problem is quasi-
linear, there is a loss of derivative (this reflects the fact that the flow map is expected
to be merely continuous and not Lipschitz on Sobolev spaces). We overcome this
loss by proving and using a regularity property of the control, see statement ii)
in Proposition 1.7. This regularity result is proved by adapting an argument used
by Dehman-Lebeau [17] and Laurent [29]. We also need to study how the control
depends on T or on the function M .
1.3. Outline of the paper. In Section 2 we recall how to use paradifferential
analysis to symmetrize the water waves equations. As mentioned above, the control
problem for the water waves equations is studied by means of a nonlinear scheme.
This requires to solve a linear control problem at each step. We introduce in Section 3
this linear equation and state the main result we want to prove for it. In Section 4, we
commute the equations with a well-chosen elliptic operator to obtain a regularized
problem. Once this step is achieved, we further transform in Section 5 the equations
by means of a change of variables and by conjugating the equation with some pseudo-
differential operator. Ingham’s type inequalities are proved in Section 6 and then
used in Section 7 to deduce an observability result which in turn is used in Section 8
to obtain a controllability result. In Section 8 we also study the way in which the
control depends on the coefficients, which requires to introduce several auxiliary
control problems. Eventually, in Sections 9 and 10 we use the previous control
results for linear equations to deduce our main result Theorem 1.1 by means of a
quasi-linear scheme.
To keep the paper self-contained, we add an appendix which contains two sections
about paradifferential calculus and Sobolev energy estimates for classical or parad-
ifferential evolution equations. The appendix also contains the analysis of various
changes of variables which are used to conjugate the equations to a simpler form.
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2. Symmetrization of the water waves equations
Consider the system
∂tη = G(η)ψ,
∂tψ + gη +
1
2
(∂xψ)
2 − 1
2
(
G(η)ψ + (∂xη)(∂xψ)
)2
1 + (∂xη)2
= H(η) + Pext(t, x).
(2.1)
In this section, following [2, 5] we recall how to use paradifferential analysis to rewrite
the above system as a wave type equation for some new unknown u. This analysis is
performed in §2.2. In §2.1 and §2.3, we complement the analysis in [2, 5] by proving
that all the coefficients can be expressed in terms of u only.
We refer the reader to the appendix for the definitions and the main results of
paradifferential calculus.
2.1. Properties of the Dirichlet-Neumann operator. We begin by recalling
that, if η in W 1,∞(T) and ψ in H
1
2 (T), then G(η)ψ is well-defined and belongs to
H−
1
2 (T). Moreover, if (η, ψ) belongs to Hs(T)×Hs(T) for some s > 3/2, then G(η)ψ
belongs to Hs−1(T) together with the estimate
‖G(η)ψ‖Hs−1 ≤ C
( ‖η‖Hs ) ‖ψ‖Hs . (2.2)
Then, it follows from usual nonlinear estimates in Sobolev spaces that the following
result holds.
Following [5, 2], the analysis is based on the so-called good unknown of Alinhac
defined in the next lemma and denoted by ω as the notation for the control domain
(both notations will not be used simultaneously).
Lemma 2.1. Let s > 3/2 and (η, ψ) in Hs(T)×Hs(T), the functions
B(η)ψ :=
G(η)ψ + (∂xη)(∂xψ)
1 + (∂xη)2
, V (η)ψ := ∂xψ − (B(η)ψ)∂xη,
ω(η)ψ := ψ − TB(η)ψη
(2.3)
belong, respectively, to Hs−1(T), Hs−1(T), Hs(T) and satisfy
‖B(η)ψ‖Hs−1 + ‖V (η)ψ‖Hs−1 + ‖ω(η)ψ‖Hs ≤ C
( ‖η‖Hs ) ‖ψ‖Hs . (2.4)
Proof. The estimate for B(η)ψ and V (η)ψ follow (2.2), by applying the usual non-
linear estimates in Sobolev spaces, see (A.17) and (A.15). The Sobolev embedding
then implies that B(η)ψ belongs to L∞(T). As a paraproduct with an L∞-function
acts on any Sobolev space (see (A.9)), we deduce that∥∥TB(η)ψη∥∥Hs . ‖B(η)ψ‖L∞ ‖η‖Hs ≤ C (‖η‖Hs) ‖ψ‖Hs ‖η‖Hs . (2.5)
This immediately implies the estimate for ω(η)ψ in (2.4). 
Consider a Banach space X and an operator A whose operator norm is strictly
smaller than 1. Then it is well-known that I − A is invertible. Now write ω(η)ψ
under the form (I − A)ψ with Aψ = TB(η)ψη. By applying the previous argument,
it follows from (2.5) that we have the following result.
Lemma 2.2. Let s > 3/2. There exists ε0 > 0 such that the following property
holds. If ‖η‖Hs < ε0, then there exists a linear operator Ψ(η) such that:
i) for any ψ in H
1
2 (T),
Ψ(η)ω(η)ψ = ψ;
ii) if ω in Hs(T) then Ψ(η)ω belongs to Hs(T) and
‖Ψ(η)ω‖Hs ≤ C
( ‖η‖Hs ) ‖ω‖Hs . (2.6)
10
Notation 2.3. Hereafter, we often simply write B,V, ω instead of B(η)ψ, V (η)ψ,
ω(η)ψ. It follows from the above lemma that, if η is small enough in Hs(T), then B
and V can be express in terms of η and ω:
B = B(η)Ψ(η)ω, V = V (η)Ψ(η)ω.
We also record the following corollary of the analysis in [5, 2].
Proposition 2.4. Let s ≥ s0 with s0 fixed large enough. There exists θ ∈ (0, 1] such
that
G(η)ψ = G(0)ω − ∂x
(
TV η
)
+ F (η)ψ (2.7)
where F (η)ψ satisfies
‖F (η)ψ‖
Hs+
1
2
≤ C (‖η‖Hs ) ‖η‖θHs ‖ψ‖Hs . (2.8)
Proof. We prove that F (η)ψ satisfies the following two estimates:
‖F (η)ψ‖Hs+1 ≤ C
( ‖η‖Hs ) ‖ψ‖Hs , (2.9)
‖F (η)ψ‖Hs−2 ≤ C
( ‖η‖Hs ) ‖η‖Hs ‖ψ‖Hs . (2.10)
The estimate (2.8) then follows by interpolation in Sobolev spaces.
Let us prove (2.9). In [5, 2] it is proved that, for any N , when s is large enough,
G(η)ψ = |Dx|ω − ∂x
(
TV η
)
+ F˜ (η)ψ where
∥∥F˜ (η)ψ∥∥
Hs+N
≤ C( ‖η‖Hs ) ‖ψ‖Hs . Now
notice that (2.7) holds with F (η)ψ = (|Dx| − G(0))ω + F˜ (η)ψ. Since G(0) =
|Dx| tanh(b |Dx|), the difference |Dx| − G(0) is a smoothing operator. So using
the estimate (2.4) for ω, we find that ‖F (η)ψ‖Hs+N is bounded by the right-hand
side of (2.9). Taking N = 1 gives the desired result.
We now prove (2.10). As for (2.5), using the paraproduct rule (A.9) and (2.4),
one has
‖ω − ψ‖Hs +
∥∥∂x(TV η)∥∥Hs−1 . (‖B‖L∞ +‖V ‖L∞) ‖η‖Hs ≤ C( ‖η‖Hs ) ‖η‖Hs ‖ψ‖Hs ,
hence it is sufficient to prove that ‖G(η)ψ −G(0)ψ‖Hs−2 is bounded by the rhs
of (2.10). This in turn will be deduced from an estimate of ‖ϕ′(τ)‖Hs−2 where
ϕ(τ) = G(τη)ψ. Set Bτ = B(τη)ψ and Vτ = V (τη)ψ. It follows from the com-
putation of the shape derivative of the Dirichlet-Neumann operator (see [27]) that
ϕ′(τ) = −G(τη)(Bτ η)−∂x(Vτη). Now the estimate (2.4) implies that ‖ϕ′(τ)‖Hs−2 ≤
C
( ‖η‖Hs ) ‖η‖Hs ‖ψ‖Hs . Integrating in τ we complete the proof. 
2.2. Symmetrization. As already mentioned, the linearized equations are{
∂tη = G(0)ψ,
∂tψ + gη − ∂2xη = Pext,
where G(0) = |Dx| tanh(b |Dx|). Introducing the Fourier multiplier (of order 3/2)
L :=
(
(g − ∂2x)G(0)
) 1
2 ,
with symbol
ℓ(ξ) :=
(
(g + |ξ|2)λ(ξ)) 12 where λ(ξ) := |ξ| tanh(b |ξ|) (2.11)
(so that L = ℓ(Dx)), and considering u = ψ − iLG(0)−1η, one obtains the equation
∂tu+ iLu = Pext.
The following proposition contains a similar diagonalization of System (2.1).
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Proposition 2.5. Let σ, σ0 be such that σ ≥ σ0 with σ0 large enough. Consider a
solution (η, ψ) of (2.1) on the time interval [0, T ] with 0 < T < +∞, such that
(η, ψ) ∈ C0([0, T ];Hσ+ 120 (T)×Hσ(T)).
Introduce
c := (1 + (∂xη)
2)−
3
4 ,
p := c−
1
3 +
5
18i
χ(ξ)∂ξℓ(ξ)
ℓ(ξ)
c−
4
3∂xc, q = χ(ξ)
(
c
2
3
ℓ(ξ)
λ(ξ)
+
(
∂xc
2
3
) ℓ(ξ)
iξλ(ξ)
)
,
(2.12)
where ℓ, λ are as in (2.11), χ ∈ C∞ satisfies χ(ξ) = 1 for |ξ| ≥ 2/3 and χ(ξ) = 0
for |ξ| ≤ 1/2. Then
u := Tpω − iTqη
satisfies
∂tu+ TV ∂xu+ iL
1
2
(
TcL
1
2u
)
+R(η, ψ) = TpPext, (2.13)
for some remainder R(η, ψ) = R1(η)ψ +R2(η)η with
‖R1(η)ψ‖Hσ ≤ C
( ‖η‖
Hσ+
1
2
) ‖η‖θ
Hσ+
1
2
‖ψ‖Hσ ,
‖R2(η1)η2‖Hσ ≤ C
( ‖η1‖
Hσ+
1
2
) ‖η1‖θ
Hσ+
1
2
‖η2‖
Hσ+
1
2
,
(2.14)
for some θ ∈ (0, 1] given by Proposition 2.4.
Remark 2.6. Compared to a similar result proved in [2], there are two differences.
We here obtain a super-linear remainder term (see (2.14)), and secondly we prove
here that q can be so chosen that Tq = ∂xTQ for some symbol Q; namely,
Tq = ∂xTQ with Q := χ(ξ)c
2
3
ℓ(ξ)
λ(ξ)iξ
. (2.15)
This will be used to obtain that
∫
Tqη dx = 0. Since it is not a trivial task to obtain
these additional properties, we shall recall the strategy of the proof from [2] and
give a detailed analysis of the required modifications.
Proof. The first step consists in paralinearizing the equation. We use in particular
the paralinearization of the Dirichlet-Neumann operator (see (2.7)). Then, by using
the paralinearization formula for products (replacing products ab by Tab + Tba +
R(a, b)), it follows from direct computations (see [2]) that{
∂tη + ∂x(TV η)−G(0)ω = F 1,
∂tω + TV ∂xω + Taη −H(η) = F 2 + Pext,
(2.16)
where a denotes the Taylor coefficient, which is
a = g + ∂tB + V ∂xB,
and F 1 and F 2 are given by (see (A.11) for the definition of R(a, b))
F 1 = F (η)ψ,
F 2 = (TV T∂xη − TV ∂xη)B + (TV ∂xB − TV T∂xB)η
+
1
2
R(B,B)− 1
2
R(V, V ) + TVR(B, ∂xη)−R(B,V ∂xη).
On the other hand, the paralinearization estimate A.13 applied with α = σ− 1/2
implies that
∂xη√
1 + (∂xη)2
= Tr∂xη + f˜ , r := (1 + (∂xη)
2)−
3
2 ,
12
where f˜ ∈ L∞(0, T ;H2σ− 32 ) is such that∥∥f˜∥∥
H2σ−
3
2
≤ C(‖η‖
Hσ+
1
2
) ‖η‖2
Hσ+
1
2
,
for some non-decreasing function C. Hence, directly from (2.16), we obtain that{
∂tη + TV ∂xη −G(0)ω = f1,
∂tω + TV ∂xω + gη − ∂x(Tr∂xη) = f2 + Pext,
where
f1 := F 1 − T∂xV η, f2 := F 2 + ∂xf˜ + Tg−aη.
Then introduce ζ := Tqη and θ := Tpω. It is found that{
∂tζ + TV ∂xζ − TqG(0)ω = f˜1,
∂tθ + TV ∂xθ + Tp
(
gη − ∂x(Tr∂xη)
)
= f˜2 + TpPext,
(2.17)
where
f˜1 := Tqf
1 + T∂tqη + [TV ∂x, Tq]η,
f˜2 := Tpf
2 + T∂tpω + [TV ∂x, Tp]ω.
Assuming that q and p are as in the statement of the proposition, it easily follows
from (2.8) and the paradifferential rules (A.3), (A.9) and (A.6) (applied with ρ = 1
to bound the operator norm of the commutators [TV ∂x, Tq] and [TV ∂x, Tp]) that∥∥(f1, f2)∥∥
Hσ
≤ C( ‖η‖
Hσ+
1
2
) ‖η‖θ
Hσ+
1
2
{ ‖ψ‖Hσ + ‖η‖Hσ+12 }.
It remains to compute TqG(0)ω and Tp
(
gη−∂x(Tr∂xη)
)
. More precisely, it remains
to establish that∥∥TqG(0)ω − L 12TcL 12Tpω∥∥Hσ ≤ C( ‖η‖Hσ+12 ) ‖η‖θHσ+12 ‖ω‖Hσ , (2.18)∥∥Tp(gη − ∂x(Tr∂xη)) − L 12TcL 12Tqη∥∥Hσ ≤ C( ‖η‖Hσ+12 ) ‖η‖θHσ+12 ‖η‖Hσ+12 .
(We prove below these estimates with θ = 1.) Then the estimates (2.14) follow from
(2.4) which gives a bound for ‖ω‖Hσ in terms of ‖ψ‖Hσ .
To prove (2.18), it is convenient to introduce the following notation: Given two
operators, the notation A ∼ B means that, for any µ ∈ R there is a constant
C
( ‖η‖
Hσ+
1
2
)
such that
‖(A−B)u‖Hµ ≤ C
( ‖η‖
Hσ+
1
2
) ‖η‖
Hσ+
1
2
‖u‖Hµ .
In words, A ∼ B means that A equals B modulo a remainder which is of order 0
and quadratic.
For instance consider real numbers m,m′ with m + m′ = 2 and two operators
A = Ta(m)+a(m−1) and B = Tb(m′)+b(m′−1) where
a(m) ∈ Γm2 , a(m−1) ∈ Γm−11 , b(m
′) ∈ Γm′2 , b(m
′−1) ∈ Γm′−11
(see Definition A.2) with (see (A.1))
Mm
′
2 (b
(m′)) +Mm
′−1
1 (b
(m′−1)) ≤ C( ‖η‖
Hσ+
1
2
)
,
Mm2 (a
(m)) +Mm−11 (a
(m−1)) ≤ C( ‖η‖
Hσ+
1
2
) ‖η‖
Hσ+
1
2
.
By using (A.5) applied with ρ = 2 and (A.6) applied with ρ = 1, we obtain that
Ta(m)Tb(m′) ∼ Ta(m)b(m′)+ 1
i
∂ξa(m)∂xb(m
′) , Ta(m)Tb(m′−1) ∼ Ta(m)b(m′−1) ,
Ta(m−1)Tb(m′) ∼ Ta(m−1)b(m′) , Ta(m−1)Tb(m′−1) ∼ 0,
so
AB ∼ Ta(m)b(m′)+ 1
i
∂ξa(m)∂xb(m
′)+a(m)b(m
′−1)+a(m−1)b(m
′) . (2.19)
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Using the previous notation, to prove (2.18) we have to prove that
TqG(0) ∼ L 12TcL 12χ(Dx)Tp
Tp
(
gI − ∂x(Tr∂x·)
)
χ(Dx) ∼ L
1
2TcL
1
2χ(Dx)Tq.
(2.20)
Notice that χ(Dx)η = η and L
1
2χ(Dx)u = L
1
2u for any periodic function u. This is
why we can introduce the cut-off function χ in the calculations. This cut-off function
is used to handle symbols which are not smooth at ξ = 0.
We remark that, by definition of paradifferential operators, we have
TqG(0) = Tqλ(ξ), gI − ∂x(Tr∂x·) = Tg+rξ2−(∂xr)(iξ).
Study of the first identity in (2.20). It follows from symbolic calculus (see (A.5))
that
L
1
2TcL
1
2χ(Dx) ∼ Tγ with γ = χcℓ+ χ
i
(
∂ξ
√
ℓ
)√
ℓ∂xc. (2.21)
Now we seek q under the form q = q(1/2) + q(−1/2) where q(1/2) is of order 1/2 in ξ
(more precisely, q ∈ Γ1/22 ) and q(−1/2) is of order −1/2 (in Γ−1/21 ). Similarly, we seek
p = p(0) + p(−1) with p ∈ Γ02 and p(−1) ∈ Γ−11 .
Also, it follows from (2.19) that L
1
2TcL
1
2χ(Dx)Tp ∼ TγTp ∼ T℘1 with
℘1 = γp
(0) + χcℓp(−1) +
1
i
χc(∂ξℓ)∂xp
(0)
(the contribution of (∂ξχ)∂xp
(0) is in the remainder term). The first identity in
(2.20) will be satisfied if
q(1/2) := χcp(0)
ℓ(ξ)
λ(ξ)
, q(−1/2) =
χ
i
∂ξℓ(ξ)
λ(ξ)
[1
2
(∂xc)p
(0) + c∂xp
(0)
]
+ χcp(−1)
ℓ(ξ)
λ(ξ)
.
Study of the second identity in (2.20). As above, it follows from symbolic calculus
that L
1
2TcL
1
2χ(Dx)Tq ∼ TγTq ∼ T℘2 with (see (2.19))
℘2 = γq
(1/2) +
1
i
χc(∂ξℓ)∂xq
(1/2) + χcℓq(−1/2).
With q(1/2) and q(−1/2) as given above, we compute that
℘2 = χ
{
cℓq(1/2) +
χ
i
∂ξℓ
2
λ(ξ)
(
cp(0)∂xc+ c
2∂xp
(0)
)
+ χc2p(−1)
ℓ(ξ)2
λ(ξ)
}
.
Moreover, by definition of ℓ(ξ) one has
∂ξℓ
2
λ(ξ)
= 3ξ + r1,
ℓ(ξ)2
λ(ξ)
= ξ2 + r2, r1, r2 are of order 0.
Notice that the contribution of the term r1(cp
(0)∂xc+ c
2∂xp
(0)) to T℘2 and the one
of r2c
2p(−1) can be handled as remainder terms and hence
L
1
2TcL
1
2χ(Dx)Tq ∼ T℘˜2
with
℘˜2 = χ
{
cℓq(1/2) +
3χ
i
ξ
(
cp(0)∂xc+ c
2∂xp
(0)
)
+ χc2p(−1)ξ2
}
.
On the other hand,
Tp
(
gI − ∂x(Tr∂x·)
)
χ(Dx) ∼ Tχp(g+rξ2−(∂xr)(iξ)).
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By definition of c, ℓ, q(1/2), recall that r = c2 and ℓ2 = (g + ξ2)λ(ξ) and hence
p
(
g + rξ2 − (∂xr)(iξ)
)
= pc2ξ2 + gp − p(∂xr)(iξ)
= pc2
ℓ(ξ)2
λ(ξ)
− gpc2 + gp − p(∂xr)(iξ).
Since q(1/2) := χcp(0) ℓ(ξ)λ(ξ) , we deduce that
p
(
g + rξ2 − (∂xr)(iξ)
)
χ = cℓq(1/2) + χ
{
p(−1)c2(g + ξ2) + gp(1 − c2)− ip(∂xr)ξ
}
.
Since 1−c2 and ∂xr depend at least linearly on η and since p and p(−1)ξ are symbols of
order 0, it follows from the estimate (A.3) for the operator norm of a paradifferential
operator that ∥∥Tp(1−c2)u∥∥Hµ ≤ C( ‖η‖Hσ+12 ) ‖η‖2Hσ+12 ‖u‖Hµ ,∥∥Tp(−1)(∂xr)ξu∥∥Hµ ≤ C( ‖η‖Hσ+12 ) ‖η‖Hσ+12 ‖u‖Hµ .
Similarly, assuming that p(−1) is a symbol of order −1 depending linearly on η (as
this will be true, see (2.12)), we have∥∥Tp(−1)c2gu∥∥Hµ ≤ C( ‖η‖Hσ+12 ) ‖η‖Hσ+12 ‖u‖Hµ .
Therefore,
Tp
(
gI − ∂x(Tr∂x·)
)
χ(Dx) ∼ Tcℓq(1/2)+χp(−1)c2ξ2−χp(0)(∂xr)(iξ).
Now since r = c2, with p(0) = c−
1
3 , we have
−p(0)(∂xr)(iξ) = +3
i
ξ
(
cp(0)∂xc+ c
2∂xp
(0)
)
,
as can be verified by a direct calculation, so the second identity in (2.20) holds.
It remains to compute q. We have
q = χ
{
cp(0)
ℓ(ξ)
λ(ξ)
+
1
i
∂ξℓ(ξ)
λ(ξ)
[1
2
(∂xc)p
(0) + c∂xp
(0)
]
+ cp(−1)
ℓ(ξ)
λ(ξ)
}
.
Observe that [1
2
(∂xc)p
(0) + c∂xp
(0)
]
=
1
6
c−
1
3 ∂xc.
We now seek p(−1) such that
cp(−1)
ℓ(ξ)
λ(ξ)
= α
1
i
∂ξℓ(ξ)
λ(ξ)
c−
1
3 ∂xc
for some constant α to be determined. We thus set
p(−1) := α
χ(ξ)
i
∂ξℓ(ξ)
ℓ(ξ)
c−
4
3∂xc.
Then (replacing χ2 by χ, to the price of adding a smoothing operator in the remain-
der), we have
q := χ
{
c
2
3
ℓ(ξ)
λ(ξ)
+
1
i
∂ξℓ(ξ)
λ(ξ)
[(
α+
1
6
)
c−
1
3 ∂xc
]}
.
Since
χ(ξ)ξ∂ξℓ =
3
2
χℓ+ τ(ξ)
with τ(ξ) is a smooth symbol of order 1/2, we have
2
3
χ(ξ)
ℓ
λ(ξ)iξ
=
4
9i
χ(ξ)
∂ξℓ
λ(ξ)
+ r′
15
where r′ is of order −3/2. Then, choosing α such that α+ 1/6 = 4/9, we find that
q = c
2
3
ℓ(ξ)
λ(ξ)
+
(
∂xc
2
3
) ℓ(ξ)
iξλ(ξ)
+ r˜
where r˜ is such that
‖Tr˜u‖
Hµ+
3
2
≤ C( ‖η‖
Hσ+
1
2
) ‖η‖
Hσ+
1
2
‖u‖Hµ .
In particular, the contribution of r˜ can be handled as a remainder term and the
same results hold when q is replaced by the same expression without r˜, thereby
obtaining (2.12). This completes the proof of (2.20) and hence the proof of the
proposition. 
2.3. Invertibility of the change of unknowns. We thus obtained an equation
of the form
∂tu+ TV ∂xu+ iL
1
2
(
TcL
1
2u
)
+R(η, ψ) = TpPext,
where the coefficients V and c depend on the original unknowns (η, ψ). We conclude
this section by proving that V and c can be expressed in terms of u only. We have
already seen in Lemma 2.2 that these coefficients can be expressed in terms of η
and ω. So it remains only to express (η, ω) in terms of u.
In this paragraph, the time is seen as a parameter and we skip it.
Notation 2.7. Introduce the space H˜σ(T;C) of complex-valued functions u satis-
fying ∫
T
Imu(x) dx = 0.
Recall (see (A.3)) that a paradifferential operator with symbol in Γm0 is bounded
from any Sobolev space Hµ(T) to Hµ−m(T). Recall also that ω ∈ Hσ(T) whenever
(η, ψ) ∈ Hσ+
1
2
0 (T) × Hσ(T). Since, as already mentioned, Tqη = Tqχη where χ is
as defined after (2.12) and since qχ ∈ Γ1/20 , we deduce that u belongs to Hσ(T).
Moreover, it follows from (2.15) that Tpω − iTqη belongs to H˜σ(T;C).
We now introduce the mapping U : H
σ+ 1
2
0 (T)×Hσ(T)→ H˜σ(T;C) so that
U(η, ψ) := Tpω − iTqη.
The following result shows that this nonlinear mapping can be inverted.
Lemma 2.8. Let σ0 > 5/2. There exists ε0 > 0 and K such that the following
properties holds. If ‖η‖Hσ0 < ε0, then there exists
Y : H˜σ0(T;C)→ Hσ0+
1
2
0 (T)×Hσ0(T),
such that Y (u) = (η, ψ) with u = U(η, ψ). Moreover, for any σ > 5/2,
‖η‖
Hσ+
1
2
≤ 2 ‖u‖Hσ , ‖ψ‖Hσ ≤ 2 ‖u‖Hσ . (2.22)
Proof. Set u = U(η, ψ) := Tpω − iTqη. Then Tqη = − Imu and Tpω = Re u, where
q and p depend on η. The only difficulty is to express η in terms of Imu. Once this
will be granted, to invert the equation Tpω = Re u, we use the fact that Tp is a small
bounded perturbation of the identity so that Tp is invertible, indeed (recalling that
Mmρ (a) is defined by (A.1))
‖Tp − I‖L(Hσ) .M00 (p− 1) ≤ C
(
‖η‖
Hσ+
1
2
)
‖η‖
Hσ+
1
2
.
Now to solve the equation Tqη = − Imu, we use the Banach fixed point theo-
rem. Denote by Q the Fourier multiplier with symbol Q(ξ) := χ(ξ)ℓ(ξ)/λ(ξ) =
16
χ(ξ)
√
g + ξ2/
√
λ(ξ). The reason to introduce this symbol is that, with q as given
by (2.12) one has
M
1/2
0
(
q(x, ξ)−Q(ξ)) ≤ C(‖η‖
Hσ+
1
2
) ‖η‖
Hσ+
1
2
, (2.23)
which is obtained by considering separately the principal and sub-principal terms in
the definition of q. Then seek η in H
σ+ 1
2
0 (T) such that Φ(η) = η with
Φ(η) := −(g − ∂2x)−
1
2G(0)
1
2
(
(Tq −Q)η + Imu
)
.
It is easily verified that if Φ(η) = η then Tqη = − Imu and also that Φ mapsHs+
1
2
0 (T)
into itself. To see that Φ is a contraction, we use (2.23) to obtain
‖Φ(η1)− Φ(η2)‖
Hσ+
1
2
.
∥∥(Tq1 −Q)(η1 − η2)∥∥Hσ + ‖(Tq1 − Tq2) η2‖Hσ
.M
1/2
0
(
q1 −Q
) ‖η1 − η2‖
Hσ+
1
2
+M
1/2
0 (q1 − q2) ‖η2‖Hσ+12
≤ C(M)M ‖η1 − η2‖
Hσ+
1
2
whereM := ‖η1‖
Hσ+
1
2
+‖η2‖
Hσ+
1
2
. IfM is small enough, then Φ is a contraction. 
3. The linear equation
As mentioned in the introduction, we shall study the control problem for the
water waves equations by means of a nonlinear scheme. This requires to solve a
linear control problem at each step. We introduce in this section the linear equation
we are going to study until section 10, emphasize one key property of this equation
and state the main result we want to prove.
We have seen in the previous section that one can express V = V (η)ψ in terms of
u only. To simplify notations, we write V = V (u), and similarly we write c = c(u).
Also, one can write the remainder R(η, ψ) under the form R(u)u where, for any u,
the mapping u 7→ R(u)u is linear.
We have proved that, for σ large enough and a solution (η, ψ) of (2.1) on the time
interval [0, T ], satisfying
(η, ψ) ∈ C0([0, T ];Hσ+ 120 (T)×Hσ(T)),
the new unknown u satisfies u ∈ C0([0, T ]; H˜σ(T;C)) (where H˜σ(T;C) is defined in
Notation 2.7) and
∂tu+ TV (u)∂xu+ iL
1
2
(
Tc(u)L
1
2u
)
+R(u)u = Tp(u)Pext.
We now fix u ∈ C0([0, T ]; H˜σ(T;C)) and then set
V = V (u), c = c(u), R = R(u), p = p(u) (3.1)
and consider the linear operator
P = ∂t + TV ∂x + iL
1
2
(
TcL
1
2 · )+R.
Except for the second condition in Assumption 3.1 below, we shall not use the way
in which the coefficients depend on u and hence we shall state all the assumptions
on V, c, p,R forgetting their dependence on u through (3.1).
Assumption 3.1. i) Consider two real-valued functions V, c in C0([0, T ];Hs0(T))
for some s0 large enough, with c bounded from below by 1/2. The symbol p is
given by p := c−
1
3 + 518i
χ(ξ)∂ξℓ(ξ)
ℓ(ξ) c
− 4
3∂xc with χ as in (2.12). It is always assumed
that the W
3
2
,∞-norm of c− 1 is small enough.
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ii) If Pu is a real-valued function then
d
dt
∫
T
Imu(t, x) dx = 0.
Fix an open domain ω ⊂ T and denote by χω a C∞ cut-off function such that
χω(x) = 1 for x ∈ ω. We want to study the following control problem: given an
initial data vin find f such that the unique solution to
Pv = Tpχω Re f, v|t=0 = vin (3.2)
satisfies v|t=T = 0. The fact that the Cauchy problem for (3.2) admits a unique
solution is proved in the appendix, see Proposition B.1.
Our main goal until Section 10 will be to prove the following control result.
Proposition 3.2. There exists s0 large enough such that, for all T ∈ (0, 1] and all
s ≥ s0, if Assumption 3.1 holds then there exist two positive constants δ˜ = δ˜(T, s)
and K = K(T, s) such that, if
‖V ‖C0([0,T ];Hs0) + ‖c− 1‖C0([0,T ];Hs0) ≤ δ˜,∥∥∂kt V ∥∥C0([0,T ];H1) + ∥∥∂kt c∥∥C0([0,T ];H1) ≤ δ˜ (1 ≤ k ≤ 3),
‖R‖C0([0,T ];L(Hs)) ≤ δ˜,
(3.3)
then for any initial data vin ∈ H˜s(T;C) there exists f ∈ C0([0, T ];Hs(T)) such that:
(1) the unique solution v to Pv = Tpχω Re f, v|t=0 = vin satisfies v(T ) = 0;
(2) ‖f‖C0([0,T ];Hs) ≤ K ‖vin‖Hs .
Remark 3.3. Notice that the smallness assumption on V and c involves only some
Hs0-norm, while the result holds for initial data in Hs with s ≥ s0. We shall use this
property with s0 = s − 2 in the analysis of the quasi-linear scheme. This is possible
only because we consider a paradifferential equation.
We conclude this section by proving that the second condition in Assumption 3.1
holds when V, c, p,R are given by (3.1).
Lemma 3.4. Consider u ∈ C0([0, T ]; H˜s0(T;C)) with s0 large enough and assume
that V, c, p,R are given by (3.1). If Pu is a real-valued function, then
d
dt
∫
T
Imu(t, x) dx = 0.
Proof. Set ζ = Imu. It follows from (2.17) that ζ satisfies
∂tζ + TV ∂xζ − TqG(0)ω = f˜1,
f˜1 = Tq
(
F (η)ψ − T∂xV η
)
+ T∂tqη + [TV ∂x, Tq]η,
where F (η)ψ is given by (2.7). One can write this equation under the form
∂tζ + Tq
(
∂x(TV η)
)− TqG(0)ω = TqF (η)ψ + T∂tqη. (3.4)
Notice that TqG(0)ω and TqF (η)ψ are well-defined since Ĝ(0)ω(0) = 0 = F̂ (η)ψ(0)
(this follows from the definition (2.7) and the fact that the mean values of G(η)ψ,
G(0)ω and ∂x(TV η) are all 0). Using (2.15), one obtains that
∫
T
Tqv dx = 0 =∫
T
T∂tqv dx for any function v. So integrating (3.4) we obtain the desired result. 
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4. Reduction to a regularized equation
In this section, we reduce the proof of Proposition 3.2 to that of a simpler result.
We shall prove that:
• it is enough to consider a classical equation instead of a paradifferential
equation (this observation will be used below to simplify the computation of
a change of variable);
• it is enough to prove an L2-result instead of a result in higher order Sobolev
spaces (this plays a crucial role).
As explained in the introduction, the idea is to commute the equation with an
elliptic semi-classical operator Λh,s of order s. To choose this elliptic operator,
the key point is to prove that Λh,s can be so chosen that it satisfies the following
commutator estimates: ∥∥[Λh,s, P ]Λ−1h,s∥∥L(L2) = O(1),∥∥[Λh,s, χω]Λ−1h,s∥∥L(L2) = O(h),
which is the reason to introduce the small parameter h. Some care is required to do
so, and we introduce
Λh,s = I + h
sT
c
2s
3
L
2s
3 (4.1)
Lemma 4.1. i) Assume that the L∞t,x-norm of c− 1 is small enough. Then Λh,s is
invertible from Hs to L2 and its inverse is denoted by Λ−1h,s.
ii) Moreover, for any s′ ≤ s, hs′Λ−1h,s is uniformly bounded from L2 to Hs
′
: there
is K > 0 such that for any h ∈ (0, 1] and any u in L2(T),∥∥∥hs′Λ−1h,su∥∥∥
Hs′
≤ K ‖u‖L2 . (4.2)
Proof. Set r = 2s/3. Statement i) is obtained writing Λh,s as (I + B)(I + h
sLr)
where B is a bounded operator from L2 into itself. To do so, write
Λh,s = I + h
sTcrL
r = I + hsLr + hsTcr−1Lr,
to obtain the desired result with B := hsTcr−1Lr(I+hsLr)−1. We now claim that B
is a bounded operator on L2, with operator norm O(‖c− 1‖L∞). This follows easily
from (A.9) (which implies that Tcr−1 is of order 0 with operator norm O(‖c− 1‖L∞))
and, on the other hand, from the fact that the operator hsLr
(
I+hsLr
)−1
is bounded
from L2 into itself uniformly in h (as can be verified using the Fourier transform).
Now for ‖c− 1‖L∞ small enough, one has ‖B‖L(L2) ≤ 1/2 and one can invert
(I +B) to obtain
Λ−1h,s = (I + h
sLr)−1(I +B)−1 (4.3)
and statement ii) follows from the fact that hs
′
(I + hsLr)−1 is uniformly bounded
in L(L2;Hs′) for s′ ≤ s. 
The key property is that one has good estimates for the commutators of Λh,s and
the various operators appearing in the equation.
Lemma 4.2. Assume that the W
3
2
,∞-norm of c− 1 is small enough. Then there is
K > 0 such that for any h ∈ (0, 1] and any u in L2(T), there holds∥∥∥[Λh,s, TV ∂x]Λ−1h,su∥∥∥
L2
≤ K ‖V ‖W 1,∞ ‖u‖L2 , (4.4)∥∥[Λh,s, χω]Λ−1h,su∥∥L2 ≤ Kh ‖χω‖Hs+1 ‖u‖L2 , (4.5)∥∥[Λh,s, L 12 (TcL 12 ·)]Λ−1h,su∥∥L2 ≤ Kh ‖u‖L2 . (4.6)
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Proof. Write [
Λh,s, TV ∂x
]
Λ−1h,s =
[
T(cℓ)2s/3 , TV ∂x
]
hsΛ−1h,s,
to obtain∥∥[Λh,s, TV ∂x]Λ−1h,su∥∥L2 ≤ K ∥∥∥[T(cℓ)2s/3 , TV ∂x]∥∥∥L(Hs ,L2) ∥∥hsΛ−1h,s∥∥L(L2,Hs) ‖u‖L2 .
It follows from (4.2) that
∥∥hsΛ−1h,s∥∥L(L2,Hs) is uniformly bounded in h. On the other
hand, the commutator estimate (A.8) implies that∥∥[T(cℓ)2s/3 , TV ∂x]∥∥L(Hs ,L2) ≤ K ‖V ‖W 1,∞ ,
where K depends on ‖c‖
W
3
2 ,∞
(which by assumption can be bounded by 2).
To estimate the second commutator, we begin by establishing that∥∥[Λh,s, Tχω]Λ−1h,su∥∥L2 ≤ Kh ‖χ‖Hs ‖u‖L2 . (4.7)
To see this write [
Λh,s, Tχω
]
Λ−1h,s = h
[
T(cℓ)2s/3 , Tχω
]
hs−1Λ−1h,s.
Then we notice that, as above,∥∥∥[T(cℓ)2s/3 , Tχω]∥∥∥L(Hs−1,L2) ≤ K ‖χω‖W 1,∞ ,
and we use that, thanks to (4.2), hs−1Λ−1h,s is uniformly bounded from L
2 to Hs−1.
Now it remains to estimate
[
Λh,s, (χω − Tχω)
]
. It follows from Proposition A.8
(applied with (r, µ, γ) = (s + 1, 0, s)) that∥∥∥hsT(cℓ)2s/3(χω − Tχω)Λ−1h,su∥∥∥
L2
. hs
∥∥∥(χω − Tχω)Λ−1h,su∥∥∥
Hs
. hs ‖χω‖Hs+1
∥∥Λ−1h,su∥∥L2 . hs ‖χω‖Hs+1 ‖u‖L2 ,
and similarly ∥∥∥(χω − Tχω)hsT(cℓ)2s/3Λ−1h,su∥∥∥
L2
≤ Khs ‖χω‖Hs+1 ‖u‖L2 .
By combining these two estimates, we find that∥∥∥[Λh,s, (χω − Tχω)]Λ−1h,su∥∥∥
L2
≤ Khs ‖χω‖Hs+1 ‖u‖L2 . (4.8)
By combining (4.7) and (4.8) we deduce (4.5).
We now prove the last property (4.6). Write that L
1
2 (TcL
1
2 ·) = Tcℓ+T℘+R where
R is of order 0 and ℘ = i−1
√
ℓ(∂ξ
√
ℓ)(∂xc). Since Λh,s = I+h
sT(cℓ)2s/3 , by definition,
[Λh,s, L
1
2 (TcL
1
2 ·)]Λ−1h,s can be written as the sum (I) + (II) + (III) with
(I) :=
[
T(cℓ)2s/3 , Tcℓ
]
hsΛ−1h,s, (II) :=
[
T(cℓ)2s/3 , T℘
]
hsΛ−1h,s,
(III) :=
[
T(cℓ)2s/3 , R
]
hsΛ−1h,s.
Since hsΛ−1h,s belongs to L(L2,Hs) uniformly in h, we need only estimate∥∥[T(cℓ)2s/3 , Tcℓ]∥∥L(Hs ,L2), ∥∥[T(cℓ)2s/3 , T℘]∥∥L(Hs ,L2).
The second term is estimated by means of (A.5) applied with ρ = 1/2. To estimate
the first term we notice that the Poisson bracket of the symbols vanishes:{
(cℓ)2s/3, cℓ
}
=
1
i
(
(∂ξ(cℓ)
2s/3)∂x(cℓ)− (∂x(cℓ)2s/3)∂αξ (cℓ)
)
= 0.
Since ‖c‖
W
3
2 ,∞
≤ 2 by assumption, it follows from (A.5) applied with ρ = 3/2 that∥∥[T(cℓ)2s/3 , Tcℓ]∥∥L(Hs ,L2) . 1.
This completes the proof. 
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Next we conjugate P with Λh,s. Introduce
P˜h := Λh,sPΛ
−1
h,s.
Then
P˜h = ∂t + TV ∂x + iL
1
2 (TcL
1
2 ·) +R1 where
Rh1 := Λh,sRΛ
−1
h,s +
[
Λh,s, ∂t
]
Λ−1h,s +
[
Λh,s, TV ∂x
]
Λ−1h,s + i
[
Λh,s, L
1
2 (TcL
1
2 ·)]Λ−1h,s.
Lemma 4.3. Assume that the W
3
2
,∞-norm of c− 1 is small enough. There holds∥∥Rh1u∥∥L2 ≤ K( ‖V ‖W 1,∞ + ‖∂tc‖L∞ + h−s ‖R‖L(Hs) ) ‖u‖L2 , (4.9)
for some constant K independent of h.
Remark 4.4. The constant h−s is harmless since at the end of this section, h will
be fixed depending only on T .
Proof. We have∥∥Λh,sRΛ−1h,s∥∥L(L2) ≤ ∥∥Λh,s∥∥L(Hs ;L2)∥∥R∥∥L(Hs ;Hs)∥∥Λ−1h,s∥∥L(L2;Hs) ≤ Kh−s∥∥R∥∥L(Hs ;Hs),
since
∥∥Λh,s∥∥L(Hs ;L2) . 1 and ∥∥Λ−1h,s∥∥L(L2;Hs) . h−s.
On the other hand,
[
Λh,s, L
1
2 (TcL
1
2 ·)]Λ−1h,s and [Λh,s, TV ∂x]Λ−1h,s are estimated by
means of Lemma 4.2 and
[
Λh,s, ∂t
]
Λ−1h,s is estimated by similar arguments. 
We further transform the equation by replacing TV ∂x and L
1
2 (TcL
1
2 ·) by V ∂x and
L
1
2 (cL
1
2 ·) modulo remainder terms. Namely, write P˜h as
P˜h := ∂t + V ∂x + iL
1
2
(
cL
1
2 · )+Rh2 (4.10)
where c stands for the multiplication operator by c and
Rh2u = R
h
1u+ TV ∂xu− V ∂xu+ i
(
L
1
2TcL
1
2u− L 12 (cL 12u)).
Lemma 4.5. Let s0 > 2 and assume that the W
3
2
,∞-norm of c− 1 is small enough.
There holds∥∥Rh2u∥∥L2 ≤ K( ‖V ‖Hs0 + ‖c− 1‖Hs0 + ‖∂tc‖H1 + h−s ‖R‖L(Hs) ) ‖u‖L2 , (4.11)
for some constant K independent of h.
Proof. We have already estimated Rh1 , and the right-hand side of (4.9) is less than
the one of (4.11) provided that s0 > 3/2. To estimate TV ∂xu − V ∂xu, we apply
Proposition A.8 with (r, µ, γ) = (s0,−1, 0) (and s0 > 3/2) to obtain
‖TV ∂xu− V ∂xu‖L2 . ‖V ‖Hs0 ‖∂xu‖H−1 ≤ ‖V ‖Hs0 ‖u‖L2 .
The estimate for L − L 12 (cL 12 · ) = L 12 ((Tc − cI)L 12 · ) follows in the same way,
assuming that s0 > 2. 
We are now ready to give the main reduction. Our goal in this section is to prove
that one can deduce Proposition 3.2 from the following proposition.
Proposition 4.6. Consider an operator of the form
P˜ := ∂t + V ∂x + iL
1
2
(
cL
1
2 · )+R2. (4.12)
Let T ∈ (0, 1] and consider an open subset ω ⊂ T. There exist an integer s0 large
enough and two positive constants δ = δ(T ) and K = K(T ) such that, if
‖V ‖C0([0,T ];Hs0) + ‖c− 1‖C0([0,T ];Hs0) ≤ δ,∥∥∂kt V ∥∥C0([0,T ];H1) + ∥∥∂kt c∥∥C0([0,T ];H1) ≤ δ (1 ≤ k ≤ 3),
‖R2‖C0([0,T ];L(L2)) ≤ δ,
(4.13)
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then for any initial data vin ∈ L2(T) there exists f ∈ C0([0, T ];L2(T)) such that:
(1) the unique solution v to P˜ v = χω Re f, v|t=0 = vin is such that v(T ) is an
imaginary constant:
∃b ∈ R/ ∀x ∈ T, v(T, x) = ib.
(2) ‖f‖C0([0,T ];L2) ≤ K ‖vin‖L2.
Remark 4.7. Notice that the final state v(T ) is not 0 but an imaginary constant.
This result will be proved later. In the end of this section, we assume that
Proposition 4.6 is true and prove Proposition 3.2.
Proof of Proposition 3.2 given Proposition 4.6. Proposition 4.6 holds for any P˜ of
the form (4.12). In particular, in view of (4.10), it holds for P˜ replaced by P˜h :=
Λh,sPΛ
−1
h,s. Let us mention that h will be fixed at the end of the proof by asking
that K ′(T )h < 1/4 where K ′(T ) depends only on T .
The idea is to apply control property for P˜h associated with an unknown initial
data to be determined.
We shall prove that Proposition 4.6 implies that Proposition 3.2 holds with the
conclusion 1 replaced by v(T ) ∈ iR. Then one deduces that v(T ) = 0 by using
condition ii) in Assumption 3.1 and the fact that
∫
T
vin(x) dx = 0.
Assume that δ˜ ≤ hsδ where δ˜ appears in the statement of Proposition 3.2 and δ
is as given by Proposition 4.6. Then one has h−s δ˜ ≤ δ. Therefore, if the smallness
condition (3.3) holds, then Lemma 4.3 implies that
∥∥Rh2∥∥C0([0,T ];L(L2)) is small, and
hence the smallness assumption (4.13) holds. This explains why one may apply the
conclusion of Proposition 4.6 under the assumption of Proposition 3.2.
The assumption that Proposition 4.6 holds implies that for any y ∈ L2(T) there
is f˜ ∈ C0([0, T ];L2(T)) satisfying∥∥f˜∥∥
C0([0,T ];L2)
≤ K(T ) ‖y‖L2 , (4.14)
and such that the unique solution u1 to
P˜hu1 = χω Re f˜ , u1|t=0 = y,
is such that u1(T, x) = ib for some b ∈ R and all x ∈ T.
Now introduce u2 which is the unique solution of the Cauchy problem (with data
at time T ),
P˜hu2 =
(
Λh,sTpχωΛ
−1
h,s − χω
)
Re f˜ , u2(T ) = 0.
Again, the fact that the above Cauchy problem has a unique solution follows from
Proposition B.1. One can then define the linear operator K by
Ky = u2(0). (4.15)
The reason to introduce u2 and the operator K is that the function u defined by
u := u1 + u2 satisfies
P˜hu = Λh,s
(
TpχωΛ
−1
h,s Re f˜
)
, u(T ) = ib, u|t=0 = y +Ky.
Now, assume that I + K is invertible with (I + K)−1 ∈ L(L2). Then y can be so
chosen that y + Ky = Λh,svin. Using that Λh,sb = b and hence Λ−1h,sb = b for any
constant b, it follows that, with f := Λ−1h,sf˜ and v := Λ
−1
h,su,
Pv = Tpχω Re f, v(T ) = ib, v(0) = vin,
where P is the original operator, so that P˜h = Λh,sPΛ
−1
h,s. Moreover, it follows from
the conclusion 2 of Proposition 4.6 that
∥∥f˜∥∥
C0([0,T ];L2)
≤ K ‖y‖L2 from which we
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deduce that ‖f‖C0([0,T ];Hs) ≤ K(h) ‖y‖Hs . The fact that the last constant depends on
h is not a problem since h is fixed, depending on T . Now to see that Proposition 3.2
holds, it remains to check that v(T ) = 0. As already mentioned, the fact that
v(T ) = 0 follows from the fact that v(T ) = ib as well as condition ii) in Assumption
3.1 and the fact that
∫
T
vin(x) dx = 0.
Thus it remains only to prove that I +K is a bijection from L2 into itself. To see
this, it is sufficient to prove that K is a bounded operator whose operator norm in
L(L2) is strictly smaller than 1. In this direction, we first use the energy estimate
(B.3) for the operator P˜ :
‖u2(t)‖L2 ≤ eCT
(
‖u2(T )‖L2 +
∫ T
0
∥∥P˜ u2∥∥L2 dt′) ,
for some constant C depending only on
Ms0 := sup
t′∈[0,T ]
{∥∥V (t′)∥∥
Hs0
+
∥∥c(t′)− 1∥∥
Hs0
+
∥∥R2(t′)∥∥L(L2) }.
Since u2(T ) = 0, this implies that,
‖u2‖C0([0,T ];L2) ≤ eCT
∫ T
0
∥∥(Λh,sTpχωΛ−1h,s − χω)f˜(t′)∥∥L2 dt′.
To estimate the term
(
Λh,sTpχωΛ
−1
h,s − χω
)
f˜ we write it as
[Λh,s, χω]Λ
−1
h,sf˜ + Λh,s(Tp − I)χωΛ−1h,sf˜ .
It follows from (4.5) that∥∥[Λh,s, χω]Λ−1h,s f˜∥∥L2 ≤ Kh ‖χω‖Hs+1 ∥∥f˜∥∥L2 .
It remains to estimate Λh,s(Tp−I)χωΛ−1h,sf˜ . To do so, we write Λh,s = I+hsTc(2s)/3L
2s
3
to split this term as
(Tp − I)χωΛ−1h,sf˜ + Tc(2s)/3L
2s
3 (Tp − I)χω(hsΛ−1h,s)f˜ .
For the first term we have (using (A.3) and (4.2) with s′ = 0)∥∥(Tp − I)χωΛ−1h,sf˜∥∥L2 .M00 (p − 1) ‖χω‖L∞ ∥∥f˜∥∥L2 .
For the second term write (using (A.9), (A.16) and (4.2) with s′ = s)∥∥Tc(2s)/3L 2s3 (Tp − I)χω(hsΛ−1h,s)f˜∥∥L2 . ∥∥(Tp − I)χω(hsΛ−1h,s)f˜∥∥Hs
. ‖Tp−1‖L(Hs) ‖χω‖Hs
∥∥hsΛ−1h,sf˜∥∥Hs
.M00 (p− 1) ‖χω‖Hs
∥∥f˜∥∥
L2
.
It is found that∥∥Λh,s(Tp − I)χωΛ−1h,sf˜∥∥L2 . ( ‖c− 1‖L∞ + ‖∂xc‖L∞ ) ‖χω‖Hs ∥∥f˜∥∥L2 . δ˜∥∥f˜∥∥L2 .
This yields
‖u2‖C0([0,T ];L2) . (h+ δ˜)eCT
∫ T
0
∥∥f˜∥∥
L2
dt′.
In view of (4.14), we conclude that
‖u2‖C0([0,T ];L2) ≤ K ′(T )(h+ δ˜) ‖y‖L2 ,
for some constant K ′(T ). Then chose h, δ˜ such that K ′(T )h < 1/4, K ′(T )δ˜ < 1/4.
We conclude that
∀t ∈ [0, T ], ‖u2(t)‖L2 ≤
1
2
‖y‖L2 . (4.16)
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By applying this inequality with t = 0, one obtains ‖Ky‖L2 ≤ 12 ‖y‖L2 which proves
that I +K is invertible in L(L2). This completes the proof of Proposition 3.2. 
5. Further reductions
Recall that until now we have reduced the study of the control problem in Sobolev
spaces for P := ∂t + TV ∂x + iL
1
2TcL
1
2 + R to the one of the control problem in L2
for P˜ = ∂t + V ∂x + iL
1
2 (cL
1
2 ·) +R2.
5.1. Change of variables. The goal of this subsection is to reduce the analysis to
an equation where L
1
2 (cL
1
2 ·) is replaced with an operator with constant coefficient.
To do so, we use three change of variables, which preserves the L2(dx) scalar product.
This allows us to conjugate P˜ to an operator of the form
∂t +W∂x + iL+R
where R is of order 0 and furthermore W =W (t, x) satisfies
∫
T
W (t, x) dx = 0.
Proposition 5.1. There exist universal constants δ0 ∈ (0, 1), r ≥ 2, C > 0 such
that the following properties hold. Assume that c, V,R2 satisfy
‖c− 1‖C0([0,T ];L∞) < δ0, N0 ≤ 1, (5.1)
where
N0 := ‖c− 1‖C0([0,T ];Hr) + ‖V ‖C0([0,T ];H1) + ‖∂tc‖C0([0,T ];H1) + ‖R2‖C0([0,T ];L(L2)).
Then there exist a constant T1 > 0 and a bounded, invertible linear map
Φ: C0([0, T ];L2(T))→ C0([0, T1];L2(T))
with bounded inverse Φ−1 such that
P˜ u = mΦ−1
(
P˜3(Φu)
)
,
where m = m(t) is a function of time only, defined for t ∈ [0, T ], and
P˜3 = ∂t +W∂x + iL+R3.
The function W = W (t, x) is defined for t ∈ [0, T1], it satisfies
∫
T
W (t, x) dx = 0,
and
‖W‖C0([0,T1];H2) ≤ C
(‖(c − 1, V )‖C0([0,T ];H2) + ‖∂tc‖C0([0,T ];H1)). (5.2)
The operator R3 maps C
0([0, T1];L
2(T)) into itself, with
‖R3‖C0([0,T1];L(L2)) ≤ CN0. (5.3)
The constant T1 and the function m satisfy∣∣∣T1
T
− 1
∣∣∣+ ‖m− 1‖C0([0,T ]) ≤ C‖c− 1‖C0([0,T ];L∞).
The map Φ is the composition of three local transformations Φ = ϕ−1∗ ψ−1∗ Ψ1, where
(Ψ1h)(t, x) := (1 + ∂xβ˜1(t, x))
1
2h(t, x+ β˜1(t, x)),
(ψ−1∗ h)(t, x) := h(ψ
−1(t), x), (ϕ−1∗ h)(t, x) := h(t, x− p(t)).
(5.4)
Proof. This proposition is proved in Appendix §C. 
Remark 5.2. i) The proof is based on computations similar to the ones used in [1].
However, the analysis in [1] used some special properties of the Hilbert transform
which cannot be applied in the present setting. Instead, we shall rely on Egorov
theorem. Moreover, we need in this paper to introduce a change of variables which
preserves the skew-symmetric structure of the operator iL
1
2 (cL
1
2 ·). This allows us to
prove that some operator of order 1/2 vanishes, which plays an essential role below.
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This in turn forces us to revisit the analysis of changes of variables, which explains
why the proof is done in details in §C.
ii) In sharp contrast with other transformations that will be performed below,
notice that a change of variable is a local transformation, thereby transforming a
localized control in another localized control (this is used below to prove Lemma 9.2).
In addition to Proposition 5.1, higher regularity and stability estimates are given
in Proposition C.2.
5.2. Conjugation. To study the control problem for the new equation
∂t +W∂x + iL+R3
we will use the HUMmethod. A key point is then to prove an observability inequality
for solutions of the dual equation, which reads
(−∂t − ∂x(W ·)− iL+R∗3)w = 0.
This equation can be written under the form Pw = 0 with
Pw := ∂tw +W∂xw + iLw +R4w,
where
R4w := −R∗3w + (∂xW )w. (5.5)
The observability inequality will be proved later. As a preparation, in this section,
we prove that P is conjugated to a simpler operator where ∂tw+W∂xw is replaced
by ∂t. To do so, we use the analysis in [1]. For the sake of completeness, we recall
the strategy and the main steps of the proof.
We often use below the following notation: given a function f with zero mean,
∂−1x f is the zero-mean primitive of f , defined by
∂−1x f =
∑
j 6=0
fj
ij
eijx, f(x) =
∑
j 6=0
fje
ijx.
We seek an operator A such that(
∂t +W∂x + iL+R4
)
A = A
(
∂t + iL+R5
)
where R5 is a remainder term of order 0. By definition
R5 := A
−1
(
[∂t, A] +R4A+W∂xA+ i [L,A ]
)
. (5.6)
Seeking A as a pseudo-differential operator, and trying to cancel the leading order
terms (that is W∂xA+ i [L ,A]), it is natural to introduce A as follows. Let
φ(t, x, k) := kx+ β(t, x)|k| 12 ,
for some function β to be determined. Consider also an amplitude q(t, x, k) to be
determined. Then define the operator A(t) by setting
Au(t, x) =
∑
k∈Z
uˆk q(t, x, k)e
iφ(t,x,k), (5.7)
for periodic functions u, where uˆk(t) are the Fourier coefficients of u, so that u(t, x) =∑
k∈Z uˆk(t)e
ikx.
Below t is seen as a parameter and we omit it in most expressions.
Assumption 5.3. Set
N := ‖V ‖C0([0,T ];Hs0) + ‖c− 1‖C0([0,T ];Hs0) +
∥∥∂tc∥∥C0([0,T ];H1) + ‖R2‖C0([0,T ];L(L2)) ,
where s0 is some fixed large enough integer. In this section, we always assume that
N is small enough without recalling this assumption in all the statements.
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Hereafter, s0 always refers to an index large enough whose value may vary from
one statement to another.
Lemma 5.4 (from [1]). There exists a universal constant δ > 0 with the following
properties.
i) Consider the case when the amplitude q is of order zero in k and is a pertur-
bation of 1,
q(x, k) = 1 + b(x, k) .
Denote |b|s := supk∈Z ‖b(· , k)‖Hs (T). If
‖β‖H3 + |b|3 ≤ δ ,
then A and A∗ are invertible from L2(T) onto itself, with
‖Au‖L2 + ‖A−1u‖L2 + ‖A∗ u‖L2 + ‖(A∗)−1u‖L2 ≤ C ‖u‖L2 ,
where C > 0 is a universal constant.
ii) Consider the case when the amplitude q is small.That is, assume that
‖β‖H3 + |q|3 ≤ δ ,
then
‖Au‖L2 ≤ Cδ ‖u‖L2 ,
where C > 0 is a universal constant.
Proposition 5.5 (from [1]). Assume that ‖β‖W 1,∞ ≤ 1/4 and ‖β‖H2 ≤ 1/2. Let
r,m, s0 ∈ R, m ≥ 0, s0 > 1/2, M ∈ N, M ≥ 2(m+ r + 1) + s0.
Then
|Dx|rAu =
M−1∑
α=0
Op
(
1
iαα!
(
∂αξ |ξ|r
)
∂αx
(
q(x, k)ei|k|
1
2 β(x)
))
u+RMu,
where, for every s ≥ s0, the remainder satisfies
‖RM |Dx|m u‖Hs ≤ C(s)
{
K2(m+r+s0+1) ‖u‖Hs +Ks+M+m+2 ‖u‖Hs0
}
, (5.8)
where Kµ := |q − 1|µ + |q|1‖β‖Hµ+1 and |q|µ := supt supk∈Z ‖q(t, ·, k)‖Hµ .
We now deduce the following result (which is a variant of a result proved in [1]
with a slightly different estimate for the remainder).
Corollary 5.6. There exists a universal constant δ > 0 with the following property.
Assume that
|q − 1|14 + ‖β‖H14 ≤ δ,
and let A be the operator A := Op
(
q(x, ξ)ei|k|
1
2 β(x)
)
. For any u in L2, there holds
i[|Dx| 32 , A]u
=
3
2
(∂xβ)∂x(Au) + Op
((3
2
ξ
|ξ|∂xq −
9i
8
(∂xβ)
2q
)
|ξ| 12 ei|ξ|
1
2 β
)
u+RAu (5.9)
where RA satisfies
‖RAu‖L2 ≤ Cδ‖u‖L2 .
Proof. Denote by p the symbol p = q(x, ξ)ei|k|
1
2 β(x). Set M = 8 and write
i |Dx|
3
2 A = Op
( 2∑
α=0
i
iαα!
∂αξ |ξ|
3
2 ∂αx p
)
+R0 +RM , (5.10)
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where
R0 := Op
(M−1∑
α=3
i
iαα!
∂αξ |ξ|
3
2 ∂αx p
)
.
For any 3 ≤ α ≤ M − 1, the symbol ∂αξ |ξ|
3
2 ∂αx p is a linear combination of terms of
the form m(x, ξ)b(x)ei|k|
1
2 β where m is of order 0 (that is ∂lξm(x, ξ) . |ξ|−l) and b(x)
is of the form (∂α0x q)(∂
α1
x β) · · · (∂αmx β). It follows from statement ii) in Lemma 5.4
that R0 is an operator or order 0, satisfying
‖R0u‖L2 ≤ C(δ)δ ‖u‖L2 .
We now estimate the operator norm of RM . By applying (5.8) with s = s0 = 1,
m = 1 and M = 8, then K2(m+r+s0+1) ≤ Ks+M+m+2 = K12 and the inequality
simplifies to
∀u ∈ L2(T), ‖RM |Dx|u‖H1 ≤ C(1)K12 ‖u‖H1 .
Now we estimate the L2-norm of RMv for v in L
2. We can assume without loss of
generality that v has zero mean (since RMC = 0 for any constant C) and then set
u = |Dx|−1 v. The previous inequality yields
‖RMv‖L2 ≤ ‖RMv‖H1 = ‖RM |Dx| u‖H1 ≤ C(δ)δ ‖v‖L2 .
Therefore one has
‖(R0 +RM )u‖L2 ≤ C(δ)δ ‖u‖L2 .
It remains to study the sum for 0 ≤ |α| ≤ 2 in the right-hand side of (5.10). One
can split this sum into two symbols such that the contribution of the first symbol is
the two terms in the right-hand side of (5.9) while the other symbol is of the form
Q(x, ξ)ei|ξ|
1
2 β with Q of order 0. Therefore the contribution of the second symbol
can be estimated by means of Lemma 5.4, so it can be added to R0+RM to obtain
an operator RA satisfying the estimate in the statement of the lemma. 
Notation 5.7. Set
N ′ := ‖W‖C0([0,T ];Hs0−d) + ‖R3‖C0([0,T ];L(L2)) ,
where s0 is the large enough integer which appears in the definition of N (see As-
sumption 5.3) and d is an absolute number independent of s0 (as in the statement
of Proposition 5.1).
We now chose β under the form β0(t)+β1(t, x) for some function coefficient β0(t)
to be determined later and with β1 =
2
3∂
−1
x W . Then β is such that
3
2
∂xβ =
3
2
∂xβ1 =W.
Recall from (5.6) that
R5 := A
−1
(
[∂t, A] +R4A+W∂xA+ i [L,A ]
)
. (5.11)
Now we split the last term as i [L,A ] = i
[
|Dx|
3
2 , A
]
+ i
[
L− |Dx|
3
2 , A
]
. Then
it follows from the previous corollary that the remainder R5 (as defined by (5.6))
satisfies
R5 := A
−1
(
[∂t, A]−Op
((3
2
ξ
|ξ|∂xq −
9i
8
(∂xβ)
2q
)
|ξ| 12 ei|ξ|
1
2 β
)
+R4A+ i
[
L− |Dx|
3
2 , A
]
−RA
) (5.12)
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where RA is as given by Corollary 5.6. Recall that R4 is an operator of order 0. On
the other hand
[∂t, A] = Op(∂tp) = Op
((
∂tq + i|ξ|
1
2 (∂tβ)q
)
ei|ξ|
1
2 β
)
.
So one can write R5 under the form R5 = R
(1/2)
5 +R
(0)
5 where R
(1/2)
5 (resp. R
(0)
5 ) is
of order 1/2 (resp. 0),
R
(1/2)
5 := A
−1Op
(
i|ξ| 12 (∂tβ + 9
8
(∂xβ)
2
)
p− 3
2
ξ
|ξ|(∂xq)|ξ|
1
2 ei|ξ|
1
2 β
)
,
R
(0)
5 := A
−1
(
R4A−RA + i
[
L− |Dx|
3
2 , A
]
+Op
(
(∂tq)e
i|ξ| 12 β
))
.
We claim that ∥∥R(0)5 ∥∥C0([0,T ];L(L2)) . N ′. (5.13)
Indeed, RA has already been estimated and, directly from its definition (see (5.5)),
the Sobolev embedding ‖∂xW‖L∞ ≤ ‖W‖H2 and (5.3), one has ‖R4‖C0([0,T ];L(L2)) .
N ′. The last term is estimated by means of Lemma 5.4 and to estimate the com-
mutator
[
A,L− |Dx|
3
2
]
we notice that L− |Dx|
3
2 is a smoothing operator.
Now, in view of (5.2) and (5.3) one has N ′ . N and hence ∥∥R(0)5 ∥∥C0([0,T ];L(L2)) .
N .
It remains to prove that β and q can be so chosen that R
(1/2)
5 = 0. To do so, we
first fix β0(t) such that
2π∂tβ0 = −
∫
T
(
∂tβ1 +
9
8
(∂xβ1)
2
)
(t, x) dx, (5.14)
where recall that β1 = −23∂−1x W , so that∫
T
(
∂tβ +
9
8
(∂xβ)
2
)
(t, x) dx = 0.
Now define q as q = eγ where γ is such that
γ =
2
3
i
ξ
|ξ|∂
−1
x
(
∂tβ +
9
8
(∂xβ)
2
)
. (5.15)
(Notice that the previous cancellation for the mean implies that γ is periodic in x.)
With this choice one has R
(1/2)
5 = 0.
By combining the previous results, we end up with the following proposition.
Proposition 5.8. Assume that s0 is large enough. Consider the operator
A := Op
(
q(t, x, ξ)eiβ(t,x)|ξ|
1
2
)
with
β = β0(t) +
2
3
∂−1x W
where β0 determined by (5.14), and q = e
γ where γ is given by (5.15). Then(
∂t +W∂x + iL+R4
)
A = A
(
∂t + iL+R5
)
with
‖R5‖C0([0,T ];L(L2)) . N
where N is as defined in Assumption 5.3.
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6. Ingham type inequalities
As already mentioned, the controllability of the linearized equation around the
null solution is based on (a modification of) the following Ingham’s inequality: for
every T > 0 there exist two positive constants C1 = C1(T ) and C2 = C2(T ) such
that, for all (wn)n∈Z ∈ ℓ2(Z;C),
C1
∑
n∈Z
|wn|2 ≤
∫ T
0
∣∣∣∣∑
n∈Z
wne
in|n| 12 t
∣∣∣∣2 dt ≤ C2∑
n∈Z
|wn|2.
Hereafter, (wn)n∈Z always refers to an arbitrary complex-valued sequence in ℓ2(Z).
For our purposes, we need to consider more general phases that do not depend
linearly on t. For some given real-valued function β ∈ C3(R), set
µn(t) = sign(n)
[
ℓ(n)t+ β(t)|n| 12
]
, ℓ(n) = (g + n2)
1
2 |n| 12 tanh 12 (b|n|),
with µ0 = 0 and sign(n) = n/|n| for n 6= 0. We recall that ℓ is the symbol of the
linear operator L = (g − ∂2x)
1
2G(0)
1
2 obtained by linearizing the water waves system
around the null solutions, see Section 2.2. We begin by proving a lower bound
which holds for any T > 0 provided that the functions contain only large enough
frequencies.
Proposition 6.1 (High frequencies). Let T > 0. Let |∂tβ| ≤ 12 tanh
1
2 (b) and |∂2t β| ≤
1 for all t ∈ [0, T ]. Then there exists N0 ≥ 0 such that, for all N ≥ N0,
T
2
∑
n∈Z
|n|≥N
|wn|2 ≤
∫ T
0
∣∣∣∣ ∑
n∈Z
|n|≥N
wne
iµn(t)
∣∣∣∣2 dt. (6.1)
Remark 6.2. i) For T small, one can take N0 = CT
−2−ε for some ε > 0. See
(6.8) for more details on this estimate. ii) For ‖∂2t β‖L∞ small enough and T large
enough, the result holds with N0 = 0.
Proof. Splitting the sum into n = m and n 6= m, we write∫ T
0
∣∣∣∣ ∑
n∈Z
|n|≥N
wne
iµn(t)
∣∣∣∣2 dt ≥ T ∑
n∈Z
|n|≥N
|wn|2 +
∑
n 6=m
|m|≥N,|n|≥N
wnwm
∫ T
0
ei(µn(t)−µm(t)) dt.
We have to estimate
K(n,m) :=
∫ T
0
ei(µn(t)−µm(t)) dt.
Integrating by parts,
K(n,m) =
[
ei(µn(t)−µm(t))
i(µ′n(t)− µ′m(t))
]t=T
t=0
+
∫ T
0
ei(µn(t)−µm(t))
µ′′n − µ′′m
i(µ′n − µ′m)2
dt,
and therefore
|K(n,m)| ≤ κ(n,m) :=
∥∥∥∥ 2µ′n − µ′m
∥∥∥∥
L∞([0,T ])
+
∫ T
0
|µ′′n − µ′′m|
|µ′n − µ′m|2
dt.
Since κ(n,m) = κ(m,n), we have∣∣∣∣ ∑
n 6=m
wnwmK(n,m)
∣∣∣∣ ≤ 12 ∑
n 6=m
( |wn|2 + |wm|2 )κ(n,m) ≤ ∑
n 6=m
|wn|2 κ(n,m).
Hence ∫ T
0
∣∣∣∣ ∑
n∈Z
|n|≥N
wne
iµn(t)
∣∣∣∣2 dt ≥ ∑
n∈Z
|n|≥N
(
T −
∑
m∈Z\{n}
|m|≥N
κ(n,m)
)
|wn|2.
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We have to prove that N can be so chosen that
T −
∑
m∈Z\{n}
|m|≥N
κ(n,m) ≥ T
2
. (6.2)
To do so, we use the following lemma.
Lemma 6.3. Assume that |∂tβ(t)| ≤ 12 tanh
1
2 (b) for all t. Let ε ∈ (0, 12). Then
i) There exists a positive constant Kε such that, for all integers N ≥ 0 and all
n ∈ Z with |n| ≥ N , ∑
m∈Z\{n}
|m|≥N
∥∥∥∥ 1µ′n − µ′m
∥∥∥∥
L∞([0,T ])
≤ Kε
(1 +N)
1
2
−ε . (6.3)
ii) For all integers n,m in Z with n 6= m, and all t,
|µ′′n − µ′′m|
|µ′n − µ′m|
≤ 2 tanh− 12 (b) ∣∣∂2t β∣∣ . (6.4)
Proof. Let us prove statement i). Since κ(−n,m) = κ(n,−m), we can assume,
without loss of generality, that n ≥ 0. Let |∂tβ| ≤ 12 tanh
1
2 (b), and note that
tanh(b) < 1 ≤ 1 + g. Then for all n ≥ 0
tanh
1
2 (b)n
3
2 ≤ ℓ(n) ≤ (1 + g) 12n 32 , 1
2
tanh
1
2 (b)n
3
2 ≤ µ′n(t) ≤
3
2
(1 + g)
1
2n
3
2 .
For m ≤ 0, m 6= n, one has
|µ′n − µ′m| = µ′n + µ′−m ≥
1
2
tanh
1
2 (b) (n
3
2 + |m| 32 ) ≥ 1
4
tanh
1
2 (b) (1 + |m| 32 )
and therefore ∑
m≤−N
∥∥∥∥ 1µ′n − µ′m
∥∥∥∥
L∞([0,T ])
≤
∑
m≤−N
C
1 + |m|3/2 ≤
C ′√
1 +N
for some constant C ′ > 0. We now consider the case m > 0 and split the sum into
two pieces. For m ≥ An with A := (36(1 + g)/ tanh(b))1/3 one has µ′m ≥ 2µ′n, and∣∣µ′n − µ′m∣∣ ≥ µ′m∣∣∣1− µ′nµ′m
∣∣∣ ≥ 1
2
µ′m ≥
1
4
tanh
1
2 (b)m
3
2
which again leads to a convergent series∑
m>0
m≥An,m≥N
∥∥∥∥ 1µ′n − µ′m
∥∥∥∥
L∞([0,T ])
≤ C√
1 +N
.
It remains to consider the sum over all m > 0 such that N ≤ m < An. Denote
σ(n) :=
√
(g + n2)n. Then
σ(m)− σ(n)
m− n =
σ(m)2 − σ(n)2
(m− n)(σ(m) + σ(n)) =
m2 + n2 + nm+ g
σ(m) + σ(n)
.
Using the elementary inequality ab ≤ 12(a2 + b2), one has(
σ(n) + σ(m)
)√
n =
√
n2 + g n+
√
m2 + g
√
nm ≤ m2 + n2 + nm+ g
for all m,n ≥ 0. Therefore
|σ(m) − σ(n)| ≥
√
max{n,m} |m− n| (6.5)
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for all m,n ≥ 0. Now suppose that m ≤ n, with m ≥ 0, n ≥ 1. Then
µ′n − µ′m = (σ(n)− σ(m)) tanh
1
2 (bn) + σ(m)(tanh
1
2 (bn)− tanh 12 (bm))
+ (n
1
2 −m 12 )∂tβ
≥ (σ(n)− σ(m)) tanh 12 (bn)− (n 12 −m 12 )|∂tβ|
≥ n 12 (n−m) tanh 12 (b)
(
1− |∂tβ|√
n(
√
n+
√
m)
√
tanh(b)
)
≥ 1
2
tanh
1
2 (b)
√
n(n −m)
if |∂tβ| ≤ 12
√
tanh(b). We deduce that
|µ′n − µ′m| ≥ C
√
max{n,m} |n −m| (6.6)
for all m,n ≥ 0, with C = 12 tanh
1
2 (b). Now, for n ≥ 1, we obtain∑
m>0, m6=n
N≤m<An
∥∥∥∥ 1µ′n − µ′m
∥∥∥∥
L∞([0,T ])
≤ 1
C
√
n
∑
m>0, m6=n
N≤m<An
1
|n−m| ≤
c log(cn)√
n
(6.7)
for some c > 0. For n ≥ 1 and n ≥ N , one has n ≥ 12(1 +N), and
c log(cn)n−
1
2 ≤ Cεn−
1
2
+ε ≤ Cε2
1
2
−ε(1 +N)−
1
2
+ε
for ε ∈ (0, 12), for some Cε > 0. On the other hand, for n = 0 the first sum in (6.7)
is zero because it has no terms. Thus the first sum in (6.7) is ≤ Cε(1 +N)− 12+ε for
any n ≥ 0. This completes the proof of statement i). Statement ii) is proved using
(6.6). 
The previous lemma and the definition of κ(n,m) imply that∑
m∈Z\{n}
|m|≥N
κ(n,m) ≤ 2Kε
(1 +N)
1
2
−ε (1 + T‖∂
2
t β‖L∞).
Hence (6.2) is satisfied provided that
4Kε
T
(
1 + T‖∂2t β‖L∞
) ≤ (1 +N) 12−ε, (6.8)
and Proposition 6.1 is proved. 
From (6.6), applied for β = 0, we deduce that
|ℓ(n)− ℓ(m)| ≥ C
√
max{n,m} |n−m| (6.9)
for all m,n ≥ 0, with C = 12 tanh
1
2 (b).
We now prove upper bounds. By contrast with the previous proposition, we shall
see that these estimates hold for any function (not only for high frequencies). Also,
a key point for later purpose is that one can add some amplitudes ζn depending on
time (and whose derivatives in time of order k can grow with n as |n|k/2).
Proposition 6.4. There exists C > 0 with the following property. Let T > 0. Let
|∂tβ| ≤ 12 tanh
1
2 (b), and |∂kt β| ≤ 1, k = 2, 3 on [0, T ]. Then, for all (wn) ∈ ℓ2(Z;C),∫ T
0
∣∣∣∣∑
n∈Z
wnζn(t)e
iµn(t)
∣∣∣∣2 dt ≤ CM(ζ)2(1 + T )∑
n∈Z
|wn|2 (6.10)
where
M(ζ) := sup
n∈Z
‖ζn‖L∞ + sup
n∈Z
‖∂tζn‖L∞√
1 + |n| + supn∈Z
‖∂2t ζn‖L∞
1 + |n| . (6.11)
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Proof. Splitting the sum into n = m and n 6= m, we write∫ T
0
∣∣∣∣∑
n∈Z
wnζn(t)e
iµn(t)
∣∣∣∣2 dt =∑
n∈Z
( ∫ T
0
|ζn(t)|2 dt
)
|wn|2 +
∑
n 6=m
wnwmE(n,m)
with
E(n,m) :=
∫ T
0
ζn(t)ζm(t) e
i(µn(t)−µm(t)) dt.
The first sum on the right-hand side is easily estimated. It remains to bound the
sum for n 6= m. Integrating by parts twice, one has
E(n,m) =
∫ T
0
feihdt =
[
eih(−ifp+ f ′p2 − fh′′p3)]T
0
+
∫ T
0
eih(f ′′p2 − 3f ′h′′p3 + 3fh′′2p4 − fh′′′p3) dt
with
f := ζnζm, h := µn − µm, p := 1
µ′n − µ′m
.
Thus |E(n,m)| ≤ e(n,m), where
e(n,m) := 2‖fp‖L∞ + 2‖f ′p2‖L∞ + 2‖fh′′p3‖L∞ (6.12)
+ T (‖f ′′p2‖L∞ + 3‖f ′h′′p3‖L∞ + 3‖fh′′2p4‖L∞ + ‖fh′′′p3‖L∞).
We have to estimate the sum
∑
m∈Z\{n} e(n,m), uniformly in n. First, we note that
‖∂kt (ζnζm)‖L∞ = ‖∂kt f‖L∞ ≤ {(1 + |n|)
1
2 + (1 + |m|) 12}kM(ζ)2, k = 0, 1, 2.
We have already seen in (6.4) that |h′′p| ≤ 2|∂2t β|. Similarly, |h′′′p| ≤ 2|∂3t β|. Also,
applying (6.3) with N = 0, ε = 14 , we deduce that
∑
m∈Z\{n} ‖p‖L∞ ≤ C for some
absolute constant C. Therefore the first, the third and the last two terms in (6.12)
(i.e. those with f) are all bounded by CM(ζ)2(1 + T ). The remaining three terms
of (6.12) are also bounded by CM(ζ)2(1 + T ) provided that∑
m∈Z\{n}
∥∥∥∥ |n|+ |m|(µ′n − µ′m)2
∥∥∥∥
L∞
≤ C (6.13)
for all n ∈ Z, for some C independent of n. The bound (6.13) is proved using the
same splitting and estimates as in the proof of Lemma 6.3. 
By combining the two previous propositions with an induction argument (follow-
ing [8, 19, 37]), we now deduce the following result.
Proposition 6.5 (Sharp Ingham type inequality). Let T > 0. Then there exist two
positive constants C(T ) and δ(T ) such that, if
‖β‖X := sup
t∈[0,T ]
∣∣(∂tβ, ∂2t β, ∂3t β)∣∣ ≤ δ(T ), (6.14)
then, for all (wn) ∈ ℓ2(Z;C),
C(T )
∑
n∈Z
|wn|2 ≤
∫ T
0
∣∣∣∣∑
n∈Z
wne
iµn(t)
∣∣∣∣2 dt.
Proof. This proposition will be deduced from Proposition 6.1, the following claim
and an immediate induction argument (with a finite number of steps).
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Claim 6.6. Consider two subsets A,A′ of Z with A′ = A ∪ {N} for some N ∈ Z,
and with |n| ≥ |N | for all n in A. Assume that for every T > 0 there exist two
positive constants δ(T ) and K(T ) such that
‖β‖X ≤ δ(T ) ⇒ K(T )
∑
n∈A
|wn|2 ≤
∫ T
0
∣∣∣∣∑
n∈A
wne
iµn(t)
∣∣∣∣2 dt. (6.15)
Then for every T > 0 there exist two positive constants δ′(T ) and K ′(T ) such that
‖β‖X ≤ δ′(T ) ⇒ K ′(T )
∑
n∈A′
|wn|2 ≤
∫ T
0
∣∣∣∣ ∑
n∈A′
wne
iµn(t)
∣∣∣∣2 dt. (6.16)
Let us prove the claim. Introduce
f(t) :=
∑
n∈A
wne
iµn(t), f ′(t) :=
∑
n∈A′
wne
iµn(t), f1(t) :=
∑
n∈A′
wne
iµn(t)−iµN (t),
so that f ′ = f + wNeiµN , f1 = e−iµN f ′ = fe−iµN + wN , and∫ T
0
|f1(t)|2 dt =
∫ T
0
|f ′(t)|2 dt =
∫ T
0
∣∣∣∣ ∑
n∈A′
wne
iµn(t)
∣∣∣∣2 dt.
We prove that there exist two constants C1, C2 (both depending on T ) such that
C1
∑
n∈A
|wn|2 ≤
∫ T
0
|f ′(t)|2 dt, C2|wN |2 ≤
∫ T
0
|f ′(t)|2 dt. (6.17)
Then (6.17) implies the second inequality of (6.16) with K ′(T ) := 12 min{C1, C2}.
Let us begin with the first inequality of (6.17). Let τ := 12 min{1, T}, and remark
that ∫ τ
0
(f1(t+ η)− f1(t)) dη = e−iµN (t)
∑
n∈A
wne
iµn(t)θn(t), (6.18)
(notice that the sum is over A and not A′) with
θn(t) =
∫ τ
0
(
ei(µn(t+η)−µn(t)−µN (t+η)+µN (t)) − 1
)
dη.
Assume that n,N are positive. We split θn = cn + ζn, where cn is a constant,
independent of time (such that cn = θn for β = 0), and ζn is defined by difference,
namely
cn :=
∫ τ
0
(
ei[ℓ(n)−ℓ(N)]η − 1) dη = ei[ℓ(n)−ℓ(N)]τ − 1
i[ℓ(n)− ℓ(N)] − τ,
ζn :=
∫ τ
0
ei[ℓ(n)−ℓ(N)]η
(
ei[β(t+η)−β(t)](
√
n−
√
N) − 1
)
dη.
Now we use the following elementary inequality: there exists an absolute constant
c0 > 0 such that, for all ϑ ∈ R,
|eiϑ − 1− iϑ|2 ≥ c0min{ϑ2, ϑ4}.
This inequality holds because |eiϑ−1−iϑ|2 = (1−cos ϑ)2+(ϑ−sinϑ)2 is positive for
all ϑ 6= 0 and it has asymptotic expansion ϑ2 + o(ϑ2) for |ϑ| → ∞, and 14ϑ4 + o(ϑ4)
for ϑ → 0. We apply this inequality with ϑ = [ℓ(n) − ℓ(N)]τ , and, using (6.9), we
get
|cn|2 ≥ cτ4
for some c > 0 (note that min{τ2, τ4} = τ4 because, by assumption, τ < 1).
It remains to estimate ζn and its derivatives. From the definition,
|ζn| ≤ 2τ, |∂tζn| ≤ 2‖∂tβ‖L∞τ
√
n, |∂2t ζn| ≤ 4(‖∂tβ‖2L∞ + ‖∂2t β‖L∞)τn.
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However, we need a sharper bound on ζn which shows that ζn is small when β is
small. Such a bound could be easily obtained by estimating |eif−1| ≤ |f |. However,
this would make appear an extra factor
√
n. Instead, we integrate by parts to obtain
ζn(t) =
ei[ℓ(n)−ℓ(N)]τ
i[ℓ(n)− ℓ(N)]
(
ei[β(t+τ)−β(t)](
√
n−√N) − 1
)
−
∫ τ
0
ei[ℓ(n)−ℓ(N)]η
i[ℓ(n)− ℓ(N)] ∂η
(
ei[β(t+η)−β(t)](
√
n−√N) − 1
)
dη,
and it is easily checked, using (6.9) and the bound |β(t+τ)−β(t)| ≤ τ‖∂tβ‖L∞ , that
|ζn| ≤ Cτ‖∂tβ‖L∞ . By combining the previous estimates, we have M(ζ) ≤ Cτ‖β‖X
where M(ζ) is given by (6.11), and C is independent on T, τ .
Set F (t) :=
∑
n∈A wne
iµn(t)θn(t) and split F = F1 + F2 with
F1(t) :=
∑
n∈A
wne
iµn(t)cn, F2(t) :=
∑
n∈A
wne
iµn(t)ζn(t).
Since |cn|2 ≥ cτ4, the assumption (6.15) implies that, if ‖β‖X ≤ δ(T − τ), then
cτ4K(T − τ)
∑
n∈A
|wn|2 ≤ K(T − τ)
∑
n∈A
|wncn|2 ≤
∫ T−τ
0
|F1(t)|2 dt.
On the other hand, Proposition 6.4 applied with M(ζ) ≤ Cτ‖β‖X implies that, if
‖β‖X ≤ 12 tanh
1
2 (b), then∫ T−τ
0
|F2(t)|2 dt ≤ C0τ2‖β‖2X (1 + T − τ)
∑
n∈A
|wn|2
where C0 is independent of T, τ . Therefore, if
4C0τ
2‖β‖2X (1 + T − τ) ≤ cτ4K(T − τ), (6.19)
then
∫ T−τ
0 |F2|2dt ≤ 14
∫ T−τ
0 |F1|2dt, whence
∫ T−τ
0 |F |2dt ≥ 14
∫ T−τ
0 |F1|2dt. By
(6.18), this implies that
1
4
cτ4K(T − τ)
∑
n∈A
|wn|2 ≤
∫ T−τ
0
|F (t)|2 dt
≤
∫ T−τ
0
∣∣∣∣∫ τ
0
(f1(t+ η)− f1(t)) dη
∣∣∣∣2 dt.
The condition (6.19) holds if
‖β‖X ≤
τ
√
cK(T − τ)
2
√
C0(1 + T )
, (6.20)
and we set δ′(T ) as the minumum among 12 tanh
1
2 (b), δ(T ), and the constant on the
right in (6.20). Moreover,∫ T−τ
0
∣∣∣∣∫ τ
0
(f1(t+ η)− f1(t)) dη
∣∣∣∣2 dt
≤
∫ T−τ
0
τ
∫ τ
0
|(f1(t+ η)− f1(t))|2 dηdt
≤ 2τ
∫ T−τ
0
∫ τ
0
|f1(t+ η)|2 dηdt+ 2τ
∫ T−τ
0
∫ τ
0
|f1(t)|2 dηdt
≤ 2Tτ
∫ T
0
|f1(t)|2 dt = 2Tτ
∫ T
0
∣∣f ′(t)∣∣2 dt,
and we infer that the first inequality in (6.17) holds with C1 =
1
8cτ
3K(T − τ)T−1.
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Now we prove the second inequality in (6.17). We have |wN |2 = |f ′(t)− f(t)|2 for
any t, and so
|wN |2 = 1
T
∫ T
0
∣∣f ′(t)− f(t)∣∣2 dt ≤ 2
T
(∫ T
0
|f ′(t)|2 dt+
∫ T
0
|f(t)|2 dt
)
.
It follows from Proposition 6.4 (applied with ζn = 1) that∫ T
0
|f(t)|2 dt ≤ (1 + T )C
∑
n∈A
|wn|2.
Using the first inequality in (6.17), we deduce that∫ T
0
|f(t)|2 dt ≤ (1 + T )C
C1
∫ T
0
∣∣f ′(t)∣∣2 dt,
where C is the constant of Proposition 6.4 and C1 has been found above. Conse-
quently the second inequality in (6.17) holds with C2 =
1
2TC1[C1 + (1 + T )C]
−1.
We set K ′(T ) = 12 min{C1, C2} and obtain (6.16). This completes the proof of the
claim in the case of n,N positive. The other cases are analogous. 
7. Observability
We now use the previous inequalities for sums of oscillatory functions in order
to prove an observability property. In particular, we prove that it is sufficient to
control the real part of the solution to bound the initial data.
Proposition 7.1 (Observability). Let T > 0. Consider an open subset ω ⊂ T and a
constant 0 < c ≤ 1. Then there exist positive constants K, ε1 such that the following
property holds. Consider a pseudo-differential A0 with symbol exp
(
iβ(t, x)|ξ| 12 ) for
some function β satisfying
sup
t∈[0,T ]
sup
x∈[0,2π]
∣∣(∂tβ(t, x), ∂2t β(t, x), ∂3t β(t, x))∣∣ ≤ δ(T ),
where δ(T ) is the constant in Proposition 6.5. Then for every initial data v0 ∈ L2(T)
whose mean value 〈v0〉 = 12π
∫
T
v0(x) dx satisfies
|Re〈v0〉| ≥ c |〈v0〉| − ε1 ‖v0‖L2 , (7.1)
the solution v of
∂tv + iLv = 0, v(0) = v0, (7.2)
satisfies ∫ T
0
∫
ω
|Re(A0v)(t, x)|2 dxdt ≥ K
∫ 2π
0
|v0(x)|2 dx. (7.3)
Remark 7.2. The condition (7.1) cannot be eliminated. To see it, consider the
simplest case β = 0, so A0 = I, and consider a constant solution v(t, x) = C of
(7.2). Then (7.3) holds for some K if and only if the real part of C is non zero. This
suggests to assume that
|Re〈v0〉| ≥ c |〈v0〉| . (7.4)
In fact, it is sufficient to consider the weaker assumption (7.1). The advantage of
assuming (7.1) instead of (7.4) is used below (see (7.14)).
Proof. Write
v(t, x) =
∑
n∈Z
ane
inxeiℓ(n)t, an =
1
2π
∫ 2π
0
e−inxv0(x) dx,
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where ℓ(n) = (g+n2)
1
2 (|n| tanh(b|n|)) 12 is the symbol of L. Then set w = A0v, given
by
w(t, x) =
∑
n∈Z
ane
inxei(ℓ(n)t+β(t,x)|n|
1
2 ).
For n ∈ Z, set
λn = ℓ(n)t+ β(t, x)|n| 12 , µn = sign(n)λn, cn(x) = aneinx.
Since µn = sign(n)λn and µ−n = −µn, we write
2Rew = 2Re a0 +
∑
n>0
cne
iλn +
∑
n>0
cne
−iλn +
∑
n<0
cne
iλn +
∑
n<0
cne
−iλn
= 2Re c0 +
∑
n>0
cne
iµn +
∑
n<0
c−neiµn +
∑
n>0
c−neiµn +
∑
n<0
cne
iµn
to obtain
2Rew =
∑
n∈Z
γne
iµn with γn =

cn + c−n for n > 0,
2Re c0 for n = 0,
cn + c−n for n < 0.
Consider an interval ω0 = [a, b] ⊂ ω. By Proposition 6.5,∫ T
0
∫
ω
|Re(w(t, x))|2 dxdt ≥
∫
ω0
∫ T
0
|Re(w(t, x))|2 dtdx
≥ C(T )
4
∫
ω0
∑
n∈Z
|γn(x)|2 dx, (7.5)
where C(T ) is the constant given in Proposition 6.5. For n 6= 0 we write
|γn(x)|2 = |an|2 + |a−n|2 + ana−n e2inx + an a−ne−2inx,
so that ∫
ω0
|γn(x)|2 dx ≥ |ω0|
{|an|2 + |a−n|2}
− |an| |a−n|
( ∣∣∣∣∫
ω0
e2inx dx
∣∣∣∣+ ∣∣∣∣∫
ω0
e−2inx dx
∣∣∣∣ ).
Now ∣∣∣∣∫
ω0
e2inx dx
∣∣∣∣ = ∣∣∣∣∫
ω0
e−2inx dx
∣∣∣∣ = ∣∣∣∣sin(n(b− a))n
∣∣∣∣ .
Moreover there is a small universal constant δ0 > 0 such that, for all δ ∈ (0, δ0),
∀|x| ≥ δ,
∣∣∣∣sin(x)x
∣∣∣∣ ≤ sin(δ)δ .
We can assume that 0 < b− a ≤ δ0, so that
∀n ∈ Z∗, (b− a)−
∣∣∣∣sin(n(b− a))n
∣∣∣∣ ≥ (b− a)− sin(b− a).
As a consequence, for all n 6= 0,∫
ω0
|γn(x)|2 dx ≥ c′
(|an|2 + |a−n|2),
where c′ := (b − a) − sin(b − a) > 0. Then, recalling that γ0 = 2Re a0, it follows
from (7.5) that∫ T
0
∫
ω
|Re(w(t, x))|2 dxdt ≥ C(T )
[
(b− a)|Re a0|2 + c
′
2
∑
n∈Z\{0}
|an|2
]
.
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Now, using (x+y)2 ≥ 12x2−y2 and (7.1), one has |Re〈v0〉|2 ≥ 12 c2 |〈v0〉|2−ε21 ‖v0‖2L2 ,
namely
|Re a0|2 ≥ c
2
2
|a0|2 − 2πε21
∑
n∈Z
|an|2 ,
and therefore ∫ T
0
∫
ω
|Re(w(t, x))|2 dxdt ≥ K
∑
n∈Z
|an|2,
with K = C(T )min{(b − a)(12c2 − 2πε21), 12c′ − (b− a)2πε21}. If ε1 is small enough,
then K > 0, which completes the proof. 
Corollary 7.3. Let T > 0, let ω ⊂ T be an open subset and let 0 < c ≤ 1. Then there
exist positive constants ε0, ε1, r,K such that the following property holds. Assume
that
〈W (t)〉 = 0
for all t ∈ [0, T ] and
sup
t∈[0,T ]
∑
1≤k≤3
∥∥∥∂ktW (t)∥∥∥
H1
+ sup
t∈[0,T ]
‖W (t)‖Hr ≤ ε0,
and consider the pseudo-differential operator A, given by Proposition 5.8, with sym-
bol q(t, x, ξ) exp(iβ(t, x) |ξ| 12 ). Then for every initial data v0 ∈ L2(T) whose mean
value 〈v0〉 = 12π
∫
T
v0(x) dx satisfies
|Re〈v0〉| ≥ c |〈v0〉| − ε1 ‖v0‖L2 , (7.6)
the solution v of
∂tv + iLv = 0, v(0) = v0, (7.7)
satisfies ∫ T
0
∫
ω
|Re(Av)(t, x)|2 dxdt ≥ K
∫ 2π
0
|v0(x)|2 dx. (7.8)
(The constants ε0, ε1,K depend on T, c, while r is a universal constant.)
Proof. Split A as A0 +A1 with
A0 := Op
(
exp
(
iβ(t, x)|ξ| 12 )), A1 := Op ((q(t, x, ξ)− 1) exp (iβ(t, x)|ξ| 12 )).
The contribution due to A0 is estimated by Proposition 7.1. Notice that, for ε0
small enough, the smallness assumption on β of Proposition 7.1 is satisfied because
sup
t∈[0,T ]
sup
x∈[0,2π]
∣∣(∂tβ(t, x), ∂2t β(t, x), ∂3t β(t, x))∣∣ . sup
t∈[0,T ]
∑
1≤k≤3
∥∥∂ktW (t)∥∥H1 . ε0.
On the other hand, it follows from the definition of q and β and the estimate given
by statement ii) in Lemma 5.4 that A1 is bounded from L
2 onto itself, with an
operator norm of size O(‖W‖Hr) = O(ε0). Then∫ T
0
∫
ω
|Re(A1v)(t, x)|2 dxdt ≤
∫ T
0
‖A1v(t)‖2L2 dt .
∫ T
0
ε20 ‖v(t)‖2L2 dt.
Since ‖v(t)‖L2 = ‖v(0)‖L2 , by taking ε0 small enough, the desired estimate follows
from the triangle inequality. 
We now want to deduce an observability result for equations of the form
∂tw +W∂xw + iLw +Rw = 0,
where R is an operator of order 0. In the appendix we prove that the Cauchy
problem for this equation is well-posed (see Lemma B.3).
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Corollary 7.4. Let T > 0, ω ⊂ T be a non-empty open domain and let 0 < c ≤ 1.
Then there exist positive constants ε2, ε3, r,K such that the following property holds.
Assume that
〈W (t)〉 = 0
for all t ∈ [0, T ] and
sup
t∈[0,T ]
∑
1≤k≤3
∥∥∥∂ktW (t)∥∥∥
H1
+ sup
t∈[0,T ]
‖W (t)‖Hr + sup
t∈[0,T ]
‖R(t)‖L(L2) ≤ ε2. (7.9)
Then for every initial data w0 ∈ L2(T) whose mean value 〈w0〉 = 12π
∫
T
w0(x) dx
satisfies
|Re〈w0〉| ≥ c |〈w0〉| − ε3 ‖w0‖L2 , (7.10)
the solution w of
∂tw +W∂xw + iLw +Rw = 0, w(0) = w0 (7.11)
satisfies ∫ T
0
∫
ω
|Rew|2 dxdt ≥ K
∫ 2π
0
|w0(x)|2 dx. (7.12)
Remark 7.5. Corollary 7.4 also holds for data at time T , that is: If w0 ∈ L2(T)
satisfies (7.10), then the solution w of
∂tw +W∂xw + iLw +Rw = 0, w(T ) = w0 (7.13)
also satisfies (7.12). Note that the datum in (7.13) is at time T instead of 0. To
prove it, notice that the function w˜(t, x) := w(T − t, x) satisfies
−∂tw˜ + W˜∂xw˜ + iLw˜ + R˜w˜ = 0,
where W˜ (t), R˜(t) stands for W (T − t),R(T − t). Since W˜ and R˜ satisfy the same
assumptions as W,R, one can apply (7.12) with w replaced by w˜, noticing that∫ T
0
∫
ω
|Rew|2 dxdt =
∫ T
0
∫
ω
|Re w˜|2 dxdt.
Proof of Corollary 7.4. It follows from Proposition 5.8 that there is a change of
unknown w = Av such that v satisfies an equation of the form
∂tv + iLv +Rv = 0,
for some operator R of order 0, satisfying ‖R(t)v‖L2 ≤ Cε2 ‖v‖L2 for all t ∈ [0, T ].
By a perturbative argument, we shall deduce observability for this equation from
observability for the equation without R. To do so, split v as v = v1 + v2 where v1
and v2 are given by the Cauchy problems{
∂tv1 + iLv1 = 0
v1(0) = v0
{
∂tv2 + iLv2 +Rv2 = −Rv1
v2(0) = 0
and v0 := v(0) = (A
−1w)(0). We begin by estimating v1, claiming that its initial
datum v0 satisfies the hypothesis (7.6) of Corollary 7.3, which is
|Re〈v0〉| ≥ c |〈v0〉| − ε1 ‖v0‖L2 (7.14)
(where ε1 is given in Corollary 7.3). To prove (7.14), we write v = w + (I − A)v to
obtain, at time t = 0,
|Re〈v0〉| = |Re〈w0〉+Re〈(I −A)v0〉| ≥ |Re〈w0〉| − |〈(I −A)v0〉| .
Thus, using the assumption (7.10),
|Re〈v0〉| ≥ c|〈w0〉| − ε3‖w0‖L2 − |〈(I −A)v0〉| .
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Since w = v + (A− I)v, we have 〈w0〉 = 〈v0〉+ 〈(A − I)v0〉, and
|Re〈v0〉| ≥ c|〈v0〉| − (c+ 1)|〈(A − I)v0〉| − ε3‖w0‖L2 .
By (7.9), |〈(A−I)v0〉| ≤ Cε2‖v0‖L2 (see Lemma 7.6 below). Also, ‖w0‖L2 ≤ C‖v0‖L2
because A is bounded on L2 (see Lemma 5.4). Thus
|Re〈v0〉| ≥ c|〈v0〉| −
(
(c+ 1)Cε2 + Cε3
)‖v0‖L2 ,
and the claim is satisfied if ε2, ε3 are small enough. As a consequence, from Corol-
lary 7.3 we deduce that∫ T
0
∫
ω
|Re(Av1)|2 dxdt ≥ K
∫ 2π
0
|v0(x)|2 dx. (7.15)
On the other hand, it follows from (B.11) (applied with V = 0, c = 1 and R = R)
that
‖v2‖C0([0,T ];L2) ≤ C ‖Rv1‖L1([0,T ];L2) .
Since ‖R(t)v‖L2 ≤ Cε2‖v‖L2 , by using (7.9), we find that the last quantity is
bounded by Cε2T‖v0‖L2 . Since A is bounded on L2, we deduce that∫ T
0
∫
ω
|Re(Av2)|2 dxdt ≤
∫ T
0
‖Av2(t)‖2L2 dt ≤ T sup
[0,T ]
‖Av2(t)‖2L2
≤ CT ‖v2‖2C0([0,T ];L2) ≤ CT 3ε22‖v0‖2L2 .
(7.16)
Using the elementary inequality (x+ y)2 ≥ 12x2 − y2, for ε2 small enough we get∫ T
0
∫
ω
|Re(Av)|2 dxdt ≥ K
4
∫ 2π
0
|v0(x)|2 dx.
Since Av = w and ‖w0‖L2 = ‖Av0‖L2 ≤ C‖v0‖L2 , we obtain∫ T
0
∫
ω
|Rew|2 dxdt ≥ K
4
∫ 2π
0
|v0(x)|2 dx ≥ K ′
∫ 2π
0
|w0(x)|2 dx,
which completes the proof. 
Now we prove a technical result used in the proof above.
Lemma 7.6. Consider a pseudo-differential A with symbol q(x, ξ) exp(iβ(x)|ξ| 12 ).
There exist universal positive constants δ, C such that, if ‖β‖H3 + |q − 1|3 ≤ δ, then
|〈(A− I)u〉| ≤ Cδ‖u‖L2 for all u ∈ L2(T).
Proof. Like in the proof of Corollary 7.3, we split A = A0 +A1, with
A0 := Op
(
exp
(
iβ(x)|ξ| 12 )), A1 := Op ((q(x, ξ) − 1) exp (iβ(x)|ξ| 12 )).
Directly from statement ii) in Lemma 5.4 we have ‖A1‖L(L2) ≤ Cδ, whence |〈A1u〉| ≤
Cδ‖u‖L2 . To estimate (A0 − I), let u(x) =
∑
n∈Z une
inx, and calculate∫
T
(A0 − I)u dx =
∑
n 6=0
uncn, cn =
∫
T
ei(nx+|n|
1
2 β(x)) dx.
Integrating by parts, one has
cn =
∫
T
∂x{ei(nx+|n|
1
2 β(x))}
i(n+ |n| 12 ∂xβ(x))
dx =
∫
T
−i∂xxβ(x) ei(nx+|n|
1
2 β(x))
|n| 32 (1 + |n| 12n−1∂xβ(x))2
dx
so that, for |∂xβ| ≤ 1/2,
|cn| ≤ C‖β‖H2 |n|−
3
2 ∀n ∈ Z \ {0}.
Thus (
∑ |cn|2) 12 ≤ C‖β‖H2 , and by Ho¨lder’s inequality the lemma follows. 
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8. Controllability
Consider an operator of the form
Q := ∂t +W∂x + iL+R,
where W is a real-valued function and R is an operator of order 0. In this section
we study the following control problem: given a time T > 0, a subset ω ⊂ T and an
initial data win ∈ L2(T), find a (possibly) complex-valued function f ∈ C0([0, T ];L2)
such that the unique solution w ∈ C0([0, T ];L2) of
Qw = χω Re f, w(0) = win (8.1)
satisfies w(T ) = 0. We study this control problem by means of an adaptation of the
classical HUM method. We need to adapt the standard argument since we want to
prove the existence of a real-valued control, while the unknown is complex-valued.
In particular, for this reason, one cannot obtain w(T ) = 0. We prove instead that,
for any real-valued function M such that the L∞-norm of M − 1 is small enough,
one can find a control such that w(T, x) = ibM(x) for some constant b ∈ R. We
remark that, given f and win, the existence of a unique solution w to (8.1) is proved
in the appendix, see Lemma B.3.
We prove not only a control result but also a contraction estimate, which is the
main technical result of this section. This means that we estimate the difference of
two controls f and f ′ associated with different functionsW,W ′ or remainders R,R′.
This contraction estimate is the key estimate to prove later that the nonlinear scheme
converges (using a Cauchy sequence argument). To prove this contraction estimate
we introduce an auxiliary control problem which, loosely speaking, interpolates the
two control problems. Since the original nonlinear problem is quasi-linear, a loss of
derivative appears. This means that to estimate the C0([0, T ];L2)-norm of f − f ′
we need to have a bound for the C0([0, T ];H1)-norms of f and f ′. This is why we
prove and use a regularity property of the control, namely the fact that the control
is in C0([0, T ];Hµ(T)) whenever the initial data win is in H
µ(T). This regularity
result is proved by an adaptation of an argument used by Dehman-Lebeau ([17])
and Laurent ([29]). Before stating the result, we recall the definition of the adjoint
operator Q∗, namely
Q∗ = −Q, Q := ∂t +W∂x + iL+R, R := −R∗ + (∂xW ). (8.2)
Proposition 8.1. Consider an open domain ω ⊂ T. There exist r and six increasing
functions Fj : R∗+ → R∗+ (0 ≤ j ≤ 5), satisfying limT→0Fj(T ) = 0, such that, for
any T > 0, for any real-valued function M ∈ H3/2(T) with ‖M − 1‖L∞ ≤ F0(T ),
the following results hold.
i) Existence. Consider R ∈ C0([0, T ];L(L2)) and a function W satisfying∫
T
W (t, x) dx = 0
for any t ∈ [0, T ]. Assume that the norm
‖(W,R)‖r,T :=
∑
1≤k≤3
‖∂ktW‖C0([0,T ];H1) + ‖W‖C0([0,T ];Hr) + ‖R‖C0([0,T ];L(L2))
satisfies
‖(W,R)‖r,T ≤ F1(T ). (8.3)
Then there exists an operator ΘM,T : L
2 → C0([0, T ];L2) such that for any win ∈ L2,
setting f := ΘM,T (win), the unique solution w ∈ C0([0, T ];L2) of
Qw = χω Re f, w(0) = win (8.4)
40
satisfies
w(T, x) = ibM(x) (8.5)
for some constant b ∈ R, and
‖f‖C0([0,T ];L2) ≤
‖win‖L2
F2(T ) . (8.6)
ii) Uniqueness. For any win ∈ L2(T) and any T > 0, ΘM,T (win) is determined
as the unique function f ∈ C0([0, T ];L2(T)) satisfying the two following conditions:
(1) There holds Q∗f = 0 and Im
∫
T
M(x)f(T, x) dx = 0.
(2) The solution w of (8.4) satisfies (8.5) for some constant b ∈ R.
iii) Regularity. Let µ ∈ [0, 3/2] and consider win ∈ Hµ(T). If
‖(W,R)‖r,T + ‖R‖C0([0,T ];L(Hµ)) ≤ F1(T ), (8.7)
then ΘM,T (win) is in C
0([0, T ];Hµ(T)) and
‖ΘM,T (win)‖C0([0,T ];Hµ) ≤
‖win‖Hµ
F3(T ) . (8.8)
iv) Stability. Consider two pairs (W,R) and (W ′, R′), where (W,R) is defined
for t ∈ [0, T ] and satisfies (8.7) with µ = 3/2, and (W ′, R′) is defined for t ∈ [0, T ′]
and satisfies (8.7) (with µ = 3/2 and T ′ instead of T ). Denote by ΘM,T and Θ′M,T ′
the operators associated to these two pairs. Consider the time-rescaling operator T
defined by
(T h)(t) := h(λt), λ := T
T ′
, (8.9)
and let W˜ := TW , R˜ := T R, namely R˜(t) = R(λt). Then, given any win ∈ L2(T),
‖Θ′M,T ′(win)− T ΘM,T (win)‖C0([0,T ′];L2)
≤ ‖win‖H3/2F4(T )
(
|1− λ|+ ‖W ′ − W˜‖C0([0,T ′];H2) + ‖R′ − R˜‖C0([0,T ′];L(L2))
)
. (8.10)
v) Dependence in M . Consider M,M ′ in H3/2(T) with ‖M‖L∞ + ‖M ′‖L∞ ≤
F0(T ). If ‖(W,R)‖r,T ≤ F1(T ), then, for all win ∈ H1(T),∥∥(ΘM,T −ΘM ′,T )(win)∥∥C0([0,T ];L2) ≤ 1F5(T ) ∥∥M −M ′∥∥L∞ ‖win‖H1 . (8.11)
In this section we often use the notation A . B to say that A ≤ CB for some
constant C depending only on T . The key result is the following lemma.
Lemma 8.2. Introduce the space
L2M :=
{
ϕ ∈ L2(T;C) ; Im
∫
T
M(x)ϕ(x) dx = 0
}
.
For any win ∈ L2(T), there exists a unique f1 ∈ L2M such that,
∀φ1 ∈ L2M , Re
∫ T
0
(
χω Re f(t), φ(t)
)
dt = −Re(win, φ(0)),
where f and φ are the unique functions in C0([0, T ];L2(T)) satisfying{
Qf = 0
f(T ) = f1
{
Qφ = 0
φ(T ) = φ1,
(8.12)
where Q is given by (8.2) (the existence of f and φ follows from Lemma B.3.) We
set
ΘM,T (win) := f.
Moreover (8.6) holds.
41
Proof. The space L2M is an R-vector space. Introduce the R-bilinear symmetric map
a(·, ·) defined by
a(f1, φ1) := Re
∫ T
0
∫
T
χω(x)Re(f(t, x))φ(t, x) dxdt (8.13)
=
∫ T
0
∫
T
χω(x)Re(f(t, x)) Reφ(t, x) dxdt.
This application is well defined and continuous. Indeed, it follows from the L2-energy
estimate (see (B.11)) that
|a(f1, φ1)| ≤
∫ T
0
∫
T
|f | |φ| dxdt
≤ T ‖f‖C0([0,T ];L2) ‖φ‖C0([0,T ];L2) ≤ C(T ) ‖f1‖L2 ‖φ1‖L2 . (8.14)
Since χω(x) = 1 for x in an open subset ω1 ⊂ ω, one has
a(f1, f1) ≥
∫ T
0
∫
ω1
(Re f)2 dxdt.
If f1 ∈ L2M then Im
∫
T
Mf1 dx = 0 and we have∣∣∣∣Im ∫
T
f1(x) dx
∣∣∣∣ = ∣∣∣∣Im∫
T
(1−M(x))f1(x) dx
∣∣∣∣ ≤ ‖M − 1‖L∞ √2π ‖f1‖L2
from which (using |Re z| ≥ |z| − | Im z|) we deduce that
|Re〈f1〉| ≥ |〈f1〉| − ‖M − 1‖L∞
√
2π ‖f1‖L2 .
For ‖M − 1‖L∞ small enough, one can apply the observability inequality proved in
the previous section (see Corollary 7.4 and Remark 7.5) to conclude that
C1(T ) ‖f1‖2L2 ≤ a(f1, f1). (8.15)
On the other hand, (8.14) implies that a(f1, f1) ≤ C(T ) ‖f1‖2L2 . Hence a(·, ·) is
a real scalar product on L2M which induces the norm N(f1) =
√
a(f1, f1), which
is equivalent to the norm ‖·‖L2(T,C) on L2M . Now, Lemma B.3 implies that the
mapping φ1 7→ φ(0) is R-linear and bounded from L2M into L2 and hence φ1 7→
Λ(φ1) := −Re(win, φ(0)) is a bounded R-linear form on L2M . Therefore, the Riesz
theorem implies that, for any R-linear form Λ on L2M , there is a unique f1 ∈ L2M
such that a(f1, φ1) = Λ(φ1) for all φ1 ∈ L2M , together with
‖f1‖L2 ≤
‖Λ‖
C1(T )
. (8.16)
Moreover (8.6) follows from (8.16) and the bound ‖f‖C0([0,T ];L2) . ‖f1‖L2 already
used. 
Proof of Proposition 8.1. Proof of statement i). We begin by proving that if M ∈
H3/2(T) thenH3/2(T)∩L2M is dense in (L2M , ‖·‖L2). To see this, let ΠN be the Fourier
truncation operator defined by ΠNh(x) =
∑
|j|≤N hje
ijx where h(x) =
∑
j∈Z hje
ijx.
Given u ∈ L2M , define uN := 1M ΠN (Mu). Since the operator ΠN preserves the
mean, one has that uN ∈ L2M . Moreover, since u ∈ L2, one has Mu ∈ L2(T),
ΠN (Mu) ∈ C∞(T), and hence M−1ΠN (Mu) ∈ H3/2(T) since M−1 ∈ H3/2(T).
Since (uN ) converges to u, this proves that H
3/2(T) ∩ L2M is dense in L2M .
Now let f be as given by the previous lemma. It is proved in the appendix
that there is a unique solution w in C0([0, T ];L2(T)) of (8.4). Our goal is to
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prove that w(T ) satisfies (8.5). To do so we first check that (8.5) will be proved
if Re(w(T ), φ1) = 0 for all φ1 in L
2
M . Indeed, one has
Re(w(T ), φ1) =
∫
(Rew(T, x))Re φ1(x) dx+
∫
(Imw(T, x)) Im φ1(x) dx = 0
for all φ1 ∈ L2M . Therefore we obtain
∫
(Rew(T, x))f(x) dx = 0 for any real-valued
function f and
∫
(ImM(x)−1w(T, x))g(x) dx = 0 for any real-valued function g with∫
g(x) dx = 0. This implies that (8.5) holds.
We now have to prove that Re(w(T ), φ1) = 0 for any φ1 in L
2
M . By the density
argument proved above, it is enough to assume that φ1 ∈ L2M ∩ H3/2(T). Given
φ1 ∈ L2M ∩H3/2(T), let φ ∈ C0([0, T ];H3/2(T)) be such that
Qφ = 0, φ(T ) = φ1. (8.17)
Since Q = −Q∗, multiplying the equation (8.4) by φ and integrating by parts, we
find that(
w(T ), φ1
)
=
(
w(0), φ(0)
)
+
∫ T
0
(
χω Re f , φ
)
dt+
∫ T
0
(
w , Qφ) dt. (8.18)
Notice that the integration by parts is justified since φ ∈ C1([0, T ];L2(T)). By
definition of φ the last term in the right-hand side vanishes and, by definition of f ,
the real part of the sum of the first and second terms vanishes. This proves that
Re
(
w(T ), φ1
)
= 0, which concludes the proof of statement i).
Proof of statement ii). Recall that Q = −Q∗ is given by (8.2). Consider φ1 ∈ L2M
and denote by φ the unique function in C0([0, T ];L2(T)) satisfying (8.17). As in
(8.18), multiplying both sides of the equation Qw = χω Re f by φ, integrating by
parts one obtains (8.18). Since φ1 ∈ L2M and w(T, x) = ibM(x) for some constant
b ∈ R, one has Re (w(T ), φ1) = 0. Therefore, since Qφ = 0,
Re
∫ T
0
(
χω Re f , φ
)
dt = −Re (win, φ(0)).
Since Qf = 0 and f(T ) ∈ L2M by assumption, and since the function f1 whose
existence is given by Lemma 8.2 is unique, one deduces that f(T ) = f1. Hence
f = ΘM,T (win) by uniqueness of the solution to the Cauchy problem (8.12).
Proof of statement iii). We prove (8.8). In view of the energy estimate (B.3), it is
sufficient to prove that ‖f1‖Hµ is controlled by ‖win‖Hµ . We prove only an a priori
estimate, assuming that f1 belongs to H
µ(T). To estimate ‖f1‖Hµ , we adapt to our
setting an argument used by Dehman-Lebeau (see [17, Lemma 4.2]) and Laurent
(see [29, Lemma 3.1]).
Consider the mapping
S : L2M → L2(T), S : f1 ∈ L2M 7→ f 7→ w 7→ w(0) ∈ L2(T)
where f and w are the unique functions in C0([0, T ];L2(T)) successively determined
by the backward Cauchy problems with data at time T{
Qf = 0
f(T ) = f1,
{
Qw = χω Re f
w(T ) = 0.
It follows from statements i) and ii) that S is an isomorphism of L2M onto L
2(T).
As a result, with Λµ = (I − ∂2x)µ/2, one can write
‖f1‖Hµ = ‖Λµf1‖L2 . ‖SΛµf1‖L2 . (8.19)
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Now we have to commute S and Λµ. This amounts to compare (Λµf,Λµw) with
(f ′, w′) defined by {
Qf ′ = 0
f ′(T ) = Λµf1,
{
Qw′ = χω Re f ′
w′(T ) = 0.
We first estimate f ′ − Λµf and then deduce an estimate for w′ − Λµw. Write
Q(f ′ − Λµf) = [Λµ,R]f + [Λµ,W ]∂xf, (f ′ − Λµf)|t=T = 0,
and use the energy estimate (B.13) to find that∥∥f ′ − Λµf∥∥
C0([0,T ];L2)
. ‖[Λµ,R]f + [Λµ,W ]∂xf‖L1([0,T ];L2) . (8.20)
Similarly, ∥∥w′ − Λµw∥∥
C0([0,T ];L2)
. ‖F‖L1([0,T ];L2) where (8.21)
F := χω Re(f ′ − Λµf) + [Λµ, R]w + [Λµ,W ]∂xw − [Λµ, χω] Re f.
By (8.20) and the obvious embedding C0([0, T ];L2) ⊂ L1([0, T ];L2), we deduce that
‖F‖L1([0,T ];L2) . ‖[Λµ, χω] Re f‖C0([0,T ];L2)
+ ‖[Λµ,R]f‖C0([0,T ];L2) + ‖[Λµ, R]w‖C0([0,T ];L2)
+ ‖[Λµ,W ]∂xf‖C0([0,T ];L2) + ‖[Λµ,W ]∂xw‖C0([0,T ];L2) .
To estimate the commutators [Λµ, χω] and [Λ
µ,W ], we use the classical estimate
s >
3
2
, 0 ≤ µ ≤ s ⇒ ‖[Λµ,W ]u‖L2 ≤ K‖W‖Hs‖u‖Hµ−1 .
On the other hand, to estimate the commutator [Λµ,R] (or [Λµ, R]) we estimate
separately ΛµR and RΛµ. Recalling that R = −R∗ + (∂xW ), we conclude that
‖F‖L1([0,T ];L2) . ‖f‖C0([0,T ];Hµ−1) + a ‖(f,w)‖C0([0,T ];Hµ)
where
a := ‖W‖C0([0,T ];H3) + ‖R‖C0([0,T ];L(Hµ)∩L(L2)) .
Notice that a ≤ ‖(W,R)‖r,T + ‖R‖C0([0,T ];L(Hµ)) where ‖(W,R)‖r,T is as defined
above (8.3).
Now, using the energy estimate (B.12), we have ‖f‖C0([0,T ];Hµ) . ‖f1‖Hµ . Using
again (B.12) and the equation satisfied by w, we deduce that ‖w‖C0([0,T ];Hµ) .
‖f1‖Hµ . Thus, by (8.21), we find∥∥w′ − Λµw∥∥
C0([0,T ];L2)
. ‖f1‖Hµ−1 + a ‖f1‖Hµ .
In particular, at t = 0, we get ‖w′(0) − Λµw(0)‖L2 . ‖f1‖Hµ−1 + a ‖f1‖Hµ . Now, by
definition, w′(0) = SΛµf1 while Λµw(0) = Λµwin. Therefore, by triangle inequality,
‖SΛµf1‖L2 . ‖win‖Hµ + ‖f1‖Hµ−1 + a ‖f1‖Hµ . (8.22)
For µ ∈ [0, 1], one has ‖f1‖Hµ−1 ≤ ‖f1‖L2 . ‖win‖L2 , and therefore
‖SΛµf1‖L2 . ‖win‖Hµ + a ‖f1‖Hµ . (8.23)
Plugging this bound into (8.19) yields ‖f1‖Hµ . ‖win‖Hµ + a ‖f1‖Hµ . By taking a
small enough, we conclude that
‖f1‖Hµ . ‖win‖Hµ . (8.24)
For µ ∈ (1, 32 ] we go back to (8.22) and note that ‖f1‖Hµ−1 . ‖win‖Hµ−1 because
µ− 1 ∈ [0, 1]. Hence (8.23) holds, and we reach the same conclusion as above. This
completes the proof of statement iii).
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Proof of statement iv). Given win, let f1 and f
′
1 in L
2
M be as given by Lemma 8.2,
so that f := ΘM,T (win) and f
′ := Θ′M,T ′(win) are determined by the Cauchy prob-
lems {
Qf = 0 on [0, T ]
f(T ) = f1
{
Q′f ′ = 0 on [0, T ′]
f ′(T ′) = f ′1
where
Q′ := ∂t + iL+W ′∂x +R′, R′ := −(R′)∗ + (∂xW ′).
Similarly, we denote Q′ = −(Q′)∗ = ∂t + iL +W ′∂x + R′. By definition of f, f ′,
the unique solutions w ∈ C0([0, T ];L2(T)) and w′ ∈ C0([0, T ′];L2(T)) of the two
Cauchy problems{
Qw = χω Re f on [0, T ]
w(0) = win
{
Q′w′ = χω Re f ′ on [0, T ′]
w′(0) = win
(8.25)
satisfy w(T ) = ibM , w′(T ′) = ib′M for some b, b′ ∈ R. The idea now is to introduce
an auxiliary control problem. Let f ′′ ∈ C0([0, T ];L2(T)) be the unique solution of
Qf ′′ = 0 on [0, T ], f ′′(T ) = f ′1, (8.26)
so that f ′′ solves the same equation as f and it has the same Cauchy data as f ′.
Then introduce w′′ as the unique solution to
Qw′′ = χω Re f ′′ on [0, T ], w′′(T ) = ib′M (8.27)
and set w′′in := w
′′(0). By uniqueness (see statement ii)) we deduce that f ′′ is the
control for the operator Q associated to w′′in, that is
f ′′ = ΘM,T (w′′in).
Then, by continuity (see statement i)) one has∥∥f − f ′′∥∥
C0([0,T ];L2)
=
∥∥ΘM,T (win − w′′in)∥∥C0([0,T ];L2) . ∥∥win −w′′in∥∥L2 .
Let f˜ := T f and f˜ ′′ := T f ′′. Then
‖f˜ − f˜ ′′‖C0([0,T ′];L2) = ‖f − f ′′‖C0([0,T ];L2) (8.28)
because
∀h ∈ C0([0, T ];L2), ‖T h‖C0([0,T ′];L2) = ‖h‖C0([0,T ];L2). (8.29)
It remains to estimate ‖f ′−f˜ ′′‖C0([0,T ′];L2) and ‖win −w′′in‖L2 . We begin with f ′−f˜ ′′.
Since f ′′ solves (8.26), f˜ ′′ satisfies
Q˜f˜ ′′ = 0 on [0, T ′], f˜ ′′(T ′) = f ′1
where
Q˜ := ∂t + iλL+ λW˜∂x + λR˜,
and W˜ := TW , R˜ := T R (namely R˜(t) := R(λt)). By difference, one has
Q˜(f ′ − f˜ ′′) = F0, (f ′ − f˜ ′′)(T ′) = 0,
where
F0 := (λ− 1)(iL + W˜∂x + R˜)f ′ + (W˜ −W ′)∂xf ′ + (R˜ − R′)f ′.
In order to apply the L2-energy bound (B.13), we estimate F0. Using the regularity
property of the control operator ΘM,T (see statement iii)) we have
‖Lf ′‖C0([0,T ′];L2) . ‖f ′‖C0([0,T ′];H 32 ) . ‖win‖H 32 , (8.30)
‖(W˜ −W ′)∂xf ′‖C0([0,T ′];L2) . ‖W˜ −W ′‖C0([0,T ′];H1)‖f ′‖C0([0,T ′];H1) (8.31)
. ‖W˜ −W ′‖C0([0,T ′];H1)‖win‖H1 .
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Similarly
‖(R˜ − R′)f ′‖C0([0,T ′];L2)
. ‖R˜ −R′‖C0([0,T ′];L(L2))‖f ′‖C0([0,T ′];L2)
.
(‖R˜ −R′‖C0([0,T ′];L(L2)) + ‖W˜ −W ′‖C0([0,T ′];H2))‖win‖L2
where R˜ := T R (namely R˜(t) = R(λt)). Using (B.13) we conclude that
‖f ′ − f˜ ′′‖C0([0,T ′];L2)
. ‖win‖
H
3
2
(|λ− 1|+ ‖W˜ −W ′‖C0([0,T ′];H2) + ‖R˜ −R′‖C0([0,T ′];L(L2))). (8.32)
It remains to estimate ‖win − w′′in‖L2 . Let w˜′′ := T w′′. At t = 0 one has w′(0) −
w˜′′(0) = win − w′′in, hence we study the difference w′ − w˜′′. Since w′′ solves (8.27),
w˜′′ satisfies
Q˜w˜′′ = λχω Re f˜ ′′ on [0, T ′], w˜′′(T ′) = ib′M, (8.33)
where
Q˜ := ∂t + iλL+ λW˜∂x + λR˜.
By difference,
Q˜(w′ − w˜′′) = F, (w′ − w˜′′)(T ′) = 0,
where
F := χω Re(f
′ − λf˜ ′′) + (λ− 1)(iL+ W˜∂x + R˜)w′ + (W˜ −W ′)∂xw′ + (R˜ −R′)w′.
In order to apply the L2-energy bound (B.13), we estimate F . First, f ′−λf˜ ′′ = λ(f ′−
f˜ ′′)+ (1−λ)f ′, and we have already estimated both f ′− f˜ ′′ (see (8.32)) and f ′. For
the other terms in F we proceed as above, recalling that ‖w′‖C0([0,T ′];L2) . ‖win‖L2 .
Also, since w′ solves the Cauchy problem (8.25), we deduce from (B.12) and the
second inequality in (8.30) that
∥∥w′∥∥
C0([0,T ′];H3/2)
. ‖win‖H3/2 . As a consequence,
also ‖F‖C0([0,T ′];L2) is bounded by the term on the right-hand side of (8.32). Then,
applying the energy inequality (B.13), we deduce that ‖w′− w˜′′‖C0([0,T ′];L2) satisfies
the same bound. In particular, at time t = 0, this yields the desired bound for
win − w′′in = (w′ − w˜′′)(0).
Proof of statement v). We begin by introducing some notations which are used
in the proofs of statements v) and vi). As already mentioned, it follows from
Lemma B.3 that there exists an operator ET : L
2(T) → C0([0, T ];L2(T)) such that
v = ET (v1) is the unique solution to the Cauchy problem Qv = 0 with data
v(T ) = v1. Moreover
‖ET (v1)‖C0([0,T ];L2(T)) . ‖v1‖L2 . (8.34)
Now recall that by definition
aT (f1, φ1) := Re
∫ T
0
∫
T
χω(x)Re(ET (f1))ET (φ1) dxdt. (8.35)
Also introduce the mapping Λ: L2(T)→ R defined by Λ(v1) = −Re(win, ET (v1)(0))
where ET (v1)(0) = ET (v1)|t=0. It follows from Lemma 8.2 that there exist two
functions f1 ∈ L2M and f ′1 ∈ L2M ′ such that
∀φ1 ∈ L2M , aT (f1, φ1) = Λ(φ1),
∀φ1 ∈ L2M ′ , aT (f ′1, φ1) = Λ(φ1).
Then ΘM,T (win)−ΘM ′,T (win) = ET (f1− f ′1). In view of (8.34), to prove statement
v) it is sufficient to estimate f1 − f ′1. To do so, we need to compare elements in
L2M and elements in L
2
M ′ . Observe that, by definition of L
2
M , if ϕ ∈ L2M ′ then
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(M ′/M)ϕ ∈ L2M . Therefore ϕ1 := f1 − M
′
M f
′
1 belongs to L
2
M and we can use (8.15)
to deduce that∥∥∥∥f1 − M ′M f ′1
∥∥∥∥2
L2
. aT
(
f1 − M
′
M
f ′1, f1 −
M ′
M
f ′1
)
= aT
(
f1 − M
′
M
f ′1, ϕ1
)
. (8.36)
Now write the last term as the sum (I) + (II) + (III), where
(I) = aT (f1, ϕ1)− aT
(
f ′1,
M
M ′
ϕ1
)
,
(II) = aT
(
f ′1,
M
M ′
ϕ1
)
− aT (f ′1, ϕ1),
(III) = aT (f
′
1, ϕ1)− aT
(
M ′
M
f ′1, ϕ1
)
.
(Notice that both M/M ′ and M ′/M appear.) Since (M/M ′)ϕ1 belongs to L2M ′ , we
can write aT (f
′
1, (M/M
′)ϕ1) = Λ((M/M ′)ϕ1) to deduce that
(I) = Λ(ϕ1)− Λ
(
M
M ′
ϕ1
)
= Λ
(
M ′ −M
M ′
ϕ1
)
,
so that |(I)| . ‖M ′ −M‖L∞ ‖win‖L2 ‖ϕ1‖L2 . On the other hand, it follows from the
easy estimates (8.14) and (8.34) that
|(II)|+ |(III)| . ∥∥M −M ′∥∥
L∞
∥∥f ′1∥∥L2 ‖ϕ1‖L2
.
∥∥M −M ′∥∥
L∞
‖win‖L2 ‖ϕ1‖L2 .
By combining (8.36) with the previous estimates we conclude that∥∥∥∥f1 − M ′M f ′1
∥∥∥∥
L2
.
∥∥M −M ′∥∥
L∞
‖win‖L2 .
Now write ∥∥f1 − f ′1∥∥L2 . ∥∥M −M ′∥∥L∞ ∥∥f ′1∥∥L2 + ∥∥∥∥f1 − MM ′ f ′1
∥∥∥∥
L2
and ‖f ′1‖L2 . ‖win‖L2 to complete the proof of statement v). 
9. Controllability for the paradifferential equation
We now deduce from the results proved in the previous sections that the original
equation introduced in Section 3 is controllable, together with Sobolev estimates for
the control.
Consider a paradifferential operator of the form
P = ∂t + TV ∂x + iL
1
2
(
TcL
1
2 · )+R (9.1)
where R is an operator of order 0. Assume that P satisfies Assumption 3.1, so that
as above V and c are real-valued, c− 1 is small enough and P satisfies the following
structural property:
Pu real-valued ⇒ d
dt
∫
T
Imu(t, x) dx = 0. (9.2)
Introduce the norm
‖(c− 1, V,R)‖Xs0 ,s(T ) := ‖(c− 1, ∂tc, V )‖C0([0,T ];Hs0) +
∑
k=2,3,4
‖∂kt c‖C0([0,T ];H1)
+
∑
k=1,2,3
‖∂kt V ‖C0([0,T ];H1) + ‖R‖C0([0,T ];L(Hs)) + ‖R‖C0([0,T ];L(Hs+32 )). (9.3)
We recall that p is the symbol given by p := c−
1
3 + 518i
χ(ξ)∂ξℓ(ξ)
ℓ(ξ) c
− 4
3 ∂xc (see (2.12)).
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Proposition 9.1. Consider an open domain ω ⊂ T. There exists s0 large enough
and for any s ≥ s0 there exist three increasing functions Fj : R∗+ → R∗+ (1 ≤ j ≤ 3),
with limT→0Fj(T ) = 0, such that, for any T ∈ (0, 1], the following properties hold.
i) If
‖(c− 1, V,R)‖Xs0,s(T ) ≤ F1(T ), (9.4)
then there exists a bounded operator
Θs,T [(V, c,R)] : H
s+ 3
2 (T)→ C0([0, T ];Hs+ 32 (T))
such that, for any vin ∈ Hs+ 32 (T) satisfying
Im
∫
T
vin(x) dx = 0,
setting f := Θs,T [(V, c,R)](vin) one has
‖f‖
C0([0,T ];Hs+
3
2 )
≤
‖vin‖
Hs+
3
2
F2(T ) (9.5)
and the unique solution v to Pv = Tpχω Re f, v|t=0 = vin satisfies
v(T ) = 0.
ii) Assume that the triple (c, V,R) satisfies (9.4) and
‖∂2t c‖C0([0,T ];Hs0) + ‖∂tV ‖C0([0,T ];Hs0) + ‖∂tR‖C0([0,T ];L(Hs)) ≤ 1. (9.6)
Let (c′, V ′, R′) be another triple also satisfying the same (corresponding) bounds (9.4)
and (9.6). Then
‖Θs,T [(V, c,R)](vin)−Θs,T [(V ′, c′, R′)](vin)‖C0([0,T ];Hs) (9.7)
≤
‖vin‖
Hs+
3
2
F3(T )
{
‖(c− c′, ∂t(c− c′), V − V ′)‖C0([0,T ];Hs0) + ‖R−R′‖C0([0,T ];L(Hs))
}
.
Proof. Let P be given by (9.1), with V, c,R satisfying (9.4). We begin by recalling
how the various linear operators have been defined in the previous sections starting
from P :
P˜ := Λh,sPΛ
−1
h,s = ∂t + TV ∂x + iL
1
2 (TcL
1
2 ·) +R1 = ∂t + V ∂x + iL
1
2 (cL
1
2 ·) +R2,
P˜3 := Φm
−1P˜Φ−1 = ∂t +W∂x + iL+R3,
P := −(P˜3)∗ = ∂t +W∂x + iL+R4,
where Φ,m,W are given in Proposition 5.1,
R1 := Λh,sRΛ
−1
h,s + [Λh,s, ∂t]Λ
−1
h,s + [Λh,s, TV ∂x]Λ
−1
h,s + i[Λh,s, L
1
2 (TcL
1
2 ·)]Λ−1h,s,
R2u := R1u+ TV ∂xu− V ∂xu+ i(L 12TcL 12u− L 12 (cL 12u)),
R4w := −R∗3w + (∂xW )w, (9.8)
and R3 has a more involved expression, obtained in Appendix C. Moreover P˜ =
mΦ−1P˜3Φ. As a first step in the proof of Proposition 9.1, we study the control
problem for P˜ .
Lemma 9.2. There exist s0 large enough and increasing functions Fj : R∗+ → R∗+
(j = 1, 2, 3), satisfying limT→0Fj(T ) = 0, such that for any T > 0 the following
result holds.
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i) If
‖(c− 1, ∂tc, V )‖C0([0,T ];Hs0) +
∑
k=2,3,4
‖∂kt c‖C0([0,T ];H1)
+
∑
k=1,2,3
‖∂kt V ‖C0([0,T ];H1) + ‖R2‖C0([0,T ];L(L2)) ≤ F1(T ), (9.9)
then there exists an operator Θ˜T : L
2 → C0([0, T ];L2) such that for any uin ∈ L2,
setting f := Θ˜T (uin) one has
‖f‖C0([0,T ];L2) ≤
‖uin‖L2
F2(T ) (9.10)
and the unique solution u of
P˜ u = χω Re f, u(0) = uin
satisfies u(T, x) = ib for some b ∈ R and all x ∈ T. If, in addition,
‖R2‖
C0([0,T ];L(H 32 )) ≤ F1(T ), (9.11)
then
‖f‖
C0([0,T ];H
3
2 )
≤
‖uin‖
H
3
2
F2(T ) . (9.12)
ii) Assume that (V, c,R2) satisfies (9.9), (9.11) and
‖∂tV ‖C0([0,T ];H2) + ‖R2‖C0([0,T ];L(H1)) + ‖∂tR2‖C0([0,T ];L(L2)) ≤ 1, (9.13)
and consider another triple (V ′, c′, R′2) also satisfying the same (corresponding)
bounds (9.9), (9.11) and (9.13). Then
‖(Θ˜T − Θ˜′T )(uin)‖C0([0,T ];L2)
≤
‖uin‖
H
3
2
F3(T )
{
‖c− c′‖C0([0,T ];Hr+1) + ‖∂tc− ∂tc′‖C0([0,T ];H1)
+ ‖V − V ′‖C0([0,T ];H2) + ‖R2 −R′2‖C0([0,T ];L(L2))
}
.
(9.14)
Proof. Recall that the cut-off function χω(x) is supported on ω and χω = 1 on the
open interval ω1 ⊂ ω. Consider another open interval ω2 and a cut-off function
χ2(x) such that{
(i) supp(χ2) ⊆ ω2 ;
(ii) if supp(h) ⊆ ω2 ⇒ supp(Φ−1h) ⊆ ω1 ∀t ∈ [0, T ], ∀h ∈ L2(T).
(9.15)
We want to apply Proposition 8.1 for Q = P˜3. The hypothesis (8.3) of Proposition
8.1, namely the inequality ‖(W,R3)‖r,T ≤ F1(T ), follows from the assumption (9.9),
by using (5.3) and (C.40) with σ = 3/2. Hence, by the statement i) of Proposition
8.1 (applied with T1 instead of T and χ2 instead of χω), given win ∈ L2(T), the
unique solution w of the Cauchy problem
P˜3w = χ2Re(f2) ∀t ∈ [0, T1], w(0) = win (9.16)
satisfies w(T1) = ibM for some real constant b if we choose f2 = ΘM,T1(win), where
ΘM,T1 is the operator given by Proposition 8.1, and the function M will be fixed
below in this proof. Also, by (8.6), f2 satisfies
‖f2‖C0([0,T1];L2) ≤
‖win‖L2
F2(T1) . (9.17)
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Moreover, if (9.11) also holds, then, using (C.39) with σ = 3/2, we deduce the bound
(8.7) for W,R3 with µ = 3/2. Therefore, by the statement iii) of Proposition 8.1,
‖f2‖
C0([0,T1];H
3
2 )
≤
‖win‖
H
3
2
F3(T1) . (9.18)
Now let uin ∈ L2(T) be given and define win ∈ L2(T) by win := Φ|t=0uin. We apply
the previous argument and obtain a function w satisfying (9.16) and w(T1) = ibM .
Set u := Φ−1w. Since P˜ u = mΦ−1P˜3Φu, it follows from (9.16) that
P˜ u = mΦ−1(χ2Re(f2)) ∀t ∈ [0, T ], u(0) = uin, (9.19)
and u(T ) = Φ−1|t=T (ibM). Then we set f := mΦ
−1(χ2f2), namely we define
f = Θ˜T (uin) := mΦ
−1(χ2ΘM,T1(Φuin)), (9.20)
where Φuin = Φ|t=0uin. By the assumption (ii) in (9.15), f is supported in ω1, and
therefore f = χωf . Then, since mΦ
−1(χ2Re(f2)) = Re(mΦ−1(χ2f2)) = Re(f),
P˜ u = χω Re f, u(0) = uin,
and we have to choose M so that u(T ) = ib. By definition of Φ, recall that w = Φu
means that
w(t, x) =
{
1 + ∂xβ˜1
(
ψ−1(t), x− p(t))} 12 u(ψ−1(t), x− p(t) + β˜1(ψ−1(t), x− p(t)))
for t ∈ [0, T1], x ∈ T. Since ψ−1(T1) = T , we see that u(T ) = ib provided that
w(T1, x) = ibM(x) with
M(x) =
{
1 + ∂xβ˜1(T, x− p(T1))
} 1
2 , (9.21)
and p(T1) is given in (C.38). Now the estimates (9.10) and (9.12) follow from (9.17),
(9.18) and Proposition 5.1. This completes the proof of statement i).
ii) In what follows, we add the exponent ′ to denote the objects associated to
(V ′, c′, R′2). Let f = Θ˜T (uin) be defined by (9.20), and let f
′ = Θ˜′T (uin) be the
corresponding function obtained by taking (V ′, c′, R′2) instead of (V, c,R2). We have
to estimate the difference f − f ′. If the constant F1(T ) in (9.9) is sufficiently small,
then ω2, χ2 can be chosen so that (9.15) holds both for Φ and for Φ
′. Hence
f − f ′ = mΦ−1(χ2ΘM,T1(Φuin))−m′Φ′−1(χ2Θ′M ′,T ′1(Φ
′uin)).
We split this difference into the sum f − f ′ = A1 + . . .+A6, where
A1 := (m−m′)Φ−1(χ2ΘM,T1(Φuin))
A2 := m
′Φ−1[χ2ΘM,T1(Φuin − Φ′uin)]
A3 := m
′Φ−1[χ2(ΘM,T1 −ΘM ′,T1)(Φ′uin)]
A4 := m
′(Ψ−11 −Ψ′−11 )ψ∗ϕ∗[χ2ΘM ′,T1(Φ′uin)]
A5 := m
′Ψ′−11 (ψ∗ϕ∗ − ψ′∗ϕ′∗T )[χ2ΘM ′,T1(Φ′uin)]
A6 := m
′Φ′−1[χ2{T ΘM ′,T1(Φ′uin)−Θ′M ′,T ′1(Φ
′uin)}]
and T is the time-rescaling operator defined above, namely (T h)(t, x) := h(λt, x),
with λ := T1/T
′
1. Let us estimate each Ai.
Estimate for A1. Apply (C.44). Estimate for A2. By construction (see Appendix
C), ψ−1(0) = 0, p(0) = 0, and therefore Φuin = Φ|t=0uin = (Ψ
−1
1 )|t=0(uin). Hence
the estimate for A2 follows by (C.41) and (8.6). Estimate for A3. Apply (C.45).
Estimate for A4. Apply (C.41) and (8.8) with µ = 1. Estimate for A5. Apply (C.42).
To estimate ∂tf2, use that f2 solves P˜
∗
3 f2 = 0 (statement ii) of Proposition 8.1),
and similarly for f ′2. Estimate for A6. The assumptions (9.9) and (9.11) imply that
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W,R3 and W
′, R′3 satisfy (8.7) with µ = 3/2, which is the hypothesis of statement
iv) of Proposition 8.1. Then (8.10) holds, namely
‖T ΘM ′,T1(Φ′uin)−Θ′M ′,T ′1(Φ
′uin)‖C0([0,T ′1];L2)
. ‖Φ′uin‖H3/2
(|1− λ|+ ‖W ′− (TW )‖C0([0,T ′1];H2)+ ‖R′3− (T R3)‖C0([0,T ′1];L(L2))).
Now ‖Φ′uin‖H3/2 . ‖uin‖H3/2 , and the bounds for the last three differences are given
in (C.44), (C.47) (with σ = 2) and (C.49). Note that assumptions (9.9), (9.11) and
(9.13) imply (C.46), (C.48), which imply (C.47) and (C.49). 
Remark 9.3. The function W contains the terms ∂tc and V : see Appendix C (see
also the bound (5.2)). For this reason we assume ∂4t c and ∂
3
t V to be bounded in
(9.9) in order to get a bound for ∂3tW , as required by Proposition 8.1.
Lemma 9.4. If the W
3
2
,∞-norms of c− 1 and c′ − 1 are small enough, then
‖Λh,s − Λ′h,s‖L(Hs ,L2) + ‖(Λh,s)−1 − (Λ′h,s)−1‖L(L2,Hs) . ‖c− c′‖H1 .
Proof. By definition (4.1) of Λh,s one has
Λh,s − Λ′h,s = hsTc(2s)/3−c′(2s)/3L(2s)/3.
So the bound for Λh,s − Λ′h,s follows from the paradifferential rule (A.9) and the
Sobolev embedding H1(T) ⊂ L∞(T). To prove the other bound, we use the identity
(4.3) to obtain that
Λ−1h,s − (Λ′h,s)−1 = (I + hsL
2s
3 )−1[(I +B)−1 − (I +B′)−1].
Recall that ‖B‖L(L2) ≤ 12 and ‖B′‖L(L2) ≤ 12 so the identity
(I +B)−1 − (I +B′)−1 = (I +B)−1(B′ −B)(I +B′)−1
implies that
‖(I +B)−1 − (I +B′)−1‖L(L2) ≤ 4‖B −B′‖L(L2), (9.22)
and the bound follows from the definition of B,B′ and the paradifferential rule (A.9)
as above. 
End of the proof of Proposition 9.1. We recall that Θ˜T is the control operator
as given by Lemma 9.2, and the operator K is introduced in (4.15), with ‖(I +
K)−1‖L(L2) ≤ 2 if (c, V,R2) satisfy (9.9), (9.11) and ‖c − 1‖C0([0,T ];H2) is small
enough. Set
Θs,T [(V, c,R)] := Λ
−1
h,sΘ˜T (I +K)−1Λh,s, (9.23)
and let f := Θs,T [(V, c,R)](vin). Then it follows from the previous construction (see
Section 4, in particular the Proof of Proposition 3.2 given Proposition 4.6) that the
unique solution v to Pv = Tpχωf, v|t=0 = vin satisfies v(T ) = ib for some constant
b ∈ R. Since Im ∫
T
vin(x) dx = 0 by assumption, by (9.2) we deduce that
Im
∫
T
v(T, x) dx = 0.
Therefore b = 0 and v(T ) = 0. Thus it remains to prove (9.5). Following the
same argument used in Section 4 to prove (4.16), one proves that ‖K‖L(H3/2) ≤ 1/2,
whence ‖(I +K)−1‖L(H3/2) ≤ 2. By combining this estimate with (9.12), we have
‖f‖
C0([0,T ];Hs+
3
2 )
. ‖Θ˜T (I +K)−1Λh,svin‖
C0([0,T ];H
3
2 )
. ‖Λh,svin‖
H
3
2
. ‖vin‖
Hs+
3
2
,
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which is (9.5). Finally, we observe that
‖R2‖C0([0,T ];L(L2)) + ‖R2‖C0([0,T ];L(H 32 ))
. ‖c− 1, ∂tc, V ‖C0([0,T ];Hs0) + ‖R‖C0([0,T ];L(Hs)) + ‖R‖C0([0,T ];L(Hs+32 )). (9.24)
This bound for R2 follows easily from the arguments used in the proof of Lemma 4.5
and Lemma 9.4. Hence, if (c, V,R) satisfy (9.4), then (c, V,R2) satisfy (9.9), (9.11).
This completes the proof of statement i).
ii) Given y ∈ H3/2(T), we have to estimate the difference Θs,T [(V, c,R)](vin) −
Θs,T [(V
′, c′, R′)](vin), which is, by definition,
Λ−1h,sΘ˜T (I +K)−1Λh,svin − (Λ′h,s)−1Θ˜′T (I +K′)−1Λ′h,svin.
We write it as the sum B1 + . . .+B4, with
B1 := {Λ−1h,s − (Λ′h,s)−1}Θ˜T (I +K)−1Λh,svin,
B2 := (Λ
′
h,s)
−1(Θ˜T − Θ˜′T )(I +K)−1Λh,svin,
B3 := (Λ
′
h,s)
−1Θ˜′T{(I +K)−1 − (I +K′)−1}Λh,svin,
B4 := (Λ
′
h,s)
−1Θ˜′T (I +K′)−1(Λh,s − Λ′h,s)vin.
If (c, V,R) satisfy (9.4), then (c, V,R2) satisfy (9.9) and (9.11), and ‖K‖L(L2) ≤ 12 ,
see (4.16). Then, using Lemma 9.4 and (9.10), we bound the C0([0, T ];Hs)-norm
of B1 and B4 by ‖c − c′‖H1‖vin‖Hs . To estimate B2, we want to use (9.14), which
holds provided that (c, V,R2) and (c
′, V ′, R′2) satisfy (9.13). One proves that, if
‖c− 1‖C0([0,T ];H3) is small enough, then
‖R2 −R′2‖C0([0,T ];L(L2)) . ‖(c− c′, ∂t(c− c′), V − V ′)‖C0([0,T ];Hs0)
+ ‖R−R′‖C0([0,T ];L(Hs)) (9.25)
‖∂tR2‖C0([0,T ];L(L2)) . ‖(c− 1, ∂tc, ∂2t c, V, ∂tV )‖C0([0,T ];Hs0)
+ ‖(R, ∂tR)‖C0([0,T ];L(Hs)). (9.26)
These bounds follow from the arguments used in the proof of Lemma 4.5 and
Lemma 9.4. Hence assumptions (9.3) and (9.6) imply (9.13), which implies (9.14).
We have ‖(I + K)−1Λh,svin‖H3/2 ≤ 2‖Λh,svin‖H3/2 . ‖vin‖Hs+3/2 . Using (9.25) to
estimate the last term in (9.14), we deduce that
‖B2‖C0([0,T ];Hs) . ‖vin‖Hs+32 {‖(c− c
′, ∂t(c− c′), V − V ′)‖C0([0,T ];Hs0)
+ ‖R−R′‖C0([0,T ];L(Hs))}.
It remains to estimate B3. The difference K −K′ satisfies
‖(K −K′)y‖L2 . ‖y‖H 32 {‖(c − c
′, V − V ′)‖C0([0,T ];H1) + ‖R2 −R′2‖C0([0,T ];L(L2))}.
To prove this bound, recall that K is defined by solving an evolution equation,
and then, as above, use the energy estimates proved in the appendix to bound the
difference of two solutions satisfying evolutions equations. Since ‖(I+K)−1‖L(L2) ≤
2, ‖(I +K′)−1‖L(H3/2) ≤ 2, and
(I +K)−1 − (I +K′)−1 = (I +K)−1(K′ −K)(I +K′)−1,
we deduce that B3 satisfies the same bound as B2. The proof of Proposition 9.1 is
complete. 
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10. Iterative scheme
In this section we conclude the proof of Theorem 1.1. As explained in Remark 1.4,
it is sufficient to prove this result with (ηfinal, ψfinal) = (0, 0). Also, as explained in
the introduction, we seek Pext as the real part of the limit of solutions to approximate
control problems with variable coefficients.
Consider the unknown u = Tpω − iTqη as introduced by Proposition 2.5. As
proved in §2.3 (see also Section 3), this new unknown u solves an equation of the
form
∂tu+ TV (u)∂xu+ iL
1
2
(
Tc(u)L
1
2u
)
u+R(u)u = Tp(u)Pext, (10.1)
where, with a little abuse of notation, we write V (u), c(u), ... as shorthand notations
for V (η)ψ (see (2.3)), c = (1+ (∂xη)
2)−
3
4 , ... where (η, ψ) is expressed in terms of u
by means of Lemma 2.8.
Fix T > 0. We claim that there is ε > 0 such that, for all initial data whose
Hs(T)-norm (with s large enough) is smaller than ε, and all source term Pext whose
L1([0, T ];Hs(T))-norm is smaller than ε, the Cauchy problem for (10.1) has a unique
solution in C0([0, T ];Hs(T)). The existence of a solution follows from the analysis
given below. The uniqueness is obtained by estimating the difference of two solutions
(as in [2]) and we omit its proof.
Recall that H˜µ(T;C) denotes the space of Hµ-functions whose imaginary part
have zero mean (see Notation 2.7).
Proposition 10.1. Let T > 0. For all uin ∈ H˜σ(T;C) for some σ large enough
such that ‖uin‖Hσ is small enough, there exists a real-valued function
Pext ∈ C0([0, T ];Hσ(T)),
such that the unique solution u ∈ C0([0, T ];Hσ(T)) to (10.1) with initial data uin
satisfies u(T ) = 0.
Before proving this proposition, let us explain how to deduce Theorem 1.1 from it.
Recall that it is sufficient to consider the case where (ηfinal, ψfinal) = (0, 0). Once
Pext is defined by means of Proposition 10.1 applied with uin = Tpinωin−iTqinηin, we
solve the water waves system (2.1) for (η, ψ) with data (ηin, ψin) with this pressure
seen as a source term. Then u = Tpω − iTqη solves (10.1), so u(T ) = 0 which in
turn implies that (η, ψ)(T ) = 0 in view of Lemma 2.8.
Proof of Proposition 10.1. Set s = σ − 3/2. Given uin ∈ H˜s+ 32 (T;C) and T >
0, introduce the following scheme: define (u0, f0) := (0, 0), and then, for n ≥ 0,
(un+1, fn+1) are defined by induction in this way: fn+1 is determined by asking that
the unique solution un+1 to the Cauchy problem
∂tun+1 + TV (un)∂xun+1 + iL
1
2Tc(un)L
1
2un+1 +R(un)un+1 = Tp(un)χω Re fn+1
un+1|t=0 = uin, (10.2)
satisfies un+1(T ) = 0.
Our goal is to prove that this scheme converges. Then we define Pext as the limit
of (Re fn) when n goes to +∞. Using the operator Θs,T defined by Proposition 9.1,
the scheme corresponds to define (un) and (fn) as follows:
fn+1 := Θs,T [Xn]
(
uin
)
where Xn := (V (un), c(un), R(un)) (10.3)
and un+1 is defined as the unique solution to the Cauchy problem (10.2); by definition
of fn+1 we then have un+1(T ) = 0. Our goal is to prove that, for any T > 0, if uin is
small enough, then this scheme is well-defined and (un, fn) converges to a solution
(u, f) of the desired nonlinear control problem. This will be a consequence of the
following result.
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Lemma 10.2. Consider T > 0. There exists s0 large enough and for any s ≥ s0+6
there exist ε0 > 0 and positive constants K1, . . . ,K7 such that, for any ε ∈ (0, ε0], if
‖uin‖
Hs+
3
2 (T)
≤ ε
then, for any n ≥ 0, there holds
‖un‖
C0([0,T ];Hs+
3
2 )
≤ K1ε, (10.4)∥∥∂kt un∥∥C0([0,T ];Hs0) ≤ K2ε for 1 ≤ k ≤ 4, (10.5)
Moreover, for any n ≥ 0,
‖un+1 − un‖C0([0,T ];Hs) ≤ K3ε2−n, (10.6)
‖∂t(un+1 − un)‖
C0([0,T ];Hs−
3
2 )
≤ K4ε2−n; (10.7)
and for any n ≥ 1,
‖fn‖
C0([0,T ];Hs+
3
2 )
≤ K5ε, (10.8)∥∥∥∂kt fn∥∥∥
C0([0,T ];Hs0)
≤ K6ε for 1 ≤ k ≤ 3, (10.9)
‖fn+1 − fn‖C0([0,T ];Hs) ≤ K7ε22−n. (10.10)
Proof. For this proof we denote by C various constants depending only on T , s, s0
or ω. Also we denote by F various increasing functions F : R+ → R+ depending on
parameters that are considered fixed.
Step 1 : proof of (10.4), (10.5), (10.8) and (10.9).
We prove these estimates by induction. They hold for n = 0 since (u0, f0) = (0, 0).
We now assume that they hold at rank n and prove that they hold at rank n+ 1.
We begin by checking that the fact that the properties (10.4)–(10.5) hold at rank
n implies that one can apply Proposition 9.1 to prove that the scheme is well-defined.
This means that we have to prove that the smallness assumption (9.4) is satisfied. To
do so, we first recall that (see (2.4)) ‖V (un)‖Hs0 ≤ F
( ‖ηn‖Hs0+1 ) ‖ψn‖Hs0+1 . Then
the estimate (2.22) (applied with s replaced by s0 + 1) implies that ‖V (un)‖Hs0 .
‖un‖Hs0+1 . Similarly, the estimates (2.14) and (2.22) yield
‖R(un)‖L(Hs+32 ) ≤ F
( ‖ηn‖
Hs+
3
2
) ‖ηn‖
Hs+
3
2
≤ F
(
‖un‖
Hs+
3
2
)
‖un‖
Hs+
3
2
,
and, directly from the definition c = (1 + (∂xη)
2)−3/4, one has
‖c(un)− 1‖Hs0 ≤ F
( ‖ηn‖Hs0+1 ) ‖ηn‖Hs0+1 . ‖un‖Hs0+ 12 .
Gathering these estimates and recalling that s0 + 1 ≤ s, we conclude that
‖V (un)‖Hs0 + ‖c(un)− 1‖Hs0 + ‖R(un)‖L(Hs+32 ) . ‖un‖Hs+32 . (10.11)
Consequently, the property (10.4) at rank n implies that the part of the smallness
condition (9.4) concerning V, c,R is satisfied. Concerning the estimates of the time
derivatives ∂kt V and ∂
k
t c, we use the equations (2.1) and the rule (see [27])
∂tG(η)ψ = G(η)
{
∂tψ − (B(η)ψ)∂tη
}− ∂x((V (η)ψ)η)
(where B(η)ψ and V (η)ψ are given by (2.3)) to express time derivatives ∂kt V and
∂kt c in terms of spatial derivatives and in terms of the operators B(η), V (η) (see
Appendix A.3 in [4] or [28, 34]). Then, as above, the desired estimates then follow
from (2.4) and the usual nonlinear estimates in Sobolev spaces.
We now prove (10.4) and (10.8) at rank n+ 1. By (B.2) we obtain that
‖un+1‖
C0([0,T ];Hs+
3
2 )
≤ C( ‖uin‖
Hs+
3
2
+ ‖Tpnχω Re fn+1‖C0([0,T ];Hs+32 )
)
, (10.12)
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where the constant C depends on s, T (by (10.11) and (10.4) at rank n, the constant
M in Proposition B.1 is bounded by 1 if K1 is large enough and ε0 is small enough).
Now observe that, since Tpn acts on any Sobolev space with operator norm bounded
by M00 (pn) ≤ F(‖un‖Hs) ≤ F(1), one has
‖Tpnχω Re fn+1‖C0([0,T ];Hs+32 ) ≤ C ‖fn+1‖C0([0,T ];Hs+32 ) .
Moreover, by (9.5), ‖fn+1‖
C0([0,T ];Hs+
3
2 )
≤ K0 ‖uin‖
Hs+
3
2
for some K0 depending
only on T . We conclude that, choosing K1 large enough and ε0 small enough, (10.4)
holds at rank n+ 1. Also (10.8) at rank n+ 1 follows by the same argument.
It remains to prove (10.5) and (10.9). Directly from the equation (10.2), expressing
∂tun+1 in terms of un, un+1 and fn+1 and using the operator norm estimate (A.9)
for paradifferential operators, one deduces (10.5) for k = 1 from the bounds (10.4)
and (10.8). We next prove (10.9) for k = 1. To do so, the key point is to make
explicit the equation satisfied by fn+1. We recall from (10.3), (9.23) and (9.20) that
fn+1 := (Λ
n
h,s)
−1(mn(Φn)−1(χ2f˜n+1)), f˜n+1 := ΘMn,Tn1 (Φn(I +Kn)−1Λnh,suin),
where Λnh,s,Φ
n,mn,Mn,Kn, T n1 are given by replacing (V, c) with (V (un), c(un)) in
the definition of Λh,s,Φ,m,M,K, T1. By definition of ΘM,T (Lemma 8.2) one has{
∂tf˜n+1 +W (un)∂xf˜n+1 + iLf˜n+1 +R4(un)f˜n+1 = 0,
f˜n+1|t=Tn1 = f˜1n+1,
(10.13)
where R4(un) is given by (9.8) and the initial data f˜
1
n+1 is given by Lemma 8.2. It
follows from (8.8) that∥∥f˜n+1∥∥
C0([0,T ];H
3
2 )
≤ K∥∥Φn(I +Kn)−1Λnh,suin∥∥H 32 ≤ K ‖uin‖Hs+32 .
Using the equation (10.13) we thus estimate the C0([0, T ];L2)-norm of ∂tf˜n+1 from
which we estimate ∂tfn+1 in C
0([0, T ];Hs). This gives (10.9) for k = 1 since s ≥ s0.
Now we obtain (10.5) for k = 2, 3, 4 as well as (10.9) for k = 2, 3 by differentiating
in time the equations satisfied by un+1 and fn+1.
Step 2 : proof of (10.6), (10.7), (10.10).
The estimate (10.10) will be deduced from (10.6) and (10.7). To prove (10.6) and
(10.7) we proceed by induction. We assume that they hold at rank n− 1 and prove
that they hold at rank n.
The key point is to estimate δn := un+1 − un. Write
∂tδn + TV (un)∂xδn + iL
1
2Tc(un)L
1
2 δn +R(un)δn = Gn (10.14)
with
Gn := (TV (un−1) − TV (un))∂xun + iL
1
2 (Tc(un−1) − Tc(un))L
1
2un (10.15)
+
(
R(un−1)−R(un)
)
un + Tp(un)χω(fn+1 − fn) + (Tp(un) − Tp(un−1))χωfn.
As in the previous step, it follows from Proposition B.1 (noticing that δn+1(0) = 0)
that ‖δn‖C0([0,T ];Hs) ≤ C0‖Gn‖C0([0,T ];Hs) for some C0 depending on s, T .
Estimate for Gn. We claim that
‖Gn‖C0([0,T ];Hs) ≤ εK(T ) ‖δn−1‖C0([0,T ];Hs)+εK(T ) ‖∂tδn−1‖C0([0,T ];Hs−32 ) . (10.16)
Let us prove this claim. At each t ∈ [0, T ], using (A.9) one has∥∥(TV (un−1) − TV (un))∂xun∥∥Hs . ‖V (un−1)− V (un)‖L∞ ‖∂xun‖Hs .
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It follows from (10.4) that ‖∂xun‖Hs ≤ K1ε. To estimate V (un−1) − V (un) we use
the following consequence of Lemma 5.3 in [3]: Assume s > 3/2 and consider (η1, η2)
such that ‖η1‖Hs + ‖η2‖Hs ≤ 1. Then
‖G(η1)f1 −G(η2)f2‖
Hs−
3
2
≤ K ‖η1 − η2‖
Hs−
1
2
‖f1‖Hs +K ‖f1 − f2‖Hs− 12 .
Then, directly from the definition of V (η)ψ one deduces that
‖V (η1)ψ1 − V (η2)ψ2‖H1 ≤ K ‖η1 − η2‖H2 ‖ψ1‖H5/2 +K ‖ψ1 − ψ2‖H2 .
Since H1(T) ⊂ L∞(T), we then conclude that
‖V (un−1)− V (un)‖L∞ . ‖ηn − ηn−1‖Hs + ‖ψn − ψn−1‖Hs . ‖un − un−1‖Hs .
The estimate of the Hs norm of L
1
2 (Tc(un−1) − Tc(un))L
1
2un is similar. To estimate(
R(un−1)−R(un)
)
un recall that R(u)u is as given by Proposition 2.5. This operator
is defined by means of the remainder F (η)ψ in (2.7) and also in terms of explicit ex-
pressions involving symbolic calculus or the paralinearization of products. The only
delicate point is to estimate F (ηn)ψn−F (ηn−1)ψn−1. To do so one uses Lemma 6.8
in [2].
It remains to estimate the last two terms in the right-hand side of (10.15). Directly
from (A.3) we find that∥∥(Tp(un) − Tp(un−1))χωfn∥∥Hs .M00 (p(un)− p(un−1)) ‖χωfn‖Hs .
Now ‖χωfn‖Hs . ‖χω‖Hs ‖fn‖Hs . ε by (10.8), andM00 (p(un)−p(un−1)) is bounded
by K ‖un − un−1‖Hs . Eventually, to estimate the Hs-norm of Tp(un)χω(fn+1 − fn)
we use again (A.3) to bound this expression in terms of ‖fn+1 − fn‖Hs . We use (9.7)
to obtain
‖fn+1 − fn‖C0([0,T ];Hs)
. ‖uin‖
Hs+
3
2
{‖(cn − cn−1, ∂t(cn − cn−1), Vn − Vn−1)‖C0([0,T ];Hs0)
+ ‖Rn −Rn−1‖C0([0,T ];L(Hs))
}
. ‖uin‖
Hs+
3
2
{ ‖un − un−1‖Hs0 + ‖∂t(un − un−1)‖Hs0 }, (10.17)
and then we use (10.6) and (10.7) at rank n− 1.
Estimate for un+1 − un. For ε0K(T )C0 ≤ 1/2, it follows from (10.6) at rank n − 1
and (10.16) that the desired result (10.6) at rank n holds.
Estimate for fn+1 − fn. The estimate (10.10) follows from (10.17) and the assump-
tions (10.6)–(10.7) at rank n− 1.
Estimate for ∂t(un+1 − un). By (10.14),
∂tδn = −TV (un)∂xδn − iL
1
2Tc(un)L
1
2 δn −R(un)δn +Gn. (10.18)
As above, one has
‖TV (un)‖L(Hs ,Hs−1) + ‖L
1
2Tc(un)L
1
2‖L(Hs ,Hs−32 ) + ‖R(un)‖L(Hs ,Hs) ≤ C‖un‖Hs .
Therefore one can use (10.6) and (10.4) to estimate the first three terms in the right-
hand side of (10.18). The last term Gn is estimated by means of (10.16) and the
induction assumptions. Consequently, we get ‖∂tδn‖
C0([0,T ];Hs−
3
2 )
≤ Cε2 2−n, and
for ε ≤ ε0, with ε0 small enough, we deduce (10.7). 
We can now conclude the proof of Proposition 10.1.
Recall that s = σ − 3/2 by notation. By (10.6) and (10.10), we deduce that
(un)n∈N and (fn)n∈N are Cauchy sequences in C0([0, T ];Hs) and therefore converge
to some limits u and f in C0([0, T ];Hs). Using the uniform bounds (10.4) and (10.8)
and the interpolation inequality in Sobolev spaces, we infer that (un)n∈N and (fn)n∈N
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converge in C0([0, T ];Hs
′+ 3
2 ) for all s′ < s. Furthermore, we get that u and f belong
to C0([0, T ];Hs
′+ 3
2 ) ∩ L∞([0, T ];Hs+ 32 ) for all s′ < s. Passing to the limit in (10.2),
we conclude that u and f satisfy (10.1) and u(T ) = 0. Eventually, using Lemma B.1
(seeing (10.1) as a linear equation of the type (B.1) with unknown u and coefficients
in L∞([0, T ];Hs)), we deduce u ∈ C0([0, T ];Hs+ 32 ).
It remains to prove that f ∈ C0([0, T ];Hs+ 32 ). We know that un → u in
C0([0, T ];Hs) ⊂ C0([0, T ];Hs0+6). As a consequence, V (un) → V (u), c(un) →
c(u), ∂tc(un) → ∂tc(u), p(un) → p(u) in C0([0, T ];Hs0), and R(un) → R(u) in
C0([0, T ];L(Hs)). Now consider f∞ := Θs,T [V (u), c(u), R(u)](uin), and recall the
definition (10.3). By (9.7), ‖fn− f∞‖C0([0,T ];Hs) → 0 as n→∞. On the other hand,
f = lim fn in C
0([0, T ];Hs), and therefore f = f∞. By statement (i) of Proposition
9.1, f∞ ∈ C0([0, T ];Hs+ 32 ), with estimate (9.5).
This concludes the proof of Proposition 10.1 and hence the proof of Theorem 1.1.

Appendix A. Paradifferential operators
Notation A.1. For ρ ∈ N, we denote by W ρ,∞(T) the Sobolev spaces of L∞ func-
tions whose derivatives of order ρ are in L∞. For ρ ∈]0,+∞[\N, we denote by
W ρ,∞(T) the space functions in W [ρ],∞(T) whose derivatives of order [ρ] are uni-
formly Ho¨lder continuous with exponent ρ− [ρ].
Definition A.2. Given real numbers ρ ≥ 0 and m ∈ R, Γmρ denotes the space of
functions a(x, ξ) on T × R which are C∞ with respect to ξ, and such that, for all
α ∈ N and all ξ, the function x 7→ ∂αξ a(x, ξ) belongs to W ρ,∞(T) and∥∥∂αξ a(·, ξ)∥∥W ρ,∞ ≤ Cα(1 + |ξ|)m−|α|.
Definition A.3. For m ∈ R, ρ ∈ [0, 1] and a ∈ Γmρ (Rd), we set
Mmρ (a) = sup
|α|≤6+ρ
sup
ξ∈R
∥∥∥(1 + |ξ|)|α|−m∂αξ a(·, ξ)∥∥∥
W ρ,∞(T)
. (A.1)
Now consider a C∞ function χ homogeneous of degree 0 and satisfying, for 0 <
ε1 < ε2 small enough,
χ(θ, η) = 1 if |θ| ≤ ε1 |η| , χ(θ, η) = 0 if |θ| ≥ ε2 |η| .
Given a symbol a, we define the paradifferential operator Ta by
T̂au(ξ) = (2π)
−1∑
η∈Z
χ(ξ − η, η)â(ξ − η, η)û(η), (A.2)
where â(θ, ξ) =
∫
e−ix·θa(x, ξ) dx is the Fourier transform of a with respect to the
first variable.
The main features of symbolic calculus for paradifferential operators are given by
the following theorem.
Definition A.4. Let m in R. An operator T is said of order m if, for any µ ∈ R,
it is bounded from Hµ(T) to Hµ−m(T).
Theorem A.5. Let m ∈ R.
(i) If a ∈ Γm0 , then Ta is of order m. Moreover, for any µ ∈ R there exists K > 0
such that
‖Ta‖L(Hµ,Hµ−m) ≤ KMm0 (a). (A.3)
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(ii) Let (m,m′) ∈ R2 and ρ ∈ (0,+∞). If a ∈ Γmρ , b ∈ Γm
′
ρ then TaTb − Ta♯b is of
order m+m′ − ρ where
a♯b =
∑
|α|<ρ
1
i|α|α!
∂αξ a∂
α
x b. (A.4)
Furthermore, for any µ ∈ R there exists K > 0 such that
‖TaTb − Ta♯b‖L(Hµ,Hµ−m−m′+ρ) ≤ KMmρ (a)Mm
′
ρ (b). (A.5)
In particular, if ρ ∈ (0, 1], a ∈ Γmρ , b ∈ Γm
′
ρ then
‖TaTb − Tab‖L(Hµ,Hµ−m−m′+ρ) ≤ KMmρ (a)Mm
′
ρ (b). (A.6)
(iii) Let m ∈ R, ρ > 0 and a ∈ Γmρ (Rd). Denote by (Ta)∗ the adjoint operator of Ta
and by a the complex-conjugated of a. Then (Ta)
∗ − Ta∗ is of order m− ρ where
a∗ =
∑
|α|<ρ
1
i|α|α!
∂αξ ∂
α
x a.
Moreover, for all µ there exists a constant K such that
‖(Ta)∗ − Ta∗‖Hµ→Hµ−m+ρ ≤ KMmρ (a). (A.7)
Remark A.6. These properties are well-known when Sobolev spaces of periodic
functions are replaced by Sobolev spaces on the real line. To prove these results for
periodic functions, one can use the results proved in [3] about the general case of
uniformly local Sobolev spaces Hsul(R). Namely, in [3], the above results are proved
to hold when Hs(T) is replaced by Hsul(R). In particular it is proved that
‖(TaTb − Tab)u‖Hµ−m−m′+ρul ≤ KM
m
ρ (a)M
m′
ρ (b) ‖u‖Hµul .
Since ‖u‖Hsul . ‖u‖Hs(T), it follows that
‖(TaTb − Tab)u‖Hµ−m−m′+ρul (R) ≤ KM
m
ρ (a)M
m′
ρ (b) ‖u‖Hµ(T) .
Now, if u is a periodic function and a and b are periodic in x, so is (TaTb − Tab)u
and we deduce that
‖(TaTb − Tab)u‖Hµ−m−m′+ρ(T) . ‖(TaTb − Tab)u‖Hµ−m−m′+ρul (R) .
By combining the previous estimates we obtain (A.6). The other estimates are
proved in a similar way.
It follows from (A.6) applied with ρ = 1 that, if a ∈ Γm1 , b ∈ Γm
′
1 then
‖[Ta, Tb]‖L(Hµ,Hµ−m−m′+1) ≤ KMm1 (a)Mm
′
1 (b). (A.8)
If a = a(x) is a function of x only, then Ta is called a paraproduct. We often
use that the following consequence of (A.3): if a ∈ L∞(T) then Ta is an operator of
order 0, together with the estimate
∀σ ∈ R, ‖Tau‖Hσ . ‖a‖L∞ ‖u‖Hσ . (A.9)
If a = a(x) and b = b(x) then (A.4) simplifies to a♯b = ab and hence (A.5) implies
that, for any ρ > 0,
‖TaTb − Tab‖L(Hµ,Hµ−m−m′+ρ) ≤ K ‖a‖W ρ,∞ ‖b‖W ρ,∞ , (A.10)
provided that a and b are in to W ρ,∞(T).
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Theorem A.7. i) Given two functions a, b defined on R we define the remainder
R(a, u) = au− Tau− Tua. (A.11)
Let α ∈ R+ and β ∈ R be such that α+ β > 0. Then
‖R(a, u)‖
Hα+β−
1
2
≤ K ‖a‖Hα ‖u‖Hβ . (A.12)
ii) Let α > 1/2. For all C∞ function F with F (0) = 0, if a ∈ Hα(T) then∥∥F (a)− TF ′(a)a∥∥H2α− 12 ≤ C (‖a‖Hs) ‖a‖Hs . (A.13)
Proposition A.8. Let r, µ ∈ R be such that r + µ > 0. If γ ∈ R satisfies
γ ≤ r and γ < r + µ− 1
2
,
then there exists a constant K such that, for all a ∈ Hr(T) and all u ∈ Hµ(T),
‖au− Tau‖Hγ ≤ K ‖a‖Hr ‖u‖Hµ . (A.14)
We also recall two well-known nonlinear properties. Firstly, If u1, u2 ∈ Hs(T) ∩
L∞(T) and s ≥ 0 then
‖u1u2‖Hs ≤ K ‖u1‖L∞ ‖u2‖Hs +K ‖u2‖L∞ ‖u1‖Hs , (A.15)
and hence, for s > 1/2,
‖u1u2‖Hs ≤ K ‖u1‖Hs ‖u2‖Hs . (A.16)
Similarly, for s > 0 and F ∈ C∞(CN ) such that F (0) = 0, there exists a non-
decreasing function C : R+ → R+ such that
‖F (U)‖Hs ≤ C
(‖U‖L∞) ‖U‖Hs , (A.17)
for any U ∈ (Hs(T) ∩ L∞(T))N .
Appendix B. Energy estimates and well-posedness of some linear
equations
Recall the linearized equation ∂tu+ iLu = 0, where L :=
(
(g − ∂2x)|Dx|
) 1
2 .
We gather in this section Sobolev energy estimates for linear equations of the
form
∂tϕ+ V ∂xϕ+ iL
1
2
(
cL
1
2ϕ
)
+Rϕ = F,
where V = V (t, x) is a real-valued coefficient, c = c(t, x) is a real-valued coefficient
bounded from below by 1/2, F = F (t, x) is a given complex-valued source term
and R is a time dependent operator of order 0 which means that Rϕ is defined by
(Rϕ)(t) = R(t)ϕ(t) and R belongs to C0(R+;L(Hµ)) (for some µ) where L(Hµ) de-
notes the set of bounded operator on Hµ(T). Below we consider various equations of
this form where, for instance, R is either a multiplication operator by some function
or the commutator between V ∂x and a Fourier multiplier.
We also consider paradifferential equations of the form
∂tϕ+ TV ∂xϕ+ iLϕ+Rϕ = F,
where L = L 12 (TcL 12 · ) and V, c,R are as above.
Proposition B.1. Let T > 0 and µ ∈ [0,+∞). Consider R ∈ C0([0, T ];L(Hµ))
and real-valued coefficients V, c satisfying
V ∈ C0([0, T ];W 1,∞(T)), c ∈ C0([0, T ];W 32 ,∞(T)),
with the L∞t,x-norm of c− 1 small enough.
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For any ϕin ∈ Hµ(T) and any F ∈ L1([0, T ];Hµ(T)), there exists a unique ϕ ∈
C0([0, T ];Hµ(T)) such that
∂tϕ+ TV ∂xϕ+Rϕ+ iLϕ = F, ϕ|t=0 = ϕin. (B.1)
Moreover, for any t ≥ 0,
‖ϕ(t)‖Hµ ≤ eCt
(
‖ϕin‖Hµ + ‖F‖L1([0,t];Hµ)
)
, (B.2)
for some constant C = C(µ,M) depending only on µ and
M = sup
t∈[0,T ]
{
‖∂xV (t)‖L∞ + ‖c(t)‖W 32 ,∞ + ‖R(t)‖L(Hµ)
}
.
Remark B.2. We often use energy estimates for backward Cauchy problems, that
is for Cauchy problems on time intervals [0, T ] with a data prescribed at time T .
Then the energy estimates read
‖ϕ(t)‖Hµ ≤ eCT
(
‖ϕ(T )‖Hµ + ‖F‖L1([0,T ];Hµ)
)
. (B.3)
Proof. As already seen in (2.21), L = L 12TcL 12 = Tγ +R′ where R′ is of order 0 and
γ = cℓ+
1
i
(
∂ξ
√
ℓ
)√
ℓ∂xc.
Up to replacing in (B.1) the remainder R by R+ iR′, we prove the existence of the
solution as limits of approximate problems of the form
∂tϕ+ TV ∂xJεϕ+ iTγJεϕ+Rϕ = F, ϕ|t=0 = Jεϕin, (B.4)
where Jε are smoothing operators. Then (B.4) is an ODE in Banach spaces and
admits a global in time solution denoted by ϕε.
Set γ(3/2)(t, x, ξ) = c(t, x)ℓ(ξ), which is the principal symbol of γ. As in [2],
consider the paradifferential operator Λµ with symbol 1+(c(t, x)ℓ(ξ))
2µ/3 and, given
ε ∈ [0, 1], define Jε as the paradifferential operator with symbol ε = ε(t, x, ξ) given
by
ε = 
(0)
ε + 
(−1)
ε = exp
(− εγ(3/2))− i
2
(∂x∂ξ) exp
(− εγ(3/2)).
Recall that the Poisson bracket of two symbols is {a, b} = (∂xa)(∂ξb) − (∂ξa)(∂xb).
Then
{(0)ε , γ(3/2)} = 0,
{
(0)ε , (cℓ)
2µ/3
}
= 0,
{
γ(3/2), (cℓ)2µ/3
}
= 0, (B.5)
and
Im (−1)ε = −
1
2
(∂x∂ξ)
(0)
ε .
Of course, for any ε > 0, ε ∈ C0([0, T ]; Γm3/2(Rd)) for all m ≤ 0, so that Tεu ∈
C0([0, T ];H∞(T)) for any u ∈ C0([0, T ];H−∞(T)). Also ε is uniformly bounded in
C0([0, T ]; Γ03/2(R
d)) for all ε ∈ [0, 1]. Hence, using (A.5) with ρ = 3/2 or (A.6) with
ρ = 1, we have the following estimates (uniformly in ε):
‖[Jε, Tγ ]u‖Hµ ≤ C ‖u‖Hµ , ‖(Jε)∗u− Jεu‖Hµ+32 ≤ C ‖u‖Hµ ,∥∥∥[Λµ, L 12 (TcL 12 ·)] u∥∥∥
L2
≤ C ‖u‖Hµ , ‖[Λµ, Jε]u‖H 32 ≤ C ‖u‖Hµ ,
‖[Λµ, TV ∂xJε]u‖L2 ≤ C ‖V ‖W 1,∞ ‖u‖Hµ , ‖[Jε, TV ∂x]u‖Hµ ≤ C ‖V ‖W 1,∞ ‖u‖Hµ ,
(B.6)
for some constant C depending only on ‖c‖W 3/2,∞ and uniform in ε ∈ [0, 1].
Recall that, by notation, ϕε is the unique solution to (B.4) and introduce ϕ˙ε :=
Λµϕε. Using the fact that Λµ is invertible (for c−1 small enough) and the preceding
estimates, we deduce that
∂tϕ˙ε + TV ∂xJεϕ˙ε + ΛµRΛ
−1
µ ϕ˙ε + iTγJεϕ˙ε = Fε, ϕ˙ε|t=0 = ΛµJεϕin, (B.7)
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where
‖Fε‖L1([0,T ];L2) ≤ C(M)
{
‖ϕε‖L1([0,T ];Hµ) + ‖F‖L1([0,T ];Hµ)
}
. (B.8)
Write ddt ‖ϕ˙ε‖2L2 = 2Re 〈∂tϕ˙ε, ϕ˙ε〉, where 〈·, ·〉 denotes the scalar product in L2(T),
and hence
d
dt
‖ϕ˙ε‖2L2 = −〈(P + P ∗)ϕ˙ε, ϕ˙ε〉 with
P = TV ∂xJε + ΛµRΛ
−1
µ + iTγJε.
To estimate the operator norm of P + P ∗, there are two ingredients. Firstly, we
replace J∗ε by Jε + (J∗ε − Jε) and commute Jε with TV ∂x and Tγ . This produces
remainder terms that are estimated by means of (B.6). The proof is then reduced
to the case without Jε and it suffices to estimate the operator norm of P˜ + P˜
∗ where
P˜ = TV ∂x + ΛµRΛ
−1
s
+ iTγ . Since ΛµRΛ
−1
µ is bounded from L
∞([0, T ];L2(T)) into
itself with an operator norm estimated by M , it remains only to estimate TV ∂x +
iTγ +
(
TV ∂x + iTγ)
∗, which can be done directly by means of the paradifferential
rule (A.7). We conclude that
d
dt
‖ϕ˙ε‖2L2 ≤ C(M) ‖ϕ˙ε‖2L2 + |〈2Fε, ϕ˙ε〉| . (B.9)
We thus obtain a uniform estimate for the L∞([0, T ];L2)-norm of ϕ˙ε (from Gron-
wall’s inequality and (B.8)) which gives a uniform estimate for the L∞([0, T ];Hµ)-
norm of ϕε. From this uniform estimate and classical arguments (see [35]), one
deduce the existence of a solution in L∞([0, T ];Hµ(T)). The uniqueness is obtained
by considering the equation satisfied by the difference of two solutions and perform-
ing an L2-energy inequality (using similar arguments to those used above). The
continuity in time of the solution is proved as in [2, §6.4]. 
Lemma B.3. Consider real-valued coefficients V, c satisfying
V ∈ C0([0, T ];W 1,∞(T)), c ∈ C0([0, T ];W 32 ,∞(T)),
with the L∞t,x-norm of c− 1 small enough. Consider also R ∈ C0([0, T ];L(L2)).
i) For any ϕin ∈ L2(T) and any F ∈ L1([0, T ];L2(T)), there exists a unique
ϕ ∈ C0([0, T ];L2(T)) such that
∂tϕ+ V ∂xϕ+Rϕ+ iL
1
2
(
cL
1
2ϕ
)
= F, ϕ|t=0 = ϕin. (B.10)
Moreover, for any t ≥ 0,
‖ϕ(t)‖L2 ≤ exp
(∫ t
0
M(t′) dt′
)(
‖ϕin‖L2 + ‖F‖L1([0,t];L2)
)
, (B.11)
with M(t′) = ‖∂xV (t′)‖L∞ + ‖R(t′)‖L(L2).
ii) Let µ ∈ [0, 3/2]. Assume that V ∈ C0([0, T ];H2(T)), c ∈ C0([0, T ];H3(T))
and R ∈ C0([0, T ];L(Hµ)). If ϕin ∈ Hµ(T) and F ∈ L1([0, T ];Hµ(T)), then, for
any t ≥ 0,
‖ϕ(t)‖Hµ ≤ exp
(∫ t
0
M(t′) dt′
)(
‖ϕin‖Hµ + ‖F‖L1([0,t];Hµ)
)
, (B.12)
with M(t′) = ‖V (t′)‖H2 + ‖c(t′)‖H3 + ‖R(t′)‖L(Hµ).
Remark B.4. Consider a backward Cauchy problem, that is a Cauchy problem
with a data prescribed at time T . Then (B.11) implies that
‖ϕ(t)‖L2 ≤ exp
(∫ T
0
M(t′) dt′
)(
‖ϕ(T )‖L2 + ‖F‖L1([0,T ];L2)
)
, (B.13)
with M(t′) = ‖∂xV (t′)‖L∞ + ‖R(t′)‖L(L2).
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Proof. i) The existence of the solution can be deduced from the previous proposition,
writing
∂tϕ+ V ∂xϕ+Rϕ+ iL
1
2
(
cL
1
2ϕ
)
under the form
∂tϕ+ TV ∂xϕ+R
′ϕ+ iL
1
2
(
TcL
1
2ϕ
)
where
R′ϕ = Rϕ+ (V ∂xϕ− TV ∂xϕ) + iL
1
2
(
(c− Tc)L
1
2ϕ
)
. (B.14)
Indeed, R′ belongs to C0([0, T ];L(L2)) in view of (A.12) and (A.14).
In order to see that the energy estimate does not depend on the norm of c, start
from ddt ‖ϕ‖2L2 = 2Re 〈∂tϕ,ϕ〉. Since Re
〈
iL
1
2 (cL
1
2ϕ), ϕ
〉
= 0, we obtain that
d
dt
‖ϕ‖2L2 = 2Re 〈−V ∂xϕ−Rϕ− F,ϕ〉 .
Hence, integrating by parts,
d
dt
‖ϕ‖2L2 = Re 〈((∂xV )− 2R)ϕ− 2F,ϕ〉 , (B.15)
and the result easily follows from Gronwall’s inequality.
ii) This follows from (B.2) and the fact that the remainder R′ in (B.14) belongs
to C0([0, T ];L(Hµ)) in view of (A.12) and (A.14). 
Appendix C. Changes of variables
Recall the operator
P˜ := ∂t + V ∂x + iL
1
2
(
cL
1
2 · )+R2, (C.1)
where L := (g − ∂xx) 12G(0) 12 , the operator R2 is of order zero, and c(t, x), V (t, x)
are real-valued functions. Consider a time-depending change of the space variable
(namely a diffeomorphism of T) and its inverse,
x = y + β˜1(t, y) ⇔ y = x+ β1(t, x),
x, y ∈ T, t ∈ R, with ‖∂yβ˜1‖L∞ , ‖∂xβ1‖L∞ ≤ 1/2. Introduce a self-adjoint variant of
the pull-back operators, defined by
(Ψ1h)(t, y) := (1 + ∂yβ˜1(t, y))
1
2h(t, y + β˜1(t, y)), (C.2)
(Ψ−11 h)(t, x) := (1 + ∂xβ1(t, x))
1
2h(t, x+ β1(t, x)), (C.3)
and note that Ψ1,Ψ
−1
1 are self-adjoint with respect to the standard L
2(T) scalar
product in space, for any t. We want to compute Ψ1Q0Ψ
−1
1 when Q0 is a Fourier
multiplier (the analysis below applies more generally assuming only that Q0 is a
pseudo-differential operator).
C.1. Change of variable as a flow map. Introduce a parameter τ ∈ [0, 1] and
consider a diffeomorphism of T (depending on (τ, t)) and its inverse,
x = y + β˜(τ, t, y) ⇔ y = x+ β(τ, t, x),
x, y ∈ T, τ ∈ [0, 1], t ∈ R, where β and β˜ are such that ‖∂y β˜‖L∞ , ‖∂xβ‖L∞ ≤ 1/2
and
β˜|τ=0 = 0, β|τ=0 = 0, β˜|τ=1 = β˜1, β|τ=1 = β1.
We denote
(Ψ(τ)h)(t, y) := (1 + ∂yβ˜(τ, t, y))
1
2h(t, y + β˜(τ, t, y)); (C.4)
(Ψ(τ)−1h)(t, x) := (1 + ∂xβ(τ, t, x))
1
2h(t, x+ β(τ, t, x)). (C.5)
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Then Ψ1 = Ψ(1). The reason to introduce the parameter τ is that Ψ(τ) satisfies an
equation of the form
∂τΨ(τ) = F (τ)Ψ(τ), Ψ(0) = I, (C.6)
namely ∂τ (Ψ(τ)h) = F (τ)(Ψ(τ)h), Ψ(0)h = h for all h, where
F (τ) = b0(τ, t, y)∂y +
1
2
(∂yb0)(τ, t, y), b0(τ, t, y) :=
∂τ β˜(τ, t, y)
1 + ∂yβ˜(τ, t, y)
. (C.7)
Assume that Q0 is a Fourier multiplier with symbol q0(ξ) of order m ≤ 3/2. We
seek a pseudo-differential operator Q(τ) of order m such that the difference
R(τ) := Q(τ)Ψ(τ)−Ψ(τ)Q0 (C.8)
is an operator of order 0. Commuting Q(τ) with the equation ∂τΨ(τ) = F (τ)Ψ(τ)
one obtains
∂τ (Q(τ)Ψ(τ)) = Q(τ)F (τ)Ψ(τ) + (∂τQ(τ))Ψ(τ)
= F (τ)Q(τ)Ψ(τ) +
(
[Q(τ), F (τ)]Ψ(τ) + (∂τQ(τ))Ψ(τ)
)
.
On the other hand ∂τ (Ψ(τ)Q0) = F (τ)Ψ(τ)Q0. By combining both equations we
obtain that R satisfies
∂τR(τ) = F (τ)R(τ) +R1(τ)Ψ(τ), R1(τ) := [Q(τ), F (τ)] + ∂τQ(τ). (C.9)
The analysis is then in two steps. The main step consists in proving that Q(τ) can
be so chosen that Q(τ = 0) = Q0 (then R(0) = 0) and R1(τ) is of order 0. Then,
by using an L2-energy estimate for the hyperbolic equation ∂τu = b0∂yu + f , one
deduces an estimate for the operator norm of R(τ) uniform in τ (and hence the
desired estimate for τ = 1). Here we describe in details only the main step, as the
L2-energy estimate is a standard argument.
C.2. Expansion of the symbol. Let p(τ, t, x, ξ) be the symbol of Q(τ). To obtain
R1 of order zero amounts to seek p such that ∂τp − σ[F,Q] has order zero (where
σ[F,Q] is the symbol of [F,Q]), and p|τ=0 = q0. The asymptotic expansion of σ[F,Q]
is
σ[F,Q] ∼
∞∑
α=1
1
iα α!
{
(∂αξ f)(∂
α
x p)− (∂αξ p)(∂αx f)
}
, (C.10)
where f(τ, t, x, ξ) := ib0(τ, t, x)ξ +
1
2 (∂xb0)(τ, t, x) is the symbol of F (τ) (we rename
x the space variable). Since m ≤ 3/2 ≤ 2 by assumption, it is enough to determine
the principal and the sub-principal symbols of p. Thus we write p = p0 + p1, where
p0 has order m and p1 has order m− 1. The equations for p0, p1 are
∂τp0 = b0∂xp0 − ξ(∂xb0)∂ξp0, p0|τ=0 = q0, (C.11)
∂τp1 = b0∂xp1 − ξ(∂xb0)∂ξp1 + z, p1|τ=0 = 0, (C.12)
where
z :=
i
2
(∂xxb0)(∂ξp0 + ξ∂ξξp0). (C.13)
If p0, p1 satisfy (C.11),(C.12), then it follows from standard symbolic calculus for
pseudo-differential operators (similar to (A.5)) that R1(τ), defined in (C.9), is an
operator of order 0 satisfying
‖R1(τ)‖L(L2) + ‖R1(τ)‖L(H 32 ) .
(
Mmr (p0) +M
m−1
r (p1)
) ‖b0(τ)‖W r,∞ (C.14)
with r large enough (here the semi-norms Mmρ are as defined by (A.1); one has to
consider r large enough because we are here considering pseudo-differential operators
instead of paradifferential ones).
63
Equation (C.11) can be solved by the characteristics method: if x(τ), ξ(τ) solve
d
dτ
x(τ) = −b0(τ, t, x(τ)), d
dτ
ξ(τ) = ξ(τ)(∂xb0)(τ, t, x(τ)), (C.15)
then
p0(τ, t, x(τ), ξ(τ)) = p0(0, t, x(0), ξ(0)) ∀τ. (C.16)
Now, by (C.7), the first equation in (C.15) is
0 = {1 + (∂xβ˜)(τ, t, x(τ))}x′(τ) + (∂τ β˜)(τ, t, x(τ)) = d
dτ
{
x(τ) + β˜(τ, t, x(τ))
}
,
whence
x(τ) + β˜(τ, t, x(τ)) = x(0) + β˜(0, t, x(0)) = x(0). (C.17)
Applying the inverse diffeomorphism, we get x(τ) = x(0) + β(τ, t, x(0)). This is
the solution x(τ) of the first equation in (C.15) with initial datum x(0). Also, one
verifies that
ξ(τ) = ξ(0)
(
1 + (∂xβ˜)(τ, t, x(τ))
)
(C.18)
satisfies the second equation in (C.15), because x(τ) satisfies the first equation in
(C.15), b0 is given by (C.7), and
∂xb0(τ, t, x) =
∂τxβ˜(τ, t, x)
1 + ∂xβ˜(τ, t, x)
− ∂τ β˜(τ, t, x)∂xxβ˜(τ, t, x)
[1 + ∂xβ˜(τ, t, x)]2
.
Hence we deduce a formula for the backward flow of (C.15): fixed any τ1 ∈ [0, 1], and
given any (x1, ξ1), the solution (x(τ), ξ(τ)) of (C.15) with initial datum (x(0), ξ(0)) =
(x0, ξ0) satisfies (x(τ1), ξ(τ1)) = (x1, ξ1) if the initial datum is
x0 = x1 + β˜(τ1, t, x1), ξ0 =
ξ1
1 + ∂xβ˜(τ1, t, x1)
. (C.19)
As a consequence, using (C.16) and the initial datum in (C.11), we get
p0(τ1, t, x1, ξ1) = p0(0, t, x0, ξ0) = q0(t, x0, ξ0)
= q0
(
t, x1 + β˜(τ1, t, x1),
ξ1
1 + ∂xβ˜(τ1, t, x1)
)
.
We have a formula for the solution p0(τ, t, x, ξ) of (C.11):
p0(τ, t, x, ξ) = q0
(
t, x+ β˜(τ, t, x),
ξ
1 + ∂xβ˜(τ, t, x)
)
. (C.20)
Now we study equation (C.12). By the definition of (x(τ), ξ(τ)),
p1(τ, t, x(τ), ξ(τ)) =
∫ τ
0
z(s, t, x(s), ξ(s)) ds, (C.21)
where z is given in (C.13). We examine z in detail. By (C.20), for k = 1, 2,
∂kξ p0(τ, t, x, ξ) = (∂
k
ξ q0)
(
t, x+ β˜(τ, t, x),
ξ
1 + ∂xβ˜(τ, t, x)
) 1
[1 + ∂xβ˜(τ, t, x)]k
for all τ, t, x, ξ. Hence along the curves (x(s), ξ(s)), by (C.17),(C.18), one has
(∂kξ p0)(s, t, x(s), ξ(s)) =
(∂kξ q0)(t, x0, ξ0)
[1 + ∂xβ˜(s, t, x(s))]k
,
where (x0, ξ0) := (x(0), ξ(0)), and therefore, using (C.18) again,
(∂ξp0 + ξ∂ξξp0)(s, t, x(s), ξ(s)) =
∂ξq0(t, x0, ξ0) + ξ0∂ξξq0(t, x0, ξ0)
1 + ∂xβ˜(s, t, x(s))
.
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Now we note that
(∂xxb0)(s, t, x(s), ξ(s))
1 + (∂xβ˜)(s, t, x(s))
=
d
ds
{
(∂xxβ˜)(s, t, x(s))
[1 + (∂xβ˜)(s, t, x(s))]2
}
,
as it can be verified by a straightforward calculation, using also (C.15) and the
definition (C.7) of b0. Hence, recalling the definition (C.13) of z,
z(s, t, x(s), ξ(s)) =
i
2
{∂ξq0(t, x0, ξ0) + ξ0∂ξξq0(t, x0, ξ0)} d
ds
{
(∂xxβ˜)(s, t, x(s))
[1 + (∂xβ˜)(s, t, x(s))]2
}
,
and, by (C.21),
p1(τ, t, x(τ), ξ(τ)) =
i
2
{∂ξq0(t, x0, ξ0) + ξ0∂ξξq0(t, x0, ξ0)} (∂xxβ˜)(τ, t, x(τ))
[1 + (∂xβ˜)(τ, t, x(τ))]2
because β˜|τ=0 = 0. We use the backward flow as above: given τ1, x1, ξ1, the
solution (x(τ), ξ(τ)) of (C.15) with initial datum (x(0), ξ(0)) = (x0, ξ0) satisfies
(x(τ1), ξ(τ1)) = (x1, ξ1) if the initial datum is (C.19). Therefore, replacing (x0, ξ0)
by (C.19) in the last equality, we get a formula for p1, which, writing τ, x, ξ instead
of τ1, x1, ξ1, is
p1(τ, t, x, ξ) =
i
2
{
(∂ξq0)
(
t, x+ β˜(τ, t, x),
ξ
1 + ∂xβ˜(τ, t, x)
)
(C.22)
+
ξ
1 + ∂xβ˜(τ, t, x)
(∂ξξq0)
(
t, x+ β˜(τ, t, x),
ξ
1 + ∂xβ˜(τ, t, x)
)} ∂xxβ˜(τ, t, x)
(1 + ∂xβ˜(τ, t, x))2
.
C.3. Conjugation of L. We fix q0(ξ) to be the symbol of L (see (2.11)) with a
cut-off around ξ = 0, namely
q0(ξ) := (g + ξ
2)
1
2λ(ξ)
1
2χ(ξ) = (g + ξ2)
1
2 |ξ| 12 tanh 12 (b |ξ|)χ(ξ),
where χ(ξ) is the cut-off function of Proposition 2.5. Note that Op(q0) = L on the
periodic functions, as their symbols coincide at any ξ ∈ Z, and therefore no remain-
der is produced replacing L by Op(q0). In the previous section we have constructed
p0, p1, and we have defined p := p0 + p1, Q(τ) := Op(p). Then R1(τ) defined in
(C.9) is an operator of order zero and it satisfies estimate (C.14). Now observe,
in view of (C.9), that for any function u0 ∈ L2(T), R(τ)u0 solves an hyperbolic
evolution equation. Using the energy estimate (B.11), we deduce that the difference
R(τ) := Q(τ)Ψ(τ)−Ψ(τ)L (see (C.8)) is also of order zero, and it satisfies the same
estimate (C.14) as R1(τ). As a consequence, the conjugate of L is
Ψ(τ)LΨ(τ)−1 = Q(τ) +R2(τ), R2(τ) := −R(τ)Ψ(τ)−1 (C.23)
and R2(τ) satisfies the same estimate (C.14) as R(τ). By formula (C.20), p0 =
q0(ξ(1 + ∂xβ˜)
−1). We expand
p0 = (1 + ∂xβ˜)
− 3
2 q0 + r, (C.24)
where the remainder r satisfies ‖Op(r)‖L(Hµ,Hµ+1/2) . ‖∂xβ˜‖Hµ+ρ for all µ ≥ 0, for
some absolute constant ρ large enough, because
g + ξ2h2 = h2(g + ξ2)
(
1 +
g(1 − h2)
h2(g + ξ2)
)
, h := (1 + ∂xβ˜)
−1,
and then use Taylor expansion for the square root of the last factor. The second
component p1 is given by formula (C.22). By Taylor expansion,∣∣q′0(ξ)− 32 |ξ|− 12 ξ∣∣ . (1 + |ξ|)− 32 , ∣∣q′′0 (ξ)− 34 |ξ|− 12 ∣∣ . (1 + |ξ|)− 52 ,
so that we calculate
p1 = i
9
8(∂xxβ˜)(1 + ∂xβ˜)
− 5
2 |ξ|− 12 ξ χ(ξ) + r, (C.25)
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where the remainder r satisfies ‖Op(r)‖L(Hµ,Hµ+3/2) . ‖∂xβ˜‖Hµ+ρ for all µ ≥ 0, for
some ρ large enough. Assume that ‖∂τ β˜‖Hµ . ‖β˜‖Hµ (this bound holds for the
choice of β we make below). By (C.23), (C.24), (C.25), we have
Ψ(τ)LΨ(τ)−1 = (1 + ∂xβ˜)−
3
2L+ 98(∂xxβ˜)(1 + ∂xβ˜)
− 5
2 |Dx|−
1
2∂x +R0,1, (C.26)
where R0,1 is defined by difference and it satisfies ‖R0,1‖L(Hµ,Hµ) . ‖∂xβ˜‖Hµ+ρ for
all µ ≥ 0, for some ρ large enough. With similar calculations, one proves that for
any r ∈ R
Ψ(τ)|Dx|rΨ(τ)−1 = (1 + ∂xβ˜)−r|Dx|r +R0,2 (C.27)
where R0,2 is defined by difference and it satisfies ‖R0,2‖L(Hµ,Hµ−r+1) . ‖∂xβ˜‖Hµ+ρ .
C.4. Conjugation of P˜ . We conjugate the operator in (C.1) by Ψ1 := Ψ(1) =
Ψ(τ)|τ=1. From symbolic calculus it follows that
L
1
2 cL
1
2 = cL− 3
4
(∂xc)∂x|Dx|−
1
2 +R0,3, (C.28)
whereR0,3 is defined by difference and it satisfies ‖R0,3‖L(Hµ,Hµ+12 ) . ‖∂xc‖Hµ+ρ for
all µ ≥ 0, for some ρ large enough. We recall that c− 1 is small, and therefore ∂xc
is small. By definition (see (C.4),(C.5)), and recalling that β˜|τ=1 = β˜1, β|τ=1 = β1,
we directly calculate
Ψ1∂tΨ
−1
1 = ∂t + a1∂x + r1, Ψ1∂xΨ
−1
1 = a2∂x + r2,
where
a1(t, x) := (∂tβ1)(t, x + β˜1(t, x)), a2(t, x) := (1 + ∂xβ˜1(t, x))
−1 , (C.29)
and
r1(t, x) :=
1
2
(∂txβ1)(t, x+ β˜1(t, x)) (1 + ∂xβ˜1(t, x)),
r2(t, x) :=
1
2
(1 + ∂xβ˜1(t, x)) (∂xxβ1)(t, x+ β˜1(t, x)).
The conjugate of any multiplication operator h 7→ ah is the multiplication operator
h 7→ (B˜a)h,
Ψ1aΨ
−1
1 = (B˜a), (B˜a)(t, x) := a(t, x+ β˜1(t, x)).
Thus
Ψ1P˜Ψ
−1
1 = ∂t + a3∂x + ia4L+ ia5∂x|Dx|−
1
2 + R˜3
where
a3 := a1 + (B˜V )a2, a4 := (B˜c)(1 + ∂xβ˜)
− 3
2 ,
a5 := −3
4
{
− 3
2
(B˜c)(1 + ∂xβ˜)
− 5
2 (∂xxβ˜) + (B˜(∂xc))(1 + ∂xβ˜)
− 1
2
}
,
R˜3 := r1 + (B˜V )r2 + i(B˜c)R0,1 +−i3
4
(B˜∂xc)r2(1 + ∂xβ˜)
1
2 |Dx|−
1
2 +R0,2 (C.30)
+ iΨ1R0,3Ψ−11 +Ψ1R2Ψ−11 ,
R0,1 is defined in (C.26) with τ = 1, R0,2 is defined in (C.27) with τ = 1, r = −1/2,
and R0,3 is defined in (C.28). The remainder R˜3 is of order zero and it is estimated
in Lemma C.1. Moreover, as it is immediate to verify, a5 = −34∂xa4. We choose
β1, β˜1 such that the highest order coefficient a4 is independent of x. This means
a4(t, x) = c(t, x+ β˜1(t, x)) (1 + ∂xβ˜1(t, x))
− 3
2 = m(t) ∀x ∈ T, (C.31)
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for some function m(t) independent of x. Applying the inverse diffeomorphism, this
is equivalent to
c(t, x) (1 + ∂xβ1(t, x))
3
2 = m(t) ∀x ∈ T.
This implies 1+∂xβ1(t, x) = m(t)
2
3 c(t, x)−
2
3 , which, after an integration in dx, gives
m(t) =
( 1
2π
∫
T
c(t, x)−
2
3 dx
)− 3
2
.
Hence m in (C.31) is determined. We fix β1 as
β1(t, x) = ∂
−1
x [m(t)
2
3 c(t, x)−
2
3 − 1],
and then we fix β(τ, t, x) := τβ1(t, x). As a consequence, β˜(τ, t, y), β˜1 are also
determined. Since a4(t, x) = m(t) is independent of x, it follows that a5 = −34∂xa4 =
0 (as it was natural to expect, because the vector field in P˜ is anti-selfadjoint and
the transformation Ψ preserves this structure). We have conjugated P˜ to
P˜1 := Ψ1P˜Ψ
−1
1 = ∂t + im(t)L+ a3∂x + R˜3. (C.32)
We underline that the coefficient m(t) is a function of time, independent of space.
Lemma C.1. There exists a universal constant δ0 ∈ (0, 1) such that if
‖c(t) − 1‖L∞ < δ0
then ‖∂xβ1(t)‖L∞ + ‖∂xβ˜1(t)‖L∞ < 1/2 and
‖∂xβ1(t)‖Wµ,∞ + ‖∂xβ˜1(t)‖Wµ,∞ ≤ Cµ‖c(t) − 1‖Wµ,∞ ∀µ ≥ 0
for some positive constant Cµ depending only on µ. As a consequence, Ψ1(t),Ψ1(t)
−1
are bounded transformations of Hµ(T), with
‖Ψ1(t)‖L(Hµ) + ‖Ψ1(t)−1‖L(Hµ) ≤ Cµ(1 + ‖c(t)− 1‖Hµ) ∀µ ≥ 0.
Moreover |m(t)− 1| ≤ C‖c(t)− 1‖H1 ,
‖a3(t)‖Hµ ≤ Cµ(‖c(t) − 1‖Hµ + ‖∂tc(t)‖Hµ−1) ∀µ ≥ 1.
The remainder R˜3(t) maps L
2(T) into itself, with
‖R˜3(t)‖L(L2) ≤ C
(‖c(t) − 1‖Hr + ‖V (t)‖L∞ + ‖∂tc(t)‖L∞ + ‖R2(t)‖L(L2)),
and, for all µ > 1/2, R˜3(t) also maps H
µ(T) into itself, with
‖R˜3(t)‖L(Hµ) ≤ Cµ
(‖c(t)− 1‖Hµ+r + ‖V (t)‖Hµ + ‖∂tc(t)‖Hµ + ‖R2(t)‖L(Hµ)),
where r > 0 is a universal constant.
Proof. The estimates follow from the explicit formulas above, the usual estimates for
the composition of functions (see, e.g., Appendix B in [7]) and Sobolev estimates for
pseudo-differential operators (see (C.14)). The estimate of the pseudo-differential
remainder term is the reason for which r further space-derivatives are required on c.
The term ∂tc appears only in a1 and r1. The term V appears only in a3 and R˜3 where
it is explicitly written, and nowhere else. The operator R2 only appears in R˜3 in the
term Ψ1R2Ψ
−1
1 . All the other terms depend only on c and its space-derivatives. 
67
C.5. Reparametrization of time. Now we want to replace the coefficient m(t) in
(C.32) with a constant coefficient. We consider a diffeomorphism of the time interval
ψ : [0, T ]→ [0, T1], ψ(0) = 0, ψ(T ) = T1, ψ′(t) > 0,
where T1 > 0 has to be determined. We consider the pull-back ψ∗ defined as
(ψ∗h)(t, x) := h(ψ(t), x), and similar for its inverse ψ−1. Then we calculate the
conjugate
ψ−1∗ (∂t + im(t)L)ψ∗ = ψ
′(ψ−1(t))∂t + im(ψ−1(t))L.
The two time-dependent coefficients are equal if m(t) = ψ′(t) for all t ∈ [0, T ].
We define
ψ(t) :=
∫ t
0
m(s) ds, T1 :=
∫ T
0
m(t) dt, ρ(t) := m(ψ−1(t)). (C.33)
Since |m− 1| is small, then the ratio T1/T is close to 1, and also ψ′(t) is close to 1
for all t. We have conjugate
ψ−1∗ P˜1ψ∗ = ρ(t)P˜2, P˜2 := ∂t + iL+ a6∂x + R˜4, (C.34)
where
a6(t, x) :=
a3(ψ
−1(t), x)
ρ(t)
, R˜4 :=
1
ρ(t)
ψ−1∗ R˜3ψ∗ (C.35)
(and, more explicitly, (ψ−1∗ R˜3ψ∗)(t) = R˜3(ψ−1(t))). Now the coefficient of the high-
est order term L is constant.
C.6. Translation of the space variable. The goal of this section is to eliminate
the space-average of the coefficient a6(t, x) in front of ∂x. Consider a time-dependent
change of the space variable which is simply a translation,
y = ϕ(t, x) = x+ p(t) ⇔ x = ϕ−1(t, y) = y − p(t),
and its pull-back (ϕ∗h)(t, x) = h(t, ϕ(t, x)) = h(t, x + p(t)), and similarly for ϕ−1.
Thus ϕ−1∗ ∂tϕ∗ = ∂t + p′(t)∂x, and ϕ∗ commutes with every Fourier multiplier like
∂x, |Dx|r, L. We calculate the conjugate
P˜3 := ϕ
−1
∗ P˜2ϕ∗ = ∂t + iL+ a7∂x + R˜5,
where
a7 := p
′(t) + (ϕ−1∗ a6), R˜5 := ϕ
−1
∗ R˜4ϕ∗ . (C.36)
Since ϕ∗, ϕ−1∗ preserve the space average, we fix
p(t) := − 1
2π
∫ t
0
∫
T
a6(s, x) dx ds. (C.37)
It follows that
∫
T
a7(t, x) dx = 0 for all t ∈ [0, T1]. Note that ϕ∗ commutes with the
multiplication operator h 7→ ρ(t)h, because ρ(t) is independent of x. Moreover, by
the change of time variable s = ψ(t), ds = m(t)dt in the integral, we get
p(T1) = − 1
2π
∫ T1
0
∫
T
a6(s, x) dxds = − 1
2π
∫ T
0
∫
T
a3(t, x) dxdt. (C.38)
Proof of Proposition 5.1 concluded. The composition Φ := ϕ−1∗ ψ−1∗ Ψ1 of the previ-
ous three transformations conjugates P˜ = Φ−1ρP˜3Φ. Also note that Φ−1(ρu) =
mΦ−1u for all u. The transformation Ψ1 is estimated in Lemma C.1. The estimates
for ψ∗, ϕ∗ are straightforward. Finally, rename W := a7 and R3 := R˜5. 
Notation. In the following Proposition we use the shorter notation ‖u‖T,X to denote
the C0([0, T ];X) norm of any u, with X = L2(T), L∞(T),Hµ(T),L(L2(T)), etc.
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Proposition C.2. Assume the hypotheses of Proposition 5.1.
(i) (Regularity). In addition, let µ > 1/2, let ‖c− 1‖T,Hµ ≤ K <∞, and let
Nµ := ‖c− 1‖T,Hµ+r + ‖V ‖T,Hµ + ‖∂tc‖T,Hµ + ‖R2‖T,L(Hµ) <∞.
Then R3 maps C
0([0, T1];H
µ(T)) into itself, with
‖R3‖T1,L(Hµ) ≤ Cµ,KNµ (C.39)
for some constant Cµ,K depending on µ,K. For µ ≥ 1,
‖W‖T1,Hµ ≤ Cµ
(‖c− 1‖T,Hµ + ‖∂tc‖T,Hµ−1 + ‖V ‖T,Hµ) (C.40)
and
‖Φu‖T1,Hµ ≤ Cµ‖c‖T,Hµ‖u‖T,Hµ , ‖Φ−1u‖T,Hµ ≤ Cµ‖c‖T,Hµ‖u‖T1,Hµ
for all u = u(t, x), for some constant Cµ depending only on µ.
(ii) (Stability). Consider another triple (c′, V ′, R′2) such that c
′ also satisfies (5.1),
and N0 <∞ also for (c′, V ′, R′2). Let Φ′,Ψ′1, ϕ′∗, ψ′∗, T ′1,W ′, R′3 be the corresponding
objects obtained for the triple (c′, V ′, R′2). Then for all u ∈ L2(T), all t ∈ [0, T ],
‖Ψ1(t)u−Ψ′1(t)u‖L2 + ‖Ψ1(t)−1u−Ψ′1(t)−1u‖L2 ≤ C‖c(t)− c′(t)‖L2‖u‖H1 . (C.41)
Let λ := T1/T
′
1, and let T be the time-rescaling operator (T v)(t, x) := v(λt, x). Then
for all µ ≥ 0, all v = v(t, x),
‖ψ∗ϕ∗v − ψ′∗ϕ′∗(T v)‖T,Hµ ≤ CT
(‖∂tv‖T1,Hµ + ‖v‖T1,Hµ+1)∆0 (C.42)
‖ϕ′−1∗ ψ′−1∗ v − T (ϕ−1∗ ψ−1∗ v)‖T ′1,Hµ ≤ CT
(‖∂tv‖T,Hµ + ‖v‖T,Hµ+1)∆0 (C.43)
where
∆0 := ‖c− c′‖T,H1 + ‖∂tc− ∂tc′, V − V ′‖T,L2 .
Also,
|1− λ|+ ‖m−m′‖C0([0,T ]) ≤ C‖c− c′‖T,L∞ , (C.44)
and, if
M(x) := {1 + ∂xβ˜1(T, x− p(T1))}
1
2 , M ′(x) := {1 + ∂xβ˜′1(T, x− p′(T ′1))}
1
2 ,
then
‖M −M ′‖L∞(T) ≤ C
(‖c− c′‖T,H2 + ‖∂tc− ∂tc′, V − V ′‖T,L2). (C.45)
For µ ≥ 1, if
‖c− 1‖T,Hµ+1 + ‖∂tc‖T,Hµ + ‖∂2t c‖T,Hµ−1 + ‖V ‖T,Hµ+1 + ‖∂tV ‖T,Hµ ≤ 1, (C.46)
and (C.46) also holds for c′, V ′, then
‖W ′−TW‖T ′1,Hµ ≤ Cµ
(‖c− c′‖T,Hµ + ‖∂tc− ∂tc′‖T,Hµ−1 + ‖V − V ′‖T,Hµ). (C.47)
Moreover, if
‖c− 1‖T,Hr+1 + ‖∂tc‖T,Hr+1 + ‖∂2t c‖T,L2 + ‖V ‖T,H1 + ‖∂tV ‖T,L2
+ ‖R2‖T,L(H1)∩L(L2) + ‖∂tR2‖T,L(L2) ≤ 1 (C.48)
and (C.48) also holds for c′, V ′, R′2, then
‖R′3 − (T R3)‖T ′1,L(L2) ≤ C
(‖c− c′‖T,Hr+1 + ‖∂tc− ∂tc′‖T,H1
+ ‖V − V ′‖T,H1 + ‖R2 −R′2‖T,L(L2)
)
. (C.49)
Proof. To prove statement (ii) we make repeatedly use of triangular inequality and
explicit formulas. In particular, to estimate p(ψ(λt)) − p′(ψ′(t)), we use explicit
formulas similar to (C.38). To estimate R˜′5 − (T R˜5) we note that the rescaled
operator (T R˜5) is the composition T R˜5T −1, and then we also use (C.42)-(C.43).
Remember that we have renamed W := a7 and R3 := R˜5. 
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