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We study the dynamics of head-to-head domain walls separating in-plane domains in a disordered
ferromagnetic thin film. The competition between the domain wall surface tension and dipolar
interactions induces a crossover between a rough domain wall phase at short length-scales and a
large-scale phase where the walls display a zigzag morphology. The two phases are characterized by
different critical exponents for Barkhausen avalanche dynamics that are in quantitative agreement
with experimental measurements on MnAs thin films.
PACS numbers: 75.60.Ej,75.70.Ak,68.35.Rh
When subject to an external magnetic field, a ferro-
magnetic material shows a sequence of discrete and in-
termittent jumps of the magnetic domain walls (DW’s),
known as the Barkhausen effect [1], a paradigmatic ex-
ample of crackling noise in materials [2]. The sta-
tistical properties of the Barkhausen noise are usually
studied by measuring the size distribution P (s) of such
jumps, or avalanches, which typically follows a power
law P (s) ∼ s−τ , with the exponent τ characterizing
the universality class of the avalanche dynamics. In
three dimensional bulk ferromagnetic materials, the scal-
ing behavior of the Barkhausen effect is understood the-
oretically in terms of the depinning transition of do-
main walls [3] with two distinct universality classes for
amorphous and polycrystalline materials [4]. A simi-
lar clear-cut classification does not exist in lower dimen-
sions, despite Barkhausen avalanches having been stud-
ied experimentally for decades in several ferromagnetic
thin films with in-plane [5–10] or out-of-plane anisotropy
[11, 12]. This issue is particularly important because
these low-dimensional magnetic structures have become
increasingly relevant for various technological applica-
tions [13, 14].
An important step towards understanding the differ-
ent universality classes in thin films was achieved by the
magneto-optical experiments of Ryu et al. [10], who ob-
served a crossover between two different avalanche size
exponents τ as temperature T was varied close to but
below the Curie temperature Tc of a 50 nm MnAs film.
This crossover was accompanied by changes in DW mor-
phology, such that the DW structure evolves from rough
for high T to DW’s with a pronounced tendency to form
zigzag or sawtooth -like patterns for lower T . It was ar-
gued that by varying T close to Tc, one can tune the
value of the squared saturation magnetization M2s , and
thus the strength of the long-range dipolar interactions
between different DW segments. The zigzag pattern is
expected to arise as a result of a competition between
the domain wall energy and the dipolar interactions, with
the former favoring a flat horizontal DW, while the lat-
ter would prefer a vertically spread DW to reduce the
magnetic charge density [15–17].
In this Letter, we provide a theoretical explanation
for the experimentally observed universality classes and
the crossover between them. Due to the essentially 2d
thin film geometry considered here (the film thickness
∆z is much smaller than the DW length), we model the
DW as a flexible line Σ with surface tension γw due
to DW energy. The line moves within the xy plane,
and has an average orientation along the x axis. It
is taken to separate two magnetic domains with mag-
netization along ±yˆ, respectively. Thus, a head-to-
head DW is characterized by a magnetic charge density
σ(r) = 2Ms cos θ(r) along the DW, with θ(r) the an-
gle between the local DW normal nˆ and the yˆ direction.
These magnetic charges then lead to a magnetostatic field
Hm(r) =
∫
Σ′
σ(r′)(r − r′)/|r − r′|3ds′, the y component
of which is acting on the DW segments, along with an
applied field Ha = Hayˆ. In addition, the DW segments
interact with quenched disorder, described by a random
pressure field η(r) due to short range interactions with
random pinning centers. Thus, the total normal pressure
difference ∆p acting across the DW at point r reads
∆p(r) = γw/R(r) + 2Msµ0Ha + η(r) · nˆ+ (1)
+4µ0M
2
s
∫
Σ(r′)
(y − y′) cos θ′
[(x − x′)2 + (y − y′)2]3/2
ds′,
where R(r) is the local radius of curvature. To simu-
late such a system, we discretize the DW along the x
direction, by using the film thickness ∆z as the lattice
constant, and describe the DW by a single-valued func-
tion y = h(x, t), with x = i = 1, 2, . . . , L. The local DW
velocity is assumed to be proportional to the local pres-
sure acting on the DW, such that the equation of motion
for the DW line segment i along the y direction is given
2by
Γ
∂hi
∂t
=
1
cos θi
[
γw
∂2hi
∂x2
+ 2Msµ0Ha + η(i, hi) + (2)
+4µ0M
2
s∆
2
z
∑
j 6=i
hi − hj
[∆2z(i − j)
2 + (hi − hj)2]3/2
]
,
where we have approximated the curvature term by a
discretized Laplacian, θi is the angle between the normal
of the ith segment and the y direction, and Γ is a damp-
ing constant. The factor 1/ cos θi multiplying the right
hand side of Eq. (2) transforms normal motion into mo-
tion along the y direction. The quenched random force
has correlations 〈η(i, hi)η(j, hj)〉 = σ
2δ(i − j)δ(hi − hj).
We further write Eq. (2) in non-dimensional units, by
measuring lengths in units of ∆z and times in units of
Γ∆z/(µ0M
2
s ). The resulting dimensionless equation of
motion reads
∂hi
∂t
=
1
cos θi
[
λ
∂2hi
∂x2
+ Fext + η(i, hi) + (3)
+4
∑
j 6=i
hi − hj
[(i− j)2 + (hi − hj)2]3/2
]
,
where the dimensionless driving force is Fext = 2Ha/Ms
and λ ≡ lD/∆z is the ratio between the “domain forma-
tion” length [18] lD = γw/(µ0M
2
s ) and the film thickness.
In dimensionless units, the quenched random force has
correlations 〈η(i, hi)η(j, hj)〉 = σ
2δ(i− j)δ(hi−hj), with
σ = σ/(µ0M
2
s∆z). Periodic boundary conditions are im-
plemented by using the nearest image approximation to
compute the non-local dipolar forces.
To mimic the experiments of Ref. [10], we simu-
late the system by integrating Eq. (3) numerically, fix-
ing the external force Fext to a constant value below
the critical depinning force Fc, and monitor the dy-
namics of the DW. Whenever the average DW velocity
V (t) = 1/L
∑
i ∂hi/∂t falls below a low threshold value
Vth, a randomly selected DW segment is given a “kick”,
such that an additional local force acting on the DW seg-
ment is first increased linearly from zero until V > Vth,
and then decreased continuously back to zero. This can
then trigger an avalanche, which lasts until the average
velocity of the front again falls below Vth, and the pro-
cess is repeated. The area (measured in units of ∆2z) over
which the DW moves between two such triggering events
(which mimic the effect of thermal activation) is taken to
be the avalanche size s. Fig. 1 shows the spatial struc-
ture of the avalanches for different λ-values. For small
λ, the DW’s exhibits a clear zigzag morphology (with
avalanches tilted accordingly), and roughen due to disor-
der as λ is increased.
We further characterize the zigzag morphology by con-
sidering the distributions of the local slopes ∂h/∂x of
the DW, see Fig. 2. For finite λ, the distributions are
bimodal, reflecting the fact that the dipolar interactions
FIG. 1. (color online) The spatial structure of Barkhausen
avalanches for λ = 1 (top), λ = 2 (middle) and λ = 4 (bot-
tom). The domain wall is moving from top to bottom, and
the area swept over by each avalanche has been colored with
a random color. An example of the DW structure is given by
a black line in each case.
render the flat DW unstable. For the sake of comparison,
we show also the slope distribution for the Linear Inter-
face Model (LIM)/quenched Edwards-Wilkinson (qEW)
equation (i.e. Eq. (3) without the non-local term, corre-
sponding to the limit λ → ∞), displaying a single peak
at ∂h/∂x = 0. The inset of Fig. 2 shows the zigzag an-
gle 2φ, defined as 2φ = 2 tan−1(1/〈|∂h/∂x|〉). For small
λ ∼ 1/M2s , 2φ is linear in λ, similarly to experimental re-
sults [19], while for very large λ the DW becomes rough,
and the concept of the zigzag angle is ill-defined. An
approximate analytical estimate of the λ-dependence of
2φ can be obtained by requiring balance between forces
due to line tension and dipolar interactions. The for-
mer can be estimated as λ∂2h/∂x2 = λ2m/l, where
m = 〈|∂h/∂x|〉 is the magnitude of the zigzag slope, and
l is the length of the “transition region” at the tip of
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FIG. 2. (color online) Distributions of the local slopes dh/dx
(see text for definition) for various λ. The inset shows the
corresponding zigzag angle 2φ as a function of λ. The solid
line is a fit to of Eq. (5), corresponding to l = 3.9.
the zigzag where a constant curvature 2m/l is assumed.
These have to be balanced by forces due to dipolar inter-
actions, which we write in terms of the slope m as
4
∑
j 6=i
m|i− j|
|i− j|3(1 +m2)3/2
= 4
m
(1 +m2)3/2
2ζ(2), (4)
where ζ(2) = pi2/6. Thus, from the force balance condi-
tion, one obtains for the slope m =
√
(2pi2l/3λ)2/3 − 1,
corresponding to the zigzag angle
2φ = 2 tan−1(m−1) = 2 tan−1[(2pi2l/3λ)2/3 − 1]−1/2.
(5)
A good fit to the data with Eq. (5) can be obtained by
using l as a fitting parameter, resulting in l ≈ 3.9, see
the inset of Fig. 2.
For small λ, the statistical properties of the
Barkhausen avalanches are expected to reflect the domi-
nant nature of the dipolar interactions. Fig. 3 shows the
avalanche size distributions P (s) for λ = 1 and various
Fext < Fc. The distributions are found to obey
P (s) = s−τDIPFDIP
[
s
(Fc − Fext)−1/σDIP
]
, (6)
where FDIP (x) is a scaling function, τDIP ≃ 1.33 and
1/σDIP ≃ 3.5. The value of τDIP characterizes the
“zigzag” universality class dominated by dipolar interac-
tions, and is close to that found for certain other systems
with long-range anisotropic interaction kernels, such as
models of amorphous plasticity [20]. For larger λ, while
large enough avalanches are still dominated by the dipo-
lar interactions, small avalanches start to be governed by
the surface tension, and the power law part of Eq. (6) has
to be replaced by a crossover scaling form including two
different power laws with the corresponding τ -exponents,
P (s) = s−τLIM [1+(s/sχ)
(τDIP−τLIM)k]−1/kF(s/s0), (7)
where sχ is a crossover avalanche size separating the
two regimes, k controls the sharpness of the crossover
and s0 is the cut-off avalanche size. The short length
scale exponent is expected to be that of the LIM/qEW,
τLIM ≃ 1.11 [21] and 1/σLIM = 3.0 [3].
To estimate the crossover scale Lχ (and the corre-
sponding crossover avalanche size sχ) above which the
dipolar forces will dominate the line tension, we consider
the continuum version of Eq. (3) for small deformation
of the DW without disorder and external force,
∂h
∂t
= λ
∂2h
∂x2
+ 4
∫
h(x)− h(x′)
|x− x′|3
dx′, (8)
and examine the stability of a flat DW. By writing
the two interaction terms in Eq. (8) in terms of their
Fourier transforms, λ∂
2hi
∂x2 =
∫
dqhqe
i2piqx(−4pi2λq2) and
4
∫
dxh(x)−h(x
′)
|x−x′|3 = 4
∫
dqei2piqxhq
∫
dx′ 1−e
i2piq(x′−x)
|x−x′|3 , one
arrives at a stability condition for the mode q, −4pi2λq2+
I(q) < 0, where I(q) ≡ 4
∫
dr 1−e
i2piqr
|r|3 . We expand
I(q) for small q, such that I(q) ≃ 4
∫ 1/q
1
dr(qr)2/|r| =
−8pi2q2 log(q). Thus, the stability condition becomes
2 log(q) + λ > 0, which leads to a crossover length
Lχ = e
λ/2. (9)
The crossover avalanche size is expected to scale as
sχ ∼ L
1+ζχ
χ , where ζχ is the roughness exponent of the
avalanches at the crossover scale. Thus, also the crossover
avalanche size is an exponential in λ,
sχ = e
(1+ζχ)λ/2. (10)
Notice that this form is different from the one employed
in Ref. [10].
To test this argument, we simulate the model for var-
ious λ ≥ 1, and estimate sχ(λ) by fitting Eq. (7) to the
data. We found that F(x) = exp(−x), k = 10 (corre-
sponding to a sharp crossover), and τLIM = 1.11 and
τDIP = 1.33 produce a very good fit, see Fig. 4. Fig.
5 (a) shows the resulting sχ(λ)-data, which can be well
fitted by an exponential, thus confirming the functional
form in Eq. (10). Fig. 4 shows the avalanche size dis-
tributions for different λ, with s rescaled with the cor-
responding sχ(λ) and P (s) by the factors C(λ), chosen
to make the different distributions overlap. This pro-
cedure reveals a clear crossover scaling, with the expo-
nents τLIM ≃ 1.11 and τDIP ≃ 1.33 below and above
s/sχ = 1, respectively. Notice also that the crossover is
rather sharp, taking place within one order of magnitude
in s/sχ. This is in contrast to the results of Ref. [10],
where a large crossover region with a slowly changing ef-
fective exponent was found, by using an expression for
the crossover avalanche size which is different from the
one found here. The crossover can also be seen by fitting
a single power law with an exponential cutoff,
P (s) = s−τeff (λ) exp
(
−
s
s0(λ)
)
, (11)
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FIG. 3. (color online) The distribution of avalanche sizes s
with λ = 1, corresponding to the limit dominated by dipolar
interactions, for various Fext ≤ Fc. The inset shows a collapse
with exponents τDIP = 1.33 and 1/σDIP = 3.5.
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FIG. 4. (color online) The rescaled avalanche size distribu-
tions for various λ, with F slightly below Fc in each case,
showing the crossover between the two scaling exponents,
τLIM = 1.11 (dashed blue line) and τDIP = 1.33 (dash-dotted
red line). The solid lines are fits of Eq. (7 to the data. The
dependence of the crossover avalanche size sχ on λ resulting
from the fits is reported in Fig. 5 (a).)
to the data. The resulting effective exponent τeff as a
function of λ is shown in Fig. 5 (b), showing again a
crossover between the values of τLIM = 1.11 and τDIP =
1.33.
To summarize, we have presented a theoretical anal-
ysis and a numerical model of DW morphology and
avalanche dynamics in thin films with in-plane uniax-
ial anisotropy, giving rise to charged head-to-head (or
tail-to-tail) DW’s. As a result of the competition be-
tween DW surface tension and dipolar interactions, the
DW’s develop a zigzag structure. The avalanche dynam-
ics displays a sharp crossover between two universality
classes, characterized by the exponents τLIM ≃ 1.11 and
τDIP ≃ 1.33, for scales dominated by the line tension
2 3 4
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FIG. 5. (color online) (a) shows the exponential dependence
of the crossover avalanche size sχ on λ. The solid line corre-
sponds to an exponential fit sχ = Ae
Bλ, with A = 15.5 and
B = 1.577. (b) shows the effective exponent τeff as obtained
by fitting Eq. (11) to the data.
and dipolar interactions, respectively. These two scaling
regimes are separated by a crossover avalanche size sχ
which exhibits an exponential dependence on λ ∼ 1/M2s .
It is worth noticing that the dipolar interactions scale as
q2 log(q) in Fourier space. Hence, in the q → 0 limit,
the kernel is similar to a negative surface tension, and
it is therefore not possible to infer the dipolar univer-
sality class based on simple power counting (as claimed
e.g. in [10]). It would instead be necessary to perform
a functional renormalization group calculation along the
lines of Refs. [22–27], taking into account explicitly the
non-convex nature of the interaction kernel, leading to a
violation of the no-passing rule usually obeyed by depin-
ning interfaces [28].
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