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Resumen
En este art´ıculo se presenta la te´cnica para representar grafos simples y conexos
por medio de encustamientos circulares y se muestra su aplicacio´n en el ca´lculo de
representaciones ortogonales de grafos simples conexos esenciales en el estudio de
conjeturas de la teor´ıa del ana´lisis matricial y la teor´ıa de grafos.
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C-δ grafo, representacio´n ortogonal.
Clasificacio´n Matema´tica: 05C50,05C76 ,05C85 ,68R05 ,65F99,97K30.
1. Introduccio´n
En la teor´ıa de grafos se diferentes te´cnicas de tipo combinatorio para probar resulta-
dos. Algunas de ellas se basan en el coloramiento de los ve´rtices y el ca´lculo de para´metros
determinados por el mı´nimo obtenido en algu´n proceso combinatorio, de cubrimientos de
un grafo por medio de familias de otros grafos, por separacio´n en subfamilias de grafos
inducidos, etc.
Estas te´cnicas requieren de una gran cantidad de ca´lculo en virtud de que se debe
analizar exhaustivamente el grafo para lograr obtener el para´metro deseado. Si el grafo
tiene un nu´mero de vertices pequen˜o, el ca´lculo se podr´ıa realizar con mayor o menor difi-
cultad requirie´ndose en la mayor´ıa de los casos una gran cantidad de tiempo. Sin embargo,
cuando se trabaja con grafos con un nu´mero de ve´rtices muy grande o bien con familias
infinitas de grafos, estas te´cnicas representan un verdadero desaf´ıo para el investigador.
Un nu´mero muy elevado de ve´rtices implica necesariamente una gran cantidad de tiempo
de proceso y, dependiendo de lo complicado que sean los ca´lculos, obtener resultados sera´
una tarea dificil incluso usando ordenadores de alto desempeo y los mejores programas que
se tengan a mano. Ma´s au´n, dado que la representacio´n de un grafo no impone ninguna
restriccio´n en especial sobre la ubicacio´n de los ve´rtices ni de la longitud o forma de sus
aristas, la forma en que se represente el grafo puede complicar aun ma´s su estudio.
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2Por lo tanto, es necesario representar un grafo de forma tal que permita identificar
caracter´ısticas como por ejemplo conectividad, simetr´ıas, grafos inducidos, caminos maxi-
males etc.
En este art´ıculo se expone una manera de representar un grafo G llamada encrusta-
mientos circulares en el sentido horario. Esta te´cnica permite no solo visualizar el
grafo en una forma ordenada sino tambie´n permite obtener informacio´n de este, de sus
subgrafos inducidos y de su grafo complementario.
Adema´s se mostrara´ como esta te´cnica permite la demostracio´n de la conjetura delta
para algunas familias infinitas de grafos simples y conexos constituyendose as´ı en una
herramienta valiosa en el estudio de la teor´ıa de grafos.
2. Preliminares de la teor´ıa de grafos
En esta seccio´n daremos algunas definiciones y resultados de la teor´ıa de grafos las
cuales sera´n usadas en las secciones siguientes. Mayores detalles se pueden encontrar en
[8, 9, 14].
Un grafo G(V,E) es un par ordenado (V (G), E(G)), donde V (G) es el conjunto de
ve´rtces y E(G) es el conjunto de aristas junto con una funcio´n de incidencia ψ(G) que
asocia cada arista de G un par no ordenado de ve´rtices (no necesariamente distintos) de G.
El orden de G, denotado |G|, es el nu´mero de ve´rtices en G. Un grafo se dice ser simple
si no tiene bucles o mu´ltiples aristas entre dos ve´rtices dados. El complemento de un
grafo G(V,E) es el grafo G = (V,E), donde E consiste de todas las aristas que no esta´n
en E. Un subgrafo H = (V (H), E(H)) of G = (V,E) es un grafo con V (H) ⊆ V (G) y
E(H) ⊆ E(G). Un subgrafo inducido H de G, denotado G[V(H)], es un subgrafo con
V (H) ⊆ V (G) and E(H) = {{i, j} ∈ E(G) : i, j ∈ V (H)}. Algunas veces denotamos la
arista {i, j} como ij. Decimos que dos ve´rtices de un grafo G son adyacentes, denotado
vi ∼ vj , si existe una arista {vi, vj} en G. De otra forma decimos que dos ve´rtices vi and
vj son no adjacentes y denotamos esto por vi 6∼ vj . Sea N(v) el conjunto de ve´rtices que
son adyacentes al ve´rtice v y sea N [v] = {v} ∪N(v).
El grado de un ve´rtice v en G, denotado dG(v), es la cardinalidad de N(v). Si
dG(v) = 1 entonces v se llama ve´rtice colgante de G. Usamos δ(G) para denotar el
grado mı´nimo de los ve´rtices en G,mientras que ∆(G) denota´ el ma´ximo grado de los
ve´rtices en G.
Dos grafos G(V,E) and H(V ′, E′) son ide´nticos , y se denota , G = H, si V = V ′, E =
E′, y ψG = ψH . Dos grafos G(V,E) y H(V ′, E′) son isomorfos, y se denota por G ∼= H,
si existen biyeccio´nes θ : V → V ′ y φ : E → E′ tal que ψG(e) = {u, v} si y solo si
ψH(φ(e)) = {θ(u), θ(v)}. Un grafo completo es un grafo simple en el cual los ve´rtices
son dos a dos adyacentes. Usaremos nG para denotar n copias de un rafo G. Por ejemplo
, 3K1 denota tres ve´rtices aislados K1 mientras que 2K2 es el grafo dado por dos copias
disconexas de K2. Un camino es una lista de ve´rtices distintos en la cual los ve´rtices
sucesivos estan conectados por una arista. Un camino de n ve´rtices se denota Pn. Un grafo
G se dice ser conexo si hay un camino entre cualesquiera dos ve´rtices de G. Un ciclo
de n ve´rtices, denotado Cn, es un camino donde el punto inicial y final son el mismo. Un
a´rbol es un grafo conectado sin ciclos. Un grafo G(V,E) se llama cordal si no tiene ciclos
inducidos Cn con n ≥ 4. Una componente de un grafo G(V,E) es un subgrafo maximal
3conexo. Un ve´rtice de corte es un ve´rtice cuya eliminacio´n incrementa el nu´mero de
componentes. la unio´n G ∪ G2 de dos grafos G1(V1, E1) y G2(V2, G2) es la unio´nde sus
conjuntos de ve´rtices y aristas, esto es G∪G2(V1∪V2, E1∪E2. Donde V1 y V2 son conjuntos
disjuntos la unio´n se llama unio´n disjunta y se denota G1 unionsqG2.
3. El Rango Mı´nimo Semidefinido de un Grafo
En esta seccio´n establecemos algunos de los resultados conocidos para e; rango minimo
semidefinido (msr)de un grafo G que sera´ usado en las secciones siguientes.
Una matriz positiva A es una matriz Hermitiana n× n tal que x?Ax > 0 para todo
vector x ∈ Cn no nulo. Equivalentemente, A es una matriz Hermitiana definida positiva
n× n si y solo si todos los eigenvalores de A son positivos ([20], p.250).
Una matriz Hermitiana n × n tal que x?Ax ≥ 0 para todo x ∈ Cn se llama semi-
definida positiva (psd). Equivalentemente, A es una matriz Hermitiana Semidefinida
Positiva n× n si y solo si A has all eigenvalores no negativos ([20], p.182).
Si
−→
V = {−→v1 ,−→v2 , . . . ,−→vn} ⊂ Rm es un conjunto de vectores columna entonces la matriz
ATA, where A =
[ −→v1 −→v2 . . . −→vn ] y AT representa la matriz transpuesta de A, es
una matriz psd llamada la matriz de Gram of
−→
V . Sea G(V,E) un grafo asociado con
una matriz de Gram. Entonces VG = {v1, . . . , vn} corresponde a un conjunto de vectores
en
−→
V and E(G) corresponde a los productos internos no nulos entre los vectores en
−→
V .
En este caso
−→
V es llamada una representacio´n ortogonal de G(V,E) in Rm. Si tal
representacio´n ortogonal existe para G entonces msr(G) ≤ m. Se dice que dos vectores−→vi ,−→vj de una representacio´n ortogonal de un grafo simple conexo satisfacen una relacio´n
de ortogonalidad si −→vi · −→vj = 0. En caso contrario se dice que satisfacen una relacio´n
de adyacencia.
Algunos de los resultados ma´s comunes acerca del rango mı´nimo semidefinido de un
grafo son los siguientes:
Resultado. 1. [19] Si T es un a´rbol entonces msr(T ) = |T | − 1.
Resultado. 2. [11] El Ciclo Cn tiene rango mı´nimo semidefinido n− 2.
Resultado. 3. [11] Si un grafo conexo G tiene un vertice colgante v, entonces msr(G) =
msr(G− v) + 1 donde G− v es el subgrafo inducido de G al eliminar v.
Resultado. 4. [18] Si G es un grafo cordal y conexo entonces msr(G) = cc(G).
Resultado. 5. [10] Si un grafo G(V,E) tiene un ve´rtice de corte tal que , G = G1 · G2,
entonces msr(G) = msr(G1) + msr(G2).
Las dos definiciones siguientes nos dan dos familias de grafos que son importantes
en el estudio del rango mı´nino semidefinido de un grafo simple conexo. La primera es la
definicio´n de un δ-grafo.
Definicio´n 1. Suponga que G = (V,E) con |G| = n ≥ 4 es simple y conexo tal que
G = (V,E) es tambie´n simple y conexo. Decimos que G es un δ-grafo si se puede etiquetar
los ve´rtices de G de forma tal que:
4(1) el grafo inducido de los ve´rtices v1, v2, v3 en G es o bien 3K1 o K2 unionsqK1, y
(2) para m ≥ 4, el ve´rtice vm es adjacente a todos los ve´rtices previos v1, v2, . . . , vm−1
excepto a lo sumo
⌊m
2
− 1
⌋
ve´rtices.
La segunda se refiere a una familia de grafos que contiene al complemento de un δ-grafo.
Definicio´n 2. Suponga que un grafo G(V,E) con |G| = n ≥ 4 es simple y conexo tal que
G = (V,E) es tambie´n simple y conexo. Decimos que G(V,E) is a C-δ-grafo si G es un
δ-grafo. en otras palabras, G es un C-δ graph si podemos etiquetar los ve´rtices de G de
forma tal que
(1) el grafo inducido de los ve´rtices v1, v2, v3 in G es o bien K3 o P3, y
(2) para m ≥ 4, el ve´rtice vm es adyacente a a lo sumo
⌊m
2
− 1
⌋
de los ve´rtices previos.
Ejemplo. 1. El ciclo Cn, n ≥ 6 es un C-δ grafo y su complemento es un δ-grafo.
Figura 1: The Graphs C6 and the 3-Prism
Note que podemos etiquetar los ve´rtices de C6 en sentido horario v1, v2, v3, v4, v5, v6. El
grafo inducido por v1, v2, v3 es P3. El ve´rtice v4 es adyacente al ve´rtice previo que es v3.
Also, ve´rtice v5 es adyacente a v4 y el ve´rtice v6 es adyacente a dos de los ve´rtices previos
v1 y v5. As´ı, C6 es un C-δ-graph. El 3-prisma, el cual es isomorfo a el complemento de
C6, es un δ-grafo.
En [15] se probo´ el siguiente resultado
Teorema 1. Sea G(V,E) un δ-grafo entonces
msr(G) ≤ ∆(G) + 1 = |G| − δ(G)
La conjetura delta postulada en 2006 en el AIM workshop de 2006 in Palo Alto,
California, indica que para todo grafo G simple y conexo se tiene que msr(G) ≤ |G|−δ(G).
Detalles de esta conjetura se puede encontrar en [13]. Dado que el msr(G) es la mı´nima
dimensio´n en la que se puede encontrar una reprentacio´n ortogonal para el grafo G, el
teorema anterior claramente establece la validez de esta conjetura para todo δ-grafo.
54. Encrustamientos circulares de grafos
Como se indico´ anteriormente, la representacio´n de un grafo simple conexo no depende
de la posicio´n en que se ubiquen los ve´rtices ni de la longitud o forma de las aristas que
unen estos ve´rtices En esta seccio´n mostramos como representar un grafo por medio de
un encrustamiento de este en un c´ırculo dado.
Definicio´n 3. Sea G(V1, E1) un grafo simple conexo. Sea V = {v1, v2, . . . , vn} el conjunto
de ve´rtices de G. La representacio´n circular en sentido horario del grafo G es la
representacio´n gra´fica que se obtiene cuando sus ve´rtices v1, v2, . . . , vn , se colocan sobre
un c´ırculo de forma tal que dos ve´rtices consecutivos subtiendan un arco de 2pin y se colocan
en sentido horario en orden creciente de ı´ndices.
Ejemplo. 2. La escalera de Mo¨bius de orden 2n, ML2n tiene tradicionalmente la siguien-
te representacio´n la cual es ba´sicamente una escalera incrustada en una cinta de mo¨bius.
Figura 2: Escalera de Mo¨bius de orden 2n
Aplicando la definicio´n de la representacio´n circular en sentido horario obtenemos la
siguiente representacio´n para ML2n
Figura 3: Escalera de Mo¨bius de orden 2n
Las representaciones circulares en sentido horario son especialmente u´tiles cuando re-
presentamos operaciones con grafos. Un ejemplo de esto es el caso de la operacio´n llamada
producto cartesiano que se define de la siguiente manera:
6Definicio´n 4. El Producto Cartesiano G2H de dos grafos simples y conexos G(V1, E1)
y H(V2, E2) es el grafo cuyo conjunto de ve´rtices es V1 × V2 y el conjunto de aristas se
define como sigue:
(u, v) ∼ (u′, v′)⇔
{
(u = u′) ∧ (vv′ ∈ E(H))
(v = v′) ∧ (uu′ ∈ E(G)) (1)
Como caso particular consideremos el producto cartesiano de un grafo completo K3 y
un camino P4. Usando una forma tradicional para representar este grafo y con un poco de
trabajo podr´ıamos, despue´s de cierto trabajo obtener una representacio´n como la siguiente
en donde se aprecia que e´sta operacio´n produce cuatro copias de K3 y tres copias de P4.
Cada una de las cuatro copias de K3 tiene un ve´rtice en cada una de las copias de P4.
Figura 4: Producto Cartesiano K3P4
Aplicando la definicio´n de la representacio´n circular horaria a K32P4 se obtiene el siguiente
grafo equivalente al grafo de la figura 4.
Figura 5: Representacio´n circular del Producto Cartesiano K3P4
Mas au´n, las representaciones circulares horarias de grafos son extremadamente u´tiles para
determinar el grafo complementario G de un grafo G ya que la posicion de los ve´rtices en
el c´ırculo es la misma para ambos grafos y el trazo del grafo complementario se obtiene
fa´cilmente de observar las aristas faltantes del grafo completo Kn del cual G es un subgrafo
inducido. Por ejemplo, tomando de nuevo la representacio´n del producto cartesianoK32P4
de la figura 4, si colocamos los ve´rtices de K32P4 en la misma posicio´n y dibujamos el
grafo complementario K32P4 se obtiene una representacio´n como la siguiente:
7Figura 6: Grafo Complementario del Producto Cartesiano K3P4
Sin embargo, si representamos el grafo K3P4 usando la representacio´n circular en sentido
horario se obtiene
Figura 7: Grafo Complementario del Producto Cartesiano K3P4
Claramente, es una forma ma´s sencilla de representar K3P4 desde la cual se pueden
observar las relaciones de adyacencia entre los ve´rtices.
5. Representacio´nes circulares y rango mı´nimo semidefinido
Las representaciones circulares de grafos simples conexos son utiles en el ana´lisis ma-
tricial y la teor´ıa de grafos pues nos pernite calcular de manera relativamente sencilla una
representacio´n ortogonal de cualquier grafo simple conexo. La complejidad de los ca´lculos
depende de lo complejo que sea el grafo simple conexo. Consideremos por ejemplo el gra-
fo K3P4 y su grafo complementario. Despue´s de realizar el encrustamiento circular de
ambos grafos las representaciones de estos esta´ dada en la siguiente figura.
8Figura 8: Grafo K3P4 su complemento K3P4
De [15] se sabe que ∆(KnP4) = n+1 y adema´s es un δ- grafo, por lo tanto, en virtud del
teorema 1 se tiene que msr(K3P4) ≤ 5. En consecuencia debe ser posible encontrar una
representacio´n ortogonal de vectores linealmente independientes para el grafo K3P4.
La te´cnica descrita en la demostracio´n de 1 en [15] para calcular la representacio´n
ortogonal de un δ- grafo consiste en calcular las representaciones ortogonales de cada uno
de los grafos inducidos de una secuencia Y1 ⊆ Y2 ⊆ · · · ⊆ Yn = k3P4 de K3P4 que
se obtienen al ir agregando un ve´rtice a la vez y calcularle su respectiva representacio´n
vectorial de forma tal que se satisfagan las condiciones de adyacencia y ortogonalidad del
subgrafo inducido.
Sean e1, e2, . . . , e5 son los vectores cano´nicos de R5. El primer paso consiste en enu-
merar los ve´rtices de de K3P4 en la forma v1 = (1, 1), v2 = (1, 2), . . . , v12 = (3, 4)
siguiendo el sentido horario. Con esto se genera una secuencia de subgrafos inducidos
Y1(v1), Y2(v1, v2), . . . , Yn(v1, v2, vn) = K3P4. Luego aplicando condiciones de adyacencia
y ortogonalidad definidas por el grafo, esto es vi ·vj = 0 si i 6= j y vi ·vj 6= 0 se obtiene una
secuencia de sistemas de ecuaciones lineales no homoge´neos Aivi = di, i = 1, 2, . . . , n donde
algunas de las entradas del vector di, i = 1, . . . , n son no nulas. Como no importa cual es
el valor no nulo de las entradas n o nulas de di, estas se podr´ıan considerar como variables
auxiliares que permite transformar el sistema no homoge´neo en un Aivi = di, i = 1, 2, . . . , n
en un sistema homoge´neo Aw = 0, w ∈ R5+p donde p es el nu´mero de entradas no nulas del
vector di del sistema Aivi = di, i = 1, 2, . . . , n. Esto da un margen de libertad mayor para
escoger las soluciones de las entradas del vector vi y permite encontrar una representacio´n
ortogonal de Yi, i = 1, 2, . . . , n de vectores linealmente independientes.
Si suponemos que −→v i = ki,1−→e 1 + ki,2−→e 2 + ki,3−→e 3 + ki,4−→e 4 + ki,5−→e 5 es la representa-
cio´n vectorial del vector −→v i, i = 1, 2, . . . , 12 de la representaco´n ortogonal de K3P4 que
buscamos entonces el ca´lculo de la representacio´n ortogonal de k3P4 usando la te´cnica
descrita en [15] es el siguiente:
Ve´rtice v1 = (1, 1).
Sea −→v 1 = k1,1−→e 1 + k1,2−→e 2 + k1,3−→e 3 + k1,4−→e 4 + k1,5−→e 5. Podemos comenzar con
cualquier vector no nulo. Tome −→v 1 = −→e 1.
Ve´rtice v2 = (1, 2).
sea −→v 2 = k2,1−→e 1 + k2,2−→e 2 + k2,3−→e 3 + k2,4−→e 4 + k2,5−→e 5. Como v2 no es adyacente
9a v1 in K3P4, se obtiene una sola ecuacio´n k2,1 = 0. todas las otras entradas son
variables libres. Entonces we choose
−→v 2 = −→e 2.
Claramente 〈v1, v2〉 = 0 y se satisfacen las condiciones de adyacencia y ortogonalidad
en el subgrafo inducido Y2(V1, v2)..
Ve´rtice v3 = (1, 3).
Sea −→v 3 = k3,1−→e 1 + k3,2−→e 2 + k3,3−→e 3 + k3,4−→e 4 + k3,5−→e 5.
Como v3 no es adyacente a v2 en K3P4 pero es adyacente v1 obtenemos las ecua-
ciones k3,1 = g3,1, g3,1 6= 0 y k3,2 = 0. Las dema´s entradas son variables libres . as´ı
se obtiene la siguiente matriz:
A =
(
1 0 0 0 0 −1
0 1 0 0 0 0
)
Entonces, podemos escoger g3,1 = 1. Luego k3,1 = 1 y k3,2 = 0. las otras dos entradas
s on variables libre. Como el vector v3 debe ser dos a dos linealmente independiente
con v1 yand v2 necesitamos escoger otra nueva variable libre no nula. Sea k3,3 = 1
entonces −→v 3 = −→e 1 +−→e 3.
As´ı, 〈−→v 1,−→v 3〉 = 1 and 〈−→v 2,−→v 3〉 = 0 y se satisfacen las condiciones de adyacencia y
ortogonalidad en el subgrafo inducido Y3(V1, v2, v3).
Ve´rtice v4 = (1, 4).
Sea −→v 4 = k4,1−→e 1+k4,2−→e 2+k4,3−→e 3+k4,4−→e 4+k4,5−→e 5. Como v4 no es adyacente a v3
en K3P4 pero es adyacente a v1 and v2 obtenemos las ecuaciones k4,1 = g4,1, k4,2 =
g4,2, g4,1 6= 0, g4,2 6= 0 y k4,3 = 0. De esta forma obtenemos la matriz: 1 0 0 0 0 −1 00 1 0 0 0 0 −1
1 0 1 0 0 0 0
 ∼
 1 0 0 0 0 −1 00 1 0 0 0 0 −1
0 0 1 0 0 1 0

De este ca´lculo se puede escoger g4,1 = g4,2 = 1 yk4,3 = −1. entonces k4,1 = 1, k4,2 =
1, y k4,3 = −1. Pero en tal caso se hace imposible satisfacer la condicio´n de ortogona-
lidad 〈v3, v4〉 = 0. Como los sistemas para v1 and v3 tienen variables libres podemos
usar una te´cnica de rastreo, redefinir el vector −→v 1 as −→v 1 = −→e 1 + −→e 4 y obtener la
matriz :  1 0 0 1 0 −1 00 1 0 0 0 0 −1
1 0 1 0 0 0 0
 ∼
 1 0 0 1 0 −1 00 1 0 0 0 0 −1
0 0 1 −1 0 1 0

As´ı, podemos resolver todas las condiciones de ortogonalidad y adjacencia para ob-
tener, k4,1 = −k4,4 + g4,1, k4,2 = g4,2, k4,3 = k4,4 − g4,1. Escogiendo g4,1 = 2, g4,2 = 1,
y k4,4 = 1 obtenemos k4,1 = 1, k4,2 = 1, y k4,3 = −1.As´ı
−→v 4 = −→e 1 +−→e 2 −−→e 3 +−→e 4.
Entonces 〈v1, v4〉 = 2, 〈v2, v4〉 = 1, 〈v3, v4〉 = 0. En consecuencia, todas las condicio-
nes de adyacencia y ortogonalidad se satisfacen.
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Ve´rtice v5 = (2, 1).
Let −→v 5 = k5,1−→e 1 + k5,2−→e 2 + k5,3−→e 3 + k5,4−→e 4 + k5,5−→e 5.
El ve´rtice v5 es adyacente a v2, v3, y a v4 enK3P4 pero no es adyacente a v1. De estas
condiciones se obtienen las ecuaciones k5,1+k5,4 = 0, k5,2−g5,2 = 0, k5,1+k5,3−g5,3 =
0, and k5,1 + k5,2 − k5,3 + k5,4 − g5,4 = 0. Asi obtenemos la matriz:

1 0 0 1 0 0 0 0
0 1 0 0 0 −1 0 0
1 0 1 0 0 0 −1 0
1 1 −1 1 0 0 0 −1
 ∼

1 0 0 0 0 1 −1 −1
0 1 0 0 0 −1 0 0
0 0 1 0 0 −1 0 1
0 0 0 1 0 −1 1 1
 .
Entonces, escogiendo g5,4 = 1, g5,3 = −1 and g5,2 = 2 obtenemos k5,4 = 2, k5,3 =
1, k5,2 = 2, and k5,1 = −2. En consecuencia,
−→v 5 = −2−→e 1 + 2−→e 2 +−→e 3 + 2−→e 4.
Luego 〈−→v 5,−→v 1〉 = 0, 〈−→v 5,−→v 2〉 = 2, 〈−→v 5,−→v 3〉 = −1, 〈−→v 5,−→v 4〉 = 1 y las condicines
de adyacencia y ortogonalidad se satisfacen.
Ve´rtice v6 = (2, 2).
Sea −→v 6 = k6,1−→e 1 + k6,2−→e 2 + k6,3−→e 3 + k6,4−→e 4 + k6,5−→e 5. El ve´rtice v6 es adyacente
con v1, v3, y v4 in K3P4 pero no es adyacente con v2 and v5. Deestas condiciones
obten3emos las ecuaciones k6,1 + k6,4− g6,1 = 0, k6,2 = 0, k6,1 + k6,3− g6,3 = 0, k6,1 +
k6,2 − k6,3 + k6,4 − g6,4 = 0, and −2k6,1 + 2k6,2 + k6,3 + 2k6,4 = 0. La matriz de este
sistema es:
1 0 0 1 0 −1 0 0
0 1 0 0 0 0 0 0
1 0 1 0 0 0 −1 0
1 1 −1 1 0 0 0 −1
−2 2 1 2 0 0 0 0
 ∼

1 0 0 0 0 0 −37 −27
0 1 0 0 0 0 0 0
0 0 1 0 0 0 −47 27
0 0 0 1 0 0 −17 −37
0 0 0 0 0 1 −47 −57

As´ı, si g6,3 = g6,4 = 7 we get g6,1 = 9 todas las condicioens de adyacencia y orto-
gonalidad se satisfacen. Tambie´n , k6,4 = 4, k6,3 = 2, k6,2 = 0, and k6,1 = 5. De esta
forma , −→v 6 = 5−→e 1 + 2−→e 3 + 4−→e 4.
Luego, 〈v6, v1〉 = 9, 〈v6, v2〉 = 0, 〈v6, v3〉 = 7, 〈v6, v4〉 = 7, 〈v6, v5〉 = 0.
Ve´rtice v7 = (2, 3).
Sea −→v 7 = k7,1−→e 1 + k7,2−→e 2 + k7,3−→e 3 + k7,4−→e 4 + k7,5−→e 5.
El ve´rtice v7 es adyacente con v1, v2, v4, y v5 en K3P4 pero no es adyacente a v3 y
v6. De estas condiciones obtenemos las ecuaciones the equations: k7,1 + k7,4 − g7,1 =
0, k7,2 − g7,2 = 0, k71 + k7,3 = 0, k7,1 + k7,2 − k7,3 + k7,4 − g7,4 = 0,−2k7,1 + 2k7,2 +
k7,3 + 2k7,4 − g7,5 = 0, y 5k7,1 + 2k7,3 + 4k7,4 = 0. As´ı obtenemos la matriz:
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
1 0 0 1 0 −1 0 0 0
0 1 0 0 0 0 −1 0 0
1 0 1 0 0 0 0 0 0
1 1 −1 1 0 0 0 −1 0
−2 2 1 2 0 0 0 0 −1
5 0 2 4 0 0 0 0 0
 ∼

1 0 0 0 0 0 0 −27 17
0 1 0 0 0 0 0 − 914 − 528
0 0 1 0 0 0 0 27 −17
0 0 0 1 0 0 0 314 − 328
0 0 0 0 0 1 0 − 114 128
0 0 0 0 0 0 1 − 914 − 528

Entonces, si g7,4 = 14, g7,5 = −28 luego g7,2 = 4, g7,1 = 2 y todas las condiciones de
adyacencia y ortogonalidad se satisfacen. Tambie´n k7,4 = −6, k7,3 = −8, k7,2 = 4, y
k7,1 = 8. As´ı, −→v 7 = 8−→e 1 + 4−→e 2 − 8−→e 3 − 6−→e 4.
Entonces, 〈−→v 7,−→v 1〉 = 2, 〈−→v 7,−→v 2〉 = 4, 〈−→v 7,−→v 3〉 = 0, 〈−→v 7,−→v 4〉 = 14, 〈−→v 7,−→v 5〉 =
−28, 〈−→v 7,−→v 6〉 = 0.
Ve´rtice v8 = (2, 4).
Sea −→v 8 = k8,1−→e 1 + k8,2−→e 2 + k8,3−→e 3 + k8,4−→e 4 + k8,5−→e 5.
El ve´rtice v8 es adyacente con v1, v2, v3, v5, y v6 en K3P4 pero no es adyacente con
v4 y v7. Aplicando estas condiciones se obtienen las ecuaciones : k8,1 + k8,4 − g1 =
0, k8,2 − g8,2 = 0, k8,1 + k8,3 − g8,3 = 0, k8,1 + k8,2 − k8,3 + k8,4 = 0,−2k8,1 + 2k8,2 +
k8,3+2k8,4−g8,5 = 0, 5k8,1+2k8,3+4k2,4−g8,6 = 0, y 8k8,1+4k8,2−8k8,3−6k8,4 = 0.
La matriz de este sistema es:
1 0 0 1 0 −1 0 0 0 0
0 1 0 0 0 0 −1 0 0 0
1 0 1 0 0 0 0 −1 0 0
1 1 −1 1 0 0 0 0 0 0
−2 2 1 2 0 0 0 0 −1 0
5 0 2 4 0 0 0 0 0 −1
8 4 −8 −6 0 0 0 0 0 0

∼

1 0 0 0 0 0 0 0 2107 − 15107
0 1 0 0 0 0 0 0 − 49107 − 7107
0 0 1 0 0 0 0 0 − 33107 − 20107
0 0 0 1 0 0 0 0 14107
2
107
0 0 0 0 0 1 0 0 16107 − 13107
0 0 0 0 0 0 1 0 − 49107 − 7107
0 0 0 0 0 0 0 1 − 31107 − 35107

As´ı, si g8,5 = g8,6 = 107 entonces g8,3 = 70, g8,2 = 56, g8,1 = 3 y se satisfacen las
condiciones de adyacencia y ortogonalidad. Tambie´n k8,4 = −16, k8,3 = 53, k8,2 = 56,
and k8,1 = 13. Luego,
−→v 8 = 13−→e 1 + 56−→e 2 + 53−→e 3 − 16−→e 4.
En consecuencia, 〈v8, v1〉 = −3, 〈v8, v2〉 = 56, 〈v8, v3〉 = 66, 〈v8, v4〉 = 0, 〈v8, v5〉 =
107, 〈v8, v6〉 = 107, 〈v8, v7〉 = 0.
Ve´rtice v9 = (3, 1).
Let −→v 9 = k9,1−→e 1 + k9,2−→e 2 + k9,3−→e 3 + k9,4−→e 4 + k9,5−→e 5.
El ve´rtice v9 es adyacente con v2, v3, v4, v6, v7 y v8 en K3P4 pero no es adyacente
con v1 y v5. aplicando estas condiciones obtenemos las ecuaciones: k9,1 + k9,4 =
0, k9,2−g2 = 0, k9,1+k9,3−g9,3 = 0, k9,1+k9,2−k9,3+k9,4−g9,4 = 0,−2k9,1+2k9,2+
k9,3 + 2k9,4 = 0, 5k9,1 + 2k9,3 + 4k9,4− g9,6 = 0, 8k9,1 + 4k9,2− 8k9,3− 6k9,4− g9,7 = 0
y 13k9,1 + 56k9,2 + 53k9,3 − 16k9,4 − g9,8 = 0. La matriz de este sistema es:

1 0 0 1 0 0 0 0 0 0 0
0 1 0 0 0 −1 0 0 0 0 0
1 0 1 0 0 0 −1 0 0 0 0
1 1 −1 1 0 0 0 −1 0 0 0
−2 2 1 2 0 0 0 0 0 0 0
5 0 2 4 0 0 0 0 −1 0 0
8 4 −8 −6 0 0 0 0 0 −1 0
13 56 53 −16 0 0 0 0 0 0 −1

∼

1 0 0 0 0 0 0 0 0 − 5
392
− 1
196
0 1 0 0 0 0 0 0 0 − 241
3920
− 9
1960
0 0 1 0 0 0 0 0 0 141
1960
− 11
980
0 0 0 1 0 0 0 0 0 5
392
1
196
0 0 0 0 0 1 0 0 0 − 241
3920
− 9
1960
0 0 0 0 0 0 1 0 0 29
490
− 4
245
0 0 0 0 0 0 0 1 0 − 523
3920
13
1960
0 0 0 0 0 0 0 0 1 257
1960
− 27
980

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Entonces, si g9,8 = 1960, g9,7 = 3920 then g9,6 = −460, g9,4 = 510, g9,3 = −200, g9,2 =
250 y todas las condicines de adyacencia y ortogonalidad se satisfacen. Tambie´n
k9,4 = −60, k9,3 = −260, k9,2 = 250, y k9,1 = 60. en consecuencia
−→v 9 = 60−→e 1 + 250−→e 2 − 260−→e 3 − 60−→e 4.
Entonces, 〈−→v 9,−→v 1〉 = 0, 〈−→v 9,−→v 2〉 = 250, 〈−→v 9,−→v 3〉 = −200, 〈−→v 9,−→v 4〉 = 510, 〈−→v 9,−→v 5〉 =
0, 〈−→v 9,−→v 6〉 = −460, 〈−→v 9,−→v 7〉 = 1960, 〈−→v 9,−→v 8〉 = 137300.
Ve´rtice v10 = (3, 2).
Let −→v 10 = k10,1−→e 1 + k10,2−→e 2 + k10,3−→e 3 + k10,4−→e 4 + k10,5−→e 5.
El ve´rtice v10 es adyacente con v1, v3, v4, v5, v7, y v8 en K3P4 pero no es adyacente
con v2, v6 ni con v9. De estas condiciones obtenemos: k10,1 + k10,4− g10,1 = 0, k10,2 =
0, k10,1+k10,3−g10,3 = 0, k10,1+k10,2−k10,3+k10,4−g10,4 = 0,−2k10,1+2k10,2+k10,3+
2k10,4− g10,5 = 0, 5k10,1 + 2k10,3 + 4k10,4 = 0, 8k10,1 + 4k10,2−8k10,3−6k10,4− g10,7 =
0, 13k10,1 + 56k10,2 + 53k10,3 − 16k10,4 − g10,8 = 0, y 60k10,1 + 250k10,2 − 260k10,3 −
60k10,4 = 0. La matriz del sistema es :
13

1 0 0 1 0 −1 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0
1 0 1 0 0 0 −1 0 0 0 0
1 1 −1 1 0 0 0 −1 0 0 0
−2 2 1 1 0 0 0 0 −1 0 0
5 0 2 4 0 0 0 0 0 0 0
8 4 −8 −6 0 0 0 0 0 −1 0
13 56 53 −16 0 0 0 0 0 0 −1
60 250 −260 −60 0 0 0 0 0 0 0

∼

1 0 0 0 0 0 0 0 0 0 − 46
3165
0 1 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 − 9
1055
0 0 0 1 0 0 0 0 0 0 71
3165
0 0 0 0 0 1 0 0 0 0 5
633
0 0 0 0 0 0 1 0 0 0 − 73
3165
0 0 0 0 0 0 0 1 0 0 52
3165
0 0 0 0 0 0 0 0 1 0 136
3165
0 0 0 0 0 0 0 0 0 1 − 578
3165

Luego, si g10,8 = 3165, g10,7 = 578 then g10,5 = −136, g10,4 = −52, g10,3 = 73, g10,1 =
−5 todas las condicines de adyacencia y ortogonalidad se satisfacen. Tambie´n k10,4 =
−71, k10,3 = 27, k10,2 = 0, and k10,1 = 46. Entonces ,
−→v 10 = 46−→e 1 + 27−→e 3 − 71−→e 4.
Luego ,〈−→v 10,−→v 1〉 = −25, 〈−→v 10,−→v 2〉 = 0, 〈−→v 10,−→v 3〉 = 73, 〈−→v 10,−→v 4〉 = −52, 〈−→v 10,−→v 5〉 =
−207, 〈−→v 10,−→v 6〉 = 0, 〈−→v 10,−→v 7〉 = 578, 〈−→v 10,−→v 8〉 = 3165, 〈−→v 10,−→v 9〉 = 0.
Ve´rtice v11 = (3, 3).
Sea −→v 11 = k11,1−→e 1 + k11,2−→e 2 + k11,3−→e 3 + k11,4−→e 4 + k11,5−→e 5.
El ve´rtice v11 es adyacente con v1, v2, v4, v5, v6, v8 y v9 enK3P4 pero no es adyacente
con v3, v7 y v10. De aqui se o btienen las ecuaciones : k11,1 + k11,4− g11,1 = 0, k11,2−
g11,2 = 0, k11,1+k11,3 = 0, k11,1+k11,2−k11,3+k11,4−g11,4 = 0,−2k11,1+2k11,2+k11,3+
2k11,4− g11,5 = 0, 5k11,1 + 2k11,3 + 4k11,4− g11,6 = 0, 8k11,1 + 4k11,2−8k11,3−6k11,4 =
0, 13k11,1 + 56k11,2 + 53k11,3 − 16k11,4 − g11,8 = 0, 60k11,1 + 250k11,2 − 260k11,3 −
60k11,4 − g11,9 = 0, y 46k11,1 + 27k11,3 − 71k11,4 = 0. La matriz del sistema es:

1 0 0 1 0 −1 0 0 0 0 0 0
0 1 0 0 0 0 −1 0 0 0 0 0
1 0 1 0 0 0 0 0 0 0 0 0
1 1 −1 1 0 0 0 −1 0 0 0 0
−2 2 1 2 0 0 0 0 −1 0 0 0
5 0 2 4 0 0 0 0 0 −1 0 0
8 4 −8 −6 0 0 0 0 0 0 0 0
13 56 53 −16 0 0 0 0 0 0 −1 0
60 250 −260 −60 0 0 0 0 0 0 0 −1
46 0 27 −71 0 0 0 0 0 0 0 0

∼

1 0 0 0 0 0 0 0 0 0 0 71
42295
0 1 0 0 0 0 0 0 0 0 0 − 511
84590
0 0 1 0 0 0 0 0 0 0 0 − 71
42295
0 0 0 1 0 0 0 0 0 0 0 19
42295
0 0 0 0 0 1 0 0 0 0 0 18
8459
0 0 0 0 0 0 1 0 0 0 0 − 511
84590
0 0 0 0 0 0 0 1 0 0 0 − 189
84590
0 0 0 0 0 0 0 0 1 0 0 − 686
42295
0 0 0 0 0 0 0 0 0 1 0 289
42295
0 0 0 0 0 0 0 0 0 0 1 − 17452
42295

Asi, si g11,9 = 84590 then g11,8 = 34904, g11,6, g11,5 = 1372, g11,4 = 189, g11,2 =
511, g11,1 = −180 aTodas las condiciones de adyacencia y ortogonalidad se satisfacen.
Tambie´n k11,4 = −38, k11,3 = 142, k11,2 = 511, and k11,1 = −142. As´ı,
−→v 11 = −142−→e 1 + 511−→e 2 + 142−→e 3 − 38−→e 4.
Luego, 〈−→v 11,−→v 1〉 = −180, 〈−→v 11,−→v 2〉 = 511, 〈−→v 11,−→v 3〉 = 0, 〈−→v 11,−→v 4〉 = 189,
〈−→v 11,−→v 5〉 = 1372, 〈−→v 11,−→v 6〉 = −578, 〈−→v 11,−→v 7〉 = 0, 〈−→v 11,−→v 8〉 = 34904, 〈−→v 11,−→v 9〉 =
84590, 〈−→v 11, and −→v 10〉 = 0.
Ve´rtice v12 = (3, 4).
Sea −→v 12 = k12,1−→e 1 + k12,2−→e 2 + k12,3−→e 3 + k12,4−→e 4 + k12,5−→e 5.
El ve´rtice v12 es adyacente con v1, v2, v3, v5, v6, v7, v9, y v10 en K3P4 pero no es
adyacente con v4, v8 and v11.
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de estas condiciones se obtienen las ecuaciones k12,1 +k12,4−g12,1 = 0, k12,2−g12,2 =
0, k12,1+k12,3−g12,3 = 0, k12,1+k12,2−k12,3+k12,4 = 0,−2k12,1+2k12,2+k12,3+2k12,4−
g12,5 = 0, 5k12,1 + 2k12,3 + 4k12,4− g12,6 = 0, 8k12,1 + 4k12,2− 8k12,3− 6k12,4− g12,7 =
0, 13k12,1+56k12,2+53k12,3−16k11,4 = 0, 60k12,1+250k12,2−260k11,3−60k12,4−g12,9 =
0, 46k12,1+27k12,3−71k12,4−g12,10 = 0, and −142k12,1+511k12,2+142k12,3−38k12,4 =
0. La La matriz del sistema es:

1 0 0 1 0 −1 0 0 0 0 0 0 0
0 1 0 0 0 0 −1 0 0 0 0 0 0
1 0 1 0 0 0 0 −1 0 0 0 0 0
1 1 −1 1 0 0 0 0 0 0 0 0 0
−2 2 1 2 0 0 0 0 −1 0 0 0 0
5 0 2 4 0 0 0 0 0 −1 0 0 0
8 4 −8 −6 0 0 0 0 0 0 −1 0 0
13 56 53 −16 0 0 0 0 0 0 0 0 0
60 250 −260 −60 0 0 0 0 0 0 0 −1 0
46 0 27 −71 0 0 0 0 0 0 0 0 −1
−142 511 142 −38 0 0 0 0 0 0 0 0 0

∼

1 0 0 0 0 0 0 0 0 0 0 0 − 45
10589
0 1 0 0 0 0 0 0 0 0 0 0 − 2288
1005955
0 0 1 0 0 0 0 0 0 0 0 0 7803
1005955
0 0 0 1 0 0 0 0 0 0 0 0 14366
1005955
0 0 0 0 0 1 0 0 0 0 0 0 10091
1005955
0 0 0 0 0 0 1 0 0 0 0 0 − 2288
1005955
0 0 0 0 0 0 0 1 0 0 0 0 3528
1005955
0 0 0 0 0 0 0 0 1 0 0 0 40509
1005955
0 0 0 0 0 0 0 0 0 1 0 0 10339
201191
0 0 0 0 0 0 0 0 0 0 1 0 − 191972
1005955
0 0 0 0 0 0 0 0 0 0 0 1 − 743848
201191

Asi, si g12,10 = 1005955 then g12,9 = 3719240, g12,7 = 191972, g12,6 = −51695, g12,5 =
−40509, g12,3 = −3528, g12,2 = 2288, g12,1 = −10091 se satisfacen todas las condicio-
nes de adyacencia y ortogonalidad. Tambie´n k12,4 = −14366, k12,3 = −7803, k12,2 =
2288, y k12,1 = 4275. En consecuencia,
−→v 12 = 4275−→e 1 + 2288−→e 2 − 7803−→e 3 − 14366−→e 4.
Luego, 〈−→v 12,−→v 1〉 = −10091, 〈−→v 12,−→v 2〉 = 2288, 〈−→v 12,−→v 3〉 = −3528, 〈−→v 12,−→v 1〉 =
0, 〈−→v 12,−→v 5〉 = −40509, 〈−→v 12,−→v 6〉 = −51695, 〈−→v 12,−→v 7〉 = 191972, 〈−→v 12,−→v 1〉 =
0, 〈−→v 12,−→v 9〉 = 3719240, 〈−→v 12,−→v 10〉 = 1005955, 〈−→v 12,−→v 11〉 = 0
La Matriz de Gram [G]i,j = [〈vi, vj〉] = 0 para la representacio´n 〈−→v 1, · · · 〈−→v 12 es:

2 0 1 2 0 9 2 −3 0 −25 −180 −10091
0 1 0 1 2 0 4 56 250 0 511 2288
1 0 2 0 −1 7 0 66 −200 73 0 −3528
2 1 0 4 1 7 14 0 510 −52 189 0
0 2 −1 1 13 0 −28 107 0 −207 1372 −40509
9 0 7 7 0 45 0 107 −460 0 −578 −51695
2 4 0 14 −28 0 180 0 3920 578 0 191972
−3 56 66 0 107 107 0 6370 1960 3165 34904 0
0 250 −200 510 0 −460 3920 1960 137300 0 84590 3719240
−25 0 73 −52 −207 0 578 3165 0 7886 0 1005955
−180 511 0 189 1372 −578 0 34904 84590 0 302893 0
−10091 2288 −3528 0 −40509 −51695 191972 0 3719240 1005955 0 290779334

Calculando los valores propios de esta matriz usando MATHEMATICA 7,0 con una
aproximacion a 5 decimales se obtienen los valores 2,9083×108, 3,3586×105, 64461., 3167,1
y 0 lo que indica son nonegativos y por lo tanto el ca´lculo anterior corresponde a una
representacio´n ortogonal de vectores linealmente independientes del grafoK3P4 y ademas
la matriz es semidefinida positiva.
En resumen una representacio´n ortogonal de
−−−−→
K3P4 de vectores linealmente indepen-
dientes es :
15
−→v 1 = −→e 1 +−→e 4,
−→v 2 = −→e 2,
−→v 3 = −→e 1 +−→e 3,
−→v 4 := −→e 1 +−→e 2 −−→e 3 +−→e 4,
−→v 5 := −2−→e 1 + 2−→e 2 +−→e 3 + 2−→e 4,
−→v 6 := 5−→e 1 + 2−→e 3 + 4−→e 4,
−→v 7 := 8−→e 1 + 4−→e 2 +−8−→e 3 − 6−→e 4,
−→v 8 := 13−→e 1 + 56−→e 2 + 53−→e 3 − 16−→e 4,
−→v 9 := 60−→e 1 + 250−→e 2 − 260−→e 3 − 60−→e 4,
−→v 10 := 46−→e 1 + 27−→e 3 − 71−→e 4,
−→v 11 := −142−→e 1 + 511−→e 2 + 142−→e 3 − 38−→e 4,
−→v 12 := 4275−→e 1 + 2288−→e 2 − 7803−→e 3 − 14366−→e 4.
6. Observaciones
El lector notara´ que en todas las matrices usamos −1 en las entradas de las variables
gm,j ,m = 3, . . . , 12 para obtener los valores directamente. En la demostracion del teore-
ma 1 en [15] se usan variables (−gm,j),m = 3, . . . , 12 para una mejor presentacio´n del
argumento.No obstante el ca´lculo aqui hecho es equivalente.
Adema´s note que en todas las matrices las entradas de la quinta columna correspon-
diente a las coordenadas de −→e 5 are all zero. esto significa que en realidad no necesitamos
calcular la representacio´n ortogonal en R5 sino que basta calcularla en R4. Sin embargo,
no se puede establecer a priori si la quinta dimension ser´ıa necesaria y por lo tanto es
necesario calcular vectores en R5
Esta te´cnica aqui mostrada se puede aplicar a cualquier grafo simple conexo con lo cual
se tiene una herramenta para calcular una cota superior del rango mı´nimo semidefinido
de estos grafos y posiblemente se podr´ıa determinar si la conjetura delta se satisface para
un grafo simple conexo particular es va´lida.
7. Conclusio´n
La te´cnica de encrustamientos circulares para la representacio´n de grafos simples y
conexos es una te´cnica que se puede aplicar a cualquier grafo simple conexo. Es parti-
cularmente u´til para calcular las representaciones ortogonales de grafos simples conexos
que a su vez es esencial en el estudio de problemas abiertos en ana´lisis matricial como la
conjetura delta y la conjetura del grafo complementario. Por la forma en que se simplifica
la observacio´n de un grafo simple conexo y sus relaciones de simetr´ıa encontradas una vez
que se ha aplicado la te´cnica de encrustamiento se tiene una herramienta muy util para el
estudio de los grafos simples conexos.
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