As an effective tool for nonlinear and non-stationary signal separation method, empirical mode decomposition (EMD) has attracted a lot of attention of many scholars and has been successfully applied to many engineering areas. Since the kernel of EMD is to define a baseline and then implement the sift process, it is important to select an appropriate baseline to improve the performance of EMD for an accurate decomposition. However, it is difficult to choose the most suitable method for dealing with a given arbitrary signal. Besides, the baseline constructed through the existing methods generally does not equal the expected one. To address these problems, we propose a new generalized framework for adaptive mode decomposition (GF-AMD) based on EMD, in which the optimal baseline is firstly chosen from different ones and a weighted factor is introduced to adjust the baseline for getting the optimal one. Then the optimal baseline is implemented to the sift process of EMD. Two simulation signals are used to verify the effectiveness and superiority to EMD. Finally, the proposed GF-AMD method is applied to the vibration signal analysis of faulty rotary machinery by comparing with EMD method and the analysis results indicate its effect and superiority.
I. INTRODUCTION
Empirical mode decomposition (EMD) has been proved to be an effective and powerful time-frequency analysis tool [1] - [3] , by using which a complicated nonlinear or non-stationary signal can be adaptively decomposed into a series of intrinsic mode functions (IMFs) without priori determined basis functions. EMD has been used to speech signal, mechanical vibration signal, financial time series and other engineering areas [4] - [7] , however, EMD may suffer two main shortcomings. First, the mean curve defined as the mean of the upper and lower envelopes that are defined by using cubic splines to interpolate all locally maximal and minimal points of time series, respectively, generally cause the end effect and an inaccurate envelope estimation. To solve this issue, many improvements have been made on the mean curve construction by related scholars and some new adaptive signal decomposition methods were proposed successively. Rational B-spline function was used to replace the cubic The associate editor coordinating the review of this manuscript and approving it for publication was Hamid Mohammad-Sedighi . spline to improve the performance of EMD in [8] - [9] . Instead of fitting splines separately to the upper and lower local extrema, Chen et al [10] combined the extrema and took the moving average of a linear combination of cubic B-splines through the local extrema and the moving average is considered as the baseline and the EMD algorithm continues as usual. In [11] , [12] , the local mean decomposition method was proposed through combining a moving average with linear connection. Intrinsic time-scale decomposition (ITD) was proposed by Frei &Osorio as a substitute for EMD that constructs the baseline by a linear transform of the original data itself directly and then the similar sift process of EMD is implemented [13] , [14] . In [15] , [16] , the local characteristicscale decomposition (LCD) was proposed by Zheng et al. through using cubic spline to replace the linear transform in ITD to solve the waveform distortion issue.
Besides, other related scholars also proposed lots signal decomposing methods, for example, Oberlin et al. [17] proposed an alternative formulation for the empirical mode decomposition in 2012. In 2013, Dragomiretskiy et al. [18] proposed a novel completely non-recursive variational mode decomposition (VMD). VMD is in fact a set of adaptive Wiener filter bank and separates the modes with different center frequencies adaptively. VMD is compared with EMD, EEMD and EWT by Wang et al. [19] to evaluate the effectiveness of identifying rubbing-caused features. However, VMD method needs preset the number of modes and if the number is unreasonable, it may generate mode mixing or meaningless components. In 2016, Cicone et al [20] proposed an adaptive local iterative filtering for signal decomposition. Ref. [21] proposed an empirical signal separation algorithm for multi-component signals based on linear timefrequency analysis, etc. These signal decomposition methods have greatly promoted the development of non-stationary and multi-component signal decomposition.
Despite this, the EMD like adaptive signal decomposition tools still play important issues. It is significant and necessary to define a reasonable baseline for the EMD algorithm in order to get a better decomposition result, as for a given signal, these methods may get different decomposing results and it is difficult to choose the best one. Besides, the baseline constructed through the existing methods does not always equal the expected one. To address the above issues, we put forward a new generalized framework for adaptive mode decomposition (GF-AMD) based on the sifting of EMD. In GF-AMD method, the optimal baseline is firstly chosen from different ones according to a certain rule, and then a weighted factor in introduced to overcome the problem that the estimated baseline is smaller than the expected one for obtaining and adjusting the optimal one. The final optimal baseline is implemented to the sift process of EMD.
The rest of this paper is organized as follows. In Section II, a brief explanation about the most common used baselines are given. In Section III, we introduce the generalized framework of adaptive mode decomposition (GF-AMD) as well as its comparison with EMD and LCD. Section V is devoted to the experiment data of rolling bearing for its local fault diagnosis. Section VI concludes the paper.
II. DIFFERENT BASELINES
EMD is an empirical mode separation tool and the ''empirical'' not only indicates that the mathematics foundation of EMD is weak, but also means that the baseline construction is empirical. As the kernel of EMD is to define a rational baseline of data, in this paper, we introduce ten ways for constructing the baselines.
The first baseline (BS 1 ) is defined as the mean of the upper and lower envelopes by connecting the local maxima and minima with cubic splines, respectively [1] , [2] .
The second and third baselines (BS 2 and BS 3 ) are defined as follows [13] , [14] .
For a given signal Y (t) (t > 0), all its local extreme points are denoted as (τ k , Y k ) (k = 1, 2, · · · , M , M is the number of extrema). Define L k as
where 0 < β 1 < 1 and generally, β 1 = 0.5. BS 2 is defined as the mean of U (t) and D(t), where U (t) and D(t) are defined by using cubic spline to fitting (τ 2i , L 2i ) and (τ 2i−1 , L 2i−1 ) (i = 1, 2, · · · , M /2), respectively. The BS 3 is defined by using cubic spline to connect all (τ k , L k ) (k = 1, 2, · · · , M ).
The four and fifth baselines (BS 4 and BS 5 ) are defined as follows [22] .
For the given signal Y (t) above, all its local extrema are denoted as (t k , Y k ) (k = 1, 2, · · · , M ). First, the mean point of interval [τ k , τ k+1 ] at time τ k+1 is defined by
where
and
The baseline is derived from connecting all the m k (t ξ k ) with cubic spline. The BS 4 is defined as the mean of U (t) and D(t), where U (t) and D(t) are defined by using cubic spline to fitting (t 2j , m 2j ) and (t 2j−1 , m 2j−1 ), respectively (j = 1, 2, · · · , M /2). The BS 5 is defined by using cubic spline to connect all (t k , m k ).
According to the ITD method [13] , BS 6 is defined as follows. For the given signal Y (t) and its local extrema (τ k , Y k ) (k = 1, 2, · · · , M , M the number of extrema), we define L as the baseline extraction operator and the LY k represents the mean curve of Y (t). If we define the L k as Eq. (1), the LY k is defined by
LY k is a linear transformation of the original signal Y (t). The seventh and eighth baselines (BS 7 and BS 8 ) are defined as follows [23] .
For the arbitrary signal Y (t), all local extreme (maxima and minima) points are identified and denoted as (τ k , Y k ) and the weighted mean point m k is defined by
The mean curve BS 7 of Y (t) can be obtained by using the cubic spline function to interpolate all (τ l k , m l k ) (k = 1, 2, · · · , M ). β 2 is called the extreme weighted factor and generally it is set as 2. If we first use cubic spline function to interpolate all (τ 2j−1 , m 2j−1 ) and (τ 2j , m 2j ) (j = 1, 2, · · · , m 1 , m 1 is an integer no more than M /2), respectively, and correspondingly we can obtain m 1 (t) and m 2 (t). The BS 8 is defined as m(t) = [m 1 (t) + m 2 (t)]/2.
Similar with the Eq. (4), we also can define the m k by
where β 3 is called the extreme weighted factor and generally β 3 = 1. Like BS 7 and BS 8 , we can obtain the ninth and tenth baselines (BS 9 and BS 10 ) as follows. First, the mean curve BS 9 of Y (t) is defined as the function, which connects all (τ l k , m l k ) (k = 1, 2, · · · , M ) using a cubic spline for interpolation. Second, the BS 10 is defined as m(t) = [m 1 (t) + m 2 (t)]/2, where m 1 (t) and m 2 (t) are respectively obtained by using cubic spline function to interpolate all (τ 2j−1 , m 2j−1 ) and (τ 2j , m 2j ) (j = 1, 2, · · · , m 1 and m 1 is an integer no more than M /2. BS 1 is the baseline used in original EMD. BS 3 is the baseline used in LCD [15] and BS 2 is its variant for addressing the fluctuation of mean curve caused by spline interpolation. The BS 5 is defined by the mean of local half-wave and BS4 is its variant similar to BS 2 . BS 6 is defined inspired by the operator used in ITD method. In the construction of BS 7 , the weighting information of three adjacent extreme points is used to found the mean values and then the cubic spline is employed to connect the obtained mean values. BS8 is its variant similar to BS 2 and BS 4 . similar to BS 7 and BS 8 , in BS 9 and BS 10 , the mean values is obtained by weighting of two adjacent extreme points.
Next, four different signals including harmonic signal, amplitude-modulated signal (AM), frequency-modulated signal (FM) and AM-FM signal are taken as examples to show the differences of ten baselines. First, without loss of generality, we consider the following four signals i.e. 1] with sample frequency Fs=4 000 Hz. The ten baselines of these four signals are shown in Figure 1 (a-d) (first line), and correspondingly the root mean squares of the estimated baseline with the ideal one (zero) are given in Figure 1 (a-d) (second line), where the end point influence is ignored. From the Figure 1 it can be found that for the harmonic signal x 1 (t), the ten methods all get baselines that very close to zero, however, the BS 1 , BS 2 , BS 3 , BS 6 , BS 7 and BS 8 get the smallest one than others. For the AM signal x 2 (t), the BS 2 and BS 8 get the smaller and ideal baseline than the other methods. For the FM signal x 3 (t), the baselines BS 5 and BS 8 get the relative smaller values than the other methods, while for the AM-FM signal x 4 (t), the baselines BS 1 , BS 8 and BS 10 get the relative smaller values.
Next, we investigate another problem, i.e. for a given signal with a nonzero baseline, the estimated baseline usually is unequal to the expected one. For example, without loss of generality, we consider the mixed signal x 5 (t) = x 6 (t)+x 7 (t), where x 6 (t) = (2+0.5 sin 20πt) cos(160πt) and x 7 (t) = (1+ t) cos(60πt). According to the principle of EMD and adaptive mode decomposition method, the ideal baseline generally is the component with lower frequency while the residue signal generally is the higher frequency component, i.e. the ideal baseline of x 5 (t) should be the lower frequency component x 7 (t) while the residue signal should be the higher frequency component x 6 (t). In Figure 2 (a) we gives the component x 7 (t) (labeled by ''Real'') and the estimated baselines using the ten methods (the first line) and the absolute error with x 7 (t) (the second line). From the second line of Figure 2 (a), it can be found that the estimated baselines using different methods have nearly the same zero-crossings with the ideal one, only that the amplitude is smaller than the ideal one. For a clear observational, the estimated BS 1 and BS 2 and corresponding ideal baselines, as well as the mean adjusted (weighted) baseline (αBS 1 and αBS 2 ) are shown in the first line of the Figure 2 (b, c), respectively. Meanwhile, the absolute error of the estimated BS 1 and BS 2 with ideal baselines, as well as the adjusted baseline (αBS 1 and αBS 2 ) with ideal baselines are shown in the second line of Figure 2 (b, c), respectively. From the Figure 2 (b-c) we can see that the absolute error of adjusted baseline (αBS 1 and αBS 2 ) with ideal baselines are much smaller than that of the original baselines (BS 1 and BS 2 ). Therefore, to obtain a more accurate baseline, it is necessary to adjust the original baseline for separating the IMFs from the original data using less iteration time.
III. GENERALIZED FRAMEWORK OF ADAPTIVE MODE DECOMPOSITION (GF-AMD)
A. GF-AMD METHOD Based on the above analysis, we first give the definition of IMF and then propose a new generalized framework of adaptive mode decomposition (GF-AMD). The IMF is defined as a function that meets: 1) the number of extrema and the number of zero-crossings must either be equal or differ at most by one. 2) at any point, the mean value curve of the signal defined in step (3) of GF-AMD should be zero. These two conditions make sure that IMF contains only one oscillation per cycle, which is defined by the zero crossings without riding waves existed that generally result in negative instantaneous frequencies. For a given real signal x(t) (t>0), the steps of GF-AMD are given as follows.
( 
The best baseline BS0 is defined as the baseline with smallest σ ks among the 290α k BS s (k =1, 2,.. 29 and s = 1, 2, . . . , 10). In fact, IOB is to measure the relative error of energy between the baseline and its ideal one. In each iteration, σ ks is used to selection the best baseline among all baselines. (4) The temporary local oscillation is extracted from h m (t) by defining
(5) Let m = m+1 and repeat steps (2) to (5) on the temporary local oscillation h m (t) until h m (t) meets the criterion of IMF and denoted as an IMF noted as C i (t). (6) Let r i (t) = r i−1 (t) − C i (t) and repeat the steps (2) to (6) until the residue signal r i (t) is a constant, a monotonous function or a function with no more than three extremepoints. The original signal x(t) can be reconstructed by the following
where n is number of IMFs, C i (t) is the ith IMF and r n (t) is the nth residue. The α k defined in step (1) is named the weighted baseline factor and empirically gets a value from 0.8 to 2.2 with step length 0.05. In step (4), the index of optimal baseline σ is founded based on the following reasons. First, σ is defined as the root of the rate of the energy of residue signal to the energy of its original signal. When σ reaches the minimum point, the main lower frequency signal components can be separated from the residue signal, i.e. the residue signal only contain the high frequency component without residue of low frequency components. We also use the index of orthogonality (IO) [1] to do the same thing with lots of trials and we found that σ has the same change trend with IO, i.e. the IO and the σ both reach the minimum point for the optimal baseline. As the σ is local concept and can be used in each sift process the IO is a global one and only is computed when the decomposition process is finished, in this paper the indicator σ is used as a tool to select the optimal baseline. The flow chart of the proposed GF-AMD method is shown in Figure 3 . 
B. SIMULATION AND COMPARISON ANALYSIS
In this subsection, two examples are used to verify the effectiveness of the proposed GF-AMD method. First, let us consider the mixed signal X (t) shown in Eq. (10)
where X 1 (t) = (2+cos(16πt))cos(240πt + 10 sin(4πt)) is an amplitude-modulated (AM) and frequency-modulated (FM) signal, X 2 (t) = (1+0.3cos(10πt))cos(140πt) is an AM signal and X 3 (t) = e −0.5t cos(60πt + 20πt 2 ) is an FM signal with a slow varying amplitude. The waveform of X (t) and its three components are shown in Figure 4 . Firstly, for comparison purpose, the proposed GF-AMD method, as well as the typical mode decomposition methods EMD, LCD and VMD are used to separate the intrinsic components from the mixed signal X (t). The decomposing results of these four methods are shown in Figure 5 (a), where in EMD, LCD and GF-AMD, the maxima iteration is set as 200 and the criterion of IMF is Rilling's three thresholds proposed in [24] . In VMD, the number of modes is set as 4. Correspondingly, the absolute errors of the estimated IMFs with the ideal components are given in Figure 5 (b), where AE i stands for the absolute values of the ith IMF of four methods minus ideal components X i (t). From the Figure 5 it can be found that the AEs of three IMFs obtained by EMD and VMD all get the largest amplitude and that of the three IMFs obtained by LCD are smaller than them, while the three IMFs obtained by GF-AMD all get the smallest AE.
For a quantitative comparison, we also compute the IO of two adjacent IMFs (IO i,i+1 , i =1, 2), the Pearson correlation coefficient (CC) of IMF corresponding X i (t) and the energy rate (ER) defined by ER i = |IMF i (t) − X i (t)| 2 dt/ |X i (t)| 2 dt (i =1,2,3). In theory, the IO of two adjacent IMFs should be zero and a smaller IO value indicates a well orthogonal result. CC should be one while the energy rate (ER) should be zero if the IMF is equal to the corresponding X i (t). These three indexes of the IMFs obtained by different methods, together with the real one (given in the last line of Table 1 ), are given in Table 1 , from which it can be seen that the IMFs obtained by GF-AMD method get the smallest IOs, ERs and the largest CCs than that TABLE 1. The IO, CC and ER indexes of the four methods for signal X (t ). of EMD, LCD and VMD. Therefore, this example indicates that GF-AMD gets much more accurate IMFs than EMD, VMD and LCD in orthogonality, correlation and energy error.
Next, we consider the following example Y (t) shown in Eq. (11)
where Y i (t) = cos(2πf i t), i = 1, 2, 3, f 1 = 100, f 2 = 70, f 3 = 42. The frequency ratios of two adjacent components are f 2 /f 1 = 0.7, f 3 /f 2 = 0.6, which are larger than 0.5 and generally it is difficult for EMD to separate each mode from Y (t) [24] . As Y 1 (t) + Y 2 (t) = cos(2π100t) + cos(2π70t) = cos(2π15t) + cos(2π85t), for the EMD method, the Y 1 (t) + Y 2 (t) will be seen as one IMF component and cannot be separated. The time domain waveform of Y (t) is given in Figure 6 . For the purpose of comparison, the EMD, VMD, LCD and GF-AMD methods are used to deal with the mixed signal Y (t) and the decomposing results are given in Figure 7(a) , where the number of modes in VMD is set as 5 and the moderate bandwidth constraint parameter is set as 300, in EMD, LCD and GF-AMD, the maximum of iteration is set as 200. The absolute errors of the IMFs obtained by four methods with corresponding components Y i (t) (i=1, 2, 3) are shown in Figure 7(b) . Also, the evaluation indicators of four methods defined above are given in Table 2 . From Figure 7 (a-b) we can find that the three components cannot be separated by EMD method and the waveforms of the obtained IMFs are distorted heavily. The IMFs obtained with the proposed GF-AMD method are highly consistent with the ideal components Y i (t), with a much lower absolute error than that of EMD and LCD. The component C 2 obtained by VMD is smaller than that of ideal one, though the C1 and C3 is very close to the real Y 1 (t) and Y 3 (t). Also, the indexes including IO, CC and ER of the four methods for signal Y (t) are shown in Table 2 , which further verifies the advantages of GF-AMD than EMD, VMD and LCD.
C. DECOMPOSITION PERFORMANCE ANALYSIS
The example 2 shown in Eq. (9) indicates that if the frequencies of two adjacent mono-components are too close, the EMD method will fail to separate them [24] . To study the decomposition capacity of GF-AMD, as well as its comparison with EMD, let us consider the following model shown as Eq. (12) For a facilitate discussion, we assume φ = φ 1 = φ 2 = 0, f 1 > f 2 , f = f 2 /f 1 , 0 < f < 1 and a = a 2 /a 1 , where a represents the amplitude ratio and f represents the frequency ratio of low frequency component to the high one. Then the model shown in Eq. (12) can be simplified as
We define the evaluation indicator as
where I (n) 1 (t; a, f ) is the first IMF component and the iteration number is set as 10 in EMD and GF-AMD.
δ(a, f ) = 0 indicate that the decomposition method (EMD and GF-AMD) can separate the high frequency component from z(t) completely and δ(a, f ) = 1 means that z(t) is deemed as an IMF, while δ(a, f ) takes other values indicate that the used method cannot separate two harmonic components [24] . In addition, the decomposition effect is also related with sampling frequency f s , which generally is required greater than twice of the highest frequency f max of signal z(t). Thus, we set the sample frequency f s = 400 Hz and the duration time 100 seconds. We set f ranging from 0 to 1 with a step length of 0.02 and set a ranging from 0 to 1 with a step length of 0.02, while ranging from 1 to 50 with a step length of 0.2. The decomposition capacity of EMD and GF-AMD δ(a, f ) in both 2-D and 3-D are given in Figs. 8(a-d) , respectively, where the white area means that the signal with frequency and amplitude in this area can be separated completely while the gray area are not. Also, the domain where GF-AMD outperforms EMD is shown in white as in Figs. 8(e) . For the signal model shown in Formula (13), when f ranging from 0.41 to 0.6 and a ranging 0.02 to 2, EMD cannot separate the mixed signal while GF-AMD can, which indicates that GF-AMD has larger decomposition area than EMD.
IV. APPLICATIONS OF GF-AMD TO FAULT DIAGNOSIS OF ROTARY MACHINES
To further verify the effectiveness of the proposed GF-AMD method, it firstly is used to analyze the measured signals from rotor system with local rubbing impact to further verify its effectiveness and practicality. In the test rotor system, the rubbing fault was seeded to the rotor through adjusting the rubbing device (shown in Figure 10 ). The radial displacements in both the vertical and horizontal directions were collected by using the eddy current sensors. The sampling frequency was 2, 048 Hz and rotating speed 3, 000 r/min (i.e., shaft frequency f r = 50 Hz) [25] . A type radial displacement signal of the rotor system with the rubbing fault is shown in Figure 10 . The displacement signal shows a feature of one side top clipping, which corresponds to the local rubbing fault. However, it is not easy to determine the fault type, as the fault related information is covered by the main component with frequency f r . Next, to diagnose the fault type of rotor system, the proposed GF-AMD method is employed to decompose the radial displacement signal shown in Figure 10 and the results are given Figure 11 (a) . From the first row of Figure 11 (a) it can be found that the first IMF C 1 shows an obvious amplitude-modulated feature by computing its envelop power spectrum. From the frequency spectrum of C 1 , C 2 and C 3 shown in Figure 11 (b) we can find that the first IMF C 1 is modulated by the shaft frequency f r . The reason is that the rotor will rub the rubbing device once, when the rotor achieves a revolution. C 2 and C 3 are the components with frequency 3f r and f r . Hence, all the obtained components are generally of physical meaning.
For comparison purpose, the EMD method is employed to deal with the same signal above and the decomposed result is given in Figure 12 (a), where the maximum iteration is set as 10 and the normalized envelop power spectrum (EPS, defined as the power spectrum of envelop) of C 1 and the normalized frequency spectrum of C 1 , C 2 and C 3 obtained by EMD are also shown in Figure 12 (b) .
From the first row of Figure 12 (a) and (b) we can find that the rotating shaft frequency f r is not dominant in the spectrum, which is heavily affected by other low frequency spectrum lines.By comparing the first row of Figure 12 (b) with that of Figure 11 (b) it can be concluded that the proposed GF-AMD based fault diagnosis method for rubbing impact gets a much better effect than the EMD based one. Therefore, this case indicates that the proposed GF-AMD method combining EPS gets a much better diagnostic effect than EMD method.
Finally, the SNR defined in frequency domain [26] , [27] is used to quantitatively assess the diagnostic effect, which can be described as SNR f = 10 log 10 P sig P noise = 10 log 10 where P[] is the normalized power spectrum of envelope signal calculated from fast Fourier transform, f is the frequency of the weak sinusoid divided by frequency resolution and NT is the length of time series of FFT. Similar with the signal noise ratio, SNR f can be used to measure the weights of the useful spectrum lines in power spectrum to the whole spectrum ones. By computing the SNR f of the normalized EPS of the first IMF obtained by EMD and GF-AMD, together with that of LCD (the related figures are omitted), the related results are listed as -5.2408 (EMD), -6.4776 (LCD) and -4.2953 (GF-AMD). These results indicate that the GF-AMD gets the best diagnostic effect among the three methods. Next, the proposed GF-AMD method is employed to analyze the vibration signal of rolling bearing with inner race to further indicates its practicality. The testing data from Case Western Reserve University [28] is employed to verify the effectiveness of the proposed method for rolling bearing, here the used vibration signal is collected from the rolling bearing with local failure at inner race. The vibration signal we used is collected from the 6205-2RSJEM SKF deep groove ball bearing at drive end of the bench rig, in which a single point fault with diameter 0.5334 mm is seeded to the rolling bearing. In the experiment, the shaft speed is 1, 750 r/min, the load is 2hp and sampling frequency is 12 kHz.
The signal we used is recorded as 171_IR014_2 and the time domain waveform is shown in Fig. 13 . According to literature [28] it can be found that the expected fault frequency is polluted by other low frequency lines and is not dominant in the envelop spectrum of original vibration signal.
Next, for comparison purpose, EMD and the proposed GF-AMD method by combining EPS are used to diagnose the fault of rolling bearing. First, GF-AMD and EMD are employed to decompose the vibration signal shown in Fig. 13 into numbers of IMFs and the result are given Fig. 14, where the black is the result of EMD while the red one is that of GF-AMD. To avoid the uniform of amplitude caused by over iteration, the maximum number of iterations of EMD and GF-AMD is set 20. Second, the EPS is estimated of the first three IMFs obtained by EMD and GF-AMD and  TABLE 3 . The SNR f indicators of the first two IMF obtained by EMD, LCD GF-AMD. the results are given in Fig. 15 . From the Fig. 15 it can be seen that EPS of the first three IMFs of EMD are very similar to that of GF-AMD, in which, the fault characteristic frequency is dominant and then the rotating frequency component. However, by carefully observing the zooming part of EPS, we can find that the amplitude of interfering frequency components in EPS of EMD result are larger than that of GF-AMD, while the amplitude of dominant fault characteristic frequency in EPS is smaller than that of GF-AMD. This case indicates that the proposed GF-AMD method is effective in dealing with vibration signal of rolling bearing and could get much better effect of fault diagnosis than the original EMD method.
Finally, we also compute the SNR f of the first two IMFs obtained by EMD, LCD and GF-AMD methods and the results are shown in Table 3 . From the Table 3 we can found that the SNR 1 and SNR 2 obtained by GF-AMD are smaller than that of EMD and LCD, which further indicates the superiority of the proposed method. 
V. CONCLUSION
In this paper, a generalized framework of adaptive mode decomposition (GF-AMD) is developed to enhance the performance of EMD by selecting the optimal baseline from different definitions, as well as the introduction of weighted baseline factor. The superiority of GF-AMD to EMD, VMD and LCD is verified by analyzing two simulation signals and the result indicates that the IMFs obtained by GF-AMD get better effect in accuracy and orthogonality. Also, the decomposition capability of GF-AMD is investigated and compared with EMD and the result indicates GF-AMD gets a stronger decomposing capability than the EMD method. Last, the proposed method is applied to fault diagnosis of rotor system and rolling bearing through combing the envelop power spectrum, as well as the comparison with EMD and LCD, and the comparison result indicates GF-AMD can detect the local fault of rotor system and rolling bearing and shows a better effect than that of EMD and LCD. To sum up, the comparison and analysis results indicate that GF-AMD is an effective signal decomposition method for nonlinear and non-stationary signal analysis. GF-AMD in fact provides a new thought for constructing the adaptive signal separation method.
