Abstract: When Gain-Scheduled (GS) H ∞ output-feedback controllers are designed for continuous-time Linear Parameter-Varying (LPV) systems via Parameter-Dependent Lyapunov Functions (PDLFs) using existing design methods, the designed controllers depend not only on the scheduling parameters but also on their derivatives. However, estimating parameters in real-time is a difficult task, obtaining their derivatives is even harder, if not impossible in the real world. In this paper, we propose a new design method for GS H ∞ output-feedback controllers, which depend solely on the scheduling parameters, via PDLFs. It is also shown that our method is no more conservative than the conventional design methods via constant Lyapunov functions or via some particularly structured PDLFs. A numerical example which demonstrates the effectiveness of our method is included.
INTRODUCTION
When the scheduling parameters, which describe the changes of plant dynamics, are available for controllers, it is well known that Gain-Scheduled (GS) controllers have better performance than robust controllers. For this property, GS controllers have been applied to many real systems, e.g. aircraft, missiles, etc. [Shamma and Athans, 1990 , 1991 , Stevens and Lewis, 1992 , Shamma and Cloutier, 1993 . Many researchers have already tackled the design problem for GS H ∞ controllers 1 for Linear Parameter-Varying (LPV) systems using Linear Matrix Inequalities (LMIs), e.g. [Packard, 1994 , Wu et al., 1996 , Scherer, 1996 , Apkarian and Adams, 1998 , 2000 . In [Packard, 1994 , constant Lyapunov functions, i.e. ParameterinDependent Lyapunov Functions (PiDLFs), are used to derive their design methods which are given as sets of parametrically affine or parameter-independent LMIs. However, PiDLFs lead to conservative results. To reduce the conservatism, design methods via Parameter-Dependent This work was supported by the Ministry of Education, Culture, Sports, Science and Technology of Japan under Grant-in-Aid for Young Scientists (B) No. 20760287. 1 Rigorously speaking, the terminology "H∞ controller" is not appropriate in our addressed problem as "H∞ performance" cannot be defined. This is because as the plant is an LPV system the closedloop system is also an LPV system. We use these terminologies so that readers can easily grasp our problem while admitting that these terminologies are slightly abused. The rigorous definition of the problem will be given in section 2.
Lyapunov Functions (PDLFs) have been proposed [Wu et al., 1996 , Scherer, 1996 , Apkarian and Adams, 1998 , 2000 . Although these methods have successfully reduced the conservatism due to the parameter-independency of Lyapunov functions, the designed controllers require the online knowledge of not only the scheduling parameters but also their derivatives. The latter cannot be obtained in the real world. On the other hand, for some particular problems, the dependency of GS H ∞ controllers on the derivatives of the scheduling parameters is relatively small. This indicates that it might be possible to design GS H ∞ controllers which are independent of the derivatives of the scheduling parameters with a slight performance degradation. A numerical example illustrating this issue is provided in section 4 of the paper.
To circumvent the dependency of GS controllers on the derivatives of the scheduling parameters, several remedies, such as, controller design via PDLFs whose parameterdependency is structured Adams, 1998, 2000] , controller implementation incorporating filter systems [Masubuchi and Kurata, 2009] , etc., have been proposed. However, those methods have drawbacks; that is, the former remedy still has conservatism due to the restriction of the parameter-dependency in PDLFs and the latter one increases the numerical complexity of the implemented GS controllers due to the incorporation of filters. It is better to avoid those from a practical point of view. This paper tackles the design problem for GS H ∞ controllers, in which no additional system, such as filters, is incorporated and only the scheduling parameters are required online, via PDLFs. We successfully propose a new design method for the problem in terms of a set of Parameter-Dependent LMIs (PDLMIs) with single line search parameter. Recently, Köroglu has independently proposed a design method for GSOF controllers for regulation problems using a similar technique to ours [Köroglu, 2010] . Our method is a sufficient condition for the problem; however it is proved that if the conventional design methods via PiDLFs or some particularly structured PDLFs can design GS H ∞ controllers then the proposed method can always design GS H ∞ controllers with no worse performance than the conventional methods. On the other hand, our method requires the line search, which consequently increases the complexity for designing controllers. This paper is organized as follows: In section 2, we first give the definitions of systems and our addressed problem, then we review the basic lemma for our problem; in section 3, we first give our method, then we show some remarks with respect to conservatism, and finally we give a brief description for solving PDLMIs; in section 4, we show the effectiveness and the reduced conservatism of our method being compared with conventional design methods; finally in section 5, we give concluding remarks.
We use the following notations. He{X} is a shorthand notation for X +X T , I n , I and 0 respectively denote an n×n dimensional identity matrix, an appropriately dimensional identity matrix and an appropriately dimensional zero matrix, R n×m and S n respectively denote sets of n × m dimensional real matrices and n×n dimensional symmetric real matrices, ⊗ denotes Kronecker product, and * denotes an abbreviated off-diagonal block in symmetric matrices.
PRELIMINARIES

System Definitions
Suppose that an LPV system G(θ) with k independent scheduling parameters is given as follows.
where x ∈ R n denotes the state with x = 0 at t = 0, w ∈ R nw denotes the disturbance input, u ∈ R nu denotes the control input, z ∈ R nz denotes the controlled output, and y ∈ R ny denotes the measurement output. The statespace matrices in (1) are supposed to be polynomially parameter-dependent and have compatible dimensions. The scheduling parameters θ i and the derivatives of the scheduling parameters with respect to timeθ i are supposed to lie in a priori given hyper-rectangles Ω θ and Λ θ , respectively; that is, the following condition holds for
For LPV system (1), we design a full-order GS controller, whose state-space representation is defined as follows.
where x K ∈ R n denotes the state with x K = 0 at t = 0. The state-space matrices in (3), which are to be designed, are supposed to have compatible dimensions and to be rationally parameter-dependent. In contrast to the conventional design methods via PDLFs, e.g. [Wu et al., 1996 , Scherer, 1996 , Apkarian and Adams, 1998 , 2000 , the state-space matrices in (3) are supposed to depend solely on the scheduling parameters θ i .
The closed-loop system composed of (1) and (3) is represented as follows.
where
T and the state-space matrices, A cl (θ), B cl (θ), etc., are given as
Problem Definition
We tackle the following problem. Problem 1. (H ∞ -type problem). For a given positive number γ ∞ , design GS controller (3) depending solely on θ i which stabilizes the closed-loop system (4) and satisfies (5) for all admissible pairs (θ,θ)
Basic Lemma
We show a basic lemma related to our problem.
Hereafter,Ẋ(θ) for a continuously differentiable parameter-
∂θi . For some given controller K(θ), the following lemma is well known. Lemma 2. [Wu et al., 1996] For a given positive number γ ∞ , suppose that there exist a continuously differentiable parameter-dependent matrix X cl (θ) ∈ S 2n such that (6) and (7) hold. Then, the controller K(θ) stabilizes the closed-loop system (4) and satisfies (5) for all admissible pairs (θ,θ) ∈ Ω θ × Λ θ .
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MAIN RESULTS
In this paper, a candidate of PDLFs is set as x
Our PDLFs seem to be restrictive compared to those in [Wu et al., 1996 , Scherer, 1996 , Apkarian and Adams, 1998 , 2000 . However, similarly to the case of Linear Time Invariant (LTI) controller synthesis [Masubuchi et al., 1998 ], PDLFs can be set as (8) without loss of generality as long as the structure of Lyapunov matrix is set as in [Apkarian and Adams, 1998 ]. (This fact can be found in [Sato, 2008] .)
Proposed Method
We propose the following theorem for Problem 1. Theorem 3. For a given positive number γ ∞ , suppose that there exist a positive number ε, continuously differentiable parameter-dependent matrices X(θ), Z(θ) ∈ S n , and parameter-dependent matrices A(θ) ∈ R n×n , B(θ) ∈ R n×ny , C(θ) ∈ R nu×n and D(θ) ∈ R nu×ny such that (9), and (10) or (11) hold. Then, the GS controller (3), whose state-space matrices are given in (12), stabilizes the closedloop system (4) and satisfies (5) for all admissible pairs
In (10) and (11), Υ(θ,θ) is defined as (13), which is at the top of the next page. In (12), matrix Y (θ), which is the same as defined in (8), is given as X(θ) − Z(θ) −1 .
Proof. Using a non-singular matrix Z(θ)
the left-hand side of (9) is represented as
Next, by applying a Schur complement on εZ(θ) in inequality (10) 
As the Right-Hand Side (R.H.S.) is negative semi-definite for all pairs (θ,θ) ∈ Ω θ × Λ θ , the Left-Hand-Side (L.H.S.) is negative definite.
Similarly, by applying a Schur complement on the lowerright block in inequality (11) one gets
Again, as the R.H.S. is negative semi-definite for all pairs (θ,θ) ∈ Ω θ × Λ θ , the L.H.S. is negative definite. Thus, if one of (10) or (11) holds, then the following inequality holds.
After substituting the following matrices A(θ), B(θ), etc., which are derived from (12), into (16)
From Lemma 2, the stability of the closed-loop system and the satisfaction of (5) are both proved. 2 Remark 4. Theorem 3 includes two different formulations (10) and (11) for Problem 1. If either of these two inequality constraints is satisfied the same conclusion holds. In both cases the result is obtained via completing the square and then overbounding with the remaining negative definite term. Since the two overbounding terms are in each case different it is not possible at this stage to determine which one of the those two inequalities will give better result.
Remark 5. As indicated in (10) and (11), there exists a multiplication of decision variables, i.e. εZ(θ). Thus, the line search for ε is required to produce optimal controllers.
Conservatism
In this subsection, we show that our method is no more conservative than conventional design methods. Before showing it, we first show the conventional design methods.
When PiDLFs are used for Problem 1, the following design method is well known. Lemma 6. For a given positive number γ c ∞ , suppose that there exist constant matrices X c , Z c ∈ S n , amd parameter- (17) and (18), which is at the top of the next page, hold. Then, the GS controller (3), whose state-space matrices are given in (12) 
but with X(θ), Z(θ), Y (θ), A(θ), B(θ), C(θ) and D(θ) being respectively replaced by
and D c (θ), stabilizes the closed-loop system (4) and satisfies (5) for all admissible θ ∈ Ω θ .
Lemma 6 is very conservative due to the parameterindependency of both matrices X c and Z c . For less conservative design, the following lemma is easily derived from Lemma 6 by replacing X c with a continuously differentiable parameter-dependent matrix X X (θ). Lemma 7. For a given positive number γ X ∞ , suppose that there exist a constant matrix Z X ∈ S n , a continuously differentiable parameter-dependent matrix X X (θ) ∈ S n , and parameter-dependent matrices A X (θ) ∈ R n×n , B X (θ) ∈ R n×ny , C X (θ) ∈ R nu×n and D X (θ) ∈ R nu×ny such that (19) and (20), which is at the top of the next page, hold. Then, the GS controller (3), whose state-space matrices are given in (12) 
and D X (θ), stabilizes the closed-loop system (4) and satisfies (5) for all admissible pairs (θ,θ) ∈ Ω θ × Λ θ .
For Theorem 3, Lemmas 6 and 7, we claim the following. Theorem 8. Suppose that, for an LPV system (1), Theorem 3, and Lemmas 6 and 7 can produce GS H ∞ controllers and the optimized performance are given as γ ∞ , γ c ∞ and γ X ∞ respectively. Then, the following inequality holds. γ
Proof. Note that X X (θ) is parameter dependent in Lemma 7 and X c is constant in Lemma 6, and two lemmas are equivalent apart from the parameter-dependency of X X (θ) and X c , it is obvious that γ c ∞ ≥ γ X ∞ holds. Next, we show γ X ∞ ≥ γ ∞ holds. Suppose that Lemma 7 holds for some positive number γ X ∞ . If X(θ) and Z(θ) in Theorem 3 are respectively replaced by X X (θ) and Z X , then (9) is identical to (19). Thus, (9) holds with X(θ) and Z(θ) being replaced by X X (θ) and Z X respectively. Next, note that (10), in which
, is equivalent to the following inequality.
L.H.S. of (20) 
As L.H.S. of inequality (20) is strictly negative, (22) holds with a sufficiently small positive number ε. Thus, if the condition of Lemma 7 holds for some γ X ∞ , then the condition of Theorem 3 always holds for the same γ X ∞ with a sufficiently small positive number ε. Furthermore, as Theorem 3 admits the parameter-dependency of Z(θ), which is different from Lemma 7, γ X ∞ ≥ γ ∞ holds. 2 Remark 9. We can also prove γ X ∞ ≥ γ ∞ using (11). In this case, (22) can be also directly derived from (11) after settingŻ X = 0.
Solving PDLMIs
As shown above, our method, i.e. Theorem 3, as well as Lemmas 6 and 7 are formulated in terms of PDLMIs. For solving PDLMIs, several powerful methods have been proposed, e.g. Sum-Of-Squares (SOS) decomposition [Lasserre, 2001 , Chesi et al., 2003 , Parrilo, 2003 , Scherer and Hol, 2006 , Slack Variable (SV) approach [Trofino and de Souza, 2001, Peaucelle and Sato, 2009] , etc., and several books on this topic have been published [Henrion and Garulli, 2005, Chesi et al., 2009] . Thus, we briefly show our approach (SV approach) which is used for the numerical example in the next section.
Suppose that the state-space matrices of (1) are parametrically affine. Now we set the decision matrices in Theorem 3, and Lemmas 6 and 7 are all parametrically affine. Then PDLMIs in those theorem and lemmas are of third-order at most. Thus, those PDLMIs can be described as follows.
where Θ denotes 1 θ ⊗ I, and Φ 0 , Φ i and Ψ i are appropriately defined symmetric matrices including decision variables.
A sufficient condition for (23) is given below.
Lemma 10. [Peaucelle and Sato, 2009] Suppose that there exist a constant matrix M of compatible dimensions such that (24) holds. Then, (23) holds.
where ver (Ω θ ) and ver (Λ θ ) respectively denote the vertex sets of Ω θ and Λ θ .
This is a typical version of SV approach for solving PDLMIs, and the claim is easily proved by multiplying Θ T and its transpose to (24) from the left and the right respectively.
In the next section, we solve PDLMIs using Lemma 10.
NUMERICAL EXAMPLE
To demonstrate the reduced conservatism of Theorem 3 compared to the conventional methods and illustrate Theorem 8, we show the design results for a numerical example in [Masubuchi and Kurata, 2009 ].
The state-space matrices of (1) are defined as follows. 
We design GS H ∞ controllers with Matlab r using SeDuMi [Sturm, 1999] and YALMIP [Lofberg, 2004] . The design results for GS H ∞ controllers using Theorem 3, in which all the parameter-dependent decision matrices are set to be parametrically affine, are given in Table 1 . The numbers of decision variables and LMI rows are also given. The line search for ε is conducted with logarithmically linear-gridded 400 points in 10 −10 , 10 10 . Fig. 1 shows the relationship between ε and γ ∞ .
For reference, the design results using the methods in [Apkarian and Adams, 1998 ], in which all the parameterdependent decision matrices apart from X(θ) and Y (θ) are set to be parametrically affine, are given in Table 2 . Similarly, the design results using Lemmas 6 and 7, in which Table 2 . Design result using method in [Apkarian and Adams, 1998 ] with various X(θ) and Y (θ) all the parameter-dependent decision matrices are set to be parametrically affine, are given in Table 3 . In Tables 2  and 3 , "∞" denotes that the method cannot design any controllers which assure the closed-loop stability.
From Tables 1, 2 , and 3, it is confirmed that Theorem 8 holds. For this problem, the performance degradation of our method compared to the method in [Apkarian and Adams, 1998 ] with restrictions for neither X(θ) nor Y (θ) is only about 3.2%(= (22.06−21.38)/21.38). This degradation is small keeping in mind that our new results perform the design of GS controllers independent of the derivative of the parameters which is the biggest difference from theirs. That is, our results may be applicable in the real world while theirs hardly can. On the other hand, the corresponding performance degradation of the conventional method via particularly structured PDLFs, i.e. Lemma 7 and the method in Apkarian and Adams [1998] with constant X, is about 28.6%(= (27.50 − 21.38)/21.38), which is much larger than 3.2%. This demonstrates the effectiveness of our method.
Note that the two results we produced, the one based on inequality (10) and the other based on (11) give approximately the same results. This was not expected and may not be true in general. Some more experiments are needed to determine if one of the two results is to be preferred in terms of conservatism. In terms of numerical complexity for solving PDLMIs the one based on (10) is always better.
CONCLUSIONS
This paper tackles the design problem for Gain-Scheduled (GS) H ∞ output-feedback controllers for continuous-time Linear Parameter-Varying (LPV) systems via ParameterDependent Lyapunov Functions (PDLFs). For this prob- lem, we propose a new design method, in which GS controllers depend solely on the scheduling parameters, in terms of Parameter-Dependent Linear Matrix Inequalities (PDLMIs) with a single line search parameter. Although our method requires line search process, it is no more conservative than conventional design methods via Parameter-inDependent Lyapunov Functions (PiDLFs) or particularly structured PDLFs. A simple numerical example borrowed from the literature demonstrates the effectiveness of our method and illustrates the less conservatism compared to the conventional design methods.
