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Resumen
En esta memoria se estudian problemas de acotacio´n de operadores integrales
singulares e integrales fraccionarias que involucran funciones maximales y pesos
laterales de Sawyer.
El primer problema a abordar es el estudio de la acotacio´n de la funcio´n maximal
fraccionaria lateral. Se logra determinar co´mo es la mejor dependencia de la norma,
Lp(v) → Lq(u), respecto a diferentes clases de pares de pesos, con 1
q
= 1
p
− α,
0 ≤ α < 1. Las acotaciones obtenidas son tanto fuertes como de´biles.
Luego se trabaja con la integral fraccionaria de Weyl, Wα, logrando establecer
co´mo es la dependencia de la norma, Lp(v) → Lq(u), con 1
q
= 1
p
− α, respecto a la
clase de peso A+p,q.
Finalmente se estudia el problema de la acotacio´n de un operador integral sin-
gular, T+, (con nu´cleo K soportado en la semirrecta (−∞, 0)). Dado un peso w,
funcio´n positiva localmente integrable, se analiza la norma de T+ en medida w(x)dx
estudiando como depende esta norma del peso w, cuando w es un peso en la clase
de Sawyer A+1 .
Clasificacio´n (2010):
42B20 : Singular and oscillatory integrals (Caldero´n-Zygmund, etc.)
42B25: Maximal functions, Littlewood-Paley theory.
Palabras Claves: Operadores integrales de Caldero´n-Zygmund, funcio´n maximal
de Hardy-Littlewood lateral, funcio´n maximal fraccionaria lateral, integral fracciona-
ria lateral, pesos de Sawyer, desigualdades en norma con pesos, mejores constantes.
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Abstract
In this Thesis we study the weighted norm, given by strong or weak inequalities,
of the following operators: the one-sided singular integral, the one-sided fractional
operator, and the one-sided maximal fractional operator.
The first problem we consider is the study of the boundedness of the one-sided
maximal fractional function. We obtain the best dependency of the norm, Lp(v)→
Lq(u), in relation to different classes of pairs of weights with 1
q
= 1
p
− α, 0 ≤ α < 1.
We obtain strong and weak weighted bounds.
We also work with Weyl’s and the Riemann-Liouville fractional integrals, Wα
and Rα. We establish the dependency of the norm, L
p(v)→ Lq(u), with 1
q
= 1
p
− α,
in relation to the class A+p,q or A
−
p,q.
Finally, the last problem we deal is the study of weighted inequalities of a singular
integral operator with kernel K supported in (−∞, 0), T+. We analyze the norm of
T+ respect to the measure w(x)dx, when w ∈ A+1 ( the Sawyer’s weight class).
Math. Subject Classification (2010):
42B20 : Singular and oscillatory integrals (Caldero´n-Zygmund, etc.)
42B25: Maximal functions, Littlewood-Paley theory.
Key words and phrases: Caldero´n-Zygmund integral operators, One-sided Hardy-
Littlewood maximal operator, Ones-sided maximal fractional operator, One-sided
integral fractional operators, Sawyer weights, Weighted inequalities, Best constants.
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Introduccio´n
En esta tesis se abordara´n algunos problemas del ana´lisis armo´nico para opera-
dores laterales. Dado un operador T actuando en el espacio de funciones medibles
de un intervalo (a, b), con −∞ ≤ a < b ≤ ∞, decimos que es un operador lateral si
el valor de Tf(x) solo depende de (a, x], es decir Tf(x) = T (fχ(a,x])(x), (o si el valor
de Tf(x) solo depende de [x, b), es decir Tf(x) = T (fχ[x,b))(x)). Un ejemplo sencillo
de un operador lateral es Tf(x) =
∫ x
0
f(t) dt para f funcio´n medible en (0,∞).
En ana´lisis armo´nico un problema de gran intere´s es ver la acotacio´n de opera-
dores en los espacios Lp(µ) donde µ es una medida. En la mayor´ıa de los casos se
considera medidas absolutamente continuas con respecto a la medida de Lebesgue
y por lo tanto se estar´ıa considerando a los espacios Lp(w) donde w es una funcio´n
localmente integrable y positiva, a estas funciones las llamamos pesos. Se estudian
acotaciones de la forma(∫
R
|Tf(t)|p u(t)dt
) 1
p
≤ C
(∫
R
|f(t)|q v(t)dt
) 1
q
,
o de la forma
u({t ∈ R : |Tf(t)| > λ}) 1p ≤ C
λ
(∫
R
|f(t)|q v(t)dt
) 1
q
, λ > 0,
con u, v pesos. A la primera desigualdad se la llama acotacio´n de tipo fuerte mientras
a la segunda de tipo de´bil, pues la primera implica la segunda.
Los operadores laterales aparecen de forma natural tanto en el ana´lisis armo´nico
como en teor´ıa ergo´dica. Desigualdades con pesos para los operadores laterales esta´n
conectados al siguiente resultado cla´sico de la teor´ıa ergo´dica dado por Dunford y
Schwartz, ver [11].
Teorema Maximal Ergo´dico: Sea (X,µ) un espacio de medida y sea
T = {T t : t > 0}
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un semigrupo de operadores fuertemente medibles en L1(X,µ) con ||T t||1 ≤ 1 y
||T t||∞ ≤ 1. Sea
MT f(x) = sup
h>0
1
h
∣∣∣∣∫ h
0
T tf(x) dt
∣∣∣∣ .
Entonces existe una constante C > 0 tal que
µ({x ∈ X : MT f(x) > λ}) ≤ C
λ
∫
X
|f(x)| dµ,
para todo λ > 0 y toda f ∈ L1(µ).
Este teorema da´ una primera informacio´n sobre las desigualdades con pesos
para los operadores laterales. En efecto, si tomamos X = R, con la medida w(t)dt
y T tf(x) = f(x + t). La funcio´n maximal ergo´dica, (definida en el teorema), es la
funcio´n maximal lateral dada por
M+f(x) = sup
h>0
1
h
∣∣∣∣∫ h
0
f(x+ t) dt
∣∣∣∣ = sup
h>0
1
h
∣∣∣∣∫ x+h
x
f(t) dt
∣∣∣∣ ,
es trivial ver que T t es una contraccio´n en L∞(w) y de forma sencilla se ve que
T t es contraccio´n en L1(w) si y so´lo si w es no decreciente. Luego por el teorema
ergo´dico conclu´ımos que las funciones no decrecientes son buenos pesos para la
funcio´n maximal lateral, pues se tiene la acotacio´n de´bil.
Por otro lado, una clase de operadores muy estudiados en el ana´lisis armo´nico son
los llamados operadores integrales de Caldero´n-Zygmund. A continuacio´n definire-
mos un ejemplo cla´sico de estos operadores donde quedara´ manifiesto su importancia
en matema´ticas.
Consideremos el semiplano superior Ω = {(x, y) ∈ R2 : y ≥ 0} y f una funcio´n
medible en R. Al estudiar la ecuacio´n diferencial dada por:
∆u(x, y) = 0, (x, y) ∈ Ω,
u(x, 0) = f(x),
la solucio´n es una funcio´n armo´nica u en Ω que viene dada por la convolucio´n con
el nu´cleo de Poisson Py(x) =
1
pi
y
x2+y2
,
u(x, y) = Py ∗ f(x) =
∫
R
Py(x− t)f(t) dt,
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donde {Py} es una aproximacio´n de la identidad.
Es natural preguntarse cua´l es la funcio´n v(x, y) armo´nica conjugada de u(x, y)
de forma que, F (z) = u(x, y) + iv(x, y) sea anal´ıtica en Ω. La funcio´n v viene dada
por la convolucio´n con el nu´cleo de Poisson conjugado Qy(x) =
1
pi
x
y2+x2
,
v(x, y) = Qy ∗ f(x) =
∫
R
Qy(x− t)f(t) dt.
Ahora {Qy} no es una aproximacio´n de la identidad y cuando tomamos l´ımite de y
que tiende a 0 obtenemos
1
pi
v.p.(
1
x
∗ f)(x) = l´ım
y→0
Qy ∗ f(x) = 1
pi
l´ım
→0
∫
|y|>
f(x− y)
y
dy,
es decir se obtiene el valor principal de 1
x
∗f como distribucio´n temperada. Esto define
un operador que a cada f le asigna 1
pi
v.p.( 1
x
∗ f)(x) y e´ste se llama Transformada de
Hilbert,
H(f)(x) =
1
pi
v.p.(
1
x
∗ f)(x).
Este operador es el ejemplo cla´sico de operador integral de Caldero´n-Zygmund y
sirve como modelo en la teor´ıa de Caldero´n-Zygmund.
Un resultado cla´sico de esta teor´ıa es poder controlar estos operadores en norma
Lp(w), 1 < p <∞, por la funcio´n maximal de Hardy-Littlewood. Puede verificarse
la siguiente desigualdad de tipo Coifman∫
Rn
|Tf(x)|pw(x)dx ≤ C
∫
Rn
|Mf(x)|pw(x)dx,
donde w(x) es un peso de la clase de Mukenhoupt y M es la funcio´n maximal de
Hardy-Littlewood.
Tanto la transformada de Hilbert como la funcio´n maximal de Hardy-Littlewood
no son operadores laterales. Aimar, Forzani y Mart´ın-Reyes, en [1], introducen las
condiciones que tiene que cumplir un operador integral de Caldero´n-Zygmund para
que sea un operador lateral. Adema´s en este trabajo demuestran que estos operadores
esta´n controlados por la funcio´n maximal lateral con pesos de Sawyer. Esta acotacio´n
es mejor que la anterior en el sentido que las funciones no decrecientes no son pesos
de Mukenhoupt, pero como hab´ıamos mencionado anteriormente, son buenos pesos
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para la funcio´n maximal lateral. Es decir esta clase de funciones son pesos de Sawyer.
De esta forma se logra la acotacio´n para una mayor cantidad de pesos.
Por otro lado si consideramos la transformada de Fourier del operador diferencial
laplaciano obtenemos (̂−∆f)(ξ) = 4pi2|ξ|2f̂(ξ). Si reemplazamos el exponente 2 por
uno general β se define el laplaciano fraccionario como
̂(−∆f)β/2(ξ) = (2pi|ξ|)β f̂(ξ).
Es de especial intere´s cuando el exponente es negativo en el rango −n < β < 0.
Para estos exponentes hay una realizacio´n del operador formal como un operador
integral. Para este caso se define el potencial de Riez o integral fraccionaria por
Iα(f) = γ(α)(−∆)−α/2(f) para todo 0 < α < n,
donde γ(α) so´lo depende de α. La forma integral del potencial de Riez es
Iα(f)(x) =
∫
Rn
f(y)
|x− y|n−α dy.
Este operador ha sido estudiado a lo largo de las u´ltimas de´cadas y tiene una gran
conexio´n con la teor´ıa de las ecuaciones diferenciales. Las primeras desigualdades
en normas fueron dadas por Hardy y Littlewood en 1928. De forma ana´loga a lo
que pasa para los operadores integrales de Caldero´n-Zygmund existe una funcio´n
maximal que nos da una desigualdad de tipo Coifman∫
Rn
|Iαf(x)|pw(x)dx ≤ C
∫
Rn
|Mαf(x)|pw(x)dx,
donde Mα es la funcio´n maximal de Hardy-Littlewood fraccionaria.
La integral fraccionaria tiene sus versiones laterales, estos son la integral fraccio-
naria de Weyl y la integral fraccionaria de Riemann-Liouville, que son operadores
de convolucio´n con nu´cleos soportados en (−∞, 0) y (0,∞) respectivamente. Estos
operadores son controlados por funciones maximales fraccionarias laterales y fue-
ron estudiados por Andersen y Sawyer, ellos determinaron las clases pesos que los
controlan en normas.
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En las u´ltimas de´cadas se han realizado muchos avances en la teor´ıa estudiando
co´mo dependen las acotaciones de los operadores de Caldero´n-Zygmund y el poten-
cial de Riez respecto a los pesos w. En este trabajo se generalizan algunos de estos
resultados para operadores laterales.
Esta memoria se organiza de la siguiente forma. En el Cap´ıtulo 1, daremos de-
finiciones y herramientas ba´sicas ya conocidas que necesitaremos a los largo del
trabajo. Tambie´n en este cap´ıtulo se exponen algunos resultados sencillos que sirven
en demostraciones posteriores. En el Cap´ıtulo 2, abordaremos problemas respecto
a operadores fraccionarios laterales, se determinara la mejor constante de acotacio´n
fuerte y de´bil respecto de pesos para la funcio´n maximal fraccionaria lateral y la
mejor constante de acotacio´n fuerte y de´bil respecto de pesos para la integral frac-
cionaria lateral. Para ello se desarrollan resultados de extrapolacio´n. En el Cap´ıtulo
3, se desarrolla la teor´ıa necesaria para estudiar co´mo depende la acotacio´n de ope-
radores integrales laterales de Caldero´n-Zygmund respecto a los pesos de Sawyer.
En el Cap´ıtulo 4, expondremos algunos resultados teniendo en cuenta el trabajo [42]
de Mart´ın-Reyes y de la Torre que dan otro punto de vista a los resultados de los
cap´ıtulos previos. Por u´ltimo, en el Ca´pitulo 5, se expondra´n los resultados ma´s im-
portantes que se obtuvieron, tambie´n se analizara´ como a partir de estos resultados
se podr´ıa seguir trabajando a futuro y cua´les son los mayores desaf´ıos para ello.
Vamos a considerar que el lector tiene conocimientos de la teor´ıa de Caldero´n-
Zygmund de integrales singulares y operadores fraccionarios. Aunque en los preli-
minares se expondra´ los resultados ma´s ba´sicos que utilizaremos de esta teor´ıa.

Cap´ıtulo 1
Preliminares
En este cap´ıtulo, presentaremos los principales conceptos y herramientas que son
necesarios para el planteo de los problemas y resultados que se van a desarrollar en
esta tesis, con la intencio´n de hacer esta memoria lo ma´s accesible posible. Utilizare-
mos definiciones esta´ndar muy bien conocidas, que podemos encontrar en [12], [16]
y [3].
1. Pesos de Muckenhoupt y operadores integrales
Comenzaremos definiendo diferentes formas de acotacio´n que sera´n usadas.
Sean (X, ν) e (Y, µ) espacios de medida, T un operador sublineal definido de
Lp(X, ν) en las funciones medibles de Y y 1 ≤ p, q ≤ ∞. Diremos que:
T es de tipo fuerte (p, q), si existe una constante C > 0 independiente de f tal
que
||Tf ||Lq(Y,µ) ≤ C||f ||Lp(X,ν).
T es de tipo de´bil (p, q), con q < ∞, si para todo λ > 0 existe una constante
C > 0 independiente de f tal que
λµ({y ∈ Y : |Tf(y)| > λ}) 1q ≤ C||f ||Lp(X,ν).
Escribimos ||Tf ||Lq,∞(Y,µ) = supλ>0 λµ({y ∈ Y : |Tf(y)| > λ})
1
q .
Aunque ||Tf ||Lq,∞(Y,µ) no es una norma, en este caso tenemos
||Tf ||Lq,∞(Y,µ) ≤ C||f ||Lp(X,ν).
La desigualdad tipo de´bil es similar a la conocida desigualdad de Chebyshev que
afirma que si f ∈ Lp(X,µ), con µ medida regular, entonces
λµ({x ∈ X : |f(x)| > λ}) 1q ≤ C||f ||Lp(X,µ).
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Ahora enunciaremos dos resultados bien conocidos sobre acotacio´n de operadores
que son necesarios para desarrollar el trabajo de esta tesis.
Lema 1.1 (desigualdad de Kolmogorov). Sea T un operador sublineal definido
en L1(Rn) y y de tipo de´bil (1, 1). Sea Q un cubo, llamamos 2Q al cubo con mismo
centro que Q y lado el doble. Entonces para todo 0 <  < 1 y f integrable con
sop(f) ⊂ 2Q, se tiene, (
1
|Q|
∫
Q
|Tf |
) 1

≤ C
2|Q|
∫
2Q
|f |
donde C solo depende de T y .
Lema 1.2 (Interpolacio´n de Marcinkiewicz). Sean 0 < p0 < p1 ≤ ∞ y T un
operador sublineal definido en Lp0(µ) + Lp1(µ), de tipo de´bil (p0, p0) y de´bil (p1, p1)
respecto a la medida µ, regular y definida positiva. Entonces para todo p0 < p < p1,
T es de tipo fuerte (p, p) respecto a la medida µ. Es ma´s si
λp0µ({x ∈ Rn : |Tf(x)| > λ}) ≤ A0
∫
Rn
|f(x)|p0 dµ(x),
λp1µ({x ∈ Rn : |Tf(x)| > λ}) ≤ A1
∫
Rn
|f(x)|p1 dµ(x),
entonces∫
Rn
|Tf(x)|p dµ(x) ≤ 2
(
p
p− p0 +
p
p1 − p
) 1
p
A1−θ0 A
θ
1
∫
Rn
|f(x)|p dµ(x),
donde 1
p
= θ
p1
+ 1−θ
p0
.
1.1. Funciones Maximales.
Ahora vamos a introducir el concepto de funciones maximales que son funda-
mentales en el ana´lisis armo´nico. Se consideran cubos Q que contengan al punto x,
donde x no es necesariamente el centro de Q. Para la definicio´n tambie´n se pueden
considerar bolas B o otros conjuntos medibles que cumplen una serie de propieda-
des. Respecto al punto x, se le puede pedir que este´ en el centro del cubo o la bola,
como tambie´n en cualquier sitio de e´sta. En todos estos casos todas las definiciones
de los operadores maximales son equivalentes entre s´ı.
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Definicio´n 1.3. Sea f una funcio´n localmente integrable en Rn definimos la
funcio´n maximal de Hardy-Littlewood como
Mf(x) = sup
Q
1
|Q|
∫
Q
|f(y)| dy,
donde el supremo se toma sobre todos los cubos Q de Rn que contienen al punto x.
El teorema de diferenciacio´n de Lebesgue establece que dada una funcio´n local-
mente integrable f , para casi todo punto x se cumple que
f(x) = l´ım
|Q|→0
1
|Q|
∫
Q
f(y) dy,
donde el l´ımite se toma sobre todos los cubos Q que contienen a x. La funcio´n
maximal tiene gran importancia en la matema´tica pues controla estos l´ımites y nos
permite generalizar el teorema fundamental del ca´lculo integral cla´sico para espacios
de medida de Lebesgue. Adema´s este operador esta ı´ntimamente relacionado con los
operadores integrales de Caldero´n-Zygmund que juegan un papel importante en las
ecuaciones diferenciales parciales.
Sea D la familia de cubos dia´dicos en Rn definimos la funcio´n maximal dia´dica
de Hardy-Littlewood como
Mdf(x) = sup
Q⊂D
1
|Q|
∫
Q
|f(y)| dy,
donde el supremo se toma sobre todos los cubos Q ∈ D que contienen al punto
x. Esta maximal es ma´s chica que la anterior, es decir no se las puede comparar
puntualmente pero si en te´rmino de normas p’s para p ≥ 1. En particular, para
p = 1, existe una constante Cn que so´lo depende de la dimensio´n tal que,∫
Rn
Mdf(x) dx ≤
∫
Rn
Mf(x) dx ≤ Cn
∫
Rn
Mdf(x) dx.
Dado  > 0, tambie´n definimos la siguiente funcio´n maximal:
Mf(x) = (M(|f |)(x))1/,
este operador es ma´s grande que la maximal de Hardy-Littlewood si  > 1.
Ahora si consideramos una medida µ en Rn se pueden tomar las mismas defini-
ciones pero considerando la medida µ en lugar de dx. En particular si es una medida
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absolutamente continua respecto a la medida de Lebesgue, µ viene dada por una
funcio´n g ≥ 0 y localmente integrable, definimos
Mgf(x) = sup
Q
1
g(Q)
∫
Q
|f(y)| g(y)dy,
donde, si E es un conjunto medible Lebesgue, g(E) =
∫
E
g(y)dy y el supremo se
toma sobre todos los cubos Q que contienen al punto x.
Como mencionamos anteriormente, en ana´lisis armo´nico, interesa saber como
esta´n acotados los operadores. Es fa´cil ver, respecto a la medida de Lebesgue que
la funcio´n maximal de Hardy-Littlewood es un operador acotado en L∞(Rn) y para
p = 1, se tiene la siguiente desigualdad de tipo de´bil (1,1),
|{x ∈ Rn : Mf(x) > λ}| ≤ 3
n
λ
∫
Rn
|f(x)| dx. (1.1)
Por el Lema 1.2 (Interpolacio´n de Marcinkiewicz), se obtiene que esta funcio´n ma-
ximal es acotada fuertemente (p, p) para 1 < p <∞. Es ma´s
||M ||Lp(Rn) ≤ Cnp′, (1.2)
donde Cn depende so´lo de la dimensio´n.
Acotaciones similares son va´lidas para las otras funciones maximales definidas
en este apartado.
1.2. Operadores integrales de Caldero´n-Zygmund.
Ahora introduciremos uno de los operadores con los cuales vamos a trabajar
en estas memorias. En la introduccio´n se motivo´ la definicio´n de estos, haciendo
mencio´n a la Transformada de Hilbert. Ahora vamos a dar la definicio´n general.
Definicio´n 1.4. Diremos que una funcio´n K en L11oc(Rn \ {0}) es un nu´cleo de
Caldero´n-Zygmund, si satisface las siguientes propiedades:
||K̂||∞ < c1,
|K(x)| < c2|x|n ,
|K(x)−K(x− y)| < c3|y||x|n+1 , donde |y| < |x|2 ,
1. PESOS DE MUCKENHOUPT Y OPERADORES INTEGRALES 21
Definimos el operador integral de Caldero´n-Zygmund T asociado al nu´cleo K por:
T (f)(x) = v.p.(K ∗ f)(x) = l´ım
→0
∫
B(x)c
K(x− y)f(y) dy.
En lugar de usar bolas B(x) = {y ∈ Rn : |y − x| < } podemos usar cubos en
Rn que contengan a x y la definicio´n es equivalente.
Dada una familia de operadores lineales, {T}>0, en un espacio de medida (X,µ)
se define el operador maximal asociado como T ∗f(x) = sup>0 |Tf(x)|. En este
contexto definimos el operador maximal asociado al nu´cleo K como
T ∗(f)(x) = sup
>0
∣∣∣∣∫
B(x)c
K(x− y)f(y) dy
∣∣∣∣ .
Observar que el operador adjunto de un operador integral de Caldero´n-Zygmund
vuelve a ser otro operador integral de Caldero´n-Zygmund. Como ||K̂||∞ < c1, tene-
mos que T es un operador acotado en L2(Rn). Usando esto y la descomposicio´n de
Caldero´n-Zygmund, (ver Lema 1.28), se prueba que T es de tipo de´bil (1, 1). Aho-
ra, por el Lema 1.2 (Interpolacio´n de Marcinkiewicz) se obtiene que el operador es
de tipo fuerte (p, p) para 1 < p < 2. Al ser el operador adjunto de T tambie´n un
operador de Caldero´n-Zygmund, por dualidad, se obtiene la acotacio´n fuerte (p, p),
para 2 < p < ∞. Estos resultados pueden verse en el trabajo [6], del an˜o 1952, de
Caldero´n y Zygmund.
Un resultado cla´sico de la teor´ıa de Caldero´n-Zygmund es poder controlar estos
operadores integrales en norma Lp(Rn), 1 < p < ∞, por la funcio´n maximal de
Hardy-Littlewood. Es decir la siguiente desigualdad de tipo Coifman,∫
Rn
|Tf(x)|p dx ≤ C
∫
Rn
|Mf(x)|p dx.
De forma natural, surge estudiar acotaciones de estos operadores en espacios
Lp(µ) donde µ es una medida. En la mayor´ıa de los casos esta medida es absolu-
tamente continua con respecto a la medida de Lebesgue y por lo tanto se estar´ıa
considerando a los espacios Lp(w) donde w es una funcio´n localmente integrable y
positiva (un peso). A continuacio´n caracterizaremos cua´les son estos pesos.
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1.3. Pesos de Muckenhoupt.
Benjamin Muckenhoupt en 1972, (ver [46]), estudio´ las condiciones que debe
cumplir un peso w para que la funcio´n maximal de Hardy-Littlewood M este´ acotada
de forma de´bil (p, p) en medida w(x)dx. E´l define las siguientes familias de pesos
que llamaremos pesos de Muckenhoupt.
Definicio´n 1.5. Dada una funcio´n w positiva y localmente integrable diremos
que:
w es un peso de la clase Ap, 1 < p <∞, si para todo cubo Q,(
1
|Q|
∫
Q
w(y) dy
)(
1
|Q|
∫
Q
w(y)
−1
p−1 dy
)p−1
≤ Cp,
con Cp independiente de Q. Definimos la constante del peso w en Ap como
el ı´nfimo de las cotas Cp y la denotamos por ||w||Ap .
w es un peso de la clase A1 si
Mw(x) ≤ C1w(x) c.t.x ∈ Rn,
con C1 independiente de x. Definimos la constante del peso w en A1 como el
ı´nfimo de las cotas C1 y la denotamos por ||w||A1 .
Definimos la clase A∞ =
⋃
p≥1Ap.
Respecto a la clase A∞ vamos a considerar una constante introducida por Fujii
en [14], que despue´s utilizo´ Wilson en diversos trabajos ver [65], [66] y [67]. Un
peso w ∈ A∞ si y so´lo si
||w||A∞ = sup
Q
1
w(Q)
∫
Q
M(wχQ) <∞. (1.3)
A esta constante la llamaremos constante de Fujii-Wilson de w.
Posteriormente Hunt, Muckenhoupt y Wheeden, en [23], desarrollaron la teor´ıa
de pesos adecuada para la transformada de Hilbert. Probaron que la condicio´n Ap
caracteriza las acotaciones en Lp(w) de este operador exactamente igual al caso de
la funcio´n maximal.
Luego Coifman y Fefferman extendieron la teor´ıa Ap para los operadores inte-
grales de Caldero´n-Zygmund, ver [8].
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En estos trabajos no se ten´ıa en cuenta como se relacionaba la norma del ope-
rador con la constante ||w||Ap . An˜os despue´s (1993) Stephen M Buckley, estudiante
de Fefferman, en [5], estudio´ la dependencia de la norma, cuando se considera la
acotacio´n fuerte (p, p), de la funcio´n maximal respecto a la constante del peso w.
Este resultado es una versio´n moderna del obtenido por Muckenhoupt en [46].
Buckley demostro´:
Teorema 1.6 ([5]). Sea w una funcio´n positiva localmente integrable en Rn y M
la funcio´n maximal de Hardy-Littlewood, entonces son equivalentes:
w es un peso de la clase Ap con 1 ≤ p <∞.
M es acotado de´bil (p, p) en medida w(x)dx con ||M ||Lp,∞(w) ≤ Cn||w||
1
p
Ap
,
donde el exponente 1
p
es el mejor posible.
Si consideramos p > 1 son equivalentes
w es un peso de la clase Ap con 1 < p <∞.
M es acotado fuerte (p, p) en medida w(x)dx con ||M ||Lp(w) ≤ Cnpp′||w||
1
p−1
Ap
,
donde el exponente 1
p−1 es el mejor posible y p
′ es el conjugado de p, es decir
1
p
+ 1
p′ = 1.
En el an˜o 1971, en [13], considerando el caso p = 1, C. Fefferman y E. M. Stein
demostraron que si w es una funcio´n localmente integrable y positiva entonces
w({x ∈ Rn : Mf(x) > λ}) ≤ C
λ
∫
Rn
|f(x)|Mw(x)dx,
donde C no depende de w.
Observar que en el caso que si w ∈ A1 se tiene:
w({x ∈ Rn : Mf(x) > λ}) ≤ C||w||A1
λ
∫
Rn
|f(x)|w(x)dx.
Este resultado motivo´ a Mukenhoupt y Wheeden a realizar las siguientes conje-
turas:
• Conjetura fuerte de M-W:
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Si w es una funcio´n localmente integrable y positiva, T un operador integral de
Caldero´n-Zygmund entonces
w({x ∈ Rn : Tf(x) > λ}) ≤ CT
λ
∫
Rn
|f(x)|Mw(x)dx,
donde CT es una constante que so´lo depende del operador T y la dimensio´n.
• Conjetura de´bil de M-W:
Si w ∈ A1, T un operador integral de Caldero´n-Zygmund entonces
w({x ∈ Rn : Tf(x) > λ}) ≤ CT ||w||A1
λ
∫
Rn
|f(x)|w(x)dx,
donde CT es una constante que so´lo depende del operador T y la dimensio´n.
El estudio de estas conjeturas es de gran importancia en el ana´lisis armo´nico.
Otro problema de suma importancia de los u´ltimos an˜os es lo que se llamo´ conjetura
A2:
Teorema 1.7. Sea w ∈ A2 y T un operador integral de Caldero´n-Zygmund,
entonces,
||T ||L2(w) ≤ Cn,T ||w||A2 . (1.4)
Este problema estuvo abierto durante mucho tiempo. S. Pettermichl lo probo´ pa-
ra la Transformada de Hilbert en 2007, ver [53]. Luego el resultado lo extendieron
Teresa Luque, Ezequiel Rela y Carlos Pe´rez para nu´cleos de convolucio´n suaves en
2013, ver [37]. Finalmente Tuomas Hyto¨nen probo´ la conjetura para el caso general
de un operador integral de Caldero´n-Zygmund, ver [24]. Existe una nueva prueba
de la conjetura ma´s simple obtenida por Andrei Lerner en [31].
Respecto a la conjetura fuerte de Muckenhoupt y Wheeden el mejor resultado
es el obtenido por Carlos Pe´rez en [51]
||Tf ||L1,∞(w) ≤ C 2 1
∫
Rn
|f(x)|ML(logL)w(x) dx. (1.5)
donde ML(logL) es un operador ma´s grande que M , para todo  > 0. Luego en 2012,
M. C. Reguera en [55] y M. C. Reguera y C. Thiele en [56] prueban que la conjetura
es falsa trabajando con la transformada de Hilbert.
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En [33] Lerner, Ombrosi y Pere´z estudian la conjetura de´bil y obtienen un cre-
cimiento logar´ıtmico de la constante cuando w ∈ A1. Para lograr este resultado fue
necesario demostrar una desigualdad sharp de tipo Ho¨lder al reve´s.
Dada una funcio´n f localmente integrable y un cubo Q, usando la desigualdad
de Ho¨lder se sabe que para r > 1 se tiene 1|Q|
∫
Q
|f | ≤
(
1
|Q|
∫
Q
|f |r
) 1
r
. La desigualdad
de Ho¨lder al reve´s nos dice que vale la inversa para los pesos de Muckenhoupt.
Enunciamos dos versiones que optimizan las constantes, la primera es de Pe´rez,
Lerner y Ombrosi, del trabajo [33] antes citado; la segunda de se debe a Hyto¨nen y
C. Pe´rez ver [26].
Lema 1.8 (Desigualdad de Ho¨lder al reve´s).
Primera versio´n. Sea w ∈ A1. Si rw = 1 + 12n+1||w||A1 , se tiene(
1
|Q|
∫
Q
wrw
) 1
rw ≤ 2 1|Q|
∫
Q
w. (1.6)
Segunda versio´n. Sea w ∈ A∞. Si rw = 1 + 12n+11||w||A∞ , se tiene(
1
|Q|
∫
Q
wrw
) 1
rw ≤ 2 1|Q|
∫
Q
w. (1.7)
Si tomamos supremo sobre todos los cubos Q en estas desigualdades obtenemos
Mrww(x) ≤ 2Mw(x). (1.8)
Notar que r′w =
rw
rw−1 ≈ ||w||A1 en el primer caso y r′w = rwrw−1 ≈ ||w||A∞ en el
segundo.
El siguiente resultado, que relaciona las normas con pesos de los operadores
integrales con la de la funcio´n maximal, se debe a Coifman y Fefferman, ver [8]
Proposicio´n 1.9 (Desigualdad de Coifman-Fefferman). Sea T un operador in-
tegral de Caldero´n-Zygmund, 0 < p < ∞, w ∈ A∞. Entonces existe una constante
Cp,w que depende de T , p, la dimensio´n y el peso w tal que(∫
Rn
|Tf(x)|pw(x)dx
) 1
p
≤ Cp,w
(∫
Rn
(Mf(x))pw(x)dx
) 1
p
.
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Desigualdades de tipo Coifman y Fefferman son fundamentales para poder ob-
tener los resultados de Pe´rez, Lerner y Ombrosi.
Como se menciono´ anteriormente, los resultados obtenidos en [33] y [32] repre-
sentan uno de los mayores avances respecto a la conjetura de´bil de Muckenhoupt y
Wheeden. A continuacio´n citamos sus teoremas:
Teorema 1.10 ([33]). Sea 1 < p, r < ∞, w ∈ A1 y T un operador integral de
Caldero´n-Zygmund. Entonces,
||Tf ||Lp(w) ≤ Cpp′(r′)
1
p′ ||f ||Lp(Mrw),
donde C so´lo depende de T y la dimensio´n.
Si r = rw es como la ecuacio´n (1.6) del Lema 1.8, entonces,
||Tf ||Lp(w) ≤ Cpp′||w||A1||f ||Lp(w). (1.9)
Respecto a la estimacio´n de´bil (1,1) tenemos
Teorema 1.11 ([33]). Sea w ∈ A1 y T un operador integral de Caldero´n-
Zygmund, entonces,
||Tf ||L1,∞(w) ≤ C||w||A1 log(e+ ||w||A1)||f ||L1(w), (1.10)
donde C so´lo depende de T y la dimensio´n del espacio.
Como corolario de estos resultados, por interpolacio´n, se tiene que:
Corolario 1.12 ([33]). Sea 1 < p < ∞, w ∈ Ap y T un operador integral de
Caldero´n-Zygmund, entonces,
||Tf ||Lp,∞(w) ≤ C||w||Ap log(e+ ||w||Ap)||f ||Lp(w),
donde C = C(n, p, T ).
Por un argumento de dualidad se obtiene:
Corolario 1.13 ([33]). Sea 1 < p < ∞, w ∈ Ap y T un operador integral de
Caldero´n-Zygmund. Para cualquier conjunto medible E
||T (σχE)||Lp(w) ≤ C||w||
1
p−1
Ap
log(e+ ||w||Ap)σ(E)
1
p ,
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donde C = C(n, p, T ) y σ = w
−1
p−1 .
Cabe mencionar que recientemente F. Nazarov, A. Reznikov, V. Vasyunin, A.
Volberg, probaron que la conjetura de´bil de Muckenhoupt-Wheeden es tambie´n fal-
sa, ver [48]. Adema´s ellos conjeturaron que los avances realizados por Pe´rez, Lerner
y Ombrosi son o´ptimos. En esta tesis demostraremos teoremas ana´logos a los Teo-
remas 1.10 y 1.11 pero para operadores laterales y pesos de Sawyer.
Finalmente enunciaremos las propiedades fundamentales de los pesos de Muc-
kenhoupt para poder destacar ma´s adelante, cua´les son sus semejanzas y diferencias
con los pesos de las clases de Sawyer:
|x|δ ∈ Ap si y so´lo si −n < δ < n(p− 1).
Ap ⊂ Aq, para todo 1 ≤ p ≤ q ≤ ∞.
Dado 1 < p <∞, si p′ es el exponente conjugado de p, entonces w ∈ Ap si y
so´lo si w−
1
p−1 ∈ Ap′ y
||w− 1p−1 ||Ap′ =
(||w||Ap) 1p−1 .
En particular si p = 2, w ∈ A2 si y so´lo si w−1 ∈ A2 y ||w||A2 = ||w−1||A2 .
Si w ∈ Ap, con p > 1, entonces existe  > 0 tal que w ∈ Ap−.
Dado 0 < δ < 1 entonces (Mf)δ ∈ A1 con ||(Mf)δ||A1 ≤ C1−δ .
Teorema de factorizacio´n Si w1, w2 ∈ A1 entonces w = w1w1−p2 ∈ Ap con
||w||Ap ≤ ||w1||A1||w2||p−1A1 .
Rec´ıprocamente dado un peso w ∈ Ap existen pesos w1, w2 ∈ A1 tales que
w = w1w
1−p
2 con ||w1||A1 ≤ Cn||w||Ap , ||w2||A1 ≤ Cn||w||Ap y
||w||Ap ≤ ||w1||A1||w2||p−1A1 ≤ C2n||w||2Ap .
La medida w(x)dx es duplicante: precisamente, para todo r > 1 y para todo
cubo Q se satisface que
w(rQ) ≤ rnp||w||Apw(Q),
donde rQ denota el cubo con el mismo centro que Q y de lado r por la
medida del lado del cubo Q.
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Ahora mencionaremos algunas equivalencias respecto a la definicio´n de A∞. Un
peso w esta´ en A∞ si y so´lo si:
Existen constantes 0 < δ, γ < 1 tales que para todo cubo Q, se tiene,
|{x ∈ Q : w(x) < γw(Q)}| ≤ δ|Q|.
Existen constantes 0 < α, β < 1 tales que para todo cubo Q y para todo
subconjunto medible E de Q, vale que,
si |E| ≤ α|Q| entonces w(E) ≤ βw(Q).
Vale la desigualdad de Ho¨lder al reve´s, ver Lema 1.8.
Existen constantes 0 < C,  < ∞ tales que para todo cubo Q y para todo
subconjunto medible E de Q, se tiene que,
w(E)
w(Q)
≤ C
( |E|
|Q|
)
.
Existen constantes 0 < α′, β′ < 1 tales que para todo cubo Q y para todo
subconjunto medible E de Q, vale que,
si w(E) ≤ α′w(Q) entonces |E| ≤ β′|Q|.
Para todo cubo Q se tiene(
1
|Q|w(Q)
)
exp
(
1
|Q| logw
−1(Q)
)
≤ ∞.
Este u´ltimo resultado se debe a Hrusˇcˇev, ver [22], y da otra definicio´n de
constante de A∞.
2. Operadores laterales y pesos de Sawyer
En esta seccio´n vamos a introducir las nociones ba´sicas de pesos laterales y
operadores integrales singulares laterales, haciendo e´nfasis en las diferencias con el
caso cla´sico. Lo primero a notar es que so´lo se trabajara´ en la recta real R. Vamos
a comenzar por la funcio´n maximal.
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2.1. Funcio´n maximal lateral.
En el an˜o 1930, ver [20], G. H. Hardy y J. E. Littlewood introducen la siguiente
definicio´n de funcio´n maximal.
Definicio´n 1.14. Sea f ∈ L1loc(R). Se definen los operadores maximales laterales
como
M+f(x) = sup
h>0
1
h
∫ x+h
x
|f(t)| dt, M−f(x) = sup
h>0
1
h
∫ x
x−h
|f(t)| dt.
Es interesante notar que la funcio´n maximal que definieron Hardy y Littlewood
es M− y no M . Luego para el estudio de diversos operadores se termino´ adoptando
la definicio´n de Maximal de Hardy-Littlewood dada en la Definicio´n 1.3.
Observar que, en los promedios considerados para la definicio´n, x esta´ restringido
al extremo del intervalo y por lo tanto M+f(x) ≤ Mf(x), M−f(x) ≤ Mf(x).
Adema´s se tiene Mf(x) ≤ M+f(x) + M−f(x), donde M es la maximal de Hardy-
Littlewood. Luego las acotaciones que se saben en medida de Lebesgue para M son
va´lidas tambie´n para M+ y M−. Es ma´s, por la desigualdad (1.2),
||M+||Lp(R) ≤ Cp′, (1.11)
donde C no depende de p.
Si tenemos un promedio de la forma 1
h
∫ x+h
x
|f(t)| dt, por definicio´n del operador
maximal lateral M+, este promedio so´lo nos da´ informacio´n en el punto x. El si-
guiente lema viene a ser una herramienta simple para lograr una mayor flexibilidad
para trabajar ya que nos permite tomar al punto x en el intervalo a la izquierda del
cual tomamos el promedio.
Lema 1.15. Sea f ∈ L1loc(R) entonces para todo x ∈ (2a− b, a) tenemos
1
b− a
∫ b
a
|f(t)| dt ≤ 2M+f(x).
Demostracio´n.
1
b− a
∫ b
a
|f(t)| dt ≤ 2
b− x
∫ b
x
|f(t)| dt ≤ 2M+f(x).

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Definimos las siguientes funciones maximales laterales.
M+ f(x) = sup
h>0
(
1
h
∫ x+h
x
|f(t)| dt
) 1

, M− f(x) = sup
h>0
(
1
h
∫ x
x−h
|f(t)| dt
) 1

,
donde  ≥ 0. Observar que M+f ≤M+ f para todo  ≥ 1.
En los an˜os ’80 varios matema´ticos, entre ellos E. Sawyer, F. J. Mart´ın-Reyes, P.
Ortega y A. de la Torre, empezaron a trabajar nuevamente con estas maximales por
su importancia en teor´ıa ergo´dica. En estos an˜os tambie´n, se definen otras maximales
laterales.
Adema´s de las ya mencionadas, vamos a considerar las siguientes funciones ma-
ximales laterales introducidas por Mart´ın-Reyes, Ortega Salvador, y de la Torre en
[43]. En lugar de considerar la medida de Lebesgue tomamos una medida absoluta-
mente continua dada por un peso g.
M+g f(x) = sup
h>0
∫ x+h
x
|f(t)|g(t) dt
(∫ x+h
x
g(t) dt
)−1
, (1.12)
M−g f(x) = sup
h>0
∫ x
x−h
|f(t)|g(t) dt
(∫ x
x−h
g(t) dt
)−1
, (1.13)
donde g es una funcio´n positiva localmente integrable en R.
2.2. Pesos de Sawyer.
En ana´lisis armo´nico, dado un operador, es natural preguntarse para que´ clase
de pesos esta´ acotado de forma fuerte (p, p) y de forma de´bil (p, p). Respecto a la
funcio´n maximal lateral Eric Sawyer respondio´ esta pregunta en el an˜o 1986, ver
[59], en este trabajo introduce las siguientes clases de pesos que llamaremos pesos
de Sawyer.
Definicio´n 1.16. Dada w ≥ 0 localmente integrable diremos que:
w es un peso de la clase A+p , con 1 < p < ∞, si existe una constante Cp tal
que, para todo a < b < c,
1
(c− a)p
(∫ b
a
w
)(∫ c
b
w
−1
p−1
)p−1
< Cp,
llamamos constante del peso w en A+p a la menor constante Cp y la denotamos
por ||w||A+p .
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w es un peso de la clase A+1 si existe una constante C1 tal que, para casi todo
x ∈ R,
M−w(x) < C1w(x), (1.14)
llamamos constante del peso w en A+1 a la menor constante C1 y la denotamos
por ||w||A+1 .
Definimos la clase A+∞ =
⋃
p≥1A
+
p .
De forma ana´loga se definen las clases A−p con 1 ≤ p ≤ ∞. Denotamos σ =
w
−1
p−1 . Enunciamos ahora las propiedades ba´sicas de estos pesos donde se ven sus
semejanzas y diferencias con los pesos de Muckenhoupt.
Si 0 ≤ w es creciente, entonces w ∈ A+p y ||w||A+p = 1.
Para 1 ≤ p ≤ ∞, Ap ⊂ A+p , Ap ⊂ A−p y A−p ∩ A+p = Ap.
A+p ⊂ A+q , para todo 1 ≤ p ≤ q ≤ ∞.
Dado 1 < p < ∞, si p′ es el exponente conjugado de p, entonces w ∈ A+p si
y so´lo si σ = w−
1
p−1 ∈ A−p′ y
||σ||A−
p′
=
(
||w||A+p
) 1
p−1
.
En particular, si p = 2, w ∈ A+2 si y so´lo si w−1 ∈ A−2 y ||w||A+2 = ||w−1||A−2 .
Si w ∈ A+p con p > 1, entonces existe  > 0 tal que w ∈ A+p−.
Dado 0 < δ < 1, entonces (M−f)δ ∈ A+1 con ||(M−f)δ||A+1 ≤
C
1−δ .
Teorema de factorizacio´n Si w1 ∈ A+1 y w2 ∈ A−1 entonces w = w1w1−p2 ∈
A+p con ||w||A+p ≤ ||w1||A+1 ||w2||
p−1
A−1
.
Rec´ıprocamente, dado un peso w ∈ A+p , existen pesos w1 ∈ A+1 y w2 ∈ A−1
tales que w = w1w
1−p
2 , con ||w1||A+1 ≤ Cn||w||A+p , ||w2||A−1 ≤ Cn||w||A+p y
||w||A+p ≤ ||w1||A+1 ||w2||
p−1
A−1
≤ C2||w||2
A+p
.
Los pesos no son duplicantes, pero si w ∈ A+p entonces para todo a, b, c ∈ R
con a < b < c y E un conjunto medible en (b, c) se cumple que
w(a, b) ≤
(
c− a
|E|
)p
||w||A+p w(E). (1.15)
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En particular si x ∈ R, h > 0 y tomamos a = x, b = x + h, c = x + 2h y
E = (x+ h, x+ 2h) se cumple que,∫ x+h
x
w(x) dx ≤ 2p||w||A+p
∫ x+2h
x+h
w(x) dx.
Demostracio´n de la ecuacio´n (1.15). Por la definicio´n de w ∈ A+p , con
p > 1 y por la desigualdad de Ho¨lder, tenemos( |E|
c− a
)p
=
(
1
c− a
∫ c
b
χEw
1
pw
−1
p
)p
≤ 1
(c− a)p
(∫ c
b
χEw
)(∫ c
b
w
−p′
p
) p
p′
≤ 1
(c− a)p
(∫ c
b
χEw
)
(c− a)p
w(a, b)
||w||A+p ,
luego
w(a, b) ≤
(
c− a
|E|
)p
||w||A+p w(E).
Si w ∈ A+1 se tiene que para casi todo x ∈ R y h > 0, 1h
∫ x
x−hw ≤ ||w||A+1 w(x).
Entonces
|E|
c− a =
1
c− a
∫ c
b
χEww
−1 ≤ ess sup
x∈(b,c)
w−1(x)
c− a
(∫ c
b
χEw
)
≤ ess sup
x∈(b,c)
x− a
c− a
(∫ c
b
χEw
)
||w||A+1
(∫ x
a
w
)−1
≤ c− a
c− a
(∫ c
b
χEw
)
||w||A+1
(∫ b
a
w
)−1
,
luego
w(a, b) ≤
(
c− a
|E|
)
||w||A+1 w(E).

Eric Sawyer da los primeros resultados de acotacio´n con pesos de las funciones
maximales laterales, ver [59]. Nosotros vamos a mostrar una versio´n de estas aco-
taciones (al estilo de las pruebas dadas por Mart´ın-Reyes y de la Torre, ver [42]),
en la cual se tiene en cuenta la dependencia de la norma respecto a la constante del
peso.
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Primero damos una definicio´n equivalente para pesos en A+p .
Definicio´n 1.17. Dado w un peso se define la constante [w]A+p para el peso w
como el ı´nfimo de las cotas Cp que cumplen que(
1
(b− a)
∫ b
a
w
)(
1
(c− b)
∫ c
b
w
−1
p−1
)p−1
< Cp,
donde Cp es independiente de a, b, c y c− b = b− a = 12(c− a).
De forma ana´loga para A−p .
Mart´ın-Reyes y de la Torre en [42] prueban el siguiente teorema:
Teorema 1.18 ([42]). Dado 1 < p < ∞, w un peso en R. Las siguientes afir-
maciones son equivalentes:
1. w ∈ A+p , es decir ||w||A+p <∞,
2. [w]A+p <∞,
3. existe una constante C tal que,∫ b
a
σ(t) dt ≤ C(b− a)M+w (w−1χ(a,b))(a)
1
p−1 ,
C no depende del intervalo (a, b),
4. existe una constante C tal que si σ = w
−1
p−1 entonces
M+(σχ(a,b))(a) ≤ CM+w (w−1χ(a,b))(a)
1
p−1 .
Es ma´s, si A es el ı´nfimo de todas las constantes C que satisfacen (3) y (4), se tiene
2−p
′
[w]
1
p−1
A+p
≤ ||w||
1
p−1
A+p
≤ A ≤ [w]
1
p−1
A+p
.
Ahora daremos el teorema de Buckley, versio´n lateral que demuestran Mart´ın-
Reyes y de la Torre en [42].
Teorema 1.19 (Teorema de Buckley lateral, [42]). Dado 1 < p <∞, w un peso
en R. Las siguientes afirmaciones son equivalentes:
1. w ∈ A+p ,
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2. Existe una constante C tal que para toda funcio´n medible f y para todo
nu´mero real a se tiene
M+f(a) ≤ C (M+w (w−1(Mσ(f/σ)))p−1(a)) 1p−1 ,
3. M+ es acotada fuerte en Lp(w).
Es ma´s, tenemos las siguientes desigualdades,
1
2
[w]
1
p
A+p
||f ||Lp(w) ≤ ||w||
1
p
A+p
||f ||Lp(w) ≤ ||M+f ||Lp(w)
≤ 2e p′[w]
1
p−1
A+p
||f ||Lp(w) ≤ 2p′+1e p′||w||
1
p−1
A+p
||f ||Lp(w).
(1.16)
Respecto a las desigualdades de´biles demuestran:
Teorema 1.20 ([42]). Dado 1 ≤ p < ∞, w un peso en R. Las siguientes afir-
maciones son equivalentes:
1. w ∈ A+p ,
2. Existe una constante C tal que para toda funcio´n medible f y para todo
nu´mero real a se tiene
M+f(a) ≤ C (Mw|f |p(a))
1
p ,
3. M+ es acotada de´bilmente (p, p) en medida w(x)dx.
Es ma´s, tenemos las siguientes desigualdades,
1
2
[w]
1
p
A+p
||f ||Lp(w) ≤ ||w||
1
p
A+p
||f ||Lp(w) ≤ ||M+f ||Lp,∞(w)
≤ 8||w||
1
p
A+p
||f ||Lp(w) ≤ 8[w]
1
p
A+p
||f ||Lp(w).
En el an˜o 1993, ver [44], Mart´ın-Reyes, Pick y de la Torre estudian condiciones
para que un peso w este´ en A+∞, obtienen el siguiente resultado
Teorema 1.21. Sea w un peso las siguientes afirmaciones son equivalentes:
1. w ∈ A+∞, es decir existe p ≥ 1 tal que w ∈ A+p .
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2. Existen constantes positivas C y δ tales que, para todos los nu´meros reales
a < b < c y E ⊂ (b, c) medible,
|E|
c− a ≤ C
(
w(E)
w(a, b)
)δ
.
3. Para todo α, 0 < α < 1, existe β > 0 tal que, para todos los nu´meros
a < b < c y todo E ⊂ (b, c), con w(E)
w(a,b)
≤ β, tenemos |E|
c−a ≤ α.
4. Para todo α, 0 < α < 1, existe β > 0 que implica lo siguiente: dado λ > 0 y
un intervalo (a, b), tal que λ ≤ w(a,x)
x−a , para todo x ∈ (a, b) entonces,
|{x ∈ (a, b) : w(x) > βλx}| > α(b− a).
5. Vale la Desigualdad de Ho¨lder al reve´s de´bil, (ver el trabajo de Mart´ın-Reyes,
[39]). Existen constantes positivas C y δ, tal que para todo intervalo (a, b),∫ b
a
w(t)1+δ dt ≤ C(M−(wχ(a,b)))(b)δ
∫ b
a
w(t) dt.
6. Existen constantes positivas C y δ, tales que para todo intervalo (a, b),
M−w (w
δχ(a,b)))(b) ≤ C(M−(wχ(a,b)))(b)δ.
7. Existen constantes positivas C y δ, tales que para todo intervalo (a, b),
(M−)1+δ(wχ(a,b)))(b) ≤ C(M−(wχ(a,b)))(b).
8. Existe γ, con 0 < γ < 1
2
y C > 0, tales que
w(a, b) exp
(
1
d− c
∫ d
c
logw−1
)
≤ C(b− a),
para todo a < b ≤ c < d, donde b− a = d− c = γ(d− a).
Observar que, para estos pesos, no vale la desigualdad de Ho¨lder al reve´s sino
una versio´n ma´s de´bil. Esta nos da una desigualdad similar a (1.8) pero localizada,
que es el ı´tem 7).
En el an˜o 1998 M. S. Rviveros y A. de la Torre dan una definicio´n equivalente
de pesos en A+p , ver [57].
Al comienzo trabajamos en intervalos contiguos, ahora tomaremos promedios en
intervalos separados. Para muchos problemas es esto ma´s conveniente.
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Proposicio´n 1.22. Un peso w esta en A+p , p > 1, si y so´lo si existen constantes
γ, con 0 < γ ≤ 1
2
, y Cγ tales que para todos los nu´meros reales a < b < c < d con
b− a = d− c = γ(c− b), se tiene,
1
(b− a)p
(∫ b
a
w
)(∫ d
c
w
−1
p−1
)p−1
< Cγ. (1.17)
Observar que no se esta´ tomando ninguna integral sobre el intervalo (b, c).
Adema´s para obtener nuestros resultados vamos a tener que usar desigualdades
con pares de pesos para la funcio´n maximal M+g antes definida, donde g es una fun-
cio´n positiva. Las siguientes definiciones y resultados son de Mart´ın-Reyes, Ortega
y de La Torre, del an˜o 1990, ver [43].
Definicio´n 1.23. Dada una funcio´n g positiva localmente integrable, 1 < p <∞,
decimos que una funcio´n w no negativa, localmente integrable esta en la clase A+p (g),
si existe una constante Cp <∞, tal que para todo a < b < c,(∫ b
a
w
)(∫ c
b
gp
′
σ
)p−1
≤ Cp
(∫ b
a
g
)p
, (1.18)
donde σ = w
−1
p−1 y 1
p
+ 1
p′ = 1.
Decimos que w ∈ A+1 (g) si es no negativa, localmente integrable y si existe una
constante C1, tal que,
M−g (g
−1w)(x) ≤ C1 (g−1w)(x), a.e. x ∈ R.
Se sabe que w ∈ A+p (g) si y so´lo si M+g es acotada fuertemente de Lp(w) en
Lp(w) para 1 < p <∞, tambie´n se sabe que w ∈ A+1 (g) si y so´lo si M+g es acotada
de´bilmente de L1(w) en L1,∞(w). Observar que si g ≡ 1 entonces A+p (g) = A+p , para
1 ≤ p <∞.
En el an˜o 1993, Mart´ın-Reyes, en [39], da´ la siguiente condicio´n para que un par
de pesos este´ en la clase de Sawyer A+p .
Decimos que la dupla (u, v) esta´ en A+p , con 1 ≤ p <∞ si existe una constante
Cp independiente de x tal que
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p > 1
sup
h>0
(
1
h
∫ x
x−h
u
)(
1
h
∫ x+h
x
v
−1
p−1
)p−1
≤ Cp.
para todo h > 0 y x ∈ R.
p = 1
M−u(x) ≤ C1v(x),
para casi todo x ∈ R.
A la menor constante Cp que satisface esto la llamamos contante A
+
p del par de pesos
(u, v) y la denotamos por ||(u, v)||A+p . Mart´ın-Reyes demuestra que (u, v) ∈ A+p si
y so´lo si M+ satisface la siguiente desigualdad de tipo de´bil (p, p), con las normas
dadas por los pesos u y v,
λpu({x ∈ R : M+f(x) > λ}) ≤ 4p||(u, v)||A+p
∫
R
|f(x)|p v(x)dx. (1.19)
2.3. Operadores integrales singulares laterales.
Como mencionamos antes, los operadores integrales singulares de Caldero´n-
Zygmund esta´n controlados por normas en medida w(x)dx por la maximal de
Hardy-Littlewood, con w un peso de Muckenhoupt, ver la Desigualdad de Coifman-
Fefferman (1.9). La clase de pesos de Muckenhoupt esta´ contenida en la clase de
pesos de Sawyer y esta inclusio´n es estricta; por ejemplo, como se menciono en la
introduccio´n, las funciones no decrecientes esta´n en A+p pero no esta´n Ap (pues no
cumplen la propiedad doblante). Es natural preguntarse que condiciones debe cum-
plir un operador integral singular de Caldero´n-Zygmund para ser operador lateral
y estar controlado por la funcio´n maximal lateral, es decir que el operador cumpla
una desigualdad de tipo Coifman-Fefferman bajo la medida w(x)dx con w peso de
la clase de Sawyer. En 1997 H. Aimar, L. Forzani y J. F. Mart´ın-Reyes, en [1], dan
respuesta a este interrogante definiendo los siguientes operadores.
Definicio´n 1.24. Un operador integral singular lateral T+ es un operador inte-
gral de Caldero´n-Zygmund, es decir su nu´ncleo K cumple con las condiciones de la
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Definicio´n 1.4, y adema´s el nu´cleo K tiene soporte en el intervalo (−∞, 0). En este
caso escribimos
T+f(x) = l´ım
→0+
∫ ∞
x+
K(x− y)f(y) dy.
Ana´logamente se define el operador integral singular lateral T−, en este caso el
nu´cleo tiene soporte en el intervalo (0,∞). Observar que si (T+)∗ es el adjunto de
T+, entonces (T+)∗ es un operador integral singular lateral con nu´cleo K soportado
en (0,∞), en este caso vamos a denotar (T+)∗ = T−.
Ellos dan el siguiente ejemplo de operador integral singular lateral.
Ejemplo 1.25 ([1]). La funcio´n
K(x) =
1
x
sen(log x)
log x
χ(0,∞)(x),
es un nu´cleo no trivial con soporte en (0,∞), que define un operador integral singular
T−.
Es importante para nuestro trabajo que los pesos de Sawyer controlan a los ope-
radores integrales singulares laterales. Como antes mencionamos, Aimar, Forzani y
Mart´ın-Reyes probaron en [1] que un operador integral singular lateral T+ esta´ con-
trolado por la maximal lateral M+ en norma Lp(w), si w ∈ A+∞. Ellos demostraron
Teorema 1.26 ([1]). Sea T+ un operador integral singular lateral y w ∈ A+∞
entonces:
1. Desigualdad de Coifman-Fefferman. Existe una constante C que de-
pende de p, T+ y w, tal que,∫
R
|T+f(x)|pw(x)dx ≤ C
∫
R
(M+f(x))pw(x)dx, 1 < p <∞
y
sup
λ>0
λpw({x : |T+f(x)| > λ}) ≤ sup
λ>0
λpw({x : M+f(x) > λ}), 1 ≤ p <∞,
donde f ∈ Lp(w).
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2. Acotacio´n fuerte. Si 1 < p <∞ y w ∈ A+p , entonces existe una constante
C, que depende de p, T+ y w, tal que,(∫
R
|T+f(x)|pw(x)dx
) 1
p
≤ C
(∫
R
|f(x)|pw(x)dx
) 1
p
,
para toda f ∈ Lp(w).
3. Acotacio´n de´bil. Si 1 ≤ p < ∞ y w ∈ A+p , entonces existe una constante
C, que depende de p, T+ y w, tal que,
sup
λ>0
λpw({x : |T+f(x)| > λ}) ≤ C
(∫
R
|f(x)|pw(x)dx
) 1
p
,
para toda f ∈ Lp(w).
Como antes mencionamos, en esta tesis, estudiaremos resultados ana´logos a los
obtenidos por Lerner, Ombrosi y Pe´rez en [33], pero para operadores integrales
singulares laterales y pesos de la clase de Sawyer. Ellos analizan lo que fue conjetura
de´bil de Muckenhoupt y Wheeden.
Respecto a lo que fue conjetura fuerte de Muckenhoupt y Wheeden, en el an˜o
2009 , ver [35], Lorente, M. and Martell, J. M. and Pe´rez, C. y Riveros, M. S.
obtuvieron el siguiente resultado ana´logo al dado por Pe´rez en [51], (ver desigualdad
(1.5)).
Teorema 1.27 ([35]). Sea T+ un operador integral singular lateral y w un peso,
(no necesariamente de la clase de Sawyer), entonces,
||T+f ||L1,∞(w) ≤ C 2 1
∫
Rn
|f(x)|M−L(logL)w(x) dx.
donde M−L(logL) es un operador ma´s grande que M
−, para todo  > 0.
2.4. Lemas de cubrimiento.
Ahora daremos algunas diferencias te´cnicas a la hora de trabajar con la funcio´n
maximal de Hardy-Littlewood o la funcio´n maximal lateral. El ana´lisis siguiente
esta´ dirigido a lectores que tienen algu´n conocimiento en la teor´ıa cla´sica de Cal-
dero´n-Zygmund.
En esta teor´ıa, para poder estudiar acotaciones de operadores, es comu´n recurrir
a lo que llamamos lemas de cubrimiento. Por lo general los que se usan para los pesos
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de Muckenhoupt no sirven para los de Sawyer. En este apartado nos proponemos
dar las principales diferencias entre ambos.
Como se menciono´ anteriormente para estudiar desigualdades de´biles de ope-
radores integrales de Caldero´n-Zygmund con pesos de Muckenhoupt se utiliza el
siguiente lema, ver [12], [16].
Lema 1.28 (descomposicio´n de Caldero´n-Zygmund). Sea Md la funcio´n maximal
dia´dica de Hardy-Littlewood, f localmente integrable y Ω = {x ∈ Rn : Mdf(x) > λ}
con 0 < λ. Entonces existen una coleccio´n de cubos dia´dicos, numerable, Qj, que
son disjuntos dos a dos y que cumplen:
Ω =
⋃
j
Qj, λ <
1
|Qj|
∫
Qj
|f(y)| dy ≤ 2nλ.
Cuando trabajamos con M+, la funcio´n maximal lateral, este lema no suele
servir. En su lugar se utiliza el siguiente resultado de Sawyer. Ver [59] y [41].
Lema 1.29 ([59]). Sea f integrable con soporte compacto en R y λ > 0 . Si (a, b)
es una intervalo maximal del abierto Ω = {x ∈ R : M+f(x) > λ}, entonces para
todo a < x < b,
1
x− a
∫ x
a
|f(t)| dt ≤ λ ≤ 1
b− x
∫ b
x
|f(t)| dt.
Es ma´s λ = 1
b−a
∫ b
a
|f(t)| dt.
Si trabajamos con M− en lugar de M+ las desigualdades se dan al reve´s.
Demostracio´n. Podemos suponer f ≥ 0. Para la demostracio´n fijemos x ∈
(a, b). Sea r el mayor nu´mero que cumple que 1
r−x
∫ r
x
f ≥ λ. Si r < b, entonces
1
s−r
∫ s
r
f > λ, para algu´n s > r, pues r ∈ Ω, y se tiene∫ s
x
f =
∫ r
x
f +
∫ s
r
f > λ[(s− r) + r − x] = λ(s− x).
Luego 1
s−x
∫ s
x
f > λ, contradiciendo la maximalidad de r.
Ahora como r ≥ b y b /∈ Ω se cumple que 1
r−b
∫ r
b
f ≤ λ. Supongamos que
1
b−x
∫ b
x
f < λ, entonces se sigue que∫ r
x
f =
∫ b
x
f +
∫ r
b
f < λ[(b− x) + (r − b)] = λ(r − x),
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lo que implica que 1
r−x
∫ r
x
f < λ, contradiciendo la definicio´n de r, por lo tanto
1
b−x
∫ b
x
f ≥ λ.
Finalmente por la maximalidad del intervalo (a, b), se observa que λ = 1
b−a
∫ b
a
f(t) dt.
Supongamos que 1
x−a
∫ x
a
f > λ, entonces∫ b
a
f =
∫ x
a
f +
∫ b
x
f > λ[(x− a) + (b− x)] = λ(b− a),
luego λ > 1
b−a
∫ b
a
f(t) dt, lo cual es una contradiccio´n, por lo tanto 1
x−a
∫ x
a
f ≤ λ. 
Observacio´n 1.30. Este lema tambie´n lo aplicaremos a otros operadores que
no son M+ ni M− pero en esencia son laterales, es decir se toma supremos sobre
alguna clase de promedio donde el punto x es extremo del intervalo.
Otro lema de cubrimiento muy utilizado en la teor´ıa de Caldero´n-Zygmund es el
siguiente, (ver [16]).
Lema 1.31 (Descomposicio´n de Whitney). Sea Ω un abierto no vac´ıo propio de
Rn entonces existe una familia de cubos cerrados {Qj}j tal que
Ω =
⋃
j Qj, y los cubos tienen interior disjunto dos a dos.√
nl(Qj) ≤ dist(Qj,Ωc) ≤ 4
√
nl(Qj).
Si los bordes de dos cubos Qj y Qk se tocan entonces
1
4
≤ l(Qj)
l(Qk)
≤ 4.
Dado un cubo Qj a lo sumo hay 12
n cubos Qk de la familia que lo tocan.
donde l(Qj) es el lado del cubo Qj.
Observacio´n 1.32. Sea Ω = {x ∈ Rn : Mf(x) > λ}, con M la funcio´n maximal
de Hardy-Littlewood. Aplicando el Lema 1.31 obtenemos Ω =
⋃
j Qj, donde la
unio´n es disjunta. Si tomamos Q˜j = 4
√
nQj entonces Q˜j ∩ Ωc 6= ∅ y por lo tanto
1
|Q˜j |
∫
Q˜j
|f(x)| dx ≤ λ.
Este lema no se suele aplicar al caso lateral. En su lugar, segu´n el caso, se tiene
las siguientes posibilidades.
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Observacio´n 1.33. Sea Ω = {x ∈ Rn : M+f(x) > λ}, con M+ la funcio´n
maximal lateral. Primero tomamos los intervalos maximales disjuntos Jj tales que
Ω =
⋃
j Jj. Sea (a, b) uno de estos intervalos. Se pueden realizar las siguientes par-
ticiones:
1. En la primera tomamos x0 = b y para i > 0 elegimos xi tal que xi−1 − xi =
xi − a, definimos Ii = (xi+1, xi). Tenemos que (a, b) =
⋃
i Ii, unio´n disjunta.
Si I−i = (a, xi+1), por el Lema 1.29,
1
|I−i |
∫
I−i
|f(t)| dt ≤ λ.
2. En la segunda tomamos las sucesiones xi, yi que cumplan que 2(xi − a) =
(yi − a) = (23)i(b − a). Sea H−i = (a, xi), Hi = (xi, yi) y H+i = (yi, yi−1).
Luego H+i ⊂ Hi−1 y (a, b) =
⋃
iH
+
i , unio´n disjunta. Por el Lema 1.29
1
|H−i |
∫
H−i
|f(t)| dt ≤ λ.
3. La tercera es similar a la primera. Sea x0 = a y para i > 0, elegimos xi tal
que xi − xi−1 = b− xi. Definimos Ii = (xi−1, xi). Tenemos que (a, b) =
⋃
i Ii,
unio´n disjunta. Si I+i = (xi, b), por el Lema 1.29, λ ≤ 1|I+i |
∫
I+i
|f(t)| dt.
4. La cuarta es similar a la segunda. Sean las sucesiones xi, yi que cumplan que
(b − xj) = 2(b − yj) = (23)i(b − a). Definimos H−i = (xi−1, xi), Hi = (xi, yi)
y H+i = (yi, b). Luego H
−
i ⊂ Hi−1 y (a, b) =
⋃
iH
−
i , unio´n disjunta. Por el
Lema 1.29, λ ≤ 1|H+i |
∫
H+i
|f(t)| dt.
Observar que a diferencia de los lemas cla´sicos de cubrimiento, en estos casos
tenemos dos clases de intervalos unos que tienen la propiedad de cubrir y “los con-
tiguos” tienen la propiedad para el promedio. En el caso cla´sico los cubos y sus
dilatados son los que sirven.
Si trabajamos con M− en lugar de M+ las desigualdades se dan al reve´s. Para
ver ma´s sobre (1) y (3) ver por ejemplo [1], [39], [59], etc. Respecto a las particiones
(2) y (3) ver la Proposition 3.6 del trabajo [49] de S. Ombrosi y L. de Rosa.
Estas particiones tambie´n se pueden realizar con una medida w(x)dx en lugar
de la medida de Lebesgue, por ejemplo en (1) se pedir´ıa que w(xi, xi−1) = w(a, xi).
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3. Espacios de Lorentz
En esta seccio´n definiremos y daremos algunas propiedades de los espacios de
Lorentz. Estos resultados sera´n utilizados en demostraciones de teoremas de extra-
polacio´n.
Sea f una funcio´n medible en el espacio (Rn, µ), con µ una medida boreliana,
regular y definida positiva en Rn. La reordenada no creciente de f es definida por
f ∗(t) = ı´nf{λ > 0 : µ({x ∈ Rn : |f(x)| > λ}) ≤ t},
para 0 < t <∞.
Definicio´n 1.34. Decimos que la funcio´n f esta´ en el espacio de Lorentz L(p, q, µ),
con 1 ≤ p <∞ y 1 ≤ q <∞, si la cantidad
||f ||p,q,µ =
(
q
p
∫ ∞
0
[
t1/pf ∗(t)
]q dt
t
)1/q
,
es finita.
Decimos que la funcio´n f esta´ en el espacio de Lorentz L(p,∞, µ), con 1 ≤ p ≤ ∞,
si la cantidad
||f ||p,∞,µ = sup
t>0
[
t1/pf ∗(t)
]
,
es finita.
Para estos espacios es va´lida la siguiente desigualdad de Ho¨lder:
Sean p y q como en la definicio´n, p′ y q′ sus exponentes conjugados, respectiva-
mente. Entonces para toda funcio´n f ∈ L(p, q, µ) y para toda funcio´n g ∈ L(p′, q′, µ)
vale ∫
Rn
|f(t).g(t)| dµ(t) ≤ ||f ||p,q,µ||g||p′,q′,µ. (1.20)
Para ma´s informacio´n ver [61].
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4. Operadores fraccionarios
Como se menciono´ en la introduccio´n otros operadores laterales que estudia-
remos, en esta memoria, son la funcio´n maximal fraccionaria lateral y la integral
fraccionaria lateral.
4.1. Operadores fraccionarios, el caso no lateral.
Empezaremos hablando del caso no lateral.
La funcio´n maximal de Hardy-Littlewood fraccionaria se define por
Mαf(x) = sup
Q
1
|Q|1−α/n
∫
Q
|f(y)| dy, 0 < α < n,
donde el supremo se toma sobre todos los cubos Q de Rn que contienen al punto x.
La integral fraccionaria ha sido objeto de estudio desde hace mucho tiempo, su
definicio´n es
Iαf(x) =
∫
Rn
f(y)
|x− y|n−α dy, 0 < α < n.
Hardy y Littlewood dan las primeras desigualdades en norma en 1928, ver [19],
ellos consideran el caso de una dimensio´n con la medida de Lebesgue. Tambie´n,
ellos obtienen acotaciones para el peso w(x) = |x|α. El resultado para la medida de
Lebesgue y dimensio´n n lo prueba Sobolev, en [62]. Con w(x) = |x|α, Stein y Weiss,
en [63]. Walsh, en [64], mejoro´ estos resultados introduciendo ma´s funciones como
pesos. Fueron Muckenhoup y Wheeden, en [47], quienes introducen la clase de pesos
Ap,q.
Definicio´n 1.35. Decimos que un peso w esta´ en la clase Ap,q, con 1 < p, q <∞,
si existe una constante Cp,q tal que para todo cubo Q(
1
|Q|
∫
Q
w(y)q dy
)(
1
Q
∫
Q
w(y)−p
′
dy
)q/p′
≤ Cp,q,
a la menor constante posible Cp,q la llamamos constante del peso w en Ap,q y la
denotamos por ||w||Ap,q .
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Por otro lado decimos que un peso w esta´ en la clase A1,q, con 1 < q < ∞, si
existe una constante C1,q tal que para todo cubo Q(
1
|Q|
∫
Q
w(y)q dy
)
≤ C1,qw(x)q, para todo x ∈ Q,
a la menor constante posible C1,q la llamamos constante del peso w en A1,q y la
denotamos por ||w||A1,q .
Finalmente, para 1 ≤ q < ∞, definimos la clase A∞,q como A∞,q =
⋃
p≥1Ap,q.
La constante de A∞,q es definida por:
||w||A∞,q := sup
Q
1
wq(Q)
∫
Q
M(χQw
q)dx <∞.
Es fa´cil ver que w ∈ Ap,q si y so´lo si (wq, wq) ∈ A1+q/p′ con
||w||Ap,q = ||(wq, wq)||A1+q/p′ .
Muckenhoup y Wheeden demuestran que, si w ∈ Ap,q, la funcio´n maximal de
Hardy-Littlewood fraccionaria, Mα, y la integral fraccionaria, Iα, esta´n acotadas de
forma fuerte de Lp(wp) en Lq(wq), cuando 1
q
= 1
p
− α
n
. Ellos no consideran como
depende la norma de la constante del peso w.
Otros trabajos importantes donde se obtienen desigualdades con pesos para estos
operadores son por ejemplo: Sawyer [58] y [60]; Gabidzashvili y Kokilashvili [28],
Sawyer y Wheeden [61], y Pe´rez [50] y [52].
En [60] Eric Sawyer trabaja con pares de pesos, e´l demuestra que si 1 < p ≤ q <
∞, dados un par de pesos (u, v) entonces
Iα : L
p(v)→ Lq(u)
si y so´lo si el par de pesos (u, v) satisfacen las siguientes condiciones:
[u, σ]Sp,q := sup
Q
σ(Q)−1/p||χQIα(χQσ)||Lq(u) <∞,
[σ, u]Sq′,p′ := sup
Q
u(Q)−1/q
′ ||χQIα(χQu)||Lp′ (σ) <∞,
donde σ = v1−p
′
. Es ma´s
||Iα||Lp(v)→Lq(u) ≈ [u, σ]Sp,q + [σ, u]Sq′,p′ .
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Adema´s Sawyer trabajo´ con desigualdades de tipo de´bil, en [58] determino´ que
||Iα||Lp(v)→Lq,∞(u) ≈ [σ, u]Sq′,p′ .
Estos resultados fueron utilizados por Lacey, Moen, Pe´rez y Torres en [29] para
obtener el ana´logo del Teorema A2, (ver (1.7)), para la integral fraccionaria. Ellos
demostraron
Teorema 1.36 ([29]). Sea 0 < α < n, 1 < p < n/α y q tal que 1
q
= 1
p
− α
n
. Si
w ∈ Ap,q entonces
||Iα||Lp(wp)→Lq,∞(wq) ≤ ||w||1−n/αAp,q ,
||Iα||Lp(wp)→Lq(wq) ≤ ||w||(1−n/α) ma´x{1,p
′/q}
Ap,q
.
es ma´s, los exponentes son o´ptimos.
Ellos tambie´n demuestran el teorema ana´logo al de Buckley para la funcio´n
maximal de Hardy-Littlewood fraccionaria, Mα. Kabel Moen, en [45], obtiene varios
resultados para la funcio´n maximal Mα; demuestra:
Teorema 1.37 ([45]). Sea 0 ≤ α < n y 1 < p ≤ q < n/α, si (u, v) es un par
pesos con σ = v1−p
′
. Entonces
||Mαf ||Lq(u) ≤ C||f ||Lp(v),
si y so´los si
||(u, v)||Sp,q := sup
Q
(∫
Q
Mα(χQσ)
q udx
)1/q
σ(Q)1/p
<∞.
Es ma´s
||Mα||Lp(v)→Lq(u) ≤ C||(u, v)||Sp,q ,
donde la constante C no depende del par de pesos (u, v).
Otro resultado que prueba es
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Teorema 1.38 ([45]). Sea 0 ≤ α < n, 1 < p < n/α y q tal que 1
q
= 1
p
− α
n
. Si
(u, v) es un par pesos que satisface
||(u, v)||Tq,α := sup
Q
(∫
Q
M(χQσ)
(1−α
n
)q udx
)1/q
σ(Q)1/q
<∞,
entonces
||Mαf ||Lq(u) ≤ C||f ||Lp(v).
Es ma´s
||Mα||Lp(v)→Lq(u) ≤ C||(u, v)||Tq,α ,
donde la constante C no depende del par de pesos (u, v).
Respecto a un peso prueba
Teorema 1.39 ([45], [29]). Sea 0 < α < n, 1 < p < n/α y q tal que 1
q
= 1
p
− α
n
.
Si w ∈ Ap,q entonces
||Mα||Lp(wp)→Lq(wq) ≤ C||w||(1−n/α)p
′/q
Ap,q
,
es ma´s, el exponente es o´ptimo.
Finalmente J. Recchi estudia desigualdades de´biles en el caso extremo, donde el
peso w esta´ en A1,q y no vale la acotacio´n fuerte, ver [54], ella demuestra que
Teorema 1.40 ([54]). Sea 0 < α < n, 1 < p < n/α y q tal que 1
q
= 1
p
− α
n
. Si
w ∈ A1,q entonces
||Iαf ||Lq(wq) ≤ C||w||1/p
′
A∞,q ||w||1/qA1,q ||f ||Lp(wp),
es ma´s, los exponentes son o´ptimos.
Teorema 1.41 ([54]). Sea 0 < α < n, si w ∈ A1 entonces
||Iαf ||L1,∞(w) ≤ C||w||A1||f ||L1(Mαw).
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4.2. Operadores fraccionarios laterales.
Las integrales fraccionarias laterales cla´sicas son operadores de convolucio´n con
nu´cleos que tienen soporte en (−∞, 0) o (0,∞). Cuando el soporte es (0,∞) se
la llama integral fraccionaria de Riemann-Liouville y la denotamos por I−α o Rα,
cuando el soporte es (−∞, 0) se llama integral fraccionaria de Weyl y la denotamos
por I+α o Wα. La definicio´n de estos operadores es
Definicio´n 1.42. Sea 0 < α < 1, para una funcio´n f localmente integrable
definimos:
La integral fraccionaria de Weyl como
Wαf(x) = I
+
α f(x) :=
(
f(y) ∗ 1|y|1−αχ(−∞,0)(y)
)
(x) =
∫ ∞
x
f(y)
(y − x)1−α dy.
La integral fraccionaria de Riemann-Liouville como
Rαf(x) = I
−
α f(x) :=
(
f(y) ∗ 1|y|1−αχ(0,∞)(y)
)
(x) =
∫ x
−∞
f(y)
(x− y)1−α dy.
Mientras las funciones maximales fraccionarias laterales se definen por:
Definicio´n 1.43. Sea 0 ≤ α < 1, para una funcio´n f localmente integrable
definimos las funciones maximales fraccionarias laterales como
M+α f(x) = sup
h>0
1
h1−α
∫ x+h
x
|f(t)| dt, M−α f(x) = sup
h>0
1
h1−α
∫ x
x−h
|f(t)| dt.
Observar que cuando α = 0 obtenemos la funcio´n maximal lateral de la Defini-
cio´n 1.14.
Uno de los primeros resultados obtenidos para estos operadores fue dado por
Hardy, Littlewood y Po´lya, ver [21]. Para p > 1, 1/p > α y 1
q
= 1
p
− α prueban que
I+α es acotada de L
p(R) en Lq(R) con la medida de Lebesgue.
En 1988 Andersen y Sawyer, ver [2], consideran el caso de un peso. A continua-
cio´n damos la definicio´n de pares de pesos en la clase A+p,q. Cuando los dos pesos son
iguales y 1 < p, q <∞, la definicio´n coincide con la dada por Andersen y Sawyer.
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Definicio´n 1.44. Decimos que un par de pesos (u, v) esta´ en la clase A+p,q, con
1 < p ≤ ∞, 1 < q <∞, si existe una constante Cp,q tal que
sup
h>0
ess sup
x∈R
(
1
|h|
∫ x
x−h
u(y)q dy
)(
1
h
∫ x+h
x
v(y)−p
′
dy
)q/p′
≤ Cp,q.
A la menor constante posible Cp,q, la llamamos constante del par de pesos (u, v) en
A+p,q y la denotamos por ||(u, v)||A+p,q .
Por otro lado decimos que un par de pesos (u, v) esta´ en la clase A+1,q, con
1 < q <∞, si existe una constante C1,q tal que
M−(uq)(x) ≤ C1,qv(x)q, para casi todo x ∈ R.
A la menor constante posible C1,q, la llamamos constante del par de pesos (u, v) en
A+1,q y la denotamos por ||(u, v)||A+1,q .
Finalmente decimos que un par de pesos (u, v) esta´ en la clase A+p,∞, con 1 <
p ≤ ∞, si existe una constante Cp,∞ tal que
sup
h>0
ess sup
x∈R
∣∣∣∣χ[x−h,x]u∣∣∣∣∞(1h
∫ x+h
x
v(y)−p
′
dy
)1/p′
< Cp,∞.
A la menor constante posible Cp,∞, la llamamos constante del par de pesos (u, v) en
A+p,∞ y la denotamos por ||(u, v)||A+p,∞ .
El siguiente lema da la relacio´n entre las clases A+p,q y A
+
r .
Lema 1.45. Sean 1 < p ≤ ∞ y 1 ≤ q ≤ ∞.
(i.) (u, v) ∈ A+p,q si y so´lo si (uq, vq) ∈ A+r con r = 1 + q/p′. Adema´s
||(u, v)||A+p,q = ||(uq, vq)||A+r .
(ii.) (u, v) ∈ A+p,q si y so´lo si (v−p′ , u−p′) ∈ A−r con r = 1 + p′/q. Adema´s
||(u, v)||p′/q
A+p,q
= ||(v−p′ , u−p′)||A−r .
(iii.) (u, v) ∈ A+p,∞ si y so´lo si (u−p′ , v−p′) ∈ A−1 . Adema´s
||(u, v)||A+p,∞ ≈ ||(v−p
′
, u−p
′
)||1/p′
A−1
.
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Demostracio´n. Si r = 1+q/p′, entonces (i.) se deduce de la siguiente igualdad(
1
h
∫ x
x−h
uq
)(
1
h
∫ x+h
x
v−q
1
r−1
)r−1
=
(
1
h
∫ x
x−h
uq
)(
1
h
∫ x+h
x
v
−q 1
q/p′
)q/p′
=
(
1
h
∫ x
x−h
uq
)(
1
h
∫ x+h
x
v−p
′
)q/p′
.
Ahora, si r = 1 + p′/q, entonces (ii.) se deduce de la siguiente igualdad(
1
h
∫ x+h
x
v−p
′
)(
1
h
∫ x
x−h
up
′ 1
r−1
)r−1
=
(
1
h
∫ x+h
x
v−p
′
)(
1
h
∫ x
x−h
u
p′ 1
p′/q
)p′/q
=
(
1
h
∫ x+h
x
v−p
′
)(
1
h
∫ x
x−h
uq
)p′/q
.
Finalmente para (iii.) primero consideremos (u, v) ∈ A+p,∞, luego∣∣∣∣χ[x−h,x]u∣∣∣∣∞(1h
∫ x+h
x
v−p
′
)1/p′
≤ ||(u, v)||A+p,∞ ,
para casi todo x ∈ R y para todo h > 0, entonces para casi todo x ∈ R y para todo
h > 0 tenemos que
u(x)
(
1
h
∫ x+h
x
v−p
′
)1/p′
≤ ||(u, v)||A+p,∞ ,
por lo tanto
M+(v−p
′
)(x) ≤ ||(u, v)||p′
A+p,∞
u−p
′
(x),
para casi todo x ∈ R de donde se deduce que ||(v−p′ , u−p′)||A−1 ≤ ||(u, v)||
p′
A+p,∞
. Por
otra parte si (v−p
′
, u−p
′
) ∈ A−1 tenemos que
up
′
(x)M+(v−p
′
)(x) ≤ ||(v−p′ , u−p′)||A−1 ,
para casi todo x ∈ R. Sean x y h > 0 tal que ∣∣∣∣χ[x−h,x]u∣∣∣∣∞ < ∞, entonces existe
t ∈ [x− h, x] con ∣∣∣∣χ[x−h,x]u∣∣∣∣∞ ≤ 2u(t). Luego∣∣∣∣χ[x−h,x]u∣∣∣∣∞(1h
∫ x+h
x
v−p
′
)1/p′
≤ 2u(t)
(
x+ h− t
h
1
x+ h− t
∫ x+h
t
v−p
′
)1/p′
≤ 4u(t)
(
1
x+ h− t
∫ x+h
t
v−p
′
)1/p′
≤ 4u(t)M+(v−p′)(t)1/p′ ≤ 4||(v−p′ , u−p′)||1/p′
A−1
.
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Por lo tanto ||(u, v)||A+p,∞ ≤ 4||(v−p
′
, u−p
′
)||1/p′
A−1
. 
Andersen y Sawyer demuestran que I+α y M
+
α son acotadas fuertemente, de
Lp(wp) en Lq(wq), si y solo si w ∈ A+p,q, con 1q = 1p − α. Mart´ın-Reyes y de la
Torre, en [40], caracterizan los pares de pesos para los cuales las funciones maxi-
males fraccionarias laterales son acotadas. En 1989 Gabidzashvili y Kokilashvili, en
[28], dan condiciones para el tipo de´bil (p, q), 1 ≤ p < q <∞, para la integral frac-
cionaria de Weyl. Lorente Domı´nguez y Mart´ın-Reyes en [34], [9], caracterizan los
pares de pesos (u, v) para el tipo de´bil (p, q) respecto a las medidas u y v. Tambie´n
caracterizan los pares de pesos (u, v) para los cuales las integrales fraccionarias late-
rales son de tipo fuerte (p, q). Los resultados de Lorente Domı´nguez y Mart´ın-Reyes
son la versio´n lateral de los resultados obtenidos por Sawyer en [58] y [60]. En estos
trabajos no se tiene en cuenta la dependencia de la acotacio´n respecto a la constante
de los pesos. Algunos de estos teoremas, que vamos a necesitar, son:
Teorema 1.46 ([34], [9]). Sean 1 < p ≤ q <∞ o p = 1 < q <∞ y 0 < α < 1.
La siguiente desigualdad de´dil
u({x : I+α f(x) > λ}) ≤ C
(
1
λp
∫
fpv
)q/p
,
vale para toda funcio´n f ∈ Lp(v) con C independiente de f , si y so´lo si el par de
pesos (u, v) satisface
[σ, u]S+
q′,p′
:= sup
I
(∫
I
u
)−1/q′ (∫
I
I−α (χIu)
p′σ
)1/p′
<∞, si 1 < p ≤ q <∞,
o
[σ, u]S+
q′,p′
:= sup
I
(∫
I
u
)−1/q′
||I−α (χIu)v−1||L∞(v) <∞, si p = 1 < q <∞.
Es ma´s
||I+α ||Lp(v)→Lq,∞(u) ≈ [σ, u]S+
q′,p′
.
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Teorema 1.47 ([34], [9]). Sean 1 < p ≤ q < ∞ y 0 < α < 1. La siguiente
desigualdad fuerte vale toda funcio´n f ∈ Lp(v)(∫
R
|I+α f |qu
)1/q
≤ C
(∫
R
|f |pv
)1/p
,
con C independiente de f , si y so´lo si el par de pesos (u, v) satisface
[σ, u]S+
q′,p′
:= sup
I
(∫
I
u
)−1/q′ (∫
I
I−α (χIu)
p′σ
)1/p′
<∞,
y
[u, σ]S−p,q := sup
I
(∫
I
σ
)−1/p(∫
I
I+α (χIσ)
qu
)1/q
<∞.
Es ma´s
||I+α ||Lp(v)→Lq(u) ≈ [σ, u]S+
q′,p′
+ [u, σ]S−p,q .
De estos dos resultados podemos concluir que
||I+α ||Lp(v)→Lq(u) ≈ ||I+α ||Lp(v)→Lq,∞(u) + ||I−α ||Lq′ (u1−q′ )→Lp′,∞(v1−p′ ).
De esta u´ltima desigualdad para un peso w ∈ A+p,q, considerando u = wq y v = wp,
deducimos que
||I+α ||Lp(wp)→Lq(wq) ≈ ||I+α ||Lp(wp)→Lq,∞(wq) + ||I−α ||Lq′ (w−q′ )→Lp′,∞(w−p′ ). (1.21)
Mart´ın-Reyes y de la Torre, en [40], introducen la funcio´n maximal fracciona-
ria dia´dica lateral, estudian sus buenos pesos y la relacio´n entre ambas funciones
maximales. A continuacio´n daremos algunas de estos resultados, en el Cap´ıtulo 2
estableceremos con detalles estas relaciones.
En adelante cuando escribamos I− e I+ haremos referencia a intervalos de igual
longitud y contiguos, no necesariamente dia´dicos. Dado un par de pesos (u, v) de-
notaremos por σ a v1−p
′
.
Para cada x ∈ R vamos a considerar la siguiente familia de intervalos dia´dicos
A+x = {I− : I− es un intervalo dia´dico y x ∈ I−},
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Definicio´n 1.48 ([40]). Sea 0 ≤ α < 1, f una funcio´n localmente integrable,
definimos la funcio´n maximal fraccionaria dia´dica lateral como
M+α,df(x) = sup
I−∈A+x
1
|I+|1−α
∫
I+
|f(t)| dt,
Mart´ın-Reyes y de la Torre demuestran que esta funcio´n maximal es equivalente
a la dada en la Definicio´n 1.53. En el Cap´ıtulo 2 daremos la demostracio´n de este
resultado. Tambie´n introducen las siguientes clases de pares de pesos.
Definicio´n 1.49 ([40]). Dada las funciones u, v ≥ 0 localmente integrables
diremos que:
(u, v) esta´n en la clase S+p,q,α, con 1 < p ≤ q, si existe una constante C tal que,
para todo intervalo I∫
I
σ <∞ y
(∫
I
(M+α σχI)
qu
)1/q
≤ C
(∫
I
σ
)1/p
.
donde σ = v1−p
′
.
Llamamos constante del par de pesos (u, v) en S+p,q,α al ı´nfimo de las constantes
C y la denotamos por ||(u, v)||S+p,q,α .
Definicio´n 1.50 ([40]). Dada las funciones u, v ≥ 0 localmente integrables
diremos que:
(u, v) esta´n en la clase S+p,q,α,d, con 1 < p ≤ q, si existe una constante C tal
que, para todos los intervalos I− e I+, contiguos de igual longitud, con
∫
I− u > 0 se
cumple que∫
I−∪I+
σ <∞ y
(∫
I−∪I+
(M+α,dσχI+)
qu
)1/q
≤ C
(∫
I+
σ
)1/p
,
donde σ = v1−p
′
.
Llamamos constante del par de pesos (u, v) en S+p,q,α,d al ı´nfimo de las constantes
C y la denotamos por ||(u, v)||S+p,q,α,d .
De forma ana´loga se definen las clases S−p,q,α y S
−
p,q,α,d con 1 < p ≤ q.
Mart´ın-Reyes y de la Torre prueban
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Proposicio´n 1.51 ([40]). Sean u, v ≥ 0 funciones localmente integrables. El par
(u, v) esta´ en la clase S+p,q,α,d si y so´lo si (u, v) esta´ en la clase S
+
p,q,α. Es ma´s existen
constantes k1 y k2, que so´lo dependen de p, q y α, tales que
||(u, v)||S+p,q,α,d ≤ k1||(u, v)||S+p,q,α y ||(u, v)||S+p,q,α ≤ k2||(u, v)||S+p,q,α,d . (1.22)
Ninguno de los art´ıculos citados, que trabajan con operadores fraccionarios la-
terales y clases de pesos, tienen en cuenta como dependen las acotaciones de las
constantes respecto de los pesos. Recientemente, en [42], Mart´ın-Reyes y de la Torre
demuestran el ana´logo al teorema de Buckley para una funcio´n maximal fracciona-
ria lateral, ma´s general que M+α , estableciendo la dependencia o´ptima respecto a la
constante del peso. En el Cap´ıtulo 2 daremos otra demostracio´n de este resultado
para M+α usando un teorema de extrapolacio´n.
Teorema 1.52 ([42]). Sean 0 ≤ α < 1, 1 < p ≤ q <∞ con 1/p− 1/q = α y w
un peso en la clase A+p,q. Para toda f ∈ Lp(w) se tiene que
||M+α f ||Lq(wq) ≤ C||w||(1−α)p
′/q
A+p,q
||f ||Lp(wp),
donde el exponente (1− α)p′/q es el mejor posible.
Adema´s en el Ca´pitulo 2 enunciaremos y demostraremos las versiones laterales
de los Teoremas 1.36, 1.37, 1.38 y 1.39.
Para finalizar con los preliminares enunciaremos un resultado de A. Bernal, ver
[4], que vamos a necesitar para lograr nuestros resultados. De forma ana´loga a la
ecuacio´n (1.12) definimos
Definicio´n 1.53. Sea 0 ≤ α < 1, µ una medida boreliana, regular y definida
positiva en R. Para una funcio´n f localmente integrable, en la medida µ, definimos
las siguientes funciones maximales
Mα,µf(x) = sup
I3x
1
µ(I)1−α
∫
I
|f(t)| dµ(t),
M+α,µf(x) = sup
h>0
1
µ(x, x+ h)1−α
∫ x+h
x
|f(t)| dµ(t),
M−α,µf(x) = sup
h>0
1
µ(x, x+ h)1−α
∫ x
x−h
|f(t)| dµ(t).
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A. Bernal, en [4], demuestra que
Teorema 1.54 ([4]). Sean 0 ≤ α < 1, 1 < p ≤ q <∞ con 1/p−1/q = α y µ una
medida boreliana, regular y definida positiva en R. Entonces, para toda f ∈ Lp(µ)
se tiene que
||Nf ||Lq(µ) ≤ Cp,q||f ||Lp(µ),
donde N denota a cualquiera de los operadores Mα,µf(x), M
+
α,µf(x) o M
−
α,µf(x) de
la definicio´n anterior. La constante Cp,q cambia para cada uno de los operadores
pero en ningu´n caso depende de la medida µ.
Observacio´n 1.55. Para demostrar el teorema anterior primero se trabaja con
las funciones maximales laterales M+α,µf(x) y M
−
α,µf(x); para el caso de Mα,µf(x) se
usa que Mα,µf(x) ≤M+α,µf(x) +M−α,µf(x); por esto es importante que las funciones
maximales este´n definidas en R. En el caso no lateral y dimensio´n arbitraria, para
poder obtener una acotacio´n donde la constante no dependa de la medida µ, se debe
considerar funciones maximales dia´dicas o centradas.

Cap´ıtulo 2
Estimaciones sharp para operadores fraccionarias laterales
En este cap´ıtulo estudiamos co´mo depende la norma de operadores fraccionarios
laterales respecto a diferentes constantes para pares de pesos. Se obtendra´n estima-
ciones sharp para la noma fuerte y de´bil de la funcio´n maximal fraccionaria lateral.
Respecto a las integrales fraccionarias de Riemman-Liuville y de Wely tambie´n se
obtienen las constantes o´ptimas de las normas fuertes y de´biles. Para poder lograr
estos resultados es necesario desarrollar teoremas previos de extrapolacio´n.
1. Resultados de extrapolacio´n
En este apartado vamos a demostrar algunos resultados de extrapolacio´n que
nos permitira´n obtener cotas sharp para operadores fraccionarios laterales.
Los resultados equivalentes para pesos en Ap los prueban E. Harboure, R. Mac´ıas,
y C. Segovia en los trabajos [18] y [17]. Respecto al caso lateral R. Mac´ıas y M.
S. Riveros, en [38], obtienen resultados ana´logos. En ninguno de estos trabajos se
tiene en cuenta la dependencia de la cota respecto a los pesos. Dragicevic, Grafakos,
Pereyra y Petermichl en [10] y Lacey, Moen, Pe´rez y Torres en [29] mejoran algunos
de los resultados de [18] y [17] teniendo en cuenta la dependencia respecto de los
pesos.
Vamos a necesitar algunos lemas previos. Las ideas que se siguen, para su de-
mostracio´n, son de Rubio de Francia y Garcia Cuerva, ver [15].
Lema 2.1. Sean p, s > 1 y h ∈ Ls(w). Si w ∈ A+p definimos
S(h) =
(
w−1M−(hs/p
′
w)
)p′/s
.
Entonces
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(a) S es acotado en Ls(w), es ma´s,
||S(h)||Ls(w) ≤ Cpp′/s||h||Ls(w);
(b) Si los exponentes s y p cumplen que r := p/s′ ∈ [1,∞), entonces para una
funcio´n no negativa h ∈ Ls(w) tenemos que:
si r > 1, el par de pesos (hw, S(h)w) esta´ en la clase A+r , es ma´s
||(hw, S(h)w)||A+r ≤ 2p
′/s||w||1−p′/s
A+p
.
si r = 1, el par de pesos (hw, S(h)w) esta´ en la clase A+1 con constante
igual a uno.
Demostracio´n. Para ver (a) estimemos directamente la norma de S. Para ello
vamos a usar el ana´logo de la ecuacio´n (1.16) del Teorema 1.19 pero para la funcio´n
maximal lateral M−, es decir
||M−||Lp′ (w1−p′ ) ≤ Cp||w1−p
′||
1
p′−1
A−
p′
,
con w1−p
′ ∈ A−p′ , pues, por las propiedades de los pesos de Sawyer, si w ∈ A+p tenemos
que w1−p
′ ∈ A−p′ y ||w1−p
′ ||A−
p′
= ||w||
1
p−1
A+p
. Por lo tanto,
||Sh||Ls(w) =
(∫
R
(
w−1M−(hs/p
′
w)
)p′
wdx
)1/s
=
(∫
R
(
M−(hs/p
′
w)
)p′
w1−p
′
dx
)1/s
≤
(
||M−||Lp′ (w1−p′ )
)p′/s(∫
R
(
hs/p
′
w
)p′
w1−p
′
dx
)1/s
≤
(
Cp||w1−p′ ||
1
p′−1
A−
p′
)p′/s
||h||Ls(w) = Cpp′/s||w||
p
(p−1)s
A+p
||h||Ls(w)
= Cpp
′/s||w||
p′
s
A+p
||h||Ls(w),
luego ||S||Ls(w) ≤ Cpp′/s||w||
p′
s
A+p
.
Para ver (b), primero observar que si s = p′ entonces S(h)w = M−(hw) de lo
cual tenemos, trivialmente, que el par de pesos esta´ en la clase A+1 con constante
igual a uno.
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Ahora, si s > p′ > 1, entonces p > s′ > 1 y r > 1. Notar que r−1 = (p−1)(1− p′
s
)
y por la definicio´n de funcio´n maximal lateral, para intervalos I− e I+ contiguos de
igual longitud y para todo t ∈ I+ se cumple
1
|I−|
∫
I−
hs/p
′
w ≤ 2M−(hs/p′w)(t),
Luego,(
1
|I−|
∫
I−
hw
)(
1
|I+|
∫
I+
(S(h)w)
−1
r−1
)r−1
=
(
1
|I−|
∫
I−
hw
)(
1
|I+|
∫
I+
((
w−1M−(hs/p
′
w)
)p′/s
w
) −1
r−1
)r−1
=
(
1
|I−|
∫
I−
hwp
′/sw1−p
′/s
)(
1
|I+|
∫
I+
(
M−(hs/p
′
w)
) −1
r−1
p′
s
w
−1
p−1
)r−1
≤
(
1
|I−|
∫
I−
hs/p
′
w
)p′/s(
1
|I−|
∫
I−
w
)1−p′/s
sup
t∈I+
(M−(hs/p
′
w)(t)−p
′/s
(
1
|I+|
∫
I+
w
−1
p−1
)(p−1)(1− p′
s
)
≤ 2p′/s
(
1
|I−|
∫
I−
hs/p
′
w
)p′/s(
1
|I−|
∫
I−
w
)1−p′/s
(
1
|I−|
∫
I−
hs/p
′
w
)−p′/s(
1
|I+|
∫
I+
w
−1
p−1
)(p−1)(1− p′
s
)
≤ 2p′/s
(
1
|I−|
∫
I−
w
)1−p′/s(
1
|I+|
∫
I+
w
−1
p−1
)(p−1)(1− p′
s
)
≤ 2p′/s||w||1−p′/s
A+p
,
tomando supremo finaliza la demostracio´n. 
Lema 2.2. Sean r, p y s nu´meros reales y w un peso.
(a) Sean p, s > 1 y w ∈ A+p con r := p/s′ ∈ [1,∞). Para toda funcio´n h ∈ Ls(w),
no negativa, existe una funcio´n, no negativa, H en Ls(w) tal que:
1. h ≤ H;
2. ||H||Ls(w) ≤ 2||h||Ls(w);
3. H.w ∈ A+r con ||H.w||A+r ≤ Cpp
′/s2p
′/s||w||A+p ,
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donde la constante C no depende de ||w||A+p ni de p.
Una forma alternativa de escribir el enunciado anterior es:
(a’) Sean 1 ≤ r < p < ∞ , s = (p/r)′ y w ∈ A+p . Para toda funcio´n h ≥ 0,
h ∈ Ls(w), existe H ≥ 0, H ∈ Ls(w), tal que:
1. h ≤ H;
2. ||H||Ls(w) ≤ 2||h||Ls(w);
3. H.w ∈ A+r con ||H.w||A+r ≤ C(p, r)||w||A+p ,
donde la constante C no depende de ||w||A+p ni de p.
(b) Sean 1 < p < r < ∞ y s = p/(p − r) y w ∈ A+p . Para toda funcio´n h ≥ 0,
h ∈ Ls(w), existe H ≥ 0, H ∈ Ls(w), tal que:
1. h ≤ H;
2. ||H||Ls(w) ≤ 2r−1||h||Ls(w);
3. H−1.w ∈ A+r con ||H−1.w||A+r ≤ C(p, r)||w||
r−1
p−1
A+p
,
donde la constante C no depende de ||w||A+p ni de p.
Demostracio´n. Comenzaremos por el inciso (a). Definimos la funcio´n H v´ıa
la siguiente serie convergente de Neumann:
H =
∞∑
k=0
Sk(h)
2k||S||k , donde ||S|| = ||S||Ls(w).
A partir de esta definicio´n es claro que se cumplen las desigualdades 1 y 2.
El inciso 3 se sigue de la definicio´n de la funcio´n H y del operador S,
S(H) ≤ 2||S||(H − h) ≤ 2||S||H,
Si r = 1 y s = p′, por el Lema 2.1, ||S|| ≤ Cpp′/s||w||
p′
s
A+p
y tenemos
M−(Hw) = M−(Hw)w−1w = S(H)w ≤ 2||S||Hw ≤ Cp||w||A+pHw.
Si r > 1, por el Lema 2.1, el par de pesos (hw, S(h)w) esta´ en la clase A+r , con
||(hw, S(h)w)||A+r ≤ 2p
′/s||w||1−p′/s
A+p
,
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luego (
1
|I−|
∫
I−
Hw
)(
1
|I+|
∫
I+
(Hw)
−1
r−1
)r−1
≤
(
1
|I−|
∫
I−
Hw
)(
1
|I+|
∫
I+
(S(H)w)
−1
r−1
)r−1
2||S||
≤ 2p′/s||w||1−p′/s
A+p
Cpp
′/s||w||
p′
s
A+p
= Cpp
′/s2p
′/s||w||A+p ,
Tomando supremo se termina la prueba del ı´tem (a).
Para ver (a’) observar que r > 1 implica p
′
s
= p−r
p−1 , luego s
′ < p y al ser r = p/s′
aplicamos el inciso (a).
Para ver (b). Los exponentes duales satisfacen r′ < p′ y si definimos s = (p′/s′)′,
implica que s = s(r − 1). Vamos a aplicar la versio´n correspondiente de (a’) para
p′, r′ y w1−p
′ ∈ A−p′ . Si h ≥ 0 con h ∈ Ls(w), entonces h = hs/swp
′/s ∈ Ls(w1−p′) y
por (a’) existe H ∈ Ls(w1−p′) tal que h ≤ H,
||H||Ls(w1−p′ ) ≤ 2||h||Ls(w1−p′ ),
H.w1−p
′ ∈ A−r′ , con, ||H.w1−p
′||A−
r′
≤ C(p, r)||w1−p′ ||A−
p′
= C(p, r)||w||
1
p−1
A+p
.
Definimos H tal que H = Hs/swp
′/s, esto es, H = H
s/s
w−p
′/s. Claramente
h(x) ≤ H(x) c.t.p. x ||H||Ls(w) ≤ 2r−1||h||Ls(w),
es ma´s H−1w = (Hw1−p
′
)1−r ∈ A+r y
||H−1w||A+r = ||(Hw1−p
′
)1−r||A+r
= ||Hw1−p′||
1
r′−1
A−
r′
≤ C(p, r)||w||
r−1
p−1
A+p
.

A continuacio´n enunciaremos otro lema, similar a los anteriores, que sera´ utiliza-
do en el cap´ıtulo siguiente. La versio´n no lateral de este lema la obtuvieron Lerner,
Ombrosi y Pe´rez en [33].
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Lema 2.3. Sea 1 < s <∞ y v un peso. Para toda funcio´n h > 0, con h ∈ Ls(v),
existe una funcio´n H > 0, con H ∈ Ls(v), tal que:
1. h ≤ H;
2. ||H||Ls(v) ≤ 2||h||Ls(v);
3. H.v
1
s ∈ A−1 con ||H.v
1
s ||A−1 ≤ cs′,
Demostracio´n. Vamos a considerar el siguiente operador R definido por:
R(h) =
M+(hv
1
s )
v
1
s
.
Por la ecuacio´n 1.11 tenemos que ||M+||Ls(R) ≤ cs′, luego
||R(h)||Ls(v) =
(∫
R
(
M+(hv
1
s )
v
1
s
)s
v
) 1
s
=
(∫
R
M+(hv
1
s )s
) 1
s
≤ cs′||h||Ls(v).
Ahora definimos la funcio´n H por la siguiente serie de Neumann:
H =
∞∑
k=0
Rk(h)
2k||R||k , donde ||R|| = ||R||Ls(v).
Por la definicio´n de la funcio´n H es claro que se cumplen los ı´tems 1 y 2. Veamos 3.
Por la definicio´n de R tenemos
R(H) ≤ 2||R||(H − h) ≤ 2||R||H ≤ cs′H,
luego
M+(Hv
1
s ) = M+(Hv
1
s )v
−1
s v
1
s = R(H)v
1
s ≤ cs′Hv 1s ,
por lo tanto H.v
1
s ∈ A−1 con ||H.v
1
s ||A−1 ≤ cs′. 
Teorema 2.4. Sea T un operador sublineal definido en C∞c (R). Sean 1 ≤ p0 ≤
q0 <∞ tales que
||Tf ||Lq0 (wq0 ) ≤ c||w||γA+q0,p0 ||f ||Lp0 (wp0 ),
para todo peso w ∈ A+q0,p0 y para algu´n γ > 0. Entonces para todo 1 ≤ p ≤ q < ∞
con 1
p
− 1
q
= 1
p0
− 1
q0
y para todo peso w ∈ A+p,q se tiene
||Tf ||Lq(wq) ≤ c||w||
γma´x{1, q0
p′0
p′
q
}
A+q,p
||f ||Lp(wp),
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Demostracio´n. Primero supongamos que w ∈ A+p,q y 1 ≤ p0 < p que implica
q > q0, entonces
(∫
R
|Tf |qwq
)1/q
=
(∫
R
(|Tf |q0)q/q0 wq
) q0
q
1
q0
=
(∫
R
|Tf |q0gwq
) 1
q0
,
para alguna funcio´n g ∈ L(q/q0)′(wq) con ||g||L(q/q0)′ (wq) = 1. Ahora sea r = 1 + q/p′ y
r0 = 1 + q0/p
′
0. Como p > p0 tenemos r > r0. Es ma´s por la relacio´n
1
p
− 1
q
= 1
p0
− 1
q0
tenemos que q/q0 = r/r0. Luego por el Lema 2.2 inciso (a’), usando que w
q ∈ A+r ,
existe G con G > g, ||G||L(r/r0)′ (wq) ≤ 2, Gwq ∈ A+r0 con ||Gwq||A+r0 ≤ c||w
q||A+r =
c||w||A+p,q . Como Gwq ∈ A+r0 entonces (Gwq)1/q0 ∈ A+p0,q0 . Pues, si tomamos I− e I+
intervalos contiguos de igual longitud, tenemos
∣∣∣∣∣∣(Gwq)1/q0∣∣∣∣∣∣
A+p0,q0
= sup
(
1
|I−|
∫
I−
(
G1/q0wq/q0
)q0)( 1
|I+|
∫
I+
(
G1/q0wq/q0
)−p′0)q0/p′0
= sup
(
1
|I−|
∫
I−
(Gwq)
)(
1
|I+|
∫
I+
(Gwq)−p
′
0/q0
)q0/p′0
= ||Gwq||A+r0 .
Por lo tanto, usando la relacio´n
1
p
− 1
q
=
1
p0
− 1
q0
,
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y la desigualdad de Ho¨lder con p/p0 y (p/p0)
′, obtenemos(∫
R
|Tf |qwq
)1/q
=
(∫
R
|Tf |q0gwq
)1/q0
≤
(∫
R
|Tf |q0Gwq
)1/q0
=
(∫
R
|Tf |q0 (G1/q0wq/q0)q0)1/q0
≤ c||G1/q0wq/q0||γ
A+q0,p0
(∫
R
|f |p0 (G1/q0wq/q0)p0)1/p0
≤ c||Gwq||γ
A+r0
(∫
R
|f |p0wp0Gp0/q0wq/(p/p0)′
)1/p0
≤ c||wq||γ
A+r
(∫
R
|f |pwp
)1/p(∫
R
G(r/r0)
′
wq
)(p−p0)/pp0
≤ c||w||γ
A+p,q
(∫
R
|f |pwp
)1/p
.
Lo que demuestra el caso donde 1 ≤ p0 < p.
Para el caso 1 < p < p0, como q < q0 tenemos(∫
R
|f |pwp
)1/p
=
(∫
R
(
|fwp′ |p0
)p/p0
w−p
′
)1/p
.
Como p/p0 < 1, existe una funcio´n g ≥ 0 con∫
R
gp/(p−p0)w−p
′
= 1
tal que (∫
R
|f |pwp
)1/p
=
(∫
R
|fwp′|p0gw−p′
)1/p
,
ver pagina 135 en [16].
Sean h = g−p
′
0/p0 , r = 1+p′/q y r0 = 1+p′0/q0, con r > r0. Como
1
p
− 1
q
= 1
p0
− 1
q0
implica que r/r0 = p
′/p′0 lo que a su vez implica
p′0
p0
(
r
r0
)′
=
p
p0 − p. (2.1)
Por lo tanto ∫
R
h(r/r0)
′
w−p
′
=
∫
R
gp/(p−p0)w−p
′
= 1.
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Observar que w−p
′ ∈ A−r , luego por el lema 2.2 inciso (a’), existe una funcio´n H tal
que H ≥ h, ||H||L(r/r0)′ (w−p′ ) ≤ 2 y Hw−p
′ ∈ A−r0 con ||Hw−p
′||A−r0 ≤ c||w
−p′||A−r =
c||w||p′/q
A+p,q
.
Ahora comoHw−p
′ ∈ A−r0 tenemos (Hw−p
′
)−1/p
′
0 ∈ A+p0,q0 con ||(Hw−p
′
)−1/p
′
0||A+p0,q0 =
||Hw−p′ ||q0/p′0
A−r0
. En efecto
||(Hw−p′)−1/p′0||A+p0,q0 =sup
(
1
|I−|
∫
I−
(H−1/p
′
0w−p
′/p′0)q0
)(
1
|I+|
∫
I+
(H−1/p
′
0w−p
′/p′0)−p
′
0
)q0/p′0
= sup
(
1
|I−|
∫
I−
(Hw−p
′
)−q0/p
′
0
)(
1
|I+|
∫
I+
Hw−p
′
)q0/p′0
.
= ||Hw−p′ ||q0/p′0
A−r0
.
Finalmente usando (2.1) tenemos(∫
R
|f |pwp
)1/p
=
(∫
R
|f |p0h−p0/p′0wp′(p0−1)
)1/p0
≥
(∫
R
|f |p0H−p0/p′0wp′(p0−1)
)1/p0
≥
||(Hw−p′)−1/p′0||γ
A+p0,q0
||(Hw−p′)−1/p′0||γ
A+p0,q0
(∫
R
|f |p0(H−1/p′0wp′/p′0)p0
)1/p0
≥ c||(Hw−p′)−1/p′0||γ
A+p0,q0
(∫
R
|Tf |q0(H−1/p′0wp′/p′0)q0
)1/q0
≥ c||(Hw−p′)−1/p′0||γ
A+p0,q0
(∫
R
|Tf |qwq
)1/q (∫
R
H(r/r0)
′
wp
′
)q−q0/qq0
≥ c||(Hw−p′)−1/p′0||γ
A+p0,q0
(∫
R
|Tf |qwq
)1/q
.
Hemos usado la desigualdad de Ho¨lder para exponente menor a 1. Es decir si 0 <
s < 1 entonces
||fg||L1 ≥ ||f ||Ls||g||Ls′ ,
donde s′ = s/(s− 1), en nuestro caso s = q/q0.
Hemos demostrado que(∫
R
|Tf |qwq
)1/q
≤ c||(Hw−p′)−1/p′0||γ
A+p0,q0
(∫
R
|f |pwp
)1/p
.
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De esto u´ltimo deducimos que
||T ||Lp(wp)→Lq(wq) ≤ c||(Hw−p′)−1/p′0||γA+p0,q0 = c||Hw
−p′||
γ
q0
p′0
A−r0
≤ c||w−p′ ||
γ
q0
p′0
A−
1+p′/q
= c||w||
γ
q0
p′0
p′
q
A+p,q
,
con lo cual queda demostrado el teorema. 
Corolario 2.5. Supongamos que para algu´n 1 ≤ p0 ≤ q0 < ∞, un operador T
satisface la siguiente acotacio´n de tipo de´bil (p0, q0),
||Tf ||Lq0,∞(wq0 ) ≤ c||w||γA+p0,q0 ||f ||Lp0 (wp0 )
para todo peso w ∈ A+p0,q0 y para algu´n γ > 0. Entonces T satisface la siguiente
desigualdad de tipo de´bil (p, q),
||Tf ||Lq,∞(wq) ≤ c||w||
γma´x{1, q0
p′0
p′
q
}
A+p,q
||f ||Lp(wp),
para todo 1 ≤ p ≤ q <∞ con
1
p
− 1
q
=
1
p0
− 1
q0
,
y para todo w ∈ A+p,q.
Demostracio´n. Notar que en la demostracio´n del teorema no se usa que T sea
lineal. Vamos a aplicar el resultado al operador Tλf = λχ{|Tf |>λ}. Fijamos λ > 0,
entonces
||Tλf ||Lq0 (wq0 ) = λwq0({x : |Tf(x)| > λ})1/q0
≤ ||Tf ||Lq0,∞(wq0 ) ≤ c||w||γA+p0,q0 ||f ||Lp0 (wp0 ),
donde la constante c es independiente de λ. Si w ∈ A+p,q, aplicando el Teorema 2.4
al operador Tλ : L
p(wp)→ Lq(wq) para todo 1
p
− 1
q
= 1
p0
− 1
q0
, obtenemos
||Tλf ||Lq(wq) ≤ c||w||
γma´x{1, q0
p′0
p′
q
}
A+p,q
||f ||Lp(wp),
con c independiente de λ por lo tanto,
||Tf ||Lq,∞(wq) = sup
λ>0
||Tλf ||Lq(wq) ≤ c||w||
γma´x{1, q0
p′0
p′
q
}
A+p,q
||f ||Lp(wp).
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
Teorema 2.6 (Extrapolacio´n de´bil desde ∞). Sea T un operador sublineal defi-
nido en C∞0 (R), a valores en el espacio de las funciones medibles. Dado 1 < β ≤ ∞,
supongamos que T satisface que, para todo par (a, b) ∈ A+β,∞ vale la desigualdad
||aT (f)||∞ ≤ C(T )C(||(a, b)||A+β,∞)||fb||β ,
donde la constante C(T ) es independiente de la constante de A+β,∞ del par (a, b).
Sean 1 < p < β, 1
q
= 1
p
− 1
β
y (u, v) ∈ A+p,q, entonces existe C(T, p, q), que so´lo
depende de p, q, y del operador T , tal que
λuq ({x : |Tf(x)| > λ})1/q ≤ C(T, p, q)||(u, v)||1/q
A+p,q
(∫
|f |pvp dx
) 1
p
,
para todo λ > 0.
Demostracio´n. Sea f ∈ C∞0 (R), llamemos 0 < m =
∫ |f |pvp dx , y (u, v)
∈ A+p,q. Definimos
b(x) =

|f(x)| pβ−1v(x) pβm 1q si |f(x)| > 0
epi
|x|2
q v(x) si |f(x)| = 0,
Esta b satisface
(i) ||fv||Lp = ||fb||Lβ ,
(ii)
∫
b−qvq dx ≤ 2.
Probemos estas dos afirmaciones:
Sea β <∞. Para (i)
(∫
|f |βbβ
) 1
β
=
(∫
{x:f 6=0}
|f |β|f |( pβ−1)βvpmβq
) 1
β
=
(∫
|f |pvp
) 1
β
(∫
|f |pvp
) 1
q
=
(∫
|f |pvp
) 1
p
.
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Veamos (ii),∫
b(x)−qv(x)q dx
= m−1
∫
{x:f 6=0}
(
|f(x)| pβ−1v(x) pβ
)−q
v(x)qdx+
∫
{x:f=0}
(
e−pi
|x|2
q v(x)
)−q
v(x)qdx
= m−1
∫
{x:f 6=0}
|f(x)|−qpβ +qv(x)−qpβ +q dx +
∫
{x:f=0}
e−pi|x|
2
dx
≤ 2,
pues, como 1
q
= 1
p
− 1
β
entonces p = q − pq
β
.
El caso β =∞ es ma´s simple, puesto que p coincide con q y las afirmaciones son
inmediatas.
Definamos
a(x) =
(
M+b−β
′
(x)
)− 1
β′
.
Notemos que (a, b) ∈ A+β,∞, con constane 4, pues:
||aχ[x−h,x]||∞
(
1
h
∫ x+h
x
b−β
′
) 1
β′
=
∣∣∣∣∣∣∣∣(M+b−β′(x))− 1β′ χ[x−h,x]∣∣∣∣∣∣∣∣
∞
(
1
h
∫ x+h
x
b−β
′
) 1
β′
≤ 2
(
M+b−β
′
(t)
)− 1
β′
(
2
x+ h− t
∫ x+h
t
b−β
′
) 1
β′
≤ 4
(
M+b−β
′
(t)
)− 1
β′
(
M+b−β
′
(t)
) 1
β′
= 4 ,
donde t ∈ [x−h, x]. Sea Eλ = {x : |Tf(x)| > λ}; luego por la desigualdad de Ho¨lder
para espacios de Lorentz (1.20)
uq(Eλ) =
∫
Eλ
uq dx
=
∫
χEλ(x)a
−1(x)a(x)uq(x) dx
≤ ||χEλ||(1+1/q,1,auq)||a−1||(q+1,∞,auq).
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Para estimar el segundo factor observamos que
λq+1
∫
{x:a(x)−1>λ}
auq ≤ λq
∫
{x:M+b−β′ (x)>λβ′}
uq . (2.2)
Como (u, v) ∈ A+p,q, se sigue que (uq, vq) ∈ A+s , con s = 1 + q/p′ y
||(uq, vq)||A+s = ||(u, v)||A+p,q ,
(ver Lema 1.45). Recordemos que M+ es de tipo de´bil Ls(vq)→ Ls(uq), (ver (1.19)),
con
λsuq({x ∈ R : M+f(x) > λ}) ≤ 4s||(u, v)||A+p,q
∫
R
|f(x)|s vqdx,
para toda f ∈ Ls(vq). Luego,
(2,2) ≤ λ
q4s
(λβ′)s
||(u, v)||A+p,q
∫
(b−β
′
)sv(x)q
= 4s||(u, v)||A+p,q
∫
b−qvq ≤ 4s2||(u, v)||A+p,q .
Ahora, calculemos la reordenada de a−1 respecto de la medida auq, esto es
(a−1)∗(t) = ı´nf{y : auq({x : |a(x)−1| > y}) ≤ t}
≤ ı´nf{y : 4
s2||(u, v)||A+p,q
yq+1
≤ t}
=
(
4s2||(u, v)||A+p,q
t
) 1
q+1
.
Por lo tanto se tiene que,
||a−1||(q+1,∞,auq) = sup
t>0
t
1
q+1 (a−1)∗(t) ≤
(
4s2||(u, v)||A+p,q
) 1
q+1
.
Un reordenamiento no decreciente de χEλ es χ[0,R), con R =
∫
Eλ
auq, por lo tanto
||χEλ ||(1+ 1q ,1,auq) =
q
q + 1
∫ R
0
t
q
q+1
dt
t
=
q
q + 1
∫ R
0
t−
1
q+1 dt = R
q
q+1 .
Por otro lado, usando la hipotesis y que ||(a, b)||A+β,∞ ≤ 4
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R =
∫
Eλ
auq ≤ λ−1
∫
Eλ
|Tf |auq
≤ λ−1||aTf ||∞
∫
Eλ
uq
≤ C(T )λ−1||fb||β
∫
Eλ
uq .
Por esto,
||χEλ||(1+ 1q ,1,auq) ≤ C(T )
q
q+1λ−
q
q+1 ||fb||
q
q+1
β
(∫
Eλ
uq
) q
q+1
.
Teniendo presente las propiedades de b y que
∫
Eλ
uq < ∞, pues f ∈ C∞0 (R), se
sigue que
uq(Eλ) ≤ ||χEλ ||(1+1/q,1,auq)||a−1||(q+1,∞,auq)
≤ C(T ) q+sq+12 1q+1λ− qq+1 ||fb||
q
q+1
β
(∫
Eλ
uq
) q
q+1 (
||(u, v)||A+p,q
) 1
q+1
≤ C(T ) q+sq+12 1q+1λ− qq+1 ||fv||
q
q+1
p
(
||(u, v)||A+p,q
) 1
q+1
(uq(Eλ))
q
q+1 .
Es decir
(uq(Eλ))
1
q+1 ≤ C(T ) q+sq+12 1q+1λ− qq+1 ||fv||
q
q+1
p
(
||(u, v)||A+p,q
) 1
q+1
.
En conclusio´n, tenemos que
uq({x : |Tf(x)| > λ}) ≤ C(T )1+ q+1p′ 2||(u, v)||A+p,q
(
1
λp
∫
fpvp
) q
p
.
Por lo tanto
||T ||Lp(vp)→Lq,∞(uq) ≤ C(T, q, p)||(u, v)||1/qA+p,q .

Teorema 2.7 (Extrapolacio´n fuerte desde∞). Sean 1 < β <∞ y T un operador
sublineal definido en C∞0 (R) que satisface
||vTf ||∞ ≤ C(T )||v||γA+β,∞
(∫
|f |βvβ
)1/β
,
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para todo v ∈ A+β,∞ y algu´n γ > 0. Entonces, para todo 1 < p < β, 1/p− 1/q = 1/β
y v ∈ A+p,q, vale que(∫
|Tf |qvqdx
)1/q
≤ C(T, p, q)||v||γ
p′
qβ′
A+p,q
(∫
|f |pvp
) 1
p
,
siempre que el lado izquierdo sea finito.
Demostracio´n. Sea v ∈ A+p,q con 1/p− 1/q = 1/β y f ∈ C∞0 (R); puesto que(∫
|f |pvp
) 1
p
=
(∫ (
|fvp′|β
) p
β
v−p
′
)β
p
1
β
,
existe g ≥ 0, con ∫ g( pβ )′v−p′ = 1, tal que
(∫
|f |pvp
) 1
p
=
(∫
|fvp′|βgv−p′
) 1
β
.
Sea h = g−β
′/β entonces hq/β
′
= g−q/β = g(p/β)
′
y por lo tanto
1 =
∫
g(
p
β
)′v−p
′
=
∫
h
q
β′ v−p
′
.
Sea r = 1 + p′/q y r0 = 1 y ponemos s = (r/r0)′ = (1 + p′/q)′ = q/β′. Resulta que
v−p
′ ∈ A−r , y aplicando Lema 2.2 inciso (a’), pero para un peso en A−r en lugar de
A+r , sabemos que existe H ≥ h con
Hv−p
′ ∈ A−1 y
∫
H
q
β′ v−p
′ ≤ 2 ,
es ma´s
||Hv−p′||A−1 ≤ C(p, q)||v
−p′ ||A−r ≤ C(p, q)||vq||
p′/q
A+
r′
.
Veamos que H−1/β
′
vp
′/β′ ∈ A+β,∞, como Hv−p
′ ∈ A−1 tenemos que(
M+(Hv−p
′
)
)1/β′
H−1/β
′
vp
′/β′ ≤ C(p, q)1/β′ ||vq||p′/(qβ′)
A+
r′
,
para casi todo x ∈ R. Sean x ∈ R y h > 0 fijos. Si ||H−1/β′vp′/β′χ[x−h,x]||∞ < ∞,
entonces existe t ∈ [x − h, x] tal que ||H−1/β′vp′/β′χ[x−h,x]||∞ ≤ 2H−1/β′vp′/β′(t).
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Luego,
||H−1/β′vp′/β′χ[x−h,x]||∞
(
1
h
∫ x+h
x
Hv−p
′
)1/β′
≤ 2H−1/β′vp′/β′(t)
(
x+ h− t
h
1
x+ h− t
∫ x+h
t
Hv−p
′
)1/β′
≤ 4H−1/β′vp′/β′(t)
(
M+(Hv−p
′
)(t)
)1/β′
≤ C(p, q)||vq||p′/(qβ′)
A+
r′
.
Lo que afirma que H−1/β
′
vp
′/β′ ∈ A+β,∞ con ||H−1/β
′
vp
′/β′||A+β,∞ ≤ C(p, q)||v
q||p′/(qβ′)
A+
r′
.
De esta manera,(∫
|f |pvp
) 1
p
=
(∫
|fvp′ |βgv−p′
) 1
β
=
(∫
|f |β
(
h
− 1
β′ v
p′
β′
)β) 1β
≥
(∫
|f |β
(
H
− 1
β′ v
p′
β′
)β) 1β
≥ C(T, p, q)||vq||−γp′/(qβ′)
A+
r′
||H− 1β′ v p
′
β′ Tf ||∞
≥ C(p, q)||vq||−γp′/(qβ′)
A+
r′
||H− 1β′ v p
′
β′ Tf ||∞
(∫
H
q
β′ v−p
′
dx
)1/q
≥ C(p, q)||vq||−γp′/(qβ′)
A+
r′
(∫
H
− q
β′ v
qp′
β′ |Tf |qH qβ′ v−p′dx
)1/q
= C(p, q)||v||−γp′/(qβ′)
A+p,q
(∫
|Tf |qvqdx
)1/q
,
pues como 1/q = 1/p− 1/β se sigue que qp′
β′ + p
′ = q. Luego(∫
|Tf |qvqdx
)1/q
≤ C(p, q)||v||γ
p′(β−1)
qβ
A+p,q
(∫
|f |pvp
) 1
p
.

2. Diferentes constantes para pesos laterales
En esta seccio´n cuando escribamos I− e I+ haremos referencia a intervalos de
igual longitud y contiguos.
En este apartado introduciremos nuevas definiciones de pares de pesos y mostra-
remos la relacio´n que existe con las dadas en el Cap´ıtulo 1. Tambie´n demostraremos
comparaciones entre funciones maximales fraccionarias laterales y clases de pesos.
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Para poder dar la demostracio´n del resultado de Mart´ın-Reyes y de la Torre,
(ver [40]), que compara la funcio´n maximal fraccionaria dia´dica lateral, M+α,d, con la
funcio´n maximal fraccionaria lateral, M+α , debemos introducir la siguiente definicio´n.
Definicio´n 2.8 ([40]). Sea 0 ≤ α < 1, f una funcio´n localmente integrable,
definimos la funcio´n maximal fraccionaria lateral N+α como
N+α f(x) = sup
h>0
21−α
h1−α
∫ x+h
x+h/2
|f(t)| dt.
Mart´ın-Reyes y de la Torre demuestran los siguientes resultados.
Proposicio´n 2.9 ([40]).
M+α f(x) ≤ (21−α − 1)−1N+α f(x), N+α f(x) ≤ 21−αM+α f(x). (2.3)
Demostracio´n. Consideramos f > 0, las desigualdades se siguen de
21−α
h1−α
∫ x+h
x+h/2
|f(t)| dt ≤ 2
1−α
h1−α
∫ x+h
x
|f(t)| dt ≤ 21−αM+α f(x),
y
1
h1−α
∫ x+h
x
|f(t)| dt = 1
h1−α
∫ x+h/2
x
|f(t)| dt+ 1
h1−α
∫ x+h
x+h/2
|f(t)| dt
≤ 2α−1M+α f(x) + 2α−1N+α f(x).

Proposicio´n 2.10 ([40]). Para cada 0 ≤ α < 1, existen constantes C1α y C2α
tales que,
M+α f(x) ≤ C1αM+α,df(x) y M+α,df(x) ≤ C2αM+α f(x). (2.4)
Demostracio´n. Consideramos f > 0 y x ∈ R. Sea I− = [a, b) con I− ∈ A+x .
Recordemos que
A+x = {I− : I− es un intervalo dia´dico y x ∈ I−}.
Entonces,
1
|I+|1−α
∫
I+
|f(t)| dt ≤ (b− x)
1−α
|I+|1−α
1
(b− x)1−α
∫ b
x
|f(t)| dt ≤ 21−αM+α f(x).
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Tomando supremo sobre todos los intervalos I− ∈ A+x obtenemos la segunda de-
sigualdad.
Rec´ıprocamente, primero observemos que alcanza pensar el caso cuando h tiene
longitud 2k con k ∈ Z. Si h es de longitud arbitraria tomemos k tal que 2k−1 < h <
2k, y tenemos que
1
h1−α
∫ x+h
x
|f(t)| dt ≤ 2
(1−α)k
h1−α
1
2(1−α)k
∫ x+2k
x
|f(t)| dt ≤ 21−α 1
2(1−α)k
∫ x+2k
x
|f(t)| dt.
Por esto, basta considerar que h = 2k para algu´n k.
Sean I+1 y I
+
2 dos intervalos dia´dicos de longitud 2
k−1 tales que [x+h/2, x+h) ⊆
I+1 ∪ I+2 . Si I+ = I+1 ∪ I+2 es dia´dico, entonces I− ∈ A+x y∫ x+h
x+h/2
|f(t)| dt ≤
∫
I+
|f(t)| dt ≤ 2k(1−α)M+α,df(x).
Si I+1 ∪ I+2 no es dia´dico sea I+ el padre, de longitud 2k, de I+2 . Es claro que I−1
e I− estan en A+x , luego∫ x+h
x+h/2
|f(t)| dt ≤
∫
I+1
|f(t)| dt+
∫
I+
|f(t)| dt ≤ (2(k−1)(1−α) + 2k(1−α))M+α,df(x).
En los dos casos se cumple que∫ x+h
x+h/2
|f(t)| dt ≤ 2k(1−α) (1 + 2α−1)M+α,df(x),
luego N+α f(x) ≤ (1 + 2α−1)M+α,df(x) y por la desigualdad (2.3) obtenemos nues-
tro resultado. 
Teniendo en cuenta la definicio´n de clases de pesos Tq,α dadas en [45] por Moen,
(ver Teorema 1.38), introducimos las siguientes clases para pares de pesos.
Definicio´n 2.11. Dadas las funciones u, v ≥ 0 localmente integrables, 0 ≤ α < 1
y 1 < q < ∞ diremos que: (u, v) esta´ en la clase T+q,α si existe una constante C tal
que para todo intervalo I(∫
I
(M+σχI)
(1−α)q udx
)1/q
≤ C
(∫
I
σdx
)1/q
,
donde σ = v1−p
′
. A la menor constante posible C la llamamos contante del par (u, v)
en T+q,α y la denotamos por ||(u, v)||T+q,α .
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Adema´s si consideramos la funcio´n maximal fraccionaria dia´dica lateral definimos
Definicio´n 2.12. Dadas las funciones u, v ≥ 0 localmente integrables, 0 ≤ α < 1
y 1 < q <∞ diremos que: (u, v) esta´ en la clase T+q,α,d si existe una constante C tal
que para todo par de intervalos I− e I+ contiguos de igual longitud(∫
I−∪I+
(M+d σχI+)
(1−α)q udx
)1/q
≤ C
(∫
I+
σdx
)1/q
,
donde σ = v1−p
′
. A la menor constante posible C la llamamos contante del par (u, v)
en T+q,α,d y la denotamos por ||(u, v)||T+q,α,d .
Estas clases de pesos tienen la siguiente relacio´n entre ellas.
Teorema 2.13. Sean u y v funciones positivas, 1 < q y 0 ≤ α < 1, con (1−α)q >
1. Entonces (u, v) esta´ en la clase T+q,α, es decir ||(u, v)||T+q,α <∞, si y so´lo si (u, v)
esta´ en la clase T+q,α,d, es decir ||(u, v)||T+q,α,d <∞. Es ma´s,
||(u, v)||T+q,α,d ≤ C1||(u, v)||T+q,α ≤ C2||(u, v)||T+q,α,d , (2.5)
donde C1 y C2 no dependen de u y v.
Demostracio´n. Que (u, v) esta´ en la clase T+q,α,d implica auntoma´ticamente
que (u, v) esta´ en la clase T+q,α, ya que M
+
d y M
+ son equivalentes, ver ecuacio´n 2.4.
Rec´ıprocamente, sea I− un intervalo. Entonces(∫
I−∪I+
(M+d σχI+)
(1−α)q udx
)1/q
≤ K
(∫
I−
(M+σχI+)
(1−α)q udx
)1/q
+K
(∫
I+
(M+σχI+)
(1−α)q udx
)1/q
≤ K
(∫
I−
(M+σχI+)
(1−α)q udx
)1/q
+K||(u, v)||T+q,α
(∫
I+
σ(x) dx
)1/q
.
So´lo debemos ver que para todo intervalo I− existe una constante C que no depende
de u y v tal que(∫
I−
(M+σχI+)
(1−α)q udx
)1/q
≤ C||(u, v)||T+q,α
(∫
I+
σ(x) dx
)1/q
.
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Sea I− = [a, b) e I+ = [b, c). Supongamos primero que
∫
I− σ ≤
∫
I+
σ, luego
(∫
I−
(M+σχI+)
(1−α)q udx
)1/q
≤
(∫
I−∪I+
(M+σχI+)
(1−α)q udx
)1/q
≤ ||(u, v)||T+q,α
(∫
I−∪I+
σ(x) dx
)1/q
≤ 21/q||(u, v)||T+q,α
(∫
I+
σ(x) dx
)1/q
.
Ahora supongamos que
∫
I− σ ≥
∫
I+
σ, luego elegimos un sucesio´n x0 = b > x1 >
x2 > · · · > xk > · · · > xN−1 > xN = a tal que para k = 0, 1, . . . , N − 1,
∫ c
xk
σ =
2k
∫ c
b
σ y
∫ c
a
σ = r
∫ c
b
σ, 2N−1 < r < 2N . Se sigue que
∫ xk−1
xk
σ = 2k−1
∫ c
b
σ, 0 < k < N ,
mientras
∫ xN−1
a
σ ≤ 2N−1 ∫ c
b
σ. Ahora si, xk < x < xk−1, 1 < k ≤ N , e y ∈ I+,
entonces
∫ y
x
σχ(b,c) =
∫ y
b
σ ≤
∫ c
b
σ = 2−(k−2)
∫ xk−2
xk−1
σ ≤ 2−(k−2)
∫ y
x
σ.
Multiplicando los dos lados de la desigualdad por (y − x)−1 y tomando supremo
obtenemos que para cada x con xk < x < xk−1
M+(σχ(b,c))(x) ≤ 2−(k−2)M+(σχ(x,c))(x), k = 2, . . . N,
Para k = 1 tenemos la estimacio´n trivial
M+(σχ(b,c))(x) ≤M+(σχ(x,c))(x), x1 < x < b.
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Por lo tanto∫ b
a
(M+σχ(b,c))
(1−α)q udx =
N∑
k=1
∫ xk−1
xk
(M+σχ(b,c))
(1−α)q udx
≤
N∑
k=2
2−(k−2)(1−α)q
∫ xk−1
xk
(M+σχ(xk,c))
(1−α)q udx+
∫ b
x1
(M+σχ(x1,c))
(1−α)q udx
≤
N∑
k=2
2−(k−2)(1−α)q
∫ c
xk
(M+σχ(xk,c))
(1−α)q udx+
∫ c
x1
(M+σχ(x1,c))
(1−α)q udx
≤ ||(u, v)||T+q,α
[
N∑
k=2
2−(k−2)(1−α)q
∫ c
xk
σ +
∫ c
x1
σ
]
≤ ||(u, v)||T+q,α
[
N∑
k=2
2−(k−2)(1−α)q2k + 2
]∫ c
b
σ
Como (1− α)q > 1 la serie converge y obtenemos el resultado.

Observacio´n 2.14. Si pedimos 1
p
− 1
q
= α entonces (1 − α)q = (1 − 1
p
+ 1
q
)q =
q
p′ + 1 > 1 y se cumplen las hipo´tesis del teorema anterior, es decir la desigualdad
(2.5) es va´lida.
3. Estimaciones sharp para la funcio´n maximal fraccionaria lateral
En esta seccio´n enunciaremos y demostraremos los teoremas referidos a la funcio´n
maximal fraccionaria lateral.
Teorema 2.15. Sean 0 ≤ α < 1, 1 < p ≤ q < ∞ y (u, v) un par de pesos en
S+p,q. Entonces para toda f ∈ Lp(v)
||M+α f ||Lq(u) ≤ C||(u, v)||S+p,q ||f ||Lp(v),
donde la constante C no depende del par de pesos (u, v). Es ma´s, la dependencia de
la norma ||M+α ||Lp(v)→Lq(u) respecto a la constante, ||(u, v)||S+p,q del par de peso, es
lineal.
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Teorema 2.16. Sean 0 ≤ α < 1, 1 < p <∞, q tal que 1
q
= 1
p
−α y (u, v) un par
de pesos en T+q,α. Entonces para toda f ∈ Lp(v),
||M+α f ||Lq(u) ≤ C||(u, v)||T+q,α||f ||Lp(v),
donde la constante C no depende del par de pesos (u, v). Es ma´s, la dependencia de
la norma ||M+α ||Lp(v)→Lq(u) respecto a la constante, ||(u, v)||T+q,α del par de peso, es
lineal.
Teorema 2.17. Sean 0 ≤ α < 1, 1 ≤ p ≤ q <∞ con 1/p− 1/q = α y (u, v) un
par de pesos en A+p,q. Entoncesexiste C > 0 tal que
||M+α f ||Lq,∞(uq) ≤ C||(u, v)||1/qA+p,q ||f ||Lp(vp),
para toda f ∈ Lp(v). Es ma´s, la dependencia de la norma ||M+α ||Lp(vp)→Lq,∞(uq)
respecto a la constante, ||(u, v)||A+p,q del par de peso, es ||(u, v)||
1/q
A+p,q
.
Respecto a un mismo peso obtenemos otras demostraciones del resultado de
Mart´ın-Reyes y de la Torre
Teorema 2.18 ([42]). Sean 0 ≤ α < 1, 1 < p ≤ q <∞ con 1/p− 1/q = α y w
un peso en A+p,q. Entonces para toda f ∈ Lp(w),
||M+α f ||Lq(wq) ≤ C||w||(1−α)p
′/q
A+p,q
||f ||Lp(wp),
donde la constante C no depende del peso w. Es ma´s, la dependencia de la norma
||M+α ||Lp(wp)→Lq(wq) respecto a la constante, ||w||A+p,q del peso, es ||w||
(1−α)p′/q
A+p,q
.
La demostracio´n del Teorema 2.15 es consecuencia del siguiente teorema y
las desigualdades (2.4) y (1.22). En la seccio´n 4 de este cap´ıtulo, veremos que el
exponente de la constante ||(u, v)||+Sp,q,d es el mejor posible.
Teorema 2.19. Sean 0 ≤ α < 1, 1 < p ≤ q < ∞ y (u, v) un par de pesos en
S+p,q,d. Entonces existe C > 0 tal que
||M+α,df ||Lq(u) ≤ C||(u, v)||S+p,q,d||f ||Lp(v),
para toda f ∈ Lp(v).
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Demostracio´n. Para demostrar el teorema nos basamos en ideas de B. Ja-
werth, ver [27]. Supongamos f > 0 y denotemos σ = v1−p
′
. Vamos a considerar la
funcio´n maximal MN,+α,d , donde so´lo consideramos cubos dia´dicos de longitud a lo
sumo 2N . Sea Ωk = {x ∈ R : 2k < MN,+α,d (f)(x) ≤ 2k+1} para cada k ∈ Z. Para
estudiar estos conjuntos consideremos Ok = {x ∈ R : 2k < MN,+α,d (f)(x)}, como
estos conjuntos son abiertos, tomamos los intervalos maximales dia´dicos disjuntos
de longitud a lo sumo 2N , I−k,j tales que Ok =
⋃
j I
−
k,j, y que cumplan que
2k <
1
(I+k,j)
1−α
∫
I+k,j
f,
observemos que por la definicio´n de MN,+α,d los intervalos I
−
k,j e I
+
k,j son contiguos de
igual longitud. Definimos
Ek,j = I
−
k,j ∩ {x ∈ R : 2k < MN,+α,d (f) ≤ 2k+1},
son disjuntos dos a dos y Ωk =
⋃
j Ek,j.
∫
R
(
MN,+α,d (f)
)q
u(x)dx =
∑
k∈Z
∫
Ωk
(
MN,+α,d (f)
)q
u(x)dx
≤
∑
k,j
∫
Ek,j
(2k+1)q u(x)dx
≤ 2q
∑
k,j
∫
Ek,j
(
1
|I+k,j|1−α
∫
I+k,j
f(y) dy
)q
u(x)dx
≤ 2q
∑
k,j
(
1
σ(I+k,j)
∫
I+k,j
f(y)σ−1(y)σ(y) dy
)q
u(Ek,j)
(
σ(I+k,j)
|I+k,j|1−α
)q
≤ 2q
∫
X
g dµ,
donde X = Z× N con la medida µ(k, j) = u(Ek,j)
(
σ(I+k,j)
|I+k,j |1−α
)q
, y
g(k, j) =
(
1
σ(I+k,j)
∫
I+k,j
f(y)σ−1(y)σ(y) dy
)p
.
Definimos el conjunto de nivel a altura λ > 0 por
Γλ = {(k, j) ∈ X : g(k, j) > λ}.
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Sea
Bλ =
⋃
{I+k,j : (k, j) ∈ Γλ}.
Observar que si
(
1
σ(I+k,j)
∫
I+k,j
f(y)σ−1(y)σ(y) dy
)q
> λ, entonces para todo x ∈ I+k,j
se tiene que Mσ(fσ
−1)q > λ, luego Bλ ⊆ {x : Mσ(fσ−1)q > λ}.
Como los intervalos I−k,j, (con (k, j) ∈ Γλ), tienen longitud a lo sumo 2N y son
dia´dicos, podemos considerar la subfamilia {I−r } de {I−k,j} con (k, j) ∈ Γλ, formada
por los intervalos con la propiedad de que los I+r son maximales disjuntos. Observar
que Bλ =
⋃
I+r , donde la unio´n es disjunta. Adema´s si I
+
k,j ⊂ I+r entonces I−k,j ⊂
I−r ∪ I+r .
Estimemos µ(Γλ) usando la condicio´n del peso
µ(Γλ) =
∑
(k,j)∈Γλ
u(Ek,j)
(
σ(I+k,j)
|I+k,j|1−α
)q
≤
∑
(k,j)∈Γλ
∫
Ek,j
M+α,d(σχI+k,j
)q u(x)dx
≤
∑
r
∑
(k,j)∈Γλ, I+k,j⊂I+r
∫
Ek,j
M+α,d(σχI+k,j
)q u(x)dx
≤
∑
r
∫
I−r ∪I+r
M+α,d(σχI+r )
qu(x)dx ≤ ||(u, v)||q
S+p,q,d
∑
r
σ(I+r )
q/p
≤ ||(u, v)||q
S+p,q,d
σ(Bλ)
q/p ≤ ||(u, v)||q
S+p,q,d
σ{x : Mσ(fσ−1)q > λ}q/p.
Por lo tanto, haciendo la sustitucio´n λ = tq/p, dλ = q
p
tq/p dt
t
,
∫
X
g dµ =
∫ ∞
0
µ(Γλ) dλ ≤ ||(u, v)||qS+p,q,d
∫ ∞
0
σ{x : Mσ(fσ−1)q > λ}q/p dλ
=
q
p
||(u, v)||q
S+p,q,d
∫ ∞
0
(tσ{x : Mσ(fσ−1)p > t})q/p dt
t
,
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usando que p ≤ q obtenemos∫ ∞
0
(tσ{x : Mσ(fσ−1)p > t})q/p dt
t
(2.6)
=
∑
l∈Z
∫ 2l+1
2l
(tσ{x : Mσ(fσ−1)p > t})q/p dt
t
≤ 2q/p log 2
∑
l∈Z
(2lσ{x : Mσ(fσ−1)p > 2l})q/p
≤ C
(∑
l∈Z
2lσ{x : Mσ(fσ−1)p > 2l}
)q/p
≤ C
(∑
l∈Z
∫ 2l
2l−1
σ{x : Mσ(fσ−1)p > t} dt
)q/p
= C
(∫ ∞
0
σ{x : Mσ(fσ−1)p > t} dt
)q/p
= C
(∫
R
Mσ(fσ
−1)p σdx
)q/p
≤ C
(∫
R
fpσ1−pdx
)q/p
= C
(∫
R
fpvdx
)q/p
.
la u´ltima desigualdad se debe a la acotacio´n de la funcio´n maximal Mσ en L
p(σ),
ver Teorema 1.54.
En conclusio´n tenemos∫
R
(
MN,+α,d (f)
)q
u(x)dx ≤ C||(u, v)||q
S+p,q,d
(∫
R
fpvdx
)q/p
,
y por el teorema de la convergencia mono´tona tenemos∫
R
(
M+α,d(f)
)q
u(x)dx ≤ C||(u, v)||q
S+p,q,d
(∫
R
fpvdx
)q/p
.
Observar que en el caso p = q la ecuacio´n (2.6) se simplifica pues al ser q/p = 1
tenemos∫ ∞
0
σ({x : Mσ(fσ−1)p > t}) dt =
∫
R
Mσ(fσ
−1)p σdx ≤ C
∫
R
fpσ1−pdx = C
∫
R
fpvdx.

La demostracio´n del Teorema 2.16 es consecuencia del teorema siguiente y las
desigualdades (2.4) y (2.5). Tambie´n en el apartado 4 veremos que el exponente de
la constante ||(u, v)||T+q,α es el mejor posible.
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Teorema 2.20. Sean 0 ≤ α < 1, 1 < p < ∞, q tal que 1/q = 1/p − α y (u, v)
un par de pesos en T+q,α,d. Entonces existe C > 0 tal que
||M+α,df ||Lq(u) ≤ C||(u, v)||T+q,α,d ||f ||Lp(v),
para toda f ∈ Lp(v).
Demostracio´n. Para demostrar el teorema nos basamos en ideas de B. Ja-
werth, ver [27]. Supongamos f > 0 y denotemos por σ = v1−p
′
. Vamos a considerar
la funcio´n maximal MN,+α,d , donde so´lo consideramos cubos dia´dicos de longitud a lo
sumo 2N . Sea Ωk = {x ∈ R : 2k < MN,+α,d (f)(x) ≤ 2k+1} para cada k ∈ Z. Para
estudiar estos conjuntos consideremos Ok = {x ∈ R : 2k < MN,+α,d (f)(x)}, como
estos conjuntos son abiertos, tomamos los intervalos maximales dia´dicos disjuntos
de longitud a lo sumo 2N , I−k,j tales que Ok =
⋃
j I
−
k,j, y que cumplan que
2k <
1
(I+k,j)
1−α
∫
I+k,j
f,
observemos que por la definicio´n de MN,+α,d los intervalos I
−
k,j e I
+
k,j son contiguos de
igual longitud. Definimos
Ek,j = I
−
k,j ∩ {x ∈ R : 2k < MN,+α,d (f) ≤ 2k+1},
son disjuntos dos a dos y Ωk =
⋃
j Ek,j.
∫
R
(
MN,+α,d (f)
)q
u(x)dx =
∑
k∈Z
∫
Ωk
(
MN,+α,d (f)
)q
u(x)dx
≤
∑
k,j
∫
Ek,j
(2k+1)q u(x)dx
≤ 2q
∑
k,j
∫
Ek,j
(
1
|I+k,j|1−α
∫
I+k,j
f(y) dy
)q
u(x)dx
≤ 2q
∑
k,j
(
1
σ(I+k,j)
1−α
∫
I+k,j
f(y)σ−1(y)σ(y) dy
)q
u(Ek,j)
(
σ(I+k,j)
|I+k,j|
)(1−α)q
≤ 2q
∫
X
g dµ,
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donde X = Z× N con la medida µ(k, j) = u(Ek,j)
(
σ(I+k,j)
|I+k,j |
)(1−α)q
, y
g(k, j) =
(
1
σ(I+k,j)
1−α
∫
I+k,j
f(y)σ−1(y)σ(y) dy
)q
.
Definimos el conjunto de nivel a altura λ > 0 por
Γλ = {(k, j) ∈ X : g(k, j) > λ}.
Sea
Bλ =
⋃
{I+k,j : (k, j) ∈ Γλ}.
Observar que si
(
1
σ(I+k,j)
1−α
∫
I+k,j
f(y)σ−1(y)σ(y) dy
)q
> λ, entonces para todo x ∈ I+k,j
se tiene que Mα,σ(fσ
−1)q > λ, luego Bλ ⊆ {x : Mα,σ(fσ−1)q > λ}.
Como los intervalos I−k,j, (con (k, j) ∈ Γλ), tienen longitud a lo sumo 2N y son
dia´dicos, podemos considerar la subfamilia de {Ik,j} con (k, j) ∈ Γλ, {I−r } formada
por los intervalos con la propiedad de que los I+r son maximales disjuntos. Observar
que Bλ =
⋃
I+r , donde la unio´n es disjunta. Adema´s si I
+
k,j ⊂ I+r entonces I−k,j ⊂
I−r ∪ I+r .
Estimemos µ(Γλ) usando la condicio´n del peso
µ(Γλ) =
∑
(k,j)∈Γλ
u(Ek,j)
(
σ(I+k,j)
|I+k,j|
)(1−α)q
≤
∑
(k,j)∈Γλ
∫
Ek,j
M+d (σχI+k,j
)(1−α)q u(x)dx
≤
∑
r
∑
(k,j)∈Γλ, I+k,j⊂I+r
∫
Ek,j
M+d (σχI+k,j
)(1−α)q u(x)dx
≤
∑
r
∫
I−r ∪I+r
M+d (σχI+r )
(1−α)qu(x)dx
≤ ||(u, v)||q
T+q,α,d
∑
r
σ(I+r )
= ||(u, v)||q
T+q,α,d
σ(Bλ)
≤ ||(u, v)||q
T+q,α,d
σ{x : Mα,σ(fσ−1)q > λ}.
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Por lo tanto ∫
X
g dµ =
∫ ∞
0
µ(Γλ) dλ
≤ ||(u, v)||q
T+q,α,d
∫ ∞
0
σ{x : Mα,σ(fσ−1)q > λ} dλ
= ||(u, v)||q
T+q,α,d
(∫
R
Mα,σ(fσ
−1)q σdx
)
≤ C||(u, v)||q
T+q,α,d
(∫
R
fpσ1−pdx
)q/p
= C||(u, v)||q
T+q,α,d
(∫
R
fpvdx
)q/p
.
la u´ltima desigualdad se debe a la acotacio´n de la funcio´n maximal Mα,σ de L
p(σ)
en Lq(σ) con 1/q = 1/p− α, ver Teorema 1.54.
En conclusio´n tenemos∫
R
(
MN,+α,d (f)
)q
u(x)dx ≤ C||(u, v)||q
T+p,α,d
(∫
R
fpvdx
)q/p
,
y por el teorema de la convergencia mono´tona tenemos∫
R
(
M+α,d(f)
)q
u(x)dx ≤ C||(u, v)||q
T+p,α,d
(∫
R
fpvdx
)q/p
.

Para la demostracio´n del Teorema 2.17 vamos a usar el teorema de extrapolacio´n
de´bil desde ∞. En el apartado 4 veremos que el exponente 1/q de la constante
||(u, v)||A+p,q es el mejor posible.
Demostracio´n del Teorema 2.17. Veamos que M+α satisface las hipotesis
del Teorema 2.6. Sea β = 1/α y (a, b) ∈ A+β,∞. Sea h > 0 y x fijo
1
h1−α
∫ x+h
x
|f | dx = 1
h1−α
∫ x+h
x
|f |bb−1 dx
≤ 1
h1−α
(∫ x+h
x
|f |1/αb1/α dx
)α(∫ x+h
x
b
−1
1−α dx
)1−α
.
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Como a es finita para casi todo punto, sea x tal que a(x) ≤ ||aχ[x−h,x]||∞, luego
a(x)
(
1
h1−α
∫ x+h
x
|f | dx
)
≤ ||aχ[x−h,x]||∞ 1
h1−α
(∫ x+h
x
|f |1/αb1/α dx
)α(∫ x+h
x
b
−1
1−α dx
)1−α
≤ ||(a, b)||A+β,∞||fb||L1/α ,
tomando supremo sobre h y luego sobre x, obtenemos
||aM+α f ||∞ ≤ ||(a, b)||A+β,∞||fb||1/α. (2.7)
Aplicamos el Teorema 2.6 para obtener que para todo par de pesos (u, v) en A+p,q,
con 1/p− 1/q = α, se cumple que
||M+α ||Lp(vp)→Lq,∞(uq) ≤ C(T, q, p)||(u, v)||1/qA+p,q .

Ahora estudiaremos que resultados se deducen de los teoremas anteriores pero
para un solo peso. Daremos la demostracio´n del Teorema 2.18.
Mart´ın-Reyes y de la Torre en [40] demuestran
Teorema 2.21 ([40]). Sea 0 ≤ α < 1, 1 < p < 1/α, 1/q = 1/p−α y w un peso.
Entonces w esta´ en la clase A+p,q si y so´lo si (w
q, wp) esta´ en la clase S+p,q,d. Es ma´s
||w||A+p,q ≤ ||(wq, wp)||qS+p,q,d ≤ Cp,q||w||
(1−α)p′
A+p,q
.
Por la ecuacio´n (1.22) tenemos
Corolario 2.22 ([40]). Sea 0 ≤ α < 1, 1 < p < 1/α, 1/q = 1/p−α y w un peso.
Entonces w esta´ en la clas A+p,q si y so´lo si (w
q, wp) esta´ en la clase S+p,q. Es ma´s
||w||A+p,q ≤ Kp,q||(wq, wp)||qS+p,q ≤ Cp,q||w||
(1−α)p′
A+p,q
.
Siguiendo las ideas de co´mo se prueba este teorema probamos el siguiente resul-
tado referido a la clase T+q,α,d en lugar de las clases S
+
p,q,d.
Teorema 2.23. Sea 0 ≤ α < 1, 1 < p < 1/α, 1/q = 1/p − α y w un peso.
Entonces son equivalentes
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w esta´ en la clase A+p,q, es decir ||w||A+p,q <∞, donde(
1
|I−|
∫
I−
wq dx
)(
1
|I+|
∫
I+
w−p
′
dx
)q/p′
≤ ||w||A+p,q ,
para todo par de intervalos contiguos I− e I+ de igual longitud.
(wq, wp) esta´ en la clase T+q,α,d, es decir ||(wq, wp)||T+q,α,d <∞, donde(∫
I−∪I+
(M+d σχI+)
(1−α)q wqdx
)1/q
≤ ||(wq, wp)||T+q,α,d
(∫
I+
σdx
)1/q
,
para todo par de intervalos contiguos I− e I+ de igual longitud, donde σ =
w−p
′
.
Es ma´s,
||w||A+p,q ≤ ||(wq, wp)||qT+q,α,d ≤ Cp,q||w||
(1−α)p′
A+p,q
.
Por la ecuacio´n (2.5) tenemos
Corolario 2.24. Sea 0 ≤ α < 1, 1 < p < 1/α, 1/q = 1/p − α y w un peso.
Entonces w esta´ en la clas A+p,q si y so´lo si (w
q, wp) esta´ en la clase T+p,α. Es ma´s,
||w||A+p,q ≤ Kp,q||(wq, wp)||qT+p,α ≤ Cp,q||w||
(1−α)p′
A+p,q
.
Demostracio´n del Teorema 2.23. Sea u = wq, v = wp y σ = w−p
′
.
Empecemos viendo que si (wq, wp) esta´ en la clase T+q,α, entonces w esta´ en la clase
A+p,q. Sean I
− e I+ intervalos contiguos de igual longitud entonces tenemos que(∫
I−∪I+
(M+w−p
′
χI+)
(1−α)q wqdx
)1/q
≤ ||(u, v)||T+q,α,d
(∫
I+
w−p
′
dx
)1/q
,
lo que implica(∫
I−
(M+w−p
′
χI+)
(1−α)q wqdx
)1/q
≤ ||(u, v)||T+q,α,d
(∫
I+
w−p
′
dx
)1/q
,
luego, usando que (1− α)q = 1 + q/p′
∫
I−
wq(x) dx
(
1
|I+|
∫
I+
w−p
′
)1+q/p′
≤
∫
I−
(M+d (w
−p′χI+)(x))1+q/p
′
w(x)qdx
≤ ||(u, v)||q
T+q,α,d
(∫
I+
w−p
′
dx
)
.
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Entonces
1
|I−|
∫
I−
wq(x) dx
(
1
|I+|
∫
I+
w−p
′
)q/p′
≤ ||(u, v)||q
T+q,α,d
,
Por lo tanto
||w||A+p,q ≤ ||(wq, wp)||qT+q,α,d .
Para demostrar la rec´ıproca vamos a usar la equivalencia entre T+q,α,d y T
+
q,α, ver
Observacio´n 2.14 y desigualdad (2.5). Sea I un intervalo, para x ∈ I existe hx tal
que (x, x+ hx) ⊂ I y
M+(w−p
′
χI)(x) ≤ 3
2hx
∫ x+hx
x
w−p
′
χI dt.
Observar
1
hx
∫ x+hx
x
w−p
′
χI dt =
2
2hx
∫ x+hx/2
x
w−p
′
χI dt+
1
hx
∫ x+hx
x+hx/2
w−p
′
χI dt
≤ 1
2
M+(w−p
′
χI)(x) +
1
hx
∫ x+hx
x+hx/2
w−p
′
χI dt,
luego
M+(w−p
′
χI)(x) ≤ 6 1
hx
∫ x+hx
x+hx/2
w−p
′
χI dt.
Usando la condicio´n A+p,q y la relacio´n entre α, q y p tenemos
M+(w−p
′
χI)(x)
1+q/p′ ≤
(
6
hx
∫ x+hx
x+hx/2
w−p
′
χI dt
)1+q/p′
=
(
6
hx
∫ x+hx
x+hx/2
w−p
′
χI dt
)q/p′(1+p′/q)
≤ Cp,q||w||1+p
′/q
A+p,q
hx/2(∫ x+hx/2
x
wq
)−11+p′/q
= Cp,q||w||1+p
′/q
A+p,q
(
1
wq(x, x+ hx/2)
∫ x+hx/2
x
w−qwq dx
)1+p′/q
≤ Cp,q||w||(1−α)p
′
A+p,q
(
M+wq(w
−qχI)(x)
)1+p′/q
.
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Como M+wq es acotada fuerte en L
1+p′/q(wq) con norma que no depende de wq, ver
Teorema 1.54, tenemos que∫
I
M+(w−p
′
χI)(x)
1+q/p′ wq(x)dx ≤ Cp,q||w||(1−α)p
′
A+p,q
∫
I
(
M+wq(w
−qχI)(x)
)1+p′/q
wq(x)dx
≤ Cp,q||w||(1−α)p
′
A+p,q
∫
I
w−q(1+p
′/q)(x)wq(x)dx
= Cp,q||w||(1−α)p
′
A+p,q
∫
I
w−p
′
(x)dx.
Por lo tanto
||(wq, wp)||q
T+q,α,d
≤ Cp,q||w||(1−α)p
′
A+p,q
.

Demostracio´n del Teorema 2.18. Vamos a ver dos formas de obtener el
resultado.
La primera es consecuencia del Teorema 2.16 y del Corolario 2.24. Por estos
resultados se deduce que si w ∈ A+p,q entonces (wq, wp) ∈ T+q,α y
||M+α f ||Lq(wq) ≤ C||(wq, wp)||T+q,α||f ||Lp(wp) ≤ Cp,q||w||
(1−α)p′/q
A+p,q
||f ||Lp(wp).
Una deduccio´n similar se puede realizar a partir del Teorema 2.15 y del Coro-
lario 2.22.
La otra forma en que se puede demostrar el Teorema 2.18 es usando el Teorema
2.7. En la demostracio´n del Teorema 2.17, desigualdad (2.7), vimos que si β = 1/α
y (a, b) ∈ A+β,∞, obtenemos
||aM+α f ||∞ ≤ ||(a, b)||A+
1/α,∞
||fb||1/α.
Al ser β = 1/α tenemos que β−1
β
= 1−α, luego aplicando el Teorema 2.7 obtenemos
||M+α f ||Lq(wq) ≤ Cp,q||w||
(β−1)p′
βq
A+p,q
||f ||Lp(wp) = Cp,q||w||
(1−α)p′
q
A+p,q
||f ||Lp(wp),
que demuestra el teorema. 
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4. Demostraciones que las estimaciones son sharp
En esta seccio´n demostraremos que las constantes obtenidas en los Teoremas
2.18, 2.17, 2.15 y 2.16, respecto a la funcio´n maximal fraccionaria lateral son las me-
jores posibles, es decir no se pueden mejorar la dependencia respecto a las deiferentes
constasntes de los pesos.
Supongamos que 0 < α < 1 con 1
p
− 1
q
= α. Definimos
wδ(x) = |x|(1−δ)/p′
entonces wδ ∈ A+p,q con ||wδ||A+p,q ≤ δ−q/p
′
.
Es sabido que |x|δ−1 ∈ A1 con
∣∣∣∣|x|δ−1∣∣∣∣
A1
≈ 1/δ que implica que |x|(1−δ)q/p′ ∈
A1+q/p′ con
∣∣∣∣|x|(1−δ)q/p′∣∣∣∣
A1+q/p′
≈ 1/δq/p′ , (ver [5] Lemma 1.4). Luego, comoA1+q/p′ ⊂
A+1+q/p′ , por el Lema 1.45, wδ ∈ A+p,q con ||wδ||A+p,q = ||wqδ ||A+1+q/p′ ≤ 1/δ
q/p′ .
Tomamos fδ(x) = |x|δ−1χ[−1,0](x), entonces
||fδ||Lp(wpδ ) =
(∫ 1
0
x[(δ−1)/p]p dx
)1/p
= δ−1/p.
Ahora si −1 < x < 0 tenemos que
M+α f(x) >
1
|x|1−α
∫ 0
x
|y|δ−1 dy = |x|
α−1+δ
δ
.
Luego ∫
R
M+α f(x)
q wqδdx > δ
−q
∫ 1
0
x(α−1+δ)qx(1−δ)q/p
′
= δ−q
p
q
δ−1 =
p
q
δ−1−q,
pues
αq + (δ − 1)q−(δ − 1)q/p′ + 1 = αq + (δ − 1)q − (δ − 1)q(1/p− 1) + 1
= q(α + (δ − 1)/p) + 1 = q(1/p+ (δ − 1)/p) = q
p
δ.
Por lo tanto
Cq,p
(
1
δ
)1+1/q
≤ ||M+α fδ||Lq(wqδ) ≤ ||wδ||
p′/q(1−α)
A+p,q
||fδ||Lp(wpδ ) (2.8)
≤
(
1
δ
)1−α(
1
δ
)1/p
=
(
1
δ
)1+1/q
.
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La ecuacio´n (2.8) demuestra que en el Teorema 2.18 se ha obtenido la depen-
dencia o´ptima respecto a la constante en A+p,q.
Para ver que en el Teorema 2.16 se logra obtener la mejor constante posible,
tomamos como pares de pesos (wqδ , w
p
δ) luego por el Corolario 2.24 tenemos que
||(wqδ , wpδ)||T+q,α ≤ Cp,q||wδ||
(1−α)p′/q
A+p,q
,
por lo cual la dependencia tiene que ser o´ptima, pues sino, no lo ser´ıa la del Teorema
2.18.
De forma similar se ve para el Teorema 2.15.
Ahora vamos a demostrar la dependencia lograda en el Teorema 2.17 de la
norma de la funcio´n maximal fraccionaria lateral respecto a la constante ||(u, v)||A+p,q
es el mejor posible. Nos basamos en ideas de Muckenhoup, ver [46]. Para ello vamos
a ver que ||(u, v)||1/q
A+p,q
≤ 2(1−α)+ 1q ||M ||Lp(vp)→Lq,∞(uq).
Primero supongamos p > 1. Para un par de intervalos fijos (a, b) y (b, c) con
a < b < c y b − a = c − b, definimos A = (∫ c
b
v−p
′
(y)dy
)q/p′
. Si A = ∞ al estar
(u, v) ∈ A+p,q debe ser
∫ b
a
uq(y)dy = 0. Luego tanto en el caso A = ∞ o A = 0,
trivialmente, tenemos que
0 =
(
1
b− a
∫ b
a
uq(y)dy
)(
1
b− c
∫ c
b
v−p
′
(y)dy
)q/p′
≤ ||M+α ||qLp(vp)→Lq,∞(uq).
Supongamos que 0 < A < ∞, sea f(x) = v(x)−p′ , si, x ∈ (b, c) y f(x) = 0 si,
x /∈ (b, c). Luego
Ap
′/q
(b− c)1−α =
1
(b− c)1−α
∫ c
b
v−p
′
(y)dy ≤ 21−αM+α f(x),
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para todo x ∈ (a, b). Por lo tanto (a, b) ⊂ {x ∈ R : M+α f(x) > A
p′/q
2(2(b−c))1−α} y∫ b
a
u(x)q dx ≤ uq
({
x ∈ R : M+α f(x) >
Ap
′/q
2(2(b− c))1−α
})
≤ ||M+α ||qLp(vp)→Lq,∞(uq)
2(2(b− c))(1−α)q
Ap′
(∫
R
f(x)p v(x)pdx
)q/p
≤ ||M+α ||qLp(vp)→Lq,∞(uq)
2(2(b− c))(1−α)q
Ap′
(∫ c
b
v−p
′p(x)v(x)pdx
)q/p
≤ ||M+α ||qLp(vp)→Lq,∞(uq)
2(2(b− c))(1−α)q
Ap′
(∫ c
b
v−p
′
(x)dx
)q/p
≤ ||M+α ||qLp(vp)→Lq,∞(uq)2(2(b− c))(1−α)qA−p
′
Ap
′/p
≤ ||M+α ||qLp(vp)→Lq,∞(uq)2(2(b− c))(1−α)qA−1,
multiplicando por (b − c)−(1−α)qA ambos miembros, al ser 1 + q/p′ = (1 − α)q,
obtenemos(
1
b− a
∫ b
a
uq(x)dx
)(
1
b− c
∫ c
b
v−p
′
(x)dx
)q/p′
≤ 2(1−α)q2||M+||qLp(vp)→Lq,∞(uq),
obteniendo la afirmacio´n para el caso p > 1.
Ahora si p = 1, observar que, para todo par de intervalos (a, b) y (b, c) con
a < b < c y b− a = c− b tenemos
1
b− a
∫ b
a
u(y)q dy ≤ 4||M ||qL1(v)→Lq,∞(uq) ess inf
x∈(b,c)
v(x)q. (2.9)
Luego para casi todo x ∈ R y h > 0
1
h
∫ x
x−h
u(y)q dy ≤ 4||M ||qL1(v)→Lq,∞(uq)v(x)q,
lo que implica que ||(u, v)||A+1,q ≤ 4||M ||
q
L1(v)→Lq,∞(uq).
Luego, como (1−α)q = 1, basta demostrar la ecuacio´n (2.9). Fijamos un par de
intervalos (a, b) y (b, c) con a < b < c y b − a = c − b. Si ess inf x∈(b,c) v(x)q = ∞
entonces se cumple (2.9).
Si ess inf x∈(b,c) v(x)q 6=∞, para todo  > 0, existe un conjunto medible E ⊂ (b, c) tal
que |E| > 0 y v(x) < +ess inf y∈(b,c) v(y) para todo x ∈ E. Tomamos f(x) = χE(x)
luego
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|E|
(b− c)1−α =
1
(b− c)1−α
∫ c
b
χE(y) dy ≤ 21−αM+α f(x),
para todo x ∈ (a, b). Entonces (a, b) ⊂ {x ∈ R : M+α f(x) > |E|2(2(b−c))1−α} y∫ b
a
u(x)q dx ≤ uq
({
x ∈ R : M+α f(x) >
|E|
2(2(b− c))1−α
})
≤ ||M+α ||qL1(v)→Lq,∞(uq)
2(2(b− c))(1−α)q
|E|q
(∫
R
f(x) v(x)dx
)q
≤ ||M+α ||qL1(v)→Lq,∞(uq)
4(b− c)
|E|q
(∫
E
v(x)dx
)q
≤ ||M+α ||qL1(v)→Lq,∞(uq)
4(b− c)
|E|q |E|
q
(
+ ess inf
y∈(b,c)
v(y)
)
= ||M+α ||qL1(v)→Lq,∞(uq)4(b− c)
(
+ ess inf
y∈(b,c)
v(y)
)
,
luego al ser c− b = b− a
1
b− a
∫ b
a
u(x)q dx ≤ 4||M+α ||qL1(v)→Lq,∞(uq)
(
+ ess inf
y∈(b,c)
v(y)
)
.
Como la desigualdad es va´lida para todo  > 0 obtenemos la desigualdad (2.9).
5. Estimaciones sharp para las integrales fraccionarias de Weyl y de
Riemann-Liouville
En el estudio de los operadores fraccionarios laterales logramos obtener los re-
sultados ana´logos al Teorema 1.36. Por medio de un argumento de extrapolacio´n,
Corolario 2.5, se logra la siguiente estimacio´n de´bil,
Teorema 2.25. Sean 0 ≤ α < 1, 1 ≤ p < 1/α y q que satisface 1/q = 1/p− α.
Entonces para w ∈ A+p,q
||I+α f ||Lq,∞(wq) ≤ C||w||1−αA+p,q ||f ||Lp(wp), (2.10)
para toda f ∈ Lp(wq). Es ma´s, la dependencia de la norma ||I+α ||Lp(wp)→Lq,∞(wq)
respecto a la constante, ||w||A+p,q del peso, es ||w||1−αA+p,q .
Como corolario obtenemos la siguiente estimacio´n fuerte
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Teorema 2.26. Sean 0 ≤ α < 1, 1 < p < 1/α y q que satisface 1/q = 1/p− α.
Entonces para w ∈ A+p,q
||I+α f ||Lq(wq) ≤ C||w||(1−α) ma´x{1,p
′/q}
A+p,q
||f ||Lp(wp),
para toda f ∈ Lp(wq). Es ma´s, la dependencia de la norma ||I+α ||Lp(wp)→Lq(wq) res-
pecto a la constante, ||w||A+p,q del peso, es ||w||
(1−α) ma´x{1,p′/q}
A+p,q
.
Demostracio´n del Teorema 2.25. Aplicaremos el Corolario 2.5, de extra-
polacio´n de´bil, con q0 =
1
1−α y p0 = 1 y con el peso w
q. Para ello alcanza ver que
||I+α f ||Lq0,∞(u) ≤ C||f ||
L1((M−u)
1
q0 )
, (2.11)
para cualquier peso u. El hecho que w ∈ A+1,q0 equivale a que M−(wq0)(x) ≤
||w||A+1,q0w
q0(x), para casi todo x, luego de (2.11) se deduce
||I+α f ||Lq0,∞(wq0 ) ≤ C ||w||1−αA+1,q0 ||f ||L1(w).
Por extrapolacio´n de´bil, Corolario 2.5, con γ = 1− α, obtenemos:
||I+α f ||Lq,∞(wq) ≤ C ||w||
(1−α) ma´x{1, q0
p′0
p′
q
}
A+p,q
||f ||L1(wp),
para todo 1 ≤ p < 1
α
y q con 1/q = 1/p− α. Como p0 = 1,
||I+α f ||Lq,∞(wq) ≤ C||w||(1−α)A+p,q ||f ||L1(wp),
que es el resultado buscado.
Para demostrar (2.11), notar que al ser q0 > 1, || · ||Lq0,∞ es equivalente a una
norma y podemos aplicar la desigualdad integral de Minkowski. Luego
||I+α f ||Lq0,∞(u) =
∣∣∣∣∣∣∣∣∫ ∞· |f(y)|(y − ·)1−α dy
∣∣∣∣∣∣∣∣
Lq0,∞(u)
≤ Cq0
∫
R
|f(y)| sup
λ>0
λu
({
x ∈ (−∞, y) : (y − x)α−1 > λ}) 1q0 dy.
Estimemos la norma de´bil para completar la prueba
sup
λ>0
λu
({
x ∈ (−∞, y) : (y − x)α−1 > λ}) 1q0 = (sup
t>0
1
t
u {x ∈ (−∞, y) : (y − x) < t}
) 1
q0
(
sup
t>0
1
t
∫ t
y−t
u(t) dt
) 1
q0
= (M−(u)(y))
1
q0 .
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Para ver que la dependencia de la norma ||I+α ||Lp(wp)→Lq,∞(wq) respecto a la constante,
||w||A+p,q del peso, es la mejor posible, para p ≥ 1, observemos que la ecuacio´n (2.10)
es equivalente a
||I+α f ||Lq,∞(wq) ≤ C||wq||1−αA+
1+q/p′
||f ||Lp(wp),
y si tomamos wq ∈ A1 implica que
||I+α f ||Lq,∞(wq) ≤ C||wq||1−αA+1 ||f ||Lp(wp).
Llamemos u = wq. Tomando como funcio´n uαf = wqαf , la u´ltima ecuacio´n es
equivalente a
||I+α (uαf)||Lq,∞(u) ≤ C||u||1−αA+1 ||f ||Lp(u).
Si vemos que en la u´ltima desigualdad el exponente es o´ptimo lo sera´ tambie´n en
la ecuacio´n (2.10). Tomemos uδ = |x|δ−1, de forma similar a como se trabajo´ en la
Seccio´n 4 con wδ, se ve que uδ ∈ A+1 con
||uδ||A+1 ≤
1
δ
. (2.12)
Tomemos fδ = χ[0,1], es fa´cil ver que
||fδ||Lp(uδ) =
(
1
δ
)1/p
. (2.13)
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Sea 0 < ξ < 1 un para´metro a elegir. Luego tenemos
||I+α (uαδ fδ)||Lq,∞(uδ) ≥ sup
λ>0
λ
(
uδ
{
0 < x < ξ :
∫ 1
x
y(δ−1)α
(y − x)1−α dy > λ
})1/q
≥ sup
λ>0
λ
(
uδ
{
0 < x < ξ :
∫ 1
x
y(δ−1)α
(2y)1−α
dy > λ
})1/q
= sup
λ>0
λ
(
uδ
{
0 < x < ξ :
2α−1
αδ
(1− xδα) > λ
})1/q
≥ 2
α−2
αδ
(
uδ
{
0 < x < ξ :
2α−1
δα
(1− xδα) > 2
α−2
αδ
})1/q
≥ 2
α−2
αδ
(
uδ
{
0 < x < ξ :
(
1
2
) 1
αδ
> x
})1/q
≥ 2
α−2
αδ
(uδ[0, ξ])
1/q ,
la u´ltima desigualdad es va´lida tomando ξ =
(
1
2
) 1
αδ . Luego para 0 < δ < 1 tenemos
||I+α (uαδ fδ)||Lq,∞(u) ≥
2α−2
αδ
(
ξδ
δ
)1/q
= cα,q
(
1
δ
)1+1/q
. (2.14)
Finalmente combinando (2.12), (2.13) y (2.14) obtenemos
cα,q
(
1
δ
)1+1/q
≤ ||I+α (uαf)||Lq,∞(u) ≤ C||u||1−αA+1 ||f ||Lp(u)
≤ C
(
1
δ
)1−α(
1
δ
)1/p
= C
(
1
δ
)1+1/q
,
por lo cual se tiene que la dependencia de la norma ||I+α ||Lp(wp)→Lq,∞(wq) respecto a
la constante, ||w||A+p,q del peso es, ||w||1−αA+p,q . 
Demostracio´n del Teorema 2.26. Este resultado es una consecuencia in-
mediata del Teorema 2.25 y de la ecuacio´n (1.21).
La ecuacio´n (1.21), como se explica en el Cap´ıtulo 1, Preliminares, se deduce de
la tesis doctoral de Mar´ıa Lorente Domı´nguez, ver [36].
Para un peso w ∈ A+p,q, tenemos que
(1,21) ||I+α ||Lp(wp)→Lq(wq) ≈ ||I+α ||Lp(wp)→Lq,∞(wq) + ||I−α ||Lq′ (w−q′ )→Lp′,∞(w−p′ ).
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Luego por el Teorema 2.25 obtenemos, para un peso w ∈ A+p,q,
||I+α ||Lp(wp)→Lq(wq) ≈ ||I+α ||Lp(wp)→Lq,∞(wq) + ||I−α ||Lq′ (w−q′ )→Lp′,∞(w−p′ )
≈ ||w||1−α
A+p,q
+ ||w−1||1−α
A−
q′,p′
≈ ||w||(1−α) ma´x{1,p′/q}
A+p,q
,
pues por el Lema 1.45 tenemos ||w−1||A−
q′,p′
= ||wq||p′/qA1+q/p′ = ||w||
p′/q
A+p,q
.
Veamos que la dependencia de la norma ||I+α ||Lp(wp)→Lq(wq) respecto a la constan-
te, ||w||A+p,q , del peso es ||w||
(1−α) ma´x{1,p′/q}
A+p,q
. Primero observemos que si f es positiva
entonces M+α f(x) ≤ I+α f(x),
pues sea h > 0, si y ∈ (x, x+ h) entonces (y − x)1−α ≤ h1−α luego
1
h1−α
∫ x+h
x
f(y) dy ≤
∫ x+h
x
f(y)
(y − x)1−α dy ≤ I
+
α f(x)
tomando supremo obtenemos que M+α f(x) ≤ Iαf(x)+, si f es positiva.
Ahora pensemos en el peso wδ = |x|(1−δ)/p′ deA+p,q y la funcio´n fδ(x) = |x|δ−1χ[−1,0](x),
como en la Seccio´n 4. Si p′/q ≥ 1 entonces (1− α) ma´x{1, p′/q} = (1− α)p′/q. Ra-
zonando en forma similar que en la ecuacio´n (2.8) obtenemos
C
(
1
δ
)1+1/q
≤ ||M+α fδ||Lq(wqδ) ≤ ||I+α fδ||Lq(wqδ) ≤ ||wδ||
p′/q(1−α)
A+p,q
||fδ||Lp(wpδ ) ≤
(
1
δ
)1+1/q
.
que demuestra que la dependencia es la mejor posible para p′/q ≥ 1.
Para el caso en que p′/q < 1 utilizamos un argumento de dualidad. Si w ∈ A+p,q
entonces w−1 ∈ A−q′,p′ pues: por (ii) del Lema 1.45 tenemos que w ∈ A+p,q si y
so´lo si (w−p
′
, w−p
′
) ∈ A−1+p′/q con ||w||A+p,q = ||(w−p
′
, w−p
′
)||q/p′
A−
1+p′/q
; y por (i) del
mismo lema tenemos que (w−p
′
, w−p
′
) ∈ A−1+p′/q si y so´lo si (w−1, w−1) ∈ A−q′,p′ con
||(w−p′ , w−p′)||A−
1+p′/q
= ||w−1||A−
q′,p′
.
Por el razonamiento ana´logo al anterior aplicado al operador I−α , que es el ope-
rador adjunto de I+α , tenemos que
||I−α ||Lq′ (w−q′ )→Lp′ (w−p′ ) ≈ ||w−1||(1−α)q/p
′
A−
q′,p′
,
donde la dependencia es la mejor posible.
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Luego por el Lema 1.45 tenemos que ||w−1||A−
q′,p′
= ||w||p′/q
A+p,q
y por dualidad,
obtenemos que
||I+α ||Lp(wp)→Lq(wq) = ||I−α ||Lq′ (w−q′ )→Lp′ (w−p′ ) ≈ ||w||(1−α)A+p,q ,
donde la dependencia es la mejor posible.


Cap´ıtulo 3
Acotaciones A+1 de operadores integrales singulares laterales
En este cap´ıtulo estudiamos co´mo dependen las cotas de los operadores integrales
singulares laterales respecto a las constantes de los pesos w ∈ A+1 . Los principales
teoremas obtenidos son los resultados ana´logos a los Teoremas 1.11 y Teorema
1.10, enunciados en el Cap´ıtulo 1. Para lograr estos resultados nos basamos en las
ideas de Lerner, Ombrosi y Pe´rez desarrolladas en [33] y [32], pero adapta´ndolas al
caso lateral. En estos trabajos es fundamental la desigualdad que prueban de Ho¨lder
al reve´s (ver Lema 1.8).
1. Estimacio´n de normas respecto a A+1
A continuacio´n enunciaremos los resultados obtenidos. Respecto a la acotacio´n
fuerte (p, p) en medida wdx se tiene
Teorema 3.1. Sea 1 < p, r <∞, w un peso y T+ un operador integral singular
lateral, entonces,
||T+f ||Lp(w) ≤ Cpp′(r′)
1
p′ ||f ||Lp(M−r w), (3.1)
donde C so´lo depende de T+.
Si w ∈ A+1 , entonces de la desigualdad anterior se obtiene
||T+f ||Lp(w) ≤ Cpp′||w||A+1 ||f ||Lp(w), (3.2)
donde C so´lo depende de T+.
Respecto a la acotacio´n de´bil (1, 1) en medida wdx se tiene
Teorema 3.2. Sea w ∈ A+1 y T+ un operador integral singular lateral, entonces,
||T+f ||L1,∞(w) ≤ C||w||A+1 log(e+ ||w||A+1 )||f ||L1(w), (3.3)
donde C so´lo depende de T+.
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Por extrapolacio´n el Teorema 3.2 implica el siguiente corolario sobre la acota-
cio´n de´bil (p, p) en medida w,
Corolario 3.3. Sea 1 < p < ∞, w ∈ A+p y T+ un operador integral singular
lateral, entonces,
||T+f ||Lp,∞(w) ≤ C||w||A+p log(e+ ||w||A+p )||f ||Lp(w),
donde C = C(p, T+), so´lo depende de p y T+.
Por un argumento de dualidad, el Corolario 3.3 implica el siguiente resultado,
Corolario 3.4. Sea 1 < p < ∞, w ∈ A−p y T− un operador integral singular
lateral, entonces para cada conjunto medible E
||T−(σχE)||Lp(w) ≤ C||w||
1
p−1
A−p
log(e+ ||w||A−p )σ(E)
1
p ,
donde σ = w
−1
p−1 y C = C(p, T−), so´lo depende de p y T−.
2. Desigualdad de Ho¨lder al reve´s de´bil
Vamos a empezar estudiando una versio´n sharp de la Desigualdad de Ho¨lder al
reve´s de´bil que enunciamos a continuacio´n, la demostracio´n se basa en el trabajo
[39] de Mart´ın-Reyes. Como se menciono´, este resultado es fundamental para poder
demostrar los teoremas antes enunciados.
Teorema 3.5 (Desigualdad de Ho¨lder al reve´s de´bil).
Sea 1 ≤ p <∞. Si p > 1 y w ∈ A+p tomamos r = rw = 1 + 1
4p+2e
1
e ||w||
A+p
. Si p = 1
y w ∈ A+1 tomamos r = rw = 1 + 1
16e
1
e ||w||
A+1
. Entonces,
∫ b
a
wrw ≤ 2M−(wχ(a,b))(b)rw−1
∫ b
a
w,
para todo intervalo acotado (a, b).
Corolario 3.6. Bajo las mismas hipo´tesis que el teorema valen las siguientes
desigualdades
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a) para todo intervalo acotado (a, b) se tiene
M−rw(wχ(a,b))(b) ≤ 2M−(wχ(a,b))(b),
b) para todo intervalo acotado (a, b) se tiene
M−w (w
rw−1χ(a,b))(b) ≤ 2M−(wχ(a,b))(b)rw−1,
c) para todo b ∈ R se tiene
M−rw(w)(b) ≤ 2M−(w)(b),
d) para todo b ∈ R se tiene
M−w (w
rw−1)(b) ≤ 2M−(w)(b)rw−1.
e) para todo intervalo acotado (a, b) se tiene
Mrw(wχ(a,b))(b) ≤ 2M(wχ(a,b))(b),
f) para todo intervalo acotado (a, b) se tiene
Mw(w
rw−1χ(a,b))(b) ≤ 2M(wχ(a,b))(b)rw−1,
Demostracio´n del Corolario 3.6. Dividiendo miembro a miembro por b−
a, la desigualdad obtenida en el Teorema 3.5, obtenemos que
1
b− a
∫ b
a
wrw ≤ 2M−(wχ(a,b))(b)rw−1 1
b− a
∫ b
a
wχ(a,b) (3.4)
≤ 2M−(wχ(a,b))(b)rw ≤ 2M−(w)(b)rw ,
al tomar supremo para todo a < b y elevando a la 1
rw
obtenemos el ı´tem c).
Observar que la ecuacio´n (3.4) implica que
1
b− a
∫ b
a
wrwχ(a,b) ≤ 2M−(wχ(a,b))(b)rw , (3.5)
para todo a < b.
Sea h > 0. Si b− a < h entonces por (3,5)
1
h
∫ b
b−h
wrwχ(a,b) ≤ 1
b− a
∫ b
a
wrwχ(a,b) ≤ 2M−(wχ(a,b))(b)rw .
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Si h < b− a entonces por la ecuacio´n (3.5)
1
h
∫ b
b−h
wrwχ(a,b) =
1
h
∫ b
b−h
wrwχ(b−h,b) ≤ 2M−(wχ(b−h,b))(b)rw ≤ 2M−(wχ(a,b))(b)rw .
Ahora si tomamos supremo para todo h > 0 y elevando a la 1
rw
obtenemos el ı´tem a).
Para obtener los ı´tem b) y d) observamos que el resultado del Teorema 3.5
implica
1
w(a, b)
∫ b
a
wrw−1w ≤ 2M−(wχ(a,b))(b)rw−1 ≤ 2M−(w)(b)rw−1,
luego procedemos de la misma forma que en los ı´tem a) y c)
Las demostraciones de los ı´tem e) y f) son similares. Demos la idea para f), si
h > 0 y k > 0, se cumple w(b− h, b+ k) ≥ w(b− h, b), luego
1
w(b− h, b+ k)
∫ b+k
b−h
wrw−1χ(a,b)w ≤ 1
w(b− h, b)
∫ b
b−h
wrw−1χ(a,b)w.
Por la demostracio´n del ı´tem b) el segundo termino de la desigualdad esta´ acotado
por 2M−(wχ(a,b))(b)rw−1 lo que implica
1
w(b− h, b+ k)
∫ b+h
b−h
wrw−1χ(a,b)w ≤ 2M(wχ(a,b))(b)rw−1
luego tomando supremo sobre h > 0 y k > 0 se termina la prueba. 
Para poder demostrar el Teorema 3.5 necesitamos de los siguientes lemas pre-
vios, dados en [39] por Mart´ın-Reyes. Para el desarrollo de nuestros resultados tene-
mos que ser precisos en algunas constantes por lo cual repetimos las demostraciones.
Lema 3.7 ([39]). Sea 1 < p < ∞, λ > 0 y (a, b) un intervalo acotado. Sea
w ∈ A+p con w integrable en (a, b) y
λ ≤ 1
x− a
∫ x
a
w.
para todo x ∈ (a, b]. Si β = 1
4p||w||
A+p
entonces se cumple que
|{x ∈ (a, b) : w(x) > βλ}| > 1
2
(b− a).
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Demostracio´n. Sea {xk}−∞k=0 una susecio´n en (a, b) definida por: x0 = b,
xk < xk+1 y
∫ xk+1
xk
w =
∫ xk
a
w, k < 0, (ver Observacio´n 1.33, inciso 1., con medida
w(x)dx), entonces:
|{x ∈ (a, b) : w(x) ≤ βλ}| =
−∞∑
k=−1
|{x ∈ (xk, xk+1) : w(x) ≤ βλ}| .
Por otra parte tenemos que
λ ≤ 1
xk+1 − a
∫ xk+1
a
w =
1
xk+1 − a
(∫ xk
a
w +
∫ xk+1
xk
w
)
=
2
xk+1 − a
∫ xk
a
w
=
2
xk+1 − a
(∫ xk−1
a
w +
∫ xk
xk−1
w
)
=
4
xk+1 − a
∫ xk
xk−1
w.
Entonces si Ek = {x ∈ [xk, xk+1) : w(x) ≤ 4βxk+1−a
∫ xk
xk−1
w}, luego
|{x ∈ (a, b) : w(x) ≤ βλ}| ≤
−∞∑
k=−1
|Ek| .
Si w ∈ A+p , con p > 1
1
β
( |Ek|
xk+1 − xk−1
)p−1
=
1
β
(
1
xk+1 − xk−1
∫
Ek
dx
)p−1
=
(
4
xk+1 − a
∫ xk
xk−1
w
) 1
xk+1 − xk−1
∫
Ek
(
4β
xk+1 − a
∫ xk
xk−1
w
)( −1
p−1 )
p−1
≤
(
4
xk+1 − xk−1
∫ xk
xk−1
w
)(
1
xk+1 − xk−1
∫ xk+1
xk
w(
−1
p−1 )
)p−1
≤ 4||w||A+p .
Por lo tanto
|{x ∈ (a, b) : w(x) ≤ βλ}| ≤ (4||w||A+p β)
1
p−1
−∞∑
k=−1
(xk+1 − xk−1)
≤ 2(4||w||A+p β)
1
p−1 (b− a),
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y se tiene que
(b− a)− |{x ∈ (a, b) : w(x) > βλ}| < 2(4||w||A+p β)
1
p−1 (b− a),
entonces
(b− a)(1− 2(4||w||A+p β)
1
p−1 ) < |{x ∈ (a, b) : w(x) > βλ}| ,
y por como elegimos β se concluye la prueba. 
Lema 3.8 ([39]). Sea 1 ≤ p <∞, (a, b) es un intervalo acotado y λ ≥M−(wχ(a,b))(b).
Si w ∈ A+p entonces
w({x ∈ (a, b) : w(x) > λ}) ≤ 2λ |{x ∈ (a, b) : w(x) > βλ}| , (3.6)
donde β = 1
4p||w||
A+p
, si, p > 1 y β = 1||w||
A+1
, si, p = 1.
Demostracio´n. Supongamos p = 1, w ∈ A+1 , es decir M−w ≤ ||w||A+1 w. Sea
Ωλ = {x ∈ (a, b) : M−(wχ(a,b))(x) > λ}, si Ij son los intervalos disjuntos maximales
cuya unio´n da Ωλ, entonces
1
|Ij |
∫
Ij
w = λ para todo j (ver Lema 1.29). Luego
w(Ωλ) =
∑
j
∫
Ij
w = λ
∑
j
Ij
= λ |Ωλ| ≤ λ
∣∣∣∣∣
{
x ∈ (a, b) : w(x) > λ||w||A+1
}∣∣∣∣∣ .
Por lo tanto
w({x ∈ (a, b) : w(x) > λ}) ≤ w({x ∈ (a, b) : M−(wχ(a,b))(x) > λ})
≤ λ
∣∣∣∣∣
{
x ∈ (a, b) : w(x) > λ||w||A+1
}∣∣∣∣∣ .
Ahora supongamos p > 1 volvemos a tomar Ωλ = {x ∈ (a, b) : M−(wχ(a,b))(x) >
λ}. Si Ij = (aj, bj) son los intervalos disjuntos maximales cuya unio´n me da Ωλ, por
Lema 1.29, tenemos λ = 1
Ij
∫
Ij
w ≤ 1
x−aj
∫ x
aj
w para todo x ∈ (a, b). Usando lo visto
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en el Lema 3.7,
w({x ∈ (a, b) : w(x) > λ}) ≤
∑
j
∫
Ij
w = λ
∑
j
(bj − aj)
≤ 2λ
∑
j
|{x ∈ (aj, bj) : w(x) > βλ}| ≤ 2λ |{x ∈ (a, b) : w(x) > βλ}| .

Demostracio´n de la desigualdad de Ho¨lder al reve´s de´bil, 3.5.
Sea λ0 = M
−(wχ(a,b))(b) multiplicamos la desigualdad (3.6), del lema anterior,
por λδ−1 e integramos entre λ0 e ∞, con δ a determinar.∫ ∞
λ0
λδ−1
∫
{x∈(a,b):w(x)>λ}
w(x) dx dλ ≤ 2
∫ ∞
λ0
λδ |{x ∈ (a, b) : w(x) > βλ}| dλ
≤ 2
∫ ∞
0
λδ |{x ∈ (a, b) : w(x) > βλ}| dλ.
Para el lado derecho de la desigualdad tomamos t = βλ, dt = β dλ y λ = t
β
, entonces
2
∫ ∞
0
λδ |{x ∈ (a, b) : w(x) > βλ}| dλ = 2
∫ ∞
0
(
t
β
)δ
1
β
|{x ∈ (a, b) : w(x) > t}| dt
=
2
βδ+1
∫ ∞
0
tδ |{x ∈ (a, b) : w(x) > t}| dt = 2
βδ+1
∫ b
a
∫ w(x)
0
tδ dt dx
=
2
(1 + δ)βδ+1
∫ b
a
w(x)1+δ dx.
Para el lado izquierdo,∫ ∞
λ0
λδ−1
∫
{x∈(a,b):w(x)>λ}
w(x) dx dλ =
∫
{x∈(a,b):w(x)>λ0}
w(x)
∫ w(x)
λ0
λδ−1 dλ dx
=
∫
{x∈(a,b):w(x)>λ0}
w(x)
1
δ
(w(x)δ − λδ0) dx
≥ 1
δ
∫ b
a
w(x)1+δ dx− λ
δ
0
δ
∫ b
a
w(x) dx.
Por lo tanto tenemos(
1− 2δ
(1 + δ)βδ+1
)∫ b
a
w(x)1+δ dx ≤ λδ0
∫ b
a
w(x) dx.
Recordemos que β = 1
τ ||w||
A+p
con τ que depende de p, tomo δ = 1
cτ ||w||
A+p
, luego
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1− 2δ
(1 + δ)βδ+1
= 1− 2δ(τ ||w||A
+
p
)δ+1
(1 + δ)
= 1− 2δτ ||w||A
+
p
(τ ||w||A+p )
1
cτ ||w||
A+p
(1 + δ)
≥ 1− 2δτ ||w||A
+
p
e
1
ce
(1 + δ)
= 1−
2 1
cτ ||w||
A+p
τ ||w||A+p e
1
ce
(1 + 1
cτ ||w||
A+p
)
= 1−
2
c
e
1
ce
cτ ||w||
A+p
+1
cτ ||w||
A+p
= 1− 2τ ||w||A
+
p
e
1
ce
cτ ||w||A+p + 1
=
(τ(c− 2e 1ce ))||w||A+p + 1
cτ ||w||A+p + 1
≥ (τ(c− 2e
1
ce ))||w||A+p + 1
cτ
(τ(c−2e 1ce ))
((τ(c− 2e 1ce ))||w||A+p + 1)
=
(c− 2e 1ce )
c
≥ 1
2
,
esto u´ltimo es eligiendo c = 4e
1
e . Entonces para p = 1, tenemos δ = 1
16e
1
e ||w||
A+1
y si
p > 1, δ = 1
4p+2e
1
e ||w||
A+p
. Observar que r = rw = 1 + δ. 
Ahora daremos otra versio´n de la Desigualdad de Ho¨lder al reve´s de´bil dada en
el Teorema 3.5, observar que el enunciado se asemeja ma´s al de la desigualdad de
Ho¨lder al reve´s para pesos de Muckenhoupt, Lema 1.8, pues aparecen promedios
en intervalos y ninguna funcio´n maximal.
Teorema 3.9 (Desigualdad de Ho¨lder al reve´s de´bil bis).
Sea 1 ≤ p < ∞, w ∈ A+p y a < b < c con b − a = 2(c − b). Sea r = rw =
1 + 1
4p+2e
1
e ||w||
A+p
, si, p > 1 y r = rw = 1 +
1
16e
1
e ||w||
A+1
, cuando p = 1. Entonces
1
b− a
∫ b
a
wr ≤ 27
4
(
1
c− a
∫ c
a
w
)r
.
Demostracio´n. Por Teorema 3.5 sabemos que∫ x
a
wrw ≤ 2M−(wχ(a,x))(x)rw−1
∫ x
a
w.
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para todo intervalo acotado (a, x). Entonces para todo x ∈ (b, c), tenemos∫ b
a
wr ≤
∫ x
a
wr ≤ 2M−(wχ(a,x))(x)r−1
∫ x
a
w ≤ 2M(wχ(a,c))(x)r−1
∫ c
a
w.
Luego (b, c) ⊂
{
x : M(wχ(a,c))(x) ≥
( ∫ b
a w
r
2
∫ c
a w
) 1
r−1
}
. Usando que M es de tipo de´bil
(1, 1) respecto a la medida de Lebesgue, ver ecuacio´n (1.1), obtenemos que
c− b ≤ 3
(
2
∫ c
a
w∫ b
a
wr
) 1
r−1 ∫ c
a
w,
entonces
(c− b)
(∫ b
a
wr
) 1
r−1
≤ 2 1r−13
(∫ c
a
w
) r
r−1
.
Como 1 < r < 2, tenemos
1
b− a
∫ b
a
wr =
1
2(c− b)
∫ b
a
wr ≤ 2 3r−1 1
2(c− b)(c− b)r−1
(∫ c
a
w
)r
= 3r−1
(
3
2(c− a)
∫ c
a
w
)r
=
32r−1
2r
(
1
(c− a)
∫ c
a
w
)r
≤ 27
4
(
1
(c− a)
∫ c
a
w
)r
.

Como corolario del teorema anterior obtenemos una prueba de una de las pro-
piedades bien conocidas de los pesos A+p .
Corolario 3.10. Sean 1 < p < ∞ y w ∈ A+p , entonces w ∈ A+p−, con p −  =
p−1
r(σ)
+ 1 donde σ = w1−p
′
y r(σ) es el obtenido en la versio´n ana´loga de Teorema
3.9 para σ en A−p′.
Demostracio´n. Vamos a usar la definicio´n dada por la Proposicio´n 1.22 de
w ∈ A+p−, es decir queremos ver que existe C > 0 tal que
sup
1
(b− a)p−
(∫ b
a
w
)(∫ d
c
w
−1
p−−1
)p−−1
< C. (3.7)
donde el supremo es tomado sobre todos los a < b < c < d tal que
2(b− a) = 2(d− c) = c− b.
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Sea r = r(σ), el dado en el Teorema 3.9 y a, b, c, d con las propiedades antes
mencionadas, entonces,(
1
b− a
∫ b
a
w
)(
1
d− c
∫ d
c
w
−1
p−−1
)p−−1
≤
(
1
b− a
∫ b
a
w
)(
1
d− c
∫ d
c
σr
) p−1
r
≤
(
1
b− a
∫ b
a
w
)(
1
d− b
27
4
∫ d
b
σ
)p−1
≤ 1
4
(
81
64
)p−1
||w||A+p .

3. Aplicaciones de la desigualdad de Ho¨lder al reve´s de´bil
A continuacio´n daremos algunas aplicaciones de la desigualdad de Ho¨lder al reve´s
de´bil Teorema 3.5. Lo que se va a establecer es comparaciones en medida wdx de
conjuntos a partir de comparaciones en la medida de Lebesgue.
Lema 3.11. Sea w ∈ A−p un peso lateral p ≥ 1, a < b < c nu´meros reales
E ⊆ (b, c) un conjunto medible. Entonces para todo  > 0 existe C = C(, p) tal que
si |E| < e−C||w||A−p (b− a) se cumple que w(E) < w(a, c).
Demostracio´n. Dado w ∈ A−p vamos a usar el Teorema 3.5 pero para pesos
en A−p , el Teorema nos dir´ıa que si tenemos un intervalo acotado (b, c) entonces∫ c
b
wr ≤ 2M+(wχ(b,c))(b)r−1
∫ c
b
w.
Por el ana´logo al Corolario 3.6, ı´tem f), tenemos
(Mw(w
r−1χ(b,c))(b))
1
r−1 ≤ 2M(wχ(b,c))(b),
donde r = 1 + 1
4p+2e
1
e ||w||
A−p
si p > 1 y r = 1 + 1
16e
1
e ||w||
A−1
si p = 1. Luego por la
definicio´n de Mw tenemos para todo x ∈ (a, b),(
1
w(a, c)
∫ c
b
wr−1w
) 1
r−1
≤ (Mw(wr−1χ(x,c))(x)) 1r−1 (3.8)
≤ 2M(wχ(x,c))(x)
≤ 2M(wχ(a,c))(x).
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Observemos que la funcio´n constante 1 es un peso en A+r′(w), con contante 12, es
decir que
(b− a)
(∫ c
b
wr−1w
)r′−1
≤ 12(
∫ c
a
w)r
′
,
por la ecuacio´n (3.8) tenemos (a, b) ⊆ {x : M(wχ(a,c))(x) > 14( 1w(a,c)
∫ c
b
wr−1w)
1
r−1} y
como M en de´bil (1, 1) respecto a la medida lebesgue, ver ecuacio´n (1.1), entonces
b− a < 12w(a, c) 1r−1
(∫ c
b
wr−1w
) −1
r−1
w(a, c),
por lo cual 1 ∈ A+r′(w).
Se sabe que M+w es de´bil (r’,r’) respecto a la medida 1 dx pues 1 ∈ A+r′(w). Si
observamos el trabajo Mart´ın-Reyes, Ortega y de La Torre, [43], vemos que la norma
||M+w ||Lr′ (1dx) es inferior a K = 48r′rr′−1, luego K
1
r′ ≤ 96e 1e .
Ten´ıamos E ⊂ (b, c), si x ∈ (a, b) entonces
M+w (χE(x)) ≥
1
w(x, c)
∫ c
x
χE(t)w(t) dx ≥ w(E)
w(a, c)
,
esto implica que (a, b) ⊂ {x : M+w (χE(x)) > w(E)2w(a,c)} luego por la desigualdad de´bil
(1, 1) de M+w con la medida dx,
b− a < K
(
w(a, c)
w(E)
)r′
|E| .
Ahora escribimos r = 1 + 1
τ ||w||
A−p
con τ = 4p+2e
1
e si p > 1 y τ = 16e
1
e si p = 1
entonces
w(E)
w(a, c)
<
(
K
|E|
b− a
) 1
r′
< 96e
1
e e
−C||w||
A−p
r′
≤ 96e 1e e−C2τ < ,
la u´ltima desigualdad es debida a que r′ ≤ τ ||w||A−p y tomando un C adecuado que
depende de p y  podemos acotar todo por . 
El siguiente lema es una versio´n ma´s de´bil del Lema 3.11 que sale aplicando el
Teorema 3.9.
110 3. ACOTACIONES A+1 DE OPERADORES INTEGRALES SINGULARES LATERALES
Lema 3.12. Sea p ≥ 1, w ∈ A−p , a < b < c tal que 2(b−a) = (c−b) y E ⊆ (b, c)
un conjunto medible. Para todo  > 0, existe una constante C = C(, p) tal que, si
|E| < e−C||w||A−p (b− a) entonces w(E) < w(a, c).
Demostracio´n. Vamos a usar el ana´logo al Lema 3.9 para pesos en A−p .
w(E) =
1
c− b
∫ c
b
wχE (c− b) ≤ (c− b)
(
1
c− b
∫ c
b
wr
) 1
r
(
1
c− b
∫ c
b
χr
′
E
) 1
r′
=
( |E|
c− b
) 1
r′
(c− b)27
4
1
c− a
∫ c
a
w ≤
( |E|
b− a
) 1
r′ 27
4
2
3
∫ c
a
w ≤ w(a, c),
la u´ltima desigualdad sale de forma similar al final de la demostracio´n del lema
anterior. 
4. Desigualdad de Coifman-Fefferman lateral
En esta seccio´n vamos a demostrar una desigualdad de Coifman-Fefferman, como
en el Teorema 1.26, pero teniendo en cuenta co´mo depende la norma de la cons-
tante ||w||A+p . El resultado ana´logo, para pesos Muckenhoupt, lo obtuvo Buckley en
[5]. Observar que la desigualdad de Coifman-Fefferman dada por Aimar, Forzani y
Mart´in-Reyes en [1], ver Teorema 1.26, primer inciso, se refiere cuando p > 1, el
teorema que vamos a demostrar, nos da informacio´n en el exponente cr´ıtico p = 1.
Teorema 3.13 (Desigualdad de Coifman-Fefferman). Sea T− un operador inte-
gral singular lateral con nu´cleo K soportado en (0,∞). Si p ≥ 1 y w ∈ A−p entonces
existe una constante C = C(p, T+) que depende so´lo de p y T+ tal que
||T−f ||L1(w) ≤ c||w||A−p ||M−f ||L1(w).
Para poder demostrar este teorema necesitamos dos resultados previos. El pri-
mero se debe a Buckley, ver Lemma 2.11 de [5].
Lema 3.14 ([5]). Sea f ∈ L∞(Q) y T un operador sublineal tal que
|{x : Tg(x) > α}| ≤
(
Cp||g||Lp
α
)p
,
para toda g ∈ Lp(Q) con p suficientemente grande y C que no depende de p. Entonces
|{x : Tf(x) > α}| ≤ e −αe||f ||∞ |Q| .
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El segundo resultado es la estimacio´n exponencial de Carleson, ver [7].
Lema 3.15 ([7]). Sea {Ik} un cubrimiento disjunto de un intervalo I, tk el punto
intermedio de Ik y δk su longitud. Para x /∈ I definimos
∆(x) =
∞∑
k=0
δ2k
δ2k + (tk − x)2
.
Entonces ∣∣∣∣{x ∈ I : ∆(x) > cγ
}∣∣∣∣ < Ce− cγ |I| .
Para demostrar el Teorema 3.13 vamos aplicar un argumento esta´ndar usando
la siguiente desigualdad de “buenos lambdas”.
Lema 3.16 (Desigualdad de buenos lambdas). Sea 1 ≤ p <∞, w ∈ A−p , T− un
operador integral singular lateral y T ∗ el operador maximal relativo a T−. Entonces
existen constantes positivas c1, c2, γ0 > 0, tales que, para todo 0 < γ < γ0,∣∣{x ∈ R : T ∗f(x) > 2λ,M−f(x) < γλ}∣∣ < c1e− c2γ |{T ∗f(x) > λ}| ,
donde f ∈ L1(R) , λ > 0. Adema´s, para todo  > 0 , existe c′ dependiendo solo de
, γ0 y p, tal que,
w
({
x ∈ R : T ∗f(x) > 2λ,M−f(x) < c
′λ
||w||A−p
})
< w({T ∗f(x) > λ}).
Demostracio´n. Como f ∈ L1 podemos escribir {T ∗f(x) > λ} como unio´n
disjunta nu´merable de intervalos abiertos. Sea J = (a, b) uno de estos intervalos.
Veamos que ∣∣{x ∈ J : T ∗f(x) > 2λ,M−f(x) < γλ}∣∣ < c1e− c2γ |J | ,
y que si w ∈ A−p entonces
w
({
x ∈ J : T ∗f(x) > 2λ,M−f(x) < c
′λ
||w||A−p
})
< w(J).
Como se mostro´ en la Observacio´n 1.33, sea {xi}∞i=0 una sucesio´n de puntos tal
que x0 = b y xi−1 − xi = xi − a para i > 0. Vamos a demostrar que∣∣{x ∈ (xi+1, xi) : T ∗f(x) > 2λ,M−f(x) < γλ}∣∣ < c1e− c2γ (xi+1 − xi+2). (3.9)
112 3. ACOTACIONES A+1 DE OPERADORES INTEGRALES SINGULARES LATERALES
Si tenemos esta desigualdad, sea
E = {x ∈ (xi+1, xi) : T ∗f(x) > 2λ,M−f(x) < γλ},
usando el Lema 3.11, existe una constante c′ que depende de , γ0, p, c1, c2, tal que
w
({
x ∈ (xi+1, xi) : T ∗f(x) > 2λ,M−f(x) < c
′λ
||w||A−p
})
< w(xi, xi+2). (3.10)
Ahora demostremos (3.9). Fijamos i, si
{x ∈ (xi+1, xi) : T ∗f(x) > 2λ,M−f(x) < γλ} = ∅
no hay nada que probar. Supongamos que el conjunto no es vacio´ y definamos el
punto a < a tal que xi − a = a− a y
ξ = sup{x ∈ (xi+1, xi) : M−f(x) ≤ γλ}.
Escribimos f = f1 + f2 con f1 = fχ(a,ξ) entonces
{x ∈ (xi+1, xi) :T ∗f(x) > 2λ,M−f(x) < γλ}
⊂
{
x ∈ (xi+1, ξ) : T ∗f1(x) > 1
2
λ,M−f(x) < γλ
}
∪
{
x ∈ (xi+1, ξ) : T ∗f2(x) > 3
2
λ,M−f(x) < γλ
}
.
Primero trabajemos con el conjunto donde aparece f2. Por una estimacio´n esta´ndar
(ver el trabajo de Aimar, Forzani y Mart´ın-Reyes, [1]), tenemos que para x ∈
(xi+1, ξ), T
∗f2(x) ≤ 32λ, si 0 < γ < γ0, donde γ0 es elegido suficientemente pe-
quen˜o. Luego {
x ∈ (xi+1, ξ) : T ∗f2(x) > 3
2
λ,M−f(x) < γλ
}
= ∅,
para 0 < γ < γ0.
Ahora para trabajar con f1 tomamos Ω = {x ∈ (xi+1, ξ) : M−f1(x) > 3γλ}
observemos que
1
ξ − a
∫ ξ
a
f(t) dt ≤M−f(ξ) ≤ γλ,
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luego
∫
R
f1(t) dt ≤ 4γλ(xi − xi+1),
lo que implica que Ω ⊂ (a, a˜) con a˜− ξ = 4
3
(xi − xi+1). Veamos esto u´ltimo, supon-
gamos que no es cierto, entonces existe x /∈ (a, a˜) con x > a˜ y x ∈ Ω, luego debe
existir h > x− ξ > a˜− ξ tal que 1
h
∫ x
x−h f1(t) dt > γλ, esto u´ltimo implica que
∫
R
f1(t) dt > 3γλh > 3γλ(a˜− ξ) = 4γλ(xi − xi+1),
lo cual es absurdo.
Ahora, como en el Lema 1.29, escribimos Ω =
⋃
Ij =
⋃
(aj, bj) intervalos maxi-
males disjuntos, entonces
1
|Ij|
∫
Ij
f1(t) dt = 3γλ.
Tomamos I+j = (bj, cj), con
∣∣I+j ∣∣ = 2 |Ij|. Observar que Ω˜ = ⋃(I+j ∪ Ij) = ⋃ I˜j,
donde I+j ∪ Ij = I˜j. Definimos f1 = g + h donde
g = f1χR\Ω +
∑
j
3γλχIj , h =
∑
j
hj =
∑
j
(f1 − 3γλ)χIj .
Observar que g ≤ 3γλ y esta soportada en (a, a˜), luego por el Lema 3.14 obte-
nemos
∣∣∣∣{x : T ∗g(x) > λ4
}∣∣∣∣ ≤ e−cγ (a˜− a) ≤ 323 e−cγ (xi+1 − xi+2).
Estimemos T ∗h para x /∈ Ω˜. Sea K el nu´cleo de T−, que tiene soporte en (0,∞).
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|T ∗h(x)| ≤
∣∣∣∣∣∑
j
∫
Ij
hj(y)K(x− y) dy
∣∣∣∣∣
≤
∑
j
∫
Ij
|hj(y)(K(x− y)−K(x− bj))| dy
≤ CT−
∑
j
∫
Ij
|hj(y)| y − bj
(x− bj)2 dy
≤ 3
2
CT−
∑
j
δj
δ2j + (x− bj)2
∫
Ij
|hj(y)| dy
≤ 3CT−
∑
j
δj
δ2j + (x− bj)2
∫
Ij
|f1| dy
= 3CT−γλ
∑
j
δj
δ2j + (x− bj)2
|Ij|
≤ Cγλ
∑
j
δ2j
δ2j + (x− bj)2
,
donde δj = cj − aj. Escribimos ∆(x) =
∑
j
δ2j
δ2j+(x−bj)2
.
Observar que si x ∈ Ω˜ entonces M−f(x) ≥ γλ. De hecho, si x ∈ Ij, para algu´n j,
por la definicio´n de Ω tenemos que 3γλ < M−f1(x) < M−f(x). Si x ∈ I+j entonces
3γλ =
1
|Ij|
∫
Ij
f1(t) dt =
x− aj
(x− aj)|Ij|
∫ x
aj
f(t) dt ≤ 3M−f(x).
Por la estimacio´n exponencial de Carleson, Lema 3.15, tenemos que
∣∣∣∣{x ∈ (xi+1, ξ) : ∆(x) > cγ
}∣∣∣∣ < Ce−cγ |(xi+1, ξ)| = 2Ce−cγ (xi+1 − xi+2).
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Lo que obtuvimos, teniendo en cuenta esta u´ltima desigualdad y eligiendo γ0 sufi-
cientemente pequen˜o, es
∣∣{x ∈ (xi+1, xi) : T ∗f(x) > 2λ,M−f(x) < γλ}∣∣
≤
∣∣∣∣{x ∈ (xi+1, ξ) : T ∗f1(x) > 12λ,M−f(x) < γλ
}∣∣∣∣
+
∣∣∣∣{x ∈ (xi+1, ξ) : T ∗f2(x) > 32λ,M−f(x) < γλ
}∣∣∣∣
=
∣∣∣∣{x ∈ (xi+1, ξ) : T ∗f1(x) > 12λ,M−f(x) < γλ
}∣∣∣∣
≤
∣∣∣∣{x ∈ (xi+1, ξ) : T ∗g(x) > 14λ,M−f(x) < γλ
}∣∣∣∣
+
∣∣∣∣{x ∈ (xi+1, ξ) : T ∗h(x) > 14λ,M−f(x) < γλ
}∣∣∣∣
≤
∣∣∣∣{x ∈ (xi+1, ξ) : T ∗g(x) > 14λ
}∣∣∣∣
+
∣∣∣∣{x ∈ (xi+1, ξ) : ∆(x) > cγ
}∣∣∣∣
< c1e
− c2
γ (xi+1 − xi+2).
De esta forma obtuvimos las desigualdades (3.9) y (3.10) y sumando sobre i y
luego sobre los intervalos maximales de {T ∗f(x) > λ} se obtienen las desigualdades
buscadas.

A continuacio´n, a partir de este u´ltimo resultado, vamos a demostrar la desigual-
dad de Coifman-Fefferman.
Demostracio´n del Teorema 3.13: la desigualdad de Coifman-Fefferman,
Por el Lema 3.16, con  = 1/4, existe c′ que no depende de ||w||A+p tal que
w
({
x ∈ R : T ∗f(x) > 2λ,M−f(x) < c
′λ
||w||A−p
})
<
1
4
w({T ∗f(x) > λ}). (3.11)
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Luego tenemos que∫ N
0
w({T−f > λ}) dλ ≤
∫ N
0
w({T ∗f > λ}) dλ ≤ 2
∫ N
2
0
w({T ∗f > 2λ}) dλ
≤ 2
∫ N
2
0
w({T ∗f > 2λ,M−f < c
′λ
||w||A−p
}) dλ+ 2
∫ N
2
0
w(M−f ≥ c
′λ
||w||A−p
}) dλ
= B1 +B2.
Empecemos estimando B1, por la ecuacio´n (3.11) tenemos
B1 = 2
∫ N
2
0
w({T ∗f > 2λ,M−f < c
′λ
||w||A−p
}) dλ
≤ 2
4
∫ N
2
0
w({T ∗f > λ}) dλ ≤ 1
2
∫ N
0
w({T ∗f > λ}) dλ.
Veamos B2, para ello hacemos el cambio de variables t =
c′λ
||w||
A−p
, dt = c
′
||w||
A−p
dλ,
B2 = 2
∫ N
2
0
w(M−f ≥ c
′λ
||w||A−p
}) dλ = 2||w||A
−
p
c′
∫ Nc′
2||w||
A−p
0
w(M−f ≥ t}) dt.
Luego por lo visto para B1 y B2, tenemos
1
2
∫ N
0
w({T ∗f > λ}) dλ ≤ 2||w||A
−
p
c′
∫ Nc′
2||w||
A−p
0
w(M−f ≥ λ}) dλ,
tomando limite cuando N →∞ obtenemos
||T−f ||L1(w) ≤
4||w||A−p
c′
||M−f ||L1(w),
As´ı queda demostrado el Teorema. 
5. Demostracio´n de las estimaciones de normas respecto a A+1
En esta seccio´n, usando lo que antes desarrollamos, demostraremos los Teore-
mas 3.2 y 3.1, como los Corolarios 3.3 y 3.4.
5.1. Resultados previos.
Para poder demostrar estos teoremas necesitamos probar algunos resultados pre-
vios. Para ello utilizaremos el Lema 2.3, sobre extrapolacio´n, dado en el Cap´ıtulo
2. Veamos el siguiente resultado auxiliar.
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Lema 3.17. Sean w un peso, p, r > 1 y T− un operador integral singular lateral.
Entonces existe C que solo depende de T− tal que.∣∣∣∣∣∣∣∣ T−fM−r w
∣∣∣∣∣∣∣∣
Lp′ (M−r w)
≤ Cp′
∣∣∣∣∣∣∣∣M−fM−r w
∣∣∣∣∣∣∣∣
Lp′ (M
−
r w)
.
Nota: Por las propiedades de los pesos de Sawyer, que enunciamos en los prelimi-
nares, sabemos que (M−r w)
1−p′ es una peso en A−∞ con la constante correspondiente
independiente de w. Por lo cual el Lema 3.17 es un caso particular de la estima-
cio´n de Coifman-Fefferman dada en el Teorema 1.26, pero teniendo presente como
depende la constate de p.
Demostracio´n. Queremos ver que∣∣∣∣∣∣∣∣ T−fM−r w
∣∣∣∣∣∣∣∣
Lp′ (M−r w)
≤ Cp′
∣∣∣∣∣∣∣∣M−fM−r w
∣∣∣∣∣∣∣∣
Lp′ (M
−
r w)
Por dualidad sabemos que∣∣∣∣∣∣∣∣ T−fM−r w
∣∣∣∣∣∣∣∣
Lp′ (M−r w)
= sup
||h||
Lp(M−r w)
=1
∫
R
∣∣T−f ∣∣h dx.
Apliquemos el Lema 2.3, con s = p y v = M−r w, luego para h ∈ Lp(M−r w) existe
una funcio´n H, tal que
h ≤ H,
||H||Lp(M−r w) ≤ 2||H||Lp(M−r w),
H(M−r w)
1
p ∈ A−1 con ||H(M−r w)
1
p ||A−1 ≤ cp′.
Por las propiedades de los pesos de Sawyer (M−r w)
1
2p ∈ A+1 con ||(M−r w)
1
2p ||A+1 ≤
c
(1− 1
2pr
)
, luego por el lema de factorizacio´n para pesos laterales
||H||A−3 = ||H(M
−
r w)
1
p [(M−r w)
1
2p ]−2||A−3
≤ ||H(M−r w)
1
p ||A−1 ||(M
−
r w)
1
2p ||2
A+1
≤ cp′
(
c
1− 1
2pr
)2
≤ cp′.
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Finalmente vamos a usar el Teorema 3.13 con el peso H que esta´ en A−3 , luego la
desigualdad de Ho¨lder con p y su conjugado p′, entonces tenemos∫
R
∣∣T−f ∣∣h dx ≤ ∫
R
∣∣T−f ∣∣H dx ≤ c||H||A−3 ∫RM−(f)H dx
≤ cp′
∫
R
M−f
M−r w
HM−r w dx ≤ cp′
∣∣∣∣∣∣∣∣M−fM−r w
∣∣∣∣∣∣∣∣
Lp′ (M−r w)
||H||Lp(M−r w),
como ||h||Lp(M−r w) = 1 obtuvimos∣∣∣∣∣∣∣∣ T−fM−r w
∣∣∣∣∣∣∣∣
Lp′ (M−r w)
≤ cp′
∣∣∣∣∣∣∣∣M−fM−r w
∣∣∣∣∣∣∣∣
Lp′ (M−r w)
.

5.2. Demostracio´n de los Teoremas 1.10 y 1.11.
Ahora vamos a demostrar los resultados principales
Demostracio´n del Teorema 1.10.
Empecemos demostrando la desigualdad (3.1), es decir
||T+f ||Lp(w) ≤ Cpp′(r′)
1
p′ ||f ||Lp(M−r w).
Sea (T+)∗ = T− el operador adjunto de T+, que es un operador integral singular
lateral con nu´cleo soportado en (0,∞). Adema´s observemos como (M−r w) ∈ A+1 ⊂
A+p , entonces (M
−
r w)
1−p′ ∈ A−p′ . Luego, por dualidad, es equivalente probar∣∣∣∣∣∣∣∣ T−fM−r w
∣∣∣∣∣∣∣∣
Lp′ (M−r w)
≤ Cpp′(r′) 1p′
∣∣∣∣∣∣∣∣ fw
∣∣∣∣∣∣∣∣
Lp′ (w)
.
Por la desigualdad de Ho¨lder, con pr, en (a, b),
1
b− a
∫ b
a
fw−
1
pw
1
p ≤
(
1
b− a
∫ b
a
wr
) 1
pr
(
1
b− a
∫ b
a
(
fw−
1
p
)(pr)′) 1(pr)′
,
tomando supremo sobre todos los a con a < b tenemos
(M−f(b))p
′ ≤ (M−r w(b))p
′−1(M−(pr)′(fw
− 1
p )(b))p
′
.
Luego integrando en R respecto a b,∣∣∣∣∣∣∣∣M−fM−r w
∣∣∣∣∣∣∣∣
Lp′ (M−r w)
≤
∣∣∣∣∣∣M−(pr)′(fw− 1p )∣∣∣∣∣∣
Lp′
.
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Ahora por la ecuacio´n (1.11), sabemos que ||M−k g||Ls ≤ C( sk )′
1
k ||g||Ls si sk > 1. Como
p, r > 1 tenemos que p
′
(pr)′ > 1 y podemos aplicar esto con g = fw
1
p , k = (pr)′ y
s = p′, luego ∣∣∣∣∣∣∣∣M−fM−r w
∣∣∣∣∣∣∣∣
Lp′ (M−r w)
≤ C
(
rp− 1
r − 1
)1− 1
pr
∣∣∣∣∣∣∣∣ fw
∣∣∣∣∣∣∣∣
Lp′ (w)
≤ C p
(
1
r − 1
)1− 1
pr
∣∣∣∣∣∣∣∣ fw
∣∣∣∣∣∣∣∣
Lp′ (w)
,
como (
1
r − 1
)1− 1
pr
≤ (r′)1− 1p+1+ 1pr′ ≤ 2(r′) 1p′ ,
pues t
1
t ≤ 2 para t ≥ 1. Finalmente usando el Lema 3.17, tenemos∣∣∣∣∣∣∣∣ T−fM−r w
∣∣∣∣∣∣∣∣
Lp′ (M−r w)
≤ C p′
∣∣∣∣∣∣∣∣M−fM−r w
∣∣∣∣∣∣∣∣
Lp′ (M−r w)
≤ C pp′(r′) 1p′
∣∣∣∣∣∣∣∣ fw
∣∣∣∣∣∣∣∣
Lp′ (w)
.
Ahora veamos la desigualdad (3.2), es decir
||T+f ||Lp(w) ≤ Cpp′||w||A+1 ||f ||Lp(w),
para w ∈ A+1 . Si elegimos rw = 1 + 1
16e
1
e ||w||
A+1
entonces r′w . ||w||A+1 . Luego usando
este rw en la desigualdad (3.1), tenemos
||T+f ||Lp(w) =
(∫
R
|T+f |p(x)w(x) dx
) 1
p
(3.12)
≤ Cpp′(r′w)
1
p′
(∫
R
|f |p(x)M−rw(w)(x) dx
) 1
p
≤ Cpp′(r′w)
1
p′
(
2
∫
R
|f |p(x)M−(w)(x) dx
) 1
p
≤ Cpp′(||w||A+1 )
1
p′ ||w||
1
p
A+1
||f ||Lp(w) ≤ Cpp′||w||A+1 ||f ||Lp(w).
donde las u´ltimas desigualdades se deben al Corolario 3.6, ı´tem c) que afirma que
M−rw(w)(x) ≤ 2M−(w)(x) ≤ 2||w||A+1 w(x) para casi todo x en R.
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Para finalizar veamos que r′w . ||w||A+1
r′w =
rw
rw − 1 =
1 + 1
16e
1
e ||w||
A+1
1
16e
1
e ||w||
A+1
= (1 +
1
16e
1
e ||w||A+1
)16e
1
e ||w||A+1 ≤ 32e
1
e ||w||A+1 .

Corolario 3.18. De la demostracio´n, se deduce que, para p, r > 1, w un peso y
M−, la funcio´n maximal lateral, existe una constante C que no depende de p, ni de
r ni de w tal que
||M−f ||Lp((M−r (w))1−p) ≤ C p′(r′)
1
p ||f ||Lp(w1−p).
Ahora veamos la prueba del teorema que nos da el crecimiento logar´ıtmico de la
desigualdad de´bil para pesos de Sawyer.
Demostracio´n del Teorema 1.11.
Recordar que queremos demostrar la desigualdad (5.2), es decir
w({x ∈ R : T+f(x) > λ}) ≤ C
λ
||w||A+1 log(e+ ||w||A+1 )||f ||L1(w).
Sin pe´rdida de generalidad podemos asumir w acotada de soporte compacto y
f ∈ L∞loc(R) positiva. Por el Lema 1.29 podemos escribir
Ω = {x : M+f(x) > λ} =
⋃
j
Ij =
⋃
j
(aj, bj),
donde los Ij = (aj, bj) son las componentes conexas maximales de Ω. Los Ij satisfacen
1
|Ij|
∫
Ij
f(t) dt = λ,
notar que si x /∈ Ω entonces para toda h > 0,
1
h
∫ x+h
x
f(t) dt ≤ λ.
Luego por el teorema de difereciacio´n de Lebesgue f(x) ≤ λ para casi todo x /∈ Ω.
Sea I−j = (cj, aj) donde elegimos cj de tal forma que
∣∣I−j ∣∣ = 2 |Ij| y definimos
Ω˜ =
⋃
j
(I−j ∪ Ij) =
⋃
j
I˜j.
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Escribimos f = g + h donde,
g = fχR\Ω +
∑
j
λχIj , h =
∑
j
hj =
∑
j
(f − λ)χIj .
Observar que g(x) ≤ λ para casi todo punto x en la recta real R y que hj tiene
integral nulo. Luego
w{x : ∣∣T+f(x)∣∣ > λ} ≤ w (Ω˜)+ w({x ∈ R \ Ω˜ : ∣∣T+h(x)∣∣ > λ
2
})
+ w
({
x ∈ R \ Ω˜ : ∣∣T+g(x)∣∣ > λ
2
})
= I + II + III.
Estimemos I:
I = w(Ω˜) ≤
∑
j
(w(I−j ) + w(Ij)).
Para cada j y x ∈ Ij,
w(I−j ) =
w(I−j )
|Ij| |Ij| =
w(I−j )
|Ij|
1
λ
∫
Ij
f(x) dx
=
1
λ
∫
Ij
1
|Ij|
∫
I−j
w(t) dt f(x) dx ≤ 3
λ
∫
Ij
1
(x− cj)
∫ x
cj
w(t) dt f(x) dx
≤ 3
λ
∫
Ij
f(x)M−w(x) dx.
Por otro lado es muy fa´cil ver que (w,M−w) esta´n en A+1 con constante 1. Luego
M+ es de´bil (1, 1) respecto a este par de pesos y por la desigualdad (1.19), tenemos
∑
j
w(Ij) = w({x : M+f(x) > λ}) < 4
λ
∫
R
f(t)M−w(t) dt.
Por lo tanto
I = w(Ω˜) ≤ 7
λ
∫
R
f(t)M−w(t) dt ≤ 7
λ
||w||A+p
∫
R
f(t)w(t) dt.
Ahora estimamos II. Primero usamos la desigualdad de Chebyshev. Despue´s vamos
a usar que hj tiene integral nula y soporte en Ij, es decir
∫
Ij
hj = 0. Sea rj = |Ij| =
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1
2
∣∣I−j ∣∣. Recordar que el soporte de K esta´ incluido en (−∞, 0). Luego,
II = w
({
x ∈ Ω˜c : ∣∣T+h(x)∣∣ > λ
2
})
≤ 2
λ
∫
R\Ω˜
∣∣T+h(t)∣∣w(t) dt
≤ 2
λ
∑
j
∫
R\Ω˜
∣∣T+hj(t)∣∣w(t) dt
≤ 2
λ
∑
j
∫
Ij
|hj(y)|
∫
R\I˜j
|K(t− y)−K(t− aj)|w(t) dt dy
=
2
λ
∑
j
∫
Ij
|hj(y)|
∫ cj
−∞
|K(t− y)−K(t− aj)|w(t) dt dy.
Observemos que es suficiente ver que para cada y ∈ Ij se cumple que∫ cj
−∞
|K(t− y)−K(t− aj)|w(t) dt ≤ C ess inf
z∈Ij
M−(wχR\I˜j)(z).
Para esto usamos la condicio´n del nu´cleo K, como |y − aj| ≤ |Ij| = 12
∣∣I−j ∣∣ ≤ |t−aj |2 ,
∫ cj
−∞
|K(t− y)−K(t− aj)|w(t) dt =
∞∑
k=1
∫ aj−2krj
aj−2k+1rj
|K(t− y)−K(t− aj)|w(t) dt
≤ KT+
∞∑
k=1
∫ aj−2krj
aj−2k+1rj
∣∣∣∣ y − aj(t− aj)2
∣∣∣∣w(t) dt
≤ KT+
∞∑
k=1
y − aj
(2krj)2
∫ aj−2krj
aj−2k+1rj
w(t)χ(aj−2krj ,aj−2k+1rj) dt
≤ KT+
∞∑
k=1
1
2k
1
(2krj)
∫ aj−2krj
aj−2k+1rj
w(t)χ(aj−2krj ,aj−2k+1rj) dt,
donde KT+ depende solo de T
+. Si x ∈ Ij, entonces∫ cj
−∞
|K(t− y)−K(t− aj)|w(t) dt
≤ KT+
∞∑
k=1
1
2k
x− aj + 2k+1rj
2krj
1
x− aj + 2k+1rj
∫ x
aj−2k+1rj
w(t)χ(aj−2krj ,aj−2k+1rj) dt
≤ KT+M−wχR\I˜j(x)
∞∑
k=1
1
2k
(
x− aj
2krj
+
2k+1rj
2krj
)
≤ CM−(wχR\I˜j)(x),
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Por lo tanto
II ≤ C
λ
∑
j
ess inf
Ij
M−(wχR\I˜j)
∫
Ij
|hj(y)| dy
≤ C
λ
∑
j
∫
Ij
|hj(y)|M−(wχR\I˜j)(y) dy
≤ C
λ
[∑
j
∫
Ij
f(y)M−(wχR\I˜j)(y) dy +
∑
j
∫
Ij
|g(y)|M−(wχR\I˜j)(y) dy
]
=
C
λ
(A+B).
Para A no hay nada que probar. Trabajemos en B
B =
∑
j
∫
Ij
|g(y)|M−(wχR\I˜j)(y) dy =
∑
j
∫
Ij
|λ|M−(wχR\I˜j)(y) dy
≤
∑
j
∫
Ij
f(t) dt
1
Ij
∫
Ij
M−(wχR\I˜j)(y) dy
≤ 3
2
∑
j
∫
Ij
f(t) dt ess inf
z∈Ij
M−(wχR\I˜j)(z)
≤ 3
2
∑
j
∫
Ij
f(t)M−(wχR\I˜j)(t) dt.
Veamos esto u´ltimo, es decir que,
M−r
(
wχR\I˜j
)
(y) ≤ 3
2
ess inf
z∈Ij
M−r
(
wχR\I˜j
)
(z), (3.13)
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para todo y ∈ Ij y r ≥ 1. Nosotros lo estamos usando para el caso r = 1. Si y, z ∈ Ij
entonces,
M−r
(
wχR\I˜j
)
(y) = sup
t<y
[
1
y − t
∫ y
t
(
w(s)χR\I˜j(s)
)r
ds
] 1
r
= sup
t<cj
[
1
y − t
∫ cj
t
(
w(s)χR\I˜j(s)
)r
ds
] 1
r
= sup
t<cj
[
z − t
y − t
1
z − t
∫ cj
t
(
w(s)χR\I˜j(s)
)r
ds
] 1
r
≤ sup
t<cj
[
3
2
1
z − t
∫ cj
t
(
w(s)χR\I˜j(s)
)r
ds
] 1
r
≤ 3
2
sup
t<z
[
1
z − t
∫ z
t
(
w(s)χR\I˜j(s)
)r
ds
] 1
r
=
3
2
M−r
(
wχR\I˜j
)
(y).
Por lo tanto
II ≤ C
λ
∑
j
∫
Ij
f(t)M−
(
wχR\I˜j
)
(t) dt ≤ C
λ
||w||A+1
∫
R
f(t)w(t) dt.
Finalmente para estimar III empezamos aplicando la desigualdad de Chebyshev y
que g ≤ λ. Adema´s elegimos r = rw = 1 + 1
16e
1
e ||w||
A+1
para aplicar la ecuacio´n (3.1)
del Teorema 3.1 y luego el Corolario 3.6, ı´tem c) que afirma que M−rw(w)(x) ≤
2M−(w)(x),
III = w
({
x ∈ R \ Ω˜ : ∣∣T+g∣∣ (x) > λ
2
})
(3.14)
≤ 2
p
λp
∫
R
(
∣∣T+g∣∣ (x))pw(x)χ(R\Ω˜)(x) dx
≤ 2
p
λp
(Cpp′(r′)
1
p′ )p
∫
R
(|g| (x))pM−r (wχ(R\Ω˜))(x) dx
≤ 2
p+1
λ
(Cpp′(r′)
1
p′ )p
∫
R
(|g| (x))M−(wχ(R\Ω˜))(x) dx
≤ 2
p+1
λ
(Cpp′((r′)
1
p′ )p
[∫
R/Ω
|g(x)|M−(wχR\Ω˜)(x)dx+
∫
Ω
|g(x)|M−(wχR\Ω˜)(x)dx
]
.
En el primer sumando usamos que f(x) = g(x) para casi todo x ∈ R \ Ω. Para el
segundo sumando aplicamos un argumento similar al usado en B para la integral de
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g sobre Ω, ver la desigualdad (3.13) con r = rw. Luego obtenemos∫
R
|g(x)|M−(wχR\Ω˜)(x) dx ≤
3
2
∫
R
f(x)M−(w)(x) dx.
Como w ∈ A+1 y r′ = r′w ≤ C||w||A+1 tenemos
III ≤ 2
p+1
λ
(Cpp′((r′)
1
p′ )p
∫
R
f(x)M−w(x) dx
≤ 2
p+1
λ
(Cpp′(||w||A+1 )
1
p′ )p||w||A+1
∫
R
f(x)w(x) dx
≤ C
p2p+1
λ
[pp′||w||A+1 ]
p
∫
R
f(x)w(x) dx.
Para terminar la demostracio´n tomamos p = 1 + 1
log(e+||w||
A+1
)
, observar que
pp′ =
(1 + 1
log(e+||w||
A+1
)
)2
1
log(e+||w||
A+1
)
= log(e+ ||w||A+1 ) + 2 +
1
log(e+ ||w||A+1 )
.
Usamos que t(log(e+t))
−1
y tt
−1
esta´n acotados para t > 1, y que log(e+ ||w||A+1 ) > 1,
[pp′||w||A+1 ]
p = [(log(e+ ||w||A+1 ) + 2 +
1
log(e+ ||w||A+1 )
)||w||A+1 ]
1+ 1
log(e+||w||
A+1
)
≤ [4 log(e+ ||w||A+1 )][4 log(e+ ||w||A+1 )]
1
log(e+||w||
A+1
) ||w||A+1 ||w||
1
log(e+||w||
A+1
)
A+1
≤ C log(e+ ||w||A+1 )||w||A+1 ,
y como 1 < p < 2 tenemos que
III ≤ C
λ
log(e+ ||w||A+1 )||w||A+1
∫
R
f(x)w(x) dx.
Combinando esta estimacio´n con lo visto para I y II terminamos la prueba. 
Observacio´n 3.19. La demostracio´n se basa en escribir la funcio´n f como la
suma de dos funciones g y h.
La funcio´n h es combinacio´n de funciones hj soportadas en intervalos Ij y con
integral nula, a estas funciones se las suele denominar a´tomos. Es conocido que si
una funcio´n esta´ en el subespacio de L1(R) generado por los a´tomos entonces la
funcio´n maximal es fuerte (1, 1). En la demostracio´n se ve que la dependencia de la
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norma ||T+h||L1,∞(w) con respecto a ||w||A+1 es lineal, como en la conjetura de´bil de
Mukenhoupt y Wheeden.
Donde aparece el te´rmino logar´ıtmico es a la hora de trabajar con g, es decir
es la funcio´n mas problema´tica. En la prueba cla´sica de la desigualdad de´bil para
un operador integral singular esta´ funcio´n es llamada “Good” pues esta´ en el L2 y
como K el nu´cleo del operador cumple que ||K̂||∞ < c1 es muy fa´cil ver la acotacio´n
de T+g.
5.3. Demostracio´n de los Corolarios 3.3 y 3.4.
Demostracio´n del Corolario 3.3. Para α > 0 tomamos el conjunto Ωα =
{x ∈ R : |T+f(x)| > α} y sea ϕ(t) = t log(e + t). Aplicamos el Lema 2.2, inciso
(a), con s = p′ que implica r = 1, luego tenemos una funcio´n H acotada en Lp
′
(w)
satisfaciendo las propiedades:
1. h ≤ H;
2. ||H||Lp′ (w) ≤ 2||h||Lp′ (w);
3. H.w ∈ A+1 con ||H.w||A+1 ≤ Cp||w||A+p .
Usando esto y el Teorema 1.11, obtenemos∫
Ωα
hw dx ≤
∫
Ωα
H w dx ≤ C
α
ϕ(||H.w||A+1 )||f ||L1(H.w)
≤ C
α
ϕ(Cp||w||A+p )
∫
R
|f |H wdx
≤ C
α
2ϕ(Cp)ϕ(||w||A+p )
(∫
R
|f |pwdx
) 1
p
(∫
R
Hp
′
wdx
) 1
p′
≤ C
α
ϕ(||w||A+p )||f ||Lp(w)||h||Lp′ (w),
tomando supremo sobre todos los h, con ||h||Lp′ (w) = 1, completamos la prueba. 
Demostracio´n del Corolario 3.4. Dado un operador integral singular la-
teral T−, su operador adjunto es T+. Sea w ∈ A−p entonces σ ∈ A+p′ con ||σ||A+
p′
=
||w||
1
p−1
A−p
. Ahora aplicamos Corolario 3.3 para el operador integral singular lateral
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T+ y el peso σ, tenemos,
||T+||Lp′,∞(σ) ≤ C||w||
1
p−1
A−p
log
(
e+ ||w||
1
p−1
A−p
)
||f ||Lp′ (σ)
≤ C||w||
1
p−1
A−p
log(e+ ||w||A−p )||f ||Lp′ (σ).
Luego por dualidad,
||T−||Lp(w) ≤ C||w||
1
p−1
A−p
log(e+ ||w||A−p )
∣∣∣∣∣∣∣∣fσ
∣∣∣∣∣∣∣∣
Lp,1(σ)
,
donde Lp,1(σ) es el espacio esta´ndar de Lorentz con pesos. Tomando ahora f = σχE,
con E un conjunto medible arbitrario, completamos la demostracio´n. 

Cap´ıtulo 4
Ape´ndice
1. Estimaciones en normas respecto a A+∞
Los siguientes resultados de Mart´ın-Reyes y de la Torre, ver [42], nos permitira´n
generalizar algunos de los temas desarrollados en el Cap´ıtulo 3.
En esta seccio´n vamos a trabajar con las constantes de A+∞ equivalentes a la
constante de Fujii-Wilson de un peso en A∞, ver ecuacio´n (1.3).
Definicio´n 4.1 ([42]). Vamos a definir la constante de un peso w ∈ A+∞ como
||w||A+∞ = sup
∫
I
M−(wχI)(x) dx∫
I
w(x) dx
,
donde el supremo se toma sobre todos los intervalos acotados I ⊂ R.
Tambie´n se define la siguiente constante:
Definicio´n 4.2 ([42]). Definimos la constante de un peso w ∈ A+∞ como
[w]A+∞ = sup
(
1
b− a
∫ b
a
w(x) dx
)
exp
(
1
c− b
∫ c
b
log(1/w(x)) dx
)
,
donde el supremo se toma sobre todos los a < b < c tal que b− a = c− b.
El siguiente teorema relaciona estas definiciones con los resultados de los preli-
minares.
Teorema 4.3 ([42]). Sea w un peso en A+p , con 1 ≤ p <∞, entonces
||w||A+∞ ≤ e[w]A+∞ ≤ e||w||A+p ≤ e[w]A+p ,
donde [w]A+p es la constante de A
+
p de la Definicio´n 1.17.
En este trabajo Mart´ın-Reyes y de la Torre demuestran la siguiente Desigualdad
de Ho¨lder al reves de´bil.
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Teorema 4.4 ([42]). Sea w ∈ A+∞, entonces
si 0 <  ≤ 1
2||w||
A+∞
entonces para todo intervalo I = (a, b),
∫ b
a
M−(wχI)1+(x) dx ≤ 2||w||A+∞M−(wχI)(b)
∫ b
a
w(x) dx,
si 0 <  ≤ 1
2||w||
A+∞
entonces para todo intervalo I = (a, b),
∫ b
a
(w(x))1+ dx ≤ 2M−(wχI)(b)
∫ b
a
w(x) dx,
en consecuencia si r = 1 +  se tiene M−r (wχ(a,b))(b) ≤ 2M−(wχ(a,b))(b),
si 0 <  ≤ 1
2||w||
A+∞
entonces para todos nu´meros reales a < b < c,
(c− b)
(∫ b
a
w1+(x) dx
)
≤ 2
(∫ c
a
w(x) dx
)1+
,
en consecuencia w−1 ∈ A−p (wdx), con p = 1+ y ||w−1||A−p (wdx) ≤ 2
1
 .
Como consecuencia prueban la siguiente propiedad de los pesos A+p , pero tenien-
do mejor dominio de las constantes.
Teorema 4.5 ([42]). Sea w un peso en A+p , con 1 < p <∞, σ = w1−p,
0 < δ ≤ 1
2||σ||
A−∞
y q = p+δ
1+δ
, entonces 1 < q < p, w ∈ A+q y
[w]A+q ≤ [w]A+p .
Como consecuencia ellos obtienen el siguiente teorema de Buckley lateral.
Teorema 4.6 ([42]). Sea 1 < p <∞. Si w ∈ A+p entonces para toda f ∈ Lp(w)(∫
R
|M+f(x)|pw(x)dx
) 1
p
≤ 27
(
p′[w]A+p ||σ||A−∞
) 1
p
(∫
R
|f(x)|pw(x)dx
) 1
p
.
En el Cap´ıtulo 3 demostramos una desigualdad de Ho¨lder al reves de´bil, Teore-
ma 3.5. Esta fue utilizada para obtener los resultados de los teoremas Teoremas
3.1 y 3.2. Ahora si tenemos en cuenta el resultado del Teorema 4.4 en lugar del
dado por el Teorema 3.5 obtenemos los siguientes resultados
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Teorema 4.7. Sea 1 < p < ∞, w ∈ A+1 y T+ un operador integral singular
lateral. Entonces
||T+f ||Lp(w) ≤ Cpp′(||w||A+1 )
1
p (||w||A+∞)
1
p′ ||f ||Lp(w),
donde C solo depende de T+.
Respecto a la acotacio´n de´bil (1, 1) en medida w se tiene
Teorema 4.8. Sea w ∈ A+1 y T+ un operador integral singular lateral, entonces,
||T+f ||L1,∞(w) ≤ C||w||A+1 log(e+ ||w||A+∞)||f ||L1(w),
donde C solo depende de T+.
Estos resultados son mejores que los Teoremas 3.1 y 3.2, pues por el Teorema
4.3 se tiene ||w||A+∞ ≤ e||w||A+p .
Demostracio´n del Teorema 4.7. Para obtener el resultado partimos de la
formula (3.1) del Teorema 3.1
||T+f ||Lp(w) ≤ Cpp′(r′)
1
p′ ||f ||Lp(M−r w),
y proseguimos al igual que en la ecuacio´n (3.12) pero tomando r = rw = 1 +
1
2||w||
A+∞
del Teorema 4.4 en lugar del rw dado por el Teorema 3.5. 
Demostracio´n del Teorema 4.8. Para obtener este resultado se prosigue al
igual que en la demostraco´n del Teorema 3.2 pero a la hora de estimar
w
({
x ∈ R \ Ω˜ : ∣∣T+g∣∣ (x) > λ
2
})
,
realizamos los mismos pasos que en la ecuacio´n (3.14) pero eligiendo r = rw =
1 + 1
2||w||
A+∞
como en el Teorema 4.4 para obtener
w
({
x ∈ R \ Ω˜ : ∣∣T+g∣∣ (x) > λ
2
})
≤ 2
p+1
λ
(Cpp′((r′w)
1
p′ )p
∫
R
f(x)M−w(x) dx
≤ C
p2p+1
λ
[pp′]p||w||p−1
A+∞
||w||A+1
∫
R
f(x)w(x) dx,
pues al ser w ∈ A+1 se tiene que M−w(x) ≤ ||w||A+1 w(x) y como rw = 1 +
1
2||w||
A+∞
se
ve que r′w ≤ C||w||A+∞ .
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Para terminar la demostracio´n se toma p = 1+ 1
log(e+||w||
A+∞
)
y se prosigue al igual
que en la parte final de la demostracio´n del Teorema 3.2. 
Cap´ıtulo 5
Conclusiones y trabajos a futuro
1. Conclusiones
Como se menciono´ en los Preliminares, Cap´ıtulo 1, en los u´ltimos an˜os, para
diferentes operadores del ana´lisis armo´nico, se ha buscado demostrar acotaciones
con pesos teniendo en cuenta co´mo depende la norma del operador respecto a la
constante del peso. Se trata de establecer la dependencia o´ptima del exponente que
aparece en dicha constante.
Teniendo en cuenta co´mo se fueron desarrollando en el tiempo y la dificultad,
la clase de problemas a abordar se pueden clasificar de la siguiente forma: primero
podemos considerar el estudio de acotaciones de tipo fuerte (p, q) para una funcio´n
maximal, a esta clase de problemas se lo suele llamar de Buckley, pues e´l consiguio´ los
primeros resultados para la funcio´n maximal de Hardy-Littlewood. En segundo lugar
consideramos el estudio de la acotacio´n fuerte (p, q) de un operador que este´ con-
trolado por una funcio´n maximal, esta clase de problema suele ser bastante ma´s
complicada que la anterior; para los operadores integrales de Caldero´n-Zygmund
tenemos el Teorema 1.7. Por u´ltimo consideramos el caso extremo de la acotacio´n
de´bil (1, q), al no existir la acotacio´n fuerte, para un operador que este´ controlado
por una funcio´n maximal.
En esta tesis nos propusimos desarrollar algunos de estos resultados, que se
conoc´ıan para pesos de Muckenhoup, pero ahora teniendo en cuenta el contexto de
operadores laterales y pesos de Sawyer.
Respecto al operador singular lateral estudiamos el caso extremo considerando
un peso de la clase de Sawyer A+1 . Los teoremas ma´s importantes que logramos son:
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Teorema 5.1 (Teor. 3.1). Sea 1 < p, r < ∞, w un peso y T+ un operador
integral singular lateral, entonces,
||T+f ||Lp(w) ≤ Cpp′(r′)
1
p′ ||f ||Lp(M−r w),
donde C solo depende de T+.
Si w ∈ A+1 , entonces de la desigualdad anterior se obtiene
||T+f ||Lp(w) ≤ Cpp′||w||A+1 ||f ||Lp(w),
donde C solo depende de T+.
Teorema 5.2 (Teor. 3.2). Sea w ∈ A+1 y T+ un operador integral singular
lateral, entonces,
||T+f ||L1,∞(w) ≤ C||w||A+1 log(e+ ||w||A+1 )||f ||L1(w),
donde C solo depende de T+.
Respecto a la funcio´n maximal fraccionaria lateral logramos obtener resultados
de acotaciones, tanto fuertes como de´biles, para diferentes clases de pesos.
Teorema 5.3 (Teor. 2.15). Sean 0 ≤ α < 1, 1 < p ≤ q <∞ y (u, v) un par de
pesos en S+p,q. Entonces para toda f ∈ Lp(v)
||M+α f ||Lq(u) ≤ C||(u, v)||S+p,q ||f ||Lp(v),
donde la constante C no depende del par de pesos (u, v). Es ma´s el exponente que
aparece en la constante del par de pesos, es o´ptimo.
Teorema 5.4 (Teor. 2.16). Sean 0 ≤ α < 1, 1 < p <∞, q tal que 1
q
= 1
p
− α y
(u, v) un par de pesos en T+q,α. Entonces para toda f ∈ Lp(v),
||M+α f ||Lq(u) ≤ C||(u, v)||T+q,α||f ||Lp(v),
donde la constante C no depende del par de pesos (u, v). Es ma´s el exponente que
aparece en la constante del par de pesos, es o´ptimo.
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Teorema 5.5 (Teor. 2.17). Sean 0 ≤ α < 1, 1 ≤ p ≤ q <∞ con 1/p− 1/q = α
y (u, v) un par de pesos en A+p,q. Entonces
||M+α f ||Lq,∞(uq) ≤ C||(u, v)||1/qA+p,q ||f ||Lp(vp),
para toda f ∈ Lp(v). Es ma´s el exponente que aparece en la constante del par de
pesos, es o´ptimo.
Respecto a un mismo peso obtenemos otras demostraciones del resultado de
Mart´ın-Reyes y de la Torre
Teorema 5.6 ([42],Teor. 2.18). Sean 0 ≤ α < 1, 1 < p ≤ q <∞ con 1/p−1/q =
α y w un pesos en A+p,q. Entonces para toda f ∈ Lp(w),
||M+α f ||Lq(wq) ≤ C||w||(1−α)p
′/q
A+p,q
||f ||Lp(wp),
donde la constante C no depende del peso w. Es ma´s el exponente que aparece en la
constante del pesos, es o´ptimo.
Por u´ltimo en el estudio de las integrales fraccionarias de Weyl y de Riemann-
Liouville logramos obtener la mejor constante de acotacio´n de´bil (p, q) respecto a
pesos de Sawyer, en el sentido que el exponente que aparece en la constante del
peso no puede ser mejorado. Como corolario determinamos la acotacio´n fuerte (p, q)
respecto a estos pesos, tambie´n obteniendo la mejor constante respecto al exponente
que aparece en la constante del peso.
Teorema 5.7 (Teor. 2.25). Sean 0 ≤ α < 1, 1 ≤ p < 1/α y q que satisface
1/q = 1/p− α. Entonces para w ∈ A+p,q
||I+α f ||Lq,∞(wq) ≤ C||w||1−αA+p,q ||f ||Lp(wp),
para toda f ∈ Lp(wq). Es ma´s el exponente 1− α es el mejor posible.
Teorema 5.8 (Teor. 2.26). Sean 0 ≤ α < 1, 1 < p < 1/α y q que satisface
1/q = 1/p− α. Entonces para w ∈ A+p,q
||I+α f ||Lq(wq) ≤ C||w||(1−α) ma´x{1,p
′/q}
A+p,q
||f ||Lp(wp),
para toda f ∈ Lp(wq). Es ma´s el exponente (1−α) ma´x{1, p′/q} es el mejor posible.
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2. Trabajos a futuro
Andrei Lerner ha obtenido uno de los resultados ma´s importantes del ana´lisis
armo´nico y la teor´ıa de Caldero´n-Zygmund de los u´ltimos an˜os. Logra descom-
poner una funcio´n f en termino de oscilaciones locales; esto nos permite obtener
desigualdades puntuales para diferentes operadores, las cuales son ma´s precisas que
las desigualdades de tipo Coifman-Fefferman, ver Proposicio´n 1.9. Una versio´n de
su resultados, obtenido por Tuomas Hyto¨nen, es el siguiente, ver [30], [25]
Dado un cubo Q0, denotamos por D(Q0) la coleccio´n de todos los cubos dia´dicos
Q incluidos en Q0. Si Q es uno de estos cubos denotamos por Q˜ el cubo dia´dico
padre. El resultado es,
Teorema 5.9 ([30],[25]). Sea f una funcio´n medible en Rn y Q0 un cubo fijo.
Entonces existe una coleccio´n (posiblemente vac´ıa) de cubos Qkj ∈ D(Q0) tal que:
para casi todo x ∈ Q0,
|f(x)−mf (Q0)| ≤ c
∞∑
k=1
∑
j
ω1/2n+2(f, Q˜
k
j )χQkj (x)
para cada k fijo, los cubos Qkj son dos a dos disjuntos;
si Ωk =
⋃
j Q
k
j , entonces Ωk+1 ⊂ Ωk;
|Ωk+1 ∩Qkj | ≤ 1/2|Qkj |.
donde mf (Q) es el valor medio de f sobre Q, si f > 0 entonces mf (Q) = (fχQ)
∗(|Q|/2).
La oscilacio´n ωλ(f,Q) es la definida por
ωλ(f,Q) = ((f −mf (Q))χQ)∗(λ|Q|), 0 < λ < 1,
Esta fo´rmula entre otros resultados es fundamental en la demostracio´n del Teo-
rema 1.7 y del Teorema 1.41. Adema´s de sus versiones para el operador conmuta-
dor.
En el trabajo de tesis los primeros resultados obtenidos fueron los del Cap´ıtulo 3,
los cuales se trataron de generalizar para el operador conmutador lateral. Sean T+
un operador integral singular lateral y b una funcio´n del espacio BMO, el operador
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conmutador lateral se define por
[T+, b]f(x) = b(x)T+(f)(x)− T+(bf)(x).
Para poder obtener los teoremas buscados, para este operador, es necesario obtener
varios resultados de cara´cter te´cnico. Para lo cual deb´ıamos obtener una fo´rmu-
la similar a la del Teorema 5.9 pero que nos sirva para trabajar con operadores
laterales.
Tratamos de lograr el resultado de A. Lerner dado en [30], pero versio´n lateral.
Lo que planteamos como conjetura es lo siguiente
Dado un Intervalo I, denotaremos por I− e I+ los intervalos de igual longitud,
siendo I− el contiguo a la izquierda e I+ el de la derecha. Sea I0 un intervalo. Para
x ∈ I0 definimos Bx,I0 = {I : x ∈ I− ⊂ (I0)−}, Notar que si I ∈ Bx,I0 entonces
I+ ⊂ (I0)− ∪ I0 ∪ (I0)+.
Sea f una funcio´n medible en R, 0 < λ ≤ 1 y I0 un intervalo, la funcio´n maximal
sharp local lateral relativa a I0 de f es definida por
M+,#λ,I0 f(x) = sup
{
ωλ(f, I
+) : I ∈ Bx,I0
}
. (5.1)
Conjetura 5.10. Sea f una funcio´n medible en R y sea I0 un intervalo fijo.
Entonces existe una coleccio´n (posiblemente vac´ıa) de intervalos Ikj,r, con (I
k
j,r)
− ⊂
(I0)− tal que:
para casi todo x ∈ (I0)−,
|f(x)−mf ((I0)+)| ≤ 2M+,#1/4,I0(f)(x) +
∞∑
k=1
∑
j
∞∑
r=1
ω1/4(f, (I
k
j,r)
+)χ(Ikj,r)−(x),
para cada k fijo, los intervalos (Ikj,r)
− son dos a dos disjuntos;
si Ωk =
⋃
j,r(I
k
j,r)
−, entonces Ωk+1 ⊂ Ωk;
|Ωk+1 ∩ (Ikj,r)−| ≤ 1/2|(Ikj,r)−|;
para cada k fijo y para cada j fijo, (Ikj,r+1)
− ⊂ Ikj,r y 32 |(Ikj,r+1)−| = |Ikj,r|;
si Ekj,r = (I
k
j,r)
− \Ωk+1 entonces Ekj,r son conjuntos dos a dos disjuntos (para
cada k, j, r) y 1
2
|(Ikj,r)−| ≤ |Ekj,r|.
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Cuando abordamos este tema nos encontramos con poca bibliograf´ıa sobre fun-
ciones maximales sharp laterales definidas a trave´s de reordenadas decrecientes, por
lo cual tuvimos que dar la definicio´n del operador M+,#λ,I0 , fo´rmula (5.1).
Al tratar de adaptar la demostracio´n de Andrei Lerner al caso lateral encontra-
mos muchas dificultades con las reordenadas decrecientes debido a no trabajar en
los mismos intervalos. En nuestra fo´rmula aparecen las oscilaciones en los intervalos
(Ikj,r)
+ multiplicadas por las funciones caracterist´ıcas de los intervalos (Ikj,r)
−.
En el caso cla´sico, el Teorema 5.9, esta´ muy relacionado con la conocida de-
sigualdad de John-Nirenberg. La versio´n lateral que planteamos, Conjetura 5.10,
tambie´n se relaciona con la desigualdad de John-Nirenberg lateral dada por Mart´ın-
Reyes y de la Torre en [41].
Teorema 5.11 (Desigualdad de John-Nirenberg lateral, [41]). Existe una cons-
tante K > 0 y α > 0 tal que∣∣{x ∈ I− : (f(x)− fI+)+ > λ}∣∣ ≤ K|I| exp( −αλ||f#,+||∞
)
,
para toda f ∈ BMO+, para todo interlvalo I y todo λ > 0. Donde f#,+ es la funcio´n
maximal sharp lateral.
A continuacio´n enunciaremos las aplicaciones que pudimos obtener suponiendo
va´lida “la fo´rmula de Lerner Lateral”, Conjetura 5.10.
2.1. Normas de operadores conmutadores laterales respecto a A+1 .
Uno de los resultados que se lograr´ıan si fuese cierta la Conjetura 5.10 es la
versio´n lateral para el operador conmutador de los Teoremas 3.1 y 3.2,
Teorema 5.12. Sean 1 < p < ∞, b ∈ BMO, w un peso y T+ un operador
integral singular lateral. Entonces existe C que solo depende de T+ tal que,
||[T+, b]f ||Lp(w) ≤ C2p(pp′)2(r′)1+
1
p′ ||b||BMO||f ||Lp(M+r w).
Si w ∈ A+1 entonces
||[T+, b]f ||Lp(w) ≤ C2p(pp′)2||b||BMO||w||2A+1 ||f ||Lp(w),
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donde C solo depende de T+.
Teorema 5.13. Sean b ∈ BMO, w ∈ A+1 y T+ un operador integral singular
lateral. Entonces,
||[T+, b]f ||L1,∞(w) ≤ C||b||2BMOφ(||w||A+1 )
∫
R
φ
( |f(x)|
λ
)
w(x) dx,
donde φ(t) = t log(e+ t) y C solo depende de T+.
2.2. Normas con pesos para desigualdades de Coifman-Fefferman.
Logramos una aplicacio´n que relaciona la norma en L1(w) de una funcio´n f con
la norma en L1(w) de su funcio´n maximal δ sharp lateral, cuando w ∈ A+p .
Teorema 5.14. Sea w ∈ A+p y 0 < δ < 1. Entonces existe una constante C > 0,
que depende solo de δ tal que,∫
R
|f(x)|w(x) dx ≤ C6p||w||A+p
∫
R
f+,#δ (x)w(x) dx.
Una consecuencia directa del Teorema 5.14, Es la desigualdad de Coifman-
Fefferman dada en el Teorema 3.13.
Adema´s para la funcio´n maximal lateral M+δ se obtiene
Teorema 5.15. Sea 1 ≤ p < ∞ y w ∈ A+p , sea 0 < δ < 1. Entonces existe una
constante C > 0, que depende solo de δ tal que,∫
R
|M+δ f(x)|w(x) dx ≤ C6p||w||A+p
∫
R
f+,#δ (x)w(x) dx.
Para el operador conmutador obtenemos
Teorema 5.16. Sea T+ un operador integral singular lateral y b una funcio´n en
BMO. Dado w ∈ A+p , existe una constante C > 0, que solo depende de T+ tal que∫
R
|[T+, b]f(x)|w(x) dx ≤ C62p||b||BMO||w||2A+p
∫
R
(M+)2f(x)w(x) dx.
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2.3. Desigualdades en normas con dos pesos.
A continuacio´n enunciaremos el equivalente, para el caso lateral, a la conjetura
D. Cruz-Uribe y C. Pe´rez demostrada por Andrei Lerner en [30],
Teorema 5.17. Sea T+ un operador integral singular lateral. Sean A y B dos
funciones de Young tal que
A ∈ Bp′ y B ∈ Bp.
si
||u1/p||A,(a,b)||v−1/p||B,(b,c) ≤ ∞,
para todo a < b < c con b− a < c− b. Entonces∫
R
|T+f(x)|p u(x)dx ≤ C
∫
R
|f(x)|p v(x)dx.
2.4. Desigualdades sharp con pesos en A+1 .
Se demuestra la siguiente desigualdad de tipo Coifman
Teorema 5.18. Sea T+ un operador integral singular lateral. Para una funcio´n
apropiada f y para toda funcio´n localmente integrable ϕ, tenemos
||T+f ||Lp((M+ϕ)−µ) ≤ CT+ ma´x{p2p, µ2µ}||M+f ||Lp((M+ϕ)−µ),
donde 1 < p <∞, µ > 0 y CT+ depende solo de T+.
Para obtener el Teorema 5.18 se demuestra el siguiente resultado a partir de la
Conjetura 5.10.
Teorema 5.19. Para cualquier funcio´n medible f con f ∗(t)→ 0 cuando t→∞
y para cualquier peso w tenemos∫
R
|f |w(x) dx ≤ C
∫
R
(M+,#1/4 f(x))
δM−[(M+,#1/4 f)
1−δw](x) dx,
donde la constante C no depende de w, y 0 < δ < 1.
Para un operador integral singular lateral se tiene que
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Teorema 5.20. Sea T+ un operador integral singular lateral. Para cada funcio´n
apropiada f y para cada peso w, tenemos∫
R
|T+f |w(x) dx ≤ CT+
∫
R
(M+f(x))δM−[(M+f)1−δw](x) dx,
donde 0 < δ < 1 y CT+ depende solo de T
+.
2.5. Desigualdades de tipo Jhon-Stro¨mberg-Fefferman-Stein.
Como consecuencia de la Conjetura 5.10, se obtienen desigualdades similares a
la Desigualdad de John-Nirenberg lateral, Teorema 5.11.
Teorema 5.21. Sea J un intervalo y f ∈ L∞c (R) con sop(f) ⊂ J− ∪ J ∪ J+.
Entonces existen constantes α, c > 0 tales que
|{x ∈ J− : |f(x)−mf (J+)| > tM+,#1/4,J(f)(x)}| ≤ c e−αt|J |, t > 0.
Como consecuencia de este teorema obtenemos,
Teorema 5.22. Sea T+ un operador integral singular lateral. Sea J un intervalo
y f ∈ L∞c (R) tal que sop(f) ⊂ J− ∪ J ∪ J+. Entonces existen constantes α, c > 0
tales que
|{x ∈ J− : |T+f(x)| > tM+f(x)}| ≤ c e−αt|J |, t > 0.
Teorema 5.23. Sea T+ un operador integral singular lateral y b una funcio´n en
BMO. Sea J un intervalo y f ∈ L∞c (R) tal que sop(f) ⊂ J− ∪ J ∪ J+. Entonces
existen constantes α, c > 0 tales que
|{x ∈ J− : |[T+, b]f(x)| > t(M+)2f(x)}| ≤ c e−
√
αt||b||BOM |J |, t > 0.
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