Abstract. The question on the recurrence rate of a dynamical system in a metric space of finite Hausdorff measure is considered. For such systems upper bounds for the rate of simple recurrence are due to Boshernitzan and ones for the rate of multiple recurrence to the present author. The paper is concerned with finding lower bounds for the rate of multiple recurrence. More precisely, an example of a dynamical system (an odometer or a von Neumann transformation) with a low rate of multiple recurrence is constructed. Behrend's theorem on sets containing no arithmetic progressions is used in the proof.
Let X be a set with a sigma-algebra B of its subsets and let T be a measurable map of X into itself preserving a measure µ. We shall assume in what follows that µ(X) = 1. We call the quadruple (X, B, µ, T ) a dynamical system with invariant measure. The well-known Poincaré's recurrence theorem says that for each measurable subset E of X, µE > 0, there exists a positive integer n such that µ(E ∩ T −n E) > 0. Additionally, let X be a metric space with metric d( · , · ) and let B be the Borel sigma-algebra. Then one can state Poincaré's theorem as follows. Theorem 1.1. Let X be a metric space with metric d( · , · ) and µ a Borel measure on X. Let T be a map of X into itself preserving the measure µ. Then the following equality holds for almost all x ∈ X:
In [1] (see also [2] and [3] ) Furstenberg generalized Poincaré's theorem to the case of several powers of the map T . Theorem 1.2. Let X be a space with sigma-algebra of measurable sets B and µ a measure on X. Let T be a map of X into itself preserving µ and assume that k 3. Then for each measurable set E with µE > 0 there exists a positive integer n such that µ(E ∩ T −n E ∩ T −2n E ∩ · · · ∩ T −(k−1)n E) > 0. If X is a metric space, then we can state Theorem 1.2 as follows. Theorem 1.2 . Let X be a metric space with metric d( · , · ) and µ a Borel measure on X. Let T be a map of X into itself preserving µ and assume that k 3. Then for almost all x ∈ X, lim inf n→∞ max d(T n x, x), d(T 2n x, x), . . . , d(T (k−1)n x, x) = 0.
In [4] Furstenberg and Katznelson extended Theorem 1.2 to several commuting maps. We state their result in the case when X is a metric space. Theorem 1.3. Let X be a metric space with metric d( · , · ) and µ a Borel measure on X. Assume that k 2 and let T 1 , T 2 , . . . , T k be commuting maps of X into itself preserving the measure µ. Then for almost all x ∈ X, lim inf We must point out that for k = 3 Theorem 1.4 had been proved before by Roth (see [5] ).
One shows easily that Theorems 1.2 and 1.2 follow from Theorem 1.4 (see [2] ). In actual fact, Theorem 1.2 (1.2 ) and Theorem 1.4 are equivalent. For the proof of their equivalence Furstenberg has established the following beautiful result, which is called Furstenberg's correspondence principle. Theorem 1.5. Let A be an arbitrary set of positive integers such that D * (A) > 0. Then there exist a dynamical system with invariant measure (X, B, µ, T ) and a measurable set E, µE = D * (A), such that for all integers k 3 and all positive integers m 1 , m 2 , . . . , m k−1 one has the relation
Theorem 1.5 points to close connections between ergodic theory and combinatorial problems on arithmetic progressions. Assertion 1.6. Theorems 1.2 and 1.5 yield Theorem 1.4.
Proof. Let k 3 be an integer and let A ⊆ N be a set containing no arithmetic progressions of length k and having a positive upper density. By Theorem 1.5 there exist a dynamical system (X, B, µ, T ) and a measurable set E of positive measure such that inequality (2) holds for all positive integers m 1 , m 2 , . . . , m k−1 . On the other hand, there exists by Theorem 1.2 an integer n > 0 such that
We set m 1 = n, m 2 = 2n, . . . , m k−1 = (k − 1)n. Then (2) and (3) yield the inequality D * (A ∩ (A + n) ∩ · · · ∩ (A + (k − 1)n)) > 0, which contradicts the assumption that A contains no arithmetic progressions of length k. The proof is complete.
The main aim of the present paper is to find lower bounds for the multiple recurrence rate for metric spaces of finite Hausdorff measure. As Boshernitzan proved in [6] , if (X, B, µ, T, d) is a dynamical system such that the space X has a finite Hausdorff measure, then one can significantly refine Poincaré's Theorem 1.1 (we formulate Boshernitzan's result more accurately below). In the wake of this result one comes in the natural way to the question about similar refined versions of Theorems 1.2 and 1.3 for spaces of finite Hausdorff measure. Such versions of Theorem 1.2 and, partially, also Theorem 1.3 (the case k = 2) have recently been obtained in [7] [8] [9] [10] [11] . In all these versions lower bounds for the multiple recurrence rate are considered. In this paper we present simple lower bounds for this recurrence rate.
Before stating Boshernitzan's theorem and our central result we give several definitions.
Consider the measure H h ( · ) on X defined as follows:
where h(t) is a non-negative (h(0) = 0) continuous increasing function and H δ h (E) = inf h(δ j ) , where one takes inf over countable covers of E by open sets
is the standard Hausdorff measure, which we denote by H α ( · ).
The outer measure H h ( · ) is sigma-additive on the sigma-algebra of Carathéodory-measurable subsets. As is well known, this sigma-algebra contains all Borel subsets.
We shall say that measures µ and H h are compatible if each µ-measurable set is also H h -measurable (in the sense of Carathéodory measurability). Definition 1.7. Let x ∈ X. We call the quantity
the recurrence constant of the point x.
In [6] Boshernitzan obtained the first quantitative analogue of Theorem 1.1. A similar result has been independently proved by Moshchevitin [12] . Theorem 1.8. Let X be a metric space with H h (X) < ∞ and let T be a map of X into itself preserving the measure µ. Assume also that the measures µ and H h are compatible. Then C(x) < ∞ for almost all points x in X with respect to µ.
Boshernitzan's result is a significant improvement over Poincaré's theorem: consider the simplest example when H 1 (X) < ∞. By Boshernitzan's theorem, for each ε > 0 and almost all x ∈ X one has lim inf
whereas Poincaré's theorem only yields lim inf n→∞ {d(T n x, x)} = 0. In [6] Boshernitzan obtained several applications of Theorem 1.8 to various dynamical systems.
In [13] we proved a result refining slightly Theorem 1.8.
Theorem 1.9. Let X be a metric space with H h (X) < ∞ and let T be a map of X into itself preserving the measure µ. Assume that the measures µ and H h are compatible. Then C(x) is an integrable function (with respect to µ) and for each µ-measurable set A one has
On the other hand, if
without the assumption that µ and H h are compatible measures. Remark 1.10. In view of an example in § 7 of [6] , the estimate (5) in Theorem 1.9 is best possible.
We now return to Theorems 1.2 and 1.4. We want to discuss several quantitative versions of them.
Let N and k 3 be positive integers and let
A contains no arithmetic progressions of length k .
It is clear that Theorem 1.4 is equivalent to the convergence a k (N ) → 0 as N → ∞. The first quantitative result on the rate of approach to zero of the function a k (N ) for k = 3 is due to Roth (see [5] ), who used the Hardy-Littlewood method to prove the inequality
In other words, Roth proved a quantitative version of Theorem 1.4 and therefore also of Theorem 1.2 for k = 3.
After the papers of Roth, Szemerédi, and Furstenberg several authors made considerable improvements on their results. The best result so far on upper bounds for the quantity a 3 (N ) is Bourgain's [14] , who has proved that
Gowers [7] has obtained a quantitative result on the rate of approach to zero of the function a k (N ) for all k 4.
with constant c k depending only on k.
Behrend [15] has obtained a lower bound for the quantity a 3 (N ). Rankin [16] has extended Behrend's result to all k 3 (see also [17] ). Theorem 1.12. Let ε be an arbitrary positive number and let k be an integer, k 3. Then for all sufficiently large N ,
where C k is an effective positive constant depending only on k.
A quantitative version of Theorem 1.3 for k = 3 was obtained in [8] , [9] and refined in [11] .
Consider the two-dimensional lattice [N ] 2 with basis {(1, 0), (0, 1)}. Let
2 and A contains no triples of the form
Theorem 1.13. The inequality L(N ) 1/(log log N ) C holds with effective constant C .
This bound yields the following result on the recurrence rate in Theorem 1.3 for k = 2 (see [10] , [11] ).
Let S and R be commuting maps of the space X preserving the measure µ.
Definition 1.14. Let x ∈ X. Then one calls the quantity
where L −1 (n) = 1/L(n), the simultaneous (or the multiple) recurrence constant of the point x.
Theorem 1.15. Let X be a metric space with H h (X) < ∞ and let S and R be commuting maps of X into itself preserving a measure µ. Let µ and H h be compatible measures. Then C S,R (x) is an integrable function (with respect to µ) and for each µ-measurable set A one has the inequality
even without the assumption that µ and H h are compatible.
Thus, Theorems 1.8, 1.9, 1.15 produce upper bounds for the integrals of the functions C(x) and C S,R (x). As pointed out before (see Remark 1.10), the upper bound (5) for C(x) is best possible. One cannot say the same about inequality (8) because one does not know the actual growth order of L(n). In this paper we obtain lower bounds for the multiple recurrence function in the case of the action on X of several powers of the map T . One can regard such a result as a certain quantitative analogue of Theorem 1.5. Since powers of T commute, this gives us incidentally a lower bound for the multiple recurrence function in the case of several commuting maps acting on X.
We now state our central result in this paper. Let k be a fixed integer, k 3. Assume that for each N one fixes a non-empty set A (N ) ⊆ Z N containing no arithmetic progressions of length k. Let ρ(N ) be the density of the set
+ be an arbitrary increasing function, X = [0, 1], let µ be Lebesgue measure in X, and let {A (N ) } ∞ N =1 be the above-constructed sequence of sets. Then there exists a dynamical system (X, B, µ, T, d) such that µ and the Hausdorff measure H 1 are compatible, H 1 (X) = 0, and the following inequality holds for almost all x in X with respect to µ:
Recall that we denote by H 1 the Hausdorff measure with function h(t) = t.
Remark 1.17. The equality H 1 (X) = 0 in Theorem 1.16 is very important: without the assumption that H 1 (X) < ∞ the result is trivial because one can always choose a metric d such that the space X has infinite Hausdorff measure H 1 (X) and the lower limit in (9) is +∞. We also point out that we can certainly replace the equality H 1 (X) = 0 by a stronger equality of the form H tg(t) = 0, where g(t) is a non-increasing function such that g(t) → +∞ as t → 0+.
The method developed for the proof of our central Theorem 1.16 can be applied to the investigation of the ordinary (not multiple) recurrence C(x). In § 3 we prove the following result. Let κ ∈ [0, 1] be an arbitrary number. Then there exists a dynamical system (X, B, µ, T, d) such that H 1 (X) = 1 and for almost all points x in X with respect to µ one has C(x) = κ.
Our constructions develop the approach of [6] and the monograph [2] . § 2. Proof of Theorem 1.16
We require a simple result proved, in effect, in [18] . The reader can find another proof of a similar result in [19] . Since the statement we require is slightly different from the one in [18] , we present a proof of our own. Lemma 2.1. Let N be a positive integer, A an arbitrary non-empty subset of Z N , and ϕ 1 a real number. Then there exist residues a 1 , . . . , a l ∈ Z N and a partitioning of Z N into disjoint subsets A 1 , A 2 , . . . , A l and B such that
Proof. We carry out the proof by induction. At the nth step we construct the sets A 1 , . . . , A n , the residues a 1 , . . . , a n , and auxiliary sets B 1 , . . . , B n such that
Let n = 1. We set a 1 = 0, A 1 = A, and
Assume that at the nth step of the inductive procedure we have constructed the sets A 1 , . . . , A n and the residues a 1 , . . . , a n . Also let
N/ϕ, then the proof of Lemma 2.1 is complete. In fact, we set B = B n . Then conditions (1)- (3) hold for the sets A 1 , . . . , A n , B, and the residues a 1 , . . . , a n .
Assume that |B n | > N/ϕ. Then we obtain
and there exists t ∈ Z N such that |B n ∩ (A + t)| |A|/ϕ. We set a n+1 = t and A n+1 = B n ∩ (A + a n+1 ). Then for all i = 1, . . . , n we have
Since |A i | |A|/ϕ > 0 for each i, the inductive procedure terminates after fewer than [N ϕ/|A|] + 1 steps. The proof is complete.
Proof of Theorem 1.16. Let α m be an arbitrary non-increasing real number sequence convergent to zero, α m ∈ (0, 1). The function ψ(n) is defined only for the positive integer values of the variable n. We extend ψ(n) linearly to the entire real axis obtaining a continuous increasing function, which we denote by ψ(t) again, t ∈ R. Let ϕ(t) = ψ(t) and let ϕ * (t) = max{1, ϕ(t)}. Consider the non-decreasing integer sequence
where N 0 = 1, and for m 1 we have
is the inverse function of ϕ. Then we have N m 2, m 1. Let X be the space of sequences (x 1 , x 2 , . . . ), 0 x i < N i , i 1. We call the set
an elementary cylinder of rank l. To each sequence x = (x 1 , x 2 , . . . ) ∈ X one assigns a point in [0, 1] by the following rule:
Removing countably many points from X one makes this map bijective. This allows one to regard the space X as the interval [0, 1]. Let a be a non-negative integer and N ∈ N. Let a + (N ) be equal to a+1 (mod N ). Let T be the map of the space X into itself defined by the formula T x = y, x = (x 1 , x 2 , . . . ), y = (y 1 , y 2 , . . . ), where here ψ −1 = 1/ψ. One sees easily that d(x, y) is a non-Archimedean metric in X. Consider the Hausdorff measure H 1 on X. Since each elementary cylinder is a closed and therefore a Borel subset of the metric space (X, d), the measures µ and H 1 are compatible.
We claim that H 1 (X) = 0. Consider arbitrary δ > 0. Since ρ(N ) → 0 as N → ∞, there exists a positive integer m such that
Consider a partitioning of the space X into the subsets
, where i = 1, . . . , l(m) and
For each a ∈ F m−1 and each i ∈ 1, 2, . . . , l(m) we have
In a similar way, for each a ∈ F m−1 we have
It follows from assumption (2) of Lemma 2.1 that
In view of the last inequality, we obtain
We have N m ϕ −1 (2α
Since α m → 0 as m → ∞, it follows that H 1 (X) = 0. We now prove inequality (9) . Let
Then we have µ(
By the Borel-Cantelli lemma we now obtain that µB = 0.
We claim that inequality (9) holds for each x outside B.
We shall show that the following inequality holds for each n N 0 · · · N m0 :
Let m 1 m 0 be a positive integer and let n be an integer such that
for which (12) fails. Then
Then it follows by the properties of the metric d(x, y) that
.
and for some i we obtain
We have n = y
. Using (14) we now see that
m1+1 − y 
where w 1 , w 2 , . . . , w 1 , w 2 , . . . , and w 1 , w 2 , . . . are integers. Hence x m1+1 , y
m1+1 form an arithmetic progression of length k modulo N m1+1 . We have x m1+1 , y
contains no non-trivial arithmetic progressions of length k modulo N m1+1 . Hence for all l = 1, 2, . . . , k − 1 we have
It follows from (15) that n N 0 · · · N m1+1 , in contradiction with inequality (13) . The proof of Theorem 1.16 is complete.
Corollary 2.2. Let k, k 3, be an integer and let ε be an arbitrary positive number. Then there exist a dynamical system (X, B, µ, T, d) with X = [0, 1] and µ equal to Lebesgue measure, µ compatible with Hausdorff measure H 1 , H 1 (X) = 1, and an effective positive constant C k depending only on k such that for almost all x ∈ X one has lim inf
where
Proof. By Theorem 1.12, for each integer k 3 and each sufficiently large integer N there exists a set A
contains no arithmetic progressions of length k modulo N . It is easy to see that there exists j ∈ {1, . . . , k} such that
. By Theorem 1.16 there exists a dynamical system such that inequality (9) holds with function ρ(n) = exp(−C k (1 + ε )(log n) 1/(k−1) ), where we can take ε , for instance, equal to 2ε. The proof is complete. Remark 2.3. We can call the dynamical systems (X, B, µ, T, d) constructed in Theorem 1.16 and Corollary 2.2 systems with low recurrence rate. We mean here that the multiple recurrence rate in these systems is much lower than the ordinary simple one. Indeed, as follows from Theorems 1.8 and 1.9, for almost all x ∈ X we have lim inf n→∞ {n · d(T n x, x)} = 0. Hence the simple recurrence rate is higher than the multiple rate evaluated by inequality (16) . § 3. One-dimensional recurrence Theorem 3.1. Let f be a real number, f 1, let X = [0, 1], and let µ be Lebesgue measure on X. Then there exists a dynamical system (X, B, µ, T, d) such that µ is compatible with Hausdorff measure H 1 , H 1 (X) = 1, and for almost all points x in X with respect to Lebesgue measure
Remark 3.2. Theorem 3.1 has been proved in [6] for f = 1. [20] ). The precise value of λ * is due to Freǐman [21] . By Theorem 3.1 a dynamical system such that C f (x) = 1 for almost all x in [0, 1] exists for all f 1, not only for f λ * .
Remark 3.4. As in Theorem 1.16, the inequality H 1 (X) 1 in Theorem 3.1 is very important (see Remark 1.17) . Moreover, the reverse inequality H 1 (X) 1 is also absolutely necessary. Without it Theorem 3.1 becomes trivial. In fact, assume that f > 1 and let (X, B, µ, T, d) be a dynamical system such that C 1 (x) = 1 (see Remark 3.2). We set d(x, y) = d(x, y)/f and consider the new dynamical system (X, B, µ, T, d). Then for each x ∈ X we have C f (x) = 1, as required in Theorem 3.1. We observe that the newly constructed dynamical system fails the equality H 1 (X) = 1: in fact, H 1 (X) = 1/f < 1.
Proof of Theorem 3. We observe that we always have 1/N m r m (x m , y m ) 1.
Proof of the assertion. The symmetry of the function d(x, y) is obvious. It is also clear that d(x, y) = 0 if and only if x = y. We claim that for arbitrary x, y, z ∈ X, x = (x 1 , x 2 , . . . ), y = (y 1 , y 2 , . . . ), z = (z 1 , z 2 , . . . ), we have the inequality 
The proof is complete.
We now return to the proof of Theorem 3.1. Consider the Hausdorff measure H 1 in the space X. Since each elementary cylinder is a closed and therefore a Borel subset of the metric set (X, d), the measures µ and H 1 are compatible. We claim that H 1 (X) = 1.
Considering a cover of X by elementary cylinders
we see that H 1 (X) 1. We claim that H 1 (X) 1. Assume that H 1 (X) = a < 1. Since
(see, for instance, [22] ), for each ε > 0 there exists δ > 0 such that
Assume that ε 0 = (1 − a)/2 > 0. Using inequality (19) and the definition of the Hausdorff measure we can find a cover of X by subsets {U i },
We observe that if a = 0, then we can drop the inequality on the left-hand side of (20) .
If r i = 0, then the corresponding U i is a singleton:
Let P be the union of all the singletons U i , that is, P = {i:ri=0} U i = i {p i }. It is clear that there exists U i / ∈ P . We consider only such U i in what follows. Since the set of distances between elements of the space X has only one limit point at zero, for each U i there exist x, y ∈ U i such that 
if there exists no such A (j) m . It is clear that in either case U i ⊆ C i and diam C i = diam U i . Hence C i satisfies inequality (20) and the cylinders C i together with the set P form a cover of X.
We point out that if C i is defined by formula (22) , then C i is an elementary cylinder. Let 
We have r i = µC i and i r i = i µC i = µ(X) = 1. This is a contradiction with inequality (24). Hence H 1 (X) = 1. It remains to prove that for almost all x ∈ X we have lim inf
Let a m (j) be the largest element of A 
