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Abstract
Computational techniques have been employed to perform an in-depth study into
the defect chemistry of LaFeO3, a mixed ionic electronic conductor and a promising
candidate for intermediate temperature solid oxide fuel cell cathode applications.
Initially, a range of isolated point defects and disorder schemes were considered,
from which we established the favourable formation of cation and oxygen vacan-
cies, under oxygen rich and oxygen poor conditions respectively. Schottky disorder
also plays an important role in the defect chemistry of LaFeO3 and the defect model
we propose was verified through comparison with experimental work on the oxygen
non-stoichiometry of LaFeO3. Work on the activation energy of oxide ion migra-
tion through LaFeO3 considered three pathways, due to two inequivalent oxygen
sites being present in orthorhombic LaFeO3. The pathways between the O1 and O2
and O2 and O2 sites were found to be the most favourable, having low activation
energies in line with experimental results. A range of divalent dopants were then
considered, for both the A- and B-sites, with strontium, calcium and manganese
showing promising results as A-site dopants, due to low solution and binding en-
ergies, while cobalt and nickel showed promising results as B-site dopants. We
finished by considering two terminations of the (001) surface of LaFeO3: FeO2 and
LaO. We found that although the LaO terminated surface has the lowest surface
energy, the FeO2 terminated surface is most defective, with cation vacancies and
oxygen vacancies having low formation energies. The FeO2 terminated surface,
therefore, is likely to be more catalytically active than the LaO terminated surface.
Two techniques have been used throughout this work, interatomic potential-based
methods and DFT-based methods, the results from each are compared throughout.
Impact Statement
The issues of fuel security and environmental impact that surround energy genera-
tion via current, non-renewable routes have increased the demand for clean, renew-
able alternatives. One such alternative for electricity generation is the use of fuel
cells, particularly solid oxide fuel cells (SOFCs). SOFCs have historically been
considered as a clean alternative to the combustion engine based power stations for
large-scale electricity generation. However, current technologies require extreme
temperatures to operate efficiently, limiting both their lifetime and their range of
uses. An aim in the field of SOFCs is to lower the operating temperature into the
range of 500 - 800°C, the intermediate temperature range. In the work of this thesis
we have considered a promising material for intermediate temperature solid oxide
fuel cell cathode applications: LaFeO3. The cathode, the site of the oxygen reduc-
tion reaction, becomes the limiting component in a SOFC as temperatures are low-
ered, and thus new materials for this component, that are active at reduced temper-
atures, must be identified. LaFeO3 is a mixed ionic electronic conductor, a property
that increases its activity as a cathode, by increasing the area within which the oxy-
gen reduction reaction can occur. By studying the defect chemistry of LaFeO3 we
are able to gain a better understanding of the source of the conductivity observed
in this material, and thus suggest ways to enhance it. Our work has established
the prominent defects in bulk LaFeO3, the favoured pathways for oxide ion migra-
tion, identified dopants that should enhance the mixed ionic electronic properties of
LaFeO3 and identified the most defective, and therefore catalytically active, surface
termination of the (001) surface. The benefit of this work within academia is the
insight it has provided into the defect chemistry of LaFeO3, providing an enhanced
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understanding of the conductivity regime observed in this material. Additionally, as
the majority of calculations were performed using both interatomic potentials and
DFT+U we were able to identify the shortcomings of the former when modelling
LaFeO3 and how these could be compensated for, which will aid future modelling
of LaFeO3 using interatomic potential-based methods. Our work has identified a
number of areas for further research, using both computational and experimental
techniques. In particular, we have found possible alternatives to the traditional dop-
ing strategy of LaFeO3 (strontium on the A-site and cobalt on the B-site), most
notably the use of manganese as either an A- or B-site dopant, which is worth fur-
ther investigation, including an assessment of its impact on the thermal expansion
coefficient of LaFeO3, and the effect of manganese on the electronic conductivity
of LaFeO3. Outside academia, work on the development of SOFCs is vital to make
these technologies more commercially viable, thus increasing the amount of clean
electricity we are generating and therefore reducing our reliance on non-renewable
fuels. In this work we have gained greater understanding in the chemistry of a
promising intermediate temperature SOFC cathode material and identified poten-
tial routes to increase its activity for cathode applications, thus bringing this field of
research closer to commercially available intermediate temperature solid oxide fuel
cells.
Acknowledgements
First and foremost, thanks must be given to my supervisors Prof. Richard Cat-
low and Dr John Buckeridge, your help, advice and guidance has been invaluable
throughout my time at UCL. The project was challenging but fascinating, and it has
been a real pleasure to work with both of you.
I would like to thank David Scanlon, the Catlow group and the members of the ’En-
ergy Materials: Computational Solutions’ grant, whose discussions and knowledge
have greatly enriched my experience at UCL and contributed significantly to the
work presented here.
I am grateful to the UCL Chemistry Department for the financial support of this
work and the Materials Chemistry Consortium for providing computational re-
sources.
Thank you to Alex, Ben, Chris, Dougal, Ian, Mia, Rachel and Susanne, for your
friendship and ever interesting conversations throughout my time at UCL, it would
not have been the same without you all.
To Dan, Lisa, Louise, Rose, Beth, Laura, Jess, Ana, Emma, Jon and Sami, a massive
thank you for keeping me sane, particularly in the last year. Writing while work-
ing was always going to be difficult, but your patience, encouragement and good
humour made this process bearable, sorry it took so long.
Finally, a big thank you to my family and to Jack, your love and support has always
kept me going, and I would not be here without you.
Publications
The following publications resulted from the work of this thesis.
• F. H. Taylor, J. Buckeridge, and C. R. A. Catlow. Defects and Oxide Ion
Migration in the Solid Oxide Fuel Cell Cathode Material LaFeO3. Chemistry
of Materials, 28(22):8210–8220, 2016.
• F. H. Taylor, J. Buckeridge, and C. R. A. Catlow. Screening Divalent Metals
for A- and B-Site Dopants in LaFeO3. Chemistry of Materials, 29(19):8147–
8157, 2017.
• J. Buckeridge, F. H. Taylor, and C. R. A. Catlow. Efficient and Accurate
Approach to Modeling the Microstructure and Defect Properties of LaCoO3.
Physical Review B - Condensed Matter and Materials Physics, 93:155123,
2016.
Contents
1 Introduction 36
1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
1.1.1 Solid Oxide Fuel Cells . . . . . . . . . . . . . . . . . . . . 37
1.1.2 LaFeO3-based Materials . . . . . . . . . . . . . . . . . . . 38
1.1.3 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
1.2 Solid Oxide Fuel Cells . . . . . . . . . . . . . . . . . . . . . . . . 40
1.3 SOFC Cathode Materials . . . . . . . . . . . . . . . . . . . . . . . 45
1.3.1 Perovskite Oxides . . . . . . . . . . . . . . . . . . . . . . 45
1.3.1.1 La1-xSrxMnO3 . . . . . . . . . . . . . . . . . . . 46
1.3.1.2 Mixed Ionic Electronic Conductors . . . . . . . . 47
1.3.1.3 La1-xSrxCo1-yFeyO3-δ . . . . . . . . . . . . . . . 52
1.3.2 Ruddlesden-Popper Phases . . . . . . . . . . . . . . . . . . 54
1.4 LaFeO3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
1.4.1 Crystal Structure and Morphology . . . . . . . . . . . . . . 57
1.4.2 Electronic and Magnetic Structure . . . . . . . . . . . . . . 58
1.4.3 Defects in LaFeO3 . . . . . . . . . . . . . . . . . . . . . . 59
1.4.4 Doped-LaFeO3 Based Materials . . . . . . . . . . . . . . . 63
1.4.5 Surface Studies on LaFeO3 . . . . . . . . . . . . . . . . . . 66
1.5 Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . . . 70
2 Theory: Modelling Solid State Systems 71
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
2.1.1 Mathematical Concepts . . . . . . . . . . . . . . . . . . . . 72
Contents 10
2.2 Defining Solid State Systems . . . . . . . . . . . . . . . . . . . . . 74
2.3 Quantum Mechanics . . . . . . . . . . . . . . . . . . . . . . . . . 75
2.3.1 The Schro¨dinger Equation and its Solutions for Many-
Particle Systems . . . . . . . . . . . . . . . . . . . . . . . 75
2.3.2 Hartree-Fock Methods . . . . . . . . . . . . . . . . . . . . 77
2.3.2.1 Post Hartree-Fock . . . . . . . . . . . . . . . . . 79
2.3.3 Density Functional Theory . . . . . . . . . . . . . . . . . . 80
2.3.3.1 Spin-Polarised DFT . . . . . . . . . . . . . . . . 84
2.3.3.2 The Exchange-Correlation Functional . . . . . . 85
2.3.3.3 The Hubbard U Parameter . . . . . . . . . . . . . 90
2.3.4 Defining the Wave function: Plane waves and Pseudopoten-
tials . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
2.4 Interatomic Potential (IP)-Based Methods . . . . . . . . . . . . . . 96
2.4.1 Static Lattice Methods in Solids . . . . . . . . . . . . . . . 97
2.4.1.1 Shell Model . . . . . . . . . . . . . . . . . . . . 99
2.5 Energy Minimisation . . . . . . . . . . . . . . . . . . . . . . . . . 99
2.5.1 Conjugate Gradient . . . . . . . . . . . . . . . . . . . . . . 100
2.5.2 Newton-Raphson . . . . . . . . . . . . . . . . . . . . . . . 101
2.5.2.1 Quasi-Newton Methods . . . . . . . . . . . . . . 102
2.6 Modelling Solid State Defects . . . . . . . . . . . . . . . . . . . . 103
2.6.1 Mott-Littleton Methodology . . . . . . . . . . . . . . . . . 103
2.6.2 Supercell Method . . . . . . . . . . . . . . . . . . . . . . . 105
2.7 Computer Codes . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
2.7.1 VASP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
2.7.2 GULP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
2.8 Computer Hardware . . . . . . . . . . . . . . . . . . . . . . . . . . 108
2.8.1 UCL-based . . . . . . . . . . . . . . . . . . . . . . . . . . 108
2.8.2 National . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
2.9 Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . . . 109
Contents 11
3 Computational Details 110
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
3.2 Interatomic Potential-Based Methods . . . . . . . . . . . . . . . . . 111
3.2.1 LaFeO3 Structure Model . . . . . . . . . . . . . . . . . . . 111
3.3 DFT-based Methods . . . . . . . . . . . . . . . . . . . . . . . . . . 112
4 Defects 118
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
4.1.1 Intrinsic Defects . . . . . . . . . . . . . . . . . . . . . . . 118
4.2 Calculating Defect Formation Energies . . . . . . . . . . . . . . . . 121
4.2.1 Interatomic Potentials . . . . . . . . . . . . . . . . . . . . 122
4.2.2 Density Functional Theory . . . . . . . . . . . . . . . . . . 123
4.2.2.1 Varying Formation Conditions . . . . . . . . . . 124
4.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
4.3.1 Interatomic Potentials . . . . . . . . . . . . . . . . . . . . 126
4.3.1.1 Vacancies and Interstitials . . . . . . . . . . . . . 126
4.3.1.2 Frenkel and Schottky disorder . . . . . . . . . . . 129
4.3.1.3 Anti-Site Defeccts . . . . . . . . . . . . . . . . . 130
4.3.2 Density Functional Theory . . . . . . . . . . . . . . . . . . 130
4.3.2.1 Vacancies and Interstitials . . . . . . . . . . . . . 131
4.3.2.2 Frenkel and Schottky Disorder . . . . . . . . . . 135
4.3.2.3 Anti-Site Defects . . . . . . . . . . . . . . . . . 141
4.3.2.4 Formation Energies as a Function of Fermi Energy 142
4.3.3 Relating Oxygen Chemical Potential to Oxygen Partial
Pressure . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144
4.3.3.1 Stoichiometry of LaFeO3 under varying oxygen
partial pressures . . . . . . . . . . . . . . . . . . 146
4.4 Summary and Conclusions . . . . . . . . . . . . . . . . . . . . . . 148
5 Oxide Ion Migration 150
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150
Contents 12
5.2 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152
5.2.1 Interatomic Potentials . . . . . . . . . . . . . . . . . . . . 152
5.2.2 DFT+U . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
5.2.2.1 Nudged Elastic Band . . . . . . . . . . . . . . . 153
5.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
5.3.1 Interatomic potentials . . . . . . . . . . . . . . . . . . . . . 155
5.3.1.1 Pathway 1: O2 to O2 . . . . . . . . . . . . . . . 155
5.3.1.2 Pathway 2: O1 to O2 . . . . . . . . . . . . . . . 156
5.3.1.3 Pathway 3: O1 to O1 . . . . . . . . . . . . . . . 158
5.3.1.4 DFT+U relaxation of the Energy Barriers . . . . . 159
5.3.2 Nudged Elastic Band . . . . . . . . . . . . . . . . . . . . . 160
5.3.2.1 Pathway 1: O2 to O2 . . . . . . . . . . . . . . . 160
5.3.2.2 Pathway 2: O1 to O2 . . . . . . . . . . . . . . . 162
5.4 Summary and Conclusion . . . . . . . . . . . . . . . . . . . . . . . 162
6 Dopants 166
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166
6.2 Modelling Doped Systems . . . . . . . . . . . . . . . . . . . . . . 167
6.2.1 Interatomic Potentials . . . . . . . . . . . . . . . . . . . . 168
6.2.1.1 Calculating Solution Energies . . . . . . . . . . . 168
6.2.1.2 Calculating Binding Energies . . . . . . . . . . . 169
6.2.2 DFT+U . . . . . . . . . . . . . . . . . . . . . . . . . . . . 170
6.2.2.1 Calculating Solution Energies . . . . . . . . . . . 170
6.2.2.2 Calculating Binding Energies . . . . . . . . . . . 172
6.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173
6.3.1 Interatomic Potentials . . . . . . . . . . . . . . . . . . . . 173
6.3.1.1 A-Site . . . . . . . . . . . . . . . . . . . . . . . 173
6.3.1.2 B-site . . . . . . . . . . . . . . . . . . . . . . . . 175
6.3.2 DFT+U . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177
6.3.2.1 A-Site . . . . . . . . . . . . . . . . . . . . . . . 177
6.3.2.2 Comparison of Site Stability . . . . . . . . . . . 187
Contents 13
6.3.2.3 B-site . . . . . . . . . . . . . . . . . . . . . . . . 189
6.3.2.4 Variable Oxidation States . . . . . . . . . . . . . 194
6.4 Comparison of Methods . . . . . . . . . . . . . . . . . . . . . . . 195
6.5 Summary and Conclusions . . . . . . . . . . . . . . . . . . . . . . 197
7 LaFeO3 (001) Surfaces 199
7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 199
7.2 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 200
7.2.1 LaFeO3 Surface Model . . . . . . . . . . . . . . . . . . . . 200
7.2.1.1 Modelling Polar Surfaces . . . . . . . . . . . . . 200
7.2.2 Calculating Surface Energies . . . . . . . . . . . . . . . . . 202
7.3 FeO2 Terminated Surface . . . . . . . . . . . . . . . . . . . . . . . 203
7.3.1 Surface Stability and Relaxation . . . . . . . . . . . . . . . 203
7.3.2 Defects . . . . . . . . . . . . . . . . . . . . . . . . . . . . 205
7.4 LaO Terminated Surface . . . . . . . . . . . . . . . . . . . . . . . 210
7.4.1 Surface Stability and Relaxation . . . . . . . . . . . . . . . 210
7.4.2 Defects . . . . . . . . . . . . . . . . . . . . . . . . . . . . 210
7.5 Comparison of Surface Terminations . . . . . . . . . . . . . . . . . 215
7.6 Summary and Conclusion . . . . . . . . . . . . . . . . . . . . . . . 217
8 Summary, Conclusions and Future Work 218
8.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 218
8.2 Main Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . 219
8.3 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 222
Appendices 224
A How the U-Value Effects Defect Formation Energy 224
B Analysis of U-Values for Transition Metal Dopants 225
C Convergence of Supercell Size 228
Contents 14
D Spin State of Fe3+ Ions in LaFeO3 229
E Interatomic Potentials Study of Oxide Ion Migration 231
E.1 Path O2-O2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 232
E.2 Path O1-O2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 233
E.3 Path O1-O1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 234
F The NEB Study of Oxide Ion Migration 235
G Oxide Ion Migration: Vacancy Diffusion Coefficients 237
H Convergence of Parameters used in Surface Calculations 239
H.1 FeO2 Termination . . . . . . . . . . . . . . . . . . . . . . . . . . . 239
H.2 LaO Termination . . . . . . . . . . . . . . . . . . . . . . . . . . . 240
Bibliography 243
List of Figures
1.1 A simplistic schematic of a solid oxide fuel cell; an oxidant (oxygen
gas in this case) reacts at the cathode sites to form O2- ions which
migrate across the electrolyte to the anode where they react with a
fuel, for example hydrogen. If hydrogen is used as fuel the only
by-product is water. . . . . . . . . . . . . . . . . . . . . . . . . . . 42
1.2 The triple phase boundary (TPB) point is the point where the cath-
ode, electrolyte and oxidant (oxygen gas in this case) meet. In fuel
cells where the cathode is purely an electronic conductor, the oxy-
gen reduction reaction can only occur at this site. . . . . . . . . . . 44
1.3 Example structure of a cubic perovskite oxide, of the form ABO3
where A and B are cations. The larger cation, A, occupies lattice
sites at the eight corners of a cube, while the smaller cation, B, will
occupy the site in the centre of the cube, surrounded by a polyhe-
dron of 6 oxide ions. . . . . . . . . . . . . . . . . . . . . . . . . . 45
1.4 A simplistic representation of the active area within which the oxy-
gen reduction reaction can occur in a mixed ionic electronic conduc-
tor (MIEC). In a purely electronic conductor, the oxygen reduction
reaction is limited to the triple phase boundary point, where elec-
trode, electrolyte and O2 gas meet. In MIECs the oxygen reduction
reaction can occur anywhere on the surface of the cathode, the re-
duced O2- is then transported to the electrolyte through the cathode. 48
1.5 Rhombohedral LaCoO3, lanthanum is shown in green, cobalt in
blue and oxygen in red. . . . . . . . . . . . . . . . . . . . . . . . . 49
List of Figures 16
1.6 The structure of Ruddlesden-Popper materials using La2NiO4, a
first order Ruddlesden-Popper material, as an example; LaNiO3 lay-
ers are sandwiched between two LaO layers. . . . . . . . . . . . . . 55
1.7 Orthorhombic form of LaFeO3; lanthanum is shown in green, iron
in gold and oxygen in red. Labels, O1 and O2, to the right of the
structure show the two oxygen environments. . . . . . . . . . . . . 58
1.8 The octahedral split and band filling for the d5 transition metal ion,
Fe3+, where eg and t2g are d-band orbitals and ∆oct is crystal field
splitting energy, the energy difference between the dz2 and dx2-y2
(the eg orbitals), and the dxy, dxz and dyz (the t2g orbitals). . . . . . . 59
1.9 Possible spin arrangements for Fe3+ in LaFeO3: Ferromagnetic
(FM), and antiferromagentic C, A and G (AFM-C. AFM-A and
AFM-G respectively). AFM-G is the experimental ground state
spin arrangement in LaFeO3. . . . . . . . . . . . . . . . . . . . . . 60
1.10 A visual representation of the types of surfaces defined by
Tasker[1]; type I is demonstrated by the (001) surface of MgO,
type II by the (001) surface of CaF2 and type III by the (001)
surface of LaFeO3. . . . . . . . . . . . . . . . . . . . . . . . . . . 69
2.1 A visual representation of the Mott-Littleton methodology for cal-
culating defect energies. . . . . . . . . . . . . . . . . . . . . . . . 104
4.1 The accessible chemical potential ranges for LaFeO3 with respect
to competing phases. The shaded region indicates the chemical po-
tential values where LaFeO3 is stable. . . . . . . . . . . . . . . . . 125
4.2 Orthorhombic LaFeO3 showing the direction of the lattice vectors,
all of which are tested as directions for split interstitials. . . . . . . . 127
4.3 A 2×1×1 supercell of LaFeO3 showing the spin orientations on
iron, the black arrows represent the magnetic moment of the iron
ion, either +4.4 or -4.4 µB. . . . . . . . . . . . . . . . . . . . . . . 132
List of Figures 17
4.4 Split interstitials of (a) lanthanum, shown in dark blue and (b) oxy-
gen shown in pale blue. . . . . . . . . . . . . . . . . . . . . . . . . 134
4.5 The change in position of an iron interstitial found in this material,
the iron interstitial is shown in yellow: (a) between two lanthanum
ions, the front lanthanum ion has been removed from the image for
ease of viewing, this is the position initially used for all interstitials;
it has a square planar configuration with the surrounding oxygen
ions, (b) displaced from this site in an -ab direction; it has a tetra-
hedral configuration with the surrounding oxygen ions. . . . . . . . 135
4.6 The Born-Haber Cycle used to calculate the formation energy of
LaFeO3; ∆Hf LaFeO3. Experimental values were used for each of
the parameters (see Table 4.14) except for ∆HlatticeLaFeO3 which
was calculated using interatomic potentials. . . . . . . . . . . . . . 139
4.7 The change in defect energies of intrinsic defects in LaFeO3 with
increasing Fermi energy (EF) from the VBM (0 eV) to the CBM
(2.1 eV), under oxygen rich, lanthanum and iron poor and oxygen
poor, lanthanum and iron rich conditions. . . . . . . . . . . . . . . 143
4.8 Dependence of the non-stoichiometry factor on oxygen partial pres-
sure with reference to neutral oxygen vacancies and oxygen va-
cancies calculated at different Fermi energies, from 0.87 eV at
ln(ρO2/ρ°) = 0 to 1.55 eV at ln(ρO2/ρ°) = -30. Experimental re-
sults from Jacob and Ranjani at 1473K.[307] . . . . . . . . . . . . 147
5.1 Orthorhombic LaFeO3 showing the inequivalent oxygens sites (la-
belled O1 and O2) and the three potential pathways investigated in
this chapter, denoted using black arrows: O1 to O1 (1), O1 to O2
(2) and O2 to O2 (3). . . . . . . . . . . . . . . . . . . . . . . . . . 151
List of Figures 18
5.2 The migration pathway (left) and energy barrier (right) for an ox-
ide ion moving between two O2 oxygen sites. In the image of the
pathway, the oxygen sites at the start and end of the pathway are
shown in pale pink, while the relaxed position of each of the five
points are shown in shades of red, getting darker towards the saddle
point - which is shown in dark red. Two of the points have been
removed from this image for clarity; a table of coordinates for each
point, including those excluded from the image, is provided in Ap-
pendix E. The black arrow indicates the direction of migration. For
the energy barrier plot, the defect energy of an oxygen vacancy is
taken as the zero point and the difference between this value and
the energies of the other points is used on the y-axis, a line has been
interpolated between each point to estimate how the energy changes
along the pathway. Each point along the pathway represents a reac-
tion coordinate from 1 to 7; 1 and 7 are the oxygen vacancies at the
beginning and end of the pathway. . . . . . . . . . . . . . . . . . . 156
List of Figures 19
5.3 The migration pathway (left) and energy barrier (right) for an oxide
ion moving from an O1 to an O2 oxygen site. In the image of the
pathway, the oxygen sites at the start and end of the pathway are
shown in pale pink, while the position at each of the five points are
shown in shades of red, getting darker towards the saddle point -
which is shown in dark red. The point closest to the saddle point
has been removed from both the image of the pathway and the en-
ergy barrier plot; the list of coordinates for all points is provided in
Appendix E. The black arrow indicates the direction of migration.
For the energy barrier plot, the defect energy of the O2 oxygen va-
cancy is taken as the zero point and the energy of the other points
displayed as an energy difference from the O2 vacancy energy. A
line has been interpolated between each point to estimate how the
energy changes along the pathway. Each point in the pathway rep-
resents a reaction coordinate from 1 to 7; 1 and 7 are the oxygen
vacancies at the beginning and end of the pathway. . . . . . . . . . 157
List of Figures 20
5.4 The migration pathway (left) and energy barrier (right) for an oxide
ion moving between two O1 oxygen sites. In the image of the path-
way, the oxygen sites at the start and end of the pathway are shown
in pale pink, while the position at each of the five points are shown
in shades of red, getting darker towards the saddle point - which is
shown in dark red. The point closest to the saddle point has been
removed from the migration pathway image and the energy barrier
plot; the list of coordinates for all points is provided in Appendix
E. The black arrow indicates the direction of migration. For the en-
ergy barrier plot, the defect energy of an oxygen vacancy is taken
as the zero point and the energy of all other points presented as a
difference to this energy. A line has been interpolated between each
point to estimate how the energy changes along the pathway, be-
tween each calculated point. Each point in the pathway represents
a reaction coordinate from 1 to 7; 1 and 7 are the oxygen vacancies
at the beginning and end of the pathway. . . . . . . . . . . . . . . . 158
List of Figures 21
5.5 The migration pathway (left) and energy barrier (right) for an oxide
ion moving from one O2 oxygen site to another. In the image of the
pathway, the oxygen lattice sites, that the ion is moving between,
are shown in pale pink, while the relaxed position of each of the
five images are shown in shades of red, getting darker towards the
saddle point, which is shown in dark red. The optimised coordinates
of each image are given in Appendix F. The black arrow indicates
the direction of migration. For the energy barrier plot, the defect
energy of an oxygen vacancy is taken as the zero point with the
energies of each image presented as an energy difference to this
energy. A line has been interpolated between each point on the
plot to estimate how the energy changes along the pathway. Each
image, including the start and end points, in the pathway represents
a reaction coordinate from 1 to 7; 1 and 7 are the oxygen vacancies
at the beginning and end of the pathway. . . . . . . . . . . . . . . . 161
5.6 The migration pathway (left) and energy barrier (right) for an oxide
ion moving from an O1 oxygen site to an O2 site. In the image of
the pathway, the oxygen lattice sites, that the ion is moving between,
are shown in pale pink, while the relaxed position of each of the
five images are shown in shades of red, getting darker towards the
saddle point, which is shown in dark red. The optimised coordinates
of each image are given in Appendix F. The black arrow indicates
the direction of migration. For the energy barrier plot, the defect
energy of an O2 oxygen vacancy (point 7) is taken as the zero point
and the energies of the other images are presented as an energy
difference. A line has been interpolated between each point on the
plot to estimate how the energy changes along the pathway. Each
image, including the start and end points, in the pathway represents
a reaction coordinate from 1 to 7; 1 and 7 are the oxygen vacancies
at the beginning and end of the pathway. . . . . . . . . . . . . . . . 163
List of Figures 22
6.1 The solution energies as a function of ionic radii for alkaline
earth metal dopants in LaFeO3 with oxygen vacancy compensation
(black) and hole (oxygen polaron) compensation (red). . . . . . . . 173
6.2 The solution energies as a function of ionic radii for transition metal
dopants in LaFeO3 with oxygen vacancy compensation (black) and
hole (oxygen polaron) compensation (red). . . . . . . . . . . . . . . 176
6.3 Solution energies of A-site dopants with increasing M-O bond
length under anion poor (black) and anion rich (red) conditions;
alkali earth metals are on top and transition metals on the bottom,
with oxygen vacancy (solid line) and hole (dashed line) compensation.179
6.4 The charge density difference plots for the A-site alkali earth
dopants magnesium (a), strontium (b), and barium(c). Lanthanum is
shown in green, iron in gold, oxygen in red, magnesium in orange,
strontium in silver and barium in pink. Accumulation of charge den-
sity is shown in yellow, while depletion of charge density is shown
in blue using an isodensity of 0.27 bohr-3 in all cases. . . . . . . . . 182
6.5 The charge density difference plots for A-site transition metal
dopants manganese (a), cobalt (b) copper (c). Lanthanum are shown
in green, iron in gold, oxygen in red, manganese in purple, cobalt in
dark blue and copper in light blue. Accumulation of charge density
is shown in yellow, while depletion of charge density is shown in
blue using an iso-density of 0.3 bohr-3 for all transition metal dopants.183
6.6 The most stable dopant-vacancy cluster for an A-site copper dopant,
showing relaxed position of an A-site copper dopant (blue). The
dopant has shifted significantly away from one oxygen ion to form a
pseudo-square planar geometry with four of the other oxygen ions.
This shift will be more favourable if the oxygen site it is shifting
away from is vacant, as is shown here with the oxygen vacancy
shown in grey. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 186
List of Figures 23
6.7 The high binding energy of Fe to O1 vacancies indicates incipient
nucleation of an Fe2O3 phase. The A-site Fe dopants are labelled Fe
and the oxygens labelled O are oxygens with a coordination number
of 3, a feature of the Fe2O3 lattice. The O1 vacancy is shown in grey. 187
6.8 Solution energies of B-site transition metal dopants with increas-
ing M-O bond length under anion poor (black) and anion rich (red)
conditions. Solution energies are calculated with oxygen vacancy
(solid line) and hole compensation (dashed line). . . . . . . . . . . 190
6.9 The charge density difference plots for B-site transition metal
dopants manganese (a), cobalt (b), nickel (c) and copper (d). Lan-
thanum are shown in green, iron in gold, oxygen in red, manganese
in purple, cobalt in dark blue, nickel in silver and copper in light
blue. Accumulation of charge density is shown in yellow, while de-
pletion of charge difference is shown in blue using an iso-density of
0.08 bohr-3 for all transition metal dopants. . . . . . . . . . . . . . 192
7.1 The FeO2 (left) and LaO (right) terminations of the (001) surface of
LaFeO3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 201
7.2 The FeO2 (left) and LaO (right) terminations of the (001) surface of
LaFeO3 reconstructed to account for the net dipole present in both
terminations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 201
7.3 The unrelaxed (left) and relaxed (right) surface structure of the
FeO2 terminated (001) surface of LaFeO3. Arrows have been used
to indicate the direction and magnitude of relaxation; black arrows
show the relaxation of lanthanum ions, dark green the relaxation of
iron ions and dark blue the relaxation of oxygen ions. . . . . . . . . 204
List of Figures 24
7.4 The pure surface (left) and the defective surface, containing a lan-
thanum vacancy, (right) of the FeO2 terminated (001) surface of
LaFeO3. The position of the lanthanum vacancy is shown in pale
green. Arrows have been used to indicate the direction and magni-
tude of relaxation; dark green arrows shows the relaxation of iron
ions and dark blue the relaxation of oxygen ions. . . . . . . . . . . 206
7.5 The pure surface (left) and the defective surface, containing an iron
vacancy, (right) of the FeO2 terminated (001) surface of LaFeO3.
The position of the iron vacancy is shown in grey. Arrows have
been used to indicate the direction and magnitude of relaxation;
black arrows show the relaxation of lanthanum ions, dark green the
relaxation of iron ions and dark blue the relaxation of oxygen ions. . 207
7.6 The pure surface (left) and the defective surface, containing an
oxygen vacancy, (right) of the FeO2 terminated (001) surface of
LaFeO3. The position of the oxygen vacancy is shown in grey. Ar-
rows have been used to indicate the direction and magnitude of re-
laxation; black arrows show the relaxation of lanthanum ions, dark
green the relaxation of iron ions and dark blue the relaxation of
oxygen ions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 208
7.7 The unrelaxed (left) and relaxed (right) surface structure of the LaO
terminated (001) surface of LaFeO3. Arrows have been used to
indicate the direction and magnitude of relaxation; black arrows
show the relaxation of lanthanum ions. . . . . . . . . . . . . . . . . 211
7.8 The pure surface (left) and the defective surface, containing a lan-
thanum vacancy, (right) of the LaO terminated (001) surface of
LaFeO3. The position of the lanthanum vacancy is shown in pale
green. Arrows have been used to indicate the direction and magni-
tude of relaxation; black arrows show the relaxation of lanthanum
ions, and dark blue the relaxation of oxygen ions. . . . . . . . . . . 212
List of Figures 25
7.9 The pure surface (left) and the defective surface, containing an iron
vacancy, (right) of the LaO terminated (001) surface of LaFeO3.
The position of the iron vacancy is shown in pale yellow. Arrows
have been used to indicate the direction and magnitude of relax-
ation; black arrows show the relaxation of lanthanum ions and dark
blue the relaxation of oxygen ions. . . . . . . . . . . . . . . . . . . 213
7.10 The pure surface (left) and the defective surface, containing an oxy-
gen vacancy, (right) of the LaO terminated (001) surface of LaFeO3.
The position of the oxygen vacancy is shown in grey. Arrows have
been used to indicate the direction and magnitude of relaxation;
black arrows show the relaxation of lanthanum ions, dark green the
relaxation of iron ions and dark blue the relaxation of oxygen ions. . 214
D.1 Four different possible magnetic orientations for the spins on Fe3+
relative to neighbouring iron ions; (a) Ferromagnetism, (b) Antifer-
romagnetism C, (c) Antiferromagnetism A and (d) Antiferromag-
netism G. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 230
E.1 Graphical representation of how a grid is constructed for each point
in each pathway. Each pathway has a different directional shifts
along the x, y and z directions within the LaFeO3 lattice when
moved in i and j. . . . . . . . . . . . . . . . . . . . . . . . . . . . 231
G.1 A plot of the vacancy diffusion coefficients (Dv) reported by Ishi-
gaki et al.[16] with the line of best fit used to estimate a vacancy
diffusion coefficient for LaFeO3 at 800°C. . . . . . . . . . . . . . . 238
List of Tables
1.1 The thermal expansion coefficients of LaCoO3-based materials
along with other common materials used in other SOFC compo-
nents. aRef[17], bRef[18], cRef[19], dRef[20], eRef[21]. . . . . . . . 50
1.2 Experimental[2] lattice parameters of orthorhombic LaFeO3. . . . . 58
3.1 Buckingham potential parameters and the shell charge and spring
constant used for each species. . . . . . . . . . . . . . . . . . . . . 111
3.2 Calculated and experimental[2] lattice parameters for orthorhombic
LaFeO3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
3.3 Calculated lattice parameters; a, b and c, bond lengths, angles,
relaxed cell volume, band gap and magnetic moment of LaFeO3
for LDA, LDA+U GGA (PBE), GGA+U (PBE+U), PBEsol and
PBEsol+U functionals along with experimental values. For this ini-
tial evaluation of functionals, a Ueff value of 5.0 eV was used in all
cases.aRef[2], bRef[3], cRed[4]. . . . . . . . . . . . . . . . . . . . 113
3.4 Lattice parameters, bond lengths, angles, relaxed cell volume, band
gap and magnetic moment of LaFeO3 with increasing U using
GGA+U, along with experimental values. aRef[2], bRef[3], cRef[4]. 114
3.5 Calculated lattice parameters; a and α , bond lengths, relaxed cell
volume and band gap of LaCoO3 for LDA, LDA+U GGA (PBE),
GGA+U (PBE+U), PBEsol and PBEsol+U functional along with
experimental values. aRef[6], bRef[7]. . . . . . . . . . . . . . . . . 115
List of Tables 27
3.6 Lattice parameters; a and α bond lengths, relaxed cell volume and
band gap of LaCoO3 with increasing U using PBE+U, along with
experimental values. aRef[6], bRef[7]. . . . . . . . . . . . . . . . . 116
4.1 Defect energies of vacancies calculated using interatomic potentials
in LaFeO3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
4.2 Defect energies of interstitials calculated using interatomic poten-
tials in LaFeO3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
4.3 Defect energies of split interstitials in LaFeO3, split along the three
lattice parameters. . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
4.4 Defect energies of split interstitials in LaFeO3, split towards the
other lattice sites, denoted by the ion that occupies the site. . . . . . 128
4.5 Calculated formation energies for Frenkel and Schottky type disor-
der in LaFeO3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
4.6 Anti-site solution energies calculated using interatomic potentials. . 130
4.7 The defect formation energies of neutral vacancies in LaFeO3. . . . 131
4.8 The defect formation energies of neutral interstitials in LaFeO3. . . 133
4.9 Energies of Frenkel type disorder in LaFeO3. . . . . . . . . . . . . 136
4.10 Energies of Schottky disorder in LaFeO3. . . . . . . . . . . . . . . 136
4.11 Energies of Frenkel and Schottky type disorder in LaFeO3 calcu-
lated using interatomic potentials and DFT+U. . . . . . . . . . . . . 137
4.12 The experimental heat of formation, and the values calculated using
interatomic potentials and DFT+U. aRef[22]. . . . . . . . . . . . . 138
4.13 The cohesive energy of the atoms in LaFeO3 in their standard states,
along with the formation enthalpy of LaFeO3. All values were cal-
culated using DFT+U. . . . . . . . . . . . . . . . . . . . . . . . . 138
4.14 Values used for each of the terms in the Born-Haber cycle (Fig-
ure 4.6). All values are experimentally determined values except
∆Hlattice of LaFeO3 which was calculated using interatomic poten-
tials. aRef [23], bRef [24], cRef [25] and dRef [26]. . . . . . . . . . 140
4.15 Energies of Frenkel type disorder for defects of non-zero charge states.140
List of Tables 28
4.16 Defect formation energies of anti-site defects in LaFeO3 calculated
using DFT+U and interatomic potentials. . . . . . . . . . . . . . . 141
4.17 Defect formation energies of anti-site defects in varying charge states.142
4.18 The variation of oxygen chemical potential with temperature at
standard oxygen partial pressure. . . . . . . . . . . . . . . . . . . . 145
4.19 The variation in oxygen chemical potential with temperature at ρO2
= 0.21 atm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
4.20 The variation in oxygen chemical potential with oxygen partial
pressure at 1000 K. . . . . . . . . . . . . . . . . . . . . . . . . . . 146
5.1 The activation energies of oxide ion migration along the three pos-
sible pathways in LaFeO3 calculated using interatomic potentials
and DFT+U. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160
5.2 The activation energies of oxide ion migration along the three pos-
sible pathways in LaFeO3 calculated using interatomic potentials,
DFT+U and NEB, along with computational results reported previ-
ously by Jones and Islam[27]. . . . . . . . . . . . . . . . . . . . . 162
5.3 The vacancy diffusion coefficients of LaFeO3 determined by Ishi-
gaki et al.[16] by depth profile measurements. . . . . . . . . . . . . 164
6.1 Buckingham potential parameters (A, P and C), shell charge (Y) and
spring constant (k) used for each dopant species. a Ref[28] bRef[29]. 169
6.2 Binding energies of oxygen vacancies to A-site dopants, calculated
using interatomic potentials. . . . . . . . . . . . . . . . . . . . . . 174
6.3 Binding energies of oxygen vacancies to B-site dopants, calculated
using interatomic potentials. . . . . . . . . . . . . . . . . . . . . . 176
List of Tables 29
6.4 The solution energies of divalent alkali earth metal and transition
metal A-site dopants, in anion poor and anion rich conditions, using
either hole (h•) or oxygen vacancy (VO••) compensation, in relation
to the metal-oxygen bond length in the dopant’s associated binary
oxide; M-O.aRef[11] bRef[30] cRef[31] dRef[32] eRef[13] fRef[8]
gRef[33]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 178
6.5 The bulk LaFeO3 La-O bond lengths and the M-O bond lengths in
alkali earth doped LaFeO3 with hole compensation. . . . . . . . . . 181
6.6 The bulk LaFeO3 La-O bond lengths and the M-O bond lengths in
transition metal doped LaFeO3 with hole compensation. . . . . . . . 183
6.7 Calculated binding energies of A-site alkali earth dopants with oxy-
gen vacancies and holes in LaFeO3, binding energies for oxygen
vacancies in both the O1 and O2 sites have been calculated. . . . . . 184
6.8 Calculated binding energies of A-site transition metal dopants with
oxygen vacancies and holes in LaFeO3, binding energies to oxygen
vacancies in both the O1 and O2 sites have been calculated. . . . . . 185
6.9 The Goldschmit tolerance factor of divalent dopants on the A-site
and B-site of LaFeO3. . . . . . . . . . . . . . . . . . . . . . . . . . 188
6.10 The solution energies of divalent B-site transition metal dopants in
anion poor and anion rich conditions, using either hole (h•) or oxy-
gen vacancy (VO••) compensation in relation to the metal-oxygen
bond length in the dopant’s associated binary oxide; M-O.aRef[11]
bRef[13] cRef[8]. . . . . . . . . . . . . . . . . . . . . . . . . . . . 189
6.11 The bulk LaFeO3 Fe-O bond lengths and the M-O bond lengths
in transition metal doped LaFeO3 with hole compensation. Those
shown in bold are the bond lengths with oxygen ions that show hole
localisation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 191
6.12 Calculated binding energies of B-site transition metal and magne-
sium dopants with oxygen vacancies and holes in LaFeO3. . . . . . 192
List of Tables 30
6.13 The solution energies of transition metal B-site dopants undergoing
oxidation to form 3+ oxidation states and 4+ in the case of man-
ganese. In all cases the dopants in 2+, 3+ and 4+ states are in high
spin states, the value for nickel in parentheses represents the low
spin oxidation state. . . . . . . . . . . . . . . . . . . . . . . . . . . 195
7.1 The defect formation energies of neutral lanthanum, iron and oxy-
gen vacancies on the FeO2 terminated (001) surface of LaFeO3. The
defect energies have been calculated under oxygen rich/cation poor
and oxygen poor/cation rich conditions. . . . . . . . . . . . . . . . 205
7.2 The defect energies of neutral lanthanum, iron and oxygen vacan-
cies on the FeO2 terminated (001) surface of LaFeO3 compared to
the defect energies calculated for bulk LaFeO3. The defect energies
are for oxygen rich/ lanthanum and iron poor conditions. . . . . . . 209
7.3 The defect energies of neutral lanthanum, iron and oxygen vacan-
cies on the FeO2 terminated (001) surface of LaFeO3 compared to
the defect energies calculated for bulk LaFeO3. The defect energies
are for oxygen poor/ lanthanum and iron rich conditions. . . . . . . 209
7.4 The defect formation energies of neutral lanthanum, iron and oxy-
gen vacancies on the LaO terminated (001) surface of LaFeO3. The
defect energies have been calculated under oxygen rich/cation poor
and oxygen poor/cation rich conditions. . . . . . . . . . . . . . . . 210
7.5 The defect energies of neutral lanthanum, iron and oxygen vacan-
cies on the LaO terminated (001) surface of LaFeO3 compared to
the defect energies calculated for bulk LaFeO3. The defect energies
are for oxygen rich/ lanthanum and iron poor conditions. . . . . . . 215
7.6 The defect energies of neutral lanthanum, iron and oxygen vacan-
cies on the LaO terminated (001) surface of LaFeO3 compared to
the defect energies calculated for bulk LaFeO3. The defect energies
are for oxygen poor/ lanthanum and iron rich conditions. . . . . . . 215
List of Tables 31
7.7 The defect energies of neutral lanthanum, iron and oxygen vacan-
cies on the FeO2 and LaO terminated (001) surfaces of LaFeO3.
The defect energies are for oxygen rich/lanthanum and iron poor
conditions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 216
A.1 The defect formation energies of neutral oxygen vacancies and how
they change with increasing U-value. . . . . . . . . . . . . . . . . . 224
B.1 Calculated lattice parameters; a, b and c, bond lengths, angles, re-
laxed cell volume, bulk modulus and magnetic moment of CoO for
increasing values of U, from 3 to 7 eV, along with experimental
values. aRef[8], bRef[9], cRef[10]. . . . . . . . . . . . . . . . . . . 225
B.2 Calculated lattice parameters; a, b and c, bond lengths, angles, re-
laxed cell volume, bulk modulus and magnetic moment of NiO for
increasing values of U, from 3 to 7 eV, along with experimental
values.aRef[11], bRef[12], cRef[10]. . . . . . . . . . . . . . . . . . 226
B.3 Calculated lattice parameters; a, b and c, bond lengths, angles, re-
laxed cell volume, bulk modulus and magnetic moment of CuO for
increasing values of U, from 3 to 7 eV, along with experimental
values.aRef[13], bRef[14], cRef[15]. . . . . . . . . . . . . . . . . . 226
B.4 Calculated lattice parameters; a, b and c, bond lengths, angles, re-
laxed cell volume, bulk modulus and magnetic moment of MnO for
increasing values of U, from 3 to 7 eV, along with experimental
values.aRef[11], bRef[9], cRef[10]. . . . . . . . . . . . . . . . . . . 227
C.1 The defect energies of oxygen vacancies for the two inequivalent
oxygen sites at increasing supercell size. . . . . . . . . . . . . . . . 228
D.1 The cohesive energy calculated for the different magnetic configu-
rations of Fe3+ ion in LaFeO3, calculations performed using PBE+U. 229
E.1 The initial Cartesian coordinates for each point in the O2 to O2
pathway. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 232
List of Tables 32
E.2 The shift in lattice parameters for each grid direction; i and j. . . . . 232
E.3 The Cartesian coordinates of the oxide ion in its optimised position
at each point in the O2 to O2 pathway. . . . . . . . . . . . . . . . . 232
E.4 The initial Cartesian coordinates for each point in the O1 to O2
pathway. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 233
E.5 The shift in lattice parameters for each grid direction; i and j. . . . . 233
E.6 The Cartesian coordinates of the oxide ion in its optimised position
at each point in the O1 to O2 pathway. . . . . . . . . . . . . . . . . 233
E.7 The initial Cartesian coordinates for each point in the O1 to O1
pathway. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 234
E.8 The shift in lattice parameters for each grid direction; i and j. . . . . 234
E.9 The Cartesian coordinates of the oxide ion in its optimised position
at each point in the O1 to O1 pathway. . . . . . . . . . . . . . . . . 234
F.1 The optimised fractional coordinates for each image in the O2 to
O2 pathway. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 235
F.2 The optimised fractional coordinates for each image in the O1 to
O2 pathway. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 236
G.1 The vacancy diffusion coefficients of LaFeO3 reported by Ishigaki
et al.[16] at varying temperatures. . . . . . . . . . . . . . . . . . . 237
H.1 The calculated energy of the FeO2 terminated (001) surface slab of
LaFeO3 at increasing vacuum size. . . . . . . . . . . . . . . . . . . 239
H.2 The surface energy, Fitted Esurf, of the FeO2 terminated (001) sur-
face of LaFeO3 with increasing number of slab layers. The energy
of the slab, Eslab and the LaFeO3 bulk energy, Fitted Ebulk are used
to calculated the surface energy. . . . . . . . . . . . . . . . . . . . 240
H.3 The energy of the FeO2 terminated (001) surface slab of LaFeO3 at
increasing k-points. . . . . . . . . . . . . . . . . . . . . . . . . . . 241
H.4 The calculated energy of the LaO terminated (001) surface slab of
LaFeO3 at increasing vacuum size. . . . . . . . . . . . . . . . . . . 241
List of Tables 33
H.5 The surface energy, Fitted Esurf, of the LaO terminated (001) surface
of LaFeO3 with increasing number of slab layers. The energy of
the slab, Eslab and the LaFeO3 bulk energy, Fitted Ebulk are used to
calculated the surface energy. . . . . . . . . . . . . . . . . . . . . . 241
H.6 The energy of the LaO terminated (001) surface slab of LaFeO3 at
increasing k-points. . . . . . . . . . . . . . . . . . . . . . . . . . . 242
List of Abbreviations
TPB: Triple Phase Boundary
MIEC: Mixed Ionic Electronic Conductor
FM: Ferromagnetic
AFM: Antiferromagnetic
LDA: Local Density Approximation
GGA: Generalised Gradient Approximation
PBE: Perdew-Burke-Ernzerhof
PBEsol: Perdew-Burke-Ernzerhof for solids
VBM: Valence Band Maximum
CBM: Conduction Band Minimum
SOFC: Solid Oxide Fuel Cells
DFT: Density Functional Theory
NEB: Nudged Elastic Band
LSM: La1-xSrxMnO3-δ
LSCF: La1-xSrxCo1-yFey3-δ
GSC: (Gd, Sr)CoO3
YSZ: Yttria Stabilised Zirconia
GDC/GCO: Gadolinium Doped Ceria
LSGM: Magnesium Doped Lanthanum Gallate
IT-SOFC: Intermediate Temperature Solid Oxide Fuel Cell
TEC: Thermal Expansion Coefficient
ORR: Oxygen Reduction Reaction
LSC: La1-xSrxCoO3-δ
List of Tables 35
BSCF: Ba1-xSrxCo1-yFeyO3-δ
SDC: Samarium Doped Ceria
LSCF6428: La0.6Sr0.4Co0.2Fe0.8O3-δ
IP: Interatomic Potentials
HF: Hartree-Fock
MP: Many-Body Perturbation
CI: Configuration Interaction
LSDFT: Local Spin Density Functional Theory
RPA: Random Phase Analysis
PW91: Perdew-Wang 1991
LDSA: Local Density Spin Approximation
PAW: Projector Augmented Wave
VASP: Vienna ab initio Simulation Package
DFP: Davidon-Fletcher-Powell
BFGS: Broyden-Fletcher-Goldfarb-Shanno
DIIS: Direct Inversion in Iterative Subspace
GULP: General Utility Lattice Program
HPC: High Performance Computing
CPLAP: Chemical Potential Limits Analysis Program
MEP: Minimum Energy Pathway
CI-NEB: Climbing Image-Nudged Elastic Band
SOD: Site Occupancy Disorder
LSNF: LaxSr1-xFeyNi1-yO3-δ
Chapter 1
Introduction
In this chapter, we will introduce fuel cell technologies, with an emphasis on solid
oxide fuel cells (SOFC), along with LaFeO3 and its role in SOFC cathode appli-
cations. We will discuss relevant research, that has been carried out previously, on
which the work presented here has been built. We begin by discussing the moti-
vation behind this work, followed by introducing solid oxide fuel cells, their com-
ponents and current state-of-the-art cathode materials. Perovskite oxides, the class
of materials LaFeO3 belongs to, will be introduced before presenting more specific
accounts of the topics covered in the subsequent chapters: defects, dopants and
surface studies.
1.1 Motivation
The growing demand for energy, due in part to economic growth and an increasing
population size, is putting a large amount of pressure on our planet, through both the
consumption of limited non-renewable resources, such as oil and natural gas, and
the environmental impact of generating energy by combustion of such resources.
These issues of fuel security and environmental impact that surround energy gen-
eration via current, non-renewable routes have increased the demand for clean, re-
newable alternatives. There are many technologies available for generating energy
using renewable resources; examples include solar panels and wind turbines, but the
work of this thesis focuses on fuel cells, particularly solid oxide fuel cells (SOFCs).
SOFCs have historically been considered as having the potential to be a direct, clean
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replacement for current combustion engine based power plants, as large static units
for generating electricity.[34–36] The predominant obstacle to the implementation
of these devices is the necessary operating conditions, as current SOFC technolo-
gies require high temperatures to operate efficiently, limiting the lifetime of each
cell which increases the expense of electricity generation via this route.[35, 37–39]
Therefore, a key need in the field of SOFC research is to find new materials for each
of the SOFC components, with the aim of lowering operating temperatures to the
intermediate temperature region (500 - 800°C), while maintaining, or ideally im-
proving, current efficiencies to make these technologies more viable for widespread
use. With this in mind, our aim is to understand the defect chemistry of promising
new materials at a fundamental level. The defect chemistry of a material is key to
understanding properties, such as conductivity and reactivity, that govern its perfor-
mance for fuel cell applications; it can, therefore, guide the design of more efficient
fuel cells.
1.1.1 Solid Oxide Fuel Cells
Fuel cells are able to convert a variety of fuels, including hydrogen, hydrocarbons
and methanol,[34, 40] directly to electricity, without a combustion step, making
them more efficient than the combustion engine used to convert oil or gas into elec-
tricity; another key benefit is that fuel cells are cleaner and quieter than the tradi-
tional combustion engine.[34, 40–43]
There are a number of different types of fuel cell, which all work on the same
principles: the movement of electrons around an external circuit is balanced by the
movement of charged ions through an internal circuit. All fuel cells have the same
three base components; a cathode, an electrolyte and an anode. Their differences
originate from the material used for the electrolyte component and, by extension, the
ions that migrate through the electrolyte to form the internal circuit. For example,
alkali fuel cells have an aqueous alkaline electrolyte, such as KOH, and OH- is
the migrating species, whereas phosphorous acid fuel cells have a phosphoric acid
electrolyte, and the migrating species is H+.[40, 44] One of the advantages of solid
oxide fuel cells over both these types, and other types, of fuel cell is that they
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contain a solid oxide electrolyte which is significantly safer than the corrosive liquid
electrolytes used in the above systems.[40, 44]
Additional advantages of using SOFCs include their higher efficiency compared
to many other types of fuel cell,[37, 43, 44] and the good fuel flexibility they
offer.[34, 45] Potential fuels include hydrocarbon based fuels, which can be used di-
rectly with no need for complex fuel preprocessing, due to the tolerance of SOFCs
to CO coking.[44] Low temperature fuel cells, such as polymer electrolyte mem-
brane cells, require hydrocarbon fuels to be preprocessed before use, adding further
complication and cost to production. SOFCs can also utilise hydrogen as a fuel,
meaning they could play a vital part in any future hydrogen economy.[40]
However, current technologies require high temperatures: in the region of 800
to 1000°C, to operate efficiently.[35, 46] These temperatures make solid oxide
fuel cells costly to run as expensive materials that can withstand these condi-
tions are necessary, in addition to the cells’ limited lifetimes under such extreme
conditions.[39, 47] Therefore, to increase the widespread use of this technology,
operating temperatures need to be reduced while maintaining, or improving, cur-
rent efficiencies.
A key strategy is thus the exploration of new materials for each fuel cell component;
our work focuses on the cathode. The current material commonly used for SOFC
cathode applications is La1-xSrxMnO3 (LSM). However, LSM only performs effi-
ciently at high temperatures, meaning a different cathode material is required if the
operating temperatures are to be reduced. Our work considers perovskite oxides
based on LaFeO3, which are a promising alternative for the cathode component of
solid oxide fuel cells operating in the intermediate temperature region; between 500
and 800°C.
1.1.2 LaFeO3-based Materials
Our work explores the use of LaFeO3-based perovskites as potential cathode ma-
terials for solid oxide fuel cell applications. LaFeO3 is a mixed ionic electronic
conductor (MIEC)[27, 48, 49] and it is the conduction properties of LaFeO3 that
makes it a promising candidate for cathode applications. Cathode materials need
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to be efficient electronic conductors,[46] to transport electrons from the external
circuit to the cathode surface where they react with an oxidant to form the internal
migrating species: oxygen gets reduced at the cathode surface in solid oxide fuel
cells, forming oxide ions, O2-, that migrate through the electrolyte. If the cathode
is also an efficient ionic conductor, the activity of the oxygen reduction reaction on
the cathode will increase;[37, 41] this point is be discussed in more detail in Section
1.3.
Lanthanum ferrite is also a parent material of La1-xSrxFe1-yCoyO3-δ (LSCF), an-
other MIEC that has shown great promise for SOFC cathode applications at inter-
mediate temperatures: between 500 and 800°C.[46, 50–53] The origin of the strong
performance of LSCF is not well known,[54] and the aim of this work is to study
the parent materials of this double doped perovskite oxide, to understand how the
atomic level structure of this material may contribute to its performance. Knowl-
edge of what factors help or hinder the conductivity of LaFeO3 and related materials
may allow us to formulate design strategies to optimise these materials further, thus
moving closer to wide spread use of intermediate temperature SOFCs.
1.1.3 Summary
The motivation behind this work stems from the obvious need for clean, renewable
energy generation technologies and the knowledge that solid oxide fuel cells hold
great promise in delivering this need, particularly for static, large scale electric-
ity generation. However, the implementation of such technologies commercially is
hindered by the high costs associated with running such fuel cells, caused by the
high operating temperatures required and the limited lifetimes of cells under such
extreme conditions. Therefore, these operating temperatures need to be reduced,
while maintaining current efficiencies. A promising strategy to reduce tempera-
tures is to develop new, or existing materials, for each fuel cell component that
are active at reduced temperatures. Our work focuses on studying materials based
on LaFeO3 which have the potential to improve on the efficiencies of current in-
termediate temperature cathode materials due to their mixed ionic and electronic
conductivity properties.
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In the rest of this chapter, more details will be given on the topics introduced briefly
here, starting with solid oxide fuel cells, followed by materials of interest for cath-
ode applications, including LaFeO3.
1.2 Solid Oxide Fuel Cells
Fuel cells generate electricity from fuel and an oxidant in one step with minimal
by-products; the by-products can be limited to just water if hydrogen is used as the
fuel.[40, 55] All fuel cells have three main components: the cathode, electrolyte
and anode. The fuel is brought into the anode site, the oxidant brought into the
cathode site, and the electrolyte is present to stop direct chemical combustion. In a
simplistic example, with hydrogen as the fuel and oxygen as the oxidant, the overall
reaction is:
1
2
O2+H2↔ H2O (1.1)
This can be broken down into two half equations; a reduction reaction which occurs
at the cathode and an oxidation reaction that occurs at the anode.
The cathode is the site of the oxygen reduction reaction in which an oxidant, O2 in
our example, is reduced:
1
2
O2+2e−↔ O2− (1.2)
therefore cathode materials need to be efficient electronic conductors, stable un-
der oxidising conditions and be catalytically active towards the oxygen reduction
reaction. As discussed above, typical cathode materials for SOFCs include (La,
Sr)MnO3 (LSM), while (Gd, Sr)CoO3 (GSC) is another common example.[46]
At the anode, the fuel, hydrogen in our example, is oxidised and electrons are re-
leased back into the external circuit, while water is produced as a by-product:
H2+O2−↔ H2O+2e− (1.3)
As with the cathode material, electronic conductivity is a key property for an anode
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material, along with high catalytically active towards fuel oxidation.[46] Typical
anode materials are composites of the electrolyte material and a metal, known as a
cermet. A common anode material for SOFC use is a YSZ and nickel metal cermet;
nickel is an excellent fuel oxidation catalyst while the electrolyte material, YSZ,
aids compatibility with the electrolyte component.[37, 46]
The role of the electrolyte is to transport the migrating species, O2- ions for SOFCs,
from the cathode to the anode. Therefore, the main property required for an elec-
trolyte material is high ionic conductivity, but it also must be highly stable in both
oxidising and reducing conditions, unreactive towards the migrating species and
have low electronic conductivity.[56] Typical electrolyte materials include yttria
stablised zirconia (YSZ), gadalinium doped ceria (GDC) and strontium and magne-
sium doped lanthanum gallate (LSGM).[37, 57, 59–61]
The cathode, electrolyte and anode form a single fuel cell unit, seen in Figure 1.1.
Multiple fuel cell units are connected together to form larger units, the size of which
depends on how much power is to be generated. Fuel cell units are linked by an in-
terconnect material, which must be stable under high operating temperatures and in
both oxidising and reducing environments, in addition to being unreactive towards
the other components. Ferric steel or alkali earth doped LaCrO3[40] are commonly
used interconnect materials in solid oxide fuel cells, selected because they have a
similar thermal expansion coefficient to the other common component materials of
fuel cells.[21, 40]
The thermal expansion coefficient (TEC), is not only an important property to con-
sider when choosing an interconnect material, but is important for all components of
the fuel cell. It is necessary for all materials to have a similar TEC to those compo-
nents with which it is in contact, e.g. the cathode must have a similar TEC to both
the electrolyte and the interconnect material. If the TECs of connected materials
differ significantly, thermal stresses occur during heating and cooling cycles when
the cell is in operation, which can shorten the lifetime of a cell significantly.[21]
It is therefore vital that this property is appropriately considered when choosing
materials for each of the components.
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Figure 1.1: A simplistic schematic of a solid oxide fuel cell; an oxidant (oxygen gas in this
case) reacts at the cathode sites to form O2- ions which migrate across the electrolyte to the
anode where they react with a fuel, for example hydrogen. If hydrogen is used as fuel the
only by-product is water.
In our description of solid oxide fuel cells so far, we have focused on SOFCs that
use O2- as the species that migrates through the electrolyte. An alternative type of
SOFC conducts protons, H+, which are created at the anode site, meaning the cell
works in the opposite direction compared to a fuel cell based on oxide ions.[40] The
focus of our work is on fuel cells that use oxide ions as the migrating species and
therefore proton conducting SOFCs will not be mentioned further.
Current standard operating temperatures for solid oxide fuel cells are between
800 and 1000°C.[35, 46] The high temperatures are required to allow the ther-
mally activated conduction of ions, through the electrolyte, to occur at an efficient
rate.[40, 62] However, these operating conditions mean expensive materials, that
can withstand such extreme conditions, are required, and the high temperatures will
also lead to an increase in the degradation rate of each component, shortening the
lifetime of the fuel cells.[34] A crucial aim is then to bring the operating tempera-
tures of these cells down, to between 500 and 800°C, (referred to as the intermedi-
1.2. Solid Oxide Fuel Cells 43
ate temperature region), which would not only increase the lifetimes of the fuel cell
components, but could also extend their range of applications; lower operating tem-
peratures mean shorter start up times, which opens up the possibility of automotive
and other portable uses.[34, 44]
Lowering the operating temperatures, however, decreases the rate of ionic conduc-
tivity across the cell,[37, 56] decreasing their efficiency. There are a number of
ways to try and maximise the efficiency of a solid oxide fuel cell at lower tempera-
tures, including cell design and choice of component materials, the latter of which
is the focus of our work: investigating intermediate temperature solid oxide fuel cell
(IT-SOFC) cathode materials based on LaFeO3.
While the main focus of this work is on cathode materials for IT-SOFCs, it is worth
briefly mentioning materials of interest for the other two components: the elec-
trolyte and the anode. The desired properties for each component have already
been covered: high ionic conductivity for the electrolyte and high electronic con-
ductivity and catalytic activity towards fuel oxidation for the anode. The com-
monly employed YSZ electrolyte can perform poorly under intermediate tempera-
tures due to the strong dependence of its ionic conductivity on temperature; gener-
ally requiring temperatures between 800 and 1000°C to perform optimally.[61] A
number of new materials for IT-SOFC electrolyte components have been consid-
ered which have higher ionic conductivities at low temperatures compared to YSZ,
including GDC,[55, 61] LSGM[55, 61] and apatites[56, 61, 63] with the general
formula Ln10(XO4)6O2. However, each new material has drawbacks that need ad-
dressing including the presence of electronic conductivity (GDC),[61] and stability
issues surrounding compatibility with the other fuel cell components (LSGM and
apatites).[61] An alternative avenue of investigation is the introduction of strain at
the interface between the electrolyte and electrode, which may increase the ionic
conductivity of the conventional fluorite-based electrolyte materials so that they
could be used at intermediate temperatures.[56] However, the effectiveness of this
technique is still a matter for further research.
For anode materials, Ni/YSZ-based cermets have proved very successful, even at
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reduced temperatures. The main issues to address for the anode site are: the redox
stability of Ni, as nickel expands during redox cycles,[46] and the coking intoler-
ance of Ni, which becomes a major issue if fuels other than hydrogen, e.g. hydro-
carbons, are to be used.[37] Perovskite oxides, such as La0.75Sr0.25Cr0.5Mn0.5O3,
have been considered to address the redox stability issues. However, these materials
only perform well at higher temperatures, making them inappropriate for IT-SOFC
use.[37, 46]
Our decision to investigate new materials for the cathode component stems from
the cathode being the site of the oxygen reduction reaction (ORR). The ORR has
a high activation energy[34] and a limited area within which it can take place in
conventional cathodes: the triple phase boundary (TPB), where the electrode, elec-
trolyte and electrochemical gas meet, shown schematically in Figure 1.2.[55] Both
these features lead to the ORR becoming the limiting factor for fuel cell efficiency
at intermediate temperatures.[41, 46]
Figure 1.2: The triple phase boundary (TPB) point is the point where the cathode, elec-
trolyte and oxidant (oxygen gas in this case) meet. In fuel cells where the cathode is purely
an electronic conductor, the oxygen reduction reaction can only occur at this site.
We, therefore, wish to find cathode materials that are active in the intermediate tem-
perature range. For a cathode material to be active in this region, it needs high elec-
tronic conductivity, to be catalytically active towards the oxygen reduction reaction
within the intermediate temperature region, and have high ionic conductivity. If the
cathode material is able to conduct ions, the area within which the oxygen reduc-
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tion reaction can occur is increased beyond the TPB, which increases the rate of this
reaction and therefore the activity of the cell.[37, 41, 46, 55] Consequently, mixed
ionic electronic conductors, such as LaFeO3 are being considered as cathode mate-
rials for solid oxide fuel cells. Before considering LaFeO3 in more detail, we will
first review previous materials that have been considered as potential SOFC cath-
ode materials, including the current material favoured for high temperature SOFC
cathodes, LSM.
1.3 SOFC Cathode Materials
In the following section, previous materials that have been used as SOFC cathode
materials are discussed, including the traditional cathode material La1-xSrxMnO3.
Following this, LaFeO3 will be introduced and current progress on investigations
into its use as a cathode material outlined.
1.3.1 Perovskite Oxides
Perovskite oxides, of the formula ABO3, have a vast array of potential applications
due to their tunable properties. Through controlling the A- and B-site cations, for
example by choice of oxidation state or cation size, the properties of the perovskite
oxide can be varied to suit the desired application.[46] The choice of cation will also
affect the crystal structure of the perovskite - another way to control the properties
of the final material. Figure 1.3 shows the generic structure of a cubic perovskite
oxide.
Figure 1.3: Example structure of a cubic perovskite oxide, of the form ABO3 where A and
B are cations. The larger cation, A, occupies lattice sites at the eight corners of a cube,
while the smaller cation, B, will occupy the site in the centre of the cube, surrounded by a
polyhedron of 6 oxide ions.
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It is, therefore, not surprising that these materials have been considered as candi-
dates for fuel cell applications, as fuel cell materials have a well defined list of
desired properties to which perovskites can be tuned. One of the most popular,
commercial SOFC cathode materials is based on a cubic perovskite: LaMnO3. Lan-
thanum manganate has an AIIIBIIIO3 formula; both the A- and B-site cations are in
a 3+ oxidation state. The presence of manganese, a transition metal that is stable
in several oxidation states, means that LaMnO3 is an excellent electronic conduc-
tor, a property which is further improved when introducing dopants, usually on the
A-site, forming La1-xMxMnO3-δ , a popular example being La1-xSrxMnO3-δ .
1.3.1.1 La1-xSrxMnO3
La1-xSrxMnO3-δ (LSM) has received a large amount of interest as a SOFC cathode
material and is the traditional cathode material used in high temperature SOFCs; op-
erating at temperatures around 800 to 1000°C.[37, 46, 56] Key properties of LSM
that make it so successful in this area include high electrochemical activity towards
the oxygen reduction reaction, high thermal and chemical stability, and good com-
patibility with other SOFC components, e.g. common electrolytes such as YSZ and
GDC, at operating temperatures.[57, 64]
The introduction of Sr as a dopant on the A-site enhances both the electrical con-
ductivity and catalytic activity of LaMnO3.[34] The charge imbalance caused by
substituting a La3+ ion with a Sr2+ ion, is compensated for by the formation of a
hole on the B-site. The increase in hole concentration on Sr doping leads to the
observed electrical conductivity, which increases as Sr content is increased up to a
maximum value at x = 0.5.[34] The choice of mole fraction of Sr, x, to include in
LSM is made by considering the balance between maximising the electrical conduc-
tivity of the material while maintaining stability; increasing Sr content leads to an
increased formation of SrZrO3 at the interface of LSM with YSZ.[64, 65] SrZrO3
is a poor conductor and detrimentally effects the efficiency of the fuel cell; there-
fore minimising its formation is important for maximising the activity of LSM as a
cathode material.[65]
However, as successful as this material is at high temperatures, it does not per-
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form well under intermediate temperatures. The main reason for this failing is the
poor ionic conductivity exhibited by LSM,[34] which limits the reaction area of
the oxygen reduction reaction to the triple phase boundary point, see Figure 1.2,
where oxygen gas, cathode and electrolyte meet, which severely limits the cath-
ode’s performance at lower temperatures.[46, 66, 67] Various techniques have been
employed to enhance the ionic conductivity of LSM materials, predominantly cre-
ating composite cathodes of LSM and YSZ.
YSZ has a high ionic conductivity and the incorporation of this material into LSM
as a composite cathode increases the ionic conductivity of the material, leading
to an extended TPB area and a higher rate for the oxygen reduction reaction.[34]
However, the introduction of YSZ can have a detrimental effect on the electronic
conductivity of LSM, and the different sintering needs of each material can add
complications during fabrication.[34]
An additional critical downside to LSM as a cathode material is its incompatibility
with interconnect materials. It is common to use metallic interconnect materials in
SOFCs, such as stainless steel, containing Cr species which become volatile at op-
erating temperatures.[34, 68] Chromium species interact with the surface of LSM,
poisoning the material and causing a significant decrease in the activity of the fuel
cell.[68–70]
These issues outline a requirement for alternative materials to LSM for intermedi-
ate temperature cathode applications. The need for materials with both ionic and
electronic conductivity has led to an interest in mixed ionic electronic conductors
(MIECs) which display both properties without the processing complications in-
troduced by composite materials. In addition, La1-xSrxCo1-yFeyO3-δ (LSCF), a
promising MIEC material, has demonstrated a resistance to poisoning from Cr-
species compared to LSM, increasing the interest in this material as a potential
alternative.[71]
1.3.1.2 Mixed Ionic Electronic Conductors
Mixed ionic electronic conductors (MIECs), as mentioned previously, are a class
of materials that have high ionic and electronic conductivity properties. They have
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attracted a great deal of interest for IT-SOFC cathode applications as the addition
of ionic conductivity, on top of the electronic conductivity of traditional cathode
materials, extends the area within which the oxygen reduction reaction can occur
to beyond the TPB. Increasing this area naturally increases the rate of this reaction,
thus increasing the activity of the whole cell.
Figure 1.4 is a schematic representation of the active site for the oxygen reduction
reaction in a mixed ionic electronic conductor, compared to the active site in a
purely electronic conductor, shown in Figure 1.2.
Figure 1.4: A simplistic representation of the active area within which the oxygen reduction
reaction can occur in a mixed ionic electronic conductor (MIEC). In a purely electronic
conductor, the oxygen reduction reaction is limited to the triple phase boundary point, where
electrode, electrolyte and O2 gas meet. In MIECs the oxygen reduction reaction can occur
anywhere on the surface of the cathode, the reduced O2- is then transported to the electrolyte
through the cathode.
Perovskite oxides have provided the basis for many MIEC cathode ma-
terials, including La1-xSrxCoO3, La1-xSrxFeO3, La1-xSrxCo1-yFeyO3-δ and
Ba1-xSrxCo1-yFeyO3-δ . As the main topic of this thesis, LaFeO3-based materi-
als will be introduced in detail in Section 1.4; here we will give a brief overview
of previous work on other perovskite oxide based MIEC materials; predominantly
Sr-doped LaCoO3 and Ba1-xSrxCo1-yFeyO3-δ .
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In LaCoO3, as in LaMnO3, the A- and B-site cations are in a 3+ oxidation state, with
Co also able to stably occupy the 2+ and 4+ oxidation states, enabling electronic
conductivity. The substitution of a divalent ion, for example Sr2+, on the A-site
creates a charge imbalance that is compensated through both oxygen vacancies and
the creation of holes localised on Co (creating Co4+), enhancing both ionic and
electronic conductivity.[72]
The ground state structure of LaCoO3 is rhombohedral, as shown in Figure 1.5.
LaCoO3 exhibits a structural phase transition to cubic at around 900°C.[73] In-
troducing strontium as a dopant on the A-site affects this phase transition; an X-
ray diffraction study of La0.6Sr0.4CoO3-δ at ambient temperatures showed that LSC
contains a rhombohedral distortion for x ≤ 0.5, while displayed a cubic structure
for x = 0.6 to 0.8.[35, 73]
Figure 1.5: Rhombohedral LaCoO3, lanthanum is shown in green, cobalt in blue and oxy-
gen in red.
La1-xSrxCoO3-δ -based materials have demonstrated an excellent combination of
high electronic conductivity, good ionic conductivity and excellent catalytic activity
towards the oxygen reduction reaction, along with being highly stable in high tem-
perature oxidising environments making them very popular candidates for SOFC
cathode applications.[35, 74–80] However, the issues associated with LSC present
themselves during practical application of the material within a fuel cell. Firstly,
LSC-based materials have a tendency to react with YSZ,[35, 55, 81] a common
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electrolyte material, at 1000°C - the minimum sintering temperature of YSZ - to
form insulating La2Zr2O7 and SrZrO3 phases.[79, 80, 82] Methods used to address
this reactivity include introducing layers of doped ceria between the LSC and YSZ
layers,[83–85] although this approach has had mixed success.[86] The use of alter-
native electrolyte materials, such as gadolinium doped ceria (GDC) has also been
investigated,[87] and although the reactivity issue is removed, thermal incompati-
bilities still remain.
The second key issue with LSC-based materials is that they have high thermal ex-
pansion coefficients; for example La0.6Sr0.4CoO3-δ has a TEC of 21.3×10-6 [17]
much higher than other common fuel cell component materials, a number of which
are listed in Table 1.1.
Table 1.1: The thermal expansion coefficients of LaCoO3-based materials along with
other common materials used in other SOFC components. aRef[17], bRef[18], cRef[19],
dRef[20], eRef[21].
Component Material TEC / K-1
Cathode La0.6Sr0.4CoO3-δ a 21.3×10-6
Cathode BSCF (Ba0.5Sr0.5Co0.8Fe0.2O3-δ )b 24.3×10-6
Cathode LSCF (La0.6Sr0.4Co0.2Fe0.8O3-δ )c 15.3×10-6
Anode Ni + YSZ Cermetd 12.6×10-6
Electrolyte YSZ (Zr0.85Y0.15O2-x)d 10.6 - 11.1×10-6
Electrolyte GDC (Ce0.8Gd0.2O1.9)e 12.7×10-6
Interconnect Ferritic Steele 13.9×10-6
A mismatch in TECs causes stress on the fuel cell during operation and significantly
shortens the lifetime of the cell. The TEC of LaCoO3-based materials can be tuned
by substituting a fraction of the Co ions with alternative transition metals. Substi-
tuting nickel onto the B-site has been shown to bring the TEC of LaCoO3 closer to
those of the other components; however, the ionic conductivity decreases.[88, 89]
Chromium has also been considered as a B-site dopant for LaCoO3 and was shown
to decrease the TEC; however, it also reduced electrical conductivity, making it
inappropriate for cathode applications. [55, 88]
The lack of success from doping exclusively the A- or B-site of LaCoO3, and related
MIEC materials, has led to an interest in doping both sites. Two common examples
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of this are La1-xSrxCo1-yFeyO3-δ and Ba1-xSrxCo1-yFeyO3-δ . The former will be
discussed in more detail in Section 1.3.1.3.
Ba1-xSrxCo1-yFeyO3-δ (BSCF) has been widely studied for IT-SOFC cath-
ode applications due to its high oxygen vacancy concentration and high ionic
conductivity.[46, 55, 90, 91] BSCF can remain stable while containing a large
concentration of oxygen vacancies due to the large size mismatch between the
two A-site cations.[92, 93] However, this large size mismatch is also the source
of a number of detrimental properties. Firstly, it causes thermal instabilities; be-
low 850°C BSCF degrades over time from a cubic structure to a mixture of cubic
and hexagonal phases;[94–99] the degradation is accompanied by a decrease in
electrical conductivity[94, 96–101] and slower oxygen transport properties.[102]
In addition to this thermal instability, BSCF also has a number of decomposition
routes, due to the large number of Ba-based oxides. Kuklja et al.[103] determined,
using electronic structure calculations, that full and partial Schottky disorder, as
well as new phase growth, have relatively low energies in BSCF, lower than other
related perovskites, making them likely to decompose, even at low temperatures.
Furthermore, BSCF-based cathode materials, are susceptible to CO2 poisoning,
forming carbonate BaCO3 at temperatures below 900°C.[104–107]
Finally, there are issues surrounding the use of BSCF within a fuel cell stack. BSCF
has been shown to react with common electrolyte and barrier materials; such as
YSZ[46] and samarium doped ceria (SDC),[108] forming layers with lower con-
ductivity and therefore limiting the activity of the cell. In addition, BSCF materials
have high TECs compared with common electrolyte materials, due to the presence
of cobalt, which will cause thermal stresses during operation.
Research into BSCF for IT-SOFC cathode applications is still ongoing, to find meth-
ods of reducing the stability issues discussed above. One such method is to intro-
duce A-site deficiency,[109] which has been reported to lower the TEC of BSCF,
particularly in the 450 to 750°C temperature range. The use of composite cathodes
of BSCF with alternative electrolyte materials to YSZ, for example LSGM[110]
and BaZr0.1Ce0.7Y0.2O3,[111] has also been considered as a method to improve the
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stability and electronic conductivity of BSCF. However, S˘varcova´ et al.[94] studied
the transition of cubic BSCF to the hexagonal phase and concluded that the sim-
plest method to avoid degradation was to substitute Ba or Sr with La, suggesting
that lanthanum-based materials, such as LSCF, are more promising candidates for
IT-SOFC cathode applications due to their higher stability,[92] even though they
have higher oxygen vacancy formation energies and therefore a smaller concentra-
tion of these defects, vital for ionic conductivity. The degradation into hexagonal
phases is not observed in cubic LSCF and there are fewer lanthanum-based oxides
meaning less degradation routes.[92] For this reason, LSCF and its parent materials
have become the focus of our research into potential SOFC cathode materials.
1.3.1.3 La1-xSrxCo1-yFeyO3-δ
Of the class of doubly doped perovskite oxide materials, La1-xSrxCo1-yFeyO3-
(LSCF) is a stand out candidate for IT-SOFC applications. LSCF-based materi-
als have shown high electronic and ionic conductivities along with high catalytic
activity and low thermal expansion coefficients, see Table 1.1, making them more
compatible with common electrolytes.[50–53] It is, therefore, not surprising LSCF
has received a large amount of attention as a promising IT-SOFC cathode candidate.
The chosen ratios of cations on both the A and B-sites are of vital importance for the
success of LSCF-based materials as IT-SOFC cathodes. Increasing the Sr content on
the A-site, x, increases the oxygen non-stoichiometry and ionic conductivities.[112]
Electrical conductivity also increases with increasing Sr content but only up to a
maximum of x = 0.5,[112] after which it decreases again with higher Sr content.
However, the TEC of the material increases with increasing Sr content, making it
less compatible with common electrolyte materials.[112, 113]
When doping on the B-site, one must consider the balance between electrochemical
activity and stability. Cobalt is responsible for the catalytic activity of the material,
meaning a higher proportion of Co leads to an increased activity towards the oxygen
reduction reaction. Cobalt also has less tendency to bind oxygen, compared to
iron, and therefore oxygen vacancies are formed more readily in a material with
higher cobalt content, leading to a higher ionic conductivity.[19, 35, 114] However,
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increasing the Co content substantially increases the TEC of the material, and also
decreases the materials stability in oxidising atmospheres,[112] meaning a low Co
content is often required for a stable performance.
The relative proportions of the cations present in La0.6Sr0.4Co0.2Fe0.8O3-δ
(LSCF6428) are commonly used to optimise electronic conductivity and catalytic
activity with stability and compatibility with electrolyte materials.[46] LSCF6428
has proved very successful, demonstrating similar power densities to LSM, but at
operating temperatures of 100°C lower,[113] while also showing a higher resilience
towards Cr poisoning.[50]
However, as with all potential cathode materials discussed so far, LSCF-based ma-
terials are not without drawbacks. Although LSCF tends to be more thermally stable
than BSCF, with the degradation to hexagonal phases not observed for this doubly
doped pervoskite, it does suffer from other degradation issues.[115, 116] Most no-
table is their reactivity with YSZ,[50] which causes La2Zr2O2 or SrZrO3 insulating
layers to form, significantly reducing the activity of the cathode,[90] although long
term performance can be improved by using alternative electrolytes, such as GDC
or a GDC barrier layer between the cathode and electrolyte.[79, 117, 118] Other
potential causes of degradation include strontium segregation to the electrolyte
surface,[46, 52] coarsening of the LSCF micro-structure and sulphur poisoning.[46]
The defect chemistry of this material is expected to play an important role in both
the successful electrochemical properties and the degradation mechanisms of the
LSCF-based materials.[113] We wish, therefore, to understand this material at an
atomic scale. Through understanding the effect of the dopants on both sites, and the
defects that can form in compensation, we hope to identify the fundamental factors
controlling performance and approaches that could address the degradation issues.
However, this doubly doped perovskite, containing two transition metals, is difficult
to model accurately, with order parameters on both the A- and B-site lattices as well
as dopant stoichiometries to consider.
Previous computational investigations of LSCF have employed various assumptions
in order to model this material, including: 1) Periodically ordered A- and B-site
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lattices,[119] 2) Treating the two cation lattices separately,[120] 3) Restricting the
magnetic ordering of the transition metals to FM ordering,[119, 120] 4) Using the
same Hubbard U parameter[121, 122] (See Chapter 2, section 2.3.3.3) for each tran-
sition metal,[120] or using no Hubbard U parameter at all.[119] With some assump-
tions, e.g. FM ordering of the transition metals, there is experimental evidence that
this is an acceptable assumption to make, considering the operational temperatures
of these materials.[120] However, some assumptions are an over simplification and
will limit the accuracy of the information gained from such models.
Therefore, an alternative strategy is to model dopants and defects in the parent mate-
rials of LSCF; LaFeO3 and LaCoO3. The work of this thesis will focus on LaFeO3;
for work on LaCoO3 see Ref[123].
1.3.2 Ruddlesden-Popper Phases
Before moving on to our discussion of LaFeO3 in more detail, it is worth mention-
ing an alternative class of materials that has been considered for IT-SOFC cathode
applications. Although related to conventional cubic perovskites discussed so far,
such as LaMnO3 and LaCoO3, Ruddlesden-Popper phases have a layered struc-
ture, made up of ABO3 layers sandwiched between AO rock salt layers, see Figure
1.6, giving a general formula of An+1BnO3n+1 where n refers to the order of the
Ruddlesden-Popper phase; n = 1, 2, 3, etc.
As with the related class of conventional perovskites discussed so far, Ruddlesden-
Popper materials offer the ability to fine tune properties such as conductiv-
ity and electrochemical properties through careful selection of the A- and B-
site cations.[124–135] A predominant reason for the interest in members of the
Ruddlesden-Popper series for IT-SOFC cathode applications is their ability to ac-
commodate both oxygen deficient and oxygen excess stoichiometries, for example
La2NiO4-δ and La2NiO4+δ , allowing oxygen ion migration to be mediated via ei-
ther vacancies or interstitials.[46, 124–135] It is the oxygen excess materials that
have gained the most interest for SOFC cathode applications, as they tend to have
a simpler structure - Ruddlesden-Popper materials need to be doped with divalent
cations to form a significant concentration of oxygen vacancies - and show very high
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Figure 1.6: The structure of Ruddlesden-Popper materials using La2NiO4, a first order
Ruddlesden-Popper material, as an example; LaNiO3 layers are sandwiched between two
LaO layers.
oxygen transport rates.[55, 136, 137] Of the oxygen excess Ruddlesden-Popper ma-
terials, it is those based on nickel that have been the main focus of research into this
class of materials for IT-SOFC applications, such as La2NiO4+δ .[41, 46, 55, 90]
Investigations into the nickelate family of Ruddlesden-Popper phases tend to fo-
cus on La and Pr as the A-site cations, as these materials display fast oxygen ion
conduction, good electrocatalytic properties and relatively low TECs.[46] La2NiO4
exhibits the tetragonal symmetry, seen in Figure 1.6, between 423 - 1073K, cover-
ing the temperature range for IT-SOFC applications. Skinner[138], using molec-
ular dynamics, found that oxygen diffusion in both La2NiO4 and Pr2NiO4 is
highly anisotropic, with almost all diffusion occurring in the a-b plane via an in-
terstitialcy mechanism,[139–142] where an interstitial oxygen displaces an oxy-
gen ion on a lattice site, causing the displaced ion to become an interstitial. The
diffusion coefficients calculated by Skinner matched well with reported experi-
mental values. The anisotropic diffusion of oxygen interstitials in Ruddlesden-
Popper materials has since been confirmed by a number of groups using both
computational[56, 140, 143, 144] and experimental techniques.[135, 136, 145–149]
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The migration of oxygen interstitials along the a-b plane is aided by the lattice
flexibility of these materials; i.e. cooperative tilting and un-tilting of the NiO6
octahedra.[56] This dependence on lattice flexibility causes a dependence of the
oxygen diffusivity on hyper-stoichiometry (oxygen excess). Initially diffusion in-
creases rapidly with δ , due to increasing concentrations of oxygen interstitials but
levels off, at around δ = 0.02 for Pr2NiO4+δ , due, it is suggested, to the increased
concentration of oxygen interstitials stiffening the lattice making it difficult of the
NiO6 octahdra to tilt.[56] Unfortunately, the nickelates, both La2NiO4 and Pr2NiO4,
have stability issues below 1000°C[62, 150–153] and have been observed as being
reactive towards common electrolyte materials, with Sayer et al.[154] reporting sig-
nificant activity between La2NiO4+δ and gadolinium doped ceria oxide (GDC) at
high temperatures (above 900°C), while Pr2NiO4+δ has been shown to react with
YSZ.[155] However, La2NiO4+δ is unreactive towards LSGM,[154] and using bar-
rier layers between electrode and electrolyte, to prevent reaction, has proved suc-
cessful in a number of cases.[156, 157]
Alternative n = 1 Ruddlesden-Popper based materials that have been considered
for IT-SOFC cathode applications include La2CoO4+δ ,[56] La2CuO4+δ ,[41] and
Pr2CuO4+δ .[90] All three can accommodate excess oxygen as interstitials and
have displayed fast oxygen migration via an interstitalcy mechanism along the a-
b plane, with limited mobility seen along the c-direction, as with the nickelate
material.[139–142, 158]
In addition to the n = 1 series of RP materials, higher order phases have also been
considered for IT-SOFC cathode applications.[124] La3Ni2O6.95 and La4Ni3O9.78
were shown to have higher electronic conductivities than La2NiO4, and display
long term stability and compatibility with common electrolytes.[124, 125, 159–162]
However, the mechanism of ionic transport is not as clearly understood as in the n =
1 materials; also, catalytic activity tends to be higher in materials with lower values
of n.[161]
The main issue with all Ruddlesden-Popper materials is their low electronic con-
ductivity particularly when compared to the conventional perovskites.[46, 90] So
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although Ruddlesden-Popper phases offer an interesting alternative for cathode ap-
plications, materials based on cubic perovskites, such as LSCF, currently display
higher performances and are therefore the focus of this work.
1.4 LaFeO3
LaFeO3 exhibits high stability in both oxidising and reducing atmospheres,[163,
164] while having reasonable ionic and electronic conductivities which can be im-
proved on doping. These properties make it of great interest for SOFC cathode
applications.
In this final section of the current chapter, we shall introduce LaFeO3, discuss its
crystal, electronic and magnetic structure and review previous work on LaFeO3-
based materials for SOFC applications.
The properties of LaFeO3 strongly depend on its defect chemistry, potential dopants
and surface chemistry. These three topics will be discussed in greater detail in
Chapters 4, 6 and 7; however, we shall briefly describe previous work in these areas
which have provided the basis for the work we have carried out.
1.4.1 Crystal Structure and Morphology
At low and ambient temperatures, LaFeO3 adopts the orthorhombic perovskite
form, with space group Pbnm (no. 62).[165] LaFeO3 goes through a phase tran-
sition from orthorhombic to rhombohedral, between 980 and 1005°C dependent on
stoichiometry, thermal history and dopant content,[166, 167] with a further phase
transition from rhombohedral to cubic observed in doped samples.[166]
Due to the orthorhombic structure of LaFeO3 at ambient conditions and the rhom-
bohedral phase transition occurring at temperatures higher than the desired tempera-
ture range for IT-SOFC applications, the orthorhombic structure is used throughout
our work. It is shown in Figure 1.7.
The orthorhombic perovskite structure is a distorted form of the cubic perovskite,
with neighbouring octahedra tilted in alternate directions, described in Glazer nota-
tion as a+b−b−.[168–170] The tilting of the octahedra leads to a larger unit cell and
inequivalent lattice parameters, listed in Table 1.2.
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Figure 1.7: Orthorhombic form of LaFeO3; lanthanum is shown in green, iron in gold
and oxygen in red. Labels, O1 and O2, to the right of the structure show the two oxygen
environments.
Table 1.2: Experimental[2] lattice parameters of orthorhombic LaFeO3.
Direction Lattice Parameter / A˚
a 5.553
b 5.563
c 7.862
Another structural feature caused by the tilting octahedra is a change in the six Fe-
O bond lengths away from uniformity into two groups: four equatorial Fe-O bonds
with a bond length of 2.019 A˚ while the two axial bonds have a bond length of
2.005 A˚.[165] The two different Fe-O bond lengths create two inequivalent oxygen
environments, referred to as O1 and O2 throughout this work. The O2 oxygen ions
are equatorial to Fe3+, while the O1 oxygen ions are axial, see Figure 1.7 where the
oxygen environments are labelled to the right of each structure.
1.4.2 Electronic and Magnetic Structure
Lanthanum and iron are both in 3+ charge states in LaFeO3, meaning iron has a
d5 electronic configuration. Iron in LaFeO3 is in an octahedral environment and
favours a high spin formation, so each t2g and eg d-orbital is occupied by a single
electron, leading to a maximum theoretical magnetic moment of 5 µB for each Fe3+
ion.
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Figure 1.8: The octahedral split and band filling for the d5 transition metal ion, Fe3+, where
eg and t2g are d-band orbitals and ∆oct is crystal field splitting energy, the energy difference
between the dz2 and dx2-y2 (the eg orbitals), and the dxy, dxz and dyz (the t2g orbitals).
There are a number of possible magnetic arrangements for the Fe3+ ions in the
LaFeO3 lattice: ferromagnetic (FM), in which the magnetic dipole of all Fe3+ ions
are aligned, and antiferromagnetic (AFM), where the magnetic moment of neigh-
bouring Fe3+ ions are opposed. The antiferromangetic arrangement has three sub-
categories; AFM-C, AFM-A and AFM-G which differ in the arrangement of neigh-
bouring spins. The four possible magnetic arrangements are shown in Figure 1.9.
Experimentally, the ground state magnetic arrangement of LaFeO3 is AFM-G,
where every Fe3+ ion is aligned in the opposite direction to all its neighbouring Fe3+
ions. The Ne´el temperature of LaFeO3 is roughly 450°C[166, 167, 171] so that at
IT-SOFC operating conditions LaFeO3 is likely to be paramagnetic. However, be-
cause the modelling methods employed in this work do not take entropic effects into
account, and does not include dynamic effects, we chose to model LaFeO3 using
AFM-G ordering of the Fe3+ ions, as opposed to paramagnetic ordering.
1.4.3 Defects in LaFeO3
Several key materials properties, including structure and conductivity, are depen-
dent on the material’s defect chemistry and an understanding of the defect properties
of a material is necessary to optimise them for specific applications.
Although doped LaFeO3 displays superior performance as a cathode material, com-
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Figure 1.9: Possible spin arrangements for Fe3+ in LaFeO3: Ferromagnetic (FM), and
antiferromagentic C, A and G (AFM-C. AFM-A and AFM-G respectively). AFM-G is the
experimental ground state spin arrangement in LaFeO3.
pared to the stoichiometric material, it is important to understand the defect chem-
istry of the stoichiometric material initially, before external dopants are introduced.
Having a complete picture of the intrinsic defects present in the system is essential
in understanding the effect of dopants on the properties of LaFeO3.
For such atomic scale insight, computational techniques are invaluable, as study-
ing particular point defects using experimental techniques is highly challenging. In
Chapter 4, we will investigate a range of point defects in LaFeO3, using two dif-
ferent computational methods, to establish the defects most likely to be present and
their relative concentrations. Here, an overview of previous studies on defects in
LaFeO3 will be given, including both computational and experimental work.
There are two predominant computational techniques that have been used to study
point defects in perovskite-type materials: interatomic potential-based methods[27,
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172–174] and density functional theory (DFT).[54, 119, 120, 123, 174–177]
Using interatomic potentials, Jones and Islam,[27] calculated the energies of iso-
lated point defects in orthorhombic LaFeO3 and presented them in terms of Frenkel
and Schottky disorder energies, see Chapter 4 Section 4.1.1. They found that
Frenkel disorder was highly unfavourable, in line with the expected difficulty of
forming interstitials in closely packed materials such as perovskites. The energies
of Schottky disorder, although lower, were also considered too high to contribute
significantly to the defect chemistry of stoichiometric LaFeO3, leading them to con-
clude that dopants were required for LaFeO3 to exhibit p-type conductivity.[27]
DFT studies of defects in LaFeO3 have focused mainly on oxygen vacancies rather
than considering a range of defects. Ritzmann et al.[175] investigated the formation
energies of oxygen vacancies in La1-xSrxFeO3 at increasing Sr content: x = 0, 0.25
and 0.5. They found that the formation energy of an oxygen vacancy was high in
LaFeO3 compared to the doped samples because the electrons released from the for-
mation of the oxygen vacancy localised on Fe3+, reducing it to Fe2+, whereas, in the
doped material, the electrons compensate holes introduced by strontium. Following
the work on La1-xSrxFeO3, they considered the effect of lanthanum vacancies on the
formation energies of oxygen vacancies in unsubstituted LaFeO3, after observing
that the computational reaction enthalpies for oxygen vacancy formation matched
well with experimental results whereas the predicted concentrations of oxygen va-
cancies did not.[54] They found that introducing a small number of lanthanum va-
cancies reduced the formation energy of oxygen vacancies significantly and they
argue that the holes created from a lanthanum vacancy compensate for the electrons
formed from an oxygen vacancy. They noted that the formation of an isolated lan-
thanum vacancy is high; 4.33 eV, but did not consider how lanthanum vacancies
would be incorporated into LaFeO3.
Experimentally, defect models have been proposed through investigations into
the electronic conductivity of LaFeO3 by Mizusaki et al.[48] and Wærnhus et
al.[49, 167] Mizusaki et al.[48] studied electronic conductivity and Seebeck co-
efficients under varying temperatures and oxygen partial pressures. They found that
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at the highest oxygen partial pressures, conductivity was independent of the par-
tial pressure, in the mid-range of partial pressures the conductivity decreased with
decreasing partial pressure and at the lowest range of partial pressures, conductiv-
ity increased with decreasing partial pressure. Combining these observations with
the Seebeck coefficient being positive at high partial pressures and negative at low
partial pressures (representing p-type and n-type conduction respectively) they con-
structed a defect model and conclude that n-type conductivity is caused by hopping
between Fe3+ and Fe2+, while p-type conduction is caused by hopping between Fe3+
and Fe4+. They proposed that the electronic properties of LaFeO3 may be effected
by lanthanum vacancies as well as oxygen vacancies. More recently, Wærnhus et
al.[49, 167] found a similar trend in electrical conductivity: n-type conductivity at
low oxygen partial pressures and p-type at high partial pressures, when investigat-
ing the electronic properties of La1-yFeO3 where y = -0.003, 0.0 and 0.003. The
conductivity was found to be independent of y, with secondary phases of La2O3
or Fe2O3 found in the non-stoichiometric samples, instead of the off-stoichiometry
introducing defects and therefore effecting the conductivity. Using their results
Wærnhus et al.[49, 167] proposed a defect model that identified Schottky defects
are being responsible for the p-type conductivity at high partial pressures, instead
of isolated lanthanum vacancies as suggested by Mizusaki.[48] In addition, whereas
Mizusaki et al.[48] identified lanthanum as being the cation vacancy aiding conduc-
tivity under high oxygen partial pressures, Wærnhus et al.[49, 167] suggested that
both lanthanum and iron vacancies could be present in LaFeO3 and therefore both
could be involved in controlling the conductivity.
The works of Jones,[27] Ritzmann,[54, 175] Mizusaki[48] and Wærnhus[49, 167]
have provided valuable insight into the defect chemistry of LaFeO3. However, the
lack of consideration of a full range of point defects and disorder schemes means we
do not have a complete picture of the defect chemistry of stoichiometric LaFeO3.
The aim of our work in this area is to consider a large range of point defect species
and disorder schemes in order to establish those which will be present under dif-
ferent operating conditions, their concentrations and their effect on conductivity.
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Doing so will provide a starting point for investigating the effects dopants have on
the concentration of these defects, and thus their effect on the conductivity regimes
which are vital for efficient SOFC cathode applications.
1.4.4 Doped-LaFeO3 Based Materials
A common method of increasing the ionic and electronic conductivity properties of
perovskite oxides, is to introduce dopants on either the A- or B-site. For LaFeO3
the most common example, as with LaCoO3, is substituting strontium on the A-site;
La1-xSrxFeO3 (LSF).
Doping LaFeO3 affects its structural, transport and electrical properties.[171, 178–
190] The introduction of Sr2+ increases both the ionic and electronic conductivity of
LaFeO3, by introducing oxygen vacancies and holes, the latter of which tend to lo-
calise on the Fe3+, forming Fe4+ ions.[55, 90, 175, 191] Unlike La1-xSrxCoO3, LSF
has shown improved compatibility with YSZ, both through its unreactivity towards
the electrolyte material, and by having a similar TEC,[55, 191, 192] suggesting
promising performance as an IT-SOFC cathode material.
The key factor in the performance of LSF is the strontium content. Increasing the
strontium content causes an increase in desirable properties such as ionic and elec-
tronic conductivity;[175] however, as the strontium content increases, LSF begins
to react with YSZ forming SrZrO3 and SrFe12O19, both of which are insulating
phases that will have a negative impact on cathode performance.[193] Increasing the
strontium content also increases the TEC, meaning increasing the strontium content
makes LSF materials less compatible with common electrolytes.[166] Therefore,
the choice of strontium content is a balance between suitable conductivity proper-
ties and long term fuel cell stability.
The prominent issue with LSF, is that using iron instead of cobalt as the B-site
cation has a negative impact on the ionic and electronic conductivity of the material
and lower ionic and electronic conductivities leads to lower activity as an IT-SOFC
cathode material and therefore lower efficiencies.[46, 194]
To address this issue, further doping strategies need to be considered, for example
doping on the B-site - in addition to, or instead of A-site doping - or by using
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alternative A-site dopants. In Chapter 6 we present our results on investigating
a range of A- and B-site dopants in LaFeO3 with the aim of assessing the most
appropriate for improving the properties of LaFeO3 for SOFC cathode applications.
Strategies for doping the A-site have focused on incorporating divalent alkali earth
metals, because their similar size to La3+ ions allows them to be easily incorporated
into the perovskite structure without causing strain on the system while the lower
valence of these dopant ions encourages the formation of charge compensating
species important for conductivity, namely oxygen vacancies and holes.[178–180]
Although most previous work on doping the A-site of LaFeO3 focuses on strontium,
some groups have considered calcium a viable alternative.[179, 180, 184, 195–197]
Hung et al.[197] demonstrated that calcium doped LaFeO3 has a similar electronic
conductivity to LSF, in agreement with Ortiz-Vitoriano et al.[184] who found no
significant difference in the electrochemical performance of La1-xSrxFe0.8Ni0.2O3-δ
when strontium was replaced with calcium. They concluded that calcium is the
optimum A-site dopant, of the alkali earths, as it is significantly cheaper than stron-
tium as well as having a similar electrochemical performance. However, Bidrawn
et al.[180] reported that calcium doped LaFeO3 has a lower ionic conductivity than
LSF and a higher activation energy for ionic transport meaning it will be less active
as a SOFC cathode material compared to La1-xSrxFeO3. Hung et al.[197] did not
consider the ionic conductivity of La1-xCaxFeO3-δ in their work and it is therefore
difficult to form a conclusion on the performance of calcium doped LaFeO3 com-
pared to strontium doped LaFeO3 for SOFC cathode applications. There is a clear
need for clarity on the subject of A-site dopants in LaFeO3 and our work uses a con-
sistent approach on a range of potential dopants to establish the most appropriate
dopant for the A-site.
Studies on B-site doped LaFeO3 have focused on divalent first row transition met-
als. Through the addition of divalent transition metals the magnetic properties and
electrical conductivity of LaFeO3 can be tuned along with the TEC and sintering
temperature.[178, 181–183, 185, 188, 198, 199] In common with the limited na-
ture of previous work on A-site dopants in LaFeO3, work on B-site dopants has
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predominantly focused on two dopants; cobalt and nickel. The addition of cobalt
to LaFeO3 increases both electronic and ionic conductivity.[182] The electronic
conductivity of LaFe1-xCoxO3 increases with increasing Co content as cobalt is
more reactive than iron and will more readily increase its valence state, facilitating
conductivity via electron ’hopping’,[187] while ionic conductivity increases due to
the more favourable formation energies of oxygen vacancies in cobalt-based per-
ovskites compared to iron-based perovskites.[183] These increases in conductivity
are expected, considering the high electronic and ionic conductivities of LaCoO3-
based materials. However, the instabilities associated with these materials are also
likely to be incorporated when cobalt is used as a dopant, including high TECs and
reactivity towards common electrolyte materials; therefore only small amounts of
cobalt are usually incorporated, to limit these drawbacks.[112]
Introducing nickel as a B-site dopant in LaFeO3 increases the mobility of charge
carriers, in turn increasing the conductivity of the material.[188] However, Coffey
et al.[185] found that when nickel was introduced as a B-site dopant in LSF, de-
spite increasing the electronic and ionic conductivity of the material, higher power
densities were found for the undoped material; to explain this observation, Coffey
suggested that nickel increased the number of active sites for the oxygen reduction
reaction, but decreased their activity.[185]
As demonstrated by the work by Coffey et al.,[185] the majority of previous work
on B-site dopants in LaFeO3 has been performed with the aim of improving or
tuning the properties of LSF,[185, 190] so there is limited data on the effect that
only doping on the B-site has on the properties of LaFeO3. In our work we consider
the effect of individual dopants on LaFeO3, in order to establish the optimum dopant
for each site independently, providing a foundation on which work on double doping
LaFeO3 can be built.
Computational studies on both A- and B-site doped LaFeO3 are limited and tend to
focus on dopant concentration without first considering the most appropriate dopant
for this system.[175, 179] Work that has examined a range of dopants has generally
been carried out using interatomic potential-based methods.[27] However, using
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these approaches to model transition metal ions accurately can pose challenges es-
pecially when considering both electronic and point defect charge compensation
of the dopant site. Therefore, in our work we employ both interatomic potential
techniques and DFT to study A- and B-site dopants in LaFeO3, considering their
energies of incorporation and the charge compensating species that are favourably
produced. These two parameters will help establish the most favourable dopant for
each site and the effect of these dopants on the conductivity of LaFeO3.
1.4.5 Surface Studies on LaFeO3
Another important consideration when assessing the suitability of a material for
solid oxide fuel cell cathode applications is its surface chemistry and an analysis of
potential surface structures of LaFeO3 and their defect chemistry will form the final
section of this thesis.
At the surface of a MIEC cathode material, oxygen is adsorped and reduced before
migrating through the cathode to the electrolyte. This process is highly dependent
on the surface termination, structure, composition, and the defects (if any) that are
present. Studying surfaces, particularly the defect chemistry of surfaces, exper-
imentally can be challenging, and therefore computational techniques can provide
an invaluable insight in this area of research. In the following section, previous work
on LaFeO3 surfaces, along with surface studies of related perovskite type materials,
will be discussed.
Both interatomic potentials,[72] and DFT-based techniques have been used to study
perovskite surfaces,[200–207] although based on the difficulties interatomic poten-
tials can encounter dealing with transition metals, and their importance in catalytic
processes at the surface, DFT is most widely used.
Read et al.[72] studied surface properties of cubic LaCoO3 using interatomic po-
tentials and found that, of the low index surfaces, the (110) and (100) will be most
prominent in the surface morphology of LaCoO3 and that oxygen defects and stron-
tium dopants are likely to segregate to the surface, as the formation energy of these
defects on the surface is lower than in the bulk. These conclusions are in agree-
ment with DFT studies which suggest that the (001) surface is the most stable in
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lanthanum based perovskite oxides,[200, 208, 209] as the work by Read et al.[72]
considered the cubic form of LaCoO3 the (100) and (001) surfaces would be equiv-
alent. In addition, DFT was employed to study the surfaces of LaBO3, where B
= Mn, Fe, Co or Ni,[92, 200] and also found that defect formation energies are
lower on the surface of perovskite materials compared to the bulk, in line with the
conclusions of Read et al.[72]
However, the work by Read et al.[72] used the same interatomic potentials in both
the bulk and surface calculations performed, which was done to be consistent and
allow comparison, but which assumes the charge on the ions and their polarisability
do not change when going from the bulk to the surface, which could lead to errors
when considering defects.
As mentioned, the (001) surface is considered the most stable surface of perovskite
oxides and therefore the majority of DFT surface studies focus on this surface, con-
sidering the defect chemistry of the (001) surface, and their impact on the oxygen re-
duction reaction.[200–202, 209] Lee et al.[200] studied the (001) surface of LaBO3
perovskites, where B = Mn, Fe, Co or Ni, and found that oxygen vacancies are more
stable on the (001) surfaces compared to the bulk. They calculated oxygen vacancy
formation energies for both the BO2 and LaO terminated (001) surfaces, and con-
cluded that the LaO terminated surface is probably catalytically inactive, as it con-
sistently exhibited higher formation energies compared to the BO2 termination; the
same conclusion was found in studies of LSM (001) surfaces.[92, 206, 207] Con-
trary to this conclusion, recent work by Kizaki et al.[203] on LaFeO3 and Akbay et
al.[210] on La2NiO4 found that the LaO terminated (001) surfaces could be catalyt-
ically active. Kizaki suggested that this activity was due to hybridisation between
the adsorbed species and the transition metal in the sub surface layer,[203] while
Akbay concluded that the enhanced electronic configuration of the La sites adja-
cent to the surface species were responsible for the observed catalytic activity.[210]
In addition, work on LSM suggests that strontium doping can lead to a stabilisa-
tion of the LaO terminated (001) due to the segregation of strontium ions to this
surface.[204, 205, 211, 212] We will, therefore, consider both the FeO2 and LaO
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terminated (001) surfaces of LaFeO3 in our work, as both may be of catalytic im-
portance.
Studying surfaces, using DFT, can be highly demanding computationally. The ma-
jority of investigations utilise the slab model,[200–203] in which a supercell of the
bulk structure is cleaved along an appropriate plane - depending on the desired sur-
face - and a vacuum inserted, creating two surfaces either side of the vacuum. When
using the slab model, the accuracy depends on the number of layers in the slab as
well as the surface area of the top layer. There must be enough layers in the slab to
encompass both surface and bulk layers, while the surface area of the top layer is
particularly important when considering defects as it must be large enough to avoid
strong interactions between defects in periodically repeated supercells. A further
consideration is surface polarity: if there is a net dipole in the slab, the Coulombic
energy is divergent. To aid investigations of ionic surfaces, Tasker[1] outlined the
cause of the energy divergence and defined three types of surface: type I, type II
and type III. In type I surface slabs, each layer has a stoichiometric ratio of cations
and anions so that each layer has no net dipole and the slab will have a zero net
dipole. Type II slabs have layers that have a net charge themselves, but the layers
are arranged so that the net charges will cancel in the repeating cell unit, leaving
a zero net dipole in the final slab. Type III slabs again have layers that have a net
charge, with the repeating unit having a non-zero dipole leading to a dipole perpen-
dicular to the surface when the cell is cleaved between any of the layers, Figure 1.10
shows a visual representation of types I to III. The (001) surface of LaFeO3, along
with similar low index surfaces in related perovskites, is a type III surface and the
dipole must be cancelled in order to model these surfaces, this is achieved through
reconstruction.
There is limited previous work focusing on LaFeO3 surfaces in the context of SOFC
cathode applications and those that are present use small numbers of layers and do
not account for the surface polarity, reporting results for non-reconstructed polar
surfaces.[203] Our work on the (001) surface of LaFeO3 considers the FeO2 and
LaO terminated surfaces, with both reconstructed to correct for the polarity present.
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Figure 1.10: A visual representation of the types of surfaces defined by Tasker[1]; type I is
demonstrated by the (001) surface of MgO, type II by the (001) surface of CaF2 and type
III by the (001) surface of LaFeO3.
We will consider the defects important for cathode applications and compare their
formation energies on both surface terminations and with the bulk material.
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1.5 Concluding Remarks
In this introduction, the motivation behind our work has been outlined along with
a detailed discussion regarding solid oxide fuel cells, their main component parts
and the materials of interest for each. Focusing on the cathode, the predominant
materials that are currently the subject of a large amount of research have been
introduced, including LaCoO3-based materials, BSCF, LSCF and La2NiO4 with
the benefits and drawbacks of each material discussed. The final section introduced
the material which is the focus of the rest of this thesis: LaFeO3, with accounts of
previous work on the areas of defect chemistry, doped LaFeO3 materials and surface
chemistry.
In the next chapter, the theory behind the computational techniques used in this
work will be presented, followed by the specific details of the parameters used in
these techniques. Chapters 4 to 7 cover our results on defect chemistry, oxide ion
migrations, dopants and surface chemistry respectively before summarising the re-
sults of this thesis in Chapter 8.
Chapter 2
Theory: Modelling Solid State
Systems
2.1 Introduction
Computational modelling is a powerful tool for studying materials and their proper-
ties. Modelling methods can be used to understand atomic level processes, control-
ling properties such as electrical conductivity, reactivity and degradation, many of
which are dependent on defect structures. Modelling can also be applied to predict-
ing such properties, making it invaluable in the search for new functional materials.
For defects in solid state systems, on which a significant amount of the following
work is focused, computational modelling is a particularly useful tool as studying
defects experimentally is complex - both for performing the experiments themselves
and analysing the results afterwards - and needs input from computational models.
Analysis and interpretation of experimental data in particular can be aided by com-
putational methods, further demonstrating why these techniques are so invaluable
in this area of research.
In the following chapter, density functional theory (DFT) and interatomic potential-
based modelling will be outlined in appropriate detail for the work that follows in
the subsequent chapters. We also discuss how these theories are implemented in the
modelling programs used in the appropriate sections. First we will introduce the
basic mathematical functions employed in the theory on which computational mod-
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elling is based, before covering how solid state materials are defined in the context
of molecular modelling. Section 2.3 will cover the background and development of
DFT, starting by outlining quantum mechanical principles and Hartree-Fock theory,
leading on to the formulation of DFT. The theory behind interatomic potential (IP)-
based calculations will then be covered and the final section will discuss methods
for modelling defects under the two levels of theory.
2.1.1 Mathematical Concepts
Knowledge of a number of mathematical concepts is required when discussing the
theoretical background of the modelling methods used to study solid state systems.
Here I will briefly introduce these concepts for reference when they are discussed
later in the chapter.
Functions and Functionals
A function acts on an input to give an output, and therefore can be defined as the
relationship between two, or more, variables. Functions are commonly denoted
with an f and the input provided in brackets:
f (x) = ..... (2.1)
A functional is often referred to as a function of a function, meaning that the input
variable of a functional is another function (or functions):
f [ f (x)] = ..... (2.2)
Taylor Series
The Taylor Series is a series expansion that is particularly useful for approximating
functions. A function, f(x), can expanded about a point, e.g. x0, such that:
f (x0+ x) = f (x0)+
x
1!
f ′(x0)+
x2
2!
f ′′(x0)+
x3
3!
f ′′′(x0)...+
xn
n!
f n(x0) (2.3)
When x0 = 0 the expansion is known as a Maclaurin series. A function can be ex-
pressed in this manner if it is continuous and single valued with continuous deriva-
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tives.
Lagrange Multipliers
Lagrange Multiples are used to find stationary points of functions, subject to a set
of constraints. If a function, f(x, y), is subject to the constraint g(x, y) = 0 then the
stationary point can be found. We start by finding the derivative of f :
d f =
∂ f
∂x
dx+
∂ f
∂y
dy= 0 (2.4)
We add to this term the derivative of the constraint g(x,y) multiplied by a parameter
λ , known as the Lagrange multiplier, to give:
(
∂ f
∂x
+λ
∂g
∂x
)
dx+
(
∂ f
∂y
+λ
∂g
∂y
)
dy= 0 (2.5)
By setting each of the terms in the bracket to zero, a set of simultaneous equations
is obtained that provide a value for λ in terms of x and y. When this is combined
with the original constraint equation, g(x, y), a stationary point can be identified.
Fourier Series
A periodic function, e.g. x(t), with a period τ (i.e x(t) = x(t+τ)) can be written as
a sum of sine and cosine functions, known as a Fourier series, in order to make
mathematical manipulation of that function easier:
x(t) = a0+∑
n=1
(an cosnω0t+bn sinnω0t) (2.6)
Where ω0 = 2pi/τ .
If we are considering coefficients that are complex numbers, the Fourier series can
be written as
x(t) =
+∞
∑
−∞
cneinω0t (2.7)
where einω0t is
einω0t = cos
npit
τ
+ isin
npit
τ
(2.8)
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and cn is expressed as
cn =
1
τ
∫ τ/2
−τ/2
x(t)einω0tdt (2.9)
This definition makes use of the following relationships
sinω0t = [eiω0t− e−iω0t ]/2i (2.10)
cosω0t = [eiω0t+ e−iω0t ]/2 (2.11)
While the Fourier series represents a function that is periodic, the Fourier transform
is used when a function is not periodic, or when a periodic function is infinite. The
second Fourier series formalism outlined above (equations 2.7 to 2.9) is best used
for functions which are non-periodic.
2.2 Defining Solid State Systems
When modelling solid state systems, two structures need to be defined: the unit cell
in real space and the Wigner-Seitz cell[213, 214] in reciprocal space. The unit cell
is defined by the lattice parameters a, b and c, and the angles between them: α , β
and γ . Repeating the unit cell infinitely in the directions of each lattice parameter
creates the crystal structure. Reciprocal space is similarly produced from a series of
Wigner-Seitz cells,[213, 214] a single Wigner-Seitz cell is often referred to as the
first Brillouin zone, and we shall use this term throughout the chapter.
A vector within the reciprocal lattice can be represented as:
G = na$+mb$+ c$ = 2pina∗+2pimb∗+2pic∗ (2.12)
The function eiG•r varies with the same periodicity as the real space lattice, there-
fore, if a function is written as a Fourier series of eiG•r, the resulting Fourier series
will have the same periodicity as the real lattice. This property of the reciprocal lat-
tice vectors is important when considering plane waves, which will be introduced
in Section 2.3.5.
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2.3 Quantum Mechanics
Quantum mechanics is employed to represent the electrons of a system explicitly,
and to determine properties that depend on the electronic distribution.[215] In quan-
tum mechanics, all particles, including electrons, behave like waves, and wave func-
tions (denoted ψ or Ψ) are used to describe the behaviour of these waves. From the
wave function we are able to deduce various properties, so to deduce information
about a system containing multiple ions or atoms, we need its many body wave
function. There are two widely used approaches to quantum mechanics: one based
on Hartree-Fock methods and the other based on density functional theory (DFT).
In Hartree-Fock based methods, the many body wave function is constructed from
single particle wave functions, whereas in density functional theory, single particle
wave functions are used to build the charge density of the system, which is used
instead of the many body wave function to describe the system.
In this section we will outline the theory behind both quantum mechanic approaches
and how they are implemented in a practical sense. We will begin by covering the
general features of quantum mechanics before moving on to Hartree-Fock theory
followed by DFT. The quantum mechanics calculations performed in this work will
use a DFT-based approach.
2.3.1 The Schro¨dinger Equation and its Solutions for Many-
Particle Systems
A natural place to begin our discussion on quantum mechanics is with the time-
independent Schro¨dinger equation, which links the energy of a particle in a station-
ary state, E, to its wave function, Ψ(r):[216, 217]
{
− h¯
2
2m
52+V
}
Ψ(r) = EΨ(r) (2.13)
This formulation of the Schro¨dinger equation represents a three dimensional
system,[25] where52 represents:
52 = ∂
2
∂x2
+
∂ 2
∂y2
+
∂ 2
∂ z2
(2.14)
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The Schro¨dinger equation is often shown in an abbreviated, more general, form
where the left hand side of equation 2.13 is represented by the Hamiltonian operator,
Hˆ:
HˆΨ(r) = EΨ(r) (2.15)
To solve this equation, an eigenfunction must be found, i.e. a function that, when
operated on by the Hamiltonian, gives the same value as the wave function multi-
plied by the energy. However, the Schro¨dinger equation can only be solved exactly
for a small number of cases, an important example being the free electron. There-
fore the majority of solutions calculated for systems with more than one electron, or
particle, are only approximations to the exact solution, and the task becomes find-
ing the most accurate solution possible, by finding an accurate representation of the
many body wave function.
An important assumption to note here is the Born-Oppenheimer approximation[218]
which forms the basis of any molecular modelling tool.[25] This approximation
refers to the assumption that the motions of the electrons can be considered sepa-
rately from the motions of the nuclei - the nuclei move so slowly compared to elec-
trons that their motions can be considered as fixed. Under the Born-Oppenheimer
approximation the nuclei of a system are treated as being in fixed positions with the
electrons moving in the electric field caused by the presence of the nuclei
Ψsystem(r,R) =Ψelectrons(r,R)Ψnuclei(R) (2.16)
where r and R are the positions of the electrons and nuclei respectively. A con-
stant term accounts for the energy of the nuclei and the Schro¨dinger equation is
subsequently only solved for the wave functions of the electrons, Ψelectrons(r,R).
An additional consideration is electron spin: an electron can have one of two spin
values - up or down, which means that a wave function that describes an electron
needs to be a function of both its position, r, and its spin state, σ ; ψ(r, σ ) abbrevi-
ated as ψ(x1). The Pauli exclusion principle[219] states that you can not have more
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than one electron in a space-spin state. Consequently, the overall wave function
should be anti-symmetric in terms of electron coordinates, i.e. the overall sign of
the wave function should change on swapping the coordinates of two electrons.
This leads to the following representation of the many-electron wave function
ψ(x1,x2,x3, ....xN) =C∑
P
(−1)PPˆψa(x1)ψb(x2)ψc(x3)......ψn(xN) (2.17)
Here C is a normalisation factor, and Pˆ is an operator that permutes the variables x1
to xN, and the sum is taken of all permutations.
2.3.2 Hartree-Fock Methods
The Hartree-Fock (HF) method is based on the assumption that the N electrons
in the system are independent particles, occupying single electron spin orbitals
(molecular orbitals ψx(r)) with single electron wave functions. The molecular or-
bitals are constructed by combining together atomic orbitals; φx(r). Therefore, the
initial guess at the many body wave function, ΨT, is a product of single electron
wave functions from each molecular orbital:[25]
ΨT (x1,x2,x3, ....xN) =C∑
P
(−1)PPˆψαa (x1)ψβa (x2)ψαb (x3)ψβb (x4)......ψβn (xN)
(2.18)
where α and β represent the spin of the electron. The expectation value of the total
energy is:
< H >=<ΨT |Hˆ|ΨT > (2.19)
The Hartree-Fock method is variational and therefore obeys the variational prin-
ciple, which states that the expectation value of the Hamiltonian, the energy of the
system, calculated using an arbitrarily chosen wave function, will be higher than the
true ground state energy. The energy of a system is minimised, to the best approxi-
mation of the ground state, by minimising the expectation value with respect to the
parameters of the wave function. How close this process gets to the true ground
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state is dependent on the approximation being used. In the case of Hartree-Fock,
this means minimising the single electron orbitals.
Hartree-Fock theory works on the assumption that the N electrons, in the system
of interest, are uncorrelated, which has an effect on the Schro¨dinger equation. The
modified set of equations, which the Hartree-Fock wave functions must satisfy are
known as the Hartree-Fock equations.
The total energy of the system is calculated based on individual molecular orbitals;
ψm:[25, 220–222]
f1ψm(x1) = εmψm(x1) (2.20)
where f1 is the Fock operator:
f1 =
1
2
521−
M
∑
A=1
ZA
r1A
+νHF(x1) (2.21)
The first part of equation 2.21 is the expression for the core Hamiltonian, corre-
sponding to the motion of a single electron in the field of M nuclei,[215] while
νHF(x1) is the Hartree-Fock potential which is made up of two electron interaction
potentials; the Coulomb operator, J, and the exchange operator; K.
νHF(x1) =∑
b
2Jb(x1)−Kb(x1) (2.22)
Jb(x1)ψa(x1) =
[∫
|ψb(x2)|2 1r12dx2
]
ψa(x1) (2.23)
Kb(x1)ψa(x1) =
[∫
ψ∗b (x2)ψa(x2)
1
r12
dx2
]
ψb(x1) (2.24)
These equations can then be used to find the ground state energy and wave functions
of a system. This is generally done by writing the Fock operator as a matrix, making
the equations easier to solve. The molecular orbitals used above are expanded into
atomic orbitals, making the eigenvalue equation:
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FµνCiν = εiSµνCiν (2.25)
where
Fµν =
∫
φµ(x1) f (x1)φν(x1)dx1 (2.26)
Sµν =
∫
φµ(x1)φν(x1)dx1 (2.27)
where Ciν are coefficients of the expansion of the molecular orbitals to atomic or-
bitals; φ .
The ground state energy and wave function must then be found self-consistently as
the equations for calculating the molecular orbitals, depend on the molecular or-
bitals themselves; the Hartree-Fock equations are solved for an initial set of molec-
ular orbitals, which provides a new set of molecular orbitals which are then used in
the Hartree-Fock equations. This process repeats until the ground state energy and
wave function produced in consecutive cycles are consistent, to within a given set
of criteria.
The Hartree-Fock approximation is a mean-field method; the potential for an elec-
tron comes from the mean (average) field of the other electrons. However, the
Coulomb potential calculated for a molecular orbital, equation 2.23, contains the
self interaction of the electron in the molecular orbital in question. This is corrected
by exact cancellation from the exchange operator meaning the HF approximation is
free of self-interaction error. This feature will be important when discussing density
functional theory.
The Hartree-Fock approximation has been used widely, but the simplifications in-
volved make it inaccurate. Subsequently, additional methods have been developed,
based on Hartree-Fock, that model realistic systems with increased accuracy.
2.3.2.1 Post Hartree-Fock
The most significant problem with using Hartree-Fock, is that it fails to describe
electron correlation adequately. In Hartree-Fock theory, the electrons are assumed
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to be moving in an average potential of other electrons, i.e. the position of each
electron is not influenced by neighbouring electrons. In real systems, electrons tend
to correlate so as to avoid each each other, meaning their motions are correlated.
Neglecting the correlation effects of a system causes the Hartree-Fock energy to be
inaccurate, which has a knock on effect on properties such as binding energies.
Methods that include the electron correlation energy (defined as the difference be-
tween the exact energy and the Hartree-Fock energy) or approximations to this en-
ergy, are known as Post Hartree-Fock methods.[220] Popular methods, including
Many-Body Perturbation (MP) Theory and Configuration Interaction (CI), involve
the addition of higher order wave functions onto the Hartree-Fock wave functions.
Although these methods offer the ability to improve, systematically, the ground state
energy calculated, making it closer to the exact energy of the system due to the vari-
ational principle, they come at a computational cost that scales rapidly with system
size.[220] Perturbation methods, such as MP theory, also rely on the Hartree-Fock
energy being an accurate initial approximation to the exact energy, thus they are
ineffective in areas where Hartree-Fock fails.
Therefore, the accurate modelling of systems using Hartree-Fock based methods for
periodic systems, containing hundreds of atoms, is largely impractical. An alterna-
tive approach has been developed, which is able to reduce the computational cost of
electronic structure calculations by avoiding the use of a many body wave function
and is now a commonplace method for studying large systems: Density Functional
Theory.
2.3.3 Density Functional Theory
Whereas ab initio methods discussed thus far are concerned with finding an approx-
imation to the full N electron wave function in order to establish the total energy of
a system, when implementing Density Functional Theory (DFT) only the electron
density is used to establish the total electronic energy of a system of electrons in the
external field of the systems nuclei.
The relationship between electron density and total electronic energy was first in-
troduced by Thomas and Fermi in the Thomas-Fermi model.[223–225] They as-
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sumed that the electrons form a gas, satisfying Fermi statistics, and used a classical
Coulomb potential to determine the electron-electron interactions. The kinetic en-
ergy was described by a local density approximation; the contribution from point
r is determined from the kinetic energy of the homogeneous electron gas with the
same density as the system at point r. However, there are some severe problems
with the Thomas-Fermi model. Firstly, the charge density decays at a rate of r-6 in-
stead of exponentially as it should, causing the outer regions of atoms to be poorly
described. Secondly, in the majority of cases, its application does not result in the
binding of atoms or ions to form molecules[226] and therefore cannot be applied to
any chemical problem.
The Thomas-Fermi model was built on by Dirac[227] who outlined the necessity
of including exchange in the model, which involved modifying the equations out-
lined in Hartree-Fock theory to define the energy in terms of a density functional
as opposed to single-determinant many-electron wave functions. The modification
effectively added a correction term to the energy produced by the Thomas-Fermi
model, by including the exchange energy for a homogeneous electron gas, previ-
ously derived by Bloch.[228]
However, it was not until 30 years later that DFT started to gain ground as a suit-
able approximation for ground state electronic structure calculations, catalysed by
Hohenberg and Kohn.[229] They demonstrated that the ground state energy was
uniquely defined by the electron density, through determining that the external po-
tential, υ(r), had a 1:1 relationship with the ground state wave function and there-
fore, there was a 1:1 relationship between the ground state wave function and the
ground state electron density; ρ(r).
ρ(r) = N
∫
Ψ∗(r,r2, ....rn)Ψ(r,r2, ....rn)dr2....drN (2.28)
Making the energy of the system a functional of ρ(r), and the energy functional can
be defined as:
E[ρ(r)] =
∫
Vext(r)ρ(r)dr+F [ρ(r)] (2.29)
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The first term represents the interaction between the electrons and an external po-
tential, Vext(r), which usually represents the nuclei in the system. The second term,
F [ρ(r)], is the sum of the expectation values of both the kinetic energy of all the
electrons in the system, T, and the interelectronic interactions, Vee:
F [ρ(r)] =<Ψn|T +Vee|Ψn > (2.30)
Hohenberg and Kohn showed that the energy functional, E[ρ(r)], satisfies a varia-
tional principle such that:
EGS = minE[ρ(r)] (2.31)
Therefore the ground state energy can be determined by minimising E[ρ(r)] over
all non-degenerate densities that can be derived from the ground state of an external
potential. To minimise the energy, with respect to the electron density, ρ(r), we
introduce a constraint; that the number of electrons, N, in the system is fixed:
N =
∫
ρ(r)dr (2.32)
This constraint is introduced as a Lagrange multiplier, -µ
δ
δρ(r)
[
E[ρ(r)]−µ
∫
ρ(r)dr
]
= 0 (2.33)
and therefore,
µ =
(
δE[ρ(r)]
δρ(r)
)
Vext
(2.34)
where the subscript Vext indicates that equation 2.34 is under constant external po-
tential conditions, i.e. the nuclei in the system are fixed.
Equations 2.28 to 2.34 make up the Hohenberg-Kohn theorem, but these equations
cannot be solved in practical terms as an exact value of F[ρ(r)] is unknown and
therefore we cannot solve equation 2.29 to get the total electronic energy of the
system.
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The next step in the development of DFT came when Kohn and Sham,[230] pro-
posed an approximation for F [ρ(r)] by splitting it into three contributing terms;
F [ρ(r)] = EKE [ρ(r)dr]+EH [ρ(r)dr]+EXC[ρ(r)dr] (2.35)
EKE is the kinetic energy, EH is the Hartree electrostatic energy and EXC is the
exchange and correlation contributions to the energy.
Under Kohn and Sham’s[230] approximation the kinetic energy is defined as the
kinetic energy of a system of N non-interacting electrons with the same electron
density as the real, interacting system
EKE [ρ(r)] =
N
∑
i=1
∫
ψi(r)
(
−5
2
2
)
ψi(r)dr (2.36)
The Hartree electrostatic energy is the sum of the Coulomb interactions between
all possible pairs of electrons, represented as a classical interaction between two
charge densities
EH [ρ(r)] =
1
2
∫ ∫ ρ(r1)ρ(r2)
|r1r2| d(r1)d(r2) (2.37)
Finally, the exchange and correlation contributions are defined as the part of the en-
ergy not accounted for by the above two terms, or by the interaction of the electons
with the external potential, Vext(r)ρ(r)dr.
These definitions give the following expression for the energy of a system of N
electrons:
E[ρ(r)] =
N
∑
i=1
∫
ψi(r)
(
−5
2
2
)
ψi(r)dr+
1
2
∫ ∫ ρ(r1)ρ(r2)
|r1r2| d(r1)d(r2)
+EXC[ρ(r)]−
M
∑
A=1
∫ ZA
|r−RA|ρ(r)d(r)
(2.38)
All terms in equation 2.38 can be evaluated exactly, except the exchange correlation
energy. Therefore, this expression acts to define the exchange-correlation energy
function, EXC[ρ(r)], demonstrating that it contains, in addition to the exchange and
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correlation contributions to the energy, a contribution from the difference between
the true kinetic energy and the EKE[ρ(r)], which under this approximation, is the
kinetic energy of a system of non-interacting electrons.
In addition to defining the energy of the system in this manner, Kohn and Sham also
introduced a definition of the electron density in terms of one electron, orthonormal
orbitals, known as Kohn-Sham orbitals:
ρ(r) =
N
∑
i=1
|ψi(r)|2 (2.39)
which, after the application of the appropriate variational condition, result in the
one electron Kohn-Sham equations
{
−5
2
1
2
−
(
M
∑
A=1
ZA
r1A
)
+
∫ ρ(r2)
r12
dr2+VXC[r1]
}
ψi(r1) = εiψi(r1) (2.40)
Here the external potential has been written in a form to show the interaction with
M nuclei, where ε i are the orbital energies and VXC is known as the exchange cor-
relation functional, with its relation to the exchange-correlation energy defined as:
VXC[r] =
(
δEXC[ρ(r)]
δρ(r)
)
(2.41)
These expressions are then used to calculate the total electronic energy using equa-
tion 2.38. The energy is calculated using a self consistent approach, in which an
initial guess of the electron density is used to establish a set of orbital energies,
which are then used to calculate an improved electron density which is then used
to establish a new set of improved orbital energies - this cycle will continue until
convergence is reached.
2.3.3.1 Spin-Polarised DFT
Spin-polarised DFT was developed to model systems containing unpaired elec-
trons. Local spin density functional theory (LSDFT)[230] is an extension of DFT
in which both the electron density and spin density are included in the energy
calculation.[215] Spin density is defined as the difference between the densities
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of spin up electrons and spin down electrons
σ(r) = ρ↑(r)−ρ↓(r) (2.42)
The total electron density is then the sum of the densities from both spin up and
spin down electrons. The exchange correlation function is usually different for
the spin up and spin down cases: we therefore get a set of spin-polarised Kohn-
Sham equations, one for each spin. Equation 2.43 shows the general form of both
equations, where σ represents either α (spin up) or β (spin down) electrons.
{
−5
2
1
2
−
(
M
∑
A=1
ZA
r1A
)
+
∫ ρ(r2)
r12
dr2+VXC[r1,σ ]
}
ψσi (r1) = ε
σ
i ψ
σ
i (r1) (2.43)
2.3.3.2 The Exchange-Correlation Functional
The performance of DFT is reliant on the exchange-correlation functional, VXC, as
all other terms in the total energy expression are well defined. The choice of ap-
proximation used for this functional is dependent on the material in question and
the properties of interest. Below we outline two different approximations; the local
density approximation (LDA) and the generalised gradient approximation (GGA).
Methods have also been developed to treat the exchange-correlation functional us-
ing the local parts of DFT (e.g. a LDA or GGA functional) combined with non-local
quantum mechanical techniques (e.g. Hartree-Fock); this technique, known as Hy-
brid DFT, will also be outlined briefly in this section.
Local Density Approximation
The local density approximation (LDA) is the simplest approach to approximating
the exchange-correlation functional, proposed by Kohn and Sham[230] when out-
lining their approximation for E[ρ(r)]. The approximation is based on the uniform
electron gas model in which the electron density is constant throughout all space,
which allows the exchange-correlation energy to be evaluated by integrating over
all space.
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ELDAXC [ρ(r)] =
∫
ρ(r)εXC(ρ(r))dr (2.44)
where εXC is the exchange correlation energy per electron as a function of the elec-
tron density of the uniform electron gas, for which there are very accurate formulas
determined by Monte Carlo simulations[231] and conveniently parametrised.[232]
It is assumed that the exchange correlation energy of the uniform electron gas, in
which the electron density does not depend on position, can be applied to a non-
uniform system where the electron density does depend on position.
The exchange correlation functional is obtained by differentiating equation 2.44
with respect to the electron density:
V LDAXC [r] = ρ(r)
δεXC(ρ(r))
δρ(r)
+ εXC(ρ(r)) (2.45)
At each point r, in a system with electron density ρ(r), the values of εXC(ρ(r)) and
VXC[ρ(r)] have the same value as if point r were in a uniform electron gas. As the
value of εXC is known accurately for all densities of interest, it can be expressed in
an analytical form and solved computationally. It is usual practice to split εXC(ρ(r))
into its exchange contribution and correlation contribution and consider these sep-
arately. There are a number of different ways to calculate these contributions, and
the method implemented depends on the modelling package and the basis set. For
solid state systems, plane waves are often used, as opposed to localised atomic basis
sets which are common in molecular systems. Plane waves will be covered in more
detail later in Section 2.3.5.
It is possible to generalise equation 2.44 for spin-polarised systems, leading to a
local spin density approximation (LSDA):[233, 234]
ELSDAXC [ρ(r)] =
∫
ρ(r)εXC(ρ↑(r),ρ↓(r))dr (2.46)
where εXC(ρ↑(r),ρ↓(r)) is the exchange correlation energy per particle of a homo-
geneous, spin-polarised electron gas, where ρ↑ and ρ↓ refer to spin up and spin
down densities, within the homogeneous electron gas, respectively.[233]
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LDA has been found to perform well for a wide range of materials and problems.
In the context of solid state modelling, it is able to reproduce lattice constants rea-
sonably well, however it fails when studying energetic properties - due to electron
densities generally being strongly inhomogeneous in real materials. Therefore, al-
ternative methods for calculating the exchange correlation functional have been de-
veloped, including the generalised gradient approximation.
Generalised Gradient Approximation
Due to the inhomogeneity of electron density in a real system, it was proposed that
the exchange correlation energy should depend on both electron density, ρ , and the
gradient of the density,5ρ , at each point in space.
EGGAXC [ρ(r)] =
∫
f (ρ,5ρ) (2.47)
where f is a parameterised analytical function. The exchange-correlation functional
is split and the exchange functional and correlation functional treated separately, as
different variations with density are observed for each functional,
EXC = EX [ρ,5ρ]+EC[ρ,5ρ] (2.48)
The form each of these functionals will take depends on the type of GGA being
used, which will differ by the approximations and assumptions used by the authors
when developing it. One of the first GGAs was proposed by Langreth and Mehl
[235, 236] which took the form:
EXC = (ERPALDA)
XC+a
∫
[5ρ(r)]2
[ρ(r)]4/3
(2e−F − 7
9
)d3r (2.49)
where
F = b
|5ρ(r)|
[ρ(r)]7/6
(2.50)
and a and b are constants. As equation 2.49 shows, the gradient approximation is
treated as a correction to the exchange-correlation functional of LDA. Langreth and
Mehl used the exchange-correlation functional from the random phase approxima-
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tion (RPA) of LDA, noting that it was not appropriate to use any other LDA EXC as
the generalised gradient approximation correction was derived based on this form
of LDA and therefore a large amount cancellation between the two terms would be
lost if an alternative form was used.[236]
There were a number of issues with the GGA proposed by Langreth and Mehl, the
most problematic being the behaviour of the exchange potential which fails to re-
produce the asymptotic behaviour of the exchange energy density with 1/r, making
the approximation difficult to implement. Therefore, a number of adaptations were
developed, including those by Becke [237] and Perdew and Wang[238–242]. The
GGAs considered in the following work are PBE[243] and PBEsol.[244]
PBE and PBEsol The functional of Perdew-Burke-Ernzerhof (PBE)[243] was de-
veloped as a simple GGA with all parameters in the GGA correction (i.e. all param-
eters other than the LDA-based exchange-correlation functional) being fundamen-
tal constants. It is based on the Perdew-Wang 1991 GGA (PW91)[238, 245] which
was developed with the aim of keeping all the best features of the LDA exchange-
correlation functional while incorporating some inhomogeneity effects.
The PBE exchange correlation functional takes the form:
EGGAXC [ρ(r)] =
∫
ρ(r)εuni fX (ρ(r))FXC(rs,ζ ,s)d
3r (2.51)
where εuni fX is the exchange energy per particle of the uniform electron gas and FXC
is an enhancement factor of the LDA uniform electron gas exchange, dependent on;
rs, the Seitz radius, ζ , the relative spin polarisation and s, a density gradient.
PBEsol[244] was developed by Perdew et al. in order to improve the equilibrium
properties of closely packed solids, compared to those produced using PBE. In order
to outline the differences between the two functionals it is necessary to present the
exchange and correlation functionals of PBE separately.
Firstly, the exchange energy of PBE is presented as:
EGGAX [ρ(r)] =
∫
euni fX (ρ(r))FX(s(r))d
3r (2.52)
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where euni fX (ρ(r)) is the exchange energy density of a uniform electron gas, and
FX(s(r)) is the enhancement factor.[243]
For a GGA that recovers the uniform gas limit, such as PBE;
Fx(s) = 1+µs2+ ... (s→ 0) (2.53)
For PBE, µ = 0.2195 which is roughly equal to 2µGE , where µGE is the gradient
expansion value, a parameter used when defining GGA-based functionals. PBEsol,
however, uses µ = µGE ; this value is accurate for slowly varying densities - such
as densities in solids - whereas the value used in PBE is used to ensure accurate
exchange energies for neutral atoms - which violates expansion for slowly varying
densities.
Moving on to the correlation functional, within PBE it is expressed as:
EGGAC [ρ(r)] =
∫
ρ(r){εuni fC (ρ(r))+β t2(r)+ ....} d3r (2.54)
where β is a coefficient and t is the reduced density gradient for correlation. The
link between the exchange and correlation functions is that, in order to retain the
LDA’s response of a uniform gas to a weak potential - which is very accurate - then,
µ =
pi2β
3
(2.55)
since the value of µ has been altered in PBEsol, so must the value of β . In PBEsol,
β = 0.046 is used, which doesn’t completely satisfy equation 2.55, which would
require β = 0.0375, but is closer to that value than the value used in PBE; β =
0.0667.
These revisions to PBE make PBEsol closer to the LDA exchange-correlation func-
tional compared to PBE. The slowly varying uniform electron gas, on which LDA
is based, is a better approximation to the electronic properties of a solid than that of
a free atom or molecule, leading to the improved performance of this functional for
solid state systems.
Hybrid DFT The final approximation mentioned in the following work is a hybrid
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version of the exchange-correlation functional, which, when used, is referred to as
Hybrid DFT. This approximation aims to combine the exact treatment of exchange
that the Hartree-Fock theory provides (referred to as ”exact-exchange” in the con-
text of Kohn-Sham DFT[229, 230]), with the LDA treatment of correlation, which
can be evaluated easily and quickly, compared to post-HF methods which scale
poorly with system size.[246]
The adiabatic connection formula[247–250] of DFT is used to combine the two
approaches. The adiabatic connection formula connects the potential energy of the
non-interacting reference system, U0XC, to the fully interacting system, U
1
XC,
EXC =
∫ 1
0
UλXCdλ (2.56)
through increasing λ , the interelectronic coupling-strength parameter.
A first approximation to this, is a simple linear interpolation between the reference
system and the fully interacting one:
EXC =
1
2
U0XC+
1
2
U1XC (2.57)
The first term of this expression, U0XC, is the Kohn-Sham exchange energy, EX , and
can be evaluated exactly. The second term, U1XC, can be approximated as the LDA
exchange correlation energy, ULDAXC . Therefore, the exchange correlation functional
with hybrid DFT becomes:
EXC ' 12EX +
1
2
ULDAXC (2.58)
The appropriateness of this exchange-correlation functional approximation for the
system in question, LaFeO3, along with the other functionals mentioned in this
section, will be discussed in Chapter 3.
2.3.3.3 The Hubbard U Parameter
An additional benefit of using DFT over Hartree-Fock, besides the decrease in com-
putational cost, is that dynamic electron correlation - the probability density of one
electron reduces the probability of finding another electron in the same space - is
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built into DFT explicitly, whereas this is not the case for Hartree-Fock, see sec-
tion 2.3.2. However, Hartree-Fock includes the exact electron repulsion integrals
whereas this is missing from DFT when using either LDA or GGA-based function-
als.
There is, therefore, a need for a DFT-based method that includes a correct descrip-
tion for the strong Coulomb repulsions between localised electrons e.g. those occu-
pying d or f orbitals. The Hubbard model was first designed after it was established
that many electrons retain well localised character in some solid state materials, as
opposed to to being a delocalised cloud in the weak electrostatic field of the nuclei
- i.e. modelled via the homogeneous electron gas as in LDA - which has a tendency
to over-delocalise the electrons.[251]
The key error this over-delocalisation introduces into the system,[252] particu-
larly for the work presented here, is the band gap problem - with DFT predicting
metallic ground states for a number of transition metal oxides instead of insulating
ones.[253] Hybrid functionals, described earlier in the chapter, can be implemented
to correct for this over-delocalisation, however they are computationally expensive
and the amount of HF exchange to include can be difficult to assess, depending
on the property of interest. An alternative method is to introduce the Hubbard U
parameter on specific ions that require a correct description of localised electrons.
This method is referred to as DFT+U.
The Hubbard Model[121] is able to explain the transition between the limits of the
band model in a conductor and the localised limit in an insulator, using only two
interaction terms. Competing interactions - the kinetic energy operator and the weak
electron-nuclear attraction, which favour delocalisation, and a Coulomb repulsion
term resulting from the pairing of two electrons on an atomic site - are tuned, and
the full Hamiltonian is represented as follows:
H =∑
i j
∑
µν
Tˆ µνi j c
†
iµc jν +∑
i jkl
∑
µνστ
〈µiν j|σkτl〉c†iµc jνc†lτckσ (2.59)
This expression can be split into two parts: the first is the transfer integral where
the electrons are described as being able to move only between orbitals µ and ν
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on nearest neighbour sites: i and j. The second part corresponds to the electron-
electron repulsion integrals of four orbitals; µ , ν , σ and τ on four atomic sites: i, j,
k and l. The original model can be greatly simplified by only considering electron-
electron repulsions on the same atom, which are an order of magnitude greater than
other electron-electron repulsions:[121]
H =−t ∑
〈i, j〉,σ
(c†i,σc j,σ + c
†
j,σci,σ )+U
N
∑
i=1
NI↑NI↓ (2.60)
Here the transfer integral is treated as a single parameter; t, and is the kinetic energy
associated with delocalising the electrons, U is the Coulomb energy required to
pair two electrons on one atom, N is the number of atoms, and NI↑ and NI↓ are
the number of spin up or spin down electrons on each atom, respectively.[121] The
original work only considered a single pair of electrons;[121] however it is usually
employed across all d or f electrons in the system.[251]
Anderson Model The Anderson impurity model[122] includes all the elements of
Hubbard’s model described above, but additionally considers the hybridisation be-
tween the localised d electrons with the delocalised s electrons. His model is built
on the basis that it is more important to describe the repulsion between opposite spin
electrons, rather than the attraction between electrons with the same spins; known
as the Coulomb (J) and Exchange (K) integrals respectively, in order to describe
localised magnetic moments correctly. In implementing the Anderson Model the U
term is represented as Ueff:
Ue f f =U− J (2.61)
Where U is the energy penalty of pairing two electrons on one atom, as is the case
with Hubbard’s model.
Implementing DFT+U An energy calculation in DFT+U generally involves com-
bining 3 terms; the DFT calculation (EDFT), the Hubbard term (EHub) and a double
counting term (EDC):[251]
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EDFT+U = EDFT +EHub−EDC (2.62)
The Hubbard term is the contribution to the energy from the Coulomb interaction
between localised orbitals e.g. the d orbitals, whereas the double counting term
removes the mean field description of these orbitals obtained from the homoge-
neous electron gas model. A common form of the double counting terms is as
follows:[254]
EDC[NInl] =
1
2
U InlN
I
nl(N
I
nl−1)−
1
2
J[NI↑nl (N
I↑
nl −1)+NI↓nl (NI↓nl −1)] (2.63)
where NnlI is the total number of electrons in the localised subshell, with NnlI↑
and NnlI↓ being the number of spin up and spin down electrons in each subshell
respectively.
There are a number of ways to implement DFT+U, which differ by a number of
factors, for example the simplifications used, e.g. Ueff, or by the choice of lo-
cal projection used.[255] In this work, DFT+U is implemented as LDSA+U in-
troduced by Dudarev et al.[256] using a projector-augmented wave (PAW)-based
approach,[257] as used in many electronic calculations in VASP.[258] This form
of DFT+U combines the rotationally invariant functional from Liechtenstein[259]
and the orbital-dependent formulation by Anisimov et al.[260], while retaining the
simplified Ueff parameter employed in the Anisimov formulation. The LDSA+U
functional defined as:[256]
ELSDA+U = ELSDA+
(U¯− J¯)
2 ∑σ
[(
∑
j
ρσj j
)
−
(
∑
j,l
ρσjlρ
σ
l j
)]
(2.64)
Where U¯ and J¯ are spherically average matrix elements of the screened Coulomb
electron-electron interaction and ρσjl is the density matrix of d electrons. At the
limit of integer occupation numbers - where terms representing interger number of
d electrons and non-integer numbers of d electrons cancel - the second term on the
right hand side of equation 2.64 vanishes and the energy can be expressed in terms
of Kohn-Sham eigenvalues: εi
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ELSDA+U = ELSDA[εi]+
(U¯− J¯)
2 ∑l, j,σ
ρσl jρ
σ
jl (2.65)
with the final term in equation 2.65 representing the double counting term as defined
above.
2.3.4 Defining the Wave function: Plane waves and Pseudopo-
tentials
Plane waves are a common basis set to use for periodic systems such as solids. Each
orbital wave funtion is expressed as a linear combination of plane waves which
differ by reciprocal lattice vectors:
ψki (r) =∑
G
ai,k+Gexp(i(k+G)• r) (2.66)
where, k is the wave vector; which characterises the wave function in terms of both
direction and magnitude. The Kohn-Sham equations then take on the following
form:
∑
G′
{
h¯2
2m
|k+G|δGG′+Vion(G−G′)+Velec(G−G′)+VXC(G−G′)
}
ai,k+G′ = εiai,k+G′
(2.67)
with Vion, Velec and VXC defined as the electron-nuclei, the electron-electron and
the exchange-correlation functionals respectively while δGG’ is a function which is
zero if G 6= G’and 1 if G = G’.[215]
Plane waves are the physically correct solution for a free electron, and although
they are a very efficient basis set, particularly when using periodic boundary con-
ditions, difficulties arise when using them in real systems, due to the interaction of
the electrons with the nuclear potential. These difficulties are addressed by using
pseudopotentials.[220]
Ideally, when modelling a material, you would take all electrons in the system into
consideration; however this is often not practical. Therefore, it is common to only
consider the valence electrons as these are the electrons that are involved in bond-
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ing and chemical reactions and therefore are the cause of the chemistry displayed
by the material, while the main role of the core electrons is to screen the valence
electrons from the potential of the nucleus. When using pseudopotentials, the core
electrons are combined with the nuclear potential to form a new potential which
matches the nuclear potential exactly outside the core radius, but curves smoothly
within the core radius. Thus the large oscillations of the wave function near the
nucleus that occur when using plane waves, is avoided. As these rapid oscillations
lead to a large kinetic energy and therefore would require a large number of plane
waves to be modelled accurately, the use of pseudopotentials makes calculations
much more computationally efficient. Consequently, the wave function used to cal-
culate the ground state energy only describes the properties of the valence electrons
that are interacting with the potential of the nucleus and core electrons combined
- a pseudowavefunction. It is often required that the pseudowavefunction is norm-
conserving, meaning that the integral of the pseudowavefunction should match the
integral of the all electron wave function, ensuring accuracy and reliability of the
pseudopotential, but at increased computational cost.
The lack of the full electron wave function in the pseudopotential method can be
limiting, leading to the wide spread use of a method similar to the pseudopotential
method, but allows the calculation of the full electron wave function; the projector-
augmented wave (PAW) approach.
The PAW-based approach obtains the all electron wave functions from
pseudowavefunctions:[258]
|ψσnk〉= |ψ˜σnk〉+∑
i
(|φi〉− |φ˜i〉)〈pi| ˜ψσnk〉 (2.68)
where |φi〉 and |φ˜i〉 are all electron and pseudo partial waves which are located
on a particular atom, and 〈pi| are the PAW projector functions. In equation 2.68
i represents the atomic index, α , and the angular quantum numbers l and m and
ν , which refer to the reference energy at which the all electron partial waves are
determined; i= (αν lm).
A further issue to be tackled when using a plane wave basis set is that, for a real
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system, there can, effectively, be an infinite number of k-points in the Brillouin zone,
each requiring a separate energy calculation. This problem is solved by sampling
the Brillouin zone.
Sampling the Brillouin zone with a discreet number of points, as opposed to con-
sidering the infinite number of points that are present, is possible because the wave
function at two different points that are close together in k-space is almost identical
and therefore can be approximated using a single point. Doing this for the whole
Brillouin zone leads to a discreet set of points, each with a weight factor which
represents how much of the reciprocal space it represents.
There are a number of different methods that can be implemented to select a set of
k-vectors which suitably represents the Brillouin zone such that properties, for ex-
ample charge density, are approximated sufficiently accurately. A common scheme,
and one used in this work, is the Monkhorst-Pack scheme,[261] which generates a
set of special points in the Brillouin zone, with the appropriate symmetry for the
material in question. The periodic wave vector function can then be efficiently de-
termined by interpolating between these points.
2.4 Interatomic Potential (IP)-Based Methods
Whereas quantum mechanics focuses on the electrons of a system and uses them to
calculate ground state energies and properties, IP calculates energies as a function
of the nuclear positions within a system, with electronic terms subsumed into the
potential. One advantage of this approach is the very significant reduction in the
computational cost of modelling materials, making much larger or more complex
systems more accessible.
These methods depend on several assumptions, the most important of which is the
Born-Oppenheimer approximation.[218] Quantum mechanics uses this approxima-
tion to focus on the electronic motions in a system, whereas IP methods assume the
potential energy of the system depends on the nuclear positions and therefore the
energy of a system can be written purely as a function of nuclear coordinates.
The potential energy is then calculated from the contributions of interactions within
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a system; two body interactions, three body interactions etc.
The potential or force field used in a calculation is defined by its functional form,
and the parameters used for each interaction. The choice of interactions and pa-
rameters is usually dependent on the system being modelled, for example, whether
it is an ionic solid or a protein, and the property of interest. Potentials are fitted,
to a range of properties empirically, to experimentally determined parameters, or
non-empirically, using results from DFT calculations.
2.4.1 Static Lattice Methods in Solids
A key difference between applying interatomic potentials to solids, as opposed
to molecules for example, is the way the electrostatic terms are considered - in
molecules a cutoff is usually used; however this approach is inadequate for solids,
as crystalline systems contain long range order and often highly charged ions.
For ionic solids the starting point is writing the potential energy as a series including
pairwise, and 3-body terms etc.:
V =V0+
N
∑
i=1
N
∑
j=i+1
ri j(r)+
N
∑
i=1
N
∑
j=i+1
N
∑
k= j+1
ri jk(r)+ ... (2.69)
The most commonly used form of this equation was proposed by Born,[262] who
restricted the series to only pairwise terms, which were divided into long range
Coulomb interactions and short-range repulsive terms.
The long range, Coulomb interactions tend to be the most time consuming part
of these calculations and therefore need to be considered carefully. These inter-
action energies in solids are usually calculated using techniques such as the Ewald
summation[263] which approximates summing a potentially infinite number of long
range interactions by splitting the equation for the total Coulomb potential energy
of a system of N particles;[264]
U =
1
2
N
∑
i=1
N
∑
j=1
qiq j
ri j
(2.70)
a slowly converging sum, into three terms: a real space term that rapidly converges
in real space, a reciprocal term that decays quickly in reciprocal space and a constant
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term:
UEwald =U ′+U ′′′+U0 (2.71)
The U ′ and U ′′′ terms refer to the real and reciprocal space sum respectively, while
U0 is the constant or self-term:
U ′ =
1
2
N
∑
i=1
N
∑
j=1
qiq j
ri j
er f c
(
η
1
2 ri j
)
(2.72)
U ′′ =
1
2
N
∑
i=1
N
∑
j=1
∑
G
4pi
V
qiq jexp(iG.ri j)
exp
(
−G24η
)
G2
(2.73)
U0 =−
N
∑
i=1
q2i
(η
pi
) 1
2
(2.74)
where q is the charge, G is a reciprocal lattice vector, V is the unit cell volume and η
is a parameter that controls the division of work between real and reciprocal space.
There are a number of modifications to the Ewald summation that have been pro-
posed, particularly to make the summation more efficient for larger systems.
Now considering the short range repulsive term, if an inverse power law is used the
potential energy expression becomes
V =
N
∑
i=1
N
∑
j=i+1
(
qiq j
4piε0ri j
+
Ai j
rni j
)
(2.75)
It is common to assume that the charges; qi and qj, are equal to the oxidation state
of the ion in question and only to consider repulsive interactions up to a specific cut
off, leaving the parameters A and n to be established.
However, a widely used extension of this model is to use a Buckingham potential to
model the short range interactions. The Buckingham potential models the overlap
repulsion and van der Waals forces in the form:
Vi j(r) = Ai j e
− ri jρi j − ci j
r6i j
(2.76)
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A significant inadequacy of the simple models, as outlined so far, is that polaris-
ability is not taken into account, which will lead to errors in systems containing
polarisable atoms or ions. There are a number of ways to incorporate polarisation
effects into the Born model, one of the most popular and accurate is the Shell Model.
2.4.1.1 Shell Model
A key reason for the wide application of the Shell model for including polarisa-
tion effects,[265] is its ability to account for the coupling between polarisation and
short range repulsion. Polarisation distorts the valence electron distribution and
short range repulsion occurs due to the overlap of electron density between ions.
Coupling polarisation with the repulsive interactions tends to reduce polarisation
effects.
In the Shell model the ions are represented as a mass containing a core and a mass-
less shell which is linked to the core by a harmonic spring. Both the core and
the shell have charges associated with them, which, when summed, reproduce the
oxidation state of the ion. In an electric field the shell moves, with respect to the
core, but maintains its charge. The polarisability, α of an isolated ion in the system
is related to the charge on the shell, Y , and the spring constant of the harmonic
spring, k, as follows:
α ∝
Y 2
k
(2.77)
In the Shell model, the short range repulsions are specified to act on the shells
associated with each ion, therefore the short range repulsions effectively increase
the spring constant, coupling the short range repulsions to the polarisation through
equation 2.75.
The electrostatic interactions in this model are calculated by summing over all ions
and shells, not counting the interactions of cores with their own shells.
2.5 Energy Minimisation
The potential energy of a system is a multi-dimensional function of its coordinates,
usually referred to as the potential energy surface. The points of most interest on this
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surface, are often the points where the energy is at a minimum as these correspond
to a stable state of the system. There is usually a large number of minimum energy
points on a given energy surface, known as local minima, with the global energy
minimum being the lowest energy point on the whole surface; this point may be
taken as the ground state of the system.
On obtaining an initial structure, it is often necessary to minimise this structure so it
occupies a minimum site on the potential energy surface, which ensures any follow-
ing calculations are being performed on a stable structure. Structure minimisations
are performed using minimisation algorithms.
Minimisation algorithms locate minima by iteratively changing the coordinates of
a system to produce configurations of lower energy, until the minimum is reached.
The minimum amount of information required to find a minimum on the poten-
tial energy surface is therefore the energy of the system in question. However, the
minimisation process is much more efficient when derivatives of the energy are in-
cluded; the first derivatives being the forces on the atoms from which we can deter-
mine the local gradient of the energy, while the second derivatives can be built into
a matrix known as the Hessian.[220] In this work we will focus on two minimising
algorithms; conjugate gradient and Newton-Raphson; first and second derivative
methods respectively.
2.5.1 Conjugate Gradient
Conjugate gradient is a first order derivatives method, it uses only first order deriva-
tives of the energy, i.e. the gradient, to perform the minimisation. In each iteration,
the energy moves in a direction Vk from point xk, which is calculated from the
gradient, gk at that point and direction from the previous iteration Vk-1
Vk =−gk+ γkVk−1 (2.78)
where γk is a scalar constant:[220]
γk =
gk ·gk
gk−1 ·gk−1
(2.79)
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The gradients at each step are orthogonal but the search directions are conjugate,
this ensures that the minimisation process does not go back on itself, and each step
moves closer to the minima.
Initially, the energy and forces of the starting structure are calculated and the atoms
moved along the direction of the force until a minimum value, in that direction, is
found. A new direction is then calculated and, to check that it is orthogonal to the
previous direction, a line search is performed to locate the one-dimension minimum
in each direction. A line search finds minimum points by bracketing the minimum
between three points, and slowly decreasing the distance between those three points
to narrow the minimum down to a small region. A line search is also used to check
that the gradients are conjugate.
Conjugate gradient is generally a reliable method for minimising the energy of a
system, and has the advantage of avoiding the large amount of storage space re-
quired to store the matrix of second derivatives needed in the second derivative
methods discussed below. It can, however, be slowly converging.
2.5.2 Newton-Raphson
The Newton Raphson method is a second derivative method, meaning that in ad-
dition to the gradient, the second derivative of the energy is also used which gives
information about the curvature of the energy surface.[215]
In this method the first derivative is defined as follows (based on a Taylor expan-
sion):
V ′(x) = xV ′(xk)+(x− xk)V ′′(xk) (2.80)
For a function that is purely quadratic, an approximation for an energy well in the
potential energy surface, the second derivative is the same everywhere so
V ′′(x) =V ′′(xk) (2.81)
At a minimum, when x = x*, the first derivative equals zero, and therefore
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x∗ = xk−V ′(xk)/V ′′(xk) (2.82)
For multi-dimensional functions the point, xk, and the first and second derivatives,
are represented as vectors:
x∗ = xk−V′(xk)V′′−′(xk) (2.83)
V′′-′(xk) is the inverse Hessian matrix of second derivatives which must be inverted
in order to calculate the minimum. A number of steps are needed to find the min-
imum, in the majority of cases, and the Hessian matrix must be calculated and in-
verted for each step. This makes this algorithm expensive, unless more approximate
methods are used to update the Hessian as discussed below. We note that second
derivative methods are generally more rapidly converging than those based on first
derivatives especially when close to the minimum.
2.5.2.1 Quasi-Newton Methods
Quasi-Newton methods aim to avoid the time-consuming process of calculating and
inverting the Hessian by gradually building up an approximate inverse Hessian in
successive iterations, using the gradient of the current and previous iteration.
The method used to update the Hessian depends on the particular Quasi-Newton
method being implemented. There are many different methods that could be
used, for example DFP (Davidon-Fletcher-Powell)[266, 267] and BFGS (Broyden-
Fletcher-Goldfarb-Shanno).[268–272] However, the method implemented in the
following work, when using quasi-Newton optimisations, is DIIS (direct inversion
in iterative subspace).[273]
This method works by first finding a quadratic region of the potential energy sur-
face, via simple relaxation, then solving a linear system of equations involving the
current and previous steps to find a new set of coordinates. A simple relaxation is
performed for the new set of coordinates, to see if convergence is reached, and if
not, a new set of linear equations is generated. This iterative procedure continues
until convergence is reached.[273]
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2.6 Modelling Solid State Defects
Defect species - vacancies or interstitials - will be present in any material above
absolute zero, due to entropic effects, and are responsible for many properties of
interest, including ionic and electronic conductivity and specific heat capacity.
Modelling defects pose particular challenges arising, predominantly, from the long
range perturbation of the electronic and physical structure that result from the pres-
ence of a defect. Two methods have been implemented in this work to study defects:
the Mott-Littleton approach and the Supercell method.
2.6.1 Mott-Littleton Methodology
In the Mott-Littleton methodology[274] the defect energy is calculated by splitting
the system into two regions; in the first region the ions are fully and explicitly
affected by the defect, which sits at the centre of the region, whereas for region 2,
which extends to infinity, only the displacements of the ions, caused by the presence
of the defect, are considered.
The total energy is then calculated using the following equation:
E = E1(x)+E12(x,y)+E2(y) (2.84)
where E1 is the energy of region 1, dependent on the coordinates, x, of the ions in
the region, E12 is the interaction between regions 1 and 2, and E2 is the energy of
region 2, dependent on the displacements, y, of the ions in this region.
Therefore, in order to determine the defect energy, the energy of the system needs
to be minimised with respect to the positions x and displacements y. However, the
displacements in region 2 are themselves dependent on the positions of the ions in
region 1, making the energy minimisation difficult. Therefore, in order to simplify
the minimisation process, the forces on the ions in region 1 are required to be zero,
instead of the energy of the region being at a minimum. Additionally, the ions in
region 2 need to be at equilibrium to minimise the energy.
In practice, it turns out that atomistic interactions with region 1 need to be consid-
ered only for a small component of region 2. Consequently, region 2 is split into two
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sections; region 2a and region 2b. In region 2a the interactions with ions in region 1
are calculated explicitly, and the positions of the ions displaced by the forces acting
on them from the electrostatic field of the defect. Whereas for region 2b, which
extends to infinity, it is assumed only polarisation of the ions changes as a result of
the defect, and is treated as an electrostatic potential surrounding the lattice with all
ions remaining in a fixed position. Therefore, the energy associated with region 2b
is the polarisation of the ions in region 2b by the electrostatic field of the defect.
When calculating the defect energy, an iterative approach is used to find the config-
uration in which all the forces in region 1 are zero and the displacements in region
2a are at equilibrium. The final defect energy is then taken as the difference be-
tween the total energy of the defective lattice and the perfect lattice. Importantly,
calculated energies of vacancies and interstitials are with respect to the added or
removed ion at infinite distance.
Figure 2.1: A visual representation of the Mott-Littleton methodology for calculating de-
fect energies.
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2.6.2 Supercell Method
Whereas in the Mott-Littleton method an isolated defect, or defect cluster, is
placed at the centre of a lattice which is then modelled to infinity, the supercell
method places a defect in a supercell, which is then subject to periodic boundary
conditions.[275–277]
The main challenge associated with this method is that, instead of an isolated de-
fect at the centre of a lattice, as in Mott-Littleton,[274] a periodic array of defects
is generated. Therefore the potential interactions between defects in neighbouring
supercells needs to be addressed. Interactions that need considering include: elec-
trostatic, magnetic and elastic. All interactions will become small at large enough
supercell sizes; however, the large computational requirements for such supercell
sizes mean that it is impractical to employ such a method to remove these errors.
Therefore alternative methods are employed to minimise their effect on the final
result.
The effect of elastic and magnetic interactions between defects in neighbouring
supercells tend to be neglected in solid state systems; elastic interactions, which
arise when the defect distorts the surrounding lattice, are assumed to be negligi-
ble at the supercell size used in this work, discussed further in Chapter 3, while
there is currently no scheme that systematically corrects for magnetic interactions
in supercells.[278] The effect of electrostatic interactions on defect formation en-
ergies, on the other hand, has been addressed, and the methods used to correct for
these interactions are outlined below.
Electrostatic interactions occur when the defect species present in the supercell
cause the supercell to have an overall non-zero net charge. The presence of a net
charge causes several issues including; the Ewald summation - used to determine
the Coulombic contribution to the energies - diverging,[279, 280] defects interact-
ing with images of themselves - due to the slow decay of the Coulomb potential of
the charged defect - and the defect changing the electrostatic potential of the super-
cell compared to the defect-free (pure) supercell, which in turn effects the formation
energy of the defect.
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The first of these is tackled by compensating for the net charge by introducing a
uniform background charge density which effectively sets the average electrostatic
potential of the supercell to zero.[278] The interaction of defects with images of
themselves and the potential alignment issue are corrected after calculations have
been performed with correction schemes.
An image charge correction scheme was initially proposed by Makov and
Payne[280] who suggested a correction scheme in a linear supercell dimension
L, where L is equal to the cube root of the supercell volume.[281]
∆EMP =
q2αM
2εL
+
2piqQr
3εL3
(2.85)
where α is the lattice dependent Madelung constant, ε is the static dielectric con-
stant of the pure supercell and Qr is the second radial moment of the electron density
difference between the defective supercell and pure supercell.
However, a number of issues were raised on whether this charge correction was
appropriate and if it lead to improved results.[282–285] Leading to Lany and
Zunger[281] suggesting a slightly altered correction:
∆EMP = (1+ f )
q2αM
2εL
(2.86)
based on the proportionality of the first and third order terms in equation 2.85
∆E3MP = f∆E
1
MP (2.87)
where ∆E1MP and ∆E3MP refer to the first and second terms in equation 2.85 re-
spectively, and f is a proportionality factor which Lany and Zunger found equals
−0.35.[281]
A key aspect of this correction scheme being more well regarded than the original
scheme proposed by Makov and Payne[280] was the inclusion of the potential align-
ment correction as these two corrections are not independent and therefore needed
to be treated consistently.[278]
The potential alignment correction[286–288] addresses the final issue caused by
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electrostatic interactions. To correct for the defect changing the electrostatic poten-
tial of the supercell, the average electrostatic potential of the defective supercell is
shifted so it is in line with the electrostatic potential of the pure bulk material:
∆EPA(D,q) = q(V rD,q−V rH) (2.88)
where D refers to the defect species in charge state q, andV r are the reference poten-
tials of the charged defect and the host, H. The reference potentials are determined
from atomic-sphere-averaged electrostatic potentials at atomic sites far away from
the defect.[281]
2.7 Computer Codes
Two main computer codes have been used throughout the work presented in this
thesis, the Vienna ab initio simulation package (VASP),[289, 290, 290] and the
general utility lattice program (GULP).[291] Here we give a brief overview of each
code.
2.7.1 VASP
VASP is an atomic scale materials modelling program that can use either DFT or the
HF approximation to compute an approximate solution the many-body Schro¨dinger
equation. In our work, VASP is used for DFT calculations. VASP uses plane wave
basis sets to express quantities such as the one-electron orbitals, with the inter-
actions between electrons and ions described using either pseudopotentials or the
projector-augmented-wave method, as described in Section 2.3.4. The implemen-
tation of DFT and DFT+U is well known to be accurate and reliable in VASP, and
is therefore well suited to our work, which considers both DFT and DFT+U when
choosing modelling parameters, which will be discussed in Chapter 3.
2.7.2 GULP
For our interatomic potential-based calculations, the GULP code[291] was used.
GULP is a force field-based code for modelling condensed phases and has a wide
variety of capabilities, while being designed to be as easy to use as possible. The
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variety of tasks GULP can perform, along with the ease of implementation, made
this code well suited to the interatomic potential-based calculations performed for
this thesis.
2.8 Computer Hardware
Calculations have been run on several clusters throughout this project, including
three based at UCL and two national systems. In this section we will briefly cover
how each was used and their architecture.
2.8.1 UCL-based
Three UCL hosted clusters have been used; Faraday, Legion and Grace. Faraday
is a small, shared research cluster for the UCL Chemistry department, it has 240
cores and was therefore used for our interatomic potential-based calculations, which
are computationally inexpensive compared to DFT. Legion and Grace are both
larger clusters, Legion contains 8 different types of node and is a mixed use clus-
ter whereas Grace is designed for parallel workloads, having 680 identical nodes
available each with 16 cores (2×8 core Intel Xeon processors). Legion was used
initially, and our work establishing a DFT-based modelling approach for LaFeO3
(Chapter 3) was performed on Legion, along with defect calculations using DFT
(Chapter 4). Grace was used for our work on dopants (Chapter 6) and the Nudged
Elastic band calculations for oxide ion migration (Chapter 5). Grace was also used
for establishing a number of parameters for our surface model of LaFeO3 (Chapter
7).
2.8.2 National
Two national high performance computing (HPC) facilitates have been used to run
calculations; Archer and the Hartree Centre. Archer is the UK National Supercom-
puting Service, provided by EPSRC, NERC, EPCC, Cray Inc. and The University
of Edinburgh, it is designed for calculations that require large numbers of cores
working in parallel. Archer consists of the Cray XC30 MPP supercomputer, and
has 4920 compute nodes, each with 24 cores (2×12 core Ivy Bridge series proces-
sors). Time to run calculations on Archer was requested and granted through my
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membership of the UK’s HPC Materials Chemistry Consortium (MCC), funded by
the EPSRC (Grant number EP/L000202). The Hartree Centre is part of the Science
and Technology Facilities Council and provides a range of HPC facilities. Through
the partnership of The Hartree Centre with the EPSRC project ’Energy Materi-
als: Computational Solutions’ (EP/K016288/1) I was provided access to Iden and
Napier. Iden has 84 nodes each of which has 24 cores (2×12 core Intel Xeon pro-
cessors) while Napier has 360 nodes with 24 cores - of the same design as Iden.
Both Archer and the computing facilities at the Hartree Centre were used to run
surface relaxation calculations along with defect calculations on the (001) surface
of LaFeO3 (Chapter 7).
2.9 Concluding Remarks
In this chapter the theoretical background to the computational techniques used in
the following work have been outlined, covering the general topic of modelling solid
state materials, as well as the more specific subject of studying defective systems. In
the next chapter, more details will be given regarding the software and parameters
used in the calculations performed in this work, thus providing a complete picture
of the methods implemented and our reasoning for using them.
Chapter 3
Computational Details
3.1 Introduction
In the previous chapter, we gave the theoretical background to density functional
theory (DFT) and static lattice (interatomic potential-based) approaches, the two
main techniques used in the following work. In the present chapter, further, specific
detail is given, where required, regarding the implementation of these techniques
in the modelling packages chosen for this work; VASP (Vienna ab initio simulation
package)[289, 290, 292] for DFT and GULP (General Utility Lattice Program)[291]
for static lattice calculations. This chapter will also provide details of the parameters
used for each modelling approach; the exchange-correlation functional used in the
DFT calculations, along with the value of the Ueff parameter in DFT+U, and the
forcefield potentials used in the static lattice calculations.
The chapter proceeds as follows: the interatomic potential-based methods will be
outlined first, in section 3.2, including details of the potential parameters used for
the forcefields and the extent to which they reproduce the structural parameters of
LaFeO3. Then parameters used in the DFT-based calculations will be presented,
in section 3.3, including our consideration of a range of exchange-correlation func-
tionals and Ueff values and our approach to selecting the most appropriate of each
for our applications.
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3.2 Interatomic Potential-Based Methods
3.2.1 LaFeO3 Structure Model
As introduced in Chapter 2 section 2.4.1, the interatomic potential calculations im-
plemented in the GULP code,[291] are based on the Born model of a solid, which
is split into two terms; a long range Coulombic interaction between each pair of
ions, calculated using the Ewald summation, and a short range Buckingham term
which models the overlap repulsion and van der Waals forces. We recall that the
Buckingham term takes the form:
Vi j(r) = Ai j e
− ri jρi j − ci j
r6i j
(3.1)
where Vij is the short range potential energy between the ions i and j separated by
distance r, Aij, ρ ij and Cij are the potential parameters particular to each pair.
The short-range potential parameters used in the Buckingham term are shown in Ta-
ble 3.1. These parameters, derived by Cherry et al.,[173] were originally designed
for cubic perovskites and determined by empirical fitting to structural parameters
of a range of cubic perovskites. However, as can be seen in Table 3.2, the poten-
tial parameters reproduce the orthorhombic structure of LaFeO3 to within 0.55%
of the experimental lattice parameter, demonstrating that they are suitable for mod-
elling other, non-cubic, perovskite structures. A cut off of 12.0 A˚ was used for all
Buckingham potentials.
Table 3.1: Buckingham potential parameters and the shell charge and spring constant used
for each species.
Short Range Potential Parameters Shell Model
Interaction A / eV P / A˚6 C / eV A˚6 Y / e k / eV A˚-2
Perfect Lattice
La3+••••O2- 1545.21 0.3590 0.0 -0.250 145.00
Fe3+••••O2- 1156.36 0.3299 0.0 2.040 304.70
O2-••••O2- 22764.30 0.1490 43.0 -2.240 42.00
The electronic polarisability of the ions in LaFeO3 is modelled using the shell
model,[265] as described in Chapter 2 section 2.4.1.1. The shell charge, Y, and
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Table 3.2: Calculated and experimental[2] lattice parameters for orthorhombic LaFeO3.
Parameter Calculated Experimental % Difference
a / A˚ 5.558 5.553 0.090
b / A˚ 5.564 5.563 0.018
c / A˚ 7.905 7.862 0.544
the harmonic force constant, k, for each species are shown in Table 3.1.
3.3 DFT-based Methods
All electronic structure calculations were performed using spin-polarised Kohn-
Sham DFT[229, 230] and DFT+U[256] using the plane wave pseudopotential tech-
nique with the projector augmented-wave[258] (PAW) approach to model the core-
valence electron interaction, further details of which are given in Chapter 2 sections
2.3.4. The use of pseudopotentials and the PAW approach are standard in the Vi-
enna ab initio simulation package (VASP),[289, 290, 290] which was used for all
electronic structure calculations.
The valence electron configurations used for each ion are: La (5s25p66s25d1), Fe
(4s23d8) and O (2s22p4), as defined by the pseudopotentials in VASP. The pseu-
dopotentials also define the cut-off used; 219, 268 and 400 eV respectively for La,
Fe and O, however, we determined a separate cut-off to use in our modelling of
LaFeO3 by calculating the energy of the system at increasing cut-off values, start-
ing at 400 eV, until convergence was reached. The cut-off used in all calculations,
unless otherwise stated, is 650 eV; the total energy converged to within 0.001 eV
per atom.
A range of exchange-correlation functionals were initially considered, including
LDA,[230] GGA with PBE parameters,[243] GGA with PBEsol parameters[244]
and each of these with the Ueff[256] parameter. In order to determine the most
appropriate to use for the system in question, a structural relaxation, using the Mur-
naghan equation of state, was performed using each functional and the resulting
structural parameters compared with experimentally determined values.[2–4, 123]
The results are shown in Table 3.3. Hybrid functionals, although successfully em-
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ployed for a number of materials, have not been considered in this work. Previous
research[293] suggested that no significant improvement in structural parameters
was observed when using hybrid functionals compared to using purely DFT-based
functionals on a family of perovskite materials. Given the increased computational
cost of the technique, we chose to eliminate this form of functional from our study
and investigate purely DFT-based functionals. The calculations performed with the
Ueff parameter used a value of 5.0 eV in all cases as an example value.
Table 3.3: Calculated lattice parameters; a, b and c, bond lengths, angles, relaxed cell vol-
ume, band gap and magnetic moment of LaFeO3 for LDA, LDA+U GGA (PBE), GGA+U
(PBE+U), PBEsol and PBEsol+U functionals along with experimental values. For this ini-
tial evaluation of functionals, a Ueff value of 5.0 eV was used in all cases.aRef[2], bRef[3],
cRed[4].
Parameters Exp. LDA LDA+U PBE PBE+U PBEsol PBEsol+U
a / A˚ 5.553a 5.354 5.459 5.572 5.571 5.505 5.511
b / A˚ 5.563a 5.285 5.465 5.692 5.629 5.584 5.540
c / A˚ 7.862a 7.524 7.705 7.915 7.902 7.798 7.793
Fe-Oax / A˚ 2.009a 1.909 1.968 2.035 2.027 2.000 1.995
Fe-Oeq / A˚ 2.007a 1.904 1.972 2.062 2.035 2.019 2.001
Fe-Oeq / A˚ 2.002a 1.906 1.966 2.032 2.024 2.001 1.993
La-O / A˚ 2.416a 2.371 2.379 2.412 2.411 2.390 2.390
La-O / A˚ 2.591a 2.547 2.537 2.517 2.545 2.505 2.538
La-O / A˚ 2.455a 2.404 2.415 2.449 2.443 2.422 2.426
La-O / A˚ 2.656a 2.565 2.609 2.657 2.663 2.628 2.628
La-O / A˚ 2.805a 2.695 2.742 2.790 2.798 2.752 2.771
Fe-O-Feax / ° 156.32a 160.319 156.476 153.030 154.126 154.215 155.064
Fe-O-Feeq / ° 157.22a 161.723 157.474 153.256 154.620 154.463 155.988
Volume
of Cell / A˚3 60.717a 53.223 57.470 62.755 61.950 59.928 59.485
Band Gap / eV 2.1b - 1.786 0.036 2.031 0.490 1.996
Magnetic
Moment / µB
4.6
+/- 0.2c ± 0.77 ± 4.18 ± 3.73 ± 4.22 ± 3.66 4.22
Interestingly, PBEsol, a functional designed to reproduce improved lattice parame-
ters compared to PBE, does not perform as well as PBE in the case of LaFeO3. The
superior performance of PBE in reproducing lattice parameters and bond lengths
compared to the other functionals considered meant that this was chosen as the
functional for all further calculations. The second conclusion draw from Table 3.3
is that, in order to model the band gap of LaFeO3 correctly, the Ueff parameter is
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needed, as expected.
The Ueff parameter (also referred to as the U parameter in the following work),
which represents the difference between the Coulomb (U) and exchange (J) param-
eters (Ueff = U - J) is used to correct for the inadequate description of localized
electrons, in this case the 3d electrons on iron,[256] further details are discussed in
Chapter 2 section 2.3.3.3. The value to use for Fe3+ was determined in a similar way
to the functional; comparing experimental structure parameters and properties[2–
4, 123] to those calculated at increasing values of Ueff; the results of which are
shown in Table 3.4.
Table 3.4: Lattice parameters, bond lengths, angles, relaxed cell volume, band gap and
magnetic moment of LaFeO3 with increasing U using GGA+U, along with experimental
values. aRef[2], bRef[3], cRef[4].
Parameters / U eV Exp. 4 5 6 7 8
a / A˚ 5.553a 5.572 5.571 5.567 5.563 5.558
b / A˚ 5.563a 5.638 5.629 5.620 5.608 5.588
c / A˚ 7.862a 7.903 7.902 7.898 7.887 7.875
Fe-Oax / A˚ 2.009a 2.028 2.027 2.025 2.020 2.016
Fe-Oeq / A˚ 2.007a 2.039 2.035 2.031 2.026 2.018
Fe-Oeq / A˚ 2.002a 2.027 2.024 2.020 2.016 2.008
La-O / A˚ 2.416a 2.409 2.411 2.410 2.413 2.410
La-O / A˚ 2.591a 2.539 2.545 2.550 2.554 2.572
La-O / A˚ 2.455a 2.443 2.443 2.444 2.446 2.449
La-O / A˚ 2.656a 2.662 2.663 2.662 2.661 2.650
La-O / A˚ 2.805a 2.796 2.798 2.799 2.796 2.809
Fe-O-Feax / ° 156.32a 153.832 154.126 154.385 154.818 155.138
Fe-O-Feeq / ° 157.22a 154.296 154.620 154.967 155.398 156.306
Volume
of Cell / A˚3 60.717a 62.065 61.950 61.775 61.520 61.148
Band Gap / eV 2.1b 1.681 2.031 2.329 2.626 2.924
Magnetic
Moment / µB
4.6
+/- 0.2c ± 4.14 ± 4.22 ± 4.31 ± 4.40 ± 4.51
On increasing the U-value, the lattice structural properties improve, with U = 8 eV
reproducing the lattice parameters, bond lengths and bond angles most accurately.
The magnetic moment of Fe3+ is also closer to the experimental values at higher
U-values, with both U = 7 and 8 eV giving a magnetic moment within the experi-
mental range. However, the band gap is closest to the experimental value when U =
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5 eV. Therefore a value of 7 eV was selected in order to get the correct balance be-
tween structural and electronic properties, while maintaining the correct magnetic
moment for Fe3+. The effect of the U-value on calculated defect energies was also
considered, as defect calculations form a considerable part of the following work.
We found that changing the U-value from 3 to 8 eV caused a decreased of 0.5 eV
overall, see Appendix A. As the defect energy calculated for U = 7 eV is similar to
defect energies reported previously[119, 175] this further verifies our choice of U
parameter.
The above analysis, to find the appropriate functional and U-value, was also carried
out for LaCoO3, the other parent compound of LSCF, results are shown in Tables
3.5 and 3.6 respectively.
Table 3.5: Calculated lattice parameters; a and α , bond lengths, relaxed cell volume and
band gap of LaCoO3 for LDA, LDA+U GGA (PBE), GGA+U (PBE+U), PBEsol and
PBEsol+U functional along with experimental values. aRef[6], bRef[7].
Parameters Exp. LDA LDA+U PBE PBE+U PBEsol PBEsol+U
a / A˚ 5.342a 5.245 5.248 5.361 5.374 5.291 5.296
α / A˚ 60.990a 61.344 60.937 61.600 61.165 61.405 61.047
Co-O / A˚ 1.924a 1.897 1.887 1.951 1.944 1.918 1.909
La-O / A˚ 2.685a 2.639 2.637 2.704 2.706 2.665 2.663
La-O / A˚ 2.428a 2.378 2.397 2.392 2.412 2.380 2.405
La-O / A˚ 2.993a 2.972 2.925 3.098 3.056 3.023 2.974
Volume
of Cell / A˚3 55.085a 52.545 52.180 56.440 56.305 54.010 53.750
Band Gap / eV 0.9b - 0.525 - 0.753 - 0.683
The results show that choosing the appropriate functional and U-value is not as
straight forward for LaCoO3 as for LaFeO3. Starting with functionals, both PBE
and PBEsol perform equally well for reproducing structural parameters, although
PBE reproduces the experimental band gap more successfully. However, for the U-
values, some structural parameters (a and a La-O bond length) are reproduced best
with U = 3 eV, others are reproduced best with a higher U-value; U = 7 or 8 eV. The
situation is further complicated when the spin state is considered, LaCoO3 has three
spin states; low spin, intermediate spin and high spin, and although the experimental
ground state is low spin, the DFT ground state depends on the functional and the U-
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value used. As calculations are not reported on this material, it will not be discussed
further in this work. However, details of the accurate modelling of LaCoO3 can be
found in Ref[123].
Table 3.6: Lattice parameters; a and α bond lengths, relaxed cell volume and band gap of
LaCoO3 with increasing U using PBE+U, along with experimental values. aRef[6], bRef[7].
Parameters / U eV Exp. 3 4 5 6 7 8
a / A˚ 5.342a 5.367 5.372 5.374 5.379 5.281 5.380
α / A˚ 60.990a 61.363 61.236 61.154 61.023 60.951 60.936
Co-O / A˚ 1.924a 1.946 1.945 1.943 1.943 1.941 1.940
La-O / A˚ 2.685a 2.705 2.706 2.706 2.708 2.708 2.707
La-O / A˚ 2.428a 2.402 2.409 2.412 2.413 2.418 2.422
La-O / A˚ 2.993a 3.075 3.062 3.055 3.049 3.040 3.034
Volume
of Cell / A˚3 55.085a 56.335 56.320 56.305 56.280 56.250 56.215
Band Gap / eV 0.9b 0.245 0.595 0.753 0.841 0.910 0.980
Further U-values were established for a range of divalent transition metals, for our
study on dopants in LaFeO3; see Chapter 6. Using the metal oxide, for example
MnO for Mn2+, the structural parameters and magnetic moment were calculated at
increasing U-values, from 3 to 7 eV, and the U chosen based on which value best
reproduces the experimental structural parameters and magnetic moment, see Ap-
pendix B for the results. We found that, unlike LaFeO3 and LaCoO3, the structural
properties of some metal oxides vary very little with U-value. When this was the
case, we also took U-values used previously in the literature into account. More
details are given in Chapter 6.
The divalent transition metals we investigate as dopants in Chapter 6 are manganese,
cobalt, nickel and copper, using U-values of 4, 4, 7 and 7 eV respectively.
To summarise, all DFT+U calculations of LaFeO3 were performed using a PBE
functional and a U-value of 7 eV on Fe3+. Further parameters, chosen after conver-
gence testing, include a k-mesh of (4×4×3), generated by the Monkhorst-Pack[261]
scheme, for Brillouin zone sampling of the LaFeO3 unit cell, which was converged
to within 0.05 eV. Integration over the first Brillouin-zone used Gaussain smearing
(σ = 0.05) during structural relaxations.
The supercell approach was used to calculate defect formation energies under DFT.
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A 2×2×1 supercell of LaFeO3 was used, convergence of which is given in Ap-
pendix C, with antiferromagnetic G ordering of the Fe3+ ions; this is the experi-
mental magnetic ground state for LaFeO3, as discussed in Chapter 1, a ground state
reproduced by PBE+U, see Appendix D. The energies of supercells containing de-
fects, either intrinsic or extrinsic, were calculated at the lattice parameters of the
relaxed perfect supercell in order to model the dilute limit of defect concentration.
Chapter 4
Defects
4.1 Introduction
Our study of LaFeO3 will start by considering the defect structure of the pure, stoi-
chiometric material. Knowledge of the defect chemistry will aid our understanding
of the mixed ionic electronic conductivity LaFeO3 displays, and allow us to identify
species that need to be promoted or suppressed, either through modifying the growth
conditions or by extrinsic doping, to promote this property. Defect formation en-
ergies allow one to establish which defects are likely to occur, the concentrations
of these defects and the effects each will have on ionic and electronic conductivity
properties. Two methods will be used to calculate defect energies; an interatomic
potential-based method, which utilises the Mott-Littleton methodology[274] and a
DFT-based method, which utilises the supercell approach. The advantages and dis-
advantages of each method have been discussed previously, and in this chapter we
will compare the results from both methods and assess the most appropriate for
studying defects in LaFeO3. A range of intrinsic defects have been studied; we will
briefly define each of these defects in the following section.
4.1.1 Intrinsic Defects
To start, we will first discuss the formation energies of isolated point defects, namely
vacancies and interstitials. A vacancy occurs when an ion is missing from its lattice
site, an interstitial occurs when an ion occupies a lattice site which is usually empty
in the perfect crystal structure of the material. Defects can form through redox pro-
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cesses and in response to dopants or other external influences, such as oxygen par-
tial pressure. The redox processes through which defects can form are represented
by the following defect equations; equations 4.1 to 4.3 showing the equations for
vacancy formation, equations 4.4 to 4.6 showing these for interstitials.
La×La↔ V
′′′
La+3h
•+La (4.1)
Fe×Fe↔ V
′′′
Fe+3h
•+Fe (4.2)
O×O ↔ V••O +2e
′
+
1
2
O2 (4.3)
La×La+La↔ La•••i +3e
′
(4.4)
Fe×Fe+Fe↔ Fe•••i +3e
′
(4.5)
O×O +
1
2
O2↔ O′′i +2h• (4.6)
It is also possible for neutral vacancies to form, and, for lanthanum and iron,
whether the ion leaves as a metal or an oxide will depend on the partial pressure
of oxygen, in equations 4.7 and 4.8 the ion leaves as a metal, representing the oxy-
gen poor scenario.
La×La↔ V×La+La (4.7)
Fe×Fe↔ V×Fe+Fe (4.8)
O×O ↔ V×O +
1
2
O2 (4.9)
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In addition to these redox processes, thermal disorder such as Frenkel and Schottky
type disorder, see below, will also be considered in this work. The process of an ion
vacating a lattice site and occupying an empty site in the lattice (i.e. the compen-
sating combination of a vacancy and an interstitial) is known as Frenkel disorder,
while Schottky disorder occurs when multiple ions vacate their lattice sites and form
a separate phase on the surface of the material, usually a metal oxide. For full Schot-
tky type disorder, the ions which leave the site must balance in stoichiometry, so the
material retains the same composition. An example of Schottky type disorder in
LaFeO3 is La2O3 partial Schottky disorder, in which two lanthanum vacancies and
three oxygen vacancies form in LaFeO3 and the ions precipitate out as lanthanum
oxide.
The following defect equations outline the Frenkel and Schottky disorder we have
investigated in this work.
Frenkel Disorder:
A×A ↔ V×A +A×i (4.10)
La2O3 partial Schottky disorder:
2La×La+3O
×
O ↔ 2V×La+3V×O +La2O3 (4.11)
Fe2O3 partial Schottky disorder:
2Fe×Fe+3O
×
O ↔ 2V×Fe+3V×O +Fe2O3 (4.12)
Full Schottky disorder:
La×La+Fe
×
Fe+3O
×
O ↔ V×La+V×Fe+3V×O +LaFeO3 (4.13)
Here, Kro¨ger-Vink[294] notation has been used in which VA represents a vacancy
of ion A, Ai represents an interstitial of ion A. The superscript symbol, ×, refers to
the charge state of the defect site, × refers to the defect site being neutral, however
other options are ′ for a single negative charge and • for a single positive charge in
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the defective site. This notation will be used throughout this work.
Another common feature in perovskite-type materials is anti-site defects, in which
one of the cations in LaFeO3 occupies the site of the other cation. Three types of
anti-defect are considered in this work, FeLa′, LaFe′ and FeLa′ + LaFe′, these are
outlined respectively in the following defect equations:
La2O3+Fe×Fe↔ La×Fe+LaFeO3 (4.14)
Fe2O3+La×La↔ Fe×La+LaFeO3 (4.15)
La×La+Fe
×
Fe↔ Fe×La+La×Fe (4.16)
Additional Kro¨ger-Vink[294] notation has been introduced here, with AB symbol-
ising ion A occupying an ion B lattice site. The same notation is used to show the
charge on the site; × for neutral, ′ for negative, • for positive.
Section 4.2 of this chapter will discuss how formation energies of these defects and
disorder schemes are calculated under each method used, then in section 4.3 the
formation energies will be presented and discussed. The interatomic potential and
DFT results will be presented separately, starting with interatomic potentials. The
results from the two methods will be compared as the DFT results are presented.
4.2 Calculating Defect Formation Energies
Formation energies calculated in the following work are approximations to the
Gibbs free energy; G. The Gibbs free energy is the sum of enthalpy, H, and en-
tropy, S, terms;
G= H+TS with H =U+ pV (4.17)
where T is temperature and U is the internal energy. Computationally modelling is
done under 0 K, therefore entropy terms are not considered, and as there is no ex-
ternal pressure on the system, the Gibbs free energy is approximated to the internal
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energy of the system.
4.2.1 Interatomic Potentials
When using interatomic potentials, the Mott-Littleton methodology[274] is em-
ployed to calculate defect energies. In the Mott-Littleton method, the defect is
considered to be at the centre of a sphere separated into two regions; the region
containing the defect, region 1, and a region surrounding this, region 2. Further
details of this methodology can be found in Chapter 2 Section 2.6.1.
The defect energies from the Mott Littleton methodology are then calculated as the
difference between the lattice, modelled as a sphere with the defect at the centre,
and the ions at infinite distance.
The radius of region 1 was converged separately for each defect studied by in-
creasing the radius of region 1 until the defect energy converged, to within 0.02
eV. Therefore, the radius of region 1 ranges from 10.0 to 12.0 A˚, corresponding to
between 670 and 1222 ions.
Calculating the formation energies of defects using interatomic potentials, accord-
ing to equations 4.1 to 4.6, requires the energy of charge compensating species e′
and h• to be calculated. This would require the implementation of crude models,
such as Fe2+ or the electron affinity of LaFeO3 for e′ and O- or Fe4+ for h•. The
reliability of these models are difficult to assess for defect formation energies, as
these values cannot be established experimentally. Alternatively, the defect equa-
tions could be written as such - using lanthanum and oxygen vacancies as examples:
La×La↔ V
′′′
La+La
••• (4.18)
O×O ↔ V••O +O2− (4.19)
which would involve using experimental values; e.g. the first, second and third
ionisation potentials of La and the first and second electron affinities of oxygen.
Again, with no way to check the reliability of the results from this method, care
must be taken when combining calculated and experimental values. Additionally,
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there is no way to reliably measure the second electron affinity of oxygen - although
values are available, which have been referred from reaction energies - leading to a
further source of error in the calculation.
As a result the point defect energies are presented as defect energies, not forma-
tion energies, with formation energies only calculated for the charge compensated
disorder schemes, i.e. Frenkel and Schottky disorder.
4.2.2 Density Functional Theory
For our ab initio study of defects, defect energies are calculated using the supercell
method, details of which are discussed in Chapter 2 Section 2.6.2. Formation en-
ergies for defects, in charge state q (∆Hf(q)), were calculated using the following
equation:
∆H f (q) = Ede f ect−E per f ect±∑nx(Ex+µx)+q(EVBM+EF +∆Epot)+q2Eic
(4.20)
with Edefect being the total energy of the relaxed supercell containing the defect,
Eperfect the energy of the relaxed perfect supercell, nx the number of defect atoms or
ions added or removed when forming the defect; nx < 0 when atoms are removed,
Ex the elemental reference energy, i.e. the energy of an element in its standard state,
and µx is the chemical potential of the defect; where x is La, Fe or O. The elemen-
tal reference energies of lanthanum and iron were calculated using the respective
metals and oxygen by using a triplet oxygen molecule in a large supercell.
For charged defects, where q 6= 0, the chemical potential of the electrons in the
system needs to be taken into account, which is done with EVBM, the energy of the
valence band maximum (VBM), and EF, the Fermi energy, defined with respect to
the VBM. In addition, a correction term is required, comprising: ∆Epot, the correc-
tion that accounts for the difference between the potential of the perfect supercell
and the supercell containing the charged defect and Eic, the correction to the inter-
action of charged defects with their periodic image.[281]
Two methods of calculating Eic were investigated: one designed for cubic systems,
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in which the dielectric tensor is constant along a, b and c lattice parameters,[281]
and the other which takes into account the anisotropy between dielectric tensors
along different lattice parameters.[295] Orthorhombic LaFeO3 is only slightly dis-
torted from the cubic perovskite structure and therefore only small differences,
reaching a maximum of 0.026 eV for q = ± 3, were found between the correc-
tion values calculated by each method, demonstrating that the choice of method has
minimal impact on our results. However, in order to model defects in orthorhombic
LaFeO3 as accurately as possible, the method outlined by Murphy and Hine,[295]
which takes into account the differences in dielectric tensors along the three lattice
parameters, was selected.
4.2.2.1 Varying Formation Conditions
The formation energy of defects under different conditions can be investigated by
varying the chemical potential, µx, in equation 4.20, which requires the range
of chemical potentials under which LaFeO3 forms preferentially, over competing
phases, to be calculated. We use the chemical potential limits analysis program
(CPLAP)[296], which employs calculated enthalpies of formation, at thermody-
namic equilibrium, of LaFeO3 and its competing phases, to determine the ranges
of chemical potentials in which LaFeO3 is stable with respect to these phases. The
competing phases we considered were the oxides of both iron and lanthanum; iron
has multiple oxides it can form due to the ability of iron to occupy various oxidation
states, and we also considered La3FeO6 which can form if lanthanum is present in
a higher concentration than iron. The chemical potential values at which LaFeO3 is
stable are contained in the grey shaded region of Figure 4.1. The chemical potential
values for lanthanum and iron; µLa and µFe, are shown in Figure 4.1, the chemical
potential of oxygen; µO, is then determined using the the following relationship:
µLa+µFe+
3
2
µO2 ≤ ∆H(LaFeO3) (4.21)
Defect formation energies were calculated at the chemical potential values of two
different points within this shaded region, marked A and B. These points were cho-
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Figure 4.1: The accessible chemical potential ranges for LaFeO3 with respect to competing
phases. The shaded region indicates the chemical potential values where LaFeO3 is stable.
sen as they represent the extremes of possible conditions in which LaFeO3 forms
preferentially. A, bound by La2O3 and LaFeO3, represents lanthanum and iron poor
and oxygen rich conditions, with chemical potential values µLa = -8.89 eV, µFe =
-5.80 eV and µO = 0.00 eV and B, bound by La2O3 and Fe metal, represents lan-
thanum and iron rich and oxygen poor conditions, with chemical potential values
µLa = -3.09 eV, µFe = 0.00 eV, µO = -3.87 eV. Oxygen rich conditions represent
both operating and growth conditions of SOFC cathode materials whereas oxygen
poor represent reducing conditions; the use of these two regimes allows us to in-
vestigate how varying oxygen partial pressure affects this material and its defect
chemistry.
4.3 Results
The calculated formation energies of intrinsic defects will be presented separately
for each computational modelling method used. First the results from interatomic
potential methods will be discussed, followed by the results from ab initio methods.
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4.3.1 Interatomic Potentials
4.3.1.1 Vacancies and Interstitials
The defect energies of isolated vacancies and interstitials of all three ions in LaFeO3
are presented in Tables 4.1 and 4.2 respectively.
Table 4.1: Defect energies of vacancies calculated using interatomic potentials in LaFeO3.
Defect Energy / eV
VLa′′′ 42.87
VFe′′′ 55.37
VO•• (O1) 19.35
VO•• (O2) 19.32
The defect energies for the two oxygen sites only differ by 0.03 eV, close to the
0.02 eV that the defect energies were converged to. Therefore there may not be a
significant difference between oxygen vacancies at the two inequivalent sites when
using interatomic potentials.
For studying interstitials in LaFeO3 it is first necessary to identify possible inter-
stitial sites, i.e. sites that are not occupied by an ion in the pure, defect free mate-
rial. Orthorhombic LaFeO3 belongs to the symmetry group Pbnm no. 62,[165] and
therefore the possible interstitial positions, in the primitive cell, in fractional coordi-
nates are: (12 ,
1
2 , 0), (0, 0, 0), (0, 0,
1
2 ) and (
1
2 ,
1
2 ,
1
2 ) as determined from the Wyckoff
positions. The defect energies of interstitials at all four positions were calculated to
assess if any of the ions have a favoured interstitial position in this material.
Table 4.2: Defect energies of interstitials calculated using interatomic potentials in LaFeO3.
Defect
Interstitial Position
(12 ,
1
2 , 0) (0, 0, 0) (0, 0,
1
2 ) (
1
2 ,
1
2 ,
1
2 )
Lai••• -23.73 -23.73 -23.73 -23.73
Fei••• -39.38 -39.38 -39.38 -39.38
Oi” -10.99 -10.99 -10.99 -10.99
In order to draw meaningful conclusions from the values presented here it is neces-
sary to calculate the solution energies of Frenkel and Schottky disorder. However,
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we can see that all interstitial positions are equivalent, with none of the ions favour-
ing one over the other. Therefore, when interstitials are considered later in this
work, we will only consider one site.
Split-Interstitials
Before calculating Frenkel and Schottky solution energies, we must first investigate
split interstitial formation in LaFeO3. A split interstitial forms when two ions share
a lattice position, and can occur in tightly packed materials such as perovskites.[297,
298] The stability of split interstitials compared to single interstitials was evaluated
by comparing defect energies of split interstitials with those calculated for single
interstitials, shown in Table 4.2. A split interstitial was modelled by replacing one
ion with two of the same ion equidistance from the now vacant lattice site.
For split interstitials, the direction of the split is likely to have an impact on its defect
energy. Therefore a range of directions were considered; in the direction of the three
lattice parameters, a, b and c, and also towards other lattice sites - the lanthanum,
iron and oxygen sites, with both the O1 and O2 oxygen sites considered. Figure
4.2 shows the crystallographic directions and can be used to see the split-interstitial
directions considered.
Figure 4.2: Orthorhombic LaFeO3 showing the direction of the lattice vectors, all of which
are tested as directions for split interstitials.
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The defect energies calculated for split interstitials in LaFeO3 are shown in Tables
4.3 and 4.4, with the former showing the defect energies of split-interstitials split
along the three lattice parameters, while the latter shows the defect energies for the
split-interstitials being split towards the 4 ion sites.
Table 4.3: Defect energies of split interstitials in LaFeO3, split along the three lattice pa-
rameters.
Interstitial Species
Direction of Split
a b c
La -25.73 -25.73 -24.60
Fe -38.23 -38.58 -36.82
O -10.64 -11.04 -11.78
Table 4.4: Defect energies of split interstitials in LaFeO3, split towards the other lattice
sites, denoted by the ion that occupies the site.
Interstitial Species
Direction of Split
La Fe O1 O2
La -24.60 -25.59 -25.59 -25.73
Fe -36.82 -38.73 -38.12 -
O1 -10.37 -11.47 -11.50 -11.50
O2 -9.20 -11.55 -11.58 -11.04
Firstly looking at lanthanum, we see that the most favourable direction for the split-
interstitial is along the a and b lattice parameters, in fact, observation of the relaxed
structure shows the split-interstitial has relaxed along an ab direction in both cases,
explaining the equivalence of these two values. However, an interstitial split towards
both Fe and O1 ions is only 0.14 eV less favourable than a split in the ab direction,
so this could also be a possible orientation for the lanthanum split-interstitial to take.
Most importantly, we see that split-interstitials, in all orientations investigated, are
more favourable than a single interstitial and therefore if lanthanum interstitials are
present in LaFeO3 they will be split-interstitials.
For Fe3+ interstitials, splitting towards other Fe and La ion sites are the most
favoured orientations of the split-interstitial. However, these values are less
favourable than the defect energy of a single interstitial, suggesting iron intersti-
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tials are likely to form single interstitials in LaFeO3.
Finally, considering oxygen interstitials, interestingly, unlike lanthanum - in which
all orientations of the split-interstitial were more favourable than a single interstitial
- some orientations of the oxygen split-interstitial are less favourable than a sin-
gle oxygen interstitial. However, the most favourable split-interstitial orientation,
along the c lattice parameter, is 0.8 eV more favourable than a single interstitial,
suggesting split-interstitials are likely to dominate if oxygen interstitial are present
in LaFeO3.
4.3.1.2 Frenkel and Schottky disorder
The defect reactions governing the formation of Frenkel and Schottky defects are
shown in equations 4.10 to 4.13 in section 4.1.1.
The calculated formation energies associated with each of these defect equations are
listed in Table 4.5. As there are two inequivalent oxygen sites in LaFeO3; O1 and
O2, the defect energies of a vacancy in each site have been calculated separately.
When calculating Frenkel and Schottky disorder formation energies, that include
oxygen vacancies, they have been calculated twice; with the O1 vacancy energy
and with the O2 vacancy energy. The oxygen vacancy energy that has been used
is denoted by O1 and O2 in Table 4.5. For La and O Frenkel disorder, the defect
energies of split-interstitials have been used, while the defect energies of single
interstitials were used for Fe Frenkel, as these are the more favourable form of
interstitial in each case.
Table 4.5: Calculated formation energies for Frenkel and Schottky type disorder in LaFeO3.
Frenkel Disorder Energy defect-1 Schottky Disorder Energy defect-1
La Frenkel 8.58 La2O3 Partial (O1) 3.20
Fe Frenkel 8.02 La2O3 Partial (O2) 3.18
O1 Frenkel 3.80 Fe2O3 Partial (O1) 3.85
O2 Frenkel 3.78 Fe2O3 Partial (O2) 3.84
Full Schottky (O1) 3.52
Full Schottky (O2) 3.50
Firstly, we can see that Schottky disorder, in the majority of cases, is more
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favourable than Frenkel disorder and therefore vacancies will be present in higher
concentrations than interstitials. The lowest energy form is La2O3 partial Schottky
disorder, but all values are high and therefore vacancy concentrations are likely to
be low.
4.3.1.3 Anti-Site Defeccts
The formation of anti-site defects, and the defect equations associated with these
processes are discussed in section 4.1.1; equations 4.14 to 4.16. All three forms of
anti-site defect were investigated for LaFeO3 and the solution energies are shown
in Table 4.6.
Table 4.6: Anti-site solution energies calculated using interatomic potentials.
Anti-Site Defect Energy defect-1 / eV
LaFe× 2.85
FeLa× 1.99
LaFe× + FeLa× 2.31
We see that, for LaFeO3, all anti-site defects have a similar solution energy, with
FeLa× having the lowest. This type of disorder, in all cases, is more favourable
than Frenkel and Schottky disorder, and therefore are likely to have the highest con-
centration of the intrinsic defects present in LaFeO3, according to our interatomic
potential-based calculations.
4.3.2 Density Functional Theory
Having calculated defect energies of vacancies, interstitials, Frenkel and Schottky
disorder and anti-site defects using interatomic potentials, we will now discuss the
results from the ab initio study. Due to the nature of interatomic potential-based
methods, the charge states of defects are limited to the charge state of the ion deter-
mined by the potentials, in the case of LaFeO3 this is La3+, Fe3+ and O2-. However,
we are able to explore alternative charge states, including neutral defects - where
the defective site remains neutral - using ab initio methods. We will present the
results of neutral, isolated vacancies and interstitials first, then discuss Frenkel and
Schottky disorder and anti-site defects. The final part of this section will address
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non-zero charge states of defective sites and which are most favourable under the
two chemical potential environments considered.
4.3.2.1 Vacancies and Interstitials
The formation energies of intrinsic defects, both neutral and charged, have been cal-
culated, within the two chemical potential environments outlined in section 4.2.2.1.
Table 4.7 shows the defect formation energies of neutral vacancies of La, Fe and O,
see equations 4.7 to 4.9, for neutral defects q from equation 4.20 is 0 and therefore
the formation energy calculation becomes
∆H f (q) = Ede f ect−E per f ect±∑nx(Ex+µx) (4.22)
Due to the antiferromagnetic ordering of iron ions in LaFeO3, iron in spin up and
spin down orientations, with respect to the c lattice parameter, are present (as can be
seen in Figure 4.3). Therefore defects involving iron in each orientation have been
investigated. As with the interatomic potentials study, vacancies of the two oxygen
sites are reported separately.
As our interatomic potentials study demonstrated that all interstitial sites in LaFeO3
are equivalent for all three ions, only one interstitial site is considered in the ab
initio study; position (12 ,
1
2 ,
1
2 ) in the primitive cell.
Table 4.7: The defect formation energies of neutral vacancies in LaFeO3.
Neutral Defect
Defect Formation Energy / eV
O Rich / La & Fe Poor O Poor / La & Fe Rich
VLa× 3.333 9.136
VFe× (Spin Up) 2.639 8.442
VFe× (Spin Down) 2.940 8.743
VO× (O1) 3.960 0.092
VO× (O2) 3.829 -0.040
The formation energies of oxygen vacancies have been calculated previously by
Mastrikov et al.[119] and by Ritzmann et al.[175] who reported values of 4.41
and 4.01 eV respectively, comparing well with the values calculated here; 3.960
and 3.829 eV for oxygen rich conditions. The differences between the results are
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Figure 4.3: A 2×1×1 supercell of LaFeO3 showing the spin orientations on iron, the black
arrows represent the magnetic moment of the iron ion, either +4.4 or -4.4 µB.
due to differences in the method used. Mastrikov et al.[119] employed the GGA
functional, not GGA+U, whereas, although Ritzmann et al.[175] used GGA+U,
they used a smaller U-value; 4.3 eV, and used a supercell with fixed cubic lattice
parameters - allowing the internal coordinates to relax - whereas our work used
orthorhombic lattice parameters. The negative formation energy for oxygen vacan-
cies under oxygen poor conditions suggests that this material will be significantly
oxygen deficient under reducing conditions.
On comparing the formation energies of neutral vacancies to those of neutral inter-
stitials, shown in Table 4.8, we see that in general interstitials have higher formation
energies, as is to be expected for a close packed material such as LaFeO3, with the
exception of Oi in oxygen rich conditions which have relatively low formation en-
ergies.
Initially, interstitials were placed at the centre of the 2×2×1 supercell, occupying
a square planar positions between four oxygens; position 0.5, 0.5, 0.5 in fractional
coordinates. However, examination of the optimised position of lanthanum and oxy-
gen interstitials reveal they form split-interstitials with a nearby ion on its lattice site,
as can be seen in Figure 4.4a and 4.4b, with a single interstitial of these ions not sta-
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Table 4.8: The defect formation energies of neutral interstitials in LaFeO3.
Neutral Defect
Defect Formation Energy / eV
O Rich / La & Fe Poor O Poor / La & Fe Rich
Lai× 12.550 6.747
Fei× (Spin Up) 8.708 2.904
Fei× (Spin Down) 8.006 2.203
Oi× 1.628 5.496
bilising in LaFeO3. These results suggests that split-interstitials are more favourable
than single interstitials for both lanthanum and oxygen, in agreement with inter-
atomic potential results presented in the previous section. The preferential forma-
tion of split-interstitials for the A-site and oxygen ions has been found in similar
materials including the (Ba,Sr)(Co,Fe)O3-δ (BSCF) family of perovskites.[92, 299]
As with the interatomic potentials study, a number of different orientations for split-
interstitials within this structure were investigated to find the most favourable. For
both lanthanum and oxygen, splitting the interstitial along the three lattice param-
eters, a, b and c, was investigated, with configurations along and perpendicular to
the Fe-O-Fe bond also investigated for oxygen. Splitting the interstitials towards
other lattice sites was not considered in this case, as the interatomic potentials
study demonstrated that the most favourable splitting orientations were along one
(or more) of the lattice parameters, for all ions.
It was found that the orientations shown in Figure 4.4a and 4.4b are the most sta-
ble for lanthanum and oxygen split interstitials; (-a, 0.84b) for lanthanum and (-a,
-0.26b, 0.11c) for oxygen. The length of the bond between the two oxygen ions
in Figure 4.4b is 1.46 A˚ just under the reported bond length of classical peroxides,
O22−, 1.49 ± 0.02 A˚.[300] When compared to the bond lengths of alternative oxy-
gen species; 1.21 for O2[25] and 1.348 ± 0.008 A˚ for O2−,[301] 1.49 ± 0.02 A˚
is the closest and therefore O22− is the most likely charge state of the oxygen split
interstitial.
Interestingly, worked on lanthanum substituted SrTiO3 found that perovskite ma-
terials with an oxygen excess form ordered oxygen rich defect phases which de-
crease oxide ion conductivity due to defect-defect interactions preventing mobility
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Figure 4.4: Split interstitials of (a) lanthanum, shown in dark blue and (b) oxygen shown
in pale blue.
of oxide ions.[302] The ordered defect phases could take the form of oxygen split
interstitials, as our results show these defects form favourably in perovskite oxides.
In order to achieve the high ionic conductivity required for intermediate cathode
applications these defects must be avoided, demonstrating the importance of under-
standing the defect chemistry of LaFeO3; in order to identify both desired defects
and those we do want to promote within the material.
Iron split-interstitials were also investigated. However, all orientations studied con-
verged into single interstitials, suggesting that this is the most favourable form for
iron, in agreement with the interatomic potential results.
The optimised position of iron interstitials, in both spin up and spin down orien-
tations, is shown in Figure 4.5b. Figure 4.5a shows the initial position of the in-
terstitial, which has a square planar configuration. In Figure 4.5b we see that the
interstitial has shifted to a tetrahedral position. The magnetic moment of the in-
terstitial in the tetrahedral position is 3.7 µB, a decrease from the bulk magnetic
moment of 4.4 µB, suggesting that iron interstitials are incorporated as Fe2+ ions,
with the excess charge delocalised onto the oxygens surrounding the interstitial.
4.3. Results 135
Figure 4.5: The change in position of an iron interstitial found in this material, the iron
interstitial is shown in yellow: (a) between two lanthanum ions, the front lanthanum ion
has been removed from the image for ease of viewing, this is the position initially used
for all interstitials; it has a square planar configuration with the surrounding oxygen ions,
(b) displaced from this site in an -ab direction; it has a tetrahedral configuration with the
surrounding oxygen ions.
4.3.2.2 Frenkel and Schottky Disorder
The formation energies calculated for vacancies and interstitials of lanthanum, iron
and oxygen can be used to calculate the energies of Frenkel and Schottky type
disorder, as shown in equations 4.10 to 4.13.
The formation energies of these processes have been calculated for both neutral
and charged vacancies and interstitials, with the values calculated for Frenkel and
Schottky disorder shown in Tables 4.9 and 4.10 respectively. The energies reported
for Frenkel and Schottky disorder using charged defects, have used defect energies
for the 3+ charge states for lanthanum and iron and 2- for oxygen. The formation
energies of Frenkel and Schottky disorder are independent of iron rich and poor
conditions and therefore only one set of values are presented.
Defect energies of iron vacancies and interstitials in both spin up and spin down ori-
entations have been used in calculating the solution energies of Frenkel and Schot-
tky disorder. The orientation that has been used is given by the su (spin up) or sd
(spin down) label.
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Table 4.9: Energies of Frenkel type disorder in LaFeO3.
Frenkel
Energy defect-1 / eV
Neutral Charged
La 7.941 5.807
Fe (sd) 5.473 4.444
Fe (su) 5.673 4.435
O1 2.794 3.291
O2 2.728 3.287
Table 4.10: Energies of Schottky disorder in LaFeO3.
Schottky
Energy defect-1 / eV
Neutral Charged
La2O3 Partial O1 3.710 2.198
La2O3 Partial O2 3.631 2.193
Fe2O3 Partial O1 (sd) 3.749 2.419
Fe2O3 Partial O2 (sd) 3.670 2.414
Fe2O3 Partial O1 (su) 3.629 2.414
Fe2O3 Partial O2 (su) 3.550 2.409
Full O1 (sd) 3.631 2.210
Full O2 (sd) 3.552 2.205
Full O1 (su) 3.571 2.207
Full O2 (su) 3.492 2.203
For lanthanum and iron, charged Frenkel pairs have lower formation energies than
their neutral counterparts; for oxygen, however, neutral Frenkel disorder will form
preferentially. For Schottky disorder, La2O3 partial Schottky and full Schottky will
form preferentially over Fe2O3 partial Schottky disorder.
The favourable formation of Schottky disorder supports work done by Mizusaki et
al.[48] and the more recent work by Wærnhus et al.,[49, 167] who measured elec-
tronic conductivity in LaFeO3 under different O2 partial pressure. Both observed
p-type conductivity at high partial pressures, with fully ionised cation vacancies re-
quired in order to keep the material charge neutral under this conductivity scheme.
Mizusaki et al. assumed that lanthanum vacancies would be the most favourable
due to the fixed stoichiometry of the iron with its surrounding oxygens,[48] while
Wærnhus et al. suggested that cation vacancies were incorporated into LaFeO3
through Schottky disorder, although, as they were unable to identify the type of
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cation vacancy involved, they assumed both would be present.[49, 167] The results
in Table 4.10 suggest that La2O3 partial Schottky and full Schottky defects are likely
to form meaning that vacancies of both cations will be present in the material, al-
though La3+ vacancies may dominate. This finding builds on the conclusions drawn
in both pieces of work: p-type conductivity is compensated by both La3+ and Fe3+
vacancies formed through La2O3 partial and full Schottky disorder.
Table 4.11 presents the solution energies of Frenkel and Schottky disorder calcu-
lated by both the interatomic potentials-based method and DFT+U for ease of com-
parison. The DFT+U results presented are the formation energies calculated from
charged defect energies as these are most comparable with the interatomic potential
results.
Table 4.11: Energies of Frenkel and Schottky type disorder in LaFeO3 calculated using
interatomic potentials and DFT+U.
Disorder
Energy defect-1 / eV
Interatomic Potentials DFT+U
La Frenkel 9.57 5.807
Fe Frenkel 8.02 4.435
O1 Frenkel 4.18 3.291
O2 Frenkel 4.16 3.287
Full Schottky O1 3.52 2.207
Full Schottky O2 3.50 2.203
La2O3 Partial Schottky O1 3.20 2.198
La2O3 Partial Schottky O2 3.18 2.193
Fe2O3 Partial Schottky O1 3.85 2.414
Fe2O3 Partial Schottky O2 3.84 2.409
The formation energies of La and Fe Frenkel disorder differ most between the two
methods, with the values calculated using interatomic potentials being significantly
higher in both cases. The majority of the energies calculated for Frenkel and Schot-
tky disorder differ by roughly 1.0 eV, a significant value that impacts the conclusions
on whether this type of disorder will predominate, especially for Schottky type dis-
order. The source of this difference was investigated by using each technique to
calculate the heat of formation of LaFeO3 in order to compare to the experimen-
tal value of -18.21 eV.[22] The resulting values are shown in Table 4.12. DFT is
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known to underestimate the heat of formation, whereas interatomic potentials may
overestimate the heat of formation, due to the assumption of pure ionic bonding.
Table 4.12: The experimental heat of formation, and the values calculated using interatomic
potentials and DFT+U. aRef[22].
Technique ∆Hf / eV
Experimental -18.21a
ab initio -14.70
Interatomic Potentials -27.02
The heat of formation was calculated with ab initio methods by taking the difference
between the cohesive energy of LaFeO3 and the sum of the atoms in their standard
state, equation 4.23, whereas for interatomic potentials a Born-Haber cycle was
used; Figure 4.6. Table 4.13 contains the values used in equation 4.23 and Table
4.14 for the values used in the Born-Haber Cycle.
Ex(La(s))+Ex(Fe(s))+Ex
(
3
2
O2(g)
)
→ E f (LaFeO3) (4.23)
Table 4.13: The cohesive energy of the atoms in LaFeO3 in their standard states, along with
the formation enthalpy of LaFeO3. All values were calculated using DFT+U.
Species Energy / eV
La(s) -4.920
Fe(s) -3.851
O2(g) -9.513
LaFeO3 -37.759
These results show that although DFT+U does underestimate the heat of formation
and may, as a consequence, underestimate to some degree the vacancy energies,
interatomic potentials overestimate it considerably. This over estimation is likely
to be the basis of the difference in the defect formation energies shown in Table
4.11 and may be related to the lack of covalency present in the interatomic poten-
tial model. A degree of covalency has been found in related materials in which it
mediates charge transfer and is therefore vital for catalytic processes.[210]
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Figure 4.6: The Born-Haber Cycle used to calculate the formation energy of LaFeO3; ∆Hf
LaFeO3. Experimental values were used for each of the parameters (see Table 4.14) except
for ∆HlatticeLaFeO3 which was calculated using interatomic potentials.
Table 4.15 show solution energies of Frenkel disorder using vacancies and intersti-
tials of non-zero charge states. An example defect equation for non-zero Frenkel
disorder is as follows, using La+ as an example:
La×La↔ V
′
La+La
•
i (4.24)
Comparing the solution energies of Frenkel disorder formed from ions with non-
zero charge states, interestingly we find lower energies for higher charge states of
lanthanum, suggesting that formation of interstitials from lattice ions does not re-
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Table 4.14: Values used for each of the terms in the Born-Haber cycle (Figure 4.6). All val-
ues are experimentally determined values except ∆Hlattice of LaFeO3 which was calculated
using interatomic potentials. aRef [23], bRef [24], cRef [25] and dRef [26].
Parameter Value / kJ mol-1
∆Hatom(La) 431.0a
∆Hatom(Fe) 415.0b
∆HBE(O2) 497.0c
∆HIE(1)(Fe) 759.2d
∆HIE(2)(Fe) 1561.1d
∆HIE(3)(Fe) 2957.3d
∆HIE(1)(La) 538.1d
∆HIE(2)(La) 1067.1d
∆HIE(3)(La) 1849.6d
∆HEA(1)(O) -141.0c
∆HEA(2)(O) 844.0c
∆Hlattice(LaFeO3) -13390.460
Table 4.15: Energies of Frenkel type disorder for defects of non-zero charge states.
Frenkel Energy defect-1 / eV Frenkel Energy defect-1 / eV
La+ 6.956 Fe2+ (su) 4.197
La2+ 6.621 Fe3+ (su) 4.435
La3+ 5.807 O1- 3.601
Fe+ (sd) 4.778 O12- 3.291
Fe2+ (sd) 4.287 O2- 3.615
Fe3+ (sd) 4.444 O22- 3.287
Fe+ (su) 4.527
sult in a change of charge state of the ion. However, this is not the case for iron
or oxygen. For iron, the Fe2+ Frenkel is more stable, because the formation of a
displaced interstitial in a 2+ charge state is stabilised, compared to a Fe3+ intersti-
tial, due to the tetrahedral environment the displaced interstitial occupies favouring
the 2+ charge state. For oxygen, the neutral interstitial is more stable than any of
the charged interstitials, suggesting that when an oxygen Frenkel Pair is formed the
electrons are left in the vacancy, where they are likely to be stabilised by surround-
ing iron ions.
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4.3.2.3 Anti-Site Defects
The final type of defect to study in our ab initio investigation is anti-site defects, the
equations of which are shown in section 4.1.1; equations 4.14 to 4.16.
All three anti-site defects were investigated and the resulting formation energies
are shown in Table 4.16. For comparison the solutions energies of anti-site defects
calculated using interatomic potentials, presented in the previous section, have been
included in Table 4.16. As with Frenkel and Schottky disorder, anti-site defects are
independent of the chemical potential environment.
Table 4.16: Defect formation energies of anti-site defects in LaFeO3 calculated using
DFT+U and interatomic potentials.
Anti-Site Defect
Energy defect-1 / eV
DFT+U Interatomic Potentials
LaFe× 3.010 2.852
FeLa× 2.590 1.989
LaFe× + FeLa× 2.303 2.305
The energies calculated for each anti-site defect compare well between the two tech-
niques, although, interestingly, the most favourable type changes between the two
techniques. LaFe× has a high formation energy and is therefore not likely to con-
tribute to the defect chemistry of LaFeO3, however, FeLa× and LaFe× + FeLa× have
formation energies comparable with La2O3 and full Schottky disorder and therefore
may play a role in the chemistry of LaFeO3, particularly at high temperatures.
Investigating the effect of changing the charge state of the ion in the anti-site re-
vealed that all charge states, for both ions, have higher formation energies than their
neutral counterparts when EF = 0, as can be seen in Table 4.17. However, as the
Fermi energy is increased, lower charge states become more favourable, as can be
seen in the following section.
The preferential formation of Schottky-type disorder over anti-site disorder, which
is seen when solution energies are calculated using DFT+U, is found in other
perovskite-based materials, including BSCF in which Schottky-disorder causes the
material to decompose.[92, 299] Schottky disorder in LaFeO3 has a higher for-
mation energy than in BSCF; therefore the material will not be as susceptible to
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Table 4.17: Defect formation energies of anti-site defects in varying charge states.
Anti-Site Defect Energy defect-1 / eV
LaFe′ 4.786
LaFe′′ 7.134
FeLa′ 3.198
FeLa′ 5.632
decomposition through this route.
4.3.2.4 Formation Energies as a Function of Fermi Energy
The formation energies of charged defects depend on the Fermi energy, EF, as seen
in equation 4.20. Therefore the defect formation energies of charged intrinsic de-
fects, vacancies, interstitials and anti-site defects, have been calculated at increasing
values of EF, from 0.0 eV - the valence band maximum - to 2.1 eV the conduction
band minimum. Figure 4.7 shows how the formation energy of each defect changes
with the Fermi energy within each set of conditions: oxygen rich/lanthanum and
iron poor and oxygen poor/lanthanum and iron rich. In these plots, the different
charge states of the defects have been grouped, with only the charge state with the
lowest formation energy being shown. The gradient indicates the defect charge
state, with neutral being horizontal and ± 3 being the steepest slope. Where the
gradient of the lines change, i.e. where the formation energies of two charge states
are equal, a thermodynamic transition occurs. For lanthanum and iron defects, +1,
+2 and +3 charge states have been investigated, for oxygen defects -1 and -2 charge
states have been investigated.
We see from Figure 4.7, that for oxygen rich conditions, O2- vacancies and neu-
tral oxygen interstitials dominate the defect chemistry at low EF values. However,
cation vacancies, both La3+ and Fe3+, become the most favourable defect just be-
fore EF = 1.0 eV. This result further supports the work done by Mizusaki et al.[48]
and Wærnhus et al.,[49, 167] by showing that cation vacancies form favourably in
oxygen rich conditions.
In oxygen poor conditions oxygen vacancies dominate across all values of Fermi
energy, with the 2- charge state having the lowest formation energy until EF = 1.5
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Figure 4.7: The change in defect energies of intrinsic defects in LaFeO3 with increasing
Fermi energy (EF) from the VBM (0 eV) to the CBM (2.1 eV), under oxygen rich, lan-
thanum and iron poor and oxygen poor, lanthanum and iron rich conditions.
eV, where the neutral vacancy becomes more favourable. Experimental studies on
the conductivity of LaFeO3 under varying oxygen partial pressures show that n-type
conductivity is observed under low oxygen partial pressures which originates from
the formation of oxygen vacancies and a reduction of Fe3+ to Fe2+.[48, 49] The
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negative defect formation energy of O2- vacancies, reported here across all values
of Fermi energy, supports the observation of the dominance of O2- vacancies, and
therefore an n-type conductivity scheme, under low partial pressures.
The position of the Fermi level in LaFeO3, under oxygen rich and oxygen poor con-
ditions, was calculated using SC-FERMI,[303, 304] an in-house developed code,
which uses defect formation energies to calculate the concentration of defects and
charge carriers and, therefore, the Fermi level that satisfies the constraint that the
system be overall charge neutral. Under oxygen rich conditions, the Fermi level is
at 0.87 eV, where cation vacancies become the most favourable defect in the sys-
tem. For oxygen poor conditions, the Fermi level is at 1.55 eV, where the most
favourable charge state of oxygen vacancies becomes neutral instead of 2-. There-
fore one would expect the material to be p-type in O-rich and n-type in O-poor
which corresponds well to the experimental results.
4.3.3 Relating Oxygen Chemical Potential to Oxygen Partial
Pressure
In order to compare results of our defect studies to experimental data, it is necessary
to relate our theoretical limits of oxygen chemical potential to values of oxygen
chemical potential under varying temperature and partial pressure conditions, as
these factors can be controlled experimentally. This was done following the method
outlined by Reuter and Scheffler.[305] Firstly, the dependence of oxygen chemical
potential on temperature is defined at a constant partial pressure, standard pressure
ρ° = 1 atm with reference to a zero state; µO(0K, ρ°) = 12 EO2
total = 0, as follows:
µO(T,ρ°) =
1
2
[H(T,ρ°,O2)−H(0K, p°,O2)]− 12T [S(T,ρ°,O2)−S(0K,ρ°,O2)]
(4.25)
µO(T, ρ°) was calculated from 600 to 1500 K, using data from thermochemical
tables,[306] and the results are shown in Table 4.18.
Using these values, the chemical potential of oxygen at varying oxygen partial pres-
sures at a given temperature can be calculated via:
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Table 4.18: The variation of oxygen chemical potential with temperature at standard oxy-
gen partial pressure.
Temperature / K µO(T, ρ°) / eV Temperature / K µO(T, ρ°) / eV
600 -0.6109 1100 -1.2712
700 -0.7295 1200 -1.3998
800 -0.8505 1300 -1.5300
900 -0.9738 1400 -1.6617
1000 -1.0990 1500 -1.7948
µO(T,ρ) = µO(T,ρ°)+
1
2
kT ln(
ρ
ρ°
) (4.26)
From equation 4.26, we can calculate oxygen chemical potential values at varying
temperatures and pressures, as demonstrated in Tables 4.19 and 4.20 respectively.
When varying temperature, a partial pressure of 0.21 atm was chosen, which is a
common operating partial pressure for solid oxide fuel cells,[52] and when vary-
ing pressure a temperature of 1000K was chosen as it falls into the current target
operating temperature region for SOFCs: 500 to 800°C.
The oxygen chemical potential values used in the present study encompass the oxy-
gen chemical potentials in Tables 4.19 and 4.20. Defect formation energies un-
der operational conditions, which will lie between the two extreme oxygen partial
pressure conditions we have considered, will, therefore, lie between the formation
energies calculated in this work under oxygen poor and oxygen rich conditions.
Interestingly, Ritzmann et al.[175] calculated the free energy of formation of oxy-
gen vacancies, ∆Gf,vac, at 700°C, without taking the chemical potential of oxygen
into account. They found that the contribution from entropy is -0.95 eV (∆Hf,vac at
700°C = 3.99 eV whereas ∆Gf,vac = 3.04 eV). Our µO at 1000K, at 1 atm oxygen
partial pressure, is -1.00 eV, suggesting that just taking into account the change in
oxygen chemical potential with temperature and pressure provides a good estima-
tion of the entropy contribution to the free energy of vacancy formation.
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Table 4.19: The variation in oxygen chemical potential with temperature at ρO2 = 0.21 atm.
Temperature / K µO(T, ρ) / eV Temperature / K µO(T, ρ) / eV
600 -0.6512 1100 -1.3450
700 -0.7765 1200 -1.4805
800 -0.9043 1300 -1.6175
900 -1.0343 1400 -1.7558
1000 -1.1663 1500 -1.8956
Table 4.20: The variation in oxygen chemical potential with oxygen partial pressure at 1000
K.
ρO2 / atm µO(T, ρ) / eV ρO2 / atm µO(T, ρ) / eV
1 x 10-9 -1.9919 1 x 101 -0.9998
1 x 10-7 -1.7935 1 x 103 -0.8014
1 x 10-5 -1.5951 1 x 105 -0.6030
1 x 10-3 -1.3967 1 x 107 -0.4046
1 x 10-1 -1.1983 1 x 109 -0.2062
4.3.3.1 Stoichiometry of LaFeO3 under varying oxygen partial pres-
sures
As can be seen in Figure 4.7, oxygen vacancies will form spontaneously in LaFeO3
under oxygen poor conditions, changing the stoichiometry of the material, resulting
in LaFeO3-δ . Jacob and Ranjani[307] measured the change in stoichiometry of
LaFeO3-δ with oxygen partial pressure at 1473K, and if we calculate δ at varying
oxygen chemical potentials, which are equivalent to the partial pressures Jacob and
Ranjani[307] used, we can generate results that can be directly compared to their
experimental work. They represented their results using the following equation,
lnδ =−0.1632ln(ρO2
ρ°
)−9.0532 (4.27)
The non-stoichiometry factor, δ , can be evaluated using the following expression,
δ = N exp−
∆Hf (q)
kT (4.28)
where N is the number of species in a formula unit; e.g. 3 for oxygen and ∆Hf(q) is
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the defect formation energy in charge state q. A value for µO(T, ρ°) at 1473K was
interpolated from the values in Table 4.18 and used to calculated µO(T, ρ) at a range
of partial pressures; Jacob and Ranjani used the range ln(ρO2 /ρ°)= -30 to 0.[307]
These oxygen chemical potential values are then used in calculating ∆Hf(q), thus
affecting the value of δ .
Results from section 4.3.2.4 demonstrate that, as well as the oxygen chemical po-
tential changing with oxygen partial pressure, the Fermi level, and therefore Fermi
energy, in the material also changes. In Figure 4.8 we compare results from Jacob
and Ranjani[307] to values of non-stoichiometry calculated using the defect forma-
tion energy of neutral oxygen vacancies - which form favourably in oxygen poor
conditions - and values of non-stoichiometry calculated using the defect formation
energy of oxygen vacancies taking into account the change in Fermi energy from
0.87 eV, in oxygen rich conditions, to 1.55 eV in oxygen poor.
Figure 4.8: Dependence of the non-stoichiometry factor on oxygen partial pressure with
reference to neutral oxygen vacancies and oxygen vacancies calculated at different Fermi
energies, from 0.87 eV at ln(ρO2 /ρ°) = 0 to 1.55 eV at ln(ρO2 /ρ°) = -30. Experimental
results from Jacob and Ranjani at 1473K.[307]
Comparing the fitted trend lines for each set of data to the one fitted to the exper-
imental data of Jacob and Ranjani,[307] reveals that δ values calculated by taking
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the changing Fermi level into account show a significantly better agreement with
the experimental results, validating our estimated Fermi levels and the defect model
presented. It is likely that the oxygen rich and oxygen poor conditions, used to cal-
culate the Fermi levels in our work, correspond to oxygen partial pressures beyond
the range used in the experimental non-stoichiometry study, which could be the
cause of the difference between our calculated values and the experimental results,
and a narrower range may be necessary to improve the agreement between them.
4.4 Summary and Conclusions
In this chapter we have calculated defect energies, formation energies and solution
energies of isolated defects and disorder schemes in order to establish those which
will predominate in LaFeO3.
The results from interatomic potential-based calculations suggest that anti-site de-
fects are likely to be the prevailing defect species in LaFeO3, with Frenkel and
Schottky type disorders having high solution energies in all cases. However, results
from ab initio-based calculations suggest that Schottky type disorder does play an
important role in the defect chemistry of LaFeO3. These results are in line with ex-
perimental results, thus suggesting that the ab initio treatment of LaFeO3 is needed
in this case to gain accurate results. However, the source of this over-estimation
of Schottky-type disorder has been successfully identified as resulting from the the
over-estimation of the formation energy of LaFeO3. If this is taken into account in
future work, interatomic potential calculations can provide useful insight.
The results presented in this chapter suggest that under oxygen rich conditions,
cation vacancies are the most favoured defect and will form in significant enough
concentrations as to contribute to the conductivity in this material, particularly La3+
vacancies. These cation vacancies are compensated by holes, which enable p-type
conductivity. Under oxygen poor conditions oxygen vacancies dominate, a promis-
ing results as the migration of oxygen vacancies through LaFeO3 is vital for in-
creased activity as a SOFC cathode material. We found that this model - which
establishes the value of the Fermi level in LaFeO3 under each condition - is verified
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by experimental studies conducted by Jacob and Ranjani[307].
Establishing this defect chemistry of LaFeO3 is an essential start, with both ionic
and electronic conductivity promoted by the species present. However, both de-
fective species, but particularly oxygen vacancies, need to be promoted further for
increased catalytic activity. Doping perovskites is an established way to do this,
and this will be discussed in Chapter 6. The next chapter will cover oxygen ion
migration in stoichiometric LaFeO3.
Chapter 5
Oxide Ion Migration
5.1 Introduction
In Chapter 4, we established that oxygen vacancies will form in LaFeO3, particu-
larly under oxygen poor conditions. However, to enhance the ionic conductivity of
the material, the O2- ions need to be able to migrate through LaFeO3 at a relatively
small energetic cost. Therefore, the next step is to investigate possible oxide ion
migration pathways and the activation energies, associated with each, knowledge of
which can help establish methods to optimise oxide ion migration further. In this
respect, modelling plays a vital role as it allows us to explore these process at the
atomic level.
Previous computational work on oxide ion migration in LaFeO3 has shown that the
energy barrier is low for oxide ion migration. Using DFT+U, Ritzmann et al.[175]
calculated an activation energy of 0.79 eV, while Mastrikov et al.[119] calculated
a value of 0.75 eV. Both studies used cubic LaFeO3 and hence only reported one
activation energy as all oxygen sites are equivalent in cubic LaFeO3. Work on
orthorhombic LaFeO3 has been carried out by Jones and Islam[27] who calculated
the barrier of three pathways using interatomic potential-based methods. We will
compare their results to the work presented here throughout the chapter.
It is generally agreed that oxide ion diffusion in perovskite-type materials occurs
via a vacancy mediated mechanism, partly due to the formation of interstitials be-
ing unfavourable in the tightly packed structure of these materials, and work by
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Ishigaki et al.[16] and Mizusaki et al.[48] helped establish that this was the case.
If the diffusion mechanism is related to oxygen defects, i.e. a oxygen vacancy
mediated process, then the self-diffusion coefficient should be proportional to the
concentration of point defects. Ishigaki established that the self diffusion coeffi-
cient, D∗O, of LaFeO3 was inversely proportional to the partial pressure of oxygen:
D∗O ∝ ρ
−0.58
O2
, which when combined with the result reported by Mizusaki that the
concentration of oxygen vacancies is also inversely proportional to oxygen partial
pressure: [V••O ] ∝ ρ
−0.5
O2
, suggests that oxide ion diffusion occurs via a vacancy me-
diated mechanism.
Due to the two inequivalent oxygen sites in orthorhombic LaFeO3, shown in Fig-
ure 5.1, there are three possible pathways for oxide ion migration, assuming the
conduction is mediated by the presence of oxygen vacancies; O1 to O1, O1 to O2
and O2 to O2, also shown in Figure 5.1 by the arrows labelled 1, 2 and 3 respec-
tively. Activation energies of all three pathways have been calculated, using both
interatomic potential-based methods and DFT+U, as done for intrinsic defects in
Chapter 4. First, the methods used for each level of theory will be outlined and then
the results discussed. The chapter will conclude by discussing which pathways are
most favourable for oxide ion migration in LaFeO3.
Figure 5.1: Orthorhombic LaFeO3 showing the inequivalent oxygens sites (labelled O1
and O2) and the three potential pathways investigated in this chapter, denoted using black
arrows: O1 to O1 (1), O1 to O2 (2) and O2 to O2 (3).
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5.2 Methods
Both interatomic potentials and DFT-based methods were used to investigate oxide
ion migration; here the methods used for each level of theory will be outlined. Inter-
atomic potentials were used initially to establish a pathway, then the start, end and
saddle point of each pathway were optimised using DFT+U to find a DFT-based mi-
gration barrier. Finally, the Nudged Elastic Band (NEB) method was implemented
in DFT+U to get a DFT-based view of the migration pathway as well as the mi-
gration barrier. The interatomic potentials-based approach will be outlined first,
followed by the DFT-based methods.
5.2.1 Interatomic Potentials
The interatomic potentials-based calculations were carried out using the potentials
given in Table 3.1 (Chapter 3), the same as those used for the defect calculations
in Chapter 4. For each of the three pathways, five points, at equal intervals, were
chosen along a straight line connecting the two oxygen sites. Previous ion migra-
tion studies on perovskite-type oxides have shown that ions can travel via a curved
path.[27, 60, 173, 174, 308] Therefore, at each chosen position along the straight
line, the energy of the migrating oxygen species was calculated at a range of points
on a 10×10 two-dimensional grid around the original position, in a perpendicular
direction to the oxide ion path; further details are given in Appendix E. Performing
multiple calculations at each position allowed us to find the lowest energy point for
the oxide ion perpendicular to each site along the initial, linear pathway, thus allow-
ing a curved pathway to form. Each energy calculation was carried out using the
Mott-Littleton methodology,[274] using a region 1 size of 10 A˚ and a region 2 size
of 22 A˚.
It was assumed that the saddle point of the migration pathway would be situated
between the two highest energy points along the path. Once these two sites had been
identified for each pathway, the configuration with the oxide ion at the halfway point
between the two sites was optimised and the saddle point found using the rational
function optimisation (RFO) method of minimisation. This minimisation method
uses Newton-Raphson techniques to locate a saddle point on the potential energy
5.2. Methods 153
surface by following an eigenvalue towards a local stationary point. The Hessian
matrix is diagonalised to find the appropriate eigenvalue to follow, then small steps
are used in the direction identified to ensure convergence on a saddle point.[309]
Throughout the minimisation, the migrating ion is relaxed as well as the crystal
structure in order to obtain the correct energy of the saddle point.
The centre of the Mott-Littleton[274] defect calculation was kept constant for each
ion migration pathway, as the middle point between the two oxygen vacancy sites,
thus keeping systematic errors to a minimum. The energy at the saddle point, along
with the lowest oxygen vacancy formation energy, was then used to calculate the
activation energy. All calculations were carried out using the GULP code.[291]
5.2.2 DFT+U
Using the pathways identified with interatomic potentials, the activation energies
were calculated using DFT+U. The position of the oxide ion at the saddle point of
each pathway was taken from the static lattice calculations and used to position the
oxide ion in an 80 atom supercell - the same supercell used for modelling defects,
see Chapter 3 for further details. All other ions in the supercell were relaxed and the
migrating ion, at the saddle point, kept fixed. The energies of oxygen vacancies at
the beginning and end of the migration pathway were calculated and the activation
energy was evaluated as the difference between the supercell with the saddle point
oxide ion and the supercell containing an oxygen vacancy. As with the previous
method, where the energies of the oxygen vacancies at the beginning and end of
the migrating pathway differed, the lowest energy oxygen vacancy was used for
calculating the migration barrier.
The PBE functional was used with a U-value of 7 eV used on the Fe3+ ions for all
calculations, in line with the defect calculations carried out in Chapter 4.
5.2.2.1 Nudged Elastic Band
The Nudged Elastic Band (NEB) approach constructs a pathway of images, con-
nected by harmonic springs, which are then relaxed to find the minimum energy
pathway (MEP).[310] The minimisation process involves zeroing the forces acting
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on each image. These forces can be split into two categories; forces from the springs
which attach each image to its adjacent images and the forces from the potential en-
ergy of the system, which act on the tangent of each image.[310] Each of these
forces can again be split into two components, the force acting perpendicular to
the pathway and the force acting parallel to the pathway. However, not all of these
forces are included when minimising the images, as some are counter-productive to
the process of finding the MEP. Firstly, the perpendicular component of the spring
force, which ensures each image is collinear with its neighbouring images, can pull
the string of images (i.e. the band) away from the MEP if the MEP is curved. This
force is, therefore, zeroed to allow curved pathways to minimise properly. Secondly
the parallel component of the force from the potential energy is also zeroed. This
force pulls the images towards the reactants or products, depending on which side of
the saddle point the image is, leading to a higher number of points closer to the start
and end points of the pathway, and a smaller number, and thus lower resolution,
at the saddle point, which results in a less accurate energy for the transition state.
Zeroing this force leads to a more accurate approximation to the saddle point.[310]
The zeroing of forces that compete with the convergence of the pathway is known as
a force projection scheme, and its use in the NEB method makes this approach par-
ticularly efficient for finding MEPs.[311] Therefore, the total force acting on each
image is the sum of the parallel component of the spring force and the perpendicular
component of the force from the potential energy:[312]
FNEBi = F
Vper
i +F
S||
i (5.1)
where FNEBi is the total force acting on image i and F
Vper and FS|| refer to the per-
pendicular component of the potential energy force and the parallel component of
the spring energy force, respectively. The minimisation to the MEP then follows
by adjusting the position of each image until the total force acting on each image
is zero. A variety of energy minimisers can be utilised to minimise the pathway
including steepest descent, conjugate gradient and BFGS-based methods.[312] In
our work the DIIS method, discussed in Chapter 2, has been used.
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Various adjustments to the NEB approach have been suggested and implemented.
A popular example is the climbing image-NEB (CI-NEB).[312] In this method the
highest energy image does not have any spring forces acting on it, and is therefore
able to climb to the saddle point of the pathway via a reflection of the perpendic-
ular potential energy force. Using this adjustment to the NEB approach means an
accurate saddle point and the MEP of a reaction can be found with only one calcu-
lation, instead of finding the pathway and minimising the highest energy image to
the saddle point in two separate steps.[312]
5.3 Results
The results from both the interatomic potentials and DFT+U studies of oxide ion
migration are presented in the following section. The results from the interatomic
potentials-based study will be presented first, followed by the DFT+U relaxation of
the saddle point identified for each pathway during the interatomic potentials study,
and their associated oxygen vacancies. Finally the Nudged Elastic Band results will
be discussed, including a comparison with the pathway found using interatomic
potentials and the activation energies calculated using the other two methods.
5.3.1 Interatomic potentials
5.3.1.1 Pathway 1: O2 to O2
Figure 5.2 shows the pathway of the migrating oxide ion and the defect energy
difference for seven of the eight points along the pathway (start, end and saddle
points, as well as the five points along the pathway, the point closest to the saddle
point has been removed for clarity), compared to the defect energy of an oxygen
vacancy which is used as the zero point. The activation energy was calculated as
the difference between the energy of the saddle point and the energy of the system
with an oxygen vacancy, i.e. the start or end point.
The activation energy calculated for this pathway is 0.50 eV, which is identical to
the activation energy calculated previously by Jones and Islam for the O2 to O2
pathway.[27] Although they also used interatomic potentials, as have been used
here, there are differences in the methods used to establish the migration pathway.
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Figure 5.2: The migration pathway (left) and energy barrier (right) for an oxide ion moving
between two O2 oxygen sites. In the image of the pathway, the oxygen sites at the start
and end of the pathway are shown in pale pink, while the relaxed position of each of the
five points are shown in shades of red, getting darker towards the saddle point - which is
shown in dark red. Two of the points have been removed from this image for clarity; a
table of coordinates for each point, including those excluded from the image, is provided
in Appendix E. The black arrow indicates the direction of migration. For the energy barrier
plot, the defect energy of an oxygen vacancy is taken as the zero point and the difference
between this value and the energies of the other points is used on the y-axis, a line has been
interpolated between each point to estimate how the energy changes along the pathway.
Each point along the pathway represents a reaction coordinate from 1 to 7; 1 and 7 are the
oxygen vacancies at the beginning and end of the pathway.
In our method we have explored a 2D space around each point to ensure the migrat-
ing ion was in the most favourable position at that point in the pathway. However,
Jones and Islam[27] calculated the energy at specific points in the pathway - with-
out exploring the area around the chosen point to ensure that it was in a favourable
position. Figure 5.2 shows that an oxide ion migrating via the O2 to O2 pathway in
LaFeO3 follows a curved pathway, as was also found by Jones and Islam,[27] and
has been observed in a number of other perovskite oxides.[173, 174, 313]
5.3.1.2 Pathway 2: O1 to O2
Figure 5.3 shows the pathway and energy barrier calculated for an oxide ion trav-
elling between an O1 and an O2 oxygen site. As with the previous pathway, seven
points are shown: the initial and final position of the oxygen vacancy, four of the
five optimised points along the pathway, the point closest to the saddle point has
been removed, and the saddle point. For this pathway, the initial and final energies
are different, as there is a difference in the defect energies of the O1 and O2 oxy-
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gen vacancies; the lowest of these energies, the O2 oxygen vacancy, was used for
calculating the activation energy.
Figure 5.3: The migration pathway (left) and energy barrier (right) for an oxide ion moving
from an O1 to an O2 oxygen site. In the image of the pathway, the oxygen sites at the start
and end of the pathway are shown in pale pink, while the position at each of the five points
are shown in shades of red, getting darker towards the saddle point - which is shown in
dark red. The point closest to the saddle point has been removed from both the image of
the pathway and the energy barrier plot; the list of coordinates for all points is provided in
Appendix E. The black arrow indicates the direction of migration. For the energy barrier
plot, the defect energy of the O2 oxygen vacancy is taken as the zero point and the energy
of the other points displayed as an energy difference from the O2 vacancy energy. A line
has been interpolated between each point to estimate how the energy changes along the
pathway. Each point in the pathway represents a reaction coordinate from 1 to 7; 1 and 7
are the oxygen vacancies at the beginning and end of the pathway.
The activation energy calculated from this pathway is 0.63 eV. Jones and Islam
reported a value 0.19 eV lower than ours.[27] As mentioned previously, the method
used in this work differs from the method used by Jones and Islam. However, the
similarity in the activation energy of the previous pathway suggests that the origin
of the discrepancy could be due to a difference in defect energies of the oxygen
vacancies - the initial and final points of the pathway. As with the O2 to O2 pathway,
the oxide ion follows a curved pathway when migrating from an O1 site to an O2
site, agreeing with the results from Jones and Islam.[27] The similarity between the
pathways found in both studies is further evidence that the disagreement between
the activation energies is due to the oxygen vacancy energy and not differences
between the pathways.
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5.3.1.3 Pathway 3: O1 to O1
Figure 5.4 shows the pathway and energy barrier calculated for an oxide ion trav-
elling between two O1 oxygen sites in LaFeO3. Four of the five optimised points
along the pathway, the point closest to the saddle point has been removed, and the
relaxed saddle point are shown in relation to the start and end positions of the oxide
ion.
Figure 5.4: The migration pathway (left) and energy barrier (right) for an oxide ion moving
between two O1 oxygen sites. In the image of the pathway, the oxygen sites at the start and
end of the pathway are shown in pale pink, while the position at each of the five points are
shown in shades of red, getting darker towards the saddle point - which is shown in dark red.
The point closest to the saddle point has been removed from the migration pathway image
and the energy barrier plot; the list of coordinates for all points is provided in Appendix E.
The black arrow indicates the direction of migration. For the energy barrier plot, the defect
energy of an oxygen vacancy is taken as the zero point and the energy of all other points
presented as a difference to this energy. A line has been interpolated between each point to
estimate how the energy changes along the pathway, between each calculated point. Each
point in the pathway represents a reaction coordinate from 1 to 7; 1 and 7 are the oxygen
vacancies at the beginning and end of the pathway.
The activation energy calculated from this plot is 2.06 eV, considerably higher than
the other two pathways. This value is supported well by previously calculations
performed by Jones and Islam who calculated an activation energy of 2.13 eV for
this pathway in LaFeO3.[27] From Figure 5.4 we see that unlike the O2 to O2 and
O1 to O2 pathways, the O1 to O1 pathway is straight. A straight pathway was
also found by Jones and Islam, and could contribute, along with the larger distance
between two O1 oxygen sites compared to between the oxygen sites of the other two
pathways, to the larger activation energy. This large activation energy, compared
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with those of the other two potential pathways, suggests that migration between
two O1 oxygen sites is unlike to occur in orthorhombic LaFeO3.
The similarity between the activation energy for the O1 to O1 pathway in this work
with that from Jones and Islam confirms that the mismatch in values for the O1 to
O2 pathway are likely due to difference between calculated formation energies of
the two inequivalent oxygen vacancies in LaFeO3.
5.3.1.4 DFT+U relaxation of the Energy Barriers
Having obtained the saddle points for each pathway using the method described in
Section 5.2.1, the position of the oxide ion at the saddle point, and the associated
start and end point oxygen vacancies, were converted into Cartesian coordinates
and placed in the 80 atom, 2×2×1 LaFeO3 supercell used in previous defect cal-
culations, see Chapter 4. The energy of the supercell with the saddle point and two
oxygen vacancies was then calculated, along with the defect energy of each of the
oxygen vacancies in this supercell.
All ions in the supercell were allowed to relax in all energy calculations, except the
oxide ion at the saddle point whose position was fixed. Allowing the oxide ion at
the saddle point to relax was tested, however the ion relaxed into one of the oxygen
vacancy sites in all trial calculations, instead of relaxing into a position along the
migration pathway, making it necessary to keep its position fixed while relaxing the
supercell around it in all energy barrier calculations.
The activation energy was calculated as the difference between the energy of the
supercell containing two relaxed oxygen vacancies and the fixed oxide ion at the
saddle point, and the supercell containing a single oxygen vacancy. Where the
defect energy of the start and end oxygen vacancy positions differed, the lowest
energy vacancy was used. The result of this calculation for each pathway is shown
in Table 5.1 along with the interatomic potential results for comparison.
Similar results are seen in the DFT+U study compared to the interatomic potentials
study; the O2 to O2 and O1 to O2 pathways are low in energy, while the O1 to
O1 pathway has a high activation energy. Further comparison between the differ-
ent methods will be discussed along with the Nudged Elastic Band results in the
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Table 5.1: The activation energies of oxide ion migration along the three possible pathways
in LaFeO3 calculated using interatomic potentials and DFT+U.
Pathways
Activation Energy / eV
Interatomic Potentials DFT+U
O1-O1 2.06 1.87
O1-O2 0.63 0.66
O2-O2 0.50 0.58
following section.
Due to the difficulties encountered in relaxing the saddle point configuration using
this method, the Nudged Elastic Band method was used to implement a fully relaxed
DFT+U study of the energy barriers. This method also provided us with a DFT-
based pathway to compare with those found using interatomic potentials.
Compared to the methods used so far in the oxide ion migration study, the NEB ap-
proach has a high computational expense associated with it. The O1 to O1 pathway,
which has a high activation energy compared to the other two pathways, is unlikely
to play a role in oxide ion migration in LaFeO3 and therefore, was not investigated
using this method.
5.3.2 Nudged Elastic Band
In the following section the results from studying the two most favourable pathways
using the Nudged Elastic Band (NEB) methodology are presented. The Climbing
Image Nudged Elastic Band (CI-NEB) method has been implemented, in order to
find the optimised position of the saddle point while also optimising all images
along the pathway. In all calculations, 5 images have been used with a spring con-
stant of -5 while the SCF convergence criteria have been tightened, compared to
previous DFT+U calculations, to 1×10-8 eV per step.
5.3.2.1 Pathway 1: O2 to O2
Figure 5.5 shows the optimised pathway (left) and energy barrier (right) of an oxide
ion migrating via the O2 to O2 pathway. The zero point on the energy barrier plot
refers to the defect energy of an O2 oxygen vacancy in orthorhombic LaFeO3.
Comparing the pathway and energy migration plot resulting from the NEB study of
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Figure 5.5: The migration pathway (left) and energy barrier (right) for an oxide ion moving
from one O2 oxygen site to another. In the image of the pathway, the oxygen lattice sites,
that the ion is moving between, are shown in pale pink, while the relaxed position of each of
the five images are shown in shades of red, getting darker towards the saddle point, which
is shown in dark red. The optimised coordinates of each image are given in Appendix F.
The black arrow indicates the direction of migration. For the energy barrier plot, the defect
energy of an oxygen vacancy is taken as the zero point with the energies of each image
presented as an energy difference to this energy. A line has been interpolated between
each point on the plot to estimate how the energy changes along the pathway. Each image,
including the start and end points, in the pathway represents a reaction coordinate from 1 to
7; 1 and 7 are the oxygen vacancies at the beginning and end of the pathway.
the O2 to O2 pathway, to those from the interatomic potentials study of this path-
way, we first see that the position of the images are spaced more evenly along the
migration path, clarifying the trajectory of the pathway and resulting in a smoother
energy barrier plot. The activation energy for this pathway is 0.58 eV, matching well
with the previously calculated DFT+U activation energy. Table 5.2 shows the acti-
vation energy calculated for each pathway using the three different methods utilised
in this work, along with results from Jones and Islam.[27] We see that for the O2
to O2 pathway the activation energy calculated from the NEB study is identical
to the value calculated from the previous DFT+U study, suggesting that the orig-
inal optimisation of the pathway with interatomic potentials produced an accurate
MEP. Ishigaki et al.[16] determined the activation energy of oxide ion migration in
LaFeO3 using gas-solid isotopic exchange techniques and found a value of 0.77 eV;
only one activation energy was reported as their work was based on cubic LaFeO3
in which all oxygen sites are equivalent. The energy barrier found for the O2 to O2
pathway is higher and therefore, closer to the experimental value when calculated
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using the DFT+U and NEB approaches compared to the interatomic potentials-
based method. However, the differences between the energy barrier calculated us-
ing the interatomic potentials-based approach and the DFT+U-based approaches
are minor, therefore all three approaches are applicable to studying this pathway.
Table 5.2: The activation energies of oxide ion migration along the three possible pathways
in LaFeO3 calculated using interatomic potentials, DFT+U and NEB, along with computa-
tional results reported previously by Jones and Islam[27].
Pathways
Activation Energy / eV
Interatomic Potentials DFT+U NEB Jones et al.
O1-O1 2.06 1.87 - 2.13
O1-O2 0.63 0.66 0.65 0.44
O2-O2 0.50 0.58 0.58 0.50
5.3.2.2 Pathway 2: O1 to O2
Figure 5.6 shows the optimised pathway (left) and energy barrier (right) of an oxide
ion migrating via the O1 to O2 pathway. As with the interatomic potentials study,
the lowest oxygen vacancy energy; the O2 oxygen vacancy, was chosen as the zero
point in the energy barrier calculation.
The activation energy calculated for this pathway using the NEB approach is 0.65
eV. This value agrees well with those calculated via the other methods considered
in this work especially the DFT+U approach, which, as with the previous pathway,
suggests that the interatomic potentials method provided an accurate saddle point.
The activation energy for this pathway is the closest to the experimental value re-
ported by Ishigaki et al.[16] (0.77 eV) with the DFT+U methodology producing an
activation energy in closest agreement - although the differences between all three
values are negligible.
5.4 Summary and Conclusion
Multiple techniques have been employed to study oxide ion migration in orthorhom-
bic LaFeO3. Three pathways were initially considered: O1 to O1, O1 to O2 and
O2 to O2, taking into account the two inequivalent oxygen sites in orthorhombic
LaFeO3.
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Figure 5.6: The migration pathway (left) and energy barrier (right) for an oxide ion moving
from an O1 oxygen site to an O2 site. In the image of the pathway, the oxygen lattice sites,
that the ion is moving between, are shown in pale pink, while the relaxed position of each of
the five images are shown in shades of red, getting darker towards the saddle point, which
is shown in dark red. The optimised coordinates of each image are given in Appendix F.
The black arrow indicates the direction of migration. For the energy barrier plot, the defect
energy of an O2 oxygen vacancy (point 7) is taken as the zero point and the energies of the
other images are presented as an energy difference. A line has been interpolated between
each point on the plot to estimate how the energy changes along the pathway. Each image,
including the start and end points, in the pathway represents a reaction coordinate from 1 to
7; 1 and 7 are the oxygen vacancies at the beginning and end of the pathway.
The interatomic potential results show that both the O1 to O2 and O2 to O2
pathways are curved, as has been observed previously in LaFeO3,[27] and other
perovskite-type materials.[173, 174, 313] These two pathways both have low acti-
vation energies, 0.63 and 0.50 eV respectively; however, the energy barrier calcu-
lated for the O1 to O2 pathway calculated in this work is significantly higher than
that reported by Jones and Islam.[27] We have found that the O2 to O2 pathway
is the lowest in energy of those we have considered, in contrast to Jones and Is-
lam, who found that the O1 to O2 pathway had the lowest energy. We attribute the
disagreement to a difference in the defect energies of the oxygen vacancies at the
beginning and end of the pathway. The agreement we have found for the O1 to O2
migration barrier among the different methods employed in this work suggests that
the activation energy we have calculated is accurate and reliable.
Good agreement has been found for all three pathways across the different meth-
ods investigated in this work leading to the conclusion that oxide ions will migrate
via the O1 to O2 and O2 to O2 pathways in orthorhombic LaFeO3. DFT+U and
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NEB results for the energy barrier found a slightly increased value for these two
pathways, bringing them in closer agreement with the experimental value of 0.77
eV reported by Ishigaki et al.[16] The similarity in results from the two methodolo-
gies suggests that steric factors govern the oxide ion migration process, rather than
electronic factors which are not included explicitly in interatomic potential-based
calculations.
The high energy associated with the O1 to O1 pathway is likely the result of the O1
oxide ions being opposite sides of the FeO6 octahedra while the pathway between
two O1 ions on different octahedra is long and involves passing between two large
lanthanum ions. Both the O2 to O2 and O1 to O2 pathways involve migrating to
a neighbouring position on the FeO6 octahedra and therefore are much lower in
energy.
This work has successfully shown that oxide ion migration is a favourable process
in LaFeO3, a vital property for solid oxide fuel cell cathode materials, in agreement
with experimental results.
Oxide ion migration depends proportionally on both the vacancy diffusion coeffi-
cient and the concentration of oxygen vacancies present in the material. In Chapter
4 we established that oxygen vacancies will form favourably in LaFeO3 and will,
therefore, be present in a significant concentration. The vacancy diffusion coeffi-
cients of LaFeO3 were determined by Ishigaki et al.[16] by depth profile measure-
ments, for temperatures between 900 and 1100°C; these are shown in Table 5.3.
Table 5.3: The vacancy diffusion coefficients of LaFeO3 determined by Ishigaki et al.[16]
by depth profile measurements.
Temperature / °C DV / cm2 sec-1
900 4.02 × 10-6
950 3.64 × 10-6
1000 7.44 × 10-6
1050 9.06 × 10-6
1100 1.07 × 10-5
The reported temperature range is above the temperature range of interested for IT-
SOFC applications; however from the values listed is Table 5.3 we can estimate a
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value for the vacancy diffusion coefficient in the desired intermediate temperature
range, based on a fitted linear relationship, see Appendix G. For 700°C we estimate
a DV value of 2.0 × 10-6 cm2 sec-1, a value which is four times smaller than the va-
cancy diffusion coefficients at current SOFC operating temperatures (between 800
and 1000°C). It is, therefore, essential that we maximise the concentration of va-
cancies within LaFeO3, without compromising its stability, in order to increase the
oxide ion migration at intermediate temperatures. The following chapter explores
doping LaFeO3, which is widely used for enhancing the oxygen vacancy concen-
tration and improving oxide ion conductivity in LaFeO3 and related ion conductors.
For example, doping LaGaO3, an orthorhombic perovskite material like LaFeO3,
with strontium and magnesium improves the oxide ion conductivity both through
introducing oxygen vacancies and by decreasing the tilt of the GaO6 octahedra, al-
lowing for a more open pathway between oxygen sites.[58, 59] Both strontium and
magnesium, along with other alkali earth metals and a range of transition metals are
considered as dopants for LaFeO3 in the following chapter.
Chapter 6
Dopants
6.1 Introduction
As discussed in Chapter 1, doped LaFeO3-based materials, such as (La,Sr)FeO3
and La(Fe,Co)O3, show enhanced ionic and electronic conductivity properties com-
pared to the pure, stoichiometric material. The presence of dopants, which are often
divalent or multi-valent species, within the lattice results in the formation of defect
species in compensation for the charge difference between the dopant and the triva-
lent lanthanum or iron cation it replaces. Compensating species, including oxygen
vacancies and holes, can contribute to the ionic and electronic conductivity respec-
tively.
Previous research into doped LaFeO3, and related materials, has focused on the
concentration of dopants required to boost conductivities, before first establishing
the most appropriate dopants for the site and material in question.[175, 179]
Work on A-site doped LaFeO3 has predominantly focused on strontium while cobalt
is the most common B-site dopant considered.[55, 90, 112, 166, 175, 183, 187, 191–
193] There are few studies that have considered alternatives to these dopants,[179,
180, 184, 185, 188, 195–197] and even less have carried out a wide ranging com-
parative investigation. Computational work that has considered a range of dopants
has been carried out using interatomic potential-based methods[27] which, although
provides useful insights, can encounter problems when modelling transition metals,
as is needed for both bulk LaFeO3 and if we are to consider a wide range of dopants
6.2. Modelling Doped Systems 167
for this material.
In the present chapter we will assess a range of dopants, in both the A- and B-site
of LaFeO3, in order to find the most appropriate for each site for promoting ionic
and electronic conductivity. We use both interatomic potential-based methods and
Density Functional theory (DFT) to calculate the solution energies for incorporating
each divalent dopant into the lattice and binding energies of the dopants to charge
compensating species. Using these two factors we determine the most appropriate
dopants for each site. Two compensation schemes are considered: compensating via
oxygen vacancies, in which two divalent dopants are compensated by one doubly
charged oxygen vacancy, and hole compensation which give a one to one ratio.
Our aim is to perform a thorough study of a large range of possible dopants in
LaFeO3; therefore we consider alkali earth and transition metal dopants for the A-
site. The alkali earth dopants magnesium, calcium, strontium and barium, are well
studied A-site dopants in perovskite oxide materials, of the form AIIIBIIIO3 such
as LaFeO3, whereas transition metals; manganese, iron, cobalt, nickel and copper,
are considered as typical B-site dopants, in both cases due to the similarities in
ionic radii between the dopants and the host cations. For the B-site we considered
transition metals; manganese, cobalt, nickel and copper, as well as magnesium, the
smallest alkali earth metal of those considered in this study.
In this chapter, the methods used to calculate solution and binding energies will be
presented first, followed by the results from the interatmomic potential and DFT
study, which are presented separately. The results from the two methods will be
compared before summarising the main results and conclusions.
6.2 Modelling Doped Systems
Solution energies and binding energies of divalent dopants in the A- and B-site
of LaFeO3 have been calculated using both interatomic potentials-based and DFT
methods, but there are a number of differences between the two studies. First, a
smaller set of dopants have been considered for the interatomic potentials study:
the alkali earth metals; Mg, Ca, Sr and Ba, for the A-site and the transition met-
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als; Mn, Co, Ni and Cu, on the B-site. We did not consider A-site transition metal
dopants owing to the difficulty of modelling transition metals accurately at this level
of theory, which would be particularly prominent in an atypical environment, such
as the 12-coordinate site of lanthanum. Secondly, as with the DFT study of intrinsic
defects, two formation conditions have been considered when calculating the solu-
tion energies of dopants with DFT: anion rich and anion poor, whereas only anion
rich conditions are considered in the interatomic potential study, which represents
the most realistic solid oxide fuel cell operating conditions. Finally, as with the de-
fect study, the Mott-Littleton methodology[274] has been used to calculate dopant
energies in the interatomic potentials study, whereas the supercell method is used
for the DFT calculations.
6.2.1 Interatomic Potentials
In addition to the potentials used to model bulk LaFeO3, given in Chapter 3 Table
3.1, potentials that describe interactions involving each of the dopant species are re-
quired. As noted, the dopants modelled using interatomic potential-based methods
are the alkali earth metals: magnesium, calcium, strontium and barium on the A-site
and the transition metals: manganese, cobalt, nickel and copper on the B-site. Each
dopant is assumed to be in its divalent charge state, we use the potentials shown in
Table 6.1, taken from reference [28] and [29], which model interatomic interactions
via a Buckingham potential (see Chapter 2 equation 2.76).
6.2.1.1 Calculating Solution Energies
The solution energy (Esol) to incorporate a dopant into LaFeO3 was calculated using
the following equations, taking into account compensation by oxygen vacancies and
holes, respectively:
Esol = 2Edopant+EV ••O +Ebulk(A2O3)−2Ebulk(MO) (6.1)
Esol = 2Edopant+2Eh•+Ebulk(A2O3)− (12Odis+E
1
O+E
2
O)−2Ebulk(MO) (6.2)
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Table 6.1: Buckingham potential parameters (A, P and C), shell charge (Y) and spring
constant (k) used for each dopant species. a Ref[28] bRef[29].
Short Range Potential Parameters Shell Model
Interaction A / eV P / A˚6 C / eV A˚6 Y / e k / eV A˚-2
Mg2+••••O2-a 1428.50 0.2945 0.0 1.585 361.60
Ca2+••••O2-a 1090.40 0.3437 0.0 3.135 110.20
Sr2+••••O2-a 959.10 0.3721 0.0 3.251 71.70
Ba2+••••O2-a 905.70 0.3976 0.0 9.203 459.20
Mn2+••••O2-a 1007.40 0.3262 0.0 3.420 95.00
Co2+••••O2-a 1491.70 0.2951 0.0 3.503 110.50
Fe2+••••O2-a 1207.60 0.3084 0.0 2.997 62.90
Ni2+••••O2-a 1582.50 0.2882 0.0 3.344 93.70
Cu2+••••O2-b 3860.60 0.2427 0.0 1.000 99999.00
where Edopant is the defect energy, the difference between the perfect lattice and
the lattice containing a dopant; EVO•• is the defect energy of an isolated oxygen
vacancy; Eh• is the energy for an isolated hole, modelled as an oxide ion binding a
polaron, O-. Odis is the oxygen dissociation energy, EOX are the electron affinities
of oxygen and Ebulk is the lattice energy of the perfect lattice specified in brackets;
A represents La for A-site dopants and Fe for B-site dopants. In these calculations
the values of 5.11, -1.46 and 8.75 eV were used for the oxygen dissociation energy
and the first and second electron affinities of oxygen respectively.[25, 314]
The defect energies of doped systems were calculated using the Mott-Littleton
methodology;[274] with a region 1 radius of 10.0 A˚ and a region 2 radius of 15.0 A˚
used for both A- and B-site substitution.
6.2.1.2 Calculating Binding Energies
Although it is important to know how easily a dopant can be incorporated into the
bulk lattice of a material, and which compensation scheme is favoured as a result, it
is equally important to establish if this charge compensating species will contribute
to the overall conductivity of the material, which can be established by calculating
the binding energy of each dopant to the charge compensating species. Significant
binding energies can limit conductivity as the mobile charge carriers can be trapped
by the dopant. The binding energy of a dopant to an oxygen vacancy is calculated
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as follows
EBind = Ecluster− (EV ••O +2EM′La) (6.3)
where Ecluster is the defect energy of the dopant and vacancy cluster, EVO•• is the
defect energy of the isolated oxygen vacancy and EMLa
′ is the defect energy of
the isolated dopant. A negative value indicates the cluster is more stable than the
isolated defects and therefore the dopant will bind to oxygen vacancies. The de-
fect energy of the dopant-vacancy cluster was calculated using the Mott-Littleton
methodology[274] with both the dopant and a vacant nearest neighbour oxygen site
at the centre of the sphere. The same region 1 radius was used in the calculations of
the clusters as used for the isolated dopants: 10.0 A˚.
6.2.2 DFT+U
For studying A- and B-site transition metal dopants, the DFT+U method has been
employed, as for bulk LaFeO3, in which a Ueff value is applied to the transition
metals in the system. The U-values used for each transition metal dopant in this
work were determined using the method employed for establishing the U-value for
Fe3+; see Chapter 3 Section 3.3.[315] Using the appropriate metal monoxide (for
example MnO for Mn2+), structural and magnetic properties were calculated using
a range of U-values and compared to experimentally established values, the results
of which are shown in Appendix B. Where changing the U-value had little effect on
the structural or magnetic properties, common values from the literature were used
as a guide: between 4.0 and 5.0 eV for CoO,[123, 316, 317] between 5.0 and 8.0
eV for NiO,[318–321] 7.0 eV for CuO[322, 322–324] and between 3.0 and 5.0 eV
for MnO.[320, 325, 326] Leading to the use of the following U-values in our work:
4.0 eV for Mn2+ and Co2+ and 7.0 eV for Ni2+ and Cu2+.
6.2.2.1 Calculating Solution Energies
Solution energies of dopants in charge state q (∆Hf(q)) were calculated using the
following equation:
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∆H f (q) = Edopant−E per f ect±∑nx(Ex+µx)+q(EVBM+EF +∆Epot)+q2Eic
(6.4)
with Edopant being the total energy of the relaxed supercell, at constant volume,
containing the dopant, one dopant is included in a 2×2×1 supercell, containing 80
atoms, leading to a doped stoichiometry of La0.94M0.06FeO3 for A-site dopants and
LaFe0.94M0.06O3 for B-site dopants. All other parameters are as defined in Chapter
4 section 4.2.2, with the exception of chemical potential.
The chemical potential, µx, was varied by changing the elemental reference state
from a pure metal to a metal oxide, using the anion poor and anion rich (represent-
ing the limits of low and high oxygen partial pressures, ρO2) equations; 6.5 and
6.6, respectively. Under anion poor (i.e. reducing) conditions the replaced ion, A,
precipitates out as a metal, whereas under anion rich (i.e. oxidising) conditions the
replaced ion forms an oxide with the excess oxygen. The following equations use
nickel on the A-site as an example dopant:
2AxA+O
x
O+2Ni(s)↔ 2Ni′A+2A(s)+V ••O +
1
2
O2 (6.5)
2AxA+O
x
O+2NiO↔ 2Ni′A+V ••O +A2O3 (6.6)
For anion poor, nickel metal is used as the elemental reference state and for an-
ion rich nickel(II) oxide is used. The above equations include oxygen vacancies,
VO••, to compensate for the charge imbalance. Compensation via holes, h•, was
also investigated in both anion poor and anion rich conditions, which are repre-
sented respectively in equations 6.7 and 6.8 (again using nickel as a demonstrative
example):
AxA+Ni(s)↔ Ni′A+A(s)+h• (6.7)
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AxA+NiO+
1
4
O2↔ Ni′A+h•+
1
2
A2O3 (6.8)
At ambient temperatures and pressures, anion rich represents the more realistic op-
erating conditions for SOFCs.
6.2.2.2 Calculating Binding Energies
Binding energies were calculated using the same expression as for the interatomic
potentials study i.e. equation 6.3. In addition, the binding energies of dopants to
holes was calculated at this level of theory, using a similar expression:
EBind = Ecluster− (Eh•+EM′A) (6.9)
where Ecluster is the formation energy of the dopant and hole cluster and Eh• is the
defect energy of an isolated hole.
To calculate the binding energy to oxygen vacancies, the most stable configuration
of two dopants and an oxygen vacancy in a 2×2×1 LaFeO3 supercell needs to be
identified in order to determine an accurate energy for the dopant-vacancy cluster.
This was achieved using the Site Occupancy Disorder (SOD) program[327] which
identifies all the unique configurations of a given structure within a supercell. In
this study, the most stable configuration of the dopant-vacancy clusters was estab-
lished in two steps: initial screening of all unique configurations was performed
using interatomic potentials, then the resulting ten most stable configurations were
relaxed using DFT+U and the most favourable configuration was found, which was
done first with two dopant ions, without the compensating oxygen vacancy, with
the process repeated, to find the most favourable site for the compensating oxygen
vacancy, using the doped LaFeO3 supercell. The interatomic potential calculations
were performed using the potentials in Table 6.1 using the GULP code.[291]
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6.3 Results
6.3.1 Interatomic Potentials
Results from the A- and B-site study will be presented separately, starting with the
A-site.
6.3.1.1 A-Site
The solution energies, calculated for A-site alkali earth metal dopants with both
oxygen vacancy and hole compensation, are shown as a function of ionic radii in
Figure 6.1.
Figure 6.1: The solution energies as a function of ionic radii for alkaline earth metal dopants
in LaFeO3 with oxygen vacancy compensation (black) and hole (oxygen polaron) compen-
sation (red).
From Figure 6.1, we see that oxygen vacancy compensation is more favourable than
hole compensation, by a significant value, 1 eV. We conclude that oxygen vacancy
compensation is likely to dominate in these doped materials, although compensa-
tion via holes will be present to some extent, and the equilibrium between the two
compensation mechanisms will depend on the oxygen partial pressure, a point dis-
cussed further in Section 6.3.2, when the DFT+U results are discussed.
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We note that the model used for hole compensation relies on the assumption that the
hole will be localised on a single oxygen atom. The validity of this assumption will
be discussed in Section 6.4 in reference to the DFT results, but due to this crude
model, it is difficult to draw definite conclusions about hole compensation at this
level of theory.
The solution energies of Ca2+ and Sr2+ are lower than those for the other alkaline-
earth metals studied, probably because their ionic radii are closest to that of La3+:
1.36 A˚.[328] The low solution energy of strontium calculated in this work is
consistent with experimental work where strontium has commonly been used as
an A-site dopant in this material and is known to increase ionic and electronic
conductivity,[113] with our results also suggesting that Ca2+ should be equally sol-
uble.
Further information on the most suitable A-site dopant for these systems can be
obtained by analysing the binding energies of these dopants to the charge compen-
sation species; specifically oxygen vacancies as these are the most favourable com-
pensating species according to this study. A high binding energy will trap oxygen
vacancies meaning they will no longer be able to contribute to the ionic conductivity
of the material. Table 6.2 shows the binding energies of the four A-site dopants we
have investigated to a nearest neighbour oxygen vacancy in LaFeO3. As LaFeO3
has two inequivalent oxygen sites, labelled O1 and O2, the binding energy of each
dopant with an oxygen vacancy in both sites has been calculated, negative values
indicate that the dopant favourably binds to the oxygen vacancy.
Table 6.2: Binding energies of oxygen vacancies to A-site dopants, calculated using inter-
atomic potentials.
Dopant
Bind Energy / eV
Mg Ca Sr Ba
LaFeO3 (O1) -2.407 -1.144 -0.922 1.298
LaFeO3 (O2) -2.431 -0.840 -0.718 -0.801
We can see that all the alkali earth metal dopants bind to oxygen vacancies. How-
ever, strontium and calcium, which show the lowest solution energies, show the
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lowest binding energies, in the majority of cases, which further suggests that these
are the most appropriate A-site alkali earth dopants for LaFeO3. The low bind-
ing energies and low solution energies observed for strontium and calcium are in
line with previous work that has shown similar electrochemical performance be-
tween strontium doped LaFeO3 and calcium doped LaFeO3.[184, 197] However,
strontium does have a lower binding energy than calcium, meaning strontium has
the lowest binding energy of the alkali earth metals considered, which may be why
other work has reported calcium doped LaFeO3 as having a lower ionic conductivity
than its strontium doped counterpart.[180]
The binding energy results suggest that the inclusion of these dopants could cause
oxygen vacancies to be bound to the alkali earth dopants, but previous studies
have observed an increase in ionic conductivity with strontium and calcium doping.
These high binding energies could be the result of the Mott-Littleton methodology
used in the calculation of dopant-vacancy clusters. The treatment of the defects
as point charges in these systems could lead to errors in the energy of the dopant-
vacancy cluster and therefore errors in the binding energies.
6.3.1.2 B-site
The calculated solution energies for the substitution of Mn, Co, Ni and Cu onto the
B-site of LaFeO3, with oxygen vacancy compensation and hole compensation, are
shown in Figure 6.2 as a function of ionic radii.
Comparing the solution energies between the two compensation schemes, we see
that, similarly to the A-site results, oxygen vacancy compensation is the favoured
scheme, by ∼1 eV. It is likely that both compensation schemes will be present,
dependent on oxygen partial pressure, and the large difference between the solution
energies may be caused by the crude modelling employed for hole compensation in
this study, as discussed previously.
For LaFeO3, Co2+ and Ni2+ have the lowest solution energy. The ratio of Fe to
Co ions at the B-site has been investigated previously and it has been shown that
small amounts of Co ions increase the oxygen diffusion coefficient in comparison
to stoichiometric LaFeO3.[329] However, there is no significant difference between
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Figure 6.2: The solution energies as a function of ionic radii for transition metal dopants in
LaFeO3 with oxygen vacancy compensation (black) and hole (oxygen polaron) compensa-
tion (red).
the solution energies of all B-site dopants investigated, with the exception of copper
which has a higher energy under both compensation mechanism compared to the
other dopants, therefore it is difficult to identify the most appropriate dopant based
on the solution energy alone.
As with the A-site dopants, the binding energies of the B-site dopants with an oxy-
gen vacancy were evaluated. These are shown in Table 6.3.
Table 6.3: Binding energies of oxygen vacancies to B-site dopants, calculated using inter-
atomic potentials.
Dopant
Binding Energy / eV
Mn Co Ni Cu
LaFeO3 (O1) -1.065 -1.012 -1.036 -0.991
LaFeO3 (O2) -1.161 -1.076 -1.094 -1.018
Firstly, we see that the binding energies of B-site transtion metal dopants to oxygen
vacancies are high, with the O2 vacancy bound more than the O1 vacancy; which is
likely due to this oxygen site being closer to the B-site than the O1 oxygen site. The
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dopants that exhibit the lowest binding energies are copper and cobalt. However,
as with the solution energies, the binding energies to oxygen vacancies in each site
are similar for all transition metal dopants studied, so it is difficult to assess the
most appropriate dopant for this site, based on these results. Input from DFT-based
methods will be particularly useful for this set of dopants.
6.3.2 DFT+U
As has been done for the results of the interatomic potentials study, we will discuss
the results from the DFT+U study of A- and B-site dopants separately, starting with
the A-site.
6.3.2.1 A-Site
The solution energies of a range of divalent alkali earth metal dopants: Mg, Ca, Sr
and Ba, and transition metal dopants; Mn, Fe, Co, Ni, Cu, on the A-site of LaFeO3
have been calculated with both hole and oxygen vacancy compensation investigated,
using equations 6.4 to 6.8, as described above. The results are shown in Table 6.4
in comparison with the experimental metal-oxygen bond distance in the associated
binary oxide,[8, 11, 13, 30–33] a parameter chosen to take into account the effect
of Jahn-Teller distortions on the octahedra for copper, which is not represented by
ionic radii.
For the alkali earth dopants, the solution energies decrease with increasing metal to
oxygen (M-O) bond length until barium, for which the solution energy increases.
For the transition metals, the solution energies decrease as the M-O bond length
increases. For both sets of dopants, the closer their M-O bond length is to the
average La-O bond length (2.596 A˚) in this material, the lower is its solution energy.
This trend is followed by both compensation mechanisms, as is shown clearly in
Figure 6.3.
When modelling transition metal dopants we should consider the spin orientation
of the dopant. In stoichiometric LaFeO3, the B-site Fe3+ ions are antiferromag-
netically ordered which may affect the spin direction of dopants in either the A-
or B-site. Therefore, the solution energies of transition metal dopants in both spin
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Table 6.4: The solution energies of divalent alkali earth metal and transition metal A-site
dopants, in anion poor and anion rich conditions, using either hole (h•) or oxygen vacancy
(VO••) compensation, in relation to the metal-oxygen bond length in the dopant’s associated
binary oxide; M-O.aRef[11] bRef[30] cRef[31] dRef[32] eRef[13] fRef[8] gRef[33].
Dopant M-O / A˚
Solution Energy / eV
h• VO••
Poor Rich Poor Rich
Alkali Earth Metals
MgLa′ 2.109a 4.961 1.739 3.598 1.450
CaLa′ 2.406b 3.316 0.587 2.501 0.682
SrLa′ 2.580c 3.306 0.079 2.494 0.343
BaLa′ 2.770d 3.992 0.248 2.952 0.456
Transition Metals
CuLa′ 1.951e 9.050 1.886 6.324 1.548
NiLa′ 2.089a 7.762 2.110 5.465 1.697
CoLa′ 2.130f 7.162 1.343 5.065 1.186
FeLa′ 2.163g 5.896 1.551 4.221 1.325
MnLa′ 2.223a 6.159 1.330 4.397 1.177
up and down orientations, with respect to the c lattice parameter, were calculated
and compared. On the A-site, there was no significant difference observed between
these solution energies; the largest difference is observed for Fe2+; 0.02 eV, sug-
gesting spin does not play a strong role on this site.
Clearly incorporating dopants under anion rich conditions is more favourable for
both sets of dopants and both compensation mechanisms, compared to anion poor
conditions, driven by the formation of the stable A2O3 product. Interestingly, un-
der anion rich conditions, (which are more likely to prevail in many experimental
conditions), the difference between the solution energies of the two compensation
mechanisms is small indicating that, in doped systems formed under these condi-
tions, both holes and oxygen vacancies will be present, demonstrating the mixed
ionic electronic properties of doped systems. Of the alkali earth dopants, stron-
tium has the lowest solution energy, under both conditions. However, under anion
poor conditions, the solution energies of strontium and calcium are almost identical,
while, oxygen vacancy compensation is clearly more favourable; therefore, incor-
porating dopants under these conditions will serve to increase the ionic, but not the
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Figure 6.3: Solution energies of A-site dopants with increasing M-O bond length under an-
ion poor (black) and anion rich (red) conditions; alkali earth metals are on top and transition
metals on the bottom, with oxygen vacancy (solid line) and hole (dashed line) compensa-
tion.
electronic conductivity of the material.
For the transition metals, manganese has the lowest solution energy, under both an-
ion rich and poor conditions. However, in anion rich conditions, there is only a
small difference between the solution energies of all the transition metals studied.
As with the alkali earth dopants, there is a significant difference between oxygen va-
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cancy and hole compensation under anion poor conditions, with oxygen vacancies
forming in preference, leading to an increase in oxygen vacancy concentration on
doping under these conditions, but not holes. In contrast, anion rich conditions will
promote the formation of both types of compensation, again enhancing the mixed
ionic, electronic properties of LaFeO3.
Hole Localisation The extent to which a hole localises was determined by com-
paring the charge densities of the doped and undoped systems. Due to the self-
interaction error present in DFT, modelling hole localisation accurately is a chal-
lenge and often produces erroneous results. However, in our investigation we found
that introducing a hole only affected the oxygen sub lattice in LaFeO3 in a minor
way; either by the hole localising on a set of specific oxygen ions, or by delocalising
throughout the lattice. As only one sub lattice is involved, the most significant error
using GGA+U will be systematic, allowing us to study the trends in hole locali-
sation for each set of dopants. Attempts to localise the hole further, by distorting
the oxide ions surrounding the dopant, were unsuccessful, suggesting small polaron
formation onto a specific ion is unfavourable.
For the alkali earth metal dopants, when a hole is generated in compensation, the
hole tends to delocalise around the lattice, with only slight localisation on the oxy-
gen ions surrounding the dopant. This delocalisation increases from magnesium
to strontium, with magnesium showing some localisation on the nearest neighbour
oxygens, before decreasing for barium, which again displays a degree of localisa-
tion on the oxygen ions surrounding the barium. For the transition metals, however,
the hole is consistently localised on the nearest neighbour oxygen ions surrounding
the dopant from manganese to copper. The delocalisation of the hole in the case
of alkali earth doping, (except for magnesium) may account for the hole compensa-
tion being slightly more favourable than oxygen vacancy compensation under anion
rich conditions for these dopants, whereas the opposite is seen for those dopants that
show hole localisation, i.e. magnesium.
The effect of hole localisation on the oxygens surrounding the dopant, for Mg and
Ba, is further demonstrated by the change in metal-oxygen bond lengths caused
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by the dopant: the greater the difference from the lanthanum-oxygen bond length
in the pure material, the higher the degree of hole localisation (or small polaron
formation). For both sets of A-site dopants, where localisation is observed, the hole
predominantly localises on the six oxygens that have the shortest La-O bonds in the
pure material. The bond lengths in doped LaFeO3 for these six bonds are shown in
Tables 6.5 and 6.6 for the alkali earth and the transition metal dopants respectively.
Table 6.5: The bulk LaFeO3 La-O bond lengths and the M-O bond lengths in alkali earth
doped LaFeO3 with hole compensation.
La-O / A˚
Bond Length / A˚
Mg-O Ca-O Sr-O Ba-O
2.555 3.557 2.514 2.650 2.786
2.659 3.485 2.670 2.743 2.816
2.659 3.485 2.670 2.743 2.816
2.442 2.045 2.433 2.535 2.652
2.442 2.045 2.433 2.535 2.652
2.407 2.042 2.400 2.493 2.602
Only in the case of magnesium and barium do we see a notable change in bond
length compared to the La-O bond. The localisation of the hole adjacent to Mg2+
and Ba2+ is due to the significant difference in ionic radii between these dopants and
La3+; the dopants with similar radii; Sr2+ and Ca2+, do not cause hole localisation.
Figure 6.4 shows the charge difference between the pure supercell and the doped
supercell with hole compensation. We can see that the hole localises on the oxygen
ions surrounding magnesium and barium, but not on those surrounding strontium.
For barium, the hole localisation is spread equally between the 6 closest oxygens,
while for magnesium there is see an increased localisation on the oxygen ions that
the magnesium ion has shifted away from. These trends are also mirrored in the
changes in bond length, which are all roughly equivalent for barium, whereas there
is a significant amount of variation for magnesium.
For all the transition metal dopants studied, hole localisation on the surrounding
oxygens is observed for all dopants, but to varying degrees. The largest hole density
on neighbouring oxygen ions is seen for cobalt and copper, whose bond lengths
to neighbouring oxygens show the largest difference to La-O, as can be seen in
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Figure 6.4: The charge density difference plots for the A-site alkali earth dopants magne-
sium (a), strontium (b), and barium(c). Lanthanum is shown in green, iron in gold, oxygen
in red, magnesium in orange, strontium in silver and barium in pink. Accumulation of
charge density is shown in yellow, while depletion of charge density is shown in blue using
an isodensity of 0.27 bohr-3 in all cases.
Table 6.6. Another factor that needs considering when discussing hole localisation
for transition metal dopants, is the possibility of the hole localising on the dopant
itself, due to their variable oxidation states. The extent of hole localisation on the
dopant was established by comparing the relaxed magnetic moment of the dopant,
in the 2×2×1 LaFeO3 supercell, with its expected value as a divalent dopant. The
expected values for the transition metal dopants are; 5, 4, 3, 2 and 1 µB for Mn,
Fe, Co, Ni and Cu respectively. The relaxed magnetic moments have been scaled to
account for Fe3+, which has a d5 configuration, having a relaxed magnetic moment
of 4.4 µB in our supercell. Iron is in a high spin state in LaFeO3 and therefore
should have a magnetic moment of 5, leading to a scaling factor of 5/4.4 = 1.136.
After scaling, the relaxed magnetic moments of the transition metal dopants in an A-
site are; 5.1, 4.3, 3.2, 2.1 and 0.85 µB, in line with those expected for these dopants
in their divalent charge state, demonstrating that there is no hole localisation on the
transition metal dopants when they occupy the A-site.
The charge difference plots of the transition metal A-site dopants: manganese,
cobalt and copper, with hole compensation are shown in Figure 6.5. All three
dopants show charge localisation on the oxygen ions surrounding the dopant. The
hole localisation increases from manganese to cobalt, before decreasing again, al-
though only slightly, for copper, which is in line with the changes in bond lengths.
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Table 6.6: The bulk LaFeO3 La-O bond lengths and the M-O bond lengths in transition
metal doped LaFeO3 with hole compensation.
La-O / A˚
Bond Length / A˚
Mn-O Fe-O Co-O Ni-O Cu-O
2.555 2.577 2.099 3.711 3.173 3.520
2.659 3.038 3.098 3.599 3.202 3.511
2.659 3.009 3.103 3.601 3.209 3.389
2.442 2.140 2.015 1.941 2.013 2.020
2.442 2.131 2.015 1.927 2.012 1.924
2.407 2.139 1.957 1.864 2.007 1.989
Figure 6.5: The charge density difference plots for A-site transition metal dopants man-
ganese (a), cobalt (b) copper (c). Lanthanum are shown in green, iron in gold, oxygen in
red, manganese in purple, cobalt in dark blue and copper in light blue. Accumulation of
charge density is shown in yellow, while depletion of charge density is shown in blue using
an iso-density of 0.3 bohr-3 for all transition metal dopants.
Binding Energies The binding energies of the A-site alkali earth and transition
metal divalent dopants with the two charge compensating species should be con-
sidered before choosing the most appropriate dopant. All dopants studied promote
both oxygen vacancy and hole formation. However, to effect an increase in conduc-
tivity, the dopant must not bind strongly to these species. Tables 6.7 and 6.8 show
the binding energies for the divalent A-site alkali earth and transition metal dopants
respectively.
Oxygen vacancies do not bind significantly to either calcium or strontium: the weak
binding of calcium, and strontium to O1 vacancies, will be overcome under SOFC
operating conditions (kT = 0.075 eV at 873 K, the lower limit of intermediate tem-
perature SOFC operating temperatures). However, magnesium and particularly bar-
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Table 6.7: Calculated binding energies of A-site alkali earth dopants with oxygen vacancies
and holes in LaFeO3, binding energies for oxygen vacancies in both the O1 and O2 sites
have been calculated.
Dopant
Binding Energy / eV
Mg Ca Sr Ba
VO1•• -0.393 -0.034 -0.061 -0.620
VO2•• -0.102 -0.033 0.092 -0.507
h• 0.243 0.202 0.188 0.129
ium have larger binding energies, probably due to the mismatch in ionic radii of
these dopants compared to lanthanum (0.89, 1.61 and 1.36 A˚ respectively for Mg2+,
Ba2+ and La3+), as has been observed in related systems.[330] It is of interest that all
dopants have a stronger binding to vacant O1 sites compared to O2 sites, a promis-
ing result as O2 vacancies form more favourably compared to O1 vacancies.
The optimum site for the oxygen vacancy in each doped system, which was de-
termined separately for each dopant using SOD[327] is dependent on the dopant
species as well as the type of oxygen vacancy: O1 or O2, causing the difference
in the binding energies observed for the two sites. For the O1 site, with the excep-
tion of magnesium, in the most stable configuration of two dopants and an oxygen
vacancy in a 2×2×1 supercell, the vacancy occupies one of the nearest neighbour
oxygen sites to one of the dopants, whereas for the O2 site, for strontium and bar-
ium, the vacancy is in an oxygen site between the two dopants, which distributes
the charge from the vacant site between the two dopants, causing a smaller binding
energy to either of the positively charged dopants. For magnesium, the aforemen-
tioned exception, the O2 vacancy is located next to only one dopant and the O1
site is not a nearest neighbour site, but a next nearest neighbour site. For calcium,
both O1 and O2 sites are bonded only to one dopant, which results in very similar
binding energies of calcium to the two oxygen vacancy sites.
None of the alkali earth metal dopants studied bind to holes, suggesting these
dopants should cause an increase in electrical conductivity in the material, if in-
corporated under the appropriate conditions. Combining these results with the cal-
culated solution energies suggests that strontium or calcium would be appropriate
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A-site alkali earth metal dopants, in line with experimental results, which show in-
creased ionic conductivity in Sr- and Ca-doped LaFeO3 compared to the undoped
material,[180, 184] as well as an increase in the electronic conductivity.[195, 196,
331, 332]
Table 6.8: Calculated binding energies of A-site transition metal dopants with oxygen va-
cancies and holes in LaFeO3, binding energies to oxygen vacancies in both the O1 and O2
sites have been calculated.
Dopant
Binding Energy / eV
Cu Ni Co Fe Mn
VO1•• -0.380 -0.567 -0.054 -0.464 -0.143
VO2•• -0.159 -0.624 -0.112 -0.117 -0.155
h• 0.303 0.284 0.237 0.154 0.224
Interestingly, whereas the alkali earth metal dopants bind to O1 oxygen vacancies
stronger than to O2, the transition metal dopants have a stronger binding to O2 oxy-
gen vacancies, in the majority of cases, the key exceptions being Fe and Cu. The
binding energy of transition metal dopants to oxygen vacancies generally increase
as the M-O bond length of the associated binary oxide decreases, except for Cu,
which shows a lower binding energy than expected and Fe with an O1 vacancy,
which is significantly higher than expected. The difference for copper can be at-
tributed to the greater stability of Cu in a square planar geometry compared to the
12-coordinate geometry of lanthanum in LaFeO3. The A-site copper dopant shifts
away from the La site into a square planar site between four of the oxygen ions (see
Figure 6.6) stabilising the dopant and decreasing the magnitude of its binding en-
ergy. However, this distortion to the lattice makes it highly unlikely that copper will
occupy an A-site in this material, and favours the B-site instead, a point discussed
in the next section.
The significantly larger binding energy for Fe to an O1 oxygen can be attributed to
the nucleation of a secondary Fe2O3 phase within the structure, as shown in Figure
6.7. As the O2 vacancy is a nearest neighbour to one of the Fe dopant ions it breaks
up this secondary phase; therefore, this higher binding energy is only seen for the
O1 vacancy. The tendency of the majority of transition metal dopants to bind to O2
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Figure 6.6: The most stable dopant-vacancy cluster for an A-site copper dopant, showing
relaxed position of an A-site copper dopant (blue). The dopant has shifted significantly
away from one oxygen ion to form a pseudo-square planar geometry with four of the other
oxygen ions. This shift will be more favourable if the oxygen site it is shifting away from
is vacant, as is shown here with the oxygen vacancy shown in grey.
site vacancies is probably due to the closer proximity of the O2 site to the lanthanum
site compared with O1.
As with the alkali earth dopants, none of the transition metal dopants studied bind
significantly to holes, suggesting they will all encourage electronic conductivity in
LaFeO3. Combining the solution energy and binding energy results suggests that
Mn2+ could be an appropriate A-site dopant, due to its low solution energy and
small binding energy.
Although strontium is often used as an A-site dopant for perovskite materials such
as LaFeO3,[50, 333, 334] manganese has previously been assumed to occupy the
B-site when used as a dopant, a point that is discussed further in the next section. It
would be of interest to investigate the effect of doping the A-site with both strontium
and manganese which, according to our results, would lead to a promotion in both
bulk ionic and electronic conductivity in LaFeO3.
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Figure 6.7: The high binding energy of Fe to O1 vacancies indicates incipient nucleation
of an Fe2O3 phase. The A-site Fe dopants are labelled Fe and the oxygens labelled O are
oxygens with a coordination number of 3, a feature of the Fe2O3 lattice. The O1 vacancy is
shown in grey.
6.3.2.2 Comparison of Site Stability
The results of the previous section suggest that manganese would be a promising
A-site dopant, due to its low solution energy and low magnitude of binding energy.
In order to establish the likelihood of manganese occupying an A-site as opposed
to a B-site we compare the site stability of this dopant, and other transition metal
dopants, on the A- and B-sites of LaFeO3. The Goldschmidt tolerance factor, t,[335]
is a hard sphere approximation that uses ionic radii to assess the distortion of the
lattice caused by a dopant ion. The larger the distortion the less likely the dopant is
to occupy that lattice site. It is calculated as follows
t =
rX + rA√
2(rX + rB)
(6.10)
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where r is the ionic radii of the ion with subscripts A, B and X referring to the A-site
cation, B-site cation and the anion, respectively.
An ideal cubic perovskite would have a Goldschmidt factor of 1 with the lattice
becoming more distorted the more the Goldschmidt factor deviates from 1. The
Goldschmidt tolerance factor for pure stoichiometric orthorhombic LaFeO3 is 0.908
- using Shannon ionic radii.[328] To calculate the Goldschmidt factor of the doped
system, the ionic radius of the divalent dopant was used instead of the ionic radii of
La3+ or Fe3+ for A-site and B-site dopants respectively; these are shown in Table
6.9.
Table 6.9: The Goldschmit tolerance factor of divalent dopants on the A-site and B-site of
LaFeO3.
Dopant
Goldschmidt Tolerance Factor
A-site B-site
Alkali Earth Metals
MgFe′ 0.734 0.876
Transition Metals
CuFe′ 0.737 0.872
NiFe′ 0.722 0.889
CoFe′ 0.797 0.865
FeFe′ 0.804 0.851
MnFe′ 0.818 0.832
The radius of an ion is highly dependent on the ion’s coordination number in the
material, with the ionic radius increasing with the coordination. For the transition
metals only ionic radii up to a coordination number of 8 are available, so that al-
though the tolerance factor values calculated for the B-site dopants will be accurate
- using a coordination number of 6 - those calculated for the A-site will be less so, as
the ionic radii associated with a coordination of 8, or 6 for nickel and copper, rather
than the actual value of 12, were used. However, for the A-site the tolerance factor
increases with larger ionic radii. As the ionic radius is expected to increase with a
higher coordination number, we expect a higher tolerance factor, and therefore the
predicted stability of the perovskite structure, with A-site transition metal dopants,
will be greater.
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It is clear that the majority of the transition metal dopants favour the B-site; the
higher tolerance factors of this site compared to the A-site suggests less distortion,
even with the underestimation of the A-site tolerance factors. However, manganese
only causes slightly less distortion on the B-site compared to the A-site, especially
considering that the A-site value could be underestimated. This similarity suggests
that it may be possible to form LaFeO3 with manganese as an A-site dopant, an
interesting avenue for further investigation.
6.3.2.3 B-site
The solution energies of a range of divalent transition metal dopants; manganese,
cobalt, nickel and copper, on the B-site of LaFeO3 have been calculated with both
hole and oxygen vacancy compensation and are presented in Table 6.10. Magne-
sium, as the smallest alkali earth metal, was also considered as a dopant on the
B-site for comparison.
Table 6.10: The solution energies of divalent B-site transition metal dopants in anion poor
and anion rich conditions, using either hole (h•) or oxygen vacancy (VO••) compensation
in relation to the metal-oxygen bond length in the dopant’s associated binary oxide; M-
O.aRef[11] bRef[13] cRef[8].
Dopant M-O / A˚
Solution Energy / eV
h• VO••
Poor Rich Poor Rich
Alkali Earth Metals
MgFe′ 2.109a 0.737 1.038 0.784 0.985
Transition Metals
CuFe′ 1.951b 4.872 1.283 3.538 1.146
NiFe′ 2.089a 2.938 0.861 2.249 0.865
CoFe′ 2.130c 2.891 0.648 2.218 0.722
MnFe′ 2.223a 2.307 1.053 1.828 0.993
Considering the transition metal dopants initially, we see that, as with the A-site
dopants, anion rich provides the most favourable formation conditions for both com-
pensation mechanisms. However, unlike the A-site dopants, the orientation of the
spin on the transition metal dopant ion was found to have an impact on the solu-
tion energy of the dopants, with lower solution energies if the spin orientation of
the dopant is in line with the antiferromagnetic ordering of the Fe3+ ions - a dopant
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replacing a spin down Fe3+ would favourably be in a spin down orientation.
Interestingly, different trends are observed for the two conditions investigated, as
can be seen in Figure 6.8. Under anion poor conditions the solution energies de-
crease with increasing M-O bond length. Whereas, under anion rich conditions the
solution energies reach a minimum at cobalt and then increase again. As with tran-
sition metal dopants on the A-site, there is only a small variation in the solution
energies of the dopants studied under anion rich conditions, with the solution en-
ergies of dopants with the different compensation mechanisms being comparable
so that both holes and oxygen vacancies are likely to be present in B-site doped
LaFeO3 formed under this condition. Under anion poor conditions, however, oxy-
gen vacancies are more favourable.
Figure 6.8: Solution energies of B-site transition metal dopants with increasing M-O bond
length under anion poor (black) and anion rich (red) conditions. Solution energies are cal-
culated with oxygen vacancy (solid line) and hole compensation (dashed line).
Hole Localisation As with the A-site dopants, only the oxygen sub lattice is af-
fected when a hole is introduced in compensation, and the self-interaction error in
DFT largely cancels. As a consequence, we can analyse the trends in hole localisa-
tion observed for these dopants.
Hole localisation with the B-site transition metal dopants follows a similar trend
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to the A-site alkali earths. Initially, for manganese, the hole is localised on the
six surrounding oxygen ions; this localisation decreases from manganese to cobalt,
before increasing again for nickel and copper. The oxidation state of each of the
dopants, used to establish if the hole has localised on the dopant, was calculated via
their magnetic moment, following the same method used for the A-site transition
metal dopants. It was found that all dopants are in their 2+ charge state, having
magnetic moments of; 4.7, 3.0, 1.95 and 0.83 µB respectively for Mn, Co, Ni and
Cu. Therefore, no localisation is expected on the dopant.
As with the A-site dopants, the hole localisation can be identified by the effect
the dopant has on the bond length between the B-site ion and the oxygen ions.
The greater the change in bond length caused by the dopant, shown in Table 6.11,
the more localised the hole is on the surrounding oxygens, as the change in bond
length is caused by the localised distortion due to the formation of a small polaron.
The largest difference in bond length is seen when manganese is the dopant, and
oxygen ions surrounding manganese show the highest degree of localisation. The
change in bond length then decreases practically to zero for cobalt, consistent with
no localisation seen on the oxygen ions surrounding cobalt. Finally, the change in
bond length increases again for Ni and Cu.
Table 6.11: The bulk LaFeO3 Fe-O bond lengths and the M-O bond lengths in transition
metal doped LaFeO3 with hole compensation. Those shown in bold are the bond lengths
with oxygen ions that show hole localisation.
Fe-O / A˚
Bond Length / A˚
Mn-O Co-O Ni-O Cu-O
2.023 2.032 2.020 2.053 2.081
2.028 2.117 2.024 2.068 2.061
2.018 2.070 2.030 2.058 1.997
We can visualise the hole localisation via the charge density difference between the
doped and pure supercells, which, for the B-site transition metal dopants, is shown
in Figure 6.9.
Here the trend of hole localisation can be seen clearly; the largest degree of hole lo-
calisation is seen for manganese, then no hole localisation is seen for cobalt, before
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Figure 6.9: The charge density difference plots for B-site transition metal dopants man-
ganese (a), cobalt (b), nickel (c) and copper (d). Lanthanum are shown in green, iron in
gold, oxygen in red, manganese in purple, cobalt in dark blue, nickel in silver and cop-
per in light blue. Accumulation of charge density is shown in yellow, while depletion of
charge difference is shown in blue using an iso-density of 0.08 bohr-3 for all transition
metal dopants.
increasing again for nickel and copper.
Binding Energies The binding energies for the divalent B-site dopants to oxygen
vacancies and holes are shown in Table 6.12.
Table 6.12: Calculated binding energies of B-site transition metal and magnesium dopants
with oxygen vacancies and holes in LaFeO3.
Dopant
Binding Energy / eV
Mg Cu Ni Co Mn
VO1•• -0.155 -0.774 -0.188 -0.349 -0.416
VO2•• -0.172 -1.397 -0.197 -0.417 -0.403
h• -0.030 -0.249 -0.005 -0.358 -0.676
The results show that all B-site dopants studied bind to both oxygen vacancies and
holes. These dopants may therefore decrease the ionic and electronic conductiv-
ity of LaFeO3; however the incorporation of B-site dopants could be necessary for
the stability of the material and therefore a dopant should be chosen that limits this
detrimental effect. Of the transition metals studied, nickel has the lowest binding
energy for both oxygen vacancies and holes, although magnesium has lower binding
energies to both compensating species. This observation would lead to the conclu-
sion that cobalt, nickel and magnesium would be the optimum B-site dopants, as
they have low solution energies and the minimal binding energies to both oxygen
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vacancies and holes.
Experimentally, promising results have been observed when using cobalt and nickel
as B-site dopants. LSCF-based materials, as mentioned previously, have high ionic
and electronic conductivities, as well as being more resistant to chromium poison-
ing than other cathode materials.[50, 113, 115, 336] LaxSr1-xFeyNi1-yO3-δ (LSNF)
on the other hand, has attracted attention as a cathode material for solid oxide elec-
trolysis cells, the reverse of a solid oxide fuel cells, due to its high electronic con-
ductivity, thermal expansion coefficient similar to that of YSZ, and its high coking
tolerance to CO.[337, 338] These first two properties have resulted in Ni-based
perovskites also being considered as cathode materials for SOFCs,[339] and our re-
sults indicate that they should have ionic and electronic conductivities comparable
to LSCF.
These observed properties suggest that the binding energies calculated in this work
are not large enough to inhibit conductivity under operating conditions, particu-
larly when A-site dopants are present. There is also evidence that transition metal
dopants increase the ionic conductivity without A-site codopants. For example,
Kharton et al.[340] found doping LaFeO3 with nickel increased the electrical con-
ductivity and bulk ionic conductivity of the material, demonstrating that the binding
energies can be overcome.
The results for magnesium as a B-site dopant show promise: it has a lower solu-
tion energy than the transition metal dopants and binds less to both oxygen vacan-
cies and holes. In addition, the tolerance factors for magnesium, shown in Table
6.9, show that it will cause less strain on the structure of LaFeO3 if situated on
the B-site as opposed to the A-site. Therefore magnesium, with its low solution
energy and low binding energy to both oxygen vacancies and holes, could be a
promising B-site dopant. This compatibility has recently been demonstrated exper-
imentally; when comparing LaFeO3 to LaFe1-xMgxO3 (x = 0.05) Dı´ez-Garcı´a and
Go´mez[341] found that the doped system had a higher efficiency as a photocathode
for the oxygen reduction reaction, a key reaction in SOFCs.
The current work has only focused on the solution energies and binding energies to
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charge carriers of these dopants. Other factors will play a role in their suitability for
SOFC cathode applications, including the effect they have on the thermal expansion
coefficient (TEC). The effect of nickel and cobalt on the TEC of LaFeO3 is well
reported; the presence of cobalt as a dopant causes an increase in the TEC, usually
linearly with cobalt content,[342] so low concentrations of cobalt are often used in
order to keep the TEC similar to those of common electrolyte materials, whereas
Ni-doped LaFeO3 materials have favourable TECs, in line with those of common
electrolyte materials, even at large concentrations.[343, 344] The effect of Mg on
the TEC of LaFeO3 is less well reported, and would need to be investigated before
proposing Mg as a B-site dopant. However, results from Mg B-site doping of a
related compound, La0.7Sr0.3MnO3-δ are promising, with low TECs and improved
electrochemical performance compared to (La,Sr)MnO3 reported.[345]
On comparing the solution energies of manganese on both the A-site and the B-site,
we find that under anion poor conditions its solution energy as a B-site dopant is
significantly smaller than its solution energy as an A site dopant. However, under
anion rich conditions, the solution energies are very similar, particularly for oxygen
vacancy compensation where the solution energy of manganese on the B-site is only
0.045 eV lower than that of Mn on the A-site.
6.3.2.4 Variable Oxidation States
Transition metals are able to occupy a variety of oxidation states within a material,
a factor which can help or hinder the conductivity properties. With this in mind, we
calculated the energy of oxidation of the appropriate divalent transition metal B-site
dopants in LaFeO3. Manganese, cobalt, nickel and copper could form 3+ (or 4+
for manganese) oxidation states within LaFeO3, therefore oxidation to these states
was considered. The energy of oxidation was calculated based on the following
equation, using manganese as an example dopant:
FeXFe+Mn
′
Fe↔MnXFe+Fe
′
Fe (6.11)
With an additional oxidation step considered for generating manganese 4+
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FeXFe+Mn
X
Fe↔Mn•Fe+Fe
′
Fe (6.12)
The reaction energies are shown in Table 6.13.
Table 6.13: The solution energies of transition metal B-site dopants undergoing oxidation
to form 3+ oxidation states and 4+ in the case of manganese. In all cases the dopants in 2+,
3+ and 4+ states are in high spin states, the value for nickel in parentheses represents the
low spin oxidation state.
Dopant Solution Energy / eV
MnFeX 0.300
MnFe• 0.735
CoFeX 0.860
NiFeX 2.190 (1.782)
CuFeX 1.145
The calculated energies show that, particularly for manganese, the energy of oxi-
dising these divalent dopants is low. Manganese is therefore likely to be present
in 2+, 3+ and 4+ oxidations states, while the other transition metal dopants will
be present in 2+ and 3+ oxidation states, both observations are in agreement with
experimental findings.[199] However, nickel, not surprisingly, has a high barrier to
oxidation. Interestingly, whereas the other dopants favour high spin configurations,
nickel favourably oxidises into the low spin state.
6.4 Comparison of Methods
The results from the interatomic potentials study are most appropriately compared
with the DFT+U results under anion rich conditions.
The interatomic potentials study suggests that the most appropriate A-site dopants
are strontium and calcium, with hole compensation being less favourable than oxy-
gen vacancy compensation. However, the binding energies calculated at this level
of theory suggest that both strontium and calcium could inhibit oxygen migration
in a minor capacity, as both have negative binding energies to oxygen vacancies.
The DFT+U study also found strontium and calcium to be the most appropriate
A-site dopants, as they have the lowest solution energies of the alkali earth metals
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investigated. However, the binding energies calculated were significantly smaller
and the difference between the solution energies for oxygen vacancy and hole com-
pensation were much smaller under anion rich conditions. The smaller, low val-
ues for the binding energies of strontium and calcium as A-site dopants is more
in line with the experimental studies that have shown an increase in the ionic and
electronic conductivity of LaFeO3 on Ca- and Sr-doping, and the small difference
between oxygen vacancy and hole compensation is in agreement with the mixed
ionic, electronic properties observed for these materials.
From the interatomic potentials B-site dopant study, limited conclusions could be
drawn on the most appropriate dopant, due to the similarity in solution energies
and binding energies to oxygen vacancies across all dopants studied. However, as
with the A-site alkali earth metal dopants, hole compensation was considerably less
favourable compared to oxygen vacancy compensation.
In anion-rich conditions we see only minor differences between the solution en-
ergies of all the B-site dopants investigated within the DFT+U study, similar to
the interatomic potentials study. However, the difference in energy between hole
compensation and oxygen vacancy compensation is very minor, and the binding en-
ergies of each dopant to charge compensating species do show variation, leading to
the conclusion that nickel and cobalt are the most appropriate B-site dopants.
This difference between the two methods raises a number of interesting points re-
garding the interatomic potentials study. Firstly, it is clear that our model of the hole
as being localised on a single oxygen ion is too simplistic. In fact, looking at the
results of hole localisation from our DFT+U calculations suggests that if a hole lo-
calises, it will be on several oxygen ions, and the extent to which this localisation oc-
curs is dopant dependent. Secondly, the large negative binding energies of the alkali
earth metal dopants to oxygen vacancies suggest the interatomic potential methods
either overly stabilises the dopant-vacancy cluster, or destablises the isolated de-
fects. The increase in ionic and electronic conductivity that has been observed in
LaFeO3 on doping the A-site with alkali earth metals,[55, 90, 175, 184, 191, 197]
suggests that these dopants do not bind to oxygen vacancies significantly enough to
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prevent ionic mobility. Finally, it has outlined the need for DFT+U to treat transition
metals accurately; the similarity across all transition dopants for the two energies
(solution and binding energies), calculated using interatomic potentials, suggest the
d-electrons have not been properly treated at this level of theory.
6.5 Summary and Conclusions
Two methods have been employed to study solution energies and binding energies
of divalent dopants on both the A- and B-site of LaFeO3, to find the most appropri-
ate dopant for each site. Although the trends in solution energies were well matched
between the two methods, the values for the binding energies calculated using in-
teratomic potentials are considerably higher than those calculated with DFT. As the
DFT results are more in line with what is expected based on observed ionic and
electronic conductivities in doped LaFeO3, we have based our conclusions on those
results.
We find for A-site alkali earth metal doping that there is only minimal binding to
oxygen vacancies and holes, with the exception of barium which binds strongly
to oxygen vacancies in both oxygen sites. Low solution energies were calculated
for Ca2+, Sr2+ and Ba2+ under anion rich conditions, with Sr2+ and Ca2+ emerging
as the most appropriate due to a combination of low solution energy and minimal
binding energies.
For A-site transition metal dopants, the solution energies are all comparable. How-
ever, manganese has low binding energies compared to other transition metal A-site
dopants, which, combined with the minimum distortion of the surrounding LaFeO3
lattice suggests that it would be the most appropriate transition metal A-site dopant
in LaFeO3. Comparison with manganese as a B-site dopant showed similar solution
energies under oxygen rich conditions and similar Goldschmidt tolerance factors,
suggesting manganese could be a viable A-site dopant, in contrast to its widely as-
sumed B-site position. Cobalt nickel and magnesium were found to be the most
favourable B-site dopants, due to low solution energies and low binding energies
to oxygen vacancies, along with minimal distortion - particularly for nickel to the
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LaFeO3 lattice.
Under anion rich conditions, all dopants, in both sites, demonstrate similar solution
energies between the two charge compensation mechanisms investigated: oxygen
vacancies and holes, which explains the origins of the mixed ionic electronic con-
ductivity observed in doped perovskites, such as LSCF, a property that is vital to
the application of these materials as cathode materials in intermediate temperature
SOFCs.
Chapter 7
LaFeO3 (001) Surfaces
7.1 Introduction
Our investigation of LaFeO3 as an intermediate temperature solid oxide fuel cell
(IT-SOFC) cathode material has so far focused on bulk LaFeO3; the likely defects
that will be present under SOFC conditions, and the dopants that can aid electronic
and ionic conductivity in this material. In this chapter we will consider the surface
chemistry of LaFeO3.
During operation, oxygen, provided by an oxidant, enters the cathode chamber and
is reduced to O2- before migrating through the cathode to the electrolyte. Although
it is important to understand the bulk properties of the cathode material, as these
will govern the migration of the oxide ion to the electrolyte, of equal importance
are the surface properties. Understanding the surface properties of LaFeO3, such as
its composition and the predominant defects, will help elucidate the mechanism of
the oxygen reduction reaction and the role of cathode surface chemistry.
In this chapter we will investigate the stability and defect chemistry of two possible
surface terminations of the (001) surface of LaFeO3. The (001) surface is consid-
ered to be the most stable for lanthanum-based perovskite oxides[200, 208, 209]
and is therefore the focus of the present study. The FeO2 and LaO terminated sur-
faces will be considered, and the defects energies of lanthanum, iron and oxygen
vacancies calculated for each. We will compare the defect chemistry of the surface
of LaFeO3 to bulk LaFeO3 and thus aim to understand how defects contribute to
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the ORR process, from oxygen interacting with the surface of LaFeO3 to oxide ions
migrating through bulk LaFeO3 to the electrolyte.
7.2 Methodology
The methodology outlined in Chapter 3 focuses on the methods used for mod-
elling bulk LaFeO3, and while a number of parameters are the same, some different
techniques need to be applied when studying surfaces. Unlike the work done in
previous chapters, only DFT+U will be used in our surface studies, as previous
results[92, 200, 203, 206, 207] suggest the transition metal will play an impor-
tant role in the surface chemistry, both as a surface ion and a sub surface-ion, and,
as previously mentioned, modelling transition metals accurately with interatomic
potential-based methods can be challenging.
The parameters that have remained the same between our bulk and surface stud-
ies of LaFeO3 to allow for comparisons include the U-value on the iron ions and
the pseudopotentials used for La3+, Fe3+ and O2-. Where parameters have been
changed, they will be outlined in the following sections.
Our surface studies using DFT+U have implemented the slab model, introduced in
Chapter 1 Section 1.4.5. In the following section we will describe how we modelled
LaFeO3 surfaces, using the slab model, and how we calculated surface stability and
defect energies.
7.2.1 LaFeO3 Surface Model
For our work on LaFeO3 surfaces, the (001) surface, with both FeO2 and LaO ter-
minations, will be considered. For both surface models a 16 A˚ vacuum was used
to split a 2×2×7 supercell along the c-axis, providing a 28 layer slab with two
surfaces, each with a 2×2 surface area; equating to 124.80 A˚2 for LaFeO3, these
parameters were tested and are fully converged as discussed later. The structure of
both terminations can be seen in Figure 7.1
7.2.1.1 Modelling Polar Surfaces
Perovskite materials are built up of layers. In the simplest example of a cubic ABO3
perovskite, these layers would be alternate AO and BO2 layers. In a number of
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Figure 7.1: The FeO2 (left) and LaO (right) terminations of the (001) surface of LaFeO3.
perovskites, including AIIIBIIIO3 perovskites, such as LaFeO3, each layer has a net
charge. In LaFeO3, the LaO layers have a net charge of +1 while the FeO2 layers
have a net charge of -1. In the bulk material the charges of each layer will cancel
out; however, when constructing a surface slab a net dipole forms at the surface,
making the surface unstable as shown by Tasker.[1]
The (001) termination of LaFeO3 is a type III surface, as defined by Tasker[1] and
therefore the slab must be reconstructed before modelling. For LaFeO3 (001) the
top surface layer is split, with half of one side of the slab and half on the other,
which is done for both LaO and FeO2 terminations, this quenches the surface dipole
by making the charge of each surface equal; +12 and −12 for the LaO and FeO2
terminated surfaces of LaFeO3 respectively. The final slabs used for modelling are
shown in Figure 7.2.
Figure 7.2: The FeO2 (left) and LaO (right) terminations of the (001) surface of LaFeO3
reconstructed to account for the net dipole present in both terminations.
A dipole correction can be included in VASP to correct for a net dipole moment that
may be present in the calculation and is often implemented in slab models. How-
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ever, this correction was not included in our calculations. The effect of including
the dipole correction was investigated, and no difference in relaxed energies was
observed with calculations which didn’t include the dipole correction compared to
those that did include the correction, suggesting that reconstructing the surface is
sufficient to cancel out surface dipole moments.
7.2.2 Calculating Surface Energies
The surface energy, γ , of each termination was calculated using the following equa-
tion:
γ =
1
2
Esur f ace−nEbulk
A
(7.1)
where Esur f ace is the supercell containing the surface slab, Ebulk is the energy per
unit cell, n is the number of unit cells in the slab supercell and A is the surface area
of the slab. Using relaxed and unrelaxed surface slab supercells, the relaxed, γR
and unrelaxed, γU surface energies can be calculated respectively. The difference
between the relaxed and unrelaxed surface energies gives the relaxation energy for
the surface:
Erel = γR− γU (7.2)
Surface defect energies, Ede f ect , were calculated as the difference between the slab
supercell containing the defects and the pure slab supercell:
Ede f ect =
1
2
(
Ede f ective−Eper f ect
)
(7.3)
where Ede f ective is the energy of the slab supercell containing the defects and Eper f ect
is the relaxed slab supercell containing no defects. The energy is halved to get the
defect energy per defect; the defective slab supercell contains two defects, one on
each surface, to maintain equivalence between the surfaces. Only neutral defects
can be modelled using the slab model, as introducing a net charge across the vac-
uum would cause the energy to diverge. Therefore only neutral oxygen, iron and
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lanthanum vacancies were investigated. Interstitials were not considered as our
previous study of bulk LaFeO3 demonstrated that these defects do not occur in sig-
nificant concentrations in this material. For all defect relaxations, eight layers in
each slab were fixed at their bulk positions, to reduce the computational cost; only a
4.42×10-4 eV difference was found between the defect energies of two oxygen va-
cancies (one on each surface) on a completely relaxed LaO terminated 2×2×7 slab
and two oxygen vacancies on a LaO terminated 2×2×7 slab with the eight centred
layers fixed. As with defects energies calculated for bulk LaFeO3 we will report
defect energies calculated under both anion rich and anion poor environments.
For all calculations, GGA+U with PBE was used with a U of 7 eV on Fe3+, as
with bulk LaFeO3. The 16 A˚ vacuum was converged for each termination to within
9.5×10-4 eV/formula unit; the number of layers in the slab was converged to within
2.0×10-3 eV/formula unit and a k-point mesh of 6×6×1 was used, converged to
within 8.8×10-5 eV/formula unit. Full details of model convergence can be found
in Appendix H.
7.3 FeO2 Terminated Surface
The BO2 terminated surfaces of perovskite oxides are generally assumed to be the
most catalytically active due to the presence of the transition metal, and previous
work has found that these terminations have lower oxygen vacancy formation ener-
gies, compared to the LaO termination.[92, 200, 206, 207] In this section we shall
investigate the relaxed structure of the FeO2 surface before considering cationic and
anionic surface defects and how the energies of these defects compare to bulk defect
energies.
7.3.1 Surface Stability and Relaxation
Figure 7.3 shows the relaxed structure of the FeO2 terminated LaFeO3 (001) surface
of a 2×2×7 supercell and the unrelaxed structure for comparison. The surface
energy of this termination is 0.50 Jm-2.
The surface relaxation is mainly limited to the top surface layer and sub surface
layer. The top layer restructures most significantly, with two iron ions relaxing
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Figure 7.3: The unrelaxed (left) and relaxed (right) surface structure of the FeO2 terminated
(001) surface of LaFeO3. Arrows have been used to indicate the direction and magnitude of
relaxation; black arrows show the relaxation of lanthanum ions, dark green the relaxation
of iron ions and dark blue the relaxation of oxygen ions.
towards the other iron sites on the surface, causing a shortening of both the axial and
equatorial Fe-O bonds by 0.06 A˚ and between 0.13 and 0.16 A˚ respectively. In the
sub surface, the lanthanum ions relax (by no more than 0.5 A˚) off their ideal, bulk
positions; the lanthanum ions below the surface iron ions shift closer to adjacent
lanthanum ions in the sub-surface layer, while those that have no surface layer above
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them, due to the reconstruction, shift closer to the bulk-like FeO2 layer below the
sub surface LaO layer.
7.3.2 Defects
The calculated defect formation energies for neutral lanthanum, iron and oxygen
vacancies under both oxygen rich/cation poor and oxygen poor/cation rich condi-
tions are shown in Table 7.1. The formation energies under each condition were
calculated using the same chemical potentials used in the bulk defect study.
Table 7.1: The defect formation energies of neutral lanthanum, iron and oxygen vacancies
on the FeO2 terminated (001) surface of LaFeO3. The defect energies have been calculated
under oxygen rich/cation poor and oxygen poor/cation rich conditions.
Defect
Defect Formation Energy / eV
O Rich & Cation Poor O Poor & Cation Rich
VLaX 1.898 7.701
VFeX -1.559 4.244
VOX 1.219 -2.650
As observed for bulk defects, the defect formation energies of cation vacancies are,
as expected, lower in cation poor conditions, whereas, for oxygen vacancies the
defect formation energy is lower in oxygen poor conditions. Interestingly, both
iron and oxygen vacancies have negative formation energies under cation poor and
oxygen poor conditions respectively. The chemical potentials used to calculate the
formation energies under each condition represent the extremes of their respective
condition, as mentioned in Chapter 4 Section 4.3.3. Therefore under operating con-
ditions it is unlikely that either defect will have a negative defect formation energy.
However they are likely to have low formation energies and, therefore, be present
in significant concentrations. The defect formation energy for lanthanum is also
low under oxygen rich conditions, suggesting the FeO2 terminated surface will be
highly defective under these conditions, which, as we have argued, are likely to
dominate during fuel cell operation.
Figures 7.4, 7.5 and 7.6 show the relaxed surface structure of the FeO2 terminated
surface with a lanthanum, iron and oxygen vacancy respectively.
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Figure 7.4: The pure surface (left) and the defective surface, containing a lanthanum va-
cancy, (right) of the FeO2 terminated (001) surface of LaFeO3. The position of the lan-
thanum vacancy is shown in pale green. Arrows have been used to indicate the direction
and magnitude of relaxation; dark green arrows shows the relaxation of iron ions and dark
blue the relaxation of oxygen ions.
The lanthanum vacancy does not cause a large amount of restructuring of the sur-
face; neighbouring iron ions relax slightly towards the vacant site, while neighbour-
ing oxygen ions in the same ab plane relax away from the vacant site. In contrast, an
iron vacancy causes a large amount of restructuring, with two adjacent surface iron
ions relaxing away from the vacant site by between 0.3 and 0.5 A˚, while sub surface
lanthanum ions relaxed marginally closer towards the surface. The presence of an
iron vacancy has a large effect on the oxygen ions, especially the two oxygen ions
previously bonded to the iron site that is now vacant which form an oxygen species
on the surface. Based on its bond length (1.35 A˚) the oxygen species is likely to
be O2-; Ervin et al. reported bond lengths of 1.348 ± 0.008 A˚ for O2-, established
by ultraviolet photoelectron spectroscopy.[301] Compared to the bond lengths of
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alternative oxygen species; 1.49 ± 0.02 A˚ for classical peroxides, O22−,[300] and
1.21 A˚ for O2,[25] the reported bond length for O2- is the closest and therefore this
is the most likely form of the oxygen species on the surface.
The presence of the oxygen species could explain why the defect energy for the iron
vacancy is so low, as the binding energy of the oxygen species, will contribute to the
stability of the surface containing an iron vacancy. The other two surface oxygen
ions that had been bonded to the now vacant iron site have also moved significantly,
relaxing away from the now vacant site. Interestingly, the two sub surface oxygen
ions, one axial to the vacant site the other axial to the adjacent surface iron ion, have
moved towards the vacant site, closer to the surface of the material.
Figure 7.5: The pure surface (left) and the defective surface, containing an iron vacancy,
(right) of the FeO2 terminated (001) surface of LaFeO3. The position of the iron vacancy is
shown in grey. Arrows have been used to indicate the direction and magnitude of relaxation;
black arrows show the relaxation of lanthanum ions, dark green the relaxation of iron ions
and dark blue the relaxation of oxygen ions.
The presence of an oxygen vacancy on the FeO2 terminated surface causes mainly
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Figure 7.6: The pure surface (left) and the defective surface, containing an oxygen vacancy,
(right) of the FeO2 terminated (001) surface of LaFeO3. The position of the oxygen vacancy
is shown in grey. Arrows have been used to indicate the direction and magnitude of relax-
ation; black arrows show the relaxation of lanthanum ions, dark green the relaxation of iron
ions and dark blue the relaxation of oxygen ions.
local changes to the closest ions, with one surface iron relaxing away from the
vacancy significantly, while the closest sub surface lanthanum ion moves closer to
the vacant site, along with the nearest neighbour surface oxygen ions.
Tables 7.2 and 7.3 show the surface defect formation energies compared to the neu-
tral bulk defect formation energies presented in Chapter 4. The oxygen vacancy on
the FeO2 terminated surface is an O2 oxygen and therefore the energy of a bulk O2
oxygen vacancy has been used for comparison. For iron, bulk defect energies were
calculated for both spin up and spin down iron ions. For the calculation of the sur-
face iron vacancy energy, both a spin up and spin down iron vacancy were included
in the supercell, to prevent a net magnetic moment across the vacuum of the super-
cell; therefore the defect energy for the surface iron vacancy has been compared to
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the average of spin up and spin down bulk iron vacancies.
Table 7.2: The defect energies of neutral lanthanum, iron and oxygen vacancies on the
FeO2 terminated (001) surface of LaFeO3 compared to the defect energies calculated for
bulk LaFeO3. The defect energies are for oxygen rich/ lanthanum and iron poor conditions.
Defect
Formation Energy / eV
Surface Bulk
VLaX 1.898 3.333
VFeX -1.559 2.789
VOX 1.219 3.829
Table 7.3: The defect energies of neutral lanthanum, iron and oxygen vacancies on the
FeO2 terminated (001) surface of LaFeO3 compared to the defect energies calculated for
bulk LaFeO3. The defect energies are for oxygen poor/ lanthanum and iron rich conditions.
Defect
Formation Energy / eV
Surface Bulk
VLaX 7.701 9.136
VFeX 4.244 8.592
VOX -2.650 -0.040
For all surface vacancies the surface defect formation energy is lower than the bulk
formation energy. The minimum difference is 1.435 eV, which is observed between
the bulk and surface lanthanum vacancies, while the maximum difference is seen
for the iron vacancies, which have a 4.348 eV difference, the same differences are
observed under both oxygen rich and oxygen poor conditions. The small difference
between the lanthanum vacancies is probably due to the lanthanum ion being a
sub-surface ion in this termination, compared to iron and oxygen which are surface
ions. The large difference between the energies of the bulk iron vacancy and surface
iron vacancy could be due to the previously discussed formation of the O2- species
on the FeO2 terminated surface of LaFeO3 when the surface has an iron vacancy,
which, as noted above, is likely to stabilise this vacancy considerably, resulting in a
substantially lower energy on the surface compared to within the bulk.
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7.4 LaO Terminated Surface
Despite not containing the active transition metal, recently there has been an in-
creased interest in the AO termination of perovskite oxides and related materials, as
the subsurface transition metals could play a role in making this surface more ac-
tive than previously thought.[203, 210] Therefore, as well as the commonly studied
FeO2 (001) termination of LaFeO3, we have also investigated the surface stability
of the LaO terminated surface. We shall discuss the stability of this termination in
relation to the FeO2 surface described above, as well as considering cationic and
anionic defects and their formation energies in reference to the FeO2 surface.
7.4.1 Surface Stability and Relaxation
Figure 7.7 shows the relaxed structure of the LaO terminated LaFeO3 (001) sur-
face (right) compared to the unrelaxed surface (left). The surface energy of this
termination is 0.34 Jm-2, lower than that for the FeO2 termination.
The relaxation of the LaO terminated surface is minimal and only affects the top
surface layer, with the lanthanum ions relaxing closer to the bulk material.
7.4.2 Defects
The calculated defect formation energies for neutral lanthanum, iron and oxygen
vacancies under both oxygen rich/cation poor and oxygen poor/cation rich condi-
tions are shown in Table 7.4. The formation energies were calculated using the same
chemical potentials used in the bulk defect study.
Table 7.4: The defect formation energies of neutral lanthanum, iron and oxygen vacancies
on the LaO terminated (001) surface of LaFeO3. The defect energies have been calculated
under oxygen rich/cation poor and oxygen poor/cation rich conditions.
Defect
Defect Formation Energy / eV
O Rich & Cation Poor O Poor & Cation Rich
VLaX 1.610 7.413
VFeX 1.870 7.673
VOX 3.109 -0.760
We see that, as with defects on the FeO2 terminated surface and bulk defects, cation
vacancies are more favourable under cation poor conditions whereas oxygen va-
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Figure 7.7: The unrelaxed (left) and relaxed (right) surface structure of the LaO terminated
(001) surface of LaFeO3. Arrows have been used to indicate the direction and magnitude of
relaxation; black arrows show the relaxation of lanthanum ions.
cancies are more favourable under oxygen poor conditions. Under oxygen poor
conditions, the oxygen vacancy has a negative formation energy, suggesting that
they will form spontaneously, although as mentioned previously, the chemical po-
tentials used in these calculations are extreme values and operating conditions are
likely to be closer to O-rich, so oxygen vacancy formation energies are unlikely to
be negative but will be low. Cation vacancies are less likely to form compared to
oxygen vacancies, but the defect energy of both cation vacancies under cation poor
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conditions suggest that they will be a significant concentration of these defects un-
der these conditions. Lanthanum vacancies have slightly lower formation energies
than iron under both conditions, which is probably due to lanthanum being the sur-
face cation and therefore having a lower energy to remove. Figure 7.8, 7.9 and 7.10
show how the presence of each defect, a lanthanum, an iron and an oxygen vacancy,
affects the structure of the LaO terminated surface.
Figure 7.8: The pure surface (left) and the defective surface, containing a lanthanum va-
cancy, (right) of the LaO terminated (001) surface of LaFeO3. The position of the lanthanum
vacancy is shown in pale green. Arrows have been used to indicate the direction and mag-
nitude of relaxation; black arrows show the relaxation of lanthanum ions, and dark blue the
relaxation of oxygen ions.
When a lanthanum vacancy is introduced, only minor restructuring can be seen,
with the two adjacent surface lanthanum ions moving closer (by 0.1 A˚) to the site
of the vacancy, whilst the nearest neighbour oxygen ions relax away from the site.
A much larger restructuring is observed when an iron vacancy is introduced; again
we see surface lanthanum ions moving closer to the site of the vacancy, with the
relaxation of 0.4 and 0.7 A˚, for the two closest lanthanum ions, being significantly
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larger compared to when a lanthanum vacancy is introduced. We also observe the
oxygen ions shifting away (by between 0.15 and 0.62 A˚) from the vacancy site,
as for lanthanum, but, again, the relaxation is more significant in the case of the
iron vacancy compared to the lanthanum vacancy, both in terms of the distance the
oxygen ions have relaxed and the number of oxygen ions that have been displaced.
The larger effect of the iron vacancies on the structure of the surface compared
to lanthanum vacancies, could also contribute to the iron vacancy having a higher
formation energy compared to the lanthanum vacancy.
Figure 7.9: The pure surface (left) and the defective surface, containing an iron vacancy,
(right) of the LaO terminated (001) surface of LaFeO3. The position of the iron vacancy is
shown in pale yellow. Arrows have been used to indicate the direction and magnitude of
relaxation; black arrows show the relaxation of lanthanum ions and dark blue the relaxation
of oxygen ions.
Examining how the oxygen vacancy affects the structure of the LaO terminated
surface, we find that it does not cause a large amount of restructuring. Interestingly,
a number of sub-surface oxygen ions move closer to the surface, to compensate for
the vacant oxygen, while only a small relaxation is observed for both the iron and
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Figure 7.10: The pure surface (left) and the defective surface, containing an oxygen va-
cancy, (right) of the LaO terminated (001) surface of LaFeO3. The position of the oxygen
vacancy is shown in grey. Arrows have been used to indicate the direction and magnitude
of relaxation; black arrows show the relaxation of lanthanum ions, dark green the relaxation
of iron ions and dark blue the relaxation of oxygen ions.
lanthanum ions that are closest to the vacancy site.
Tables 7.5 and 7.6 show the surface defect formation energies compared to the neu-
tral bulk defect formation energies presented in Chapter 4. The oxygen vacancy on
the LaO terminated surface is an O1 oxygen and therefore the energy of a bulk O1
oxygen vacancy has been used for comparison. For iron, bulk defect energies were
calculated for both spin up and spin down iron ions. As with the case of the FeO2
terminated surface, for the calculation of the surface iron vacancy energy, both a
spin up and spin down iron vacancy were included in the supercell, to prevent a net
magnetic moment across the vacuum of the supercell; therefore, the defect energy
for the surface iron vacancy is compared to the average of spin up and spin down
bulk iron vacancies.
We see that for all vacancies, the surface formation energy is lower than the bulk
formation energy; the differences being the same under both oxygen rich and poor
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Table 7.5: The defect energies of neutral lanthanum, iron and oxygen vacancies on the LaO
terminated (001) surface of LaFeO3 compared to the defect energies calculated for bulk
LaFeO3. The defect energies are for oxygen rich/ lanthanum and iron poor conditions.
Defect
Formation Energy / eV
Surface Bulk
VLaX 1.610 3.333
VFeX 1.870 2.789
VOX 3.109 3.960
Table 7.6: The defect energies of neutral lanthanum, iron and oxygen vacancies on the LaO
terminated (001) surface of LaFeO3 compared to the defect energies calculated for bulk
LaFeO3. The defect energies are for oxygen poor/ lanthanum and iron rich conditions.
Defect
Formation Energy / eV
Surface Bulk
VLaX 7.413 9.136
VFeX 7.673 8.592
VOX -0.760 0.091
conditions. The biggest change is seen for lanthanum vacancies, with the difference
between bulk and surface formation energies being 1.723 eV. The changes for iron
and oxygen are similar; 0.919 and 0.851 eV respectively, the smaller difference for
iron compared to lanthanum could be a consequence of lanthanum being the surface
ion and therefore requiring less energy to remove than the sub surface iron ion.
7.5 Comparison of Surface Terminations
For the relaxed pure surface, we find that the LaO termination has a lower surface
energy; 0.34 Jm-2 compared to 0.50 Jm-2 of the FeO2 termination. The higher
energy of the FeO2 termination is probably caused by the breaking of the FeO6
octahedra by the surface, requiring the surface to undergo significant relaxation to
stabilise. The large relaxation required by the FeO2 terminated surface compared
to the LaO termination is reflected in the relaxation energies; -2.48 eV per surface
unit cell (1×1×7) for FeO2 compared to -0.96 eV per surface unit cell for the LaO
termination.
Table 7.7 shows the defect formation energies for each defect on each termination,
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under oxygen rich/cation poor conditions as these conditions are closest to operating
conditions.
Table 7.7: The defect energies of neutral lanthanum, iron and oxygen vacancies on the
FeO2 and LaO terminated (001) surfaces of LaFeO3. The defect energies are for oxygen
rich/lanthanum and iron poor conditions.
Defect
Formation Energy / eV
FeO2 Terminated LaO Terminated
VLaX 1.90 1.61
VFeX -1.56 1.87
VOX 1.22 3.11
The defect formation energies are generally lower on the FeO2 terminated surface,
the exception being the lanthanum vacancy, which has similar formation energies on
both terminations but has a slightly lower formation energy on the LaO terminated
surface, as it is the surface cation. These results suggest that the FeO2 terminated
surface will have a higher concentration of vacancies compared to the LaO termi-
nated, which could be linked to the higher surface energy of the FeO2 terminated
surface.
The considerably lower formation energy of oxygen vacancies on the FeO2 termi-
nated surface compared to the LaO terminated surface agrees with the work of Lee
et al.[200] However, the low formation of cation vacancies on the LaO terminated
surface suggests there are likely to be cation vacancies present on the surface and
sub-surface of the LaO terminated surface, which may cause the LaO terminated
surface to be catalytically active, in disagreement with the conclusion of Lee et
al.[200] but in agreement with the work of Kizaki et al.[203] on LaFeO3 and Ak-
bay et al.[210] on La2NiO4, as discussed in Chapter 1 Section 1.4.5. Recent exper-
imental work by Stoerzinger et al.[346] found the LaO terminated (001) surface of
LaFeO3 to be more reactive towards water compared to the FeO2 terminated (001)
surface, with the LaO termination forming surface hydroxyls species and adsorbing
water at lower relative humidity compared to the FeO2 termination.
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7.6 Summary and Conclusion
In this chapter, two terminations of the LaFeO3 (001) surface, the FeO2 and LaO
terminations, have been studied. The surface energies and the defect formation
energies of vacancies of all three ions have been calculated for both terminations.
We found that the LaO terminated surface is more stable, having a lower surface
energy than the FeO2 termination. The FeO2 termination is likely to be more de-
fective, having low formation energies for lanthanum, iron and oxygen vacancies,
suggesting it will be the most catalytically active of the two terminations. However,
the low formation energies for cation vacancies, both lanthanum and iron, on the
LaO terminated surface may suggest that this termination could also be catalyti-
cally active.
Chapter 8
Summary, Conclusions and Future
Work
8.1 Introduction
In this thesis we have studied defects and dopants in bulk LaFeO3, along with de-
fects on the (001) terminated surface. LaFeO3 is a promising base material for
intermediate temperature solid oxide fuel cell cathode applications as a mixed ionic
electronic conductor. By establishing the defect chemistry of the material we have
gained greater understanding of the mixed ionic electronic conductivity of LaFeO3
and can, therefore, suggest methods and approaches to maximising the conductivity
schemes within this material, which are central to its promising performance as a
SOFC cathode.
For our intrinsic defect study, we considered a range of isolated point defects along
with various disorder schemes, followed by calculating the activation energy of ox-
ide ion migration for which we considered three pathways, due to the two inequiv-
alent oxygen sites in LaFeO3. We then investigated a range of divalent dopants,
for both the lanthanum and iron sites, calculating their solution energy and their
binding energy to charge compensating species, in order to establish those easiest
to incorporate and those that will promote conductivity within LaFeO3. In these in-
vestigations, both interatomic potential-based techniques and DFT+U were utilised
and the results compared. Our final consideration was the surface chemistry of
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LaFeO3 in which we calculated defect energies for neutral vacancies of each of
the three ions in LaFeO3 on two terminations of the (001) surface; FeO2 and LaO.
As opposed to the defect and dopant studies, that used both interatomic potentials
and DFT+U, only DFT+U was employed for our surface calculations. Below we
summarise our main results and our conclusions.
8.2 Main Conclusions
In our investigation of isolated point defects and disorder schemes in LaFeO3 we
considered vacancies, interstitials, anti-site defects, Frenkel disorder and Schottky
disorder. In our DFT+U calculations, defect energies were calculated under two
conditions, oxygen rich / cation poor and oxygen poor / cation rich.
Our initial interatomic potential-based calculations suggested that anti-site defects
would dominate in LaFeO3 with this type of disorder having a lower energy than
both Frenkel and Schottky disorder. However, results from our DFT+U-based cal-
culations suggest that Schottky type disorder, instead of anti-site defects, plays an
important role in the defect chemistry of LaFeO3, in line with experimental results.
The source of the high formation energies of Frenkel and Schottky disorder calcu-
lated by interatomic potentials was identified as an over-estimation of the formation
energy of LaFeO3; when comparing the formation energy calculated by interatomic
potentials and DFT+U, DFT+U is closer to the experimental value.
From our DFT+U calculations, under oxygen rich conditions, we found cation va-
cancies to be the most favoured defect, with our results suggesting that they will
form in significant enough concentrations as to contribute to the p-type conductiv-
ity in this material, as holes compensate for these cation vacancies. La3+ vacancies
displayed the lowest formation energy and are therefore likely to dominate, although
the formation energy of Fe3+ vacancies was also low under these conditions. Un-
der oxygen poor conditions oxygen vacancies dominate - a promising results as the
ionic conductivity of LaFeO3 is dependent on oxygen vacancies. From our calcu-
lated defect formation energies we generated a model that established a value for
the Fermi level in LaFeO3 under each condition which were in agreement with the
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experimental work of Jacob and Ranjani[307].
The migration of oxygen vacancies through LaFeO3 is vital for increased activity
as a SOFC cathode material. In our study of oxide ion migration, three pathways
were considered: O1 to O1, O1 to O2 and O2 to O2.
As with our defect study, interatomic potentials were initially used to calculate the
activation energy of oxide ion migration for our three pathways. Two pathways
displayed low activation energies; 0.63 and 0.50 eV for the O1 to O2 and O2 to
O2 respectively while the O1 to O1 pathway has a significantly higher activation
energy of 1.87 eV. Therefore, our calculations suggest that the O2 to O2 pathway
has the lowest activation energy, of those we have considered, in contrast to Jones
and Islam,[27] who found that the O1 to O2 pathway had the lowest energy, a dis-
agreement attributed to a difference in the defect energies of the oxygen vacancies
at the beginning and end of the pathway. Our results from all three methods utilised
in this work; interatomic potentials, DFT+U and NEB, all found a similar migra-
tion barrier for the O1 to O2 pathway suggesting that the activation energy we have
calculated is accurate and reliable.
Good agreement has been found for all three pathways across the different methods
investigated in this work leading us to conclude that oxide ions will migrate via
the O1 to O2 and O2 to O2 pathways in orthorhombic LaFeO3 as both pathways
have low migration barriers and are similar to the experimental migration barrier of
0.77 reported by Ishigaki et al.[16] The high energy associated with the O1 to O1
pathway is probably the result of the O1 oxide ions being opposite sides of the FeO6
octahedra therefore the pathway between two O1 ions involves moving between two
octahedra and includes passing between two large lanthanum ions. Both the O2 to
O2 and O1 to O2 pathways involve migrating to a neighbouring position on the
FeO6 octahedra and therefore are much lower in energy.
Our work has successfully shown that oxide ion migration is a low energy process
in LaFeO3, in agreement with experimental results. In establishing the defect chem-
istry we found oxygen vacancies, as well as cation vacancies, need to be promoted
further for increased catalytic activity. Thus, a range of dopants were considered on
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both the A- and B-site of LaFeO3 to establish which would be incorporated with low
solution energies into LaFeO3 and which are likely to promote desired conductivity
species.
A range of divalent dopants were considered for both the A- and B-site in LaFeO3.
For the A-site, alkali earth ions magnesium, strontium, calcium and barium were
considered, along with transition metal ions, manganese, iron, cobalt, nickel and
copper. The same transition metals considered for the A-site were also investigated
as B-site dopants, along with magnesium, as the smallest of the alkali earth ions
included in this study. All dopants were considered in their divalent state and com-
pensation via both oxygen vacancies and holes was investigated. Both results based
on interatomic potentials and DFT+U were reported. Although similar trends are
observed between the two methods, for solution energies and binding energies, the
binding energies calculated using interatomic potentials were significantly higher
than those calculated using DFT+U. Our conclusions from this work are therefore
based on the DFT+U calculations, as the results are more in line with the observed
ionic and electronic conductivities in doped LaFeO3. Solution energies were calcu-
lated under both anion rich and anion poor conditions.
We found that, for the A-site, Ca2+, Sr2+ and Ba2+ have low solution energies under
anion rich conditions, with Sr2+ and Ca2+ emerging as the most appropriate due to
a combination of low solution energy and minimal binding energies. For the A-
site transition metal dopants, the solution energies are all comparable. However,
manganese has low binding energies compared to other transition metal dopants,
which, combined with Mn causing only minimum distortion to the surrounding
LaFeO3 lattice suggests that it would be the most appropriate transition metal A-
site dopant in LaFeO3. Although unexpected, further investigation, which included
calculating the Goldschmidt tolerance factors for manganese as both an A- and B-
site dopant, suggests manganese could be a viable A-site dopant, in contrast to its
widely assumed B-site position.
For the B-site we found cobalt, nickel and magnesium to be the most favourable
B-site dopants, due to low solution energies and low binding energies to oxygen
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vacancies, along with minimal distortion - particularly for nickel - to the LaFeO3
lattice.
Interestingly, we found that all dopants, in all sites, under anion rich conditions
have similar solution energies when using either of the two charge compensation
mechanisms investigated: oxygen vacancies and holes, which explains the origins
of the mixed ionic electronic conductivity observed in doped LaFeO3-based mate-
rials, such as LSCF.
In our surfaces study, the surface energy and defect chemistry of two terminations of
the LaFeO3 (001) surface, the FeO2 and LaO terminations, were considered. Inter-
atomic potential-based methods were not utilised here due to a known importance
of the transition metal to the surface chemistry of LaFeO3 and the challenges of
accurately modelling transition metals using interatomic potentials.
From our DFT+U calculations, we found that the LaO terminated surface is more
stable, having a lower surface energy than the FeO2 termination. However, the
FeO2 termination is likely to be more defective, having low formation energies for
lanthanum, iron and oxygen vacancies. The presence of defects is vital for the cat-
alytic process of a fuel cell cathode material and therefore it is likely that the FeO2
termination will be more catalytically active than the LaO termination. The LaO ter-
mination, however, does exhibit low formation energies for cation vacancies, both
lanthanum and iron, which may suggest that this termination could contribute to the
catalytic activity of LaFeO3.
8.3 Future Work
Through the work presented in this thesis we have made substantial progress to-
wards understanding the defect chemistry, appropriate dopants and surface chem-
istry of LaFeO3. However, there are two aspects which would benefit from further
work.
Firstly, the findings in our dopants study, that manganese could occupy either the A-
or B-site in LaFeO3 would benefit from further probing, especially with experimen-
tal techniques. If our computational prediction is also observed experimentally, then
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this could be a promising route to increasing the conductivity of LaFeO3 as man-
ganese can stably occupy a range of oxidation states, meaning it could significantly
increases the electronic conductivity of LaFeO3.
The second aspect that would benefit from further work is the study of LaFeO3
surfaces. Having established the surface energy and formation energy of isolated
defects on the FeO2 and LaO terminated surface, further work is needed to un-
derstand fully the surface chemistry of LaFeO3. Initially this work could include
analysis of different surface sites for defects, particularly oxygen vacancies, to see
if their formation energy depends on their position on the surface, along with an
investigation of how the formation energy of an oxygen vacancy changes moving
from the bulk material to the surface of the material, to understand how oxygen
vacancies move through LaFeO3. A similar investigation could also be performed
on potential divalent dopants (strontium, calcium, manganese, cobalt and nickel).
Calculating the solution energy of the dopant in the bulk and then in layers towards
the surface, could help understand the surface segregation which has been observed,
particular in strontium doped perovskites, and evaluate if other potential dopants we
have identified also show a tendency to segregate towards the surface of LaFeO3.
Once a complete picture of the defect chemistry and dopant behaviour at the surface
of LaFeO3 has been established, the interaction of oxygen with the various defects
and dopants on the surface could be investigated, providing further insight into how
LaFeO3 catalyses the oxygen reduction reaction and its promising behaviour as a
base material for intermediate temperature SOFC applications.
Appendix A
How the U-Value Effects Defect
Formation Energy
Table A.1 shows how the defect energy of a neutral oxygen vacancy, with reference
to an oxygen molecule in its triplet state, changes as a function of the U parame-
ter applied to the Fe3+ ion in LaFeO3. A U-value of 7.0 eV has been used in all
calculations in this work. This value produces a defect formation energy similar
to those reported previously[119, 175] without compromising structural, magnetic
and electronic properties of LaFeO3.
Table A.1: The defect formation energies of neutral oxygen vacancies and how they change
with increasing U-value.
U Defect Formation Energy / eV
3 4.313
4 4.258
5 4.160
6 4.068
7 3.960
8 3.871
Appendix B
Analysis of U-Values for Transition
Metal Dopants
The most appropriate value for U to use for each transition metal dopant was as-
sessed by comparing structural, electronic and magnetic properties of its associated
metal oxide, at increasing values of U, with experimental values. As each dopant
was divalent, we used the monoxide in our calculations. Below are the results for
this study for Co2+, Ni2+, Cu2+ and Mn2+, in Tables B.1, B.2, B.3 and B.4 respec-
tively.
Table B.1: Calculated lattice parameters; a, b and c, bond lengths, angles, relaxed cell
volume, bulk modulus and magnetic moment of CoO for increasing values of U, from 3 to
7 eV, along with experimental values. aRef[8], bRef[9], cRef[10].
Parameters / U Exp. 3 4 5 6 7
a / A˚ 4.2603a 4.308 4.308 4.306 4.305 4.302
b / A˚ 4.2603a 4.308 4.308 4.306 4.305 4.302
c / A˚ 4.2603a 4.308 4.308 4.306 4.305 4.302
Co - O / A˚ 2.130a 2.154 2.154 2.153 2.152 2.151
Co - Co / A˚ 3.012a 3.046 3.046 3.045 3.044 3.042
Co - O - Co / ° 90.0a 90.0 90.0 90.0 90.0 90.0
Volume
of Cell / A˚3 77.33a 79.920 79.920 79.860 79.770 79.620
Bulk
Modulus / GPa 190.5b 172.350 173.490 171.330 169.820 168.260
Magnetic
Moment / µB 3.8c ± 2.731 ± 2.767 ± 2.799 ± 2.829 ± 2.858
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Table B.2: Calculated lattice parameters; a, b and c, bond lengths, angles, relaxed cell
volume, bulk modulus and magnetic moment of NiO for increasing values of U, from 3 to
7 eV, along with experimental values.aRef[11], bRef[12], cRef[10].
Parameters / U Exp. 3 4 5 6 7
a / A˚ 4.1781a 4.228 4.224 4.219 4.214 4.208
b / A˚ 4.1781a 4.228 4.224 4.219 4.214 4.208
c / A˚ 4.1781a 4.228 4.224 4.219 4.214 4.208
Ni - O / A˚ 2.089a 2.114 2.112 2.110 2.107 2.104
Ni - Ni / A˚ 2.954a 2.990 2.987 2.983 2.980 2.975
Ni - O - Ni / ° 90.0a 90.0 90.0 90.0 90.0 90.0
Volume
of Cell / A˚3 72.93a 75.570 75.350 75.110 74.830 74.510
Bulk
Modulus / GPa 191b 186.310 184.860 183.470 181.980 180.230
Magnetic
Moment / µB 1.9c 1.715 1.748 1.780 1.811 1.842
Table B.3: Calculated lattice parameters; a, b and c, bond lengths, angles, relaxed cell
volume, bulk modulus and magnetic moment of CuO for increasing values of U, from 3 to
7 eV, along with experimental values.aRef[13], bRef[14], cRef[15].
Parameters / U Exp. 3 4 5 6 7
a / A˚ 4.6833a 4.394 4.349 4.435 4.479 4.558
b / A˚ 3.4208a 3.886 3.907 3.768 3.688 3.594
c / A˚ 5.1294a 5.183 5.162 5.160 5.143 5.108
Cu - O / A˚ 1.951a 1.961 1.955 1.950 1.946 1.948
Cu - O / A˚ 1.961a 1.960 1.955 1.951 1.946 1.948
Cu - Cu / A˚ 2.9a 2.938 2.925 2.912 2.902 2.902
Cu - O - Cu / ° 145.932a 120.867 123.702 126.139 129.833 136.328
Cu - O - Cu / ° 108.781a 120.311 116.317 118.212 116.846 113.188
Cu - O - Cu / ° 104.001a 111.668 112.224 110.480 109.354 107.404
O - Cu - O / ° 95.684a 97.002 96.867 96.615 96.464 96.342
Volume
of Cell / A˚3 81.03a 88.970 88.120 86.630 85.310 83.870
Bulk
Modulus / GPa 98b 53.460 51.230 55.990 56.920 57.290
Magnetic
Moment / µB 0.653c ±0.552 ±0.584 ±0.611 ±0.639 ±0.669
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Table B.4: Calculated lattice parameters; a, b and c, bond lengths, angles, relaxed cell
volume, bulk modulus and magnetic moment of MnO for increasing values of U, from 3 to
7 eV, along with experimental values.aRef[11], bRef[9], cRef[10].
Parameters / U Exp. 3 4 5 6 7
a / A˚ 4.4461a 4.491 4.498 4.504 4.509 4.512
b / A˚ 4.4461a 4.491 4.498 4.504 4.509 4.512
c / A˚ 4.4461a 4.491 4.498 4.504 4.509 4.512
Mn - O / A˚ 2.223a 2.256 2.249 2.252 2.254 2.256
Mn - Mn / A˚ 3.14a 3.191 3.181 3.185 3.188 3.191
Mn - O - Mn / ° 90.0a 90.0 90.0 90.0 90.0 90.0
Volume
of Cell / A˚3 87.88a 90.570 91.000 91.370 91.660 91.880
Bulk
Modulus / GPa 144b 146.220 145.010 143.860 142.800 141.810
Magnetic
Moment / µB 5.0c ±4.596 ±4.640 ±4.681 ±4.719 ±4.755
Appendix C
Convergence of Supercell Size
Table C.1 shows the defect energy, the difference between a perfect supercell and a
defective supercell, of oxygen vacancies in LaFeO3 with increasing supercell size.
The results show how this energy has converged at 2×2×1, with an increase to
2×2×2 making a minimal difference, considering its increased computational cost.
Table C.1: The defect energies of oxygen vacancies for the two inequivalent oxygen sites
at increasing supercell size.
Supercell Size
ED
O1 O2
1×1×1 10.179 10.102
2×1×1 8.752 8.669
2×2×1 8.717 8.585
2×2×2 8.609 8.567
Appendix D
Spin State of Fe3+ Ions in LaFeO3
Here, several different magnetic configurations of Fe3+ ions were investigated to
find the most favourable and therefore the magnetic ground state, according to
our model, using PBE+U. Ferromagnetic, antiferromagnetic C, antiferromagnetic
A and antiferromagnetic G ordering of the Fe3+ ions were investigated, the configu-
rations of each are shown in Figure D.1 a to d respectively. Antiferromagnetic G has
the lowest formation energy and is therefore most favourable. This is in agreement
with experimental findings.[4]
Table D.1: The cohesive energy calculated for the different magnetic configurations of Fe3+
ion in LaFeO3, calculations performed using PBE+U.
Configurations Cohesive Energy / eV
Ferromagnetism -152.346
Antiferromagnetism G -153.152
Antiferromagnetism C -151.602
Antiferromagnetism A -151.294
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Figure D.1: Four different possible magnetic orientations for the spins on Fe3+ relative to
neighbouring iron ions; (a) Ferromagnetism, (b) Antiferromagnetism C, (c) Antiferromag-
netism A and (d) Antiferromagnetism G.
Appendix E
Interatomic Potentials Study of
Oxide Ion Migration
In our interatomic potentials study of oxide ion migration in LaFeO3, five points
were chosen in a straight line between the two oxygen vacancy sites, a grid was then
constructed at each point to find the lowest energy position for the migrating oxide
ion in the local area of each point. In this appendix we provide further details of
this process. Figure E.1 shows how the grid was constructed at each point while the
initial coordinates (i.e. when i = 0 and j = 0) are given for each point of each pathway
below, along with how the coordinates of the migrating oxide ion are shifted when
increasing i or j.
Figure E.1: Graphical representation of how a grid is constructed for each point in each
pathway. Each pathway has a different directional shifts along the x, y and z directions
within the LaFeO3 lattice when moved in i and j.
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E.1 Path O2-O2
Table E.1 shows the initial Cartesian coordinates for each point in the O2 to O2
pathway, while Table E.2 shows how the lattice parameters are changed with in-
creasing i and j.
Table E.1: The initial Cartesian coordinates for each point in the O2 to O2 pathway.
Point
Lattice Parameter
x y z
Point 1 1.240 -1.421 2.165
Point 2 1.503 -2.677 1.093
Point 3 1.966 -2.607 0.998
Point 4 2.529 -1.875 1.392
Point 5 2.892 -2.468 0.809
Table E.2: The shift in lattice parameters for each grid direction; i and j.
Grid Direction
Lattice Parameter Shift
x y z
i +0.050 0 0
j 0 +0.331 +0.244
Table E.3 shows the optimised position, in Cartesian coordinates, of the migrating
oxide ion at each point in the O2 to O2 pathway. The optimised position was chosen
as the position on the grid that has the lowest energy.
Table E.3: The Cartesian coordinates of the oxide ion in its optimised position at each point
in the O2 to O2 pathway.
Point
Lattice Parameter
x y z
Point 1 1.390 1.230 4.120
Point 2 1.643 1.499 4.172
Point 3 2.036 1.568 4.078
Point 4 3.759 1.638 3.983
Point 5 3.732 1.708 3.888
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E.2 Path O1-O2
Table E.4 shows the initial Cartesian coordinates for each point in the O1 to O2
pathway, while Table E.5 shows how the lattice parameters are changed with in-
creases in i and j.
Table E.4: The initial Cartesian coordinates for each point in the O1 to O2 pathway.
Point
Lattice Parameter
x y z
Point 1 -0.912 1.475 3.153
Point 2 -0.708 1.696 3.528
Point 3 -0.505 1.917 3.903
Point 4 -0.302 2.137 4.278
Point 5 -0.099 2.358 4.653
Table E.5: The shift in lattice parameters for each grid direction; i and j.
Grid Direction
Lattice Parameter Shift
x y z
i +0.300 0 0
j 0 +0.276 -0.163
Table E.6 shows the optimised position, in Cartesian coordinates, of the migrating
oxide ion at each point in the O1 to O2 pathway. The optimised position was chosen
as the position on the grid that has the lowest energy.
Table E.6: The Cartesian coordinates of the oxide ion in its optimised position at each point
in the O1 to O2 pathway.
Point
Lattice Parameter
x y z
Point 1 0.588 3.132 2.178
Point 2 0.792 3.353 2.553
Point 3 0.995 3.574 2.928
Point 4 1.198 3.794 3.302
Point 5 1.701 3.739 3.840
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E.3 Path O1-O1
Table E.7 shows the initial Cartesian coordinates for each point in the O1 to O1
pathway, while Table E.8 shows how the lattice parameters are changed with in-
creases in i and j.
Table E.7: The initial Cartesian coordinates for each point in the O1 to O1 pathway.
Point
Lattice Parameter
x y z
Point 1 2.499 1.288 5.396
Point 2 2.834 1.755 5.396
Point 3 3.169 2.221 5.396
Point 4 3.504 2.688 5.396
Point 5 3.839 3.155 5.396
Table E.8: The shift in lattice parameters for each grid direction; i and j.
Grid Direction
Lattice Parameter Shift
x y z
i +0.200 -0.144 0
j 0 0 +0.100
Table E.9 shows the optimised position, in Cartesian coordinates, of the migrating
oxide ion at each point in the O1 to O1 pathway. The optimised position was chosen
as the position on the grid that has the lowest energy.
Table E.9: The Cartesian coordinates of the oxide ion in its optimised position at each point
in the O1 to O1 pathway.
Point
Lattice Parameter
x y z
Point 1 3.499 0.570 5.896
Point 2 3.834 1.037 5.896
Point 3 4.369 1.360 5.896
Point 4 4.704 1.827 5.896
Point 5 5.039 2.293 5.896
Appendix F
The NEB Study of Oxide Ion
Migration
For the nudged elastic band (NEB) study of oxide ion migration in LaFeO3 only two
pathways were considered; O2 to O2 and O1 to O2, due to the high activation energy
calculated for the O1 to O1 pathway during the interatomic potentials study. For
each pathway, five images were generated and optimised. The optimised position,
in fractional coordinates, of the migrating oxide ion in each image are given in
Tables F.1 and F.2 for pathways O2 to O2 and O1 to O2 respectively.
Table F.1: The optimised fractional coordinates for each image in the O2 to O2 pathway.
Point
Lattice Parameter
x y z
Image 1 0.612 0.373 0.528
Image 2 0.566 0.394 0.503
Image 3 0.512 0.400 0.492
Image 4 0.462 0.401 0.485
Image 5 0.416 0.397 0.474
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Table F.2: The optimised fractional coordinates for each image in the O1 to O2 pathway.
Point
Lattice Parameter
x y z
Image 1 0.368 0.147 0.976
Image 2 0.387 0.156 0.915
Image 3 0.410 0.178 0.858
Image 4 0.430 0.201 0.813
Image 5 0.447 0.227 0.776
Appendix G
Oxide Ion Migration: Vacancy
Diffusion Coefficients
In our work, we have calculated the activation energy of oxide ion migration in
LaFeO3 using interatomic potentials and DFT+U. Experimentally, the diffusion co-
efficient is measured at a range of temperatures and the activation energy is calcu-
lated from the gradient of a plot of the natural log of the diffusion coefficient against
1/T, where T is temperature.
We are interested in the vacancy diffusion coefficient of LaFeO3 as the migration
of oxide ions depends on the vacancy diffusion coefficient along with the concen-
tration of oxygen vacancies. Ishigaki et al.[16] calculated the vacancy diffusion
coefficients of LaFeO3 in the temperature range of 900 to 1100°C, see Table G.1.
Table G.1: The vacancy diffusion coefficients of LaFeO3 reported by Ishigaki et al.[16] at
varying temperatures.
Temperature / °C DV
900 4.02×10−6
950 3.64×10−6
1000 7.44×10−6
1050 9.06×10−6
1100 1.07×10−5
We want to estimate a value within the intermediate temperature region for SOFCs
(between 500 and 800 °C) to evaluate the effect decreasing the temperature from
current operating temperatures; 1000°C, to intermediate temperatures has on oxide
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ion migration. The estimate was calculated by plotting the values reported by Ishi-
gaki et al.[16], shown in Figure G.1 and using the gradient to calculate a value at
800°C.
Figure G.1: A plot of the vacancy diffusion coefficients (Dv) reported by Ishigaki et al.[16]
with the line of best fit used to estimate a vacancy diffusion coefficient for LaFeO3 at 800°C.
Appendix H
Convergence of Parameters used in
Surface Calculations
For our LaFeO3 surface calculations, a number of parameters were optimised to
ensure the accuracy of our surface model. The parameters that needed establishing
were; the size of the vacuum between the two surfaces of our slab, which needed
to be large enough to stop the two surfaces interacting, the number of layers in our
slab, which needed to be large enough to include both surface-like layers and bulk-
like layers, and the number of k-points. The results from the optimisation process
for both terminations are presented in this appendix.
H.1 FeO2 Termination
Table H.1: The calculated energy of the FeO2 terminated (001) surface slab of LaFeO3 at
increasing vacuum size.
Vacuum / A˚ Energy / eV Energy atom-1 / eV
2 -141.236 -7.062
4 -139.321 -6.966
6 -139.147 -6.957
8 -139.130 -6.956
10 -139.129 -6.956
12 -139.129 -6.956
14 -139.129 -6.956
16 -139.129 -6.956
18 -139.130 -6.956
20 -139.130 -6.957
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When establishing the number of layers to use in the slab model, the number of
layers in increased until the surface energy is converged, the surface energy, for this
purpose, is calculated using the following equation
γ =
1
2
Esur f ace−nEbulk (H.1)
To aid in the convergence of the surface energy, an adjusted bulk energy is calculated
from the gradient of Eslab plotted against n, referred to as Fitted Ebulk. Fitted Ebulk
is then used in the place of Ebulk in equation H.1 to calcuate the surface energy. The
energy of the slab, the original bulk energy, fitted bulk energy and surface energy
are reported in Table H.2.
Table H.2: The surface energy, Fitted Esurf, of the FeO2 terminated (001) surface of LaFeO3
with increasing number of slab layers. The energy of the slab, Eslab and the LaFeO3 bulk
energy, Fitted Ebulk are used to calculated the surface energy.
No. of Layers Eslab Ebulk Fitted Ebulk Fitted Esurf
8 -291.357 -151.855 -151.165 5.487
12 -442.396 -151.855 -151.165 5.550
16 -593.433 -151.855 -151.165 5.614
20 -744.469 -151.855 -151.165 5.678
24 -895.507 -151.855 -151.165 5.742
28 -1046.546 -151.855 -151.165 5.805
32 -1197.583 -151.855 -151.165 5.869
36 -1348.623 -151.855 -151.165 5.931
For optimising k-points for the slab model of LaFeO3, only k-points in the a and
b directions need to be optimised, as this will give us information regarding the
slab, whereas k-points in the c-direction will include information about the vacuum
which we do not need.
H.2 LaO Termination
The vacuum size, number of layers and k-points were optimised for the LaO termi-
nated (001) surface in the same way as the FeO2 terminated surface, the results are
presented below, see section H.1 for calculation details.
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Table H.3: The energy of the FeO2 terminated (001) surface slab of LaFeO3 at increasing
k-points.
k-points Energy / eV Energy atom-1 / eV
1×1×1 -1020.462 -7.289
2×2×1 -1045.910 -7.471
3×3×1 -1046.522 -7.475
4×4×1 -1046.546 -7.475
5×5×1 -1046.546 -7.475
6×6×1 -1046.547 -7.475
7×7×1 -1046.547 -7.475
8×8×1 -1046.547 -7.475
Table H.4: The calculated energy of the LaO terminated (001) surface slab of LaFeO3 at
increasing vacuum size.
Vacuum / A˚ Energy / eV Energy/atom / eV
2 -294.755 -7.369
4 -291.854 -7.296
6 -291.393 -7.285
8 -291.341 -7.284
10 -291.336 -7.283
12 -291.337 -7.283
14 -139.129 -6.956
16 -139.129 -6.956
18 -139.130 -6.956
20 -139.130 -6.957
Table H.5: The surface energy, Fitted Esurf, of the LaO terminated (001) surface of LaFeO3
with increasing number of slab layers. The energy of the slab, Eslab and the LaFeO3 bulk
energy, Fitted Ebulk are used to calculated the surface energy.
No. of Layers Eslab Ebulk Fitted Ebulk Fitted Esurf
8 -291.338 -151.855 -150.808 5.139
12 -442.377 -151.855 -150.808 5.023
16 -593.414 -151.855 -150.808 4.908
20 -744.450 -151.855 -150.808 4.794
24 -888.957 -151.855 -150.808 7.945
28 -1046.527 -151.855 -150.808 4.564
32 -1197.565 -151.855 -150.808 4.449
36 -1348.604 -151.855 -150.808 4.333
H.2. LaO Termination 242
Table H.6: The energy of the LaO terminated (001) surface slab of LaFeO3 at increasing
k-points.
k-points Energy / eV Energy atom-1 / eV
1×1×1 -1020.461 -7.289
2×2×1 -1045.906 -7.471
3×3×1 -1046.547 -7.475
4×4×1 -1046.528 -7.475
5×5×1 -1046.528 -7.475
6×6×1 -1046.528 -7.475
7×7×1 -1046.529 -7.475
8×8×1 -1046.528 -7.475
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