Multigrid methods are popular solution algorithms for many discretized PDEs, either as standalone iterative solvers or as preconditioners, due to their high efficiency.
INTRODUCTION
Saddle-point problems are ubiquitous in applied mathematics. 1 Their importance motivates the development of effective parallel solvers. Block preconditioners and monolithic multigrid methods are established approaches for solving linear (or linearized) saddle-point problems. Block preconditioning is highly effective when the Schur complement of the system is well understood; for the Stokes equations, the Schur complement is spectrally equivalent to a weighted mass matrix, forming the basis for efficient solvers that use multigrid for the viscous term. 2, 3 Monolithic methods that apply multigrid to the entire system can also offer superb efficiency if an appropriate relaxation can be devised. For example, Adler et al. 4 proposed a monolithic multigrid method with Braess-Sarazin relaxation for the Stokes equations that provided the fastest time to solution when compared with several block preconditioners and other monolithic multigrid methods. While many block preconditioners have been successfully employed in (massively) parallel computing environments 5, 6 , the same cannot be said for monolithic multigrid, whose parallelization was largely absent from the literature until recently [7] [8] [9] . Common approaches to multigrid relaxation for coupled systems are distributive relaxation 10 (which relies on continuum commutativity that may not hold at the discrete level), Braess-Sarazin relaxation, 11, 12 and Vanka relaxation. 13 Based on distributive relaxation, Wang and Chen 14 developed a least squares commutator distributive Gauss-Seidel relaxation for the Stokes equations. Furthermore, this technique has been extended to the Oseen problem by Chen et al. 15 Braess-Sarazin relaxation is known to be highly efficient, and has been applied to nematic liquid crystals, 16 magnetohydrodynamics, 12 and other coupled systems. Considering parallel computation, recently, He and MacLachlan presented a local Fourier analysis (LFA) for both distributive weighted Jacobi and Braess-Sarazin relaxations for the Stokes equations discretized by the Marker-and-Cell finite-difference scheme 17 and by mixed finite-element methods, 18 showing the power of LFA for designing efficient algorithms. Vanka-type relaxation has been used in many contexts, such as for the Navier-Stokes equations, 13, 19 and extended to Vankalike schemes for other problems or to improve performance. 4, 7, 12, [20] [21] [22] However, Vanka relaxation is typically considered in its multiplicative variant. This seems overly constraining, particularly in comparison to Braess-Sarazin relaxation, which can naturally be done in additive form. 17, 18 While multiplicative Vanka relaxation is very efficient, the cost is also high and it is not suitable for parallel computation. We therefore consider additive variants of Vanka-type relaxation in this work.
There are two challenging choices to be made for Vanka relaxation, which are observed to be more critical in the additive setting. First, many choices are possible for the underlying patches within the overlapping Schwarz framework. While we would naturally choose small patches for efficiency or large patches for effectiveness, no general results are known. Secondly, relaxation weights play an important role in ensuring best possible performance of the multigrid algorithm, particularly for additive methods. Thus, there is a need for analysis to inform the algorithmic choices, and LFA seems well-suited. LFA has already been applied to Vanka relaxation in the multiplicative [23] [24] [25] [26] [27] and multicoloured 28 contexts; here, in contrast, we aim to develop LFA for additive schemes and use it to drive parameter choices in practical experiments for the Stokes equations. To our knowledge, this is the first time that LFA has been applied to additive overlapping Vanka relaxation.
We consider the Stokes equations as a model problem, with both 2 − 1 and 2 − 1 discretizations. We propose two constructions of the patches for Vanka relaxation, and two approaches to determining relaxation weights. It is shown that using weighting based on patch geometry outperforms a simpler approach. We also find that using small patches with low-degree Chebyshev iterations leads to more efficient multigrid algorithms than with bigger patches or more relaxation steps per iteration, when cost per sweep is accounted for. Although there are no general rules to facilitate the choice of patches or weights, taking advantage of LFA, we can optimize the weights. For validation, our numerical tests are implemented using Firedrake 29 and PETSc. 30, 31 Numerical experiments are shown to match the LFA predictions for both periodic and Dirichlet boundary conditions. We observe that performance is less sensitive to overestimates of the weights for relaxation schemes considered here, which has also been seen in other works. 4, 12 Last but not least, we compare the cost and performance of relaxation schemes considered here. This paper is organized as follows. In Section 2, we introduce the 2 − 1 and 2 − 1 discretizations considered here and the multigrid framework with additive Vanka relaxation for the Stokes equations. In Section 3, we first give an introduction to LFA, then propose an LFA for the Stokes equations with additive Vanka relaxation. In Section 4, two types of overlapping patches are considered, and we validate the LFA predictions with two-grid experiments. Conclusions and remarks are given in Section 5.
DISCRETIZATION AND SOLUTION OF THE STOKES EQUATIONS

Mixed finite-element discretization of the Stokes equations
In this paper, we consider the Stokes equations,
where ⃗ is the velocity vector, is the scalar pressure of a viscous fluid, and ⃗ represents a (known) forcing term, together with suitable boundary conditions. The natural finite-element approximation of Problem (1) when coupled with Dirichlet boundary conditions on ⃗ on some portion of the domain boundary is: Find ⃗ ℎ ∈  ℎ and ℎ ∈  ℎ such that
where
FIGURE 1
Meshes and finite-element degrees of freedom (see definitions in (7) 
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Remark 1. If considering an outflow boundary condition, the stress-divergence form of the viscous term should be used instead 36 . The framework for LFA presented in this paper can easily be extended to this situation; however, the two-grid errorpropagation operator (and its LFA representation) depends directly on the stencils of the discretized operators. Thus, considering this form instead of (2) may affect the optimal choice of parameters and the resulting performance of the two-grid method.
Here, we consider two types of stable finite-element methods for the Stokes equations. First, we consider the stable mixed approximation for structured meshes of triangular elements using continuous quadratic approximations for the velocity components and continuous linear approximations for the pressure, the 2 − 1 approximation. 32 Secondly, we consider the stable approximation for rectangular meshes, using continuous biquadratic approximations for the velocity components and continuous bilinear approximations for the pressure, the 2 − 1 (Taylor-Hood) approximation. Both approximations can be represented via nodal basis functions, as illustrated in Figure 1 .
Discretizations of (1) typically lead to linear systems of the form
where corresponds to the discretized vector Laplacian, and is the negative of the discrete divergence operator. If the discretization is naturally unstable, then ≠ 0 is the stabilization matrix, otherwise = 0. 32 For the stable 2 − 1 and 2 − 1 finite-element discretizations considered here, we take = 0.
Monolithic multigrid for the Stokes equations
System (3) is of saddle-point type. Here, we consider the numerical solution of (3) using a monolithic multigrid iteration applied to the full system collectively with a suitable (coupled) relaxation method. As is typical for geometric multigrid, a relaxation technique is employed to quickly damp all oscillatory components of the error. Subsequently, a coarse-grid correction scheme, where a projected problem is solved on a coarser grid and the solution is interpolated as an error correction to the fine-grid approximation, is used to damp the smooth components of the error. In order to describe monolithic multigrid, assume we have two meshes, with fine-grid meshsize ℎ and coarse-grid meshsize (often, = 2ℎ, by doubling the meshsize in each spatial direction).
For a general nonsingular linear system, ℎ ℎ = ℎ , we consider a stationary iteration as the relaxation scheme. Given an approximation, ℎ , to ℎ that can be inverted easily, the approximate solution is updated via the iteration
The matrix  ℎ ∶= − −1 ℎ ℎ is the error propagation operator for relaxation. With restriction and interpolation operators, ℎ and ℎ , respectively, and coarse-grid matrix , the two-grid error propagation operator corresponding to the relaxation scheme in (4) can be written as
ℎ ℎ is called the coarse-grid correction operator. The Jacobi, Gauss-Seidel, and Richardson schemes are often used for relaxation, particularly for discretizations of scalar PDEs. For the restriction operator, ℎ , there are many choices, which depend on the problem under consideration. Here, we focus on choices of ℎ tied to the mesh and the particular discretization scheme used to generate ℎ . The coarse-grid operator, can be the Galerkin operator, = ℎ ℎ ℎ , or the natural rediscretization operator (or any other choice). The interpolation operator, ℎ , is usually taken to be the conjugate transpose of ℎ , with scaling depending on the discretization scheme and the dimension of the considered problem. For more details on the choice of multigrid components, see [37] [38] [39] . If we solve the coarse-grid problem recursively by the two-grid method, then we obtain a multigrid method. Over the past decades, a variety of types of multigrid methods have been developed, including , , and -cycles 38 . In this paper, we focus on using additive Vanka-type relaxation in combination with a monolithic multigrid method to solve (3) . This means that ℎ is constructed by the Vanka approach, and updates both components of the solution to (3) at the same time in the relaxation scheme. Only two-grid schemes are considered.
Overlapping Schwarz relaxation
Here, we present the multiplicative and additive Schwarz approaches to solve ℎ ℎ = ℎ . Let the degrees of freedom (DoFs) of ℎ be the set , and , = 1, 2, ⋯ , , be subsets of unknowns with = ⋃
=1
. Let be the restriction operator mapping from vectors over the set of all unknowns, , to vectors whose unknowns consist of the DoFs in . Then = ℎ is the restriction of ℎ to the -th block of DoFs. Moreover, let = diag( 1 , 2 , ⋯ , ) for = 1, ⋯ , be a diagonal weight matrix for each block , where is the dimension of . Then, the multiplicative and additive Schwarz iterations are presented in Algorithm 1.
Algorithm 1 Multiplicative Schwarz iteration:
,0 = −1, . For = 1, ⋯ , ,
,
Additive Schwarz iteration:
The error-propagation operator for the multiplicative Schwarz procedure can be written as
and, for the additive Schwarz procedure, it is = − −1 ℎ ℎ , where In what follows, we consider uniform meshes for the domain, Ω = [0, 1] 2 . We will use the pressure DoFs to "seed" the sets, , so that (away from the boundary) all sets will have the same structure and size . In this paper, we use local Fourier analysis to guide the choice of and other aspects of the relaxation scheme.
LOCAL FOURIER ANALYSIS
Definitions and notations
We first introduce some terminology of LFA. 37, 41 We consider the following two-dimensional infinite uniform grids, ℎ = ⋃ 4 =1 ℎ , where
with
We refer to as the -, -, -, and -type points on the grid ℎ , respectively, see Figure 1 . The coarse grids, 2ℎ , are defined similarly. Note that in much of the literature, LFA is applied to discretizations on . Here, we consider the more general case as needed for 2 and 2 finite elements.
Let ℎ be a scalar Toeplitz operator defined by its stencil acting on 2 ( ℎ ) as follows, For smoothing and two-grid analysis, we have to distinguish high and low frequency components on ℎ with respect to 2ℎ .
37
Note that for any
if and only if = ′ (mod ). This means that only those frequency components, ( , ⋅),
are distinguishable on 2ℎ . Thus, high and low frequencies for standard coarsening ( = 2ℎ) are given by
Note that for all functions ( , ),
. For a relaxation scheme, represented by matrix ℎ for operator ℎ , the error-propagation operator for relaxation can be written as
where represents parameters within ℎ . A typical relaxation scheme often reduces high-frequency error components quickly, but is slow to reduce low-frequency errors. Thus, it is natural to define the smoothing factor as follows.
Definition 2.
The error-propagation symbol, ℎ ( , ), for relaxation scheme  ℎ ( ) on the infinite grid ℎ satisfies
for all ( , ), and the corresponding smoothing factor for  ℎ ( ) is given by
In many cases, the LFA smoothing factor offers a good prediction of actual two-grid performance, and we can optimize the smoothing factor with respect to the parameters, , to obtain an efficient algorithm. However, this is generally not true for higher-order finite-element approximations. 18, 24, 42 Thus, we next introduce two-grid LFA, which still offers good predictions of performance in this setting.
Remark 2. In many applications of LFA, we consider a system operator rather than the discretization of a scalar PDE, and  ℎ is a block smoother. However, the definition of symbol and smoothing factor presented here can be extended to a system easily. Details on these extensions will be presented in section 3.3.
Two-grid LFA
In general, LFA smoothing analysis gives a good prediction for the actual multigrid performance, under the assumption that we have an "ideal" coarse-grid-correction operator that annihilates low-frequency error components and leaves high-frequency components unchanged. However, in our setting, this assumption about ideal coarse-grid correction (CGC) does not hold (due to the discretization 42 ), but the two-grid LFA convergence factor still offers useful predictions. To apply LFA to the two-grid operator, (5) , and calculate the two-grid convergence factor, we need to analyse how the operators ℎ , ℎ , ℎ , and  ℎ act on the Fourier components ( , ). From (9), we know that values of ( , ) coincide on 2ℎ for four values of , known as harmonic frequencies. Let
For a given ∈ low , we define the four-dimensional harmonic space
Under standard assumptions, the space  ( ) is invariant under the two-grid operator ℎ . 37, 41 We use the ordering of = (0, 0), (1, 0), (0, 1), (1, 1) for the four harmonics in the following, although, as with any invariant subspace, the ordering of the basis elements is unimportant.
Inserting the representations of  ℎ , ℎ , , ℎ , ℎ into (5), we obtain the Fourier representation of two-grid error-propagation operator as̃
in which diag{ 1 , 2 , 3 , 4 } stands for the block diagonal matrix with diagonal blocks, 1 , 2 , 3 , and 4 .
Definition 3.
The asymptotic two-grid convergence factor, asp , is defined as
In practical use, we typically consider a discrete form of asp , denoted by , resulting from sampling asp over only a finite set of frequencies. In many cases, provides a sharp prediction of actual two-grid performance. It is well known, for example, that LFA gives the exact two-grid convergence factor for problems with periodic boundary conditions. 38 The calculation of is much cheaper, however, than direct calculation of ( ℎ ) from (5). More importantly, since is a function of the parameters, , arising from the relaxation scheme (or the coarse-grid correction), we can optimise to achieve an optimally efficient algorithm. In our setting, such parameters appear in the diagonal scaling matrices mentioned in Section 2.2.1. One of our goals in this paper is to use LFA to optimise the two-grid convergence factor of multigrid when using such relaxation schemes.
Next, we provide details on LFA for additive Vanka relaxation for the Stokes equations. Considering practical use, we first examine the stable 2 − 1 discretization, as is easily generated using general-purpose FEM tools on simplicial meshes, such as Firedrake 29 and FEniCS. 43, 44 We will also show LFA predictions for additive Vanka relaxation for the 2 − 1 discretization. The details of the symbols for the 2 − 1 discretization of the Stokes equations are presented in the work of He and MacLachlan 18 , so we only present details of these symbols for the 2 − 1 case herein.
LFA for 2 − 1
In what follows, we consider the discretized Stokes equations, which read
For the 2 − 1 discretization, the degrees of freedom for velocity are located
, containing four types of meshpoints as shown at the left of Figure 1 . The Laplace operator in (11) is defined by its weak form restricted to the finiteelement basis functions. Here, we use the standard nodal basis and, consequently, can write this in stencil form, extending (8) , with taken to be a finite index set of values,
With this, the (scalar) discrete Laplace operator is naturally treated as a block operator, and the Fourier representation of each block can be calculated based on Definition 1, with the Fourier bases adapted to account for the staggering of the mesh points. Thus, the symbols of , respectively. Accordingly,̃ ℎ is a 9 × 9 matrix for the 2 − 1 discretization.
We denote the symbols of the finite-element discretizations of the Stokes equations as
Next, we discuss the stencils and symbols for the operators in (11) . For the Laplace operator, the stencil can be split into four types which correspond to the -, -, -, and -type points, shown in Figure 2 . For the -type, the stencil is a 90
• rotation of that of -type, so we do not include it.
Rewriting the stencils shown in Figure 2 , we can write the four stencils of 1,1 ℎ as follows,
Note that each stencil connects multiple types of meshpoints, so we further split each stencil into four substencils based on the type of DoFs. Taking as an example, we see it connects three of the four types of meshpoints. Thus, can be written , , where
By standard calculation based on Definition 1, we havẽ
Similarly,̃ ,̃ ,̃ can be treated in this way. Thus, the symbol of
can be written as
From Definition 1 and the stencils in Figure 2 , we have the following symbols,
Similarly to the stencil of the Laplacian operator, the stencils of ( ) ℎ and ( ) ℎ can be split into four types of substencil, respectively. Figure 3 shows the stencils of the gradient, that is, the pressure-to-velocity unknowns ( -, -, -and -type) connections, for the pressure unknown located at the middle of the hexagon.
Thus, the stencil of ( ) ℎ shown in Figure 3 can be written as = [ , ; , ; , ; , ]. However, here, we calculate the stencils of −( ) ℎ and its symbols given by respectively. Similarly tõ ( 1 , 2 ) , the symbol of the stencil of ( ) ℎ can be written as
Remark 3. Rodrigo et al. 45 presented a framework for LFA for edge-based discretizations on triangular grids. They consider an expression for the Fourier transform in a non-orthogonal coordinate system in space and frequency variables to adapt to arbitrary structured triangular meshes. This idea can be applied to the discretization considered here. However, for the triangle mesh considered here, it is not necessary to use non-orthogonal coordinates. In the framework of LFA provided here, we use a different Fourier basis to be consistent with the different types of stencil located on different types of grid-points, which simplifies the calculation.
LFA representation of Grid-transfer operators
Here, we use the standard finite-element interpolation operators and their transposes for restriction. In the following, we discuss the stencils and symbols of these restriction and interpolation operators.
To derive symbols for the grid-transfer operators, we first consider an arbitrary restriction operator characterized by a constant coefficient stencil ℎ
, in the following way
).
Taking ℎ to be the Fourier mode, ( , ) = ⋅ ∕ , we have
with̃ ℎ ( ) = ∑ ∈ ⋅ , which is called the symbol of ℎ . However, since we consider discretizations on staggered meshes, where different "types" of variables interact in the interpolation and restriction operators, the symbol definition for the restriction operator acting on 2ℎ , where = 2, 3, 4, must be modified.
Similarly to the stencils of ℎ , the restriction operator for the components of velocity can also be decomposed based on the partitioning of the DoFs associated with the -, -, -, and -type meshpoints. Each of these restriction operators connects between all four types of meshpoints, and we partition each restriction operator into four blocks based on the DoFs. For ∈ 2ℎ , where = 1, ⋯ , 4, by standard calculation, 42 (12) becomes
While ⋅ ∕ appears in the above formulation, it serves only to indicate which type of DoF ℎ is acting on, since
. Thus, it is natural to give the following general definition of a restriction symbol on a staggered mesh.
We emphasize that we must first split the restriction operator into the different types of DoFs that it restricts from and to before we can apply Definition 4.
We first consider restriction to the -type DoFs of a 2 function, which can be split into four blocks, , =
.
The -to-connection is , = 1⋆ , where the ⋆ denotes the position (on the coarse grid) at which the discrete operator is applied. From Definition 4,̃ , = 1. The -to-connections yield the stencil Similarly, the -to-connection has the stencil The -to-connection has the stencil The weights for the -type and -type restrictions for 2 are shown in Figure 4 . For the -type DoFs, the restriction stencil is a 90
• rotation of that of -type, so we do not include it. We use the same decomposition for , , , and , , and their symbols are listed in Table 1 .
Following Definition 4 to account for staggering, we can writẽ
−̃ , ( 10 )
Interpolation, , is taken to be the transpose of , with symbol̃ ( ) = . Thus, the restriction operator for pressure acts only on one type of grid point, the nodes of the mesh. The stencil of the restriction operator for pressure is given by
with its symbol̃ ( 1 , 2 ) = 1 + cos 1 + cos 2 + cos 1 cos 2 + sin 1 sin 2 .
The interpolation, , for pressure is taken to be the transpose of , with symbol̃ ( 1 , 2 ) = 1 4̃
( 1 , 2 ) . Finally, the restriction operator for the Stokes system can be written as
For the coarse-grid operator, , we consider rediscretization, which is equivalent to Galerkin coarsening.
LFA for additive Vanka relaxation
When applying LFA to overlapping multiplicative Vanka relaxation, multiple Fourier representations are required for each variable in a given patch to account for the intermediate "stages" in the relaxation 24 . This is not needed in the additive case considered here. Unlike classical relaxation, additive Vanka relaxation is a block relaxation scheme. Since the variables on each block are updated at the same time, based on the same block system, we can apply LFA ideas, but must modify the standard LFA to include a block Fourier basis to represent all the information in each block. By Fourier transformation the operator −1 ℎ , defined on an infinite mesh, can be block diagonalized (by appropriately ordering the unknowns).
Recall ⊆ ℎ and assume the ordering of the DoFs in is consistent with the ordering of points in Ξ . Note that, due to the overlap between subdomains in the Schwarz relaxation, Ξ might contain multiple points with the same Fourier representation in the symbol of (11), but we treat them separately in the representation of , since these points correspond to different unknowns in . Let
where is an × 1 vector with only one nonzero element with value 1 located in the -th position. Let us consider the action of on this Fourier basis on Ξ , defining the symbol,̃ , so that
Let Φ be an × diagonal matrix with diagonal elements, ⋅ ( ) ∕ℎ for = 1, 2, ⋯ , , and ( ) ∈ Ξ , and = 1 , 2 , ⋯ , be an arbitrary vector. Then, (13) is equivalent to
Thus, from (14) , the Fourier representation of is̃
Note that, under the Fourier ansatz, all of these matrices are independent of except for our construction of Φ. However, due to the special structure of Φ, we can use relative values of nodal position to replace the matrix Φ in (15) by a simple matrix (called the relative Fourier matrix), scaled by ⋅ ( ) ∕ℎ , for some ( ) ∈ Ξ . This is equivalent to considering the Fourier basis acting on a local offset, ( ) ∶= ( ) − ( ) for some fixed point ( ) in the patch, usually the pressure node. As this scaling simplifies the calculation, we will use the relative Fourier matrix in the rest of the paper.
LFA for additive Vanka relaxation for the Stokes equations
Now, we consider LFA for two types of Vanka relaxation schemes that differ only in the choice of the relaxation blocks. First, for each pressure DoF, we consider patches containing all velocity DoFs included in a hexagon centred at the node associated with the pressure, see left of Figure 5 for the 2 − 1 discretization. This patch is the smallest one that contains all velocity DoFs with connections to this pressure DoF in the symbolic nonzero pattern of the matrix. For this reason, we refer to this patch construction as Vanka-inclusive (VKI). The number of DoFs in this patch for 2 − 1 is 39. To be specific, there are 7 -type points, 4 points for -, -and -type, respectively, for each of the two components of the velocity, and 1 -type point for the central pressure, see Table 2 . Since the patches and submatrices are the same, it is natural to consider to be the same for all . For in (6), a simple idea is to take to be the identity, which we refer to as using no weights. Another choice for is to take in to be the reciprocal of the number of patches that each type of DoF appears in. We refer to this as using geometric weights (or natural weights), and will denote this by VKIW in the results to follow. To be specific, the weights for the . Sincẽ ℎ is a 9 × 9 matrix, the symbol of is a 39 × 9 projection matrix. Finally,̃ is a 39 × 39 matrix, as is . Now, we give more details about how to calculate the relative Fourier matrix, Φ. For 2 − 1 , with patches Ξ as shown at the left of Figure 5 , we take ( ) be the node located directly below the central pressure DoF. We use lexicographical order to order the remaining points in Ξ for each type of point ( -, -, -, and -ordering), that is, from left to right and bottom to top. Then, 
Remark 4. Note that matrix Φ in (16) is only a function of frequency, = ( 1 , 2 ), and is independent of the meshsize, ℎ, and the index .
For , mapping the global vector to the vector on the patch, we only need to account for the duplication that arises from the representation of the global Fourier basis of dimension 9 to the local block representation. Here, the order follows -type, -type, -type, then -type, and velocity is first, then followed by the pressure. The structure is 
where is the 7 × 1 vector of all ones, and = = are the 4 × 1 vector of all ones. Considering the stencils in Figure 3 , we note that of the adjacent nodal velocity DoFs, only the central one appears in the gradient operator. This motivates construction of a second patch that contains all of the DoFs in VKI except for the -type velocity DoFs at the edges of the VKI patch, see the right of Figure 5 . We refer to this as Vanka-exclusive (VKE) when used with no weights ( = ). Table 2 presents the number of the four types of DoFs for VKE, which contains 39 − 2 ⋅ 6 = 27 DoFs in total. Another choice for is to use the natural weights, which we refer to as Vanka-exclusive with natural weights (VKEW). Here, the weights are 1, 1∕4, 1∕4, 1∕4 for -, -, -and -type velocity DoFs, respectively, and 1 for pressure. Similarly to VKI, we can calculate the matrix Φ whose size is 27 × 27 following (16), replacing Φ by Φ = 2 . For̃ , there is only 1 -type point for velocity, so we only need to modify to be the scalar 1 in (17), then we obtaiñ , which is a 27 × 9 matrix. In each of these cases, the overall symbol for relaxation is a 9 × 9 matrix. Since we consider four harmonics, following subsection 3.2,̃ ℎ is a 36 × 36 matrix. In the rest of this paper, we omit the subscript ℎ unless it is necessary to avoid confusion.
For the 2 − 1 discretization of the Stokes equations, the patches of Vanka-inclusive and Vanka-exclusive are a little different than the structure with the 2 − 1 discretizations. Figure 6 shows the Vanka-inclusive and Vanka-exclusive patches for the 2 − 1 discretization, and Table 2 lists the details. For VKI, the numbers of unknowns for the velocity are 9, 6, 6, 4 for -, -, -, and -types, respectively. In total, there are 2(9 + 6 + 6 + 4) + 1 = 51 DoFs in one patch. To construct , we only need to change in (17) to be the 9 × 1 vector of all ones, and = to be the 6 × 1 vectors of all ones. As in the 2 − 1 case, the 2 − 1 gradient operator on a uniform mesh uses only the central nodal velocity DoF. Thus, the second patch contains all of the DoFs in VKI except for the -type points at the edges of the block, giving 51 − 2 ⋅ 8 = 35 DoFs. To obtain the representation of using VKE for 2 − 1 from the construction of for VKI with the 2 − 1 discretization, we only need to change to a scalar 1 .
We again use the relative Fourier matrix, Φ, to transform, the block matrix, . We set ( ) to be the lower-left corner at the block, giving, 
For VKE with 2 − 1 , we truncate Φ to the scalar 1 + 2 .
PARAMETER CHOICE AND VALIDATION
As a relaxation scheme, we consider the Chebyshev iteration 40 on ℎ preconditioned with overlapping additive Vanka, with the two patches discussed before. We note that this is the natural extension of weighted Jacobi to block relaxation when considering more than a single relaxation sweep per level in a two-grid cycle. The key point to tuning the Chebyshev iteration is the choice of the lower and upper bounds for the interval that determines the Chebyshev polynomials. LFA is useful here, and we employ it to find optimal bounds for different degrees of Chebyshev polynomials. Relaxation using both no weights and natural weights will be considered. As a special case, we also consider a simple preconditioned Richardson relaxation, for the cases 1 + 2 = 1 and 1 + 2 = 2, where we again use LFA to help find the optimal weights. The goal of these experiments is to use LFA to determine "best practices" in terms of how to choose patches and weights, with relaxation parameters optimized for these choices. Finally, we compare the cost and performance among these approaches.
In practice, the LFA two-grid convergence factors often exactly match the true convergence factor of multigrid applied to a problem with periodic boundary conditions. 37, 46 For the case of Dirichlet boundary conditions, a gap between the LFA predictions and the actual performance is sometimes observed. 10, 17, 18 In order to see the influence of boundary conditions on multigrid performance, we present data for both Dirichlet and periodic boundary conditions. Our tests are implemented using Firedrake and PETSc 31 for both the 2 − 1 and 2 − 1 discretizations. The subproblems associated with are solved by decomposition. We focus on optimizing the interval used for Chebyshev relaxation with symmetric pre-and post-relaxation. First, we consider = and the two different patches discussed above. The two-grid error iteration matrix is
where = −1 ℎ ℎ and is the Chebyshev polynomial with degree on a given interval. Below, we take to be the LFA prediction sampled at 32 equispaced points in each dimension of the Fourier domain. (When sampling the frequency space at more points, the predictions go up only slightly.) We takê to be the measured convergence factor per iteration defined bŷ =
, where = ℎ − ℎ , measured for problem (3) with zero right-hand side and random initial guess at the iteration when the residual norm is first below 10 −150 . Since the discretized problem is singular, we project the approximate solution after each iteration to ensure that it remains orthogonal to the null space.
In order to find the optimal intervals for the Chebyshev iteration for different , we use a brute force search with stepsize 0.1 to optimize the intervals with LFA. The optimal interval, denoted as [ , ] , and the corresponding convergence factors are given in the following tables. Tables 3 and 4 give the measured convergence for periodic and Dirichlet boundary conditions versus the LFA predictions for different and the corresponding optimal intervals with ℎ = 1 20 , 1 40 , and 1 
80
. We see that the measured convergence factors are largely independent of the meshsize, ℎ. A good match is generally seen between the LFA predictions and the measured convergence factors, with only a tiny gap between the LFA prediction and the measured convergence factor. It is reasonable that such a gap exists for the Dirichlet case, since the LFA prediction is of the expected asymptotic convergence factor for the problem with periodic boundary conditions. This might also suggest that extra work is needed to reduce this gap. 10 Note that only for = 2 and VKI is this gap significant. We have also tested some other intervals for this case, seeing that the gap between the LFA prediction and the measured results with Dirichlet boundary conditions is quite variable, with some parameter values coming close to the LFA prediction, but never achieving a good agreement. For VKI with = 3 and periodic boundary conditions, the per iteration measured convergence factor oscillates, but the long-term average still approaches that given by LFA. For these cases, we present averaged convergence over the final seven iterations. These tables indicate that when = 1, VKE is more effective than VKI; however, for > 1, the opposite occurs.
Remark 5.
In the numerical tests, we see that for some cases, the optimal pair of [ , ] are not unique. We break such ties arbitrarily.
In Figure 7 , we show the LFA amplification factors using Chebyshev Vanka relaxation with = 1 and the parameters from Tables 3 and 4 in (19) for the 2 − 1 discretization. We see that the VKE reduces the high-frequency error faster than VKI, and both reduce the low-frequency error slowly. In Figure 8 , we present the spectrum of the associated two-grid error-propagation operators. The distribution of the eigenvalues is notably different: For VKI, most of the eigenvalues are real, while, for VKE, the eigenvalues are clustered around a circle in the complex plane. 
FIGURE 7
The LFA amplification factors for Vanka-relaxation with = 1 for the 2 − 1 discretization. Left: VKI with = 1. Right: VKE with = 1.
FIGURE 8
The LFA-predicted spectra of the two-grid error-propagation operators for the 2 − 1 discretization. Left: VKI with = 1. Right: VKE with = 1.
Geometric weights
As seen in Tables 3 and 4 , the measured convergence factors are largely independent of meshsize. Thus, we only consider ℎ = 1 40 in the following tests. Table 5 gives the measured convergence versus LFA predictions for relaxation with natural weights and the corresponding optimal intervals. We see a good agreement between the LFA predictions and the measured convergence factors. For the case of Dirichlet boundary conditions, the LFA predictions match the measured convergence factors very well Tables 3 and 4 with Table 5 , the big difference is that, for all , VKIW outperforms VKEW. Moreover, for the inclusive patch, VKIW performs better than VKI. However, this is not true for the exclusive patch, where we see VKE has better convergence factors than VKEW.
Optimized weights
From the above results, we see that LFA provides a good prediction for the actual two-grid performance, especially for the periodic problem. We also see that using geometric weights can improve performance. Motivated by this, we now consider whether using different weights for each different type of DoF within the relaxation scheme can improve performance. In this subsection, we apply LFA to optimize such weights. Here, we consider a preconditioned Richardson iteration, with corresponding two-grid error propagation operator
Our target is to optimize the corresponding convergence factor, , by brute-force search or using other optimization algorithms.
We also consider the effect of using different pre-and post-relaxation weights in (20) . Table 6 shows results for the 2 − 1 discretization when optimizing only the outer parameters in the Richardson relaxation. We use brute-force search with sampling points taken in steps of 0.02 on the interval [0, 1] for 1 + 2 = 1. For 1 + 2 = 2, we use sampling points for 1 and 2 taken in steps of 0.02 on the intervals [0, 0.5] and [0.5, 0.9], respectively, to find the optimal results. Note that these intervals were selected based on results from a coarse sampling of wider intervals. We note that using 1 + 2 = 1 seems to be more efficient than using 1 + 2 = 2, except for the case of VKI, even when using two different weights for the pre-and post-relaxation parameters. We note that using different pre-and post-relaxation parameters gives notable improvements for VKE and VKI, but at best marginal gains for VKIW and VKEW.
Next, we consider fixing 1 = 2 = 1 in (20) and using three different weights for : 1 for -type velocity DoFs, 2 for -, -, and -type velocity DoFs, and 3 for the pressure. We make use of a robust optimization algorithm designed for LFA optimization 47 to find the optimal parameters, rather than brute force searches. For the optimal parameters, we truncate the results obtained by the robust optimization to two digits, noting that the performance is not overly sensitive to this truncation. We first optimise for a single relaxation sweep, that is, 1 + 2 = 1. Table 7 shows that, in this setting, Vanka inclusive achieves a convergence factor of 0.581, while Vanka exclusive has a better convergence factor, 0.456. Both of these are significantly better than the corresponding results for VKI and VKE from Table 6 , but only slightly better than VKIW and VKEW. Then, we optimise for the case of 1 + 2 = 2, showing that there is no significant improvement compared with a single relaxation. Comparing Tables 6 and 7 suggests that optimizing weights in obtains better performance than doing so for the outer weights, although we note that nonsymmetric weighting of VKE in Table 6 outperforms the symmetric results in Table 7 .
In order to see whether using more weights for different types of DoFs can improve the performance of Vanka relaxation, we consider fixing 1 = 2 = 1 and using four weights, 1 , 2 , 3 , 4 , for the -, -, -, and -type velocity DoFs, respectively, and one weight, 5 , for the pressure in . We again use the robust optimization algorithm. 47 Similarly, we first consider a single relaxation. The optimal weights and corresponding LFA predictions are presented in Table 8 , showing that VKE achieves better performance than VKI. Then, we optimise with 1 + 2 = 2. We achieve a convergence factor of 0.415 for Vanka inclusive and 0.408 for Vanka exclusive, which are only slightly better than results using three weights. Table 8 suggests that a single relaxation is again more efficient for VKI and VKE, especially for the case of VKE. All in all, comparing Table 7 with Table 8 shows that using three weights for is enough to obtain near-optimal performance. It is not necessary to use five weights. 
Sensitivity of convergence factors
Here, we present LFA results to show the sensitivity of performance to parameter choice for Richardson relaxation with VKI, VKIW, VKE and VKEW. In Figure 9 , we show results for a single Richardson relaxation for Vanka inclusive and Vanka exclusive, sampling in steps of 0.02 on the interval [0, 1]. Figure 9 shows that it is better to underestimate the optimal parameter than to overestimate it. Similar behaviour is seen in other works. Adler et al. 12 explored different types of Vanka as a preconditioner for GMRES for magnetohydrodynamics, showing the same preference for underestimation of the optimal parameter. In the application of Vanka relaxation for the Stokes equations with an (div) conforming discretization, 4 even when using different weights for the velocity and pressure DoFs, it also appears better to underestimate the optimal parameters. We note that for both Vanka-inclusive and Vanka-exclusive with natural weights, convergence is observed for a wider range of Richardson weights than for Vanka-inclusive and Vanka-exclusive.
In Figures 10 and 11 , we present the LFA convergence factor as function of 1 and 2 , sampling in steps of 0.05 on the interval [0, 1], for Richardson relaxation with 1 + 2 = 2. We see similar behaviour, that performance degrades rapidly for weights that are "too large". For Vanka-inclusive, the case with no weights is more sensitive to the outer parameters, while the opposite is seen for Vanka-exclusive.
Numerical results for the 2 − 1 discretization
Similarly to the case of the 2 − 1 discretization, we consider Chebyshev-Vanka relaxation and preconditioned Richardson relaxation within monolithic multigrid methods for the Stokes equations for the 2 − 1 discretization. Here, all of the optimal parameters are obtained by using the robust optimization algorithm, 47 and we compare the LFA predictions with performance observed for the discretization with periodic boundary conditions with ℎ = 1 40 . We remark that the measured convergence factors with Dirichlet boundary conditions also match well with the LFA predictions. For the optimal parameters, we truncate the results obtained by the robust optimization to two digits, noting that the performance is not sensitive to this truncation. Tables 9 and 10 present the measured convergence for periodic boundary conditions versus the LFA predictions for different and the corresponding optimal intervals for Chebyshev-Vanka relaxation with no weights and natural weights, respectively. Similarly to the case of the 2 − 1 discretizations, we see that the optimal pair of [ , ] is not unique in some cases. We break such ties arbitrarily. We see good agreement between the LFA predictions and the multigrid performance, except for VKI with = 5 and VKEW with = 2. For the former case, the per iteration convergence factor oscillates in the range from 0.12 to 0.22, averaging close to that predicted by LFA. For the latter, more variation is seen in the per-cycle convergence factors, between 0.07 and 1.19, but the long-term average still approaches that given by LFA. For these cases, we present averaged convergence over the final five iterations. Comparing Tables 9 and 10 shows that the patches with natural weights outperform those with no weights, in some cases by a large margin. An interesting observation from these tables, particularly Table 10 , is that the optimization has a natural preference for giving very small intervals. This would normally be a cause for concern, but clearly leads to excellent behaviour in this setting. Table 11 gives results for the 2 − 1 discretization when optimizing only the outer parameter as in Table 6 . While using 2 weights is effective for VKI and VKE, better efficiency is seen for a single sweep with natural weights. We also consider fixing 1 = 2 = 1 in (20) and optimizing the inner weights. Table 12 shows the optimal results for preconditioned Richardson relaxation with three parameters. Note that, as above, optimizing five weights does not improve the performance; thus, we omit the results here. Optimizing three weights obtains significantly better results than above for VKI, but shows little improvement when increasing the number of relaxation sweeps. As above, optimizing three weights offers some improvement over natural weights, but not enough to suggest further optimization is worthwhile. . An alternating convergence pattern was observed, so the reported convergence factor is averaged over the final five iterations before convergence (denoted *). . An alternating convergence pattern was observed, so the reported convergence factor is averaged over the final five iterations before convergence (denoted *). All schemes have the same cost for computing the initial residual. The 2 Laplacian, , contains four types of stencils, that is, a 9-point stencil for -type points, and 5-point stencils for -, -and -type points, and and have 10-point stencils. Away from boundaries, we can naturally associate each DoF with a node, to see that a mesh with nodes also has about of each type of edge DoF. So, the cost of a single residual evaluation on a mesh with nodes is (roughly) that of (9+3⋅5) ⋅2+10⋅ ⋅4 = 88 multiply-add operations, coming from the 6 nonzero blocks in the matrix.
For the 2 − 1 discretization, the remaining cost is that of solving a small problem, = , in each patch. Here, we use decomposition to solve these subproblems. Assume that the decomposition is precomputed, as this can be done once per patch and used for all of the solves over that patch. As in Table 2 , for VKI and VKIW, the size of the patch problem is 2(7 + 4 + 4 + 4) + 1 = 39. For VKE and VKEW, it is 2(1 + 2 + 2 + 4) + 1 = 27. Note that, similarly to , is a block (sparse) matrix, and its factors will retain some sparsity as well. Thus, the cost of solving the sparse systems with or will require a number of multiply-add operations equal to the number of nonzero entries in or . Table 13 presents these numbers, based on direct calculation of the factorizations. For VKI and VKIW, the cost of applying the inverses of and is 566 multiply-add operations. For the whole system, we need to solve roughly subproblems, giving a total cost of 566 . Similarly, it costs 230 multiply-add operations for VKE and VKEW. For the approaches with natural weights, we need an additional scaling for each subproblem. Thus, there will be an additional cost of 39 and 27 for VKIW and VKEW, respectively.
Accumulating the costs of a residual evaluation with these, we have total costs of 88 + 566 = 654 multiply-add operations per sweep of VKI, 88 + 230 = 318 multiply-add operations per sweep of VKE, 654 + 39 = 693 multiply-add operations per sweep of VKIW, and 318 + 27 = 345 multiply-add operations per sweep of VKEW. To compare these costs, we omit the cost of the coarse-grid correction and only consider the cost of the relaxation scheme. We denote the above cost as , which corresponds to = 1 and 1 + 2 = 1. Comparing efficiencies can now be easily done by appropriately weighting either measured or predicted convergence factors relative to their work (here, we use the predicted convergence factors): if one iteration costs times that of another, and yields a convergence factor of 1 , then we can easily compare 1∕ 1 directly to the second convergence factor, 2 , to see if the effective error reduction achieved by the first algorithm in an equal amount of work to the second is better or worse than that achieved by the second. Here, we compare the efficiency relative to VKEW.
Next, using the data presented above, we find the most effective parameters for each of VKI, VKE, VKIW and VKEW, and compare their costs. From Tables 3 and 4 , we see the most effective choice for VKI is = 3 giving = 0.120, while, for VKE, it is = 1 giving = 0.475. Note, however, that a more efficient set of parameters for VKE is found in Table 6 , giving a convergence factor of 0.356 per iteration. From Table 5 , the most effective choice for VKIW is = 2 giving = 0.196, and = 1 giving = 0.584 for VKEW. Here, optimizing with more weights, as in Tables 7 and 8 , was more effective, and we consider the best results with a non-trivial scaling matrix, , in place of the geometric weights, giving 0.571 for VKIW and 0.452 for VKEW. Now, we can calculate the efficiency for each relaxation scheme relative to its total cost, = ⋅ ( 1 + 2 ) ⋅ , where denotes the cost of a single relaxation. Table 14 details the cost-effectiveness for each scheme for the 2 − 1 discretization, showing that VKEW offers the most efficient relaxation scheme. In particular, this shows that the substantially smaller cost per iteration of the exclusive patches offers greater efficiency, despite the improved convergence when using inclusive patches.
Cost of relaxation for the 2 − 1 discretization
The 2 Laplacian, , contains four types of stencils, a 25-point stencil for -type points, 15-point stencils for -, and -DoFs and a 9-point stencil for -type points, while and have 12-point stencils. So, the cost of a single residual evaluation on a mesh with nodes is (roughly) that of (25 + 2 ⋅ 15 + 9) ⋅ 2 + 12 ⋅ ⋅ 4 = 104 multiply-add operations, coming from the 6 nonzero blocks in the matrix.
For the 2 − 1 approximation with additive Vanka-type relaxation, there is little difference in the cost calculation compared with that of the 2 − 1 discretization. Here, we again use the decomposition of the patch matrices, , and assume the decomposition is done. For VKI, the cost of applying the inverses of and is 1234 multiply-add operations per block, see Table 13 . Thus, the cost for a full sweep is 1234 multiply-add operations. Similarly, it costs 672 multiply-add operations per sweep of VKE. For the approaches with natural weights, there will be an additional cost of 51 and 35 for VKIW and VKEW, respectively, for these scaling operations. Accumulating the costs of a residual evaluation with these, we have total costs of 104 + 1234 = 1338 multiply-add operations per sweep of VKI, 104 + 672 = 776 multiply-add operations per sweep of VKE, 1338 + 51 = 1389 multiply-add operations per sweep of VKIW, and 776 + 35 = 811 multiply-add operations per sweep of VKEW.
From Tables 9 and 10 , we see the most effective choice for VKI is = 4 giving = 0.203, while, for VKE, it is = 3 giving = 0.326. Note, however, that a more efficient set of parameters for VKE is found in Table 11 , giving a convergence factor of 0.639 per iteration with 1 + 2 = 2. From Table 10 , the most effective choice for VKIW is = 3 giving = 0.153, and = 2 giving = 0.271 for VKEW. Here, optimizing with more weights, as in Table 12 , was more effective, and we consider the best results with a non-trivial scaling matrix, , in place of the geometric weights, giving 0.695 for VKIW and 0.648 for VKEW with 1 + 2 = 1. Table 15 compares the efficiency relative to VKEW, showing that the most efficient choice is VKEW, the same as for the 2 − 1 discretization.
CONCLUSIONS AND FUTURE WORK
We present a local Fourier analysis for a monolithic multigrid method based on overlapping additive Vanka-type relaxation for the Stokes equations. Two choices of patches for the overlapping schemes are discussed for the 2 − 1 and 2 − 1 discretizations. A general framework of LFA for additive Vanka relaxation is developed to help choose algorithmic parameters, which can be applied to other problems and to different discretizations. The LFA shows that using smaller patches can outperform relaxation using bigger patches due to the lower cost per sweep of relaxation. Moreover, to improve the performance, we use LFA to optimize the weights, yielding notable improvement. Numerical performance with periodic and Dirichlet boundary conditions validate the LFA predictions, showing that these Vanka relaxation schemes are robust to the different boundary conditions. Extending Vanka relaxation for other types of problems is an interesting topic. We note that this LFA framework of additive Vanka relaxation has a limitation: since we need to know the patch first, selection of the patches is not readily optimized in this framework. Another interesting question is the use of other boundary conditions on the patches, such as are used in optimized Schwarz, which could also be tuned using LFA. Developing general-purpose LFA software for additive Vanka with automatic evaluation of patch choices and optimizing the weights are also topics for future work.
