Effectively analysis of remote-sensing images is very important in many practical applications, such as urban planning, geospatial object detection, military monitoring, vegetation mapping and precision agriculture. Recently, convolutional neural network based deep learning algorithm has achieved a series of breakthrough research results in the fields of objective detection, image semantic segmentation and image classification, etc. Their powerful feature learning capabilities have attracted more attention and have important research value. In this article, firstly we have summarized the basic structure and several classical convolutional neural network architectures. Secondly, the recent research problems on convolutional neural network are discussed. Later, we summarized the latest research results in convolutional neural network based remote sensing fields. Finally, the conclusion has made on the basis of current issue on convolutional neural networks and the future development direction.
INTRODUCTION
Remote sensing image with spectral and spatial resolution reflect the land surface, which is important for recording multiple-scale information of an area [1] . Analysis of remote-sensing images is very important in many practical applications, such as urban planning, geospatial object detection, military monitoring, vegetation mapping and precision agriculture [2] . Resolution is different among images like high spatial, spectral and temporal due to different kind of satellites. The large-scale nature of these datasets introduces new challenges in image analysis. Recently, the development of remote sensor technology has significantly increased the amount of available satellite imagery. Image information of structure-based, object-based, or pixel-based features can be extracted from remote sensorning images for further image analysis [3] . However, since these features cannot easily consider the details of real data, it is difficult to achieve an optimal balance between robustness and discriminability.
In recent years, convolutional neural networks (CNNs) based deep learning algorithm have achieved a series of breakthrough research results in the fields of objective detection, image semantic segmentation and image classification. In 1989, Lecun et al. proposed the LeNet-5 model [4] on the study of handwriting recognition, which utilized Gradient Back Propagation (BP) to implement supervised training for the convolutional neural network, and it was mainly used for character recognition tasks such as reading zip codes, digits, etc. However, recognition results of LeNet-5 on complex images are not satisfied due to limited largescale training data and computer computing power. In 2006, Professor Hinton introduced the concept of deep learning (DL), and proposed that multiple hidden layer neural networks have better feature learning ability, and their complexity in training process can be effectively decreased through its layer by layer's initialization [5] .
With the rapid development of deep learning, the structure of CNN is continuously optimized and its application fields are gradually extended. For example, Convolutional Deep Belief Network (CDBN) [6] was successfully applied to Robotic Simulation of Human Brain; R-CNN (Regions with CNN) [7] based on regional feature extraction has achieved success in the field of real-time object detection; Fully Convolutional Network (FCN) [8] implemented end-to-end image semantic segmentation. The research results of CNN in various fields have made it one of the most popular research hotspots. This article aims at investigating the recent application of CNN in remote sensorning image, and motivate more researchers to experiment with CNN based deep learning algorithm.
CNN
As the most representative supervised DL model, CNN has outperformed most algorithms in visual recognition. Therefore, understanding a basic CNN structure is very helpful for further learning the other deep learning based optimized algorithms. Structure of basic CNN will be introduced in this section firstly.
Structure of Basic CNN
Convolutional networks were inspired by biological processes in which the connectivity pattern between neurons resembles the organization of the animal visual cortex [9] . As show in Figure 1 , the basic structure of CNN architecture contains feature learning and classification, which in details consists of an input layer, several convolutional layers and pooling layers (also called sampling layer), a fully connected layer, and an output layer. The convolutional layer and the pooling layer are alternately arranged, generally one convolutional layer is connected to one pooling layer. Usually ReLU (rectified linear unit) is used to remove negative values from an activation map, and it is always following the convolutional layer. Max pooling operation is utilized to simplify the output by performing nonlinear downsampling, and reduce the number of parameters that the network needs to learn. After that, a fully connected layer outputs a vector of K dimensions where K is the number of classes that the network will be able to predict. The final layer of the CNN architecture uses a classification layer such as softmax to provide the classification output. Since each neuron of the output feature surface in the convolutional layer is locally connected to its input, and the weighted sum is added to the local input by the corresponding connection weight and the offset value. The input layer of CNN is usually the original image X, here indicates the characteristic map of the ℎ layer of CNN network. Suppose is a convolutional layer, the generation process of can be described as:
Where represents the weight vector of the ℎ layer convolution kernel; the operation symbol "⨂" stands for convolution operation of the convolution kernel with the − 1 layer image of feature map. The output of the convolution and the offset vector of the ℎ layer is added together. Finally, the feature map of the ℎ layer is obtained through nonlinear activation function ( ).
In the training process, gradient descent algorithm is usually chosen as the loss function of CNN. The residual is backpropagated by gradient descent, which updates the trainable parameters ( and ) of each layer of the CNN layer by layer.
Classical CNN architectures
Here we describe and summary the three most popular Networks in this section. 
AlexNet
In 2012, Alex Krizhevsky proposed the AlexNet [10] , which significantly outperformed all the prior competitors in the ImageNet Large Scale Visual Recognition Challenge(ILSVRC) and won the challenge by reducing the top-5 error from 26% to 15.3%. It ultilized convolutional layers, max pooling layers, dropout, data augmentation, ReLU activations and SGD with momentum. Moreover, it contains eight layers, the first five were convolutional layers (11x11, 5x5 and 3x3 convolutions), some of which followed by max-pooling layers and the last three layers were fully connected layers. In addition, Non-saturating ReLU activation is used after every convolutional and fully-connected layer, and it showed improved training performance over tanh and sigmoid.
AlexNet was originally developped with CUDA to run with GPU support, and it was trained for 6 days simultaneously on two NVIDIA Geforce GTX 580 GPUs. The primary conclusion of experiment result was that the depth of the network model was essential for its high performance. Based on the statistic of google scholar in 2018, the cited number of AlexNet paper has been more than 30,000 times.
GoogLeNet
GoogLeNet [11] , which was proposed by Google Research Institute won the ILSVRC 2014 competition. This model added different sizes convolution kernels in the same layer, which is called inception. The network employed a CNN inspired by LeNet but implemented a novel element which is dubbed an inception module. Moreover, in order to drastically reduce the number of training parameters, it also utilized batch normalization and image distortions, which is based on several very small convolutions. The architecture consisted of a 22 layers deep CNN but reduced the number of parameters from 60 million (AlexNet) to 4 million. It achieved a top-5 error rate of 6.67%, which was very close to human level performance, and the organizers of the challenge were now forced to evaluate. However, the conclusion is that it was actually rather hard to do and required some human training in order to beat GoogLeNet accuracy.
VGGNet
Developed by Simonyan and Zisserman in 2014, VGGNet [12] was the Second place at the ILSVRC 2014 competition. It consisted of 16 or 19 convolutional layers and is very appealing because of its uniform architecture. Similar to AlexNet, it only utilized 3x3 convolutions while with lots of filters employed. In addition, it was trained on 4 GPUs for 2-3 weeks, which is currently the most preferred choice in the community for extracting features from images. The weight configuration of the VGGNet is publicly available and has been used in many other applications as a baseline feature extractor. The experiment of adding layer one by one showed that VGG-16 and VGG-19 start converging and the accuracy improvement is slowing down, which leaded these two networks became the most popular VGGNet. However, it is a challenge task to handle VGGNet due to its 138 million training parameters.
PROBLEMS IN CNN
After decades of development, CNN has received extensive attention from the initial theoretical prototype, and it was expected to has a large number of research results in the near future. Two main problem about CNN will be discussed in this section: (1) The over-fitting problem of the network; (2) The gradient disappearance problem during training process.
Over-fitting Problem
Over-fitting refers to the phenomenon that the learning model overfitting the training dataset during the training process, and thus affecting the generalization performance of the model on the test dataset [13] . One reason for over-fitting is the limited training dataset, data augmentation approach usually used to address this problem by enlarging the dataset before training. The current main research idea is to improve the generalization performance of the network by increasing the sparseness and randomness of the network. The Dropout approach proposed by Hinton et al. mitigated the over-fitting problem of traditional fully-connected neural networks by randomly omitting a certain proportion of node responses during training, and it effectively improves the generalization performance of the network [14] . Consider the problem that the dropout method acting on the fully connected layer is not ideal for the over-fitting effect of the whole convolutional neural network, Wan et al. proposed DropConnect [15] , unlike Dropout's partial node response which ignores the fully connected layer and randomly disconnects a certain percentage of the neural network convolutional layer. DropConnect on convolution layer has a stronger ability to mitigate over-fitting than Dropout on the fully connected layer.
High Commutation Problem
Application of CNN based deep learning algorithm is mostly a supervised learning process, therefore for a specific CNN based application, in order to improve the performance of the network it usually needs a dataset with enough data to train an effective network. However, it is time-consuming to annotate and train such large-scale dataset. Moreover, as presented in section 2 the weight of training is always reach to a million magnitude, which greatly increase the training time. Given the aforementioned problem, transfer learning is used to address the time-consuming problem [16] , which is a process that applies the knowledge trained on a specific data set to a new field. The most popular pretrained network used in transferring is AlexNet and VGGNet. Besides, Batch Normalization is another effective method [17] , which reduces the training time by degrading the internal covariate shift distribution of each layer. 4.
APPLICATION IN REMOTE SENSORNING
CNN has successfully applied in remote sensorning area due to its effective feature leaning and extraction ability. This tutorial investigated 10 representative articles which involve CNNs and remote sensorning image. Table 2 shows the comparison of the investigations in terms of application area, network model, dataset used, evaluation and other method used. [18] - [24] referred to image classification, [25] - [27] are about object detection, [28] is about image fusion.
As shown in table 2, image classification is the most popular CNN based application in remote sensorning image. Considering the dense problem in remote sensorning image, [18] employed the FCN architecture and a two-step training approaches to address the issue of imperfect training data, and a multi-scale neuron module that alleviated the common trade-off between recognition and precise localization. Experiments on OSM Forez dataset showed that the network provided fine-grained classification maps. [22] aimed at satellite image classification, which used AlexNet architecture and carried out the experiment on a standard sounded UC-Merceed Land Use dataset. Comparison result with GoogleNet showed that classification time of the AlexNet is faster than GoogLeNet while its Accuracy is 94%, which is lower than GoogLeNet (97%). In addition, [20] [21] [23] ultilized a general CNN model, the authors defined their own networks. [20] proposed a Joint Deep Learning (JDL) model which incorporates a Multilayer Perceptron (MLP) and CNN and is implemented via a Markov process involving iterative update. Experiment results showed that the proposed model achieved a high average overall classification accuracy compared with the object-based CNN (OCNN) and Markov process models. [26] [27]also defined their own CNN based networks, [26] combined PCA, spatial pyramid pooling and Data Augmentation approaches together to conduct automatic oceanic eddy detection on the SAR images generated by ENVISAT and ERS-2 Satellites. In addtion, [27] employed general CNN and GAN network to successfully implement the fusion of infrared and visible image, and the experiment on TNO database valided the effectiveness of the proposed method.
CONCLUSION AND FUTURE WORK
CNN based deep learning technique was originally applied in machine-learning fields for classification and recognition tasks, recently they have successfully applied in remote sensorning area and addressed some practical application problems. However, research in CNN is still young and many questions remain unanswered. The following problems are some potentially interesting topics in remote sensoring area:
(1)Efficient learning with small sample. Generally, common CNNs require millions of training samples, and it is time-consuming to train such lager-scale dataset. However, such larege-scale remote sensoing dataset is inavaliable, and the largest dataset only has thusounds images. Therefore, how to generate a good neural network from a small amount of data will be the future research direction.
(2)Optimization of network structure. Current trend is that the deeper the network, the better the test results of CNN. However, with the increasing of the network depth, over-fitting and network degradation problems become more serious; the increasing of the model volume also limits the application of CNNs to common devices, especially mobile devices. Therefore, CNN requires optimized structural design to find more efficient neurons and structural units.
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