Introduction
Component-based design is widely practiced in system design and development due to the remarkable benefits obtained from decomposing a complex system into simpler components. Component abstraction, a central goal of component-based design, permits each component to hide internal complexity and details from developers of other components and only exposes information necessary to use the component via an interface. Recently, component-based design for real-time systems has received considerable attention, as numerous frameworks for compositional realtime systems have been proposed (e.g., [1, 9, 11, 21] ).
Most real-time compositional frameworks provide a real-time interface through which a component may ex-press its temporal requirements (e.g., processing time requirements and deadlines). An important attribute of a realtime interface is the interface bandwidth. The interface bandwidth simultaneously quantifies the fraction of the total system resource supply that a component C will require to meet its real-time constraints and the component C's "interference" on the resource supply provided to other system components. Thus, an important fundamental problem in design and analysis of compositional real-time systems is the minimization of real-time interface bandwidth (MIB-RT). In this paper, we address the MIB-RT problem for a real-time compositional framework known as the explicit-deadline periodic resource model (EDP) [10] .
In the EDP model, a resource Ω is characterized by a three-tuple (Π, Θ, Δ). The interpretation of such a resource is that a component C executed upon Ω is guaranteed Θ units of processing resource supply for successive Π-length intervals (given some initial starting time). Furthermore, the Θ units of resource supply must be provided within Δ (≤ Π) time units after the start of the Π-length interval. For Ω = (Π, Θ, Δ), Π is referred to as the period of repetition, Θ is the capacity, and Δ is the relative deadline. The MIB-RT problem for the EDP model (under EDFscheduling) can be stated as follows: for any component C and fixed values of Π and Δ, determine a capacity Θ such that Θ Π is minimized and C is EDF-schedulable upon a resource Ω = (Π, Θ, Δ). (Note that Shin and Lee call this value the minimum periodic capacity [19] ). The interface bandwidth 1 of C (given fixed Π and Δ) is Θ Π . The MIB-RT problem has previously been studied for the EDP model where each component is represented by a sporadic task system [17] . Easwaran et al. [10] obtain exact solutions to MIB-RT; i.e., if the bandwidth provided by the system to component C is less than the exact solution to MIB-RT (i.e., minimum bandwidth), then some real-time constraint will be violated for C. However, this solution is based upon exact schedulability techniques for uniprocessor real-time systems [5, 14] , which may be computationally expensive. Shin and Lee [21] have obtained O(n)-time, suf-ficient solutions to MIB-RT when Π equals Δ. The advantage of this approach is that bandwidth allocation may be determined quickly for a component C. Efficient determination of bandwidth is often a critical issue in compositional real-time systems where components may dynamically join the system. However, the disadvantage is that the allocated bandwidth may be more than necessary -leading to a potential waste of processing resources. Specifically, our previous analysis [12] of Shin and Lee's linear-time algorithm showed that there exists sporadic task systems that would cause the algorithm to return a bandwidth that is a factor of 1.5 greater than the optimal bandwidth. (However, it is also shown that the factor of error is at most 3).
§Our Contribution. Our objective is to address the current gap between computationally-expensive, exact solutions and computationally-inexpensive, inexact solutions for MIB-RT problem in the context of the EDP resource model and components composed of sporadic tasks. Under this setting, we develop a parametric approximation algorithm. Our parametric algorithm allows the component designer to pre-specify an arbitrary level of accuracy in obtaining a solution to MIB-RT; however, the desired level of accuracy has a quantifiable trade-off with the efficiency of obtaining the solution to MIB-RT. Specifically, our algorithm gives the following guarantee.
Given Π, Δ, task system τ , and accuracy parameter > 0. Let Θ * (Π, Δ, τ) be the optimal minimum capacity for τ to be EDF-schedulable upon Ω * = (Π, Θ * (Π, Δ, τ), Δ). If our algorithm returns Θ for the given parameters, then
. Furthermore, our algorithm runs in time polynomial in the number of tasks in τ and 1 .
In other words, our algorithm is a fully-polynomial-time approximation schemes (FPTAS) [22] for the MIB-RT problem. The (1 + ) factor is called the approximation ratio of the produced solution. We also show, via simulation, that our algorithm is quite accurate over synthetically generated task systems even for medium-sized values of . §Organization. The remainder of the paper is organized as follows. We briefly review prior related research on MIB-RT for various compositional real-time frameworks in Section 2. We give necessary background and notation, in Section 3, to describe the MIB-RT problem in the context of a sporadic task system executing upon explicit-deadline periodic resource. We give our algorithm and prove its correctness in Section 4. Approximation ratio results for our proposed algorithm are contained in Section 5; furthermore, we show that our algorithm is an FPTAS. Simulations results comparing our algorithm with both previously-known exact and sufficient algorithms are given in Section 6.
Related Work
Over the past decade, many different real-time compositional models have been proposed, since the original seminal works in real-time open environments by Deng and Liu [9] and resource kernels by Rajkumar et al. [18] . The MIB-RT problem has been a well-studied problem in each of the proposed compositional models. In this section, we give a very high-level (and abridged) survey of some of the prior work on MIB-RT for compositional real-time systems. Feng and Mok [11] proposed the concept of temporal partitions to support hierarchical sharing of a processing resource. Shin et al. [19, 21] proposed the related periodic resource model to characterize the supply guaranteed to any component in compositional system (along with algorithms for MIB-RT described in the introduction). For components scheduled by fixed-priority on temporal partitions, Lipari and Bini [15] , developed an exact, pseudopolynomial-time algorithm for MIB-RT. While Almeida and Pedreiras [3] developed sufficient, polynomial-time bandwidth allocation techniques for fixed-priority scheduling upon temporal partitions.
Recently, researchers have also focused on characterizing components by processor-demand curves which describe the minimum amount of processing that a component requires over any interval. For example, Wandeler and Thiele [23] proposed the concept of interface-based design which uses real-time calculus [8] to compute demand curves and service curves for each component in a compositional real-time system. In another demand-based model, Albers et al. [1] have developed parametric algorithms for MIB-RT (without known approximation ratios) for the hierarchical event stream model. We are currently unaware of any work on obtaining approximation schemes for any of the above partition or demand-curve based models.
Models and Notation
In this section, we present background and notation for the task model, workload functions, and periodic resource model that we use throughout the paper. as a function of t. The dashed line represents the function dbf(τi, t, k), approximating dbf(τi, t). dbf(τi, t, k) is equal to dbf(τi, t) for all t < di + (k − 1)pi (k equals three in the above graph).
For determining schedulability of a sporadic task system, it is often useful to quantify the maximum amount of execution that must complete over any given interval. For this purpose, researchers [6] [6] have shown that, for sporadic tasks, dbf can be calculated as follows. Figure 1 gives a visual depiction of the demand-bound function for a sporadic task τ i . Observe from the above definition and Figure 1 that the dbf is a right continuous function with discontinuities at time points of the form t
It has been shown [6] that condition DBF(τ, t) ≤ t, ∀t ≥ 0 is necessary and sufficient for sporadic task system τ to be EDF-schedulable upon a preemptive uniprocessor platform of unit speed. Furthermore, it has also been shown that the aforementioned condition needs to be verified at only time points in the following ordered set (with elements are in non-decreasing order):
( 2) where P (τ ) is an upper bound on the maximum time instant that the schedulability condition must be verified at. For EDF-scheduled sporadic task systems on preemptive unitspeed processors, P (τ ) is at most lcm τi∈τ {p i }. The above set is known as the testing set for sporadic task system τ . For any t a ∈ TS(τ ), t a ≤ t a+1 ; if t a is the last element of the set, we use the convention that t a+1 equals ∞. Also, we will assume that t 0 is equal to zero.
Albers and Slomka [2] proposed the following approximation to dbf to reduce the number of discontinuities (and, thus, points in the testing set).
(3) The main intuition behind dbf(τ i , t, k) is that it "tracks" dbf for exactly k discontinuities (i.e., "steps"). After k discontinuities, dbf(τ i , t, k) using a linear interpolation of the subsequent discontinuous points (with slope equal to u i ). The steps with the thick lines and the slopeddotted line in Figure 1 correspond to dbf(τ i , t, 3). We will abuse notation slightly and use the convention that
Albers and Slomka show [2] , for any fixed k ∈ N + , the condition DBF(τ, t, k) ≤ t, ∀t ≥ 0 is sufficient for sporadic task τ to be EDF-schedulable upon a preemptive uniprocessor platform of unit speed. The ordered testing set of this condition is reduced to
In order to obtain a fully polynomial-time approximation scheme for preemptive uniprocessors, Albers and Slomka [2] make the following observation regarding the relationship between dbf and dbf. We will use this observation for our approximation algorithm presented in Section 5.
In addition to the above observation, we will now derive a technical lemma regarding DBF. This property will be used in Sections 4 and 5 to obtain an exact and an approximate algorithm for determining the minimum bandwidth of a periodic resource that schedules task system τ . Let (t, D t ), α denote the half-line in Euclidean space R 2 , originating at point (t, D t ) ∈ R 2 with slope α where
Additionally, we define the following function ψ(τ, t, k) which quantifies the slope of the expression DBF(τ, t, k) at any time t. Formally,
Note that ψ(τ, t, ∞) is zero for all t. The following lemma states that for any element t a of testing set TS(τ, k),
lower bounds DBF(τ, t, k) for all t at least t a .
Lemma 2 Given any fixed
Proof Sketch: We give a brief sketch of the proof; a more rigorous proof may be found in the companion tech report to this paper [13] . Equality in the lemma follows by observing that between t a and t a+1 , DBF(τ, t, k) is a linear function with slope ψ(τ, t a , k) through point (t a , DBF(τ, t a , k)). If t a+1 equals ∞, then equality holds for Equation 6 for all values t ≥ t a . Otherwise, if t a+1 is finite, then DBF(τ, t, k) shifts upward by e j units and increases slope by u j at time t a+1 for some τ j ∈ τ . The slope of DBF(τ, t, k) never decreases; so, inequality holds for Equation 6 after time t a+1 . The lemma follows.
The next corollary immediately follows by combining Lemmas 1 and 2.
Corollary 1 Given any fixed
(7) §Explicit-Deadline Periodic (EDP) Resource Model. As mentioned in the introduction the EDP resource model [10] generalizes the periodic resource model proposed by Shin and Lee [19, 20] . An EDP resource, denoted by Ω = (Π, Θ, Δ), guarantees that a component C executed upon resource Ω will receive at least Θ units of execution between successive time points in {t ≡ t 0 + Π | ∈ N} where t 0 is some initial service start-time t 0 for the periodic resource. Furthermore, the Θ units of service must occur Δ units after each successive time point in the aforementioned set. Obviously, Θ ≤ Δ; for this paper, we will make the simplifying assumption that Δ ≤ Π, as well. Furthermore, we will assume in this paper that each component C is a sporadic task system τ scheduled by EDF upon Ω. (From now on, we use τ in the context of component C). [10] have quantified the supply bound function for an EDP resource in the following (see Figure 3 for a graphical depiction of the function):
where
EDF-schedulability conditions for EDP resource Ω have been developed [10, 19, 20] , as given in the following theorem.
Theorem 1 (from [10] ) A sporadic task system τ is EDFschedulable upon an EDP resource Ω = (Π, Θ, Δ), if and only if,
Since sbf is discontinuous at certain points, researchers [10, 20] have defined a linear lower-bound to simplify the supply function:
lsbf is a linear interpolation of the lower portions of the "steps" in the sbf function. It has been shown [20] that lsbf(Ω, t) ≤ sbf(Ω, t) for all t > 0. See Figure 3 for a visual depiction of lsbf.
An Algorithm for Determining Minimum Capacity
In Figure 2 , we give pseudocode for our algorithm, MIN-IMUMCAPACITY, for determining the minimum capacity required to correctly schedule task system τ according to EDF upon an EDP resource with given Π and Δ parameters. One of the input parameters is k ∈ N + . If k is some fixed value, then MINIMUMCAPACITY returns an approximate value for the minimum capacity (as explained in Section 5); however, if the input value of k is equal to ∞, then the returned value will be the actual minimum capacity.
The intuition behind algorithm MINIMUMCAPACITY is as follows: for each value t in the testing set TS(τ, k) find the minimum capacity Θ min t required to guarantee that
£ For testing set with P (τ ) defined as in Theorem 1.
for ← max 1, the half-line (t, DBF(τ, t, k)), ψ(τ, t, k) is completely beneath sbf((Π, Θ min t , Δ), t). By Lemma 2, this half-line is equal to DBF(τ, t, k) until the next testing set time-point. So, any capacity greater than this minimum capacity Θ min t will ensure that DBF falls below sbf up until the next point in the testing set. If we set Θ min to be the maximum of all these Θ min t (Line 10 of MINIMUMCAPACITY) and U (τ ) · Π, then we ensure that each "step" of DBF(τ, t, k) is strictly less than sbf((Π, Θ min , Δ), t) and
for all t, this implies Theorem 1; thus, τ is EDF-schedulable upon EDP resource Ω = (Π, Θ min , Δ). (Note that if the algorithm returns Θ min > Δ, we cannot guarantee that τ is schedulable upon any EDP resource with parameters Π and Δ executing upon a unit-speed processor).
§Algorithm Complexity. The complexity of MINIMUM-CAPACITY depends almost entirely upon the cardinality of TS(τ, k). To see this, observe that the inner loop (Lines 6 to 9) has a constant number of iterations due to the fact that
The work inside the inner loop takes constant time as well. For the outer loop (Lines 2 to 11), the algorithm iterates (in nondecreasing order) through the testing set TS(τ, k). Using a "heap-of-heaps" described by Mok [16] , the time complexity to obtain an element of the testing set is O(lg n). creased by u i , if a = (k − 1)). Therefore, the runtime com-
which is potentially exponential in the number of tasks. The complexity for exactly determining the minimum capacity is, thus, the same complexity as the test of Theorem 1 on a fixed Ω.
Otherwise, if k is a fixed integer, | TS(τ, k)| ≤ kn and the complexity is O(kn lg n).
§Algorithm Correctness. To prove the correctness of MINIMUMCAPACITY, we will show the following theorem which states that the value returned by the algorithm (i.e., Θ min ) is at least the optimal minimum capacity value Θ * (Π, Δ, τ). Furthermore, if the input k equals ∞, then the returned capacity is optimal.
Theorem 2 For all
In order to prove the above theorem, we require some additional definitions. The next definition quantifies the minimum capacity Θ(≤ Δ) that is required for sbf to upperbound a half-line (t, D t ), α . We will use the convention that min returns ∞ on an empty set.
Definition 4 (Minimum Capacity for
Since sbf is not a continuous function, it is difficult to calculate Θ * (Π, Δ, (t, D t ), α ) in a straightforward linear way. Instead, we break the region below the sbf function into overlapping subregions we call -feasibility regions for any given Ω = (Π, Θ, Δ). An -feasibility region is the area below the th "step" of the sbf function extending downward and infinitely to the right. Figure 3 gives a visual depiction; the definition below formalizes the -feasibility region concept.
Definition 5 ( -Feasibility Region of Ω)
The next defined function determines the minimum capacity for any given half-line (t, D t ), α to be an element of the -feasibility region.
Definition 6 ( -Minimum Capacity for
We begin by showing that the half-line (t, D t ), α is completely below sbf if and only if (t, D t ), α is contained in some -feasibility region with > 0.
Lemma 3 For any
(t, D t ), α ∈ R 2 ≥0 × R ≥0 , α(t − t) + D t ≤ sbf((Π, Θ,
Δ), t ) ∀t ≥ t if and only if there exists
∈ N such that (t, D t ), α ∈ F (Π, Δ, Θ).
Proof Sketch: A complete algebraic proof is rather involved. Instead, we will give a geometric proof sketch. A more rigorous formal proof will appear in an extended version of this paper. We will first show the "if" direction. Assume that (t, D t ), α ∈ F (Π, Δ, Θ) for some ∈ N. We must show that the half-line (t, D t ), α is completely contained below the sbf function for Ω = (Π, Θ,
Δ). (This is equivalent to showing α(t − t) + D t ≤ sbf((Π, Θ, Δ), t ) ∀t ≥ t). If D t ≤ lsbf((Π, Θ, Δ), t),
then the half-line (t, D t ), α is below lsbf(Ω, t ) for all t ≥ t, because the slope of the half-line (i.e., α) is at most Θ Π (i.e., the slope of lsbf(Ω, t)). α ≤ Θ Π follows from Equation 12). Since lsbf(Ω, t ) ≤ sbf(Ω, t ) for all t ≥ t, this implies that the half-line (t, D t ), α never exceeds lsbf for Ω = (Π, Θ, Δ). Otherwise, if D t > lsbf((Π, Θ, Δ), t), the originating point of the half-line (t, D t ), α is contained within the triangular convex region defined by the (x, y)-points ( Π + Δ − 2Θ, ( − 1)Θ), ( Π + Δ − Θ, Θ), and (( + 1)Π + Δ − 2Θ, Θ); this region is formed by the intersection of the half-plane y > lsbf((Π, Θ, Δ), x) and the -feasibility region; e.g., see Figure 3 for an example of this intersection when = 2. From the figure it is obvious that this triangular region is contained below sbf. Furthermore, the entire -feasibility region is contained below sbf; thus, D t ≤ sbf((Π, Θ, Δ), t). If we can show that the half-line (t, D t ), α 's value is below Θ at t 1 = ( + 1)Π + Δ − 2Θ, then [t, t 1 ] interval portion of the half-line is contained entirely within the -feasibility region (and, thus, below sbf), and the remaining [t 1 , ∞) portion of the half-line falls below lsbf (and, thus, sbf). From the fourth condition of Equation 12 , it must be that Θ ≥ D t + α(( + 1)Π + Δ − 2Θ − t) which is equivalent to (t, D t ), α being less than Θ at t 1 . Thus, in either case (based on the relative values of D t and lsbf(Ω, t)), we show the half-line (t, D t ), α must be completely contained below the sbf function for Ω.
For the "only if" direction, we must show that if the half-line (t, D t ), α is completely contained below the sbf function for Ω, then there exists an ∈ N such that (t, D t ), α ∈ F (Π, Θ, Δ). Consider 
Lemma 4 For any
Proof: Let Θ RHS denote the right-hand side of Equation 14 .
We will show that both
, α ) which will imply the lemma. The inequality Θ RHS ≥ Θ * (Π, Δ, (t, D t ), α ) follows from the observation that (t, D t ), α ∈ F (Π, Θ RHS , Δ) (i.e., the four conditions of Equation 12 imply the lower bound).
We will show
Assume the negation of the inequality.
In this case, since 
Now that we know how to efficiently compute Θ * (Π, Δ, (t, D t ), α ) by simply checking the four values defined by the previous lemma, it would be convenient to use this value to compute the overall minimum capacity for half-line (t, D t ), α . The next lemma shows that this minimum bandwidth can be found by taking the minimumminimum capacity for all positive . The proof is similar to Lemma 4 and can be found in a related tech report [13] .
Fortunately, we do not need to evaluate Θ * (Π, Δ, (t, D t ), α ) for all positive to compute the minimum capacity for half-line (t, D t ), α . In the next lemma and corollary, we show that the smallest value of that needs to be considered is max 1,
for a given Π and Δ. For all values of smaller than this value, we can show that
Lemma 6 For any
Proof: Assume that (t, D t ), α ∈ F (Π, Θ, Δ). We must show that all four conditions of Equation 12 are satisfied for F . First note that (t, D t ), α ∈ F (Π, Θ, Δ) implies that α ≤ Θ Π ; thus, the first condition of Equation 5 is trivially satisfied for F . By the third condition of Equation 12 for F , D t ≤ Θ. Since > , it must also be that D t ≤ Θ (which satisfies third condition for F ). Similarly, the fourth condition of Equation 12 for F implies that Θ ≥ α(( + 1)Π + Δ − 2Θ − t) + D t . Since Θ ≥ αΠ and ≥ , the fourth condition for F is also satisfied. Finally, consider the following expression
The above derivation implies the second condition for F which proves the lemma. Given t, Π, and Δ, consider = max 1,
. For any D t , α, < which satisfy the supposition of the above lemma, it must be that.
By the above expression and Equation 13 of Definition 6, the corollary below follows immediately.
Corollary 2 For any
We may derive an upper bound on , as stated in the corollary below, using techniques similar to deriving the lower bound. A proof of the corollary may be found in [13] .
Corollary 3 For a given Π, Δ, and (t, D t ), α , the following is true for all
Combining Corollaries 2 and 3 with Lemma 5, we obtain the following lemma which show that Θ * (Π, Δ, (t, D t ), α ) may be calculated with only a small number of values for .
Corollary 4
The next lemma shows the maximum value of Θ obtained from calculating Θ * (·) for every value in the testing set TS(τ, k) may be used safely used as a capacity which will satisfy the condition of Theorem 1 (i.e., the EDP schedulability condition).
Lemma 7 For any
Proof: We will show the "if" direction first, by showing its contrapositive. We must show that if either U (τ ) > Θ Π or ∃t ≥ 0 : DBF(τ, t, k) > sbf((Π, Θ, Δ), t), then the negation of the inequality of Equation 16 is also true. Assume that U (τ ) > Θ Π . By the second expression in the outer "max" of Equation 16 , the negation of the inequality is true. Now, assume there exists t ≥ 0 such that DBF(τ, t, k) > sbf((Π, Θ, Δ), t). There must exist two consecutive values t a and t a+1 in TS(τ, k) where t ∈ [t a , t a+1 ). (Recall that if t a is the largest value in TS(τ, k) then t a+1 is assumed to be ∞). Lemma 2 implies that for all t ∈ [t a , t a+1 ),
By Lemma 3, this implies that for all ∈ N, DBF(τ, t a , k) ), ψ(τ, t a , k) ∈ F (Π, Θ, Δ).
By Equation 13 from Definition 6,
Again, the negation of the inequality of Equation 16 is true. The contrapositive of the "if" direction follows. The "only if" direction can be shown by reversing the logic of the "if" direction (see [13] ). After proving the above lemma, we may now prove Theorem 2 which states that MINIMUMCAPACITY returns a valid value for finite k and an exact value for k = ∞. 
Therefore, the supposition of Theorem 1 are satisfied and the τ will always meet all deadlines when scheduled by EDF upon Ω = (Π, Θ min , Δ). When k = ∞, DBF(τ, t, k) equals DBF(τ, t) for all t ≥ 0; in this case, Θ min equals Θ * (Π, Δ, τ) (i.e., Θ min is an exact value) due to the fact that both Lemma 7 and Theorem 1 are necessary and sufficient.
An Approximation Scheme
In the previous section, we have shown that MINIMUMCAPACITY gives a valid answer when k is finite and an exact answer when k is infinite. When k is finite, we have not, yet, given any details on how accurate the returned Θ min will be. In this section, we show that we may trade computational efficiency for accuracy; that is, as k increases the guaranteed accuracy of MINIMUMCAPACITY increases along with its running time. Theorem 3 quantifies this tradeoff for a given k; Corollary 6 shows that this tradeoff permits an FPTAS for the MIB-RT problem. For this section, we simply state the lemmas and corollaries used; proofs may be found in [13] .
Lemma 8 Given Π, Δ, and τ , the following is true for all
Lemma 9 Given Π, Δ, and τ , the following is true for all k ∈ N + and t a ∈ TS(τ, k),
Corollary 5 Given Π, Δ, and τ , the following is true for all k ∈ N + and t ∈ TS(τ, k),
Finally, we give the theorem which quantifies the tradeoff between accuracy and computational complexity, in terms of k. The theorem can be proven by applying Lemma 9 and Corollary 5 (see [13] ).
Theorem 3 Given Π, Δ, τ , and k ∈ N + , the procedure MINIMUMCAPACITY returns Θ min such that
If we are given an accuracy parameter > 0, we can appropriately set k equal to max 1, and guarantee an (1 + ) approximation ratio from the result returned from MINIMUMCAPACITY. The following corollary (which follows from Theorem 3) shows that this approach yields an FPTAS for MIB-RT.
Corollary 6 Given Π, Δ, τ , and > 0, the procedure MINIMUMCAPACITY Π, Δ, τ, max 1,
has time complexity O n lg n .
Simulations
In this section, we show the simulation results for our proposed algorithm and compare it with the exact [10] and sufficient algorithm [12, 21] . During simulations, we have the following simulation parameters and value ranges (based on the methodology of [21] ):
1. The number of tasks in a task system τ is 2, 4, 8, 16 5. The value of k is set to 3, 4, or 5; Π is set to 5, 10, or 15; Δ is equal to Π.
For each simulation, given task system size n and system utilization U (τ ), we randomly generate taskset parameters u i , p i , and e i for each task τ i . We execute the linear time algorithm [21] , the exact algorithm [10, 21] and MIN-IMUMCAPACITY to generate sufficient, exact and approximate capacity, respectively. Each point in the following plots represents the mean of 1000 simulation results. For this paper, due to space considerations, we show the result for n = 8, k = 3, Π = 5 only. Results for other parameters will be included in an extended version of this paper. In Figure 4 , relative error in calculation of capacity for the two algorithms are plotted as a function of task system utilization. Relative error is defined as follows:
Θ−Θ * Θ * . In this case, the estimated capacity Θ is either the sufficient capacity (denoted by Θ) or approximate capacity (denoted by Θ min ). In the graph, the solid-line curve represents relative error for Θ and the dotted-line curve represents relative error for Θ min . For MINIMUMCAPACITY, the mean relative error is less than 5%, whereas for the sufficient algorithm it ranges from 15% to 50%. The 95% confidence intervals are shown. Please note that approximation ratio for Θ is between 3/2 and 3 as shown in [12] whereas the approximation ratio for Θ min is at most 4/3 when k = 3 (from Theorem 3). As we have mentioned before, the runtime complexity of MINIMUMCAPACITY entirely depends on the size of the testing set. Figure 5 shows a logarithmic plot to compare between testing set sizes for exact algorithm (|TS(τ )|) and approximate algorithm (| TS(τ, k)|). The solid-line curve in the graph represents | TS(τ, k)| and the dotted-line curve represents |TS(τ )|. As we know from the algorithm, | TS(τ, k)| depends on only the input k and taskset size n (which is constant for our graph), on the other hand |TS(τ )| may be exponentially large and has several orders of magnitude of variance, since it depends on the lcm of the periods. The sufficient algorithm is not shown since the algorithm only uses the utilization and minimum period parameters (i.e., it is linear time). The simulation results strengthen the claim that MINIMUMCAPACITY improves upon the performance of the sufficient algorithm while still maintaining a low polynomial runtime.
Conclusions and Future Work
In this paper, we have proposed an approximation algorithm for the minimization of interface bandwidth (MIB-RT) problem in a real-time compositional frame-work, the explicit-deadline periodic (EDP) resource model. For this model and any sporadic task system, our algorithm returns bandwidth that is at most a factor of (1 + ) greater than the optimal minimum bandwidth, for any > 0. Furthermore, it is shown that our algorithm is an FP-TAS as it has time complexity that is polynomial in the number of tasks in the sporadic task system and the term 1/ . It has been previously shown that currently-known polynomial-time algorithms have constant-factor approximation ratios, but cannot guarantee an approximation closer than a factor of 3 2 larger than optimal. Furthermore, previous work [10, 21] has shown that exact algorithms for MIB-RT problem on periodic resources may require exponential time. Simulation results have shown that our approximation algorithm is efficient and effective at reducing the relative error over synthetically generated tasks.
We believe that the attainment of parametric approximation algorithms for MIB-RT problem under a variety compositional frameworks will provide a real-time component designer with a valuable choice in determining how much interface bandwidth to trade for decreased speed-ofanalysis. Our goal is to extend the work contained in this paper to more general task models (e.g., generalized multiframe tasks [4] ) and multiprocessor platforms.
