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Abstract 
The Relationship Between Computer Use and Standardized Test Scores: Does Gender 
Play a Role? 
Dissertation by Rachel E. Kay 
Chair: Dr. Michael K. Russell 
 
Over the past few decades, and especially in the past ten years, computer use in schools 
has increased dramatically; however there has been little research examining the effects 
of technology use on student achievement, specifically defined by standardized test 
scores. There is also concern as to how technology use differs by gender and if that 
distinction may lead to differences in student achievement by gender. This study attempts 
to untangle the relationship between technology use, gender, and test scores. Specifically 
the study examines differences in computer use between boys and girls, which computer 
uses are predictors of English language arts and mathematics standardized test scores, 
and how gender interacts with these predictors. The sample for this study comes from the 
Berkshire Wireless Learning Initiative evaluation, which examined the use of technology 
at three one-to-one laptop schools and two comparison schools in western Massachusetts. 
This evaluation used online surveys to collect information about technology use and 
MCAS scores to measure student achievement. A series of regression analyses were 
employed to determine the relationship between these uses and MCAS scores. Findings 
from this study suggest that there are no significant differences in technology use 
between girls and boys. Additionally, there are only small relationships between 
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technology use and achievement, but these relationships are always stronger for boys 
than for girls. Finally, this study discovered that socioeconomic status did not 
significantly predict English language arts test scores for students at the laptop schools, 
but did significantly predict scores for students at the comparison schools. 
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 Chapter 1: Introduction 
 
 Technology availability and use has increased dramatically in schools over the 
past two decades. How this technology use affects student achievement is only beginning 
to be studied. How different groups of students are being affected also needs to be 
examined. This study will examine how computer use and gender interact to affect 
standardized test scores of middle school students. Specifically, the study will look at 
Massachusetts Comprehensive Assessment System (MCAS) scores of Massachusetts‘ 
middle school students participating in 1:1 laptop programs, in which every student 
receives a laptop for school use.  Students at two comparison middle schools with a 
similar composition of students, but no laptop program, will also be examined. Students 
in both the 1:1 laptop schools and the comparison schools were administered surveys 
asking about their computer use in detail over a three year period. 
 
Background 
 There are three motivations for this research study: differences in computer use by 
gender, the relationship between gender and test scores, and the relationship between 
computer use and test scores. 
Gender and Computer Use 
As computers entered schools in the 1970s and 1980s, research found that boys 
used the technology more frequently than girls beginning as early as pre-school (Nelson 
& Watson, 1991). Over time, the amount of technology use became approximately equal 
between boys and girls (Becker, 2000). A 2008 report by the Pew Internet and American 
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Life Project found that among teens ages 12 to 17, 95% of girls and 93% of boys use the 
Internet, a difference which is within the margin of error (Lenhart, Arafeh, Smith & 
Macgill, 2008). However the specific uses of technology between genders vary greatly. 
Girls are more likely than boys to engage in communication activities including instant 
messaging, writing a blog, or writing for school (Lenhart, et al, 2008). Girls are also more 
likely to maintain a website and belong to social networks such as MySpace and 
Facebook (Lenhart, Madden, Macgill, & Smith, 2007). Boys are more likely than girls to 
write computer programs and play computer games (Colley & Comber, 2003). Girls are 
more likely to post photos on a web site than boys, but boys are more likely to post 
videos than girls, especially at high school age (Lenhart, et. al., 2007). Most of this 
research focuses on home use of computers as opposed to looking at computer use of 
students at school or for academic purposes at home. 
Gender and Test Scores 
Research has shown that traditionally, boys outperform girls in mathematics on 
standardized tests. There is some suggestion that this gap has closed (e.g. Hyde, 
Lindberg, Linn, Ellis, & Williams, 2008), but questions linger as to whether this pattern 
holds for more advanced levels of problem-solving. A recent study of statewide 
standardized tests found that in some states more girls than boys were classified as 
proficient, while in other states the reverse was true, but no major differences were found 
in any state (Center on Education Policy, 2010).  
By contrast, girls outperform boys on most English language arts assessments. 
The results of the National Assessment of Educational Progress (NAEP) in writing 
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showed a significant score gap between eighth grade boys and girls in 1998, 2002, and 
2007 (Salahu-Din, Persky & Miller, 2008), with girls outscoring boys. While girls also 
have outscored boys on NAEP reading since 1992, that score difference is not significant 
(Lee, Grigg, & Donanue, 2007). The Center on Education Policy study (2010) of 
statewide reading standardized tests found that in all three grades examined (fourth, 
eighth, and high school) in every state examined (at least 45 states for each grade), a 
greater percentage of girls was found to be proficient than boys, sometimes with a 
difference of 10% or greater.  
Computer Use and Test Scores 
 The ratio of students to computers in schools in the United States has decreased 
from 125 to 1 in 1983 to 6 to 1 in 1999 (Mayer, Mullens, & Moore, 2000) to 3.8 to 1 in 
2006 (Hightower, 2009). However there has been little research into the direct link 
between computer use and test scores. As technology becomes more prevalent in schools, 
it will become more important to examine the possibility that the use of computers for 
educational purposes has an effect on test scores and which specific kinds of use affect 
test scores. This is especially true of 1:1 laptop schools, since the investment of 
resources, providing one laptop to each student and teacher, is great. Two studies by 
O‘Dwyer, Russell, Bebell, and Tucker-Seeley (2005 and 2008) examine the relationship 
between specific technology uses by fourth grade students and teachers and MCAS 
scores. The first study examined English/Language Arts (ELA) scores. The sample 
included 986 students in 55 fourth grade classrooms in 25 schools in Massachusetts. Over 
90% of these classrooms did not have a 1:1 laptop program. Hierarchical linear modeling 
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was used to account for variation both within and between classrooms. The dependent 
variables were the ELA raw scores and its subscores (reading and literature, and writing). 
The independent student-level computer-use variables included variables related to 
school use of computers, recreational home use of computers, and academic home use of 
computers. Socioeconomic status measures and previous year‘s MCAS scores were also 
included as controls for background and ability. Teacher-level variables included 
technology use for delivering instruction, teacher-directed student use of technology 
during class time, student use of technology to create products, teacher use of technology 
for class preparation, and teacher use of technology for student accommodation. All use 
measures were collected through a technology use survey, adapted from those delivered 
as part of the Use, Support, and Effect of Instructional Technology (USEIT) Study.  
 The ELA study found some significant results of computer use in analyses of the 
total raw score and two subscores. It was found that student use of computers in school to 
edit papers had a positive relationship with ELA test scores or sub-scores, while use of 
computers in school to do presentations (such as by using PowerPoint or Hyperstudio) 
had a negative relationship with ELA composite scores and the reading and literature 
subscore (O‘Dwyer et. al, 2005). All three analyses also found a negative effect of 
recreational computer use at home on ELA MCAS scores. In other words, using a 
computer for fun at home was associated with lower scores on the ELA MCAS. 
 The second study by O‘Dwyer et. al (2008) examined the relationship between 
technology use and  mathematics MCAS scores and subscores (number sense and 
operations; patterns, relationships and algebra; geometry; measurement; and data 
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analysis, statistics, and probability). The second study used the same approach and 
sample as the ELA study. The mathematics study found fewer significant effects than 
those found in the ELA study (O‘Dwyer et. al, 2008). The composite mathematics score, 
the patterns, relationships, and algebra sub-score, the geometry sub-score, and the 
measurement sub-score had negative relationships with students creating products with 
technology (a teacher-level variable). Recreational home use of computers had a negative 
relationship with the number sense sub-score and the data analysis sub-score. Using a 
computer for math in school had a negative relationship with geometry sub-scores, while 
teacher use of technology for class preparation had a positive relationship with 
measurement sub-scores. From these results, no clear patterns about the relationship 
between the use of technology and test scores emerges. However, O‘Dwyer et. al. (2008) 
warn of increased error in the sub-scores as the reliability for these scales was low, 
probably due to the small number of items.  
 Dynarski et al. (2007) also examined computer use with test scores. Specifically, 
they examined the use of math and reading software products. They used a pre-post 
design, with a treatment group of teachers who had access to the software for their classes 
and a control group who did not have this access. In addition to comparing test scores for 
the treatment and control groups, they also examined measures of product use at the 
classroom and school levels. Overall, they did not find significant effects between the 
treatment and control groups in all four components of the study (first grade reading, 
fourth grade reading, sixth grade math, and eighth grade math). At fourth grade, the study 
found that the more time that a student spent using the reading software, the greater their 
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increase on the reading assessment.  This was not true in the first grade, sixth grade, or 
eighth grade components of the study. 
 Gulek and Demirtas (2005) examined both norm-referenced and criterion-
referenced test scores between students participating and not participating in a 1:1 laptop 
program at a middle school in Pleasanton, California. A significant difference in both 
math and ELA test scores was found for students participating in the program a year or 
more. While assignment to the laptop program was not random (parents elected to have 
their children participate), examination of prior scores on the same exams as well as 
demographic data found that the two groups had a similar composition of students. It 
should be noted that this study examined participation versus non-participation in the 
laptop program, but did not examine particular technology uses or the amount of 
technology usage. 
A study by Dunleavy and Heinecke (2007) found a gender interaction between 
participation in a 1:1 laptop program and standardized test scores from the statewide 
assessment in science. Their study took place in an urban middle school in a mid-Atlantic 
state. Nearly 60% of the students at the school received free or reduced lunch, a common 
proxy for low-socioeconomic status. Of the 972 students in grades 6 through 8 at the 
school, 167 participated in the study. Students were randomly selected from the school 
population to participate in 1:1 laptop classrooms or non-1:1 laptop classrooms. As with 
the Gulek and Demirtas study, this study only examined the condition of being in a 1:1 
laptop classroom versus non-participation. It did not examine specific technology uses or 
types of technology uses.  
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Dunleavy and Heinecke (2007) completed an analysis of covariance (ANCOVA) 
with eighth grade science scores as the outcome variable, and fifth grade science test 
scores as a covariate. They found that students in the laptop program scored significantly 
higher on the science exam than students who did not participate in the laptop program. 
For their second analysis, Dunleavy and Heinecke conducted another ANCOVA with 
eighth grade science scores as the dependent variable, treatment (laptop or no laptop) and 
gender as independent variables, a treatment by gender interaction term, and fifth grade 
science scores as a covariate.  This analysis found a significant main effect (laptop versus 
non-laptop students) as well as a significant gender interaction. Further examination of 
mean science scores by gender was even more revealing. Using Cohen‘s D, the effect 
size of the score change for boys (adjusted for pre-existing differences) was .55, but the 
effect size was only .04 for girls. In short, boys had a much greater increase in scores by 
participating in a 1:1 laptop school, whereas the increase for girls was negligible. 
  While Dunleavy and Heinecke report an interesting result, its generalizability is 
questionable. Their study took place in one school and the results were only found in 
science.
1
 They also examined participation or non-participation in 1:1 laptop programs, 
rather than specific technology uses and the amount of time spent on those uses.  So the 
results of their study indicate differences when laptops are available to all students, but 
not what specifically led to an increase in scores.  To examine the generalizability of the 
findings of this study, it will be necessary to examine other programs, preferably in 
multiple schools and in multiple subjects. The study proposed here will be able to 
                                                 
1
 Results were also examined in mathematics, but no significant effect of the 1:1 program was found, nor 
was a gender interaction was found. 
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examine the gender and computer use interaction in a larger setting with a different exam, 
looking at multiple subjects, thus providing more evidence to supplement the results 
found by prior research. 
Purpose of Proposed Research and Research Questions 
The purpose of this study is to examine whether specific computer uses in 1:1 laptop 
schools at the middle school level lead to significant improvement on statewide-
standardized tests and if these uses affect the scores of boys and girls differently. While 
there are many possible outcomes of computer use, such as increased student engagement 
and effects on graduation rates, academic achievement will be the focus of this study, 
using standardized test scores as a proxy. Specifically, the study seeks to investigate the 
following questions: 
1. How does student use of technology at school and at home differ by gender?   
2. Which computer uses, if any, are significant predictors of achievement on English 
language arts (ELA) and mathematics state assessments?  
3. Is there a difference in achievement scores by gender given student computer 
usage both at school and at home? 
The results of this study should provide schools with information in how technology may 
affect standardized test scores. It should also alert schools to how these results will differ 
between girls and boys. 
Methodology 
The Berkshire Wireless Learning Initiative (BWLI) was a three-year pilot 
program across three public schools and two parochial schools in western Massachusetts 
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in which every student and every teacher was provided with an Apple iBook G4 laptop 
computer. The program began during the 2005-2006 school year and concluded at the 
end of the 2007-2008 school year (Bebell, 2008). In addition to laptops, schools were 
equipped with wireless Internet. There were LCD projectors and other equipment 
available in many classrooms to assist the teachers in integrating the technology with 
instruction. Additionally, an evaluation of the program was commissioned and completed 
by researchers at the Technology and Assessment Study Collaborative at Boston College. 
Project funding was provided by a combination of state funds, school funds, and 
donations from the private sector, totaling approximately $3.1 million over three years.  
 Detailed surveys, provided by the evaluation team, were completed by students at 
the three public and two parochial schools before laptop deployment and at intervals 
throughout the program (Bebell, 2008). Student surveys (see Appendix A) asked about 
technology usage, both in and out of school, and across curricular areas. Specifically, 
students were asked about the number of times they used technology in each subject 
(English, math, science, and so on). Students were also asked about their teachers‘ use of 
technology in specific classes. They next were asked about the frequency of specific uses 
of technology in school. These uses included writing and editing papers, creating graphs, 
solving problems, sending email, and researching information on the Internet. The final 
section of the survey asked students about their use of computers at home. It first asked 
about access to computers and the Internet at home. Then it asked about the frequency of 
certain uses such as searching the Internet for school or for fun, playing games, writing 
papers, downloading music and videos, and instant messaging. At the same time that 
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student surveys were administered, teacher surveys were also administered to all teachers 
at the participating schools. Both surveys were provided online to all students and 
teachers at the participating schools. Student response rates were over 99% across the 
three public BWLI schools for the final student survey in 2008. 
 Two comparison schools participated in the study. These were public middle 
schools in the same geographic area with similar composition of students. Students and 
teachers from these schools completed online surveys at the same time as students and 
teachers from the BWLI schools. The surveys were identical to the BWLI surveys with 
the exception of a few questions specific to 1:1 laptop schools that were removed from 
the surveys for the comparison schools. These surveys were also delivered online. The 
response rate for the comparison schools was 75%. 
 Annually since 1998, students at all Massachusetts public schools (including the 
three BWLI and two comparisons) must complete the Massachusetts Comprehensive 
Assessment System exam (MCAS). The MCAS is a set of high-stakes, standardized tests 
in multiple subjects including English language arts, mathematics, and science. In Grade 
4 and 7, the MCAS ELA includes a writing component. All MCAS subject tests are 
composed primarily of multiple-choice questions. The ELA exam also includes some 
open-response questions which require students to respond to a reading passage. The 
math MCAS includes some short-answer questions, which require students to provide an 
answer rather than select one from given choices. The math assessment also includes 
some open-response questions that require students to show their work or explain their 
answers.  
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This study will focus on the public school students who completed eighth grade in 
2008. The examination schedule for this cohort is shown in Table 1.1.  This cohort in the 
BWLI schools received their computers November and December of 2006. These 
students had completed the math and English language arts (ELA) MCAS exams the 
previous spring, during their sixth grade year. They also took these two subject exams 
again in the spring of 2008, after they had had their laptops for nearly two full school 
years.  
Table 1.1 
MCAS Administration and Laptop Deployment Schedule 
 
Grade level 6 (‘05-‘06) 7 (‘06-‘07) 8 (‘07-‘08) 
Laptop 
deployment 
Did not receive 
laptops. 
Received laptops in 
the fall semester 
Received laptops in 
the fall semester 
Exam schedule Math 
ELA 
Math 
ELA 
Math 
ELA 
Science 
 
 To answer the research questions, students‘ spring 2008 MCAS scores will be 
used along with select items from the 2008 student survey. To answer the first question 
(How does student use of technology at school and at home differ by gender?), the 
student computer use survey results from 2008 (the last administration) will be compared 
by gender using t-tests.  
The second question (Which computer uses, if any, are significant predictors of 
achievement gains on English language arts (ELA) and mathematics state assessments?) 
will be addressed by multiple linear regression with the 2008 MCAS scores as the 
dependent variable. MCAS scores from the 2005-2006 school year administration (when 
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the students were in sixth grade) will be an independent variable to account for prior 
achievement. By using scores from two years before, it allows two years of program 
implementation to take place before post-test scores are examined. For both 2008 and 
2006 scores, MCAS total raw scores will be used for both ELA and math. Given that, the 
effect of technology use may be different for different subscores of the test (O‘Dwyer, 
Russell, Bebell, & Tucker-Seeley, 2005; O‘Dwyer, Russell, Bebell, & Tucker-Seeley, 
2008), analysis will be conducted using the raw score for each subscore of the ELA and 
math MCAS tests as well. Other independent variables included in this analysis will 
include school and home technology use measures collected using the 2008 student 
survey. 
 Since the students in this analysis are clustered within schools, it would make 
sense to do multilevel regression analysis as it can be assumed that students within the 
same school may have correlated errors (Luke, 2004). However, since there are only five 
schools to be analyzed, there would not be sufficient power to analyze the data reliably. 
Thus, categorical coded variables will be used to account for particular school 
membership in addition to participation in the 1:1 laptop program. These variables will 
account for school level variance as well as determine if school membership is 
significant. 
The analysis of the third question (Is there a difference in achievement scores by 
gender given student computer usage?) will add gender as a covariate into the regression 
analysis from Question 2. Interaction terms with gender and the computer use variables 
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will also be created, and will determine if gender has an effect on the outcome variable, 
MCAS scores, and how that effect interacts with computer usage. 
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Chapter 2: Review of the Literature 
 
 Previous research in the areas of gender, technology, and education provide the 
backdrop for the current study. This review of literature will begin by discussing gender 
differences in technology use. It will continue by focusing on the issues of gender and 
learning, and more specifically on literature regarding gender and testing. The next 
section will explore technology use in schools and its growth over the past thirty years. 
Additionally the increase in the number of 1:1 laptop programs will be discussed. This 
section will continue with the existing literature relating technology use and test scores.  
Finally, the extent to which prior research has examined the relationship between student 
achievement and different technology uses by boys and girls will be explored. 
Collectively, prior research on these topics will be used to inform the study design, 
analyses, and interpretations of findings for the study described in Chapter 3. 
 
Gender and Technology Use 
 Over the past two decades, computers and the Internet have become ubiquitous in 
American society.  Over this time, boys‘ and girls‘ interactions with technology has 
increased, but not in the same ways. Once, technology was considered the domain of 
boys, along with math and science. In the early 1980s, Fetler (1985) conducted a survey 
which found that ―twelfth grade boys outperformed girls in every major area of computer 
literacy and computer science achievement‖ with boys showing the most strength in areas 
of ―computer functions and uses, impacts on life, hardware, and computer science 
problem solving‖ (p. 184). Similar results were found in the corresponding survey of 
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sixth grade boys and girls, with sixth grade boys showing strength in areas of 
―vocabulary, system components, history, and simple programs‖ (Fetler, 1985, p. 185). 
The same surveys found that girls were more likely than boys ―to agree that computers 
slow down and complicate business operations‖ and are less likely to believe in the value 
of computers in the work place (Fetler, 1985, p. 186-187).  When asked about experience 
with computers, significantly more boys than girls reported learning about computers at 
home in both sixth and twelfth grades (Fetler, 1985). However the proportions of boys 
and girls reporting experience with computers in schools were not significantly different 
(Fetler, 1985).  
The pattern found by Fetler continued into the 1990s. In 1994, Keating reported 
―while young girls appear equally enthusiastic about computer use initially, a marked 
decline in girls‘ participation has been noted during the middle school years‖ (p. 99). 
Nelson and Watson (1991) echoed this finding, stating ―By the third or fourth grade, 
however, disparities in attitudes and performance scores between girls and boys show 
that girls seem less technologically motivated and, thus, less interested in future computer 
experiences‖ (p. 347). They attributed this lack of interest and decline of interest over 
time as related to math anxiety.  
Ten years after the studies of Keating and Nelson and Watson, the situation 
changed. As of 2008, 95% of girls and 93% of boys reported using the Internet in a 
survey of 12 to 17 year olds (Lenhart, Arafeh, Smith, & Macgill, 2008). But while the 
time spent using technology has become more equal between boys and girls over time, 
the types of use are not the same. Writing is one area where differences are seen. While 
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most boys and girls reported writing for school using technology (91% of boys versus 
96% of girls), girls reported much more use of technology ―to write letters or notes to 
other people (77% of girls have done so in the past year, compared with 52% for boys) 
and to write in a journal (49% of girls keep a journal, compared with 20% of boys)‖ 
(Lenhart et. al, 2008, p. 18).  Additionally, girls outpace boys in creating their own 
website (32% versus 22%) and having a blog (35% versus 20%) (Lenhart, Madden, 
Macgill, and Smith, 2007).  
 Another area in which girls exhibit more technology use than boys is for personal 
communication. In the survey by Lenhart et. al. (2008), girls reported at a much higher 
frequency than boys that they ―socialize or engage with friends daily via a home or 
landline telephone, cell phone, text messaging, instant messaging, email, and through 
private messages within a social networking site‖ (p. 23). Girls in this survey were also 
more likely than boys to belong to a social networking site (66% of girls versus 50% of 
boys).  
 Playing games on computers is another common use of technology. Worldwide, 
people spend over three billion hours per week playing online games (McGonigal, 2010). 
Boys spend much more time than girls playing video games (Terlecki & Newcombe, 
2005; Colley & Comber, 2003). While this may not seem related to academic success, 
there is some evidence of a connection. In a survey of undergraduate psychology courses, 
Terlecki and Newcombe (2005) found that although men made up only 29% of the 
sample, they composed 59% of the group considered ―high in spatial experience‖ based 
on a survey with ―questions related to ownership of computer games and artwork 
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software, ownership of game systems, frequency of game system usage, and how skilled 
individuals believed they were at using/playing videogames/game systems‖ (p. 435). 
Students in this high category had scores on this survey significantly correlated with 
scores on a test of mental rotation. Using path analysis, Terlecki and Newcombe (2005) 
found that gender explained 40% of the variance in mental rotation scores (p. 437), which 
was mediated by scores on the computer experience survey. They also found that ―that 
the mediation of computer experience had a bigger impact on women‖ in terms of mental 
rotation scores (Terlecki & Newcombe, 2005, p. 437). This may be important as visual 
spatial skills have been shown to be a significant predictor of high school math 
performance for female students (Sherman, 1980).  
Gender and Learning 
 The question of whether boys and girls learn differently has been explored in 
previous literature from a variety of perspectives. Certain subjects and skills have long 
been considered the domain of one gender above the other. There are many hypotheses as 
to why these differences may exist such as differential treatment of boys and girls in the 
classroom, the attitudes of boys and girls toward learning, different societal expectations 
of what boys and girls should do well as students and in future careers, cognitive 
differences between boys and girls, and biological differences between boys and girls. 
Each of these will be discussed in more detail. Finally, the relationship between gender 
and student achievement on standardized tests will be explored. Specifically the types of 
tests and subjects in which these differences appear will be examined as well as trends of 
both boys and girls on these tests over time. 
Rachel E. Kay  19 
 
Academic Areas of Differences by Gender 
 Traditionally, girls have been thought to have more success at reading and writing 
than boys, while boys have been considered more successful in mathematics and science 
(Keating, 1994; Hansot, 1993).  Overall, males and females perform equally well on tests 
of general intelligence, but differences exist on more specific types of tests. For example, 
―women have higher scores than men on most tests of verbal abilities (verbal analogies 
being an exception), while men have higher scores on tests of what psychologists call 
‗visual-spatial‘ abilities‖ (Mead, 2006, p. 15). As previously mentioned, the visual-spatial 
cognitive domain is important as it has been shown to be a significant predictor of math 
performance in high school for female students, although it is not a significant predictor 
for male students (Sherman, 1980). Linn and Petersen (1985) completed a meta-analysis 
of literature examining gender differences on tests of spatial perception and determined 
that while men over 18 did score higher than women of the same age on spatial-
perception tasks, this pattern was not observed for students at younger ages. Of the 
specific spatial ability tasks they examined, only ―mental rotation‖ showed gender 
differences at all ages, but the primary difference was in the speed with which tasks were 
completed rather than the accuracy of responses (Linn & Petersen, 1985). Gipps and 
Murphy (1994) also noted this difference in mental rotation along with spatial perception 
and spatio-temporal tasks.  
 Other studies have found that ―girls and women tend to excel on tests of verbal 
fluency, arithmetic calculation, and memory for the spatial locations of objects‖ while 
―boys and men tend to excel on tests of verbal analogies, mathematical word problems, 
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and memory for the geometric configuration of an environment‖ (Spelke, 2005, p. 953). 
These differences may emerge at different developmental ages: 
vocabulary differences, for example, are seen before children are even 2 years 
old, and by the time they enter kindergarten, girls are more likely than boys to 
know their letters and be able to associate letters with sounds. Male advantages in 
visual-spatial abilities emerge later in childhood and adolescence. (Mead, 2006, p. 
15) 
Differences in the Classroom by Gender 
 As previously stated, there have been many hypotheses as to why these learning 
differences exist. Some research claims that differential treatment in the classroom leads 
to differences in learning for girls and boys. This difference is reflected in traditional 
male and female roles being enforced and disproportionate attention to one gender over 
the other (Keating, 1994). One study found that teachers of pupils in Grades 2, 3, and 5 
had more positive ratings of abilities of girls in all academic areas examined (Stevenson 
& Newman, 1986). In the same study, it was found that ―girls given the highest cognitive 
ratings by their teachers in fifth grade considered mathematics as an easy subject in the 
tenth grade‖ whereas ―boys' attitudes about mathematics were related only to their prior 
performance‖ (Stevenson & Newman, 1986, p. 653). Thus, it appears from this study, 
that girls are more influenced by teachers‘ perceptions of their abilities than boys are. 
The differential treatment of boys and girls may also be related to the gender of 
the teacher. As women are the great majority of teachers, there has been concern that 
school has become ―a feminized environment in the schools in which boys could not 
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prosper‖ (Hansot, 1993, p. 14). As of 2009, only 18.1% of elementary and middle school 
teachers are men (U. S. Department of Labor, 2009b). However beginning in middle 
school, students are exposed to a greater number of male teachers as well as ―a more 
competitive and unstructured learning environment that may undermine girls' self-esteem 
and confidence in their academic abilities‖ (Catsambis, 1994, p. 200).  
Attitude Differences by Gender 
Attitudes toward the subject matter may also play a role. A meta-analysis of 
literature examining differences in attitudes toward mathematics by gender found that 
effect size differences decreased during the 1970s to 1980s, but even in the 1970s, these 
attitude differences were small (Hyde et. al, 1990). Stevenson and Newman (1986) found 
that while attitudes toward math and reading were not different in Grades 2, 3, and 5, 
there were significant differences between boys‘ attitudes and girls‘ attitudes in Grade 10. 
Specifically boys had a more positive attitude toward mathematics while girls had more 
positive attitudes concerning reading. However, this did not translate into significant 
differences in achievement. Another study of attitudes toward math in 8th grade found 15 
of 16 attitude measures were significantly correlated with girls‘ math performance in 
Grade 11, whereas only 3 of 16 measures were significantly correlated with boys‘ math 
performance in Grade 11 (Sherman, 1980). This shows that attitudes that girls hold in 
middle school affect their academic performance more than attitudes affect the 
performance of boys. Likewise, an examination of data from PISA (Programme for 
International Student Assessment) 2003, an international assessment of 15 year olds, 
found that ―gender differences in math achievement were significantly correlated with 
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gender differences in self-confidence in math (r =.54, p = .01) and students‘ valuing 
mathematics (r = .30, p = .05)‖ (Else-Quest, Hyde, & Linn, 2010, p. 117). Another study 
also showed that female students reported higher levels of anxiety and less confidence in 
their mathematics performance than their male counterparts (Catsambis, 1994).   
Differences in Expectations by Gender 
  Differences in societal expectations may encourage or discourage one gender in a 
specific subject (Pollard, 1993). These differences may lead to different academic success 
by boys and girls. This is sometimes referred to as the gender stratification hypothesis, 
which states that 
in patriarchal cultures, male students link their achievement to future 
opportunities and outcomes. As a result of the decreased opportunities afforded to 
females, girls do not perceive such a link and thus do not achieve as boys do in 
domains that they perceive to be less useful (Else-Quest, Hyde, & Linn, 2010). 
To this end, Else-Quest et. al. (2010) found that girls in countries that did not have gender 
equity in school enrollment and economic activity were more likely to have a 
mathematics gender gap favoring boys on both the TIMSS (Trends in Mathematics and 
Science Study) and PISA tests. A study of the National Educational Longitudinal Survey 
data from 1988 found that American high-school level girls are less likely to enjoy their 
mathematics courses and less likely to see a use for them in the future, which may also 
contribute to differential performance, despite the fact that girls enrolled in higher level 
courses than boys in mathematics (Catsambis, 1994). Different societal expectations for 
boys and girls are also reflected in parental expectations, which lead to boys and girls 
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participating in different activities and hobbies from an early age (Gipp & Murphy, 
1994). 
Cognitive Differences by Gender 
 Cognitive differences between boys and girls may also contribute to different 
learning. These differences are exemplified by different learning strategies that each 
gender employs. Halpern (2000) defines cognitive psychology as ―the branch of 
psychology concerned with how people think, learn, and remember. The ability to think, 
learn, and remember is, in turn, related to the concept of intelligence‖ (p. 18). An 
example of a cognitive difference between girls and boys is that boys learn reading better 
from a phonetics approach, whereas girls learn better from a whole language approach, 
according to one study (Tyre, 2008). Another study found that girls are more likely to use 
self-regulated learning strategies in all subjects, which is linked to ―increases in learning, 
higher academic performance, and academic motivation and engagement‖ (Meece & 
Painter, 2008). Another factor may be self-efficacy, which ―refers to a person‘s judgment 
of personal confidence to learn, to perform certain tasks successfully, or to succeed in 
academic endeavors‖ (Meece & Painter, 2008). Meece and Painter (2008) found that 
boys have higher self-efficacy in math and science, whereas girls have higher self-
efficacy in reading and writing. However these differences in self-efficacy are not linked 
to differences in actual performance. Other studies have found that girls are simply more 
likely to learn by rote, which helps them learn within the classroom context (Kimball, 
1989). 
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Biologically-Based Gender Learning Differences 
 There is also a hypothesis that some learning differences are a result of biology. 
As long ago as the 1880s, researchers investigated gender differences in learning and 
determined that the lower performance of females must be due to smaller brains (Hyde & 
Mertz, 2009). We now know this not to be true. More recent studies have looked at 
children as young as infants to determine overall differences in learning. Scientists 
hypothesized that male babies had an advantage in processing objects, space, or numbers, 
but Spelke (2005, p. 952) found no overwhelming evidence for this in a review of 
―thousands of studies of human infants.‖ Many differences between male and female 
processing of information emerge after infancy, making it ―difficult to tease apart the 
biological and social factors that produce them‖ (Spelke, 2005, p. 953).  It has been 
thought that genetic differences between boys and girls lead to hormonal differences, 
which lead to structural brain differences (Duffy, Gunther, & Walters, 1997). Some 
studies have discovered that female brains are less lateralized than male brains, meaning 
that certain functions in the female brain take place in both hemispheres, whereas they 
are concentrated in one hemisphere of the male brain (Gipps & Murphy, 1994). Thus, it is 
believed ―women have language functions represented in both cerebral hemispheres‖ 
whereas ―men are more lateralized for language; hence the non-dominant hemisphere for 
language is more specialized for spatial tasks‖ (Gipps & Murphy, 1994, p. 59). Another 
hypothesis is that maturation rate at puberty accounts for sex differences in ability as 
―later maturers (typically males) exhibit more highly developed spatial skills than verbal 
skills, whereas for early maturers (typically females) the converse is true‖ (Gipps & 
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Murphy, 1994, p. 58). However, studies have shown that sex differences in spatial ability 
emerge before puberty, suggesting that maturation rate at puberty may not influence their 
development (Gipps & Muprhy, 1994).  
 There are other known physical differences between boys and girls that may lead 
to learning differences. For example, more boys than girls are born with vision problems, 
hearing disabilities, and other physical impairments (Tyre, 2008). By school years, boys 
receive the majority of the ―special education‖ labels (Tyre, 2008). Specifically,  
boys make up two-thirds of students in special education—including 80 percent 
of those diagnosed with emotional disturbances or autism—and boys are two and 
a half times as likely as girls to be diagnosed with attention deficit hyperactivity 
disorder (ADHD). (Mead, 2006, p. 9)  
These medical diagnoses could lead to learning differentials as children age. Halpern 
(2000, p. 74) states that ―Cognitive abilities, like physical abilities, do not remain static 
across the life span…Sex differences [in cognitive abilities] may appear and disappear 
depending on the age of the participant‖. 
Learning Differences and Achievement Differences 
  Do any of these differences translate into differences in achievement? This is 
unclear. Until the early 1980s, ―men, specifically white men, scored higher than women 
on standardized tests, did better in mathematics and science courses, and generally were 
more likely than females to obtain advanced academic degrees‖ (Pollard, 1993). 
Presently, the assumption is that ―gender differences in academic capabilities are for the 
most part insignificant‖ but differences in attitudes, expectations, and motivations still 
Rachel E. Kay  26 
 
exist (Meece & Painter, 2008).  For some, this change leads to concern about the 
academic performance of boys, but Mead (2006, p. 3) argues that the ―real story is not 
bad news about boys doing worse; it‘s good news about girls doing better.‖  
 Gender differences on standardized mathematics tests. 
 Recent evidence suggests that the gap between girls‘ and boys‘ mathematics 
achievement as measured by standardized tests has now closed. A study was conducted to 
examine the percent of students reaching proficiency on statewide standardized tests in 
grades 4, 8, and high school across 48, 47, and 45 states respectively (Center on 
Education Policy, 2010). The results were mixed, finding a greater percentage of boys at 
proficient in some states and grades and a greater percentage of girls at proficient in other 
states and grades. The greatest difference was 7%, but on 85% of the tests examined, the 
differences were 3% or less. Another study of standardized test scores in 10 states found 
the between-gender effect size as less than 0.1 in all states in all grades from 2 to 11 
(Hyde, et. al, 2008). Ding, Song, and Richardson (2006) also found that there were no 
significant gender differences in math standardized test scores when examining scores of 
students from Grade 3 to Grade 9.  
Differences between the means for boys and girls do exist on some tests. 
Numerous researchers have tried to determine what makes these scores different.  Byrnes 
and Takahira (1993) found that males consistently perform better than females on the 
math SAT, and this pattern holds today: in 2009, the average female score on the SAT 
was 499 versus 534 for males (College Board, 2009). However when Byrnes and 
Takahira (1993) performed regression analysis on results using prior knowledge and 
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strategy assembly as independent variables in addition to gender, they found that gender 
explained no unique variance (whereas prior knowledge and strategy assembly accounted 
for 50% of the variance in SAT scores). When only gender was included, it significantly 
predicted only 4% of the variance.  Early NAEP exams in the 1970s found that girls and 
boys at grades 4 and 8 did not score significantly differently in math, but in the 1980s and 
1990s, ―boys pulled ahead of girls, opening up a small gender gap in math achievement 
that now favors boys‖ even as both genders improve (Mead, 2006, p. 6). Boys in 12th 
grade have always performed better than girls, but this gap has narrowed over time 
(Mead, 2006). 
 What remains different is the standard deviation of scores. In almost any subject 
matter, the standard deviation of scores for boys is larger than the standard deviation for 
girls on standardized tests. This means that if one were only looking at the top echelon of 
scores, it would appear that boys score higher than girls. It also means that if looking only 
at students with especially low scores, there would be more boys in this group as well. 
Figure 2.1 shows a hypothetical distribution of scores when the variance of male scores is 
1.2 times the variance of female scores.   
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Figure 2.1. Theoretical normal distributions for scores of males (orange line) and females 
(green line) when means are identical and the male to female variance ratio is 1.2. Brown 
is the area of overlap. Reprinted from ―Gender, culture, and mathematics performance‖ 
by J. S. Hyde and J. E. Mertz, 2009, Proceedings of National Sciences Academy, 106(22), 
p. 8802. 
 
An example of this difference in variance is shown in SAT-Math scores: of 
students in the top 1% of SAT-Math scores, boys outnumber girls 12 to 1 (Spelke, 2005). 
Likewise, a study of Minnesota state math assessment data for students in Grade 11 
showed that ―the ratio of boys:girls scoring above the 95th percentile and 99th percentile 
are 1.45 and 2.06 respectively‖ (Hyde, et al, 2008, p. 495). However the recent study by 
Hyde et. al (2008) found this difference between genders in standard deviation of scores 
consistent, but small when looking at the entire population of students taking the 
Minnesota state math assessment.  Royer and Wing (2002) found a greater variance for 
boys at Grade 4 to 8 in speed of performance on math fact problems, which could lead to 
different achievement scores depending on the test.  
There has been some speculation that the complexity of mathematics items on a 
given assessment may differentiate achievement between boys and girls. Hyde et. al. 
Rachel E. Kay  29 
 
(2008) tried to test this hypothesis, but found that there were not enough items testing 
complex thinking skills to be able to determine if there is truth to that claim. A study by 
Duffy, Gunther, and Walters (1997) looked at the performance of 12-year olds on 
standardized tests of math problem solving. They found no difference between genders 
with regard to questions of high difficulty, but did find the females performed better than 
males on questions of low difficulty. This may be due to the fact that the easier questions 
focused on computation, a topic which previous studies have found that females perform 
better on than males. For example, a meta-analysis of literature regarding gender 
differences on mathematics tests found ―girls tend to do better on tests of computation 
whereas boys score better on tests of problem solving, applications of mathematics, and 
math reasoning‖ (Kimball, 1989, p. 205).  
 Gender differences on standardized English language arts tests. 
The story is different when examining test scores in English language arts. It has 
been shown that the reading gap between girls and boys increases over years in school, 
with girls pulling ahead (Tyre, 2008). Within the broad subject of English language arts 
(ELA) there is variation in how much girls are advantaged. Willingham and Cole (1997) 
found the following effect size differences (Cohen‘s D) when comparing twelfth grade 
boys‘ and girls‘ scores across different standardized tests, ―from an average of .57 for 
writing, to .43 for language use, to .20 for reading, to .06 for vocabulary/reasoning‖ (p. 
168).  
Girls have scores better than boys in reading for as long as NAEP has measured 
long-term trends. In 2007, girls at grades 4 and 8 scored higher than boys on NAEP 
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reading, but these differences were not significant (Lee, Grigg, and Donahue, 2007). This 
was also true for students at Grade 12 based on the 2005 NAEP (Grigg, Donahue, and 
Dion, 2007). The gap between girls and boys on NAEP has not changed much over time 
in any of the grades.  
A study conducted in 2008 of statewide ELA tests found that in every state 
studied (between 45 and 48 per grade) and each grade studied (4
th
, 8
th
, and high school), 
the percent of girls reaching the proficiency level as defined by the test was greater than 
the percent of boys reaching the same level (CEP, 2010). In some cases, these gaps 
exceeded ten percent difference. Since 2002, of the 43 states with sufficient data, 22 have 
narrowed the gap in percent proficient between boys and girls as reported on their state 
tests, 11 states have seen the gap widened, while the gap remained unchanged in the other 
states (CEP, 2010). While this seems somewhat promising, the authors of the report 
hypothesize that ―a larger proportion of boys than girls is clustered just below the 
proficient cut score on state tests,‖ therefore when scores improve overall, the gap 
between boys and girls appears to decrease (CEP, 2010, p. 12-13).  
Overall, while the subject of gender and learning has been much studied, there are 
few consistent conclusions. On most tests of English language arts and reading, girls 
outperform boys, but this is not true for every test. For math, the difference between boys 
and girls varies by age and from test to test, leading some researchers to conclude that 
there are no longer gender differences in mathematics achievement. For differences 
between boys and girls that do exist in achievement, there is no agreed upon reason, only 
hypotheses that are rarely proven. 
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Technology in Schools 
 Computers have long been considered a technology that will transform education. 
According to Nelson and Watson (1991), ―computers were heralded as the means for 
developing nondiscriminatory learning environments for everyone‖. The computer can be 
used as a means of improving student learning of traditional curriculum or an object of 
study itself, but the former has become the more common use of computers in schools 
(Fetler, 1985). This section will discuss the increase in computer use in schools, the 
increased number of one-to-one laptop programs, and the relationship between 
technology use in schools and test scores. 
Increase in Student Computer Use 
 Computer use in schools has increased dramatically over the past thirty years. The 
national ratio of students to computers in schools has dropped from 125 to 1 in 1983 to 6 
to 1 in 1999 (Mayer, Mullens, & Moore, 2000) to 3.8 to 1 in 2006 (Hightower, 2009). 
Additionally, by the fall of 2005, nearly 100% of American schools had Internet access, 
an increase from 35% in 1994 (Wells & Lewis, 2006). By 2005, 97% of schools had 
high-speed broadband internet connections (Wells & Lewis, 2006). Additionally, 45% of 
schools with Internet access in 2005 had wireless Internet available as well, versus 32% 
only two years before in 2003 (Wells & Lewis, 2006). Investors in educational 
technology ―hope to see not just measurable improvements from a single piece of 
software in a single subject in a single grade but broad, long-term benefits of using 
technology in schools that impact many curricular areas at all grade levels‖ (Means & 
Haertel, 2004, p. 58). 
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 In a survey of public schools administered by the National Center for Educational 
Statistics, schools listed several uses for the Internet at the school, teacher, and student 
level. These included using the Internet ―to provide data to inform instructional planning 
at the school level‖ (89%), ―using the Internet to provide assessment results and data for 
teachers to use to individualize instruction‖ (87%), ―providing online professional 
development courses to teachers‖ (51%) and ―providing access for students to online 
distance learning for courses that are otherwise unavailable at the school‖ (32%) (Wells 
& Lewis, 2006).   
 Despite the increased availability of technology in schools, students typically use 
technology much more consistently and frequently at home. A 2002 study by the Pew 
Internet and American Life Project reported that 78% of children between 12 and 17 ―go 
online‖ (Levin & Arafeh, 2002). A study by the United States Department of Education 
found that teens spend more time on the Internet than watching television (2004). The 
Pew survey of students found 
Internet-savvy students believe that their use of the Internet helps them complete 
their schoolwork more quickly; prevents them from getting stymied by academic 
material they don‘t understand; lets them cite the most up-to-date material in their 
papers and projects; and, allows them to be better at juggling their school 
assignments and extracurricular activities. (Levin & Arafeh, 2002) 
The Pew study determined five ways in which student use the Internet for school. The 
first is using the Internet as a textbook or virtual library, such as using Internet sources as 
primary and secondary sources for papers and research. The second way is using the 
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Internet as a tutor or study shortcut. This may include using the Internet to learn about 
new topics or clarify school topics that are unclear, as well as using the Internet as a 
quick way to complete assignments, possibly including plagiarism. The third internet use 
is as a virtual study group. Students collaborate with classmates through email or instant 
message to complete projects or study for tests or quizzes. Students may also use the 
Internet as a virtual guidance counselor to gain ideas on future schooling and careers. 
Lastly, students use the Internet as a virtual backpack, in which to store papers and 
documents to easily be retrieved at home or at school (Levin & Arafeh, 2002). Despite all 
these uses, students ‖say their internet use occurs mostly outside of the school day, 
outside of the school building, outside of the direction of their teachers‖ (Levin & Arafeh, 
2002, p. iii). There are many factors influencing student use or lack of use in school: ―the 
ease of in-school access to the Internet, the school‘s orientation toward the use of the 
Internet, a teacher‘s Internet skills and knowledge, and a teacher‘s sense of whether 
students have home access to the Internet or not‖ (Levin & Arafeh, 2002). Hendrix and 
Tracy (2009) warn that technology in schools can only be beneficial when courses are 
redesigned so that students are interacting with the material through the technology rather 
than being relayed information. 
One-to-One Laptop Programs 
 Educational theorist Larry Cuban has documented technology use in the typical 
school environment and found it was often sporadic and limited (Cuban, 2001). One 
reason for this lack of consistent use may be that technology is typically shared between 
classes and teachers. Until technology is no longer a shared resource, the full effects of 
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technology use on education cannot be known. It is with this principle in mind that 1:1 
laptop programs have begun. Schools with 1:1 laptop programs provide a laptop 
computer to each student and teacher within the school. Students may use the same 
laptop in all classes, and depending on school policy, may take the laptop home at night 
for homework use. In 2006, it was estimated that almost 25% of the school districts in the 
United States were implementing a 1:1 laptop program in some form (eSchoolNews, 
2006). The following section will explore some of the research related to 1:1 laptop 
programs and the technology use within these programs. 
 The first 1:1 laptop programs began in 1989 at Methodist Ladies‘ College in 
Melbourne, Australia. The goal was for every child in Grades 5 through 12 to have their 
own personal laptop computer which they could use at school and at home. By 1998, 
approximately 50,000 Australian school children had their own laptop (Stager, 1998). 
 Maine began one of the first large-scale 1:1 laptop initiatives in 2002 (Silvernail 
& Lane, 2004). Under this program every 7
th
 and 8
th
 grade student and teacher in the state 
received an Apple iBook laptop computer.  The implementation of the laptop program 
was left to individual schools, such that when and how the laptops were introduced into 
the schools as well as how they were used varied widely (Silvernail & Gritter, 2007). An 
early study of the program however determined that teachers were using laptops for 
research, lesson planning, communication, and managing information, while students 
were using laptops for finding information, communication, taking notes, completing 
group projects, and taking tests (Silvernail & Lane, 2004). Teachers felt that students 
learned better with laptops and were more organized, but felt that the lack of professional 
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development and the logistics involve with using laptops were obstacles to more 
technology use.  
 Another large scale 1:1 computing program is in Henrico County, Virginia. The 
Henrico laptop initiative began in the 2001-2002 school year, distributing laptops to 
almost every high school student (Davis et al., 2005). They followed this with laptop 
distribution to middle school students the following year. By 2003-2004, over 20,000 
students participated in the program.  A descriptive survey-based study completed after 
the first few years of implementation found that the most common activities for which 
students used the iBooks were to ―‘use Appleworks‘ (77 percent), ‗complete class work‘ 
(70 percent), ‗complete homework‘ (59 percent), ‗use Virtual Share‘ (59 percent), and 
‗do research on the Internet for school work‘ (55 percent)‖ (Davis et al., 2005, p. 11). A 
three-year mixed-methods longitudinal population study of the implementation in 
Henrico County was concluded in 2007-2008 (Mann, 2009). This study found that 
teachers were doing more coaching and less direct instruction. They also found that 
students did more work in small groups. Teachers did not feel that the 1:1 laptop program 
affected student attendance, behavior, grades, desire to learn, and responsibility for their 
own work (Mann, 2009, p. 19).  
Another large-scale 1:1 laptop program is the Technology Immersion Program 
(TIP) which provides 1:1 laptop programs to middle schools in Texas through a grant 
process (Shapley, Sheehan, Maloney, & Caranikas-Walker, 2010). Twenty-one middle 
schools participated, beginning in the 2004-2005 school year. Research conducted by 
Shapley et al. (2010) followed the technology implementation in these 21 schools as well 
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as comparison schools over four school years. They found that technology leadership, 
teacher support, parent and community support, professional development, and classroom 
immersion of technology increased slightly each year of the program. However, few 
schools had full support or leadership in any of these topics, even after four years. Full 
support was defined to include support of the program by teachers for technology 
integration and innovation in classrooms, support by parents, technical support, and 
professional development related to technology integration. Additionally, student 
technology use decreased slightly each year of the program. In theory, all students should 
have had access to a laptop every day of the school year, but due to ―repairs, technical 
issues, disciplinary infractions, and parent resistance‖ this was not always the case 
(Shapley et al., 2010, p. 29). In summary, Shapley et al. (2010) found that ―teachers, on 
average, used technology increasingly to support their own teaching but there was little 
change in the frequency of students‘ technology use in classes‖ (p. 45). 
There have been numerous other laptop programs and related studies as well. 
Fullerton School District in California provided laptops to all students Grades 3 through 
8. A study by Donovan and Grimes (2006) about the 2005-2006 school year found that 
students in Fullerton primarily used laptops for writing, Internet searching, and creating 
presentations. They found that 98% of students reported using laptops to write papers in 
school and 85% reported using the laptops to write papers at home (Grimes & 
Warschauer, 2006). Additionally, 78% of teachers reported students doing more revisions 
to writing when using their laptops (Grimes & Warschauer, 2006). In a similar study of 
fourth and fifth grade students in 1:1 laptop classrooms, Suhr, Hernandez, Grimes, and 
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Warschauer (2010) found that the most common student uses of laptops were writing and 
searching the Internet. This study also surveyed for student home use of laptops. The 
most popular uses at home were writing papers, browsing the Internet, managing photos, 
and playing games (p. 24). Teachers reported that their students were more engaged when 
using the laptops and tended to write longer papers than typical students would when 
using paper (Suhr et al., 2010). The improvement in writing was also reported in a study 
of a laptop program for grades 6 and 7 in British Columbia as reported by Jeroski (2003). 
The percent of students who met or exceeded provincial writing standards for their grade 
was 92% at the end of one school year with laptops, as opposed to approximately 73% of 
the students in those grades in the years before and after the study (Jeroski, 2003). 
A study by Russell, Bebell, and Higgins (2004) examined differences between 
classrooms with 1:1 laptop programs and classrooms where carts of laptops were shared 
between classrooms. Classroom observations, teacher interviews, and student survey 
results all showed that there was more computer use in the 1:1 laptop classrooms. 
Specifically, ―students in the shared classrooms reported using computers during class 
time for between ‗15 minutes or less‘ and ‗15 to 60 minutes‘ a day, students in the 1:1 
classrooms reported using technology between ‗1-2 hours per day‘ and ‗2+ hours per 
day‖ (p. 318).  Students in the 1:1 classrooms were also more engaged than in the shared 
classrooms. Observations showed that there was a large difference in the amount of time 
students spent composing text on the laptops, with an average 3.39 times per observation 
in the 1:1 classrooms, but only 0.08 times per observation in the shared classrooms (p. 
322). Students in 1:1 classrooms were also observed composing text on paper slightly 
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more frequently than in the shared classrooms (0.58 instances versus 0.44 instances) (p. 
322). Teachers in the 1:1 classrooms felt they were better able to individualize 
instruction. Student survey results even revealed differences in home use of computers: 
―students in the 1:1 classrooms reported using their home computers slightly more 
frequently for personal activities (music, email, chat, games) and significantly more 
frequently for school work than students in the shared classrooms despite nearly universal 
home access to technology‖ (p. 325). 
Technology Use and Test Scores 
 As the use of technology in schools has increased, there has been considerable 
interest in the relationship between technology use and student achievement. Student 
achievement is frequently measured by standardized test scores, thus research on the 
relationship between student achievement and technology use often focuses on test 
scores. However, this research is complicated by several factors, common to all research 
in schools. Many of these studies have a small sample size, sometimes within one school. 
Many studies do not have a comparison group. Some studies do not adequately define 
technology use or break it into different types of use. While there may be some advantage 
to examining test scores in connection to technology availability, it is much more 
beneficial to know if particular types and frequencies of use are connected to test scores 
(Bebell, Russell, & O‘Dwyer, 2004). Many specific technology programs target only 
small content areas, which contrasts with the broad content areas covered by state tests, 
thus use of these programs may not greatly affect test scores, even if learning gains are 
made within the small content area. 
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 Silvernail and Gritter (2007) examined changes in the student scores on the Maine 
Education Assessments (MEAs) over the time since the implementation of Maine‘s 1:1 
laptop program. Overall, there were no notable differences in scores, perhaps in part due 
to the differing implementations in different schools and districts, as well as the lack of a 
comparison group. They did find an appreciable difference in writing scores however, 
with an effect size difference of .32. They attribute this to the 1:1 laptop program, but do 
not directly relate test scores to computer use. 
 O‘Dwyer, Russell, Bebell, and Tucker-Seeley (2005 and 2008) examined 
computer use with MCAS scores of fourth grade students. In this first study (O‘Dwyer et 
al., 2005), English language arts scores were examined along with results of a technology 
use survey. As students were clustered within 55 classrooms, hierarchical linear 
regression models were used, which   
allowed the total variability in fourth grade MCAS ELA achievement to be 
partitioned into its within-classroom and between-classroom variance 
components, and allowed predictors to be added at each level that explain a 
portion of both the within-classroom and between-classroom variance. (O‘Dwyer 
et al., 2005, p. 22) 
MCAS ELA raw scores, the ELA reading and literature subscore, and MCAS writing 
scores (from a portion of the MCAS ELA test given in 4
th
, 7
th
, and 10
th
 grades) were used 
as dependent variables in three separate analyses. The results showed a significant and 
negative relationship between ELA raw scores and recreational computer use at home. 
This was also true for the reading and literature subscores. At school, use of computers to 
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edit papers had a positive significant relationship with ELA raw scores as well as writing 
scores and reading and literature subscores, while use of computers to create 
presentations had a significant negative relationship with both ELA raw scores and 
MCAS writing scores. Teachers‘ technology use did not have a significant relationship 
with the ELA raw scores or writing scores. The final model (which included measures of 
prior achievement and socio-economic status as well as technology measures) accounted 
for 24% of variance in ELA raw scores, 25% of the variance in reading and literature 
subscores, and 12% of the variance in writing scores. 
 The second study by O‘Dwyer et al. (2008) studied MCAS mathematics scores 
along with technology use measures as measured by the same survey used in the ELA 
study. The same sample of 986 students nested within 55 classrooms was analyzed, along 
with the same method of analyses, hierarchical linear regression models. Total math raw 
score was the outcome variable for one set of models. The subscores for number sense 
and operations; patterns, relationships, and algebra; geometry; measurements; and data 
analysis, statistics, and probability were the outcome variables for the other five sets of 
models. All models included measures of prior ability and socio-economic status. None 
of the technology use measures were significantly related to total math raw score. The 
final model accounted for 16% of the variance in total math scores. For the number sense 
and operations subscore, recreational computer use at home was significantly negatively 
related, meaning that students who used computers recreationally at home more 
frequently were likely to score worse on the number sense portion of the MCAS. No 
other measures of student or teacher technology use were significant. The model for 
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number sense and operations accounted for 12% of the variance in scores. The final 
model for patterns, relationships, and algebra only accounted for 9% of the variance in 
scores. None of the technology use measures for students were significantly related to the 
patterns, relationships, and algebra subscores, however the frequency with which teachers 
directed their students to create products using technology (a teacher-level variable) was 
a significant and negative predictor of the differences among classrooms. Unlike the 
previous models, use of computers in math class was significantly and negatively related 
to geometry subscores. As with patterns, relationships, and algebra, the frequency with 
which teachers directed their students to create products using technology was a 
significant and negative predictor of the differences among classrooms in geometry 
scores. The completed model accounted for 10% of the variance in geometry scores. No 
student-level variables were significantly related to measurement scores. Teacher use of 
technology for preparation was significantly and positively related to measurement 
subscores, while teachers directing students to create products using technology was 
significantly and negatively related to measurement scores. Overall, the model accounted 
for only 6% of the variance in measurement scores. For the data analysis, statistics and 
probability subscore, no student or teacher uses of technology were significant predictors 
of the scores, and the final model accounted for 10% of the subscores. 
 The study of 1:1 laptop schools in Texas by Shapley et al. (2010) examined 
technology use as it related to the Texas Assessment of Knowledge and Skills (TAKS). 
They found that student access and use of technology was a significant predictor of 
TAKS reading scores in sixth and seventh grades. More specifically, they found that 
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home use of computers for school work was a significant positive predictor of TAKS 
reading scores. The overall category of student access and use of technology was not a 
significant predictor of TAKS math scores, but the more specific category of home use of 
computer for school work was a significant positive predictor.  
 Suhr, Hernandez, Grimes, and Warschauer (2010) examined participation in a 1:1 
laptop program with ELA standardized test scores. Across three schools, students 
participated in either a 1:1 laptop experimental condition or in a control condition with 
varying level of laptop access. There was no random assignment to conditions. Suhr et al. 
(2010) completed a three-way ANOVA using treatment condition, parental education, 
and participation in a gifted and talented program as fixed factors and ELA scores and 
subscores as outcome variables. Over the two year program, participation in the gifted 
and talented program was the only significant affect, meaning participants in the program 
had higher change scores than for non-participants. Suhr et al. (2010) also conducted a 
regression analysis on California State Test ELA scores and subscores using the same 
predictor variables. The models were significant for ELA total score, literary response 
and analysis score, and writing strategies score, with laptop program participation as a 
significant positive predictor of change over two years. By itself, participation in the 
laptop program ―explained approximately 3% of the variation in the change in ELA total 
scores, 4% of the variation in the change in literary response and analysis scores, and 7% 
of the variation in the change in writing strategies scores‖ (Suhr et al., 2010, p. 37). They 
noted that positive effects for laptop program participation occurred only after the second 
year, but not after the first year. 
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 A study by Gulek and Demirtas (2005) also studied California test scores for 
middle school students participating in a laptop program (the treatment) and a control 
group within a school in Pleasanton, California. As with the Suhr et al. (2010) study, 
there was no random assignment. In this case, parent choice determined the student 
placement into the laptop program. Before the laptop program, these students did not 
have significantly different scores on the California state tests on which they were 
compared. The laptop students performed significantly better than the control group 
students on the California State Test (CST) in language arts, a criterion-referenced test. 
On the CST math, laptop students performed significantly better than the control group 
students after the first year of the program, but not after the second year. Gulek and 
Demirtas (2005) also ran regression analyses on the norm-referenced test results to 
examine if there was a time-interaction with laptop participation that affected outcome 
measures. In both math and language arts, students in the laptop program performed 
significantly better than their peers in the control group, however there was no year-by-
laptop interaction. According to Gulek and Demirtas, this suggests that ―the effectiveness 
of laptop use on test scores is not influenced by time, once its overall effect is accounted 
for‖ (p. 28). 
Gender, Technology Use, and Test Scores 
 None of these previous studies specifically examine gender as a factor and 
certainly not a gender by technology use interaction. As described in Chapter 1, a study 
by Dunleavy and Heinecke (2007) examined students participating in a 1:1 laptop 
program within an urban middle school. Students in the laptop program were compared 
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with a group of students within the same school as a control group. The study had an 
experimental design, thus students were randomly assigned to each group. The 
researchers completed an analysis of covariance (ANCOVA) with eighth grade science 
scores as the outcome variable, and fifth grade science test scores as a covariate. They 
found that students in the laptop program scored significantly higher on the science exam 
than students who did not participate in the laptop program. For their second analysis, 
Dunleavy and Heinecke conducted another ANCOVA with eighth grade science scores 
as the dependent variable, treatment (laptop or no laptop) and gender as independent 
variables, a treatment by gender interaction term, and fifth grade science scores as a 
covariate.  This analysis found a significant main effect (laptop versus non-laptop 
students) as well as a significant gender interaction. Further examination of mean science 
scores by gender was even more revealing. Using Cohen‘s D, the effect size of the score 
change for boys (adjusted for pre-existing differences) was .55, but the effect size was 
only .04 for girls. In short, boys had a much greater increase in scores by participating in 
a 1:1 laptop school, whereas the increase for girls was negligible.  Dunleavy and 
Heinecke completed a similar analysis with math scores, but found no significant 
differences. 
Summary 
 The examination of literature in the areas of gender and technology, gender and 
learning, and technology in schools reveals some patterns that are critical to the current 
research. Nearly all research suggests that overall technology use is about equal in 
frequency for both boys and girls, but the patterns of use and types of use still vary, 
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which may lead to different effects on learning. Results of these studies indicate that girls 
and boys perform approximately equally in mathematics, but girls generally outperform 
boys in the fields of English language arts. However, these results are still dependent on 
the tests used, the age of the students, and the specific domain tested. Technology has 
seen incredible growth in society and in schools, although the use in schools is 
inconsistent across schools, grades, and subjects. There is also no consensus as to what 
the effect of technology use is on student learning, or even if there is an effect at all. 
There seems stronger evidence that technology use has a positive effect on student 
writing skills, but examination of other subjects provides mixed results. 
 The current research adds to the small body of literature relating computer use, 
gender, and test scores. It focuses on English language arts and math scores, the areas 
most tested and most critical under the No Child Left Behind Act. Rather than examining 
participation in a laptop program versus non-participation, the research examines specific 
uses of technology. This allows the analysis to account for the varying uses of technology 
both within the 1:1 laptop schools and within the comparison schools. 
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Chapter 3: Methodology 
 
 The goal of the current study is to investigate the relationship between specific 
computer uses, both in and out of school, and MCAS English Language Arts and 
Mathematics scores for students in middle school. It is also to determine if these 
relationships differ for boys and girls. To examine these issues, data collected from the 
Berkshire Wireless Learning Initiative (BWLI) has been used. The BWLI was a three-
year pilot 1:1 laptop program, which ended in 2008. Data collected for use in the BWLI 
evaluation provides student-level data on the frequency of specific computer uses both at 
school and at home, as well as student-level MCAS data and demographic information. 
This chapter addresses the BWLI evaluation study in more detail. It also discusses the 
data sources used for this study, the sample used for the current study, and the statistical 
methods used to examine the research questions. 
The Berkshire Wireless Learning Initiative Study and Evaluation 
 The Berkshire Wireless Learning Initiative (BWLI) was a 1:1 teacher and student 
laptop pilot program. This program was developed collaboratively by Berkshire Connect, 
the Berkshire Chamber of Commerce, the Massachusetts College of Liberal Arts 
(MCLA) and members of the Berkshire County delegation to the state legislature to 
―improve learning and increase test scores‖ from a sample of Berkshire County middle 
schools (Larkin, Bosley, Pignatelli, Kelly, & Nuciforo, 2004). Berkshire Connect is an 
organization that partners with Internet providers to bring increased connectivity to the 
Berkshires, a largely rural area of western Massachusetts. Berkshire Connect took the 
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lead in initiating the three-year pilot program that provided Apple iBook G4 laptops to 
every student and teacher in five middle schools located in two towns in Massachusetts 
(Bebell, 2008). The project was funded through a combination of state, school and private 
sector funds.  Specifically, the state provided $1,900,000, the schools provided $240,329, 
and $1,040,650 was raised through fundraising efforts (Bebell, 2008).  This money paid 
for not only the laptops, but professional development for the teachers and staff, wireless 
internet networks in the schools, and LCD projectors, as well as the program evaluation. 
Goals of the BWLI Program 
 There were several goals of the BWLI program. While it was hoped that students 
would learn the tools and software they need to compete in the future job market, it was 
also hoped that their educational experience would improve overall. Specifically, the 
targeted outcomes of the BWLI included ―enhancing student achievement, improving 
student engagement, improving classroom management, enhancing students‘ capabilities 
to conduct independent research and collaborate with their peers‖ (Bebell & Kay, 2010, 
p. 7). It was also hoped that the program would create ―fundamental changes in teaching 
strategies and curriculum delivery‖ (Bebell & Kay, 2010, p. 8). 
Evaluation of the BWLI Program 
 The Technology and Assessment Study Collaborative (inTASC) at Boston 
College was commissioned to study the effects of the BWLI program on teaching and 
learning over the three-year pilot program (Bebell, 2008). The evaluation sought to 
examine changes in teaching strategies, student engagement and student achievement, as 
well as changes in attitudes toward teaching and learning among both students and 
Rachel E. Kay  49 
 
faculty at the participating middle schools (Berkshire Wireless Learning Initiative 
[BWLI], 2005). The evaluation was a pre-post comparative design study that employed 
annual surveys of teachers and students, classroom observations, interviews with 
administrators, teachers, and students, and student drawings, collectively used to 
determine the extent and types of technology use within the schools. The inTASC team 
was also provided with student-level scores on the Massachusetts Comprehensive 
Assessment System (MCAS) for years during the laptop program as well as immediately 
prior to the initiative. This allowed an examination of the relationship between student 
achievement (as measured by the MCAS) and computer usage. 
Participating Schools 
 Five schools participated in the BWLI program. Conte, Herberg, and Reid were 
public middle schools containing grades six through eight. St. Mark‘s School was a 
parochial school with grades kindergarten through seven, although only the sixth and 
seventh grade students participated in the BWLI program. St. Joseph‘s School was the 
affiliated parochial school for grades eight through twelve. Only the eighth grade students 
at St. Joseph‘s participated in the BWLI program.  
In addition, two matched comparison middle schools were identified and recruited 
to participate in the evaluation of the BWLI program. North and South Middle Schools 
were public schools with grades six through eight in the same geographic region. These 
schools had a more typical school technology environment, including computers for use 
in labs or the library, but did not have one laptop for each student. 
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 In Massachusetts, only public schools are required to administer the MCAS to 
their students. Thus for the current study, St. Mark‘s and St. Joseph‘s have been 
excluded, leaving the three BWLI public schools and the two comparison schools. 
Demographic data for students at these five schools is shown in Table 3.1. 
Table 3.1 
Demographic Data for Schools and Towns in BWLI Program (2007-2008 school year) 
 BWLI Schools Comparison Schools 
 Conte Herberg Reid North South 
Enrollment 323 721 667 808 670 
Student-to-teacher ratio 9:1 14:1 13:1 12:1 10:1 
% white 84% 82% 78% 90% 83% 
% eligible for free/reduced 
lunch 
46% 37% 51% 25% 46% 
% English is not first language 5% 4% 6% 6% 15% 
% special education 20% 16% 19% 19% 19% 
Median income (by town) $27,601 $42,930 $42,930 $45,240 $45,240 
District spending per student $14,541 $11,860 $11,860 $12,093 $12,093 
Sources: 
Enrollment from greatschools.net 
Student-to-teacher ratio from greatschools.net 
% white from greatschools.net 
% eligible for free/reduced lunch from greatschools.net 
% English is not first language from Mass DOE 
% special education from Mass DOE 
Median household income from factfinder.census.gov 
District spending per student from greatschools.net 
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 The data collected from the BWLI evaluation as well as the access to student-
level MCAS data provides a unique opportunity to study the relationship between 
technology use and achievement scores at the student level. In most other studies it is 
common to have test scores from the school, but not for individual students. In addition, 
the detailed surveys completed by students in the BWLI evaluation provide rich 
information about how technology was used in these schools. The survey results are 
linked to individual students and thus, to their individual MCAS scores. 
Sample for Current Study 
 The sample for this study is those students who completed 8th grade in 2008 and 
attended a public school participating in the BWLI evaluation. Those students in laptop 
schools first received laptops in the beginning of their 7th grade year. Thus these students 
were in the laptop environment for nearly two full school years, 2006-2007 and 2007-
2008, the longest exposure to the program of any cohort of students. These students took 
the ELA and math MCAS during their 6
th
 grade year (2005-2006) as well as their during 
8
th
 grade year (2007-2008). The 6
th
 grade scores act as a baseline from which to 
determine changes that occurred over the time of participation in the laptop program. 
 In order to be included in each analysis (ELA or math), a student must have 
completed two MCAS assessments and the 2008 student survey. Specifically, students in 
the sample must have completed the 2008 8
th
 grade MCAS exam, the 2006 6
th
 grade 
MCAS exam, and the 2008 BWLI student survey. These instruments are described in 
more detail in the following section. Of the 1078 students from the 5 schools who took 
the MCAS in 2008, 968 had the requisite 2006 MCAS scores. Students who did not take 
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the MCAS in 2006 were likely in another district or state and had moved to their current 
school within the past two years. Of the 968 students who had taken both the 2008 and 
2006 MCAS, 136 did not complete the 2008 BWLI survey. It should be noted that 113 of 
the 136 students (83%) who did not take the survey were students at one of the 
comparison schools (North and South). Two additional students took the BWLI student 
survey, but completed fewer than half of the items on the survey. Therefore, these 
students are excluded from the present analysis as well. This results in 830 students 
eligible for inclusion in the analyses for the current study. 
 Not all students who are recorded in MCAS data received a score. Reasons for not 
receiving a score may be absence, medical leave, students with limited English 
proficiency (LEP) who entered the country within the past year, or students with severe 
learning disabilities who took the MCAS-ALT, an alternative version of the MCAS 
geared specifically to students‘ individual needs. This is generally a very small number of 
students. Students who did not receive a score in either 2008 or the 2006 MCAS were 
also excluded from the analysis. This left 820 students in the analysis of ELA data and 
823 students in the analysis of math data across all five schools. 
 A comparison of demographic data between students included in the analysis 
versus those not included can be found in Tables 3.2 and 3.3. Examination of the data 
using a χ2 test reveals that there are significant differences between the group being 
analyzed and the excluded group. Specifically, for both ELA and math, there is 
significant difference in the percent of non-white students, the percent of students 
receiving free or reduced lunch, the percent of student who are classified as limited 
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English proficient (LEP), and the percent of students in special education. There is no 
significant difference for the percent male in the included and excluded groups for both 
ELA and math. Since gender is the focus of this study, it is important that the groups are 
equivalent on this measure, and statistically, they are. However, when examining results, 
it is important to remember how the groups differ on other measures as these differences 
may affect the generalizability of results to other settings. This is especially important to 
consider in light of teacher survey results from the BWLI project. Specifically, teachers 
within the BWLI 1:1 laptop schools reported that they saw a greater improvement for 
their ―at risk/low achieving students‖ in regard to classroom engagement, participation in 
class, and content retention (Bebell & Kay, 2009). As these students likely include 
students classified as special education or eligible for free or reduced lunch, these 
differences may not be completely captured in the present analyses, due to the 
discrepancy between the included sample and those not included. Also, it should be noted 
that the majority of students not included in the final sample were from the comparison 
schools, not from the 1:1 laptop schools. 
Table 3.2 
Comparison of Students Included and Not Included in ELA Analysis 
 Included (n = 820) Not included (n = 258) 
Percent male 52% 55% 
Percent non-white 16% 24% 
Percent receiving free/reduced lunch 37% 54% 
Percent LEP 1% 7% 
Percent special education 14% 26% 
Bold = significant at p = .05 using a 2-tailed t test 
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Table 3.3 
Comparison of Students Included and Not Included in Math Analysis 
 Included (823) Not included (255) 
Percent male 52% 55% 
Percent non-white 16% 23% 
Percent receiving free or reduced 
lunch 
37% 54% 
Percent LEP 1% 8% 
Percent special education 14% 26% 
Bold = significant at p = .05 using a 2-tailed t test 
 
Data Sources 
 To examine the relationships among computer use, achievement, and gender, this 
study employs data from two sources, BWLI 2008 student surveys and the annual MCAS 
test. As part of the BWLI project, student surveys were administered online at the 
beginning of the program and at the end of each school year. These surveys asked 
students about their computer use in and out of school, as well as their attitudes toward 
technology and education. During the spring of each year, students took the MCAS 
English Language Arts (ELA) and Mathematics tests. Data sources are described in 
greater detail below. 
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Student Survey  
 A web-based survey was developed at the beginning of the BWLI program and 
was administered to students each spring (2006, 2007, and 2008). This survey included 
questions about access to technology in school, use of technology in different subject 
areas, comfort with technology, use of technology at home, and attitudes about 
technology (Russell & Bebell, 2005). Specifically, students were asked about the number 
of times they used technology in each subject (English, math, science, and so on), and 
their teachers‘ use of technology in specific classes. They were next asked about the 
frequency of specific uses of technology in school, such as writing and editing papers, 
creating graphs, solving problems, sending email, and researching information on the 
Internet. Students rated how well they could do each of the tasks using technology. The 
final section of the survey asked students about their use of computers at home. It first 
asked about access to computers and the Internet at home. Then it asked about the 
frequency of particular uses such as searching the Internet for school or for fun, playing 
games, writing papers, downloading music and videos, and instant messaging. The same 
survey was delivered to students at the BWLI and the comparison schools. The students 
at the BWLI schools responded to additional questions specific to the 1:1 laptop 
environment. The great majority of the questions on the survey were closed-response 
questions, providing students a number of options from which to select. These included 
some attitude questions that used a Likert scale. 
 Each year, the survey was reviewed and additional questions were added. These 
questions would usually involve technology uses that had emerged at the BWLI schools, 
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but previously had not been measured, for example blog writing and video conferencing. 
Additionally, after the first year of implementation, many questions were changed from 
multiple-choice Likert scale items to items using a sliding visual-analog scale. For 
example, the original item had presented the choices ―Never,‖ ―Every couple of months,‖ 
―Every month,‖ ―Every week,‖ and ―Everyday,‖ while the new question version 
presented a sliding scale that ranged from 0 to 180 and allowed students to select an exact 
number to represent the number of times they performed each activity over the school 
year. Critics have argued that Likert scale items lack sensitivity and subtlety by forcing 
respondents to choose from a limited selection of answers, which may not accurately 
convey their actual feelings or frequency of practices (Tucker-Seeley, 2008). 
Additionally, a Likert scale, such as the one described above, is not an interval 
measurement scale.  That is, there are not constant differences between values (Bebell, 
O‘Dwyer, Russell, & Hoffman, 2010). For example, in the above example, the difference 
between ―Never‖ and ―Every couple of months‖ is not the same as the difference between 
―Every week‖ and ―Everyday.‖  If each answer choice on the Likert scale were assigned a 
number, analysis could be done, but interpretation of results might be difficult. By 
contrast, a visual-analog scale, or sliding scale, allows respondents to express their 
answers more precisely. The sliding scale is presented as a horizontal line displaying a 
range of values, in this case, the numbers 0 to 180, representing the number of days in a 
school year. Respondents can select an answer at any point along that line. This allows 
students to select a value that might not be presented in a multiple-choice format, such as 
more than once a week, but not quite every day (Bebell, et. al., 2010). Tucker-Seeley 
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(2008) found that the results from visual-analog surveys were equivalent to those on a 
Likert scale. Thus this change of scales should not affect the overall results of the 
surveys. Additionally, this study only uses data collected using the visual-analog scale. A 
complete copy of the student survey as delivered in 2008 may be found in Appendix A. 
 Administration. 
 As part of the BWLI evaluation, surveys were administered online to all students 
at the BWLI schools and the comparison schools. These surveys were delivered through a 
web-based system. As BWLI seventh grade students received their laptops first in 
January of 2006, seventh grade students at all schools completed a pre-laptop survey in 
December 2005 or January 2006 (Bebell, 2008). They took their first post-survey after 
five months of 1:1 computing in June 2006. Also in June 2006, all students in sixth and 
eighth grades took the survey as a pre-laptop survey. After the initial year, students in all 
grades took post-surveys in June of 2007 and June of 2008, after one or two years in the 
program (Bebell, 2008). The response rates for 2008 are shown by school in Table 3.4.  
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Table 3.4 
Response Rates for Grade 8 Students by School for the 2008 Student Survey 
School name Student population Survey responses Response rate 
Conte Middle School 116 113 97.4% 
Herberg Middle School 268 252 94.0% 
Reid Middle School 219 208 95.0% 
Total Public BWLI Schools 603 573 95.0% 
North 237 172 72.6% 
South 238 174 73.1% 
Total Comparison Schools 475 346 72.8% 
 
As shown in the table, 95% of students at the three public BWLI schools completed the 
survey. At the comparison schools, about 73% of the students completed the survey. 
Because of the high rate of response at all schools, there is confidence that the survey 
results are representative of the entire population of students at these five schools. 
Survey reliability. 
 The reliability of a test or survey is the degree to which individuals‘ scores remain 
consistent over repeated administrations (Crocker & Algina, 1986). Cronbach‘s alpha is a 
commonly used measure of reliability. Alpha is a measure of internal consistency of any 
score that is based on an aggregation of responses from individual items, such as from a 
test, as it determines reliability from only one test administration as opposed to multiple 
administrations. Cronbach‘s alpha ranges from 0, meaning no reliability, to 1, meaning 
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results would be expected to be perfectly consistent if multiple administrations of the 
instrument were given.  
 The 2008 student survey contained 77 non-demographic closed-response items. 
The survey was completed by 2761 students across the three public BWLI schools and 
the two comparison schools. For these 77 items and these 2761 students, Cronbach‘s 
alpha was .858, which indicates that the data is highly reliable.  
Development of Measurement Scales 
 There are nearly 100 items on the BWLI student survey including demographic 
items. In order to make the analysis more manageable and interpretable, measurement 
scales were created. A scale uses responses from multiple survey items in a single 
measure. Because it uses multiple items, a scale is more reliable, or stable, than a single 
item assuming the items composing the scale do belong to one unidimensional construct 
(Dillon & McDonald, 2001). This increased reliability ―means that the particular 
idiosyncrasies of the component items have less power to yield misleading results‖ 
(Dillon & McDonald, 2001, p. 64). In other words, one item with unusual results for 
unexplained reasons will not affect overall analysis results as greatly in a scale as it 
would on its own.  
Similarly, scales can account for multiple aspects of a construct, which may not 
be achievable in a single item (Spector, 1991). For example, the construct of writing may 
include writing in school, writing at home, working on projects, and editing papers. 
Individual items could account for each of these activities, but a scale could merge them 
into the overall construct of ―writing.‖ Combining these multiple measures into one 
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means an increase in both reliability and validity of the construct (here, student‘s writing 
frequency).   
When determining which items formed one construct, factor analysis was applied.  
Factor analysis is a statistical technique which aims ―to simplify complex sets of data‖ 
(Kline, 1994, p. 3). The results of a factor analysis are a set of one or more factors which 
can be characterized by the researcher as specific constructs. The items belonging to each 
factor are determined by their factor loadings, or correlations of each item with the given 
factor. Items with high loadings are said to belong to that factor.  
 When creating measurement scales for this research, items were assigned to 
specific scales by the researcher based on theory and from previous use of the items for 
analysis in the final BWLI evaluation report (Bebell & Kay, 2009), which in turn were 
derived from the USEIT study for which the survey was originally developed (Russell, 
O‘Dwyer, Bebell, & Miranda, 2004). Factor analysis was then used to examine which 
items held together statistically as a single scale. For each scale, the items assumed to 
belong to a single construct are entered into a factor analysis. It was previously 
hypothesized that all entered items would have high factor loadings on one factor, usually 
greater than .7. Items with factors loadings less than .5 were eliminated from the analysis, 
as they may not be accurately measuring the defined construct. Initial factor analysis 
showed that each group of items analyzed did correlate strongly with a single factor.   
Scales Used in Current Analysis. 
 Seven technology use scales were developed for the current analysis. The scales 
are named Use of Computers for Writing and Research in School, Use of Computers to 
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Solve Problems in School, Use of Computers to Present Information in School, Use of 
Computers for Communication in School, Use of Computers for Writing and Research at 
Home, Use of Computers for Communication at Home, and Recreational Home Use of 
Computers. All seven scales were identical to those used in analyses completed for the 
final BWLI report, except Use of Computers for Writing and Research in School and Use 
of Computers for Communication at Home, each of which had one fewer component item 
included than on the BWLI report (Bebell & Kay, 2009). The scales, the number of items 
in each scale, the percent of variance accounted for, and the reliability of each scale are 
shown in Table 3.5. The complete list of scales and the items that comprise them can be 
found in Appendix B. 
 The scales were computed using principal components analysis (PCA), a variation 
of factor analysis. PCA maximizes the amount of variance explained for any selected 
number of factors or components (Kline, 1994, p. 38). The components derived from 
PCA ―are uncorrelated linear combinations of actual scores‖ (Kline, 1994, p. 39).  
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Table 3.5 
Student Technology Use Measurement Scales 
 Number of 
items 
Percent variance 
accounted for 
Reliability of 
scale 
Use of computers for writing and 
research in school 
3 70% .73 
Use of computers to solve problems 
in school 
3 63% .67 
Use of computers to present 
information in school 
3 63% .70 
Use of computers for 
communication in school 
2 74% .64 
Use of computers for writing and 
research at home 
3 80% .88 
Use of computers for 
communication at home 
3 71% .80 
Recreational home use of computers 4 54% .71 
 
 The scales were created using only the data from 826 students who had taken the 
math or ELA MCAS in 2008. These 826 students included 3 students included in the 
ELA sample but not math, 6 students included in math but not ELA, and 817 students in 
both ELA and math. There were three criteria applied when determining if items formed 
a successful scale. First, the items had to relate to a sensible theoretical construct. Second, 
the items needed to account for at least 50% of the variance in the responses. Last, the 
factor loadings of each item had to be at least .5.  
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 After items are defined as part of a scale, a scale score is computed for each case 
or person in the data set. There are multiple ways in which this can be done. The first 
method is to create a new variable that is the sum of the values of each item in the scale. 
Another method is to find the average of the scores of the component items. Both of these 
methods only produce meaningful results if each item on the scale has the same response 
options. A third method employs the use of factor scores. A factor score is a weighted 
sum of the variables, using the factor loadings for weightings. Factor scores may also be 
standardized with a mean of 0 and a standard deviation of 1. The advantage of a sum or 
an average of scores is ease of interpretation. The advantage of factor scores is that each 
item forming the scale is weighted in order to maximize the amount of variance in the 
factor scores for the study sample.  
 For analyses in this study, summated scores are used for each measurement scale. 
Summated scores are most useful in the context of this study since many of the items ask 
about the number of times per year an activity was done. A sum would represent the 
number of times any of the activities in the construct were done per year. Likewise, many 
home use items ask about the average number of minutes a student spends on a specific 
activity in a given day. A sum would represent the average number of minutes that 
students completed any of the activities included in the construct. While it may be 
considered ―optimal‖ to employ factor scores, in reality, the correlation between factor 
scores and summated scores is often greater than .9, so any loss in variability by not using 
factor scores is minimal (Dillon & McDonald, 2001). 
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 Missing Data Imputation.  
 While the overall survey response rate was very high, there was some item-level 
non-response. This is most likely due to students taking a survey, but not answering every 
question, either due to misreading the survey or question, or declining to answer for a 
personal reason. When a student does not answer one item from a set for a particular 
scale, a scale score cannot be computed for that student on that scale.  
There are many ways in which the problem of item-level missing data can be 
addressed. The first set of methods involve excluding cases with missing data. This can 
be done in two ways. The first, listwise deletion, is ―accomplished by deleting from the 
sample any observations that have missing data on any variables in the model of interest 
and then applying conventional methods of analysis for complete data sets‖ (Allison, 
2002, p. 6). For this study, approximately 20% of cases within the sample have missing 
data on at least one variable, thus under listwise deletion, 20% of cases would be deleted. 
However all of these cases have some relevant item responses and most of the cases have 
nearly all item responses. Therefore by using listwise deletion, a great deal of information 
from the sample would be discarded. A second deletion method is pairwise deletion. In 
this method, only cases with missing data on variables within the specific analysis are 
deleted. Therefore, a student may be included in one regression analysis, but not in 
another as they did not provide answers to specific items. Thus the sample used for each 
analysis is different. This is problematic when forming conclusions about the collective 
analyses. Another problem created by pairwise deletion is that ―the estimated standard 
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errors and test statistics produced by conventional software are biased‖ (Allison, 2002, p. 
9). 
There are also numerous methods for replacing missing data with specific values, 
so that the case in which the missing data appears can be fully used. This allows for the 
information that is provided to be included in the analysis and not lost. These are called 
imputation methods.  Many imputation methods use regression to predict what the 
missing value would be. For example, the variable with missing values would be the 
dependent variable in a regression equation, while other relevant variables would be the 
independent variables. Using the complete cases, a regression equation is developed. 
From the regression equation, the missing values are predicted and filled in (Puma, 
Olsen, Bell, & Price, 2009). 
By using a regression equation to predict missing values, those values then miss 
the random element that all survey responses have. Because of this, the variance of the 
variable is reduced. To counteract this issue, stochastic regression imputation may be 
used. In this method, regression is done as described above and the residuals are saved. 
Then for each missing value, a random residual is selected and added to the predicted 
value (Puma et. al., 2009). 
For this analysis, stochastic regression imputation was used to compute missing 
values. Imputation was done separately for students at the laptop schools and at the 
comparison schools, as recommended by Puma et al (2009). In each group, missing 
values initially were examined on the item level. Other items within the same scale were 
used as independent variables in the regression model. This process was repeated 
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recursively until all missing values were replaced. For some students, no items for a 
particular scale were completed. In these cases, scale values that were not missing were 
used to predict the missing scale values, again using stochastic regression imputation. 
Again, this was done recursively. At the end of the process, all students in the sample had 
values for each of the seven scales. 
Massachusetts Comprehensive Assessment System (MCAS) 
 The Massachusetts Comprehensive Assessment System (MCAS) English 
language arts (ELA) and mathematics tests were used as measures of student 
achievement in English and math. The MCAS is a series of exams given to students in 
public schools in Massachusetts. It was designed to meet the requirements of the 1993 
Education Reform Act, which required that all students, regardless of disability or 
language status, must be measured against the Massachusetts curriculum frameworks, 
and all scores must be reported by student, school, and district (Massachusetts 
Department of Elementary and Secondary Education, 2008b). The MCAS was first 
administered in 1998. As of the 2005-2006 school year, the No Child Left Behind Act 
required that students be assessed in both ELA and math each year from grades 3 through 
8 and in one high school year, thus the MCAS was expanded to cover these grades. The 
MCAS also includes a science exam that is administered in grades 5, 8, and 10 
(Massachusetts Department of Elementary and Secondary Education, 2008a). 
 The MCAS exam has multiple test forms, such that students within the same 
classroom may receive somewhat different tests. About 20% of the items on each MCAS 
exam are matrix sampled items which differ across test forms (Massachusetts Department 
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of Elementary and Secondary Education, 2008b). These items are used to equate scores 
across years or to pilot new items for future test administrations. The MCAS scores used 
for officially reported scores are composed only of the common items which were 
completed by all students and represent 80% of all items on a given test form. The 
discussion and analyses that follow focus only on these common items.  
Scoring of the MCAS. 
 Raw scores on the MCAS are computed by adding the total number of points 
earned on all questions for that subject. The raw scores are converted to scale scores, 
from 200 to 280. These scores ―assist in the interpretation of MCAS results across tests 
and years‖ (Massachusetts Department of Elementary and Secondary Education, 2008b, 
p. 18). Scores are also reported as one of four performance levels, Advanced, Proficient, 
Needs Improvement, and Warning/Failing (Massachusetts Department of Elementary and 
Secondary Education, 2008b, p. 14).  
For all analyses presented in this study, raw scores are used. The use of scale 
scores is most useful for comparing results across years. For this study, however, scores 
are compared between groups within the same year (Grade 8 ELA or Math from 2008). 
Additionally, because of the way scale scores are computed, they are ordinal variables, 
rather than interval or ratio variables. Ordinal variables show order, but they do not have 
constant differences. By contrast interval and ratio variables have constant differences, 
such that a difference between two interval variables is meaningful. In regression 
analysis, use of ordinal variables as dependent variables is discouraged as they may 
provide misleading results since the differences between scores are not constant (Long, 
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1997). For example, the difference between 240 and 250 may not be meaningfully the 
same as the difference between 250 and 260. Therefore, the raw scores are more 
appropriate for this analysis. Raw scores also allow for analysis of the sub-domains 
within the ELA and math MCAS exams (such as Reading and Literature for ELA or 
Number Sense for math), as scale scores are not computed for these sub-categories.  
 English language arts MCAS. 
 At eighth grade, the ELA MCAS assesses students on their use and understanding 
of language as well as their ability to read and comprehend different types of writing 
(Massachusetts Department of Education, 2001).  The exam is composed of reading 
passages followed by multiple-choice and open-response questions. The reading passages 
are taken from a variety of genres including literary texts, such as fiction, poetry, and 
drama, and informational and expository texts. The 2008 exam included six reading 
passages, followed by four to eight multiple-choice questions each, plus at most one 
open-response question (Massachusetts Department of Elementary and Secondary 
Education, 2008c). In total, the 2008 exam included 36 multiple-choice questions and 4 
open-response questions. A correct answer to a multiple-choice question was worth one 
raw score point. The open-response questions were scored using a four-point rubric. Thus 
students could receive a maximum of 52 raw score points. Multiple-choice items were 
machine scored, while the open-response items were hand-scored by trained scorers 
(Massachusetts Department of Elementary and Secondary Education, 2008b). 
 A student‘s ELA score is composed of two subscales, Reading and Literature, and 
Language (Massachusetts Department of Elementary and Secondary Education, 2008c). 
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Subscale scores are computed by adding the raw score points for each of the items within 
the subscale. Thirty of the multiple-choice questions and all 4 open-response questions 
were from the Reading and Literature strand, for a maximum of 46 raw score points. 
There were six multiple-choice questions in the Language strand, for a possible of six 
raw score points. Reliability (computed from Cronbach‘s alpha) of the total raw score and 
the subscale scores from the 2008 exams for students in the included sample at five 
studied schools is shown in Table 3.6. In general, professionally developed high stakes 
tests should have a reliability of .9 or higher (Wells & Wollack, 2003). As the current 
analysis is not high stakes in nature, it is appropriate to use sets of test items with lower 
reliabilities, such as for the total raw score (40 items) the reading and literature subscore 
(34 items), computed using only students in this sample‘s study. Because of the few items 
included in the language subscore, its reliability is much lower at .456. This is lower than 
.7, the minimum reliability advised for a typical classroom exam (Wells & Wollack, 
2003). Thus, for this study, no analysis is completed on the language subscore. 
Table 3.6 
Reliability Measures for MCAS ELA Scales 
 Number of 
items 
Total possible raw 
score points 
Reliability 
Total raw score 40 52 .880 
Reading and literature 
score 
34 46 .867 
Language score 6 6 .456 
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 Mathematics MCAS. 
 The eighth grade math MCAS consists of the following five substrands: Number 
Sense and Operations; Patterns, Relations, and Algebra; Geometry; Measurement; and 
Data Analysis, Statistics and Probability (Massachusetts Department of Education, 2000). 
The 2008 test consisted of 30 multiple-choice items, 4 short-answer items, and 5 open-
response items. The open-response items involve showing or explaining work with 
multiple steps, whereas the short-answer items involve one answer that students write, 
such as a number or an equation (Massachusetts Department of Elementary and 
Secondary Education, 2008c). Like the ELA MCAS, the multiple-choice items were 
machine scored, while the short-answer and open-response items were hand scored. As 
with ELA, the multiple-choice items are worth one raw score point each and the open-
response items are worth four points. The short-answer items are worth one point each. 
This means there are a total of 54 possible raw score points on the exam.  
The number of items and raw score points allocated to each substrand on the math 
MCAS and the reliability (computed from Cronbach‘s alpha) of the total raw score and 
the subscale scores from the 2008 exams for students included in this study from the five 
studied schools is shown in Table 3.7.  
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Table 3.7 
Reliability Measures for MCAS Math Subscales 
 Number of 
items 
Total possible 
raw score points 
Reliability 
Total raw score 39 54 .909 
Number sense and operations 11 14 .758 
Patterns, relations and algebra 12 15 .725 
Geometry 4 7 .432 
Measurement 4 7 .503 
Data analysis, statistics and probability 8 11 .628 
 
As stated previously, an alpha of .9 or above is expected for high stakes test, and 
that was found for the complete mathematics test. Usually values of .7 or above are 
preferred for classroom tests, and as the current analysis is low-stakes, this is sufficient 
for this research (Wells & Wollack, 2003). Thus the reliability of Number Sense and 
Operations, and Patterns, Relations and Algebra are sufficient for this analysis. The low 
reliability for the Geometry and Measurement strands in particular is due to the few items 
in the substrand (four each). Because of this low reliability, analyses is not done for 
Geometry and Measurement in this research. The reliability of the Data Analysis, 
Statistics, and Probability substrand is also lower than desirable, but still within the 
bounds of acceptable. Therefore, analyses is completed using the Data Analysis, 
Statistics, and Probability strand, but results should be interpreted with caution. 
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Specifically student test scores on this substrand may not be stable across administrations 
and therefore any relationships these scores have with other variables may not hold in 
general. 
Data Analysis 
 The following section details the statistical techniques that are used to address the 
research questions first presented in Chapter 1. 
Research Question 1: How does student technology use at school and at home differ by 
gender? 
 The aim of the analyses for this research question is to determine if the amount of 
use of technology is significantly different between boys and girls. Specific technology 
uses from the student survey are examined. The results of the scales described in the 
previous section are compared. Significance is determined using t-tests with α = .05, 
meaning that for values of α greater than .05, the null hypothesis, that boys and girls are 
equal on that measure, is assumed true. These analyses are done for all students in the 
sample, as well as for BWLI students and comparison students separately. In this way, 
we can explore if setting (laptop school or non-laptop school) affects different uses 
between genders.  
 Because these analyses include multiple t-tests, the possibility of Type I error 
(rejection of the null hypothesis when the null hypothesis is true) on one or more of the 
tests is increased. While for an individual t-test, there is only a .05 allowance for Type I 
error, with multiple t-tests the probability of finding one or more significant results 
among the group of comparisons increases by chance alone rather than because there are 
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true differences between the groups (Warner, 2007). An often-used formula used to 
compute the overall error rate for tests is 1 – (1 – α)n, meaning that if α = .05 and there 
are 20 comparisons, the overall error rate is not .05, but .64 (Perneger, 1998). One 
widely-accepted method of correcting for this inflated error is to apply the Bonferroni 
adjustment. By this method, the desired Type I error rate (in this case .05) is divided by 
the number of t-tests to be performed (Warner, 2007). Thus, the overall Type I error rate 
remains at .05. 
 However the Bonferroni adjustment is intended for use when evaluating the 
universal null hypothesis that groups are equivalent on all measures, rather than 
evaluating each measure separately (Perneger, 1998). In this particular analysis, the 
interest lies in how boys and girls compare on separate variables, so the overall 
hypothesis is not relevant. Additionally, decreasing the Type I errors inflates the 
possibility of Type II errors (that the null hypothesis is accepted when the alternative is 
true). For these reasons, the Bonferroni adjustment is not used in answering Research 
Question 1 to account for the t-tests performed on multiple items. However three tests are 
performed on each item: one test comparing the results by gender for all students, a 
second comparing the results within the BWLI schools and a third test comparing results 
within the comparison schools. Thus, within the results of a single scale, there is an 
inflated Type I error rate. Therefore within each scale, the Bonferroni adjustment is 
applied and α is set at .05/3 or .0167. 
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Research Question 2: Which computer uses, if any, are significant predictors of 
achievement on English language arts (ELA) and mathematics state assessments? 
 To determine which variables are significant predictors of achievement, multiple 
regression analysis is used. Multiple regression analysis is a statistical technique used to 
analyze the effects of two or more independent variables on a dependent variable 
(Pedhauzer, 1997). The goal is to determine the extent to which the independent variables 
predict or explain the dependent variable. This methodology is thus appropriate for 
answering Research Question 2. 
 Dependent variables. 
 Multiple analyses are completed in answering Research Question 2. In each, a raw 
score from the 2008 MCAS is used as the dependent variable. Specifically, for the ELA 
MCAS, two analyses are completed: total raw score and the reading and literature 
subscore. The subscores are computed by finding the sum of the scores a student attained 
on the questions designated by the MCAS designers as belonging to that specific sub-
area. Analysis was not completed for the language subscore because of the low reliability 
of that score as described previously. For the math MCAS, four analyses are completed: 
total raw score; number sense and operations subscore; patterns, relations, and algebra 
subscore and data analysis, statistics, and probability subscore. Analyses are not 
completed for the geometry subscore or the measurement subscore due to the low 
reliability of these measures as previously described.  
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 Independent variables. 
There are several independent variables included in the analysis. The first set are 
the seven scales described in Table 3.5.  Prior MCAS raw scores (from Grade 6) areused 
to control for prior ability. Free or reduced lunch (a dichotomous variable with 1 meaning 
a student receives free or reduced lunches at school and 0 meaning a student does not) are  
used to control for socio-economic status. Using these variables helps to ensure that any 
significant results relating to technology uses are not a side effect of either prior ability or 
the student‘s socio-economic status. 
It is important to recognize that the raw scores between MCAS exams cannot be 
compared over time as they vary from year to year and translate to different scale score. 
Additionally, the scale scores 8
th
 grade MCAS cannot be compared to the scale scores 6
th
 
grade MCAS as they measure different constructs (for example 8
th
 grade math versus 6
th
 
grade math). Therefore, changes in achievement cannot be measured by simply 
subtracting the 6
th
 grade scores from the 8
th
 grade scores. However, using the 6
th
 grade 
MCAS scores in this study is appropriate as they serve as an estimate of prior ability. 
Specifically, the 2006 6
th
 grade MCAS ELA and math scores are used as a covariate in 
the regression analyses to adjust for the effect that prior achievement may have had on 8
th
 
grade test performance. 
 After these regression analyses have been completed, they are repeated using a set 
of independent variables that account for school membership. It is necessary to do this as 
the schools have used the technology in somewhat different ways (Bebell & Kay, 2009). 
For example, students at Conte rarely used email, whereas students at the other two 
Rachel E. Kay  76 
 
BWLI public schools used email occasionally. Students at Reid used computers for 
taking notes much more frequently than students at the other two BWLI public schools. 
Thus, for each school, the potential relationship between technology use and MCAS 
scores may be different.   
Unlike variables for frequency or length, school membership does not have 
obvious numerical values. Thus, these variables are created using categorical coding. 
Categorical coding allows for the inclusion of a categorical (or nominal) independent 
variable within the regression analysis. This is done by creating additional independent 
variables to represent comparisons between the categories. The number of variables 
developed is the number of categories in the original variable minus one. In this study, 
there are five schools, so four coding variables are developed. 
 There are three common methods of categorical coding. The first is dummy 
coding. For each dummy coded variable, one category (or school) is assigned the value 1 
while the other categories (schools) are assigned the value 0. For five schools, four 
variables would be created. In those four different variables, four different schools have 
the value 1, while one school will never be 1 and is always be 0. (Cohen & Cohen, 1983). 
By the definition of the variables, any case (student) which has 0 values on all four 
dummy variables is a member of the fifth school. The dummy variables can be included 
in a regression equation and the coefficients of each dummy variable can be tested for 
significance to determine if the school assigned 1 on that variable is significantly 
different on the dependent variable from the fifth school, which serves as a reference 
category. While the interpretation of dummy coding is the least complicated, dummy 
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coding is not appropriate to the current study. In this study, no one school would clearly 
be a reference category. Also, there is no distinction that can be made between laptop and 
comparison schools using dummy coding. 
 A second type of categorical coding is effect coding. Like dummy coding, effect 
coding requires one fewer variables than there are categories. Again, each category 
(school) is coded 1 in one of the variables while the other categories are coded 0. The 
difference is the reference category. Rather than being coded 0 each time, it is coded -1 
(Cohen & Cohen, 1983). The advantage of effect coding is that it compares each category 
not to the last category, but to the unweighted mean of the independent variable for all 
five categories. This is also called the grand mean. ―Unweighted‖ indicates that sample 
sizes are not taken into account. Effect coding ―is most conveniently compared with the 
entire set of groups, rather than with a single reference group, as is facilitated by dummy-
variable coding‖ (Cohen & Cohen, 1983, p. 201). In the regression model, the 
significance of the coefficients as well as the percent of variance accounted for is the 
same as in dummy coding. While effect coding makes more sense in this study than 
choosing a reference category as in dummy coding, it still does not account for the two 
school types: laptop and comparison. 
 The last type of categorical coding is contrast coding. Again, there are 
independent variables created for each category minus one. However, the contrasts can be 
set up to compare the categories in different arrangements. For example, the mean value 
of the dependent variable for two schools could be compared to the mean value of the 
other three. For this type of coding, the codes for any one variable must have a sum of 0. 
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Ideally, the sum of the products of the codes of any two coding variables is also 0, which 
would mean the variables are independent and therefore, orthogonal. Orthogonal 
variables have codes that are not correlated. If non-orthogonal codes are used, the 
variables are not independent. That dependence makes the probability of a Type I error 
more likely (Stevens, n.d.). Because of this, the Bonferroni adjustment should be applied 
when determining the significance of the regression coefficients (Pedhauzer, 1997).  
For this study, there are five categories to be accounted for under the variable 
school: three BWLI schools (Conte, Herberg, and Reid) and two comparison schools 
(North and South). Because of the use of five schools within two different groups, 
contrast coding allows for the most specific comparisons that are meaningful within the 
context of this study. Specifically, the variables allow comparisons between the mean 
MCAS scores (or subscores) of students in each school after adjusted for the variance 
accounted for by the other independent variables.  
 The schools are coded onto variables C1, C2, C3, and C4 as shown in Table 3.8. 
The first three variables create a comparison between the mean values of the dependent 
variable of each BWLI school and the average of the mean values of the two comparison 
schools. For example, in vector C1, the mean score of students at Conte are compared 
with the average of the mean scores of students at the North and South schools. Thus the 
comparison is 
 L = C – ((N + S)/2) 
In this case the coefficients are 1 for Conte, -½ for North and -½ for South. The 
coefficients of Herberg and Reid are 0 as they are not included in this specific contrast. 
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To eliminate the need for fractions, all of the coefficients can be multiplied by 2, so that  
students at Conte school have a code of 2, the other laptop schools (Herberg and Reid) 
still have codes of 0, and both comparison schools (North and South) have codes of -1. 
The codes for the second (C2) and third (C3) vectors are derived in the same way. When 
these coded variables are included in the regression equation, they have coefficients that 
can be tested to determine if they are significantly different from zero. If the coefficient 
of any of these vectors is significantly different from zero, then the BWLI school in 
question has significantly different mean scores from the average of the comparison 
schools.  
Table 3.8 
Contrast Codes for School Membership Vectors 
 C1 C2 C3 C4 
Conte 2 0 0 0 
Herberg 0 2 0 0 
Reid 0 0 2 0 
North -1 -1 -1 1 
South -1 -1 -1 -1 
Sum 0 0 0 0 
 
The last vector compares the two comparison schools to each other as derived 
from the comparison equation 
L = 1N – 1S. 
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If the coefficient of C4 is significantly different from zero, the two comparisons schools 
have different average MCAS scores from each other after accounting for variance of the 
other independent variables. 
 To determine if the codes in Table 3.8 are orthogonal the sum of the products of 
codes for any two variables can be computed. For example, for C1 and C2, the sum of the 
products of the codes is: 
 2(0) + 0(2) + 0(0) + -1(-1) + -1(-1) = 2 
Because the sum is not zero, the variables are not orthogonal and thus, the coding is not 
orthogonal. Therefore, the Bonferroni adjustment is applied when determining the 
significance of the coefficients of these four coded variables. Specifically, since the 
critical value of α used to determine the significance of the coefficients in this analysis is 
.05, for the four coding variables, the critical value is .05 divided by 4, or .0125. This 
means that if a coefficient of one of the contrast coded variables in the regression 
equation has a p-value less than .0125, it is considered significantly different from 0, and 
thus, that contrast is significant and the means compared are significantly different. 
 Developing regression equations. 
 For each dependent variable (the scores and subscores in ELA and math), four 
regression equations are developed. In the first, the independent variables included are 
the student-level 2006 MCAS scores, the student‘s socio-economic status, and the 
technology use scales. In the second regression, the independent variables are previous 
test scores, the student‘s socio-economic status, the technology scales, and the school 
membership variables.  By completing both of these models, it will become clearer how 
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the main effects on MCAS scores possibly differ when the differences among schools are 
considered. Additionally, the regression equations including previous scores, socio-
economic status, and technology use variables are run separately for the BWLI and 
comparison students in order to determine if some relationships exist in one setting, but 
not the other. 
Because of the large number of possible independent variables, two criteria have 
been developed to determine which technology-use variables are included in each 
regression equation. The first criterion is that the mean value of the variable for boys and 
the mean value of the variable for girls are significantly different values, as measured by 
a t-test with α = .05. This is important when proceeding with analysis for Question 3. The 
second criterion is to include any variable that has a significant correlation with the 
dependent variable. If a variable meets either of the two criteria, it is included in the 
regression analysis for that dependent variable.  
After equations are developed for each dependent variable, significance tests are 
conducted on the coefficient of each independent variable in each regression equation to 
determine if it is significantly different from zero. If so, it can be assumed that the 
independent variable is a significant predictor of the dependent variable.  
Research Question 3: Is there a difference in achievement scores by gender given student 
computer usage both at school and at home? 
 The last component of the analysis is to determine the role of gender in predicting 
MCAS scores and subscores, with relation to the interaction of gender and the technology 
use variables. As with Question 2, MCAS raw scores and subscores are used as 
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dependent variables. The independent variables are selected by the criteria described 
above. To account for the main effect of gender on test scores after accounting for the 
variance in test scores due to the independent variables, a dichotomous gender variable is 
included. This variable is coded 1 for female and 0 for male. As with the other 
independent variables, a significant coefficient of this variable indicates that gender is a 
significant predictor of MCAS scores or subscores. 
 Additionally, gender interaction terms are created for each technology use 
variable or scale included in the regression equation. The interaction terms are the 
product of the gender variable with the use variable. A significant coefficient of one of 
the interaction terms indicates that gender in conjunction with the specific use variable is 
a significant predictor of MCAS scores or subscores. 
The results of the analyses described above should clarify the relationship 
between achievement scores, technology use, and gender across the participating BWLI 
schools.  
Summary 
This chapter provided detail on the BWLI study and evaluation. It then discussed 
the instruments to be used for the present study and the sample of students to be included. 
Lastly, the analyses for each of the three research questions were examined. This 
included the statistical techniques as well as the dependent and independent variables to 
be included. The next chapters of this study will discuss the results of these analyses and 
their meaning in the larger context of technology use in schools. 
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Chapter 4: Results 
 The current study examines three related research questions. The first question 
examines whether particular technology uses are different between girls and boys at the 
middle school level, and if these differences exist at 1:1 laptop schools versus at schools 
without a laptop program. The next question, which computer uses are significant 
predictors of achievement on English language arts and mathematics state assessments, is 
answered using regression analysis. Finally, the last research question asks if there is a 
difference in achievement scores by gender given student computer usage at school and 
at home. This analysis uses the same regression models with the inclusion of a gender 
variable and interaction terms to determine if gender plays a role in how technology use 
relates to test scores. 
Technology Use Scales 
 As described in the previous chapter, seven technology use scales were developed 
using items from the Berkshire Wireless Learning Initiative (BWLI) 2008 student survey. 
The items belonging to each scale were determined using theory, previous research 
(Russell, O‘Dwyer, Bebell, & Miranda, 2004), and factor analysis. Each scale was 
composed of between two and four items and the value of the scale was computed by 
finding the sum of those items. For the scales related to school use of technology, a sum 
provides the total number of school days in which a student used a computer for any of 
the technology uses included in that scale. For the scales related to home use of 
technology, the sum is the average number of minutes per day a student spends doing any 
of the activities included in the scale. Descriptive statistics for each scale as well as its 
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composite items are shown in Tables 4.1 through 4.7. These results are split into BWLI 
students at Conte, Herberg, and Reid, and comparison students at North and South. All 
data in these tables are computed using imputed values for missing data as described in 
Chapter 3. 
Table 4.1 
Descriptive Statistics for Scale 1: Use of Computers for Writing and Research in School 
 BWLI Comparison 
 Mean St. Dev. Mean St. Dev. 
Use of computers for writing and 
research in school* 
148.30 115.89 55.58 64.28 
In the past year, how often did you use 
a computer in school to write first 
drafts?* 
28.76 36.61 10.19 20.35 
In the past year, how often did you use 
a computer in school to edit papers?* 
33.62 43.84 11.98 21.88 
In the past year, how often did you use 
a computer in school to find 
information on the Internet?* 
86.27 61.83 33.40 38.47 
* = significant at .05 
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Table 4.2 
Descriptive Statistics for Scale 2: Use of Computers to Solve Problems in School 
 BWLI Comparison 
 Mean St. Dev. Mean St. Dev. 
Use of computers to solve problems in 
school* 
41.80 69.64 8.80 18.55 
In the past year, how often did you use a 
computer in school to work with 
spreadsheets/databases?* 
6.61 18.61 2.16 10.91 
In the past year, how often did you use a 
computer in school to solve problems?* 
22.18 39.29 3.83 8.34 
In the past year, how often did you use a 
computer in school to analyze data?* 
12.71 28.38 2.83 7.55 
* = significant at .05 
 
Table 4.3 
Descriptive Statistics for Scale 3: Use of Computers to Present Information in School 
 BWLI Comparison 
 Mean St. Dev. Mean St. Dev. 
Use of computers to present information in 
school* 
58.67 74.43 14.53 28.57 
In the past year, how often did you use a 
computer in school to create a PowerPoint 
presentation?* 
24.77 35.59 5.91 11.94 
In the past year, how often did you use a 
computer in school to create graphs or tables?* 
15.04 27.82 3.75 14.08 
In the past year, how often did you use a 
computer in school to present information to 
the class?* 
18.94 30.06 4.90 11.92 
* = significant at .05 
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Table 4.4 
Descriptive Statistics for Scale 4: Use of Computers for Communication in School 
 BWLI Comparison 
 Mean St. Dev. Mean St. Dev. 
Use of computers for communication in 
school* 
31.11 57.83 1.36 9.20 
In the past year, how often did you use a 
computer in school to send or receive 
email?* 
16.05 35.26 1.06 7.67 
In the past year, how often did you use a 
computer in school to email a teacher?* 
15.23 33.08 0.35 2.09 
* = significant at .05 
 
Table 4.5 
Descriptive Statistics for Scale 5: Use of Computers for Writing and Research at Home 
 BWLI Comparison 
 Mean St. Dev. Mean St. Dev. 
Use of computers for writing and 
research at home 
69.35 72.11 76.46 80.32 
On a typical day about how many 
minutes do you use a computer at home 
to search the Internet for school? 
17.69 24.07 20.62 27.46 
On a typical day about how many 
minutes do you use a computer at home 
to write papers for school? 
25.09 27.68 27.43 30.50 
On a typical day about how many 
minutes do you use a computer at home 
to work on school projects? 
25.43 29.03 28.40 32.21 
* = significant at .05 
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Table 4.6 
Descriptive Statistics for Scale 6: Use of Computers for Communication at Home 
 BWLI Comparison 
 Mean St. Dev. Mean St. Dev. 
Use of computers for communication at 
home 
101.18 102.23 112.30 103.34 
On a typical day about how many minutes 
do you use a computer at home to chat/IM? 
46.66 43.85 50.60 43.76 
On a typical day about how many minutes 
do you use a computer at home to email? 
20.75 32.67 24.85 34.63 
On a typical day about how many minutes 
do you use a computer at home to use a 
social networking site? 
35.20 44.72 38.12 46.68 
* = significant at .05 
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Table 4.7 
Descriptive Statistics for Scale 7: Recreational Home Use of Computers 
 BWLI Comparison 
 Mean St. Dev. Mean St. Dev. 
Recreational home use of computers 78.89 86.67 85.23 90.00 
On a typical day about how many minutes do 
you use a computer at home to search the 
Internet for fun? 
34.97 36.51 37.40 37.00 
On a typical day about how many minutes do 
you use a computer at home to create music or 
video projects? 
11.98 26.03 11.74 25.22 
On a typical day about how many minutes do 
you use a computer at home to download music 
or video? 
23.44 34.07 27.43 36.51 
On a typical day about how many minutes do 
you use a computer at home to shop online? 
8.05 20.05 10.03 24.69 
* = significant at .05 
 
 Tables 4.1 through 4.4 refer to school use of computers. It should be noted that for 
each of those four scales as well as every component item there is a significant difference 
in the means between the BWLI schools and the comparison schools, with more use by 
students at the BWLI schools. Additionally, Tables 4.5 through 4.7 refer to home use of 
computers. For the scales and individual variables in these tables, there are no significant 
differences at all between BWLI and comparison school students. Thus outside of school, 
these students are not very different with regard to technology usage. 
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Research Question 1: How Does Student Technology Use at School and at Home Differ 
by Gender? 
 For each of the seven measurement scales, the mean values for boys and girls are 
compared using an independent means t-test. This is done for the entire sample of 
students, for BWLI students on their own, and for comparison students on their own. 
Through these analyses, it is possible to determine if boys and girls are using technology 
differently. As described in Chapter 3, the critical value for determining significance is 
.05 divided by 3 as there are three t-tests being performed for each scale. In this way, the 
overall Type I error probability for all three tests remains at .05. In all of these analyses, 
there are 429 boys and 397 girls in the entire sample, 168 boys and 150 girls at the BWLI 
schools, and 261 boys and 247 girls at the comparison schools. 
Use of Computers for Writing and Research in School 
 The means for boys and girls on the scale use of computers for writing and 
research in school are shown in Table 4.8. This scale is measured in number of days per 
school year. In all three cases, girls do more writing and research than boys, as was found 
in the literature on gender and computer use. However none of these differences are 
significant. 
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Table 4.8 
Use of Computers for Writing and Research in School by Gender 
 Boys Girls   Sig. (2-
tailed)  Mean St. Dev. Mean St. Dev. t df 
All students  107.64 104.58 117.96 113.46 -1.360 824 .174 
BWLI students  141.92 112.93 155.03 118.80 -1.275 506 .203 
Comparison students 54.38 59.05 56.91 69.86 -.350 316 .726 
* = significant at .05/3 ≈ .017 
Use of Computers to Solve Problems in School 
 The means for the frequency of computer use to solve problems in schools are 
shown in Table 4.9. This variable is also measured in days per school year. In all three 
cases, boys use computers more frequently than girls to solve problems in school, which 
matches the information from the literature. But as with the first scale, none of these 
differences are significant. 
Table 4.9 
Use of Computers to Solve Problems in School by Gender 
 Boys Girls   Sig. (2-
tailed)  Mean St. Dev. Mean St. Dev. t df 
All students  31.24 62.61 26.77 52.68 1.107 824 .269 
BWLI students  45.18 75.84 38.23 62.37 1.126 506 .261 
Comparison students 9.59 17.77 7.91 19.40 .807 316 .420 
* = significant at .05/3 ≈ .017 
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Use of Computers to Present Information in School 
 The mean number of days students use computers to present information in school 
are shown in Table 4.10 by gender. In all three cases, the means are similar and not 
significantly different. 
Table 4.10 
Use of Computers to Present Information in School by Gender 
 Boys Girls   Sig. (2-
tailed)  Mean St. Dev. Mean St. Dev. t df 
All students  43.02 70.50 40.22 57.73 .622 824 .534 
BWLI students  61.54 83.74 55.63 63.15 .894 506 .372 
Comparison students 14.85 35.09 14.25 21.21 -.186 316 .853 
* = significant at .05/3 ≈ .017 
 
Use of Computers for Communication in School 
 The means for use of computers for communication in school, measured in school 
days per year, are shown in Table 4.11. In both the analyses for all students and BWLI 
students the girls‘ use the computer for communication more frequently than boys. Use 
by both boys and girls is negligible at the comparison schools. In no cases are the 
differences significant. 
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Table 4.11 
Use of Computers for Communication in School by Gender 
 Boys Girls   Sig. (2-
tailed)  Mean St. Dev. Mean St. Dev. t df 
All students  17.15 47.40 22.37 48.41 -1.563 824 .119 
BWLI students  26.90 57.99 35.57 57.44 -1.692 506 .091 
Comparison students 2.02 12.01 0.63 4.13 1.348 316 .178 
* = significant at .05/3 ≈ .017 
Use of Computers for Writing and Research at Home 
Use of computers for writing and research at home is measured in average 
number of minutes per day. The means for this scale are displayed in Table 4.12. In this 
case, for BWLI students, boys are spending more time on writing and research, which 
contradicts the information from the literature. For the comparison school students, girls 
spend more time on writing and research. However both of these differences are small, 
less than six minutes, and none of the differences are significant. 
Table 4.12 
Use of Computers for Writing and Research at Home by Gender 
 Boys Girls   Sig. (2-
tailed)  Mean St. Dev. Mean St. Dev. t df 
All students  73.20 76.53 70.89 74.26 .441 824 .659 
BWLI students  72.19 76.48 66.36 67.21 .911 506 .363 
Comparison students 74.77 76.81 78.35 84.29 -.395 316 .693 
* = significant at .05/3 ≈ .017 
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Use of Computers for Communication at Home 
 The mean values for the minutes of computer use per day at home for 
communication are shown in Table 4.13. None of these differences between boys and 
girls are significant, although in all cases, there is more use by girls than boys as would 
be expected based on the literature. 
Table 4.13 
Use of Computers for Communication at Home by Gender 
 Boys Girls   Sig. (2-
tailed)  Mean St. Dev. Mean St. Dev. t df 
All students  100.31 98.92 111.04 106.57 -1.501 824 .134 
BWLI students  96.93 100.08 105.67 104.48 -.962 506 .336 
Comparison students 105.54 97.15 119.87 109.70 -1.236 316 .218 
* = significant at .05/3 ≈ .017 
Recreational Home Use of Computers 
 The mean number of minutes per day that boys and girls use computers 
recreationally at home are shown in Table 4.14. All three analyses show girls use 
computers for recreational purposes a few more minutes per day more than boys, but 
none of these differences are significant. 
 
 
 
 
 
 
 
Rachel E. Kay  94 
 
Table 4.14 
Recreational Home Use of Computers by Gender 
 Boys Girls   Sig. (2-
tailed)  Mean St. Dev. Mean St. Dev. t df 
All students  80.04 84.67 82.73 91.48 -.439 824 .661 
BWLI students  77.95 85.35 79.89 88.19 -.251 506 .802 
Comparison students 83.28 83.74 87.41 96.77 -.408 316 .683 
* = significant at .05/3 ≈ .017 
 
 Overall, based on the data in this study, there are not significant differences 
between girls‘ and boys‘ technology use. This result contradicts the information in the 
literature which describes particular uses as more frequent for girls or more frequent for 
boys. 
Research Question 2: Which Computer Uses, if any, Are Significant Predictors of 
Achievement on English Language Arts and Mathematics State Assessments? 
 As described in Chapter 3, the second research question is answered with a series 
of linear regression models. The dependent variables are raw scores and subscores from 
the 2008 eighth grade MCAS. The independent variables include sixth grade MCAS 
scores and free or reduced lunch eligibility as a proxy for socio-economic status. The 
independent variables also include the variables from the seven measurement scales that 
meet one of the following criteria: they have a significant correlation with the dependent 
variable or they show a significant difference in means between boys and girls. As shown 
in the previous section, none of the technology measurement scales show a significant 
difference between girls and boys, so correlation with the dependent variable is the only 
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criterion. For each dependent variable, these analyses are repeated including categorical 
coded variables for school membership. Additional regression analysis are completed for 
the BWLI students and the comparison students separately without including the school 
membership variables. 
English Language Arts MCAS 
 The English language arts MCAS is composed of two sub-areas: reading and 
literature, and language. Due to the limited number of items in the language strand, it is 
not analyzed here. Means for the ELA total raw score and the reading and literature 
subscore are shown in Table 4.15 by BWLI status and gender. In both BWLI and 
comparison schools, girls performed significantly better than boys at the .05 level for 
both the total ELA score (for BWLI: t = -4.203, df = 501, p < .0005; for comparison: t = -
2.803, df = 315, p = .005) and the reading and literature subscore (for BWLI: t= -4.650, 
df = 501, p < .0005; for comparison: t = -2.858, df = 315, p = .005). In no cases did the 
BWLI and comparison students perform significantly differently from each other. 
Table 4.15 
Mean MCAS ELA Scores and Subscores 
 BWLI Comparison 
 All Boys Girls All Boys Girls 
English language arts 2008       
Total raw score 36.03 34.50 37.63 36.92 35.77 38.20 
Reading and literature 
subscore 
31.32 29.80 32.90 32.11 31.05 33.28 
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ELA total raw score. 
To begin the regression analysis, correlations between the technology 
measurement scales and the dependent variable, ELA total raw score, are computed. 
These correlations are shown in Table 4.16 for the overall sample, as well as for the 
BWLI and comparison students separately. Those scales that are significantly correlated 
with ELA raw scores for any of these groups are used as independent variables in the 
regression equations that follow. 
Table 4.16   
Correlation of MCAS ELA Total Score with Technology Measurement Scales 
 ELA Total Raw Score 
 Overall BWLI Comparison 
Use of computers for writing and research in 
school 
-.132 -.090 -.230 
Use of computers to solve problems in school -.086 -.068 -.171 
Use of computers to present information in school -.114 -.103 -.127 
Use of computers for communication in school .016 .049 -.074 
Use of computers for writing and research at 
home 
-.023 .004 -.072 
Use of computers for communication at home .017 .093 -.121 
Recreational home use of computers .040 .110 -.080 
Bold face is significant at .05. 
 
It is interesting to observe that for every technology use, the comparison students 
show a negative relationship with the ELA total score. The BWLI students show a 
positive relationship between ELA total raw scores and the three home technology use 
scales as well as with use of computers for communication in school. In both cases, not 
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all correlations are significant and all show only low correlation. The first three 
measurement scales, use of computers for writing and research in school, use of 
computers to solve problems in school, and use of computers to present information are 
significantly correlated with the sample overall and thus is retained for the regression 
analysis for ELA total raw score. Use of computers for communication at home is not 
significantly correlated with the overall sample, but is significantly correlated with each 
group of students separately, so it also is included in the regression equations. Lastly, the 
scale, recreational home use of computers, was significantly correlated with BWLI 
students‘ scores, so it too is used in both regression analyses. 
 The first regression equation is computed with ELA MCAS raw score from 2008 
as the dependent variable. The independent variables are ELA raw score from 6
th
 grade in 
2006 (ELA06), free or reduced lunch eligibility (LUNCH), use of computers for writing 
and research in school (WRITING), use of computers to solve problems (SOLVE), use of 
computers to present information in school (PRESENT), use of computers for 
communication at home (COMMUN) and recreational home use of computers (REC).  
 The coefficients and significance levels for this model are shown in Table 4.17. 
Overall, the model is a significant predictor of ELA raw scores (F = 172.621, df = 7, 812, 
p < .0005), which is expected as sixth grade scores should predict much of the variance in 
the eighth grade scores. The multiple correlation coefficient is .773, indicating a strong 
relationship between the predictors and the dependent variable. The adjusted R
2
 is .595, 
indicating that nearly 60% of the variance in ELA total raw scores can be explained by 
this model. The model not including the technology measurement scale has an adjusted 
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R
2
 value of .593, meaning the technology measurement scales only explain an additional 
0.2% of variance in ELA raw scores. 
Table 4.17 
Regression Model for ELA Total Raw Score 
 Unstandardized coefficients Standardized   
 B Std. Error β t Sig. 
(Constant) 11.924 .920  12.965 < .0005 
ELA06 .735 .023 .747 31.527 < .0005 
LUNCH -1.169 .400 -.069 -2.920 .004 
WRITING -.005 .002 -.061 -2.103 .036 
SOLVE .004 .004 .030 1.044 .297 
PRESENT .004 .004 .031 1.033 .302 
COMMUN -.002 .002 -.025 -.901 .368 
REC .005 .003 .053 1.934 .053 
 
 As seen in the table, previous ELA score and participation in free or reduced 
lunch are significant predictors of ELA 8
th
 grade scores. The coefficient of LUNCH, 
 -1.169, indicates that a student participating in free or reduced lunch would be expected 
to receive 1.169 fewer raw score points on the ELA MCAS than an ineligible student.  
 The only technology measurement scale that has a coefficient significantly 
different from zero is the scale for writing and research in school. The coefficient, -.005, 
indicates that for each additional day a student spends writing or doing research with 
computers in school, their ELA MCAS raw score would be expected to decrease .005 
points. Thus, a student who spends 100 days during the school year using technology for 
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writing and research would expect to score 0.5 raw score points less than if he had not 
done any of those activities. While this is significant, it is not of practical importance. 
In order to account for effects of school membership, the regression analysis is 
repeated using categorical-coded variables, as described in Chapter 3. The values of the 
codes can be found in Table 3.8. The coefficients and significance levels for this model 
are shown in Table 4.18.  
Table 4.18 
Regression Model for ELA Total Raw Score with School Variables 
 Unstandardized 
coefficients 
Standardized   
 B Std. Error β t Sig. 
(Constant) 11.875 .912  13.020 < .0005 
ELA06 .741 .023 .753 32.036 < .0005 
LUNCH -1.035 .404 -.061 -2.565 .011 
WRITING -.007 .002 -.092 -3.082 .002 
SOLVE .003 .004 .024 .843 .399 
PRESENT .003 .004 .024 .788 .431 
COMMUN -.002 .002 -.026 -.947 .344 
REC .005 .003 .054 1.992 .047 
CONTE -.055 .235 -.006 -.234 .815 
HERBERG .601 .170 .089 3.532 < .0005 
REID .239 .181 .033 1.321 .187 
COMPARISON .731 .296 .055 2.472 .014 
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Overall, the revised model is a significant predictor of ELA raw scores (F = 
114.626, df = 11, 808, p < .0005). The multiple correlation coefficient is .781, indicating 
a strong relationship between the predictors and the dependent variable, although only 
marginally stronger than the model without the school variables. The adjusted R
2
 is .604, 
indicating that about 60% of the variance in ELA total raw scores can be explained by 
this model. This is only slightly larger than the adjusted R
2
 in the previous model. 
 As shown by the significance levels of the coefficients as shown in Table 4.18, 
there are some differences when school membership is accounted. Again, ELA06, 
LUNCH, and WRITING have coefficients significantly different from zero, indicating 
that they are significant predictors of ELA raw scores. However in this situation 
recreational home use of computers (REC) has a coefficient of .005 (p = .047) which is 
significant as well. Since recreational home use of computers is measured in minutes per 
day, this indicates that if a student were to use computers at home for games and 
entertainment an additional 100 minutes per day, they would be predicted to have a 0.5 
raw score point increase in their total ELA score.  
 It should be recalled the school variables will be considered significant for p-
values less than .05/4 or .0125, since these categorical variables are not orthogonal. Thus, 
there is one school variable with a significant coefficient, although direct interpretation is 
difficult. HERBERG, measures the difference between Herberg and the average of the 
two comparison schools. Since this variable has a positive coefficient, students at 
Herberg would be expected to have significantly greater MCAS ELA scores than students 
at the comparison schools after other variables are accounted for.  
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 The analysis is repeated without the school membership variables, and completed 
separately for BWLI and comparison schools. The results are shown in Table 4.19. The 
adjusted R
2
 for the model with the BWLI students was .601, while for the comparison 
students it was .607, meaning a similar percent of variance in ELA raw scores is 
accounted for in each model. This percentage is also similar to the model of the whole 
sample, including the school membership variables.  
Table 4.19 
Regression Model for ELA Total Raw Score Split by BWLI Status 
 BWLI Comparison 
 Unstd. Std.   Unstd. Std.  
 B Std. 
Error 
β t Sig. B Std. 
Error 
β t Sig. 
(Constant) 11.759 1.159  10.15 <.001 12.650 1.519  8.33 <.001 
ELA06 .741 .030 .75 24.92 <.001 .732 .038 .72 19.42 <.001 
LUNCH -.831 .516 -.05 -1.61 .108 -1.888 .620 -.11 -3.04 .003 
WRITING -.005 .003 .06 1.78 .076 -.015 .005 -.13 -3.00 .003 
SOLVE .003 .004 .02 .61 .541 .012 .016 .03 .74 .462 
PRESENT .003 .004 .03 .66 .508 -.002 .011 -.01 -.16 .873 
COMMUN -.001 .003 -.01 -.25 .800 -.003 .003 -.04 -.98 .331 
REC .009 .003 .09 2.53 .012 .001 .004 .01 .20 .846 
 
The significant predictors are different for each model (BWLI versus 
comparison). For the BWLI students, only previous ELA scores and the recreational 
home use of computers scale are significant predictors. The coefficient for recreational 
home use is .009, meaning that a student who spends an extra 100 minutes per day using 
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the computer for games and entertainment is likely to have an increase of 0.9 raw score 
points on the ELA test. It should be noted that free lunch eligibility is not a significant 
predictor of ELA scores for BWLI students. 
By contrast, for the comparison students, previous scores, free lunch eligibility 
and using computers for writing and research in school are significant predictors of ELA 
raw scores. Students who are free lunch eligible would be predicted to earn almost 2 
fewer raw score points on the ELA exam. The coefficient for the use of computers for 
writing and research in school variable is -.015, meaning that a student who spent an 
extra 100 days per school year using computers for these purposes would be predicted to 
score 1.5 fewer raw score points on the ELA exam. 
 Reading and literature subscore. 
To begin the regression analysis, the first step is to determine which measurement 
scales are significantly correlated with these scores. These correlations are shown in 
Table 4.20 for the overall sample, as well as for the BWLI and comparison students 
separately. 
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Table 4.20 
Correlation of Reading and Literature Subscore with Technology Measurement Scales 
 Reading and Literature 
Subscore 
 Overall BWLI Comparison 
Use of computers for writing and research in school -.133 -.094 -.227 
Use of computers to solve problems in school -.089 -.072 -.171 
Use of computers to present information in school -.119 -.112 -.120 
Use of computers for communication in school .016 .048 -.068 
Use of computers for writing and research at home -.020 .006 -.066 
Use of computers for communication at home .016 .091 -.120 
Recreational home use of computers .038 .100 -.070 
Bold face is significant at .05. 
 
As with total raw score, the comparison students show a negative relationship 
between every technology use and the reading and literature subscore. However, the 
BWLI students show a positive relationship between the three home technology use 
scales and use of computers for communication in school with the reading and literature 
subscore. Again, all correlations are low and not all are significant. The first three 
measurement scales, use of computers for writing and research in school, use of 
computers to solve problems in school, and use of computers to present information are 
significantly correlated with the sample overall and thus are retained for the regression 
analysis for the reading and literature subscore. The scale, use of computers for 
communication at home is not significantly correlated with the overall sample, but is 
significantly correlated with each group of students separately, so it also is included in 
the regression equations. Lastly, the scale, recreational home use of computers, was 
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significantly correlated with BWLI students‘ scores, so it too is used in regression 
analyses. 
 Results of the regression equation for the reading and literature subscore are 
shown in Table 4.21. As with the ELA total raw scores, this model is a significant 
predictor of reading and literature scores (F = 166.139, df = 7, 812, p < .0005). There is a 
strong relationship between the predictors and the dependent variable (R = .767). The 
adjusted R
2
 is .585, meaning nearly 60% of the variance in reading and literature scores is 
accounted for by the independent variables included in this model. The adjusted R
2
 value 
for the model with only the previous scores and free lunch eligibility as predictors is .584, 
meaning only 0.1% of variance is explained by adding the technology measures. 
Table 4.21 
Regression Model for Reading and Literature Subscore 
 Unstandardized coefficients Standardized   
 B Std. Error β t Sig. 
(Constant) 9.724 .838  11.602 < .0005 
ELA06 .658 .021 .743 30.982 < .0005 
LUNCH -.969 .365 -.063 -2.654 .008 
WRITING -.004 .002 -.059 -2.023 .043 
SOLVE .004 .004 .030 1.030 .303 
PRESENT .003 .004 .024 .787 .431 
COMMUN -.002 .002 -.024 -.856 .392 
REC .004 .002 .051 1.835 .067 
 
  As seen in the table, ELA scores from 2006 and the free lunch variable are 
significant predictors of reading and literature scores. Again, the free lunch variable has a 
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negative coefficient (-.969) meaning that a participant in the program would be expected 
to earn about one fewer raw score points on reading and literature. The only other 
significant variable is WRITING, which has a coefficient of -.004. Thus if a student were 
to use a computer in school for writing and research 100 extra days over the school year, 
they would expect their raw score on reading and literature to decline by 0.4 points. 
While this is significant, it is rarely meaningful. 
 The analyses are repeated including the categorical variables for school 
membership. The results are shown in Table 4.22. The model is significant (F = 110.513, 
df = 11, 808, p < .0005) and shows a strong relationship between the dependent variable 
and the independent variables (R = .775). The adjusted R
2
 is .595, which is .010 more 
than the model without the school variables. 
 As with the previous model, ELA06, LUNCH, and WRITING are significant 
predictors of the reading and literature subscore. HERBERG is a significant predictor of 
reading and literature scores as well, meaning a student at Herberg shows a significant 
gain in reading and literature scores than the mean of the two comparison schools, North 
and South.  
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Table 4.22 
Regression Model for Reading and Literature Subscore with School Variables 
 Unstandardized 
coefficients 
Standardized   
 B Std. Error β t Sig. 
(Constant) 9.675 .831  11.643 < .0005 
ELA06 .664 .021 .748 31.493 < .0005 
LUNCH -.855 .368 -.056 -2.324 .020 
WRITING -.006 .002 -.092 -3.039 .002 
SOLVE .003 .004 .024 .829 .407 
PRESENT .002 .004 .018 .572 .568 
COMMUN -.002 .002 -.025 -.896 .370 
REC .004 .002 .052 1.895 .058 
CONTE -.097 .214 -.012 -.454 .650 
HERBERG .559 .155 .091 3.601 < .0005 
REID .248 .165 .038 1.505 .133 
COMPARISON .650 .269 .055 2.415 .016 
 
The results are analyzed again with BWLI and comparison students separately in 
Table 4.23. The adjusted R
2
 for the BWLI students is .588 versus .613 for the comparison 
students. As with ELA total raw score, previous scores and recreational home use of 
computers are significant predictors of reading and literature subscores for the BWLI 
students, but free lunch eligibility is not a significant predictor. For the comparison 
students, results are also the same for the reading and literature subscore as they are for 
the ELA total raw score: previous scores, free lunch eligibility, and using computers for 
writing and research in school are significant predictors. 
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Table 4.23 
Regression Model for Reading and Literature Subscore Split by BWLI Status 
 BWLI Comparison 
 Unstd. Std.   Unstd. Std.  
 B Std. 
Error 
β t Sig. B Std. 
Error 
β t Sig. 
(Constant) 9.862 1.069  9.22 <.001 9.885 1.357  7.29 <.001 
ELA06 .658 .027 .74 23.96 <.001 .666 .034 .73 19.79 <.001 
LUNCH -.729 .476 -.05 -1.53 .126 -1.527 .554 -.10 -2.76 .006 
WRITING -.004 .002 -.06 -1.70 .090 -.014 .005 -.13 -3.04 .003 
SOLVE .003 .004 .02 .64 .525 .010 .014 .03 .69 .492 
PRESENT .001 .004 .01 .33 .745 .000 .010 .00 .02 .988 
COMMUN .000 .003 .00 -.06 .950 -.003 .003 -.05 -1.15 .251 
REC .007 .003 .08 2.13 .034 .002 .003 .02 .519 .604 
 
Mathematics MCAS 
 The mathematics MCAS is composed of five sub-areas: number sense and 
operations; patterns, relations, and algebra; geometry; measurement; and data analysis, 
statistics, and probability. Due to the limited number of items in the geometry and 
measurement strands, these sub-areas are not analyzed. Means for the math total raw 
score and the number sense, algebra, and data analysis subscores are shown in Table 4.24 
by BWLI status and gender. In every score, subscore and setting, boys and girls did not 
perform significantly differently. However, students at BWLI schools performed 
significantly differently than students at the comparison school for the total math raw 
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score (t = 2.543, df = 821, p = .011). There are no significant differences between the 
BWLI students and the comparison students for any of the subscores. 
Table 4.24 
Mean MCAS Mathematics Scores and Subscores 
 BWLI Comparison 
 All Boys Girls All Boys Girls 
Total raw score 32.03 31.64 32.43 34.08 34.43 33.67 
Number sense and 
operations subscore 
8.41 8.33 8.49 8.98 9.05 8.91 
Patterns, relations and 
algebra subscore 
8.74 8.46 9.03 9.25 9.29 9.21 
Data analysis, statistics and 
probability subscore 
7.23 7.16 7.30 7.65 7.60 7.70 
* = significant at .05/3 ≈ .017 
 
Mathematics total raw score. 
Correlations are computed between the technology measurement scales and the 
dependent variable, math total raw score. These correlations are shown in Table 4.25 for 
the overall sample, as well as for the BWLI and comparison students separately.  
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Table 4.25 
Correlation of MCAS Math Total Score with Technology Measurement Scales 
 Math Total Raw Score 
 Overall BWLI Comparison 
Use of computers for writing and research in 
school 
-.089 -.033 -.142 
Use of computers to solve problems in school -.090 -.062 -.164 
Use of computers to present information in school -.107 -.088 -.085 
Use of computers for communication in school -.005 .036 -.084 
Use of computers for writing and research at 
home 
-.004 .004 -.027 
Use of computers for communication at home .034 .094 -.080 
Recreational home use of computers .034 .096 -.078 
Bold face is significant at .05. 
 
As with the ELA scores, all technology uses by comparison school students have 
a negative relationship with math raw scores. For BWLI students, school uses all have a 
negative relationship with math raw scores, except for use of computers for 
communication in school, but all home uses have a positive relationship with total math 
raw scores. However, none of these correlations are large and not all are significant. For 
this analysis, use of computers for writing and research in school, use of computers to 
solve problems in school, and use of computers to present information in school are 
included as they have a significant correlation with the math scores of the overall sample.  
Additionally, use of computers for communication at home and for recreational home use 
of computers is included as these values have a significant correlation with the math 
scores of students from the BWLI schools. 
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 Thus, the first regression equation is run with the math MCAS raw score from 
2008 as the dependent variable. The independent variables are math raw score from sixth 
grade in 2006 (MATH06), free or reduced lunch eligibility (LUNCH), use of computers 
for writing and research in school (WRITING), use of computers to solve problems in 
school (SOLVE), use of computers to present information in school (PRESENT), use of 
computers for communication at home (COMMUN) and recreational home use of 
computers (REC). It is notable that these measurement scale variables are the same ones 
included in both ELA score and subscore analyses. 
The coefficients and significance levels for this model are shown in Table 4.26. 
Overall, the model is a significant predictor of math raw scores (F = 295.489, df = 7, 815, 
p < .0005), which is expected as sixth grade scores should predict much of the variance in 
the eighth grade scores. The multiple correlation coefficient is .847, indicating a strong 
relationship between the predictors and the dependent variable. The adjusted R
2
 is .715, 
indicating that over 70% of the variance in math total raw scores can be explained by this 
model. This is only .001 greater than the adjusted R
2
 for the model with only previous 
math scores and free lunch eligibility as predictors. 
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Table 4.26 
Regression Model for Math Total Raw Score 
 Unstandardized coefficients Standardized   
 B Std. Error β t Sig. 
(Constant) 7.740 .786  9.847 < .0005 
MATH06 .757 .018 .825 41.431 < .0005 
LUNCH -1.381 .465 -.059 -2.968 .003 
WRITING -.004 .002 -.043 -1.790 .074 
SOLVE -.004 .005 -.020 -.828 .408 
PRESENT .008 .004 .047 1.867 .062 
COMMUN .000 .003 .002 .095 .925 
REC .002 .003 .018 .772 .440 
 
 As seen in the table, previous math score and participation in free or reduced 
lunch are significant predictors of eighth grade math scores. The coefficient of LUNCH,  
-1.381, indicates that a student eligible for free or reduced lunch would be expected to 
receive 1.381 fewer raw score points on the math MCAS. None of the technology 
measurement scales have coefficients significantly different from zero. 
 The same analysis was repeated including categorical variables for school 
membership as independent variables. Results are shown in Table 4.27. This model is a 
significant predictor of math raw scores (F = 199.819, df = 11, 811, p < .0005). The 
multiple correlation coefficient is .855, which indicates a strong relationship between the 
dependent and independent variables. The adjusted R
2
 is .727, meaning almost 73% of 
the variance in math raw scores is due to the variance in the independent variables. This 
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is about 1% greater than the variance accounted for by the model not including the school 
variables. 
Table 4.27 
Regression Model for Math Total Raw Score with School Variables 
 Unstandardized 
coefficients 
Standardized   
 B Std. Error β t Sig. 
(Constant) 7.598 .774  9.812 < .0005 
MATH06 .764 .018 .833 42.531 < .0005 
LUNCH -.992 .464 -.042 -2.135 .033 
WRITING -.002 .003 -.020 -.825 .410 
SOLVE -.003 .005 -.016 -.702 .483 
PRESENT .005 .004 .027 1.086 .278 
COMMUN -.001 .003 -.007 -.287 .774 
REC .002 .003 .018 .785 .433 
CONTE 1.141 .268 .091 4.261 < .0005 
HERBERG -.403 .194 -.043 -2.082 .038 
REID -.710 .207 -.071 -3.434 .001 
COMPARISON 1.289 .337 .071 3.827 < .0005 
 
In addition to previous test scores and school lunch status, three of the four school 
membership variables have coefficients significantly different from zero. The variable 
that is not significantly different from zero is the difference between Herberg and the 
average of the comparison schools. This indicates that in most cases school membership 
plays an important role in predicting mathematics MCAS scores. Again, none of the 
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technology use measures are significant. Thus it can be assumed they do not play a role 
in predicting overall math scores. 
 The results for BWLI students and comparison students separately are shown in 
Table 4.28. The adjusted R
2
 value for the BWLI model is .693 versus .755 for the 
comparison model. This means the model for comparison students accounts for about 6% 
more variance in math total raw scores than the model for BWLI students. 
Table 4.28 
Regression Model for Math Total Raw Score Split by BWLI Status 
 BWLI Comparison 
 Unstd. Std.   Unstd. Std.  
 B Std. 
Error 
β t Sig. B Std. 
Error 
β t Sig. 
(Constant) 7.595 1.058  7.18 <.001 7.932 1.177  6.74 <.001 
Math06 .743 .025 .81 30.34 <.001 .773 .027 .85 28.73 <.001 
LUNCH -1.498 .623 -.06 -2.41 .016 -.923 .684 -.04 -1.35 .178 
WRITING -.002 .003 -.02 -.50 .615 -.013 .005 -.08 -2.36 .019 
SOLVE -.003 .005 -.02 -.53 .598 -.037 .017 -.06 -2.13 .034 
PRESENT .007 .005 .04 1.30 .193 .019 .012 .05 1.55 .121 
COMMUN -.001 .003 -.01 -.32 .753 .002 .004 .02 .62 .537 
REC .006 .004 .04 1.37 .171 -.002 .004 -.01 -.41 .685 
 
 For the BWLI students, only previous scores and school lunch eligibility are 
significant predictors of math raw scores. BWLI students who are eligible for free or 
reduced lunch would be predicted to earn about 1.5 fewer raw score points on the math 
MCAS. Previous scores is also a significant predictor for comparison students, but school 
lunch eligibility is not. This reverses the pattern found in ELA scores. Two technology 
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measurement scales are also predictors of total math raw scores for the comparison 
schools. The coefficient for using computers for writing and research in schools is -.013, 
meaning that a student who spent an additional 100 days using computers for these 
purposes in school would be expected to score 1.3 fewer raw score points on the math 
MCAS. The other significant predictor, use of computers to solve problems in school, has 
a coefficient of -.037, meaning a student who spent an extra 100 days using computers to 
solve problems would be predicted to earn 3.7 fewer raw score points on the math 
MCAS. This is 7% of the total points available on the math MCAS.  
Number sense and operations subscore. 
The number sense and operations section of the math MCAS consists of 11 items 
worth up to 14 points. The correlations of this score with the technology measurement 
scales are shown in Table 4.29. Again, all relationships for comparison students‘ number 
sense scores with the technology measurement scales are negative, although only use of 
computers to solve problems in school is significant. For the overall sample, the first 
three school uses, use of computers for writing and research in school, use of computers 
to solve problems in school, and use of computers to present information in school, have 
significant negative correlations with the number sense subscore. Thus, these are retained 
for further analysis. The only other significant correlation is the number sense scores of 
the BWLI students and the measurement scale for recreational home use of computers, 
which share a positive relationship. Thus this measurement scale is used in the regression 
analysis as well. 
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Table 4.29 
Correlation of Number Sense and Operations Subscore with Technology Measurement 
Scales 
 Number Sense and Operations 
Subscore 
 Overall BWLI Comparison 
Use of computers for writing and research in 
school 
-.085 -.041 -.116 
Use of computers to solve problems in school -.079 -.051 -.160 
Use of computers to present information in school -.097 -.083 -.066 
Use of computers for communication in school .009 .050 -.067 
Use of computers for writing and research at home -.022 -.009 -.053 
Use of computers for communication at home .011 .068 -.099 
Recreational home use of computers .036 .092 -.066 
Bold face is significant at .05. 
 
The first regression equation for the number sense subscore as dependent variable 
includes math raw scores from sixth grade in 2006 (MATH06), free or reduced lunch 
eligibility (LUNCH), use of computers for writing and research in school (WRITING), 
use of computers to solve problems in school (SOLVE), use of computers to present 
information in school (PRESENT), and recreational home use of computers (REC) as 
independent variables.  These results are shown in Table 4.30.  
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Table 4.30 
Regression Model for Number Sense and Operations Subscore 
 Unstandardized coefficients Standardized   
 B Std. Error β t Sig. 
(Constant) 1.260 .282  4.471 < .0005 
MATH06 .222 .007 .771 33.736 < .0005 
LUNCH -.419 .168 -.057 -2.495 .013 
WRITING -.002 .001 -.047 -1.707 .088 
SOLVE -.001 .002 -.011 -.405 .685 
PRESENT .003 .002 .047 1.612 .107 
REC .001 .001 .022 1.037 .300 
 
This model is a significant predictor of number sense subscores (F = 228.526, df 
= 6, 816, p < .0005). The multiple correlation coefficient is .792 indicating a strong 
relationship between the dependent and independent variables. The adjusted R
2
 is .624, 
indicating that about 62.4% of the variance in the number sense subscore can be 
explained by the independent variables in the model. This is the same adjusted R
2
 as the 
model with only previous scores and free lunch eligibility as predictors, meaning the 
technology measurement scales account for no additional variance. 
As with the total math score, the prior math score and the free-lunch eligibility are 
significant predictors of number sense subscores, but none of the technology 
measurement scales have coefficients significantly different from zero. This is not 
surprising since they account for zero percent of the variance in number sense subscores. 
 Again, the model is repeated including school membership variables. The results 
are shown in Table 4.31. The model is a significant predictor of number sense scores (F = 
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142.706, df = 10, 812, p < .0005). The multiple correlation coefficient is .798, which 
indicates a strong relationship between the dependent variable and the independent 
variables. The adjusted R
2
 is .633, meaning that 63.3% of variance in number sense and 
operations subscores can be accounted for by the independent variables. This is about 1% 
more than in the previous model. 
Table 4.31 
Regression Model for Number Sense and Operations Subscore with School Variables 
 Unstandardized 
coefficients 
Standardized   
 B Std. Error β t Sig. 
(Constant) 1.231 .280  4.391 < .0005 
MATH06 .225 .007 .779 34.327 < .0005 
LUNCH -.366 .169 -.050 -2.165 .031 
WRITING -.001 .001 -.027 -.930 .353 
SOLVE .000 .002 -.003 -.128 .898 
PRESENT .001 .002 .025 .851 .395 
REC .001 .001 .019 .904 .366 
CONTE .367 .098 .093 3.757 < .0005 
HERBERG -.212 .071 -.072 -2.997 .003 
REID -.111 .075 -.036 -1.477 .140 
COMPARISON .264 .122 .046 2.158 .031 
 
As with the other models, previous scores and free lunch eligibility are both 
significant. Two of the four school variables have coefficients significantly different from 
zero. These are Conte being significantly different from the average of the comparison 
schools, and Herberg being significantly different from the average of the comparison 
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schools. Reid is not significantly different from the average of the comparison schools, 
and the comparison schools are not significantly different from each other. As with the 
first number sense model, none of the technology use measures have a coefficient 
significantly different from zero. 
 The same analyses with BWLI and comparison students separately are shown in 
Table 4.32. In these models, the adjusted R
2
 for the BWLI model is .608, while for the 
comparison model it is .650, meaning over 4% more of the variance in number sense and 
operations subscores is accounted for in the comparison model than in the BWLI model.  
Table 4.32 
Regression Model for Number Sense and Operations Subscore Split by BWLI Status 
 BWLI Comparison 
 Unstd. Std.   Unstd. Std.  
 B Std. 
Error 
β t Sig. B Std. 
Error 
β t Sig. 
(Constant) 1.088 .377  2.88 .004 1.584 .429  3.70 <.001 
Math06 .222 .009 .77 25.50 <.001 .221 .010 .77 22.00 <.001 
LUNCH -.322 .222 -.04 -1.45 .147 -.532 .256 -.07 -2.08 .038 
WRITING -.001 .001 -.03 -.97 .333 -.003 .002 -.05 -1.38 .169 
SOLVE .000 .002 .00 .030 .976 -.013 .006 -.07 -2.03 .043 
PRESENT .002 .002 .04 1.09 .275 .007 .005 .06 1.49 .139 
REC .002 .001 .04 1.30 .196 .000 .001 .00 .05 .962 
 
For the BWLI model, only previous scores are significant predictors of the 
number sense subscore. Thus, free lunch eligibility is not a significant predictor of 
number sense scores for BWLI students. For the comparison students, previous scores 
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and free lunch eligibility are significant predictors. A comparison student who is free or 
reduced lunch eligible would be predicted to earn 0.5 fewer raw score points for the 
number sense and operations subscore. Additionally, the technology measurement scale 
for use of computers to solve problems in school has a coefficient significantly different 
from zero for the comparison students. The coefficient of -.013 means that for each 100 
additional days of computer use for solving problems, a student would expect to earn 1.3 
fewer raw score points on the number sense and operations subscore, which is 9% of the 
raw score points on this strand. 
 Patterns, relations, and algebra subscore. 
 The patterns, relations, and algebra strand is composed of twelve items worth 
fifteen points. To determine the independent variables to be used in the regression model 
for this subscore, correlations are computed between the patterns, relations, and algebra 
subscore and each of the technology use measures. These results are in Table 4.33. 
 
 
 
 
 
 
 
 
 
 
 
Rachel E. Kay  120 
 
Table 4.33 
Correlation of Patterns, Relations, and Algebra Subscore with Technology Measurement 
Scales 
 Patterns, Relations, and Algebra 
Subscore 
 Overall BWLI Comparison 
Use of computers for writing and research in 
school 
-.066 .006 -.169 
Use of computers to solve problems in school -.098 -.080 -.146 
Use of computers to present information in school -.098 -.076 -.115 
Use of computers for communication in school -.004 .033 -.065 
Use of computers for writing and research at 
home 
-.001 -.001 -.010 
Use of computers for communication at home .045 .109 -.066 
Recreational home use of computers .025 .106 -.107 
Bold face is significant at .05. 
 
 Again, all the correlations are small, although several are significant. Use of 
computers to solve problems in school and use of computers to present information in 
school are both significantly correlated with the patterns, relations, and algebra scores for 
the entire sample. Use of computers for writing and research at school was significantly 
negatively correlated with the scores of the comparison school students, although not the 
BWLI students. Additionally, use of computers for communication at home and 
recreational home use of computers were both significantly correlated with the patterns, 
relations, and algebra subscores of the BWLI students. 
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Thus, the regression equation for the patterns, relations, and algebra subscore as 
dependent variable includes math raw scores from sixth grade in 2006 (MATH06), free 
or reduced lunch eligibility (LUNCH), use of computers for writing and research in 
school (WRITING), use of computers to solve problems in school (SOLVE), use of 
computers to present information in school (PRESENT), use of computers for 
communication at home (COMMUN) and recreational home use of computers (REC), as 
independent variables.  These results are shown in Table 4.34.  
Table 4.34 
Regression Model for the Patterns, Relations, and Algebra Subscore 
 Unstandardized coefficients Standardized   
 B Std. Error β t Sig. 
(Constant) 2.314 .277  8.357 < .0005 
MATH06 .197 .006 .744 30.594 < .0005 
LUNCH -.272 .164 -.040 -1.661 .097 
WRITING .000 .001 -.007 -.229 .819 
SOLVE -.003 .002 -.047 -1.644 .101 
PRESENT .002 .002 .036 1.182 .237 
COMMUN .001 .001 .028 .972 .331 
REC .000 .001 -.006 -.214 .831 
 
 This model is a significant predictor of algebra subscores (F = 159.709, df = 7, 
815, p < .0005). The multiple correlation coefficient is .761 indicating a strong 
relationship between the dependent and independent variables. The adjusted R
2
 is .575, 
indicating that about 58% of the variance in the patterns, relations, and algebra subscore 
can be explained by the independent variables in the model. This is the same adjusted R
2
 
Rachel E. Kay  122 
 
as in a model with only previous scores and free lunch eligibility as predictors, indicating 
that the technology measurement scales account for no additional variance in patterns, 
relations, and algebra subscores. 
In this regression model, previous MCAS score is a significant predictor of the 
patterns, relations, and algebra subscores, but free lunch eligibility is not a significant 
predictor. As with the other math models, none of the technology measurement scales are 
significant predictors. 
 The model was repeated using the categorical variables for school membership. 
The model is a significant predictor of patterns, relations, and algebra subscores (F = 
104.210, df = 11, 811, p < .0005). The multiple regression coefficient is .765, indicating a 
strong relationship between the subscore and the independent variables. The adjusted R
2
 
is .580, meaning that about 58.0% of the variance in algebra subscores is due to the 
independent variables. This is only slightly greater than the model without the school 
membership variables. The complete model is shown in Table 4.35. 
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Table 4.35 
Regression Model for Patterns, Relations, and Algebra Subscore with School Variables 
 Unstandardized 
coefficients 
Standardized   
 B Std. Error β t Sig. 
(Constant) 2.284 .277  8.245 < .0005 
MATH06 .198 .006 .750 30.885 < .0005 
LUNCH -.197 .166 -.029 -1.183 .237 
WRITING .000 .001 .012 .385 .700 
SOLVE -.002 .002 -.044 -1.516 .130 
PRESENT .001 .002 .021 .681 .496 
COMMUN .001 .001 .021 .734 .463 
REC .000 .001 -.006 -.209 .834 
CONTE .243 .096 .067 2.537 .011 
HERBERG -.113 .069 -.042 -1.639 .102 
REID -.136 .074 -.047 -1.842 .066 
COMPARISON .274 .120 .052 2.278 .023 
 
 As with the other models, previous MCAS scores are the most significant 
predictor of patterns, relations, and algebra scores. Free lunch eligibility is not significant 
in this model, just as in the model without categorical school variables. Only one 
categorical variable has coefficient significantly different from zero. Specifically, Conte 
is significantly different from the mean of the two comparison schools. 
 The analyses were repeated for BWLI and comparison students separately. The 
adjusted R
2
 was .566 for the BWLI students and .600 for the comparison students. Full 
results are shown in Table 4.36. 
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Table 4.36 
Regression Model for Patterns, Relations, and Algebra Subscore Split by BWLI Status 
 BWLI Comparison 
 Unstd. Std.   Unstd. Std.  
 B Std. 
Error 
β t Sig. B Std. 
Error 
β t Sig. 
(Constant) 2.161 .353  6.12 <.001 2.489 .455  5.46 <.001 
Math06 .191 .008 .74 23.34 <.001 .205 .010 .74 19.69 <.001 
LUNCH -.149 .208 -.02 -.72 .473 -.421 .265 -.06 -1.59 .113 
WRITING .001 .001 .05 1.24 .214 -.005 .002 -.10 -2.35 .020 
SOLVE -.003 .002 -.07 -1.77 .077 -.006 .007 -.03 -.88 .381 
PRESENT .002 .002 .04 .91 .362 .002 .005 .02 .42 .674 
COMMUN .000 .001 .00 .10 .918 .002 .001 .07 1.50 .136 
REC .002 .001 .05 1.29 .197 -.003 .002 -.08 -1.67 .096 
 
 For the BWLI students, only prior math scores were predictors of the patterns, 
relations, and algebra subscores. For the comparison students, use of computers for 
writing and research in school was a significant predictor as well as prior scores. 
Specifically, the coefficient of this technology measurement scale is -.005, meaning that 
for an extra 100 days of use, a comparison student would be predicted to earn 0.5 fewer 
raw score points. In neither group is free or reduced lunch eligibility a significant 
predictor. 
 Data analysis, statistics, and probability subscore. 
 The data analysis, statistics, and probability strand is composed of eight items 
worth a total of eleven points. To determine the significant predictors of this subscore, 
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correlations were computed between this subscore and each of the technology use 
measures. These results are shown in Table 4.37. 
Table 4.37 
Correlation of Data Analysis, Statistics, and Probability Subscore with Technology 
Measurement Scales 
 Data Analysis, Statistics, and 
Probability Subscore 
 Overall BWLI Comparison 
Use of computers for writing and research in 
school 
-.093 -.036 -.165 
Use of computers to solve problems in school -.070 -.037 -.165 
Use of computers to present information in school -.093 -.072 -.085 
Use of computers for communication in school -.020 .014 -.087 
Use of computers for writing and research at 
home 
.009 .020 -.019 
Use of computers for communication at home .043 .082 -.035 
Recreational home use of computers .051 .094 -.026 
Bold face is significant at .05. 
 
 Use of computers for writing and research in school, use of computers to solve 
problems, and use of computers to present information in school are all negatively 
significantly correlated with data analysis subscores. Additionally, data analysis 
subscores of BWLI students alone are positively significantly correlated with recreational 
home use of computers. For the comparison students only, the correlation between use of 
computers for writing and research in school and the data analysis, statistics, and 
probability subscore is significant. 
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 Thus in this model, the data analysis, statistics, and probability subscore is the 
dependent variable, MCAS 2006 sixth grade scores are an independent variable 
(MCAS06) as well as free lunch eligibility (LUNCH). Additionally, the following 
technology measurement scales are included as independent variables: use of computers 
for writing and research in school (WRITING), use of computers to solve problems in 
school (SOLVE), use of computers to present information in school (PRESENT), and 
recreational home use of computers (REC). These results are shown in Table 4.38.  
Table 4.38 
Regression Model for the Data Analysis, Statistics and Probability Subscore 
 Unstandardized coefficients Standardized   
 B Std. Error β t Sig. 
(Constant) 2.458 .216  11.355 < .0005 
MATH06 .150 .005 .725 29.551 < .0005 
LUNCH -.400 .129 -.076 -3.102 .002 
WRITING -.001 .001 -.064 -2.143 .032 
SOLVE .000 .001 .005 .172 .863 
PRESENT .002 .001 .047 1.501 .134 
REC .001 .001 .039 1.695 .090 
 
According to the regression model, these independent variables are significant 
predictors of the data analysis, statistics, and probability subscores (F = 180.428, df = 6, 
816, p < .0005). The multiple correlation coefficient is .755 indicating a strong 
relationship, while the adjusted R
2
 is .567, meaning that about 57% of the variance in 
data analysis, statistics, and probability subscores is explained by the independent 
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variables. The adjusted R
2
 for a model with only previous scores and free lunch eligibility 
as predictors is .565. 
At α = .05, the previous math scores are significant, as is the coefficient for the 
free lunch eligibility variable. Aside from these two variables, the only other variable 
with a coefficient significantly different from zero is the use of computers for writing and 
research in school. However this coefficient is -.001, meaning that a student who uses 
computers in school for writing and research in school an extra 100 days per year would 
be expected to score 0.1 fewer raw score points. Thus, while significant, this coefficient 
is not meaningful. 
 The analysis is repeated using the categorical variables for school membership. 
The model is a significant predictor of the data analysis subscore (F = 111.266, df = 10, 
812, p < .0005). The multiple correlation coefficient is .760, which indicates a strong 
relationship between data analysis, probability, and statistics subscores, and the 
independent variables. The adjusted R
2
 is .573, meaning about 57% of the variance in the 
subscore is accounted for by these independent variables. The coefficients are shown in 
Table 4.39. 
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Table 4.39 
Regression Model for Data Analysis, Statistics, and Probability Subscore with School 
Variables 
 Unstandardized 
coefficients 
Standardized   
 B Std. Error Β t Sig. 
(Constant) 2.419 .217  11.175 < .0005 
MATH06 .151 .005 .730 29.823 < .0005 
LUNCH -.316 .131 -.060 -2.418 .016 
WRITING -.001 .001 -.049 -1.589 .112 
SOLVE .000 .001 .003 .120 .905 
PRESENT .001 .001 .036 1.133 .258 
REC .001 .001 .035 1.518 .129 
CONTE .172 .075 .061 2.284 .023 
HERBERG -.002 .054 -.001 -.031 .975 
REID -.170 .058 -.076 -2.921 .004 
COMPARISON .203 .094 .050 2.147 .032 
 
 As with almost every model, previous scores and free lunch eligibility have 
coefficients significantly different from zero. None of the technology measurement scales 
are significant predictors of the data analysis subscores. Reid is significantly different 
from the average of the comparison schools, but not other school membership variables 
are significant. 
 The results split into BWLI and comparison schools are shown in Table 4.40. The 
adjusted R
2
 value for the BWLI model is .555, while the adjusted R
2
 values for the 
comparison model is .589.  
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Table 4.40 
Regression Model for Data Analysis, Statistics, and Probability Subscore Split by BWLI 
Status 
 BWLI Comparison 
 Unstd. Std.   Unstd. Std.  
 B Std. 
Error 
β t Sig. B Std. 
Error 
Β t Sig. 
(Constant) 2.460 .287  8.57 <.001 2.502 .334  7.49 <.001 
Math06 .147 .007 .71 22.20 <.001 .153 .008 .74 19.51 <.001 
LUNCH -.500 .169 -.09 -2.97 .003 -.157 .199 -.03 -.79 .431 
WRITING -.001 .001 -.03 -.82 .412 -.004 .002 -.12 -2.71 .007 
SOLVE .000 .001 .01 .31 .757 -.009 .005 -.07 -1.76 .080 
PRESENT .001 .001 .04 1.00 .319 .005 .004 .06 1.30 .196 
REC .001 .001 .04 1.38 .167 .001 .001 .05 1.24 .216 
 
 The only significant predictors of data analysis subscores for BWLI students are 
prior math scores and free lunch eligibility status. For the comparison students, prior 
scores are significant predictors, but free lunch eligibility is not. Use of computers for 
writing and research in school is also a significant predictor of data analysis subscores for 
the comparison students, but the coefficient is only -.004, meaning that 100 extra days of 
using computers for these activities would only reduce the data analysis, statistics, and 
probability subscore by 0.4 points. 
 Overall, while many achievement scores analyzed had one or more technology 
uses as significant predictors, these predictors all accounted for only a very small part of 
the variance in the MCAS score or subscore. Use of computers for writing and research 
in school was mainly a significant predictor for the comparison students, but always a 
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negative predictor indicating more use of computers for these purposes was related to 
lower MCAS scores. Use of computers to solve problems was also a negative predictor of 
MCAS scores for the comparison students, specifically for total math score and number 
and operations subscores. Recreational home use of computers was a positive predictor of 
scores for the laptop students in ELA. However with all significant predictors, the 
amount of that technology use had to be great in order for changes to be seen in MCAS 
scores. 
Research Question 3: Is There a Difference in Achievement Scores by Gender Given 
Student Computer Usage Both at School and at Home? 
 To determine the relationship between gender and technology as it affects MCAS 
scores, the regression analyses from Question 2 are repeated, but additional independent 
variables are added. Specifically, a dichotomous variable for gender (boy = 0, girl = 1) is 
included. Additionally, interaction terms were developed by multiplying each technology 
measurement scale by the gender variable. The technology measurement scales used are 
same as those used in Question 2 for each dependent variable. As adding variables for 
school membership did not change most results in the previous analyses, these regression 
models are not presented here. Thus for each dependent variable, a model is presented 
with the whole sample of students, followed by two models for the BWLI and 
comparison students separately. 
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English Language Arts MCAS 
 As with the previous analyses, ELA total scores and the reading and literature 
subscore are analyzed. Table 4.15 gave the average scores of boys and girls on these 
topics and it should be recalled that girls outperformed boys in these areas. Thus we 
would expect some gender effect. 
 ELA total raw score. 
 For this analysis, the technology scales used are use of computers for writing and 
research in school (WRITING), use of computers to solve problems in school (SOLVE), 
use of computers to present information in school (PRESENT), use of computers for 
communication at home (COMMUN), and recreational home use of computers (REC). 
Additionally, five gender interaction terms were created for these technology 
measurement scales. Scores from the sixth grade administration of the ELA MCAS, free 
lunch eligibility, and gender also are included. Results are shown in Table 4.41. The 
complete model is a significant predictor of ELA total scores (F = 96.804, df = 13, 806, p 
< .0005) and shows a strong relationship between the dependent and independent 
variables (R = .781). The adjusted R
2
 for the model is .603, versus .600 for including only 
previous scores, free lunch eligibility, and gender. This means that the technology 
measurement scales and the gender by technology interaction terms only account for an 
additional 0.3% of variance in ELA total scores, which is not meaningful in practical 
terms. 
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Table 4.41 
Regression Model for Total ELA Raw Score with Gender Variables 
 Unstandardized coefficients Standardized   
 B Std. Error β t Sig. 
(Constant) 11.958 .949  12.597 < .0005 
ELA06 .721 .023 .733 30.962 < .0005 
LUNCH -1.305 .398 -.077 -3.279 .001 
GENDER 1.114 .661 .068 1.686 .092 
WRITING -.010 .003 -.134 -3.186 .001 
SOLVE .010 .005 .071 1.959 .050 
PRESENT .006 .005 .045 1.134 .257 
COMMUN -.002 .003 -.030 -.770 .442 
REC .006 .004 .068 1.766 .078 
GENDER by WRITING .009 .004 .110 2.107 .035 
GENDER by SOLVE -.013 .008 -.060 -1.558 .120 
GENDER by PRESENT -.001 .008 -.008 -.187 .852 
GENDER by COMMUN .000 .004 .005 .103 .918 
GENDER by REC -.003 .005 -.024 -.507 .613 
 
 As expected, ELA sixth grade raw scores are significant predictors of ELA eighth 
grade raw scores. Free lunch eligibility is also significant with a coefficient of -1.305, 
meaning a student who is eligible for free or reduced lunch would be expected to earn 
1.305 fewer raw score points on the ELA exam than an ineligible student. Gender is not a 
significant predictor of ELA scores. This may be because the effect of gender is 
accounted for in the previous MCAS scores.  
 One technology measurement scale has a coefficient significantly different from 
zero. Use of computers for writing and research in school is a significant negative 
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predictor of ELA scores, with coefficient -.010. This means that a student using 
computers for these purposes in school an extra 100 days per school year would expect to 
earn one fewer raw score points on the ELA MCAS. Additionally, the related gender 
interaction term is significant, with coefficient .009. As girl is coded 1 in the gender term 
(versus 0 for boys), this means a girl taking the MCAS could expect to earn an additional 
.009 raw score points for each additional day using computers in school for writing and 
research. Thus a girl using computers in school for these purposes an extra 100 days per 
school year would expect to score 0.1 fewer raw score points on ELA, whereas a boy in 
this scenario would expect to earn 1.0 fewer raw score points, meaning a boy is 
additionally disadvantaged by using a computer for writing and research in school. No 
other gender interaction terms are significant. 
The analyses also are completed for BWLI and comparison schools separately. 
Results are shown in Table 4.42. For this model, adjusted R
2
 is .611 for the BWLI 
students and .615 for the comparison students, slightly greater than the adjusted R
2
 for the 
model as a whole. 
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Table 4.42 
Regression Model for ELA Raw Scores with Gender Variables Split by BWLI Status 
 BWLI Comparison 
 Unstd. Std.   Unstd. Std.  
 B Std. 
Error 
β t Sig. B Std. 
Error 
β t Sig. 
(Constant) 11.380 1.201  9.47 <.001 13.457 1.579  8.52 <.001 
ELA06 .725 .030 .74 24.37 <.001 .718 .038 .71 18.98 <.001 
LUNCH -.984 .516 -.06 -1.91 .057 -2.006 .624 -.12 -.32 .001 
GENDER 1.997 .934 .12 2.14 .033 -.287 .941 -.02 -.31 .760 
WRITING -.007 .004 -.10 -2.0 .046 -.027 .008 -.22 -3.50 .001 
SOLVE .009 .005 .08 1.75 .080 .001 .023 .00 .03 .976 
PRESENT .003 .005 .03 .59 .552 -.010 .021 -.04 -.46 .643 
COMMUN -.001 .004 -.01 -.16 .871 -.006 .005 -.07 -1.14 .257 
REC .011 .005 .11 2.28 .023 .004 .006 .05 .68 .498 
GENxWRI .005 .005 .06 .90 .367 .020 .010 .15 1.99 .047 
GENxSOL -.015 .009 -.09 -1.74 .082 .023 .032 .04 .724 .470 
GENxPRE .001 .009 .01 .107 .914 .007 .025 .02 .28 .779 
GENxCOM .000 .006 .00 -.03 .974 .003 .007 .03 .39 .697 
GENxREC -.004 .007 -.03 -.56 .578 -.003 .008 -.03 -.43 .669 
 
 For this model, free lunch is a significant negative predictor at the comparison 
schools, but not at the BWLI schools. Also, gender is a significant predictor with 
coefficient of 1.997 at the BWLI schools. This means that by just being a girl, a student 
would expect to earn about 2 more raw score points on the ELA exam. This is in addition 
to any gender differences accounted for by the previous MCAS scores. Gender is not a 
significant predictor at the comparison schools.  
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For the BWLI analysis, there are two significant technology measurement scales: 
use of computers for writing and research in school, which is a negative predictor, and 
recreational home use of computers, which is a positive predictor. None of the gender-
technology interaction terms are significant.  For the comparison schools, use of 
computers for writing and research at school and its related interaction term are 
significant predictors of ELA total raw scores. The coefficient for the main variable is -
.027 and the coefficient for the interaction term is .020. This means that a girl using 
computers for writing and research at school for an extra 100 days can expect to earn 0.7 
fewer raw score points on the ELA MCAS, while a boy using computers for these 
purposes can expect to earn 2.7 fewer raw score points. Thus, boys are at a greater 
disadvantage by using computers for writing and research in school. 
Reading and literature subscore. 
For analysis of the reading and literature subscore, the technology scales used are 
the same as those for the ELA total score: use of computers for writing and research in 
school (WRITING), use of computers to solve problems in school (SOLVE), use of 
computers to present information in school (PRESENT), use of computers for 
communication at home (COMMUN), and recreational home use of computers (REC). 
Five gender interaction terms were created for these technology measurement scales. 
Scores from the sixth grade administration of the ELA MCAS, free lunch eligibility, and 
gender also is included. Results are shown in Table 4.43. 
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Table 4.43 
Regression Model for Reading and Literature Subscore with Gender Variables 
 Unstandardized coefficients Standardized   
 B Std. Error β t Sig. 
(Constant) 9.767 .862  11.329 < .0005 
ELA06 .644 .021 .727 30.448 < .0005 
LUNCH -1.106 .362 -.072 -3.060 .002 
GENDER 1.131 .600 .076 1.884 .060 
WRITING -.009 .003 -.138 -3.258 .001 
SOLVE .009 .005 .073 2.003 .046 
PRESENT .005 .005 .039 .981 .327 
COMMUN -.003 .003 -.035 -.895 .371 
REC .006 .003 .070 1.799 .072 
GENDER by WRITING .009 .004 .117 2.234 .026 
GENDER by SOLVE -.012 .007 -.063 -1.618 .106 
GENDER by PRESENT -.001 .007 -.009 -.201 .841 
GENDER by COMMUN .001 .004 .015 .302 .763 
GENDER by REC -.003 .005 -.031 -.646 .518 
 
This model is a significant predictor of reading and literature scores (F = 94.340, 
df = 13, 806, p < .0005) with a strong relationship between the independent variables and 
the dependent variable (R = .777). The adjusted R
2
 is .597, which means nearly 60% of 
variance in reading and literature subscores is accounted for by this model. This is only 
0.3% greater than the model including previous ELA MCAS scores, free lunch eligibility, 
and gender alone. 
 Previous MCAS scores and free lunch eligibility are significant predictors of the 
reading and literature subscore, but gender on its own is not. Use of computers for 
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writing and research in school and its interaction term are again significant predictors. 
The coefficient for use of computers for writing and research is -.009, while the 
coefficient for the interaction term is .009. This means that for a girl there is a net zero 
effect of using computers for writing and research, but for boys, there is a negative effect. 
Boys would be predicted to earn 0.9 fewer raw score points on the reading and literature 
subscore for each 100 days they used computers for writing and research in school. The 
other significant technology measurement variable is use of computers to solve problems, 
which has coefficient .009. This means a student who uses technology for these purposes 
an extra 100 days per school year could expect to earn 0.9 more raw score points on the 
reading and literature subscore. No other independent variables have coefficients 
significantly different from zero. 
 The next analysis for the reading and literature subscore looks at BWLI and 
comparison students separately. These results are shown in Table 4.44. In these models, 
the adjusted R
2
 is .596 for the BWLI students and .622 for the comparison students. As 
with the models for the ELA total score, free lunch eligibility is a significant predictor of 
the reading and literature subscore for the comparison students, with a coefficient of -
1.663, but it is not a significant predictor for the BWLI students. Additionally gender is a 
significant predictor for the BWLI students, with over a two point advantage for girls, but 
it is not a significant predictor for the comparison students. 
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Table 4.44 
Regression Model for Reading and Literature Subscore with Gender Variables Split by 
BWLI Status 
 BWLI Comparison 
 Unstd. Std.   Unstd. Std.  
 B Std. 
Error 
β t Sig. B Std. 
Error 
β t Sig. 
(Constant) 9.451 1.103  8.569 <.001 10.711 1.408  7.61 <.001 
ELA06 .641 .027 .72 23.44 <.001 .653 .034 .72 19.35 <.001 
LUNCH -.896 .474 -.06 -1.89 .059 -1.663 .556 -.11 -2.99 .003 
GENDER 2.180 .857 .14 .254 .011 -.369 .839 -.03 -.44 .660 
WRITING -.007 .003 -.10 -1.94 .054 -.026 .007 -.24 -3.84 <.001 
SOLVE .009 .005 .08 1.74 .082 .005 .020 .01 .25 .807 
PRESENT .002 .005 .02 .41 .684 -.004 .019 -.02 -.22 .824 
COMMUN .000 .004 -.01 -.11 .916 -.006 .004 -.09 -1.44 .151 
REC .009 .004 .10 2.07 .039 .005 .005 .07 1.00 .316 
GENxWRI .004 .005 .06 .822 .412 .022 .009 .17 2.41 .017 
GENxSOL -.013 .008 -.08 -1.64 .101 .010 .028 .02 .34 .737 
GENxPRE .000 .008 .00 -.01 .995 .002 .023 .01 .11 .916 
GENxCOM .000 .005 .00 .06 .949 .004 .006 .06 .66 .511 
GENxREC -.004 .006 -.04 -.64 .522 -.004 .007 -.05 -.58 .562 
 
 The only significant technology measurement scale for the BWLI students is 
recreational home use of computers with a coefficient of .009. None of the gender 
interaction terms are significant for the BWLI students. For the comparison students, use 
of computers for writing and research in school and its interaction term are significant. 
Specifically, the coefficient for the main variable is -.026, while the coefficient for the 
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interaction term is .022. This means that a girl using technology 100 extra days in a 
school year would be predicted to earn 0.4 fewer raw score points on the reading and 
literature subscore, whereas a boy would expect to earn 2.6 fewer raw score points. 
Again, use of computers for these purposes disadvantages boys more than girls. 
Mathematics MCAS 
 As with the previous analyses, total math raw score, the number sense and 
operations subscore, the patterns, relations, and algebra subscore, and the data analysis, 
statistics and probability subscore are analyzed. Since girls and boys did not score 
significantly differently on any of these measures (as shown in Table 4.24), it should be 
expected that gender alone is not be a significant predictor of these scores. 
 Math total raw score. 
 For this analysis, the technology scales used are use of computers for writing and 
research in school (WRITING), use of computers to solve problems in school (SOLVE), 
use of computers to present information in school (PRESENT), use of computers for 
communication at home (COMMUN), and recreational home use of computers (REC). 
Additionally, five gender interaction terms were created for these technology 
measurement scales. Scores from the sixth grade administration of the math MCAS, free 
lunch eligibility, and gender also are included. Results are shown in Table 4.45. This 
model is a statistically significant predictor of total math raw scores (F = 160.832, df = 
13, 809, p < .0005) and shows a strong relationship between the dependent and 
independent variables (R = .849). The adjusted R
2
 equals .717, meaning 71.7% of the 
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variance in math total scores is accounted for by this model. This is only 0.1% more than 
the model with just previous scores, free lunch eligibility, and gender included as 
independent variables. 
Table 4.45 
Regression Model for Total Math Raw Score with Gender Variables 
 Unstandardized coefficients Standardized   
 B Std. Error β t Sig. 
(Constant) 7.307 .872  8.382 < .0005 
MATH06 .760 .018 .829 41.646 < .0005 
LUNCH -1.413 .465 -.060 -3.039 .002 
GENDER .850 .764 .038 1.113 .266 
WRITING -.007 .004 -.069 -1.953 .051 
SOLVE -.002 .006 -.009 -.299 .765 
PRESENT .011 .006 .066 2.023 .043 
COMMUN .004 .004 .033 .994 .321 
REC -.003 .004 -.022 -.685 .493 
GENDER by WRITING .004 .005 .036 .822 .411 
GENDER by SOLVE -.004 .009 -.012 -.372 .710 
GENDER by PRESENT -.007 .009 -.028 -.785 .433 
GENDER by COMMUN -.007 .005 -.061 -1.462 .144 
GENDER by REC .011 .006 .073 1.836 .067 
 
 In this model, previous math scores and free lunch eligibility are again significant 
predictors. A student who is eligible for free or reduced lunch would be expected to earn 
1.4 fewer raw score points on the math MCAS than a student who was not eligible. 
Gender is not a significant predictor of math MCAS scores. For the technology 
measurement variables, only using computers to present information in school is a 
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significant predictor of math MCAS scores. The coefficient is .011, meaning a student 
who spends an extra 100 days using technology to present information in school would 
be expected to earn 1.1 more raw score points. Since there were very few students who 
used computers for these purposes over 100 days per school year, the actual effect is very 
little. 
 The analysis is re-run for BWLI students and comparison students separately. The 
results are shown in Table 4.46. The percent of variance accounted for in the BWLI 
model is 69.3% and in the comparison model it is 75.6%, more than a 6% increase over 
the BWLI schools. 
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Table 4.46 
Regression Model for Total Math Raw Score with Gender Variables Split by BWLI Status 
 BWLI Comparison 
 Unstd. Std.   Unstd. Std.  
 B Std. 
Error 
β t Sig. B Std. 
Error 
β t Sig. 
(Constant) 6.919 1.189  5.82 <.001 7.807 1.290  6.05 <.001 
MATH06 .745 .025 .81 30.28 <.001 .779 .027 .85 28.91 <.001 
LUNCH -1.588 .627 -.07 -2.53 .012 -.765 .691 -.03 -1.11 .269 
GENDER 1.510 1.125 .07 1.34 .180 -.024 1.026 .00 -.02 .981 
WRITING -.003 .004 -.03 -.69 .492 -.016 .008 -.10 -1.95 .052 
SOLVE .000 .006 .00 .07 .946 -.064 .025 -.11 -2.56 .011 
PRESENT .009 .006 .06 1.47 .143 .028 .023 .08 1.21 .227 
COMMUN .002 .005 .02 .359 .720 .005 .005 .04 .85 .394 
REC .002 .006 .02 .434 .665 -.007 .006 -.06 -1.16 .247 
GENxWRI .002 .006 .02 .320 .749 .005 .011 .03 .48 .631 
GENxSOL -.006 .011 -.03 -.58 .563 .059 .035 .08 1.70 .090 
GENxPRE -.007 .011 -.03 -.62 .534 -.016 .028 -.04 -.58 .565 
GENxCOM -.006 .007 -.05 -.91 .362 -.007 .007 -.06 -.94 .346 
GENxREC .007 .008 .05 .898 .370 .012 .008 .09 1.46 .145 
 
 Previous MCAS scores are a significant predictor for both groups. Free lunch 
eligibility is a significant predictor for the BWLI students (coefficient = -1.588), but not 
for the comparison students. Gender is a significant predictor for neither group. Of the 
technology measurement scales and the interaction terms, none are significant predictors 
in the BWLI analysis. For the comparison students, the only significant predictor is use of 
computers to solve problems in school, which has a coefficient of -.064. This means a 
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student who uses technology for these purposes 100 additional days in a school year 
would be expected to score 6.4 fewer raw score points on the math MCAS. 
 Number sense and operations subscore. 
 For the number sense and operations subscore, the following technology 
measurement scales are used as independent variables in the analysis: use of computers 
for writing and research at school (WRITING), use of computers to solve problems at 
school (SOLVE), use of computers to present information at school (PRESENT) and 
recreational home use of computers (REC). Gender interaction terms for each of these 
four variables also are included. As usual, sixth grade math MCAS scores, free lunch 
eligibility, and gender as a dichotomous variable are included. Results are shown in Table 
4.47.  
The model is a significant predictor of number sense and operations subscores (F 
= 125.144, df = 11, 811, p < .0005).  There is a strong correlation between the dependent 
variable and the independent variables (R = .793). The adjusted R
2
 value is .624, which is 
a decrease of .001 from the values for the model with just previous scores, free lunch 
eligibility, and gender. 
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Table 4.47 
Regression Model for Number Sense and Operations Subscore with Gender Variables 
 Unstandardized coefficients Standardized   
 B Std. Error β t Sig. 
(Constant) 1.124 .310  3.633 < .0005 
MATH06 .223 .007 .773 33.769 < .0005 
LUNCH -.434 .168 -.059 -2.581 .010 
GENDER .278 .260 .039 1.070 .285 
WRITING -.002 .001 -.067 -1.655 .098 
SOLVE .000 .002 -.002 -.070 .944 
PRESENT .004 .002 .070 1.885 .060 
REC .001 .001 .016 .506 .613 
GENDER by WRITING .001 .002 .030 .603 .547 
GENDER by SOLVE -.001 .003 -.011 -.281 .779 
GENDER by PRESENT -.003 .003 -.038 -.924 .356 
GENDER by REC .001 .002 .012 .321 .749 
 
 In this model, the only variables with coefficients significantly different from zero 
are previous math MCAS scores and free lunch eligibility. Thus, neither gender nor 
computer use has a significant relationship with number sense and operations subscores. 
 Regression equations are computed separately for the BWLI and comparison 
students. Results are shown in Table 4.48. The adjusted R
2
 for the BWLI analysis is .606, 
while the value for the comparison analysis is .649. Again, more variance in number 
sense and operations subscores is accounted for in the comparison model. 
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Table 4.48 
Regression Model for Number Sense and Operations Subscore with Gender Variables 
Split by BWLI Status 
 BWLI Comparison 
 Unstd. Std.   Unstd. Std.  
 B Std. 
Error 
β t Sig. B Std. 
Error 
β t Sig. 
(Constant) .953 .420  2.27 .024 1.434 .468  3.07 .002 
MATH06 .222 .009 .77 25.37 <.001 .222 .010 .78 22.00 <.001 
LUNCH -.350 .224 -.05 -1.56 .119 -.522 .259 -.07 -2.02 .044 
GENDER .345 .386 .05 .896 .371 .193 .354 .03 .55 .586 
WRITING -.001 .002 -.04 -.704 .482 -.006 .003 -.12 -2.02 .044 
SOLVE .000 .002 .01 .143 .887 -.012 .009 -.07 -1.30 .195 
PRESENT .003 .002 .06 1.28 .200 .013 .009 .11 1.49 .138 
REC .001 .002 .03 .634 .527 .000 .002 .01 .24 .813 
GENxWRI .000 .002 .00 -.02 .986 .006 .004 .10 1.41 .160 
GENxSOL .000 .004 .00 -.08 .933 -.002 .013 -.01 -.12 .906 
GENxPRE -.003 .004 -.04 -.70 .487 -.009 .010 -.07 -.89 .372 
GENxREC .001 .002 .02 .46 .649 -.001 .003 -.01 -.24 .815 
 
 Previous MCAS scores are significant predictors in both models. In the BWLI 
model, that is the only significant predictor. There are two additional significant 
predictors in the comparison model: free lunch eligibility and using computers for writing 
and research. A student eligible for free lunch would be expected to earn about 0.5 fewer 
raw score points on the number sense and operations subscore out of a possible 14 points. 
A student who used computers 100 extra days per school year for writing and research in 
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school would expect to earn 0.6 fewer raw score points on this subscore. None of the 
gender interaction terms are significant. 
 Patterns, relations, and algebra subscore. 
 For the patterns, relations, and algebra analysis, the technology scales used are 
use of computers for writing and research in school (WRITING), use of computers to 
solve problems in school (SOLVE), use of computers to present information in school 
(PRESENT), use of computers for communication at home (COMMUN), and 
recreational home use of computers (REC). Five gender interaction terms were created 
for these technology measurement scales. Scores from the sixth grade math MCAS, free 
lunch eligibility, and gender also are included. Results are shown in Table 4.49. 
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Table 4.49 
Regression Model for Patterns, Relations, and Algebra Subscore with Gender Variables 
 Unstandardized coefficients Standardized   
 B Std. Error β t Sig. 
(Constant) 2.091 .035  6.850 < .0005 
MATH06 .199 .006 .751 31.069 < .0005 
LUNCH -.287 .163 -.043 -1.763 .078 
GENDER .417 .267 .064 1.561 .119 
WRITING -.002 .001 -.069 -1.602 .110 
SOLVE -.001 .002 -.010 -.262 .794 
PRESENT .003 .002 .059 1.482 .139 
COMMUN .002 .001 .077 1.943 .052 
REC -.002 .001 -.056 -1.424 .155 
GENDER by WRITING .003 .002 .092 1.741 .082 
GENDER by SOLVE -.004 .003 -.053 -1.352 .177 
GENDER by PRESENT -.002 .003 -.026 -.601 .548 
GENDER by COMMUN -.003 .002 -.097 -1.922 .055 
GENDER by REC .004 .002 .092 1.911 .056 
 
 This model is a significant predictor of the patterns, relations, and algebra 
subscore (F = 89.164, df = 13, 809, p < .0005). There is a strong correlation between the 
dependent and independent variables (R = .767) and the adjusted R
2
 value of .582 
indicates that 58.2% of the variance in this subscore is accounted for in this model. This 
is only 0.1% more than in a model with just previous MCAS scores, free lunch eligibility, 
and gender as independent variables. The only variable with a coefficient significantly 
different from zero is previous MCAS scores. This means that free lunch eligibility, 
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gender, and all technology measures are not significant predictors of the patterns, 
relations, and algebra subscores. 
 The second analysis for this subscore examines the results for BWLI and 
comparison students separately. These results are shown in Table 4.50. The adjusted R
2
 
for the BWLI model is .575, while the adjusted R
2
 is .601 for the comparison model. 
Table 4.50 
Regression Model for the Patterns, Relations, and Algebra Subscore with Gender 
Variables Split by BWLI Status 
 BWLI Comparison 
 Unstd. Std.   Unstd. Std.  
 B Std. 
Error 
β t Sig. B Std. 
Error 
β t Sig. 
(Constant) 1.774 .393  4.52 <.001 2.477 .500  4.95 <.001 
MATH06 .192 .008 .75 23.67 <.001 .207 .010 .75 19.83 <.001 
LUNCH -.181 .207 -.03 -.88 .381 -.400 .268 -.06 -1.49 .136 
GENDER .780 .372 .12 2.10 .036 -.052 .398 -.01 -.131 .896 
WRITING .000 .001 .00 .02 .982 -.007 .003 -.13 -2.11 .036 
SOLVE .000 .002 -.01 -.10 .917 -.012 .010 -.07 -1.29 .200 
PRESENT .002 .002 .05 1.05 .295 .000 .009 .00 .01 .991 
COMMUN .002 .002 .06 1.23 .218 .003 .002 .09 1.29 .198 
REC .000 .002 .01 .18 .861 -.004 .002 -.11 -1.66 .098 
GENxWRI .002 .002 .07 .91 .364 .003 .004 .06 .77 .442 
GENxSOL -.006 .004 -.09 -1.77 .078 .015 .013 .07 1.13 .261 
GENxPRE -.001 .003 -.01 -.25 .804 .001 .011 .01 .12 .906 
GENxCOM -.004 .002 -.11 -1.74 .082 -.002 .003 -.05 -.62 .536 
GENxREC .003 .003 .08 1.24 .214 .003 .003 .08 .974 .331 
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 In both models previous MCAS score is a significant predictor and free lunch 
eligibility is not a significant predictor. For the BWLI students, gender is a significant 
predictor. The coefficient of .780 means that a girl in a BWLI school would expect to 
earn 0.78 more raw score points on the patterns, relations, and algebra subscore than a 
boy in a BWLI school. No other variables are significant in the BWLI model. In the 
comparison model, there is one additional significant variable: use of computers for 
writing and research in school. The coefficient of -.007 means that a student who uses 
computers for these purposes an additional 100 days per school year would expect to earn 
0.7 fewer raw score points on the algebra subscore. No gender interaction variables were 
significant in either model. 
 Data analysis, statistics, and probability subscore. 
 The technology scales used for the analysis of the data analysis, statistics, and 
probability subscore are use of computers for writing and research in school (WRITING), 
use of computers to solve problems in school (SOLVE), use of computers to present 
information in school (PRESENT), and recreational home use of computers (REC), as 
well as gender interaction terms for each of these variables. Scores from the sixth grade 
administration of the math MCAS, free lunch eligibility, and gender also are included. 
Results are shown in Table 4.51. 
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Table 4.51 
Regression Model for Data Analysis, Statistics, and Probability Subscore with Gender 
Variables 
 Unstandardized coefficients Standardized   
 B Std. Error β t Sig. 
(Constant) 2.350 .237  9.896 < .0005 
MATH06 .150 .005 .728 29.678 < .0005 
LUNCH -.407 .129 -.077 -3.156 .002 
GENDER .215 .199 .042 1.081 .280 
WRITING -.002 .001 -.071 -1.629 .104 
SOLVE .000 .002 .007 .187 .852 
PRESENT .002 .002 .059 1.486 .138 
REC .000 .001 .014 .416 .677 
GENDER by WRITING .000 .001 .003 .054 .957 
GENDER by SOLVE .000 .003 .001 .028 .978 
GENDER by PRESENT -.001 .002 -.018 -.418 .676 
GENDER by REC .001 .001 .041 1.042 .298 
 
 This regression model is a significant predictor of data analysis, statistics, and 
probability subscores (F = 99.442, df = 11, 811, p < .0005). There is a strong correlation 
between the subscore and the independent variables (R = .758) and 56.8% of the variance 
in these subscores is accounted for by the model based on the adjusted R
2
. This is only 
0.1% more than is accounted for by a model including only previous MCAS scores, free 
lunch eligibility and gender. Examining the coefficients of the independent variables as 
shown in Table 4.56 shows that only previous MCAS scores and free lunch eligibility are 
significant predictors of the data analysis, statistics, and probability subscore. 
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Lastly, the regression is repeated for BWLI and comparison students separately. 
These results are shown in Table 4.52. The adjusted R
2
 for the BWLI model is .552 
versus an adjusted R
2
 of .594 for the comparison model. 
Table 4.52 
Regression Model for Data Analysis, Statistics, and Probability Subscore with Gender 
Variables Split by BWLI Status 
 BWLI Comparison 
 Unstd. Std.   Unstd. Std.  
 B Std. 
Error 
β t Sig. B Std. 
Error 
β t Sig. 
(Constant) 2.342 .320  7.33 <.001 2.419 .362  6.69 <.001 
MATH06 .147 .007 .71 22.07 <.001 .155 .008 .75 19.83 <.001 
LUNCH -.515 .170 -.10 -3.02 .003 -.151 .200 -.03 -.75 .452 
GENDER .278 .294 .05 .95 .345 .049 .273 .01 .18 .858 
WRITING -.001 .001 -.03 -.58 .563 -.005 .002 -.14 -2.13 .034 
SOLVE .001 .002 .01 .30 .762 -.013 .007 -.10 -1.85 .066 
PRESENT .002 .002 .05 1.05 .294 .003 .007 .03 .43 .668 
REC .001 .001 .04 .92 .358 .000 .001 .01 .14 .892 
GENxWRI .000 .002 -.01 -.08 .939 .001 .003 .03 .45 .657 
GENxSOL .000 .003 .00 .03 .980 .010 .010 .06 1.03 .303 
GENxPRE -.001 .003 -.02 -.40 .689 .002 .008 .02 .21 .835 
GENxREC .000 .002 .01 .10 .917 .002 .002 .07 1.02 .307 
 
 For the BWLI students, the only significant predictors are previous MCAS scores 
and free lunch eligibility. For the comparison students, previous MCAS scores are 
significant, but free lunch eligibility is not. Additionally, use of computers for writing and 
research in schools is a significant negative predictor for comparison students with 
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coefficient -.005. This means a student who uses computers for these purposes an extra 
100 days during the school year would be expected to score 0.5 fewer raw score points 
out of 11 possible points on the data analysis, statistics, and probability subscore. 
It should be recalled that the data analysis, statistics, and probability substrand 
had a lower than desired reliability (.628) and fewer items than the other two strands 
examined (8 items worth 11 points). It is possible that this was not enough items to be 
able to detect any differences based on gender or technology usage. 
Summary 
 The first research question, how does technology use differ by gender, can be 
clearly answered based on the results found in this study: there are no differences in 
technology use. Whether this is an overall trend or a peculiarity of this particular group of 
students cannot be determined. 
 The second question investigated significant relationship between technology 
usage and ELA and math MCAS scores. These results varied by score and subscore 
analyzed, as well as by how analysis was completed. While there were some technology 
uses that were significant predictors of scores, none of these would have a practical effect 
unless there was an extremely large difference in use. 
 Likewise, the third research question investigated how gender played a part in the 
relationship between technology use and standardized test scores. Again, where there 
were significant results, they were small. However in almost all significant cases, the 
advantage was to the female students over the male students. 
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 These results and their implications will be investigated in more detail in the 
following chapter. 
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Chapter 5: Discussion 
 The goal of this research was to investigate the interrelationships between gender, 
technology use, and standardized test scores. The data for this study came from five 
middle schools in western Massachusetts. Three of these schools were part of the 
Berkshire Wireless Learning Initiative (BWLI) and had 1:1 laptop programs, while the 
other two schools were comparison schools that did not have 1:1 laptop programs. 
Literature related to these areas was reviewed in order to place the results in a greater 
context. This chapter will review the results of this study, discuss the limitations of this 
study, and make recommendations for future research. 
Summary of Results 
 Three questions were investigated as a part of this research. First differences in 
technology use by gender were examined. Second, technology uses were used as 
predictors in determining standardized test scores in English language arts (ELA) and 
mathematics. Finally, gender and technology uses together were used as predictors of 
standardized test scores. For all of these questions, technology use was defined by seven 
measurement scales: use of computers for writing and research in school, use of 
computers to solve problems in school, use of computers to present information in 
school, use of computers for communication in school, use of computers for writing and 
research at home, use of computers for communication at home, and recreational home 
use of computers. Results are discussed in more detail below. 
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Gender Differences in Technology Use 
 Differences by gender for the seven technology use scales were examined for the 
entire sample of students, for students at the BWLI schools only, and for students at the 
comparison schools only. In all cases, across all seven technology scales, no uses were 
significantly different between boys and girls. 
 Based on the literature, girls spend more time using computers for writing and 
other communication activities than do boys (e. g. Lenhart, Arafeh, Smith, & Macgill, 
2008), while boys spend more time playing games (e.g. Terlecki & Newcombe, 2005). 
But these differences did not bear out in this study‘s data. As no significant differences 
were found regardless of school setting, it can be determined that this lack of difference is 
more universal rather than an artifact of technology availability at school.  
 There are many possible explanations for the distinction between these results and 
the information in the literature. The lack of gender differences could be a result of 
analyzing students from these particular schools across a small geographic area. Perhaps 
a different type of living environment or a more diverse student body in terms of race and 
ethnicity might have yielded different results. Another possible explanation is the rapid 
change in technology use. As of 2008, 95% of girls and 93% of boys used the Internet 
(Lenhart et al, 2008) and 55% of households had broadband internet (Horrigan, 2008). 
With the broad use of technology today, it is possible that the literature cannot keep up 
with changes in who uses technology and how it is used. Perhaps differences in types of 
use between genders are already becoming outdated. 
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 If in fact the data from this study represents an overall trend with regard to 
technology use and gender, this has exciting implications for the future. Currently only 
24.8% of computer scientists and systems analysts are female, and only 20.2% of 
software engineers are female (U. S. Department of Labor, 2009a). It is possible that with 
equal use of technology for all purposes, more girls will be drawn into the computer and 
technology fields.  
Standardized Assessment Scores and Technology Use 
 For this study, student achievement was measured with scores from the 
Massachusetts Comprehensive Assessment System (MCAS). Regression equations were 
developed with scores or subscores from the English language arts and mathematics 
sections of the MCAS as dependent variables. For each dependent variable, three 
analyses were done. In the first, technology scales were predictors along with previous 
MCAS scores and free or reduced lunch eligibility, a proxy for socio-economic status. 
The second analysis repeated this, but added categorical coded variables for school 
membership. In the last analysis, BWLI student and comparison student analyses were 
completed separately, using technology measurement scales, previous MCAS scores, and 
free or reduced lunch eligibility as predictors.  
In order to determine which of the seven technology measurement scales would 
be used as predictors, two criteria were used: first, if the scale had significantly different 
means for boys and girls, it was retained; second, if the scale had a significant correlation 
with the dependent variable, it was retained. As discussed in the previous section, for 
none of the technology measurement scales were the means significantly different for 
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boys and girls. Therefore, only the second criterion applied in determining the dependent 
variables. 
Across all dependent variables two scales were never significantly correlated. The 
first is use of computers for communication in school. Overall, students at the BWLI 
schools used technology for these purposes an average of 31 days per year, while 
students at the comparison schools used technology for these purposes on average 1 day 
per year. Even in the BWLI schools, 27% of students never used computers for 
communication in school. Thus, computers were used too infrequently for these purposes 
to have an effect on student achievement. 
The second scale that was never correlated with a dependent variable was use of 
computers for writing and research at home. The home variables were measured in 
average minutes per day. On average, BWLI students used computers for writing and 
research at home 69 minutes per day versus comparison students who did these activities 
76 minutes per day. These values were not significantly different. Approximately 15% of 
students in both settings never used computers for writing and research at home. Given 
the amount of use, it is not for lack of use that this scale is not correlated with the 
achievement measures. All of the component items of this scale are specific to use of 
computers for school work, either searching the Internet for school, writing papers for 
school, and working on projects for school. We can assume that while the activities in 
this scale were all school-related, they were not test-related, and therefore, did not 
correlate significantly with any MCAS score or subscore. 
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Table 5.1 summarizes which technology measurement scales were significant 
predictors of each dependent variable. The two measurement scales that were not used in 
any regression model are not included in the table. The adjusted R
2
 values are from the 
analysis for the entire samples, not including the school variables. In most cases the 
adjusted R
2
 increased only slightly when school variables were added. Additionally, 
significant predictors from the total sample (T) are from the analysis without the school 
variables as well. In general, one or more of the school variables were significant 
predictors of the MCAS scores and subscores, but did not change which technology 
measurement scales were predictors.  
Table 5.1 
Significant Predictors of MCAS Scores and Subscores 
 Adj. 
R
2 
Free 
lunch 
WRITING SOLVE PRESENT COMMUN REC 
Total ELA .595 T, C T, C    B 
Reading & lit. .585 T, C T, C    B 
Total math .715 T, B C C    
Number sense  .624 T, C  C  X  
Algebra .575  C     
Data analysis .567 T, B T, C   X  
WRITING: Use of computer for writing and research in school, SOLVE: Use of computer to solve 
problems in school, PRESENT: Use of computers to present information in school, COMMUN: Use of 
computers for communication at home, REC: Recreational home use of computers 
T = significant predictor for total sample, B = significant predictor for BWLI students, C = significant 
predictor for comparison students, X = not used in this analysis 
 
 A variable of particular interest is free or reduced lunch eligibility. On most 
standardized tests, there is a significant difference between the scores of students by 
socioeconomic status. For example, this was true on the most recent reading and math 
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NAEP administrations, as well as all previous NAEP administrations (NCES 2009a, 
NCES 2009b). This is also true for this sample in both BWLI and comparison schools, if 
not controlling for previous MCAS scores and looking purely at difference of means. 
Thus it is interesting that for both ELA analyses (total score and reading and literature 
subscore), free lunch eligibility is not a significant predictor in the laptop schools, but it is 
in the comparison schools, after controlling for prior ability. There are other studies with 
a similar statistical design, namely using multiple regression to predict ELA or reading 
test scores while using a variable to control for prior ability and a variable for 
socioeconomic status (e. g. O‘Dwyer, Russell, Bebell, & Tucker-Seeley, 2005; Evans, 
Yoo, & Sipple, 2010; Helig & Darling-Hammond, 2008; Jargowsky & El Komi, 2008), 
but in all of these studies, socioeconomic status is a significant predictor. However none 
of these studies examined 1:1 laptop schools specifically. The implication of these results 
is that at a school with a 1:1 laptop program, socioeconomic status is less of a factor in 
predicting ELA scores. Verifying these results could be an important part of future study 
as it can illustrate the power that laptop programs have in equalizing opportunities for 
students of different economic backgrounds 
 The results for math with regard to the free or reduced lunch variable are less 
clear. Free or reduced lunch eligibility is a significant predictor of total math scores and 
data analysis, statistics, and probability subscores for BWLI students separately, but not 
for comparison students alone. However, free lunch eligibility is a significant predictor of 
number sense and operations subscores for comparison students, but not for BWLI 
students. Lastly, free lunch eligibility is never a significant predictor of algebra 
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subscores. It is difficult to determine if these results may lead to larger conclusions about 
participation in laptop programs or they are a fluke of the current data. It should be noted 
that students reported using technology in math class much less frequently than in 
English class. In all five schools, use of technology for English class occurred between 
1.5 and 2.5 times as many school days than use of technology in math class (Bebell & 
Kay, 2010). Thus, it should not be surprising that results for ELA scores are clearer and 
more consistent than the results relating to math MCAS scores. 
 The technology use scale that was most frequently a significant predictor of 
MCAS scores or subscores was use of computers for writing and research in school. This 
was significant for the total sample for the ELA total score, the reading and literature 
subscore, and the data analysis, statistics, and probability subscore. It was significant for 
the comparison students alone for the same dependent variables, plus the total math 
score, and the patterns, relations, and algebra subscore. It was never significant for the 
BWLI students alone. This indicates that while there was less use of computers for these 
purposes in comparison schools (56 days per year versus 148 days per year on average at 
the BWLI schools), these uses at comparison schools were more directly related to 
MCAS scores. This would indicate that within the topic of writing and research in 
schools, students at BWLI schools and students at the comparison schools are using the 
technology in different ways. It should also be noted that in each case, the coefficient of 
the variable for use of computers for writing and research in school was negative. This 
implies that for more use, one would expect the related score or subscore to decrease.  As 
very few studies examine specific computer uses with relation to test scores, it is difficult 
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to see how this information fits into the larger field. O‘Dwyer, Russell, Bebell, and 
Tucker-Seeley (2005) found that editing papers with a computer was a significant 
positive predictor of both ELA MCAS scores and the reading and literature subscore, but 
that using the Internet for research in schools was not significant.  
 There are many possible explanations for this negative relationship between using 
computers for writing and research in school and MCAS scores. It is possible that 
computers are used more often by students with writing difficulty, perhaps within a 
remedial program, which would make them more relevant to students who already have 
lower scores. It is also possible that weaker students take longer to write, and therefore 
use computers more days per school year. In the BWLI schools alone, this scale is never 
a significant predictor, perhaps because of the greater use of technology for these 
purposes overall, and not just for weaker students.  
 While the coefficients for use of computers for writing and research in school 
were significant, they were also small. The model for the comparison students with ELA 
total raw score as the dependent variable had the largest absolute value coefficient for use 
of computers for writing and research in school (Table 4.19).  This value of -.015 means 
that if a student were to use technology for these purposes 100 extra days per school year, 
they would expect a decrease of 1.5 raw score points on their ELA exam on average. 
While 1.5 points could be important for many students on the border between scoring 
categories, it will not be of practical importance for most students. Additionally, for a 
school to change such that students were using computers an extra 100 days per year, 
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particularly at a school without a 1:1 laptop program, would be highly unusual. Thus, 
while the significance is interesting, the practical results are minimal. 
 The technology measurement scale for use of computers to solve problems in 
school was a significant predictor in two cases: for predicting the total math score of the 
comparison students and for predicting the number sense and operations subscores of the 
comparison students. It was never a significant predictor for the whole sample or for the 
BWLI students alone.  In both cases, it was a negative predictor of scores for the 
comparison students. For the total math score, the coefficient for the use of computers to 
solve problems scale was -.037 for the comparison students. This implies that for an 
additional 100 days of use for these purposes, a student could expect to score 3.7 fewer 
points on their total math raw score on average. Thinking on a smaller scale, a student 
who used computers for these purposes an extra 30 days per school year could expect to 
score 1.1 fewer raw score points. Thus, this variable has a greater effect on math total raw 
score for the comparison student population than the writing and research variable did on 
any of the dependent variables. For the number sense and operations strand, the 
coefficient of use of computers to solve problems in school was -.013 for the comparison 
students, again negative. A student using technology for these purposes an extra 30 days 
per school year would expect to earn 0.39 fewer raw score points out of 14 total points.  
 This result is particularly interesting considering the lack of use of technology for 
these purposes in the comparison schools, on average nine days per school year. In 
theory, any scale with such little use should not significantly predict scores. As with the 
writing scale, it is possible that the students who used computers most frequently to solve 
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problems were weaker in math and used computers as part of a remedial program. At the 
BWLI schools, students may have used computers for these purposes more equally 
between ability groups. 
 The only other technology use variable that was a significant predictor of scores 
or subscores was recreational home use of computers. The variable is a positive predictor 
of ELA total scores and the reading and literature subscore for the BWLI students alone. 
It is never a significant predictor of scores for the total sample or the comparison students 
alone. This finding contrasts with that found in O‘Dwyer et al. (2005), which determined 
recreational home use of computers was a significant negative predictor of both MCAS 
total ELA scores and the MCAS reading and literature subscore. However, O‘Dwyer et 
al. did not study laptop schools separately from other schools. Thus, there may be 
something in the ways students at laptop schools use computers at home that is different 
from the way their counterparts at comparison schools do. That said, the coefficients of 
these variables were again small, .007 for the total ELA score and .009 for the reading 
and literature subscore. As these variables are  measured in average minutes per day, this 
means a BWLI student who spent 100 additional minutes per day on average using 
computers recreationally at home would be predicted to earn 0.7 additional raw score 
points on the total ELA score and 0.9 additional raw score points on the reading and 
literature subscore. Given the amount of time some people spend on computer games 
(McGonigal, 2010), it is certainly possible that a student discovering a new game could 
be playing so obsessively as to increase their average recreational computer time by over 
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100 minutes per day. Still, the practical effect on scores would only be for those students 
at the borders of performance levels. 
 It should be noted that in all cases, the technology measurement scales may not be 
causing changes in the MCAS scores rather than just predicting them. For example, 
students who use computers recreationally at home may be students who are already 
scoring higher on ELA tests. That said, if that were true, it would make sense the 
relationship would be seen at both the BWLI and comparison schools, not just the BWLI 
schools. 
Standardized Assessment Scores, Technology Use, and Gender 
 The third research question in this study examined if there was a difference in 
achievement scores by gender given computer usage at school and at home. To answer 
this question, the same analyses (technology scales as predictors along with previous 
MCAS scores and free or reduced lunch eligibility for the entire sample as well as for 
BWLI students and comparison students separately) were repeated for each of the same 
dependent variables. The analyses from Question 2 including school membership 
variables were not included as these results did not greatly vary from the results without 
these variables. However to answer this research question independent variables were 
added into the models. First, a dichotomous variable for gender (male = 0, female = 1) 
was included. Secondly, gender interaction terms were developed by multiplying the 
gender variable by each of the technology measurement scales used in the analysis.  
Table 5.2 summarizes which technology measurement scales were significant 
predictors of each dependent variable. Table 5.3 includes the same data for the gender 
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variable and the gender interaction terms. The same two measurement scales that were 
not used in any regression model, use of computers for communication at school and use 
of computers for writing and research at home, are not included in the table. The adjusted 
R
2
 values are from the analyses for the entire sample.  
Table 5.2 
Significant Predictors of MCAS Scores and Subscores When Including Gender Variables 
 Adj. 
R
2 
Free 
lunch 
WRITING SOLVE PRESENT COMMUN REC 
Total ELA .603 T, C T, B, C    B 
Reading & lit. .597 T, C T, C T   B 
Total math .717 T, B  C T   
Number sense  .624 T, C C   X  
Algebra .582  C     
Data analysis .568 T, B C   X  
WRITING: Use of computer for writing and research in school, SOLVE: Use of computer to solve 
problems in school, PRESENT: Use of computers to present information in school, COMMUN: Use of 
computers for communication at home, REC: Recreational home use of computers 
T = significant predictor for total sample, B = significant predictor for BWLI students, C = significant 
predictor for comparison students, X = not used in this analysis 
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Table 5.3 
Significant Gender-related Predictors of MCAS Scores and Subscores 
 Gender Gender x 
WRITING 
Gender x 
SOLVE 
Gender x 
PRESENT 
Gender x 
COMMUN 
Gender 
x REC 
Total ELA B T, C     
Reading & lit. B T, C     
Total math       
Number sense      X  
Algebra B      
Data analysis     X  
WRITING: Use of computer for writing and research in school, SOLVE: Use of computer to solve 
problems in school, PRESENT: Use of computers to present information in school, COMMUN: Use of 
computers for communication at home, REC: Recreational home use of computers 
T = significant predictor for total sample, B = significant predictor for BWLI students, C = significant 
predictor for comparison students, X = not used in this analysis 
 
 The adjusted R
2
 values for these models all increased over the model without the 
gender variables, except for the value for the number sense and operations subscore, 
which stayed the same. The greatest increase was .012 for the reading and literature 
subscore, meaning this dependent variable was most affected by the addition of the 
gender variables. All other increases explain less than 1% additional variance. Thus while 
there are some significant relationships, gender is only a small part of the variance in any 
of the dependent variables. 
 The dependent variables for which free or reduced lunch eligibility was a 
significant predictor in the first set of analyses remain the same for the analyses including 
gender. This means that gender does not significantly affect how socioeconomic status 
interacts with test scores and technology usage. 
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 The dichotomous variable for gender is significant in three models, all for BWLI 
students alone. These models have the dependent variables total ELA score, reading and 
literature subscore, and the patterns, relationships, and algebra subscore. For both the 
BWLI students and the comparison students, girls significantly outperform boys in ELA 
and reading and literature. The differences are slightly greater among the BWLI students. 
In both the ELA total score and the reading and literature subscore models, the 
coefficient of gender is positive (1.997 for ELA total score and 2.180 for reading and 
literature). This means girls would be predicted to score approximately two more raw 
score points on these scores than would boys after accounting for prior ability. As girls 
had scored significantly higher on both of these measures in 2006, their sixth grade year, 
the significant coefficient for gender in these models implies that from sixth grade to 
eighth grade the gender gap between boys and girls increased in ELA and reading and 
literature. For patterns, relationships, and algebra, the coefficient of the gender variable is 
.780, indicating a girl would be expected to score approximately 0.78 more raw score 
points on the algebra subscore after accounting for previous math scores. It is unclear 
why this is so as there is no significant difference in scores between boys and girls in 
both 2008 (8
th
 grade) and 2006 (6
th
 grade). 
 As with the previous model, the technology measurement scale which is 
significant most frequently is use of computers for writing and research in school. For the 
total ELA score, it is a significant predictor for the entire sample, as well as for BWLI 
and comparison students separately. In all cases, the value of the coefficient is negative, 
indicating that the use of computers for these purposes is negatively related to total ELA 
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score. In addition to the main effect from these variables, there is a gender interaction for 
the complete sample, as well as for the comparison students separately. The coefficient of 
the gender interaction with use of computers for writing and research in school is always 
positive. Thus, as gender is coded 1 for female and 0 for male, this implies that the 
negative effect of use of computers for writing and research is much greater for boys than 
girls. In fact, when including the gender interaction term coefficient, the relationship 
between use of computers for writing and research in school is negligible for girls, but 
negative for boys. The results are similar for the reading and literature subscore, with the 
technology scale and its interaction term being a significant predictor for the total sample 
and for the comparison students separately. Neither of these variables is significant for 
the BWLI students on the reading and literature subscore. When discussing the models 
without gender variables, it was hypothesized that the negative coefficients may be 
related to weaker students using computers more frequently for these purposes, perhaps 
in a remedial program. The gender results would imply that such a program would have 
more boys than girls, thus it is the weaker boys getting more use than other students. This 
hypothesis would make sense as weaker students in ELA fields are often boys. 
 In math, the use of computers for writing and research in school has a significant 
negative relationship with total math score, the number sense and operations subscore, 
and the patterns, relations, and algebra subscore for the comparison students alone. It is 
not a significant predictor for the BWLI students or the total sample. The related 
interaction term is not significant for any group, indicating that gender is not part of how 
use of computers for writing and research in school predicts any math score or subscore. 
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 When including gender variables, use of computers to solve problems in school 
becomes a significant negative predictor of reading and literature subscores for the entire 
sample, whereas without the gender variables in the model, it is not significant. Its gender 
interaction term is not significant. Use of computers to solve problems likely becomes 
significant with the addition of the gender variables because the gender variables, while 
not significant, account for some of the error variance in the original model. In the model 
with less error, use of computers to solve problems becomes significant. However, this 
shift in statistical significance is not interpreted as practically significant.  
Use of computers to solve problems is also a significant predictor of total math 
scores for the comparison group, as it was in the model without the gender variables. This 
scale is a negative predictor of total math scores. The negative prediction for math scores 
does not make logical sense in that activities that comprise the use of computers to solve 
problems scale would be expected to be more applicable to math. Its related gender 
interaction term is not significant.  
 The scale for use of computers to present information in school is a significant 
positive predictor of total math scores for the entire sample. Its related gender interaction 
term is not significant.  In the models that do not include gender variables, this 
measurement scale was never significant. As with use of computers to solve problems, 
this change in significance for the use of computers to present information in school is 
due to more error variance being accounted for in the model with gender variables. There 
is not a practical difference for the role of using computers to present information 
between the two models. 
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 As with the previous models, recreational home use is a positive significant 
predictor of both total ELA score and reading and literature subscore for the BWLI 
students. It is not significant for the entire sample or the comparison students alone. The 
gender interaction term is not significant for the total ELA score or the reading and 
literature subscore.  
 Overall, gender is a factor for ELA scores more so than for math scores. Again, 
this may be a result of limited use of computers for math-related purposes. Additionally, 
the use of computers for writing and research seems to disadvantage boys, but not affect 
girls. This difference may indicate that the scores of boys are more sensitive to computer 
use than those of girls. But again, it is important to note that all significant results are 
small and a great change in technology usage would need to occur to see changes in 
MCAS scores.  
Overview of Findings 
 Based on the findings of this study, there were no differences between genders for 
any of the technology use measures. However, some of the findings from the regression 
analyses indicated that there is a relationship between gender and technology use in 
predicting test scores. Thus, even without differences in amount of use, there are 
differences in the relationship between use and test scores of boys and girls. That said, 
these differences were small and not of practical significance. 
 The other findings of this study relate to which technology uses are predictors of 
achievement. The two technology uses that were significant predictors of ELA scores 
were use of computers for writing and research and recreational home use of computers. 
Rachel E. Kay  172 
 
The two technology uses that were significant predictors of math scores were use of 
computers for writing and research and use of computers to solve problems. In all cases, 
the relationship reveals very small differences in scores. Another interesting finding is 
that socioeconomic status is not a significant predictor of ELA scores at the laptop 
schools after accounting for prior achievement and technology use. This suggests that use 
of computers in laptop schools reduces effects on ELA performance that are associated 
with socio-economic status. The differences for math scores were less clear in this regard. 
Limitations of the Study 
 There are several limitations to the current study. The first limitation is the sample 
of students used for the analyses. While this study had the strength of having a control 
group to compare results, all five schools are in the same geographic region with mostly 
white students and very few English language learners. Thus the results from this study 
may not be applicable to students in a diverse urban region or from a different part of the 
country. 
 Another limitation is the length of time the laptop program was implemented. 
Schools in the BWLI program saw a dramatic increase in computer use by students and 
teachers over the two years of the program. However, it may be that the novelty of 
computers led to more use than will be sustained over time. Likewise it is difficult to say 
how computer use will continue after the initial implementation, when new laptops and 
other technology are needed (Bebell & Kay, 2010). By contrast, two years is a very short 
time for a major shift in instructional practices. It is possible that with more time, 
instruction using laptops will grow stronger in both amount of use and effectiveness of 
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teaching. As the schools determine best practices, it is possible that differences between 
1:1 laptop schools and more traditional schools will increase (Bebell & Kay, 2010). 
There are few, if any, laptop programs that have been both maintained and studied for 
more than a few years, thus research in this area is lacking. 
 The lack of uniformity in the implementation of the laptop program may also be a 
weakness in this study. BWLI schools received laptops from the program, but no specific 
instructions on how to use them. Often the decisions of how to use the technology were 
made not even at the school level, but at the teacher level, meaning students in the same 
school might be using laptops very differently. A study with more uniform 
implementation and similar uses across classrooms could possibly reveal stronger 
relationships between the technology use and standardized test scores. 
While many of the questions on the BWLI survey were specific, they may not 
have been sufficiently specific to really understand how the technology is being used. For 
example, the item ―How often did you use computers in school to write first drafts?‖ 
could have referred to expository writing, creative writing, or journal writing. A student 
may consider writing for five minutes at the end of class as writing along with writing a 
persuasive essay over an entire class period. Thus, results that appear similar between 
students or schools may in fact have very different meanings and thus, very different 
relationships with MCAS scores, making an true effects of the technology use hard to 
detect. 
 Overall, only very small differences were detected by the models presented here. 
This may be a limitation of the MCAS exams. The MCAS exams are designed to assess 
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student knowledge of broad areas of content. The skills and knowledge gained through 
regular sustained use of a laptop may only be a small part of what is measured by the 
MCAS. Perhaps a more sensitive test with more targeted questions could determine more 
specific differences that are occurring as a result of technology use. 
Directions for Future Research 
 As technology use in schools is a growing and changing field, there is always 
room for well thought out research relating to its effects. Specifically, more longitudinal 
studies are needed to see the effect of technology use over time. The current study 
indicates some more specific areas for future research as well.  
 This study has shown that the English language arts scores of boys are more 
sensitive to computer use. Specifically, use of computers for writing and research in 
schools is a significant negative predictor of boys‘ ELA scores. It may be recalled that 
Dunleavy and Heinecke (2007) found that participation in a 1:1 laptop program had a 
significant positive relationship with boys‘ science scores on a standardized test, but only 
a minimal relationship with the scores of girls. Thus in their research as well, the 
technology had a greater impact on boys than girls. Future research could verify this 
finding by including gender interaction terms in analyses relating technology use and test 
scores. If this is shown true in multiple studies, the next question to answer would be 
why. For this, a more qualitative study of students and technology use will be valuable. 
 As previously mentioned, the sensitivity of the instrument measuring 
achievement, the MCAS tests, may not be sufficient in order to determine effects of 
technology use. It would be beneficial to repeat this study using a more sensitive 
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instrument, perhaps targeted at specific learning areas, rather than the general categories 
of English language arts and mathematics. Also, it might be beneficial to examine this 
relationship with a test that is not primarily multiple-choice to determine if item format is 
limiting the expression of any relationship between technology use and achievement. 
Writing in particular would be a worthwhile area to study. It should be recalled 
that the MCAS ELA exam at the 8
th
 grade level did not include writing (only the 
subtopics of reading and literature, and language), thus writing skills are not reflected in 
the results presented here. Based on the results of the BWLI study, technology is used for 
writing in school more often than for any other purpose (Bebell & Kay, 2009). 
Additionally, writing is an area with the greatest gender gaps, with girls routinely 
outperforming boys (e. g. Salahu-Din, Persky, & Miller, 2008; Willingham & Cole, 1997; 
Meece & Painter, 2008). The current study found that use of technology for writing and 
research in school had a negative relationship with test scores in general, but when 
examined by gender, the effect was greater for boys and negligible for girls. Determining 
the generalizability of this result could be important as schools attempt to reduce the 
writing gender gap. It is possible that the type of writing students do on computers at 
school is different than the skill students need for testing. For boys, the use of computers 
for writing may take time that would otherwise be used for more test-like skills, thus 
further disadvantaging them. For girls who generally perform better in writing and ELA, 
the difference in classroom activity may have less impact. It may be beneficial to 
examine writing and research skills in the classroom more specifically, with a focus of 
teasing out what is test-necessary and what is not. Another possibility is to repeat a study 
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such as this with a different standardized test. The MCAS does have a writing section, 
but it is not examined here as it is not given in eighth grade. However, looking at the 
relationship between use of computers for writing and research and the MCAS writing 
scores may further clarify any differences between boys and girls. 
Another result worth future study is the relationship between socioeconomic 
status and laptop schools with regard to student achievement. In laptop schools, this study 
found that socioeconomic status, as measured by free or reduced lunch eligibility, was 
not a significant predictor of English language arts achievement, after accounting for 
prior ability. However, free lunch eligibility was a significant predictor in schools without 
laptop programs. If this could be shown in other studies comparing laptop schools with 
more traditional schools, the result could have a powerful effect on how schools view the 
utility of 1:1 laptop programs. Also, the results regarding socioeconomic status in this 
study were different among math subscores. Further study into the relationship between 
socioeconomic status, laptop program availability, and math scores could serve to 
confirm or deny the generalizability of these results. 
Conclusions 
 Technology use in schools will continue to grow and change over time. More 
research into how to best use these resources is needed. The current research examines 
the relationship between this technology use, gender, and achievement. Contrary to what 
is presented in the literature, this study did not find significant differences in how 
computers are used by girls and boys. This study did find small but significant 
relationships between some technology use and achievement, specifically for boys, 
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implying that the scores of boys are more sensitive to technology usage than the scores of 
girls. However, these differences were small and would not lead to large practical 
differences in achievement. 
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Appendix B: Measurement Scales for Student Technology Use 
 
 
Table B.1 
Scale: Use of Computers for Writing and Research in School 
 Factor loading 
In the past year how often did you use a computer in school to write 
first drafts?  
.864 
In the past year, how often did you use a computer in school to edits 
papers? 
.875 
In the past year, how often did you use a computer in school to find 
information on the Internet?  
.762 
Scale reliability: .729 
Percent of variance accounted for: 69.8% 
 
 
 
Table B.2 
Scale: Use of Computers to Solve Problems in School 
 Factor loading 
In the past year, how often did you use a computer in school to work 
with spreadsheets/databases?  
.776 
In the past year, how often did you use a computer in school to solve 
problems?  
.776 
In the past year, how often did you use a computer in school analyze 
data?  
.833 
Scale reliability: .670 
Percent of variance accounted for: 63.3% 
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Table B.3 
Scale: Use of Computers to Present Information in School 
 Factor loading 
In the past year, how often did you use a computer in school to 
create a PowerPoint presentation? 
.801 
In the past year, how often did you use a computer in school to 
create graphs or tables?  
.767 
In the past year, how often did you present information to the class?  .804 
Scale reliability: .696 
Percent of variance accounted for: 62.5% 
 
 
 
 
Table B.4 
Scale: Use of Computers for Communication in School 
 Factor loading 
In the past year, how often did you use a computer in school to 
send or receive email?  
.859 
In the past year, how often did you use a computer in school to 
email a teacher?  
.859 
Scale reliability: .644 
Percent of variance accounted for: 73.8% 
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Table B.5 
Scale: Use of Computers for Writing and Research at Home 
 Factor loading 
On a typical day about how many minutes do you use a computer 
at home to search the Internet for school?   
.861 
On a typical day about how many minutes do you use a computer 
at home to write papers for school? 
.913 
On a typical day about how many minutes do you use a computer 
at home to work on school projects?  
.912 
Scale reliability: .875 
Percent of variance accounted for: 80.2% 
 
 
Table B.6 
Scale: Use of Computers for Communication at Home 
 Factor loading 
On a typical day about how many minutes do you use a computer 
at home to chat/IM?  
.885 
On a typical day about how many minutes do you use a computer 
at home to email?  
.776 
On a typical day about how many minutes do you use a computer 
at home to use a social networking website? 
.867 
Scale reliability: .795 
Percent of variance accounted for: 71.2% 
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Table B.7 
Scale: Recreational Home Use of Computers 
 Factor loading 
On a typical day about how many minutes do you use a computer 
at home to search the Internet for fun?  
.727 
On a typical day, about how many minutes do you use a computer 
at home to create music or video projects?  
.715 
On a typical day, about how many minutes do you use a computer 
at home to download music or video?  
.808 
On a typical day, how many minutes do you use a computer to shop 
online?  
.694 
Scale reliability: .707 
Percent of variance accounted for: 54.3% 
 
 
 
