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A remark on convergence of orthogonal series 
I. JOO and K. TANDORI 
1. Let 5 denote the set of Lebesgue measurable, almost everywhere finite 
functions on the interval (0, 1). Let T=\\ttbe a matrix such that 
(1) \h,j\ = (hj = 0, 1,...), lim titJ = 1 ( j = 0,1,...), J
 l — oo * 
and let/— be a sequence of functions belonging to S. A series 
(2) 2cJk(x) k=0 
is said to be T summable in measure (almost everywhere) if the series 
Co 
>;(•*) = 2 U,kckfk(x) (i = 0, 1,...) *=o 
converge in measure (almost everywhere) and the sequence {i,(x)}~ converges in 
measure (almost everywhere) to a function belonging to S. 
The system f is said to be a T convergence system in measure (T convergence 
system) for Z2 if for every c={ct}^°C/2 the series (2) is T summable in measure (T 
summable almost everywhere). 
The system / i s said to be a convergence system in measure (almost everywhere) 
for 4 if c€/2 implies the convergence of the series (2) in measure (almost everywhere). 
Jo6 [3] proved a general theorem which contains the following statement as a 
special case: 
Let T be a matrix satisfying conditions (1). If the system f is a T convergence 
system in measure for /2, then it is also a convergence system in measure for /2. 
2. A natural question is whether a similar statement is true for almost every-
where convergence. 
In this note we give a negative answer to this question. 
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Let v={vn}~ be a strictly increasing sequence of non-negative integers, vo=0. 
We call Tv the summation process generated by a matrix ||fi>t|| of the form 
f i t = l (k = 0 ,1 , . . . , v,), / i j t = 0 (k = v, +1, v {+2,. . . ) (/ = 0,1, . . . ) . 
The T summation is said to be equivalent to Tv summation if for every c£/2 and 
for every orthonormal system ç> = {<?>* (*)}r o n (0,1) the orthogonal series 
is T summable almost everywhere if and only if it is Tv summable almost every-
where. (We recall the fact that, e.g., (C, 1) summability is equivalent to 
summability; see e.g. ALEXITS [1], p. 118 . ) 
After this preparation, our statement is: 
Theorem. Let v be a sequence of indices such that fim (v„+1 — v„)=°=>. Let T ft -+oa 
be a summation process equivalent to Tv. Then there exists an orthonormal system 
<P= {<pk(x))l on (0, 1), which is a T convergence system for /2 but is not a convergence 
system for /2, indeed there exists a sequence c£l2 such that the series (3) diverges almost 
everywhere. 
We remark that the system $ in our Theorem is obtained by a rearrangement of 
the Walsh system {W„(X)}~. Using ideas of F . MÓRICZ [4] it is easy to see that one 
can obtain an orthonormal system, with similar properties, also by rearrangement of 
the trigonometrical system {1, cos 2nx, sin 2nx, ...}. 
3. The proof of the Theorem. Let rn(x) — sign sin 2"nx be the ntb Rademacher 
function (n=0, 1,...). The Walsh functions are defined as follows. Let tv0(x) = 
=r0(x). If n is anaturai number and n=2kl + ... +2km (0^k1c...<km\ k( integers) is 
its diadic expansion then define 
We shall use a Theorem of BILLARD [2] which states that the Walsh system is a 
convergence system for /2. We also need the following lemma which is proved essen-
tially in TANDORI [5]. 
Lemma. Let m g 2 be an arbitrary natural number. Then there exists a sum 
of the form 
( 3 ) 2 ck(pk(x) k=0 
Wn(x) = rkl+l(x) ... rkm+1(x). 
Km) 
Sm(x) = 2 ak(m)wk(x) {l(m) < fi(m +1)), 
k = l 
where fi(m) = 2am, such that 
( 4 ) 
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furthermore, it has a rearrangement 
Km) 
Sm(x) = 2 <>k,(m)(m)wkl(m)(x) 






1 = 0 
1 (xe (0 ,1 /4 ) \D) , 
where D denotes the set of diadic numbers. 
Consider the sum 
= ram+i+1(x) • Sm(x). 
According to the definition of Walsh functions, am(x) has the form 
( i ( m + l ) + l ( m ) 
<rm(x)= 2 bk(m)wk(x) (l(m) < fi(m + l)). 
k = / i ( m + l ) + l 
Our Lemma shows that 
_5 
m (6) / ol(x)dx^ o 
furthermore, om(x) has a rearrangement 
Urn) 
<£(*) = 2 bkl(m)(m)wkl(m)(x), i=i 
such that 
(7) max 1 mjsUm) s i ( x € ( 0 , l / 4 ) \ ö ) . 2 bk,lm)(m)wkl(m)(x) i=i 
Now we define the system <P in our Theorem. First let {«m}~ be a strictly increas-
ing sequence of indices such that 
vnm+i-v„m S / i ( w 2 + l) (m = 2, 3,...); 
such a sequence exists according to our assumption concerning v. For all 2) 
consider the sum <rmi(x). It is obvious by the definition that in the case m ^ m the 
same Walsh functions do not occur in both <rm3(x) and <rmi(x) with coefficients dif-
ferent from zero. Further it is easy to see that the sum ff2j(x), ..., <rm»(x) are built 
from Walsh functions ^(x) , ..., w2>1(mj+1)_1(x). 




<r%>(x) = 2 ¿>*,(m2)(/na)H>*{mi)(x). 
i=i 
<P,n +i(x) = Wtl(mî)(x) (/ = 1,. . . , l (m% 
«1 = U {K(m*) :l= 1, . . . , /(m2)}, ß 2 = {0,1, . . . } \ O x , 
m = 2 
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and denote the elements of Q2 in the order of magnitude by q x ,q 2 , . . . . At last let 
r,, r 2 , . . . be those indices, in order of magnitude, for which the function (pk(x) are 
not yet defined. Next let 
<P„(x) = wqt(x) ( / = 1 , 2 , . . . ) . 
So we have defined an orthonormal system <P='{fl>t(.*)}jr o n (0, 1), which is a re-
arrangement of the Walsh system {wt(;t)}J°. 
Let c— be arbitrary. According to the definition of the functions <pk (x), 
ce oo a> vn„, + '<ma) 
2'Ck<Pk(x) = 2Cr,<Pr,(x)+ 2 2 <=j<Pj(x) = 
k=Q ¡=1 m=2 j=v„ +1 
(8) 
•O OO l(ma) 
= 2cr,Wgi(x)+ 2 2 Cr„ +1 wk,(m*)(x)= 2l + 2f ¡=1 «1 = 21=1 m 
The sum 2 i ' s a Walsh expansion in /2 thus, according to Billard's theorem, it con-
verges almost everywhere on (0, 1). 
On the other hand, for all m 
Hm") w((m+l)»+l) 
2 c v „ + i W M l B » ) ( x ) = 2 c , w , ( x ) , 
1 = 1 "" J=/i(m2+l)+l 
where 
/<m a) n( (m + l ) 2 + l ) 
2 < = 2 cf. 1 = 1 m l = ^(m2+l)+l 
Now set 
dk — cv2+j for k = v„m+j; j = 1 , . . . , i(m2), and dk = 0 otherwise. 
Obviously, </={<4}~€/2 and the v'nh partial sum of the series 
oo 
2 2 = 2 dk<Pk(x) k=0 




for some m. Apply Billard's theorem again to obtain that the sequence of the vj,h 
partial sums of the series 2% converges almost everywhere. Using (8) we obtain 
thath the sequence of the vj,h partial sums of the series (3) also converges almost 
everywhere. This shows that the system i> is a T convergence system for /2. (We use 
our assumption for T that it is equivalent to Jv.) 
On the other hand, consider the series 
® I - 4 - 4 
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From the definition of the system 4> and from (6) it follows that (9) is an /2-expansion. 
in 4>: 
oo I ^ I oo 
2 am* \x - -T = 2 °k<Pk(x) ({ûjr € IÙ-m = 2 V k=0 
But it is clear from (7) that this series diverges almost everywhere on (0,1). So our 
Theorem is proved. 
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