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Chicago, Illinois 60637 
We survey a variety of recent notions and results for classifying the 
computational complexity of a recursively enumerable (r.e.) set. These complexity 
theoretic notions are shown to be equivalent to various recursion theoretic notions 
and are used to relate the complexity properties of an r.e. set A to its algebraic 
structure in the appropriate lattice and to the information it encodes. 
1. INTRODUCTION l 
One of the most fundamental properties in the theory of computation is
that of a computable (i.e., recursive) function or equivalently that of a set 
which can be effectively listed (i.e., recursively enumerated) by an algorithm. 
There has been considerable interest in classifying the complexity of these 
computation or enumeration procedures, We consider here two 
computational complexity notions for recursively enumerable (r.e.) sets. 
In Section 2 we consider speedable sets, those with no fastest algorithm 
modulo some recursive cost function, and we study their algebraic structure 
in the lattice of r.e. sets and their (Turing) degree (i.e., the information they 
encode). In Section 3 we consider promptly simple sets, a complexity 
theoretic version of Post's notion of simple set. We see that a "typical" r.e. 
set is both promptly simple and nonspeedable, and that all such sets have the 
same algebraic structure up to isomorphism. In Section 4 we find that 
degrees containing promptly simple sets coincide with certain well-studied 
classes of r.e. degrees, and yield a new uniformity property for the r.e. 
degrees R by giving an algebraic decomposition of R into two classes one of 
which is a definable ideal and the other a definable filter. 
* The author was partially supported by NSF Grant MCS-7905782. 
This paper was presented in a talk at the Workshop on Recursion Theoretic Approaches 
to Computer Science at Purdue University in May, 1981. It includes a survey of a variety of 
results by the author and others and stresses their interconnections. Detailed proofs will 
appear elsewhere. 
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Our purpose is to give an overview and to stress the connections between 
a number of diverse recent papers in the literature. Detailed proofs of the 
results appear elsewhere. We assume familiarity with the basic definitions 
and results in recursive function theory as found in Rogers (1967) whose 
notation we adopt, except hat the set of natural numbers is represented by co 
instead of N. 
2. SPEEDABLE SETS 
One of the most striking aspects of the theory of computational 
complexity is the speed-up henomenon such as the theorem of Blum (1967, 
p. 326) which asserts the existence of a 0, 1-valued (total) recursive function 
with arbitrarily large speed-up. Blum and Marques (1973) extended the 
speed-up definitions from total to partial recursive functions, or equivalently 
to r.e. sets and introduced speedable and levelable sets. They pointed out 
that: "An important goal of complexity theory, as we see it, is to 
characterize those partial recursive functions and recursively enumarable sets 
having some given complexity properties, and to do so in terms which do not 
involve the notion of complexity." 
Such characterizations are summarized here for effectively speedable sets, 
speedable sets, levelable sets, and sets possessing a Meyer-Fischer type r.e. 
complexity sequence. These characterizations are "information theoretic" 
relying on certain index sets, analogous to the standard recursion theoretic 
classification according to the jump operator. The characterizations yield 
much information both about the algebraic structure of these sets and the 
information they encode (i.e., their Turing degree). Let {~0;: iCe  o} be an 
acceptable numbering of the partial recursive functions and {~i:i C co} be 
step counting functions which constitute a complexity measure in the sense 
of Blum (1967). Namely, assume that: 
(1) ~oi(x ) converges if and only if q~i(x) converges, and 
(2) the function 
M(i, x, y) = 1, if ~i(x) = y, 
= O, otherwise, 
is (total) recursive. For example, let ePi(x ) be the number of steps used by 
the ith Turing machine Pt on input x. We shall write g'i(x) > y to mean that 
q~i(x) ~ y. Let W i ----domain ~0i, the ith r.e. set. Let (~°°x) stand for "there 
exist infinitely many x." 
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DEFINITION 2.1. An r.e. set A is speedable if for all i such that W i = A 
and for all recursive functions h, there exists j such that Wj = A and 
> h(x, %(x))], 
and A is nonspeedable otherwise. Furthermore, A is effectively speedable i f j  
can be recursively computed from i and an index for h. 
Intuitively, if A is speedable then for every program Pi for A and every 
recursive function h there is another program Pj for A which is an h speed-up 
of the first infinitely often (i.o.), where P: is an h-speed-up of Pi on argument 
x if ~i(x) > h(x, ~j(x)). For example, it is possible to show that all recursive 
sets are nonspeedable and that all creative sets are speedable, indeed effec- 
tively speedable. Since a creative set such as K = {e: e C We} is the easiest 
and most natural example of a nonrecursive r.e. set, we have very natural 
examples of speedable sets. As one might expect we shall see that speedable 
sets being more difficult to enumerate tend to have more complicated 
algebraic structure and higher information content than nonspeedable sets. 
After showing that all creative sets are effectively speedable, Blum and 
Marques went on to obtain an exact characterization f effectively speedable 
sets in terms of the notion of subcreative which is similar to that of creative. 
DEFINITION 2.2 (Blum and Marques (1973)). An r.e. set A is 
subereative if there is a recursive function f such that for every e C co there 
exists xC  (We~A)U (ff~e ~A)  such that W:(e)=A U {x}. 
THEOREM 2.3 (Blum and Marques, 1973). An r.e. set A is effectively 
speedable if and only if A is subereative. 
It can be shown (Blum and Marques, 1973) that every creative set is 
subcreative, but not conversely. However, all subcreative sets are Turing 
complete (i.e., have (Turing) degree 0' --- deg(K)), and none can be hh-simple 
although they can be h-simple (Gill and Morris, 1974). Thus, effectively 
speedable sets, since they have the same degree as the halting problem, 
contain as much information as the complete r.e. set K = {e: e ~ We}. The 
next characterization can be used to show that the sets which are merely 
speedable (but not effectively speedable) while not necessarily Turing 
complete cannot have "low" information content. 
DEFINITION 2.4. Given a set A define the jump of A, A' =/e :  e ~ W A } 
and the weak jump, H A = {e: Wef3A 4:0}. A set is low if A' ~<rO' and 
semi-low if H A ~<r 0 ' .  
The low sets have lowest possible jump and should be viewed as having 
low information content and resembling the recursive sets in a manner to be 
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made more precise later. Clearly, H A ~1 HA = {e: W~ 4= O}, and H A -~ A' as 
in (Rogers, 1967, p. 83). Hence every low set is semi-low but not conversely, 
as we shall see. Low sets have been studied extensively in recursion theory 
and H A , or equivalently the halting problem restricted to A, has been studied 
by Hay (1973) and by Selman (1974). From Definition 1.1 it follows that an 
r.e. set A is nonspeedable if and only if it has a fastest program modulo some 
recursive "cost" function h. Namely, A is nonspeedable if and only if there is 
an i such that W i = A and a recursive function h such that 
(Vj)[ Wj = A ~ (a.e. x)[x C A ~ q~i(x) ~ h(x, ~j(x))]], (2.1) 
where (a.e. x) abbreviates "for almost every x." 
THEOREM 2.5 (Soare, 1977). An r.e. set A is nonspeedable if and only if 
{j: Wj~X=/: O} ~rO'  (i.e., Y is semi-low). 
An index i for an r.e. set A is minimal if there is a recursive function h 
satisfying (1.1). It follows from the proof of Theorem 2.5 that if A is 
nonspeedable then every index for A is minimal. 
Recall from Rogers (1967) that the (Turing) degree of A is the 
equivalence class {B:B=rA},  roughly the class of those sets coding the 
same information as that in A. A degree a is r.e. (low) if it contains an r.e. 
(low) set. The low r.e. degrees hould be pictured as close to 0, the degree of 
the reeursive sets, since they have low information content. Theorem 2.5 can 
be used to prove the following result which asserts no speedable set can have 
low information content. 
THEOREM 2.6 (Soare, 1977). An r.e. degree a contains a speedable set A 
if and only if a' > 0', and if a' > 0' then A can be chosen to be simple. 
However, one can show that there are nonspeedable sets in every r.e. 
degree (Soare, 1977, Corollary 3.2) and (Marques, 1975 Theorem 1). Since 
the low sets resemble the recursive sets with respect o information content, 
we might expect the low sets and even nonspeedable sets to resemble 
recursive sets with respect o algebraic structure. If A and B are infinite coin- 
finite recursive sets then there is a recursive permutation f of co such that 
f (A)  = B, and hence an automorphism ~g of the lattice of r.e. sets under 
inclusion such that W(A) = B. One cannot expect his to be true for A and B 
"nonspeedable" in place of "recursive," but if we consider only the 
restriction of ff to the complements of the r.e. set then one can construct an 
isomorphism. For any set S define ~(S)  = { W e N S: e C co} the lattice of r.e. 
sets restricted to S, which forms a lattice under the induced operations of 
union and intersection. 
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THEOREM 2.7 (Soare, 1982). I f  A and B are nonspeedable eoinfinite r.e. 
sets then g"(.~)~g(B).  Furthermore, the isomorphism is effective on 
equivalence classes of r.e. sets modulo finite sets. 
This theorem asserts that the nonspeedable sets bear a striking structural 
resemblance to recursive sets, and for example cannot be maximal, r- 
maximal, or hh-simple. This same class of sets arose in a completely 
different context as the r.e. sets which are uniform for finite extensions as 
studied by Alton (1971). Soare (1977) shows that the latter sets are exactly 
the nonspeedable sets, and uses this characterization to extend some of 
Alton's results. 
Other complexity notions closely related to speedability have been given 
recursion theoretic lassifications, for example levelable sets or those with an 
r.e. complexity sequence. From a computational complexity standpoint he 
drawback of the notion of speedable is that even if for every program P; for 
A there is another program P1 for A which runs much faster on infinitely 
many arguments x, the new running time ¢i(x) may still be exceedingly 
large. This led Blum (1971) to introduce the notion of a program Pj leveling 
program Pi on argument x if P~ runs much faster than Pi on x and in 
addition q~j(x)< r(x), where r(x) is a predefined recursive function. Blum 
and Marques (1973, p. 585) extended this notion to r.e. sets, and gave the 
first recursion theoretic haracterization f levelable sets. 
DEFINITION 2.8 (Blum-Marques). An r.e set A is levelable if there is a 
recursive function r such that for all i such that W i = A and for all recursive 
functions h, there exists Wj = A such that 
(3~°x)[¢,(x) > h(x) & %(x) ~< r(x)]. 
(We may assume that r(x) is much less than h(x) so the graph of r(x) 
appears "level" by comparison with that of h(x).) 
Characterizations of levelable and nonlevelable sets can be found in (Blum 
and Marques, 1973) and Soare (1977). In the latter it is shown that an r.e. 
set A is speedable if and only if B = A × co is levelable. Furthermore, every 
levelable set is speedable. Hence by Theorem 2.6 an r.e. degree a contains a 
levelable set if and only if a is not low. Furthermore, all finitely strongly 
hypersimple sets (and therefore all maximal sets) are levelable (Soare, 1977, 
Theorem 4.7). (The proof of this is more interesting than in the speedable set 
case because the recursion theorem does not apply and must be replaced by 
a sort of pseudo recursion theorem.) Thus, once again for levelable sets, we 
see that complexity of information content or algebraic structure implies 
computational complexity in enumerating the set. 
We have seen in (2.1) that a nonspeedable set is one with a fastest 
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program modulo some recursive cost function. For an r.e. set failing to have 
a single fastest Blum and Gill (1973) and Meyer and Fischer (1972, p. 59) 
suggested that A might possess an r.e complexity sequence, namely a 
computable sequence of programs cofinal in the running times of all 
programs for A. Bennison and Soare (1978) and Bennison (1980) studied 
several types of r.e. complexity sequences, the most interesting and useful of 
which is the type 1 sequence defined below and they gave an "information 
theoretic" characterization of such sets in terms of index sets. Let X=*  Y 
denote that the symmetric difference of X and Y, (X -  Y) U (Y -  X), is 
finite. 
DEFINITION 2.9. An r.e. set A has a type 1 r.e. complexity sequence if 
there are recursive functions f and h such that for all i, 
(a) Ws.~ =* A, 
(b) W i =A ~ (3j)[q~y~i)(x) <<, h(x, q~i(x)) a.e. on A], and 
(c) (3k) [Wk=A and q'k(x)<~h(x, q~1~i)(x)) a.e. on A]. 
Furthermore, A has an effective type 1 r.e. complexity sequence if the j in 
(b) can be found effectively from an index i for A, or, in other words, if (b) 
can be replaced by the condition 
(b')  Wi=A ~ q~iti)(x)<, h(x, CI)i(x)) a.e.. 
Just as we defined the halting problem H s restricted to a set S, we define 
the finiteness problem restricted to a set S to be F IN s = {e: We~ S is 
finite}, and define F IN  = FIN~o. The index set F IN is especially important 
and useful because F IN  = K '  (see (Rogers, 1967, p. 326)). A set S is semi- 
low1. 5 if F IN s ~1 FIN. It can be shown that every semi-low set is semi-lowl. 5
but not conversely even for complements of r.e. sets. 
THEOREM 2.10 (Bennison and Soare, 1978). 
following are equivalent: 
(a) 
(b) 
(c) 
Using 
I f  A is an r.e. set then the 
A has type 1 r.e. complexity sequence, 
A has an effective type 1 r.e. complexity sequence, 
Fin~-~ 1 F IN  (i.e., X is semi-low1.5). 
this characterization Bennison and Soare (1978) proved that an r.e. 
degree a contains an r.e. set which does not have a type 1 r.e. complexity 
sequence if and only if a is not low. They also prove that if a coinfinite r.e. 
set A has a type 1 r.e. complexity sequence then A is not maximal or even 
finitely strongly hypersimple, and Maass [1982] extends this and also 
Theorem 2.7 by proving that g"(,4) _~ go by an effective isomorphism, thereby 
characterizing those r.e. sets A such that g"(A) is effectively isomorphic to Y'. 
643/52/1 2 
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3. PROMPTLY SIMPLE SETS 
The current study of r.e. sets really began with the famous paper by Post 
(1944), in which he introduced several types of simple r.e. sets in an attempt 
to find a nonrecursive r.e. set of incomplete degree. Post defined a coinfinite 
r.e. set A to be simple if for every infinite r.e. set W e, W e (~ A 4: 0. 
In studying the algebraic structure of r.e. sets and particularly their 
automorphisms, it became clear that a more dynamic notion was required 
which takes into account how fast elements are appearing in A. Based upon 
the property needed to prove the Extension Theorem (Soare, 1974, p. 91) for 
generating automorphisms of ~, Lerman and Soare (1980) introduced the 
notion of a d-simple set and used it to answer a question of Martin on degree 
classes. Then Maass discovered the following very fruitful complexity 
theoretic notion which was exactly what was needed in the structure 
theorems. 
DEFINITION 3. (Maass, 1981). A coinfinite r.e. set A is promptly simple 
if there exists i such that W i = A and a recursive function p such that for all 
e, 
W e infinite => (3x)[x C W e (~ W i & ~i(x) ~ p(q)e(x))]. 
For example, if q~i(x) is the number of steps used by Turing machine Pi 
on argument x, then this asserts that if W e is infinite then some element x is 
enumerated in W e at some step s where x is also enumerated in W i (=A) by 
the end of step p(s). Most simple sets in the literature, such as Post's simple 
set, are automatically promptly simple. The following result shows that this 
notion is recursively invariant (under recursive permutations of co) and hence 
independent of the complexity measure. 
THEOREM 3.2 (Maass, 1981). A coinfinite r.e. set A is promptly simple if 
and only if there is a recursive function f such that for all e 
(a) we n X = w~e~ n Y; 
(b) Wi(e) ~ We; and 
(c) W e infinite ~ W e -- Wi~e) 4: 0. 
This characterization is exactly analogous to the following charac- 
terization of nonspeedable s ts, and illustrates the similarity between these 
properties. 
THEOREM 3.3 (Blum and Marques, 1973, Theorem 3.2). An r.e. set A is 
nonspeedable if and only if there is a reeursive funetion f such that for all e, 
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(a) W e (q A = Wl¢e) ~ A; and 
(b) W e ~ A :> Wi~e) is finite. 
Although the properties of promptly simple and nonspeedable each have 
the static recursion theoretic properties given above, it was the dynamic 
(complexity theoretic) property of the promptly simple sets which led to its 
discovery and application. When the two properties are combined they give 
rise to the following powerful result. 
THEOREM 3.4 (Maass, 1981). I rA  and B are both promptly simple and 
nonspeedable (i.e, A and B semi-low) then there is an automorphism 7 t of the 
lattice ~ of r.e. sets such that 7J(A) =B.  
Thus A and B are identical up to an automorphism of W and hence have 
exactly the same algebraic structure in W. Maass proves the theorem by 
combining the methods of Soare (1974, 1982). The nonspeedability of A and 
B is used to begin building an effective isomorphism ~ of W(A) to ff(/~) as 
mentioned in Theorem 2.7. To simultaneously extend 7 t to an automorphism 
of W mapping A to B, it suffices to construct 7-' satisfying the hypotheses of 
the Extension Theorem (Soare, 1974, Theorem 2.2). But prompt simplicity of 
A and B is exactly what is needed to satisfy these hypotheses. 
For Theorem 3.4 to be interesting we must produce sets which are both 
promptly simple and nonspeedable. Not only do such sets exist, but indeed in 
a certain precise sense below, the "typical" r.e. set has both properties. Paul 
Cohen (1963) proved the independence of the continuum hypothesis by 
introducing the forcing method to construct a generic or "typical" set G over 
a ground model, a countable transitive model of set theory. The construction 
of G is very similar to the Baire category theorem, because G is chosen to be 
in the intersection of a countable sequence of dense open sets, thereby 
insuring that it avoids any special or atypical properties uch as being finite 
or recursive. Thus. almost all sets in the sense of category are Cohen generic. 
Maass (1981) defined the notion of r.e. generic sets and effectivized the 
forcing method to construct them. (Roughly the ground model M consists of 
HF, the hereditary finite sets together with all primitive recursive subsets of 
HF, and the construction takes place in the outer model consisting of HF 
together with the recursive subsets of HF.) Maass then proves that every r.e. 
generic set A is both promptly simple and low (and hence nonspeedable). 
Therefore, for Theorem 3.4 all r.e. generic sets are automorphic. 
4. DEGREES OF PROMPTLY SIMPLE SETS 
Although the nonspeedable sets exist in every r.e. degree, and the 
speedable sets in every nonlow r.e. degree, it can be shown (by combining 
16 ROBERTI.  SOARE 
results of (Maass, Shore, and Stob, 1981) and (Ambos-Spies et al., 1982) 
that there is no analogous characterization in terms of the jump operator for 
the class P of r.e. degrees which contain promptly simple sets. However, 
surprisingly P does coincide with another well-studied class of r.e. degrees, 
and yields an unexpected algebraic decomposition of R. 
Unlike the lattice g" of r.e. sets under inclusion, the r.e. degrees R form 
only an upper semi-lattice (R, ~, kJ, 0, 0'), where the ordering ~< is that 
induced by Turing reducibility, deg(A) U deg(B) = deg(A @ B) for A @ B = 
{2x:xEA}U{2x+l :xEB},  0=deg(O)  is the least element, and 
0' = deg(O') is the greatest element. One of the most pleasant properties of 
R is the Sacks' density theorem (Sacks, 1963), which asserts that for any 
a, bER there exists e~R such that a<e<b.  This led Shoenfield to 
conjecture (see (Rogers, 1967, p. 169)) that the r.e. degrees might form a 
dense structure as an upper semi-lattice analogously as the rationals form a 
dense structure as a linearly ordered set. The conjecture was refuted by 
Lachlan (1966) and Yates (1966) who constructed a minimal pair of r.e. 
degrees, namely a, b E R such that a > 0, b > 0, and 
(Vd)[d~< a & d ~ b~ d = 01 (4.1) 
i.e., such that the infimum a Nb exists and is 0). Those r.e. degrees a 
forming half of a minimal pair are called cappable because they "cap" to 0 
(have infimum 0) with an r.e. degree b > 0. For convenience we also allow 0 
to be cappable. 
DEFINITION 4.1. (a) An r.e. degree a is eappable if there is an r.e. 
degree b> 0 such that anb=0 (i.e., (4.1) holds) and a is noncappable 
otherwise. 
(b) An r.e. degree a is effectively noncappable if there is an r.e. set 
A C a and a recursive function f such that for all e, 
(i) Ws~e) ~<r A uniformly in e; 
(ii) Ws~e) ~<r We uniformly in e; and 
(iii) We nonrecursive ~ Ws~e) nonrecursive. 
(Namely Ws~e) is an effective witness that the the degrees of A and W e do not 
cap to 0.) 
DEFINITION 4.2. Let 
P = {a: a contains a promptly simple set}, 
C = {a: a is cappable}, 
NC = {a: a is noncappable} = R-  C, 
ENC---- /a: a is effectively noncappable}. 
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DEFINITION 4.3. (a) A set I c R is ideal if I is closed downwards and 
under join, (namely if a ~ b and b ~ I imply a 6 I, and if a, b ~ I implies 
aUb~I . )  
(b) A set F __q R is a strong filter if F is closed upwards (a ~ b and 
a E F imply b ~ F), and also if a, b ~ F imply that there exists e C F, such 
that e ~ a, and e ~ b. (In particular, a strong filter is a filter in the sense that 
i fa,  b~FandaNbex is ts thenaNbCF. )  
Minimal pairs and cappable degrees have been extensively studied in 
recursion theory. The next theorem shows that the cappable degrees are 
exactly complementary to the promptly simple degrees. 
THEOREM 4.4. (a) NC ---- P. Hence, R is the disjoint union of P and C; 
(b) P is a strong filter; 
(c) C is an ideal; 
(d) NC =ENC.  
Properties (a), (c), and (d) are proved in (Ambos-Spies et al., 1982) while 
(b) is proved in (Maass, Shore, and Stob, 1981). Properties (a), (b), and (c) 
give the first algebraic decomposition of the r.e. degrees into two disjoint 
classes, one a definable ideal and the other a definable strong filter. This is 
one of the few uniformity properties about R since the Sacks density theorem 
because most later results stressed the pathology of the structure of R instead 
of its uniformity. Property (d) is also quite surprising because an effective 
notion rarely coincides with its noneffective counterpart. For example, an 
r.e. set A is nonrecursive if and only if A is noncomplemented in g" but A is 
creative if and only if A is effectively noncomplemented. Other properties of 
promptly simple sets and their degrees can be found in the two references 
above. 
The lattice g" has many interesting ideals and filters and these have given 
rise to numerous quotient lattices. After Theorem 4.4 produced the first 
interesting ideal and filter in R, Schwarz (1982) began the study of the 
quotient lattice of R modulo the ideal C, and showed that this structure 
satisfies the Sacks splitting theorem and has no minimal pairs. He also 
showed that the index sets {e: W e is promptly simple} and {e: W e has 
promptly simple degree} are both Z'4-complete. 
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