of the apple varieties.
INTRODUCTION
Apple is an excellent fruit for our diet. Its quality is defined by physical characteristics (such as texture, size, color, and odor) and chemical parameters (such as sugar content, starch content, lipids, or vitamins), and these factors are affected by the variety of the fruit. Near infrared (NIR) spectroscopy is a well-established technique for constituent analysis of agricultural and food products as it has many advantages when compared with classical chemical and physical analytical methods: NIR spectroscopy has a short measuring time; it requires limited sample preparation; it is chemical-free; and, it can easily be used in continuous quality evaluation. Nondestructive optical method based on Vis/NIR spectrometry has been evaluated for nondestructive estimation of the internal attributes, soluble solids content, dry matter content, acidity, and other physical properties of apples. [1] [2] [3] [4] [5] Differences between sound and damaged tissues in visible and NIR diffuse reflectance are useful for detecting bruises, chilling injury, scald, decay lesions, and numerous other defects. [6] Bruises on apples can be detected at specific NIR wavelengths. However, the wavelengths chosen for apples differ between fresh and aged bruises because of drying of the injured tissues. [7] Several nondestructive methods for instrumental varieties measurement of Melon genotypes, [8] apples, [9, 10] apple juice, [11] Soybeans, [12] and wheat [13] have been attempted by using different techniques: near infrared spectroscopy (NIR), [8] Electronic nose. [10] nuclear magnetic resonance (NMR), [11] and digital image analysis technique. [13] Marrazzo et al. [10] put forward a way to recognize apple varieties based on the ion concentrations (such as sugar, starch, nitrate, and potassium) obtained from ISFET sensors. [9] This method is an indirect way, and the classification correctness is influenced by the measurement precision of the ion concentrations. Marrazzo et al. [10] investigated the feasibility for the differentiation of apple cultivars using electronic nose chemical sensor. They used several classical discrimination tools, especially PCA, soft independent modeling of class analogy (SIMCA), and hierarchical cluster analysis (HCA). Different apple cultivars can be differentiated qualitatively, but the quantitative discrimination model for unknown sample was not built. [10] Reid et al. [14] evaluated the potential of mid-infrared (MIR) and near-infrared (NIR) spectroscopy to differentiate apple juice samples using partial least squares (PLS) regression analysis. [14, 15] NIR spectral data has been effectively combined with multivariate techniques, such as factor analysis and discriminant analysis for classification, discrimination, and authentication purposes. [7] An NIR spectrum of a sample is typically measured by modern scanning instruments at hundreds of equally spaced wavelengths. The information in the spectral curve is used to predict the chemical compositions of the sample by extracting the relevant information from many overlapping peaks. So, how to extract the useful information from mass original spectral data is a pivotal step. Osborne et al. [16] described standard approaches, such as linear discriminant analysis (LDA). These methods failed with many variables and different approaches are needed to be taken in the data analysis. [17] A common solution is to reduce the dimension of the predictor matrix by using principal components and then apply LDA. Wu et al. [18] compared several methods for classification based on mass spectra, including linear and quadratic discriminant analysis and classification trees methods. In their conclusions, the authors emphasized the needs for methods to remove noise from the data and select relevant features. Wavelet transform was employed to reduce dimension and remove noise. [19] The principal object of this article was to assess the potential of Vis/NIR spectroscopy to distinguish apple cultivars. Secondly, the capabilities of different chemometrics techniques to differentiate different varieties of apple samples based on the analytical results were also investigated.
MATERIALS AND METHODS

Plant Materials
A total of 90 apples were purchased from a local market, 30 each for the following three species: Fuji (from Shanxi, China), Red Delicious (from USA), and Copefrut Royal Gala (from USA). The skins of these samples were smooth and perfect. All the samples were first allowed to equilibrate to room temperature (25°C) before Vis/NIRS analysis.
System Set-up and Reflectance Measurements
Considering its 25° field-of-view (FOV), the spectrophotometer was placed approximately 100 mm above the sample. The light source, a Lowell pro-lam interior light source assembly with a Lowell pro-lam 150 W tungsten halogen Bulb, which could be used both in visible and near infrared regions, was placed at 120 mm from the fruit surface. The angle between the incident light (light source) and the detector was 45°. A 100 mm 2 thick Teflon disk was used as the optical reference standard for the system. A reflectance (R) was calculated by comparing near infrared energy reflected from the sample (fruit) with that from the standard reference. The signals were pre-processed with the software, ViewSpec Pro version 2.14 (Analytical Spectral Device, Inc., 5335 Sterling Drive, Suite A, Boulder, CO 80301, USA).
From each fruit, the reflection spectra (325-1075 nm) were taken at three equidistant positions around the equator (approximately 120°) [20] with a spectrophotometer (325-1075 nm), using the RS2 software for Windows. Ten scans were performed at each position, with a total scans of 30 for each sample. All spectra recorded were checked visually and averaged using ViewSpec. For each fruit, a mean spectrum was calculated by total scan spectra. Fig. 1 shows the average spectra (reflectance (R)) for one sample. In our system, a big scattering that influenced the accuracy of data analysis was observed at the beginning and end of the spectra. The values for the first 75 nm and the last 115 nm were, therefore, taken out of all analysis.
Pretreatment of the Optical Data
To reduce the noise, the smoothing way of Savitzky was used. The segment size of smoothing is 9. It has been proved that many high frequency noises could be eliminated at this segment size. The second type of preprocessing was the multiplicative scatter correction (MSC). [21] This technique was used to correct additive and multiplicative effects in the spectra. Due to the fruit fresh light scattering, the light does not always travel the same distance in the sample before it is detected. A longer light traveling path corresponds to a lower relative reflectance value, since more light is absorbed. This causes a parallel translation of the spectra. This kind of variation is not useful for the calibration models and need to be eliminated by the MSC technique. The preprocessing and calculations were carried out using The Unscrambler V9.1 (CAMO PROCESS AS, OSLO, Norway), a statistical software package for multivariate calibration. To avoid low signal-noise ratio, only the wavelengths ranging from 400 to 960 nm were used in this investigation. 
Wavelet Transform (WT)
Wavelet transforms (WT) have been studied for many years by mathematicians and widely used in numerous applications. It is a kind of math transform that can map the time scope signal to a two-dimensional scope. Furthermore, it has many excellent features: 1) to view the signal in time scope or frequency scope at any selected scalar; and, 2) it is very suitable to compress data and filter noise. Its working principle is to build a wavelet function, which must obey some limit conditions.
For our analysis, we used the Daubechies wavelet, as it closely matches the signal to be processed, which is of great importance in wavelet applications. Due to the unique feature of providing multiple resolutions in both time and frequency by wavelets, the subband information can be extracted from the original signal. [22, 23] When applied to discriminate varieties of apples, this sub-band information of spectra data provided useful signatures of varieties, so that the varieties classification was completed elegantly. Wavelet transform was conducted with the Matlab7.0 software programmed by the authors.
ANN Quantitative Analysis Model
ANN, with back propagation algorithm, can be used for the data compression tasks, as well as class discrimination tasks. In general, ANN consists of an input layer, a hidden layer and, an output layer of spectra data. The input and output modes are linked by a hidden layer of modes through connection weights. The weighted input signals are transferred to the hidden layer. Each node in the hidden layer computes the sum of its weighted inputs and transforms this sum by means of a linear and non-linear transfer function. The outputs from the hidden layer are weighted and then sent to the output mode. We used three-layered back propagation network architecture for developing neural classifiers for sorting apples based on varieties. The authors evaluated several networks with different numbers of hidden nodes to determine an optimal structure for generalization. Often, the number of hidden nodes is determined with the final result of minor error by several trials.
The training of the ANN was done with a basic error back propagation algorithm. [24, 25] A three-layer ANN was built. Sigmoid function was used as the transfer function of each layer. The node of input layer was 26. The node of output neuron layer was 1. The goal error was set as 0.001. The speed of learning was set as 0.2. The time of training was set as 1000.
Principal Components Analysis
Principal component analysis is a very effective data mining technique. The principle of PCA is to find the linear combinations of the initial variables that contribute more to making the samples different from each other. These combinations are called principal components (PCs). They are computed iteratively, in such a way that the first PC is the one that carries most information (or in statistical terms: most explained variance). The second PC will then carry the maximum share of the residual information. Therefore, PCA finds an alternative set of coordinate axes, PCs, about which data set may be represented. The PCs are orthogonal to each other, and they are ranked so that each one carries more information. Score is the estimated value for a principal component (PC). Each spectrum has a score along each principal component. In this study, PCA was used to visualize the hyper spectral data to describe the varieties of the samples.
RESULTS AND DISCUSSION
Features of NIR Reflectance Spectra
The average reflectance spectra from 400 nm to 960 nm are shown in Fig. 2 for randomly selected samples of Fuji apples, Red Delicious apples, and Copefrut Royal Gala apples. We observed that the spectral profiles were substantially distinguished from each other, especially at the visible wavelengths (i.e., 500-700 nm) and the NIR spectra (i.e., 720-960 nm). This indicates its potential application in discriminating one species from another. The baseline drift in the spectra shown in Fig. 2 was mostly due to differences in sample sizes, since the NIR spectra also was reflected by the physical properties of the samples. With the MSC pretreatments, the distinct spectral features associated with different samples became more apparent.
Clustering Analyses Based on Principal Components Analysis
Principal component analysis (PCA) is an unsupervised clustering method requiring no knowledge of the data set structure and acts to reduce the dimensionality of multivariate data, while preserving most of the variance within it. The interpretation of the results of a principal component analysis is usually carried out by visualization of the component scores. PCA was performed on the whole spectra (400-960 nm), and hence, several principal components could be achieved. If the scores of these principal components were organized according to the number of the apples, a new apple plot could be created. The new plot was then called PCA scores image. If the scores of the first principal component (PC1) were used, the resultant image was then called PC1 scores image. If the scores of the first principal component (PC1) and the second principal component (PC2) scores were manipulated, the resultant image was then called PC1 and PC2 scores image, just as shown in Fig. 2 . The advantage of using principal components scores image is that it can display the clustering information of species from multiple wavebands. Table 1 shows the reliabilities of PC 1, PC 2, and PC 3. It can be found that the cumulative reliabilities of PC 1 and PC 2 are 98%. It means that the PC1 and PC2 can explain 98% of the data variance. The PC1 and PC2 scores image appears to provide the clean clustering of the species. [15] The remaining scored images did not give more useful information for detecting the species.
The scatter plot of PC1 (variability 68%) × PC2 (variability 30%) was shown in Fig. 3 . It could be found that the three groups were independently observed corresponding to different species, due to different spectral reflectance of the species. In this scatter plot, the differences among Fuji, Red Delicious, and Copefrut Royal Gala were pronounced. In short, Copefrut Royal Gala samples close clustered in the quadrant where PC1 was negative and PC2 was positive, while Red Delicious samples were always in the negative direction of PC2. In contrast, the Fuji samples were scattered over the quadrant where PC1 was positive. PCA can qualitatively analyze the varieties of apples, but it can't discriminate these varieties quantitatively. So, ANN was used to build quantitative analysis model to discriminate apple varieties shown below.
Extract Wavelet Components to Build Variety Discrimination Model
In this research, Daubechies-5 (db5) wavelet function was applied to compress the spectra data. It was used to compress the matrix that contained 90 samples and 561 variables. The spectral signal was used as the input to the filter bank, and the signal passed through a series of low-pass filters (LPF) and high-pass filters (HPF). After each filter, the signal was decomposed into low-frequency signal and high-frequency signal. The highfrequency signal contained mass noise and repeated information, and it could barely give any help to classify the varieties. [26] So the low-frequency signal decomposed with 5 ranks by db5 wavelet function was used as wavelet components. The original spectra were shown in Fig. 4 , and the wavelet components can be seen in Fig. 5 . In Fig. 5 , the abscissa represents wavelet components compressed by db5 wavelet function, and the ordinate represents the coefficient of wavelet components. The 561 original variables were compressed by the 26 characteristic wavelet components. The size of the new variables (wavelet components) was only 4% of that of original spectra data. The whole spectra were replaced by the 26 characteristic wavelet components. The whole samples were separated randomly into two parts, randomly-selected 75 apples were used as calibration samples, and the rest were used as prediction samples. Each sample (fruit) was individually numbered. The matrix that contained 75 samples and 26 variables 
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was used to build the BP-ANN model. The optimal architecture of neural network can be achieved by adjusting nodes of the hidden layer [27] based on the DPS. In the model, 26 input neurons were connected with 12 hidden neurons, which transmitted their output to one single output neuron producing the final measure of resemblance as a number. Red Delicious apples, Copefruit Royal Gala apples, and Fuji apples were assigned dummy values of 1, 2 and 3, respectively. A sample was considered to be categorized correctly if the predicted value lay on the same side of the midpoint of the assigned values. [28] Residual error was 9.993 × 10 −6 . Fifteen unknown samples were discriminated by this model, and the recognition rate was 100% ( Table 2) .
The result of prediction obtained in this research are superior to those obtained by Reid et al. [9] in discrimination apple juice varieties, whose method gave the correct classification of the apple juice samples from 82.4%(Golden Delicious), 87% (Jonagold), 100% (Bramley) to 100% (Elstar) (based on NIR data).
CONCLUSION
Our results indicate that it is possible to develop a non-destructive and fast technique to discriminate the varieties of apples. The visible/near infrared spectra technique can be used to achieve this purpose. The chemometrics procedures involving PCA, WT, and ANN can effectively deal with pattern recognition problem. Especially, the combination of WT and ANN can not only be used in classification, but also select pertinent features (detail coefficients) information from mass multidimensional signals. Further research will focus on establishing an optimal, standardized, and implemental multi-spectral system. 
