We revisit the cross-country growth empirics debate using a novel Limited Information Bayesian Model Averaging framework to address model uncertainty in the context of a dynamic growth model in panel data with endogenous regressors. Our empirical …ndings suggest that once endogeneity, dynamics, and model uncertainty are accounted for, various economic factors such as initial conditions and macroeconomic environment are robustly correlated with economic growth. In particular, we …nd the strongest evidence that initial income, investment, life expectancy, in ‡ation, and aid are robust growth determinants. In addition, we …nd signi…cant di¤erences between our set of robust determinants and those identi…ed when we apply model averaging methodologies in the literature that address model uncertainty but fail to account for dynamics and/or endogeneity. These di¤erences underscore the importance of addressing dynamics and endogeneity in addition to model uncertainty in growth empirics.
Introduction
The topics of economic growth and human development have been examined since the beginning of recorded history. 1 Over the last two decades, the philosophical rhetoric has emphasized the primacy of human development as the ultimate objective of economic pursuits, while empirical work has tried to explain why some countries have experienced rapid long-term growth rates in income while others have not. Economic growth has been described as "the part of macroeconomics that really matters," not least because relatively small di¤erences in growth rates, when cumulated over time, can have major consequences for standards of living.
Despite the vast literature of cross-country studies of economic growth, there is little consensus on the mechanics of economic growth. A fundamental problem confronting researchers is the lack of an explicit theory identifying the determinants of growth. Various extensions to the neoclassical and endogenous growth models are what Brock and Durlauf (2001) call "open-ended,"as they admit a broad number of possible speci…cations and a vast range of logical and testable additions. In fact, a survey of the empirical growth literature by Durlauf, Johnson, and Temple (2005) identi…es over 140 proxies of growth determinants put forward by various empirical studies-essentially more variables partially correlated with growth rates than the number of countries for which data are available. This "openendedness"of growth theories highlights the degree of uncertainty surrounding the relevance of competing theories as unsystematic searches and "ad hoc" speci…cations often result in overcon…dent and fragile inferences or even contradictory conclusions.
As a result, a growing number of growth researchers are turning to the Bayesian Model Averaging (BMA) methods in order to investigate the robustness of growth determinants. The various BMA techniques-advanced through the work of Raftery (1995) -provide a conceptually attractive solution to the problem of model uncertainty by assuming that the researcher does not know which model is "true" and thus needs to attach probabilities to di¤erent possible models. Inferences are then based on a weighted average of the full model space instead of on one model, thus incorporating uncertainty in both predictions and parameter estimates. The work of Fernández, Ley and Steel (2001a) , Brock and Durlauf (2001) , and Sala-i-Martin, Doppelhofer and Miller (2004) formally introduced model averaging to the growth empirics literature. More recent applications of BMA to investigate growth empirics suggest several modi…cations of the early BMA framework, such as testing the strength of various growth theories instead of concentrating on the individual explanatory variables. 2 Despite the increasing interest in using BMA to investigate growth empirics, most of the work has been in the form of static models, with variables of interest averaged over the period of analysis, essentially ignoring both dynamic relationships among variables, and the evolution of the growth process. In addition, a common issue in growth empirics is that many explanatory variables are endogenously determined. In turn, this implies a strong chance that they are endogenous in the statistical sense, that is, correlated with the disturbance term, and failure to account for this may lead to inconsistent estimates. While both of these issues-modeling dynamics and incorporating endogeneity-are issues of particular relevance to growth analyses, they have not received much attention in the literature. Only recent work began to model dynamics in the context of BMA by exploring the use of panel data in the context of model uncertainty and started to investigate how to account for heterogeneity, including omitted country-speci…c e¤ects, and address endogeneity. 3 This paper revisits the cross-country growth empirics debate using a novel Limited Information Bayesian Model Averaging methodology to address model uncertainty in the context of a dynamic panel data growth model with endogenous regressors. The proposed methodology is a small sample counterpart of the LIBMA developed by Chen, Mirestean, and Tsangarides (2009) based on Generalized Method of Moments (GMM) estimation where the posteriors are obtained through a simple Bayesian procedure using the linear structure of the model. To the best of our knowledge, this is the …rst attempt to address simultaneously the modeling of dynamics and incorporating endogeneity in the growth empirics using a method for constructing the model likelihoods and posteriors based only on information elicited from moment conditions, with no speci…c distributional assumptions. Our approach di¤ers from Tsangarides (2004) who approximates the model marginal likelihood by quasi likelihood functions whose speci…cations were justi…ed only through large sample properties; Durlauf, Kourtellos, and Tan (2008) who construct instruments for the endogenous variables and introduce a model-averaged version of two-stage least squares; and Eicher, Lenkoski, and Raftery (2009) who develop an instrumental variable BMA methodology. 4 Our empirical …ndings suggest that once endogeneity and model uncertainty are accounted for, various economic factors such as initial conditions and macroeconomic environment are robustly correlated with economic growth. In particular, we …nd the strongest evidence that initial income, investment, life expectancy, in ‡ation and aid are robust growth determinants. Importantly, the set of growth determinants identi…ed as robust using our LIBMA methodology is di¤erent from the sets found when we apply methodologies used by other studies that incorporate model uncertainty but don't account for dynamics or endogeneity. Overall, our results underline the importance of investigating growth empirics in a setting that not only incorporates model uncertainty but also explicitly accounts for both dynamics and endogeneity.
The rest of the paper is organized as follows. Section 2 presents the model speci…cation, discusses estimation issues, and describes the estimator used for the robustness analysis. Section 3 presents the data and identi…es the growth determinants. Section 4 summarizes the results. Section 5 concludes.
Theoretical considerations 2.1 A dynamic growth model with endogenous regressors
A generic representation of the canonical cross-country growth regression is
where g is the real growth rate of output per worker, Y, between the period t and t 1; Z is an n k matrix of growth regressors which includes those suggested by the Solow (1956) growth model (namely, population growth, technological change, physical and human capital, and savings rates) and those suggested by new growth theories; = 1 2 ::: k is a vector of unknown parameters to be estimated; and u is the error term.
Much of the work on growth empirics attempts to identify the variables k that comprise Z: Suppose there is a universe of k possible explanatory variables indexed by U = f1; 2; :::; j; j + 1; :::; kg. Let Z be the matrix of all possible explanatory variables. For a given model M j that considers only a subset of the possible explanatory variables,
be a k k diagonal choice matrix such that its diagonal will have 1's if the corresponding variable is included in the model and 0's otherwise. Hence, c ii;M j = 1 fi 2 M j g, and for a given model M j , Z = ZC M j : Assume further that the universe of potential explanatory variables, indexed by the set U , consists of the lagged output per worker, indexed by 1, a set of m exogenous variables, indexed by X, a set of p predetermined variables, indexed by P , as well as a set of q endogenous variables, indexed by W , such that ff1g ; X; P; W g is a partition of U .
De…ne y it as the log of the output per worker, Y it , that is, y it = log(Y it ). Then, g = y it y i;t 1 ; and the dynamic growth model for panel data for a given set of explanatory variables, that is, a particular model M j U , can be written as where y it , x it , p it ;and w it are observed variables, i is the unobserved individual e¤ect while v it is the idiosyncratic random error. The exact distributions for v it and i are not speci…ed here, but assumptions about some of their moments and correlation with the regressors are made explicit below. It is assumed that E (v it ) = 0 and that v it 's are not serially correlated. Also, x it is a 1 m vector of exogenous variables, p it is a 1 p vector of predetermined variables, while w it is a 1 q vector of endogenous variables. Therefore, the total number of possible explanatory variables is k = m + q + p + 1.
The observed variables span N countries and T periods, where T is small relative to N . The unknown parameters , x , p ; and w are to be estimated. In this model, is a scalar, x is a 1 m vector, p is a 1 p vector, while w is a 1 q vector.
Given the assumptions made so far, for any model M j , and any set of exogenous variables, x it , we have E(x l it v is ) = 0; 8i; t; s; x l it 2 x it : Similarly, for any endogenous variable
we have
while for predetermined variables the conditions are
Estimation and moment conditions
A common approach for estimating the model in (2) is to use the system GMM framework (see Arellano and Bover (1995) , and Blundell and Bond (1998) ). This implies constructing the instruments set and moment conditions for the "levels equation" (2) and combining them with the moment conditions using the instruments corresponding to the "…rst-di¤erence" equation written as
+ v it j j < 1; i = 1; 2; :::; N ; t = 2; 3; :::; T:
One assumption required for the …rst di¤erence equation is that the initial value of y, y i0 , is predetermined, that is, E (y i0 v is ) = 0 for s = 2; 3; :::; T . Since y i;t 2 is not correlated with v it it can be used as an instrument, and we have E (y i;t 2 v it ) 6 = 0 for t = 2; 3; :::; T . Moreover, since y i;t 3 is also not correlated with v it (and as long as we have enough observations (that is T 3)) y i;t 3 can be used as an instrument. Assuming that we have more than two observations in the time dimension, the following moment conditions could be used for estimation E(y i;t s v it ) = 0; t = 2; 3; :::; T ; s = 2; 3; :::; t; for T 2; i = 1; 2; :::; N:
Similarly, the exogenous variable x l it , x l it 2 x it is not correlated with v it and therefore can be used as an instrument, giving additional moment conditions E(x l it v it ) = 0; t = 2; 3; :::; T ; l = 1; :::; m; i = 1; 2; :::; N:
The predetermined variable p l i;t 1 , p l i;t 1 2 p it , is not correlated with v it and therefore it can be used as an instrument. We have the following possible moment conditions E(p l i;t s v it ) = 0; t = 2; 3; :::; T ; s = 1; :::t 1; for T 2; l= 1; 2; :::; p; i = 1; :::; N:
The endogenous variable w l i;t 2 , w l i;t 2 2 w it , is not correlated with v it and therefore it can be used as an instrument. We have the following possible moment conditions E(w l i;t s v it ) = 0; t = 3; 4; :::; T ; s = 2; :::t 1; for T 3; l= 1; 2; :::; q; i = 1; :::; N: E(w l i;t s v it ) = 0; t = 3; 4; :::; T ; s = 2; 3; :::; t 1; l = 1; 2; :::; q For the levels equation (2) , it is easy to see that …rst di¤erences for the lagged dependent variable are not correlated with either the individual e¤ects or the idiosyncratic error term. Then we can use the following moment conditions E( y i;t 1 u it ) = 0; t = 2; 3; :::; T:
Similarly, for the endogenous variables, the …rst di¤erence w l i;t 1 is not correlated with u it . Therefore, assuming that w l i;1 is observable, and as long as T 3 we have the following additional moment conditions E( w l i;t 1 u it ) = 0; t = 3; 4; :::; T; l = 1; 2; :::; q:
For the predetermined variables, the …rst di¤erence p l i;t is not correlated with u it . Therefore, assuming that p l i;1 is observable, and as long as T 2 we have the following additional moment conditions E( p l i;t u it ) = 0; t = 2; 3; :::; T; l = 1; 2; :::; p:
Finally, based on the assumptions made so far, the …rst di¤erence of the exogenous variables x l it ; x l it 2 x it are not correlated with current realizations of u it and hence one can use another set of moment conditions E( x l it u it ) = 0; t = 2; 3; :::; T; l = 1; 2; :::; m: E( x l it u it ) = 0; t = 2; 3; :::; T ; l = 1; 2; :::; m p l it p l i;t 1 E( p l i;t u it ) = 0; t = 2; 3; :::; T ; l = 1; 2; :::; p w l it w l i;t 1 E( w l i;t 1 u it ) = 0; t = 3; 4; :::; T ; l = 1; 2; :::; q
The equation in levels provides (T 1) moment conditions for the lagged dependent variable, m (T 1) moment conditions for the exogenous variables, and q (T 2) moment conditions for the endogenous variables, and p (T 1) moment conditions for the predetermined variables.
Furthermore, as shown by Ahn and Schmidt (1995) , (T 1) additional linear moment conditions are available if the v it disturbances are assumed to be homoskedastic through time and E( y i1 u i2 ) = 0. Speci…cally, E(y i;t u i;t y i;t 1 u i;t 1 ) = 0; t = 2; 3; :::; T ; i = 1; :::; N:
Let u i and Dv i denote the T 1 and (T 1) 1 matrices of the error term and the …rst di¤erenced idiosyncratic random error, respectively, as de…ned in model (2) ,
: De…ne a (2T 1) 1 matrix
that contains both the error term and the …rst di¤erenced idiosyncratic random error. The full set of moment conditions can now be written in matrix form
where
Model uncertainty
Given a universe of k possible explanatory variables in the growth regression, we have a set of K = 2 k models M = (M 1 ; :::; M K ) under consideration. In the spirit of Bayesian inference, priors p( jM j ) for the parameters of each model, and a prior p(M j ) for each model in the model space M are speci…ed. Let D = Y Z denote the data set available to the researcher. Using Bayes'rule the probability that M j is the correct model, given the data D, is
is the marginal probability of the data given model M j .
Hypothesis testing for the comparison of model M j against M i is based on the posterior probabilities and expressed by the posterior odds ratio
Essentially the data updates the prior odds ratio
p(DjM i ) to measure the extent to which the data support M j over M i . 5 Evaluating the Bayes factors needed for hypothesis testing and Bayesian model selection or model averaging requires calculating the marginal likelihood
Chen, Mirestean, and Tsangarides (2009) propose a method for constructing the marginal likelihoods (and posteriors) based only on information elicited from moment conditions, with no speci…c distributional assumptions. They consider a likelihood dependent, unit information prior (see Kass and Wasserman (1995) ) which enables the derivation of a posterior in a simple Bayesian Information Criterion (BIC)-like form. Following their approach the model likelihood for a given model M j for which has k j elements di¤erent from zero is given by Then the moment conditions associated with model M j can be written as E G 0 i e y i e z i C M j 0 = 0 where G i is the instrument matrix. Using (8) , the posterior odds ratio of two models M 1 and M 2 is given by
which has the same form of BIC as fully speci…ed models. We further assume a Uniform distribution over the model space, which implies that there is no preference for a speci…c model so p(M 1 ) = p(M 2 ) = ::: = p(M K ) = 1 K : Using Bayesian Model Averaging, inference for a quantity of interest can be constructed based on the posterior distribution
which follows by the law of total probability. 6 Therefore, the full posterior distribution of is a weighted average of the posterior distributions under each model (M 1 ; :::; M K ), where the weights are the posterior model probabilities p(M j jD). Going back to the linear regression model (2) , BMA allows the computation of the inclusion probability for every possible explanatory variable
Using (10) posterior means and variances for parameters l can be constructed, respectively, as follows
and
Reducing the number of moment conditions
As suggested by (5) the number of instruments grows quadratically with T: Adding more instruments increases asymptotic e¢ ciency but can also cause bias and/or increased variance in small samples (Donald, Imbens, and Newey (2008)). The …nite sample properties of GMM estimators are sensitive to the number of moment conditions used.(persistent and/or too many instruments). Bun and Kiviet (2006) show that the …nite sample bias of GMM estimators increases with the number of moment conditions used. 7 Windmeijer (2005) …nds that GMM becomes more e¢ cient when less lags are used in the estimation, and Roodman (2009) shows that using too many instruments over…ts endogenous variables and results in imprecise estimates of the GMM optimal weighting matrix.
Attempts in the literature to address the "instrument proliferation"issue include Roodman (2009), who proposes transformations of the instrument set the make the instrument count linear in T (such as limiting the lag length of the instruments and/or collapsing the instrument set), and Arellano (2002) , and Donald, Imbens, and Newey (2008) who attempt to model or select the optimal instruments.
We follow the approach suggested by Roodman (2009) and construct Monte Carlo simulations to experiment with reducing the number of moment conditions. Below, we discuss several ways to reduce the number of instruments by collapsing the instruments matrix and reducing the number of lags used. Appendices A1 and A2 present the Monte Carlo simulations and results, respectively, used to assess the performance of our estimator with reduced instrument count.
We begin by grouping the moment conditions for the …rst-di¤erence and levels equations into matrices as follows.
First di¤erence equation
The …rst di¤erence equation provides T (T 1) =2 moment conditions for the lagged dependent variable. We can reduce the count of moment conditions to (T 1) by stacking the instruments as in matrix Y a i : In this case we are still using all the all possible lags of the dependent variable for a given period t:
We can further reduce the count of instruments by limiting the number of lags used. For example,
i are the (T 1) 1; (T 1) 2; (T 1) 3 stacked matrices of instruments using at most 1, 2, or 3 of all the possible lags of the dependent variable:
. . .
The lagged dependent variable is in fact a predetermined variable. Therefore, the discussion on the instruments of the lagged dependent variable also applies to the instruments of the predetermined variables. The only di¤erence may occur from the fact that at time t = 0 the predetermined variables may not have been observed and hence y i0 would be replaced by 0 in the instruments matrix. Assuming that L represents the maximum number of lags used, the number of moment conditions for the predetermined variables will be Lp.
The …rst di¤erence equation provides q (T 2) (T 1) =2 moment conditions for the endogenous variables. As discussed in the case of the lagged dependent variable, we can reduce the count of moment conditions for the endogenous variables by stacking the matrix of instruments and limiting the umber of lags. Hence the matrix of instruments using at most 1 and 2 of all the possible lags of the endogenous variables, W 1 i ; W 2 i ; are given by
Therefore, the number of moment conditions for the endogenous variables has been reduced to q; and 2q; respectively. Further, in a similar manner, we can reduce the number of moment conditions for the exogenous variables from m (T 1) to m: Let X i denote the (T 1) m matrix of instruments for the exogenous variables:
Levels equation
For the levels equation we can reduce the number of moment conditions by simply stacking the instruments. For example, we can reduce the number of moment conditions for the lagged dependent variable from T 1 to 1 by just stacking the (T 1) instruments. matrix DY i consisting of …rst di¤erences of the dependent variable and the T q instruments matrix DW i consisting of …rst di¤erences of the endogenous variables.
Further, let DX i denote the T m matrix of the …rst di¤erenced exogenous variables
Finally, let Y i be the T (T 1) instrument matrix used for the moment conditions derived from the Ahn and Schmidt (1995) homoskedasticity restriction:
Finally, depending on the maximum number of lags used, we can de…ne the moment conditions in matrix form as:
where the matrix G a i corresponds to all lags, G 1 i to 1 lag and G 2 i to a maximum of 2 lags. G a i is a (2T 1) (m + 1 + (2 + q) (T 1)) matrix de…ned as
Similarly,
As an illustration, Table C below presents the number of moment conditions for various options of T; m; and q for the full set of instruments as well as the collapsed and/or lag reduced options. All the cases presented assume that only one predetermined variable enters the model, the lagged dependent variable. As indicated from the table, collapsing and/or reducing the lags yields dramatic reductions in the number of moment conditions. For example, for a case of 19 regressors (with 6 exogenous, one predetermined and 12 endogenous regressors) and 6 time periods, simply collapsing reduces the number of instruments from 205 to 77, while collapsing and further reducing the lag length to, say, 2; reduces the lags further to 50. This is particularly relevant for the analysis in this paper where N is limited. 
Growth determinants
We consider growth determinants that capture (proxy) proposed growth theories, policies, institutional characteristics, and other exogenous factors that stimulate growth. In addition to the variables suggested by the "augmented" neoclassical Solow model, surveys of the empirical growth literature (e.g. Durlauf and Quah (1999) , and Durlauf, Johnson and Temple (2005)) identify a large number of explanatory variables grouped into "categories" or distinct growth theories. 8 Following these approaches, we construct a our sample of growth determinants grouped in eight categories. We describe the variables and the broad categories below.
Solow determinants and human capital:
The three variables suggested by the "augmented" neoclassical Solow model are rates of human and physical capital, and population growth. We capture the e¤ect of physical capital through ratios of real investment to GDP; human capital development through measures of health and educational status (namely, life expectancy and school enrollment rates); and population through population growth rates.
Macroeconomic stability: Macroeconomic policies can a¤ect economic growth directly through their e¤ect on accumulation of capital, or indirectly through their impact on the e¢ ciency with which the factors of production are used. Sound macroeconomic policies send important signals to the private sector about the commitment and credibility of a country's authorities to e¢ ciently manage the economy and increase the opportunity for pro…table investments. Macroeconomic stability is re ‡ected in low government consumption to GDP ratios, low and stable rates of in ‡ation, a limited departure of the real exchange rate regime from its equilibrium levels, and low levels of debt. In our analysis, the impact of macroeconomic stability is captured by the government consumption relative to GDP, in ‡ation, an index of exchange rate overvaluation, and the debt to GDP ratio.
Trade: The proposition that more outward-oriented economies tend to grow faster has been tested extensively in the literature. Most studies tend to support the idea that openness to international trade accelerates development and growth by increasing access to free markets and returns from specialization. The trade regime and the external terms of trade e¤ects are captured by the degree of openness and exogenous terms-of-trade changes, respectively.
External environment: We capture changes in external environment by improvements in the terms of trade which is associated with improved international competitiveness. We also capture other changes in the external environment by foreign aid as percent of GDP.
Internal environment: In examining the hypothesis that ethnic divisions in ‡uence economic growth, polarized societies may have more di¢ culties agreeing on the provision of such public goods as infrastructure, education, and growth-enhancing policies, simply because polarization impedes agreement between ethnic groups engaged in competitive rent-seeking. We use proxies for the characteristics of the population like measures of ethnic heterogeneity and ethno-linguistic diversity, and proxies for war prevalence.
Institutions and governance: The distribution of growth bene…ts are likely to depend not only on the sectoral pattern of growth but also on the degree of popular representation at the policy making level and the e¤ectiveness of the governing institutions. Also, through its likely positive impact on the rule of law and the rate of investment, democracy's main impact on growth is indirect through the role of secure property rights. In this paper we examine the hypothesis that political freedom is a signi…cant determinant of economic growth using the democracy and autocracy variables as measures of the general openness of political institutions, as well as indices of civil liberties.
Geography and …xed factors:
The relationship between geography and growth is complex. While the majority of empirical evidence concludes that geographic attributes like tropical climate or being landlocked correlate negatively with growth, some research …nds evidence that after controlling for institutions geography has limited or no impact on growth. To examine the extent to which geography does matter, we use the percentage of land area in tropics as a proxy.
Regional characteristics/unobserved heterogeneity: To capture possible unexplained regional heterogeneity, we include a set of dummy variables that capture regional groups (for example, sub-Saharan African countries) and the advanced country income groups.
Variable de…nitions and sources
The database constructed for the analysis consists of annual data from the Summers and Heston data set (Penn World Tables, version 6 .2) and data from other sources. Switching from the yearly time series to panel estimation is made possible by dividing the total period into shorter time spans. We focus on eight-year time intervals, so we obtain a total of six panels, namely, 1961-1968, 1969-1976, 1977-1984, 1985-1992, 1993-2000, and 2001-2008 . Di¤erences in data availability across countries and variables lead to di¤erent sample sizes for di¤erent combinations of explanatory variables. Given that for variables classi…ed as endogenous we need at least three observations in order to have useful moment conditions, we …lter out countries with less than three observations, but we do allow for sample variation across countries in order to use as much information as possible. In this fashion, we arrive at an unbalanced, regularly spaced panel set of observations. Table B1 in Appendix B contains details for each category, the component variables, and their sources.
From the categories described in the previous section, we identify 18 proxies and consider additional time variables to capture time e¤ects corresponding to the span on which the data was averaged. As a result, we have 2 23 possible models, namely, the 18 variables and 5 time variables (corresponding to 5 of the 6 time spans) and universe of 2 k = 2 23 (8; 388; 608) regressions. Importantly, we choose to depart from the standard demeaning procedures commonly used in the literature because the demeaning approach would be equivalent to having all the time variables present in all the models, e¤ectively assigning them a probability of inclusion equal to 1. Said di¤erently, we choose to let the time e¤ects enter as any other variable in order to e¤ectively avoid imposing the presence of time e¤ects in all models. Therefore, we create time variables for the periods considered in the sample and include them in the set of possible explanatory variables, thus allowing inferences about the relevance of time e¤ects for all the periods considered.
The baseline estimation covers 105 countries with 416 observations over the period 1960-2008 with and average of 4 (out of maximum 6) observations per country. Based on the discussion in Section 2, the Monte Carlo results (see Appendices I and II), and the structure of the data we focus on collapsed instruments with one lag.
Results

Impact of model uncertainty in "ad hoc" growth regressions
We begin by demonstrating how model uncertainty a¤ects inferences, by examining how fragile the results of "ad hoc"cross-country growth speci…cations are. Following Tsangarides (2003), Table 1 estimates various"ad hoc" growth regressions using the 23 regressors that will be used in our robustness analysis. 9 Column (1) uses the full set of all the 23 variables and identi…es initial income, investment, aid, polity, in ‡ation, and debt, as statistically signi…cant. The rest of the columns in the table present estimation of variations of the set of explanatory variables. Looking at the regression results, it is striking to see how inferences about the estimated parameters change with sometimes small variations in the set of explanatory variables. For example, restricting the set of explanatory variables to the "Solow speci…cation"in columns (2) and (3), the statistical signi…cance of initial income and investment disappears. Columns (4)-(10) remove from speci…cation (1) various combinations of the Solow determinants, the panel dummies, and groups of variables. The statistical signi…cance of the estimated parameters changes dramatically: variables not statistically signi…cant in speci…cation (1) (for example, population, tropics, war, terms of trade, the overvaluation index, and openness) appear as statistically signi…cant in some speci…cations, while statistically signi…cant variables in speci…cation (1) lose their statistical signi…cance in several speci…cations. In fact, removing only one variable from the baseline speci…cation (namely, openness in column (6), or aid in column (7), or the sub-Saharan dummy in column (10) ) is enough to change the statistical signi…cance of some of the regressors. In addition, in some cases (for example, population in columns (5) and (8)) estimated statistically signi…cant coe¢ cients change sign, while their size tends to ‡uctuate a lot across the speci…cations.
The fragility of parameter estimates and the impact of model uncertainty is also documented in Appendix B of Durlauf, Johnson and Temple (2005) which summarizes the results of recent empirical work on growth correlates. The signi…cance of parameter estimates tends to ‡uctuate a lot across studies that use di¤erent subsets of the control variables. 10 Overall, results in Table 1 and results from survey papers con…rm that any lessons drawn from "ad hoc" speci…cations can be problematic. Also, this con…rms the common tendency for some growth empirical investigations to yield fragile econometric estimates, and underscores the importance of incorporating model uncertainty in the estimation, which is the purpose of this paper.
[Insert Table 1 We now turn to the main focus of our paper and apply our LIBMA methodology to the investigation of growth determinants. Table 2 presents the results of the baseline estimation based on a universe of 2 k possible models. recall, that the set of k variables includes 18 variables from the categories described in Section 3; and 5 time variables corresponding to the spans on which the data was averaged. Our priors are based on the assumption that each variable considered has the same probability of being included in the model, namely equal to 0:50. The posterior inclusion probability shown in the second column of Table 2 re ‡ects how much the data favors including a particular variable in the regression. The area above the horizontal line in Table 2 indicate variables identi…ed as "robust", essentially the variables for which the posterior inclusion probability is above the prior (that is, p(Z i jD) 0:50): 11 The unconditional mean and standard deviation, shown in the third and fourth columns, respectively, are computed taking into account all the possible models according to equations (12) and (13) . These statistics are useful in examining the marginal impact of a variable, without accounting for the inclusion probability.
The results from the robustness analysis on growth determinants can be summarized as follows. The baseline estimation in Table 2 identi…es …ve variables as robust growth determinants: initial income, investment, life expectancy, aid, and in ‡ation. The …rst three re ‡ect the neoclassical theory variables "augmented" to include measures of human capital. The elasticity of per capita growth rate with respect to initial income is negative and strongly robust providing empirical evidence that conditional convergence holds. In addition, the two Solow determinants-investment, and life expectancy-enter with high inclusion probabilities, indicating that the data favors their inclusion. Evidence is weak about the inclusion of the second proxy for human capital, education. The …nding that in ‡ation is a robust growth determinant con…rms the importance of macroeconomic stability in fostering growth, particularly as higher rates of in ‡ation usually translate in reduced levels of business investment, and lower real balances reduce the e¢ ciency of factors of 1 0 Clearly, di¤erent authors also use di¤erent datasets, so presumably some (though not all) of the di¤er-ences in results can be attributed to that. Sometimes the same authors even present di¤erent conclusions in studies from di¤erent years or when their control variables change. 1 1 Some researchers (see, for example, Raftery (1995)) further identify inclusion probability thresholds to label variables as "strongly robust," "very strongly robust," etc. suggesting stronger evidence. However, these chosen cuto¤s are not strictly grounded in statistical theory and remain, therefore, merely indicative of a set of variables that we consider well estimated or robust.
production. The …nding that aid may have a negative e¤ect on growth re ‡ects …ndings in earlier literature on aid fostering growth conditional on "good policies" and more broadly on the lack of aid e¤ectiveness. In addition, several time variables "panel 1976", "panel 1992", "panel 2000", and "panel 2008" are identi…ed as robust, indicating that time e¤ects may be present. 12 Compared to the BMA literature, the …nding that initial income and investment are robustly related with growth is in line with the results from the robustness analyses of Fernández, Ley 
Finally, a number of variables that have been shown in the empirical literature to a¤ect economic growth-such as other proxies of macroeconomic stability, institutions, political environment and geographical factors-appear to have a less robust association with growth in our analysis, since they enter with lower inclusion probabilities than the 0:50 cuto¤. While this does not suggest that these determinants are not important for growth, but rather that they may have a less important role than the ones identi…ed as robust.
[Insert Table 2 here]
Results using methods not accounting for dynamics and endogeneity
How does the set identi…ed in Table 2 compare to results using methodologies that fail to account for dynamics and/or endogeneity? To answer this question we compare our LIBMA results (i) with cross section BMA methodologies which do not account for both dynamics and endogeneity; and (ii) with constructed panel BMA methodologies which potentially fail to account for endogeneity.
We transform our data in order to be able to conduct the cross section analysis exactly as it has been done by Fernández, Ley, and Steel (FLS, 2001a) and the BACE approach of Salai-Martin, Doppelhofer, and Miller (BACE, 2004). The former is a fully Bayesian method that allows for the explicit speci…cation of the parameter priors, while the latter assumes di¤use priors, in a sense re ‡ecting the researcher's ignorance. For the FLS methodology we use improper non-informative priors for the parameters that are common to all models, and a g-prior structure for the slope parameters (with two values for the latter, identi…ed as "prior 1" and "prior 9" in Fernández, Ley, and Steel (2001b)). For all the simulations we assume an equal prior probability for all the models (= 2 k ). Since the FLS and BACE are cross-section analyses, they do not explicitly model dynamics. As a result, di¤erences between the LIBMA results and the FLS and BACE results are attributed to accounting for dynamics and endogeneity. Table 3 presents the results of applying the cross section BMA methodologies used by Fernández, Ley, and Steel (2001a) and also Sala-i-Martin, Doppelhofer, and Miller (2004) to our data set. The area above the line indicates inclusion probabilities above 0:50. Starred variables in the …rst column are variables identi…ed as robust by LIBMA in Table 2 ; therefore, a collection of all the starred variables above the line would indicate that the identi…ed sets of robust variables between LIBMA and FLS/BACE and is similar. The results in Table 3 show that both the FLS and BACE methodologies identify a di¤erent set of robust determinants compared to LIBMA in Table 2 . While initial income, investment, and life expectancy-which are identi…ed as robust growth determinants using LIBMA in Table  2 -are also identi…ed as robust by the cross section BMA methodologies, FLS and BACE fail to identify aid and in ‡ation as robust (both of which enter with inclusion probabilities less than 0:15). In addition, debt, openness, and the overvaluation index are "wrongly" identi…ed as robust. These di¤erences suggest that panel growth analyses that investigate dynamics-and perhaps give a richer picture of growth patterns that is missing from crosssectional analyses-identify a di¤erent set of robust growth determinants as compared to those of cross section analyses.
[Insert Table 3 here] Next, we modify the FLS and BACE approaches for implementation in a panel context. 13 While these approaches were built with the cross-section analysis in mind (and hence do not address dynamics or endogeneity issues), we construct their "panel analogues" in order to explicitly investigate di¤erences with the LIBMA results. By construction, since the resulting "panel FLS"and "panel BACE"estimators are constructed in a panel context, a comparison with the LIBMA results in Table 2 would identify di¤erences arising from accounting for endogeneity. Table 4 shows the results from estimating robust growth determinants using the "panel FLS" and "panel BACE" methods. Eight variables and two time e¤ects are identi…ed as robust growth determinants in Table 4 : initial income, overvaluation, life expectancy, investment, debt, in ‡ation, population growth, the dummy variable for sub-Saharan Africa, as well as the 1984 and 2008 panel periods. Comparing, …rst, with the results in Table 3 , the panel analogues of FLS and BACE seem to identify three more robust variables compared to their cross-section counterparts (in ‡ation, population, and the dummy for sub-Saharan Africa). Di¤erences in the identi…ed robust determinants between Tables 4 and 3 suggest that accounting for dynamics does matter, which is also reinforced by the high inclusion probability of the two panel dummies.
Next, a comparison of Table 4 and Table 2 results identi…es di¤erences arising from accounting for endogeneity (as both the LIBMA and the constructed "panel FLS"and "panel BACE"estimators incorporate dynamics). About half of the robust determinants identi…ed by LIBMA in Table 2 are also identi…ed by the "panel FLS" and "panel BACE" in Table 4 -initial income, life expectancy, investment, in ‡ation, and the panel 2008 dummy. However, aid and the three panel dummies are not identi…ed as robust by "panel FLS"and "panel BACE"(but identi…ed as robust by LIBMA), while several variables-overvaluation, debt, population, and the sub-Saharan Africa dummy-not identi…ed robust by LIBMA are identi…ed as robust by "panel FLS" and "panel BACE" (with inclusion probabilities above 0:70 for two, and about 1:00 for two others). In summary, there are eight "wrongly" identi…ed variables in Table 4 compared to Table 2 . These di¤erences suggest that accounting for endogeneity using LIBMA results in a di¤erent set of robust determinants than using "panel FLS" or "panel BACE" where endogeneity is not accounted for.
[Insert Table 4 here]
Conclusions
This paper provides some insights into the mechanics of economic growth by investigating the robustness of growth determinants. We employ LIBMA, a novel methodology that incorporates a dynamic panel estimation and Bayesian Model Averaging to simultaneously address endogeneity, omitted variable bias, and model uncertainty-problems that have previously plagued empirical work on growth. Based on a broad number of growth determinants, and once model uncertainty and other potential inconsistencies are accounted for, our ivestigation identi…es several factors that robustly a¤ect growth. Our main results are summarized as follows. First, we …nd the strongest evidence for the robustness of …ve determinants, namely, initial income, investment, life expectancy, in ‡ation, and aid. The robustness of initial income is consistent with the conditional convergence hypothesis. In addition, several other variables that have been used in "ad hoc" growth regressions in the literature, are generally not found to be robust. Second, we identify signi…cant di¤erences of our results compared to existing literature that addresses model uncertainty but fails to account for dynamics and/or endogeneity. These di¤erences underscore the importance of addressing dynamics and endogeneity in addition to model uncertainty in growth empirics, and that LIBMA may be a useful tool for this investigation.
In the continuing investigation of the empirics of growth, increasing attention is being given to the implications of model uncertainty. A growing number of growth researchers are turning to BMA methods which provide a solid theoretical foundation for addressing model uncertainty. While there is a growing literature focusing on improving and re…ning the BMA techniques-including on the impact of the choice of priors-the work on BMA and its applications has underscored that failing to properly account for model uncertainty results in overcon…dent and often fragile inferences. Potentially, this has important implications for policy makers seeking to use …ndings of growth analyses to o¤er policy advice, suggesting that policy analysis and recommendations should not be conditioned on a speci…c model but rather should re ‡ect model uncertainty.
Appendix A1: Monte Carlo experiment results
This Appendix describes the Monte Carlo simulations intended to assess the performance of LIBMA when a reduced instrument count is used. We compute posterior model probabilities, inclusion probabilities for each variable in the universe considered, and parameter statistics.
We consider the case where the universe of potential explanatory variables contains 12 variables, namely, 5 exogenous variables (out of which 2 are time invariant), 6 endogenous variables and the lagged dependent variable which is predetermined. Throughout our simulations we keep the number of periods constant, that is, T = 6 and we vary the number of individuals, N = 50; 75; 90;and 100. We examine three cases of instrument sets, with using (i) all lags of instruments, (ii) 2 lags of the instruments, and (iii) 1 lag of the instruments. For all three cases we use both collapsed and non-collapsed forms of the instruments. As a result, for the three sets for the full (collapsed) forms, we have the moment conditions as follows: (i) for the "all" lags set, we have 119 (51) moment conditions; (ii) for 2 lags 95 (36) moment conditions; and (iii) for 1 lag 73 (29) moment conditions. Table A lists the moment conditions for a variety of m, q, and T also relative to the sample size N:
We generate 500 instances of the data generating process with time invariant variables it , regular exogenous variables x it , endogenous variables w it , and parameter values ( ) 0 .
Further, we assume that both the random error term v it and the individual e¤ect i are drawn from a Normal distribution, v it N 0; 2 v and i N 0; 2 , respectively, and consider the case where 2 v = 0:10; and 2 = 0:10. Appendix A2 discusses the data generating process in detail and presents the results of the analysis. Table A1 reports the inclusion probability (de…ned as the sum of all the posterior probabilities for each model that contains that particular variable) for each variable considered, along with the true model in the second column of the table, for various N and instrument transformations. 14 Given the assumptions made relative to the model priors, the prior probability of inclusion for each variable is the same and equal to 0:50. Comparing the collapsed and non-collapsed cases, it is immediately clear that collapsing the instruments improves the inclusion probabilities dramatically for both the included and non-included variables. This is particularly the case for smaller N where the inclusion probabilities in many cases improve by a factor of 1.5 or more. As the sample size increases, the posterior inclusion probabilities approach 1 for all the relevant variables. For the variables not contained in the true model the median posterior probability of inclusion decreases with the sample size. A comparison among the collapsed forms for various lags suggests that overall, using 1 or 2 lags rather than the full set of lags gives higher inclusion probabilities, particularly for the endogenous variables and for lower values of N; but there is no clear distinction between the choice between 1 or 2 lags. For higher values of N selecting fewer lags among the collapsed does not improve the results dramatically.
We turn now to the parameter estimates and examine how the estimated values compare with the true parameter values. Table A2 presents the median values of the estimated parameters compared to the parameters of the true model (discussed in the previous section). As in the case of inclusion probabilities, collapsing the instruments always improves the parameter estimation, with both the bias and variance decreasing (and with even more improvements as the sample gets larger). Again, as in the case of the inclusion probabilities, using 1 or 2 lags rather than all lags among the stacking options is preferred.
While it is beyond the scope of our approach, we also present results in terms of model selection. Table A3 presents relevant statistics for the posterior probability of the true model; the ratio of the posterior model probability of the true model to the highest posterior probability of all the other models (excluding the true model); and how often our methodology recovers the true model by reporting how many times the true model has the highest posterior probability. Stacking instruments gives better results, particularly for the recovery of the true model. Importantly, even with poorer results in terms of model selection (e.g. cases where the recovery rate of the true model is poor or the true model receives low posterior probability), the BMA is able to di¤erentiate among the relevant and non-relevant variables, as it can be seen from Tables A1 and A2. In summary, there is clear evidence that collapsing the instruments improves the results, both in terms of inclusion probabilities, parameter estimates, and model selection. This is particularly due to the fact that collapsing the instruments reduces the ratio of instruments to sample size, We begin by generating the two time invariant exogenous variables for every individual i and period t, as follows
for i = 1; : : : ; N ; m = 0; 1; 2; n = 0; 1; 2:
where r i is a vector random variable with two independent and uniformly distributed elements with discrete support f0; p 3=2; 2 p 3=2g. We select the size of support so that variance of the resultant random variable is 1.
Next, we generate three exogenous variables by sampling from a normal distribution, Here 1 denotes the vector of 1's with appropriate dimension. As the data generating process for the endogenous variables indicates, the overall error term v it is assumed to be distributed normally here.
For t = 0, the dependent variable is generated by
with v i0 N (0; 
, and w i0 = w 1 i0 w 6 i0 . In addition, m = (1 0 1 1 0 1 1 1 0 0 0) 0 is the model selection vector. It indicates that we choose the model with 1 time invariant variable, 2 regular exogenous variables, and 3 endogenous variables as the true model.
For t = 1; 2; :::; T the data generating process is given by
with v it N 0; The theoretical R 2 of the generated models varies between 0.50 and 0.60. 1. Estimated using Arellano-Bond systems GMM. 1. Sorted by the posterior inclusion probability.
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