We 
Introduction
We have been conducting research in integrated hardware and software for reconfigurable, Free Space Optical (FSO) networking with topology and diversity control [1] . In such networks, it is assumed that each communication node is a fixed or mobile base station, including a router and optical transceivers, and its number of transceivers is limited. In addition, the FSO networks are characterized by narrow beam, directional links operating at 1550 nm, for example. The hardware is based on our agile FSO transceiver concept. The physical reconfigurability is based on autonomous pointing, acquisition and tracking for optical wireless transceivers and narrow laser beams [5] , and the logical reconfigurability is based on algorithms and heuristics for topology control [7] . The main advantages of this technology are autonomous reconfigurabilty, high data rate and security.
In this paper, we introduce a new model for a graph problem to fit the constraints of physical connections in FSO networks. This paper investigates an efficient algorithm to set up the initial, connected optical wireless network for such a model to allow use of high-data-rate, directional beams. This algorithm integrates the network control into hardware's physical executions, i.e., the base stations can set up physical connection during the initial logic configuration. In the real FSO network, to build the initial connected network in a short time is one of the most critical missions. The efficiency is measured by the time it takes to build a connected high-data-rate laser network in the physical layer. Therefore, these algorithms are designed to ensure "fast connectivity" rather than optimizing other metrics, such as cost of the potential links or average end-to-end traffic in the network.
In previous work, we have developed scalable algorithms and heuristics for autonomous backbone configuration [2] . In the current research effort, we focus on the initial setup of the network. Due to the high probability of link failure, FSO protocols should react quickly to avoid network partitions or link degradation. Because of their dynamic nature, the algorithms/heuristics for FSO networks must have low computation and communication complexity. As part of the processes of initial connectivity, the mobile base stations (nodes) must discover each other. During this time, the network topology is not known by each individual node. Our presentation focuses on this initial step in the establishment or bootstrapping of FSO networks. However, the iterative step of our algorithm ( Step II below) can be used to cope with link failure as they occur as well.
We abstracted the FSO network consisting of base stations and point-to-point optical links between two base stations by a graph. In our model, Initially, there are no point-to-point optical laser links between any nodes in the network.
Each node can send some simple signals by beacons (omni-directional or directional beacons) or other signaling systems, to detect the location of its potential line-of-sight neighbors. Initially, each node can only discover those nodes whose beacon signaling can be received by this node. The beacon signals, which can be received between two nodes, are called potential links.
The number of transceivers at each node is limited due to size, weight, power and cost constraints associated with their mobile platforms. Each transmitter is paired with a receiver, and the transmitter and receiver of each pair point in the same direction, thus making each link bi-directional. We call such links transceiver-to-transceiver links. The connectivity problem for FSO networks can be transformed into a graph problem, which is known as the Minimum-Degree Spanning-Tree problem [3] [4] . The input is a feasibility graph G = (V, E), where each node represents a base station and each edge represents a link connecting two base stations, with V is the set of N vertices and E is the set of potential network links. The output graph will be a spanning tree where the node degree represents the number of transceivers used by the node. We define the degree of the tree as the largest degree of a node in the spanning tree. Given the above input graph G (V, E), we seek to construct a spanning tree whose maximum degree (i.e., the largest degree of a node in the spanning tree) is the smallest possible.
The problem can be stated as: Construct a spanning tree given the feasibility graph G = (V, E) with |V|=N vertices whose maximum degree is the smallest among all spanning trees of G.
As the Minimum-Degree Spanning Tree problem is NP-Complete (trivial reduction from the Hamilton Path Problem), we will describe a bottom-up approach to compute a spanning tree of degree at most +1, where is the degree of the optimal spanning tree. In the output spanning tree, the tree edges are transceiver-to-transceiver laser beams.
In this paper, Section 2 provides the background and related work, including the assumptions and pending issues in our FSO model, and a top-down algorithm for the Minimum-Degree Spanning Tree problem. We present a novel bottom-up approach, which is a distributed algorithm, for bootstrapping an all-free-spaceoptical network in Section 3. The algorithm analysis is presented in Section 4. The approximation guarantee is established in Sections 4.1. Section 4.2 and 4.3 do not yield any unexpected observations: a traditional worst case complexity analysis in Section 4.2 is followed by the worst case analysis of the number of rounds in Section 4.3. However, we believe that the focus on the number of rounds is well placed since the simulation model and results in Section 5 finally show the performance advantage of our algorithm in terms of its number of rounds. Section 6 points out some future research directions.
Background

Assumptions and challenges:
We first present assumptions and challenges about the network model:
Each node in the network has a unique node ID. Each node in the network can send very simple signals by beacons. If node A can "see" node B by its beacon, node B can also "see" node A by its beacon. Then, the (bidirectional) "beacon link" between node A and node B is an undirected edge in feasibility graph G. Feasibility graph G consists of all the visible beacon links in this network.
Choosing a pair of nodes in G to form an edge in the spanning tree requires allocating two transceivers, one transceiver in each node, to that edge.
Once an edge of G is picked as a tree edge, the two endpoints can communicate with each other through a high-data-rate communication channel (optical laser beam), as supported by the transceiver-to-transceiver hardware. Group: A group consists of such nodes that between any two nodes of the "same group", a path consisting of high-data-rate links (optical laser beams) exists. Nodes belonging to separate groups cannot exchange any information, except using a very low-data-rate beacon signal. Due to the above limitation, nodes must pair up to form tree edges of the spanning tree in a distributed fashion.
Related work
A "top-down" approximation algorithm, which gives a solution for the Minimum-Degree Spanning Tree within one-from-the-optimal degree, was presented in [3] [4] . It starts with some arbitrary spanning tree of the feasibility graph G, and then iteratively improves upon it until a tree, whose degree is guaranteed not to exceed +1, is produced.
Unfortunately, due to the limited number of transceivers at each node, our model does not allow using a higher number of transceivers in temporary computation stages. The degree of an arbitrary spanning tree cannot be higher than the specified limitation on the number of transceivers per node. Apparently, the top-down algorithm is physically impossible for constructing an initial FSO network.
However, we'll use some concepts and observations from the top-down approach [3] . They will supply us with important supporting proofs for our algorithm's performance analysis.
The top-down approximation algorithm works iteratively where each iteration is an improvement step as follows:
Concept of "Improvement" [3] : Let T be a spanning tree in graph G. Let p(w) be the degree of node w. Consider an edge (u, v) of G which is not in T. Let C be the unique simple cycle generated when (u, v) is added to T. Suppose there is a vertex w in C with the property that p(w) >= max(p(u), p(v)) +2. We now introduce an "improvement" in T by adding the edge (u, v) and deleting one of the edges in C incident on w. We call this step an improvement because the maximum of {p(u), p(v), p(w)} has decreased by at least one. THEOREM 5.1. [3] : Let T be a spanning tree of degree k of a graph G. Let be the degree of a minimumdegree spanning tree. Let S be the set of vertices of degree k. Let B be an arbitrary subset of vertices of degree k -1 in T. Let S U B be removed from the graph, breaking the tree T into a forest F. Suppose G satisfies the condition that there are no edges between different trees in F. Then k is at most +l. Please refer to [3] for proofs of the above theorem. There has been some previous work in determining FSO topologies. The notion of "Clustering algorithm" [1] does not consider the degree limits. A critical assumption for the "minimum spanning tree algorithm" in [7] and the "congestion minimizing algorithms" in [2] is that a centralized node has the overview of the network, for which it needs to be a connected graph. All these algorithms are not suitable for connecting the initial FSO network with the degree constraint.
The algorithm that we have designed can cope with the following physical constraints. First, each node cannot know other nodes' decision about selecting a tree edge, due to the lack of a laser communication channel between them. If one node chooses another node to connect with, but the other node doesn't know that the first node's invitation and doesn't point its transceiver to the first node, the attempt to build laser connection between them fails. In our algorithm, separated nodes can pair up to form edges in T in a distributed fashion. The pairing-up of the two nodes u and v is done through two independent choices. (1) of v among all neighbors of u in G, and (2) of u among all neighbors of v in G. Our goal is to let two endpoints of a tree edge automatically point to each other without knowing each other's decisions or invitations. The elegant aspect of our algorithm is that by using a pure calculation method on each node locally, our approach can cope with a physical difficulty that is the lack of communication channels between separated nodes. Secondly, because the number of transceivers on each node is limited at all times, our algorithm must be a bottom-up algorithm, such that the degree limit will not be raised until it's absolutely necessary. (For this reason we can refer to our model as "bootstrapping the FSO networks" [6] .) Our algorithm can guarantee the resultant spanning has the degree at most +1. Unlike the top-down algorithm, this bootstrapping strategy can furthest assure that the degree of each node is within limit all the time. As long as +1 is less than the degree limit, a connected FSO network is guaranteed by the bottom-up algorithm.
The bottom-up approach
A novel bottom-up approach, which is a distributed algorithm, for bootstrapping a free-space-optical network is introduced in this section. The overall scheme is described first, followed by implementation in a two-step process.
High level description of the bottom-up approach
Compared with the top-down algorithm, which starts with an arbitrary spanning tree and then iteratively improves upon it until a degree less than +1 tree is produced, our bottom-up algorithm minimizes the spanning tree's degree while we are building it. Our bottom-up approach builds a spanning tree by steps in which either an edge is replaced by another edge or an edge is added as T is being constructed, until T becomes a spanning tree. Since our goal is to use as few transceivers as possible and we are not directly concerned with communication quality, cycle connection is not allowed in our algorithm. A cycle is a close-loop path in the network topology.
Motivated by the possibility that the algorithm will be applied in real FSO networks in the future, we consider optimizing the actual time taken by this algorithm under some realistic assumptions. Moving a transceiver in some FSO networks takes several hundred milliseconds, which is more time consuming than other operations. The actual time for transceiver movements is represented by the number of rounds taken by the algorithm to execute, where in each round several transceivers can move concurrently. Thus, to optimize the actual time performance, the algorithm must consider reducing the number of such transceiver movement rounds. This is the main performing objective of our algorithm.
Our algorithm will use two steps to establish the tree. Before the algorithm executes, we use a Step 0 to arrange the node IDs.
Step I is applied to the initial graph G. By adding edges to T such that no node degree can exceed 2, some groups are created.
Step II works iteratively. In each iteration, either the groups merge by not exceeding the current maximum degree k or a decision to increase the degree to k+1 is made, until the spanning tree is complete.
Procedures of the bottom-up algorithm
Step 0:
We assign a unique ID to each node. It can be based on a serial number or IP address for FSO network. With some transform functions, it guarantees that the node IDs are unique, comparable and distributed as a random permutation.
Step I:
Every node seeks two other nodes: 1. the largest smaller-ID node that has a potential link with it, and 2. the smallest larger-ID node that has a potential link with it.
The two transceivers at the node point to these two candidate matches. If the resulting edges form a spanning tree, the algorithm terminates. Otherwise, several groups are formed, and the algorithm advances to Step II. The outcome of Step I on an example network is depicted in Figure 1 . Dashed lines represent potential links, and solid lines are transceiver-to-transceiver links (tree edges).
In
Step I, by the beacon signals, each node can record the ID and location of other nodes, which have potential links with it. The beacon information includes node ID and location. From now on, it's not necessary to send out the ID and location information by beacons any more, since each node can identify other nodes by the direction of the beacons between them and this node. Based on the beacon information exchanged in Step I, each node can simply use the maximum or minimum selection algorithm to get its smallest larger ID node and largest smaller ID node that has potential links with this node.
Step II:
After Step I, several connected components are created, which are called groups. We assign to every group a distinct group ID. Specifically, we make the smallest node ID in the group the "group ID".
As we have mentioned previously, the nodes in the same group can exchange information to each other through a high-data rate laser channel. This communication involves a routing table. However, we will not address how the routing table set up and works in our paper.
We allow the degree limit to be k in Step II. k is an integer. Let k be equal to 2 in the beginning.
Iteratively perform sub-steps A to E. Every group seeks other groups so that they can merge by forming a larger group. In an iteration, each group Z selects two other groups (S and L) for potentially merging with them. The selection of S also comprises the selection of nodes in groups S and Z, which will provide the required transceiver-to-transceiver connection for merging. Similarly, the selection of L also includes the selection of nodes in L and Z, which will provide the transceiver-totransceiver connection for merging. Sub-step E determines whether to increase the degree k. Sub-step E can also decide if the algorithm is to be terminated.
A. Improvement: (When the degree limit is 2, this substep can be skipped, because it's not meaningful to reduce a node's degree from 2 to 1).
This sub-step tries to reduce the number of degree k nodes, so that we have more opportunities to merge groups in later stages without exceeding the current degree limit k.
Each group performs the "improvement" for degree-k nodes in a way similar to [3] . The details are:
Consider the sub-graph of G, which consists of nodes in the same group and the potential links between them, and the local spanning tree of the group T Local . First, we remove all nodes with degree k and k-1 from the local tree T Local . Mark the remaining connected components as "good". All components consisting of singleton nodes with degree k and k-1 are marked "bad". If there are nontree edges between "good" components, do the following iteratively: Let (u, v) be a non-tree edge between two "good" components of the same group. We add (u, v) to T Local and create a cycle connection. If there is a node w of degree k on this cycle, we reduce the number of k degree nodes by one, by adding (u,v) in the tree and deleting one tree edge incident on node w. Otherwise, there must be at least one "bad" node of degree k-1 on the cycle. At this stage, it will be advantageous not to commit on the node (whose degree can be reduced) of degree k-1. Thus on the current cycle, we mark all "bad" nodes as "good" and join all components along with all degree k-1 nodes into a larger "good" component. It means that these degree k-1 nodes can help to reduce the degree of other degree k nodes later if it is needed. (There will be two actions for this case: (1) . A degree k-1 node reduces its own degree in the cycle first. (2) . The degree k-1 node becomes degree k-2 node and it can help a degree k node reduce its degree.) But, before we know whether this degree k-1 node is needed to help other degree k nodes reduce degrees, we will not touch it. If there are more non-tree edges between good components, repeat this iteration.
In this sub-step, the information exchanged among the nodes in the same group in sub-step A includes their IDs, group members' node ID which have the laser links with them, and group members' node ID which have the potential links with them. Hence, each node can have an overview of the whole group, so that sub-step A's algorithm can be applied. Once a cycle, which includes a degree-k node, is found by adding a non-tree edge, the degree-k node will (arbitrarily) decide which laser link incident to it will be replaced, and inform the other endpoint of the replaced laser link.
B. Mark "candidates":
In this sub-step, every node, whose degree is less than k or can be reduced to a degree, which is less than k (in its local spanning tree), will be marked as a "candidate". A candidate uses a special beacon to inform all the other nodes that can "see" it. If a candidate can see one or more candidates from other groups, we call it as a "real candidate".
In sub-step A, the degree of some degree-k nodes was not reduced. In this sub-step B, we check if the degree of those degree-k nodes can be reduced by adding non-tree edges incident to the degree k-1 nodes. If it can, it is also the "candidate". We don't make any improvement for these degree-k node candidates in this sub-step. This will be done in later sub-steps if necessary.
Algorithm to mark candidate:
If we remove all nodes with degree k from the local tree T, some connected components are left. If there are nontree edges incident to degree k-1 nodes from different components in the same group, do the following iteratively: Let (u, v) be a non-tree edge incident to a degree k-1 node from a different component in the same group. Add (u, v) to T and generate a cycle. If there are some nodes with degree k in this cycle, it means that it is possible for these k degree nodes to reduce their degree by one. Thus we mark these degree k nodes as "reducible". Let "reducible" nodes on this cycle record (u,v) as "reducing edge" for later use.
If there are more non-tree edges incident to degree k-1 nodes from different components, repeat the iteration. When there is no non-tree edges incident to degree k-1 nodes from different components, the following nodes are marked as "candidates":
nodes with a degree less than k which have potential links with other groups "reducible" degree k nodes, which have potential links with other groups All candidates send a beacon by using a low-data-rate channel. If a candidate can see one or more candidates from other groups, it is marked as a "real candidate". Figure 2 is an example that illustrates the marking of "candidates" and "real candidates". Solid lines are tree edges, and dashed lines are non-tree edges. Assume current degree limit is 3. Nodes 1, 2, 4, 5 in Group I and Nodes 11, 12, 14 in Group II are marked as "candidates" first. Although Nodes 2, 11, 14 are degree 3 nodes currently, their degrees are reducible. Hence, they also qualify as "candidates". However, finally, only Nodes 1, 2, 11, 12, 14 are "real candidates", because they have potential links with other "candidates".
Figure 2. Example: marking candidates
In sub-step B, a node will send out a simply beacon signal, if it's a "candidate". The nodes between different groups only exchange the "candidate" information by beacon signals. Once they realize that themselves are "real candidates", these "real candidates" will send out send its ID with a "real candidate" tag to the other nodes in the same group by high data-rate laser links.
For simplification, from now on, only a "real candidate" will be referred to as a "candidate".
C. Group selection:
Assume each group can be further abstracted as a single "node". Sub-step C uses the same algorithm as sub-step A. Every group seeks two other groups with 1. the smallest-larger group ID which has a candidate-to-candidate link: Let's denote this group as Group L.
2.
the largest-smaller group ID which has a candidate-to-candidate link: Let's denote this group as Group S.
The beacon sent out by a "candidate" includes its group ID and "I'm candidate" signal. In sub-step C, each "candidate" should inform other "candidates", which belong to the same group, that which other groups have candidate-to-candidate links with it. Afterwards, the "candidates" will compare those group IDs and get the smallest larger ID group and the largest smaller ID group. The selected groups' ID will be informed to each "candidate". All these information is transmitted by high data-rate laser link. Afterwards, sub-step C's algorithm can be applied to each group concurrently.
D. Node selection:
After group selection, each group assigns two nodes to take the task of merging with two other selected groups.
Each group (call them Group Z collectively) does the following:
1. Assume the largest node ID candidate in Group Z, which has a candidate-to-candidate link with Group L, is Node A. Assume Node C is the smallest node in Group L, which has a candidate-to-candidate link with Node A. Then, Node A points to Node C. This step is composed of two sub-steps: (i) if Node A's degree is k, its degree is reduced to k-1. Node A can check its record of "reducing edges". Add the recorded edge in local tree and delete one edge incident to A; (ii) Node A points to Node C.
2. Assume the largest node ID candidate in Group S, which has a candidate link with Group Z, is Node R. Assume Node B is the smallest candidate in Group Z, which has a candidate link with Node R. Node B points to Node R. (If Node B's degree is k, it reduces its degree to k-1 and points to Node R.) 3.
In the same group, if Nodes A and B are the same node and its degree is greater than k-2, Node B yields to Node A. If both Nodes A and B have degree k, both of which cannot be reduced within Group Z, Node B yields to Node A. Group II has the smallest-larger group ID (Group L) for Group I, and Group I has the largest-smaller group ID (Group S) for Group II. In Group I, the candidate with the largest node ID is Node 3. In Group II, the candidate with the smallest node ID, which can be "seen" by Node 3, is Node 12. Therefore, Nodes 3 and 12 point to each other. The commitment is made and a new tree edge (3, 12) is added to T.
In the sub-step D, the "candidates" can use the information that it got from sub-step B and C to calculate which node has the largest ID in Group S that this node has candidate-to-candidate link with, and which node has the smallest ID in Group L that this has candidate-tocandidate link with. The "candidates" in Group Z will exchange information, including their own ID, the largest ID in Group S that it has candidate-to-candidate link with, and the smallest ID in Group L that it has candidate-tocandidate link with. They will send out this information to other "candidates" in the same group. According to this information, each "candidate" can follow the Sub-step D's algorithm to calculate locally and check whether itself is the Node A or Node B in its group.
E. The decision making:
When groups are merged, their group ID needs to be updated. If it is feasible to merge more groups within degree limit k, go back to sub-step A and run the next iteration to seek other groups to merge with. Otherwise, increase k by one. Then, repeat all the procedures in Step II until all the nodes are in the same group.
In the sub-step E, the information exchanged among the new-merged larger groups includes the previous group IDs, which were used before the groups merged into each other. Inside the new-merged group, their previous group IDs will be compared and only one will be picked as the new-merged group's group ID by maximum or minimum selection algorithm. It can be the largest or smallest previous group ID within this new-merged group.
In one iteration from the sub-step A to E, each group (Group Z) can determine its unique Node A and Node B. Afterwards, Node A will determine its unique Node C in Group L to connect with, and Node C will determine its unique Node R in Group S to connect with. Concurrently, Group L (selected by Group Z) also treats itself as "Group Z" and chooses Group Z as its "Group S". The node treated as Node C by Group Z is determined as "Node B" by Group L. According to our algorithm, this "Node B" will also determine Node A in Group Z as its "Node R". Thus, the tree edge between Node A and Node C can be formed with the distributed control. This outcome by the distributed control is exactly what we desired.
The bottom-up minimum-degree spanning algorithm assigns a unique node ID to each node in a random permutation. It begins to look for a degree-2 connectivity solution for the network. If the first try fails, it performs five sub-steps iteratively until the spanning tree is built.
First, each group tries to reduce the number of its highest degree nodes. Secondly, each group finds all its nodes, which are available to connect with other groups. Thirdly, each group chooses other two groups to merge into. Fourthly, each group determines its two nodes to connect with the two groups that it selected. Fifthly, after group merging, each new merged group needs to update its group ID and the unconnected network needs to decide whether to increase the degree limit. Once the spanning tree is formed, this algorithm terminates.
The pseudo code for the distributed bottom-up algorithm is given in Appendix A.
Algorithm analysis
The bottom-up algorithm not only is a computing process. It also involves a physical process whereby transceivers change their orientation. The algorithm analysis consists of approximation guarantee, traditional worst-case complexity analysis, and the worst-case analysis of the transceiver movement.
Approximation guarantee
In this section, we will prove the "existence guarantee" and "approximation guarantee". The bottom-up algorithm guarantees to form a spanning tree as long as the input graph G is a connected graph. The resultant spanning tree has a degree within one-from-the-optimal degree.
Theorem 1:
Given a connected graph G, the proposed bottom-up algorithm guarantees a spanning tree solution.
Proof for Theorem 1:
Each group only adds tree edges that connect it to other groups, and only one potential edge between two groups will be added to the tree. This guarantees that no redundant edge exists in the tree. In each iteration (Substep A to E), if the degree limits can be satisfied, at lease one tree-edge can be added. When all nodes are added to the tree, the algorithm terminates. Thus, the algorithm guarantees that it can generate a spanning tree and terminate lastly.
Lemma 1:
In sub-step A, after the endpoints of the new tree edges are improved, the whole new connected groups are improved as well.
Proof of Lemma 1:
We will use induction to prove Lemma 1. Let the degree limit be 2. Before the point that degree limit is to be increased to 3, several "improved" groups exist each with a degree 2, and no new group merging is possible without increasing the degree limit. Each group is naturally "improved", because its degree cannot be further reduced from the existing degree 2.
Suppose the degree limit is k. Assume the following situation exists: when degree limit = k, and no new merging happens, all the groups are "improved". (As we have described above, this situation exists when k is 2.)
In this situation, all the candidate-to-candidate links between different groups are incident on nodes with degree k.
Let the degree limit be k+1. Now the degree limit is increased from k to k+1. After two groups are merged into each other by adding one new tree edge, at least one endpoint of this new tree edge becomes a degree k+1 node and the degree of this endpoint cannot be reduced further by "improvement". However it can be possible to reduce another endpoint's degree if its degree is k+1 and if it is reducible. After this endpoint's degree is reduced to k, the whole new group is an "improved" group, i.e. we cannot reduce this local spanning tree's degree any more. This is because all other nodes, except the endpoints of the new tree edge, have been improved when degree limit is k.
Therefore, beginning from the degree limit 2, the bottom-up algorithm can generate an improved tree by reducing the degree of at most one endpoint of each newly added tree edge.
Theorem 2:
Let the degree of the final tree generated by the bottomup approach be D. Then D is at most ( +1), where is the degree of an optimal minimum-degree spanning tree.
Proof for Theorem 2:
Before the termination of the algorithm, we have increased the degree limit from D-1 to D. Each candidateto-candidate link between two groups has at least one degree D-1 endpoint. Suppose we combine these two groups by one extra edge of G, one of the following cases would apply:
1.
One node whose degree is (D-1) connects with another node whose degree is (D-1).
2.
One node whose degree is (D-1) connects with another node whose degree is less than (D-1)
For both cases 1 and 2, we get a tree with one or more degree D nodes (Node X) whose degree cannot be reduced. If that degree D node can be reduced, the group merging can be done with degree limit (D-1). Now, if apply an extra sub-step A, the degree of tree is still D, due to the irreducible degree D node. According to Lemma 1, the new merged group is already "improved", after this extra sub-step A. We put all the degree D nodes in set S and put all the degree D-1 nodes, which are marked as "bad", in set B. It can be seen that after removing nodes in S and B, all the remaining connected components are marked as "good". We know that when sub-step A ends, there are no non-tree edges in G between good components.
This condition satisfies Theorem 5.1 of [3] . According to that theorem, the degree of this spanning tree <= +1.
No matter we apply the extra sub-step A or not, the degree of tree is D. Hence, D<= +1.
Traditional computation time complexity Theorem 3:
The complexity of the bottom-up algorithm for the minimum degree spanning tree problem is O(N*E). The algorithm produces a spanning tree whose degree is at most ( + 1) degree.
Proof for Theorem 3:
Step I takes O(N) time. It also can be easily proved that the number of sub-step (from A to E) rounds in Step II is bounded by O(N), and each round in Step II takes O(N+E). This will yield an O(N*E) overall time complexity bound.
Physical complexity
During one transceiver movement, a transceiver can physically change its current direction to the new direction. The movement of a transceiver (for aligning purposes) can take about 500 milliseconds in a FSO network. Thus, the time taken by the transceivers' movement is readily much more dominant than the computation time of the algorithm.
The total time associated with transceivers' physical movements can be represented by the number of rounds taken by the algorithm to execute (each round represents independent and simultaneous movement of several transceivers). One round is not only an action in control, but also a physical process whereby several transceivers can change their respective directions. This can be represented as follows:
The time is determined by the physical movement of the transceiver, and the number of rounds is determined by the algorithm being used. In each round, the transceivers move independently of each other to establish tree edges or new links.
Theorem 4:
Consider this bottom-up algorithm for the minimum degree spanning tree problem that produces a spanning tree whose degree is at most ( + 1) degree. The round complexity of transceiver movements is O(N).
Proof for Theorem 4:
In every iteration of Step II, the bottom-up algorithm adds at least one edge to the tree. Hence, in the worst case, it takes N-1 iterations to build the tree, where N is the number of nodes. According to Lemma 1, in Sub-step A, groups can be updated by improving the endpoints of new added tree edges only, which can be done in parallel. Thus, sub-step A needs only one round of transceiver movements. Sub-step D also involves only one round. Therefore, the total number of rounds of transceiver movements is O(N).
Simulation and results
Initially, we abstracted the network as a grid with 100*100 locations and placed a certain number of nodes in this grid according to a random distribution.
It has been experimentally verified that a transmitter at a node can point a narrow-width laser beam with very small wavelength towards a receiver [5] . The received power at a node can be determined as follows:
where A is the area of the receiver aperture, P T is the transmitter power, is the beam divergence half angle, L is the distance between the transmitter and the receiver, and is an attenuation constant, which factors in atmospheric obscuration [7] . Therefore, a reasonable assumption is to set the probability of existence of the link between two nodes as proportional to (1/L), where L is the distance between the two nodes in the grid. The formula for the received power strengthens the motivation for correlating increasing distance with lower link probability. Note that we had to choose a specific model for our simulations. However, it is important to recognize that, in spite of many years of research, there has not been a convergence regarding probabilistic models for random graphs.
The simulation environment is implemented in C++ on UNIX platform. We generate 100 connected samplegraphs for each model with a varying number of nodes (ranging between 10 to 200) of input connectivity graph G for each algorithm (distributed algorithm and pure serial algorithm). As previously noted, the estimated actual-time performance can be represented by the number of transceiver movement (also called change) rounds. For any other pure serial algorithm, the best results are (N-1) transceiver change rounds, because they add only one tree edge at a time.
The performance of the distributed algorithm is compared to that of the serial algorithm in Figure 4 . The X-axis represents the number of nodes and the Y-axis is the number of transceiver movement rounds. In both the distributed and the serial algorithms, the number of transceiver movement rounds is linear, but their respective slopes differ. The distributed algorithm uses much fewer transceiver movement rounds than the serial algorithm, and particularly as the size of network increases. For a 200-node network, the transceivers need to move in 31 rounds in the distributed algorithm compared to 199 rounds for the pure serial algorithm. This difference could have a significant effect in FSO network implementations. In our case, assuming one transceiver movement round is executed in 500 milliseconds, the distributed algorithm would be 84 seconds faster than pure serial algorithm. As such, the distributed algorithm to construct initial FSO networks would require less time to execute than the serial algorithm that does that. Even for small networks with 10 nodes, the difference of 5 rounds between two algorithms can yield a 2.5-second difference in real FSO networks. The speedups are reported in Table 1 and Figure 5 . In Figure 5 , the X-axis represents the number of nodes and Y-axis represents the value of speed-up. At 10 nodes, the speed-up is 2.10. As the number of nodes increases, the 
Conclusions
The bottom-up minimum spanning tree algorithm is a novel algorithm for initial configuration or bootstrapping of an optical wireless network. It can be used to set up the initial network connectivity in a distributed fashion as well as optimize the degree of the tree. For this approximation algorithm, we have provided the proof for the approximation guarantee.
The dual advantage of our algorithm is that it can not only deal with the physical layer limitations in optical wireless networks, but also have a much better actualtime performance. Our algorithm only increases the degree limit of the tree when it's absolutely necessary; therefore, it presents the best guarantee among all the other available algorithms to preserve the transceiver limitation at each node. Meanwhile, it takes a lesser number of steps for the transceiver movement rounds, which is superior to other serial algorithms in terms of the actual-time performance.
The bottom-up Minimum-Degree Spanning Tree algorithm is a first solution for the initial configuration of Free Space Optical (FSO) networks. The actual-time performance of our distributed algorithm needs investigation. Furthermore, alternative methods to our clustering bottom-up algorithm need investigation, including the effectiveness of parallel algorithms. We also realize that several other problems remain in our algorithm, such as synchronization. Currently, we don't have a complete solution for the synchronization problem. Future work will also involve investigation of communication complexity. We didn't address details about how the nodes exchange information through the high data-rate communication channel. Since FSO communication data rates are very high (up to Gbps), we expect that the actual time for communication will be negligible.
