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In this paper, we consider the three-dimensional compressible ﬂuid models of Korteweg
type. The equation takes the form of the compressible Navier–Stokes equation, with the
Cauchy stress tensor in the momentum equations. Under the smallness assumption of the
external force in some Sobolev space, we ﬁrst show the existence of stationary solution
by standard iterative arguments. Next, we present that the global-in-time solution of
the initial value problem for the three-dimensional compressible Navier–Stokes–Korteweg
equations exists uniquely and approaches the stationary solution as t → ∞, provided the
prescribed initial data and the external force are suﬃciently small. Finally, based on the
elaborate energy estimates of the solution for the nonlinear system and L2-decay estimates
of semigroup generated by the corresponding linearized equation, we show the optimal L2-
convergence rates of the solution towards the stationary solution. As far as we know, this
is the ﬁrst result about the global existence and L2-decay rate of smooth solutions for the
compressible Navier–Stokes–Korteweg equations with the external force.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
In this paper, we are interested in the initial value problem of the three-dimensional compressible ﬂuid models of
Korteweg type{
∂tρ + ∇ · (ρu) = 0,
∂t(ρu) + ∇ · (ρu ⊗ u) + ∇ P (ρ) = μu + (μ + ν)∇(∇ · u) + κρ∇ρ + ρ F (x),
(ρ,u)(x,0) = (ρ0,u0)(x).
(1.1)
The variable t  0 is time, and x ∈R3 is the spatial coordinate. The unknown functions are the density ρ > 0, the velocity u.
Furthermore, P = P (ρ) is the pressure function. The viscosity coeﬃcients μ and ν satisfy μ > 0 and 2μ + 3ν > 0, and
κ > 0 is the capillary coeﬃcient. This compressible Navier–Stokes–Korteweg system can be used to describe the motion of
the compressible ﬂuids with capillarity effect of materials, see the pioneering work by Dunn and Serrin in [6], and also in
[2,5]. We notice that, when κ = 0, (1.1)1, 2 indeed is the compressible Navier–Stokes equation.
Recently, some efforts were made on the compressible Navier–Stokes–Korteweg equations. More precisely, Hattori and
Li [10,11] considered the local existence and global existence of smooth solutions for the compressible ﬂuid models of
Korteweg type in Sobolev space. Danchin and Desjardins [7] proved existence and uniqueness results of suitably smooth
solutions for an isothermal compressible ﬂuids in critical space. Bresch, Desjardins and Lin [3], and Haspot [13] showed
the global existence of weak solutions for the compressible ﬂuid models of Korteweg type. Kotschote [14] proved the local
existence of the strong solutions for a compressible ﬂuid model of Korteweg type. Wang and Tan [23] established the
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force. Moreover, we also mention that Bresch, Desjardins and Ducomet [4] and Li and Yong [17] studied the quasi-neutral
limit of weak solutions and smooth solutions for the compressible Navier–Stokes–Poisson–Korteweg system, respectively. In
this paper, we discuss the global existence and the optimal L2-decay rate of solutions on the initial value problem of the
three-dimensional compressible Navier–Stokes–Korteweg equation with external force such as (1.1).
First, without loss of generality, we can take κ = 1. To the ﬁrst step, we only consider the potential force here, namely,
F = −∇φ. Then, for smooth solutions with ρ > 0, we can rewrite (1.1) as⎧⎨
⎩
∂tρ + div(ρu) = 0,
∂tu + (u · ∇)u + ∇ P (ρ)ρ = μρ u + μ+νρ ∇(∇ · u) + ∇ρ − ∇φ,
(ρ,u)(x,0) = (ρ0,u0)(x).
(1.2)
In the following discussion, initial data satisfy
(ρ0,u0)(x) → (ρ¯,0) as |x| → ∞, ρ¯ > 0.
The ﬁrst purpose of the present paper is to show the global existence and asymptotic behavior of smooth solutions for
(1.2). In terms of the pioneering work to the compressible Navier–Stokes equation in [18,19], we believe that the asymptotic
state of the smooth solution for (1.2) in large time is the corresponding stationary solution. Hence, we need the stationary
solution (ρ˜, u˜), which is a solution of (1.2) independent of t . That is, when ρt = ut = 0, we have the following stationary
state equation{∇ · (ρ˜u˜) = 0,
ρ˜(u˜ · ∇)u˜ + ∇ P (ρ˜) − μu˜ − (μ + ν)∇(∇ · u˜) − ρ˜∇ρ˜ = −ρ˜∇φ (1.3)
with
ρ˜ → ρ¯, u˜ → 0. (1.4)
Now, we give the unique existence of the stationary solution for (1.3) as follows.
Theorem 1.1. Let P (·) be smooth (at least C2) in a neighborhood of ρ¯ with P ′(·) > 0. Then, there exists 1 > 0 such that if ‖φ‖3  1 ,
the problem (1.3)–(1.4) has a unique solution (ρ˜, u˜) satisfying
ρ˜ − ρ¯ ∈ H5(R3), u˜ = 0,
and (2.3) and (2.4).
Remark 1.2. For the compressible Navier–Stokes equation in [19], the stationary solution (ρ˜, u˜) in a neighborhood of (ρ˜,0)
in H2(R3) has the following explicit form
ρ˜(x)∫
ρ¯
P ′(η)
η
dη + φ(x) = 0, u˜(x) = 0.
But here, we have not the explicit form of the corresponding stationary solution, due to the additional Cauchy stress term.
So, we need to make the elaborate estimate of the stationary solution (ρ˜, u˜), especially, the bound of the stationary density,
then from the standard iterative arguments, we can establish the unique existence of the stationary solution.
Next, the global existence and asymptotic behavior of smooth solutions for (1.2) are stated in the following theorem.
Theorem 1.3. Let P (·) be smooth (at least C2) in a neighborhood of ρ¯ with P ′(·) > 0. Assume that
‖ρ0 − ρ˜‖4 + ‖u0‖3 + ‖φ‖3  1, (1.5)
then the initial value problem (1.2) admits a unique solution (ρ,u)(x, t) globally in time, which satisﬁes
ρ − ρ˜ ∈ C0(0,∞; H4(R3))∩ C1(0,∞; H2(R3)),
u ∈ C0(0,∞; H3(R3))∩ C1(0,∞; H1(R3)).
Moreover, there exists constant C > 0 such that the following estimates hold:
∥∥(ρ − ρ˜)(·, t)∥∥24 + ∥∥u(·, t)∥∥23 +
t∫ (∥∥D(ρ − ρ˜)(·, s)∥∥24 + ∥∥Du(·, s)∥∥23)ds C(‖ρ0 − ρ˜‖24 + ‖u0‖23), (1.6)0
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Remark 1.4. When the viscosity coeﬃcients and the capillary coeﬃcient depend on ρ , we also obtain the global existence of
smooth solutions by similar arguments under the proper assumptions of viscosity coeﬃcients and the capillary coeﬃcient.
Moreover, the similar arguments can be applied to the full compressible Navier–Stokes–Korteweg equation with the potential
external force.
Lastly, some authors discussed the optimal decay rate of the solution for the compressible Navier–Stokes equation with
the external force, such as the authors of [8,9,22], etc. As the second aim of this paper, we also show the optimal L2-
convergence rates of the solutions for the three-dimensional compressible Navier–Stokes–Korteweg equation (1.2), when the
initial disturbance and the external force have additional proper assumptions. Precisely, the result can be stated as follows.
Theorem 1.5. Let (ρ,u)(x, t) be a global smooth solution to the initial value problem (1.2), and (ρ˜,0) be the corresponding stationary
solution. Moreover, the potential function φ(x) and the initial perturbation satisfy
3∑
|α|=0
∥∥(1+ |x|)∂αx φ∥∥ 1, (1.8)
and ∥∥(ρ0 − ρ¯,u0)∥∥L1 < +∞. (1.9)
Then, there exist constant 0 > 0 and C > 0 such that for any 0 < 1  0 , we have∥∥∂βx (ρ − ρ˜)(·, t)∥∥L2  C(1+ t)− 54 , |β| = 1,2,3,4, (1.10)∥∥∂γx u(·, t)∥∥L2  C(1+ t)− 54 , |γ | = 1,2,3, (1.11)∥∥(ρ − ρ˜,u)(·, t)∥∥L2  C(1+ t)− 34 . (1.12)
Furthermore, for 2 q 6,∥∥(ρ − ρ˜,u)(·, t)∥∥Lq  C(1+ t)− 32 (1− 1q ). (1.13)
Remark 1.6. For the corresponding linearized equation:{
∂tn¯ + ∇ · u¯ = 0,
∂t u¯ + P1∇n − μ1u¯ − (μ1 + ν1)∇(∇ · u¯) − ∇n¯ = 0,
where P1,μ1 and ν1 are some positive constants, which are given in Section 4. The authors have obtained the following
convergence rate of (n¯, u¯) in [23]:∥∥n¯(t)∥∥L2  C(1+ t)− 34 ∥∥(n0,u0)∥∥L1∩L2 ,∥∥∂βx n¯(t)∥∥L2  C(1+ t)− 34− |β|2 (∥∥(n0,u0)∥∥L1 + ‖n0‖|β| + ‖u0‖|β|−1), |β| 1,∥∥∂γx u¯(t)∥∥L2  C(1+ t)− 34− |γ |2 (∥∥(n0,u0)∥∥L1 + ‖n0‖|γ |+1 + ‖u0‖|γ |), |γ | 0.
By comparison, we know that the decay rate here for the original nonlinear system with the external force are optimal.
Remark 1.7. It is interested that when there is no any external force, we shall describe a detailed pointwise description of the
asymptotic behavior of solution, which is left for the forthcoming future. This result has been showed for the compressible
Navier–Stokes equations in [12,15,16], etc.
The idea of the proof is outlined as follows. First, we show the unique existence of the stationary solution by standard
iterative argument. In this procedure, we ﬁrstly need the estimates of the stationary solution under the assumption of
the potential external force, especially, the bound of the stationary density. Moreover, since the stationary solution has not
explicit expression, we also need to obtain the estimates of the stationary solution in weighted L2-norm under the additional
assumptions of the potential external force by the weighted energy method, so that we can investigate the optimal L2-decay
rate of the global smooth solution for the nonlinear problem. Next, based on the local existence and the a-priori estimates,
the continuum arguments can be applied to showing global existence of smooth solution for the nonlinear problem in
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priori estimate can be derived by the elaborate energy methods, due to the nonlinearity and the dispersion term. Finally,
using the method of [8,9,22], we can obtain the Lyapunov-type energy inequality of all the derivatives of at least one order,
controlled by the ﬁrst-order derivatives with the help of the estimate of the stationary solution in weighted L2-norm and
the Hardy inequality. Then, based on the L2-estimates from the spectral analysis on the corresponding linearized Navier–
Stokes–Korteweg equations, we show the decay rates of the ﬁrst-order derivatives of the perturbed density and the velocity.
Thus, combining these two estimates and using the Gronwall inequality yield that all higher order derivatives decay at the
same rate as the ﬁrst order derivative and then gives the proofs of the optimal L2-decay rates.
Notations: Throughout this paper, C > 0 denote the generic positive constant independent of time. Lp(R3) (1 p < ∞)
denotes the space of measurable functions whose p-powers are integrable on R3, with the norm ‖ · ‖Lp = (
∫
R3
| · |p dx) 1p ,
and L∞(R3) is the space of bounded measurable functions on R3, with the norm ‖ · ‖L∞ = esssupx | · |. Without confusion,
we also denote the norm of L2(R3) by ‖ · ‖ for brevity. Hk(R3) (k  0) stands for the space of L2(R3)-functions whose
derivatives (in the sense of distribution) up to the order k are also L2(R3)-functions with the norm ‖ · ‖s = (∑kl=0 ‖Dl · ‖) 12 .
Moreover, Ck([0, T ]; Hl(R3)) (k, l 0) denotes the space of the k-times continuously differentiable functions on the interval
[0, T ] with values in Hl(R3).
The rest of the paper is organized as follows. In Section 2, we present the unique existence of the stationary solution.
Then, we show the global existence of smooth solutions for IVP (1.2) by energy methods in Section 3. Finally, in Section 4,
we prove the optimal L2 time decay rates of smooth solutions constructed in Section 3.
2. Stationary solution
In this section, we mainly consider the unique existence and some estimates of the stationary ﬂow of (1.3). First, since
we consider a small neighborhood of (ρ¯,0) in H2 × H2 by Soblev’s inequality, we may suppose that |ρ˜ − ρ¯|, |u˜| < 12 ρ¯ . Then
we can estimate the equality
∫
R3
(1.3)1 ×
ρ˜∫
ρ¯
Pρ(η)
η
dηdx+
∫
R3
(1.3)2 × u˜ dx = 0,
from integration by parts using the mean value theorem, we obtain
‖Du˜‖2  C(‖Dρ˜‖ + ‖u˜‖1)‖Du˜‖2,
which implies if ‖Dρ˜‖ and ‖u˜‖1 are small enough, we can conclude u˜ = 0. Hence, the stationary equation can be reduced
to {∇ P (ρ˜) − ρ˜∇ρ˜ + ρ˜∇φ = 0,
ρ˜ → ρ¯, as |x| → ∞. (2.1)
Further, letting h′(ρ˜) = P ′(ρ˜)
ρ˜
, we have{
ρ˜ − (h(ρ˜) − h(ρ¯)) = −φ,
ρ˜ → ρ¯, as |x| → ∞. (2.2)
First, we estimate the stationary solution (ρ˜,0) as follows.
Lemma 2.1. Let P (·) be smooth (at least C2) in a neighborhood of ρ¯ with P ′(·) > 0. Then, if ‖φ‖3  1 , and ρ˜ is a solution of (2.2),
then the following estimates hold
1
2
ρ¯  ρ˜(x) 2ρ¯, (2.3)
‖ρ˜ − ρ¯‖5  C1. (2.4)
Proof. Since lim|x|→∞ ρ˜ = ρ¯ , there exists a large positive number M , such that for |x| M
|ρ˜ − ρ¯| ε,
namely, for |x| M ,
1
2
ρ¯  ρ˜  2ρ¯. (2.5)
Next, considering
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ρ˜ − (h(ρ˜) − h(ρ¯)) = −φ, x ∈ B(0,M),
ρ˜|∂B = ρ¯, (2.6)
and noting∫
R3
(
h(ρ˜) − h(ρ¯))(ρ˜ − ρ¯)+  0,
we can obtain∥∥∇(ρ˜ − ρ¯)+∥∥2  C‖φ‖L∞(meas(ρ˜ > ρ¯)) 12 ∥∥∇(ρ˜ − ρ¯)+∥∥, (2.7)
where (ρ˜ − ρ¯)+ = max(0, ρ˜ − ρ¯). Using the Stampacchia’s Lemma in [20], we have
ρ˜  ρ¯ + C1  2ρ¯.
Similarly, we can obtain ρ˜  12 ρ¯ .
Moreover, the standard energy arguments for (2.2) lead to
‖ρ˜ − ρ¯‖5  C‖φ‖3  C1, (2.8)
This completes the proof. 
Based on Lemma 2.1, the standard iteration technique and ﬁxed point principle can be used to prove the existence
of stationary solution of (2.2). Moreover, from (2.4), we also can show the unique behavior of ρ˜ . That is, we can show
Theorem 1.1.
To enclose this section, we also need some well estimates of the solution ρ˜ . That is,
Lemma 2.2. In addition to assumptions in Theorem 1.1, if
3∑
k=0
∥∥(1+ |x|)∇kφ∥∥ 1.
then the stationary solution (ρ˜,0) satisﬁes∥∥(1+ |x|)(ρ˜ − ρ¯)∥∥5  C1. (2.9)
Proof. Multiplying (2.2)1 by (1+ |x|)2(ρ˜ − ρ¯), and integrating the resultant equality by parts over R3, we have∫
R3
(
1+ |x|)2(∇(ρ˜ − ρ¯))2 dx+ ∫
R3
(
1+ |x|)2(h(ρ˜) − h(ρ¯))(ρ˜ − ρ¯)dx
= −2
∫
R3
(
1+ |x|) 1|x| (ρ˜ − ρ¯)
3∑
i=1
xi∂iρ˜ dx+
∫
R3
φ
(
1+ |x|)2(ρ˜ − ρ¯)dx
 C
∫
R3
((
1+ |x|)φ)2 dx+ ε ∫
R3
(
1+ |x|)2(ρ˜ − ρ¯)2 dx+ ε ∫
R3
(
1+ |x|)2(∇(ρ˜ − ρ¯))2 dx+ C ∫
R3
(ρ˜ − ρ¯)2 dx,
which implies∥∥(1+ |x|)(ρ˜ − ρ¯)∥∥1  C1.
Similarly, we can derive the other estimates in (2.9). This ends up the proof. 
3. Global existence of smooth solutions
In this section, we shall establish the global existence of smooth solutions of the IVP (1.2). First, let us rewrite the
problem (1.2) by the change of variables (ρ,u) → (n + ρ˜,u) as follows{
∂tn + div((n + ρ˜)u) = 0,
∂tu + (u · ∇)u − 1n+ρ˜ (μu + (μ + ν)∇ divu) + h′(n + ρ˜)∇(n + ρ˜) = ∇n − h′(ρ˜)∇ρ˜ (3.1)
with the initial data
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Then, using the dual argument and iteration technique, we can prove the following local-in-time existence of the initial
value problem (3.1)–(3.2), and we can read the details in [10,11].
Lemma 3.1. Let P (·) be smooth function with P ′(·) > 0. Assume that (n0,u0) ∈ H4(R3) × H3(R3) with infn0(x) > 0. Then there
exists a positive constant T such that the initial value problem (3.1)–(3.2) has a global solution (n,u):
n ∈ C0([0, T ], H4(R3))∩ C1([0, T ], H2(R3)),
u ∈ C0([0, T ], H3(R3))∩ C1([0, T ], H1(R3)),
satisfying
n(t, x) > 0,
∥∥n(·, t)∥∥4 + ∥∥u(·, t)∥∥3  C(‖n0‖4 + ‖u0‖3). (3.3)
We will obtain the global solution by a combination of the local existence theorem and the a priori estimates for the
solution (n,u)(x, t) to (3.1)–(3.2). Thus, we need to establish the uniform a priori estimates. For this, we introduce
E(T ) = max
0tT
∥∥n(·, t)∥∥4 + ∥∥u(·, t)∥∥3,
which implies∥∥(n,u, Dn, D2n, Du)(·, t)∥∥L∞  C E(T ). (3.4)
For later use, we also write the equation of (n,u)(x, t) as{
∂tn + div((n + ρ˜)u) = 0,
∂tu + P1∇n − μn+ρ˜ u − μ+νn+ρ˜ ∇ divu = ∇n + f , (3.5)
where P1 = P ′(ρ¯)ρ¯ , and
f = −(u · ∇)u −
[
P ′(n + ρ˜)
n + ρ˜ −
P ′(ρ¯)
ρ¯
]
∇n −
[
P ′(n + ρ˜)
n + ρ˜ −
P ′(ρ˜)
ρ˜
]
∇ρ˜.
Proposition 3.2. For T > 0, let (n,u)(x, t) be a solution of (3.1)–(3.2) in [0, T ]. Then there exists δ > 0 such that if E(T ) + 1  δ,
then the following a-priori estimate holds
∥∥n(·, t)∥∥24 + ∥∥u(·, t)∥∥23 +
t∫
0
(∥∥Dn(·, s)∥∥24 + ∥∥Du(·, s)∥∥23)ds C(‖n0‖24 + ‖u0‖23) (3.6)
for any t ∈ [0, T ], where C > 0 is a constant depending only on μ,ν and ρ¯ .
For the sake of clarity, we divide the proofs of Proposition 3.2 into the subsequent two lemmas. First, we have
Lemma 3.3. Let (n,u)(x, t) be a solution of (3.1)–(3.2) in [0, T ]. Then we have for 0 α  3
1
2
d
dt
∫
R3
(
P1
(
∂αx n
)2 + (n + ρ˜)(∂αx u)2 + (∇∂αx n)2)dx+ μ
∫
R3
(∇∂αx u)2 dx
+ (μ + ν)
∫
R3
(
div∂αx u
)2
dx C
(
E(T ) + 1
)(‖∇n‖2|α|+1 + ‖∇u‖2|α|). (3.7)
Proof. Multiplying (3.5)1 and (3.5)2 by P1n and (n+ ρ˜)u, and integrate them by parts over R3, summation of the resultant
equalities leads to
1
2
d
dt
∫
R3
(
P1n
2 + (n + ρ˜)u2)dx+ μ∫
R3
(∇u)2 dx+ (μ + ν)
∫
R3
(divu)2 dx
= 1
2
∫
3
ntu
2 dx+
∫
3
∇n(n + ρ˜)u dx+
∫
3
f (n + ρ˜)u dx
R R R
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(
E(T ) + 1
)∫
R3
(
(∇n)2 + (∇u)2)dx. (3.8)
We give the estimates of the terms on the right-hand side of (3.14) one by one. First, using (3.5)1 and Hölder inequality
1
2
∫
R3
ntu
2 dx = −1
2
∫
R3
u2 div
(
(n + ρ˜)u)dx = ∫
R3
u∇u(n + ρ˜)u dx
 C‖u‖L3‖u‖L6‖∇u‖ C
(‖u‖ + ‖∇u‖)‖∇u‖2  C E(T )∫
R3
(∇u)2 dx,
with the help of the following inequalities (see [1,21])
‖v‖L3  C
(‖v‖ + ‖v‖L6), v ∈ L2(R3)∩ L6(R3), (3.9)
and
‖v‖L6  C‖∇v‖, v ∈ H1
(
R
3). (3.10)
Moreover, using integration by parts and (3.5)1, we have∫
R3
∇n(n + ρ˜)u dx = −
∫
R3
n∇ · ((n + ρ˜)u)dx = ∫
R3
n · ∂tndx = −1
2
d
dt
∫
R3
(∇n)2 dx.
Finally, from (3.9)–(3.10) and Lemma 2.1, we also used∫
R3
f (n + ρ˜)u dx =
∫
R3
(
−(u · ∇)u −
(
P ′(n + ρ˜)
n + ρ˜ −
P ′(ρ¯)
ρ¯
)
∇n −
(
P ′(n + ρ˜)
n + ρ˜ −
P ′(ρ˜)
ρ˜
)
∇ρ˜
)
(n + ρ˜)u dx
 C‖u‖L3‖u‖L6‖∇u‖ + C‖ρ˜ − ρ¯‖L3
(‖u‖L6‖∇n‖ + ‖n‖L6‖divu‖)
+ C‖n‖L3‖u‖L6‖∇n‖ + C‖u‖L6‖n‖L6‖ρ˜ − ρ¯‖L6‖∇ρ˜‖
 C
(
E(T ) + 1
)∫
R3
(
(∇n)2 + (∇u)2)dx.
Therefore, we have for |α| = 0,
1
2
d
dt
∫
R3
(
P1n
2 + (n + ρ˜)u2 + (∇n)2)dx+ μ∫
R3
(∇u)2 dx+ (μ + ν)
∫
R3
(divu)2 dx
 C
(
E(T ) + 1
)∫
R3
(
(∇n)2 + (∇u)2)dx. (3.11)
Next, for each multi-index α with 1 |α| 3, by applying ∂αx to (3.5)1, 2, we have
∂t∂
α
x n + div
(
(n + ρ˜)∂αx u
)= − ∑
|β|
=|α|
Cαβ div
(
∂
α−β
x (n + ρ˜)∂βx u
)
, (3.12)
∂t∂
α
x u + P1∇∂αx n −
μ
n + ρ˜ ∂
α
x u −
μ + ν
n + ρ˜ ∇ div ∂
α
x u
= ∇∂αx n + ∂αx f +
∑
|β|
=|α|
Cαβ ∂
α−β
x
(
μ
n + ρ˜
)
∂
β
x u + ∂α−βx
(
μ + ν
n + ρ˜
)
∇ div∂βx u. (3.13)
Here Cαβ are the binomial coeﬃcients corresponding to multi-indices. Multiplying (3.12) and (3.13) by P1∂
α
x n and (n+ ρ˜)∂αx u,
respectively, and integrating over R3, summation of the resultant equalities yields
1
2
d
dt
∫
R3
(
P1
(
∂αx n
)2 + (n + ρ˜)(∂αx u)2)dx+ μ
∫
R3
(∇∂αx u)2 dx+ (μ + ν)
∫
R3
(
div ∂αx u
)2
dx
= 1
2
∫
3
nt
(
∂αx u
)2
dx− P1
∫
3
div
[ ∑
|β|
=|α|
Cαβ ∂
α−β
x (n + ρ˜)∂βx u
]
∂αx ndxR R
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∑
|β|
=|α|
Cαβ
∫
R3
[
∂
α−β
x
(
μ
n + ρ˜
)
∂
β
x u + ∂α−βx
(
μ + ν
n + ρ˜
)
∇ div ∂βx u
]
(n + ρ˜)∂αx u dx
+
∫
R3
∇∂αx n(n + ρ˜)∂αx u dx+
∫
R3
∂αx f (n + ρ˜)∂αx u dx =: I1 + I2 + I3 + I4 + I5. (3.14)
In the following we focus on the estimates of Il (l = 1,2,3,4,5). First, using Lemma 2.1, (3.5)1 and (3.4), we have
I1 = −1
2
∫
R3
(
∂αx u
)2(∇(n + ρ˜)u + (n + ρ˜)divu)dx C(E(T ) + 1)∥∥∂αx u∥∥2,
and from Lemma 2.1, (3.4), (3.9) and (3.10)
I2 = −P1
∫
R3
∂αx (n + ρ˜)divu∂αx ndx− P1
∫
R3
u∇∂αx (n + ρ˜)∂αx ndx
− P1
∑
|β|
=0,|β|=|α|−1
Cαβ
∫
R3
[∇∂α−βx (n + ρ˜)∂βx u + ∂α−βx (n + ρ˜)∂βx divu]∂αx ndx
− P1
∑
|β|
=0,|β|<|α|−1
Cαβ
∫
R3
[∇∂α−βx (n + ρ˜)∂βx u + ∂α−βx (n + ρ˜)∂βx divu]∂αx ndx
 C‖divu‖L∞
∥∥∂αx n∥∥2 + C∥∥∂αx ρ˜∥∥L∞‖divu‖∥∥∂αx n∥∥+ C∥∥∇∂αx ρ˜∥∥L3‖u‖L6∥∥∂αx n∥∥
+ C
∑
|β|
=0,|β|=|α|−1
(∥∥∇∂α−βx n∥∥L3 + ∥∥∇∂α−βx ρ˜∥∥L3)∥∥∂βx u∥∥L6∥∥∂αx n∥∥
+ C
∑
|β|
=0,|β|=|α|−1
(∥∥∂α−βx n∥∥L∞ + ∥∥∂α−βx ρ˜∥∥L∞)∥∥∂βx divu∥∥∥∥∂αx n∥∥
+ C
∑
|β|
=0,|β|<|α|−1
(∥∥∂βx u∥∥L∞∥∥∇∂α−βx n∥∥∥∥∂αx n∥∥+ ∥∥∇∂α−βx ρ˜∥∥L3∥∥∂βx u∥∥L6∥∥∂αx n∥∥)
+ C
∑
|β|
=0,|β|<|α|−1
(∥∥∂α−βx n∥∥L3 + ∥∥∂α−βx ρ˜∥∥L3)∥∥∂βx divu∥∥L6∥∥∂αx n∥∥
 C
(
E(T ) + 1
)(‖∇n‖2|α|−1 + ‖∇u‖2|α|−1).
Next, using Lemma 2.1, (3.4), (3.9) and (3.10), as well as integration by parts, we can show
I3 =
∫
R3
∂αx
(
μ
n + ρ˜
)
u(n + ρ˜)∂αx u dx+
∫
R3
∂αx
(
μ + ν
n + ρ˜
)
∇ divu(n + ρ˜)∂αx u dx
+
∑
|β|
=0,|β|=|α|−1
Cαβ
∫
R3
[
∂
α−β
x
(
μ
n + ρ˜
)
∂
β
x u + ∂α−βx
(
μ + ν
n + ρ˜
)
∇ div ∂βx u
]
(n + ρ˜)∂αx u dx
+
∑
|β|
=0,|β|<|α|−1
Cαβ
∫
R3
[
∂
α−β
x
(
μ
n + ρ˜
)
∂
β
x u + ∂α−βx
(
μ + ν
n + ρ˜
)
∇ div ∂βx u
]
(n + ρ˜)∂αx u dx
 C
∥∥∥∥∂αx
(
1
n + ρ˜
)∥∥∥∥(‖u‖L3∥∥∂αx u∥∥L6 + ‖∇ divu‖L3∥∥∂αx u∥∥L6)
+ C
∑
|β|
=0,|β|=|α|−1
∥∥∥∥∂α−βx
(
1
n + ρ˜
)∥∥∥∥
L∞
(∥∥∂βx u∥∥∥∥∂αx u∥∥+ ∥∥∇ div∂βx u∥∥∥∥∂αx u∥∥)
+ C
∑
|β|
=0,|β|<|α|−1
∥∥∥∥∂α−βx
(
1
n + ρ˜
)∥∥∥∥
L3
(∥∥∂βx u∥∥∥∥∂αx u∥∥L6 + ∥∥∇ div ∂βx u∥∥∥∥∂αx u∥∥L6)
 C
(
E(T ) + 1
)(∥∥∇n∥∥2|α|−1 + ‖∇u‖2|α|).
Moreover, using (3.5)1 and Lemma 2.1, as well as integration by parts, we have
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∫
R3
∂αx ndiv
(
(n + ρ˜)∂αx u
)
dx
=
∫
R3
∂αx n∂t∂
α
x n + div
( ∑
|β|
=|α|
Cαβ ∂
α−β
x (n + ρ˜)∂βx u
)
dx
= −1
2
d
dt
∫
R3
(∇∂αx n)2 dx−
∫
R3
∂αx n
(∇∂αx (n + ρ˜)u + ∂αx (n + ρ˜)divu)dx
−
∑
|β|
=0,|β|=|α|−1
Cαβ
∫
R3
∂αx n
(∇∂α−βx (n + ρ˜)∂βx u + ∂α−βx (n + ρ˜)∂βx divu)dx
−
∑
|β|
=0,|β|<|α|−1
Cαβ
∫
R3
∂αx n
(∇∂α−βx (n + ρ˜)∂βx u + ∂α−βx (n + ρ˜)∂βx divu)dx
−1
2
d
dt
∫
R3
(∇∂αx n)2 dx+ C∥∥∂αx n∥∥(‖u‖L∞∥∥∇∂αx n∥∥+ ‖divu‖L∞∥∥∂αx n∥∥)
+ C∥∥∂αx n∥∥(∥∥∇∂αx ρ˜∥∥L3‖u‖L6 + ∥∥∂αx ρ˜∥∥L3‖divu‖L6)
+ C
∑
|β|
=0,|β|=|α|−1
∥∥∂αx n∥∥(∥∥∇∂α−βx n∥∥L∞∥∥∂βx u∥∥+ ∥∥∂α−βx n∥∥L∞∥∥∂βx divu∥∥
+ ∥∥∇∂α−βx ρ˜∥∥L3∥∥∂βx u∥∥L6 + ∥∥∂α−βx ρ˜∥∥L3∥∥∂βx divu∥∥L6)
+ C
∑
|β|
=0,|β|<|α|−1
∥∥∂αx n∥∥(∥∥∇∂α−βx n∥∥∥∥∂βx u∥∥L∞ + ∥∥∂α−βx n∥∥L∞∥∥∂βx divu∥∥
+ ∥∥∇∂α−βx ρ˜∥∥L3∥∥∂βx u∥∥L6 + ∥∥∂α−βx ρ˜∥∥L3∥∥∂βx divu∥∥L6)
−1
2
d
dt
∫
R3
(∇∂αx n)2 dx+ C(E(T ) + 1)(‖∇n‖2|α|+1 + ‖∇u‖2|α|).
Finally, since
f ∼ ui∂iu j + n∂ jn + n∂ j(ρ˜ − ρ¯) + (ρ˜ − ρ¯)∂ jn,
then
I5  C
∑
|β||α|
∫
R3
∂
β
x u
i∂
α−β
x ∂iu
j(n + ρ˜)∂αx u dx+ C
∫
R3
(n + ρ˜ − ρ¯)∂αx ∂ jn(n + ρ˜)∂αx u dx
+ C
∑
|β||α|−1
∫
R3
∂
α−β
x (n + ρ˜ − ρ¯)∂βx ∂ jn(n + ρ˜)∂αx u dx
+ C
∑
|β||α|
∫
R3
∂
α−β
x ∂ j(ρ˜ − ρ¯)∂βx n(n + ρ˜)∂αx u dx =: I51 + I52 + I53 + I54.
First, we have
I51 = C
∑
|α|−1|β||α|
∫
R3
∂
β
x u
i∂
α−β
x ∂iu
j(n + ρ˜)∂αx u dx+ C
∑
|β|<|α|−1
∫
R3
∂
β
x u
i∂
α−β
x ∂iu
j(n + ρ˜)∂αx u dx
 C
∑
|α|−1|β||α|
∥∥∂βx ui∥∥L3∥∥∂α−βx ∂iu j∥∥L6∥∥∂αx u∥∥+ C ∑
|β|<|α|−1
∥∥∂βx ui∥∥L6∥∥∂α−βx ∂iu j∥∥∥∥∂αx u∥∥L3
 C
(
E(T ) + 1
)‖∇u‖2|α|.
Using integration by parts and Lemma 2.1, we have
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∫
R3
(n + ρ˜ − ρ¯)∂αx n(n + ρ˜)∂αx ∂ ju dx− C
∫
R3
∂ j(n + ρ˜ − ρ¯)∂αx n(n + ρ˜)∂αx u dx
− C
∫
R3
(n + ρ˜ − ρ¯)∂αx n∂ j(n + ρ˜)∂αx u dx
 C
(
E(T ) + 1
)(∥∥∂αx n∥∥2 + ∥∥∂αx u∥∥2 + ∥∥∂αx ∂ ju∥∥2).
Similar as the estimate of I51, it is easy to obtain
I53 + I54  C
(
E(T ) + 1
)(‖∇n‖2|α|−1 + ‖∇u‖2|α|).
Therefore, we have
1
2
d
dt
∫
R3
(
P1
(
∂αx n
)2 + (n + ρ˜)(∂αx u)2 + (∇∂αx n)2)dx+ μ
∫
R3
(∇∂αx u)2 dx
+ (μ + ν)
∫
R3
(
div∂αx u
)2
dx C
(
E(T ) + 1
)(‖∇n‖2|α|+1 + ‖∇u‖2|α|). (3.15)
Combining (3.11) and (3.15), we immediately have (3.7). This ends up the proofs. 
Furthermore, we need the estimates of ‖∇∂αx n‖2 with 0 |α| 4 to control them in (3.7). That is,
Lemma 3.4. Let (n,u)(x, t) be a solution of (3.1)–(3.2) in [0, T ]. Then we have for 0 α  3,
d
dt
∫
R3
∂αx u∇∂αx ndx+
∫
R3
(
P1
(∇∂αx n)2 + (∇2∂αx n)2)dx
 C
∥∥∇∂αx u∥∥21 + C(E(T ) + 1)(‖∇n‖2|α| + ‖∇u‖2|α|). (3.16)
Proof. First, taking inner product of (3.5)2 and ∇n over R3, we have
d
dt
∫
R3
u∇ndx+
∫
R3
P1(∇n)2 dx+
∫
R3
(∇2n)2 dx
=
∫
R3
u∇nt dx−
∫
R3
(
μ
n + ρ˜ u +
μ + ν
n + ρ˜ ∇ divu
)
∇ndx+
∫
R3
f∇ndx
 C
(
E(T ) + 1
)∫
R3
(
(∇n)2 + (∇u)2)dx+ C ∫
R3
(∇u)2 dx+ ε
∫
R3
(∇2n)2 dx. (3.17)
In this procedure, we have used∫
R3
u∇nt dx−
∫
R3
(
μ
n + ρ˜ u +
μ + ν
n + ρ˜ ∇ divu
)
∇ndx
= −
∫
R3
∇u[∇(n + ρ˜)u + (n + ρ˜)divu]dx
+
∫
R3
[
∇
(
μ
n + ρ˜
)
∇u + ∇
(
μ + ν
n + ρ˜
)
divu
]
∇ndx+
∫
R3
[
μ
n + ρ˜ ∇u +
μ + ν
n + ρ˜ divu
]
∇2ndx
 C
(
E(T ) + 1
)∫
R3
(
(∇n)2 + (∇u)2)dx+ C ∫
R3
(
(∇u)2 + (divu)2)dx+ ε ∫
R3
(∇2n)2 dx
with the help of (3.5)1, (3.4), (3.9), (3.10) and Lemma 2.1. And
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R3
f∇ndx = −
∫
R3
[
(u · ∇)u +
(
P ′(n + ρ˜)
n + ρ˜ −
P ′(ρ¯)
ρ¯
)
∇n +
(
P ′(n + ρ˜)
n + ρ˜ −
P ′(ρ˜)
ρ˜
)
∇ρ˜
]
∇ndx
 C
(
E(T ) + 1
) ∫
R3
(
(∇n)2 + (∇u)2)dx.
In the same way, treating with
∫
R3
(3.13)∇∂αx ndx for 1 |α| 3, we can show
d
dt
∫
R3
∂αx u∇∂αx ndx+
∫
R3
(
P1
(∇∂αx n)2 + (∇2∂αx n)2)dx
 C
∥∥∇∂αx u∥∥2 + C(E(T ) + 1)(‖∇n‖2|α| + ‖∇u‖2|α|). (3.18)
This completes the proof. 
Proof of Proposition 3.2. Based on Lemmas 3.3, 3.4 and the small behavior of E(T ) + 1, combining (3.7) with 0 |α| 3
and (3.16) with 0 |α| 3, and using Gronwall’s inequality, then we immediately have (3.6). This completes the proofs of
Proposition 3.2. 
4. The optimal decay rate
In this section, we mainly present the optimal L2-decay rate of smooth solution of (1.2). We are now ready to prove
Theorem 1.5. As in [8,9,22], the strategy is to ﬁrst obtain a Lyapunov type energy inequality of derivatives with the order
 1. Next, based on the L2-estimates of the corresponding linearized Navier–Stokes–Korteweg equations, we will show that
the decay rates of the ﬁrst order derivative of the density and the velocity are of order (1+ t)− 54 up to an error related to
the derivatives of the corresponding higher order. Combining these two estimations yields that all higher order derivatives
of the density and the velocity decay at the same rate as the ﬁrst order derivative and then gives the proofs of Theorem 1.5.
First of all, based on Theorem 1.3, we ﬁrstly derive the following Lyapunov-type inequality.
Lemma 4.1. Under the assumptions of Theorem 1.3, let (n,u) be the solution to the initial value problem (1.1). Then there are constants
C2 > 0 and C3 > 0 such that if 1 > 0 in (1.5) and (1.8) is small enough, then for any t  0, it holds that
dH(t)
dt
+ C2H(t) C3
∥∥(∇n,∇u)(t)∥∥2, (4.1)
where the energy functional H(t) is equivalent to ‖∇n(t)‖23 + ‖∇u(t)‖22 , that is, there exists a positive constant C4 > 0 such that
1
C4
(∥∥∇n(t)∥∥23 + ∥∥∇u(t)∥∥22) H(t) C4(∥∥∇n(t)∥∥23 + ∥∥∇u(t)∥∥22), t  0. (4.2)
Proof. In Section 3, we have proven that for 1 |α| 3
1
2
d
dt
∫
R3
(
P1
(
∂αx n
)2 + (n + ρ˜)(∂αx u)2 + (∇∂αx n)2)dx+ μ
∫
R3
(∇∂αx u)2 dx
+ (μ + ν)
∫
R3
(
div ∂αx u
)2
dx C
(
E(T ) + 1
)(‖∇n‖2|α|+1 + ‖∇u‖2|α|), (4.3)
and
d
dt
∫
R3
∂αx u∇∂αx ndx+
∫
R3
(
P1
(∇∂αx n)2 + (∇2∂αx n)2)dx
 C
∥∥∇∂αx u∥∥2 + C(E(T ) + 1)(‖∇n‖2|α| + ‖∇u‖2|α|). (4.4)
Deﬁne
H(t) = Λ
∑
1|α|3
(∥∥∂αx n∥∥2 + ∥∥∂αx u∥∥2 + ∥∥∇∂αx n∥∥2)+ ∑
1|α|3
∫
R3
∂αx u∇∂αx ndx
with the constant Λ > 0 suﬃciently large, then form (4.3)–(4.4) and Theorem 1.3, we have
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dt
+ C1
(∥∥∇2n∥∥23 + ∥∥∇2u∥∥22) C1(‖∇n‖2 + ‖∇u‖2),
which implies
dH(t)
dt
+ C1
(∥∥∇2n∥∥22 + ∥∥∇2u∥∥21) C1(‖∇n‖2 + ‖∇u‖2). (4.5)
Adding C1(‖∇n‖2 + ‖∇u‖2) to both sides of (4.5) yields (4.1) and this completes the proof of the lemma. 
Next, from (3.5), we have the equation of (n,u):{
∂tn + ∇ · u = g1,
∂tu + P1n − μ1u − (μ1 + ν1)∇ divu − ∇n = g2,
(n,u)(t = 0, x) = (n0,u0)(x),
(4.6)
where μ1 = μρ¯ , ν1 = νρ¯ , and gi (i = 1,2) are given by
g1 = −∇ ·
(
(n + ρ˜ − ρ¯)u),
g2 = −
(
P ′(n + ρ˜)
n + ρ˜ −
P ′(ρ¯)
ρ¯
)
∇n −
(
P ′(n + ρ˜)
n + ρ˜ −
P ′(ρ˜)
ρ˜
)
∇ρ˜ − u∇ · u
+ μ
(
1
n + ρ˜ −
1
ρ¯
)
u + (μ + ν)
(
1
n + ρ˜ −
1
ρ¯
)
∇ divu.
Hence, we have the corresponding linearized problem{
∂tn¯ + ∇ · u¯ = 0,
∂t u¯ + ∇n − μu¯ − (μ + ν)∇ div u¯ − ∇n¯ = 0.
The authors of [23] have showed the following results.
Lemma 4.2. For any t  0, we have∥∥n¯(t)∥∥L2  C(1+ t)− 34 (∥∥(n0,u0)∥∥L1 + ∥∥(n0,u0)∥∥),∥∥∂βx n¯(t)∥∥L2  C(1+ t)− 34− |β|2 (∥∥(n0,u0)∥∥L1 + ‖n0‖|β| + ‖u0‖|β|−1), |β| 1,∥∥∂γx u¯(t)∥∥L2  C(1+ t)− 34− |γ |2 (∥∥(n0,u0)∥∥L1 + ‖n0‖|γ |+1 + ‖u0‖|γ |), |γ | 0
where C is proper positive constant.
Based on Lemma 4.2, we have
Lemma 4.3. Under the assumptions of Theorem 1.5, let U = (n,u)T be the solution to the initial value problem (1.2). Then we have
∥∥∇U (t)∥∥ CK0(1+ t)− 54 + C1
t∫
0
(1+ t − s)− 54 ∥∥∇U (t)∥∥2 ds, (4.7)
where K0 = ‖U0‖L1 + ‖U0‖1 is ﬁnite by (1.5) and (1.9).
Proof. From the Duhamel principle and Lemma 4.2, we have
∥∥∇n(t)∥∥ CK0(1+ t)− 54 + C
t∫
0
(1+ t − s)− 54 (∥∥g1(U )(t)∥∥L1
+ ∥∥g1(U )(t)∥∥1 + ∥∥g2(U )(t)∥∥L1 + ∥∥g2(U )(t)∥∥)ds, (4.8)
and
∥∥∇u(t)∥∥ CK0(1+ t)− 54 + C
t∫
0
(1+ t − s)− 54 (∥∥g1(U )(t)∥∥L1 + ∥∥g1(U )(t)∥∥2
+ ∥∥g2(U )(t)∥∥ 1 + ∥∥g2(U )(t)∥∥ )ds. (4.9)L 1
1230 Y. Li / J. Math. Anal. Appl. 388 (2012) 1218–1232To derive (4.7), we need to control ‖g1(U )(t)‖L1 , ‖g2(U )(t)‖L1 , ‖g1(U )(t)‖, ‖g1(U )(t)‖1, ‖g1(U )(t)‖2, ‖g2(U )(t)‖ and‖g2(U )(t)‖1 by the L2-norm of the derivatives of at least ﬁrst order.
Firstly, from the deﬁnition of gi (i = 1,2), we have
g1 ∼ u∇n + u∇(ρ˜ − ρ¯) + ndivu + (ρ˜ − ρ¯)divu,
g2 ∼ (n + ρ˜ − ρ¯)∇n + n∇ρ˜ + u∇u + (n + ρ˜ − ρ¯)u + (n + ρ˜ − ρ¯)∇ divu.
From Lemma 2.2, we have
∥∥∇(ρ˜ − ρ¯)u∥∥L1 = ∥∥(1+ |x|)∇(ρ˜ − ρ¯)∥∥
∥∥∥∥ u1+ |x|
∥∥∥∥ C1‖∇u‖,
and
‖n∇ρ˜‖L1 =
∥∥(1+ |x|)(ρ˜ − ρ¯)∥∥∥∥∥∥ n1+ |x|
∥∥∥∥ C1‖∇n‖.
Here we have used the following Hardy inequality (see [21])∥∥∥∥ v1+ |x|
∥∥∥∥ ‖∇v‖.
Moreover, we have
‖u∇u‖L1  ‖u‖‖∇u‖ C1‖∇u‖.
The estimation on the other terms in gi(U (t)) (i = 1,2) is easier so that we omit it for brevity. Therefore, we have∥∥g1(U )(t)∥∥L1 + ∥∥g2(U )(t)∥∥L1  C1∥∥(∇n,∇u)∥∥1.
In the same way, we can obtain∥∥g1(U )(t)∥∥i  C1∥∥(∇n,∇u)∥∥i, i = 0,1,2,
and ∥∥g2(U )(t)∥∥ j  C1∥∥(∇n,∇u)∥∥ j+1, j = 0,1.
Putting the above three inequalities into (4.8) and (4.9) gives the desired inequality (4.7) and this completes the proof of
the lemma. 
Proof of Theorem 1.5. Deﬁne
M(t) = sup
0st
(1+ s) 52 H(s). (4.10)
Notice that M(t) is non-decreasing, and for 0 s t∥∥∇n(s)∥∥3  C√H(s) C(1+ s)− 54√M(t), ∥∥∇u(s)∥∥2  C√H(s) C(1+ s)− 54√M(t).
Then it follows from (4.7) that
∥∥∇U (t)∥∥ CK0(1+ t)− 54 + C1
t∫
0
(1+ t − s)− 54 (1+ s)− 54 ds√M(t)
 C(1+ t)− 54 (K0 + 1√M(t)). (4.11)
Hence, by the Gronwall’s inequality, (4.1) and (4.11) give
H(t) H(0)e−C2t + C3
t∫
0
e−C2(t−s)
∥∥∇U (s)∥∥2 ds
 H(0)e−C2t + C3
t∫
0
e−C2(t−s)(1+ s)− 54 ds (K 20 + 21M(t))
 C(1+ t)− 54 (H(0) + K 2 + 2M(t)). (4.12)0 1
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M(t) C
(
H(0) + K 20
)+ C21M(t),
which implies that if 1 > 0 is small enough, then
M(t) C
(
H(0) + K 20
)
.
In return this gives (1.10) and (1.11) by noticing (4.1) and (4.10).
Next, by Lemma 4.2, (1.10) and (1.11), it follows that
∥∥n(t)∥∥ CK0(1+ t)− 34 + C
t∫
0
(1+ t − s)− 34 (∥∥g1(U (s))∥∥L1 + ∥∥g2(U (s))∥∥L1
+ ∥∥g1(U (s))∥∥+ ∥∥g2(U (s))∥∥)ds
 CK0(1+ t)− 34 + C1
t∫
0
(1+ t − s)− 34 ∥∥∇U (s)∥∥21 ds
 CK0(1+ t)− 34 + C1
(
H(0) + K 20
) 1
2
t∫
0
(1+ t − s)− 34 (1+ s)− 54 ds
 C(1+ t)− 34 ,
and
∥∥u(t)∥∥ CK0(1+ t)− 34 + C
t∫
0
(1+ t − s)− 34 (∥∥g1(U (s))∥∥L1 + ∥∥g2(U (s))∥∥L1
+ ∥∥g1(U (s))∥∥1 + ∥∥g2(U (s))∥∥)ds
 CK0(1+ t)− 34 + C1
t∫
0
(1+ t − s)− 34 ∥∥∇U (s)∥∥21 ds
 CK0(1+ t)− 34 + C1
(
H(0) + K 20
) 1
2
t∫
0
(1+ t − s)− 34 (1+ s)− 54 ds
 C(1+ t)− 34 .
Hence (1.12) is proved.
Finally, by the interpolation, for any 2 q 6, combining (1.10)–(1.12) yields∥∥U (t)∥∥Lq  ∥∥U (t)∥∥θL6∥∥U (t)∥∥1−θ  C∥∥∇U (t)∥∥θ∥∥U (t)∥∥1−θ  C(1+ t)− 32 (1− 1q ),
where θ = 3(q−2)2q . And this gives (1.13) and then completes the proof of Theorem 1.5. 
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