Abstract. In his second paper on free entropy, Voiculescu suggested five other possible definitions of the entropy of an n-tuple of selfadjoint random variables. We show that two of them are equivalent to the original one.
Introduction
Let X 1 , . . . , X n be n selfadjoint random variables in the tracial W * -probabil- Denote by λ the Lebesgue measure corresponding to this norm (i.e. the Lebesgue measure normalized so that a cube with edges of length one has measure equal to one). In Section 7.1 of [3] , two alternative quantities were defined by Voiculescu as follows. Let D 1,R (X 1 , . . . , X n ; m, k, ε) be the set of probability densities f :
χ (1) is now defined following the same steps as in the definition of χ. One can also define χ ∞ and χ (1) ∞ by setting R = ∞ from the beginning, that is, by leaving out the conditions on the norms of the A j 's. Since the characteristic function of Γ R (X 1 , . . . , X n ; m, k, ε) (properly normalized) belongs to
It follows that χ ≤ χ (1) , and, likewise,
∞ . It has already been proved in [1] that χ ∞ = χ. In this paper we shall prove that χ
(1) ∞ = χ ∞ , which will obviously imply that χ
As an immediate consequence, we obtain a new way to define free entropy replacing χ R (X 1 , . . . , X n ; m, k, ε) by:
and continuing as in the original definition. Here s is an appropriate positive number depending on X 1 , X 2 , . . . , X n , m, ε and k.
The main result
Given a probability density f :
2 . We will need the following extension of Shannon's classical inequality (see [2] , pp. 55-57). 
which is strictly less than ε, and lim s→0 h(s) equals
and infinity if λ(Ω) = ∞, which are both greater than or equal to ε. Hence the existence of s is assured by the monotonicity of h. Moreover, since ϕ is nonconstant, s is unique with this property.
Let
We may assume that g(x) < ∞ for all x ∈ Ω. If I(g) = −∞, then it is obvious that I(f s ) > I(g). So suppose that I(g) > −∞. Consider the function η : [0, 1] → R defined by η(t) = I((1 − t)f 0 + tg). This function is continuous on [0, 1], differentiable on [0, 1), and twice differentiable on (0, 1). Moreover,
(This follows immediatly from the dominated convergence theorem. Indeed,
for all t ∈ [0, 1), and for any compact interval
for all t ∈ (0, 1), and, of course, sup t∈K |
By direct computation, we obtain that η (0) = 0. Also, η is continuous on [0, 1), and η (t) ≤ 0 for all t ∈ (0, 1), so the point t = 0 is a global maximum for η. This proves that I(f s ) = M and concludes the proof. Now we can prove the main result of the paper.
Proof. As noted in the introduction,
∞ (X 1 , . . . , X n ), so it is enough to prove the opposite inequality. Let m ≥ 2 and ε ∈ (0, 1/2) be fixed.
∞ (X 1 , . . . , X n ; m, k, ε 2 )}, and define f
. . , X n , m, k and ε. Then we have:
). Now,
where
. Here we used Lemma 2.1 in the last inequality.
Dividing by k 2 and adding n 2 log k in (1), we obtain:
As k → ∞, this yields Taking limits when m → ∞ and ε → 0 in the previous inequality, we obtain χ
∞ (X 1 , . . . , X n ) = χ ∞ (X 1 , . . . , X n ).
