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ABSTRACT 
 The unique electronic and physical properties of material interfaces provide a never-
ending source of novel physics and potential applications. As our ability to observe and 
manipulate the world transitions from the macro to the micro and now to the nano and atomistic 
scales, understanding what goes on at various interfaces becomes ever more important. This is 
especially true for the new breed of two-dimensional materials and their poster child, graphene. 
Because of its two-dimensional nature, it is extremely difficult for graphene to exist as a 
standalone material, and thus it is usually attached to a substrate. The graphene-substrate 
interface can have a considerable effect on the overall system’s electronic properties, and we 
intend to elucidate those effects in this dissertation. 
 We use the ultra-high vacuum scanning tunneling microscope to study the interface 
between monolayer graphene flakes and various technologically relevant semiconducting 
substrates (GaAs, InAs, Si) at room temperature. We observe an electronic semi-transparency 
effect where the substrate surface states appear to protrude through the graphene. We are also 
able to manipulate the substrate through the graphene and characterize the effects that this 
change in the substrate has on the graphene’s electronic properties.  
 Besides studying graphene as an electronic material, we also demonstrate its use as a 
conductive coating for characterizing the volatile interface between water and mica at room 
temperature. Normally, we would not be able to image this surface in an ultra-high vacuum due 
to the vapor pressure of water, but the graphene is able to trap the water in place while 
preserving its original structure. This technique can also be expanded upon to study structures in 
water, such as carbon nanotubes and biological materials. 
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CHAPTER 1  
INTRODUCTION 
 
1.1 Background 
 As silicon devices reach their intrinsic limits,
1
 the semiconductor industry has been 
scrambling to maintain Moore’s law and preserve their profit margins, as the two seem to 
correlate rather well (see Figure 1.1).  Of course, corporate revenue is not the only thing to 
benefit from Moore’s law; the exponential increase in computing power over the past several 
decades has helped to revolutionize industries ranging from entertainment to medical technology, 
brought about significant scientific advancements in fields such as computational physics and 
biology, and improved our overall quality of life.
2
  However, as we move further into the 21
st
 
century, it has become more and more apparent that unless a revolutionary technological 
breakthrough is made, Moore’s law will come to an end.3 
 The consequences that might arise from the ending of Moore’s law are difficult to 
predict, and the topic is more appropriately covered in a dissertation on economics rather than 
electrical engineering. However, what is clear is that many industries will be negatively affected 
and many jobs lost if affordable and easily accessible computing power were no longer available. 
The pace of technological advancement will also be drastically slowed as scientists are now more 
dependent than ever on powerful computational tools to aid in their research. For these reasons 
and more, both commercial entities and government institutions have dedicated a lot of time and 
resources in order to find ways to keep Moore’s law going.1 
 Moving forward, there are two general methods for improving metal-oxide-
semiconductor field-effect transistor (MOSFET) performance beyond their current limitations. 
The first is to move to different device geometries. While devices are nearing atomistic limits in 
2 
 
terms of physical size, they can be reconfigured to utilize the available space more efficiently.
4
 
Intel has already moved toward three-dimensional multiple-gate designs
5
 (Intel tri-gate 
transistors pictured in Figure 1.2) in their latest production model central processing units. 
Unlike their planar predecessors, the gate in this new design wraps around the conducting 
channel on three sides, leading to either a reduced leakage current or a smaller threshold voltage, 
depending on the application.
5
 
 The second method for improving MOSFET performance is to utilize novel device 
materials. Silicon has dominated as the material of choice for several decades mostly due to the 
ease in which thin layers of silicon oxide (SiO2) can be integrated as a gate dielectric.
6,7
 
However, as transistors become smaller and the gate becomes thinner, SiO2 is no longer 
sufficient. The gate can be approximated as a parallel plate capacitor, and the gate capacitance 
will be given by the following equation: 
 0
G
A
C
t

  (1.1) 
where CG is the gate capacitance, κ is the dielectric constant of the gate material, ε0 is the 
permittivity of free space, A is the gate area, and t is the gate thickness.
6,7
 The relationship 
between the drain current and gate capacitance when the transistor is operating in the active 
region can be seen in the following approximation: 
 2( )
2
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
   (1.2) 
where ID is the drain current (also the on-current when the transistor is operating in saturation 
mode), μ is the effective carrier mobility in the conducting channel, CG is the gate capacitance, W 
is the channel width, L is the channel length, VGS is the gate bias, and Vth is the threshold voltage. 
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As this equation indicates, the drain current scales linearly with gate capacitance and thus 
increasing the gate capacitance will also improve the drain current. This increased drain current 
leads to a better on/off ratio, which is a general indicator of device performance. 
 As transistors have scaled to smaller and smaller sizes, the thickness of the gate dielectric 
has also decreased, leading to a higher gate capacitance and improving transistor performance. 
This, combined with the ability to fit more transistors onto a standard silicon wafer has helped to 
reduce the average cost per transistor and to increase the computing power on a single chip, as 
per Moore’s law. However, as the gate thickness is reduced below ~2 nm, a leakage current 
appears across the gate through either Fowler-Nordheim tunneling or even direct tunneling if the 
gate is thin enough (see Figure 1.3).
7
 This leakage current not only increases power 
consumption, but could also lead to a catastrophic dielectric breakdown in the gate oxide.  
 SiO2 gate thicknesses have already reached this 2 nm limit, and thus it is impossible to 
further increase device performance using silicon oxide as the gate dielectric. To solve this 
problem, Intel introduced the high-κ dielectric,8 which has a dielectric constant several times 
greater than that of SiO2. As seen in Equation 1.1, the gate capacitance can be increased not only 
by reducing the gate thickness, but also by increasing the dielectric constant. This allows the 
engineers to utilize a thicker gate dielectric while still maintaining a high gate capacitance, 
reducing leakage current and preserving device performance. 
 Besides adjusting the gate dielectric, device performance can also be improved by 
modifying the material used in the conductive channel. A MOSFET’s cutoff frequency can be 
approximated using the following equation: 
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where fT is the cutoff frequency, gm is the transconductance, CG is the gate capacitance, μ is the 
effective carrier mobility in the channel, L is the channel length, and VD is the source-drain 
voltage, assuming that the device is operating below the saturation bias.
7
 We notice from 
Equations 1.2 and 1.3 that both the drain current and cutoff frequency are linearly dependent on 
carrier mobility, meaning that increasing carrier mobility in the conducting channel will result in 
both a better on/off ratio and higher switching frequency.  
 One way to improve carrier mobility in silicon devices is to apply strain (both uniaxial 
and biaxial). The silicon crystal lattice geometry is slightly deformed by the applied forces, and 
this deformation induces a change in the energy band structure which reduces carrier scattering 
and thus improves mobility. Technologies involving both biaxial strain and uniaxial strain were 
developed by IBM
9
 and Intel,
10
 respectively, but due to cost and processing issues, uniaxially 
strained silicon eventually won out and became the technology of choice for microprocessors.
11
 
However, silicon can only be strained so far and new channel materials with higher carrier 
mobilities are needed if device performance is to continue forward unimpeded.  
 In the immediate future, III-V semiconductors such as GaAs and InAs appear to have the 
most potential, as they exhibit very high electron mobility,
12
 and their handicap of having a poor 
native oxide is no longer relevant thanks to the standardization of high-κ dielectrics. However, 
III-V semiconductors still have lackluster hole mobility,
13
 which can be an impediment when 
building CMOS devices. Introducing new materials, especially in the form of thin films, will also 
bring about new process, integration, and manufacturing challenges that will need to be 
overcome. Looking further into the future, many novel materials and methods are being analyzed 
and tested for use in MOSFET devices, including organic compounds,
14
 carbon nanotubes,
15
 and 
most recently, graphene.
16
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1.2 Graphene 
Since its reintroduction to the scientific community in 2004,
17,18
 graphene has been a 
media darling and quickly garnered itself a reputation as a super-material.
16,19
 The frenzy of 
research activity that followed
20
 has led to many important discoveries and publications in the 
fields of solid state physics and nanoelectronics,
21–24
 as well as the 2010 Nobel Prize in Physics 
for its primary promoter, Andre Geim, and his protégé, Konstanin Novoselov. Graphene sheets 
possess some very special and unique material properties, making it a good candidate for 
theoretical and experimental study, as well as giving it vast potential for uses in the 
nanoelectronic industry.
16,19
 However, before we delve more deeply into these properties, it is 
best to start from the fundamentals.  
 Graphene is composed of a two-dimensional lattice of covalently bonded carbon atoms 
arranged in a honeycomb structure, as seen in Figure 1.4.  In terms of Bravais lattices, this 
structure can be described as two fundamental hexagonal lattices offset from one another. 
Carbon has six total electrons, with four of them in the valence shell, and they are normally 
arranged in the 1s
2
2s
2
2px
1
2py
1
 configuration. In graphene, the carbon atoms become sp
2
 
hybridized, meaning that instead of occupying either the 2s or 2p shells, the electrons end up in a 
hybridized sp shell (see Figure 1.5) and are arranged in the 1s
2
sp
1
sp
1
sp
1
2pz
1
 configuration. In this 
hybridized configuration, each carbon atom can covalently bond to its three nearest neighbors 
with an σ bond, with the one remaining π bond shared between the atom and its nearest 
neighbors. Theory predicts that these weakly shared π bonds are the sole source of graphene’s 
extraordinary electronic properties, though both the σ and π bonds contribute to its physical 
strength and elasticity.
25–28
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 An approximation of the graphene dispersion relation obtained using the tight binding 
method performed on only the first nearest-neighbor π bonds results in the following 
equation:
25,29
 
 
1
2
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0
3
( , ) 1 4cos cos 4cos
2 2 2
y yx
x y
k a k ak a
E k k 
 
    
 
 (1.4) 
where kx and ky are the 2D electron momentums in the x and y directions, a is the graphene lattice 
constant (2.46 Ǻ), E is the electron energy, and γ0 is the transfer integral between nearest 
neighbors (typical values range from 2.9-3.1 eV). A plot of this dispersion relation is shown in 
Figure 1.6. The upper unfilled band is known as the π* band while the lower filled band is 
known as the π band. Evaluating this dispersion relation in the limit as the energy approaches 
zero shows that the energy-momentum relationship becomes linear, as described in the following 
equation: 
 ( ) fE k v k   (1.5) 
where vf is the Fermi velocity (~10
6
 m/s), ћ is the reduced Planck’s constant, E is the electron 
energy, and k is the electron momentum.
25,28,29
 This linear dispersion relation is very different 
from the standard parabolic equation seen with a massed particle such as an electron, and more 
closely resembles the relativistic equation used to describe photons. In fact, if we apply the de 
Broglie relations expressed in Equation 1.6: 
 
h
p k
E w hf

 
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 (1.6) 
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We see that they are exactly the same, with the Fermi velocity replacing the speed of light in the 
graphene case. 
 
Electrons in Graphene: 
Photons in Vacuum: 
f f
h
E v k v
h
E w c


 
 
 (1.7) 
Here, λ is the wavelength, h is Planck’s constant, c is the speed of light in a vacuum, and w is the 
angular frequency. This means that low energy electrons in the graphene lattice behave similarly 
to photons, and their velocities are unaffected by their energy or carrier density. It is because of 
this unique behavior that low energy electrons in graphene are also known as massless Dirac 
fermions. 
 The presence of massless Dirac fermions in graphene has led to many interesting and 
unique physical properties not commonly observed in other materials. For instance, the Landau 
levels (a discretization of the energy levels resulting from the application of a large perpendicular 
magnetic field) in graphene are not evenly spaced and can be quite large, unlike in materials 
where the electrons behave as massed particles. It is this large Landau level spacing that allows 
the quantum Hall effect to be seen in graphene at room temperature.
30
 Graphene’s linear 
dispersion relation also causes the first (n = 0) Landau level to be shared between electrons and 
holes, which results in the observed quantum Hall effect to occur at half-integer intervals rather 
than integer intervals seen in the conventional quantum Hall effect.
21,31,32
 
 Massless Dirac fermions in graphene have also made it possible to observe the elusive 
Klein paradox experimentally.
33
 The Klein paradox states that when a massless particle impinges 
at a normal angle of incidence on a potential barrier, its probability of transmission through the 
barrier is 100%. In order to test this theory, researchers fabricated top-gated graphene devices 
8 
 
and induced potential barriers in the graphene sheets. They then applied a bias across the barriers 
and measured the resistance to get an idea of how many electrons are getting through. Their 
results suggest that Klein tunneling is indeed possible and observable in graphene.
34
 
 Beyond making it possible to observe novel physical phenomenon, the massless Dirac 
fermions in graphene also contribute to its exceptionally high carrier mobility (up to 200,000 
cm
2
/Vs for suspended samples at cryogenic temperatures,
35
 and 20,000 cm
2
/Vs for samples on 
hexagonal boron nitride at room temperature).
36
 Due to the symmetric nature of graphene’s band 
structure, this high carrier ability applies equally well to both holes and electrons, which coupled 
with graphene’s exceptionally high thermal conductivity, makes it an almost ideal material for 
use in nanoelectronic devices.  
Unfortunately, graphene’s band structure also has some downsides, the most significant 
of which is that it does not have a natural band gap. Without a gap, a graphene sheet is unsuitable 
for use as a MOSFET channel material since it cannot be turned off and would leak quite a bit of 
current between the source and drain. There has been a lot of research done on how to ameliorate 
this problem, and most approaches involve inducing an artificial band gap in graphene. 
Techniques range from cutting the graphene into thin nanoribbons to obtain a quantum 
confinement gap, to functionalizing the graphene surface with organic and inorganic molecules, 
to finding an appropriate substrate that perturbs the graphene lattice in such a way as to introduce 
a gap. An ideal solution has yet to be found, but in the meantime, non-MOSFET applications for 
graphene are being developed. 
Many commercial applications have been proposed to take advantage of graphene’s 
properties, ranging from high-precision molecular sensors
37
 to anti-bacterial coatings,
38
 and even 
high-speed radio-frequency transistors, which do not require an off-state.
39–41
 Most of these 
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applications are still in the developmental stages, however, and a lot of work still needs to be 
done before graphene can find its way into everyday use.
1
 One major hurdle is the inability to 
cheaply mass-produce large, uniform sheets of graphene.  
Most of the graphene used for research is made using the standard mechanical cleavage 
process first developed by Geim and Novoselov.
18
 While this method works great for depositing 
small flakes of pristine graphene onto an arbitrary substrate, it cannot produce pieces larger than 
a few millimeters wide and is extremely time-consuming. Wafer-scale sheets of graphene can be 
grown via chemical vapor deposition (CVD) onto nickel
42
 or copper
43
 substrates, but the quality 
of these films are non-uniform and the process used to transfer them introduces additional 
damage and contamination. CVD grown graphene is also not single-crystal, meaning that there 
are grain boundaries crisscrossing the sheet. The effect of these grain boundaries on the electrical 
properties of graphene is still being studied,
44–46
 though in general polycrystalline graphene is 
expected to perform worse than single-crystal graphene.  
 
1.3 Scanning Tunneling Microscopy 
 The ultra-high vacuum scanning tunneling microscope (UHV-STM) is currently still one 
of the most reliable ways to image and characterize a conducting surface with atomic resolution.  
It was first designed and constructed by Gerd Binnig and Heinrich Rohrer at the IBM Zürich 
Research Laboratory in 1981.
47,48
  By 1983, the UHV-STM achieved its first major 
breakthrough, providing the first real-space image of the 7x7 reconstruction on the Si (111) 
surface,
49
 settling a years-long debate and earning Binnig and Rohrer part of the 1986 Nobel 
Prize in physics. Since then, the STM has been an integral part of many research initiatives, 
providing groundbreaking data in areas ranging from biology to nanoelectronics.  
10 
 
 The STM probes a material surface by first establishing a small quantum tunneling 
current (generally less than a nano-amp) between a sharp conductive tip and the surface. It does 
this by placing the tip very close to, but not in physical contact with, a conducting or 
semiconducting surface using piezoelectric actuators, which can be manipulated with sub-
nanometer precision. These piezoelectric actuators are controlled by an electronic feedback loop 
that constantly samples the tunneling current, ensuring that the tip is never too far from, or too 
close to the surface.
50
 In constant current scanning mode, which is the technique most commonly 
used by researchers and the mode used to collect the data shown in this dissertation, the feedback 
electronics maintain a constant tunneling current between the tip and sample surface as the tip is 
raster-scanned across the sample area. For each sample pixel, the x, y, and z position of the 
piezo-tube is recorded, and this is used to generate a topographic image of the sample surface. A 
diagram of a typical UHV-STM setup is shown in Figure 1.7. 
 Assuming the surface is electronically uniform, the topographic image should be a true 
representation of variations in physical height on the surface.  For surfaces that are not 
electrically uniform, the image is affected by the differences in local density of states (LDOS).  
An example of this is dangling bonds on the hydrogen-passivated Si (100) surface.
51
  Even 
though a hydrogen atom is missing at the dangling bond, which would intuitively translate into a 
depression in the topographic image, STM scans instead show a protrusion, due to the fact that 
the silicon dangling bonds have a conductive surface state.   
 Besides obtaining topographic images, STM can also be used to perform localized 
spectroscopy with high spatial resolution.
52
 After establishing an initial tunneling current, the 
electronic feedback loop is turned off, keeping the tip at a constant height in relation to the 
sample surface. The sample bias is then swept over a user-determined voltage range, which 
11 
 
essentially alters the energy of the electrons that are tunneling between the tip and sample. As 
seen in Figure 1.3a, electrons will only tunnel into energy states of equal or lower energy, and as 
the electron energy is increased, more of these states become available. The tunneling current 
between the tip and sample can be modeled by the following equation: 
 
     ( )      ∫   (       )  
  
 
    (1.8) 
 
where s is the tip-sample spacing, K is a positive constant related to the sample work function, s 
is the sample’s LDOS, Ef is the Fermi level, and V is the tip-sample bias.  This equation assumes 
low temperatures, a constant tip LDOS, and a square tunneling barrier.  If the derivative with 
respect to V is taken on both of sides of Equation 1.8, we obtain the following: 
 
     
  ( )
  
   (     )     (1.9) 
 
This implies that the change in tunneling current with respect to the change in sample bias dI/dV 
can approximate the LDOS at the sample surface. This also makes sense intuitively since a dI/dV 
value of zero means that an increase in electron energy does not increase the tunneling current. If 
the tunneling current remains constant, this means that no new states appeared for the electrons 
to tunnel into. The lack of newly available states despite an increase in electron energy can only 
point to the existence of a band gap, which coincidentally corresponds to a dI/dV value of 0. 
 There are several variants of STS that are used depending on the substrate studied and the 
type of data that one wishes to acquire. Variable spacing scanning tunneling spectroscopy is a 
common method used in order to obtain more precise data in systems with a high electronic 
12 
 
noise floor. It was first developed by Feenstra et al. to study the 2x1 reconstruction of the Si 
(111) surface.
53
  The tip is slowly moved closer to the sample surface as the bias drops, which 
ensures that the band edges can be properly detected through the noise floor. A correction factor 
is applied to the IV curves during analysis. Current imaging tunneling spectroscopy (CITS)
54
 is 
another common technique where STS spectra are taken for every pixel in an image. It is useful 
for understanding how the electronic properties of a surface change with atomic resolution, 
though it is extremely time consuming and requires very low thermal drift. Inelastic electron 
tunneling spectroscopy (IETS)
55
 can be used to probe the vibrational states of a system, and it 
involves taking the second derivative of the IV curve. 
 Most STMs are situated inside an ultra-high vacuum chamber and are vibrationally 
isolated from the outside world. The vibration isolation ensures that the STM would be able to 
image and obtain spectroscopy at maximum resolution, as atomic-scale oscillations will disrupt 
atomic resolution imaging. The vacuum system prevents random molecules in the air from 
interacting with the tip-sample junction, which would again disrupt imaging and spectroscopy. It 
also helps to keep the tip and sample surface clean of contaminants, which can be especially 
important when imaging reactive surfaces. An image of one of the UHV-STM chambers in our 
lab is shown in Figure 1.8a and its associated vacuum diagram is shown in Figure 1.8b. 
 Good tips are an essential part of high resolution STM imaging, as a sharp tip with a 
small radius of curvature means that only the atoms at the very apex will contribute to tunneling, 
resulting in a small electron spot size. The vast majority of the tips used in this dissertation are 
made from electrochemically etched polycrystalline tungsten wire, although etched iridium wire, 
platinum-iridium wire, and tungsten tips coated with hafnium diboride were also used.  Several 
of the tungsten and hafnium diboride tips have also undergone further processing using field-
13 
 
directed sputter sharpening (FDSS).
56
  FDSS allows for blunt tips to be sharpened to a radius of 
curvature of less than 1 nm, and removal of oxide on the tip’s apex.   
 
1.4 Motivation 
With the development of smaller and smaller devices, with minimum feature sizes 
measured in atoms rather than nanometers, interfaces between different materials become more 
important than ever before. In 2D materials such as graphene, it can be argued that the graphene-
substrate interface contributes as much to the system’s overall electronic properties as the 
graphene itself. Therefore, it is important to perform fundamental research on how graphene 
interacts with different substrates, as understanding these interactions will be the basis for 
building complex graphene devices.  
Beyond solid state electronics, understanding material interfaces will also have an impact 
on a wide range of disciplines, ranging from geology, to biology, to energy storage. In geology, 
wetting and corrosion are governed by processes that occur at the interfaces between various 
minerals found in the earth’s crust and water.57 In biology, protein folding is controlled by the 
complex hydrophobic/hydrophilic interactions between the protein and its surrounding 
solvent.
58,59
 For energy storage, especially in the case of hydrogen, understanding the minute 
interfaces between individual hydrogen atoms and the storage medium is of the utmost 
importance.
60
 As Heinrich Rohrer, Nobel Laureate and the co-inventor of the scanning tunneling 
microscope mentioned during his plenary speech at ICN+T 2010 in Beijing, China, “the next 
scientific revolution will occur at material interfaces.” We believe this to be true, and the work 
presented here will be a drop in the bucket compared to what’s to come. 
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1.5 Thesis Statement 
 This thesis presents ultra-high vacuum scanning tunneling microscopy and spectroscopy 
studies of monolayer and few-layered graphene deposited onto various substrates at room 
temperature. The deposited graphene includes both small nanometer-scale flakes exfoliated from 
graphite and large graphene sheets grown via CVD on copper. The substrates characterized 
include hydrogen-passivated Si (100), GaAs (110), InAs (110), and the water/mica system. 
 We observe an electronic transparency effect with small monolayer graphene flakes 
deposited in situ onto GaAs (110) and InAs (110). This same effect can be seen with monolayer 
graphene on clean Si (100), though passivating the silicon surface with hydrogen atoms appears 
to mostly mask this phenomenon. We also demonstrate the ability to remove hydrogen atoms 
adsorbed onto the Si (100) surface from beneath graphene flakes using the STM tip. Graphene is 
also employed as a conductive coating to study the structure of vicinal water on mica at room 
temperature. The graphene conforms well to the water surface and acts as an air-tight seal to 
ensure that the water does not evaporate in a vacuum. This is the first room temperature UHV-
STM study of vicinal water on mica. 
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1.6 Figures 
 
 
 
 
Figure 1.1: Plot of Intel’s revenue vs. smallest transistor size for the past two decades. The graphs correlate 
rather well, even taking into account the economic downturns in 2002 and 2008. This shows that maintaining 
Moore’s law can be very profitable, and commercial entities have a vested interest in keeping Moore’s law alive 
for as long as possible.  
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Figure 1.2: (a) Schematic diagram and (b) scanning electron microscope image of an Intel tri-gate transistor. 
The gate wraps around the channel on three sides to allow for better “off-state” current suppression and a better 
“on-state” current density. Source: www.intel.com. 
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Figure 1.3: Energy band diagrams for (a) direct electron tunneling and (b) Fowler-Nordheim tunneling through 
a potential barrier. In direct tunneling, the electrons tunnel through the entire barrier and directly into the 
substrate, while in Fowler-Nordheim tunneling, the electrons tunnel partially through the barrier into free space, 
and travel the rest of the way to the substrate as free electrons. The electron energies required for Fowler-
Nordheim tunneling are higher than that required for direct tunneling. 
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Figure 1.4: (a) Graphene honeycomb lattice with the bond lengths shown. The lattice constant is 2.46 Å. Each 
carbon atom is covalently bound to its three nearest neighbors. The two possible graphene edges are the 
“armchair” edge and the “zigzag” edge. Zigzag edges are known to have a metallic state whereas armchair 
edges do not. 
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Figure 1.5: Electron shell hybridization in graphene. The s-shell has a spherical electron distribution, while the 
p-shell has a symmetric lobe-shaped distribution. The hybridized sp shell, however, only has a one-sided lobed 
distribution. In the hybridized structure, the carbon atom shares two electrons in each of its sp shells and two 
electrons in its pz shell with its three nearest neighbors.  
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Figure 1.6: Graphene dispersion relation in three dimensions. The points at which the conduction and valence 
bands intersect at the edge of the hexagonal Brillouin zone are known as the Dirac points. The region of linear 
dispersion near the Dirac points is called the Dirac cone. The inset shows that near the Fermi level, the 
dispersion relation is linear, giving electrons in this region their photon-like properties.  
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Figure 1.7: STM Diagram. The STM tip is brought to within tunneling distance of a conductive surface 
(typically ~1 nm away) using piezoelectric actuators. The tunneling current is amplified and sent to control 
electronics which manage the tip-sample distance via a feedback loop and also offsets and raster scans the tip 
across the surface. Image source: www.wikipedia.org. 
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Figure 1.8: Picture of Chamber A and the associated vacuum diagram. Samples are loaded first into the 
loadlock, where they are pumped down to high vacuum via a turbo pump. They are then transferred to the ultra-
high vacuum preparation chamber where they are degassed and undergo final surface treatments. Finally, they 
are transferred into the STM chamber for scanning. 
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CHAPTER 2  
FEW-LAYERED GRAPHENE ON GAAS (110) AND INAS (110) 
 
2.1 Background and Methods 
 
III-V semiconductors have emerged as a strong contender to replace silicon as the 
channel material of choice in future transistor devices due to its high electron mobility and 
saturation velocity.
12,61
 They are unable to form a stable native oxide, but that is now less of a 
concern since most manufacturers have adopted high-k materials for use as the gate dielectric. 
Thus, understanding the interface between graphene and III-V semiconductors will be especially 
useful when developing future graphene-based devices.
1
 The goals of this project were to explore 
the effect that the GaAs (110) and InAs (110) surfaces had on the electronic properties of 
monolayer graphene flakes. These particular semiconductors were chosen due to their 
technological relevance (both are currently used in a number of commercial applications) and 
because they were previously studied with carbon nanotubes by a group alumnus.
62–64
 The 
presence of highly reactive surface dangling bonds and wide range of band gaps (0.36 eV for 
InAs and 1.43 eV for GaAs) also offer a good comparison to previous studies on hydrogen-
passivated Si(100).
65
 
We prepared the samples by first cutting them to fit into a stainless steel sleeve, which is 
approximately 1 cm wide, and then thinning them using sandpaper and alumina polish. Thinning 
the samples allows for an easier and cleaner cleave in the UHV-STM chamber.
66
 A small scribe 
mark is scratched onto the sample surface to act as a breaking point when the sample is cleaved. 
After cleaning off the polish residue, the sample is soldered into a stainless steel sleeve using 
indium solder. The sleeve is then clamped into an adapter that is mounted into our standard 
sample holder. A diagram of this is shown in Figure 2.1. Next, the samples are loaded into the 
STM chamber, where they are degassed overnight using the dipstick filament. The temperature is 
24 
 
kept at around 150 °C to prevent damage to the solder joints on the dipstick. Degassing by 
running current through the GaAs/InAs sample or through a silicon backing can be dangerous as 
it is difficult to get a pyrometer temperature reading on the sample below 600 °C, which happens 
to be the temperature at which the arsenic atoms start to sublimate. After the sample is degassed, 
we pass current through a titanium filament in the chamber to sublimate a thin layer of titanium 
onto the surface. This titanium coating acts as a getter for contaminants near the sample and 
helps to keep it clean during scanning. The sample is then translated into the STM chamber 
where it is cleaved via a quick stroke from the wobble stick. The (110) surface of III-V 
semiconductors is electrostatic neutral, making it a perfect cleavage plane. This means that the 
cross-sectional surface should be fairly flat and easy to scan with the STM. Graphene flakes are 
then deposited onto the cleaved surface using a dry contact transfer technique
67
 identical to that 
employed by Ritter and Lyding for depositing graphene onto hydrogen-passivated Si (100).
65
 
This technique can be quite destructive to parts of the surface, as evidenced by the scratch marks 
that we sometimes observe (see Figure 2.2). However, more often than not, we are able to locate 
pristine nanometer-scale graphene flakes on the III-V surface with only a little bit of searching. 
A more in depth description of the III-V sample preparation process can be found in Dr. Laura 
Ruppalt’s dissertation.66 A discussion of the graphene DCT process can be found in Dr. Kyle 
Ritter’s dissertation.68 
 
 
2.2 Graphene Semi-Transparency 
 
The atomically resolved GaAs (110) and InAs (110) lattices are clearly visible through 
monolayer graphene,
69
 unlike previous STM studies of graphene on hydrogen-passivated Si 
(100).
65,70
 A comparison of graphene on these two surfaces can be seen in Figure 2.3. We know 
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that this semi-transparency is not due to a multiple tip effect as there is no ghosting of tall 
features, an example of which is shown in Figure 2.4a. We can also confirm that the periodic 
structure we observe on the graphene is not a moiré pattern because it perfectly reproduces the 
lattice spacing of the underlying III-V surface, and even shows defects in the substrate. This is 
illustrated in Figure 2.4b. The main question now is whether this semi-transparency is a physical 
or electronic effect. Graphene is extremely conformal,
71
 and it is not implausible that the 
graphene sheet is physically molding its shape to that of the underlying substrate. If graphene 
were an insulator, it would be easy to attribute this semi-transparency to an electronic effect 
since if we were to scan within the insulator band gap, the electrons would tunnel straight 
through it and into the substrate underneath, making the insulator appear transparent.
72
 However, 
since graphene is a semi-metal, one would expect the electrons to preferentially tunnel into the 
graphene rather than the substrate due to the shorter tunnel gap.  
The amount of semi-transparency that we observe changes depending on both the tip 
condition and scanning parameters. Figure 2.5 shows a piece of monolayer graphene on GaAs 
(110) imaged under various applied substrate biases.  Figure 2.5a is a large-area topographic scan 
of the graphene flake. The GaAs (110) lattice is clearly visible, though there is also a small 
contribution from the graphene, which can be seen as a superposition of the GaAs and graphene 
lattices in the spatial derivative in Figure 2.5b. In Figure 2.5c, we zoom into a 90x90 Å
2
 region in 
the center of the graphene flake in order to prevent the tip from crashing into the surface when 
we scan at electron energies within the GaAs band gap.  At -2.0 V sample bias, the arsenic 
sublattice is clearly visible, with a small contribution from the graphene monolayer. At -1.8 V, 
the graphene lattice becomes visible, though superimposed with the arsenic sublattice. As the 
sample bias is reduced to -1.3 V, which results in electron energies lower than the GaAs band 
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gap of 1.46 eV, the image is completely dominated by the graphene honeycomb lattice. This data 
confirms that the graphene semi-transparency we are seeing is a purely electronic effect, and not 
due to physical conformation of the graphene sheet to the substrate. Also of interest in Figure 2.5 
are the large protrusions under the graphene, the biggest of which is located near the top-left 
corner of the scan.  We believe that these protrusions arise from molecules trapped between the 
graphene and GaAs. Notably, the graphene lattice is observed at all biases for these protrusions, 
presumably because unlike the GaAs, they do not interfere with the graphene electronic 
structure.  
We also performed variable bias scanning for monolayer graphene on the InAs (110) 
surface. After locating a fairly large graphene flake on the substrate, we zoom in to the middle 
and collect topographic data at different electron energies. The results were similar to that of the 
GaAs (110) case, and are shown in Figure 2.6. However, since InAs has a much smaller band 
gap than GaAs (0.35 eV versus 1.42 eV), the InAs substrate lattice does not fully disappear until 
a much lower sample bias (-0.3 V). We were able to scan at extremely small biases with this 
particular graphene flake and still obtain good resolution, as shown in Figure 2.6c. Looking at 
this data, we notice an odd change in the graphene lattice when going from -0.025 V to -0.018 V 
sample bias. The honeycomb lattice is still visible, but certain atoms in the lattice seem to be 
more emphasized than others. This effect is difficult to characterize, and may simply be due to a 
change in the tip geometry or due to thermal broadening of the electron energy distribution.  
Graphene semi-transparency also occurs at positive sample biases, where electrons are 
tunneling into empty states in the graphene and substrate. This can be seen in Figure 2.7. Given 
the symmetric nature of the graphene band structure, this is not surprising. It is also useful to 
note that for III-V semiconductors, there is a small amount of charge transfer between the atomic 
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subspecies due to their differing electronegativity. For GaAs, arsenic’s higher electronegativity 
implies that on average its energy states will be more filled than gallium’s. Thus, when imaging 
the (110) surface of GaAs at negative sample bias (electrons tunnel away from the surface 
toward the tip), we only see the arsenic sublattice, and for positive sample bias (electrons tunnel 
to the surface from the tip) we only see the gallium sublattice.
73
 This applies to InAs (110) as 
well. This information supports the argument that the semi-transparency effect is electronic in 
nature, since if it were a physical perturbation, both the gallium and arsenic sublattices should be 
visible under the graphene, regardless of sample bias. 
Previous work by Owman,
74,75
 Rutter,
76,77
 and others
78,79
 show similar phenomena under 
variable bias scanning with epitaxial graphene sheets grown on silicon carbide.
24
 They conclude 
that the electronic states of the underlying substrate were protruding through the graphene sheet, 
which resulted in the STM sampling them and producing this semi-transparency effect. 
However, their explanation does not fully account for the tip-related variations in semi-
transparency that we observe, as shown in Figure 2.8.  
In an attempt to correlate the appearance of semi-transparency with other observable 
properties of graphene flakes, we have gathered statistical data from 88 unique pieces of 
graphene on the GaAs (110) and InAs (110) surfaces, totaling 369 STM images possessing at 
least lattice-row resolution or better. For each image, we record the scanning conditions, 
apparent height, and whether or not we observe semi-transparency. We measure the apparent 
height of each graphene piece by taking the average of several line contours across the piece. 
The line contour method is slower than using height histograms and has inaccurate error bars due 
to the low sample size, but it does not suffer as much from the effects of poor plane fitting and 
generally works better for measuring the height of smaller graphene flakes or carbon nanotubes. 
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The process for determining graphene height and an excerpt from our data table is shown in 
Figure 2.9. Data analysis reveals that the semi-transparent graphene flakes have an average 
apparent height that is 0.5 - 0.7 Å smaller than the non-transparent graphene flakes, which is 
plotted in Figure 2.10.  
 Density functional theory (DFT) calculations performed by our collaborator, Dr. Salvador 
Barraza-Lopez, shows that no covalent bonding occurs between the graphene and the dangling 
bonds on the GaAs (110) surface. This is supported by our experimental data, as we observe no 
signs of surface puckering that are indicative of the formation of sp
3
 bonds in the graphene 
lattice. The simulations also shed light on the cause of the graphene semi-transparency and why 
it fluctuates with tip geometry. The actual semi-transparency effect can be explained by work 
published previously by Rutter et al.,
76
 and our simulations agree with their interpretations. 
Basically, electronic states from the substrate dangling bonds are protruding through the 
graphene monolayer and are being picked up by the STM tip. However, our DFT calculations 
also show that for some tip geometries (most likely when the tip is very sharp) the STM tip is 
pushing the graphene away from its equilibrium position and into the substrate.
80
 In the normal 
equilibrium position, graphene does not appear semi-transparent, but when it is brought in close 
proximity to the substrate, the surface dangling bonds are able to protrude through. This explains 
why the graphene in our semi-transparent samples appeared on average 0.5 Å shorter than our 
non-transparent samples. To confirm these theoretical findings, we performed variable current 
scanning on a graphene flake deposited onto InAs (110). By adjusting the tunneling current, we 
can control the tip-sample spacing while maintaining the same electron energies. Using higher 
tunneling currents result in a reduction in the tip-sample spacing, and using lower tunneling 
currents result in an increase in the tip-sample spacing. As demonstrated in Figure 2.11, when the 
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tunneling current is higher, the graphene flake appears semi-transparent, and when the tunneling 
current is lower, the graphene flake appears opaque. This agrees with our theoretical 
interpretation that for certain tip geometries the tip-sample spacing is reduced, thus pushing the 
graphene into closer contact with the sample surface and resulting in the semi-transparency 
effect that we observe. Assuming a constant tunneling current, tips with a smaller radius of 
curvature are closer to the sample surface than tips with a larger radius, as there is less area for 
tunneling to occur. 
 
2.3 Scanning Tunneling Spectroscopy 
 
We performed STS on various graphene flakes deposited onto the GaAs (110) and InAs 
(110) surfaces to gauge whether the substrate had an effect on the graphene band structure. The 
semi-transparent nature of the graphene flakes under certain bias conditions would suggest that 
the substrate does indeed impact the graphene electronic structure, at least at electron energies 
above the substrate band gap. However, we observe no strong evidence of this in our 
spectroscopic data. Figure 2.12 shows STS data taken from an n-doped GaAs (110) substrate, 
monolayer semi-transparent graphene, and bilayer opaque graphene. The GaAs (110) substrate 
serves as a way to calibrate our tip to ensure that there are no contaminants that could affect 
electron tunneling energy. As we can see from the IV spectra in Figure 2.12b and the dI/dV 
spectra in Figure 2.12c, the measured band gap is very close to the expected GaAs band gap of 
1.42 eV.
73
 We also see the Fermi level shifted toward the conduction band edge (positive sample 
bias), which is consistent with the behavior of an n-type material. From our IV and dI/dV data, 
we observe that the band structures of the monolayer and bilayer graphene are very similar, 
despite one being semi-transparent and one being opaque. The opacity of the bilayer graphene 
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suggests that the substrate electronic states are not protruding through it, most likely due to its 
increased distance from the surface. Therefore it is somewhat odd that monolayer and bilayer 
graphene would exhibit such similar IV response curves, since it disagrees with our topographic 
observations. We would expect to see a contribution from the substrate states at electron energies 
above the GaAs band gap in the monolayer graphene and not in the bilayer graphene.  
There is also a lack of substrate contribution to the spectra for graphene on InAs (110), 
despite the much smaller substrate band gap. As shown in Figure 2.13a, the transition from the 
substrate to metallic graphene is quite smooth, and no major differences are observed in the 
graphene density of states when comparing electron energies outside and inside the InAs band 
gap. However, we did not succeed in locating any graphene flakes that displayed semiconducting 
behavior, despite locating a piece whose small size would suggest otherwise (shown in Figure 
2.13b). It is possible that the InAs substrate is inducing metallic behavior in the graphene flake, 
but further analysis showed that the flake had mostly zigzag edges, whose edge states likely 
caused the metallic band structure we observed.  
A plot of the measured graphene band gaps versus minimum lateral dimension for several 
monolayer graphene flakes on GaAs (110) and InAs (110) is shown in Figure 2.14. The general 
trend is that as the minimum lateral dimension increases, the size of the band gap decreases, 
which matches with what one would expect for a quantum confinement band gap. However, the 
band gaps that we see are larger than what was measured for similarly sized pieces on hydrogen-
passivated Si (100).
70
 There could be several reasons for this, the first of which is the structure of 
the graphene edges. If the pieces that were observed on GaAs were mostly armchair, then it 
could account for a larger band gap. Unfortunately, we were not able to obtain lattice resolution 
on many of the graphene flakes in the plot, and so are unable to determine the edge structure on 
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many of these pieces. A second possibility is that the GaAs (110) substrate is somehow 
influencing the size of the graphene band gap. The GaAs band gap is approximately 0.35 eV 
larger than the silicon band gap, and coincidentally, the graphene flakes on GaAs have a band 
gap that is ~0.4 eV larger than a similarly sized flake on silicon. Also, on InAs, which has a 
much smaller band gap than both GaAs and silicon, we have only seen metallic graphene pieces. 
Of course, without an idea of the edge structure of these graphene flakes, and with so few data 
points, it is difficult to conclude that the size of the substrate band gap can influence the quantum 
confinement gap of a graphene nanoribbon or graphene quantum dot. 
We also note no changes in the graphene electronic structure due to topographic non-
uniformity in the substrate, such as roughness due to DCT scratch marks or step edges. Figure 
2.15a shows a spectra map across a graphene flake draped over a GaAs (110) step edge. There is 
no noticeable difference between the spectra points directly on the step edge and those on the flat 
surface nearby. Figure 2.15b shows a large piece of bilayer graphene draped over a step edge as 
well as some surface roughness. Again, the spectra map maintains its uniformity over the rough 
surface as well as the step edge. 
 
2.4 Graphene Conformation to the Substrate 
Over the course of our experiments, we noticed that graphene can be conformal to the 
underlying substrate, even on extremely small scales. Figure 2.16 shows a graphene flake draped 
over a single step on the GaAs (110) surface. From the line contours, we can estimate the slope 
of the graphene-covered GaAs step to be ~0.18 and the slope of the bare GaAs step to be ~0.31. 
This suggests that while the graphene looks to be fairly conformal, it most likely takes on a tent-
like structure such that it does not touch the substrate near the base of the step. The heights of the 
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step with and without graphene are the same at 0.4 nm, but the graphene-covered step is almost 
twice as wide as the bare step. Tip convolution ensures that these are not the absolute steps 
widths (the actual width can be estimated based on the number of GaAs (110) lattice rows that 
we observe), but the relative increase in width of almost 1 nm due to a single monolayer of 
graphene (width of ~0.35 nm, and this cannot be explained with tip convolution) strongly implies 
that the graphene is not pressed to the vertical step face. 
We can do the same analysis for graphene filling a depression in the GaAs (110) surface. 
Figure 2.17 shows a comparison between a bare GaAs trench versus a trench with graphene 
draped over it. In this case, the slopes are similar, showing that the graphene can better conform 
to a single step edge rather than a narrow protrusion such as in Figure 2.15. We also note that the 
graphene is fully attached to the substrate in the trench, as evidenced by the appearance of the 
substrate states through the graphene. It seems that graphene is in general very malleable, 
preferring to conform to deformities in the surface rather than be suspended over them. This 
could be due to van der Waals interactions and the fact that graphene’s two-dimensional nature 
offers it very little structural stability in the third axis.  
 
2.5 Graphene Manipulation 
Several attempts were made to manipulate graphene flakes using the STM tip. However, 
we were largely unsuccessful in that the graphene appears to be firmly attached to the III-V 
substrate surface. This firm attachment cannot be attributed to covalent bonding since there is no 
deformation of the graphene lattice into a sp
3
 tetrahedral structure. In fact, the dangling bonds on 
the substrate surface apparently have little effect on the bonding strength since graphene attaches 
quite well to the hydrogen-passivated Si (100) surface, which has no dangling bonds. Therefore, 
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we can only attribute graphene’s strong interaction with the substrate to van der Waals forces. 
However, it is worth noting that graphene’s attachment to certain noble metals such as gold is 
quite weak and there have been reports of moving graphene nanoribbons on gold surfaces using 
an STM tip.
81
 The exact mechanism with which graphene is anchoring itself to III-V 
semiconductor surfaces is not well understood and warrants further study. 
In Figure 2.18, we show one instance of a successful modification of a graphene flake on 
the GaAs (110) surface. We were able to rip a gash in the graphene sheet with the STM tip while 
scanning using conditions of 2 nA tunneling current and 6 V sample bias. These conditions are 
quite perturbative to the III-V surface and it is very likely that the chunk deposited onto the 
graphene afterward contains both carbon and GaAs material. Unfortunately we could not 
reproduce this effect, and all other attempts at modifying the graphene surface resulted in 
damage to the tip or the deposition of contaminants on top of the graphene. With the introduction 
of ultra-hard, inert hafnium diboride tips, however, it may be worth the time to revisit this 
experiment. 
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2.6 Figures 
 
Figure 2.1: Diagram of the cross-sectional STM sample mount. The thinned III-V sample is first scribed and 
then soldered into a stainless steel sleeve. The stainless steel sleeve is then clamped into an adapter with 
mounting screws and the adapter fits into a standard STM sample holder. 
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Figure 2.2: STM topograph of DCT scratch marks on GaAs (110) and InAs (110). The scratch marks are only a 
few nanometers wide and are usually found in close proximity to deposited graphene flakes, implying that these 
flakes were deposited when the fiberglass applicator was dragged across the sample surface.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
36 
 
 
 
Figure 2.3: A comparison of graphene on three different substrates: GaAs(110), InAs(110), and hydrogen-
passivated Si(100). The substrate lattice is clearly visible through the graphene on both of the III-V 
semiconductors, but not so much on the hydrogen-passivated Si(100). The images are all STM current buffer 
images. The scanning conditions were GaAs (-2.0 V sample bias, 8 pA tunneling current), InAs (-2.2 V sample 
bias, 8 pA tunneling current), and Si (-2.0 V sample bias, 50 pA tunneling current). 
 
 
 
 
 
 
 
 
37 
 
 
 
 
 
Figure 2.4: (a) Multiple tip images of graphene on GaAs (110) and InAs (110). The secondary “ghost” image is 
found to the left of the main image. (b) Graphene on InAs (110) with lattice defects. The defects on the lattice 
and defects protruding through the graphene are highlighted with red circles. 
 
 
38 
 
 
Figure 2.5: Varied bias UHV-STM imaging of a monolayer semi-transparent graphene piece on a p-type GaAs 
(110) surface.  (a)  29 nm by 29 nm scan of whole graphene piece.  (b) Spatial derivative image of (a) showing a 
superposition of the graphene lattice with the substrate lattice.  (c) Topographic images taken inside a 9 x 9 nm 
box marked in (a).  The arsenic atoms of the GaAs (110) substrate are clearly visible down to -1.5 V sample 
bias.  At below -1.5 V, the substrate lattice is no longer visible as we are inside the GaAs band gap and we are 
left with only the graphene honeycomb lattice. Image reprinted with permission from reference [69]. Copyright 
2013 American Chemical Society. 
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Figure 2.6: Varied bias UHV-STM imaging of a monolayer semi-transparent graphene piece on an InAs (110) 
surface.  (a) Large-area scan of graphene piece.  (b) Spatial derivative image of (a) showing semi-transparency in the 
graphene.  (c) Topographic images taken inside the box marked in (a).  The arsenic atoms of the InAs (110) 
substrate contribute to the image down to -0.3 V sample bias.  At below -0.3 V, the substrate lattice is no longer 
visible as we are inside the InAs band gap and we are left with only the graphene honeycomb lattice. Image adapted 
with permission from reference [69]. Copyright 2013 American Chemical Society. 
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Figure 2.7: (a) A semi-transparent graphene flake on GaAs (110) imaged at positive sample bias (+2V, 8pA) and its 
associated height contour. (b) A non-transparent graphene flake on GaAs (110) imaged at positive sample bias 
(+2V, 8pA) and its associated height contour. This suggests that the same semi-transparency behavior occurs at both 
positive and negative sample biases. Image reprinted with permission from reference [69]. Copyright 2013 
American Chemical Society. 
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Figure 2.8: Three scans of the same graphene piece taken under the same scanning conditions (-2V, 10pA). We see 
that despite the fact that all the scans have good resolution, sometimes the graphene appears transparent and 
sometimes it appears opaque. The corresponding change in graphene height is shown, and the correlation between 
transparency and apparent height is quite easy to see. This suggests that the appearance of semi-transparency in the 
graphene as well as the corresponding change in apparent height is due to changes in the tip geometry, as that is the 
only variable that is different between these scans. Images reprinted with permission from reference [69]. Copyright 
2013 American Chemical Society. 
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Figure 2.9: Demonstration of how graphene height is determined using height contours. Several contours need to be 
averaged because there is some variance between them depending on the plane fitting parameters. After determining 
the height of the graphene flake, the data is entered into a table, and an excerpt is shown. The highlighted entry 
corresponds to the graphene flake and height contours pictured in the figure. Information relating to scanning 
parameters and graphene transparency are also recorded. 
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Figure 2.10: Height histograms of measured graphene heights on GaAs and InAs for graphene that appears both 
transparent and non-transparent. We see that the transparent graphene on both GaAs and InAs have heights that are 
on average lower than that of the non-transparent graphene. Image reprinted with permission from reference [69]. 
Copyright 2013 American Chemical Society. 
 
 
 
 
Figure 2.11: The same graphene flake imaged under difference current set points to control the distance between the 
tip and substrate. When the current is higher, the tip is closer and the graphene appears more transparent than when 
the current is lower and the tip is further away. 
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Figure 2.12: (a) Topographic image of a piece of bilayer graphene and a piece of monolayer graphene on GaAs 
(110). Imaging conditions were -2V and 50 pA. While the monolayer graphene appears semi-transparent, the bilayer 
graphene is opaque. (b) IV curves of the different graphene layers and the substrate. (c) Computed dI/dV curves of 
the graphene and substrate. The monolayer and bilayer graphene curves almost overlap, despite one being semi-
transparent and one being opaque. Image adapted with permission from reference [69]. Copyright 2013 American 
Chemical Society. 
45 
 
 
Figure 2.13: (a) Graphene on p-type InAs (110) and its associated spectra map. The substrate appears to have no 
effect on the graphene density of states. (b) A small graphene flake and IV spectra on the graphene and InAs.  
Despite the small size of the graphene flake, there is no sign of a quantum confinement band gap. This could be due 
to the fact that the graphene contains primarily zigzag edges which have a metallic state. 
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Figure 2.14: Plot of graphene energy gap versus mininum lateral dimension spectroscopy data taken on n-type GaAs 
(110) and p-type InAs (110). The graphene energy gaps were estimated from IV spectroscopy data with -2 Å 
variable spacing and are subject to the energy uncertainty associated with thermal broadening at room temperature. 
The minimum lateral dimensions are averaged from several measurements taken across the flake. Similar to 
previous work performed for graphene flakes on hydrogen-passivated Si (100)
70
, we observe a decrease in graphene 
band gap as the flake size increases. However, the band gap for similarly-sized graphene flakes on GaAs (110) is 
larger than those of their counterparts on hydrogen-passivated Si (100). However, our lack of data points, especially 
for graphene on InAs, make it difficult to draw conclusions. 
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Figure 2.15: (a) Topographic image and spectra map of a graphene flake going over a step edge on GaAs. This 
graphene flake has a quantum confinement band gap of 0.5 eV. The existence of the GaAs step edge does not affect 
the graphene band structure. (b) Topographic image and spectra map of a large bilayer graphene flake going over a 
GaAs step edge as well as some roughness on the surface. Neither the surface roughness nor the step edge affect the 
bilayer graphene’s density of states. 
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Figure 2.16: A large graphene flake on GaAs (110). The flake conforms extremely well to the GaAs step edges, 
almost appearing to “flow” across them. Zooming in to a narrow step in the GaAs, we can measure the slope of this 
step with and without graphene on top. We see that the slope almost doubles with graphene, and that the width 
added to the step by the graphene is more than one would expect if the graphene were tightly bound to the step. This 
means that part of the graphene is likely suspended over the step, forming a tent-like structure. 
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Figure 2.17: Topographic image of a piece of graphene draped over a depression between two GaAs (110) steps. In 
this case, we see that the graphene conforms very well to the step; so much so that the substrate lattice in the step is 
visible through the graphene.  
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Figure 2.18: Before and after image of attempted high bias scanning on a graphene flake on GaAs (110). The 
scanning conditions were +6 V sample bias and 2 nA tunneling current. A gash was created on the graphene, and 
some of the debris was deposited back on to the piece.  
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CHAPTER 3  
FEW-LAYERED GRAPHENE ON SI (100) 
 
3.1 Background and Methods 
 
   Graphene flakes deposited onto hydrogen-passivated Si (100) had previously been 
studied using UHV-STM by Dr. Kyle Ritter, an alumnus of our research group.
65,70
 Hydrogen-
passivated Si (100) is both chemically inert and technologically relevant, thus making it an ideal 
substrate for characterizing graphene. Dr. Ritter experimentally demonstrated the relationship 
between the size of a graphene flake and its quantum confinement band gap. He also showed the 
importance of edge states in determining the electronic band structure of small graphene flakes. 
However, this study had been conducted using randomly sized graphene flakes with irregular 
edges, as there was no way to control how they were deposited onto the substrate. This meant 
that it was impossible to conduct a systematic study of how the geometry of a graphene flake 
affected its electronic properties. 
The original goal of our follow-up experiments was to find a way to perform this 
systematic study. To do this, we planned to modify the graphene flakes to a desired geometry 
using the STM tip so that important geometries (such as flakes containing all zigzag or all 
armchair edges) could be reproducibly characterized. Graphene modification using AFM, STM, 
and nanoparticles had been demonstrated previously, though not in ultra-high vacuum and not 
with atomic precision.
82,83
 Unfortunately, despite many attempts, which are detailed in Section 
3.2, we were unable to modify graphene. During the course of these experiments, however, we 
did observe an interesting phenomenon that warranted further study.  
We found that while we were unable to etch the graphene with electrons emitted from the 
STM tip, we did succeed in desorbing atomic hydrogen from the silicon surface under the 
graphene. This was unexpected; considering the strong interaction between graphene and the 
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substrate (previous attempts to move graphene flakes using a STM tip were all unsuccessful) one 
would expect the hydrogen atoms to remain trapped under the graphene rather than escaping 
from the interface. This desorption phenomenon as well as its effect on graphene’s electronic 
properties are discussed in Sections 3.3 and 3.4, respectively. 
To prepare our hydrogen-passivated silicon samples, we first scribe clean Si (100) wafers 
to the appropriate size so that they can be fit into our STM sample holders. The samples are then 
degreased with acetone and isopropyl alcohol (IPA) and mounted into the sample holder with 
tantalum spacers (the tantalum should be cleaned in hydrochloric acid prior to mounting). Care 
must be taken not to use stainless steel tweezers when handling the silicon samples in order to 
avoid nickel contamination of the surface. The sample is then degassed in UHV overnight at 
~650 °C. Finally, the sample is flashed to ~1250 °C to remove oxide and lingering contaminants 
on the surface before being cooled to attain the 2x1 surface reconstruction and undergoing 
hydrogen passivation. Graphene is deposited onto the sample via DCT in the STM chamber. The 
methods that we used to prepare hydrogen-passivated silicon samples and then deposit graphene 
flakes onto them are thoroughly discussed in previous works.
65,68,70
 
 
 
3.2 Attempted Modification of Graphene Using Atomic Hydrogen 
 
Generally, a reactive species is needed to etch graphene, and this reaction needs to be 
controlled such that only designated areas would be modified. Using a noble metal STM tip, one 
could theoretically catalyze molecular hydrogen into atomic hydrogen near the tip-sample 
junction. Then, tunneling electrons from the tip can be used to induce defects in the graphene 
surface so that they would react with the atomic hydrogen, eventually removing carbon atoms in 
the form of methane (CH4).
84,85
 Molecular hydrogen gas was introduced into the STM chamber 
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via a leak valve, and the maximum hydrogen pressure attained in the chamber was on the order 
of 10
-6
 torr. We used two types of noble metal tips in our experiment: pure iridium (99.8%) and 
platinum iridium (85%:15%). The tips were etched in a two-step drop-off process using calcium 
chloride (CaCl2).  
We first gauged how well the different noble metal tips catalyzed hydrogen by attempting 
to repassivate an area of clean silicon while under a hydrogen background. By rastering our tip 
across the clean silicon surface, we hoped that the hydrogen atoms generated near the apex 
would attach to the clean silicon and repassivate it. Our results with iridium and platinum-
iridium tips are shown in Figure 3.1 and Figure 3.2, respectively. We had no success in 
passivating clean silicon using an iridium tip, though we did have some minor success using a 
platinum-iridium tip, perhaps due to the fact that platinum is better at catalyzing hydrogen than 
iridium. We also used more aggressive nanolithography parameters with the platinum-iridium 
tip, which may have aided in the hydrogen catalyst process. 
Unfortunately, we saw no success in modifying graphene using noble metal tips. Our 
attempts with iridium and platinum-iridium tips are cataloged in Figure 3.3 and Figure 3.4, 
respectively. Both attempts began with writing a line across the graphene flake. The tip is 
brought closer to the graphene surface with the additive-z interpolation function originally 
designed to move carbon nanotubes. From the before and after images, we see that while the line 
is precisely written, there is no change to the graphene in the vicinity of the line. More 
aggressive attempts also proved to be fruitless, and inevitably end with the destruction of the 
graphene flake via deposition of tungsten and other molecules from the tip onto the surface. 
However, we did observe an interesting phenomenon (seen in Figure 3.4c and Figure 3.4d) 
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where it appears that hydrogen atoms were being removed from the silicon surface that is 
trapped under the graphene. This is discussed in more detail in the following section. 
 
3.3 Electron Stimulated Desorption of Hydrogen from under Graphene 
 
Desorbing hydrogen from the H-Si (100) surface using a STM tip is a well-studied 
phenomena.
51,86,87
 Electrons emitted from the STM tip break the hydrogen-silicon bonds on the 
surface. The hydrogen atoms diffuse away, leaving behind a highly reactive array of silicon 
dangling bonds. There are two primary mechanisms by which the hydrogen bonds are broken. 
The first is a direct excitation of the Si-H group from a bonding to an anti-bonding state. This 
occurs when the tip-sample bias is greater than +6.5 V (which correlates to electron energies 
greater than ~6.5 eV). The second mechanism is more indirect and involves electrons coupling to 
the vibrational states of the Si-H group via inelastic tunneling. If enough electrons excite the 
vibrational state before it gets a chance to relax, the bond will break. The desorption yield from 
vibrational heating is several orders of magnitude lower than direct excitation, but it does make it 
possible to desorb hydrogen atoms with electron energies lower than the 6.5 eV threshold.  
In Figure 3.5, a graphene ﬂake on H-Si (100) is shown before and after hydrogen 
desorption. The atomic structure of the underlying clean silicon surface is clearly reproduced on 
the graphene flake, similar to graphene semi-transparency on GaAs (110) and InAs (110). The 
graphene flake does screen some of the electronic states in the silicon dangling bond, such that 
the dangling bonds under the graphene protrude out less than dangling bonds on the silicon 
surface. The graphene also significantly reduces the desorption yield of the hydrogen atoms; a 
much higher dose of electrons is required to remove hydrogen from under graphene than is 
required to remove hydrogen from silicon. 
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At first glance it appears that the dangling bonds created underneath graphene are 
randomly distributed. Even when the tip is centered on a certain point over the graphene, the 
dangling bonds seem to be uniformly distributed underneath the graphene surface rather than 
tightly packed under the tip apex. This would imply that the electrons are somehow scattering in 
the graphene, traveling some distance in the lattice, and then transferring over to the substrate. 
This raises some interesting questions, such as why the electrons are not directly tunneling into 
the silicon, and whether or not the reverse also holds true (i.e. under negative sample bias, do 
electrons from the silicon first go into the graphene, and then tunnel from there into the tip). Our 
work on III-V semiconductors
69
 suggest that the latter is false, since if it were true, we would not 
observe graphene semi-transparency. 
Another possibility is that the dangling bonds are not actually randomly distributed. Due 
to the high sample biases required to depassivate hydrogen from underneath graphene, the tip is 
necessarily further away from the sample surface, and the resulting spot size of the electron beam 
is quite large. Therefore it is within reason that all of the dangling bonds created are within the 
electron beam spot, rather than being due to electrons moving within the graphene sheet. This 
question can be easily resolved by finding a large, monolayer sheet of graphene on H-Si (100) 
and attempting to depassivate in the center of the sheet. Unfortunately, we were unable to DCT 
large, monolayer graphene flakes in UHV, and performing the transfer in ambient would 
compromise the hydrogen passivation layer. Thus, this question remains unanswered.   
We also hypothesized about the mechanism by which the hydrogen atoms were escaping 
from beneath the graphene sheet. One possibility was that the hydrogen was given enough 
energy to penetrate the graphene membrane, but this seems unlikely as the graphene is not 
damaged by the escaping hydrogen, and it has been demonstrated previously the graphene 
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monolayers are quite impermeable.
88
 The other possibility is that the hydrogen atoms are leaving 
via the graphene edges. This would mean that they would have to travel from their depassivation 
site to the edge of the graphene, where there would be enough space available for them to exit 
the system. Previous work has demonstrated the feasibility of intercalating hydrogen between 
graphene and silicon carbide,
89
 so it is certainly possible for hydrogen to escape via the same 
mechanism in our system. To test this theory, we attempted to depassivate under a fairly large 
graphene flake as pictured in Figure 3.6. The majority of the flake was multilayer, but we did 
find one monolayer region in the center with which to experiment. If the hydrogen were escaping 
through the graphene, then the graphene sheet size should not affect the number of dangling 
bonds created, whereas if the hydrogen were escaping from the edges, you should get fewer 
dangling bonds in the middle of large sheets as it would be more difficult for the hydrogen to 
leave. From our data in Figure 3.6, we see that while we were able to remove hydrogen from 
below the middle of the large graphene flake, we were unable to get the full depassivation that is 
obtainable near the edge of the same flake. This suggests that the hydrogen is indeed escaping 
from the edges of the graphene and that is why it is easier to create dangling bonds near the 
edges than it is near the center. 
 
3.4 Scanning Tunneling Spectroscopy 
 
STS taken before and after hydrogen desorption demonstrates that creating dangling 
bonds under the graphene does affect its band structure. Figure 3.7 shows a small piece of 
graphene which prior to hydrogen removal had a quantum confinement band gap of over 0.6 eV. 
However, after the silicon dangling bonds were exposed, the graphene took on a metallic 
character. This metallic character is very similar to that of the silicon dangling bonds, which 
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suggest that when collecting data within the graphene band gap, we are actually sampling the 
silicon dangling bond states. This is especially evident in Figure 3.7c, where we see that the IV 
curves for graphene on clean Si (100) and clean Si (100) match up almost exactly for electron 
energies within the graphene band gap. DFT simulations performed by our collaborator Dr. Yang 
Xu while under the direction of Prof. N. R. Aluru further confirm these findings.
90
 They show 
that the graphene flakes interact strongly with the clean silicon substrate, which leads to a change 
in the graphene electron band structure.  
The ability of the underlying substrate states to protrude through the graphene is similar 
to the electronic semi-transparency that we observe for graphene on GaAs and InAs.
69
 In contrast 
to the wetting transparency of graphene observed on copper,
91,92
 this is not a van der Waals 
effect, which then raises the question of whether it is possible to bond an atom or a molecule to 
the semiconductor surface through the electronically transparent graphene. Our initial 
observations suggest that the answer is “no” since even though the graphene does not screen 
surface states, it does act as a physical barrier that prevents atoms and molecules from getting 
close enough to the surface for stable bonding. However, this is an area that warrants further 
exploration as the successful bonding of atoms to surfaces through graphene could lead to the 
development of novel heterostructures with device applications. 
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3.5 Figures 
 
 
Figure 3.1: Attempted repassivation of depassivated silicon with an iridium tip. Despite flowing 10
-7
 torr of 
hydrogen gas and repeatedly rastering the tip across the clean silicon, we were not able to repassivate the surface. 
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Figure 3.2: Attempted hydrogen repassivation with a platinum-iridium tip using 10
-6
 torr of background hydrogen. It 
appears that we were able to repassivate a part of the pattern, and then depassivate it again afterward. However, we 
are not getting lattice resolution in the repassivated region, which suggests that something else may be going on.  
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Figure 3.3: Attempted graphene modification with an iridium tip. (a) The original graphene piece. There is a double 
tip which ghosts the graphene. (b) Graphene after the first modification attempt. The double tip is mostly gone, and 
the nanolithography line is clearly visible. There is no apparent change in the graphene. (c) Lithography with a 
higher sample bias. The area affected is much greater, but there is still no modification to the graphene. (d) 
Eventually junk is deposited onto the graphene and the experiment ends. 
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Figure 3.4: (a) Monolayer graphene flake sitting between two steps on the hydrogen-passivated Si (100) surface. (b) 
First attempt at graphene modification using 10
-6
 torr of hydrogen gas. While the line is precisely written, there is no 
noticeable change in the graphene lattice other than the removal of some contaminants trapped underneath the edge.  
(c) Increasing the number of lithography lines and electron dose. Again, no modification of the graphene lattice, 
though some silicon dangling bonds have been created under the graphene. (d) Further attempts at lithography 
resulted in the deposition of tip material onto the surface. Image adapted with permission from reference [90]. 
Copyright 2013 American Chemical Society. 
 
62 
 
 
Figure 3.5: (a) Monolayer graphene flake on hydrogen-passivated Si (100) and an associated height contour. The 
graphene height is 3.1 Å. (b) The same monolayer graphene after undergoing nanolithography to remove hydrogen 
atoms from the silicon surface. The graphene height is reduced to 2.0 Å and the silicon lattice rows are clearly 
visible through the graphene. Image reprinted with permission from reference [90]. Copyright 2013 American 
Chemical Society. 
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Figure 3.6: A large, multilayer graphene flake on hydrogen-passivated Si (100). When attempting to remove 
hydrogen from beneath the middle of the large graphene flake, as indicated by the red box, we were only able to 
obtain sparse depassivation. However, near the edge of the graphene flake, as indicated by the green box, we were 
able to obtain nearly full depassivation. This hints that the hydrogen is escaping through the graphene edges rather 
than going through the graphene sheet. 
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Figure 3.7: (a) Graphene flake on H-Si (100). (b) Graphene flake after hydrogen depassivation. (c) STS of graphene 
and silicon before and after hydrogen removal. We see that with hydrogen, the silicon displays a 1.1 eV band gap 
and the graphene has a ~0.6 eV gap. After the hydrogen is removed, both the graphene and silicon take on a metallic 
character. 
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CHAPTER 4  
FEW-LAYERED GRAPHENE ON MICA 
 
4.1 Background and Methods 
 
 The original goal of this experiment was to explore the electronic properties of graphene 
on mica. Our previous work had already covered graphene on a variety of semiconducting 
materials,
69,90
 so it seemed reasonable to expand our work to include an insulator. By the time 
this experiment began at the end of 2010, graphene on SiO2 had already been extensively studied 
by both STM and other characterization techniques,
93,94
 and graphene on boron nitride had just 
been introduced to the nanotechnology community.
36
 Single crystal hexagonal boron nitride was 
demonstrated to be an ideal inert, insulating substrate for graphene which allows it to maintain a 
good percentage of its suspended carrier mobility.
95
 Unfortunately hexagonal boron nitride was 
in short supply and quite difficult to obtain, prompting us to explore other substrates that could 
take its place.  
Mica showed good potential as it was a common insulator that also possessed an 
atomically flat cleavage plane. However, its abundance of surface states did prove worrisome, 
and earlier work had suggested that it would not provide the same improvements in carrier 
mobility shown on hexagonal boron nitride.
96
 Nonetheless, we continued forward as no UHV-
STM studies had been performed of graphene on mica up to this point and the system might 
reveal some interesting properties that had not been previously considered. 
Graphene-on-mica samples were prepared in collaboration with my lab mate Josh Wood. 
He first grew monolayer/few-layered graphene on copper using chemical vapor deposition 
(CVD).
97
 The mica is cut to size beforehand and cleaved with scotch tape immediately before 
graphene is transferred on top. For samples that required carbon nanotubes to be trapped between 
the graphene and mica, We deposited CNTs onto the bare mica using dry contact transfer, while 
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heating the mica on a hot plate to drive off moisture from the surface. Next, Josh transferred the 
graphene from the copper substrate onto the cleaved mica using a wet transfer process. Then, he 
heated the graphene-mica to 60 °C on a hotplate to ensure good adhesion. The samples were then 
loaded into the UHV-STM where most of the remaining bulk water escapes due to the vacuum. 
Next, the samples are degassed for several hours at ~650 °C to remove polydimethylsiloxane 
(PDMS) residue from the transfer process. Detailed graphene growth and transfer methods can 
be found in Wood et al. (2011)
97
 and He et al. (2012).
98
  
 
4.2 Few-Layered Water Trapped between Graphene and Mica 
 
Our initial scans of the graphene-mica system revealed layers of water trapped between 
the graphene and mica interface as shown in Figure 4.1. Previous experiments performed with 
AFM and other methods have shown that water prefers to form stable, discrete layers near a solid 
surface, which are consistent with our observations.
99–101
 However, the presence of water even 
after an overnight degas at ~650 °C in UHV is highly unexpected. At room temperature, water 
evaporates when exposed to a vacuum, and our graphene coverage has been shown to be far 
from complete. Not only that, but water reaches its critical temperature at 374 °C, meaning that 
even if the graphene coating was exerting enough pressure on the water to prevent it from 
evaporating, the water would still be a supercritical fluid. Supercritical water has been 
demonstrated to be highly reactive,
102,103
 and one would expect the water to etch a hole in the 
graphene and escape after a period of time at an elevated temperature.  
We tested this theory by degassing a graphene-water-mica sample at ~650 °C in UHV for 
varying time intervals and then scanning it in the STM. This also serves as a way to determine 
how long it takes to remove most of polymer transfer residue to allow for stable scanning. We try 
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to minimize the effects of variance in surface quality by scanning in several different regions of 
the sample, each separated by a large coarse offset. The best scan for each degas condition is 
shown in Figure 4.2. From the table we see that a low temperature degas at 120 °C using the 
dipstick filament is not enough to result in stable scanning of the surface. Interestingly, this 
instability does not seem to occur due to residue on the surface, but due to additional water 
trapped under the graphene. This suggests that there are additional layers of bulk water trapped 
under the graphene which can only be removed using a high temperature degas in UHV. After an 
additional 2.5 hours of degassing at 650 °C, we see that while still unstable, the surface appears 
much flatter than before, implying that a lot of the trapped bulk water has been removed. 
Another 5 hours and the surface, despite the poor scan resolution, looks a lot like the graphene-
water-mica system shown in Figure 4.1. There are discrete water layers and pinhole-like 
structures in the topmost layer. Increased degas times up to 31 hours yield similar scans, albeit 
with better resolution. However, after 103 hours, we observe a major change come over the 
graphene on the surface. Most of the graphene has been transformed to an amorphous form, 
although there are still residual signs of the honeycomb lattice. Raman spectroscopy performed 
by Josh Wood confirmed that this occurred for the vast majority of the sample surface.  
If graphene were heated to 650 °C under ambient conditions, it would react with the 
oxygen in the air, and etch away given enough time.
104
 However, the lack of oxygen in UHV 
means that graphene can survive to much high temperatures without breaking down.
105
 In our 
case, the graphene did not break down as fast as it would in an oxygen abundant atmosphere,
104
 
but it did eventually break down, and at much lower temperatures than expected.
105
 The reason 
for this may be the water trapped underneath the surface. The supercritical water is most likely 
releasing oxygen species which are reacting with the graphene. It is interesting to note that the 
68 
 
graphene is turning into amorphous carbon rather than leaving the surface as carbon monoxide 
(CO) gas. This could be related to the mica substrate underneath or hint at a different reaction 
taking place than standard graphene oxidation. It is possible that after the water has completely 
left the interface, a reaction occurs between the graphene and mica that causes the graphene to 
carbonize.  
However, under most degas conditions, we only remove the excess water layers and 
organic residue, and are left with neatly distributed discrete water layers on top of the mica 
surface. The next step is to then determine how many water layers are actually on top of the 
mica. Unlike in AFM, we cannot use the boundary between bare mica and graphene-covered 
mica to determine the number of water layers that we have, since the STM cannot scan on bare 
mica.
101
 To solve this problem, we needed to deposit a particle with a known height onto the 
mica surface before the graphene is transferred on top. We can then measure the apparent height 
of the particle while it is encased in water, and the difference in height between the encased and 
non-encased particles will be the height of our water layers. For our particle, we elected to use 
single-walled carbon nanotubes (SWCNTs) manufactured using the HiPco process due to their 
narrow diameter distribution and ready availability in the lab.
106
 The nanotubes are also able to 
withstand the degas temperature without breaking down. The SWCNT deposition process is 
covered in Section 4.1. Figure 4.3 shows a STM image of a SWCNT trapped in several layers of 
water at the graphene-mica interface. The diameters of the SWCNTs we deposited are narrowly 
distributed around 1 nm, so it is safe to assume that is the approximate height of our nanotube. 
The measured height of the SWCNT is 0.6 nm from the lowest point on our surface, which 
means that 0.4 nm of our nanotube is buried in water. This then implies that we have at least 0.4 
nm of water separating the graphene mica, which correlates to one water layer.
101
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The spatial resolution of the UHV-STM allows us to study the atomic structure of these 
water layers at room temperature. In Figure 4.4, we show a zoomed-in image of the graphene-
water-mica surface. The graphene honeycomb lattice can be resolved, though it is difficult to 
identify any crystalline structure in the underlying water. It has been suggested by previously 
published AFM data that the graphene-covered water is crystallizing into ice Ih on the mica 
surface at room temperature.
101
 From our atomic resolution data, we know that is not the case 
since ice Ih has a hexagonal crystal structure, which would form a hexagonal moiré pattern with 
the hexagonal graphene lattice. The periodicity of the pattern would depend on the angle 
between the graphene and ice lattices, but in all of the data that we have collected, we have not 
observed any hexagonal moiré patterns that could be attributed to ice Ih. 
From Figure 4.4 and Figure 4.5a, we notice a significant difference between the 
structures of the first, second, and third layers of water. The layers appear to get rougher as we 
move further away from the mica surface and are populated by aperiodic wrinkles. Not only that, 
but even within a single water layer, there are regions of varying roughness, as illustrated in the 
inset of Figure 4.5b. This could mean that there are at least two different states of vicinal water, 
as suggested in previous work. The second and third layers of water are also incomplete, forming 
web-like structures on top of the first layer, which completely coats the mica surface. We have 
not observed more than three discrete water layers, implying that the water starts to revert to its 
bulk state when it gets more than three monolayers away from the mica. 
By taking height histograms of our plane-fitted STM scans, as shown in Figure 4.5c, we 
can obtain data for both the height and roughness of the water layers. We first take a Gaussian fit 
of the height peaks for each of the water layers. The heights of each layer can then be determined 
by measuring the distance between the peak centers, and the roughness of each layer is the peak 
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standard deviation. With enough STM scans, we can then gather some statistics on the heights 
and roughness of the water layers on mica. This is shown in Figure 4.6. We did not have an 
opportunity to locate more SWCNTs in order to statistically determine a first layer height, but we 
were able to get a few data points on the second layer height as shown in Figure 4.6a. The height 
of the second water layer ranges from 2.5 Å, which is the minimum height of a single monolayer 
of water molecules, to almost double that. This indicates that this layer is amorphous in nature as 
anything with a well-defined crystal structure will certainly have consistent heights throughout. 
Looking at the roughness data in Figure 4.6b, we see that the roughness distribution for both and 
second and third water layers are also very spread out, again supporting the hypothesis that these 
layers are amorphous. On the other hand, the roughness distribution for the first layer is almost 
Gaussian, with the peak centered at 15 pm, similar to previously published data. A comparison of 
our results with published works is shown in Figure 4.6c. 
 
4.3 Manipulating Trapped Water 
While the trapped water is quite stable under normal scanning conditions, we are able to 
manipulate them via nanolithography performed by the STM tip. An example of this is shown in 
Figure 4.7. By applying an elevated sample bias, we can push water away from the STM tip 
apex, creating a pinhole in the water layer. The size and shape of the pinhole vary considerably 
between manipulation attempts, though generally a higher voltage or a higher electron dose will 
result in a larger hole. We suspect that the shape of the pinhole depends primarily on the tip 
condition and the local geometry of the water layer. Since the water layers are amorphous, this 
would explain why the pinholes vary in shape from one location to another. 
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After determining the nanolithography conditions that would allow us to consistently 
manipulate water underneath graphene, we next attempted to dig down through the water layers 
all the way to the mica surface. This would allow us to create an artificial graphene-mica 
interface that could be characterized. Unfortunately, we discovered that while nanolithography 
worked for the upper, amorphous water layers, it does not work on the much more tightly bound 
first water layer. Instead, increasing the lithography conditions resulted in deposition of 
contaminants and tungsten from the tip as well as the introduction of defects in the graphene 
lattice, as shown in Figure 4.8. This inducement of defect formation in the graphene is actually 
quite interesting, since similar attempts on GaAs (110), InAs (110), and Si (100) were all 
unsuccessful. It might relate to the fact that in the semiconductors previously mentioned, a 
portion of the current is tunneling directly into the substrate, thus reducing the total amount of 
energy going into the graphene. It could also be that the graphene is more strongly coupled to the 
surface states of those semiconductors, thus allowing for better energy dissipation. 
Our most successful attempt at digging through the first water layer and into the mica 
surface is pictured in Figure 4.9. We originally planned on pushing the little island of amorphous 
water around using the STM tip, but instead of moving, the island exploded and blew a hole in 
the graphene coating. From the topographic contour of the hole shown in Figure 4.9b, we see 
that it extends almost one nanometer past the first water layer (which is only 0.4 nm thick) and 
terminates at a point, which suggests that the bottom of the hole is insulating and that we are 
instead seeing an image of the tip. In the spatial derivative image shown in Figure 4.9c, we see 
that standing waves have formed near the edges of the hole, which implies that graphene has 
been removed from the hole. In close proximity to the hole, we also observe several defects in 
the graphene that were not there prior to lithography. What likely occurred is that a defect was 
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induced on the water island, and the energy imparted to the water by the tunneling electrons 
caused it to burst through the structurally weakened graphene. What is currently unclear is how 
deep the hole actually is. Since it is insulating, the topographic image of the hole is just a 
reproduction of the tip apex due to tunneling between the sides of the tip and the edge of the 
hole. Therefore, we did not know if we had succeeded in removing the first water layer or if it is 
just insulating and we cannot discern the difference between it and the mica surface. 
The mechanism by which the water is being moved is still an open question. Despite 
using voltages in the field emission regime, we are still able to achieve fairly localized patterns, 
albeit with inconsistent geometry. The fact that the patterns are not always circular in shape 
suggests that water is being pushed away from the tip apex, and the direction in which the water 
is pushed depends on the local amorphous bonding structure, which is what gives these patterns 
their random geometries. Of course then the question becomes, “why is water being pushed away 
from the tip apex?” We do not believe a van der Waals interaction between the tip and surface is 
responsible, as moving the tip into contact with the surface at zero sample bias does not produce 
a change in the water layer. An electric field effect is also unlikely, as we are able to demonstrate 
water manipulation at both negative and positive sample bias (shown in Figure 4.10). The water 
always moves away from the tip, independent of field direction. Joule heating caused by 
electrons tunneling directly into the water layer is a possibility, though it would mean that the 
electrons would have to be capable of tunneling through at least two layers of graphene, since we 
have demonstrated localized patterns through bilayer graphene (shown in Figure 4.11). As of 
now, the mechanism by which the STM tip manipulates water is still an open question, and 
further experiments will need to be conducted before it can be adequately resolved. 
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4.4 Scanning Tunneling Spectroscopy 
Scanning tunneling spectroscopy over the graphene-covered water is shown in Figure 
4.12. We notice a difference in spectra between the first water layer, the second water layer, and 
the step transition between the layers. This difference could be attributed to dangling hydrogen 
bonds in the underlying water step, or to the difference in bonding structure between the water 
layers. There is also no doping of the graphene, as indicated by the position of the Dirac point, 
which means that the graphene is not in direct contact with the mica surface.
107
  
 
4.5 Carbon Nanotubes Trapped between Graphene and Mica 
In addition to being used as a depth gauge, the SWCNT-water system is itself quite 
interesting and worthy of further study. Whenever a SWCNT candidate is found on the surface, 
the first order of business is to determine whether or not it is actually a nanotube and not just a 
wrinkle on the water surface. To differentiate the two, the easiest method is to perform 
nanolithography on the structure and see what happens. SWCNTs are very robust, especially 
when encapsulated in graphene, and can easily withstand nanolithography conditions that would 
pattern water structures. This is illustrated in Figure 4.13. 
When performing nanolithography on the SWCNTs, we noticed that while they were not 
damaged, a layer of water was removed from between the nanotube and the graphene coating. 
This is shown in Figure 4.14. This presence of this water layer was unexpected as both and 
SWCNT and graphene coating are expected to be hydrophobic, meaning that they would rather 
be in contact with each other than be separated by a layer of water. This phenomenon is currently 
undergoing further study as it could shed light on how carbon nanostructures interact with vicinal 
water. 
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4.6 Bilayer Graphene on Mica 
Besides monolayers, our CVD growth and transfer process also produces regions of 
bilayer graphene. The graphene bilayers are often misaligned to form hexagonal moiré patterns 
superimposed over the water surface. Two examples of these moiré patterns are pictured in 
Figure 4.15a and Figure 4.15b. The graphene-graphene moiré patterns can be differentiated from 
graphene-ice moiré patterns by the fact that they are continues over the different water layers and 
are not affected by the structure of the water underneath. We have also located buried grain 
boundaries (grain boundaries in the bottom graphene layer pictured in Figure 4.15c and Figure 
4.15d) as well regions where the top graphene layer has been ripped off, revealing the layer 
below (picture in Figure 4.16). 
 
4.7 Graphene Grain Boundaries 
Graphene grown via CVD often contain grain boundaries every few hundred nanometers 
and a sampling of these grain boundaries is shown in Figure 4.17. The grain boundaries can take 
on many different shapes, and sometimes intersect at odd angles. Depending on the angle 
between the graphene grains, the boundaries can have an ordered periodic appearance or a rough, 
disordered appearance. The boundaries themselves are quite robust and attempts to open them 
using nanolithography have been unsuccessful. The water layers also do not preferentially 
congregate along the grain boundaries, despite the higher defect density. This suggests that the 
mica substrate has a greater influence on the overall water structure than the graphene. 
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4.8 Figures 
 
Figure 4.1: Topographic STM image of water layers coated in graphene on mica. The upper layers of water have 
tendril-like patterns that spread across the surface. In contrast, the lower water layer appears smooth and very flat. 
Scanning conditions are -0.35 V sample bias and 1 nA tunneling current. 
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 Session Time 
(Hours) 
Total Time 
(Hours) 
Session Temperature 
(Celsius) 
 
18 18 140  
 
2.5 20.5 650  
 
Figure 4.2: STM topographic images of the graphene-water-mica surface after various degas conditions. Low 
temperature degassing appears ineffective at removing surface contamination and bulk water, while high 
temperature degassing results in a cleaner surface. If a high temperature degas is carried on long enough, then the 
surface will carbonize, destroying the graphene and vaporizing the water. Image adapted with permission from 
reference [98]. Copyright 2013 American Chemical Society. 
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 Session Time 
(Hours) 
Total Time 
(Hours) 
Session Temperature 
(Celsius) 
 
5 25.5 650  
 
4.5 30 650  
 
16.5 46.5 650  
Figure 4.2 (continued). 
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 Session Time 
(Hours) 
Total Time 
(Hours) 
Session Temperature 
(Celsius) 
 
31 77.5 650  
 
 
 
103 180.5 650  
 
Figure 4.2 (continued). 
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Figure 4.3: (a) Topographic image of a single-walled carbon nanotube trapped in the water layers between graphene 
and mica. (b) Line contour of the SWCNT showing that the nanotube protrudes 6 Å above the lowest water layer. 
(c) As the nanotube height is known, we can then calculate the height of the unseen water layer(s), which is 4 Å. 
This corresponds to the height of the interfacial water layer right above the mica, as confirmed by AFM studies. 
Image reprinted with permission from reference [98]. Copyright 2013 American Chemical Society. 
 
 
Figure 4.4: Topographic image of the graphene-mica-water system with a zoomed-in inset showing resolution of the 
graphene honeycomb lattice. The graphene coating covers everything on the surface, making it conductive and 
allowing the STM to obtain an idea of the topographic structure. It is unclear whether the graphene affects the 
atomic structure of the water layer, but recent work on the wetting transparency of graphene suggests that it does 
not. 
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Figure 4.5: (a) Topographic image of the graphene-mica-water system. Three discrete water layers and a graphene 
grain boundary can be seen. (b) False-colored version of (a) with an inset showing a region in the second water layer 
that contains both ordered and amorphous water. (c) Height histograms of (a) showing the separation between the 
different water layers as well as their roughness. 
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Figure 4.6: (a) Height histogram of the second water layer taken on multiple samples. The distribution of heights is 
fairly spread out and suggests that this layer is amorphous in nature. (b) Roughness histogram of the 1
st
, 2
nd
, and 3
rd
 
water layers. We see that the first layer roughness has a Gaussian distribution, while the second and third layers have 
uniform distributions, again hinting that while the first layer might have an ordered structure, the second and third 
layers do not. (c) Table comparing our roughness and height data with AFM work published previously. Adapted 
with permission from reference [98]. Copyright 2013 American Chemical Society. 
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Figure 4.7: (a) Before image of graphene-coated water on mica and its associated height contour. (b) After image 
where controlled nanolithography was used to write “HI” on water surface and its associated histogram. We see that 
the created pinholes penetrate all the way through the second water layer. The pinholes were created one at a time, 
by moving the tip to the desired point and homing in that point for a set period of time at an elevated current and 
voltage. Normal lithography parameters are +6V, 1 nA, 30 s per point. Note that the points, while localized, do not 
have a radial shape. 
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Figure 4.8: (a) Attempt to pattern a small water island using nanolithography. (b) The island did not pattern, but two 
point defects were induced in the graphene lattice. (c) Another attempt at patterning. More point defects were 
induced, though the two from (b) are nowhere to be seen (possibly obscured by tip change). A zoomed-in scan of the 
island shows the threefold symmetry of the point defect on the island. 
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Figure 4.9: (a) An isolated water island trapped between graphene and mica. (b) The same island after 
nanolithography. We attempted to move the island, but instead it exploded, leaving a depression in the surface. (c) 
Zoomed-in spatial derivative of the depression. We see standing waves forming off the edges, indicating that the 
graphene has been blow away. Surprisingly, the water around the depression is not evaporating through the hole, 
suggesting that it is strongly bound to the mica surface. 
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Figure 4.10: (a) Nanomanipulation at positive sample bias. (b) Nanomanipulation at negative sample bias. 
Successful nanomanipulation at negative sample biases on ice have so far not been reported, and hints at a 
mechanism that is not dependent on the electric field or direction of current flow.  
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Figure 4.11: (a) Topographic image of bilayer graphene and its associated contour plot. (b) Localized 
nanolithography on the graphene surface at the point indicated in (a). We see that despite there being two layers of 
graphene separating the tip and the water, we are still able to locally manipulate the water layer. Reprinted with 
permission from reference [98]. Copyright 2013 American Chemical Society. 
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Figure 4.12: (a) Topographic image of the first and second water layers. (b) STS across the layers, with the dI/dV 
traces matching their corresponding colored box in (a). Each trace is the average of all of the spectra points taken in 
each box. Image reprinted with permission from reference [98]. Copyright 2013 American Chemical Society. 
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Figure 4.13: (a) A water structure before nanolithography. (b) The same water structure after nanolithography. The 
water has been pushed away and the structure destroyed. (c) A carbon nanotube before nanolithography. (d) The 
same nanotube after lithography. It is still intact with no obvious structural damage. 
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Figure 4.14: Topographic image of a carbon nanotube with and without a layer of water between it and the graphene 
coating. The water layer can be removed using nanolithography. The water layer height is ~2.5 Å, which is the 
minimum height for a single layer of water molecules. 
 
 
 
 
 
90 
 
 
Figure 4.15: (a) Hexagonal moiré pattern in bilayer graphene. (b) Another hexagonal moiré pattern due to bilayer 
graphene. The pattern changes across the graphene grain boundary as the alignment angle changes between the top 
and bottom graphene sheets. (c) Buried grain boundary in bilayer graphene. In this case, the grain boundary is in the 
bottom graphene layer rather than the top. (d) Spatial derivative image of (c) showing the continuous graphene 
lattice in the top layer. Image reprinted with permission from reference [98]. Copyright 2013 American Chemical 
Society. 
 
 
91 
 
 
Figure 4.16: A large hole in the top layer of a region of bilayer graphene. The graphene sheets are aligned such that 
no moiré pattern is visible. 
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Figure 4.17: (a) Large-angle graphene grain boundary on bilayer graphene. (b) Small-angle graphene grain boundary 
on water/mica. Note the nice periodic structure of the misalignment defects. (c) A triple grain boundary where three 
graphene grains intersect. (d) Another triple grain boundary where one grain forms an exact right angle. 
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CHAPTER 5  
SUMMARY AND FUTURE WORK 
 
5.1 Summary 
 To summarize, we have discussed the importance of understanding graphene-substrate 
interfaces and have described the work that we performed in order to help achieve this goal. Our 
experiments on the interactions between graphene and III-V semiconductor substrates have 
identified a novel electronic semi-transparency effect, which could be applicable in making 
graphene heterostructures. We also showed the importance of taking the STM tip geometry into 
account when studying malleable 2D materials such as graphene. Our work on desorbing 
hydrogen from below graphene sheets on hydrogen-passivated Si (100) revealed the influence 
that the substrate had on graphene’s electronic properties. Controlling hydrogen desorption with 
atomic precision could lead to the creation of novel nano-structures and new surface physics. A 
better understanding of the process by which the hydrogen escapes could also teach us about the 
permeability and intercalation of gases and molecules under graphene.  
 Our experiments with graphene on mica are bringing us closer to identifying the structure 
of the interfacial water layer, and could answer long-standing questions on how nano-confined 
water behaves between hydrophilic and hydrophobic surfaces. This could have significant 
implications in understanding protein folding as well as how biomolecules interact in water. 
Material interfaces will bring about the next scientific revolution, whether it be in novel solid 
state structures, or in the interface between biology and nanoelectronics, and the UHV-STM is 
well-positioned to be at the forefront of this new wave of research and discovery. 
 
 
94 
 
5.2 Future Work 
We have already run many experiments characterizing graphene on different substrates, 
but many of them have also raised further questions that are worth exploring. In the case of 
hydrogen desorption from under graphene, we would like to gain a better understanding of the 
mechanism by which the hydrogen is escaping. This could lead to the creation of better 
interfaces for graphene-based devices. Many experiments will also be made possible after 
completion of our low-temperature STM, including a follow-up cryogenic study of confined 
water trapped between graphene and mica. In this section, we will detail some experiments that 
may answer these questions. 
In our experiments desorbing hydrogen from below monolayer graphene flakes, we 
assumed that we had removed the hydrogen completely and created a graphene-Si (100) 
interface. However, it may be useful to run a control sample of graphene on clean Si (100) to see 
if the hydrogen was truly removed. We would also be able to gauge whether the electron 
injection and/or hydrogen desorption process caused any changes to the way the graphene and Si 
(100) interacts. Previous attempts to run this experiment have failed due to contamination issues, 
since the clean Si (100) surface is highly reactive. The ultimate goal is to achieve controllable 
local depassivation of hydrogen atoms under large graphene sheets. Our own data, as well as that 
of other groups have already shown that the presence of hydrogen can significantly alter 
graphene’s band structure. The ability to alter the electronic properties of graphene on the 
nanometer scale may very well lead to the development of exciting and novel graphene-based 
devices. 
After getting the low-temperature STM online, we will be able to image at temperatures 
below liquid nitrogen. This will enable variable temperature studies on a variety of samples, 
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including the graphene-water-mica system. It would be extremely interesting to characterize the 
temperature response of nano-confined water using STM, especially near its glass transition 
temperature. There is still much controversy relating to the behavior of nano-confined 
water,
108,109
 and being able to image its structure and determine its glass transition temperature 
will go a long way in resolving those controversies.  
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APPENDIX A  
DESIGN OF A LOW TEMPERATURE UHV-STM 
 
A.1 Design and Construction 
In this appendix, we will detail the design and construction of a low temperature scanning 
tunneling microscopy system for the Lyding Lab. Performing UHV-STM at low temperatures 
has many benefits, including better spectral resolution, reduced surface diffusion, and the ability 
to study physical phenomena that only occur at low temperatures. While we will be using the 
Lyding STM
50
 and an existing vacuum system,
110
 the design of our cryogenic system will be 
completely novel. It is based off of a double-can design by Prof. Wilson Ho where the STM is 
located within two thermal shields.
111
 The outer shield is cooled to liquid nitrogen temperature, 
and the inner shield is cooled to liquid helium temperature. The STM stage is suspended inside 
the inner shield, and access for sample loading and unloading is granted via sliding doors in the 
thermal shields.  
 However, we have made two major modifications to the original design to better suit our 
needs. The first is the employment of a closed-cycle refrigerator for cooling rather than a liquid 
helium dewar. The closed-cycle refrigerator (pictured in Figure A.1) has the advantage of 
running off of electricity, enabling almost indefinite operational time and eliminating the need to 
refill a container with liquid helium every few days. Unfortunately the refrigerator is also a 
source of vibration so the system will have to be properly mechanically isolated. This then leads 
to our second major modification, which is to anchor the STM suspension spring outside of the 
thermal shielding. The primary benefit of this is to allow room for a longer spring, which will 
significantly reduce the oscillation frequency of any incoming vibrations.
112
 However, since the 
spring is now connected to the chamber which is at room temperature, this creates a direct source 
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of heat to the STM. The final design of our system will come down to balancing vibration 
isolation and thermal conductivity as unfortunately the two are mutually exclusive. 
 Our original design (pictured in Figure A.2) called for two concentric cans as the thermal 
shielding with the expander head of close-cycle refrigerator mounted to the bottom of the 
chamber. The cans could then be directly attached to the first and second cooling stages of the 
expander, maximizing heat transfer between the shields and the refrigerator. However, we ran 
into a design issue early in the construction phase when we discovered that the expander head we 
ordered did not allow for it to be mounted upside down. We had ordered a specialized 
vibrationally isolated expander, which instead of being one solid piece, had a rubber bellows 
connecting the expander and cold-finger. This rubber bellows acted as a containment membrane 
for a helium interchange gas, which transferred heat from the expander to the cold finger. This 
significantly reduced vibrational coupling between the refrigerator and the STM chamber, but it 
meant that the expander had to be mounted right-side up. 
 To address this issue, we were forced to redesign the thermal shielding. Instead of being 
mounted upside down on the bottom of the chamber, the expander would be suspended right-side 
up behind the chamber. A right-angle joint would then connect the cold-finger to the backs of the 
shields through a port in the back of the STM chamber. This is diagramed in Figure A.3. The 
shields themselves went from being concentric cans to nested boxes, as the flat surfaces made it 
easier to establish good thermal connections. The inner and outer shields are separated by four 
Teflon spacers, which act as the only thermal and mechanical contact between the two. Doors on 
the front of the shields allow for access to the tip and sample, and a sliding window on the side 
allows us to see the tip-sample junction. The boxes are shown in Figure A.4. This design 
necessitated an increase in distance between the cold-finger and thermal shielding, which had a 
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negative impact on cooling efficiency. However, after tightening all of the joints and stuffing 
them with a thin layer of indium foil, we were able to cool the inner shield to ~10 K.  
 The next step was to develop electrical feedthroughs for the STM and supporting sensors. 
Ideally all of the wiring would come through an opening in the top of shields with the STM 
suspension in order to reduce vibrations in the STM, but a desire to keep the opening small to 
suppress radiative heating led us to design a feedthrough attached to the side of the shields. The 
material we chose was Shapal-M,
113
 as it is both electrically insulating and a good thermal 
conductor. Thin, Teflon-coated, stainless steel wiring was used to connect the outside of the 
feedthrough to the STM chamber to reduce thermal conduction, and thin, polyimide-coated 
copper wire was used to connect the inside of the feedthrough to the STM to reduce vibrational 
coupling. 
 The STM suspension assembly is basically one long spring that connects the top of the 
chamber to the STM. Since it provides a direct conductive heat path between the cooled STM 
and the room temperature vacuum chamber, the assembly needs to be as thermally resistive as 
possible. To that end, we choose to use stainless steel as our suspension material due to its high 
tensile strength and relatively low thermal conductivity. We also try to minimize the cross-
sectional area of our components, again to reduce thermal conduction between the STM and the 
chamber. Since the STM will not be located on a stage due to space constraints inside the 
thermal shields, it is connected to a heavy copper mass via a rigid rod to ensure that its center of 
gravity does not radically change when the sample is walked in and out. The copper mass is 
located outside of the thermal shields and can also be magnetically dampened to further reduce 
vibrations. The STM suspension assembly with the spring is pictured in Figure A.5. The actual 
STM holder is made of aluminum and is connected to the rest of the assembly via a Teflon 
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block. This block acts as an additional thermal isolator between the STM and the rod, since 
Teflon has a much lower thermal conductivity than stainless steel. The finalized chamber design 
is pictured in Figure A.6.  
 Unfortunately, when testing the cooling capabilities of our finished design, we 
encountered some problems. The first was that the STM holder does not cool down to the same 
temperature as the shielding around it, even when it is not thermally contacted with anything else 
(shown in Figure A.7). This is extremely odd, as eventually it should equilibrate with its 
surroundings according to the laws of thermodynamics. One possibility is that our silicon diode 
temperature sensors were malfunctioning. We also experienced many issues working with thin 
wires going through the electrical feedthrough in the thermal shields, and it is possible that 
something was shorted. However, after switching the diodes around and testing the wires, we did 
not find any obvious faults. Another possibility is that the bottom of the inner box is at a higher 
temperature than the rest of the inner box, since it is the portion that is connected by Teflon 
supports to the warmer outer box. If that were indeed the case, then it would be better to lock the 
STM holder to the top of the inner box for initial cool-down rather than to the bottom. 
 Unsurprisingly, we faced a similar problem when testing system cooling with the 
suspension mechanism attached to the STM holder. This is pictured in Figure A.8. The added 
thermal load from the suspension caused the STM holder temperature to equilibrate ~10 K 
higher than without the suspension attached (this was while in thermal contact with the inner 
box). This also caused the inner box temperature to rise ~10 K as well. Finite element 
simulations run using Comsol Multiphysics (shown in Figure A.9) confirm our hypothesis that 
the STM holder temperature rise is due to conductive heat gain from the suspension mechanism.  
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 To solve this problem, we would need to cool the suspension mechanism. The ideal way 
would be to have a separate closed-cycle refrigerator that the suspension spring can be attached 
to. The simplest way is to thermally anchor the outer shield to the copper mass that the STM is 
attached to. Hopefully, this will be enough to let the STM equilibrate to our target temperature. 
 Moving forward, our goals in the near future are to build the STM that will go into our 
chamber, attach it to the cooled suspension mechanism and measure the temperatures at which it 
equilibrates. We would also like to attach the STM electronics and do some scanning under turbo 
vacuum. The stage, as well as the sample preparation tools and tip garage will also have to be 
installed. An assembly that attaches the sample holder to the STM and measures the sample 
temperature will also need to be designed and built. Once the base system is running, tweaks can 
be made to the cooling system to obtain a lower equilibrium temperature.   
 
A.2 Maintenance and Operation 
 The most difficult part of the installation process is putting the thermal shielding and 
STM into the vacuum chamber. The STM and shielding need to be installed as a single unit as it 
would be next to impossible to make electrical connections to the STM when it is inside the 
vacuum chamber. The first step is to assemble the STM and shield assembly on the bench, and to 
make sure all of the wiring is connected and working properly. It is recommended that the 
horizontal cold finger and shield are attached as well, since the screw that tightens the cold finger 
to the back of the inner box will be difficult to access inside the vacuum chamber. Once that is 
complete, the entire assembly can be inserted through the front of the vacuum chamber. The 
horizontal cold finger and shield are inserted into the access hole in the back of the vacuum 
chamber while the boxes rest on top of the Teflon block in the middle of the chamber. The 
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horizontal cold finger and shield can then be connected to the vertical cold finger and shield on 
the expander at the right angle joint coming out of the back of the main chamber. To ensure good 
thermal contact between all of the pieces, either thin indium or gold foil should be inserted in the 
joints. 
 The STM suspension assembly is most easily installed by first attaching the spring to the 
copper mass and inserting the whole thing through the viewport in the chamber above the main 
chamber. The spring can be fed through the xyz-manipulator and to the top, where it is attached 
to a rotational manipulator. The rod can then be screwed onto the bottom of the copper mass, 
inserted through the tops of the boxes, and attached to the STM holder.  
 Once everything has been installed, the system should be self-sufficient. The closed-cycle 
refrigerator can operate for 12,000 hours before any scheduled maintenance is required. The high 
purity helium tank that supplies the expander interchange may need to be replaced every few 
months depending on usage. However, the introduction of a no-bleed regulator should 
significantly increase operation time. If the system is not being cooled, it is best to shut off the 
valve to the helium tank to reduce gas leakage through the lines. 
 When preparing to turn on the closed-cycle refrigerator, one should first check the helium 
pressure in the compressor to make sure that it is at the correct value (200 - 205 psi when not 
turned on). Next, the air in the interchange is purged with helium. The pressure in the 
interchange is raised to 1.5 torr, which will activate the pressure release valve on the expander 
(valve opens at 1.25 torr). Then the pressure is reduced to 0.3 torr by opening the manual valve 
on the side of the expander. This process is repeated at least four times to ensure that the 
interchange is filled with helium and that there is no water vapor present. The compressor is then 
turned on, and immediately afterward, the cooling water is also turned on. The cooling water 
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cannot be left on when the compressor is off because it will cause the oil inside the compressor 
to coagulate and render it impossible for the motor to spin up.   
 When turning the refrigerator off, first turn off the compressor, and then shut off the 
helium supply to the interchange. As soon as the compressor is turned off, the interchange 
pressure will shoot up due to the warming of the helium inside the rubber bellows. As we are 
using a no-bleed regulator, it is important to monitor the pressure in the interchange and to watch 
for any expansion in the rubber bellows. If the pressure inside the bellows is too high, there is a 
chance of catastrophic failure. Under normal circumstances, the overpressure relief valve on the 
expander should be able to handle the excess helium pressure. However, if it looks like the 
bellows are beginning to deform, you should open the manual pressure release valve. Do not 
forget to shut off the cooling water. For more in-depth descriptions of the maintenance and 
operation of the closed-cycle refrigerator, please refer to the technical manuals provided by ARS 
Cryogenics. 
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A.3 Figures 
 
Figure A.1: Images from Advanced Research Systems (ARS) of their DE-204S Expander with DMX-20B vibration 
isolation interface (left) and their ARS-4HW water-cooled helium compressor (right). The end of the cold finger on 
the expander pictured in the left should be able to reach ~4 K. 
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Figure A.2: Cross-section of the original low temperature STM design. The expander head is mounted on the bottom 
of the main UHV chamber, and directly contacts the two thermal shields, which are concentric cans. Unfortunately, 
we were not able to mount the closed-cycle refrigerator upside down, and this design had to be scrapped. 
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Figure A.3: Modified design with rectangular box thermal shielding and the closed-cycle refrigerator mounted from 
the rear. The boxes will be supported from the bottom of the chamber via four hollow stainless steel rods.  
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Figure A.4: Design of the rectangular thermal shields. The inner shield is nested within the outer shield and they are 
connected via four Teflon supports on the bottom of the box. The left side of the boxes sports a viewing window and 
electrical feedthroughs. Sample access is gained via the hinged front doors and the contact to the refrigerator is in 
the rear. 
 
 
 
 
 
 
 
 
107 
 
 
Figure A.5: Model of the STM suspension assembly. The STM holder is attached via a rigid stainless steel rod to a 
heavy copper mass. The copper mass prevents the STM from moving too much when a sample is being walked into 
range. The mass can also be magnetically dampened, further reducing vibrations in the STM. The copper mass is 
then suspended from the top of the STM chamber via a single stainless steel spring. 
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Figure A.6: Modeled and actual pictures of the low temperature STM vacuum chamber. The loadlock is separated 
from the main STM chamber via a gate valve (there is no chamber for sample preparation). Sample preparation will 
take place inside the STM chamber on a stage that is located outside of the thermal shielding. A turbo pump can be 
used to evacuate both the loadlock as well as the main chamber during bake-out. The expander head of the closed-
cycle refrigerator is suspended from the ceiling in the rear of the main chamber. This will help to reduce vibrational 
coupling from the group to the chamber.  
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Figure A.7: Cooling test without the STM suspension assembly. The inner box equilibrated at ~11 K and the STM 
holder equilibrated at ~17 K. This is very odd as the STM holder is not in thermal contact with anything besides the 
inner box, and should equilibrate to the same temperature. It is possible that the bottom of the inner box is warmer 
than the back (where the silicon temperature sensor is located) since it is contacted to the outer box via four Teflon 
supports. 
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Figure A.8: Cooling test with STM suspension assembly. The inner box equilibrated at ~17 K while the STM holder 
equilibrated at ~27 K. The STM holder was in direct thermal contact with inner box. The additional heat gain from 
the suspension mechanism is the most likely culprit for the increased temperatures. 
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Figure A.9: Comsol Multiphysics simulation of thermal gradients for the STM and thermal shielding. The materials 
and dimensions of the shields are accurately represented, while the STM chamber is modeled using a hollow 
cylindrical stainless steel tube set to room temperature. To model the cooling action of the closed-cycle refrigerator, 
the temperature of the back plate of the inner box was set to 10 K. The STM itself is modeled using a copper block 
attached to a smaller Teflon block that is then attached to a stainless steel rod that goes all the way up to the room 
temperature vacuum chamber. The length of the rod was set to be fairly long, to mimic the conduction length of the 
spring. The STM equilibrated at ~20 K, rather than the intended 10 K, due to the extra thermal conduction from the 
suspension rod. Removing the rod caused the STM to drop down to 10 K, while reducing or enlarging the size of the 
access hole on top had a negligible effect.  
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