Marginal checking of a Markovian degradation unit is treated when time interval to the next checking is not fixed but obeys a certain general distribution. The problem of determing the optimal set of the states at which the unit is replaced with a new one (marginal set) is discussed. It is solved by using Markov-renewal programming with modified policy iteration cycle. It is showed that control limit rule holds for the optimal policy. The expected cost associated with preventive maintenance and corrective maintenance when the unit is operated in an infinite time span (cost rate) is derived. The unimodality of the cost rate with respect to the control limit is discussed, and a necessary and sufficient condition for preventive replacement to be effective is given.
Introduction
We consider a unit which is capable of assuming many states. Flehinger [3] considered a model where it is assumed that a unit may be in anyone of states O,l, ... ,n,n+l (0 : good state, l, ... ,n : degraded state, n+l : failed state) and during a normal operation these states constitute a continuous parameter Markov process in which n+l is the absorbing state. (Such unit is called a Markovian degradation unit.) She determined the operating characteristics of policy which is called control limit rule when the checking interval is specified and it is constant. A control limit rule is of the simple form: Replace the unit if and only if the observed state is one of the st~es m,m+l, ... ,n,n+l for some m. The set of states m, ... ,n+l is called marginal states and state m is called control limit. For the case that the checking interval, the time for preventive maintenance and corrective maintenance are constant and have the same length, the optimality of control limit rule can be verified [2] , by using a Markovian sequential decision process. In such case the policy, which minimizes the expected cost per one transition of the process constituted of the states of the unit at checking time and at the time instant of the completion of maintenance, is the same as the policy which minimizes the expected cost per unit time. However, in more general case where the checking time interval is probabilistic, they are not necessarily identical. In this paper, we consider almost the same unit as that of [3] but the checking interval is not constant. That is, we treat the case where the checking interval is distributed for some reason even if it was predtermined.
For example, if we have two machines and only one repair man. When one machine is under repair, the other machine can not be checked at the predtermined checking time and must wait until repair completes. Therefore, checking time of operating unit is disturbed. For a Markovian degradation unit in such case, we consider the problem of determing the optimal set of states at which preventive maintenance (PM) is performed which minimizes the expected cost per unit time in an infinite time span (cost rate).
Note that maintenance in any degraded state is called PM and in the failed state it is called corrective maintenance (CM).
In the following, we explain the Markovian degradation in more detail.
The unit is subject to random failure from any state; the failed unit is maintained. As a unit degrades more, its failure rate increases. The unit has the following properties in the absence of maintenance.
(i) The transition rates from one st.ate to another are independent of time, i.e., are constant.
(ii) The transition rates from state i to n+1 are lower as i is lower.
In the absence of maintenance, t.he state number can not decrease.
(iii) From state i, only a transition,to i+1 or n+1 is possible.
For such unit, at each checking time we have the following three actions.
(PM) We perform PM.
(W) We don't perform PM and wait the next checking time.
(CM) We perform CM.
In our model, the problem is to determine the set of states for which the action (PM) is to be selected.
In this optimization problem the following assumptions are made. Considering that the unit is in failed state under CM, ca < cl' For PM to have meaning,
If the unit is in n+l at checking time, it is immediately maintained. Immediately after PM or CM, the unit is in state O.
Under the above assumptions, we shall derive the optimal policy which is given by some combination of actions (PM), (W) and (CM), using the theory of Markov-renewal programming (section 3). And we shall show that in the optimal policy, control limit rule holds (section 4). Moreover, we shall determine the operating characteristic (cost rate) of the policy (control limit rule) and give the necessary and sufficient condition that PM is useful (section 5).
In section 6, some numerical examples will be given. 
These are the transition probabilities of the unit with no maintenance.
Markov-renewal Programming Formulation
Noting that if the unit is in n+l at checking time, it is always maintained, we consider the following states:
EO
the time instant at which PM or CM has been completed, or at which checking has been completed and the unit is in state 0,
E.
the time instant at which checking has been completed and the unit is 1.- in state i, i=l, ... ,n+l.
States EO' El"'" En+l constitute a semi-Markov process [7] since each checking time instant is a regeneration point (regeneration point is the time instant at which the process is considered to start, e.g., in Markov process, every time instant is a regeneration point). And the time instants at which we can make some decisions are only EO' E'l"'" En' En+1" Moreover, it is easily seen that for every policy, the imbedded Markov chain of EO, ... ,En,E n + l is ergodic. Therefore, we can formulate our optimization problem by Markovrenewal programming [5] . However, we use a Policy Improvement Routine (PIR) which is different from the ordinary PIR in the Policy Iteration Cycle (PlC).
We start our PlC by first guessing the initial policy and second going to The following three quantities play important roles in Markov-renewa1
programming:
the expected time to the next transition
n+ the expected cost to the next transition
the transition probability in imbedded Markov chain
Using the above quantities, we have the following VDR.
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If the cost rate g obtained in this VDR is equal to the one obtained in the previous VDR, we have the optimal poliey (current policy). Otherwise, go to PIR.
Policy Improvement Routine (PIR)
We define the following quantities, which play important roles and which have no special physical meaning. In the following, we shall show that our PlC leads us to the optimal policy.
Proof of PlC
We shall show that our PlC gives us the optimal policy. Suppose that we have evaluated a policy A at some PlC and the PIR has produced a policy B that is different from A. Use superscript A and B to indicate the quantities rele-B A vant to policy A and B. We seek to prove g $ g
For policy B, from (3.3), we have, (3.8) It follows from the definition of PIR, since B was chosen over A, (3.9) Copyright © by ORSJ. Unauthorized reproduction of this article is prohibited.
Marginal Checking of a Markovian Degradation Unit
From (3.8) and (3.9), we have
In the following, by induction, we shall show that 
B A For both cases (i) and (ii), g ~ g holds. Since g is positive for all policicies and since our PIe reduces the cost rate g, it converges to a certain limiting value. Moreover, in a similar discussion to the above one, it is easily shown that it is impossible for a better policy to exist and not to be found at any time by PIR.
Q.E.D.
Proof of Control Limit Rule
Since the optimal policy exists in the policies constructed from the actions which give v.*(g) (for brevity, we let D.*(g) to be such action), it is ' Z-' Zsufficient to discuss the property of such policies for investigating the property of the optimal policy.
We have the following lemmas. The proof of lemma 1 is easily done, and is omitted.
Lemma 2. (4.2)
Marginal Checking of a Markovian Degradation Unit
Proof.
From the definition of ~., f. and lemma 1, (4.2) is easily shown.
~ ~ Theorem 1.
For the optimal policy, control limit rule holds.
We define, 
and from lemma 2, we have
.. ,n-l. In this case control limit rule holds in the special form, that is, control limit is state n+l. In the following, we consider the case where D *(g) = (PM). We assume that D.*{g) = (PM). Then we seek to show
J+l n ), then we have be proved by induction. We assume
Operating Characteristic
In this section, we shall give the cost rate when we operate the unit under a policy of control limit rule. When control limit is m+1 ( We define the following quantities to unclutter the equations. 
.J
Here, we have had the cost rate g.
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We can also obtain the optimal policy by using (5.8) instead of using PlC. That is, it is to be
Conc 1 us i on
We have considered a marginal checking model where a Markovian degradation unit is treated and checking interval is not regular but probabilistic.
The problem of an optimal preventive maintenance has been discussed and we have showed that it can be solved by using Markov-renewal programming with a little different policy improvement routine from the ordinary one. This PIR is applied to the process where all states except only one state (in our mode~ it is EO) are irreversible, that is, only the transition from state i to state j ( >i) possible.
By using this PlC, we have showed that in the optimal policy, control limit rule holds, though the ordinary PlC may do. We should note that there exists the case where the policy that control limit is state 0 or state n+l is optimal. We have showed the condition that the policy that control limit is state n+l is optimal, but we have not so much refered to the case where the optimal control limit is state O.
If we put H(t)=O for t < T, 1 for t ~ T , then our model becomes the one where checking interval is constant. And if we let T + 0, then it becomes the one where the unit is observed continuously in time.
