[1] This paper presents a computational analysis for evaluating critical non-point-source sediment and nutrient (specifically nitrogen) processes and management actions at the watershed scale. In the analysis, model parameters that bear key uncertainties were presumed to reflect the importance of natural processes and/or management actions that they represent. The multiobjective generalized sensitivity analysis and the tree-structured density estimation procedures were used in combination to investigate correlation structure in the parameter space while accounting for multiple objectives. Using the Soil and Water Assessment Tool, this framework was applied to the Dreisbach watershed in Indiana in the Midwestern portion of the United States. Results showed that incorporation of parameter interactions and multiple objectives is essential to obtaining conclusive information about critical system processes and management actions. Interactions between surface runoff volume and within-channel processes were critical to describe transport of sediments in the study watershed. Key management actions for total nitrogen control were found to be nitrogen fertilizer application and upland farming practices. The sensitivity analysis reported herein could be used to derive a list of key non-point-source best management practices for development of watershed management plans. Implications of the analysis that are relevant to calibration of complex watershed models are discussed. 
Introduction
[2] Identification of natural processes and management actions that control non-point-source pollution is essential for development of watershed management plans. The current handbook of the Environmental Protection Agency for developing watershed plans [U.S. Environmental Protection Agency, 2005] recommends implementation of best management practices (BMPs) in portions of the watershed that are believed to contribute intensively to non-point-source pollution. Locating critical areas, however, is complicated because contaminants are carried along with the flow, and water movement over a watershed tends to be fairly dynamic, behaving in a nonlinear fashion. Potential interactions among hydrologic, fluvial, and nutrient processes and non-pointsource pollution control measures should be identified and included in designing watershed management scenarios. Such information could be obtained by integration of computational techniques with hydrologic/water quality models.
[3] Previous studies have utilized optimization methods to design near optimal combination of BMPs [Srivastava et al., 2002; Veith et al., 2004; Arabi et al., 2006a] . These methods search for the optimal location of selected management practices for non-point-source pollution control in a watershed system. As the number of selected BMPs increases, the number of model evaluations for identifying the optimal solution increases exponentially. Thus these optimization studies have focused on spatial allocation of only a few BMPs. Nearly a hundred BMPs for NPS pollution control are recommended by the Natural Resources Conservation Service (National conservation practice standards-NHCP, in Electronic Field Office Technical Guide (eFOTG), Section IV-Practice Standards and Specifications, 2006, online manual available at http://www.nrcs. usda.gov/Technical/efotg/). Evaluation of impacts of all these practices, even within small watersheds, is infeasible. In this study, we present a novel approach to systematically abridge the list of key BMPs for sediment and nutrient control at the watershed scale. The methodology is based on the hypothesis that analysis of uncertainty of model simulations can underscore critical processes and key management actions for non-point-source pollution control.
[4] Inverse modeling approaches based on sensitivity analysis have been used in the past to obtain information about important system processes in a variety of disciplines. Osidele et al. [2003] utilized a sensitivity analysis to investigate the importance of sediment and nutrient processes in a section of the Chattahoochee River (nearly 115 river miles) in Atlanta. The univariate regionalized sensitivity analysis (RSA) [Spear and Hornberger, 1980] was used in conjunction with the multivariate tree-structured density estimation (TSDE) [Spear et al., 1994] to account for the correlation structure in the parameter space. The regionalized sensitivity analysis was also utilized by Zheng and Keller [2006] for sensitivity analysis of the Watershed Analysis Risk Management Framework (WARMF) model and its management implications.
[5] The one-at-a time sensitivity analysis [Pitman, 1994] , factorial design, and the Fourier amplitude sensitivity test (FAST) [Saltelli et al., 2000] are some other sensitivity analysis methods. These sensitivity analysis methods determine parameter sensitivities for a single model response (e.g., average annual sediment yield). Bastidas [1998] developed a multiobjective generalized sensitivity analysis (MOGSA) based on the regionalized sensitivity analysis to consider the influence of multiple criteria on parameter sensitivities. Previous research based on MOGSA Meixner et al., 1999; Liu et al., 2004; Demarty et al., 2005] , while incorporating multiple criteria, were limited in revealing the multivariate correlation structure in the parameter space.
[6] The work of Osidele et al. [2003] and van Griensven et al. [2006] are examples of studies that applied a multivariate approach for sensitivity analysis of sediment and nutrient processes. However, they evaluated model sensitivities on the basis of a single output or its trajectory, and did not clearly address the interactions between flow, sediment, and nutrient criteria. To our knowledge, both multivariate interactions and multiple criteria (or objectives) have not been incorporated simultaneously for performing a sensitivity analysis with a complex watershed model such as Soil and Water Assessment Tool (SWAT) [Arnold et al., 1998 ]. Also, implications of sensitivity of non-point-source sediment and nutrient processes and/or BMPs in holistic watershed management have not been discussed. These shortcomings are addressed in the present work.
[7] In this study, we investigate the utility of computational approaches for identifying critical NPS processes and key BMPs that are likely to control fate and transport of sediments and nutrients (specifically nitrogen) in watershed systems. To this end, the MOGSA and TSDE procedures are linked with a comprehensive watershed model (Soil and Water Assessment Tool) to (1) develop a new sensitivity analysis framework that can handle interactions in the parameter space as well as multiple trajectories of model outputs, and (2) demonstrate the application of the computational analysis to highlight critical sediment and nitrogen processes in an agricultural watershed in Indiana. With simultaneous incorporation of multicriteria and multivariate approaches, the developed framework provides a novel capability for dealing with important issues for holistic watershed management. Critical non-point-source sediment and nutrient processes, key agricultural BMPs, and their potential interactions can be evaluated. Watershed management programs such as the total maximum daily load (TMDL) and the USDA's environmental quality incentive program (EQIP) would significantly benefit from such analysis. Another feature of the present work is that real system response data are utilized in the analysis.
[8] The remainder of this paper is organized as follows. The multiobjective generalized sensitivity analysis and treestructured density estimation procedures are discussed in section 2. Our proposed framework for sensitivity analysis of sediments and nutrient processes is described in section 3 along with the case study watershed where the application of the methods is demonstrated. Section 4 presents results and discussion of the analysis followed by major conclusions of the study in section 5.
Background Theoretical Considerations

Multiobjective Generalized Sensitivity Analysis (MOGSA)
[9] The multiobjective generalized sensitivity analysis (MOGSA) is an extension of the regionalized sensitivity analysis [Spear and Hornberger, 1980] . Regionalized sensitivity analysis aims at identification of critical uncertainties in order to evaluate the relative importance of individual parameters that exert the most influence on system behavior. The procedure utilizes a uniform sampling of the parameter space and involves (1) a qualitative definition of the behavior of the system under study (criterion function C), and (2) a binary classification of the parameter space (S) into good (behavior B) or bad (nonbehavior B) regions. The strength of the method lies in the classification scheme, which facilitates the application of multivariate statistical methods to explore the level of significance that the posterior probability density function of each element of the parameter vectorã in the behavior region f m (ãj B) deviates from the one in the nonbehavior region f n (ãj B). A Kolmogorov-Smirnov two sample test is performed to test the hypothesis that for a given parameter a k 2ã, f m (a k jB) differs from f n (a k j B):
where F m (a k jB) and F n (a k j B) are, respectively, the cumulative density functions corresponding to f m (a k jB) and f n (a k j B) for m behavior and n nonbehavior model simulations. The sup x notation refers to the largest vertical separation between F m (a k jB) and F n (a k j B). The d m,n statistic can be used to determine the relative importance of the uncertainty associated with each element of the parameter vector, with higher values indicating higher influence on model outputs.
[10] Bastidas [1998] developed the MOGSA by using the Pareto ranking method [Zitzler and Thiele, 1999] for selection of the threshold for behavior/nonbehavior classification of parameter sets. The multicriteria response of the model based on l multiple criteria (C i ; i = 1,. . .,l) on the parameter space (S) can be defined as
whereã & S. Mathematically, for a maximization problem, parameter setã dominates parameter setb (ã 1b) iff [Zitzler and Thiele, 1999] :
Parameter sets that are not dominated by any other set are labeled nondominated and form the Pareto optimal set. Improving the multiple criteria response of the model in one dimension in the Pareto optimal set cannot be achieved without degrading in another. In MOGSA, the n + m random realizations of the parameter space are ranked on the basis of the concept of Pareto optimality. First, Pareto set 1 is identified and set aside. The Pareto optimal set from the remaining parameter vectors is assigned rank 2. The procedure continues until the entire sampling domain has been processed. Next, a threshold Pareto rank is selected to partition the sampled parameter vectors into behavior or nonbehavior classes. Bastidas et al. [1999] argued that the choice of this threshold should be based on two criteria:
(1) achieve a higher number of sensitive parameters with a smaller sampling size (n + m), and (2) give stable results regardless of the sampling size.
Tree-Structured Density Estimation (TSDE)
[11] Spear et al. [1994] recognized that despite the conceptual simplicity of the regionalized sensitivity analysis, its applicability may be limited as a result of different correlation structures among parameters. The tree-structured density estimation (TSDE) methodology was developed to obtain information relevant to the interactions between model parameters in the complex nonuniform behavior region. The TSDE procedure is as follows. The m behavior parameter vectors are treated as independent samples from an unknown probability distribution function f (ãjB). To construct an adequate approximation of this unknown distribution, the behavior parameter space (S B ) is partitioned into q subspaces (S B = S q i¼1 S B;i ). A local estimate of the relative density for the i th subspace (S B,i ) with volume (V i ) can be defined as [Spear et al., 1994] 
where m i is the number of behavior parameter vectors in S B,i . With p reflecting the number of individual model parameters, the [m Â p] parameter hypercube can be split into q subspaces in q Â p ways. The search algorithm for finding the optimal split involves minimizing a loss function (L) that mimics deviation off (a k jB) from f (a k jB) and can be defined as (this equation has been corrected) [Spear et al., 1994 ]
If the parameters were uniformly distributed in the parameter space S B (i.e., no split was required), the first density estimate (f 0 ) and the first loss function (L 0 ) would be equal to 1/V and À1/V, respectively, where V reflects the volume of the behavior space (B). The splitting process is performed successively, and begins with splitting the parameter space into two subspaces. While the loss function corresponding to the first split L 1 is always less than L 0 , L 0 -L 1 is a measure of accuracy of approximation of the density function. Therefore maximizing L 0 -L 1 is synonymous with minimizing the errors associated with density estimation. The parameter space is split on the axis of the parameter that produces the largest increase in the accuracy criterion (L 0 -L 1 ). Likewise, in the second recursion, each of the two subspaces constructed in the first step is split to two new subspaces. This procedure is repeated until either the accuracy of density estimate does not increase significantly or the density of each subspace is less than some critical value.
[12] The TSDE procedure finally yields a tree structure that reveals the multivariate correlations among model parameters. The top (origin) node in the tree represents the original sample space with normalized relative density equal to 1. The density of end (terminal) nodes indicates the relative importance of the corresponding intermediate parameters and their interactions for matching the behavior of the system under study. Beginning from the origin node and ending with a terminal node, each branch graphically depicts the interactions between model parameters.
Methods
Accounting for Parameter Correlation in Multiobjective Sensitivity Analysis
[13] A computational procedure ( Figure 1 ) was developed aiming at identifying critical processes that control the behavior of a given system. In this framework, model parameters serve as surrogates for internal system processes and external controls that they represent in the model's mathematical structure. The novelty of the analysis lies in reconciling multiobjective and multivariate approaches within an integrated framework for the analysis of uncertainty. Defining the behavior of natural systems typically involves multiple criteria that are likely to interact in a nonlinear fashion. Extracting credible inferences pertaining to critical processes in such systems necessitates the incorporation of multiple criteria in sensitivity analysis while accounting for interactions in the parameter space. In the present work, the MOGSA and TSDE methods are applied in conjunction to rank model input parameters according to the importance of their uncertainties for defining the system behavior. While the main effects of input parameters, independent of others, on multicriteria response of the model (equation (2)) are sought using the MOGSA results, the TSDE reveals multivariate interactions. The system behavior is defined using the Pareto ranking method (equation (3)) derived from either historical observations or a desired future state of the system. Implementation of the uncertainty analysis framework in Figure 1 is demonstrated through application to sediment and nitrogen non-point-source processes.
Choice of Watershed Model: Soil and Water Assessment Tool (SWAT)
[14] The framework outlined above is fairly general. In this paper, it was applied to identify non-point-source processes and management actions that are likely to control transport of sediments and nitrogen at the outlet of a small agricultural watershed in the state of Indiana in the US. The Soil and Water Assessment Tool (SWAT) [Arnold et al., 1998; Arnold and Fohrer, 2005] was chosen as the watershed model. SWAT is a process-based simulation model, operating on a daily time step. The model was originally developed to quantify the impact of land management practices in large, complex watersheds with varying soils, land use, and management conditions over long periods of time. SWAT uses readily available inputs and has the capability of routing runoff and chemicals through streams and reservoirs, and allows for addition of flows and inclusion of measured data from point sources. Moreover, SWAT has the capability to evaluate the relative effects of different management scenarios on water quality, sediment, and agricultural chemical yields in large, ungauged basins. Major components of the model include weather, surface runoff, return flow, percolation, evapotranspiration, transmission losses, pond and reservoir storage, crop growth and irrigation, groundwater flow, reach routing, nutrient and pesticide loads, and water transfer.
[15] It is worthwhile mentioning that the computational analysis presented here does not necessarily require using the SWAT model for simulating non-point-source processes. The current version of SWAT [Neitsch et al., 2005] was chosen because the case study deals with sediments and nitrogen and the model has a history of application in this regard [Santhi et al., 2001; Kirsch et al., 2002; Arabi et al., 2006b; Vazquez-Amabile et al., 2006] . The model has been validated under a wide variety of conditions and in watersheds ranging from small to large (reviewed by Arnold and Fohrer [2005] ), and a significant base of researchers continue to expand the science and functions within SWAT.
[16] Although several sensitivity analysis studies were performed with SWAT [Lenhart et al., 2002; Arabi et al., 2004 Arabi et al., , 2006b Muleta and Niklow, 2005; van Griensven et al., 2006] , they did not deal with multiple criteria. Thus implications of these studies for watershed management were limited.
Application to Non-Point-Source Sediment and Nitrogen Processes
[17] The computational procedure was implemented as follows. First, the natural process and/or management action represented by each input parameter of the SWAT model was identified. Model parameters, their suggested ranges, and the processes they represent were obtained from Arabi et al. [2006b] and are presented in Table 1 . These parameters can be categorized in two classes: (1) parameters that represent internal natural processes or external controls such as curve number (CN in Table 1 ) that represents surface runoff, and (2) parameters that represent external management actions such as USLE practice factor (USLE_P in Table 1 ). USLE practice factor indicates the importance of upland farming practices such as implementation of parallel terraces [Renard et al., 1997] . Likewise, width of edge-offield filter strip (FILTERW) reveals the importance of implementation of vegetative filter strips for sediment and nutrient pollutant load reductions.
[18] Next, 5000 parameter vectors were randomly generated with a Latin hypercube sampling (LHS) [McKay et al., 1979] strategy. The SWAT model was used to simulate monthly flow, sediment and nutrient outputs corresponding to each parameter vector. Model inputs and outputs were integrated with the MOSGA and the TSDE methods to investigate significance of input factors.
[19] The mathematical form of the criteria functions in equation (2) depends on the goal of the problem at hand . In the present work, we adopted the Nash-Sutcliffe coefficient [Nash and Sutcliffe, 1970] commonly used for calibration of hydrologic and water quality models [Santhi et al., 2001] :
where y andŷ refer to measured and simulated output variables, respectively, and y is the average of the N measured values ( y = criteria: (1) The number of sensitive parameters were stable within the 5000 model simulations (adapted from ), and (2) the behavior and nonbehavior classes contained at least 30 members in order to hold the statistical power for the Kolmogorov-Smirnov two-sample test.
[20] Hydrologic, sediment and nutrient processes are likely to interact in natural watershed systems. In this study, the effects of multiple criteria and their interactions on the results of the computational framework in Figure 1 were examined by evaluating three cases. These cases are summarized in Table 2 . In case I, multiple criteria included maximizing the E N-S computed for monthly streamflow and sediment outputs during the 1974 -1978 period. The results from this case were used to draw inferences relevant to sediment processes. In case II, the E NÀS computed for monthly streamflow and total nitrogen outputs during the 1974 -1978 period comprised the multicriteria objective function. Results from case II analysis alluded to processes that control movement of total nitrogen in the watershed. Case III objectives included the E NÀS for streamflow, sediment, and total nitrogen outputs and showed the processes that control both sediment and total nitrogen loads at the outlet of the study watershed.
Case Study: Black Creek Watershed, Indiana
[21] The application of the methods used in this study is demonstrated in the Dreisbach watershed in the Maumee River basin that drains into Lake Erie in the Midwestern portion of the United States. Hypoxia conditions in the Great Lakes motivated the choice of nitrogen as an important nutrient worth investigation. Figure 2 depicts the location and 1975 land use maps of this primarily agricultural watershed. The majority of the soils in the watershed fall in the type C hydrologic group with low to moderate infiltration characteristics. The Dreisbach watershed was subject to an extensive water quality monitoring program during 1974 through 1978. Daily precipitation, temperature, streamflow, sediment, and nutrient data were collected at the outlet of the watershed. A detailed description of the available data for the watershed can be obtained from Arabi et al. [2004 Arabi et al. [ , 2007 .
[22] SWAT subdivides the watershed into subwatersheds for computational purposes. Subwatersheds are further divided into hydrologic response units that are portions of a subwatershed with the same land use, soil, and management characteristics. Computations for estimation of runoff, sheet erosion and other processes are performed for each hydro- W06409 ARABI ET AL.: SENSITIVITY ANALYSIS OF SEDIMENT AND NITROGEN logic response unit. In this study, the Dreisbach watershed was subdivided into 23 subwatersheds. Threshold levels of 5% and 20% were used for land use and soils for distribution of hydrologic response units in each subwatershed. As a result, a total number of 364 hydrologic response units were used in SWAT simulations in the watershed. Simulation of 5000 SWAT simulations in the study watershed with the delineation scheme described above required nearly 46 hours of CPU time on a 2.0 GHz PC.
Results and Discussion
[23] The results showed that incorporation of multiple objectives significantly influences the sensitivity analyses. A sample of the posterior cumulative marginal distributions for the fraction change in curve number parameter (CN f ) is depicted in Figure 3 . The d m,n test statistic (equation (1)) reflects the largest vertical separation between the cumulative marginal distribution of behavior and nonbehavior parameter distributions. It was observed that the d m,n statistic used for ranking model parameters varied between the sensitivity analysis cases with different objective functions as described in Table 2 .
[24] Table 3 summarizes important input factors obtained from the MOGSA procedure for cases I thorough III. The 5% significance level was used to determine the key input factors. In all cases, curve number was found to be by far the most important parameter for sediment and nitrogen computations. This pointed to the significance of the runoff volume in transport of sediments and total N at the outlet of the Dreisbach watershed. Interpretation of these results, however, is limited because of interactions between model parameters and the natural processes they represent. For example, higher surface runoff volume could contribute to more intensive sheet erosion from upland areas and/or increase channel bed/bank erosion. To overcome these limitations, the correlation between these processes and their dominance in the study watershed was further examined by the TSDE procedure.
[25] Figures 4, 5, and 6 show the TSDE diagrams for the studied cases. In these diagrams, the first and second lines in each node reflect terminal number, and the relative density of the node, respectively. The third line shows the input factors that splits the intermediate nodes, or the percentage of behavior sample points that are contained in a terminal node. Obviously, the sum of percentage volumes of terminal nodes is 100%. In a TSDE diagram, terminal nodes are further grouped into high-density terminal nodes or lowdensity terminal nodes. The sequence of nodes and branches that ends with a high-density terminal node reveals the important or sensitive parameters. The closer a parameter is to the origin in the sequence, the more important is its influence on the objective function. Here, high-density terminal nodes were selected as follows. First, terminal nodes were sorted in a descending order of their relative densities (values in second line). Then, terminal nodes were selected from the top of the list such that summation of their respective percentage of behavior points in the third lines was more than 50; that is, high-density terminal nodes contained at least half of the input parameter sets (adapted from Osidele et al. [2003] ). Further discussion of the MOGSA and TSDE results for cases I through III follows.
Case I Analysis: Sediment Processes
[26] The case I analysis was used to examine the sensitivity of process parameters on the basis of streamflow and sediment yield computations. In this case, 360 out of 5000 parameter sets comprised the behavior set; that is, m was equal to 360. Results of the MOGSA analysis in Table 3 showed that curve number was the top rank for sediment yield, followed by the linear coefficient for channel transport capacity estimation SPCON, channel erodibility factor CH_EROD, and channel Manning's number CH_N2.
[27] Main channel sediment processes within the SWAT model include channel deposition and channel erosion (degradation). Whether a channel segment is undergoing erosion or deposition is determined by comparing its estimated transport capacity with sediment load in the streamflow. The transport capacity of channel segments (T ) is estimated as a function of peak flow velocity (v):
where SPEXP is the exponential coefficient used for sediment routing in the channel network with a default value of 1. Manning's equation is employed to estimate flow velocity in the channel network (v / 1 CH N 2 ). When the estimated transport capacity is larger than the existing sediment load, the channel segment is assumed to undergo erosion that is estimated as a linear function of channel erodibility factor (CH_EROD).
[28] The TSDE procedure complemented the MOGSA results accounting for multivariable interactions in the parameter space. Two high-density terminal nodes, S 8 and S 11 , were identified for case I analysis depicted in Figure 4 . Both high-density terminal nodes were defined by curve number and parameters that represent fluvial processes within the channel network {CN f ; SPCON; CH_N2}. All of these input factors appeared in the MOGSA results. However, the TSDE results led to important inferences about the control processes and management actions in the Dreisbach watershed. [29] The TSDE diagram in Figure 4 reveals the critical role of interactions between runoff volume and channel processes. Terminals nodes S 4 and S 5 defined by only curve number (CN f ) contained only about 10% of behavior parameter space. This indicated that surface runoff volume alone was not adequate to describe the system behavior. High-density terminal nodes S 8 and S 11 indicated that the interactions among surface runoff volume and channel processes controlled the system behavior for sediment yield. Thus management actions that decrease the transport capacity and erodibility of channel segments were identified as key actions for preventing or minimizing sediment transport to the outlet. Examples of these management options include grassed waterways and grade stabilization structures. Implementation of grassed waterways will decrease erodibility of the channel network and will increase flow resistance in the channel segments [Bracmort et al., 2006; Arabi et al., 2007] . Grade stabilization structures will minimize channel erodibility and will reduce transport capacity of the channel segment by reducing bed slope, thus minimizing bed/bank erosion and sediment transport in the channel network.
Case II Analysis: Total Nitrogen Processes
[30] Case II analysis elucidated the significance of process parameters for movement of total N in the study watershed. In this case, 779 parameter sets were retained in the behavior set (Table 3 ). The MOGSA results showed that the uncertainty of curve number values was key in describing the behavior of nitrogen processes in the study watershed. The next top two ranks were the concentration of organic nitrogen in the soil layer in agricultural fields ORGN_AG, and USLE practice factor USLE_P.
[31] The TSDE analysis for case II resulted in a simple diagram with only one high-density terminal node, S 8 {CN f , ORGN_AG, USLE_P}, as illustrated in Figure 5 . Similar to sediment load, movement of total nitrogen within the study watershed was most sensitive to the curve number value. Another high-ranking parameter was the initial concentration of organic nitrogen in the soil layer in areas with a row crop land use, denoted by ORGN_AG. This indicated that the nitrogen loadings generated at the agricultural fields were important to match the system behavior. Importance of ORGN_AG highlighted the relevance of anthropogenic agricultural activities such as fertilizer application which increases the amount of nitrogen available at upland areas prone to being transported by surface runoff. Also, importance of USLE practice factor, USLE_P, pointed to potential benefits of farming practices such as parallel terraces, strip cropping, and contour farming for minimizing nitrogen load in the watershed. 4.3. Case III Analysis: Implication of the Sensitivity Analysis for Model Calibration
[32] The objective function for case III analysis included maximizing the Nash-Sutcliffe criteria (equation (6)) for streamflow, sediment yield, and total nitrogen load. Comparison of this scenario with cases I and II clarifies the importance of multiple objectives in the analysis. The TSDE for case III resulted in a complex diagram with several highdensity terminal nodes with comparable densities (nodes S 21 , S 22 , S 23 , S 26 , and S 27 in Figure 6 ). The number of highdensity terminal nodes reflects the number of parameter combinations that match the system behavior, also known as multiple optima. In the Dreisbach watershed, several combinations of input parameters would fit the observed data equally when all three criteria were included. A large number of parameters were found to have critical uncertainties, unlike the simple TSDE diagrams obtained for cases I and II that indicated only a few parameters as being important for matching the defined system behavior.
[33] Comparison of cases I and II with case III point to a structural weakness in the SWAT model at handling sediment and nitrogen criteria simultaneously for the Dreisbach watershed. This is likely due to the absence of appropriate linkages between sediment and nutrient channel processes within SWAT, which was also discussed by Arnold and Fohrer [2005] . Results of case I showed that within channel processes were important in representing the system behavior for sediment yield. Conversely, it was inferred from case II analysis that transport of total nitrogen in the study watershed was mainly controlled by upland processes. Thus, when sediment and total nitrogen criteria were integrated in case III, application of the sensitivity analysis was confounded at effectively isolating model parameters with the most critical uncertainties.
[34] The foregoing results revealed important implications pertinent to the selection of objectives for calibration of complex watershed models such as SWAT. It was found that incorporation of multiple criteria based on different model outputs result in lack of parameter identifiability. In the case of application of SWAT to the Dreisbach watershed, inclusion of both sediment and nitrogen criteria in the analysis led to several high-density terminal nodes ( Figure 6 ). Evidently it would be more prudent to first calibrate streamflow and sediment components of the SWAT model, set aside the respective parameters, and then proceed to adjust parameters relevant to total N fate and transport.
[35] The computational analysis in Figure 1 could be employed to obtain information relevant to posterior distri- bution of process parameters. The behavior parameter set obtained from the multiobjective sensitivity analysis can be used to estimate the posterior probability distribution function of the parameters with critical uncertainties. As an example, Figure 7 shows the posterior histogram of the channel Manning's number CH_N2 constructed from the behavior set in case III. It is evident that the predefined uniform distribution in the [0.0,0.3] range for CH_N2 did not adequately describe its distribution. The distribution is clearly skewed to the left and peaks at 0.04-0.05 that is in concurrence with recommended values for natural streams [Chow, 1959] . Thus posterior parameter distributions from the multivariate sensitivity analysis can improve parameterization of watershed models.
Conclusions
[36] A framework has been presented to obtain information about critical NPS sediment and nitrogen processes at the watershed scale. In this framework, joint multivariate and multicriteria approaches point to natural processes, management actions and interactions thereof at the watershed scale. Incorporation of such interactions on the basis of multiple criteria (i.e., flow, sediment, and nutrients) is essential for implementation of holistic watershed management plans such as total maximum daily loads. The computational analysis can be utilized to abridge the long list of BMPs recommended for sediment and nutrient control. Inferences can be drawn relevant to the BMPs likely to achieve desired water quality standards at the watershed scale.
[37] The application of the methodology was demonstrated in a case study watershed in Indiana. Results indicated the dominance of interactions among surface runoff volume and channel processes in controlling fate and transport of sediments. It became evident that within-channel BMPs would significantly influence sediment loads at the outlet of the watershed. Total nitrogen response, however, was mostly sensitive to the correlation between runoff volume and upland processes/management actions such as nitrogen fertilizer application and parallel terraces. Although the use of Figure 6 . TSDE diagram for case III. Legend is provided in Figure 4 . these results may be limited to watersheds with similar characteristics as the Dreisbach watershed, the developed methodology can be used in other watershed systems.
[38] We also demonstrated the utility of the computational analysis for obtaining information pertinent to the posterior distribution function of model parameters. Better estimates of parameter distribution functions would assist in faster and more accurate calibration of the model. Finally, it was evident that identification of internal and external process parameters with the current structure of the SWAT model is limited when searching for an optimal parameter set based on combined sediment and total nitrogen criteria. This may be a reflection of the lack of suitable linkages between sediment and nutrient channel processes in the current functional structure of the SWAT model.
[39] There is often a temptation to develop more complex simulation models, with increasing number of input and output parameters, to address a variety of water quality problems at the watershed scale. Increasing number of process parameters combined with inclusion of more model outputs in the evaluation of model performance will likely exacerbate problems of parameter identifiability. The computational analysis we have employed in this study holds a great promise for assessing the tradeoff between improving the performance of watershed models and parameter identifiability. 
