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Abstract
We study several standard combinatorial constructions on simplicial complexes (e.g., barycen-
tric subdivision, join). We are interested in the question whether these constructions preserve the
properties evasiveness and collapsibility. In particular, we are interested in simplicial complexes
that are order complexes of posets. We show that the order complex of the direct product of two
posets is collapsible (resp., non-evasive) if the order complex of each factor is collapsible (resp.,
non-evasive). More surprisingly, we show that if  is a collapsible complex then its barycentric
subdivision sd() is non-evasive. c© 1999 Elsevier Science B.V. All rights reserved.
MSC: primary 06A07; 55U05; secondary 05C99
Keywords: Collapsibility; Evasiveness; Simplicial complex
1. Introduction
A simplicial complex  on a set 
 is a subset of the power set 2
 such that AB2
implies A2. In particular, a non-empty simplicial complex contains the empty set
;. An element A2 of a simplicial complex  is called face of . A face A of 
is called maximal if it is maximal with respect to the inclusion of faces as the order
relation. In this paper we study two combinatorial properties of simplicial complexes:
 (Collapsibility) A face A of a simplicial complex  is called free if A is not maximal
in  and there is a unique maximal face in  that contains A. If A is a face of  then
we denote by [A] the simplicial complex nfB jAB2g. If A is a free face of 
then the complex [A] is called an elementary collapse of . By Coll() we denote
the set of simplicial complexes 0 for which there is a sequence =0; : : : ; t =0
such that i+1 is an elementary collapse of i for 06i6t − 1. A complex  over
a non-empty ground set is called collapsible if the empty complex lies in Coll().
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 (Evasiveness) Assume two players A and B play the following game. Player A
knows the simplicial complex  (actually, for the denition,  just needs to be
some subset of the powerset of the ground set 
) and player B knows some subset
B of the ground set 
. Now player A starts asking questions to player B: ‘Is the
element ! in your set?’ and player B answers the questions truthfully. The questions
player A asks may depend on the answers player B has given before (i.e., player
A follows a complete binary tree whose nodes correspond to the elements asked
and whose edges correspond to the answers given by player B). Player A stops
as soon as he=she knows for sure that the set B of player B is contained in 
or that it is not contained in  (i.e., the leaves of the binary tree representing the
algorithm are labeled by the decisions 2 and 62 made by player A). A simplicial
complex  is called evasive if for all strategies (i.e., all possible complete binary
trees) which player A chooses there is a set B
 which aords j
j questions. If
there is a strategy aording less than j
j questions for all possible choices of the
secret set B then  is called non-evasive. Note that by our denitions the empty
complex is non-evasive as a complex over any non-empty ground set. On the other
hand the complex =f;g containing only the empty set is evasive over any ground
set.
Evasiveness is a concept that arose in connection with research on decision tree com-
plexity of graph properties (see for example [7]). Aanderaa and Rosenberg then conjec-
tured a lower bound for the complexity (i.e., number of questions asked) for nontrivial
monotone graph properties (see also the work of Lipton and Snyder [5]). This was later
veried by Rivest and Vuillemin [6]. A strong version of the Aanderaa and Rosenberg
conjecture was formulated by Karp. The Karp conjecture states that every nontrivial
monotone graph property is non-evasive [3]. Although many instances of this con-
jecture have been veried it is still open. The connection between evasiveness and
collapsibility was rst considered in the work of Kahn et al. [3]. They show that if
a complex is non-evasive then it is collapsible [3, Proposition 1]. They also provide
arguments for the fact that the other implication does not hold in general [3]. Collapsi-
bility is a concept that is considered in the framework of combinatorial topology. It is
a kind of combinatorial analog of contractibility, in particular a non-empty collapsible
complex is contractible | again the converse is not true (see Glaser’s book [2] for a
comprehensive overview on this subject).
In this paper we consider the following constructions of simplicial complexes.
 (Order complex) For a nite partially ordered set P (poset for short) the order
complex (P) of P is the simplicial complex on the set P whose simplices are the
chains (i.e., the linearly ordered subsets) x0<   <xt of P. We prove that if P
and Q are two posets such that (P) and (Q) are non-evasive (resp., collapsible)
then (P  Q) is non-evasive (resp., collapsible). Here P  Q is the poset on the
Cartesian product PQ with order relation (x; y)6(x0; y0) :, x6x0; y6y0. Similar
results are provided for the join of two posets.
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 (Subdivision) If  is a simplicial complex then we can regard  as a partially ordered
set, ordered by inclusion of faces. The order complex of nf;g is called barycentric
subdivision of  and denoted by sd(). We prove the following surprising result. If
 is collapsible then sd() is non-evasive.
2. Constructions preserving the properties
Before we start the analysis of combinatorial constructions with respect to eva-
siveness and collapsibility, we have to recall some theory. For a general simplicial
complex  on the ground set 
 and an element !2
 we denote by Link(!) =
fA2 j! 62A; A [ f!g2g the link of ! in , regarded as a complex over 
nf!g.
By n! we denote the deletion fA2 j! 62Ag, regarded as a simplicial complex over

nf!g.
Analogous to the constructions made for collapsibility Kurzweil [4] calls a subcom-
plex 0 of  a strong elementary collapse of  if for some !2
 the link Link(!) is
non-evasive and either 0=n! 6= f;g or 0=; and n!=f;g. By StColl() we de-
note the set of all subcomplexes 0 of  such that there is a sequence =0; : : : ; t=0
of subcomplexes of  where i+1 is a strong elementary collapse of i for i=0; : : : ; t−1.
The following result of Kurzweil [4] explains the relevance of this concept. Fig. 1
Proposition 2.1 (Kurzweil [4]). Let  be a simplicial complex on the non-empty set

. Then
(i) [4; 1:11] StColl()Coll();
(ii) [4 Lemma 1:12]  is non-evasive if and only if ;2StColl().
Fig. 1. Link and deletion in a simplicial complex.
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There are [3] counterexamples that show that the inclusion in (i) is proper in general.
We will come back to such examples later (see Example 3.1).
In order to give the reader a rst impression on how evasiveness and collapsibility
behave, we study the join construction. Let 1 and 2 be two complexes on disjoint
sets 
1 and 
2, then the simplicial join 1  2 is dened as follows as a simplicial
complex on the disjoint union 
1 [ 
2:
1  2 =
8>>>><
>>>>:
; if 1 = 2 = ;;
1 if 1 6= ;; 2 = ;;
2 if 2 6= ;; 1 = ;;
fA1 [ A2 jAi 2i; i = 1; 2g if 1; 2 6= ;:
The analogous concept for posets is dened as follows. Let P and Q be posets, then
the join of P and Q is the poset P Q on the disjoint union of P and Q whose order




x; y2P; x6y in P;
x; y2Q; x6y in Q;
x2P; y2Q:
It is easily seen that (P)  (Q) = (P  Q). The construction P  Q is also called
ordinal sum of the posets P and Q (see Stanley’s book [8]).
A simplicial complex  is called an i-simplex if  is the set of all subsets of an
(i+1)-element set. A simplicial complex  is called cone over some element ! of the
ground set 
 if =ff!g; ;g  for some simplicial complex   over 
nf!g (i.e.,
 is the join of a 0-simplex with a subcomplex, that does not contain this 0-simplex).
Instead of ff!g; ;g   we will use the notation !  . The following two lemmas are
simple and well known.
Lemma 2.2. Let  be a non-empty simplicial complex.
(i) Assume A is free in . Then there is a free face A0 that is contained in a
unique maximal face M of cardinality jM j= jA0j+ 1 and [A]2Coll([A0]).
(ii) If  is non-empty and collapsible then there is 0-simplex in Coll().
In particular, in proofs we may always assume that if A is free in  then A is a
maximal proper face of a maximal face of .
Lemma 2.3. Let   be a simplicial complex over 
 and ! 62
 some element. Let
 = !    be a cone of   over !. Then  is non-evasive. In particular; !    is
collapsible.
Proof. Any algorithm that decides membership in   also decides membership in ! .
Note that A2!  , Anf!g2 . Hence there is an algorithm deciding !   in less
than j
j+ 1 questions. Thus !    is non-evasive and hence collapsible.
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The following simple proposition claries the behavior of the join operation on
simplicial complexes.




(i)     is collapsible if at least one of the complexes  and   is collapsible.
(ii)   is evasive if and only if at least one of the complexes  and   is evasive.
Proof. (i) Assume that  is a collapsible complex. Since  is non-empty and col-
lapsible there exists a sequence A1; : : : ; At of faces of  such that for 0 =  and
i+1 =i[Ai+1] the face Ai+1 is free in i and t is a 0-simplex. Let  = fB1; : : : ; Brg
be a numbering of the faces of   such that BiBj implies j6i (i.e., the numbering is
a linear extension of   regarded as a partially ordered set ordered by reverse inclusion).
Set Cij=Ai [Bj for 16i6t and 16j6r. Dene 1;0 =  and i;j+1 =i;j[Ci;j+1]
for 06j6r−1 and i+1;0:=i;r for 16i6t. We inductively prove the following three
assertions:
(a) Ci;j+1 is free in i;j for 16i6t, 06j6r − 1.
(b) i;j+1 =i;jnfA [ Bj+1 jAiA2ig for 16i6t, 06j6r − 1.
(c) i;0 = i−1    for 16i6t + 1.
We only sketch the proof of (a), the other assertions then follow quite trivially.
(a) Assume Ci;j+1 = Ai [ Bj+1D2i;j. Then by induction for all l6j the set
Ai [ Bl does not lie in i;j. Thus D= A [ Bj+1 for some AiA2i. Since Ai is free
in i the set Ai [ Bj+1 is free in i;j.
(b) This is an immediate consequence of the proof of (a).
(c) By (b) the assertion follows.
By assumption t is a 0-simplex. But this means that t+1;0 =t   is a cone over
  and hence by Lemma 2.3 collapsible. Thus if at least one of the complexes  or  
is collapsible then     is collapsible.
(ii) Assume that ! is an element of 
 . Then we have (   )n! =   ( n!)
and Link (!) =  Link (!). Of course analogous formulas hold for !2
. Now
if     is non-evasive, then there exists an !2
  [ 
 for which Link (!) and
( )n! are non-evasive. Assume !2
 . By the above formulas and by induction it
follows that either  or both Link (!) and  n! are non-evasive. Thus at least one of
 or   is non-evasive. Conversely, assume that  is non-evasive, then again the above
formulas provide an inductive argument for the assertion that   is non-evasive.
In order to make the algorithmic aspects of the formal proof of Proposition 2.4(ii)
transparent, we add a ‘good’ algorithm deciding membership in     in case there is
a ‘good’ algorithm known for deciding membership in :
Algorithm. Let B
 [
 . First check whether B\
  2  by asking all questions
‘Is !2B?’ for all !2
 . If B \ 
  62  we have B 62   . Otherwise B2    if
and only if B \ 
 2. But for this we know a good algorithm by assumption.
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The next construction and its behavior with respect to evasiveness has been con-
sidered before in [3]. It serves as an important tool for the construction of counterex-
amples. If  is a simplicial complex on the set 
 then the dual complex e is the
simplicial complex fA
 j
nA 62g. The following lemma recalls some well known
facts in this context. Since the proof is easy we supply it for the sake of completeness.
Lemma 2.5 (Kahn et al. [3]). Let  be a simplicial complex on the set 
. Then
(i) ~~= ;
(ii)  is non-evasive if and only if ~ is non-evasive.
Proof. (i) This is immediate from the denitions.
(ii) Let us assume that A has chosen a good strategy (i.e., aording less than j
j
questions) for . Let us visualize the strategy as a complete binary tree whose nodes
are labeled by the elements ! asked, whose edges are labeled according to the answer
that was given by player B on the question asked in the previous node and whose
leaves correspond to the conclusions ‘2’ and ‘ 62’. Then construct a new tree by
changing ‘yes’ edges to ‘no’ edges and vice versa and replacing ‘2’ by ‘ 62 e’ and
‘ 62’ by ‘2 e’. It is easily seen that this tree provides a good strategy for e. The
‘only if’ part of the assertion follows by an analogous reasoning for e and part (i) of
the lemma.
The next construction under consideration is the order complex of the direct product
P  Q of two posets P and Q.
Theorem 2.6. Let P and Q be two non-empty posets. Then
(i) (P  Q) is collapsible if (P) and (Q) are collapsible;
(ii) (P  Q) is non-evasive if (P) and (Q) are non-evasive.
Proof. (i) We will show in Lemma 2.9(i) that the assumptions imply (fpg  Q)2
Coll((P  Q)) for some p2P. Since (fpg  Q) = (Q) the assertion follows.
(ii) We will show in Lemma 2.9(ii) that the assumptions imply (fpg  Q)2
StColl((P  Q)) for some p2P. Since (fpg  Q) = (Q) the assertion
follows.
The converse of part (i) of Theorem 2.6 is false. In Example 3.1 we provide a
non-collapsible complex  such that   f0< 1g is collapsible. Here we consider 
as a partially ordered set, ordered by reversed inclusion and f0< 1g is a chain of 2
elements. The converse of part (ii) of Theorem 2.6 remains open (see (4:2)).
For a poset P and an element p2P we denote by P<p the subposet fq2P j q<pg.
Analogously dened are the subposets P>p; P6p and P>p. We write [p; q] for P6q\
P>p and (p; q) for P<q \ P>p. For p2P the link of p in (P) can be easily
seen to be isomorphic to (P>p)  (P<p). So Proposition 2.4 applies for its
analysis.
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Before we can prove the crucial lemma to study the order complex (P  Q) we
provide two simple lemmas.
Lemma 2.7. Let  be a simplicial complex and A2. If Link(A) is collapsible; then
nfB2 jABg2Coll():
Proof. Let A1; : : : ; At be a sequence of elements of 0 =Link(A) such that for i+1=
i[Ai+1] one has Ai+1 is free in i and t=;. Then A[A1; : : : ; A[At denes a sequence
that collapses  to nfB2 jABg2Coll().
Lemma 2.8. Let A be a chain and Q an arbitrary partially ordered set. Let A0 be a
non-empty sub-chain of A of cardinality jAj−1. Denote by  the projection of subsets
of A Q to the rst coordinate. Then
fB j(B)+ A0; B2(A Q)g2Coll((A Q)):
Proof. Let AnA0 = fag. Let X be the set of chains in AQ such that (C) = A0. We
order the chains in X in descending order of their cardinality. Let X = fC1; : : : ; Ctg,
such that jCij> jCjj implies i< j.
Set 0 = (A Q) and
i+1 = infC 2i jCi+1Cg:
 We claim that i+1 2Coll(i).
Let C 2i such that Ci+1 is a proper subset of C. It will follow from the subsequent
considerations that such C always exist. Let Ci+1 = f(p1; q1)<   < (pr; qr)g. Since
C is of larger cardinality than Ci+1 we must have CnCi+1fag  Q and (C) = A {
otherwise C 62i.
We have to distinguish three cases:
(p1<a<pr) There is a largest element (p; q) in Ci+1 such that p<a and a least
element (p0; q0) such that a<p0. Clearly, all chains in fag  [q; q0] can be added to
Ci+1 to obtain a chain in i+1 that properly contains Ci+1. Conversely, assume that C
properly contains Ci+1. If C contains an element not contained in (fag [q; q0]) then
C contains a chain C0 such that (C0) = A0 and jC0j> jCi+1j. This implies that C0 is
not contained in i+1. Hence
Linki(Ci+1) = (fag  [q; q0]) = ([q; q0]) = q  (q0  ((q; q0)):
(a<p1) An analogous argument shows that LinkCi+1(i) = (fag  Q6q1 ) = q1 
(Q<q1 ).
(pr <a) An analogous argument shows that LinkCi+1(i) = (fag  Q>qr ) = qr 
(Q>qr ).
In any case LinkCi+1(i) is a cone and hence collapsible by Lemma 2.3. Now by
Lemma 2.7 this implies that i+1 2Coll(i). Thus we are done.
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Lemma 2.9. Let P and Q be two non-empty posets.
(i) If (P) is collapsible then (fpg  Q)2Coll((P  Q)) for some element
p2P.
(ii) If (P) is non-evasive then (fpg  Q)2StColl((P  Q)) for some element
p2P.
Proof. (i) Assume that A1; : : : ; At is a sequence of faces of (P) such that for 0=(P)
and i+1 = i[Ai+1] the face Ai+1 is free in i and t is the 0-simplex ffpg; ;g. We
may also assume that Ai+1 is a maximal proper face of a maximal face of i.
For each i we denote by (P  Q)i the complex of all chains in (P  Q) whose
projection on the rst coordinate lies in i. Let A be the unique maximal face of i
that contains Ai+1. Since A and Ai+1 are linearly ordered subsets of P, we can speak
of the direct products A  Q and Ai+1  Q as posets. If C is a face of (P  Q)i
such that Ai+1 (C) then C 2(A  Q). Hence all collapsing steps performed in
Lemma 2.8 are valid in (P  Q)i. This implies that (P  Q)i+1 2Coll((P  Q)i).
Since t is a 0-simplex we are done by induction.
(ii) We prove the assertion by induction on jPj. If jPj= 1 then P = fpg is a poset
on a single element. Thus there is nothing to show. Now assume that jPj>2. Since
(P) is non-evasive there is an a2P such that Link(P)(a) is non-evasive. Then by
Proposition 2.4 either (P>a) or (P<a) is non-evasive. By possibly passing to the
dual poset P (i.e., the poset with reversed order relation) we may assume that (P>a)
is non-evasive. Then for q2Q
(P  Q)>(a;q) = (P>a  Q>q) [ (fag  Q>q) [ (P>a  fqg):
By induction for some p2P>a we have that (fpg  Q>q) is strong collapse of
the complex (P>a  Q>q). The complex (Q>q) = q  (Q>q) is non-evasive by
Lemma 2.3. By (fpgQ>q) = (Q>q) it follows that (P>aQ>q) is non-evasive.
Thus the assertion follows by induction if we can prove that (P>a (Q>q [fqg))=
(P>aQ>q)2StColl((PQ)>(a;q)). Set R=(PQ)>(a;q). We proceed inductively. Let
m be a maximal element of Q>q. Then R>(a;m) =P>afmg = P>a. Thus (R>(a;m))
is non-evasive. Now let m be an element of Q>q that is not maximal and assume
that we have already veried that for R0 = Rnf(a; m0) jm0 2Q>q; m0>m g we have
(R0)2StColl((R)). Then
R0>(a;m0) = P>a  Q>m0 [ P>a  fm0g= P>a  Q>m0 :
By induction hypothesis of the rst induction it follows that for some p0 2P>a we
have (fp0g Q>m)2StColl((P>a Q>m)). Now (Q>m) is non-evasive, since m
is the unique minimal element of Q>m. Therefore (P>aQ>m) is non-evasive. Thus
(R0nf(a; m)g)2StColl(R):
This completes both induction steps.
Again we also reformulate the proof of Theorem 2.6(ii) as an algorithm.
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Algorithm. Let BP  Q be a subset. Let BP be the projection of B on the rst
and BQ be the projection of B on the second coordinate. First one checks that BP
is a chain in P by using a good algorithm for (P); where each query for p2P is
interpreted as a sequence of queries on the whole set fpg  Q. If BP is not a chain
in P the B cannot be a chain in PQ. Since there is at least one element of P that
does not have to be asked in a good algorithm for (P) there are at least jQj of
P Q elements that have not been asked. We may assume that there is exactly one
element of P that has not been asked yet. Let p0 be this element. If B is a subset
of fp0g  Q then we can now apply the good algorithm for (Q) to B. Otherwise;
we have to distinguish two cases:
 If p0 is the maximal element of BP then let (p; q) be the maximal element of B
such that p<p0.
 If p0 is not the maximal element of BP then let (p; q) be the least element of B
such that p>p0.
In each case we have B2(PQ) if and only if Bn(p0; q)2(PQ). Thus it suces
to ask another jQj − 1 questions to determine B2(P  Q).
Now we come to the most surprising result of this paper.
Theorem 2.10. Let  be a simplicial complex on the set 
. If  is collapsible then
sd() is non-evasive.
We will deduce the result from the following proposition.
Proposition 2.11. Let 
 be a set of cardinality >2 and let A be a maximal proper
subset of 
. Then for all k = 1; : : : ; j
j − 1 the order complex of the poset
P(
; k) = fB
 j (jBj= k and B* A) or jBj<kg
ordered by inclusion is non-evasive.
Proof. We proceed by induction on 
. If j
j= 2 then jAj= k = 1 and P(
; k) is the
poset on one point. Thus (P(
; k)) is a simplex and the assertion follows. Assume that
j
j>3. Let B2P(
; k), BA be of cardinality jBj = k − 1, then B lies in a unique
maximal element of P(
; k) thus (P(
; k)>B) is a simplex and thus non-evasive.
Set P = P(
; k)nfB2P(
; k) jBA; jBj = k − 1 g. Then by the preceding reasoning,
(P)2StColl((P(
; k))). Let B2P(




 jCj= k − 1; C 6= A \ B orjCj6k − 2

:
Thus we can apply the induction hypothesis to (P<B) and thus (P<B) is non-evasive.
Since P(
; k−1)=PnfB2B j jBj=k g it follows that (P(
; k−1))2StColl((P(
; k)).
Again induction hypothesis now shows that (P(
; k)) is non-evasive.
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Corollary 2.12. Let  be a simplicial complex over the set 
. If A2 is free in 
then sd([A])2StColl(sd()).
Proof. Let us regard  as a partially ordered set with respect to inclusion. We may
assume that A is free in  and A is maximal in the unique maximal element MA 2
that contains A. Then (>A) is the one-simplex over the singleton fMAg. Let P be
the poset on the ground set nfAg dened by the inclusion as the order relation. Then




 jBj= k; B* A orjBj6k − 1

:
By Proposition 2.11 this complex is non-evasive. Therefore, (PnfMAg)2StColl().
Now the assertion follows since PnfMAg= [A] and ([A]) = sd([A]).
Proof of Theorem 2.10. If  is empty, so is sd(). Hence we may assume that  is
non-empty. By induction we infer from Corollary 2.12 that for 0 2Coll() we have
sd(0)2StColl().
Corollary 2.13. Let  be a complex such that sd() is non-evasive. Then  is not
necessarily non-evasive.
Proof. Assume the contrary. For an arbitrary collapsible complex  it follows from
Theorem 2.10 that sd() is non-evasive, this implies by our assumption that  is
non-evasive. Thus a complex is non-evasive if it is collapsible. This contradicts
Example 3.3.
As usual we also provide the algorithmic version of the proof of Theorem 2.10.
Algorithm. Let  be a simplicial complex on 
 and let B be a subset of 0=nf;g.
Assume A is a free face in . Let M be the unique maximal face of  containing
A. We may assume that MnA = fag. First ask ‘A2B ?’ If A2B then B is a chain
in  if and only if BnfMg is a chain in . Thus it suces to continue by querying
all elements of 0nfA;Mg. If A 62B then check if M 2B. If M 62B then we are done;
since we know by induction that there is a good algorithm for [A]. If M 2B; then
rst query all faces of 0 not contained in M . If one of those is contained in B then
B 62 sd(). If none is contained in B then query all subsets of A. If none is contained
in B then B2 sd() if and only if Bnffagg2 sd(). If there are subsets of A in B
and they form a chain then B2 sd() if and only if BnfA0 [ fagg2 sd() for the
maximal subset A0 of A contained in B.
3. Counterexamples
In this section we construct counterexamples to converses of implications that have
been veried in Section 2.
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Fig. 2. The dunce hat and one of its triangulations.
Example 3.1. First we need to construct a contractible complex that is not collapsible.
Let us consider the so-called ‘dunce hat’. A space that is obtained from a 2-simplex
by identifying the 1-simplices according to the left picture in Fig. 2. The right picture
in Fig. 2 shows a triangulation of the 2-simplex that gives rise to a non-collapsible
triangulation of the dunce hat. The triangulation is obviously not collapsible, since any
1-simplex is contained in at least two 2-simplices. In particular, if  is the simplicial
complex of the triangulation then fg= Coll().
A combinatorial way to see that this complex is contractible is the following. Namely,
let  be the simplicial complex dened by the non-collapsible triangulation of the dunce
hat given in Fig. 2. As usual we regard  as a partially ordered set, ordered by inclu-
sion. Let I be the poset which is a two element chain. Then the order complex (I)
is by a result of Bjorner and Walker [1] homotopic (by [9] actually homeomorphic)
to jj  jI j, where j  j denotes the geometric realization functor. Since jI j = [0; 1]
we have jj  jI j ’ jj. Now one checks, or lets a computer check that (  I) is
collapsible { thus  must be contractible (see also [2, Remark on p. 54]).
Next we recall a lemma due to Kahn et al. [3].
Lemma 3.2. Let  be a simplicial complex. Then for  2Coll() we have e2
Coll(e ).
Proof. It suces to consider the case  =[A] for some free face A of . Let M be
the maximal element of  that contains A. We may assume that A is maximal in M .
Then 
nM , 
nA2 e  | note that A, M 62 . Moreover e ne= f
nA;
nMg. Assume
that B2 e  contains 
nM . Then M 
nB 62 . But then B = 
nA. Thus 
nM is free
in e  and e [
nM ] = e.
Example 3.3. Let  be the dunce hat from Example 3.1. Let us consider P=nf;g as
a partially ordered set. Then by Lemma 2.9(i) we have  :=(Pf0g)2Coll((P
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f0< 1g)). On the other hand we have remarked in Example 3.1 that :=(P 
f0< 1g) is collapsible. By Lemma 3.2 we have e2Coll(e )). Now if e  is collapsible
then e  is an example of a complex whose dual | recall  =  | is not collapsible.
If e  is not collapsible, then e2Coll(e ) cannot be collapsible either. But then  is
an example of a collapsible complex for which its dual is not collapsible. Since by
Lemma 2.5 a complex is non-evasive if and only if its dual is, it follows that any
collapsible complex whose dual is not collapsible is an example of an evasive and
collapsible complex.
4. Open problems
(4.1) It is well known from algebraic topology that the join     of two (nite)
simplicial complexes  and   is contractible if at least one of  and   is contractible.
The converse is not true. Namely, let  be an acyclic complex with non-vanishing
fundamental group 1() | in this case 1() must be a perfect group and  is
not contractible. Let   be a two point space. Since  is acyclic it is connected.
Then     is the suspension of  and therefore simply connected. But from the
fact that  is acyclic we deduce that    is also acyclic. Therefore,    is a simply
connected and acyclic complex, therefore contractible. In Proposition 2.4 we have seen
that evasiveness behaves dierently. But we were only able to prove that if  or   is
collapsible then   is collapsible. So it remains open whether the converse direction
is true for the property ‘collapsible’.
(4.2) From algebraic topology we know that the direct product jj  j j of the
geometric realizations of two simplicial complexes  and   is contractible if and only
if both  and   are. The ‘if’ part is trivial. For the ‘only if’ part one has to invoke
the fact that i(X  Y ) = i(X ) i(Y ) for i>0. Hence if X  Y is contractible, then
i(X )=i(Y )=0 for all i. Therefore, X and Y are contractible. Now Theorem 2.6 shows
that the ‘if ’ part of the analogous statement for order complexes of direct products of
posets holds for the properties ‘collapsible’ and ‘non-evasive’. Also it follows from
well known facts that the ‘only if’ part is false for collapsibility (see examples in
Section 3). Thus we would like to raise the question: Does the non-evasiveness of
(P  Q) imply that (P) and (Q) are non-evasive?
(4.3) Is the converse of Theorem 2.10 is true? In other words: Is a simplicial complex
 collapsible if sd() is non-evasive? Note that any example of a complex  such
that  is contractible, but fg = Coll() (e.g., the dunce hat) will not help us out,
since in this case fsd()g=Coll(sd()). A positive answer to this question would be
remarkable since it would imply that collapsibility of a complex  can be reduced (here
reduced means reduced in the sense of complexity theory within a suitable complexity
class) to evasiveness of its barycentric subdivision sd(). The topological situation in
this case is of course very simple. It is a fundamental fact in algebraic topology that
 and its barycentric subdivision are homeomorphic.
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