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Abstract—In many applications of current interest, the obser-
vations are represented as a signal defined over a graph. The
analysis of such signals requires the extension of standard signal
processing tools. Building on the recently introduced Graph
Fourier Transform, the first contribution of this paper is to
provide an uncertainty principle for signals on graph. As a
by-product of this theory, we show how to build a dictionary
of maximally concentrated signals on vertex/frequency domains.
Then, we establish a direct relation between uncertainty principle
and sampling, which forms the basis for a sampling theorem of
signals defined on graph. Based on this theory, we show that,
besides sampling rate, the samples’ location plays a key role in
the performance of signal recovery algorithms. Hence, we suggest
a few alternative sampling strategies and compare them with
recently proposed methods.
Index Terms—Signals on graphs, Graph Fourier Transform,
uncertainty principle, sampling theory.
I. INTRODUCTION
In many applications, from sensor to social networks, gene
regulatory networks or big data, observations can be repre-
sented as a signal defined over the vertices of a graph [1],
[2]. Over the last few years, a series of papers produced
a significant advancement in the development of processing
tools for the analysis of signals defined over a graph, or graph
signals for short [1], [3]. A central role is of course played
by spectral analysis of graph signals, which passes through
the introduction of the so called Graph Fourier Transform
(GFT). Alternative definitions of GFT exist, depending on the
different perspectives used to extend classical tools. Two basic
approaches are available, proposing the projection of the graph
signal onto the eigenvectors of either the graph Laplacian, see,
e.g., [1], [4] or of the adjacency matrix, see, e.g. [3], [5].
Typically, even though a Laplacian matrix can be defined for
both directed and undirected graphs, the methods in the first
class assume undirected graphs, whereas the methods in the
second class consider the more general directed case. Given
the GFT definition, in [6] and very recently in [7], [8], [9], it
was derived a graph uncertainty principle aimed at expressing
the fundamental relation between the spread of a signal over
the vertex and spectral domains. The approach used in [6]
is based on the transposition of classical Heisenberg’s method
to graph signals. However, although the results are interesting,
this transposition gives rise to a series of questions, essentially
related to the fact that while time and frequency domains
are inherently metric spaces, the vertex domain is not. This
requires a careful reformulation of spread in vertex and its
transformed domain, which should not make any assumption
about ordering and metrics over the graph domain.
A further fundamental tool in signal processing is sam-
pling theory. An initial basic contribution to the extension
of sampling theory to graph signals was given in [10]. The
theory developed in [10] aimed to show that, given a subset
of samples, there exists a cutoff frequency ω such that, if the
spectral support of the signal lies in [0, ω], the overall signal
can be reconstructed with no errors. Later, [11] extended the
results of [10] providing a method to identify uniqueness sets,
compute the cut-off frequency and to interpolate signals which
are not exactly band-limited. Further very recent works pro-
vided the conditions for perfect recovery of band-limited graph
signals: [12], [5], based on the adjacency matrix formulation
of the GFT; [13], based on the identification of an orthonormal
basis maximally concentrated over the joint vertex/frequency
domain; [14], based on local-set graph signal reconstructions;
[15], illustrating the conditions for perfect recovery, based on
successive local aggregations.
The contribution of this paper is threefold: a) we derive an
uncertainty principle for graph signals, based on the gener-
alization of classical Slepian-Landau-Pollack seminal works
[16], [17], including the conditions for perfect localization of
a graph signal in both vertex and frequency domains; b) we
establish a link between uncertainty principle and sampling
theory, thus deriving the necessary and sufficient conditions for
the recovery of band-limited graph signals from its samples; c)
we provide alternative sampling strategies aimed at improving
the performance of the recovery algorithms in the presence
of noisy observations and compare their performance with
recently proposed methods.
II. BASIC DEFINITIONS
We consider a graph G = (V, E) consisting of a set of N
nodes V = {1, 2, ..., N}, along with a set of weighted edges
E = {aij}i,j∈V , such that aij > 0, if there is a link from node
j to node i, or aij = 0, otherwise. A signal x over a graph G is
defined as a mapping from the vertex set to complex vectors of
size N , i.e. x : V → C|V|. The adjacency matrix A of a graph
is the collection of all the weights aij , i, j = 1, . . . , N . The
degree of node i is ki :=
∑N
j=1 aij . The degree matrix is a
diagonal matrix having the node degrees on its diagonal: K =
diag {k1, k2, ..., kN}. The combinatorial Laplacian matrix is
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defined as L = K−A. If the graph is undirected, the Laplacian
matrix is symmetric and positive semi-definite, and admits the
eigendecomposition L = UΛUH , where U collects all the
eigenvectors of L in its columns, whereas Λ is a diagonal
matrix containing the eigenvalues of L. The Graph Fourier
Transform (GFT) has been defined in alternative ways, see,
e.g., [1], [4], [3], [5]. In this paper, we follow the approach
based on the Laplacian matrix, but the theory can be extended
to the adjacency based approach with minor modifications. In
the Laplacian-based approach, the Graph Fourier Transform xˆ
of a vector x is defined as the projection of x onto the space
spanned by the eigenvectors of L [1], i.e.
xˆ = UHx, (1)
where H denotes Hermitian operator (conjugate and trans-
pose). The inverse Fourier transform is then
x = Uxˆ. (2)
Given a subset of vertices S ⊆ V , we define a vertex-limiting
operator as the diagonal matrix
DS = Diag{1S}, (3)
where 1S is the set indicator vector, whose i-th entry is equal
to one, if i ∈ S, or zero otherwise. Similarly, given a subset of
frequency indices F ⊆ V∗, we introduce the filtering operator
BF = UΣFUH , (4)
where ΣF is a diagonal matrix defined as ΣF = Diag{1F}. It
is immediate to check that both matrices DS and BF are self-
adjoint and idempotent, and then they represent orthogonal
projectors. We refer to the space of all signals whose GFT is
exactly supported on the set F , as the Paley-Wiener space for
the set F . We denote by BF ⊆ L2(G) the set of all finite `2-
norm signals belonging to the Paley-Wiener space associated
to F . Similarly, we denote by DS ⊆ L2(G) the set of all finite
`2-norm signals with support on the vertex subset S. In the
rest of the paper, whenever there will be no ambiguities in the
specification of the sets, we will drop the subscripts referring
to the sets. Finally, given a set S, we denote its complement
set as S, such that V = S∪S and S∩S = ∅. Correspondingly,
we define the vertex-projector onto S as D and, similarly, the
frequency projector onto the frequency domain F as B.
III. LOCALIZATION PROPERTIES
In this section we derive the class of signals maximally con-
centrated over given subsets S and F in vertex and frequency
domains. We say that a vector x is perfectly localized over
the subset S ⊆ V if
Dx = x, (5)
with D defined as in (3). Similarly, a vector x is perfectly
localized over the frequency set F ⊆ V∗ if
Bx = x, (6)
with B given in (4). Differently from continuous-time signals,
a graph signal can be perfectly localized in both vertex and
frequency domains. This is stated in the following theorem.
Theorem 3.1: There exists a vector x ∈ L2(G) that is
perfectly localized over both vertex set S and frequency set
F if and only if the operator BDB has an eigenvalue equal
to one; in such a case, x is an eigenvector associated to the
unit eigenvalue.
Proof: The proof can be found in [18].

Equivalently, the perfect localization properties can be ex-
pressed in terms of the operators BD and DB, thus leading
to the following condition:
‖BD‖2 = 1; ‖DB‖2 = 1. (7)
Typically, given two generic domains S and F , we might not
have perfectly concentrated signals in both domains. In such
a case, it is worth finding the class of signals with limited
support in one domain and maximally concentrated on the
other. For example, we may search for the class of perfectly
band-limited signals, i.e. Bx = x, which are maximally
concentrated in a vertex domain S or, viceversa, the class of
signals with support on a subset of vertices, i.e. Dx = x,
which are maximally concentrated in a frequency domain
F . The following theorem introduces the class of maximally
concentrated functions in the band-limited scenario.
Theorem 3.2: The class of orthonormal band-limited vec-
tors ψi, i = 1, . . . , N , with Bψi = ψi, maximally concen-
trated over a vertex set S, is given by the eigenvectors of
BDB, i.e.
BDBψi = λiψi, (8)
with λ1 ≥ λ2 ≥ . . . ≥ λN . Furthermore, these vectors are
orthogonal over the set S, i.e. 〈ψi,Dψj〉 = λjδij , where δij
is the Kronecker symbol.
Proof: The proof can be found in [18].

The vectors ψi are the counterpart of the prolate spheroidal
wave functions introduced by Slepian and Pollack in [16].
IV. UNCERTAINTY PRINCIPLE
A cornerstone property of continuous-time signals is the
Heisenberg’s principle, stating that a signal cannot be perfectly
localized in both time and frequency domains, see, e.g., [19].
More specifically, given a continuous-time signal x(t) centered
around t0 and its Fourier Transform X(f) centered at f0,
the uncertainty principle states that ∆2t∆
2
f ≥ 1(4pi)2 , where
∆2t and ∆
2
f are computed as the second order moments
of the instantaneous power |x(t)|2 and the spectral density
|X(f)|2, centered around their center of gravity points t0 and
f0, respectively. Quite recently, the uncertainty principle was
extended to signals on graphs in [6] by following an approach
based on the transposition of the previous definitions of time
and frequency spreads to graph signals. However, although
interesting, this transposition hides a number of subtleties,
which can limit the status of the result as a “fundamental”
result, i.e. a result not constrained to any specific choice. More
specifically, what happens is that the second order moments
∆2t and ∆
2
f contain a measure of distance in the time and
frequency domains. When transposing these formulas to graph
signals, it is necessary to define a distance between vertices
of a graph. This is done in [6] by using a common measure of
graph distance, defined as the sum of weights along the short-
est path between two vertices (equal to the number of hops,
in case of unweighted graph). However, although perfectly
legitimate, this formulation raises a number of questions: i) Is
it correct, within the context of deriving fundamental limits, to
exchange vertex or frequency distances with a graph distance
defined as number of (possibly weighted) hops? ii) when
moving by a time interval ∆t from t0, we always get a single
signal value x(t); however, when moving m steps away from a
node n0, we may encounter several nodes at the same distance;
how should we weight these different contributions, possibly
without making arbitrary assumptions? To overcome the above
problems, in this paper we resort to an alternative definition of
spread in vertex and frequency domain, generalizing the works
of Slepian, Landau and Pollack [16], [17]. In particular, given
a vertex set S and a frequency set F , we denote by α2 and
β2 the percentage of energy falling within the sets S and F ,
respectively, as
‖Dx‖22
‖x‖22
= α2;
‖Bx‖22
‖x‖22
= β2. (9)
Generalizing the approach of [17] to graph signals, our goal
is to find out the region of all admissible pairs (α, β) and
to illustrate which are the graph signals able to attain all the
points in such a region. The uncertainty principle is stated in
the following theorem.
Theorem 4.1: There exists f ∈ L2(G) such that ‖f‖2 = 1,
‖Df‖2 = α, ‖Bf‖2 = β if and only if (α, β) ∈ Γ, with
Γ = {(α, β) :
cos−1 α+ cos−1 β ≥ cos−1 σmax (BD) ,
cos−1
√
1− α2 + cos−1 β ≥ cos−1 σmax
(
BD
)
, (10)
cos−1 α+ cos−1
√
1− β2 ≥ cos−1 σmax
(
BD
)
,
cos−1
√
1− α2 + cos−1
√
1− β2 ≥ cos−1 σmax
(
BD
)}
.
Proof: The proof can be found in [18].

An illustrative example of admissible region Γ is reported
in Fig. 1. A few remarks about the border of the region Γ are
of interest. In general, any of the four curves at the corners
of region Γ in Fig. 1 may collapse onto the corresponding
corner, whenever the conditions for perfect localization of the
corresponding operator hold true. Furthermore, the curve in
the upper right corner of Γ specifies the pairs (α, β) that yield
maximum concentration. This curve has equation
cos−1 α+ cos−1 β = cos−1 σmax(BD). (11)
Solving with respect to β, and setting σ2max := σ
2
max(BD),
we get
β = ασmax +
√
(1− α2)(1− σ2max). (12)
1
1
1− σ2max
(
BD
)
1− σ2max
(
BD
)
σ2max (BD)
σ2max
(
BD
)
Γ
α2 + β2 = C1
β2 = α2
α2
β2
Fig. 1: Admissible region Γ of unit norm signals f ∈ L2(G)
with ‖Df‖2 = α and ‖Bf‖2 = β.
For any given subset of nodes S, as the cardinality of F
increases, this upper curve gets closer and closer to the upper
right corner, until it collapses on it, indicating perfect local-
ization in both vertex and frequency domains. In particular, if
we are interested in the allocation of energy within the sets S
and F that maximizes, for example, the sum of the (relative)
energies α2 +β2 falling in the vertex and frequency domains,
the result is given by the intersection of the upper right curve,
i.e. (12), with the line α2 + β2 = const. Given the symmetry
of the curve (11), the result is achieved by setting α = β,
which yields
α2 =
1
2
(1 + σmax). (13)
The corresponding function f ′ can then be written in closed
form as:
f ′ =
ψ1 −Dψ1√
2 (1 + σmax)
+
√
1 + σmax
2σ2max
Dψ1, (14)
where ψ1 is the eigenvector of BDB corresponding to σ
2
max
(please refer to [18] for details).
V. SAMPLING
Given a signal f ∈ B defined on the vertices of a graph,
let us denote by fS ∈ D the vector equal to f on a subset
S ⊆ V and zero outside:
fS := Df . (15)
We wish to find out the conditions and the means for perfect
recovery of f from fS . The necessary and sufficient condi-
tions are stated in the following sampling theorem.
Theorem 5.1 (Sampling Theorem): Given a band-limited
vector f ∈ B, it is possible to recover f from its samples
taken from the set S, if and only if
‖BD‖2 < 1, (16)
i.e. if the matrix BDB does not have any eigenvector that is
perfectly localized on S and bandlimited on F . Any signal
f ∈ B can then be reconstructed from its sampled version
fS ∈ D using the following reconstruction formula:
f =
|F|∑
i=1
1
σ2i
〈fS ,ψi〉ψi, (17)
where {ψi}i=1..N and
{
σ2i
}
i=1..N
are the eigenvectors and
eigenvalues of BDB, respectively.
Proof: The proof can be found in [18].

Let us study now the implications of condition (16) of Theo-
rem 5.1 on the sampling strategy. To fulfill (16), we need to
guarantee that there exist no band-limited signals, i.e. Bx = x,
such that BDx = x. To make (16) hold true, we must then
ensure that BDx 6= x or, equivalently, DBx 6= x. Since
Bx = x = DBx+ DBx, (18)
we need to guarantee that DBx 6= 0. Let us define now the
|S| × |F| matrix G as
G =
 ui1(j1) ui2(j1) · · · ui|F|(j1)... ... ... ...
ui1(j|S|) ui2(j|S|) · · · ui|F|(j|S|)

whose `-th column is the eigenvector of index i` of the
Laplacian matrix (or any orthonormal set of basis vectors),
sampled at the positions indicated by the indices j1, . . . , j|S|.
It is easy to understand how condition (16) is equivalent to
require G to be full column rank. Of course, a necessary
condition for the existence of a non trivial vector x satisfying
DBx 6= 0, and then enabling sampling theorem, is that
|S| ≥ |F|. However, this condition is not sufficient, because
G may loose rank, depending on graph topology and samples’
location. As an extreme case, if the graph is not connected,
the vertices can be labeled so that the Laplacian (adjacency)
matrix can be written as a block diagonal matrix, with a
number of blocks equal to the number of connected compo-
nents. Correspondingly, each eigenvector of L (or A) can be
expressed as a vector having all zero elements, except the
entries corresponding to the connected component, which that
eigenvector is associated to. This implies that, if there are no
samples over the vertices corresponding to the non-null entries
of the eigenvectors with index included in F , G looses rank. In
principle, a signal defined over a disconnected graph can still
be reconstructed from its samples, but only provided that the
number of samples belonging to each connected component is
at least equal to the number of eigenvectors with indices in F
associated to that component. More generally, even if the graph
is connected, there may easily occur situations where matrix
G is not rank-deficient, but it is ill-conditioned, depending on
graph topology and samples’ location. This suggests that the
location of samples plays a key role in the performance of the
reconstruction algorithm, as we will show in the next section.
VI. SAMPLING OF NOISY SIGNAL
To assess the effect of ill-conditioning of matrix G or,
equivalently, the possibility for the spectral norm of BD to be
very close to one on the reconstruction algorithms, we consider
the reconstruction of band-limited signals from noisy samples.
The observation model is
r = D (s+ n) , (19)
where n is a noise vector. Applying (17) to r, the recon-
structed signal s˜ is
s˜ =
|F|∑
i=1
1
σ2i
〈Ds,ψi〉ψi +
|F|∑
i=1
1
σ2i
〈Dn,ψi〉ψi. (20)
Exploiting the orthonormality of ψi, the mean square error is
MSE = E
{‖s˜− s‖22} = E

|F|∑
i=1
1
σ4i
|〈Dn,ψi〉|2

=
|F|∑
i=1
1
σ4i
ψHi DE
{
nnH
}
Dψi. (21)
In case of identically distributed uncorrelated noise, i.e.
E
{
nnH
}
= β2nI, we get
MSEG =
|F|∑
i=1
β2n
σ4i
tr
(
ψHi Dψi
)
= β2n
|F|∑
i=1
1
σ2i
. (22)
Since the non-null singular values of the Moore-Penrose left
pseudo-inverse (BD)+ are the inverses of singular values of
BD, expression (22) can be rewritten as:
MSEG = β
2
n ‖ (BDB)+ ‖F . (23)
Then, a possible optimal sampling strategy consists in select-
ing the vertices that minimize the mean square error in (23).
A. Sampling strategies
When sampling graph signals, besides choosing the right
number of samples, whenever possible it is also fundamental
to have a strategy indicating where to sample, as the samples’
location plays a key role in the performance of reconstruction
algorithms. Building on the analysis of signal reconstruction
algorithms in the presence of noise carried out earlier in this
section, a possible strategy is to select the location in order to
minimize the MSE. From (23), taking into account that
λi (BDB) = σ
2
i (BD) = σ
2
i
(
ΣUHD
)
, (24)
the problem is equivalent to selecting the right columns of
the matrix ΣUH according to some optimization criterion.
This is a combinatorial problem and in the following we will
provide some numerically efficient, albeit sub-optimal, greedy
algorithms to tackle the problem. We will then compare the
performance with the benchmark case corresponding to the
combinatorial solution. We will denote by U˜ the matrix whose
rows are the first |F| rows of UH ; the symbol U˜A denotes
the matrix formed with the columns of U˜ belonging to set
A. The goal is to find the sampling set S, which amounts to
selecting the best, in some optimal sense, |S| columns of U˜.
Greedy Selection - Minimization of Frobenius norm of(
ΣUHD
)+
: This strategy aims at minimizing the MSE
in (23), assuming the presence of uncorrelated noise. We
propose a greedy approach to tackle this selection problem.
The resulting strategy is summarized in Algorithm 1.
Algorithm 1 : Greedy selection based on minimum Frobe-
nius norm of
(
ΣUHD
)+
Input Data : U˜, the first |F| rows of UH ;
M , the number of samples.
Output Data : S, the sampling set.
Function : initialize S ≡ ∅
while |S| < M
s = arg min
j
|F|∑
i=1
1
σ2i (U˜S∪{j})
;
S ← S ∪ {s};
end
Greedy Selection - Maximization of the volume of the par-
allelepiped formed with the columns of U˜: In this case, the
strategy aims at selecting the set S of columns of the matrix
U˜ that maximize the (squared) volume of the parallelepiped
built with the selected columns of U˜ in S. This volume can
be computed as the determinant of the matrix U˜
H
S U˜S , i.e.
|U˜HS U˜S |. The rationale underlying this approach is not only
to choose the columns with largest norm, but also the vectors
more orthogonal to each other. Also in this case, we propose a
greedy approach, as described in Algorithm 2. The algorithm
starts including the column with the largest norm in U˜, and
then it adds, iteratively, the columns having the largest norm
and, at the same time, as orthogonal as possible to the vectors
already in S.
Algorithm 2 : Greedy selection based on maximum paral-
lelepiped volume
Input Data : U˜, the first |F| rows of UH ;
M , the number of samples.
Output Data : S, the sampling set.
Function : initialize S ≡ ∅
while |S| < M
s = arg max
j
∣∣∣U˜HS∪{j}U˜S∪{j}∣∣∣;
S ← S ∪ {s};
end
Greedy Selection - Maximization of the Frobenius norm of
ΣUHD: Finally, we propose a strategy that aims at selecting
the columns of the matrix U˜ that maximize its Frobenius
norm. Even if this strategy is not directly related to the
optimization of the MSE in (22), it leads to a very simple
implementation. Although clearly sub-optimal, this choice will
be later shown to provide fairly good performance if the
number of samples is sufficiently larger than the theoretical
limit. The method works as follows:
max
S
‖U˜D‖22 = maxS
∑
i∈S
‖(U˜)i‖22. (25)
The optimal selection strategy simply consists in selecting the
M columns from U˜ with largest `2-norm.
B. Numerical Results
We compare now the performance obtained with the pro-
posed sampling strategies, with random sampling and with
the strategy recently proposed in [5] aimed at maximizing
the minimum singular value of ΣUHD. We consider, as an
example, a random geometric graph model, with N = 20
nodes randomly distributed over a unitary area, and having
covering radius equal to 0.34. The corresponding results are
shown in Fig. 2, which reports the behavior of the mean
square error (MSE) in (21) versus the number of samples. We
consider band-limited signals with two different bandwidths
|F| = 5 and |F| = 10. The observation model is given by
(19) where the additive noise is generated as an uncorrelated,
zero mean Gaussian random vector. The results shown in the
figures have been obtained by averaging over 500 independent
realizations of graph topologies. We compare five different
sampling strategies, namely: (i) the random strategy, which
picks up nodes randomly; (ii) the greedy selection method of
Algorithm 1, minimizing the Frobenius norm of
(
ΣUHD
)+
(MinPinv); (iii) the greedy appraoch that maximizes the Frobe-
nius norm of ΣUHD (MaxFro); (iv) the greedy selection
method of Algorithm 2, that maximizes the volume of the
parallelepiped built from the selected vectors (MaxVol); and
(v) the greedy algorithm (MaxSigMin) maximizing the min-
imum singular value of ΣUHD, recently proposed in [5].
The performance of the globally optimal strategy obtained
through an exhaustive search over all possible selections is
also reported as a benchmark.
From Fig. 2 we observe that, as expected, as the number
of samples increases, the mean squared error decreases. As
a general remark, we can notice how random sampling can
perform quite poorly. This poor results of random sampling
emphasizes that, when sampling a graph signal, what matters is
not only the number of samples, but also (and most important)
where the samples are taken. Furthermore, we can notice
how the proposed MaxVol strategy largely outperforms all the
other strategies, while showing performance very close to the
optimal combinatorial benchmark. Comparing the proposed
MaxVol and MinPinv methods with the MaxSigMin approach,
we see that the performance gain increases as the bandwidth
increases. This happens because, as the bandwidth increases,
more and more modes play a role in the final MSE, as opposed
to the single mode associated to the minimum singular value.
VII. CONCLUSIONS
In conclusion, in this paper we derived an uncertainty
principle for graph signals, where the boundary of the ad-
missible energy concentration in vertex and transformed do-
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Fig. 2: Behavior of Mean Squared Error versus number of samples, for different sampling strategies for a random geometric
graph topology. (a) for the case of |F| = 5, whereas (b) for the case |F| = 10.
main is expressed in closed form. Then, we established a
link between localization properties and sampling theory.
Finally, we proposed a few alternative sampling strategies,
based on greedy approaches, aimed to strike a good trade-
off between performance and complexity. We compared the
performance of the proposed methods with a very recently
proposed method and with the globally optimal combinatorial
search. Although sub-optimal, the MaxVol method exhibits
very good performance, with only small losses with respect to
the combinatorial search, at least in the case of random graph
analyzed in this paper. Further investigations are taking place
to assess the performance over different classes of graphs.
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