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Abstract
This paper studies, for the first time, a bilevel polynomial program whose constraints
involve uncertain linear constraints and another uncertain linear optimization problem. In
the case of box data uncertainty, we present a sum of squares polynomial characterization
of a global solution of its robust counterpart where the constraints are enforced for all re-
alizations of the uncertainties within the prescribed uncertainty sets. By characterizing a
solution of the robust counterpart of the lower-level uncertain linear program under spectra-
hedral uncertainty using a new generalization of Farkas’ lemma, we reformulate the robust
bilevel program as a single level non-convex polynomial optimization problem. We then
characterize a global solution of the single level polynomial program by employing Puti-
nar’s Positivstellensatz of algebraic geometry under coercivity of the polynomial objective
function. Consequently, we show that the robust global optimal value of the bilevel program
is the limit of a sequence of values of Lasserre-type hierarchy of semidefinite linear program-
ming relaxations. Numerical examples are given to show how the robust optimal value of
the bilevel program can be calculated by solving semidefinite programming problems using
the Matlab toolbox YALMIP.
Key words. Bilevel Programming, uncertain linear constraints, robust optimization,
global polynomial optimization.
1 Introduction
The bilevel optimization problems arise when two independent decision makers, ordered within a
hierarchical structure, have conflicting objectives. They appear as hierarchical decision-making
problems, such as risk management and economic planning problems, in engineering, governments
and industries [1, 6, 8, 9, 15]. The commonly used bilevel optimization techniques (see [8, 12,
36, 37] and other references therein) assume perfect information (that is, accurate values for
the input quantities or system parameters), despite the reality that such precise knowledge is
rarely available in hierarchical decision-making problems. The data of these problems are often
uncertain (that is, they are not known exactly at the time of the decision) due to estimation
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errors, prediction errors or lack of information. Consequently, the development of optimization
methodologies which are capable of generating robust optimal solutions that are immunized
against data uncertainty, such as the deterministic robust optimization techniques, has become
more important than ever in mathematics, commerce and engineering [3, 5, 17]. Yet, such a
mathematical theory and the associated methods for bilevel optimization in the face of data
uncertainty do not appear to be available in the literature.
In this paper we study, for the first time, the following bilevel polynomial program that finds
robust global optimal solutions under bounded data uncertainty:
min
(x,y)∈IRm×IRn
f(x, y)
subject to a˜⊤i x+ b˜
⊤
i y ≤ c˜i, ∀(a˜i, b˜i, c˜i) ∈ U˜i, i = 1, . . . , l,
y ∈ Y (x) := argminz∈IRn{c⊤0 x+ d⊤0 z | c⊤j x+ aˆ⊤j z ≤ bˆj , ∀(aˆj, bˆj) ∈ Ûj, j = 1, . . . , q}.
It is the robust counterpart of the bilevel polynomial program with uncertain linear constraints
min
(x,y)∈IRm×IRn
f(x, y)
subject to a˜⊤i x+ b˜
⊤
i y ≤ c˜i, i = 1, . . . , l,
y ∈ argminz∈IRn{c⊤0 x+ d⊤0 z | c⊤j x+ aˆ⊤j z ≤ bˆj , j = 1, . . . , q},
where the constraint data (a˜i, b˜i, c˜i), i = 1, . . . , l and (aˆj , bˆj), j = 1, . . . , q are uncertain and
they belong to the prescribed bounded uncertainty sets U˜i, i = 1, . . . , l and Ûj, j = 1, . . . , q,
respectively. The vectors c0 ∈ IRm, d0 ∈ IRn, cj ∈ IRm, j = 1, . . . , q are fixed and f(x, y) is a
polynomial. Note that, in the robust counterpart, the uncertain linear constraints are enforced
for all realizations of the uncertainties within the uncertainty sets. The robust counterpart is,
therefore, a worst-case formulation in terms of deviations of the data from their nominal values.
The bilevel program is a class of hard optimization problems even for the case where all the
functions are linear and are free of data uncertainty [2]. A general approach for studying bilevel
optimization problems is to transform them into single level optimization problems [6, 8, 12].
The resulting single level optimization problems are generally non-convex constrained optimiza-
tion problems. It is often difficult to find global optimal solutions of non-convex optimization
problems. However, Putinar Positivstellensatz [33] together with Lasserre type semidefinite re-
laxations allows us to characterize global optimal solutions and find the global optimal value
of a non-convex optimization involving polynomials. The reader is referred to [21–23, 25–27]
for related recent work on single level convex and non-convex polynomial optimization in the
literature.
In this paper we make the following key contributions to bilevel optimization.
• Characterizations of lower-level robust solutions & spectrahedral uncertainty.
We first present a complete dual characterization for a robust solution of the lower-level
uncertain linear program in the general case of bounded spectrahedral uncertainty sets
Uj , j = 1, 2, . . . , q. It is achieved by way of proving a generalization of the celebrated
non-homogeneous Farkas’ lemma [14, 16] for semi-infinite linear inequality systems whose
dual statement can be verified by solving a semidefinite linear program. A special vari-
able transformation paves the way to formulate the dual statement in terms of linear ma-
trix inequalities. The spectrahedral uncertainty set possesses a broad spectrum of convex
uncertainty sets that appear in robust optimization. It includes polyhedra, balls and el-
lipsoids [34, 35], for which dual characterizations of robust optimality of uncertain linear
programs are already available in the literature [3–5].
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• A sum of squares polynomial characterization of robust global optimal solutions.
In the case of box data uncertainty in both upper and lower level constraints and the
objective polynomial is coercive, we derive a sum of squares polynomial characterization of
robust global solution of the bilevel program by first transforming the bilevel program into
a single level non-convex polynomial program using the dual characterization of solution
of the lower level program and then employing the Putinar Positivstellensatz [33]. It is
derived under a suitable Slater-type regularity condition. A numerical example is given to
show that our characterization may fail without the regularity condition. In the Appendix,
we show how a numerically checkable characterization of robust feasible solution can be
obtained in the case of ball data uncertainty in the constraints. Related recent work on
global bilevel polynomial optimization in the absence of data uncertainty can be found
in [20, 23].
• Convergence of SDP relaxations to the robust global optimal value. Finally, using
our sum of squares characterization of robust global optimality together with Lasserre type
semidefinite relaxations, we show how robust global optimal value can be calculated by
solving a sequence of semidefinite linear programming relaxations. We prove that the
values of the Lasserre type semidefinite relaxations converge to the global optimal value
of the bilevel polynomial problem. We provide numerical examples to illustrate how the
optimal value can be found using the Matlab toolbox YALMIP.
The outline of the paper is as follows. Section 1 presents a generalization of the Farkas lemma
and a dual characterization for robust global optimality of the lower level program of the bilevel
problem. Section 3 develops characterizations for robust solution of uncertain bilevel problems
in the case of box data uncertainty in the constraints. Section 4 provides results on finding
the optimal value of the bilevel problem via semidefinite programming relaxations. Appendix
presents numerically checkable characterizations of robust feasible solutions of the bilevel program
in the case of ball data uncertainty.
2 Lower Level LPs under Spectrahedral Uncertainty
In this section, we present a robust non-homogeneous Farkas’s lemma for an uncertain linear
inequality system.
Let us first recall some notation and preliminaries. The notation IRn signifies the Euclidean
space whose norm is denoted by ‖ · ‖ for each n ∈ IN := {1, 2, . . .}. An element x ∈ IRn is written
as a column vector, but it is sometimes convenient to write the components of a vector in a row
instead of a column. The inner product in IRn is defined by 〈x, y〉 := x⊤y for all x, y ∈ IRn. The
topological closure of a set Ω ⊂ IRn is denoted by cl Ω. The origin of any space is denoted by 0
but we may use 0n for the origin of IR
n in situations where some confusion might be possible.
As usual, conv Ω denotes the convex hull of Ω, while cone Ω := IR+conv Ω stands for the convex
conical hull of Ω∪{0n}, where IR+ := [0,+∞) ⊂ IR. A symmetric (n×n) matrix A is said to be
positive semi-definite, denoted by A  0, whenever x⊤Ax ≥ 0 for all x ∈ IRn.
The classical version of Farkas’s Lemma for a semi-infinite inequality system can be found
in [16, Theorem 4.3.4].
Lemma 2.1. (Non-homogeneous Farkas’ lemma– [16, Theorem 4.3.4]) Let (b, r), (sj, pj) ∈ IRn×
IR, where j varies in an arbitrary index set J . Suppose that the system of inequalities
s⊤j x ≤ pj for all j ∈ J (2.1)
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has a solution x ∈ IRn. Then, the following two properties are equivalent:
(i) b⊤x ≤ r for all x satisfying (2.1);
(ii) (b, r) ∈ cl cone{(0n, 1) ∪ (sj , pj) | j ∈ J}.
Consider an uncertain linear inequality system,
x ∈ IRn, aˆ⊤j x ≤ bˆj , j = 1, . . . , q, (2.2)
where (aˆj , bˆj), j = 1, . . . , q are uncertain and they belong to the uncertainty sets Ûj , j = 1, . . . , q.
The uncertainty sets are given by
Ûj :=
{
(a0j +
s∑
i=1
uija
i
j, b
0
j +
s∑
i=1
uijb
i
j) | uj := (u1j , . . . , usj) ∈ Uj
}
, j = 1, . . . , q,
where aij ∈ IRn, bij ∈ IR, i = 0, 1, . . . , s, j = 1, . . . , q are fixed and Uj is a spectrahedron [34, 35]
described by
Uj :=
{
uj := (u
1
j , . . . , u
s
j) ∈ IRs | A0j +
s∑
i=1
uijA
i
j  0
}
, j = 1, . . . , q, (2.3)
and Aij , i = 0, 1, . . . , s, j = 1, . . . , q, are symmetric (p× p) matrices.
Now, consider the affine mappings aj : IR
s → IRn and bj : IRs → IR, j = 1, . . . , q given
respectively by
aj(uj) := a
0
j +
s∑
i=1
uija
i
j , bj(uj) := b
0
j +
s∑
i=1
uijb
i
j for uj := (u
1
j , . . . , u
s
j) ∈ IRs (2.4)
with aij ∈ IRn, bij ∈ IR, i = 0, 1, . . . , s, j = 1, . . . , q fixed as above. Then, the robust counterpart
of the uncertain system (2.2),
x ∈ IRn, aˆ⊤j x ≤ bˆj , ∀(aˆj , bˆj) ∈ Ûj, j = 1, . . . , q,
can be expressed equivalently as
x ∈ IRn, aj(uj)⊤x ≤ bj(uj), ∀uj ∈ Uj , j = 1, . . . , q. (2.5)
From now on, the sets Uj , j = 1, . . . , p in (2.3) are assumed to be compact. Note that the
spectrahedra (2.3) are closed and convex sets, and they possess a broad spectrum of infinite
convex sets, such as polyhedra, balls, ellipsoids and cylinders [34, 35], that appear in robust
optimization.
In the next theorem, by employing a variable transformation together with Lemma 2.1, we
derive a generalized non-homogeneous Farkas’s lemma, which provides a numerically tractable
certificate for nonnegativity of an affine function over the uncertain linear inequality system (2.5).
This nonnegativity can be checked by solving a feasibility problem of a semi-definite linear pro-
gram and it plays an important role in characterizing robust solutions of the bilevel polynomial
optimization problem. For recent work on generalized Farkas’ lemma for uncertain linear in-
equality systems, see [14, 18, 19].
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Theorem 2.2. (Generalized Farkas’ Lemma with numerically checkable dual condi-
tion) Let (℘, r) ∈ IRn × IR. Assume that the cone C := cone{(aj(uj), bj(uj)) | uj ∈ Uj , j =
1, . . . , q
}
is closed. Then, the following statements are equivalent:
(i) x ∈ IRn, aj(uj)⊤x ≤ bj(uj), ∀uj ∈ Uj , j = 1, . . . , q =⇒ ℘⊤x− r ≥ 0;
(ii) ∃λ0j ≥ 0, λij ∈ IR, j = 1, . . . , q, i = 1, . . . , s such that
℘ +
q∑
j=1
(λ0ja
0
j +
s∑
i=1
λija
i
j) = 0, −r −
q∑
j=1
(λ0jb
0
j +
s∑
i=1
λijb
i
j) ≥ 0
and λ0jA
0
j +
s∑
i=1
λijA
i
j  0, j = 1, . . . , q.
Proof. [(i) =⇒ (ii)] Assume that (i) holds. Putting
C˜ := cone
{
(0n, 1) ∪
(
aj(uj), bj(uj)
) | uj ∈ Uj , j = 1, . . . , q}, (2.6)
we first prove that C˜ is closed. Consider a sequence x∗k → x∗, where x∗k ∈ C˜, k ∈ IN . Then,
x∗k := λ
k
0(0n, 1) +
q∑
j=1
λkj
(
aj(u
k
j ), bj(u
k
j )
)
with λkj ≥ 0, j = 0, 1, . . . , q and ukj ∈ Uj , j = 1, . . . , q. We
assert that the sequence λk0, k ∈ IN is bounded. Otherwise, by taking a subsequence if necessary
we may assume that λk0 → +∞ as k →∞. By setting, z˜∗k :=
q∑
j=1
λkj
λk0
(
aj(u
k
j ), bj(u
k
j )
)
for sufficiently
large k ∈ IN , we see that z˜∗k ∈ C for such k ∈ IN and z˜∗k = x
∗
k
λk0
− (0n, 1)→ 0− (0n, 1) as k →∞.
In addition, since C is closed, it follows that −(0n, 1) ∈ C. This means that there exist µ¯j ≥ 0
and u¯j ∈ Uj , j = 1, . . . , p such that
0n =
q∑
j=1
µ¯jaj(u¯j), −1 =
q∑
j=1
µ¯jbj(u¯j). (2.7)
Besides, by (i), aj(uj)
⊤x ≤ bj(uj) for all uj ∈ Uj and j = 1, . . . , q, it follows that
q∑
j=1
µ¯jaj(u¯j)
⊤x ≤
q∑
j=1
µ¯jbj(u¯j).
This together with (2.7) entails that 0 ≤ −1, which is absurd, and hence the sequence λk0, k ∈ IN
must be bounded. Then, we may assume without loss of generality that λk0 → λ0 ≥ 0 as k →∞.
Similarly, by setting z∗k :=
q∑
j=1
λkj
(
aj(u
k
j ), bj(u
k
j )
)
, we obtain that z∗k ∈ C for all k ∈ IN and
z∗k → x∗−λ0(0n, 1) ∈ C as k →∞. Therefore, we find µj ≥ 0 and uj ∈ Uj , j = 1, . . . , p such that
x∗ − λ0(0n, 1) =
q∑
j=1
µj
(
aj(uj), bj(uj)
)
.
This shows that x∗ ∈ C˜, and consequently, C˜ is closed.
Now, invoking Lemma 2.1, we conclude that
(−℘,−r) ∈ clC˜ = C˜.
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Then, there exist λ0 ≥ 0, µj ≥ 0, and uj := (u1j , . . . , usj) ∈ Uj , j = 1, . . . , q such that
−℘ =
q∑
j=1
µj
(
a0j +
s∑
i=1
uija
i
j
)
, −r = λ0 +
q∑
j=1
µj
(
b0j +
s∑
i=1
uijb
i
j
)
.
Using the variable transformations, λ0j := µj ≥ 0 and λij := µjuij ∈ IR, j = 1, . . . , q, i = 1, . . . , s,
we see that
℘+
q∑
j=1
(λ0ja
0
j +
s∑
i=1
λija
i
j) = 0, r + λ0 +
q∑
j=1
(λ0jb
0
j +
s∑
i=1
λijb
i
j) = 0.
The later equality means that −r −
q∑
j=1
(λ0jb
0
j +
∑s
i=1 λ
i
jb
i
j) = λ0 ≥ 0.
Let j ∈ {1, . . . , q} be arbitrary. The relation uj ∈ Uj ensures that A0j +
∑s
i=1 u
i
jA
i
j  0. We
will verify that
λ0jA
0
j +
s∑
i=1
λijA
i
j  0. (2.8)
Indeed, if λ0j = 0, then λ
i
j = 0 for all i = 1, . . . , s, and hence, (2.8) holds trivially. If λ
0
j 6= 0, then
λ0jA
0
j +
s∑
i=1
λijA
i
j = λ
0
j
(
A0j +
s∑
i=1
λij
λ0j
Aij
)
= λ0j
(
A0j +
s∑
i=1
uijA
i
j
)
 0,
showing (2.8) holds, too. Consequently, we obtain (ii).
[(ii) =⇒ (i)] Assume that (ii) holds. It means that there exist λ0j ≥ 0, λij ∈ IR, j = 1, . . . , q, i =
1, . . . , s such that ℘ +
q∑
j=1
(λ0ja
0
j +
∑s
i=1 λ
i
ja
i
j) = 0,−r −
q∑
j=1
(λ0jb
0
j +
∑s
i=1 λ
i
jb
i
j) ≥ 0 and λ0jA0j +∑s
i=1 λ
i
jA
i
j  0, j = 1, . . . , q. By letting λ0 := −r −
q∑
j=1
(λ0jb
0
j +
∑s
i=1 λ
i
jb
i
j), we obtain that λ0 ≥ 0
and that
−℘ =
q∑
j=1
(λ0ja
0
j +
s∑
i=1
λija
i
j), −r = λ0 +
q∑
j=1
(λ0jb
0
j +
s∑
i=1
λijb
i
j), (2.9)
and
λ0jA
0
j +
s∑
i=1
λijA
i
j  0, j = 1, . . . , q. (2.10)
Let j ∈ {1, . . . , q} be arbitrary. We claim by (2.10) that if λ0j = 0, then λij = 0 for all
i = 1, . . . , s. Suppose, on the contrary, that λ0j = 0 but there exists i0 ∈ {1, . . . , s} with λi0j 6= 0.
In this case, (2.10) becomes
∑s
i=1 λ
i
jA
i
j  0. Let u¯j := (u¯1j , . . . , u¯sj) ∈ Uj . It follows by definition
that A0j +
∑s
i=1 u¯
i
jA
i
j  0 and
A0j +
s∑
i=1
(u¯ij + tλ
i
j)A
i
j =
(
A0j +
s∑
i=1
u¯ijA
i
j
)
+ t
s∑
i=1
λijA
i
j  0 for all t > 0.
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This guarantees that u¯j + t(λ
1
j , . . . , λ
s
j) ∈ Uj for all t > 0, which contradicts the fact that Uj is a
compact set. So, our claim must be true.
Next, take uˆj := (uˆ
1
j , . . . , uˆ
s
j) ∈ Uj and define u˜j := (u˜1j , . . . , u˜sj) with
u˜ij :=
{
uˆij if λ
0
j = 0,
λij
λ0j
if λ0j 6= 0.
Then, it can be checked that
A0j +
s∑
i=1
u˜ijA
i
j =
{
A0j +
∑s
i=1 uˆ
i
jA
i
j if λ
0
j = 0,
1
λ0
j
(λ0jA
0
j +
∑s
i=1 λ
i
jA
i
j) if λ
0
j 6= 0,
which shows that A0j +
∑s
i=1 u˜
i
jA
i
j  0, and so, u˜j ∈ Uj . We now deduce from (2.9) that
(−℘,−r) =λ0(0n, 1) +
q∑
j=1
λ0j
(
a0j +
s∑
i=1
u˜ija
i
j , b
0
j +
s∑
i=1
u˜ijb
i
j
)
=λ0(0n, 1) +
q∑
j=1
λ0j
(
aj(u˜j), bj(u˜j)
)
,
which shows that
(−℘,−r) ∈ C˜, (2.11)
where C˜ is defined as in (2.6).
To prove (i), let x ∈ IRn be such that aj(uj)⊤x ≤ bj(uj) for all uj ∈ Uj , j = 1, . . . , q. Invoking
Lemma 2.1 again, we conclude by (2.11) that −℘⊤x ≤ −r or equivalently, ℘⊤x ≥ r, which
completes the proof of the theorem. ✷
In the setting of bj := 0, j = 1, . . . , q, and r := 0, the above result collapses into the so-called
semi-infinite Farkas’s lemma given in [24, Theorem 2.1]. The following example shows that
Theorem 2.2 may fail without the assumption that the set C is closed. Here, we consider the
case of q := 1 for the purpose of simplicity.
Example 2.3. (The importance of the closed cone regularity) Let U :=
{
u := (u1, u2) ∈
IR2 | A0 +∑2i=1 uiAi  0}, where
A0 :=
(
1 0 0
0 1 0
0 0 1
)
, A1 :=
(
0 0 1
0 0 0
1 0 0
)
, A2 :=
(
0 0 0
0 0 1
0 1 0
)
·
Let a : IR2 → IR2 and b : IR2 → IR be affine mappings defined respectively by a(u) := a0 +∑2
i=1 u
iai and b(u) := b0 +
∑2
i=1 u
ibi for u := (u1, u2) ∈ IR2 with a0 := (0, 1), a1 := (1, 0), a2 :=
(0, 1) ∈ IR2, b0 = b1 = b2 := 0 ∈ IR.
In this setting, it is easy to see that U = {u := (u1, u2) ∈ IR2 | (u1)2 + (u2)2 ≤ 1}. Let
x := (x1, x2) ∈ IR2 be such that a(u)⊤x ≤ b(u) for all u := (u1, u2) ∈ U. It means that x satisfies
u1x1 + (u2 + 1)x2 ≤ 0, ∀u := (u1, u2) ∈ U. (2.12)
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Now, choose x¯ := (0,−1), ℘ := (1, 0) and r := 0. We see that x¯ satisfies (2.12) and ℘⊤x¯ ≥ r. It
means that we have the condition (i) of Theorem 2.2.
However, condition (ii) of Theorem 2.2 fails. Indeed, assume on the contrary that there exist
λ0 ≥ 0 and λ1, λ2 ∈ IR such that
℘+ λ0a0 + λ1a1 + λ2a2 = (0, 0), −r − (λ0b0 + λ1b1 + λ2b2) ≥ 0, λ0A0 + λ1A1 + λ2A2  0.
It reduces to the following expression
λ1 = −1, λ2 = −λ0, (λ0)2 ≥ (λ1)2 + (λ2)2,
which is absurd.
Consequently, the conclusion of Theorem 2.2 fails to hold. The reason is that the cone C :=
cone
{
(u1, u2 + 1, 0) | (u1)2 + (u2)2 ≤ 1} is not closed. To see this, just take the sequence
zk := (1,
1
k
, 0) = k( 1
k
, 1
k2
, 0) ∈ C for k ∈ IN . It is clear that zk → z0 := (1, 0, 0) as k → ∞, and
z0 /∈ C.
We now provide some sufficient criteria which guarantee that the cone C in Theorem 2.2 is
closed.
Proposition 2.4. (Sufficiency for the closed cone regularity condition) Assume that one
of the following conditions holds:
(i) Uj , j = 1, . . . , q are bounded polyhedra (i.e., polytopes);
(ii) Uj , j = 1, . . . , q are compact and the Slater condition holds, i.e., there is xˆ ∈ IRn such that
aj(uj)
⊤xˆ < bj(uj), ∀uj ∈ Uj , j = 1, . . . , q. (2.13)
Then, the cone C := cone
{(
aj(uj), bj(uj)
) | uj ∈ Uj , j = 1, . . . , q} is closed.
Proof. For each j ∈ {1, . . . , q}, define an affine map Fj : IRs → IRn × IR by
Fj(uj) := [aj(uj), bj(uj)
]
.
Then, Fj(Uj) :=
⋃
uj∈Uj
F (uj) =
⋃
uj∈Uj
[aj(uj), bj(uj)
]
, and so it follows that
C = cone
(
q⋃
j=1
Fj(Uj)
)
.
(i) Since Uj is a polytope for j ∈ {1, . . . , q}, the set Fj(Uj) is a polytope as well (see
e.g., [7, Proposition 1.29]), and so Fj(Uj) is the convex hull of some finite set (see e.g.,
[7, Theorem 1.26]). It means that for each j ∈ {1, . . . , q}, there exists kj ∈ IN and
(aij , b
i
j) ∈ IRn × IR, i = 1, . . . , kj such that Fj(Uj) = conv{(aij, bij) | i = 1, . . . , kj}. It fol-
lows that conv
(
q⋃
j=1
Fj(Uj)
)
= conv{(aij , bij) | i = 1, . . . , kj, j = 1, . . . , q} is a polytope. So,
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C = cone
(
q⋃
j=1
Fj(Uj)
)
= cone
[
conv
(
q⋃
j=1
Fj(Uj)
)]
is a polyhedral cone, and hence, is closed
(see e.g., [32, Proposition 3.9]).
(ii) Since Uj is compact and Fj is affine (and thus, continuous) for j ∈ {1, . . . , q}, the set Fj(Uj)
is a compact set. It entails that
(
q⋃
j=1
Fj(Uj)
)
is a compact set as well. Note further that Fj(Uj)
is a convex set for each j ∈ {1, . . . , q} due to the convexity of Uj (see e.g., [32, Proposition 1.23]).
Assume now that the Slater condition (2.13) holds. We claim that
0n+1 /∈ conv
(
q⋃
j=1
Fj(Uj)
)
. (2.14)
If this is not the case, then there exist u¯j ∈ Uj , µ¯j ≥ 0, j = 1, . . . , q with
q∑
j=1
µ¯j = 1 such that
0n+1 =
q∑
j=1
µ¯j
[
aj(u¯j), bj(u¯j)
]
. (2.15)
Moreover, we get by (2.13) that
q∑
j=1
µ¯jaj(u¯j)
⊤xˆ <
q∑
j=1
µ¯jbj(u¯j).
It together with (2.15) gives a contradiction, and so, (2.14) holds. According to [16, Proposi-
tion 1.4.7], we conclude that the cone C = cone
(
q⋃
j=1
Fj(Uj)
)
is closed. ✷.
As an application of Theorem 2.2, we obtain a complete dual characterization of robust opti-
mality of the uncertain lower level linear program of the bilevel polynomial problem.
Let x ∈ IRm and consider the uncertain lower level linear program (LNP), given by
min
z∈IRn
{c⊤0 x+ d⊤0 z | c⊤j x+ aj(uj)⊤z ≤ bj(uj), j = 1, . . . , q}, (LNP)
where uj ∈ Uj , j = 1, . . . , q with the parameter sets Uj :=
{
(u1j , . . . , u
s
j) ∈ IRs | A0j+
∑s
i=1 u
i
jA
i
j 
0
}
, j = 1, . . . , q, as in (2.3), and the affine mappings aj : IR
s → IRn, bj : IRs → IR, j = 1, . . . , q
are given respectively by aj(uj) := a
0
j +
∑s
i=1 u
i
ja
i
j , bj(uj) = b
0
j +
∑s
i=1 u
i
jb
i
j as in (2.4), as well as
c0 ∈ IRm, d0 ∈ IRn, cj ∈ IRm, j = 1, . . . , q fixed.
Following the robust optimization approach [3, 18, 19, 25], the robust counterpart of the prob-
lem (LNP) is defined by
min
z∈IRn
{c⊤0 x+ d⊤0 z | c⊤j x+ aj(uj)⊤z ≤ bj(uj), ∀uj ∈ Uj , j = 1, . . . , q}. (RLNP)
As usual, we say that y ∈ IRn is a robust solution of the problem (LNP) (see e.g., [3]) if
it is an optimal solution of the problem (RLNP), i.e., y ∈ Y (x) := argminz∈IRn{c⊤0 x + d⊤0 z |
c⊤j x+ aj(uj)
⊤z ≤ bj(uj), ∀uj ∈ Uj, j = 1, . . . , q}.
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The next result establishes a characterization for robust solutions of the uncertain linear opti-
mization problem (LNP).
Theorem 2.5. (Characterization for robust solutions of problem (LNP)) Let x ∈ IRm,
and let the cone C(x) := cone
{(
aj(uj), bj(uj) − c⊤j x
) | uj ∈ Uj , j = 1, . . . , q} be closed. Then,
y ∈ Y (x) if and only if
(I)

y ∈ IRn, c⊤j x+ aj(uj)⊤y ≤ bj(uj), ∀uj ∈ Uj, j = 1, . . . , q and
∃λ0j ≥ 0, λij ∈ IR, j = 1, . . . , q, i = 1, . . . , s such that
d0 +
q∑
j=1
(λ0ja
0
j +
∑s
i=1 λ
i
ja
i
j) = 0, −d⊤0 y −
q∑
j=1
(λ0jb
0
j − λ0jc⊤j x+
∑s
i=1 λ
i
jb
i
j) ≥ 0
and λ0jA
0
j +
∑s
i=1 λ
i
jA
i
j  0, j = 1, . . . , q.
Proof. Let y ∈ Y (x). This means that
y ∈ IRn, c⊤j x+ aj(uj)⊤y ≤ bj(uj), ∀uj ∈ Uj , j = 1, . . . , q
and
d⊤0 y ≤ d⊤0 z for all z ∈ IRn satisfying c⊤j x+ aj(uj)⊤z ≤ bj(uj), ∀uj ∈ Uj , j = 1, . . . , q. (2.16)
Letting r := d⊤0 y, (2.16) amounts to the assertion that for each
z ∈ IRn, (a0j +
s∑
i=1
uija
i
j)
⊤z ≤ (b0j − c⊤j x) +
s∑
i=1
uijb
i
j , ∀uj := (u1j , . . . , usj) ∈ Uj , j = 1, . . . , q
=⇒ d⊤0 z ≥ r.
Since the cone C(x) is closed, applying Theorem 2.2, we find λ0j ≥ 0, λij ∈ IR, j = 1, . . . , q, i =
1, . . . , s such that
d0 +
q∑
j=1
(λ0ja
0
j +
s∑
i=1
λija
i
j) = 0, −r −
q∑
j=1
(λ0jb
0
j − λ0jc⊤j x+
s∑
i=1
λijb
i
j) ≥ 0
and λ0jA
0
j +
s∑
i=1
λijA
i
j  0, j = 1, . . . , q.
So, we obtain (I).
Conversely, assume that (I) holds. Then, there exists y ∈ IRn such that
c⊤j x+ aj(uj)
⊤y ≤ bj(uj), ∀uj ∈ Uj , j = 1, . . . , q.
This means that y ∈ IRn is a feasible point of problem (RLNP). Let z ∈ IRn be such that
c⊤j x+ aj(uj)
⊤z ≤ bj(uj), ∀uj ∈ Uj, j = 1, . . . , q or equivalently,
(a0j +
s∑
i=1
uija
i
j)
⊤z ≤ (b0j − c⊤j x) +
s∑
i=1
uijb
i
j , ∀uj := (u1j , . . . , usj) ∈ Uj, j = 1, . . . , q.
By (I), there exist λ0j ≥ 0, λij ∈ IR, j = 1, . . . , q, i = 1, . . . , s such that
d0 +
q∑
j=1
(λ0ja
0
j +
s∑
i=1
λija
i
j) = 0, −d⊤0 y −
q∑
j=1
(λ0jb
0
j − λ0jc⊤j x+
s∑
i=1
λijb
i
j) ≥ 0
and λ0jA
0
j +
s∑
i=1
λijA
i
j  0, j = 1, . . . , q.
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Due to the fact that C(x) is closed, invoking Theorem 2.2 again, we conclude that
d⊤0 z ≥ d⊤0 y.
So, y ∈ Y (x), which finishes the proof of the theorem. ✷
3 Uncertain Bilevel Problems & Box Data Uncertainty
This section is devoted to examining a bilevel polynomial optimization problem with uncertain
linear constraints. Let us first recall that a real-valued function f : IRn → IR is coercive on
IRn if lim inf
||x||→∞
f(x) = +∞. In particular, a convex polynomial f is coercive on IRn if there exists
x¯ ∈ IRn such that the Hessian ∇2f(x¯) is positive definite (see e.g., [26, Lemma 3.1]). Numerically
checkable sufficient conditions for the coercivity of nonconvex polynomials have also been given
in [21].
Denote by IR[x] the ring of polynomials in x with real coefficients. One says that (cf. [27])
f ∈ IR[x] is sums-of-squares (SOS) if there exist polynomials fj ∈ IR[x], j = 1, . . . , r such that
f =
∑r
j=1 f
2
j . The set of all (SOS) polynomials in x is denoted by Σ
2[x]. Given polynomials
{g1, . . . , gr} ⊂ IR[x], the notation M(g1, . . . , gr) stands for the set of polynomials generated by
{g1, . . . , gr}, i.e.,
M(g1, . . . , gr) := {σ0 + σ1g1 + . . .+ σrgr | σj ∈ Σ2[x], j = 0, 1, . . . , r}. (3.1)
The set (cf. [13]) M(g1, . . . , gr) is archimedean if there exists h ∈M(g1, . . . , gr) such that the
set {x ∈ IRn | h(x) ≥ 0} is compact.
The following lemma of Putinar (cf. [27, 33]), which provides a positivity representation for
a polynomial over a system of polynomial inequalities under the archimedean property, can be
viewed as a polynomial analog of Farkas’s Lemma.
Lemma 3.1. (Putinar’s Positivstellensatz [33]) Let f, gj ∈ IR[x], j = 1, . . . , r. Suppose that
M(g1, . . . , gr) is archimedean. If f(x) > 0 for all x ∈ K := {y ∈ IRn | gj(y) ≥ 0, j = 1, . . . , r},
then f ∈M(g1, . . . , gr), i.e., there exist σj ∈ Σ2[x], j = 0, 1, . . . , r such that f = σ0 +
∑r
j=1 σjgj.
Let f : IRm × IRn → IR be a real polynomial. We consider the bilevel polynomial optimization
problem with uncertain linear constraints as
(P) min
(x,y)∈IRm×IRn
f(x, y)
subject to a˜⊤i x+ b˜
⊤
i y ≤ c˜i, i = 1, . . . , l,
y ∈ Y (x, aˆ1, bˆ1, . . . , aˆq, bˆq),
where (a˜i, b˜i, c˜i) ∈ U˜i, i = 1, . . . , l and (aˆj, bˆj) ∈ Ûj , j = 1, . . . , q are uncertain and
Y (x, aˆ1, bˆ1, . . . , aˆq, bˆq) := argminz∈IRn{c⊤0 x + d⊤0 z | c⊤j x + aˆ⊤j z ≤ bˆj , j = 1, . . . , q} denotes the
optimal solution set of the uncertain lower-level optimization problem
min
z∈IRn
{c⊤0 x+ d⊤0 z | c⊤j x+ aˆ⊤j z ≤ bˆj , j = 1, . . . , q}. (3.2)
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In the above data, c0 ∈ IRm, d0 ∈ IRn, cj ∈ IRm, j = 1, . . . , q are fixed, the uncertainty sets
U˜i, i = 1, . . . , l are boxes given by
U˜i := [ai, ai]× [bi, bi]× [ci, ci], i = 1, . . . , l
with ai := (a
1
i , . . . , a
m
i ), ai := (a
1
i , . . . , a
m
i ) ∈ IRm, aki ≤ aki , k = 1, . . . , m, bi := (b1i , . . . , bni ), bi :=
(b
1
i , . . . , b
n
i ) ∈ IRn, bki ≤ b
k
i , k = 1, . . . , n, and ci, ci ∈ IR, ci ≤ ci for i = 1, . . . , l, while the
uncertainty sets Ûj , j = 1, . . . , q are given by
Ûj :=
{
(a0j +
s∑
i=1
uija
i
j , b
0
j +
s∑
i=1
uijb
i
j) | uj := (u1j , . . . , usj) ∈ Uj
}
, j = 1, . . . , q
with Uj := Vs := [−γ1, γ1] × · · · × [−γs, γs], γi > 0, i = 1, . . . , s and aij ∈ IRn, bij ∈ IR, i =
0, 1, . . . , s, j = 1, . . . , q fixed.
As shown in the previous sections, by considering the affine mappings aj : IR
s → IRn, bj :
IRs → IR, j = 1, . . . , q given respectively by aj(uj) := a0j +
∑s
i=1 u
i
ja
i
j , bj(uj) = b
0
j +
∑s
i=1 u
i
jb
i
j as
in (2.4), the uncertain lower-level optimization problem (3.2) can be formulated equivalently as
min
z∈IRn
{c⊤0 x+ d⊤0 z | c⊤j x+ aj(uj)⊤z ≤ bj(uj), j = 1, . . . , q}, (LP)
where uj ∈ Uj , j = 1, . . . , q. In the formulation of (LP), the parameter sets Uj , j = 1, . . . , q play
the role of uncertainty sets.
Now, the robust counterpart of the problem (P) is defined by
min
(x,y)∈IRm×IRn
{
f(x, y) | y ∈ Y (x), a˜⊤i x+ b˜⊤i y ≤ c˜i, ∀(a˜i, b˜i, c˜i) ∈ U˜i, i = 1, . . . , l
}
, (RP)
where Y (x) := argminz∈IRn{c⊤0 x+ d⊤0 z | c⊤j x+ aj(uj)⊤z ≤ bj(uj), ∀uj ∈ Uj , j = 1, . . . , q}. Note
that in the robust counterpart (RP) the uncertain constraint inequalities of both the lower-level
and upper-level problems are enforced for every possible value of the data within the uncertainty
sets Uj , j = 1, . . . , q and U˜i, i = 1, . . . , l.
Given x ∈ IRm, let us first focus on the robust counterpart of the lower-level optimization
problem (LP) given by
min
z∈IRn
{c⊤0 x+ d⊤0 z | c⊤j x+ aj(uj)⊤z ≤ bj(uj), ∀uj ∈ Uj , j = 1, . . . , q}. (RLP)
Similar to the definition of robust solutions for the uncertain linear optimization prob-
lem (LNP), a point y ∈ IRn is a robust solution of the lower-level optimization problem (LP)
if it is an optimal solution of the problem (RLP), i.e., y ∈ Y (x) := argminz∈IRn{c⊤0 x + d⊤0 z |
c⊤j x+ aj(uj)
⊤z ≤ bj(uj), ∀uj ∈ Uj, j = 1, . . . , q}.
We observe here that for each j ∈ {1, . . . , q}, put
A0j :=
(
E0 0
0 E0
)
, Aij :=
(
Ei 0
0 −Ei
)
, i = 1, . . . , s, (3.3)
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where E0 is the (s × s) diagonal matrix with the diagonal entries, say γi > 0, i = 1, . . . , s, and
Ei is the (s× s) diagonal matrix with one in the (i, i)th entry and zeros elsewhere. Then,
A0j +
s∑
i=1
uijA
i
j =

γ1 + u
1
j 0 · · · 0 0 · · · 0
0 γ2 + u
2
j · · · 0 0 · · · 0
...
...
...
...
...
...
...
0 0 γs + u
s
j 0 0 · · · 0
0 0 0 γ1 − u1j 0 · · · 0
...
...
...
...
...
...
...
0 0 · · · 0 0 · · · γs − usj

,
and therefore, we have
{uj := (u1j , . . . , usj) ∈ IRs | A0j +
s∑
i=1
uijA
i
j  0
}
=
{
uj := (u
1
j , . . . , u
s
j) ∈ IRs | γi + uij ≥ 0, γi − uij ≥ 0, i = 1, . . . , s
}
=
{
uj := (u
1
j , . . . , u
s
j) ∈ IRs | |uij| ≤ γi, i = 1, . . . , s
}
= Vs, j = 1, . . . , q,
which shows how the box Vs can be expressed in terms of spectrahedra in (2.3). From now on,
we denote by {uˇk := (uˇ1k, . . . , uˇsk) ∈ IRs | k = 1, . . . , 2s} the extreme points of the box Vs.
The following corollary establishes a characterization for robust solutions of the lower-level
optimization problem (LP).
Corollary 3.2. (Tractable characterization for robust solutions of (LP)) Let x ∈ IRm.
Then, y ∈ Y (x) if and only if
(I)

y ∈ IRn, c⊤j x+ (a0j +
∑s
i=1 uˇ
i
ka
i
j)
⊤y − (b0j +
∑s
i=1 uˇ
i
kb
i
j) ≤ 0, k = 1, . . . , 2s, j = 1, . . . , q,
∃µ0 > 0, µj ≥ 0, µij ∈ IR, j = 1, . . . , q, i = 1, . . . , s such that
q∑
j=0
(µj)
2 +
q∑
j=1
s∑
i=1
(µij)
2 = 1,
µ0d0 +
q∑
j=1
(µja
0
j +
∑s
i=1 µ
i
ja
i
j) = 0, −µ0d⊤0 y −
q∑
j=1
(µjb
0
j − µjc⊤j x+
∑s
i=1 µ
i
jb
i
j) ≥ 0
and (µjγi)
2 − (µij)2 ≥ 0, i = 1, . . . , s, j = 1, . . . , q.
Proof. Since Uj := Vs, j = 1, . . . , q are polytopes, the cone
C(x) := cone
{(
aj(uj), bj(uj)− c⊤j x
) | uj ∈ Uj , j = 1, . . . , q}
is closed by virtue of Proposition 2.4(i). According to Theorem 2.5, we conclude that y ∈ Y (x)
if and only if the following conditions hold:
y ∈ IRn, c⊤j x+ aj(uj)⊤y ≤ bj(uj), ∀uj ∈ Uj, j = 1, . . . , q and (3.4)
∃λ0j ≥ 0, λij ∈ IR, j = 1, . . . , q, i = 1, . . . , s such that
d0 +
q∑
j=1
(λ0ja
0
j +
s∑
i=1
λija
i
j) = 0, −d⊤0 y −
q∑
j=1
(λ0jb
0
j − λ0jc⊤j x+
s∑
i=1
λijb
i
j) ≥ 0
and λ0jA
0
j +
s∑
i=1
λijA
i
j  0, j = 1, . . . , q. (3.5)
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It is easy to see that (3.4) amounts to the following one
y ∈ IRn, max
uj∈Uj=Vs
{〈(a1⊤j y − b1j , . . . , as⊤j y − bsj), uj〉+ a0⊤j y + c⊤j x− b0j} ≤ 0, j = 1, . . . , q,
which in turn is equivalent to the assertion
y ∈ IRn, uˇ⊤k
(
a1⊤j y − b1j , . . . , as⊤j y − bsj
)
+ a0⊤j y + c
⊤
j x− b0j ≤ 0, k = 1, . . . , 2s, j = 1, . . . , q,
where {uˇk := (uˇ1k, . . . , uˇsk) ∈ IRs | k = 1, . . . , 2s} are the extreme points of the box Vs denoted as
above. So, (3.4) becomes
y ∈ IRn, c⊤j x+ (a0j +
s∑
i=1
uˇika
i
j)
⊤y − (b0j +
s∑
i=1
uˇikb
i
j) ≤ 0, k = 1, . . . , 2s, j = 1, . . . , q.
Next, we show that (3.5) becomes
(λ0jγi)
2 − (λij)2 ≥ 0, i = 1, . . . , s, j = 1, . . . , q (3.6)
under our setting. Indeed, for each j ∈ {1, . . . , q}, consider the matrices Aij , i = 0, 1, . . . , s as
given in (3.3). Then, we have
λ0jA
0
j +
s∑
i=1
λijA
i
j =

λ0jγ1 + λ
1
j 0 · · · 0 0 · · · 0
0 λ0jγ2 + λ
2
j · · · 0 0 · · · 0
...
...
...
...
...
...
...
0 0 λ0jγs + λ
s
j 0 0 · · · 0
0 0 0 λ0jγ1 − λ1j 0 · · · 0
...
...
...
...
...
...
...
0 0 · · · 0 0 · · · λ0jγs − λsj

.
This follows that
λ0jA
0
j +
s∑
i=1
λijA
i
j  0⇔ λ0jγi + λij ≥ 0, λ0jγi − λij ≥ 0, i = 1, . . . , s,
which proves that (3.5) amounts to (3.6).
So, we come to the assertion that y ∈ Y (x) if and only if
(II)

y ∈ IRn, c⊤j x+ (a0j +
∑s
i=1 uˇ
i
ka
i
j)
⊤y − (b0j +
∑s
i=1 uˇ
i
kb
i
j) ≤ 0, k = 1, . . . , 2s, j = 1, . . . , q,
∃λ0j ≥ 0, λij ∈ IR, j = 1, . . . , q, i = 1, . . . , s such that
d0 +
q∑
j=1
(λ0ja
0
j +
∑s
i=1 λ
i
ja
i
j) = 0, −d⊤0 y −
q∑
j=1
(λ0jb
0
j − λ0jc⊤j x+
∑s
i=1 λ
i
jb
i
j) ≥ 0
and (λ0jγi)
2 − (λij)2 ≥ 0, i = 1, . . . , s, j = 1, . . . , q.
Now, it is easy to see that (II) entails (I) with µ0 :=
1√
1+
q∑
j=1
(λ0j )
2+
q∑
j=1
s∑
i=1
(λij)
2
and µj :=
λ0j√
1+
q∑
j=1
(λ0j )
2+
q∑
j=1
s∑
i=1
(λij)
2
, µij :=
λij√
1+
q∑
j=1
(λ0j )
2+
q∑
j=1
s∑
i=1
(λij)
2
, j = 1, . . . , q, i = 1, . . . , s. Conversely, sup-
pose that (I) holds. By letting λ0j :=
µj
µ0
, λij :=
µij
µ0
, j = 1, . . . , q, i = 1, . . . , s, we arrive at (II). So,
(I) and (II) are equivalent, which finishes the proof. ✷
To proceed further, we should define concepts of robust feasible/solutions for the bilevel poly-
nomial optimization problem (P) under uncertainty of both levels.
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Definition 3.3. (i) We say that (x¯, y¯) ∈ IRm × IRn is a robust feasible point of problem (P) if it
satisfies
y¯ ∈ Y (x¯), a˜⊤i x¯+ b˜⊤i y¯ ≤ c˜i, ∀(a˜i, b˜i, c˜i) ∈ U˜i, i = 1, . . . , l,
or equivalently, it is a feasible point of its robust counterpart (RP).
(ii) Let (x¯, y¯) ∈ IRm × IRn be a robust feasible point of problem (P). We say that (x¯, y¯) is a
global robust solution of problem (P) if f(x¯, y¯) ≤ f(x, y) for every robust feasible point (x, y) of
problem (P), or equivalently, it is a global solution of its robust counterpart (RP).
(iii) We say that the problem (P) satisfies the lower-level Slater condition (LSC) if for each
x ∈ IRm there exists z ∈ IRn such that
c⊤j x+ aj(uj)
⊤z < bj(uj), ∀uj ∈ Uj , j = 1, . . . , q. (3.7)
We are now ready to provide a characterization for global robust solutions of the bilevel poly-
nomial optimization problem with uncertain linear constraints (P). In the following theorem,
we will use notation as before, and in addition, we put d0 := (d
1
0, . . . , d
n
0), a
i
j := (a
i1
j , . . . , a
in
j ) ∈
IRn, i = 0, 1, . . . , s, j = 1, . . . , q, and let {(aˇki , bˇki , cˇki ) ∈ IRm× IRn× IR | k = 1, . . . , 2m+n+1} denote
the extreme points of the box U˜i for i = 1, . . . , l.
Theorem 3.4. (Characterization for global robust solutions of (P)) Let f be coer-
cive on IRm × IRn, and let the (LSC) in (3.7) be satisfied. Let (x¯, y¯) ∈ IRm × IRn be a ro-
bust feasible point of problem (P), and let κ ∈ IR be such that κ ≥ f(x¯, y¯). Then, (x¯, y¯)
is a global robust solution of problem (P) if and only if for any ǫ > 0, there exist sums-
of-squares polynomials ζ, σ0, σi ∈ Σ2[x, y, µ], i = 1, . . . , L := l2m+n+1 + q(2s + s + 1) + 2,
where µ := (µ0, µ1, . . . , µq, µ
1
1, . . . , µ
1
q, . . . , µ
s
1, . . . , µ
s
q) ∈ IRq(s+1)+1 and real polynomials ξj ∈
IR[x, y, µ], j = 1, . . . , n+ 1 such that
f −
L∑
i=1
σigi −
n+1∑
j=1
ξjhj − ζ
(
κ− f)− f(x¯, y¯) + ǫ = σ0 (3.8)
with
gi(x, y, µ) :=− (aˇi−(k−1)2
m+n+1
k )
⊤x− (bˇi−(k−1)2m+n+1k )⊤y + cˇi−(k−1)2
m+n+1
k for
i = (k − 1)2m+n+1 + 1, . . . , k2m+n+1 with k = 1, . . . , l,
gi(x, y, µ) :=− c⊤k x− (a0k +
s∑
j=1
uˇj
i−(k−1)2s−l2m+n+1a
j
k)
⊤y + b0k +
s∑
j=1
uˇj
i−(k−1)2s−l2m+n+1b
j
k for
i = l2m+n+1 + (k − 1)2s + 1, . . . , l2m+n+1 + k2s with k = 1, . . . , q,
gi(x, y, µ) :=µ0 for i = l2
m+n+1 + q2s + 1,
gi(x, y, µ) :=µi−l2m+n+1−q2s−1 for i = l2
m+n+1 + q2s + 2, . . . , l2m+n+1 + q2s + q + 1,
gi(x, y, µ) :=− µ0d⊤0 y −
q∑
k=1
(µkb
0
k − µkc⊤k x+
s∑
j=1
µjkb
j
k) for i = l2
m+n+1 + q2s + q + 2,
gi(x, y, µ) :=
(
µkγi−(k−1)s−(l2m+n+1+q2s+q+2)
)2 − (µi−(k−1)s−(l2m+n+1+q2s+q+2)k )2 for
i = (l2m+n+1 + q2s + q + 2) + (k − 1)s+ 1, . . . , (l2m+n+1 + q2s + q + 2) + ks
with k = 1, . . . , q,
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and
hj(x, y, µ) :=µ0d
j
0 +
q∑
k=1
(µka
0j
k +
s∑
i=1
µika
ij
k ) for j = 1, . . . , n,
hj(x, y, µ) :=1−
q∑
k=0
(µk)
2 −
q∑
k=1
s∑
i=1
(µik)
2 for j = n+ 1.
Proof. [Equivalent representation by finite number of constraints] Let us first show
that the set
{(x, y) ∈ IRm × IRn | a˜⊤i x+ b˜⊤i y ≤ c˜i, ∀(a˜i, b˜i, c˜i) ∈ U˜i, i = 1, . . . , l} (3.9)
is equivalent to the following one
{(x, y) ∈ IRm × IRn | aˇk⊤i x+ bˇk⊤i y − cˇki ≤ 0, k = 1, . . . , 2m+n+1, i = 1, . . . , l}, (3.10)
where {(aˇki , bˇki , cˇki ) ∈ IRm× IRn× IR | k = 1, . . . , 2m+n+1} are the extreme points of the box U˜i for
i = 1, . . . , l as denoted above. Indeed, for each (x, y) ∈ IRm × IRn, by letting X := (x, y,−1), we
obtain that
max
{
a˜⊤i x+ b˜
⊤
i y − c˜i | (a˜i, b˜i, c˜i) ∈ U˜i, i = 1, . . . , l
}
= max
{
a˜⊤i x+ b˜
⊤
i y − c˜i | (a˜i, b˜i, c˜i) ∈ conv {(aˇki , bˇki , cˇki ), k = 1, . . . , 2m+n+1}, i = 1, . . . , l
}
= max
{
W⊤i X | Wi ∈ conv {(aˇki , bˇki , cˇki ), k = 1, . . . , 2m+n+1}, i = 1, . . . , l
}
= max
{
Wˇ k⊤i X | k = 1, . . . , 2m+n+1, i = 1, . . . , l
}
= max
{
aˇk⊤i x+ bˇ
k⊤
i y − cˇki | k = 1, . . . , 2m+n+1, i = 1, . . . , l
}
,
where Wi := (a˜i, b˜i, c˜i) and Wˇ
k
i := (aˇ
k
i , bˇ
k
i , cˇ
k
i ), k = 1, . . . , 2
m+n+1 for i = 1, . . . , l. So, we conclude
that (3.9) is equivalent to (3.10).
[Characterizing robust feasible points of (P)] Let (x, y) ∈ IRm × IRn be a robust feasible
point of problem (P). It means that
y ∈ Y (x), a˜⊤i x+ b˜⊤i y ≤ c˜i, ∀(a˜i, b˜i, c˜i) ∈ U˜i, i = 1, . . . , l. (3.11)
Due to the equivalence between (3.9) and (3.10), (3.11) is nothing else but the assertion that
y ∈ Y (x), aˇk⊤i x+ bˇk⊤i y − cˇki ≤ 0, k = 1, . . . , 2m+n+1, i = 1, . . . , l. (3.12)
Invoking Corollary 3.2, (3.12) can be equivalently expressed as
(I)

(x, y) ∈ IRm × IRn,
aˇk⊤i x+ bˇ
k⊤
i y − cˇki ≤ 0, k = 1, . . . , 2m+n+1, i = 1, . . . , l,
c⊤j x+ (a
0
j +
∑s
i=1 uˇ
i
ka
i
j)
⊤y − (b0j +
∑s
i=1 uˇ
i
kb
i
j) ≤ 0, k = 1, . . . , 2s, j = 1, . . . , q,
∃µ0 > 0, µj ≥ 0, µij ∈ IR, j = 1, . . . , q, i = 1, . . . , s such that
q∑
j=0
(µj)
2 +
q∑
j=1
s∑
i=1
(µij)
2 = 1,
µ0d0 +
q∑
j=1
(µja
0
j +
∑s
i=1 µ
i
ja
i
j) = 0, −µ0d⊤0 y −
q∑
j=1
(µjb
0
j − µjc⊤j x+
∑s
i=1 µ
i
jb
i
j) ≥ 0
and (µjγi)
2 − (µij)2 ≥ 0, i = 1, . . . , s, j = 1, . . . , q,
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where {uˇk := (uˇ1k, . . . , uˇsk) ∈ IRs | k = 1, . . . , 2s} are the extreme points of the box Vs. Denote µ :=
(µ0, µ1, . . . , µq, µ
1
1, . . . , µ
1
q, . . . , µ
s
1, . . . , µ
s
q) ∈ IRq(s+1)+1, gi(x, y, µ), i = 1, . . . , L and hj(x, y, µ), j =
1, . . . , n+1 as stated in the theorem. Then, we conclude by (I) that (x, y) ∈ IRm×IRn is a robust
feasible point of problem (P) if and only if there exists µ ∈ IRq(s+1)+1 such that
(II)

gi(x, y, µ) ≥ 0, i = 1, . . . , l2m+n+1 + q2s,
gi(x, y, µ) > 0, i = l2
m+n+1 + q2s + 1,
gi(x, y, µ) ≥ 0, i = l2m+n+1 + q2s + 2, . . . , L,
hj(x, y, µ) ≥ 0,−hj(x, y, µ) ≥ 0, j = 1, . . . , n+ 1.
[Establishing conditions for applying Putinar’s Positivstellensatz] We consider a set of
polynomials
M(g1, . . . , gL, h1, . . . , hn+1,−h1, . . . ,−hn+1, κ− f)
as defined in (3.1). It is obvious by definition that the polynomial
hˆ :=κ− f + hn+1 = 1.(κ− f) + 1.hn+1
∈M(g1, . . . , gL, h1, . . . , hn+1,−h1, . . . ,−hn+1, κ− f).
Since (x¯, y¯) is a robust feasible point of problem (P), there exists µ¯ ∈ IRq(s+1)+1 such that (II) holds
at (x¯, y¯, µ¯). It entails that hn+1(x¯, y¯, µ¯) = 0, which in turn implies that hˆ(x¯, y¯, µ¯) = κ−f(x¯, y¯) ≥ 0,
and so, the set
H := {(x, y, µ) ∈ IRm × IRn × IRq(s+1)+1 | hˆ(x, y, µ) ≥ 0} 6= ∅
by virtue of (x¯, y¯, µ¯) ∈ H . Take any (x, y, µ) ∈ H . We have hˆ(x, y, µ) ≥ 0, which entails thatf(x, y) ≤ 1 + κ,q∑
k=0
(µk)
2 +
q∑
k=1
s∑
i=1
(µik)
2 ≤ 1 + κ− inf
(x,y)∈IRm×IRn
f(x, y).
(3.13)
Since f is coercive on IRm × IRn, it follows that inf(x,y)∈IRm×IRn f(x, y) > −∞, and hence, (3.13)
guarantees that H is a compact set. Hence,
M(g1, . . . , gL, h1, . . . , hn+1,−h1, . . . ,−hn+1, κ− f)
is archimedean. Put
K := {(x, y, µ) ∈ IRm × IRn × IRq(s+1)+1 |gi(x, y, µ) ≥ 0, i = 1, . . . , L,
hj(x, y, µ) ≥ 0,−hj(x, y, µ) ≥ 0, j = 1, . . . , n+ 1,
κ− f(x, y) ≥ 0}.
We easily verify that (x¯, y¯, µ¯) ∈ K, and hence, K 6= ∅.
[=⇒] Let (x¯, y¯) be a global robust solution of problem (P). For each ǫ > 0, set fˆ(x, y, µ) :=
f(x, y)− f(x¯, y¯) + ǫ. We will show that fˆ > 0 on K. Indeed, take any (x, y, µ) ∈ K. It follows
that {
gi(x, y, µ) ≥ 0, i = 1, . . . , L,
hj(x, y, µ) ≥ 0,−hj(x, y, µ) ≥ 0, j = 1, . . . , n+ 1,
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which is equivalent to the following one
(III)

(x, y) ∈ IRm × IRn, µ := (µ0, µ1, . . . , µq, µ11, . . . , µ1q, . . . , µs1, . . . , µsq) ∈ IRq(s+1)+1,
aˇk⊤i x+ bˇ
k⊤
i y − cˇki ≤ 0, k = 1, . . . , 2m+n+1, i = 1, . . . , l,
c⊤j x+ (a
0
j +
∑s
i=1 uˇ
i
ka
i
j)
⊤y − (b0j +
∑s
i=1 uˇ
i
kb
i
j) ≤ 0, k = 1, . . . , 2s, j = 1, . . . , q,
µ0 ≥ 0, µj ≥ 0, j = 1, . . . , q,
q∑
j=0
(µj)
2 +
q∑
j=1
s∑
i=1
(µij)
2 = 1,
µ0d0 +
q∑
j=1
(µja
0
j +
∑s
i=1 µ
i
ja
i
j) = 0, −µ0d⊤0 y −
q∑
j=1
(µjb
0
j − µjc⊤j x+
∑s
i=1 µ
i
jb
i
j) ≥ 0
and (µjγi)
2 − (µij)2 ≥ 0, i = 1, . . . , s, j = 1, . . . , q.
Since the (LSC) in (3.7) is satisfied, we will show that µ0 6= 0. Assume on the contrary that
µ0 = 0. We get by (III) that
q∑
j=1
(µj)
2 +
q∑
j=1
s∑
i=1
(µij)
2 = 1, (3.14)
q∑
j=1
(µja
0
j +
s∑
i=1
µija
i
j) = 0,
q∑
j=1
µjc
⊤
j x−
q∑
j=1
µjb
0
j −
q∑
j=1
s∑
i=1
µijb
i
j ≥ 0, (3.15)
(µjγi)
2 − (µij)2 ≥ 0, i = 1, . . . , s, j = 1, . . . , q. (3.16)
By (3.16), for each j ∈ {1, . . . , q}, µij = 0 for i = 1, . . . , s whenever µj = 0, and hence, we
conclude from (3.14) that there exists j ∈ {1, . . . , q} such that µj 6= 0, i.e.,
q∑
j=1
µj 6= 0. For each
j ∈ {1, . . . , q}, let u¯j := (u¯1j , . . . , u¯sj) ∈ IRs with
u¯ij :=
{
0 if µj = 0
µij
µj
if µj 6= 0,
i = 1, . . . , s.
Then, |u¯ij| ≤ γi for i = 1, . . . , s, j = 1, . . . , q, and so, u¯j ∈ Vs = Uj for all j = 1, . . . , q. On the one
hand, in view of the (LSC) in (3.7), we find z ∈ IRn such that
c⊤j x+ aj(u¯j)
⊤z < bj(u¯j), j = 1, . . . , q.
Since
q∑
j=1
µj 6= 0, it follows that
q∑
j=1
µjc
⊤
j x+
q∑
j=1
µjaj(u¯j)
⊤z <
q∑
j=1
µjbj(u¯j),
or equivalently,
q∑
j=1
µjc
⊤
j x+
( q∑
j=1
µja
0
j +
q∑
j=1
s∑
i=1
µija
i
j
)⊤
z −
q∑
j=1
µjb
0
j −
q∑
j=1
s∑
i=1
µijb
i
j < 0. (3.17)
On the other hand, we get by (3.15) that
q∑
j=1
µjc
⊤
j x+
( q∑
j=1
µja
0
j +
q∑
j=1
s∑
i=1
µija
i
j
)⊤
z −
q∑
j=1
µjb
0
j −
q∑
j=1
s∑
i=1
µijb
i
j ≥ 0,
t. d. chuong and v. jeyakumar 19
which contradicts (3.17). Therefore, we conclude that µ0 > 0. It follows that (x, y, µ) satisfies (II),
and so, (x, y) is a robust feasible point of problem (P). This fact gives us that f(x, y) ≥ f(x¯, y¯)
inasmuch as (x¯, y¯) is a global robust solution of problem (P). Consequently, it guarantees that
fˆ(x, y, µ) := f(x, y)− f(x¯, y¯) + ǫ > 0.
[Applying Putinar’s Positivstellensatz] Now, applying Lemma 3.1, we find sums-of-squares
polynomials σi, i = 0, 1, . . . , L, ξ
1
j , ξ
2
j , j = 1, . . . , n+ 1, ζ ∈ Σ2[x, y, µ] such that
fˆ = σ0 +
L∑
i=1
σigi +
n+1∑
j=1
ξ1jhj +
n+1∑
j=1
ξ2j (−hj) + ζ(κ− f). (3.18)
Let ξj ∈ IR[x, y, µ], j = 1, . . . , n+1 be real polynomials defined by ξj := ξ1j − ξ2j , j = 1, . . . , n+1.
Then, we deduce from (3.18) that
f −
L∑
i=1
σigi −
n+1∑
j=1
ξjhj − ζ(κ− f)− f(x¯, y¯) + ǫ = σ0,
showing (3.8) is valid.
[⇐=] Assume that for any ǫ > 0, there exist sums-of-squares polynomials σi, i = 0, 1, . . . , L, ζ ∈
Σ2[x, y, µ] and real polynomials ξj ∈ IR[x, y, µ], j = 1, . . . , n + 1 such that (3.8) holds. By
rearranging (3.8), we obtain that
(1 + ζ)f = σ0 +
L∑
i=1
σigi +
n+1∑
j=1
ξjhj + (1 + ζ)f(x¯, y¯) + ζ
(
κ− f(x¯, y¯))− ǫ. (3.19)
Let (x, y) ∈ IRm×IRn be a robust feasible point of problem (P). Then, there exists µ ∈ IRq(s+1)+1
such that (II) holds at (x, y, µ). Thanks to the nonnegativity of sums-of-squares polynomials,
evaluating (3.19) at (x, y, µ) allows us to arrive at(
1 + ζ(x, y, µ)
)
f(x, y) ≥ (1 + ζ(x, y, µ))f(x¯, y¯)− ǫ
and then,
f(x, y) ≥ f(x¯, y¯)− ǫ
1 + ζ(x, y, µ)
≥ f(x¯, y¯)− ǫ.
Letting ǫ → 0, we obtain that f(x, y) ≥ f(x¯, y¯). In conclusion, (x¯, y¯) is a global robust solution
of problem (P), which ends the proof of the theorem. ✷
Remark 3.5. (i) It is worth noticing that if f is a convex polynomial and there exists (x¯, y¯) ∈
IRm × IRn such that the Hessian ∇2f(x¯, y¯) is positive definite, then it is coercive on IRm × IRn
(see e.g., [26, Lemma 3.1]) and hence, the above theorem can be obviously applied for this convex
setting.
(ii) Observe from the converse implication of the proof of Theorem 3.4 that a robust feasible
point (x¯, y¯) ∈ IRm × IRn is a global robust solution of problem (P) if it satisfies the following
representation
f −
L∑
i=1
σigi −
n+1∑
j=1
ξjhj − ζ
(
κ− f)− f(x¯, y¯) = σ0, (3.20)
where σi, i = 0, 1, . . . , L, ζ ∈ Σ2[x, y, µ], ξj ∈ IR[x, y, µ], j = 1, . . . , n + 1 and gi, i =
1, . . . , L, hj, j = 1, . . . , n + 1 are defined as in the statement of Theorem 3.4. It is clear that
the condition (3.20) serves as a sufficient criterion for global robust optimality, and furthermore,
in practice, it is easily numerically checkable compared to the condition (3.8), because it does
not involve the parameter ǫ.
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The next example illustrates that if the (LSC) in (3.7) is violated, then the conclusion of
Theorem 3.4 may go awry. Below, we consider the case of l := 1 and q := 1 for the purpose of
simplicity.
Example 3.6. (The importance of the Slater condition) Consider the bilevel polynomial
optimization problem with uncertain linear constraints of the form:
min
(x,y)∈IR2
{
f(x, y) := x2 + y2 + 2y − 2 | y ∈ Y (x, u)}, (EP1)
where u ∈ U := [−1, 1] ⊂ IR and Y (x, u) := argminz∈IR{x−z | (1+u)z ≤ 0}. The problem (EP1)
can be expressed in terms of problem (P), where U˜ := [a, a] × [b, b] × [c, c] with a := a :=
b := b := c := c := 0 ∈ IR, and c0 := 1 ∈ IR, d0 := −1 ∈ IR, c := 0 ∈ IR, the affine
mappings a : IR → IR and b : IR → IR are given by a(u) := a0 + ua1 and b(u) := b0 + ub1 with
a0 := a1 := 1 ∈ IR, b0 := b1 := 0 ∈ IR for u ∈ IR.
In this setting, it is easy to see that Y (x) = {0} for any x ∈ IR, and therefore, we see that
(x¯, y¯) := (0, 0) is a global robust solution of problem (EP1). Obviously, f is coercive on IR2. Let
µ := (µ0, µ1, µ
1
1) ∈ IR3, and denote the functions gi(x, y, µ) and hj(x, y, µ) as in the statement of
Theorem 3.4. For the sake of clear representation, we first remove the null functions and then
relabel them as
g1(x, y, µ) = −2y, g2(x, y, µ) = µ0, g3(x, y, µ) = µ1,
g4(x, y, µ) = µ0y, g5(x, y, µ) = (µ1)
2 − (µ11)2,
h1(x, y, µ) = −µ0 + µ1 + µ11, h2(x, y, µ) = 1− (µ0)2 − (µ1)2 − (µ11)2.
Let κ ≥ −2 = f(x¯, y¯), and let 0 < ǫ < 1. We claim that the representation of sums-of-squares
polynomials given in (3.8) of Theorem 3.4 fails to hold. Indeed, assume on the contrary that
there exist sums-of-squares polynomials ζ, σ0, σi ∈ Σ2[x, y, µ], i = 1, . . . , 5, and real polynomials
ξj ∈ IR[x, y, µ], j = 1, 2 such that
f −
5∑
i=1
σigi −
2∑
j=1
ξjhj − ζ
(
κ− f)− f(x¯, y¯) + ǫ = σ0 (3.21)
Setting x˜ := 0, y˜ := −1 and µ˜ := (0, 1√
2
, −1√
2
), and then substituting (x˜, y˜, µ˜) into (3.21) we obtain
that
−1− 2σ1(x˜, y˜, µ˜)− 1√
2
σ3(x˜, y˜, µ˜)− (κ+ 3)ζ(x˜, y˜, µ˜) + ǫ = σ0(x˜, y˜, µ˜),
and hence, it entails that σ0(x˜, y˜, µ˜) ≤ ǫ− 1 < 0, which is absurd.
Consequently, the conclusion of Theorem 3.4 fails. The reason is that the (LSC) in (3.7) is
violated.
4 Global Optimal Values by Semidefinite Programs
We now present semidefinite programming relaxations for the bilevel polynomial optimization
problem with uncertain linear constraints (P) and show how the global optimal value of the
bilevel polynomial problem can be found by solving a sequence of corresponding semidefinite
programming relaxation problems.
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For each k ∈ IN , the sums-of-squares optimization problem associated with the problem (P) is
given by
sup
(t,σ0,σi,ξj ,ζ)
{
t |f −
L∑
i=1
σigi −
n+1∑
j=1
ξjhj − ζ(κ− f)− t = σ0,
t ∈ IR, ζ, σ0, σi ∈ Σ2[x, y, µ], ξj ∈ IR[x, y, µ],
deg(σ0) ≤ k, deg(ζf) ≤ k, deg(σigi) ≤ k, deg(ξjhj) ≤ k,
i = 1, . . . , L, j = 1, . . . , n+ 1
}
, (Dk)
where κ ≥ f(x¯, y¯) with (x¯, y¯) being a robust feasible point of problem (P), and gi, i = 1, . . . , L :=
l2m+n+1 + q(2s + s + 1) + 2, hj , j = 1, . . . , n+ 1 are defined as in the statement of Theorem 3.4.
It is worth mentioning here that for each fixed k ∈ IN , the problem (Dk) can be regarded as
a sum of squares relaxation problem of the primal one (P), and more interestingly, it can be
reformulated and solved as a semidefinite linear programming problem [27]. Denote the optimal
values of (P) and (Dk) respectively by val(P ) and val(Dk).
In the next theorem we show that, under some additional conditions, the bilevel polynomial
optimization problem (P) has a global robust solution and the optimal values of the relaxation
problem (Dk) converge to the optimal value of the bilevel polynomial optimization problem (P)
when the degree bound k goes to infinity.
Theorem 4.1. (Computing global optimal value by SDP) Let f be coercive on IRm× IRn.
Assume that the (LSC) in (3.7) is satisfied. Then, the bilevel polynomial optimization problem (P)
has a global robust solution (x0, y0) satisfying
val(Dk) ≤ val(P ) = f(x0, y0) for all k ∈ IN. (4.1)
Moreover, we have
lim
k→∞
val(Dk) = val(P ). (4.2)
Proof. [Proving the existence of global robust solutions of (P)] As shown in the proof
of Theorem 3.4, we conclude that (x, y) ∈ IRm × IRn is a robust feasible point of problem (P) if
and only if there exists µ ∈ IRq(s+1)+1 such that
gi(x, y, µ) ≥ 0, i = 1, . . . , l2m+n+1 + q2s,
gi(x, y, µ) > 0, i = l2
m+n+1 + q2s + 1,
gi(x, y, µ) ≥ 0, i = l2m+n+1 + q2s + 2, . . . , L,
hj(x, y, µ) ≥ 0,−hj(x, y, µ) ≥ 0, j = 1, . . . , n+ 1,
(4.3)
where gi, i = 1, . . . , L, hj, j = 1, . . . , n+ 1 are defined as in the statement of Theorem 3.4.
Let k ∈ IN , and let (x¯, y¯) ∈ IRm × IRn be a robust feasible point of problem (P) as in the
construction of problem (Dk). Then, one has κ ≥ f(x¯, y¯), and there exists µ¯ ∈ IRq(s+1)+1 such
that (4.3) holds at (x¯, y¯, µ¯). Now, let ǫ > 0 be fixed and consider the function fˆ(x, y, µ) :=
f(x, y)− f(x¯, y¯) + ǫ for (x, y, µ) ∈ IRm × IRn × IRq(s+1)+1. Under the coercivity of f , as shown in
the proof of Theorem 3.4, the set H := {(x, y, µ) ∈ IRm × IRn × IRq(s+1)+1 | hˆ(x, y, µ) ≥ 0} with
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hˆ := (κ− f) + hn+1 is compact, and the set
K := {(x, y, µ) ∈ IRm × IRn × IRq(s+1)+1 |gi(x, y, µ) ≥ 0, i = 1, . . . , L,
hj(x, y, µ) ≥ 0,−hj(x, y, µ) ≥ 0, j = 1, . . . , n+ 1,
κ− f(x, y) ≥ 0} 6= ∅
by virtue of (x¯, y¯, µ¯) ∈ K. It can be checked that K ⊂ H , and hence, K is compact as well. In
addition, since fˆ is a polynomial and hence continuous, we conclude that there exists (x0, y0, µ0) ∈
K such that
fˆ(x0, y0, µ0) ≤ fˆ(x, y, µ) for all (x, y, µ) ∈ K. (4.4)
We claim that (x0, y0) is a global robust solution of problem (P). Indeed, by (x0, y0, µ0) ∈ K, it
follows that {
gi(x0, y0, µ0) ≥ 0, i = 1, . . . , L,
hj(x0, y0, µ0) ≥ 0,−hj(x0, y0, µ0) ≥ 0, j = 1, . . . , n+ 1, (4.5)
and that
κ ≥ f(x0, y0). (4.6)
Under the fulfilment of the (LSC) in (3.7), similar to the proof of Theorem 3.4, the condi-
tion (4.5) guarantees that (4.3) holds at (x0, y0, µ0) and hence, (x0, y0) is a robust feasible point
of problem (P).
Now, let (x, y) ∈ IRm × IRn be a robust feasible point of problem (P). Then, there is µ ∈
IRq(s+1)+1 such that (4.3) holds. If in addition κ− f(x, y) ≥ 0, then (x, y, µ) ∈ K, and so, we get
by (4.4) that f(x0, y0) ≤ f(x, y). Otherwise, κ− f(x, y) < 0, then f(x, y) > κ ≥ f(x0, y0), where
the last inequality holds by virtue of (4.6). Consequently, our claim holds.
Furthermore, it confirms that
val(P ) = f(x0, y0). (4.7)
[Verifying (4.1)] If the problem (Dk) is not feasible, then val(Dk) = −∞, and in this case,
(4.1) holds trivially. Now, let (t, σ0, σi, ξj, ζ), i = 1, . . . , L, j = 1, . . . , n + 1 be a feasible point of
problem (Dk). It means that there exist t ∈ IR, ζ, σ0, σi ∈ Σ2[x, y, µ], ξj ∈ IR[x, y, µ], deg(σ0) ≤
k, deg(ζf) ≤ k, deg(σigi) ≤ k, deg(ξjhj) ≤ k, i = 1, . . . , L, j = 1, . . . , n+ 1 such that
f −
L∑
i=1
σigi −
n+1∑
j=1
ξjhj − ζ(κ− f)− t = σ0
or equivalently,
(1 + ζ)f = σ0 +
L∑
i=1
σigi +
n+1∑
j=1
ξjhj + t + ζf(x0, y0) + ζ
(
κ− f(x0, y0)
)
, (4.8)
where (x0, y0) is the global robust solution of problem (P) as shown above. Recall here that
(4.6) and (4.3) hold at (x0, y0, µ0). Due to the nonnegativity of sums-of-squares polynomials,
estimating (4.8) at (x0, y0, µ0), we obtain that(
1 + ζ(x0, y0, µ0)
)
f(x0, y0) ≥ t+ ζ(x0, y0, µ0)f(x0, y0),
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or equivalently,
f(x0, y0) ≥ t.
It confirms that val(Dk) ≤ f(x0, y0), which together with (4.7) proves that (4.1) is valid.
[Verifying (4.2)] Let ǫ > 0. As shown above, (x0, y0) is a global robust solution of problem (P)
satisfying κ ≥ f(x¯, y¯) ≥ f(x0, y0). Invoking Theorem 3.4, we find sums-of-squares polynomials
σi, i = 0, 1, . . . , L, ξ
1
j , ξ
2
j , j = 1, . . . , n+ 1, ζ ∈ Σ2[x, y, µ] such that
f −
L∑
i=1
σigi −
n+1∑
j=1
ξjhj − ζ(κ− f)− f(x0, y0) + ǫ = σ0,
or equivalently,
f −
L∑
i=1
σigi −
n+1∑
j=1
ξjhj − ζ(κ− f)− t0 = σ0,
with t0 := f(x0, y0) − ǫ ∈ IR. So, there exists kǫ ∈ IN such that deg(σ0) ≤ kǫ, deg(ζf) ≤
kǫ, deg(σigi) ≤ kǫ, deg(ξjhj) ≤ kǫ, i = 1, . . . , L, j = 1, . . . , n+ 1, and that
val(Dkǫ) ≥ f(x0, y0)− ǫ.
Letting ǫ→ 0, we see that lim inf
k→∞
val(Dk) ≥ f(x0, y0). This together with (4.1) establishes (4.2),
which ends the proof of the theorem. ✷
Finally, we provide some examples which show how our relaxation scheme can be applied to
find the global optimal value of the bilevel polynomial optimization problem with uncertain linear
constraints (P).
Example 4.2. (Uncertain bilevel convex polynomial problem) Consider the bilevel poly-
nomial optimization problem with uncertain linear constraints of the form:
min
(x,y)∈IR2
{
f(x, y) := x4 + y2 + y + 1 | y ∈ Y (x, u), x ≤ 0, y ≤ 0}, (EP2)
where u ∈ U := [−1, 1] ⊂ IR and Y (x, u) := argminz∈IR{2x − z | (1 + 12u)z ≤ 0}. The prob-
lem (EP2) can be expressed in terms of problem (P), where U˜ := [a, a] × [b, b] × [c, c] with
a := b := c := 0 ∈ IR, a := b := c := 1 ∈ IR, and c0 := 2 ∈ IR, d0 := −1 ∈ IR, c := 0 ∈ IR, the
affine mappings a : IR → IR and b : IR → IR are given by a(u) := a0 + ua1 and b(u) := b0 + ub1
with a0 := 1 ∈ IR, a1 := 1
2
∈ IR, b0 := b1 := 0 ∈ IR for u ∈ IR. A direct calculation shows that
(x0, y0) := (0, 0) is a robust solution of problem (EP2) with the global optimal value 1.
Now, we use the relaxation scheme formulated in Theorem 4.1 to verify this global optimal
value. In this setting, it is easy to see that f is coercive on IR2 and the (LSC) in (3.7) is fulfilled.
Let µ := (µ0, µ1, µ
1
1) ∈ IR3, and denote the functions gi(x, y, µ) and hj(x, y, µ) as in the statement
of Theorem 3.4. For the sake of clear representation, we first remove the null functions and then
relabel them as
g1(x, y, µ) = 1, g2(x, y, µ) = −x, g3(x, y, µ) = −x+ 1, g4(x, y, µ) = −y,
g5(x, y, µ) = −y + 1, g6(x, y, µ) = −x− y, g7(x, y, µ) = −x− y + 1, g8(x, y, µ) = µ0,
g9(x, y, µ) = µ1, g10(x, y, µ) = µ0y, g11(x, y, µ) = (µ1)
2 − (µ11)2,
h1(x, y, µ) = −µ0 + µ1 + 12µ11, h2(x, y, µ) = 1− (µ0)2 − (µ1)2 − (µ11)2.
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Let (x¯, y¯) := (−1, 0) be a feasible point, and take κ := 2 ≥ 2 = f(x¯, y¯). In this setting, the
problem (Dk) becomes
sup
(t,σ0,σi,ξj ,ζ)
{
t |f −
11∑
i=1
σigi −
2∑
j=1
ξjhj − ζ(2− f)− t = σ0,
t ∈ IR, ζ, σ0, σi ∈ Σ2[x, y, µ], ξj ∈ IR[x, y, µ], deg(σ0) ≤ k,
deg(ζf) ≤ k, deg(σigi) ≤ k, deg(ξjhj) ≤ k, i = 1, . . . , 11, j = 1, 2
}
.
Using the Matlab toolbox YALMIP [28, 29], we converted the above optimization problem into
an equivalent semi-definite program and solved it with k := 6. The solver returned the true
global optimal value 1.000.
Example 4.3. (Uncertain bilevel non-convex polynomial problem) Consider the bilevel
polynomial optimization problem with uncertain linear constraints of the form:
min
(x,y)∈IR2
{
f(x, y) := x4 − 4xy + y4 − 2 | y ∈ Y (x, u)}, (EP3)
where u ∈ U := [−1
2
, 1
2
] ⊂ IR and Y (x, u) := argminz∈IR{x−z | (1+u)z ≤ 0}. The problem (EP3)
can be expressed in terms of problem (P), where U˜ := [a, a] × [b, b] × [c, c] with a := a :=
b := b := c := c := 0 ∈ IR, and c0 := 1 ∈ IR, d0 := −1 ∈ IR, c := 0 ∈ IR, the affine
mappings a : IR → IR and b : IR → IR are given by a(u) := a0 + ua1 and b(u) := b0 + ub1
with a0 := a1 := 1 ∈ IR, b0 := b1 := 0 ∈ IR for u ∈ IR. Note that the objective function f is a
non-convex polynomial. A direct calculation shows that (x0, y0) := (0, 0) is a robust solution of
problem (EP3) with the global optimal value −2.
Now, we employ the relaxation scheme of Theorem 4.1 to verify this global optimal value. It is
easy to check that f is coercive on IR2 and (LSC) in (3.7) is fulfilled. Let µ := (µ0, µ1, µ
1
1) ∈ IR3,
and denote the functions gi(x, y, µ) and hj(x, y, µ) as in the statement of Theorem 3.4. Removing
the null functions and then relabeling them gives us
g1(x, y, µ) = −12y, g2(x, y, µ) = −32y, g3(x, y, µ) = µ0,
g4(x, y, µ) = µ1, g5(x, y, µ) = µ0y, g6(x, y, µ) =
1
4
(µ1)
2 − (µ11)2,
h1(x, y, µ) = −µ0 + µ1 + µ11, h2(x, y, µ) = 1− (µ0)2 − (µ1)2 − (µ11)2.
Let (x¯, y¯) := (1, 0) be a feasible point, and take κ := −1 ≥ −1 = f(x¯, y¯). Then, problem (Dk)
becomes
sup
(t,σ0,σi,ξj ,ζ)
{
t |f −
6∑
i=1
σigi −
2∑
j=1
ξjhj − ζ(−1− f)− t = σ0,
t ∈ IR, ζ, σ0, σi ∈ Σ2[x, y, µ], ξj ∈ IR[x, y, µ], deg(σ0) ≤ k,
deg(ζf) ≤ k, deg(σigi) ≤ k, deg(ξjhj) ≤ k, i = 1, . . . , 6, j = 1, 2
}
.
Using the Matlab toolbox YALMIP [28, 29], we converted the above optimization problem into
an equivalent semi-definite program and solved it with k := 4. The solver returned the true
global optimal value −2.000.
5 Appendix: Bilevel Problems & Ball Data Uncertainty
In this Section, we show how a numerically checkabale characterization of robust feasibility can
be derived for a bilevel polynomial optimization problem with uncertain linear constraints in the
case of ball data uncertainty.
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Let f : IRm × IRn → IR be a real polynomial. We consider a bilevel polynomial optimization
problem with ball uncertainties as
min
(x,y)∈IRm×IRn
{
f(x, y) | y ∈ Y (x, u1, . . . , uq), a˜i(u˜i)⊤x ≤ b˜i(u˜i), i = 1, . . . , l
}
, (BP)
where uj ∈ Uj , j = 1, . . . , q and u˜i ∈ U˜i, i = 1, . . . , l are uncertain and Y (x, u1, . . . , uq) :=
argminz∈IRn{c⊤0 x+ d⊤0 z | c⊤j x+ aj(uj)⊤z ≤ bj(uj), j = 1, . . . , q} denotes the optimal solution set
of the uncertain lower-level optimization problem
min
z∈IRn
{c⊤0 x+ d⊤0 z | c⊤j x+ aj(uj)⊤z ≤ bj(uj), j = 1, . . . , q}. (LBP)
In the above data, the uncertainty sets Uj := IBs, j = 1, . . . , q and U˜i := IBs˜, i = 1, . . . , l, where
IBs and IBs˜ are the closed unit balls in IR
s and IRs˜, respectively, as well as c0 ∈ IRm, d0 ∈ IRn, cj ∈
IRm, j = 1, . . . , q fixed.
The affine mappings a˜i : IR
s˜ → IRn, b˜i : IRs˜ → IR, i = 1, . . . , l, aj : IRs → IRn, bj : IRs →
IR, j = 1, . . . , q are given respectively by a˜i(u˜i) := a˜
0
i +
∑s˜
j=1 u
j
ia
j
i , b˜i(u˜i) = b˜
0
i +
∑s˜
j=1 u
j
ib
j
i for
u˜i := (u
1
i , . . . , u
s˜
i ) ∈ IRs˜ with a˜ji ∈ IRn, b˜ji ∈ IR, j = 0, 1, . . . , s˜, i = 1, . . . , l fixed, and aj(uj) :=
a0j +
∑s
i=1 u
i
ja
i
j, bj(uj) = b
0
j +
∑s
i=1 u
i
jb
i
j for uj := (u
1
j , . . . , u
s
j) ∈ IRs with aij ∈ IRn, bij ∈ IR, i =
0, 1, . . . , s, j = 1, . . . , q fixed.
Observe that for each j ∈ {1, . . . , q}, let
A0j :=
(
Is 0
0 1
)
, Aij :=
(
0 ei
e⊤i 0
)
, i = 1, . . . , s, (5.1)
where ei ∈ IRs is a vector whose ith component is one and all others are zero. Then, we have
{
uj := (u
1
j , . . . , u
s
j) ∈ IRs | A0j +
s∑
i=1
uijA
i
j  0
}
=
{
uj := (u
1
j , . . . , u
s
j) ∈ IRs |
(
Is uj
u⊤j 1
)
 0} (5.2)
=
{
uj := (u
1
j , . . . , u
s
j) ∈ IRs | 1− u⊤j Isuj ≥ 0
}
= IBs, j = 1, . . . , q,
where the third equality in (5.2) is valid due to the Schur complement (cf. [4, Lemma 4.2.1]). It
means that the closed unit ball of IRs can be expressed in terms of spectrahedra in (2.3).
We should note here that the notions of robust feasible/or solutions of the upper/lower-level
optimization problems (BP) and (LBP) are defined similarly in the previous sections. The
following theorem provides a characterization for robust solutions of the lower-level optimization
problem (LBP).
Theorem 5.1. (Characterization for robust solutions of (LBP)) Let x ∈ IRm, and let the
cone C(x) := cone
{(
aj(uj), bj(uj) − c⊤j x
) | uj ∈ IBs, j = 1, . . . , q} be closed. Then, y ∈ Y (x) if
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and only if
y ∈ IRn, ∃λj ≥ 0, j = 1, . . . , q such that(
λjIs
1
2
(
b1j − a1⊤j y, . . . , bsj − as⊤j y
)⊤
1
2
(
b1j − a1⊤j y, . . . , bsj − as⊤j y
) −λj − a0⊤j y − c⊤j x+ b0j
)
 0, j = 1, . . . , q,
∃λ0j ≥ 0, λij ∈ IR, j = 1, . . . , q, i = 1, . . . , s such that
d0 +
q∑
j=1
(λ0ja
0
j +
∑s
i=1 λ
i
ja
i
j) = 0, −d⊤0 y −
q∑
j=1
(λ0jb
0
j − λ0jc⊤j x+
∑s
i=1 λ
i
jb
i
j) ≥ 0
and (λ0j)
2 −∑si=1(λij)2 ≥ 0, j = 1, . . . , q,
where Is denotes the identity (s× s) matrix.
Proof. First, we assert that y ∈ IRn is a robust feasible point of the problem (LBP) if and
only if there are λj ≥ 0, j = 1, . . . , q such that(
λjIs
1
2
(
b1j − a1⊤j y, . . . , bsj − as⊤j y
)⊤
1
2
(
b1j − a1⊤j y, . . . , bsj − as⊤j y
) −λj − a0⊤j y − c⊤j x+ b0j
)
 0, j = 1, . . . , q. (5.3)
Indeed, let y ∈ IRn be a robust feasible point of the problem (LBP), i.e., we have
c⊤j x+ aj(uj)
⊤y ≤ bj(uj), ∀uj ∈ IBs, j = 1, . . . , q. (5.4)
The relations in (5.4) means that for each j ∈ {1, . . . , q}, the following implication holds:
∀uj := (u1j , . . . , usj) ∈ IRs, fj(uj) := u⊤j Isuj − 1 ≤ 0
=⇒gj(uj) :=
[
(a1⊤j y, . . . , a
s⊤
j y)− (b1j , . . . , bsj)
]⊤
uj + a
0⊤
j y + c
⊤
j x− b0j ≤ 0.
Moreover, since fj(0) = −1 < 0, by using the inhomogeneous S-lemma (cf. [4, Proposi-
tion 4.10.1]), we find λj ≥ 0 such that(
λjIs
1
2
(
b1j − a1⊤j y, . . . , bsj − as⊤j y
)⊤
1
2
(
b1j − a1⊤j y, . . . , bsj − as⊤j y
) −λj − a0⊤j y − c⊤j x+ b0j
)
 0,
and so, our assertion holds.
Keeping in mind the above fact, due to the closed cone C(x), we apply Theorem 2.5 to conclude
that y ∈ Y (x) if and only if
y ∈ IRn, ∃λj ≥ 0, j = 1, . . . , q such that(
λjIs
1
2
(
b1j − a1⊤j y, . . . , bsj − as⊤j y
)⊤
1
2
(
b1j − a1⊤j y, . . . , bsj − as⊤j y
) −λj − a0⊤j y − c⊤j x+ b0j
)
 0, j = 1, . . . , q,
∃λ0j ≥ 0, λij ∈ IR, j = 1, . . . , q, i = 1, . . . , s such that
d0 +
q∑
j=1
(λ0ja
0
j +
∑s
i=1 λ
i
ja
i
j) = 0, −d⊤0 y −
q∑
j=1
(λ0jb
0
j − λ0jc⊤j x+
∑s
i=1 λ
i
jb
i
j) ≥ 0
and λ0jA
0
j +
∑s
i=1 λ
i
jA
i
j  0, j = 1, . . . , q.
To complete the proof of the theorem, it remains to prove that the matrix inequalities λ0jA
0
j +∑s
i=1 λ
i
jA
i
j  0, j = 1, . . . , q reduce to
(λ0j )
2 −
s∑
i=1
(λij)
2 ≥ 0, j = 1, . . . , q (5.5)
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under our setting. Indeed, let j ∈ {1, . . . , q} and consider the matrices Aij , i = 0, 1, . . . , s as given
in (5.1). Then, it can be checked that
λ0jA
0
j +
s∑
i=1
λijA
i
j  0⇔
(
λ0jIs u¯j
u¯⊤j λ
0
j
)
 0 (5.6)
where u¯j := (λ
1
j , . . . , λ
s
j) ∈ IRs.
If λ0j = 0, then λ
i
j = 0 for all i = 1, . . . , s as shown in the proof of Theorem 2.2 due to the
boundedness of the Uj := IBs. Then, (5.5) and (5.6) are trivially equivalent. If λ
0
j 6= 0, then, by
using the Schur complement (cf. [4, Lemma 4.2.1]), (5.6) amounts to the following one
λ0j − u¯⊤j (λ0jIs)−1u¯j ≥ 0.
Now, it is clear that
λ0j − u¯⊤j (λ0jIs)−1u¯j ≥ 0⇔ λ0j −
1
λ0j
(
s∑
i=1
(λij)
2
)
≥ 0⇔ (λ0j)2 −
s∑
i=1
(λij)
2 ≥ 0,
and so, we arrive at the desired conclusion. ✷
The next theorem presents a characterizing for robust feasible points of the bilevel polynomial
optimization problem with ball uncertainties (BP).
Theorem 5.2. (Characterization for robust feasible points of (BP)) Let the cone
C(x) := cone
{(
aj(uj), bj(uj) − c⊤j x
) | uj ∈ IBs, j = 1, . . . , q} be closed for each x ∈ IRm.
Then, (x, y) ∈ IRm × IRn is a robust feasible point of problem (BP) if and only if there exists
λ := (λ˜1, . . . , λ˜l, λ1, . . . , λq, λ
0
1, . . . , λ
0
q, λ
1
1, . . . , λ
1
q, . . . , λ
s
1, . . . , λ
s
q) ∈ IRq(s+2)+l such that
(I)

λ˜i ≥ 0, i = 1, . . . , l, λ˜iIs˜ 12 (b˜1i − a˜1⊤i x, . . . , b˜s˜i − a˜s˜⊤i x)⊤
1
2
(
b˜1i − a˜1⊤i x, . . . , b˜s˜i − a˜s˜⊤i x
)
−λ˜i − a˜0⊤i x+ b˜0i
  0, i = 1, . . . , l,
λj ≥ 0, j = 1, . . . , q,(
λjIs
1
2
(
b1j − a1⊤j y, . . . , bsj − as⊤j y
)⊤
1
2
(
b1j − a1⊤j y, . . . , bsj − as⊤j y
) −λj − a0⊤j y − c⊤j x+ b0j
)
 0, j = 1, . . . , q,
λ0j ≥ 0, j = 1, . . . , q,
d0 +
q∑
j=1
(λ0ja
0
j +
∑s
i=1 λ
i
ja
i
j) = 0, −d⊤0 y −
q∑
j=1
(λ0jb
0
j − λ0jc⊤j x+
∑s
i=1 λ
i
jb
i
j) ≥ 0,
(λ0j)
2 −∑si=1(λij)2 ≥ 0, j = 1, . . . , q,
where Ik denotes the identity (k × k) matrix for k ∈ IN.
Proof. Let (x, y) ∈ IRm × IRn be a robust feasible point of problem (BP). It means that
y ∈ Y (x), a˜i(u˜i)⊤x ≤ b˜i(u˜i), ∀u˜i ∈ IBs˜, i = 1, . . . , l. (5.7)
Similar to the proof of Theorem 5.1, the inequalities
a˜i(u˜i)
⊤x ≤ b˜i(u˜i), ∀u˜i ∈ IBs˜, i = 1, . . . , l
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are equivalent to the assertion that there exist λ˜i ≥ 0, i = 1, . . . , l such that λ˜iIs˜ 12 (b˜1i − a˜1⊤i x, . . . , b˜s˜i − a˜s˜⊤i x)⊤
1
2
(
b˜1i − a˜1⊤i x, . . . , b˜s˜i − a˜s˜⊤i x
)
−λ˜i − a˜0⊤i x+ b˜0i
  0, i = 1, . . . , l.
Now, invoking Theorem 5.1, (5.7) can be equivalently expressed as
(II)

(x, y) ∈ IRm × IRn,
∃λ˜i ≥ 0, i = 1, . . . , l such that λ˜iIs˜ 12 (b˜1i − a˜1⊤i x, . . . , b˜s˜i − a˜s˜⊤i x)⊤
1
2
(
b˜1i − a˜1⊤i x, . . . , b˜s˜i − a˜s˜⊤i x
)
−λ˜i − a˜0⊤i x+ b˜0i
  0, i = 1, . . . , l,
∃λj ≥ 0, j = 1, . . . , q such that(
λjIs
1
2
(
b1j − a1⊤j y, . . . , bsj − as⊤j y
)⊤
1
2
(
b1j − a1⊤j y, . . . , bsj − as⊤j y
) −λj − a0⊤j y − c⊤j x+ b0j
)
 0, j = 1, . . . , q,
∃λ0j ≥ 0, λij ∈ IR, j = 1, . . . , q, i = 1, . . . , s such that
d0 +
q∑
j=1
(λ0ja
0
j +
∑s
i=1 λ
i
ja
i
j) = 0, −d⊤0 y −
q∑
j=1
(λ0jb
0
j − λ0jc⊤j x+
∑s
i=1 λ
i
jb
i
j) ≥ 0
and (λ0j)
2 −∑si=1(λij)2 ≥ 0, j = 1, . . . , q.
By denoting λ := (λ˜1, . . . , λ˜l, λ1, . . . , λq, λ
0
1, . . . , λ
0
q, λ
1
1, . . . , λ
1
q, . . . , λ
s
1, . . . , λ
s
q) ∈ IRq(s+2)+l, the
conclusion follows from (II). ✷
Remark 5.3. Under assumptions of Theorem 5.2, let
X := {(x, y, λ) ∈ IRm × IRn × IRq(s+2)+l | (x, y, λ) satisfying (I)}
Then, the bilevel polynomial optimization problem with ball uncertainties (BP) can be converted
into a single-level polynomial program of the form:
min
(x,y,µ)∈IRm×IRn×IRq(s+2)+l
{
f(x, y) | (x, y, λ) ∈ X}. (M)
The problem (M) is a polynomial program with linear matrix inequality constraints, which has
been studied intensively in the literature; see e.g., [4, 27].
Acknowledgments. The authors are grateful to Dr Guoyin Li, University of New South Wales,
for his thoughtful discussions and his help in the computer implementation of our methods.
References
[1] J.F. Bard, Practical Bilevel Optimization: Algorithms and Applications, Kluwer Academic
Publications, Dordrecht, Netherlands, 1998.
[2] O. Ben-Ayed, C. E. Blair, Computational difficulties of bilevel linear programming, Oper.
Res. 38 (1990), 556-560.
t. d. chuong and v. jeyakumar 29
[3] A. Ben-Tal, L. El Ghaoui, A. Nemirovski, Robust Optimization, Princeton Ser. Appl. Math.,
Princeton University Press, Princeton, NJ, 2009.
[4] A. Ben-Tal, A. Nemirovski, Lectures on Modern Convex Optimization: Analysis, Algo-
rithms, and Engineering Applications, SIAM, Philadelphia, 2001.
[5] D. Bertsimas, D. B. Brown, and C. Caramanis, Theory and applications of robust optimiza-
tion, SIAM Review, 53(2011), 464–501.
[6] B. Colson, P. Marcotte, G. Savard, An overview of bilevel programming, Annals of Oper.
Res., 153 (2007) 235-256.
[7] W. Bruns, J. Gubeladze, Polytopes, rings, and K-theory, Springer Monographs in Mathe-
matics. Springer, Dordrecht, 2009.
[8] S. Dempe, Foundations of Bilevel Programming, Kluwer Academic Publishers, 2002.
[9] S. Dempe, Kalashnikov, V., Perez-Valdes, G.A., Kalashnykova, N.: Bilevel Programming
Problems: Theory, Algorithms and Application to Energy Networks. Springer-Verlag, 2015.
[10] S. Dempe, J. Dutta: Is Bilevel Programming a Special Case of a Mathematical Program
with Complementarity Constraints? Math Program, 131(2012)1, 37-48.
[11] S. Dempe, Annotated bibliography on bilevel programming and mathematical programs
with equilibrium constraints, Optimization, 52 (2003) 333-359.
[12] S. Dempe and A. B. Zemkoho, KKT Reformulation and necessary conditions for optimality
in nonsmooth bilevel optimization SIAM J. Optim. 24-4 (2014), 1639-1669.
[13] J. Demmel, J. Nie, V. Powers, Representations of positive polynomials on noncompact
semialgebraic sets via KKT ideals, J. Pure Appl. Algebra 209 (2007), no. 1, 189–200.
[14] N. Dinh and V. Jeyakumar, Farkas’ lemma: Three decades of generalizations for mathemat-
ical optimization, TOP, (2014), 22, 1-22.
[15] Z.H. Gu¨mu¨s and C.A. Floudas, Global optimization of nonlinear bilevel programming prob-
lems, J. Global Optim., 20 (2001) 1-31.
[16] J.-B. Hiriart-Urruty, C. Lemarechal, Convex analysis and minimization algorithms. I. Fun-
damentals, Springer-Verlag, Berlin, 1993.
[17] M. A. Goberna, V. Jeyakumar, G. Li, J. Vicente-Perez, Robust solutions to multi-objective
linear programs with uncertain data, European J. Oper. Res., 242 (2015), no. 3, 730–743.
[18] M. A. Goberna, V. Jeyakumar, G. Li and J-V. Perez, Robust solutions of multi-objective
linear semi-infinite programs under constraint data uncertainty, SIAM Journal on Optimiza-
tion, 24(3) (2014), 1402-1419.
[19] M. A. Goberna, V. Jeyakumar, G. Li and M. Lopez, Robust linear semi-infinite programming
duality, Math Program, 139 (2013), 185-203.
[20] V. Jeyakumar and G. Li, A bilevel Farkas lemma to characterizing global solutions of a class
of bilevel polynomial programs, Oper. Res. Lett. 43 (2015), 405–410.
[21] V. Jeyakumar, J.B. Lasserre and G. Li, On polynomial optimization over non-compact
semi-algebraic sets, J. Optim. Theor. Appl., 163, (2014), 707-718.
t. d. chuong and v. jeyakumar 30
[22] V. Jeyakumar, S. Kim, G. M. Lee and G. Li, Semidefinite programming relaxation methods
for global optimization problems with sparse polynomials and semialgebraic feasible sets,
Journal of Global Optimization, DOI: 10.1007/s10898-015-0356-6 (2015).
[23] V. Jeyakumar, J.B. Lasserre, G. Li and T. S. Pham, Convergent semidefinite program-
ming relaxations for global bilevel polynomial optimization problems, arXiv:1506.02099
[math.OC], SIAM J. Optim. (to appear).
[24] V. Jeyakumar, G. M. Lee and G. Li, Exact solutions of a class of convex quadratic semi-
infinite programs via the dual semi-definite linear programs, University of New South Wales
Preprint (2015) (submitted).
[25] V. Jeyakumar, G. Li and J. Vicente-Perez, Robust SOS-Convex polynomial programs: Exact
SDP relaxations, Optim. Lett., 9(1) (2015), 1-18.
[26] V. Jeyakumar, T. S. Pham, G. Li, Convergence of the Lasserre hierarchy of SDP relaxations
for convex polynomial programs without compactness, Oper. Res. Lett. 42 (2014), no. 1,
34–40.
[27] J. B. Lasserre, Moments, Positive Polynomials and Their Applications, Imperial College
Press, London (2009).
[28] J. Lofberg, Pre- and post-processing sum-of-squares programs in practice, IEEE Trans.
Autom. Cont. 54, 1007–1011 (2009).
[29] J. Lofberg, YALMIP: A toolbox for modeling and optimization in MATLAB. In: Proceedings
of the CACSD Conference, Taipei, Taiwan (2004).
[30] M. Marshall, Positive polynomials and sums-of-squares, Mathematical Surveys and Mono-
graphs 146. Providence, RI: American Mathematical Society, (2008).
[31] A. Mitsos, P. Lemonidis and P. Barton, Global solution of bilevel programs with a nonconvex
inner program, J. Global Optim., 42(2008), 475-513.
[32] B. S. Mordukhovich, N. M. Nam, An easy path to convex analysis and applications, Synthesis
Lectures on Mathematics and Statistics, 14. Morgan & Claypool Publishers, Williston, 2014.
[33] M. Putinar, Positive polynomials on compact semi-algebraic sets, Indiana University Math-
ematics Journal 42 (1993) 203–206.
[34] M. Ramana, A. J. Goldman, Some geometric results in semidefinite programming, J. Global
Optim. 7 (1995) 33–50.
[35] C. Vinzant, What is a spectrahedron? Notices Amer. Math. Soc. 61 (5) (2014) 492–494.
[36] J.J. Ye and D.L. Zhu, New necessary optimality conditions for bilevel programs by combining
MPEC and the value function approach, SIAM J. Optim., 20 (2010), 1885-1905.
[37] J. J. Ye, D. Zhu, New necessary optimality conditions for bilevel programs by combining
the MPEC and value function approaches, SIAM J. Optim., 20 (2010), 1885–1905.
