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Introduction
Systems of Seemingly Unrelated Regression (SUR) equations have received extensive attention in the econometrics and statistics literature. A well documented result in this context is that the usual standard errors for the regression coe cients have a substantial downward bias. The central implication of this is that the usual hypothesis tests have a tendency to overreject. A natural suggestion is that better standard errors might be obtained via the bootstrap. However, research in this direction has suggested that bootstrapping may not be the panacea. Marais (1986) reported Monte Carlo evidence that the usual bootstrapped standard errors, while better than the conventional estimates, were still biased downward. More recently, Atkinson and Wilson (1992) have demonstrated analytically that this is the case and provided further Monte Carlo evidence that bootstrapped standard errors are biased downwards.
An apparent implication is that the bootstrap provides little improvement for inferences over the traditional techniques. We say apparent since the primary reason one estimates standard errors (which themselves are only nuisance parameters) is to make inferences and it would seem more reasonable to focus the attention, say, on estimation of con dence intervals. The purpose of this paper is to demonstrate that, when some second order re nements are utilized, the bootstrap can provide much better inferences in the SUR context than evidenced by the results on standard error estimates.
In the econometrics literature Efron's (1979) bootstrap has been used primarily to estimate properties of the asymptotic distribution of an estimator which may be analytically intractable. In this way, the bootstrap has been used to avoid the derivation of asymptotic results and/or their numerical calculation. While the bootstrap is certainly a valuable tool when employed in this way, more recent research has focused on the fact that, in certain contexts or with certain modi cations, the bootstrap estimate of the distribution function of a statistic is actually more accurate than that provided by asymptotic theory. Efron's (1987) accelerated bias correction (BC a method) produces bootstrap estimates of the distribution of an estimator which are second order accurate. Singh (1981) , Hartigan (1986) , Wu (1986) , Beran (1988) and Hall (1988) have shown that the bootstrap estimate of the distribution function of an asymptotically pivotal statistic (the percentile-t or pre-pivoting method) is also, in a higher order sense, closer to that of the true distribution than the usual estimate based on asymptotic theory. In contrast, the traditional bootstrap estimate of the distribution of a (nonpivotal) statistic is generally not better than that furnished by asymptotic theory.
To see if these analytical results hold with respect to inferences with SUR models we reconsidered the Monte Carlo experiment employed by Atkinson and Wilson. As will be seen, the results support a much more positive image of the bootstrap when the percentile-t method is used although the BC a method does not seem to lead to any great improvement in this context over traditional techniques. The discussion proceeds as follows. In the next section we brie y review various approaches to bootstrapping. In Section 3 we describe the simulations and results. Section 4 concludes.
Improved bootstrapped confidence intervals
There are several formal and detailed comparisons of various bootstrap methods including Hall (1988 Hall ( , 1992 and Beran (1988) . We summarize the ideas here. Let^ be an estimator of a parameter based on a sample X. Two ways in which Efron's (1979) In a practical context, the =2 and 1 ? =2 quantiles from the empirical distribution of B estimates of^ from resampling would be used to construct the con dence intervals. Another way in which the bootstrap has been used to construct con dence intervals (explained in detail in Efron and Tibshirani, 1993) and that implicitly employed in the papers concerned with standard errors is as follows. Suppose^ is assumed asymptotically or approximately normal with mean and standard devation (^ ). Let (^ ) denote the standard deviation of the bootstrap estimator of^ , denote the standard normal cumulative distribution function by (z) and put z x = ?1 (x). The con dence interval for is
In practice, con dence intervals are constructed in the usual manner with the usual standard error replaced by the standard deviation of B resampled estimates of .
To improve on inferences using I BD , Efron (1987) (3.2) X 1i and X 2i were both k 1, k = 3, vectors, the rst element of each being a constant. The other regressors were i.i.d., jointly normal with mean zero, unit variance and covariance x . These were drawn once so that inferences were conditional on that particular draw. The i 's were also i.i.d., jointly normal with mean zero, unit variance and covariance . All the j 's were equal to two. For these experiments the parameters and sample sizes were conducted for a range of values, speci cally, x (0,.5), (.25,.75 ) and N (25, 50, 100) . Each experiment was replicated 1000 times. All of the estimators were of the form
With least squares^ was set equal to the identity matrix. The SUR estimators di ered by their choice of^ . The usual or restricted estimators used the second moment matrix of the usual least squares residuals. The unconstrained or unrestricted estimators used least squares residuals from the projections of y 1i and y 2i on both X 1i and X 2i . An incompletely resolved issue with SUR estimation is the appropriate normalizing factor or degrees of freedom for the estimation of covariance matrices and standard errors. In all cases we followed Atkinson and Wilson and used N ?1 . For each replication, ve sets of 90, 95 and 99 percent con dence intervals were computed ( = :10; :05; :01). The rst was based on the usual standard errors for each estimator using the N(0; 1) distribution to calculate the con dence intervals. The two sets of con dence intervals based on (2.2) and (2.3) as well as those produced by the percentile-t method (2.7) are straightforward. The accelerated bias correction needs a little explanation. Following Efron (1987) , for coe cient j the bias parameter was estimated bym j = ?1 (Ĝ(^ j )). For the OLS and SUR estimation de ne U ji as the sample in uence function of the residual e i on estimate^ j so that U ji = S (j) x i^ ?1 e i where S (j) is the j'th row of the inverse of P N i=1 X i^ ?1 X 0 i . The skewness measure for^ j was estimated bŷ
The only di erence from the Atkinson and Wilson experiment (apart from the random numbers) was that we set B = 200 rather than 100 because B = 100 does not provide for sensible con dence intervals with = :01. For any particular draw, even 200 might seem small, particularly for computing quantiles at the tails of the distribution; however the errors in large measure cancel in a Monte Carlo setting. (In the context of a speci c empirical example, where a large number of Monte Carlo trials need not be performed, it would probably be worthwhile to increase B to 1000 as suggested by Efron (1987) . We also conducted the experiment with N = 25, = :25 and x = 0 using B = 2000. The results changed very little.) The endpoints for the (1 ? )100% con dence intervals were then computed as the =2, 1 ? =2-empirical quantiles. There is some argument how to choose these, particularly for relatively small B. With B bootstrap estimates of^ we used a traditional approach with the p'th quantile estimated by^ p = (1?g)^ (j) +g^ (j+1) where j = int (B + 1)p] for p = =2; 1 ? =2 and (B + 1)p = j + g and^ (j) was the j'th order statistic from the bootstrapped^ 's.
To compare the intervals we calculated the percentage of times that the intervals included the true value of the parameters. If the con dence interval estimates are unbiased these be should equal to the nominal (1 ? )100% levels. For each replication there were six numbers corresponding to each of the estimated coe cients. To summarize the results succinctly the numbers given in Tables 1{9 represent the average \acceptance" rates over the six coe cients. In the tables \I C " refers to the usual, classical, con dence intervals.
A number of points can be made with respect to the results. First, changing the parameter values did not have a great e ect on the relative performance of the techniques. The coverage of the con dence intervals was slightly increased for larger amounts of correlation amongst the regressors ( x = :5). Second, the results certainly re ect the well established fact that the usual standard errors are downwardly biased. In all of the experiments, the coverage of the classical con dence intervals was substantially below the nominal coverage. The results of Atkinson and Wilson were also con rmed in that in most (but not all) cases, the con dence intervals based on a bootstrapped estimate of the variance also had too little coverage, although in general their coverage was slightly better than those based on the classical procedure. (None of the techniques were substantially skewed. The percentile-t intervals were generally wider than the other intervals.) It is interesting that the coverage errors for I C , I B and I BD are relatively similar, for while all of the twosided equal-tailed con dence intervals studied here are second-order accurate in terms of coverage (Hall, 1992, p. 104) , these three intervals all have critical points that are only rst order accurate and not second order accurate as in the case of percentile-t intervals.
(We also calculated one-sided intervals. The ranking of the techniques was the same.)
The overall results were strongly in favour of the percentile-t method. Of the 108 di erent experiments reported in the tables the percentile-t method had the best coverage accuracy in all but 14 cases. Moreover, in these 14 cases, the coverage of the percentile-t method was still very close to nominal levels, the largest di erence being just over one percentage point and the average di erence over the fourteen cases being less than one third of a percentage point. Overall the percentile-t method was typically within one percentage point of nominal coverage and the maximum di erence was about 2.5, 1.5 and .5 percentage points respectively for the 90%, 95% and 99% con dence intervals. For all the other methods, the comparable di erences were at least 5, 4 and 3 percentage points.
Perhaps the most important comparison is with respect to the estimators' performances with the small (N = 25) samples. This is, after all, one of the motivations for using the newer techniques. (With the larger samples all the techniques re ect the asymptotic results.) With samples of size 25, those techniques not based on prepivoting had coverage errors often as high as 5 points or more. In contrast the percentile-t con dence intervals seldom had coverage errors exceeding 1.5 percentage points.
The performance of the BC a method was disappointing: in many situations it performed less well than the classical approach. This was consistent with results in Rilstone (1993) . One possible reason for this, pointed out by a referee and discussed by Hall (1992) , is due to nonmonotonicity (with respect to ) in the BC a interval. This has the e ect of shortening the intervals. Since the BC a correction has various representations that are second order equivalent, we attempted these, but without any success. The BC a method tended to do better for the larger samples and smaller 's.
Since most bootstrapping estimates are obtained by Monte Carlo methods, a nontrivial consideration concerns the di erences in computational complexity. Each of the bootstraps used in the simulations require B = 200 resamples. In addition I BD , I BC a and I Bt require sorting the B estimates. I BC a requires slightly more time than I BD to calculate the bias correction. The percentile-t method requires additional time to compute both estimates and their standard errors for each resample. Our personal experience, however, is that this is o set by the simple construction of the test statistic. In contrast, the form of the accelerated bias correction is not obvious in many situations. From a practitioner's perspective the di erences in computing time may be a relatively minor consideration.
We also conducted the simulations with larger SUR models (2 equations with 8 regressors in each and 3 equations with 4 regressors in each) as well as with t(5) disturbances rather normal. With the larger SUR models, the ranking of the con dence intervals re-mained the same in terms of coverage errors. With the t(5) disturbances, the relative ranking of the various bootstrapped intervals was essentially the same; the usual classical intervals were occasionally better.
Conclusion
Our simulations support recent results that indicate that the accuracy of the bootstrap can be substantially increased when applied to asymptotically pivotal statistics. In the SUR model the percentile-t method led to substantial reductions in coverage error as compared to more traditional bootstrap con dence intervals. On the other hand, the accelerated bias correction of Efron (1987) did not lead to any substantial improvements.
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