'Artificial neural networks' are machines (or models of computation) based loosely on the ways in which the brain is believed to work. In this chapter, we discuss some links between graph theory and artificial neural networks. We describe how some combinatorial optimisation tasks may be approached by using a type of artificial neural network known as a Boltzmann machine. We then focus on 'learning' in feedforward artificial neural networks, explaining how the graph structure of a network and the hardness of graph-colouring quantify the complexity of learning.
Introduction
There has recently been intense, and fast-growing, interest in 'artificial neural networks'. These are machines (or models of computation) based loosely on the ways in which the brain is believed to work. Neurobiologists are interested in using these machines as a means of modelling biological brains, but much of the impetus comes from their applications. For example, engineers wish to create machines that can perform 'cognitive' tasks, such as speech recognition, and economists are interested in financial time series prediction using such machines. Inevitably, there is a certain amount of hype associated with the subject, particularly in relation to neurobiological modelling.
Here, we take what may be called an 'engineering approach' to artificial neural networks. In such an approach, one is not concerned with the issue of whether artificial neural networks are plausible models of real neural networks, but rather, we start from the fact that they exist and are being used extensively. The questions that mathematicians might then ask include:
• what can artificial neural networks do for us?
• what can mathematics say about artificial neural networks that might be of interest or benefit to practitioners?
In this chapter, we discuss some connections between the theory of artificial neural networks and graphs. In one answer to the first of the above questions, we explain how certain types of artificial neural network may be useful for solving combinatorial optimization problems in graph theory. We then turn our attention to a theory of 'learning' in artificial neural networks, where the graph structure of the network and the hardness of graph-colouring tell us something about the complexity of learning.
Artificial neural networks
It appears that one reason why the human brain is so powerful is the sheer complexity of connections between neurons. In computer science parlance, the brain exhibits huge parallelism, with each neuron connected to many other neurons. This has been reflected in the design of artificial neural networks. One advantage of such parallelism is that the resulting network is robust: in a serial computer, a single fault can make computation impossible, whereas in a system with a high degree of parallelism and many computation paths, a small number of faults may be tolerated with little or no upset to the computation.
Two types of neural network are discussed here: Boltzmann machines and feedforward networks. Loosely speaking, we can say that an artificial neural network consists of a directed graph with computation units) situated at the vertices and weights on the arcs (directed edges). Some of the computation nodes may be distinguished as input nodes, which receive signals from the outside world, and some as output nodes. The nodes have activations and their activation influences those of their neighbours, either stochastically as in the Boltzmann machine, or deterministically, as in feedforward networks. The degree to which the activation of one node influences those of its neighbours is determined by the weights on the arcs. The process of 'learning' is the adjustment of the weights.
Boltzmann machines
In a Boltzmann machine, a type of stochastic artificial neural network, the underlying digraph has symmetric connections: if (i, j) ∈ A, then (j, i) ∈ A. Furthermore, the weights are always constrained so that w (i,j) = w (j,i) = w ij . A Boltzmann machine M may therefore be described as an undirected graph (which may have loops) with weighted edges and stochastic computation units at the vertices. More precisely, M is a pair (G, Ω), where G = (V, E) is a graph with, say, n vertices and m edges, and Ω ⊆ R m × {0, 1} n is a set of allowable states. For ω = (w e 1 , w e 2 , . . . w em , S 1 , . . . , S n ) ∈ Ω, the vector w = (w e 1 , w e 2 , . . . w em ) describes the weights assigned to the edges e 1 , e 2 , . . . , e m of the graph, and the tail of ω, (S 1 , S 2 , . . . , S n ), describes which of the vertices (units) 1, 2, . . . , n is 'on': vertex i is 'on' in state ω if and only if S i = 1. The consensus function of the Boltzmann machine M is the function C : Ω → R given by
Computation proceeds in the machine in a stochastic manner in such a way as to increase consensus. Thus, if w ij is positive, there is a tendency for units i and j to be either both on or both off, while if the weight is negative, there is a tendency for them to have different activations. When a weight is positive, we refer to it as excitatory and, when negative, inhibitory.
We now describe how the state of the network evolves when the weights are fixed. This is, of course, a very restricted analysis since, in general, the weights may also change through 'learning'; see [1, 14] . However, for the applications we have in mind, the weights will be determined explicitly by an instance of a combinatorial optimization problem.
If i is a vertex and ω a state, ω[i →ī] is the state obtained from ω by changing S i to 1 − S i ; that is, by 'flipping' the activation of i. If such a flip is made, then the resulting change in the consensus function is
If this is fairly large, it is advantageous to flip the activation of i, and if it is negative, with large absolute value it is disadvantageous to do so. The decision on whether to flip the activation of unit i is made stochastically, based on ∆C ω (i). The simplest model of computation in a Boltzmann machine is the sequential model. Here, the machine has an internal clock, and on the tth tick of the clock, a vertex i t is chosen, uniformly at random. The activation of i t is then flipped, and the state changed to ω[i t →ī t ], with probability
for some constant β > 0. A more complicated procedure is that in which the machine's computations are in parallel. Then, at time t, a subset S t of the vertices is chosen according to some probability distribution on the subsets, and for each i ∈ S t , a decision is made, as described above, whether to flip the activation of that unit. It should be noted that although this may involve making a large number of such decisions simultaneously, the computations involved in this procedure are local, since ∆C ω (i) depends only on the activations of the units j adjacent to i and on the weights w ij . The result is some state ω which is obtained from ω by flipping some of the S i , for i ∈ S t . It can be proved (see Aarts and Korst [1] ) that the sequential mode of computation results in a stationary distribution on the set of all states, in which the probability that the state of the machine is ω is proportional to exp(βC(ω)). The same conclusion holds if the computations are synchronous, with limited parallelism. This is the special case of parallel computation, in which only independent sets of vertices are generated, and each independent set is generated with equal probability. In both cases, in the stationary distribution, states of high consensus are more likely.
The mysterious parameter β has an interesting interpretation. Its reciprocal T = 1/β is often called temperature. There are indications [1] that the process of simulated annealing, whereby the temperature is slowly decreased as computation proceeds (so that β is no longer constant, but increases with time), may be helpful. Aarts and Korst [1] show that as T → 0 and as time tends to infinity, the limiting stationary distribution of states is uniform over all states that maximize the consensus function.
Optimization with Boltzmann machines
A number of combinatorial optimization problems can be realized as the problem of maximizing consensus in Boltzmann machines. The book by Aarts and Korst [1] contains a full discussion of this approach; here, we shall describe the general approach and give two examples.
General approach
Suppose we have a combinatorial optimization problem. It is then often possible to construct a Boltzmann machine with fixed weights determined by the instance of the problem so that maximizing consensus in the machine is equivalent to solving the optimization problem. A general approach, as described in [1] , is as follows. First, phrase the optimization problem as a {0, 1}-valued linear programming problem. Secondly, construct a Boltzmann machine with vertices (nodes) corresponding to the variables in the linear programming problem. Thirdly, define the edges and weights of the machine in such a way that the following correspondence conditions hold:
• local maxima of the resulting consensus function correspond to feasible solutions of the optimization problem;
• If S 1 , S 2 are two feasible solutions of the optimization problem, with S 1 better than S 2 , then the consensus of the state corresponding to S 1 is higher than that corresponding to S 2 .
Note that we may always take the underlying graph of the Boltzmann machine to be complete, since setting a weight to zero is equivalent to omitting an edge. If the procedure just described can be carried out, then, in theory, one way to attempt to solve the optimization problem is to construct the Boltzmann machine with these properties and let it evolve, perhaps decreasing the temperature parameter β −1 as time progresses. We have already mentioned that such an approach may be promising, since the machine has certain convergence properties. We should remark, however, that even when we know from the theory that the state of the machine will converge to one maximizing consensus, it may not do so feasibly fast.
Maximum cuts
To illustrate the Boltzmann machine approach, we start with the problem of finding a maximum cut in a weighted graph. Given a graph G = (V, E) of order n having weighted edges, the problem is to determine a partition of the vertex-set into subsets V 1 and V 2 in such a way that the total sum of the weights of the edges that join vertices in the two sets is maximum.
This may easily be phrased as a {0, 1} linear programming problem: introduce a variable x i for each vertex i ∈ V , and take x i = 1 to mean that i ∈ V 2 and x i = 0 to mean that i ∈ V 1 . Then the problem is to maximize the objective function
where the W ij are the weights on the edges of the graph. Our Boltzmann machine will have as its underlying graph the instance graph together with loops on all the vertices. We assign weights as follows: for ij ∈ E, set the weight w ij on this edge in the Boltzmann machine to be −2W ij , where W ij is the corresponding weight in the original graph. For i ∈ V , set the weight w ii on the loop, to be n j=1 W ij . The resulting Boltzmann machine then satisfies the correspondence conditions.
The travelling salesman problem
An instance of the travelling salesman problem is a weighted graph G = (V, E), where the vertices reprsent cities and the weight d ij on edge ij is the distance from i to j. The aim is to find a a Hamiltonian cycle of minimum total length. A number of neural approaches to this problem have been made. We describe here a fairly simple Boltzmann machine implementation due to Garfinkel [11] . Following the general approach outlined above, we first describe the problem as a linear programming problem. Suppose that the vertex-set of the graph is V = {1, 2, . . . , n} and, for i and a between 1 and n, introduce a variable x ia , which, for a particular tour, equals 1 if and only if vertex i is the ath vertex in the tour. For i, j, a, b between 1 and n, let
The travelling salesman problem is then equivalent to minimizing
u ijab x ia x jb subject to the constraints
We now construct a Boltzmann machine whose consensus function satisfies the properties described at the beginning of this section. It has n 2 vertices, one for each pair (i, a), corresponding to x ia . Define the weights as follows:
Then the correspondence conditions are satisfied, and the Boltzmann machine will 'solve' the travelling salesman problem, although not generally in polynomial time.
Feedforward networks
In a feedforward network, the underlying directed graph G = (V, A) is acyclic; that is, there are no directed cycles. For the networks considered here, there is a specified subset of input nodes I and a single output node z / ∈ I. The underlying idea is that all nodes receive and transmit signals; the input nodes receive their signals from the outside world and the output node transmits a signal to the outside world, while all other nodes receive and transmit along the relevant arcs of the directed graph. Each arc ij has a weight w ij that represents the strength of the connection between the nodes r and s. A positive weight corresponds to an 'excitatory' connection, a negative one to an 'inhibitory' connection. All nodes except the input nodes are 'active' in that they transmit a signal that is a predetermined function of the signals they receive. There is an activation function f r for each non-input computation node r and the activity of such a node is specified in two stages. First, the signals arriving at r are aggregated by taking their weighted sum according to the connection strengths on the arcs with terminal node r, and then the function f r of this value is computed. Thus, the action of the entire network may be described in terms of two functions p: V → R and q: V → R, that represent the received and transmitted signals respectively. It is convenient to assume that one of the input nodes is a bias node, for which the applied signal is always 1. Suppose the input nodes are labelled j 0 , j 1 , j 2 , . . . , j n , where j 0 is the bias node. We assume that a vector of real-valued signals y = (1, y 1 , y 2 , . . . , y n ) is applied externally to the input nodes, and p(j k ) = q(j k ) = y k for k = 1, 2, . . . , n. (Note that the input vector has 1 as first entry; this is the bias signal.) For every other node l, the received and transmitted signals are defined as follows.
The output is the value q(z) transmitted by the output node z. Since the underlying digraph is acyclic, it is possible to partition the nodes into layers l 1 , l 2 , . . . , l k , in such a way that the nodes in layer l 1 are the input nodes, layer k consists solely of the output node, and all arcs go from lower to higher layers. Computation then proceeds upwards through the layers. Sometimes the activation functions f r are chosen to be 'sigmoidal' functions; these are smooth, non-decreasing functions mapping into [0, 1]. A popular choice is the standard sigmoid function,
Often, however, the linear threshold function is taken to be the activation function of each non-input node. This is the function H : R → {0, 1} such that H(x) = 1 if x ≥ 0 and H(x) = 0 if x < 0. A feedforward network of this type is known as a linear threshold network. A network which consists of a number of input nodes and just one other node, a linear threshold output node, is a special type of perceptron, known as the simple perceptron (see [20, 18] ). This is illustrated in Figure 1 . A feedforward linear threshold network is essentially a composition of simple perceptrons. As an example, consider the threshold network illustrated in Figure 2 . It is easy to verify that if f is the function computed by this network in the state determined by the weights shown, then f (101) = f (110) = 1 and f (100) = f (111) = 0. Thus, if we restrict attention to {0, 1}-valued inputs, this network computes the exclusive-or function of its two non-bias inputs.
Supervised learning in feedforward networks

PAC learning
One of the main reasons why neural networks have proven so attractive is that they are, in a sense, capable of 'learning'. The use of such anthropomorphic language might be considered controversial, but in a mathematical or engineering approach to neural networks, 'learning' simply means changing the weights of the network in response to some input data. When 'successful' or 'convergent' learning is possible, there is no need to program the network explicitly to perform a particular task; in other words, we need not know in advance how to set the weights. The neural network adjusts its weights according to a learning algorithm, in response to some classified training examples, with (roughly speaking) the state of the network converging to the 'correct' one. In this sense, the neural network 'learns from experience'.
In any model of supervised learning, it is assumed that there is some 'target function' t, which is the function to be learned. The target function is to be thought of as the 'correct' function we should like the network to compute. It simplifies matters greatly if we assume that there is a correct function t, and that this function can be computed by the network with some set of weight assignments. However, the basic pac model has been extended to deal with situations in which neither of these assumptions can be made (see [2] , for example). A labelled example for the target function t is a pair (x, t(x)), where x is an input pattern to the network; for instance, if the neural network has n input nodes accepting real inputs, then x ∈ R n . The network is given a training sample, a sequence of such labelled examples: this constitutes its 'experience'. In response to this, its weights are altered by applying a learning algorithm. More formally, suppose that the set of all possible examples is X = R n or X = {0, 1}
n , where n is the number of inputs to the network, and that the target function t can be computed by the neural network in some state. A training sample for t of length m is an element s of (X × {0, 1}) m , of the form
We denote the set of all training samples of length m for t by S(m, t). A learning algorithm accepts as input the training sample s and alters the state of the network in some way in response to the information provided by the sample. We should like the function L(s) that is computed by the network after 'learning' to be an approximation to the target function, or 'closer' to the target function than the function computed before learning. A large number of learning algorithms are currently in use. One of the most popular is the back-propagation algorithm for feedforward networks with sigmoidal activation functions (see, for example, [14] ). We describe here the very simple perceptron learning algorithm, devised by Rosenblatt [20] .
For any learning constant ν > 0, the perceptron learning algorithm L ν acts on the training sample 'on-line' in the following manner. The algorithm L ν maintains at each stage a current state of the network, w = (w 0 , w 1 , . . . , w n ). Here, w 0 is the weight on the arc from the bias input node to the output node, and w 1 , w 2 , . . . , w n are the weights on the arcs from the other input nodes to the output node. (See Figure 1. ) This current state is updated on the basis of a labelled example (x, t(x)). (The initial state is, for example, that in which all weights are 0.) Suppose the current state is w and that a labelled example (x, t(x)) is presented. Denote by h w the function computed by the network in its current state. Then the algorithm forms the new state w , where
This learning algorithm, which makes an incremental adjustment of the weights in the event of misclassification, is an example of a 'Hebbian' learning algorithm [13] . The perceptron convergence theorem [20, 18] asserts that the perceptron learning algorithm aids convergence toward the target function: no matter how many examples are presented, the algorithm makes only a finite number of changes, or updates (provided that ν, which can be a function of n, is small enough). In order to analyze learning in feedforward networks, we first need a mathematical framework in which to define the goal of a successful learning algorithm. We briefly describe the basic 'probably approximately correct' (pac) model of learning introduced by Valiant [21] , as it applies to feedforward networks in which there is a single output node, giving as output either 0 or 1. (A more detailed treatment may be found in [3] or [2] .) A fundamental assumption of the pac model is that the network receives training samples
in which x 1 , x 2 , . . . , x m are chosen independently and at random according to some fixed (but unknown) probability distribution on the set of all examples.
In order to assess how effective a learning algorithm is, we need some measure of how close L(s) is to t. Since there is assumed to be some probability distribution P on the set of all examples, we may define the error, er P (h, t), of a function h (with respect to t) to be the P -probability that a randomly chosen example is classified incorrectly by h; that is,
The aim is to ensure that the error of L(s) is 'usually small'. Since each of the m examples in the training sample is drawn randomly and independently according to P , the sample vector x is drawn randomly from X m according to the product probability distribution P m . Thus, we want it to be true that with high P m -probability the sample s arising from x is such that the function L(s) computed after training has small error with respect to t. This is a reasonable goal: some samples will be 'unrepresentative', but such samples will have low probability of being presented. This leads us to the following formal definition of pac learning.
Definition The learning algorithm L is a pac learning algorithm for the network if for any given δ, > 0 there is a sample length m L (δ, ) such that for all target functions t computable by the network and for all probability distributions P on the set of examples,
In other words, provided the sample has length at least m L (δ, ) then it is 'probably' the case that after training on that sample, the function computed by the network is 'approximately' correct. (We should note that the product probability distribution P m is really defined not on subsets of S(m, t) but on sets of vectors in X m . However, this abuse of notation is convenient: for a fixed t, there is a clear one-to-one correspondence between vectors x ∈ X m and training samples s ∈ S(m, t).) Note that the probability distribution P occurs twice in the definition: both in the requirement that the P m -probability of a sample be small and also through the fact that the error of L(s) is measured with reference to P . The crucial feature of the definition is that we require that the sample length m L (δ, ) be independent of P and of t. It is not immediately clear that this is possible, but the following informal arguments explain why it may be. If a particular example has not been seen in a large sample s, the chances are that this example has low probability, and therefore misclassification of that example contributes little to the error of the function L(s). In other words, the penalty paid for misclassification of a particular example is its probability, and, very loosely speaking, the two occurrences of the probability distribution in the definition can therefore 'balance' each other.
An important property that a learning algorithm might have is consistency. We say that the learning algorithm L is consistent if, given any training sample
the functions L(s) and t agree on x i , for each i = 1, 2, . . . , m. The perceptron algorithm described above is not generally a consistent algorithm. However, it is easy to construct a consistent learning algorithm L from L ν : given a sample s = ((x 1 , t(x 1 ), . . . , (x m , t(x m )) of examples, L acts on s by applying L ν repeatedly, cycling through x 1 to x m in turn, until no updates are made in a complete cycle.
The VC-dimension and the underlying graph
The problem of pac learning can be addressed by means of a combinatorial parameter known as the Vapnik-Chervonenkis dimension (abbreviated to vc-dimension). Suppose that N is a feedforward neural network that outputs 0 or 1. We say that a set T of examples is shattered by N if for each of the 2 |T | possible ways of dividing T into two disjoint sets T 1 and T 0 , there is some function f computable by N such that f (x) = 1 if x ∈ T 1 and f (x) = 0 if x ∈ T 0 . The vc-dimension of N , denoted dim VC (N ), is defined to be the largest size of a set of examples shattered by N . The vc-dimension may be thought of as a measure of the 'expressive power' of the network. Vapnik and Chervonenkis [22] defined this parameter (in a more general context) in studying the uniform convergence of relative frequencies to probabilities.
The vc-dimension characterizes fairly precisely the size of training sample which should be used for effective pac-learning. The following result is due to Blumer et al. [8] and Ehrenfeucht et al. [10] . We now present a result on the vc-dimensions of feedforward linear threshold networks. The first part is due to Baum and Haussler [6] and the second part to Maass [16, 17] .
There is a constant c 1 > 0 such that, if N is any feedforward linear threshold network with one output node and whose underlying digraph has n vertices and m arcs, then dim VC (N ) ≤ c 1 m log n. Furthermore, there is another constant c 2 > 0 such that some feedforward linear threshold networks satisfy dim VC (N ) ≥ c 2 m log n, where the underlying digraph has n vertices and m arcs.
The above result relates the vc-dimension of a neural network to its underlying graph, when the activation functions are all linear threshold functions. It provides an upper bound which is tight to within a constant. It is rather disappointing that this relationship involves only the 'size' of the graph rather than its structure. In particular, this general result does not involve the number of layers in the network. Tighter bounds have been obtained for networks with very few layers; (see [2, 5] , for instance). Results have also been obtained for feedforward networks with sigmoidal activation functions; for results on these and other types of network, see [2, 12] .
Learning can be as hard as graph-colouring
If the process of pac learning by an algorithm L is to be of practical value, it should be possible to implement the algorithm 'quickly'. We wish to quantify the behaviour of a learning algorithm for a particular neural network architecture with respect to the size of the network. In particular, we wish to consider how the running time of the algorithm varies with the number n of inputs to the network: for a learning algorithm to be efficient, this running time should increase polynomially with n.
However, there is another important consideration in any discussion of efficiency. Clearly, decreasing makes the learning task more difficult, and therefore the time taken to produce a probably approximately correct output should be constrained in some appropriate way as decreases; the appropriate condition is that the running time must be polynomial in 1/ .
Formally, we say that a learning algorithm L is efficient with respect to accuracy , example size n and sample length m if its running time is polynomial in the length m of the training sample and if there is a value of m L (δ, ) sufficient for pac learning that is polynomial in n and 1/ . Judd [15] was the first to show that learning in neural networks can be hard, in the formal complexity-theoretic sense. We now describe a simple hardness result from [3, 4] along the lines of one due to Blum and Rivest [7] . Before doing so, we recall that, in complexity theory, two important classes of problems, rp and np, are defined. The class rp is the class of all problems that can be solved by 'randomized' algorithms in polynomial time, while np is the class of problems that can be solved by non-deterministic Turing machines in polynomial time (ee, for example, [9] ). It is conjectured, and widely believed, that rp is a strict subset of np; this is known as the 'rp =np' conjecture.
The network N k n that we consider has n inputs and k + 1 linear threshold nodes (k ≥ 1); see Figure 3 . The first k linear threshold nodes are 'in parallel' and each of these is connected to all of the inputs. The last threshold node is the output unit; it is connected by arcs with fixed weight 1 to the other linear threshold nodes and to the bias node with weight −k. The effect of this arrangement is that the output unit acts as a multiple and gate for the outputs of the other threshold nodes. The following result (a special case of one that appears in [19] ) relates the consistency problem to the problem of efficient pac learning. Theorem 6.3 If there is a pac learning algorithm for N k n that is efficient with respect to accuracy, example size and sample length, then there is a randomized polynomial time algorithm that solves the problem N k -consistency.
One can prove that N k -consistency is np-hard for k ≥ 3, by showing that it is as difficult as graph colouring. Here, we sketch the reduction; full details can be found in [3] . Let G be a graph with vertex-set V = {1, 2, . . . , n} and edge-set E. We construct a sequence s(G) of labelled examples as follows. For each vertex i ∈ V we take as a labelled example (v i , 0), where v i is the vector which has 1 in the ith coordinate position, and 0's elsewhere. For each edge ij ∈ E we take as a labelled example (v i + v j , 1), and we also take as a labelled example (o, 1), where o is the zero vector o = 00 . . . 0. It can be shown (see [3] ) that s(G) is a training sample for some function in N k n if and only if G is k-colourable. It follows that if there is a polynomial time algorithm for N k −consistency, then there is one for graph k-colouring. But graph k-colouring is np-complete for k ≥ 3, and it follows that the N k −consistency problem is np-hard if k ≥ 3. (In fact, the same is true if k = 2: this follows from work of Blum and Rivest [7] .) Theorem 6.3 enables us to move from this hardness result for the consistency problem to a hardness result for pac learning. The theorem tells us that, unless rp=np, there can be no computationally efficient pac learning algorithm for this family of neural networks.
