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A methodology to sample the isothermal-isobaric ensemble using Langevin dynamics is proposed, which
combines novel features of geometric integrators for the equations of motion. By employing the Trotter
expansion, the methodology generates a robust, symmetric and accurate numerical algorithm. In order to
show that the proposed method correctly samples the phase-space, simulations in the isotropic NPT ensemble
were carried out for two analytical examples. Also this method permits to study a solid-solid phase transition,
by conducting a fully flexible-cell molecular dynamics simulation. Additionally, we present an efficient method
to determine the Gibbs free energy in a wide interval of pressure along an isothermal path, which allows us to
determine the transition pressure in a driven by pressure solid-solid phase transition. Our calculations show
that the methodology is highly suitable for the study of phase diagram of crystalline solids.
I. INTRODUCTION
Molecular Dynamics (MD) is a computer simulation
method that has become one of the most important and
commonly used approaches to study condensed phase
systems.1 The particular advantage of MD is its abil-
ity to obtain macroscopic observables of interest in the
formalism of statistical mechanics.2
MD was originally developed to sample the micro-
canonical ensemble, i.e., simulations under constant num-
ber of particles, volume, and energy (NVE) conditions.
However, isolated system conditions are not those in
which experiments are performed. In order to reflect
experimental conditions, several methods have been de-
veloped, in such a way that MD simulations can sample
canonical and isothermal-isobaric ensembles.
The most commonly used algorithms for generating
the desired ensemble are based on the extended phas-
espace approach, which is done by coupling the system
to additional degrees of freedom representing a thermal
bath and/or a barostat, in order to maintain isothermal
and/or isobaric conditions.3,4 For example, the Nose´-
Hoover5,6 and Nose´-Hoover chain7 (NHC) thermostats
have been proposed to generate the canonical ensem-
ble. A combination of Nose´-Hoover thermostats with
the Andersen8 or the Parrinello-Rahman9,10 barostats
have been proposed to generate the NPT ensemble, with
isotropic or anisotropic volume fluctuations, respectively.
In particular for crystallines solids, where the harmonic
forces are important, the deterministic thermostat lead-
ing to incorrect phase-space sampling5,6 since it is well
known that such thermostat fails to sample correctly
a)Electronic mail: samuelif@ifi.unicamp.br
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a system composed by harmonic oscillators. In order
to overcome this difficulty, the so-called massive Nose´-
Hoover chain7 (MNHC) dynamics can be used, which
consists in coupling one NHC to every degree of free-
dom of each particle. One important setback of the
MNHC in classical MD simulations is its relative stiff-
ness that requires a shorter time step and the high com-
putational cost to propagate this dynamics, due to the
increase of the extended phase-space. Therefore, var-
ious deterministic schemes have been developed in or-
der to simulate a harmonic oscillator with one single
thermostat.11–15 Recently, this difficulty has been over-
come successfully for one-dimensional systems by using
the logistic thermostat.16,17 This is a promising approach
to reduce significantly the extended phase-space to sim-
ulate crystalline solids, where harmonic and anharmonic
forces are present.
In order to circunved the need to increased the ex-
tended phase-space, the other approach involves the use
of the stochastic method that mimic the behavior of a
thermal bath such as the Langevin dynamics, which is
ergodic in the more difficult cases,18 but it is more disrup-
tive of the dynamics.19 So it ensures the correct sampling
of the canonical ensemble under any circumstances.
Analogously to the extended phase-space approach, it
has been proved that the stochastic method is also able
to generate the NPT ensemble. In this approach, the
Langevin dynamics is considered for both particles and
the barostat.20–25 Several authors have reported equa-
tions of motion and integrations schemes to sample the
NPT ensemble with isotropic volume fluctuations,20–24
and if possible extended the method to fully flexible
cell,22,25 i.e., anisotropic volume fluctuations.
In this work, we show how to implement the Langevin
dynamics with barostats within the extended phase-space
approach, in order to perform isobaric-isothermal sim-
ulations. The equations of motion are integrated us-
2ing stochastic-geometric integrators to control the tem-
perature through the Langevin dynamics, as proposed
by Bussi et al.,26 and the deterministic part corre-
sponding to the barostat is integrated using geometric
integrators.3,4,10 The integrator is constructed by using
the symmetric Trotter factorization27,28, which is nor-
mally employed to decompose the Liouville3,4,10,27,28 or
the Fokker-Planck22,24–26 operators which describe the
dynamics of an ensemble of realizations.
We show that this kind of NPT integrator can sam-
ple the phase-space accurately by simulating two differ-
ent toy models that can be solved analytically3,23 (with
isotropic volume fluctuations), comparing our numerical
results with probability distribution functions, and de-
riving measurable thermodynamic quantities, such as the
absolute Gibbs free energy, in order to evidence the er-
godicity of the NPT Langevin dynamics. We also re-
mark that the proposed integrator for the fully flexible
cell case allows all elements of the cell matrix to vary in-
dependently, this avoids the use of approximations in the
propagation of the equations of motion, which are needed
when a restricted cell matrix is utilized, due to the pres-
ence of singularities.25 This feature of our integrator for
the flexible-cell case is very important for our purposes
to apply the methodology to study solid-solid phase tran-
sitions, and represents the main difference between our
approach and those used to derive other integrators.25
Additionally, we also review the methods to esti-
mate free energy differences between two equilibrium
states, such as thermodynamic integration29 and adia-
batic switching,30 and propose a new methodology to
compute the absolute Gibbs free energy difference along
an isothermal path.
To prove the effectivity of the NPT integrator with
fully flexible cell, we simulate a two-dimensional system
that displays a solid-solid phase transition and determine
the transition pressure by the crossing of the Gibbs free
energy curves of both phases.
The article is organized as follows. Sec. II describes
in detail the NPT Langevin dynamics. In Sec. III it
is shown how the numerical integrators for the NPT
Langevin dynamics are implemented, for the isotropic
cell and the fully flexible one, in Subsecs. III A and III B,
respectively. The methodological aspects of the calcu-
lation of free energy are described in Sec. IV. Sec. V
provides the results that demonstrate the efficiency of
sampling the NPT ensemble using the Langevin dynam-
ics. Finally, in Sec. VI we summarize the main results of
our work.
II. EQUATIONS OF MOTION
We begin by considering a classical system of N parti-
cles in d dimensions with positions r = {r1; . . . ; rN} and
momenta p = {p1; . . . ;pN} in a general container of vol-
ume V described by a cell matrix h. Let U(r1; . . . ; rN )
denote the interparticle potential and fi = −∂U/∂ri de-
note the forces acting on each particle.
Analogously to the equations of motion of Martyna et
al.10 for isotropic volume fluctuations, where two inde-
pendent thermostats are used to control the kinetics of
the particles and the barostat, we also employ two inde-
pendent Langevin thermostats.20–23 This device is par-
ticularly important, since the barostat typically evolves
on a slower time scale than that of the particles, and the
barostat controls the fluctuations in the internal pressure
estimator,
P int =
1
dV
[ N∑
i=1
p2i
mi
+
N∑
i=1
fi · ri
]
− ∂U
∂V
. (1)
The term ∂U/∂V in Eq. (1) arises when the potential has
an explicit volume dependence, as to permit sampling
the isobaric-isothermal ensemble with isotropic volume
fluctuations. Then, the equations of motion are:
r˙i =
pi
mi
+
pǫ
W
ri,
p˙i = fi −
(
1 +
d
Nf
) pǫ
W
pi − γpi +Ri,
V˙ =
dV
W
pǫ,
p˙ǫ = dV
(
P int − P ext
)
+
d
Nf
N∑
i=1
p2i
mi
− γbpǫ +Rb, (2)
where γ is the friction coefficient of the particles, γb is the
friction coefficient of the barostat, and Nf is the number
the degrees of freedom of the system. The system’s vol-
ume V is a dynamical variable of the barostat and the
corresponding momentum variable pǫ is the strain rate
ǫ˙ multiplied by the fictitious mass W of the barostat.
P ext is the external pressure. Ri and Rb are stochastic
white noises applied to particles and barostat, respec-
tively, which are usually assumed to be Gaussian dis-
tributed.
The friction coefficients and the stochastic noise are re-
lated by the fluctuation-dissipation theorem, which obey
the following properties:
〈Riα(t)〉 = 0,
〈Riα(t)Riβ(t′)〉 = 2mkBTγδ(t− t′)δαβ , (3)
〈Rb(t)〉 = 0,
〈Rb(t)Rb(t′)〉 = 2WkBTγbδ(t− t′). (4)
We can show that the probability density of the ex-
tended phase-space spanned by x = (r,p, V, pǫ) satisfies
the following Fokker-Planck equation (see Appendix A
for more details):
∂
∂t
ρ(r,p, V, pǫ; t) = −LNPT (iso)ρ(r,p, V, pǫ; t), (5)
whose solution in the stationary regime corresponds to
the following ansatz
ρ(r,p, V, pǫ) ∝ e−(H(r,p)+p
2
ǫ/2W+P
extV )/kBT . (6)
3Integrating again the components of the momentum of
the barostat pǫ gives a constant, yielding the isobaric-
isothermal distribution
ρ(r,p, V ) ∝ e−(H(r,p)+P extV )/kBT . (7)
If anisotropic volume fluctuations are permitted, which
change both size and shape of the box, it is possible to
couple the Langevin dynamics to the Parrinello-Rahman
barostat.22 In this case the equations of motion take the
form:
r˙i =
pi
mi
+
pg
Wg
ri,
p˙i = fi −
pg
Wg
pi −
1
Nf
tr(pg)
Wg
pi − γpi +Ri,
h˙ =
pgh
Wg
, (8)
p˙g = det(h)
(
Pint − IP ext
)
+
1
Nf
N∑
i=1
p2i
mi
I− γbpg +Rb,
here I is the d × d identity matrix, where d is the num-
ber of dimensions, pg is the d × d barostat momentum
matrix, Wg is the barostat mass, h is the d × d cell ma-
trix, Rb is the stochastic force matrix used to control the
temperature of the barostat, which is related to the fric-
tion coefficient of barostat by the theorem of fluctuation-
dissipation
〈Rb,αβ(t)〉 = 0,
〈Rb,αβ(t)Rb,αβ(t′)〉 = 2WgkBTγbδ(t− t′). (9)
and Pint is the internal pressure tensor, whose compo-
nents are given by
Pintα,β =
1
det(h)
N∑
i=1
[
pi,αpi,β
mi
+ ri,αfi,β
]
− 1
det(h)
d∑
γ=1
∂U
∂hα,γ
hγ,β. (10)
This dynamics is equivalent to the evolution of the
following unweighted distribution function (see Appendix
B for more details) of the extended phase-space spanned
by x = (r,p,h,pg), which corresponds to the following
Fokker-Planck equation:
∂
∂t
ρ(r,p,h,pg; t) = −LNPT (flex)ρ(r,p,h,pg; t), (11)
it can be shown that in the steady regime the following
ansatz solves the equation above,
ρ(r,p,h,pg) ∝ e−(H(r,p)+
tr(pTg pg)
2Wg
+P extdet(h))/kBT . (12)
We need to introduce the following factor [det(h)]1−d
in order to obtain the correct distribution function for
anisotropic volume fluctuations. This additional factor
is essential so that the equations of motion and numeri-
cal solver generate this factor as part of the phase-space
volume element (see Appendix B for more details).
The integration over the components of the momentum
of the barostat, pg, again yields a constant, resulting in
the correct isothermal-isobaric partition function for fully
flexible cells
ρ(r,p,h) ∝ [det(h)]1−de−(H(r,p)+P extdet(h))/kBT . (13)
III. INTEGRATING THE EQUATIONS OF MOTION
The integration scheme presented in this section allows
for the sampling of the isotropic NPT ensemble, which
will be verified using two analytical examples, and its
generalization to the fully flexible case allows for the sam-
pling of the anisotropic NPT ensemble. The approach we
will take is based on the derivation of geometric integra-
tors that was introduced previously in the literature for
deterministic3,4,27,28 and stochastic22,26 equations of mo-
tion.
A. Sampling the NPT(iso) ensemble using Langevin
dynamics
Following Ref. 22, we decompose the Fokker-Planck
operator for the isotropic NPT ensemble (Eq. (A15)) into
the following set of terms:
LNPT (iso) = L1 + L2 + LV + Lpǫ + Lγ + Lγb . (14)
Here, the individual contributions in Eq. (14) are given
by
L1 =
N∑
i=1
[
pi
mi
+
pǫ
W
ri
]
· ∂
∂ri
,
L2 =
N∑
i=1
[
fi − αpǫ
W
pi
]
· ∂
∂pi
,
LV = dV pǫ
W
∂
∂V
,
Lpǫ = Gǫ
∂
∂pǫ
,
Lγ = −γ
N∑
i=1
∂
∂pi
· (pi +mikBT ∂∂pi
)
,
Lγb = −γb
∂
∂pǫ
(
pǫ +WkBT
∂
∂pǫ
)
, (15)
where Lγ and Lγb are the stochastic Langevin operators
applied to the particles and the barostat, respectively.26
In Eq. (15), α = 1 + dNf and
Gǫ = dV
(
P int − P ext
)
+
d
Nf
N∑
i=1
p2i
mi
, (16)
4which acts as a force on the barostat variable pǫ. Given
the decomposition in Eq. (14), we factorize the single
time-step propagator exp(−∆tLNPT (iso)) as follows:
e−∆tLNPT (iso) ≈ e−∆t/2Lγb e−∆t/2Lγe−∆t/2Lpǫe−∆t/2L2
×e−∆tLV e−∆tL1e−∆t/2L2e−∆t/2Lpǫe−∆t/2Lγe−∆t/2Lγb , (17)
where the operators exp(−∆t/2Lγ) and exp(−∆t/2Lγb)
propagate the particles and the barostat momenta,
respectively, by ∆t/2 under the Ornstein-Uhlenbeck
process,26
p(t) = e−γtp(0) +
√
(1− e−2γt)mkBTR, (18)
where R is a random number subject to the Gaussian
distribution with vanishing mean and unit variance. The
operator exp(−∆t/2Lpǫ) is a simple translation operator,
while exp(−∆tLV ) is a scaling operator of the volume,3,4
which is carried out once and not twice, as it is implied
by the expansion in Eq. (17). This is because L1 and LV
are commuting operators, since they act on decoupled
variables, and, therefore, the two half-step integrations
of LV on either sides of L1 can be combined into one
step integration. The action of the operator exp(L1∆t)
can be determined by solving the differential equation:
r˙i = vi + vǫri, (19)
for constant vi = pi/mi and vǫ = pǫ/W , for an arbitrary
initial condition ri(0), and evaluating the solution at t =
∆t, it yields the evolution,
ri(∆t) = ri(0)e
vǫ∆t +∆tvie
vǫ∆t/2
sinh(vǫ∆t/2)
vǫ∆t/2
. (20)
Similarly, the action of operator exp(L2∆t/2) can be
determined by solving the differential equation
v˙i =
fi
mi
− αvǫvi, (21)
for constant fi, an arbitrary initial condition vi(0), and
evaluating the solution at t = ∆t/2, it yields the finite-
difference expression
vi(∆t/2) = vi(0)e
−αvǫ∆t/2+
∆t
2mi
fie
−αvǫ∆t/4 sinh(αvǫ∆t/4)
αvǫ∆t/4
.
(22)
In practice, the factor sinh(x)/x should be evaluated
by a power series for small x to avoid numerical in-
stabilities, which can be accomplished using the suit-
able expansion for sinh(x)x ≈
5∑
i=0
a2ix
2i where a0 = 1,
a2 = 1/6, a4 = 1/120, a6 = 1/5040, a8 = 1/362880,
a10 = 1/39916800. These equations together with the
Langevin propagator operators completely define an inte-
grator for the isobaric-isothermal ensemble with isotropic
volume fluctuations.
B. Sampling the NPT(flex) ensemble using Langevin
dynamics
The integrator for the anisotropic case employs the
same basic factorization scheme as in the isotropic
case. First, we decompose the Fokker-Planck operator
Eq. (B12) as
LNPT (flex) = L1 + L2 + Lh + Lpg + Lγ + Lγb , (23)
where,
L1 =
N∑
i=1
[
pi
mi
+
pg
Wg
ri
]
· ∂
∂ri
,
L2 =
N∑
i=1
[
fi −
pg
Wg
pi −
1
Nf
Tr(pg)
Wg
pi
]
· ∂
∂pi
,
Lh =
(
pgh
Wg
)
· ∂
∂h
,
Lpg =Gg ·
∂
∂pg
,
Lγ = −γ
N∑
i=1
∂
∂pi
· (pi +mikBT ∂∂pi
)
,
Lγb = −γb
∂
∂pg
· (pg +WgkBT ∂∂pg
)
, (24)
and
Gg = det(h)
(
Pint − IP ext
)
+
1
Nf
N∑
i=1
p2i
mi
I. (25)
The Lγ and Lγb are the usual stochastic Langevin op-
erators for the particles and for the barostat in the full
flexible cell case, respectively. The propagator is factor-
ized exactly as in Eq. (17) with the operators LV and Lpǫ
replaced by Lh and Lpg , respectively. It is important to
note that L1 and Lh commute. The overall factorized
propagator then becomes,
e−∆tLNPT(flex) ≈ e−∆t/2Lγb e−∆t/2Lγe−∆t/2Lpg e−∆t/2L2
×e−∆tLhe−∆tL1e−∆t/2L2e−∆t/2Lpg e−∆t/2Lγe−∆t/2Lγb . (26)
The evaluation of the action of the operators,
exp(L1∆t) and exp(L2∆t/2), requires the solution of the
following matrix-vector differential equations:
r˙i = vi + vgri, (27)
v˙i =
fi
mi
− vgvi − bTr(vg)vi, (28)
for constants fi and vg, where for convenience vg =
pg
Wg
and b = 1/Nf . In order to solve Eq. (27), we introduce
the transformation:
xi = O
Tri,
ui = O
Tvi, (29)
5where OT is an orthogonal matrix, which satisfies
OTO = I. The application of this transformation to
Eq. (27) yields
OTr˙i = O
Tvi +O
Tvgri,
x˙i = ui +O
TvgOxi. (30)
Now, by considering a symmetric pressure tensor, it
implies that vg is also symmetric. Therefore, it is possible
to chooseO to be the orthogonal matrix that diagonalizes
vg according to
vdg = O
TvgO, (31)
where vdg is a diagonal matrix with the eigenvalues of vg
in its diagonal. The columns of O are just the orthonor-
malized eigenvectors of vg. Let λα, α = 1, 2, 3, be the
eigenvalues of vg. Since vg is symmetric, its eigenvalues
are real. In this representation, the three components
of xi are uncoupled in Eq. (30) and can be solved inde-
pendently using Eq. (20). Transforming back to ri, we
find
ri(∆t) = OD1O
Tri(0) + ∆tOD2O
Tvi(0), (32)
where the matrices D1 and D2 have the elements
D1,αβ = e
λα∆tδαβ ,
D2,αβ = e
λα∆t/2 sinh(λα∆t/2)
λα∆t/2
δαβ . (33)
In a similar manner, Eq. (28) can be solved for vi and
the solution evaluated at t = ∆t/2 gives the result,
vi(∆t/2) = O∆1O
Tvi(0) +
∆t
2mi
,O∆2O
Tfi(0), (34)
where the matrices ∆1 and ∆2 have the elements:
∆1,αβ = e
−(λα+bTr(vg))∆t/2δαβ , (35)
∆2,αβ = e
−(λα+bTr(vg))∆t/4 sinh((λα + bTr(vg))∆t/4)
(λα + bTr(vg))∆t/4
δαβ .
(36)
The propagators exp(Lh∆t) and exp(Lpg∆t/2) can
be coded via scaling and direct translation tech-
nique, respectively. The operators exp(−∆t/2Lγ) and
exp(−∆t/2Lγg∆t/2) propagate the particles and the
barostat of full flexible cell (Eq. (18)), respectively.
In this way, the complete integrator is defined for the
anisotropic NPT Langevin dynamics. A technical com-
ment is in order at this point, in order to eliminated cell
rotations,28 it was considered a symmetric pressure ten-
sor, for this reason we only need to thermostat and prop-
agate the diagonal component and the upper or lower
non-diagonal elements, to ensure the symmetric behav-
ior of vg.
IV. FREE ENERGY METHODS
Several fundamental processes in nature are deter-
mined by free energy, whose calculation requires the cor-
rect sampling of the phase space. According to our pre-
vious discussion, the NPT Langevin dynamics permits
the sampling of the isothermal-isobaric ensemble, there-
fore, the calculation of free energies of various systems
and processes is a way to assess the correctness of the
sampling provided by the NPT Langevin dynamics. We
now briefly review the basics of the methodology we use
to compute free energies.29 Since free energy is a ther-
mal quantity that cannot be expressed in terms of an
ensemble average, it cannot be computed directly using
Monte Carlo (MC) or Molecular Dynamics (MD) sam-
pling methods. As a result, free energies are usually
determined using indirect strategies, in which free en-
ergy differences between two systems can be computed
by evaluating the work associated with a reversible pro-
cess along a path connecting a physical system of interest
to a reference system. Usually, such path is constructed
using a composite Hamiltonian H(λ) coupling the two
systems through a parameter λ. Let F (λ) be the free en-
ergy of the system described by the Hamiltonian H(λ),
i.e.
F (λ) = −kBT ln
[
1
(2π~)3N
∫
V
drdpe−H(r,p;λ)/kBT
]
.
(37)
Let us consider a typical functional form of this cou-
pling given by the Hamiltonian
H(λ) = (1− λ)Hsys + λHref , (38)
where Hsys and Href represent the Hamiltonian of the
system of interest and that of the reference system, re-
spectively. By taking the derivative of Eq. (37) with
respect to the parameter λ and allowing a continuous
switching between Hsys and Href by varying the param-
eter λ between 0 and 1, the free-energy difference between
the two systems determined by the thermodynamic inte-
gration (TI) method29 is
Fsys − Fref = Wrev =
∫ 1
0
dλ
〈
∂H
∂λ
〉
λ
, (39)
where the brackets indicate the equilibrium average in a
statistical ensemble. This integration gives the reversible
workWrev done by the generalized force ∂H/∂λ. Since it
involves equilibrium averages of the system at all times,
it reflects a reversible process. While the TI method is
exact in principle, it requires several equilibrium simula-
tions (at least one for each value of λ) to obtain accurate
results.
The adiabatic switching (AS) method30,31 is derived
from the TI method, but is often more efficient for com-
puting free-energy differences, which are estimated from
the work integral along a single non-equilibrium simula-
tion during which the value of λ(t) changes dynamically,
6in such a way that, at the beginning of the simulation
λ(0) = 0 and at the end λ(tsim) = 1 (tsim is the to-
tal duration of the switching process). In this case, the
reversible work Wrev is estimated in terms of the irre-
versible work Wirr estimator
Wirr =
∫ tsim
0
dt′
dλ
dt
∣∣∣∣
t′
∂H(λ)
∂λ
∣∣∣∣
λ(t′)
. (40)
Given the intrinsic irreversible nature of the process,
this dynamic estimator is biased, subject to both statisti-
cal and systematic errors. The statistical errors are due
to the fact that Wirr is a stochastic quantity that de-
pends on the initial conditions, while the systematic er-
ror is associated with the dissipative entropy production
characteristic of irreversible processes. In this case, due
to dissipation, Wirr ≥ Wrev. Dissipation effects, how-
ever, can be controlled by the simulation time and how
the coupling parameter varies with time.31 In this case,
within the linear response approximation, the systematic
error is independent of the switching process direction,
i.e., the entropy production is equal for the forward and
backward, processes.32
In this work, we describe a formulation of the AS
method that allows the evaluation of Gibbs free ener-
gies at a given temperature over a wide pressure interval
from a single simulation. We show that the method is
more suitable for the study of solid-solid phase transi-
tions, since this kind of transition is driven by a variation
in the external pressure applied on the system. Let us
consider a system at two different external pressures, but
at the same temperature. It is possible to compute the
Gibbs free energy difference between these two different
external pressures by evaluating the work associated with
a reversible process along a path connecting the physi-
cal system at the reference external pressure P0 to the
system at the external pressure of interest P . The corre-
sponding Gibbs free energies are given by
Gref (N,P0, T ) = −kBT ln
[
1
(2π~)3N
∫ ∞
0
dV e−P0V/kBT
×
∫
V
drdpe−H(r,p)/kBT
]
, (41)
is the Gibbs free energy at the reference pressure, and
Gref (N,P, T ) = −kBT ln
[
1
(2π~)3N
∫ ∞
0
dV e−PV/kBT
×
∫
V
drdpe−H(r,p)/kBT
]
, (42)
is the Gibbs free energy at the pressure of interest.
The derivative of Eq. (42) with respect to the external
pressure P results in the equilibrium average of the vol-
ume in the isothermal-isobaric ensemble. By integrating
this result with respect to the external pressure, between
the P0 and P at constant temperature, one obtains the
Gibbs free-energy difference along the isothermal path
(TI method), which is given by
Gsys(N,P, T )−Gref (N,P0, T ) = Wmech =
∫ P
P0
dP ext〈V 〉,
(43)
where the brackets in Eq. (43) indicate the equilibrium
average of the volume in the isothermal-isobaric ensem-
ble. This integration gives the mechanical work Wmech
done by the applied external pressure, this relationship
is also valid for the fully flexible cell case.
We can estimate theWmech integral along a single non-
equilibrium simulation during which the value of external
pressure P ext(t) changes dynamically, in such a way that,
at the beginning of the simulation P ext(0) = P0 and at
the end P ext(tsim) = P . In this case the mechanical work
Wmech is estimated in terms of the irreversible workWirr
determined by the AS method
Wirr =
∫ tsim
0
dt′
dP ext(t)
dt
∣∣∣∣
t′
V (t′). (44)
In this switching process not only the initial and final
points on the trajectory correspond to physical systems,
as it is usual in AS simulations, but the information gath-
ered at the intermediate states of the path also has phys-
ical meaning. As a consequence, one obtains the Gibbs
free energy of a system in a wide interval of pressure us-
ing a one single simulation, provided that the Gibbs free
energy of the system of interest in a reference state is
known.
V. ILLUSTRATIVE EXAMPLES OF THE NPT
LANGEVIN DYNAMICS
As a test of the accuracy of the methodology, we have
performed simulations with three different models. Ini-
tially, we have applied the methodology to two analytical
models (toy-models) in the isotropic isobaric-isothermal
ensemble. The first system is one particle in an one-
dimensional potential3 and the second one is a particu-
lar non-trivial one-dimensional particle model for which
one can analytically derive measurable thermodynamic
quantities.23 This last example is used as a test model to
compute the Gibbs free energy along an isothermal path.
These models, therefore, serve as a strict benchmark for
the statistical accuracy of a numerical test simulation.
The third model is a two-dimensional system that ex-
hibits a solid-solid phase transition,33 which is used to il-
lustrate the anisotropic isobaric-isothermal ensemble and
to determine the pressure of the solid-solid phase transi-
tion at a given temperature. The transition pressure is
obtained by the crossing of the Gibbs free energy curves
for each one of the phases as functions of pressure, which
are obtained from the new methodology to compute the
Gibbs free energy along isothermal paths.
7A. Toy-model I
In order to illustrate the Langevin NPT integrator’s
potential and evaluate its performance, we consider the
simple example of a single particle with coordinate q
and momentum p moving in a one-dimensional periodic
potential3 of the form:
U(q, V ) =
mω2V 2
4π2
[
1− cos
(2πq
V
)]
. (45)
Here, V is the volume of the one-dimensional box. The
NPT equations of motion for this problem are integrated
using a time step of ∆t = 0.01. Other parameters are
chosen to be T = 1, P = 1, m = 1, ω = 1, kB = 1,
γ = 0.5, γb = 0.3333 and W = 18. Fig. 1 shows the po-
sition and volume distributions generated from the sim-
ulation together with the corresponding curves obtained
analytically. It can be seen from the Fig. 1 that these
numerical distributions are in excellent agreement with
the analytical ones.
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FIG. 1. (a) Volume and (b) position distribution functions
from the numerical simulation (blue points) and the analytical
solutions (solid black line).
B. Toy model-II
We now present the performance of the integration
scheme in the case of another one-dimensional model,23
for which the Gibbs free energy can be calculated analyti-
cally. The system consists of N identical particles within
a box of length L with periodic boundary conditions,
located in the following order {1, x1, x2, . . . , xN}. Each
particle interacts with its two neighbors through the fol-
lowing normalized potential u(r) (in thermal power units
E0 = kBT )
u(r) =
ǫ
r
+
1
2
ln(r), (46)
where r is the normalized pair distance and the connec-
tion with the physical potential U is given by U(r0r) =
E0u(r) .
In the NPT ensemble the partition function of the sys-
tem is
ZNPT =
∫
dL
N∏
i=1
∫
dxi exp
[
−
N∑
i=1
u(xi+1 − xi)− PL
]
,
(47)
where P in this case denotes the one-dimensional pres-
sure, which is expressed in units of E0/r0.
The partition function given by Eq. (47) can be inte-
grated, resulting in
ZNPT =
[√
π
P
e−2
√
Pǫ
]N
. (48)
The Gibbs free energy (in thermal power units) is given
by
G = −N ln
[√
π
P
e−2
√
Pǫ
]
. (49)
The average length per particle is
〈l〉 ≡ 〈L〉
N
=
1
N
∂G
∂P
=
1
2P
+
√
ǫ
P
, (50)
and the variance of the normalized length distribution is
given by
σ2l ≡
〈(L − 〈L〉)2
N
= −∂〈l〉
∂P
=
1
2P 2
+
√
ǫ
2
P−3/2. (51)
We performed simulations of systems containing N =
1000 particles for 4 million time steps, using the following
parameters: ǫ = 10, kBT = 1, m = 1, γ = 1.0, γb =
0.01 for different pressures and time steps. In addition,
the friction coefficients of the thermostat γ, γb and the
barostat mass W were determined by the recommended
formulas,3,19,34
γ =
1
2τp
,
γb =
1
10τb
,
W = (dN + d)kBTτ
2
b , (52)
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FIG. 2. Results of the average length per particle at different
pressures as function of the time step, the dotted line corre-
sponds to theoretical values.
where d is the dimension of the system, τp and τb are
characteristic time scales of the particles and barostat,
respectively. Typically, τp and τb can be chosen to be
directly proportional to the time step ∆t.34
Fig. 2 shows the average length per particle at three
different pressures as a function of the time step. The
perfect agreement between the simulated and analytical
results, shows the robustness of the methodology we de-
veloped to sample the isobaric-isothermal ensemble in ac-
cordance with the predicted results by the Eq. (50).
To illustrate the capabilities of our methodology, we
also calculate the Gibbs free energy difference of this
system along an isothermal path for a wide interval of
pressure. Using as a reference the Gibbs free energy of
the system at pressure P = 1. The equations of motion
of the isothermal-isobaric ensemble were integrated using
a time step of ∆t = 0.01.
The Fig. 3 displays the convergence of the Gibbs free
energy difference per particle for three values of simula-
tion time tsim.
In the simulations, pressure is scaled according to a
linear interpolation within the pressure interval spanning
between 1.0 and 4.0, during a switching time equal to
the simulation time tsim. Fig. 3 shows the results of
three different AS-MD simulations along the isothermal
path, characterized by switching times tsim of 10
3, 104
and 105 steps, respectively. Each curve shows the Gibbs
free energy difference per particle (in units of kBT ) as
a function of pressure. The circles represent analytical
values of ∆G for this model (Eq. (49)). For P < 2.0 the
agreement for all three curves with the analytical results
is very good, while for high pressure the convergence is
somewhat slower due to irreversible effects, which are
more relevant for short switching times. We observed
the convergence of our results to the analytical values in
the case of the switching time tsim = 10
5 steps, which
confirms the effectiveness of the method.
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FIG. 3. Convergence of the AS-MDmethod to compute Gibbs
free energy difference per atom along the isothermal path,
obtained using three runs with 103, 104 and 105 time steps,
respectively. Circles are the analytical values of the Gibbs
free energy difference per atom (Eq. (49)). (Inset) Gibbs free
energy difference per particle at high pressure. The Gibbs free
energy at P = 1 is taken as a reference.
C. Solid-solid phase transition in 2d a system
As another example that shows the effectualness of the
methodology we present a study that demonstrates the
ability of the NPT Langevin dynamics with anisotropic
volume fluctuations to produce a solid-solid phase tran-
sition. We chose a two-dimensional system with particles
interacting through a potential with two minima,33 U(r),
which is obtained by adding a Gaussian well to a smooth
Lennard-Jones potential:35
U(r) = 4ǫ
[
(
σ
r
)12 − (σ
r
)6 + c2(
r
σ
)2 + c0
]− λǫe−(w r−r0σ )n .
(53)
In the calculations we use ǫ = 1, σ = 1, λ = 1.7,
w = 5.0, r0 = 1.5, and n = 2. The parameters c0 and
c2 were chosen in such a way that the potential and the
force become continuously zero at the truncation radius
rc. This kind of potential exhibits two stable crystalline
structures: hexagonal and square lattices. Fig. 4 shows
that the hexagonal lattice is more stable at low pressure
than the square lattice. Therefore, a phase transition be-
tween the hexagonal and the square crystals is expected
to occur as the system is compressed.
Initially, we perform a NPT(flex) simulation
(Eqs. (10)), beginning with the hexagonal structure in
simulation cell containing N = 896 particles.
The simulations were carried out using the following
parameters, T = 0.462, P = 0.0, ∆t = 0.01, τp = 0.5,
τb = 5.0, rc = 3.0 and the mass barostat is chosen ac-
cording to the recommended formula:34
Wg = (dN + d)kBTτ
2
b /d. (54)
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FIG. 4. Energy per atom as function of lattice parameter.
The system is equilibrated for 105 steps and the
production simulations used over 5 × 105 steps. The
NPT(flex) simulation provides information about the
fluctuations of the cell lengths and the cell angles individ-
ually. From the Figs. 5 and 6, we can see the fluctuations
of cell lengths and angle, respectively. The edges a and
b converge to 40.99 and 40.57, respectively.
Each one of the edge lengths exhibit small fluctuations
of less than 0.3. The cell angle α remains close to 90.59
degrees with fluctuations of ±0.75 degrees. One can see
that NPT(flex) simulation allows the fluctuation of cell
lengths and angles, in a quasi-orthorhombic box shape.
Finally, we perform the compression-decompression cy-
cle of the system at constant temperature T = 0.462,
beginning with the hexagonal structure at P = 0.0 up to
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FIG. 5. (Upper) The instantaneous pressure vs. time.
(Center) The instantaneous cell lengths (a, b) vs. time.
(Lower) The instantaneous cell angles α vs. time. The black
line are the average values.
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FIG. 6. (Left) The distribution of cell lengths a and b.
(Right) The distribution of cell angle α.
P = 1.8, during a simulation time of 5 × 106 steps; the
same time interval is used to decompress the system.
In Fig. 7, we show the atomic area (area per parti-
cle) as a function of the external pressure for a cycle
of compression and decompression of the system. One
can see the hysteresis loop, which is characteristic of a
first-order phase transition. The atomic configurations
showed in Fig. 8 evidence the phase transition occurring
between the hexagonal lattice and the square lattices, as
expected to happen for the type of potential energy we
used in the simulations (Fig. 4). The hysteresis loop in
this case defines the region or interval of pressure where
the phase transition takes place. However, if one is in-
terested in determining the transition pressure between
the hexagonal and the square lattices, it is necessary to
determine the crossing of the Gibbs free energy curves
for each one of the phases.
In order to calculate the transition pressure, we used
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FIG. 7. The atomic area as function of the external pres-
sure applied at the system. The red(blue) line correspond to
compress(uncompress) process.
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FIG. 8. (Left) Atomic configuration at low pres-
sure.(Center) Atomic configuration at the phase transition.
(Rigth) Atomic configuration at high pressure.
the methodology we have previously discussed to deter-
mine the Gibbs free energy in a wide interval of pressure
at constant temperature.
The procedure to achieve this goal can be summarized
as follows. Firstly, it is necessary to determine the refer-
ence Gibbs free energy for each crystalline phase. This is
accomplished by the AS method using the Einstein crys-
tal (a collection of harmonic oscillators) as a reference
system whose free energy is known analytically.29,31,36
Since the Einstein crystal does not have cohesive energy,
the AS simulations should be performed in the NVT en-
semble.
Initially, one has to perform NPT simulations at pres-
sure values at which each one of the phases are stable.
From these simulations one can determine the equilib-
rium volume (in our case equilibrium area) for each value
of pressure. These equilibrium volumes are used in the
AS simulations in the NVT ensemble. After determining
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8pressure
-4.5
-4
-3.5
-3
-2.5
-2
-1.5
G
ib
bs
 fr
ee
 e
ne
rg
y
hexagonal
square
0.939 0.94 0.941
pressure
-2.561
-2.56
-2.559
-2.558
G
ib
bs
 fr
ee
 e
ne
rg
y
FIG. 9. AS-MD results for the Gibbs fee energy per particle as
a function of pressure at the temperature of T = 0.462. The
intersection of the curves indicates the transition pressure at
Pf = 0.939, the dotted lines define a metastable region limits.
(Inset) Gibbs free energy per particle around the transition
pressure, for each phase we have three free energy curves:
〈G〉, 〈G〉 + ∆G and 〈G〉 − ∆G, where ∆G is the total error
calculated in the initial state point by the AS method. The
arrows indicate the upper and lower limits of the transition
pressure.
the reference Gibbs free energy for each phase, one can
use the AS method to compute the Gibbs free energy of
each phase in a wide pressure interval. At last, the tran-
sition pressure is determined by the crossing of the two
Gibbs free energy curves as shown in Fig. 9.
The phase transition occurs at the pressure P = 0.939
at the constant temperature of T = 0.462, in agreement
with the metastable region indicated by the hysteresis
loop previously determined. These results show that
the correct sampling of the isothermal-isobaric ensem-
ble, which is necessary to ensure the correct calculation
of the Gibbs free energy, is achieved by the methodol-
ogy proposed in this work. Furthermore, we propose a
variant of the AS method that permits to determine effi-
ciently the Gibbs free energy in a wide pressure interval
at constant temperature using only a single simulation.
VI. CONCLUSIONS
The sampling of the isobaric-isothermal ensemble
has been re-examined by using the Langevin dynam-
ics coupled to a barostat, which is described by non-
Hamiltonian equations of motion. In the context of de-
veloping this new approach, we have extended the deriva-
tion of the Fokker-Planck equation for non-Hamiltonian
systems, in order to describe the evolution of the distri-
bution function in the extended phase-space. The nu-
merical integration of this kind of equations of motion is
deduced employing the Trotter scheme commonly used
in the derivation of multiple-time-step integrators.
An analysis of the phase-space in these simulations has
been presented, which shows that the correct probabil-
ity distribution for the NPT ensemble with isotropic vol-
ume fluctuations is generated, by showing an excellent
agreement with the results obtained for analytical mod-
els. We also performed simulations in the NPT ensemble
with fully flexible cell, where it was possible to observe a
solid-solid phase transition, showing that the method is
more suitable to simulate crystalline solids.
The new methodology was used to determine the Gibbs
free energy in a wide interval of pressure, which was
shown to be in agreement with analytical results for the
Jensen’s model.23
The methodology was applied to accurately and
efficiently investigate the transition pressure of the
hexagonal-to-square lattices phase transition, where the
beginning and end states are chosen carefully in the AS
simulations to reduce the error in the free energy calcu-
lation.
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Appendix A: Fokker-Planck equation for the NPT(iso)
ensemble
This appendix contains the derivation of the Fokker-
Planck equation that corresponds to a given NPT
Langevin dynamics with isotropic volume fluctuations
(the development is based on the book by R. Zwanzig37
chapter 2). Let us start with a quite general Langevin
equation for several variables {x1, x2, . . .}, denoted for
convenience by x, the equations of motion in this case
are
x˙i = vi(xi) + Fi(t), (A1)
or, in an abbreviated form,
x˙ = v(x) + F(t), (A2)
where v(x) is some given function of the variables x. The
noise F(t) is Gaussian, with zero mean and the delta
correlated second moment matrix,
〈F(t)F(t′)〉 = 2Bδ(t− t′). (A3)
andB is a positive-semidefinite matrix denoting the ther-
mal damping coefficient matrix. The associated Fokker-
Planck equation for the averaged-noise distribution is:37
∂
∂t
ρ(x, t) = − ∂
∂x
·v(x)ρ(x, t)+ ∂
∂x
·B · ∂
∂x
ρ(x, t), (A4)
whose probability distribution should satisfy the condi-
tion
∫
dxρ(x, t) = 1 ∀t. (A5)
In order to derive the Fokker-Planck equation that de-
scribe the evolution of the distribution function ρ(x, t),
we can recognize the following quantities from the equa-
tions of motion Eq. (2), as the phase-space vector and
the transpose of the differential operator as
x =


r1
...
rN
p1
...
pN
V
pǫ


,
[
∂
∂x
]T
=


∂
∂r1
...
∂
∂rN
∂
∂p1
...
∂
∂pN
∂
∂V
∂
∂pǫ


, (A6)
the velocity of extended phase-space is
v(x) =


p1
m1
+ pǫW r1
...
pN
mN
+ pǫW rN
f1 −
(
1 + dNf
)
pǫ
W p1 − γp1
...
fN −
(
1 + dNf
)
pǫ
W pN − γpN
dV
W pǫ
Gǫ


. (A7)
For convenience we can separate the generalized veloc-
ity in a deterministic and a drift components:
v(x) = vdet(x) + vdrift(x), (A8)
where,
vdet(x) =


p1
m1
+ pǫW r1
...
pN
mN
+ pǫW rN
f1 −
(
1 + dNf
)
pǫ
W p1
...
fN −
(
1 + dNf
)
pǫ
W pN
dV
W pǫ
Gǫ


,vdrift(x) =


0
...
0
−γp1
...
−γpN
0
−γbpǫ


(A9)
and the noise vector is
F(t) =


0
...
0
R1(t)
...
RN (t)
0
Rb(t)


, (A10)
The first term of the right-hand side of Eq. (A4) can
be split as:
− ∂
∂x
· v(x)ρ(x, t) = −
(
∂
∂x
· vdet(x)︸ ︷︷ ︸
k(x)=0
)
ρ(x, t)
+ vdet(x) · ∂
∂x︸ ︷︷ ︸
L
ρ(x, t)− ∂
∂x
· vdrift(x)ρ(x, t). (A11)
It is easy to show that the compressibility of the de-
terministic term in the equations of motion is zero and L
is the corresponding Liouville operator. Using Eqs. (A6)
the Liouville operator L operator can be written as
vdet(x) · ∂
∂x
=
N∑
i=1
[(
pi
mi
+
pǫ
W
ri
)
· ∂
∂ri
(A12)
+
(
fi −
(
1 +
d
Nf
) pǫ
W
pi
)
· ∂
∂pi
]
+
dV
W
pǫ
∂
∂V
+Gǫ
∂
∂pǫ
.
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Finally the operator associated to drift and noise is:
− ∂
∂x
· vdrift(x) + ∂
∂x
·B · ∂
∂x
= γ
N∑
i=1
∂
∂pi
·
(
pi
+mikBT
∂
∂pi
)
+ γb
∂
∂pǫ
(
pǫ +WkBT
∂
∂pǫ
)
. (A13)
Combining these last results the Fokker-Planck equa-
tion for the NPT ensemble with isotropic volume fluctu-
ations is obtained,
∂
∂t
ρ(x, t) = −LNPT (iso)ρ(x, t), (A14)
where,
LNPT (iso) =
N∑
i=1
[(
fi −
(
1 +
d
Nf
) pǫ
W
pi
)
· ∂
∂pi
+
(
pi
mi
+
pǫ
W
ri
)
· ∂
∂ri
]
+
dV
W
pǫ
∂
∂V
+Gǫ
∂
∂pǫ
− γ
N∑
i=1
∂
∂pi
·
(
pi +mikBT
∂
∂pi
)
− γb ∂
∂pǫ
(
pǫ +WkBT
∂
∂pǫ
)
. (A15)
Appendix B: Fokker-Planck equation for the NPT(flex)
ensemble
For the fully flexible case, from the equations of mo-
tion (Eq. (10)), we can identify the following terms: the
phase-space vector and the transpose of the differential
operator as
x =


r1
...
rN
p1
...
pN
h
pg


,
[
∂
∂x
]T
=


∂
∂r1
...
∂
∂rN
∂
∂p1
...
∂
∂pN
∂
∂h
∂
∂pg


, (B1)
we also can separate the velocity of extended phase-space
in deterministic and drift components:
vdet(x) =


p1
m1
+
pg
Wg
r1
...
pN
mN
+
pg
Wg
rN
f1 − pgWg p1 − 1Nf
tr(pg)
Wg
p1
...
fN − pgWg pN − 1Nf
tr(pg)
Wg
pN
pgh
Wg
Gg


, (B2)
vdrift(x) =


0
...
0
−γp1
...
−γpN
0
−γbpg


, F(t) =


0
...
0
R1
...
RN
0
Rg


, (B3)
where F(t) is the noise vector.
When the deterministic component has non-null com-
pressibility, the extension of the formulation of the
Fokker-Planck equation is not straightforward. To this
end, similar ideas to those proposed by Tuckerman28 can
be used, by introducing for convenience a phase-space
metric term [det(h)]1−d, in such a way that in the steady
state regime the solution of the Fokker-Planck equation
reproduces the probability distribution function of the
isothermal-isobaric ensemble in the fully flexibly cell case.
The probability condition is∫
dx[det(h)]1−dρ(x, t) = 1 ∀t, (B4)
the Fokker-Planck equations take the form:
∂
∂t
(
[det(h)]1−dρ(x, t)
)
= − ∂
∂x
·
(
v(x)[det(h)]1−dρ(x, t)
)
+
∂
∂x
·B · ∂
∂x
(
[det(h)]1−dρ(x, t)
)
. (B5)
The left hand side of Eq. (B5) can be written as:
∂
∂t
(
[det(h)]1−dρ(x, t)
)
= [det(h)]1−d
∂
∂t
ρ(x, t), (B6)
and the first right hand side term of Eq. (B5) is
− ∂
∂x
·
(
v(x)[det(h)]1−dρ(x, t)
)
= − ∂
∂x
·
(
vdet(x)
× [det(h)]1−dρ(x, t)
)
− ∂
∂x
·
(
vdrift(x)[det(h)]
1−dρ(x, t)
)
. (B7)
Expanding the first term on the right hand side of
Eq. (B7) we obtain
∂
∂x
·
(
vdet(x)[det(h)]
1−dρ(x, t)
)
=
∂
∂x
· vdet(x)︸ ︷︷ ︸
k(x)=−(1−d) tr(pg)
Wg
6=0
× [det(h)]1−dρ(x, t) + vdet(x) ·
(
∂
∂x
[det(h)]1−d
)
︸ ︷︷ ︸
(1−d) tr(pg)
Wg
[det(h)]1−d
ρ(x, t)
− [det(h)]1−dvdet(x) · ∂
∂x
ρ(x, t), (B8)
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which results in
− ∂
∂x
·
(
vdet(x)[det(h)]
1−dρ(x, t)
)
= −[det(h)]1−d
× vdet(x) · ∂
∂x
ρ(x, t), (B9)
since the first and second terms on the right hand side of
Eq. (B8) cancel each other.
By adding the second term on the right hand side of
Eq. (B7) to noise terms we have:
− ∂
∂x
·
(
vdrift(x)[det(h)]
1−dρ(x, t)
)
+
∂
∂x
·B · ∂
∂x
(
[det(h)]1−dρ(x, t)
)
=
+ γ
N∑
i=1
∂
∂pi
·
(
pi +mikBT
∂
∂pi
[det(h)]1−dρ(x, t)
)
+ γb
∂
∂pg
·
(
pg +WgkBT
∂
∂pg
[det(h)]1−dρ(x, t)
)
.
(B10)
Using these results in Eq. (B5) and canceling out the
phase-space metric factor present in all terms of the equa-
tion ([det(h)]1−d 6= 0), one can obtain the Fokker-Planck
equation to describe the NPT Langevin dynamics with
anisotropic volume fluctuations for the unweighted dis-
tribution function
∂
∂t
ρ(x, t) = −LNPT (flex)ρ(x, t), (B11)
where,
LNPT (flex) =
N∑
i=1
[(
fi −
pg
Wg
pi −
1
Nf
Tr(pg)
Wg
pi
)
· ∂
∂pi
+
(
pi
mi
+
pg
Wg
ri
)
· ∂
∂ri
]
+
(
pgh
Wg
)
· ∂
∂h
+Gg · ∂
∂pg
− γ
N∑
i=1
∂
∂pi
·
(
pi +mikBT
∂
∂pi
)
− γb ∂
∂pg
·
(
pg +WgkBT
∂
∂pg
)
. (B12)
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