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1 Introduction
In financial mathematics, statistics and probability theory problems often arise that deal
with sums of random variables. The CLT plays an important role here in investigating the
limiting distribution of such sums. However, in many cases we are interested in a more
detailed analysis of the convergence behavior and a better approximation than simply the
normal distribution function.
The idea of Edgeworth expansions goes back to P.L. Chebyshev (see e.g. [GK54]), F.Y.
Edgeworth [Edge1905], C.V.L. Charlier [Ch1906], and others. They propose to expand the
distribution of a sum of random variables in a series of the normal distribution function
and its derivatives. These series and their convergence properties have been thoroughly
studied by H. Cramer. In [BR76] R.N. Bhattacharya and R.R. Rao present numerous
results on the topic, offer a generalization to higher dimensions and a detailed exposition
for lattice random vectors. However, the results available in the literature do not cover
the case of lattice triangular arrays, which occurs, for example, in the theory of binomial
trees. Therefore, the purpose of this work is to justify the Edgeworth expansion also for
this setting. We will be using the notation and following the proofs given in [BR76].
Edgeworth expansions are based on a taylor series of the corresponding characteristic
function. This series is then inverted to recover the necessary result for the distribution
function itself. Therefore, we start with a brief introduction of the basic definitions and
properties of characteristic functions. Then, following the main literature on the topic, we
give a heuristic explanation of the approach for a better understanding of the intuition
behind it. In the last section we present the main theorems.
2 The characteristic function: basic definitions and
properties
We will follow the definitions in [BR76]. We will need the following notation. For a
nonnegative integer vector α = (α1, . . . , αd) and x ∈ Rd let
xα = xα1 · · ·xαd ,
Dα = Dα11 · · ·Dαdd , with Dj =
∂
∂xj
.
In addition, let 〈·, ·〉 be the usual inner product in Cd, and for t ∈ Cd
‖t‖ =
√√√√ d∑
j=1
|tj|2, |t| =
k∑
j=1
|tj| .
Definition 2.1. The Fourier-Stieltjes transform of a finite signed measure µ is the function
ψµ : Rd → C defined by
ψµ (t) =
∫
Rd
ei〈t,x〉µ (dx) , t ∈ Rd.
If µ has density f with respect to the Lebesgue measure, the ψµ = ψf , where ψf is the
Fourier transform of f . If µ is a probability measure, ψµ is usually referred to as the
characteristic function of µ.
Remark 2.2. We will also use the notation ψX to denote the characteristic function of the
probability measure corresponding to the random vector X.
Example 2.3. Consider the multidimensional normal distribution Φm,Σ with mean m and
covariance matrix Σ. The density function is given by
φm,Σ (x) =
1
(2pi)d/2
√
det Σ
e−
1
2〈x,Σ−1x〉, x ∈ Rd.
In this case the characteristic function is equal to
ψΦm,Σ(t) = e
i〈t,m〉− 1
2
〈t,Σt〉, t ∈ Rd.
(See e.g. [BR76], Chapter 5.)
There exists a one-to-one correspondence between finite signed measures and Fourier-
Stieltjes transforms (Uniqueness Theorem, see e.g. [BR76] Theorem 5.1 (i)). If µ is abso-
lutely continuous with respect to the Lebesgue measure, then its density f can be recovered
from ψµ using the following theorem (see [BR76], Theorems 4.1 and 5.1).
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Theorem 2.4 (Fourier Inversion Formula). i) If ψµ ∈ L1
(
Rd
)
, then µ is absolutely
continuous with respect to the Lebesgue measure and has a uniformly continuous,
bounded density f ,
f (x) =
1
(2pi)d
∫
Rd
e−i〈t,x〉ψµ (t) dt, x ∈ Rk.
ii) Suppose f ∈ L1 (Rd). Let x ∈ Rd and α = (α1, . . . , αd) be a nonnegative integer
vector. If xαf (x) ∈ L1 (Rd), then Dαψf exists and
xαf (x) =
(−1)|α|
(2pi)d
∫
Rd
e−i〈t,x〉Dαψf (t) dt.
This suggests that the asymptotic expansions for distribution functions could be de-
rived from the corresponding results for characteristic functions.
Let P be a probability measure on Rd. To obtain an expansion for the characteristic
function we will be using the following results.
Definition 2.5. (i) Let ν = (ν1, . . . , νk) be a nonnegative integer vector such that∫
Rd
|xν |P (dx) <∞.
The moment of order ν of P is defined as
µν =
∫
Rd
xνP (dx) .
(ii) For s ∈ R, s ≥ 0 the absolute moment of order s of P is defined as
ρs =
∫
Rd
‖x‖s P (dx) .
The following theorem characterizes the derivatives of ψP .
Theorem 2.6. If ρs <∞ for some positive integer s, then DαψP exists for every nonneg-
ative integer vector ν ∈ Rd, |ν| ≤ s, and is equal to
(DνψP ) (t) = (i)
|ν|
∫
Rd
xνei〈t,x〉P (dx), t ∈ Rd.
Moreover,
i|ν|µν = (DνψP ) (0) .
(see e.g. [BR76] Section 5).
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Using Theorem 2.6 and a Taylor expansion for complex-valued functions (see e.g.
[BR76], Corollary 8.2) we get
ψP (t) = 1 +
∑
|ν|≤s
µν
ν!
(it)ν + o (‖t‖s) , t→ 0, (1)
if ρs < ∞ for some positive integer s. Therefore, we have an expansion for the charac-
teristic function in terms of the moments of the distribution. However, in the theory of
Fourier transforms it is usually more convenient to work with cumulants, also referred to
as semi-invariants (e.g. [GK54], [P75]). Instead of (1) consider the Taylor expansion of the
logarithm of the characteristic function.
logψP (t) =
∑
|ν|≤s
κν
ν!
(it)ν + o (‖t‖s) , t→ 0. (2)
Here the coefficients κν are the cumulants of order ν of P , and are given by
i|ν|κν = (Dν logψP ) (0) .
The cumulants κν , |ν| ≤ s, as well as expansion (2) exist if ρs <∞. Here logψP (t) is the
principal branch of the complex logarithm. Note that
κ0 = 0, and κν = µν , |ν| = 1.
Example 2.7. Consider once again the normal distribution function Φm,Σ. Since logψΦm,Σ (t)
is quadratic in t all cumulants for |ν| > 2 are equal to zero. For |ν| = 1, 2 we have
κei = mi, i = 1, . . . , d,
and
κei+ej = Σ(i, j), i, j = 1, . . . , d
where ei is the i-th unit vector (see [BR76], pp. 50-51).
Remark 2.8. The main reason why cumulants are usually the preferred choice is their
additivity. Consider the sum X = X1 + · · · + Xn of independent random vectors on Rd,
then
ψX (t) =
n∏
i=1
ψXi (t) ,
and
logψX (t) =
n∑
i=1
logψXi (t) .
Therefore, if Xi, i = 1, . . . , n have finite cumulants of order ν, κν(Xi), then
κν(X) = κν(X1) + · · ·+ κν(Xn).
This is, obviously, not true for moments of higher orders.
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The formal identity
log
1 + ∑
|ν|≥1
µν
ν!
(it)ν
 = ∑
|ν|≥1
κν
ν!
(it)ν ,
allows to uniquely express the cumulants in terms of the moments and vice versa. As a
result we have
mν =
∑ 1
q!
ν!
ν1! · · · νq!
q∏
p=1
κνp and
κν =
∑ (−1)q−1
q
ν!
ν1! · · · νq!
q∏
p=1
mνp ,
(3)
where the summation is over all q−tuples of nonnegative integer vectors νp, |νp| > 0, such
that
q∑
p=1
νp = ν, q = 1, . . . , |ν| ,
(see e.g. [Sh84], Theorem 12.8).
Example 2.9. In the one-dimensional case (3) gives
µ2 = κ2 + κ
2
1,
µ3 = κ3 + 3κ2κ1 + κ
3
1,
µ4 = κ4 + 4κ3κ1 + 3κ
2
2 + 6κ2κ
2
1 + κ
4
1,
and
κ2 = µ2 − µ21,
κ3 = µ3 − 3µ2µ1 + 2µ31,
κ4 = µ4 − 4µ3µ1 − 3µ22 + 12µ2µ21 − 6µ41,
For ease of reference we state the following well-known properties of norms and mo-
ments.
Lemma 2.10. For any nonnegative integer vector ν ∈ Rd and integers 0 ≤ m1 ≤ m ≤ m2
(i) |xν | ≤ ‖x‖|ν| , x ∈ Rd,
(ii) ‖x‖m ≤ ‖x‖m1 + ‖x‖m2 , x ∈ Rd.
For a random vector X in Rd with ρs <∞, |ν| ≤ s
(iii) |mν | ≤ E |Xν | ≤ ρ|ν|,
(iv) |κν | ≤ cρ|ν|, where the constant c depends only on ν.
(Cf. [BR76], Lemma 6.3 and (9.13))
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3 Heuristic considerations
Consider the following problem setting. Let X1, . . . , Xn : (Ω,F , P )→ Rd be i.i.d. random
vectors with EX1 = 0, Cov (X1) = V , where V is a positive-definite matrix, and ρs < ∞
for some s ≥ 3. We are interested in the asymptotics of the distribution function Fn,
Fn (x) := P (Sn ≤ x) , x ∈ Rd,
where
Sn =
1√
n
(X1 + · · ·+Xn) .
By the properties of characteristic functions (see e.g. [BR76], Theorem 5.1)
ψSn (t) =
(
ψ 1√
n
X1
(t)
)n
=
(
ψX1
(
t√
n
))n
.
Then by equation (2) and taking into account that κν = µν = 0, for |ν| = 1 we have
logψSn (t) = n logψX1
(
t√
n
)
=
s∑
r=1
∑
|ν|=r
κν
ν!
(it)νn−(r−2)/2 + n · o
(∥∥∥∥ t√n
∥∥∥∥s)
= −1
2
〈t, V t〉+
s−2∑
r=1
∑
|ν|=r+2
κν
ν!
(it)νn−r/2 + n · o
(∥∥∥∥ t√n
∥∥∥∥s) , t√n →∞.
If we now fix t we get
ψSn (t) = e
− 1
2
〈t,V t〉 exp
 s−2∑
r=1
∑
|ν|=r+2
κν
ν!
(it)νn−r/2 + o
(
n−(s−2)/2
) , n→∞. (4)
Now define the functions P˜r (z, {κν}) from the formal identity
1 +
+∞∑
r=1
P˜r (z, {κν})ur = exp

+∞∑
r=1
∑
|ν|=r+2
κn,νz
ν
ν!
ur
 .
Lemma 3.1. The functions P˜r are polynomials of degree 3r with coefficients that depend
only on the cumulants κν of order |ν| ≤ r + 2. They can be calculated as
P˜r (z, {κν}) =
r∑
m=1
1
m!
∑
j1,...,jm
( ∑
ν1,...,νm
κν1 · · ·κνm
ν1! · · · νm! z
ν1+···+νm
)
, r ≥ 1, z ∈ Rd,
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where
∑
j1,...,jm
is the summation over all m-tuples of positive integers (j1, . . . , jm) satisfy-
ing
∑m
i=1 ji = r, and
∑
ν1,...,νm
is the summation over all m-tuples of nonnegative integral
vectors (ν1, . . . , νm) s.t. |νi| = ji + 2, i = 1, . . . ,m.
(See [BR76], Chapter 7).
Example 3.2. The first two polynomials are
P˜1 (z, {κν}) =
∑
|ν|=3
κν
ν!
zν ,
P˜2 (z, {κν}) =
∑
|ν|=4
κν
ν!
zν +
1
2!
∑
|ν1|=|ν2|=3
κν1κν2
ν1!ν2!
zν1+ν2 .
We can now write (4) as
ψSn (t) = e
− 1
2
〈t,V t〉 +
s−2∑
r=1
n−r/2P˜r (it, {κν}) e− 12 〈t,V t〉 + o
(
n−(s−2)/2
)
, n→∞, (5)
and we have an expansion of the characteristic function of a sum of i.i.d. random vectors
in terms of P˜r (it, {κν}) e− 12 〈t,V t〉. The question now is, how can we use (5) to get the cor-
responding asymptotics for the distribution function?
From example 2.3 we know that the first term e−
1
2
〈t,V t〉 is the characteristic function of
the normal distribution Φ0,V . Now define Pr (−φ0,V , {κν}) as the function whose Fourier
transform is P˜r (it, {κν}) e− 12 〈t,V t〉, i.e.∫
Rd
ei〈t,x〉Pr (−φ0,V , {κν}) (x) dx = P˜r (it, {κν}) e− 12 〈t,V t〉. (6)
By taking the ν-th derivative with respect to x on both sides of the Fourier inversion
formula in Theorem 2.4 i) we get∫
Rd
ei〈t,x〉Dνφ0,V (x) dx = (−it)νψΦ0,V (t) = (−it)νe−
1
2
〈t,V t〉.
Therefore, (6) will be satisfied if we set Pr (−φ0,V , {κν}) equal to P˜r (it, {κν}) after substi-
tuting (−1)|ν|Dνφ0,V for each power (it)ν , i.e.
Pr (−φ0,V , {κν}) = P˜r (−D, {κν})φ0,V .
As a result, using Lemma 3.1 we get
Lemma 3.3. Pr (−φ0,V , {κν}) is a polynomial multiple of φ0,V and can be written as
Pr (−φ0,V , {κν}) =
r∑
m=1
1
m!
∑
j1,...,jm
( ∑
ν1,...,νm
κν1 · · ·κνm
ν1! · · · νm! (−1)
r+2mDν1+···+νmφ0,V
)
,
where the summation is as in Lemma 3.1.
7
Example 3.4. If d = 1, then V = σ2 and
P1 (−φ0,σ2 , {κν}) (x) = κ3
6σ3
(
x3
σ3
− 3x
σ
)
φ0,σ2 (x) .
Finally, define Pr (−Φ0,Vn , κn,ν) as the finite signed measure on Rd whose density is
Pr (−φ0,Vn , κn,ν). By the Lebesgue dominated convergence theorem we have
Pr (−Φ0,V , {κν}) = P˜r (−D, {κν}) Φ0,V .
For a detailed discussion see [BR76], Chapter 7.
We can now state the desired expansion for the distribution function, known as the Edge-
worth expansion
Fn (x) = Φ0,V (x) +
s−2∑
r=1
n−r/2Pr (−Φ0,V , {κν}) (x) + o
(
n−(s−2)/2
)
, n→∞. (7)
For a more detailed argumentation see e.g. [BR76], Theorem 20.1 or [GK54], Chapter
45 for the one-dimensional case. Note that expansion (7) is only valid under an addi-
tional assumption on the distribution of the vectors Xi, i = 1, . . . , n, the so-called Crame´r
condition
lim sup
‖t‖→∞
|ψX1 (t)| < 1, (8)
which is satisfied, for example, for absolutely continuous distributions. However, for lattice
distributions (8) does not hold, and, therefore, the Edgeworth expansion in the form (7) is
not valid, and additional terms are required.
4 Edgeworth expansions for lattice triangular arrays
We now turn to lattice random vectors in more detail. First we present the main definitions
and properties of lattice distributions. We then discuss the exact form of the Edgeworth
expansion for lattice triangular arrays.
4.1 Lattice random vectors
Definition 4.1. The discrete subgroup L of Rd is called a lattice if there exist linearly
independent vectors h1, . . . , hd in L such that
L = {m1h1 + · · ·+mdhd| mi ∈ Z, i = 1, . . . , d} .
The set of vectors {h1, . . . , hd} is the basis of L. The volume of the lattice is defined as
D (L) = |Det (h1, . . . , hd)| .
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The volume is independent of the choice of the basis and is uniquely determined for
each lattice.
Definition 4.2. Let (Ω,F , P ) be a probability space. The distribution of a random vector
X on Rd is said to be a lattice distribution if there exists a x0 ∈ Rd and a lattice L such
that
P (X ∈ x0 + L) = 1. (9)
It is clear that one can find various vectors x0 and lattices such that (9) holds. Just con-
sider the possible representations for the values 0, 1 of the Bernoulli distribution. Therefore,
lattice distributions are often characterized in terms of the unique minimal lattice.
Definition 4.3. The lattice L is called the minimal lattice of X in Rd if L satisfies (9)
with some x0 ∈ Rd, and for every sublattice L′ ⊂ L
P (X ∈ y0 + L′) < 1, ∀y0 ∈ Rd.
Note that the minimal lattice has the maximal volume D (L) out of all lattices satisfying
(9).
Definition 4.4. A random vector X is called degenerate if there exists a hyperplane
H = {x : 〈a, x〉 = c}, a ∈ Rd, c ∈ R, such that P (X ∈ H) = 1.
From now on we assume that X is a nondegenerate lattice random vector, and focus
on the properties of the characteristic function of X
ψX(t) =
∑
α∈L
P (X = x0 + α) e
i〈t,x0+α〉.
Note that |ψX | is a periodic function, therefore, the Crame´r condition (8) is indeed not
satisfied. Consider the set L∗ of periods of |ψX |. Let {h1, . . . , hd} be a basis of L and
{hˆ1, . . . , hˆd} its dual basis, i.e.〈
hi, hˆj
〉
= δi,j, i, j = 1, . . . , d,
where δi,j is Kronecker’s delta. Then L
∗ is the lattice defined as
L∗ = {m12pihˆ1 + · · ·+md2pihˆd| mi ∈ Z, i = 1, . . . , d}.
By the properties of a dual basis the volume of L∗ is given by
D (L∗) =
(2pi)d
D (L)
.
Note that L∗ can also be characterized in the following way (see e.g. [BR76], Lemma 21.6)
L∗ = {t : |ψX (t)| = 1} .
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We now introduce the fundamental domain F∗ of L∗
F∗ = {t1hˆ1 + · · ·+ tkhˆd | |ti| < pi ∀j}.
volF∗ = D (L∗) .
The fundamental domain allows to partition the space Rd in the following way
Rd =
⋃
αˆ∈L∗
Cl (F∗ + αˆ) . (10)
In addition F∗ ∩L∗ = {0}, i.e. F∗ doesn’t contain any periods of |ψX |, other than 0, and,
therefore,
|ψX (t)| < 1, t ∈ F∗, t 6= 0.
This is an important property that we will often make use of in the proofs below. Finally,
we state the Fourier inversion formula for lattice random vectors.
Theorem 4.5 (Fourier inversion formula for lattice distributions). Let X be a nondegener-
ate lattice random vector in Rd with lattice L and x0 ∈ Rd, such that P (X ∈ x0 + L) = 1.
Then
P (X = x0 + α) =
D(L)
(2pi)d
∫
F∗
e−i〈t,x0+α〉ψX (t) dt,
and
(x0 + α)
ν P (X = x0 + α) =
D(L)
(2pi)d
(−i)|ν|
∫
F∗
e−i〈t,x0+α〉DνψX (t) dt, α ∈ L.
For details see [BR76], Chapter 5.21.
4.2 Local expansions
We now derive Edgeworth expansions for the point masses of a sum of triangular array
lattice random vectors. These results are used in section 4.3 to obtain expansions for the
distribution function. Supplementary lemmas, that are used in the proofs below are pre-
sented in section 4.4.
Consider a triangular array of lattice random vectors Xn,1, Xn,2, . . . , Xn,n defined on the
probability spaces (Ωn,Fn, Pn), with common minimal lattice Zd s.t.
E (Xn,1) = µn, Cov (Xn,1) = Vn, P
(
Xn,1 ∈ Zd
)
= 1 and
ρn,s+1 = E ‖Xn,1 − µn‖s+1 = O (1) , for some integer s ≥ 2,
(11)
where the sequence of positive-definite covariance matrices {Vn} converges to a positive-
definite limit matrix V . For each n ∈ N let Sn be the normalized sum
Sn =
Xn,1 + · · ·+Xn,n − nµn√
n
.
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Note that Sn is also a lattice random vector with minimal lattice L = n
−1/2Zd and
P
(
Sn ∈ −
√
nµn + L
)
= 1.
Following the notation in [BR76] we define the values attained by Sn as xα,n :=
1√
n
(α− nµn) , n ∈
N, α ∈ Zd. Set
pn (xα,n) = P (Xn,1 + · · ·+Xn,n = α) = P (Sn = xα,n) ,
qn,s = n
−d/2
s−2∑
r=0
n−r/2Pr (−φ0,Vn , {κn,ν}) ,
where κn,ν is the ν − th cumulant of Xn,1.
Theorem 4.6. Let E(C) =
{
t ∈ Rd : ‖t‖ ≤ C}, and F∗ be a fundamental domain of(
Zd
)∗
. Under conditions (11), if for all constants C > 0, s.t. F∗ \E(C) is non-empty, the
characteristic functions ψXn,1 satisfy the condition
NC := sup
{∣∣ψXn,1 (t)∣∣ : t ∈ F∗ \ E(C), n ∈ N} < 1, (12)
then
sup
α∈Zd
(1 + ‖xα,n‖s) |pn (xα,n)− qn,s (xα,n)| = O
(
n−(d+s−1)/2
)
, n→∞, (13)
and ∑
α∈Zd
|pn (xα,n)− qn,s (xα,n)| = O
(
n−(s−1)/2
)
, n→∞. (14)
Proof of Theorem 4.6. We will follow the proof of Theorem 22.1 in [BR76].
For each n ∈ N set Yi,n := Xi,n − µn, i = 1, . . . , n. Then ψY1,n (t) = ψX1,n (t) e−i〈t,µn〉
and the characteristic function of Sn can be determined as
ψSn (t) =
(
ψY1,n
(
t√
n
))n
.
Applying the inversion formulas in Theorem 4.5 we get
pn (xα,n) =
1
(2pi)d nd/2
∫
√
nF∗
ψSn (t) e
−i〈t,xα,n〉dt,
and
xβα,npn (xα,n) =
1
(2pi)d nd/2
(−1)|β|
∫
√
nF∗
e−i〈t,xα,n〉DβψSn (t) dt, (15)
where β is a non-negative integer vector with |β| ≤ s. By Theorem 2.4 and the definition
of the functions Pr (6) we have
xβα,nqn,s (xα,n) =
1
(2pi)d nd/2
(−1)|β|
∫
Rd
e−i〈t,xα,n〉Dβ
(
s−2∑
r=0
n−r/2P˜r (it, {κn,ν}) e− 12 〈t,Vnt〉
)
dt.
(16)
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Since ρn,s+1 = O (1), by Lemma 4.12 (ii), there exist a constant cˆ1 and n0 ∈ N, such
that
c1Λ
−1/2
n λ
s/(2(s−2))
n ρ
−1/(s−2)
n,s ≥ cˆ1, ∀n ≥ n0.
Set
E (cˆ1) =
{
t ∈ Rk : ‖t‖ ≤ cˆ1
}
.
Note that for all t ∈ √nE (cˆ1) the assumptions of Lemma 4.11 hold for all n ≥ n0.
Now consider the difference
∣∣xβα,n (pn (xα,n)− qn,s (xα,n))∣∣. Due to equations (15) and (16)
we have∣∣xβα,n (pn (xα,n)− qn,s (xα,n))∣∣ = 1
(2pi)d nd/2
∣∣∣∣∫√
nF∗
e−i〈t,xα,n〉DβψSn (t) dt
−
∫
Rd
e−i〈t,xα,n〉Dβ
(
s−2∑
r=0
n−r/2P˜r (it, {κn,ν}) e− 12 〈t,Vnt〉
)
dt
∣∣∣∣∣
≤ 1
(2pi)d nd/2
(I1 + I2 + I3) ,
(17)
where
I1 :=
∫
√
nE(cˆ1)
∣∣∣∣∣Dβ
[
ψSn (t)− e−
1
2
〈t,Vnt〉
s−2∑
r=0
n−r/2P˜r (it, {κn,ν})
]∣∣∣∣∣ dt
I2 :=
∫
√
nF∗\√nE(cˆ1)
∣∣DβψSn (t)∣∣ dt
I3 :=
∫
Rd\√nE(cˆ1)
∣∣∣∣∣Dβ
[
e−
1
2
〈t,Vnt〉
s−2∑
r=0
n−r/2P˜r (it, {κn,ν})
]∣∣∣∣∣ dt
We will now estimate each of these integrals separately.
By Lemmas 4.11 and 4.12 (i), there exist constants cˆ2 ans c3, such that for all nonnegative
integer vectors β, 0 ≤ |β| ≤ s, for all t ∈ √nE (cˆ1)∣∣∣∣∣Dβ
[
ψSn (t)− e−
1
2
〈t,Vnt〉
s−2∑
r=0
n−r/2P˜r (it, κn,ν)
]∣∣∣∣∣
≤ cˆ2n−(s−1)/2
(
‖t‖s+1−|β| + ‖t‖3(s−1)+|β|
)
e−
c3‖t‖2
4 ,
(18)
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Then
I1 ≤ cˆ2n−(s−1)/2
∫
√
nE(cˆ1)
(
‖t‖s+1−|β| + ‖t‖3(s−1)+|β|
)
e−
c3‖t‖2
4 dt
≤ c11n−(s−1)/2
∫
Rd
e−
c3‖t‖2
8 dt
where c11 = cˆ2 · supt∈Rd
{(
‖t‖s+1−|β| + ‖t‖3(s−1)+|β|
)
e−
c3‖t‖2
8
}
. Therefore,
I1 = O
(
n−(s−1)/2
)
, n→∞. (19)
Now let us consider I3. By Lemma 4.13
I3 ≤ c5
∫
Rd\√nE(cˆ1)
e−c3‖t‖
2/4dt
≤ c5
(
cˆ1
√
n
)−(s−1) ∫
Rd
‖t‖s−1 e−c3‖t‖2/4dt,
where the last step holds due to the Chebyshev-Markov inequality (see e.g. [Bau92], Lemma
20.1). Therefore,
I3 = O
(
n−(s−1)/2
)
, n→∞. (20)
Finally, we estimate I2. We assume that
√
nE (cˆ1) ⊆
√
nF∗, otherwise, no further cal-
culations are necessary. By Assumption (12)
sup
{∣∣ψX1,n (t)∣∣ : t ∈ F∗ \ E (cˆ1) , n ∈ N} = Ncˆ1 < 1, (21)
Since
∣∣ψYn,1∣∣ = ∣∣ψXn,1∣∣, by applying Lemma 4.14 for each n ∈ N we get
I2 ≤ ρn,|β|n|β|/2
∫
√
nF∗\√nE(cˆ1)
∣∣∣∣ψX1,n ( t√n
)∣∣∣∣n−|β| dt
= ρn,|β|n|β|/2nd/2
∫
F∗\E(cˆ1)
∣∣ψX1,n (t)∣∣n−|β| dt
≤ c12Nn−|β|cˆ1 n|β|/2+d/2, ∀n ≥ n0.
(22)
Since Ncˆ1 < 1, N
n−|β|
cˆ1
tends to zero faster than any power of 1/n, as n→∞. Therefore,
I2 = O
(
n−(s−1)/2
)
. (23)
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From equations (17), (19), (20) and (23) we get
sup
α∈L
∣∣xβα,n (pn (xα,n)− qn,s (xα,n))∣∣ = O (n−(d+s−1)/2) , n→∞, |β| ≤ s. (24)
By Jensen’s inequality
‖x‖s ≤ ds/2−1 (|x1|s + · · ·+ |xd|s) = ds/2−1
∑
β=sei,1≤i≤d
∣∣xβ∣∣ ,
where ei is the i-th unit vector. Hence, by setting β = (0, . . . , 0), β = (s, 0 . . . , 0), . . . , β =
(0, 0 . . . , s) in (24) we get the necessary relation (13).
We now consider equation (14).∑
α∈Zd
|pn (xα,n)− qn,s (xα,n)|
≤ sup
α∈Zd
[(1 + ‖xα,n‖s) |pn (xα,n)− qn,s (xα,n)|]
∑
α∈Zd
1
(1 + ‖xα,n‖s) .
By applying (13) we get
n(s−1)/2
∑
α∈Zd
|pn (xα,n)− qn,s (xα,n)| ≤ c13n−d/2
∑
α∈Zd
1
(1 + ‖xα,n‖s)
= c13n
−d/2 ∑
α∈Zd−nµn
1(
1 +
∥∥∥ α√n∥∥∥s)
(10)
≤ c13n−d/2 sup
‖ξ‖≤ 1√
n
volF∗
∑
α∈Zd
1(
1 +
∥∥∥ α√n + ξ∥∥∥s)
→
∫
Rd
1
1 + xs
dx, n→∞,
where the last integral converges if s ≥ d+ 1. Therefore, in this case, (14) follows directly
from (13). The proof of (14) in the general case follows that of Bhattacharya and Rao
pp. 233-236, dealing with the n-dependent parameters in (11) as presented above.
Remark 4.7. The main difference from the i.i.d. case in the theorem above is the uniform
condition (12). It is necessary to ensure that
∣∣ψX1,n∣∣n → 0, n → ∞ on the fundamental
domain. The question now is how restrictive this condition really is, and how applicable
the theorem is in practice. In general, its verification is not straightforward. However,
following the idea in [KorKu07], we can state a sufficient condition for it, which holds for
multidimensional and multinomial trees.
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Lemma 4.8. Let ξn,1, . . . , ξn,n ∈ Rd, n ∈ N be a triangular array of lattice random vectors
with a common minimal lattice L and support S =
{
x ∈ Rd ∣∣ px,n := P (ξn,1 = x) > 0},
|S| = m. If for each x ∈ S there exists a constant Kx > 0 such that
px,n ≥ Kx, n ∈ N,
then for all constants C > 0, s.t. F∗ \ E(C) is non-empty
NC := sup
{∣∣ψξn,1 (t)∣∣ : t ∈ F∗ \ E(C), n ∈ N} < 1, (25)
Here F∗ is the fundamental domain of L∗ and E(C) is defined as in Theorem 4.6.
Proof. Since S has a finite number of elements, define K := min {Kx, x ∈ S}. Then
ψξn,1 (t) =
∑
x∈S
ei〈t,x〉px,n =
∑
x∈S
ei〈t,x〉 (px,n −K) +
∑
x∈S
ei〈t,x〉K
=
∑
x∈S
ei〈t,x〉 (px,n −K) +Km
∑
x∈S
ei〈t,x〉
1
m
.
Set
ψ (t) :=
∑
x∈S
ei〈t,x〉
1
m
,
which is the characteristic function of a m-nomial random vector that has the same sup-
port S, but assigns an equal probability 1
m
to each attainable value. Note that ψ (t) is
independent of n and for any constant C > 0, δ (C) := |ψ (t)| < 1, for t ∈ F∗ \ E (C).
Then, since px,n ≥ Kx ≥ K, for all x ∈ S,∣∣ψξn,1 (t)∣∣ ≤∑
x∈S
(px,n −K) +Km |ψ (t)| .
=
∑
x∈S
px,n +Km (δ (C)− 1) = 1−Km (1− δ (C)) := ε (C) .
Since δ (C) < 1, we have
∣∣ψξn,1 (t)∣∣ ≤ ε (C) < 1 for all n ∈ N and t ∈ F∗\E (C). Therefore,
we have shown (25).
4.3 Expansions for distribution functions
We now follow the proof of Theorem 23.1 in [BR76] to obtain an Edgeworth expansion for
the distribution function of a sum of triangular array lattice random vectors. However, we
will first need some additional notation.
Consider the sequence of functions Sj, j ≥ 0, Sj : R → R defined by the Fourier se-
ries
Sj (x) =

(−1)j/2−1∑∞n=1 2 cos(2npix)(2npi)j , j even , j > 0
(−1)(j−1)/2∑∞n=1 2 sin(2npix)(2npi)j , j odd,
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for non-integer x ∈ R. These functions are periodic with period 1. Sj is continuous for
j ≥ 2, right-continuous for j = 1 and S ′j+1 (x) = Sj (x), j ≥ 0 for all non-integer values x.
Sj can be determined by the j-th Bernoulli polynomial, for example
S1(x) = x− 1
2
,
S2(x) =
1
2
(
x2 − x+ 1
6
)
, 0 ≤ x < 1.
Due to periodicity, for all non-integer x
S1(x) = x− bxc − 1
2
.
Analogously, expressions can be found for the other Sj, j ≥ 0.
In the following let α ∈ Rd be a nonnegative integer vector and x ∈ Rd. Define Sα (x) :
Rd → R as
Sα (x) = Sα1 (x1) · · ·Sαk (xd) . (26)
For more details see [BR76], Chapter A.4.
Theorem 4.9. Under the conditions of Theorem 4.6, the distribution function of Sn sat-
isfies
sup
x∈Rd
∣∣∣∣∣∣P (Sn ≤ x)−
∑
|α|≤s−2
n−|α|/2 (−1)|α| Sα
(
nµn +
√
nx
)
(DαΦ0,Vn) (x)
− n−1/2
∑
|α|≤s−3
n−|α|/2 (−1)|α| Sα
(
nµn +
√
nx
)
(DαP1 (−Φ0,Vn , {κn,ν})) (x)
− · · · − n−(s−2)/2Ps−2 (−Φ0,Vn , {κn,ν})
∣∣ = O (n−(s−1)/2) ,
(27)
where the functions Sα are defined as in (26).
Proof. Let
P (Sn ≤ x) =
∑
α∈Zd: xα,n≤x
pn (xα,n)
and
Qn,s (x) :=
∑
α∈Zd: xα,n≤x
qn,s (xα,n)
Since by equation (14)
|P (Sn ≤ x)−Qn,s (x)| ≤
∑
α∈Zd: xα,n≤x
|pn (xα,n)− qn,s (xα,n)|
≤
∑
α∈Zd
|pn (xα,n)− qn,s (xα,n)|
= O
(
n−(s−1)/2
)
,
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it remains to show (27) with P (Sn ≤ x) replaced by Qn,s (x). We will apply the general-
ized Euler-Maclaurin summation formula (Theorem 4.15) to prove the latter statement. In
Theorem 4.15 set r = s−1, h = 1√
n
, vn = −
√
nµn and fn =
∑s−2
r=0 n
−r/2Pr (−φ0,Vn , {κn,ν}).
Due to the representation of Pr (−φ0,Vn , {κn,ν}) in Lemma 3.3, fn is a Schwartz function
(see (33)) for each n ∈ N.
In this setting Fn =
∑s−2
j=0 n
−j/2Pj (−Φ0,Vn , {κn,ν}) and
Qn,s (x) =
∑
α∈Zd: xα,n≤x
qn,s
(
α− nµn√
n
)
= hd
∑
α∈Zd: hα+vn≤x
f (hα + vn) .
Then by Theorem 4.15, for every m > d/2∣∣∣∣∣∣Qn,s (x)−
∑
j(α)<s−1
(−1)|α| h|α|Sα
(
x− v
h
)
(DαFn) (x)
∣∣∣∣∣∣
=
∣∣∣∣∣∣Qn,s (x)−
∑
j(α)<s−1
(−1)|α| n−|α|/2Sα
(
x
√
n+ µnn
)
Dα
(
s−2∑
j=0
n−j/2Pj (−Φ0,Vn , {κn,ν})
)
(x)
∣∣∣∣∣∣
≤ c (s− 1,m, d)
∑
s−1≤|γ|≤d(s−1)
n−|γ|/2 sup
x∈Rd
((
1 + ‖x‖2)m/2 |Dγfn (x)|)
(28)
Since the right-hand side of (28) is independent of x by taking the supremum on both sides
we get
sup
x∈Rd
∣∣∣∣∣∣Qn,s (x)−
∑
j(α)<s−1
(−1)|α| n−|α|/2Sα
(
x
√
n+ µnn
)
×(Dα
s−2∑
j=0
n−j/2Pj (−Φ0,Vn : κn,ν)) (x)
∣∣∣∣∣
≤ c (s− 1,m, d)
∑
s−1≤|γ|≤d(s−1)
n−|γ|/2 sup
x∈Rd
((
1 + ‖x‖2)m/2 |Dγfn (x)|)
≤ c (s− 1,m, d)n−(s−1)/2
∑
s−1≤|γ|≤d(s−1)
sup
x∈Rd
((
1 + ‖x‖2)m/2 |Dγfn (x)|) .
(29)
As in the proof of Lemma 4.12, there exists a constant c14 s.t.
e−
1
2〈x,V −1n x〉 ≤ e− 12 c14‖x‖2 .
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In addition κn,ν = O (1) for |ν| ≤ s, Det(Vn) = O (1) and, therefore, by Lemma 3.3
sup
x∈Rd
((
1 + ‖x‖2)m/2 |Dγfn (x)|) = O (1) , n→∞,
for all γ s.t. s− 1 ≤ |γ| ≤ d(s− 1). Relation (29) now becomes
sup
x∈Rd
∣∣∣∣∣∣Qn,s (x)−
∑
j(α)<s−1
(−1)|α| n−|α|/2Sα
(
x
√
n+ µnn
)
×Dα
(
s−2∑
j=0
n−j/2Pj (−Φ0,Vn , {κnν})
)
(x)
∣∣∣∣∣
= O
(
n−(s−1)/2
)
.
Since |α| > j (α) for all α ∈ Rd we get the necessary relation (27) by omitting from the
above expansion all terms of order n−j/2, j ≥ s− 1, and keeping in mind that the involved
cumulants are bounded.
Remark 4.10. Note that the Edgeworth expansion for absolutely continuous distributions
(7) is an expansion in powers of n−1/2 in the classical sense, i.e. with constant coefficients.
In the case of lattice distributions, on the other hand, we have expansion with bounded
coefficients (see [DD04] or [M09]).
4.4 Supplementary results
We now present some additional lemmas and theorems used in the proofs above.
Lemma 4.11. Let P be a probability measure on Rd with zero mean, positive-definite
covariance matrix V , and finite s-th absolute moment ρs for s ≥ 3. Then there exist two
positive constants c1, c2, s.t. for all t ∈ Rd satisfying
‖t‖ ≤ c1n1/2Λ−1/2λs/(2(s−2))ρ−1/(s−2)s ,
where Λ and λ are the largest and smallest eigenvalue of V , one has∣∣∣∣∣Dα
[
ψnP
(
t√
n
)
− e− 12 〈t,V t〉
s−3∑
r=0
n−r/2P˜r (it, {κν})
]∣∣∣∣∣
≤ c2Λ
|α|/2λ−s/2ρs
n(s−2)/2
[
〈t, V t〉(s−|α|)/2 + 〈t, V t〉(3(s−2)+|α|)/2
]
e−
1
4
〈t,V t〉.
Proof. Let B be a symmetric positive-definite matrix, such that B2 = V −1. Define
ηs =
∫
Rd
‖Bx‖s P (dx).
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Since ‖B‖ = ∥∥V −1/2∥∥ = λ−1/2, where λ is the smallest eigenvalue of V , and ‖Bx‖ ≤
‖B‖ · ‖x‖, we have
ηs ≤ λ−s/2ρs.
The statement of the lemma follows from [BR76], Theorem 9.10 and the remark on p. 83.
The matrix norms above are the induced euclidean norms.
Lemma 4.12. Let {Vn} be a sequence of matrices that converges to a positive-definite
matrix V . Then the following statements hold.
(i) There exist positive constants c3, c4 and n0 ∈ N, such that
c3 ‖t‖2 ≤ 〈t, Vnt〉 ≤ c4 ‖t‖2 , ∀n ≥ n0,∀t ∈ Rk.
(ii) If Λn and λn are the smallest and largest eigenvalues of Vn, then
Λn, λ
−1
n = O (1) , n→∞.
Proof. (i) Since V is symmetric,
λ ‖t‖2 ≤ 〈t, V t〉 ≤ Λ ‖t‖2 , ∀t ∈ Rd,
where λ > 0 and Λ > 0 are the smallest and largest eigenvalue of V .
〈t, Vnt〉 = 〈t, Vnt〉 − 〈t, V t〉+ 〈t, V t〉
=
k∑
i,j=1
titj
(
v
(n)
ij − vij
)
+ 〈t, V t〉 (30)
Since Vn converges to V , ∀ε > 0 ∃nε, s.t. ∀n ≥ nε
−ε ≤ v(n)ij − vij ≤ ε,
and from (30) we have
(−ε+ λ) ‖t‖2 ≤ 〈t, Vnt〉 ≤ (ε+ Λ) ‖t‖2 .
(ii) Since ‖Vn‖ = Λn and ‖V −1n ‖ = 1λn , the sequences {Λn} and
{
1
λn
}
converge to Λ and
1
λ
, respectively.
Lemma 4.13. Under the conditions (11), for any nonnegative integral vector β, 0 ≤ |β| ≤
s, there exist a constant c5 and n0 ∈ N, such that∣∣∣∣∣Dβ
[
e−
1
2
〈t,Vnt〉
s−2∑
r=0
n−r/2P˜r (it, {κn,ν})
]∣∣∣∣∣ ≤ c5e−c3‖t‖2/4, ∀n ≥ n0,
where c3 is as in Lemma 4.12 (i).
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Proof.∣∣∣∣∣Dβ
[
e−
1
2
〈t,Vnt〉
s−2∑
r=0
n−r/2P˜r (it, {κn,ν})
]∣∣∣∣∣ ≤
s−2∑
r=0
n−r/2
∣∣∣Dβ [P˜r (it, {κn,ν}) e− 12 〈t,Vnt〉]∣∣∣ . (31)
By applying the product rule, the derivatives in the above equation can be represented as
Dβ
[
P˜r (it, {κn,ν}) e− 12 〈t,Vnt〉
]
=
∑
0≤α≤β
c (α)DαP˜r (it, {κn,ν})Dβ−αe− 12 〈t,Vnt〉
By Lemmas 2.10 (i), (ii) and 4.12 (i) we get∣∣∣Dβ−αe− 12 〈t,Vnt〉∣∣∣ ≤ c6 (1 + ‖t‖|β−α|) e−c3‖t‖2/2.
By Lemma 3.1, P˜r (it, {κn,ν}) is a polynomial of degree 3r. Since ρn,s+1 ∈ O(1), by Lemma
9.5 in [BR76] for 0 ≤ |α| ≤ 3r, r = 0, . . . , s− 2∣∣∣DαP˜r (it, {κn,ν})∣∣∣ ≤ c7 (1 + ρr(s−3)/(s−2)n,2 )(1 + ‖t‖3r−|α|) ρr/(s−2)n,s
≤ c8
(
1 + ‖t‖3r−|α|
)
,
starting from some n ∈ N. Therefore,∣∣∣∣∣Dβ
[
e−
1
2
〈t,Vnt〉
s−2∑
r=0
n−r/2P˜r (it, {κn,ν})
]∣∣∣∣∣ ≤ c9e−c3‖t‖2/2
s−2∑
r=0
n−r/2
×
∑
0≤α≤min{β,3r}
(
1 + ‖t‖|β−α| + ‖t‖3r−|α| + ‖t‖3r−|α|+|β−α|
)
≤ c10e−c3‖t‖2/4, ∀n ≥ n0,
where the last inequality holds, since any polynomial multiplied by e−c3‖t‖
2/4 is bounded.
Lemma 4.14. Let X1, . . . , Xn ∈ Rd be i.i.d. random vectors with zero mean and finite
s-th moment ρs, and Sn =
1√
n
∑n
i=1Xi. Then for any nonnegative integral vector β ∈ Rd,
|β| ≤ s ∣∣DβψSn (t)∣∣ ≤ ρ|β|n|β|/2(ψX1 ( t√n
))n−|β|
, t ∈ Rd.
Proof. By the Leibniz’ formula for differentiation of a product of n functions DβψSn (t) =
Dβ
(
ψX1
(
t√
n
))n
can be expressed as a sum of n|β| terms of the form(
ψX1
(
t√
n
))n−r r∏
j=1
Dβj
(
ψX1
(
t√
n
))
, (32)
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where 1 ≤ r ≤ |β|, β1, . . . , βr are nonnegative integer vectors s.t. |βj| ≥ 1 for 1 ≤ j ≤
r,
∑r
j=1 βj = β. By Theorem 2.6 and Lemma 2.10 (iii) each of the derivatives in the
product above can be bounded by∣∣∣∣Dβj (ψX1 ( t√n
))∣∣∣∣ ≤ n−|βj |/2E ∣∣∣Xβj1 ∣∣∣
≤ n−|βj |/2ρ|βj |.
As a result
r∏
j=1
∣∣∣∣Dβj (ψX1 ( t√n
))∣∣∣∣ ≤ n−(|β1|+···+|βr|)/2ρ|β1| · · · ρ|βr|
≤ n−|β|/2ρ(|β1|+···+|βr|)/|β||β| = n−|β|/2ρ|β|,
where the last inequality holds since ρ
1/s
s is a non-decreasing function (Lemma 6.2(ii),
[BR76]). Therefore, taking into account that
∣∣∣ψX1 ( t√n)∣∣∣ ≤ 1 and n− r ≥ n− |β|, we get
∣∣DβψSn (t)∣∣ ≤ n|β| ∣∣∣∣ψX1 ( t√n
)∣∣∣∣n−r r∏
j=1
∣∣∣∣Dβj (ψX1 ( t√n
))∣∣∣∣
≤ ρn,|β|n|β|/2
∣∣∣∣ψX1 ( t√n
)∣∣∣∣n−|β| .
4.4.1 The generalized Euler-Maclaurin summation formula
In the proof of the Edgeworth expansion for distribution functions we make use of the
following version of the Euler-Maclaurin formula for an integral representation of multidi-
mensional sums (see [BR76], Theorem A.4.3).
Consider the Schwartz space S on Rd of functions all of whose derivatives are rapidly
decreasing, i.e f ∈ S iff f is infinitely differentiable and
sup
x∈Rd
∣∣xβ (Dαf) (x)∣∣ <∞ (33)
for all pairs of nonnegative integer vectors α, β.
Theorem 4.15 (Generalized Euler-Maclaurin Formula). Let f ∈ S, v ∈ Rd, and h > 0,
and let r be a positive integer. Define
Λr (x) =
∑
j(α)<r
(−1)|α| h|α|Sα
(
x− v
h
)
(DαF ) (x) , (34)
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where F is defined as
F (x) =
∫ x1
−∞
· · ·
∫ xd
−∞
f (y) dy, x ∈ Rd,
and for any nonnegative integer vector α ∈ Rd
j (α) =
∑
αj≥2
(αj − 1) , j (α) = 0, if αj < 2 ∀j.
For every m > d/2 there exists a constant c (r,m, d) such that for all Borel sets A∣∣∣∣∣hd ∑
v+hn∈A
f (v + hn)−
∫
A
dΛr
∣∣∣∣∣ ≤ c (r,m, d) ∑
r≤|γ|≤dr
h|γ|νm (Dγf) , (35)
where νm is
νm (φ) = sup
{(
1 + ‖x‖2)m/2 |φ (x)| : x ∈ Rd} .
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