Abstract. Motivated by complex oriented theories we de ne A-equivariant formal group laws for any abelian compact Lie group A, show there is a representing ring for them, and begin the investigation of it. We examine a number of topological cases, including K-theory in some detail.
Introduction
The purpose of this article is to formulate and study the notion of equivariant formal group law appropriate for understanding orientable complex stable equivariant cohomology theories E A ( ), at least when the compact Lie group A of equivariance is abelian.
The aim is to understand cohomology theories which behave in a simple way on complex vector bundles, and hence give rise to a good theory of characteristic classes. In particular we want to understand tom Dieck's homotopical equivariant complex bordism 5]. Bordism is universal amongst such theories in a topological sense 13], and non-equivariantly Quillen showed its coe cient ring is the Lazard ring, which is universal in the algebraic sense. This possibility is more seductive equivariantly, since so little is known about the coe cient ring of equivariant bordism. In 8] an equivariant version of Quillen's theorem is proved, but without making the structure of the equivariant Lazard ring explicit.
Since we work with an abelian group A, all complex representations are one dimensional, and it is enough to consider line bundles. Line bundles are classi ed by the A-space C P 1 of lines in a complete A-universe, so we study E A (C P 1 ), endowed with all the structure inherited from C P 1 . Since C P 1 is a space, E A (C P 1 ) is a ring, the tensor product of line bundles makes C P 1 into an abelian group object in the homotopy category, so (when we have a K unneth isomorphism) E A (C P 1 ) is a cogroup object, and nally, since one can tensor a line bundle with any one dimensional representation, C P 1 has an action of the dual group A , giving rise to an action of A on E A (C P 1 ).
To ensure the additive structure is reasonable, we restrict attention to oriented complex stable theories. Cole has shown 3] that this condition ensures that E A (C P (V )) is well behaved. In the non-equivariant case the ring structure is then necessarily that of a truncated polynomial ring, but equivariantly this is too much to ask. However the Splitting Theorem 3, 4] shows that for any complete ag V 1 V 2 V 3 V n = V in V the corresponding ltration of E A (C P(V )) splits additively, as a direct sum of copies of E A , with basis elements 1; y(V 1 ); y(V 2 ); : : : ; y(V n?1 ) constructed from the orientation, using the A -action and the ring structure.
Thus an A-equivariant formal group law over a commutative ring k is a topological kHopf algebra R together with a coaction of A and special elements y( ) (related by the 1 coaction as the notation suggests) so that R=(y( )) = k for all , and so that R is complete (V ) the Thom class giving a complex stable structure.
(V ) the pullback of (V ) along S 0 ?! S V .
e(V ) the strict Euler class de ned by a complex orientation.
2. The classifying space for line bundles For each complex representation V we may form the A-space C P(V ) of complex lines in V . It is sometimes useful to consider the representation V z of A T, and then C P(V ) = S(V z)=T.
Indeed C P de nes a functor from the category of vector spaces and injective maps to the category of topological spaces and injective maps. Thus, in particular, if W V we have a pair (C P(V ); C P (W)). For example, if W is one dimensional, C P(W) is a point, so that a one dimensional subspace of V speci es a basepoint of C P (V ): this is signi cant because basepoints may lie in di erent components of the xed point set. At the other extreme, if is one dimensional one may verify there is a co bre sequence 2.1.
C P (V ) ?! C P(V ) ?! S V ?1 :
We remark that, as an A-space, V is isomorphic to V , so that the co bre may also be described as the Thom space of V , as is often done when discussing Thom isomorphisms.
The A-invariant complex lines are exactly the subrepresentations of V , so it is easy to see that 2.2. For convenience we take U = L k 0 L 2A as our complete A-universe and we de ne C P 1 = C P (U), with its topology as a colimit of its subspaces C P(V ) with V nite dimensional. It is also convenient to let C P 1 W = S k 0 C P (kW), so that C P 1 is an A-xed in nite complex projective space. Lemma 2.3. The A-space C P 1 classi es line bundles.
C P(V )
Tensor product of line bundles is commutative and associative up to coherent isomorphism, and has as a unit, and we shall constantly use the represented counterpart.
Corollary 2.4. The A-space C P 1 is an abelian group object up to homotopy, and the inclusion of xed points is a group homomorphism.
We have seen (C P 1 ) A = C P (U) A = a C P (U ) = A C P 1 :
It is important to make explicit the map i : A C P 1 ?! C P 1 ( ; W) 7 ?! W: This map of abelian groups is absolutely fundamental to our analysis.
Note also that since C P 1 is connected, there is a unique homotopy class A ?! (C P 1 ) A splitting the natural augmentation (C P 1 ) A ?! A , and it is a group homomorphism. In particular A acts on C P 1 through A-maps, by L = L. To We may generate many other elements from an orientation. Firstly, pulling back along the action ?1 : (C P 1 ; C P ( )) ?! (C P 1 ; C P( )) we have x( ) 2 E A (C P 1 ; C P( )). To avoid confusion later, we write l = ( ?1 ) ; thus, in particular, x( ) = l x( ). Taking external direct products, if V = 1 n we obtain x(V ) = x( 1 )
Here the product is de ned by pulling back the external cup product along the map : (C P(V W Z); C P (V W)) ?! (C P (V Z); C P (V )) (C P(W Z); C P (W)) de ned by (v : w : z) 7 ?! ((v : z); (w : z)). Forgetting the subspace, x(V ) de nes an element y(V ) 2 E A (C P 1 ) which restricts to zero on C P(V ). It turns out that the pair (C P(V W); C P(V )) de nes a short exact sequence 0 ? E A (C P(V )) ? E A (C P (V W)) ? E A (C P(V W); C P(V )) ? 0:
In particular y( ) is the image of x( ), and, since the restriction turns out to be injective, either one determines the other. It is clear that y(0) = 1, that y(V W) = y(V )y(W), and that ( ?1 ) y(V ) = y(V ). Thus all the elements y(V ) can be obtained from y( ) using the action of A and the multiplication.
To obtain a topological additive basis of E A (C P 1 ) we choose a complete ag F = (V 0 V 1 V 2 ); so that dim C (V i ) = i, and S i 0 V i = U . Associated to any such complete ag F we have the sequence 1 ; 2 ; : : : of subquotients i = V i =V i?1 , so that V n = 1 n , and y(V n ) = y( 1 )y( 2 ) y( n ). The basis only depends on the isomorphism classes of the sequence V n , so the important structure is represented by the path 1 ; 2 ; 3 ; : : : in the rst orthant, N A . We also allow the use of ags in other complete universes, since none of the relevant structure depends on our identi cation of universes. We sometimes speak loosely as if the path were equivalent to the ag. The condition that F is a complete ag is simply that for each k, the path eventually enters the monoid-ideal generated by V = (V ) for each nite dimensional representation V . We use the notation kffy i ji 2 Igg to denote the product Q i2I k where y i is the characteristic function of the ith factor. The Splitting Theorem of 3, 4] is the appropriate substitute for the collapse of the AtiyahHirzebruch spectral sequence in the non-equivariant case. Similar results hold for products of copies of C P 1 , in the sense that the K unneth theorem holds with completed tensor products.
Proof: We argue by induction that E^(C P 1 ; C P (0)) splits as a wedge, and that F((C P 1 ; C P(0)); E) is the corresponding product. The co bre sequence (S ?1 n+1 ; ) = (C P(V n+1 ); C P(V n )) ?! (C P 1 ; C P(V n+1 )) ?! (C P 1 ; C P(V n ))
gives a split exact sequence in homology or cohomology: the splitting is given by x(V n+1 ). This is equally true if C P 1 is replaced by C P (U) whenever V n+1 U. The result follows by passage to limits.
Evidently this theorem gives a means for expressing the cup product, the map induced by tensor product, and the action induced by the action of A , using collections of elements of the coe cient ring E A . This lets us describe the coarsest features of the maps by identifying the leading terms. We consider higher terms in Section 12 below. Proof: By induction it su ces to prove the special case when V = is one dimensional. In this case y( ) = e( ?1 j+1 ) mod y( j+1 ), and the result follows.
Of course if V contains j+1 the displayed coe cient is zero. Later we consider the higher terms in some detail.
Our next task is to provide a good supply of examples (Sections 6 to 10). We will then give the formal de nition and give tools for calculation.
6. Equivariant K-theory. This is one of the few cases where calculations are easy. In fact, Bott periodicity shows Ktheory is complex stable, and that we may work entirely in degree 0. Thus the coe cient ring K A = R(A) is the complex representation ring. There is a severe danger of confusion here: the coe cient ring R(A) acts on K A (X) for any X. On the other hand, when X = C P 1 we have an action of A via ring homomorphisms: this is quite di erent from the action of A R(A). To minimize confusion, recall that we write l x for the image of the cohomology class under the action of 2 A so that l = ( ?1 ) . This is certainly a case where an equivariant approach is appropriate, since
The point here is that the based co bre sequence S(V ) + ?! D(V ) + ?! S V gives rise to Gysin sequence. By Bott periodicity, it takes the form
? R(A) z; z ?1 ] ? :
which is a regular element. Thus
Either by the completion theorem, or simply by passage to inverse limits, we see that
Now observe that y = 1 ? z is an orientation; K-theory is unusual in that this has nite degree in z. To verify it is indeed an orientation, we note that 1 ? z makes sense as an element of K A (C P(V )) for any V , and that 1 ? z visibly generates the kernel of
The element z, regarded as an element of K A (C P(V )), is the canonical line bundle over C P(V ), so it is easy to identify the A action: l z = z. Since the action is through ring homomorphisms, y( ) = l (1 ? z) = 1 ? z.
Next, we specialize to case A is nite and V is the regular representation, and we let = (C A z) = Q (1 ? z ). There is a straightforward and standard way to adapt the discussion to an arbitrary abelian compact Lie group A. The inclusion i : A C P 1 ?! C P 1 induces a map
We have chosen coordinates so that the th component is induced by completing the identity map of R(A) z] with respect to in the domain and (1? z) in the codomain, as is legitimate since (1? z) divides . Note in particular that i is injective, since the same primes contain the product and the intersection of the ideals (1 ? z). It is also not hard to see that if we invert all the Euler classes ( ) = 1 ? that the ideals become coprime. Thus if we invert the Euler classes before completion, we obtain an isomorphism by the Chinese Remainder Theorem.
Working modulo all Euler classes, we see that 1 ? z = 1 ? z, so that i is the diagonal inclusion. If we complete at the augmentation ideal the components of i are each isomorphisms.
7. The equivariant approach. This is a class of examples generalizing equivariant K-theory, and certainly including equivariant complex bordism and related theories.
It often happens that there is an A T-equivariant form of the cohomology theory, so that E A T (X) = E A (X=T) when X is T-free. In this case we have E A (C P(V )) = E A T (S(V z)); just as for K-theory. We also have a completion theorem in this context, stating E A (C P 1 V ) = (E A T )^ (V z) : Because we are only considering the cohomology of the single in nite sphere S(1(V z)), the completion theorem only requires complex stability, and not highly structured ring and module technology. The most naive form of the statement would involve local homology, but the calculation 4.3 shows this reduces to the classical completion.
We still nd that if V = 1 n , then (V z) = ( 1 z) ( 2 z) ( n z):
Thus, (with the same adaptions to the in nite case as for K-theory) the inclusion i : A C P 1 ?! C P 1 induces a map i :
where = Q ( z). The map i is again injective, and the analogue in which Euler classes (V ) with V A = 0 are inverted before completion, is an isomorphism. We have an action of A on C P 1 , and hence on the completion of E A T . It can be rather useful to know the action exists before completion. In fact the group A acts on the group A T by the formula (a; z) = (a; (a)z): This induces an action of A on the cohomology theory E A T ( ). Since composition with : U z ?! U z takes a subspace V z of U to V z, we see that the action on E A T (S(U z)) is the same as that on E A (C P 1 ) discussed earlier.
Borel cohomology.
If E is any non-equivariant complex oriented theory we may consider the associated Borel cohomology:
b(E) A (X) = E (EA G X): Since A acts trivially on H (S V ) if V is a complex representation, a Serre spectral sequence argument shows that this is a complex stable theory, and a complex stable structure is provided by choosing Thom classes. Any class inb(E) A (C P 1 ) restricting to a generator of b(E) A (S 2 ) is automatically a complex orientation.
These examples are special because E A is already complete at the ideal I generated by the Euler classes. This means as expected that the associated formal group law is essentially the nonequivariant formal group law with its base extended.
We may consider ordinary Borel cohomology with integer coe cients. From the equivariant point of view of Section 7 or otherwise, we see that b(H) A (C P 1 ) = H (A) H (BS 1 ). Choosing an orientation c we nd this is H (A) c]. Furthermore H 2 (BA) = A , and we have e( ) = . It turns out that this gives an additive formal group law. We shall see that the fact that Euler classes are Z-torsion for nite A is a necessary consequence. where S 1 = S V A =0 S V as before. It follows that for any A-space X, the inclusion X A ?! X is a cohomology isomorphism (since the cohomology of any non-xed cell is zero). This applies to X = C P 1 , with (C P 1 ) A = A C P 1 , where the multiplication comes from the group structure in A and C P 1 . Thus
We should explain the notation: if k is a cogroup in the category of rings, we use the notation k A for the object which is a product Q k as a ring, but where the coproduct combines that of k with the group operation on A . This should not be confused with the group ring k A]. More explicitly, if we choose a coordinate y
and the coproduct is determined by the group structure of A and its e ect on the generator y . More generally, 2.2 shows that
so it is easy to understand orientations, x = x( ) = (x ) . An element (f (y )) 2 E A (C P 1 )
gives an element of E A (C P 1 ; C P( )) if f (y ) has zero constant term. To give a generator of E A (C P ( ); C P( )) the coe cient of y must be a unit. Finally, to give a generator of E A (C P( ); C P ( )) the constant term in f (y ) must be a unit. Thus, if Euler classes are given, an orientation is speci ed by (i) a classical orientation of the classical formal group law E A (C P 1 ) and (ii) for each 6 = , an arbitrary power series g (y ) so that f (y ) = e( ) + y g (y ) .
The simplest orientation is x = (y ; ( ( )) 6 showing that M(A) = M(K) A=K and that restriction gives an isomorphism M(A) = M(K) A=K . Applying a similar argument to subgroups, we see that M is the Mackey functor associated to an A-module by M(B) = B . Furthermore, the discussion of the case above shows that it too is very restricted.
11. The definition. We are now ready to give the de nition of an A-equivariant formal group law. As usual, the word law refers to the fact that the de nition is relative to a particular orientation.
The de nition is motivated by the fact that C P 1 is an abelian group object (so that E A (C P 1 ) has a product and a coproduct) and the inclusion of A =` C P( ) ?! C P 1 is a group homomorphism. There is also an axiom encoding some of the special properties of the orientation element.
De nition 11. By contrast with the classical case, the underlying ring R is not always a power series ring. We shall show in Section 13 that a choice of a complete ag in our universe gives rise to an additive basis of R. Once we have such a basis, we may make calculations, and we develop the necessary machinery for this. The abstract fruit of this is that there is a universal ring for equivariant formal group laws.
Example 11.2. (i) If E A ( ) is a complex oriented theory, we may obtain an A-equivariant formal group law by taking k = E A , R = E A (C P 1 ) and y( ) to be constructed from the orientation.
(ii) A 1-equivariant formal group law is a formal group law in the classical sense. (iii) Any formal group law over k gives an A-equivariant formal group law over k by taking the map to be the composite of the counit and the diagonal k ?! k A .
12. The definition relative to a flag. The de nition is motivated by the topological case, in which we may choose a particular ag and express all available structure with respect to the resulting basis. This idea comes from the rst author's thesis 3], where it is applied to the case of a cyclic group, and the obvious type of periodic complete ag. We nd it essential to have the exibility to discuss bases arising from di erent ags, and have used completely di erent notation from 3] to avoid confusion, since our indexing conventions are di erent. In particular we view y(V i ) as having a superscript, and use the summation convention to determine the position of decorations in other notation.
Thus the product structure takes the form y(V i )y(V j ) = This structure is required to be continuous so that we have the following.
Continuity conditions:
1. for xed i; s the coe cients b i;j s are zero for j su ciently large, and similarly with i and j exchanged, 2. for xed ; s the coe cients d( ) i s are zero for i su ciently large, and 3. for xed s; t the coe cients f i s;t are zero for i su ciently large. One may go on to identify leading terms, but rst we list the formal properties. The continuity conditions are necessary in some of them to ensure the sums are nite. We have resisted the temptation to write them out explicitly, but the reader is encouraged to do this at least once. (R) that the ring is 1. commutative, 2. associative, and 3. unital; (A) that the action is 1. through ring homomorphisms, 2. associative, and 3. unital; (T) that the tensor product is 1. through ring homomorphisms, 2. equivariant in the sense that t l = (l ^ l ) t, 3 . commutative, 4. associative and 5. unital. There are also two normalization conditions (Flag) y( j+1 )y(V j ) = y(V j+1 ). (Ideal) For each i, the ideal (y(V i )) has additive topological basis y(V i ); y(V i+1 ); y(V i+2 ); : : :.
For the abstract de nition, some more notation is convenient.
Notation 12.1. Given a ring k and a complete ag F we write kffFgg = kff1; y(V 1 ); y(V 2 ); gg: De nition 12.2. An (A; F)-formal group law over a commutative ring k is a topological ring kffFgg with a coproduct and a continuous action of A satisfying Conditions (R), (A), (T), (Flag), and (Ideal). We also refer to this as an A-equivariant formal group law relative to the ag F. Remark 12.4. As in the non-equivariant case one may also give a fully coordinate free de nition (i.e. a de nition without specifying the orientation y( )): this gives the notion of an equivariant formal group. We defer further discussion to 7].
Comparison
We shall show that an A-equivariant formal group law together with a ag F is equivalent to an (A; F)-formal group law. This gives a means for calculation with A-equivariant formal group laws. It also proves that an (A; F)-formal group law is essentially independent of the ag F; later we give formulae showing how the structure constants for an (A; F)-formal group law are related to those of an (A; F 0 )-formal group law.
Lemma 13.1. An (A; F)-formal group law kffFgg is an A-equivariant formal group law Proof: For simplicity assume F begins with . We take R = kffFgg, and use the elements y( ) = l y( ) as the notation suggests. Now de ne by Formula 3 (iii) of 11.1. Since F is a complete ag, kffFgg is -complete. The comultiplication is explicitly present in our formulation, and required to have the properties stated in Part 1 of 11.1.
First observe that kffFgg=(y( )) = k: it is clear that y(V 1 ); y(V 2 ); : : : lie in the ideal (y( )), and our Condition (Ideal) shows that they also span it. Condition 3 (ii) of 11.1 follows for arbitrary by applying l .
We show y( ) is regular. Note that 1; y(V 2 = ); y(V 3 = ); : : : gives a splitting of the map kffFgg y( ) ?! (y( )), so that it su ces to show that kffFgg is topologically spanned as a kmodule by these elements. This can be done by adapting the proof of Lemma 13.2 below. Condition 3 (i) follows for arbitrary by applying l .
We de ne : kffFgg ?! k A by taking (r)( ) to be the constant coe cient in l (r). This is a continuous map of rings since l is. Condition 2 of 11.1 follows from the equivariance of the coproduct. Finally, Condition 3 (iv) is given by taking the coe cients of 1 kffFgg in (l 1) t y( ) = t l y( ): it is y( ) by the counital condition. Proof: The main point is to show that if we choose a complete ag F, the elements 1; y(V 1 ); y(V 2 ); : : : form a topological basis. Indeed, the elements y(V i ) de ne a continuous function : kffFgg ?! R of k-modules, and we claim it is an isomorphism. This will immediately de ne the ring structure satisfying (R), and the coproduct structure. The action l is given by the composite R ?! R^ R ?! k A R 1 ?! f g R:
It is easy to verify that this is an action and that the coproduct is equivariant. Surjectivity of follows by approximating elements of R by a convergent series in the image This shows that kffFgg does not depend in an essential way on the ag F, so we allow ourselves to write kffFgg = kffUgg. We extend this notation to nite dimensional subspaces V U by taking kffV gg = kffUgg=(y(V )). Finally, we may extend it to in nite dimensional subspaces U 0 U by taking kffU 0 gg to be the inverse limit of the rings kffV 0 gg with the inverse limit topology. There is then an induced map res U U 0 : kffUgg ?! kffU 0 gg. We also have a commutative square 13.3. kffUgg ?! kffU 0 gg l # # l kffUgg ?! kffU 0 gg: 14 . The representing ring It is immediate that an (A; F)-formal group law is uniquely speci ed by structure constants b i;j s ; d( ) i s and f i s;t satisfying the continuity conditions, and so that kffFgg satis es Conditions (R), (A), (T), (Flag), and (Ideal). We now want to form the representing ring L A (F) for (A; F)-formal group laws, as the Z-algebra with generators b i;j s ; d( ) i s and f i s;t subject to the relations implied by these conditions. The remaining obstacle is that we must show the continuity conditions can be given by uniform formulae.
By way of motivation, consider the topological case. Various vanishing conditions result from the fact that y(V ) generates the ideal of elements restricting to zero on C P(V ).
(VRs) The product y(V 0 )y(V 00 ) is zero on restriction to C P(V 0 ) or C P(V 00 ) (VAs) l y(V ) = y(V ) vanishes on restriction to C P(V ) (VTs) The coproduct t y(V ) is zero on restriction to C P (W 1 ) C P (W 2 ) if C P (W 1 ) C P (W 2 ) maps into C P(V ) up to homotopy. A su cient condition for this is given in terms of the dimensions of the xed point sets by the CW-approximation theorem. We require that the inequality dimC P(W 1 ) B + dimC P (W 2 ) B dimC P (V ) B holds for all subgroups B A. It is easy but unilluminating to express this in terms of the representations V; W 1 and W 2 .
The reader should now make explicit the vanishing of structure constants these conditions imply in the topological case. For b i;j s and d( ) i s the answer is precisely as in the following proposition. For the tensor product it states that the coe cient f i s;t is zero if dimC P(V s+1 ) B +dimC P (V t+1 ) B dimC P(V i ) B holds for all subgroups B A. Since any xed estimate su ces for our purpose we shall be satis ed with a cruder one. Proof: Note that (VR) is equivalent to (Ideal): indeed, it is clear by (Flag) that all elements y(V j ) with j i lie in the ideal (y(V i )). Both conditions are equivalent to requiring that for all j, y(V i )y(V j ) has zero coe cient of y(V k ) for all k < i.
Next we note that (VA) follows. Indeed, if V i V s+1 then l y(V i ) = y( V i ) is a multiple of y(V s+1 ) by (Flag). We have just observed that (VR) shows that any such element has zero coe cient of y(V k ) with k < s + 1.
For (VT) we use the counit condition and the fact that t is a ring map, together with (Ideal). For an element u = P p;q a p;q y(V p ) y(V q ) we say that u vanishes up to (s; t) if a p;q = 0 if p s and q t. We shall nd an i 0 = i 0 (s; t) so that t y(V i ) vanishes up to (s; t) whenever i i 0 : we do not attempt to nd the best possible i 0 .
Note that by (Ideal), if u vanishes up to (s; t) then any product uv vanishes up to (s; t). Furthermore, we may ensure vanishing up to (s+1; t) by using suitable elements v. Again by (Ideal), the only terms in u which can contribute to non-vanishing up to (s + 1; t) in uv are a s+1;j y(V s+1 ) y(V j ) for j t. Thus multiplying by v 1 = y( s+2 ) z or v 2 = z y(V t+1 ) ensures vanishing up to (s + 1; t).
The counit condition states t (y(V )) = 1 y(V ) + y(V ) 1 mod (y(V 1 ) y(V 1 )): In particular t (y(V t+1 )) vanishes up to (0; t), proving (VT) for s = 0; we prove the general case by induction on s.
For the inductive step we apply equivariance (l 1) t = t l to the counit condition, and nd t (y( Note that there is massive redundancy in the generating set: we shall see in the next few sections that the ring is generated by the elements d( ) 1 0 and f 1 s;t . Finally we comment brie y on the representing ring for objects analogous to orientable complex stable theories: A-equivariant formal group laws over k with speci ed Euler classes.
The Euler classes are speci ed by a function : A ?! k and we let L strict A (F; k; ) denote the representing ring when the strict Euler classes are required to agree with . Note that this will not necessarily contain k: for example the condition ( ) = 0 is imposed. Understanding A-equivariant formal group laws where the strict Euler classes are unit multiples of speci ed Euler classes (ie orientability and orientations of complex stable theories) seems more subtle.
15. Some relations in the representing ring: cosy warmup. After Section 13 we have enough structure to work in the algebraic setup just as if it arose from topology. The purpose of this section and the next is to establish relations amongst the structure constants for equivariant formal group laws. Because the leading terms are the most signi cant, and in view of the confusing forest of superscripts and subscripts, we have decided to present discussion of the rst few terms separately, as a motivation for the general case. The reader may also nd it helpful to refer to Appendix B where some calculations are done when A is of order 2. As a matter of logic the present section may be omitted.
We shall need to discuss various di erent ags, so when necessary we write b(F) i;j s or (b F ) i;j s to emphasize we are working with the ag F, and similarly for the d's and f's. The essential di culty is in the form of the product, so we comment on y(V i )y(V j ) a little further. We show that to express it in terms of the ag basis, it is su cient to understand the action of A in that basis. The idea is that the path j ; j+1 ; j+2 ; : : : also de nes a complete ag F=V j , and the corresponding basis is y(V j =V j ) = 1; y(V j+1 =V j ); y(V j+2 =V j ); : : : . The point of this is that y(V j )y(V j+n =V j ) = y(V j+n ), which is an element of the original basis. In practice we do this one step at a time, since y(V i ) = y( 1 ) y( i ). It therefore su ces to identify y( )y(V j ), for all and j. For this we note y( ) = l ?1 j+1 y( j+1 ), and work with respect to the F=V j basis.
We also write F for the ag (V 0 V 1 V 2 ) whose associated path is 1 ; 2 ; 3 ; : : : . We refer to F as the rotated ag. It is clear by applying l to the formula de ning d F 
It is thus no loss of generality to work with ags beginning with V 1 = , and in this section we assume the ag path begins ; ; ; ; : : :. We show that for any complete ag F 0 the action coe cients d F 0 ( ) 1 can be deduced from the coe cients d F ( ) 1 . It then follows that all product coe cients (b F ) ; can be deduced, and all the higher d F 's. Since we are just dealing with the rst few terms, we simplify notation; we already know that for r 2 A
we have e(r) = d(r) 1 0 , and we de ne (r) = d(r) 1 1 ; (r) = d(r) 1 2 ; (r) = d(r) 1 3 ; : : :. Thus by de nition, y(r) = e(r) + (r)y( ) + (r)y( )y( ) + (r)y( )y( )y( ) + : The rst observation is that the coe cient d F (r) 1 i only depends on the ag as far as V i+1 . This is because the coe cient can be recovered after reduction modulo y(V i+1 ) = y( )y( 2 ) y( i+1 ). Accordingly we write e(r); (r); ; (r); : : : to emphasize this.
We also need the coe cients e n F (r); n F (r); n F (r); : : : in l r y(V n ), and we show by induction on n that these can be deduced from the coe cients e; ; ; ; : : : . Indeed y(V n+1 ) = y(V n )y( n+1 ), so we have l r y(V n+1 ) = e n F (r)y( n+1 r) + n F (r)y(V 1 )y( n+1 r) + n F (r)y(V 2 )y( n+1 r) + : The trick for calculating the i'th term is to express y( n+1 r) in the F=V i basis. Of course this uses the coe cients e F=V i; F=V i; F=V i ; : : :. This looks dangerously close to being circular, so we show explicitly that it is not.
Lemma 15.1. The leading term is given by e n F (r) = e(V n r):
Proof: The proof here and in the following two lemmas is to expand the right hand side of the equation l r y(V n+1 ) = l r y(V n )]y( n+1 r): To do this we rst expand l r y(V n )] to obtain e n F (r)y( n+1 r) + n F (r)y( )y( n+1 r) + n F (r)y( )y( )y( n+1 r) + ; Now expand y( n+1 r) with respect to the ; ; ; : : : basis in the rst term, with respect to the ; ; ; : : : basis in the second term, with respect to the ; ; ; : : : basis in the third term, and so forth.
One important consequence is that if r ?1 occurs in V n this leading term vanishes. Since F is a complete ag we thus see e n F (r) = 0 if n is su ciently large. Note also that for n 2 this coe cient depends on more than the rst subquotient of F.
For the higher terms we cannot expect a closed formula, but a recursive algorithm is quite su cient. The proofs are precisely like those for Lemma 15.1 above, and the general case is presented in detail in the next section.
Lemma 15.2. The rst term is given recursively in terms of Euler classes and (r) by the formula n+1 F (r) = e(V n r) ( n+1 r) + n F (r)e( ?1 n+1 r):
We note here that once n is large enough that e(V n r) = 0 the recursion states n+1 F (r) = n F (r)e( ?1 n+1 r): Thus if n+1 = r ?1 , we obtain zero. Once again we see that n F (r) = 0 if n is su ciently large. Finally, we note that if n 2 then n F (r) = 0 modulo Euler classes.
It is instructive to record one further instance explicitly.
Lemma 15.3. The second term is given recursively in terms of Euler classes and (r) by the formula n+1 F (r) = e(V n r) ; ( n+1 r) + n F (r) ?1 ( ?1 n+1 r) + n F (r)e( ?1 n+1 r): The new feature here is that the coe cient is associated to a di erent ag. We had therefore better ensure that we can deduce it before we need to apply this recursive formula.
Suppose then that F 0 begins ; ; : : :. Thus y(r) = e(r)+ (r)y( ) modulo y( )y( ). Now, nd the rst occurence of in F, and express y(r) in terms of the F basis: y(r) = e(r) + (r)y( ) + ; (r)y( )y( ) + ; it is su cient to work modulo y( )y( ) y( ). Now we expand y( ); y( )y( ); y( )y( )y( );: : : in terms of the F 0 = basis. In the present case we only seek the coe cient of y( ) so we only need the constant term in the expansions, and this is easily calculated. Thus we obtain (r) = (r) + ; (r)e( ?1 ) + ; ; (r)e( ?1 )e( ?1 ) + ; and the sum is nite, since e( ?1 ) = 0.
Note in particular that this shows that (r) = (r) modulo Euler classes, so taking = r we see (r) = 1 modulo Euler classes. 16. Some relations in the representing ring: the general case We extend the calculations of the previous section to higher coe cients. The discussion is directed towards understanding the universal ring L F (A). Our rst task is to give a reasonably e cient set of generators. The reader may also nd it helpful to refer to Appendix B where some calculations are done when A is of order 2.
Theorem 16.1. The representing ring L F (A) is generated as an algebra by the Euler classes e( ) and the coe cients f(F) 1 j;k . The representing ring L strict A (k; F; ) is generated as a kalgebra by the elements f 1 s;t .
The strategy of proof is as follows, where we write x ? (y; z) to mean that x can be expressed in terms of y and z, together with some self-explanatory abbreviations. Here, Process 0 has been used to avoid specifying the ags used for the d 1 's in Process 2. Using Process 3 we obtain the generators d 1 from f 1 's and e's. Then, using Process 2 recursively, we obtain all generators d n . Finally Process 1 can be used recursively to obtain all the coe cients f n . We have already seen how the coe cients b can be obtained from the d's. We now turn to the detailed implementation of the strategy. Proof: By rotation we may suppose that F 0 also begins with 1 
is the coe cient of y((V 0 ) k ) in the F 0 expansion of y(r). We will give a way of calculating this coe cient in terms of the d F ( ) 1 's. Indeed, we also have y(r) = Let us consider two special cases: the additive and multiplicative laws. It is easy to pick these out since we do not need to say much about which ag we are considering. The additive law is given by t a (y( )) = y 0 ( ) + y 00 ( ) and the multiplicative law by t m (y( )) = y 0 ( ) + y 00 ( ) ? y 0 ( )y 00 ( ) The instructive thing here is how this imposes restrictions on the Euler classes. In particular the additive law implies the Euler classes are all Z-torsion when A is nite; this shows that we cannot expect to use logarithms in the same way as the non-equivariant case, since Euler classes are not generally of this form. However, results of tom Dieck 6] suggest that (at least for cyclic groups) we may hope to use the multiplicative logarithm as in 1, I. 6.7] For convenience of calculation we shall assume the ag begins with . Thus the additive case has f 1 1;0 = f 1 0;1 = 1 and f 1 j;k = 0 otherwise. Thus, from 16.7 we see y( ) = e( ) + y( ):
Rotating by it follows that e( ) = e( ) + e( ), ie that e : A ?! k is a group homomorphism, and in particular if n = we see that ne( ) = 0. This identi es the universal ring for additive equivariant formal group laws.
Proposition A. Since A is abelian, Z A ] = R(A), and the coe cient ring of K-theory is universal for multiplicative formal group laws.
Appendix B. The group of order 2 In this appendix we make some of the formulae explicit for the group A = C 2 of order 2. We use the ag with alternating subquotients ; ; ; ; ; ; ; ; : ::. Since there is only one non-trivial element of A we write simply d i j = d( ) i j , and continue with the convention that we drop i if i = 1. It is convenient to declare d i j = 0 if j < 0. As we give formulae it will become ever more apparent that there is a sense in which an equivariant formal group is a deformation of a non-equivariant formal group with the Euler class e = d 0 as deformation parameter 7] . We can obtain useful relations from the statement l l = 1 (or alternatively by using the recursive formula for d n+1 ). Thus y( ) = We really want to examine the consequences of these relations e-adically and with e inverted. As a rst step, note that mod e 2 the rst states 2e = 0, and the rest are all consequences. Mod 2 we the rst reads e 2 f 1 1;1 = 0, and the second follows from it. The remaining even terms read e 2 f 1 1;3 f 1 1;2n?2 + f 1 1;5 f 1 1;2n?4 + + f 1 1;2n+1 f 1 1;0 = 0 and the remaining odd terms are trivial if 2n + 1 = 3 mod 4 and gives e 2 (f 1 1;2m+1 ) 2 = 0 in the remaining case (where 2n + 1 = 4m + 1). If we instead invert e, the rst relation states that ef 1 1;1 = ?2, the second is a consequence. The relation from y(V 2 ) gives f 1 1;3 = 0, and the successive relations from y(V 4 ); y(V 6 ); : : : allow us to deduce f 1 1;2n+1 = 0 for n 1. The relation from y(V 2n+1 ) is automatically satis ed.
To obtain the recursive formula for f n+1 we use t y(V n+1 ) = t y(V n )t y( n+1 ), and there are then two cases, since n+1 is or depending on whether n + 1 is odd or even. The rst case is straightforward, but the second uses t (y( )) = (1 l )(t (y( )); together these give the formulae f n+1 s;t = P i;j;k;l f n i;j f It is perhaps worth making explicit the structure of the additive and multiplicative laws in this case. For an additive law, the action is given by l y(V n ) = y(V n ) + e( n )y(V n?1 ) and the product is given by y(V i )y(V j ) = y(V i+j ) + e( ij )y(V i+j?1 ): Let x = y(V 2 ) = y( )y( ), and y = y( ). The ring kffFgg is the x-adic completion of the ring k x; y]=(y 2 = x + ey) = k y]. The action by A is given by y 7 ?! e + y, which is of order 2 since e is. Of course x = y(e + y), so the completion is the one we are used to.
For a multiplicative law, the action is given by l y(V n ) = 1 ? e( n )] y(V n ) + e( n )y(V n?1 ) and the product is given by y(V i )y(V j ) = 1 ? e( ij ) y(V i+j ) + e( ij )y(V i+j?1 ):
Let x = y(V 2 ) = y( )y( ), and y = y( ). The ring kffFgg is the x-adic completion of k x; y]=(y 2 = (1 ? e)x + ey). The action by A is given by y 7 ?! e + (1 ? e)y, which is of order 2 since (1 ? e) 2 = 1. Since (1 ? e) is a unit, the ring is k y] again. The completion is with respect to x = y(e + (1 ? e)y). We may let z = 1 ? y, and it is reasonable to view 1 ? e as the image of in k, under the classifying map R(A) ?! k so that we obtain the completed ring k z]( 1?z)(1? z) in the form familiar from K-theory.
