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Abstract: Smith, as early as 1977, characterized all graphs with exactly one positive
eigenvalue. Recently, Oboudi completely determined the graphs with exactly two positive
eigenvalues and no zero eigenvalue, Duan et al. completely determined the graphs with
exactly two positive eigenvalues and one zero eigenvalue. In this paper, we characterize
all graphs with exactly two positive eigenvalues.
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1 Introduction
Throughout this paper all graphs are undirected and simple. Let G = (V(G), E(G)) be
a simple graph of order n with vertex set V(G) = {v1, v2, ..., vn} and edge set E(G). The
adjacency matrix A(G) = (ai j)n×n of G is defined as follows: ai j = 1 if vi is adjacent to v j,
and ai j = 0 otherwise. The eigenvalues λ1, λ2, ..., λn of A(G) are said to be the eigenvalues
of the graphG, and the set of all of them is called the spectrum ofG, denoted by S pec(G).
The number of positive, negative and zero eigenvalues in the spectrum of the graph G are
called positive inertia index, negative inertia index and nullity of the graph G, and are
denoted by p(G), n(G) and η(G), respectively. Obviously p(G) + n(G) + η(G) = n.
There have been diverse studies on the positive inertia index, negative inertia index
and nullity of a graph, for instance to see [3–6] and [9,11–13] and references therein. Let
B and D be two real symmetric matrices of order n. Then D is called congruent to B if
there is an real invertible matrix C such that D = CTBC. Traditionally we say that D
is obtained from B by congruent transformation. The famous Sylvester’s law of inertia
states that the inertia index of two matrices is unchanged by congruent transformation.
We introduce some concepts and notations. For a simple graph G = (V(G), E(G))
and v ∈ V(G), the order of G is the number of vertices of G, denoted by |G|. NG(v) =
{u ∈ V(G) | uv ∈ E(G)} denote the neighborhood of v and d(v) = |NG(v)| the degree
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2of v, NG[v] = NG(v) ∪ {v} denote the closed neighborhood of v. A vertex of G is said
to be pendant if it has degree 1. By δ(G) we mean the minimum degree of vertices of
G. As usual, we denote by G + H the disjoint union of two graphs G and H, Kn1 ,...,nl the
complete multipartite graph with l parts of sizes n1, . . . , nl, and Kn, Cn, Pn the complete
graph, cycle, path on n vertices, respectively.
Since the adjacency matrix A(G) has zero diagonal, we have p(G) ≥ 1 ifG has at least
one edge. In [10] Smith characterized all graphs with exactly one positive eigenvalue.
However the set of graphs with exactly two positive eigenvalues has not been character-
ized up to now. Recently, Oboudi in [6] completely determined the graphs with exactly
two positive eigenvalues and no zero eigenvalue, Duan et al. in [3] completely determined
the graphs with exactly two positive eigenvalues and one zero eigenvalue. In this paper,
by using the congruent transformations of graphs, we completely characterize the set of
graphs each of them having exactly two positive eigenvalues.
2 Preliminaries
In this section, we will introduce some notions and lemmas, which will be useful in the
subsequent sections.
Theorem 2.1 ( [2]). (Interlacing theorem) Let G be a graph of order n and H be an
induced subgraph of G with order m. Suppose that λ1(G) ≥ · · · ≥ λn(G) and λ1(H) ≥
· · · ≥ λm(H) are the eigenvalues of G and H, respectively. Then for every 1 ≤ i ≤ m,
λi(G) ≥ λi(H) ≥ λn−m+i(G).
Lemma 2.1 ( [2]). Let H be an induced subgraph of graph G. Then p(H) ≤ p(G).
Lemma 2.2 ( [4]). Let G be a graph containing a pendant vertex, and let H be the induced
subgraph of G obtained by deleting the pendant vertex together with the vertex adjacent
to it. Then p(G) = p(H) + 1, n(G) = n(H) + 1 and η(G) = η(H).
Lemma 2.3. (Sylvester’s law of inertia) If two real symmetric matrices A and B are
congruent, then they have the same positive (resp. negative) inertia index and nullity.
Theorem 2.2 ( [10]). A graph has exactly one positive eigenvalue if and only if its non-
isolated vertices form a complete multipartite graph.
We need the following graphGn which was introduced in [6]. For every integer n ≥ 2,
let K⌈ n
2
⌉ and K⌊ n
2
⌋ be two disjoint complete graphs with vertex set V = {v1, . . . , v⌈ n
2
⌉} and
W = {w1, . . . ,w⌊ n
2
⌋}. Then Gn is defined as the graph obtained from K⌈ n
2
⌉ + K⌊ n
2
⌋ by adding
some edges in the following way:
(1) for even n, adding some new edges to K n
2
+ K n
2
satisfying
∅ = NW(v1) ⊂ NW(v2) = {w n
2
} ⊂ NW (v3) = {w n
2
,w n
2
−1} ⊂ · · · ⊂ NW(v n
2
−1)
= {w n
2
, . . . ,w3} ⊂ NW(v n
2
) = {w n
2
, . . . ,w2}
(2) for odd n, adding some new edges to K n+1
2
+ K n−1
2
satisfying
∅ = NW(v1) ⊂ NW(v2) = {w n−1
2
} ⊂ NW(v3) = {w n−1
2
,w n−1
2
−1} ⊂ · · · ⊂ NW(v n+1
2
−1)
= {w n−1
2
, . . . ,w2} ⊂ NW(v n+1
2
) = {w n−1
2
, . . . ,w1}
3By deleting the maximum (resp. minimum) degree vertex fromGn+1 when n is even (resp.
odd), we will obtain Gn. It follows the result below.
Remark 1 (see [6]). Gn is an induced subgraph of Gn+1 for every n ≥ 2.
For example, G2  2K1, G3  P3 and G4  P4. The graphs G5 and G6 are shown in
Fig. 1. In general, Gt and Gt+1 are also shown in Fig. 1 for an even number t.
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Fig. 1: The graphs G5, G6, Gt and Gt+1.
LetG be a graph with vertex set {v1, . . . , vn}. By G[Kt1 , . . . ,Ktn] we mean the general-
ized lexicographic product of G (by Kt1 ,Kt2 , . . . ,Ktn), which is the graph obtained from G
by replacing the vertex v j with Kt j and connecting each vertex of Kti to each vertex of Kt j
if vi is adjacent to v j in G.
Let H be the set consisting of all graphs with p(G) = 2 and η(G) = 0. Oboudi in [6]
determined all graphs belonging toH .
Theorem 2.3 ( [6]). Let G ∈ H .
(1) If G is disconnected, then G  Kp + Kq for some integers p, q ≥ 2;
(2) If G is connected, there exist some positive integers s and t1, . . . , ts such that G 
Gs[Kt1 , . . . ,Kts] where 3 ≤ s ≤ 12 and t1 + · · · + ts = n.
Furthermore, Oboudi gave all the positive integers t1, . . . , ts such thatGs[Kt1 , . . . ,Kts ] ∈
H in Theorems 3.4–3.14 of [6].
3 Three types of graph transformations
The following three types of graph transformations are introduced in [3].
(1) Two non-adjacent vertices u and v are said to be congruent vertices of I-type if they
have the same neighbors. The graph transformation of deleting or adding a congruent
vertex of I-type is called the (graph) transformation of I-type.
(2) A vertex u is said to be a congruent vertex of II-type if there exist two non-adjacent
vertices v and w such that N(u) is a disjoint union of N(v) and N(w). The graph transfor-
mation of deleting or adding a congruent vertex of II-type is called the (graph) transfor-
mation of II-type.
(3) An induced quadrangle C4 = uvxy of G is called congruent if there exists a pair
of independent edges, say uv and xy in C4, such that N(u) \ {y, v} = N(v) \ {u, x} and
N(x) \ {v, y} = N(y) \ {x, u}, where uv and xy are called a pair of congruent edges of
C4. A vertex is called the congruent vertex of III-type if it belongs to some congruent
quadrangle. The graph transformation of deleting or adding a congruent vertex of III-type
is called the (graph) transformation of III-type.
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Fig. 2: The structure of graphs in Gs
i
(n) for i = 1, 2, 3.
Remark 2. From Lemma 3.1, Lemma 3.2 and Lemma 3.3 in [3], we know that the (graph)
transformations of I-, II- and III-type keep the positive and negative inertia indices and
change exactly one nullity.
Recall thatH is the set of graphs with p(G) = 2 and η(G) = 0, which has been charac-
terized in [6]. Let G1, G2 and G3 be the set of connected graphs obtained by adding some
congruent vertices of I-, II- and III-type to some H ∈ H , respectively. In [3], we com-
pletely characterized the graphs with two positive eigenvalues and one zero eigenvalue by
using G1, G2 and G3.
Theorem 3.1 ( [3]). Let G be a graph of order n ≥ 5. Then p(G) = 2 and η(G) = 1 if and
only if G is isomorphic to one of the graphs listed below:
(1) Ks + Kt + K1, Ks + Kn−s \ e for e ∈ E(Kn−s), where s, t ≥ 2, and H + K1, where H ∈ H
is connected;
(2) K1,2(u) ⊙k Kn−3 and K1,1(u) ⊙k Kn−2 \ e for e ∈ E(Kn−2);
(3) the graphs belonging to G1,G2 and G3;
(4) the 802 specific graphs.
Let G(n) be the set of all graphs on n vertices with p(G) = 2, and Gs(n) (0 ≤ s ≤ n−3)
be the set of graphs inG(n) satisfying η(G) = s. Clearly, G(n) = ⋃n−3s=0 Gs(n). In fact, G0(n)
is determined in Theorem 2.3 (and Theorems 3.4–3.14 of [6]) and G1(n) is characterized
in Theorem 3.1. In the following, it suffices to characterize those graphs in Gs(n) for
2 ≤ s ≤ n − 3.
Go on with the idea of Theorem 3.1, for each integer s (2 ≤ s ≤ n − 3), we define
Gs
1
(n), Gs
2
(n) and Gs
3
(n) as the sets of connected graphs with order n obtained by adding
one congruent vertex of I-, II- and III-type to some Gs−1 ∈ Gs−1(n − 1), respectively. To
make the description clearer, we use Fig. 2 to illustrate the construction of graphs in Gs
i
(n)
for i = 1, 2, 3.
In Fig. 2, two ellipses joining with one full line denote connecting some edges be-
tween them; a vertex and an ellipse joining with one full line denote connecting some
edges between them, and joining with two full lines denote that this vertex joins all ver-
tices in the ellipse; two vertices joining with same location of an ellipse denote that they
have same neighbors in this ellipse.
In the next section, we will characterize the graphs of Gs(n) (2 ≤ s ≤ n − 3) based
on those graphs of Gs−1(n − 1) by using the three types of graph transformations defined
above.
54 The characterization of graphs inGs(n) for 2 ≤ s ≤ n−3
In this section, we determine all disconnected and connected graphs in Gs(n) for 2 ≤
s ≤ n − 3, respectively. Recall that the graphs in G0(n) and G1(n) has been determined.
Thus the following result recursively characterizes all the disconnected graphs of Gs(n)
for 2 ≤ s ≤ n − 3.
Theorem 4.1. Let G be a disconnected graph of order n ≥ 6. Then G ∈ Gs(n) (2 ≤ s ≤
n − 3) if and only if G  H + K1 or Kt1 ,t2,...,tp + Kr1 ,r2,...,rq , where H ∈ Gs−1(n − 1) and
[(t1 − 1) + (t2 − 1) + · · · + (tp − 1)] + [(r1 − 1) + (r2 − 1) + · · · + (rq − 1)] = s.
Proof. All the graphs displayed in Theorem 4.1 have two positive and s zero eigenvalues
by simple observation. Now we prove the necessity.
Let G be a disconnected graph of Gs(n) for 2 ≤ s ≤ n − 3. If G has an isolated vertex,
say G = H + K1, then p(H) = p(G) = 2 and η(H) = η(G) − 1 = s − 1, which implies
that H ∈ Gs−1(n − 1). If G has no isolated vertices, and let H1,H2, . . . ,Hk (k ≥ 2) be
all the nontrivial components of G, then k = 2 since λ1(Hi) > 0 and p(G) = 2. Thus
G = H1 + H2, where p(H1) = 1 and p(H2) = 1. By Theorem 2.2, we have H1  Kt1 ,t2,...,tp
and H2  Kr1 ,r2,...,rq . Note that η(Kt1 ,t2,...,tp) = (t1 − 1) + · · · + (tp − 1) and η(Kr1 ,r2,...,rq) =
(r1−1)+· · ·+(rq−1), so [(t1−1)+(t2−1)+· · ·+(tp−1)]+[(r1−1)+(r2−1)+· · ·+(rq−1)] = s.
We complete this proof. 
Now we begin to characterize the connected graphs in Gs(n) for 2 ≤ s ≤ n − 3. Here
we denote the set of all such graphs by CGs(n). Some results below are similar as that
of [3], for the completeness, we still prove them explicitly.
First we introduce some symbols which will be persisted in this section. Let G ∈
CGs(n) (2 ≤ s ≤ n − 3). Then the eigenvalues of G can be arranged as:
λ1(G) > λ2(G) > λ3(G) = 0 = λ4(G) ≥ λ5(G) ≥ · · · ≥ λn(G).
We choose v∗ ∈ V(G) such that dG(v∗) = δ(G) = t, and denote by X = NG(v∗) and
Y = V(G) − NG[v∗]. Then |Y | > 0 since otherwise G will be a complete graph. The
following result determine the induced subgraph G[Y].
Lemma 4.1. G[Y]  Kn1 ,n2,...,nl ∪ rK1, where n1 + · · · nl + r = n − t − 1.
Proof. For any x ∈ X, the induced subgraphG[{v∗, x} ∪ Y] has a pendant vertex v∗ by our
assumption. By Lemma 2.1 and Lemma 2.2, we have 2 = p(G) ≥ p(G[{v∗, x} ∪ Y]) =
p(G[Y]) + 1. Hence p(G[Y]) ≤ 1.
If p(G[Y]) = 0, then G[Y]  (n − t − 1)K1 as desired. If p(G[Y]) = 1, then G[Y] 
Kn1 ,n2,...,nl ∪ rK1 by Theorem 2.2, where n1 + · · · nl + r = n − t − 1. 
In accordance with Lemma 4.1, we distinguish the following three situations:
(a) G[Y]  Kn1 ,n2,...,nl ∪ rK1, where r ≥ 1 and n1 + · · · + nl + r = n − t − 1;
(b) G[Y]  Kn1 ,n2,...,nl , where l ≥ 2 and n1 + · · · + nl = n − t − 1;
(c) G[Y]  Kn−t−1, where n − t − 1 ≥ 2.
6We deal with the situation (a) in Lemma 4.2, (b) in Lemma 4.3 and (c) in Lemmas 4.4
and 4.5. In what follows, we will see that the graphs of CGs(n) (2 ≤ s ≤ n − 3) satisfying
(a) or (b) are exactly in Gs
1
(n)∪Gs
2
(n)∪Gs
3
(n), but those graphs satisfying (c) may not be.
Lemma 4.2. If G[Y]  Kn1 ,n2,...,nl ∪ rK1 (r ≥ 1), then G ∈ Gs1(n).
Proof. Let y be an isolated vertex of G[Y]. Since d(y) ≥ d(v∗), we have NG(y) = NG(v∗)
and so y is a congruent vertex of I-type. By Remark 2, we have p(G) = p(G − y) and
η(G) = η(G − y) + 1. Thus G − y ∈ Gs−1(n − 1), and so G ∈ Gs
1
(n). 
For S ⊆ V(G) and u ∈ V(G), let NS (u) = NG(u) ∩ S and NS [u] = NG[u] ∩ S .
Lemma 4.3. If G[Y]  Kn1 ,n2,...,nl , where l ≥ 2 and n1 + · · ·+ nl = n− t− 1. Let y, y′ ∈ Y be
two non-adjacent vertices. Then G ∈ Gs
1
(n) if NX(y) = NX(y
′) and G ∈ Gs
2
(n) otherwise.
Proof. Since y / y′ and G[Y] is a complete multipartite graph, we have NY (y) = NY (y′).
Thus NG(y) = NG(y
′) if and only if NX(y) = NX(y′). In addition, there exists some y∗ ∈ Y
which is adjacent to both y and y′ because NY (y) = NY (y′) and G[Y] is connected. We
consider the following two cases.
Case 1. NX(y) = NX(y
′).
By the assumption, NG(y) = NG(y
′), so y and y′ are congruent vertices of I-type. By
Remark 2, we have p(G) = p(G − y) and η(G) = η(G − y) + 1. Thus G − y ∈ Gs−1(n − 1)
and so G ∈ Gs
1
(n).
Case 2. NX(y) , NX(y
′).
By the assumption, one of NX(y
′)\NX(y) and NX(y)\NX(y′) is not empty. Without loss
of generality, assume that NX(y
′) \ NX(y) , ∅. Then there exists x′ ∈ NX(y′) \ NX(y), and
so x′ ∼ y′ and x′ / y. If NX(y) , ∅ and take x ∈ NX(y), then C6 = v∗xyy∗y′x′ (here v∗ is
the vertex with minimum degree chosen before Lemma 4.1) is a 6-cycle inG. Note that x
can be adjacent to each vertex in {x′, y′, y∗} and x′ can be adjacent to y∗. By distinguishing
different situations according to the number of edges between x, x′, y′, y∗, we have
G[v∗, x, y, y∗, y′, x′] 



C6 no edge,
Γ1 or Γ2 one edge,
Γ3, Γ4 or Γ5 two edges,
Γ6, Γ7 or Γ8 three edges,
Γ9 four edges.
However, C6 and Γ1–Γ9 (see Fig. 3) are all forbidden subgraphs of G by Lemma 2.1.
Hence NX(y) = ∅, and so yy∗ is a pendant edge of the induced subgraphG[X∪{y, y′, y∗, v∗}].
By Lemma 2.1 and Lemma 2.2, we have
2 = p(G) ≥ p(G[X ∪ {y, y′, y∗, v∗}]) = p(G[X ∪ {y′, v∗}]) + 1 ≥ 2.
Thus p(G[X∪{y′, v∗}]) = 1. SinceG[X∪{y′, v∗}] is connected, we see thatG[X∪{y′, v∗}] is a
complete multipartite graph by Theorem 2.2. Thus NX(y
′) = NG(v∗) = X because v∗ / y′.
Note that NY (y
′) = NY (y) = NG(y), we get that NG(y′) = NX(y′)∪NY (y′) = NG(v∗)∪NG(y)
is a disjoint union. Additionally, {y′, v∗, y} is an independent set in G, we see that y′ is a
congruent vertex of II-type. Thus p(G) = p(G − y′) and η(G) = η(G − y′) + 1 by Remark
2. This gives that G − y′ ∈ Gs−1(n − 1), and so G ∈ Gs
2
(n).
We complete this proof. 
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Fig. 3: The graphs Γ1–Γ13.
It remains to characterize those G ∈ CGs(n) (2 ≤ s ≤ n − 3) satisfying G[Y]  Kn−t−1
(n− t − 1 ≥ 2). Such a graphG is called X-complete ifG[X] is also a complete graph, and
X-imcomplete otherwise. The following result characterizes the X-imcomplete graphs.
Lemma 4.4. Let G be a X-imcomplete graph. Then G ∈ Gs
1
(n) if there exist two vertices
x1 / x2 in G[X] such that NY (x1) = NY (x2) and G ∈ Gs3(n) otherwise.
Proof. By the assumption we know that G[X] is not complete. Let x and x′ be two non-
adjacent vertices in X. Since dG(x) ≥ dG(v∗) and n − t − 1 ≥ 2, we have |NY (x)| ≥ 1 and
|Y | ≥ 2, respectively. First we give two claims.
Claim 1. If x / x′ in G[X], then one of NY (x) and NY (x′) includes the other one. Further-
more, if NY (x) $ NY (x
′), then |NY (x)| = 1 and NY (x′) = Y.
Proof. On the contrary, let y ∈ NY (x) \ NY (x′) and y′ ∈ NY (x′) \ NY (x), then G[v∗, x, x′, y,
y′]  C5. Thus one of NY (x) and NY (x′) includes the other one. Now assume that NY (x) $
NY (x
′). If |NY (x)| ≥ 2, say {y, y′} ⊆ NY (x), then x′ ∼ y, y′ and there exists y∗ ∈ NY (x′) \
NY (x). Thus G[v
∗, x, x′, y, y′, y∗]  Γ10 (see Fig. 3). However p(Γ10) = 3. Hence |NY (x)| =
1 and we may assume that NY (x) = {y}. If NY (x′) , Y , then there exists y′ ∈ Y \ NY (x′).
Taking y∗ ∈ NY (x′)\NY (x), we haveG[v∗, x, x′, y, y′, y∗]  Γ4 (see the labels in parentheses
of Fig. 3), but p(Γ4) = 3. Thus NY (x
′) = Y . 
Claim 2. Let x / x′ in G[X]. If NY (x) = {y}, then NX(x) = X \ {x, x′}. Furthermore, if
{y} = NY (x) $ NY (x′) = Y, then for any x∗ ∈ X \ {x, x′}, x∗ ∼ x′ if and only if x∗ ∼ y, i.e.,
NX(x
′) = NX(y) \ {x, x′}.
Proof. Since dG(x) ≥ |X| = t, x / x′ and NY (x) = {y}, we have NX(x) = X \ {x, x′}. Let
x∗ ∈ X\{x, x′} (if any) and y′ ∈ Y\{y}. If x∗ ∼ x′ and x∗ / y, thenG[v∗, x, x∗, x′, y, y′]  Γ12
(see Fig. 3) when x∗ / y′ or G[v∗, x, x∗, x′, y, y′]  Γ13 (see Fig. 3) when x∗ ∼ y′. It cannot
occur because Γ12, Γ13 are forbidden subgraphs ofG according to Theorem 2.1. Similarly,
x∗ / x′ and x∗ ∼ y cannot occur at the same time. Hence x∗ ∼ x′ if and only if x∗ ∼ y, i.e.,
NX(x
′) = NX(y) \ {x, x′}. 
8Now we distinguish the following cases to prove our result.
Case 1. There exist a pair of non-adjacent vertices x1, x2 ∈ X such that NY (x1) = NY (x2).
We claim that NX(x1) = NX(x2) in the following. If NY (x1) = NY (x2) = {y} for
y ∈ Y , then NX(x1) = NX(x2) = X \ {x1, x2} by Claim 2, as desired. Now suppose
{y, y′} ⊆ NY (x1) = NY (x2) for y, y′ ∈ Y and y , y′. By contradiction, assume that x∗ ∈
NX(x2) \ NX(x1). Then x∗ ∼ x2 and x∗ / x1, thus NY (x∗) ⊆ NY (x1) by Claim 1. If
NY (x
∗) $ NY (x1), then we can suppose NY (x∗) = {y} by Claim 1. Since x2 ∼ y, we have
x1 ∼ x2 by Claim 2, a contradiction. If NY (x∗) = NY (x1), then G[v∗, x∗, x1, x2, y, y′]  Γ11
(see Fig. 3) is a forbidden subgraph of G. Hence NX(x1) = NX(x2), so NG(x1) = NG(x2)
by the assumption. Thus x1 and x2 are congruent vertices of I-type. By Remark 2, p(G) =
p(G − x1) and η(G) = η(G − x1) + 1. Thus G − x1 ∈ Gs−1(n − 1) and so G ∈ Gs1(n).
Case 2. For any two non-adjacent vertices x, x′ ∈ X, we have NY (x) , NY (x′).
By Claim 1, without loss of generality, assume that NY (x) $ NY (x
′), and then NY (x′) =
Y and |NY (x)| = 1, say NY (x) = {y}. Thus y ∼ x, x′ and xv∗x′y induces C4. Now we will
show that C4 is congruent. By Claim 2, we have NX(x) = X \ {x, x′} and so NG(x) =
X \ {x, x′} ∪ {v∗, y}. Hence, NG(x) \ {v∗, y} = NG(v∗) \ {x, x′}. Again by Claim 2, we have
NX(x
′) = NX(y) \ {x′, x}. Note that NY (x′) \ {y} = Y \ {y} = NY (y), hence NG(x′) \ {v∗, y} =
NG(y) \ {x′, x}. Thus the quadrangle C4 = xv∗x′y is congruent, where xv∗ and x′y is a pair
of congruent edges of C4. This implies that x, v
∗, x′, y are congruent vertices of III-type.
By Remark 2, we have p(G) = p(G − x) and η(G) = η(G − x) + 1. Therefore, we have
G − x ∈ Gs−1(n − 1), and then G ∈ Gs
3
(n).
We complete this proof. 
At last we focus on characterizing X-complete graphs, namely those G ∈ CGs(n)
(2 ≤ s ≤ n − 3) satisfying G[X]  Kt and G[Y]  Kn−t−1. We also use the notions
reduced and non-reduced introduced in [3]. A X-complete graph G is called reduced if,
for any x, x′ ∈ X, we have NY (x) ⊆ NY (x′) or NY (x′) ⊆ NY (x), and non-reduced otherwise.
For a non-reduced X-complete graph G ∈ CGs(n), there exist x, x′ ∈ X (x , x′) such
that NY (x) \ NY (x′) , ∅ and NY (x′) \ NY (x) , ∅. Such vertices x and x′ are called non-
reduced vertices. For a reduced X-complete graph G ∈ CGs(n), we may assume that
∅ = NY (v∗) ⊆ NY (x1) ⊆ NY (x2) ⊆ · · · ⊆ NY (xt). Thus X-complete graphs are partitioned
into a disjoint union of reduced and non-reduced X-complete graphs.
Lemma 4.5. Let G ∈ CGs(n) (2 ≤ s ≤ n − 3) be a non-reduced X-complete graph, and
x, x′ be two non-reduced vertices. Then G ∈ Gs
3
(n).
Proof. Since x, x′ are non-reduced vertices, there exist y ∈ NY (x)\NY (x′) and y′ ∈ NY (x′)\
NY (x). Then x, x
′, y′, y induces C4. It suffices to verify that C4 is congruent. If there exists
another y∗ ∈ NY (x) \ NY (x′) (y∗ , y), then G[v∗, x, x′, y′, y, y∗]  Γ12 (see the labels in the
parentheses of Fig. 3) is a forbidden subgraph ofG. Hence, we obtain NY (x)\NY (x′) = {y}.
Similarly, we have NY (x
′) \ NY (x) = {y′}. Thus NY (x) \ {y} = NY (x′) \ {y′}, and so
NG(x) \ {y, x′} = (X \ {x, x′}) ∪ (NY (x) \ {y}) = NG(x′) \ {x, y′}.
On the other hand, x ∈ NX(y) \ NX(y′) and x′ ∈ NX(y′) \ NX(y). If there exists x∗ ∈
NX(y)\NX(y′) other than x, thenG[v∗, x, x′, x∗, y, y′]  Γ10 (see the labels in the parentheses
9of Fig. 3) is a forbidden subgraph of G. Hence, NX(y) \ NX(y′) = {x}. Similarly, NX(y′) \
NX(y) = {x′}. Thus we have NX(y) \ {x} = NX(y′) \ {x′}, and so
NG(y) \ {y′, x} = (Y \ {y, y′}) ∪ (NX(y) \ {x}) = NG(y′) \ {x′, y}.
Hence, the quadrangle C4 = xx
′y′y is congruent, where xx′ and y′y is a pair of congruent
edges. It follows that x, x′, y′, y are congruent vertices of III-type. By Remark 2, we have
p(G) = p(G − x) and η(G) = η(G − x) + 1. Thus G − x ∈ Gs−1(n − 1), and so G ∈ Gs
3
(n).
We complete this proof. 
The reduced X-complete graphs may not be contained in Gs
1
(n) ∪ Gs
2
(n) ∪ Gs
3
(n). In
fact, we will prove that there are no reduced X-complete graphs in CGs(n) for s ≥ 3
and n ≥ 15. We need the notion of canonical graph introduced in [8]. For a graph G,
we say that u, v ∈ V(G) have the relation ρ, denoted by uρv, if and only if u ∼ v and
NG(u) \ v = NG(v) \ u. Clearly, ρ is symmetric and transitive. In accordance with ρ, the
vertex set V(G) is partitioned into classes:
V(G) = V1 ∪ V2 ∪ · · · ∪ Vk (1)
where vi ∈ Vi and Vi = {x ∈ V(G) | xρvi}. By the definition of ρ, we see that Vi induces a
clique Kni (ni = |Vi|) for each i, and that each vertex of Vi is adjacent to each vertex of V j if
and only if vi ∼ v j in G. We define the canonical graph Gc of G as the induced subgraph
G[{v1, v2, . . . , vk}]. Then we have G = Gc[Kn1 ,Kn2 , . . . ,Knk], which is just the generalized
lexicographic product of Gc (by Kn1 , Kn2 ,. . . ,Knk).
Lemma 4.6 ( [3]). Let G be a reduced X-complete graph. Then Gc  Gk, where Gk is
defined in Section 2, and k ≥ 2 is determined in (1).
Let G ∈ CGs(n) (2 ≤ s ≤ n − 3) be a reduced X-complete graph. In order to give a
characterization of G, we need the following result due to Oboudi [7].
Lemma 4.7 ( [7]). Let G = G3[Kn1 ,Kn2 ,Kn3], where n1, n2, n3 are some positive integers.
Then the following hold:
(1) If n1 = n2 = n3 = 1, that is G  P3, then λ3(G) = −
√
2;
(2) If n1 = n2 = 1 and n3 ≥ 2, then λ3(G) = −1;
(3) If n1n2 > 1, then λ3(G) = −1.
We know that Gc = Gk if G is reduced X-complete by Lemma 4.6. The following
result provides a bound of k, i.e., 4 ≤ k ≤ 14.
Lemma 4.8. Let G ∈ CGs(n) (2 ≤ s ≤ n − 3) be a reduced X-complete graph. Then there
exists 4 ≤ k ≤ 14 such that G = Gk[Kn1 ,Kn2 , . . . ,Knk].
Proof. By Lemma 4.6, G = Gk[Kn1 ,Kn2 , . . . ,Knk] for some k ≥ 2. If k = 2, then G 
Kn < CGs(n). If k = 3, then G = G3[Kn1 ,Kn2 ,Kn3], and so λ3(G) < 0 by Lemma 4.7.
Hence k ≥ 4. On the other hand, since Gc = Gk is an induced subgraph of G, we have
λ3(Gk) ≤ λ3(G) = 0 by Theorem 2.1. Note that G15 is an induced subgraph of Gk (by
Remark 1) for k ≥ 16, we have λ3(Gk) ≥ λ3(G15) > 0. This implies that k ≤ 14. 
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Next we focus on finding the possible values of n1, . . . , nk such that p(Gk[Kn1 , . . . ,Knk])
= 2 for 4 ≤ k ≤ 14 and n = n1 + n2 + · · · + nk. For simplicity, as in [6], we denote
G2s[Kn1 , . . . ,Kn2s] = B2s(n1, . . . , ns; ns+1, . . . , n2s) andG2s+1[Kn1 , . . . ,Kn2s+1] = B2s+1(n1, . . . ,
ns; ns+1, . . . , n2s; n2s+1). By Remark 3.2 in [6], we know
H0 = B2s(n1, . . . , ns; ns+1, . . . , n2s)  B2s(ns+1 . . . , n2s; n1, . . . , ns) = H
′
0
and
H1 = B2s+1(n1, . . . , ns; ns+1, . . . , n2s; n2s+1)  B2s+1(ns+1, . . . , n2s; n1, . . . , ns; n2s+1) = H
′
1.
In what follows, we always take H0 and H1, in which (n1 , . . . , ns) is prior to (ns+1, . . . , n2s)
in dictionary ordering, instead ofH′
0
andH′
1
. For example we use B6(4, 3, 2; 4, 3, 1) instead
of B6(4, 3, 1; 4, 3, 2) and B7(5, 3, 2; 5, 2, 4; 8) instead of B7(5, 2, 4; 5, 3, 2; 8).
For 4 ≤ k ≤ 14, let Bk(n) = {G = Bk(n1, . . . , nk) | n = n1 + · · · + nk, ni ≥ 1}. Let
B+
k
(n), B00
k
(n), B0
k
(n) and B−
k
(n) denote the set of graphs in Bk(n) satisfying λ3(G) > 0 for
G ∈ B+
k
(n), λ4(G) = λ3(G) = 0 for G ∈ B00k (n), λ4(G) < λ3(G) = 0 for G ∈ B0k(n) and
λ3(G) < 0 for G ∈ B−k (n), respectively. Clearly, Bk(n) = B+k (n) ∪ B00k (n) ∪ B0k(n) ∪ B−k (n)
is a disjoint union.
By Lemma 4.8, G = Gk[Kn1 ,Kn2 , . . . ,Knk] ∈ B00k (n) for 4 ≤ k ≤ 14 if G ∈ CGs(n)
(2 ≤ s ≤ n − 3) is a reduced X-complete graph. In what follows, we further show that
n ≤ 14. First, one can verify the following result by using computer.
Lemma 4.9. B0
k
(15)∪B00
k
(15) = ∅ for 4 ≤ k ≤ 14, which implies that there are no reduced
X-complete graphs in CGs(15) for s ≥ 1.
Proof. For 4 ≤ k ≤ 14, the k-partition of 15 gives a solution (n1, n2, . . . , nk) of the equa-
tion n1 + n2 + · · · + nk = 15 that corresponds to a graph G = Bk(n1, n2, . . . , nk) ∈ Bk(15).
By using computer, we exhaust all the graphs of Bk(15) to find that there is no any graph
G ∈ Bk(15) with λ3(G) = 0. This implies that B0k(15) ∪ B00k (15) = ∅. 
Lemma 4.10 ( [3]). Let G ∈ Bk(n), where 4 ≤ k ≤ 9 and n ≥ 14. If G < B−k (n), then G
has an induced subgraph Γ ∈ Bk(14) \ B−k (14).
Corollary 4.1. Let G ∈ Bk(n), where 4 ≤ k ≤ 9 and n ≥ 15. If G < B−k (n), then G has an
induced subgraph Γ′ ∈ Bk(15) \ B−k (15).
Proof. Let G ∈ Bk(n) \ B−k (n), where 4 ≤ k ≤ 9 and n ≥ 15. Then G has an induced
subgraph Γ ∈ Bk(14) \ B−k (14) by Lemma 4.10. Thus λ3(Γ) ≥ 0. Since n ≥ 15, G
has an induced subgraph Γ′ of order 15 containing Γ as its induced subgraph. Hence
λ3(Γ
′) ≥ λ3(Γ) ≥ 0 by Lemma 2.1, and so Γ′ ∈ Bk(15) \ B−k (15). 
Lemma 4.11 ( [6]). If n ≥ 14, then B−
k
(n) = ∅ for 10 ≤ k ≤ 14.
Lemma 4.12. Given 4 ≤ k ≤ 14, we have B00
k
(n) = ∅ for n ≥ 15, implying that there are
no reduced X-complete graphs in CGs(n) of order n ≥ 15 for 2 ≤ s ≤ n − 3.
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Tab. 1: All reduced X-complete graphs Bk(n1, . . . , nk) of CG2(n).
k The reduced X-complete graphs Bk(n1, . . . , nk) of CG2(n) Number
k = 4 No graphs 0
k = 5 No graphs 0
k = 6
B6(4, 3, 3; 2, 1, 1), B6(3, 2, 4; 2, 1, 2), B6(5, 2, 2; 2, 2, 1), B6(3, 1, 3; 2, 2, 4), B6(4, 1, 2; 2, 3, 2),
B6(3, 4, 2; 3, 1, 1), B6(4, 2, 1; 3, 3, 1).
7
k = 7
B7(3, 3, 4; 1, 1, 1; 1), B7(2, 4, 3; 1, 1, 1; 2), B7(2, 2, 5; 1, 1, 2; 1), B7(1, 3, 3; 1, 1, 2; 3),
B7(1, 2, 4; 1, 1, 3; 2), B7(4, 2, 3; 1, 2, 1; 1), B7(2, 3, 2; 1, 2, 1; 3), B7(1, 2, 2; 1, 2, 2; 4),
B7(2, 1, 4; 1, 2, 3; 1), B7(3, 2, 2; 1, 3, 1; 2), B7(3, 1, 3; 1, 3, 2; 1), B7(2, 1, 2; 1, 4, 2; 2),
B7(2, 5, 2; 2, 1, 1; 1), B7(2, 3, 1; 2, 3, 1; 2), B7(3, 2, 1; 2, 4, 1; 1).
15
k = 8
B8(1, 3, 3, 3; 1, 1, 1, 1), B8(2, 3, 3, 2; 1, 1, 1, 1), B8(3, 3, 3, 1; 1, 1, 1, 1), B8(1, 2, 4, 2; 1, 1, 1, 2),
B8(2, 2, 4, 1; 1, 1, 1, 2), B8(1, 2, 2, 4; 1, 1, 2, 1), B8(2, 2, 2, 3; 1, 1, 2, 1), B8(3, 2, 2, 2; 1, 1, 2, 1),
B8(4, 2, 2, 1; 1, 1, 2, 1), B8(1, 1, 3, 2; 1, 1, 2, 3), B8(2, 1, 3, 1; 1, 1, 2, 3), B8(2, 1, 2, 2; 1, 1, 3, 2),
B8(3, 1, 2, 1; 1, 1, 3, 2), B8(1, 4, 2, 2; 1, 2, 1, 1), B8(2, 4, 2, 1; 1, 2, 1, 1), B8(1, 2, 3, 1; 1, 2, 1, 3),
B8(2, 2, 1, 2; 1, 2, 3, 1), B8(3, 2, 1, 1; 1, 2, 3, 1), B8(2, 1, 1, 1; 1, 2, 4, 2), B8(1, 3, 2, 1; 1, 3, 1, 2),
B8(2, 3, 1, 1; 1, 3, 2, 1), B8(2, 2, 3, 2; 2, 1, 1, 1), B8(3, 1, 2, 3; 2, 1, 1, 1), B8(3, 2, 2, 2; 2, 1, 1, 1),
B8(3, 3, 2, 1; 2, 1, 1, 1), B8(4, 2, 1, 2; 2, 1, 1, 1), B8(2, 2, 3, 1; 2, 1, 1, 2), B8(3, 1, 1, 3; 2, 1, 1, 2),
B8(2, 1, 2, 3; 2, 1, 2, 1), B8(4, 2, 1, 1; 2, 1, 2, 1), B8(2, 1, 2, 2; 2, 1, 2, 2), B8(3, 1, 1, 2; 2, 1, 2, 2),
B8(3, 1, 1, 1; 2, 1, 3, 2), B8(2, 3, 2, 1; 2, 2, 1, 1), B8(4, 1, 1, 2; 2, 2, 1, 1), B8(3, 1, 1, 2; 2, 2, 2, 1),
B8(3, 2, 1, 1; 2, 2, 2, 1), B8(3, 3, 1, 1; 3, 1, 1, 1), B8(3, 2, 1, 1; 3, 2, 1, 1).
39
k = 9
B9(1, 2, 3, 3; 1, 1, 1, 1; 1), B9(2, 1, 2, 4; 1, 1, 1, 1; 1), B9(2, 2, 2, 3; 1, 1, 1, 1; 1), B9(2, 3, 2, 2; 1, 1, 1, 1; 1),
B9(2, 4, 2, 1; 1, 1, 1, 1; 1), B9(3, 2, 1, 3; 1, 1, 1, 1; 1), B9(1, 1, 3, 3; 1, 1, 1, 1; 2), B9(2, 3, 1, 2; 1, 1, 1, 1; 2),
B9(1, 2, 3, 2; 1, 1, 1, 2; 1), B9(2, 1, 1, 4; 1, 1, 1, 2; 1), B9(1, 1, 2, 3; 1, 1, 1, 2; 2), B9(1, 2, 2, 2; 1, 1, 1, 2; 2),
B9(1, 3, 2, 1; 1, 1, 1, 2; 2), B9(1, 2, 1, 2; 1, 1, 1, 2; 3), B9(1, 2, 3, 1; 1, 1, 1, 3; 1), B9(1, 1, 1, 3; 1, 1, 1, 3; 2),
B9(1, 1, 2, 4; 1, 1, 2, 1; 1), B9(3, 2, 1, 2; 1, 1, 2, 1; 1), B9(2, 3, 1, 1; 1, 1, 2, 1; 2), B9(1, 1, 2, 3; 1, 1, 2, 2; 1),
B9(2, 1, 1, 3; 1, 1, 2, 2; 1), B9(1, 2, 1, 1; 1, 1, 2, 2; 3), B9(3, 2, 1, 1; 1, 1, 3, 1; 1), B9(2, 1, 1, 2; 1, 1, 3, 2; 1),
B9(2, 1, 1, 1; 1, 1, 4, 2; 1), B9(1, 3, 2, 2; 1, 2, 1, 1; 1), B9(3, 1, 1, 3; 1, 2, 1, 1; 1), B9(1, 2, 2, 2; 1, 2, 1, 1; 2),
B9(2, 2, 1, 2; 1, 2, 1, 1; 2), B9(1, 3, 2, 1; 1, 2, 1, 2; 1), B9(2, 1, 1, 3; 1, 2, 2, 1; 1), B9(2, 2, 1, 2; 1, 2, 2, 1; 1),
B9(2, 3, 1, 1; 1, 2, 2, 1; 1), B9(2, 1, 1, 2; 1, 3, 1, 1; 2), B9(2, 4, 1, 1; 2, 1, 1, 1; 1), B9(2, 3, 1, 1; 2, 2, 1, 1; 1).
36
k = 10
B10(1, 1, 2, 3, 2; 1, 1, 1, 1, 1), B10(1, 2, 1, 2, 3; 1, 1, 1, 1, 1), B10(1, 2, 2, 2, 2; 1, 1, 1, 1, 1), B10(1, 2, 3, 2, 1; 1, 1, 1, 1, 1),
B10(1, 3, 2, 1, 2; 1, 1, 1, 1, 1), B10(2, 1, 2, 3, 1; 1, 1, 1, 1, 1), B10(2, 2, 1, 2, 2; 1, 1, 1, 1, 1), B10(2, 2, 2, 2, 1; 1, 1, 1, 1, 1),
B10(2, 3, 2, 1, 1; 1, 1, 1, 1, 1), B10(3, 2, 1, 2, 1; 1, 1, 1, 1, 1), B10(1, 1, 1, 3, 2; 1, 1, 1, 1, 2), B10(1, 2, 3, 1, 1; 1, 1, 1, 1, 2),
B10(2, 1, 1, 3, 1; 1, 1, 1, 1, 2), B10(1, 1, 2, 3, 1; 1, 1, 1, 2, 1), B10(1, 2, 1, 1, 3; 1, 1, 1, 2, 1), B10(2, 2, 1, 1, 2; 1, 1, 1, 2, 1),
B10(3, 2, 1, 1, 1; 1, 1, 1, 2, 1), B10(1, 1, 1, 2, 2; 1, 1, 1, 2, 2), B10(1, 1, 2, 2, 1; 1, 1, 1, 2, 2), B10(2, 1, 1, 2, 1; 1, 1, 1, 2, 2),
B10(1, 1, 2, 1, 1; 1, 1, 1, 2, 3), B10(2, 1, 1, 1, 1; 1, 1, 1, 3, 2), B10(1, 3, 2, 1, 1; 1, 1, 2, 1, 1), B10(2, 1, 1, 2, 2; 1, 1, 2, 1, 1),
B10(3, 1, 1, 2, 1; 1, 1, 2, 1, 1), B10(1, 2, 1, 1, 2; 1, 1, 2, 2, 1), B10(2, 1, 1, 2, 1; 1, 1, 2, 2, 1), B10(2, 2, 1, 1, 1; 1, 1, 2, 2, 1),
B10(1, 2, 1, 1, 1; 1, 1, 3, 2, 1), B10(1, 3, 1, 1, 2; 1, 2, 1, 1, 1), B10(2, 3, 1, 1, 1; 1, 2, 1, 1, 1), B10(1, 2, 2, 1, 1; 1, 2, 1, 1, 2),
B10(1, 2, 2, 1, 1; 1, 2, 2, 1, 1), B10(2, 2, 1, 1, 1; 1, 2, 2, 1, 1), B10(2, 1, 1, 1, 1; 1, 2, 3, 1, 1), B10(2, 1, 1, 2, 2; 2, 1, 1, 1, 1),
B10(2, 1, 2, 2, 1; 2, 1, 1, 1, 1), B10(2, 2, 2, 1, 1; 2, 1, 1, 1, 1), B10(3, 1, 1, 1, 2; 2, 1, 1, 1, 1), B10(3, 2, 1, 1, 1; 2, 1, 1, 1, 1),
B10(2, 1, 1, 2, 1; 2, 1, 1, 1, 2), B10(3, 1, 1, 1, 1; 2, 1, 2, 1, 1), B10(2, 2, 1, 1, 1; 2, 2, 1, 1, 1).
43
k = 11
B11(1, 1, 1, 2, 3; 1, 1, 1, 1, 1; 1), B11(1, 1, 2, 2, 2; 1, 1, 1, 1, 1; 1); B11(1, 1, 3, 2, 1; 1, 1, 1, 1, 1; 1),
B11(1, 2, 2, 1, 2; 1, 1, 1, 1, 1; 1), B11(2, 1, 1, 1, 3; 1, 1, 1, 1, 1; 1), B11(2, 2, 1, 1, 2; 1, 1, 1, 1, 1; 1),
B11(2, 3, 1, 1, 1; 1, 1, 1, 1, 1; 1), B11(1, 1, 2, 1, 2; 1, 1, 1, 1, 1; 2), B11(1, 1, 1, 2, 2; 1, 1, 1, 1, 2; 1),
B11(1, 1, 2, 2, 1; 1, 1, 1, 1, 2; 1), B11(1, 2, 2, 1, 1; 1, 1, 1, 1, 2; 1), B11(1, 1, 1, 1, 2; 1, 1, 1, 1, 2; 2),
B11(1, 2, 1, 1, 1; 1, 1, 1, 1, 2; 2), B11(1, 1, 1, 2, 1; 1, 1, 1, 1, 3; 1), B11(1, 2, 2, 1, 1; 1, 1, 2, 1, 1; 1),
B11(2, 1, 1, 1, 2; 1, 1, 2, 1, 1; 1), B11(2, 2, 1, 1, 1; 1, 1, 2, 1, 1; 1), B11(1, 1, 2, 1, 1; 1, 1, 2, 1, 1; 2),
B11(2, 1, 1, 1, 1; 1, 1, 3, 1, 1; 1), B11(1, 2, 1, 1, 2; 1, 2, 1, 1, 1; 1).
20
k = 12
B12(1, 1, 1, 1, 2, 2; 1, 1, 1, 1, 1, 1), B12(1, 1, 1, 2, 2, 1; 1, 1, 1, 1, 1, 1), B12(1, 1, 2, 2, 1, 1; 1, 1, 1, 1, 1, 1),
B12(1, 2, 1, 1, 1, 2; 1, 1, 1, 1, 1, 1), B12(1, 2, 2, 1, 1, 1; 1, 1, 1, 1, 1, 1), B12(2, 1, 1, 1, 2, 1; 1, 1, 1, 1, 1, 1),
B12(2, 2, 1, 1, 1, 1; 1, 1, 1, 1, 1, 1), B12(1, 1, 1, 2, 1, 1; 1, 1, 1, 1, 1, 2), B12(1, 1, 1, 1, 2, 1; 1, 1, 1, 1, 2, 1),
B12(2, 1, 1, 1, 1, 1; 1, 1, 1, 2, 1, 1), B12(1, 2, 1, 1, 1, 1; 1, 1, 2, 1, 1, 1), B12(2, 1, 1, 1, 1, 1; 2, 1, 1, 1, 1, 1).
12
k = 13 B13(1, 1, 1, 1, 1, 2; 1, 1, 1, 1, 1, 1; 1), B13(1, 1, 2, 1, 1, 1; 1, 1, 1, 1, 1, 1; 1). 2
k = 14 B14(1, 1, 1, 1, 1, 1, 1; 1, 1, 1, 1, 1, 1, 1). 1
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Proof. Let G ∈ B00
k
(n) and n ≥ 15. Then λ3(G) = λ4(G) = 0. First we assume that
4 ≤ k ≤ 9. Since G ∈ Bk(n) \ B−k (n), G has an induced subgraphs Γ′ ∈ Bk(15) \ B−k (15)
by Corollary 4.1. Thus λ3(Γ
′) ≥ 0. Furthermore, we have λ3(Γ′) = 0 since otherwise
0 < λ3(Γ
′) ≤ λ3(G). Additionally, λ4(Γ′) ≤ λ4(G) = 0. Hence Γ′ ∈ B0k(15) ∪ B00k (15),
which contradicts Lemma 4.9. Next we assume that 10 ≤ k ≤ 14. By deleting n − 15
vertices from G, we may obtain an induced subgraph Γ ∈ Bk(15). By Lemma 4.11, we
have λ3(Γ) ≥ 0, and then λ3(Γ) = 0 by the arguments above. In addition, λ4(Γ) ≤ λ4(G) =
0, which also contradicts Lemma 4.9. 
By Lemma 4.12, we know that, for any reduced X-complete graph G ∈ CGs(n) (2 ≤
s ≤ n − 3), there exists 4 ≤ k ≤ 14 and n ≤ 14 such that G ∈ B00
k
(n). Let
D∗ = {G = Bk(n1, n2, . . . , nk) ∈ B00k (n) | 4 ≤ k ≤ 14 and n ≤ 14}.
Thus G ∈ CGs(n) (2 ≤ s ≤ n − 3) is a reduced X-complete graph if and only if G ∈ D∗.
Remark 3. Clearly,D = ∪4≤k≤14,n≤14Bk(n) contains finitely many graphs. By using com-
puter, we can exhaust all the graphs of D, and so can find out the graphs in D∗. In fact,
there are 175 reduced X-complete graphs for s = 2 which are listed in Tab. 1, there are no
graphs inD∗ for 3 ≤ s ≤ n − 3.
Summarizing Theorem 4.1, Lemmas 4.2, 4.3, 4.4, 4.5 and 4.12, we now give a com-
plete characterization of the graphs in Gs(n) for 2 ≤ s ≤ n − 3.
Theorem 4.2. Let G be a graph of order n ≥ 6. Then
(1) If G is disconnected, then G ∈ Gs(n) if and only if G  H + K1 or Kt1 ,t2,...,tp + Kr1 ,r2,...,rq ,
where H ∈ Gs−1(n−1) and [(t1−1)+(t2−1)+· · ·+(tp−1)]+[(r1−1)+(r2−1)+· · ·+(rq−1)] = s
for any integer 2 ≤ s ≤ n − 3;
(2) If G is connected, then G ∈ G2(n) if and only if G ∈ G2
1
(n) ∪G2
2
(n) ∪G2
3
(n) or G ∈ D∗,
and G ∈ Gs(n) if and only if G ∈ Gs
1
(n) ∪ Gs
2
(n) ∪ Gs
3
(n) for 3 ≤ s ≤ n − 3.
Remark 4. Recall that G(n) is the set of all graphs on n vertices with p(G) = 2, and
G(n) = ⋃n−3s=0 Gs(n). The graphs in G(n) are completely characterized by Theorem 2.3,
Theorem 3.1 and Theorem 4.2.
5 The set of G(n) for n = 3, 4, 5, 6
At the end of this paper, by using Theorem 2.3, Theorem 3.1 and Theorem 4.2, we give
the set of G(n) for n = 3, 4, 5, 6. Clearly, G(3) = G0(3) = ∅. And all graphs of G(n) for
n = 4, 5, 6 are listed in Tab. 2.
LetG be a graph of order nwith η(G) = n−3, then p(G) = 1 or p(G) = 2. Assume that
p(G) = 2. By Theorem 4.2, we obtained that G  Kt1 ,t2 ,...,tp + Kr1 ,r2,...,rq or G is constructed
by a graph of Gn−4(n − 1). Since G3(6) = ∅ by Tab. 2, we have G4(7) = ∅. Repeating
this process, we obtained that Gn−4(n − 1) = ∅. Hence G  Kt1 ,t2,...,tp + Kr1,r2,...,rq, and so
(t1 − 1) + · · · + (tp − 1) + (r1 − 1) + · · · + (rq − 1) = n − p − q = n − 3, which implies that
p = 1 or q = 1, a contradiction. Hence p(G) = 1, so G  Kn1 ,n2,n3 ∪ rK1 by Theorem 2.2,
where n1 + n2 + n3 + r = n. This is also a main result of [1].
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Tab. 2: All graphs of G(n) for n = 4, 5, 6.
n G0(n) G1(n) G2(n) G3(n)
n = 4 B3(2; 1; 1), B4(1, 1; 1, 1), 2K2. no graph no graph no graph
n = 5
B3(2; 1; 2), B3(2; 2; 1), B3(3; 1; 1),
B4(1, 2; 1, 1), B4(2, 1; 1, 1),
B5(1, 1; 1, 1; 1), K3 + K2
H1, H2, H3, H4, H5 ∈ G11(5)
H6, H7 ∈ G12(5)
H8 ∈ G13(5),
2K2 + K1, K2 + P3.
no graph no graph
n = 6
B3(4; 1; 1), B3(3; 2; 1), B3(3; 1; 2),
B3(2; 1; 3), B3(2; 2; 2),
B4(3, 1; 1, 1), B4(1, 3; 1, 1), B4(2, 2; 1, 1),
B4(2, 1; 2, 1), B4(2, 1; 1, 2), B4(1, 2; 1, 2),
B5(2, 1; 1, 1; 1), B5(1, 2; 1, 1; 1),
B5(1, 1; 1, 1; 2),
B6(1, 1, 1; 1, 1, 1), K4 + K2, 2K3.
H9, H10, H11, H12, H13,
H14, H15, H16, H17, H18,
H19, H20, H21, H22, H23,
H24, H25, H26, H27 ∈ G11(6)
H28, H29 ∈ G12(6)
H30, H31, H32, H33, H34
H35 ∈ G13(6),
H + K1 (H ∈ G0(5)),
K3 + K1,2, K2 + K1,1,2 .
H36, H37, H38, H39, H40,
H41, H42, H43, H44, H45,
H46, H47, H48, H49, H50,
H51, H52, H53 ∈ G21(6)
H54, H55, H56 ∈ G22(6)
H57, H58, H59 ∈ G23(6)
H + K1 (H ∈ G1(5)),
K2 + K2,2, 2K1,2 .
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Fig. 4: The graphs H1–H8.
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Fig. 5: The graphs H9–H35.
14
r r
r r
r r r
r r
r r
rr
r
r
r r
r r rr r
r
r
H36 H37 H38 H39
u
v
u
v
u
v
u
v r
rr
r rr
r
r
r rr ru u
v r r
r r
r
r rrr
r r
r
u
v
u
v
r r
r r
r
r r rr
r r
✓✓r rr
r rr r rr
r rr r rr
r rr r
u
v
u
v
u v
u
v
u v r r
r rr r
r r
r rr r
r r
r rr r
u
v
u
v
u v
r r
r r
r
r r rr r
r
✓✓
r r r
r rr r
r r
r rr r
r r
r rr ru v
u
v
u
v
w
v
w
u
v
w
u
r r
r r
r r r r
r r
r r r r
r r
r
ru v
xy
u v
xy
u v
xy
v
H40 H41 H42 H43
H44 H45 H46 H47 H48 H49 H50 H51
H52 H53 H54 H55 H56 H57 H58 H59
Fig. 6: The graphs H36–H58.
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