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ABSTRACT 
We consider the problem of generating a Lie algebra 3 from a pair of its 
elements when Y is a compact real form of any classical simple Lie algebra of 
matrices. Assuming that one of the elements in that pair is a permutation-irreducible 
matrix, we describe the other element in terms of the first one. 
1. INTRODUCTION 
It is well known that on every finite dimensional semisimple Lie algebra 
over C there exists a pair of generators [4]. In 1976, Ionescu [3] showed that 
given any element A in a simple Lie algebra 9 over C or W, there always 
exists an element B such that A and B generate Z’ (write { A, B} L,A, = 2). 
However, Ionescu’s methods do not show the structure of B in terms of the 
given A, as we have already pointed out in [l]. More recently, Gauthier and 
Bomard [2] proved that when dp = sl( n, R) and B is strongly regular, then a 
necessary and sufficient condition for 2 to be generated by A and B is that 
A is a permutation-irreducible matrix. In our paper [5] we not only improve 
this result by replacing the strong regularity of B with weaker conditions 
depending on the other generator A, but also present a generalization for all 
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the normal real forms of the classical complex simple Lie algebras g of type 
.J&‘,,, gn, %‘,,, or 9,,. This paper also extends some of the results in [5] to the 
compact real forms of g. 
One of the main concepts introduced in [3] is that of a generating set for 
a system of roots. Here we associate to a permutation-irreducible matrix a 
special generating set, namely a set of consecutive roots that behaves in some 
sense like the set of fundamental roots. Properties of consecutive roots are 
described in Section 3. The main result appears in Section 4. We assume that 
A is permutation-irreducible and find B, nicely described in terms of A, such 
that { A, B } L,A, = Y. 
At a first glance, it may appear that our condition on A is very restrictive 
compared with the methods in [3], where A is taken to be any element in 9’. 
However, since every element in a compact Lie algebra over [w can be 
embedded in a Cartan subalgebra of its complexification g, if one wants to 
find pairs of generators, it can always be assumed, without loss of generality, 
that one of these elements is diagonal. But this forces the other element to be 
permutation-irreducible. Otherwise they would not generate 9. 
We conclude with a remark concerning the application of our results to 
controllability of some bilinear systems. 
2. PRELIMINARIES 
Throughout this paper .Y denotes a compact real form of any classical Lie 
algebra g over C, %’ a Cartan subalgebra of g, + the set of nonzero roots of 
g (with respect to GF), and A the set of fundamental roots. Since dim g < x, 
we can assume that both g and 9 are Lie algebras of matrices. Cartan 
subalgebras of g are isomorphic, so we can consider, without any loss of 
generality, that all the matrices in X are diagonal. Now, let 
be a Weyl basis of g (corresponding to X) with structure constants 
[E,, Em,] = H,, 
[K E,] = a(H)E, VHE.iP, 
if cr+p@@, 
if a+PE@, 
(1) 
where N, p = - N_ L1, _ p are constants. 
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It is well known that g contains a unique (up to isomorphism) compact 
real form 2’ which can be described in terms of the Weyl basis by 
where X, = E, - E_, and Y, = i(E, + E_,). [C,,,R(iH,) = iZR is a Car- 
tan subalgebra of 9.1 
It is immediate from (1) that V’a E +, VH E 2, 
[W X,] = a( H)Y,, 
[2&Y,] = - a(H)X,, 
LX,, Y,] = 2iH,, 
[x,9 xp] = %,X,+/3 - x, -pL,, (3) 
(A& = 0 if (Y + p 4 +.) 
We now assign to each cr E $I the graph of E,, which we have called in [5] 
an elementary root graph. We refer to Section 3 in [5] for more details, and in 
particular for a table of all the elementary root graphs. An ordered pair of 
nodes (i, j) is said to be admissible if there is an elementary root graph with 
an oriented edge joining i to j. We use the notation (i, j) for the unique root 
OL assigned to the admissible ordered pair (i, j). Two admissible pairs of 
nodes are equivalent if the same root is assigned to them. 
In this context, we say that two roots (pi = (i, j) and CQ = (k, 1) are 
consecutive if either (a) k = j or (b) (k, I) is equivalent to (j, m) for some m. 
Similarly, 1 roots (Y, = (i,, j,), s = 1,. . . , I, are consecutive if (Y, and (Y,+ i are 
consecutive Vs = 1,. . . , Z - 1. 
3. PROPERTIES OF CONSECUTIVE ROOTS 
In the following lemmas we prove some of the properties of consecutive 
roots that will be of particular interest in the next section. 
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LEMMA 1. Given 1 consecutive roots 
(i) Zf g is of type xZn or Vn, every partial sum 
is a root. 
(ii) Zf g is of type .@‘, or 9,, and the directed path joining i, to i,, 1 does 
not pass through the same node twice, then we can reorder the roots in the 
sequence aI,. . . , cx, in such a way that the roots in the new ordered sequence 
ai,, , . . , a j, are still consecutive and every partial sum IL:= 1a j,, s < 1, is a root. 
This lemma is a summary of the results in Lemma 2, Lemma 3, and 
Corollary 1 in [5]. 
LEMMA 2. The difference of two consecutive roots a, = (il, iz) and 
a2 = (iz, i3) of g is not a root except when ]i, - i,] = n and g of type %?,,. 
Proof. If g is of type JZ?,,, the statement is trivial because 
[Em,, E-a21 =[ Ei,iP’ E,,i,] = 0. 
Similarly, for the other cases we just have to compute [E,,, E-J and 
show that E,, and E _012 commute if and only if ~yi and (~a are consecutive, 
the only exception being the case ]i, - is] = n if g is of type 9”. To do this, it 
is convenient to use the explicit matrix representation for the root vectors E, 
which can be found in Wan [6, pp. 7-101. 
When g is of type %?“, it is enough to consider the following pairs ((~i. (~a) 
of consecutive roots: 
(xi + x,> - ‘/( - ‘l)> (xi + A,, - 2A,)> (2Aj, -xi - X,). 
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For instance, for the pair (Xi - A,,2A,) we have 
LE X,-&p -bAI. = - Ey,E,, ;] - [ E,fEi, :]1 [ 
i 
0 = 
- &,E,O 6kiE,, 0 * 1 
Then, if i + k then [EX,_XL, E_Bhk ] = 0, and if i = k then [E,,_Ak, E_,,J 
= - 2E_,,k. The exceptional case Ii, - i,( = n corresponds exactly to the 
situation oi = Xi - X,, (us = 2hi. We omit the rest of the proof, since it is just 
a matter of similar calculations. n 
LEMMA 3. Let g be of type V,, and 
a sequence of 1(1> 2) consecutive roots such that the directed path joining i I
to Gil does not pass through the same node twice. Then, we can reorder 
those roots in such a way that the roots in the new ordered sequence 
asI’ * *. 2 a,! are consecutive and Vk = 1,. . . , 1 - 1, C!= io, - aSktl is not a root. I 
Proof. We need to have in mind that under the assumptions of the 
lemma, the sum of consecutive roots is always a root. 
Clearly it is enough to prove our statement for the situation where there 
exists one j E { 1,2,. . . , 1 - l} such that C{= i(yi - aj+ i is a root. According to 
Lemma 2, this is equivalent to saying that Ii, - i j + 21 = n. Assuming that 
j = 1, we shall prove that the ordered sequence of roots 01(, aI_ i,. . . , as, aI, a2 
satisfies our requirements. 
First of all, (~a and ai are consecutive. In fact, since 0~~ - (us is a root (i.e. 
Ii, - i,l= n), we have that (i3,i4) is equivalent to (ik, il) for some i, 
satisfying Ii, - i,] = n. To complete the proof when j = 1 it is enough to 
observe that, since all the nodes i,, i,, . . . , i,, 1 are distinct and Ii, - i,l = n, 
there exists no m + 4 such that Ii, - i,,l = n. 
If j # 1, we just replace or by cxi + . . . + aj and use arguments similar to 
the previous ones. n 
128 F. SILVA LEITE 
4. PAIRS OF GENERATORS FOR COMPACT REAL FORMS 
According to the decomposition (2), every element A E 9 can be uniquely 
written as 
A= A,+ 1 e,X,+ c f,Y,, 
(1 E 6 a E +, 
(4) 
where A, E iXR, +,, Gc  6 e,, f, E R\(O). 
We define the root graph of A E 9’ as the union of the graphs of X,, 
a E #a = (P, u (p,. 
Since V’(Y E +, X, and Y, have the same graph, the root graph of A is just 
the graph of A - A,. Also note that in the present situation, the root graph of 
A is connected if and only if it is strongly connected, this being equivalent to 
saying that A is a permutation-irreducible matrix (A is P-irreducible). 
THEOREM 1. Zr’ A=A,+C,,,e,X,+~.,,,~f,Y~‘,E (A,E~~R> 
e,, f, E t!%\(O)) is P-irreducibk, then 
Proof. Since A is P-irreducible, so is A, = C,e+OX,. Then, the graph of 
A, is strongly connected. 
To each /3 E up we can assign an ordered pair of nodes (i,, i,, 1). Since the 
graph of A, is strongly connected, every pair of nodes, in particular (i,, i,, 1) 
can be joined by an oriented path which does not pass through the same 
node twice. Let i,, i, ,..., il+l be the consecutive nodes along that path. 
Clearly, there is a unique aj E +a corresponding to each ordered pair of 
nodes (ii, ii+ 1) and we have p=C:=l~j, (uj~+O Vj=l,...,Z. Using the 
properties of consecutive roots (Section 3), we have that if 1 > 2, there exists 
an ordered sequence of consecutive roots LY j,, . . . , (r jr, { jl, . . . , j, } = { 1,. . . , 1 ), 
such that 
P = i "j,' 
i=l 
where every partial sum xfzIaj,, s < I, is a root and Ci= 1aj, - Cllj., , is not a 
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root V’s < 1. Then, it follows from (3) that 
for some h,pGR. 
To complete the proof it is enough to analyze the situation when 
p = or + 0~s with or = (ir, is) E (p,, cxs = (is, is) E +O, and Ii, - i,l= n. Again 
from (3) can write 
Using the definition of Y, and properties of the constants Na,p, the last 
equality can be written as 
Now, from (6.1) and (6.2) we obtain 
and from (6.3) and (6.4’) we obtain 
yp = ya,+a,= %az([xqIya2] - [XnJcq]). (8) 
Then, from (5), (7) and (8) we can conclude that every element of 9’ can be 
written as a linear combination of X,, Y, and Lie brackets of these elements 
with (Y E c#+,. So, 9 is the smallest Lie algebra that contains {X,, Y,, a: E &,(I). 
W 
130 F. SILVA LEITE 
THEOREM 2. Let A = A, fE,,+reaX, +Eat+&Ya E 9, where A, E 
ixR, e,, f, E [w\(O), be P-irreducible. Then there exists j3 E i.ZR such that 
{A, B),.,.= 2. 
Proof. We use some ideas from the proof of [3, Theorem 4.11. First note 
that A can be written in the following form: 
where all the coefficients are nonzero and Gk U GS U Gt = &,, Gk n GS = (p, f~ G1 
=~~n+,=@. Suppose that QQ= {cur,...,~}, +$,= {cQ+~,...,~+~}, and 
+,={a k+s+l,“‘T ak+s+t }. Then, if we make e 
Zi, j = 1,2 ,..., t, we have A = A, +C,,,keaX,“kG”2 
if B = iC E izR and #c+~ = k + s + t = 1, we can 
A, j = 2,4,. . . ,21, and obtain 
ad2 B.A 
ad4 B-A 
1 : ad” B.A 1 
xi, 
Y 
%+I 
=M : , 
y,+. 
z, 
where M is shown in Table 1. 
Now, if we multiply the odd rows of M by - 1, we obtain a matrix whose 
determinant is given by 
l-I 
l<j<m<k+s+t 
Then M is invertible if and only if the numbers q,,(B), m = 1,. . . , 1, are 
nonzero and have distinct modulus. (Note that these numbers are pure 
imaginary numbers.) 
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Let B E iX’n be such that the matrix M in Table 1 is invertible. (Such 
elements always exist; in fact, the set of elements I3 E i%n such that the 
numbers q,,(B), m = 1,. . . , 1 are nonzero and distinct in modulus is an open 
and dense set in MR.) Then, 
and since 
[B, xa.j = %wya”27 nl = 1 >...a k, 
[ B,Yak+“*] = -ak+,JB)Xak,,,,> nz=1>...>s> 
and a,,(B)#O, m=l,..., k+s+t,wehavethat 
{Z r,...,Z,> X,>y,> ~+w#&,.= (A3)L.A: (9) 
To complete the proof we set Z = CL,=,Z,, and compute ad’“’ B. Z, 
m = l,..., t, to obtain 
I =N 
Y %+,+, 
where N is again an invertible matrix. From this and (9) it follows that 
and since A is P-irreducible, we can conclude from Theorem 1 that 
{A7 BI,...= 2. n 
To finish we consider elements in B of one of the following forms: 
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where all the coefficients are nonzero, A is the set of fundamental roots, and 
A,uA,=A with A,nAh,=O. We say that elements of this form are 
minimal in the sense that they are minimal P-irreducible, that is, if we 
suppress one of the components of A, it is no longer P-irreducible. 
The use of minimal elements A has an obvious advantage. It reduces the 
number of constraints when one wants to find B such that {A, B} L,A, = 9. 
REMARK. It is well known that a necessary and sufficient condition for a 
bilinear control system 
i(t) = (A + t&)x(t), UER, (10) 
evolving on a compact and connected Lie group G, to be globally control- 
lable is that A and B generate the Lie algebra of G. Since the Lie algebra of 
a classical compact and connected Lie group is a compact real form of one of 
the classical Lie algebras of type &“, .S?,,, Vn, or g”, our results also 
characterize a large class of globally controllable systems of the form (10). 
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