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Abstract
In an Information machine system’s dynamics gets affected by the attached information
reservoir. Second law of thermodynamics can be apparently violated for this case. In this
article we have derived second law for an information machine, when the system is connected
to multiple heat baths along with a work source and a single information reservoir. Here a
sequence of bits written on a tape is considered as an information reservoir. We find that
the bath entropy production during a time interval is restricted by the change of Shannon
entropy of the composite system (system + information reservoir) during that interval. We
have also given several examples where this law can be applicable and shown that our bound
is tighter.
Keywords: information processing, exact results, stochastic processes
1 Introduction
Second law is a fundamental law in thermodynamics and always valid on an average [1–3].
According to the law average entropy production is always positive. Recent development of
fluctuation theorems dictates that it is possible to find negative entropy production for an
individual event for any duration although their probabilities are exponentially small. However
validity of the second law was questioned by Maxwell even more than a century ago, when
he proposed a thought experiment involving an intelligent being known as Maxwell demon [4].
In this gedanken experiment only by knowing the velocity of gas particles confined in a box,
a demon can separate them into hotter (consists of faster molecules) and colder (consists of
slower molecules) part without doing any work. Half a century later, Szilard proposed another
thought experiment [5] where he showed that it is always possible to extract heat from single
heat bath and perform useful work cyclically when a gas molecule, confined in a box, is treated
by a certain protocol which involves measurement of the state of the system.
To understand these puzzles, the last century has witnessed several wonderful research works
establishing the connection between information theory and thermodynamics. [6–16]. In fact
one needs to take into account the cost of information during the process and above all, the
process would be completed only when the information contained in the memory register of the
demon will be erased. Now, according to Landauer [6], one need to do at least kBT ln 2 work
∗email: shubhashis.rana@gmail.com
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to erase one bit of information (kB represents Boltzmann constant). Hence the second law is
saved when one takes into account the effect of information.
There are mainly two cases in the framework of information processing when the second
law is apparently violated [13, 14]. In the first one, measurement is performed and depending
on the measurement outcome, the protocol is altered. In another approach, the information
contained in an information reservoir is changed when it is allowed to interact sequentially with
the system [11,17,18]. A sequence of bits written on a tape can be considered as an information
reservoir. Recently the second type of approach draws many attention and second law has been
derived consequently [17,19–22]. The performance of autonomous information machine has been
explained just taking bath entropy production restricted by the configuration entropy change of
the tape [11–13, 17, 18]. However the inequality should contain the correlation between demon
and tape which makes the inequality stronger [17]. In [19,20] it is shown that the work done is
bounded by the change in Kolmogorov-Sinai dynamical entropy rate of the tape when system is
connected to a heat bath, a work source and an information reservoir(tape). Here, the derivation
is done by taking into account the correlations within the input string and those in the output
string generated during its evolution connecting with the demon. Note that, this bound is
stronger when input is uncorrelated or the system(ratchet or demon) is memoryless (i.e., it has
no internal states), compared to the earlier version [11–13] where statistical correction between
the bits are neglected and work is bounded by the marginal configuration Shannon entropy of
the individual bits. Although the result is generally valid even when input is correlated and the
ratchet has memory there is some concern as discussed in [22]. Besides the second law is derived
in [22] exactly in a straight forward way by simply adding the inequalities for each individual
cycles. When a system is connected to a heat bath, a work source and an information reservoir,
the corresponding second law for single cycle is given by
βW ≤ H(Πτ )−H(Π0). (1)
Here H represents the Shannon entropy of the joint system consisting of interacting bit and
system. If that joint distribution at any time t is given by Πt then corresponding Shannon
entropy is denoted by H(Πt) = −
∑
Πt lnΠt where the sum is done over all possible states. The
above equation dictates that the average extracted workW during the time interval 0 ≤ t < τ is
restricted by the change of Shannon entropy of the joint system during that interval. Motivated
by this, we would like to study an information machine which is connected to multiple baths. We
have obtained corresponding second law which is exact and most general as well as the bound
is more compact. The derivation here is done by scrutinizing how an autonomous information
machine processed a tape sequentially during its operation. Moreover the obtained inequality
reduced to the earlier results in spacial cases. The organization of the paper is as follows. First
we describe the model and derive our result. Then we compare the result with the earlier
studies. After that we give several examples where this law can be applicable. Finally taking a
simple model, we numerically showed that our bound is stronger.
2 The Model
The model consists of a demon(system) which is attached with an information reservoir and a
work source. A tape, where the information is written as discrete symbols, acts as an information
reservoir. The input tape is formed by a sequence of symbols x1,x2,x3,...,xN which is taken from
a finite set χ (for binary symbols χ = (0, 1)). Each symbol interacts one by one sequentially
with the demon. As a result, the demon state is going through internal states s1, s2, s3, ..., sN
which is taken from a finite set S. On the other hand, after interaction, the outgoing tape
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consists of another sequence of symbols y1,y2,y3,...,yN which are elements of same set χ. Note
that there are no intrinsic transitions in the tape. Only during its interaction with the demon
the tape state may change. The total entropy of the incoming tape is given by
H(XN ) = −
∑
xN∈χ
P (xN ) lnP (xN ). (2)
Here, P (xN ) = P (x1, x2, x3, ..., xN ) is the probability distribution of that sequence of the input.
Now, If the input sequence is correlated then
H(XN ) = −
∑
xN∈χ
P (xN ) lnP (xN )
= −
∑
xN∈χ
P (xN ) ln
[
P (xN |x
N−1)......P (x3|x2, x1)P (x2|x1)P (x1)
]
= −
∑
xN∈χ
P (xN ) lnP (xN |x
N−1)− ..... −
∑
xN∈χ
P (xN ) lnP (x3|x2, x1)
−
∑
xN∈χ
P (xN ) lnP (x2|x1)−
∑
xN∈χ
P (xN ) lnP (x1)
= −
∑
xN
P (xN ) lnP (xN |x
N−1)− ..... −
∑
x3,x2,x1
P (x3, x2, x1) lnP (x3|x2, x1)
−
∑
x2,x1
P (x2, x1) lnP (x2|x1)−
∑
x1
P (x1) lnP (x1)
=
N∑
n=1
H(Xn|X
n−1). (3)
Where H(Xn|X
n−1) = −
∑
xn P (x
n) lnP (xn|x
n−1). Similarly if P (yN ) = P (y1, y2, y3, ..., yN )
represents the probability distribution of the output sequence of the tape, then its entropy is
given by
H(Y N ) = −
∑
yN∈χ
P (yN ) lnP (yN ) =
N∑
n=1
H(Yn|Y
n−1). (4)
The demon can interact with the nearest symbol of the tape at a time. Now if the tape
moves with constant speed v then each symbol gets τ time to interact, after that the next
symbol arrives. During that time, the joint state of demon and tape evolves with time. As an
example, in nth interaction interval in between time (n − 1)τ ≤ t < nτ , the input joint state
(xn, sn) evolves and finally reaches to (yn, sn+1). In the beginning of the next cycle, the demon
state does not change but the tape is advanced by one unit. As a result the next cycle starts
from the joint state (xn+1, sn+1). After time τ , the state (xn+1, sn+1) evolves to (yn+1, sn+2)
and this process continues until the tape passes completely.
Note that there is two types of dynamics. One is discrete and only deals with the input and
output states ( (x1, s1)→ (y1, s2); (x2, s2)→ (y2, s3); .... ). Another one is continuous and deals
how a output state is evolved from the input state during the time interval τ . Consider the states
of the composite system of demon and interacting tape are taken form a product set (χ × S)
that contains M + 1 elements which are denoted by (σ0, σ1, ....., σM ). Now at the starting of n
th
cycle the input state is related to the joint state by (xn, sn) ≡ σ
(n−1)τ . Note that the superscript
only denotes the time at which the state appears. The state σ(n−1)τ then evolves according to
the dynamics and finally at nτ− it reaches to another element, say σnτ
−
≡ (yn, sn+1). At time
nτ the tape is forwarded by one unit and the bit state is changed. As a result, the next cycle
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Figure 1: Schematic diagram to describe the joint states of demon and information reservoir.
The energy difference between the states σi and σi−1 is denoted by Ei and when transition occurs
between these states, energy is exchanged only with the bath having inverse temperature βi,
starts from (xn+1, sn+1) ≡ σ
nτ which is again an element of that set and the process continues.
It can be mentioned that if the output and next input symbol (bit for binary sequence) is same
then the actual state does not change at the time of this switching, if not, then it starts from
another element of σ. Next we will describe the dynamics and the evolution of the joint system
in a particular interval in detail.
3 Derivation of Second Law in presence of multiple baths
The energy difference between the states σ0 and σ1 is E1 (fig.1). Similarly for σ1 and σ2 it is E2
and so on. Note that, we have taken σ0 as ground state and corresponding energy is taken as
0. Each of these consecutive states can exchange energy with only one bath and transition can
only happen between the consecutive states. As an example, transition between σ0 and σ1 can
only happen by exchanging heat from a bath with inverse temperature β1. Hence corresponding
transition rates satisfy the required detailed balance [23]
Rσ0→σ1
Rσ1→σ0
= exp−β1E1 . (5)
Similarly for σ1 and σ2 the transition can happen when heat is exchanged from the bath with
inverse temperature β2 and corresponding transition rates satisfy detailed balance
Rσ1→σ2
Rσ2→σ1
= exp−β2E2 , (6)
and so on. Note that according to the construction of the model there is no other transition
possible from or to σ1. Moreover, the network of all the states form a linear chain and only
back and forth excursions (transitions) along the chain is possible.
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During any time interval τ , the probability distribution of joint states of demon and bits
Πt(σ) evolves according to the master equation
dΠt(σ)
dt
= RΠt(σ), (7)
whereR denotes the transition rate matrix whose elements areRσi→σj . At τ →∞ the composite
system eventually reaches to the steady state where the probability distribution does not alter
with time and can be determined easily taking RΠs(σ) = 0. Now according to the construction
of the model, those steady state probability distributions of two successive levels are related by
Πs(σ1) = exp
−β1E1 Πs(σ0),
Πs(σ2) = exp
−β2E2 Πs(σ1),
Πs(σ3) = exp
−β3E3 Πs(σ2),
and so on. Therefore the steady state distribution for any state (σi) can be written as
Πs(σi) = exp
−βiEi Πs(σi−1)
= exp−(βiEi+.....+β2E2+β1E1)Πs(σ0)
=
e−
∑i
j=1 βjEj
Z
. (8)
Where in the last line, we have used the normalization condition and Z = 1+
∑M
i=1 e
−
∑i
j=1 βjEj .
It is well known that as time passes, Πt (the probability density at any time t) will approach
monotonically towards Πs and their distance will reduce (Here for notational simplicity we have
taken 0 ≤ t < τ . However it will be true for any interval (n − 1)τ ≤ t < nτ). Hence one can
write [24]
D(Πτ ||Πs) ≤ D(Π0||Πs). (9)
Here the Kullback-Leibler divergence is defined as D(Πt1 ||Πt2) =
∑M
i=0Πt1(σi) ln
Πt1 (σi)
Πt2 (σi)
. We
can easily expand the above inequality and rewrite it to the form:
M∑
i=0
[Πτ (σi)−Π0(σi)] ln
1
Πs(σi)
≤ H(Πτ )−H(Π0), (10)
where H represents Shannon entropy which have been already defined earlier. Therefore the
right hand side represents change of Shannon entropy during the evolution. Again we have
ln
1
Πs(σi)
= lnZ +
i∑
j=1
βjEj. (11)
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Then left hand side of eq.10 becomes
M∑
i=0
[Πτ (σi)−Π0(σi)] ln
1
Πs(σi)
=
M∑
i=1
[Πτ (σi)−Π0(σi)]
i∑
j=1
βjEj
=
M∑
i=1
[Πτ (σi)−Π0(σi)]β1E1 +
M∑
i=2
[Πτ (σi)−Π0(σi)]β2E2
+.....+
M∑
i=j
[Πτ (σi)−Π0(σi)]βjEj + ....+ [Πτ (σM )−Π0(σM )]βMEM
. (12)
Note that
∑M
i=j [Πτ (σi)−Π0(σi)] represents the net change of probability of all the states above
(σj) including (σj) during the time of operation 0 ≤ t < τ . As all the allowed transitions form a
linear chain, these net probability change can only happen if same amount of transitions occurs
from (σj−1) state to (σj). Now for each of these transitions Ej amount of heat will be absorbed
from the bath βj . Hence the average amount of heat that is absorbed from this bath along the
evolution during time τ can be written as
qj =
M∑
i=j
[Πτ (σi)−Π0(σi)]Ej . (13)
Therefore one can rewrite eq.10 as
β1q1 + β2q2 + .....+ βM qM ≤ H(Πτ )−H(Π0). (14)
This is the second law for each individual cycle. The left side of the equation is related to
the bath entropy production while the right side represents entropy change of the joint system.
Now if the system is connected with a single bath and all the transitions are happening by
exchanging energy with this bath, then β1 = β2 = ... = βM = β and the above equation will
simply reduce to
βq ≤ H(Πτ )−H(Π0). (15)
where q represents total heat absorbed from the bath. In [22] it is assumed that each energy
level is associated to a work source, as a result, the amount of heat absorbed in each transition
from the single bath is equal to same amount of work extraction. Then the above result will
be reduced to Eq.1 as obtained in [22]. Note that in [22] transition between any two states is
allowed. However in our model, we have restricted it to accommodate multiple baths which
act simultaneously on the system. To understand the applicability of our model, we consider
different examples in next section. But before going there, we will try to relate the right hand
side of eq.14 with the entropy change of the tape for completeness of the paper. A detailed
comparison had been provided in [22]. Taking the notation of discrete process for nth cycle,
eq.14 can be written as
β1q1(n) + β2q2(n) + .....+ βMqM (n) ≤ H(Yn, Sn+1)−H(Xn, Sn). (16)
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Here qi(n) represents heat absorbed from the i
th bath in nth cycle. Now for N cycles, the above
inequality becomes
N∑
n=1
[β1q1(n) + β2q2(n) + ..... + βM qM(n)]
≤
N∑
n=1
[H(Yn, Sn+1)−H(Xn, Sn)]
=
N∑
n=1
[H(Yn|Sn+1)−H(Xn|Sn)] +
N∑
n=1
[H(Sn+1)−H(Sn))]
=
N∑
n=1
[H(Yn|Sn+1)−H(Xn|Sn)] +H(SN+1)−H(S1))
≈
N∑
n=1
[H(Yn|Sn+1)−H(Xn|Sn)]. (17)
In the last line, it is assumed that N is very large compared to the total number of joint states
(N ≫M). As a result, the contribution of the system (demon) entropy (which will be order of
lnM) becomes negligible compared to the other terms. Note that, the right hand side of the
above equation is not equal to the entropy change of the tape which is given by
H(Y N )−H(XN ) =
N∑
n=1
[H(Yn|Y
n−1)−H(Xn|X
n−1)]. (18)
Hence our result differs from the earlier result [19,20], where the entropy production rate of the
bath is restricted by the change of these Shannon entropy rate (which includes all the correlation
present in a stream of bits) between input tape and the processed output tape. Although the
correlation in the output tape may implicitly contain the information how it is processed, the
inequality in [19, 20] had been derived ignoring the detailed methodology for the generation of
the output bits. This concern has been pointed out in [22] and consequently the second law has
been derived. Moreover, it is shown that the obtained inequality is tight and can be approached
arbitrary close towards equality [22].
Note that, in [11–13, 17, 18] the performance of the autonomous information machine had
been described only taking the configuration entropy change of the tape; ignoring the correlation
among the bits or the possible correlation between the output tape and the demon that might
be generated during the operation. Now, it is generally assumed that the input sequence of the
tape is not correlated with the demon state i.e, P (xn|sn) = P (xn) then the right hand side of
eq.(17) becomes
N∑
n=1
[H(Yn|Sn+1)−H(Xn|Sn)] =
N∑
n=1
[H(Yn|Sn+1)−H(Xn)]. (19)
For simplicity we take uncorrelated input sequence and try to find out the differences between
our result with that of [11–13,17,18].
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3.1 uncorrelated input sequence
If the input sequence does not have any correlation, then P (xN ) = P (xN ).....P (x3)P (x2)P (x1)
and the total entropy of the input tape now becomes
H(xN ) =
N∑
n=1
H(Xn) = NH(X). (20)
where H(Xn) = −
∑
xn
P (xn) lnP (xn). In the last step, it is assumed that the individual
probability of each element in a particular position of the sequence (say nth) is independent of
its position. Again, eq.(17) can be rewritten in the form:
N∑
n=1
[β1q1(n) + β2q2(n) + .....+ βM qM(n)]
≤
N∑
n=1
[H(Yn|Sn+1)−H(Xn|Sn)] +H(SN+1)−H(S1))
=
N∑
n=1
[H(Yn)−H(Xn)]−
N∑
n=1
I(Sn+1, Yn) +H(SN+1)−H(S1)). (21)
In last line it is again assumed that the input sequence is uncorrelated with the demon states.
I(Sn+1, Yn) represents the correlation between Sn+1 and Yn and is given by
I(Sn+1, Yn) =
∑
sn+1
∑
yn
P (sn+1, yn) ln
(
P (sn+1, yn)
P (sn+1)P (yn)
)
. (22)
Note that, I(Sn+1, Yn) is always positive. Neglecting the contribution of demon state (which
becomes zero for large N) the above inequality shows that our bound is more compact compared
to the earlier one [11–13,17,18]. Although in [11–13] only single heat bath has been taken, we
are comparing the other part except the bath entropy. Note that in [17] the author mentioned
about the mutual information between the demon and tape but the exact expression has not
been given.
Now if the demon performs in steady state, then there is no need to concern about each
individual cycle (the average heat absorbed from ith bath in nth cycle qi(n) will be independent
of the cycle i.e, qi(n) = qi). On the other hand entropy change of demon will also be zero. Then
the second law for uncorrelated independent sequence becomes
β1q1 + β2q2 + .....+ βM qM ≤ H(Y )−H(X)−
1
N
N∑
n=1
I(Sn+1, Yn)). (23)
.
For large τ , the joint system may reach to the steady state where probability distributions
will take the form as shown in eq.8. Now if the energy of each joint state can be written as sum of
demon state energy and tape state energy, then the corresponding total probability density can
be expressed in terms of product of demon state probability and tape state probability. For this
case, the correlation after the evolution at τ between demon state and tape state I(Sn+1, Yn)
vanishes. Hence the second law in steady state for uncorrelated independent sequence in large
τ limit takes the form:
β1q1 + β2q2 + ..... + βMqM ≤ H(Y )−H(X). (24)
In next section we will talk about few examples where our law can be applicable.
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4 Examples
4.1 Example 1
First we consider the Maxwell refrigerator model [17]. In this model, a two level system is
coupled with an information bath and two thermal baths. A simple binary tape is taken as
an information reservoir. Hence depending on the system(demon) state and the bit state there
will be four joint states 0d, 1d, 0u and 1u. Each bit can interact with the demon for a time τ
before the next bit arrives. The incoming bit can change its state only when it is interacting
with the demon. After the interaction, for a time τ , the bit retains its last state as an output
and the tape is forwarded. The rule for the transitions during the interaction time is as follows:
When transition takes place with the exchange of heat with hot bath Th, the bit state does not
change, i.e., transition between 0u and 0d, similarly between 1u and 1d energy is exchanged
with bath Th. But for 0d and 1u energy is exchanged with the bath Tc. No other transition is
permitted.
Hence the joint states form a linear chain and they are connected by the allowed transition:
0u⇆ 0d⇆ 1u⇆ 1d. Therefore we can apply our model for this case. Note that, in this model
0d state can exchange energy with bath Th in one end and it can also exchange energy with
bath Tc in another end. In τ →∞ corresponding steady state density is given by
Ps(1u) = exp
−E/ThPs(1d),
Ps(0d) = exp
E/TcPs(1u),
Ps(0u) = exp
−E/ThPs(0d).
Here, the second law for each cycle becomes β1q1 + β2q2 + β3q3 ≤ H(Πτ ) − H(Π0). Note
that for this case, first and third bath is same i.e., β1 = β3 =
1
kBTh
and second bath is denoted
by β2 =
1
kBTc
. Then heat absorbed from hot and cold bath is given by qh = q1 + q3 and qc = q2
respectively. When the incoming bits are uncorrelated, then, in the steady state the second law
simply reduces to
qh
Th
+
qc
Tc
≤ kB
[
H(Y )−H(X) −
1
N
N∑
n=1
I(Sn+1, Yn)
]
. (25)
4.2 Example 2
In next autonomous information machine model [18], there is an additional work source along
with the information reservoir and two heat baths. The demon(system) consists of three states
A, B and C. Hence depending on bit state and demon(system) state there will be six joint states.
For any transition between the energy levels A and B, E1 amount of energy is exchanged with
bath Tc. This is true for any transition between B and C. Note that during these transitions
bit state is not changed. However, transition between A and C is restricted and depends on
the interacting bit. When transition occurs from (to) C0 to (from) A1, E amount of energy is
absorbed (released) from (to) bath Th and w amount of work is done on (extracted from) the
system. But Transition between C1 and A0 is restricted. Hence the allowed transitions, from
one state to another, form a linear chain and is given by A0 ⇆ B0 ⇆ C0 ⇆ A1 ⇆ B1 ⇆ C1.
Therefore we can apply eq.14 also for this case. Similar to the earlier example, all the heat
exchanged with the bath Tc can be summed up to qc and heat absorbed during the transition
C0 and A1 is taken as qh. Then the second law takes the form:
qh
Th
+
qc
Tc
≤ kB
[
H(Y )−H(X) −
1
N
N∑
n=1
I(Sn+1, Yn)
]
. (26)
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As average energy of the demon does not change here, hence the first law becomes qh+ qc =W ,
where W represents work extraction. On the other hand, there is no work source in the earlier
example and first law takes the form qh + qc = 0, although second law is same.
4.3 Example 3
Now If we take E1 = 0, then the above problem will be reduced to the Maxwell demon model [11].
For any transition from A to B or B to C and vice versa, no energy is exchanged. Therefore,
bath Tc does not have any significance. Then the above second law will be reduced to
qh ≤ kBTh
[
H(Y )−H(X)−
1
N
N∑
n=1
I(Sn+1, Yn)
]
. (27)
As total heat absorption qh will be equal to work extraction W then
W ≤ kBTh
[
H(Y )−H(X) −
1
N
N∑
n=1
I(Sn+1, Yn)
]
. (28)
Note that kB [H(Y ) −H(X)] denotes the entropy change of the tape. As I is always positive,
maximum extractable work becomes less than that was previously thought [11] while writing
same amount of information on tape. On the other hand, erasing same amount of information
we need to do more work to compensate the term I.
5 Numerical Results
In this section we will prove our results numerically by considering the second example. Lets
define the weight parameter
E = tanh
(
E
2Th
)
. (29)
Note that −1 ≤ E ≤ 1. Consider δ represents excess of 0 in the input tape compared to the 1,
i.e.,
δ = p(0)− p(1). (30)
Here p(0) and p(1) denotes the probability of 0 and 1 respectively in the incoming bit stream.
Note that −1 ≤ δ ≤ 1. As the consecutive bits are uncorrelated with each other, the Shannon
entropy of the incoming tape becomes
H(X) = −p(0) ln p(0)− p(1) ln p(1). (31)
which denotes information content per bit. Similarly, if the probability to get 0 and 1 in the
outgoing bit stream are represented by p′(0) and p′(1); then the corresponding Shannon entropy
will be
H(Y ) = −p′(0) ln p′(0) − p′(1) ln p′(1). (32)
Then entropy change of the tape is given by
∆S = kB(H(Y )−H(X)). (33)
As qh and qc represents average heat absorption to the hot bath Th and cold bath Tc per unit
cycle in steady state, then bath entropy production will be
SB = −
qh
Th
−
qc
Tc
. (34)
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The hidden entropy generated due to the correlation of output bits and the demon per unit
cycle in steady state is given by
∆Scor = −
kB
N
N∑
n=1
I(Sn+1, Yn) = −kBI(Sn+1, Yn). (35)
Hence the second law for this case can be rewritten as
Stot = SB +∆S +∆Scor ≥ 0. (36)
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Figure 2: Histogram of Stot for different values of δ and E at Th=1.0, Tc = 0.5 , E1=0.5,
τ = 0.4.
In numerical simulation we have set Th = 1.0, Tc = 0.5 and E1 = 0.5. We have also set
Boltzmann constant kB = 1 and the interaction time of the each bit with the demon τ = 0.4.
In fig.2 we have plotted total entropy production Stot for different parameter set δ and E . We
have found that it remain always positive. Hence, it proves the second law. Moreover the figure
clearly indicates the reversible region, where Stot → 0, by simply connecting the white dots.
The relative error Rerr between the the apparent entropy production Sapp = SB +∆S and
Stot is defined as
Rerr =
Sapp − Stot
Stot
. (37)
When the joint system behaves reversibly entropy production is zero and Rerr becomes unde-
fined. The imaginary line connecting white dots in the fig.3 denotes where these phenomena
is occurring. Form the figure we have found that for quite large region Rerr can take value
greater than 10% even it can exceed 50% in certain region (δ ∼ 1 and high E). Hence we can
not neglect Scor term and Stot represents the proper bound.
6 Conclusions
In summary we have studied an autonomous Information engine model connecting with multiple
baths, work source and information reservoir. This is the most general scenario and second law
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Figure 3: Histogram of Rerr for different values of δ and E at Th=1.0, Tc = 0.5, E1=0.5,
τ = 0.4.
has been obtained consequently. First we have derived the second law for each individual cycle.
Then we sum those inequalities to get the net inequality. The derivation is done taking into
account the exact mechanism how an autonomous information machine evolves connecting to
the information reservoir. We have found that this inequality is tighter compared to the earlier
results [11–13, 17, 18] which only includes configuration entropy change of the tape between
its output and input sequences. Besides there is a significant differences between our result
with [19, 20] where second law has been derived ignoring the detailed operation. Moreover
we have shown several examples where this law can be applicable. Finally from numerical
simulation, we found that the correction term which depends on the correlation between output
tape and final state of the demon in each cycle, is quite significant compared with the total
entropy production and hence it should not be neglected.
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