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ABSTRACT Kv4.3 inactivation is a complex multiexponential process, which can occur from both closed and open states. The
fast component of inactivation is modulated by the N-terminus, but the mechanisms mediating the other components of
inactivation are controversial. We studied inactivation of Kv4.3 expressed in Xenopus laevis oocytes, using the two-electrode
voltage-clamp technique. Inactivation during 2000 ms pulses at potentials positive to the activation threshold was described by
three exponents (46 6 3, 152 6 13, and 930 6 50 ms at 150 mV, n ¼ 7) whereas closed-state inactivation (at potentials below
threshold) was described by two exponents (1079 6 119 and 3719 6 307 ms at 40 mV, n ¼ 9). The fast component of open-
state inactivation was dominant at potentials positive to 20 mV. Negative to 30 mV, the intermediate and slow components
dominated inactivation. Inactivation properties were dependent on pulse duration. Recovery from inactivation was strongly
dependent on voltage and pulse duration. We developed an 11-state Markov model of Kv4.3 gating that incorporated a direct
transition from the open-inactivated state to the closed-inactivated state. Simulations with this model reproduced open- and
closed-state inactivation, isochronal inactivation relationships, and reopening currents. Our data suggest that inactivation can
proceed primarily from the open state and that multiple inactivation components can be identiﬁed.
INTRODUCTION
The rapidly inactivating, voltage-dependent K1 channels in
neurons, and cardiac and smooth muscle myocytes have
received much attention recently (1–9). In heart, the rapidly
inactivating K1 current (Ito) plays an important role because
it makes a major contribution to the early and subsequent
stages of repolarization, and as a result to excitation-contraction
coupling (1,10,11). Among the different candidate clones
that have been proposed to serve as molecular substrates for
this current are the pore-forming a-subunits, Kv4.2 and/
or Kv4.3 in the heart of many animal species and humans
(12–17). Despite these advances in our understanding of chan-
nel function and composition, the mechanism of Kv4.3 in-
activation is still incompletely resolved.
Kv4 channels continue to attract great interest because
their mechanism of gating differs signiﬁcantly from that re-
ported for Shaker and Kv1.4 channels (3,6,18–22). In Shaker
and Kv1.4 channels, inactivation is governed by N- and
C-type inactivation attributed to a ball and chain mechanism
occluding the inner vestibule (N-type), and external and in-
ternal pore closure (C-type) (19,23–27). In contrast, in Kv4
inactivation is more complex. Deletion of the amphipathic
region of the N-terminus of Kv4.1 abolishes the ﬁrst or rapid
component of inactivation; however, deletions in the largely
hydrophilic (mostly basic) domain in the C-terminus also
abolish the rapid component of inactivation. On the other
hand, when a Kv4.2 N-terminal deleted mutant is expressed,
the fast component of inactivation is restored by the appli-
cation of a synthetic peptide corresponding to the deleted
Kv4.2 N-terminus to the cytoplasmic side of the membrane
(6). In addition, the slower components of inactivation in
Kv4 differ from C-type inactivation reported for Shaker K1
channels. For example, in Kv4.1 and Kv4.3, elevated [K1]o
accelerates inactivation, whereas it has little effect on Kv1.4
inactivation time course (18,20,28). On the other hand, re-
covery from inactivation was slowed in Kv4.1, but accel-
erated in Kv1.4. TEA, an open channel blocker of Shaker
channels, that has been shown to compete with N-type and
C-type inactivation, when applied internally and externally,
respectively, has little effect on the gating kinetics of Kv4.1
(20,25,26). Finally, in contrast to Shaker K1 channels, there
appears to be a substantial degree of inactivation in the Kv4
family that occurs from a preopen closed state (3,21,22).
Hence, inactivation gating in Kv4 appears to be much more
complex than in Shaker K1 channels.
Although prior studies have advanced our understanding
of inactivation in Kv4, a substantial number of issues have
not been addressed. Experiments performed on Kv4 gating
by Jerng et al. (21), Ba¨hring et al. (22), and Beck et al. (3)
indicated that the time course of Kv4 inactivation is de-
scribed by two or three exponents. In a series of models
developed for Kv4.2 and Kv4.3, channel inactivation oc-
curred from both open and closed states, where the open to
inactive state transition was nonabsorbing and the closed to
open transition was reverse biased, resulting in an unstable
open-inactivated state (3). However, whereas the Kv4.3
model is widely accepted (5,7,9), it has several shortcomings
that made us reexamine Kv4.3 inactivation and develop
a new model of inactivation. Inactivation gating in channels
with conventional N- and C-type mechanisms (Shaker and
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Kv1 channels) revealed that N- and C-type inactivation has
the same coupling to the activation process (18). In contrast,
in Kv4 channels the different inactivation states are cou-
pled to different states in the activation pathway (3,22). This
implies that the differences in time- and voltage-dependent
properties can be used to elucidate inactivation mechanisms.
Furthermore, the existence of different coupling mechanisms
makes the testable prediction that these mechanisms will not
only have different properties of inactivation at particular
potentials, but may also possess different properties of re-
covery. Thus, the objective of this study was to elucidate
experimentally the time- and voltage-dependent properties of
the complex inactivation and recovery processes and their
potential coupling to different stages of activation.
In this article, we show that the inactivation properties of
Kv4.3 are more complex than previously described. We found
that inactivation kinetics are markedly different for closed- and
open-state inactivation and are voltage dependent. The kinetics
of recovery from inactivation are strongly voltage dependent
and depend on pulse duration. This suggests that the recovery
process involves energetic coupling to the backward move-
ment of the voltage sensor. Using short, intermediate, and long
pulses, we were able to resolve different ‘‘quasi-steady-state’’
or isochronal inactivation relationships. Differences in the
isochronal inactivation relationships and recovery kinetics
enabled us to discriminate between these distinct inactivation
pathways. Such isochronal inactivation relationships cannot
be simulated by the previously published gating model of
Kv4.3 (3). Our data argue against the view that Kv4.3
inactivation occurs predominantly from the closed state. As
a result, we developed a model of Kv4.3 gating that incor-
porates inactivation from both closed and open states and
does not exclude direct communication between the open-
inactivated and closed-inactivated states.
MATERIALS AND METHODS
cRNA preparation and channel expressions
Rat wild type (WT) cDNA of Kv4.3 (short form), a gift of Dr. David
McKinnon (Stony Brook, SUNY) was utilized in these studies. The con-
struct of rat Kv4.3 has been previously described (29).
Mature female Xenopus laevis (Xenopus One, Ann Arbor, MI) were
anesthetized by immersion in a solution of ethyl 3-aminobenzoate methane
sulfonate salt (Sigma Aldrich, St. Louis, MO) (1.5 g l1). Ovarian lobes were
removed through a small incision in the abdominal wall. After removal of the
ovarian lobe, the incisions were sutured closed and the frogs were then allowed
to recover in a small water-ﬁlled container as previously described (30).
Typically, lobes were obtained three times from a single frog. When individual
frogs no longer yielded acceptable oocytes, anaesthetized frogs were killed by
an overdose of ethyl 3-aminobenzoate methane sulfonate salt (30 g l1).
The lobes were placed in a collagenase-containing, Ca21-free OR2
solution ((in millimolar) 82.5 NaCl, 2 KCl, 1 MgCl2, 5 HEPES, pH 7.4; 1–2
mg ml1 collagenase (Type II, Sigma Aldrich)) to remove the follicular
layer. The solution containing the oocytes was gently agitated for ;2 h and
collagenase activity was then arrested by bovine albumin as previously
described (30). Defolliculated oocytes (stage V–VI) were then injected with
transcribed cRNA (up to 50 nl) using a ‘‘Nanoject’’ microinjection system
(Drummond Scientiﬁc, Broomall, PA) and incubated at 18C for 24–72 h in
an antibiotic-containing Barth’s solution (in millimolar) 88 NaCl, 1 KCl, 2.4
NaHCO3, 0.82 MgSO4, 0.33 Ca(NO3)2, 0.41 CaCl2, 10 HEPES (pH 7.4),
2% (v/v of 100 3 stock) antibiotic-antimycotic (Gibco catalog No. 600-
5240PG, Invitrogen, Carlsbad, CA).
Electrophysiological techniques
Oocytes were clamped using a two-microelectrode ‘‘bath clamp’’ ampliﬁer
(OC-750A, Warner Instruments, Hamden, CT), as had been described in
detail elsewhere (30). Microelectrodes were fabricated from 1.5 mm o.d.
borosillicate glass tubing (TW150F-4, WPI) using a two-stage puller (L/M-3
P-A, Adams & List Associates, Great Neck, NY) ﬁlled with 3 M KCl with
resistances of 0.6–1.5 MV. During recording, oocytes were continuously
perfused with control ND 96 solution (in millimolar) 96 NaCl, 2 KCl,
1 MgCl2, 1.8 CaCl2, 10 HEPES, pH 7.4, adjusted with NaOH or ND 98
solution (in millimolar) 98 KCl, 1 MgCl2, 1.8 CaCl2, 10 HEPES, pH
7.4, adjusted with NaOH. Currents were recorded at room temperature
(21–23C) and were ﬁltered at 2.5 kHz.
Data analysis
Data were digitized, stored in a computer, and subsequently analyzed
directly using pCLAMP 9 software (Axon Instruments, Foster City, CA).
Unless otherwise stated, raw data traces from two-microelectrode voltage-
clamp recordings were not leakage or capacitance subtracted. The pulse
protocols and the equations that best ﬁt the data are presented in each ﬁgure
legend. Data are shown as mean 6 SE. Conﬁdence levels were calculated
using Student’s paired t-test.
The time course of both open- and closed-state inactivation were deter-
mined by ﬁtting inactivation traces with the function, f ðtÞ ¼ SNj¼1Ajexpðt=tjÞ;
where N¼ 1, 2, or 3 and Aj is the amplitude of jth component of inactivation,
j¼ 1, 2, or 3. The kinetics of recovery from inactivation were determined by
ﬁtting recovery of the normalized peak current by the function, frecðtÞ ¼
1 SNj¼1Bjexpðt=trecjÞ; where N ¼ 1 or 2 and Bj is the amplitude of jth
component of recovery from inactivation, j¼ 1, 2. Steady-state inactivation was
determined using a ﬁtting function, fi(V) ¼ fi0/f1 1 exp[(V  V1/2)/k]g 1
(1  fi0) ¼ fi0/f1 1 exp[zie0(V  V1/2)/kBT]g 1 (1  fi0), where fi0 is the
constant, V1/2 is the half-inactivation potential, k is the slope, zi is the ef-
fective charge of the relationship, kB is the Boltzmann constant, T is the
absolute temperature, and e0 is the elementary charge.
We estimated the effective charge from Kv4.3 gating properties. The
effective charge represents the net charge movement across the membrane
within an electric ﬁeld. It depends on the magnitude and distance of charge
movement (31). To determine the effective charge, one analyzes the voltage
dependence of gating characteristics. However, any such analysis of inac-
tivation and recovery from inactivation is model dependent, and in the case of
steady-state inactivation the determination of effective charge is predicated on
the transition from one steady state to another. For example, in the case of the
analysis of steady-state inactivation different pulse durations were employed
and different relationships were obtained. However, these relationships may
have been obtained from transitions that did not reach steady-state conditions.
Hence, we will term this condition as ‘‘isochronal’’. In addition, the estimate of
effective charge under these conditions can be considered to be a qualitative
rather than a quantitative measure of net charge movement, and as a result, the
charge movement values are termed ‘‘apparent effective charge’’. We are also
estimating apparent effective charge from gating transitions, which are re-
ﬂected in gating properties (voltage dependence of inactivation kinetics, iso-
chronal inactivation, and recovery from inactivation) and which are coupled to
activation (see Appendix for further discussion).
Apparent effective charge of inactivation was calculated from a biexpo-
nential ﬁt of the voltage dependence of inactivation time constants tj(V) ¼
C1j exp (V/V1j) 1 C2j exp (V/V2j), where C1j and C2j are the amplitudes
of these exponential functions and V1j and V2j are the corresponding
characteristic voltages, where j ¼ 1, 2, or 3 for each component of inacti-
vation. Apparent effective charge of recovery from inactivation was
obtained from exponential ﬁt of the voltage dependence of recovery time
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constant trecj(V) ¼ Dj exp (V/Vrecj), where Dj is the amplitude of this
exponential function and Vrecj is the corresponding characteristic voltage,
j ¼ 1 or 2. Apparent effective charges for time constants of inactivation and
recovery from inactivation were determined from equations zx ¼ kBT/e0Vx,
where x ¼ 1j or x ¼ 2j (j ¼ 1, 2, or 3) for inactivation, x ¼ rec1 or x ¼ rec2
for recovery from inactivation. For isochronal inactivation, the apparent effec-
tive charge was calculated from the equation zi¼ kBT/e0k, where k is the slope
factor for fi(V). A theoretical basis for these estimates is given in the Appendix.
Gating model and simulation
Our model of inactivation was developed using Mathematica software
(Wolfram Research, Champaign, IL) and it incorporated a previously
published activation model of Kv4.3 (32). The model includes ﬁve closed
states (C0–C4), one open state (O), and ﬁve inactivated states (If, Ii, Is, IC3,
IC4) (Scheme 2). We assumed that initially, at a resting potential of90 mV,
all channels were in the state C0 (C0 ¼ 1.0), and all other states were empty.
Rate constants were adjusted to ﬁt our experimental data on Kv4.3 gating.
RESULTS
Previous experiments have established that inactivation can
proceed both from the open state as well as the closed state
(3,8,21,22). There is a consensus that open-state inactivation
in Kv4.3 has at least two components, but widely different
estimates of the kinetics of open- and closed-state inac-
tivation in Kv4 channels have been reported (3,8,21,22). In
previously published models (3,22), after opening, Kv4.3
transiently occupies open-inactivated states, then transits
backward to the open state, and subsequently accumulates in
the closed-inactivated state (Scheme 1). A direct transition
from the open-inactivated state to a closed-inactivated state
was not evaluated. The absence of formal consideration of
additional gating models has limited our understanding of
inactivation mechanisms. Speciﬁcally, do the different ki-
netic components of inactivation represent different mecha-
nisms? Can the open-inactivated states communicate directly
with the closed-inactivated states? To address these issues,
we investigated the kinetics and isochronal properties of
open- and closed-state inactivation and developed a model of
Kv4.3 gating that allows for direct transitions between the
ﬁnal open-inactive and closed-inactive states. This new
model closely simulates our inactivation data.
Open-state inactivation kinetics
To reconcile the apparent discrepancy in inactivation ki-
netics, we analyzed the kinetics of inactivation using depo-
larization pulses with different durations (500, 1000, and
2000 ms). We found that our ability to resolve the kinetics of
inactivation was dependent on pulse duration. For pulses of
500 and 1000 ms duration, inactivation was well described
by two exponents, whereas for 2000 ms pulses, inactivation
was well described by three exponents. For 2000 ms pulses,
the time constants of the three components of inactivation
were 46 6 3, 152 6 13, and 930 6 50 ms, respectively, at
150 mV (Fig. 1, A and C). Because the third (slow) compo-
nent could only be identiﬁed with 2000 ms pulses, unless
otherwise speciﬁed, all subsequent analyses of inactivation
were performed using 2000 ms pulses to ensure that slow
inactivation was nearly complete.
The time constants of open-state inactivation were voltage
dependent and this voltage dependence of each component
could be described by a biexponential function (Fig. 1 C).
The fast component of open-state inactivation is likely to be
coupled to the last voltage-independent step of the activation
process (see Discussion) and as a result it would be of in-
terest to calculate the apparent effective charge from the
voltage dependence of the time course of inactivation. Ap-
parent effective charge is used in this manuscript to enable
us to combine and compare the steepness of voltage depen-
dence of various kinetic and isochronal measurements of
Kv4.3 gating across various conditions. The apparent effec-
tive charges for the fast component of inactivation were 2.28
e0 and 0.58 e0. The ﬁrst value for apparent effective charge
closely approximates the value of apparent effective charge
for activation, 2.11 e0 (32) and suggests that the fast com-
ponent is coupled to the last step of the activation process
(see Discussion; Table 1).
Our premise is that the different inactivation states have
different kinetics and voltage dependence of recovery from
inactivation. To further investigate whether the three com-
ponents of open-state inactivation reﬂect three different
pathways, we used short (67 ms) and long (800 ms) depo-
larizing pulses to inactivate the channel and compared the
recovery from inactivation for these two cases (Fig. 2).
Between 60 and 90 mV, signiﬁcant differences in re-
covery times were observed. For example, at 90 mV, the
time constant for recovery from inactivation (trec) was 1796
17 and 240 6 6 ms (p , 0.02; n ¼ 5) for short and long
pulses, respectively (Table 2). Estimation of the apparent ef-
fective charge from voltage dependence of recovery kinetics
yields 0.77 e0 and 0.94 e0, for short and long pulses, respec-
tively. These differences in trec also provide additional support
for the existence of multiple functionally distinct inactivated
states for Kv4.3. At120 and90 mV, the recovery for both
short and long pulses was monoexponential, whereas at volt-
ages of70 and60 mV it was biexponential (Table 2; Figs.
2, A and B, and 3). Although the interpretation in terms of
valence must be viewed with caution, our data demonstrate
that multiple inactivated states can be at least partially separated
kinetically through the recoverymeasurements. These data sup-
port the hypothesis that different components of inactivationSCHEME 1
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are coupled differently to the movement of the channel
during activation.
Closed-state inactivation kinetics
To evaluate the kinetics of closed-state inactivation, we used
subthreshold depolarizing pulses, using the protocol de-
scribed by Beck and Covarrubias (33) (Fig. 4). These proto-
cols consisted of four pulses, the ﬁrst, P1, from100 to140
mV (800 ms); the second, P2, to 100 mV (5 s); the third,
P3, to variable voltages and durations (voltage from 80 to
40 mV and duration from 800 ms to 14.4 s), and the fourth,
P4, to 140 mV (800 ms) followed by a return to holding
potential of 100 mV. The magnitude of P4 was used to
measure the degree of inactivation that developed during P3.
Closed-state inactivation was biexponential at 40 mV and
monoexponential at 50 and 60 mV (Fig. 4 B). The slow
time constant of inactivation varied from 3.7 6 0.3 to 8.8 6
1.4 s as P3 changed from 40 to 60 mV.
Recovery from closed-state inactivation was monoexpo-
nential at voltages negative to 90 mV and biexponential at
the voltages of 80 and 70 mV (Figs. 5 and 6). Estimation
of effective charge from voltage dependence of recovery
kinetics yields an apparent effective charge of 1.20 e0, which
is larger than the corresponding values for recovery from
open-state inactivation using short and long pulses, 0.77 e0
and 0.94 e0, respectively (Table 1). These data provide
FIGURE 1 Time course of inactivation of Kv4.3 expressed in Xenopus oocytes. Experimental current traces from two-electrode voltage clamp (A) and
inactivation time constants (C) of IKv4.3 during 2000 ms depolarization pulse. A range of voltage steps from the holding potential 90 mV were applied from
120 to150 mV in 10 mV steps. Fitting function for analysis of inactivation is f ðtÞ ¼ SNj¼1Ajexpðt=tjÞ;where N¼ 2 and 3. Values for the fast, intermediate,
and slow components of inactivation are shown by diamonds, squares, and circles, respectively. The solid lines in panel C represent ﬁts of the experimental
data. The kinetics of open-state inactivation were voltage dependent and this voltage dependence can be described by a biexponential function, with the
apparent effective charge of 2.28 e0 and 0.58 e0 for the fast component, 1.63 e0 and 1.04 e0 for the intermediate component, and 1.73 e0 and 0.16 e0 for the slow
component (C). In panel C at 30 mV the current was too small to allow ﬁtting with three exponential functions. Data for inactivation time constants were
obtained from seven cells. Panels B and D show computer simulations of current traces and inactivation time constants, respectively, using the model depicted
in Scheme 2 and the transition rates shown in Table 3.




Pulse duration, 67 ms (short) 2.48 e0
Pulse duration, 150 ms (intermediate) 3.27 e0
Pulse duration, 2000 ms (long) 4.72 e0
Closed-state steady-state inactivation 6.54 e0
Recovery from open-state inactivation
Pulse duration, 67 ms (short) 0.77 e0
Pulse duration, 800 ms (long) 0.94 e0
Recovery from closed-state inactivation 1.20 e0
Deactivation 0.48 e0
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additional support for the view that the closed-inactive state
is different from the open-inactive state.
Isochronal inactivation
To assess further the different mechanisms of Kv4.3 in-
activation, we measured isochronal open-state inactivation
with short (67 ms), intermediate (150 ms), and long (2000
ms) pulses (Fig. 7). To evaluate the fast inactivation pathway
(t1¼ 466 3 ms,150 mV, 2000-ms pulse) we used a 67 ms
pulse. However, a 67 ms pulse was too brief to allow the ﬁrst
component of open-state inactivation to reach steady state.
The 150 ms pulse was sufﬁciently long to allow for near
completion of fast open-state inactivation and partial in-
activation via the second component (t2 ¼ 152 6 13 ms,
150 mV, 2000 ms pulse). The 2000 ms pulse allowed for
complete inactivation via the fast and intermediate compo-
nents and partial completion via the slow component (t3 ¼
9306 50 ms,150 mV, 2000 ms pulse). In these three cases,
signiﬁcant differences in V1/2 and k for isochronal in-
activation relationships were observed; for the short pulse
V1/2 ¼ 13.9 mV and k ¼ 10.3 mV (n ¼ 5), for the inter-
mediate pulse V1/2¼21.6 mV and k¼ 7.8 mV (n¼ 6), and
for the long pulse V1/2 ¼ 43.4 mV and k ¼ 5.4 mV (n ¼ 7)
(Fig. 7 C). The large differences in values of V1/2 and k sug-
gest that Kv4.3 has more than one inactivation pathway (see
‘‘Markov model and simulations of Kv4.3 inactivation’’ and
Discussion). In addition, these data suggest that the apparent
effective charge of inactivation is surprisingly dependent on
pulse duration (2.48 e0, 3.27 e0, and 4.72 e0, for short,
intermediate, and long pulse durations, respectively). Hence,
the differences in values of the V1/2 and k for the three iso-
chronal inactivation relationships could represent the dif-
ferent contributions of three components of inactivation.
FIGURE 2 Recovery from inactivation. Normalized peak current values
as a function of interpulse interval and holding potential (A and B) of IKv4.3.
Either (A) 67 or (B) 800 ms pulses to 150 mV (P1) from the holding
potential 90 mV were followed by the second 100 ms depolarization (P2)
to 150 mV with variable time gap and interpulse holding potentials. The
experimental data for interpulse holding potential of 120, 90, 70, and
60 mV are represented as,,;,s, andd, respectively. In panels A and B,
data are expressed as means 6 SE (n ¼ 3). Solid lines represent ﬁts to the
experimental data.
TABLE 2 Effects of pulse duration on experimental kinetics of recovery from inactivation
Pulse duration (67 ms) Pulse duration (67 ms) Pulse duration (800 ms) Pulse duration (800 ms)
Voltage Fast component Slow component Fast component Slow component
120 mV 66 6 10 ms Undetermined 77 6 9 ms Undetermined
90 mV 179 6 17 ms Undetermined 240 6 6 ms Undetermined
70 mV 314 6 39 ms 1438 6 229 ms 563 6 95 ms 2244 6 364 ms
60 mV 396 6 53 ms 2601 6 281 ms 643 6 116 ms 4713 6 623 ms
FIGURE 3 Kinetics of recovery from inactivation for short (67 ms, open
symbols) and long (800 ms, solid symbols) P1 pulses. The time constants of
recovery from inactivation were plotted as functions of interpulse holding
potential. Recovery was monoexponential at 120 and 90 mV and biex-
ponential at 70 and 60 mV. The fast and slow components of recovery
from inactivation are plotted by circles and squares, respectively. Voltage-
clamp protocols as described in Fig. 2. Data are expressed as means 6 SE
(n ¼ 5).
3030 Wang et al.
Biophysical Journal 89(5) 3026–3041
Steady-state closed-state inactivation relationship is shown
in Fig. 7 C (V1/2¼58.7 mV and k¼ 3.9 mV). The value of
V1/2 for closed-state steady-state inactivation is more nega-
tive than for open-state isochronal inactivation obtained with
short, intermediate, and long depolarization pulses. In addi-
tion, the slope, k, for closed-state steady-state inactivation
relationship is steeper than for open-state isochronal inac-
tivation relationships. These data suggest that the mecha-
nisms of open- and closed-state inactivation differ.
Amplitudes of different components
of inactivation
To understand further the contributions of different compo-
nents of inactivation, we examined the relative amplitudes of
each component and their voltage dependence. Fig. 8 shows
the voltage dependence of fractional amplitudes of inacti-
vation. There is one component of closed-state inactivation
in the voltage range from 70 to 50 mV and two compo-
nents at 40 mV. There are three components of open-state
inactivation in the voltage range between 20 and150 mV.
Time constants for these different inactivation components
are plotted in Figs. 1 and 6. The fast component of open-state
inactivation was ﬁrst seen at 30 mV, and its relative
amplitude reached a saturating value of ;0.6 at 10 mV,
where it dominated the inactivation process at voltages up to
150 mV (Fig. 8). The second, intermediate, component of
open-state inactivation was largest at 30 mV, decreased as
the depolarizing pulses become more positive and ultimately
voltage insensitive between 0 and 150 mV. The third and
slowest component was voltage insensitive in the range
between 20 and 150 mV.
Our experiments performed on Kv4.3 indicate that the
relative contribution of closed-state inactivation will depend
on both time and voltage. The relative magnitude of the fast
component of open-state inactivation becomes dominant as
the depolarization pulses are positive to 20 mV. The con-
tribution of closed-state inactivation is dominant in the
voltage range from 50 to 70 mV. Hence, our data show
that the relative contribution of closed-state versus open-state
inactivation differs and depends on both the holding poten-
tial and the voltage amplitude of the depolarization pulse.
FIGURE 4 Voltage dependence of closed-state inactivation of IKv4.3. Voltage-clamp protocol consisted of four pulses: holding potential was100 mV, ﬁrst
pulse (P1) amplitude was140 mV and duration 800 ms, second pulse (P2) was set at100 mV for 5000 ms, third pulse (P3) amplitude was varied from80 to
50 mV and duration changed from 800 to 14,400 ms, and the fourth pulse (P4) amplitude was set at140 mV for 800 ms. Panel A shows currents elicited at
different times during P3 (50 mV). Normalized current is plotted in panel C as function of pulse duration at different test potentials:80 (;), 70 (n), 60
(¤), 50 (:), and 40 mV (d). Solid lines represent monoexponential ﬁts for test potentials60 and50 mV and biexponential ﬁts for the test potential of
40 mV. Number of cells in each experiment was n ¼ 9. Panels B and D show simulated corresponding current traces (B) and normalized current plotted as
a function of P3 duration (D).
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Analysis of reopening (tail) currents
We have demonstrated the presence of three components of
inactivation and proposed that inactivation proceeds pre-
dominantly from the open state when the holding potential is
set at 90 mV and depolarizing potentials are positive to
30 mV. Inherent in the development of prior models of
Kv4.3 gating was that inactivation of Kv4 occurred pre-
dominantly from the closed preopen state, resulting in accu-
mulation in a closed-inactivated state after having transiently
occupied an open-inactivated state (21,22). The latter tran-
sition, which includes recovery, would necessitate a series of
transitions from the open-inactive state to the open state, the
closed state and then the closed-inactive state. A previous
study (22) considered decreasing reopening (tail) currents,
with an increase in pulse duration, as a direct conﬁrmation of
their model of Kv4 gating. To estimate the time course of
reopening currents, we used depolarizing pulses of different
durations (from 64 to 964 ms) from the holding potential of
90 mV to150 mV with subsequent repolarization to120
mV at two concentrations [K1]o ¼ 98 and 2 mM (Fig. 9, A
and B). Extracellular [K1] of 98 mM was selected to
maximize the K1 electrochemical gradient and as a result the
magnitude of the reopening current. At this [K1]o, the bi-
exponential tail currents had a relatively large amplitude,
which decreased in magnitude as pulse duration increased
(Fig. 9 A). The initial component of reopening current (5–8
ms) was due to deactivation and could be partially obscured
by the overlap with the capacitive transient. The slower
second component was due to reopening of channels during
recovery from inactivation. At 64 ms pulse duration, the time
constants of the fast and slow components were 5.8 6 1.1
and 34.8 6 7.6 ms (n ¼ 4), respectively, and normalized
amplitudes for these two components were 0.81 6 0.06
and 0.23 6 0.04 (n ¼ 4), respectively (current amplitudes
were normalized to the value of the peak current during P1).
At a longer pulse duration, 364 ms, the time constants of the
fast and slow components were 3.06 0.5 and 52.86 11.6 ms
(n ¼ 4), respectively, and normalized amplitudes for these
two componentswere0.096 0.02 and0.166 0.05 (n¼ 4),
respectively. These data show that the increase in pulse du-
ration led to a small decrease in the time constant of the ﬁrst
(fast) component, while the amplitude of this component
decreased dramatically with pulse duration (Fig. 9). In addi-
tion, the increase in pulse duration led to an increase in the
time constant of the second (slow) component, while the
amplitude of the second component also decreased, but was
less sensitive to pulse duration. To link these experiments to
those performed at 2 mM [K1]o, we also measured reopening
currents at 2 mM [K1]o (Fig. 9 B). In general, the data ap-
peared to be qualitatively similar to those observed at 98 mM
FIGURE 5 Voltage dependence of recovery from closed-state inactiva-
tion of IKv4.3. Voltage-clamp protocol consisted of ﬁve pulses: holding
potential was 90 mV, ﬁrst pulse (P1) amplitude is 150 mV and duration
500 ms, second pulse (P2) was set at120 mV for 5000 ms, third pulse (P3)
amplitude was 50 mV and duration 10,000 ms, the fourth pulse (P4)
amplitude was varied from 120 to 70 mV and duration varied from 0 to
10,000 ms, and the ﬁfth pulse (P5) was set at 150 mV for 500 ms. Panel A
shows experimental current traces for P1–P5, with P4 ¼ 80 mV.
Normalized currents were plotted in panel B as a function of P4 duration
(interpulse interval) at different voltages of P4: 120 mV (d, n ¼ 3), 90
mV (n, n ¼ 5), 80 mV (:, n ¼ 6), and 70 mV (¤, n ¼ 5). Solid lines
represent monoexponential ﬁts to the experimental data for P4 voltages
of 120 and 90 mV, and biexponential ﬁts for P4 voltages of 80 and
70 mV.
FIGURE 6 Kinetics of closed-state inactivation and recovery from
closed-state inactivation. Data for closed-state inactivation (n ¼ 11) and
recovery from closed-state inactivation (n ¼ 6) were shown by solid and
open symbols, respectively. The protocols were the same as in Figs. 4 and 5.
Circles and squares show fast and slow components.
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[K1]o, however, the small signal/noise ratio precluded extrac-
tion of values for the time constants and amplitudes for the
two components. These experiments have been used as an
alternate means of probing the recovery from inactivation
pathway to complement those performed during the standard
recovery from inactivation protocols shown in Fig. 2 and
conﬁrm the dependence of recovery on pulse duration (see
next section).
Markov model and simulations of
Kv4.3 inactivation
Review of our data on the kinetics of open- and closed-state
inactivation and isochronal inactivation relationships led us
to reexamine the Kv4.3 inactivation model (3). The existing
model of Kv4.3 inactivation was based on the premise that
Kv4 inactivation occurred predominantly from the closed
preopen state (3). Open-state inactivation was deemed to
result in a transient occupancy of the open-inactivated state.
The reverse bias of the closed- to open-state transition led
to an accumulation in a closed-inactivated state (3,21,22).
Despite the success of these models in describing some of the
gating properties of Kv4.x channels, analysis of simulations
with the previously published Kv4.3 model (3) demonstrated
marked inconsistencies with our experimental data for the
kinetics of closed-state inactivation and isochronal inactiva-
tion relationships. In addition, a direct pathway between the
open-inactivated and closed-inactivated states in previous
models was not analyzed. For these reasons, we developed
an 11-state Markov model that incorporated our previous
experimentally based model of Kv4.3 activation (32), three
open-inactivated and two closed-inactivated states, and in-
cluded a direct connection between the open-inactivated and
closed-inactivated states (Scheme 2). Our model is unique in
that it includes direct transition between the third open-
inactivated state and the closed-inactivated state.
In our model for Kv4.3 gating, the values of the rate
constants in the activation pathway are the same as in our
previously published model of Kv4.3 activation (32). The
rate constants for the open to inactivated state transitions, for
FIGURE 7 Isochronal inactivation as a function of voltage and pulse duration. Panels A and B show a series of current traces in response to either (A) 67- or
(B) 2000-ms pulses (P1) from 120 to150 mV applied from the holding potential90 mV in 10-mV steps and followed by a second pulse (P2) to150 mV.
Panel C shows steady-state activation and isochronal inactivation relationships for 67 ms (d, n ¼ 5), 150 ms (n, n ¼ 6), and 2000 ms (solid diamonds, n ¼ 7)
P1 pulses for open-state inactivation. Data for closed-state inactivation are shown with) (n¼ 8). Data for steady-state activation were plotted withn (32) and
ﬁtted with function fa(V)¼ 1/f11 exp[(V V1/2)/k]g4. Fitting function for isochronal inactivation is fi(V)¼ fi0/f11 exp[(V V1/2)/k]g1 (1 fi0). Panel D
shows the simulated steady-state activation (SSA), isochronal inactivation relationships for 67-, 150-, and 2000-ms pulses, and steady-state closed-state
inactivation (CSI).
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the closed to inactivated state transitions, and the transitions
between the inactivated states were derived from ﬁtting the
experimental data from open-state inactivation, closed-state
inactivation, isochronal inactivation relationships, and recov-
ery from inactivation, assuming thermodynamic reversibil-
ity. All these rate constants are voltage independent except
for transitions between the two closed-inactivated states, IC3
and IC4 (Scheme 2). Numerical values for rate constants are
presented in Table 3.
Figs. 1, 4, 7, and 9 show simulations using the different
experimental protocols in this study. They reproduce the key
features of the voltage and time dependence of inactivation
in Kv4.3. The currents during 2000 ms depolarizing pulses
display multiexponential kinetics that closely reproduce the
experimental data (Fig. 1, A and B). In addition, the values of
the time constants of simulated inactivation at different
voltages compare well with the experimental data (Fig. 1, C
and D). The model also closely reproduces the kinetics of
closed-state inactivation, including biexponential kinetics at
40 mV (Fig. 4).
We were particularly interested in the time and voltage
dependence of inactivation. Fig. 7 D shows simulations of
isochronal inactivation relationships for depolarizing pulses
of 67, 150, and 2000 ms duration. As can be seen, the simu-
lations closely reproduce the experimental data on open- and
closed-state inactivation (Fig. 7 D). Our experimental data
predict that for short pulse durations the channel must open
before open-state inactivation begins, which is simulated by
our model (compare Fig. 7, C and D).
Our model also predicts decreasing reopening tail currents
as depolarization pulse duration increases. This current has
a biexponential time course, which represents deactivation
and reopening of the channel resulting from partial recovery
from open-state inactivation (Fig. 9 C). At 64 ms pulse
duration, the time constants of the fast and slow components
were 5.2 and 82.9 ms, respectively, and normalized am-
plitudes for these two components were 0.03 and 0.002,
respectively. At a longer pulse duration, 364 ms, the time
constants of the fast and slow components were 5.2 and
104.4 ms, respectively, and normalized amplitudes for these
two components were0.01 and0.001, respectively (current
FIGURE 8 Voltage dependence of fractional amplitudes for open- and
closed-state inactivation. Experimental data for closed- and open-state
inactivation were plotted by open and solid symbols, respectively. Shown
are amplitudes for the fast (d), intermediate (n), and slow (¤) components
of open-state inactivation (n ¼ 6). Open symbols (), h) show amplitudes
of closed-state inactivation (n ¼ 11).
FIGURE 9 Reopening currents. Voltage-clamp protocol for the reopening
currents consisted of two pulses: holding potential was 90 mV, ﬁrst pulse
(P1) amplitude is 150 mV and duration was variable; ﬁrst pulse duration
was set at 64 ms and the increments of subsequent pulses were set at
50 ms. The second pulse (P2) was set at 120 mV. Panels A and B show
experimental reopening currents at two different extracellular [K1]: 98 (A)
and 2 mM (B). Panel C shows simulated reopening currents for extracellular
[K1] of 2 mM. Inserts show magniﬁed reopening currents induced by two
P1 pulses with a 300 ms difference in duration. Panel A shows that the
reopening currents at 98 mM [K1]o are large in amplitude and had a
biexponential time course. The amplitude of the ﬁrst component decreases as
a function P1 duration. Currents in panels B (experimental data) and C
(simulations) at 2 mM [K1]o are smaller, but show a similar time course.
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amplitudes were normalized to the value of the peak current
during P1). The increase in pulse duration had no effect on
the time constant of the ﬁrst (fast) component, while the
amplitude of this component decreased substantially with
pulse duration. In addition, the increase in pulse duration led
to an increase in the time constant of the second (slow)
component. Although the amplitude of the second compo-
nent also decreased, it was less sensitive to pulse duration.
Our experimental and simulation data showed a similar time-
dependent trend in the properties of both deactivation and
reopening current (Fig. 9). On the other hand, differences
were noted between the values of the amplitudes and time
constants of the slow component (experimental versus simu-
lated) and the amplitudes of the fast component of the re-
opening currents (experimental versus simulated). The latter
difference is in part due to the differences in K1 electro-
chemical gradient. Although these differences between the
experimental and simulated data may reﬂect the limitations
of our model in simulating recovery from inactivation, they
must also reﬂect the effects of differences in [K1]o on ac-
tivation, deactivation, inactivation, and recovery. As a result,
differences in experimental conditions only allow for a quali-
tative comparison between the two sets of data. Hence, one
may conclude that these simulations are consistent with a
recovery from inactivation that can proceed via both the
open-inactivated to open transition as well as the direct open-
inactivated to closed-inactivated transition (Scheme 2).
DISCUSSION
The cardiac transient outward K1 current (Ito) plays a major
role in the early part of repolarization. The contribution of Ito
to repolarization is determined by the magnitude of the peak
current and its rate of decay during the plateau of the action
potential. Peak current is in part determined by open prob-
ability and inactivation. The decay of the transient outward
K1 current reﬂects inactivation of the K1 channels. At fast
heart rates, recovery from inactivation can be incomplete and
results in cumulative inactivation. Hence, activation, inac-
tivation, and recovery from inactivation of Ito play essential
roles in determining the contribution of Ito to the cardiac action
potential. Elucidation of the mechanisms of inactivation is
essential for understanding the basis of cardiac repolarization.
Previous studies on Kv4.1, Kv4.2, and Kv4.3 (3,6,21,22)
have indicated that inactivation can proceed from both the
closed and open states of the channel, and that closed-state
inactivation is of great importance. In fact, they concluded that
closed-state inactivation is the predominant pathway of inacti-
vation in Kv4 channels. In contrast, our data suggest that the
different components of inactivation can be associated with
different mechanisms and that open-state inactivation is the
predominant pathway for inactivation during depolarizations
positive to 30 mV. We show that Kv4.3 inactivation is a
complex process that includes different voltage dependencies
of open-, closed-state inactivation gating and recovery from
inactivation. In particular, our observations demonstrated that
inactivation and recovery from inactivation are also dependent
on pulse duration, suggesting different coupling of inactivation
to activation. Finally, we present a model for Kv4.3 gating that
includes two separate inactivation pathways and closely
simulated our experimental inactivation data.
We ﬁrst examined macroscopic inactivation kinetics and
found that they were voltage dependent and markedly dif-
ferent for closed- and open-state inactivation. Three time
constants for open-state inactivation and two time constants
for closed-state inactivation have been described in this
article (Figs. 1 and 6) and by others (3,8,21,22). The kinetics
of recovery from open-state inactivation also were strongly
voltage dependent. They are monoexponential at very neg-
ative potentials and biexponential in the voltage range from
70 to 60 mV (Figs. 3 and 6). The use of short-, inter-
mediate- and long-pulse protocols to evaluate isochronal
inactivation and recovery enabled us to identify three sep-
arate inactivated states, with fast, intermediate, and slow time
constants of inactivation. Signiﬁcant differences in midpoint
and slope of the isochronal inactivation relationships were
observed. The implications of the existence of three distinct
SCHEME 2
TABLE 3 Rate constants for Kv4.3 Markov model (Scheme 2)
a[V] ¼ (1/(1 1 Exp[(V 1 10.0)/10.0]))*(0.425*Exp[0.27*V*0.03918]*
Exp[(V 1 10.0)/10.0] 1 0.0836*Exp[0.83*V*0.03918]).
b[V] ¼ (1/(1 1 Exp[(V 1 5.0)/10.0]))*(0.2244*Exp[0.54*V*0.03918]*













Rate constants are expressed as s1.
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inactivation pathways with different kinetic properties will
be discussed below. Our observations argue against a pre-
viously published hypothesis that Kv4.3 inactivation pri-
marily occurs from the closed state under all experimental
conditions. We will now elaborate on each of these points.
It has been suggested that the mechanism of inactivation in
Kv4 is distinct from that reported for Shaker K1 channels,
because the experiments on Kv4 inactivation did not fully
recapitulate the principal ﬁndings reported for N- and C-type
inactivation in Shaker (23–26). For example, the critical role
played by the Kv4.2 N-terminus in generating the rapid
component of Kv4.2 inactivation is confounded by the
experiments that demonstrate that deletions of parts of the
C-terminus in Kv4.1 and Kv4.3 also retard or remove the fast
component of inactivation (20,34). The mechanisms un-
derlying the intermediate and slow components are less
clear. Hence, we examined in detail the fast, intermediate,
and slow components of open-state inactivation to determine
whether they represent three separate mechanisms and if so
were they coupled in some way to activation?
Concepts about inactivation of K1 channels have their
roots in the classic Hodgkin-Huxley model, which treated
inactivation of K1 channels as a slow ﬁrst-order process with
voltage-dependent rate constants that are independent of the
activation process. It is currently believed that inactivation of
K1 channels is dependent on activation, i.e., activation and
inactivation are coupled (31,35,36). This dependence is
predicted as gating transitions for activation represent con-
formational changes in the protein complex, that directly or
indirectly (allosterically) affect other regions of the channel
associated with inactivation (31). This view was strongly
supported by the gating current measurements in K1 channels
(31,37–39), which showed that transient inactivation of K1
channels was accompanied by a reduction in the size of the
OFF gating currents and reﬂected charge immobilization
(37,40–43). Charge immobilization indicates that activation
does not reverse quickly once inactivation has occurred.
Channels are locked in an ‘‘activated form’’ while inacti-
vated and can deactivate fully once inactivation is removed
through the recovery process.
To address the voltage dependence of the isochronal inac-
tivation relationships for fast, intermediate, and slow com-
ponents of open-state inactivation, we utilized three pulse
durations of 67, 150, and 2000 ms (Fig. 7). Measurements of
inactivation at the end of depolarization pulses with different
voltages and durations to determine isochronal inactivation
relationships assay the fraction of channels that have entered
the inactivated states. The value of 67 ms was selected to
minimize the contribution of slower inactivation pathways.
On the other hand, the value of 150 ms was selected to
achieve quasi-steady-state inactivation for the fast compo-
nent, while recognizing that the intermediate component of
inactivation would also make a contribution to inactivation
during the 150 ms pulse. During the 2000 ms pulse, the fast
and intermediate components of inactivation reached com-
pletion and the slow component nearly so. Appreciable dif-
ferences were obtained for slope and midpoint of the
isochronal inactivation relationships. A comparison of the
V1/2 of the steady-state isochronal inactivation relationships
for 67 and 150, and 150 and 2000 ms pulses differed by 7.7
mV (13.9 vs. 21.6 mV) and 21.8 mV (21.6 vs. 43.4
mV). The values of k of the isochronal inactivation
relationships for 67, 150, and 2000 ms are also different
(10.3, 7.8, and 5.4 mV, respectively). They correspond to
movement of different apparent effective charges 2.48 e0,
3.27 e0, and 4.72 e0, respectively. Because values of V1/2 of
isochronal inactivation for the 67 and 150 ms pulses are more
positive than the V1/2 for steady-state activation (29.4 mV)
(32), we suggest that these two components of inactivation
are coupled to activation (open state), i.e., these two compo-
nents can only proceed after the channel opens.
We have used the term ‘‘apparent effective charge’’
throughout the manuscript to express the degree of voltage
dependence in a consistent fashion. The apparent effective
charge does not necessarily directly reﬂect charge movement
associated with the inactivation process. Rather it reﬂects
model-dependent properties of coupling to the activation
process. The multiple overlapping components of inactiva-
tion complicate the separation of each state. As a result, each
measurement contains some bias, such as the nonequilibrium
problems associated with the interpretation of the isochronal
inactivation relationships for various pulse durations. How-
ever, these measured charges are consistent with the analysis
of the voltage dependence of amplitudes of fast, intermedi-
ate, and slow components, which if extrapolated to inﬁnite
time should be free of nonequilibrium artifacts. Taken in
conjunction with the recovery data, a picture of channel in-
activation emerges, in which time- and voltage-dependent
properties are conferred by distinct inactivated states coupled
to different states in the activation pathway.
The relatively large differences in estimated effective charge
for inactivation may reﬂect discrete or abrupt transitions of
individual channel subunits. One assumption that we made
in the analysis of gating was that each of the four subunits
operates independently and is an equal participant in the
gating process. Evidence in support of this view is most clear
in the case of activation. However, inactivation may instead
result from the movement of fewer than four subunits. In this
case, one could infer that the coordination of gating between
individual subunits may not be necessary for all components
of inactivation. On the other hand, the large range of values
for estimated effective charge may instead reﬂect many small
transitions within each of the subunits that are detected with
the three widely different pulse durations. The relatively
large number of domains in the Kv4.3 channel implicated in
the inactivation process suggests that small conformational
changes during inactivation can also be a basis for observed
changes in gating characteristics.
How do the inactivation properties of Kv4.3 compare with
N- and C-type inactivation seen in Shaker and Kv1.4? Kv1.4
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was selected for comparison, because its N- and C-type in-
activation properties share many similarities with Shaker.
Comparison of inactivation variables, such as the values for
V1/2 and k for fast (N-type) and slow (C-type) inactivation in
Kv1.4 demonstrates that the voltage dependence of N- and
C-type inactivation in Kv1.4 is similar (18). The similarity in
the voltage dependence of N- and C-type inactivation in Kv1.4
stands in marked contrast to the large differences in voltage
dependence of isochronal inactivation properties of Kv4.3,
supporting the view that the mechanism of inactivation in
these two cases and their putative coupling to activation
differ. In Kv1.4 the two types (N- and C-types) of inacti-
vation are coupled to each other and had the same coupling
to activation as was originally proposed for Shaker K1
channels (25).
The disparity between the isochronal inactivation and the
steady-state activation relationships may reﬂect different
degrees of coupling to activation and/or voltage dependence
of inactivation (Fig. 7). One interpretation of the differences
in voltage dependence of open- (pulse durations of 67, 150,
and 2000 ms) and closed-state inactivation is that their
coupling to the activation process is different. The fast com-
ponent is mediated by the binding of N-terminus (6), which
is only possible after sufﬁcient conformational changes during
activation have made the binding site for the N-terminus
accessible. The V1/2 for the isochronal inactivation relation-
ship during the 67 ms pulse at 13.9 mV is more positive
than the V1/2 of open-state activation relationship,29.4 mV
(32), and suggests that the fast component of inactivation
appears to be coupled to an open state in the activation
pathway. The V1/2 of the closed-state inactivation relation-
ship at 58.7 mV is more negative than that obtained for
open-state activation and reﬂects coupling to a preopen
closed state. In addition, the asymmetry of the steady-state
activation relationship, conferred by the biexponential voltage
dependence of activation kinetics (32), could account for the
changes in k seen in the different isochronal relationships
(for 67, 150, and 2000 ms pulses).
The interpretation of our data is inﬂuenced by a compar-
ison with the inactivation data from Kv4.3, Kv4.2, and
Kv4.1, where steady-state inactivation relationships were
obtained by others using 5 s or longer prepulses (3,21,22). In
studies performed by Jerng et al. (21), Ba¨hring et al. (22),
and Beck et al. (3), only relatively small differences in values
of V1/2 and k were noted. Comparison of these data indicates
close agreement between their values of V1/2 and k for
steady-state inactivation (3,22) and our values obtained for
closed-state inactivation. The use of 5-s or longer prepulses
used in previous studies of steady-state inactivation (3,21,22)
would have not allowed detection of isochronal inactivation
relationships for fast and intermediate components of open-
state inactivation.
Recovery from inactivation also can provide important
insights into the gating of Kv4.3. Our data show a dependence
of recovery from inactivation on pulse duration as well as
voltage. The dependence of the recovery time constant on
pulse duration can indicate overlap of several recovery path-
ways from different inactivated states. The relative contri-
bution during recovery will be determined by the degree to
which each of the particular components has contributed to
inactivation. The fast component of inactivation has the
largest contribution to inactivation of Kv4.3 (Fig. 8). Thus,
the time constant of recovery from inactivation at negative
potentials (90 mV) after short pulse duration (67 ms) is
monoexponential and mainly determined by recovery from
the fast inactivated state (Fig. 2). We can expect the larger
recovery time constants from the intermediate inactivated
state. To test this hypothesis, we used a longer pulse duration
(800 ms) and examined recovery from inactivation. We
observed a larger time constant of recovery for the longer
pulses (2406 6 vs. 1796 17 ms for long and short pulses at
90 mV, respectively), an effect that was also observed at
60 and 70 mV. This can be due to the relatively small
contribution of recovery from intermediate inactive state
(;20% of amplitude). The time constant of recovery from
closed-state inactivation was even larger (296 6 22 ms at
90 mV) (Fig. 5). Comparison of apparent effective charges
for recovery obtained with different pulse duration shows an
increase in their values (0.77 e0, 0.94 e0, and 1.20 e0 for
short- and long-pulse recovery from open state, and recovery
from closed-state inactivation, respectively). We suggest that
this reﬂects different coupling of recovery to the deactivation
process. The voltage dependence of recovery rate indicates
that inactivation is terminated by the backward movement of
S4 enabling recovery from inactivation to proceed. This view
is supported by the similarity of values between the apparent
effective charge for recovery from inactivation and de-
activation (0.48 e0) (32).
Thus, the differences in voltage dependence of the open-
state isochronal inactivation relationships elicited by differ-
ent pulses (67, 150, and 2000 ms pulses), the differences in
recovery kinetics elicited by pulses with different durations
(67 and 800 ms), the voltage dependence of relative current
amplitude in conjunction with three different time constants
of inactivation strongly support the existence of multiple
open-state inactivation pathways for Kv4.3.
Simulations
Our model of Kv4.3 gating, which is based on two pathways
of inactivation, closely simulates the different components of
inactivation kinetics throughout a wide range of voltages, the
voltage dependence of inactivation, the voltage dependence of
closed-state inactivation, the isochronal inactivation relation-
ships, and the reopening currents. The isochronal inactivation
relationships, with different pulse durations (67–2000 ms),
result in different fractions of Kv4.3 channels that are in the
different inactivated states at the end of each pulse. These dif-
ferences would provide us with another avenue for assessing
the ability of our model to simulate inactivation and its coupling
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to activation. As we showed the simulations reproduce the
experimental data (Fig. 7, C and D). Our model predicts the
shifts in V1/2 and change in k for isochronal inactivation
relationships for the changes in pulse duration. It is of interest
that our model predicts a predominant role of open-state inacti-
vation at depolarizations positive to 30 mV. At relatively
short depolarization pulse 67 ms, the V1/2 of isochronal in-
activation relationship is close to the value of V1/2 for steady-
state activation (Fig. 7 D). This implies that in this voltage
range the channel is in the open state before it inactivates.
Although our model closely simulates our experimental
data, one set of experiments appears to oppose the foundation
of this model. In a recent report, Shahidullah and Covarrubias
(28) have shown that Rb1 slows the rates of Kv4.3 deacti-
vation and inactivation. Because Rb1 increases the mean open
time, favoring the open state, the slowing of deactivation
supports the conclusion that inactivation is mainly coupled to
a closed (preopen) state. Their interpretation of the experi-
mental data is based on a model, where inactivation of Kv4.3
occurs predominantly via the preopen closed state. We sug-
gest that the increase in opening time and decrease in deac-
tivation and inactivation rates reﬂect a deepening of the energy
minimum for the open conformation of Kv4.3. In this case,
Kv4.3 has to overcome a larger barrier during transitions from
the open to closed states as well as from the open to open-
inactivated state, provided that the energy minima for the
closed and inactivated states are not affected substantially. In
other words, Rb1 does not simply produce a voltage shift in
gating, but slows the rates for the two pathways that lead from
the open state. The indirect evidence supporting our inter-
pretation is that the Rb1 also slows the rate of activation (see
Fig. 5 in Shahidullah and Covarrubias (28)), an effect that
does not simply follow from the negative shift of voltage de-
pendence of G/Gmax in Rb
1.
In addition to closely reproducing different aspects of
Kv4.3 inactivation, we reproduced recovery from inactiva-
tion at 70 mV. At this potential we were able to simulate
both the biexponential recovery from inactivation for both
long and short pulses as well as the values of the time
constants for recovery. Despite the successful reproduction
of inactivation data, this model could not simulate the volt-
age dependence of recovery from inactivation. Attempts
to overcome this limitation by incorporating an additional
closed-inactivated state along with a voltage-dependent tran-
sition between IS and IC3 were unsuccessful. This limitation
is common to the other gating model of Kv4.3 (3). This
suggests that the models do not incorporate adequate ener-
getic coupling to the deactivation process to fully simulate
the experimental data.
Physiological implications
We have demonstrated that pulse duration during voltage-
clamp experiments is an important determinant of the in-
activation process, an observation that has important
physiological implications. Pulses of 150 ms only induced
rapid and intermediate components of inactivation. The values
of 67 and 150 ms would correspond to the action potential
duration of an atrial cell and to the duration of the plateau in
a ventricular myocyte, respectively. These data have im-
plications for the different degrees of cumulative inactivation
of Ito during the repetitive sequence of atrial and ventricular
action potentials. We wish to emphasize that experimental
conditions also will determine the relative contribution of
open-state and/or closed-state inactivation to the inactivation
of Kv4.3. The determination of which pathway is preferen-
tially selected will be dependent on the voltage and time. In
cardiac myocytes, which have resting potentials between
90 and 85 mV under physiological [K1]o, a transient
(,100 ms) depolarization to 130 mV will result in open-
state inactivation. On the other hand, under conditions of
acute myocardial ischemia, when extracellular [K1]o has
been reported to rise to 10–12 mM, resting potential would
be expected to be;65 mV, where closed-state inactivation
would become appreciable (44). In neurons, potentials be-
tween rapid depolarizations are considerably more positive
than in cardiac myocytes leading to a greater degree of
closed-state inactivation under physiological conditions.
APPENDIX
Voltage dependence for time constant
of inactivation
Inactivation can show voltage dependence in two ways, intrinsic voltage
dependence or through its coupling to S4 movement and activation.
To understand how voltage-dependent time constants of inactivation can
develop, consider the simple Markov model of channel gating:
aðVÞ kf
C
!  O !  I;
bðVÞ kb
(1)
where a(V) and b(V) are the voltage-dependent activation and deactiva-
tion rates, respectively, kf and kb are the voltage-independent forward and
backward inactivation rates, respectively, and C, O, and I are the closed, open,
and inactivated states, respectively.
In the absence of inactivation, the equilibrium open probability (PO) is
PO ¼ 1
11 exp½zae0ðV  V1=2Þ=kBT  ; (2)
where za is the activation gating charge. The ratio of probability of the chan-
nels to be in the open and closed states at equilibrium is
PO
PC
¼ exp½zae0ðV  V1=2Þ=kBT: (3)
When the membrane is rapidly depolarized to very positive potentials, PO
rapidly approaches 1 and the time course of development of inactivation




In many cases of interest including Kv4.3
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kf  kb ; (5)




Our system can, therefore, be simpliﬁed to
aðVÞ kf
C
!  O ! I;
bðVÞ
(7)
and the probability of the channel to be in the inactivated state can be ex-




Assuming that activation is much faster than inactivation, PO should be
always proportional to PC according to the relationship
PO
PC
¼ exp½zae0ðV  V1=2Þ=kBT; (9)
or
PC ¼ PO exp½zae0ðV  V1=2Þ=kBT: (10)
The last equation yields from mass balance
PO ¼1 PC  PI ¼ 1 PO exp½zae0ðV  V1=2Þ=kBT  PI:
(11)




11 exp½zae0ðV  V1=2Þ=kBT
¼  kf
11 exp½zae0ðV  V1=2Þ=kBT
1
kfPI
11 exp½zae0ðV  V1=2Þ=kBT; (12)
which has a solution with a time constant (ti)
ti ¼ k1f f11 exp½zae0ðV  V1=2Þ=kBTg: (13)
An apparent effective charge can be calculated from Eq. 13 that has a direct
relationship to the equivalent charge for the activation to which the inacti-
vation process is coupled.
Effective charge and equilibrium
The steep voltage dependence of steady-state inactivation observed in many




!  O !  I ;
bðVÞ kb
(14)




The ratio between PC and PO at equilibrium is always described by Eq. 9.
























or as a simple addition of free energy that stabilizes the inactivated state.
This would also tend to shift the V1/2 for inactivation to the left of that for
activation, but the apparent charge determined from steady-state or iso-
chronal inactivation relationship should still reﬂect the equivalent gating
charge for steady-state activation of the activated state(s) to which a
particular inactivation process is coupled.
Effective charge of recovery
Early work on single Na1 channels (31,45) observed that the development
of inactivation was intrinsically voltage insensitive in the forward direction,
after activation. However, recovery from inactivation was an intrinsically
voltage-sensitive process. In a simple model of coupling
aðVÞ kf
C
!  O !  I ;
bðVÞ kb
(19)
the backwards rate for recovery will be limited by kb at hyperpolarized
potentials. Voltage dependence for the recovery from inactivation could be
obtained by allowing backwards movement of the voltage sensor to desta-
bilize the inactivation process (31,43,45). Kinetically this might be de-
scribed as
(20)
where a9 and b9 have the same net equivalent charge as a and b to preserve
thermodynamic reversibility (46). The steepness of the voltage dependence
of recovery rate, therefore, is unlike the effective charge of inactivation rate
and equilibrium. It does not reﬂect the probability of the open state or states
to which inactivation is coupled, but instead reﬂects the voltage dependence
of a limited set of transitions near but below the inactivation coupling
threshold. However, it is clear that inactivated states that are coupled to
different states of the activation pathway are likely to show different voltage
dependencies of the recovery (effective charge of recovery).
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