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FACTORIAL RATIONAL VARIETIES WHICH ADMIT OR FAIL TO ADMIT
AN ELLIPTIC Gm-ACTION
GENE FREUDENBURG AND TAKANORI NAGAMINE
Abstract. Over a field k, we study rational UFDs of finite transcendence degree n over k. We
classify such UFDs B when n = 2, k is algebraically closed, and B admits a positive Z-grading,
showing in particular that B is affine over k. We also consider the Russell cubic threefold over
C, and the Asanuma threefolds over a field of positive characterstic, showing that these threefolds
admit no elliptic Gm-action. Finally, we show that, if X is an affine k-variety and
X × Am
k
∼=k A
n+m
k
then X ∼=k A
n
k
if and only if X admits an elliptic Gm-action.
1. Introduction
In his 1977 paper [16], Mori gives a classification of unique factorization domains (UFDs) which
are finitely generated over a field k and which admit a positive Z-grading over k. Geometrically,
these correspond to factorial affine Gm-varieties with elliptic (or good) Gm-actions; see Section 3. To
each such ring B, Mori associates a unique natural number m and a subring B(m) derived from the
grading such that B = B(m)[v1/e], where v and e are sequences encoding the ramification data for
B. The subring B(m) is a UFD defined by a semicomplete polarized k-variety (X,L); see Remark 7.4.
The algebras B are thus classified by certain semicomplete polarized k-varieties (X,L) together with
ramification data over the corresponding ring R(X,L). Mori gives an explicit description of all such
rings in the case dimkB = 2 and k is algebraically closed.
Let Uk(n) denote the set of k-isomorphism classes of UFDs containing k and of transcendence
degree n over k. Define the following subsets of Uk(n), where B indicates a ring represented in the
set.
(1) Uk(n,A) : B is affine over k
(2) Uk(n,D) : B admits a positive degree function over k
(3) Uk(n,G) : B admits a positive Z-grading over k
(4) Uk(n,P) : B ⊂ k
[m] for some integer m ≥ n
(5) Uk(n,R) : B is rational over k
Here, k[m] denotes a polynomial ring in m variables over k. Of course, there are other categories of
interest, such as noetherian, regular or unirational UFDs, but the foregoing list is of primary interest
for this paper.
By a result of Eakin ([6], Lemma B), definition (4) is equivalent to:
(4)′ Uk(n,P) : B ⊂ k
[n]
Note the containments Uk(n,G) ⊂ Uk(n,D) and Uk(n,P) ⊂ Uk(n,D). If [B] denotes the isomor-
phism class of the ring B, then the mapping [B]→
[
B[1]
]
gives an inclusion Uk(n, ∗) ⊂ Uk(n+ 1, ∗)
for each of these five properties (∗). We use the notation Uk(n,A,R) to denote Uk(n,A)∩Uk(n,R),
etc. In this notation, Mori’s paper describes Uk(n,A,G).
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For n = 1 and k algebraically closed, it is known that
Uk(1,A) =
{[
k[t]f(t)
] ∣∣ f(t) ∈ k[t] \ {0}}
where k[t] ∼= k[1] and k[t]f(t) denotes localization, and:
Uk(1,D) = Uk(1,G) = Uk(1,P) =
{[
k[1]
]}
See [9], Lemma 2.9 and Lemma 2.12, and Corollary 4.7 below.
In Section 5, we consider the family B(k) of two-dimensional affine k-domains B defined as follows.
There exist n ∈ N, pairwise relatively prime integers a > b > c1 > . . . > cn ≥ 2, and
distinct 1 = λ1, . . . , λn ∈ k
∗ such that:
(1) B = k[x, y, z1, . . . , zn]/(x
a + λiy
b + zcii )0≤i≤n
If n = 0, then B = k[x, y] ∼= k[2]. If n = 1, these are known as factorial Pham-Brieskorn surfaces.
The sequence a, b, c1, . . . , cn is the sequence of ramification indices for B.
In [16], Theorem 5.1, Mori shows that B(k) ⊂ Uk(2,A,G), with equality in the case k is alge-
braically closed.1 Mori’s theorem thus shows Uk(2,A,G) ⊂ Uk(2,R) when k is algebraically closed.
One of our main results is Theorem 5.1 below, which gives a complete description of Uk(2,G,R)
in the case k is algebraically closed, in particular, showing that B(k) = Uk(2,G,R). Consequently,
Uk(2,G,R) ⊂ Uk(2,A) in this case. Combining this with Mori’s result, we conclude that, when k is
algebraically closed:
Uk(2,A,G) = Uk(2,G,R) = Uk(2,A,G,R) = B(k)
We would like to understand the larger set Uk(2,D,R), starting with the subset Uk(2,P). Note
that, if B ∈ Uk(2,P), then B is affine by Zariski’s Theorem [23], and B is rational by Castelnuovo’s
Theorem [2]. Therefore, Uk(2,P) = Uk(2,A,P,R).
One motivation to study Uk(n,P) is the fact that, if A is the ring of invariants for a Ga-action on
the affine space An+1k , then A ∈ Uk(n,P), whereas A 6∈ Uk(n,A) in general. For n = 2, it known that
A ∼= k[2] when the characteristic of k is zero (Miyanishi’s Theorem [15]), but it is an open question
whether this generalizes to all fields. For n = 3, if A is the ring of invariants for a Ga-action on A
4
k
and the characteristic of k is zero, then A ∈ Uk(3,P,R) (rationality is due to Deveney and Finston
[4]), but it is not known if A ∈ Uk(3,A). If the Ga-action is homogeneous for a positive Z-grading,
then A ∈ Uk(3,G,P,R), but even here we do not know if A is affine.
The main tool in our proof of Theorem 5.1 is the theory of signature sequences, which is developed
in Section 4. Signature sequences are defined for any pair (B, deg), where B is an integral k-domain
and deg is a non-negative degree function on B, but they have especially strong properties when
B is a UFD and deg is positive. Section 2 introduces certain criteria for a ring to be a UFD, and
Section 3 discusses degree functions and gradings.
When X is a smooth affine variety over C, then X is a topological manifold, and the existence
of an elliptic C∗-action on X is a strong form of contractibility: In this case, the C∗-action has a
unique (attractive) fixed point x0 ∈ X . If the action is given by
λx (λ ∈ C∗, x ∈ X), then since all
the weights of the action are positive integers, restriction to the real interval t ∈ (0, 1] yields:
lim
t→0+
(tx) = x0 ∀x ∈ X
So the requisite contracting homotopy is given by F : X × [0, 1]→ X , where
F (x, t) =
{
tx (t 6= 0)
x0 (t = 0)
1More precisely, the function B(k)→ Uk(2,A,G) mapping B to [B] is injective, and when k is algebraically closed,
it is also surjective.
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A well-known theorem of Ramanujam [18] says that a smooth affine surface over C which is con-
tractible and simply connected at infinity is isomorphic to C2. This can be used to show that any
smooth affine surface over C with an elliptic C∗-action is isomorphic to C2; see [8].
In the same paper, Ramanujam showed that any smooth contractible affine variety over C of
dimension n ≥ 3 is diffeomorphic to R2n, and is therefore either isomorphic to Cn or an exotic
structure on Cn. A well-known example of this phenomenon is the Russell cubic threefold X , which
is discussed in Section 6. For the coordinate ring B of X , it is known that B ∈ UC(3,A,R), that X
is smooth and contractible, and that X 6∼= C3. So X is an exotic structure on C3. In Theorem 6.2,
we show that X does not have the stronger form of contractibility imposed by an elliptic C∗-action,
i.e., B 6∈ UC(3,G).
Similarly, we consider the Asanuma threefolds over a field of positive characteristic, showing
that these also do not admit an elliptic Gm-action (Corollary 6.5). This result is a consequence of
Theorem 6.4, which highlights the role of elliptic Gm-actions:
For any field k and positive integers n,m, let X be an affine k-variety such that
X × Amk
∼=k A
n+m
k . Then X
∼= Ank if and only if X admits an elliptic Gm-action.
In one direction, the conditionX×Cm ∼= Cn+m ensures thatX is smooth, affine and contractible, but
does not imply the stronger condition C[X ] ∈ UC(n,A,G). In the other direction, if B ∈ UC(n,A,G)
and X = Spec(B) is smooth, then either X ∼= Cn or X is an exotic structure on Cn. In Section 7,
we conjecture the following characterization of affine space:
Let k be an algebraically closed field, and let X be a factorial rational affine k-variety
of dimension n. If X is smooth and admits an elliptic Gm-action, then X ∼=k A
n
k .
The conjecture is true for n = 1 and n = 2.
Preliminaries. For the integral domain B and integer n ≥ 0, B∗ is the group of units of B and B[n]
is the polynomial ring in n variables over B. If K is a field, then K(n) denotes the field of fractions of
K [n]. For a ground field k, affine space n-space over k is denoted by Ank , Ga is the additive group of k,
and Gm the multiplicative group of k
∗. If B is a k-algebra, theMakar-Limanov invariantML(B)
of B is the intersection of all invariant rings of Ga-actions on B, and the Derksen invariant D(B)
of B is the subring generated by invariants of non-trivial Ga-actions. B is rigid if ML(B) = B, and
stably rigid if ML(B[n]) = B for every n ≥ 0. See [9] for details.
2. Criteria for a Ring to be a UFD
Let A be an integral domain. It is well-known that, if A is a UFD, then every localization of A
is a UFD. A partial converse is given by Nagata in [17], Lemma 2.
Theorem 2.1. (Nagata’s Criterion) Let A be a noetherian integral domain and S ⊂ A \ {0} a
multiplicatively closed set generated by a set of prime elements of A. Then A is a UFD if and only
if S−1A is a UFD.
The main purpose of this section is to introduce two additional criteria for a ring to be a UFD.
2.1. Integral Extensions. The following result generalizes Samuel [21], Theorem 8.1.
Theorem 2.2. Let A =
⊕
i∈ZAi be a Z-graded integral domain which is finitely generated as an
A0-algebra, and let F ∈ Aω \ {0}, ω ∈ Z. Define B = A[Z]/(Z
c−F ), where A[Z] = A[1], c ∈ N and
gcd(c, ω) = 1.
(a) B is an integral domain and frac(A) ∼=K frac(B), where K = frac(A0).
(b) If F is prime in A, then z is prime in B, where z = π(Z) for the surjection π : A[Z]→ B.
(c) If A is noetherian and F is prime in A, then A is a UFD if and only if B is a UFD.
Proof. Let x1, . . . , xn ∈ A be such that A = A0[x1, . . . , xn], and let F = P (x1, . . . , xn) for P ∈ A
[n]
0 .
Set ωi = deg xi, 1 ≤ i ≤ n.
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Consider first the case c = dω± 1 for some d ∈ N. Define an A0-automorphism ϕ of A[Z,Z
−1] by
x′i = ϕ(xi) = Z
−dωixi (1 ≤ i ≤ n) and ϕ(Z) = Z
and define F˜ = ϕ(F ) = P (x′1, . . . , x
′
n). Set A
′ = ϕ(A) = A0[x
′
1, . . . , x
′
n]. We have:
Zc − F = Zc − P (Zdω1x′1, . . . , Z
dωnx′n)
= Zc − ZdωP (x′1, . . . , x
′
n)
= Zdω(Z±1 − F˜ )
Therefore:
B[z−1] = A[Z,Z−1]/(Zc − F ) = A′[Z,Z−1]/(Z±1 − F˜ ) = A′[F˜ , F˜−1]
It follows that B is an integral domain and frac(B) = frac(A′) ∼=K frac(A). So statement (a) holds
in this case.
In general, there exist j, d ∈ Z with j ≥ 0 such that jc = dω ± 1. Consider the ring
R := A[T ]/(T jc − F ) = A[t]
where A[T ] = A[1] and t = p(T ) for the canonical surjection p : A[T ] → R. By what was shown
above, R is an integral domain and frac(A) ∼=K frac(R).
For the subring A[tj ] ⊂ R we have:
A[tj ] = A[Z]/(Zc − F ) = B = A[z] =⇒ R = B[S]/(Sj − z) = B[t]
where B[S] = B[1]. Therefore, B is an integral domain. Let ψ be an A-automorphism of the
localization B[S, S−1] defined by:
z˜ = ψ(z) = S1−jz and ψ(S) = S
Set B′ = ψ(B) = A[z˜]. Then B′ ∼=A0 B and B[S, S
−1] = B′[S, S−1]. In addition:
Sj − z = Sj − Sj−1z˜ = Sj−1(S − z˜)
Therefore:
R[t−1] = B[t, t−1] = B[S, S−1]/(Sj − z) = B′[S, S−1]/(S − z˜) = B′[z˜, z˜−1]
Consequently, frac(A) ∼=K frac(R) = frac(B
′) ∼=K frac(B). This completes the proof for part (a).
For part (b), assume that F is prime in A. Since B/zB ∼= A/FA, z is prime in B.
For part (c), assume that A is noetherian and F is prime in A. Since z is a prime element of B,
z˜ is a prime element of B′.
Consider first the case c = dω ± 1 for some d ∈ N. If A is a UFD, then A′ is a UFD, as is
A′[F˜ , F˜−1] = B[z−1]. Since z ∈ B is prime, it follows by Nagata’s criterion that B is a UFD.
Conversely, assume that B is a UFD. Then the localization B[z−1] = A′[F˜ , F˜−1] is a UFD. Since F˜
is prime in A′, it follows by Nagata’s criterion that A′, hence A, is a UFD. So statement (c) holds
in this case.
In general, assume j, d ∈ Z, j ≥ 0, are such that jc = dω ± 1. For the ring R as above, we have
shown that t is prime in R, and that R is a UFD if and only if A is a UFD.
If B is a UFD, then B′ is a UFD, as is B′[z˜, z˜−1] = R[t−1]. Since t ∈ R is prime, it follows by
Nagata’s criterion that R is a UFD.
Conversely, assume that R is a UFD. Then the localization R[t−1] = B′[z˜, z˜−1] is a UFD. Since
z˜ is prime in B′, it follows by Nagata’s criterion that B′, hence B, is a UFD.
We have thus shown: A is a UFD if and only if R is a UFD if and only if B is a UFD. So statement
(c) is true in the general case. 
Note that, although frac(A) ∼=K frac(B) in the theorem above, the inclusion A ⊂ B is not
birational if c ≥ 2.
4
Let g be the Z-grading of A in Theorem 2.2. Extend the Z-grading c g of A to a Z-grading g′ of
A[Z] by letting Z be homogeneous and:
degg′ Z = degg F = ω
Then Zc − F is homogeneous and the quotient B has the Z-grading induced by g′.
2.2. Affine Modifications of UFDs. If A is an integral domain, I ⊂ A is an ideal, and f ∈ I is
nonzero, then the affine modification of A along f with center I is the subring of the localization
Af defined by:
A[f−1I] = A[a/f | a ∈ I]
The reader is referred to [14] for the theory of affine modifications.
The following result generalizes Nagata [17], Theorem 1.
Theorem 2.3. Let A be a noetherian UFD, I ⊂ A an ideal, and f ∈ I. Assume that there exist
a1, · · · an ∈ A such that:
(1) I = (f, a1, . . . , an)
(2) gcd(f, a1 · · · an) = 1
(3) (p, a1, . . . , an) is a prime ideal of A for every prime divisor p ∈ A of f
Then A[f−1I] is a UFD. Moreover, any Z-grading of A for which f, a1, . . . , an are homogeneous
extends to a Z-grading of A[f−1I].
Proof. Let B = A[f−1I] = A[a1/f, . . . , an/f ] and A[Z1, . . . , Zn] = A
[n]. Since gcd(f, ai) = 1 for
each i, the ring
A[Z1, . . . , Zn]/(fZ1 − a1, . . . , fZn − an)
is an integral domain isomorphic to B. Let p ∈ A be a prime divisor of f . Then:
B/pB ∼= A[Z1, . . . , Zn]/(fZ1 − a1, . . . , fZn − an, p)
∼= A/(a1 . . . , an, p)[Z1, . . . , Zn]
∼= A/(a1, . . . , an, p)
[n]
Since a1A+ · · ·+ anA+ pA is a prime ideal of A, pB is a prime ideal of B.
Let S ⊂ A be the multiplicatively closed set generated by the prime divisors of f . We have:
B = A[a1/f, . . . , an/f ] ⊂ S
−1A = S−1B
Since A is a UFD, S−1A = S−1B is a UFD. By Nagata’ criterion, B is a UFD.
Assume that A has Z-grading g. Extend g to a Z-grading g′ of A[Z1, . . . , Zn] by letting Zi be
homogeneous with:
degg′ Zi = degg ai − degg f
Then (fZ1− a1, . . . , fZn− an) is a homogeneous ideal, and the quotient A[f
−1I] has the Z-grading
induced by g′. 
2.3. An Application. The following lemma generalizes Lemma 2 in [3].
Lemma 2.4. Let A0 be an integral domain. Given the integer n ≥ 0, let
Rn = A0[z0, . . . , zn] ∼= A
[n+1]
0
and let a1, . . . , an, b1, . . . , bn be positive integers such that gcd(ai, b1 · · · bi) = 1 for each i. The ideal
In = (z
a1
1 + z
b1
0 , . . . , z
an
n + z
bn
n−1)
is a prime ideal of Rn.
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Proof. We proceed by induction on n, the case n = 0 being clear: I0 = (0).
Assume, for some n ≥ 1, that In−1 is a prime ideal of Rn−1. Define a Z-grading of Rn−1 over A0
for which zi is homogeneous of degree b1 · · · biai+1 · · · an−1, 0 ≤ i ≤ n − 1. Then the quotient ring
A := Rn−1/In−1 is a Z-graded integral domain which is finitely generated over A0.
Let F ∈ A be the image of zbnn−1, noting that degF = b1 · · · bn. By hypothesis, gcd(an, degF ) = 1.
Therefore, by Theorem 2.2(a), the ring A[Z]/(Zan − F ) ∼= Rn/In is an integral domain.
It follows by induction that In is a prime ideal of Rn for each integer n ≥ 0. 
Theorem 2.5. Let K be a noetherian UFD. Given the integer n ≥ 0, let K[z0, . . . , zn+1] ∼= K
[n+2],
and let a1, . . . , an, b1, . . . , bn be positive integers such that gcd(ai, b1 · · · bi) = 1 for each i. Given
nonzero f ∈ K, the ring
An := K[z0, . . . , zn+1]/(fzi+1 + z
ai
i + z
bi
i−1)0≤i≤n
is a UFD whose field of fractions equals frac(K[z0, z1]) ∼= (fracK)
(2).
Proof. If f ∈ K∗, then An ∼= K
[2] is a UFD. So assume that f is not a unit of K.
We proceed by induction on n, the case n = 0 being clear. Note that each ring Am is noetherian,
0 ≤ m ≤ n. Given m ≥ 1, assume that Am−1 is a UFD. Let p ∈ K be a prime divisor of f . Then
Am−1/(p, z
am
m + z
bm
m−1)
∼= (K/pK)[Z0, . . . , Zm]/(Z
a1
1 + Z
b1
0 , . . . , Z
am
m + Z
bm
m−1)
where (K/pK)[Z0, . . . , Zm] ∼= (K/pK)
[m+1]. By Lemma2.4, (p, zamm + z
bm
m−1) is a prime ideal of
Am−1. Define the ideal I ⊂ Am−1 by I = (f, z
am
m + z
bm
m−1). Since Am
∼= Am−1[f
−1I], it follows by
Theorem 2.3 that Am is a UFD.
Therefore, by induction An is a UFD. Since affine modifications preserve quotient fields, we see
that frac(An) = frac(A0) = frac(K[z0, z1]) ∼= (fracK)
(2). 
Rings of the type described in this theorem are considered in Section 6, where K = k[1] for a field
k.
3. Degree Functions, G-Gradings and Gm-Actions
An abelian group G is totally ordered if G has a total order ≤ which is translation invariant:
For all x, y, z ∈ G, x+ z ≤ y + z implies x ≤ y.
3.1. Degree Functions. Assume that G is a totally ordered abelian group, and thatB is an integral
domain with degree function deg : B → G∪ {−∞}. We say the deg has values in G. The induced
filtration is
B =
⋃
g∈G
Fg
where the sets Fg = {b ∈ B | deg b ≤ g} are the associated degree modules. The associated
degree submodules are:
Vg = {f ∈ B | deg f < g} ⊂ Fg
Note that deg can be extended to K = frac(B) by letting deg(f/g) = deg f − deg g for f, g ∈ B,
g 6= 0. Note also that, if B is a field, then deg is a degree function on B if and only if (− deg) is a
valuation of B.
Definition 3.1. deg is non-negative if V0 = {0}.
Proposition 3.2. With the assumptions and notation above:
(a) F0 is a subring of B which is integrally closed in B.
(b) Fg is an ideal of F0 for each g ≤ 0.
(c) Fg is an F0-module for each g ∈ G, and Vg is a submodule.
(d) If deg is non-negative, then F0 is factorially closed in B and B
∗ ⊂ F0.
(e) If deg is non-negative and B is a UFD, then F0 is a UFD.
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(f) If B is a normal ring, then F0 is a normal ring.
(g) If B is a field, then F0 is a valuation ring of B and frac(F0) = B.
Proof. Extend deg to K = frac(B) and let V = {f ∈ K | deg f ≤ 0}. Then V is a valuation ring of
K, and F0 = V ∩B. This proves parts (a), (f) and (g). Proofs for statements (b)-(e) are left to the
reader. 
3.2. k-Algebras. Suppose that B is an integral k-domain for a ground field k. deg is a degree
function over k if deg(k∗) = {0}. Hereafter, any degree function on B is assumed to be over k when
k is the ground field. In this case, each degree module Fg is a k-vector space, and the associated
degree submodule Vg is a subspace of Fg. Let Wg be a complementary subspace, that is:
Fg = Vg ⊕Wg
Then deg b = g for every nonzero b ∈ Wg.
Definition 3.3. Let deg be a degree function on B with values in G.
(1) deg is positive if it is non-negative and F0 = k.
(2) deg is of finite type if dimk Fg <∞ for each g ∈ G.
Note that these properties are preserved under restriction: If A ⊂ B is a k-subalgebra, then
the degree function deg |A on A is non-negative (respectively, positive, of finite type) if deg is non-
negative (respectively, positive, of finite type).
Lemma 3.4. If deg is of finite type, then deg is non-negative.
Proof. Given f ∈ Fg for g < 0, we have:
fk[f ] ⊂ Fg =⇒ dimk fk[f ] <∞ =⇒ dimk k[f ] <∞
We conclude that k[f ] is a field. If f 6= 0, then f ∈ k[f ]∗. But then
f−1 ∈ k[f ] ⊂ F0 and deg f
−1 > 0
which is a contradiction. Therefore, f = 0. 
3.3. G-Gradings. Let B be an integral k-domain and G an abelian group (not necessarily torsion
free). Let g be a G-grading of B over k:
B =
⊕
g∈G
Bg , k ⊂ B0
If G is torsion free, then any choice of total order on G gives a degree function degg on B. In this
case, given f ∈ B, f¯ will denote the highest-degree homogeneous summand of f .
Definition 3.5. Under the above hypotheses:
(1) g is non-negative if Bg = {0} for g < 0.
(2) g is positive if it is non-negative and B0 = k.
(3) g is of finite type if dimk Bg <∞ for each g ∈ G.
These properties are preserved under restriction to graded subgalgebras: If A ⊂ B is a graded
k-subalgebra, then the induced grading
A =
⊕
g∈G
Ag , Ag = B ∩Bg
of A is non-negative (respectively, positive, of finite type) if g is non-negative (respectively, positive,
of finite type).
Note also that, if G is totally ordered, and if g is non-negative (respectively, positive), then degg
is non-negative (respectively, positive). Thus, for any k-subalgebra A of B, if g is non-negative
(respectively, positive), then degg restricts to a non-negative (respectively, positive) degree function
on A.
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However, it can happen that g is of finite type, while degg is not. For example, if B = k[x, x
−1],
the ring of Laurent polynomials with the standard Z-grading, then the grading is of finite type, but
the associated degree function is not non-negative, and therefore not of finite type. However, if g is
non-negative and of finite type, then degg is of finite type.
Lemma 3.6. If g is positive, then B∗ = k∗.
Proof. Assume g is positive, and let u ∈ B∗. If degg u > 0, then degg(u
−1) < 0, which is impossible,
since deg b < 0 implies b = 0. Therefore, u ∈ F0 = B0 = k. 
3.4. Gm-Actions. Assume that B is an affine k-domain and set X = Spec(B). Let
ρ(g) : Gm → Autk(X)
be the Gm-action of X induced by the nonzero Z-grading g of B. Recall the following definitions.
(1) ρ(g) is effective if gcd{degg f | f ∈ B \ {0}} = 1.
(2) ρ(g) is elliptic if either g or (−g) is positive.
(3) ρ(g) is parabolic if either g or (−g) is non-negative, but not positive.
(4) ρ(g) is hyperbolic if it is neither elliptic nor parabolic.
(5) ρ(g) is good if it is both elliptic and effective.
Note that any Gm-action on X is of the form ρ(cg) for some Z-grading g where ρ(g) is effective.
Two Gm-actions σ, τ of X are equivalent if there exists a Z-grading g of B and nonzero c, d ∈ Z
such that σ = ρ(cg) and τ = ρ(dg). In particular, the equivalence class of any nontrivial Gm-action
contains exactly two effective members, being of the form ρ(±g).
The following result is needed in Section 5, and is due to Flenner and Zaidenberg; see [7], Theo-
rem3.3.
Theorem 3.7. Let X be a normal affine surface over C. If C[X ] is rigid and X 6∼= C∗ × C∗, then
all C∗-actions on X are equivalent.
4. Signature Sequences for Non-Negative Degree Functions
4.1. Definition and Basic Properties. Let k be a field, B an integral k-domain, G a totally
ordered abelian group, and deg : B → G ∪ {−∞} a non-negative degree function with filtration:
B =
⋃
g∈G
Fg
Definition 4.1. A signature sequence ~h = {hi}i∈I for (B, deg) is a sequence hi ∈ B indexed by
an interval 0 ∈ I ⊂ N such that:
(1) h0 = 1
(2) For each n ∈ I with n ≥ 1, hn ∈ Fdn \ k[h1, . . . , hn−1] where:
dn = min{g ∈ G | Fg 6⊂ k[h1, . . . , hn−1]}
The length of ~h is |~h|, and ~h is finite or infinite depending on |~h|. ~h is complete if B = k[~h].
Note that the degree sequence {dn} ⊂ G has dn ≤ dn+1. In addition, for n ≤ |~h|, the subsequence
{h0, . . . , hn} is a signature sequence.
In case the degree function is of the form degg for some G-grading g of B, we say that
~h is a
homogeneous signature sequence if each hn is homogeneous.
By Lemma 3.4, if a degree function deg on B is of finite type, then it is non-negative. So signature
sequences can be formed for any pair (B, deg) for which deg is of finite type.
Lemma 4.2. If deg is a degree function on B of finite type, then (B, deg) admits a complete
signature sequence. If B is of finite type over k, then (B, deg) admits a complete signature sequence
which is finite.
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Proof. There are two cases to consider.
Case 1: There exists a complete finite signature sequence for (B, deg).
Case 2: There is no complete finite signature sequence for (B, deg). In this case, any finite
signature sequence {h0, . . . , hn} can be extended, that is,
d := min{g ∈ G | Fg 6⊂ k[h1, . . . , hn]}
exists, and we can choose hn+1 ∈ Fd \ k[h1, . . . , hn]. By induction, there exists an infinite signature
sequence ~h. Since dimk Fg <∞ for each g, it follows that, given g ∈ G:
Fg ⊂ k[h1, . . . , hn] for n≫ 0
Therefore, B = k[~h] and ~h is complete. 
Let ~h be a signature sequence of length L for the pair (B, deg), with degree sequence di. Define
subgroups Hi, H ⊂ G by:
Hi = 〈d1, . . . , di〉 , 1 ≤ i ≤ L , and H = deg(B \ {0})
Proposition 4.3. Let ~h be a signature sequence for (B, deg) of length at least n.
(a) If b ∈ B and deg b < dn, then b ∈ k[h1, . . . , hn−1].
(b) Given g ∈ Hn−1, write Fg = Vg ⊕Wg. If g ≤ dn, then:
Wg ∩ k[h1, . . . , hn−1] 6= {0}
Proof. Assume f ∈ B \ k[h1, . . . , hn−1], and set g = deg f . Then:
f ∈ Fg \ k[h1, . . . , hn−1] =⇒ g ≥ dn
This proves part (a).
For part (b), since g ∈ Hn−1, there exist c1, . . . , cn−1 ∈ N such that deg(h
c1
1 · · ·h
cn−1
n−1 ) = g.
Therefore, there exist v ∈ Vg and nonzero w ∈ Wg such that h
c1
1 · · ·h
cn−1
n−1 = v + w. Consequently:
w − hc11 · · ·h
cn−1
n−1 = v ∈ Vg =⇒ deg(w − h
c1
1 · · ·h
cn−1
n−1 ) < g ≤ dn
Part (a) implies w−hc11 · · ·h
cn−1
n−1 ∈ k[h1, . . . , hn−1], so w ∈ k[h1, . . . , hn−1]. This proves part (b). 
Corollary 4.4. Let ~h be a signature sequence for (B, deg) of length at least n. If deg is positive,
then hn + b is irreducible in B whenever deg b < deg hn.
Proof. Assume that hn + b = uv for u, v ∈ B. If deg u < dn and deg v < dn, then by Proposi-
tion 4.3(a) we have:
u, v, b ∈ k[h1, . . . , hn−1] =⇒ uv = hn + b ∈ k[h1, . . . , hn−1] =⇒ hn ∈ k[h1, . . . , hn−1]
a contradiction. Therefore, either deg u ≥ dn or deg v ≥ dn. Assume that deg u ≥ dn. Then:
dn ≤ dn + deg v ≤ deg u+ deg v = deg(hn + b) = dn =⇒ deg v = 0 =⇒ v ∈ k
∗
Likewise, u ∈ k∗ if deg v ≥ dn. 
Note that, if ~h is a homogeneous signature sequence for a positive G-grading, this corollary implies
that any β ∈ B with β¯ = hn is irreducible and β−hn ∈ k[h1, . . . , hn−1], where β¯ denotes the highest
degree homogeneous summand of β.
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4.2. Signature Sequences in UFDs. In this section, assume that the field k is algebraically
closed.
Theorem 4.5. Let B be a UFD over k with a positive degree function deg. Assume that ~h is a
signature sequence for (B, deg). Given hn ∈ ~h and b ∈ B with deg b < deg hn, k[hn+ b] is factorially
closed in B. Consequently, hn + b is a prime element of B.
Proof. We may assume n ≥ 1. Suppose that uv ∈ k[hn + b] for u, v ∈ B \ k, and let hn + b− λ be a
divisor of uv, where λ ∈ k. By Corollary 4.4, hn + b − λ is irreducible in B, and therefore prime in
B. It follows that every prime factor of u (respectively, v) is of the form hn + b− λ for some λ ∈ k.
Therefore, u ∈ k[hn + b] (respectively, v ∈ k[hn + b]). 
Note that this result means that every term hi of the signature sequence ~h is prime.
Corollary 4.6. Let B be a UFD over k with a positive degree function deg. Assume that ~h is a
signature sequence for (B, deg). Given hm, hn ∈ ~h with 0 < m < n, k[hm, hn] ∼= k
[2].
Proof. By Theorem 4.5, k[hm] is factorially closed in B, hence algebraically closed in B. Since
hn 6∈ k[hm], it follows that hn is transcendental over k[hm]. Since m > 0, k[hm] ∼= k
[1]. Therefore,
k[hm, hn] ∼= k
[2]. 
Corollary 4.7. Uk(1,G) = Uk(1,D) =
{
k[1]
}
Proof. Let B ∈ Uk(1,D) and let deg be a positive degree function on B. Since tr.degkB = 1, there
exists a signature sequence ~h for (B, deg) of length at least one. By Theorem 4.5, k[h1] is factorially
closed in B, hence algebraically closed in B. Since tr.degkB = 1, this means B = k[h1]
∼= k[1]. We
thus have: {
k[1]
}
⊂ Uk(1,G) ⊂ Uk(1,D) ⊂
{
k[1]
}

5. Rational UFDs of Transcendence Degree Two
Let B(k) be the family of rings defined in (1) above. The main goal of this section is to prove the
following classification.
Theorem 5.1. B(k) ⊂ Uk(2,G,R). If k is algebraically closed, then B(k) = Uk(2,G,R).
Proof. Assume that k is algebraically closed and B ∈ Uk(2,G,R). Let g be a positive Z-grading of
B, given by B = ⊕i∈NBi. If B ∼= k
[2], then B ∈ B(k). So assume that B 6∼= k[2].
Since tr.degkB = 2 and B 6
∼= k[2], there exists a homogeneous signature sequence ~h of (B, degg)
of length at least three. Let f = h1 and g = h2. Set K = frac(B) ∼= k
(2) and let K0 ⊂ K be the
subfield:
K0 = {u/v ∈ K |u, v ∈ Bi, v 6= 0, i ∈ N}
By [9], Proposition 1.1(c), K0 is algebraically closed in K. Since k 6= K0 and K0 6= K, we conclude
that tr.degkK0 = 1. Since frac(B) = k
(2), Lu¨roth’s Theorem implies that K0 = k(ζ) = k
(1) for some
ζ ∈ K0. Let ζ = u/v for u, v ∈ Bt with gcd(u, v) = 1 for positive t ∈ Z.
Let a ≥ b ∈ N be such that d1 = deg f = bd and d2 = deg g = ad for d = gcd(d1, d2) and
gcd(a, b) = 1. Then there exist standard homogeneous F,G ∈ k[X,Y ] = k[2] of the same degree r
such that:
gcd(F (X,Y ), G(X,Y )) = 1 and faG(u, v) = gbF (u, v)
Let Li,Mj ∈ k[X,Y ], 1 ≤ i, j ≤ r, be linear forms such that F = L1 · · ·Lr and G = M1 · · ·Mr. If
λ ∈ B is prime and F (u, v), G(u, v) ∈ λB, then Li(u, v),Mj(u, v) ∈ λB for some i, j. Since Li and
Mj are linearly independent, u, v ∈ λB, which implies λ ∈ k
∗. Therefore, gcdB(F (u, v), G(u, v)) = 1.
It follows that f is the only prime divisor of L1(u, v) and g is the only prime divisor of M1(u, v). If
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L1(u, v) = f
a1 and M1(u, v) = g
b1 for a1 ≤ a and b1 ≤ b, then deg f
a1 = deg gb1 implies a1 = a and
b1 = b. Since (L1,M1) ∈ GL2(k), it follows that K0 = k(f
a/gb).
Let ξ ∈ B be homogeneous and irreducible, where ξ ∈ Bl for positive l ∈ Z. Assume ξB 6= fB
and ξB 6= gB. We have ξd1/f l ∈ K0. Reasoning as above, we conclude that there exists a linear
form N ∈ k[X,Y ] and positive e ∈ Z such that:
(2) ξe = N(fa, gb)
Moreover, gcd(e, ab) = 1: Assume that s0 ∈ Z is a prime dividing e and ab. Since gcd(a, b) = 1,
either a ∈ s0Z or b ∈ s0Z. Suppose that e = s0e0 and a = s0a0 for integers e0, a0. Furthermore,
set s1 = gcd(e0, a0), e0 = s1e1 and a0 = s1a1 for integers e1, a1. Then e = se1 and a = sa1, where
s = s0s1. Since gcd(e1, a1) = 1, the equation above then yields g
b1 = λξe1 + µfa1 for b1 ≤ b and
λ, µ ∈ k∗. Since deg gb1 = deg fa1 , we must have a1 = a and b1 = b. But then s = 1, which is
impossible. Therefore, no such prime s0 exists.
Suppose that a = b. Then a = b = 1 and d1 = d2 = d. By equation (2), e deg ξ = d for all
homogeneous primes ξ ∈ B. If e > 1, this implies deg ξ < d = d1, a contradiction. So e = 1 and
ξ ∈ k[f, g]. But then B = k[f, g], also a contradiction. Therefore, a > b.
According to equation (2), there exist integers cn ≥ 2 such that h
cn
n ∈ 〈f
a, gb〉. By Theorem 4.5,
hn is prime for each n ≥ 1. Therefore, deg hn divides abd for all n ≥ 3, which implies that the
sequence of degrees dn is bounded.
Suppose, for some pair m 6= n, that cm = tp and cn = tq for t = gcd(cm, cn) and nonzero p, q ∈ N.
Being powers of distinct primes, we see that hcmm and h
cn
n are k-linearly independent. Therefore,
from equation (2) it follows that
fa, gb ∈ 〈hcmm , h
cn
n 〉 = 〈h
tp
m, h
tq
n 〉 =⇒ f
a′ , gb
′
∈ 〈hpm, h
q
n〉
for some a′ ≤ a and b′ ≤ b. But then:
a′ deg f = b′ deg g =⇒ a′ = a and b′ = b =⇒ t = 1
Therefore, gcd(cm, cn) = 1 for all pairs m 6= n. In particular, this means dn+1 6= dn for all n ≥ 0. So
dn is a strictly increasing sequence, and cn, n ≥ 3, is a strictly decreasing sequence. Since dn is also
bounded, we conclude dn is finite. Consequently, (B, degg) admits a finite complete homogeneous
signature sequence ~h, and if the length of ~h is n, then B = k[f, g, h3, . . . , hn].
By re-scaling equations from (2), we may assume that fa + κiy
b + hcii = 0, where κi ∈ k
∗,
3 ≤ i ≤ n. Replacing y with κ
1/b
3 y, we may assume κ3 = 1. By linear independence, we see that
κi 6= κj if i 6= j. We may thus write
B ∼=k k[x, y, z3, . . . , zn]/(x
a + κiy
b + zcii )3≤i≤n (κi ∈ k
∗, κi 6= κj if i 6= j)
where a > b > c3 > · · · > cn ≥ 2 are pairwise relatively prime integers. Therefore, B ∈ B(k).
Conversely, for any field k, suppose that B ∈ B(k) has the form (1), and consider subrings
Ri = k[x, y, z3, . . . , zi], 2 ≤ i ≤ n. For 3 ≤ i ≤ n, define Fi = x
a + λiy
b.
We see that R2 = k[x, y] ∼= k
[2] is a rational UFD with the Z-grading for which deg x = b and
deg x = a, and that xa + µyb is irreducible and homogeneous in R2 for every µ ∈ k
∗.
Given i with 2 ≤ i ≤ n − 1, suppose that Ri is a rational UFD with positive Z-grading g, and
that xa + µyb is irreducible and homogeneous in Ri for every µ ∈ k
∗ \ {λ3, . . . , λi}. Since
Ri+1 = Ri[zi+1] = Ri[Z]/(Z
ci+1 − Fi+1)
it follows by Theorem 2.2 that Ri+1 is a rational UFD.
Let µ ∈ k∗ \ {λ3, . . . , λi+1} and consider G := x
a + µyb ∈ Ri+1. We have:
Ri+1/GRi+1 = R[Z]/(Z
ci+1 − Fi+1, G) = (Ri/GRi)[Z]/(Z
ci+1 − (λi+1 − µ)y
b)
By the inductive hypothesis, Ri/GRi is an integral domain. By Theorem 2.2(a), Ri+1/GRi+1 is an
integral domain. Therefore, G is irreducible and homogeneous in Ri+1.
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Finally, we may extend the Z-grading ci+1g on Ri to a positive Z-grading on Ri+1 by letting zi+1
be homogeneous of degree equal to degg Fi.
It follows by induction on i that B = Rn ∈ Uk(2,G,R) and that x
a + µyb is irreducible and
homogeneous in B for every µ ∈ k∗ \ {λ1, . . . , λn}.
This completes the proof. 
Note that the positive Z-grading on B ∈ B(k) as defined in (1) is given by
(3) deg(x, y, z1, . . . , zn) = (N/a,N/b,N/c1, . . . , N/cn)
where N = abc1 · · · cn and x, y, z1, . . . , zn are homogeneous.
Corollary 5.2. Uk(2,G,R) = Uk(2,A,G,R)
Theorem 5.3. Given B ∈ B(k) as defined in (1), the minimum number of generators of B over k
is n+ 2.
Proof. By hypothesis, we have
B = C[x, y, z1, . . . , zn]/(x
a + λiy
b + zcii )0≤i≤n
where a > b > c1 > · · · > cn ≥ 2 are pariwise relatively prime integers and 1 = λ1, . . . , λn ∈ k
∗ are
distinct. Let d be the minimum number of generators of B over k. Then clearly d ≤ n + 2. Set
X = Spec(B) ⊂ An+2. For 1 ≤ i ≤ n, let fi = x
a + λiy
b + zi
ci . Let J be the Jacobian matrix of
(f1, · · · , fn), namely:
J =
(
∂fi
∂x
,
∂fi
∂y
,
∂fi
∂zj
)
1≤i, j≤n
Then J is of dimension (n + 2) × n. For a closed point p ∈ X , we denote J(p) by the Jacobian
matrix at p, that is:
J(p) =
(
∂fi
∂x
(p),
∂fi
∂y
(p),
∂fi
∂xj
(p)
)
1≤i, j≤n
Let mp be a maximal ideal of B corresponding to the origin p = (0, . . . , 0) ∈ X . Since a > b > ci ≥ 2
for each i, we see that rank(J(p)) = 0, and we have:
dimk(mp/mp
2) = (n+ 2) + rank(J(p)) = n+ 2
Therefore, the dimension of the tangent space at the origin p is n+ 2, which implies d ≥ n+ 2. 
Theorem 5.4. Assume that the characteristic of k equals 0. Given B ∈ B(k), let R be a UFD such
that B ⊂ R and B is factorially closed in R. If B 6∼= k[2] and B 6∼= k[x, y, z]/(x5 + y3 + z2), then
B ⊂ML(R). In particular, B is rigid (respectively, stably rigid) in these cases.
Proof. Assume that
B = C[x, y, z1, . . . , zn]/(x
a + λiy
b + zcii )0≤i≤n
where a > b > c1 > · · · > cn ≥ 2 are pariwise relatively prime integers and 1 = λ1, . . . , λn ∈ k
∗ are
distinct. We may assume n ≥ 1, since otherwise B = k[x, y]. From the proof of Theorem 5.1, we see
that x, y, z1, . . . , zn are distinct prime elements of B, since x = h1, y = h2, z1 = h3, . . . , zn = hn+2 is
a complete signature sequence in B. Since B is factorially closed in R, it follows that x, y, z1, . . . , zn
are distinct primes in R.
If a−1+b−1+c−1i > 1, then it is easy to check that (a, b, ci) = (5, 3, 2). By the ABC Theorem ([9],
Thm. 2.48), it follows that k[x, y, zi] ⊂ML(R) whenever (a, b, ci) 6= (5, 3, 2). Since B is algebraic over
k[x, y, zi] and ML(R) is algebraically closed in R, it follows that B ⊂ ML(R) if (a, b, ci) 6= (5, 3, 2)
for all i.
If (a, b, ci) = (5, 3, 2) for some i, then n = 1 and (a, b, c1) = (5, 3, 2). 
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Theorem 5.5. Elements of B(C) are pairwise non-isomorphic as C-algebras.
Proof. Let B,B′ ∈ B(C) be defined as in (1):
B = C[x, y, z1, . . . , zn]/(x
a + λiy
b + zcii )0≤i≤n
where a > b > c1 > · · · > cn ≥ 2 are pariwise relatively prime integers and 1 = λ1, . . . , λn ∈ C
∗ are
distinct; and
B′ = C[x′, y′, z′1, . . . , z
′
m]/(x
′a′ + λ′iy
′b′ + (z′i)
c′
i)0≤i≤m
where a′ > b′ > c′1 > · · · > c
′
m ≥ 2 are pairwise relatively prime integers and 1 = λ
′
1, . . . , λ
′
m ∈ C
∗
are distinct. By Theorem 5.3, we must have m = n. If m = n = 2, then B,B′ ∼= C[2]. So assume
that m = n ≥ 3. By Theorem 5.4, the rings B and B′ are rigid; see also Remark 7.1 below.
Assume that ϕ : B′ → B is a C-algebra isomorphism. Let g and g′ be the positive Z-gradings
of B and B′, respectively, as given in (3). In addition, let ϕ(g′) be the Z-grading of B induced by
ϕ. According to Theorem 3.7, there exists ξ ∈ Z such that ϕ(g′) = ξ g. Since ϕ is surjective, we see
that ξ = ±1. If ξ = −1, we may compose ϕ with an involution α of B so that αϕ(g′) = g. So we
may assume that ξ = 1, and ϕ(g′) = g.
From the proof of Theorem 5.1, we have that ~z = {x, y, z1, . . . , zn} is a homogeneous signa-
ture sequence for (B, g), and that ~z′ = {x′, y′, z′1, . . . , z
′
n} is a homogeneous signature sequence for
(B′, g′) = ϕ(B, g). Therefore, ~h := ϕ
(
~z′
)
is also a homogeneous signature sequence for (B, g).
Write ~h = {f, g, h3, . . . , hn+2}, where:
ϕ(x′) = f , ϕ(y′) = g , ϕ(z′i) = hi+2 (1 ≤ i ≤ n)
Let d1 = deg x, d2 = deg y and di+2 = deg zi for i ≥ 1. The proof of Theorem 5.1 shows that the
sequence di is strictly increasing. Therefore, for each i with 1 ≤ i ≤ n:
dimCBdi − dimC(Bdi ∩ C[x, y, z1, . . . , zi−1]) = 1
If follows that:
(1) There exist u, v, wi ∈ C
∗ such that f = ux, g = vy and hi+2 = wizi for 1 ≤ i ≤ n
(2) a = a′, b = b′ and ci = c
′
i for 1 ≤ i ≤ n
From the defining equations for B and B′ we thus obtain for 1 ≤ i ≤ n:
−zcii = x
a + λiy
b and − hcii+2 = f
a + λ′ig
b
Therefore:
−zcii =
ua
wcii
xa +
vb
wcii
λ′iy
b = xa + λiy
b
Since xa and yb are linearly independent over k, it follows that ua = wcii and w
ci
i λi = v
bλ′i for
1 ≤ i ≤ n. Set ζ = vb/ua ∈ C∗. Then λi/λ
′
i = ζ for 1 ≤ i ≤ n. Since λ1 = λ
′
1 = 1, we see that
ζ = 1, hence λi = λ
′
i for 1 ≤ i ≤ n.
This completes the proof of the theorem. 
6. Rational UFDs of transcendence degree three
6.1. Certain Affine Modifications of k[3]. Let k[x] = k[1] for a field k, and let f = p(x) ∈
k[x] \ {0}. Define the affine k-algebra
(4) Bn = k[x][z0, . . . , zn+1]/(p(x)zi+1 + z
ai
i + z
bi
i−1)0≤i≤n
where a1, . . . , an, b1, . . . , bn are positive integers such that gcd(ai, b1 · · · bi) = 1 for each i. Using
K = k[x] in Theorem 2.5, it follows that Bn ∈ Uk(3,A,R).
Proposition 6.1. If p(x) 6∈ k and ai, bi ≥ 2 for all i, then the minimum number of generators of
Bn over k is n+ 3.
Proof. Let d be the minimum number of generators of Bn over k. Then clearly d ≤ n + 3. Set
X = Spec(Bn) ⊂ A
n+3. For 0 ≤ i ≤ n, let fi = p(x)zi+1 + z
ai
i + z
bi
i−1. Let J be the Jacobian matrix
of (f0, . . . , fn), namely:
J =
(
∂fi
∂x
,
∂fi
∂zj
)
0≤i≤n, 0≤j≤n+1
Then J is of a matrix of size (n + 3) × (n + 1). For 0 ≤ i ≤ n and 0 ≤ j ≤ n + 1, we have
∂fi/∂x = p
′(x)zi+1 and:
∂fi
∂zj
=


p(x) (j = i+ 1)
aiz
ai−1
i (j = i)
biz
bi−1
i−1 (j = i+ 1)
0 (otherwise)
For a maximal ideal m of Bn, we denote J(m) by the Jacobian matrix at m, that is,
J(m) =
(
∂fi
∂x
(m),
∂fi
∂zj
(m)
)
0≤i≤n, 0≤j≤n+1
where for g ∈ Bn, g(m) means the image of g in Bn/m.
Take a prime divisor q(x) ∈ k[x] of p(x), which is possible since p(x) 6∈ k. Let m be the maximal
ideal of Bn generated by q(x), z0, . . . , zn+1. Since ai, bi ≥ 2 for each i, we see that rank(J(m)) = 0,
hence we have:
dimk(m/m
2) = (n+ 3) + rank(J(m)) = n+ 3
Therefore, the dimension of the tangent space at m is n+ 3, which implies d ≥ n+ 3. 
The threefolds listed in (4) are of interest, since some of them occur as the kernel a of locally
nilpotent derivation of k[4] when the characteristic of k is 0. For instance, Example 8.11 and Example
8.15 of [9] give kernels isomorphic to
(5) B1 = k[x, z0, z1, z2]/(x
2z2 + z
2
1 + z
3
0) and B2 = k[x, z0, z1, z2, z3]/(xz2 + z
2
1 + z
3
0 , xz3 + z
2
2 + z
3
1)
respectively. B1 has two independent positive Z-gradings g1 and g2, where x, z0, z1, z2 are homoge-
neous with:
degg1(x, z0, z1, z2) = (1, 2, 3, 4) and degg2(x, z0, z1, z2) = (2, 2, 3, 2)
B2 has positive Z-grading h, where x, z0, z1, z2, z3 are homogeneous with:
degh(x, z0, z1, z2, z3) = (3, 4, 6, 9, 15)
For n ≥ 3, it is easy to show that Bn admits no positive Z-grading for which x, z0, . . . , zn are
homogeneous.
6.2. The Russell Cubic Threefold. The Russell cubic threefold over k is X = Spec(B), where:
B = k[x, y, z, t]/(x+ x2y + z2 + t3) ∈ Uk(3,A,R)
X is smooth and admits the hyperbolic Gm-action ρ(g) induced by the Z-grading g of B for which
x, y, z, t are homogeneous and degg(x, y, z, t) = (6,−6, 3, 2).
Assume that k = C. Dubouloz, Moser-Jauslin and Poloni describe the automorphism group
G = AutC(B) in [5] as follows.
It is known that ML(B) = C[x] and D(B) = C[x, z, t]. Thus, any element of G restricts to both
C[x] and C[x, z, t] ∼= C[3]. Define the ideal I ⊂ C[x, z, t] by I = (x2, z2 + t3 + x), and define the
group:
K = {α ∈ AutC[x]C[x, z, t] |α(I) = I , α ≡ 1 (mod (x))}
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Let ϕ : C∗ → AutC(K) be the restriction of ρ(g) to C[x, z, t]. Then
(6) G ∼= K ⋊ϕ C
∗
where the isomorphism is gotten by restricting elements of G to C[x, z, t]. As a consequence, every
automorphism of X fixes the point 0 ∈ X defined by the maximal ideal (x, y, z, t) of B.
Theorem 6.2. B 6∈ UC(3,G)
Proof. Let h be a positive Z-grading of B, and let ψ : C∗ → G be the elliptic C∗-action on B induced
by h. Then ψ restricts to R := C[x, z, t] and is completely determined by its action on R.
Note first that ψ fixes C[x], and xmust therefore be h-homogeneous. Since h is positive, Lemma 6.3
below implies that there exist h-homogeneous Z, T ∈ R with R = C[x, Z, T ]. Define β ∈ K by
β(x, z, t) = (x, Z, T ), and for λ ∈ C∗, suppose that ψ(λ)(x, Z, T ) = (λpx, λqZ, λrT ) for positive
p, q, r ∈ Z. Given λ ∈ C∗, write
ψ(λ) = κλϕ(µλ) , κλ ∈ K , µλ ∈ C
∗
according to the decomposition of G given in (6). By [5], Proposition 3.6, there exist f, g, α ∈ C[z, t]
such that :
κλ(z) = z + x(α(z
2 + t3))t + x
2f and κλ(t) = t− x(α(z
2 + t3))z + x
2g
In addition Z = β(z) and T = β(t) also have this form. Therefore:
ψ(λ)(x) = κλϕ(λ)(µλ)(x) = κλ(µ
6
λx) = µ
6
λκλ(x) = µ
6
λx
ψ(λ)(z) = κλϕ(λ)(µλ)(z) = κλ(µ
3
λz) = µ
3
λκλ(z) = µ
3
λ(z + x(α(z
2 + t3))t + x
2f)
ψ(λ)(t) = κλϕ(λ)(µλ)(t) = κλ(µ
2
λt) = µ
2
λκλ(t) = µ
2
λ(t− x(α(z
2 + t3))z + x
2g)
Let V be the tangent space to Spec(R) ∼= C3 at 0, and let Ψ denote the C∗-action on V induced by
ψ|R. Since x(α(z
2 + t3))z , x(α(z
2 + t3))t ∈ (x, z, t)
2, it follows that:
Φ(λ)(x, Z, T ) = (µ6λx, µ
3
λz, µ
2
λt) = (λ
px, λqz, λrt)
Therefore, ψ(λ)(x, Z, T ) = (λ6cx, λ3cZ, λ2cT ) for some c ∈ Z, which implies:
ψ|R = β (ρ(cg)|R) β
−1 =
(
βρ(cg)β−1
)
|R =⇒ ψ = βρ(cg)β
−1
But this is impossible, since ψ is elliptic. Therefore, B admits no positive Z-grading. 
The following result, which is due to Daigle, implies that any elliptic Gm-action on A
n
k is lineariz-
able; see [9], Proposition 3.42.
Lemma 6.3. Let k be a field and R = k[r] (r ≥ 1), and let g be a positive Z-grading of R. If
f1, . . . , fn ∈ R are g-homogeneous and R = k[f1, . . . , fn], then there is a subset {g1, . . . , gr} of
{f1, . . . , fn} such that R = k[g1, . . . , gr].
6.3. Asanuma Threefolds. Let k be a field of characteristic p > 0. In [1], Asanuma introduced
the rational threefolds
Am = k[x, y, z, t]/(x
my + f(z, t))
where m ≥ 1, f(z, t) ∈ k[z, t] and k[z, t]/(f) ∼=k k
[1] but k[z, t] 6= k[f ][1]. Segre [22] gives such
non-standard line embeddings in A2, for example, defined by
f(z, t) = zp
e
+ t+ tsp
where s, e ∈ Z+ and pe and sp do not divide each other; see also the Introduction to [10]. Asanuma
showed that A
[1]
m
∼=k k
[4] for each m ≥ 1. From this, it follows that Am ∈ Uk(3,A,P,R) and that
each threefold Spec(Am) is smooth.
These rings are considered by N. Gupta in [11, 12], showing that, when m ≥ 2, ML(Am) = k[x]
and D(Am) = k[x, z, t]. So Am 6∼=k k
[3] when m ≥ 2, thus providing counterexamples for the
cancellation problem for affine spaces in positive characteristic. It is an open problem whether
A1 ∼=k k
[3].
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Theorem 6.4. Let k be a field and A an affine k-domain, n = dimk A. The following conditions
are equivalent.
(1) A ∈ Uk(n,G) and A
[m] ∼=k k
[n+m] for some m ∈ N
(2) A ∼=k k
[n]
Proof. The implication (2) implies (1) is clear. For the converse, assume that condition (1) holds,
and let g be a positive Z-grading of A over k. There exist an integer s ≥ n and g-homogeneous
elements a1, . . . , as ∈ A such that A = k[a1, . . . , as].
Let B = A[x1, . . . , xm] = A
[m], and let I ⊂ B be the ideal I = x1B + · · ·+ xmB. Extend the Z-
grading 2g on A to a Z-grading g′ of B by letting each xi be homogeneous of degree one, 1 ≤ i ≤ m,
and let B =
⊕
i∈NBi be the decomposition of B for g
′. Then B0 = k and B1 = kx1 ⊕ · · · ⊕ kxm.
By Lemma6.3, there exists a subset {g1, . . . , gn+m} of {a1, . . . , as, x1, . . . , xm} such that B =
k[g1, . . . , gn+m]. Since g
′ is positive and degg′ ai ≥ 2 for each i, it follows that:
{x1, . . . , xm} ⊂ {g1, . . . , gn+m}
By re-indexing the set {g1, . . . , gn+m}, we may assume that gi = xi, 1 ≤ i ≤ m. Therefore,
B = k[x1, . . . , xm, g1+m, . . . , gn+m], which implies:
A ∼=k B/I ∼=k k[g1+m, . . . , gn+m]/I ∼=k k
[n]

Corollary 6.5. For m ≥ 2, Am 6∈ Uk(3,G).
In fact, Gupta found counterexamples to cancellation in positive characteristic for every dimension
n ≥ 3; see [13]. Thus, for each such counterexample R, we have R 6∈ Uk(n,G).
7. Conclusion
We conclude with some remarks and a conjecture.
Remark 7.1. The ring B = k[x, y, z]/(x5 + y3 + z2) is also rigid (see [9], Thm. 9.7), but it is not
known whether it satisfies the stronger property described in Theorem 5.4.
Remark 7.2. If k is not algebraically closed, then in general, B(k) 6= Uk(2,G,R). For example,
Theorem 2.2 shows that
R[x, y, z]/(x2 + y2 + z2k+1)
is a rational UFD which admits a positive Z-grading for all integers k ≥ 0.
Remark 7.3. The set Uk(2,A,G,P,R) contains more than just k[x, y]. For example, it is well-
known that the ring
B = k[x, y, z]/(x5 + y3 + z2)
is the ring of invariants for an action of an icosahedral group on the plane, so B ⊂ k[2]. For a specific
polynomial parametrization, see [19], §2.E. Likewise, Russell [20] gives the subalgebra:
B′ = k[uT b, vT c, T ] ⊂ k[u, v] where T = uc + vb , gcd(b, c) = 1
Then B′ ∼= k[x, y, z]/(xbc+1 + yb + zc).
Remark 7.4. For R ∈ Uk(n,A,G), let g be a positive Z-grading of R given by R =
⊕
i∈NRi.
Given a ∈ N, define the homogeneous subalgebra:
R(a) =
⊕
i∈N
Ria
Note that R(1) = R and that R(b) ⊂ R(a) when a divides b. In [16], Mori shows that there exists a
unique positive integer m with the property:
R(a) is a UFD if and only if a divides m
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This integer m is called the index of the pair (R, g).
Finally, we propose the following characterization of the affine space Ank .
Conjecture. Let k be an algebraically closed field and n ∈ Z positive.
If B ∈ Uk(n,A,G,R) and X = Spec(B) is smooth, then X ∼=k A
n
k .
The conjecture is true if dimkX ≤ 2: The case dimkX = 1 follows by Corollary 4.7, and the case
dimkX = 2 follows by Theorem 5.1.
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