Introduction
Variable exponent Lebesgue spaces L p( ⋅ ) (ℝ n ) and the corresponding variable exponent Sobolev spaces W k,p( ⋅ ) are of interest for their applications to problems in fluid dynamics, partial differential equations with non-standard growth conditions, calculus of variations, image processing, etc. (for details see, e.g., [3] ).
For a given measurable function p :
[ ; ] → [ ; +∞), let L p ( ⋅ ) [ ; ] denote the set of measurable functions f on [ ; ] such that for some λ > we have [ ; ] |f(x)| λ p (x) dx < ∞.
This set becomes a Banach function space if we equip it with the norm ‖f‖ p( ⋅ ) = inf λ > : [ ; ] |f(x)| λ p (x) dx ≤ . Recall that for any f ∈ L [ ; ] the Hardy-Littlewood maximal operator is defined by . Different aspects concerning this class can be found in the monographs [1, 3] .
The most important condition widely used in the study of variable Lebesgue spaces is the log-Hölder continuity. Let C / log denote the set of exponents p : [ ; ] → [ ; +∞) with the logHölder condition
Diening [2] proved a key consequence of the log-Hölder continuity of p( ⋅ ): if < p − and p( ⋅ ) ∈ C / log , then p( ⋅ ) ∈ B. However, log-Hölder continuity is optimal in a certain sense. If local log-Hölder continuity is replaced by a weaker uniform modulus of continuity then this new condition is not sufficient in the sense that there exists a variable exponent with this modulus of continuity such that M is not bounded on L p( ⋅ ) [ ; ] (for details see, e.g., [1, 3] ).
The following characterization of exponents in B was given in [5] . 
For a given function f ∈ L [ ; ], we define its BMO modulus by
where f Q denotes the average of f on the interval Q and the supremum is taken over all intervals
We say that f ∈ BMO / log if γ(f, r) ≤ C/ log(e + /r).
The class BMO / log is very important for the investigation of exponents from B. Lerner [7] showed that if a > is small enough then the exponent
belongs to the class BMO / log ∩ B.
Taking Theorem 1.2 into account, the following important questions arise.
It has been shown by Lerner [8] that these questions have a negative answer. Slightly modified Lerner's examples can be found in the monograph [3] . Let θ(t) := min{max{ , t + / }, }, so that θ is the Lipschitz function with constant . Define on ( ; ) the function p(x) = + θ sin(π log log( /x) 
where the supremum is taken over all intervals Q ⊂ [ ; ]. We say that f ∈ BLO / log if η(f, r) ≤ C/ log(e + /r).
Note that the function
belongs to BLO / log (for details see [6] ).
Since the function f is a classical example of the function from BMO / log (for details see, e.g., [9] ), from the well-known observation that a Lipschitz function preserves mean oscillations, it follows that functions (1.2) and (1.3) provide examples of discontinuous bounded functions from BMO / log .
It is a natural question whether or not the Lipschitz function preserves the bounded lower oscillation. In general, the answer to this question is negative. For exponent (1.3) we have
where θ is a Lipschitz function with constant and f ∈ BLO / log . Note that the exponent p( ⋅ ) does not belong to BLO / log .
Indeed, for k ∈ ℕ define
Note that
we can conclude that
Using the same arguments, we can prove that /p( ⋅ ) ∉ BLO / log . Then we only need to assume that Q k = ( ; b k ) and if we follow analogous steps, we can prove that the same statement is true for the exponent defined by (1.2). It is clear that BLO / log ⊂ BMO / log . Therefore, by Theorem 1.2, for any exponent p( ⋅ ), /p( ⋅ ) ∈ BLO / log , From Theorem 1.1 and Questions 1.5 and 1.6, a new question arises.
Question 1.7.
Let /p( ⋅ ) ∈ BLO / log , < p − ≤ p + < ∞, and assume that we have one of the following asymptotic estimates:
uniformly for all intervals Q ⊂ [ ; ]. Does any of these estimates imply the other one?
We obtain a negative answer for this question.
Theorem 1.8. There exists an exponent p( ⋅ )
such that /p( ⋅ ) ∈ BLO / log , < p − ≤ p + < ∞, and we have only one uniformly asymptotic estimate (1.1).
Combining Theorem 1.1 and Theorem 1.8, we immediately get the following corollary.
Corollary 1.9. There exists an exponent p(
In this paper we also consider the Hardy operator defined by
We prove the following theorem at the end of the next section. 
Proof of the results
Proof of Theorem 1.8. Let d n = e −e n , n ∈ { } ∪ ℕ and
Note that the function g is a bounded function (in some sense it is analogous to sin(f(x))) which belongs to BLO / log (for details see [6] ).
where the numbers a k , b k , α k , β k are defined as
It is obvious that
A simple calculation gives
and, consequently, Let us now construct an exponent p( ⋅ ) in the following manner:
Since g ∈ BLO / log (for details see [6] ), we obtain that /p( ⋅ ) ∈ BLO / log . Consequently (for details see [6] ), we have the uniformly asymptotic estimate (1.1) for norms ‖χ Q ‖ p( ⋅ ) .
We only have to prove that the asymptotic estimate
is not valid. It is obvious that
Let Q k = ( ; β k ). In view of (2.1) we find that
Therefore there exists k such that
As a consequence, we obtain that the asymptotic estimate (2.3) is not valid. 
is necessary for the boundedness of the Hardy operator T in L p( ⋅ ) [ ; ] (for details see [4] ), we only have to check that in our case this condition fails. We can write
From the last estimate and definition of the norm in a variable exponent Lebesgue space we can conclude that
Moreover, Hence,
Finally, combining the above estimates, we get 
