ABSTRACT. -We consider a ferromagnetic spin system with unbounded spin spaces on the d-dimensional integer lattice (d 1). We prove the equivalence of the log-Sobolev inequality, Poincaré inequality, and the exponential decay of the spin-spin correlation, which was originally obtained by D.W. Stroock and B. Zegarlinski [23, 24] in the compact spin space setting. 
Introduction
For lattice spin systems with the compact spin space, remarkable progresses have been made to understand the relation between the mixing properties of the Gibbs states and the speed at which the associated Glauber dynamics relaxes to equilibrium. In particular, the results obtained by D.W. Stroock and B. Zegarlinski [23, 24] are very impressive. They state that a mixing property (the Dobrushin-Shlosman mixing condition) and the rapid relaxation property of the Glauber dynamics are, if properly defined, not only related to each other but in fact equivalent (see also works of F. Martinelli and E. Olivieri [20, 21] ). The Dobrushin-Shlosman mixing condition referred to above is known to be true for example when the underlying lattice is one dimensional, or when the interaction potential is weak enough.
In this article, we consider a ferromagnetic lattice spin system with unbounded spin space. We prove in Theorem 2.1 below that the mixing conditions for the finite volume Gibbs states as follows are equivalent (each statement being understood to be uniform in the volume and the boundary condition); (i): the uniform log-Sobolev inequality holds, (ii): the uniform Poincaré inequality holds, (iii): the spin-spin correlation decays exponentially. This equivalence can be seen as an extension of the results in [23, 24] .
We begin by introducing the standard setup of the model. The value of R will eventually be chosen as the range R(J) of the interaction we consider (see (1.7) below).
The configuration spaces:
The configuration spaces are defined as follows:
The functions of the configuration: Function spaces C and C ( ⊂ Z d ) on the configuration space are introduced as follows: 
where
For f ∈ C, we denote by S f the minimal set among those 's which satisfy the property referred to in (C1) above. We define
The Hamiltonian: For Z d and ω ∈ , we define a function H ,ω : → R, by
Here, the coupling constants J = (J x,y ∈ R; x, y ∈ Z d ) are such that
For the function U : R → R in (1.6), we consider the following conditions. (U0) There exist V , W ∈ C ∞ (R → R), m ∈ (0, ∞) and C 1.12 ∈ (0, ∞) such that 12) where
A typical example of U which satisfies (U1) is given by the following polynomial The Vassershtein distance: We let P(R ) denote the set of Borel probability measures on R . For a finite set and ν, ν ∈ P(R ), we define
Expectation and covariance.
In what follows, the following common notations for the expectation and the covariance with respect to a probability measure m is used; for functions f and g,
The following hold:
(a) Suppose that condition (U0) is satisfied. Then conditions listed above are related as [23, 24] . The discrete spin case in which the single spin space is a finite set was further investigated in several other papers, e.g., [19] [20] [21] . For unbounded spin case, B. Zegarlinski claims in [29, Theorem 5 .1] that (DS3) implies (LS) for any d 1 and in a certain restricted sense. Unfortunately, the proof of this result is not presented in [29] . After this paper was written, the author received an article [7] by T. Bodineau and B. Helffer, which contains a version of "(SG) ⇒ (DS1)" (where is restricted to a class of fat boxes) shown by a different technique.
Remark 2.2. -In the compact spin setting, R.L. Dobrushin and S. Shlosman [10, 11] introduced a mixing condition called "complete analyticity". Conditions (DS2)-(DS4) in Theorem 2.1 can be understood as the transposition of the complete analyticity in the unbounded spin setting: for example, condition (DS2) can be compared with condition (IIIc) in [11] . Condition (CC) is similar to the "constructive criterion" C V in [9] . Note however that, unlike in • A direct application of the Bakry-Emery criterion [4] for (LS) is discussed in [2] . This is possible when U is a convex function.
Zegarlinski proved (LS) without imposing any other assumptions than (U0) [29, Theorem 4.1] . In this case, the Bakry-Emery criterion is no longer available in general. Instead, one takes advantage of a stronger version of (DS3) which comes from the dimensionality.
• High temperature (i.e., sup x y:y =x J x,y is sufficiently small): Log-Sobolev inequality (LS) under this condition was studied first in [27] with the function U satisfying assumption (U1) plus another technical condition. Then, alternative approaches were proposed by T. Bodineau, B. Helffer and M. Ledoux [6, 7, 16] , which prove (LS) at high temperature under assumption (U0). An observation made at the end of Remark 2.2 above proves (LS) at high temperature under condition (U1). I. Gentil and C. Roberto [13] investigate spectral gap (SG) at high temperature with functions U which do not necessarily satisfy condition (U1).
Remark 2.4. -Conditions in Theorem 2.1 are stated uniformly over all Z d . However, as is pointed out by F. Martinelli and E. Olivieri [20, 21] in the finite spin space setting, it is sometime reasonable to restrict one's attention only to regular enough 's such as fat enough boxes, in order to avoid some pathological phenomena caused by 's with irregular shapes. In our case, it is clear from the proofs that Theorem 2.1 
A lemma on integrability
We begin by preparing integrability properties which are needed later.
Proof. -The proof of part (a), due to M. Sugiura [25] , is presented in [28] . Part (b) follows from the proof of [27, Lemmas 3.1 and 3.2]. ✷ Remark 3.1. -It is known that (3.2) implies (3.1). See [1] .
Proof of (SG) ⇒ (DS1)
We prove that (SG) implies (DS1) by the "semi-group method" which is standard in the compact spin space setting, e.g., [17, Chapter I, Theorem 4.20] and [23, Lemmas 1.8 and 2.5 ]. Here, we follow the argument in [17] . We will also borrow techniques from [23] , especially in the proof of Lemma 3.2 below.
We introduce now for the model we are considering, a random time evolution which is sometimes called the Glauber dynamics. Set The second of these amounts to saying that (θ t,x ) t 0 (x ∈ Z d ) are independent standard Brownian motions under the probability measure P. For a set Z d and ω ∈ , consider the following stochastic differential equation (SDE) for the unknown process
(3.5)
The existence and the uniqueness of the solution to (3.5) is well-known even for = Z d as well as for Z d (cf. [8] ). Our proof of (SG) ⇒ (DS1) is based on the "finite speed propagation property" of the dynamics in the following form.
The proof of this lemma will be given in Section 3.3. Proof of (SG) ⇒ (DS1). -The proof is based on the idea as follows. If we have (SG), then, the distribution of the random variable σ ,ω t is close to E ,ω for large, but finite time t. Suppose on the other hand that the supports S f and S g of functions f, g ∈ C are disjoint. Then, (3.6) says that the correlation of random variables f (σ ,ω t ) and g(σ ,ω t ) at any finite time t are exponentially decaying in the distance of S f and S g .
We now transpose the idea above into estimates.
We see from Lemma 3.2 that 
, for α ∈ l(ε) and β ∈ l(−ε). 
for all t 0 and x ∈ Z d . Then,
for all x ∈ Z d and t 0.
Proof. -We begin by proving that for α ∈ l(ε), β ∈ l(−ε) and
where (α * ) n β = α * · · · * α * n β. It is easy to prove that
We now introduce the shift transformation:
Then, α * (τ y β) = τ y (α * β) and hence (α * ) n (τ y β) = τ y ((α * ) n β). From this and (3.18), we see that
To prove (3.16), we iterate (3.15) (n − 1)-times to obtain that
where we have used (3.17) to proceed to the second line. Since the second term on the right-hand side of (3.20) vanishes as n ∞, we obtain (3.16). ✷ Proof of Lemma 3.2. -We fix Z d and ω ∈ R c throughout this proof. Let us use the following notations; for f ∈ C 2 (R ),
Step 1.
where C 3.24 = sup x,y J x,y + max{0, − inf s U (s)}. In fact, it is easy to see that the LHS of (3.24) is equal to (3.25) is bounded from below by the RHS of (3.24).
Step 2. Take 
AP t (·, τ ). Therefore, P t f (σ ) is smooth in (t, σ ) ∈ (0, ∞) × R and solves
∂ ∂t
AP t f . Let us prove that ∇ x P t f (σ ) is bounded in σ for any x ∈ . This can be seen as follows. For a bounded smooth function F = (F x ) x∈ : R → R , define
where M t = (M t ;x,y ) x,y∈ is a matrix defined as the solution to the following integral equation:
(3.26)
We then have by standard arguments (see the proof of [26, Proposition 2.3] for example) that • ( P t ) t 0 extends to a strongly continuous semigroup on the Hilbert space L 2 (E ,ω ) ⊗ R , • A extends to the generator of the semigroup, • |M t ξ | |ξ | exp(tC 3.24 /2), for all ξ ∈ R and t 0, where | · | on each hand side stands for the Euclidean norm on R . These imply that
On the other hand, it is easy to see that
where ∇f = (∇ x f ) x∈ . It follows from (3.27), (3.28) and (3.29) that
which implies that ∇ x P t f (σ ) are bounded in σ for any x ∈ .
Step 3. Define F t = (F x,t ) x∈Z d by
Let us prove that for any ε ∈ (0, ∞), there is C 3.30 ∈ (0, ∞) such that 
from which we conclude
By solving (3.33) as an integral inequality with respect to F x,t , we obtain (3.32).
Step 4. Take f, g ∈ C ∞ c (R ) and define G x,t for t 0 and x ∈ Z d similarly as F x,t :
Let us prove that 
Step 5. Conclusion of the proof. For f, g ∈ C ∞ c (R ), we define ψ(s) = P s (P t −s f P t −s g), 0 s t for any fixed t. We then have that
and therefore that
(3.37)
Plugging (3.34) into (3.37), we arrive at (3.6) for f, g ∈ C c (R ). (3.6) for f, g ∈ C can be obtained by considering a suitable approximation. ✷
Proof of (DS4) ⇒ (CC)
We will prove that
for all Z d and ω, ω ∈ , where K 3.38 = C 2.6 z∈Z d exp(−|z|/C 2.6 ). Condition (CC) follows from (3.38) by taking V as a large enough cube and applying (3.38) to ∩ (x + V ) instead of . The proof of (3.38) reduces to the case ω ≡ ω off a site y ∈ ∂ R . The reduction is a simple argument which uses the triangle inequality for the Vassershtein distance and an interpolating sequence ω 0 , . . . , ω n (n = |∂ R |) of boundary conditions such that ω 0 = ω, ω n = ω and ω j −1 ≡ ω j off a site in ∂ R (j = 1, . . . , n) . 
Proof of (DS4) ⇒ (LS)
To prove that (DS4) implies (LS), we will use the method of S.-L. Lu and H.-T. Yau [19] , in which (SG) and (LS) in compact spin settings are obtained from a certain mixing condition. The following lemma plays a key role in carrying out the strategy of the above mentioned paper in the unbounded spin setting. The proof we present here is based mainly on that of [27, Lemma 3.4 ]. An idea in a recent paper [6] by T. Bodineau and B. Helffer is also used. LEMMA 3.6. -Suppose that conditions (U0) and (DS4) are satisfied. Then, the following hold: We have by Schwarz inequality that
To estimate I 2 (z), we will use an inequality: ab exp(a) + b log b for a, b 0 and the following fact which follows from (3. 
