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Continuum robots represent robotic manipulators with flexible structures. They 
possess the ability to assume curved shapes through continuous deformation in 
their links, mimicking the motion of biological structures such as tentacles and 
tongues. Due to their compliance, continuum robots offer several advantages and 
are favourable in certain applications such as medical surgeries and inspections.  
Continuum robots exhibit highly nonlinear dynamic behaviour due to their nature. 
Current control efforts tackle this nonlinearity by either neglecting it and utilizing 
the kinematic model instead, or reducing it using simplifying assumptions such as 
low operating speed, and constant curvature deformations. Such efforts were 
successful in their task but had the burden of satisfying their adopted assumptions, 
limiting with that, the robots’ expected performance. 
The main aim of this research is to disregard those assumptions and control the 
robots under general modelling conditions. We developed a dynamic model that 
accommodates the robots’ general deformations based on the Cosserat rod theory. 
Next, we utilized a strong numerical method named the Generalized-α method to 
overcome the model’s expensive computation that prevented it from being used 
before in control design. Then, we proposed the first control design of continuum 
robots under general modelling condition using sliding mode control. Afterwards, 
we relaxed the disturbance matching condition and proposed the first control 
design of continuum robots under mismatched uncertainties using multi surface 
sliding mode control. Lastly, we addressed the control design of continuum robots 
as uncertain dynamic systems by proposing a fuzzy based adaptive sliding mode 
control. Simulations accompanied each controller to verify its performance.
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s Reference length parameter. 
t Time parameter. 
di Director i.  
P Position of the rod centroid in global frame. 
R Orientation of the rod with respect to the global frame. 
RL Orientation at the end of the rod.  
u Angular spatial rate of change with respect to the local frame. 
uL Angular spatial rate of change at the rod’s end. 
v Linear spatial rate of change in the local frame. 
n Internal force in the rod expressed in the local frame. 
nL Internal force at the end of the rod. 
m Internal moment in the rod expressed in the local frame. 
ft Tendons total distributed force. 
lt Tendons total distributed moment. 






q Linear temporal rate of change with respect to the local 
frame. 
ρ Density of the rod material.  
ri Distance of tendon i from the rod’s center (radius).  
𝑝𝑖 Position vector of tendon i. 
τ𝑖 Tension of tendon i. 
E Young’s modulus of the rod material.  
G Shear Modulus of the rod material. 
Ar Area of the rod’s cross section. 
L Rod’s length. 
Ixx Second moment of area of the rod’s cross section about the x-
axis. 
Iyy Second moment of area of the rod’s cross section about the y-
axis. 
Izz Second moment of area of the rod’s cross section about the z-
axis. 
I  Identity matrix. 
FL Force on the rod at its end. 
LL Moment on the rod at its end. 





𝜁𝑖 System state i. 
𝜁𝑒  Equilibrium point. 
V Lyapunov function. 
𝜐 Control input. 
𝜐𝑒𝑞 Equivalent control input. 
𝜐𝑠 Switching control input. 
𝜎 Sliding surface. 
A Input matrix. 
B Input distribution matrix. 
T Transformation matrix. 
y Transformed state. 
ds Matched disturbance.  
Si Static sliding surface i. 
𝜁𝑖𝑑 Virtual Controller i. 
Δi Mismatched disturbance at state i. 
𝜙𝑖 Boundary layer i. 
𝛼, 𝛽, 𝛾 Generalized-α method parameters. 
N Number of nodes. 





𝛥𝑠 Space discretization step. 
𝛥𝑥 Update step. 
x State vector. 
𝐽 Jacobian. 
?̃?𝑘 Iteration k. 
λ Adaptation parameter.  
𝑒𝑖 Error at state i. 
𝑃𝑑𝑒𝑠 Desired position trajectory. 
𝑉𝑑𝑒𝑠 Desired velocity trajectory. 
𝑎𝑑𝑒𝑠 Desired acceleration trajectory. 
𝐽𝑑𝑒𝑠 Desired Jerk trajectory. 
𝑅𝑗 Fuzzy rule j. 
𝜇𝑖 Membership function i. 












 Robotics is a field that is still evolving. New solutions and designs are 
always investigated to improve robotic systems in terms of their structure, 
perception, navigation, and manoeuvrability. From the different products that this 
field introduced, robotic manipulators are considered the most prominent and 
important one and could be tracked to the beginning of the field itself [1]. Current 





productivity, accuracy, and speed while manipulating heavy loads with their end 
effector.  
 However, if we move outside well-structured environments such as factory 
floors, robotic manipulators start to show some limitations. One limitation could 
be observed in applications with congested environments. There, it is hard for a 
robotic manipulator with its rigid structure to manoeuvre without any unwanted 
harmful collisions. Another limitation comes from the fact that robotic 
manipulators can only handle objects with their end effectors, which restricts these 
robots’ manipulation capability solely to objects that matches the design of the 
manipulators’ end effector.  
 
Fig 1.1: A continuum robot.  
 To break through these limitations, researchers looked at biological robotic 
structures for inspiration. They analysed structures in nature with inherent 





manipulators that mimicked that elastic behaviour named continuum robots. 
Robots that replace rigid links in their structures with elastic backbones for high 
flexibility and dexterity, to allow in the process, better manoeuvrability and object 
manipulation as shown in Fig1.1. 
Continuum robots are a class of robotic manipulators that govern 
continuous deformability in their structures. Due to this nature, continuum robots 
theoretically possess an infinite degree of freedom within their elastic structures 
[2]. A typical continuum robot would consist of an elastic backbone and an 
actuation mechanism with a footprint at one end. However, in contrast to rigid 
manipulators, continuum robots do not possess an actuation mechanism at each of 
their degrees of freedom, which categorize them as under-actuated systems. 
Popular actuating mechanisms include tendons [3], concentric-tubes [4], artificial 
muscles [5], and pneumatic bellows [6]. 
As mentioned, the necessity of this type of robots originated from the 
limitations that rigid manipulators suffer from in certain applications. Even through 
rigid manipulators constitute remarkable machines with their high productivity, 
due to their stiff skeleton, they have restricted movements in their working 
environment react with high resistivity toward any obstacle they face. This restricts 





delicate movement. However, continuum robots with their high level of dexterity 
and compliance, are considered strong candidates for such applications [7]. 
To illustrate, Fig1.2 shows a continuum robot enveloping an object. From 
the figure, it is evident how due to the robot’s flexibility, it was capable of handling 
the object safely without crushing or damaging it. Also, if the object was to be 
replaced by another object with different shape, the robot would still be able to 
adapt and manipulate it too. This example shows a compliant full body grasping, 
one of the main features that distinguishes continuum robots from other robotic 
structures. 
 An accurate control of continuum robots is essential step to exploit the 
advantages of these machines. From above, one could rightly predict that this step 
in no way trivial.  The intricate dynamic model combined with the under-actuated 
nature of these robots certainly introduce for few challenges. In certain applications 
such in the surgical field where a slow slender continuum robot is at hand, the 
control process is implemented through the kinematic model to simplify the 
process while neglecting the dynamic behaviour of the system [8]. As for the rest 
of the applications, the dynamic model must be considered to insure a satisfactory 
performance. In its simplest form, the continuum robot dynamic model will require 






Fig1.2: Octarm [10]. 
1.2 Short history and applications 
The idea of a continuum deformable robot could be tracked to the early 
1960’s with the first serpentine robots. Designed to emulate the motion of snakes, 
serpentine robots were constructed from closely spaced joints. Examples of these 
early robots includes Orm, a robot constituted from series of pneumatically 
actuated bellows [11], and the tensor arm [12], a tendon driven manipulator for 
underwater applications. However, those robots never progressed further than the 
prototyping stage as the researchers realized the complexity of the input and output 
relationships for the robots’ designs and how they are more intricate than 
conventional rigid manipulators. So due to the poor understanding of continuum 
robots’ models and the limited computational power at the time, the research on 
these machines was abandoned. However, in the late 70’s, a new start for 





were inspired by the evolving knowledge of the morphology and functionality of 
biological continuum structures. That inspiration allowed new continuum robots to 
be created. In 1985, Larson developed the spine robot, a high-dexterity spray 
painting robot [14]. A trunk like manipulator was built by Morecki in 1987 [15] 
while Suzumori in 1992 applied miniature pneumatic actuators in his robot as its 
functioning fingers [16]. 
 In the 1990’s, key contributions were made that started the modal approach 
in the continuum robots’ field. Motivated by the need to approximate hyper 
redundant rigid manipulators, Chirikjian published his work on the kinematics and 
dynamics of continuum robots. In 1994, Chirikjian and Burdick established a 
theoretical foundation for continuum robots using mathematically tractable curves 
to approximately describe the shape of the continuum robots [17]. Ivanescu and 
Stoian in 1995, discussed the continuum mechanics of continuum robots [18]. 
Hirose in [13], published his work on the evolution of continuous backbones. 
Further efforts by Hirose focused on the robots backbone hardware that led to the 
improvement of tendon driven robots [19] [20], and the creation of pneumatically 
actuated backbones [21] [22]. In addition, other researches were made on building 
kinematic models for continuum robots under physical restrictions [23] [24]. All 
these researches were in parallel with a continuous implementation of continuum 





continued to evolve with the advancements of the available sensors, actuators, and 
processing power.  More accurate sensors and actuators allowed for more complex 
designs and better performances. More powerful computational power led to more 
accurate kinematic and dynamic models being adopted for real time control 
designs, including learning-based models. All of this reflected on the continuum 
robots’ field with more depth and breadth in the researches done, an increase in the 
papers published, and higher numbers of commercial continuum robots.  
Currently, the implementations of continuum robots have increased in 
various applications. Applications that required navigation of congested 
environments, delicate movements, or firm grasping of objects with different 
shapes, benefited from the continuum robots’ elastic nature. This could be evident 
in medical surgeries where scratching the environment could have serious 
repercussions. Takahisa in [25], developed a tendon driven continuum robot for 
endoscopic surgeries. The robot had two sections, each actuated by tendon wires 
independently with the dimensions of 1.7 mm in diameter and a total length of 60 
mm.  
In the neurosurgery field, Yeongjin presented in [26] the design and 
analysis of a flexible spring-based, minimally invasive, neurosurgical intracranial 
continuum robot shown in Fig1.3. The robot consisted of an inter-connected spring 





structure, the robot allowed real time tracking using Magnetic Resonance Imaging 
(MRI).  
 
Fig1.3: a continuum robot for endoscopic surgeries [26]. 
Kaitlin in [27] designed a concentric tube continuum robot for medical 
surgeries. The robot shown in Fig1.4 consisted of two parallel slender continuum 
robots with three degrees of freedom. The proposed design offered wide range of 
motion. Kesner and Howe developed in [28] robotic catheters for cardiac surgeries 
that utilized 3-D ultrasound images for feedback. The drive system consisted of a 
linear coil actuator and a linear slide for translating the catheter’s guidewire. The 
system’s controller compensated for friction and backlash of the guidewire and the 
sheath of the catheter. A thorough review on continuum robots in the medical field 






Fig 1.4: a continuum robot for endoscopic surgeries [27]. 
Continuum robots were also used in inspections on larger scales. NASA 
Johnson space center’s Tendril is a great example of continuum robots’ 
implementation in congested environments [30]. The robot was inspired from 
snakes and climbing plants and constructed from many bending circular segments 
with a diameter of 1 cm. Due to that structure, the robot was capable of minimal 
invasive inspections. Another example is shown in Fig1.5 [31]. There, a snake-arm 
robot was designed for nuclear inspection and maintenance. The lower part of the 
robot comprised a conventional rigid manipulator while the end effector was in a 
form of a tendon driven continuum robot. A camera was installed on the end 
effectors for inspection and the dexterity of the continuum robot allowed for 
thorough inspection in congested environments. 
Other continuum robots focused on object manipulation instead of 
inspection. One commercially available snake-arm manipulator was manufactured 





segmented backbone. This continuum robot has been implemented in nuclear 
reactors and inside airframes among other applications. Ian Walker’s group at 
Clemson University led the development of the Octarm shown in Fig1.2 [33]. It is 
an octopus-arm inspired continuum robot with three serially connected backbones 
constructed from three McKibben artificial muscles that also constitute the robot’s 
actuators. Another industrial continuum robot is the Bionic Handling Assistant by 
Festo [34]. This continuum robot constitutes from nine pneumatic bellows as both 
its backbone and actuation mechanism as shown in Fig1.6. 
  






Fig 1.6: Bionic Handling Assistant by Festo [34]. 
1.3 Continuum robots control literature review 
In the field of continuum robots, all of kinematic, static, and dynamic 
models are employed in the control design. Kinematic models are used when the 
robot’s mass and inertia are assumed to be negligible. This could be seen in slender 
continuum robots and in continuum robots with low operating speed. Static models 
are used in slow applications where an accurate kinematic model is not available. 
Other cases where the previous assumptions cannot be adopted, dynamic models 
are employed instead. To reduce the level on nonlinearity in the robot’s dynamic 
behaviour, design assumptions are usually adopted. These assumptions simplify 
the dynamic model used in the robot control design in exchange of restricting the 
robot’s motion, speed, and allowed load. In general, the control approaches in 





kinematic and static models are used, or dynamic model-based control where 
dynamic models are used in the control design.  
1.3.1 Static model-based control 
In this category, both kinematic and static models are used in the control 
design and any dynamic behaviour is neglected [8]. As this neglection will affect 
the accuracy of the resultant controller, the static model-based category is only 
used when neglecting the dynamic behaviour is justified. This happens when the 
robot at hand is slender in structure or operating under quasi-static conditions 
where the robot is remained under force equilibrium throughout its motion [34]. 
Even though adopting static models in the control design adds restriction to the 
robot and risks inaccuracies in the robot’s performance, these models are 
commonly used in control application. This is since with few exceptions, current 
dynamic models for continuum robots are complicated and numerically expensive, 
making them difficult to apply in real time control applications [35]. 
From kinematic point of view, continuum robots could be considered as 
geometric curves in space. Curves that in their general form, involve differential 
equations in the description. These differential equations are required due to the 
continuous deformability that the continuum robots exhibit [8]. In the kinematic 





actuating elements and the robot’s end effector. A task that requires deriving the 
Jacobian matrix for the robot.  
The simplest kinematic model used in the literature is the constant 
curvature approximation (CC). In this model, the kinematics of the continuum 
robot is assumed to be fully described by a finite set of arc parameters as in Fig1.7 
[36]. This is done by assuming that any bending caused in the robot backbone will 
have a constant curvature. In kinematic control problem, this model is very 
attractive to adopt as it usually results in a closed form Jacobian matrix  [37]. 
However, the robot’s design and movement must be restricted when using this 
model to maintain its validity. In this model, torsional deformations are not 
allowed, any external loading on the robot must be negligible, and the robot must 
have a uniform shape and a symmetric actuation mechanism. In applications where 
these conditions are satisfied, the CC model has proven to be a good approximation 
and has been widely used in literature especially in medical applications [27] [38] 
[39]. 
If the robot comprised of several sections and backbones, an extended 
version of the CC approximation has been utilized named the piecewise constant 
curvature (PCC). In PCC, each section modelled under the CC assumption, then 
the robot’s model is built from combining the models from each section. This 





[34] [40]. A more accurate extension of constant curvature approximation has been 
proposed in [41] named the variable curvature approximation (VC). In this 
approximation, each section in the robot is modelled as n segments of CC. The 
curvature of each segment depends on the radius of that segment, generating a high 
dimensional representation of the robot [41] [42].  
 
Fig 1.7: constant curvature kinematics [8]. 
After building the kinematic model, the next step would be finding the 
inverse kinematics of the robot to obtain the needed actuation for certain desired 
configuration. In single section constant curvature models, the inverse kinematics 
or the Jacobian matrix could be derived directly from the kinematic model [43] 
[44]. However, in PCC and VC models, this is not assured. Depending on the 
resultant kinematic model, the inversion process could be done either by direct 





As an alternative, beam theory was also used in deriving both kinematic 
and static models for continuum robots. Bin in [47], developed the kinematic model 
of a three-section continuum robot by considering the robot as an Euler-
Bernoulli beam assuming constant curvature in the derivation. Cosserat rod theory 
was utilized in deriving static models for rod modelled continuum robots [48] [49]. 
Due to the theory’s capability of accommodating general deformation, no 
curvature assumptions were required. However, it resulted in complex models that 
complicated the robot control design. Finite element method (FEM) was also 
employed in building a continuum robot’s kinematic model that was capable of 
capturing nonlinear deformations that are unavailable under the constant curvature 
assumption [50] [51]. 
 Learning based models were also used in continuum robot static control 
design. In these methods, direct static models are replaced by learning-based static 
models generated using a learning method such neural network. These approaches 
eliminated the need of deriving models for complex continuum robot 
configurations and instead, depended on building the needed model using a 
recorded set of sampling data. However, due to their black box nature, their 
convergence and stability analysis were difficult to achieve. In [52], the model of 
FESTO bionic arm was generated using neural network. First the arm was 





extracted from the neural network. Similar approach has been used in [53]. There, 
the author used neural network to develop the kinematic model of a PCC 
continuum robot. The network was responsible of finding the model correct 
parameters such throughout the robot’s operation. Giorelli in [45] used neural 
network to estimate the Jacobian matrix for a non-constant curvature continuum 
robot to calculate the required inverse kinematics. In [54], an adaptive controlling 
method was proposed for a mobile Bionic arm. The control method included two 
sub controllers, one which controlled the arm’s end effector while the second 
controller controlled the arm kinetics. Both controllers depended on a neural 
network learning-based model.  
  1.3.2 Dynamic model-based control 
 Dynamic modelling in the field of continuum robots is considered a 
complicated process due to the elastic and continuous nature for these robots.  
Developing a controller that considers the continuum robot dynamic behaviour is 
in no way a trivial task. Many efforts have been made to develop different dynamic 
models for continuum robots. The resultant models varied from being approximate 
to exact and simple to complex depending on the utilized principles in the 
modelling process and the assumptions employed.  
In general, continuum robots’ dynamic models fall under two categories; 





models are a natural transition from the traditional manipulators dynamic 
modelling. In these models the continuum body is approximated by a finite 
combination of mass-spring segments in which each segment is characterized by a 
single circular arc (Fig1.9). Those models are usually approximate models that are 
formulated under either CC or PCC assumptions, and represented by a system of 
ordinary differential equations.  
 
Fig 1.8: Lumped parameters model.  
Williams in [55] presented a lumped dynamic model for a tendon actuated 
continuum robot by adopting the principle of virtual power or what also known as 
Kane’s method. The method states that in a dynamic system “for an arbitrary 
virtual velocity, the virtual power done by the internal stress is equal to that done 
by the external generalized body forces and all generalized surface forces”. To 





afterwards, the principle was applied to each segment. The derivation concluded 
in a dynamic model that consisted of a system of ordinary differential equations. 
The Octarm continuum robot in Fig1.2 was modelled by a lumped parameters 
dynamic model in [56]. In the modelling process, the compliance and damping of 
the actuating artificial muscles were represented by linear springs and dampers. 
Each section in the robot was represented by three serially connected modules in 
which each module contained one spring and one damper. The formulation resulted 
in a computationally cost-effective dynamic model that is applicable for control 
applications. 
Valentin in [34] developed a mass spring damper lumped model for the 
Festo’s Bionic Assistant continuum robot shown in Fig1.6. In the dynamic 
modelling process, each of the robot three sections, was represented as a mass 
spring damper system. The values for the coefficients in each system were 
estimated by a system identification method. The model was experimentally 
verified under a PID controller. Further improvements were made later in [57]. 
Another example of lumped parameters model is constructed in [58]. There, the 
continuum robot was represented as a chain of serially connected pendulums. By 
applying Lagrange’s method to the resulted system, the dynamic model was 
derived. The resultant model accommodated only planar motion through bending. 





differential equations (ODE) instead of partial differential equations (PDE) which 
simplified the control design task.  
Amouri in [59] developed a Lagrange based dynamic model for a multi 
section tendon driven continuum robot. First, the kinematic model was derived 
under CC assumption with no torsional deformation allowed. Then, the dynamic 
model was developed from the kinetic and potential energies in each disk. In [60], 
Walker used a different approach in controlling continuum robots that relayed on 
a modeless control scheme. In this approach, the dynamic model for the continuum 
robot was assumed to have a standard Lagrangian dynamic model. Then, neural 
network was used for both online estimation of this model parameters and 
controlling the robot. This control scheme provided asymptotic tracking and high 
insensitivity toward modelling uncertainties. The proposed control scheme was 
experimentally tested on an Octarm continuum robot and its performance was 
compared to a standard PID controller.  
   On the other side of the spectrum, distributed parameters models 
represent the continuum robot by a spatial parameterized curve instead of a 
discretized lumped system. Depending on the principle used in the modelling 
process, distributed parameters dynamic models may end up being approximate or 





In [61], a distributed parameters dynamic model is constructed for a single 
section planar continuum robot under large deflection conditions with no torsional 
deformation. To formulate the dynamic model, Hamilton principle was applied to 
the potential and kinetic energies of the continuum robot. The derivation concluded 
in a system of partial differential equations. The robot’s tip was then controlled 
with a PD controller under a planner motion. Mireca in [62] used the same principle 
to develop the dynamic model for a multi section continuum robot. By adopting 
the constant curvature assumption and introducing the gravity effect to the system 
as an uncertainty, the author was able to represent the continuum robot as a system 
of ordinary differential equations instead of partial differential equations. Sliding 
mode control was then applied on the continuum robot to control its performance. 
The proposed dynamic model and controller were verified numerically and 
experimentally. An observer was then applied to the system later in [63] to 
eliminate the need for sensors in the feedback. 
Lagrange’s method was also utilized in building distributed parameters 
dynamic models for continuum robots. In [64], the author used the method to drive 
a dynamic model for a single section continuum robot that only possessed bending 
and extension in its motion. First, both the kinetic and potential energies were 
derived. Then the Euler-Lagrangian equation was applied to develop the dynamic 





control and the sliding mode control on the continuum robot. The proposed 
dynamic model and control methods were then verified by simulation. Walker in 
[65] also adopted Lagrange’s method in deriving the dynamic model for the 
Octarm continuum robot in Fig1.2. This continuum robot consisted of three 
sections and actuated by artificial muscles. Walker continued this work in [66] and 
designed a sliding mode controller for the Octram based on the dynamic model 
derived. The performance of the controller was experimentally verified. Another 
Lagrangian based distributed model is presented in [67]. There, the author 
developed a computationally effective dynamic model for multi-sectional 
continuum robot with variable lengths under piecewise constant curvature shown 
in Fig1.10. The robot was actuated by artificial muscles in each section and did not 
allow for any torsion in its movement to validate the derived model.  
 





Continuum mechanics was utilized to derive distributed dynamic models 
for continuum robots. In [68], the tendon driven continuum robot discussed by the 
author was represented as a continuous elastic thin structure. To develop the 
dynamic model of the robot, the Cosserat theory for rods was used. The derivation 
resulted in a general model that accommodated the tendon’s distributed forces and 
moments on the robot. In the derivation, the tendons were assumed to be in parallel 
with the robot’s backbone. A similar effort was made in [48]. However, the author 
there also modelled the actuating tendons using the Cosserat theory to allow for 
general tendon routing around the robot’s backbone. The disadvantage of these 
models was that they comprised a system of nonlinear partial differential equations, 
which created difficulties in simulating them for real time for control applications. 
Finally, as for learning based models, in [60], Walker used a learning 
based-model to control a multi-sectional continuum robot. There, the dynamic 
model for the continuum robot was assumed to have a standard Lagrangian 
dynamic model. Then, neural network was used for both online estimation of this 
model parameters and controlling the robot. The proposed control scheme was 
experimentally tested on an Octarm continuum robot. In [69], a planar dynamic 
model for an octopus arm was developed using reinforced learning. The model was 







Continuum robots are considered as robotic manipulators with flexible 
structures. They are characterized by their ability to assume curved shapes through 
continuous deformations in their links [2]. The resultant motion of these robots 
mimics the motion of biological creatures in nature such as octopuses, snakes, and 
tongues. Due to their unique compliant and dexterous nature, continuum robots 
offer several advantages over conventional rigid manipulators in certain 
applications. Applications that require complex trajectories, or applications that 
require safe contact with the surrounding environment. They could be seen in 
different areas including car painting, medical surgeries, and repairs in congested 
environments [37].  
To efficiently take advantage of the continuum robots unique features, 
continuum robots must be precisely controlled through their motion. This task is 
in no way trivial due to the complexity of these robots. From modelling 
perspective, continuum robots are considered as highly nonlinear systems [8]. Also 
due to their continuous deformability, continuum robots constitute systems with 
infinite degrees of freedom, categorizing them as under actuated systems. General 
dynamic models for continuum robots are represented by a set of a nonlinear partial 






 Current techniques that tackle these challenges relay on either neglecting 
the dynamic behaviour of the robot and control the system solely by the static 
model or adopting certain assumptions regarding the robot’s allowed deformation, 
and then developing dynamic models based on those assumptions [34]. General 
dynamic models are usually avoided due to their complexity. The first technique 
could be seen in medical continuum robots. As the robots are slender in shape and 
function in slow velocities, their dynamic behaviour is neglected and only their 
kinematic model is considered [26]. Other cases where the dynamic behaviour 
must be regarded, assumptions such as constant bending curvature and no torsion 
in the robot’s links are adopted before developing the dynamic model [34]. From 
the techniques above, one could notice that in continuum robots, compromises in 
the expected motion and performance must be made. A simpler design with several 
links (or sections) could replace a single section design to avoid modelling 
complexity, adding limitations on continuum robots’ capabilities. 
 Another assumption adopted in continuum robots control design is the 
uncertainties matching condition. For a robust control to be effective, it must 
exhibit robustness against any modelling inaccuracies or affecting external 
disturbances while driving the system. The matching condition states that any 
uncertainty or disturbance that affects a system, does so through that system’s input 





uncertainties within system states that are directly reached by it. If uncertainties 
emerged in other system states, the controller will lose its robustness property.   
The main aim of this research is to break through those limitations, opening 
in the process, the possibilities for more complex designs and better performance. 
To this end, here, we address the control design of continuum robots under both 
general modelling conditions and mismatching uncertainties. To achieve this, 
several tasks are required:  
1) To derive a general dynamic model for continuum robots. 
2) Successfully simulate the derived model in a timely and accurate 
manner. 
3) Develop the first robust control of continuum robots under general 
modelling conditions. 
4) Develop the first robust control of continuum robots with mismatched 
uncertainties. 
5) Additional task: develop a robust control of continuum robots as 
uncertain dynamic systems. 







1.4.1 Derivation of a general dynamic model 
To address the control of continuum robots under general modelling 
conditions, a dynamic model must be developed that accommodates the robot’s 
various deformations including bending, extension, and twisting. A dynamic 
model that does not restrict the robot’s movement to maintain its validity. Here, to 
build this model, we consider the robot’s backbone as continuously deformable rod 
and apply a modelling theory capable of describing the dynamic behaviour of rods 
under general deformations named the Cosserat rod theory [70]. In this theory, the 
rod is represented as spatial curve in which each point on the curve has three 
orthogonal vectors named directors. Then, the evolution of those directors 
throughout the curve due to the different forces and moments determines the shape 
of the curve. By utilizing the Cosserat rod theory, we will result in a general 
dynamic model for the robot, however, the model will be consisted of a stiff system 
of nonlinear partial differential equations that require special care when simulating. 
1.4.2 Effective simulation of the derived model 
Even though the Cosserat rod model offers a general description of 
continuum robots’ dynamic behaviour without any needed simplifications, it has 






 Essentially, when simulating the Cosserat rod model, using standard 
numerical integration methods will lead to unstable simulations. In addition, 
explicit compatible integration methods that are relatively simple to apply will 
require very small-time steps to maintain a stable simulation, prolonging the 
simulation time to impractically long periods. Here, we aim to overcome this 
hurdle by utilizing a sophisticated numerical method named the Generalized-α 
method. An implicit numerical integration method capable of handling stiff 
nonlinear differential equations, offering a stable simulation for the system with 
large time steps [71]. Due to its implicit nature and the nonlinearity of the dynamic 
model, applying this method will require solving a system of nonlinear equations 
at each step with an iterative method. A successful implementation of this method 
would create an accurate simulation tool for Cosserat rod-based continuum robots 
that allows for accurate and timely simulations, allowing in the process, the usage 
of the Cosserat rod model in real time control applications. 
1.4.3 The first robust control design using the Cosserat rod model 
Even with simplified models, continuum robots still represent nonlinear 
systems and a robust control algorithm is still required to insure a satisfactory 
performance. As in our research we aim to adopt a highly nonlinear model in our 
control design, it is even more crucial for us to utilize a robust control algorithm 





mode control. Sliding mode control is a control algorithm that falls under variable 
structure control category in which it inputs a continuously switching control 
signals into the system to force its states to reach a certain desired surface or 
manifold and stay thereafter [9]. It is considered a very strong control algorithm 
due to that discontinuous nature. Here, we aim to utilize sliding mode control to 
propose the first control design of continuum utilizing the Cosserat rod general 
dynamic model. 
1.4.4 The first continuum robots’ control design with mismatched 
uncertainties 
In our next task, we tackle relaxing the matching condition in continuum 
robots by considering mismatched uncertainties in our control design. There, we 
assume that modelling uncertainties or external disturbances could affect the robot 
through any of its states and not only through its actuation mechanism. To design 
a robust control under this condition, we use a modified version of sliding mode 
control named multi-surface sliding mode control [73]. As the name implies, 
multiple sliding surfaces are assigned in this algorithm, one for every state in the 
considered system. Next, in addition to the actual controller, virtual controllers are 
designed at each sliding surface. With proper design, the controllers will cause the 
sliding surfaces to converge as desired. To our knowledge, the issue of mismatched 





research, we aim to use multi-surface sliding mode control to propose the first 
control design of continuum robots under mismatched uncertainties.  
1.4.5 The robust control of continuum robots as uncertain dynamic systems 
Finally, we tackle controlling continuum robots when considered as 
uncertain dynamic systems. The situation where an accurate representation of the 
robot’s dynamic behaviour is not attainable due to limited available modelling 
information, affecting disturbances, or practical limitations. We aim to propose an 
adaptive sliding mode control that estimates the robot’s model unknown function 









Chapter Two:  
 
The Modelling of the Continuum Robot 
  
2.1 Introduction   
This chapter develops the dynamic model for our continuum robot. In the 
literature, continuum robots are restricted with certain design assumptions for the 
sake of simplifying their corresponding dynamic models and in the process, their 
control design. However, even though this simplifying approach reduces these 
robots’ nonlinearity, it confines their performance within certain limits to maintain 





and pure bending deformations. Here, we aim to abandon all these design 
assumptions and handle the continuum robot’s nonlinearities as they are.  
The robot at hand will comprise a tendon operated, single backbone, 
continuum robot with a uniform cylindrical shape. The actuating tendons attached 
to the robot’s backbone via supporting disks, are allowed to have general routing 
around the backbone to allow for different deformations. In the formulation, the 
continuum robot will be considered as an inextensible elastic rod with general 
external forces and moments. Then, the Cosserat Rod theory is used to build the 
dynamic model. To formulate the tendons forces and moments on the robot’s 
backbone, the model from [48] will be adopted. In that model, the tendons are also 
treated with the Cosserat theory. With that model, we can describe the effect of the 
distributed wrenches applied from the tendons on the robot, which is crucial if 
generality is required, especially when the robot is experiencing out of plane load. 
The rest of the chapter will continue as follows: Firstly, the Cosserat rod is 
introduced. Then, we review the kinematics of elastic rods.  Next using the 
kinematic representation combined with the appropriate mechanics laws, we derive 
the robot’s static and dynamic models. Finally, we derive the tendons forces and 






2.2 Cosserat Rod Theory  
 In general, the theories of beams and rods are established to study the stress-
strain relationship of three-dimensional bodies in which two dimensions are much 
smaller than the third one, or in other words slender and thin bodies. To build the 
equations needed for the deformation of such bodies, different approaches were 
used. One approach was based on modelling the structure as a deformable curve in 
space. This was first introduced by Euler when he derived the equations of motion 
for a thin rod under static equilibrium [74].  
In 1909, the Cosserat brothers proposed a general theory for that approach. 
The idea behind their theory was to represent the rod as a curve in space, and then 
assign at each point on that curve a frame from triad of orthogonal vectors that 
would represent rod’s orientation at each point. The theory was known for its 
general resultant models and it has been used to model thin rods in multiple 
applications such as modeling human hair [75], surgical threads [76] [77], cables 
[78] [79], and continuum robots [68] [48]. However, one must be cautious in 
adopting the Cosserat rod theory as it results in nonlinear models represented in 
PDEs that depending on the materials used, could result in a highly stiff system 
which intricate the simulation.    
In the theory, a rod of length L is represented by a spatial curve 𝑃(𝑠, 𝑡), 𝑠 ∈





rod. At each point on the curve, a director frame {𝑑1, 𝑑2, 𝑑3} is assigned (Fig2.1). 
In each frame, the vectors 𝑑1 and 𝑑2 are in plane with the rod’s cross section, while 
𝑑3 is normal to the other directors [80]. These assigned frames are used to represent 
the orientation of the rod at each point. The rod’s shape is then represented by the 
rate of change of both the position and orientation of these assigned frames 
throughout the rod’s length. 
 
Fig 2.1: Director vectors {𝑑1, 𝑑2, 𝑑3}. 
After assigning the frames, appropriate constitutive relations and boundary 
conditions are supplemented to build the Cosserat model for the rod. After the 
derivation process, the theory will result in a general dynamic model for rod which 
describes its shape evolution over time. In the next sections, we will discuss the 






2.3 Kinematics of Rods 
 A rod of length 𝐿 could be expressed as a Cartesian parametric curve in 
space 𝑃(𝑠) ∈ ℝ3 with local frames assigned at each point 𝑠, each representing an 
orthogonal rotation matrix 𝑅(𝑠) ∈ 𝑆𝑂(3) to define the rod’s position and 
orientation with respect to a global fixed frame, where 𝑠 ∈ [0, 𝐿] is the arc length 
throughout the rod [80].Combining 𝑃(𝑠) and 𝑅(𝑠) creates what is called the 







 Our aim here is then to derive the model that calculates how the 𝑔(𝑠) (or 
in other words, 𝑅(𝑠) and 𝑃(𝑠)) changes with time from an initial configuration 
𝑔∗(𝑠) as a result of external acting forces and moments as shown in Fig2.2.  
 





By defining 𝑣 = [𝑣𝑥, 𝑣𝑦, 𝑣𝑧] and 𝑢 = [𝑢𝑥, 𝑢𝑦, 𝑢𝑧] as the linear and angular 
spatial rate of change with respect to the frame 𝑔(𝑠), the evolution of 𝑃(𝑠) and 
𝑅(𝑠) in the global frame is defined as [48]: 
𝜕𝑃
𝜕𝑠













By choosing the global frame convention shown in Fig2.2 in which the z-
axis is tangent to the rod’s curve, the 𝑢 components (𝑢𝑥, 𝑢𝑦, 𝑢𝑧) would represent 
the bending (𝑢𝑥, 𝑢𝑦) and twisting (𝑢𝑧) rates, while the 𝑣 components (𝑣𝑥, 𝑣𝑦, 𝑣𝑧) 
would represent the shear (𝑣𝑥, 𝑣𝑦) and the extension (𝑣𝑧) rates.  
In its initial configuration, the rod will be lying on the z axis with no initial 
bending nor twisting. In that state, the curve’s parameters would be; 𝑃∗ = [0,0, 𝑠], 
𝑅∗ = 𝐼, 𝑣∗ = [0,0,1], and 𝑢∗ = [0,0,0], where I is the identity matrix. Here, the 
robot is assumed to be inextensible and experiencing negligible shear. This will 







2.4 Mechanics of Rods 
  In this section, we derive the equilibrium equations for a Cosserat rod and 
then link them with rods kinematics via appropriate constitutive laws to build the 
Cosserat rod static and dynamic model.  
Consider an arbitrary section from c to 𝑠 as shown in Fig2.3. The internal 
forces and moments that the material of (𝑠;  𝐿] exerts on [𝑐;  𝑠] are denoted by the 
vectors 𝑛(𝑠) and 𝑚(𝑠) respectively. Similarly, the material of [𝑐;  𝑠] exerts 𝑛(𝑐) 
and 𝑚(𝑐) on the material of [0; c). Summing the forces on [𝑐;  𝑠] and the moments 
on [𝑐;  𝑠] about the origin of the global frame, we obtain the conditions of static 
equilibrium as: 
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(2.5) 
 where 𝑓 is the applied force distribution per unit of 𝑠, and 𝑙 is the applied moment 





frame. By Taking the derivative of the static equilibrium conditions with respect 
to 𝑠,  we get 
0)()(  sfsn , (2.6) 
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Now, to link the kinematic strains (𝑣, 𝑢) with the internal forces and moments 
(𝑛, 𝑚), the following linear constitutive lows are employed [77]: 
𝑛(𝑠) = 𝑅(𝑠)𝐾𝑠𝑒[𝑣(𝑠) − 𝑣
∗(𝑠)], (2.8) 
𝑚(𝑠) = 𝑅(𝑠)𝐾𝑏𝑡[𝑢(𝑠) − 𝑢
∗(𝑠)], (2.9) 
with, 
𝐾𝑠𝑒 = 𝑑𝑖𝑎𝑔(𝐺 ⋅ 𝐴𝑟 , 𝐺 ⋅ 𝐴𝑟 , 𝐸 ⋅ 𝐴𝑟),   
𝐾𝑏𝑡 = 𝑑𝑖𝑎𝑔(𝐸 ⋅ 𝐼𝑥𝑥, 𝐺 ⋅ 𝐼𝑦𝑦, 𝐸 ⋅ 𝐼𝑧𝑧),   
where 𝐾𝑠𝑒 is the stiffness matrix for shear and extension, 𝐾𝑏𝑡 is the stiffness matrix 
for bending and torsion, 𝐴𝑟 is the area of the cross section, 𝐸 is Young's modulus, 
𝐺 is the shear modulus, and 𝐼𝑥𝑥 , 𝐼𝑦𝑦 and 𝐼𝑧𝑧 are the second moments of area of the 
tube cross section about the principal axes. (Note: the rod is assumed to have the 
same material properties and cross section along its length, so all the parameters 







2.5 Rod’s static model 
 To derive the static model needed to calculate the rod deformation under 
certain external forces and moments, the kinematic description must be combined 
with the equilibrium equations derived. To this end, we substitute equations (2.8) 
and (2.9) in (2.6) and (2.7) and combined the results with (2.2) and (2.3) to get the 
following static model: 
?̇? = 𝑅𝑣, 
?̇? = 𝑅?̂?, 
?̇? = ?̇?∗ − 𝐾𝑠𝑒
−1[?̂?𝐾𝑠𝑒(𝑣 − 𝑣
∗) + 𝑅𝑇𝑓], 
?̇? = ?̇?∗ − 𝐾𝑏𝑡
−1[?̂?𝐾𝑏𝑡(𝑢 − 𝑢
∗) + ?̂?𝑘𝑠𝑒(𝑣 − 𝑣
∗) + 𝑅𝑇𝑙]. 
(2.10) 
In our case where 𝑣 is fixed to 𝑣∗, so the model is modified in which only (2.9) is 
used in developing the static model. This results in the following model: 
?̇? = 𝑅𝑒3, 
?̇? = 𝑅?̂?, 
?̇? = −𝑓, 
?̇? = ?̇?∗ − 𝐾𝑏𝑡
−1[?̂?𝐾𝑏𝑡(𝑢 − 𝑢
∗) + 𝑒3 × 𝑛 + 𝑅
𝑇𝑙], 
(2.11) 





 The boundary conditions for the model is 𝑅(0) = 𝑅0, 𝑃(0) = 𝑃0 at the 
fixed end (𝑠 =  0), while at the free end, its 𝑛(𝐿) = 𝐹𝐿, and 𝑚(𝐿) = 𝐿𝐿, where 𝐹𝐿 
and 𝐿𝐿 are the applied force and moment at  𝑠 =  𝐿, respectively. 
2.6 Rod’s dynamic model 
To develop the dynamic model, first we introduce two variables 𝑞 and 𝜔, 
which are the linear and angular velocity of the rod at point 𝑠, respectively. 
Analogous to 𝑣 and 𝑢, these variables represent the rate of change of the rods 
position and orientation but with time instead of arc length as follows: 
𝑑𝑃
𝑑𝑡
= 𝑃𝑡 = 𝑅𝑞, (2.12) 
𝑑𝑅
𝑑𝑡
= 𝑅𝑡 = 𝑅?̂?, (2.13) 
By combining equation (2.2) and (2.3) combined with the fact that 𝑃𝑠𝑡 = 𝑃𝑡𝑠 and 
𝑅𝑠𝑡 = 𝑅𝑡𝑠, we drive the following equations: 
𝑢𝑡 = 𝜔𝑠 + 𝑢 × 𝜔, (2.14) 
𝑣𝑡 = 𝑞𝑠 + 𝑢 × 𝑞 − 𝜔 × 𝑣. (2.15) 
Next step, we rewrite the equilibrium equations in (2.6) and (2.7) but with 
replacing the right side with the time derivative of the linear and angular 
momentum per unit length to get 
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(2.17) 
where ρ is the mass density, and J is the moment of inertia tensor. Substituting 
(2.8) and (2.9) in the new equations and expand the results we get 
𝜌𝐴𝑟𝑞𝑡 = 𝐾𝑠𝑒(𝑣𝑠 − 𝑣𝑠
∗) + ?̂?𝐾𝑠𝑒(𝑣 − 𝑣
∗) + 𝑅𝑇𝑓 − 𝜌𝐴𝑟𝜔 × 𝑞, (2.18) 
𝜌𝐽𝜔𝑡 = 𝐾𝑏𝑡(𝑢𝑠 − 𝑢𝑠
∗) + ?̂?𝐾𝑏𝑡(𝑢 − 𝑢
∗) + ?̂?𝐾𝑠𝑒(𝑣 − 𝑣
∗) + 𝑅𝑇𝑙 −
              𝜔 × 𝜌𝐽𝜔 . 
(2.19) 
By combining equation (2.18) and (2.19) with equations (2.14) and (2.15) we get 
the rod dynamic model: 
𝑢𝑡 = 𝜔𝑠 + 𝑢 × 𝜔, 





∗) + ?̂?𝐾𝑠𝑒(𝑣 − 𝑣
∗) + 𝑅𝑇𝑓 − 𝜌𝐴𝑟𝜔 × 𝑞], 
𝜔𝑡 = (𝜌𝐽)
−1[𝐾𝑏𝑡(𝑢𝑠 − 𝑢𝑠
∗) + ?̂?𝐾𝑏𝑡(𝑢 − 𝑢
𝑑) + ?̂?𝐾𝑠𝑒(𝑣 − 𝑣
∗) + 𝑅𝑇𝑙 −
          𝜔 × 𝜌𝐽𝜔 ] , 
(2.20) 
 
Note that the resultant dynamic model is with respect to the local frame 
assigned at each point 𝑠, and by considering 𝑛, 𝑓, and 𝑙 in the local frame we could 
omit 𝑅𝑇 from the model. In our case 𝑣 is fixed, modifying the model to 
𝑢𝑡 = 𝜔𝑠 + 𝑢 × 𝜔, 










[𝑛𝑠 + 𝑢 × 𝑛 + 𝑓 − 𝜌𝐴𝑟𝜔 × 𝑞], 
𝜔𝑡 = (𝜌𝐽)
−1[𝐾𝑏𝑡(𝑢𝑠 − 𝑢𝑠
∗) + ?̂?𝐾𝑏𝑡(𝑢 − 𝑢
∗) + 𝑒3 × 𝑛 + 𝑙 − 𝜔 × 𝜌𝐽𝜔 ] . 
Finally, the resultant model is written as: 
𝑀𝜕𝑥𝑠 + 𝐾𝜕𝑥𝑡 + 𝛬 = 0, (2.22) 
where 𝑥 = (𝑞, 𝜔, 𝑢, 𝑛), 𝑀 = 𝑑𝑖𝑎𝑔(𝜌𝐴𝑟 , 𝜌𝐽, 1,0), 𝐾 = −𝑎𝑑𝑖𝑎𝑔(1, 𝐾𝑏𝑡 , 1,1), and 𝛬 
contains the rest of the equation’s components. Note that the size of the new vector 
variable 𝑥 is 12 and as 𝑛𝑡 is absent from the model, 𝑀 is not full rank. Before 
discussing the model’s boundary conditions, the forces and moments from the 
tendons will modelled next according to [48]. 
2.7 Tendon’s model 
Here, a model for the surrounding tendons is built that relates the resultant 
forces and torques from the tendons tension with the continuum robot model. As 
mentioned before, the robot discussed here is actuated by tendons surrounding the 
robot’s backbone. The tendons are attached to the backbone through supporting 
disks. The tendons pass through the discs channels and terminate at the end of the 
last one. They are allowed to pass through different channels as they surround the 






Fig 2.4: Tendons’ position [48]. 
In the following derivation, two assumptions are applied. First, a 
frictionless interaction between the tendons and the supporting disks. This 
assumption leads to constant tension through the rod and could be assured by 
proper design choices. Secondly, the location of the tendons does not change 
during the robot’s deformation. 
To describe a tendon’s path around the backbone, the position of the tendon 
at a point 𝑠 is expressed by the local frame composed from the director vectors 
discussed earlier as in Fig2.4. IF the tendon 𝑖 is expressed as 𝑟𝑖(𝑠) =
[𝑥𝑖(𝑠), 𝑦(𝑠), 0], then the curve defining the tendons path in a global frame is given 
by 
𝑝𝑖 = 𝑅(𝑠)𝑟𝑖(𝑠) + 𝑃(𝑠), 
with, 
(2.23) 





?̈?𝑖(𝑠) = 𝑅[𝑢 × 𝑝?̇? + ?̇? × 𝑟𝑖 + 𝑢 × 𝑟?̇? + ?̈? + ?̇?]. (2.25) 
To find the distributed forces on a tendon 𝑖, the governing differential 
equation for an extensible string is derived by taking the derivative of the static 
equilibrium conditions for a finite section, leading to the equation 
𝑛𝑖̇ (𝑠) + 𝑓𝑖(𝑠) = 0, (2.26) 
where 𝑓𝑖 is the distributed force applied to the i
th tendon per unit of 𝑠, and 𝑛𝑖 is the 
internal force in the tendon. In contrast to a Cosserat rod, an ideal string has the 
defining constitutive property of being perfectly flexible, meaning it cannot 
support internal moments or shear forces, but only tension 𝜏𝑖 [48]. This requires 






Now by using equation (2.26) and (2.27), we could derive the distributed 













(|?̇?𝑖|)𝑛𝑖 + |?̇?𝑖|?̇?𝑖] . 
(2.29) 









2 [?̇?𝑖 × 𝑛𝑖] . 
(2.30) 
Then, we cross product the resultant equation with (2.26) to get 




3 [𝑛𝑖 × (?̇?𝑖 × 𝑛𝑖)] . 
(2.31) 
Afterwards, by applying the cross-product property 𝑎 × (𝑏 × 𝑐) = 𝑏(𝑎. 𝑐) −
𝑐(𝑎. 𝑏), and since 𝜏𝑖 (the magnitude of 𝑛𝑖) is constant with respect of s, 𝑛𝑖 . ?̇?𝑖 = 0, 
we get 
?̇?𝑖 = 𝜏𝑖





and by using equation (2.26), 
𝑓𝑖 = −?̇?𝑖 = 𝜏𝑖





Finally, by knowing that 𝑎 × 𝑏 = −𝑏 × 𝑎, and using the skew matrix notation (𝑎 ×
𝑏 = ?̂?𝑏), we get 







At this point, the equation for the force distribution applied on tendon i is 
derived and could be utilized to find the distributed forces 𝑓𝑡 and moments 𝑙𝑡 that 
the tendons apply on the backbone. As for 𝑓𝑡, it is equal and opposite to the sum of 














while the distributed moment 𝑙𝑡 at the backbone centroid is the sum of the cross 
product of each moment arm with each force 
𝑙𝑡 = − ∑(𝑝𝑖 − 𝑝)
𝑛
𝑖=1





The two equations (2.34) and (2.36) are now substituted in the robot’s 
dynamic model as the actuating 𝑓 and 𝑙 on the system. 
2.8 Boundary conditions 
The dynamic model at hand has mixed boundary conditions. At the fixed 
end of the robot, the position vector is fixed, along with the orientation. At the fixed 
end, the angular and linear velocities 𝜔, and 𝑞, zeros [76].  
At the free end, the tendons terminate, and the boundary conditions 
incorporates the point force 𝐹𝑖 and moment 𝐿𝑖 that tendon 𝑖 applies at its 
termination 





𝐿𝑖 = 𝑚𝑖(𝐿) = (𝑅𝑟𝑖) × 𝐹𝑖. (2.38) 
At this point all the required boundary conditions are obtained and the 





hyperbolic PDE system. The simulation of such system will be discussed in 
Chapter Four. 
2.9 Summary 
In this chapter, we discussed the dynamic model’s derivation of our 
continuum robot. Our main goal was to derive a dynamic model capable of 
accommodating the robot’s different deformations. Cosserat rod theory was used 
in the deriving the dynamic model. The theory is generally utilized in describing 
the dynamic behavior of thin rods by assigning orthogonal directors at each point 
on the rod and connect their evolution with the rod’s internal and external forces 
and moments. The theory has the advantage of generating general dynamic model. 
However, those models constitute nonlinear set of PDEs that depending on the 
rod’s material, could be very stiff, which complicates their simulation process.  
To model the actuating forces and moments from the robot’s tendons, we 
adopted the model from [48]. There, the forces and moments are modeled using 
Cosserat theory for ideal strings. This modelling allowed for the description of 
resultant forces and moments from general tendons’ routing and not just parallel 
tendons. The simulation hurdle of the derived model from this chapter will be 







Chapter Three:  
 
Sliding Mode Control 
 
3.1 Introduction 
Control systems are required in most applications and products to insure a 
desired behaviour. A controller’s duty is to provide adequate actuation forces and 
torques to drive the system as desired [81]. Systems vary in their governing 
equations. Simple systems can be sufficiently controlled using linear control 
methods. On the other hand, nonlinear systems need nonlinear control methods to 
achieve the desired performance as linear control methods fail to do so. Some 





as a linear system. This approach fails for highly non-linear systems and for 
systems with wide operating range points. These systems require advanced control 
schemes [82]. Sliding Mode Control (SMC) discussed here is one of the methods 
used to control highly nonlinear systems. 
Sliding mode control was first introduced in the 1960’s in Russia before it 
was globally published in the 1970’s. Since then, SMC has been employed for 
various systems including nonlinear, time variant, MIMO, and large-scale systems 
[9]. It is considered a robust control method due to its insensitivity to system 
parameters variations, matched uncertainties and disturbances. In its concept, SMC 
is a discontinuous control algorithm. When applied, SMC continuously switches 
control inputs in the system with the aim of forcing the system’s dynamics to reach 
certain manifold named the sliding surface within the state space and remain on 
that manifold thereafter. When the system’s dynamics reach the desired manifold, 
its behaviour represents the response of the closed loop system [83]. At that point 
the resultant system is reduced in order in terms of the dynamics compared with 
the original system. This reduction of order combined with is discontinuous nature, 
are properties that gives this method its attractive advantages. 
Despite the mentioned above regarding the SMC robustness, this control 
method has its disadvantages and limitations. Firstly, SMC assumes the capability 





equipment. This mismatch between the required and actual switching frequency 
leads to high frequency oscillations named chattering. Chattering when occurs, 
may cause mechanical wearing, energy loss, or system instability [83].  
SMC while capable of compensating matched uncertainties, it fails to 
accommodate mismatched uncertainties, which are uncertainties that do not enter 
the system through the input channel, adding to the limitation of the SMC 
algorithm. Another main disadvantage of the conventional sliding mode control 
scheme is that the performance of the controller heavily depends on the sliding 
surface. If the sliding surface of sliding mode controller is not designed properly, 
it may lead to unacceptable performance. The selection of an optimal sliding 
surface could be a tedious and complicated task. 
These limitations discussed above are linked to the conventional sliding 
mode control. Many efforts were made to break through those limitations. For 
instance, a time varying sliding surface for the conventional sliding mode control 
has been proposed to transcend the manual selection for the sliding surface using 
tools such as fuzzy logic. Chattering phenomena was also tackled, an SMC scheme 
was developed with a continuous switching function (saturation) instead of the 
discontinuous function (sign) to attenuate the chattering. Another approach for 





versions of the conventional SMC were developed to improve its performance and 
expand its advantages. 
 In this chapter we will introduce sliding mode control and present its 
concepts and design steps. Then, we will discuss one of the modified versions of 
SMC named Multi-surface sliding control. A version of SMC that emerged to relax 
the matching condition for the uncertainties. This will allow us to address robust 
control of continuum robots under mismatched uncertainties. 
3.2 Concepts 
3.2.1 Basic variable structures 
 A variable structure system is a dynamical system that consists of a 
structure which changes in accordance to the current values of its states [85]. It 
could also be defined as a system that comprises independent structures with a 
switching logic between them. By applying an appropriate switching mechanism, 
the variable structure system could be driven to produce desirable behaviour and 
exploit desirable properties that did not exist in the independent sub-structures. As 
an example, consider the following system: 
𝜁1̇ = 𝜁2, 










 𝜁1𝜁2 < 0
 𝜁1𝜁2 > 0
, 
(3.2) 
and a is a positive constant. 
 The system above describes a variable structure system composed from two 
sub structures. The response of each of the structure solely represents a stable 
system, but neither of them possess asymptotic stability. This is reflected in the 
phase plane shown in Fig3.1. However, if 𝜐 is applied in its switching form in 
equation (3.2), the asymptotic stability could be achieved by properly switching 
between the two systems. Fig3.2 shows the phase plane for the combined system. 
This example shows how even if the independent systems lack a desirable property, 
with a proper switching input, these properties could be achieved.  
 







Fig 3.2: Response of the variable structure system under switching input. 
Now, as a step forward in introducing the concept of sliding mode control, 
consider the following system: 
𝜁1̇ = 𝜁2, 
𝜁2̇ = −𝜐. 
(3.3) 
where 𝜁 is the system’s state. Let 𝜐 = ±2. The phase planes of applying each value 
of 𝜐 separately is shown if Fig3.3 from different initial conditions. From the figure, 
it could be noticed that neither of those sub systems is stable. Now if 𝜐 is assigned 
as:  
𝜐 = −2sgn(𝜁1 + 𝜁2), (3.4) 
 or, 





it could be seen that with this new input 𝜐, the system is now a closed loop system 
that changes its structure anytime the states cross the line 𝜎 = 0. 
  
Fig 3.3: Response of each system alone. Fig 3.4: Response with the switching. 
The phase plan of this new system is shown in Fig3.4 from initial conditions 
near the state plan origin. As shown in the figure, this new system is stable and 
converge to the state plan origin. Once the system trajectories hit the switching 
line, they are confined to it thereafter. This example represents a basic 
implementation of sliding mode control. 
3.2.2 Sliding mode 
 In the previous system, the motion of the system’s trajectories while they 
are on the switching surface is called sliding, and the switching surface is called 
the sliding surface. This sliding motion or mode will occur if in the vicinity of the 
sliding surface, the state velocity vectors are directed toward the surface. A surface 
𝜎(𝜁) = 0 is attractive if: 





2- Any trajectory starting outside the surface tends to it at least asymptotically. 
Thus, for a sliding motion to occur the following inequalities are needed: 
𝑙𝑖𝑚
𝜎→0+
?̇? < 0, (3.5) 
𝑙𝑖𝑚
𝜎→0−
?̇? > 0. (3.6) 
The above conditions are illustrated in Fig3.5. They insure that the motion 
of the state trajectory 𝑥 on either side of the switching surface 𝜎(𝜁) = 0 is toward 
the switching surface. The two conditions could be combined as: 
𝜎?̇? < 0, (3.7) 
in the vicinity of the switching surface. 
 
Fig 3.5: Sliding surface attraction. 
This convergence condition could also be extracted from Lyapunov 
stability analysis. In this analysis, Lyapunov formalized the idea that for a certain 





concept, by analyzing an energy-like function 𝑉 called Lyapunov function, a 
decision could be made regarding the stability properties of an equilibrium point 
without solving the state equation [86]. 
The theorem states “Let 𝑉(𝜁) be a continuously differentiable scalar 
function defined in a domain 𝐷 that contains the origin. A function 𝑉(𝜁) is said to 
be positive definite if  𝑉(0) = 0 and 𝑉(𝜁) > 0 for all 𝜁. It is said to be negative 
definite if  𝑉(0) = 0 and 𝑉(𝜁) < 0 for all 𝜁” [86]. Lyapunov method is used to 
assure that the function is positive definite when it is negative and negative definite 
if it is positive. In that way, the stability is guaranteed. In sliding mode control, the 
generalized Lyapunov function is defined in term of the sliding surface. The 
switched control structure is then designed so that the derivative of this Lyapunov 
function is negative definite, guaranteeing in the process, the movement of the state 
trajectory to the surface.  The following theorem represents mathematically what 
was discussed above. 
Theorem 3.1 [86]: Let 𝜁̇ = 𝑓(𝜁), 𝑓(𝜁𝑒) = 0, where
 𝜁𝑒 is in the interior of 𝛺 ⊂ 𝑅
𝑛. 
If for a Lyapunov function 𝑉(𝜁): 
1- 𝑉(𝜁𝑒) = 0, 
2- 𝑉(𝜁 ) ≠ 0 for all 𝜁 ⊂ 𝛺, 𝜁 ≠ 𝜁𝑒, 





then, 𝜁𝑒 is locally stable. 
 Furthermore, if also 
4- ?̇?(𝜁) ≤ 0 along the trajectories of the system in 𝛺, 
then, 𝜁𝑒 is locally asymptotically stable. 
 Generally, for variable structure controllers, the following Lyapunov 







𝜎 = 𝐶𝑇𝜁, (3.9) 
with 𝐶 as a 𝑚×𝑛 constant vector and 𝜁 is the system state vector.  
For the function in (3.8) at 𝜁𝑒 = 0, the first three conditions in theorem 3.1 
are satisfied. As for the fourth condition, equation (3.8) could be used to design a 
proper SMC that when substituted in 𝑉(𝜎), it will satisfy,  
?̇? = 𝜎?̇? ≤ 0. (3.10) 
3.2.3 Equivalent control 
Consider the system, 





where 𝜁 ∈ 𝑅𝑛 is the system states, 𝜐 ∈ 𝑅𝑚 is the input,  𝐴 ∈ 𝑅𝑛×𝑛 and 𝐵 ∈ 𝑅𝑚×𝑛 
are constant matrices, and with 
𝜐 = −𝐾sgn(𝜎), (3.12) 
where 𝜎 is defined as in equation (3.9). As mentioned earlier, the input of the 
system 𝜐 will force the system trajectories into the sliding surface 𝜎 and to stay 
confined within it thereafter. At that point, both 𝜎(𝜁) = 0 and ?̇?(𝜁) = 0. This leads 
to, 
𝐶𝑇𝜁̇ = 0. (3.13) 
Substitute the main system into the equation (3.13) to get, 
𝐶𝑇𝐴𝜁 + 𝐶𝑇𝐵𝜐𝑒𝑞 = 0, (3.14) 
where 𝜐𝑒𝑞 is called the equivalent control. Now if |𝐶
𝑇𝐵| ≠ 0, then the equivalent 
control 𝜐𝑒𝑞 can be written as: 
𝜐𝑒𝑞 = 𝐾𝜁, 
with, 
𝐾 = −(𝐶𝑇𝐵)−1𝐶𝑇𝐴. 
(3.15) 
Then, if 𝜐𝑒𝑞 is substituted back to the main system’s equation (3.11), we get 
𝜁̇ = [𝐼 − 𝐵(𝐶𝑇𝐵)−1𝐶𝑇]𝐴𝜁. (3.16) 





1- The dynamical behavior of the equivalent system is independent of the control 
input and depends only on the choice of the matrix 𝐶. Therefore, the control 
input is just used to drive the system states into the sliding mode surface and 
thereafter to maintain it on the sliding mode surface. The determination of the 
matrix 𝐶 may thus be completed with no prior knowledge of the form of the 
control input. The reason for the equivalent system is to have an independent 
motion from the control input since the matrix 𝐶𝑇𝐵 is nonsingular. In fact, the 
condition 𝐶𝑇𝐵 ≠ 0 means that the null space of 𝐶 and the range space 𝐵 are 
complementary subspaces. Thus, when the sliding motion occurs on the sliding 
mode surface, the behavior of the equivalent system is unaffected by the control 
input. If 𝐶𝑇𝐵 ≠ 0 as shown in [3], the equivalent control is either not unique 
or does not exist. Therefore, sliding mode surface wouldn’t be reached. 
2- The equivalent system order less than the original system. If the original system 
is order n and m inputs, then the equivalent system will have order of (𝑛 − 𝑚). 
In [87], it was shown that for the 𝐵 matrix with full rank 𝑚, the exist an 





where 𝐵2 is an 𝑚×𝑚 non-singular matrix. Define a transformed state variable 





     ?̇? = 𝑇𝐴𝑇𝑇𝑦 + 𝑇𝐵𝜐 . (3.17) 








𝐶𝑇𝑇𝑇 = [𝐶1 𝐶2], 
(3.18) 





2 and 𝐶𝑖 ∈ 𝑅
𝑚×
𝑛
2  for 𝑖 = 1,2 and 𝑗 = 1,2. Then, equation (3.17) 
could be rewritten as 
?̇?1 = 𝐴11𝑦1 + 𝐴12𝑦2, 
?̇?2 = 𝐴21𝑦1 + 𝐴22𝑦2 + 𝐵2𝜐. 
(3.19) 
On the sliding surface (𝐶𝑇𝑇𝑇𝑦 = 0), from (3.18), we get 
𝐶1𝑦1 + 𝐶2𝑦2 = 0, or, 
𝑦2 = −(𝐶2
−1𝐶1)𝑦2. (3.20) 
Then, the equivalent system could be rewritten with only 𝑦1 as 
?̇?1 = (𝐴11 − 𝐴12𝐹)𝑦1, (3.21) 
where 𝐹 = −(𝐶2
−1𝐶1). Therefore, we can see that the equivalent system is an (𝑛 −
𝑚) order system, meaning that the system dynamic is simplified on the sliding 
mode surface. Both of previous observations are considered advantages of using 





uncertainties, and secondly, at the sliding surface, the system will have a behaviour 
of reduced order system.  
3.2.4 Robustness property conditions 
Robustness is the feature of insensitivity against perturbations or 
uncertainties. It is one of the features that distinguishes variable structure control 
systems. However, this feature is restricted under certain conditions. 
For illustration, consider the following system: 
𝜁̇ = (𝐴 + 𝛥𝐴)𝜁 + 𝐵𝜐 + 𝐷𝑑𝑠 (3.22) 
where 𝐴 ∈ 𝑅𝑛×𝑛 is the nominal system matrix, 𝐵 ∈ 𝑅𝑛×𝑚 is the input distribution 
matrix, 𝛥𝐴 is the uncertainty, 𝑑𝑠 ∈ 𝑅
𝑘 is a bounded external disturbance vector, 
and matrix 𝐷 is compatibly dimensioned. Without loss of generality, it can be 
assumed that matrices 𝐵 and 𝐷 are full rank, and the uncertainty presented in 𝐵 is 
incorporated in the system disturbance term. Recalling equation (3.9), during the 
sliding motion (𝐶𝜁 = 0), the state vector of the system satisfies the following 
equations: 
𝐶𝜁̇ = 0, 
𝜁̇ = (𝐴 + 𝛥𝐴)𝜁 + 𝐵𝜐 𝑒𝑞 + 𝐷𝑑𝑠, 
(3.23) 
and the equivalent control could be achieved as 
𝜐 𝑒𝑞 = −(𝐶𝐵)
−1𝐶(𝐴𝜁 + 𝛥𝐴𝜁 + 𝐷𝑑𝑠), (3.24) 





𝜁̇ = [𝐼 − 𝐵(𝐶𝐵)−1𝐶](𝐴𝜁 + 𝛥𝐴 + 𝐷𝑑𝑠), 
𝐶𝜁 = 0. 
(3.25) 
It was shown in [88] that this resultant equivalent system in (3.25) is 
insensitive to parameter variations and external disturbances if the system 
uncertainties matrix 𝛥𝐴 along with 𝐵 and 𝐷 satisfied 
rank [𝐵: 𝐷] = rank [𝐵: 𝛥𝐴𝑇] = rank [𝐵], (3.26) 
where T is the basis vectors matrix of the reduced-order sliding subspace from 
equation (3.25).  
The condition in (3.26) is called the invariance condition. In addition, the 
robustness property of variable structure systems has been investigated by other 
researchers. For example, Gutman [28] and Bormish [6] have shown that if the 
system uncertainties and disturbances satisfy the matching condition which 
fundamentally states that the disturbance must only enters the system through the 
input channel, then the system is completely insensitive on the sliding mode 
surface, and the effect of disturbance and parameter variations can be minimized 
by minimizing the time required to attain the sliding mode. Further in this chapter, 
we will discuss Multi-surface SMC which offers robustness against uncertainties 
that does not satisfy the matching condition. 
3.3 Control designing steps  





Here we utilize the stability test mentioned in theorem 3.1 to design the 
required SMC. According to theorem 3.1, a system’s stability could be examined 
using Lyapunov functions. From the fourth condition of theorem 3.1 and equation 
(3.8), we know that the stability condition for the sliding surface is as in the 
inequality (3.7): 
𝜎(𝜁)?̇?(𝜁) < 0,  
so, if we derive sliding mode controller that maintains this condition throughout 
the system’s operation, we insure that the system’s states will converge to the 
sliding surface and stay on it thereafter.  
Now, a system that utilizes sliding mode control exhibits two phase 
motions. First phase is the reaching phase where the system’s trajectories are 
moved toward the sliding surface while the second phase is the sliding phase where 
the trajectories are confined with the sliding surface by the controller. In designing 
the controller, we must incorporate both these phases in the design process. 
Consider the following system: 
𝜁̇(𝑡) = 𝐴(𝑡, 𝜁) + 𝐵(𝑡, 𝜁) 𝜐(𝑡), (3.27) 
where 𝑥 is the state variable, 𝜐 is the control signal, 𝐴(𝑡, 𝜁) ∈ ℝ𝑛, 𝐵(𝑡, 𝜁) ∈ ℝ𝑚, 
and 𝐴 and 𝐵 are assumed to continuous functions with continuous bounded 





will not exhibit any sudden discontinuous behaviour. Designing an SMC controller 
consists of two independent tasks: 
1- Defining the sliding surface. The sliding surface is independent from the 
original system and with a lower order and designed to ensure exponential 
stability to the controlled dynamics. Recalling equation (3.9), the sliding takes 
the form of: 
𝜎 = 𝐶𝑇𝜁,  
where 𝐶 is a constant matrix such that 𝐶𝑇𝜁 is stable [89]. 
2- Defining the controlling signal that will drive the states to the sliding mode in 
finite time. In sliding mode control, the control input consists of two parts. The 
first part is the switching control signal that aims to drive the system to the 
sliding surface. It has the following form: 
 𝜐𝑠 = −𝑀sgn(𝜎),  (3.28) 
where M is a positive constant. The other part of the controller is the equivalent 
control 𝜐𝑒𝑞 mentioned before. This part is derived from the sliding surface 
chosen in the first step using Lyapunov stability, usually with the Lyapunov 
function in equation (3.8). Finally, the final controller would be the summation 
of both the equivalent control signal and the switching control signal: 





Example: Consider the following system in (3.27) with an added matched 
disturbance 𝑑𝑠. The system becomes: 
?̇? = 𝐴(𝜁, 𝑡) + 𝐵(𝜁, 𝑡)𝜐 + 𝑑𝑠, (3.30) 
with, 
|𝑑𝑠| < 𝑀, (3.31) 
where 𝑀 is a known positive constant. To design the sliding mode controller, first 
we define the sliding surface according to equation (3.9): 
𝜎 = 𝐶𝑇𝜁, 𝐶 = [𝑘, 1], 
where 𝑘 = [𝑘1, 𝑘2, … 𝑘𝑛−1]. 
(3.32) 
Now, by choosing the Lyapunov function in (3.8) we get 
?̇? = 𝜎?̇? = 𝜎(𝐴 + 𝐵 𝜐 + 𝑑𝑠 + 𝑘
𝑇[𝑥2, . . , 𝑥𝑛]). (3.33) 





(𝐴 + 𝑘𝑇[𝑥2, . . , 𝑥𝑛] + 𝑀sgn(𝜎)). 
(3.34) 
Substituting the controller in (3.33) gives 
?̇? = 𝜎𝑑𝑠 − 𝑀|𝜎|  ≤ 0. (3.35) 
As the designed controller insured that the Lyapunov function derivative is 





capable of driving the system to the sliding surface and confine it on the surface 
thereafter. 
3.3.2 Reaching law method 
 The design process we discussed for a sliding mode controller is to state 
the asymptotic stability condition 𝜎(𝜁)?̇?(𝜁) < 0 and then derive the controller that 
satisfy that condition. However, an alternative method called the reaching law 
approach was proposed by Gao and Hung in 1993 [90]. The approach consists of 
priori defining the desired dynamics of the sliding variable in a way that guarantees 
the stability of the sliding motion. The dynamics is expressed by the first derivative 
of the sliding variable and other system parameters: 
?̇?(𝑡) = 𝑓𝑟(𝜎(𝑡)) (3.36) 
where 𝑓𝑟 is a certain function selected to ensure the desired dynamics or evolution. 
The function must ensure that the sliding variable 𝜎 approaches the sliding surface 
and then after that, starts its sliding motion. To this end, the function 𝑓𝑟  must at least 
always have its sign opposite to the sliding variable. This method has proved to be 
efficient as it allows for controlling the sliding variable reaching mode. A typical 
reaching law has the following general form: 






𝑄 = 𝑑𝑖𝑎𝑔[𝑞1, 𝑞2, … 𝑞𝑛],      𝑞𝑖 > 0, 
𝐾 = 𝑑𝑖𝑎𝑔[𝑘1, 𝑘2, … 𝑘𝑛],      𝑘𝑖 > 0, 
ℎ(𝜎) = [ℎ1(𝜎1), ℎ2(𝜎2), … ℎ𝑛(𝜎𝑛)], 
where, 
𝜎𝑖ℎ𝑖(𝜎𝑖) > 0,      ℎ𝑖(0) = 0. 
(3.38) 
Gau in his work, proposed three distinct reaching laws [91]. The first one is the 
constant rate reaching low: 
?̇? = −𝑄sgn(𝜎). (3.39) 
 The advantage of this law emerges from its simplicity, as it merely drives the sliding 
variable into the switching plane at a constant rate. However, this single parameter 
design enforces a compromise between convergence rate in the reaching phase and the 
magnitude of oscillations in the sliding phase. 
 The second reaching law proposed was the constant plus proportional rate 
strategy expressed as: 
?̇? = −𝑄sgn(𝜎) − 𝐾𝜎. (3.40) 
 The addition of the proportional parameter increases the convergence rate at 
large values of the sliding variable. This enables smaller values of constant 𝑄 without 
sacrificing desired properties in the reaching phase. On the other hand, the proportional 
term diminishes near the switching surface, which prevents decrease the magnitude of 





 The third and final proposed reaching law is 
?̇? = −𝐾|𝜎|𝛼sgn(𝜎), (3.41) 
where 𝛼 > 1. The design of this reaching law ensured fast convergence to the 
switching surface while eliminating undesirable oscillations in the sliding phase. It 
also provided a finite time reaching phase and the lack of the constant switching term 
−𝑄sgn(𝜎)  eliminated the chattering.  
 In this approach, the first step is still defining an appropriate sliding surface, 
usually taking the form of equation (3.9). In the next step, the reaching law 𝑓𝑟(𝑠) is 
chosen to define the desired evolution or dynamics of the sliding variable as in 
equation (3.36). Finally, the control signal is derived to ensure the reaching law 




and then, substitute the system’s state space model into the resultant equation (3.42). 
Considering the system in equation (3.11) and substituting it in equation (3.42) gives: 
𝐶𝑇(𝐴𝑥 + 𝐵 𝜐) = 𝑓
𝑟
(𝜎). (3.43) 
 Finally, as the control signal is in the equation, the required control signal 
could be derived as: 
𝜐(𝑡) = −[𝐶𝑇𝐵]−1[𝑓
𝑟







As mentioned previously, one of the main advantages of the SMC is its 
robustness against modelling uncertainties such as unmodelled system. That is due 
to the discontinuous nature of this method. On the other hand, another phenomenon 
that coincides with SMC when uncertainties exist in the system is the chattering. 
Chattering could occur in the system output or in the control input signal. This 
oscillation would damage the system components. Fig3.6 illustrates an example of 
chattering in second order system showing how the system’s trajectories oscillate 
around the desired sliding surface 𝜎 = 0.  
The discontinuity in SMC is in the reaching phase of the control signal as 
in equation (3.28). Usually this control signal is implemented using the 
discontinuous function (sgn). Several techniques can be used to reduce or eliminate 
this phenomenon. Some depends on more accurate representation of the system 
and its components [92], while others depends on state observers to estimate the 
states and reduce the disturbance’s effect of the system [93]. A simple approach of 
attenuating this phenomenon relies on replacing the discontinuous sgn function 







Fig 3.6: Chattering. 
Boundary layer is a common approach used to reduce the chattering effects 
by replacing the ideal switching element with an approximated switching element. 
This creates a boundary layer around the sliding surface or manifold as shown in 
Fig3.7. Inside this boundary layer, the switching function (sgn) is replaced by a 
feedback gain. The continuous alternative function (sat) ensures that the state’s 
trajectory reaches the boundary layer ɛ around the sliding surfaces instead of the 






 𝜎(𝜁) > 0
 𝜎(𝜁) = 0
 𝜎(𝜁) < 0





 𝜎(𝜁) > ɛ
 −𝜖 < 𝜎(𝜁) <
 𝜎(𝜁) < −ɛ
ɛ. 
 
Fig 3.7: Boundary layer. 






Fig 3.8: sgn and sat functions. 
This simple approach will eliminate the chattering phenomena, providing a 
smooth control signal to the system. However, this approach has its disadvantages. 
First, a sliding mode controller that uses this approach will not be able to provide 
finite time convergence in the presence of external disturbances. Second, as 
mentioned earlier this smooth controller will not move the system trajectories to 
the sliding surface, but to a domain in a vicinity around the sliding surface. The 
boundaries of this domain depend of the value of ɛ [83]. 
3.5 Multi-Surface Sliding Mode Control 
 3.5.1 Introduction 
In the previous sections, we discussed the conventional sliding mode 
control. A robust control algorithm that is capable of handling nonlinear systems. 
However, in its conventional form, the matching condition for uncertainties must 
be satisfied in SMC to insure its robustness. The matching condition assumes that 





the uncertain terms are directly reached by system’s input [72]. This condition is 
not guaranteed in many physical systems. In these cases where mismatched 
uncertainties exist in the system, bounds on those uncertainties and their 
derivatives are required before SMC to be applied, which is not always possible. 
To this end, a modified version of SMC emerged that uses multiple sliding surfaces 
to deal with the mismatched uncertainties named Multi-surface SMC.  
A multiple surface scheme was first suggested in 1990 when sliding mode 
control was used to control the speed of an engine with a model that did not satisfy 
the matching condition [94]. The multiple surfaces scheme was applied there and 
showed better performance over the conventional SMC. 
 The concept behind this method is as the name suggests assigning multiple 
sliding surfaces, one for each state in the system, meaning that a system of order 𝑛 
would have 𝑛 sliding surfaces. The surfaces from the 2nd surface to the nth surface 
consist of the state 𝜁𝑖 and a virtual controller 𝜁𝑖𝑑 that have direct access to the 
uncertainties in 𝜁𝑖, while the 1
st sliding surface comprises from 𝜁1 and the desired 
trajectory 𝜁1𝑑. All the surfaces are considered static in the sense that they do not 
include any derivatives. Then, by properly designing the virtual controllers 
accompanied with the actual controller, the sliding surfaces will converge 






3.5.2 Multi-Surface sliding mode control design steps 
 In this section we will present the designing steps for multiple surfaces 
sliding mode control [95]. Note that as in the derivation the virtual controllers will 
be differentiated with respect to time, the discontinuous sgn(𝑆𝑖) component will 
be replaced with the continuous 𝐾𝑖
𝑆𝑖
𝜙𝑖
, where 𝜙𝑖 is the ith boundary layer, 𝑆𝑖 is the 
ith sliding surface, and 𝐾𝑖 is to be defined later. This replacement will affect the 
convergence as instead of the surfaces converging to zero, they will continue to 
converge until they reach a boundary layer and stay within it thereafter. However, 
this will remove the chattering in the controllers. 
 The designing process consists of two steps: assigning the sliding surfaces, 
and designing the controllers both virtual and actual to converge the surfaces as 
desired. Now, consider the following system: 
𝜁1̇ = 𝜁2 + 𝛥1, 
𝜁2̇ = 𝜁3 + 𝛥2, 
: 
𝜁?̇?−1 = 𝜁𝑛 + 𝛥𝑛−1, 
𝜁?̇? = 𝐴(𝑡) + [𝐵(𝑡) + 𝛥𝐵] 𝜐 + 𝛥𝑛, 






where 𝜁𝑖, 𝑖 =  1,2, . . , 𝑛 are the system states, 𝜐 and 𝑦 are the input and output 
signals, respectively, 𝛥𝐵 is the input distribution matrix uncertain component, and 
𝛥𝑖 is the uncertainties’ unknown function in 𝜁𝑖. Before starting with the design 
process, we list two required assumptions: 
Assumption 3.1: There exist a set of smooth functions αi, 𝑖 = 1, 2, . . , 𝑛 − 1 such 
that: 
𝛼𝑖(𝜁1, … , 𝜁𝑖) > |𝛥𝑖|. (3.46) 
As a candidate for these smooth functions, a quadratic function (1 + (. )2)/2 can 
be used as it always larger than the absolute value | . |.   
Assumption 3.2: The desired output 𝑦𝑑 and its first 𝑛 derivatives are bounded and 
known. 
Now, the objective of our controller is to track a given smooth and bounded 
desired trajectory 𝑦𝑑 with a tracking error bound of 𝜙1.  
Firstly, we define n sliding surfaces that constitute from the state 𝜁𝑖 and a 
virtual 𝜁𝑖𝑑 controller except for the first and last surface:  
𝑆1 = 𝜁1 − 𝜁1𝑑, 







𝑆𝑛−1 = 𝜁𝑛−1 − 𝜁(𝑛−1)𝑑, 
𝑆𝑛 = 𝜁𝑛 − 𝜁𝑛𝑑, 
where 𝜁1𝑑 = 𝑦𝑑. 
 Secondly, we design the needed virtual controllers 𝜁𝑖𝑑 and actual controller 
𝜐 to converge the defined sliding surfaces. We start the designing process with the 
first sliding surface, 
𝑆1 = 𝜁1 − 𝜁1𝑑. 
Differentiating the surface results in 
?̇?1 = 𝜁2 + 𝛥1 − 𝜁1̇𝑑, 
and by substituting 𝜁2 = 𝑆2 + 𝜁2𝑑 from (3.46), we get 
?̇?1 = 𝑆2 + 𝜁2𝑑 + 𝛥1 − 𝜁1̇𝑑 . (3.47) 
Now, the first virtual controller 𝜁2𝑑 is defined as: 






𝐾1 = 𝛼(𝜁1) + 𝜙2 + 𝑐1, (3.49) 
where 𝑐1 is a positive constant and 𝜙2 is the second surface error bound. 










Here 𝜙2was introduced to 𝐾1 to suppress 𝑆2 in (3.50) when |𝑆2| becomes smaller 
than 𝜙2. We now move to the second sliding surface from (3.46): 
𝑆2 = 𝜁2 − 𝜁2𝑑. 
Differentiating 𝑆2, and substituting 𝜁3 = 𝑆3 + 𝜁3𝑑 gives 
?̇?2 = 𝑆3 + 𝜁3𝑑 + 𝛥2 − 𝜁2̇𝑑, 
with, 
(3.51) 








Note that we had to differentiate 𝜁2𝑑, that is why the discontinuous sign 
function was avoided in the design. Now, due to the existence of 𝜁2 in 𝜁2𝑑, the 
differentiation will result in uncertain terms as 𝜁1̇ = 𝜁2 + 𝛥1. To this end, 𝜁2̇𝑑 could 
be written as: 
𝜁2̇𝑑 = 𝜁̇̂2𝑑 + 𝛥𝜁2̇𝑑, 
with, 
(3.53) 



































𝐾2 = 𝛼(𝜁1, 𝜁2) + 𝛽(𝜁1) + 𝜙3 + 𝑐2, (3.57) 
where is a smooth function such that 
𝛽(𝜁1) > |𝛥𝜁2̇𝑑|. (3.58) 
 This process of designing the virtual controllers will continue with the same 
manner until 𝜁(𝑖−1)𝑑. In general, this process could be expressed for 𝑖 = 1, . . , 𝑛 −
1 as: 










𝐾𝑖(𝜁1, . . , 𝜁𝑖) = 𝛼𝑖(𝜁1, . . , 𝜁𝑖) + 𝛽𝑖(𝜁1, . . , 𝜁𝑖) + 𝜙𝑖+1 + 𝑐𝑖, (3.61) 
with the final virtual controller, 






𝜁?̇?𝑑 = 𝜁̇̂𝑖𝑑 + 𝛥𝜁?̇?𝑑. (3.63) 






𝑆𝑛 = 𝜁𝑛 − 𝜁𝑛𝑑. 
by differentiating 𝑆𝑛 and substituting 𝜁?̇? = 𝐴(𝑡) + 𝐵(𝑡)𝜐 + 𝛥𝑛  and (3.63), we get 
?̇?𝑛 = 𝐴(𝑡) + [𝐵(𝑡) + 𝛥𝐵]𝜐 + 𝛥𝑛 − 𝜁̇̂𝑛𝑑 − 𝛥𝜁?̇?𝑑. (3.64) 
The control signal for (3.64) that aims to stabilize the system in (3.45) is developed 
based on the following theorem. 
Theorem 3.2 [95]: Consider the system in (3.45) and using the sliding surfaces in 
(3.46). The system’s output will be able track the desired output trajectory with 










𝐾𝑛 = 𝑎(𝛼𝑛 + 𝛽𝑛) + 𝑏 |𝐴(𝑡) − 𝜁̇̂𝑛𝑑| + 𝑐𝑛, 
where, 
(3.66) 










where ?̅? is a tight bound for 𝛥𝐵 satisfying 
(3.68) 









2. Then the 
objective would be to proof that ?̇?𝑖 = 𝑆𝑖?̇?𝑖 < 0 when |𝑆𝑖| > 𝜙𝑖 for 𝑖 = 1, . . , 𝑛 after 
finite time while all 𝑆𝑖 remain bounded in the meantime. 
 Firstly, we consider the nth sliding surface. Substituting the controller in 
(3.65) into (3.64) gives 
?̇?𝑛 = − (𝐴 − 𝜁̇̂𝑛𝑑)
𝛥𝐵
𝐵








When |𝑆𝑛| > 𝜙𝑛, 𝐾𝑛 in (3.66) achieves the following regardless of the initial 
condition: 
𝑆𝑛?̇?𝑛 = 𝑆𝑛 (− (𝐴 − 𝜁̇̂𝑛𝑑)
𝛥𝐵
𝐵













This inequality is satisfied as the following two inequalities hold: 
    (𝛥𝑛 − 𝛥𝜁?̇?𝑑) <
𝐵 + 𝛥𝐵
𝐵
𝑎(𝛼𝑛 + 𝛽𝑛). 
(3.72) 






𝐾𝑛𝑏 |𝐴 − 𝜁̇̂𝑛𝑑|. 
(3.73) 
From (3.71), it is noted that once |𝑆𝑛| ≤ 𝜙𝑛 is achieved, 𝑆𝑛 never goes out 
of the boundary layer. Next, we consider 𝑆𝑛−1, its derivative becomes 









 Now, as initially 𝑆𝑛 is arbitrary, two cases must be considered depending 
on how 𝑆𝑛 relates to 𝜙𝑛: 
i. |𝑆𝑛| < 𝜙𝑛 at 𝑡 = 0.  
When |𝑆𝑛−1| > 𝜙𝑛−1, we have 𝑆𝑛−1?̇?𝑛−1 < 0 with 𝐾𝑛−1 defined as (3.61) 
since 𝜙𝑛 is greater than 𝑆𝑛 initially, and |𝑆𝑛| being always less than 𝜙𝑛 by 
(3.71). 
ii. |𝑆𝑛| ≥ 𝜙𝑛 at 𝑡 = 0.  
With 𝐾𝑛−1 = 𝛼𝑛−1 + 𝛽𝑛−1 + 𝜙𝑛 + 𝑐𝑛−1, equation (3.74) becomes 





            = 𝑆𝑛−1 (𝑆𝑛 −
𝜙𝑛
𝜙𝑛−1
𝑆𝑛−1) + 𝑆𝑛−1(𝛥𝑛−1 − 𝛥𝜁?̇?−1,𝑑) 






When |𝑆𝑛−1| ≥ 𝜙𝑛−1, the following inequality holds: 






















and knowing that 
𝑆𝑛−1
|𝑆𝑛−1|
= sgn(𝑆𝑛−1) and sgn(𝑆𝑛−1)?̇?𝑛−1 =
𝑑
𝑑𝑡

















> 0 and 𝑆𝑛 is bounded, then |𝑆𝑛−1| is bounded. When |𝑆𝑛| < 𝜙𝑛 is 
achieved, by the same argument in (i), 𝑆𝑛−1?̇?𝑛−1 < 0 is achieved when |𝑆𝑛−1| >
𝜙𝑛−1. With the same approach, the convergence for the rest of the sliding surfaces 
could be shown. 
End of proof 
3.6 Summary 
In this chapter, we discussed sliding mode control. A robust control 
algorithm capable of handling highly nonlinear systems. Its concept depends on a 
continuous switching control signal that forces a system’s states to converge and 
slide on a desired sliding surface. The designing steps of a SMC consist of choosing 
the proper sliding surface and designing the required control signal. In the second 
step, Lyapunov stability could be used in the derivation. SMC possess robustness 
against external disturbances and uncertainties that satisfies the matching condition 
which states that the uncertainties or disturbances should affect the system from its 
input channel.  
Next, we discussed a modified version of SMC that relaxes the matching 
condition named multi surface sliding mode control. In that method, sliding 





proper virtual controllers at each state along with the actual controller, the sliding 
surfaces will converge despite of any affecting disturbance or uncertainty 
regardless of the affecting channel. The utilization of both methods in continuum 
robots control design will be discussed in Chapter Five for SMC and Chapter Six 









Chapter Four:  
 
Dynamic Model Simulation Method 
  
4.1 Introduction  
In Chapter Two, we derived the dynamic model for the continuum robot by 
viewing it as a thin elastic rod and employing the Cosserat rod theory in the model 
building process. The model emerged from this theory had the advantage of 
generality with its capability of accommodating a rod’s different deformations 
from bending, twisting, and extending [80]. A model that does not require any of 
the design assumptions to be utilized in control design. However, this model with 





the intricacies that accompanies adopting this model. The Cosserat rod based 
dynamic model constitute from a set of stiff nonlinear hyperbolic partial 
differential equations (PDE). The inherent nonlinearity in the PDE model prevents 
the usage of straightforward explicit finite difference methods in the simulation as 
they lead to numerical instabilities in such models, intricating the simulation 
process. On the other hand, the model stiffness restricts the maximum allowable 
time step used in the simulation if a compatible explicit simulation method was to 
be used, leading to very small impractical time steps in the simulation as the 
stiffness increases in the systems [48].  
 In this research, we aim to adopt the Cosserat rod dynamic model in our 
control design and seize its advantages, proposing in the process, the first robust 
controller for continuum robots that allows for an assumption-free design and 
performance. To this end, the hurdle of simulating the Cosserat model both 
accurately and swiftly must be tackled and overcame. For this purpose, we will 
utilize a sophisticated numerical method capable of such task named the 
Generalized-α method. An implicit integration method with a second order 
accuracy and controlled numerical damping. Due to its implicit nature, employing 
the Generalized-α method will require solving a large nonlinear system of 





especially when the forces and moments are also a function of the unknown 
variables.  
 Our goal in this chapter is to create an accurate stable simulation tool for 
continuum robots with large time steps by successfully utilizing the Generalized-α 
method in the in the numerical integration of continuum robots’ Cosserat rod 
model, allowing in the process, the usage of this model in real time control design 
applications for the first time. In the following sections we will discuss hyperbolic 
PDEs, their numerical integration methods, introduce the Generalized-α method 
and its properties, and finally, discuss applying the Generalized-α method on the 
Cosserat dynamic model to create our continuum robot’s simulation tool.  
4.2 Hyperbolic partial differential equations 
A partial differential equation is an equation stating a relationship between 
a function of two or more independent variables and the partial derivatives of that 
function with respect to these independent variables [96]. They arise in all fields 
of engineering and science, as most physical processes are represented by PDEs. 
In many cases, with reasonable assumptions, PDEs could be reduced to ordinary 
differential equations (ODE). However, if generality and accuracy are required, the 
actual PDE that govern the physical problem must be handled and solved.  





 The solution for a partial differential equation is that particular function that 
satisfies the equation and satisfies its initial and boundary conditions.  In some 
cases, a closed form of the solution could be obtained. However, for the majority 
of the problems in engineering, numerical approaches must be used [97].  
Depending on the PDE linearity, order, and classification, the right numerical 
integration method is applied. 
Hyperbolic PDEs are one of the three PDEs classifications (elliptic, 
parabolic, and hyperbolic PDEs) [97]. They represent propagation problems in 
open domains (with respect to time or time-like variable) where the solution 
marches forward in the domain of interest from its initial conditions in a finite 
speed and guided by the problem’s boundary conditions. An example for such 
problems is a wave marching forward in a string.  
In propagation PDEs with finite speed, the solution at each point in its 
domain at time instance 𝑡𝑛, depends only on the solution of the nearby points at 
times preceding 𝑡𝑛, and have a local influence on the solutions of the near points 
after 𝑡𝑛, or in other words, it has local domain of dependency and a limited range 
of influence. This contrasts for example parabolic PDEs where the solution at any 
point depends on all the points in the solution domain and has a global influence 
on the other points solutions. To illustrate, consider the temperature distribution of 





temperature behavior through time from its initial distribution is shown in (4.1). It 
is a hyperbolic PDE with (4.2.a) as its boundary conditions and (4.2.b) as its initial 
conditions.  
 
Fig 4.1: Temperature distribution for an incompressible gas in a tube [97]. 
𝑇𝑡 + 𝑐𝑇𝑠 = 0, (4.1) 
𝑇(0, 𝑠) = 200𝑠,               0 < 𝑠 < 0.5, 
𝑇(0, 𝑠) = 200(1 − 𝑠),     0.5 < 𝑠 < 1,  
0,                                      elsewhere, 
(4.2.a) 
𝑇(𝑡, 0) = 0, 
𝑇(𝑡, 𝐿) = 0, 
(4.2.b) 
where 𝑇 is the temperature, 𝑠 is the distance, 𝐿 is the tube’s length and 𝑡 is time.  
The solution 𝑇(𝑠, 𝑡) for the equation (4.1) is shown in Fig4.2. In the figure, 
each symbol represents the solution after a certain time. It is evident from the figure 
that with time, the temperature distribution is simply marching forward in the gas 






Fig 4.2: Solution of the temperature equation [97]. 
On the other hand, consider the heat diffusion problem for a plate with 
thickness 𝐿 and thermal diffusivity a shown in Fig4.3. The internal temperature 
distribution is governed by the unsteady one-dimensional heat diffusion equation 
seen in equation (4.3). In this specific problem, the boundary conditions and initial 
temperature distribution are defined by equation (4.4a) and (4.4b), respectively.  
The governing PDE is under the parabolic classification and Fig 4.4 shows its 
solution. In the figure, each symbol represents the solution after a certain time. The 
figure showed how after the heat source is turned off at 𝑡 =  0, the temperature 
𝑇(𝑠, 𝑡) starts to dissipate smoothly until it reaches the steady state solution of 
𝑇(𝑠, 𝑡) = 0. 





𝑇(0, 𝑠) = 200𝑠,              0 < 𝑠 < 0.5, 
𝑇(0, 𝑠) = 200(1 − 𝑠),    0.5 < 𝑠 < 1, 
0,                                      elsewhere, 
(4.4.a) 
𝑇(𝑡, 0) = 0, 
𝑇(𝑡, 𝐿) = 0. 
(4.4.b) 
 
Fig 4.3: plate temperature diffusion [97]. 
From the two examples, it is clear how the solution of different PDE classes 
behave differently. It is important to know the PDE classification as it will decide 
the correct integration method that can lead to both accurate and stable simulation. 
In the next sections, we will discuss numerical integration methods for PDEs and 
demonstrate how a numerical integration approach would performs differently 





   
Fig 4.4: Solution of the temperature equation [97]. 
4.3 Numerical integration methods for PDEs 
 Most physical processes are governed by PDEs. If accuracy is required, 
then those PDEs must tackled and the ODE approximations must be abandoned. 
However, in most cases, closed form solutions for PDEs are not available. In these 
cases, the numerical integration approach is employed as an alternative. This 
option allowed complex models to be utilized in engineering applications such 
control design and simulation analysis.  
Numerical integrations do not aim to find an approximate closed form 
solution for PDE. However, their objective to find the next state for the PDE 
solution given its current state and boundary conditions. This is done by 





by utilizing a four-step method called the finite difference method which is 
summarized as follows [97]: 
o Discretize the continuous physical domain into a discrete difference 
grid. 
o Approximate the individual exact partial derivatives in the PDE by 
algebraic finite difference approximations (FDA). 
o Substituting the FDAs in to the PDE to obtain an algebraic finite 
difference equation (FDE). 
o Solve the resulting algebraic FDEs. 
Depending on the choices made in this process, different numerical integration 
methods emerge, each which is compatible with certain PDE classifications from 
linear or nonlinear, to parabolic, hyperbolic, or elliptic, with different accuracies 
and operating conditions. Below we will discuss each of the finite difference steps 
briefly. 
 4.3.1 Discretization  
 Discretization is the first step in numerical integration where the solution 
domain is converted from its continuous nature to discrete points. This is done by 
constructing grid lines from each axis of the problem’s solution. Then the new 





we assume the special lines are equally spaced and the perpendicular to their axes 
while the temporal may or may not be equally spaced. As an illustration, for a one-
dimensional propagation problem, the solution domain 𝐷(𝑠, 𝑡) is discretised as 
shown in Fig4.4. with 𝛥𝑠 and 𝛥𝑡 are for the special and temporal spacing, 
respectively. In the discretised solution grid, each point is denoted as 𝐷(𝑠𝑖 , 𝑡𝑛).  
   
Fig 4.5: Finite difference grid 𝐷(𝑠, 𝑡). 
4.3.2 Finite Difference approximation 
 After the solution have been discretized, next step is to find the finite 
difference approximations for the partial derivatives within the PDE. This is done 
by utilizing the Taylor series for the equation’s dependent variable at a particular 
grid point and other points in its vicinity. Now, consider the following PDE: 











, and, 𝑠 and 𝑡 are the spatial variable and the 
temporal variable, respectively. Denote 𝑓(̅𝑠, 𝑡) as the exact solution, and 𝑓(𝑠, 𝑡) as 
the approximate solution. Recall the Taylor series for the exact solution at point i, 












2  , (4.6) 
where, 𝑓𝑡|𝑖
𝑛+1 = 𝑓𝑡(𝑖, 𝑛 + 1). The Taylor series could also be written with respect 














Utilizing the two Taylor series above, the finite difference approximation 
for the partial derivatives could be found by considering a number of terms form 
the series and truncating the rest. The order of accuracy of the resultant numerical 
method depends on the number of the number of the terms considered from the 













where 𝑡 <  𝜏 <  𝑡 +  𝛥𝑡. Truncating the reminder term yields to first order 













As for the spatial derivative, if two terms were considered and the Taylor series for  
𝑓𝑖+1
𝑛  and 𝑓𝑖−1








 . (4.9) 
Combining both (4.8) and (4.9), we get the well-known Forward-Time Centered-
Space method (FTCS).  
4.3.3 Finite difference equations: explicit vs implicit 
 The last two steps now are to substitute the finite difference approximations 
in the original PDE and solve the resultant FDE. Recall that the objective of the 
numerical integration approach is to find the solution at the next time level 𝑓 
𝑛+1 
given the current state solution 𝑓 
𝑛. To this end, the finite resultant difference 
algebraic equations are solved for 𝑓 
𝑛+1. Depending on the decisions made in the 
previous steps, the equation for each point in the solution  𝑓 
𝑛+1 depends on the 
solution of the neighboring points either at the current time level 𝑛, or the next time 
level 𝑛 + 1. Numerical methods in the first category are called explicit methods as 
the new solution is explicitly expressed in terms of the known current solution 





solution at time level 𝑛 + 1 for point i is expressed in terms of the unknown 
neighboring points at the same time level. 
 Explicit methods are considered the simplest between the two categories. 
Finding the solution is done by direct substitution of the known current state of the 
solution from the neighboring points. These methods are straightforward to apply 
even in nonlinear equations. On the other hand, implicit methods are considered 
more complex as the required solution at point i is expressed in terms of other 
unknown points at the same time level. This is done by constructing a system of 
algebraic equations containing all the points on the solution grid and then 
generating the required solution for all the points in one step by solving the 
equation system simultaneously. This complicates the solving process for 
nonlinear problems where iterative solving methods must be applied.  
Fig4.6 and Fig4.7 illustrate the solution process and domain of dependency 
mentioned in section 4.2 for explicit and implicit methods, respectively. In explicit 
method, as shown in Fig4.6, the new solution of point 𝑃 at time step 𝑛 + 1 depends 
on the known solutions of point itself and its neighboring points at the current time 
𝑛. On the other hand, as shown in Fig4.7, in implicit methods, the new solution of 







Fig 4.6: Explicit methods solution.  Fig 4.7: Implicit methods solution. 
 The simplicity of explicit methods could look more attractive over the 
complexity of the implicit methods. Anyhow, an important factor must be 
considered before choosing the proper simulation category, which is simulation 
stability. The method capability of numerically solve the system without the 
simulation becoming unstable. From this perspective, implicit methods have the 
upper hand as they offer unconditional stability compared to the explicit where 
their stability is confined with the Courant Friedrichs Lewy (CFL) stability 








” [96], or, 
𝑐𝛥𝑡
𝛥𝑠
≤ 1 , 
(4.10) 
where, 𝑡 and 𝑥 are the temporal and spatial discretization, respectively.  
The significance of this criterion is that it limits the allowable time steps in 





maintaining a reasonable simulation time steps. However, in the cases of high 𝑐 
values, the simulation’s time steps must in response, decrease drastically to 
maintain the criterion, leading to prolonging the total simulation time. This will 
discourage us from adopting a compatible explicit method to highly stiff system 
where 𝑐’s range are larger than 106. For equation (4.5), an example for explicit 
methods application is FTCS in equation (4.11), while the Backward-Time 
Centered-Space (BTCS) method is an example for implicit methods application 
shown in equation (4.12). 
𝑓𝑖
𝑛+1 =  𝑓𝑖
𝑛 + 𝛼 ⋅ (𝑓𝑖+1
𝑛 − 𝑓𝑖−1

















4.4 Numerical integration for hyperbolic PDEs  
 Hyperbolic PDEs govern propagation problems with finite speed. The 
solution at each point i, depends on the neighbouring points and have a local 
influence on its neighbouring points’ solution. A property that they share with 
explicit methods as was shown in Fig4.6. To this end, explicit methods are in 
general the preferred choice for hyperbolic PDEs [97].  Several efforts have been 
made to produce explicit numerical methods compatible with hyperbolic PDEs 





choices made in previous steps. One prominent developed method is the Richtmyer 
two step method.  
4.4.1 Richtmyer two step method  
 When applied to hyperbolic PDEs, the well-known FTCS method derived 
above, produce unstable simulation regardless of the time step adopted. In other 
words, its unconditionally unstable when applied on hyperbolic PDEs. To this end, 
Lax in 1954 proposed a modification to the FTCS method were 𝑓𝑖
𝑛 was replaced 
by the average of the neighbouring points 𝑓𝑖+1
𝑛  and 𝑓𝑖−1
𝑛  [98]. The resultant was a 
numerical method that not only stable of hyperbolic PDEs, but also compatible 
with both linear and nonlinear PDEs. However, the method was complex when 
applied to nonlinear problems, so in 1963, Richtmyer produced a modified version 
of Lax’s method. The method marched to the next time level in two steps (half 









𝑛  +  𝑓𝑖−1























  As Richtmyer’s method is an explicit method, it is conditionally stable and 
bounded to the CFL stability criterion. Fig4.8 shows the solution of this method 





in a stable and accurate solution with various values of 𝛼, each represented by a 
different symbol, where the dashed lines represent the numerical solution and the 
unbroken line represent the actual solution.  
   
Fig 4.8: Solution from Richtmyer’s method [97]. 
4.4.2 Stiff PDEs 
 Stiff PDEs are PDEs that would require very small time steps when an 
explicit integration method is applied to maintain the CFL criterion, which usually 
because of a high value of 𝑐 in the PDE. In these cases, applying an explicit 
integration method could become impractical and then, implicit integration 
methods must be considered.  
Implicit methods possess the property of unconditional stability regardless 
of the time step used, making them ideal for stiff problems. However, caution is 





system of algebraic equations, implicit method could be complex to apply in 
nonlinear PDEs, as the solving process could contain linearization process or 
adopting iterative methods to solve the nonlinear algebraic equations. Additionally, 
implicit methods’ unconditional stability does not reflect their capability to 
produce accurate solutions. The solution could experience damping in its 
amplitude if the wrong method is employed, affecting the accuracy of the solution. 
For example, if the (BTCS) implicit method would to be applied to equation (4.5), 
the simulation would be stable with arbitrary time steps used. Anyhow, as larger 
time steps are adopted, the resultant solution will start experiencing numerical 
damping until it barely resembles the actual solution as shown in Fig4.9 where the 
dashed lines represent the numerical solutions and the unbroken line represent the 
actual solution, and the symbols represent the solution with different time steps.   
 The discussion of stiff PDEs is relevant to us as our robot dynamic model 
in Chapter Two comprises highly stiff nonlinear hyperbolic PDEs. Applying an 
explicit method such as Richtmyer’s method would require simulation time steps 
smaller than 1x10-8 second. This simulation hurdle discouraged the usage of this 
model in continuum robots control design. To this end, here we will adopt the 
implicit approach to overcome this obstacle. However, the correct method from 
this approach must be adopted to insure both unconditionally stable integration and 





   
Fig 4.9: Solution from BTCS [97] 
 A set of numerical integration methods were introduced that possess these 
properties named the averaging methods. In these methods, during building the 
FDEs, the discretized terms are averaged, and tuning parameters are induced to 
adjust the methods performance. These methods’ main aim is to provide the 
numerical solution with numerical damping to attenuate any high frequency noises 
while preserving the solution’s accuracy [71]. Depending on the choices made in 
the building process, the resultant averaging method could have an explicit or 
implicit form.  In their implicit format, these methods have advantage of being 
unconditionally stable, making them ideal candidates for stiff PDEs. A powerful 
numerical method that falls under this category, is the Generalized-α method. An 
implicit method capable of handling and producing accurate numerical integrations 
for nonlinear hyperbolic PDEs. This method will be utilized in our research here 





4.5 Generalized-α method 
 In stiff dynamic systems, it was shown that implicit integration methods are 
ideal candidates for systems’ simulation as long as one could avoid introducing 
numerical damping to the resultant solution. If this is not the case, then the 
simulation results are no longer accurate. However, controlled numerical damping 
could prove to be useful for the solution’s accuracy. Due to the spatial 
discretization process in numerical integration methods, high frequency 
components of numerical solutions could experience oscillations with every time 
step [71]. Proper usage of numerical damping could help resolve this issue. In 
1977, Hilber aimed to tackle this oscillation by proposing a method that introduces 
numerical damping without affecting the solution accuracy. Consider the following 
the ODE representing the equation of motion: 
𝑀?̈? + 𝐾(𝑦, 𝑦)̇ + 𝐺(𝑦) = 0, (4.15) 
where 𝑀 is the inertia matrix, 𝐾 is the stiffness term, and 𝐺 is the force term. In 
Hibler’s proposition, equation (4.14) was rewritten with temporal averaging for the 
stiffness and force terms between time levels 𝑛 and 𝑛 + 1,   
𝑀?̈?𝑛+1 + (1 − 𝛼)𝐾(?̈?𝑛+1, 𝑦𝑛+1) + 𝛼𝐾(?̈?𝑛, 𝑦𝑛) + (1 − 𝛼)𝐺(𝑦𝑛+1)
+ 𝛼𝐺(𝑦𝑛) = 0, 
(4.16) 
where α is an averaging parameter. This integration scheme was referred to as the 





This method was further improved by Chung and Hulbert in 1993 by adding 
averaging to the inertia term of equation (4.15) with a distinct averaging parameter 
β. With the new averaging, equation (4.16) becomes:  
(1 − 𝛽)𝑀?̈?𝑛+1 + 𝛼𝑀?̈?𝑛 + (1 − 𝛽)𝐾(?̈?𝑛+1, 𝑦𝑛+1) + 𝛼𝐾(?̈?𝑛, 𝑦𝑛) 
+(1 − 𝛼)𝐺(𝑦𝑛+1) + 𝛼𝐺(𝑦𝑛) = 0. 
(4.17) 
The resultant method was a strong numerical integration method named the 
Generalized-α method. A method that had the advantages of; 1) being 
unconditionally stable, 2) possessing second order accuracy, and 3) having 
numerical dissipation for high frequency noise. However, due to its implicit nature, 
the method required the solving of a system of algebraic equations. 
The Generalized-α method was successfully applied to nonlinear stiff 
hyperbolic PDEs [100] [101] [102]. Due to its advantages, the Generalized-α 
method will be used in our research to overcome of the stiff Cosserat rod dynamic 
model simulation, allowing us to employ this general assumption-free model in 
continuum robot control design. The Generalized-α method consist of three main 
steps: 
1- Averaging the differential equation’s components. 
2- Substituting the appropriate finite difference approximations into the 
new differential equation. 





Next, we will discuss each step and its application to our continuum robot model. 
4.5.1 Equation averaging 
 Consider the derived model from Chapter Two: 
𝑀𝜕𝑡𝑥(𝑠, 𝑡) + 𝐾𝜕𝑠𝑥𝑠(𝑠, 𝑡) + 𝛬(𝑠, 𝑡) = 0. 
Denoting 𝑖, and 𝑗 for the time and spatial level, respectively, the averaging 
process starts by applying the temporal averaging to the model: 
𝑀 ((1 − 𝛼𝑡)𝜕𝑡𝑥
𝑖 + 𝛼𝑡𝜕𝑡𝑥
𝑖−1) + 𝐾 ((1 − 𝛽𝑡)𝜕𝑡𝑥
𝑖 + 𝛽𝑡𝜕𝑡𝑥
𝑖−1) 




) = 0, 
(4.18) 
and ends by applying the spatial averaging with keeping in mind that the matrices 
𝑀 and 𝐾 are constants:  
𝑀 ((1 − 𝛼𝑡)[(1 − 𝛼𝑠)𝜕𝑡𝑥𝑗
𝑖 + 𝛼𝑠𝜕𝑡𝑥𝑗−1
𝑖 ]
+ 𝛼𝑡[(1 − 𝛼𝑠)𝜕𝑡𝑥𝑗
𝑖−1 + 𝛼𝑠𝜕𝑡𝑥𝑗−1
𝑖−1]) 
+𝐾 ((1 − 𝛽𝑡)[(1 − 𝛽𝑠)𝜕𝑠𝑥𝑗
𝑖 + 𝛽𝑠𝜕𝑠𝑥𝑗−1
𝑖 ]
+ 𝛽𝑡[(1 − 𝛽𝑠)𝜕𝑠𝑥𝑗−1
𝑖 + 𝛽𝑠𝜕𝑠𝑥𝑗−1
𝑖−1]) 
+ ((1 − 𝛽𝑡)[(1 − 𝛽𝑠)𝛬𝑗
𝑖 + 𝛽𝑠𝛬𝑗−1
𝑖  ] + 𝛽𝑡[(1 − 𝛽𝑠)𝛬𝑗
𝑖−1 + 𝛽𝑠𝛬𝑗−1
𝑖−1 ])
= 0 . 
(4.19) 







4.5.2 Finite time approximation substitution 
Next, we need to replace the partial derivatives with appropriate finite 
difference approximations. Here, the trapezoidal rule is used to obtain the 























where 𝛥𝑡 and 𝛥𝑠 are the temporal and spatial steps, respectively, and 𝛾𝑡, and 𝛾𝑠 are 
some factors. After substituting the approximations above in the averaged model, 
the resultant would constitute a nonlinear algebraic function 𝐹𝑗(𝑥𝑗 , 𝑥𝑗+1) = 0 of 
the state vector 𝑥𝑖 at node 𝑗 and 𝑗 +  1, where all the quantities from the previous 
time step 𝑖 − 1 are assumed to be known. 
4.5.3 Solving the algebraic equation system 
 At this point, the PDE problem has been converted to system of nonlinear 






) = 0, 
(4.22) 
where 𝑁 is the number of grid points. Recalling from Chapter Two that the vector 





substitution step will have the size of (𝑁 − 1) × 12 with 𝑁 ×  12 unknowns. 
Combined with the model’s boundary conditions, the system is complete and ready 
to be solved for 𝑥𝑖 = [𝑥1
𝑖 , … , 𝑥𝑁
𝑖 ]. 
 As the equation system at hand is nonlinear, an iterative method must be 
used for the solving process. Here will employ the classical Newton iteration 
method.  In this method, the Jacobian matrix is derived. Then from an initial guess, 
an iterative process governed by equation (4.22) is initiated. This method will only 
converge if the initial guess is close to the true solution. However, in dynamic 
systems this is usually not a problem as the initial guess could be the configuration 
from the previous time step. The updating process will occur according to the 
following equation: 
?̃?𝑘+1 = ?̃?𝑘 + 𝐽−1(?̃?𝑘)𝐹(𝑥𝑘), (4.23) 
where J is the Jacobian matrix for the system in (4.22), ?̃?𝑘, and ?̃?𝑘+1 are the current 
and next generated iteration. 
4.5.4 Deriving the Jacobian matrix 
 For the Jacobian matrix in equation (4.23), the building blocks are the 
derivatives of (4.21) with respect to 𝑥 = [𝑥1
𝑖 , … , 𝑥𝑁
𝑖 ]. Knowing that each of the 





matrix will be tridiagonal with a size of [𝑁 − 1 × 12] × [𝑁 × 12] and a 12×12 
building block as shown in Fig4.10. 
   
Fig 4.10: Initial Jacobian matrix 
 The Jacobian matrix is not symmetrical and in its initial format, nor it is 
square. However, recalling that the building block is 𝑥𝑗 = [𝜔𝑗 , 𝑞𝑗 , 𝑢𝑗 , 𝑛𝑗], and from 
the boundary conditions, we know that velocities 𝜔 and q are zero at the fixed end 
while 𝑢 and 𝑛 are calculated from their boundary conditions at the free end of the 
robot. Removing those boundary states from the Jacobian matrix makes the first 
and last building block half sized into 6 × 12, generating a new Jacobian matrix 
that has a symmetric size of (𝑁 − 1)  × 12 as seen in Fig4.11. This will simplify 
dealing with the Jacobian in the solution process.  
   





4.5.5 Implementation   
Now as the Jacobian has been derived, it is ready to be utilized in equation 
(4.23) for the iterative process. Instead of directly inverting the Jacobian matrix, 
the equation 𝐽𝛥𝑥 = −𝐹(𝑥𝑘) is solved, and then we proceed with 𝑥𝑘+1 = 𝑥𝑘 +  𝛥𝑥. 
To improve the process’s stability, the resultant solution step 𝛥𝑥 will not be taken 
fully, instead it will be multiplied by a relaxation factor 𝜇 ∈ [0,1] first.  
At the beginning of the simulation, we are given the initial state 𝑥0 =
[𝜔0, 𝑞0, 𝑢0, 𝑛0], and our objective is to find the next state 𝑥𝑖 vector from 𝑖 =
1 to 𝑁𝑇, where 𝑁𝑇 is the number of time steps. At each time step 𝑡𝑖 , we go through 
an iterative process starting with the previous state as an initial guess. The iterative 
process continues until |𝐹(𝑋𝐾+1)| < 𝜖, where 𝜖 is a positive error margin. In the 
iterative process, the boundary points are removed from 𝑥𝑘 creating a smaller ?̅?𝑘 
before substituting in the Jacobian to calculate the updating step. Then after the 
updating process, the boundary points are put back to create 𝑥𝑘+1. As the forces 
and moments in our model depends on the states, they must be updated in the 
iteration process. The structure for the solving process is shown in Fig4.12 while 






𝜕𝑠𝑋0 = 𝑐𝑜𝑚𝑝𝐷𝑥𝐷𝑠(𝑋0, 𝛥𝑠, 𝛾) 
 
For i = 1 to NT  
𝑋𝐾 = 𝑥
𝑖 , 𝜕𝑠𝑋𝐾 = 𝜕𝑠𝑥
𝑖 , 𝜕𝑡𝑋𝐾 = 𝜕𝑡𝑥
𝑖  
[𝑓, 𝑙, 𝐹𝑒𝑛𝑑 , 𝐿𝑒𝑛𝑑] = force(𝑋𝐾, 𝜕𝑠𝑋𝐾, 𝜏)  
 
BCupdate (𝐹𝑒𝑛𝑑 , 𝐿𝑒𝑛𝑑)  
while |𝑭(𝑿𝑲)| > 𝝐  
𝑋𝐾 → ?̅?𝐾 
𝐽(?̅?𝐾)  
𝛿𝑥 = 𝐽 \−𝐹(?̅?𝐾)  
𝛿𝑥𝑟 =  µ𝛿𝑥  
 
?̅?𝐾+1 = ?̅?𝐾 + 𝛿𝑥𝑟 
?̅?𝐾+1→ 𝑋𝐾+1  
𝜕𝑡𝑋𝐾+1 = compDxDt(𝑋𝐾+1, 𝑋𝑖 , 𝛥𝑡, 𝛾) 
 
𝜕𝑠𝑋𝐾+1 = compDxDs(𝑋𝐾+1, 𝛥𝑠, 𝛾) 
 
[𝑓, 𝑙, 𝐹𝑒𝑛𝑑 , 𝐿𝑒𝑛𝑑] = force(𝑋𝐾+1, 𝜕𝑠𝑋𝐾+1, 𝜏) 
 
BCupdate (𝐹𝑒𝑛𝑑 , 𝐿𝑒𝑛𝑑)  
𝑋𝐾 = 𝑋𝐾+1, 𝜕𝑡𝑋𝐾 = 𝜕𝑡𝑋𝐾+1, 𝜕𝑠𝑋𝐾 = 𝜕𝑠𝑋𝐾+1 
End of the while loop 
𝑥𝑖+1 = 𝑋𝐾+1 
 
𝑅𝑖+1  =  RodriguesF(𝑅𝑖 , 𝑥𝑖+1, 𝛥𝑠)  
𝑃𝑖+1  =  DirInt(𝑃𝑖 , 𝑅𝑖+1, 𝛥𝑠)  
End of the for loop 
\\ calculate ∂sx from equation 
(4.21). 
\\ from 𝑡 =  0 to 𝛥𝑡 × 𝑁𝑇. 
\\ initialize the first iteration. 
\\ calculate the forces and 
moments. 
\\ update boundary conditions. 
\\while |𝐹(𝑋𝐾)| is larger than 𝜖  
\\ remove boundary conditions. 
\\ find the Jacobian. 
\\ calculate update step. 
\\ relaxing the calculated step 
𝜇 ∈  [0,1] . 
\\ update 𝑋𝐾. 
\\ add boundary conditions. 
\\ calculate 𝜕𝑡𝑥 from equation 
(4.20). 
\\ calculate 𝜕𝑠𝑥 from equation 
(4.21). 
\\ calculate the forces and 
moments. 
\\ Update boundary conditions. 
 
 
\\ substitute the solution into the 
new state. 
\\ find 𝑅𝑖+1 using (4.24). 
\\ find  𝑅𝑖+1 by integrating 
(2.2). 
 













When the iterative process converges, the model states in the local frame 
{𝑞𝑘+1, 𝜔𝑘+1, 𝑢𝑘+1, 𝑛𝑘+1} throughout the rod length are found. The next step is to 
calculate the states in the global frame {𝑃𝑖+1, 𝑅𝑖+1}. This is done by utilizing 
Rodrigues formula in [47] for 𝑅𝑖+1: 
𝑅𝑗
𝑖+1 = 𝐼 + ?̂?𝑗
𝑖+1 sin(𝛥𝑠) + (?̂?𝑗
𝑖+1) 
2 (1 − cos(𝛥𝑠)). (4.24) 
Then, 𝑃𝑖+1 calculated by directly integrating equation (2.2). 
 At this stage the continuum robot’s backbone has been marched one step 
forward in time with all the dynamic model variables updated successfully. It could 
be noticed that applying the implicit Generalized-α method resulted in a relatively 
complex solution process compared to an explicit method such as Richtmyer’s 
method in section (4.4.1). However, in the next discussion, it will be made apparent 
how advantageous is employing the Generalize-α method when applied 
successfully, despite its complexity. 
4.6 Simulation 
 Here, we apply the Generalized-α method to simulate our Continuum robot 
Cosserat rod dynamic model. The robot’s backbone is a spring steel rod with the 






𝐿 30 cm 
𝑑𝑟 1 mm 
𝜌 8000 kg.m-3 
𝐸 210 GPa 
𝐺 80 GPa 
 
where 𝑑𝑟 is the rod’s diameter. Here, we show how with using the Generalized-α 
method, we will be able to simulate the robot’s dynamic model with large time 
steps despite its stiffness. Recalling our dynamic model from (2.21): 
𝑢𝑡 = 𝜔𝑠 + 𝑢 × 𝜔, 




(𝑛𝑠 + 𝑢 × 𝑛 + 𝑅




∗) + ?̂?𝐾𝑏𝑡(𝑢 − 𝑢
∗) + 𝑒3 × 𝑛 + 𝑙 − 𝜔 × 𝜌𝐽𝜔 ) . 
Due to the stiffness of 𝑞𝑡 and 𝜔𝑡, if an explicit method was to be used in 
simulating the model, a time step less than 1×10-8 must be used to satisfy the CLF 
condition in (4.10), drastically extending the simulation time, which combined 
with the model highly nonlinear nature, led to abandoning the Cosserat rod model 
in real time control design and focussing on simpler more restrictive dynamic 
models. The Generalize-α method could overcome those problems. In [102], the 
Generalize-α method was successfully used to simulate nonlinear stiff PDEs with 






 Here, we use the Generalized-α method to simulate the system in (4.25) by 
following the integration process discussed in section (4.4) and summarized in 
Fig4.12 and Fig4.13. Two cases will be considered. In the first case, the robot will 
have a straight actuating tendon parallel to the robot’s backbone, while in the 
second case the actuating tendon will have a helical route around the robot’s 
backbone. The simulation parameters are 𝑁 = 50 nodes, 𝛥𝑡 = 0.01 𝑠𝑒𝑐, 𝛼 =
 0.4, 𝛽 = 0, 𝑎𝑛𝑑 𝛾 = 1. In the simulation, a tension of 2N will be applied gradually 
to the actuating tendons. The radius 𝑟 for the tendons are: 










 In the initial state, the robot’s backbone will be laying on the z-axis in the 
global frame, making 𝑢∗ = [0,0,0], and 𝑣∗ = [0,0,1] throughout the robot’s 
length. With 𝛥𝑡 = 0.01 sec, the simulation took 1.5 minutes for the straight tendon 
simulation whereas the helical tendon took around 3.5 minutes.  
The results for the straight and helical tendons’ simulations are in Fig4.14 
and Fig4.15 respectively, where the bold dashed line represents the rod’s initial 
state, the thin dashed lines represent the rod’s transition states, and the bold 
unbroken line represents the rod’s final state. In the first simulation with the 





simulation with a relatively large time step (𝛥𝑡 = 0.01 sec) was capable of 
capturing the rod’s bending and movement. A similar success is seen in Fig4.15 
with the helical tendon’s simulation. There, with the same time step, the 
Generalized-α method was also capable of capturing the rod’s both bending and 
twisting from its initial to final state.  These results demonstrate how the 
Generalized-α method was successful providing a stable simulation with large time 
steps while also capturing the rod’s various deformations including bending and 
twisting, showing that the method was able to overcome the model’s main 
obstacles that prevent it from being utilized in control design applications. 
 







Fig 4.15: Helical tendon simulation 
4.7 Summary 
 In this chapter, we discussed the simulation of the dynamic model derived 
in Chapter Two. There, the model was derived using Cosserat rod theory and 
resulted in a set of stiff nonlinear hyperbolic partial differential equations. PDEs 
are equations with partial derivatives of more than one independent variable. With 
few exceptions, closed form solutions for PDEs are not available and numerical 
integration methods must be considered. Hyperbolic PDEs represent a marching 
problem in time with finite speed. Both explicit and implicit methods were 
proposed to simulate hyperbolic nonlinear PDEs. Mainly, explicit methods are 
simpler to implement but conditionally stable, while implicit methods offer 






 For our model, we chose the implicit approach due to the model’s stiffness 
that requires very small-time steps in compatible explicit integration methods. The 
implicit method used was the generalized-α method. A strong numerical 
integration method with valuable advantages. In its implementation process, steps 
such as averaging, discretization, and solving of a large system of nonlinear 
algebraic equations are required. However, with the successful implementation of 
the generalized-α method, the Cosserat rod model would be available to be used 
for the first time in continuum robots control design. To verify the method’s 
performance in capturing the rod’s different deformations, we added numerical 










Chapter Five:  
 
Robust Control of Continuum Robots  
 
5.1 Introduction 
In this chapter, we tackle the control task continuum robots under general 
modelling conditions using the Cosserat rod dynamic model in the control design 
process. Even though the Cosserat rod model offered generality in describing the 
robot’s dynamic behaviour, eliminating the need of any design assumptions, it has 
been avoided in the literature of continuum robot control applications. This is due 
to the complexity and expensive computation that accompanies this model. 





simulate the Cosseart dynamic model accurately in timely manner and use it in our 
continuum robot control design. 
The main objective of this chapter is to present the first robust controller 
that utilizes the Cosserat rod dynamic model in the design process to seize the 
advantages of that model’s generality. The controller will be responsible of 
controlling the continuum robot’s tip throughout its motion. As the dynamic model 
adopted is highly nonlinear, a robust control algorithm is required for the task. To 
this end, sliding mode control is used. It is a robust control algorithm capable of 
handling nonlinear models and insensitive modelling uncertainties.  
The control objective of this chapter is addressed as follows. Firstly, the 
state space model for the robot’s tip is derived from the Cosserat rod dynamic 
model. Then, using sliding mode control, the robust controller will be designed. 
The controller will be responsible for controlling the tip’s x-position throughout its 
motion. Here in this chapter, the model’s uncertainties are assumed to satisfy the 
matching condition. However, in the next chapter, this condition will be relaxed.  
Note: the results made here have been published in Mechanism and 







5.2 State space model 
 The first step in our control design is to derive the state space model for the 
robot’s tip. Recall the dynamic model in equation (2.21),  
𝑢𝑡 = 𝜔𝑠 + 𝑢 × 𝜔, 








∗) + ?̂?𝐾𝑏𝑡(𝑢 − 𝑢
∗) + 𝑒3 × 𝑛 + 𝑙 − 𝜔 × 𝜌𝐽𝜔 ] . 













𝑑𝑖𝑟 = 𝑑𝑖𝑟1 + 𝑑𝑖𝑟2. (5.3) 
Letting 𝜁1 = 𝑃𝐿 and using equation (2.12), we get 
𝜁1̇  = 𝑅𝐿𝑞𝐿 = 𝜁2. (5.4) 
By differentiating 𝑥2 with respect to time, we get 
𝜁2̇ = 𝑅𝐿𝑡𝑞𝐿 + 𝑅𝐿𝑞𝐿𝑡, (5.5) 





𝜁2̇ = 𝑅𝐿?̂?𝐿𝑞𝐿 + 𝑅𝐿
1
𝜌𝐴𝑟
(𝑛𝑠𝐿 + 𝑢𝐿 × 𝑛 𝐿 + 𝑓 − 𝜌𝐴𝑟𝑤𝐿 × 𝑞𝐿), 
(5.6) 




(𝑛𝑠𝐿 + 𝑢𝐿 × 𝑛 𝐿 +  𝑓). 
(5.7) 
Now, the robot at hand will possess two actuating tendons parallel to its 
backbone. The tendons will be replaced with on tendon capable of negative tension. 
At the end point, both distributed and point force will affect the robot. From (2.34) 




(𝑛𝑠𝐿 + 𝑢𝐿 × 𝑛 𝐿 +  𝑑𝑖𝑟. 𝜏), 
(5.8) 
and from (2.9) and boundary conditions, 
𝑢𝐿 = 𝐾𝑏𝑡  𝜏 
−1 (𝑟𝐿 × 𝑑𝑖𝑟2), (5.9) 
𝑛𝐿 = 𝜏𝑑𝑖𝑟2. (5.10) 




(𝑛𝑠𝐿 + ( 𝐾𝑏𝑡  𝜏 
−1 (𝑟𝐿 × 𝑑𝑖𝑟2) × 𝜏. 𝑑𝑖𝑟2 +  𝑑𝑖𝑟 . 𝜏 ), 
(5.11) 





2 (( 𝐾𝑏𝑡   











2𝐷𝑖𝑟2 + τ𝐷𝑖𝑟1), 
(5.13) 
where, 
𝐷𝑖𝑟1 = 𝑅𝐿𝑑𝑖𝑟 , (5.14) 
𝐷𝑖𝑟2 = 𝑅𝐿[𝐾𝑏𝑡
−1(𝑟𝐿 × 𝑑𝑖𝑟2) × 𝑑𝑖𝑟2]. (5.15) 
At this stage, the resultant state space model is non-affine. To convert the 
system to an affine system, we define 𝜁3 = 𝜁2̇  and by using the chain rule, we 
differentiate equation (5.13) with respect to time to get 
𝜁1̇ = 𝜁2, 
𝜁2̇ = 𝜁3, 
𝜁3̇ = 𝑄 + 𝐵. ?̇?, 
?̇? = 𝜐(𝑡), 
 
(5.16) 




5.3 Robust sliding mode control design 
 In the previous section, the state space model for the continuum robot’s tip 
(𝑠 = 𝐿) has been derived with the tension rate of change as the system’s input. 
Here we design a robust sliding mode controller for the model in (5.16). Recalling 
the convention chosen in Chapter 2 where in the robot backbone was tangent to the 





position in a planner motion. The robot will have two actuating tendons parallel to 
the z-axis with opposite offset (±𝑟). In the control design process, input saturation 
is considered to protect the robot from drastic tension changes that may result from 
the controller. In the design process, the system is assumed to be affected by a 
matched disturbance 𝑑𝑠 that satisfies  
|𝑑𝑠| ≤ 𝐷, (5.16) 
where D is a positive constant. To include input saturation, the model in (5.16) is 
modified to 
𝜁1̇ = 𝜁2, 
𝜁2̇ = 𝜁3, 
𝜁3̇ = 𝑄 + 𝐵. ?̇? + 𝑑𝑠, 








 𝜐 > 𝜐𝑚
 𝜐𝑚 < 𝜐 < 𝜐𝑚
 𝜐 < 𝜐𝑚
 , 
(5.19) 








5.3.1 Control design 
First step in the siding mode control design is to define the sliding surface. 
Denoting 𝑃𝑑𝑒𝑠, 𝑉𝑑𝑒𝑠, 𝑎𝑑𝑒𝑠, and 𝐽𝑑𝑒𝑠 as the desired tip x-position, velocity, 
acceleration, and jerk, respectively, the sliding surface is defined as 
𝜎(𝑡) = 𝑐1𝑒1 + 𝑐2𝑒2 + 𝑐3𝑒3, (5.20) 
where 𝑐1, 𝑐2, and 𝑐3 are constants selected such as 𝑐1𝑒1 + 𝑐2𝑒2 + 𝑐3𝑒3 is stable, 
with 𝑒1 = 𝜁1 − 𝑃𝑑𝑒𝑠, 𝑒2 = 𝜁2 − 𝑉𝑑𝑒𝑠, and 𝑒3 = 𝜁3 − 𝑎𝑑𝑒𝑠. 
Next, we design a control signal that will confine the sliding variables to 
the sliding mode surface. To accomplish this task. The following reaching law is 
considered: 
?̇? = −𝜅1𝜎 − 𝜅2sgn(𝜎), (5.21) 
where 𝜅1, 𝜅2 > 0. 
 Now we are ready to propose our sliding mode-based controller for the 
robot’s tip in the following theorem.  
Theorem 5.1. Consider the system in equation (5.18) with the saturated control 
design in (5.19) and using the sliding surface defined in (5.20). The trajectories of 
the continuum robot will converge to the predefined trajectory by applying the 








(𝜅1𝜎 + 𝜅2sgn(𝜎) + 𝜖?̂?(𝑐1|𝑒2| + 𝑐2|𝑒3| + 𝑐3|𝑄 − 𝐽𝑑es| 
              +𝑐3𝐷)sgn(𝜎)), 
(5.22) 
with the adaptive law,  
?̇̂? = 𝜖?̂?3(𝑐1|𝑒2| + 𝑐2|𝑒3| + 𝑐3|𝑄 − 𝐽𝑑es| + 𝑐3𝐷)|𝜎|, 
(5.23) 
where 𝜖 > 1 is a positive gain with ?̂?0 > 0. 









where ?̃? = 𝜆 − ?̂?−1, and 𝜆 is  defined later. Taking the time derivative of Lyapunov 
function, we get 
?̇? = 𝜎?̇? + ?̃??̂?−2?̇̂?. (5.25) 
Now, by differentiating the sliding surface in (5.20), we get 
?̇? = 𝑐1𝑒2 + 𝑐2𝑒3 + 𝑐3?̇?3, (5.26) 
where ?̇?3 = ?̇?3 − 𝐽𝑑𝑒𝑠. Substituting the value of ?̇?3 in (5.26) and then into (5.25) 
gives 
?̇? = 𝜎(𝑐1𝑒2 + 𝑐2𝑒3 + 𝑐3(𝑄 − Jdes) + 𝑐3𝐵β(𝜐)𝜐 + 𝑐3𝑑𝑠) + ?̃??̂?
−2?̇̂?, 
?̇? ≤ |𝜎|(𝑐1|𝑒2| + 𝑐2|𝑒3| + 𝑐3|𝑄 − 𝐽𝑑𝑒𝑠| + 𝑐3|𝑑𝑠|) + 𝑐3𝐵β(𝜐)𝜐 + ?̃??̂?
−2?̇̂?. 





?̇?  ≤ |𝜎|(𝑐1|𝑒2| + 𝑐2|𝑒3| + 𝑐3|𝑄 − 𝐽𝑑𝑒𝑠| + 𝑐3𝐷) −  β(𝜐)[𝜅1𝜎
2 + 𝜅2|𝜎| 
        +𝜖?̂?|𝜎|(𝑐1|𝑒2| + 𝑐2|𝑒3| + 𝑐3|𝑄 − 𝐽𝑑es| + 𝑐3𝐷)] + ?̃??̂?
−2?̇̂?. 
As  0 ≤ β(𝜐(𝑡))  ≤ 1, and from the density property of real numbers, there exist 
a constant λ that satisfies 
0 <  𝜆 ≤ β(𝜐(𝑡))  ≤ 1. (5.27) 
Using (5.27) and inserting (5.23), we get 
?̇? ≤ |𝜎|(𝑐1|𝑒2| + 𝑐2|𝑒3| + 𝑐3|𝑄 − 𝐽𝑑𝑒𝑠| + 𝑐3𝐷) − λ(𝜅1𝜎
2 + 𝜅2|𝜎|) 
           − 𝜖𝜆?̂?|𝜎|(𝑐1|𝑒2| + 𝑐2|𝑒3| + 𝑐3|𝑄 − 𝐽𝑑𝑒𝑠| + 𝑐3𝐷) + ?̃??̂?|𝜎|(𝑐1|𝑒2|  
          +𝑐2|𝑒3| + 𝑐3|𝑄 − 𝐽𝑑𝑒𝑠| + 𝑐3𝐷), 
?̇? ≤ −𝜆(𝜅1𝜎
2 + 𝜅2|𝜎|) − (ϵ − 1)|𝜎|(𝑐1|𝑒2| + 𝑐2|𝑒3| + 𝑐3|𝑄 − 𝐽𝑑𝑒𝑠| + 𝑐3𝐷). 
If the parameter 𝜖 is selected such as 𝜖 > 1, then, ?̇?  ≤ 0 is guaranteed for 
𝑡 ≥ 0 which assures the convergence of sliding variable to the sliding mode 
surface. 
End of proof 
5.3.2 Simulation 
 The proposed controller performance will be verified here by simulation. 





defined 𝑃𝑑𝑒𝑠 reference signal. In the first case the robot’s tip is required to reach 
𝑥 =  12 cm, while in second in the second case the tip should follow a sinusoidal 
𝑃𝑑𝑒𝑠 signal. Next, we test our control design against out of plane forces. While this 
test was not possible in other control efforts with simplified models, here it is made 
possible due to the generality of our Cosserat rod based dynamic model. For the 
test, we apply a step force of 75 grams in the negative global y-axis at 𝑡 = 0 for 
0.3 seconds which will cause the robot to swing in the y direction due to the 
backbone’s elasticity. In the simulations, the controller’s parameters have been 
manually tuned until a satisfactory performance was acquired in terms of positional 
root mean square error, convergence time, and control input while also considering 
the controller’s stability requirements. 
 Initially, the robot’s backbone will be placed laying on the global frame z-
axis with no initial deformation, making 𝑣∗ = [0,0,1] and 𝑢∗ = [0,0,0]. The 
robot’s parameters are 𝐿 =  30 cm, 𝑑𝑟 =  1 mm, 𝜌 = 8000 kg. m
−3, 𝐸 =  210 
GPa, 𝐺 =  80 GPa, and with the two parallel actuating tendons having 𝑟 =
[±2,0,0] cm. As for the controller parameters, 𝑐1 = 10, 𝑐2 = 1, 𝑐3 = 0.1, 𝜆0 =
1, 𝜖 = 2, 𝜅1 = 5, 𝜅2 = 10, 𝜐𝑚𝑖𝑛,𝑚𝑎𝑥 = ±10, 𝐷 = 0.5 with 𝛥𝑡 = 1 msec. 
 For the first simulation, the resultant movement for the robot’s tip is in 
Fig5.1 while Fig 5.2 shows the error signals and Fig5.3 shows the controller input 





robot’s tip to the desired reference signal while Fig5.5 is showing the errors signal 
and the control input signal is shown in Fig5.6. The figures demonstrated how the 
controller was capable of both reaching a maintaining a fixed reference point and 
following a moving reference signal. In the first simulation, the controller 
maintained the desired reference point with a value of 5.3 ×10−4 m for the root 
mean square error. As for the second simulation, the controller was able to follow 
the reference signal with a root mean square error of 1.4 ×10−2 m. These results 
verify the effectiveness of our proposed control scheme. As for the out of plane 
force simulation, Fig5.7 shows both the robot’s x and y position. Fig5.8 and Fig5.9 
show the resultant error signals and controller’s input, respectively. From the 
figures, it is seen that the controller was able to maintain the robot’s tip x-position 
as desired despite of the effect out of plane force. With a root mean square error of 
1 ×10−3 m, the simulation validated the control design performance.  
 






Fig 5.2: Error signals for constant reference signal. 
 
Fig 5.3: Control input (τ̇) and resultant tension (τ) of constant reference signal. 
 







Fig 5.5: Error signals for sinusoidal reference signal. 
 
 
Fig 5.6: Control input (τ̇) and the resultant tension (τ) for sinusoidal reference 
signal. 
 







Fig 5.8: Error signals for out of plane force simulation. 
 
 
Fig 5.9: Control input (τ̇) and resultant tension (τ) for out of plane force 
simulation. 
5.4 Summary 
 In this chapter, we addressed the control design of continuum robots. Our 
goal was to propose a control design that utilizes within it, a general dynamic 
model without adopting any simplifying assumption. To this end, in the control 
design, we used the Cosserat rod model derived in Chapter Two. The usage of the 





that allowed for both accurate and timely simulations. Sliding mode control was 
employed as the control algorithm and input saturation was considered in the 
control design to protect the robot from sudden high-tension changes. Simulations 
of constant and sinusoidal reference signals, and out of plane force were made to 







Chapter Six:  
 
Multi-Surface Sliding Control of 




In the previous chapter, we proposed the first robust controller for 
continuum robots utilizing the Cosserat rod general dynamic model in the design 





accurate and timely simulations of the Cosserat rod model. Utilizing that model 
allowed to disregard any design assumptions in the robot such as constant curvature 
bending or slow speed movements. The controller was based on sliding mode 
control, which is a robust control algorithm that capable of handling such nonlinear 
systems. However, its robustness property is confined by the matching condition. 
A condition which requires any system uncertainties or disturbances to act on that 
system through its input channel. That is to say, the system input must be able to 
directly reach the uncertainties to insure the robustness property. However, this 
condition is not satisfied in many physical systems and could be restrictive 
especially in nonlinear systems [72]. To our knowledge, the issue of mismatched 
uncertainties has not been addressed in the continuum robot literature. 
The main objective of this chapter is to tackle this issue and relax the 
matching condition in the continuum robot field by assuring the controller’s 
robustness property with the existence of mismatched uncertainties. To achieve 
this objective, a modified version of sliding mode control will be used in the control 
design process named Multi-surface sliding mode control. A control algorithm that 
is capable of maintaining the robustness property despite the existence of 
mismatched uncertainties in the system.  
 Here we propose the first control design for continuum robots that 





controller will be able to use the Cosserat rod dynamic model due to the accurate 
simulation tool built in Chapter Four using the Generalized-α method.  
Note: the results from this chapter is currently under submission to 
“Meccanica” for a possible publication. Please refer to the publications section 
for more information.   
6.2 Robust control design under mismatched uncertainties. 
 Here, we tackle the problem of robust control with the existence of 
mismatched uncertainties that are not reached directly by the controller.  Multi 
surface SMC will be used in the controller design as conventional SMC does not 
guarantee robustness under these uncertainties. As discussed in Chapter Three, 
multi surface SMC depends on defining a sliding surface at each of the system 
states. Then proper virtual and actual controllers are then designed to converge 
these sliding surfaces despite of the uncertainties induced at each state. 
6.2.1 Control design 
 Firstly, before starting with designing the controller, the state space model 
in (5.10) is rewritten to include mismatched uncertainties in its states:  
𝜁1̇ = 𝜁2 + 𝛥1, 







?̇?3 = 𝑄 + (𝐵 + 𝛥𝐵). ?̇? + 𝛥3, 
?̇? = 𝜐(𝑡), 
where 𝛥𝑖 is the unknown function of i
th uncertainty in 𝜁𝑖. Next, we define the 
sliding surfaces, 
𝑆1 = 𝜁1 − 𝜁1𝑑, 
𝑆2 = 𝜁2 − 𝜁2𝑑, 
𝑆3 = 𝜁3 − 𝜁3𝑑, 
(6.2) 
where 𝜁1𝑑 is the given desired robot’s tip trajectory which is assumed to be smooth 
and bounded along with 𝜁1̇𝑑 , 𝜁1̈𝑑 , and 𝜁1𝑑. As for the virtual controllers 𝜁2𝑑 and 𝜁3𝑑, 
recalling that 𝜁?̇?𝑑 = 𝜁̇̂𝑖𝑑 + 𝛥𝜁?̇?𝑑, where 𝛥𝜁?̇?𝑑 includes all the uncertainties of 𝜁?̇?𝑑, the 
controllers are defined from equation (3.60) as: 











𝐾1 = 𝛼1(𝜁1) + 𝜙2 + 𝑐1, (6.5) 






𝛼𝑖 > |𝛥𝑖|, 𝑖 = 1,2, (6.7) 
𝛽2 > |𝛥𝜁2̇𝑑|. (6.8) 
Now we are ready to propose our multi-surface sliding mode controller for the 
robot’s tip in the following theorem. 
Theorem 6.1. Consider the system in equation (6.1). Using the sliding surfaces 
defined in (6.2), with the virtual controllers in (6.3) and (6.4), the trajectories of 
the continuum robot will converge to the predefined trajectory by applying the 















, and 𝑏 =
?̅?
|𝐵|−?̅?
, where ?̅? is a tight bound for 𝛥𝐵 that 
satisfies 
(6.11) 
|𝐵(𝑡)| > ?̅?(𝑡) > |𝛥𝐵|. (6.12) 











By differentiating (6.13) and substituting 𝜁3̇ from (6.1) with  𝜁3̇𝑑 = 𝜁̇̂3𝑑 + 𝛥𝜁3̇𝑑, we 
get 
?̇?3 = 𝑄(𝑡) + [𝐵(𝑡) + 𝛥𝐵]𝜐 + 𝛥3 − 𝜁̇̂3𝑑 − 𝛥𝜁3̇𝑑, (6.14) 
then by substituting the control law in equation (6.9), we get 
?̇?3 = − (𝑄 − 𝜁̇̂3𝑑)
𝛥𝐵
𝐵








When |𝑆3| > 𝜙3and with 𝐾3 from (6.10), the following is achieved regardless of 
the initial condition: 
𝑆3?̇?3 = 𝑆3 (−(𝑄 − ?̂̇?3𝑑)
𝛥𝐵
𝐵












This is satisfied as the following two inequalities hold: 
    (𝛥3 − 𝛥𝜁3̇𝑑) <
𝐵 + 𝛥𝐵
𝐵
𝑎(𝛼3 + 𝛽3), 
(6.17) 






𝐾3𝑏 |𝑄 − 𝜁̇̂3𝑑|. 
(6.18) 
From (6.16), it is noted that once |𝑆3| ≤ 𝜙3 is achieved, 𝑆3 never goes out 




2 and ?̇?2𝑑 = ?̂̇?2𝑑 +
𝛥?̇?2𝑑, the derivative of 𝑉2 is 










i. |𝑆3|  ≤ 𝜙3 at 𝑡 = 0:  
When |𝑆2| > 𝜙2, we have 𝑆2?̇?2 < 0 with K2 from (6.6) since 𝜙3 is greater than 
𝑆3 and |S_3| being always less than 𝜙3  by (6.16). 
ii. |𝑆3|  ≥ 𝜙3 at 𝑡 = 0: 
Recalling 𝐾2 = 𝛼2 + 𝛽2 + 𝜙3 + 𝑐3, equation (6.19) becomes: 




        = 𝑆2 (𝑆3 −
𝜙3
𝜙2






When |𝑆2| ≥ 𝜙2, the following inequality holds: 










































> 0 and S3 is bounded, then |𝑆2| is bounded. When |𝑆3| < 𝜙3 is achieved, 
by the same argument in (i), 𝑆2?̇?2 < 0 is achieved when |𝑆2| > 𝜙2. Using the same 
approach, the convergence 𝑆1 could also be proven. 






 The proposed controller is now verified by simulation. In the simulation the 
controller is required to drive the robot’s tip to follow a defined 𝑃𝑑𝑒𝑠 reference 
signal. In the first case the robot’s tip is required to reach 𝑥 =  12 cm, while in 
second in the second case the tip should follow a sinusoidal 𝑃𝑑𝑒𝑠 signal. Next, we 
test our control design against out of plane forces. To this end we simulate the 
system under a step out of plane force of 75 grams in the negative global y direction 
that affect the system for 0.3 seconds. This force will cause the robot to swing in 
the y direction due to the backbone’s elasticity. In the simulations, the controller’s 
parameters have been manually tuned until a satisfactory performance was 
acquired in terms of positional root mean square error, convergence time, and 
control input while also considering the controller’s stability requirements.  
Initially the robot backbone will be placed laying on the global frame z axis 
with no initial deformation making 𝑣∗ = [0,0,1] and 𝑢∗ = [0,0,0]. The robot’s 
parameters are 𝐿 =  30 cm, 𝑑𝑟 =  1 mm, 𝜌 = 8000 𝑘𝑔. 𝑚
−3, 𝐸 =  210 GPa, 
𝐺 =  80 GPa with the two parallel actuating tendons having 𝑟 = [±2,0,0] cm. The 
control parameters are 𝑐1 = 𝑐2 = 𝑐3 = 1, 𝜙1 = 0.01, 𝜙2 = 0.1, 𝜙3 = 1, with 𝛥1 =





For the first simulation, the resultant movement for the robot’s tip is in 
Fig6.1 while Fig 6.2 shows the error signals and Fig6.3 shows the controller input 
signal. As for the second simulation Fig6.4 shows the resultant following of the 
robot’s tip to the desired reference signal while Fig6.5 is showing the errors signal 
and the control input signal is shown in Fig6.6. In both simulations, it is evident 
that once the error signal (𝑆1) reached its boundary layer (𝜙1), it stayed within it 
afterwards. The same behaviour could be seen in the second simulation. However, 
in the second simulation with the sinusoidal reference signal, the controller 
required a small transitional period to follow the reference signal. Fluctuation in 
the control signal could be noticed during that transitional period.  
In the out of plane force simulation, Fig6.7 shows the position of the robot’s 
tip while Fig6.8 and Fig 6.9 show the sliding surfaces and controller’s input signal, 
respectively. From the tension figures, it is noticed that fluctuations in the control 
input are experienced at the first half second. However, as seen in Fig6.7, despite 
of the motion in the y direction, the controller was able to maintain its performance. 
 In the first simulation, the controller maintained the desired reference point 
with a value of 1.3 ×10−4 m for the root mean square error. As for the second and 
third simulation, the controller was able to follow the reference signal with a root 
mean square error of 2 ×10−2 m and 3 ×10−3, respectively. These results verify the 






Fig 6.1: Robot’s tip position for constant reference signal. 
 
Fig6.2: Sliding surfaces for constant reference signal. 
 








Fig6.4: Robot’s tip position for sinusoidal reference signal. 
 
Fig6.5: Sliding surfaces for sinusoidal reference signal. 
 








Fig 5.7: Robot’s tip position for out of plane force simulation. 
 
 
Fig 5.8: Sliding surfaces for out of plane force simulation. 
 
 







 In this chapter, we addressed the control design of continuum robots with 
mismatched uncertainties. Our goal was to relax the matching condition that is 
adopted in current continuum robots control designs whenever disturbances or 
uncertainties are addressed. To this end, we utilized multi surface sliding mode 
control to propose a continuum robot control design that maintain its robustness 
property against uncertainties and disturbances outside the robot’s input channel. 
In the control design, we also adopted the general dynamic model from Chapter 
Two to eliminate the need to any robot design assumptions. Finally, we included 
simulations of fixed and sinusoidal reference signals, and out of plane force to 








Chapter Seven:  
 




Having an accurate representation of a dynamic system is not always 
possible. This results in uncertainties emerging in the system’s derived model. 
Unmodeled nonlinearities, limitedness of the available information, variation in 
the system’s parameters with time are all reasons to for this emergence [103]. If 





the designed controller. To this end its important to tackle these problems, to 
robustly control uncertain dynamical systems. 
Adaptive control techniques offer a practical solution for tackling control 
systems under these situations [104]. To be able to maintain the robustness of the 
controller with the existence of uncertain models. In these techniques, the 
controller aims to develop an accurate representation of the system’s mathematical 
model during its operation. This is done through a continuous adaptation process 
in which the model uncertain or unknown functions are estimated.  
 Here, we tackle the problem of controlling uncertain systems in continuum 
robots. We present an adaptive sliding mode controller for continuum robots with 
modelling uncertainties and external disturbances. The controller will responsible 
of controlling the tip’s position while assuming its state space model functions are 
unknown. In the control adaptation process, fuzzy approximators will be utilized 
to approximate the system’s unknown functions. This process will be done by 
using fuzzy logic in adapting the unknown functions from an initial guess 
throughout the robot’s operation with the aim of maintaining the convergence of 







7.2 Fuzzy systems 
Fuzzy systems are systems that utilize linguistic expressed rules in their 
structure. They offer an alternative route in dealing with modelling problems that 
depends on experience instead of mathematics and physical laws. In their 
modelling process, rules of the form; IF (input state) THEN (output state) are 
developed by the user based on their knowledge and experience [85].   
Fuzzy sets are the building block of fuzzy systems. In general, a set is a 
collection of objects. An ordinary set has two membership states:  inclusion or 
exclusion. An object is either in the set or it is out. Which could be translated as 
either 0 if excluded or 1 if included. These sets are called crisp sets. On the other 
hand, fuzzy sets are sets that allow of a partial membership degree that can vary 
between 0 and 1. Offering a graduate transition from full membership to no 
membership. This could be illustrated by comparing the crisp and fuzzy version of 
a set FAST shown in Fig7.1 and Fig7.2. In the crisp, a car would either have no 
membership or full membership depending on the 65 mph threshold. However, in 
the fuzzy version, the membership value increases gradually from 50 mph to 80 
mph.  
Since their introduction, fuzzy systems have been utilized in various 
applications from modelling, automatic control, prediction, and decision making. 





has been with great importance as it allowed for fuzzy logic to be utilized in 
building adaptive controllers for uncertain nonlinear systems. Here, we aim to 
utilize fuzzy logic in such task to develop an adaptive controller for uncertain 
continuum robots. Next, we discuss the components of any fuzzy system.  
  
Fig 7.1: A crisp set “FAST” Fig 7.2: A fuzzy set “FAST” 
7.2.1 Components 
A fuzzy system consists of four principle components; a Fuzzifier, a set of 
fuzzy rules, an inference engine, and a Defuzzifier [85]. A Fuzzifier is responsible 
of mapping the variables 𝑥 = (𝑥1, 𝑥2, … 𝑥𝑛) from the crisp domain to the fuzzy 
domain via defined membership functions 𝜇𝑖. Fuzzy rules are a set of linguistic 
rules in the form ''IF certain conditions are satisfied, THEN a set of consequences 
are inferred''. A typical fuzzy rule 𝑅𝑗 would be, 
𝑅𝑗: If  𝑥1 is 𝐴1
𝑗  and 𝑥2 is 𝐴2
𝑗 …… 𝑥𝑛 is 𝐴𝑛
𝑗  then 𝑧 is 𝐶𝑗 
where 𝑗 is the rule number, 𝑧 is the output of the fuzzy system, and 𝐴𝑖
𝑗
 and 𝐶𝑗 are 





The fuzzy inference engine is a decision-making logic that utilizes the 
fuzzy rules in determining the mapping between fuzzy sets in the input space and 
the output space.  Let 𝐴𝑥 be an arbitrary fuzzy set, then each 𝑅𝑗 determines a fuzzy 
set 𝐴𝑥 ∘ 𝑅𝑗 based on the sup-star composition: 
𝜇𝐴𝑥∘𝑅𝑗(𝑧) = sup [𝜇𝐴1
𝑗 (𝑥1) … .⊗ 𝜇𝐴𝑛
𝑗 (𝑥𝑛) ⊗ 𝜇𝐶𝑗(𝑧)], 
(7.1) 
where ⊗ is a t-norm operation that is usually either ''product'' or ''min''. Lastly, the 
Defuzzifier performs the mapping back from the fuzzy to the crisp domain. There 
are many defuzzification methods. Common methods include max criterion, mean 
of maximum, and centre of gravity. If centre of gravity is chosen with the product 


















where 𝜃𝑗  is the centroid of the fuzzy set 𝜇𝐵𝑗. 
7.2.2 Fuzzy approximators 
Since their introduction, fuzzy systems have been successfully used to 
solve a wide range of problems in different fields due to their descriptive nature. 
One of the vital applications of the fuzzy set theory is the approximation of 





functions through the use of fuzzy models. Suppose 𝑓(𝑥) is an unknown function, 
if we rewritten equation (7.2) as: 


















and then we let 
𝜃 = [𝜃1, 𝜃2, … . , 𝜃𝑁], (7.4) 
and, 


















Then, we could rewrite equation (7.3) as: 
𝑧 = 𝜃𝑇𝜉. (7.7) 
Now, the aim of the fuzzy approximator would be to find the optimal 𝜃𝑓
∗ such that 
𝜃𝑓
∗ = argmin𝜃𝑓sup𝑥∈𝛺|𝑓(𝑥) − 𝜃𝑓
𝑇𝜉𝑓|, (7.8) 
where 𝛺 ⊂ R 𝑛 is a region of which x is constrained to reside. To find 𝜃𝑓
∗ from an 
initial guess, an adaptation process must take place. To this end, we need to define 












if 𝜃𝑖 = 𝜃𝑖𝑚𝑖𝑛 and 𝛼𝑖(𝑡) < 0




𝜃?̇?(𝑡) = Proj𝜃𝑓(𝛼𝑖), 
(7.9) 
where 𝜃𝑖𝑚𝑖𝑛 and 𝜃𝑖𝑚𝑎𝑥 are the lower and upper bound of 𝜃𝑖, respectively. Then, 
from an initial guess, we could start the adaptation process using equation (7.7) 
with the projection operator (7.9) to find 𝜃𝑓
∗. 
7.3 Control design 
In this section, we discuss the design of a robust adaptive fuzzy sliding 
mode control for the continuum robot. The continuum robot will be equipped with 
two parallel tendons to steer the robot in the xz global plan. The controller will be 
in charge of driving the robot’s tip to the desired position on the x-axis. Recall the 
dynamic model in (5.15): 
𝜁1̇ = 𝜁2, 
𝜁2̇ = 𝜁3, 
𝜁3̇ = 𝑄 + 𝐵. ?̇? + 𝑑𝑠, 
 
(7.10) 
with 𝑑𝑠  ≤ 𝐷.  
where 𝐷 is a positive constant. In the control design, both functions 𝑄 and 𝐵 in the 





approximated via Fuzzy logic using the approximator in (7.7) with the projection 
operator in (7.9). The aim of the process is to find 𝜃𝑄
∗  and 𝜃𝐵
∗   that satisfies (7.8). 
Here, we assume that 𝜃𝑄
  and 𝜃𝐵
  are bounded such that 
𝜃𝑄𝑚𝑖𝑛 ≤ 𝜃𝑄 ≤ 𝜃𝑄𝑚𝑎𝑥, (7.11) 
𝜃𝐵𝑚𝑖𝑛 ≤ 𝜃𝐵 ≤ 𝜃𝐵𝑚𝑎𝑥, (7.12) 
with 𝜃𝐵𝑚𝑖𝑛 > 0. We also assume that 
𝑐3|𝑄 − 𝜃𝑄
∗ 𝑇 𝜉𝑄| ≤ 𝑑𝑄, (7.13) 
|𝐵 − 𝜃𝐵
∗ 𝑇 𝜉𝐵| ≤ 𝑑𝐵,  
where 𝑑𝑄 > 0, 𝑑𝐵 > 0, 𝑐3 is a constant to be defined later, and each element in 
𝜃𝑄
∗  and 𝜃𝐵
∗  is constant. We assign the adaptation parameter error as: 
𝜙𝑄 = 𝜃𝑄 − 𝜃𝑄
∗ 𝑇, (7.14) 
𝜙𝐵 = 𝜃𝐵 − 𝜃𝐵
∗ 𝑇, (7.15) 
with the following adaptation laws: 
𝜙?̇? = 𝜃?̇? = Proj𝜃𝑄(𝛾𝑄𝑐3𝜎𝜉𝑄), (7.16) 
𝜙?̇? = 𝜃?̇? = Proj𝜃𝐵(𝛾𝐵𝜎𝜉𝐵𝑢𝑎), (7.17) 
where 𝛾𝑄, 𝛾𝐵 are positive constants and 𝑢𝑎 is defined later. Note that with the 















Proj𝜃𝐵(𝛾𝐵𝜎𝜉𝐵𝑢𝑎) − 𝜎𝜉𝐵𝑢𝑎) ≤ 0. 
(7.19) 
Defining 𝑃𝑑𝑒𝑠, 𝑉𝑑𝑒𝑠, 𝑎𝑑𝑒𝑠, and 𝐽𝑑𝑒𝑠 as the desired robot’s tip x-position, velocity, 
acceleration, and jerk, the sliding mode surface is defined as: 
𝜎 = 𝑐1𝑒1 + 𝑐2𝑒2 + 𝑐3𝑒3, (7.20) 
where, 𝑐1, 𝑐2, 𝑐3  are selected such that 𝜎 is stable with 𝑒1 =  𝜁1– 𝑃𝑑𝑒𝑠, 𝑒2 =
 𝜁2– 𝑉𝑑𝑒𝑠, 𝑒3 =  𝜁3– 𝑎𝑑𝑒𝑠. Now we are ready to propose our controller in the 
following theorem. 
Theorem 7.1 Consider the system in (7.10). With the sliding surface defined in 
(7.20), the system’s trajectories will converge to the desired trajectories by 














with the adaptation laws in (7.16) and (7.17), and 𝜐𝑠 satisfies the inequality:  
𝜎(𝑐3(𝑄 − 𝐽𝑑𝑒𝑠) + 𝑐1𝑒2 + 𝑐2𝑒3 + 𝐵𝜐𝑎 + 𝐵𝜐𝑠 + 𝑐3𝐷) ≤ 𝜖, 
𝜎𝜐𝑠 ≤ 0, 
(7.22.a) 
(7.22.b) 






Proof we start by proving the following inequality: 
𝜎(𝑡)2 ≤ 𝑒−𝜇𝑡𝜎2(0) +
𝜖
 𝜇 
 . (7.23) 







?̇? = ?̇?𝜎 
    = 𝜎(𝑐3(𝑄 − 𝐽𝑑𝑒𝑠) + 𝑐1𝑒2 + 𝑐2𝑒3 + 𝑐3𝐵𝜐 + 𝑐3𝑑). 
 
(7.25) 






𝑇𝜉𝑄 + 𝑐1𝑒2 + 𝑐2𝑒3 − 𝑐3𝐽𝑑𝑒𝑠), 
(7.26) 












By substituting (7.27) in (7.25), we get 
?̇? = 𝜎 (𝑐3(𝑄 − 𝐽𝑑𝑒𝑠) + 𝑐1𝑒2 + 𝑐2𝑒3 + 𝐵𝜐𝑎 + 𝐵𝜐𝑠 −
𝐵
𝐵𝑚𝑖𝑛
𝜇𝜎 + 𝑐3𝑑), 
    ≤ −
𝐵
𝐵𝑚𝑖𝑛
𝜇𝜎2 + 𝜖, 
     = −2𝜇𝑉 + 𝜖. 
(7.28) 





 Next, we prove the convergence of system (7.10) under the control law in 














From (7.26), it follows that: 
𝜃𝐵
𝑇𝜉𝐵𝜐𝑎 + 𝑐3𝜃𝑄
𝑇𝜉𝑄 = 𝑐3𝐽𝑑𝑒𝑠 − 𝑐1𝑒2 − 𝑐2𝑒3. (7.30) 
By the assumption of 𝑄 = 𝜃𝑄
𝑇∗𝜉𝑄 and 𝐵 = 𝜃𝐵
𝑇∗𝜉𝐵, and taking in to account (7.14), 
(7.15), (7.18), (7.19), (7.22), and (7.23), in evaluating ?̇?, we get, 
?̇? = 𝜎 (−
𝐵
𝐵𝑚𝑖𝑛
𝜇𝜎 + 𝑐3(𝑄 − 𝜃𝑄
𝑇 𝜉𝑄) + (𝐵 − 𝜃𝐵
𝑇 𝜉𝐵)𝜐𝑎 + 𝐵𝜐𝑠) 









?̇? = 𝜎(𝑐3(𝑄 − 𝜃𝑄
𝑇 𝜉𝑄) + (𝐵 − 𝜃𝐵













    ≤ −
𝐵
𝐵𝑚𝑖𝑛












   ≤ −𝜇𝜎2 + 𝐵𝜎𝜐𝑠,   
   ≤ −𝜇𝜎2. 
(7.31) 





Now we need to select the value of 𝑢𝑠. Let 
ℎ𝑄 ≥ |𝜉𝑄||𝜃𝑄𝑚𝑖𝑛 − 𝜃𝑄𝑚𝑖𝑛| and, ℎ𝐵 ≥ |𝜉𝐵||𝜃𝐵𝑚𝑖𝑛 − 𝜃𝐵𝑚𝑖𝑛|. 
Given the design parameter 𝜖, we select four positive numbers 𝜖1 𝑡𝑜 𝜖4 such that 
























𝑢𝑠 = −𝑘𝑠𝜎 will satisfy (7.22.a) and (7.22.b) as required. To prove this, we 
substitute (7.30) in (7.22.a) and then add and subtract  𝑐3𝜃𝑄
𝑇∗𝜉𝑄 and 𝜃𝐵
𝑇∗𝜉𝐵 to get: 
𝜎(𝑐3(𝑄 − 𝐽𝑑𝑒𝑠) + 𝑐1𝑒2 + 𝑐2𝑒3 + 𝐵𝜐𝑎 + 𝐵𝜐𝑠 + 𝑐3𝑑)
≤ 𝜎(𝑐3(𝑄 − 𝜃𝑄
𝑇∗𝜉𝑄) − 𝜃𝐵
𝑇∗𝜉𝐵 + 𝐵𝜐𝑎 + 𝐵𝜐𝑠 + 𝑐3𝐷) 
                        ≤ 𝜎(𝑐3(𝑄 − 𝜃𝑄
𝑇∗𝜉𝑄) − 𝑐3𝜙𝑄
𝑇𝜉𝑄 + (𝐵 − 𝜃𝐵
𝑇∗𝜉𝐵)𝜐𝑎 
                               −𝜙𝐵
𝑇𝜉𝐵𝜐𝑎 +  𝐵𝜐𝑠 + 𝑐3𝐷), 
then by keeping (7.32) in mind, we rearrange the terms: 
𝜎(𝑐3(𝑄 − 𝐽𝑑𝑒𝑠) + 𝑐1𝑒2 + 𝑐2𝑒3 + 𝐵𝜐𝑎 + 𝐵𝜐𝑠 + 𝑐3𝐷) ≤ 
































By completing the squares for each term in the right-hand side, we get 






































𝜖1 + 𝜖2 + 𝜖3 + 𝜖4 
≤ 𝜖. 
Hence, (7.22a) is satisfied, as well as (7.22b) as 𝜐𝑠 = −𝑘𝑠𝜎 where 𝑘𝑠 > 0. 
7.4 Simulation 
The proposed controller is now verified through simulation. In the 
simulation, the controller is required to drive the robot’s tip to first reach a fixed 
reference signal and then to follow a moving 𝑃𝑑𝑒𝑠 signal. In the simulations, the 
controller’s parameters and fuzzy rules have been manually tuned until a 
satisfactory performance was acquired in terms of root mean square error, 
convergence time, and control input while considering the stability requirements. 
 Initially, the robot backbone will be placed laying on the global frame z 
axis with no initial deformation making 𝑣∗ = [0,0,1] and 𝑢∗ = [0,0,0]. The robot’s 
parameters are 𝐿 =  30 cm, 𝑑𝑟 = 1 mm, 𝜌 = 8000 kg. m





 80 GPa with the two parallel actuating tendons having 𝑟 = [±2,0,0] cm. The 
control parameters are 𝑐1 = 20, 𝑐2 = 1, 𝑐3 = 0.01, 𝐷 = 1, 𝑘𝑠 = 0.8, 𝜇 = 1, 𝛾𝑄 =
𝛾𝐵 = 1000, with 𝜃𝑄𝑚𝑖𝑛,𝑚𝑎𝑥 = ±100, 𝜃𝐵𝑚𝑖𝑛 = 200, and 𝜃𝐵𝑚𝑎𝑥 = 1000 and the 
fuzzy rules for the approximators are assigned as in Fig7.3. 
For the first simulation, the resultant movement for the robot’s tip is shown 
in Fig7.4 while Fig7.5 shows the error signals and Fig7.6 shows the controller input 
signal. For the second simulation, Fig 7.7 shows the robot’s tip movement while 
Fig7.8 and Fig 7.9 show the resultant error signals and the controller’s input signal, 
respectively. Looking at the figures, it could be seen that initially, there were 
chattering in controller’s input (torque’s rate of change) which reflected negatively 
on the robot’s error signals. However, after a short transition period, the chattering 
fades, the fuzzy approximators converge from their initial values, and the error 
signals converge within a certain margin. With a root mean square error of 8 ×10−4 
m for the first simulation and 7 ×10−2 m for the second simulation, the results verify 
the effectiveness of the proposed control scheme. Note that in the derivation, B was 
assumed to be positive, which limits the validity of this controller. Please refer to 






Fig 7.3: Approximator fuzzy rules for Q and B.  
 
Fig 7.4: Robot’s tip position for constant reference signal. 
 






Fig 7.6: Control input (τ̇) and resultant tension (τ) for constant reference 
signal. 
 
Fig 7.7: Robot’s tip position for sinusoidal reference signal. 
 






Fig 7.9: Control input (τ̇) and resultant tension (τ) for sinusoidal reference 
signal. 
7.5 Summary 
 In this chapter, we addressed the control task of continuum robots in cases 
where an accurate dynamic model is not available. To design a robust control for 
continuum robots as uncertain dynamic systems. With this goal in mind, we 
employed fuzzy logic approximators to estimate the robot’s model unknown 
functions and sliding mode control as the control algorithm. The resultant was an 
adaptive fuzzy based sliding mode control. To verify the performance of the 










Conclusion and Future Work  
 
8.1 Conclusion 
 In our research, we addressed the control task of continuum robots. 
Continuum robots represent robotic manipulators with elastic links. They are 
inspired by the creatures in nature such as snakes and octopuses and aim to provide 
high level of dexterity and compliance by assuming continuously curved shapes in 
their structures. Their structure comprises an actuating mechanism with one or 





For continuum robots to be fully exploited, they must be accurately 
controlled throughout their operation. Unfortunately, this task is more complex in 
continuum robots compared to the conventional manipulators due to their elastic 
nature. Continuum robots are always underactuated due to their continuous 
deformability. They also exhibit a highly nonlinear behaviour because of that 
nature. All these factors intricate the control task for these robots.  
Our research was motivated from studying the current literature in 
controlling continuum robots. In the literature, the aim is usually to reduce the 
complexity of the control task by simplifying the robot’s model used in the control 
task. This simplification is done by imposing assumptions on the robot’s motion 
and design. These assumptions then allow for a simplified model to be derived for 
the robot and used in designing the controller. One common approach in 
controlling continuum robots depends on ignoring the robot’s dynamic behaviour 
and utilizing the kinematic model instead. As in their general form, continuum 
robots are represented as differential curves in space, the assumptions of constant 
curvature or piecewise constant curvature are usually employed to simplify the 
kinematic model. If that wasn’t applicable, either a variable curvature models or 
static models are used. Approaches that consider the robots dynamic behaviour, 
either use approximate discretized lumped models, or distributed models mostly 





approaches proved their efficiency in controlling continuum robots. However, by 
adopting those assumptions, a limitation on the robots expected performance is 
required to assure satisfying the adopted assumptions. Constant curvature robots 
for example cannot handle large loads. Kinematic based continuum robots must 
operate under law velocities.    
Another assumption that accompanies control designs of continuum robots 
is the matching condition that restricts the robustness of the control design to 
disturbances or uncertainties that affects the controlled system through its input or 
what is called, matched uncertainties. Disturbances and uncertainties are not 
allowed to enter the system through its states except the one accessed by the 
controller. Continuum robots due to their nonlinearity, complex applications, and 
complex structure are exposed to mismatched uncertainties that do not fit the 
matching condition. 
Our aim in this research was in extend on the current literature by tackling 
the control task of continuum robots without any assumptions that would restrict 
the robots design or performance. This first required a dynamic model that 
accommodate the nonlinearities. With this goal in mind, we considered the robot 
as an elastic rod and utilized the Cosserat rod dynamic model. A model that has 
been avoided in the literature due to both its nonlinearity and simulation hurdle. 





be simulated using simple numerical approach, so we had to adopt a numerical 
method compatible with nonlinear hyperbolic PDEs. The numerical method had to 
be able produce an accurate stable simulation for such nonlinear PDEs while 
allowing for large simulation time steps.    
The method adopted was the Generalized-α method. A sophisticated 
numerical integration method that met our requirements. However, due to its 
implicit nature combined with the nonlinearity of model, using this method 
required solving nonlinear system of equations iteratively at each time step. The 
successful implementation of this numerical method allowed us to integrate the 
Cosserat rod continuum robot general dynamic model to be used for the first time 
in continuum robots control design, which meant allowing the control design to 
take place for continuum robots without needing to accommodate any restrictive 
assumptions in the process. To verify the integration method, cases with straight 
and helical actuating tendons were simulated. The simulations demonstrated how 
the adopted integration method was able to capture both the bending and torsion in 
the rod with large simulation time steps. 
Next, we tackled the control task of continuum robots under general 
modelling conditions using the Cosseart rod model from Chapter Two and the 
simulation tool developed in Chapter Four. Sliding mode control was utilized as 





control design process resulted in a Cosserat rod based sliding mode control that 
considered input saturation in its design. The designed controller’s performance 
was test though simulations. The first simulation considered the robot’s tip 
reaching a fixed position and staying there afterwards. The second simulation 
required the controller to drive the robot’s tip to follow a sinusoidal reference 
signal.  The final simulation tested the effect of horizontal disturbing force in the 
control performance. In all simulations, the controller was able to force the robot’s 
tip to follow the desired trajectory, proving the controller’s effectiveness.  
The next task was to include the mismatched uncertainties in the continuum 
robots control design and propose a controller that maintains its robustness despite 
of their effect. To this end, we utilized multi surface sliding mode control. A 
modified version of SMC that relaxes the matching condition.  To validate the 
control design performance, simulations were included. The first simulation 
considered the robot’s tip reaching a fixed position and staying there afterwards. 
The second simulation required the controller to drive the robot’s tip to follow a 
sinusoidal reference signal. The final simulation tested the effect of horizontal 
disturbing force on the control performance. In all simulations, mismatched 
uncertainties were induced to the system. The results from the first simulation 





demonstrated in the second and third simulation with a small transitional period 
that the robot’s tip needed to confine with desired trajectory. 
Lastly, we considered the control design of continuum robots as uncertain 
dynamic system to address the cases where accurate dynamic model is not 
available. In the control design, fuzzy logic based approximators were used to 
estimate the robot’s model unknown functions.  With sliding mode control as the 
control algorithm, the control design process resulted in an adaptive fuzzy based 
sliding mode control.  The designed controller’s effectiveness was proven through 
simulation. There, the controller was required to drive the robot’s tip to follow both 
fixed and moving reference signals. The simulation results showed high chattering 
in the control input initially, however, as the fuzzy approximators converged from 
their initial guess, the chattering disappeared and the robot’s tip converged to the 
desired trajectory.  
 8.2 Future work 
In this research we developed the first robust controller for continuum robot 
using Cosserat rod general dynamic model, overcoming in the process, the 
obstacles that prevented this model to be utilized. From there, several directions 
could be taken to build on this research’s results. Firstly, so far, this has been 





practical results and discuss the obstacles that comes with applying this controller 
experimentally from actuation and sensors perspective.  
Another future research could address a topic that has not been addressed 
in the literature of continuum robots to our knowledge which is finite time control. 
Continuum robots are utilized in delict applications such as medical surgeries. A 
research that provides a finite time control to such applications would be crucially 
beneficial to the field. Finally, future researches could also address the control of 
different continuum robot configurations which may include controlling the 
extension or twisting of the robot’s tip using this research approach as a base to 
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