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A B S T R A C T 
In this paper we propose a novel fast random search clustering (RSC) algorithm for mixing matrix 
identification in multiple input multiple output (MIMO) linear blind inverse problems with sparse 
inputs. The proposed approach is based on the clustering of the observations around the directions 
given by the columns of the mixing matrix that occurs typically for sparse inputs. Exploiting this fact, 
the RSC algorithm proceeds by parameterizing the mixing matrix using hyperspherical coordinates, 
randomly selecting candidate basis vectors (i.e. clustering directions) from the observations, and 
accepting or rejecting them according to a binary hypothesis test based on the Neyman-Pearson 
criterion. The RSC algorithm is not tailored to any specific distribution for the sources, can deal with an 
arbitrary number of inputs and outputs (thus solving the difficult under-determined problem), and is 
applicable to both instantaneous and convolutive mixtures. Extensive simulations for synthetic and real 
data with different number of inputs and outputs, data size, sparsity factors of the inputs and signal to 
noise ratios confirm the good performance of the proposed approach under moderate/high signal to 
noise ratios. 
1. Introduction 
Multiple input multiple output (MIMO) linear blind inverse 
problems are concerned with the estimation of a set of input 
signals (often called sources) from a collection of output signals 
(also called observations or measurements) when the input-
output relationship (mixture) is linear but unknown. Blind 
inverse problems include blind source separation (BSS) and 
independent component analysis (ICA) [1-3], blind deconvolution 
(BDE) [4,5], blind channel/system identification (BID) and blind 
equalization (BEQ) [6,7]. These problems can be extremely diffi-
cult to solve, since the only information available is typically 
some broad statistical assumption about the inputs (e.g. their 
independence), a limited number of observations, and a general 
knowledge about the mixing process followed to obtain them (e.g. 
its linearity and whether the mixture is instantaneous or con-
volutive). Using this information the inversion algorithm must be 
able to estimate the number of inputs (which may be unknown) 
and the system's memory (for the convolutive case), identify 
the mixing matrix (either implicitly or explicitly), and extract 
the inputs. In this paper we focus on the mixing matrix identifica-
tion stage. 
On the one hand, many excellent signal processing and 
machine learning methods have been developed for solving this 
problem over the last two decades [3[: information maximization 
techniques, algorithms based on higher order statistics, subspace 
methods, maximum likelihood (ML) and maximum a posteriori 
(MAP) approaches, etc. However, most of these techniques have 
been developed considering a particular probabilistic model for 
the inputs (e.g. Bernoulli-Gaussian or Laplacian models), mixture 
model (e.g. instantaneous or convolutive) and/or application (e.g. 
BSS or BDE), and their extension to different settings is often not 
straightforward. Besides, they usually cannot deal with the 
difficult under-determined case (i.e. more inputs than outputs), 
their computational cost is frequently excessive for practical 
applications (where a large number of samples may be available) 
and some of them lack robustness for application under noisy 
conditions. 
On the other hand, several algorithms that can deal with the 
under-determined case have been developed for sparse input 
signals. Lee et al. proposed an approximate maximum likelihood 
approach with good performance, but high computational cost for 
some practical applications [8]. Hence, several fast and simple 
techniques based on the clustering of the observations around the 
directions given by the columns of the mixing matrix (also called 
line orientation clustering methods) have been proposed. Bofill 
and Zibulevsky developed a potential function approach working 
in the angular domain which is fast, simple and effective in high 
SNR situations [9]. Alternative approaches in the angular domain 
using a Parzen window density estimator [10] or histogram-based 
techniques [11] have also been proposed. Unfortunately, all of 
these techniques were initially designed for only two outputs and 
are difficult to extend to more general mixtures. Other geometric 
methods based on the projection of the data onto the surface of a 
unit sphere [12,13] or modified fc-means approaches [14-16] 
allow working with an arbitrary number of observations, but 
their performance is very sensitive to noise. Recently, more 
sophisticated approaches based on the E-M algorithm [17], 
eigenvalue or singular value decomposition techniques [18,19] 
and spectral clustering [20] have also been proposed. Once more, 
these methods provide a good performance at the expense of a 
high computational cost. 
Therefore, even though many clustering algorithms have been 
proposed for the estimation of the mixing matrix for sparse 
inputs, there is still a need for simple, effective and robust 
techniques that can deal with a potentially large number of 
outputs. In particular, clustering in the angular domain, where 
noise may be reduced due to the compressive nature of the arctan 
function required for angle calculation, has not been fully 
exploited yet. Most of the angular clustering techniques proposed 
so far [9-11] focus on the two outputs case, and cannot be easily 
extended to a higher number of outputs. The only angular 
clustering approach theoretically valid for an arbitrary number 
of outputs is the one proposed in [21], which is based on 
hyperspherical coordinates and one-dimensional projections of 
the higher dimensional angular vector. Unfortunately, the expo-
nential increase in complexity with the dimension of the problem 
limits its applicability to a reduced number of inputs and outputs 
(e.g. three outputs and four inputs [21]). 
In this paper we propose a novel fast clustering algorithm in 
the angular domain based on the use of hyperspherical coordi-
nates as in [21]. However, instead of the complicated projections 
system implemented there, we propose to use a simple random 
search method for selecting candidate basis vectors (i.e. clustering 
directions) from the observations, accepting or rejecting them 
according to a binary hypothesis test based on the Neyman-
Pearson criterion [22]. This algorithm, called random search 
clustering (RSC), is not tailored to any specific distribution for 
the sources, can deal with an arbitrary number of inputs and 
outputs (thus solving the difficult under-determined problem) 
with a linear increase in complexity, and is applicable to both 
instantaneous and convolutive mixtures. Besides, it allows us to 
extend the complete inversion strategy described in [23] to an 
arbitrary number of outputs. 
The paper is structured as follows. In Section 2 we describe 
the mathematical model assumed for the mixture, as well as the 
general probabilistic model used for the inputs, which empha-
sizes their sparsity. Then, Section 3 provides an overview of the 
complete inversion strategy, enumerating the three main 
steps involved and focusing on the two outputs case, where a 
simple histogram-based approach can be used to estimate 
the mixing matrix. This is followed by a detailed description of 
the novel random search clustering algorithm proposed for 
estimating the columns of the mixing matrix in Section 4, 
whereas Section 5 concentrates on the parameter selection 
procedure. Simulation results are presented in Section 6 for 
synthetic and real data with different number of inputs and 
outputs, data size, sparsity factors of the inputs and signal to 
noise ratios. Finally, the conclusions and future lines close the 
paper in Section 7. 
2. Problem statement and mathematical model 
2.1. Input-output relationship: linear convolutive mixture 
Let us assume that we have 0_ > 1 correlated outputs or 
observations, yq(t), R>\ independent inputs or sources, /r(t), 
and an input-output relationship given by a linear convolutive 
mixture, 
yq(t)= J2hqr(t)*fr(t)+Wq(t), fl) 
where wq(t) represents the additive noise associated to the q-th 
output, hqr(t) denotes the impulse response of the linear time-
invariant (LTI) channel between the r-th input and the q-th 
output, and * indicates the standard linear convolution operator. 
In a practical situation we usually have only N samples per 
channel available, taken at regular intervals with a sampling 
frequency fs = \/Ts. In this case, the commonly used discrete-
time equivalent model of (1) is [23,47,48] 
R Lqr-1 
yqM= Y. Y. hqr[m]fr[n-m]+wq[n], (2) 
where 0 < n < N - l , hqr[m] = hqr(mTs) for 0 < m < Lqr—\ is the (q,r)-
th discrete-time equivalent channel, with effective length Lqr, 
obtained by uniformly sampling the (q.r)-th continuous-time 
channel, hqr(t), and fr[n-m] =fr((n-m)Ts) and wq[n] = wq(nTs) 
are, respectively, the discretized sources and noise, obtained in 
an identical way. 
Mathematically, all the information available in this discrete-
time model can be expressed compactly in matrix form as 
Y = HS+W = X+W, (3) 
[yi[n], . . . ,yQ[n]] ' ; 
H = 
h n ' ' ' h iR 
n Ql ' ' ' nQR 
where Y = [y[0],.. .,y[N-l]] is the Q_xN noisy output matrix, 
constructed stacking N consecutive output vectors, y[n] = 
(4) 
with hi. = [hqr[0],... ,hqr[Lr-l]] and Lr = max,!,,-, is the 0_ x L mixing 
matrix (L= Ylr= I Lr)> which contains the relevant samples from all 
the input-output discrete-time equivalent channels; S = [s[0],..., 
s[N-l]f, with s[n] = [s|[n] sJ[n]]T and sj[n] = \fr[n], / r [ n - l ] , 
... ,/ r[n-(L r-l)]], is the L x N input matrix, which contains N con-
secutive input vectors; W = [w[0],.. .,w[N-l]] is the Q_xN noise 
matrix, with w[n] = [w1[n],...,w(j[n]]T and wq[n] independent 
zero-mean Gaussian random variables with variance er,2„ , i.e. 
w[n] ~ M(0, £„) with Ew = diag(c-2 ,0-2 ); and, finally, 
X = HS = [x[0],... ,x[N-l]] is the Q_xN noiseless output matrix, with 
x[n] = [*i[n] xa[n]]T. 
Note that, although the original number of inputs in the problem 
is R, the mixture model in matrix form has L > R inputs. These 
additional inputs simply correspond to the last Lr—\ samples from 
each original input: / r [ n - l ] , . . . , / r[n-(L r-l)] for l < r < R . As a 
result, the system described by (3) becomes under-determined 
whenever L > Q_, even if the original number of inputs is lower than 
the number of outputs (i.e. R < Q_). Moreover, the structure of both H 
and s[n] depends on the mixture's memory, i.e. on whether it is 
instantaneous or convolutive and on the length of each subchannel 
for this last case. However, regardless of its precise structure, the 
mixing matrix can always be described as H = [hi, . . . ,hi]T, where 
hf = [h({\) h€(Q)]T denotes the ^-th column of H. Similarly, the 
input vector can be expressed as s[n] = [Si[n],... ,sL[n]]T, with st[n\ 
denoting the ^-th input to the mixture at the n-th sampling instant, 
which may actually be a delayed sample of the r-th original input for 
1 < r < (. 
In the sequel we exploit this formulation, since it is well-
known that a matrix-vector multiplication can be expressed as a 
linear combination of the columns of the matrix with weights 
given by the components of the vector [24,9]. Hence, the matrix-
vector multiplication required to obtain the noiseless outputs at 
each time instant, x[n] = Hs[n], becomes a linear combination of 
the columns of H, h^, with weights given by the corresponding 
elements of the input vector, st[n\. Similarly, the n-th sample of 
the noisy outputs is given by this linear combination plus the 
noise vector: 
y [n] = x[n] + w[n] = Hs[n]+w[n] = ]Ts^[n]h^+w[n]. (5) 
Therefore, the columns of the mixing matrix, h^, form a basis in 
the Q-dimensional measurement space,1 and (5) can be seen as an 
expansion of y[n] in terms of this set of non-orthogonal basis 
vectors, with st[n\ being the coefficients of the basis expansion. 
Thus, identifying H is equivalent to inferring the optimum set 
of basis vectors, h^ (1 < ( < I), and inverting the mixture amounts 
to estimating the coefficients of the basis expansion, s{[n] 
(1 <(<L,Q<n<N-\). 
2.2. General probabilistic model: white, independent and 
sparse inputs 
Considering white and independent sources, as in the standard 
ICA model [1], the joint probability density function (PDF) for all 
the samples from all the inputs in (2) is given by 
PF(D = 
R ( V - l 
n n PFM rM), (6) 
where pfr(fr[n\) is the PDF associated to the n-th sample of the 
r-th source. For this PDF we follow a similar approach to [23], 
where the sparsity of the inputs is emphasized explicitly by 
formulating pfr(fr[n\) as the mixture of two distributions: a first 
term corresponding to fr[n] being inactive (i.e. fr[n] = 0) and a 
second term describing the distribution of the active samples (i.e. 
fr[n] #0) . Mathematically, defining an indicator function 
/r[n]#0, 
0(rr[n])=Or[n] = 
1, 
0, /r[n] = 0, 
we may express the desired PDF as 
VFMVM) = tlrPdrW I «r[n] = 0) + (l-f/ r)p(/ r[n] | Dr[n] = 
= tlr5(fr[n]) + a-tlr)P<F1>(fr[m 
:1) 
(7) 
(8) 
where 0 < r\r < 1 is the sparsity factor for the r-th input, which 
indicates its probability of being inactive (i.e. r\r = Pr{/r[n] = 0}), 
p(/r[n]|Dr[n] = 0) = <5(fr[n]), with 5(x) denoting Dirac's delta, is the 
inactive PDF associated to /r[n], and p<f>(fr[ri])=p(fr[ri]\ir[ri] = \) 
denotes its active PDF. 
The last element required is the active PDF of the sources. 
Although the proposed algorithm does not make use of this PDF, 
in the sequel we describe three common PDFs used to generate 
the synthetic data for the simulations. As a first example, we 
consider a zero-mean normal distribution with variance a2F for all 
the inputs, / 
p^(fr[n])=Wr[n]\0,crf)-- /2na] =exp 
fr[n] 
2a] (9) 
Introducing this PDF in (8) we obtain the well-known Bernoulli-
Gaussian (B-G) model [26], 
VFT(frM) = nr5(frM) + 
, 2na] exp 
fr[n] 
2a] (10) 
extensively used as a prior for sparse inputs in many applications 
such as seismic deconvolution [27,28], non-destructive evaluation 
[29], optical coherence tomography [30], multipath channel 
estimation [31] and impulsive noise modelling [32,33] in digital 
communications, or spectral analysis of astrophysical data [34]. 
Fig. 1 illustrates the spiky nature of signals generated by the B-G 
model by displaying N=1000 samples of the Q=3 outputs, 
obtained for an instantaneous noiseless mixture with L=R = 5 
white and independent inputs, distributed according to (10) with 
a common sparsity factor r\ = 0.75, and the mixing matrix 
obtained from (65). Note that the largest variance of y3[n] is 
simply due to the fact that the squared norm of the third row of H 
is approximately 4, whereas the squared norm of the other two 
rows is around 0.4 and 0.5 respectively. 
As a second example we consider another widely used prob-
abilistic model for sparse applications, the Laplacian PDF with 
zero mean and variance er?: f 
p£J(Mn]) = Afr[n]|0,ff/) = =exp V2|/r[n] (11) 
Speech samples during voice activity intervals are well described 
(both in the time and frequency domains) by a Laplacian PDF [35]. 
Hence, this PDF has been proposed as prior for applications such 
as voice activity detection [36] or speech enhancement [37]. The 
Laplacian PDF has also been widely used as a prior for modelling 
sparse signals since it was first proposed by Alliney and Ruzinsky 
[38] and Tibshirani [39]. However, in spite of the fact that a 
Laplacian prior promotes the sparsity of the outputs, the Lapla-
cian PDF is not a sparse distribution itself [40]. Combining a delta 
function located at zero and a Laplacian PDF we obtain the 
Bernoulli-Laplacian (B-L) model, 
VFT(frM) = nr5(frM) + =exp V2|/r[n] (12) 
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Fig. 1. N=1000 samples of the Q=3 outputs of an instantaneous noiseless 
mixture with L — R — 5 inputs generated using the B-G model, 1^ — 0.75 and H 
given by (65). 
This idea was proposed originally by Johnstone and Silverman 
[41], and applied by Ting et al. to the reconstruction of sparse 
images [40]. 
Finally, as a third example we consider a uniform distribution 
with zero mean and variance er? for all the inputs, 
where u(x) denotes Heaviside's unit step function. Substituting 
(13) in (8) we obtain the Bernoulli-Uniform (B-U) model, 
used in [42] for the evaluation of an ICA algorithm. The B-U model 
does not have any straightforward physical interpretation and has 
not been used for any practical application as far as we know. 
However, the uniform distribution is a well-known example of 
platykurtic or sub-Gaussian distribution (as opposed to the 
Laplacian PDF, which is leptokurtic or super-Gaussian) and allows 
us to check the performance of our method in a situation where 
the active samples are concentrated around the origin. 
3. General problem solution for sparse inputs 
3.1. Global method: source detection, mixing matrix identification 
and mixture inversion 
In general, solving any linear blind inverse problem requires 
three broad steps: inferring the number of inputs present in the 
mixture, altogether with the mixture's memory (i.e. the values of 
R and Lqr for 1 < q < Q_, 1 < r < R); identifying the mixing matrix; 
and, finally, inverting the mixture and recovering the inputs. A 
general algorithm for MIMO linear blind inverse problems which 
solves these three stages by explicitly exploiting the sparsity of 
the inputs was described in [23]. Recalling (5) we notice that, 
when only the ^-th input (1 <(<L) is active (i.e. s^[n]#0 and 
sm[n] = 0 for 1 < m < L with m # (), the output is given by 
ye[n] = xi[n]+w[n] = si[n]h^+w[n]. (15) 
Hence, in the absence of noise, the sparsity of the inputs causes 
the Q-dimensional output vectors to be frequently colinear with 
the columns of H, i.e. to belong to one of the L one-dimensional 
subspaces spanned by h^ for 1 < (< L. This situation can be 
clearly appreciated in a scatter plot which, for the two outputs 
case, plots y2[n] versus y^[n] [23]. The scatter plot can still be 
displayed in the three outputs case, as shown in Fig. 2, which 
represents the three-dimensional scatter plot corresponding to 
N=2000 samples of the Q=3 noiseless observations (y!^], y2[n] 
and y3[n]) of an instantaneous mixture obtained using L=R = 5 
white and independent inputs distributed according to the B-G 
model, a common sparsity factor r\ = 0.7 and a mixing matrix 
constructed using (65). On the one hand, Fig. 2(a) shows the full 
scatter plot using all the observations, where the five one-
dimensional subspaces spanned by h i , . . . ,h 5 cannot be clearly 
distinguished due to the presence of many "outliers" (i.e. samples 
not belonging to any of those subspaces). On the other hand, 
Fig. 2(b) shows the partial scatter plot using only samples colinear 
with columns of H, demonstrating that the outputs tend to cluster 
around the directions of the mixing matrix. 
For 0_ > 3 outputs the global (Q-l)-dimensional scatter plot 
cannot be displayed. However, the sparsity of the outputs and 
their clustering around the directions spanned by the columns of 
H can still be seen by taking bidimensional projections of the 
Fig. 2. Noiseless three-dimensional scatter plots for Q=3 outputs, 1—5 inputs, 
mixing matrix constructed using (65), N=2000 samples and sparsity factor 
r\ — 0.7. (a) Full scatter plot using all observations, (b) Partial scatter plot using 
only samples colinear with columns of H. 
outputs. This is illustrated in Fig. 3, which shows four two-
dimensional scatter plots (out of the 0_(0_-l)/2 = 10 possible), 
obtained in this case by plotting yq[n] (2 < q < Q_ = 5) versus y, [n]. 
In these scatter plots each colour represents samples colinear 
with one of the basis vectors, whereas black dots indicate samples 
not colinear with any column of H. Note how angles that cannot 
be distinguished at all in some of the plots are clearly separated in 
some other cases. 
Under low/moderate noise conditions the outputs remain 
approximately colinear with the columns of H, and, as a result, 
they tend to cluster around the one-dimensional subspaces 
described before. Therefore, estimating H still amounts to infer-
ring these one-dimensional subspaces, which agree with the 
directions of maximum data density and can be estimated using 
line orientation clustering techniques. 
3.2. Histogram-based clustering for two outputs 
For Q=2 a simple histogram-based clustering technique was 
described in [11,23] to estimate the columns of the mixing 
matrix. This method is based on a novel parameterization of H 
using polar coordinates for its columns, which can be formulated 
compactly as the product of two matrices, 
H = <DA, (16) 
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0.9. (a) y2[n] 
where A is an I x I diagonal norm matrix, 
A = diag(A) = diag(llh1ll>...>llh1ll)> (17) 
with X = [llhill,... ,llhill]T and llh^ ll the L2 norm of the ^-th column 
of H, 
^1/2 . [h?(l)+/i?(2)] llhill = (hjh^) • =VH 
and <D is a 2 x I angular matrix. 
1/2 
<D = 
COS(0) 
sin(fl) 
cos(eo 
sin(ei) 
cos(et) 
sin(et) 
(18) 
(19) 
with 0 = [$},. . . ,6L]T and -n<6{ <n the four quadrant angle of 
the ^-th column of H, obtained from the two quadrant version, 
0t. -- arctan 
h((2) (20) 
-n/2 <6{ < n/2, adding or subtracting n radians when ht(\) < 0, 
6t, ht(\) > 0, 
6
€
={6
€
 + n, h
€
(\)<0, h
€
(2)>0, 
~8{-n, h,(l) <0, ht(2)<0. 
(21) 
Table 1 
Summary of the general inversion approach for linear MIMO blind inverse 
problems described in [23]. 
1. Detecting the number of inputs present in the mixture (i.e. inferring the 
values of J? and Lr) using information theoretic criteria 
2. Estimating the mixing matrix: 
(a) Finding the angular vector 8 (i.e. estimating the directions of the L 
clusters) using a histogram-based approach and selecting the L highest 
bins, as described in Section 3.2 
(b) Inferring the norm vector I (i.e. estimating the dispersion of the L 
clusters) applying a moment-based estimator to the outputs belonging 
to each of the selected bins 
(c) Sorting the columns of the mixing matrix, to avoid permutation 
ambiguities, by exploiting the temporal correlation of the inputs 
3. Inverting the mixture using the pseudoinverse as the canonical solution 
with minimum L7 norm 
Taking advantage of this parameterization, the algorithm 
solves the three problems associated to inferring the mixing 
matrix (finding Qt, estimating llhill and sorting the columns) 
sequentially. Table 1 summarizes the three main parts of the 
algorithm, emphasizing the mixing matrix identification step, 
which includes the key stage of this approach: locating each of 
Table 2 
Histogram-based algorithm for identifying clustering directions when Q.—2 
[11,23]. 
1. Construct a histogram with Nb bins in the range [0,7t) (i.e. bin size 
AS = 7c/Ni„ with fc-th bin, 1 < k < Nb, centred around 7i(k-\/2)/Nb), using the 
angles estimated from the observations as 
0[n] = arctan ( M | )
 ( 2 2 ) 
2. Forf = 1 L: 
(a) Find the largest bin in the histogram, kt (1 < kt <Nb), and its central 
position, 9e = n(kt-\/2)INb 
(b) Select all the angles from the observations falling inside the selected bin 
(i.e. those within A8/2 angular distance of 6t), constructing the index set for 
the f-th angle, 
n{ = [n: \6[n]-ee\<&e/2} 
(c) Estimate the f-th angle as an average of the angles associated to all the 
elements in ne: 
m L ' m <*> 
where | nt | denotes the cardinality of nt. 
(d) Set to zero all the bins from the (ke-Nz)-th to the <ke +Nz)-th, effectively 
creating an angular exclusion set composed of all the angles within angular 
distance 7i(Nz + \/2)/Nb radians of 9e, to avoid double counting of clusters 
associated to the same angle 
e, = -
and, instead of using (19) for the Q_x L angular matrix, its (q/)-th 
element (1 < q < Q_, 1 < ( < L) is now given by 
*(<J.O = 
Q - l 
I I C0S(6m,d, 
m= 1 
s i n " 
<J = 1. 
',-!/) I I C0S(<W). 2<q<Q-l, 
m = q 
(26) 
- i / ) . <J = Q. 
with the first angle, Q\t, defined as in the Q=2 case, using (20) 
and (21), and the remaining angles given by 
Qqj, = arctan lh,(l : q)\ (27) 
for 2 < q < Q - l , with llh^(l : q)ll denoting the L2 norm of the 
q-dimensional vector formed by the first q components of h{. 
Finally, we notice that this novel parameterization of h^ allows us 
to describe it alternatively using its hyperspherical coordinate vector, 
^(h,) = [llh,ll,0j]T, (28) 
with 0] [0i / , . . . ,0Q_I/ ] being the angular vector associated to the 
^-th column of the mixing matrix. This hyperspherical coordinate 
vector is used in the sequel for uniquely characterizing h^ instead of 
the Cartesian coordinate vector, h^ = [ht(\),... ,h^(())]T. 
the L clusters. For Q=2 this is equivalent to estimating the angle 
of each column of H, and can be accomplished efficiently using 
the histogram-based approach described in [23] and summarized 
in Table 2. The basic idea is constructing a histogram using the 
angles estimated from the observations, locating the L highest 
peaks (setting a guard interval around each peak to avoid double 
counting), and using the outputs with angles falling inside each of 
the selected bins to estimate the desired angles of the mixing 
matrix. 
This algorithm has a low computational cost and shows a 
good performance for two outputs (i.e. Q=2) and moderate/high 
SNRs, especially when a large number of samples are available. 
Unfortunately, although an extension of this method was pro-
posed in [21] for Q=3, it is difficult to apply to an arbitrary 
number of outputs, since it requires constructing a ( Q - l ) -
dimensional histogram and searching for the L desired peaks 
inside it. This implies that storage and computational costs grow 
exponentially with the number of outputs, thus making this 
approach unfeasible even for small values of Q_ (e.g. Q=4 or 
Q=5). 
4. Random search clustering (RSC) algorithm for arbitrary 
number of outputs 
4.1. Parameterization of the mixing matrix: hyperspherical 
coordinates 
First of all, we note that the parameterization of the mixing 
matrix introduced in Section 3.2 can be extended to the Q-
dimensional case by expressing each column of H, h^, using 
hyperspherical coordinates [21], i.e. using their norm, llh l^l, and 
Q - l angles, 9^te[—n,n) and 9qte[—n/2,n/2) for 2 < q < Q - l . 
Thus, H can still be expressed as the product of two matrices 
using (16), where Eq. (17) remains valid for the L x L diagonal 
norm matrix, A, with the L2 norm of each column defined as 
llhfll = (hjhf) 1/2. E h]{q) 
« = i 
1/2 
(25) 
4.2. Noiseless case: coordinate vector, colinear set and algorithm 
For the noiseless case, whenever the ^-th source is the only 
one active, the hyperspherical coordinate vector for x^[n] is 
given by 
fOk[n]) = [llx,[n]ll,(p(x,[n])T]T, (29) 
where llx^ [n]ll = \st[n\\ x llh^ ll is the norm of x^[n] and <p(Ki[n\) is 
the angular vector associated to x^[n], with components given by 
(/>i (Xf [n]) = arctan M
2)[n] 
v(Dr 
for the first angle, and 
(Ptfiit [n]) = sign(x*,1)[n])arctan >[n] 
41:*[n]l 
(30) 
(31) 
for the rest of the angles. Comparing (30) and (20) we see that 
(p-l(x{[n]) = 6-l{ e[-n/2,n/2), which is the two quadrant version 
of Q\t e [-7i,7i). Regarding the remaining angles, the range 
adopted for (p^(x^[n]) implies that h^(l)>0, meaning that 
v(Dn sign(xy;[n]) = signfe[n]), (pq(Xe[n]) = 6q4, and 
(P0k[n]) = et = [0uM,et(2 : Q-1)T]T . (32) 
Eq. (32) implies that the hyperspherical coordinate vector 
associated to the noiseless observation vectors, t/r(Xf[n]), can be 
used to identify the hyperspherical coordinate vector of h^ up to a 
global scale factor (i.e. a norm undeterminacy and a quadrant 
ambiguity in the first angle). Hence, the ^-th cluster that we are 
searching for is given by 
Q = {n: x[n] = x([n] = s([n]h(} = {n: q>(x[n]) = 0rf, (33) 
which is the colinear set for the ^-th column of H. Unfortunately, 
the problem for finding Q using (33) is that 0{ is unknown. 
Nevertheless, in the noiseless case 0{ can be easily found by 
applying a simple random search procedure: 
1. Select an observation vector x[n]#0 randomly as candidate 
basis vector for the ^-th cluster, x^. 
2. Search the whole data set, adding an observation to the 
candidate colinear set, Ct, whenever <p(x[n]) = <p(x )^. 
3. If enough colinear observations are found (i.e. if the cardinality 
of C{ is large enough), accept Ct as a valid colinear set. 
Otherwise return to 1. 
Repeating this process L times (taking care not to select candidate 
vectors belonging to the colinear set of previously accepted basis 
vectors), the L clusters can be easily identified, as demonstrated in 
Section 6.2. 
4.3. Noisy case: approximate coordinate vector, alternative colinear 
set and modified algorithm 
In the noisy case, whenever only the ^-th source is active, the 
observations are given by (15). Hence, the hyperspherical coordi-
nate vector is now 
f(ydn]) = [lly^[n]ll,<p(y,[n])T]T, (34) 
where lly^ [n]ll is the L2 norm of y^[n], 
lly^ [n]ll = (s|[n]llh^ll2+2san]hjw[n] + llw[n]ll2)1/2, (35) 
and <p(yt[n\) denotes the angular vector associated to yt[n\. Under 
moderate/high SNR conditions it can be shown (see Appendix A) 
that the components of <p(yt[n\) are given by the true angles (with 
7i radians ambiguity in the first angle, as discussed before) plus 
their corresponding noise terms: 
<p(yAn]) = 0e + A0e[nl (36) 
with ht given by (32) and AOt[n\ the (Q- l ) x 1 angular difference 
vector, with components given by (A.3) and (A.4). 
The key point now is noticing that the variance of all the 
elements of A0{[n], i.e. the mean square error (MSE) between the 
true and the estimated angles, tends to zero as cr^->0. Although 
we cannot prove this theoretically, it can be easily justified 
empirically. Fig. 4 displays the average MSE (obtained using 
1000 simulations) of the four angles associated to the first column 
of the 5 x 8 mixing matrix obtained from (66), i.e. 
MSEtf,,,) = m<Pq{yt)-~eq,tf} = EKA0,,,)2}. (37) 
for 1 < q < Q - l = 4 and €=\, estimated from the observations as 
MSECS,,,) = I-]-, J2 (vq(ydnl)-dq,t)2, (38) 
in three possible situations: inputs with fixed amplitude equal to one 
(continuous lines), inputs distributed according to the B-G model 
with unit variance (dashed lines) and these same inputs using only 
samples with norm greater than 0.1 for the estimation (dotted lines). 
The exponential decrease in average MSE as the noise variance 
decreases can be clearly appreciated for all cases. Moreover, Fig. 4 
also shows the need to establish a norm threshold in the observations 
before estimating the angles, since inputs with low amplitudes are 
very sensitive to noise and can lead to poor angular estimations. 
The previous discussion confirms that the outputs tend to 
cluster around the directions given by the columns of the mixing 
matrix for moderate/high SNRs. Hence, we can define the colinear 
set in a similar way to (33): 
Q = {n: y[n] = x^[n]+w[n]} = {n: <p(y[n]) = d
€
 + AO
€
[ri\l (39) 
The problem, in addition to finding 0{ as in the noiseless case, is 
deciding when <p(y[n\) is approximately equal to 0{. For this purpose, 
it is better to use an alternative definition of the colinear set, 
C
€
 = {n: d(<p(y[n]),^)<Dmax}> (40) 
where d((f>(y[n])}0{) denotes a properly selected distance function 
and Dmax is a design parameter of the algorithm. From (40) we notice 
that, using the L^ norm of the angular difference as the distance 
Fig. 4. MSE of the four angles associated to the first column of the 5x8 mixing 
matrix given by (66), estimated from the outputs for inputs with fixed amplitudes 
(continuous lines), distributed according to the B-G model using all the observations 
(dashed lines) and only observations with norm greater than 0.1 (dotted lines). 
function, 
d«p(y[n\),0t)=\\<p(y[n\)-0t\\oo= max \(pq(y[n\)-6q/\, (41) 
1 < q < Q - l 
Ct is the (Q-l)-dimensional generalization of the colinear set n{ 
used in the histogram-based algorithm. However, from (A.2) and (A5) 
we see that q+1 independent input noise samples appear in the 
estimation of the q-th angle. Thus, on average the standard deviation 
of t;(f\ri\ is y/(q + \)/2 times larger than the standard deviation of 
(^[n]. Hence, we modify the distance function in (41), pre-multi-
p lying the difference vector by a (Q- l ) x (Q- l ) diagonal matrix, 
Kp = diag(l, V273,. . . V2/ (q +1) , . . . , y/2/Q), (42) 
obtaining the final distance function proposed, 
V2|ff>„(yrnl)-0„/ 
d«p(y[n]),e() = IIK^fylnD-^IU = , max I^VJLJJ ^ ( 4 3 ) 
1<<J<Q-1 V9 + 1 
which is equivalent to using (41) with a maximum distance for the 
q-th element of the difference vector given by Dmsli^(q + \)/2. 
The discussion performed in this section shows that we can follow 
a similar procedure to the noiseless case for finding the clusters: 
1. Select an observation vector y[n], such that lly[n]ll >Amin, 
randomly as candidate basis vector for the ^-th cluster, y{. 
2. Search the whole data set, adding an observation to the 
potential colinear set, Ct, whenever d(<p(y[n]),<p(y{)) <Dmax-
3. If enough colinear observations are found (i.e. if the cardinality 
of Ct is large enough), accept Ct as a valid colinear set. 
Otherwise return to 1. 
As in the noiseless case, repeating this process L times (selecting 
new candidate vectors with an angular distance at least Dmax from 
previously accepted candidates) we find the desired clusters, as 
shown in Sections 6.3-6.5. The details of the final clustering 
approach proposed, called random search clustering (RSC) algorithm, 
are summarized in Table 3. Once clustering has been performed, the 
angular estimation can be done as in the histogram-based approach: 
estimating the ^-th angular vector as the average of all the angular 
Table 3 
Random search clustering (RSC) algorithm for identification of the directions of 
maximum data density. 
Forf = l L: 
1. While a colinear set for he is not available, randomly select a candidate 
vector, y[ne] — y(, such that 
lly[%]ll = llyfll>/lmin 
d(<?(yf),<?(yra))>D 
max 
for 1 < m < f — 1 and d(<p(ye),<p(ymy) given by (43). Initialize the candidate 
colinear set for he to this candidate vector, i.e. Ct — [nt] 
2. Search through the whole data vector, adding the n-th observation to Ce if 
and only if 
lly[n]ll >Amin 
max 
with d(<p(y[n]),<p(yt)) given by (43). In this case, set Ce —Ceu {n}. 
3. Accept the candidate vector if the cardinality of the candidate colinear set, 
\Ce , is greater or equal than Nmin. In this case, establish the final colinear 
set for he as Ct — Ct and obtain the estimate of the f-th angular vector, de, 
using (44). Otherwise, reject it and return to step 1 
vectors belonging to the ^-th colinear set, 
M\neCe 
4.4. Computational cost 
The computational cost of the RSC algorithm grows linearly 
with the number of samples and columns of the mixing matrix, 
i.e. its computational cost is 0(LN). The practical implementation 
of the algorithm requires a pre-processing step where all the 
output samples are checked. Those with lly[n]ll <Amin are dis-
carded, whereas the angles associated to the remaining samples 
are calculated and stored. The algorithm works with these angles, 
using them to find new candidate vectors and accepting or 
discarding them through simple comparisons, as described in 
Table 3. Hence, the constant multiplying the IN term in the 
computational cost ultimately depends on the number of useful 
samples, Nu = pN = (\—rj)r)l^N<N as defined in Section 5.3, as 
well as the number of trials required for obtaining all the valid 
directions, KL > L. This means that the computational cost is 
proportional to picLN < LN for large sparsity factors and moder-
ate/high SNRs. For example, for Q=5,1=8, r\ = 0.9, JV=10 000 and 
SNR=60 dB, we have p ss 0.0478 and an average value of K SS 6.73 
(obtained for 1000 simulations with randomly generated mixing 
matrices). Hence, pic^ 0.3217 and the computational cost of the 
RSC algorithm is roughly proportional to LN/3. 
5. Parameter selection for the RSC algorithm 
5.2. Norm threshold (Amin) 
The purpose of the norm threshold is discriminating between 
noise and signal vectors. It is used at two stages of the algorithm: 
initially in the random candidate vector selection stage, and later on 
for accepting or discarding vectors potentially colinear with the 
candidate. The threshold selection problem can be formulated as a 
binary hypothesis testing problem. On the one hand, the null or noise 
hypothesis, Ho, considers the n-th observation only due to noise, i.e. 
y[n] = w[n], and, assuming a1 =0%, for \<q<Q_, p(y[n]\H0) = 
Af (0,0^1). On the other hand, the signal hypothesis, H\, supposes 
that one or more inputs are active, i.e. y[n] =x[n]+w[n]. 
Unfortunately, an expression forp(y[n]|Hi) cannot be obtained 
without assuming a specific PDF for the inputs. Hence, in the 
sequel we concentrate on the null hypothesis and solve the 
problem using the Neyman-Pearson criterion [22]. Moreover, 
instead of working with the Q-dimensional vector y[n], we use 
the one-dimensional squared norm of the observations, 
X= lly[n]ll2, which is a sufficient statistic for this problem. The 
PDF associated to the squared sum of 0_ independent normal 
random variables with zero mean and unit variance is a chi 
square with 0_ degrees of freedom, XQ(X) [43]. Hence, the PDF for 
the null hypothesis is given by 
PA(Mn0)=^x2J^) 
uw \uw/ 
=2^0/2)(AT W-^M^)- (45) 
where r(Q_/2) is the gamma function [44], and the false alarm 
probability is 
Pfa = 1- PAV I «o) <U = 1 -P(A2min/(2a2w); Q/2), (46) 
Jo 
with P(x;a) denoting the incomplete gamma function [44]. 
Finding an analytical expression for the integral in (46) and 
any value of 0_ is not possible, so we cannot obtain a closed-form 
expression for Amin as a function of Pfa for the general case.2 
However, since P(x; a) is a strictly increasing function of x, the cost 
function, 
/(fmin) = P(Emin/(2a2w); Q/2)-(l -Pfa) (47) 
with Emin=A2nin, has exactly one zero, located at the desired 
value of £min. which can be easily found performing a few 
iterations of Newton's method [46], since P(x;a) is differentiable 
[44], and a closed-form expression can be provided for the 
derivative of (47): 
4/(£min) _ 1 (Emin\ (_ £ m i n \
 r 4 R ^ 
d£min 2cTir(Q_/2)\2crlJ V \ 2al)' K ' 
Fig. 5 shows the norm threshold obtained using Newton's method 
(initialized with £min(0) = lOcr2,) for Q=2, 0_=3 and Q=5, alto-
gether with the true value for Q=2. In all cases Amin decays 
exponentially with the SNR and, for Q=2, the value obtained 
using Newton's method is very close to the exact value, with a 
relative error around 0.03 regardless of the SNR. 
5.2. Colinearity thresholds (Dmax and DmaxJ 
The colinearity thresholds are used for two purposes in the 
RSC algorithm: selecting a new candidate vector which is not 
colinear with previously accepted candidates using Dmax, and 
deciding whether a new data vector belongs to the colinear set of 
a candidate or not using Dmax- In this sense, their role is similar 
to that of the bin size, A6, and the number of guard samples, Nz, 
in the histogram-based algorithm described in Section 3.2. 
Therefore, we set Dmax = A6/2 = n/(2Nb), where Nb would be the 
number of bins per output dimension of the equivalent (Q- l ) -
dimensional histogram, and Dmax = A0/2 = (2NZ + V)n/(2Nb), with 
Nz being the number of bins set to zero per output dimension of 
the equivalent (Q-l)-dimensional histogram to avoid double 
2
 Analytical expressions for the integral in (46) can only be found when Q/2 is 
an integer number [45], but finding a closed-form expression for Amin as a function 
of Pfa is not possible even in this case, except for Q.—2, where we have 
Amin = yj-2ol,\n(Pfa). 
10" 
10" 
E 
< 
10"' 
10" 
Q = 2 (Newton) : 
Q = 3 (Newton) : 
— Q = 5 (Newton) • 
Q = 2 (Exact) 
f ^ ^ w 
20 30 40 50 
SNR(dB) 
60 70 80 
Fig. 5. Norm threshold, Amin, as a function of the number of outputs, Q, and the 
SNR. Values obtained using Newton's method, and the true value for Q— 2. 
counting of a single valid direction.3 These choices ease the 
comparison with the histogram-based estimator for Q=2 and 
provide a straightforward geometric characterization of the 
colinear and exclusion sets. 
5.3. Minimum cardinality of the colinear set (Nmin) 
The minimum cardinality of the colinear set, Nmin, is used to 
determine whether a candidate basis vector is accepted or not. In 
this section we discuss two alternative approaches for obtaining a 
PDF-independent value for this parameter. In Section 5.3.1 we 
obtain a first value for Nmin, denoted Nhigh, taking into account 
only the distribution of the number of samples colinear with each 
of the columns of H. Then, in Section 5.3.2 we obtain an 
alternative value for Nmin, denoted N(ow, considering only the 
distribution of null samples. Unfortunately, the first threshold is 
too high for moderate/low SNR situations, whereas the second 
one is always too low. Hence, in Section 5.3.3 we show how a 
robust threshold can be obtained as a convex combination of 
those two thresholds using a factor that depends on the SNR. 
5.3.2. Upper bound for the threshold (NMgh) 
In the sequel we assume that the sparsity factor for all the 
sources is the same, r\, and define a colinearity factor, p, as the 
probability that a given observation belongs to the colinear set of 
the £-th output (1 < I < L): 
p = Pr{x[n] e ct) = Pr{0(s[n]) = [Oj_1,l,01T_,]T} = ( l - j / V " (49) 
where D(s[n]) = [D(Si[n]) Ofe[n]) D(st[n])]T is the vector 
obtained applying the indicator function to each component 
of s[n] independently. This factor could serve as the basis for 
a heuristic threshold, since the average number of useful samples 
for the ^-th source (i.e. the average number of samples where the 
^-th source is the only one active) is given by Nu = pN = N(\ -r\)r\1^. 
Hence, we could simply set N^n = CNU for some 0 < C < 1. 
Fig. 6 displays p as a function of r\ and I, showing that the maximum 
number of useful samples is obtained for a sparsity factor that 
depends on the number of inputs, and how this value decreases as 
L increases. 
3
 Note that this (Q-l)-dimensional histogram would require a total number 
of N?_1 bins, thus making it unfeasible for practical use even for small values of Q. 
In order to ensure a desired level for the probability of not 
detecting a valid candidate direction, we must analyze the 
distribution associated to the number of samples colinear with 
a column of the mixing matrix. For this purpose, we define 
sm •-
1, n(s[n]) = [0j_1,l,01T_,]T, 
0 otherwise. 
(50) 
For a fixed value of n, St[n\ is a Bernoulli variable with probability 
of success equal to p, i.e. B{[n] ~ B\ (p), whereas, as a function of n 
and assuming independence across trials (i.e. samples of the 
outputs),4 St[n\ is a Bernoulli process [43]. Therefore, the number 
of successes in N trials (i.e. the number of useful samples for the 
^-th source) is given by 
S9\N\ -. E Sd"l (51) 
a binomial distribution, i.e. S ^ N ] ' 
JuW] =NU = pN and a variance a. 
BN(P), with 
£,=fl-P) 
which follows 
an expected value 
Nu = p(\-p)N. 
Using sf\N] the problem has been reduced once more to a 
binary hypothesis testing problem that can be solved again using 
the Neyman-Pearson criterion for a desired non-detection prob-
ability, Pnd: 
P„d = MS?)[N]<Nhigh}-- E 
k = o 
•1-IP(Nhigh,N-Nhigh + \), 
N (l_p)fc/f-/< 
(52) 
where lx(a,b) denotes the incomplete beta function [44]. Unfortu-
nately, we cannot obtain a closed-form solution for Nhigh as a 
function of Pnd, but we can formulate it as a simple one-dimen-
sional integer optimization problem, 
(53) JV, high = argmax IP(N*,N-N* +1), 
1 < N* < N 
subject to 
IP(Nhigh,N*-Nhigh + ! ) > ! - (54) 
which can be easily solved taking increasing values of N* (starting 
at N* = 1) and selecting Nhigh as the largest value of N* such that 
(54) is still fulfilled. 
5.3.2. Lower bound for the threshold (Nlow) 
Alternatively, we may consider the noise samples falling 
within the colinear distance of a given direction, establish a 
maximum false alarm rate and obtain a lower bound for the 
threshold using the Neyman-Pearson criterion. The probability of 
having an observation which is only due to noise and belongs to 
the colinear set of the ^-th column of H is given by 
e = Pr{y[n] = w[n]eQ} 
= Pr{D(s[n]) = 0} x Pr{w[n] e Crf = (55) 
where we have taken into account the distance function proposed 
in Section 4.3, the parameter Dmax = n/(2Nb) defined in Section 
5.2, and the uniform angular distribution of noise samples. Now 
we follow an identical procedure to the previous section, defining 
^ [ n ] = 
1, y[n] = w[n]eQ, 
0 otherwise, (56) 
4
 This independence condition is strictly fulfilled by an instantaneous mixture, 
but not by a convolutive mixture. However, the memory of Ee[n] (related to 
maxLr) is typically very small compared to the data size, N, and thus it can be 
considered a good approximation. 
Fig. 6. Colinearity factor, p, as a function of the sparsity factor, tj, and the number 
of inputs, L. The dashed black line shows how the position of the maximum value 
of p increases as a function of L. 
which follows a Bernoulli distribution with success probability Q 
given by (55). Assuming independence across trials of *P^ [n] we 
obtain again a Bernoulli process, with the sum 
N 
sP>[N\=Y,VAri\, (57) 
n = 1 
following a binomial distribution, i.e. <S^0)[N]~Sjv(g), with an 
expected value jiHa =NW = QN and a variance a\ = (1 -g)Nw = 
Q(\-Q)N. Hence, we have another binary hypothesis testing pro-
blem that can be solved using the Neyman-Pearson criterion for a 
desired false alarm probability, Pfa: 
Pja = Pr{Sf>[N] > Nlow} = Ie(Nl0W,N-Nl0W +1). (58) 
Once more we cannot obtain an analytical expression for Ntow as a 
function of Pfa, but formulating (52) as a one-dimensional integer 
optimization problem, 
Nlow = argmax Ie(N*,N-N* +1), (59) 
1 < (V* < N 
subject to 
/e(N,0W,N*-N,0W + l)<P / f l , (60) 
we can easily solve it in the same way as before: taking increasing 
values of N* (starting at N* = 1) and selecting Ntow as the largest 
value of N* such that (60) is still fulfilled. 
5.3.3. Final threshold: convex combination of Nlow and Nhigh 
The colinearity thresholds obtained in the previous two sec-
tions have only considered the distribution of the number of 
samples colinear with a given column of H, for a given number of 
inputs and sparsity factor, both in the signal and the noise case. 
However, there are several factors that we cannot take into 
account without assuming a specific distribution for the inputs. 
On the one hand, by assuming that all the samples with St[n\ = 1 
belong to Q, we are ignoring those samples with lly^ [n]ll <Amin 
and/or d(y{[n\,y{) > Dmax in the calculus of Nhigh, which can then 
be considered an upper bound for the true threshold. On the other 
hand, by considering only false alarms due to noise, we are 
neglecting false alarms caused by combinations of two or more 
columns of H in the derivation of N(ow, which becomes a lower 
bound for the true threshold. Moreover, the thresholds obtained 
do not depend on the noise level, whereas it can be easily verified 
empirically that the SNR does have a great influence in the 
cardinality of the estimated colinear set. Hence, in this section 
we propose to find the colinearity threshold, Nmin, as a convex 
combination of those two thresholds, 
Nmin = (1 -a)N,0W + aNhigh, (61) 
with the factor a (0 < a < 1) depending on the SNR: 
a = [1 + io-<SVR<dB)-av'io<dB))/10]-1, (62) 
where SNR0(dB) is a parameter that has to be adjusted empirically 
as a function of the number of inputs. For low SNRs, i.e. 
SNR(dB) <^  SNRo(dB), a^O and Nmin ^N,ow, whereas for high SNRs, 
i.e. SNR(dB) >SNR0(dB), a->l and Nmin->Nhigh, as can be seen in 
Fig. 7. This is the typical behaviour of a sigmoidal curve, 
frequently used in neural networks, and follows from the use of 
the well-known logistic function, f(x) = (l+exp(-/?x))_1 with 
x = SNR(dB)-SNR0(dB) and p = ln(10)« 2.3, for the factor a. 
5.4. Parameter interrelation 
In the previous sections we have described a way of selecting 
the parameters for the RSC algorithm (Amin, Dmax, Dmax and Nmin) 
separately, assuming a minimal amount of information: additive 
white Gaussian noise with variance er ,^ individual samples for the 
sources distributed according to (8) (without supposing any 
particular active PDF), and knowledge of the sparsity factor, r\. 
Unfortunately, all the parameters are interrelated, preventing this 
parameter selection approach from being globally optimum. Here 
we briefly discuss how the different parameters influence 
each other. 
First of all, we note that the Neyman-Pearson approach 
described in Section 5.1 for selecting the norm threshold guaran-
tees the desired false alarm rate for noise samples (i.e. the 
probability of accepting an invalid noise sample), Pfa, but ignores 
the false alarms caused by two or more sources being active 
simultaneously. Moreover, this approach does not care about the 
non-detection probability (i.e. the probability of discarding a valid 
sample), Pnd, and many valid samples may be discarded, as shown 
by (67)-(69). Therefore, the number of useful samples for the 
algorithm will be typically lower than expected, and thus Nmin 
should be decreased by a factor dependent on Amin to compensate 
this fact. Unfortunately, unless a specific active PDF is assumed, 
this can only be corrected heuristically. Besides, we have found 
that, for the high sparsity factors typically considered and 
moderate values of Pfa and Pnd, the decrease in the number of 
useful samples is not too severe and the algorithm shows a good 
performance without any modification. 
The second set of parameters, Dmax and Dmax, correspond to 
the colinearity thresholds, which may be selected independently 
from the remaining parameters, as described in Section 5.2. The 
parameter Dmax is only used to avoid double counting of a valid 
direction, so we simply fix it to a reasonable value (i.e. a 
minimum angular distance). The choice of Dmax is more delicate, 
since it influences the number of useful samples available and 
thus the choice of Nmin. Selecting Dmax too small may result in 
many valid samples being discarded in noisy situations, whereas 
selecting it too large may prevent the identification of two close 
directions and increases the probability of accepting invalid noise 
samples. The optimum value for this parameter depends on the 
active distribution of the sources as well as the noise level, being 
hard to find even with perfect knowledge of the sources' PDF. 
Hence, we set it to a reasonable value and adjust Nmin as a 
function of the SNR instead. 
Finally, the minimum cardinality of the colinear set, Nmin, is 
probably the most important parameter, since it is directly 
influenced by the selection of Amin and Dmax. and its choice is 
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critical for the good performance of the algorithm: setting it to a 
very low value results in random invalid directions being 
accepted, whereas using a very high level means that some valid 
directions may never be found. Throughout the simulations we 
have discovered that the method described in Section 5.3 pro-
vides a good performance, but the choice of the parameter SNR0 is 
critical. This issue shall be further studied in the future. 
6. Simulations 
6.2. Mixing matrices 
This section describes the mixing matrices used in the simula-
tions. Since the RSC algorithm focuses on the estimation of the 
directions of the clusters (i.e. the angular matrix <D), the ampli-
tudes for all the mixing matrices used in the simulations are set to 
one for all the sources (i.e. A = I, with I denoting the L x L identity 
matrix), implying that H = <D. In the sequel we consider three 
cases: Q=2, where the RSC method is compared with the 
histogram-based approach; Q=3 and Q=5, where the histo-
gram-based approach, as described in [23], cannot be applied. In 
all cases the results shown in the simulations are obtained 
averaging over 20 random matrices, generated choosing the 
angles uniformly inside [0,7t] with a restriction on the minimum 
angular distance between any two columns of the mixing matrix 
similar to the one imposed in [20]. This restriction is necessary to 
avoid ill-conditioned mixing matrices, which cannot be properly 
identified by any BSS algorithm, and amounts to discarding those 
matrices such that 
9q,€-9q,r\ < A6n (63) 1 < q < Q - l 
for 1 <€,T<L, t^r, and Aemin = 7i/30 when Q=2 (i.e. 1/3 the 
minimum angular distance required in [20]) and A6min = n/W for 
Q=3 and Q=5 (i.e. the same minimum angular distance required 
in [20]). 
6.2. Synthetic data: noiseless instantaneous case 
6.2.1. Two outputs 
In this section we illustrate the performance of the 
algorithm for Q=2 and 1=3 in the absence of noise (i.e. er^  
or equivalently, SNR(dB) = oo), comparing it with the histogram-
based approach, for inputs distributed according to the B-G model 
with aj = 1 and a mixing matrix constructed using an angular 
vector 0 = [97i/40,7i/4,10l7t/240]T: 
H i = <Di 
COS(0) 
sin(0) 
0.7604 0.7071 0.2462 
0.6494 0.7071 0.9692 
(64) 
This matrix is designed to obtain the two extreme possible 
situations for the histogram-based clustering algorithm with 
N6 = 180 (an angle falling exactly in the middle of a bin, 
0-[^ = 97t/40, and an angle falling just in the frontier between 
two bins, 012 = 7t/4), as well as an angle mid-way between these 
two situations, 01>3 = 10l7t/204. 
For the RSC algorithm, following the parameter selection 
approach described in Section 5 we obtain Amin = 0 for any Pfa, 
andNrr = JV, high' since a -> 1 as SNR(dB) -> oo, with Nhigh correspond 
RSC 
= 0, 
ing to Pnd = W~'1. Moreover, we take Dmax = 7t/180 for the mini-
mum distance between two valid directions and, since the angular 
distance between two observations belonging to Q is always zero in 
the noiseless case, theoretically we could set Dmax = 0. However, we 
take Dmax = 10~9 to account for numerical errors in the floating 
point representation of the simulation software. Using these para-
meters, the RSC algorithm always obtains a perfect estimation for all 
the unknown angles defining the columns of Hi (with an MSE 
around 300 dB, only limited by the resolution of the simulation 
software) and all the variables tested: 0.5 < r\ < 0.95 (with a step 
size equal to 0.05) and N e {1000,2000,5000,10 000}. 
Regarding the histogram-based algorithm, we set N6=180 and 
N z =l , obtaining a bin size A6 = 71/I8O and an exclusion set with a 
width of + 37t/360 rad around the centre of each selected bin. 
The performance of the histogram using these settings is shown 
in Fig. 8 for N= 5000 as a function of r\, both separately for each 
angle and globally for the whole angular vector. Unlike the RSC 
algorithm, which provides a uniform performance for all the 
angles and variables tested, the results for the histogram-based 
algorithm show a large dependence on the relative position of the 
true angle inside a bin, as well as on the sparsity factor, r\. Similar 
results have been obtained for other mixing matrices, leading us 
to conclude that, in the noiseless case, the RSC algorithm is much 
more robust than the histogram-based approach, since its per-
formance does not depend on the true value of the angle, the 
sparsity factor or the number of data points. 
6.2.2. More than two outputs 
For Q_ > 2 the histogram-based approach becomes unfeasible. 
Hence, in this section we just analyse the performance of the 
noiseless RSC algorithm for Q=3 and 1=5, as well as Q=5 and 
1=8. In both cases we use again the B-G model with er? = 1 for the 
inputs and the mixing matrices are obtained from a single 
realization of the random angle generation mechanism described 
in Section 6.1, using Matlab's r a t function afterwards to obtain a 
simple rational approximation for the final angles. In particular, 
the angular vectors obtained for the (Q,L)=(3,5) case are 
01 = [524K/923,2497t/302, 197TI /367 , 1 2 2 T I / 2 4 1 , 48TI/83] T , 
02 = [3957t/588,11 ITI /617 , 1 IOTI /961 , 287TI /776 , 253TI /464] T , 
(65) 
and the corresponding mixing matrix, H2 = fl>2, is constructed using 
(26) with the angular vectors given by (65). For the (Q,L)=(5,8) case 
we can group the four angular vectors in a matrix, 
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Fig. 8. MSE obtained in the noiseless case estimating the matrix in (64) with the 
histogram using N=5000, N6 = 180 and Nz=l. 
Table 4 
Failure situations of the RSC algorithm for the (Q,L)=(5,8) case. 
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(66) 
constructing the associated mixing matrix, H3 = <D3, as before: using 
(26) with the angles given by (66). 
In this case, using the same settings as in the previous section, 
we notice that the RSC algorithm either obtains a perfect estima-
tion (with an MSE around 300 dB again) or does not work at all 
(i.e. the MSE obtained is close to 0 dB). The reason for this 
behaviour is that, for some combinations of r\ and N, the number 
of useful samples, Nu, may be too low. Thus, the colinearity 
threshold, N„ --N, high. which is a nonlinear function of N,,, is 
too low and random directions are very likely to be accepted as 
valid. Table 4 summarizes the situations where the RSC algorithm 
fails, altogether with the associated value of Nmin. In all the cases 
Nmin goes down to 0 or 1, meaning that any non-zero observation 
not colinear with previously detected directions is accepted as a 
new valid basis vector. As soon as this colinearity threshold is 
greater than one, the algorithm works perfectly in the noiseless 
situation, as observed in the (Q,L)=(5,8) case where for N=1000 
and r\ = 0.65 we already get Nmin = N^ •. 
and r\ = 0.55 we obtain Nmin = Nhigh •• 
-. 4, whereas for N=2000 
= 2. In both cases the RSC 
algorithm shows an excellent performance, attaining again an 
MSE around 300 dB. 
6.3. Synthetic data: noisy instantaneous case 
6.3.1. Two outputs 
In this section we compare the performance of the RSC algorithm 
with that of the histogram when the observations are corrupted by 
additive white Gaussian noise. For the RSC algorithm, we first set 
SNR0(dB) = 40. Then, following again the parameter selection pro-
cedure of Section 5, we obtain Dmax = TI/360 and Dmax = TI/120 in 
all cases, as well as Amin and Nmin for each noise level and sparsity 
factor. Regarding the histogram-based algorithm, we also use 
N6=180 and N z=l to allow for a fair comparison. 
First of all, we show an example of the typical behaviour of 
both algorithms using the mixing matrix given by (64) and the 
B-G model for the sources. Fig. 9 compares the performance of 
both methods in terms of their MSE as a function of the sparsity 
factor for SNR=60dB, whereas Fig. 10 shows their performance 
as a function of the SNR for r\ = 0.7. In both cases the MSE values 
are obtained averaging 1000 simulations for each SNR and 
sparsity factor. On the one hand, from Fig. 10 we notice that the 
RSC performs better for low and high signal to noise ratios (below 
25 dB and above 40 dB in this case) with an improvement in MSE 
above 15 dB in some cases, whereas the histogram seems to 
provide some advantage in the intermediate region (30 and 
35 dB). On the other hand, from Fig. 9 we see that the perfor-
mance of both algorithms depends greatly on the sparsity factor, 
since the MSE obtained improves notably as r\ increases from 
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0.5 to 0.8. For higher sparsity factors the MSE obtained by the RSC 
algorithm does not improve much more (and even becomes 
worse for r\ = 0.95), since the number of useful samples decreases 
(see Fig. 6), whereas the MSE obtained by the histogram keeps 
improving, as the peaks become more prominent, compensating 
the decrease in the number of useful samples. 
Finally, in order to analyse the behaviour of the RSC and 
histogram algorithms for different mixing matrices, we have 
generated 20 random matrices following the method described 
in Section 6.1, performing 1000 simulations for each value of SNR, 
N, r\ and model (B-G, B-L and B-U). The resulting MSE is shown in 
Table 5 as a function of N for two fixed sparsity factors {r\ = 0.7 
and r\ = 0.9), and in Table 6 as a function of the SNR for the same 
two sparsity factors. On the one hand, the RSC algorithm provides 
better results than the histogram-based method overall, espe-
cially for moderate sparsity factors (e.g. r\ = 0.7) and large SNRs. 
On the other hand, the histogram-based method seems to provide 
some marginal advantage for highly sparse signals (e.g. r\ =0.9), 
particularly for the B-L and B-U models. 
Regarding the three models considered, the best results are 
always obtained for the B-U model, whereas the B-L model 
provides the worst results, with the B-G model falling in between. 
This behaviour can be easily explained calculating the non-
detection probability, i.e. the probability of a valid sample falling 
below the norm threshold, for each model. Integrating (9) 
between -Amin and Amin, we obtain the non-detection probability 
Table 5 
Average value of -10 log]0(MSE), as a function of r\ and N, for noisy instantaneous 
mixtures with 20 random mixing matrices, SNR=60 dB, Q.—2, and L—3. 
n N RSC Histogram 
B-G B-L B-U B-G B-L B-U 
0.7 1000 72.3 69.1 74.5 65.9 66.4 71.3 
2000 74.2 70.8 76.5 66.8 67.8 72.3 
5000 76.3 72.4 78.7 67.5 69.1 73.1 
10 000 78.1 72.9 80.6 67.8 69.6 73.4 
0.9 1000 73.4 70.8 75.2 72.6 71.7 78.4 
2000 75.9 72.9 77.5 75.1 74.2 80.4 
5000 78.7 75.4 80.7 77.1 76.8 82.4 
10 000 80.5 76.4 82.3 78.4 78.6 83.4 
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Fig. 11. Non-detection probability, P„d, for the B-G, B-L and B-U models as a 
function of the SNR. 
for the B-G model in the noiseless case: 
:Pr{ | / r [n] |<A m i n } = (67) 
where erf(x) denotes the well-known error function [44]. Simi-
larly, integrating (11), the non-detection probability for the B-L 
model becomes 
Pnd = Pr{ |/r[n] | < Anm) = 1 -exp 2F 
"/ 
whereas, integrating (13), for the B-U model we have 
:Pr{ | / r [n] |<A m i n } = 
(68) 
(69) 
Fig. 11 displays these three probabilities as a function of the SNR, 
showing that the lowest Pnd corresponds to the B-U model, 
whereas the B-L model presents the highest Pnd. This implies that 
the number of useful samples will be typically higher for the B-U 
model than for the B-G model, which will in turn have a higher 
number of useful samples than the B-L model, thus leading to 
better numerical results in the end. 
Table 6 
Average value of -10 log]0(MSE), as a function of the SNR, for noisy instantaneous 
mixtures with 20 random mixing matrices, N—10 000, Q.—2, and L=3. 
1 
0.7 
0.9 
SNR (dB) RSC Histogram 
B-G B-L B-U B-G B-L B-U 
20 3.7 3.7 3.0 12.4 4.9 5.4 
30 7.6 7.8 6.4 46.8 48.0 46.2 
40 53.4 56.1 52.9 53.5 55.2 52.5 
50 71.2 62.9 69.7 62.7 64.4 64.2 
60 78.1 72.9 80.6 67.8 69.6 73.4 
70 85.3 81.4 87.5 69.3 70.8 76.0 
80 90.1 87.7 92.1 69.7 71.0 76.5 
20 5.9 6.6 4.9 20.9 14.9 15.1 
30 13.9 15.0 12.2 49.7 51.2 48.2 
40 56.5 56.0 57.7 59.9 61.4 58.6 
50 69.3 69.2 73.8 71.5 72.9 72.2 
60 80.5 76.4 82.3 78.4 78.6 83.4 
70 86.6 83.8 87.8 80.1 79.6 86.7 
80 90.3 88.6 90.9 80.5 79.8 87.3 
6.3.2. More than two outputs 
Once more, given the unfeasibility of the histogram-based 
algorithm for 0_ > 2, in this section we simply analyse the 
performance of the noisy RSC algorithm. We use again the B-G 
model with aj = 1 for the inputs and the same parameters as in 
Section 6.3.1, except for SNRQ(dB), which is set to 50, and N6=30, 
thus obtaining Dmax = K / 6 0 and Dmax = K/20 . 5 
First of all, Fig. 12 shows an example of the MSE for Q=3 and a 
mixing matrix H2 constructed using (65) as a function of the SNR 
for several values of N and sparsity factors, whereas Fig. 13 does 
the same for Q=5 and H3 obtained from (66). In both cases the 
behaviour of the RSC algorithm is similar to the Q=2 case: its 
performance improves dramatically above an SNR threshold, 
which is located around 40 dB in this case. Increasing the number 
of samples available or the sparsity factor improves the results, 
5
 Note that increasing the colinearity thresholds, Dmax and Dmax, allows us to 
reduce the effect of noise dispersion around the true angles without decreasing 
the performance of the algorithm, since there are more angular directions 
available to discriminate between basis vectors. 
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Fig. 12. MSE obtained in the instantaneous noisy case estimating the 3x5 matrix 
H2 with the RSC algorithm as a function of the SNR and N for r\ — 07 and r\ — 0.9. 
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Fig. 13. MSE obtained in the instantaneous noisy case estimating the 5x8 matrix 
H3 with the RSC algorithm as a function of the SNR and N for r\ — 0.7 and r\ — 0.9. 
although the qualitative behaviour of the method does not 
change. 
Finally, we also study the behaviour of the RSC algorithm for 
different mixing matrices, following the same procedure used in 
Section 6.3.1: generating 20 random matrices following the method 
described in Section 6.1 and performing 1000 simulations for each 
value of SNR, N, t] and model (B-G, B-L and B-U). The resulting MSE 
is shown in Table 7 as a function of the SNR for N=10 000 and 
r\ = 0.9. We note that the results are again consistent with the Q=2 
case: the B-U model is still the best, the B-L is the worst and the B-G 
model lies somewhere in between. Qualitatively the results are also 
similar to those shown in Figs. 12 and 13: the performance of the 
algorithm improves dramatically above a minimum SNR that 
depends on the case (i.e. the values of Q_ and I) and the model. 
6.4. Synthetic data: convolutive case 
The RSC algorithm focuses on the estimation of the mixing 
matrix, regardless of whether the mixture is instantaneous or 
convolutive. However, convolutive mixtures may easily result in 
large mixing matrices, and the number of useful samples for the 
Table 7 
Average value of -10 log]0(MSE), as a function of the SNR, for noisy instantaneous 
mixtures with 20 randomly generated mixing matrices, r\ — 0.9 and N—10 000. 
SNR (dB) B-G B-L B-U 
20 2.4 2.4 2.8 
30 4.9 4.4 6.3 
40 11.7 9.7 15.1 
50 36.6 32.7 40.4 
60 68.3 44.0 67.4 
70 70.6 68.9 72.3 
80 71.8 70.5 73.6 
20 -0.9 -0.8 -0.8 
30 0.1 0.1 0.1 
40 24.9 3.1 3.1 
50 44.8 18.4 21.9 
60 67.0 60.6 63.1 
70 68.0 66.1 69.0 
80 68.4 66.6 71.2 
algorithm may decrease slightly due to the channel's memory 
(especially for large values of Lr). Hence, in this section we provide 
a simulation for a noisy convolutive mixture. The goals of the 
simulation are two. On the one hand, showing that the performance 
of the RSC algorithm is similar to the one obtained for an instanta-
neous mixture. On the other hand, finding out the maximum 
dimension of the mixing matrix for which the RSC algorithm still 
provides acceptable results. We perform a simulation using the B-G 
model with Q=5 outputs, R=2 sources, sparsity factor f/ = 0.9, 
N=10 000 samples, SNR=80dB, and channels' lengths 
Lqr = Lr = L/2, with Lr changing from 1 to 15. We notice that, even 
though the number of sources is smaller than the number of 
outputs, the problem becomes under-determined as soon as 
Lr > 2, since the dimension of the mixing matrix is 0_ x I, which 
ranges from 5 x 2 for L r=l up to 5 x 30 for Lr=15. For each case 
20 mixing matrices are randomly generated following the procedure 
described in Section 6.1 and 100 simulations are performed. 
The results are shown in Fig. 14. For 2 < L < 14 the average MSE 
lies between 64.9 and 76.6 dB, which is similar to the 68.4 dB 
obtained in the instantaneous case for 5 x 8 mixing matrices (see 
Table 7). For larger values of I the average MSE falls drastically from 
43.0 dB for 1=16, down to 20.3 dB for 1=18 and 14.6 dB for 1=30, 
implying that some clustering directions are not properly identified. 
However, we notice that the maximum MSE value falls down much 
more smoothly, remaining above 50 dB in all cases. This shows that, 
although the risk of having ill-conditioned matrices and undetected 
directions increases with I, there are some matrices which can be 
properly estimated even for large values of I. For example, for L= 18 
an MSE above 60 dB is obtained for 14 out of the 20 matrices, but 
the poor MSE obtained in the remaining six cases decreases the 
average MSE down to 20.3 dB. Hence, as a conclusion we remark 
that the performance of the algorithm depends on the ratio between 
the number of columns and rows of the mixing matrix (with good 
results obtained up to L/Q_ ss 3) and not on whether the mixture is 
instantaneous or convolutive. 
6.5. Real data 
In this section we present some results with real data. We 
focus on musical and voice signals, making use of two of the data 
sets introduced in [9] and performing similar experiments to 
show the potential of our approach.6 
6
 All the data sets used in [9] are freely available to download from http://  
www.ac.upc.es/homes/pau/. 
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Fig. 14. Average, minimum and maximum MSE for the convolutive noisy case 
estimating a 5 x i (2<L<30) matrix with the RSC algorithm for SNR=80dB, 
>7 = 0.9 and N=10 000. 
6.5.1. Six flutes experiment 
The first experiment is performed with the SixFlutes data set: the 
sound of a flute playing six different steady musical notes, digitally 
recorded with a sampling frequency fs=44.1 kHz and 16 resolution 
bits. From this recording, N=32 760 samples were taken to con-
struct each of the R=6 inputs, which were then mixed to obtain the 
Q= 3 outputs using M= 1000 different 3 x 6 mixing matrices (i.e. we 
consider instantaneous mixtures) randomly generated following the 
procedure described in Section 6.1. Although the resulting mixtures 
are not sparse at all in the time domain, transforming them into the 
frequency domain using a single FFT provides us with a sparse 
output signal where we can apply our algorithm. This situation is 
clearly illustrated in Fig. 15, which shows the scatter plot both in the 
time and the frequency domains. On the one hand, in the time 
domain (Fig. 15(a)) the outputs do not tend to cluster around the 
directions of the mixing matrix and the RSC algorithm cannot be 
applied. On the other hand, in the frequency domain (Fig. 15(b)) the 
clusters around the directions of the mixing matrix can be clearly 
distinguished and the RSC algorithm (applied with Amin = 20,7 
Dmax = K/60 , Dmax=n/20 and Nmin = 40) is able to estimate the 
mixing matrix with an average MSE of 22.6 dB. 
6.5.2. Five songs experiment 
As a second experiment, we consider the FiveSongs data set: five 
musical pieces (two classical and three pop/folk music) extracted 
from standard CDs (i.e. /s=44.1 KHz and 16 resolution bits), down-
sampled t o / s =l 1.025 KHz monophonic signals. Instantaneous mix-
tures are generated from these signals taking N=52 821 samples to 
construct each of the R=5 inputs and generating M= 1000 different 
3 x 5 mixing matrices randomly according to the procedure 
described in Section 6.1. Once more, since the signals are not sparse 
in the time domain, we apply the FFT to represent them in the 
frequency domain. However, unlike the previous example, these 
signals are not very sparse in the frequency domain either, as can be 
seen in the scatter plot shown in Fig. 16(a). Applying the RSC 
algorithm with/lmin = 50,8 Dmax = 71/6O, Dmax = 7i/20 and N^ = 40 
we are often able to extract the true clustering directions imposed 
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 The large value of Amin is due to the fact that we do not require the output 
signals to be normalized, so max|V,(<B)| ~ 4545.4. 
8
 The large value of Amin is again due to the fact that the output signals are not 
normalized, so we have max|V,(<B)| ~ 494.4. 
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Fig. 15. Example of a three-dimensional scatter plot for the six flutes experiment 
(Q=3 outputs, L—6 inputs), (a) Scatter plot in the time domain, (b) Scatter plot in 
the frequency domain. 
by the columns of the mixing matrix with an MSE up to 25.8 dB, as 
shown in Fig. 16(b), and recover the original sources quite reliably 
using the pseudoinverse of the estimated matrix, as shown in 
Fig. 17. Unfortunately, for some ill-conditioned mixing matrices 
one or more clustering directions are not properly estimated, so the 
average value of the MSE is only 4.90 dB. Nevertheless, if we 
consider only the four best clustering directions this MSE becomes 
11.43 dB and for the best three directions we obtain 18.56 dB, which 
is close to the value obtained for the previous experiment, where we 
always achieve a good estimation for all the clustering directions. 
As a conclusion, we remark that this data set is not sparse 
enough for the application of our algorithm even in the frequency 
domain. Hence, we are always able to properly estimate the best 
three clustering directions, but the fourth and fifth directions are 
sometimes not properly estimated. 
7. Conclusions and future lines 
In this paper we have proposed a novel random search clustering 
(RSC) algorithm for mixing matrix identification in MIMO linear 
blind inverse problems with sparse inputs. The method exploits the 
sparsity of the inputs to estimate the columns of the mixing matrix, 
which can be seen as the basis vectors in a non-orthogonal 
expansion, by randomly selecting an observation and accepting or 
discarding it based on the cardinality of its colinearity set. The 
proposed approach is able to work with any number of inputs and 
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using the Bernoulli-Gaussian, Bernoulli-Laplacian and Bernoulli-
Uniform models confirm its excellent performance for moderate/ 
high SNRs, with a behaviour not depending on the output dimen-
sion, but rather on the number of inputs/outputs ratio. Finally, two 
examples with real data (musical notes and songs) have been 
provided, showing the good performance of the algorithm in the 
transformed Fourier domain. 
In this paper we have concentrated on the development of the 
algorithm and its theoretical aspects, including a robust and general 
parameter selection procedure. Hence, a first future line of research is 
analysing its performance more thoroughly with real data, such as 
biomedical signals (e.g. electrograms recorded on patients with atrial 
fibrillation) or speech/audio signals. Additional lines of research 
include extending the proposed approach for exploiting any observa-
tion where no more than Q_ inputs are active, developing an on-line 
algorithm for detecting the number of inputs and estimating them 
simultaneously, or even applying it to post-nonlinear mixtures. 
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Appendix A. Angular error for the noisy case 
For the noisy case, the first component of the angular vector, 
<p(yt[n\), when only the ^-th source is active is given by 
(yf[n\ 
<Pi(y [^n]) = arctan -^r— (xfm 
-. arctan | - ^ — V4>] + 6 > ] 
(A.1) 
where we have used Taylor's theorem for (1+x) 1 around x=0 
with a single term, and 
5 > ] = w2[n] wi[n]yf[n] 
x?'[n] (x^rnKl+e^rn]))2 (A.2) 
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n x104 
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n
 x104 
Fig. 17. Example of a true input signal (top) and the signal recovered using the 
pseudoinverse of the estimated matrix (bottom) for the five songs experiment. 
is the Lagrange form of the remainder, with 0 < |e^i:,[n]| < 
w^nyx^Vll- Applying again Taylor's theorem to arctan(x) around 
x = xf^rii/x^n] using a single term, (p^ (yt[ri\) = f5w + A$ w , with 
A0 1,€ z 
1+(<5?W (A.3) 
^
 L J
 »v(1 :«rnll l l lv(1 :« 
and x^2)[n]/x^1)[n]|-|^1)[n] < \d^\n]\ < |xf[n]/x^[n]| + \$\n]\ for 
the remainder. 
Following a similar procedure for 2<q<Q_—\ we obtain 
(PqiVtW) = sign(y(J)[n])s([n]6qi( + A0q,€, with 
where sign(y^1)[n])s^[n] = 1 for x^[n] > w^ [n], 
w,
 + i[n] yf + 1)[n] 2x™[n]Tw1:q[n] + \\w1:q[ri\\\2 
llx<,1:«[n]ll \\xfq>[n]\\ X 2llx<1:«[n]ll2(l+£f[n])3/2 ' 
the first remainder is given by 
0 < \ef[n]\ <(2|x<,1:*[n]Tw1:(,[n]| + llw1:(,[n]ll2)/llxf'')[n]ll2, (A.6) 
outputs, instantaneous and convolutive mixtures, and its computa-
tional cost grows linearly with the number of samples, sources and 
observations. Moreover, besides their sparsity no specific PDF for the 
inputs has been assumed, thus making the method applicable to a 
wide range of problems. Simulation results with synthetic data 
and the second remainder by 
v(9 + l) [n]|/llx<1:«[n]ll2-|4*[n]|<|4*[n]| 
<|x«+>]|/llx<1:>]ll2 + | 6 > ] 
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