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1 引言
交通事故多发点段可以理解为一条交通道路上发生交通
事故密度大的地方[10-17，44-52]，D BSCA N 算法是基于密度的聚类分
析[2-4，6，8-9，18-39]算法。应用在交通事故多发点段的排查中就是基于
交通事故密度的交通黑点查找的聚类分析算法，而基于密度的




数，因此 D BSCA N 算法在道路交通事故多发点段的智能排查
上就可以理解为排查在半径为 ε公里内发生 M inPts 以上交通
事故的地点或者路段。这也和我国对于交通事故多发点段的规
定不谋而合。所以可以采用 D BSCA N 技术的方法对交通事故
多发点段进行排查。
2 基于 D BSCA N 算法的交通事故多发点段排查方法
2.1 核心思想[10-17，44-52]





下面是 D BSCA N 算法的交通事故多发点段排查方法在交
通事故黑点排查中的一些定义：
（1）定义 1（核心交通事故点）给定 ε、M inPts，若交通事故
点 p 的 ε邻域包含的交通事故对象个数|Νε（p）|≥M inPts，则称
p 是核心交通事故点。




（3）定义 3（密度可达）给定一个交通事故集合 D ，当存在
一个事故对象链 p1，p2，⋯，pn，p1=q，pn=p，对 pi∈D ，pi+1 是 pi 关
于 ε和 M inPts 直接密度可达的，则称事故对象 p 从事故对象 q
关于 ε和 M inPts 密度可达（非对称）。
（4）定义 4（密度相连）如果事故对象集合 D 中存在一个
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事故对象 o，使得事故对象 p 和 q 是从 o 关于 ε和 M inPts 密度




D BSCA N 检查数据库中每个点的 ε-近邻。若一个事故对
象 P 的 ε-近邻包含多于 M inPts 个事故点，就要创建包含 P 的





2.2.1 D BSCA N 算法的特点[40-43]
D BSCA N 算法是一种基于密度的空间聚类算法。该算法利
用基于密度的聚类（或者类 cluster）概念，即要求聚类空间中的
一定区域内所包含对象（点或其它空间对象）的数目不小于某








为了找到一个类，D BSCA N 从 D 中找到任意对象 p，并查
找 D 中关于 ε和 M inPts 的从 p 密度可达的所有对象。如果 p
是核心对象，也就是说，p 的半径为 ε的邻域所包含的对象数
不小于 M inPts，则根据该算法可以找到一个关于参数 ε和
M inPts 的类。如果 p 是一个边界点，即 p 的半径为 ε的邻域中
包含的对象数小于 M inPts，则没有对象从 p 密度可达，p 被暂





因此，在进行聚类之前，必须建立存储结构。D BSCA N 要求用户
指定一个全局 ε值（为减少计算量，M inPts 经常设定为 4）。为








用 D BSCA N 算法进行大规模数据库聚类时，一方面，需要大量



























结构也相对简单，占用内存比较少。作为传统的 D BSCA N 算法
还有一个最大的缺点，就是对输入参数十分敏感。算法中有两
个主要参数，就是上面提到的 ε和 M inPts。因为事先不能确定






















（1）多发点，为 500 m 范围内，一年之中发生 3 次重大以上
交通事故的地点。
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SCA N 算法敏感的参数，一个是 ε-近邻，也就是 ε邻域，另一个
是 M inPts。《全面排查交通事故多发点段工作方案》中规定：多
发点，为 500 m 范围内，一年之中发生 3 次重大以上交通事故
的地点。在算法中 500 m 就可以理解为 ε邻域为 500 m ，3 次重
大以上交通事故就可以理解为 M inPts 是 3。多发段，为 2 000 m
范围内或道路桥、涵洞的全程，一年之中发生 3 次重大以上交
通事故的路段。可以理解为 ε邻域为 2 000 m ，M inPts 仍然是
3。《2002 年预防道路交通事故工作方案》中规定的地、市级排
查重点事故多发点段是：2001 年以来发生一次死亡 3 人以上
事故的普通公路的点段和 3 次以上带有规律性死亡事故的点









3 基于 D BSCA N 算法的交通事故多发点段排查方
法的改进
3.1 改进方法
基于 D BSCA N 算法的排查模式（第一种排查模式）的基本
思想就是：首先人为确定一个 ε邻 域 （km ）和 最 少 事 故 点
M inPts，算法寻找这样的核心事故点，该事故点 ε邻域范围内





















首先也要确定 ε邻域（km ）和最少事故点 M inPts，但是在这里



























伤 1 至 2 人，或者财产损失机动车事故不足 1 000 元，非机动
车事故不足 200 元的事故；一般事故，是指一次造成重伤 1 至
2 人，或者轻伤 3 人以上，或者财产损失不足 3 万元的事故；重
大事故，是指一次造成死亡 1 至 2 人，或者重伤 3 人以上 10 人
以下，或者财产损失 3 万元以上不足 6 万元的事故；特大事故，
是指一次造成死亡 3 人以上，或者重伤 11 人以上，或者死亡 1






















































































R EA D BA D H U R T LO SS LO ST
6 2 1 2 6
表 2 各属性权重表
表 3 各交通事故点损失表
事故 1 事故 2 事故 3 事故 4 事故 5 事故 6 事故 7




































设置：半径为 1 km （ε邻域），发生 3 次（M inPts）以上交通
事故。排查结果：该 7 个事故点共同构成一个交通事故黑点。分
析：7 个事故点占用了长为 2.18 km 的路段，在这范围内，每个
事故点的 1 km 半径范围内都有 3 起以上的交通事故。
设置：半径 600 m 范围内发生 3 次以上交通事故。排查结
果：点 1、2、3、4、5、6 这 6 个点构成一个交通事故黑点。分析：因
为点 6 与点 7 之间的距离为 880 m ，所以点 7 的 600 m 半径范
围内无交通事故，同样点 6 的 600 m 范围内也不包含点 7，所
以点 7 成为孤立点，可以理解为噪声。
设置：半径 500 m 范围内发生 3 次以上交通事故。排查结
果：点 2、3、4、5、6 这 5 个点构成一个交通事故黑点。分析：因为
点 1 与 2 之间距离，点 6 与 7 之间距离都大于 500 m ，所以，点
1 与点 7 就与其它点相分离，成为孤立点。
设置：半径 400 m 范围内发生 3 次以上交通事故。排查结
果：点 2、3、4 这 3 个点构成一个交通事故黑点。分析：点 1 与
2，点 4 与 5，点 6 与 7 之间距离都大于 400 m ，所以，点 1、7 成
为孤立点。虽然点 5、6 距离近，但是它们的 400 m 半径内只有
2 个事故点，小于规定的 3 次交通事故，所以被孤立。
（2）用排查模式 2 对数据进行排查
设置：半径为 1 km （ε邻域），发生 3 次（M inPts）以上交通
事故。交通黑点阈值为 18。排查结果：没有构成一个交通事故
黑点。分析：按照排查模式 1 的结果 7 个点可以聚为一个类，它
们的总损失为 13.565，占用了 2.18 km 的路段，时间间隔是 0.5
年。所以平均道路损失是 13.565/2.18/0.5=12.445<18（阈值），不
能构成交通黑点。
设置：半径 600 m 范围内发生 3 次以上交通事故。排查结
果：点 1、2、3、4、5、6 这 6 个点构成一个交通事故黑点。分析：根
据模式 1 就排查出了由这 6 个点构成的类，因为它们总损失为
12.365，占用了 1.3 km 的路段，时间间隔是 0.5 年。所以平均道
路损失是 12.365/1.3/0.5=19.023>18，构成交通黑点。
设置：半径 500 m 范围内发生 3 次以上交通事故。排查结
果：点 2、3、4、5、6 这 5 个点构成一个交通事故黑点。分析：因为
这 5 个点的总损失为 11.565，占用了 0.77 km 的路段，时间间
隔是 0.5 年。所以，平均道路损失为 11.565/0.77/0.5=30.039>
18，构成交通黑点。
设置：半径 400 m 范围内发生 3 次以上交通事故。排查结
果：点 2、3、4 这 3 个点构成一个交通事故黑点。分析：这 3 个点




设置：半径为1 km （ε邻域），发生 3 次（M inPts）以上交通事
故。交通黑点阈值为 18。排查结果：2、3、4、5、6 形成一个交通事
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并对其识别结果进行了比较与分析。其中 D CT-PCA 和 G abor-
PCA 方法能够达到最高识别率 77.5% 和 77.9% ，与传统的人工
选择变换系数的降维方法相比识别率提高了约 10% ，实验表明
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