Orthogonal polynomials in two variables constitute a very old subject in approximation theory. Usually they are studied as solutions of second-order partial differential equations. In this work, we study two-variable orthogonal polynomials associated with a moment functional satisfying the two-variable analogue of the Pearson differential equation. From this approach, we derive the extension of some of the usual characterizations of the classical orthogonal polynomials in one variable.
Introduction
One of the most important characterizations of the classical orthogonal polynomials in one variable was given by Bochner in 1929 (see [1] ). Let {P n } n be a sequence of classical orthogonal polynomials (Hermite, Laguerre, Jacobi or Bessel), then P n (x) is solution of the second-order differential equation
where (x) and (x) are fixed polynomials of degree 2, and 1, respectively, and n is a real number depending on the degree of the polynomial solution. Conversely, given a second-order differential equation as (1), Bochner showed that, up to a linear change of the variable with complex coefficients, the only sequences of orthogonal polynomials satisfying (1) are those of Hermite, Laguerre, Jacobi and Bessel.
One of the main features in the study of orthogonal polynomials in two variables is the fact that, for n > 0, the set of the polynomials of total degree n orthogonal to all the polynomials of lower degree, is a linear space of dimension n + 1.
Using a vector representation, Kowalski (see [9, 10] ) proved that orthogonal polynomials in several variables can be characterized by a three term recurrence relation with matrix coefficients. Xu (see [2, 17] ) gave another formulation of the recurrence relations and gave a simpler proof of Kowalski's results. Moreover, he obtained a Christoffel-Darboux type formula, properties of the zeros and so on. However, the concept of classical character for a family of orthogonal polynomials in two variables is not very clear in the literature about this subject.
The two-variable analogous of the Bochner equation (1) was studied by Krall and Sheffer in 1967 (see [11] ). In fact, they characterized the classical orthogonal polynomials in two variables as the polynomial solutions of the second-order partial differential equation 
where n = an(n − 1) + gn. This equation depends only on the total degree of the polynomial solution and, therefore, all the polynomials of total degree n satisfy the same equation.
These authors obtain nine types of classical orthogonal polynomials in two variables, depending on the canonical shapes of the polynomial coefficients in (2) . In this classification appear, among others, the Jacobi polynomials over the simplex, the Laguerre tensor product polynomials, and the Hermite tensor product polynomials. 
, ,ˆ ,ˆ > − 1, is not a classical family according to the classification given in [11] . The explanation of this situation is that the tensor Jacobi polynomials satisfy the second-order partial differential equation
where the coefficient of the term without derivatives depends on the partial degrees of the polynomial solution, and consequently, it is not of type (2) . The aim of this work is to extend the concept of classical orthogonal polynomials in two variables as the solutions of a matrix second-order partial differential equation involving matrix polynomial coefficients, the usual gradient operator ∇, and the divergence operator div.
The structure of the paper is as follows. First, we introduce the necessary definitions and basic tools for the rest of the paper. For more details, see [2, 16] . In Section 3, we introduce the orthogonal polynomials in two variables associated with a moment functional u satisfying the two-variable analogue of the Pearson differential equation. This Pearson-type equation can be deduced from some results in the papers of Littlejohn [14] , and of Kim et al. [4, 5] ; see also [6] [7] [8] 12, 13] .
In Section 4, we introduce the concept of weak classical orthogonal polynomials in two variables as the orthogonal families associated with a linear functional satisfying the above-mentioned Pearsontype equation. We will prove three characterizations for weak classical orthogonal polynomials: the orthogonality of the gradients, the so-called Structure relation, and the matrix Bochner-type secondorder partial differential equation. Some consequences of this characterizations are given and, finally, we will recover, as a particular case, the Krall and Sheffer classical orthogonal polynomials in two variables.
Preliminaries
Let P n be the linear space of polynomials in two variables with real coefficients of total degree not greater than n, and let P be the linear space of all polynomials in two variables with real coefficients.
From now on, we will denote by M h×k (R) and M h×k (P) the linear spaces of matrices whose entries are real numbers and polynomials in two variables, respectively.
Definition 1. Given a doubly indexed sequence of real numbers
is a polynomial matrix, we define the action of u over M (see [2] )
The left product of M times u is defined as the two-dimensional moment functional given by
In this paper, we will use the vector representation for polynomials in two variables, introduced in [9, 10] , and developed in [17] . In fact, let {P n,0 , P n−1,1 , . . . , P 0,n } be n + 1 polynomials in two variables of total degree n independent modulus P n−1 , then we denote by
the column vector whose components are the above polynomials. A sequence of vector polynomials {P n } n 0 is called a polynomial system (PS).
Definition 2.
We will say that a PS {P n } n 0 is a weak orthogonal polynomial system (WOPS) with respect to a two-dimensional moment functional u if it satisfies the following orthogonality conditions:
where
is a symmetric and nonsingular matrix.
Observe that the individual components of a WOPS are orthogonal when their total degrees are different, but not necessarily when they belong to the same vector.
If H n is a diagonal matrix then we say that the WOPS {P n } n 0 is an orthogonal polynomial system (OPS). In the particular case where H n is the identity matrix, we call {P n } n 0 an orthonormal polynomial system.
Moreover, a WOPS is called a monomial WOPS if every polynomial contains only a higher degree term, that is,
with c h,k = 0 a real constant and R(x, y) ∈ P n−1 . If c h,k = 1 then we will say that {P n } n 0 is a monic WOPS.
As usual, we say that a two-dimensional moment functional u is quasi-definite if there exists an OPS or, equivalently, if there exists an unique monic WOPS relative to u. Now, we recall the definitions of the gradient (∇), and the divergence (div) operators acting over polynomials in two variables
Moreover, we define the distributional gradient operator and the distributional divergence operator acting over two-dimensional moment functionals in the following way:
We can extend, in a natural way, the action of ∇ and div over a two-variable polynomial matrix, as follows:
Pearson two-dimensional moment functionals
In this section, we define the concept of Pearson two-dimensional moment functional as the linear functional satisfying a Pearson-type equation in the following way.
Definition 4.
A moment functional u is said to be Pearson if it satisfies the Pearson-type equation
that is, div(u), p = t u, p , ∀p ∈ P, where
are polynomial matrices such that a = a(x, y), b = b(x, y), and c = c(x, y) are polynomials of total degree 2, d = d(x, y), e = e(x, y) are polynomials of total degree 1, and det u, = 0.
Using the distributional operations defined in the previous section, this definition means − u, a* x p + b* y p = u, dp ,
This kind of relation, written in a different way, can be found in the paper of Littlejohn [14] , and in the papers of Kim et al. [4, 5] .
In this moment, we need to define the left multiplication of ∇ and times a polynomial matrix.
, and , as given in (5). We define
Observe that in the above definition M is the standard Kronecker product of matrices (see [3, p. 242] ). In fact all the previous definitions are inspired in the Kronecker product.
From the above definitions, it is easy to prove the following: (P) and N ∈ M k×m (P) be two polynomial matrices. Then, we have
Observe that, if u is a Pearson moment functional, then we can write (4) as follows:
From (6), we deduce that if u is a two-dimensional weak classical moment functional, then
Denote by (5), and let us denote by {P n } n a monic polynomial system. From the above definition, we deduce that div(u), P n = t u, P n , n 0,
that is, u, ∇P n + P n = 0, n 0. Using Definition 5, ∇P n + P n is a 2(n + 1) × 1 polynomial matrix of degree less than or equal to n + 1. Then, we can write
is defined from the four-diagonal matrices
, m = 1, 2, as follows:
for 1 i n + 1, and w 1 i,j = w 2 i,j = 0, otherwise. In the same way, using (7), we have
where div(∇P t n ) +˜ t ∇P t n is a 1 × (n + 1) polynomial matrix of degree less than or equal to n, and then
Weak classical orthogonal polynomials
In this section, we introduce the concept of two-dimensional weak classical moment functional from a Pearson-type differential equation satisfied by a linear functional u, as Marcellán, Branquinho, and Petronilho did in [15] .
Definition 7.
We will say that a two-dimensional moment functional u is weak classical if it is quasidefinite, Pearson,
and n is a nonsingular matrix.
We must remark that the rank condition for n (13) can be deduced from the nonsingular character of n , because
A WOPS with respect to u is called a weak classical OPS. From now on, we will denote by {P n } n the monic weak classical OPS with respect to u. Using the weak classical character of u, some interesting properties can be deduced. For n = 0, then P 0 = 1, and we have
that is, u, d = 0, and u, e = 0. From the quasi-definite character of u, we deduce that deg d = deg e = 1.
For n = 1, we have ∇P t 1 = I 2 , where I 2 denotes the identity matrix of order two, and then
This expression gives
u, a + xd = u, c + ye = 0, u, yd = u, xe . Now, we have the necessary tools in order to prove the first characterization of weak classical orthogonal polynomials in two variables.
Proposition 8 (Orthogonality of the gradients). Let {P n } n 0 be the monic WOPS with respect to a two-dimensional moment functional u. Then u is weak classical if and only if {∇P t n } n 1 satisfy the orthogonality relations
whereH n ∈ M (n+1)×(n+1) (R) is a symmetric and nonsingular matrix.
Proof. For m 1, ∇P t m is a polynomial matrix of dimension 2 × (m + 1) whose entries are polynomials of degree less than or equal to m − 1. Then,
On the other hand, using Lemma 6, and (4), we get
and then, u, (∇P t m )
Using (9) and (11), we obtain
Conversely, let us assume that {P n } n 0 satisfy the orthogonality conditions (14) . We want to prove that u is weak classical, that is, there exists a 2 × 1 vector matrix of exact degree 1 whose components are independent modulo P 0 such that div(u) = t u, that is,
is a nonsingular matrix. In this way, we define the 2 × 1 polynomial vector
On the other hand, using the orthogonality condition, we have
Finally, observe that this relation holds for n = 0 taking into account that div(u), P t 0 = 0.
The second characterization that we will show is the so-called Structure relation. This relation appears in another form in [4, 5] .
Proposition 9 (The structure relation). Let u be a quasi-definite moment functional and {P n } n 0 the monic WOPS with respect to u. Then u is weak classical if and only if
Proof. Suppose that u is weak classical, that is, u satisfies the Pearson-type equation (4) . Using an analogous reasoning as in the above Proposition, ∇P t n is a 2 × (n + 1) matrix with two-variable polynomial entries of degree at most n + 1. Then, we can express
where F n m can be obtained as follows:
and, from the orthogonality, we deduce F n m = 0, for m < n − 1. Moreover, using (9), we get
Obviously, the rank conditions will be deduced from the above relation.
In order to prove the converse result, we calculate
, and then div(u), P t n = 0, for n 2, and trivially, for n = 0. For n = 1, using the structure relation, we get div(u), P
Finally, if we define t =−P t 1 H −1
, from the nonsingular character of the matrices H 1 , F 1 0 and diag(H 0 , H 0 ), then we deduce that is a vector polynomial of exact degree 1 whose components are independent.
Using the corresponding change of basis, we can easily deduce that the structure relation holds for every WOPS, associated with a weak classical moment functional.
Corollary 10. Let {Q n } n 0 be a WOPS associated with a moment functional u, and let Q t n = P t n A n , n 0, be the corresponding change of basis. Then u is weak classical if and only if for n 1
The last characterization constitutes the natural generalization of the Bochner differential equation for one-variable classical orthogonal polynomials.
Let us define the differential operator
where is a symmetric (2 × 2) two-variable polynomial matrix like in (5) and˜ = (d,ẽ) t is a vector polynomial of degree less than or equal to 1. Observe that the formal Lagrange adjoint of L is given by (7),
since it satisfies
Using the explicit expression of and˜ , we obtain (2) without restrictions in the coefficients. Using Definition 5, the operator L can be applied to a polynomial matrix as follows:
In this way, we can easily deduce Lemma 11. Let u be a quasi-definite moment functional, and {P n } n 0 the corresponding monic WOPS.
If there exists a sequence
And, from Lemma 6, we can prove the following: 
u, yd = u, xe .
Proof. Let u be a weak classical moment functional, then L * [u] = 0. Using Lemma 12 we get
From Proposition 8, we get u, (∇P t m )
t ∇P t n = 0, for m < n, and from the orthogonality condition,
where n is given by (11) . The proof of the converse is analogous to the above characterizations. If we assume that {P n } n 0 satisfies (16), then, from Lemma 11, we get L * [u] = 0, and therefore
that is, u, t = 0, where t = div +˜ t = (d, e). From the quasi-definite character of u, we get deg d = deg e = 1, and therefore they are orthogonal to P 0 . Using Lemma 12, we get
and then div(u), P t n = − u, ∇P t n = 0, for n 0 and n = 0. Moreover, in this case, t u, P t n = u, P t n = 0. For n = 1, we need to prove div(u), P t 1 = t u, P t 1 , or equivalently
Finally, using (17) the result follows.
The matrix partial differential equation (16) is satisfied by every WOPS associated with a weak classical moment functional u. Using the corresponding change of basis, we can deduce Corollary 14. Let {Q n } n a WOPS associated with a weak classical moment functional u, and let A n the nonsingular matrix corresponding to the change of basis Q t n = P t n A n , n 0. Then,
where˜ n = A −1 n n A n , that is, n and˜ n are similar matrices.
Taking into consideration the above corollary, the point now is to obtain necessary and sufficient conditions to guarantee the diagonal character of the matrices n for a given orthogonal polynomial sequence. If this is the case, then every polynomial in the sequence satisfies a holonomic second-order partial differential equation. Then, every polynomial P h,k , with h + k = n, satisfies the partial differential equation a* xx P h,k + 2b* xy P h,k + c* yy P h,k + d* x P h,k + e* y P h,k = h,k P h,k .
The explicit expressions for a, b, c, d, and e follow by substitution of the orthogonal polynomials of total degree one and two. Conversely, if we assume that the coefficients in the second-order partial differential equation have the form (18), then the coefficient of the highest degree term in (19) is a 20 k(k − 1) + 2b 11 hk + c 02 h(h − 1) + d 10 k + e 01 h, which is different from zero as we can check from the quasi-definite character of the moment functional. Therefore, L[P h,k ] is a monic polynomial of total degree n, which is orthogonal to every polynomial of lower degree. In this way,
Remark. Finally, we must remark that, if n is an scalar matrix for every value of n, that is, n = n I n+1 , where n is a real number and I n+1 is the identity matrix of order n+1, then all the orthogonal polynomials of total degree n satisfy the same second-order partial differential equation (given by (2)), and we recover the classical orthogonal polynomials in two variables deduced in [11] .
