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Electron spin-momentum locking together with background magnetic textures can significantly
alter the electron transport properties. We theoretically investigate the electron transport at the
interface between a topological insulator and a magnetic insulator with magnetic skyrmions on
the top. In contrast to the conventional topological Hall effect in normal metals, the skyrmions
yield an additional contribution to the anomalous Hall conductivity even in the absence of in-plane
magnetic texture, arising from the phase factor characteristic to Dirac electrons acquired at skyrmion
boundary.
I. INTRODUCTION
Physics of magnetic textures has been a significant
topic in recent studies on magnetic materials, to make use
of them as efficient carriers of information1–3. Skyrmion,
in particular, is a particlelike magnetic excitation with
a swirling texture in two dimensions (2D), in which the
spin at the core and those at the perimeter point in the
opposite directions4,5. Such non-collinear magnetic tex-
tures are observed in non-centrosymmetric magnets, such
as helimagnetic conductor MnSi (Refs. 6,7) and magnetic
insulator (MI) Cu2OSeO3 (Refs. 8,9). Skyrmions form a
periodic lattice, called skyrmion crystal, with the lattice
constant around 10-100nm. One of the most important
features of skyrmions is the idea of emergent electromag-
netic fields for conduction electrons, arising from nonzero
Berry curvature in the real space10,11. A conduction elec-
tron traveling across the magnetic texture feels the emer-
gent magnetic field, leading to the so-called topological
Hall effect (THE)12–15.
In the presence of strong spin-orbit coupling (SOC),
on the other hand, the band topology in the momentum
space significantly affects the electron transport as well16.
A typical example is the surface state of a topological in-
sulator (TI), where the electrons show 2D linear disper-
sion with a single band-touching (Dirac) point17,18. Un-
der a finite out-of-plane magnetization, the Dirac point
is gapped out and the system acquires a finite Chern
number C = ±1 from the momentum-space Berry cur-
vature, leading to the well-known quantum anomalous
Hall effect (quantum AHE, QAHE)19–24. Since the ex-
change coupling between the local in-plane magnetiza-
tion and the TI surface electron can be regarded as
the emergent gauge field (vector potential) for the con-
duction electrons25, topological magnetic textures on TI
surfaces can give rise to even richer electronic proper-
ties: vortices and domain walls, for instance, are sup-
posed to host zero modes, leading to electric charging
of those textures26–28. Recent theoretical studies predict
that magnetic skyrmions on TI surface can be charged as
well29,30. Transport measurements in magnetic TI het-
erostructures discovered the coexistence of the THE re-
lated to the real-space Berry curvature from skyrmions
and the AHE related to momentum-space counterpart
from SOC31, while the transport is dominated by the
bulk states, leaving the surface transport ambiguous.
In this work, we theoretically examine the electron
transport on TI surface in the presence of skyrmions,
which possibly accounts for the interface between a TI
and a non-centrosymmetric MI. Due to electron spin-
momentum locking feature on TI surfaces, the electron
spin does not follow the local magnetic texture even un-
der a strong exchange splitting, which makes the conven-
tional THE scenario arising from the real-space Berry
curvature, based on the adiabatic approximation, unreli-
able. Hence we fully solve the electron scattering prob-
lem by a single skyrmion, and apply its result to the
Boltzmann transport theory to estimate the longitudinal
and Hall conductivities. We find that the skyrmions give
a sizable additive contribution to the AHE, due to the
skewness in the electron scattering at a skyrmion. The
origin of this skewness is the phase factor acquired at the
skyrmion boundary, which is characteristic to Dirac elec-
trons and is absent in Schro¨dinger electron systems. It
arises even in the absence of in-plane magnetic texture,
which is totally different from the conventional THE in
normal metals. In this paper, we take ~ = 1 and restore
it in the final numerical results.
II. SINGLE-SKYRMION PROBLEM
Let us set up a heterostructure of a TI (e.g. Bi2Se3)
and a MI (e.g. Cu2OSeO3), with its interface taken par-
allel to the layers of the TI so that the coupling between
the TI and the MI should be homogeneous. We first place
a single skyrmion at the center of the 2D infinite space,
to examine how an incoming electron plane wave gets
scattered by the skyrmion. The electron at the TI-MI
interface under the magnetic texture n(r) is described
by the Hamiltonian
H = vF(pˆ× σ)z −∆n(r) · σ, (1)
where the coefficient vF is the Fermi velocity, pˆ = −i∇ is
the momentum operator, and ∆ is the spin splitting en-
ergy from the exchange interaction between the electron
and the magnetization. Since the interface is parallel to
the layers of the TI, the spin of the interface electron
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2is helical in the momentum space, i.e. spin-momentum
locked32,33. Although the TI surface Hamiltonian in re-
alistic systems exhibit the terms beyond the linear order
in the momentum pˆ, their effect on the electron scat-
tering process that we are interested in is just a slight
modulation of electron spin-momentum locking. It may
shift the scattering amplitude quantitatively, but would
not qualitatively alter the angular profile of the scatter-
ing behavior (differential scattering cross section). Thus
we will neglect those higher order terms in our present
calculation. In the numerical results below, we fix the pa-
rameters vF = 0.5×106 m/s and ∆ = 10 meV, which are
typical values in TI-MI heterostructures, such as Bi2Se3
and yttrium iron garnet (YIG)34,35.
We here fix the skyrmion texture unaffected by the
interface electrons, assuming that it is stabilized by the
Dzyaloshinskii-Moriya interaction (DMI) in the MI. Here
a skyrmion with a vortical magnetic texture is energeti-
cally more stable than that with a hedgehog texture4,5.
A vortex skyrmion can be parametrized by the cylindrical
coordinate r = (ρ, φ) as
n(r) =
−√1− n2z(ρ) sinφ√1− n2z(ρ) cosφ
nz(ρ)
 , (2)
where nz(ρ) is a scalar function taking the value between
−1 at the center and +1 at the perimeter. Here we should
note that the in-plane magnetic texture in this “vortex
skyrmion” can be removed by the local U(1) gauge trans-
formation U(ρ) = exp[i ∆vF
∫ ρ
0
dρ′
√
1− n2z(ρ′)], which
states that only the sign flip in nz(ρ) is essential in our
calculation. We thus employ the “hard-wall” approxima-
tion nz(ρ) = sgn(ρ−RS), with RS the skyrmion radius29.
Such a structure is likely to be realized under a strong
out-of-plane magnetic anisotropy. It is not responsible
for the THE in normal metals due to the absence of the
real-space Berry curvature, while it still poses nontrivial
effects to Dirac electrons.
It is inadequate to treat the skyrmion texture on the
TI surface perturbatively, since it fails to incorporate
the topological characteristics, namely the change in the
Chern number inside the skyrmion. We therefore need
to solve the scattering problem of a Dirac electron by
a single skyrmion non-perturbatively36,37. The scatter-
ing process is characterized by the “phase shifts” of the
eigenstates, which are the angles quantifying how much
the eigenstates are altered by the skyrmion38.
Since the Hamiltonian is invariant under the simulta-
neous rotation in the real and spin spaces around the z-
axis, the total angular momentum j = ±1/2,±3/2, · · · ∈
Z + 1/2 serves as a good quantum number. The eigen-
state wave function with the angular momentum j can
be parametrized as
ψj(r) =
(
uj(ρ)e
i(j− 12 )φ
vj(ρ)e
i(j+ 12 )φ
)
. (3)
The radial equations for uj(ρ) and vj(ρ) can be ana-
lytically solved under the hard-wall approximation (see
eikx
ψ(out)(ρ,φ)
φ
RS x
ynz > 0
skyrmion
nz < 0
θ
FIG. 1: Schematic picture of the electron scattering by a
single skyrmion. An incident plane wave is scattered by a
single skyrmion placed at the center, leaving the outgoing
spherical wave ψ(out)(ρ, φ). θ denotes the incident angle to
the skyrmion boundary.
Appendix for detail). The radial solution behaves as
a cylindrical wave, with the asymptotic wave number
kF = v
−1
F
√
E2F −∆2 away from the skyrmion center
(ρ → ∞), for the conduction electron at the Fermi level
EF(> ∆). Using the phase shift δj , the asymptotic be-
havior can be expressed as
ψkF,j(ρ, φ) ∼
1√
ρ
(
sin ζ2 cos(ξj +
pi
4 − δj)ei(j−
1
2 )φ
− cos ζ2 sin(ξj + pi4 − δj)ei(j+
1
2 )φ
)
,
(4)
where ξj ≡ kFρ − pi2 (j + 12 ) and cos ζ ≡ d ≡ ∆/EF.
The skyrmion-free solution can be reproduced by setting
δj = 0. The phase shift δj is determined to make the
solution continuous at the skyrmion edge RS, given by
cot δj = − 1
2d
[
(1 + d)Tj+ 12 (ξF)− (1− d)Tj− 12 (ξF)
]
(5)
for each angular momentum mode j, with ξF ≡ kFRS.
Here Tl(ξ) ≡ Yl(ξ)/Jl(ξ), with Jl the Bessel function
and Yl the Neumann function. As can be see from this
relation, the electron scattering behavior by the skyrmion
is characterized by two dimensionless parameters, d ≡
∆/EF and ξF ≡ kFRS.
The asymptotic behavior of the phase shift δj can be
derived from that of the Bessel functions J and Y , the
details of which are shown in the Appendix. In the long-
wavelength limit ξF  |j|, δj is given as
tan δj = − 2pid
d+ sgnj
j˜
(j˜!)2
(
ξF
2
)2j˜
+O
(
ξ2j˜+2F
)
, (6)
where j˜ ≡ |j|+1/2. Therefore, for fixed ξF, the scattering
phase shift δj approaches zero as the angular momentum
|j| becomes larger than ξF. It can be well understood in
the semiclassical picture: if the impact parameter |y| ∼
|j|/kF, namely the distance from the scattering center to
the incident trajectory, is much larger than the skyrmion
radius RS, the incident particle is almost unaffected by
the skyrmion. In the short-wavelength limit ξF  |j|, on
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FIG. 2: The angular profile of the differential cross section
dσ(φ)/dφ induced by a hard-wall skyrmion, with its radius
RS = 50nm in the upper panel and RS = 100nm in the lower
panel.
the other hand, δj can be approximated as
tan δj = − d cos(2ξF)
(−1)j− 12 + d sin(2ξF)
+O(ξ−1F ), (7)
which implies that δj = δj+2 up to the difference of
O(ξ−1F ).
If a plane wave with the incident wave vector k =
(kF, 0) is scattered by the skyrmion placed at the origin,
as shown in Fig. 1, we can set up an ansatz for the total
wave function away from the skyrmion (ρ→∞) as
Ψ(r) ∼ eikFx
( −i sin ζ2
cos ζ2
)
+
eikFρ√
ρ
(
f↑(φ)
f↓(φ)
)
, (8)
where the first term comes from the incoming plane wave
in the x-direction. The second term corresponds to the
outgoing scattered waves, which we denote ψ(out)(ρ, φ)
here. Since the total wave function on the right hand
side can be given as a linear combination of the eigen-
functions {ψkF,j}, we can estimate the scattering am-
plitudes f↑/↓(φ) by the partial wave decomposition: by
decomposing both sides of Eq. (8) and comparing the
radial parts for each partial wave component, we obtain
the scattering amplitudes(
f↑(φ)
f↓(φ)
)
=
1√
2pikF
ei
pi
4 Φ(φ)
(
sin ζ2e
−iφ/2
− cos ζ2eiφ/2
)
, (9)
where the angular function Φ(φ) is composed of the phase
shifts as
Φ(φ) =
∑
j
eijφ(1− e−2iδj ), (10)
with j ∈ Z + 1/2. As shown in Eq. (6), since the phase
shift approaches zero for sufficiently large j, namely |j| 
kFRS, we shall limit the partial waves to |j| < 2ξF + 1 in
the calculations below.
Using the outgoing wave function ψ(out) obtained
above, the differential cross section, namely the ratio be-
tween the incoming current density j(in) and the outgoing
flux j(out)(φ)ρdφ toward the angle φ, is given by
dσ(φ)
dφ
=
j(out)ρ
j(in)
=
2EF
vFkF
Im
[
e−iφf∗↑ f↓
]
=
|Φ(φ)|2
2pikF
.
(11)
The angular profile of the differential cross section
dσ(φ)/dφ is shown in Fig. 2, for several Fermi energies EF
and skyrmion radii RS. In contrast to normal scattering
processes, such as the scattering of Schro¨dinger electrons
by a symmetric Coulomb potential, the scattering pro-
cess shows a skewness, asymmetric about φ = 0.
The strengths of the whole scattering, the back scat-
tering, and the skew scattering, are measured by the in-
tegrals FF‖
F⊥
 ≡ ∫ dφ
2pi
|Φ(φ)|2
 11− cosφ
sinφ
 = ∑
j
2 sin2 δj2 sin2 δ¯j
sin 2δ¯j
 ,
(12)
respectively, with δ¯j = δj+1 − δj . It is obvious that the
back and skew scattering strengths do not exceed the
whole scattering strength, i.e. F‖, |F⊥| < F . If the
skyrmion size is smaller than the electron wavelength
(ξF  1), the asymptotic behavior for δj in Eq. (6) ap-
plies for all the partial wave modes. The lowest angular
momentum modes (j = ±1/2) give the dominant contri-
bution to F , given by
F ' 2
∑
±
sin2 δ±1/2 =
16pi2d2
1− d2 ξ
4
F +O(ξ
6
F). (13)
On the other hand, if the skyrmion is large enough
(ξF  1), the modes with |j|  ξF yield the domi-
nant contribution to F . Using the asymptotic behavior
in Eq. (7), the leading-order contribution to the total
scattering amplitude is given as
F ' 2
∑
|j|<ξF
sin2 δj =
4ξFd
2(1 + d2) cos2(2ξF)
(1 + d2)2 − 4d2 sin2(2ξF)
+O(ξ0F).
(14)
If the exchange gap ∆ is small enough compared with
the electron energy EF, i.e. d  1, it further reduces to
the simplified behavior, F = 4ξFd
2 cos2(2ξF)+O(ξ
0
F , d
4).
Both the backscattering strength F‖ and the skew scat-
tering strength |F⊥| are limited by this upper bound,
yielding
F‖, |F⊥| . 4ξFd2 +O(ξ0F , d4). (15)
This asymptotic relation shall be used for the qualitative
estimation of the transport properties in the next section.
The scattering skewness shown here can be traced back
to the geometric phase acquired at the skyrmion bound-
ary, which is characteristic to Dirac electrons. When an
electron is transmitted through the boundary between
two regions with opposite magnetizations, the scattered
4wave acquires a phase factor eiγ(θ) relative to the inci-
dent wave, depending on its incident angle θ. In the
electron scattering process treated here, the incident an-
gle θ at the skyrmion boundary depends on the impact
parameter y, at sufficiently long wavelength such that the
uncertainty in y can be neglected (see Fig. 1). Therefore,
the phase factor eiγ(θ) depends on y; since this phase
can be expanded as γ(θ(y)) = pi+ k˜y+O(y2) around the
scattering center, the scattered wave bears the transverse
component eik˜y, leading to the scattering skewness (see
Appendix for detail).
III. SEMICLASSICAL TRANSPORT ANALYSIS
The electron scattering by skyrmions alters the elec-
tronic transport properties, the conductivity in particu-
lar. Here we set up a uniformly magnetized 2D system
with an ensemble of skyrmions, with the number density
nS. As long as the skyrmion distribution is random and
dilute enough, quantum interference from multiple scat-
tering processes is ruled out. Here the interplay between
skyrmion scattering and other scattering process, such
as skew or side-jump scattering at normal impurities in
the presence of SOC, is quite small, so that scattering
by skyrmions contributes to the conductivity additively.
Hence we estimate this additive contribution by the semi-
classical Boltzmann theory.
The electron transport driven by an electric field E =
Exex is described by the Boltzmann equation,
−eE · ∇kf(k) =
(
df(k)
dt
)
coll
, (16)
for the steady-state electron distribution f(k). The scat-
tering process is incorporated in the collision term(
df(k)
dt
)
coll
= − 1
τ0
[f(k)− f0(k)] (17)
− nS
∫
dφ|v(k)|
[
dσ(φ)
dφ
f(k)− dσ(−φ)
dφ
f(k′)
]
,
with the velocity v(k) = ∇kE(k), where we omit the
intrinsic contribution from the k-space Berry curvature.
The second term describes the skyrmion-induced scat-
tering process from momentum k into k′ and vice versa,
with φ the angle between them. We also introduce the
backscattering effect by normal impurities phenomeno-
logically by the first term, in terms of relaxation-time ap-
proximation, with the transport relaxation time τ0 and
the equilibrium distribution f0(k). The effect of skew
and side-jump scattering processes by normal impurities
are so far neglected, whose contributions to the conduc-
tivity shall be incorporated in our discussion later. The
momenta k and k′ are limited to the Fermi surface, i.e.
|k| = |k′| = kF, since the scattering here is elastic.
The steady-state distribution f(k) can be obtained up
to the linear response in the electric field E. Taking the
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FIG. 3: The behavior of the skyrmion contribution to the Hall
conductivity, σ˜xy, (a) with the Fermi energy EF fixed and the
skyrmion radius RS varied, and (b) with RS fixed and EF
varied, under the magnetic exchange energy ∆ = 10meV.
ansatz37
δf(k) =
∂f0
∂E
∣∣∣∣
E(k)
[(k · eE)Ck + (ez × k · eE)Dk] (18)
for the deviation of the distribution function δf(k) =
f(k) − f0(k), we can straightforwardly solve the Botlz-
mann equation at zero temperature. Since we are ne-
glecting the interplay between skyrmion and other scat-
tering processes, we evaluate the solution up to the first
order in the skyrmion concentration nS (we shall check
the validity of this approximation in the numerical cal-
culation later), yielding(
Ck
Dk
)
=
v2F
EF
(
τ0 − τ20 τ−1‖
−τ20 τ−1⊥
)
. (19)
Here τ‖ and τ⊥ are the “scattering times” characterizing
the backscattering and skew scattering effects from the
randomly distributed skyrmions, respectively, given by
τ−1X = nS
v2F
EF
FX . (X =‖,⊥) (20)
Once we obtain the distribution shift δf(k) driven by
the electric field, we can estimate its extrinsic contribu-
tion to the current by j˜ = −(e/V )∑k v(k)δf(k), leading
to the conductivity coefficients(
σ˜xx
σ˜xy
)
=
e2
4pi
E2F −∆2
EF
(
τ0 − τ20 τ−1‖
τ20 τ
−1
⊥
)
, (21)
up to the first order in nS. The longitudinal part σ˜xx
consists of the backscattering effect by the normal scat-
terers, proportional to τ0, and that by the skyrmions,
5proportional to τ20 τ
−1
⊥ . On the other hand, as we have
mentioned, σ˜xy obtained here is the additive contribution
to the Hall conductivity induced by the skyrmions; other
contributions, such as the ordinary Hall effect contribu-
tion from the external magnetic field, the intrinsic contri-
bution from the momentum-space Berry curvature19, and
the extrinsic (skew and side-jump) contribution from the
normal scatterers39–43, come additively to the Hall con-
ductivity as well, which shall be discussed at the end of
this section.
Now we calculate the skyrmion contribution to the Hall
conductivity σ˜xy as functions of Fermi energy EF and the
skyrmion radius RS, which are shown in Fig. 3. We take
screened Coulomb impurities as the normal scatterers,
which give the transport relaxation time τ0 proportional
to n
−1/2
c , with nc = k
2
F/4pi the carrier density
44–47. Here
we employ τ0 shown in Ref. 47, which was calculated
for graphene deposited on SiO2 substrate, yielding τ0 =
0.6ps × (kF/0.1nm−1) under the impurity density ni =
1011cm−2. The skyrmion number density nS is fixed to
2.89×109cm−2, corresponding to the triangular skyrmion
lattice with the spacing 200nm. With those parameters,
we can estimate the skyrmion scattering time τX (X =‖
,⊥) around EF ∼ 50meV as
τX =
EF
nSv2FFX
∼ 10ps
FX
. (22)
At the skyrmion size RS around 100nm, FX can be
roughly estimated as FX . 4ξFd2 ∼ 2, leading to
τX & 5ps. Therefore, the skyrmion scattering effect τ−1X
is weaker than the normal impurity effect τ−10 , so that
the linear approximation by nS (or τ
−1
X ) will be reliable
in this calculation.
Our calculation results show that the contribution to
the Hall conductivity is suppressed at small EF around
the band bottom. Such a behavior can be traced back to
two reasons: since spin-momentum locking becomes less
significant around the band bottom, the phase factor ef-
fect at the skyrmion boundary becomes weaker, suppress-
ing the skew scattering effect. Moreover, the Coulomb
impurities give a larger scattering rate at lower electron
concentration, which makes the skyrmion effect relatively
small. On the other hand, if the chemical potential is set
far away from the bandgap, the band structure asymp-
totically reaches the gapless Dirac dispersion so that the
electron eigenstates will become insensitive to the mag-
netic texture, suppressing the skyrmion effect. Thus we
need a moderate chemical potential to obtain a sizable
skyrmion contribution to the Hall conductivity, which is
around 50meV in our calculation.
We also find a quantum oscillation-like behavior in σ˜xy
under the modulation of the skyrmion size RS and the
Fermi energy EF. We expect that this oscillation may
originate from the electron resonance states formed inside
the skyrmion, in which an electron standing wave should
be formed within the skyrmion diameter. Such resonance
states become less stable under a smooth magnetic tex-
ture without the hard-wall approximation, which may
relax the oscillation behavior.
From the results of Ref. 39, we can make an order
estimation of the normal impurity contribution to the
Hall conductivity to compare it with the skyrmion con-
tribution, which is beyond the scope of our Boltzmann
analysis. If the impurity distribution is Gaussian, its
effect on the Hall conductivity is insensitive to the impu-
rity potential strength and scales by . (e2/4pi)(∆/EF)
for EF  ∆. If the distribution is beyond Gaussian,
it acquires an additional term from the third-order mo-
ment of the impurity distribution, corresponding to the
skew scattering effect by the impurities. It is known
to be inversely proportional to the scattering strength,
scaling as ∼ (e2/4pi)(∆/niVi), where Vi parametrizes the
impurity potential in terms of delta-function potential.
At high EF, the impurity potential Vi gets reduced by
strong screening, leading to enhancement of this third-
order moment contribution. For EF ∼ 50meV and ni ∼
1011cm−2, the denominator niVi is around 10meV, esti-
mated from the screened Coulomb potential47. There-
fore, the skyrmion contribution to the anomalous Hall
conductivity is comparable or even superior to the nor-
mal impurity contribution at EF ∼ 50meV, which is pos-
sibly captured in transport measurements.
IV. DISCUSSION
In this paper, we have investigated the electronic trans-
port properties on TI surfaces in the presence of magnetic
skyrmions. We have demonstrated that the skyrmions
give rise to the extrinsic AHE, originating from the in-
terplay between the magnetic texture and the Dirac band
structure. Variation of the Fermi energy EF (or the Fermi
momentum kF) can be experimentally realized by tuning
the gate voltage or the carrier doping, while the skyrmion
size can also be modulated by external magnetic fields.
It should be noted that, in realistic magnetic mate-
rials, an external magnetic field is essential to stabilize
skyrmions. In Cu2OSeO3, for instance, a magnetic field
of ∼ 0.05T is required, which corresponds to the mag-
netic length ∼ 100nm. The skyrmion size should not
exceed this scale; otherwise the Landau quantization in-
side the skyrmion takes place and the scattering property
obtained in this paper is no longer reliable.
We have so far relied on the hard-wall approximation
on the vortex-type skyrmion texture. Such an approx-
imation is justified under strong out-of-plane magnetic
anisotropy, which stabilizes out-of-plane magnetization
pattern. On the other hand, our results do not apply
to the hedgehog skyrmion, since it cannot be gauged
away due to the emergent magnetic flux. Such type
of skyrmion is expected to be induced by frustrated ex-
change interactions or four-spin exchange interactions4,
whose effect on the electron transport on TI surfaces re-
mains an open question.
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Appendix A: Eigenstate wave functions under a
single skyrmion
In this part, we show the detailed derivation of the
eigenstate wave functions under a single skyrmion, which
leads to the phase shift [Eq. (3)]. For the partial
wave component with the total angular momentum j(=
±1/2,±3/2, · · · ), we can set up the ansatz
ψj(ρ, φ) =
(
uj(ρ)e
il↑φ
vj(ρ)e
il↓φ
)
, (A1)
with l↑/↓ ≡ j ∓ 1/2 the orbital angular momentum for
each component. With this ansatz, the Dirac equation
Hψ = Eψ reduces to the radial differential equation,( −∆nz(ρ)− E vF(−∂ρ − l↓ρ−1)
vF(∂ρ − l↓ρ−1) ∆nz(ρ)− E
)(
uj(ρ)
vj(ρ)
)
= 0,
(A2)
under the hard-wall approximation on the skyrmion tex-
ture.
Let us solve the equation without skyrmion, namely
with nz(ρ) = 1 in the entire system, as the starting point.
Here the equation reads( −∆− E vF(−∂ρ − l↓ρ−1)
vF(∂ρ − l↓ρ−1) ∆− E
)(
uj(ρ)
vj(ρ)
)
= 0.
(A3)
Using the relation
vj(ρ) = − vF
∆− E
(
∂ρ − l↑
ρ
)
uj(ρ), (A4)
we obtain the second-order differential equation for u,[
∂2ρ +
1
ρ
∂ρ +
E2 −∆2
v2F
− l
2
↑
ρ2
]
uj(ρ) = 0. (A5)
With the radial wavenumber k ≡ v−1F
√
E2 −∆2 and the
change of variable ξ ≡ kρ, Eq. (A5) reduces to the well-
known Bessel’s differential equation,[
∂2ξ −
1
ξ
∂ξ + 1−
l2↑
ξ2
]
uj(ξ) = 0, (A6)
whose linearly independent solutions are given by the
Bessel function Jl↑(ξ) and the Neumann function Yl↑(ξ).
Since Yl↑ is ruled out for solution due to the singular-
ity at ρ = 0, we can set uj(ρ) = C
(+)
k,j Jl↑(kρ) with C
the normalization constant. Substituting this solution to
Eq. (A4), we obtain the eigenstate wave function
χ
(+)
k,j (ρ, φ) = C
(+)
k,j
(
Jl↑(kρ)e
il↑φ
− vFkE−∆Jl↓(kρ)eil↓φ
)
, (A7)
where we have used the recurrence relation(
∂ξ ∓ l
ξ
)
Jl(ξ) = ∓Jl±1(ξ). (A8)
The normalization condition∫ ∞
0
dρ ρ
∫ 2pi
0
dφ
[
χ
(+)
k,j (r)
]†
χ
(+)
k′,j(r) = δ(k − k′) (A9)
fixes the normalization constant as
2pi
∣∣∣C(+)k,j ∣∣∣2 1k
[
1 +
(
vFk
E −∆
)2]
= 1, (A10)
where we have used the orthogonality relation∫ ∞
0
dρ ρJl(kρ)Jl(k
′ρ) =
1
k
δ(k − k′). (A11)
Therefore, the normalized eigenstate wave function is
given by
χ
(+)
k,j (ρ, φ) =
√
k
2pi
(
sin ζ2Jl↑(kρ)e
il↑φ
− cos ζ2Jl↓(kρ)eil↓φ
)
. (A12)
Here the angle ζ is defined by E = ∆/ cos ζ, so that it
should satisfy
vFk
E −∆ =
tan ζ
sec ζ − 1 =
sin ζ
1− cos ζ = cot
ζ
2
. (A13)
We should note here the relation
J−l(ξ) = (−1)lJl(ξ) (A14)
for integer l. If the magnetization is flipped, i.e. nz(ρ) =
−1, we should substitute ζ by pi−ζ, leading to the eigen-
function
χ
(−)
k,j (ρ, φ) =
√
k
2pi
(
cos ζ2Jl↑(kρ)e
il↑φ
− sin ζ2Jl↓(kρ)eil↓φ
)
. (A15)
In the presence of a hard-wall skyrmion, i.e.
nz(ρ < RS) = −1; nz(ρ > RS) = +1, (A16)
we should solve Eq. (A3) inside and outside the skyrmion
separately, and connect the solution at the boundary. In-
side the skyrmion, the solution is given by Eq. (A15).
Outside the skyrmion, on the other hand, the solutions
is not simply given by Eq. (A12), since we do not need to
7respect the normalizability at the origin. The Neumann
counterpart of χ
(+)
k,j , given by
η
(+)
k,j (ρ, φ) =
√
k
2pi
(
sin ζ2Yl↑(kρ)e
il↑φ
− cos ζ2Yl↓(kρ)eil↓φ
)
, (A17)
also contributes to the solution. Thus the solution out-
side the skyrmion should be given by the linear combi-
nation,
ψ
(+)
k,j (ρ, φ) = Ak,jχ
(+)
k,j (ρ, φ) +Bk,jη
(+)
k,j (ρ, φ), (A18)
where the coefficients Ak,j and Bk,j are determined by
the boundary condition
χ
(−)
k,j (ρ→ RS, φ) = ψ(+)k,j (ρ→ RS, φ). (A19)
Thus we obtain the coupled equations for those coeffi-
cients,(
Jl↑(kRS) Jl↓(kRS)
Yl↑(kRS) Yl↓(kRS)
)(
Ak,j
Bk,j
)
=
(
cot ζ2Jl↑(kRS)
tan ζ2Jl↓(kRS)
)
.
(A20)
The equations can be exactly solved, yielding
Ak,j =
cot ζ2Tl↓(kRS)− tan ζ2Tl↑(kRS)
Tl↓(kRS)− Tl↑(kRS)
(A21)
Bk,j =
tan ζ2 − cot ζ2
Tl↓(kRS)− Tl↑(kRS)
, (A22)
with
Tl(ξ) ≡ Yl(ξ)/Jl(ξ). (A23)
In order to meet the orthogonality relation∫ ∞
0
dρ ρ
∫ 2pi
0
dφ [ψk,j(r)]
†
ψk′,j(r) = δ(k − k′), (A24)
the whole wave function ψk,j(r) should be divided by the
factor Ck,j ≡
√
A2k,j +B
2
k,j , yielding the final solution
ψk,j(ρ, φ) =
{
1
Ck,j
χ
(−)
k,j (ρ, φ) (ρ < RS)
Ak,j
Ck,j
χ
(+)
k,j (ρ, φ) +
Bk,j
Ck,j
η
(+)
k,j (ρ, φ) (ρ > RS)
.
(A25)
The total wave function Ψ(r) is given by the linear com-
bination of the eigenstates, namely
Ψ(r) =
∑
j∈Z+1/2
αjψk,j(ρ, φ). (A26)
The asymptotic behavior of this solution in the limit
ρ → ∞ is important in deriving the scattering ampli-
tude. Here we fix the incident wave number to the Fermi
momentum kF = v
−1
F
√
E2F −∆2. Using the asymptotic
behavior of the Bessel functions for ξ/|l|  1,
Jl(ξ) ∼
√
2
piξ
[
cos
(
ξ − lpi
2
− pi
4
)
+O(ξ−1)
]
(A27)
Yl(ξ) ∼
√
2
piξ
[
sin
(
ξ − lpi
2
− pi
4
)
+O(ξ−1)
]
, (A28)
their linear combination satisfies
Jl(ξ) cos δ + Yl(ξ) sin δ
∼
√
2
piξ
[
cos
(
ξ − lpi
2
− pi
4
− δ
)
+O(ξ−1)
]
, (A29)
where δ serves as the phase shift of the cylindrical wave
in comparison with the original wave Jl. Thus, by intro-
ducing the phase shift
δj ≡ arctan BkF,j
AkF,j
(A30)
= − arctan cos
2 ζ
2 − sin2 ζ2
cos2 ζ2Tl↓(ξF)− sin2 ζ2Tl↑(ξF)
(A31)
= − arctan 2 cos ζ
(1 + cos ζ)Tl↓(ξF)− (1− cos ζ)Tl↑(ξF)
(A32)
= − arctan 2d
(1 + d)Tl↓(ξF)− (1− d)Tl↑(ξF)
, (A33)
with ξF = kFRS and d = ∆/EF, we obtain the asymp-
totic behavior
ψkF,j(ρ→∞, φ) (A34)
∼
√
2
pikFρ
(
sin ζ2 cos
[
kFρ− pi2 l↑ − pi4 − δj
]
eil↓φ
− cos ζ2 cos
[
kFρ− pi2 l↓ − pi4 − δj
]
eil↑φ
)
.
For large angular momentum (|j|  kFRS = ξF), we
can use the asymptotic behavior of the Bessel functions
Jl(ξ) ∼ (sgnl)
l
|l|!
(
ξ
2
)|l|
(A35)
Yl(ξ) ∼ − (sgnl)
l(|l| − 1)!
pi
(
ξ
2
)−|l|
(A36)
Yl(ξ)
Jl(ξ)
∼ − (|l|!)
2
pi|l|
(
2
ξ
)2|l|
(A37)
for |l|  ξ. The asymptotic behavior of the phase shift
8is given by
cot δj = −1 + d
2d
Tl↓(ξF) +
1− d
2d
Tl↑(ξF) (A38)
' −1 + d
2d
(|l↓|!)2
pi|l↓|
(
2
ξF
)2|l↓|
+
1− d
2d
(|l↑|!)2
pi|l↑|
(
2
ξF
)2|l↑|
(A39)
'
−
1+d
2d
(|l↓|!)2
pi|l↓|
(
2
ξF
)2|l↓|
(j > 0)
1−d
2d
(|l↑|!)2
pi|l↑|
(
2
ξF
)2|l↑|
(j < 0)
(A40)
= −d+ sgnj
2d
(j˜!)2
pij˜
(
2
ξF
)2j˜
+O(ξ
−(2j˜+2)
F ), (A41)
where j˜ = |j|+1/2. Thus we can see that the phase shift
for large angular momentum is suppressed, as mentioned
in the main text.
On the other hand, for large momentum, or for a large
skyrmion, i.e. ξF = kFRS  |j|, we can rely on the
asymptotic behavior of the Bessel functions shown in
Eqs. (A27) and (A28). As a result, we obtain
cot δj ∼ −1 + d
2d
tan
[
ξF − pi2 (l↓ + 12 )
]
(A42)
+
1− d
2d
tan
[
ξF − pi2 (l↑ + 12 )
]
=
1 + d
2d
cot
(
ξF − pi2 j
)
+
1− d
2d
tan
(
ξF − pi2 j
)
(A43)
=
(1 + d) cos2
(
ξF − pi2 j
)
+ (1− d) sin2 (ξF − pi2 j)
2d sin
(
ξF − pi2 j
)
cos
(
ξF − pi2 j
)
(A44)
=
1 + d cos (2ξF − pij)
d sin (2ξF − pij) (A45)
=
1 + (−1)j−1/2d cos(2ξF − pi2 )
(−1)j−1/2d sin(2ξF − pi2 )
(A46)
= − (−1)
j−1/2 + d sin(2ξF)
d cos(2ξF)
, (A47)
where we have taken the leading order terms and have
neglected the subleading terms of O(ξ−1F ).
Appendix B: Derivation of scattering amplitude
Here we show the derivation process of the electron
scattering amplitude by a single skyrmion, whose final
result is given in Eq. (6). As mentioned in the main text,
we consider here a case where an incident plane wave with
the wave vector k and the energy E =
√
v2F |k|2 + ∆2 is
scattered by the skyrmion and comes out as a cylindrical
wave with the wave number k = |k|. The total wave
function away from the skyrmion can be defined as the
linear combination of the incident and outgoing waves,
Ψ(r) ∼ ψ(in)k (r) + ψ(out)(r), (B1)
with the incident plane wave
ψ
(in)
k (r) = e
ik·r
( −i sin ζ2
cos ζ2
)
. (B2)
Here the outgoing wave component is defined by
ψ(out)(r) =
(
f↑(φ)
f↓(φ)
)
eikρ√
ρ
, (B3)
with f↑/↓(φ) the scattering amplitude for each spin com-
ponent.
As in the scattering theory of Schro¨dinger electrons,
the scattering amplitude can be calculated in terms of
the partial-wave decomposition. Taking the x axis to the
direction of the incident wave vector k, the plane wave
can be decomposed into partial waves as
ψ
(in)
k (r) = e
ikρ cosφ
( −i sin ζ2
cos ζ2
)
(B4)
=
∑
l∈Z
ilJl(kρ)e
ilφ
( −i sin ζ2
cos ζ2
)
, (B5)
which shows the asymptotic behavior
ψ
(in)
k (r) ∼
∑
l∈Z
ileilφ
√
2
pikρ
cos
(
kρ− lpi
2
− pi
4
)( −i sin ζ2
cos ζ2
)
.
(B6)
For the scattering amplitude, we define the partial-wave
decomposition
f↑(φ) ≡
∑
l↑∈Z
√
2
pik
sin
ζ
2
g↑l↑e
il↑φ (B7)
f↓(φ) ≡
∑
l↓∈Z
√
2
pik
cos
ζ
2
g↓l↓e
il↓φ. (B8)
By comparing the both sides of Eq. (B1) for each par-
tial wave component in the limit ρ → ∞, we obtain a
sequence of equations
αj cos [ξj − δj ] = −il↑+1 cos ξj + eiξg↑l↑ (B9)
−αj cos
[
ξj − pi2 − δj
]
= il↓ cos
[
ξj − pi2
]
+ eiξg↓l↓ , (B10)
where we use shorthand notations ξ ≡ kρ, ξj ≡ kρ −
(pi/2)j, and l↑/↓ = j ∓ 1/2. Since the second term in the
right-hand side of each equation does not contribute to
the incoming cylindrical wave e−ikρ, the incoming parts
of Eqs. (B9) and (B10) give the same relation,
αje
i[(pi/2)j+δj ] = −ei(pi/2)(j+1/2)ei(pi/2)j , (B11)
which fixes the value of the coefficient αj as
αj = −ei[(pi/2)(j+1/2)−δj ]. (B12)
9θ
y RS
eiγ(θ)
eikx ei[kx+γ(θ(y))]
(b)
θ
t(θ)r(θ)
(a) t(θ)
FIG. 4: Schematic pictures of the transmission of plane waves
at the boundary between two regions with opposite magneti-
zations. (a) If a plane wave reaches a straight boundary, the
complex transmission rate t and the reflection rate r depend
on the incident angle θ. (b) If the boundary has a curvature,
the incident angle θ depends on the lateral position y, leading
to the position-dependent phase factor eiγ(θ(y)).
Substituting this relation to the outgoing (eikρ) parts, we
obtain
g↑l↑ =
αj
2
e−i[(pi/2)j+δj ] +
1
2
ei(pi/2)(l↑+1)e−i(pi/2)j (B13)
=
1
2
ei(pi/4)
[
1− e−2iδj ] (B14)
g↓l↓ = −
αj
2
e−i[(pi/2)(j+1)+δj ] − 1
2
ei(pi/2)l↓e−i(pi/2)(j+1)
(B15)
=
i
2
ei(pi/4)
[
1− e−2iδj ] . (B16)
Thus the total scattering amplitude is given by(
f↑(φ)
f↓(φ)
)
=
1
2
ei(pi/4)
√
2
pik
(B17)
×
∑
j∈Z+1/2
(
1− e−2iδj)( −i sin ζ2ei(j−1/2)φ
cos ζ2e
i(j+1/2)φ
)
,
which further reduces to Eq. (6).
Appendix C: Phase factor on transmitted plane
wave at skyrmion boundary
Here we give a detailed discussion on the geometric
phase factor acquired at the skyrmion boundary, which
leads to the scattering skewness, as briefly mentioned in
the main text. We first start from the simplified ge-
ometry, where the region with nz = +1 and that with
nz = −1 is separated by the straight boundary at x = 0,
as shown in Fig. 4(a). If one takes a plane wave with the
wave number k and the incident angle θ as the incident
wave, its wave function is given by
ψi(r) = e
ik(x cos θ+y sin θ)
( −i sin ζ2e−iθ/2
cos ζ2e
iθ/2
)
. (C1)
Due to the translational symmetry in y-direction, the y-
component of the momentum is conserved through the
transmission and reflection processes, yielding the trans-
mitted and reflected wave functions
ψt(r) = e
ik(x cos θ+y sin θ)
( −i cos ζ2e−iθ/2
sin ζ2e
iθ/2
)
(C2)
ψr(r) = e
ik(−x cos θ+y sin θ)
( −i sin ζ2e−i(pi−θ)/2
cos ζ2e
i(pi−θ)/2
)
, (C3)
respectively. The complex transmission coefficient t(θ)
and the reflection coefficient r(θ) should satisfy the
boundary condition at x = 0,
ψi(x = 0; y) + r(θ)ψr(x = 0; y) = t(θ)ψt(x = 0; y).
(C4)
Solving this equation, we obtain
t(θ) =
cos θ sin ζ
cos θ − i sin θ cos ζ (C5)
r(θ) =
i cos ζ
cos θ − i sin θ cos ζ . (C6)
One can easily check that these factors satisfy the con-
servation of flux,
|t(θ)|2 + |r(θ)|2 = 1. (C7)
The scattered wave, namely the deviation of the trans-
mitted wave from the incident wave, is characterized by
the factor
t(θ)− 1 = cos θ(sin ζ − 1) + i sin θ cos ζ
cos θ − i sin θ cos ζ (C8)
= −(1− sin ζ)1− i cos ζ(1− sin ζ)
−1 tan θ
1− i cos ζ tan θ ,
(C9)
which implies that the scattered wave acquires the geo-
metric phase factor
eiγ(θ) =
t(θ)− 1
|t(θ)− 1| , (C10)
dependent on the incident angle θ.
Next we set up a curved boundary, with the curvature
radius RS, as shown in Fig. 4(b). Here we focus on the
behavior at a long wavelength so that the uncertainty
in the position can be neglected. Introducing an incident
plane wave with the wave number k in the x-direction, its
incident angle θ on the boundary depends on the lateral
incident position y, as θ(y) = arcsin(y/RS), leading to
the phase factor eiγ(θ(y)) for the scattered wave. The
phase γ(θ) defined by Eq. (C10) can be expanded around
θ = 0 as
γ(θ) = pi + µθ +O(θ2) = pi + k˜y +O(y2), (C11)
where k˜ = µ/RS. Noting the inequality
cos ζ(1− sin ζ)−1 > cos ζ, (C12)
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the factors µ and k˜ here are negative. Therefore, the
phase factor can be approximated as
eiγ(θ) = −eik˜y+O(y2), (C13)
which can be interpreted as the transverse wave com-
ponent, accounting for the scattering skewness. Since
the phase γ(θ) takes the opposite sign if the sign of
nz(r) is flipped, the scattering skewness is sensitive to
the skyrmion number.
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