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VREsUMo 
Esta dissertação ê dedicada ao estudo de algorit-
~ mos de observaçao adaptativa enquadrados em uma forma canõnica de 
observabilidade de processos multivariãveis. 
' As equações que fazem parte destes algoritmos fo- 
ram obtidas por intermédio da teoria de Síntese de Sistemas Adap 
tativos com Modelo de Referência. A convergência assintótica glo- 
bal ê provada pelo uso dos conceitos de Hiperestabilidade. 
As estruturas dos observadores adaptativos aqui
~ tratados sao do tipo Série-Paralelo e Paralelo. 
_ _ H 'Quanto ao processo, este ë suposto_ ser linear, 
invariante, com ordem conhecida e parâmetros desconhecidos. Medin 
do-se apenas os sinais de entrada e de saída do processo, o ob- 
servador adaptativo ë capaz de, simultaneamente, estimar os pará 
metros desconhecidos e observar o vetor de estado. _ 
Os observadores adaptativos usam ganho de adap-
‹~ taçao decrescente, que apresenta bom desempenho em presença de 
pertuflxçao estocãstica. ~ .` 
. Vários resultados de simulação digital, na forma 
de gráficos e de tabelas, são expostos no sentido de mostrar a 
eficiência dos algoritmos estudados. 
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A B S T R A C T 
This dissertation is dedicated to the study of 
adaptive observation algorithms framed .in an observability 
Canonical form for multivariable processes. 
The equations comprising_ these algorithms are 
obtained from the Model Reference Adaptive Systems theory. 
Hiperstability concepts are used to prove the global asymptotic 
stability. , - - 
The adaptive observer süxwüues suggested in this 
.work are classified as bring of the Serial-Parallel type and 
Parallel type. ' ~ 
"`i 
_ The process .is assumed to be linear and inwniant. 
The process order is known and their parameters are unknOwn_ The 
adaptive observer. estimates the unknown process parameters and 
state vector by using only process input and output signals. 
The adaptive observer uses a decreasing gain 
adaptation algorithm that performs well in a stochastic 
environment. 
_ 
, Several simulation results in digital computer are 
presented to demonstrate the performance of the algorithms.
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CAPÍTULO 1 
INTRODUÇÃO 
_ 
. Os observadores foram desenvolvidos com a finalida
~ de de reconstruir os estados nao acessíveis na saida dos proces~ 
sos. Este fato surgiu da necessidade de obtençao de uma Vestimati 
va confiável dos estados não disponíveis, mas imprescindíveis 
na realização do controle de.um determinado sistema. 
Vários pesquisadores dedicaram esforços na resolg 
ção deste problema. Luenberger [ll] ocupou~se _do estudo para a 
obtenção de um observador linear (1964) que ë bastante conhecido 
e utilizado. Outro esquema, muito usado, e que tem o mesmo óbjeti 
vo ë o chamado filtro de Kalman (1960). 
_
“ 
Ambos necessitam do conhecimento dos parâmetros 
do sistema, cujos estados se pretende estimar. Mas, quando isto 
não ë possivel, ou quando os parâmetros do processo variam com o 
tempo, os observadores lineares nao podem ser utilizados. 
~ Este inconveniente, no entanto, ë contornado pelo 
uso de observadores adaptativos. Estes surgiram a partir de l973, 
atravês dos trabalhos de vários pesquisadores, tais como: Carrol, 
R.L. e Lindorf, D.P. [l2], Hang, C.C. [l31, Kudva, P. e Naren 
da, K.S. [14]] Lüders, G.' e Narenda, K.S. [l5], [l6], Narendra, 
K.S. e Valavani, L.S. E171, Suzuki, T. e Andoh, M. [l81, Lan- 
dau, I.D. [2] e Silveira, H.M. [l], entre outros. 
,. 
Os observadores adaptativos realizam simultaneamen 
te a identificação dos parâmetros e estimação dos estados de um
2 
determinado processo, desde que os dados referentes ã sua ordem, 
tipos de entradas e saidassejam disponíveis. 
Os observadores adaptativos estudados neste traba-
~ lho, estao alicerçados sobre a teoria de Síntese de Sistemas Adap 
tativos com Modelo de Referência (S. A. M. R.) [l], CZJ. 
V A convergência assintótica global, destes siste- 
mas, ê estudada através de uma forma, denominada padrão [2], a 
qual permite a utilização de um teorema de estabilidade proposto 
por H. M. SILVEIRA e I.D. LANDAU [1], [3], baseado no teorema 
de Hipereetebiliaeae de v.M. PoPov'[9].
_ 
' Os Sistemas Adaptativos com Modelo de Referência 
são de um modo geral, esquematizados, segundo o que apresenta 
a figura (l.l)
~ 
MODELO 
DE 
REFERENCIA -
Y 
u 
‹ÊÊ§
E 
MODELD4
s 
AJUSTÁVEL
. 
MECANISMO 
DE 
ADAPTAÇÃO
~ Figura (l.l) - Configuracao Básica 
.. do s.A.M;R. . 
vz
 
3 
. 
- ( 
Verificando~se o esquema da figura (l.l), em se 
~ ' ~ 4. tratando de identificaçao e observaçao, o modelo de referencia 
corresponde ao processo e, o modelo ajustável se relaciona ao 
observador ou identificador. 
' O objetivo principal, que norteia o presente traba 
lho, ë mostrar que os algoritmos de observação adaptativa obti- 
dos da teoria de Síntese de S. A. M. R. funcionam eficientemen 
~ ~ te, em condiçoes de simulaçao digital, com o uso do computador. O 
outro objetivo, nao menos importante, que se procurou concreti- 
zar, foi quanto a montagem de um texto compreensivel, de forma a 
contribuir para o entendimento da estrutura teõrica da classe de 
observadores adaptativos aqui estudados. 
Este trabalho está ordenado em seis capitulos .e 
mais quatro apêndices. ‹ 
' No primeiro capítulo ê apresentado uma introduçao 
ao trabalho. Ela contêm breves informaçoes, de caráter genérico, 
a respeito da teoria sobre a qual foi desenvolvida esta disserta 
ção, bem como os objetivos pretendidos. . 
` O capítulo dois ë dedicado â aspectos teõricos de- 
terminantes na construção de observadores adaptativos .discretos 
com várias entradas e uma saída. '
A O capitulo tres trata dos Observadores Multivariá-
~ veis lineares, nao adaptativos. Aqui ë exposta a Forma Canõnica 
de Observabilidade_Multivariável, bem como sua respectiva forma 
associada. E mostrado também um exemplo literal. 
No capitulo quatro sao abordados os Observadores 
Adaptativos Discretos Multivariáveis dos tipos Série-Paralelo e 
Paralelo. '
4 
O capítulo cinco contêm os resultados, 'nas formas 
de gráficos e tabelas, de simulaçao digital referentes ä “vários 
exemplos que mostram a eficiência dos algoritmos de observação 
adaptativa estudados.
_ 
' Finalmente, no capítulo seis, são apresentadas as 
conclusões finais e perspectivas para futuros trabalhos nesta 
área de estudo. ' - 
' ~ O primeiro apêndice expoe um teorema de estabi 
lidade paralma classe de sistemas realimentados. ` 
No segundo apêndice são apresentados dois lemas, 
úteis ã construção dos sinais auxiliares. ~ 
. O terceiro apêndice trata do algoritmo de cálculo 
dos coeficientes gi dos filtros. -
' 
_“H _ p m_Q quarto apêndice apresenta um Manual do Usuário
‹ 
dos programas desenvolvidos durante o trabalho. Nele consta um 
exemplo explicativo com o objetivo de facilitar o manuseio dos 
programas por qualquer interessado.
5 
CAPITULO 2 
QBSERVADORES ADAPTATIVOS coM VÁRIAS ENTRADAS E UMA SAIDA 
GENERALIDADES
~ 
- Neste capítulo serao vistos aspectos teõricos que 
av ` - determinaram a construçao de observadores adaptativos discretos. 
. 
Esta teoria versa a respeito da Síntese de Siste - 
mas Adaptativos com Modelo de Referência sem acesso ãs variáveis 
~ ~ de estado [1]. Estes sistemas sao colocados numa forma padrao de 
modo que o.problema de.síntese de sistemas adaptativos seja enca- 
rado sob o ponto de vista de convergência assintõtica global de 
um bloco linear realimentado por outro não-linear com parâmetros 
variantes. 
` Os observadores aqui estudados estäo modelados sob 
a forma canônica de observabilidade e baseados no observador li- 
near de“Luenberger para sistemas discretizados.. 
A partir de dois tipos de estruturas de observação 
zw linear os observadores adaptativos foram construídos. Sao elas: 
uma estrutura chamada paralela que deu base ao observador adapta- 
tivo paralelo e, outra chamada série-paralela sobre a qual se as- 
sentou o observador adaptativo série-paralelo. 
Este capítulofwtã dimufido em seis Ítens como semmx 
No primeiro ê tratada a forma canõnica de observa- 
bilidade para sistemas com vãrias entradas e uma saida. No segun 
~ s~ 
do¡ as estruturas de observaçao.linear sobre as quais os observa 
E 
E l "
 
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~ dores adaptativos sao construídos. No terceiro ítem ë visto o al 
gorítmo de adaptação paramêtrica com ênfase ao algoritmo ã ganho
~ decrescente. Nos quarto e quinto ítens sao estudados os observa- 
dores adaptativos paralelo e sêrie-paralelo, sendo apresentadosos 
conjuntos de equações que os compõem, ficando evidenciada a pos¬ 
sibilidade de implementâ-los em computador digital. 
E, finalmente, no ültimo ítem são apresentadas as
~ conclusoes ã respeito do presente capítulo.' 
2.1 'FORMA 'CANÕNICA DE ;o`B~sERvABILqIDz-mg 
‹ c 
... 
H 
V 
Os observadores adaptativos aqui estudados sao uti 
lizados para identificar os parâmetros e observar os estados si- 
multaneamente de processos que possam ser colocados numa determi- 
nada forma canônica de observabilidade. O modelo discreto de um. 
processo, nesta forma, ê descrito em termos de variáveis de esta- 
do como: ' 
al 
az 
` 
]: X(k+l) = 
_ 
_ 
V 
X(k) + Bu(k) (2.1-1) 
an 0 ..; A0 
, _ 
y‹k› = [1 o. o:1x‹k› + âTu‹k› (2.1-2) 
vu onde as matrizes envolvidas apresentam dimensoes convenientes; _ 
Para chegar ã esta forma deve-se considerar uma ma 
triz de transformação Q. Esta matriz Q deve ser constante e não- 
. 
..:¿, . 
singular. 'Ela possibilita a mudança de base de um processo qual-
N à
7 
quer para aquela que corresponde ã forma canõnica de observabili- 
dade. . ` ' 
Seja o processo discretizado expresso como: 
ã‹k+1› = Ã ã‹k›-+ ã_u‹k) ‹2.1-3) 
_ y(k) = C X(k) + d u(k) . (2.l-4) 
_ ._ ._ _ ~ ~ onde as matrizes A, B, C e d sao de dimensoes: (nxn), (nxmL (lxn) 
e (lxm) respectivamente; n indica a ordem e m o número de entra- 
das do processo. - '
' 
Por uma transformação linear através de Q, tem - se 
» x‹k› = Q 1 x‹k› (2.1-5) 
Ú "“À = ¢'1 Ã §*Í ‹zz1-õ) 
B = Q`1 ã (2.1-7) 
C = C Q (2.l-8) 
d = ã . - 
Na nova base o processo fica assim descrito:. - 
x‹k;1› = A x‹k› + B u(k) ‹2.1-io) 
y(k) == C X(k) + ä u(k) (2.l-ll) 
A matriz de transformação Q ê calculada pelo se - 
guinte método [l]: _
' 
Supondo que o sistema descrito por (2.l-3) e Q.l-M
› 
ë completamente observãvel, a matriz de observabilidade M0 ficaz.
K
8 
ET ' 
ET Ã 
Mo = V 
1 
(2.l-12) 
E? Ãn-1 
q 
Como esta matriz possui posto n, ela ê inversível.
O 
Seja a inversa de Mo definida por: 
HMS1 = [vi v2 vnl '‹2.1-1.3) 
Tomando-se a última coluna, Vn, de Mol e a matriz 
A, a matriz Q ê construída da seguinte forma: 
_ -n- -n-2 -R _ 
V 
99o.. 
nil 
-zo 
:>- 
|-' 
s<: 
né <Ê tv <: 5
.
< 
. 
` ‹ 
- Com Q definida em (2.l-14) e considerando-se as 
equações (2.l-6), (2.l-7), (2;l~8), (2.l-9) chega-se ã forma canê 
ñica de observabilidade descrita pelas equações (2.l-l) e (2.l-ZL 
2.2 'ESTRUTURAS DE OBSERVAÇÃO LINEAR
~ 
' Neste ítem serao mostradas as duas estruturas de 
observadores assintõticos lineares, na forma canõnica de observa- 
~bilidade, sobre as quais estão baseados os observadores adaptati- 
VOS. 
Considere um sistema linear, invariante no tempo , 
discreto, completamente controlãvel e observãvel, colocado na for 
ma canõnica de observabilidade: `
` 
› ¡ É'
oe
9( 
al 
_
_ 
x‹1<+1›= É I x‹k› + B u(k) ‹2.2-1) 
a .UC In 
yuz) = [1 o o:| x(k› + dT u(k) ‹2.2-2) 
Baseando-se no princípio dos observadores de esta- 
do assintõticos lineares [4] , pode-se construir um observador 
tendo o mesmo modelo do processo a ser observado, com uma entrada 
suplementar. que corresponde ao erro de saída, e(k), entre o pro- 
cesso e o observador: ~ 
. 
al 
I 
_ 
' 21 
¬›`<‹1<+1d›»=z É 
- «~í<‹1<› + B u‹1<› + 7 : ›z‹1<› ‹'2.2-3) 
T1 
_ ¡ ‹ 
. 
¬ . 
' 0 .oco O 
, 
Qn
H 
§1‹1<›= [1 o 0] 5<.‹k› + dTu‹k› (2.2-4) 
onde, gl, ..;, gn ê um conjunto de ganhos que determinam as carac 
terísticas do observador [2]. 
. O erro de saída ê dado por: 
€(k) = Y(k) - §(k) (2-2"5) 
Substituindo-se (2.2-5) em (2.2-3) tem-se que: 
al- ll 
§š(k+l) = I _ §<(k) .+.B u(k) + 
an¬ gn 0 ... O
' 
‹› 
. fg
lš 
. il
' 
+ É [y‹k) - âT u‹kfl 
_ 
‹2.2-õ› 
an ‹ 
§‹k› = L1 o ... 0] i‹k› + âT u‹k) ‹2.2-7) 
Seja o erro de estado definido por: 
e(k) = x‹k) - ã‹k› 4‹2.2-8) 
De l2.2-8): 
e(k+1› = x‹k+1› - i‹k+1› (2.2-9) 
Substituindo (2.2-1) e (2.2-6) em (2.2-9) tem-se 
que a equação dinâmica do'erro de estado ê: ` V _ 
al? 2,1 ._ 
e(k+l) = »- És :[ e(k) (2.2-10) 
V O ...I 
` 
' Existem parâmetros 21, ..., mn ¶[5] que levam o 
sistema (2.2-l0) ser assintoticamente estável, permitindo escre - 
ver que: 
lim e(k) =,0 (2.2-ll) 
k+m _ 
e como consequência! 
lim €(k) = 0 (2.2-12) 
k-›oo .
"
›
K 
““
 
ll 
_ A equação (2.2-ll) estabelece que o observador des 
crito por (2.2-6) e (2.2-7) ê capaz de observar os estados do prg 
cesso-(2.2-l) e (2.2-2) [l]. -A 
A 
Q' 
i Escolhendo-se convenientemente valores para os cog 
ficientes li, obtêm-se dois tipos de observadores [l]: 
' a) mi = hi 
_ 
V- ‹2.2-13) 
Com ñi assumindo estes valores chega-se ã estrutu- 
ra dada em-[511 A 
al-hl ' . hl ' 
â(k+1› = : 1:' §‹k› + B u‹k› + : Ey‹k)-dTu(kÍ] 
n n n a -h o ... o h -
V 
. 
V 
. (2.2~l4) 
" ' W§‹k›i=“[1 “d'_..;` o]'â‹k› + âT u‹k› 
_
` 
(2.2-15) 
e
. 
A 
a1`h1 
é‹k+1) = z _1; e(k) .(2.2-16) 
an-hn 0 ... O 
_ 
Esta ê a "estrutura I" de observação, conforme_pof 
de-se verifioar na figura (2.l) [l], [21, onde as matrizesrenvol- 
vidas estão assim definidas: 
al ' 
A = _I (2.2-17) 
a 0 'IO 0 
Il
\
‹ 
Q©M©HHflQM>H$mQo 
OU 
MOHCQCMU 
MEHOE 
GG 
Hflwflfig 
Oüflgwpflfimmd 
HOUM>H®wQo
| 
:H 
flH5vDHuWm=
| 
^H_NV 
MHDmHh 
â.bQ._ 
ao
: 
:F
,
‹ 
pa
A 
AIÊAIIA 
__ 
2; 
_ 
_š_& 
›1A
à
_ 
A
N 
OWWWUOGQ
V 
2: 
_À 
8:
\
ÍÚ__wñ
_
_
'
`
'MÉ
Ó U O 
B = I I 
blnl : z O 0 O 
cT=[1 0 0] 
âT=[âl dm] 
T- h 000 ` 
b) ñi = ai + hi 
‹ o 
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(2.2-18) 
(2.2-19) 
(2.2-20) 
(2.2-21) 
(2.2-22) 
Neste caso chega-se ã estrutura de observação des- 
crita em [412
À 
-h' ,O ... 0 a +h' n n n 
-hi al+hí 
§<(1<+1) = _: I §<‹k› '+ B u‹1<› + : [y‹1<)-âTu‹1<›] 
(2.2-23) 
. 
V 
í-(k) = [1 o o]§<(k› + âTu‹1<› ‹2.,2-24)
e 
-h" O . . . O 
.. 
'hi 
e(k+1› = : I e (15) (2.2-25)
n 
Esta ë a "estrutura II" para observador, como po- 
de ser verificada no diagrama representado na figura (2.2) 
~ ~ matrizes que o compoe sao definidas como:
i 
. AS 
êzswá
‹ 
O_mUM©_flHHgfl>H®wQO 
wmv 
MUIWCAWCMU 
MEHOM 
MU 
HMÚGHQ 
Oüflpmgflflmwm 
HO@M›HQmQO
¡ 
:HH 
mHDPDHpmm=
¡ 
^N_NV 
MHDmfim 
'EJ 
~ 
í
À 
~A|uÀ 
2% 
_ 
A
à 
_
P 
WÇ_&_ 
^_*xv«ú° 
_
_ 
gw 
ä. 
\
_ 
HA 
Ã
Í 
gv: 
888%
_
A
‹ 
Ê:
_
.
É\
15 
-hi 
H' = I . (2.2-26) 
'-h' O oco O
- 
n . `›- 
T 1 __ :_ a _ .al an] (2.2 27) 
h'T = [hi na ‹2.2-za) 
Com base nestas duas estruturas pode-se construir, 
quando os parâmetros do processo são desconhecidos ou mal conheci 
dos, os observadores adaptativos. 
' A partir da "estrutura I" obtêm~se o “."observador 
adaptativo paralelo", enquanto que a "estrutura II" dâ fundamento 
_ 
_ ` 
ã construção do "observador adaptativo série-paralelo". _ 
O motivo das designações "paralelo" e "sërie-para- 
lelo" está relacionado âs diferentes localizações dos parâmetros 
ai nos modelos de observação determinados pelas estruturas I e II. 
_ Conforme pode-se verificar nas figuras (2.l) e 
(2.2), na "estrutura I", os parâmetros ai encontram-se em paralg 
lo com aqueles do processo. Procede então a denominação de obser 
vador paralelo. No caso da "estrutura II", os coeficientes ai do 
observador estão em sêrie com seus correspondentes no processq,eQ 
~ an ~ quanto que em relaçao aos outros parametros, aqueles que compoe 
as matrizes B, c e d, existe paralelismo nas suas respectivas lo- 
calizações nos modelos que descrevem o processo e o observador. 
Daí o nome de observador série-paralelo. 
1 Ç: l um
.›
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~ 2.3' ALGQRITMO DE ADABTAÇAQÚPARAMETRICA 
2.3.1 FORMA PADRÃO 
O objetivo principal da Síntese de Sistemas Adapta 
tivos com Modelo de Referência (S.A.M.R.) ê fazer com que um sis-
~ 
tema ajustável se comporte, com a melhor aproximaçao possível, ao 
processo real, cujos parâmetros são desconhecidos ou pelo menos 
muito pouco conhecidos e, cujos estados se pretende observar [l], 
[2]. z
~ 
V Na síntese de S.A.M.R., o modelo de referência, no 
caso de observação e identificação, ê sempre o processo real e o 
modelo ajustável corresponde ao observador adaptativo. Este sis- 
tema ajustável e o mecanismo de adaptação, tratando-se de proces- 
sos discretizados,podem ser implementados, como neste estudo, em 
um computador digital. . 
' ~ 4 ~ A forma padrao, atraves da qual os S.A.M.R. sao es 
tudados, foi idealizada por Landau [2] e permite usar a teoria de 
hiperestabilidade de V.M. Popov. . 
Esta forma se constitui num sistema equivalente ã- 
quele formado pelo modelo de referência, sistema ajustável e me-
~ canismo de adaptaçao, mostrado na figura (l.l) do capítulo ante - 
I`1.0I`. j 
j
' 
» Como ë verificado no diagrama a seguir a forma pa- 
dráo.ë composta de um sistema linear no ramo direto e de um siste 
ma não-linear, com parâmetros variantes no tempo, no ramo de rea- 
limentaçáo. 
_ ¡ _ 
Êífi
 
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~ L E 
A UI 
Figura (2.3) - Forma Padrão 
Através desta forma esfihda-se a estabilidade assin 
tõtica global de sistemas adaptativos aplicando-se o teorema de 
estabilidade relativo ãs classes L(A) e N(F), [l], [Í]. As defi- 
~ ~ niçoes de classes L(A) e N(B) estao contidas no Apêndice I. 
- O sistema linear representa a equação de erro de 
saída entre o processo e`o sistema ajustável Q a parte nãoflinear 
contêm o algoritmo de adaptação paramêtrica. 
_ ‹
' 
- ~ 2.3.2 'CONDIÇQEB DE ESTABILIDADE DA FORMA PADRAO- 
O sistema linear, no diagrama (2.3), pode ser mode 
lado, em termos de equação.de estado como:
A 
, 
z(k+1)_= A z(k) + D u(k) (2.3-1) 
z‹1<›j = ‹zT z‹1<› + ‹1*u,<1<)- ‹2.3-2) 
Este sistema representa o erro de saída entre o
0
É
w
 
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processo e o observador adaptativo. 
Tendo em conta a Figura (2.3): 
u(k) = -w(k) (2.3-3) 
A entrada u(k) ê definida do seguinte modo: 
u(k) = -gT‹k› v‹k› ‹2.3-4) 
e~g(k) ê o vetor que representa o desvio paramêtrico definiàopor: 
¿›z_‹k›r = í›‹k› - pc ‹2.s-s› 
onde:V 
p(k) ë o vetor que contêm os parâmetros ajustãveis; 
~ a 
pc ê o vetor que abriga os parâmetros do processo; 
... V(k) ê o vetor de observaçao. Z _ 
Em termos de equação diferença a parte linear ë as 
sim descrita: . 
[l 
É alq_l - ... - anq_fiÍ e(k) ='[l + glq~l + ... + gnq_fi1 u(k) 
~ 
' (2.3-6) 
O sistema (2.3-6) deve pertencer ã classe L(À) [l], 
O sistema linear ë realimentado com um sistema não 
~linear ã parâmetros variantes no tempo, o qual assume a forma se 
~ `I guinte em termos de equaçao de estado. 
'§‹k+1› = §‹k› + g‹k) F‹k› V(k) â‹k› ‹2§3-7) 
L 
w‹k› = vT(k› §(k› + vT‹k› e(ky v‹k› z‹k› (203-8) 
onde F(k) e G(k) são matrizes reais e §(k) ê uma função real.
0 
. Ê
Àw
5 - ¡3(k+l).¡l(k)_$ À3(k) (2.3-17) 
19 
A 
Partindo do teorema I-l do Apêndice I a forma pa-
~ drao ê assintoticamente estãvel globalmente se as seguintes condi 
ções forem satisfeitas [ljz 
l - O sistema (2.3-l), (2.3-2) deve pertencer ã classe L(À); 
1 + à3‹k+1› à2‹k› vT‹k› G‹k› v‹k› 
2 - g(k› = ' ' s ~ s s ~ ‹2.3-9) 
à3‹k+1› Àl‹k› + z3‹k+1› ×¿‹k› vT‹k› F‹k› v‹k› 
~ ~ 
Àl(k), À2(k) e À3(k) sao funçoes reais e definem-se como segue: 
Àl(k) > O (2.3-10) 
À2(k) z 0 s (2.3-ll) 
À3(k) > 0 (2.3-12) 
3 - G(k› = ----l----- F(k› + G'(k› ‹2.3-13) 
~ zxl‹k›_à3‹k+1› , 
c'‹k› > Ó ‹z.3-14) 
e ê uma matriz real. - 
4 - A matriz de ganho F(k) deve satisfazer a equação: 
F`l(k+1› = il<k› F"1‹k› % à2‹k› v‹k›evT‹k›(2.3-lsy 
F(0) > O (2.3-lõ) 
À2(k)`À3‹k+1› < À ‹2.3-18) 
6 - Y‹k› =_À2‹k›,À3‹k+1› ‹2-3-19)
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- A figura (2.4) esquematiza os blocos linear e não- 
' ~ linear da forma padrao usada em síntese de sistemas adaptativos. 
2.3.3' LE;s DE ADAPTAÇÃO PARAMÉTRICA 
O modo pelo qual o vetor p(k) se aproxima de pc , 
se origina das equações que descrevem a parte não-linear da for- 
ma paârão ‹2.3-7), ‹2.3-8). 
Fazendo: 
§‹k) = Q(k) - pc (2.3-20) 
- O 
e substituindo (2.3-20) em (2.3-7), chega-se â: 
Q(k+l) =.Q(k) + g(k) F(k) V(k) €(k) (2.3~2l) 
De (2.3-3) e (2.3-4) tem-se que: 
‹»‹k› = vT‹1<› g‹k›i ‹2.3-22) 
então, de (2.3-8fi. 
g‹k› = §(k› + G‹k) v(k› e‹k) ‹2.3-23) 
Substituindo (2.3-5) e (2.3-20) em (2.3~23), vem: 
p(k) = Q(k) + G(k) V(k) €(k) (2.3-24) 
I
. 
IV . I 09 As equaçoes (2.3~2l) e (2.3.24) compoem as leis de 
adaptação dos parâmetros ajustãveis de p(k).' : 
A partir destas duas equações, chega-se ãs expres- 
sões gerais das leis de adaptação.paramêtrica, das quais são.ob- 
tidas as leis;de adaptação.particulares.
W \ 'nz
*Z
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. 
' ( ~ ~ ø 
- As expressoes gerais das leis de adaptaçao parame-
~ trica sao as seguintes [l]: 
1 - Ap(k) - §(k› - §(k-1) _ p(k) + p(k+1› (2.3 25) 
2 - §(k› = ë‹k› v‹k› õ‹k› ‹2.3à2õ› 
-- _ ` 0 ._ _. 
3 - p‹k› _ G‹k› v(k› e‹k› - ‹2.3 27) 
4 - ë‹k› = G(k› 
' 12.3-za) 
5 - Ê(k› = g‹k› F(k› - G‹g› ‹2.3-29) 
6 - @(k+1) _ g(k) + p(k› + p‹k› ‹2.3 30) 
7"- §‹k› = g‹k› + §‹k› ‹2.3-31) 
.
‹ 
2.3.4 ÀLGORÍTMQ Ã GANHO DECRESCENTE [1] 
_ 
Na construção dos observadores adaptativos, neste 
trabalho, usou-se o algoritmo de adaptação paramêtrica ã ganho de 
crescente. _ ^ 
Para implementã-lo, partiu-se das condições de es~ 
~ ~ tabilidade assintótica para a parte nao-linear da forma padrao da 
das por (2.3-9) até (2.3-l9) e, também das equações que formam o 
conjunto das expressões gerais das leis de adaptação paramëtrica, 
(2.3-25) ã (2.3-31). 
Fazendo: 
Àl‹k› = 1 (2.3-32» 
. o < ¡2‹k› <z 1 _ ‹2.3-33) 
\
` "
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~ r 
- À3(k) = l (2.3~34) 
G'‹k) = Ê F(k› (2.3-35)
2 
e considerando (2.3~l3), chega-se ãf 
' 
F(k) = G(k) ' (2.3-36) 
De-(2.3~9) e usando um lema de inversão exposto no 
Apêndice I, chega-se ãi " 
1 12 ‹1<› F‹1<› v‹1<› vT‹k› mk) 
E-‹1<+1› = 1¬‹k› -1 as 
, 
~ ‹2.3-sv) 
-1 1 + x2‹k› vT‹k) F‹k› v(k› 
Fazendo: _1. V
‹ 
À2(k) = l (2.3-38) 
»~ F‹k) v‹k›.vT‹k).F(k) 
F‹k+1› = F‹k› -.z.a Í s ~sss< 's 
. 
‹2.3-39) 
1 + vT‹k› F‹k› v‹k› 
De (2.3-18), vem: 
_ _A = 1 ‹2L3-40) 
Assim a parte linear deve pertencer â classe L(l). 
De (2.3-9),_(2.3-32), (2.3-34) e (2.3-38)zOb&äPse: 
g(k) = 1 
A ‹2.3-41) 
Partindo de ‹2.3-41), (2.3-36) e (2.3-29): 
Ê‹k›_= o “ _ ‹2.3-42)
\
24 
- Considerando (2.3-27) e (2.3-42):
( 
š‹1<› = o ‹z.z-43) 
De (2.3-30) e (2.3-43), vem: 
Q(1<+1) = 9‹1<› + f›‹1<) ‹2.3-.‹44) 
Este algorítmo_de adaptação a ganho decrescente pg 
de ser resumido numa tabela como a que segue: 
1 - f›(k) =,F(1<› v‹1<) â(1<› 
2 - ê‹1<›=9‹1<›+ i3‹1<› 
3"- g‹1<+1› = .g(1<) + fmz.)
A 
m . 
~ 
_ 
_1‹¬V‹.1<› v‹k› vT‹kr›_ Foz)
' 
4 .- F‹1<+1› = F‹1<› ~ e 
1 + vT‹1<› F‹1<› v‹1<› 
| 
Tämfla I - Algoritmo de-Adaptação 
- 
. 
~ Este algoritmo de adaptação juntamente com o vetor 
V(k), compoem o mecanismo de adaptaçao. 
A 
` -- - 
. Neste trabalho o valor inicial de F(k) foi considg 
rado ser a matriz identidade multiplicada por um fator positivo 
desejado. Isto vem facilitar a restrição de que F(k) deve 1 ser 
inicialmente definida positiva. _ 
O valor inicial do ganho da matriz F(k) ë importan 
te pois dele também depende uma boa e rápida estimação dos parâme 
tros. . 
. 
‹
. 
~ É
â
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, 
Neste trabalho considerou-se que À2(k) em (2.3-33) 
assume o valor unitário, implicando no fato de que os coeficien - 
tes da matriz F(k) tendem a zero com o decorrer do tempo durante 
a adaptação; › 
_ 
V 
d 
' ` 
i Supondo que o ganho inicial de F(k) não seja sufi- 
~ ~ ciente para a obtençao da estimaçao desejada ou que ocorra a ne- 
. 
4 o 
cessidade de uma nova estimaçao, provocada por uma mudança no va- 
lor dos arâmetros do rocesso, o al orítmo erde, então a suaI 
eficácia. 
Para contornar este problema pode-se reinicializar 
o ganho toda vez que o erro de saída estiver fora de uma faixa a- 
~ ~ ceitãvel, indicando que a identificaçao ainda nao se completou ou 
que houve uma mudança apreciável nos parâmetros do processo, ad - 
vindo à necessidade de uma nova estimação paramêtrica. Outra so- 
lução consiste em fazer À2(k) em (2.3-38) igual ã zero apõs um de
_ 
terminado número de iteraçoes. Este procedimento garante uma boa 
estimação e não permite que os coeficientes de F(k) convirjam pa- 
ra zero. 
- 2.4.*oBsERVADoR;ADÀpmAT1vo.SERIEFPARALELQ PARA- 
.'sIsTgMAsíAMosTRADos-
~ 2-4;1"DEscR1çAo¿MAmpMÃm1cA›Do1Paocflssp'E›Do=QBSERNADQR- 
I - O PROCESSO 
Considere um processo completamente controlãvel é 
observável. 'Isto posto ele pode ser colocado na forma .canõnica 
K . “W
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de observabilidade, ou seja, numa realização mínima. A descrição 
do processo, por meio de equações de estado pode ser apresentada 
da seguinte maneira: 
1 ' 
al 
' 
i 
fbll .. . Vbmi 
~ 
:ul(1<,› 
x‹k+1› = : I _×‹k› + : : ': 1‹2..4-1) 
an o . . . o 'ébln . . . bmn A-um 
(ki)
_ 
_ 
ul(k) 
y¿1<› = [1 o ... 0] x‹1<› + [dl am] 
i ‹2.4-2,) 
um(k)
i 
onde Q corresponde â ordem do sistema e, m ê o número de entradas. 
II - O OBSERVADOR 
O observador adaptativo usado para estimar os esta 
dos e identificar os parâmetros do processo descrito por (2.4-l)e 
(2.4-2) está baseado no observador linear que possui a "estrutura 
II" dada por (2.2-23), (2.2-24) e utilizando o método de vários 
sinais auxiliares. ^' - 
Este observador assume a forma a seguir: 
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1É›ln‹1<› 13mn‹1<› um‹1<.› 
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a›n‹k› - h'n z›O‹1<› 
rf Ff 8) 
- m _ ^ 
y‹1<› = [1 o 
À 
o]x‹k› + jšl 
aj‹1<› uj‹1<› + wO‹1<› ‹2.4-4) 
onde ãi(k) representa os sinais auxiliares e o vetor h' ë conheci 
do e constante. Os sinais auxiliares ãi(k) são transitõrios, is- 
` ~ - to ê, desaparecem quando a adaptaçao ë terminada. Estes sinais 
› ~ ~ sao importantes para se obter a forma padrao e assim garantir a 
estabilidade assintõtica global. Quando a adaptação ê concluída, 
o observador adaptativo se comporta como o observador linear 
(2z2-23) e (2.2-24) da "estrutura II". ‹ 
O esquema da figura (2.5) mostra o observador adap 
tativo série-paralelo. ` 4 
^" 
› Nesta figura as matrizes que compõem o diagrama de 
finem~se como: ` * 
-hil 
H. .= 1 , I `I ‹2.,_4-5) 
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E 5 
‹2.4-6) 
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h'T = 
[ni _ ... hál, ‹2,4§s› 
auqzfilmà .H g¿k¶ (24-w 
¢T =.[} o ... Ó] ‹2.4»1o› 
2.4.2 'A'EQUAçÃo no ERRO 
Partindo-se de (2.4-l) e (2.4-2) a equação de_saí~ 
da do processo toma a forma seguinte: 
Il -~ HI III 11 
y(k› - 2 a.y(k-i›`=.'; â. u.‹k) + .;~ 2 5.. u‹k-1) ‹z.4-11) 
onde 
B.. 31 
dor ê 
i=l l j=1 3 3 j=1z1=1 31 - 
bji - dj ai (i=l, ..., n); ‹j=1, ..., m) (2°4'l2)
~ De (2.4-3) e (2.4-4) a equaçao de saída do observa 
assim descrita: 3 
Il - H 11 ' 
y‹k› + fz. há §‹k-1) = 2 âi‹k-1) y‹k-1) + z hi y(k-1)-+ i=l i=l i=l 
m _ m n n 
+ 2 d.(k) u.(k) + Ã 2 ë..(k-i) u.(k-1) + 2 ô (k-z) 
j=1 3 3 j=1 i=l 31 3 z=o 3 
onde 
(2.4-13) 
A às' 
~ Êji(k) = bji(k) - dj(k) âi(k) (2.4-14) 
(izlj coa] oca] 
O erro de saída entre o processo e o observador ê 
' u ....._»..~. -
. 
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definido porá 
â(1<› = y‹1<› -` §z‹1<› ‹2.4`-15) 
Tendo-se em conta as equações (2.4-ll), (2.4-13) e 
(2.4.l5), a equação do erro ê escrita da forma a seguir: 
n n
, 
1< hr ‹k-'› = - ^.‹1<-'›~ - (k-'› - g( ) + 
išl 1 
5 1 
išl [al 
1 al y 1 
Ill ,_ III Il
› 
- 
jšl [aj‹1<›-dj] 
uj‹1<› - 
jšl išl [ë3.i‹1§_-+1) 
- 
sji] uj‹1<-1›
- 
n: . 
- Z.‹T›,¿(k-rw) - ‹ (2.4-16) 
zzo 
2.4.3 OBJETIVOS A ATINGIR 
Considerando-se o erro de saída dado por (2.4-16) 
os objetivos, aos quais se deseja chegar, podem ser definidos co- 
IIlO__$ 
' 
- 
_
_ 
` 
~ 1 - um |:âi‹1<› -ai] = o - (i=-1, ,..,.,n› ‹2.4-17) 
.k->°° 
2 "' = 0 o¢¢¡ m; i=l( oonfn) 
k-›oo - 
` (2.4-18) 
3 - lim {â.‹1'<› - <1.:\ = o ‹j=1, ..., my' ‹2z.4z19› 
k-+00 J ` 3 ~ . 
4 ~ lim ‹I›i(k›. = 0 _(i=1, ..., n) (2.4-2o) 
5 - lim €(k) = O ' (2.4~2l) 
k~›‹×›.
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` Para que estas metas sejam atingidas um mecanismo 
que adapte os parâmetros ajustãveis e gere os sinais auxiliares<¶Ê 
ve ser construído. 
Este mecanismo está baseado nas leis de adaptação 
paramêtrica. Se os objetivos são atendidos, conclui-se que os es 
tados do observador estimam os estados do processo [Ã]. 
2'.4.4 SINAIS; AUXILIARES 
A finalidade dos sinais auxiliares ë apresentar os 
Sistemas Adaptativos com Modelo de Referência na forma padrão. 
' I 
Isto permite a aplicação do teorema de Estabilidade Assintõtica 
(teorema I-l, apêndice I) de modo a se chegar a um algoritmo de 
adaptaçao paramêtrica conveniente. 
A parte linear da forma padrão, que representa a 
equação do erro de saída, pode ser descrita como segue: 
n n _2 n 
z(_k› + išl__h¿ .z;‹1<-gi). 
= - 1 + gl gzq išl âi‹1<› 
- 
ai1\zyi‹1<› + 
IT! ». HI H A 
f jšl £âj‹1<› 
- ag ;zujo(1<› + jšl iii {:5ji‹_k› 
- 5ji]\¿uji‹1<› 
(2.4-22) 
onde vuji(k) e uyi(k) são valores filtrados de uj(k)e yüd satis 
fazendo as seguintes equações:
n 
1 + z ggq '° vu__ ‹1<)l = u. (1<-ti) .‹_2..4.-23) 1:1 31, _ Í] _ 
na
~ ë
n l 2 
1 + xl ggq 
2 vyi(k› = y(k-i›e 
QI:
~ 
'_ 32 
(2.4-24) 
Nas quais os coeficientes gg sao calculados conve- 
nientemente. 
V ` 
Os sinais filtrados podem, equivalentemente, ,ser 
obtidos dos sistemas: . . 
vujo‹1<› = [-gl -gn] vuj‹1<› + uj‹1<› ‹j=1z m) 
ou 0 o 
` 
^ 1 
A 
o o 
vuj‹k+1›= '* I _ E vuj‹1<›+ E uj‹1<)_ 
_, o_ _o_. 
O O Í- 
._ 1 1 
~ 
O 
o- 
À . 
vY...(k+1› = 
Í 
vy(1<) + y‹1<› 
_ `°__ 0;
. 
onde os'Vetores Vy(k) e Vu_(k) sao definidos como:
J 
v§‹1<) = [vyl‹1<› vyn‹1<›~ - 
T _ . '.... vuj‹1<› - [vujl‹1<› vujn‹k›] ‹z-1,l..., m›
~ 
_ Os sinais auxiliares sao calculados de modo que a 
equação (2.4-16) assuma a forma da equação (2¿4-22) 
.Comparando-as, chega~se ã: 
U 7; 
(2.4-25) 
(2.4-26) 
(2.4-27) 
(2.4-28) 
(2;4*29)
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^ k- = 1 › ^. k - *. 
Rio w¿( 
Q) + 
251 gzq išl al( ) al vyi(k)
+ 
m _ m n - 
+ jÍ1[dj(k) _ dj] uuIi°(k) + jšl jšlísjim _. Bji]U“:`|i(k›}
_ 
n ~ m à;
i 
- išl{ai(k-1) - a%J 
y(k-1) - 
jšl {dj(k) 
- 
d%1 
uj(k) - 
m n - - 
_ 
jšl gil {%ji(t-i) 
_ Bjá}uj(k-i)' (2.i-30) 
Aplicando-se os lemas LII-l e LII~2 contidos no A- 
pêndice II ã esta equação e lembrando que o algoritmo de adapta - 
~ ø ` av çao empregado e a ganho decrescente, chega-se a equaçao que possi 
bilitarã o cálculo dos sinais auxiliares: - 
fl ~ n _2l ^ ' , 
É u)5¿(k“zQz) = E q ' rg' (V 1 ar gl n) + zzo zzo Y 
m A' In 
+ Z q_£ E w¿(V _, d., Ê., g, n) (2'4'3l) z=o j=1 “J 3 °3 
e t ~ 
,
a 
~ 
- ~ m é ~ ' Â è , @£(k) = r£(Vy, a, g, n) + jšl.w¿(Vuj, dj, Êj, g, n) 
. 
(2.4-32) 
onde: * ` 
g'§‹k› =l [gjl‹1<› z;jn‹k›:|¬ ‹j=1,..., m) ‹z.4-33) 
a) 2=O 
n › ~ 
ro(Vy, az Q, n) =-iši aiák) yYi(k) (2.4-34)
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+ 2 E 6-i(k) É gf v __ (k)- (2.4:38) 
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m- - À. m ¡- 
Ê . â. = Õ. k k - . k ' 
j=l wo (Vujr 
dj! Ê): gl n)` jšl 3( 
) {Pujo( ) uJ( £}
* 
m n ' v . ' _ + vz z 3ji(k) uji(k) (2,4 35) 
j=1 i=1 
. 
go 
-'.= 1 (2.4f-36) 
b) ls 52,< n-1 
2 _ n _ 
r¿(V â g n) = - É a.(k) Z 9. V _ _ (k) + yr r r i=1 l j=2+l 3 Y1+]-1 
~ e 
11 _ Q, ~ + 'E a.(k) 2 9- v 
_ 
(k) ' (2.4-37) 
i=z+1 1 j=o 3 Yi+1-1 . 
m _ ~ m _ n `z 
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` E' ‹Íina~1.men`te. `.t'emL-=s:e':A 
n __ , m _ 
wo(.k.) = 
iii aiÀ(.k.) Vyi(.k) 
+ 
'jíli 
dj(.k) [Vujo(.k) - uj(k)J + 
m n_¬ 
+ E E B - .» (.k) (k.) 2.4-41 
j=1 i=1 31~ V9jiV ( ) 
1 n 
ã¿(k> - - 2 a.‹k› 2 g. v 
_ _ 
‹ky +
í 
i=1 1 j=z+1 3 Y1+3-2
_ 
Il _ Q, m _ ' H + E a. (k) E 9- . (k) - Z d- (k) E - (k) - i=z+1 1 j=0 3 vYi+J*# j=1 3 i=z+1 gl Uujzi-1 . 
, V 
_m 2 n .. " Z Z 3--(k) E 9 v (k)V+ 
.j=]_ L.-z]_ 31 f=5z,+1 f u:..vj,i+f-2' 
j= i=z+1 À f=o jzi+f-1 ~ 
`
. 
~ m n _' 52,
A + zl 2 3ji(k) Z gf uu . (k)` (S?,=l, ...,n-1) (2.4-42) 
2.4.5 'PARTE LINEAR DA FORMA PADRÃO 
Seja .os vetores. definidos. por: 
_
A 
`T 
PC I COI 000 nos 
I 
030 
§T(k› = {§l‹k› ... ân‹k) ãl‹k› gll‹k) ... §ln‹k) ... 
... dm(k) Êml(k) ... Êmn(k)] (2,4-44) 
T _ . V (k) - {?y1(k) ... Vynšk) Uul0(k) Qullfk) ..¿ Vuln(%) ... 
VumO‹1<› \,uml‹1<› \,umn‹1<¶ ‹2.4-45)
« Ê
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Substituindo (2.4-43), (2.4-44) e (2.4-45) em 
(2.4-22) chega-se ã equação que descreve a parte linear da forma 
padrão! 
n - n - 
a(k) + 2 hr â‹k-1) = - 1 + 2 .g-q'3 vT‹k› ê(k›--p, ‹2.4-46) 
1=1 1 - j=1 3 ° 
Os coeficientes gj são calculados de tal modo que 
o sistema (2.4-46) pertença ã classe L(l). Um método de cálculo 
destes coeficientes gfi ê apresentado no apêndice III. 
*Os parâmetros hi são escolhidos de tal maneira, que çfimnu- 
tam que o sistema descrito por (2.4-3),(2;4-4) seja assintoticamente estável. 
2.4.6 '1Eís'DE°ADAPTA§ÃofPARAMÉTRICA'Ã'GANHo1DECREscENTE 
' Partindo do conjunto de equações que compõem a ta- 
bela I, obtêm-se as leis de adaptação paramêtrica: 
a(k) 
ãl ‹1<›
i 
f Ê1<k> _ . 
V = F‹k) v(k) a(k) ‹2.4-47) 
äm(k) 
.- 
a.êm‹1‹› . 
*I 
. . .,.,.,,..
  
_.. ._ -. _ -._ _. 
` 
` ._ 
â‹1<› ga‹.k› â‹k› 
âl‹k› edl‹k› 
31 ‹k› _QBl‹k› §1(k› 
O
0
0 
ãm ‹1<› m m 
ëmm 9Bm<k> % ë* ‹1‹z› 
_ _ A L 
4 
_ .fm - 
äl‹z1<› 
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= . + 
' 
, _ (2.4-48) 
@d.(k) ã (k) 
._ -.ú -._ - _« I- _» 
§a(k+l) ' §>¿(1_<) a(k) 
9 ,(k+l) dl dl 
gBl‹k+1) 
e¿m‹1<+1› 
§5m‹1<+1›_¬ _@Bm‹k›_ __Bm‹1<›_ 
onde; 
G z(k) 
95 <1<> 
, š>dm‹k›
~ 
1 + 
âl‹k› 
51 ‹1<› 
ãm‹k› 
bj‹1<› = 33. ‹1<› + âj‹1<› â‹1<›+ (j=l, m› 
_T ._ _. a (k) = [al(k) an(k):l 
-T `1 - ._
' 
§j‹}1<› = _gj1‹1<› sjn‹1<›¶ ‹z_1, m› 
~ âT‹k› =} âl‹k› ... ân‹k{¶ 
.- 
T __ 
Ç
. gam›- :¿lm›.Hø&¡k¶ 
bj(k) = bjl(k) ... bjn(k¶ (j=l, .., m) 
._ 
p ‹k› - lÊz1‹1<› âl‹1<› _çl‹1<›, õm‹1<› §m‹1<¶ 
êT‹1<› = Eã‹1<› ãl‹1<› 3l‹1<› ãm‹k› Bm‹1<›¶ 
(2.4-49) 
(2.4-50) 
(2.4-51) 
(2.4-52) 
(2.4-53) 
(2.4-54) 
(2.4-55) 
(2.4-56) 
(2.4-57)
= w
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Através das condições de estabilidade assintõtica
~ global dadas no ítem (2.3¿2) garante~se a equaçao (2.4-21). 
Com o erro de saída €(k) nulo, tem-se que! 
a(k) ~ 
.âl‹k) 
. = 0 (2.4.58) 
ãm‹k› 
§m‹k› 
C Como consequência de (2.4-58), os sinais auxilia - 
res tendem para zero. ‹ ' 
Considerando as equaçoes (2.4-58) e (2.4-48) con 
clui-se que o vetor p(k) permanece constante. 
u ~ _ 
_ Tendo-se em conta a equaçao (2.4-l6) e o exposto 
acima pode-se afirmar que os objetivos definidos pelas expressões 
(2.4-17), (2.4-18) e (2.4-19) são atendidos. 
2'. 4 . 7 '_ :c'Ã=1cU-Lo- Do' r-ERIRO 
Neste sub~ítem procede-se a explicitação do erro 
de saída a(k) para contornar um problema que se apresenta como um 
.círculo vicioso. ' '
~ " Nota-se através das equaçoes (2.4-16), (2.4-47) e 
(2.4H48) que para se calcular eüc) ê necessário o conhecimenuados 
parâmetros do vetor p(k), enquanto que, por outro lado, o cálculo 
de p(k) exige o conhecimento de a(k).
`
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A solução deste impasse consiste em se procurar 
›
_ 
calcular e(k) tao somente com base em valores conhecidos anterior 
mente. .
~ Considerando as equaçoes (2.4-41), (2.4-45) 
_
e 
(2.4¬46), chega-se ãfi -
m 
âO‹k› = vT‹k) F‹k› van e‹k›-_2_‹%‹k›15‹k› _ ‹2.4f59›
1
~ Das expressoes (2.4-2), (2.4-4) e (2.4-15) o erro 
se escreve como! 
m - . 
z‹1<› = y‹1<› u~_âl‹k› - jšl 
âj‹k› uj‹1<› _- õO‹1<› ‹2._4-60) 
De (2.4-48) tira-se: 
âj‹k› = edš‹k› + ãj‹k› ‹j=1, ..., m) ‹2.4-61) 
-~ 
_ 
Substituindo-se (2.4-61) e (2.4-59) em (2.4-60) , 
obtêm-se: - . 
` 
i m 
(k) = (k) - ^ (k) - z (e ,(k) + ã.‹k›› ;<k› - . 
. m _ 
¬ vT‹k› F‹k› v‹k) z(k› + z ã.‹k) u.‹k› ‹2.4-62) 
jzl J J _
_ 
e daí: 
m I 
~ Y(k) " Êl(k) _' É Gdj (k) 11j(k) â=1 s 
z‹k› = 
A 
z a a as z ‹2,4-63) 
1 + vT‹k› F‹k› v‹k) 
que corresponde ao erro de saída completamente explicitado. 
` MW' 
¡ nl
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b 
Pnocssso: A, a. c'z J 
Mnmzes: sm, f=‹ ez) 
sâíoâ oo Paocessoi yu) 
,____ ,z H ff 
Fu_'rRos: vuj (k+‹)e v,(›‹+1) 
( z_4_2) (2,4-26)e (2.4-27) 
'al O O1 
_ Fauno: 'u,4¡°(×) mxmlzuos ,GANHO 
M4025, _ oscassceme: F‹×+‹) ‹2.:-39_ ›Í 
FoRMAçÃo oo vsfoe v*(k›
O 
cÃ:_cuLo os euzm (2.4-45), ' (z_4._49) 
O Í 
" 
,O O L W 
,, 
ERRÕ °E 5^Í°^¡5(*) 
_ 
O 
suaaormâ Pànâssnâdo - 
Í . (-2.4-63)
. DAS ENTRADAS` u(k+i) 
CALCULO DOS PARÂMETROS 
' OO O BSERVÀ DOR ADAPTATWOI Mk) 
(2.4-47) e (2.4-48) 
smms Au×u.|A_REs: ‹I›°m. ‹b¡m 
` 
(2.4-41) e (2.4'-'42› -`
n
w 
O V? 
' 4 
no szuoâ oo oassavàoomytu).
, 
(z.4-4) ' ' 
_ Esuoos ao Pflocsšsoz ×(×+‹)O
à 
uwasssão nos 
- 
' 'RESULTADOS 
varoaes Ykm zôm 
(ZA-I) 
. . 
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×(k+i) ~ ' 
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Figura (2.6) - Fluxograma do Algofítmo.do Observador 
~ 
` 
O Adaptativo Série-Paralelo ` ` " '
U 
~ n-nf
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2.4-8 .FLUXOGRAMA DO ALGORÍTMQ 
A figura (2.6) representa o fluxograma do algorit- 
mo do observador adapfativo descrito. Mostra também a possibili 
dade de implementação em computador digital com objetivo de se 
realizar uma simulação. . 
2.5 OBSERVADOR ADAPTATIVO PÀRALELO PARA SISTEMAS 
.AMosTRADos 
2.5.1 ~DEscRIçÃo MATEMÃT1çA Do Paocmssp E Do OBSERVADOR
~ O processo tem a forma definida pelas equaçoes 
(2.4-l) E (2.4-2). 
. Este observador adaptativo ê construído ã partir 
da "estrutura I" dada por (2.2-14) e (2.2-15). - 
Observe também que ele ajusta os parâmetros hi. 
f O observador adaptativo ê, neste caso, assim des- 
crito: ' 
- ãl(k) - hl(k) 
i‹k+1› = : 1: â‹k) + 
‹ ân‹1<› - ñn‹k› o' o 
131 ‹1<› 
_ 
_ 
13ll‹1<› 13ml‹1<› ul‹1<› 
m _ _ + : {y‹1<›s- 2 â.‹1<›u.‹1<› +. : : : + o 
I 
3 -0 Q 
n ITII1 
h ‹1<› b1n‹1<› b ‹k› um‹1<›
I
'
\
_ 
m©wUflHflQM>H®WQO 
QG 
MOHCQCMU 
MEHOm 
Mw 
OHQHMHGW 
O>flumpm©©¢ 
HOUM>H®mQo 
ñš
_ 
^xvQ 
OQ 
O@u<Pl<O< 
_wO 
OE 
w_Z<UW_2 
3%
U 
&@š 
POA 
šoq 
šèr 
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_
W 'ku 
šíš 
‹_ 
fg: 
AI'M¢A-.
É 
flšw 
^¡šM`V 
gw 
A* 
E
f
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OWWWOOK& 
AQHHHHHHHHHHHHHHHHV 
É›
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xfl
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- _. 
A 
¿:›l(1<› + l:âl‹k) - 1Êl(k¶ä›O‹1<› 
Q
' 
+ I (2.5-l) 
õn‹k› + [:ân‹1<› - ñn‹1<›;) r›O‹1<› 
_ m - 
§z‹k› = [1 o o1x(1<› + z â.‹{1<› u.(1<› + í, (k) ‹2.5~2) 
3 l 3 É
O
~ Onde õi(k) sao os sinais auxiliares, sendo válidas 
as considerações feitas anteriormente.
H 
A Figura (2.7) dâ a idéia deste observador. As ma 
4.» trizes que fazem parte deste diagrama sao definidas comot 
pâl‹1<› 
p 
_ p 
r .r iÂ‹k› -à I ‹~2.5~3› 
I 0 I.. 0 
ú. ^ ea T _ . _ h (k) - [;hl(k) ... hn(k):I (2.5 4)
~ As outras matrizes possuem a mesma definiçao que 
no caso do diagrama da figura (2.5). V 
_
. 
2.5.2 < -EQUAQÃO Do' ERRO 
A equação de saída do processo ê expressa como 
(2.4~ll). M A expressão que representa a saída do observador , 
a partir de (2.5-1) e (2.5~2) fica: _ 
n _ n ^ 
§(k) - Z [ài(k-i) ~ hi(k¬iâ] §(k¬i) = Z hifk-i)_y(k-ij + i=l V ` i=l 
' z 
m - .m n n
V 
+ z â.<1<) u.(k› + 2 2 '§..‹1<) u.‹1<-1) + 2 ‹B (k-ru (2.5-5) 
j=1 3 3 jzl i=l 31 3 gzg. g 
« Ê"
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Êji(k) ë dado por (2.4-l4) 
' Partindo-se da equação (2.4-15) e tendo em conta 
~ 4» as equaçoes (2,4-ll) e (2.5-5), a equaçao do erro assume a forma: 
n , n 
€(k) - 
iíl [ai 
- hi(k-ill e(k-i) = -išl {ai(k-i) 
- aä §(k-i) - 
_ 
m _ m n ^ _ _ 
jšl 
dj(k) - dj uj(k) _ 
jšl išl 
3ji(k-1)_- gji uj(k-1) _
m 
- 2 ã£<k-2) '‹2.5-6) 
z=o
. 
2.5,3 QBJETIVQS A §TING1R 
Os objetivos, os quais se pretende atingir com es- 
te observador são aqueles mesmos definidos pelas equações Q.4-lñ, 
(2.4-18), (2.4-19), (2.4~20) e (2.4-21). ` 
2.5.4~'sINAIs'AUx;LIAREs 
vv Os sinais ãi(k) devem ser tais que a .equaçao 
(2.5-6) assuma a estrutura seguinte, a qual repreaflma a parte li-
~ near da forma padrao: ' 
n . 
€(k) - Z (ai-hi) €(k-i) = 
i=l .
_ 
~n' V. 
_ 
n 
A 
- m _ ` =-la-2 g.q¬ 2 â4k)- . - m›+ 2 ä.my-az' mw 
[ :'=1 3 r }{i=1[1 alvyi :HL Jvuâo
« v
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m n ` n ¿ ' 
+ 3 2 g..‹k) - 5.. U + z' h.‹k) - h. U (k) ‹2.5- j=1 i=l 31 31 uji i=l 1 1 E1 
Fazendo a comparação.desta equação com a (2.5- 
tem-se: 
n . n _j n _ 
2 
^ (k-1) = 1 + 2 - q ' z â.‹k) - a. v~ + zzo m1 j=1 g3 i=l 1 1 Yi- 
m _ ' m n
n 
+ Z 
i=l 
F; _ n
. 
¬hi‹k›W¬ hi V€i‹k)}›- išl [%i‹k~1›- â;]§‹k-1)
_ 
.m.. 
_z 3=l 
'.°^ ._ “_” ..v ` v_¬..n ~ ._ _
1 
oj(k) - dj uj(k) - išl {ki(k-1) 
- 
há] 
€(k-1)) (215- 
Aplicando-se os lemas LII-l e LII2 ã esta equação
~ (2.5-8) e considerando o uso do algoritmo de adaptaçao ã ganho de 
crescente tem¬se: - 
É q`1 õ,¿‹k› = Ê q'” r ‹v~, â. kg. rn + z=o z=o 1 Y 
n II! 1 ,` H ú. . 
+ Z àqfñ Z w@fiQL,`d¬ 3 ,g,1Ú + E 
q_g 
r¿(V€, h, g, n) (2.5- 
_ 
z=o j=1e 3 3 *j zzo 
E daí: 3 ' 
m 3 
~ Â 
w£(k) = rz(V§r ar gl n) + 321 w£(Vujr dj! fijr gl H)
+ 
A ' + r¿(V€, h, g, n) (£=0, ..., n) (2-5- 
) U 3)' 
. k - . k *__ - .. k + 
jšl _â3‹ › dl- §›ujO‹ › 
+ 
jšl išl [sjluo õ3l1\›uji‹ › f 1
( 
7) 
6), 
8) 
9) 
10)
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Na equação (2.5-7) os valores de v- (k), v~ (k) ze Yi Ei 
vu__(k) correspondem às saídas dos filtros pelos quais passam 31 
§(k), e(k) e uj(k) respectivamente, e, satisfazem as seguinteseš 
pressões:
n 
[1 + 2 92 q'¶ uy-(k) = §(1<-1) ‹2.5_11) 
fz 1
_ 
' 
Il 
íi + 2 gx q'¶ v€»‹1<› = â(1<-1) (2.s-12) » mzi ‹ 1 '
~ sendo que para o caso de uj(k) vale a equaçao (2;4-23). 
Estes sinais filtrados podem também serem consegui 
dos dos sistemas representados pelas equações(2.4~25) e (2:4-26), 
bem como através dosque seguem: i 
._ - 
_ 
._ _- ‹ 
I - 
' 
0 o o 
V 
l - 
v§'‹1<+1› = 
I 
v§‹k'). + o §z‹1<› ‹2».5-13) 
O°'C>
O _ _... _.‹. _.. _ 
_.. ._ ..._ _ 
u 0 O 
› 
1
. 
v¿p‹k+i›= E c_› v8‹k›+ 9â(1<› ‹2.5-14)
~ onde os vetores V§(k) e VE(k) sao definidos como: 
v§‹,;<›_ _ .[V§l‹_1<.) \›yn(.kz] ‹,2.5 15) 
vf‹.1<› ='[\›€l‹.k› \›€n‹.1<›] r ‹2.s-1õ› 
d , A equação.(2.5#l0)ë pormenorizada pelo que e apre~ 
sentado na sequência:
* Í
4'/ 
a) £=0 “
n 
ro(V§:_ ar g: n) = išl ai 
(k) Vâj-(k) (2.5"'17`) 
m 
A '_ R1 _ 
Z V d. ^. = Õ.. k k - . k 
jzl ujl Jr ÊJI gl 
fl) 3( ) {\¡ujo( ) 11J( + 
m n _ + z z e..‹1<› v ‹1<› ‹z.s-1õ› 
j=1 1=1 .31 911 
- .n _ V ~ 
ro(v€ , h, g, n) - išl hifk) u8i(k) A 
‹2.5-19) 
¬b› 1 < 2 5 n-1 ' 
.WH __ á-. MW. ..1 _M"" n __ L 
r¿(V~ â _g n) = - z a.(k) Z 9. v- _ (k) + Y' ' ' _i=1 1 j=z+1' 3 Yi+3-1
_ 
n _ 2 +«-2 ai(k› 2 g. U-_ _ (k) (2.5-20) i=z+1 jço 3 Y1+3-2 
m ^ m* _ n 
2 w (v â. 3. g n) = - 2 â.(k› z _g. v _ _ (k) - j=1 2 fuj' 3' “3' 
I 
j=l, 3 i=z+1 É “3›1"¿ V 
m 2 _ .n - 2 Z 6-- (k) Z 9 u , _ (k) + jzl izl 31 f=g+1 f u3¿1+f-2 
m n _ 1 + 2 ' 2 g..(k) Z 9' V,_ (k) (2.5-21) j=1 1=z+1 31 f=o f “1.i+f-2 
t . 
- 2 _' n 
r¿(V€, h,_g, n) = - 2 h.(k) z g. v (k) + 
* 
- i=1 1 j=z+1 3 €i+j¬% ) z 
n ' _ 2 + Z h.(k) E g'\1 ' (k`) - (2.5-22) 3 . . i=z+1 É j=o €1+3-%
E *w
rn( 
rn( 8
+ 
c) 2=n 
Finalmente tem~seI
_ 
n » - m 
Õo(k) = E ãi(k) U? (k) + Xl ãj(k) {%u3o(k) 
- uj(k)¶ ›+ i=1 i j= ' 
m n _ n 
4 ' 
'Z Z 5ji(k) u (k) + E hi(k) ue (k) (2.5 j=1 i=1 “ii 1=1* i 
_ £ _ n w¿(k) = - Z ai(k) E gj u- (k) +
+
+ 
i=1 j=z+1 Yi+j-z 
n 1 ` « m n 
2 ãi‹k› 2 g. v- ‹k› - 2 â.‹k› 2 gi v £‹k›
- 
i=z+1 j=o 3 Yi+j-2 j=1 3 i=z+1 _. uífi' 
-m "Q _ n ~ \ 
Z Z B. .(k) 2 g u ' Uc) + 
j=1 i=1 ' 31 - f=z+1 f “j,i+f-2 
m n _ 2 _ 
Z Z - .(k) Z (k - 
jzl j_=Q,+l BJ1- fzo gf uuj ,›i+f"')2,
) 
2 _“ n n _ 2 
2 h.(k› 2 g. U _ (k) + 2; h.‹k) 2 gw U _ , izl 1 j=¿+l 3 €i+j-Q i=g+1 1 j=0 Q_ €1+J“2 
. ( 2 
U 2 
Vš, âz 9, n) = 0 ‹2.5- 
m 
A A 
V r 5: gr n) = 0 ‹2.5- 
(k) 
5..
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«I ( 
2 . 5 . 5 _P_AR'I'E_ _ÍLfINiEA_R'fi 
Considerando-se as seguintes definições: 
T ._ . 
pc '_ 0 0 Q o v o o Q a n Q o 0 o o
V 
. 
~ - (2.5-28) 
§T(k = [sl(k) ___ ân(k) fil(k) ..; fin(k) dl(k) ëll(k) ...
` 
... Êln(k) ... âm(k) Êml(k) ... §mn(kšl (2_5-29) 
vT‹k› = {P§l‹k› ... v§n‹k› u¿l(k› ...v€n‹k› vul0‹k› vull‹k) ... 
.. v ‹k› v ‹1<› U ‹1<› v' ‹1<›:| 
A 
(2-5-30) 
Wušfl 
_ 
ciumes Êffll “mn t - 
› ‹ 
Substituindo-se (2.5-28), (2.5-29) e (2.5-30) em
~ (2.5-7), obtêm-se a parte linear da forma padrao, descrita pela 
seguinte expressão: . . 
n 
_ 
n 
_ _. T A z(k› - 2 (a.-h.) â(k-1) = - 1 + 2 _g. q 3 v (k) §‹k› - p 
_. i=1 1 1 j=1 3 , . C 
»- 
. 
- (2,5-31) 
- Arbitrando~se valores para os coeficientes (ai-hi» 
calcula-se os parâmetros gj de sorte que o sistema (2.5-31) per - 
tença ã classe L(l).' « . 
2 . 5 . 6 ' 'L1E¿1¿s' ¿DE= ADAPTAÇÃO PAR;-\1›×r¿É=TRI-CA Ã GAN¢Ho'_ 'D'E1c~RfE's1c-ENTQ 
_ f 
, 
- Considerandosse a equação (2.5-31) e as expressões 
da tabela I tem~se que: `
1 É
L 
.... _ - _ T"-- _' 
._ 
«- 
â(k) a 
h(k) h 
d (k) 1 dl 
Êl(k) 
¿m<k> ®dm‹k› äm‹k› _ 
ãm(k) 
` 
@5m(k) 
` Êm(k)
. 
Qa(k+l) 
Gh(k+l) 
Qdl(k+l) 
OBl(k+l) 
9 ,(k+l) dm 
gsm 
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b 
ã‹k›
_ 
h(k)à 
dl(k)
. 
E ‹k› ` “1 V= F‹k› v‹k› z‹k› (2-5*32> 
âm‹1<› 
¢ 
'Em‹1<› 
Q (K) ` ã(k) 
Q (k› ñ‹k) 
G' ‹k› ãl‹k› 
= 9sl(k)~ + 
' Ê1(k) ‹2.5-33) 
. @a‹k› ê‹k› 
.9h‹k› h(k) 
@dl‹k›¬^ ~ äl‹k› 
¬ =. Êglfkf ~+ Ê1(k) ‹2.5~34› 
% 
Qõm‹k› 
V ãm(k) 
nu 
bj(k) ê dada por (2.4-50). 
› \
K ?ëfh'!%
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Definição dos vetores! 
«T _ -- -- --` -› -. - p (k)- [a(k) h(k) dl(k) §l(k) .;. dm(k) §m(kÀ] V -(2.5-35) 
õT‹1<› = [â‹1<› 1ã‹1<› âl‹1<› L1ll‹1<› ;.. âm‹1<› j§ mí! 
_ 
III 
(2.5-36) 
'T - ` ` ‹2.5-3 7) h (k) Í:hl(k) ...a hn(k):I 
ñT(k› = [ñl‹1<› 1Ân‹1<›] (2.5~38) 
Os outros vetores são definidos por (2.4-51) , 
(2.4-52), (2.4-53), (2.4-54) e (2.4-55). 
_ As condições de estabilidade assintõtica global ga 
rantem que o erro de saída e(k) tende para zero. Como consequên- 
cia temos que Ó vetor p(k) também se anula resultando, então no 
desaparecimento dos sinais auxiliares. 
O vetor p(k), dessa forma, permanece constante.
~ 
z~ 
_ 
V 
Considerando-se a equaçao (2.5f6) juntamente dos 
comentários acima, concluí-se que os objetivos dados pelas equa- 
ções (2.4-17), (2.4-18) e (2.4-19) são alcançados; 
2.5.7 -' :CÁLCULO no ERRO 
' A justificativa_para este sub-ítem ê a mesma para 
O (2.4.7). - 
_Seja a equação (2.5-26) e, tomando~se as equações
~ (2.5~30) e (2.5-31) chega~se ã equaçao (2.4-59). 
. 
Considerando~se ainda as equações (2;4~2), (2.5-2) 
e (2.4~l5) tem~se a expressão (2.4-60).
\
2 
ENTRADA o sz: oâoos 
Paocssso: A. B. c' a' 
Marmzf-:si G , Fm 
‹z.4-z› ‹2.4‹aó›, ‹2.s-13'›,‹2.s-1â› 
sÀíoA oo PRocEsso:y(›‹› * - F|LTRos: vu¡‹×+‹›.v9(k,z›_v£(..,.¡ 
_ 
V Mâmnz- os GANHO 
~ oecasscf-:NTE-1 F‹à+‹› 
I 2.3-39) 
'mo . Fu. U,,J°‹ rz) 
(2.4-25) 
FoRMâçÂo oo vz-:Toa v*(à)` Í í 
_ 
¬ cAL.cuL.o DE e(|‹-H) ‹2.s-:s0› 
\ NA Í 
_ 
‹z.s-34›- 
l ~ 1 . _ EBR° DE SMDAI €-W ' suaaovmâ Pâaâ canção 
_ 
(2.4-63) 
e 
- oâs ¡-:NTRÀoAs »(×+‹) 
Z í L ~ Ã 
ÉcA'Lc‹u1_o oos PARÂMETROS - ' 
oo oessavâooa Aoâpnmvozím) 
_
o 
n .‹z.s-32› e ‹z.s-s3› 
_ 
' -¿ 
.
' 
Í 
_ 
. oí 
` 
o 'í €,'« K 3;, ` 
smms Au×|uARes z¡›Q‹›‹)e‹1›¡(›z› 
í 
V ñ
" 
¬(2.5'~2ó›e(2.5-27) ~ ‹MPREssÂo'- oos_
› 
go 
- ResuL.rÀoos À 7 7 
ri 
V 
` . 
4 " n sânoâ oo oaseRva.ooa:§‹›z› V VET°RÊ5'×W° “W 
- `(2.s..2) < - °' š
- 
,esmoos oo PRocEsso:×(k+‹ _ ' 
› 
“
, 
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Figora (2~.8) V-` Fluxógrahla do Algoritmo 'do'Observa<30I 
' 
. 
- vAdaptativo Paralelo ' » ` ' 
, _
 
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De (2.5-33) tira-se (2.4-61). 
Substituindo-se (2.4-61) e (2.4-59) em (2.4-60), 
obtêm-se a expressão (2.4-63) que permite calcular o erro de sai- 
da e(k). 
2.5.8 FLUXOGRAMA Do ALGORÍTMO 
Na Figura (2.8) apresenta-se o diagrama do algorit 
mo do observador adaptativo paralelo, enfatizando-se a_possibili- 
dade de poder ser implementado num computador digital. 
_ 
2.6 coNcLUsAo lí; Q 
Neste capitulo procurou-se dar uma visao do embasa 
mento teõrico sobre o qual repousa a construção de observadores 
adaptativos de uma saída e várias entradas. . - 
-W Mostrou-se que a Síntese de Sistemas Adaptativos
A com Modelo de Referencia pode ser estudada através de uma forma 
~ ~ ~ denominada padrao. Esta forma padrao permite a utilizaçao dos cri 
têrios de estabilidade assintótica global dados pelo Lema I-1
~ (que se refere às condiçoes para que um sistema linear pertença â 
classe L(A)L Lema I-2 (que se refere às condições para que um sis 
~ ^ ' ` tema nao-linear, com parametros variantes com o tempo, pertença a 
classe N(F))e, pelo teorema I-l(Teorema de Estabilidade Assintõti 
ca Global), encontrados no apêndice I-l desta dissertação. 
f Dois tipos de observadores adaptativos da forma ca 
nõnica de observabilidade foram estudados: um do tipo paralelo e 
outro do tipo série-paralelo. As estruturas destes observadores 
estão baseadas naquela do observador linear. Quando a adaptação 
Ú: ‹ 
- Í*
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dos parâmetros ë concluída, os observadores adaptativos tendem ao 
observador linear. - 
' ~ O algoritmo de adaptaçao paramêtrica destes obser- 
vadores ê ã ganho decrescente. Este algoritmo tem um melhor de 
sempenho em presença de ruido que aquele ä ganho constante. 
As entradas utilizadas para possibilitar a identi~ 
~ A ~ ficaçao dos parametros do processo sao do tipo pseudo-aleatório, 
que são ricas em freqüência. Num conjunto de entradas não de# LJ. QM 
vem aparecer duas que tenham o mesmo período, para evitar que o 
observador as interprete como uma sõ, o que acarretaria numa de- 
turpaçao do resultado da identificaçao.
I
a
`
1
n 
. Q wš
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CAPÍTULO 3 _ 
QESERVADORES MULTIVARIÃVEIS LIEEARES 
GENERALIDADES 
O presente capítulo está voltado ao estudo de uma 
forma canõnica de observabilidade para sistemas multivariâvemâdiâ 
cretos [l], Í6]. A partir desta ê derivada uma segunda forma de- 
nominada associada, que possibilita copsiderar um sistema com mül 
tiplas entradas e múltiplas saídas-como sendo constituído por di- 
versos subsistemas com vãrias entradas e uma saída. O processo mg
~ delado sob a forma associada permite, entao, que se utilize tan- 
tos observadores de uma sô saída, quantos forem os subsistemas,no 
caso em que os estados não forem acessíveis por medida direta ou 
que estas medições impliquem em alto custo. ' 
~.- 
, A importância de se ter um algoritmo de observaçao 
que trabalhe com os dados em uma determinada forma canõnica, sob 
o ponto de vista de sua implementação em computadores digitais, ê
~ a possibilidade de reduçao do tempo de processamento e economia 
de memõria. 'Isto porque o número de parâmetros das matrizes que 
' ~ descrevem o processo (e`quefserao os mesmos para o observador li- 
near) ë menor. 'O tempo de processamento tem um papel fundamental 
eu ~ quando se trata de observaçao.ou identificaçao em tempo real,pois 
ê sempre desejável que o observador ou identificador consiga. a-
~ companhar.a evoluçao.do processo. 
Este capítulo está composto pelos seguintes itens: 
.\ 'z|`\. ` 
. A 
› ¡_ ». ,gí
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no primeiro ê zapresentado um mêtodo para a determinação 
de uma forma canõnica de observabilidade para sistemas multivariš 
veis discretos. O segundo ítem mostra o procedimento que permite 
obter a forma associada de um processo multivariâvel, partindo-se 
de sua forma canõnica de observabilidade. No terceiro ê dado um 
exemplo literal de sistema multivariâvel, bem como uma estrutura 
de observação utilizâvel no caso. E, finalmente, no quarto .ítem 
~ ~ sao expostas as conclusoes. 
3 . 1 ' QMA FORMA 'cAN;‹^>_y1=IlcA =DE= o=B1szER‹vAB=I;L¿I}D;xDE' p13ApR_z-3 
“ *sI1s¿:p'EMA=s MUnr11vA¿RI¢2S,vE¿Ivs› z
l 
_. 
~ --- .. Este ítem ê dedicado ã apresentaçao de um método 
~ ~ de obtençao de uma matriz de transformaçao linear que permite co- 
locar um sistema multivariâvel numa conveniente forma canõnica de 
observabilidade [l], [6]. , 
` Seja um-sistema linear multivariãveL completamente 
observãvel, possuindo s saídas: 
š‹k+1› = Ã í‹k› + ã u‹k› ‹s.1-1) 
y‹k› =iõ §‹k› + E u‹k› ‹3.1-2) 
, V 
` A matriz Õ apresenta as dimensões (s x n), enquan- 
_- ~ - to que D tem por dimensoes (s x m)¿ ~
` 
» A matriz Ô ê composta por s vetores em linha, cada 
um deles correspondendo ã uma saída!
Q 
ff'-'Q-“#4
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-_. _ 
ET
1 
ET
2 
F: = ‹3.1-3) 
#0 
-TC 
Q S_¡.« 
i A matriz de observabilidade Mo fica assim descrita: 
.. ,_ 
ET 
_
l 
...T... 
. ClA 
'
4 
aí Ã“'1 
Mo= 
-T 
(3.l~4l 
C . S 
_. 
ET Ã`
S
O 
O
Q 
5 Ãn'1 
c- S 41 
Esta matriz fio tem as dimensões (n.s X n) e posto
‹ 
nfl 
Antes do cálculo da matriz de transformação linear 
Q, uma verificação deve ser feita para se determinar o menor nü- 
mero possível de saídas, através das quais o sistema pode ser ob- 
servado.` Este procedimento implica numa simplificação da V.forma 
canõnica.- Se o sistema multivariãvel puder ser observado através 
de uma ünica saída, a sua forma canënica será a mesma que para
c 
P S mí
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processos com várias entradas e uma saída. ' 
p 
Suponha que o processo multivariãvel seja observâ- 
vel por p saídas, onde! 
l < p 4 s (3.l-5) 
» A matriz de observabilidade, MO, ê agora construí- 
' O 
da da forma a seguir: ' T - 
5” 
1-
. 
-T _ 
Cl A 
“ -T ln-_1 ‹ 
_ cl A 
É = 5 ‹3.1-6)O 
. 
-T ' `C 
vp 
ETÃ
P 
ET ÃI1-'l
P
4 
Esta matriz'Ê¿ tem posto n, o que significa que 
ela possui n linhas linearmente independentes. A escolha destasn 
linhas de Mo deve obedecer ao seguinte critério: A .- 
Primeiro seleciona-se as linhas correspondentes ã 
“T -T -T . ' -T - -T - -T - _ . 
C1, cz, ..., cp; em seguida cl A, cz A, ..., cp A; e assim su ~
.Q
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cessivamente, até que um conjunto de n linhas linearmente indepen 
dentes seja completado. 
` Definindo-se pl, p2, ... pp como o nümero‹kêlinhas 
escolhidas com relação ãs saídas yl, y2, ..., yp respectivamente, 
tem-se que: 
n = ul + uz + ... + up A' ‹3.1-7) 
, 
Com as n linhas escolhidas pode-se construir uma 
matriz de posto n, que ê definida como segue: - 
ET
1 
5'-Í Ã 
.. O _
0 
. ‹ 
-T -ul-1 i 
cl A
_ 
af
2 
ag-` Ã 
7 
M .= 3 . ‹3.1-8) 0 _. . .. . 
ag ÃU2-l 
-'IN
c p. 
_T- A. CP 
ET Ãup” 
_ P . _ _
E
' 
eo 
A inversa de MO define-se como: 
-l _ Mo _ [vu vlz vlul vzl v22 ...vzuz 
cao 
› oco Vpl Vp2 » Vpup
1 
*l Tomando-se as colunas Vlul, V2u2---Vpup de MO e a 
matriz Ã ê possível construir a matriz de transformação linear Q.
< -_;_- __' “ul-1 -u2"l Q- [A.. vlul; Ml A VZU2 2% 
--;;_ 'U 'C
¡ *Õ
¡ 
... Ã“P'1 ‹3.1-1o)V pvp 
' ~ Tendo-se em conta as equaçoes (2.l-6) e (2.l-7) e 
mais as equações: - i
1 
c = E Q ‹3.1-11) 
D = E ‹3.1-12) 
A forma canõnica de observabilidade do processo 
multivariävel dado por (3.l-l) e (3.l~2), ê assim descrita:
\ mazaäiã
_W “W ___m 
XN
_____ 
p
u 
D_ 
D_ 
1*
_ 
1_ 
ok 
u_
1_ 
al 
al 
_ 
.
. 
al 
ã2 
a2 
. 
_ 
_
H 
a2
u__ 
O" 
pm 
mL^mL%p2m
_ 
___I_____I_III____|__m_II 
____ 
__” 
IIIIIII 
I__II|_
_ 
_
O
_ 
__II_II__IW___III___lT 
IIIIII 
IIW 
____ 
_MV_I__|_m 
M
_
W 
Q 
~ 
EmMW
_ 
2 
,2T__“ 
2 
2
2 
m 
R 
N” 
A 
É 
A2" 
a 
ã 
a_ 
_ 
a 
ã 
a
_
_ 
__________ 
II
_ 
II 
IIIII 
__II 
______ 
___|_ 
________ 
___ 
._ 
nv
___ 
fimm
_ím_
O 
_V
_ 
V“%
u 
l 
l 
l_ 
1
l 
HW/__
H 
m__ 
mw 
H 
MM 
2" 
_a 
a 
a 
_ 
a
a 
a
_ 
_II¶__yI%
M__________M 
IIIII 
IIJ 
______ 
___J__ 
l
1
P 
ML 
W
_
W 
a 
a
a
_
_O 
O
_
IO- nv 
p 
P 
pp 
M 
AW 
__ 
.W 
a 
a
a
O 2 
2P 
mm
W 
a 
a
a 
1¿
É MW
¬ 
_X 
~_ 
nu 
nu 
nvOÓ 
O 
I
O 
I 
G
I 
C
U 
nu
O 
O 
___
. 
_
.
_ 
nu 
nu 
nu
V 
I 
¡Õ
O 
I 
O
O 
O 
C
Õ nuW 
nv 
1*
C 
nu 
nu 
nu 
Ó 
O
Ê 
O
_ 
O 
O 
I 
O
A
C 
I 
I
O 
nu 
nu 
nv
A
M 
1
C 
C
_ 
_|¡¡¡|||__
Ú
_
D 
m 
M
D 
m
_ 
+ 
um
_
+ 
1 
bn
_ 
LK 
‹ 
¡`
_ 
bn 
¡`
_ 
(
_ 
.
1 
_ 
/\ 
._ 
W/K
í 
1¿ 
U' 
_ 
1¿ 
1* 
1* 
_ 
Ôu 
9”
_ 
_X 
X 
_ 
X 
X
_
___ __ 
°u_í
A
) 
)
1 
1*
+
W 
1mL_.` 
X 
_X
_ 
WW 
_
_ 
W 
M
M 
1
_ 
..' 
_y 
VM/_
Y
_ 
wa\
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. Na matriz C os coeficientes cij são os responsä - 
veis pelo acoplamento das saídas. Explicando melhor, todas as saí 
das, com exceção da primeira, tem seus valores dependentes daque- 
les das saídas que lhes antecedem na forma canônica. 
No caso em que! 
ul = uz = ... É up ' (3.l-l5) 
` 
- ~ ~ os coeficientes cij sao nulos e portanto nao existe ' acoplamento 
entre as saídas. . 
Deve-se ainda aqui acrescentar o fato de que a ca- 
~ .. da redefiniçao da sequência de saídas obtêm-se, pelo critério aa- 
presentado, um conjunto de valores para os parâmetros das matri- 
zes A, B e C da forma canõnica. Ou seja para um mesmo processo 
multivariãvel, pode-se ter diferentes conjuntos de valores_dós pa
~ râmetros que compoem as matrizes da forma canõnica de observabili 
dade. ' ' 
`3.2WFORMA ASSOCIADA ~?í-íz
Nøta-se que a_matriz A em (3;l-13) ê formada-de p 
subsistemas- colocados ao longo de sua diagonal principal, os 
quais obedecem ã forma canõnica de observabilidade para sistemas 
com uma única saida; ` . . - 
' Esta forma canõnica descrita por (3;l-13) e B.LdA) 
vv p _ . ~ ' nao.e conveniente para a construçao.de observadores adaptativos , 
pois os estados de um subsistema dependem de estadosznão.mensurã- 
` 
‹ z 
veis‹kB outros subsistemas. 'Para evitar isto e afim de simplifi- 
car os cãlculoseaviabilizar a implementação do algoritmo de ob - 
› fljt
ea
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servação em computador digital, o processo multivariâvel deve so- 
~ ~ frer uma segunda transformação. ,Esta transformaçao linear deve 
ser tal que permita, a cada subsistema resultante, se ‹comportar 
como um sistema independente com várias entradas e uma saída. Des 
ta maneira tem-se a possibilidade de aplicação do mesmo método de 
construção de observadores, usado para sistema com uma sõ saída, 
- O 
em processosmultivariaveis. . 
ç
_ 
Deve-se acrescentar ainda que o conjunto de entra- 
das para qualquer um dos subsistemas, ê constituído pela entradas 
do sistema original mais as saídas de todos os outros subsistemas 
envolvidos. - 
Com a finalidade de facilitar a apresentação do de 
senvolvimento do método de cálculo que permite a obtenção da for- 
ma associada a partir da forma canõnica de observabilidade multi- 
.
‹ 
variável, pode4seídefinir algumas matrizes e vetores COmo os que 
seguem: 
' 'i
~ 
= . 
ç° . . (,i=l: ' H ° I 
T - - yg(k›_~,[%l‹k› y2(k› ... yp‹k›] ‹3.2 2) 
aiii- 
aizi 
Ai =t _ ¡i=1, ..., p) ‹3.2-3) 
a.* 
. 
0f" O 
1... lui lv 
Bl , _ 
B =. - 2-4Y 
U1 
no.0
w 
_N 
'S 
tap . 
› ¡ Ê:
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onde a matriz B foi dividida em p subsistemas e Bi tem as dimen - 
aí
A
T 
dz. 
D = ‹3.2-5)
P 
sões (Ui x m). 
Q_¡ 
ooo
H 
af = [aii aiml ‹i=1¿ ..., p) ‹3.2-»õ› 
Determina-se agora uma matriz formada somente pe- 
las colunas, que possuem elementos difierentes de zero, da matriz 
C da forma canõnica de observabilidade multivariãveli - 
l O ... O 
czl 1 - ... O Ck=.". (3.2-7) 
H 
QI 
ooo 
Invertendo esta matriz tem-se: 
l O ... O 
O
. 
cf: _ 0 ‹3.2-8) 
Q O O 
0 O 0 
kzl 1 O ... 
kpl kpz ... l 
Observe~se que ambas as matrizes Ck e Cšl, são 
triangulares inferiores. - 
Apõs o desmembramento de um processo multivariãvel
. 
' v. ã
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em tantos subsistemas quanto for o número mínimo de saídas que o 
observam, estes assumem a forma descrita pelas equações n«seguin- 
tes : 
ši‹k+1› = Ãixi‹k) + ñiYg(k› + ãiu‹k› (3.2-9) 
yi‹k) z [1 0 ... d]ši(k› + õšlYg‹k› +.ãf u‹k› 13.2-lo) 
f 
A 
As matrizes e vetores que compõem (3.2-9) e CL2-10) 
definem-se assim: V . 
a) ãil 
ã. 12
_ 
. Ai = _ ‹3.2-11) 
a.” 'O ... 0 
. 1.111 
onde: '
V 
.›~ 
aij =.âiji.-_Àij. ‹j=1, ..., ui) ‹3.2~12› 
- 
~ (i=1, ..., p) 
`
' 
e`_Àij ê definida como; 
P 
, À¿ - . 
À.. =V- 2 .. ki. 3.2-13 
' 13› x=i+1 a13£ 21 
( 
»
) 
b) Mi - Ai ck* ‹3.2 14) 
Nesta equação que permite a determinação da matriz 
N -_ _ de acoplamento Mi, a matriz Ai tem a seguinte definiçao:' *
š W~â
Ã_ = 
éõ 
aiii f" ai1,i-1 *il ai1,1+1 " ailp ' 
0 ø O o I 
1 . .' ' 
a. . . a. ._ 
V 
À. a. .. ... a.. iuil iui,i l lui iui,i+l iuip
0 
(i = l, ... ,p) (3.2~l5) 
Os coeficientes Àij são calculados de modo que a 
i-êsima coluna da matriz Mi seja formada por zeros. Sendo assim, 
os estados de um determinado subsistema independem da saída yi do 
111€ SITIO 
~ ~ - 
miii "' mi1,i-1
4 
M. = ñ . . ñ 
J. i2l ' ' i2,i-l 
miuil "' miui,i~l 
- ~~ 
C) Bi=Bi-Mi 
~ ~ 
5111 bizi °°' biml 
Êi =` Ê. Ê. .L. Ê. (i = l, ... ,p)
« 5 1 5 1 5 - 
112 122 im2 
ilui i2ui "' imu 
d) ck = I - cšl 
Ck É 
o o › o ëT 
. kl 
-k O - 0 ~T 21 . 
_ 
= ck 
0 n 1 O 6 l 2 P P P 
ñ
ñ
m
~ 
i1,i+1 °" miip . 
i2,1+1 "° mizp
~ 
iui,i+1 °" miuip 
= l| ooo ¡p) - 2-l6) 
2-l7) 
2-18) 
2-19) 
z~zÓ› 
. ¬¬.7,
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-._ _. _.. _ ze- _. 
nz \ ` ,Tz ` 
O O QIOO O O .CO O ( 
~T G COI O ø .OQ G 
= = (3.2-21) 
~T 1~ ~ 
` 
o o o o 1 0 0
I 
_ _ i _ _ - i 
. 
' ° 
e) ñ = clzl D (3&2-22) 
De (3.2-5) e (3.2~8): 
T T 
pal 1 o o al, 
~v.¬ 
_ T 
dz = k21 1 O O dz ‹3.2-23) 
0' 0 0 0 0 
o 0 0 o o 
ø u O 0 I 
WT.. 4. _. T â k k 1 â . ip pl p2_ P, 
ãš = Fil ãiiml (i = 1, ,p› ‹3.2-24) 
Atravês de (3.2-20) pode-se verificar que a saída 
de um determinado subsistema depende das saídas, calculadas ante 
riormente, de outros subsistemas. Assim, por exemplo, numa seqüên- 
cia de saídas yl, y2, ... yp, o cálculo de yz depende do ràconheci 
mento do valor da saída yl; Y3 depende de yl e y2 e assim sucessi- 
vamente. ' 
Q 
A figura (3.l) esquematiza o processo multivariãvel 
na forma associada, que a título de exemplo será considerada como 
tendo duas entradas e duas saídas.. _ 
Os programas para computador que permitem colocar 
um dado sistema multivariãvel na forma canõnica de úobservabilida- 
\_ Wa
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de, (também usado para processos com uma sô saída) e depois na fo; 
ma associada encontram~se no Manual do Usuário (apêndice IV).` 
SUBSISTEMA 
yl
I
\ 
ui---J@~v _ 
SUBSISTEMA 
Y2 
I I I 
Figura (3.l) ~ Forma Associada de um Sistema 
Multivariãvel. 
1 U .ag
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- 3.3 OBSERVADOR MULTIVARIÃVEL ' 
' Os resultados obtidos deste observador multivariâ- 
vel estarão todos na forma associada, isto porque, na verdade, se 
rão construídos tantos observadores quantos forem os ¿subsistemas 
em que o processo multivariãvel se dividirâ. 
Como.exemplo considere-se um sistema de quinta or- 
dem com duas entradas e duas saídas.. Escolhendo~se então conve ~ 
nientemente cinco linhas linearmente independentes da matriz Êo
~ para compor a matriz de observaçao MO, tem-se que o sistema pode 
ser descrito em sua forma canõnica de observabilidade multivariã- 
vel como sequeâ 
_ ...- ,_ _. ,~ _. 
xlI(kà1› , alll 21 upâllz o o *×ll(k)i
' 
I 
1 
' 
1 B ' 
xl2(k+l) alzl O alzz _0 O _xl2(k) 
X (k+1› = a o a Q (k) + “(k) 21 211 ~ 212 1 o 21 
B2. 
X22(k)
I 
____________4_-____- 
I I I I i I I III II 
šx22‹k+1› âzzl 0 a222 o o _
' 
X23(k+}) .azsl O a232 O O X23(kI 
-_.. _... »_. _ 
_ 
_ 
"' “ ` (3.3-1) 
__ ¬_ _ . 
I X11 ‹k'› 
¡:y1(k)} - 
1 O 
“ 
O O O 
Z; IQ; +- D u‹k› '
_ 
21 
y (k) ¢ Q 1 o o 2 zl x22(k) 
X23(k) 
8 
- 
_ (3.3-2) 
Na forma associada este sistema ê representado pe-
‹ 1
70
~ las seguintes expressoes: ' 
a) Primeiro subsistema: 
§ll(k+1) ãll l §ll(k) O ñilz yl(k) N 
N = ~ ~ + N + Bl u(k) xl2(k+l) alz O xl2(k) O ml22 y2(k) 
' (3.3~3) 
as » §ll‹k› . 
yl(k› = [1 zo ] + `ãT u<k› '‹3.3-4) ~ J. X12(k) 
b) Segundo subsistema: 
ã2l‹k+1) ãzl 1 o ã2l(k› pñzll o 
~ - N _' ~ 
À 
›
' 
%22(k+l) = azz O 1 X22(k) + 
. 
m221 O . 
_ Í+ Ê2'u(k› 
~ ~ N ~ « i'y2‹k› 
xzsfkll) 
- . azs O O H *23(k) . mzsi O ' 
` 
« (3.3-5) 
~ 
(k) p
. 
_, m 
X21 
t 
y¿‹k› 
y2‹k) = [1 o oÍ] ã22‹k› + [ kzl Ó] Y (k)¬ 
+ ag q‹k) 
2 . 
X23(k) 
(3.3-6) 
Tendo por base estes modelos para os dois subsiste 
vb mas, constrói-se entao os observadores lineares, podendo~se util; 
zar qualquer uma das duas estruturas »apresentadas no.capítulo an 
¡ 
'
. 
terior. 
As representações matemáticas, de maneira geral. , 
são apresentadas a seguir. ¡ 
a) Observador linear para o primeiro subsistemafi .
\
« ê
xll(k+l) = all~Rll 
l §1l(k) ñll 
. ,_ + . 
xl2(k+l) alz-212 O xl2(k) ñ 
211 
.
' 
+ 
{;l%1 
[%l‹k› - ãllul‹k› - ãl2u2‹ki] ‹3.3- › 
e 'Ê (k) ~ ul‹k›
N 
E-' lx) N
~ 
U'
~ 
Õ' 
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111 b121 Y2Ík)' 
_ _, _ + 
112 blzz u2‹k› 
ll N p ~ 
- xl2‹k› 
V 
Vu2‹k› 1 
b) Observador linear para o segundo subsistema: 
21 - 2l~ l _l . 211% 211 221 l
N No I-' 
U' 
â ... _ 2 ... | ... ~ p - X23(k+l) - azs Ê23 O O X23(k) m231{b213 b223 “z(k) 
Ê ‹k+1› ã lfizd 1 0 šz ‹k› â 'E 5 y ‹k› 
§22‹k+1) = ãzz-222 o 1 _ §2¿(k› + ñ ~2l2 E222W 
ul‹k1J 
223 ' . 
~ š " ~ " ` ‹3.3-16) 
x23(k)
f ~ ` Os valores de Lij sao interpretados como no ítem 
(2.2) do capítnlo anterior. 1
É 
_ \ 
O diagrama da figura(3.2)mostra de uma forma sus~ 
cinta o que foi apresentado neste ítem; 
_ §2l‹k) Í . yl‹k› 
§2‹k› - [1 o Q] ×22‹k› 4- Eèzl âzl â2é]. ul‹k› 
“21 ` 
* 222 [}2(k) "Ê21 Y1(k) * ã21'“1(k) ` 522 “2(k{] .(3'3'9) 
uz (k) 
\. me
~. 
' 
I
L 
s u s TEMA MuI_nvAmAvsL' . 
\""""""""' 
"""°"""""""-¡ 
I
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I
I 
I 
I
. 
I
¡
I
› 
1 
I
I 
I
I 
¡
_
I
1
'
I
¡
I j 
I 
I 
I
_
¡ 
I___¿ 
___________ 
____
I 
Ê:
'
É 
U‹(k) 
u2U¡) Y¡‹k) A SUBSSTEMA 1 
29oRo£M 
` 
A 
8¡(x) 
“F M A sussxsn-:MA 2 1 .Q 
uz (k) 
1-» 
39 onosm ' 
.__-.._.-.___-._._-.___.....__. 
_. 
_. 
._ 
-.__ 
_.-.-..-._- 
›;u‹› . 
Ê; - oassnv/àooR 1 
9, ‹›‹› 
` 
- c2‹×› 
ya (k) zëoaoem 
""" 
"""§:§,Í ‹. 
-.Q zzIK›› ^ 
‹ › 1 nz y 
Uzud osszznvâoon 2 2 . 
Uflk) 
32 QRDEM 
_ oBSÉRvAooR MULTIVÁRIAVELJ _ 
Figura (3.2) - Observador Linear Mu1tj.i_variãve1¬
V?
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3 . 4 °coN'c^LU'sÃo 
Apresentou-se neste capítulo uma forma canônica de 
observabilidade para processos multivariãveis. E, a partir des- 
ta, desenvolveu-se uma outra, denominada forma associada, com o 
propõsito de mostrar que sistemas que apresentam múltiplas entra- 
das e múltiplas saídas podem ser consideradas como sendo consti - 
tuídos por diversos subsistemas com várias entradas e uma saída . 
Por causa disto esta forma ê muito útil para a construção de Job-
~ servadores adaptativos, uma vez que nao existe o inconveniente de 
que os estados de um determinado subsistema dependem dos estados
_ nao lacessíveis dos outros subsistemas. Adicione-se ainda a van-
~ tagem de se poder aplicar o mesmo mêtodo de construçao de observa 
dores de uma sô saída ã processos multivariäveis. 
O fato de se ter vários observadores estimando os 
estados de um sistema multivariãvel, leva imediatamente ã con- 
clusão de que todos devam operar simultaneamente. Para que isto
~ ocorra, considerando-se que os algoritmos dos observadores estao 
implementados em um único computador, ë desejável que este possa 
realizar multiprocessamento. Esta técnica de multiprocessamento, 
ou processamento em paralelo de todos os observadores, tem a van- 
tagem de permitir uma acentuada redução do período de amostragem, 
em comparação.com uma outra técnica que consiste em executar um 
algoritmo de observação.de cada vez. No caso de se querer esti- 
mar os estados de.um sistema de grande porte ê preferível utili - 
zar a primeira.têcnica, pois evita a necessidade de um interva- 
lo de amostragem maior. f'
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CAPÍTULQ 4 ‹ 
^'oBsERvADoREspADAPTAT1VOsÍMULTIVARIÃVEIS' 
' GENERALI DADES 
Este capítulo tem a finalidade de apresentar um. mš 
~ ' todo de construçao de observadores adaptativos discretos multiva 
riäveis. É voltado, este método, para processos que possam ser cg 
locados sob a forma canõnica de observabilidade multivariâvel, ou 
jo desenvolvimento foi mostrado no capítulo anterior. 
' Fundamenta~se este método, na prática, no uso repg 
tido de observadores adaptativos de uma sõ saída e várias ` entra 
das. Para cada saída do processo multivariãvel utiliza-se um ob 
servador adaptativo. Os estados observados e os parâmetros identi 
ficados, desta forma, correspondem ã forma associada do processo 
multivariãvel, conforme explicitado no capítulo terceiro. ' 
São apresentados aqui dois tipos de observadores: 
um do tipo sêrie-paralelo, seguido de um exemplo literal e respeg 
tivo diagrama elucidativo, e outro do tipo paralelo, tambêm` com 
um exemplo esclarecedor acompanhado de um diagrama. 
Divide-se este capítulo em três itens: no primeiro 
ê apresentado o observador adaptativo multivariãvel sêrie~parale- 
lo; no segundo ê mostrado o observador adaptativo multivariãvel 
paralelo; e finalmente o último ítem ê reservado ãs conclusões. 
`
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4.1 -`OBSERVADOR ÃDAPTATIVO`MULTIVARIÃVEL 
'SERIE-PARALELO
~ A estrutura de observaçao tratada neste ítem está 
baseada no observador linear multivariãvel exposto no capítulo 
três. 
Utilizando-se repetidamente observadores akmmativos 
de uma sõ saída, tantos quantas forem as saídas dos sistemas mui 
tivariãveis, resolve-se o problema de seguimento de estados e i
~ dentificaçao de parâmetros. Os parâmetros e estados obtidos deste 
modo, encontram-se sob a forma associada ã forma canõnica de ob 
servabilidade multivariãvel de um processo dotado de multiplas ep 
tradas e multiplas saidas. . 
s -« . » Éara efeito de esclarecimento apresenta-se em segui 
da um exemplo. Seja um processo linear multivariãvel de quinta or 
dem com duas entradas e duas saidas,completamente observãvel. 
-" 
_ Sua forma canõnica de observabilidade multivariâvel, 
bem como sua forma companheira, ou associada, são descritas pelas 
equações (3.3-l) e (3.3-2); (3.3-3), (3.3-4), (3.3-5) e (3.3~6) 
respectivamente. 
Os observadores adaptativos sërieflparalelo para os 
são assim descritos: dois subsistemas 
a) Para o primeiro subsistema: 
' §11(k+l) "hi1 1 ã11(k) *ã11(3)+hí1 '”"í¡' ¿'ƒr_ '.í' 
3 = 
_ 
z + 2 
' 
Lyl‹k› - dll‹k› ul‹k› - 
Xl2(k+l) -blz 0 xl2(k) al2(k)+h 
_ 
A 
12 f 
â k 
ñ112(k) 5111(k) Ê121(k) Í2(k) 
` 12(k) “2( ) + 2 2 2 V ul<k) +
2 
,_ 
77' mig; b112(k) b122(k) U <k>
Í
\ á
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õ (k) - h' õ (k) 
+ 11 11 1o ‹4_l_l) 
õl2‹k› - híz õl0‹k› _ 
ff (k) = l 0 -¬ + É (k) d (k):] + " (k) (4.l-2) 1 E 1 Lløkfl 11 12 [uzm :I 
“Êlo 
b) Para o segundo subsistema: 
§<2l‹k+1) 1 -hël 1 .o §¿2l‹1<› _ä2l‹1<)'+ hêl 
§<22'‹k+1› ~= -hâz - `o_ 1 §22‹1<› +`â22‹1¿›~ + 1152 Ez2‹1<›-1Í2l‹1<›yl‹1<› - 
.§23‹k+1› -h_¿_3~ o o š"<23 ‹1<›_ 512,3 ‹1<› + 1153
H 
, 
:Ê21-1(k){Ê21~1(k) Ê221 Y1(k› 
' â21(k) “1(k) ` â22(k). “2(k)] + Ê*221(k)šÊ212(k) Ê222 “1(k) +
3 
A ` A 
__, ~ . _ ' Í u 
_ñ231(k){b213(k)b22 “zm 
¡*21(k) ` hšl ä*2Q(k)d 
"+. õ22(1‹;) - héz ã›20(k› (4.1-3) 
5*23(k) ' his 5200” 
A - 
_. ›"¿2l(k) yl(k) ` 
^ 3 2 2 - 
§2‹1<› = [1 o 0] ×22‹:1<› +E<2l‹k› a2l‹1<› â22‹1<›:l ul‹1<› + õ2o‹1<› 
zs 2 
d 
Ê ‹k› 
1 u ‹k› 
- 
- (4.l-4) 
A figura (441) apresentada ã seguir ilustra este 
observador. Este esquema permite resolver de forma simples o pro 
blema de observação adaptativa para processos multivariãveis.
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4.2 - OBSERVADOR ADAPTATIVO MULTIVARIÃVEL PARALELQ 
Tomando-se por base o mesmo exemplo da seção ante- 
rior, os observadores adaptativos paralelos, para os dois subsiste 
mas, apresentam as estruturas que seguem: \ 
a) Para o primeiro subsistema: 
§ll(k+l) ãll(k) - hll l §ll(k) 'hll(k) 
z = : ~À 2 , + ~ k%1(k)
_ 
xl2(k+l) al2(k) - hlz 0 xlzhk) hl2(k) 
'g 
, 
' |z_ z . 
A: › 2 . m112(k){ b111(k) b121(k) Y2‹k)
| - d' (k) u (k) - d (k) u (k)] + _ 
' 
: 2 u (k) + 11 1 12' 2 ñ ‹k›lb l2‹k› bl22‹kâ}{§š(k› 122 | l U 
as as 
+ ;ll‹k› 
+ [sll‹k› - hll‹k{] mlo‹k› * 
- ‹4.z-1) 
ml2‹k› + [Êl2‹k› - ñl2‹k{] ml¿‹k› _ _). 
~ 
ê ‹k› z z u ‹k› i 
yl‹k› = [i Q] _11 t+fië1l‹k) âl2‹k{J 
1 + õ10‹k› ‹4.2-2) 
a âl2‹k› u2‹k› , 
` b) Para o segundo subsistema: 
›'221‹1<+1› 
_ 
ã2l‹1<›_- h2l(k› 1 o 5'<21‹1<› 
§22(k+l) = ã22(k) - h22(k) O il §22(k) + 
O x 
- - . - - ~ 
, 
.~ ~ - o À›<23‹k+1,› 5123 (k) 1~z23‹1<› 23‹1<› 
ñ21(k)¬ 
* â22‹k› {%2‹k› - i21‹k› ylkk› - Ê2l‹k› ul‹k› - â22‹k› u2‹k›1 + 
523 (k)_ A '
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A A A ' É ~ ~ ~ ~ 
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23 J 
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» 
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› 
(4.2-4) 
A figura (4.2) descreve este observador. 
_ 
4.3 ~ CONCLUSÃO .___.í.._í_._i- 
Apresentou-se neste capítulo dois exemplos de uma 
classe de observadores adaptativos para sistemas multivariãveis. 
Um para o tipo série-paralelo e outro para o tipo paralelo. 
` Pode-se notar que basicamente suas estruturas mate
~ mãticas sao semelhantes. Neste aspecto, a principal diferença resi 
de no fato de que o observador do tipo paralelo adapta também o vg 
. › Í 
tor de ganho de realimentação hf.` Outra diferença estrutural 
corresponde às entradas do mecanismo de adaptação; Enquanto no ca 
so do mecanismo de adaptação do observador série-paralelo, as en- 
tradas são compostas pelos sinais pseudo-aleatórios, o erro de saí 
da (entre o processo observado e o observador) e a saída do proces
~ 
so, no ,mecanismo de adaptaçao do observador do tipo paralelo, as 
entradas se constituem das duas primeiras do ítem anterior, mais a 
saída do observador. '
K ea
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Quando a identificação dos parâmetros ê concluída, 
ambos os observadores tendem para aquele, linear, esquematizado pg 
la figura (3.2) do capítulo anterior. V
V
' 
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CAPÍTULO 5 
'sIMULA§Ão DIGITAQ 
-._ GENE RALI DADES 
` Este_capítulo trata da simulação digital dos obser 
vadores estudados no presente trabalho. Aqui sao apresentadas vá- 
. ~ ~ rias simulaçoes, por meio de computador digital, de observação 
adaptativa, tanto para processos de uma sõ saida, como para aque 
les possuidores de múltiplas saídas. São feitas algumas conside- 
rações acerca da implementação dos programas que permitem compro 
var, na prática, a taoria que diz respeito aos observadores 
adaptativos. . * Í 
»° 
. Nas simulações realizadas, utilizou-se o computa- 
dor PDP - ll/40 da Digital Equipment Corporation, pertencente ao 
Departamento de Engenharia Elétrica da U.F.S.C.. Os resultados 
obtidoswapresentam-se sob a forma de tabela e também na forma 
gráfica. Estes resultados obtidos graficamente correspondem ã:di§ 
tância paramêtrica e distância de estado, em função do tempo. 
Este capitulo está integrado por cinco ítens dis- 
postos na ordem.seguinte: no primeiro ítem são tecidas considera- 
~ ` ' ~ ‹ çoes a respeito da programaçao e equipamentos empregados, o ítem
~ seguinte ë dedicado ã apresentaçao dos conceitos de distância pa 
ramêtrica e distância de estado; no terceiro ítem estão dispostos 
os resultados de simulação para os observadores adaptativos Sê- 
rie-Paralelo e Paralelo para processos de uma única saída e vá
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rias entradas; o quarto ítem está voltado aos observadores adapta 
tivos Série-Paralelo e Paralelo para processos com múltiplas en- 
tradas e múltiplas saídas. E finalmente, o quinto ítem é reserva
~ do ãs conclusoes. A 
5.1 ~ coNsIDERAçõEs SOBRE A PROQRAMAÇÃQ 
E EQUIPAMENTOS UTILIZADOS 
Para a realização dos testes e simulações 
dos observadores adaptativos empregou-se um computador digital, 
o PDP ll/40, locado no laboratório de Controle e Microinformãtica 
do Departamento de Engenharia Elétrica da U.F.S.C. O tamanho das 
palavras e instruçoes deste computador é 16 bits e sua capacidade 
de memória é igual ã 24 k bytes. Em sua configuração atual' conta 
com os seguintes periféricos: uma unidade de "FLOPPY-DYSK"; uma 
leitora/perfuradora de fita de papel; um teletipo; um terminal 
de vídeo; uma teleimpressora série; uma tela TRC e uma ,interface 
híbrida que é composta de quatro conversores digitais -analógicos 
(CDA) e_oito conversores analógicos-digitais (CAD). Esta interfa- 
ce híbrida permite que se controle ou se observe um processo Vea 
dadeiro ou simulado em computador analógico, em tempo real (ON- 
LINE). 
V Na implementação dos algoritmos de observa 
ção adaptativa em computador, neste trabalho, a linguagem utili~ 
zada foi a FORTRAN, devido ao fato de que ela se presta a redigir 
programas voltados ä aplicações técnicas e científicas envolvendo 
cálculos matemáticos. I
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Procurou-se, na programação, preservar a 
generalidade dos algoritmos, de forma a dar condições de simular 
os observadores para sistemas de quaisquer ordem, número de entra 
das e número de saídas. As limitações ficam por conta dos tama- 
nhos das matrizes e vetores empregados no programa, haja visto a 
capacidade de memõria do computador utilizado. Assim, estes prq 
gramas permitem simular observadores adaptativos de até ordem 
cinco, sendo as dimensoes de todas as matrizes e vetores envolvi- 
dos compatíveis com este valor. A 
A estrutura do algoritmo computacional está 
composta por um programa principal e mais as sub-nfijnas que pos- 
- O _ ~ ,_ suem cada qual uma funçao especifica, 
O programa principal recebe todos os dados 
de entrada, chama as sub-nfiinas e emite os resultados. Todos os 
cãlculos.realizados com precisão simples, estão confinados aos 
subprogramas. As sub-rotüms contêm as expressões que fornecem as 
dinâmicas do processo e do observador e, também, o algoritmo de 
adaptação paramêtrica. ' f
~ 
5 
. 
f As descriçoes dos programas principais ` e 
das sub-rotinas, bem como seus modos de utilização encontram-se no 
MANUAL Do USUÁRIO (Apêndice Iv).
A 
5.2 ~ DISTÂNCIA PARAMÉTRICA E DISTÂNCIA DE EsTADo 
A distância paramêtrica, que representa a 
distância entre os parâmetros do processo e do observador adapta- 
tivo, ë definida pela seguinte expressão:
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. I 
= a.-â. + ..'“ .. + . . D‹k› É ‹ *‹kn2 É É (b 5 ‹kn2 Ê É ‹a -â (k 2
H 
P izl - 1 1 . j=l i=l .Ji 31 2:1 j=l £3_ 13 
))
z 
' 
V 
(5.2-l) 
, ¿ Nesta equaçao ai, ..., an, bll, ..,, bmn, 
dll, ..., d m são os parâmetros do processo, enquanto quep 
âl‹k›, ..,, ân‹k›, bll‹k›, ..., 5mn‹k›, âll‹k›, ..;, âpm<k› gâo 
os parâmetros do ,observador adaptativo.
_ 
A A distância de estado, que ê a distância en- 
tre os estados do processo e do observador adaptativo, ê definida 
pela equação ã seguir: A l. 
. . 
V 
V
| 
_' “ - 2 DE(k) ~ É (X.(k) - x.(k)) (5.2-2) 
, 1=1 1 1 _ 
onde xl(k), ..., xn(k) são os estados do processo e §l(k), ..., 
šn(k) são os estados do observador adaptativo. ' 
5.3 - SIMULAÇÃO DOS OBSERVADORES ADAPTATIVOS 
sÉRIE-PARALELQ E PARALELO PARA sIsTEMAs 
- DE UMA ÚNICA SAÍDA ' ' 
Neste ítem são apresentados os resultados de 
~ ` ~ simulaçao digital referentes a observaçao adaptativa de sistemas 
que posssuem somente uma saída} Estes resultados estão expressos 
sob a forma de tabelas e de gráficos. Uma das tabelas apresenta 
o nñmero de iterações utilizadas na_simulação, bem como a média 
das últimas duzentas iterações referentes ã distância paramêtri- 
ca, ã distância de estado, aos erros quadrâticos de cada um dos 
estados e aos erros quadrâticos de saída, entre o processo “e o
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observador adaptativo; A outra tabela apresenta os parâmetros 
identificados, apõs o cálculo da última iteração. Os gráficos 
mostram a evolução da distância paramëtrica e da distância de 
estado com o decorrer do tempo. 
Dois exemplos procuram mostrar a eficiência 
dos algoritmos de observação adaptativa dos tipos Sërie-Paralelo 
e Paralelo. Os sistemas utilizados como exemplo sao lineares, es- 
tãveis e com os estados observâveis. Na saída de cada um deles 
ë_adicionada uma perturbação com distribuição normal gaussiana 
[7], com média igual ã zero e desvio-padrão igual ã 0,1. 
As entradas utilizadas nos processos para 
efeito de identificação e observação foram as seqüências biná- 
rias pseudo~aleatõrias [8] daüdo as faüade serem ricas em frequên 
cia, As entradas neste trabalho, possuem períodos que variam' de 
2 ã 2047 e amplitude igual ã +l'e -1. › 
5.3.1 - Primeiro Exemplo 
‹ SISTEMA DE TERCEIRA ORDEM COM DUAS ENTRADAS E UMA SAÍDA 
a) Descrição do Sistema em Contínuo 
As matrizes que caracterizam este sistema, descri-` 
to em termos de variáveis de estado, são as seguintes: 
. 
- -5 3 4 
A`= -4 2 -4 (5.3.1-l) 
-3`3 -2' 
av
S
B: 
C: 
D: 
b) 
_ Uti 
as matrizes do sis 
AD 
_ BD 
C) 
' As 
são as que seguem: 
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T1 os
_ 
-1 
_ 
(5.3.l-O 
2 0L 
Í1 'o 1] ‹5.3.1- 
_ 
Á] (5.3.l-O‹_ 
Descrição do Sistema em Amostrado 
lizando um tempo de amostragem igual â 0,ls, 
tema discretizado assim se apresentam: 
0.52083 0+29790 0.31454 = «U.2810ö 1.099?ó »0.44¿99 (5.3.l-5) ~o.24s11 0.24311 0.y1v15 
.O.10294 ~0.01507 = ~o.o59ós «o.1oóó5 - (5.3.1~ 
o.1óo97' ~o.o13s2
~ Descriçao do Sistema sob a Forma Canônica d 
Observabilidade V ' 
matrizes deste sistema, nesta forma canõnica, 
2) 
3) 
4)
6)
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0.2339?E+01 0z10000E+01 0¢23842E~0ó 
A = ~0.198ó1E+01 -0.47ó84E~0ó O.10000E+01 (5.3.l-7) C O.ó0ó53E+00 *0.23H42E~0ó 0‹11921E-06 
O‹2ó391E+00 ~0.2839OE*01 
BC = *0.471ó8E+00 ~0.83547E~02 (5.3_1-8) 0.18172E+OO 0.18355E~01 
CC = 1o‹›‹›.‹›E:+‹›1 -‹›.2:s84:2E:~‹›ó o.‹›‹›o‹›‹›L=í+‹›‹›:| (5.3.l-9) 
DC = [0.00000E+00 0.00000E+Oq] (5.3.l-10) 
'd) Simulação Digital do Observador Adaptativo 
Série-Paralelo 
d.l) Valores dos Coeficientes Auxiliares Utfiüzados 
na Simulação 
~ 
. A 
' Os coeficientes a que se refere este sub-ítem es- 
tão ãrelacionados com os filtros pelos quais passam os sinais 
de saida do processo, y(k), e`os sinais de entrada do processo 
u(k) segundo as equações (2.4¬25),. (2.4-26) e (2.4-27). Os ou- 
tros coeficientes por ele referidos são: os valores que compõe o 
vetor de estabilização h', (equação (2Á4-8)), ganhos iniciais 
F(o) conforme a equação (2.3-16), os periodos T das entradas que 
são as seqüências binãrias pseudo-aleatórias, e os valores da 
média e da variância do ruído, com distribuição normal gaussiana, 
adicionado ã saida do processo. '
u
'89 
.d.l.l) Parâmetros dos Filtros 
= ~O.13972E+01 
2 0.58015E+00` 
= *O.25859E~02 
C:C:G': 
(.»"f'.`~*~^ 
d.l.2) Vetor de Estabilização h' 
hi = -2,0 
23' 
N)
- =` 1,5 
= -'0¡4 S4. Q): 
. d.l.3) Ganho Inicial da Sequência de F(k) 
F(0) = 10000 
d.l.4) Período das Entradas Pseudo-aleatõrias~ 
T1 = 511 
~ T2 = 2047 
d.l¡5) Média e Variância do Ruído Gaussiano que 
Interfere na Saída do Processo 
E = o','o 
02 = o,o1
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~ d.2) Tabelas dos Resultados da Simulaçao 
g ~ Estas tabelas mostram os valores dos parâmetros 
identificados apõs o cálculo da última iteração e, também, a me- 
dia das últimas duzentas iterações da distância paramêtrica, dis 
tãncia de estado e dos erros quadrãticos, de saída e estados, en- 
tre o processo e o observador adaptativo. 
d.2.l) Tabela I - Parâmetros Identificados 
' K= soco \ 
~PAHñHETRUS IHENTIFICAUUS 
mâvklz 'às' 
0›2240óE+01 0.10000E+O1 O¿0000OE+0O 
“0›18278E+01 0.00000E+0O O›10000E+01 
0›53072E+O0 0«OO0QOE+O0 0.00000E+00 
` MATRIZ “BC” 
'
. 
, 0‹2ó112E+0O ~O.311ó9E~O1 
~0.4375óE+00 *0¢43382E~02 
0.14507E+O0, 0«10958E~01 
HÊTRIZ 'UC' 
0‹12384E~02 0‹14989E~02
91 
d.2.2) Tabela II - Médias dm;Distâncias ~e _dos 
_ 
` 
, 
Erros Quadrâticos 
NUMERU na Iwsflâcoas = soco 
ursrâuclâ PéRânETRIcâ = ' o.2ov55E+oo 
ñIsTâNcIâ us ESTAHU = o.a94¿zE«01 
ERRO fiEn1u.uuAnRâTIcu me sâxnâ ~1fi= 0.99ó40¿_0g 
ERRO MEDIO GUAIIRATICU [IE ELSTÊIIU '1'= 0,1Q109¡_:_-..02 
ERRO HEUIU aUâuRâT1co me EsTênu '2~= o.¿0837g-02 
ERRO mauro uuâuRâTIc0 na Esrâuo *3'= o.38¿72¿~0g
¢ 
Como pode ser verificado, pelos resultados da tabe 
la Il comparados com os valores correspondentes das matrizes 
(5.4.l-7), (5.4.l-8) e,(5.4.l-10) ocorreu uma excelente identifi- 
cação dos parâmetros deste processo, mesmo em presença de ruído 
adicionado ã sua saída._ - 
Os valores dos resultados da tabela II reforçam 
a afirmativa do bom desempenho do observador adaptativo do tipo 
Série-Paralelo.
d.3) Resultados Gráficos 
d.3.l) Gráfico I - Distância Paramëtrica 
DPA 
2'l -_
6
1 
0,21 - sf *c “-z cz ››z -«~ zw zz L
HL
r 
.` 5000 
1 os f x 1 fz W
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D A V _ f E ` d.3.2) Grãfico II - Distância de Estado 
019": 
-o,o7~~~ 
fa at ~ az ra 1 | a v- sooo k 
Através dos gráficos apresentados, pode-se afirmar 
que ocorreu uma boa convergência dos parâmetros e do vetor de 
estado do observador adaptativo Série-Paralelo em direção aos 
valores dos parâmetros e do vetor de estado do processo.. _ V _ 
e) Simulação Digital do Observador Adaptativo 
Paralelo 
e.l) Valores dos Coeficientes Auxiliares Utflizwks 
na Simulação 
Os coeficientes referidos por este sub-ítem estao
‹›
94 
_ 
> 
. ( 
relacionados com os filtros pelos quais passam os sinais de saída 
do observador, §(k), os sinais de erro, entre o processo e o 
observador, e(k) e os sinais de entrada do processo u(k)' segundo
~ as equaçoes (2.5-l3), (2.5-l4)e (2.4-26). Os outros coeficientes 
~ ~ ` sao: os ganhos iniciais F(o) conforme a equaçao (2.3-16), os .pe- 
ríodos T das entradas que são as seqüências binãrias 'pseudo~alea 
tõrias, e os valores da média e da variância do ruído com distri- 
buiçao normal gaussiana, adicionado ã saída do processo. - 
e.l.l) Parâmetros dos Filtros 
C«';C'G.= béüi* 
= =o.13972E+o1 
i = o.58o15E+oo . 
= -o.xss5vE-oz 
e.l.2).Ganho Inicial da-Sequência F(k) 
F(o) = 10000 
» e;l.3) Períodos das Entradas Pseudo-aleatórias 
` 
T1 = 5ll 
T2 = 2047
4 
e.l.4) Média e Variância do Ruído Gaussiano que 
Interfere na Saída do Processo z 
z- 
E=o,o 
02 = o,o1 °
X 
. L": sá
95 
< e.2) Tabela dos Resultados da Simulação
V 
Estas tabelas contêm os valores dos parâmetros 
identificados apõs o cálculo da última iteração e, também, a me- 
dia das ültimas duzentas iterações da distância paramêtrica, dis 
tância de estado e dos erros quadrãticos, de saída. e testados, 
_ o
_ 
entre o processo e o observador adaptativo. 
e.2.l) Tabela I - Parâmetros Identificados 
K* 5000 
_ .HPARêMETRU8rIHENTIFICADÚS 
Mâmiz 'âc'
_ 
O«23158E+01 0.1000OE+01 `0.00000E+00 
~O+19497E+01- 0.00000E+00 O.1000OE+01 
0z59047E+0O 0.00000E+00 0.00000E+O0 
MATRIZ “BC" 
' 0›2ó284E+00 ~0.2ó42OE~01 
~0‹4ó319E+00 ~0.13372E"01 
O.1721óE+O0 0«197ó4E~O1 
MATRIZ 'HC' 
*0.14393E~0Q ~0.17553E~O2
e.2.2) Tabela II - Médias das Distâncias e ~ dos 
NUMERO-DE ITERQCUEÊ = 
UISTANCIA PâHâHETRICâ 
UI8TâNCIâ DE ESTADO = 
ERRO MEUIU üUâURflTICU 
¿ERRO MEDIO QUAURÊTIUU 
ERRO NEDIU QUAHRATICU 
ERRO MEDIO QUAÚRATICU 
. Erros Quadrãticos _ ' 
5000 
=' 
› o.s2991E-01 
0‹2óó26E~01 › 
DE Sâlflâ '1'= O ~¢ U! .b U r-J ff; " ~o2 
DE ESTADO '1'= 0.1917óE-03 
UE ESTâUU '2'= 0‹49520E-03 
UE ESTAHU '3'= 0.25095E~03 
Comparando-se os resultados da tabela I com 
`va1ores correspondentes das matrizes (5.4.l-7), (5.4.l- 
(5.4}l-10) conclui-se que este observador apresenta uma excelen- '_ 
te performance. Os valores apresentados pela tabela II confirmam 
este comentário. 
e.3) Resultados Gráficos 
› 
" ¡rf- 
8) e 
«-›m~
~DPA.
- 
2 3¶_ e.3.l) Grafico I ~ Distância PáramêtricaI 
I
0 
_ 
› 5000 
z › 4~ «Í f~1~zf az
‹ ø A e.3.2) Grafico II ~ Distancia de Estado 
. VDEÉ 
1,1 .. 
-‹ 
\ 4 
‹›.ozz T_ 
, 0, Ú 
^:«»ç f~z~‹-fz É 
z,
~ 
5000 ' k
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A 
- -Os resultados gráficos apresentados confirmam 
bom desempenho deste observador, para este exemplo. -. 
5.3.2 - Segundo Exemplo 
SISTEMA DE QUINTA ORDEM com DUAS EN'§RAQAS S UMA SAÍDA 
a) Descrição do Sistema em Contínuo 
As matrizes seguintes, descrevem o sistema 
termos de variáveis de estado: 
F ~ 4 -6 3 -7 6 
* 0 -5 - 4 -4 8 
A = o 2 -õ ¡ 2 -2 (5.3-2- 
A 
0 
. 
6 f3 -5 -6 
0 2 2 -2 -5 
, 
-8 -5 
B :_ '-'3 0 (5o3¢2_ 
- l 5 
~8 O 
.- 
c = +1 o 1 
u 
o 1] ‹5Ç3.2- › 
n'= Fo 5 1] ‹5.3.2- ›I __ , 
.
E É
' ~ 
b) Descriçao do Sistema em Amostrado
~ Com a utilizaçao de um tempo de amostragem » igual 
ã 0,ls, as matrizes do sistema discretizado assim se aprese_ 
tam: ~ 
0.67032 ' -0.44860 0.19039 ~0.37ó73 0.31362 
0.00000 0.61017 0.31880 -0.26546 0.53407 
Ab = 0.00000í 0.13703 ' 0.54872 0.09938 ~0.094ó5 
0.00000 0.31237 ~0.12907 0.55173 ~0.20ó55 
' 0.00000 0.10180 0.15940 ~0.13273 0.67360 
(5. 
*0.183ó10 0.58362 
. ~0.94323 ~0.47053 
BD = ~0.23135 »0.00708 
99 
3.2- 
0.07090 0.Ê847ó (5_3_2_ *0.7353ó ~0.07042 
~ - ~ - c) Descriçao do Sistema Sob a Forma Canonica d 
Observabilidade _ ` 
A Nesta forma canõnica, as matrizes que representam 
o sistema são as seguintes: ' 
0.30545E+01| 0.10000E+01 0.109ó7E~04 ~0.19073E~04 0.38147F~0§ *0.37100E+01 0.11444E~04 0.99998H+00 0.2ó703E~04 «0.30518k~04 
AC: 0.22485E+01 -0.7ó294E-05 0.20QóóE~04 0.99997E+00 0.7ó294h~0J ~0.ó8074E+00 0.953ó7E~0ó ~0.ó0201E“05 0.953ó7E~05 0.99999Pi00 0.82080E~01 “0.953ó7E»0ó 0.20117E*0ó_"0.27418E”05 ~0.47ó84P~0ó 
` (5.
\ 
' É 
302"
100 
*0. 115()Í5E+01 0.f“J()ó1()EI+()() 
` 
u 
0 . 2ó951E+01 *-0 . 1242()EÍ+()1 
B = -().2246›0E+01 ().11.89‹'›EÇ+01 (5.3.2-8) C ().8277óE+00 ~O«52!474F.`+0() 
-0. 11811E+00 0.88l`š10l.*.Í-(31 ' 
Cic 
= {0o10000E+01:"'0o953Ó7E°'05 ()›].9073EÍ"'OÍ'§ 'a()ó13351E"'04 Ó‹()()0()()|fÍÂ+Ô(š2 
I 
V 
`
' 
DC = [o.5oo‹›<›f-:+‹›o ‹›.1‹›‹›‹›o|=;+o1:| 
` (5.3.2-10) 
d) Simulação Digital do Observador Adaptativo 
Série-Paralelo O ' 
d.l) Valores dos Coeficientes Auxiliares tkiküados 
na Simulação » 
_ 
Os coeficientes descritos por este sub-ítem são 
aqueles relacionados com os filtros dos sinais de saída do proces 
so, y(k), e dos sinais de entrada do processo, u(k). Os outros 
coeficientes são: os parâmetros do vetor de estabilização h', os 
anhos iniciais F(o), os eríodos T, das entradas ue são asq 
seqüências binárias pseudo-aleatórias, e os valores da médias e 
da variância do ruido, com distribuição normal gaussiana, ~somado 
ã saida do processo.
‹
d.1.l) 
U.=CrG'.=Cl*G`.- 
Lfabk 
'31-L 
az.. "' 
d.l.2) 
hi ~-2,6 h¿ - 0,5 
hà = 3,0 . hš =-o,o2 
Parâmetros dos Filtros 
-O › 1¡29óó3E+01 
o.3595vE+o1 
~o.21oo9u+o1 
o.ó2?25E+oo 
~o.74757E»o1 
Vetor Estabilização h' 
hf =-1 s 3 I 
d.l.3) Ganho Inicial da Sequência de F(k) 
F(o) = 
d.l.4) Períodos das Entradas Pseudo-aleatórias 
1o` 
T1 = 511 
T2 = 2047 
d.l.5) Média e Variância do Ruído Gaussiano que
1 
Interfere na Saída 
E = 0,0 
õ2'= o,o1
, 
101
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d.2) Tabelas dos Resultados da Simulação 
d-2-1) Tabela I ~ Parâmetros Identificados 
N=1ÕÓOO 
Pnwfimníkus 1uhN1Ir1unuu5 
fifiÍH1Z “QD” 
0.1388'/1h+U]. 0.lU()O0t¿+O1 
“0›ó51ÓóE+U1 0zUO0OUh+OU 
0.189'40l:+01 0.U0O00E+O0 
*0»ÚS304t+00 0¢UOUUUh+UU 
U‹b74fbE“Ul O«0UUUUb+UO 
MÊIHIZ “BC” 
O«D0?ÚëE+U0 
“U+11óf1t+U1 
O‹104ööL+O1 
"U«äEYóZh+UU 
0.63/óük"U1 
"U›11ÚOUE+Ul 
0‹Z4?44t+Ul 
”0›1V2ó¿&+01 
UfóÚ?74h+0U 
*O4/5öVöt"U1 
~Nfi1H1¿ “UE” 
0‹ÚU1óóh+U0 U°1000öE+U1 
U›ÚUUUUt%UU 0»UUUUUE+UU U›UUUUUh+UU 
ó1UUOUh+O1 Ú+OUUUUh+UU U«UUUUUb+UU 
0‹0OUUUh+ÚU U›1UUUUh+Ol U›UUUUUh+UU 
›UUUUQhTUU UõUUUUUh+UU UõlUOUUb?Ul 
U‹UUUUUt+UU U.UUUUUt+UU U‹UUUUOh+Uü
d.2.2) Tabela II - Mêdias das Distâncias e dos 
Erros Quadrãticos 
NUMEHU Uh 1ThHÊUUh5 W 13900 
ULSÍHHUIH Fñflfifltlfllflfi 
UISTHHUIÊ Uh ESIQUU * 
ERHU 
ERRU 
ERÉU 
EÉHU 
ERRU 
ERRU 
HEULU 
fltüiu 
Nhülu 
HhHIU 
MEUIU 
MEUIU 
Pela comparaçao dos resultados obtidos pela tabela 
UUHUKÊTIUU 
UUHUHQÍICU 
UUQUHQÍIUU 
UUÊUHHTIDU 
UUfiUHH1lUU 
UUÊHRÊTICU 
Ut 
DE 
Ut 
DE 
Ut 
UE 
0›7V7blh+UU 
o.fv@õ7e+op 
ÚHLUÊ “l“=» '~'.; s à fz' < f T 5a 5 5Q z-.a 
hSTäUU_'1'= Ú«óÓ4¿¿h"U1 
I:.%.'Ê l ÊUU “L-."'= 
_ 
'l.I'«\:'=II.1l.t`›t.*2'U'l) 
h5lfiUU “ó"* Uõ#Zöf5h+UU 
- a 
t5¡ÊUU "4“= U›?4$1$h"U1 
ESTÊUU 'b'= U‹U2344fi"0E
n
~ 
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I com as matrizes indicadas pelas equaçoes (5.3.2-7), (5.3.2~8) 
(5.3.2-10) e considerando-se os números apresentados pela tabela 
II pode-se dizer que este observador teve um bom desempenho para 
este exemplo.
0 
d.3) Resultados Gráficos.
` W
0,7 
.DP A 
6,8 qr 
i d.3.l) Gráfico I - Distância Paramëtrica
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Os resultados grâficos permitem afirmar que .houve 
uma boa estimação dos parâmetros assim como um bom acompanhamento 
da trajetória do vetor de estado. 
e) Simulação Digital do Observador Adaptativo 
Paralelo ~ 
e.l) Valores dos Coeficientes Auxilüues Utilizados 
çna Simulação t. ~ 
Este sub-item se refere aos coeficientes que fazem 
parte do conjunto de filtros dos sinais §(k), ulk) e e(k). Se re- 
fere também aos coeficientes que definem um valor para o. ganho 
inicial, F(o),aos periodos `T, das seqüências binãrias pseudo- 
aleatórias e tambênlaos valores da média e da variância do ruído 
gaussiano. 
e.l.l) Parâmetros dos Filtros 
C: 
G 
C' 
GT: 
CF: 
I.-'i
à 
(.›~“ 
Y-.J 
1-* 
' = *0›2'9ôó`$E.'fO1 
= U‹.'1'>ÍJÂ-.ÍL`.".‹"vf`I:.'f'l)1 
"U õ `.Àf1UU'7f¡1'."}°Ul 
=-“- f..)›Ó`.{z"Ã-i'i'JE+'J'l) 
3 ""U‹/'*"Íz".Í.'-.i-/;"ÍZ1.""J].
‹ 
e.1.2) Ganho Inicial da Sequência de F(k) 
F(o) =¶lO ' 
\×
› I
106
( 
e.l.3) Período das Entradas Pseudo-aleatórias 
T1 = 511 
T2 = 2047
1
O 
e.l.4) Média e Variância do Ruído Gaussiano que 
' 
` Interfere na Saída Processo 
E-= 0,0 ~ 
0? = 0,0l 
e.2) Tabelas dos Resultados da Simulaçao
‹ 
e.2.l) Tabela I - Parâmetros Identificados 
N=30000 
PQHAHETRUS IUhN1IFIUfiUU5 
HQTRIZ “QD” 
o.z952óE+o1 u@1o0oufi+o1 
~0.34óüafi+01 o.0ooooà+oo 
0.2o228fi+o1 o.0ooo0¿+0o 
»0.ofv21¿+oo 
_ 
o.ooooo¿+oo 
o.óxoó1E~o1 o.oouoou+ou 
MQTRIZ “BC” 
»0.114v2a+01 
0.¿ö7ä4L+U1 
»0.zo44wE+o1 
0./15ooe+oo 
~o.82491¿~01 
o.àoso9u+oo 
~o.11vó3fi+o1 
o.1ovvúú+o1 
“U 4 4\f›Í'.`J¿~}ÍJÊi+(J'l) 
o,w1v7õE~o; 
~ mâ1R1z "uu" 
.o.uoo7õn+uo ` o.vvv4óú+oo 
U 4 U'l.?UU'L) E:.+O O 
O õ 10000l¿+Ul 
0›U000Oh+O0 
U â UUOUOI:.*Í°£-'O 
O â UUU'l}0l:.¬}'()'l.3 
0.0uooou+uo 0.0uuwuu+uo 
0õUU()U'Jk;'§'U0 U›()'Ã)'ÂÍU'ÂÃf;-'É"'Ã}U 
o.1ooooh+o1 o.uuuuoh+00 
u§uoouum+uu 0.1UoUwh+U1 
0°QQQQUg+QU O‹U000Uh+OU
f
z
e.2.2) Tabela II - Mëdias das Distâncias e ` dos 
NUHERU DE lTERfiUUh5 = 
UISTQNUIQ PâHñM£TRIUfi 
DISTANUIÊ UE ESTAUU = 
NEUIU ERRO 
ERRÚ NEDLU 
ERRU Nhülü 
úfiwu mania 
H 
ERHU Manim 
Manim ERHU 
com aqueles apresentados pelas matrizes referidas pelas equaçoes 
(5.3.2-7), (5.3.2-8) e (5.3.2-10) e verificando-se os' resultados 
da tabela II, conclui-se que este observador realizou uma boa 
ÚUÊURAÍIUÚ 
ÚUHUNHÍIUU 
UUÉUHQTIUU 
UUQHHHTIUU 
UUÊURÊTICU 
UUHUHQÍIUU 
Erros Quadrãticos 
E0000 
= 0‹4ó¿¶QE+0U 
Uh 
Ut 
UE 
UE 
UE 
Comparando-se os valores contidos na tabela I 
Uh 
Q.40717E+00 
Sñlüñ 
ES1fiUU 
ESTÊUU 
E51âUU 
ESTÊUU 
psffiuu 
1-= o¢1óõB4fi~o1_ 
”1'= O»2ÚÓÚ4E“UX 
“2"= O›ö24U2b“U1 
'¿f= 0@1¿20¿h+uo 
~ê~= Q.4¿2aóa~u1 
“u“= 
_ 
o«é5404u~u¿ 
estimação dos parâmetros, para este exemplo. 
e.3) Resultados Gráficos
0
7
~
DP;
t 
0,47 .› 
e.3.l) Gráfico I - Distância Paramêtrica 
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Pode-se verificar pelos resultados gráficos que es
~ te observador teve um bom desempenho na identificaçao dos parâme- 
tros e no seguimento dos estados do processo. 
5.4 - SIMULAÇÃO Dos íoBsERvADoREs W ADAPTAQIVOS 
sERIE~PARALELo E¬§ARALELog PARA SISTEMAS 
MULTIVARIÃVEIS ~_@à_
~ 
' Nesta seção são mostrados os resultados 'de 
simulação digital de algoritmos de observação adaptativa úteis 
na estimação dos vetores de estado e identificação dos parâmetros 
de sistemas dotados de múltiplas entradas e múltiplas saídas. 
Estes resultados são apresentados na forma de tabelas e de' grâfi 
cos. No conteúdo de uma das tabelas encontra-se a média aritméti~ 
ca dos valores calculados nas ultimas duzentas iterações referen 
tes ã distância paramëtrica, distância de estado, aos erros 
quadrâticos de cada um dos estados e aos erros quadrâticos de 
cada uma das saidas, entre o processo e o observador adaptativo. 
A outra tabela apresenta os parâmetros identificados apõs o 
cãlculo da última iteração. Quanto aos gráficos, estes mostram a 
evoluçao da distância paramëtrica e da distância de estado em 
função do tempo. » ` 
Dois exemplos de sistemas multivariãveis sao 
empregados com o propõsito de atestar a eficiência dos algoritmos 
de observação adaptativa dos tipos Série-Paralelo e Paralelo. Es- 
~ ¢ ` 4 tes sistemas sao lineares, estaveis e com os estados observaveis. 
. ,. 
~ ~ Em suas saídas sao adicionadas perturbaçoes do tipo gaussiana 
_, ~ com distribuiçao normal, apresentando média zero e desvio-padrao
110 
igual ã 0,1. - A . 
As entradas utilizadas, para efeito de iden- 
tificação e observação, foram as seqüëncias binãrias pseudo- 
aleatõrias por serem ricas em frequência. Os períodos destas en 
tradas utilizadas no decorrer das simulaçoes variam de 2 ã 2047 
com amplitude igual â +1 e -1. 
5.4.1 - Primeiro Exemplo 
° SISTEMA DE QUARTA QRDEM com DUAS ENTRADAS E DUAsfi SAÍDAS
~ 
a) Descriçao do Sistema em Contínuo 
v . 
O sistema, descrito em termos de variáveis de esta 
do ê caracterizado pelas matrizes seguintes: ' 
. 1., 
-1 1 ,3 -2 
0 -1 -1 -1 
A = (5.4Jfl) 
A 
0 1 ~3 -1 
2 3' -1 -5_ 
T' 
l 0' 
l 2 
B = (5.4.1-2) 
1 l _ 
,2 2 
1 -1» 3 o 
c = ‹5«L1-w 
o -1 -3 2
. lll 
0 O ' 
D = (5.4.l44) 
O O ` 
d) Descriçao do Sistema em Amostrado 
. Com o uso de um tempo de amostragem igual ã 0,ls, 
as matrizes do sistema discretizado assim se apresentam: 
0.88794 0.07738 0924343 ~0›1ó29¿ 
= ~0.007ó5 0.88898 ~0«078ó8 ~O.UÓ??9 (5_4_l_5) AD ~0.007ó5 0607025 0.?4005 “0&O69V9 
0.14763 0.22605 “U«0öö4f 0.58303 
0.09457 0.00423 - 
B _ 0.05215 o.1v7o2 D ' 0.05215 ú.osó3v ‹5.4.1-6) 
0.17303 o.1rV2v 
c) Descrição do Sistema na Forma Canõnica de 
Observabilidade 
As matrizes que representam o sistema nesta forma 
sao as seguintes: -
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0.1521UE+01 O»1000OE+01 -O‹128$1E+00 -O.14305E~0fi 
A. = ~O.57021E+O0 O.47óH4E~0Ó 0.95573E~01 O.10729E~O5 C 0.5l42óE-01 O.19073E~05 0›15810E+01 0.10000E+01 ~0.344ó9E-01 0«38147E~05 ~0.ó3938E+00 ~0.42915E~05 
' (5.4.l-7) 
.0›25887E+00 O.8ó380E-01 
B _ ~O.20148E+00 ~0.781ó5E~O1 C 0.174óOE~01 ~0›81610E-01 (5.4.l-8) 
` O.25587E*02 0›7380?E~0I
` 
C = o.1{q§›§›f›1:§-foi §›.§›‹›o<›‹›+¿:+›:›»:› ~‹›.,:2;;ââ=;4;;z1E.~~~‹›ó <›.‹›‹›‹,›‹›<›+.¿í¬~-‹;›‹› C <›.1vo/51z~~‹›f.-, ‹›.‹›‹"›‹›<›‹›E+‹›‹›, ‹;›.1.‹,›‹›«:z‹›ú¿;~›~â>1. ‹›&z;›-:,›‹.›‹›‹›&=;+‹›‹;› 
(5.4.l~9) 
D _ 0.00000E+00 0.00000E+00u (5.4.l~l0) C _ 0»00OO0E+00 0.000UOE+0O 
d) Descrição do Sistema na Forma Associada 
Nesta forma o sistema ë dividido em dois subsiste- 
mas distintos, cujas matrizes sao expressas a seguir: 
d.l) Primeiro Subsistema 
Ã = °°15Ê?ÊÊ°*{íf*'*Â?~Í °°~_“?'Ê"Ê”Ê”4*É."*'“Í?:Í“ r ‹5.4.1~11› 1 «o.570z1h+uu 0.uUouun+uu
- w
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1 0.00000h+0O 0.9b5f3h“O1 M = [Q.QQOQ0§+QQ "0«1%§§1§+QUJ (5_4.l_l2)
O 
~ o.2553?a+oú o§sóâaon~o1 
B1 _ [~o.2o148E+oo «o.731ó5n~o11 (5'4'1 13 
51 = [ü.1uUouE+o1 o.úou0uh+üu:] (5.4.l-14)
1 
d.2) Segundo Subsistema
7 
_ ~0.ó3933E*0O '4 üüüüüá-3? 
kl = [u.ooúm@a+0o o«ouuooH+ow¶ (5-4-l"l5) 
¿l = E>.oooooE+oo o@oooonfi+oo 1 (5-4-1"l6) 
~ o.15a1ofi+ú1 o.1@ooofi+o1 _ A2 _ [ ' . o. 1+» J 
(5°4'l 17)
f
I 
M =- '“'§)..3¡V‹l¢›`“/|::.'“UÍ|. U‹.U'J'l¡U';)l'.'\"'*§}'0 ' _ ~2 [O›fí›§1^«â¬<â›ff5@~~~ff1« ‹5_4 1 18>
_ 
› 5 É
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~ _ 0.174¿0E~01 ~0.81ó1oH401 B2 [0.25557E-02 0z73809b~Ú1 (5`4'l 19) 
E2 = [o.1‹›ooo|â;+-0:1 ‹'›.<›â›‹;›o‹:-zz.+o‹,› :I (5.4.l~20) 
Ê2 = {0.00oooE+00 0.00000h+0o] (5.4.l-21) 
ãz = [0 . ‹')f'›â"'›|:Í|f^111~"-Hä‹"› ea i ‹'1‹u':z‹'›c"›'+-'*4-m1] (5 - 4 - 1422)
Í 
e) Simulaçao Digital do Observador* i Adaptativo 
Série-Paralelo 
e.l) Valores dos Coeficientes Auxüiares Utilizados 
na Simulação' 
Os coeficientes a que se refere este sub-ítem 
estão relacionados_com os filtros pelos quais passam os sinais de 
saída do processo, y(k) e os sinais de entrada u(k) segundo as 
equaçoes (2.4-25), (2.4-26) e (2.4-27). Os outros coeficientes 
são: os valores dos elementos do vetor h', ganhos iniciais F(o), 
os periodos T das seqüências binãrias pseudo-aleatórias e os 
valores da mëdia e da variância do ruído gaussiano, adicionado 
ã saída do processo. -
` Y
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(` 
e.1.l) Parâmetros dos Filtros 
U 2 = 0‹290B2E+00 loíš
1 2 ~O‹104ö4E+01 
29
o 
~o.óa491E+oo V _ o.2m392E»u1 
5 1 = 
u 2 z
_ 
e.l.2) Vetores de Estabilização h' 
híl =-1,5 hêl =-1,5 
híz = 0,51 hêz = 0,55 
e.1.3) Ganhos Iniciais das Sequências F(k) . ' 
Fl(O) = 10000 
F2(o) = 10000 
e.l.4) Períodos das Entradas Pseudo-aleatórias 
Tl = 511 
T2 = 2047. 
e.l.5) Mëdia e Variância do Ruído Gaussiano que 
Interfere na Saída
z 
E = o,o 
ø2'= o,o1 `
e.2) Tabelas dos Resultados de Simulação 
e.2.l) Tabela I - Parâmetros Identificados 
N=15000 
PQRêMETRUS IUENTIFICÊUUS 
SUÊSISTEHQ '1“ 
HQTRIZ “êU' 
O»14848E+01 0»10000E+O1 
"Oz53?O8E+O0 0.00000E+O0 
"nâvfllz fac' . 
-O«158ó5E+OO O»25755E+U0 0¢8ó?89E~O1 
0«11&04E+0O "U›19113E+ÚO *0.?84?5E"O1 
MATRIZ “DC” - 
0.00000E+Q0 “O«1ó2é8E~02 'O«1óO15E~02 
SUBSISTEMA "Ê" 
HÊTRIZ “QC” 
_
- 
0‹152ó5E+O1 0»10000E+U1 
“0»fi9554E+0O O¢0OO0OE+00 
HQTRIZ fHC“
' 
O.45052E~01 0.17?03E~01 ~O.82982E"O1 
*Oz22ó2óE~O1 0.42402E~02 O.70994E"O1 
MATRIZ “UC” 
0›00OO0E+00 *O»17283E*O2 ~0.1ó887E~02 
~
â
  
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e.2.2) Tabela II - Médias das Distâncias e 'dos 
NUHERU DE ITERACUES “ 
UISTQHCIA PARAHETRIUÊ 
UISTÊNCIQ UE ESTÀUU = 
ÊRRO MEDIO 
ERRO HEUIU 
MEDIO 
GUAHRQTICU 
üUâHRêTIUU 
ÚUÊURQTICU 
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'A Erros Quadrãticos « 
15000 
= 0«95543E~01 
0«80ô?0E~01 
DE SAIDA 
DE Sâlüâ 
DE ESTÊHU 
1“= 0.1ó92óh~O1 
“2“= 0‹73730E~O2 
'1“= 0.53223E~02 ERRÚ 
Uh ESTQHU 
DE ESTQHU 
ERRU HEUIU QUQÚRATICU “2“= 0‹17ó41E~O2 
ERRO MEDIO. “3“= 0.14478h"O3 GUÉURATICÚ 
ERRO HEUIÚ GUÊHRATIUU DE ESTAHU “4“2 0.20429fi»0¿ 
Pelos resultados da tabela I comparados com os 
valores correspondentes das matrizes (5-4.1-ll), (5-4-l"l2), 
‹5.4.1-13), ‹5.4.1-15), ‹5.4`.1-16), ‹5.4.1-17), ‹5.4.1~1s›, 
(5.2.l-19)] (5.4.l-21), (5.4.l-22) pode se dizer que ocorreu 
uma boa identificação dos parâmetros deste processo. A tabela II 
reforça a afirmativa do bom desempenho deste observador. 
e.3) Resultados Gráficos.
'DPA 
21 
' e.3.l) Gráfico I - Distância Paramêtrica 
Lt ~ 0 
0,09 -› 
' `" 
_ 
'I "“¬ I I I 
ll8 
DEA 
0,62*
I
s 
¬`_`__ 
Ê I 
O I O 2 5 
TWIMÀÊ ¶`$z%Âf~fl/k~À/íJW*»1¡AAVf“¡^¡i~iU\qflƒ¢'\,*¿J»Â`ffJ\NJ¡J¡1 f 
4 1 1 
' 
f 
Í' 
s W”
k 15000 
e.3.2) Gráfico II - Distância de Estado 
.¿~%_ 
*Ken 
1
I 
:ffzø 
* 4 Í V 
15000 k
119 
' Através dos gráficos apresentados,pode-se afirmar 
que ocorreu uma boa convergência do observador adaptativo em dire 
^‹ 
ção aos parâmetros e vetor de estado do processo. 
f) Simulação Digital do Observador Àdaptativo 
Paralelo ‹ 
f.l) Valores dos Coeficientes Auxiliares Utthzados 
na Simulação 
Os coeficientes sao aqueles dos filtros da saida 
do observador y(k), dos sinais de.erro de saída e(k) e dos si- 
nais de entrada u(k), segundo as equações (2.5-13), (2.5-14) e 
(2.4-26). Os outros coeficientes são: ganhos iniciais F(o), os
- períodos -T, das sequências binarias e os valores da média e da 
variância do ruido gaussiano. . 
f.l.l) Parâmetros dos Filtros 
lo 6 1 = «o.1o4é#u+u1 ' U za: o.zvossn+ou 
29 ú 1 z ~o.óú4v1ú+oo U E = o.25¿9xfi~u1 
' f.l.2) Ganhos Iniciais das Sequências de F(k) 
'Fl(o) = 10000 
F2(O) = 10000
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f.l.3) Períodos das Entradas Pseudo-aleatórias 
T1 = 511 
T2 = 2047 
f.l.4) Média e Variânoia do- Ruídos Gaussiano que 
Interfere na Saída do Processo. 
E 'T' 0¡O 
õ2 = 0,01 
f.2) Tabelas dos Resultado de Simulação
`
 
f.2.l) Tabela I - Parâmetros Identificados 
Kfl15000 
PARAMETRUS IDENTIFICÊHUS 
8UBSISTEMê “1“ 
MATRIZ “HC”
_ 
0.l4ö39E+01 O‹1000OE+01 
"O«b189OE+O0 0.00000h{OO 
-MATRIZ “EU” 
*0.14059E+O0 O‹Eö812E+OO 0«fl7199H~01 
0.99175E“01 “ü.18$19h+OO *U.75¿Ó2E~Ol 
HQTRIZ "HU" 
0«000UOE+O0 0«73202E"O5 “O.78??9h~üó 
'õUB51s1Emâ ~2~ 
mêfflrz "Auf 
o.1õ5o1u+o1 o.1oooofi+o1 
«o.ó1â/5E+oo o.oooooE+úo 
.NQTRIZ “BC” A
_ 
0zfió271E~O1 0«18004E“U1 "0»80á1lE*U1 
"O‹3313ób~Ú1 0.50Óä&E~O¿ O›&95E1h"U1 
HÊTRIZ “UC” 
0›00O00E+U0 "0.1ö7ÓOE*O2 “O›4b440h~0á 
- "ä 
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valores correspondentes das matrizes (5.4.l~ll) â ` (5.4.l-22)
U 
conclui-se que este observador apresenta uma excelente performan 
ce. Os valores apresentados pela tabela II reforçam este comentá- 
rio 
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f.2.2) Tabela II ~ Médias das Distâncias e dos 
Erros Quadrãticos 
NUHERU UE IYERÊCUES = 15000
_ 
UISTÊNÚIA PARQHETRIUÊ = 0.9735óE~01 
DISTQNCIQ DE ESTQUU = O.29231E~O1 
ERRO 
ERRU 
ERRO 
ERHU 
ERRU 
ERRU 
UUQHRATICU DE Sñlüfi “1“= O‹9520OE~02 
HUHUHQTICU DE äñlflfi 'É'= U.10ÓÓüh«0l 
HEDIU 
HEUIU 
ÚUÊURATIUU DE ESÍHUU ”1'= 0Â1Ó4ôöE~U4 
‹ c 
UUÁURQTIUU DE ESTQUU “2'= U.S?31HE~0ó 
MEUIU 
NEUIU 
UUÊURÉTICU UE E8TâUU-'ó*= 0«Ó4U$Hh~U% HEHIU 
UUÀDRATICU DE ESTQHU “4'= Ozl05H3&~0¿ HEUIU 
Comparando-se os resultados da tabela I com os
1 
f.3) Resultados Gráficos
‹ É
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Dpë 
_
z 
2 3: '
O
\ 
. 
V *~ ' 0,1 ~ 
Í f.3.l) Gráfico I - Distância Paramêtrica 
~`øb%% 
_~z r~~ 4 z4s 001 0:
k 15000 _ 
f.3.2) Gráfico II - Distância de Estado 
DE g 
0,62 f
0
É 
`‹
\ 
m~¢v-&«¢^H\~«»~«.\..A.i 
0,625
z 
~~ s 1 0 ~W=~-1 sis ~ -âzs z 4~f1A _ 
Í fW,_V _”_¿_ 
15000
Os resultados gráficos apresentados confirmam 
bom desempenho deste observador, para este exemplo. » 
5.4.2 - Segundo Exemplo 
SISTEMA DE QUINTA ORDEM COM DUAS ENTRADAS E DUAS SAÍDAS 
a) Descriçao do Sistema em Contínuo 
* 
A 
'Em termos de variáveis de estado, o sistema e des- 
crito pelas matrizes a seguir: 
-3 1 2 -1 “O 
O -l -1 O -l 
A = O l -5' O -l (5.4.2-1) 
A 
o 3 -1 -4. -1 
1 -1 'o 1 - -2 
O l 
1- 
l 'l 
B = O O 
O l 
1 o
E 
.- 
1 O l - l O 
C = . 
_
4 
1 o o 1 1 
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(5.4.2-2) 
(5. .2-3)
0,ls, as matrizes do sistema discretizado se apresentam da forma 
seguinte 
BD = 
D = (5.4.2- 
'l 2 
0,5 1 ' 
b) Descrição do Sistema em Amostrado 
125 
Utilizando-se um tempo de amostragem igual 
0.74057 
~O›O0397 0.30457 
AD = *U.003?1 O«0F792 ~0«OO397 0«25425 
0»07?91 
0.00398 
O õ (19() }¡'Í5" 
0.00013 
0.00835 
0.08666 
Úófiyäló Õà1Ã4Ú4 
"U à ()74'/O 
Í) ‹ 
"U¢0f4YU 
"ÚQÚÍOÉ4 UâÓU/ly 
o.oõóó5 
0009438 
0.00398 
_o.ov4aõ 
0.00425 
~O«O70?3 
~o.oo3y1 
~o.oús42 
'lffl z (":-\'›‹'.:=‹Ê`› 1 
0.07049 
«o.oof43 
Mo.oaz13 
~o°u/445 
»úõua¿1¿ 
Qbs1a4s 
(5. 
c) Descrição do Sistema na Forma Canõnica 
As matrizes que representam o sistema nesta forma 
sao as seguintes: 
Observabilidade 
(5L4.2-5) 
4.2-
4)
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0.23229E+O1 0.1000OE+01 ~0.21458h~05 "Oz14305E*05 «0.13113E"O5 “Q»179ó9E+O1 O«3fi7ó3E"O5 0»99999E+00 ~Úz11fió5E~01 «O.ö9ôO5E"0Y = 0.45523E+00 ~O«51782E"05 ~0‹1028RE~O5 0z91ü33E“02 ~0.1274OH"05 O.79225E~O1 «0z38147E~05 ~0‹190Y3E~05 0.14101E+O1 Oz100UOH+O1 "0.53122E~01 0»28á10H~05 ~0‹953ó7E~0ó ~0»49121E+ü0 0.Vfi5ó7E"0ó 
(5.4.2-7) 
_ 
0‹124ó0E~01 0.18551E+00 
B = 0.22292E-O3 "0.2?224E+00 ' C ~0.7312OE-02 0z994l4E~01 (5.4.2~8) 
0z94882É"01 0«1H4ó2EiU0 
"0.50432E~01 ~Ú.82598H~O1 
0z99999E+O0 ~O»38147E“O5 ~O.381fl7E“O5 0«11921E-O6 0«11921E"Oó Ç: 0.329ó9E+00 -ü‹5722OH~O5 ~0°l90?3H"O5 O.1000Oh+01 U»00OOUh+O0 
' 
_ 
' 
‹5;4.2-9› 
_ o.1ooooE+o1 z o.zowoor+o1 (5_4,2_1o) Dc * 0›50000E+0U o.1ooooE+o1 '
A 
d) Descrição no Sistema na Forma Associada 
_ Nesta forma o sistema ë dividido em dois subsiste- 
mas distintos, cujas matrizes sao expressas como segue: 
d.l) Primeiro Subsistema 
N U›23Ê29E+O1 0°10000E+Õ1 0§OO0UOE+OO A = ~O.17831E+01 0.00000E+00 O»1UO00E+01 (5.4.2-ll) 1 0›45É21E+OO 0.0000üE+O0 O»0OUUOH+UO \ ' 
. ~ Ê
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O . ()()O()O|{+.00 (1.()()()()()E+()(J 
1711 = ‹›.o‹;›‹›‹›‹›¡éz§+o<› -«‹›. ;|..1.1~f›ó:¡f;:~~<:«1. (5_4,z_1z)
P O . O0 00 OE + OO O ‹, 9.1.í'Ti$l'.*íI.~ÂÇ-';'JIz.. 
' O . 11134 65 O ~ O 1 0 ‹› 1. 85 fã 1 |.~ÍÍ -}- O (J 
É = ‹›.óo<>fà4f¿-<›;-1 ~~‹›.;¿2ó‹›óa›+::+~‹›~;› (5_4_2-13) “1 ~‹›. 1 1:-;‹as»¡¿:~‹›1 . ›:'› 4 "z>‹›:...=:‹‹'-,.1`.r¿~‹'›;‹. 
51 = [0¢:L0f;>';)()u+f.'-1 o.a›U‹›I;;=u|z›.--;~~‹;~;› 1;'›..U0o-;›ur;~ä~u0:i 
(5.4.2-14) 
Êl = [0 . (›(>‹;›‹›(›Ef.-~#-‹'›0 .-;;- . =;'›<'.1f;›‹.›<›|â5I-4-~~:`›‹_:›] (5 . 5 _ 2-15) 
ãl = [0 . 1o‹›»:›‹›|z'z:+‹› 1. u . ;i..=:‹›‹›»:›z;›r.z;+«:›1:l (5 . 4 _ 2-16) 
d.2) Segundo Subsistema 
~ O . 1~'%'f1¡. ~;`›1tšl-+0 14. ~í› .. ;¡. =;›(.1ü(:k.-ã~(§'›;I. 
A2 = [~~‹'›. ‹w.1.:êz1.|z¿.+‹;›‹í› ‹.› ‹f‹‹›‹:;›f;›‹.›+;;~4~<›‹;J (5 - 4 - 2'17) 
M2 __ "O ‹. fJ.3 1..-Í..-.Ê|::."O 1 O ‹› ()(1()()()|'.¡.'{'()(Ê' ( ) 
~ __ 
[ 
U o 
_ 
_, 5 . 4 . 2-
' É
l28 
o.15ó57E-01 ~o.33$¿oE~o1 
Ê2 _ [ °°2Õ900fi~oz o.z3ó4óuwo1 
(5°4'2`l9)
O 
62 = [o.1oooou+o1 o.ooooofi+oo 1 (5.4.2-20) 
ÊZ = Eo.329óvu+oo o«oooooE+oo] (5_4,z-z1) 
ãz = [o.17oõ1E+oo oi34oó2a+oo] (5.4.2-22) 
ei Simulação Digital do Observador Adaptativo 
Série-Paralelo - 
e.l) Valores dos Coeficientes Auxiliares Utflizakm 
na Simulaçao 
Os coeficientes sao aqueles relacionados com os
m filtros dos sinais de saida do processo, y(k), e dos ` sinais de 
entrada u(k)Ç Os outros coeficientes sao: os parâmetros de vetor 
de estabilização h', os ganhos F(o), os períodos T das sequên- 
cias binãrias pseudo-aleatórias, e os valores da média e da 
variância do ruído gaussiano. 
› \ É
19 G 2
O 2. G Q 
e.l.l) Parâmetros dos Filtros» 
U 1 = “O«21ó9óE+01 
0.157ó9E+01 
~0.38235E+00 G 3 = 
Ú 1 ~O.13871E+01 
_ L = 0.47927E+O0 ` 
e.l.2) Vetores de Estabilizaçao h' 
_híl =-2,0 hêl =-1,35 
híz = 1,4' héz = 0,35 
hi3 =-0,3 
e.l.3) Ganhos Iniciais das Sequências de F(k)
z 
Fl(o› = loooo 
F2(O) = 10000 f 
e.l.4) Períodos das Entradas Pseudo-aleatórias 
T1 = 511. 
T2 = 2047 
' E 
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e.l.5) Média e Variância do Ruído- Gaussiano» que 
' Interfere na Saída do Processo 
õ2 = 0,01
O 
e.2) Tabelas dos Resultados de Simulaçao 
e.2.l) Tabela I - Parâmetros Identificados 
“ SUBSLSÍENH "I" 
Nñiflli “äU' 
O‹l?9äÚh+U1 
~u.14óvb¿+o1_ 
`D.4oúo1z+oú" 
mfi1H1¿ “mu“ 
~o.ówà¿u¿wuz 
U¡1WÓÚl&"Oá "U«ÉölÉEh“U1 
"O+D&U&1h“UE 
Mfilflli “UC” 
U«£#1l1h"UE 
5UB5I51hHfi 
~Mfi1Hl¿ “HU” 
o.1óóufu+ui 
«u.#4ouvL+uu 
HHIRLÂ “HU” 
U¢¡ó41Zh“U1 
“UõüÓD1lt"O1 
MATRIZ “UU“ 
0‹ó0514h+00 
ui1o00uh+01 
o.0Uu0oh+uo 0+1uouuu+o1 
u.Uuu0uu+on ü@uwwQmn+uu 
U@ÚUUUUh+UU 
uêzlõuâxúnfiwâw 
¬u»¿w1azb+wu 
uüfêóóóàmur 
Ú«¿U4¿?h“U1 
U›EäUäÚE“U1 
UõHUUU¡h+Ui U+?VFl¿fi+UU 
U«1OUUUh%Ú1 
U‹0UUUUh+UU 
UoÓÚU4Ôfl”Ul “Ué111ÀUh”Ul 
U›V$4ÓHE“UH Uéófiëüühmül
u 
0‹1VÍÕ4h+U0 0»óYUYUh+0O 
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(
I com as matrizes pelas equações (5.4.2-ll) ã (5.4.2-22) e con- 
siderando-se os números apresentados pela tabela II pode-se di 
zer que este observador teve um bom desempenho para este exemfi 
plo 
e.2.2) Tabela II - Médias das Distâncias e. dos 
Erros Quadrâticos 
NUfihHU Uh IIEHQUUES = -IÕUUO 
Ul51HNUlH FäHfiHfiTRiUñ 2 O‹#H§Ú4h+UU 
UISTHNCIÊ Uh ESTÊUU 2- 0z£El3&b+UU 
hRHU 
hRRU 
hRHU 
EÉHU 
tRRU 
EHHU 
EHHU 
› ¡ E» 
UUÊUHHÍIUU múnlu 
HEUIU HUfiUHä1IUU 
UUÊUHHÍICU NEUIU 
flEUlU UUQÚRHIIUU 
MhÚIU UUQUHÉÍIUU 
HKULU HUÉUHÉIICU 
mfiüiu Quäuwâfítu 
Pela comparação dos resultados obtidos pela tabela 
e.3) Resultados 
Ufi öfiiflfi 
Uh Sfilflfi 
Uh EÚTQUU 
Uh h$ÍñUU 
um aswâuu 
Uh h5ÍfiUU 
Ut h5lñUU 
Gráficos. 
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e.3.l) Gráfico I - Distância Paramëtrica 
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e 3.2) Grafico II - Distância de Estado 
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Os resultados gráficos permitem afirmar que houve 
uma boa estimação dos parâmetros assim como um bom acompanhamento 
da trajetória do vetor de estado. 
f) Simulação Digital do Observador Adaptativo 
Paralelo 
f.l) Valores dos Coeficientes Auxiliares Utüizakm 
na Simulaçao - 
Este sub~item se refere aos coeficientes que fazem 
- c 
parte do conjunto de filtros dos sinais §(k), u(k) e s(k). Se re- 
fere também aos coeficientes que definem um valor para os ganhos 
iniciais, F(o),aos periodos, T, das seqüências binãrias pseudo- 
aleatõrias e tambênxaos valores da média e da variância do ruido 
gaussiano. 
f.l.l) Parâmetros dos Filtros 
U 1-= -o§z1àvih+u1 
19 w z = 0.1u771n+v1 
H 3 = -0.óö2á1h+00
/ 
2° Ú 1 = "U¢l¿8f1E+U1 '~ ú z = o.â×vzr¿+u@
'
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f.l.2) Ganhos Iniciais das Sequências de F(k) 
F1(o) É 10000 
F2(ó) = loooo 
f.l.3) Períodos das Entradas Pseudo-aleatórias 
T1 = 511- 
T2 = 2047 
f.l.4) Média e Variância do Ruído Gaussiano que 
' Interfere na Saída do Processo 
E = o,o 
02 = 0,01 
f.2) Tabelas dos Resultados de Simulação 
= *w
f.2.l) Tabela I - Parâmetros Identificados 
N=1ö0OO 
PQHÉNETRUS IHENTIFICGUUS 
SUBSISTEHÊ “I” 
HQTRIZ “AC” ~ 
0‹21514E+O1 _ O.l0OOOE+01 O»O0O0OE+00 
~0‹1551öE+O1 O‹OUO00&+O0 O.1UO0üh+01 
0›37ó81h+0O O+0OOO0h+00 0.00000h+0U 
_ 
.
. 
HFl`s'Í'F¡1IZ “}Í<(I" 
_ _ 
0»22527E~O1 0«14505E~O2 O.JÓ407E+0O 
~0‹Ú9323E"01 Oz28072E~O1 -0«l$&99h+O0 
0.33V02E“01 "O.17247E~O1 0»5ä9H8h~O1 
HQTTÊIZ “IMI” ' 
0‹00O0OE+00 O«1000šE+01 O.199?óE+O1 
SUBSISTEMA “Y” 
MQÍHIZ “âC“ 
0.13734ä+O1 O«1000OE+O1 
*O›4ó221fi+O0 O‹OUO0Oh+0U 
MÊTRIZ "HC", 
0»B041óh~O1 0.14983E~01 ~O‹¿1Vó7h~01 
fO.51Uó5E~O1 O«ö597öE~0Ê 0.23Ó7óE~01 
MA1T(IZ “DU” 
0‹321Höh+0U O.1784óE+O0 
4 
0.À5H41£+O0 
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f.2.2) Tabela II - Mêdias das Distâncias e. dos 
Erros Quadräticos 
NUMERO DE ITERÊUUES = 15000 ` ~ 
UISTANCIA PARÊHETRIUA 
UISTÊNUIÉ DE ESTQUU = 
ERRO 
ERRO 
ERRO 
Ewflu 
ERRU 
ERR0 
ERRO 
Manim 
mania 
Manim 
Manim 
Mauro 
mkuiu 
fifiuxu 
UUÊUHATICU 
UUQURHTIUU 
üUêDRAÍICU 
ÚUÉHRATICU 
UUÊURÊTICU 
UUAUHATICU 
ÚUAUHATIUU
U 
UI 
DE 
Uh 
Hb 
UE 
DE 
0.31877E+O0 
ÚÍVBIEWUI 
BHIHQ “1'* O.90bóóE~O2 
Sfilüâ “2“= 0›?VO09ü“U2 
ESTQHQ '1'= 0.4824ét~0$ 
ESTHUU '2'= 0«34044E"0R 
ESTQUU “3“= O‹44$39E"O3 
ESTADO ”4“= Oz1?24öE"0$ 
ESTAHU “5“= - 0«5l377E"04 
Comparando-se os valores contidos na tabela I com 
aqueles apresentados pelas matrizes referidas pelas` equaçoes 
(5.4.2~ll) ã (5.4.2-22) e verificando-se os resultados da tabela 
IÍ, conclui-se que este observador realizou uma boa estimação dos 
parâmetros, para este exemplo. 
f.3) Resultados Gráficos.
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A 
Pode-se verificar pelos resultados gráficos que 
este observador teve um bom desempenho na identificaçao dos parâ- 
metros e no seguimento dos estados do processo. 
5 . 5 - coNcLUsÃo 
~ ~ 
_ Através da Verificaçao e comparaçao dos re 
sultados gráficos e dos valores contidos nas tabelas, obtidos da 
simulação digital dos algoritmos de adaptação, aplicada ã vários 
exemplos de processos, pode-se afirmar que o observador adaptati- 
vo Paralelo apresenta um desempenho superior àquele do observador 
› a 
adaptativo Série-Paralelo em ambiente estocástico. 
Este ambiente estocástico é representado por 
uma erturba ão adicionada ãs saidas dos rocessos e ue ossui q P 
distribuição normal gaussiana, com média igual ã zero e desvio- 
padrão igual ã 0,1. 
Na ausência' da perturbação ocorre uma rápi- 
da identificação dos parâmetros, bem como o seguimento dos esta- 
dos do processo é conseguido após algumas poucas iterações. A 
resen a de ruído envolvendo o rocesso im oe uma dificuldade Ç A P P 
maior ao observador tanto na obtenção de uma estimação confiável 
dos parâmetros, como também no que concerne a um acompanhamen- 
to mais efetivo das trajetórias dos estados. 
Quando nao existe ruído, apõs algumas itera 
ções, apenas uma única amostra de valores dos parâmetros calcula- 
dos pelo algoritmo de adaptação paramétrica, -fornece os valores 
Q. 
reais dos parâmetros do processo. No caso em que há a ocorrencia 
de perturbaçao os valores aproximados daqueles dos parâmetros
0 
› \
'
 
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. 
do processo sao obtidos da média de resultados provenientes do 
cálculo de várias iterações. A diferença entre os parâmetros do 
observador e do processo é expressa pela distância paramétrica. 
Assim quanto maior o número de iteraçoes utilizados para compor 
a média, obtem-se uma melhor estimativa dos parâmetros do proces- 
so observado. Por outro lado, quanto maior a variância da pertur- 
bação, maiores são os obstáculos impostos ao observador adaptati- 
vo no seu objetivo de alcançar uma boa estimaçao dos parâmetros 
e realizar um bom rastreamento das trajetórias dos estados do 
processo. 
A 
Na consecuçao dos objetivos acima citados 
- | 
alguns coeficientes ligados ao observador têm importante papel. 
Os coeficientes gi dos filtros e os coeficientes hi da matriz 
de ganho de realimentação H' (equação 2.2-26). 
Os parâmetros gi dos filtros são calculados 
tomando-se por base a matriz A transposta (AT), na forma canõnica 
de observabilidade, de um sistema estável qualquer (mas com a 
mesma ordem daquele a ser observado), os coeficientes À e r, con
~ forme a descriçao contida no apêndice III. O valor de À no presen
~ te estudo é sempre igual â 1 (por razoes já expostas no capitulo 
2), e o valor de r pode variar de zero até infinito. Variando-se 
r pode-se obter vários conjuntos de valores para os coeficientes
~ 
gi. Deve-se, entao, procurar uma faixa de valores de r que permi- 
ta o melhor desempenho possível aos observadores adaptativos, 
para um dado processo. 
' Í'
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Os parâmetros hi, arbitrãrios, utilizados no 
observador adaptativo Série-Paralelo caqfem uma matriz cujo auto- 
valores, em amostrado, devem estar no interior do círculo unitš 
rio. Existe também uma faixa de valores de hi na qual o observa- 
dor adaptativo Série-Paralelo apresenta uma melhor performance, 
para um sistema específico.
› \
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CAPÍTULO 6
~ CONCLUSOES E PERSPECTIVAS 
No decorrer do presente trabalho foramp estudados 
dois tipos de observadores adaptativos discretos úteis ä observa- 
çao dos estados e estimaçao dos parâmetros de sistemas multivariã 
veis. Estes observadores adaptativos da Forma Canônica de Observa 
bilidade, foram obtidos a partir da teoria de Síntese de Sistemas 
Adaptativos com Modelo de Referência (S.A.M.R.). 
A Síntese de S.A.M.R. ê estudada através 'de uma 
transformaçao destes sistemas em forma padrao, a qual permite a 
aplicação de critérios de estabilidade assintótica global{ 
_ 
Mostrou-se que se pode utilizar observadores dota 
dos de uma ünica saída em processos de múltiplas saídas. É Àque 
neste caso, a cada saída do processo multivariãvel é acoplado um 
observador monovariãvel. E os resultados obtidos relacionam-se 
com a Forma Associada derivada da Forma Canônica de Observabilida 
de para sistemas multivariâveis. Esta Forma Associada permite 
mostrar que sistemas com múltiplas entradas e multiplas saídas 
podem ser tratados como sendo constituídos por diversos subsiste- 
mas, cada um constituído por várias entradas e uma saída. Os esta 
dos de um determinado subsistema independem dos estados nao aces- 
síveis dos outros subsistemas. 
Os dois observadores adaptativos objetos deste ea 
tudo têm por base duas estruturas de observação linear: uma do 
tipo Paralelo e outra do tipo Série-Paralelo. Então, quando a
~ Ê
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adaptação paramëtrica ë concluída os observadores adaptativos com 
portam-se comocxsobservadores lineares. . 
Os algoritmos de adaptação utilizados possuem ga- 
nho decrescente, que apresentam melhor performance em ambiente 
ruídoso que aqueles ã ganho constante. Este algoritmos de adapta 
çao têm probabilidade igual ã um. A 
' Verificando-se o desempenho de cada um dos observa 
dores adaptativos, através da sua aplicação ä vários exemplos, 
chega-se ã conclusão de que o observador adaptativo do tipo 
Paralelo apresenta uma perfomance superior àquela do observador 
adaptativo Série-Paralelo em ambiente estocãstico com distribua 
ção normal gaussiana. Esta perfomance superior de um dos observa- 
dores fica clara fazendo~se uma comparaçao dos resultados grãfi 
cos e das tabelas compostas dos valores obtidos dos parâmetros, 
pelos observadores, apõs o cálculo de um determinado número de 
iteraçao. Esta comparaçao foi feita, levando-se em consideraçao o 
fato de que ambos os observadores adaptativos foram aplicados aos 
mesmos exemplos. 
.. ~ O desempenho dos observadores adaptativos também 
depende significativamente dos valores de coeficientes que fazem 
parte de suas estruturas e que podem ser convenientemente calcula 
dos ou arbitrados. - 
Os parâmetros gi fazem parte do conjunto de fil- 
tros pelos quais passam os sinais de uüú, y0d,§GÓ e eüú. Os vala 
- ~ 4 ` ~ res filtrados sao proprios para a construçao dos sinais awdlüues. 
Deve-se procurar encontrar um conjunto de valores 
para gi tal que a performance dos observadores adaptativos seja 
satisfatõria para um determinado sistema. 
'ii
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Os coeficientes hi, arbitrariamente escolhidos, 
sao empregados no observador adaptativo_do tipo Série-Paralelo. 
Eles fazem parte da matriz de estabilização H', cujos auto-valo- 
res, em discreto, devem estar contidos num círculo de raio unitš 
rio. Para este caso também deve-se buscar um conjunto de valores 
para hí para o qual este observador atinja um desempenho desejã 
vel, para um processo especificado. 
Não menos importante ê'a definição de um valor 
para o ganho inicial da matriz F(k). Na ausência de ruído, quanto 
maior o valor inicial do ganho, mais rapidamente os parâmetros do 
processo são identificados. Na presença de perturbação, um ganho 
. 
' 0 ~ 
_ ~ ^ inicial elevado, nao implica que uma boa estimação dos parame-
- tros sera propiciada. Isto porque quanto maior o ganho inicial, 
mais rapidamente os elementos que compoe a matriz F(k) tenderao 
para zero em um determinado número de iteraçõeg que pode não ser 
suficiente para a realização de uma identificação aceitável. Nes- 
te caso então deve-se escolher um valor de ganho inicial menor, 
que tenda ã zero mais lentamente, dando tempo ao observador adap- 
tativo de executar uma boa estimativa dos parâmetros do processo.
~ ' Quanto ãs indicaçoes para futuros trabalhos, podem 
ser citadas as seguintes: 
l - Utilização destes observadores adaptativos no 
sentido de proporcionar condições de realização de um. controle 
adaptativo modal. . 
2 - Implementação dos algoritmos que compõe os ob- 
servadores estudados em micro-processadores, com o propósito de
,
 
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realizar uma observaçao adaptativa de um processo real. Neste ca- 
so o observador implementado deve ser específico para atender a 
um processo de uma determinada ordem, número de entradas e número 
de saídas.
I
1 
. . 3;
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A P E N D I C E I 
TEOREMA DE ESTABILIDADE PARA UMA CLASSE 
DE SISTEMAS REALIMENTADOS 
1. SISTEMAS AMOSTRADOS PERTENCENTES Ã CLASSE L(A) 
Seja um sistema discreto, completamente controlã- 
vel e observãvel, linear, invariante no tempo, descrito por: 
x(k+1) =_A X(k) + B u(k) (I.1-1) 
y(k) = c x‹k› + n u(ky ‹I.1-2) 
onde o vetor de estado X(k) ê de dimensão n, u(k) ë o vetor de 
entrada e y(k) representa o vetor de saída e ambos possuem dimen 
são m. A,B,C e D são matrizes de dimensões convenientes. 
Def. I¬1 classe L(A) [1], [3] 
Considere-se A uma matriz simëtrica qualquer. O 
sistema formado por (I.l-l) e (I.l-2) pertence ã classe L(A), se
~ 
O sistema resultante de sua combinaçao paralela com a matriz de 
ganho -l/2A, for caracterizado por uma matriz de transferência 
estritamente real positiva.» 
Através da figura (I.l) pode-se verificar que o 
sistema resultante ë dado por: `
‹
\
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X(k+1) = A x(k) + B u(k) (I.l-3) 
yR(k) = C X(k) + (D - l/2^) u(k) (I.l-4) 
e ë caracterizado pela matriz de transferência: 
LLIK) 
va, segundo a definição dada por [21, [9]. Satisfeita esta condi 
ção pode-se aplicar o lema de positividade dado por [2] em 
(I.l-3), (I.l-4) para verificar se (I.l-l), (I.l-2) pertence ã 
H(z) =D-Ê/\ + c(zI -A)`lB ‹I.1-5) 
“ 
'°"*¬-1 
I I o I I I I I I 1 : 1 I I | 1 I I I I 1 | I 1 | | I 
,_ 
1 I I | I | I 1 I I I 
ih,
_ 
-š.[\ _ 
E 9;. Z `×(K› VIM); Y“(›<)
.
I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I 
L..- 
Figura (I.l) - Classe L(A) 
H(z) deve ser uma matriz estritamente real positi- 
classe L(A). Isto leva ao lema seguinte: 
Lema I-l - Critério da Classe L(A) 
se e somente se existerem matrizes P e Q definidas positivas, uma 
O sistema (I.l-l), (I.l-2) pertence ã classe L(A)
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matriz simétrica A e duas matrizes K e L, tal que o seguinte sis» 
tema de equações seja verificado: 
1) AT P A - P = -L LT - Q (I.1~6) 
2) BT-P A + KT LT = C ‹1.1-7) 
3) KT K = D + DT - 1/2 (À + AT) - BT P B (1.1-8) 
2. SISTEMAS AMOSTRADOS PERTENCENTES Ã CLASSE N(F) 
Seja um sistema linear, variante no tempo descrito 
por: 
~ -x‹k+1y = A‹k› x‹k› + B‹k› u(k) ‹1.2-1) 
y‹k› = c‹k› x‹k› + u(k) u‹k› ‹I.z-2)
~ onde o vetor de estado X(k) é de dimensao n, os vetores u(k) e 
y(k), que representam a entrada e a saida do sistema, são de di- 
mensao m e as matrizes variantes no tempo A(k), B(k), C(k) e D(k) 
possuem dimensões convenientes. . 
Def. I-2 Classe N(F) Ell, [3] 
'Considere-se F(k) uma sequência arbitrária de ma- 
' _ 
trizes simêtricas. O sistema formado por (I.2-l), (I.2-2) perten- 
ce ä classe N(F), se o sistema resultante de sua combinação em 
realimentação com a matriz de ganho l/2F(k), satisfizer a desi- 
gualdade de Popov.
onde no > O 
u,,u‹ 
‹*Z¡ 
Esta desigualdade ê expressa por: 
k 1 
. 
T
_ 
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2 
zk [yRuo} uR‹k› z - no ×fk. z ko ‹I.2- _ _ l k- O - 
p - _ _ . _ . _ . . « . . ~ . _ _ _ . _ - _ . . . . . . _ -_
C
~ 
B‹›‹› 2 ~ 
‹¬ :Q `.ø 
-__..--_‹..-._--~ - _ ~ . _..----.---› 
51% 
L-z-___..-U 2 mo 
Figura (I.2) e Classe N(T) 
Através da figura (I,2), pode-se verificar que 
sistema resultante ë dado por: 
x(k+1) = A(k) x(k› + B‹k) u(k)í (1.2- 
yR(k) = y(k) = C(k) X(k) + D(k) U(k) (I,2-
\ 
flãäfd
149
K 
u‹k› = uR‹k› - šr‹k› y‹k› ‹1.2-õ› 
A desigualdade (I.2-3) pode ser expressa como: 
kl k .k T 1 T 1 1 T , z {?Rm¶ %¿k›= 2 yum zuk›+- 2 yuú rm›ym›u2=n k=kO‹ ' k=ko -2 k=kO 
- Utilizando (I.2-5), (I.2-7) e o lema contido no 
apêndice I da referência E101, conforme prova contida em [3], ob- 
tem~se as condições que satisfazem (I.2-3), expressas no lema a 
seguir: 
Lema I-2 - Critérios da classe N(F) 
_ _
1 
O sistema (I.2fl), (I.2-2) pertence ä classe N(F) 
se existe uma seqüência P(k) de matrizes definidas (ou semi-defi- 
nidas) positivas, três sequências de matrizes Q(k), S(k) ep Rlk) 
lo- e uma sequencia de matrizes simêtricasI%k), tal que o ê seguinte 
conjunto de equações seja satisfeito:. ' 
1› AT‹k› P‹k+1› A‹k› - P‹k› =i 
=-Q‹k› + cT‹k› P(k) c‹k› ‹1.2-8) 
2) BT‹k› P4k+1› A‹k› + sT‹k› = . 
= c‹k› + nT‹k) r‹k› c‹k› ‹1.2-9) 
3› R‹k› - DT‹k› r‹k› D‹k› = p 
= D‹k) + DT‹k) - BT‹k› P‹k+1› B‹k) (1.2-lo) 
4) A sequência de matrizesfi
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r 
Q(k) S(k) ` 
M(k) = T (I.2-ll) S (k) R(k) 
ê definida positiva ou semi-definida positiva. 
3. TEOREMA 1:-.1 [1] . _ 
Um sistema linear, amostrado, pertencente ã classe 
L(A) realimentado por um sistema linear variante no tempo perten- 
cente ã classe N(P) (conforme a figura (I.3)), ê assintõticamente 
estável globalmente se a matriz A-T(k) for definida positiva ou 
semi-definida positiva.
‹ 
m“~ 
r â_<z\.>
Y 
W ~ 
Figura (I.3) ~ Teorema I-l
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A 
A prova deste teorema ê apresentado em [3]. 
Obs.: Para o caso de sistemas monovariâveis, a matriz A converte- 
se em um escalareäçmessaporke a sequência de matrizes F(k), 
converte-se em uma seqüência de escalares expressa por 
Y‹k›. V 
4. LEMA DE INvERsÃo [1] 
Se por uma matriz regular arbitrária A de dimensao
~ nxn e duas matrizes B e C de dimensao nxm, as matrizes (A+BCT)~ e 
(I+CTA_lBÍ forem regulares, então a identidade seguinte ë verda- 
deira ' ` 
H H -1 i,t ,_1 
(A+BcT) = A 1 -A 1 B(I+cTAB) CT A`l (Iz4-1)
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A P Ê N D I c E II › 
LEMAS UTILIZADOS PARA A DETÊRMINAÇÃO DOS SINAIS AUXILIARES 
PARA SISTEMAS AMOSTRADOS 
› 
` 0 
'- Lema LII-l 
Sejam os vetores de dimensão n: 
vä(k) = [vul(k)... vun(k)} (II.1-1) 
a~§T‹k› = [ê¿‹k› ... ën‹k› 
} 
‹11.1-2) 
_ _
. 
gT = [gl ... gn} 
' 
(I1.1-3) 
Definindo-se 
Aâ‹k›= a‹k› - â‹k-1›= ã‹k› +dã‹k+1› ‹11.1-4) 
Aei‹k›=‹Êi‹k› - Êi(k-1›= §i‹k) + Êi‹k+1› uâ1,.", n) (11.1-5) 
go =_l 
A (II.l-6) 
A igualdade: 
n -j ^ n A . 
í 
1+ 
jšl gj q J 
[d(k) - d:} uuo(k) 
+ išl[8i(k)-fiilvui(k)
- 
. 
,.
‹›
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A n A - [â‹k› - d] u‹k› - ,z {Bi‹k¬i› - Bal u‹k-i›
= 
i=1 '
n 
= 
X0 
q_2 
w£(Vu, Õ, Ê, g, n) (II.l-7) 
QI: 
ê válida para qualquer d e Bi se as funções w2(Vu, Ê, Ê, g, n), 
para (2=O, ..., n), concordam com as expressões seguintes: 
.a) Para £=O ' 
A ^ ._ 
› wo (Vu: dr Ê: gl n) “ {VuO(k) " +
D 
+ 2 ši(k) uu (k) _ (i1.1-8) 1=1 1 
b) Para l 5 n-l 2° //\ 
__ _ n 
002' (vul dl Ê! gl n) = ' d(k) jš_£+l gi Vu j_9I(k)" 
2 _ 
u
n 
- 2 B.(k) Z g. u (k) + 
i=1 1 j=z+1 3 u i+j-2 
n _ ' 2 ' + Z- B (k) Z 9~ V (k) ~ i=z+1 1 j=o- 3 ui+j-2 
= T1 ~ d(k) 2 g. u _ j=£ j uj_£(k)
l 
M8!
cia [1]. 
2 - Lema LII- 
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2-l = n -. - Z B.(k) Z 9. v (k) + 
1=1 1 jzz 3 “1+j-2 
n = 2-l + E Bi(k) Z g. uu v(k) (II.l-9) i=z z -j=o 3 i+j-z
» 
c) Para 2=n 
' n-l : 
wn (Vu, d. Ê, 9, n) = - išO1Bi(k) gn vui(k) + 
= n-l 
_ 
+ Bnfk) jšo gj uuj(k) 
(II.l~l0) 
A demonstração deste lema se encontra na referên-
2 
Sejam os vetores de dimensão n: 
v§‹k› = [vYl‹k) ... vyn‹k›1 ‹11.2-1) 
âT‹k› = [âl‹k› ... ân‹k› 
} 
' 
. ‹1I.2-2) 
gT = 
ígi ... gnl 
(II.2-3)
\
1%
l55~ 
Definindo-se: 
A Q i * Aai(k).- ai(k) ai(k l) - ai(k) + ai(k l) 
(i=l, ..., n) (II.2-4) 
go = l (II.2-5) 
A igualdade 
I1 _j l"l I' 
l + Z g. q _ Z â.(k) - a. u (k) - 
[ j=1 3 l 1=1'L 1 J Yi 
n _ 
- 2 [âi‹k-1) - ai1 y(k-1) = 1=1 .
D ...Z ,_ = 2 V , ) 11.2-6) ROq`r,¿(y,a.gn ( 
ë válida para qualquer ai se as funções r£'(Vy, â, g, n), para 
~ ' (Z-0, ..., n), concordam com as expressoes seguintes: 
a) Para £=O 
/ n
I 
ro (Vy, a, g, n) = išl 
ai(k) Uyi(k) (II.2-7)
cia [1 
_
A 
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Para 1 5 £ < n-l 
rg (Vyr .âl 9.): T1) = 
Q _ 
3 n =- E a.(k) E g. v (k) + 
' 1=1 1 j=z+1 3 Y i+j-1 
n _ 2 
.+ Z a.(k) Z g. v (k) - 
.i=z+1 1 j=o 3 Y1+j-1 
2-1 = n 
' 3 
- 2 a.(k) E g. v (k) + 
i=1 1 j=z 3 Y 1+j-2 
n = 1-l 
- + 2 a.(k) 2 .v (k) (II.2-8)9 
i=z 1 j=o 3 Yi+j-2 - 
Para £=n 
* n-1 _ 
rn (Vy, a, g, n) = - išo 
ai(k) gn vyi(k) + 
; 'n-l 
-+ã oq 2 g.3v (k) ‹I1.2-9) “ â=‹› 3 Yú 
demonstração deste lema se encontra na referen-
I
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A P E N D I c E III 
CÁLCULO Dos PARÂMETROS gi Dos FILTROS 
- Apresenta-se aqui, neste apêndice, um método [l], 
para O cálculo dos parâmetros gi dos filtros das entradas uj(k), 
das saidas y(k) do processo e §(k) do Observador e dos erros de 
saída e(k). 
l. Seja a matriz Apde um sistema estável, descrito 
em termos de variáveis de estado. Seus auto-valores, em caso de 
sistema discretizado, devem estar no interior do círculo unitá- 
rio. Esta matriz pode ser qualquer, desde que atenda ao requisito 
anterior e tenha a mesma ordem da matriz A do processo que está 
sendo observado. _ 
Os elementos da matriz A estão assim dispostos: 
al az ... an 
A =' 
.Ii 
O (III.l)
ó 
2. Deve-se determinar os valores dos parâmetros 
das matrizes P e Q, tal que a equação abaixo seja satisfeita: 
AT P A ~ P = - Q (III.2)
as 
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As matrizes P e Q devem obedecer às seguin tes res- 
triçoes: 
1) P > o (III.3) 
(III.4) 2) Q > 0 
ou seja,devem ser definidas positivas. 
Para facilitar os cálculos, faz-se: 
Q = I (III.5) 
onde I_ë a matriz identidade, que satisfaz plenamente â restri-
~ çao. 
3. Determinado os valores dos elementos da matriz 
P, toma-se a sua primeira linha para realizar o cálculo seguinte: 
T _ 2 - À c ---- pll ... pln A (IiI.6) 
vem satisfazer ãs seguintes condi- onde os coeficientes Ã e r de 
. ~ 4 çoes: 
1) 0 < x < 2 <I1I.7) 
(III.8) 2) r > O
t
as 
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4. De posse dos valores do vetor CT, determina- 
se: . 
gi = ci 
- ai (III.9)
O 
que sao os valores dos parametros dos filtros desejados. 
' 5. Os valores de gi devem ser tais, que o sistema 
descrito em termos de função de transferência: 
[1 - a z_l - - a z_n] u‹k) = Í ¿ 1 "' n 
€(k) [1 + gl z_l + Â.. + gn 2_n1 
(III.10) 
_
‹ 
deve pertencer â classe L(À).
0
ø 
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APÊNDICE Iv 
MANUAL DO USUÃRIQ 
_ 
O conteúdo deste manual tem por meta a apresenta- 
ção dos algoritmos computacionais utilizados na simulação digital 
de Observadores Adaptativos, que sao objetos de estudo no desen 
volvimento desta dissertação de mestrado. 
Nele estao descritos, de maneira objetiva, todos 
os programas de simulação digital, construídos a partir dos al- 
goritmos de observação adaptativa baseados na teoria de Sistemas 
Adaptativos com Modelo de Referência.
_ 
' A estrutura dos algoritmos de simulaçao digital 
está omunituida por um programa principal e as sflrmotinas, sendo 
cada uma delas res onsãvel or um cálculo es ecifico. Ao ro rama P P 9 
principal cabe a tarefa de receber os dados de entrada, chamar as 
gfirrgtfizg e emitir resultados na forma de tabelas e na forma de 
gráficos. . 
Todo o trabalho de simulaçao foi realizado no Labg 
ratõrio de Controle e Microinformâtica do Departamento de Enge- 
nharia Elëtrica da UFSC. 
Os algoritmos de observaçao, transcritos na lin 
guagem FORTRAN IV, foram implementados no mini-computador PDP 
ll/40 - DEC, dotado de1mB.interface híbrida constituída por qua- 
tro conversores digitais-analógicos (CDA), e oito conversores ana 
lögicos-digitais (CAD). Esta interface permite que se realize 
controle em tempo real (ON-LlNE) de um processo verdadeiro ou 
simulado em computador analógico, através de um algoritmo de
161 
comando apropriado implementado neste computador. 
Este computador conta também com os seguintes peri 
fêricos: uma unidade de "FLOPPY-DISK" com dois controladores de 
disketes, uma leitora/perfinadonade fita de papel, um terminal 
de vídeo, um teletipo, uma teleimpressora série, um display TRC 
e ainda um plotador HP. . 
Basicamente este manual está dividido em quatro 
‹
_ 
partes. Na primeira sao apresentados os programas de simulaçao di 
gital com uma breve explicaçao; na segunda estao expostos os cha- 
mados programas de apoio; a terceira parte ë dedicada ã um exem 
plo, objetivando explicitar o manuseio de todos os programas en- 
› 0 
volvidos no trabalho. E finalmente.a quarta parte contêm as lis 
tagens de todos os programas desenvolvidos durante os estudos. 
PRIMEIRA PARTEz PROGRAMAS .DE SIMULAÇAO DIGITAL 
l - Programas relativos ã simulaçao do Observador 
Adaptativo Série-Paralelo Multivariävel. 
-1.1 - OASPMV 
É o programa principal. Recebe os dados 
de entrada, chama os subprogramas e emite os resultados da simula 
ção na forma de tabelas e de gráficos. Funciona tanto para pro- 
cessos com uma sô saída, comofprocessos portadores de múltiplas 
saídas. '
0
` É
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1.2 ~ SMF 
_ 
Esta swvrotüa ê a responsável pela mon- 
tagem da matriz de ganho decrescente F(k). Ela multiplica a ma 
triz identidade de dimensão conveniente por um dado valor corres- 
pondente ao ganho inicial. ' 
1.3 - SAIPRO .._._í_._- 
É responsável pelo cálculo da saída ou 
saídas, y(k) do processo. ' 
1.4 - SUT 
Executa a montagem do conjunto de entra 
das u(k) (seqüências binãrias pseudo-aleatórias) que vão excitar 
o processo e o observador. No caso do processo multivariávell o 
conjunto de entradas de um subsistema ë constituído pelas seqüên 
cias binärias pseudo-aleatórias de períodos distintos e pelas 
saídas dos outros subsistemas em que o processo ê divididoz'
à 
1.5 - FVURQ
c 
Determina os sinais de saída, vu (K), 
_ 
t Q 
do filtro pelo qual passam as entradas uj(k).
›
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1.6 - SFVSP 
Este subprograma realiza a montagem do 
vetor de observação, V(K), de tamanho conveniente, com os valo- 
res de saída, vu (k), Vu (k-l) e Vy(k-l), dos filtros das entra 
4 
J'0 Ii 
das.uj(k) e das saídas y(k), do processo. 
1.7 - ERROSP 
_ 
Calcula o erro de saída, e(k), entre _o 
processo e o observador adaptativo. 
1.8 - PBPCSP 
- ‹ 
Determina os valores dos parâmetros do 
observador adaptativo na k-êsima iteração: â(k), Ê(k), d(k). 
1.9 - SWCøSP 
Calcula o sinal auxiliar &O(k) 
1.10 - SWCNSP
c 
Calcula os sinais auxiliares &n(k). 
1.11 - SAIOBS 
Determina a saída, §(k), ou saídas (caso 
' *Y
'l64
K 
multivariãvel) dos observadores adaptativos. 
1.12 - ESTADO _......__.í-_ 
Executa o cálculo do vetor de estado, 
X(k), do processo na k-êsima iteração. . 
1.'13 - 'oBEs§1z 
Calcula o vetor de estado, X(k), do 
observador adaptativo na k-êsima iteração. 
l.l4 - VUVYSP 
. ‹ 
Esta_swvfotüm1 contém os algoritmos que 
fornecen1os sinais de saída, Vu (k) e Vy(k), dos filtros de uj(k) 
3' _ 
' ~ .-.. e y(k) e que serao utilizados na montagem do vetor de observaçao 
V(k+l). ` 
1.15 _ SFGD 
_ 
Este subprograma cálcula os valores dos 
elementos da matriz de ganho decrescente, F(k), a ser utilizada 
na iteração seguinte.
z
k wa
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1.16 ~ STETAS 
Calcula os valores dos elementos que 
compõem o vetor ®(k), os quais serão utilizados na próxima itera- 
çao.
O 
4 
2 - Programas relativos ã simulação do Observador 
Adaptativo Paralelo Multivariãvel. 
2.1 - OAPAMV 
Este ê o programa principal. Ele .recebe 
os dados de entrada, chama os subprogramas e emite os resultados 
na forma de tabelas e de gráficos. Serve para processos de uma 
saída e para processos possuidores de múltiplas saídas. 
2.2 - SMF 
Este subprograma executa a montagem da 
`matriz de ganho decrescente F(k). Multiplica a matriz identidade 
de dimensao conveniente por um dado valor correspondente ao ganho 
inicial. ' 
2.3 - SAIPRO
z 
» Calcula a saída ou saídas, y(k), do pro 
cesso observado. ~ _ 
., ... \ W
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2.4 - SUT 
Faz a montagem do conjunto de entradas, 
u(k), (sequências binãrias pseudo-aleatórias) que excitarão' o 
processo e o observador. No caso do processo ser multivariãvel o 
conjunto de entradas de um subsistema é composto pelas seqüências 
binãrias pseudo-aleatórias de períodos diferentes e pelas 
saídas dos outros subsistemas em que o processo é dividido. 
2.5 - FVURø 
‹ 1 
_ 
Calcula os sinais de saída, uu (k), do 
. 
' ` jo 
filtro das entradas uj(k). 
2.6 - SFV 
Esta swfrotnuâ realiza a montagem do 
vetor de observação V(k), de tamanho conveniente, com os valores 
de saída uu (k), Vu.(k-l), V§(k-l)e V€Ovl)‹km fütroséb entradas .O . _ J J . ~ 
uj(k), das saídas, §(k), dos observadores adaptativoseados erros 
e(k) 
2.7 - ERRO 
Calcula o erro de saída, e(k), entre o 
processo e o observador. 
r 
“ '
`
 
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2.8 ~ PBPC 
' Determina os valores dos parâmetros das 
matrizes Â(k), Ê(k) e Õ(k), do observador adaptativo na k-ésima 
iteração. . 
2.9 - SWCQ 
Calcula o sinal auxiliar &d(k). 
2.10 “'SWCN
e 
Calcula os sinais auxiliares õn(k) 
2.11 - SAIOBS 
Determina a saída ,§(k), ou saídas (caso 
multivariãvel) dos observadores adaptativos. ~ 
2.12 - ESTADO .___._.___-_-. 
Calcula o vetor de estado, X(k), do 
processo na k-êsima iteração. 
2.13 - OBES 
Executa o cálculo do vetor de estado, 
X(k), do observador adaptativo na k-ésima iteração.
'
Q` f
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2.14 - FVUVY
_ 
Os algoritmos contidos neste subprograma 
determinam os sinais de saída, Vu (k), V?(k) e V€(k), dos fil- 
' J 
tros de uj(k), §(k) e e(k), que serão utilizados na montagem 
do vetor de observaçao V(k+l). 
^2.l5 - SFGD 
Esta mirnmjna calcula os valores dos 
elementos da matriz de ganho decrescente, F(k), a ser utilizada 
na iteração seguinte. l 
2.16 - STETAS 
Calcula os elementos que compõem o vetor 
9(k), os quais serão utilizados na próxima iteração.
l69
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SEGUNDA PARTE: PROÇRAMASñDE_APOIQ 
l - DIS 
Este programa executa a discretizaçao de um 
sistema descrito por variáveis de Estado em contínuo, dado um 
determinado período de amostragem. Foi desenvolvido por 
Augusto H¿ Bruciapaglia.' ` '
( 
2 - CANONI 
Programa responsável pela determinaçao da for 
ma canõnica de observabilidade de processos monovariâveis ou mul- 
tivariâveis. . ' . ` 
3 - FCPFA 
Este programa fornece a forma associada â 
forma canõnica de observabilidade multivariãvel de processos com 
múltiplas entradas e múltiplas saídas. - '
¿ 
L4 ~ FILTRO 
0 . 
O algoritmo contido neste programa permite 
determinar os coeficientes gl, gz, ... gn dos sistemas que forne- 
cem os valores filtrados de uj(k), y(k), §(k) e e(k).
K
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5 - AUTO 
Este programa possibilita a determinação dos 
auto-valores de uma matriz de até ordem 30. Foi desenvolvido por A 
Arthur Renan S. Rodrigues a partir do trabalho de J. GRAD 
e M. A. BREBNER (Communications of the ACM, Vol. ll, n9 12, Dec. 
1968). _ ' 
6 - GSBPA 
Esta sürnfijna gera as sequências binárias 
pseudo-aleatórias, de periodxâpreviamente escolhidos. Simula uma 
sequência de flip-flops, conforme descrição no item 4.2.2, do 
Capítulo 4, do liVrO IDENTIFICATIONS OF SYSTEMS, de J. GRAÚPPE. 
7 - GAUSS 
Este sub ro rama fornece o ruído com distribui P 
_
_ 
ção normal gaussiana o qual é utilizado para perumbar o processo, 
durante a sua simulação digital. Foi desenvolvido por João Bosco 
da Mota Alves. 
8 - PLTMOD 
Este programa ê utilizado para plotar os gráfi 
cos referentes ã Distância de Estado e Distância Paramétrica. Ele 
armazena os pontos referentes â curva desejada e comanda o traça~ 
dor de gráficos. É uma adaptação do programa original desenvolvi~- 
11€
do por Arthur Renan S. 
¶ERcEIRA 
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Rodrigues. 
PARTE: EXEMPLO ELUCIDATIVO 
Através 
detalhes o manuseio de 
trabalho.~Escolheu-se, 
da execuçao deste exemplo explica-se com 
todos os programas desenvolvidos durante o 
para servir de exemplo, um processo multi- 
fl 'I' variavel de quinta orde 
grama de simulaçao do a 
cionado para efeitos de 
m com duas entradas e duas saidas. O pro 
lgorítmo de observação adaptativa, sele- 
desenvolvimento do exemplo, foi o referep 
te ao Observador Adaptativo Paralelo Multivariâvel (OAPAMV). 
O proces so multivariâvel em contínuo, descrito em 
ø 4 ~ termos de variaveis de 
guintes:
¿ 
estado, e caracterizado pelas matrizes se- 
3 l 2 -l 0 
O -l -l O ~l 
O l -5 O ~l 
o 3 -1 -4 -1 
l ¬l O l ~2 
O l ^ 
l l ' 
O O 
O l
Ol 
1 Wi
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' l O l 1 O 
_ C = 
l O O l l 
l A2 D: 
0,5 l
O 
Na sequencia, sao apresentados todos os programas
~ empregados nesta simulaçao, na ordem de uso: 
ls- PROGRAMA DIS 
Programa responsável pela discretização de 
sistemas descritos por variáveis de estado. 
V
› 
segue: 
5 
U
H
U
4 
.L.
G
1
U
H
1 
"“ ¬' W'" Seu uso ë mostrado através de um exemplo, como 
HUN ÚHÁIÚIS 
Pfiocfisâü CUHTIHUU 
um=FH+Gu+Du 
w=Hm 
EHTRE~cUH UIMEHEUEE H,m 
iÉ ÊHU flh SEUE VHLUHEH HHHÃNUÊWWFFUÊHHTU ÊÍL
1 
l.‹ 
ENTRE CUM H HHTHIZ F PÚÊ LIHHH “ 
FfHHTEIE ÚUHUÉHÚH fiH›H?~~}FUÊHfiTfi 
fiz~i.Ú›~1.ü.H.@.“i.ü 
.=;. 
'i 
7.3 
.. . .. _. .. .. .J _ - ¡ - . ~ . , U‹l.U ~à.w›H.U.Ml.4 
@.Ê.H›~1.Bz~4.üz~1.Ú 
Úz~i.Ú›H.@›i.Ú›mÊ.@ 
- , . . ,_ ,.. .. ._ _ _., _.. _.. .. ..., __ ,.. ,.. _.. › .__ khíwu LUH H Hwlfilà u FUN LLAHH 
G=HHTRIZ DE DIHEHSHÚ íH,N?~~?FüRHHTü HFiE.W 
@z1.fi ` 
Ú,l.H ' 
H~H.fi 
fi›1 H 
ñ›fi.ü _
\ Y
ENTRE CGH H HHTRIE 0 PÚR LIHHH 
D=HHTRIE DE DIHEHEHÚ iHzHfi~~§FÚHHHTÚ HFiÊ.5 
EHTEE CDH Ú TEHPÚ DE DI5CÊETIEHCHÚW~FFURHHTD F1ü.W 
@.1 . 
PRÚCEESÚ DÍSCÊETIÊHDÚ 
HfiK+iš=HHuhJ+EUcHpvmluffip 
vrmê=HHca» 
uúmn=H1*51HúHHww+fiv+fi?*w+n?*fv¢*@w~fi4 
sT0P-~4 
Como resultado, ele fornece o sistema discretiza- 
do:
A 
TEMPO DE UI5ERETI¿fiUfiU= 0.10000 
mârnxz â 
002400? 
~0§00¿0? ~ 
-0.o03?1 
~0.0039? 
., .. ...,... . . 0.0f;91
A 
HQTRIZ B 
0.00398 
0›090?? 
0.00013 - 
0.00835 
0;0Böóó 
NÊTRIZ U1 
0000000 ~ 
O â 00000 
0.00000 
0.00000 
0.00000 
0.0?ä1ó 
0.90457 
0.0f?92 
0.23425 
-0+0?024 
0,0sóóa 
0.09408 
0.00¿v0 
0.09000 
0.00425 
0.00000 
0.00000 
0.00000 
0.00000 
0.00000 
0.13404 
«0z0?Â70 
0.60282 
~0.0?470 
0.00117 
0«00000 
O ‹ 00000 
O z, 00000 
U .› 00000 
O ‹ 00 000 
- . _ , __. ._ ._ ,__ _. + 
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'" U õ U z-"12 /` :S '"' O ‹.. '12 'ÃJ f' -'4 05. 
“0¢003?1 ~0«03H13 
““ U õ O U5 ^'~} É* 'LJ ‹, U 2' 4 4 Í; 
0»ó&ó&1 “0z03213 
()‹.'ll'}*"L}'*'3'š¿` - ()‹.%;$ÍLb'4i:i 
0000000 
0.00000 
0,00000 
0.00000 
O â (J O O O O 
(J z Of-f.3f›.Í1"Í)0 
O . 'L)(J'1)OU 
O « 0 0 0 fz.) O 
O â O O O O O 
U ó Ã) E) 0 O 0
- PROGRAMA CANONI 
Calcula a Forma Canõnica de Observabilidade de - 
um sistema. Entra-se com as matrizes e dimensões de um processo
E 
discretizado, conforme a listagem ã seguir:
5 
F..
U 
IK- -". 
'fl 
(L 
PUH DH1:flHHÚHI 
ENTRE CUM H ÚÉDEH "H" DO SIETEHH 
ENTRE CGH U HUHEHU DE EHTEHDHE “HE” E U NUMERO UE Êfilüñš “HE 
ENTRE CÚH HE ÚRDEH5 UÚS É ÊUESISTEHH5 
ENTRE CGH H HHTHIÉ “Hi 5, ãfi" DU PEÚÊEEEÚ 
Ê4ü5Fzü.H?Sl6,H.iÊ4H4,~Ú.fi*W?*‹~ü.ÚÚ?4E 
Wfi.fiH?@?.ü.9fi45?›~fi.fiF4?Ú ~H.üfiÉ?l›~ü.ü$HiÊl _ .. ._ _ › _ _ 
" 
Í71 151 F' ÇL , F1 (71 F' 
Ê' '54 ÍÍ' 
, V1 F l"'1zÍ-' "" Ê' , F1 Í7¬' 'fi 4 Ê' --- F* T7117' 11 =1 'Ê "'... .‹,..'‹ ... _ -_. ... ..C=.. ... ..-...^~ .= ..'. _ ' 
1:1 
H 
E1 
U
Ú
i
1
1 
H. 
WB.üHÊ?F›U.2É4É5,WG;fi?4?@›H.GflEE1z~@,H$ÉlÉ 
TN 
EHTÊE 
ÚHÉQE 
B9H?F›B 
üflüüfi E 
,H 
íÉÉ5›@ 
HGG6E›@ 
@»ü.Úz1 
H›ü.@ 
¡:' 
\..¡ | 
ENTRE 
› H 
ENTRE 
fi.É,fi 
i.Ú 
CGH H 
BÉ565 
69488 
‹_:| Q gi' 
H948H 
BH4E5 
CUM H 
fi›1 Hz 
fizl.H 
CUM H 
HHTÊL 
HH!
B 
MHTEI€ “Da â â“ Du Pwuuhasu 
U @FF9i,~@.H?ãÉ4,ü.ÚÚFíFzÚ.HFÚ4?fü.E1$4B 
É “Ff 5- ?F“ DU PHUÉEEEÚ 
*"ë'* ":f fi. "t" rn Jmsüf 5-1 
.H 
,l Ú 
_ Et M. hfi D- ThCiL§5U 
17
Il
Ui 
B1 
Bl 
HU 
G1
i 
~@ 
a
a
ú
E 
mflrmlz "Q" 
.Ê2E4@E+@2 ~@.45i?GE+Ú2 ~ü.6ÊEFZE+@2 ~W 
_ B2 @.2i994E+G2 I-* -Q EU *D U1 'T1 + 
.S?129E+B1 B.1Ei4@E+Ú2 
.E4E2?E+@2 Ú.ÊÊ@É?E+ÚÊ 
.8@42EE+fi1 ü.iÊ14@E+üÉ 
H HHTEIZ "Q" E IHUEESIUEL? 1 ~ SIH Ú 
STÚP ~~ 
› B.E?F54E+Ú2 
@.2Ú6Ú?E+ü2 
ü.4Ê?EGE+E2 
@.ãüEHFE+üÉ 
U
Ú
G
É 
175 
53ü1üE+@1 ~@.9G5š5E+ 
Ê49ü4E+Ú1 ' ü.5É5?Ú 
4S?G9E+üG H 
W HHÚ 
E obtem-se o resultado desejado:
4 
MQTRIZ “QC” 
U.2E2E9E+O1 O.1000OE+O1 
“O@l?8ó9E+01 O»35?ó3E~O5 
U. 4ä523E+0O “Õ«51Y82E“ü5 
0¢£?H25E“O1 ~Q›3814fE~05 
*O«5312EE“O1 O«28ú10E"Oä 
HÊTRIZ “BC” 
U°1Ê4óUE«U1 O«13551E+0O. 
0¿E2292E~O3 ~OzB?224E+00 
"0.?31HOE"O2 0‹99414E~O1 
U.Fë6H2E«O1 O.12$é2h+OO 
"0{bO432E~O1 ~O«8H598E~O1 
ú.@vw@vm+@u «o.5a1êfà«oõ «o&3w14#u«oõ o.11vz1é«uó o.11vz1à«oó o.ó:wó9a+oo «o.5722ofi~os. «o.1vo73E«oa 'o.1ooooú+o1 o.ooooou+oo 
-HQTRII “CU” 
NATRIÊ 'UC' 
0.1UUUOE+01 O.2000OE+O1 
O›üOOQUfi+OO O.1000OE+O1 
"0.H145Bh~O5 
O.?99?9E+OO 
"U«1U232h”Ob 
~U»190?3h“05 
"0»9Ú3ó7E~Oó 
“U«14$UfiEWOÚ "O«1š11¿E”05 
4H1É4E+ü1 @.82?ElE+ 
.., __ ...¡ , .._ 
| › | “'1¬-:- 
58iÊ4E+Ú1 E.8S?wlEF 
mUz11Ú$fih"01 “0«ü?óU5h“U' 
U«?1ü3¿fi~0H "U«1X?%UE“OÚ 
0à1#1U1h+O1 U«1OUUOE+O1 
“O›49121h+üU UzVü5ÓFh~Oó .
176 
3 - PROGRAMA FCPFA` 
Este programa calcula a Forma Associada da
A Forma Canonica de Observabilidade. As matrizes requisitadas por 
~ 4 ~ ele, para a realizaçao dos calculos sao formadas conforme explica 
ção abaixo. ` 
- A matriz AC(NS, NOS, NS) ê formada pelas colu- 
nas que contêm os parâmetros do processo e os coeficientes de 
acoplamento apresentados pela matriz "AC" obtida do programa 
CANONI. 
- A matriz SKI ê formada a partir da matriz'ÉC", 
retirando-se todas as colunas formadas sõ por elementos de valo- 
res iguais a zero (ou que podem ser considerados iguais a zero).` 
_ 
A listagem seguinte mostra o procedimento de 
entrada de dados para a realização dos cálculos desejados. 
RUN DHÍIFCPFH 
ENTRE EÚH H UÉDEH "H" UG ÉÍZTENH 
ENTRE CGH Ú W SEU DE §HlDH5_“HE“ 
_ 
~ L 771 É? 5:* C? Í: :É ""¡ Í'.`=Í TT; n- I '-'i .TU .ÍÊ É ¡.¡ Z 
›-_. f-_. 
r.› L 
EHTÊE CÚH H ÚÉDEH DE CHDH.5UE§l5lEHH “MUS” 
P K 
WEHTRE CUM H HHTÊIÉ “HÚfiH5fHüÉ›Hfiš* 
2.É229z@ E . 
~i.F859z~@.Úi1565 
Ú.45UÉÉ›ü.üU915EÊ 
Ú.ÚFW2Ê5,1.4l@i 
~@.H531ÉR›~Ú.491Ê1
5 E
EHTRE'CUH H HHTÉIE "ECíH5.HUS,HE3" 
@.@i246,@.iB551 ` 
G.@ÚÚ2229É.~B.2?É24 
*@.ÚüF31Éz@.@99414. 
B.@94HGä.@_ië452 
~@.@5@4Z2.~@.fi82598 _V 
1.üz2.ü 
B.5zi.G 
1.8.6.6 
ENTRE CGH H NHTÉIE "UCãH5›HE?” 
ENTRE CON H HHTRIÉ "5KIíH5zH5D" 
B.É29GE›i.E 
5TÚP'~~ 
São os seguintes os resultados obtidos 
8UB$ISTEMâ “1“ 
HQTHIÃ "AT" 
Ú«ÉÊEH9E+Dl » O»1000OH+O1 > U«UOUQUh+üU 
-O.17831E+01 O«0O0UOE+UO 0¢1UOUUk+O1 
O‹452B1E{OÚ 0.00000fi+O0` U«UOUOUb+U0 
HÊTHIK-"MT" 
OzO0O0U&+00 0.00000E+ü0 
0.00000&+0O ~0.11üó5E~O1 
o&üoüuok+Uu »o.w1b33&~u2 
HÉTRLÃ “EI” 
0+12¿óOh"U1 O«13Ú51E+0O 
O‹¢OQ54E"U2 ~OzE¿üú8E+U0 
“0z11889h”Q1 0«9OBó1E"01`^ 
z/_ê':"rm';' ~ urà "r ~ - 
U‹OOOüUfi+U0 . 0‹Q000OE+0O 
UETUR 'HT' 
U.1000OE+01 O‹20000E+01 - 
177
178
( 
5UB5I3ThNâ 'Q' 
mâwwlz “Hr” . 
U.1¢101E+01 O.10000E+01 
"0.4?121E+OO 0.00000E+OO 
hâ1R1z 'nr~ _ - 
0›7?22äE~O1 0»0000OE+OÓ 
“U.531HEh¬01 0.00000E+0D 
MATRIZ ~B1' 
do¢1õóúY¿~o1 `~u.¿3s5o¿~o1 
o.2óvoofi«ou o.2só4óE«o1 
UETUR “CRT” . 
_0.329ó2£+QO _mQ‹00O0Oh+O0 
UETUR “DT” 
0.170¿äE+O0 0.d407ÓE+O0 
4 - PÊOGRAMA AUTO 
Utiliza~se este programa para verificar se os 
auto-valores da matriz A da Forma Canônica de Observabilidade ou 
da Forma Associada (caso multivariâvel), encontram-se no interior 
do círculo unitário. Em caso afirmativo, o sistema ê estável. 
Entra-se com os dados, conforme a listagem 
apresentada em seguida.
f
u
- 
E 179 
RUN DH1tHUTÚ 
ENTRE CGH 05.HüS. DOS HR&UIvUS EN DH1 
91. 925: 
PHUGRHNH PHHH H DETEHHINHCHÚ DOS HUTÚVHLURES DEUHH HHTHIE HEHL 
ENTRE CGH H DHDEH DH 
2 ' 
HHTHIE [H] 
H HHTHIH [H] ENTHHHH VIH: im TT 2~DHi
1 
P›J""¡ 
; THE CGH H LINHH 1 DH HHTHIE [H] ~ SPHL 
§2Ê9z1.Hz@.Ú › 
DH I'1HTF.fIZ` [H] ~ E4F"f"L ENTRE CGH H LINHH É 
*1.?H31›H.Hz1.ü 
ENTRE CDH H LINHH Z DH HHTHIE [H] ~ ÊPHL 
@.45Ê2fl ' 
IHPHESSHÚ PH CÚNFEHENCIH DH HHTHIE [H] 
DESEJH HLTEHHH ELEHEHTÚ5 HE H? i~5IH ÊWHHÚ 
".\ 
' I 
DEEEJH EHHVHH HHTHIÉ H? i~§IH. Ê~NHÚ 
_: 
('- 
STUP -- 
.Hum um1zHuTu . 
ENTRE CDH U5 NÚ5. DDS HHHUIUÚ5 EH UNI 
91.92 ‹ ` . 
PHUGHHHH FHHH H DETEHHINHCHÚ DDE HUTUVHLHHEÊ DEUHH HHTÊZ HEHL 
ENTHE EBM H ÚHEEH DH NHTHIE [H] 
'71 . 
H HHTHIH [H] ENTHHHH VIH: 1* TT 2~DHi
1 
ENTRE CGH H LINHH i DH HHTHIÊ TH] ~ SHNL 
1.41@í›i.H ' ~ 
ENTRE CGH H LINHH É DH HHTHIÊ [H] * ÊPHL 
~@.49iÊ1,H.H . 
IHPHESSHD PH EUNFEHENUIH DH HHTHIE [H] 
UESEJH HLTEHHH ELEHENTÚE DE H? -i~§ÍH É-MHH 
DESEJH GHHVHH HHTHIÉ H? IMSIH Ê~NHü 
_. L
z 
STÚF *"
HUTUUALÚH 
QUTÚUÉLUR 
HUTUUÀLÚR 
HUTUVQLUR 
ÊUTÚUALUR 
180 
O resultado final ë dado no formato seguinte: 
1 ~ 0›8990+J( 
2 * O‹?740+J( 
3 - 0.ó498+J(
‹ 
1 ~ 0.ó283+J( 
2 * 0›7818+J( 
5 - PROGRAMA FILTRO
O Este programa fornece o conjunto de valores gl 
a serem utilizados nos filtros. 
na Forma Canõnica de Observabilidade ou na Forma Associada, com 
Entra~se com a matriz A transposta do processo 
0.0000) 
0.0000) 
0.0000) 
0.0000) 
0.0000) 
o valor de r e de À conforme a listagem apresentada em seguida: 
"| 
(L
1
G 
`1 
RUN DHIÃFILTHU 
EHTHE CDH H UÊÉEH "H" UD SIÊTEHH 
EHTÊE CUM DE VHLUÊEÊ DH HHTÊIÊ “Hi Ê, Ê?= 
ENTRE CUM E ELEHEHTÚS PUÉ LIHHH E PREÊEIÚHE ÊE FURHHTU Eii.5 
32R9,~1.?SE1,ü.452$1 ` 
ü›Ú.U.Ú.ü 
fl›i.H›Ú.fi 
~EHTRE cum 05 wntnwfis us ~ú.à= âLfim fp ~.g py ~p ~ H 
U.ü.9E+ü4 
GUFR EHTÊ”F CUM HUVÚ5 VHLUREE PHÊH “Fl
/ 
_ .H . :I F1 II E' Il V' II "ix 
se 51m Escmfiwm "i" E, se uma EscÊEwH'Íú“ 
' '00 
STOP ~~
U W
.RUN üH1:FILTHÚ 
ENTRE CGH H URDEH "H" DU SIETEHH 
"I 
ENTRE CDH U5 VHLÚRES DH HHTRIÊ "Hi Ê. E3= 
ENTRE CDH É ELEHEHTÚ5 PGE LIHHH E PREEEIU 
FUÉHHTU Eii.5 
1.4i@íz~ü.49l 
1.6.6.8 
Ei 
181 
EHTEE CÚH.ÚS VHLÚÊES DE "Ú.{= RLHH í2."›E DE "R šü 
1.@.@.iE+G4 
› QUER EHTRHE CUM HUVÚ5 VHLUHES PHEH “ÊLHH“ E “R"? 
SE E 
STOP -- 
`“ “* `“' "` E os valores obtidos para gi são apresençados 
forma a seguiri 
IH EECHEVH "i" E. SE HHU EECHEVH "Ú" 
Lfimflufiz o.100uh+o1 H= 0»?UOOE+04 
" 1 ~0«21ó97E+01 
¿ = O+15??1E+O1 
w ›~0«38241E+00 
GG-G 
L›5;:!-*~
0 
LHHBUHK O.1000E+U1 R* 0.1000fi+04 
U 1 2 "0«13871E+O1 
Ú 2 2 O.47927E+OO
l W
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( 
' 6 - PROGRAMA OAPAMV
~ Este programa simula a observaçao 'adaptativa 
. 4 de sistemas multivariaveis (ou monovariãveis) descritos em termos 
de variáveis de estado. O observador ê do tipo Paralelo.
V 
_ 
Os dados de entrada exigidos .pelo programa 
são: a ordem do processo, nümero de entradas efde saídas, as or- 
dens dos observadores (ou a ordem, no caso monovariãvel)..As ma 
trizes do processo, na Forma Canônica de Observabilidade ou .na 
Forma Associada, são dadas para efeito de simulação do desenvol- 
vimento das trajetõrias dos seus estados e para comparaçao com as 
matrizes e vetores de estado correspondentes fornecidos pelo 
observador, obtendo-se assim a distância paramêtrica e distância 
de estado. Entrafse com os dados referentes aos parâmetros. ' gi 
dos filtros, com os ganhos iniciais, com a média e a variância 
do ruido gaussiano e com os números das entradas pseudo-aleatõri- 
as. No caso dos parâmetros gi, eles são precedidos do .parâmetro 
go que ë sempre igual ã um. Quanto aos números das entradas pseu- 
do-aleatõrias, cada um deles se refere â um período específico. 
A listagem seguinte mostra como se procede na entrada- de ¿dados 
para este programa. .
C' 
`_I 
fz: 
K' 
r-I 
C- 
:- IC.
r IL- 
RUN Dä1:ÚHPHHV 
ENTRE CUH Ú VHLÚR DE N CÚHDEH DO SISTEHH? 
ENTRE CUH U VHLUÊ DE NE ÊNUHEÊU UE ENTÊHDH53 
E U VHLÚÊ DE NS ÊNUHEEÚ DE EHIDHSD
v 
ENTRE CGH HS ÚÊUENS DDS É ÚBSEEVHDÚÉEE 
SE TODÚ5 TIUEEEH H HEEHH ÚRDEH ESCEEUH "i" NH PHUHIHH LINHH 
ENTRE CGH O5 UHLÚHES DDE ELEMENTOS DH HHTEIE "Hi 5, 5'“ 
ENTRE CGH 5 ELEHENTU5 PDE LINHH 
Ê229›iƒü›@.@ - 
~l.?GEi.@ 
B.452É1.@ 
fi.üz@.@›@ 
B.Ú›@.B›Ú 
~B.55312&
1
Ú
U
Ú 
ENTRE 
8.1 
Bzfi 
ü›i 
.G 
.H 
.41Bizi.@ 
@›~B.49i¿1,B.Ú 
CDH Ú5'VHLÚÊEE DOE ELEHENTUE DH HHTÊIÊ “Bi 5, Í 
ENTRE EÚH É ELEMENTOS POR LINHE E 
B.E›@.fii245z@.l855i 
-G.ü1i5E5›@.E@E@@54›~B.EGÚGÉ 
@.fiB91533.~@.@11B89z@.998261 
B.@?9E25z@.B15G5?.~@.EÉ3EE 
ENTRE 
ENTEE 
@.@.ü,fi 
@z@.B›@ 
ENTRE 
ENTRE 
@.i.@z2 
Ê2952›H 
ENTRE 
6.9 
CDH 
CUM 
5.6 
U›l 
CDH 
CGH
B 
IFG 
:ø 
Ú269zB.üÊÊ546 
U5 UHLÚÉE5 PÚ5 ELEHEHTÚ5 DH HHTÊIÉ ' C Ã 
5 ELEHENTU5 FUN LÍNHH 
.BzE.@ " 
U5 VHLUEE5 UU5 ELEMENTOS BO HHTEIE “Di E. Ê" 
E ELEHENTÚ5 FOR LINHH 
É8.B.É4@?6 ^ . 
O5 V' GRES CUS PHRHNE 115 "J Í E Ê" CCH HL ' . TF! FI‹ ‹ 
EECREUH UN VHLUR PÚR LINHH. CDH U EINHL TRÚCHDÚ 
*1.B 
_| 
C. 
" 169? 
:'f.'j': _1.. »J| x 
ü.3S241
1 
1.Ú 
E8Fi 
*@.4?92F 
UE U5 GHNHÚ5 INICIHI5 UHE E HHTRIEE5 DE GHHHÚ5 DEERESC 
G.1E+ü5 
B.iE+@5 
\ "É 
183
m m
ESCHEVH "1" SE QUISER HUIDÚ GHUSEIHHÚ E. "G" SE HHÚ QUISEF 
' QUER EUIDU HH EHTRHDH? 
QUER EUIUÚ NH SHIDHT
1 
QUER RUIDU HU5 ESTHDUS? 
E.@z@.@1 
ESCEEVH H MEüIH{HM? E H VHHIHHCIHfiHV3 
ENTRE CUM DE HUMEHU5 LÚGICU5 UHE EHTRHDH5 “HUL" 
9zi1 
EECREUH Ú NUMERO DE ITEEHCÚE5 QUE ÚEEEJH 
15688 
184 
ESCHEVH "i" SE QUISEH GHHVHE U5 DHUÚE PHRH EEHEM PLQTHDÚ§ 
HU PLUTTEH UD HHHLÚGICU. E "B" SE HHÚ QUIEER 
1. 
' CUHVH5 H SEREM PLUTHDHSI 
1 W UISTHHCIH PHÊHMETHICH 
- 2~~ ÚIETHHCIH DE ESTHDU » 
ESCHEUH Ú~HUMEHU DO HRQUIVU 
É K' 
LI I 
UE QUHHTHE EM QUHHTHS ITEHHUUE5 QUEÊ DETEÊMIHHÉ 
f H MEU 
SB 
HUMEHÚ 
DEEEJH 
1565 
HLfli 1 
HLii É 
HL€i É 
HLÃE 1 
HLCÊ 2 
STOP -- 
UE UHDÚ5 H SEREM HHMHEEHHDÚS PGR CUÊVH: EÊÚ 
IMP 
IH DÚ5 UHDUÊ H ÉEHEM PLUTHDU5? 
HEEÊHÚ DE ÚUHHTHÊ EM GUHHTHE ITEHHCÚE5“ 
*Ú.5Ê1üÉE»üi 
~Ú.61545E~ü2 
ü.4Êü4ÉE~ü1 
"Ú.?ü599E"üÉ 
` @.i1HE5E*üi
1 
Í*
u 1
185
‹
~ Os resultados sao apresentados na forma seguin 
Nflläoüo 
FARQMETRU8 IUENTIFICQHUS 
SUB8I8TEHfi “I” 
HÁTRIZ 'QC' . 
0.21514E+01 Q.10000E+O1 0«00000h+OO 
*0.1551öE+O1 0.00000&+0U _0ú10UOUh+U1 
0.37ó8lb+0O 0‹O00O0E+00 0«UO000fi+0U 
MÊTRIZ “BC” 
__ 0,22ä27E~01VA Q¿1450äE~0É_ 0z1Ó407E+O0 ~O«ü9323E~01 Oz2ö0FHE"O1 "O»1$h99h+UO . 
0«33VO2E~O1 ' *0‹17247E~O1 0zÚü?HHEWU1 
MQTRIZ “HC” 
0‹0OO0QE+O0 U»1OÚ03E+0l O¢l?9$Óh+01 
SUHSI8TEMñ "Z" 
MQÍHIZ 'fiU“ 
0‹13734E+01 0«1000OE+01 
*0‹4ó2E1E+OQ 0.0UUUOh+0U 
MÊTRIZ “HU” ' 
0›8041óE~O1 0»14?83E“01 ~U¢¿1¶óÍh~U1 
~O‹ä1ü6öE"01 O«ä5?f$E~OÉ U.¿55?6E“U1 
HQTRIZ 'DU'
_ 
Q.32128h+0O O.1784óh+00 0.$5H41E+OO 
' ‹›
\ 
%/ 
/ 
.
\ 
¬ \ ~» v wav
NUMERO UE ITERÊCUES ä 15000 
" 186 
UISTANUIQ PÊHQMETRICQ = . 0›31877E+00 
-UISTÊNUIQ UE ESTADO = 0.57931E-01 
V VERRÚ 
ERHU 
ERRU 
'ERRO 
ERRU 
' ERRO 
ERRU 
fi¿DIU 
MEUIU 
MEDIU 
NEHIU 
HEUIU 
MEDIO 
NEUIU 
uuâuuàficu 
uuêuwnwlüu 
uuâuaêilcu 
uuâuRâ11uu 
uuâuuâílcu 
uuêufiâfxcu 
uuêuwfirluu 
UE 
UE 
DE 
DE 
UE 
DE 
DE 
BQIHÊ 
SÊIUH 
Esiânu 
ESTfiUU› 
ESTÊUU 
ESTQUÚ 
Éälâflü 
7 - PROGRAMA PLTMOD
› 
'1“= 0«90äóÓE“02 
'2“= U.99009E"02 
'1'= o.4s2âóà~o¿ 
'z'= ` o.¿4o44¿«oz 
~3'= - o.4êóóvn~o¿ 
'4“= 0›1724öE"U3 
“5Ê= 0â5l3Y?E-0% 
Este programa comanda um ploter analógico. 
Permite traçar as curvas referentes ã Distância Paramêtrica e â 
Distância de Estado. O programa armazena os dados contidos em um 
determinado arquivo e apõs a escolha de uma das curvas, o opera- 
dor ajusta o traçador nas escalas de sua conveniência, obtendo- 
se em seguida a curva desejada. 
de avanço da pena ao longo do eixo x. 
te:
0 
› E É 
O temporizador serve para regular a velocidade 
Os dadoslde entrada se dispõem na forma seguin
RUN fiH1§PLTHUü . ` 
ESCREUH Ú VHLÚE DO PERIODO DE HHUSTEHGEH 
8.1 - . 
ESCREVE Ú NUMERO DE DHDÚS HÊHHEEHHÚÚS PH CHDH CUHUH 
365 ' 
ESCRERR R ERLRR no TEMRRRTERRUR E 
za . . 
ENTRE com R HUHERU ou RRRUIRÚ Em ER1 
55 - 
RURL R EURRR REEEJR TRRERRR ' 
1 - RRRR R EURRR REFERENTE R ETETRRETR RRRRHETRTER 
2 - PRRR R EURRR REFERENTE R RIETRREIR DE EETRRR 
1 «- 
PHUSE -- HJUSTE TRHCHUÚR
O 
QUER HHPLIHE ESTH EUEVH? _ _ 
SIH: IHBIGUE U5 PÚHTü5'IHCIHI5 E FIHHI5 
HHBI ESCREVH E 
DEEEJH TRHCHÊ ÚUTRH CURUH? 1 - SIH É - HHÚ` 
1 . 
HUHL H CURUH DEEEJH TÊHCHR? 
1 - PHEH H CUÉVH`REFEÉEHTE H-DI§THHCIH PHÊHHETÊÍER 
_2 - PHÉH H CUÊVH REFERENTE H UISTHHEIH DE ESTHÊU
V 
PHUEE -- HJUETE TRHCHDÚÊ 
QUER HHPLIHR EETH CURUH?
A 
SIH: INDIQUE U5 PÚHTÚ5 IHCIHI5 E FÍHHI5 
' HHÚI EECÉEVH B . 
DEEEJH THHCHÊ ÚUTÉH CUHVH? 1 - EIN Ú W HHU E 
HTUP --
‹
Q 
‹ É
7
ce, os valores máximo e mínimo e os valores inicial e final de 
cada curva, conforme a disposição mostrada a seguir: 
41 
Apõs-o traçado de cada curva, o programa forne 
Distância Paramëtrica 
UQLUR 
VÊLUR 
VQLUH 
VâLUH 
1~1u1âL = o.4so¿sú+o1 
F1NnL = .o.ó1vsóà+oo 
nxmxmu = . o.1vzvzú+uo_ 
mâximu z o.zó:ú4à+oz 
Distância de Estado 
VQLÚH 
UÊLUR 
VÊLUH 
UQLUH 
1N1u1êL = o.11v¿âfi+w1 rINfiL = 0./õõ¿@nwu1 
|"! 1 N I Í"IL| “~" Ú é ':~"‹*:íÇ.-I Uh. fi.) J. 
I"'h`¡\}*'. I VIU' === 'l.Í' â L-:Í Í.zÊ'l.Í'C':-`f-kff "?'t.í' `.-Í
/ 
z E 
188
189 
QUARTA PARTE: LISTAGENS DOS PROGRAMAS
_ 
1 - Programas relativos ã simulaçao do' Observador 
Adaptativo Série-Paralelo Multivariãvel.
~
z 
nnqnço 
OOOÕO 
O~\I 
10 
15 
20 
138 
139 
73 
275 
280 
285 
25 
30 
27 
35 
40 
37 
1.1 4 Programa Principal 
PRUGRAM UQSPMU . . 
UBSERVAÚQR QUAPTATIVO SER1E-PARALELU`NULTIVHRIQVEL' 
SISTEHQ UE ORDEM N UUN NE ENTRADAS E NS SQIUAS 
DIHENSIUNAHENTO HAS MATRIZES 
INn‹3,ó››NuBCS››n‹5›,GF‹5›.sI‹1o›àHL‹5›,A‹5›:››n‹5,s› 
c‹3›5›,u‹s,õ››×‹s›,u‹5›,uT‹2o›,Ys‹s›,vuwo‹zo›zvu‹45› 
v‹so›,vY‹5›,vw1ooo›.rETâ‹5o›,H‹5›.¿K‹5›.wB‹5o›,r;‹óo› 
nrc‹5›,cârn‹2o››amB‹45›.wu‹5›,xu‹5››vc5‹5›,vYu‹s››ve‹5› 
Conflow Fv‹5o›.z‹2› z~
_ 
UIHENSIUN A1‹5›»×u×‹5›,ârcâr‹5›,ufcBr‹5›ô,5›,uruu1‹5,ó››NuL‹ô› 
nlneusrun nuca),fi3‹3›,fl4‹4›.nõ‹5›,nó‹ó›,n7‹7›.na‹a›,m9‹9› 
ÚINENSIUN H10(10)|flf1(11)1£Kfl(5)sXCXh(5)›â1(5vb) 
`
\ 
CUMHON 
COHHON 
COHHON 
COMHON 
ENTRAUA ua vênus . ` 
URITE(7›0ó) ' . . 
FORMAT(5X›'ENTRE CUM U VALOR UE N'›2X›'(URUEh DU 51STEhfi)') 
REAu‹5›10›N 
_ 
A
- 
f0RMAT(I2› , ' - 
wR1TE‹7.15› ` 
FOKMAT(5X›'ENTRE CUM U VALOR UE NE (NUMEHU.Ub ENTRfiUA5)'›/àbxz 
t'E U VALOR UE NS (NUHERU Ut 8A£UA5)'› 
READ(5s20)NE›N5 
r0RhâT‹212› 
UHITE(7¶13B)NS 
FORfifiT(5X1'ENTRE CUM AS URU£NS UUS'›1X›I2›1Xf'UB5hHUAuURL5'z/› 
*5Xs'SE TUBOS 1IUEREh A MESMA Ufiütn hSURLVñ '1' NA Fuuxlnñ L1HHfi'z 
READ(5|139)(NUB(I)›I=1›NS) 
_
` 
FONHA1‹5l2› - - › 
REAü(5›73›NU 
FURfiAf(I1) 
NT=Ns+ua-1 
1F(NS.hG.1) GU TU 380. 
HU 275 l=11NS 
fl(I)=(NOH(1›+1)XNT+NUB(L) 
UUNTINUh 
UU T0 265 _. 
N1=NE ~ ii - _ fl(1)=tNUB(1>+1›XNT+NUB(1› ~ 
wRI1E‹7.zà›~,N›N ` _ . V - 
FORhâT(5X›'ENTRE CUM U5 VnLUNhb UU5 hLEmtN1US Ufi nA1K1¿ m¿'›Lz 
3Í|'¶'!129')"'¢/v`QX1'ENÍRE LLUH'11Xv1LI|1X1'I:.Ll;f'1E.N|Ul'i I'*'Uh` l.1NH›Í:') 
uu 27 1=1›~ - 
h'EñU(5r.$0)(fi\IvJ)1J=1!N) 
ruRnâ|‹:E11.s› _ 
UUNTINUE ' 
_
. 
UR1TE(7›55›N1Nf›NT L_ _ kúKNAY‹bX›“ENfNL uum~u5 VALUNL5 uu: LLnn¿Nruó ua mfi|H1¿ 'nz'-1: 
X›'1'fI3›')"›/1b×›'LNTHE uufl'¢1×›1:›11›'uLLnLufuw run L1~Hfi" 
UU 57 I=1vN 
REAU(5›40)(B(I›J)›J=l›NT) 
*FORnA1(5E11.5› 
uUNf1NUn
~ É
;9o 
“ ^'wRITE‹714J)NäzNzN - V - -- _ - ~ 
43 rURnfiT(5X:'LNÍKh UUQ US VALUKES UU5 hLhnENTUS Un flAfR1¿ 'CL'r13 _X|'I'!.Í2|')"›/|bX›'E.NTRL L`Uf1'|1X›12v1Ãv't.L|;flhN^Í'U*¿ FU?-i L.1Nl'1í-`«') _ 
UU 48 I=1›NS 
REAH‹ä›49>(C(I›J)›J=1zN› ' 
49 rUHnâT‹bE11.5› ' 
48 UUNTINUE ' 
uRITL‹7›45›NsfNf›NT ' 
45 FORNAT(5X›'ENTRE CUM U5 VALORES UUS hLEHLNÍU5 UU fifi|H1¿ 'U‹*›I2 
' 81':'›I2¶')'fv/v5X|'EHTRE UUH'›1X›l2s1X›'LLnhhNTU5 FUH LÀNHQÍ) 
- U0 47 I=1›NS
_ '.REAÚ‹5›ä0)‹U‹I›J)›J=1›NT› 
50 FORMAT(5h11.5› 
47 CUNTINUE 
f{:0 _ 
2000 wRITE(7›5S)N ' 
55 FORfiAT(5×›'&NTR£ CUM US VALORES BUS PAKAnhTRUS 'HL('›I2›')") 
_ 
U0 61 I=1›N _ 
‹REAU‹5›ó0›HL(I) ' . 
60 PORHAT‹b11.à) 
ó1_ UONTINUE 
_ 
' 1F(N.NE§0) GU IU 2050* 
2010_ NG1=0 .H UU~96 I=1›NS 
NGI=NB1+Nufl(I)+1 
96 CUNTINUE 1 _ 
- wRITE(7-95)NüI - ' " ' ' _ 7 › "' "` 
95 FORHAT(5X›'hNTRë CUM US VALORES BUS PAKAHETRUS 'üI('›1X›12»1X›') *"1/›äXø'ESCREUA Uh VALUK POR LINHA» UUH U 5INñL TKUUAUU') 
UU 97 I=1›NGI . _ 
REAU(5v100)üI(I) 
100 FURñA1(E11.5) 
97 UUNTINUL 
» lF(K.NE.0› uu TU 2050 ' _
` 
2020 uRITE‹7,13ó›Ns 
'
_ 
136 FUKMAT(5X›'UE US GANHUS INICIAIS UfiS'›1X,I2«1X›'hAfRIZES 
' X UE GANHÚS UECRESCENTES 'F") ‹ 
HU 186 I=1,NS 
REAU(S›137)UF(I) 
137 FORHAT(E7.1› 
186 CUNTINUE 
IF(R.NE.0) GU TU-2050 _ _ 
2030 wRITE(7›uo1› _ 
201 rURnA|(5×›'ESUREUfi '1' sü QUISER HUIUU Unusaiâmu h› 'Q' sn MAU 
X QUISER”,/›5XríUU£H HUIUU NA hNfHAUAf*› 
RtâU(5›202)Jü V . ' 
202 FURnAT(I1› 
UKI1E(7›203) ' 
203 FORNéT(5×›'QUEK RUIUU NA SAIUA?') 
KLAu‹5,2o4›1u ' ~ ` 
204 FURñAT(I1) ` 
wRITE(7¡20ó› - 
206 FURhHT(5X1'uUER RUIUU N05 h5TAUU8?') 
REAu‹5¢207)KG . 
207 EORñAT‹I1› ' . 
wRITE‹7›20a› 
208 ~FURhAf(õXa'£5URtVâ A MEUIfi(fin) h Q VAN1ANUIA(AU›') 
REAU(5›209)(Z(1)11=1›2› 
209 t0RnA|(2F8.ó› -- ' 
1F(K.NE.O) UU TU 2050 
2040 wN1TE(7,75› _ - .» 
75 FORnAT(bx›^LN|HL uun us Nuhükuu Luuíuuõ uns nmxwnufis 'NUL' › 
_ 
REAU£ä›/6›(NUL(I)11=11NE) - - 
76 ruRNfiT(5I2› - - _ 
2050 wH1TE‹/zóä) 
65 FÚRnAT(5X›'ESCNLVA U NUHLRU UE ITERAUUES HU; uL5nJn'› 
' KEAu‹b›70›NI _ _ . 
70 .FOHnAr‹I5› ' _ 0- wR1TE‹7›20í5› . 
2075 +URhAT‹5×›'hsURnUA '1' SE UUISER uufivnk uó unuuó rfiuâ 5nHLn 
x PLUTAUüS'1/›5×›'Nu PLUITLR uu nNALuu¡uuz L 'o' sn Nau uu1uLm › 
READ‹5›20u0›Ifiu . 
2080 r0HmAT(I1›
' H
› 1F‹1âu.£o.o› uu :u 2095 ~ 
uR1TE‹7›z4u› ' 
240 +o«nnT‹s×;fuuRvâs â senfin vLurâuâ5:',z,5×.*1 - u1srâ~u1â -- ~x Pâwânsrfllunf./.ux.=2 - n1s1â~u1â na zsrâuu .za ' ' ' 
wR1rE‹7›zoõs› ' . 
_ruwnâr‹5×.'EsuR¿vâ u uunzmu uu âwuu1vu'› 
xEâú‹s,2ovo›NêHu 4 
2090 ›ownâT‹1z› × 
. uw1rE<7›2ov1›
A 2091 FuRnâr‹5x.»n¿ uun~râsVàn`uuâNrâs rnemâuuus uucfl uzTEwn1uâw',/,ax 
x .fa nenzâ nus vênus A-saflufi vLorâuusv<› 
xEân‹5›2uv2›~â 
_ 
. 
'
- 
_¡UHmg¶¿1;¡ ›.¶»m-«~WWwm““Mm“---,,. - _ -- -- 
Luâ=Nr/Né 
. wR1TE‹7«zàoo›L~â f ' ~ 
2500 vuRnâr‹5×.'NumERu us uâuus â sawan âunâzanâuus von uufivâz f,14› 
2095 Nu=N1-zou ' 
uu 140 1=1›ó ' 
_ 
°
_ 
‹ INn‹1.1›=1 
14o~ uo~T;NuE » 
_ 1F(NS.EQ;1) GU T0 141" 
- DU 351 1=2›NS _ ` 
INU(Iz1)=INU(I-1›1›+NDB(I-1)×NT 
IND<iz2)=INn(I-1z2›+NUB(I-1)+1 
INU(I›3)=INU(I-1›3›1NT ' 
INU(I›4)=INU(I-114)+fi(IJ1) ` _ INU‹I›5)=INU(I-1,5›+NDfl‹I-1) J 1Nfl(I›6)=INn(I-116)+(h(I-1))Xx2 
351 CDNTINUE - 
C . 
G manos â SEREM LISTAÚUS 
C 1 - 
141 wRITE(ó›111› - 4 
111 FURNNT(5X›'UU5ERVAÚUR AÚñP\âTIUU NULTIVARIAUEL 5ERIE-HANALbLU ) 
›_ URITE(6›142) ' ' _ 
142 FORnAT(5X›'fiâTRIZ 'â") 
U0 152 1=1fN 
URITE(ó¶143)(ñ(I!J)|J=11N) F FORnAT‹ü×›ÓE15.5› 
CONTINUE 
URITE(ó:144) 
FÚRfiA1(3Xf'NATRIZ 'H") 
UU 153 I=1›N 
URITE(ó114ÍJ')(B(l1J)vJ=1|NT) 
FORfiAT‹5×›öh15.5› 
UUNTINU& 
URITE(ór14ó)' 
FORnAr(5X›'hAfHIZ 'D'/› 
uu 151 1=1,~s ' ' 
UR1TE(6›147)(Ú(I1J)}J=1›NT) 
FORNATi5x«uE15.b› 
UUNTINUE
_ uRITE<ô›155)NI . 
FÚRhAf(5Xv'NUmERU Ufi INTERfiUUtS ='v1X›15) 
_wRITE<7z71› “ ` 
71 ' +URMAf‹/›$×›'uhSEJn 1nPRfi8SAU UL uuâflnns LH uUANTAõ 1|LHfi@uu5Y'› 
` REâU\5›72›N1A 
FURflfif(I5) ~ 
2085 
209211 
143 
152 
144 
145 
153 
146 
147 
151 
155 
(';fi\":\¡ 
f-J 
INIUIRLIZAUAU HAS Nâ|HIZhS E VâR1âVhI5 _ 
UU 51 I=1sNS 
UU 51 J=1vNUU(1) 
NN=INU(1vb) 
JJ=lNÚ(I1b)+J~1 
- àT(JJ)=fi(JJrNN) 
51 
1 
uuurruufi 
UU 160 I=1fN5 
YG(I)=0. 
YCU(I)=0» 
160 UUNTINUE- 
-191
170 
185 
175 
190 
225
. 
`101 
®(7Õ(ÚGí¶ 
OO 
C _
c
c 
c
c 
D _ 
UU.170 I=1|NE 
U(I)=U› 
CUNTINUE 
HU 185 1=1fD 
fi1C(1)=U‹ 
X(I)=0‹0 
XC(I)= 
UC(I)= 
VY(I)= 
VYC(Í)= 
UE(1)=0¢0 
ENfi(I)=U›U 
c‹cc 
coco
~ 
¢<:c
c 
xe×nê1›«u.u-›- 
CUNTINUE 
uu 175 I=1›2o 
unTn‹I›áo. 
vuRo‹I›=o. 
CDNTINUL 
uu 190 1=1,45 
uu‹I›=o.o ~ 
EnB‹I›=o.o 
CUNTINUE 
uu 225 1=1›so 
V(I)=0› 
TETâ‹1›=o. 
Pu‹I›=o. 
Pc‹I›=o.- 
rv‹1›=o;~~ 
uourruua 
1"'-'1=0 o U 
UE1=0ó0 
I.|P2=0 o 0 
UE2=Q¢0 
U0 101 I=1¶11 
n11‹1›=-1 '_ - - 
1F‹1.õr.1o› su 10 101 ' 
n1o‹1›=-1 
1F‹I.ur.9› su 
n9‹I›=-1 
1F‹1.sT.s› uu 
fis‹1›=-1 
1F‹1.uT.7› ao 
n7‹1›=-1 
1F‹1.s1.ó› eu 
nó‹I›=-1 
_
. 
1F‹I.uT.5› su 
fi5‹1›==1 
1F‹1.uT.4› uu 
n4‹1›=-1 
1F‹1.õT.s› uu 
n3‹1›=-1 
1F‹1.u1.z› uu 
n2‹1›=›1 . 
cuurluue 
NN1â=-r 
NNâ=-1 - 
cnLL snF‹Ns› 
INICIO HU LACU UE PRUGRAHQCAU 
UQLL SâIFRU(NS›NE1NT›N›1U) 
TU 
TU 
TU 
10 
TU 
10 
10 
TU 
101 
101 
`101 
101 
101 
101 
101 
101 
CALCULO UA SAIDA UU PRUCESSU 
CALL SUT(N$sNT›JU) 
UÊLCULU DU PILTRU VURO (N)- 
ÚALL FvURu‹N5›NT›NU) f 
ARRANJU UU VhTUR U 
CALL SFVSP(HS›NT) 
192
~ w
\ 
1 \ 3 
fäfllfifl 
UFSC 
GÍÚGIÚG 
fifäfl 
GtüünøflfüõONc
3 
1 4 CALCULO DU ERRU ENTRL A Sñlüñ HU PHUULSSU E 
â SAIDÊ UU UBSLKVAUUK (LN) - _` 
' 
CALL ERRUSP(N8vNT) ' 
CÊLUULU Uh PH t PC 
câLL PBrusP‹Ns›Nr› L 
câLpuLu nus s1Nâ1sÀâu×IL1âRus 
" 1 - UCO‹ -- ‹ . 
_ CALL SUCOSP(NS|NT) 
2 - UC(L) L=11N~1 ' 
' 1F(N.EQ.1).G0 TO 1030 
CALL SUUNSP(NS1N1) , 
Ã~~~~~»€ALUULU.UA Sâ1DA_flfl.flhSERMAUUH-,YCNH hu- -. _ “_m_“.“ _- 
. CALL Sâ1UBS(NSrN1) . 
UBJETIVUS 
U0 365 1=1¶N 
` ATÇâT(I)=ATCKI)-AT(I) 
65 CUNTINUE 
1F‹Ns.au.1› su 1u 1000 m~ =JN=o . 
uu 370 I=1,Ns 
.nu 370 U=1›Nos‹1› 
. JK=JN+1 
_ ‹ no 370 L=1»NT . * -' _ 
LL=INn‹I,1›+L-1+NTx‹J-1› ' 
`BTcBT‹I.JzL›=¿Mx‹LL›-u‹JN,L› 
370 CUNTINUE . 
UD 385 1=1›NS 
` UU 385 L=1vNT 
LL=INU(1›3)+L-1 
UTCUT(IsL)=UâTU(LL)-U(I1L) . 
335 CUNTINUE ' ' 
- ao 10 990 ' 
1000 JN=0 -' 
uu 995 I=1,Ns 
uu 995 J=1,Nuu‹1› 
JK=JN+1 
uu 995 L=1.NE
4 LL=1Nu‹1›1›-1+L+Nu*‹J-1› 
BTcuT‹I.J,L›=aMn‹LL›-u‹JN,L› 
995 cuurrnufi 
HU 1115 I=19N3 
UU 1115 L=1›NE 
LL=INU(Ií3)+L-1 
UTCUT(I›L)=CAÍU(LL)-U(I›L) 
1115' UONTINUE 
990 uP=o. 
uu 2125 1=1.N 
UP=UF+(AfCAl(I))#X2. 
2125 UUNTINUE
A 
uu 2150 1=1›~õ _ 
uu 2130 J=1.Nuu‹1› 
¡uu 21óu L=1.~r 
uP=uP+‹nruu¡‹1.J.L››x×2. 
2130 UUNTINUE 
UU 2135 1=1›NS 
U0 2155 L=1,NT 
UP=DP+‹üTuu|‹I›L››Xt2 
2135 CUNTINUE › 
.
~ 
` UP=SURT(DP) 
193
\ 
GCÉG 
330 
2140
c 
C"c 
2120 
NFIGIÚ 
_1ao 
515 
405 
545 
335 
336 
346 
334 
520 
525 
527 
526 
407 
360 
& UU 
«QQ 
570 
340
0
ú 
ÚIFERENUÊ ENTRE US hS1AÚUS HU UB5hRVAUUR h DU PRUUHSSU 
UU 330 I=l›N - ° 
'XCX(I)=XC\I)-X(I) 
UUNTINUE ' 
UE=0 0 
UU 2140 I=11N 
UE=UE+(XUX(1))**2o 
ÚUNTINUE . 
Uh=5URf(Ut) - 
GRHAZENAHENTU Uh ÚQUUS 
IF(IñR.hU.0) GU TU 2180 
- UP1=UP1+ÚP 
UE1=Uh1+UE 
KNâ=RNfi+1 - 
1F(NNA.NE.NA) U0 TU 2180 
ENâ=FLUñf(Nâ› 
UP1=UP1/ENÊ 
UE1=UE1/ENÊ 
'*wRrTEc~âwu,2r2o›rwú~~ 
URITE(NÊRU›21H0)UE1 
FORfiAT(E15¢5) 
NNâ=0 
UP1=Uz0 
I.|E1=oo0 
_
' 
IfiPRESSfi0 BUS RESULTGUUS HU TEQPU N 
ÀKN1A=xN1â+1 
_ _
- 
1F‹RNIâ.~E.NIn› su Tu 591 
uR1TE‹ó›à15›x 
FoRhA1‹/v/›/›5×»'K=<.15› 
uH1TE‹ó,4u5› M 
fuRnâT‹/z/,úx,'vnaâmàrflusw1ue~T1F1uâuus/z 
1F‹Ns.au.1› uu 10 óós . V 
no 340 L=1›~s 
uR1TE‹ó.s4õ›L ' » 
+uRnnf‹/,/fax,fsuusrgremâ - ,11,*"›/› . 
uu Tu ssó ‹-
. 
L=1 ~
` uR1TE‹ó,s4ó› 
FoRnâT‹/,/.5×,'Hâ1RIz ~âu-f,/› 
uu 354 I=1,~us‹L› ' 
no 314 J=1,~uu‹L› 
â1‹1zJ›=o.o } 
UUNTINUE _ 
uu 520 I=1›NuH‹L› - 
1J=1Nn‹L›5›+1~1 
â1‹1.1›=â|c‹IJ› ` 
cunrruus 
uu 525 1=1,‹~un‹L›-1› 
J=1+1 » . 
â1‹I.J›=1.u - 
u0NT1~uE 
uu :zé L=1,~on‹L› 
uR1TE‹ó,z27›‹â1‹1.J››J=1.~uu‹L›› 
roRnâr‹5E1:.à›
_ UUNTIHUE ' ` 
wR1TE‹ó›4o7› . V 
Fflkflñffl/›/›5Xs'flñTHIZ 'EU"›/) 
1=1Nn‹L,1› " f HU 355 J=1vNUH(L) 
wR1TE‹ó,óóo›àhmú‹Ln›,Ln=1.1+n1~1› 
rURhnf(8E15.S› 
1=I+Nf 
UUNTINUE 
wR1TE(ó›4Uv› 
|›üt<rxm'‹/›/¶:)›;›'Mm`H£¿ 'LIC' ' ›/) 
1=1Nü‹L›5) ' ` 
wRITE‹ó›57o›‹uA|D(Ln›,Ln=111+NT-1› 
rúRnâT¿§e15.z› ,› 
1k(N5.Lu.1› UU IU 341 - 
UUNTINUE ' 
194 
. f z
341 
591 
593 
596 
594 
597 
2165 
2175 
_ 
VF0RHAI(/1bX›'ERRU MEDIO UUAUHATICU UE SAIDA "rI1s"='›¿X›h15.Ú) 
KNIA=U 
1F(K.LE.NU) UU IU 592 
UP2=UP2fUP 
UE2=UE2+UE 
UU 593 I=1¶NS 
195 
tNfl(I)=tNfl(I)+LK(I)Xl2. » 
UUNTINUE 
UU fi9Ó Í=11N 
XCXfl(I)=XUXfl(I)+XUÃ\IÍfifiäó 
UUNÍINUK ' 
1F(N‹NE›NÍ) UU 'ÍU É›'7".-Í 
UP2=UPZ/200› ' 
|JE2=l.|E2/200. 
UU_594 1=1rN3 
ENn‹¿›=znn‹¡>/zoo. 
ÚUNTINUE - 
UD 597 1=1vN = 
XCXH(I)=XCXfl(I)/Q00. 
UQNTINUE 
URITÉ(ó›21ó5)K!UFÊ¶UE2 - 
FURfiAT(/9/s5X›'NUHERU Uh ITERAUUES ='s2XsI5|/v/15Xv'UI5TñNU1A 
UU 2170 I=1›NS - - 
NRITE(ó›2175)I›EKH£1) “' " 
2170 ` CUNTINUE 
602 FÚRfiAf(/|5X›'tRRU MEUIU UUAURATICU Ut ESTAUU "›11›"=' 
X|2X1E1b.5) 
601
C 
C 
C 
flfüflüiflƒäfi 0
.
N
C
C
C
C 
C .
C 
Õ0~Gf7G 
0Q 
\|Õ("¡C~ 
UI 'J ¢..
1
9
3
4 
5. 
11
o 
UU 601 1=1›N 
URITE(Ó›Ó02)IsXCXh(I) 
uoNT1NuE ' ' ' 
ÇALÇULU nas nârklzfis uuJus'REsuLTâuuô afiwnu 
uT1LIzânus Nâ wwuxrnâ lflrcfiâuâu ‹n+1› . 
CALCULO DE X (K+1) 
CALL ESTAÚU(NvNS1NTvKG) 
CALCULO UE XC «K+1) 
CALL UBESSP(NS1NTvNÊ) 
câLcuLu nus F1LTRus'vu «- vr ' ‹N+1› 
câLL uuvYsP‹Ns,NT› ¡
A 
câLcuLu na F ‹x+£› 
CALL SFGD(NS) ' ¿ 
CALCULO DE TETA (K+1) 
BALL 8fETAS(NS) - 
IF(N.EU›Nl) GU TÚ 760 ` 
UALCULÚ UA PROXIMA ENTRADA U (N+1) 
HU 738 L=1¶NE
_ ÚÊLL lJ`5[U^'fi(NUL›L^'!Nrfl11fl2vfl3vH4sH5|f'\ovfl71fl8IÍ'191fl.10rM11) 
LK=NUL(L) . › 
GU YU (1121$|4v5v11¶H2|33144rÕÓvÓô)rLR 
U(L)=fl1 
GU T0 733 
U(L)=M2£2) 
ÚU ÍU /JB 
U(L)ëfl3‹3› 
GU TU 733 
U(L)=fl4(4) 
UU TU Íóä 
U(L)=fl5(5) 
ÚU ÍU 738 . 
U<L›=fl6fió› '
/ 
` š 
XF'fiRF\Í1ETRIlÃA ='¶2)L›E1b.5s/1/1'C|X1'Í|I'cSlF‹NCIi3| UL |;i`:'¡l'P‹LlU '”~“1'_‹.'?<.›k:..l›_‹›;')
¢ 
22 
5; 
44 
só 
óó 
238
c
c
C 
760 
765 
780 
785
z 
2101
5
o 
uu io 733 
u‹L›=n7‹7› 
uu T0 738 
u‹L›zna‹s› 
ou 10 /33 
u‹L›=n9‹v› 
. uu 10 733 
u‹L›=n1o‹1o› 
uu T0 73a 
u‹L›=n11‹11ƒ 
cunrxuue 
k=x+1 
"Ú 'T0 800» 
IF(IAU.NE.0) GU TO 2101 ›
_ 
URIÍE(71765) 
196 
FURhAT(5X›'ESUREVA¡'v/›äXv'1 - PQRA tNTHAH UUM HOVUS PnHfimuTHU5 
X [IU VETOF: 'HL"›/'›:¡`x›'2 -- Pmcn k.N H‹:m‹ uufl NUWJ:-. t-'m~-:¢«mL'||~:u'.‹- Lu; wz. 1* 
*UR 'GI"1/väX1'3 ~ PARA ENTRAR CUM NUUU5 UANHU5 INIUIAIS :F";/9 
X›'4 - PARA ENTRAR CUM NUVAS flEU1A E VAHIANUIA PARA U HU[ÚU'2 
URITE(7›780) 
UX 
FÚRNAT(5X1'5 - PARA ENTRAR CUM NUUAS SEGUENCIAS HINARIAE FSHUUU 
X-ALEATÚRIAS'1/›5X1'O - PARA ENCERHAR.A 5IMULACAU') 
' REân‹5,7s5›NE 
r0RfiâT‹11› 
1F‹NE.¿Q.1› uu 
1F‹NE.¿0.2› uu 
1F‹NE.EQ.3› uu 
1F‹NE.Eu.4› uu 
¡F‹NE.EQ.5› uu 
'sIoP 
Enn 
1.2 - Subprogramas 
2000 
2010 
2020 
2050 
2040 
SUBRÚUTINE SflF(NSS) 
CÚNHUN 1NÚ5(3aó)1NUBS(ä)1fl5(5)1GFS(5)›ÚIS(10):HLS(5)›AS(5!5) 
CÚHHUN B5(bv3)›CS(¿|b)vUS(3›b)1X5(D)vUS(ä)›U15(E0)1YU5(ä) 
CUMHUN VUR0S(Z0)1VU5(45)›VS(D0)vVY5(ä)1F5(1000)›YETA5(50) _ 
CÚHHUN RS(ä)1EKS(b)›PB5(5U)sPCS(b0)vAYC8(ä)vÚAID5(20)vEfl8S(4ä) 
CUHNUN UUS(5)9XCS(5)1YCG8(5)1VYCS(5)1VES(5)vFV5(50) 
U0 5 IL=1›N8S f 
DU 5 I=1vfl5(IL) 
UÚ b J=1›flS(IL) JJ=J+INÚ5(ILvÓ)“1+ñ5(IL)X(I-1) 
FS(JJ)=0.0 
1F(I.hU.J) FS(JJ)=UF8(LL) 
ÚUNTINUE 
RtTURN 
END
' W
10 
11 
65 
20 
70 
§0 
60 
45 
35 
só 
55
1 
12 
` 197 
suuxuufíwa sn1Pwu‹Nss›~as,~¡s,~u.1uâ› 
cunnuu 1Nus‹ó,ó¿,~uuõ‹õ›,nõ‹ú›,urs‹õ›.u1u‹1u›,HLs‹â››âs‹s›b› 
cunnuw Bs‹5,:››us‹s,5››uõ‹3,5›,×s‹à›.uõ‹à›.urs‹2o››rus‹s› 
cunnuu vuRoõ‹zo›,vus‹45›.vs‹õo›.vvs‹s›,rs‹1ouo›,ra1âa‹so› 
connuu ws‹5›,¿xs‹s›.Pns‹so›.wus‹õo›,nfus‹s›,uâ1nõ‹zo››nnBs‹4â› 
uunnuu wus‹ó›,xuâ‹a›.vuus‹a››vfus‹â›,vzs‹n›.fvs‹so›,¿sz2».N . 
nn=zs‹1› _ _ _ . 
'
_ 
nv=¿§‹2› 
REâL w‹s›»zw‹s›,u12‹1o¡ 
uu 1o 1=1›~ss 
w‹I›=o. 
uu 1o J=1,Nc 
w‹1›=u‹1›+us‹1.J›x×s‹J› 
uuNT1~ufi » 
1r‹~ss.~a.1› uu Tu óâ 
lw‹x›=o.o 
uu 11 J=1.~Es _ 
zw‹1›=¿w‹1›+uâ‹1›J›xus‹J› 
ÚU ÍU /0 ¢ 
UU 20 1=1¶NS5 
L=U 
HU J=N5SÕNÍ$ 
L=L+1 ` 
ZU(I)=¿U(I)+Ú5(11J)*U5(L) 
uu_óo 1=1,~ss 
Yü5(I)=w(.l)'|'/.U(.l) 
ÚUNT1NUh ' I 
UU Ó0 1=1!NÉ5§$ 
UÊU55(Ã.1!Ê¡Í'\!fiV) ' 
YU5(Í)=fU5(I)+IU5*¿1 
ÚUNTINUE - ~ - _ _ 
IF(N5S‹LU‹1) UU ÍU 55 
KY=1 ' 
ÍJU ÓÍJ ].=1¶|'\'T 
UT2(1)=YU5(I) 
ÚUNTÍNUE ~ 
I=KY+1_ ' 
U(Í)=0¢0 
uu J=1!N55'1 
u‹1)=y¿I›fuây1zq¿yg1g;¿›_ _ _ 
:UÚNTÍNUE - 
" ~ ~«~«~ --~ ~ _- ~~W- 
YGS(I)=YU5(I)+U(I) 
NY=NY+1 
1F<NY.tR.NS5) GU TU 55 
B0 T0 45 . 
RETURN 
END ' _ 
suunuufrua su1‹~ss.~fs.JGs› _ 
cunnuu 1uus‹¿,ó›.Nuus‹5›.ns‹õ›.uFs‹s›.ú1s‹1o›,HLs‹s›,âs‹s›5› 
cunmuu Bs‹õ.s›,cs‹3,s›.us‹3.5›,×súà›-us‹õ›.u1s‹2o›.‹ús‹à› I 
cunnufi vuRos‹zo›,vus‹4à›,vs‹úo›.vrõ‹ó›.F5‹1uoo››y¿râó‹no› 
common Rs‹5›.Enõ‹à›,Pus‹5o›.ru5‹so››â1cs‹5›,câTns‹zo›,unuõ‹4ú› 
common wcs‹5›,xcs‹5›.‹cús‹5›,vvus‹:›.v¿õ‹s›,Fvâ‹:o›;¿s‹2› 
afi=zs‹1› ' 
hv=zs‹z› . 
CnLL Gnuss‹21,ân›nv›
> 
1F‹Nss.Na.1› eo To 12 
uu 1 1=1›~1s " 
uTs‹1›=us‹1›+z1xJss 
cuN11Nuà 
su Tu ao 
uu 40 1=1›~ss 
x=o ' 
._'n
u 
45 
55 
40 
20
z
\ 
".~20 
15 
A5 
no 45 J=1›Nss 
1F‹J.uu.I› eu To 45' 
x=x+1 
L=1Nus‹I.3›-1+N 
u1s‹L›=Yus‹J› 
contínua 
fl=0
4 
uu 5õ_J=Nss›N1s
4 n=n+1 
L=1Nus‹1.3›-1+J ' 
u1s‹L›=us‹fi›+z1xJus _ - _ _ 
cu~r1~uu
_ 
uunwxuuâ 
RETUHN 
END
O 
suuwuu1I~a Fvuxo‹~ss,NTsz~us› ' 
uunnufl 1~ns‹ózó››uuBs‹:›,ns‹5››urs‹õ››u1s‹1o›,HLõ;;›,nà‹â.;› 
CUHNUNU5(51ÍÃ)|ÚS($1Ú)¶l|5(.5rÍI›)1X5(É:)1U*.;i(U)9lJ|5£ZU)!YLil:$(D) 
ÚUHMUN UUROSU-L'0›.›vU5‹4§)›vS‹':‹0››vY5‹b›fFs‹1000).|t.|ms‹:u-.›› 
CUm1UN l<S‹:›››!;'r\S‹t`›››f-'L‹':›'<b0›zH.$.í‹:›u››AIl;5‹':n›l;mL|:ó‹zo››r;rn.‹b¿‹‹m› 
cunhun wcs‹ä››xcs‹5›,vcGs‹s›zqrus‹:››v¿s‹a›zFuõ‹õu› 
uu za 1L=1›Nss ” í 
uu 1a 1=1›N1s 
L=1+1~us‹1L›3›~1 
vuHos‹L›=o. 
uu ao J=1.~uns<1L› 
LL=J+INus‹1Lf2› - 
JJ=1+1Nns‹IL»1›-1+NIsx‹J-1› 
vuRos‹L›=vuRos‹L›+u1s‹LL›xvus‹JJ› 
c0NT1Nue 
n=1~us<1u›5›-1+I_ 
vuuos‹L›=vuRoõ‹L›+u1s‹fi›
` uuN11Nun -- 
cuurxuufi 
1F‹Nss.Eu.1› eu fu às 
1F‹Nus.Eu.1› uu TU 45 , 
uu oo 1L=1›Nssf1 
uu 4o J=1L,Nss-1 
NJ=J+INus‹IL,3›-1 
~-«.«-Hw~yyu05KK4>#9~Q »qo 
45 
50 
55 
CUNVINUE " ”"`”' 
GU Tu só 
uu ao 1L=1›~ss 
no ao J=1,Nss-1 
NJ=J+1Nus‹IL.s›-1 
vuRos‹NJ›=o.o 
UDNTINUE 
RETUHN 
ENLI 
_
.
0 
l98
( 
I 1
‹ .
5u 
10 
1 5 
30
5 
15 
20 
25 
199 
M 4 , 
suauuurrne sFvsP‹Nss›NTs›~ -' . 
uofinuu 1Nos‹ó,ó››~ous‹5››ms‹5››oFs‹s›,o1s‹1o›,HLs‹5›,âs‹5,s› 
common us‹õ.à›,us‹3zà›.us‹3,5›.×s‹s›,us‹s›,uTs‹2o›.Yus‹5› 
cunnou vuRos‹2o››vus;45›.vs‹ào›.vYs‹s›.fs‹1ooo›.|aTns‹su› 
common Rs‹s›,aNs‹5››vus‹5o›,vcs‹5o›,ârcs‹5›,unfns‹zo›.¿nns‹45›- 
conMoN wcs‹:››×cs‹s›?Ycos‹s›.uYcs‹5›.ves‹s›.+vs‹5o› 
no 30 IL=1›Nss . - 
uu 5 1=1›Noas‹1L› ' 
L=1+INns‹1L.4›-1 - 
LL=1+1~ns‹1L.õ›-1 
vs‹L›=vYs‹LL› 
cuNT1NuE * 
NL=1 \ 
1=Nons‹1L›+1 
J=1 ' ° 
L=1+1Nos‹1L,4›-1 * 
LL=J+1Nn5ç1L,3›-1 « 
vs‹L›=vuRos‹LL› ' 
nL=1+1V 
_ . 
no 15 N=1›~oas‹1L› ' 
L=nL+1Nos‹1L.4›~1 
JJ=J+1Nns‹1L,1›~1+Nrs*‹N-1› 
vs‹L›=vus‹JJ› V 
nL=nL+1 
_ Q coNT1NuE - 
uL=NL+1. . 
IF‹NL.or.nTs› ou Tu so 
1=‹Noas‹1L›+1›xxL 
J=J+1 
eo To 1o 
co~r1~uE 
RETURN 
nun 
SUBRUUTINE eKRusP‹Nss.NTs› * V , cunnow 1Nos‹3,ó›,~oau‹5›.ns‹u››ors<õ›,u1s‹1o›.nLs‹:›zâó<5-z› 
uomnou Bs‹5,5›.us‹3.5›,us‹3.5››zs‹5›¢us‹s›‹uTõ‹:u›,Yoz‹5› 
common vuRos‹2o›;vus‹45›,vs‹5o›.vYs‹5›,rs‹1oou›.›ETnõ‹:ú› 
tühñüfl HS(5)›EKS(5),PB5(:0›¢Pu5‹bo››A|Us‹5›,cArD5‹2u›vLnuu‹4m› 
common wcs‹5›,×us‹â››rcus‹s›.vvc5‹a›,vEs‹o›,›vs‹zu› ` 
uo 25 IL=1,~ss 
LIU I=11nS<Il_› ` 
N=1+1Nos‹1L›4›-1 
+vs‹N›=u. 
no 5 J=1›ns‹1L› 
JZ=J+¡'\S\IL)*(I-1J+IN[I'5(IL1¿›)~1 
JH=J+1~ns‹1L,4›-1 
vvs‹N›=rvs‹N›++õ‹J¿›xvs‹JH› 
CUNTINUE 
Rs‹IL›=o. 
no 15 1=1,fis‹IL› 
JH=1+1Nus‹1L.4›~1 ' ^ 
Rs‹1L›=Rs‹1L›+vs‹JH›mrvs‹JH> 
CUNTIMUE 
Rs‹IL›=Hs‹1L›+1.~ 
1EInu=o.
V no 20 I=1.NTs 
J=INns‹1L,4›-1+‹Nunâ‹1L›+1›x1 
L=1Nns‹IL,ó›-1+1 . . 
TETAu=TETAu+TETês‹J›xuTs‹L› 
CUNTINUE 
N=INns‹IL,5\ 
£Ns‹IL›=‹YGs‹IL)-×cs‹N›-TETéu›/Rs‹IL› 
coNTINuE
. 
RETURN 
tuo
- 1
a 
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15 ~ 
30 
. \ š
5 
25 
SUBKUUTINL PuPcsP‹Nss,NTs› 1 common 1Nns‹3,ó››NuBs‹5›,ns‹s›.u›s‹s›.s1s‹1o›,HLs‹s¿,âs‹5›5› 
cunnqu Bs‹s›à›,cs‹3,s›.us‹3.s›.xs‹5›.us‹a›,u1s‹2o›,Yús‹5› 
common vuRos‹2o›.vus‹45›.vs‹5o›,vYs‹à›,Fs‹1ouo›,TETâs‹5o› 
cunnon ws‹5›,zNs‹5›éwBs‹so›,Pus‹so›.ârcs‹5›,cAfns‹zo›»an»s‹4â› 
common ucs‹5›,xcs‹s›,Ycss‹s›.vvcs‹5›.vEs‹s›,vvs‹so› 
no óo IL=1.Nss ‹ 
uo 15 1=1›ns‹1L›
_ Jz=1+INnõ‹1L›4›-1 
Pas‹Jz›=›us‹Jz›xsKs«1L› 
coNT1NuE » 
no 20 1=1,ns‹1L› . Jz=I+1Nus‹1L›4›~1 
Pcs‹Jz›=rETâs‹J2›+wss‹Jz› 
cuurruua ,
_ no 25 L=1.~oss‹1L› 
1z=1+1~ns‹1L,5›-1 
IH=I+1Nnõ‹1L,4›-1 - 
âTcs‹1z›=Pcs<1H› 
UUNTINUE . 
uu ao 1=1,N1s 
LL=‹NuBsç1L›+1›x1+1Nus‹1L.4›-1, 
LH=1+1Nns‹1L.¿›~1 
uârus‹LH›=vcs‹LL› 
UUNTINUE 
no as Jz1.~Ts 
uu 35 1=1.Nus5‹1L› - 
LL=1+1~ns‹1L,4›-1+‹Nuuâ‹1L›+1›xJ 
JJ=J+1Nns‹1L,3›-1 » 
11=1+1Nns‹1L,s›«1 
NN=1nns‹1L.1›~1+J+ursx<1-1› ~ - 
¿nns‹xN›=wus‹LL›+cârnõ‹JJ›xâ1câ‹11› 
UUNTINUE - 
uuurlwuc - 
wfiruwu 
eum
4 
SUBRUUTINE 5wC05P(H55›NfS) 
UUMHUN 1Hu5(3›ó)›NuBs(5)‹m5‹5››UrS<b››u1s<1o›,HLs‹:››nzzu~v› 
CUNMON B5ab›b›zu5(3›5››u5‹3,5››xs‹:››U¿ê3»,uIóv90›1¡uzf»› 
CUHMUN VUR05(20)›UUS‹45››U5‹5o››UY5‹:›,r5‹1ouo››|LTâ5au~› 
uüñfiúfl R5(J››hk5(n››Pu5‹b0›zvusâuoø›nru5z:m›LArü5â¿o›1nmuw›4¢› 
uüñnüfl wusxb)zxusnb)›rCü5‹5›,U1L5fb››vCs\b›.FV5a50)
, uu 30 1L=1›N55 
_
» 
ÊU=0o ` ` A 
UU 5 I=1,NUB5(IL) 
II=I+IND5<IL,4›-1 
1N=I+IND5‹IL,5›-1 
fiU=AU+PBs(11›xvY5‹IN› 
CONTIflUE_ 
üBv=o. “ 
DO 10 I=1›Nr8 V ^ ' - 
L=(NUBs‹IL›+1›*I+INuS(IL›4›~1 
K=I+INnS‹IL›5›-1 
üBU=UhU+PH5(L›mvUR05(N) 
UUNTINUE 
BTv=0. 
DO 15 I=11NT5 
U0 15 J=1›NUUs(Iu› 
L=(NÚB5(IL)+1)XI+J+IHüS(lL›4)~1 
JJ=I4JNHS‹IL~1)f1¿ü1SmL4:1›-“D. _ _ _ BTU=BTU+PBS(L›XvUS(JJ) 
CUNTINUE 
UBU=0. 
DO 25 I=1›NTS
_ 
L=(NOBS(IL)+1)XI+INUS(ILz4)-1 ~ 
J=INUS(1L›3)-1+1 
BBU=üBU+PB5‹L›*UTS‹J) 
UUNTINUE 
J=INnS(IL›5› « - 
UCS(J)=AV+üBV+HTv-UBU ‹ 
CUNTINUE . 
RETURN 
END 
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A
( 
suBRuuTINE swcNsP‹Nss,NTs› í. 
cunnou INns‹3›ó›.Nuus‹5›,ns‹5››sFs‹5›,u1s‹1o›,HLs‹5›,âs‹5›5› 
cofinou Bs‹s›5››us‹3¡5›.us‹3›5›,xs‹5›,us;5z.uTs‹2o›.YüS‹5› 
COMMON uunos‹2o›.uus‹45›,vs‹5o›,vY9‹5››rs‹1ooo›,TaTâs‹5o› , cunfion Rs‹5›»eNs‹5›.PBs‹so›,wus‹5o››n¡cs‹5››câTns‹2o›.Enus‹4ú› 
c0fin0N wus‹a››×us‹5›»Ycss‹5››vYcs‹5›.vEs‹5›,Fvs‹5o› 
REAL vUs2‹5›1o› 7 A . 
uu 70 1L=1›Nss ' - 
1F‹N0Bs‹IL›.Eu.1› eu T0 70 
uu 1 I=1,Nufis‹1L› ' 
uu 3 J=1›NTs 
L=J+INus‹1L,1›-1+‹NTsx‹1~1›› 
uUs2‹I›J›=vus‹L› _ 
CUNTINUE . 
UUNTINUE _ 
uu 5 L=1›‹Noss‹1L›-1› 
uGv=o. ' 
uu 1o_I=1.~Ts - 
uu 10 J=‹L+1›.~uus‹1L› 
LK=‹NuBs‹xL›+1›m1+INus‹1L.4›-1 
LL=u+1Nus‹IL›2› ' 
u6v=usv+Pss‹Lx›x‹-u1s‹LL››xvus2‹J«L,I› 
CUNTINUE 
uTsv=o. - . 
uu 20 nR=1,H1s 
»
› uu 20 1=1,L ' ' 
LK=‹NuBs‹1L›+1›xfiR+1+INus‹1L,4›-1 
no 20 J=‹L+1›.NuBâ‹1L› 
LL=J+1Nns‹1L›2› 
1J=1+J-L . . 
uTsv=sT6v+vus‹Ln›x‹-u1s‹LL››xvusz‹1J.mu› 
UUNTINUE
. 
uTBv=o. ím_ ' . 
uu 35 nw=1.NTs 
_ . 
uu 35 I=‹L+1›,~uas<IL› 
LN=‹NuBs‹1L›+1›xnR+1+¡~usàIL}4›-1 
uu 35 J=1,‹L+1› ' 
LL=J+1~ns‹1L,z›«1 - 
1J=1+J-L~1 
urBv=u1Bv+Pus‹Ln›*‹-u1s‹LL››xvusz‹1J,nw›
_ CUNTINUE - 
Auvfzo. ' 
no ao x=1,L - 
uu 50 J=‹L+1›,~uss‹1L› 
1J=1+J-L+1NusâIL›:›-1 ” 
LL=J+INns‹1L.2› 
LN=I+1~ns‹1L,4›~1 
nuvr=AuvY+rms<Lx›x‹-u1s‹LL››xvYs‹1J› 
uuurlnuà 
o_ _ 
uu óo I=‹L+1›»~ous‹1L› 
uu óo J=1f‹L+1› 
1J=1+J~L-1+1~ns‹1L›5›-1» 
LL=J+INns‹1L.2›~1 
L«=1+1Nn5‹1L,4›«1 
aBvy=âsvY+PBs‹LN›×‹¬u1s<LL››xvws‹1J› 
CDNTINUE » 
1N=1Nns‹IL,u›+L , wcs‹1N›=-uuv-nTuv+uTBv~âuvY+âBvY 
CONTINUE . _ 
CUNTINUE -. 
§\'ETUf.'\'N . . . . . ._ › .._............_...-........ . ..¬:.- . à. --~ .~---~- . - ~› 
END ' ~
u
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SUBRUUTINE SâIUBS(NSSvNTS) . ' .- , 
CUHHUN ÍNU8(3vó)1NUBS(b)›fi8(5):GFS(5)1GIS(10):HLS(5)›AS(515) 
CÚHHON BS(5›5)›C8(31ä)vUS(3vS)sX5(S)1U5(5)¢U1S(20)v{ü8(ä) 
CÚNHGN VUROS(20)›UUS(45)vUS(50)vVYS(5)vFS(1000)›1ETAS(50) 
CUNHON RS(5)›ENS(5)¡PBS(50)1PUS(50)vñ1C$(5)1UâfUS(20)vhhBS(45) 
CUHHON UCS(5)1XCS(5)|YCGS(5)1VYCS(5)1VE$(§)vFVS(50)
" 
U0 5 1L=11NSS “ . , 
UCU=0.0 
no ao I=1z~Ts - 
J=I+1Nns‹IL.3›-1 
ucu=uuu+cn1ns‹J›xuTS‹J› 
CUNTINUE 
x=1Nns‹IL,à› - 
Ycus‹1L›=×us‹1›+uuu+uus‹1› 
cuurlnua ' 
RETURN 
END 
. 
' 
› 0 
SUBÊUUTINE Es1âúu‹NCTNss.NTs,Nss› f ' 
CUNNON 
ÚOHHON 
CÚMHDN 
CUNHUN 
COHHÚN 
1NUS(6|ó)›NUB5(b)vfl5(5)cüFS(5)1üI5£1U)vHL5(5)¶A5(5›5) 
B5(5›ä)1ES(3vä)vU8(3›5)vX5(5)‹U5(b)1UTS(20)›Yü5(5) 
VURO8(20››VUB(4b)vVS(50)›UYS(5):F8(100U)s1ETâ5l50) 
RS(5)›EKS(b)vFBS(ä0)vPC8(50)›A1CS(Ó)¶CâfÚS(Z0)afififiöâêü) 
UCS(5)1XCS(5)›YUUS€57vVTCS(ä)›VES(5)vFU5(50)›¿S(2X 
R£AL z‹5›,w‹5› ¿ ._ 
âM=zs‹1› « . 
âv=zs‹2› ` no 5 1=1,~c 
Z(I)=0. 
U0 5 J=1›uc " 
z‹1›=z‹1›+ns‹I,J›xxs‹J› . 
UUNTINUE - , 
N=0 
uu 15 L=1,~ss
` 
no 15 1=1,~uus‹L›- 
11=1+1~ns‹L,5›-1 
x=N%1 
u‹x›=o.o ~ 
no-15 J=1,~1s 
JJ=J+1~ns‹L.ó›-1 - - . 
w‹x›=u‹N›+uõ‹11,J›x‹uTâ‹Jó›› 
uuwrlnue. _ 
uu 25 1=1,uu 
uâLL õêuss‹z1›ân.âv› 
×s‹1›=z<1›+w‹1õ+nssm¿1 
cunrluuu
_ 
KETURN 
END
4
u 
SUBRUUfINh UHUSS(U11fifl9âV) 
NN=RfiN(L11L2) 
1F(‹H'N)1-.'91 1'-_' 
Rfi=RfiN(L1!LZ) - 
fiL=*2u*fiLUU(RN)*fiV . 
U1=SÚf\'T(fiL)*ÚUS(6â25§ÍÍXÍRf'\)+fif'Í 
RETUKN 
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SUBRUUTINE ÚBESSP(NSS1NTSrNES) ' 
CUHMÚN INUS(316)1NÚB8(5)vflS(S)1GFS(5)vülS(10)1HLS(5)vA8(b›5) 
COHHON BS(5r$)›CS(3r5)1flS(3vä)›XS(5)vU5(5)›UTS(20)sYB8(5)- z 
GOHHÚN VUR05(20)›VUS(45)›VS(5O)1VYS(5)vFS(1009)1TETâS(50) 
COHNÚN RS(ä)vEKS(5)vPB$(50)›PU5(b0)›A1C8(5)›UATDS(20)›hflB5(45) 
CUHHUN UCS(5)›XCS(5l›YUGS(5)›VYCS(5)›UES(ä)1FVS(50) 
REAL fiCH(5)›UUH(5)rZ(ö)rNL(5)vUUS2(ó)›HCLS2(ö›ä) 
UU 100 IL=1vN$S ' '. 
U0 5 I=1vó 
UCS2(I)=0. . 
CONTINUE 
DU 10 l=1:NUBS(IL) ' 
J=I+INÚS(IL›5)-1 
UCS2(I)=UU8(J) 
UUNTINUE 
UU 15 I=1vNUBS(IL) 
ACH(I)=0. ` 
'J=I+INU8(ILv3)*1 - 0 
fiCH(I)=ATUS(J)+HL5(J)~ 
CUNTINUE 
UCS2(NUBS(IL)+1)=0. 
HU 20 l=L›NUB5(IL) 
UUH(I)=O¢ 
J=I+INUS(ILv5)*1 . 
UCH(l)=WCS2(1+1)-HLS(J)*UU52(1) 
CÚNTINUE i ' 
UU 25 Í=1:NUBS(IL) ' 
J=Í+1NUS(IL!b)~1 
HCLS2(I!1)=°HL5(J) 
cuurxnue , 1F(NUBS(IL)‹EU‹1)'UU YU 47 
UU 30 I=1aNUBS(IL) 
UU 30 J=ZsNUBS(IL) 
HCLS2(l|J)=0‹0 
1F(J¢EQ.(I+1)) HCLS2(I:J)=1. 
CÚNTINUh 
UU U0 I=1¶NUB5(IL) 
-
‹ 
uu so J=;,Nuus‹1L› 
N=J+INÚ3(1L1b)-1 
Z(I)=L(l)+H{ÍL52(I9J)>¡fXl.Í5(!\) ' 
ÚUNÍINUE ' 
UUU=0‹ 
IJU ÓU Í=1|N'|'S - 
J=I+INU5(ILr3)*1` ' 
UUU=ÚUU+Cfi1Ú5(J)*UTS(J)' 
UUNTINUE ` 
ruN=Y6s‹1L›~uuu
_ 
uu 75 I=1,Nuas‹1L›
, 
uL<1›;o. , 
UU /5 J=1›N'fS 
L=1NÚS(IL›¿)“1+J 
LL=J+INDS(IL|1)-1+(I“1}*HÍS 
UL(I)=UL(I)+EfiBS(LL)XUTS(L) 
CUNTINUE - A 
UU U5 l=1¶NUB5(IL) 
J=l+1NÚS(1L›§)~1 \ 
XCS(J)=L(I)+fiUH(I)$YUN+WL(I)+UCH(I) 
CUNTINUE 0 
UÚNTINUE
_ 
RETURN 
END . '
o 
suuHuuT1NE uuvvsP‹~ss.~1s› 1 
cunnun 1Nus‹s,ó›.~uus‹s›,ns‹5›»urs‹5›.ú1s‹1o››HLs‹5›.âB‹= =› - Jvq uunnou us‹ô.5››us‹3.:›.us‹s,s›.xs<5›.us‹5›.ursâ2o›.fuâ‹â› uünnou vuRos‹zo›.vus‹45››vs‹5o›.ur5‹5›,fs‹1ooo›,›LTns‹5uz` 
Eonngu ws‹õ›¿exs‹:›,wus‹5o››rcs‹5o››â|us‹ó››uârU5‹z0›,¿n55<4;; Lunmuu ucõ‹5›,×cs‹5›,vcus‹5››uvus‹5›.vEs‹s››Fv~‹5o› 
wçâL zL‹5›1o›,¿‹5›,us:‹õ›õ› ' _ . 
uu 1oo 1L=1,~5s . , - 
uu 5 J=1.Nuas‹1L› ;‹ ' 
JJ=J+1Nns‹1L,z› 
ús2‹1,J›=u1s‹JJ› - 
uo~11NuE '
` ä
10 
30 
35 
45 
50 
55 
70 
75 
100 
«c 
.~.'.¡ 
45 
60 
10 
lF(NOBS‹IL).EU.1› GU TU 30 
U0 10 I=2›NUn3(IL) - 
U0 10 J=1›Nu85(IL› . › ' 
uS2‹I,J›=o.ø ` 
¡F((J+1).E0.I) ü52‹1›J›=1.0 ' 
UUNTINUE _ 
UU 35 I=1zNUB5‹IL› 
Z(1›=0. . ' 
U0 35 J=1›NUus(IL› 
JJ=J+INUs‹1Lâa›-1 
Z(I)=Z‹I›+ü32(¡›J›mvY3‹JJ> 
UÚNTINUE 
J=INDS€IL›5› . . _ vYS‹J›=¿‹1›+Yu3‹IL› 
1F(NUB5‹IL›.tu.1› U0 |U uu 
uu 45 I=u›NuB5‹1L› - 
1I=I+INUS‹IL›5)-1 
vYS(II›=¿‹I› 
UUNÍINUE 
.UU 55 I=;›Hufis‹IL› . U0 55 J=1«Nf5 
¿L‹I›J›=0. 
UU 55 L=1,NUu5‹£L› 
LL=J+1Nuõ‹1L›1›~1+Nr5#‹L~1› 
LL‹1›J)=¿L‹I1J›+u5x‹I»L›mvUõ‹LL› 
UÚHTIHUE 
uu I0'I=1›NT5 , L=1NU5(IL›ó)-1+1 
LL=I+1NU5(1L11)~1 
uUS(LL)=¿L‹1«I›+uTS‹L› 
uumfíuuh- 
1F‹NUB5aIL›.Lu.1› uu TU :uv 
uu /5 1=3›NUu5‹1L› 
uu 75 J=1›NI5 
LL=J+INüs‹IL›1)-1+N151‹1-1› 
Vu5‹LL›=¿L‹1›J› 
UUNTINUE . 
UUNTINUE 
RETURN _ LNB 
SUBRUUTINE SFUUKNSS) ' 
uünnúfl INü5‹¿›ó››Nun5‹5››m5‹5›1ur5(5››u15ä1o›1HL5‹5››fi5‹5›u UUNMUN u5‹:›a›zu5‹¿,b›1uõ‹3zn›zÀ5<a››u5‹u›,u¡a‹2u››vuõ‹5fi uunmüfl vURu5‹:o››vu5(45>,võ‹äo›,v15\u››f5‹1uwo;,|fiTaú‹>J› uUnnüN HS<fi››¿h5‹:;1rM5‹5o›.Hu5‹5o›zârc$«u›,unrüb<;o›.émâ,~›.» uumnufl wUs‹Ó››Xu5‹5››YCu5â5››vYU5‹5›1vt5‹b››ru5‹pu› 
Í\'Í;›|'äL |""F('_¡z0v..$'J) ' 
uu oo 1L=1,~âs ~ 
uu :S fë1,m5â1L› . KI=1+INfl5‹1L.4›~1 ~ 
UU 35 J=1›flS(lL) 
NJ=J+INH5(IL14)-1 
PF(I›J)=0» 
rF‹I«J›=fig‹1.J›+‹rv5<uI›xFvs‹kJ››/Rz‹1L› 
UUNTINUE 
.UU 45 l=1vHS(IL) › 
uu 45 J=1.ns‹1L› 
JJ=J+1Nnõ‹1L,ó›~1+n5‹1L›*‹I-1› 
›s‹4J›=+s<JJ›-›F‹1›J› 
uuarluuc 
uu~r1~uE
, _wLTuR~ 
'LNU 
SUHRÚUTINE S1ETñS(NSS) 
uunnüfl INü5‹3›ó)zNuB5‹3›,n3(5›,UF6(5›yuiõf1u››HL5fb›«A*‹u.¬› §UmmUN u5‹b{ašf§S(3›j›{u3‹3›5)fxS‹5›1Us<5›,U|õ(ü0),rUä<5› zunnqu uuRoó‹¿oz,vuó‹âu›,vs‹5o›.vrõâ:›,rõâ1o@Q›zrúrâõ‹;o› UUMMUN Hs(5)›fiKS<5)›PH5(50››rUs‹50›ffifVs‹5›,rfirfiw‹¬o›fnmH“'"^› 
_ 
_ _ __ À › ---~ «_ _-... .:. -.'."\›‹..¡ ' Lumnou wLz‹õ›,xus‹õ›zvcus‹5›,wYcõ‹z›.u¿z‹5;,»U¬zz0, ' UU 10 IL=1rN55 
UU 10 I=1›flS(IL) . 
J*I+INÚS(ILv4)-1 
¶ÉTÊS(J)=1ETAS(J)fVÉ5(J) 
CÚNTINUE
. 
RhTURN 
hNÚ 
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*MA?g?2ägIfNh 
GbB+fi<NULb›Ls.nõ›nA1,nQ¿,nAó›ne4›nâ:›nAó'nâ7.nnu.nâv› 
' 
urgísäígs 
nn2‹2›.nês‹3›.nâ4‹4››nâà‹à›,nâó‹ó› ‹ UI"^' NULS‹5›,nA/‹7›,nAa‹s› -' 
ESTA suflkutluâ UERA sEuUhNu1As Éçfizâíàšñäšgààäíástâiáêiás 
cum UNZE cunPwLnaN1us u1rau:N1¿s.
' 
LK=NULS(LS) - 
GU T0 (1v24¶ÊU4rfl'Jvó¶7|th9|10y11);L|{ 
MA1=‹-1›xxNs .` -
' 
GU TD 65 . _ 
H=Hfi2(1)#flfi2(2) ' 
nn2‹2›=fiA2‹1› 
Hñ2(1)=fl _ 
G0 T0 65 
fl=flâ3(2)*flâ3(3) 
DU 90 I=112- flñ3(4~I)=flâ3(3-I) 
UUNTINUE
' 
hfi3(1)=fl . 
»su Tu ça 
n=nâ4‹3›mnA4‹4› 
UU 95 I=11$ hâ4(5~T)=flñ4(4~I) 
CUNTINUE ' 
. 
nA4‹1›=n 
uu Tu ós 
n=Hn5‹3›#nâ5‹5› 
- UU 100 1=114 fiâ5‹ó-1›=nA5‹5-1› 
uuNT1NuE _ 
nA5‹1>=n 
GU T0 Ófi 
flëgnó‹a›xnAó‹ó› 
UU 105 l=11b nnó‹7~1›=nAó‹ó-1) 
UUNTINUE 
nAó‹1›=n 
uu 1u ó5 
n=nn/‹4›xnfi/‹7o 
uu ao L=1.ó flA7‹a-L›=nn7‹7-L) 
UUNYINUE 
nA7\1›=n » 
bu nu às 
' “ 
n=nâux2›xnâu(3›xmnõ‹4)xnâa‹a› 
uu óo L=1./ nàa‹9~L›=nâu‹s‹L›
' 
uuNTINuE _ 
'nAs‹1›=n 
U0 TU Ób 
n=nA9‹5›xnnv‹9› 
›uU 40 L=1›s 
nâv‹1o-L›=nâ9‹v~L› 
uuNrINu£ 
nAv‹1›=n - 
uu lu ófi 
10.m“V- nênALu‹Á)xma10&19) 
50 
11 
ao 
65 
. ....._........---...-_....,...- .'. .,.. . _ .......... . 
UU U0 L=1v9 
‹_ flA10(11-L)=flâ10(10~L) _ 
UUNTINUE› 
flñ10(1)=fl 
UU IU 65 . _ 
fl=Hñ11t9)XNñ11(11) 
lƒU 60 L=1|10. NA11£12~L)=ñR11(1U-L) 
`CUNÍINUE _ 
flñl1£1)=fl 
RETURN
' 
hNu
'LO 
20€
( 
2 - Programas relativos_ã simulação do Observador 
, 4 Adaptativo Paralelo Multivarlavel. 
--- - - ~_..._-x._ 
' - 
onnnnq“ 
C>O 
GEÉC 
0~N 
10 
is 
ao 
138 
139 
73 
275 
zao 
nas 
25 
30 
27 
35 
40 
37 
2.1 - Programa Principal 
_mw 3PRÚGRAfi ÚAPAMV 0 
ÚBSERVAUÚR QÚQHTATIUO PA3ALELU‹NULTIUâRIâVEL - 1 
SISTEMA UE URÚEH N CUM NE ENTRfiUAS E NS SAIÚQS 
UIHENSIUNAHENTÚ HAS HÊTRIZES ' . 
r. 
COMMUN INU(3›ó)¶NUB(5)1H(5)vBF(5)›GI(10)vHL(5)aA(5›5)|B(5v5) 
ÚUMMUN C(315)›U(315)›X(5)›U(5)vUT(20)uYG(5)vUURU(!0)vVU(4Ú) 
ÚÚHMUN U(50)vVY(5)›F(1000)sÍEfiA(50)1R(5)vEK(5)›FH(bU)›FC(b0) 
ÚUHNUN ATC(5)sÚâTD(20)sEHB(45À›UC(5)vXC(5)›YCG(5)aVYU(5)1Vh(5) 
CUHHUN FU(50)›Z(2) ` _ 
UIHENSIUN QT(ä)1XUXÍ5)1âTCAT(5)vBTCBT(5v5s5)vUTCÚT(5›5)›NUL(5) 
UIHENSIUN M2(2)›fl3(3)1fl4(4)vh5(5)1hÓ(ó)›fl7(7)vflB(8)›flV(9)
' 
UINENBIUN ñ10(10)›H11(11)vHLfl(ö)1EKfiib)vXUXfl(b)vfilkävü) 
ENTRADA UE DADOS 
wRI1e‹7,oó› . _ 
-- FüHnn1‹5x›'ENTRE CUM O UALUR UE N'›2×›'‹uRuEn uu sIsranâ›'› 
REAu‹5,1o›N . 
Fuunêr‹1g› ~° 
_ 
`
z 
,_ wR11e‹7›1õ› _ 
A FuRnâT‹5x›'fiNTRE uum U vALUR UE na ‹Nun&Hu UE h~1Hâunõ›'»/,õx› 
x'L u vfiLuH UE Ns ‹NUMeR0 na sAIuâs›'› _ 
~REên‹5›2o›N¿,Ns 
FUHMA1(2I2) 
_ 
'
_ 
wRIr¿(7.1óa›Ns ` - 
FURnâ1‹a×f'EN1R¿ cum As URUENS uus',1x,12»1×,'uuszwvnuuuns',/v 
x5×›'sn Tuuus TIVEREH A nfismn uwuun Lsukhvn '1' na rwúx1mn`L1~uâ › 
Rfiâu‹à›1¿v›‹Nuu‹1››I=1›Ns›- _ 
FuRmnf‹u12› ' _ 
REâu‹u,/3›NU ' 
FuwnA1‹11› 
N1=us+Nfi~1_ 
1F‹Ns.nu.1› uu IU :ao 
U0 275 I=1vNS ' 
n‹1›=<NuB‹1›+1›*N1+zxNuu‹I› 
uuN11Nuu 
uu 1u :as 
.N|=NE 
n‹r›=‹Nuu‹1›+1›xN1+2xNuu‹1› 
uRI1¿‹7,z5›N.N›N ~ 
FuunA¡‹sx,'n~1x¿ nun us vêLufia5 uuu uLnnhN|us na nâvwlr -â‹'-1; 
*1'1'1I2|')"1/›5XIJhNlNL UUfi'v1XvIE|lXv'hLtflhNÍU5 FUH L1NHà'¡ 
UU 2/ 1=1›N - 
RLnu‹ü.óu›‹A‹1›J››J=1zN› ' 
FURnAf<bh11.5) 
UUNÍINUE - 
wH1Th(7›¿ã?N›NTfN1 ` ' 
FuHmn|‹ôx›'bN¡HL cum Us UQLURES UUS nLhnLN'us um na|N1¿ 'ul ,lu 
““#›^›^›12›'àf'f/f5X1fLN1RL uUn'11x›12â1X›¶hL¿mnN¡u5 rum L1NHfi“› 
ou ó7 1=1›N 
"` ` ~ 
REAu(ä›40)(U\I›J)›J=1›N1) ' ' - 
Fuunn1‹àà11.õ› * ' 
CUNTINUE . \ 
`› 
› U
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207
A 
ww11e‹vz4s›~s.N,~ ' _ ' ' 
43 FUKMA|(öX›'EN1RE CUM US UnLURhS UUS EL£flhN1U5 UA nfirKI¿ 'u‹'z1¿ Xv'o'r12›')"v/v5X›'EN1RE CUM'›1X›I2›1X›'£LENENIU5 FUN LINHfi') › 
.' uu 48 1=11NS - n~~~-- 
_ ~REâu‹à.4v›‹c‹r.J)¿J=1,~›_“__ u __ _ ' 49 FuHnâT‹õâ11.5› '" ' “"""-^~“~~""~~ 
~?48 ~ CÚNTINUE 
wRITE(7v45)NS›NT1NT
_ 
. 45 V FURMñl(öX›'ENTRE CUM US VALORES UUS ELEMENTOS DU MATRIZ 'U<'f12 Xv'o'›I2›')"v/›5X›'EN1RE CUN'v1X›I2›1X›'ELEflEN1US FUR LINHA') 
~ U0 47 I=1»Ns 
,
~ 
` `REfiÚ(5›50)(ü(I›J)›J=11N1) 
I 
50 . FORflA1(äE11.5)
_ I47 DÚNTINUE 
. 
- _x=o - 
_ _ 2010 Nü1=O ' 
-'U0 96 I=1vN8, 
NGI=NUI+NUH<I)+1 
96 UUNÍINUE , . 
wR11E(7›95›NUI - _ ^ › ` _ _ 
95 _ FORHAT(5X›'EN1RE CON U5 UAQORES UU8 RARAHÇTRUS 'GI(!›1X1I2v1X›') 8"a/|SXs'ESCREVA Uh VALOR FUN LINHA, CUM Ú SINAL TRUCAUU') 
_ UÚ 97 I=1zNGI " ' 
- REAu‹5z100›üI(I› ~ ' 
100 FORMQT‹E11.5) 
_
~ 
~-¬~~ 97› -» cu~11~u¿ 
_ _ _ IF(N.NE.0› GU TU 2050 ›`" `;`“ > “' 
2020 wRI1E(7v136)N5 
136 FURnAT(5X›'UE US GANHDS INICIAIS HAS'›1X›I2›1X›'hATRIZES 
' 
› » x DE GANHUS nEcR¿stEN1Es 'F"› ~
_ U0 1só 1=1zNs 
REâU(b:137)UF(I) 
_137 FuRMAT‹E7.1› 
186 CONTINUE z 
' " ' 1F‹N.~z.o› uu T0 2050 ' 
_ _ 2030 wRITE(7›201) '
_ 
201 F0HnA|‹5x¢'hscR¿vâ '1' SE uuíshk Ruluu õâuss1nNu L, 'o' sz meu 
` x uUIsER'./«5×,'uUER RUIUU Na EN¡knunv'›
_ 
REAu‹5›202›J6 _ ' › 
202 FURnâ1‹11› - - 
wHIT£‹7›z03› _ 
203 FuHna1‹5×,'uUER Ruluu NA SaIuâ?'› 
RàAu‹5,20a›1G 0 
204 FuxñA1‹11› 
_
. 
wHI1E‹7,20ó› ' _ 
206 ruHfiAT‹5×›'uufiH RUIUU Nus Ls1nnuS?'› 
RfiAn‹b›207›NG . 
-207 FOHnA1‹11› 
_ 
` 
. - 
uR11fi‹7›z0a› “` 0 “f >" ^ 
1 208 ruHnnr‹5x.'EsCREvA A nEuIA‹ân› E â vfiH1aNu1Apâv›'› 
' 
^ REAU(b:209)(Z(I)11=1›2) ‹ 
' 209 FuRnâT‹zrs.ó› . 
1F‹N.Ne.0› Gu TU 2050 _ . 
2040 _uR1TE‹/›/5) ~ 
75 FuRna|‹õx.'eN1Ha cum Us Nunhkus Luuluus uma ¿~|wâuâ5 -uuL"› 
RLâu‹s›7ó›‹NUL‹1››1=1,Nfl› 
_
~ 
7ó FuRnêl‹õI2› - 
2050 wR1lE‹7›ôü› 
ó5 ruNnât‹s×z'hsuNavn U NUMERU UE 11LRAuuns uun uz5zJn'› 
-RLnu‹b,/0›NI ' 
70 FuKnn|‹1:› _ 
_ 
-_ 
wH1rfi‹/›x015›
_ 
- 2075 ruKmfi1‹bx›'LSuHLvA '1' SE UUISER uwâvfik U5 ufiuus rnun smflum 
“ 
_ Xl I"'LUlALlU`;$'1/1ÍÀXv'NU Fl.U|ÍE|\' UU P1NF‹LULi[l.`U› E 'U' bt N›"›|lJ I_lLlJ.l:›'|'.'.h") 
_ 
Ruâu‹n›:0u0›1âu 
2030 FUHnâ¡‹11› _ 
1r‹1nu.zu.0› uu |u_2095 
wR1|h‹/,z40› › ~ 
240 fufimn|‹n×,'uunvns A õàwzfl wLu|àuâs:',/›ux›'1 ~ u1s|âNu1n - 
' 
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208 
vuwnn:‹5×›'nsuHzvâ u Nunhwu uu nwuu1vu'› z 
R5âu‹512ovo›Nnwu ^ 
fuwnn|‹1z› ~ _ , 
uR1|:‹/,zov1› 
FuHnA1‹5xz'u¿ uuà~1âs Em uun~1âs irnkâuuzõ uunw uL|Lwn1NAu'›/,mf 
n nhnrê nus vênus â sERun«wLu‹âuq5?‹› ~‹ - _» -H . 
RLnuc5›z0vu›NA 
_
. 
FUKflAf(IJ› 
LNn=N1/Na _ 
ww11u‹/.z5oo›LNâ × 
Fuwnâ1;5x›-Nunàuu uz uêuus â säuen nunâzzuâuus run uuwvn: f,14› 
NU=NI~2UU ` 
UÚ 140 1=1só 
1Nu‹1.1›=1~ . V zm~Umm*r~~'“~«-~M~~~~~«WM~«m_-m-m..m__ ___m_ 
IFlNS.EU.1) GU TU 141 0 
uu 351 1=z.~s . _ _ 
1uu‹I,1›=1~n‹1-1.1›+~ou‹I-1›x~1 
1Nn‹1,2›=1uu‹1-1.2›+~on‹I~1›+1 
1Nu‹x.3›;1Nu‹1-1,3›+~r 
1Nn‹I.4›=x~u‹1~1.4›+n‹I-1› ' 
1Nu‹I.5›=1Nu‹1-1,5›+~uB‹1-1› ` 
1Nu‹I,ó›=1Nu‹1-1›ó›+‹n‹1~1››xx2 
coNT1Nua ~ H 
UAUUS A SEREM LISTAUÚS 
uRITE‹ó,111› . ¬ ' _ _ 
'
~ 
FuRnAT‹5×,'0BsERvnnuR âüAPTnT1vo nuLT1vâR1âvEL PêRâLELo'› 
wRITE‹ó›142› - _ 
F0RnAT‹5×.'fiâTR1z 'â"› ' .. . . 
no 152 1=1,N 
uRITe‹ó›143›‹â‹1›J›,J=1;N› 
FuRnâT‹5×,5E15.5› ._ 
coNT1NuE »~ - _ 
uR11a‹ó,144› ` . 
FoRnâ1‹5x›'nâTR1z -H"› 
uu 153 I=1,~ 
wR1TE‹ó›145›‹B‹I.J›.J=1zNr› 
FoRnâ1‹5×.5E15.5› ' 
cuurxuua 
uRITE‹ó,14ó› ' ' 
FoRHâ1‹5×›*nêTRx2 -u-'› , 
uu 151 1=1,~s 
uR1Ia‹ó›147›‹n‹1,J››J=1›~r› 
FuRnâr‹5x›5e15.5› ~ 
CUNTINUE ' « 
wR1Ta‹ó,155›NI _ . F0Rnâ1‹5x,'uunaRU ua Iufekâcues =',1×,¡5› . 
wRITE‹7.71› 
FuRnâ1‹/›5x,fuEsEJâ Inrkassâu na uuâuyns em uunN1âs r1hHnuuhõr › 
REAu‹5.72›N1A ' _ 
_ 
_ 
- . . 
FORnâT‹15› . ~ 5 
` 
¡
' 
INICIQLIZACAÚ DAS HATRIZES E VRRIAVEIS 
x=o 
_ 
~ = 
no 51 1=1.Ns 
no 51 J=1,~uu‹1› 
xN=INu‹1,5›_ ~ 
JJ=1Nu‹1.5›+J-1 
nr‹JJ›=n‹JJ.xx› 
cuNT1uua 
uu 1óo 1=1›~s 
1u‹1›=o. 
vcu‹1›=o. 
cuNT1~ua 
uu 170 1=1.~E 
u‹1›=o. 
cuurruue 
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185 
175 
190 
225 
101 
GGGGÕG 
OO
C 
C
C
C 
C
C 
UÚ 185 I=1v5 
fiTC(I)=0‹ ' 
XC(I)= 
UC(I)= 
HL(I)= 
VY(I)= 
vYc‹1›= 
VEQÍ)= 
HLH(Í)= 
EKH(I)=0 
XCXfi(I)= 
CÚNTINUE 
UU 175 I=11Z0 
ÚâTÚ(I)=0. 
VUROÇI)=0» 
ÚUNTINUE 
UU 190 I=1|45 
VU(I)=0.0 
EHB(I)=0z0' 
ÚÚNTINUE ' 
no 225 1=1»5o 
V(I›=0o 
TETA(l)=0z 
?H(I)=0. 
FC(I)=0‹ 
FV(I)=0› 
CUNTINUE 
l|F'_1=0o0 
UE1=0‹O 
UP2=0.0 
UE2=ooo 
UU 101 I=1v11 
fl11(I)=-1
O 
COCO 
¢.ç.... 
C*
~ 
0° 
COCO 
'CO
C
C 
IF(I.GT.10) GU T0 101 
n1o‹1›=-1
_ 
xF‹1.s1.9› eo 
fi9‹¡›=-1 
1F‹1.uT.8› eo 
ns‹1›=-1 
1F‹1.sT.7› eu 
n7‹1›=~1 
1F‹1.ur.ó› so 
nó‹1›=-1 
¡F‹1.sT.5› ou 
fis‹1›=-11 
IF‹1.sT.4› su 
n4‹1›=-1 
¡F‹1.er.3› su 
n3‹1›=¡1 ' 
IF‹1.sr.2› so 
fi2‹1›=~1 
UUNTINUE 
×NIâ=-1 
xNâ=~1 
câLL snF‹Ns› 
INIcIu.no Lâuo na rxuuunnâcâu 
UALCULU na sâíuè nu Pwucassu 
CALL sâIPRu‹Ns.Ne,~r,N›Iu› 
T0 
T0 
TU 
ro 
T0 
T0 
TU 
10 
101 
161 
101 
101 
101 
101 
101 
101 
CALL 5UT(N5vNTvJU) 
CQLCULÚ U0 FILTRO VURO ' (N) 
CÀLL FUURO(NSvNT|NU) 
QRRQNJU HU UETUR V 
ÚQLL SFU(NSvNf)
J
\ O
à
09
OC-Õfl 
('›f¡{"4 
f:›f'›flG('›
c 
C.. . I.
u 
fbfi 
fl›»r3f¡fi
' 
O
, 
04O 
365 
370 
385 
1000 
995 
1115 
990 
2125 
2130 
2135
Q 
CQLUULU U0 tRRU ENTRE A SAIÚQ UU PNUCESSU E , 
â SÊIUA UU UBSERUQUUR (ER) 
CQLL aRRu‹Ns,~1› 
cALcuLu ua PB a Pc 
CALL PnPc‹N$}nT› 
câLcuLo nos srnâls nu×1L1âRas _ 
1 -_uco 
CÊLL SWÇO(NS:NT) 
2 f UC§L) L=1vN-1 _ 
IF(N.EG«1) G0 10 1030 
CALL SUUN(NS›NT) ” 
CALCUQU Dá SAIÚQ DU UBSERVADUR\ YÇN 
CALL SAIOB8(NSvN]) 
ÚBJETIVUS ' _ __ _ 
uo_3ó5 1=1,N â1câT‹1›=â1c‹1›-â1‹I› 
cuN11Nua 1 
1F‹Ns.eu.1› so ro 1ooo ' 
Jx=o 
uu 370 1=1,Ns 
uu 370 J=1.Nuu‹1› 
JK=JN+1 - 
no 370 L=1,~r . . LL=1Nu‹1.1›+L-1+Nr*‹J-1› 
u1cur‹1zJ.L›=Enu‹LL›~a‹Jx.L› 
c0~T1Nua~ . ,f 
uu sas I=1.~s _ 
no 38: L=1.~1 
LL=1Nn‹1.3›+L-19 -« 
uTcu1‹1.L›=câ1u‹LL›-n‹IzL› 
cuNr1~uE ` ~. 
ao To 99o _ ~ 
.||\'=o 
` 
,
' 
no 995 1=1.Ns 
D0 995 J=1,NuB‹1› 
JN=Jx+1 - 
no 995 L=1,~E 
LL=1Nn‹1.1›-1+L+N5x‹J-I) 
sfcBT‹1›J,L›=Ena‹LL›-s‹Jm,L› 
cuurruua - 
no 111m 1=1,~s 
no 1115 L=1›~E 
LL=1Nn‹1,3›+L-1 - 
n1cn1‹1,L›=câfn‹LL›-u‹I,L› 
CUNTINUE ' 
UF'=0o 
uu 2125 1=1›~ 
uP=uP+‹ârcâT‹1››x*2. 
cuNr1Nua - 
uu 21¿o 1=1›~s 
uu 2150 J=1z~uu‹1› 
uu 2130 L=1,~r 
uP=ur+‹n1uBr‹1.J.L››××2. 
coNT1Nuà ' 
uu 2155 1=1.Ns 
uu 2135 L=1.N¡ 
uP=uP+‹urçn1‹1,L››xxz. 
cuuwlnua 
uv=suu1‹uP›
\
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UFES 
330 
2140 
C
C
C
\ 
2120 
IQGIÚG 
180 
515 
405 
345 
535' 
336 
346 
334 
520 
525 
527 
526 
407 
360 
355 
40? 
570
Q 
._ _ . 
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‹ 
. DIFERENÇA ENÍRE US E$TñUÚ8 UÚ UBSERVAUUR E UÚ PRUUhS5U 
uh 330 I=1.~ ~ 
xu×‹1›=xu‹1›-×‹1› 
úu~11Nue 
UE=0 o 
uu 2140 ¡=1.n 
ua=uL+‹xu×‹1››xx2. 
uunrlnua - 
uz=suu1‹uE› V “ 
RKNâZENAflEN1U UE UAUUS _ 
›F‹IAu.gu.0› uu 1D 2180 _ 
uP1=uP1+uV - ' ” 
uE1=uh1+ua 
NNA=NNA+1 
1F(KNA.NE.Nn) GU 10 2180 
ENâ=FLuAr‹Nfi› 
` uP1=uH1/nun - - 
UL1=uh1/LNA 
uRI1n‹Nnxu›21zo›uP1 ~ " wR;T¿‹NâRufz12o›uz\ 
FuRflâ|‹¿1:.5› 
NNn=o 
UP1=0 
UE1=O .. CO I, 
INPRESSÀU UÚS'RESULTAUÚ8 HU ÍEMPO K 
~ | 
NN1â=NNIâ+1 - '“"“1F<fiN1nuNe:Nxâz'õug7v~fiv1~~~* -- ‹~›~~~ ~- ---- - 
wR1Ta‹ó.a1a›N 
V FORnAr‹/,/,5×.'x='.15› z 
wu1fa‹ó.4oà› ' 
FuRnâT‹/›/.õx,fkâxânerkus 1ueN11FIcnuús'› 
1F‹Ns.¿u.1› úu To ssa V ' 
no 340 L=1,~ó 
wR1fE<ó,34s›L ' _ FuRnâT‹/,/›5×.fsussxsranâ "›11,"'›/› _ 
su Tu 33ó . . 
L=1 
_ 
V
' 
uR1TE‹ó,34ó› ` _ 
Fuunâlú/,/,s×›'nâfR1z ;âc';,/› 
uu 334 1=1›~uu‹L› `,» 
U0 3§4 J=1›~uB‹L› ~' 
_ 
n1‹I.J›=o;o"' 
çu~1;Nue > . ` _ 
- no 520 1=1,«oB‹L› - 
1J=1Nn‹L.õ›+1-1 ' ~ 
n1‹I›1›=âTc‹1J› 
cuN11Nu¿ - 
U0 ssa 1=1z‹Nua‹L›-1› 
_ J=I+1 . 
n;‹1,J›=1.o _ 
cuN11Nua 
uu 52ó 1=1,NúB‹L› 
wRI1e‹ó,527›‹n1‹I,J›.J=r.NuB‹L›› 
FuHnâT‹àE1:.à› 
coNr1Nua z -~ 
wR11L‹ó,4o7› * 
FuRnnr‹/›/,s×.'nâ1RIz 'Bc",/› 
1=¡Nu‹L,1› ' 
. uu san J=1›~uu‹L› 
wR11¿‹ó›óóo›‹ens‹LN››LN=1,1+~T-1) 
Fuwnâr‹aE15.s› 
, _ 
1=1+~T ' I 
coNT1NuE 
uR11fi‹ó,4ov› , 
_FuRnn|‹/./›:x.'nnrH1z -uu-‹./› 
1=1~u‹L,¿› 
wR1Te‹ó.õ7o›‹câru‹Lu›»Lx=1.1+N1«1› 
F0Rnâ1‹uL15.a› _ 
K, 
211 
isäëíl
340 
- 3341 
' 591 
593 
59a 
' ‹ 
. _õ94 
597 
2163
\ 
IF(NS›EU›1) GU TU 341 
ÚUNTINUE 
NN1fi=0 " 
1F(K.LE.NU) GU YU 592 
uP2=uPz+uv ' 
uh2=uà3+u: - 
'U0 595 I=1|N8 
~EKn‹1›=Eun‹£›+EK‹1›xxz. 
ÚÚNTINUE 
uu avó I=1.N_ 
xu×n‹1›=×uxn‹L›+xtx‹I›xx2. 
HLn‹I›=HLn‹I›+HL‹1› 
CUNTINUE 
-'1F(N.NE.NI) GU IU 592 
õ lIÍ"Â-l=LI}"`.-3/Ã-100. 
UE_J.=I.IE'.-Í/200 o 
uu 594 1=1fN5 _ ENH(I)=ENfl(I)/200» 
ÚUNÍINUE - 
UU D9/ Í=1!N 
XCXfi(I)=XUXM(I)/200. 
HLN(I)=HLfl(I)/2OQ› 
CUNTINUE 
WRI1E(Ó¶E1Ó5)K!UP21UE2 . 
FURNAÍ(/v/15Xv'NUhhNU Uh ITERHUULS ='v2X›Iüv/v/›ÓXf'U151fiHU1fi 
X|"fil\'flHli'TRIl.ÍÊ ='|2.fX1E1'.Í›.I¡¶/9/¡DX!'[llE.$f'F|N¡..§.líã UE LSIAUU ='y`.‹_')<›t;.l`_'›.'.'.|J 
` uu 2170 1=1›Ns 
› wR11¿‹ó›21/:›I›õxn‹1› 
212 
21/5 FURflAT(/sÚX|'ERRÚ HEUIU ÚUQURQÍIUU UE SQLUH "1I11"='1ZXvE15zD¿ 
2110 
_ 
óoz 
¢01 
CUN1INUE 
ug 601 1=11N ' « o 
' URI1E(ó›Ó02)I1XCXfl(I) ›'“ ›` ` ` "`”`“` ` 
FUHflA1(/vbX1'ERRU flEHlU.UUAURâÍICU Uh ESIAUU "v11u"=' 
Xv2X›L13«5) ' 
CUNTINUE _ 
L=0 _ \ 
uu 528 1=1.Ns 
U0 598 J=1›NÚB(I) ' 
L=L+1 
URI1E(7v59V)IrJvHLM(L) - 'í“""599“ L;íFuRnâw‹õx,'HL‹'»11sr×âI1;f›=*.2×âa1õ;õ›~«~- ~‹ --~›¬ -- - 
\. ' 5v8.“' CUNTINUE 
. 
C ' 
' C 
fan 
ragrznrzñ
m 
. Ê_LL 
fãgífifäfi 
f3fTfi
0 
_CâLCULU Úâä NQTRIZES CUJUS RESULTAUUS SERAU 
-UTILIZÊUÚS NA PRUXIMÊ LNÍERQUHU (N+1) 
CALCULO DE X (N+1) . . 
' CALL ESTAUU(N1NS|NT1NG) 
CALCULO UE XC ` (K+IL» 
. câLL oBes‹NszNT.~e› " M
C 
L C ' CQLCULU BUS FILTROS VU - VY (K+1) 
CÊLL FVUVY(N8vNT) .
v 
-CALCULO DE F (K+1) 
ÚâLL SFGU(NS) , 
câLcuLo na 1aTâ ‹N+1› 
CQLL s1ETnS‹Ns› ' 
1F‹K.Eu.NI› 50.10 vóo 
‹¬
' \
\¡fl(7G 
UN
1
2 
:fi
4
5 
11 
22 
33 
44 
56 
bb 
¶$8
C 
C ~
B 
760
\ 265 
780 
785 
2101 
CàLcuLo un 
213 
. 
` r 
PRUXIMQ ENTRAUA U _ (K+1)_ 
UU 738 L=1|NE . 
ÚÊLL GSBPfi(NUL¶L|N¶H11H2;H3|fi4›N51N61fl7|flB1fiV›N1U1fl11) 
LN=NUL(L) 
GU TU (11293947591l!2Q933944›5ó¶66)›LK 
u‹L›=n1 
uu ru 738 
u‹L›=n2(2› 
so To 738 
u‹L›=n3‹s› 
uu 10 736 
u‹L›=n4‹4› 
ao au rsa 
u‹L›=n5‹ó› 
uu Tu 738 
u‹L›=nó‹ó› 
eo ru 758 
u‹L›=n7‹7› 
eu fu /as 
u‹L›=ne‹s› 
Gu iu vós 
u‹L›=n9‹9› 
su Tu ras 4 
U(L)=fl10(10) 
GU 10 738 
U(L)=fl11(11) 
ÚUNÍINUE 
K=N+1 
uu 10 aoo' 
IF(IAü.NE.O) U0 T0 2101 , MRI]E(7v7óü) _ 
fÚHflâ1(üX›' £8CHLUA2'›/›3×›'1 - VARA hmlkáu Uun Huvus PANHnn|Hu; 
*HU VETUR 'bI"1/!ÚXv'2 " PÊKH hN1RñH LUH NUUU5 bfififlüh Lfilblhlb 'F 
.×*›/›bx1'3 ~ FAMA ENIHAR-uun Nuvfis nLu1n z vnw1àNu1n rena u Huxuu-› 
uRr1a‹7ú/ao› V ~ - e ~ 
FUh!'1fiÍ(L')Xv ' 4 - PARA ENTRQR CUM Nuvaä shuuhmulns HLNANLQ5 ranunu 
.X-fiLEâfURIRS'1/1ÚX›*O ~ FÉHA ENCERHQH Q 5IMULfiLfiU') 
REâD(ä17öä)NE. 
FURflAÍ(I1) 
IF(NE.EU.1) 
1F(NE.EH.2) 
1F(NE.EU.3) 
1F(KE.EU›4) 
SÍUP 
END ` 
2.2 - 
~ Obs.: 
GU TU 3010 
GU ÍU 2020 
UU TU 2030 
BÚ TU 2040 
Subprogramas 
Alguns subprogramas, chamados por este 
programa principal, já foram apresentados 
anteriormente.
z
.. 
~ ~ 'â
| ›
5 
› 35 
-‹--1o ~ 
. 15 
30
\ 
15 
. .=‹¬ 
20 
25 
› \ Ê 
SUBRUUTINE sFv‹Nss›N1s› “ ' 
Cunnun 1Nus‹3›ó››Nuxa‹5›,ns‹5››uFS‹5›zõIs‹1o›,fiLs‹5›»As‹5›:› 
CUMNUN us‹5,5›,us‹3.5›,us‹3›5››xs‹5›,us‹5›.u1s‹2o››Y6s‹5› 
úüfinuu vuRos‹2o›,vus‹45›.vs‹5o››vYs‹5››Fs‹1ooo›zr¿1âs‹5o› 
cünnuu Rs‹5)zENs‹5›,PBs<50›,wus‹5o›.nrc$‹5›.câTus‹2o››¿nBs‹4õ› 
cunnun uus‹5››×cs‹s›.fcGs‹5››vYcs‹5››v¿s‹5›,Fvs‹so› 
U0 30 IL=1,NsS 
A V 
uu 5 1=1fNuus‹IL› z ` 
L=I+INus‹IL›4›-1 
LL=I+INüS(IL›5)-1 -- 
vs‹L›=vYCs‹LL› 
cUNTINu¿ ' 
no 35 1=1.~uus‹IL› f 
L=I+1Nus‹IL›4›-1+~uus‹rL› 
LL=1+INus‹IL›5›-1 . 
vs‹L›=vLs‹LL› ' 
CUNTINUE ' 
KL=1 
1=2xNUBs‹IL›+x 
J=1 ¬ 
L=1+1NDs‹1L,4›~1 
LL=J+INus‹1L,3›-1 
vs‹L›=vuRos‹LL› 
nL=1+1 
uu 15 x=1,~ous‹1L› - 
L=nL+1~u5‹1L.4›-1 . 
JJ=J+I~ns‹1L,1›-1+~rsx‹N-1› 
vs‹L›=vus‹JJ› » - 
nL=nL+1
, uunrxuua _ 
nL=NL+1 
1v‹xL.u1.~1s› su To ao 
1=gNuus‹1L›+1›x‹uL+1›-1 
J=J+1 
su uu 1o ; 
cuNI1~uE 
Ràfunu 
sun
1 
SUBRuU11HE ERRU‹N55›NT5› - 
úunnufl 1Nus‹ó›ó››NUu5‹5››ns‹ö;»urs‹:››u1õ‹1u››HLõ‹:››fi5‹s›u› 
ÚUMMUN us‹b›5››uS(31b)1us‹5»b3«x5‹3››ub‹b››U|m‹¿o›,ru5‹u› 
CUMMUN 
CUHMUN ws‹õ›.ens‹ô›,rBs‹õu›.vc5‹õo››âruõ‹ú›.uâ›uõ‹zu›.zmuõ‹4ú› 
common wus‹a¿›×us‹s›.ruus‹u›.vvus‹õ›,vzs‹z›,fvw‹ào› 
ou ea 1L=1.~sõ V 
uu 5 1=1.ns‹1L› 
n=1+1Nnõ‹1L.4›-1 
Fus‹x›=u. » 
uu 5 J=1.ns‹1L› - 
Jz=J+ns‹IL›*<1-1›+1~us‹IL.ó›-1 
JH=J+1Nus‹1L.4›-1 ` ~~ ' ~ ~ - 
rus‹n›=rvs‹n›+rs‹Jzzxvs‹JH› 
cuwrluua 
Rs‹1L›=o. ' 
uu 15 1=1,ns‹IL› _ × 
JH=1+1Nns‹1L.4›~1 ~ ` 
Rs‹¡L›=ws‹IL›+vs‹JH›xrvs‹JH› 
cuNr1Nu¿ . . 
Rs‹1L›=ws‹1L›+1. 
.¡-'¡¿_fA=U=0.. .. ...__...-........_ ..._.__....-.-._.._..-. ..¿._... ........ _ , - _ 
no 20 I=1,NTs 
J=Iuus‹1L,4›-1+‹Nuus‹1L›+1›x1+NuBõ‹1L› 
L=1Nns‹IL,3›-1+1 
TETâu=r¿Tnu+1aTAs‹J›zurs‹L› 
UUNTINUE 
x=1Nns‹1L›5› _ Exs‹1L›=‹Yus‹IL›-xcs‹N›-1LTâu›/Rsâ1L› 
c0NT1Nue . 
RETURN ' ' 
END 
214 
VU|\'()5(".~.'0)›UUS(4Z'›)›V5(Z›0)1V`(5(fÀJ'›l"š:$(1UO())rll'_I"F›šS(T›'lH
_
. ;s 
20 
25 
. 
65
< 
30 
35 
60
\
5 
10 
15 
215 
SUBRUU11Nt FBPC(N5SíN[5› ' _ ¿ 
CUNHUN 1Nl[l5(.$1Ó) rNUkí*;S(5)|Í15(C))¶ÚF5(ä)1LiI5('10)1HL5(DJ yQ5(`.J9`J) 
CUMMUN us‹u,:››C5‹3¡5)|u5‹3›o)›x5‹õ›,us‹b›,UfS‹xo››YUs‹n› 
CUMHQN VURU5(30››VUS‹4b)›V5(ä0›vVYS(ä)›FS(1000›1íüféskbu) 
COHHUN RS(5)›£K5(b››PHä(50)vFU5(b0››AfCä(ä)›CfiLD5(3U›1LflH5(45› 
CUNMUN UU5(b)›XUS(b›vYUBS(ã›vUYU5\5)1VESLb)›FUS‹:0) 0-. . 
U0 óo IL=1›Nss ' - ~ V . 
HU lã 1=1:flS(1L) 
JZ=I+INUS‹IL›4›-1 . 
PBs‹Jz›=fvs‹Jz›xzNs¿1L› 
UUNTINUE - 
UU 20 1=1vHS(IL› - Jz=1+INns‹IL›4›-1 _ 
FUS(JZ)=TETAS(J¿)+PBS(JZ) 
CUNTINUE - 
UU 25 I=1vNQBS‹IL) 
1Z=I+INfl5(IL›ä)-1 ' 
1H=1+1Nus‹xL,4›-1 _ 
flfCS(I¿)=FUS(IH) 
ÚUNTINUE ~ 
UU 65 T=11NUBS(1L) L=1Nus‹1L›4›+I-1+fluBs‹IL: 
LL=INU8lIL›b)+1-1 
HLsxLL›=vua¶L› 
CUN1INUt - . 
uu so L=1›Nfs LL=‹Nuus‹IL›+1›x1+1Nus‹IL,4›-1+Nuu5‹1L› 
LH=1+INüS(IL›¿›~1 
CATUS(LH)=PUS(LL› 1 - 
UUNTLNUE
4 
UU 35 J=1›NT8 
UU 35 I=1›NUES‹1L) LL=1+¡Nns‹1L›4›-1+‹Nuuõ‹1L›+1›mJ+nuuõ‹1L› 
JJëJ+1Nns‹1L›ó›-1. » ` 
1I=1+1Nus‹1L,5›-x 
NN=1NU5(IL›1›-1+J+NT5*(1-1) 
HMBSÁÀN)=Pu5‹LL›+uAíU5LJJ›xA‹uõ\I1› 
uuNrINuE * 
LUN1INUh ' - 
NLTUHN 
:iu Iíl
* 
SUflRuU11NL mwUu‹Ns5zNr5› 
Cunnufl 1Nu5âó›ú›fnuu5‹5›»mõ‹u›,ur5<:›,u1õ‹1o›,HLó\u›;$ «p‹¢= 
CUMNUN Bs‹b›n)›u5‹ó›5›zu5<¿,u›.x5‹u›-uana›zUr5à¿u›frua õ: 
uunnuu vuRos‹2o›1vu5‹4:›zvs‹:u›zv15cu›.r5â1uuoz.|àrâ5àv»â 
CUNHUN R5‹b››Ln5‹a››Pus‹5o››Pu5‹:o›»fi1LS‹u›,unrh5‹;o›}hnfiun4m› 
CUnnuN uu3‹:)›fusê:››1Uus‹5›zvru5‹:››vh5‹u›¢ruzzno+ 
uu óu 1L=1fN55 , 
fivzoo › 
UU 3 I=11NUB5‹1L› A 
11=1+1Nu5‹1L›4›~1 
1K=1+INus‹1L›u›~1 ' 
nv=Av+Fu5‹11)xvYus‹1N› 
UUNTINUh 
UHV=0 0 
uu 10 l;1›NIS _ L=(NUÚ5‹1L›+1›K1+IHu5(¡L,4,-¡+NUyg¿¿L›
° 
N=I+1Nus‹1L›ó›-1 - 
uUv=usU+wBs‹L›4vufios‹h› 
UUNYINUE \ 
sfv=0. » 
uu 15 I=1›Nrs 
uu 15 J=1,NuH5(1L› » 
L=‹Nuns‹1L›+1›x¡+J+1Nuó<¿L,4›~1+~us§‹1L› 
J4aL#Ã~ns<LL¢1›-1¢wL§xÁ4z1› HM-Ww§,_.,m, , 
sTv=Brv+rss‹L›*vus‹JJ› 
' " "" ` ` ' 
UUNT1NUE
>
25 
35 
30 , 
3 .
1 
10 
20 
35 
30 
uuuzo. - f 
uu 2: I=1,Nrs ` 
L=‹Nuus‹1L›+1›x1+1Nus‹1L.4›-1+NuBs‹1L› 
J=1Nns‹IL,3›-1+: 
uBu=uuu+Pus‹L›xufs‹J› 
uuNTI~uE _Â 
Hav=o.u _ 
uu 35 I=1,uuxs‹IL› _ 
L=Noss<1L›+1+1Nns‹IL›4›-1 V 
LL=I+1Nns‹1L,s›-1 
HBv=HBu+vss‹L›xv£s‹tr› 
cuNT1Nu¿ . 4 
J=1uuõ‹IL,a› " 
ucs‹J›=nv+usv+u1u-nau+Hflu 
uuNT1Nu£ 
sarufln 
ENU 
SUBRUUTINE SUÚN(NS59NTS) ' ` 
ÚÚHHUN ÍNÚS(ÓvÓ)INUÚ5(b)1fl$(ÔT9UFS(5)9UÍS(10)IHL$(5)9ÊS(Õ!b) 
ÚUNNÚN HS(Ó¶D)!US(3¶Ú)fÚS(3!Ô)!XS(5)rUS(5)}UÍS(20)¶YU5f5) 
ÚUNHON VUÉ0S(20)9VUS(4Ú)1V5(50)¶VYS(Ô)9FS(1UU0)1ÍETfi5(D0) 
ÚÚNHÚN RS(5)1ENS(5)¶PBS(Ô0)1FUS(ÔOI¶fiÍUS(Ú)¶UflÍÚS(Q0)9EfiB5(4Ó) 
COHMÚN UCS(5)|XÚS(5)9YÚUS(5)!UYCS(Ó)9VES(5)1FU5(50) ` 
REAL vus2‹s,;o› 
HU 70 IL=1¶NS$ 1 _ ' 
1F(NUB5(ÍL)zEU‹1) UU›1Ú 70 › 
HU 1 Í=1¶NUB5(IL) 
ÚÚ'3 J=1¶NTS 
L=J+INÚS(ÍL¶1)'1+(NT5*(I°1)) 
vus2‹I›J›=vus‹L› _ - 
CUNTINUE 
CUNTINUE 
UÚ 5 L=1!(NUB5(IL)“1) ` 
l|Gv=0o , 
ÚU 10 Í=11NTS 
ÍJU 10 J=(L+1')¶NUlt'<S(IL) l 
LK=(NÚÉS(ÍL)+1)*Í+INÚ$(ÍL¶4)'1+NÚÚS(IL) 
LL=J+ÍNÚS(IL12) _ 'l 
UÚU=UBV+PB5(LN)*(-UÍS(LL))*VUS2(J“L¶Í) 
UUNTINUE 
BTBU=0› i 
uu 20 nR=1,~¶s 
uu 20 1=1›L. - LN=(NÚBS(ÍL)+1)XflR+I+ÍNÚ5(ÍL94)-1+NUÚS(IL) 
uu 20 J;‹L+1›,Nuaõ<1L› 
_
- 
LL=J+INns‹IL›3› 
IJ=I+J-L _ 
BTGv=aTGv+PBs‹LN›x‹-5Is‹LL››xvus2‹1Jfmu› 
CUNTINUE 
_ 
4í
` 
sTBv=o._ 
uu 35 nR=1›Nrs 
uu 35 1=‹L+1›,Nuu5‹1L› 
LN=‹Nuus‹1L›+1›xflHf1+xuus‹xL,a›-1+NuHs‹IL› 
uu 35 J=1›‹L+1› 
LL=J+1Nus‹IL›z›~1 
1J=I+J-L-1 
_ 
1
' 
fiTBv=urBv+vBu‹LN›x‹-ú1s‹LL››xvus2‹1J,nu› 
cuNT1Nue .
0 
nu_ôo 1=1›L 
uu 50 J=‹L+1››Nuus<1L› 
1J=I+J-L+1Nnsâ1L,õ›-1 
LL=J+INus‹1L,z› . 
LN=I+¡Nns‹IL.4›-1 
‹›\l3VY=AUUY+r-'£‹:s«L.f‹;›>H--~u£S‹LL.›››tVYL;511.J) - . 
uoNT1NuE .
\ 
\ 
'‹` 'Ê
21
\ 
60 
90 
- ânvY=u. ` 1 
uu óo ¡=‹L+1›.~uus‹1L› 
uu óo J=1.‹L+1› 
1J=I+J-L-1+zNus‹1L›à›-1 
LL=J+1Nus‹1L›z›~1 ~ . 
Lx=¡+I~us‹1L,4›-1 - 
nuvY=âuvY+núz‹Lm›x‹-u1a‹LL››xvwus‹1J›_ 
uv~T1NuE
; 
o 0 '“uu vo 1=í›L ' ` 
ou vo J=‹L+1›,~uus‹1L›- 
- 1J=I+J-L+1Nus‹1L,à›«1 
1H=1+x~os‹1L,4›-1+~uuõ‹1L› 
LL=J+1Nus‹1L.z› - - 
HuvE=HuvE+ws5‹1n›x‹~u1s‹LL››xves‹;J›V 
uourlnua - 
HBuE=o.o - ~ 
uu 100 I=‹L+1›,~uBs‹1L› . ~ 
.-.--... -.-...-;.-.-. --..›.--›...›.-n0 -1.00. . JEI , ‹ ~.›.-.~ ~.-..--‹.›--~-- - ---»--››~. -- .~ -`- ~ ‹ - - --- -~-‹ ~- ›-‹ - - 
_IJ=I+J-L-1+IND8(ILv5)-1 
IH=I+INUS(ILa4)-1+NUBS(IL) É 
LL=J+INÚS(IL›2)-1 
HBVE=HBUE+PB8(IH)X(-üIS(LL))XUES(Ig) 
100 CUNTINUE' . -
5 
70
5 
10 
15 
25 
20
\ 
50 
60 
' 
, .¬. 
1N;1Nns‹1L.s›+L V 
wcs‹IN›=-nov-9fov+urso-âovY+âuvY-HuvE+HnuE 
CUNTINUE ' . 
CUNTINUE '_ 
RETUHN 
END 
SUBNUUTINE oBEs‹NsszNTs,~Es› 
coñnun 1~us‹3.ó›.~ous‹5›,fis‹5›,uFs‹s›,u1õ‹1o›.HLõ‹ó›,âs‹5›s› 
sonhou Bs‹5›5›.us‹3,5›.us‹¿›5›,×s‹:›.uõ‹õ›,u1s‹2o›.Yús‹5› 
sonhou vuRos‹2o›,vus‹45›,vs‹so››vYs‹õ›.Fs‹1uoo›.rfiTâõâ:o› ' 
common ws‹sr,zxs‹â›,Pss‹5o›,rus‹5o›,ârcõ‹õ›.uârnó‹zu›.znfióâaõà 
cumnou wcs‹s››×us‹s›,Ycos‹s››vYus‹5›.vus‹:›.rv5‹so› 
REâL âcH‹5,õ›,wcH‹5›,z‹5›,wL‹5›.wcõ2‹ó› _ 
no 100 IL=1›Nss , A 
ou 5 1=1›ó 
wcs2‹1›=o. 
CONTINUE 
no 10 1=1.~oBs‹1L› 
J=1+1Nos‹1L,õ›-1 
wcs2‹1›=wcs‹J› 
CUNTINUE I ' 
ou 15 1=1,Nups‹IL› 
` acH‹I›1›=o. 
J=I+INos‹IL›a›-1
A âcH‹1›1›=ârcs‹J›-HLs‹J› 
CDNTINUE
V 
ou 25 I=1›Nusõ‹1L› 
UD 25 J=2,Nuuõ<1L› 
âcH‹I›J›=o.o 
* ¡F‹J.¿o.‹1+1›› âuH‹1,J›=1.o 
c0NT1NuE 
uCs2‹Noss‹1L›+1›=o. _ 
uu 20 I=1›Nuus‹1L› 
wCH‹I›=o. ` , J=I+1Nns‹1L.a›-1 
wUH‹1›=UCS2‹1+1›+‹A|CS‹J›~HL$‹J››#wu5:‹x› 
uuuTINuE 
uu 50 I=1,NuBs‹1L› - 
Z‹1›=o. 
uuÀuo'J=1,~uus‹IL› 
N=J+INus;1L.5›-1 
¿‹I›=z‹I›+âuH‹1›J›x×us‹n› 
`.uuNTíNuE ' ` 
ucu=o. 
uu óo I=1›~Ts 
J=1+INns‹IL.¿›-1 
ucU=uuu+unTns‹J›mu1s‹J› 
UONTINUE 
YnN=YGs‹IL›-uuu
\ 
217
›
w
mz
.__ 
_..- 
- 
.z.
ó 
‹~.... ......._~‹. ... ........... .. 
75 
B5 
100 '
5 
10 
30 
35 
45 
50 
55 
70 
'25 
as 
' 130 
* 
_ 
218 
U0 75 I=1›NUBS(IL) V ' '" *~~ 
UL(I)=0‹ 4 - 
[|0--‹m~--JEI , N ¬--‹ ~~_‹‹‹.-¬.~_.._4......z.._...-.-.__.. .....z.'¢ ›.›‹- ~‹-_ .......__ 
L=INHS(ILv¿)~1+J V 
LL=J+INUS(ILr1)-1+(I-1)YNTS 5 
UL(I)=UL(I)+EHB5(LL)*UT3(L) ' 
CONTINUE
_ 
DU 85 1=1|NUBS(IL) - 
V 
,
' 
JÉI+INUS(IL15)-1 
XCS(J)=Z(I)+HLS(J)XÍUN+UL(I)+UCH(I) 
uoNT1NuE - _ 
CUNTINUE À 
RETURN ' 
END 
SUBRUUTINE FuuvY‹Nss.NTs› - - - 
common 1~ns‹s›ó›,~uss‹a›.ns<5›,oFs‹5››o¡s‹1o›.HLs‹5›.âõ‹5.ó› 
cofifinu us‹5,ó›,cs‹3›5›,us‹ó,s›,×s‹5›,us‹5››uTs‹âo››ros‹5› connoN'vuRos‹2o›,vus‹45›,vs‹so›,vws‹5›.rs‹1ouo›,1a1ês‹§o› 
common Rs‹5›,¿Ks‹5›,Pss‹5o›,Pcs‹5o›,â¡cs‹5›,uârns‹2o››enus‹4s› 
cofinou wcs‹5›,xcs‹5›,fcos‹õ››vYcs‹à›.vEs‹ä›.rvõ‹õo› , , 
REâL zL‹sé1o››z‹5›»os2‹5›5› _ ' 
uu 100 IL=1,Nss 
uo 5 J=1,~oss‹1L› 
JJ=J+1Nus‹IL,2› 
6s2‹1›J›=o1s‹JJ› 
CUNTINUE « ' oo 
IF‹NoBs‹1L›.¿u.1› oo To 3o 
uu 10 1=2›~oBs‹1L›
, 
uu 10 J=1.~ous‹1L› . 
osg‹1.J›=o.u 
IF‹<J+1›.Eo.I› os2‹1.J›=1.o 
CUNTINUE _ ' 
no 35 1=1,NoBs‹IL› 
2‹¡›=o. V 
no 35 J=1,NoBs‹1L› 
JJ=J+1Nns‹1L›5›-1 
¿‹1›=z‹1›+ss2‹1›J›xuYcs‹JJ› 
uoNT1NuE 
J=INns‹1L,ó› - 
vYcs‹J›=¿‹1›+Ycus‹IL› 
1F‹Nons‹1L›.àu.1› uu fu ao 
no 45 I=2›Noss‹1L› ~ - 
11=1+1Nns‹1L,5›¬1 _ 
qYcs‹1I›=z‹1› 
cuNT¡~uE . 
no 55 I=1,~oBs<1L› 
uu 55 J=1›~Ts 
zL‹1.J›=o. 
no 55 L=1.Nuss‹1L› 
LL=J+1Nns<1L,1›~1+~rs«úL~1› ' 
zL‹1.J›=¿L‹1›J›+os2‹g,L›xuus‹LL› 
UUNTINUE 
no 70 1=1.NTs 
L=1uns‹1L,ó›-1+1 
LL=1+1Nn5‹1L,1›-1 
vus‹LL›=zL‹1.1›+uTs«L›. 
uoNT1NuE 
1F‹~ou5‹1L>.bu.1› ou To os 
no 75 1=z,~oas‹1L› 
uu 75 J=1›~rs 
LL=J+1uuõ<1L›1›~1+nT5x‹1~1› 
vus‹LL›=zL‹1,J› 
uuurlnuc 
no 130 1=1,Nuus‹IL› 
`¿‹1›=o.o 
UU 130 J=1vNÚU5(IL) 
JJ=J+1NUä(ILv5)"1 
Z(1)=Z(I)+U52(IvJ)$UES(JJ) 
CUNTINUE
¡z
140 
100
5 
10 
15 
20 
25 
30 
35 
40 
50 
45 
55
. 
&5 
60 
70 
80 
75 
71 
/3 
72 
85 
85
o 
21 
_J=1Nns‹1L,à›, 
_ _ ü ›
' 
vEs‹J›=z‹1›+¿Ns‹IL› ' ' 
1F‹Noss‹IL›.¿u.1› uu 10 100 
uu 140 1=z,NuBs‹1L› 
1I=1+1~ns‹1L›à›-1 
v£s‹I1›=z‹1› . 
~ QDNTINUE 
CUNTINUE 
RETURN 
eum ' 
3 - Programas de Apoio 
Pwuuknn uâ~uNr › ` - 
UIHENSÍUN 9(4vÚ95)uB(5›5)1C(5|5)vPfl2H(25!5)9FflÚ(5|5)›FHUL(DvD) 
- UIHENSIUN u(5›ä)›u1(5,5›,fiu($,a)›uu‹5›ä>›uu‹b›b››N3ä(5)›L:su‹a› 
ulNENS1UN A2(5»5››Au‹5›a›fu‹a›â› 
wR1TE‹7,s› ` . ›. .. . . _. 
. FURnA1(bx›'ENTRE Uun A URUEM 'N' uu 51STEhA'› 
READ(5›10)N 
FORnAf(Iz› - . 
wH1TE(7115) ' ' 
FDRHAT(bX›'£NTRh CUM U NUHERU Uh|EN¡RAUfi$ 'Nh"t U NUNERU uu Sâl mms'~wf› '
_ 
REAU(5›20)NE›NS . . . 
FORHQTCZLZ) , 
1F‹Ns.¿u.1› uu 10 35 V 
wRITE(7›2b›Ns . > 
FORHAT(5X¡'EN1RE BUM G5 UKHENS uuä'11xz12›1X›'5Uu5l5Thflfi5'J 
REâu‹5›óo›<~sa‹1››1;1.~s› 
FURhA1(5l2) 
uRITE‹/,4u›u,N ` 
FUHnAT(5x1'hNFR£ Uun n nA1HI¿ 'At'¢1zz','›13›'›' uu PHuuLuõu'› 
IJU 45 l=1¶N 
KEAU‹5›5U›(fi(11IvJ)›J=1¶N) 
r0RflAf(5L1b.b) _ 
UUNTIHUL ` ^ 
URITE(/1Z'›D)NvNh. . 
rÚHnAf‹äX›”¿N1R¿ num Q MAIRIZ 'ut'›12›'›'112›'›' uu FHuuL5óu'› 
uu óo I=1»N ‹ .. `. .. H LM.. , 
' REHÚ(5{b5)(Ú(I|J)1J=11Nh) ' 
ruunâT‹5E1z.s› ` ` 
cuNT1~uE ' » 
URIYE(7v/0›NS›N . . - 
rURmAT‹5X¶'LN1HE CUM ñ MQIRIZ"U('‹1;›'›'›£3›')' uu FHUUt55U'› 
uu lb 1=1›N3 » 
KEfiU(5!B0)`(L.'(I1J)›.J=1!N) 
rÚKmAI<bE1b.ö) - 
UUNTINUE 
U|'\'.Í-ÍE(7u7_1.`||`l5›Nh 
kUHnAf‹$x›'LN|RE com A mfifHI¿ 'u‹'›1:›~›'›1:›'›' uu ruuunuwu-› 
uu 72 1=1«~v 
REAu‹5›/3)‹u‹1›J››J21-NE; 
ruRmfiT‹5E1u.o› ' . 
UUNTINUE _ 
uu aó L=1»N~: 
uu 33 1=1,u 
IÍ|U U3 .J5¡5l;››`{ 
n<‹L+1›,1›J›=o.o 
uu ui n=1,N 
fi((L.i'1.'v1¶.l)=fi(§L.'|'1)›1vJ?--*-fäll1'.I.!|*.)XHlL.v|'<.r`.l) 
CUNTINUL _ 
1r‹N5.Nà.1› uu 1u “S ' 
uu ab I=1›N 
rnU‹1z1›=uâ1z1› 
UUNTINUb 
. ¡ › 
-iflâili
\4
E
. 
‹
| 
vo 
_9s - 
' fíós `0 
10o 
` óoo 
140 
. _135 0 
145
~ 
' 165 
' 170 
177 ~ 
180 
185 
175 
160 
500 “ 
515 
510 
300 
305
› 
220 
uu vo L=z,~ 
uu vu 1=1,~ 
I"'f'\Ú(LrJ.l='›-0.0 ^ f 
UU 90 ‹.¡=1¶N ` 
wnu‹L-1›=wno‹L›1›+c‹1,J›xê‹«L-1›.J.1› 
uuwwxuua 
uu ro 145 _ 
~n=Nsmn . 
no 100 Lfl=1,~s 
x=LN+‹N-1›m‹Lx-1› 
.l:.Uà0%›.'.4.=1›f‹. __ - _ _ __. A
- 
vfizu‹N,J›=u‹Lx›J› 
` ' ”`“".”'"'" ' " " ' 
cuNT1NuE 
LL=1 ~ 
no 1oo I=1.‹N-1› 
L=N+1 
LL=LL+1 
uu :oo 11=1,N ° 
Pn2u‹L,11›=o.o ' 
uu 1oo JJ=1,~ . Pn2BtL,11›=wfi2u‹L.1x›+u‹Lx›JJ›*â‹(LL-1››JJ.1I› 
CUNTINUE - . 
xN=o _ . 
no óoo I=1,Ns - _L 
Nn=Nx‹I-1) 
0 
z* 
uu óoo J=1.~ss‹I› ' 
NN=xN+1
_ 
Lasc‹x~›=xn+J 
uuNr1~uu 
uu 155 J=1›N _ 
no 135 1=1,Nn 
1F‹1¬Ne.LEsu‹J›› ou ru 135 
no 140 L=1,~ 
PMu‹J.L›=Pn2u‹I,L› ` " 
CUNTINUE 
UUNTINUE “mv 
N1=N š 
cnLL 1NuER‹Hnu,PnuIéN1›
' 
L=o - ' 
N=o 
uu xóo 1=1,~s ~ _ . 
1F‹Ns.au.1› uu 1u 1ós 
x=N+Nss‹1› ' 
N1=Nss‹1›, . . , 
eo lu 170 
x=N 
x1=~ . 
uu 175 J=1.N1 
fl=x1-J - 
L=L+1 
IF‹n.eu.o› so 
uu 177 JJ=1›~ 
u‹JJ›L›=o.o 
no 177-NN=1.u 
u‹JJ,L›=u‹JJ›L›+â‹n.JJ,NN›mvnu¡‹Nn.n› 
QONTINUE j_ 
Gu ro 1/5 ' ' 
uu 135 11=1.N 
u(LI›L)=Hnu1‹1i›L› 
cuurlnuu 
uuNf1Nuc 
'
_ 
uuurruuu . 
uR1ru‹7,uou› 
_
. 
r0wnâr‹ó×.fflârR1¿ -u-f› 
UU 510 1==1›N 
URITEÍ/9C11Z))(U(lrJ)1-J=1›N) 
roKnâ|‹âa15.õ› 
uourxuue 
ww1TE‹v,¿ow›
_ 
fUf\'flA`f(f›.X1'fã NAÍRIZ 'U' L; 1N'›z't_`h";›`l.VtL'!"vZ›Xv'1 -- SIH U -' NAU') 
REâu‹õ.¿oõ›1z . 
+URhA|‹1z› * 
1r‹1z.~h.1› úu.Iu :az 
UALL INUEN‹u,u1›Ni› ° 
TÚ 180 
~a
» 
** 1
190
\ 
z A193 
200 
195 
205 
~- . ---.. ..~215 
210 
. 220 
230 
225 
201 
203 
202 
245 
5 
.' 
1o 
15 
20 
25 
30 
35 
60 
40 
65 
. 90 
70 
vs 
105 
V 100 
221 
. UU 190 1=löN ~ 
'UÚ 190 J=1rN _ . 
Q:-Í(19J)ff'fi(19J.lJ) ` 
Cuurxflue 
ÚÊLL flULT(UI1fi2vÊU|N!N9N) 
ÚÊLL flUL.'| (F1U1UH5\l.`1N9N›N) 
CÂLL flULT(UIvB¶HUvN1NE›N) 
ÚÊLL Í1ULT'Ãl.`!U9L§LÍ1NI1'¶N1N) 
Wfil1E(ó›1Vó) 
' FÚRHñ1(5Á|'flñ1R1Z 'âU"1/) 
'UU 195 I=1rN 
URITÉ(6r20O)(êU(IrJ)1J=1sN) 
FDRNâT(bÉ1ä›b) 
CUNTINUE 
_
` 
URITE(óv205) 
FUHHâT(/1/15Xv'NâTR1Z 'BU"v/) 
.ÚU 210 I=1›N . URITE(óv21U)(BC(I|J)1J=1~NE) , 
H-.FOÊHAT(5E15›ü)»“«_«~.;-M-"-M_~»m«Q¬" ~-m«_ “W 
ÚUNTINUÉ 
'_URITE(61Ê20) 
FÚRHâT(/1/f5Xv'Hfi1R1Z 'CC"|/)- 
DO 225 1=1¶NS 
URITE(6!230)(UC(IvJ)|J=1¶N) ' 
FOÊHâT(5E15»5) 
CUNTINUE 
wRíT¿‹ó,2o1› 
_
. 
.v0wnâr‹/,/,:x,fnârRIz 'uu-'›/› ' 
uu 202 1=1,us 
wR1TE‹ó.2o3›‹u‹1fJ›,J=1,NE› 
FuRnâT‹5E1s.s› 
cuNT1NuE ø s1oP ~ ,' 
ENn~ ~ -~~
(
Q 
PRUGRQN FUPFÊ 
UINENSIUN HU(515›5)1ñ2H(5!515)15KI($15)!SLâfl(5vb)¶BU(51bsD) 
IÍIHEQSIUN [|C(5›5)9SN1(5v5)1fi'Í(5vD)1':¡NT(5|b)15HÍ(5rÍn`§)rkflvfibvbffi) 
UIMENSIUN UT(515)1NU5(5)¶NSS(ó)sâTT(5r5) 
NRITE(7›5) « * ~ - . _ 
FUF\'['¡âT(10X¶ 'ENTRE [JUN Fâ URÚEH 'N' [IU SISTEHFV) 
- REâÚ(5!10)N ` i 
FÚRfiAT(I2) 
A › URITE(7115) 4 ‹~ 
FÚRHñT(10X›¿ENTRE-CUM U NUHERU UE SâIUâS~'NS"|/v10X›'E UUH U 
xNuMERu na Eurkâuâs ~NE"› ' 
REñU(5120)NSrNE › Ç FÚRNâT(2I2) 
UR1TE(712b) - - 
›
. 
FÚRfiñT(1OX1fENTRE CUM A URUEN UE Câflâ SUBSISTENQ 'NUS") 
REAu‹5,3o›‹Nus‹1››1=1,Ns› ` - 
. FORHâT(5I2) _ URlTE(7¶35) `
_ 
FURNAT(10Xv'ENTRE CUM A HQTRIZ 'âU(NSvNU51NS)") 
U0 40 I=11NS
_ 
uu Ào J=1,~us‹1› - ' 
REAU(5160)(fiC(IsQvK)vK=1vNS) 
FÚRHA1(5E1ä@5) ' 
UUNTINUE - . . 
WR1TÉ(74ó5) 
FUHHfif(10X›'EN1RE CUM Ê NQTRIZ 'BU(NSrNUHsNh)") 
. -uu*7p 1=1›Ns ‹ ' 
"uU“?0~u=1,Nu5‹1› - '- 
kEâu‹5.vu›‹sc‹1,J.x›,x=1›Na› 
voxnârc5a15.5› 
uoutxuuc 
uR1rE‹7.9s› , ~ vuunâ1‹1ox,'eNTRE cpm â nârR1z ~uu‹~s,~¿›~ › 
uu 1ou 1=1.~s
V 
- REân‹s.1os›‹uc‹1.J›.J=1.N¿› 
roRnâT‹sL1s.õ› ^ z 
QUNTINUE
\ aa
110 
120 
115 
125
\ 
175 ' 
160 
._-~...".199-“"-. 
210 
200 
' 
"“'.á1S 
230 
250 
270 
1002 
1000 
1010 
IOIL 
wRIrE‹7,11o› - ~ 
Puwnâf‹1o×.'uN1ma cun â nârklz -sn1‹Ns›~s›"› 
uu 115 1=1,~s 
REâu‹5.1:o›‹sN1‹1›J›.J=1›~s› ` - 
rownA1‹5E1;.5› 
uourruufi 
câLL 1uvER‹sK1zsx1.~s› 
uu 125 r=1,us - 
no 125 J=1›~os‹1› - 
sLâfi‹x›J›=o. . 
1F‹‹1+1›.u1.Ns› ou wu 125 - 
uu 125 L=‹1+1›,Ns
` 
sLân‹1.J›=sLân‹1«J›+‹-‹âu‹1,J,L›xsN1‹L,1››› 
courrwua ' 
uu xóç 1=1,~s 
no 1óo J=1,~us‹1› 
uú 1óo n=1›ns 
1F‹1.¿a.x› uu 1u 17s . 
fi2E¢(I1J!N)=âU(I!J1K) _ 
uu T0 1óo . 
fi2É¢(I|J¶N)=SLflN(I›J) 
uuNr1NuE_ \ 
no 190 1=1.Ns 
x=I
A 
uu 190 J=1-Nus‹1› 
â1‹1›J›=âu‹1.J.N›-sLân‹I.J› . 
£QNLLHU§ . ~_«_"~Mmh«,,mH“W,,`,_ _ _ 
uu 200 1=1,Ns . 
' ""° “""" 
no 200 J=1,ns V, 
1F‹1.Eo.J› uu Tu 210 ” 
sNT‹1.J›=-sN1‹1.J› 
Gu To zoo « , 
sNT‹1.J›=1.-sx1‹I,J› 
cuNT1NuE , 
HO 215 I=1›N5 
DU 215 J=1›NE 
uT‹I,J›=o. ¬ 
UU 215 N=1›N8 
UT(IvJ)=U1(I›J)+SK1(IvK)xUU(N›J) 
CÚNTINUE . L - _ UU 230 I=1›N5 . 
UO.230 J=1›NU5(I) 
U0 230 L=11N5 
smT‹I›J,L›=o. _ _ 
uu 330 N=1,~s *» ' . - 
SHT(I›J¶L)=':šÍ'ÍT(I~.JsL)+P|1¿B(I!J›f\)*1:¡|<.1UML) 
CUNTINUE ` 4 _ 
uu 250 1=1»ns ' ' - 
uu :bo J=1.~us‹1› ` 
UU 250 N=1›NE 
BT‹IvJ‹N)=0. - ‹ 
uu 256 L=1,~s 4 
BT(IâJ›R)=8T(I›JvK)+5MT(IsJ›L)×ULtL›Ã› 
unurxwue _ 
UU H/O I=1›N$ - 
uu 370 J=1›Nu3‹i› 
uu 270 N=1,~u ' 
HT(I;J.K)=HU(I›J,N)~Bf(IúJ›K› - 
uuNTLmuE 
uu 1001 L=1zNS -
V wHlTE‹ó«10o¡›L 
_ 
.
» 
ruRnAf‹/›/›/›uX,*sUBõIõ|Emm "›11‹" 1 
uu xouo 1=1›~u5‹Lq ~ 
uu 10uo J=1.Nu5(L› 
â|T‹I›J›=o.o 
uuNI1~uE _ 
nu 1o1u 1=1.~uâ‹L› 
â|I‹L›1› n|‹1,1› 
LIJHT Í NIJE 
HH 101I 1=1vNU5(L) 
42141 , 
FH' I`(Iv.J)=1›0 
l..|JN TÂNIJL 
› ¡.4 fififi
\ 
› § g 
285 
1040 
1030 
303 
‹¡¡. 540 
335 
301 
315 
300 
302 
330 
304 
365 
1001
5 
10. 
15 
25 
20 
FBÚIÚN
O 
30 
35 
40 '
c 
A ` '223 
Mflfffifáfgäül . 
kuHnA|‹/›/›uÃ›'nAfH1Z 'mf"›/› 
HU 1030 1=1«NUS‹L› 
wklrE‹ó›104u›‹nrI‹IvJ››J=1zNuõ(L›› 
r0HnAf‹5E1b.Ó) 
uuNT[HUE ' 
URIrE‹¿,ócÀ› 
FUWHÂYÉ/1/!§Xy'HfifR1Z 'fiÍ"9/) 
HU Àšõ J=1›NUs‹L› . 
mH1TE(ô›¿5o›(5nT(L›J›N›zfi=11N5› 
FUHfifi|c5E1ü.b> 
uUNTINuE ' 
wH1TE(ô›óO1) 
FURnfi1‹/›/›$x«'nfifRI¿ 'Bf"f/› 
uu avo J=1›Nua‹L› 
wH1TE<óz¿1&)‹B1‹L›J›N)›n=1›NL› 
FORfinr‹bE1:.5› 
UUNTIHUE _ 
wHIfE(ó›ó02› , ~ 
rURnAf(/,/›bX›'UETUR 'tNT"›/3 
uHLTE‹óz¿30)‹5KT‹L›J)›J=1zN5› 
rUHhAT‹5E1b.5› 
wRITE‹ó›504> 
rURflA1</›/›äX›'VETUR 'üT",/J 
wNITE(6›5ómi(ürfiL›J››J=1«Nh› 
rURfihT<5E1a.ä) 
UUNTINUE 
STUP 
END
O 
Pnuukân F1L1Ru _ ._ ' 
UIHENSIUN â‹5›5››âE‹5,5››x‹5››P‹5›,c‹5››s‹5›,â1‹5›. 
uR1TE‹7,s› _, ~ 
`
- 
FoRnâT‹1o×›'eNTRE com A ufluafi 'N' uu s1s1EMâ'› 
REAn‹5z1o›N
_ FuRnâ1‹12› 
_ ,
- 
uR1TE‹7,15›N›~›N ¡ 'z FoRnA1‹1o×›'ENTRE com us vâLouEs na nâfwxz ~n‹'zI2,'.', 
XI21')='v/›10X:'ENTRE CÚfi'v1XvI211Xs'ELEñENTUä POR LINHA h PRES 
XSIUNE UR'v/110X›'FURfiâTU E11.5') . ' 
uu 20 I=1,N , 
REâu‹5,25›‹â‹I›J››J=1,N› 
ruufiâT‹5E11.õ› 
cuNTINua › 
uu zó r=1,~ ~ 
n1‹I›=â‹1,1› ' 
CUNTINUE . 
FÚRNAUHU UA MATRIZ AE(NsN) 
âa‹1›1›=o. 
A
' 
no 3o 1=1.N 
âe‹1f1›=âa‹1.1›+‹â1‹1››xxz. 
UUNTINUE- 
âE‹1,1›=â¿‹1,1›-1. 
1+‹N.Eu.1› ou Ju 105 
uu as J=2,« , 
âa‹1.J›=‹n1‹J-1››xz. 
uuurxnue 
L=o 
UU 4U Í='.-:IN 
âu‹1,1›=o. 
L=L+1 
n=L+1 
uu ao J=1,~-L 
Aa‹1›¡›=â1‹J›xâ1‹n›+âa‹1.1› 
x=n+1 
uu~r1Nuu “
55 
60 
fi0 
70 
75 
80 
65 
100 
90 
95 
85
H 
U 
O-O 
O UI 
110 
115 
120 
130 
125 
135 
140 
J=2 
UU 50 LF21N 7 
1F‹J.0›.~› 00 10 55 ' . 
'
1 
âL‹1›1›=â1‹J›-1. 
00 To óo 
âa‹1.1›=-1. 
J=J+2' 
uuurruua 
1F‹~.Lu.z› 00 10 105 
00 óa 1=1.~-0 
L=u 
n=1+u 
J=1+â 
1r‹J.01.N› 00 Tu vs 
nE‹L,x›=â1‹1›+â1‹J› 
00 10 ao 
âà‹L.m›=â1‹1› 
L.==L+1 
N=x+1 
J=J+2 ' 
1F‹N.u1.N› uu 10 és 
GU TU 70' ' 
uüNT1NuE 
uu ab 1=1.N~2 
L=2 
N=J+2 
J=I+2 - 1 
1F‹J.GT.N) uu 10 vo 
AE‹N›L›=â1‹J› 
uu 10 90 
âE‹N,L›=o. 
L=L+1 
N=N+1 
J=J+2 
1F‹N.01.N› 60 10 85 
G0 10 100 ' - 
UONTINUE 
FORMACAO U0 VhTUR X(N) 
E=FLDAT(N) ` F 
X(1)=-E ' ' 
1F(N.hQ.1) GU 10.140 
,
1 00 110 1=;.~ 
×‹1›=o. ' - 
c0NT1NuE 
00 115 1=1›N-1 
u=âE‹1,1› 
I1=I+1 . 
no 115 J=11.~ 
s=âE‹J,1› 
âE‹Jz1›=s/0 
K1=I+1 
uu 115 N=K1.N - 
AE‹J,N›=â¿‹J,N›-AE‹1,N›xs/u 
CUNTINUE 
_
' 
uu 120 J=2.N 
¡2=J-1 
uu 120 1=1,12 
×‹0›=×‹J›-ân‹J,1›xx‹1› 
00NTIN0u ' 
×‹N›=×‹N›/âa‹N,N› 
NN=N-1 
,
- 
uu 125 JJ=1›Nn 
J=~-JJ 
N1=J+1 ' 
00 150-fl=x1.~ 
x‹J›=×‹J›-âú‹J,K›xx‹x› 
uuNT1NuE 
x‹J›=x<J›/âE‹J›J›« 
uunríuua 
~ UU 1.53 1=11N 
F(I)=X(1) 
CUNTINUE 
ÚU 10 210 
P(1)=~(1/fiE(1v1)) 
\ 4. 
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_O
O . 
UALCULU UU VETUR 'G'
c 
~ 210 units ‹7,1óo› ' ' ~ 
160 ` FÚR'H€‹T(1OXv'EN`Í`RE CUM US UÊLURLS UE '0.'=I= KLRP1 '=1§2.'›I; UL 'IR' .I='0.") 
' Ruâu‹5.1ó5›uLân.w ~ 
1ó5 _ ruwnàr‹u12.4,¿12.4› ' ' › › . 
uu 170 I=1,~ 
_
- 
‹ c‹1›=0. - . 
no 1/o J;1.u 
c‹1›=c‹1›+P‹J›xâ‹J,1› 
\ 
170 cu~T1NuE 
u=‹z.¢uLân›/‹w+v‹1›› 
uu 130 1à1.~ 
_- c<1›=c‹1›xú ~.»1'~1soV- « uuurxuue . . . -uu 135 1=1,N 
G‹1›=c‹I›~âI‹1› 
185 ' CONTINUE ' ~ 
wR1Te‹ó,15o›RLân.w 5 
z ;5o FuuMâf‹/,/,1o×,'Lâmnuâ='.a12.4z5×,'R=',¿12.4,/,/› 
uu 195 I=1,N
4 
. uR1TE‹ó,1v0›1.G‹1› ` A~ 
190 roxnâT‹1o×›fs',12.' ='.e14.5› ."` 
I. Ç.._..__ ..--..~..1.95.-.N . .- ÍÂUNÍJNUÊ.. v.. . ...._. . -.......'...._............-. ...__....._..- .'. .§.‹ .-...- __, ___, _‹_______ __ ›_,__'_, _ _, _ 
~ wR1fE‹7.200›
_ 200 A_FoRnAr‹10×,'uuER gurnâw com Novus'vnLoRas wâwâ ~nLân~ 5 
_ 
x'R'?'›/.1o×,'sE sin asufiavâ ~1~ E. se Nâu asuwêvâ -0~'› . 
REâu‹5,2o5›Nu 
205 FoRnâT‹12› » . 
_1F‹NB.fiu.1› ao To 210 
.. ___,. _ 5.'|'0|;› 
_ 
.. L 
nun V 
z ' Pxuuwân PLTnuu 
~ uxnfinsruu n‹100o,4›k 
uR1TE‹7z15› ' ~
_ 15 - roRfiâr‹5×,'EscReuâ o'vâLuR no Peflzunu na ânusTRâsem'› 
*_.» REâu‹5,20›1
_ = ~ 20 - FORnâT‹re.5› ~ fiÀ~ ~¡ v~~~v~ - ~›~~~W_ «--~»~~ 
- uRI1E‹7,25›. ' ~
_ 
25 - FoRMâ1‹5×,'EscREvâ u NUMERU na nâuus ânmâzawâuus P/ câuâ cnRvâ'› 
ReAu‹5,30›N2 
_ V _ . 
E- 30 FuRMâT‹I4› - ” 
É _ 
f uRITE<7,35› - ` 
E. 35 FoRMAT‹5x.'EscREuA u uâLuR no 1EmP0R1zhuoR'› 
« 
' REAn‹5,11›nrEnP - 
. 
-
; 
11 FuRMâr‹1ó› - ° 
‹ 
' uRITE‹7,5/› ` « 
37 FoRMAr‹5×,'¿NTRE com u NUMERU no nwuurvu um ux1'› ~ 
‹ REAu‹5,¿9›Nâwu ' 
. 39 FuRHâT‹12› . _ 
uu 50 I=1,N2 
REâu‹NàHu,55›uP ~ 
REâu‹NâRu.55›uE 
55 FuHnnT‹E15.5› 
n‹a.1›=uP 
â‹1,2›=u5 ._ ' 
«50 uuNT1NuE _ - . 
1óo wu1|E‹2›40› V 
40 PuRMâr‹5×.fuuâL A cuflvâ nasEJâ 1uâuâw?',/.5x,'1 - Pâwâ â uuuvâ 
x REFERENTE â uxsrâucrâ Pâwnnarwxçâf./.5x.f2 = Fama n uuwwâ Hzrà 
xwaurfi ê ulsrâuclâ na Esrâuu'› « - 
REâu‹5,45›flEs - 
45 F('JRf1AI`(I2) V
o 
......__.__.n....._.-_ 
_. 
_.
-
n 
~" ~ - ¬ '¬-'-^~°*^^ ›*"' ¬ > . "" ' 'x " 9, 
- 
‹-› M.-
200 
415 
1.51 (..\ Ô 
102 
103 
101 
300 
400 
#05 
410 
150 
155 
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N=N2 
~I=1
_
c
0 
'_ H=T 
f0=0. 
IF=I*N 
TP=1o-H - 
UU 200 J=1vN 
1F(fi(J›KES).UT.AnAX) AHAX=A(J›NE5) 
1F(A(J1NE8).LT.AnIN) ñflIN=â(J›NES) 
. UUNTINUE 
hSU×=40ou./Au5‹TF-¢0› 
1F(âus‹nnn×~An1u›.Lu.u› uu IU 410 
ESCY=4o93./nu5‹AnAX-AnIN› 
×I=o› 
_
. 
YJ=(â(NIvNES)-AflIN)*ESCY 
1I=IFI×(XI› 
JJ=IF1X(YJ) 
CâLL CUA(IIrJJ) 
FAUSE 'AJUSTE TRACAUUR' 
uu 1o1_x=~1.N . 
TP=TP+H 
×x=‹1P~ro›*asc× 
YJ=(A(N›KES)-AñIN)*ESCY 
II=IF1X(×I) 
JJ=1FIX(YJ) ` 
1F(K.EU.HI) UU fü 103 
fiUX=(YJ~Y0)/(XI~X0) 
L=1F1x‹×I~×o› ` 
UU 103 fl=1fL 
X0=X0+1. - 
1I=IFIX(X0) 
Y=âUX*FLUâT(H›+T0 
JJëIFI×(Y) 
UU 260 KJN=1›flThhP 
PTLUU25UR1(10›) 
UÚNTINUE 
UfiLL UUfi(II›JJ) 
CUNTINUh ` 
XU=XI 
Y0=YJ 
UUHTINUh ~ _ Í . ..- 
wRITE(ó›3oo›A‹NI›nL5››fi‹N,fifis›,Am1u›Ammx 
VURmn|(bX,'UALuH LHLUIAL ='›2x,L1n.b,/1u×›'vALuw fIuâL ='‹:â‹h1b 
x.5f/›bX›'UALuH n1N1mU»='›zxfL1b.b›/›nx›'vnLuH mfix1mu =*›¿x,Lx:.u› 
wRITE(7›400› - - 
rUHmn1:ux›'uUEH fimPL1àH hslâ uURufi1'›/,ux› win: 1~u1uUL um 
X PUNTU5 INCIAIS h rlNfi1S'›/›:X›'NfiU¡ LSUHEUA U'› 
f\`E›?l| k U 9 4(_.l-*LI ) N Lv N 
rÚHmñT‹:I4) 
1F(N1.hü.0) UU IU 410 
|O=¢flI~1›lH 
rr=NxH ` 
!P=|U"H 
Uu uu 415
_ 
NHITEK/1130) ._ 
rUHmfir(bx,'unbfiJâ nwâuâw uurfifi uuNvâr',;x-'1 ~ ó1n 0 ~ mau › 
REAn‹m›1:5›Nuu 
. rUHnA|<11› 
' 1F(NVC.tU.1J UU IU 160 
mf. I`LIiâ'N
. 
tilítf .
à
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