The problem of classical data compression when the decoder has quantum side information at his disposal is considered. This is a quantum generalization of the classical Slepian-Wolf theorem. The optimal compression rate is found to be H(X) − χ where H(X) is the Shannon entropy of the source and χ is the Holevo quantity of the ensemble describing the classicalquantum correlations between the source and the side information.
Generalizing classical information theory to the quantum setting has had varying success depending on the type of problem considered. Quantum problems hitherto solved (in the sense of Shannon theory) may be divided into three classes. The first comprises (pure) bipartite entanglement manipulation, such as Schumacher compression [1] and entanglement concentration/dilution [2, 3, 4] , and their tractability is due to the formal similarities between random variables and the Schmidt decomposition of bipartite states. The second is the class of "partially quantum" problems, where only one of the "terminals" in the problem is quantum and the others are classical. The simplest example is the Holevo-Schumacher-Westmoreland (HSW) theorem [5] , which deals with the capacity of a c-q (classical-quantum) channel. This carries over to the multiterminal case involving many classical senders and one quantum receiver [6] . Then we have Winter's measurement compression theorem [7] , and remote state preparation [8, 9, 10] . These two may be thought of as simulating q-c (quantum-classical) and c-q channels, respectively. Another recent discovery has been quantum data compression with classical side-information available to both the encoder and decoder [11] , generalizing the "rate-entropy" curve of [10] to arbitrary pure state ensembles. The third class is that of entanglement assisted quantum communication, such as the entanglement-assisted capacity theorem [12] and its reverse -that of simulating quantum channels in the presence of entanglement [13] . These rely on methods of c-q channel coding combined with superdense coding [14] , and q-c channel simulation combined with quantum teleportation [15] , respectively. The problem addressed here belongs to the second class and concerns classical data compression with quantum side-information. We shall refer to it as the partially quantum Slepian-Wolf (PQSW) problem in analogy to its classical counterpart [16] .
The PQSW problem is defined as follows. The decoder Bob has some quantum data correlated with the encoder Alice's classical data. Such correlations, described by some ensemble E = (X, ρ X ), come about, for example, when Bob holds (generally mixed) quantum states resulting from a preparation or measurement done by Alice. Here X is a classical random variable defined on a set X of size a, with probability distribution {p(x) : x ∈ X }. The ρ x are density operators on a d-dimensional Hilbert space H. With probability p(x) the classical index and quantum state take on values x and ρ x , respectively. Define the average density operator ρ = Eρ X = x p(x)ρ x , the average von Neumann entropy S = ES(ρ X ), where S(σ) = −trσ log σ, and the Holevo quantity χ = S(ρ)− S of the ensemble. We consider the situation where Alice and Bob share a large number n of replicas of E. Alice possesses knowledge of the index x n = x 1 x 2 . . . x n , but not the quantum system locally decried by ρ x n = ρ x1 ⊗ρ x2 · · ·⊗ρ xn , and Bob has the quantum system at his disposal but not the classical index. Note that this does not necessarily imply that Alice can prepare a replica of Bob's state since it will typically be entangled with other systems. Alice wishes to convey the information contained in the index x n to Bob almost perfectly, using a minimal amount of classical communication. Without Bob possessing the quantum information, she would need to send ≈ nH(X) classical bits, where H(X) = − x p(x) log p(x) is the Shannon entropy of X. The question is: can they reduce the communication cost by making use of Bob's quantum information? A trivial example is when the members of the ensemble are mutually orthogonal, in which case Bob would be able to perfectly distinguish among them by performing an appropriate measurement, and no classical communication would be required. An intermediate case is provided by the BB84 [17] ensemble E BB84 . Taking {|0 , |1 } to be the standard qubit basis, define |± = 1 √ 2 (|0 ± |1 ). E BB84 assigns a probability of 1 4 to each of |0 , |1 , |+ and |− , so that 2 bits are required to describe Alice's classical data. However, she needs to send only 1 bit indicating the basis {|0 , |1 } or {|+ , |− } in which Bob should perform his measurement. The measurement unambiguously reveals the identity of the chosen state without disturbing it. This example is a one-shot paradigm for the general case. A single copy of a general ensemble E does not have this property of being decomposable into subensembles with mutually orthogonal elements. However, the superensemble E n consisting of a large number of copies of E does satisfy this condition approximately. Since the problem is formulated as an asymptotic and approximate one, this will suffice for our purposes. We shall show that Alice may reduce her communication cost by at most ≈ nχ, and describe a protocol that achieves this. We proceed to formally define the coding procedure. An (n, R) PQSW code consists of
nR , by which Alice encodes her classical message X n into the index
• a decoding map g :
n that provides Bob with an estimateX n = g(I 0 , J 0 ) of X n based on I 0 and the outcome J 0 ∈ [N ] of the POVM Λ I0 applied to Bob's quantum state ρ X n . The rate R signifies the number of bits per copy needed to encode the index I 0 . The error probability is defined as P (n) e = P r(X n = X n ). As for Bob's residual stateρ x n , define its disturbance relative to ρ x n conditional upon the success of the protocol (i.e.
We shall prove the following theorem.
Theorem 1 (PQSW Theorem) Given an ensemble E, there exists a sequence of (n, R) PQSW codes with error probability P The "if" part of the proof is called the direct coding theorem, and the "only if" part is called the converse. The proof of Theorem 1 is the central result of the paper and will be given later.
First, we discuss the relation to the classical problem. For this purpose, a fruitful way to treat partially quantum correlations is in the "Church of the larger Hilbert space" formulation. We may formally represent Alice's classical and Bob's quantum information as a joint quantum state (cf. [11] )
In order to parallel the classical information theoretical quantities we define H(A) ≡ S(ρ A ), with ρ A = tr B ρ AB , and analogously for H(AB) and H(B). Further define
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The achievable rate region for the classical Slepian-Wolf problem.
I(A; B) = H(A) + H(B) − H(AB)
It is easy to see that χ = I(A; B) and H(X) − χ = H(A|B).
The classical Slepian-Wolf problem is usually formulated as a three terminal problem. We are given two correlated sources described by the random variables A and B, in the possession of Alice and Bob, respectively. They encode their sources separately and send them to Charlie at rates R 1 and R 2 , respectively, who decodes them jointly. One may now ask about the achievable rate region (R 1 , R 2 ). The answer is given by
as shown in Figure 1 . It suffices to show the achievability of the points (H(A), H(B|A)) and (H(A|B), H(B)), since the rest of the region follows by time sharing. One conceivable quantum generalization of this result would be to have A be classical and B quantum, as in (1). Indeed, Theorem 1 implies the achievability of the point (H(A|B), H(B)), since Bob may Schumacher compress his quantum system and send it to Charlie at a qubit rate of H(B) = S(ρ), who then uses it as quantum side information, so that Alice needs to send classical information at a bit rate of H(A|B) = H(X) − χ. Furthermore, after having used the quantum side information for this purpose, with high probability it will remain basically intact. As for the other point (H(A), H(B|A)), the classical result does not carry over. Since Bob does not have access to the classical index corresponding to his quantum states, this reduces to the problem of blind compression of a quantum source, which is known to require a qubit rate of H(B) unless the source has certain redundancies [18] . An R 2 rate of H(B|A) is only achievable in the classical limit of mutually orthogonal ensemble states. This is why the partially quantum generalization of the Slepian-Wolf theorem amounts to classical data compression with quantum side information.
Before launching into the proof of Theorem 1, we give a heuristic motivation for it. Let us recall typical sequences and subspaces and their properties. The theorem of typical sequences states that given random variable X, for any ǫ > 0, δ > 0 and sufficiently large n > n 0 (a, ǫ, δ) there exists a typical set T δ (X) of sequences of length n such that
and P r(X n ∈ T δ (X)) > 1−ǫ. Typical sequences are those in which the fraction of a given letter x is approximated by its probability p(x), and the law of large numbers guarantees that such sequences will occur with high probability. Thus one need worry only about encoding typical sequences. The quantum analogue of the typical set is the typical subspace T δ (ρ) of H ⊗n , defined for a density operator ρ in a d-dimensional Hilbert space H, which satisfies
and trρ ⊗n Π δ (ρ) > 1 − ǫ, where Π δ (ρ) is the projector onto T δ (ρ). Finally, for an ensemble E = (X, ρ X ) and a particular sequence x n ∈ T δ (p) we define the conditionally typical subspace T δ (x n , E) in the following way. The Hilbert space H ⊗n can be decomposed into a tensor product x H x with H x collecting all the factors k such that x k = x. Then the conditionally typical subspace is the tensor product of the δ a -typical subspaces of the H x with respect to ρ x . It follows that
and trρ x n Π δ (x n , E) > 1 − aǫ, where Π δ (x n , E) is the projector onto T δ (x n , E). The latter means that the trace decreasing measurement given by Π δ (x n , E) will succeed with high probability when applied to the state ρ x n . One would like to construct a POVM out of such conditionally typical projectors for different x n belonging to some set C in order to distinguish between them. Since the T δ (x n , E) are approximately contained in T δ (ρ) [19] , the task is, roughly speaking, to "pack" the T δ (x n , E), x n ∈ C into the typical subspace T δ (ρ). The former have dimension . = 2 nS and the latter has dimension . = 2 nS(ρ) , hence one expects |C| to be at most . = 2 n(S(ρ)−S) = 2 nχ . This is the basic content of the HSW theorem, or noisy c-q channel theorem, although the actual POVM construction is rather more subtle [5] . Accordingly C is called a channel code. Here we take one step further and ask about the minimal number of disjoint channel codes that "cover" the typical input set T δ (X). The size of T δ (X) is . = 2 nH(X) and hence the number of codes needed should be . = 2 n(H(X)−χ) . Now Alice need only send information about which code her source sequence x n belongs to, and Bob can perform the appropriate measurement to distinguish it from the other sequences in that code, as in the one-shot BB84 example. The described construction is depicted in Figure 2 .
To prove Theorem 1 we shall need some background on channel codes. For a given ensemble E, a channel code C is defined as a subset of X n and is associated with a set Λ of of positive operators {Λ x n : x n ∈ C} acting on H ⊗n and satisfying the sub-POVM condition x n ∈C Λ x n ≤ 1. The latter is easily made into a full POVM by including the "failure" element Λ f = 1 − x n ∈C Λ x n . The rate of the channel code is defined as r = 1 n log |C|. The error probability of a given
We shall need the following version of the c-q channel coding theorem [19] :
Theorem 2 (Winter [19] , Theorem 10) For all η, ǫ, δ ∈ (0, 1), sufficiently large n > n 1 (a, d, η, ǫ, δ) and every subset A ∈ X n with P r(x n ∈ A) ≥ η there exists an (n, ǫ) channel code C of rate r ≥ χ − δ satisfying C ⊂ A.
The C ⊂ A condition is a very strong one and will allow us to easily prove the quantum-classical Slepian-Wolf theorem following a standard classical argument of Csiszár and Körner [20] .
Proof of Theorem 1 (achievability) Fixing 0 < ǫ < 1 2 and δ > 0 we shall first show that for sufficiently large n there exists a family of disjoint channel codes {C 1 , C 2 , . . . , C M−1 } such that . . .
Figure 2: A simple counting argument for the optimal PQSW rate. and 1 n log M ≤ H(X) − χ + 2δ, thus upper bounding the number of channel codes needed to cover most of the high probability sequences. Fix 0 < ǫ < 1 2 and δ > 0, and recall that for n > n 0 (a, ǫ, δ) we have P r(X n ∈ T δ (p)) > 1 − ǫ. By Theorem 2 we also have that for n > n 1 (a, d, ǫ, ǫ, δ) and every subset A ∈ X n with P r(x n ∈ A) ≥ ǫ there exists an (n, ǫ) code of rate r ≥ χ − δ satisfying C ⊂ A. We choose n > max{n 0 , n 1 } so that both conditions are satisfied. The idea is to keep constructing disjoint codes from T δ (X) for as long as Theorem 2 allows. Define A 1 = T δ (X), and let C 1 ⊂ A 1 be an (n, ǫ) code as specified by Theorem 2. Recursively construct in a similar manner C i ⊂ A i where A i = T δ (X) − i j=1 C j , which will also satisfy the conditions of the theorem as long as P r(x n ∈ A i ) ≥ ǫ. Suppose the construction stops at i = M , i.e. P r(x n ∈ A M ) ≤ ǫ . Then we have
On the other hand
The mapping f is now defined as
The latter case, which signifies an encoding error, happens with probability ≤ 2ǫ by (2) . The only other potential source of error comes from the channel codes and is ≤ ǫ by construction. Thus P (n) e ≤ 3ǫ. Finally, Winter's "tender operator" lemma [19] , which states that a POVM element that is likely to occur on a given state cannot disturb it much, guarantees that when the channel codes succeed the distortion is bounded by √ 8ǫ. The direct coding theorem follows. Proof of Theorem 1 (converse) We need to prove that any sequence of (n, R) PQSW codes of fixed rate R and increasing n such that P (n) e → 0 must satisfy R ≥ H(X) − χ. Intuitively, this is because by Holevo's theorem [21] the amount of information about X n one can extract from the quantum state ρ X n is bounded from above by nχ. Recall that Bob makes an estimateX n = g(I 0 , J 0 ) of X n based on I 0 = f (X n ) and the measurement outcome J 0 . Then Fano's inequality [22] states that H(
log(a n − 1), where h 2 (p) = −p log p − (1 − p) log(1 − p). This inequality is interpreted as: "Given I 0 J 0 one can specify X n by saying whether or not it is equal to g(I 0 , J 0 ) and if not, specifying which of the remaining a n − 1 values it has taken". Observe the following set of inequalities:
The first inequality follows trivially from I 0 ∈ [2 nR ] and Holevo's theorem. The second comes from the non-negativity of mutual information and conditional entropy. The final one is a consequence of Fano's inequality. Thus P (n) e → 0 implies R ≥ H(X) − χ, as claimed.
An alternative way to demonstrate the converse uses a recent result on remote state preparation [8] according to which Alice may remotely prepare, with asymptotically perfect fidelity, states drawn from a given ensemble E in Bob's lab using shared entanglement and forward classical communication at rates of S(ρ) ebits and χ bits, respectively. Let us assume that the converse fails, i.e. that it is possible to achieve a PQSW rate R < H(X) − χ. Then with the help of entanglement she would be able to convey X at a classical rate which is less than H(X), by first remotely preparing the quantum information then performing the PQSW protocol. We know, however, that entanglement can in no way increase the capacity of a classical channel, e.g. by [12] .
Finally, we would like to comment on a connection to Winter's measurement compression theorem [7] . Suppose Alice needs to perform a measurement given by the operation elements { 2 |− −|} on a quantum system described by the uniform density matrix. She would then need 2 classical bits to convey the outcome to Bob. Equivalently she can use 1 bit of shared randomness between her and Bob to decide which of the two measurements {|0 0|, |1 1|} or {|+ +|, |− −|} she should perform, and send him only 1 bit describing the outcome. For a general source-POVM pair (ρ, Λ), define the measurement outcome random variable X, P r(X = x) = trρΛ x , density operatorsρ x = ρ 1 2 Λ x ρ 1 2 /trρΛ x , and ensemble E = (X,ρ X ). Then, by [7] , in an asymptotic and approximate setting the classical communication and shared randomness cost become χ and H(X) − χ, respectively. The origin of these quantities may be traced to a diagram similar to the one depicted in Fig. 2 , with the difference that both signs should read "COVERING".
Coding with side information is an unexplored and potentially rich area of quantum information theory. We have presented here an important member of this class of problems, providing yet another example of classical Shannon theory generalizing to the quantum domain.
