Dissipative processes abound in most areas of sciences and can often be abstractly written as ∂tz = K(z)δS(z)/δz, which is a gradient flow of the entropy S. Although various techniques have been developed to compute the entropy, the calculation of the operator K from underlying particle models is a major long-standing challenge. Here, we present a strategy to compute discretizations of K from particle fluctuations via an infinitedimensional fluctuation-dissipation relation, provided the particles are in local equilibrium with Gaussian fluctuations. A salient feature of the method is that K can be fully pre-computed, enabling macroscopic simulations of arbitrary admissible initial data, without any need of further particle simulations. We test this coarse-graining procedure for a zerorange process in one space dimension and obtain an excellent agreement with the analytical solution for the macroscopic density evolution.
The art of modelling faces a deep gulf between macroscopic continuum models that are efficiently computable, although typically riddled with phenomenology, and lower scale atomistic/particle simulations, which are of higher physical fidelity, yet often exceedingly costly for real-life applications. Bridging this gulf has been a major research endeavor in many disciplines, e.g. mathematics, physics or chemistry, leading to numerous coarse-graining strategies. Some prominent examples to determine the macroscopic evolution include methods based on projection operators [20] , multiscale techniques [1] , equation-free methods [12] and information-theoretic approaches [18] ; see also [9] for a review of mathematical approaches. However, few rigorous results are available, notably from hydrodynamic limit theory [13] or strategies as in [2] . This topic belongs Kργa, γ b Figure 1 : Sketch of the proposed computational strategy to determine the dissipative operator K in discretized form, using basis functions {γ(x)}, for the specific case of a density field ρ.
to the vast field of macroscopic evolution discovery, for example via dimension reduction [24, 3] and machine learning techniques [23, 21] , just to mention a few recent approaches.
Here, we propose a fundamentally distinct approach to coarse-grain the entire evolution for a wide range of dissipative particle processes. The methodology, which is sketched in Fig. 1 for a mass diffusion problem, numerically computes the macroscopic evolution operator from the underlying field fluctuations, and presents three main attractive features. Firstly, the operator can be completely pre-computed, enabling continuum simulations that do not require concurrent particle calculations. Secondly, the method presented here computes the operator fully-not only parameters-and does not require a library of pre-existing operators. Thirdly, the computation of the operator only requires the fluctuations of the macroscopic fields, which could in principle be determined experimentally. The first feature distinguishes this approach from existing multi-scale techniques and equation-free methods, while the second one differentiates it from machine learning approaches.
Outline of the approach
A key assumption underlying the proposed strategy is that the macroscopic evolution in 'thermodynamic' form can be written as
where z = z(x, t) is the field of interest, S is the entropy of the system, δS(z) δz its variational derivative and K z is a symmetric positive semi-definite operator; we write K z to emphasize that K depends on z. On the level of nonequilibrium thermodynamics/mechanics, Eq. 1 describes a wide range of evolution equations. Namely, Eq. 1 is the purely dissipative part of
which is the General Equation for Nonequilibrium Irreversible-Reversible Coupling ('GENERIC' formalism) [20] ; here E denotes the total energy of the system.
The specific question addressed in this paper is the following: given a particle model that leads, in a suitable scaling limit of infinitely many particles, to an equation of the form Eq. 1, how can we determine the operator K z purely from the observation of finitely many particles? We focus on K z since the computation of δS(z) δz can, in many situations, be accomplished by standard free energy computations [15] .
The key observation is that the evolution of a large, yet finite number of particles, can often be formally described by a stochastic partial differential equation of the form
whereẆ x,t is a space-time white noise and the equation is to be interpreted in Itô sense, in a weak formulation. This is the fluctuating hydrodynamics equation associated with Eq. 1, see [7, Section 6] and [20, Chapter 1] . Eq. 3 is an infinite-dimensional fluctuation-dissipation relation, with the fluctuation operator √ 2K z acting on the noise. As a simple example, the evolution of N random walkers X i on a lattice described by ρ := 1 N N i=1 δ Xi is given by Dean's equation [4] (N = C/ , being the individual lattice site volume and C a constant)
where S(ρ) = − ρ log(ρ) dx is the Boltzmann entropy in dimensionless units; K ρ is the operator K(ρ)ξ = − div(Dρ∇ξ), and the stochastic term is an incarnation of the noise term in Eq. 3 -see [22] for the calculation of K ρ in this case.
There is a wide range of applications of Eq. 3 and its extension to a stochastic version of Eq. 2, for example, nonequilibrium bacterial dynamics [26, Eq. (71) ], (8) and (20)] and liquid film theory [11, Eq. (19) ]; see [5] for connections to dynamic density functional theory.
The origin of the stochastic term in Eq. 3 relies on an infinite-dimensional fluctuation-dissipation relation. Namely, this relation links the dissipative and the fluctuation operator, K z and σ z := √ √ 2K z via the identity
whose finite dimensional counterpart has long being used to extract transport coefficients. See, for example, the monographs [25, 27, 14] , and the articles [8, Section 3], [19] for fluctuation-dissipation relations. We here harness Eq. 5 to numerically compute a discretized version of the operator K z from particle data. The precise numerical procedure is explained in the next section.
Numerical procedure
We consider an approximation of the macroscopic field z and its associated thermodynamic force F := δS/δz of the form z(x, t) ≈ a z a (t)γ a (x) and
, where {γ a } is a suitable basis of functions. The weak form of the evolution equation Eq. 1 then reads
where the matrix K z γ a , γ b represents a discretization of the unknown operator. In analogy to the quadratic variation formula for the stochastic ODE dX = f dt + √ σ dW t in dimension n, where
the element K z γ a , γ b can be related to the covariation of the rescaled local fluctuations as
where Y γ is the limit of z − z, γ / √ and z = E[z ]; this follows from Eq. 1 and Eq. 3 using arguments similar as in [6] , where the quadratic variation of the fluctuations for a specific operator (the Wasserstein operator) is computed. For completeness, the proof of Eq. 7 is given in the Appendix.
We now discuss the basis functions γ and the z-dependence of K z in Eq. 6. We consider functions γ with local support and assume that K z is a local and regular operator such that a Taylor approximation in z can be employed (these assumptions are satisfied for a wide range of operators and a suitable choice of z). Then, a numerical approximation of the right-hand side of Eq. 6 is
for sufficiently high order of the Taylor expansion and suitable basis functions; here z a = z(x a ), where x a the mid-point of γ a , see Fig 2, and ∇ is the spatial gradient. We remark that the assumption of locality of the operator can be numerically probed, by evaluating K z γ a , γ b for functions γ a and γ b with nonoverlapping support.
In practice, the calculation of K (za+∇z|a(x−xa)+...) γ a , γ b in Eq. 8 as a function of z a , ∇z| a , . . . is implemented for a discretized space V discr , i.e., for finitely many values of z a , ∇z| a , . . . within a prescribed range (see Fig. 2 for z := ρ, and the space V given by ρ and ∇ρ). This is obtained via Eq. 7 from particle data (finite ), for small but finite h, and expectations are approximated as averages over R realizations. The resulting discrete operator is then interpolated in V to perform continuum simulations with Eq. 6 and Eq. 8, for arbitrary initial conditions and Dirichlet boundary data. Although the pre-calculation of K z is a laborious procedure requiring an extensive number of simulations (of the order of R × size of discrete space V discr ), these are trivially parallelizable and only executed over a small time interval. Moreover, once the operator is computed, the macroscopic simulations can be run without any further particle simulations.
Computational results
We now demonstrate the applicability of this coarse-graining strategy with an illustrative example, where the the analytical solution is known. Specifically, we consider a symmetric zero-range process (ZRP) in a one-dimensional lattice. Here, particles jump with a rate g(k) = k 2 , where k is the occupation number of the specific site, see Fig. 2 . This particle process can be efficiently simulated using a Lattice Kinetic Monte Carlo approach, and, in the limit of infinite tini tprep t0 t0 + h State space Figure 3 : Sketch of the strategy used to generate R = R 1 R 2 realizations to examine density fluctuations at times t 0 and t 0 + h. In the sketch R 1 = 2 and R 2 = 4.
number of particles ( → 0), the density profile evolves according to the PDE
where I i are the modified Bessel functions of the first kind and Z is the partition function; see [10, 6] for the derivation. It follows from Eq. 9 that the thermodynamic force is F = δS/δρ = − log (2m(ρ)). We choose linear finite element shape functions, γ a (x b ) = δ ab (see Fig. 2 ), which leads to a tri-diagonal matrix for K ρ γ a , γ b and a linear approximation
we remark this choice is an assumption made a priori on K ρ and can in principle be generalized to higher-order elements and Taylor approximations. To evaluate K (ρa+∇ρ|a(x−xa)) γ a , γ b with a ∈ {b − 1, b, b + 1} for a point (ρ a , ∇ρ| a ) in V discr we proceed as follows. The particle model is first initialized (t = t ini ) with a site occupancy that approximates the desired profile ρ(x) = ρ a + ∇ρ| a (x − x a ), see Fig. 2 . The system is then evolved until a time t prep to reach local equilibrium. This time interval is in practice much larger than h, yet macroscopically small, leading to negligible changes of the macroscopic profile. In order to reduce the computational cost for generating multiple realizations R, we use the following strategy of [6] , sketched in Fig. 3 : between t = t ini and t = t prep , R 1 realizations are launched, and, for each of the resulting particle configurations at t = t prep , R 2 realizations are simulated until time t 0 , where t prep − t ini t 0 − t prep h. This procedure delivers a total of R = R 1 R 2 microscopic configurations, which all correspond to the same macroscopic linear profile. These are evolved for a short time interval h, and are then used to estimate the right hand side of Eq. 7. This procedure to generate multiple realizations proved to save significant computational cost while maintaining sufficient accuracy of the desired expectations. Figure 4 shows the chosen discrete set V discr and resulting entries for the operator, stemming from simulations with flat profiles with ρ a ∈ [4 : 0.1 : 10] and linear profiles with ∇ρ| a ∈ ±[1 : 1 : 19] . For each profile, R = R 1 R 2 = 400 · 2000 particle simulations are performed over the unit interval, with = 1/5000, and time intervals t prep − t ini = 4 × 10 −6 , t 0 − t prep = 4 × 10 −9 and h = 4 × 10 −11 . In addition, 40 shape functions γ a are considered, which results in 125 lattice sites within the support of each function γ a . A least square fit with second order polynomials in (ρ a , ∇ρ| a ) finally extends the definition of the operator from V discr to V . This discretized operator can now be utilized to compute the continuum evolution for arbitrary initial profiles. Figure 5 shows two of such evolutions, where an explicit time discretization scheme has been used. The left figure depicts the time progression of a cosine initial profile with periodic boundary conditions, whose density and gradient lie within the bounds of the probed region in V , while the right figure considers a non-symmetric initial density with fixed Dirichlet data extrapolating beyond this region. The full temporal evolution in movie format can be found as Movie 1 and Movie 2 [16] . To probe the accuracy of the operator, the analytical thermodynamic force obtained from Eq. 9 was used in these calculations. The results show a very good agreement between Figure 5 : Comparisons between the particle-based solution (blue) and the analytic solution (orange) for different initial and boundary conditions. Left: Periodic boundary conditions. Right: Inhomogeneous Dirichlet data.
the particle-informed evolution and the solution of the PDE given explicitly by Eq. 9 with an identical spatio-temporal discretization scheme; only for long times, small differences become noticeable in the left figure. The reason for this discrepancy is that each matrix component of K ρ γ a , γ b is fitted independently from the others, so mass is not exactly conserved, in contrast to what the particle process implies. To overcome this, one can impose the mass conservation constraint in the fitting process by ensuring that the entries in each column add up to 0. Figure 6 shows that this results in outstandingly accurate profiles for the entire temporal evolution, even if the size of V discr is reduced by about two orders of magnitude compared to the unconstrained computation, 77 versus 6111 data points (compare Fig. 4 top left and Fig. 6 left) . The full temporal evolution in movie format can be found as Movie 3 [16] .
We further remark that the tabulated discrete operator can provide insight in its differential form, at least for simple cases. In particular, for the zero-range process studied, whose PDE can be written as ∂ t ρ = − div (m(ρ)∇F ) = −m∆F − ∇m∇F , see Eq. 9, the discrete operator reveals a structure of the form
ba (ρ a , ∇ρ| a ), (11) where the ratio of the coefficients result in a stencil of K (1) equal to −1, 1.99936, −0.99936, up to a constant, which may be identified with the Laplacian; and a stencil of K (2) equal to −1, 0.0031, 0.99691, which corresponds to the gradient. These stencils are obtained from the constrained fitting method, noting that the discretized operator is symmetric up to higher order terms. The structure of the right hand side of the evolution equation is thus recovered.
Concluding remarks
This is, to the best of our knowledge, the first time that a dissipative PDE has been numerically recovered from particles using a physics-based approach, in this case, an infinite-dimensional fluctuation-dissipation relation. We note that the required assumptions are only threefold: a particle model which, for finitely many particles, is described by Eq. 3, and local equilibrium and Gaussian fluctuations for the nonequilibrium evolutions to be modeled. The example studied here can serve as a blueprint for the study of wide spectrum of dissipative phenomena, with applications ranging from two-phase flow over chemotaxis in heterogeneous environment to protein diffusion in membranes. Such investigations should be complemented by a rigorous numerical analysis of convergence and rates. These questions are beyond the scope of the present study and will be the subject of future investigations.
Appendix: Covariance of the fluctuations
We now provide a proof of the relation
used to compute the discretized operator from the rescaled local fluctuations Y γ , defined as the stochastic limit of Y γ = 1 √ z − z, γ as → 0. The proof follows a similar argument to that in [6] , where the variation of the fluctuations for a specific operator is computed.
From the equations for z and z = E[z ], cf. Eq. 1 and Eq. 3 of the article, the rescaled fluctuations follow
where Y is the limit of (z − z)/ √ and M z is a linear operator acting on Y , depending on z, such that M z Y is the limit of (K z DS(z ) − K z DS(z)) / √ . Additionally, by Itô's formula, the function
Then, the expectation appearing on the right hand side of Eq. 12, can be written as 
which we proceed to show. By Hölder's and Young's inequality
and analogously for E 2K z γ j , γ j ds (18) with j = a or b. From Eq. 15, Eq. 16 and Eq. 17 for γ a = γ b = γ j , it follows thatŻ j (t) ≤ Z j (t) + R j (t), with R j (t) continuous. By Gronwall's lemma Z j (t) ≤ e 
and, since R j (h) = O(h), Z j (t 0 + h) = O(h 2 ). Then, using the previous to last inequality in Eq. 17,
Similarly,
which leads to Eq. 16, concluding the proof.
