+ 3, where is the second minimum support weight of a code, provided the weight enumerator of the dual code is known.
Proof:
We have (y y yjx x x): (6) As C1 [ C2 is distance-invariant, (5) implies that 
Substituting (7) and (8) into (6) Equations (1) and (2) which are essentially Theorems 1 and 11 in [1] readily follow from Theorem 1 by taking C1 [ C2 to be equal to Vn and V n;w , respectively. Clearly, we have P ue (V n ; p) = 1 0 (1 0 p) n which gives (1) . Furthermore, it is easy to check that This expression, although more elementary than f n;w (p), can be shown to equal the latter to yield (2), see [2] .
The condition that C1 [ C2 being distance-invariant is necessary in general for Theorem 1 to hold. Indeed, let C 1 and C 2 be the (5; 2) 2 codes given by C 1 = f00000;00011g and C 2 = f00101;11011g:
It is straightforward to check that In fact, if C 1 [ C 2 is not distance-invariant, then one should not expect any relation between the undetected error probabilities of C1, C 2 , and C 1 [ C 2 , that depend on nothing else besides their sizes and lengths, to hold in general. We show this by an example that makes use of the codes C1 and C2 of the previous paragraph. Let C 0 2 be the 
I. INTRODUCTION
We have observed some recent interest in the support weight distributions, particularly those of self-dual codes [2] , [7] . Possibly, these parameters may lead to nonexistence proofs, finally determining the highest minimum distance of self-dual codes with certain lengths. The original motivation for introducing the support weight distribution was to compute the weight enumerator for certain infinite classes of cyclic codes [3] . The weight enumerator, in turn, is used for the computation of error probabilities in error-control systems.
Kløve has previously shown how to compute the support weight distribution A r i ,providedthatweknow A r i for r 0 r ofthe dual code. Thisresultappearedfirstin [5] andwasformulatedasageneralizedMacWilliams identity in [6] . A different proof of this result appeared in [9] .
In [8] ,weexplored arelationbetweenacodeandtheprojective multiset correspondingtothedualcode.Inthesequel,wewillusethisrelationtodeterminesupportweightdistributionsofhighorders.Whereaspreviousresults rely on solving a large set of equations, the MacWilliams-type identities, we find formulas which are faster to compute.
We hope that this will take us one step closer toward the complete determination of support weight distributions of some self-dual codes, for instance, 
II. PROJECTIVE MULTISETS AND DUALITY
There is a well-studied correspondence between projective multisets and linear codes. In its easiest description, the projective multiset is obtained by taking the columns of some generator matrix of the code, counting multiplicities [4] . We will keep this description in mind, but still develop a more mathematically rigorous description, which will aid us in the study of duality. This description follows the one presented in [8] .
A. Vectors, Codes, and Multisets
A multiset is a collection of elements which are not necessarily distinct. More formally, we define a multiset on a set S as a map : S ! f0; 1; 2; ... is the value (S). We will be concerned with multisets of vectors. We will always keep the informal view of as a collection in mind.
We consider a fixed finite field q with q elements. A message word is a k-tuple over q , while a codeword is an n-tuple over q . Let be a vector space of dimension k (the message space), and a vector space of dimension n (the ambient space). The generator matrix G gives a linear, injective transformation G : ! , and the code C is simply the image under G.
The columns of G form a multiset C on . Two codes are said to be permutation equivalent if one is obtained from the other by reordering the columns of the generator matrix, and thus C defines C up to permutation equivalence. Two codes are also equivalent if one can be obtained from the other by replacing acolumn g g g of G by g g g for some nonzero scalar . Hence, the code C can alternatively be defined by the projective multiset 0 C obtained by mapping C into (k01;q), the projective geometry of dimension k 0 1 over q .
We Given a collection fs 1 ; s 2 ; ...;s m g of vectors and/or subsets of a vector space , we write hs 1 ; s 2 ; ...;s m i for its span. In other words, hs1;s2; ...;smi is the intersection of all subspaces containing s 1 ; s 2 ; ...;s m . The support weight distribution of C is the set of parameters fA r i (C) : i = 1; ...;n; r = 0; ...;kg, where A r i (C) is the number of r-dimensional subcodes of weight i.
B. Weights
The following lemma was proved in [4] , and the remark is a simple consequence of the proof.
Lemma 2:
There is a one-to-one correspondence between subcodes D C of dimension r and subspaces U of codimension r, such that C (U) = n 0 w(D).
Remark 1: Consider two subcodes D1 and D2, and the corresponding subspaces U 1 and U 2 . We have that D 1 D 2 is equivalent to U2 U1.
We define d k0r ( C ) such that n 0 d k0r ( C ) is the largest value of an r-space Vr . From Lemma 2, we get the following corollary.
Corrollary 1:
If C is a linear code and C is the corresponding multiset, then di(C) = di(C).
C. Projective Spaces and Multisets
A submultiset 0 is a multiset with the property that 0 (x) (x) for all x. If is a multiset on some vector space , we define a cross section of to be the restriction jU to some subspace U .
Cross sections of projective multisets are defined in the same way.
In some cases, it is easier to deal with cross sections and their sizes Hence, if 5m has maximum value, then C 0 is (k 0 1 0 m1 + m 0 2)-MDS. Note that C 0 can be viewed as a subcode of C [1] .
D. Duality
Write 
III. THE NEW RESULTS
The following theorem was proved in [5] . 
(X) := # r i (X).

A. Subspaces of Maximum Value
If C is an [n; n 0 1] code, there is a unique s such that s (C) = 2, and i(C) = 1 for i 6 = s. Clearly, m1(C) = s. In this case, we call C an [n; n 0 1] code of Type s.
Lemma 6: Let C be a projective multiset defining an [n; n 0 1] code C of Type s. Then there is a unique s-space 5 s of value s + 2.
Proof: There exists at least one such s-space since s = m 1 = 1s(C) 0 2. Suppose there are two distinct s-spaces 21 and 22 of value s + 2. Let i be the dimension of 2 := 2 1 \ 2 2 . Clearly, i < s and thus C (2) i + 1. We get (h21; 22i) 2(s + 2) 0 (i + 1) = 2s 0 i + 3 but dim h2 1 ; 2 2 i = 2s 0 i = 2s 0 i so (h21; 22i) 12s0i(C) = 2s 0 i + 2:
The lemma follows by contradiction.
There is only one [n; n 0 1] code of Type s up to equivalence. The corresponding projective multiset is obtained by taking a frame for a projective s-space and then adding projectively independent points to obtain an (n 0 2)-space. Hence the result.
B. When n = k + 1
In this subsection, we study an [n; n 01] code C of Type s. We will need the number F(j; n; s) := U n03 j (II) for C in the later sections. We obviously have that F(j; n; s) = 0if j n01. When n = s+2, Proof: Note that if n = s + 2, the lemma reduces to (4).
We consider the projective space (n 0 2;q). We want to find the number F(i; n; s) of hyperplanes of value i and Type II. Consider an arbitrary such hyperplane 5. There is a unique s-space 2 (n 0 2;q) of value s + 2. Every hyperplane must meet 2 in a subspace of dimension s 01 or more. Since 5 has Type II, 2 0 := 2\5 is exactly an (s 0 1)-space. Let j = C (2 0 ). Given j (0 j s), there are F(j;s + 2;s) ways to choose 2 0 . Let 5 0 5 be the smallest subspace of value i and containing 2 0 . Given 2 0 , we find 5 0 by choosing i 0 j points among the n 0 s 0 2 points of positive value not contained in 2. 
C. Other Subspaces
Now we return to the general [n; k] code C, in order to determine V r j for j r + 1. For i > j, we have U j01
i (II) = 0.
Proof: We consider all the n j possible ways to chose a set S of j points of positive value. To find U j01 j (II), we must subtract the number of cases where these j points generate a subspace of Type I.
Since j 0 1 < m2, we have three cases: 1) dim hSi = j 0 1 and C (hSi) = j (Type II); 2) dim hSi = j 0 2 and C(hSi) = j (Type I); 3) dim hSi = j 0 1 and C (hSi) = j + 1 (Type I).
The number of sets S giving the first case is U j01 j (II), while for the second case, it is U j02 j (I). The third case is more difficult, because S does not contain all points of positive value in hSi. Suppose hSi has Type s. Then hSi can be chosen in U j01 j+1 (I(s)) different ways. There is one point x 6 2 S of positive value in hSi, and x must be contained in the unique s-space 5s hSi of value s + 2. Moreover, x can be any point of positive value in 5 s , hence, there are s + 2 different choices for S giving the same hSi of the third case. This gives the lemma. Let (r1;v1;X1; r2; v2; X2) = f(5 1 ; 5 2 ) j 5 1 5 2 ; 5 j 2 r v (X j );j = 1; 2g: We will write v j = 3 (resp., X j = 3) when we allow any value of v j (resp., Xj ). 
Clearly, we have that # (r 0 1;j;II; r; j; I) = 0;
and if we combine this with with (6) and (7), we get Proof: This is simply a rephrase of Lemma 10.
If we combine all the results of this correspondence, we get the following theorem as a conclusion. provided the second support weight distribution of C ? is known. We have omitted these results, because they would be too tedious, without adding significantly to the understanding of the subject.
To go below k + 3 0 2d ? 1 is more difficult, because if i 2d ? with the MacWilliams-Kløve identities, we are left with about 100 unknowns. There is a chance that this system may be solved completely by extending the techniques presented here, and combining it with all the techniques found in the literature. That will be extensive labour in itself, so we leave it to future work.
I. INTRODUCTION
As the need for increasingly high data rate communications intensifies, the resources, like bandwidth and energy, become scarce and precious. For instance, magnetic recording and fiber-optic applications require both very high data rates (from one to several tens of gigabits per second) and very low code redundancies, thus, calling for high coding gains and very high code rates simultaneously.
Traditionally, algebraic block codes have been preferred for very high coding rates because of the better performance/complexity comparison with respect to convolutional codes. Indeed, to keep the decoding complexity reasonably low for high-rate convolutional codes, one needs to resort to punctured codes [1] - [3] , which become rather weak in terms of distance spectrum (or just free distance) for the heavy puncturing required to get very high rates. On the other hand, punctured convolutional codes yield the advantage of flexibility, i.e., they offer a wide range of code rates without modifying the co-decoding algorithm, which remains essentially the same needed to decode the rate-1=2 mother code.
With the advent of concatenated codes with interleavers (or turbo-like codes), hard-in hard-out (like those used for algebraic block codes) and soft-in hard-out (as the Viterbi algorithm) decoding algorithms must be replaced by soft-input soft-output (SISO in the following) symbol decoding algorithms to be embedded into the
