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Abst ract - -we  consider multistep quasi-Newton methods for unconstrained optimization prob- 
lems. Such methods were introduced by the authors [1-3], and employ interpolating polynomials to 
utilize data from the m most recent iterations. For the case m = 2, we observe that there is a free 
parameter (used in constructing the interpolation) which is essentially at our disposal. We propose 
(as a criterion for determining this parameter) the minimization of a measure of the curvature of 
the interpolating polynomial, thus producing a "smooth" interpolant. We show how this "minimum 
curvature" problem may be solved cheaply and effectively at each iteration. The performance of an 
algorithm which employs this technique is compared (numerically) with that of the standard BFGS 
method and of previously-introduced multistep methods [2,3]. 
Keywords - -Unconst ra ined  optimization, Quasi-Newton methods, Multistep methods. 
1. INTRODUCTION 
We consider the class of algorithms known as "gradient methods" for the solution of unconstrained 
optimization problems 
min F(x), x_ E R ~. 
Such methods require not only values of the objective function F to be available, but also those 
of the gradient (which we denote by g_). Further, we denote the Hessian of the function by G, 
though it should be noted that the algorithms we shall discuss do not require G to be explicitly 
available. 
Our special concern in this paper will be to consider the two-step quasi-Newton methods, which 
are particular instances of the more general multistep methods introduced recently by Ford and 
Moghrabi [1-3]. These are very similar in structure to the better-known (one-step) quasi-Newton 
methods, the major difference being that, in the two-step methods, the approximation Bi+l to 
the Hessian G(x_i+l) is required to satisfy a relation of the form 
Bi+l (pi_s, + ~ris_i_l) = P~Yi + 1r'Y,-l' (I) 
such a relation being employed in place of the more commonly-used Secant equation [4] 
B~+ls~ = y~, (2) 
*Present address: Natural Science Division, American Lebanese University, P.O. Box 13-5053, Beirut, Lebanon. 
I. A. Moghrabi acknowledges, with gratitude, the assistance and support of the Haxiri Foundation during the 
initial stages of this research. J. A. Ford is grateful for the provision of a grant by C.N.R. (Italy), which supported 
part of this research, and also for the generous hospitality and the research facilities provided by the University 
of Bologna and, in particular, C.G. Broyden. 
Typeset by .AJ~S-2~X 
179 
180 J.A. FORD AND I. A. MOGHRAm 
satisfied by standard quasi-Newton methods. (In these equations, __~ is the step _xi+ t -_x i between 
the latest iterates _xi+ I and x~, while Yi is the difference between the corresponding gradient 
values.) The derivation of equation (1) is described by Ford and Moghrabi [1]. Essentially, 
quadratic interpolating curves X(T) and ~(T) are constructed which interpolate, respectively, the 
iterates _xi_ I, _x i, and gi+1 and the known gradient values _g(x_i_l) , g_(x-i), and g(xi+1). The 
derivatives of these curves at xi+ 1/g_(x-i+1) are then computed and substituted into the Newton 
equation [5] 
G (X-i+I) Xt(T2) = gt(3C(T2)), (3) 
where the derivatives have been taken with respect o T, and T2 is the value of T corresponding 
to Xi+l/9(Xi+l). (It should be noted that the derivative ~'(T2) will, of course, only be an ap- 
proximation to _9'(X-(T2)), in general.) On making the stated substitutions into (3), we obtain a 
relation of the form (1) for Bi+l ~ G(x_i+l) to satisfy. 
One of the many interesting features of such an approach is the flexibility obtained through 
the appearance of an additional parameter. If, without loss of generality, we stipulate that the 
curves X_(T) and ~(T) are to interpolate Xi_l/g(x-i_l) and x~+x/g(x~+l) for the values TO = 0 and 
T2 = 1, respectively, then we are free to choose the value (T1, say) of T for which the remaining 
interpolation conditions 
X-(T1) = xi, ~(T1) = g_(x_i) (4) 
are to be satisfied. 
In the remainder of this paper, we shall introduce a criterion for choosing T1 and discuss how 
a suitable value satisfying this criterion may be determined efficiently. Finally, we wilt examine 
and compare the numerical behaviour of an algorithm based upon this approach. 
2. A CR ITER ION FOR CHOOSING T1 
It is straightforward to show that the first and (constant) second derivatives of the quadratic 
interpolating curve X-(T) are given by 
X'(T) --= (1 - T1)- -1(2T -- 7-1)8_ i - -  T l l (2T  -- T 1 -- 1)si_i, (5) 
X"(T) ------ 2(1 - Ti ) - i _8 i  - -  2T l1_8 i_ i  . (6) 
We observe that (as expected), when ~'l is near 0(= TO) or 1(= ~-2), the second derivative will, in 
general, be large, giving rise to rapid variation in XP(T). In order to reduce this variation as far 
as possible, we therefore propose that T1 be chosen to minimize X"(T) in an appropriate norm 
[izl 12 d=ef ZT Mz, (7) 
for some suitable symmetric-positive-definite matrix M. 
It is convenient, at this point, to specify a new variable and to recast he problem in terms of 
this variable. We therefore define 
5 - - _ ( :  - (8 )  
(n  - r0 )  r l  ' 
so that 
rl = (1 + 5) -1. (9) 
Using 6, we may now construct the "curvature" function 
¢(5)  - IIx-"('r)ll,  (10) 
4 
(I + 6-1)2 o'i -- 2 (I --I.-5 -1) (1 q-5)/.zi q-(1 --I- 6)2o'i_1, (11) 
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from equations (6) and (9), where 
def def sT - 6j ----[[Sj[[ 2 _> 0 and ~j --- o_j_lMSj. (12) 
Since our objective is to minimize the curvature, we differentiate ¢ (equation (11)) and obtain 
¢'(5) - 2(1 + 5)5-3G~_1¢(5), (13) 
where 
say, with 
#4 ai 
# - and a = . (15) 
Gi - 1 6i-  1 
Since M is symmetric-positive-definite, it has nonsingular Cholesky factors (M = LL T, say), 
so that 
LILLT-  ) 2 ( L )2 
say, where 
_v k ~f  LSsk. 
Hence, by the Cauchy-Schwartz inequality, 
,~ < IIv,- l l l~llv~ll~ = Gi - lG i ,  (16) 
by (12). Thus, 
.2  = ~____!_~ ___ ~, (17) 
\6 i - i  / 
by (15) and (16). Finally, we observe that, provided that null steps (that is, sj = 0) axe prohibited, 
6 is finite and positive. 
We quote (without proof) the following lemmas (which will be employed in determining the 
minimum of ¢ in the next section). (A full discussion may be found in [6].) 
LEMMA 1. I f  6 = 1, then ¢ has a zero at 5 = 1. / f  # # -1,  the remaining zeroes of ¢ are 
complex. I f  # = -1 ,  then ¢ has a double zero at 5 = -1.  | 
LEMMA 2. I f  ;t = 0, then ¢ has a positive zero at 5 = 61/3, while the remaining zeroes are 
complex. | 
LEMMA 3. I[ G < 1 and # > 0, then ¢ has a positive zero in [61/2, 61/3) and the remaining zeroes 
are complex. | 
LEMMA 4. I f  O" < 1 and # < O, then ¢ has a positive zero, 5., in the interval [max {61/3, 
(--tt)l/2}, 61/4]. Furthermore, 
(i) i fS. > {# + 2[# 2 - 3#]i/2}/3, ¢ has one real zero and two complex zeroes; 
(ii) i fS .  _< {# + 2[it 2 - 3tt]1/2}/3, ¢ has three real zeroes. | 
LEMMA 5. IfG < 1, ~t < 0 and 5. _< {~t +2[~ 2- 3#]1/2}/3, then ¢ has one positive real zero (5.) 
and two negative real zeroes (51 and 52, say) which satisfy the following inequalities: 
-6 .  < 5i,52 < O. I 
Before concluding this section, it is necessary to observe that, although (by equation (11)) 
5 = -1  gives a global minimum of the function ¢, it is not admissible as a solution to the 
"minimum curvature" problem as it has been posed, because, by equation (9), it corresponds 
to ri  being infinite, so that the interpolation condition at x_ i (see equation (4)) is effectively 
violated. We shall therefore ignore the "solution" 5 = -1  in what follows. 
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3. DETERMIN ING THE MIN IMUM 
3.1. Case I. ~ = 1 
(Note that it follows, from equation (17), that [#[ is less than or equal to one in this case.) By 
Lemma 1, we know that ¢ has a zero at 5 = 1. (In the case # = - I ,  ¢ also has a double zero 
at 6 = -1,  but then (by the Cauchy-Schwartz inequality), it may be shown that _si_ I = -_si, 
so that _x~+ I = _x~_ 1. Such an event is unlikely to occur in any practical optimization algorithm 
and, if it ever did occur, could be dealt with by the use of linear (that is, zero second derivative) 
interpolations. Therefore, we disregard this case.) Otherwise, the remaining zeroes of ¢ are 
complex, so that 5 = i is the desired solution, giving T1 = I/2 and 
X'(T2) = 3_S i -- _Si_ 1, (18) 
- - (19)  
3.2. Case II. a < 1 
3.2.1. (i) #----0 
By Lemma 2, ¢ has a zero at 6 : 6+ def O.1/3 < 1 and two complex zeroes. The desired 
minimum of ¢ is therefore at 6 -- 6+, and we obtain 
1/2 < 71 : (1 + 6+) -1 < 1, (20) 
Xf(T2) : (2 --~ 6~_1) _8 i __ 6+8/_1,  (21) 
x"(~') ------ 2(1 + 5+) {6;18 i  -- S i _ l}  • (22) 
3.2.2. (ii) # > 0 
In this case, by Lemma 3, ¢ has a positive zero (5.) in the interval [a 1/2, 5+) and two complex 
zeroes. Therefore, 5. is the required minimum of ¢ and equations (20) to (22) hold, with 5+ 
replaced by 5.. 
3.2.3. (iii) # < 0 
We know, from Lemma 4, that ¢ has a real zero, 5., in the interval [max{5+, (_#)1/2}, ol/4]. 
It also follows, from Lemma 4, that, if 
{. 
5. > 3 ' 
then 5. is the only real zero of ~. Once more, therefore, 5. is the required minimum of ¢ and 
equations (20) to (22) still apply (with 5+ again replaced by 5,). On the other hand, if (23) does 
not hold, then we know (Lemma 5) that, in addition to 5., ¢ has two further eal zeroes (denoted 
by 51 and 52) which satisfy 
-5 .  _< 51,52 < 0. (24) 
Assume, without loss of generality, that 
51 < 52. (25) 
Then, examination of the sign of ¢~ (see equation (13)) shows that 52 and 5. are both local 
minima of ¢. It remains to determine which of these two values gives the lower value of the 
curvature. To this end, we consider the ratio of the two function-values 
¢(62____J) (1 + 62) 2 {~2"2o" -- 2621# q- 1 } (26) 
¢(5.) = (1 + 5.) - '--- ' ' ' -~ {5,2a -- 26,1# + 1}' 
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using equations (11) and (15). Clearly, since we know (from Lemma 5) that 5. > 0 and -1  < 
-5 .  < 52 < 0, it follows that 
(1 + 52) 2 
0 < (1 + 5.) -----------~ < 1. (27) 
Now, we subtract he upper expression in braces in (26) from the lower one 
{5:2(7 - 2521.  + 1} - {522~ - 2~: .  + 1} = (522 - 571) [ (5: :  + 521) (7 - 2 . ] .  (28) 
Because 
(7 
-5 .  _< 51 - 
525. 
(since a is the product of the zeroes of ¢), it follows that 
~22_> 5, ~ 
~7 
and therefore, that 
(5 .1+ 521) (7 - 2 .  >_ (5 .1 -  ~)  a - 2 .  = 5. :  ((7 - 53) - 2. .  (29) 
Since 5. is a zero of ¢, we have 
5:: (a - 5, 3) = .(1 - 5.), 
from (14), so that (29) becomes 
(5.1 + 521) a - 2# >_ -#(1 + 5.) > 0, 
because.  < 0 and 5. > 0. Therefore, the right-hand side of (28) is positive (because 52 < 0 and 
5. > 0). Finally, since the expression 5.2a - 25.1.  + 1 is positive (because (7 > 0, . < 0 and 
5. > 0) and since, moreover, the expression 522(7 - 2521. + 1 is at least nonnegative (being a 
positively-scaled version of a squared norm), it follows that 
0 < 522a - 252:" + 1 
- 5.2(7 25.1.  + 1 < 1. 
Combining this result with (27), we see that, from (26), 
¢(5~) 
0_  ¢--~.) < 1. 
Therefore, 52 gives the required minimum of ¢ and, since we know that -1  < 52 < 0, we have 
T: = (1 + 52) -1 > 1, (30) 
X/(T2) = (2 q- 521) 8_ i - -  528_i_1, (31) 
:"(:) - 2(: + 52) {621_~ - :~_:}. (32) 
The interesting feature of this solution is that r: > T2(= 1), SO that the interpolating curve x(r) 
does not pass through the iterates in the "natural" sequence, but rather in the order x~_ :, x~+:, 
and x~. 
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3.3. Case I I I .  a > 1 
This case may be dealt with in the same way as Case If, after "inverting" the problem. Thus, 
we define e = 6 - I ,  so that T2 - TI = 1 - TI = (1 -F e)-1 (compare quation (9)), and we then 
consider the inverse polynomial 
~(g) def - _a -16-3#, (6 ) .  
The constant erm (-(9, say) of ¢ is -a  -1. It is clear that (9 satisfies 0 < (9 < 1, while the 
analogue of (17) for ¢ is also true. Thus, we can apply the techniques used in analyzing Case II 
to ¢. For brevity, the details are omitted, but they may be found in [6]. The most interesting 
case for such values of a occurs when there are three real zeroes of ¢. Then, T1 turns out to be 
negative (compare quations (20) and (30) above) and the interpolating curve X(T) traverses the 
iterates in the sequence _xi, xi_l, and _xi+ 1 this time. 
4. NUMERICAL  EXPERIMENTS 
An algorithm based upon the "minimum curvature" criterion discussed above was tested 
against the standard one-step BFGS method [7-10]. The new method also used the BFGS 
formula, but with s i and Yi replaced, respectively, by the derivatives Xt(T2) and ~Z(T2) , according 
to the construction described in Section 1. For simplicity, the matrix M which defines the norm 
used in minimizing the curvature was chosen to be the unit matrix. For the new method, we chose 
to find the positive zero 6. by using Brent's method [11], since good bounds on 6. are available 
(Lemmas 3 and 4) when 6. is not already known precisely (as it is in Cases I and II (i)). In 
Case II (iii), when other real zeroes exist, it is then necessary to find 62. Since 6. is, numerically, 
the largest zero (by (24)), we use backward eflation to obtain the remaining quadratic factor 
of ¢, and hence, 62. Finally, after numerical experimentation, the safeguarding parameter 6max 
introduced by Ford and Moghrabi [3] was set to 7.0 for the new method, although it should be 
stressed that this value does not appear to be critical. 
The numerical experiments were carried out using a set of sixty test functions (each with four 
different starting-points), giving a total of 240 test problems with dimensions ranging from two to 
eighty. This set (with some modifications to starting-points and convergence riteria) is described 
in [1], where more details concerning the general mode of implementation f such methods may be 
found. As in [1], the sixty functions were classified into subsets of "low" (2 < n < 15), "medium" 
(16 < n _< 45), and "high" (46 < n < 80) dimension. Space does not permit a full description 
of the results; instead, we give summaries (total number of function/gradient evaluations, total 
iterations, total time) of the performance of the methods on each of these subsets and on the 
complete set. For each problem, the method yielding the best performance (judged by the number 
of function/gradient evaluations required for convergence, with ties resolved by the number of 
iterations required) is awarded one point. The total number of points gained by each method 
over the test set under consideration is indicated in each table of results by the entry against he 
heading "Scores." 
The comparisons between the BFGS method and the new method are given in Tables 1 to 4. 
These results show clearly that the new method exhibits a superior numerical performance, by 
comparison with the BFGS method, and that this superiority appears to grow as the problem 
dimension increases. For problems of low dimension, the gain in evaluations and iterations is 
offset by the time required to solve the cubic ¢ at each iteration, but this requirement becomes 
an increasingly negligible fraction of the total computational effort necessary as the dimension 
rises. 
As a further test of the new method, we compared it with the two-step method F2 introduced 
by Ford and Moghrabi [2]. This method showed the best numerical performance of all the 
two-step methods discussed there. For this method, the parameters {~-k}~=0 are determined by 
the relative distances between the three most recent iterates x_i_t, x~, and xi+ I. In addition, 
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Table 1. 40 problems of dimension 2 to 15. 
BFGS New method 
Total evaluations 5122 4762 
Total iterations 3928 3625 
Scores 15 25 
Total time (sec.) 7.44 8.39 
Table 2. 100 problems of dimension 16 to 45. 
BFGS New method 
Total evaluations 20871 17313 
Total iterations 18910 15116 
Scores 18 85 
Total time (sec.) 199.7 168.0 
Table 3. 100 problems of dimension 46 to 80. 
BFGS New method 
Total evaluations 18575 14527 
Total iterations 17694 13447 
Scores 13 88 
Total time (sec.) 717.0 568.4 
Table 4. Overall results for 240 problems. 
BFGS New method 
Total evaluations 44568 36602 
Total iterations 40532 32188 
Scores 46 198 
Total time (sec.) 923.9 744.2 
the safeguarding parameter 6max was set to 3.8 for this method, in line with the experiments 
reported in [3]. The comparative performance of the two methods is summarized in Tables 5 
to 8. These results show that, despite its evident superiority over the BFGS method, the new 
method is somewhat inferior to the method F2. The general picture appears to be that, in 
terms of both evaluations and iterations, the new method is better than F2 for problems of low 
dimension (although, again, such an advantage is at least partially offset by the computational 
cost of solving the cubic polynomial at each iteration), but that, as the dimension rises, the 
method F2 overhauls and then overtakes the new method. 
Table 5. 40 problems of dimension 2 to 15. 
F2 New method 
Total evaluations 5060 4762 
Total iterations 3818 3625 
Scores 18 23 
Total time (sec.) 7.64 8.39 
Table 6. 100 problems of dimension 16 to 45. 
F2 New method 
Total evaluations 17016 17313 
Total iterations 14633 15116 
Scores 61 43 
Total time (sec.) 155.4 168.0 
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Table 7. 100 problems of dimension 46 to 80. 
F2 New method 
Total evaluation 13376 14527 
Total iterations 12245 13447 
Scores 73 31 
Total time (sec.) 514.2 568.4 
Table 8. Overall results for 240 problems. 
F2 New method 
Total evaluations 35452 36602 
Total iterations 30696 32188 
Scores 152 97 
Total time (sec.) 677.0 744.2 
5. SUMMARY AND FURTHER WORK 
A new criterion for determining the parametr izat ion of the interpolat ing curves in two-step 
quasi -Newton methods has been proposed and it has been shown how the minimizat ion problem 
which thus arises may be solved efficiently at each iteration. Numerical  exper iments have shown 
that  a method based on this criterion (using the s tandard 2-norm) yields a substant ia l  improve- 
ment in numerical  performance over the BFGS method, but that  it is not quite compet i t ive with 
the method F2 recently introduced by the authors. 
Work current ly in progress is focused upon alternative (and, possibly, more appropr iate)  choices 
for the matr ix  M which defines the norm in which the curvature minimizat ion is carried out. We 
ant ic ipate that  this work will be reported in a future paper.  
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