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a b s t r a c t
In this paper, we consider and study a system of generalized variational inclusions with
H-accretive operators in uniformly smooth Banach spaces. We prove the convergence of
iterative algorithm for this system of generalized variational inclusions. A new definition of
H-resolvent operator as a retraction is introduced, and in support of the definition, we have
constructed an example and a numerical example through Matlab programming. Some
special cases are also discussed.
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1. Introduction
In the last decade, variational inclusions, and generalized forms of variational inequalities have been extensively studied
and generalized in various directions to study a wide class of problems arising in mechanics, optimization, nonlinear
programming, economics, finance and applied sciences, etc; see for example [1–8]. Several authors used the resolvent
operator technique to propose and analyze the iterative algorithms for computing the approximate solutions of different
kinds of variational inclusions. In [6], Fang and Huang studied variational inclusions by introducing a class of generalized
monotone operators, H-monotone operators, and by defining an associated resolvent operator. Fang and Huang [7] further
extended the notion of H-monotone operators to the Banach spaces, called H-accretive operators. They also gave some
properties of the resolvent operator associated with the H-accretive operator.
Yan et al. [9] introduce and study a new system of set-valued variational inclusions with H-monotone operators in
Hilbert spaces. By using the resolvent operator method associated with H-monotone operator due to Fang and Huang, the
authors constructed a new iterative algorithm for solving this kind of system of set-valued variational inclusions and proved
the existence of solutions for the system of set-valued variational inclusions and the convergence of iterative sequences
generated by the algorithm. As a generalization of the system of variational inequalities, Agarwal et al. [10] introduced a
system of generalized nonlinear mixed quasi-variational inclusions and investigated the sensitivity analysis of solutions for
their system.
In this paper, we consider and study a system of generalized variational inclusions with H-accretive operators in
uniformly smooth Banach spaces, and we constructed an iterative algorithm. We prove the existence of solutions for
the system of generalized variational inclusions and the convergence of iterative sequences generated by the proposed
algorithm. Some special cases are also given.
2. Preliminaries
Throughout the paper, we assume that E is a real Banach space with its norm ‖.‖, E? is the topological dual of E, d is
the metric induced by the norm ‖.‖, CB(E) (respectively, 2E) is the family of all nonempty closed and bounded subsets
∗ Corresponding author. Tel.: +91 358973995.
E-mail address: raisain_123@rediffmail.com (R. Ahmad).
0377-0427/$ – see front matter© 2008 Elsevier B.V. All rights reserved.
doi:10.1016/j.cam.2008.12.008
R. Ahmad, F. Usman / Journal of Computational and Applied Mathematics 230 (2009) 424–432 425
(respectively, all nonempty subsets) of E, D(·, ·) is the Hausdorff metric on CB(E) defined by
D(A, B) = max{sup
x∈A
d(x, B), sup
y∈B
d(A, y)},
where d(x, B) = infy∈B d(x, y) and d(A, y) = infx∈A d(x, y).
We also assume that 〈·, ·〉 is the duality pairing between E and E?, and J : E → 2E? is the normalized duality mapping
defined by
J(x) = {f ∈ E? : 〈x, f 〉 = ‖x‖‖f ‖, and ‖x‖ = ‖f ‖}, for all x ∈ E.
Now, we recall some definitions, notations and results which will be used throughout the paper.
The modulus of smoothness of a Banach space E is the function τE : [0,∞)→ [0,∞) defined by
τE(t) = sup
{
‖x+ y‖ − ‖x− y‖
2
− 1 : ‖x‖ ≤ 1, ‖y‖ ≤ t
}
.
A Banach space E is called uniformly smooth if
lim
t→0
τE(t)
t
= 0.
Definition 2.1. A mapping g : E → E is said to be
(i) accretive, if for any x, y ∈ E, there exists j(x− y) ∈ J(x− y) such that
〈g(x)− g(y), j(x− y)〉 ≥ 0;
(ii) strictly accretive, if for any x, y ∈ E, there exists j(x− y) ∈ J(x− y) such that
〈g(x)− g(y), j(x− y)〉 ≥ 0;
and the equality holds if and only if x = y;
(iii) strongly accretive, if for any x, y ∈ E, there exists j(x− y) ∈ J(x− y) and a constant δg > 0 such that
〈g(x)− g(y), j(x− y)〉 ≥ δg‖x− y‖2;
(iv) Lipschitz continuous if for any x, y ∈ E, there exists a constant λg such that
‖g(x)− g(y)‖ ≤ λg‖x− y‖.
Definition 2.2. A multi-valued mappingM : E → 2E is said to be
(i) accretive, if for any x, y ∈ E, there exists j(x− y) ∈ J(x− y) such that for all u ∈ M(x) and v ∈ M(y),
〈u− v, j(x− y)〉 ≥ 0;
(ii) strongly accretive, if for any x, y ∈ E, there exists j(x− y) ∈ J(x− y) and a constant δM > 0 such that for all u ∈ M(x)
and v ∈ M(y),
〈u− v, j(x− y)〉 ≥ δM‖x− y‖2;
(iii) m−accretive, if M is accretive and (I + ρM)(E) = E, for every (equivalently, for some) ρ > 0, where I is the identity
mapping (equivalently, ifM is accretive and (I +M)(E) = E).
Definition 2.3 ([7]). Let H : E → E be an operator. A multivalued mapping M : E → 2E is said to be H-accretive if M is
accretive and (H + ρM)(E) = E for all ρ > 0.
Remark 2.1. If H = I , then Definition 2.3 reduces to the usual definition ofm-accretive operator.
Definition 2.4. Let H : E → E be a strictly accretive operator andM : E → 2E be an H-accretive multivalued mapping. The
H-resolvent operator JMH,ρ : E → E associated with H andM is defined by
JMH,ρ(x) = (H + ρM)−1(x), for all x ∈ E.
Theorem 2.1 ([7]). Let H : E → E be a strongly accretive operator with constant r and M : E → 2E be an H-accretive
multivaluedmapping. Then the H-resolvent operator JMH,ρ : E → E associated with H andM is Lipschitz continuous with constant
1
r , that is,
‖JMH,ρ(x)− JMH,ρ(y)‖ ≤
1
r
‖x− y‖, for all x, y ∈ E.
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Definition 2.5. The H-resolvent operator JMH,ρ : E → E is said to be retraction if
[JMH,ρ(x)]2 = JMH,ρ(x), for all x ∈ E.
Definition 2.6. A multivalued mapping G : E → CB(E) is said to be D-Lipschitz continuous if for any x, y ∈ E, there exist a
constant λDG > 0, such that
D(G(x),G(y)) ≤ λDG‖x− y‖.
Proposition 2.1 ([11]). Let E be a uniformly smooth Banach space and J : E → 2E? be a normalized duality mapping. Then, for
any x, y ∈ E,
(i) ‖x+ y‖2 ≤ ‖x‖2 + 2〈y, j(x+ y)〉, for all j(x+ y) ∈ J(x+ y);
(ii) 〈x− y, j(x)− j(y)〉 ≤ 2C2τE(4‖x− y‖/D),whereD =
√
(‖x‖2 + ‖y‖2)/2.
The following example shows the Definition 2.5 of H-resolvent operator to be a retraction is justified.
Example 2.1. For ρ = 1, let
H =

a11 a12 . . . a1n
a21 a22 . . . a2n
.
.
.
an1 an2 . . . ann
 an n× nmatrix
and
M =

b11 b12 . . . b1n
b21 b22 . . . b2n
.
.
.
bn1 bn2 . . . bnn
 an n× nmatrix.
We define the following operations for matrices H andM:
(i) aij + bij = 1 if i = j;
(ii) aij + bij = 0 if i 6= j,
then we have
[JMH,ρ(x)]2 = JMH,ρ(x), for all x ∈ E.
Numerical example 2.1. Here we present the following Matlab programming for the justification of Definition 2.5. The
program is valid for any value of ρ > 0.
H = input(’Enter the matrix H: ’);
k = input(’Enter the value of k: ’);
n = size(H, 1); lambda = eye(n)− H;
more on;
for hrow = 1 : k
disp([’Hrow = ’int2str(hrow)]);
M = (1/hrow) ∗ lambda;
disp(’The matrixM = ’);
disp(M);
B = k ∗M + H;
J = inv(B);
disp(’the matrix J ’);
disp(J);
end
For illustration, we take H to be a real non-singular 3× 3 matrix then our program will generateM to be a 3× 3 matrix
for the values of ρ in between 1 to k = 5 such that
[JMH,ρ(x)]2 = JMH,ρ(x).
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Enter the matrix H : [137; 469;−168]
Enter the value of k : 5
Hrow = 1
The matrixM =
0 −3 −7
−4 −5 −9
1 −6 −7
Hrow = 2
The matrixM =
0 −1.5000 −3.5000
−2.0000 −2.5000 −4.5000
0.5000 −3.0000 −3.5000
Hrow = 3
The matrixM =
0 −1.0000 −2.3333
−1.3333 −1.6667 −3.0000
0.3333 −2.0000 −2.3333
Hrow = 4
The matrixM =
0 −0.7500 −1.7500
−1.0000 −1.2500 −2.2500
0.2500 −1.5000 −1.7500
Hrow = 5
The matrixM =
0 −0.6000 −1.4000
−0.8000 −1.0000 −1.8000
0.2000 −1.2000 −1.4000
3. A system of generalized variational inclusions and an iterative algorithm
Let E be a real Banach space. Let G, F : E → CB(E) be multivalued mappings and f , g, p, q : E → E, S, T : E × E →
E, H1,H2 : E → E are all single-valued mappings. LetM : E × E → 2E be a multivalued mapping such that for each x ∈ E,
M(·, x) is H1-accretive and N : E × E → 2E be a multivalued mapping such that for each y ∈ E, N(·, y) is H2-accretive. We
consider the following system of generalized variational inclusions:
Find x, y ∈ E, u ∈ G(x), v ∈ F(y) such that
0 ∈ S(x− p(x), v)+M(f (x), x),
0 ∈ T (u, y− q(y))+ N(g(y), y). (3.1)
Below are some special cases of problem (3.1).
(i) If x = 2p(x), y = 2q(y), M(f (x), x) = M(f (x)) and N(g(y), y) = N(g(y)), then problem (3.1) reduces to the problem
of finding x, y ∈ E, u ∈ G(x), v ∈ F(y) such that
0 ∈ S(p(x), v)+M(f (x)),
0 ∈ T (u, q(y))+ N(g(y)). (3.2)
Problem (3.2) is considered in [12] in Hilbert spaces with A-monotone operators.
(ii) If p(x) = 0 = q(y), M(f (x), x) = M(x) and N(g(y), y) = N(y), then problem (3.1) reduces to the problem of finding
x, y ∈ E, u ∈ G(x), v ∈ F(y) such that
0 ∈ S(x, v)+M(x),
0 ∈ T (u, y)+ N(y). (3.3)
Problem (3.3) is considered in [13] in Hilbert spaces.
It is easy to see that our problem (3.1) includes many systems of variational inequalities (inclusions) considered in [9,14,
15] etc., as special cases.
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Lemma 3.1. x, y ∈ E, u ∈ G(x), v ∈ F(y) is the solution of system of generalized variational inclusions (3.1) if and only if it
satisfies
f (x) = JM(·,x)H1,ρ [H1(f (x))− ρS(x− p(x), v)],
g(y) = JN(·,y)H2,γ [H2(g(y))− γ T (u, y− q(y))],
where ρ > 0 and γ > 0 are constants.
Proof. The proof of the above lemma is a direct consequence of the Definition of H-resolvent operator and hence is
omitted. 
Algorithm 3.1. For any given xo, yo ∈ E, we choose uo ∈ G(xo), vo ∈ F(yo) and compute {xn}, {yn}, {un} and {vn} by iterative
schemes
xn+1 = xn − f (xn)+ JM(·,xn)H1,ρ [H1(f (xn))− ρS(xn − p(xn), vn)],
yn+1 = yn − g(yn)+ JN(·,yn)H2,γ [H2(g(yn))− γ T (un, yn − q(yn))]
and choose un+1 ∈ G(xn+1) and vn+1 ∈ F(yn+1) such that
‖un − un+1‖ ≤ D(G(xn),G(xn+1)),
‖vn − vn+1‖ ≤ D(F(yn), F(yn+1)),
where ρ > 0 and γ > 0 are constants and n = 0, 1, 2, . . ..
4. Existence of solutions and convergence of iterative algorithm
In this section, we will prove the existence of solutions for problem (3.1) and the convergence of iterative sequences
generated by Algorithm 3.1.
Theorem 4.1. Let E be a real uniformly smooth Banach space with module of smoothness τE(t) ≤ Ct2 for some C > 0. Let
H1,H2 : E → E be strongly accretive and Lipschitz continuous operators with constants r1, r2 and λH1 , λH2 , respectively. Let
f , g, p, q : E → E be strongly accretive mappings with constants δf , δg , δp and δq, respectively; and Lipschitz continuous
with constants λf , λg , λp and λq, respectively. Suppose that S, T : E × E → E are both Lipschitz continuous mappings in
the first argument with constants λS1 , λT1 , respectively; and in the second argument with constants λS2 , λT2 , respectively. Let
G, F : E → CB(E) be D-Lipschitz continuous mappings with constants λDG and λDF , respectively. Let M : E × E → 2E be a
multivalued mapping such that for each x ∈ E, M(·, x) is H1-accretive and N : E × E → 2E is a multivalued mapping such that
for each y ∈ E, N(·, y) is H2-accretive and the H1-resolvent operator associated with M and H2-resolvent operator associated
with N are retractions. If there exist constants ρ > 0 and γ > 0 such that
0 < B(f )+ 1
r1
√
λH1λf + ρλS1B(p)
1− ρλS1B(p)
+ µ∗ + 1
r2
γ λT1λDG < 1
0 < B(g)+ 1
r2
√
λH2λg + γ λT2B(q)
1− γ λT2B(q)
+ µ∗∗ + 1
r1
ρλS2λDF < 1, (4.1)
where
B(f ) =
√
1− 2δf + 64Cλ2f ;
B(p) =
√
1− 2δp + 64Cλ2p;
B(g) =
√
1− 2δg + 64Cλ2g;
B(q) =
√
1− 2δq + 64Cλ2q.
Suppose that
‖JM(·,xn)H1,ρ (x)− J
M(·,xn−1)
H1,ρ
(x)‖ ≤ µ∗‖xn − xn−1‖, for all x, xn, xn−1 ∈ E (4.2)
and ‖JN(·,yn)H2,γ (y)− J
N(·,yn−1)
H2,γ
(y)‖ ≤ µ∗∗‖yn − yn−1‖, for all y, yn, yn−1 ∈ E. (4.3)
Then the problem (3.1) admits a solution (x, y, u, v) and the sequences {xn}, {yn}, {un} and {vn} converge to x, y, u and v,
respectively, where {xn}, {yn}, {un} and {vn} are the sequences generated by Algorithm 3.1.
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Proof. From Algorithm 3.1 and Theorem 2.1, we have
‖xn+1 − xn‖ = ‖xn − f (xn)+ JM(·,xn)H1,ρ [H1(f (xn))− ρS(xn − p(xn), vn)]
− [xn−1 − f (xn−1)+ JM(·,xn−1)H1,ρ [H1(f (xn−1))− ρS(xn−1 − p(xn−1), vn−1)]‖
≤ ‖xn − xn−1 − (f (xn)− f (xn−1))‖
+‖JM(·,xn)H1,ρ [H1(f (xn))− ρS(xn − p(xn), vn)] − JM(·,xn)H1,ρ [H1(f (xn−1))− ρS(xn−1 − p(xn−1), vn−1)]‖
+ ‖JM(·,xn)H1,ρ [H1(f (xn−1))− ρS(xn−1 − p(xn−1), vn−1)] − J
M(·,xn−1)
H1,ρ
[H1(f (xn−1))− ρS(xn−1 − p(xn−1), vn−1)]‖
≤ ‖xn − xn−1 − (f (xn)− f (xn−1))‖ + 1r1 ‖H1(f (xn))− H1(f (xn−1))
− ρ[S(xn − p(xn), vn)− S(xn−1 − p(xn−1), vn)]‖ + 1r1 ρ‖S(xn−1 − p(xn−1), vn)− S(xn−1 − p(xn−1), vn−1)‖
+‖JM(·,xn)H1,ρ [H1(f (xn−1))− ρS(xn−1 − p(xn−1), vn−1)] − J
M(·,xn−1)
H1,ρ
[H1(f (xn−1))− ρS(xn−1 − p(xn−1), vn−1)]‖.
(4.4)
Since f is strongly accretive with constant δf and Lipschitz continuous with constant λf , by Proposition 2.1, we have (see
for example, the proof of [16, Theorem 3]),
‖xn − xn−1 − (f (xn)− f (xn−1))‖2 ≤ (1− 2δf + 64Cλ2f )‖xn − xn−1‖2
= B2(f )‖xn − xn−1‖2, (4.5)
where B2(f ) = (1− 2δf + 64Cλ2f ).
SinceH1 is Lipschitz continuous with constant λH1 , f is Lipschitz continuous with constant λf , p is strongly accretive with
constant δp and Lipschitz continuous with constant λp, S is Lipschitz continuous in the first argument with constant λS1 and
using Proposition 2.1, we have
‖H1(f (xn))− H1(f (xn−1))− ρ[S(xn − p(xn), vn)− S(xn−1 − p(xn−1), vn)]‖2
≤ ‖H1(f (xn))− H1(f (xn−1))‖2 − 2ρ〈S(xn − p(xn), vn)− S(xn−1 − p(xn−1), vn),
j(H1(f (xn))− H1(f (xn−1))− ρ[S(xn − p(xn), vn)− S(xn−1 − p(xn−1), vn)])〉
≤ λH1λf ‖xn − xn−1‖2 + 2ρ‖S(xn − p(xn), vn)− S(xn−1 − p(xn−1), vn)‖
×‖H1(f (xn))− H1(f (xn−1))− ρ[S(xn − p(xn), vn)− S(xn−1 − p(xn−1), vn)]‖. (4.6)
Now as S is Lipschitz continuous in the first argument with constant λS1 and using the same argument as for (4.5), we
have
‖S(xn − p(xn), vn)− S(xn−1 − p(xn−1), vn)‖ ≤ λS1‖xn − xn−1 − (p(xn)− p(xn−1))‖
≤ λS1
√
1− 2δp + 64Cλ2p‖xn − xn−1‖. (4.7)
Thus,
‖H1(f (xn))− H1(f (xn−1))− ρ[S(xn − p(xn), vn)− S(xn−1 − p(xn−1), vn)]‖2
≤ λH1λf ‖xn − xn−1‖2 + 2ρλS1
√
1− 2δp + 64Cλ2p‖xn − xn−1‖
×‖H1(f (xn))− H1(f (xn−1))− ρ[S(xn − p(xn), vn)− S(xn−1 − p(xn−1), vn)]‖
≤ λH1λf ‖xn − xn−1‖2 + ρλS1
√
1− 2δp + 64Cλ2p
{‖xn − xn−1‖2
+ ‖H1(f (xn))− H1(f (xn−1))− ρ[S(xn − p(xn), vn)− S(xn−1 − p(xn−1), vn)]‖2
}
, (4.8)
which implies that
‖H1(f (xn))− H1(f (xn−1))− ρ[S(xn − p(xn), vn)− S(xn−1 − p(xn−1), vn)]‖2
≤
λH1λf + ρλS1
√
1− 2δp + 64Cλ2p
1− ρλS1
√
1− 2δp + 64Cλ2p
‖xn − xn−1‖2
≤ λH1λf + ρλS1B(p)
1− ρλS1B(p)
‖xn − xn−1‖2, (4.9)
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where B(p) =
√
1− 2δp + 64Cλ2p.
It follows from the Lipschitz continuity of S in the second argument with constant λS2 and D-Lipschitz continuity of F
with constant λDF , that
‖S(xn−1 − p(xn−1), vn)− S(xn−1 − p(xn−1), vn−1)‖ ≤ λS2‖vn − vn−1‖
≤ λS2D(F(yn), F(yn−1))
≤ λS2λDF ‖yn − yn−1‖. (4.10)
Using (4.5)–(4.10) and condition (4.2), (4.4) becomes
‖xn+1 − xn‖ ≤ B(f )‖xn − xn−1‖ + 1r1
√
λH1λf + ρλS1B(p)
1− ρλS1B(p)
‖xn − xn−1‖ + 1r1 ρλS2λDF ‖yn − yn−1‖ + µ
∗‖xn − xn−1‖
=
[
B(f )+ 1
r1
√
λH1λf + ρλS1B(p)
1− ρλS1B(p)
+ µ∗
]
‖xn − xn−1‖ + 1r1 ρλS2λDF ‖yn − yn−1‖. (4.11)
Again by Algorithm and Theorem 2.1, we have
‖yn+1 − yn‖ = ‖yn − g(yn)+ JN(·,yn)H2,γ [H2(g(yn))− γ T (un, yn − q(yn))]
− [yn−1 − g(yn−1)+ JN(·,yn−1)H2,γ [H2(g(yn−1))− γ T (un−1, yn−1 − q(yn−1))]‖
≤ ‖yn − yn−1 − (g(yn)− g(yn−1))‖ + ‖JN(·,yn)H2,γ [H2(g(yn))− γ T (un, yn − q(xn))]
− JN(·,yn)H2,γ [H2(g(yn−1))− γ T (un−1, yn−1 − q(yn−1))]‖ + ‖JN(·,yn)H2,γ [H2(g(yn−1))− γ T (un−1, yn−1 − q(yn−1))]
− JN(·,yn−1)H2,γ [H2(g(yn−1))− γ T (un−1, yn−1 − q(yn−1))]‖
≤ ‖yn − yn−1 − (g(yn)− g(yn−1))‖ + 1r2 ‖H2(g(yn))− H2(g(yn−1))
− γ [T (un, yn − q(yn))− T (un, yn−1 − q(yn−1))]‖ + 1r2 γ ‖T (un, yn−1 − q(yn−1))− T (un−1, yn−1 − q(yn−1))‖
+‖JN(·,yn)H2,γ [H2(g(yn−1))− γ T (un−1, yn−1 − q(yn−1))]
− JN(·,yn−1)H2,γ [H2(g(yn−1))− γ T (un−1, yn−1 − q(yn−1))]‖. (4.12)
Since g is strongly accretive with constant δg and Lipschitz continuous with constant λg and using the same argument as
for (4.5), we have
‖yn − yn−1 − (g(yn)− g(yn−1))‖2 ≤ (1− 2δg + 64Cλ2g)‖yn − yn−1‖2
= B2(g)‖yn − yn−1‖2, (4.13)
where B2(g) = (1− 2δg + 64Cλ2g).
SinceH2 is Lipschitz continuouswith constant λH2 , g is Lipschitz continuouswith constant λg , q is strongly accretivewith
constant δq and Lipschitz continuous with constant λq, T is Lipschitz continuous in the second argument with constant λT2
and using Proposition 2.1, we have
‖H2(g(yn))− H2(g(yn−1))− γ [T (un, yn − q(yn))− T (un−1, yn−1 − q(yn−1))]‖2
≤ ‖H2(g(yn))− H2(g(yn−1))‖2 − 2γ 〈T (un, yn − q(yn))− T (un, yn−1 − q(yn−1)),
j(H2(g(yn))− H2(g(yn−1))− γ [T (un, yn − q(yn))− T (un, yn−1 − q(yn−1))])〉
≤ λH2λg‖yn − yn−1‖2 + 2γ ‖T (un, yn − q(yn))− T (un, yn−1 − q(yn−1))‖
×‖H2(g(yn))− H2(g(yn−1))− γ [T (un, yn − q(yn))− T (un, yn−1 − q(yn−1))]‖. (4.14)
Now as T is Lipschitz continuous in the second argument with constant λT2 and using the same argument as for (4.5), we
have
‖T (un, yn − q(yn))− T (un, yn−1 − q(yn−1))‖ ≤ λT2‖yn − yn−1 − (q(yn)− q(yn−1))‖
≤ λT2
√
1− 2δq + 64Cλ2q‖yn − yn−1‖. (4.15)
Thus,
‖H2(g(yn))− H2(g(yn−1))− γ [T (un, yn − q(yn))− T (un, yn−1 − q(yn−1))]‖2
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≤ λH2λg‖yn − yn−1‖2 + 2γ λT2
√
1− 2δq + 64Cλ2q‖yn − yn−1‖
×‖H2(g(yn))− H2(g(yn−1))− γ [T (un, yn − q(yn))− T (un, yn−1 − q(yn−1))]‖
≤ λH2λg‖yn − yn−1‖2 + γ λT2
√
1− 2δq + 64Cλ2q
{‖yn − yn−1‖2
+ ‖H2(g(yn))− H2(g(yn−1))− γ [T (un, yn − q(yn))− T (un, yn−1 − q(yn−1))]‖2
}
, (4.16)
which implies that
‖H2(g(yn))− H2(g(yn−1))− γ [T (un, yn − q(yn))− T (un, yn−1 − q(yn−1))]‖2
≤
λH2λg + γ λT2
√
1− 2δq + 64Cλ2q
1− γ λT2
√
1− 2δq + 64Cλ2q
‖yn − yn−1‖2
≤ λH2λg + γ λT2B(q)
1− γ λT2B(q)
‖yn − yn−1‖2, (4.17)
where B(q) =
√
1− 2δq + 64Cλ2q.
It follows from the Lipschitz continuity of T in the first argument with constant λT1 and D-Lipschitz continuity of Gwith
constant λDG , that
‖T (un, yn−1 − q(yn−1))− T (un−1, yn−1 − q(yn−1))‖ ≤ λT1‖un − un−1‖
≤ λT1D(G(xn,G(xn−1)))
≤ λT1λDG‖xn − xn−1‖. (4.18)
Using (4.13)–(4.18) and condition (4.3), (4.12) becomes
‖yn+1 − yn‖ ≤ B(g)‖yn − yn−1‖ + 1r2
√
λH2λg + γ λT2B(q)
1− γ λT2B(q)
‖yn − yn−1‖
+ 1
r2
γ λT1λDG‖xn − xn−1‖ + µ∗∗‖yn − yn−1‖
=
[
B(g)+ 1
r2
√
λH2λg + γ λT2B(q)
1− γ λT2B(q)
+ µ∗∗
]
‖yn − yn−1‖ + 1r2 γ λT1λDG‖xn − xn−1‖. (4.19)
Combining (4.11) and (4.19), we have
‖xn+1 − xn‖ + ‖yn+1 − yn‖ ≤
[
B(f )+ 1
r1
√
λH1λf + ρλS1B(p)
1− ρλS1B(p)
+ µ∗ + 1
r2
γ λT1λDG
]
‖xn − xn−1‖
+
[
B(g)+ 1
r2
√
λH2λg + γ λT2B(q)
1− γ λT2B(q)
+ µ∗∗ + 1
r1
ρλS2λDF
]
‖yn − yn−1‖
≤ θ [‖xn − xn−1‖ + ‖yn − yn−1‖], (4.20)
where
θ = max
{
B(f )+ 1
r1
√
λH1λf + ρλS1B(p)
1− ρλS1B(p)
+ µ∗ + 1
r2
γ λT1λDG , B(g)+
1
r2
√
λH2λg + γ λT2B(q)
1− γ λT2B(q)
+ µ∗∗ + 1
r1
ρλS2λDF
}
.
By (4.1), 0 < θ < 1 and so (4.20) implies that {xn} and {yn} are both Cauchy sequences. Thus there exists x, y ∈ E such that
xn → x and yn → y as n→∞.
Now we prove that un → u ∈ G(x) and vn → v ∈ F(y). In fact, it follows from the D-Lipschitz continuity of G, F and by
Algorithm 3.1, that
‖un+1 − un‖ ≤ D(G(xn+1),G(xn)) ≤ λDG‖xn+1 − xn‖ (4.21)
‖vn+1 − vn‖ ≤ D(F(yn+1), F(yn)) ≤ λDF ‖yn+1 − yn‖. (4.22)
From (4.21) and (4.22), we know that {un} and {vn} are also Cauchy sequences in E. Thus there exists u, v ∈ E such that
un → u and vn → v as n→∞.
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Further
d(u,G(x)) ≤ ‖u− un‖ + d(un,G(x))
≤ ‖u− un‖ + D (G(xn),G(x))
≤ ‖u− un‖ + λDG‖xn − x‖ → 0, as n→+∞,
which implies that d(u,G(x)) = 0. Since G(x) ∈ CB(E), it follows that u ∈ G(x). Similarly, we can show that v ∈ F(y). By
continuity of f , g , H1, H2, S, T , G, F , p, q, J
M(·,x)
H1,ρ
, JN(·,y)H2,γ and Algorithm 3.1, we have
f (x) = JM(·,x)H1,ρ [H1(f (x))− ρS(x− p(x), v)]
g(y) = JN(·,y)H2,γ [H2(g(y))− γ T (u, y− q(y))].
By Lemma 3.1, (x, y, u, v) is a solution of problem (3.1). This completes the proof. 
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