Introduction
Imaging subsalt structures under the complex overburdens is a challenging task in seismic exploration due to the poor illumination of seismic waves. To solve the illumination problem, geophysicists designed the wide azimuth acquisition. Moreover, WAZ acquisition improves the signal to noise ratio by increasing the azimuthal fold, and reduces multiple interferences in the final images (Etgen, 2006) . On the other hand, geophysicists have improved the prestack depth imaging technology to take advantages of the new acquisition geometry. For example, the 3D SRME algorithm was generalized to process the wide azimuth data (Lin et al., 2005) , TTI model building techniques were also adapted to it (Huang et al., 2008) and TTI reverse time migration has been developed to incorporate the azimuthal information into depth imaging (Zhang and Zhang, 2008) . These recently developed technologies can significantly improve the capabilities of imaging the complex structures in the subsalt area. However, most of these new developments require regularly sampled seismic data as input, with a dense sampling rate (without aliasing) in all spatial directions, including inline, crossline, offset. Due to the surface condition, the actual real seismic data are rarely acquired on such a required regular grid.
Seismic data regularization, which maps the acquired irregularly sampled seismic traces to a regular grid, provides the regularly sampled seismic data for wave equation migration and 3D SRME etc. Different algorithms have been developed during last two decades. For example, the seismic data can be regularized based on the integral of continuation operators (normally, Kirchhoff type) (Canning and Gardner, 1996; Bleistein and Jaramillo 2000; Stolt, 2002) . Such a method is very sensitive to the velocity model used in the data continuation integral, and the algorithm is generally less effective at near offsets because of limited integration apertures. Moreover, it does not resolve the irregularity problem, and some special treatments are required to handle the irregularly sampled input.
The second type of data regularization algorithm, which is probably the most popular one, depends on finding a filter to predict the data in such a way that the error is assumed to be white noise. Generally, the filter is calculated by some inversion method. The Prediction Error Filter (PEF) is the most commonly used approach (Abma and Claerbout, 1995) . Similar to other convolution operators, it works efficiently on a regularly sampled input in lower dimensions. The main advantage of PEF is that it handles aliased linear events (Spitz, 1991) with a proper local linear approximation.
Fourier based methods (Sacchi and Ulrych, 1995; Duijndam et al., 1999; Hindriks and Duijndam, 2000) provide another way of doing seismic data regularization. They normally are tied to a global, discrete transform, such as a Fourier transform or a Radon transform. The philosophy of Fourier based methods is to estimate the Fourier coefficients from the input as accurately as possible. Different schemes have been proposed, for example, irregular FFT (Hindriks and Duijndam, 2000) ; sparse inversion (Sacchi and Ulrych, 1995) , etc. These methods are efficient on regularly sampled grids, because a Fast Fourier Transform (FFT) can be used. However, when these methods are applied to an irregularly sampled dataset, the transformed data may be altered by noise due to the spectral leakage among different frequency components in the Fourier-based regularization. Direct estimation of Fourier coefficients from the Discrete Fourier Transform (DFT) or its alternative (Beylkin, 1995) may give poor result for seismic data regularization. Xu et al. (2004) proposed a method, called Anti-leakage Fourier Transform, to resolve/reduce the spectral leakage problem. Our experience on complex real data application demonstrates that the method is efficient and accurate for seismic data regularization. Therefore it becomes a conventional data regularization tool. It works in both 2D and 3D (Xu and Pham, 2004) under the assumption of common offset and common azimuth data. The cascading two 3D regularizations (common shot plus common receiver) can recover an irregularly sampled 5D seismic data without strong assumptions (Xu et al., 2005) . However this two step regularization scheme is limited to filling in only small acquisition holes. In real data, the acquisition holes may be big along one direction, but are reasonably small in other directions. Therefore, a high dimensional interpolation algorithm should have better chance to fill in the big acquisition holes.
In this paper, we generalize the anti-leakage Fourier transform to five dimensions. We propose a sampling density function to compute the irregularly sampling weight in higher dimensions and adapt anti-leakage Fourier transform to 4D. We have tested our method in wide azimuth data processing in the Gulf of Mexico. The real data applications demonstrate promising results.
Anti-leakage Fourier transform algorithm
The goal of the anti-leakage Fourier algorithm is to estimate the Fourier coefficients from the irregularly sampled input seismic traces. Since the time samples are on a regular grid, the algorithm needs to handle four dimensional irregularities. The forward and inverse spatial will be reset to zero by updating the input data. Mathematically, it is equivalent to removing the component
Therefore, our regularization algorithm on an irregular grid can be implemented in the following steps: 1. Compute all the Fourier coefficients of the input data using equation (1); 2. Select the Fourier coefficient with the maximum energy; 3. Subtract the contribution of this coefficient from the input data [equation (2)].
To handle 1D irregularities, the integral weight ) ( l w x in equation (1) is easily derived by the distance of the adjacent irregular samples; for 2D, one can use the Voroni Polygons algorithm to compute the weights (Canning and Gardner, 1998; Jousset et al., 2000) , or use the more sophisticated algorithm like Pipe-Menon (Zwartjes and Gisolf, 2002) . In higher dimensions, the hit count algorithm is the simplest one (Beasley and Klotz, 1992) , but not accurate enough for our applications.
We are aware that the anti-leakage Fourier transform scheme is not sensitive to different weights, but a proper integral weighting function can further improve the regularization result. Here we propose a simple solution to compute the weighting function which is based on a sampling density function ) (x . We use a 1D synthetic test to demonstrate the basic concept. A sampling location function is defined as a series of normalized functions. Physically, the sampling location function tends to accept that the measurement at one location can only stand for the function value at the point where the measurement was made. For example, in Figure 1a , on an irregular grid, the sampling locations are generated by a random function. With this grid we can build a sampling location function ) (x L (Figure 1b) . 
Where the m is the number of dimensions of vector x ; after the convolution, the blurred sampling location is a positively defined smooth function, covering in the whole input area. We propose the following relationships between the weighting function and the sampling density function
Numerical examples
The 5D wide azimuth marine seismic data is indexed by the midpoint (2D vector), the vector offset (2D) and the recording time. As the time sampling is regular, the antileakage schemes were applied on vector midpoint and vector offset simultaneously. Once the five dimensional Fourier coefficients are obtained, the back transform to regular grid is a conventional FFT.
We apply our method to a Gulf of Mexico dataset in the Garden Banks area. This marine dataset has 7 tiles and it is sparsely sampled by 50m in the inline direction (along midpoint X coordinate); 60m in the midpoint Y direction; its time sampling rate is 12ms. Dipping events are poorly sampled in both spatial directions. In Fig. 2 , three inline sections of input seismic data (near tile): near, middle and far offset are shown. For the comparison purpose, we applied partial NMO to the data. Such a dataset can be regularized by the conventional 3D data regularization (common offset + azimuth scheme). From our experience, the conventional 3D regularization usually gives promising result on near offset, reasonable result in middle offset, but poor result in far offset sections. This is because the partial NMO is a strong assumption, and it is hard to align the seismic events on far offset. In this data set, the offset sampling is 300m in X and 1200m in Y. As a result, severe spatial aliasing occurs in all offset directions, especially in the offset Y direction. Therefore, data regularization algorithm is required to generate all the traces to the bin centers of regularized vector offsets with strong antialiasing capability.
In Figure 2 , the complex features are clearly observed. For example, the reflections/diffractions from the top of salt, the crossing seismic events with multiples, and the dramatic amplitude changes along the seismic events etc. The multiple events are blurred due to the partial NMO, they cannot be correctly interpolated by the common offset/azimuth scheme. Figure 3 shows the data regularization results produced by our regularization method. Here, all the traces (including the empty bins) have been reconstructed by a 5D algorithm; the output offsets are regularized. Compared to the seismic sections (Figure 2) , it is clear that the coherence of the seismic reflections is greatly improved.
Conclusion
We have developed a 5D regularization algorithm based on Anti-leakage Fourier Transform. We apply the algorithm on a wide azimuth dataset in the Gulf of Mexico. This numerical test shows promising results. With abundant information from wide azimuth data, such a regularization method will benefit prestack seismic processing; especially SRME and wave equation based imaging techniques. 
