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Abstract
We derive estimates of solutions of the semilinear 2mth-order parabolic equation of diffusion–absorption type
ut = −(−)mu − |u|p−1u in RN × R+, m 2, p > 1,
with bounded initial data u0 from Lq or other functional spaces. For m = 1, i.e., for the semilinear heat equation with absorption
intensively studied from the 1970s, basic global L∞-estimates are straightforward and guaranteed by the Maximum Principle.
We show that for m  2, where comparison or order-preserving properties of parabolic flows fail, some similar estimates can be
obtained by scaling techniques establishing the rates of decay of the solutions as t → ∞ and the behaviour as t → 0.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction: the Maximum Principle and basic pointwise estimates
We consider the Cauchy problem for the 2mth-order semilinear parabolic equation
ut = −(−)mu − |u|p−1u in RN × R+, u(x,0) = u0(x), (1.1)
where m 2, p > 1 and initial data u0 are assumed to belong to Lq(RN), with q  1, or other spaces to be specified.
Here  denotes the Laplacian in RN , so that, for m = 1, (1.1) is the classical semilinear heat equation with absorption
ut = u − |u|p−1u, (1.2)
whose global and initially singular (so-called very singular) solutions and other related properties were studied in
detail in the last thirty years by H. Brezis, A. Friedman, A.S. Kalashnikov, S. Kamin, L.A. Peletier, L. Véron,
J.L Vazquez, S.P. Kurdyumov, and many others; see lists of references in the books [15, Chapter 2] and [9, Chapter 4].
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well understood in the twentieth century.
1.1. Motivation: two principal pointwise estimates for m = 1
Our analysis of the higher-order parabolic equation (1.1) is motivated by two estimates, which are straightforward
for its second-order counterpart (1.2). Namely, for any u0 ∈ L∞, (1.2) has a unique global classical solution which is
uniformly bounded and satisfies the estimate
sup
x∈RN
∣∣u(x, t)∣∣ sup
x∈RN
∣∣u0(x)∣∣ for all t > 0. (1.3)
This follows from the Maximum Principle (MP, in short) since, for any constant C > 0, the function u¯(x, t) ≡ C is a
classical supersolution of (1.2). This immediately implies the upper bound in (1.3), and the lower one is obtained by
reflection u → −u.
In addition, for (1.2), there exists the optimal refined universal upper estimate of the decay rate,
sup
x∈RN
∣∣u(x, t)∣∣U(t) = Cpt− 1p−1 for any t > 0, Cp = (p − 1)− 1p−1 , (1.4)
where the constant Cp depends on the absorption exponent p of the non-linearity and is independent of initial data.
This estimate is obtained by comparison with the solution U(t) > 0 satisfying the ODE
U ′ = −Up for t > 0, U(0+)= +∞. (1.5)
By the “initial condition” U(0+) = +∞, the necessary comparison is valid at t = 0 for any bounded u0, |u0(x)| <
U(0+) in RN . Moreover, (1.4) remains true for any minimal proper solutions of (1.2) with arbitrary initial data
u0 /∈ L∞. Minimal solutions with u0  0 are then constructed by monotone approximation of the data, by taking
u0ε(x) = min{ε−1, u0(x)} with any ε > 0. The corresponding sequence {uε(x, t)} of the classical bounded solutions
of (1.2) with data u0ε  0 is monotone increasing in ε by comparison and for any t > 0 is bounded above by U(t).
Therefore, there exists the bounded non-negative pointwise limit
u(x, t) = limuε(x, t)U(t) as ε → 0+ in RN × R+,
which is called the proper minimal solution; see details in [7, Chapter 7] on extended semigroup theory for singular
parabolic equations. The asymptotic behaviour of solutions of (1.2) essentially differs in parameter ranges p ∈ (1,p0),
where p0 is the first critical exponent
p = p0 = 1 + 2
N
,
and p > p0. Here p0 is the critical exponent coinciding with the famous Fujita exponent for the corresponding
reaction–diffusion equation ut = u+ up .
All of these existence and asymptotic results for (1.2) have been proved by using the MP for the second-order
parabolic and elliptic equations or related similarity ODEs.
1.2. Extensions to m 2 by scaling techniques: plan of the paper
For the 2mth-order equation (1.1) the MP does not apply, and, as usually happens for higher-order parabolic PDEs,
most of the results concerning qualitative sharp estimates on solutions become essentially more involved. Clearly, the
operator on the right-hand side of (1.1) is monotone, coercive, which guarantee Lq and Hm-estimates of solutions
and existence of a unique global weak solution; see Section 2. However, global L∞-estimates are not straightforward
without the MP.
We show that crucial pointwise estimates, which for m = 1 were easily obtained by the MP, in the cases m 2 can
be derived by a combination of Lq -estimates and scaling techniques. Roughly speaking, the MP (if applies) makes
it possible to use a comparison procedure dealing with required solutions globally in RN , i.e., simultaneously for all
x ∈ RN . For m 2, where any comparison fails and the semigroup is not order-preserving, we cannot compare any
pair of solutions. Alternatively, instead, we perform necessary scaling of the solution at a point (x0, t0) ∈ RN × R+,
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simpler equation or trivial initial data, for which the conclusion is straightforward. In a certain sense, we claim that
the proposed (pointwise) scaling methods replace the MP in such an analysis of non-linear higher-order parabolic
PDEs.
It turned out [10] that in the subcritical Sobolev range 1 < p < ps , where
ps = N + 2m
(N − 2m)+ is the critical Sobolev exponent, (1.6)
solutions of (1.1) are globally bounded in the L∞-norm. Local L∞ bounds can also be obtained without scaling by
using Henry’s estimates for weighted Gronwall’s inequalities [12, p. 188]. In this paper, we show that, for p  ps ,
scaling techniques are essential for such estimates. We also analyze the large time behaviour of solutions for values
p > p∗, where
p∗ = 1 + 4m
N
(1.7)
is another critical exponent above the Fujita one p0 = 1 + 2mN . We establish an upper bound estimate of the decay rate
of the required type (1.4). In the final Section 5 we list a number of possible extensions of the results and techniques
to other types of semilinear, quasilinear and non-local parabolic equations.
2. Preliminaries
2.1. Fundamental solution
We will need the fundamental solution of the linear parabolic (polyharmonic) equation
ut = −(−)mu in RN × R+, (2.1)
which has the self-similar form
b(x, t) = t− N2m f (y), y = x/t 12m . (2.2)
The rescaled kernel f is the unique radial solution of the elliptic equation
Bf ≡ −(−)mf + 1
2m
y · ∇f + N
2m
f = 0 in RN,
∫
f = 1, (2.3)
and satisfies for some positive constants D > 1 and d > 0 depending on m and N [5],
∣∣f (y)∣∣< DF(y) ≡ Dω1e−d|y|α in RN, α = 2m2m − 1 ∈ (1,2), (2.4)
ω1 > 0 being a normalization constant such that
∫
F = 1. On the other hand, the fundamental solution b is also given
by the inverse Fourier Transform (FT)
b(x, t) =F−1(e−|ω|2mt). (2.5)
2.2. On order deficiency for the linear flow: higher-order counterpart of (1.3)
For the linear PDE (2.1), the constant
Dm =
∫
|f | > 1 for all m 2 (2.6)
(D1 = 1 for the positive Gaussian f (y) = (2π)−N2 e− 14 |y|2 ) is the order deficiency and is used for extending the
estimate (1.3) to higher-order parabolic PDEs and constructing order-preserving majorizing integral operators [8].
The action of such non-order-preserving linear semigroups can be rather non-trivial and this is important for the
future non-linear analysis.
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sup
x∈RN
∣∣u(x, t)∣∣Dm sup
x∈RN
∣∣u0(x)∣∣ for all t > 0 (2.7)
is sharp in the class of bounded initial data u0 ∈ L∞.
Proof. Taking initial data u0(x) = signf (x), we have at t = 1
u(0,1) = t−N/2m
∫
f
(
y
t1/2m
)
signf (y)dy|t=1 =
∫
|f | = Dm. 
2.3. On local and global existence of Lq -solutions
For bounded initial data, local in time existence and uniqueness of the classical solution of (1.1), i.e., of u(x, t)
smooth as the regularity of coefficient up at u = 0 dictates, follows from the integral equation
u(t) = b(t) ∗ u0 −
t∫
0
b(t − s) ∗ (|u|p−1u)(s)ds, (2.8)
where b(t) is the fundamental solution (2.2); see [5,6] and [16, Chapter 15].
For initial data u0 ∈ Lq , with q ∈ (1,∞), as a standard practice, the solution is understood as a proper continuous
curve u : [0, T ] → Lq satisfying Eq. (2.8). The questions of local existence and uniqueness were first systematically
studied by Weissler in the 1970s and 80s [17,18]. In particular, he showed that a unique local in time solution of (2.8)
always exists if
p < p0(m,q) = 1 + 2mq
N
. (2.9)
See the results in [18, pp. 87–90], which actually apply to 2mth-order equations like (1.1). More recent results on
local and global existence for higher-order parabolic equations such as (1.1) can be found in [1,3,4,8]. In fact, most of
these approaches are oriented to equations with reaction-like term such as
ut = −(−)mu + |u|p−1u
(
or · · · + |u|p),
so deal with sufficiently small solutions only since large solutions do blow-up. Therefore we cannot use such results
for arbitrarily large solutions of (1.1).
To get global existence of the bounded classical solution we will need some Lq -estimates. We now assume that
u0 ∈ L2 ∩ Lp+1. (2.10)
Multiplying (1.1) by u and ut in L2 and integrating by parts yields for t > 0 (here we assume a suitable fast decay of
u(x, t) as x → ∞; otherwise, we can use cut-off functions to derive estimates below)
1
2
d
dt
∥∥u(t)∥∥22 = −
∥∥D¯mu(t)∥∥22 −
∥∥u(t)∥∥p+1
p+1  0, (2.11)
∥∥ut (t)∥∥22 + ddt
[
1
2
∥∥D¯mu(t)∥∥22 + 1p + 1
∥∥u(t)∥∥p+1
p+1
]
= 0, (2.12)
where ‖ · ‖q denotes the norm in Lq and D¯m = m/2 for m even and D¯m = ∇(m−1)/2 for m odd. Integrating the
second estimate over an interval (δ, t) with a δ > 0 gives∥∥D¯mu(t)∥∥2 C,
∥∥u(t)∥∥2  C0,
∥∥u(t)∥∥
p+1  C1 for t > δ, (2.13)
where C, C0, C1 denote various positive constants. Note that by (2.10), C0 is independent of δ. In view of (2.13), the
classical methods, [14, Chapters 1, 2], establish global existence of a weak solution satisfying u ∈ L2loc(R+;Hm) ∩
L
p+1
loc (R+;Lp+1) ∩ L∞loc(R+;L2). Solution is unique by monotonicity in L2 of the operator on the right-hand side
of (1.1).
Before asymptotic estimates, we derive a refined one of ‖u(t)‖p+1 for t  1.
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H
(
u(t)
)= 1
2
∥∥D¯mu(t)∥∥22 + 1p + 1
∥∥u(t)∥∥p+1
p+1 
1
2t
‖u0‖2 → 0 as t → ∞. (2.14)
Proof. The result follows from (2.11) and (2.12). By (2.12), H(t) is decreasing, so
1
2
d
dt
∥∥u(t)∥∥22 −
∥∥D¯mu(t)∥∥22 − 2p + 1
∥∥u(t)∥∥p+1
p+1 = −2H(t). (2.15)
Integrating this inequality, we obtain that, for large t > 0,
0
∥∥u(t)∥∥22  ‖u0‖22 − 2
t∫
0
H(s)ds  ‖u0‖22 − 2H(t)t, (2.16)
and (2.14) follows. 
In what follows, for every p > 1 we define q∗(p) as
q∗(p) = max
{
1,
N(p − 1)
2m
}
. (2.17)
For simplicity we use the notation q∗ in many of the calculations below where q∗(p) is involved. In the next section,
we use the following result.
Corollary 2.3. Let u0 ∈ L2 ∩ Lp+1. For every p ∈ (p∗,ps], with p∗ as in (1.7), there holds∥∥u(t)∥∥
q∗(p) → 0 as t → ∞.
Proof. For p = ps the result is straightforward since q∗(p) = p+1. For p ∈ (p∗,ps), we have that 2 < q∗(p) < p+1
and the result is then obtained by applying Hölder inequality to uγ , uq∗−γ , setting γ = (q∗−2)(p+1)
p−1 , pˆ = p+1γ and
qˆ = 2
q∗−γ . One can check that
1
pˆ
+ 1
qˆ
= 1 for γ ∈ (0, q∗). Then,
∥∥u(t)∥∥q∗
q∗ 
∥∥u(t)∥∥ p+1pˆp+1∥∥u(t)∥∥
2
qˆ
2 ,
and the result follows. 
2.4. From Lq to L∞-solutions
Concerning local bounds in L∞, firstly, we show how L∞-estimates follow from the weaker local Lq -estimates
in [18].
Proposition 2.4. Let p > 1 and let u(x, t) be the solution of (1.1) with initial data u0 ∈ Lq ∩ L∞ such that
u(t) ∈ Lq on [0, T ] for some q > q∗(p). (2.18)
Then u(t) ∈ L∞ for every t ∈ (0, T ].
Proof. Using a modification of the rescaling technique in [10], assume for contradiction that there exist sequences
{tk} → T¯  T , {xk} ⊂ RN and {Ck} → +∞ such that
sup
RN×[0,tk]
∣∣u(x, t)∣∣= ∣∣u(xk, tk)∣∣= Ck. (2.19)
Then we perform the scaling
uk(x, t) = u(xk + x, t + tk) = Ckvk(y, s), x = aky, t = a2ms, (2.20)k
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‖uk‖q = ‖vk‖q ⇒ ak = C−q/Nk . (2.21)
Substituting (2.20) into Eq. (1.1) yields that vk satisfies
(vk)s = −(−)mvk − δk|vk|p−1vk in RN × R, where
δk = a2mk Cp−1k = C
p−1− 2mq
N
k → 0 for q > q∗(p). (2.22)
Then fixing s0 large enough and setting v¯k(s) = vk(s − s0), we have that∣∣v¯k(s)∣∣ 1 on (0, s0) (2.23)
are uniformly bounded classical solutions of the uniformly parabolic equation (2.22). By classic parabolic regularity
theory [5,6], we have that, along a subsequence, v¯k(s) → v¯(s) uniformly on compact subsets from RN × [0, s0].
Passing to the limit in Eq. (2.22) yields that v¯(s) is a bounded weak solution and hence the classical solution of the
Cauchy problem for the linear parabolic equation (2.1) with initial data satisfying ‖v¯0‖∞  1 and ‖v¯0‖q  C. By the
Hölder inequality it follows that∥∥v¯(s0)∥∥∞  (s0)− N2mq ‖f ‖ qq−1 ‖v¯0‖q  1,
if s0 is large enough. Hence, the same holds for ‖v¯k(s0)‖∞ for k  1 and a contradiction with the assumption
‖v¯k(s0)‖∞ = 1 follows. 
3. Global existence of bounded classical solutions and estimates: p  ps
In order to get the classical solution, one needs an L∞-estimate, and then the existence of bounded classical solu-
tions follows from the standard theory of uniformly parabolic equations [5,6,16]. As a first straightforward conclusion,
by Sobolev’s embedding theorem, Hm ⊂ C ∩ L∞ for N < 2m [16, p. 8], so estimate (2.13) implies∣∣u(x, t)∣∣ C in RN × [δ,∞) (3.1)
(if u0 ∈ Hm then δ = 0). It is worth mentioning that application of the interpolation Gagliardo–Nirenberg inequal-
ity using all the estimates in (2.13) (see [16, p. 9]) cannot extend this L∞-estimate into the complementary range
N  2m. One can see that in this case the Sobolev embedding estimate (being a limit case of the Gagliardo–Nirenberg
inequality) gives the best optimal result. For N  2m, an extra analysis is necessary.
To begin with such analysis, we first note that by an argument similar to that in Proposition 2.4, every solution
u(x, t) of (1.1) that is globally bounded in the Lq norm is also globally bounded in the L∞-norm. This fact and the
weak estimates in (2.13) allow to deal with the question of local and global existence for a different but natural class
of initial data.
Corollary 3.1. Let 1 < p < ps and u0 ∈ Lp+1. Then (3.1) holds.
As we mention above, it turns out that for N > 2m and p < ps , L∞-bounds for every t > 0 can be obtained without
a scaling approach. Namely, using appropriate Hölder’s inequality and (2.13), one can get from (2.8) that
∣∣u(t)∣∣ sup|u0|
∫ ∣∣b(t)∣∣+
t∫
0
∣∣b(t − s) ∗ (|u|p−1u)(s)∣∣ds
 sup|u0|‖f ‖1 + C‖f ‖p+1
t∫
0
U(s)
∥∥b(t − s)∥∥ p+1
2
∥∥u(s)∥∥p−1
p+1 ds, (3.2)
where U(s) = supy |u(y, s)|. This leads to weighted Gronwall’s inequality
U(t) C + C
t∫
(t − s)β−1U(s)ds, with β = N + 2m− p(N − 2m)
2m(p + 1) .
0
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p < ps = N + 2m
(N − 2m)+ , (3.3)
the function U(t) = supx |u(x, t)| is bounded on finite intervals (0, T ) and has at most exponential growth at t → ∞.
See details in [10, Section 2].
3.1. On improved L∞-estimates: decay rates in the subcritical Sobolev range
We now return to the refined estimate (1.4), which plays a crucial role for very singular solutions and in the study of
the large time behaviour. The universal estimate suggests to analyze the problem in the appropriate rescaled variables.
We present a few versions of using such rescaling techniques in various parameter ranges.
Theorem 3.2. Let p ∈ (p∗,ps) and
u0 ∈ L2 ∩ Lp+1. (3.4)
Then there exist constants C0 > 0 and t0 > 0 such that∥∥u(t)∥∥∞  C0t−1/(p−1) for all t  t0. (3.5)
Proof. Recall that from the analysis above, u(t) ∈ L∞ for all t > 0, see also [10]. Assume for the contrary that there
exist sequences {tk} → ∞, {xk} ⊂ RN and {Ck} → ∞ such that
sup
RN×[0,tk]
∣∣u(x, t)∣∣= ∣∣u(xk, tk)∣∣= Ckt−1/(p−1)k . (3.6)
We introduce the rescaled similarity variables
uk(x, t) = u(xk + x, t + tk) = t−1/(p−1)vk(y, τ ), x = yt1/2m, τ = ln t. (3.7)
Substituting into Eq. (1.1) yields that the rescaled function vk satisfies
vτ = −(−)mvk +L1vk − |v|p−1k vk in RN × R, (3.8)
where L1 = 12my · ∇ + 1p−1 I . By the construction, as k → ∞,
vk(0, τk) = Ck → ∞, τk = ln tk → ∞. (3.9)
On the other hand, the Lq∗ norm (with q∗ defined in (2.17)) is preserved by the scaling, i.e.,
∥∥vk(τ )∥∥q∗ =
∥∥uk(t)∥∥q∗ for q∗ = q∗(p) = N(p − 1)2m . (3.10)
Therefore, we have from Corollary 2.3 that ‖vk(τ )‖q∗ → 0 as τ → ∞. With a fixed sequence {ak} → 0+ to be
determined, we perform a second scaling
vk(y, τ ) ≡ v(y, τk + τ) = Ckwk(η, s), y = akη, τ = a2mk s, (3.11)
and obtain the Cauchy problem for wk :
(wk)s = −(−)mwk + a2mk
(
1
2m
∇wk · η + 1
p − 1 wk
)
− δk|wk|p−1wk, (3.12)
δk = a2mk Cp−1k , w0k = C−1k v(τk), and (3.13)
‖w0k‖∞ = 1, ‖w0k‖q
∗
q∗ =
(
aNk C
q∗
k
)−1∥∥v(τk)∥∥q∗q∗ . (3.14)
We now choose the sequence ak = C−q
∗/N
k , so again we have that∥∥wk(s)∥∥q∗∗ = ∥∥vk(τ )∥∥q∗∗ .q q
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q∗ → 0 as k → ∞. Setting
w˜k(s) = wk(s − s0),
with any fixed s0 (e.g., s0 = 1 fits), we have that ‖w˜k(s)‖∞  1 on (0,1) are uniformly bounded classical solutions
of the uniformly parabolic equation (3.12) satisfying ‖w˜k(s0)‖∞ = 1. By parabolic interior regularity theory [5,6],
we have that along a subsequence w˜k(s) → w∗(s) uniformly on compact subsets from RN × [0,1]. Passing to the
limit in Eq. (3.12) yields that w∗(s) is a bounded weak and classical solution of the Cauchy problem for the parabolic
equation (1.1) with initial data satisfying ‖w∗0‖∞  1 and ‖w∗0‖q∗ = 0. Moreover, from Corollary 2.3, the same holds
for every s ∈ (0, s0). Then, by using the Hölder inequality and the above estimates in the formula
w∗(s0) = b(s0) ∗
(
w∗0
)−
s0∫
0
b(s0 − s) ∗
(|w∗|p−1w∗)(s)ds, (3.15)
we obtain that
∥∥w∗(s0)∥∥∞ 
∥∥b(s0)∥∥ q∗
(q∗−1)
∥∥w∗0∥∥q∗ +
s0∫
0
∣∣b(s0 − s)∣∣ ∗ ∣∣w∗(s)∣∣p ds. (3.16)
By construction |w∗(s)|p  |w∗(s)|p¯ on (0,1) for every p¯ < p. Consider 1 < p¯ < min{q∗,p− 1} and let γ ∗ = q∗/p¯.
Then, using Hölder’s inequality in the non-linear term yields
∥∥w∗(s0)∥∥∞  C0s−
1
p−1
0 ‖f ‖ q∗
(q∗−1)
∥∥w∗(0)∥∥
q∗ + ‖f ‖ γ ∗
(γ ∗−1)
sup
[0,s0]
(∥∥w∗(s)∥∥
q∗
) q∗
γ ∗
s0∫
0
(s0 − s)−
N
2m
1
γ ∗ ds, (3.17)
where, by the assumptions on p¯, the last integral converges and
s0∫
0
(s0 − s)−
N
2m
1
γ ∗ ds = C1s
− N2m 1γ ∗ +1
0 . (3.18)
Hence a contradiction follows. More in detail, setting here s0 = 1, we find, by using the estimates above, that
‖w˜k(1)‖∞  1 uniformly for k  1 contradicting the assumption that ‖w˜k(1)‖∞ = 1. 
3.2. On estimates as t → 0
The large-time estimates in Theorem 3.2 can be translated to bounds near t = 0 by invariant scaling transformations
of the PDE (1.1). Namely, let p ∈ (p∗,ps) and u¯(x, t) be a fixed global solution satisfying estimate (3.5). We then
construct the family of solutions of (1.1)
uλ(x, t) = λ−1/(p−1)u¯
(
x
λ1/2m
,
t
λ
)
, with λ > 0. (3.19)
Observe that the corresponding initial function uλ0(x) = uλ(x,0) satisfies as λ → 0
‖uλ0‖22 = λ
N
2m− 2p−1 ‖u¯0‖22 → 0, ‖uλ0‖p+1p+1 = λ
N
2m− p+1p−1 ‖u¯0‖22 → ∞,
and furthermore ‖uλ0‖qq ≡ ‖u¯0‖qq for q = 1 + 2mN . It follows from (3.5) that∥∥uλ(t)∥∥∞  C0t−1/(p−1) for all t  λt0, (3.20)
so that, in the limit λ → 0, we formally obtain an estimate of the L∞-norm for all t > 0. It is shown in [4] (see also [3])
that for, say, compactly supported initial data u¯0, the limit solution is trivial if p > 1 + 2mN , i.e.,
uλ(x, t) → 0 as λ → 0 uniformly in RN × R+.
Therefore (3.20) represents an L∞-estimate of non-trivial solutions, which is true arbitrarily close to t = 0.
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In the critical case p = ps , we change the functional setting of the problem.
Theorem 3.3. Let p = ps and
u0 ∈ L∞ ∩ L2. (3.21)
Then there exist constants C0 > 0 and t0 > 0 such that (3.5) holds.
Proof. From the integral equation (2.8) we have that u(t) ∈ L∞ for sufficiently small t > 0 (notice that the integral
operator there is a contraction in the topology of continuous functions). We next use the same rescaling as in the proof
of Theorem 3.2, where, for p = ps , q∗(p) = p + 1.
Step 1. No finite-time blow-up. Then, in the first rescaling argument, we are assuming that
{tk} → T − < ∞. (3.22)
Using the same rescaling, we arrive at the integral equation (3.15), where the solution satisfies∥∥w(s)∥∥∞  1 and
∥∥w(s)∥∥
p+1 C0 for all s ∈ (0, s0), (3.23)
where s0 > 0 can be arbitrarily large and the constant C0 > 0 is independent of s0.
It is convenient to return to the PDE for w∗,
w∗s = −(−)mw∗ − |w∗|p−1w∗ in RN × R+ (3.24)
with initial data w∗0 satisfying (3.23). Now we use the obvious fact that Eq. (3.24) is a gradient system in
Y = H 2m(RN) ∩ Lp+1(RN) since the right-hand side is a variational operator with the potential −H(w∗) given
in (2.14). Therefore by gradient system theory [11], the omega-limit set of any global orbit is contained in the subset
of equilibria, which reduces to {0} in view of the monotonicity of the elliptic operator in (3.24). Therefore,
w∗(s) → 0 as s → ∞ in Y.
Finally, since by construction the orbit is uniformly bounded, the convergence to zero is uniform, so that∣∣w∗(s0)∣∣ 1 for s0  1.
This contradicts the first condition in (3.14).
Step 2. Uniform estimate and improved L∞-estimates. We now assume that, in the rescaling argument,
{tk} → ∞. (3.25)
Taking into account that no finite time blow-up occurs and that ‖u(t)‖q∗ → 0 as t → ∞, the proof is analogous to that
of Theorem 3.2. Therefore the solution is globally bounded and moreover, it satisfies the decay estimate (3.5). 
4. Global existence of bounded classical solutions and estimates: p > ps
Here we present another type of scaling which actually covers the range p > p∗. The approach is based on a
combination of the weak estimates for the solutions and the use of a convenient scaling as above.
Proposition 4.1. Let p > ps and
u0 ∈ L∞ ∩ L2. (4.1)
Then there exists a constant C0 > 0 such that∥∥u(t)∥∥∞  C0(1 + t)−1/(p−1) for all t > 0. (4.2)
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α = 1/(p − 1), q = Np/2m and M(u0) = ‖u0‖(q−2)/q∞ ‖u0‖2/q2 .
On the one hand, it is clear that for this choice of q and p > ps ,
I (t) =
t∫
0
(t − s)− N2mq (1 + s)−(1−2α/q) ds
is a well-defined function for every t  0 which is globally bounded. On the other, we may assume without loss of
generality that ‖u0‖∞ and M(u0) are small enough constants so that
M(u0)(1 + α)‖f ‖q/(q−1)I (t) < ‖u0‖αˆ∞αˆ <
1
p
. (4.3)
Otherwise, we would proceed in what follows with the rescaled function uˆ(y, s) defined as
u(x, t) = Cuˆ(y, s),
with x = ay, t = a2ms and a = C−q∗/N for C large enough. Under these assumptions, we have that uˆ(y, s) is a
solution of our equation such that M(uˆ0) = M(u0)C−(1−q∗/q) verifies condition (4.3).
Consider now the new rescaled function v(x, t) as u(x, t) = (1 + t)−αv(x, t). It satisfies
vt = −(−)mv + (1 + t)−1αv − (1 + t)−1|v|p−1v in RN × R+, (4.4)
and take the same initial data, v0(x) = u0(x).
We next prove that∣∣v(x, t)∣∣< 2D‖u0‖αˆ∞ for all t  0. (4.5)
It is clear by construction and the hypotheses on u0 that (4.4) holds for small values of time. Let t be a fixed value
of time such that (4.5) holds for s < t . After writing equation in its equivalent integral form, it follows by using that
|v|p < |v| and the Hölder inequality that
∣∣v(x, t)∣∣D‖u0‖∞ + (1 + α)‖f ‖q/(q−1)
t∫
0
(t − s)− N2mq (1 + s)−1∥∥v(s)∥∥
q
ds.
Therefore, taking into account the estimate∥∥v(s)∥∥q
q
 ‖v‖q−2∞
∥∥v(s)∥∥22,
and that ‖v(t)‖22 = (1 + t)2α‖u(t)‖22, we obtain by using (4.3) that∣∣v(x, t)∣∣D‖u0‖∞ + (1 + α)‖f ‖q/(q−1)I (t)M(u0) 2D‖u0‖αˆ∞.
Hence (4.5) follows for every value of t  0 and, as a direct consequence, the refined estimate (4.2) for u(x, t). The
proof is completed. 
Finally, it is still unknown if there exists an analogy of the estimate like (1.3) possibly including an additional
constant multiplication factor depending on the order deficiency [8] for such higher-order parabolic operators.
5. On some extensions
5.1. Arbitrary differential operators
Results can be extended to more general PDEs
ut = Pu − |u|p−1u in RN × R+, with initial data u0, (5.1)
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P =
∑
|α|=k
aαD
α (k  2). (5.2)
Unlike the case of even k, where a parabolicity assumption is necessary, for odd k, such PDEs are locally well-posed
with the fundamental solution given by
b(x, t) =F(eP(ω)t), with the polynomial symbol P(ω) =∑aα(−i)|α|ωα. (5.3)
Hence b has the self-similar form
b(x, t) = t−N/kf (y), y = x/t1/k, (5.4)
where f satisfies the elliptic problem (cf. (2.3))
Bf = Pf + 1
k
u · ∇f + N
k
f = 0 in RN,
∫
f = 1. (5.5)
Spectral properties of the linear operator B can be found in [4] (most of the results there are extended to odd orders).
The solution of the Cauchy problem (5.1) is given by the integral equation (2.8), in which the operator is a contraction
in the space of continuous functions in [0, δ] × RN with a small enough δ > 0. This gives the unique local in time
classical solution. Properties of global solutions then will depend on a priori bounds associated with particular features
of operator P to be discussed in an example below.
Example (A third-order equation). Consider a simple 1D PDE,
ut = uxxx − |u|p−1u in R × R+, (5.6)
which can be associated with shallow water wave KdV-type models including the modified KdV equation and other
extensions such as
ut = uxxx ±
(|u|p−1u)
x
and ut = uxxx ±
(|u|p−1u)
xx
.
The fundamental solution (5.4) with k = 3, N = 1 is given by the Airy function Ai(y). On multiplying (5.6) by u and
uxx in L2 we have the following uniform bounds:∥∥u(t)∥∥2 C,
∥∥ux(t)∥∥2  C. (5.7)
Using interpolation inequalities (including Gagliardo–Nirenberg’s one), as in (3.2), by Henry’s weighted Gronwall’s
inequality, we obtain an L∞-bound in a “subcritical” case. Furthermore, the scaling techniques similar to those in
Section 3.1 then give a uniform bound in some parameter ranges.
5.2. On non-local integral operators
The main approaches also apply to the evolution equation (5.1) with integral operators
Pv = Kε ∗ v ≡
∫
Kε(x − y)v(y)dy, (5.8)
where Kε(x) is a symmetric kernel that is compactly supported in the ball Bε = {|x| ε}, with a constant ε > 0. Notice
that in hydrodynamics, higher-order differential operators and PDEs occur from kinetic theory by Grad’s method and
Chapman–Enskog expansions applied initially to integral equations that follow from the Boltzman equation with
non-local collision terms; see [2].
We assume Kε to satisfy some integrability properties including∫
Kε(y)dy = 0, (5.9)
which is necessary for non-local approximation properties of differential operators in the PDEs (1.1) (or (5.1)) mean-
ing that
Kε → −(−)mδ as ε → 0+ (5.10)
in the sense of bounded measures in RN .
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b(x, t) =F−1(eKˆε(ω)t), (5.11)
where Kˆε is the Fourier transform of the kernel Kε . Notice that the operator on the right-hand side of (5.1), (5.8) is
potential in L2 so the equation admits multiplication by ut .
Further extending the idea of non-local approximation of differential operators (cf. (5.10)), for a fixed ε > 0, we
now assume that
Kˆε(ω) = −|ω|2m + O
(|ω|2m+1) as ω → 0. (5.12)
In 1D, such symmetric compactly supported kernels occur if their even first m + 1 moments satisfy∫
K(x)x2j = 0 for j = 0,1, . . . ,m − 1 and
∫
K(x)x2m = −(2m)!.
By Sturmian-type arguments, such kernels Kε(x) change sign and should have at least m zeros for x > 0 (cf. Kellog’s
oscillation theorem [7, p. 20]).
It follows from (5.11), (5.12) that, asymptotically as t → ∞, the semigroups (and fundamental solutions) defined
via (5.11) and by (2.5) coincide, which should imply certain similarities in the asymptotic behaviour of solutions
and hence L∞-estimates (though mathematical approaches for proving may be rather different). We claim that the
complete bi-orthonormal subset of eigenfunctions of operator (2.3) [4] is key in the study of the asymptotic behaviour
of solutions of (5.1), (5.8) in the supercritical range p > 1 + 2m
N
.
5.3. On quasilinear models
Some estimates can be derived for the quasilinear PDEs
ut = −(−)m|u|σ u − |u|p−1u, σ > 0, (5.13)
where local existence of a unique weak solution is guaranteed by monotone operator theory [14, Chapter 2]. Equation
(5.13) admits multiplication by |u|σ u and (|u|σ u)t in L2 that gives estimates similar to (2.13). As an example, consider
the first scaling technique, which uses the variables (cf. (2.20))
uk = Ckvk, x = aky, t = bks, (5.14)
so, instead of (2.21), one needs to choose
bk = a2mk C−σk . (5.15)
The rest of the analysis is similar, and, for any q > q∗ = N [p−(σ+1)]2m , the limit function v¯ solves the simplified 2mth-
order PME
v¯t = −(−)m|v¯|σ v¯, (5.16)
with initial data v¯0 that are bounded in L∞ ∩ Lq . Equation (5.16) is a gradient dynamical system and the only
equilibrium is zero. The uniform in such v¯0 convergence to zero in L∞ for (5.16) then is easily guaranteed for
N < 2m by Sobolev embedding and needs an extra analysis for N  2m only.
Concerning the non-local approximations of (5.13), we introduce the integral equation
ut = Kε ∗ |u|σ u − δε ∗ |u|p−1u, (5.17)
with a family of kernels {Kε} satisfying (5.10) and δε(x) → δ(x). Integrating (5.17) yields a Volterra–Hammerstein
operator,
u(t) = u0 +
t∫
0
[
Kε ∗
∣∣u(s)∣∣σ u(s) − δε ∗ ∣∣u(s)∣∣p−1u(s)]ds, (5.18)
which is a contraction in spaces like C([0,μ];Lq), so that existence and uniqueness of a solution of (5.18) follow
from classical integral operator theory [13]. The convergence of solutions of (5.13) and (5.17) as ε → 0 and as t → ∞
(for a fixed ε > 0) represents a number of difficult open problems.
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