Social question-answering (SQA) allows people to ask questions in natural language and receive answers from others. While research on SQA has focused on the quality of answers provided with implications for system-based interventions, few studies have examined whether the questions asked to elicit these answers accurately depict an asker's information need. To address this gap, the current study explores the viability for system based interventions to improve questions by comparing human, non-textual assessments of question quality to automatic, textual features extracted from the questions' content in order to determine whether there is a significant relationship between subjective judgments on one hand, and objective ones on the other. Findings indicate that not only is there a significant relationship between human-based ratings of question quality criteria and extracted textual features, but also that distinct textual features contribute to explaining the variability of each human-based rating. These findings encourage further study of the relationship between the reasons for why a question might be of poor quality and textual features that can be extracted from the question. This relationship can ultimately inform design of intervention-based systems that can not only automatically assess question quality, but also provide reasons that can be understood by the asker as to why the quality of his or her question is poor and suggest how to revise the question.
INTRODUCTION
Social question-answering (SQA) sites have become a popular way for people to interact with information and other people online. An example of a popular SQA service is Yahoo! Answers, which has over 200 million users and over one billion questions asked at a rate of 90,000 questions per day (Harper, Moy, & Konstan, 2009) . Unlike search engines, SQA sites allow an asker to pose a question in natural language that can be answered by other community members; this allows askers to provide contextual information unique to their situation and receive answers tailored to their information needs (Shah, Oh, & Oh, 2008) . In addition, both askers and answerers value the affective elements of SQA sites, often posting content soliciting and/or providing advice and opinions, as well as content meant to elicit general social engagement (Kim & Oh, 2009 ).
Studies of SQA services can be divided into two typesuser-based and content-based (Shah, Oh, & Oh, 2008) . User-based studies examine what types of people interact within SQA services and the nature of their interactions (Gazan, 2006 (Gazan, , 2007 , users' information needs (Lee, Downie, & Cunningham, 2005) , and motivations for answering questions (Nam et al., 2009; Oh, 2012) . On the other hand, content-based studies assess the quality of the content exchanged (see Harper et al., 2008; Liu et al., 2008; Shah & Pomerantz, 2010) . Most content-based SQA studies adopt an information retrieval (IR) perspective and assess answer quality in order to inform retrieval of archived question-answer pairs (e.g., Agichtein, Liu & Bain, 2009; Shah & Pomerantz, 2010) . The popularity of these studies is most likely due to the availability of metadata on answers, including best answer rating and community-based voting, as well as the fact that answers are typically longer and, therefore, have more content to analyze, than questions.
This trend of content-based studies that focus on answer quality is problematic for two reasons. The first is that often answers sampled in these studies respond to questions soliciting fact-based information, which represent a small proportion of all content shared within SQA sites (Adamic et al., 2008) . As previously mentioned, one of the reasons why people indicate a preference for using SQA sites is based on the social element implicit in interacting with other community members. Therefore, the majority of content exchanged does not solely look for factual knowledge and includes information that applies to the unique situation of the asker. Another issue is that studies of answer quality within SQA assume that the questions being asked are satisfactory. This is an assumption disproven within research, particularly in Library and Information Science (LIS), in which uncertainty and difficulty in articulating an information need is commonplace (Taylor, 1968) . Therefore, SQA research should transition from IR based research that predicts answer quality of factual knowledge seeking questions, to studies predicting question quality for all types of questions. Findings from this latter approach can inform the creation of systems that allow askers to iteratively revise or reformulate their questions to be more accurately interpreted by readers, therefore giving the question a better chance of receiving relevant answers. This study will examine what features contribute to creating a quality question within the SQA platform, Yahoo! Answers. Specifically, the study will examine how extracted textual features, such as question length and relative importance of individual terms, contribute to determining question quality. In addition, if a question is of poor quality, the paper will also ask why this may be, by having assessors rate question quality along a series of factors hypothesized to have the potential of muddling the asker's information need, such as clarity and complexity, and mapping the extracted textual features to these factors. By taking this approach, this study will hopefully derive results that could begin to inform the development of a model that can not only predict question quality, but also provide reasons why a question is of poor quality, which will yield suggestions for how to improve the question. The paper will proceed as follows. First, the paper will outline previous research done both on the content-based side of SQA, as well as question-asking in general. Then, the paper will discuss the approach taken in deriving both textual features and non-textual assessments of questions collected from the SQA site Yahoo! Answers. Findings and analysis will follow, and the paper will conclude with a discussion of implications.
BACKGROUND
This study adopts a phenomenological approach to address question quality within SQA. Such an approach accepts that individuals express both a unique, inter-subjective understanding of the world as well as a collective worldview or guiding sense of know-how that people internalize and use to communicate with one another (Boulding, 1956; Schutz & Luckmann, 1973) . The implication of such an approach to a study of question quality is in the relationship between inter-subjective and collective understanding. In other words, when asking a question, how much can be generalized of its quality versus how much is subject to individual interpretation? In his discussion of question negotiation, Taylor (1968) exemplified this discord between individualized intersubjective understanding and collective, communicative understanding by identifying four stages of articulating an information need. At first, the information seeker is unable to articulate his or her need (visceral need, conscious need); only recognizing it as a vague sense of dissatisfaction that ultimately begins to become formulated as a mental description. During these beginning stages, the individual is resorting to his or her inter-subjective interpretation in order to interpret the information need. The information seeker is able to communicate his or her need with others by using language and other shared forms of socio-cultural interactions, and revise this need into a search statement that can be interpreted by a mediator (e.g. a reference librarian) who can relay the question to a system and retrieve relevant documents. Belkin (1980) expanded on Taylor's work by questioning the assumption traditional IR models make that a user can specify his or her information need; and instead suggested that a person experiences considerable uncertainty conceiving of an information need and subsequent difficulty articulating this need. This difficulty stems from two factors: (1) a problem of cognition, or how to frame an information need to be interpreted by others in the way intended by the asker, and (2) a linguistic problem, or how to adequately articulate an information need using language rules (e.g., grammar, syntax). These problems undermine the traditional best match IR model, which accepts an asker's query at face value. Therefore, IR systems should focus less on matching a user to a document based on a query and more on mediating the "human-human (text)" relationship between an asker and answerer. This can be achieved by soliciting feedback from the asker during the search and using this feedback to inform what sort of results should be derived (Belkin, Oddy, & Brooks, 1982) . The argument that IR should incorporate iterative feedback during the search task can be applied to the current study. The goal of this study is to assess question quality to inform the development of a system that would be able to take a question from an asker, determine its overall quality, and then provide the asker with an assessment of the question containing suggestions for how it could be improved. In making the suggested changes, the asker would have an increased likelihood of receiving an answer that better addresses his or her information need.
Very few studies examine question quality within SQA. Ignatova et al. (2008) outlined a small list of features that could be mechanically extracted to predict question quality. The suggested features -misspelling, syntactical errors, and ambiguity -are all within the current work. Yang et al. (2011) derived a similar set of features (referred to as heuristic features; they also used question category as a feature), but took this one step further by using these features to inform a predictive model, setting whether a question was answered or not as the determinant baseline for question quality within Yahoo! Answers. Due to the experimental nature of the study, the prediction results are not appropriate for practical use (Yang et al., 2011) . However, an interesting finding is that one of the features identified, number of subjective words, correlated positively with a question's likelihood of receiving an answer, which indicates the possibility that when users provide more context surrounding their information need, they are more likely to engage others in responding to a question. Choi, Kitzie and Shah (2012) also employed a similar approach using a larger set of textual features including: the appropriateness of the question and the relationship of the question subject, the required field where the asker poses his or her question, to the optional content section, where the asker can then provide additional information to help the reader better understand his or her information need. Within this study, the authors only focused on fact-based SQA questions. Similar to Yang et al. (2011) , the authors ultimately concluded that while the model produced encouraging results, the results were not significant enough to be used practically . Most other studies on questions asked within SQA sites focus on determining whether the perceived archival value of questions varies by type. Ignatova et al. (2009) extracted questions from Yahoo! Answers in the categories of data mining, natural language processing, and e-learning, and had annotators label these questions using typology derived from psycholinguistics (see Graesser, McMahen, & Johnson, 1994) . They found that approximately 1/5 th of the questions that suffered from low inter-coder agreement had claritybased issues (e.g. poor syntax, semantics, lexical formation, etc.), which suggests that textual features of questions contribute to how facile it is for readers to understand an asker's information need. The authors also suggested the need for further study to integrate opinion-oriented questions into the predominately fact-based typology they had employed. Harper et al. (2010) built on this suggestion, using rhetorical analysis derived from Aristotle (2007) , to classify questions from three separate SQA sites, Yahoo! Answers, Answerbag, and Ask Metafilter, and also relied on coders in order to compare the perceived archival value of questions within each classification. The authors ultimately concluded that both informational (e.g., factbased) and conversational (e.g., advice) questions had similar perceived archival value, which counteracts previous assumptions that only fact-based questions have archival value (Harper, Moy, & Konstan, 2009) . This further suggests the need for studies of question content within SQA that do not only examine fact-based questions.
Studies of answer quality confirm the observation that people use SQA sites as not only an outlet for information, but also as a means through which to facilitate social interaction. Studying comments left by askers within Yahoo! Answers, Kim and Oh (2009) found that askers most valued affective elements such as gratitude, sympathy, and humor. Shah and Pomerantz (2010) used human coders to assess answer quality within Yahoo! Answers, finding that the profile of the asker constitutes a significant factor in answer quality prediction. This indicates that askers tend to value socio-emotional elements to answers, which supports Adamic et al. 's (2008) observation that most questions asked within Yahoo! Answers solicit opinions and advice. Shah et al. (2012) most recently supported this observation, showing that only around 5% of questions asked in Yahoo! Answers (out of N=4,638 questions) solicited purely fact-based information.
The most common studies of answers within SQA attempt to predict answer quality by mechanically extracting a combination of textual and non-textual features and building predictive models that either rate answers on the likelihood of being the best answer or not, or rank answers ordinally. Findings indicate that answer length, rank-order in the results display, and user-based ratings of the answerer constitute the most significant determinants of answer quality and asker satisfaction (Jeon et al., 2006; Adamic et al., 2008; Harper et al., 2008; Liu, Jiang, & Agichtein, 2008; Shah & Pomerantz, 2010) .
There also exist studies that attempt to predict answer quality using question type. For example, Kim, Oh, & Oh (2007) have investigated how types of question correlate to criteria questioners employ in selecting a Best Answer from Yahoo! Answers. They found that affective characteristics, such as answerer politeness, tend to matter more for conversational questions while traditional relevance theory-based characteristics (see Saracevic (1996 Saracevic ( , 2007a Saracevic ( , 2007b for an in-depth discussion), such as quality and topicality apply more to informational questions (Kim, Oh, & Oh 2007) . Their study of 465 queries found opinion seeking questions (39%) to be most frequent, followed by information seeking questions (35%) and suggestion seeking questions (23%). This finding indicates yet again that Yahoo! Answers users ask conversational questions that seek opinions or suggestions more than informational questions.
There are still gaps left to study of question quality within SQA. Although most studies only look at question type as an indicator of quality, Yang et al. (2011) did employ a study that considered other heuristic factors, which this study refers to as textual features. However, unlike this work, the present paper disagrees with the notion that question quality can be assessed by whether or not a question receives an answer. Even if a question receives an answer, there is no indication that the answerer understood the asker's information need. Alternatively, a question that clearly states the asker's information need might not receive an answer based on variable factors, such as time of day the question was posted, which, incidentally, is one of the heuristic features Yang et al. (2011) incorporates within their study. For this reason, the study used human judgments in order to create a baseline for measuring question quality. The next section discusses how this was accomplished in further detail.
METHOD
This section outlines the collection of textual features and non-textual assessments and the comparison between them in order to indicate why a certain question might be of poor quality. Determining why automatically using textual features and then mapping these features to non-textual assessments provided by human assessors can assist in the design of a system that provides the asker with iterative feedback to assist him or her in revising the question to receive a higher quality answer.
Non-Textual Assessments of Question Quality
To obtain non-textual assessments of question quality, three trained coders were asked to evaluate a dataset of N=1,000 questions taken from Yahoo! Answers using stratified random sampling across five different categoriesBusiness, Entertainment, Travel, Sports, and Health -and two different features -questions that are resolved, or received at least one answer, and questions that are unresolved, or did not receive any answers, and are deleted after a period of four days by the service. These questions were extracted using the Yahoo! Search Application Programming Interface (API)
1 . It should be noted askers are required by Yahoo! Answers to ask their question in a required subject line, but also have the opportunity to provide more detailed information in an optional content section.
Coders rated questions along Likert-based scale items derived from a typology for question quality developed by Shah et al. (2012) . This typology was developed by two expert coders, who utilized a grounded theoretical approach (Strauss & Glaser, 1967) to classify questions seeking a fact-based answer asked within Yahoo! Answers, which did not receive an answer in order to determine reasons why these questions did not receive an answer. Given that to the best of the author's knowledge, no other typologies for question quality exist, as well as the fact that this typology was directly developed using content similar to this study's (e.g. questions asked within Yahoo! Answers), the authors concluded that this typology constituted an appropriate scheme to generate human assessments of question quality for this study. Therefore, coders received the following instructions based on the typology: First, the coders were presented with a set of (n=25) questions to rate using this coding scheme. Once the coders rated the questions, Krippendorff's alpha was calculated in order to determine the inter-coder agreement between the three rankings. The resultant α=0.83, which is above the commonly regarded norm for good reliability. Given these results, the each coder was then assigned n=325 questions to assess non-textual features of each question.
Textual Assessments of Question Quality
Textual features were also automatically extracted from the same dataset of n=1,000 in order to provide a point of comparison between automated, textual features and nontextual, human assessments. Selection of textual features to be automatically extracted was loosely based on the typology developed in Shah et al. (2012) , as well as a literature review of features contributing to answer and question quality. To extract the features, first the questions were cleaned (e.g. removal of stopwords) using LingPipe, a Java-based library 2 , then scripts were written and/or toolkits used to extract each feature. The list of features extracted and how they were extracted are detailed below:
Content starts with an interrogative word. This feature was present for two reasons: (1) Harper, Moy, and Konstan (2009) found that whether or not the content section starts with an interrogative word affects the likelihood of a question receiving an answer, which might also signify question quality, and (2) the potential of the content section being used to ask multiple questions that might distract the reader from being able to clearly discern the asker's information need or add too much of a demand on the cognitive load required of the reader in answering the question . This feature was extracted by writing a script that recognized a list of interrogative words (e.g., who, what, where, when, why, how, should).
Subject starts with an interrogative word. Harper et al. (2010) identified a series of interrogative words that might differ in proportion among informational or fact-finding questions, versus more conversational ones. The authors found that words such as "where" and "how" were used more frequently in informational questions and "why" in conversational questions. Since past literature has been split on whether question type affects question quality (Harper et al., 2009; Harper et al., 2010) , the paper also includes this as a feature in order to determine whether the type of question, as indicated by the interrogative word, affects question quality.
Number of taboo words. The paper assumed that a question deemed inappropriate also was considered to have low quality. Inappropriateness was represented by the number of taboo words in the question, which were derived by comparing the words used in the question to a dictionary of "taboo" words.
3
Readability of Content. Since Yahoo! Answers is a community-based, rather than expert-based service, it was assumed that most community members share content that is at an average reading level. For this reason, perhaps questions with an implied higher cognitive load would attract less potential answers since less community members would be able to understand the information need of the asker. In order to measure readability, FleschKincaid Readability scores (Kincaid, 1975) were calculated for each question.
Number of Complex Words. Related to readability of content, number of complex words also indicates the cognitive load implied by the question. In order to identify complex words, a dictionary was created and the extractor assigned a related complexity score to a question based on presence of these words.
Number of Misspelled Words. Since spelling contributes to question clarity (Harper et al., 2010 ) misspellings were measured using Jazzy 4 , a Java based spell checker built on the Aspell algorithm.
Edit Distance Between Subject and Content. Syntactic appropriateness also contributes to question clarity (Harper et al., 2010) . This is measured by comparing the average distance between words within the data corpus to the distance between these words within the question subject/content. This measure was determined using Levenshtein (edit) distance (Levenshtein, 1966) .
Entropy of Subject and Content.
Based on the observation made by Harper et al. (2010) that question clarity could affect question quality, a query clarity measure often used within the IR domain was employed (Cronen-Townsend, Zhou, & Croft, 2002) . This measure computes the relative entropy between the query/question language model and the corresponding collection language model using the LA Times collection available from TREC with 131,896 documents containing 66,373,380 terms. The clarity score was computed using the Lemur toolkit 5 . This toolkit has been previously used for measuring clarity (see Oiu et al., 2007 for an example) including evaluating high accuracy retrieval (see Shah & Croft, 2004 for an example).
Cosine similarity between Subject and Content. Another measure of question clarity, cosine similarity compares the relationship between different clusters of text within a piece of content (in this case a question), and was measured using a Java-based script.
Number of Questions. This paper assumed that presence of multiple questions might overwhelm and/or confuse the reader. To identify multiple questions, the presence of a question mark at the end of each sentence within the subject and/or content of one posted question was counted, only counting one distinct question mark at the end of a word.
Number of Sentences / Number of Words. These two measures represent standard data mining approaches to assessing content quality within question and answering forums (Adamic et al., 2008; Harper, Raban, Rafaeli, & Konstan, 2008; Jeon, et al., 2006; Liu, Jiang, & Agichtein, 2008; Ong, Day, & Hsu, 2009; Shah & Pomerantz, 2009 ). They both represent question length, which can have an effect on question quality for two reasons: (1) questions are too short and do not provide enough information, or (2) questions are too long and provide superfluous information that ultimately confuses the reader or demands too much of them if additional content is in the form of multiple questions.
Once these textual features were extracted, they were analyzed using non-textual assessments as a quality baseline. Specifically, multiple regression was used in order to determine the contribution of these textual features to the overall variability of question quality as designated by the non-textual assessments.
FINDINGS
When looking at the descriptive statistics for question rating features (see Table 2 ), it is apparent that they are all skewed right, indicating that the majority of the questions did not contain prevalent presence of these characteristics. This is confirmed by looking at the means, which indicate that the raters tended to strongly disagree or disagree with each feature being present within a question. However, there does seem to have been more of a prevalence of questions that were complex (μ=2.5, SD=1.36), lacked information (μ=2.0, SD=1.26), and were ambiguous (μ=2.06, SD=1.26). These categories also experience lower skewness, which suggests the frequency among each Likert item rating for these categories, is more evenly distributed as compared to the distributions of the other features. This can be confirmed by looking at the frequency distribution of ratings as indicated by Table 3 , which have been divided by skewness (the most to the least). What these findings ultimately indicate is that when looking at the reasons for poor question quality within the given sample, ambiguity, lack of information, and complexity constitute more pervasive factors as compared to the other rating features. Next, the study ran correlations between question rating items (see Table 4 for results). Results indicate that ambiguity experiences a strong, positive correlation with lack of information (r=0.659, p<0.01) and a moderate, positive correlation with poor syntax (r=0.394, p<0.01). This suggests that questions considered ambiguous are also very likely to lack important information that might clarify the asker's information need, and also might contain poor syntax, which further muddles the understanding of the question. Given its high correlation with ambiguity, it is not surprising then that lack of information and poor syntax also experience a moderate, positive correlation (r=0.267, p<0.01). Also not surprisingly, lack of information experiences a moderate, negative correlation with excessive information (r=0.219, p<0.01) Additionally, inconsistent experiences a moderate, positive correlation with poor syntax (r=0.221, p<0.01) and a strong, positive correlation with excessive information (r=0.417, p<0.01), the latter suggesting that the presence of excessive information might also not be related to the asker's information need.
Finally, regressions between the textually extracted features and each of the question ratings were performed. This was done in order to determine the relationship between these objective and subjective interpretations of question quality. If there is a significant relationship between these features, it encourages future pursuit of study that attempts to further parse apart the nature of these relationships in order to inform automated systems that have the ability to better communicate with users. All ANOVA tests on resultant regressions (objective textual features used as predictor variables, subjective ratings used one at a time as independent variables) were significant at p<0.01 (See Table 5 for more information). This indicates that there is a significant relationship between objective textual features and subjective question ratings, which suggests that the former may be used to describe the latter. Table 6 illustrates the details of the relationships between objective textual features and subjective question ratings. For predicting ambiguity, the adjusted R-square was found to be 0.1, indicating that approximately 10% of the variability in ambiguity is explained by the extracted textual features. Significant coefficients of prediction include number of words, average number of words (also the highest β value by more than three times the others), edit distance between subject and content, readability of subject, and entropy between subject and content (the second highest β value; note this is negative). Aside from average number of words and entropy between subject and content, the rest of the significant β values are comparatively small. This indicates that given the subjectivity of human assessment, the regression model does a fairly good job at approximating ambiguity ratings, with average number of words and entropy between subject and content being the most influential predictors. This signifies the possibility that the longer the entry, the more likely it is to be ambiguous, and also that the less related the subject and content are to one another, the more likely the question is to be considered ambiguous. Note, however, that influential predictors are not synonymous with accounting for the variability in ambiguity explained, since there might be interactive effects occurring between these and other dependent variables used in the regression equation. The same note applies to all resulting analyses. When predicting lack of information, extracted textual features can explain a slightly higher percentage, approximately 17.8% of its variability (adj. Rsquare=0.178). Significant coefficients of prediction (p<0.05) are average number of words (also highest β value, at almost three times the others), number of complex words, readability of subject entropy of subject content (also a higher β value; note this is negative) and content present (also a higher β value; note this is negative).
What this suggests is that this model performs slightly better in predicting lack of information and that average number of words, entropy of subject content, and content present all constitute the most influential predictors. Therefore, similar to ambiguity, both the length of the content and the relationship of a piece of content to all other content surrounding it, possibly influence whether or not a question is perceived to lack information.
Perhaps surprisingly, given that there are so many automated features that already exist and are employed to correct poor spelling and syntax, only approximately 5.5% (adj. R-square=0.055) of the variability in poor syntax is explained by the extracted textual features. None of the coefficients of prediction have high value, particularly when compared to the β values of the coefficients for lack of information and ambiguity. These findings suggest that the textual features used in the regression equation for this study do not do a good job in predicting poor syntax when compared to human assessments.
For complexity, the adjusted R-square=0.119, meaning that approximately 11.9% of the variability in complexity is explained by the extracted textual features. Significant prediction coefficients (p<0.05) are length of subject and content, number of words, number of complex words, readability of content, entropy of subject and content, content present (largest β value and is negative; it constitutes almost three times the beta weight than the other variables) and whether the subject starts with an interrogative word. This suggests that if the content section is not present, the question may be considered less complex.
The textual features account for explaining approximately 58.1% (adj. R-square = 0.581) of the variability in excessive information. This indicates the best performance of a regression model among question ratings. It is surprising that all significant coefficients of prediction (p<0.05) have rather low β values, which suggests that their combined effects must be producing such a large R-square value. The significant coefficients of prediction are length of subject and content, number of words, number of sentences, edit distance between subject and content, readability of subject and content, entropy of subject and content, whether content is present and whether the subject starts with an interrogative word. Again, it seems here that both the length of the content, as well as the relationship of pieces of the subject and content to the whole both affect whether or not a question is perceived as having excessive information.
Approximately 11.9% (adj. R-square = 0.119) of the variability of content deemed inappropriate can be explained by the extracted textual features. The significant coefficients of prediction (p<0.05) are length of the subject and content, number of words, number of misspelled words, number of sentences, number of question marks, edit distance between the subject and content, readability of content, whether or not content is present, and whether the subject starts with an interrogative word. These latter two features, whether or not content is present and whether the subject starts with an interrogative word, have the highest β values and are both negative. This signifies that if content is not present and if the subject may not be asking a question (i.e. by not starting the subject with an interrogative word), then the question has less of a likelihood of being considered inappropriate.
Finally, external textual features explain about 13.8% (adj. R-square = 0.138) of the variability in the degree to which a question is considered inconsistent. Significant coefficients of prediction are the number of words, number of sentences, number of question marks, cosine similarity between the subject and content, and the entropy of the subject and content. These latter two coefficients have the highest βvalues and are both negative, which indicates the possibility that the less related features are measured as being from one another, the more likely a question is to be considered inconsistent.
DISCUSSION
The findings from the current study indicate an encouraging link between objective extracted textual features and subjective ratings on question quality. As independent variables, the external textual features are able to explain, at an acceptable level of significance, variation in all of the human assessed aspects of question quality. This indicates the potential for further study that explores these relationships and suggests the possibility for a system that is able to examine a question based on its textual features and list suggestions of how the questions might be lacking. Following this development, guidelines could be developed in order to improve questions based on each feature and shown to the user, who can then opt to incorporate these guidelines into reformulated questions.
Although these results are encouraging, there still remains work to be done. It is apparent, for example, that for most of the question quality ratings there is still a majority of the variability within each rating left to be explained. This is also indicated by the significance of the constant in each of the subsequent regression equations (p<0.01). Some of this can be attributed to the variability present due to the subjectivity of human judgments since there is some flexibility to how people construct their views of the world based on situational context and individual autobiography (Schutz & Luchmann, 1976 ) and therefore will provide noise to any sort of explanatory model. Based on this consideration, it remains encouraging that regardless of the small sample size, results were significant, particularly since larger sample sizes often are significant, even if the percentage of variability explained is quite low.
However, perhaps the amount of variance explained can be increased by the addition of new textual features, which can be conceptualized, operationalized, extracted, and tested against the base regression equations to determine whether the performance of these models can be improved and account for a larger proportion of the variability. Therefore, future studies should begin by generating additional factors that might contribute to explaining the ratings. One such factor might be presence of subjective words as used within Yang et al.'s (2010) study. This might be an informative addition particularly considering the potential link between question type and answer quality; perhaps this link also extends to question quality. Further features indicating question type could also be added as predictors for question quality. Once a higher proportion of variability within each rating can be explained by these features, further experiments with more advanced explanatory model-based methods (e.g., stepwise enter methods, etc.) can be employed in order to fine-tune model performance. Then, a model can be built in order to determine question quality and, if it is below a certain threshold, the corresponding ratings can then be displayed; this model can then be integrated into a system that will then offer the asker reasons for why the question posed is of poor quality and offer guidelines for improvement (which can also be developed as an area for future study). Finally, evaluation of this system should be provided in order to ensure that askers are willing to then revise their questions based on these recommendations and if so, if their revisions elicit better answers than if they were to have used their original questions.
Even with this being said, there are still some first steps that can be taken using results from this study, specifically by examining the significant beta values within the regression equations. Based on these beta values, among typical characteristics of question quality, with a focus on what reasons might contribute to poor quality, it is most important to further examine the relationship between the textual features -length of the question, whether or not content is present, and whether, if present, the content is consistent with both the subject and the totality of the question content -and subjective ratings of question quality.
CONCLUSION
This study explored the relationship between determinants of question quality as provided by human assessors (nontextual features), and features mechanically extracted from the question content (textual features). It was found that textual features make a significant contribution to explaining assessments of question quality and further, that a good portion of the variability these models is explained by these features. This suggests that while people develop a flexible inter-subjective understanding of the world and, in part, this intersubjectivity extends to value judgments, this flexibility is constrained by social structures that purport shared knowledge (Schutz & Luchmann, 1976) .
Findings indicate that questions within this sample tend to be more ambiguous, lack information, and/or are complex, rather than have poor syntax and/or excessive information, are inconsistent and/or inappropriate. While a larger sample will be necessary to see whether this finding is consistent over the Yahoo! Answers corpus, it suggests two potential conclusions. The first is that the presence of ambiguity and lack of information, and the strong interrelationship between these two items is indicative of the observation that people often experience difficulty conceptualizing and articulating their information need in a way that can be understood by others (Taylor, 1968) . On the other hand, the presence of questions considered complex speaks to the larger fact that the Yahoo! Answers community is not run by experts, but rather by other community members, indicating that questions asked beyond a certain level of understanding may not receive as good of answers.
In regard to the relationship between textual features and non-textual features, it is interesting that the average number of words is a significant coefficient of determination for both questions that are ambiguous and lack information, particularly since the higher the average, the more likely it is for the subsequent question have both features. This suggests that the length of a question plays an important role in allowing an asker to properly articulate his or her information need, but not in the way one might expect. Instead, it appears that providing more content can actually be detrimental to allowing readers to understand the asker's information need. A similar observation can also be made regarding the negative relationship between the significant coefficient of determination, content present, and complex information. It is also interesting to note that even though questions containing excessive information are not as prevalent within this sample, the textual features extracted within this study performed best in predicting this rating, and further, that there is an interesting interactive effect occurring within the significant coefficients of determination, which all have very low beta weights. This suggests that for certain question ratings, it might not be possible to parse apart the individual effects of different textual features on the feature rating and therefore further study using this type of modeling should proceed with caution if pursuing methods that might remove certain features from the model.
Overall, while the results for why a question might be of poor quality based on the presence of textual features are not conclusive, the fact that textual features were able to significantly account for the variability across each question rating suggests that there is a link between subjective assessments of question quality and their objective manifestations. Aside from the further study that needs to be completed in order to better understand this relationship, there must also be work done in order to determine the link between question and answer quality. This will assist in better informing an asker of when his or her question is likely to receive an answer of poor quality based on the question asked, and provide information for the asker to revise his or her question in a way that can be understood by both a person and the system.
