This paper addresses the marking optimization of stochastic timed event graphs. The transition firing times are generated by random variables with general distribution. The marking optimization problem consists of obtaining a given cycle time while minimizing a p-invariant criterion. Some important properties have been established. We also propose a heuristic algorithm. It starts from the optimal solution to the deterministic case and iteratively adds tokens to adequate places as long as the given cycle time is not obtained. Infinitesimal perturbation analysis of the average cycle time with respect to the transition firing times is used to identify the adequate places in which the new tokens are added. Numerical results show that the heuristic algorithm provides near optimal solutions.
Introduction
This paper is part of our work which intends to provide tools for optimizing the marking of the Petri net model of a real-life system. To better understand the problem, let us consider a manufacturing system. The marking of its Petri net model corresponds to the resources (transportation resources, machines and tools for example) and the work-in-process. Roughly speaking, the marking optimization is equivalent to the optimal utilization of manufacturing resources.
In this paper we limit ourselves to stochastic timed event graphs in which the firing times are generated by random variables. An event graph, also called marked graph, is a Petri net in which each place has exactly one input transition and one output transition. The marking optimization problem consists of obtaining a specified cycle time while minimizing a linear invariant criterion depending on the initial marking.
A potential application of the marking optimization of event graphs is the dimensioning of repetitive manufacturing systems for which event graph models have been established (see [7, 81) . These systems include transfer lines, job-shops, Kanban systems, and 01 91 -221 6/93/$3.00 0 1993 IEEE 686 assembly/disassembly systems. The solutions to the marking optimzation problem of event graphs apply to these systems for the optimal determination of buffer capacities, transportation resource or kanban distribution.
The marking optimization problem for stochastic timed event graphs has been addressed in [9, 101. Heuristic algorithms have been proposed for solving the normal distribution random variable case in [ 101 and for solving general case in [91. The heuristic solution proposed in [9] starts from the optimal solution to the deterministic case and iteratively adds tokens until the given cycle time is obtained. At each iteration, it computes the ratio of the sum of the mean firing times of transitions of each elementary circuit to the number of tokens in it. A new token is added to a place belonging to the circuit with the maximal ratio. This approach has two shortcomings. First, the number of elementary circuits becomes very large as the number of places and transitions increases. Secondly, this approach only uses the first moments of the firing times to determine the places in which new tokens are added.
The purpose of this paper is to present new properties of the stochastic marking optimization problem, and to propose a new algorithm for computing near-optimal solutions.
It is organized as follows. Section 2 gives the formal definition of the marking optimization problem. Important properties of the optimal solutions are proposed in Section 3. Section 4 presents a heuristic algorithm. In this algorithm, infinitesimal perturbation analysis of the average cycle time wrt the firing times is used to identify the adequate places in which the new tokens are added. This approach avoids the computation of all the elementary circuits and, by making use of the sample gradient estimation, can result in very efficient algorithms. Unbiasedness and strong consistency of the IPA estimates are established in Section 5.
Assumptions and Problem Setting
Let N = (P, T, F) be the strongly connected event graph considered. ! P is the set of places, T is the set of transitions, and F E; (T x T) U (T x T) is the set of directed arcs connecting places to transitions and transitions to places. We denote by MO the initial marking of N.
We assume that no transition can be fired by more than one token at any time. This implies that there is a sclf loop place with one token related to each transition, i.e. (t, t) E 4 and Mo((t,t)) = 1, V t E T where (t, s) indicates the place connecting transition t to transition s. As a result, the set of places fcan be written as T = P U Pt where Pt denotes the set of self loop places and P the other places. Furthermore, since there is always exactly one token in each place belonging to Pt, only the marking of the places belonging to P will be considered in the following.
Since N is an event graph, each place has exactly one input transition and one output transition. Without loss of generality, we assume that there exists at most one place between any two transitions. The following notations will be used :
't (resp. to) : set of input (resp. output) places of transition t 'p (resp. p') : unique input (resp. output) transition of place p in(t): set of transitions which immediately precede transition t, i.e. in(t) = '('t) Since the firing times are sequences of i.i.d. r.v.s, the index k is often omitted and we use Xt to denote the firing time oft whenever k is not necessary. We further assume that the first and second moments of Xt exist and denote by mt its mean value and by a t its standard deviation.
Since any stochastic timed event graph is completely characterized by its net structure, its initial marking and the f i n g time sequences, it can be denoted by the triplet
Finally, the marking optimization problem can be defined as follows. Given a positive real value C, the marking optimization problem consists of finding an initial marking MO E INiPi in order to minimize fu(M0) = UT.
(3) subject to the following constraint :
where U E (IR+)'pi is a p-invariant.
In the marking optimization problem, the value 1/C can be considered as the minimal required throughput rate or productivity value. The vector U can be considered as the unit cost of the resources (or tokens). The marking optimization problem consists of reaching the required performance while minimizing the total resource cost UT. MO.
We remember that a p-invariant is a vector which associates to each place a non-negative weight such that the total weighted sum of the tokens in the Petri net remains invariant whatever the transition firings. In the event graph case, each elementary circuit corresponds to a p-invariant. The use of the pinvariant criterion should not be surprising. As a matter of fact, the number of tokens in each elementary circuit of the event graph indicates the number of resources of the related type.
Hence, two initial markings with identical circuit counts give the same total resource cost. This implies that the cost function is a pinvariant criterion. 
MO(Y) 2 1, vy E r.
Due to the lack of place, the properties of this paper are given without proof. Consider two stochastic timed event graphs with the same net structure STEGl = (N, 0 , (Xt(k))) and STEG2 = (N, 0 , (Yt(k))) and let M1 (resp. M2) be the optimal solution for STEGl (resp. STEG2). If Xt licx Yt or Xt sst Yt, V t c T, then fu(M1) 5 fU(M2).
Property 2 claims that if MO is an optimal solution to the marking optimization problem, then any marking reachable from MO is also an optimal solution. Property 3 claims that the average cycle time is non-increasing with regard to the initial marking while the p-invariant criterion is non-decreasing. Property 4 claims that the optimum criterion value is non-decreasing in transition firing times under stochastic comparison relations.
3.2 A lower bound of the criterion value Given the initial marking and the net structure, it was proven that the minimal average cycle time is obtained in the deterministic case as indicated in the following PropertyProperty 5 W, 31). Recall that C is the average cycle time to be reached. This corollary provides a sufficient condition under which the optimal solution for the deterministic case remains optimal.
We also consider a special case in which the initial marking is a multiple of another live marking. By using the main superposition property, we can prove the following corollary which shows that multiplying the number of tokens can reduce the variance of the transition firing times. Corollary 3.
Cycle time reachability
In this subsection, we prove that any cycle time C strictly grcater than the maximal mean firing time can be reached, while any C strictly smaller than the maximal mean firing time cannot be reached. Necessary and sufficient condition for the reachability of a given cycle time C equal to the maximal mean firing time is also given. Let C* be the maximal mean firing time, i.e. In Section 3, we proved that it is always possible to reach a mean cycle time smaller than a given value C with a finite number of tokens, provided C > C*. The purpose of this section is to present a heuristic solution to the marking optimization problem introduced in Section 2.
A heuristic solution
The heuristic algorithm presented hereafter (algorithm 1) leads to a near-optimal solution to the marking optimization problem. It is a two-phases algorithm. Its first phase consists of computing the optimal solution to the deterministic problem obtained by assigning to each transition the mean value of the related random variable. We use the algorithm presentcd in [8] to solve this problem.
The second phase of the algorithm is an iterative process. In each iteration, a new token is added in a place to be determined as long as thc given cycle time C is not obtained.
In order to determine the most adequate place to which the new token is added, we first evaluate by simulation the average cycle time x(M0). If it is smallcr than C, 
6.
Compute the place p* which maximizes 7. Add a token to place p* and go to step 3. hU(M0.P)
As can be noticed, IPI extra simulations are needed in each iteration in order to evaluate the sensitivities Ax(M0, p). In the next subsection, we propose an approximaw evaluation of these sensitivities which avoids the extra simulations.
Let us consider now the simulation of a stochastic timed event graph. Thanks to the ergodicity relation (2). we can use the evolution equation (1) to simulate a stochastic timed event graph instead d the classical discrete event simulation technique. This approach tums out to be more efficient than the discrete simulation technique.
ALGORITHM 0 (Simulation of an event graph) 1. Choose a simulation cycle K. 
Computation of Ax(M0, p)
Thc basic idea of this approximate evaluation is to make use of additional information which can be obtained from the simulation of step 3 of the algorithm 1.
For this purpose, let us consider the evolution equation
(1) that we use to simulate the system. For transition t, let z(t, k) E in(t) be the transition which triggers the kth firing of transition t and let p(t, k) denote the place connecting transition z(t, k) to t. Equation (1) can be rewrilten as foIlows :
This equation implies that the transition t waits for the arrival of a new token in place p(t, k) to start its k-th firing.
We also compute the following quantities :
Clearly, ll@, -) is the steady-state probability that the downstream transition of place p waits for the arrival of a new token in place p to start a new firing. ((k) is the instant of the k-th firing initiation of transition t assuming that z(t, k) is not critical for this k-th firing.
st(i) -si(i) is then the gain in the i-th firing initiation instant of transition t assuming that Z(t, k) is not critical for this k-th firing. W(p, =) is the average gain in the firing initiation instant of transition p' related to place p.
We notice that adding a token in place p reduces the number of times that its downstream transition waits for the arrival of a new token to start a new firing.
From the above remarks, we conjecture that adding a token in place p has almost the same effect as reducing the firing time of transition p' by n(p, m) * W(p, m),
i.e.
( 1 1) e( MO.
where ft (-,-) : IR+ x IFt + IR+ and q(k) for all t and k are r.v.s uniformly distributed on [0, 11.
For STEG(8) . the equations (l), (10) and (2) 
d e
General conditions for the existence of the limit (15) have not obtaind. Neve&eless, we a n establish the following sufficient condition and we bclicve that this limit exists under fairly weak conditions. 
Conclusion
In this paper. we have investigated the marking optimization problem. Some important propcrties of the optimal solutions have been established. We also proposed a heuristic algorithm. It starts from the optimal solution to the deterministic case and iteratively adds tokens to adequate places as long as the given cycle time is not obtained. Infinitesimal perturbation analysis of the average cycle time with respect U, thc transition firing times is used to identify the adcquate places in which the new tokens are addcd. Numerous randomnly generated examples have becn used Lo lest thc proposed heuristic algorithm. The results show that it is efficient in providing near optimal solutions.
