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Abstract
Let X,F be a displacement matrix and load matrix, respectively. C (obtained by calculations or measurements) is an estimate
matrix of the analytical model. A method is presented for correction of the model C, based on the theory of inverse problem of
matrices. The corrected model is symmetric generalized centro-symmetric with speciﬁed displacements and loads, satisfying the
mechanics characters of ﬁnite-element model. The application of the method is illustrated. It is more important that a perturbation
analysis is given, which is not given in the earlier papers. Numerical results show that the method is feasible and effective.
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1. Introduction
In the design of vibration an undamped free vibration is described by
Mx¨ + Kx = 0
corresponding eigen equation is
(K − 2M)= 0,
whereK is a stiffness matrix,M is a mass matrix and is a natural frequency.WhenM=I it is a normalized eigenvalue
problem. K and M usually are obtained by ﬁnite-element method. Therefore they are not accurate. We need to update
them.
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In statics ﬁnite-element model is described by
Kxi = fi ,
where K is a matrix with mechanics structures, fi ∈ Rn×1 is the column vector of ith force, xi ∈ Rn×1 is whist
displacement column vector corresponding to fi .
We obtain r groups load F = (f1, f2, . . . , fm) and corresponding displacement X = (x1, x2, . . . , xm) from using
test data. Assume the values by testing to be reliable. There are differences between identiﬁed values and computed
values. Therefore we need to correct the ﬁnite-element model to minimize the differences.
The basic theory for correction of ﬁnite-element model in statics can be described as the following two problems:
Problem I. Given displacement matrix X ∈ Rn×m and load matrix F ∈ Rn×m, ﬁnd all matrices K ∈S such that
KX = F , (1)
whereS is the set of all matrices with some mechanics structures or constrained requirement. LetS be the set of all
such matrices satisfying (1).
Problem II. Given an estimate matrix C ∈ Rn×n (by ﬁnite-element model method), ﬁnd a Kˆ ∈S such that
‖C − Kˆ‖F = min
K∈S
‖C − K‖F, (2)
where ‖ · ‖F is the Frobenius norm.
The above problems are an approximation problem of structured matrix. In [12] they discuss Problems I and II when
S is the set of all symmetric semideﬁnite positive matrices. For important results to solve Problems I and II associated
with several kinds of setsS, we refer the reader to see [4,6,8,13]. They proved that whenS is nonempty there exists
a unique solution to Problem II. But they hardly discuss a perturbation of the solution.
S may be empty due to inaccurate data from experiment. We extend theS as follows:
L= {K ∈S : ‖KX − F‖F = min}. (3)
In this case, Problems I and II are reformulated as the following the best approximate problems:
Problem 1. Given displacement matrix F ∈ Rn×m and load matrix X ∈ Rn×m, ﬁnd all matrices K ∈S such that
‖KX − F‖F = min . (4)
Problem 2. Given C ∈ Rn×n, ﬁnd Kˆ ∈L such that
‖C − Kˆ‖F = min
K∈L
‖C − K‖F. (5)
Above problems come from various areas, such as the discrete analogue of inverse Sturm–Liouville problem [3],
structural design [1,5,7], and the design of vibration in mechanism and aviation [1].
In this paper we discuss the basic theory of correcting ﬁnite-element model when the set S is determined by the
following matrices.
Deﬁnition 1. Assume that E,M are real symmetric k-by-k matrices, u is a k-dimensional real vector, P is some
orthogonal k-by-k matrix and  is a real number. If
A2k =
(
E MP
P TM P TEP
)
, (6)
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A2k+1 =
⎛
⎜⎝
E u MP
uT  uTP
P TM P Tu P TEP
⎞
⎟⎠ , (7)
then A2k and A2k+1 are called symmetric generalized centro-symmetric matrices.
Symmetric generalized centro-symmetric matrices have wide applications in many ﬁelds (see [11]). We note that if
P = (ek ek−1 . . . e1) and ei is the ith column of identity matrix Ik , then A2k or A2k+1 is a bisymmetric matrix.
In the paper, we denote the set of all matrices in Rn×m with rank r by Rn×mr , the set of real n-by-n symmetric
matrices by SRn×n, the set of all orthogonal matrices in Rn×n by ORn×n and the column space of matrix A by R(A).
For A ∈ Rn×m, let A+ and ‖A‖F denote the Moore–Penrose pseudoinverse and the Frobenius norm of A, respectively.
PA =AA+ is the orthogonally projection to R(A). The identity matrix of order n by In. The set Rn×1 is simply denoted
by Rn. For A = (aij ), B = (bij ) ∈ Rn×n, A ∗ B = (aij bij ) represents the Hadamard product of A and B.
This paper is organized as follows. In Section 2 we ﬁrst give the solution of Problems 1 and 2. In Section 3 we
will analyze a perturbation of the solution to Problem II. In Section 4 we will provide a method to update ﬁnite-
element model basing the basic theory in Section 2. In Section 4 we also report a numerical example for correction of
ﬁnite-element model and discuss the perturbation of the solution.
2. The solution of Problems 1 and 2
We ﬁrst know that symmetric generalized centro-symmetric matrices have the following properties.
Let
k =
[n
2
]
[x] is the maximum integer number that is not greater than x, (8)
when n = 2k, we take
D2k = 1√
2
(
Ik Ik
−P T P T
)
, (9)
when n = 2k + 1, we take
D2k+1 = 1√
2
⎛
⎜⎝
Ik 0 Ik
0T
√
2 0T
−P T 0 P T
⎞
⎟⎠ . (10)
Then D2k and D2k+1 are orthogonal and for a symmetric generalized centro-symmetric matrix we have
DT2kA2kD2k =
(
K1 0
0 K2
)
, (11)
DT2k+1A2k+1D2k+1 =
⎛
⎜⎝
K1 0 O
0T 
√
2uT
O
√
2u K2
⎞
⎟⎠ , (12)
where K1 and K2 are symmetric.
In order to solve Problem 2 we ﬁrst discuss the setL in (3). Therefore we need introducing the following lemma.
Lemma 1 (Sun [10]). Suppose X,B ∈ Cn×m, r = rank(X) and the singular values decomposition of X to be
X = U
( 0
0 0
)
V T,
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where U = (U1, U2) ∈ ORn×n and V = (V1, V2) ∈ ORm×m, U1 ∈ Rn×r , r = rank(X), = diag(1, . . . , r )> 0. Let
ij =
1
2i + 2j
, 1 i, jr, = (ij ) ∈ Rr×r . (13)
Then there exists a symmetric matrix A such that
‖AX − B‖F = min
and its general solution is given by
A = U
(
 ∗ (UT1 BV 1+ V T1 BTU1) −1V T1 BTU2
UT2 BV 1
−1 UT2 ZU2
)
UT, (14)
where Z is an arbitrary n-by-n symmetric matrix.
Next our goal is to give an expression of the solution to Problem 1 whenS is the set of all symmetric generalized
centro-symmetric matrices.
Theorem 1. Given X,F ∈ Rn×m. Assume DTX =
(
X1
X2
)
, DTF =
(
F1
F2
)
where X1, F1 ∈ Rk×m, k = [n/2] and the
singular values decomposition of X1 to be
X1 = U
(1 0
0 0
)
V T,
where U = (U1, U2) ∈ ORk×k and V = (V1, V2) ∈ ORm×m, U1 ∈ Rk×r1 , r1 = rank(X1), 1 = diag(1, . . . , r1)> 0.
Let
ij =
1
2i + 2j
, 1 i, jr1, = (ij ) ∈ Rr1×r1 . (15)
Assume the singular values decomposition of X2 to be
X2 = P
(2 0
0 0
)
QT,
where P = (P1, P2) ∈ OR(n−k)×(n−k) and Q = (Q1,Q2) ∈ ORm×m, P1 ∈ R(n−k)×r2 ,r2 = rank(X2), 2 =
diag(1, . . . , r2)> 0. Let
	ij =
1
2i + 2j
, 1 i, jr2, 
= (	ij ) ∈ Rr2×r2 . (16)
The solution of Problem 1 can be represented by
K = D
(
G1 0
0 G2
)
DT, (17)
G1 = U
(
 ∗ (UT1 F1V11 + 1V T1 F T1 U1) −11 V T1 F T1 U2
UT2 F1V1
−1 UT2 Z1U2
)
UT, (18)
G2 = P
(

 ∗ (P T1 F2Q12 + 2QT1F T2 P1) −12 QT1F T2 P2
P T2 F2Q1
−1
2 P
T
2 Z2P2
)
P T, (19)
∀Z1 ∈ SRk×k, ∀Z2 ∈ SR(n−k)×(n−k),
where D is the same as (9) or (10).
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Proof. Suppose K is a solution of Problem 1. Then there exist G1 ∈ SRk×k and G2 ∈ SR(n−k)×(n−k) such that
K = D
(
G1 0
0 G2
)
DT. (20)
Because
‖KX − F‖2F =
∥∥∥∥
(
G1 0
0 G2
)(
X1
X2
)
−
(
F1
F2
)∥∥∥∥
2
F
= ‖G1X1 − F1‖2F + ‖G2X2 − F2‖2F.
‖KX − F‖F = min is equivalent to
‖G1X1 − F1‖F = min , (21)
‖G2X2 − F2‖F = min . (22)
From Lemma 1 we know there is a solution for (21) and (22), and there are Z1 ∈ SRk×k and Z2 ∈ SR(n−k)×(n−k)
such that
G1 = U
(
 ∗ (UT1 F1V11 + 1V T1 F T1 U1) −11 V T1 F T1 U2
UT2 F1V1
−1 UT2 Z1U2
)
UT, (23)
G2 = P
(

 ∗ (P T1 F2Q12 + 2QT1F T2 P1) −12 QT1F T2 P2
P T2 F2Q1
−1
2 P
T
2 Z2P2
)
P T. (24)
Substituting (23) and (24) into (20) we have (17)–(19). 
It is easy to verify thatL is a closed convex set. Therefore there exists a unique solution of Problem 2 [2]. Thus we
have
Theorem 2. Given C ∈ Rn×n, X,B and the notations are the same as in Theorem 1. Then there is a unique solution
Kˆ ∈L to Problem 2 and
Kˆ = D
(
Gˆ1 0
0 Gˆ2
)
DT, (25)
where
Gˆ1 = U
(
 ∗ (UT1 F1V11 + 1V T1 F T1 U1) −11 V T1 F T1 U2
UT2 F1V1
−1
1 U
T
2 Zˆ1U2
)
UT, (26)
Gˆ2 = P
(

 ∗ (P T1 F2Q12 + 2QT1F T2 P1) −12 QT1F T2 P2
P T2 F2Q1
−1
2 P
T
2 Zˆ2P2
)
P T, (27)
when n = 2k, D is the same as (9) and
Zˆ1 = 14 (Ik − P)(C + C
T)
(
Ik
−P T
)
, Zˆ2 = 14 (Ik P )(C + C
T)
(
Ik
P T
)
, (28)
when n = 2k + 1, D is the same as (10) and
Zˆ1 = 14 (Ik 0 − P)(C + C
T)
⎛
⎜⎝
Ik
0T
−P T
⎞
⎟⎠ , Zˆ2 = 14
(0T √2 0T
Ik 0 P
)
(C + CT)
⎛
⎜⎝
0 Ik√
2 0T
0 P T
⎞
⎟⎠ . (29)
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Proof. BecauseL is a closed convex set, there is a unique solution Kˆ to Problem 2. According to (17) every element
K ∈L can be represented as
K = D
(
G1 0
0 G2
)
DT,
where G1 and G2 is the same as (18) and (19)
Let
DTCD =
(
C11 C12
C21 C22
)
. (30)
Since
‖C − K‖2F =
∥∥∥∥C − D
(
G1 O
O G2
)
DT
∥∥∥∥
2
F
=
∥∥∥∥DTCD −
(
G1 O
O G2
)∥∥∥∥
2
F
= ‖C11 − G1‖2F + ‖C12‖2F + ‖C21‖2F + ‖C22 − G2‖2F,
then ‖C − K‖F = min, K is taken over all n-by-n symmetric generalized centro-symmetric matrices, is equivalent to
‖C11 − G1‖F = min where Z1 is taken over all k-by-k symmetric matrices, (31)
‖C22 − G2‖F = inf where Z2 is taken over all k-by-k symmetric matrices. (32)
Assume the singular value decomposition of X1 to be
X1 = U
( 0
0 0
)
V T,
where U = (U1, U2) ∈ ORk×k and V = (V1, V2) ∈ ORm×m, U1 ∈ Rk×r1 , r1 = rank(X1). It follows from orthogonal
invariance of Frobenius norm and UT2 U1 = 0 that
‖C11 − G1‖2F = ‖UT(C11 − G1)U‖2F = ‖UT1 C11U1 −  ∗ (UT1 F1V11 + 1V T1 F T1 )‖2F
+ ‖UT1 C11U2−−11 V T1 F T1 U2‖2F + ‖UT2 C11U1−UT2 F1V1−11 ‖2F + ‖UT2 C11U2−UT2 Z1U2‖2F
= ‖UT1 C11U1 −  ∗ (UT1 F1V11 + 1V T1 F T1 )‖2F + ‖UT1 C11U2 − −11 V T1 F T1 U2‖2F
+ ‖UT2 C11U1 − UT2 F1V1−11 ‖2F +
∥∥∥∥∥UT2 C11 + C
T
11
2
U2 − UT2 Z1U2
∥∥∥∥∥
2
F
+
∥∥∥∥∥UT2 C11 − C
T
11
2
U2
∥∥∥∥∥
2
F
.
We see that (31) holds if and only if
Z1 = Zˆ1 = C11 + C
T
11
2
. (33)
Similarly, (32) holds if and only if
Z2 = Zˆ2 = C22 + C
T
22
2
. (34)
By the deﬁnition of D in (9) or (10) we have, for the case n = 2k
C11 = 12 (Ik − P)C
(
Ik
−P T
)
, C22 = 12 (Ik P )C
(
Ik
P T
)
, (35)
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for the case n = 2k + 1
C11 = 12 (Ik 0 − P)C
⎛
⎜⎝
Ik
0T
−P T
⎞
⎟⎠ , C22 = 12
(0T √2 0T
Ik 0 P
)
C
⎛
⎜⎝
0 Ik√
2 0T
0 P T
⎞
⎟⎠ . (36)
Substituting (33), (34) into (18) and (19), respectively, we obtain the solution (25)–(27) of Problem 2. 
3. The perturbation analysis of the solution to Problem II
IfL= {K ∈ S : ‖KX − F‖F = 0} in (3) then Problems 1 and 2 become Problems I and II,L=S. In this case
S is nonempty if and only if
XT1F1 = F T1 X1, F1X+1 X1 = F1, XT2F2 = F T2 X2, F2X+2 X2 = F2, (37)
whereS is the set of all symmetric generalized centro-symmetric matrices. Therefore the solution of Problem II is
Kˆ = D
(
Gˆ1 0
0 Gˆ2
)
DT, (38)
where
Gˆ1 = F1X+1 + X+1 TF T1 (Ik − PX1) + (Ik − PX1)Zˆ1(Ik − PX1),
Gˆ2 = F2X+2 + X+2 TF T2 (In−k − PX2) + (In−k − PX2)Zˆ2(In−k − PX2).
Next we discuss the perturbation of the solution to Problem 2 or Problem II when conditions (37) are satisﬁed.
Theorem 3. Let X˜, F˜ and C˜ be a perturbation of X, F and C in Theorem 2. Assume DTX˜ =
(
X˜1
X˜2
)
, DTF˜ =
(
F˜1
F˜2
)
and
XT1F1 = F T1 X1, F1X+1 X1 = F1, XT2F2 = F T2 X2, F2X+2 X2 = F2, (39)
X˜T1 F˜1 = F˜ T1 X˜1, F˜1X˜+1 X˜1 = F˜1, X˜T2 F˜2 = F˜ T2 X˜2, F˜2X˜+2 X˜2 = F˜2, (40)
rank(X˜1) = rank(X1), rank(X˜2) = rank(X2), ‖X+1 ‖2‖X˜1 − X1‖2 < 1,
‖X+2 ‖2‖X˜2 − X2‖2 < 1, (41)
(X1, X˜1) = 1 − ‖X+1 ‖2‖X˜1 − X1‖2, (X2, X˜2) = 1 − ‖X+2 ‖2‖X˜2 − X2‖2. (42)
For the case n = 2k
Zˆ1 = 14 (Ik − P)(C + C
T)
(
Ik
−P T
)
, Zˆ2 = 14 (Ik P )(C + C
T)
(
Ik
P T
)
, (43)
Z˜1 = 14 (Ik − P)(C˜ + C˜
T)
(
Ik
−P T
)
, Z˜2 = 14 (Ik P )(C˜ + C˜
T)
(
Ik
P T
)
, (44)
for the case n = 2k + 1
Zˆ1 = 14 ( Ik 0 −P )(C + C
T)
⎛
⎜⎝
Ik
0T
−P T
⎞
⎟⎠ , Zˆ2 = 14
(0T √2 0T
Ik 0 P
)
(C + CT)
⎛
⎜⎝
0 Ik√
2 0T
0 P T
⎞
⎟⎠ , (45)
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Z˜1 = 14 ( Ik 0 −P ) (C˜ + C˜
T)
⎛
⎜⎝
Ik
0T
−P T
⎞
⎟⎠ , Z˜2 = 14
(0T √2 0T
Ik 0 P
)
(C˜ + C˜T)
⎛
⎜⎝
0 Ik√
2 0T
0 P T
⎞
⎟⎠ . (46)
Then
‖K˜ − Kˆ‖Fa‖X+1 ‖2‖X˜1 − X1‖F +
[
1 + 1
(X1, X˜1)
]
‖X+1 ‖2‖F˜1 − F1‖F + ‖Z˜1 − Zˆ1‖F
+ b‖X+2 ‖2‖X˜2 − X2‖F +
[
1 + 1
(X2, X˜2)
]
‖X+2 ‖2‖F˜2 − F2‖F + ‖Z˜2 − Zˆ2‖F, (47)
where
a = 1(2‖F1‖2 + ‖F˜1 − F1‖2)‖X
+
1 ‖2
(X1, X˜1)
+ √2(‖X+1 ‖2‖F1‖2 + ‖Z˜1 − Zˆ1‖2 + 2‖Zˆ1‖2),
b = 2(2‖F2‖2 + ‖F˜2 − F2‖2)‖X
+
2 ‖2
(X2, X˜2)
+ √2(‖X+2 ‖2‖F2‖2 + ‖Z˜2 − Zˆ2‖2 + 2‖Zˆ2‖2) (48)
and
1 =
⎧⎪⎪⎨
⎪⎪⎩
√
2 rank(X1)<min(k,m),
1 rank(X1) = min
k =m(k,m),
1 rank(X1) = k = m,
(49)
2 =
⎧⎪⎪⎨
⎪⎪⎩
√
2 rank(X2)<min(n − k,m),
1 rank(X2) = min
n−k =m(n − k,m),
1 rank(X2) = n − k = m.
(50)
Proof. Because
Kˆ = K0 + D
(
(Ik − X1X+1 )Zˆ1(Ik − X1X+1 ) 0
0 (In−k − X2X+2 )Zˆ2(In−k − X2X+2 )
)
DT (51)
and
K˜ = K˜0 + D
(
(Ik − X˜1X˜+1 )Z˜1(Ik − X˜1X˜+1 ) 0
0 (In−k − X˜2X˜+2 )Z˜2(In−k − X˜2X˜+2 )
)
DT, (52)
where
K0 = D
(
F1X
+
1 + X+1 TF T1 (Ik − PX1) 0
0 F2X+2 + X+2 TF T2 (In−k − PX2)
)
DT, (53)
K˜0 = D
(
F˜1X˜
+
1 + (X˜+1 )TF˜ T1 (Ik − PX˜1) 0
0 F˜2X˜+2 + (X˜+2 )TF˜ T2 (In−k − PX˜2)
)
DT, (54)
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we have
‖K˜ − Kˆ‖2F = ‖F˜1X˜+1 + (X˜+1 )TF˜ T1 (Ik − PX˜1) − F1X+1 − X+1
T
F T1 (Ik − PX1)
+ (Ik − PX˜1)Z˜1(Ik − PX˜1) − (Ik − PX1)Zˆ1(Ik − PX1)‖2F + ‖F˜2X˜+2 + (X˜+2 )TF˜ T2 (In−k − PX˜2)
− F2X+2 − X+2 TF T2 (In−k − PX2) + (In−k − PX˜2)Z˜2(I − PX˜2)
− (In−k − PX2)Zˆ2(In−k − PX2)‖2F.
It follows that
‖K˜ − Kˆ‖F
‖F˜1X˜+1 − F1X+1 ‖F + ‖(X˜+1 )TF˜ T1 (Ik − PX˜1) − X+1
T
F T1 (Ik − PX1)‖F
+ ‖(Ik − PX˜1)Z˜1(Ik − PX˜1) − (Ik − PX1)Zˆ1(Ik − PX1)‖F + ‖F˜2X˜+2 − F2X+2 ‖F
+ ‖(X˜+2 )TF˜ T2 (In−k − PX˜2) − X+2
T
F T2 (In−k − PX2)‖F
+ ‖(In−k − PX˜2)Z˜2(In−k − PX˜2) − (In−k − PX2)Zˆ2(In−k − PX2)‖F
‖(F˜1 − F1)X˜+1 ‖F + ‖F1(X˜+1 − X+1 )‖F + ‖((X˜+1 )T − (X+1 )T)F˜ T1 (Ik − PX˜1)‖F
+ ‖X+1 T(F˜1 − F1)T(Ik − PX˜1)‖F + ‖X+1
T
F T1 (PX1 − PX˜1)‖F + ‖(PX1 − PX˜1)Z˜1(Ik − PX˜1)‖F
+ ‖(Ik − PX1)(Z˜1 − Zˆ1)(Ik − PX˜1)‖F + ‖(Ik − PX1)Zˆ1(PX˜1 − PX1)‖F
+ ‖(F˜2 − F2)X˜+2 ‖F + ‖F2(X˜+2 − X+2 )‖F + ‖((X˜+2 )T − (X+2 )T)F˜ T2 (In−k − PX˜2)‖F
+ ‖X+2 T(F˜2 − F2)T(Ik − PX˜2)‖F + ‖X+2
T
F T2 (PX2 − PX˜2)‖F + ‖(PX2 − PX˜2)Z˜2(In−k − PX˜2)‖F
+ ‖(In−k − PX2)(Z˜2 − Zˆ2)(In−k − PX˜2)‖F + ‖(In−k − PX2)Zˆ2(PX˜2 − PX2)‖F
‖F˜1 − F1‖F‖X˜+1 ‖2 + (2‖F1‖2 + ‖F˜1 − F1‖2)‖X˜+1 − X+1 ‖F + ‖X+1 ‖2‖F˜1 − F1‖F
+ ‖X+1 ‖2‖F1‖2‖PX˜1 − PX1‖F + ‖PX1 − PX˜1‖F(‖Z˜1 − Zˆ1‖2 + ‖Zˆ1‖2) + ‖Z˜1 − Zˆ1‖F
+ ‖Zˆ1‖2‖PX1 − PX˜1‖F + ‖F˜2 − F2‖F‖X˜+2 ‖2 + (2‖F2‖2 + ‖F˜2 − F2‖2)‖X˜+2 − X+2 ‖F
+ ‖X+2 ‖2‖F˜2 − F2‖F + ‖X+2 ‖2‖F2‖2‖PX˜2 − PX2‖F + ‖PX2 − PX˜2‖F(‖Z˜2 − Zˆ2‖2 + ‖Zˆ2‖2)
+ ‖Z˜2 − Zˆ2‖F + ‖Zˆ2‖2‖PX2 − PX˜2‖F. (55)
When conditions (41) are satisﬁed, we have [9]
‖X˜+1 ‖2‖X+1 ‖2/(X1, X˜1), ‖X˜+2 ‖2‖X+2 ‖2/(X2, X˜2) (56)
and
‖X˜+1 − X+1 ‖F1‖X+1 ‖22‖X˜1 − X1‖F/(X1, X˜1),
‖X˜+2 − X+2 ‖F2‖X+2 ‖22‖X˜2 − X2‖F/(X2, X˜2), (57)
‖P
X˜1
− PX1‖F
√
2min{‖X+1 ‖2, ‖X˜+1 ‖2}‖X˜1 − X1‖F,
‖P
X˜2
− PX2‖F
√
2min{‖X+2 ‖2, ‖X˜+2 ‖2}‖X˜2 − X2‖F, (58)
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where 1 and 2 are the same as (49) and (50). Substituting (56)–(58) into (55) we have
‖K˜ − Kˆ‖F
‖F˜1 − F1‖F‖X+1 ‖2/(X1, X˜1) + (2‖F1‖2 + ‖F˜1 − F1‖2)1‖X+1 ‖22‖X˜+1 − X+1 ‖F/(X1, X˜1)
+ ‖X+1 ‖2‖F˜1 − F1‖F + (‖X+1 ‖2‖F1‖2 + ‖Z˜1 − Zˆ1‖2 + 2‖Zˆ1‖2)
√
2‖X+1 ‖2‖X˜1 − X1‖F + ‖Z˜1 − Zˆ1‖F
+ ‖F˜2 − F2‖F‖X+2 ‖2/(X2, X˜2) + (2‖F2‖2 + ‖F˜2 − F2‖2)2‖X+2 ‖22‖X˜+2 − X+2 ‖F/(X2, X˜2)
+ ‖X+2 ‖2‖F˜2 − F2‖F + (‖X+2 ‖2‖F2‖2 + ‖Z˜2 − Zˆ2‖2 + 2‖Zˆ2‖2)
√
2‖X+2 ‖2‖X˜2 − X2‖F + ‖Z˜2 − Zˆ2‖F

[
1(2‖F1‖2 + ‖F˜1 − F1‖2)‖X+1 ‖2
(X1, X˜1)
+ √2(‖X+1 ‖2‖F1‖2 + ‖Z˜1 − Zˆ1‖2 + 2‖Zˆ1‖2)
]
‖X+1 ‖2‖X˜1 − X1‖F
+
[
1 + 1
(X1, X˜1)
]
‖X+1 ‖2‖F˜1 − F1‖F + ‖Z˜1 − Zˆ1‖F
+
[
2(2‖F2‖2 + ‖F˜2 − F2‖2)‖X+2 ‖2
(X2, X˜2)
+√2(‖X+2 ‖2‖F2‖2+‖Z˜2−Zˆ2‖2+2‖Zˆ2‖2)
]
‖X+2 ‖2‖X˜2−X2‖F
+
[
1 + 1
(X2, X˜2)
]
‖X+2 ‖2‖F˜2 − F2‖F + ‖Z˜2 − Zˆ2‖F. (59)
Let
a = 1(2‖F1‖2 + ‖F˜1 − F1‖2)‖X
+
1 ‖2
(X1, X˜1)
+ √2(‖X+1 ‖2‖F1‖2 + ‖Z˜1 − Zˆ1‖2 + 2‖Zˆ1‖2),
b = 2(2‖F2‖2 + ‖F˜2 − F2‖2)‖X
+
2 ‖2
(X2, X˜2)
+ √2(‖X+2 ‖2‖F2‖2 + ‖Z˜2 − Zˆ2‖2 + 2‖Zˆ2‖2) (60)
it means that (47) holds.
In Theorem 3 if X˜ = X, F˜ = F , then
‖K˜ − Kˆ‖F‖C˜ − C‖F, (61)
where 1.
In fact,
‖K˜ − Kˆ‖F =
∥∥∥∥∥
(
(Ik − PX1)(Z˜1 − Zˆ1)(Ik − PX1) 0
0 (In−k − PX2)(Z˜2 − Zˆ2)(In−k − PX2)
)∥∥∥∥∥
F
=
∥∥∥∥
(
Ik − PX1 0
0 In−k − PX2
)(
Z˜1 − Zˆ1 0
0 Z˜2 − Zˆ2
)(
Ik − PX1 0
0 In−k − PX2
)∥∥∥∥
F

∥∥∥∥
(
Ik − PX1 0
0 In−k − PX2
)∥∥∥∥
2
2
∥∥∥∥
(
Z˜1 − Zˆ1 0
0 Z˜2 − Zˆ2
)∥∥∥∥
F
Let
=
∥∥∥∥
(
Ik − PX1 0
0 In−k − PX2
)∥∥∥∥
2
2
.
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By (30), (33) and (34)
‖K˜ − Kˆ‖F
∥∥∥∥
(
Z˜1 − Zˆ1 0
0 Z˜2 − Zˆ2
)∥∥∥∥
F

∥∥∥∥∥∥∥∥
⎛
⎜⎜⎝
C˜11 + C˜T11
2
− C11 + C
T
11
2
C˜12 + C˜T12
2
− C12 + C
T
12
2
C˜21 + C˜T21
2
− C21 + C
T
21
2
C˜22 + C˜T22
2
− C22 + C
T
22
2
⎞
⎟⎟⎠
∥∥∥∥∥∥∥∥
F
= 
∥∥∥∥∥DT
(
C˜ + C˜T
2
− C + C
T
2
)
D
∥∥∥∥∥
F
‖C˜ − C‖F,
where 1 and the inequality holds strictly provided that X = 0. 
4. An algorithm to correct a symmetric generalized centro-symmetric model and numerical examples
The unique solution (25) by Theorem 2 may not satisfy the mechanics characteristic of the model such as sparse
condition. In order to remain themechanics characteristic we demand the correction Kˆ to satisfy the condition Kˆ∗N=0
where ∗ is the Hadamard product of Kˆ and N, the element nij is
nij =
{0, Ci,j = 0,
1, Ci,j = 0.
(62)
We can ﬁnd Kˆm to satisfy condition (62) and Kˆm is the best approximate of C by iteration. To obtain the accurate
solution we provide an iteration condition
‖Kˆm − Kˆm−1‖F/‖C‖F < . (63)
We propose an algorithm to correct ﬁnite-element model as follows.
Algorithm.
(1) If C ∈ Rn×n take k = [n/2].
(2) Compute X1 and X2 by DTX =
(
X1
X2
)
.
(3) Compute X+1 and X+2 by SVD.
(4) Zˆ1 and Zˆ2 according to (28) or (29).
(5) Compute Gˆ1 = U
(
 ∗ (UT1 F1V11 + 1V T1 F T1 U1) −11 V T1 F T1 U2
UT2 F1V1
−1
1 U
T
2 Zˆ1U2
)
UT.
(6) Compute Gˆ2 = P
(

 ∗ (P T1 F2Q12 + 2QT1F T2 P1) −12 QT1F T2 P2
P T2 F2Q1
−1
2 P
T
2 Zˆ2P2
)
P T.
(7) Compute Kˆ = D
(
G1 0
0 G2
)
DT.
(8) Restrict Kˆ by (62) write it by Kˆ1.
(9) If condition (63) isn’t satisﬁed we substitute Kˆ1 for C, goto (4). Otherwise, next.
(10) stop.
< 1 in (61) for X = 0. From (61) it is easy to see that such Kˆm is convergent.
Guided by Theorem 2 many numerical examples were computed, and all of them were performed on Intel Pentium
4 using Matlab 7.1. Next we report one of the numerical examples from correction of ﬁnite-element model to illustrate
our theory.
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Example. In eight free system an exact stiffness matrix is
K = 104
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 −1 0 0 0 0 −0.5 −0.5
−1 3 −2 0 0 −1 1.5 0.5
0 −2 4 −3 −1.5 2 −1 0
0 0 −3 5 2.5 −1.5 0 0
0 0 −1.5 2.5 5 −3 0 0
0 −1 2 −1.5 −3 4 −2 0
−0.5 1.5 −1 0 0 −2 3 1
−0.5 0.5 0 0 0 0 1 1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
It is a symmetric generalized centro-symmetric matrix. In Deﬁnition 1 take
P =
⎛
⎜⎜⎜⎝
0 0 0 −1
0 0 1 0
0 1 0 0
1 0 0 0
⎞
⎟⎟⎟⎠ .
Assume the identiﬁed displacement and load are the same as exact values, where the load F is
F = (14.1421, 28.2843,−55.1543, 56.5685, 28.2843 − 27.5772, 14.1421,−7.0711)T
and the displacement is
X = (0.0141, 0.0127, 0.0106, 0.0075, 0, 0, 0, 0)T.
We obtain an initial estimate stiffness matrix C by ﬁnite-element method, where
C = 104
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0.9834 −0.9246 0 0 0 0 −0.4623 −0.4917
−0.9246 3.2897 −1.8998 0 0 −0.9499 1.6448 0.4623
0 −1.8998 4.0893 −2.7544 −1.3772 2.0446 −0.9499 0
0 0 −2.7544 5.3717 2.6858 −1.3772 0 0
0 0 −1.3772 2.6858 5.3717 −2.7544 0 0
0 −0.9499 2.0446 −1.3772 −2.7544 4.0893 −1.8998 0
−0.4623 1.6448 −0.9499 0 0 −1.8998 3.2897 0.9246
−0.4917 0.4623 0 0 0 0 0.9246 0.9834
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
There is a major error between the displacements computed by C and exact K. Therefore we correct C:
Kˆ = 104
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0.9904 −1.0559 0.1715 −0.1297 −0.0649 0.0858 −0.5279 −0.4952
−1.0559 3.0477 −1.8487 −0.1897 −0.0948 −0.9243 1.5238 0.5279
0.1715 −1.8487 4.3426 −2.7636 −1.3818 2.1713 −0.9243 −0.0858
−0.1297 −0.1897 −2.7636 5.2322 2.6161 −1.3818 −0.0948 0.0649
−0.0649 −0.0948 −1.3818 2.6161 5.2322 −2.7636 −0.1897 0.1297
0.0858 −0.9243 2.1713 −1.3818 −2.7636 4.3426 −1.8487 −0.1715
‘ − 0.5279 1.5238 −0.9243 −0.0948 −0.1897 −1.8487 3.0477 1.0559
−0.4952 0.5279 −0.0858 0.0649 0.1297 −0.1715 1.0559 0.9904
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
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Kˆ is more close to K than C(‖Kˆ − K‖ = 5353.7,‖C − K‖ = 9777.9). After 14th iteration we obtain correction of
ﬁnite-element model
Kˆ14 = 104
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1.0296 −1.0328 0 0 0 0 −0.5164 −0.5148
−1.0328 3.0576 −2.0251 0 0 −1.0126 1.5288 0.5164
0 −2.0251 4.0417 −3.0166 −1.5083 2.0208 −1.0126 0
0 0 −3.0166 5.0250 2.5125 −1.5083 0 0
0 0 −1.5083 2.5125 5.0250 −3.0166 0 0
0 −1.0126 2.0208 −1.5083 −3.0166 4.0417 −2.0251 0
−0.5164 1.5288 −1.0126 0 0 −2.0251 3.0576 1.0328
−0.5148 0.5164 0 0 0 0 1.0328 1.0296
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
It better approach K than Kˆ(‖Kˆ − K‖ = 1620.7). The numerical results show that if many groups of displaces and
loads are tested, the corrected model Kˆm can reach K after ﬁnite steps iteration.
Displacements before or after updating model are the following table.
In Table 1 m is iteration number. The displacement values of Kˆm approximate to those of K as iteration steps
increase. In this case after 11 iteration steps the displacement values of Kˆ11 and K are identical. Iteration steps depend
on condition and  in (63). If = 10−3 after 10 iteration steps the displacement values of Kˆ10 reaches the requirement
of accuracy.
Table 1
Displacement values before or after updating model (accuracy = 10−4)
Displacement u1 u2 u3 u4 u5 u6 u7 u8
of C(m = 0) 0.0035 0.0021 0.0005 0.0013 0 0 0 0
m = 2 0.0054 0.0044 0.0027 0.0025 0 0 0 0
m = 4 0.0092 0.0080 0.0061 0.0046 0 0 0 0
m = 6 0.0117 0.0104 0.0084 0.0061 0 0 0 0
m = 8 0.0130 0.0117 0.0096 0.0068 0 0 0 0
m = 12 0.0139 0.0125 0.0104 0.0074 0 0 0 0
m = 14 0.0141 0.0126 0.0105 0.0074 0 0 0 0
Exact values 0.0141 0.0127 0.0106 0.0075 0 0 0 0
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Fig. 1. Y axis: lg‖Kˆ() − Kˆ‖(′o′), lg‖K˜() − Kˆ‖(′+′) and lg‖Kˆ() − K˜()‖(′−′) versus lg(lg(epsilon)).
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Next we also provide the perturbation of the unique solution Kˆ to Problem II using this example.
Let C have a perturbation C() = C +  · R, where R is Hilbert matrix of order 8. We obtain the solution Kˆ() in
Theorem 2 corresponding to C() by above algorithm.
If X, F and C have perturbations X˜ =X +  ·R1, F˜ =F +  ·R1, where R1 = (0.1, 0.05, 0.0333, 0.025, 0, 0, 0, 0)T
we also obtain K˜(). In Fig. 1, we plot the following two quantities for  from 10−10 to 1010: lg‖Kˆ() − Kˆ‖ (noted
by ‘o’), lg‖K˜()− Kˆ‖ (noted by ‘+’) and lg‖Kˆ − K˜()‖(noted by ‘−’). We see from Fig. 1 that Kˆ(),K˜() gradually
approximates to Kˆ and ‖K˜() − Kˆ()‖F to zero as  tends to zero.
Numerical results also show that as long as 0< < 1 the conditions in (41) are satisﬁed. The solutions (ˆ) and K˜()
continuously change as X, F and C alter. All these features are also in accordance with the theory established in the
paper.
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