It is well-known that one of the best waveletbased image compression techniques, called Wavelet Difference Reduction -WDR, has both simple algorithm and comparative rate-distortion results comparing to other coders in the literature. In this paper, we propose an algorithm to enhance the performance of WDR coder in a very efficient way. The methodology is highly based on the context adaptive model. High-order statistical context modeling is used for significant coefficients prediction by scanning order adaptation of WDR. In binary mode, the coder is clearly better than Set Partitioning in Hierarchical Trees (SPIHT). A new conditional Arithmetic Coding (AC) using array of contexts is specifically designed for WDR-based coder. Based on our simulation results of all images in the test set which covers various types of images, it is apparent that our proposed coder in AC mode generates the rate-distortion results that are superior to those of all other WDR-based coders in the literature. Furthermore, it is very competitive to SPIHT-AC and JPEG2000, the best coders, at all bit rates.
Introduction
Wavelet-based image coding techniques are studied world-wide for more than a decade. Wavelet Difference Reduction (WDR), proposed by [1] , is a very simple embedded image compression algorithm which yields good image quality at a high compression ratio. The performance of WDR is comparable in both objective and subjective qualities with other best image coders in the literature, such as SPIHT [2] and Embedded Block Coding with Optimal Truncation (EBCOT) [3] adopted by the JPEG2000 image compression standard.
There are many improved versions of WDR. The first one is Adaptively Scanned WDR (ASWDR) proposed by [4] . ASWDR uses self-similarity across scale of wavelet transform in adaptation of scanning in order to improve the compactness of the significant coefficients in the quantization process. The coefficients that are the children of the significant coefficients will be placed before those of the insignificant coefficients. Another modified technique is Context Modelled WDR (CMWDR) proposed in [5] and [6] . This algorithm is a) E-mail: st101048@ait.ac.th b) E-mail: teerapat@ait.ac.th similar to ASWDR. It uses energy compaction in each subband for scanning order adaptation. The neighbors of the significant coefficients will have the highest priority in the scanning order followed by children of the significant coefficients.
In [7] , Adaptive WDR (AWDR) is proposed. AWDR employs directional scanning order adaptation and has comparable coding performance with all WDR variants mentioned above.
In this paper, we propose a method to improve AWDR. The improved coding technique [14] results in a better rate-distortion performance, especially in the arithmetic coding mode, than that of [7] . This is achieved by a better-organized predefined scanning order and adaptation (binary mode), together with a more efficient arithmetic coding algorithm designed specifically for bit-plane WDR (arithmetic mode).
This paper is organized in the following way. In section 2, we provide a brief summary of the WDR coder. In section 3, we describe the binary encoding algorithm of our proposed coder. The main contribution of this study, a new conditional arithmetic coder for WDR-based techniques, is described in details in section 4. In section 5, we show the experimental results of the proposed coder in both binary and arithmetic modes. Finally, conclusion is presented in section 6 of the paper.
Wavelet Difference Reduction
In the significance pass of WDR, the wavelet coefficients are tested for significance with respect to an adaptive threshold one by one. The refinement pass is performed later to refine the significant values from the higher threshold to have more precise quantized values. This bit-plane image encoding is similar to SPIHT. However, the difference of this approach from SPIHT is the order of the coefficients to be tested. WDR maps twodimensional image coefficients into a one-dimensional scanning order. There are two types of sets defined: List of Insignificant Pixels (LIP) and List of Significant Pixels (LSP). In bit-plane encoding, like WDR, coefficients with higher magnitude are encoded before the lower ones. This can be done by using adaptive threshold. First of all, every coefficient will be investigated to find the highest magnitude one. Then the initial threshold will be set higher than all coefficients. However there must be at least one coefficient that has higher magnitude than a half of the initial threshold. Therefore, initial threshold (T) can be written as
, where w(m) is a coefficient at index m In the first loop (or first bit-plane), initial threshold will be halved and used as the current threshold (T 1 = T /2). All coefficients that have higher magnitude than the current threshold will pass the test and will be encoded in the significance pass. There is no refinement pass in the first loop, because no significant coefficients are encoded before this loop.
In the second loop, the threshold will be halved again (T 2 = T 1 /2 = T /4). More coefficients will be encoded in this loop using the current threshold (T 2 ). The refinement pass will be performed on the coefficients which are significant in the first loop only.
Go to the third loop ... and so on. The process goes on until the bit budget is exhausted or the distortion has met the required level. Therefore, in the significance pass, the coefficients whose magnitudes are greater than or equal to the current threshold will be removed from the LIP and inserted to the end of LSP. The members of the LSP will be tested for more precision in the refinement pass.
Here is an example for the significance pass of the original WDR. Suppose that the significant coefficients in the current bit-plane have signs +, -, +, +, and -, and are at indices 2, 3, 7, 12, and 34 of LIP, respectively. WDR works with the successive differences of those indices which are 2, 1, 4, 5, and 22, respectively. In this list of difference, the first number is the starting index, and each successive number is the number of steps needed to reach the next index. The binary expansions of these successive differences are (10) 2 , (1) 2 , (100) 2 , (101) 2 , and (10110) 2 . Since the most significant bit for each of these expansions is always 1, this bit can be dropped and the signs of the significant transform values can be used instead as separators in the symbol stream. The resulting symbol stream for this example is then +0 -+00 +01 -0110. Therefore, the output symbols from the significance pass can be +, -, 0, and 1. Consequently, 2 bits are required for each symbol in the set of 4 possible symbols. For example, bits '00', '01', '10', and '11' are used for symbol '0', '1', '+', and '-', respectively. When the most significant bit is dropped, we will refer to the binary expansion that remains as the reduced binary expansion. Notice, in particular, that the reduced binary expansion of 1, 2, and 3 are empty, symbol 0, and symbol 1, respectively. In the refinement pass, each output symbol requires only 1 bit which is either 0 or 1.
As mentioned above, the original WDR has no more computational complexity than SPIHT. WDR does not need to search through quadtrees as SPIHT does. The calculation of the reduced binary expansions can be done rapidly with bit-shift operations. The further detail of WDR can be found in [1] and brief summaries can be found in [4] ∼ [7] .
In the following sections, we will describe an approach to apply the context models to both binary encoding and arithmetic encoding of WDR in our proposed coder.
Binary Encoding: Context-based Adaptable Scanning Order of WDR
In this section, the binary mode of the proposed coder, called Context-based Adaptive Wavelet Difference Reduction (CAWDR), will be discussed. The novelties of this coder in the binary part are mainly in the directional context-based scanning order adaptation, the bit-plane header implementation, and the new predefined scanning order.
Directional Context-based Scanning Order Adaptation
The scanning order adaptation of CAWDR is based on statistical context modeling of the wavelet transform coefficients. The fundamental idea is similar to ASWDR and CMWDR. However, the context model is more advanced in taking direction and the number of significant coefficients into consideration. Each insignificant pixel can be surrounded by many significant contexts. For accumulating the influence of all significant contexts to each pixel, the priority weight (weight for short) and weight map are defined. The role of the number of significant neighbors is utilized by the priority weight. The cumulative weight of coefficients with more significant contexts is higher than the weight of coefficients with fewer significant contexts. The weight can be separated into C1a, C1b, C1c and C2a, C2b as shown in Fig. 1 . In general, C1a > C1b > C1c, since C1a is the weight for neighbors in the same direction with the subband orientation. For a parent-child relationship, not only does significant S add weight C2a to all of its children, but it also adds weight C2b to the children of its neighbors in the same direction of the subband orientation.
List of insignificant pixels (LIP) is separated into three sets: 1) LIP-N contains the coefficients that have the highest weights and these coefficients are moved to the front part of the scanning order, 2) LIP-C contains the medium-weighted coefficients, and it comes after LIP-N, and 3) the normal LIP contains the rest of the coefficients with no weight remain in the back part.
Bit-plane Header Implementation
The original WDR [1] uses an end-marker as an indicator of the end of each bit-plane by locating an extra significant coefficient just outside the scanning order. Therefore, an end-marker is a sign symbol followed by the distance to outside the end of scanning order, and can be of any length between 4 and 4+2×(log 2 (total number of pixels in the image)-1) bits (please see [1] for more details). The maximum case occurs frequently in a high threshold bit-plane, where there are few significant coefficients encoded.
A bit-plane header is used in CAWDR, instead of an end-marker, to separate the bit-planes and to store the total number of significant coefficients encoded in each bit-plane. There is no extra cost using a header because fewer bits are normally required for a header than an end-marker.
By differentiating the flag bits, a decoder knows which header or end-marker is being used. The number of bits used by a bit-plane header can vary according to the number of significant pixels encoded in that bit-plane (for example, 0-255 uses 8 bits or 256-65535 uses 16 bits) and one end-bit. For a 512×512 pixel image, the length of a header can be only 11 or 19 bits whereas the maximum length of an end-marker can be 4 + 2×(log 2 (2 9 × 2 9 )-1) = 4+2×17 = 38 bits. By comparing the header with the end-marker in this case, the number of bits that can be saved is 38-11 = 27 bits. The number of bits saved seems insignificant but the header can provide cost-free side information which is the size of the bit-plane with the number of significant coefficients encoded. A bit-plane with more number of significant coefficients encoded is considered larger and encoding schemes can be performed differently between small and large bit-planes. This idea will be described in more details in the next section ("Arithmetic Encoding for CAWDR").
Moreover, with the exact number of significant coefficients to be decoded in each bit-plane, the decoder can stop the significance pass immediately when a num- ber of significant coefficients decoded meets that number, and go to the refinement pass. This makes the decoding process faster, especially in high threshold bitplanes which have a small number of encoded significant coefficients.
New Scanning Order for More Efficient Adaptation and Quadtree Handling
The normal scanning orders try to trace the coefficients along the subband orientation. For example, the scanning order of a diagonal subband moves along the diagonal direction of the transform coefficients it is called a zigzag scanning order. A normal zigzag scanning order is shown in Fig. 2 . Obviously, there are 2 main disadvantages of the normal zigzag order. First, the scanning order is in only one diagonal direction. It allows only movement from the lower-left to the upper-right directions or vice versa. The relation between pixels in the upper-left to the lower-right directions or vice versa, however, cannot be examined. Second, the pixels belong to the same quadtree are separated in the normal zigzag scanning order. When quadtree coefficients are predicted to be significant (their parents or neighbors are found sig-nificant), they are moved to LIP-N or LIP-C in the location apart from each other. The distance between them may cause more bits for encoding than when they are moved together. The separation of quadtree coefficients is also found in normal vertical and horizontal scanning orders.
The new orders scan the quadtree coefficients together while well maintaining the orientation of the subband. Fig. 3 shows the new scanning order for zigzag, vertical, and horizontal orientations. The new zigzag scanning order codes the quadtree coefficients collectively and traces the coefficient in both diagonal directions. In Fig. 4 , new scanning orders for subband of 8×8 pixels are shown.
These new scanning orders can be applied to alllowpass subband and all highest level subbands directly. Whereas lower subbands will be separated into subblocks, each with members of 2
coefficients before applying the scanning order. Lmax is the highest decomposition level and L is the level of the current subband. That is, if Lmax = 5, all subbands in level L = 4 must be separated into subblocks, each with 2×2 members, and with 4×4 for L = 3, and so on. The new scanning order will be assigned to intersubblocks, and intra-subblocks.
To scan higher potential coefficients first, the predicted coefficients are moved in front of all unpredicted ones. LIP-N and LIP-C for all subbands will be merged together, except for all highest level subbands.
With all these properties, CAWDR in the binary mode is better than binary SPIHT at all bit rates. The results are shown in Table 1 and Table 4 . CAWDR can have even better rate-distortion results by applying arithmetic coding to its symbol-stream output.
Arithmetic Encoding for CAWDR: Multiple Contexts Conditional Entropy
From the previous section and the results in the next section, the binary mode of CAWDR is clearly one of the best binary image coders in the literature. Like its predecessors, compact symbol stream output of binary CAWDR can be arithmetic encoded [11] . For the same transform parameter, in any bit-plane of an image, there are a constant number of significant coefficients to be encoded. Consequently, the number of '+' and '-' symbols (both will be called S-symbol from now on) in each bit-plane are fixed. The dissimilarity between WDR-based coders is just the numbers of '0' and '1' symbols (D-symbol from now on) to be encoded between pairs of S-symbols. A more efficient technique results in a fewer number of D-symbols, and consequently, a fewer number of total symbols and bits in the binary mode.
D-symbols are typically encoded more often than S-symbols. Even CAWDR, one of the best WDR-based coders, has an average ratio of D-symbol to S-symbol The mean of average PDF is M = 1.3218 which is also the ratio of D-symbol to S-symbol. With this value, we show that zero-order entropy coding can marginally increase the performance of binary CAWDR. For simplicity, we assume that the probabilities of both Ssymbols, 'p + ' and 'p − ' are equal, and of both Dsymbols, 'p 0 ' and 'p 1 ' are equal. That is,
This assumption is proved practical in [6] and results in a very small change from the actual values. From mean of D-symbol, M = 1.3218, we have
Therefore, p S = 0.4307, and p D = 0.5693
The average code length is
From the above example, with the compact binary output, an average code length is very close to 2 bits and less than 1% of bits can be saved with zero-order entropy coding. In addition, very little rate-distortion improvement can be achieved, as can be seen in [6] and [7] .
In the work of [12] , the effectiveness of an arithmetic coder can be increased by using multiple sets of cumulative frequency counters or contexts. An appropriate conditional entropy can be used to assign symbols to different contexts and gain a higher compression ratio without increasing computational time due to no change in the number of encoded symbols. Consequently, appropriate conditioning for WDR coders is what we have developed and will be described next in this section.
In the significance pass, due to the efficient significant coefficients prediction scheme of CAWDR, each pair of S-symbols are not likely to be separated by a very long sequence of D-symbols. Therefore, as the length of the sequence of consecutive D-symbols gets longer, the probability that the next symbol is S-symbol is increased and the skewness of the probability in the significance pass is also increased.
To clarify the main idea, we demonstrate the occurrence of consecutive D-symbols in the significance pass and their probabilities in Fig. 6 . Additionally, along with Fig. 6 , we define: D L = length of consecutive D-symbols occurring between two S-symbols, For more convenience, we will use p S n (or p D n ) to illustrate the probability that the next symbol is S (or D) symbol when the current D L is n (non-negative integer). It can be easily derived from Fig. 6 that:
By examining Fig. 6 closely, for each S-symbol found, the number of symbols to be encoded in each context can be shown below:
When current D L = 0, the next symbol could be S-symbol with a probability of p(D L = 0), or be Dsymbol with a probability of 1-p(D L = 0). As a result, ...
It can be easily seen that c(n) is the probability of occurrence for symbol in Context(n), and when n grows large, c(n) approaches zero. Therefore, a practical number of contexts used is not so great and it is between 5-9 contexts depending on the size of the bit-plane and the size of the image. An average code length (H C ) can be calculated from the summation of the weighted code length of all contexts:
where H(i) is the code length of Context(i) and (15) Example: we use the actual average PDF from From expression (9), (10), (11), and (12), This simple calculation shows the effectiveness of conditional encoding comparing to (7) . When the number of symbols to be encoded is large, many bits can be saved by this new conditional arithmetic coder. Fig. 7 displays the results from real PDFs of all 10 test images in number of bits encoded, respectively.
To demonstrate the effectiveness of the conditional arithmetic coding in a wider range of average D L , we roughly estimate the PDF of D L as Poisson with mean varies from 1 to 4. Fig. 8 shows that a conditional AC can apparently enhance the performance of bit-stream of WDR-based coders better than a simple zero-order AC in a wide range of mean of D L .
In a practical encoder, an array of contexts (C S n , all have 4 possible symbols) are used, one for each possible condition for encoding the output symbols in the significance pass. The number of contexts used is not so great (no more than 9 contexts) and depends on the size of bit-plane, which can be specified from the total number of encoded significant coefficients located in the bit-plane header. The more encoded coefficients, the larger size of bit-plane and more contexts are likely to be used.
Example: contexts for the significance pass (First sign) Symbols : + 0 1 0 − 0 + 1 0 ...
.. Where: C S n context is used when the most recent sign (S) symbol is at the n-th location earlier. C R is a context with two possible symbols. Note that the first symbol must be sign (only + or -). For the refinement pass output including the bitplane header section and the first sign symbol in each bit-plane, the zero-order binary arithmetic coder using only one context (C R ) is exploited. With this effective arithmetic coder, the performance of CAWDR and other WDR-based coders can be increased significantly and the results are shown in the next section.
Experimental Results
In this section, the coding performance in ratedistortion sense of CAWDR is presented and compared with the performance of other coders described in this paper. The fixed weight model [7] for significance prediction is used for binary CAWDR.
To compare different image coding techniques is always a difficult task, because many papers presented results for different images even though they used the same names, such as Lena and Barbara. In order to provide a strict reference, strict test image sets are used. The first set contains classical small-sized images from http://links.uwaterloo.ca/bragzone.base.html. This set consists of 8bpp 512×512 Lena, Barbara, Goldhill, and Boat, as shown in Fig. 9 . The results of CMWDR from [5] and [6] can be used for comparison straightforwardly since these images were also used in those papers. The second test set is the well-known JPEG2000 test images, namely, bike, cafe, and woman, as shown in Fig. 10 . For all test images, results of WDR&ASWDR, SPIHT and JPEG2000 are real encoding/decoding of their reference software from [8] , [9] and [10] , respectively. For our proposed coder, CAWDR, anyone who is interested can mail us at our mailing addresses. Test images are transformed into 5-level two-dimensional discrete wavelet decomposition using well-known 9/7 filters before encoding at 2 bpp. Then, since the bitstreams are fully embedded, the decoded images can be reconstructed at many rates from their own 2 bpp encoding files. The bit rate 0.25, 0.5, and 1.0 bpp are typically used in other papers (including the results of CMWDR from [5] and [6] ). Consequently, these bitrates are also selected in this paper for the objective of exact comparison. The rationale behind this process is to test the encoder/decoder in the fully embedded approach.
The results of the first test set are presented in Table 1 through Table 3 . In Table 1 , it is obvious that binary CAWDR performs better than all other coders. Especially in "Barbara" image, CAWDR can reach 0.5 dB higher PSNR than SPIHT. This reveals that CAWDR, which uses both neighborhood and parentchild relations, can handle orientation of wavelet coefficients better than quadtree SPIHT. The results of a WDR coder using only our new scanning order, bitplane header, and the new arithmetic coder, called WDR (new), are also shown in Table 1∼3 . In Table 2 , the results of all coders in the arithmetic mode are shown. Binary CAWDR, in Table  1 , is only slightly better than binary CMWDR. However, effective arithmetic CAWDR can evidently surpass CMWDR-AC. Arithmetic encoded CAWDR can also outperform SPIHT and JPEG2000 in many bit rates of many images. For example, PSNR results of "Lena" of CAWDR are the best among all coders for all bit rates. In Table 3 , CAWDR outperforms all WDR variants by encoding the highest total number of significant coefficients in all bit rates. Table 4 shows the results for large-sized images. The PSNR results of SPIHT are from [13] , which are exactly the same as the ones from [9] . The wavelet decomposition level is 7 for both JPEG2000 and CAWDR. Binary CAWDR is evidently better than binary SPIHT in all bit rates. Arithmetic CAWDR is very competitive to JPEG2000 and SPIHT (AC). The PSNR of CAWDR is approximately 0.2 dB better than SPIHT (AC) and is nearly equivalent to JPEG2000 in all bit rates. The difference between CAWDR and ASWDR is quite noticeable.
Based on our proposed technique, this is the first time in the literature that a WDR-based coder can reach this high rate-distortion performance. The improvement is mainly from the new conditional arithmetic coder. This is very similar to the case [2] that special type of arithmetic coder, additional to the highly refined binary output, can significantly enhance the performance of SPIHT over its predecessor, EZW.
CAWDR is very simple to implement because it is single-pass encoding developed upon a simple WDR. Scanning order adaptation will add only little computational complexity [4] . The encoding and decoding time of SPIHT (AC) and CAWDR (AC) on MATLAB at many bit rates of "Lena" image are compared and shown in Table 5 . The simulations are performed on personal computer using Athlon 1 GHz CPU with 640 Mbytes RAM. The bold-valued execution time means that it is better than its competitor. According to the results in Table 5 , our coder is competitive to SPIHT in execution time. Although the comparison is made on MATLAB, it can also reflect the efficiency of implementation on other languages, such as C or JAVA. 
Conclusions
With excellent coefficients prediction and the new conditional arithmetic coding, CAWDR is very competitive, in PSNR sense, to SPIHT and JPEG2000. The advantage of CAWDR over JPEG2000 is that it is more simple in the sense of using single-pass encoding. CAWDR uses exact location in operation on the wavelet coefficients via sets of scanning order. The required coefficients in special location, such as high decomposition level or specific area in time domain, can be extracted using the appropriate sets of scanning order. Therefore, CAWDR has spatial scalability and Region of Interest (ROI) selection properties which cannot be found in the original SPIHT. In this paper, we also include the full performance comparison of all available WDR-based coders. The comparison is very strict since the test images are guaranteed to be the same for all coders and are downloadable on the web. The ratedistortion improvement from CAWDR over WDR and all other WDR variants cannot be considered marginal at all. CAWDR can reach 1.4 dB higher PSNR than the original WDR and is at least 0.3 dB better than CMWDR and ASWDR in almost all bit rates of all test images.
