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Abstract
In the last two decades, ambient levels of air pollution have declined substantially. Yet, as mandated by the
Clean Air Act, we must continue to address the following question: is exposure to levels of air pollution that
are well below the National Ambient Air Quality Standards (NAAQS) harmful to human health? Furthermore,
the highly contentious nature surrounding environmental regulations necessitates casting this question within a
causal inference framework.
Several parametric and semi-parametric regression modeling approaches have been used to estimate the
exposure-response (ER) curve relating long-term exposure to air pollution and various health outcomes. How-
ever, most of these approaches are not formulated in the context of a potential outcome framework for causal
inference, adjust for the same set of potential confounders across all levels of exposure, and do not account
for model uncertainty regarding covariate selection and the shape of the ER. In this paper, we introduce a
Bayesian framework for the estimation of a causal ER curve called LERCA (Local Exposure Response Con-
founding Adjustment). LERCA allows for: a) different confounders and different strength of confounding at
the different exposure levels; and b) model uncertainty regarding confounders’ selection and the shape of the
ER. Also, LERCA provides a principled way of assessing the observed covariates’ confounding importance at
different exposure levels, providing environmental researchers with important information regarding the set of
variables to measure and adjust for in regression models.
Using simulation studies, we show that state of the art approaches perform poorly in estimating the ER
curve in the presence of local confounding. Lastly, LERCA is used on a large data set which includes health,
weather, demographic, and pollution information for 5,362 zip codes and for the years of 2011-2013. An R
package is available at https://github.com/gpapadog/LERCA.
keywords: air pollution, cardiovascular hospitalizations, exposure response function, local confounding, low
exposure levels, particulate matter
1 Introduction
The Clean Air Act, one of the most comprehensive and expensive air quality regulations in the world, requires
that we routinely address the following question: is exposure to levels of air pollution, even below the National
Ambient Air Quality Standards (NAAQS), harmful to human health? As mandated by the Clean Air Act, if
the peer reviewed literature reports consistent evidence of air pollution health effects, then the NAAQS must be
lowered, even at the cost of hundreds of million of dollars. With the next review of the NAAQS for fine particulate
matter (PM2.5) scheduled to be completed by the end of the year 2020, the determination of whether exposure
levels of PM2.5 well below the NAAQS is harmful to human health is subject to unprecedented level of scrutiny.
More recently, because of the highly contentious nature surrounding air pollution regulations and the lowering of
the NAAQS particularly, there is an increasing pressure to cast this question within a causal inference framework
[Zigler and Dominici, 2014]. The methods development in this paper is motivated by the need to address this
critically important question, by developing an approach that flexibly estimates an exposure response curve while
reliably eliminating confounding bias especially at low levels of exposure.
∗Funding for this work was provided by National Institutes of Health R01 ES024332, USEPA 83587201-0, and Health Effects Institute
4953-RFA14-3/16-4.
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The literature on the harmful effects of air pollution is very extensive (see, for example, Dominici et al. [2002],
Eftim et al. [2008], Zeger et al. [2008], Zanobetti and Schwartz [2007], Crouse et al. [2015, 2016], Di et al. [2017a,b],
Berger et al. [2017], Makar et al. [2018], Lim et al. [2018]). However, significant substantive and methodological gaps
remain, especially in the context of estimating health effects at very low levels. Environmental research studying
the health effects of exposure to low air pollution levels has either examined the relationship in the subset of the
sample with exposure below a pre-specified threshold [Lee et al., 2016, Shi et al., 2016, Di et al., 2017a,b, Schwartz
et al., 2017, Makar et al., 2018, Wang et al., 2018, Schwartz et al., 2018], or has employed regression approaches
for ER estimation across the observed exposure range [Daniels et al., 2000, Dominici et al., 2002, Schwartz et al.,
2002, Bell et al., 2006, Hart et al., 2015, Thurston et al., 2016, Jerrett et al., 2017, Weichenthal et al., 2017, Lim
et al., 2018]. In either case, confounding adjustment in air pollution studies is most-often performed using either
a pre-specified set of covariates, or a set of covariates which is decided upon using an ad-hoc variable selection
procedure. Such procedure is often based on the statistical significance of covariates’ coefficients in an outcome
regression, or the change in the exposure’s coefficient in an outcome model including and excluding sets of covariates
[Devries et al., 2016, Pinault et al., 2016, Garcia et al., 2016, Weichenthal et al., 2017].
Generally, regression and semi-parametric modeling approaches for ER estimation such as generalized linear
models or generalized additive models [Hastie and Tibshirani, 1986, Daniels et al., 2004, Shaddick et al., 2008,
Shi et al., 2016, Dominici et al., 2002] make the following assumptions: 1) the set of potential confounders that
are included into the regression model among a potentially large set of available covariates is specified a priori; 2)
uncertainty arising from the variable selection techniques is not accounted for; 3) the same potential confounders
with constant confounding strength are considered when estimating the health effects across all exposure levels
(we refer to this as global confounding adjustment); and 4) the shape of the ER function is modelled as a spline, a
polynomial, or linear with a threshold.
Even though ER estimation in air pollution research has mostly remained outside the potential outcome frame-
work, there has been substantial work in ER estimation within the causal inference literature. Hirano and Imbens
[2004] introduced the generalized propensity score (GPS) in order to adjust for confounding when estimating the
effects of a continuous exposure. Flores et al. [2012] estimated a causal ER function employing a weighted locally
linear regression with weights defined based on the GPS. Recently, Kennedy et al. [2017] introduced a doubly robust
approach for estimating the causal ER function using flexible machine learning tools.
These approaches are very promising and manifest the growing interest in principled causal inference methods
for continuous exposures. However, none of the existing approaches explicitly accommodates that in ER estimation,
and in contrast to binary treatments, confounding might differ across levels of the exposure. In fact, even though
some of the approaches could be altered to allow for different set of confounders or different confounding strength
across exposure levels, current implementations of causal methodology for ER estimation has assumed global
confounding of pre-selected covariates. Furthermore, it is unclear how these approaches perform in the case of
confounding that varies across exposure levels. To address this, confounding adjustment and confounder selection
need to be meaningfully extended in the case of a continuous exposure to provide useful scientific guidance with
regard to covariates’ confounding importance at different exposure levels.
In our exploratory analyses (§2), we report that the relationship between exposure to PM2.5 and the rate of
hospitalization for cardiovascular diseases might be confounded by a different set of covariates at the low exposure
levels versus at the high exposure levels, or by covariates with different confounding strength. We refer to this
phenomenon as local confounding. We argue that –especially in the context of estimating causal effects at low
levels of exposure– local confounding adjustment is deemed necessary.
To target local confounding, if exposure levels with different confounding were known, one could adopt a separate
model at each level and adjust for all measured variables using one of the approaches described above. However,
even if the number of covariates and local sample size rendered such approach computationally feasible, including
unnecessary confounders in the regression model could lead to inefficient estimation of causal effects, especially at
very low levels of exposure where data are sparse. Data driven methods to select the minimum necessary set of
covariates to be included into an outcome model for estimation of causal effects of binary treatments have been
proposed [Luna et al., 2011, Wang et al., 2012, Wilson and Reich, 2014], but to our knowledge, they have not been
extended in the context of ER estimation with local confounding adjustment.
The goal of this paper is to overcome the challenges described above by introducing a Bayesian framework
for the estimation of a causal ER curve called LERCA (Local Exposure Response Confounding Adjustment). We
cast our approach within a causal inference framework by introducing the concept of experiment configuration
s¯ = (s0, s1, . . . , sK+1), where [sk−1, sk) denotes a specific range of exposure values. We use the term experiment
to mimic the hypothetical assignment of a unit to exposure value within [sk−1, sk). Within each experiment, i.e.
locally in the exposure range [sk−1, sk), we assume that: 1) the ER is linear; 2) the potential confounders of the
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ER relationship are unknown but observed; and 3) the strength of the local confounding is also unknown. Across
experiments, we require that the ER is continuous at the points s¯. Importantly, the experiment configuration s¯ is
itself unknown and it will be estimated from the data.
Our work contributes to various components in the literature. First, we contribute to the estimation of causal
effects of continuous treatments by extending our understanding of confounding in these settings. Second, our
work has connections to the literature on Bayesian free-knot splines [Denison et al., 1998, Dimatteo et al., 2001].
Here, the location of the knots (in our case, the experiment configuration) is informed by both the ER fit, and the
necessity for local confounding adjustment. Lastly, our work contributes to the highly controversial and politically
charged issue of estimating the causal effects of exposure to low levels of air pollution on public health.
Even though our motivation and focus is the effects of air pollution, the statistical challenges related to ER
estimation at low exposure levels are common across many fields, such as toxicology [Scholze et al., 2001], and
clinical trials [Babb et al., 1998]. In fact, the methodology presented in this paper can be used to evaluate
regulatory settings of potential harmful substances, and can be routinely used to assess health effects of low level
exposures. Such applications include the effects of lead [Chiodo et al., 2004, Jusko et al., 2008], environmental
contaminants [Van Der Oost et al., 2003], radiation [National Research Council, 2006, Fazel et al., 2009], and
pesticides [Mackenzie Ross et al., 2010, Androutsopoulos et al., 2012].
In §2 we introduce our motivating data set and we illustrate the potential threat of local confounding in our
study. In §3, we introduce the notation and assumptions, on which LERCA in §4 is based. In §5 we show through
simulations that both off-the-shelf and state of the art approaches for ER estimation perform poorly when local
confounding is present, and we compare LERCA to alternatives in the presence of global confounding. Finally,
in §6, we use LERCA to estimate the causal ER function of long term exposure to PM2.5 on log cardiovascular
hospitalization rates in the Medicare population of 5,362 zip codes. Limitations and potential extensions are
discussed in §7.
2 Data description and illustration of local confounding
In this section we illustrate that, for the study of the health effects of PM2.5, there might exist a different set of
confounders at the low and the high exposure levels, or that confounders might have different confounding strength
depending on the exposure level. Our methods development is motivated to overcome this particular challenge.
We start by briefly describing our data set which is a collection of linked data from many sources. The unit of
the observation is the zip code i, with sample size N = 5, 362. For each zip code, we calculate: 1) the outcome Yi
defined as log hospitalization rate for cardiovascular diseases (codes ICD-9 390 to 459) among Medicare beneficiaries
residing in zip code i in the year 2013; and 2) the exposure Xi defined as the average of daily levels of PM2.5 for the
years 2011 and 2012 recorded by EPA (U.S. Environmental Protection Agency) monitors within a 6 mile radius of
zip code i’s centroid. The values of Xi range from 2.7 to 18.3µg/m
3 (see Figure 1). We also acquired information on
several potential confounders, denoted by Cij for j = 1, 2, . . . , p and p = 27, capturing socio-economic, demographic,
climate, and risk factor information for zip code i. Appendix A includes information regarding zip codes’ descriptive
statistics (including data source), and a detailed description of data linkage (EPA monitors, Medicare, others).
5
10
15
2011−2012 ZIP code average PM2.5
Figure 1: Average levels of PM2.5 for the years 2011-2012 for each zip code i included into the analysis.
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In the case of binary treatments, the presence of confounding variables is partially evaluated by checking
covariate balance between the treated and control groups. For continuous exposures, there is no direct counterpart
to covariate balance, and exploratory analysis for the presence of confounding is often based on regressing each
covariate on the exposure, separately [Imai and Van Dyk, 2004]. Similarly to covariate balance for binary treatments,
such analysis reflects whether a covariate is predictive of the exposure.
In order to illustrate the potential presence of local confounding in our data we considered two subsets of
zip codes: 1) zip codes with low exposure (3 − 8µg/m3; 816 observations); and 2) zip codes with high exposure
(12− 13µg/m3; 324 observations). Within each exposure level separately, and for each covariate, we considered a
linear regression of the exposure on the covariate. Figure 2 shows the p-value of the covariates in the p regression
models, and for the two exposure levels. A small p-value indicates that the covariate is predictive of the exposure
within that level.
We see that some variables such as population density (Population/SQM) and the percentage of the population
with less than a high school education (% Below HS) are predictive of the exposure in both low and high exposure
levels. However, other variables, such as the median household value (in logarithm – House Value), are only
predictive of the exposure at the high exposure levels. The opposite is true for variables such as the percentage of
population that is white (% White). Some variables are predictive of the exposure at both exposure levels, but at
different degrees (for example, the zip code’s median household income). Such initial investigation indicates that
different variables might act as predictors of the exposure at different exposure levels.
In Appendix B, we consider a similar exploratory analysis to investigate which covariates are predictors of
the outcome at the low and high exposure levels separately. Combining the results presented there to the ones
in Figure 2, there is evidence that the variables that confound the ER relationship might differ across levels of
the exposure leading to local confounding. For example, the zip code median household value (House Value) is
predictive of the exposure and the outcome at the high exposure levels, but is not predictive of the exposure at
the low levels. Additionally, there is indication that the percentage of the population with less than a high school
degree (% Below HS) is a confounder at the low levels, whereas the same variable is not predictive of the outcome
at the high exposure levels. Further, in Appendix B we borrow from the literature on binary treatments, and we
present an alternative approach to assess local confounding which resulted in similar conclusions.
0.00
0.25
0.50
0.75
1.00
Po
pu
lat
ion
/SQ
M
Av
g D
ew
 Po
int
% 
Ow
n H
ou
seh
old
s
% 
Be
low
 HS
Hig
h P
ov
er
ty
Du
al 
Ra
te
To
tal
 Po
pu
lat
ion
% 
Wh
ite
Av
g H
um
idit
y
Av
g T
em
p
Sm
oki
ng
 Ra
te
Lo
w 
Po
ve
rty
Av
g C
om
mu
te
Av
g A
ge
% 
His
p
% 
Po
or
% 
Mo
ve
d i
n 5
Hig
h H
isp
an
ic
Lo
w 
Oc
cup
ied
Ho
us
eh
old
 In
co
me
% 
Fe
m
ale
Ho
us
e V
alu
e
Hig
h O
ccu
pie
d
Fe
m
ale
 Ra
te BM
I
% 
HS
Lo
w 
His
pa
nic
p−
va
lu
e
Exposure 
 level
High
Low
Covariates' p−values for predicting the exposure
Figure 2: p-values for regression the exposure on each covariate, separately. Models are fit separately at the low
(blue: 3− 8µg/m3) and high (red: 12− 13µg/m3) exposure levels.
4
3 Causal ER, the experiment configuration, and the local ignorability
assumption
We follow the potential outcome framework [Neyman, 1923, Rubin, 1974, Hirano and Imbens, 2004], and under the
stable unit value of treatment assumptions (SUTVA; no interference, no hidden versions of the treatment [Rubin,
1980]), we use Yi(x) to denote the potential outcome for observation i at exposure x ∈ X , where X ⊂ R is the interval
including all possible exposure values. Then, {Yi(x), x ∈ X} is unit i’s ER curve, and {Y (x) = E[Yi(x)], x ∈ X} is
the population average ER curve. Assuming Y (x) is differentiable as a function of x, we define the instantaneous
causal effect
∆(x) = lim
h→0
Y (x+ h)− Y (x)
h
.
A ∆(x) 6= 0 implies that variation in the exposure in a neighborhood of x has a causal effect on the expected
outcome. We also define the population average causal effect of an exposure shift from x to x + δ, as CEδ(x) =
Y (x+ δ)−Y (x) = ∫ x+δ
x
∆(t)dt. Assuming consistency of the potential outcomes, the observed outcome Yi is equal
to the potential outcome at the observed exposure Yi(Xi).
Under the weak ignorability assumption [Hirano and Imbens, 2004] stating that the treatment is as if randomized
conditional on observed covariates, X ⊥⊥ Y (x)|C, x ∈ X , and every subject in the population can experience any
x ∈ X , Y (x), x ∈ X is identifiable using the observed data. Then, a minimal confounding adjustment set C∗ ⊆ C
is a set of covariates which satisfies X ⊥⊥ Y (x)|C∗, x ∈ X , but X 6⊥⊥ Y (x)|C∗∗ for any C∗∗ strict subset of C∗
[Luna et al., 2011, Wang et al., 2012, Vansteelandt et al., 2012].
In this paper, we are interested in addressing the possibility that the minimal sufficient adjustment set C∗
varies across exposure levels. We formalize this by introducing the experiment configuration. Let K denote a fixed
positive integer, min = inf X and max = supX the minimum and maximum values of the exposure range X ,
and s¯ = (s0 = min, s1, s2, . . . , sK , sK+1 = max) a known partition of the exposure range in K + 1 experiments
gk = [sk−1, sk), k = 1, 2, . . . ,K + 1. We use s to denote the internal points of the experiment configuration
(s1, s2, . . . , sK). In Figure 3, a hypothetical exposure response function is plotted where s¯ defines a total of 4
experiments (K = 3). Then, C∗k is a minimal sufficient adjustment set in experiment k if it satisfies
X ⊥⊥ Y (x)|C∗k , for all x ∈ gk, (1)
and (1) does not hold for any strict subset of C∗k . The sets C
∗
k can be overlapping (or even identical) if the same
variable is necessary for confounding adjustment in more than one experiment. Therefore, given s¯, model selection
could allow for the identification and adjustment for a different set of confounders at different exposure levels.
4 ER estimation in the presence of local confounding
Motivated by the evidence of local confounding for the effect of PM2.5 on cardiovascular hospitalizations discussed
in §2, we introduce LERCA: Local Exposure Response Confounding Adjustment. We do so for a fixed experiment
configuration in §4.1 in order to build intuition and ease illustration. LERCA with unknown s is presented in §4.2.
The choice of K for the unknown experiment configuration is discussed in §4.4.
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Figure 3: Hypothetical ER curve. The exposure range is partitioned by s¯ in 4 experiments.
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4.1 Known experiment configuration
Assume for now a known experiment configuration s. Then, locally, that is for x ∈ gk = [sk−1, sk), we assume the
following pair of exposure and outcome models:
p(x|C = c, x ∈ gk) = φ
(
x; δXk0 +
∑p
j=1α
X
kjδ
X
kjcj , σ
2
k,X
)
p(y|X = x,C = c, x ∈ gk) = φ
(
y; δYk0 + βk(x− sk−1) +
∑p
j=1α
Y
kjδ
Y
kjcj , σ
2
k,Y
) (2)
where φ(·;µ, σ2) denotes the normal density with mean µ and variance σ2, and αXkj ∈ {0, 1} indicates that covariate
Cj is included into the exposure model of the k
th experiment (αXkj = 1), or not (α
X
kj = 0). The parameter α
Y
kj
has the same interpretation, but for the outcome model. The parameter βk denotes the instantaneous change in
the expected outcome associated with a local variation in exposure for x ∈ gk, adjusted for the Cjs that have
αYkj = 1. Note that all parameters depend on which covariates are included in the corresponding model, but for
notational simplicity we do not explicitly state this dependence. Model (2) allows for a different set of variables
and variables’ coefficients at the different experiments. If the minimal confounding adjustment set for experiment
k is included in the outcome model and the mean functional form is correctly specified, βk is an unbiased estimator
of the instantaneous effect ∆(x), for x ∈ gk.
In §4.1.3 we discuss how the prior distribution on the inclusion indicators is chosen to target confounding
adjustment. In §4.1.4, we discuss prior specification for outcome model coefficients that ensures borrowing of
information across experiments and ER continuity across the exposure range. But first we address two questions
that naturally arise from the specification of model (2). First, we clarify the connection between LERCA and a
model that specifies the ER relationship using linear splines in §4.1.1. Then, in §4.1.2, we discuss how LERCA
compares to a model that is fit separately within each experiment gk.
4.1.1 Connection to linear splines
In the outcome specification of model (2), the term βk(x − sk−1) in the mean functional could be substituted
by βkx and −βksk−1 could be absorbed in the intercept. However, specifying the model as to include βk(x −
sk−1) demonstrates the connection between model (2) and a model where the ER relationship is specified using
linear splines with knots sk. Furthermore, such specification significantly simplifies prior elicitation to ensure ER
continuity (see §4.1.4), and posterior sampling satisfying the continuity condition (see Appendix E).
Even though the outcome model in (2) resembles a linear splines model with knots s, there is a key distinction
between the two models. In model (2), different experiments gk are allowed to have a different slope for the exposure
(βk), a different set of outcome predictors (covariates for which α
Y
kj = 1), or the same set of predictors but with
different strength (δYkj). Therefore, points s in model (2) represent a change in the slope or a change in the outcome
model covariate adjustment. On the other hand, a model that uses splines for the exposure-response relationship
only allows βk to vary with k. In this sense, a splines model is a sub-case of model (2), that for α
Y
kj and δ
Y
kj constant
across k.
The assumption of local linearity (linear effect of the exposure on the outcome within each experiment) can lead
to global non-linearity, and can be easily relaxed using higher order splines, as discussed in §7. However, for our
study of the health effects of air pollution at low exposure levels, previous research indicates that the relationship
between air pollution and cardiovascular outcomes is linear [Thurston et al., 2016, Lim et al., 2018] or supra-linear
[Crouse et al., 2015, Pinault et al., 2017], situations that our model can adjust to.
4.1.2 Connection to a separate model across experiments
A natural question that arises from the LERCA model specification in (2), is how LERCA compares to fitting
a separate outcome model within each experiment gk. Doing so would still allow for different confounders and
different confounding strength at different exposure levels.
However, a separate model within each experiment would not borrow any information across exposure levels,
and could lead to an estimated ER that is not continuous at the points of the experiment configuration s. In
LERCA, as we discuss in §4.1.4, we borrow information across exposure levels by ensuring that the estimated ER
is continuous everywhere, including the points s. If higher order polynomials are used within each experiment,
LERCA, similarly to splines, could be easily altered to accommodate higher order smoothness across the exposure
range.
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4.1.3 Prior distribution on inclusion indicators for confounding adjustment
We build upon the work by Wang et al. [2012, 2015] to assign an informative prior on covariates’ local inclusion
indicators (αXkj , α
Y
kj). This prior choice ensures that model averaging assigns high posterior weights to outcome
models including a minimal confounding adjustment set separately for each exposure range, and specifies
P (αYkj = 1|αXkj = 1)
P (αYkj = 0|αXkj = 1)
= ω where ω > 1, iid ∀ j, k. (3)
By specifying (3), a variable Cj is assigned high prior probability to be included into the outcome model if it is
also included in the exposure model (x ∈ gk & αXkj = 1). Wang et al. [2012] and Antonelli et al. [2017b] show
that, for binary treatments, this informative prior leads to outcome models that include the minimal set of true
confounders with higher posterior weights than model selection approaches that are based solely on the outcome
model. In our context, this experiment-specific prior specification ensures that, locally, covariates in the minimal
set C∗k are included in the outcome model of experiment k with high posterior probability.
4.1.4 Prior distribution on outcome model intercepts and coefficients of exposure to ensure ER
continuity
If the covariates Cj are centered, continuity of the estimated ER function can be ensured by assuming a point-mass
recursive prior on the outcome model intercepts δYk0, k ≥ 2. That is,
lim
x→s+
k
E[Y |X = x] = lim
x→s−
k
E[Y |X = x] ⇐⇒ δYk0 = δY(k−1)0 + βk−1(sk − sk−1). (4)
In other words, conditional on s, the outcome model intercept of experiment k ≥ 2 is a deterministic function
of the outcome model intercept of the first experiment δY10, and the slopes β1, β2, . . . , βk−1. These parameters are
assigned independent non-informative normal prior distributions.
4.1.5 Prior distributions of the remaining coefficients
Prior distributions on the remaining regression coefficients (exposure model coefficients, outcome model covariates’
coefficients) and variance terms are chosen such that they lead to known forms of the full conditional posterior
distributions to simplify sampling. We assume independent non-informative Inverse Gamma prior distributions
on σ2k,X , σ
2
k,Y . Non-informative normal prior is chosen for the exposure model intercepts δ
X
k0. Conditional on the
inclusion indicators, the prior on the regression coefficient δYkj is a point mass at 0, or a non-informative normal
distribution when αYkj is equal to 0 or 1 accordingly. Similarly for the exposure model covariates’ coefficients δ
X
kj .
Details on the prior specifications can be found in Appendix D.
4.2 Unknown experiment configuration
For a fixed experiment configuration s¯, each experiment is treated separately in terms of confounder selection
and strength of the confounding adjustment. However, the configuration itself is a key component of the fitted
exposure response curve, and fixing it a priori could lead to bias and uncertainty underestimation. Instead, we
assume that, a priori, the locations of the experiment configuration s are distributed as the even-numbered order
statistics of 2K+1 samples from a uniform distribution on the interval (s0, sK+1). This prior choice of s discourages
specifications of s that include values that are too close to each other [Green, 1995]. The prior is augmented by
indicators that consecutive points sk, sk+1 cannot be closer than some distance dk. Conditional on s, we follow the
model specification and prior distributions described in §4.1.
4.3 MCMC scheme and convergence diagnostics
Markov Chain Monte Carlo (MCMC) methods are used to acquire samples from the posterior distribution, on which
inference of quantities of interest is based. A detailed description of the MCMC scheme including computational
challenges and contributions can be found in Appendix E. In the same section, we discuss MCMC convergence
diagnostics based on the potential scale reduction factor (PSR; Gelman and Rubin [1992]) for quantities that do
not directly depend on the experiment configuration.
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4.4 Number of points in the experiment configuration
As presented previously, LERCA requires the specification of the number of points K in the experiment configu-
ration. Since the number of parameters grows with K, possible values for K could be bounded by considering the
maximum number of coefficients we are willing to entertain.
Cross validation methods to choose values of tuning parameters are often infeasible in the Bayesian framework
due to time and computational resources constraints. In a comprehensive review, Gelman et al. [2014] discusses
methods of estimating the expected out of sample prediction error for Bayesian methods. The widely-applicable
information criterion (WAIC; Watanabe [2010]) provides an estimate of the out-of-sample prediction error based on
one MCMC run. It is defined as WAIC = −2 (lppd− pWAIC), where lppd and pWAIC denote the log point-wise
posterior predictive density and the penalty:
lppd =
n∑
i=1
logEpostp(xi, yi|θ)
pWAIC =
n∑
i=1
varpost (log p(xi, yi|θ)) .
Here, θ denotes the full vector of parameters, and Epost, varpost denote the posterior mean and variance.
We use the WAIC to choose the number of points in the experiment configuration K. Specifically, LERCA is
fit once for different values of K, and K is chosen as the value that minimizes the estimate of the WAIC.
5 Simulation Studies
The main goal of our simulation study is to illustrate that local confounding is an important issue that both
commonly-used and flexible approaches for ER estimation fail to adjust for and they return biased results. The
results from our simulation study indicate that methodological development to accommodate local confounding is
necessary in order to correctly estimated the causal effect of a continuous exposure.
Additionally, in §5.4 we discuss results from a simulation study under a generative model without local con-
founding. In this case, traditional approaches and global confounding adjustment suffice for ER estimation, and
the question is how comparably LERCA performs. The approaches we considered are:
1. Generalized Additive Model (GAM): Regressing the outcome Y on flexible functions of the exposure X and all
potential confounders (4 degrees of freedom for each predictor).
2. Spline Model (SPLINE): Additive spline estimator described in Bia et al. [2014]. The generalized propensity
score (gps) is modelled as a linear regression on all covariates. The ER function is estimated using additive
spline bases of the exposure and gps.
3. The Hirano and Imbens estimator [Hirano and Imbens, 2004] (HI-GPS): ER estimation is obtained by fitting an
outcome regression model including quadratic terms for both the exposure and the gps, and the exposure-gps
interaction. The gps is estimated as in SPLINE.
4. Inverse Probability Weighting estimator (IPW): The generalized propensity score is used to weigh observations
in an outcome regression model that includes linear and quadratic terms of exposure. The gps is estimated
as in SPLINE.
5. The doubly-robust approach of Kennedy et al. [2017] (KENNEDY): The gps and outcome models are estimated
using the Super Learner algorithm [Van Der Laan et al., 2007] combining the sample mean, linear regression
with and without two-way interactions, generalized additive models, multivariate adaptive regression splines,
and random forests. Based on the gps and outcome model estimates, the pseudo-outcome is calculated and
is regressed on the exposure using kernel smoothing. This approach is chosen to represent state-of-the-art
methods in ER estimation that are based on flexible, machine-learning and non-parametric approaches.
5.1 Data generation with local confounding
We generate data with exposure values which range from 0 to 10 and are uniformly distributed over the exposure
range. We consider a uniformly distributed exposure to ensure that methods’ performance is solely affected by
the presence of local confounding, and not by the presence of limited sample size at some exposure levels. We
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consider a quadratic ER, and true experiment configuration s¯ = (0, 2, 4, 7, 10). Table 1 summarizes which of the 8
potential confounders are predictive of the exposure and/or the outcome within each experiment (correlations and
regression coefficients are summarized in Table C.1). Note that in this data generating mechanism the minimal set
of confounders vary across the four experiments. We simulate 400 data sets of 800 observations each. Details on
the data generating mechanism are in Appendix F.
5.2 Fitting the methods
The different methods are fit using the gam and causaldrf R packages [Hastie, 2017, Schafer, 2015], and the code
available on Kennedy et al. [2017]. For every simulated data set, LERCA was fit for K ∈ {2, 3, 4}, and for each
data set the results shown correspond to the K that minimized the WAIC.
Using each method, we estimate the population average ER curve Y (x) over an equally spaced grid of points
on the interval (0, 10) denoted by G, and compare the root mean squared error (rMSE) as a function of x. Finally,
was also assess whether LERCA can recover the correct experiment configuration, identify the true confounders
within each experiment, and choose the true value for K.
5.3 Simulation Results
Figure 4 shows the estimated ER curves using the alternative methods. In Figure 5 we summarize the LERCA
results including the estimated ER, experiment configuration and outcome model inclusion indicators of covariates
C1, C4 as a function of exposure x ∈ (0, 10). We choose C1 and C4 because, in this data generating mechanism,
C1 is a confounder in experiment 1 (x < 2), and C4 is a confounder in experiment 2 only (2 < x < 4). Grey lines
correspond to results for individual data sets, whereas black solid lines correspond to averages across simulated
data sets.
In Figure 4 it is evident that the alternative methods return biased results, especially at very low or very high
levels of the exposure. Indeed, we found that root MSE of LERCA was consistently lower than the alternative meth-
ods at low exposure levels (Figure C.1). These results indicate that neither commonly-used nor flexible approaches
utilizing machine learning tools appropriately accommodate local confounding adjustment for ER estimation.
As showed in Figure 5, even though the true ER is quadratic and LERCA is formulated as piece-wise linear,
LERCA is able to identify the correct shape of the exposure-response function. We find that using WAIC to choose
the value of K led to choosing the correct value of K = 3 40% of the times, and K = 2 58% of the times indicating
that WAIC tends to over-penalize large values of K. Regardless, the correct points of the experiment configuration
s = {2, 4, 7} are identified and are located at the modes of the posterior distribution (second panel in Figure 5).
By examining the posterior inclusion probabilities of C1, C4, we observe that instrumental variables (e.g., C1 in
experiments 2 and 3) are often included in the outcome model. However, LERCA includes the minimal confounding
set within each experiment with very high probability. On average (across the points in the exposure range and
across all the simulated data sets) the minimal confounding set was included in the adjustment set 99% of the
times (ranging from 89-100% across simulated data sets), indicating that the variables necessary for confounding
adjustment are almost always included in the adjustment set. Lastly, the point-wise 95% and 50% credible intervals
cover the true mean ER values 84% and 39% of the times accordingly. The observed under-coverage is largely due
to the underestimation of K.
Table 1: Representation of which covariates are predictive of the exposure and / or the outcome within each
experiment (denoted by a X). Covariates with Xin both models within the same experiment are local confounders.
Experiment Model C1 C2 C3 C4 C5 C6 C7 C8
1 X|C X X X
Y |X,C X X X
2 X|C X X X
Y |X,C X X X
3 X|C X X X
Y |X,C X X X
4 X|C X X X
Y |X,C X X X
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Figure 4: The true mean ER function (dashed line), estimated ER functions from each simulated data set (gray),
and the mean of the estimated ER functions (solid lines) using all alternative methods.
LERCA
0.0 2.5 5.0 7.5 10.0
Ex
pe
cte
d 
Re
sp
on
se
True ER
Mean Estimated
Experiment Configuration
0.0 2.5 5.0 7.5 10.0
Po
ste
rio
r D
en
sit
y
C1 C4
0.0 2.5 5.0 7.5 10.0 0.0 2.5 5.0 7.5 10.0
0.00
0.25
0.50
0.75
1.00
Ou
tco
m
e 
M
od
el 
In
clu
sio
n
Figure 5: LERCA results. (Left) Mean ER estimates. (Center) Posterior distribution of the experiment configura-
tion s. (Right) Outcome model posterior inclusion probability of C1 and C4. Gray lines correspond to simulated
data sets separately, and black solid lines correspond to averages across data sets.
5.4 Simulation results in the absence of local confounding
The previous generative scenario compared methods’ performance in the presence of local confounding. In Ap-
pendix C.2, LERCA is compared to the alternative methods in the more traditional setting of global confounding,
that is, in the setting more favorable to the other methods. In this context, LERCA with K = 3 (fixed) performed
similarly in terms of root MSE compared to GAM and Kennedy’s doubly-robust estimator, but better than the
remaining alternative methods. These results indicate that LERCA offers a protection against bias arising from
local confounding, without sacrificing efficiency when local confounding is not present.
6 Estimating the effect of long-term exposure to PM2.5 on zip code
cardiovascular hospitalization rates
In this section, LERCA is used to estimate the causal relationship between the average exposure to PM2.5 for the
years 2011-2012 and the cardiovascular hospitalization rates in 2013, using the data set introduced in §2. The full
set of zip code level covariates are described in Table A.1. We fit LERCA for K ∈ {2, 3, . . . , 6} and we report the
results for K = 3 which corresponds to the model with the lowest WAIC.
Figure 6 shows the posterior mean and the 95% credible intervals of the ER, and the posterior mean and
95% credible interval of βk as a function of the exposure. Positive values of βk imply that an increase in PM2.5
exposure lead to an increase in hospitalization rates. Figure 6 also shows the posterior distribution of the experiment
configuration, and the empirical distribution of PM2.5. Examining the 95% credible intervals for βk, there is evidence
that an increase in exposure at the low levels (exposures ≤ 9.9µg/m3) leads to an increase in log hospitalization
rates. However, 95% credible intervals for x ≥ 9.9µg/m3 include zero. These results indicate that there is no
exposure threshold for the effect of PM2.5 on cardiovascular outcomes, which means that reductions in PM2.5
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Figure 6: Top: Mean ER curve of PM2.5 exposure (x-axis) and log all-cause cardiovascular hospitalizations (y-axis)
–solid line– with 95% pointwise credible intervals. The rug of points shows the distribution of observed PM2.5
values. Bottom: The posterior mean and 95% credible interval of the β coefficient as a function of exposure. The
rug of points shows the posterior distribution for s for K = 3.
would lead to further health improvements, even at the low exposure levels. Note that the current NAAQS for long
term exposure to PM2.5 is equal to 12µg/m
3. These results are consistent with other epidemiological studies which
have found that the strength of the association between long term exposure to PM2.5 on health outcomes is larger
at low exposure levels [Dominici et al., 2002, Shi et al., 2016, Di et al., 2017b]. Lastly, the posterior distribution of
s, shows that observations below 8µg/m3 and over 11.5µg/m3 are always grouped together.
6.1 Variability of the covariates’ posterior inclusion across exposure levels
We examined the variability of covariates’ inclusion in the exposure and outcome models across exposure values,
to investigate whether local confounding was present. We did so by checking the covariates’ posterior inclusion
probabilities in the exposure and the outcome models as a function of the exposure. Figure 7 shows the posterior
inclusion probabilities of three covariates as a function of the exposure providing a measure of the covariates’
confounding importance across the exposure range.
The posterior inclusion probabilities vary substantially at different exposure levels indicating that local con-
founding is likely to be present. In Figure 2 the exploratory analysis showed that the zip code median household
value (House Value) was predictive of both the exposure and the outcome at the high exposure levels, but only of
the outcome at the low levels. The LERCA results in Figure 7 lead to the same conclusion. Similarly, the posterior
inclusion probability for the variable representing the zip code’s percentage of the population with less than a
high school education (% Below HS) indicates that this variable is an important confounder only at the low levels,
in accordance to the exploratory analysis. LERCA returns a similar conclusion about the variable representing
population density (Population/SQM), which is in disagreement with the analysis in §2 which showed that popula-
tion density was predictive of both the exposure and outcome at both low and high exposure levels. Comparisons
between the results in Figure 2 and the outcome model posterior inclusion probabilities were performed for all
variables. LERCA tends to include in the outcome model a smaller number of variables than what one might have
assumed based on the exploratory analysis. This is, somewhat, expected since LERCA considers the confounding
importance of all variables simultaneously.
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Figure 7: Posterior inclusion probability of zip code population percentage with less than a high school education,
population density, and median house value in the exposure and outcome model as a function of the exposure.
6.2 Variability of the covariates’ posterior inclusion within the low experiment
With the focus of our study being the evaluation of the causal effect of PM2.5 at the low exposure levels, we studied
the interpretation of β1 (in experiment 1) across MCMC samples. Since the interpretation of β1 as a causal effect
requires that a sufficient adjustment set is included in the outcome model, we examined the variability of the
covariates’ outcome model inclusion indicators across iterations of the MCMC.
Across MCMC samples, 174 combinations of the covariates were included in the outcome model (out of the
227 possible ones). Even though this is a large number of potential models, 51% of the posterior weight was given
to the model with the following 9 covariates: the zip code’s median house value and percentage of the population
with at most a high school education, as measured in the 2000 Census and its extrapolation between 2000 and
2013, the population rate that has been a smoker at some point in their lives, the zip code’s population density, the
average dew point, the average age of Medicare beneficiaries and the percentage of them that are women. We refer
to this model as Model 1. The model with the second highest posterior probability included the same covariates
except for smoking rate, and accounted to 7% of the MCMC samples. Therefore, there is evidence that Model 1
outperformed the rest in confounding adjustment at low exposure levels.
In order to evaluate the impact of model averaging on our final estimates, we compared the posterior distribution
of β1 across all MCMC samples to its distribution based on the MCMC samples for which Model 1 was chosen.
Across all samples, β1 was estimated to be equal to 0.035 with 95% credible interval 0.012 − 0.06, and posterior
probability that it is greater than 0 equal to 99.7%. Among posterior samples for which Model 1 was chosen, β1
was estimated to be 0.034 with 95% credible interval 0.011−0.056 and posterior probability that β1 is greater than
0 also equal to 99.7%. The consistency of the Model 1 estimates and the model averaged estimates is an indication
that model averaging, in this situation, did not lead to averaging over incompatible models.
7 Discussion
We have introduced an innovative Bayesian approach for flexible estimation of the ER curve in observational
studies that has the following important features: 1) it casts the formulation of the ER within a potential outcome
framework, and mimics several randomized experiments across exposure levels; 2) it uses the data to inform the
experiment configuration; and given the current experiment configuration 3) allows for the possibility which is a
reality in our study (Figure 2 and Figure 7) that different sets of covariates are confounders at different exposure
levels; 4) allows for varying confounding effect across levels of the exposure; 5) performs local covariate selection to
increase efficiency; 6) propagates model uncertainty for the experiment configuration and covariate selection in the
posterior inference on the whole ER curve; and finally, 7) provides important scientific guidance related to which
covariates are confounders at different exposure levels.
Although non-parametric and varying coefficient approaches [Hastie and Tibshirani, 1993] for ER estimation
could, in theory, allow for differential confounding across different exposure levels, none of the existing methods
for ER estimation explicitly accommodates local confounding, nor provides guidance for which covariates are
confounders of the effect of interest at different levels of the exposure. Furthermore, the use of non-parametric
methods to estimate a generalized propensity score or model the outcome of interest could prove unfruitful in
situations where most of the available data are over a specific range of the exposure variable, the number of
potential confounders is large, and interest lies in the estimation of causal effects for change in the exposure in the
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tails of the exposure distribution. In such situations, LERCA provides a way to model the outcome acknowledging
that the exposure-response relationship might be confounded by different covariates at different exposure levels.
Lastly, it is worth noting that LERCA shall not be seen as a direct competitor to the approach by Kennedy et al.
[2017]. In fact, since the Super Learner algorithm combines different approaches for modeling the outcome, LERCA
could be incorporated in the algorithm as an approach that allows for the presence of local confounding.
The main contribution of this paper is in addressing the issue of local confounding in ER estimation, and in
providing evidence of covariates’ confounding importance at different exposure levels. In doing so, LERCA is based
on several modeling decisions that can be easily altered, such as local linearity in the exposure and outcome models,
and the prior specification of covariates’ inclusion indicators for confounding adjustment.
First, within each experiment and thus locally within a narrow exposure range, LERCA assumes linearity for
both the outcome and the exposure model. Local linearity could be relaxed by using higher order polynomials.
In simulation studies, LERCA recovers the true non-linear shape when the true ER is quadratic. An interesting
line of research is to explore LERCA’s robustness in violations of local linearity, and its extensions to more flexible
specifications.
Second, the informative prior on the inclusion indicators could lead to the inclusion of instrumental variables in
the outcome model, which will not lead to bias, but will decrease the efficiency of our estimators. In the study of air
pollution, strong instrumental variables are not expected to be present. Alternative strategies for local confounder
selection can be accommodated here, extending, for example, work by Wilson and Reich [2014], Cefalu et al. [2017]
and Antonelli et al. [2018]. Further work could evaluate the performance of different approaches to model selection
(via prior specifications or penalization techniques) for different confounding scenarios.
A Data details
We constructed counts corresponding to the cardiovascular-specific (CVD) number of hospitalizations for Medicare
enrollees aged at least 65 years during 2013 for a total of 35,373 zip codes across the continental US. Hospitalization
rates were based on the total number of personal years for Medicare enrollees for a zip code on a given year. CVD
hospitalizations were considered on the basis of primary diagnosis according to International Classification of
Diseases, Ninth Revision (ICD-9) codes (ICD-9 390 to 459). The analysis was restricted to the continental US
leading to 34,897 zip codes with hospitalization information.
Population demographic information was acquired using the 2000 Census with information on over 400 variables,
although a lot of them are highly correlated. We further used linearly extrapolated Census variables for 2013.
Census information is provided at a ZCTA level, and we use a crosswalk to map ZCTA to zip code. Weather
information including temperature, relative humidity and dew point is acquired from the NOAA-ASOS (National
Oceanic and Atmospheric Administration-Automated Surface Observing System) website, and is linked to zip codes
within 150 kilometers.
Lastly, zip code PM2.5 exposure is assigned using the US EPA monitoring sites. By EPA recommendations,
monitoring sites with less than 67% of scheduled measurements observed are excluded. For every monitor, the
average of the 2011-2012 average annual value of PM2.5 is calculated, and the monitor is linked to all zip codes
with centroids within 6 miles. Then, the zip code exposure is set equal to the average over all linked monitors.
Since monitoring sites are preferentially located near populated areas or points of interest, many zip codes in remote
areas are not linked to any monitor and are therefore dropped from the final data set.
Figure A.1 shows maps of zip code centroids before linkage to EPA monitoring sites, as well as maintained zip
code centroids after 3 different linkage procedures corresponding to different specifications of the linkage distance,
as well as whether a monitor can be linked to more than one zip code. We visualize how linkage can affect the final
data set:
• Distance: As the distance of allowed linked zip codes and monitors increases, we expect that more zip codes
will be linked to at least one monitor. However, PM2.5 values in areas where monitors are located at long
distances might suffer more from measurement error.
• Number of links: Allowing a monitor to be linked to multiple zip codes increases the number of zip codes
with PM2.5 information. However, this can lead to adjacent zip codes with very similar or identical PM2.5
measurements.
Linkage (b) in Figure A.1 corresponds to the linkage procedure we used to create our data set. Table A.1
includes the descriptive statistics and data source for the zip code covariates included in our analysis.
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(a) All zip codes in Medicare. (b) Zip codes with PM monitor within 6 miles.
Linkage not unique.
(c) Zip codes with PM monitor within 6 miles.
Unique linkage.
(d) Zip codes with PM monitor within 60 miles.
Linkage not unique.
Figure A.1: (a) All zip codes with available Medicare information. (b) Zip codes with available exposure information
after performing linkage within 6 miles and monitors are allowed to be linked to more than one zip code. (c) Zip
codes with available exposure information after performing linkage within 6 miles where each monitor is only linked
to up to one zip code. (d) Zip codes with available exposure information after linkage with monitors within 60
miles and every monitor can be linked to more than one zip code.
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Table A.1: Available demographic and weather information
Source Name Description Mean SD
2000 Census % White Percentage of White Population 0.71 0.25
% Hisp Percentage of Hispanic Population 0.12 0.18
% HS
Percentage of population that attended
high school
0.27 0.10
% Poor Percentage of impoverished population 0.14 0.11
% Female Percentage of female population 0.51 0.04
% Moved in 5
Percentage of population that has lived in
the area for less than 5 years
0.50 0.12
Avg Commute Mean Travel Time to Work 24.22 5.92
Popula-
tion/SQM
Population per square mile (logarithm) 7.53 1.52
Total
Population
Total population (logarithm) 9.71 1.12
Low Occupied
Indicator. “=1” if the percent of occupied
population is at most 90%.
0.211 0.408
High Occupied
Indicator. “=1” if the percent of occupied
population is over 95%.
0.416 0.493
Low Hispanic
Indicator. “=1” if the percent of Hispanic
population is at most 0.02%
0.317 0.465
High Hispanic
Indicator. “=1” if the percent of Hispanic
population is over 20%
0.197 0.398
Census
Extrapolation
% Below HS
Population percent with less than high
school education (above age of 65)
23.24 14.85
% Own
Households
Percentage of occupied housing units in
2013
0.58 0.2
Low Poverty
Indicator. “=1” if the percent of the
population below the poverty line in 2013
is at most 5%
0.196 0.397
High Poverty
Indicator. “=1” if the percent of the
population below the poverty line in 2013
is over 15%
0.244 0.429
Census
combination∗
House Value
Median value of owner occupied housing
(USD) (logarithm)
12.65 0.63
Household
Income
Median household income (USD)
(logarithm)
11.40 0.42
BRFSS BMI Average BMI in 2013 27.65 1.32
Smoking Rate Ever smoke rate (2013) 0.45 0.06
Weather Avg Temp Average temperature (F) 55.35 7.47
Avg Dew Point Average Dew Point (F) 44.09 7.50
Avg Humidity Average Relative Humidity (%) 70.41 8.34
Medicare Avg Age Average Medicare Age 74.89 1.66
Female Rate Percentage of Female Beneficiaries 0.55 0.06
Dual Rate Percentage of Dual Eligible Beneficiaries 0.22 0.15
∗The 2000 Census is combined with the 2013 extrapolated values by taking each covariate’s mean value across= the two
years.
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B Additional analyses investigating the presence of local confounding
B.1 Investigating the covariates’ predictive ability of the outcome at the low and
high exposure levels
In §2, we explored the possibility that different covariates are predictive of the exposure within different exposure
levels. Here, we perform a similar analysis to investigate whether different variables act as predictors of the outcome
at the low and the high exposure levels separately.
Considering still the two sets of zip codes: zip codes at the low exposure levels (3− 8µg/m3) and zip codes at
the high exposure levels (12− 13µg/m3), we fit regressions of the outcome on the covariates, for each covariate and
each exposure level separately. Figure B.1 shows the covariates’ p-value in those regressions. Again, we see that
different variables act as predictors of the outcome at the two exposure levels. For example, a zip code’s median
house value (in logarithm – House Value) is an outcome predictor at both low and high exposure levels, whereas
the percentage of the population with less than high school education (% Below HS) was an outcome predictor only
at the low levels.
B.2 An alternative way in investigating the presence of local confounding
In §2 (and Appendix B.1) we investigated the presence of local confounding by checking the p-value of the covariates
in a model for the exposure (outcome), for each covariate and in each exposure level separately. Here, we consider an
alternative way to check for the potential of local confounding, borrowing from the literature on binary treatments.
For each of the two subsets of zip codes (low levels: 3− 8µg/m3, high levels: 12− 13µg/m3, we introduce Ti1
and Ti2 defined as follows:
1. Ti1 = 0 if 3 < Xi ≤ 7, low exposure within the low exposure subset,
2. Ti1 = 1 if 7 < Xi ≤ 8, high exposure within the low exposure subset,
3. Ti2 = 0 if 12 < Xi ≤ 12.5, low exposure within the high exposure subset, and
4. Ti2 = 1 if 12.5 < Xi ≤ 13, high exposure within the high exposure subset.
In other words, we introduce two binary treatment indicators Ti1 and Ti2, one in the low and the other in the
high exposure group. Separately for these two subsets of zip codes, and for each covariate Cij , we calculate the
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Figure B.1: Covariates’ p-values from regressing the outcome on each covariate separately. A separate regression
is fit at the low and the high exposure levels.
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absolute standardized difference of means (ASDM). The ASDM is used in causal inference with binary treatments
to identify covariates that are imbalanced and might confound the relationship of interest.
Figure B.2 shows ASDM when comparing zip codes with Ti1 = 1 versus Ti1 = 0 (blue triangles for the low
exposure group) and when comparing zip codes with Ti2 = 1 versus Ti2 = 0 (red circles for the high exposure
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Figure B.2: Absolute standardized difference of means (ASDM) of each potential confounder. The ASDM is
calculated separately for two subsets of zip codes, the ones at low exposure (blue) and the ones at high exposure
(red). Covariates are ordered with respect to ASDM values for the zip codes at low exposure.
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Figure B.3: Absolute standardized difference of means (ASDM) of each potential confounder using a discretized
version of the outcome as the group indicator. The ASDM is calculated separately for the low (blue, 3− 8µg/m3)
and the high (red, 12 − 13µg/m3) exposure levels. This plot explores the covariates’ ability in predicting the
outcome at the different exposure levels.
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group), separately. Again, visual inspection of Figure B.2 indicates that different variables are imbalanced at the
low versus the high exposure levels. The results from this exploratory analysis are similar to those in §2. For
example, median house value (House Value) is highly imbalanced when considering zip codes at higher exposure
values, whereas is not when considering zip codes at lower levels, and the opposite is true for the proportion of the
population that is white (% White).
We further investigate the covariates’ predicting ability of the outcome and the low and at the high exposure
levels. For the same two groups of zip codes: the zip codes with exposures between 3− 8µg/m3, and the zip codes
with exposures between 12 − 13µg/m3, we define a binary indicator Ti3, where Ti3 is equal to 0 if zip code i’s
outcome is below a cutoff value, and Ti3 is equal to 1 otherwise. For a cutoff value we take the median outcome
among all zip codes. Based on Ti3 and in each exposure groups separately, we calculate the ASDM of each covariate.
The ASDM is depicted in Figure B.3 and indicates which covariates are predictors of the (discretized) outcome at
the two exposure levels.
We again find that a zip code’s median house value was an outcome predictor at both low and high exposure
levels, whereas the percentage of the population with less than high school education was an outcome predictor only
at the low levels. Combining these results to the ones from Figure B.2, there is again evidence that the variables
that confound the ER relationship might differ across levels of the exposure.
C Additional simulation results
C.1 Simulations in the presence of local confounding
Table C.1 shows the correlation of the covariates with the exposure and the coefficients of the covariates in the
outcome model for the data simulating scenario with local confounding: different confounders at different levels of
the exposure.
Figure C.1 shows the the root MSE (rMSE) as a function of the exposure value x ∈ (0, 10). LERCA has the
Table C.1: Correlation between the covariates and exposure, and outcome coefficients in each experiment, for
scenarios with local confounding.
Covariate - Exposure Covariate - Outcome
x ∈ g1 x ∈ g2 x ∈ g3 x ∈ g4 x ∈ g1 x ∈ g2 x ∈ g3 x ∈ g4
C1 0.423 0.525 0.402 0 0.641 0 0 0
C2 0.524 0.572 0 0.503 0.962 0.919 0.593 0.651
C3 0.522 0 0.447 0 0.646 0.643 0.616 0.58
C4 0 0.528 0 0 0 0.633 0 0
C5 0 0 0.533 0.539 0 0 0.658 0
C6 0 0 0 0.509 0 0 0 0.52
C7 0 0 0 0 0 0 0 0
C8 0 0 0 0 0 0 0 0
0
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Figure C.1: Mean Root MSE as a function of the exposure x ∈ (0, 10).
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lowest rMSE at the low exposure levels followed by GAM. Root MSE across most methods seems to be comparable
for the middle exposure values, and GAM performs slightly better than LERCA at high levels.
C.2 Simulations in the presence of global confounding
Briefly, data are generated with covariates C1, C2, C3 as predictors of exposure and C2, C3, C4 as predictors of the
outcome and the adjusted R-squared of the true exposure and outcome models was 0.73 and 0.94 accordingly.
Table C.2 shows the correlation of covariates with the exposure and the outcome model coefficients in the data
simulating scenario with global confounding (same confounders with constant confounding strength across exposure
levels) and true quadratic ER. Figure C.2 shows the estimated ER for each data set and the average estimated ER
based on LERCA and alternative methods. In Figure C.3, the root MSE for all methods is plotted as a function
of the exposure x ∈ (0, 10).
Table C.2: Correlation between the covariates and exposure, and outcome coefficients in each experiment, for the
scenario with global confounding.
C1 C2 C3 C4 C5 C6 C7 C8
Exposure 0.423 0.524 0.522 0 0 0 0 0
Outcome 0 0.812 0.93 0.82 0 0 0 0
LERCA GAM SPLINE HI-GPS IPW KENNEDY
0.0 2.5 5.0 7.5 10.00.0 2.5 5.0 7.5 10.00.0 2.5 5.0 7.5 10.00.0 2.5 5.0 7.5 10.00.0 2.5 5.0 7.5 10.00.0 2.5 5.0 7.5 10.0
0
5
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Figure C.2: Simulation results in the presence of global confounding. Grey lines correspond to estimated ER for
each simulated data set, solid lines correspond to the mean ER over all simulated data sets, and the dashed line
corresponds to the true ER.
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Figure C.3: Root MSE of all methods in the presence of global confounding as a function of the exposure x ∈ (0, 10).
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D Prior specifications for regression parameters and experiment con-
figuration
D.1 Regression coefficients and residual variance
Prior independences of all parameters are expressed in the following representation
p(α∼
X ,α∼
Y , δ∼
X , βk, δ∼
Y ,σ∼
2
X
,σ∼
2
Y
)
= p(δY10)
K+1∏
k=1

 p∏
j=1
p(αXkj , α
Y
kj) p(δ
X
kj |αXkj) p(δYkj |αYkj)
 p(δXk0) p(βk) p(σ2k,X) p(σ2k,Y )

×
K∏
k=2
I
(
δYk0 = δ
Y
(k−1)0 + βk−1(sk − sk−1
)
.
(D.1)
We assume non-informative normal priors on βk, k = 1, 2, . . . ,K + 1, and δ
Y
10. The prior distribution on the
regression coefficients for the covariates is a mixture of non-informative normal distribution and point-mass at 0.
Non-informative inverse gamma prior distributions are assumed on σ2k,X , σ
2
k,Y . Specifically
• βk ∼ N(µ0, σ20), δ10 ∼ N(µ0, σ20).
• δXkj |αXkj ∼ αXkj N(µ0, σ20) + (1 − αXkj) 10(δXkj), where 10(δXkj) is a point-mass distribution at 0. Similarly for
δYkj |αYkj .
• σ2k,X ∼ IG(a0, b0), and similarly for σ2k,Y .
The hyper-parameters µ0, σ
2
0 , a0, b0 can be chosen differently for different variables.
D.2 Experiment configuration
The prior on the points s = (s1, s2, . . . , sK) defining the experiment configuration is set as the even ordered statistics
of (2K + 1) samples from a uniform distribution over the observed exposure range. Compared to a uniform prior
distribution on s, this choice of a prior discourages the existence of points si, sj in the experiment configuration
that are very close to each other.
Let K and the exposure range (s0, sK+1) be fixed. Let Zi ∼ U(s0, sK+1), i = 1, 2, . . . , 2K + 1 and denote the
even ordered statistics as Wj = Z(2j), j = 1, 2, . . . ,K. Then,
fW1,W2,...,WK (w1, w2, . . . , wK) =
fW1(w1)fW2|W1(w2|w1) . . . fWK |W1,W2,...,WK−1(wk|w1, w2, . . . , wk=1)
Since W1 is th 2
nd order statistic of 2K + 1 samples from U(s0, sK+1), we know that
fW1(w1) =
(2K + 1)!
(2K − 1)!
1
sK+1 − s0
w1 − s0
sK+1 − s0
(
1− w1 − s0
sK+1 − s0
)2K−1
=
(2K + 1)!
(2K − 1)! (sK+1 − s0)
−(2K+1)(w1 − s0)(sK+1 − w1)2K−1
Given W1 = w1, W2 acts like the second order statistic of 2K−1 uniform samples from a uniform distribution over
(w1, sK+1). Therefore, we similarly get that
fW2|W1(w2|w1) =
(2K − 1)!
(2K − 3)! (sK+1 − w1)
−(2K−1)(w2 − w1)(sK+1 − w2)2K−3.
Iteratively, we have that
fW1,W2,...,WK (w1, w2, . . . , wK) =
(2K + 1)!(sK+1 − s0)−(2K+1)(w1 − s0)(w2 − w1) . . . (wK − wK−1)(sK+1 − wK).
Therefore, the prior distribution on s with minimum distance of consecutive points sk, sk+1 being dk is defined as
fs(s1, s2, . . . , sK) ∝
K∏
k=0
(sk+1 − sk)1(sk+1 − sk > dk) (D.2)
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E Sampling from the posterior distribution
The parameters included in the model are: s (the exposure values in the experiment configuration), α∼
X , α∼
Y (the
vectors of length p including the covariates’ inclusion indicators in the exposure and the outcome model for each
experiment), β
∼
= {βk}K+1k=1 (coefficients of exposure in the outcome model), δ∼X , δ∼Y (intercepts and coefficients
of the covariates in the exposure and outcome model of each experiment), σ∼
2
X
= {σ2k,X}K+1k=1 ,σ∼2Y = {σ2k,Y }K+1k=1
(residual variance of the exposure and outcome within each experiment).
E.1 Likelihood factorization
We start by noting that the data likelihood (conditional on all parameters) factorizes to components for different
experiments and the exposure and outcome models. If Y ,X denote the vectors of outcomes and exposures for all
units in the sample, and Y k,Xk denote the vectors of outcomes and exposures in experiment k, then
P (Y ,X|s,α∼X ,α∼Y , δ∼X , δ∼Y ,β∼,σ∼
2
X
,σ∼
2
Y
,C) =
K+1∏
k=1
∏
i∈gk
pk(Yi|Xi,α∼Yk , δ∼Yk , βk, σ2k,Y ,Ci)pk(Xi|α∼Xk , δ∼Xk , σ2k,X ,Ci) =
K+1∏
k=1
[
pk(Y
k|Xk,α∼Yk , δ∼Yk , βk, σ2k,Y ,Ck)pk(Xk|α∼Xk , δ∼Xk , σ2k,X ,Ck)
]
, (E.1)
where we denote pk(·1|·2) as the density of ·1 conditional on ·2 in experiment k and δ∼Yk includes the intercept δYk0.
Next, we note that if we consider the marginal likelihood integrating out 1) exposure model regression coefficients
including the intercept, 2) outcome model covariates’ regression coefficients, and 3) all variance terms, then the
likelihood still factorizes in a similar manner. In fact1:
P (Y ,X|s,α∼X ,α∼Y ,β∼, δ
Y
10,C)
=
∫
P (Y ,X|s,α∼X ,α∼Y , δ∼X , δ∼Y ,β∼, δ
Y
10,σ∼
2
X
,σ∼
2
Y
,C)×
p(δ∼
X , δ∼
Y ,σ∼
2
X
,σ∼
2
Y
|s,α∼X ,α∼Y ) d(δ∼X , δ∼Y ,σ∼2X ,σ∼2Y )
=
K+1∏
k=1
∫
pk(Y
k|Xk, s,α∼Yk , δ∼Yk ,β∼, δ
Y
10, σ
2
k,Y ,C
k)pk(X
k|α∼Xk , δ∼Xk , σ2k,X ,Ck)×
p(δ∼
X
k
, δ∼
Y
k
, σ2k,X , σ
2
k,Y |s,α∼Xk ,α∼Yk ) d(δ∼Xk , δ∼Yk , σ2k,X , σ2k,Y )
=
K+1∏
k=1
∫
pk(Y
k|Xk, s,α∼Yk , δ∼Yk ,β∼, δ
Y
10, σ
2
k,Y ,C
k)p(δ∼
Y
k
, σ2k,Y |s,α∼Yk ) d(δ∼Yk , σ2k,Y )∫
pk(X
k|α∼Xk , δ∼Xk , σ2k,X)p(δ∼Xk , σ2k,X |s,α∼Xk ) d(δ∼Xk , σ2k,X)
=
K+1∏
k=1
pk(Y
k|Xk, s,α∼Yk , δYk0, βk,Ck)pk(Xk|α∼Xk ,Ck) (E.2)
where the second equation holds from the factorization of the likelihood (when δ∼
Y
k
does not include the intercepts
we need to condition on δY10 and β∼
) and the assumed prior independences.
E.2 Sampling all model parameters using MCMC
E.2.1 Sampling the regression coefficients and residual variance terms
The factorization of the full data likelihood over experiments and exposure/outcome models and the choice of the
prior distributions lead to full conditional posterior distributions of coefficients δXk0, δ
X
kj , δ
Y
kj , and variance terms
σ2k,X , σ
2
k,Y of known forms. The variance terms and exposure model intercepts have inverse Gamma and normal
1In the following, δ∼
X includes the exposure model intercepts, but δ∼
Y includes only the coefficients of the covariates.
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full conditional posterior distributions accordingly, whereas the distributions of δXkj , δ
Y
kj are either point mass at 0
or normal, based on whether the corresponding α is 0 or 1.
We update coefficients δXkj for which α
X
kj = 0 separately from the ones with α
X
kj = 1. Parameters δ
X
kj for which
αXkj = 0 are set to 0. Let j1, j2, . . . , jNx be the indices such that αkjl = 1, l = 1, 2, . . . , Nx. Then,
(δXk0, δ
X
kj1 , δ
X
kj2 , . . . , δ
X
kjNx
)T |Data, · ∼MVNNx+1(µX ,ΣX),
where ΣX =
(
1
σ2k,X
V˜ T V˜ +
1
σ20
INx+1
)−1
and µX = ΣX
(
1
σ2k,X
V˜ TXk +
1
σ20
µ˜0
)
where V˜ = (1,Ckj1 ,C
k
j2
, . . . ,CkjNx ) is the design matrix of data in experiment k based on the included covariates,
and µ˜0 is a vector of length Nx + 1 of repeated values µ0. (Update of the coefficients δ
Y
kj is performed conditional
on δYk0, βk and is similar to the updates of the coefficients in the exposure model and therefore omitted.)
The full conditional distribution of the variance term σ2k,X is also of known form
σ2k,X |Data, · ∼ IG(aX , bX),
where aX = a0 +
nk
2
, bX = b0 +
1
2
(XK − V δ∼Xk )T (Xk − V δ∼Xk ),
where nk is the number of observations in experiment k, and V = (1,C
k). (The full conditional posterior distri-
bution of σ2k,Y is very similar and is therefore omitted.)
It is worth noting that centering the covariates Cj allows the outcome model intercepts δk0 to depend solely on
δ10, βk and s, and not on δ
Y
kj . This simplifies the form of the full conditional distribution for many coefficients.
Since δYk0, k ≥ 2 is a deterministic function of δ10, β1, β2, . . . , βk−1, and the points s0, s1, . . . , sk, the full conditional
posterior distribution of δ10 depends on data across all experiments, and that of βk on data from experiment k and
onwards. Since the data likelihood in all experiments is normal and we have assumed normal prior distributions,
the full conditional posterior distributions are also normal. After each update, intercepts δYk0, k ≥ 2 need to be
updated from (4) to ensure ER continuity.
The parameter δY10 is included in the mean structure of the outcome model for all experiments. Its full conditional
posterior distribution is δY10|Data, · ∼ N(µ, σ2) where
σ2 =
(
1
σ20
+
K+1∑
k=1
nk
σ2k,Y
)−1
and
µ = σ2
µ0
σ20
+
K+1∑
k=1
1
σ2k,Y
∑
i∈gk
yi − k−1∑
l=1
βl(sl − sl−1)− βk(xi − sk−1)−
p∑
j=1
δYkjCij
 ,
where
∑b
a = 0 if b < a. Similarly, the full conditional posterior distribution of βk uses data from experiments
k, k + 1, . . . ,K + 1, and is βk|Data, · ∼ N(µ, σ2) where
σ2 =
 1
σ20
+
1
σ2k,Y
∑
i∈gk
(xi − sk−1)2 + (sk − sk−1)2
K+1∑
l=k+1
nl
σ2l,Y
−1
and
µ =σ2
µ0
σ20
+
1
σ2k,Y
∑
i∈gk
(xi − sk−1)
(
yi − δYk0 −
∑
jδ
Y
kjCij
)
+
K+1∑
l=1
1
σ2l,Y
∑
i∈gl
(sk − sk−1)(yi − δYk0 −
∑l−1
e=k+1 βe(se − se−1)− βl(xi − sl−1)−
∑
jδ
Y
ljCij)
 .
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E.2.2 Sampling the experiment configuration and inclusion indicators
The experiment configuration and inclusion indicators can be updated separately, or simultaneously. We first
describe the separate update of s and (α∼
X ,α∼
Y ), and afterwards we will discuss why occasional simultaneous
sampling was deemed necessary. One of the three moves (separate, jump over, jump within) depicted in Figure E.1
is performed at every iteration with probability 0.8, 0.1, and 0.1 accordingly.
(separate) The experiment configuration and inclusion indicators are updated separately and conditionally on
each other. For the update of the experiment configuration s, a Metropolis-Hastings step is used [Metropolis et al.,
1953, Hastings, 1970] based on the full conditional likelihood (E.1). k is chosen uniformly over {1, 2, . . . ,K} and
s∗ ∼ U(sk−1, sk+1) is drawn as shown in Figure E.1(b). Alternatively, s∗ could be sampled from a truncated normal
distribution centered at sk. If s
∗ violates sk+1 − s∗ ≥ dk or s∗ − sk−1 ≥ dk−1, the move is automatically rejected.
Otherwise, the move s→ s∗ = (s1, s2, . . . , sk−1, s∗, sk+1, . . . , sK) is proposed with all other parameters (exclud-
ing β
∼
) fixed to their current values. Proposing new values of β
∼
is necessary to ensure that the ER is continuous at
the proposed state. All coefficients but βk, βk+1 are fixed to their current values, and new values for βk, βk+1 are
proposed such that the intercepts of the adjacent experiments are also fixed. If s∗ < sk, the proposed value β∗k+1
is sampled from a uniform distribution between the values βk+1 (current state) and
β˜k+1 = (sk+1 − s∗)−1
(
δY(k+2)0 − δYk0 − βk(s∗ − sk−1)
)
,
where β˜k+1 is the slope that would connect the value of the ER at point sk+1 with the value of the ER at point
s∗ at the current state. Figure E.2 shows the the limits of the proposed ER. Based on the sampled value for β∗k+1,
the proposed value for βk is
β∗k = (s
∗ − sk−1)−1
(
δY(k+2)0 − δYk0 − β∗k+1(sk+1 − s∗)
)
.
Similarly for s∗ > sk by sampling β∗k from a uniform that has similar properties.
Since the likelihood factorizes as shown in (E.1) the likelihood ratio of the Metropolis-Hastings acceptance prob-
ability includes terms only for experiments k, k+1. The prior ratio includes terms for the experiment configuration
distribution in (D.2), and the prior for βk, βk+1. If a uniform distribution is used to sample s
∗, the proposal for
the cutoffs is symmetric, and the proposal ratio corresponds to the proposal ratio for coefficients βk, βk+1. This
is equal to |βk+1 − β˜k+1|/|β∗k − β˜∗k |, where β∗k is the proposed value and β˜∗k is the one boundary of the proposal
distribution for βk in the reverse move.
After we accept or reject the move s → s∗, we update the inclusion indicators based on their full conditional.
Let A∗ be all parameters but αXkj , α
Y
kj and δ
Y
kj . For α ∈ {0, 1}
p(αYkj = α|Data, A∗, αXkj) =
p(δYkj = 0, α
Y
kj = α|Data, A∗, αXkj)
p(δYkj = 0|αYkj = α,Data, A∗, αXkj)
s0 s4s1 s2 s3
α1 α2 α3 α4
(a) Current state
s0 s4s1 s2 s*
α1 α2 α3 α4
(b) Separate
s0 s4s1 s2 s*
α1 α2 α3* α4*
(c) Jump within
s0 s1 s2s* s4
α1*α2*α3*=α2 α4*
(d) Jump over
Figure E.1: Proposed state for the separate, jump within and jump over moves are depicted schematically for
a hypothetical experiment configuration with K = 3. In all proposed states, new slopes are proposed to ensure
continuity of the ER. (a) The current state of the MCMC. s3 is chosen to be updated. (b) A new point s
∗ is
proposed within (s2, s4) with the corresponding α parameters constant. (c) Simultaneous move of the experiment
configuration and the corresponding α’s within (s2, s4). (d) The proposed point s
∗ is located outside the interval
(s2, s4) and new α’s are proposed for the experiment that was split (s0, s1), and the experiments that were combined
(s2, s4).
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Current MCMC state
s4s2 s3s*
Current State
Limits of proposal
Figure E.2: Values of βk, βk+1 for the separate move are proposed such that the estimated ER are within the limits
shown in dashed green lines. The black solid line correspond to the current state of the ER.
=
p(Data, A∗|δYkj = 0, αYkj = α, αXkj)p(δYkj = 0, αYkj = α|αXkj)
p(Data, A∗|αXkj)p(δYkj = 0|αYkj = α,Data, A∗, αXkj)
∝p(δ
Y
kj = 0|αYkj = α, αXkj)p(αYkj = α|αXkj)
p(δYkj = 0|αYkj = α,Data, A∗, αXkj)
=
p(δYkj = 0|αYkj = α)p(αYkj = α|αXkj)
p(δYkj = 0|αYkj = α,Data, A∗)
, α ∈ {0, 1}, (E.3)
where the numerator consists of the product of two prior probabilities, and the denominator consists of the posterior
probability that δYkj = 0. This has been seen previously in a different context [Antonelli et al., 2017a], and
consists a computational improvement over previous implementations of this prior distribution that utilized the
MC3 algorithm [Madigan et al., 1995, Wang et al., 2012].
However, sampling the inclusion indicators and experiment configuration separately can lead to slow convergence.
For example, consider our simulation scenario where the true experiment configuration is (2, 4, 7), and starting
values randomly set to (0.5, 2, 7). Based on the separate move, point s1 is always proposed to be updated between
s0, s2 = 2, which can lead to slow mixing. The jump over and jump within moves are meant to alleviate such issues.
In order to avoid the need of proposing values for the covariates’ coefficients and variance terms in the update
of the experiment configuration through a simultaneous move, these parameters are integrated out from the data
likelihood. Integrating all other parameters out allows us to perform sampling of the experiment configuration
without heavy fine tuning of proposal distributions. In both situations, sampling of s,α∼
X ,α∼
Y ,β
∼
is performed
using the marginalized likelihood (E.2):
p(s,α∼
X ,α∼
Y ,β
∼
|Data, δY10) ∝ p(Y ,X|s,α∼X ,α∼Y ,β∼, δ
Y
10,C) p(s) p(α∼
X ,α∼
Y ) p(β
∼
).
Note that all likelihoods in (E.2) are marginal densities of linear regression models over the regression coefficients
and variance terms with Normal-Inverse Gamma priors. Raftery et al. [1997] provided closed form calculations
of this marginal likelihood. However, this calculation requires the inversion of a matrix with dimension equal to
the number of observations, and is computationally intensive. Since the marginal likelihood is only used in the
calculation of Bayes factors, we approximate the Bayes factors when necessary using the BIC [Raftery, 1995].
(jump over) This move is designed to alleviate the MCMC issue described above by proposing a simultaneous
move of (s,α∼
X ,α∼
Y ,β
∼
). k ∈ {1, 2, . . . ,K} is again chosen uniformly, but now a new location of the experiment
configuration s∗ is generated uniformly over (s0, sK+1) \ [sk−1, sk+1] (necessarily not between sk, sk+1). The move
s → s∗ = (s1, s2, . . . , sk−1, sk+1, . . . , sj−1, s∗, sj , . . . , sK) proposes a combination of experiments k, k + 1 and a
split in some randomly chosen experiment j. For example, in Figure E.1(d), the proposed move splits the first
experiment (s0, s1) in two (s0, s
∗), (s∗, s1), and combines the experiments (s2, s3), (s3, s4).
The inclusion indicators of the unchanged experiments remain to their current values, but new values need to
be proposed for the combined or split experiments. The assignment of proposed values for the inclusion indicators
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is probabilistic based on their current values, encouraging the inclusion of a covariate in the proposed state to
resemble that of the current state. For example, in Figure E.1(d) α∗1, α
∗
2 should resemble α1, and similarly for α
∗
4.
In this example, covariates are included in experiment 4 with very low, mediocre and very high probability if none,
one or both of the original experiments include it. The values chosen for these probabilities were (0.01, 0.5, 0.99)
accordingly. Similarly, a variable is proposed to be included in the model of experiments 1 and 2 with low and high
probability if the variable was included in the initial model or not. The values chosen were (0.2, 0.95).
Values for β
∼
are proposed to ensure that the proposed state corresponds to a continuous ER. Unchanged
experiments remain the same. Experiments are combined by connecting the edges of the two linear segments, and
values of the split experiments are proposed using a normal perturbation of the current value with variance σ2tune.
Figure E.1(d) shows proposed states of the ER.
The move is accepted or rejected with probability equal to the product of the following:
1. The likelihood ratio for split and combined experiments approximated using the BIC for the exposure model
and the outcome model (regressing Y k − (1,Xk − sk−11)(δYk0, βk)T on Ck without an intercept).
2. The prior ratio for the experiment configuration (D.2), the inclusion indicators (3), and the coefficients βk
for the combined and split experiments.
3. The proposal ratio for s, βk and (α∼
X ,α∼
Y )
(sK+1 − s0)− (sj − sj−1)
(sK+1 − s0)− (sk+1 − sk−1) exp
{
u2 − u∗2
2σ2tune
} ∏
l∈{0,1,2}
m∈{0,1}
(pclm)
nsml−nclm
∏
l∈{0,1}
m∈{0,1,2}
(pslm)
ncml−nslm ,
where pclm is the probability of proposing α = m ∈ {0, 1} in the combined experiment when l ∈ {0, 1, 2} of
the two initial experiments had α = 1, pslm is the probability of proposing α = 1 in m ∈ {0, 1, 2} of the two
experiments when the initial experiment chosen to be split had α = l ∈ {0, 1}, and nclm, nslm is the number
of times that each event occurred when moving from the current to the proposed state. Lastly, u is the
difference of the slope for the experiment that was split from the slope of the first split experiment in the
proposed state, and u∗ is the difference of the slope in the first of the experiment that is combined from the
slope of the combined experiment in the proposed state.
(jump within) This move is similar to the “jump over” but maintaining the ordering of the locations in s.
k ∈ {1, 2, . . . ,K} is again chosen uniformly, and a new value s∗ is proposed within the interval (sk−1, sk+1). New
values for the coefficients βk, βk+1 are proposed as in the separate move. New values of the inclusion indicators
are also proposed for the experiments k, k + 1. In fact, Cj is proposed to be included in the outcome model of
an experiment with high probability if both current models include it, mediocre probability if only one of the
models include it, and low probability if none of the models include it. Similarly for the inclusion indicators of
the exposure model. The acceptance probability of this move is similar to the one described above, and is omitted
here. Figure E.1(c) depicts random draws for proposed ER states.
E.3 MCMC convergence
Due to the update of the experiment configuration, commonly used convergence diagnostics such as trace plots
are not appropriate since parameters (e.g., βk) may correspond to a different range of exposure values at different
iterations. Therefore, convergence must be examined in the context of quantities that are detached from the
experiment configuration.
One quantity that we use for convergence inspection is the mean exposure response curve calculated over a
set of exposure values within the exposure range. Such a set might be an equally spaced grid of points over the
interval (s0, sK+1), denoted by G. For each value x ∈ G and MCMC iteration t, identify the experiment k = kt(x)
that x belongs to. Then, for observation i calculate the expected response at value x, by defining w˜i(x) =
(1, x, Ci1, . . . , Cip)
T and calculating Ŷit(x) = w˜i(x)
T γkt where γkt is the posterior sample of (δ
Y
k0, βk, δ
Y
k1, . . . , δ
Y
kp)
T
in iteration t. Finally, the t-posterior sample of the mean response at point x ∈ G is the average of the expected
responses over the individuals in the sample Ŷt(x) =
1
n
∑n
i=1 Ŷit(x).
Convergence could be examined by visual inspection of trace plots of Ŷ (x) for all x ∈ G. Based on multiple
chains of the MCMC, we calculate the potential scale reduction factor (PSR) for the mean response at every point
x ∈ G [Gelman and Rubin, 1992]. We consider that the MCMC has converged if |PSR − 1| < c for all x ∈ G. An
alternative quantity based on which MCMC convergence can be examined is ∆ˆ(x) = βkt(x).
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F Simulating data with differential confounding at different exposure
levels
In simulation studies, data are most often simulated in the following order: covariates C1, C2, . . . , Cp, exposure X
given a subset of C1, C2, . . . , Cp, and outcome Y given X and a potentially different subset of C1, C2, . . . , Cp. Data
with differential confounding at different exposure levels could imply, in its most generality, that the exposure X
is generated with different predicting variables at different exposure levels. Generating data with such structure is
complicated since the actual X values define the exposure level that an observation belongs to, and the exposure
level in which an observation belongs to defines the set of predictors. For that reason, instead of following the
C, X|C approach to data simulation, we generate the exposure values X first, and C is generated conditional on
X, ensuring that the target experiment-specific mean and variance of X,C, and correlation of all variables remain
the same, as if the data were generated with the typical C, X|C order. Generating the outcome with different
predictors at different exposure levels is straightforward by including terms of the form δ∗jCjI(X ≥ sk), or by using
a separate outcome model within each experiment. In all situations, one should ensure that data are generated in
such a way that the true ER is continuous.
F.1 The “target” data generating mechanism
Given K, s, we would like the exposure X to be generated such as E(X) and V ar(X) are controllable quantities,
since they are closely related to the exposure range of each experiment, and we would like to ensure that simulation
results are not driven by the inherit variability in X. Furthermore, we would like to ensure that V ar(Cj) is
approximately the same across experiments and across covariates, such that the the magnitude of δYkj has similar
interpretation in terms of correlation.
As discussed above, data (X,C) are usually generated in the order C followed by X|C, using a model for
which E(X|C) = δ0 +
∑p
j=1 δjCp. Instead of setting target values for δj , we set target correlations Cor(X,Cj)
and calculate the δj ’s that correspond to these correlations. (The reverse is also possible but requires ensuring
that that V ar(X) ≥ ∑pj=1 δ2jV ar(Cj).) We require that E(Cj |X = x) is continuous in x to ensure that the joint
distribution (X,Cj) is realistic, and does not have “jumps” at the points of the experiment configuration.
Based on the above, the following represent target (controllable) quantities of our data generation:
• V ar(X), E(X) are fixed,
• Within each experiment Cj are independent random variables with known variance,
• Cor(Cj , X) are fixed and δj can be calculated, using Cor(X,Cj) = δj
√
V ar(Cj)
V ar(X)
,
• The function E(Cj |X = x) is continuous in x.
Ensuring that E(Cj |X = x) is continuous in x across experiments is performed in the following way: Given
V ar(X), a model for C|X that gives rise to data with the target V ar(Cj), Cor(X,Cj) is considered. The variance-
covariance targets do not impose any restrictions on the model intercept. For the first experiment, the intercept can
be chosen arbitrarily, and for the subsequent experiments intercepts are chosen to ensure that limt→x− E(Cj |X =
t) = limt→x+ E(Cj |X = t) at all points x.
F.2 Generating the data set maintaining target quantities
As discussed in Appendix F.1, Cor(X,Cj), V ar(Cj), and V ar(X) are considered known, from which we can derive
Cov(X,Cj). We generate data with the following order:
1. X is generated from a distribution with mean E(X), and variance V ar(X). In our simulations X is uniform
over the exposure range.
2. Taking advantage of the laws of the multivariate normal distribution we generate
C|X ∼MVNp(µ¯, Σ¯), where
µ¯ =E(C) +
Cov(C, X)
V ar(X)
(X − EX), and
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Σ¯ =V (C)− 1
V ar(X)
Cov(C, X)Cov(C, X)T ,
where Cov(C, X) = (Cov(C1, X), Cov(C2, X), . . . , Cov(Cp, X))
T , and V (C) is a diagonal p× p matrix with
entries V ar(Cj), j = 1, 2, . . . , p.
3. The marginal means of each variable Cj within each experiment is calculated by ensuring that the function
E(Cj |X = x) which corresponds to the jth entry of the vector µ¯ is continuous at the points of experiment
change.
4. Covariates Cj are subtracted their overall mean.
A simple linear regression form is used to generate the outcome within each experiment. In experiment k, the
outcome is generated from Y |X,C ∼ N(ξk0 + ξk1φ(X)+
∑p
j=1 ξk(j+1)Cj , σ
2
k,Y ), where φ() is a continuous function,
and the residual variance σ2k,Y is set equal across k. We ensure that the true ER function E(Y |X) is continuous
in X by appropriately setting the intercept values ξk0. The intercept in experiment 1 is decided, and for each
experiment onwards we set ξk0 such that
lim
x→s−k
E[Y |X = x] = lim
x→s+k
E[Y |X = x] ⇐⇒ ξ(k+1)0 = ξk0 + (ξk1 − ξ(k+1)1)φ(sk).
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