Abstract. Consider an annulus Ω = {z ∈ C : r 0 < |z| < 1} for some 0 < r 0 < 1, and let T be a bounded invertible linear operator on a Banach space X whose spectrum contains ∂Ω. Assume there exists a constant K > 0 such that
Introduction
Ambrozie and Müller [AM] proved that the adjoint of a polynomially bounded operator whose spectrum contains the unit circle has a nontrivial invariant subspace. The result generalizes the theorem of Brown, Chevreau, and Pearcy [BCP] , which applies to Hilbert space contractions (see also [B] for an exposition of this result). In this paper, we prove an analogous result where the unit circle is replaced by the boundary of an annulus.
Let Ω = {z ∈ C : r 0 < |z| < 1} for some 0 < r 0 < 1. Recall that a bounded linear operator T , defined on a complex Banach space X, is said to be polynomially bounded if there exists a constant K > 0 such that p(T ) ≤ K sup{|p(λ)| : |λ| ≤ 1} for all polynomials p, and the constant K is said to be the polynomial bound of T .
Our main result can be formulated as follows:
Theorem A. Let T be an invertible bounded linear operator on a complex Banach space X whose spectrum contains ∂Ω, and such that T and r 0 T −1 are polynomially bounded. Then there exists a nontrivial common invariant subspace for T * and T * −1 .
The fact that each of the operators T * and T * −1 has a nontrivial invariant subspace follows from [AM] . Our contribution is that there exists a proper subspace invariant for both of them.
The main tools used in proving the main result of [AM] are an improved version of Zenger's theorem, Apostol's theorem, and Carleson's interpolation theorem. Sections 2 and 3 of this paper are devoted to these theorems and construction of the essential technical tools they lead to. In Section 4, we provide some estimates for the Poisson kernels on Ω. As in the disk, these act as representing measures for extended functional calculus satisfies h(T )x = lim r→1 h(rT )x in the weak topology of X. Moreover, h(T ) ≤ c T h ∞ , where c T is the polynomial bound of T .
Similarly, we may assume that either (r 0 T −1 ) n → 0 or (r 0 T −1 ) * n → 0 strongly.
Thus, r 0 T −1 also has a functional calculus defined on H ∞ (D). Since every h ∈ H ∞ (Ω) can be written uniquely as h(z) = h 1 (z) + h 2 (r 0 /z) with h 1 , h 2 ∈ H ∞ (D) and h 2 (0) = 0, we can define Φ T : H ∞ (Ω) → L(X) by Φ T (h) = Φ T (h 1 ) + Φ r 0 T −1 (h 2 ). We have h 1 (T ) ≤ c T h 1 ∞ , h 2 (T ) ≤ c r 0 T −1 h 2 ∞ . By a similar argument as in Lemma 2.2, it follows that h(T ) ≤ K h ∞ for some constant K and for every h ∈ H ∞ (Ω). Moreover, we can actually assume that the extended functional calculus is an isometry as is verified by the next two lemmas.
Proof. Let ε > 0 and k ≥ 1 be arbitrary and let K be as above. For λ ∈ Λ ε,k and
and
Since ε is arbitrary, we have h ∞ ≤ h(T ) .
Lemma 2.4. If T ∈ L(X) is such that Ω is a K-spectral set for T , then T is similar to an operator T on another Banach space X with the property that h(T ) ≤ h ∞ for all functions h in A(Ω).
In other words, Ω is a spectral set for T .
Proof. Define a new norm on
) is also a Banach space. Moreover, relative to this norm, Ω is a spectral set for T since for f A(Ω) ≤ 1 and x ∈ X, we have
In the presence of a weakly continuous H ∞ (Ω) functional calculus we also have h(T ) ≤ h ∞ for every h ∈ H ∞ (Ω) when T is defined as in the above proof. Therefore, when proving the main result we may assume that the functional calculus Φ T : A(Ω) → L(X) that maps 1(z) ≡ z to T can be extended to H ∞ (Ω), and the extended functional calculus is isometric. Note that when the functional calculus is isometric we always have σ(T ) ⊃ ∂Ω. In what follows, we will denote by A Ω (X) the set of bounded linear operators T on X which have an isometric functional calculus from H ∞ (Ω) to L(X) that maps 1(z) ≡ z to T , and by Φ T the functional calculus corresponding with the operator T .
The algebra H ∞ (Ω) carries a weak* topology viewed as the dual space of
is separable, the Kreȋn-Šmulian theorem [C] allows us to work with sequences in proving the weak*-continuity of a functional defined on H ∞ (Ω). In particular, we will be interested in weak*-continuity of the functionals
* ∈ X * , and h ∈ H ∞ (Ω). We have x ⊗ T x * ≤ x x * ; thus the functionals x ⊗ T x * are bounded. We will show that if T * has no hyper-invariant subspaces, then x ⊗ T x * is weak*-continuous for all x ∈ X and x * ∈ X * .
Lemma 2.5. Let (u n ) be a sequence in H ∞ (Ω), and let
be the unique functions satisfying u n = v n + w n for every n. If (u n ) converges to 0 in the weak* topology, so do the sequences (v n ) and (w n ).
Proof. Weak* convergence of u n implies that sup n u n < ∞ and u n (z) → 0 for all z ∈ Ω. Let sup n u n = M . For z ∈ D and ε > 0 sufficiently small, we have
Since for every ζ with |ζ| = 1 − ε, u n (ζ) → 0, and u n is uniformly bounded, we have v n (z) → 0 for all z ∈ D by Lebesgue's Dominated Convergence Theorem. We can write v n = u n − w n where
. We conclude that v n → 0 weak*. Similarly, w n → 0 weak*.
Remark 1. It follows from the lemma that if x ⊗ T x * is not weak*-continuous for some x ∈ X and x * ∈ X * , then either
be a sequence that converges to 0 in the weak*-topology. Note that by Theorem 3.2 in [A2] , either T n → 0 or T * n → 0 strongly. Then by Proposition 1.8 in [A2] ,
Proof. This follows immediately from Proposition 2.6 and Remark 1.
Based on the reductions discussed above, it is sufficient to prove the following theorem in order to prove our main result. 
Interpolation in an annulus
The following definition was given by Ambrozie and Müller [AM] :
Ambrozie and Müller [AM] provided an improvement of Zenger's theorem [BD, as follows:
For the remainder of this paper we will fix r 0 < 1, and set a = 4/r 0 . For each λ = re iθ ∈ Ω, we define an interval I λ in ∂Ω by
These are the analogues of the intervals used in [AM] (with 2 in place of a).
We will say that a finite subset F of Ω is separated if the intervals {I λ : λ ∈ F } are pairwise disjoint.
The following lemma is the analogue of Lemma 4.3 in [AM] with 3/4 replaced by √ r 0 and is proved the same way.
Lemma 3.2. There is a constant ∆ > 0 with the following property: If
Lemma 3.3. There is a constant δ > 0 with the following property:
Upon observing
)/2 for every λ ∈ F 1 and µ ∈ F 2 , Lemma 3.3 is also proved the same way as Lemma 4.3 in [AM] .
The following result follows from Carleson's interpolation theorem. The proof is analogous to that of Proposition 4.4 in [AM] . See also [Ca] . 
Note that the constant b depends on the constant ∆ obtained in Lemma 3.2. In what follows δ and b will stand for the constants obtained in Lemma 3.3 and Proposition 3.4.
Proof. Define 
Let m denote angular measure on ∂Ω. More precisely, the measure of an interval on ∂Ω is equal to the measure of the corresponding angle with vertex at 0. Lemma 3.6. There exists κ > 0 with the following property:
Taking into account that a > 4, we conclude that the condition of the lemma is true with κ = b/δ 1−2/a .
As in [AM] we will show in the next two lemmas that any family of vectors {u λ : λ ∈ F } which satisfy the hypothesis of the previous lemma are 4bL-circled where
|λ| < r 0 0.99 }, and {u λ : λ ∈ F } ⊂ X satisfy u λ = 1, and
Proof. By Lemma 3.5, there exists g ∈ H ∞ (Ω) with g(λ) = 1 for λ ∈ F 1 and g(λ) = 0 for λ ∈ F 2 and g ∞ ≤ b/δ. Let x = x 1 + x 2 . We have
Since the intervals
|λ| > r 0 0.01 }, F 2 = {λ ∈ Ω : |λ| < r 0 0.99 }, and {u λ : λ ∈ F } ⊂ X satisfy u λ = 1, and
Then the family {u λ : λ ∈ F } is 4bL-circled.
Proof. By a trivial modification of Proposition 6.2 of [AM] , we know that {u λ : λ ∈ F 1 } and {u λ : λ ∈ F 2 } are 2b-circled. Assume without loss of generality that
Poisson kernels
Let L 1 (∂Ω) denote the Banach space of all complex integrable functions in ∂Ω with respect to m (see Section 3), with
Recall that for every λ ∈ Ω there exists a unique measure m λ on ∂Ω such that
for every continuous function u in Ω which is harmonic in Ω. The measures m λ are absolutely continuous relative to m, and the densities K λ = dm λ /dm have been explicitly evaluated by Sarason [S] . We describe now how the functions K λ are obtained.
Define Ω = {(r, t) : r 0 < r < 1, −∞ < t < ∞} so that Ω is the universal covering surface of Ω with covering map ϕ : Ω → Ω defined by ϕ(r, t) = re it . Define K on Ω by
where q 0 = − log r 0 . The function K enjoys the following properties:
for all functions u harmonic in Ω. A calculation shows that
This can be used to calculate the two integrals in (2) separately:
We then define
Let us recall that a = 4/r 0 . The following is the analogue of Lemma 5.1 in [AM] .
Lemma 4.1. Assume that λ = re iθ ∈ Ω and r > r 0 0.01 . Then
Similarly, if r < r 0 0.99 ,
Proof. Without loss of generality assume λ = r.
(1 − r). Note that for r 0 < r < 1, we have −π/2 < f(r) < π/2 and cos f (r) > 0. We claim that
We can write
it is enough to prove We now define functions Q λ : ∂Ω → [0, ∞) analogous to the ones defined in [AM] : 
Proof. Without loss of generality we can assume r > r
We define positive numbers {γ λ : λ ∈ Ω} by γ λ := (max ζ∈∂Ω K λ (ζ)) −1 . The reader will verify without difficulty the following result:
In our argument in Section 5 we will need an inner function defined in Ω. Proof. Since D and Ω are conformally equivalent, D constitutes a covering space of Ω as well. As described in detail in [S] , pages 16-20, one can define Blaschke products H a on Ω for each point a in Ω, by first defining a Blaschke product in D with simple zeros at each point above a and then transferring it to Ω via the conformal map between D and Ω. This leads to the following definition:
For a ∈ Ω, h a (re it ) := r −α e −iαt H a (r, t) where
log |a| for r 0 1/2 ≤ |a| < 1,
log(|a|/r 0 ) for r 0 < |a| < r 0 1/2 , which is congruent modulo 1 to the index of H a . These functions h a are holomorphic in Ω, have modulus one on C 1 , modulus r −α 0 on C 0 , and |h a (z)| < 1 in Ω. For a = r 1/2 0 we observe that H 2 a has index 0, from which it follows that the function u defined by u(re it ) := H 2 a (r, t) is well-defined and holomorphic in Ω, of constant modulus 1 on ∂Ω, and |u(z)| < 1 in Ω. We now claim that u (z) = 0 on ∂Ω. In other words the derivative of H 2 a (r, t) does not vanish on ∂ Ω. Since Ω, D, and {z ∈ C : Im(z) > 0} are conformally equivalent, and H 2 a can be extended analytically to ∂ Ω, it is enough to show that the derivative of a function v :
where g is holomorphic with g(t 0 ) = 0 and n ≥ 2. Then v would have to map some points in C + to C − , which contradicts the definition of v. Therefore, u does not vanish on ∂Ω.
Note that the Ahlfors function associated with Ω and p ∈ Ω would also satisfy the desired properties. See [F] for a more detailed discussion of the Ahlfors function.
In the next result,the function u of the preceding proposition plays the role of the function u(λ) = λ in the arguments of [AM] . Let us fix a constant N > 0 such that 1/N ≤ |u (z)| ≤ N for all z ∈ ∂Ω. Lemma 4.5. Let Λ ⊂ Ω be an Apostol set and I ⊂ ∂Ω be an open interval such that u is one-to-one on I. Then for sufficiently large n ∈ N, there exists a separated subset F of Λ with the following properties:
(1)
20πN 2 . Let B ⊂ ∂Ω be the set that consists of all points ζ ∈ ∂Ω such that for the argument of ζ, which we denote by t ζ , either sup{r ∈ (r 0 , 1) : re it ζ ∈ Λ} = 1 or inf{r ∈ (r 0 , 1) : Since Λ is an Apostol set, and u is continuous, for all ζ ∈ R we can find r ζ > r 0 0.01 or r ζ < r 0 0.99 such that λ ζ = r ζ e it ζ ∈ Λ and |u(λ ζ ) n − 1| < 1/9 with I λ ζ ⊂ I.
Note that by definition, each I λ ζ is contained entirely either in C 0 or in C 1 . As R is a compact subset of ζ∈R I λ ζ , we can find a finite subcover of (I λ ζ ) ζ∈R such that any three of the intervals on the same circle have empty intersection. By separating these into two pairwise disjoint families of intervals, and choosing the one with the larger measure, we can find a finite set F such that the intervals (I λ ) λ∈F are disjoint, and m λ∈F I λ > m(R )/2 > r 0 m(I)/(40N 2 π). Part 4 of the lemma follows immediately as a consequence of Lemma 4.3. Indeed,
To conclude the proof, observe that
where
for which we have the following estimates:
, and
Thus,
It follows from Lemma 4.1 and Lemma 4.3 that
as desired.
Fix c 2 ∈ (c 1 , 1). 
Proof. We may assume that f = 0. Let ε > 0 be such that ε < (c 2 − c 1 )/2 . Let g be a step function such that
Let us write g = n j=1 β j χ I j where each I j ⊂ ∂Ω is an interval on which u is oneto-one and g 1 = n j=1 β j m(I j ). Applying the previous lemma on each interval I j , we obtain finite sets F j and positive numbers {γ λ : λ ∈ F j } such that either |λ| ≥ r 0 0.01 or |λ| ≤ r 0 0.99 for λ ∈ F ,
To conclude the proof it will be enough to show that
and the desired inequality follows since
Main result
For a further reduction of the proof of Theorem A, we consider the sets M = {x :
The assumption that T ∈ A Ω (X) implies that u(T ) is power bounded. It is also easy to verify that σ(u(T )) contains the unit circle. Then by Theorem 3.2 in [A2] , if neither M = X nor M * = X * , it follows that u(T ) * has hyper-invariant subspaces, and therefore so does T * . Thus, to obtain the main result it is enough to prove the following theorem.
Theorem C. Let T ∈
A Ω (X) be such that the set Λ k,ε is an Apostol set for every ε > 0 and k ≥ 1. Assume that the functional x ⊗ T x * : H ∞ (Ω) → C is weak*-continuous for all x ∈ X and x * ∈ X * , and u(T ) n x → 0 for all x ∈ X. Then there exists a nontrivial common invariant subspace for T and T −1 .
In the remainder of the section, we will prove Theorem C. For f ∈ L 1 (∂Ω) we will denote by M f the functional defined by
In particular, we will denote by E λ the functionals corresponding to Poisson kernels K λ defined in Section 4 . We have M f ≤ f 1 for all f ∈ L 1 (∂Ω) and
The hypothesis of Theorem C implies that for given x ∈ X, x * ∈ X * , there exists f ∈ L 1 (∂Ω) such that
h(r 0 e it )f (r 0 e it )dt , h ∈ A(Ω).
Our goal is to show that for every g ∈ L 1 (∂Ω), there exist x ∈ X, x * ∈ X * such that M g (h) = (x ⊗ T x * )(h) for all h ∈ A(Ω). Fix a constant c 3 ∈ (c 2 , 1). Fix an integer N such that c 3 + πN −1 < 1, and a positive constant c satisfying 1 − N −1 (1 − c 3 − πN −1 ) < c < 1.
Lemma 5.3. Assume that the hypothesis of Theorem C is satisfied. Then for given y ∈ X, y * ∈ X * , h ∈ L 1 (∂Ω), there exist x ∈ X and x * ∈ X * such that
Proof. Without loss of generality, we may assume that h 1 = 0. We claim that x = y + vw and x * = y * + w * satisfy the desired conditions. Clearly, Furthermore,
