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Abstract
In this thesis, we study various properties of I0 and ε-Kronecker sets and we show
that most infinite sets in the discrete dual group contain infinite interpolation sets.
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Chapter 1
Background and preliminary
results
1.1 Introduction
Many classical harmonic analysis results are based on ‘Lacunary or Hadamard
sets’. Weierstrass used Hadamard sequences to build the first example of nowhere
differentiable continuous function. Hadamard sets also inspired the classical
Hadamard gap theorem and the Riesz product measure, which is an example of a
continuous measure whose Fourier coefficients do not vanish at infinity. Zygmund
extensively studied analytic properties of the trigonometric series whose Fourier
tranforms were supported on a Hadamard set [21].
Lacunary sets have various interpolation properties. For example, every function
to the complex unit circle can be approximated by a continuous character
(equivalently, the Fourier Transform of a single point mass measure) within
a small error. This inspired the idea of ε-Kronecker sets. The terminology
‘ε-Kronecker’ was motivated by the classical theorem of Kronecker, which states
that every infinite independent subset of the real line is a Kronecker set, meaning
the approximation is exact.
An I0 set, the main topic of this paper, is a weaker interpolation notion. Rather
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than interpolating with a single continuous character, I0 sets permit the use of
limits of finite linear combinations of Fourier transforms of point mass measures,
i.e., they are the Fourier transforms of discrete measures. These interpolation
sets were first considered in the 1960’s and have been extensively studied since
that time. They are special examples of Sidon sets [8]. Early research on I0 sets
was done by mathematicians such as C. Ryll-Nardzewski [20] and S. Hartman [10].
Topologically, I0 sets are closely related to almost periodic functions, the continu-
ous functions that are periodic within any desired level of accuracy. The original
definition of an I0 set was a set E such that ‘every bounded function on E ⊂ Z
can be extended to an almost periodic function’. But these extensions could
always be found in the space consisting of Fourier transforms of discrete measures
restricted to E. Thus, I0 sets are sets such that ‘every bounded function is a
Fourier transform of discrete measures’, the modern definition.
The focus of this thesis is an existence result: infinite ε-Kronecker sets or I0 sets
can be found in most infinite subsets of discrete abelian groups. This is proved
in Chapter 3. In Chapter 4, we show an alternative, topological approach to the
existence result. We give basic properties of interpolation sets in Chapter 2.
1.2 Background
In this section, we give background harmonic analysis results and examples. For
more details and proofs on the background information readers can see [19].
1.2.1 The Haar measure
We begin by introducing the Haar measure of a locally compact abelian group.
For any locally compact abelian group G, there exists a positive, regular, non-zero
Borel measure m, called the Haar measure on G, which satisfies the following
(1) m is both left and right invariant. That is, for every S ⊂ G measurable and
2
x ∈ G, we have m(xS) = m(Sx) = m(S).
(2) m is inversion invariant. That is, for every S ⊂ G measurable, we have
m(S−1) = m(S).
(3) For any compact K ⊂ G, m(K) <∞.
(4) For any open U ⊂ G, m(U) > 0.
Moreover, this Haar measure is unique up to a positive scaling.
Example 1.1. (1) Let G = T, the unit circle group in C, with the usual topology.
The Haar measure on G is the (normalized) Lebesgue measure.
(2) Let G = Z with the discrete topology. The Haar measure on G is the counting
measure.
With respect to the Haar measure m and for p < ∞, we can define the space
Lp(G) to be
Lp(G) := {f : G→ C :
∫
G
|f(x)|p dm(x) <∞}/ ∼,
where the equivalence realtion is given by
f ∼ g ⇔ m({x ∈ G : f(x) 6= g(x)}) = 0.
L∞(G) is the space of essentially bounded functions quotient the equivalence re-
lation given above.
1.2.2 Dual group and the Fourier transform
We next introduce the construction of the dual group.
For a locally compact abelian group G, we denote by Ĝ, or Γ, its dual group,
defined by
Γ := {γ | γ : G→ T, γ is continuous and multiplicative},
where the group operation on Γ is pointwise multiplication. Thus, for every γ ∈ Γ
we have γ(x + y) = γ(x)γ(y) for every x, y ∈ G and the identity 1 ∈ Γ, satis-
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fies 1(x) = 1 for all x ∈ G. Elements in Γ are called the continuous characters on G.
The Fourier transform of a function f ∈ L1(G) is the function f̂ : Γ → C given
by f̂(γ) =
∫
G
f(x)γ(x) dm(x).
We denote by M(G) the Banach space of complex, finite, regular Borel measures
on G and for µ ∈M(G), we define the Fourier Stieltjes transform µ̂ via µ̂ : Γ→ C,
where µ̂(γ) =
∫
G
γ(x) dµ(x). We denote by Md(G) the space of discrete measures,
the finite, complex measures concentrated on a countable subset of G. For every
µ ∈ Md(G), we have µ =
∑∞
i=1 aiδxi for some ai ∈ C, xi ∈ G and δxi is the point
mass measure at xi. We denote by M
+
d (G) the set of discrete measures with
non-negative coefficients. If, in addition, µ is concentrated on U ⊂ G, we write
µ ∈Md(U) (resp. M+d (U)).
Let f, g ∈ L1(G). The convolution of f and g, denoted by f ∗ g, is a function
f ∗ g : G→ C, given almost everywhere by
f ∗ g(x) =
∫
G
f(t)g(x− t) dm(t).
If f, g ∈ L1(G), then f ∗ g ∈ L1(G) and f ∗ g = g ∗ f . Similarly, for µ, ν ∈ M(G)
and a Borel set E ⊂ G, we define E ′ = {(x, y) ∈ G × G | x + y ∈ E}
and define µ ∗ ν(E) = µ × ν(E ′). If µ, ν ∈ M(G), then µ ∗ ν ∈ M(G) and
||µ ∗ ν||M(G) ≤ ||µ||M(G) ||ν||M(G).
To give a topology on Γ, we use the following identification.
Proposition 1.2. The map
Φ : Γ→ L1(G)∗,
given by Φ(γ)(f) = f̂(γ) =
∫
G
f(x)γ(x) dm(x) for all f ∈ L1(G), γ ∈ Γ, is a
bijection.
Through this identification, we can give Γ the weak* topology inherited from
L1(G)∗.
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Proposition 1.3. Equipped with topology described above, Γ is again a locally
compact abelian group.
We have the following duality theorem.
Theorem 1.4 (Pontryagin’s Duality Theorem). A locally compact abelian group
G is isomorphic to Γ̂ as topological groups via the embedding x→ x̂, where x̂(γ) =
γ(x) for γ ∈ Γ.
Hence, we may identify the dual group Γ̂ as G. From the duality theorem, we also
have the following result about the duality between compact groups and discrete
groups.
Proposition 1.5. An abelian group G is compact if and only if its dual group Γ
is discrete.
Example 1.6. Consider the compact group T. Notice that T can be identified
as [−pi, pi] = R/2pi with addition mod 2pi as the group operation. The continuous
characters on T = [−pi, pi] are of the form γ(x) = einx for some n ∈ Z and the
topology on T̂ is indeed the discrete topology. Therefore, the dual group T̂ is the
discrete group Z. Moreover, if γ : Z → T is a continuous character on Z, put
γ(1) = xγ ∈ T and then we have γ(n) = xnγ . Conversely, any function of the form
f(n) = xn for some x ∈ T is a continuous character on Z. Hence, Ẑ = T, which is
compact, as expected.
Let H ⊂ G be a closed subgroup. We denote by H⊥ the annihilator of H. We
have the following relation between dual groups and quotient groups.
Proposition 1.7. H⊥ = Ĝ/H and Ĥ = Γ/H⊥.
Suppose Gi is a compact abelian group for each i ∈ I. The direct product group∏
i∈I Gi is again a compact abelian group with the product topology.
Proposition 1.8. Let Gi be compact abelian groups for i ∈ I. We have∏̂
i∈I
Gi =
⊕
i∈I
Ĝi,
5
where
⊕
i∈I Ĝi is the direct sum, meaning each ⊕i∈Iγi ∈
⊕
i∈I Ĝi has only finitely
many coordinates different from the identity.
1.2.3 Bohr compactification
We denote by Gd the group G equipped with the discrete topology. Its compact
dual group is Γ, called the Bohr compactifiction of Γ. For a subset E ⊂ Γ, we
denote its closure in Γ by E. It is known that Γ is dense in Γ and every element
in Γ is a cluster point of Γ.
Notice that if µ ∈ Md(G), then µ̂ is a continuous function on Γ because it is the
Fourier transform of an `1 function on Gd.
1.2.4 Other notation
Unless specified otherwise, throughout this thesis, G denotes a compact abelian
group and Γ will be its discrete dual group. We denote the identity of G by e and
the identity of Γ by 1, except when G = T and Γ = Z, we use 1 and 0 respectively.
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Chapter 2
Interpolation sets
We start with definitions.
Let E ⊂ Γ be a subset. We say that a function ϕ : E → C is Hermitian if for
every γ ∈ E with γ−1 ∈ E, we have ϕ(γ) = ϕ(γ−1).
Definition 2.1. Let U ⊂ G be a Borel set and E ⊂ Γ. We say E is I0(U) (resp.,
FZI0(U)) if for every bounded (and Hermitian) ϕ : E → C there exists µ ∈Md(U)
(resp., µ ∈M+d (U)) such that µ̂ = ϕ on E.
When U = G, we just say E is I0 (resp., FZI0).
Note that if µ =
∑∞
i=1 aiδxi is a real discrete measure (ie. each ai ∈ R), then for
γ ∈ E, we have µ̂(γ) = ∑∞i=1 aiγ(xi) = ∑∞i=1 aiγ(xi) = µ̂(γ−1). Thus, the Fourier
transform of a real discrete measure is Hermitian and hence the reason for only
requiring the interpolation of Hermitian functions in the definition of FZI0 sets.
Definition 2.2. Let U ⊂ G be a Borel subset, E ⊂ Γ and ε > 0. We say E
is ε-Kronecker(U) if for every function ϕ : E → T there exists x ∈ U such that
|ϕ(γ)− γ(x)| < ε for all γ ∈ E.
We say E is weak ε-Kronecker(U) if for every ϕ : E → T there exists x ∈ U such
that |ϕ(γ)− γ(x)| ≤ ε for all γ ∈ E.
When U = G, we just say E is ε-Kronecker (resp., weak ε-Kronecker).
In this chapter, we will prove basic properties of I0, FZI0 and ε-Kronecker sets.
Moreover, we will demonstrate how ε-Kronecker sets are related to the other
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interpolation sets.
We say that U ⊂ G is symmetric if U = U−1. The next result implies that any
FZI0(U) set is I0(U) when U ⊂ G is symmetric.
Proposition 2.3. Assume U ⊂ G is symmetric. If E ⊂ Γ is FZI0(U), then
E ∪ E−1 is I0(U).
Notation: For µ =
∑∞
i=1 aiδxi where xi ∈ U and ai ∈ C, we define µ˜ =
∑∞
i=1 aiδx−1i .
Notice also µ˜ ∈Md(U−1).
Proof. Suppose E is FZI0(U). Each ϕ ∈ `∞(E ∪ E−1) can be decomposed as a
sum of a Hermitian function and an anti-Hermitian function by ϕ = ϕ1 − iϕ2,
where ϕ1(γ) = (ϕ(γ) + ϕ(γ−1))/2 and ϕ2(γ) = i(ϕ(γ)− ϕ(γ−1))/2 are Hermitian
functions. We can find µ1, µ2 ∈ M+d (U) such that µ̂1 = ϕ1 and µ̂2 = ϕ2. Then, if
we put
ν :=
1
2
(µ1 + µ˜1)− i
2
(µ2 − µ˜2),
we have that ν̂(γ) = ϕ(γ) for all γ ∈ E ∪ E−1. So E ∪ E−1 is I0(U).
Remark. In [8], it is shown that if E does not contain 1, then E is FZI0 if and
only if E ∪ E−1 is I0.
2.1 Characterizations and examples of interpo-
lation sets
We give a characterization of I0 (FZI0) sets.
Notation: For a Banach space X, we denote the unit ball in X by B(X).
Theorem 2.4 ([4], [13], [17]). Let U be a compact subset of G and E ⊂ Γ. The
following are equivalent.
(1) E is I0(U) (resp,. FZI0(U)).
(2) There exists a constant K such that for every (Hermitian) φ ∈ B(`∞(E)),
there exists µ ∈ Md(U) (resp,. M+d (U)) such that µ̂(γ) = φ(γ) for all γ ∈ E and
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||µ||M(G) < K.
(3) There exists some 0 < ε < 1 such that for every (Hermitian) φ ∈ B(`∞(E)),
there exists µ ∈ Md(U) (resp., M+d (U)) with ||µ|| ≤ K and |µ̂(γ) − φ(γ)| < ε for
all γ ∈ E.
(4) There exist 0 < ε < 1 and an integer N such that for every (resp., Hermitian)
φ ∈ B(`∞(E)), there exist ci ∈ C (resp., ci ∈ R+) and xi ∈ U , 1 ≤ i ≤ N , such
that µ =
∑N
i=1 ciδxi satisfies |φ(γ)− µ̂(γ)| < ε for all γ ∈ E.
Proof. Notice that (2) ⇒ (3) and (4) ⇒ (3) are clear.
We first prove the equivalences among (1), (2) and (3) in the I0(U) case. The
FZI0(U) case follows similarly.
(1) ⇒ (2)
Suppose E ⊂ Γ is I0(U). Consider the map T : Md(U)→ `∞(E) given by µ→ µ̂|E.
Since T is linear and for every µ ∈Md(U), we have
||µ̂||`∞(E) = sup
γ∈E
|µ̂(γ)| ≤ ||µ||M(G) ,
T is continuous. Moreover, since E is I0(U), T is also surjective. By the Open
Mapping Theorem, T is an open map. Consider
T ′ :Md(U)/ ker(T )→ `∞(E)
such that T = T ′ ◦ q, where q : Md(U) → Md(U)/ ker(T ) is the quotient map.
Then T ′ is also continuous, open and bijective. Hence,
T ′−1 : `∞(E)→Md(U)/ ker(T ),
is continuous and therefore bounded. Let K > ||T ′−1||. For each φ ∈ B(`∞(E)),
we let T ′−1(φ) = µ + ker(T ) ∈ Md(U)/ ker(T ). We can find ν ∈ ker(T ) such that
||µ+ ν||M(G) ≤ K. Since ν ∈ ker(T ), µ̂+ ν and φ agree on E, proving (2).
(3) ⇒ (1)
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Suppose (3) holds. Let φ ∈ B(`∞(E)) and 0 < ε < 1. Choose µ1 ∈ Md(U)
such that ||µ1|| ≤ K and ||φ− µ̂1||∞ < ε on E. Note that the function
(φ − µ̂1)/ε ∈ B(`∞(E)) and by (3) we can choose µ2 ∈ Md(U) with ||µ2|| < K
such that ||(φ− µ̂1)/ε− µ̂2||∞ < ε on E. Observe that (µ1 + εµ2) ∈ Md(U) and∣∣∣∣∣∣φ− ̂µ1 + εµ2∣∣∣∣∣∣∞ < ε2 on E. Iterating in this way, for each n ∈ N we can find
µn ∈Md(U) such that ||µn|| < K and
∣∣∣∣∣∣φ− ̂∑ni=1 εi−1µi∣∣∣∣∣∣∞ < εn.
Let µ =
∑∞
i=1 ε
i−1µi. As ||µ|| ≤
∑∞
i=1 ε
i−1 ||µi|| ≤
∑∞
i=1 ε
i−1K < ∞, µ ∈ Md(U),
and since φ = µ̂ on E, (1) is proven.
Remark. We call the iterative argument in the proof above the ‘standard iteration’.
This argument will be frequently used later.
The final step we need to show here is (3) implies (4). Before we prove (3) ⇒ (4),
we first prove (3) is equivalent to (3’):
(3’) For each 0 < ε < 1, there exists K such that for every (Hermitian) φ ∈ B(`∞(E)),
there exists µ ∈Md(U) (µ ∈M+d (U)) with ||µ|| ≤ K and |µ̂(γ)− φ(γ)| < ε for all
γ ∈ E.
Indeed, if (3) holds for some 0 < ε < 1, then for each 0 < ε′ < ε, we let n be
the integer that εn < ε′. If φ ∈ B(`∞(E)), then after n steps of the iteration
argument in the proof above, there is a discrete measure µ ∈ Md(U) with
||µ||M(G) ≤
∑n
i=1 ε
i−1K, such that ||φ− µ̂|E||∞ < εn < ε′.
We thus give a proof for (3’) ⇒ (4) with any ε < 1 for the FZI0 case.
Let 0 < ε < 1 be fixed. For each γ ∈ E, define Dγ := [−1, 1] if γ = γ−1, and
Dγ := B1(C) = {z ∈ C : |z| ≤ 1} if γ 6= γ−1. Let DE :=
∏
γ∈E Dγ. For n ∈ N, we
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define
D+(n, U) := {µ ∈M+d (U) | µ =
n∑
i=1
aiδxi , |ai| ≤ 1, xi ∈ U}
and
Wn := {φ ∈ DE | ∃µ ∈ D+(n, U) with |µ̂(γ)− φ(γ)| ≤ ε/2 ∀γ ∈ E}.
From (3’),
⋃
nWn = DE.
Claim. Each Wn is closed in DE with the product topology.
Fix n ∈ N and let (φλ)λ∈Λ be a net in Wn such that φλ → φ ∈ DE. For each
λ ∈ Λ, we find aλ,j ∈ B1(C) (or [−1, 1] if γ = γ−1) and xλ,j ∈ U , 1 ≤ j ≤ n such
that ||φλ − µ̂λ|E||∞ ≤ ε/2, where µλ =
∑n
j=1 aλ,jδxλ,j . By passing to a subnet, if
necessary, we may assume that aλ,j → aj ∈ B1(C) (or [−1, 1]), and xλ,j → xj ∈ U
for 1 ≤ j ≤ n.
Let µ =
∑n
j=1 ajδxj . Since xλ,j → xj implies γ(xλ,j) → γ(xj) and φλ(γ) → φ(γ)
for every γ, we have that, for each γ ∈ E and for all ε′ > 0,
|φ(γ)− µ̂(γ)| = |φ(γ)−
n∑
j=1
ajγ(xj)|
≤ |φ(γ)− φλ(γ)|+ |φλ(γ)−
n∑
j=1
aλ,jγ(xλ,j)|
+ |
n∑
j=1
aλ,jγ(xλ,j)−
n∑
j=1
ajγ(xj)|
< ε′/2 + ε/2 + ε′/2,
if λ is large enough. Since ε′ > 0 is arbitrary, |φ(γ)− µ̂(γ)| ≤ ε/2 and therefore
φ ∈ Wn, proving the Claim.
The Baire Category Theorem tells that some Wn will have non-empty interior.
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Hence, there is some finite set F ⊂ E and a point (z1, ..., z|F |) such that
(z1, ..., z|F |)× DE\F ⊂ Wn.
Consider the real subspace S of `∞(E) consisting of all the Hermitian functions
which vanish off F . As F is finite, S is finite dimensional. Take a basis of S, say
e1, ..., el, where ej ∈ B(`∞(E)), 1 ≤ j ≤ l. Since all norms are equivalent on a
finite dimensional space, there is some c > 0 that∣∣∣∣∣
∣∣∣∣∣
l∑
j=1
bjej
∣∣∣∣∣
∣∣∣∣∣
`∞
≥ c
l∑
j=1
|bj|.
Each ±ej is Hermitian, so again by (3’) we can find µj, νj ∈ M+d (U) with
|µ̂j(γ) − ej(γ)| < cε/4n and |ν̂j − (−ej)(γ)| < cε/4n for γ ∈ E. Because we only
have a finite number of µj’s and νj’s and each µj or νj is a norm limit of finite
length, discrete measures, we can also assume that for some large enough m,
µj, νj ∈ D+(m,U) for all j.
Let φ ∈ B(`∞(E)) be a Hermitian function. Since φ coincides on E\F with some
element in Wn, we can find µ ∈ D+(n, U) such that |µ̂(γ) − φ(γ)| ≤ ε/2 for all
γ ∈ E\F . As µ is a positive discrete measure, (φ− µ̂)|F (extended by 0) belongs
to S and therefore equals
∑l
j=1 bjej for some bj ∈ R. Write bj = b+j − b−j where
b±j ≥ 0. Notice
c
l∑
j=1
|bj| ≤ ||φ− µ̂||∞ ≤ 1 + ||µ|| ≤ 2n.
For γ ∈ E,
|φ(γ)− µ̂(γ)− (
l∑
j=1
(b+j µ̂j + b
−
j ν̂j))(γ)|
=|(φ− µ̂)|E\F (γ) + (φ− µ̂)|F (γ)− (
l∑
j=1
(b+j µ̂j + b
−
j ν̂j))(γ)|
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=|(φ− µ̂)|E\F (γ) + (
l∑
j=1
(b+j (ej − µ̂j) + b−j (−ej − ν̂j)))(γ)|
≤ sup
γ∈E\F
|φ(γ)− µ̂(γ)|+ sup
γ∈E
|
l∑
j=1
(b+j (ej − µ̂j) + b−j (−ej − ν̂j)))(γ)|
≤ε
2
+
cε
4n
l∑
j=1
|bj| ≤ ε.
Note that µ +
∑l
j=1 b
+
j µj +
∑l
j=1 b
−
j νj ∈ D+(N,U), where N = n + 2m dim(F ),
which is independent of the choice of φ.
If U ⊂ G is symmetric, it suffices to check that the ±1-valued functions on E can
be approximated by Fourier transforms of discrete measures concentrated on U to
prove E is I0(U). We have the following proposition.
Proposition 2.5 ([4]). Let U ⊂ G be Borel and symmetric and E ⊂ Γ. Suppose,
for some 0 < ε < 1, we have that for all ϕ : E → {−1, 1} there is µ ∈Md(U) such
that |ϕ(γ)− µ̂(γ)| < ε for all γ ∈ E. Then E is I0(U).
Proof. First, let φ : E → [−1, 1] be given and define ϕ : E → {−1, 1} via
ϕ(γ) =
{
1 if φ(γ) ≥ 0
−1 else .
Then ||φ− ϕ/2|| ≤ 1/2 on E.
By our assumption, there exists µ ∈ Md(U) such that ||µ̂− ϕ|| < ε on E. Write
µ =
∑∞
i=1 aiδxi where xi ∈ U , and we let ν := (µ+ µ˜)/2.
For each γ ∈ E,
ν̂(γ) =
µ̂(γ) + ̂˜µ(γ)
2
=
∑∞
i=1(aiγ(xi) + aiγ(xi))
2
∈ R.
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Hence, ν has real Fourier transform. Moreover,
||ϕ− ν̂|| ≤ 1
2
||ϕ− µ̂||+ 1
2
∣∣∣∣∣∣ϕ− ̂˜µ∣∣∣∣∣∣ ≤ ε.
Thus, ||φ− ν̂/2|| ≤ 1/2 + ε/2 < 1. Using the standard iteration, we have that
there exists µ ∈Md(U) with µ̂ = φ on E.
For any φ ∈ B(`∞(E)), we can interpolate the real and imaginary parts of φ in
this way to see that E is I0(U).
Remark. Note that the proposition above immediately implies ε-Kronecker sets
with ε < 1 are I0.
In fact, any ε-Kronecker(U) set with ε <
√
2 is an FZI0(U) set.
Theorem 2.6 (ε-Kronecker sets are FZI0, [5]). Let 0 < ε <
√
2 and E ⊂ Γ
be an ε-Kronecker(U) subset, where U ⊂ G is Borel and symmetric. Then, E is
FZI0(U).
Remark. If E is ε-Kronecker for some ε <
√
2, then E ∩ E−1 = ∅. So we do not
need to worry about the Hermitian issue.
Notation: For z ∈ C, <(z) and =(z) are the real and imaginary part of z respec-
tively.
Proof. Choose a 0 < δ < 1, depending on ε, such that for z ∈ T, |z − 1| < ε
implies <(z) > δ. Also pick b ∈ (0, δ) such that b+√1− δ2 < 1.
Let ϕ ∈ B(`∞(E)). We write ϕ(γ) = aγ+ibγ for each γ ∈ E, where aγ, bγ ∈ [−1, 1].
Find x0 ∈ U such that for all γ ∈ E,
|γ(x0)− 1| < ε if aγ ∈ [b, 1],
|γ(x0) + 1| < ε if aγ ∈ [−1,−b],
|γ(x0)− i| < ε if aγ ∈ (−b, b).
If aγ ∈ [b, 1], then |γ(x0) − 1| < ε and therefore <(γ(x0)) > δ, which implies
|aγ − <(γ(x0))| < 1 − δ. If aγ ∈ [−1,−b], then |γ(x0) + 1| < ε. This means
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<(γ(x0)) < −δ and hence |aγ − <(γ(x0))| < 1 − δ. Lastly, if aγ ∈ (−b, b), then
|γ(x0) − i| < ε, which gives =(γ(x0)) > δ. Hence, |<(γ(x0))| <
√
1− δ2 and
therefore |aγ −<(γ(x0))| < b+
√
1− δ2.
Thus, we have |aγ −<(γ(x0))| < max(1− δ, b+
√
1− δ2) < 1. By iterating we can
interpolate any real sequence on E with the Fourier transform of some µ ∈M+d (U).
To interpolate {ibγ}γ∈E, we argue as follows. Let x1 ∈ U be such that |γ(x1) −
rγi| < ε for all γ ∈ E, where rγ = 1 if bγ ≥ 0 and rγ = −1 if bγ < 0. Since
f(γ) := −<(γ(x1)) ∈ B(`∞(E)), from above there exists µ ∈ M+d (U) such that
µ̂ = f on E. Note that the δ > 0 given above also satisfies |γ(x)− i| < ε implies
=(γ(x)) > δ. Thus, if bγ ≥ 0, then =(γ(x)) > δ and if bγ < 0, =(γ(x)) < −δ. For
each γ ∈ E, as |=(γ(x1))/2| ∈ (δ/2, 1/2), |bγ| ∈ [0, 1] and they have the same sign,
we have
| µ̂+ δx1(γ)
2
− ibγ| = |=(γ(x1))
2
− bγ| < 1− δ
2
.
Hence, if σ ∈M+d (U) is the measure interpolating <(ϕ), then τ := σ+(µ+δx1)/2 ∈
M+d (U) satisfies |τ̂ − ϕ| < 1 − δ/2 < 1 on E. We get the desired measure by the
standard iteration argument.
We now give examples of ε-Kronecker sets.
Definition 2.7. A set E = {xi}∞i=1 ⊂ R+ is Hadamard with ratio q > 1 if for each
i ≥ 1 we have xi+1/xi ≥ q.
Hadamard sets with ratio q > 2 are examples of ε-Kronecker sets for ε > |1 −
eipi/(q−1)|, as the following proposition implies.
Proposition 2.8. Suppose E = (nj)
∞
j=1 ⊂ Z+ is Hadamard with ratio q > 2. For
each ϕ : E → T there exists θ such that for all j,
|ϕ(nj)− einjθ| ≤ |1− eipi/(q−1)|.
Proof. Let ϕ : E → T. Since einjx takes all values in T as x ranges over an interval
(in T) of length at least 2pi/nj, we can choose θj inductively by the following
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procedure. We choose θ1 ∈ [−pi/n1, pi/n1] such that ϕ(n1) = ein1θ1 . For j ≥ 2, we
choose θj ∈ [θj−1 − pi/nj, θj−1 + pi/nj] such that ϕ(nj) = einjθj .
By this construction, we have that for 1 ≤ j < k,
|θj − θk| ≤
k∑
l=j+1
|θl−1 − θl| ≤
k∑
l=j+1
pi
nl
≤
∞∑
l=1
pi
njql
=
pi
nj(q − 1) .
Since nj → ∞, this means (θj)∞j=1 is Cauchy. Let θj → θ. For each j, |θ − θj| ≤
|θ − θk|+ |θk − θj| for all k > j, so |θ − θj| ≤ pi/(nj(q − 1)). Therefore,
|ϕ(nj)− einjθ| ≤ |ϕ(nj)− einjθj |+ |einjθj − einjθ|
≤ |1− eipi/(q−1)|,
as desired.
Remark. Theorem 2.8 implies Hadamard sets with ratio greater than three are
FZI0. It is known that every Hadamard set is I0 [14].
We next provide a property of ε-Kronecker sets for later use.
Proposition 2.9. Let E ⊂ Γ be a subset. Suppose each finite subset F ⊂ E is
ε-Kronecker. Then, E is weak ε-Kronecker.
Proof. Let ϕ : E → T be a function. We may assume E is infinite. For each
F ⊂ E finite, we find xF ∈ G such that |γ(xF ) − ϕ(γ)| < ε for all γ ∈ F . We
partially order the collection F := {F ⊂ E : |F | <∞} by inclusion and note that
(xF )|F |<∞ forms a net in G. Since G is compact, we let x be a cluster point of
(xF )|F |<∞. For any fixed γ ∈ E and for any δ > 0, we may choose F ′ large enough
that γ ∈ F ′ and |γ(x)− γ(xF ′)| < δ. Then,
|γ(x)− ϕ(γ)| ≤ |γ(x)− γ(xF ′)|+ |γ(xF ′)− ϕ(γ)| < δ + ε.
As δ > 0 is arbitrary, this means E is weak ε-Kronecker.
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We also notice that the interpolation property of a subset E ⊂ Γ is invariant under
translations.
Proposition 2.10. Let U ⊂ G be a Borel set and E ⊂ Γ. If E is I0(U), then
(1) Eγ is I0(U) for every γ ∈ Γ, and
(2) E is I0(Ux) for every x ∈ G.
Proof. (1) Let φ : Eγ → C be bounded. Define ϕ : E → C via ϕ(β) = φ(γ · β).
Since E is I0(U), there exists a discrete measure µ =
∑
i aiδxi , where xi ∈ U ,
such that µ̂ = ϕ on E. Let ν :=
∑
i aiγ(xi)δxi . Then, for every β ∈ E, we have
ν̂(β · γ) = ∑i aiγ(xi)β(xi)γ(xi) = ∑i aiβ(xi) = µ̂(β) = ϕ(β) = φ(β · γ). Hence,
Eγ is I0(U), too.
(2) Let φ : E → C be bounded. Note that the function ϕ(γ) = φ(γ)γ(x) is also
a bounded function from E to C and therefore there exists a discrete measure
µ =
∑
i aiδxi with xi ∈ U and µ̂ = ϕ. Then, ν =
∑
i aiδxix will be a discrete
measure concentrated on Ux and ν̂ = φ.
For ε-Kronecker sets, however, we only have the following.
Proposition 2.11. If E ⊂ Γ is ε-Kronecker(U), then E is ε-Kronecker(Ux) for
every x ∈ G.
Proof. If E ⊂ Γ is ε-Kronecker(U), then for any function φ : E → T, φ/x̂,
where x̂(γ) = γ(x), is still a function from E to T. Since E is ε-Kronecker(U),
there exists x0 ∈ U such that for every γ ∈ E, |φ(γ)/γ(x) − γ(x0)| < ε. Hence,
|φ(γ)− γ(x0x)| < ε and x0x ∈ Ux. This means E is also ε-Kronecker(Ux).
Remark. Notice that the analogue of (1) in Proposition 2.10 fails for FZI0 sets
since the singleton {0} ⊂ Z is not FZI0, while all other singletons in Z are.
2.2 I0 sets and the Bohr topology
Another characterization of I0 sets is related to the Bohr compactification of Γ,
due to Hartman and Ryll-Nardzewski.
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Theorem 2.12 (HRN characterization, [11]). The following are equivalent.
(1) E is I0.
(2) If E1 and E2 are disjoint in E, then they have disjoint closures in the Bohr
compactification of Γ.
(3) If E1 and E2 are disjoint in E, then there is a discrete measure µ such that µ̂
is 1 on E1 and is 0 on E2.
Proof. (1) ⇒ (2)
Let φ : E → C be such that φ is 0 on E1 and is 1 on E2. Find a discrete measure
µ with µ̂ = φ on E. Since µ̂ is continuous on the Bohr compactification of Γ, we
see that E1 and E2 must have disjoint closures.
(2) ⇒ (3)
Suppose E1 and E2 are disjoint sets in E and their Bohr closures are disjoint.
Since Γ is both Hausdorff and compact, Γ is normal.
Claim. There exists an open set V ⊂ Γ such that E1 · V ∩ E2 · V = ∅.
From the normality of Γ, since E1 ∩ E2 = ∅, there exists U1, U2 open in Γ such
that U1 ∩ U2 = ∅ with E1 ⊂ U1 and E2 ⊂ U2. Since Γ is compact and Hausdorff
and E1 ⊂ Γ is closed, E1 is also compact.
Note that E1 ⊂ U1 implies 1 /∈ E1−1 · U c1 and E1−1 · U c1 is compact. By normality,
find an open set V1 containing 1 such that V1 ∩ E1−1 · U c1 = ∅. This implies
E1 · V1 ⊂ U1. Similarly, we can find open V2 such that E2 · V2 ⊂ U2. Finally, we
take V = V1 ∩ V2 and the Claim is proved.
Now we return to proving (2) ⇒ (3). Take g, h ∈ `2(Gd) such that ĝ = 1V and
ĥ = 1E1·V −1 . Let dµ = g · h/mΓ(V ) ∈ `1(Gd) = Md(G). Since µ̂ = (ĝ ∗ ĥ)/mΓ(V ),
µ̂ is 1 on E1 and is 0 off E1 · V · V −1, and in particular, µ̂ is 0 on E2.
(3) ⇒ (1)
Suppose that for any disjoint sets E1 and E2 in E, we can find discrete µ such
that µ̂ is 1 on E1 and 0 on E2. Let φ : E → {−1, 1}. Then E1 := φ−1({1})
and E2 := φ
−1({−1}) are disjoint and there is a discrete µ1 with µ̂1 = 1 on E1
and µ̂1 = 0 on E2. Also, there is another discrete measure µ2 with µ̂2 = 0 on E1
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and µ̂2 = −1 on E2. We have that φ = µ̂1 + µ̂2 = µ̂1 + µ2 on E. Since we can
interpolate ±1 functions on E, from Proposition 2.5 we have that E is I0.
The interpolation property of an I0 set E will continue to hold if we add a finite
number of elements to E. The proof of this uses the fact that any I0 set does
not cluster in Γ at any continuous character. Towards proving that, we need the
following lemma.
Lemma 2.13. Let E ⊂ Γ be an I0 set. There exist N ≥ 1, a finite set F ⊂ E and a
fixed set {c1, ..., cN} ⊂ ∆ := {z ∈ C | |z| ≤ 1} such that for all ϕ : E\F → {−1, 1},
there are {x1, ..., xN} ⊂ G with |ϕ(γ)−
∑N
i=1 ciγ(xi)| ≤ 1/3.
Proof. For each M ≥ 1, let DM be a countable dense subset of ∆M .
For each M ≥ 1 and c = (c1, ..., cM) ∈ DM , let A˜P(M, c) be the set
of all ϕ ∈ B(`∞(E)) = ∆E such that there exist x1, ..., xM ∈ G with
|ϕ(γ) −∑Mi=1 ciγ(xi)| ≤ 1/3 for all γ ∈ E. Since G is compact, each A˜P(M, c) is
closed in ∆E.
Moreover, since E is I0, for each φ ∈ B(`∞(E)), there exists µ =
∑∞
i=1 aiδxi ∈
Md(G) such that µ̂ = φ, where ai ∈ ∆. Hence, there exists M0 ∈ N such
that |∑M0i=1 aiγ(x−1i ) − φ(γ)| < 1/3. Since DM0 is dense in ∆M0 , we may
take (c1, ..., cM0) ∈ DM0 such that |
∑M0
i=1 ciγ(x
−1
i ) − φ(γ)| ≤ 1/3. This means⋃
M≥1
⋃
c∈DM A˜P(M, c) = B(`
∞(E)).
The Baire Category theorem implies there is some N ≥ 1 and c ∈ DN with
A˜P(N, c) having non-empty interior. By the definition of the product topology,
there exists a finite set F ⊂ E such that A˜P(N, c) contains V ×∆E\F , where V ⊂
∆F is open. This means for any ϕ : E\F → {−1, 1}, |ϕ(γ)−∑Ni=1 ciγ(xi)| ≤ 1/3
for all γ ∈ E\F .
Theorem 2.14 ([16]). If E is an I0 set, then E does not cluster in the Bohr
topology at any continuous characters.
Proof. It is enough to show E does not cluster at 1. Suppose, otherwise, that E
clusters at 1. By Lemma 2.13, there exists a finite set F ⊂ E and c1, ..., cN ∈ ∆
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such that |1 −∑Ni=1 ciγ(xi)| ≤ 1/3 for some x1, ..., xN ∈ G and for all γ ∈ E\F .
Also, |1 +∑Ni=1 ciγ(yi)| ≤ 1/3 for some y1, ..., yN ∈ G and for all γ ∈ E\F .
Since E clusters at 1, E\F still clusters at 1. Since ̂∑Ni=1 ciδx−1i and ̂∑Ni=1 ciδy−1i
are continuous functions on Γ, there exists β ∈ E\F such that |∑Ni=1 ci1(xi) −∑N
i=1 ciβ(xi)| < 1/7 and |
∑N
i=1 ci1(yi)−
∑N
i=1 ciβ(yi)| < 1/7. Thus,
|1−
N∑
i=1
ci| ≤ |1−
N∑
i=1
ciβ(xi)|+ |
N∑
i=1
ci1(xi)−
N∑
i=1
ciβ(xi)|
< 1/3 + 1/7 < 1/2.
Similarly, we have |1 +∑Ni=1 ci| < 1/2 at the same time, which is not possible.
Remark. It is worth noting that a finite union of I0 sets may not be I0 [15]. Consider
the disjoint sets E1 = {10j : j ∈ N} and E2 = {10j + j : j ∈ N}. Both E1 and
E2 are I0 since they are Hadamard with ratio greater than three. Since N is dense
in Z, we let jα → 0 in Z for jα ∈ N. Since Z is compact, by passing to a subnet
if necessary, we assume 10jα → χ ∈ Z. Hence, both E1 and E2 cluster at χ in Z,
which implies E1 ∪ E2 is not I0 by Theorem 2.12.
Proposition 2.15. If E is I0 and F ⊂ Γ is a finite set, then E ∪ F is still I0.
Proof. Since F is finite, F = F , where F is the closure of F in the Bohr topology
on Γ. Since (E\E)∩F = (E\E)∩F = ∅ from the theorem above, the result holds
from the HRN characterization of I0 sets.
If G is further assumed to be connected and F ⊂ Γ finite, then any E ∈ I0(U) has
the property that E ∪ F ∈ I0(U ·W ) for any W a neighbourhood of e ∈ G. That
is, to interpolate an I0(U) set with a finite number of extra elements, we do not
have to enlarge U too much.
Theorem 2.16 ([4]). Let G be a connected compact abelian group and U ⊂ G be
a neighbourhood. If E ⊂ Γ is I0(U), λ ∈ Γ and W ⊂ G is any neighbourhood of
the identity, then E ∪ {λ} is I0(U ·W ).
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Proof. By Proposition 2.10, we may assume λ = 1 ∈ Γ and U is a neighbourhood
of e ∈ G.
Claim. There exists a finitely supported measure µ =
∑J
j=1 cjδxj ∈Md(G), cj ∈ C,
xj ∈ G, J ∈ N, such that µ̂(1) = 1 and µ̂(γ) < 1/100 for all γ ∈ E.
From Proposition 2.15, since E is I0, E ∪ {1} is also I0 and therefore there
exists µ′ ∈ Md(G) with µ̂′(γ) = 0 for all γ ∈ E and µ̂′(1) = 1. Write
µ′ =
∑∞
j=1 ajδxj with aj ∈ C and xj ∈ G. Since {aj}∞j=1 ∈ `1, find J ∈ N such
that
∑∞
j=J+1 |aj| < 1/1000. Put β =
∑J
j=1 aj ∈ C.
Let µ = (
∑J
j=1 ajδxj)/β. Then, µ̂(1) = (
∑J
j=1 aj)/β = 1. Moreover, we notice
that for all γ ∈ E,
|
Ĵ∑
j=1
ajδxj(γ)| = |µ̂′(γ)−
∞̂∑
j=J+1
ajδxj(γ)| ≤ |µ̂′(γ)|+ |
∞̂∑
j=J+1
ajδxj(γ)|
= |
∞̂∑
j=J+1
ajδxj(γ)| ≤
∞∑
j=J+1
|aj| < 1/1000.
Similarly, |β| ≥ 999/1000. Hence, |µ̂(γ)| = | ̂∑Jj=1 ajδxj(γ)|/|β| ≤ 1/999 < 1/100,
proving the Claim.
Let V be an open neighbourhood of e ∈ G such that V · V −1 ⊂ W .
Claim. G =
⋃∞
n=1 V
n.
Let U0 ⊂ V be a symmetric open neighbourhood of e ∈ G. Denote W :=
⋃∞
n=1 U
n
0 .
Notice that since each Un0 is open, W is open. Moreover, if x, y ∈ W , write
x =
∏n
i=1 ui and y =
∏m
j=1 vj for ui, vj ∈ U0. Then, xy =
∏
i,j uivj ∈ Un+m0 ⊂ W .
Also, x−1 =
∏n
i=1 u
−1
i ∈ Un0 ⊂ W , as U0 is symmetric. This means W is an open
subgroup and therefore is closed. But G is connected and clearly W 6= ∅ (e ∈ W ),
so W = G. Hence, W ⊂ ⋃∞n=1 V n implies ⋃∞n=1 V n = G, proving the Claim.
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Therefore there exists an integer N such that xj ∈ V N for all j = 1, ..., J . Write
xj =
∏N
k=1 wj,k with wj,k ∈ V .
Claim. For some ε > 0,
J∑
j=1
N∑
k=1
|γ(wj,k)− 1(wj,k)| ≥ ε
for all γ ∈ E.
We first justify the following inequality. If a, b ∈ T, then
|ab− 1| ≤ |a− 1|+ |b− 1|. (∗)
Indeed, notice that |ab−1| = |ab−a+a−1| ≤ |ab−a|+|a−1| = |a||b−1|+|a−1| =
|a− 1|+ |b− 1|.
As |µ̂(γ)| < 1/100 for all γ ∈ E, we have
99/100 < |µ̂(γ)− 1| = |µ̂(γ)− µ̂(1)| = |
J∑
j=1
cj(γ(xj)− 1)|
≤
J∑
j=1
|cj||γ(xj)− 1| =
J∑
j=1
|cj||
N∏
k=1
γ(wj,k)− 1|. (∗∗)
Denote C = max |cj|. Using (*), we have
(∗∗) ≤ C
J∑
j=1
N∑
k=1
|γ(wj,k)− 1| = C
J∑
j=1
N∑
k=1
|γ(wj,k)− 1|
= C
J∑
j=1
N∑
k=1
|γ(wj,k)− 1(wj,k)|.
Therefore,
∑J
j=1
∑N
k=1 |γ(wj,k) − 1(wj,k)| ≥ 99/(100C) for all γ ∈ E, proving the
Claim with ε = 99/(100C).
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Thus, for all γ ∈ E, the Cauchy-Schwarz inequality implies
JN ·
[
J∑
j=1
N∑
k=1
(δwj,k − δ1) ∗ (δw−1j,k − δ1)
]̂
(γ)
= JN ·
(
J∑
j=1
N∑
k=1
(γ(wj,k)− 1)(γ(wj,k)− 1)
)
= JN ·
(
J∑
j=1
N∑
k=1
|γ(wj,k)− 1|2
)
=
(
J∑
j=1
N∑
k=1
12
)
·
(
J∑
j=1
N∑
k=1
|γ(wj,k)− γ(wj,k)|2
)
≥
(
J∑
j=1
N∑
k=1
|γ(wj,k)− 1(wj,k)|
)2
≥ ε2,
and hence [
J∑
j=1
N∑
k=1
(δwj,k − δ1) ∗ (δw−1j,k − δ1)
]̂
(γ) ≥ ε
2
JN
.
Let ω =
∑J
j=1
∑N
k=1(δwj,k − δ1) ∗ (δw−1j,k − δ1). Then, ω̂ is at least ε
2/(JN) on E
from above. Also, ω̂(1) =
∑J
j=1
∑N
k=1(1(wj,k) − 1)(1(wj,k) − 1) = 0. Moreover, ω
is supported on V · V −1 ⊂ W .
Since E is I0(U) and 1/ω̂ is bounded on E (by JN/ε
2), there is ν ∈ Md(U) such
that ν̂ = 1/ω̂ on E. Therefore, τ = ω ∗ ν ∈Md(U ·W ) and τ̂ is 1 on E, 0 at 1.
To interpolate any φ ∈ B(`∞(E ∪{1})), we first find λ ∈Md(U) with λ̂ = φ on E,
which we can do since E is I0(U). Let σ = λ+ (φ(1)− λ̂(1))(δe− τ) ∈Md(U ·W ).
We have σ̂(γ) = λ̂(γ) = φ(γ) for all γ ∈ E and σ̂(1) = λ̂(1) + φ(1)− λ̂(1) = φ(1).
This implies E ∪ {1} is I0(U ·W ).
The following results come directly from the theorem above.
Corollary 2.17. Let G be a connected, compact abelian group and U ⊂ G be
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a neighbourhood. If E ⊂ Γ is I0(U), F is a finite set in Γ and W ⊂ G any
neighbourhood of the identity, then E ∪ F is I0(U ·W ).
Proof. Let W be a neighbourhood of e ∈ G. Let W0 be another neighbourhood
around e such that W
|F |
0 ⊂ W . From Theorem 2.16, for any γ ∈ F , E ∪ {γ}
is I0(U · W0). By repeated application, E ∪ F is I0(U · W |F |0 ) and therefore is
I0(U ·W ).
Corollary 2.18. Let G be a connected, compact abelian group. Let E be a finite
set in Γ. Then E is I0(U) for all open sets U .
Proof. The empty set ∅ ⊂ Γ is I0(U) for all open U ⊂ G and therefore this corollary
follows immediately from the corollary above.
Theorem 2.19 ([4]). Let 0 < ε′ < ε and let E ⊂ Γ be an ε′-Kronecker subset.
For any compact neighbourhood U ⊂ G, there exists a finite set F so that E\F is
ε-Kronecker(U).
Proof. Since G is compact and U is a neighbourhood, there exists a finite collection
of {xn}Nn=1 ⊂ G such that
⋃N
n=1(xnU) = G. Because U is compact, each
Xn := {φ ∈ TE | ∃x ∈ xnU with |φ(γ)− γ(x)| ≤ ε′ ∀γ ∈ E}
is closed in TE with the product topology. As E is ε′-Kronecker,
⋃N
n=1Xn = TE.
This implies at least one of the Xn’s has interior, say Xk. Thus, there exists a
finite set F ⊂ E such that Xk ⊃ V × TE\F , where V ⊂ TF is open. Hence, for
any φ ∈ TE\F , there exists x ∈ xkU such that |φ(γ) − γ(x)| ≤ ε′ < ε ∀γ ∈ E\F .
Thus, E\F is ε-Kronecker(xkU) and therefore is ε-Kronecker(U) by Proposition
2.11.
We finish this chapter with some consequences of the previous theorem.
Corollary 2.20. Suppose E ⊂ Γ is weak ε-Kronecker, ε′ > ε and γ ∈ Γ. There
exists a finite set F ⊂ E such that γ(E\F ) is ε′-Kronecker.
Proof. Let U = {x ∈ G : |γ(x)− 1| ≤ ε′ − ε}. As U is a compact neighbourhood,
by Theorem 2.19 there exists a finite set F ⊂ E such that E\F is weak
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ε-Kronecker(U).
Let ϕ : γ(E\F ) → T be a function. We define φ : E\F → T via φ(β) = ϕ(γβ).
There exists x ∈ U such that |φ(β)− β(x)| ≤ ε for all β ∈ E\F . Furthermore, for
all β ∈ E\F , we have
|ϕ(γβ)− γ(x)β(x)| ≤ |ϕ(γβ)− β(x)|+ |β(x)− γ(x)β(x)| < ε+ ε′ − ε = ε′.
Corollary 2.21. If E ⊂ Γ is ε-Kronecker for ε < √2, then for each compact
neighbourhood U ⊂ G, there exists a finite set F ⊂ E such that E\F is FZI0(U).
Proof. Let U ⊂ G be a compact subset. From Theorem 2.19, there exists a finite
set F ⊂ E such that E\F is ε′-Kronecker(U) for some ε′ < √2 and therefore E\F
is FZI0(U) by Theorem 2.6.
Remark. In the next chapter, we will see that most infinite sets contain infinite
ε-Kronecker sets for ε <
√
2 and hence contain infinite FZI0(U) sets for any
compact neighbourhood U ⊂ G.
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Chapter 3
Existence of interpolation sets
In this chapter, we will show that most infinite sets contain subsets of the same
cardinality that are FZI0(U) for any given compact neighbourhood U ⊂ G.
3.1 Statement of the existence result
We first give a technical definition.
Notation: For a subset F ⊂ Γ, we denote by 〈F 〉 the subgroup generated by F .
We define qF : Γ → Γ/〈F 〉 to be the quotient map. For 2 ≤ N ∈ N, we define
ΓN to be the subgroup of Γ whose elements have orders dividing N . We write
qN = qΓN . Finally, we define Γ0 ⊂ Γ to be the subgroup of finite order elements
and q0 : Γ→ Γ/Γ0 to be the quotient map.
Definition 3.1. Let 2 ≤ N ∈ N and E ⊂ Γ. We say that E is N -large if
|qN(E)| < |E|. If E is not N -large, we say that E is N -small. We say that E is
tor-large if |q0(E)| < |E|.
We state the main theorem of this chapter.
Theorem 3.2 ([7]). Let E ⊂ Γ be an infinite subset.
(1) If E is N-small for all N ≥ 2, then for all ε > 0 there exists an ε-Kronecker
subset F ⊂ E with |F | = |E|.
(2) Suppose E is M-large for some M . Let N be the smallest such M , L be any
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prime number that divides N and k be the largest power such that Lk|N . Then E
contains a weak ε-Kronecker subset F with |F | = |E| and ε = |1− eipi/(Lk)|.
Corollary 3.3. Let E ⊂ Γ be an infinite subset. Suppose E is not 2-large.
(1) For any compact neighbourhood U ⊂ G there exists F ⊂ E with |F | = |E| such
that F is FZI0(U).
(2) If G is connected, then there exists F ⊂ E with |F | = |E| such that F is I0(V )
for all compact neighbourhoods V ⊂ G.
Proof. Since E is not 2-large, either E is N -small for all N ≥ 1 or E is
M -large for some minimal M > 2. In either case, Theorem 3.2 implies there
exists F0 ⊂ E with |F0| = |E| such that F0 is ε-Kronecker for ε <
√
2 (even
weak ε-Kronecker for ε ≤ 1). This F0 will be used for the proofs of both (1) and (2).
(1) By Proposition 2.11, we may assume U is a compact neighbourhood of the
identity in G. Since every neighbourhood of the identity contains a symmetric
neighbourhood, we may further assume U is also symmetric.
Theorem 2.19 implies there exists a finite set S ⊂ F0 such that F0\S is
ε-Kronecker(U). Since ε <
√
2, by Theorem 2.6 F0\S is FZI0(U). Since S is
finite, we have |F0\S| = |F0| = |E|.
(2) By Proposition 2.10, we may assume V is a compact neighbourhood around
e ∈ G. Let W ⊂ G be another compact neighbourhood around e such that
W 2 ⊂ V . By Theorem 2.19, there exists a finite subset C ⊂ F0 such that F0\C is
ε′-Kronecker(W ) for ε′ <
√
2. By Theorem 2.6, F0\C is I0(V ). By Corollary 2.17,
F0 = (F0\C) ∪ C is I0(W 2) and therefore is I0(V ) with |F0| = |E|.
Remark ([7]). When E is infinite and 2-large, for any compact neighbourhood
U ⊂ G there exists F ⊂ E with |F | = |E| such that every ±1-valued function on
F can be interpolated exactly on U . By Proposition 2.5, F is I0(U).
To prove this theorem, we first establish some intermediate results.
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3.2 Preliminaries to the proof of the existence
theorem
The proof of Theorem 3.2 is based upon ideas of [5] and [7].
We first give a lemma that will allow us work in subgroups or enlarge to a larger
group.
Lemma 3.4. Let E ⊂ Γ, ε > 0, γ ∈ Γ and Λ ⊂ Γ be a subgroup.
(1) Let q : Γ → Γ/Λ be the quotient map. If q is one-to-one on E and q(E) is
(weak) ε-Kronecker, then E is (weak) ε-Kronecker.
(2) Suppose E ⊂ Λ. Then E is (weak) ε-Kronecker as a subset of Γ if and only if
E is (weak) ε-Kronecker as a subset of Λ.
Proof. (1) Suppose q : Γ → Γ/Λ is one-to-one on E and q(E) is ε-Kronecker.
We will show that E is ε-Kronecker. Let ϕ : E → T be a function. Because
q is one-to-one on E, for each γ, β ∈ E, if β 6= γ, then γ − β /∈ Λ. Thus,
we can define ϕ′ : q(E) → T via ϕ′(γ + Λ) = ϕ(γ) for γ ∈ E. Since q(E) is
ε-Kronecker, there exists x ∈ Λ⊥ = Γ̂/Λ such that |ϕ′(γ + Λ)− x(γ + Λ)| < ε for
all γ ∈ E. As x ∈ Λ⊥, |ϕ(γ)−γ(x)| < ε for all γ ∈ E. This means E is ε-Kronecker.
(2) We first suppose E is an ε-Kronecker subset of Γ. Let ϕ : E → T be a
function. There exists x ∈ G such that |ϕ(γ) − γ(x)| < ε for all γ ∈ E. Let
x+ Λ⊥ ∈ G/Λ⊥ = Λ̂. Since E ⊂ Λ, for all γ ∈ E we have
|ϕ(γ)− (x+ Λ⊥)(γ)| = |ϕ(γ)− γ(x)| < ε.
This means E is ε-Kronecker as a subset of Λ. The proof of the converse part of
(2) is similar.
Before we state the next lemma, we introduce the notion of independent sets.
Definition 3.5. Let E ⊂ Γ be a subset without 1. E is independent if whenever
N ∈ N, γ1, ..., γN ∈ E and k1, ..., kN ∈ Z with
∏N
i=1 γ
ki
i = 1, then each γ
ki
i = 1 for
all 1 ≤ i ≤ N .
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Lemma 3.6. Suppose E is infinite, tor-large and generates Γ. There exists F ⊂ Γ
such that the image, qF (E), has the same cardinality as E and Γ/〈F 〉 is a torsion
group.
Proof. Let S be the collection of all independent subsets of Γ containing only
elements of infinite order. We partially order S by inclusion. Since a set A ⊂ Γ
is independent if and only if every finite subset of A is independent, whenever
(Cα)α ⊂ S is a chain,
⋃
αCα is still independent and has only elements of infinite
order. This means every chain has an upper bound and Zorn’s Lemma gives a
maximal element in S, denoted by F .
We note that q0 : Γ → Γ/Γ0 is one-to-one on 〈F 〉. This is because if we have∏N
i=1 γ
ki
i ∈ Γ0 for some N ≥ 1, 0 6= k1, ..., kN ∈ Z and γ1, ..., γN ∈ F , then for
some m ∈ N, we would have ∏Ni=1 γmkii = 1. By independence, this means each
γmkii = 1, which contradicts that elements in F have infinite order. For a similar
reason as above, we have that each element other than the identity in 〈F 〉 has
infinite order.
We will use this fact to show that |qF (E)| = |E|. First, if q0(E) is finite, then we
let q0(E) = {[λi] : λi ∈ E, 1 ≤ i ≤ n}, n ∈ N, be the coset representatives and
write E =
⋃n
i=1 Ei, where each Ei is the portion of the coset in E corresponding
to λi. At least one of the Ei’s has cardinality |E|, say E1. We note that qF is
one-to-one on E1. Indeed, suppose for some s1, s2 ∈ E1, we have qF (s1) = qF (s2).
Write s1 = λ1y1 and s2 = λ1y2 for some y1, y2 ∈ Γ0 and hence of finite order.
Now, qF (s1) = qF (s2) means s1s
−1
2 ∈ 〈F 〉. But s1s−12 = y1y−12 has finite
order and therefore s1s
−1
2 = 1 which implies qF is one-to-one on E1. Hence,
|qF (E)| ≥ |qF (E1)| = |E1| = |E|.
Otherwise, q0(E) is infinite. We claim that |〈F 〉| < |E|. Because E generates Γ
and q0 is one-to-one on 〈F 〉, |q0(E)| = |〈q0(E)〉| = |q0(Γ)| ≥ |q0(〈F 〉)| = |〈F 〉|. If
|〈F 〉| ≥ |E|, then |q0(E)| = |E| and this is a contradiction since E is assumed to
be tor-large. This proves the claim.
29
Let qF (E) = {[βi] : i ∈ I} with βi ∈ E the coset representatives. We define
f : E → qF (E)× 〈F 〉
by f(γ) = ([βi], γβ
−1
i ), where [βi] = qF (γ) ∈ qF (E) for some i ∈ I. This is an
injection because for γ, τ ∈ E, if ([βi], γβ−1i ) = f(γ) = f(τ) = ([βj], τβ−1j ), then
clearly i = j and therefore γ = τ .
Hence, |E| ≤ |qF (E)||〈F 〉|. But |〈F 〉| < |E| implies |qF (E)| ≥ |E| and hence we
still have |qF (E)| = |E|.
Finally, if there exists an element γ + 〈F 〉 ∈ Γ/〈F 〉 such that γ + 〈F 〉 has infinite
order, then γ has infinite order and γn /∈ 〈F 〉 for all n ∈ N. Then we can form
the set F ∪ {γ}, which is still independent. This contradicts the maximality of F .
Thus, Γ/〈F 〉 is a torsion group, as desired.
Remark. These two lemmas above allow us to assume Γ is a torsion group when
E is infinite and tor-large.
Proposition 3.7. Suppose E ⊂ Γ is independent and contains only elements of
order at least N ≥ 2. Then, E is weak |1− eipi/(N+1)|-Kronecker.
Proof. Since E is independent, for each γ ∈ E, 〈γ〉 ∩ 〈E\{γ}〉 = {1}. This
gives 〈E〉 = ⊕γ∈E〈γ〉. By Lemma 3.4, E is weak |1 − eipi/(N+1)|-Kronecker as
a subset of Γ if and only if E is so as a subset of 〈E〉. Thus, we may assume
Γ = 〈E〉 = ⊕γ∈E〈γ〉 and G = Γ̂ =
∏
γ∈E 〈̂γ〉.
Let ϕ : E → T be a function. For each γ ∈ E, either γ has infinite order or
has order n ≥ N , so 〈γ〉 is either Z or Zn. If 〈γ〉 is Z, then γ has dense range
and therefore γ is onto by continuity and compactness of G. Hence, there exists
xγ ∈ 〈̂γ〉 such that γ(xγ) = ϕ(γ). If 〈γ〉 = Zn for some n ≥ N , then there exists
xγ ∈ 〈̂γ〉 such that |γ(xγ) − ϕ(γ)| ≤ |1 − eipi/(N+1)| because the range of γ is the
set of nth roots of unity. We form x ∈ G by x = ∏γ∈E xγ.
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Each γ ∈ E has the form γ = ∏β∈E λβ, where λβ = 1 for all β 6= γ, λγ = γ and
γ(x) = γ(xγ). Thus,
|γ(x)− ϕ(γ)| = |γ(xγ)− ϕ(γ)| ≤ |1− eipi/(N+1)|.
Hence, E is weak |1− eipi/(N+1)|-Kronecker.
Notation: For a prime number p, we denote by C(p∞) the discrete p-subgroup of
T, ie. the discrete group of all pn roots of unity.
The general structure of an abelian group is given in the following theorem.
Theorem 3.8 ([18]). Every abelian group Γ is isomorphic to a subgroup of⊕
α
Qα ⊕
⊕
β
C(p∞β ),
where Qα are copies of Q and pβ are prime numbers.
We start with C(p∞) and Q and give them the discrete topology.
Proposition 3.9. Let ε > 0 and p be a prime. Each infinite subset of C(p∞) or
Q has an infinite ε-Kronecker subset.
Proof. Let ε > 0 be given.
First, we suppose E ⊂ Γ = C(p∞) is an infinite subset. For m ∈ Z, we can define
χm : C(p∞) → T by χm(e2piik/pn) = e2piimk/pn . Note that each χm is a continuous
character on C(p∞) and therefore χm ∈ Γ̂. We choose N ∈ N large enough that
|1− e2pii/pN | < ε/2. We will pick the subset F = (γi)∞i=1 ⊂ E inductively.
For γ1, because E is infinite and the subgroup generated by {e2pii/ph : h ≤ N} is
finite, we can choose n1 > N and γ1 = e
2piik1/pn1 ∈ E, where 1 ≤ k1 < p. For j ≥ 1,
we similarly choose nj+1 to be such that nj+1 − nj > N and γj = e2piikj/pnj ∈ E
for some 1 ≤ kj < p. Let F = (γj)j≥1.
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We will show that F is ε-Kronecker. Let ϕ : F → T be given. Since k1 and pn1 are
coprime, the set {χm(γ1) : m ∈ Z} contains all pn1th roots of unity. As n1 > N ,
we can choose m1 ∈ Z such that
|χm1(γ1)− ϕ(γ1)| ≤ |1− e2pii/p
n1 | < ε/2.
Similarly, as n2 − n1 > N , we can choose m2 ∈ Z such that
|χm1+m2pn1 (γ2)− ϕ(γ2)| = |e2piik2m2/p
n2−n1 − ϕ(γ2)e−2piik2m1/pn2 | < ε/2.
At the same time, we have
|χm1+m2pn1 (γ1)− ϕ(γ1)| = |e2piik1(m1+m2p
n1 )/pn1 − ϕ(γ1)|
= |χm1(γ1)− ϕ(γ1)| < ε/2.
Continuing this way, for each l ≥ 1 we obtain an integer
sl = m1 +m2p
n1 + ...+mlp
n1pn2 ...pnl−1
such that |χsl(γi)− ϕ(γi)| < ε/2 for all i ≤ l.
Since G is compact, we let χ be a cluster point of the set (χsl)l≥1. For each i and
any ε′ > 0, we may choose l′ > i large enough that |γi(sl′)− γi(χ)| < ε′. Then,
|γi(χ)− ϕ(γi)| ≤ |γi(sl′)− γi(χ)|+ |γi(sl′)− ϕ(γi)| < ε/2 + ε′.
This means |γi(χ)− ϕ(γi)| ≤ ε/2 for all i and hence F is ε-Kronecker, as desired.
Now, we consider the case where Γ = Q. Similar to the proof of Proposition
2.8, we have that for every Hadamard set M = (γj)j≥1 ⊂ R of ratio q and every
ϕ : M → T, there exists θ ∈ R such that
|ϕ(γj)− eiγjθ| ≤ |1− eipi/(q−1)|.
Note that χθ : γj → eiγjθ is a character on R (or Q) and therefore is a continuous
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character on R (or Q) with the discrete topology. If we choose q large enough
such that |1− eipi/(q−1)| < ε/3, then every Hadamard set (γi)i≥1 with ratio at least
q will be ε/3-Kronecker.
If E ⊂ Q is unbounded, we can find a subset (γi)i≥1 in E such that γi+1/γi ≥ q.
Then, (γi)i≥1 is ε-Kronecker and we are done.
If E ⊂ Q is bounded, we may find a subset (γi)i≥1 such that γi → r when i→∞,
for some r ∈ R. (This convergence is respect to the usual topology on R.) By
passing to a subsequence, if necessary, we may assume (γj+1−r)/(γj−r) < 1/q for
all j ≥ 1. We form E ′ = {γi−r : i ≥ 1}. Each finite subset of E ′ is Hadamard with
ratio q and therefore is ε/3-Kronecker. By Proposition 2.9, this implies E ′ is weak
ε/3-Kronecker and hence is ε/2-Kronecker. By Corollary 2.20, there is a finite
subset F ⊂ E ′ such that (E ′\F ) + r is ε-Kronecker and (E ′\F ) + r ⊂ E ⊂ Q.
Notation: For each γ ∈⊕β∈B C(p∞β ), we define piβ(γ) to be the projection of γ on
the β-coordinate. For x ∈∏β∈B Ĉ(p∞β ), we let piβ(x) be the projection of x on the
β-coordinate. We let B(γ) = {β ∈ B : piβ(γ) 6= 1}. For γ ∈
⊕
β∈B C(p∞β ), B(γ) is
finite.
We give a key lemma.
Lemma 3.10. Let Γ ⊂⊕β∈B Γβ, where Γβ is either C(p∞) for some prime p or
Q, and B is infinite. Suppose N > 1 and E ⊂ Γ is infinite such that for every
β ∈ B there exists γ ∈ E such that piβ(γ) has order at least N . There exists a
weak |1− epii/N |-Kronecker subset F ⊂ E with |F | = |E|.
Proof. First, we observe that |B| = |E|. Indeed, by our assumption and the
axiom of choice, there is a function f : B → E such that for each β ∈ B, f(β) ∈ E
is an element with piβ(f(β)) having order at least N . Note that each γ ∈ E has
at most finitely many coordinates satisfying this, thus there are at most finitely
many β’s in B that can be mapped by f to one element in E. This means
|B| ≤ |E|ℵ0 = |E|. On the other hand, we note that |E| ≤ |Γ| ≤ |B|ℵ0 = |B|.
Hence, |E| = |B|.
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We next construct the set F . If E is countable, we let λ1 ∈ E and β(1) ∈ B be
such that piβ(1)(λ1) has order at least N . Suppose for i > 1, i ∈ N, and we have
found λj ∈ E for all 1 ≤ j < i satisfying B(λj) 6⊂
⋃
j′<j B(λj′). Since each B(λ)
is finite,
⋃
j<iB(λj) is finite and therefore we may choose β(i) ∈ B\(
⋃
j<iB(λj))
and λi ∈ E such that piβ(i)(λi) has order at least N . Let F = (λi)i≥1.
For the case where E is uncountable, we let I be a well-ordered index set of
ordinals of cardinality |B| with 1, 2, ... as the first elements of I. Let λ1 ∈ E and
β(1) ∈ B be such that piβ(1)(λ1) has order at least N . Suppose for i > 1 and
we have found λj ∈ E for all 1 ≤ j < i satisfying B(λj) 6⊂
⋃
j′<j B(λj′). If we
already have |{λj : 1 ≤ j < i}| = |E|, we stop. Otherwise, since B(γ) is finite
for all γ ∈ E, if i < ∞, then ⋃j<iB(λj) is finite, while if i is not finite, then
|⋃j<iB(λj)| = |{λj : 1 ≤ j < i}| < |E|. In either case, |⋃j<iB(λj)| < |B|.
Thus, may pick β(i) ∈ B\(⋃j<iB(λj)) and λi ∈ E such that piβ(i)(λi) has order
at least N . Again, we let F = {λi : i ∈ I} and |F | = |B| = |E|.
We now show that F is indeed weak |1 − epii/N |-Kronecker. We use (trans-
finite) induction. By Lemma 3.4, we may assume that Γ =
⊕
β∈B Γβ and
G = Γ̂ =
∏
β∈B Gβ, where Gβ = Γ̂β.
Let ϕ : F → T be a function and put ε = |1− eipi/N |.
We can choose x1 ∈ Gβ(1) such that |ϕ(λ1)− λ1(x1)| ≤ ε since piβ(1)(λ1) has order
at least N . Suppose i > 1 and we have chosen xj ∈
∏
j′≤j Gβ(j′) for all 1 ≤ j < i
satisfying |ϕ(λj′)− λj′(xj)| ≤ ε and piβ(j′)(xj′) = piβ(j′)(xj) for all 1 ≤ j′ ≤ j.
If i has an immediate predecessor i′, then we choose x ∈ Gβ(i) with
|ϕ(λi)− λi(xi′x)| ≤ ε and just concatenate x at the end of xi′ to set xi = xi′x.
For a limit ordinal i, we use a limit argument to find xi. First, we will show
that if i is a limit ordinal, then (xj)j<i is a Cauchy net in
∏
j<iGβ(j) (add e’s
to the remaining coordinates of xj to make xj ∈
∏
j<iGβ(j)). Indeed, any open
set in
∏
j<iGβ(j) is of the form
∏
j<i Uj, where Uj are open and Uj = Gβ(j)
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for all but finitely many j. We let s < i be the largest (finite) ordinal such
that Us 6= Gβ(s). By our construction, for all k, l > s we have that xk and xl
coincide on all the coordinates j where Uj 6= Gβ(j) and therefore xkx−1l ∈
∏
j<i Uj.
Hence, (xj)j<i is a Cauchy net. We let x0 = limj<i xj. Then x0 ∈
∏
j<iGβ(j)
satisfies |ϕ(λj) − λj(x0)| ≤ ε and piβ(j)(xj) = piβ(j)(x0) for all j < i. Now, we
choose x ∈ Gβ(i) such that |ϕ(λi)−λi(x0x)| ≤ ε and just set xi = x0x ∈
∏
j≤iGβ(j).
Finally, we let z = limi≥1 xi, which exists by similar reasoning to above, and we
have |ϕ(λi)− λi(z)| ≤ ε for all i ≥ 1. Hence, F is weak ε-Kronecker.
3.3 Proof of the existence theorem
We now prove Theorem 3.2.
Proof of Theorem 3.2. (1) Let ε > 0 be given and choose N > 1 such that
|1− eipi/N | = ε′ < ε.
By Theorem 3.8 and Lemma 3.4, we may assume Γ = ⊕β∈BΓβ, where Γβ is either
C(p∞) for some prime p or Q and B is an index set.
We first suppose E is countable. Consider the collection
I = {i ∈ B : ∃γ ∈ E, pii(γ) has order at least N}.
If I is infinite, we appeal to Lemma 3.10.
Otherwise, I is a finite collection. For i ∈ I, we let Qi : Γ → Γi be the quotient
map. We claim that there exists j ∈ I such that Qj(E) is infinite. Indeed, if Qi(E)
are finite for all i ∈ I, because I is finite, we let
K = max{order(Qi(γ)) : i ∈ I, γ ∈ E, order(Qi(γ)) <∞}.
Then qK!(E) is finite, which contradicts that E is K!-small.
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Thus, we may find j ∈ I such that Qj(E) is infinite. By Theorem 3.9, there
exists an infinite ε-Kronecker set F ′ ⊂ Qj(E). We use the axiom of choice to find
F ⊂ E such that Qj is one-to-one on F and Qj(F ) = F ′. By Lemma 3.4, F ⊂ E
is an infinite ε-Kronecker set.
We next suppose E is uncountable. We form the set
J := {β ∈ B : ∃γ ∈ E, piβ(γ) has order at least N}.
For I ⊂ B, QI denotes the quotient map
QI :
⊕
β∈B
C(p∞β )→
⊕
β∈I
C(p∞β ).
We claim that |J | = |E|. If |J | < |E|, we would have
|qN !(E)| ≤ |qN !(QJ(E))| × |qN !(QB\J(E))|.
From our construction, qN !(QB\J(E)) is trivial. But
|qN !(QJ(E))| ≤ |QJ(E)| ≤ |J |ℵ0 < |E|.
Hence, |qN !(E)| < |E|, which is a contradiction because E is N !-small.
Hence, we have |J | = |E| and we appeal to Lemma 3.10.
(2) Since E is N -large, it is tor-large. From Lemma 3.6, there exists a set
F ⊂ Γ such that |qF (E)| = |E| and Γ/〈F 〉 is a torsion group. This means there
exists a subset E ′ ⊂ E with |E ′| = |E| and qF is one-to-one on E ′. By Lemma
3.4, it suffices to show qF (E
′) admits an ε-Kronecker subset of the same cardinality.
We may assume Γ is a torsion group and therefore Γ ⊂ ⊕β∈B C(p∞β ) for some
primes pβ and index set B. Lemma 3.4 also tells E ⊂ Γ admits an ε-Kronecker
subset of the same cardinality if and only if E ⊂ 〈E〉 contains such a subset.
Hence, we may futher assume Γ = 〈E〉 ⊂⊕β∈B C(p∞β ).
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We write N = pk11 p
k2
2 ...p
kn
n for distinct primes pi, 1 ≤ i ≤ n, ki ∈ N and n ∈ N.
Let K = pk11 , K
′ = pk1−11 and J = p
k2
2 ...p
kn
n . We will show there exists F ⊂ E such
that |F | = |E| and F is weak ε-Kronecker with ε = |1− eipi/K |.
Since N is the smallest integer such that E is N -large, E is J-small. Hence,
|qJ(E)| = |E| and |qN(E)| = |qK(qJ(E))| < |E|. Thus, by Lemma 3.4 and
replacing E with qJ(E), we may assume N = K = p
k1
1 .
We consider
C := {β ∈ B : pβ = p1,∃γ ∈ E, pii(γ) has order at least K},
C ′ := {β ∈ B : pβ = p1,∃γ ∈ E, pii(γ) has order less or equal to K ′},
D := B\(C ∪ C ′).
Let QC , QC′ and QD be the quotient maps given in the proof of (1). Since E ⊂
QC(E)×QC′(E)×QD(E), we have
|qK′(E)| ≤ |qK′(QC(E))| × |qK′(QC′(E))| × |qK′(QD(E))|. (∗)
By our construction, qK′(QC′(E)) is trivial. Since E is K-large,
|qK′(QD(E))| = |QD(E)| ≤ |qK(E)| < |E|. (∗∗)
If E is uncountable, we claim that |C| = |E|. Suppose, otherwise, that |C| < |E|.
We have
|qK′(QC(E))| ≤ |QC(E)| ≤ |C|ℵ0 < |E|.
Hence, (∗) gives |qK′(E)| < |E|, which is a contradiction because E is K ′-small.
Thus, |C| = |E| and we appeal to Lemma 3.10.
Finally, assume E is countably infinite. If C is infinite, then |C| = |E| and we
appeal to Lemma 3.10. Otherwise C is finite. Since |qK′(QD(E))| < |E| by (**),
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|qK′(QD(E))| is finite. Moreover, since E is K ′-small, |qK′(E)| = |E| and (∗)
implies qK′(QC(E)) is infinite and therefore QC(E) is infinite. Since C is finite,
there exists c ∈ C such that Qc(E) is an infinite subset of C(p∞1 ) and then we
appeal to Proposition 3.9.
Remark. We note that the result of Theorem 3.2 (2) is the best possible. Consider
G = ZNp and for j ≥ 1, let γj ∈ Γ =
⊕∞
1 Zp have e2pii/p in coordinate j and 1 in
the other coordinates. Let E = (γj)j≥1. Let ϕ : E → T be given by ϕ(γj) = epii/p
for all j ≥ 1. Since γi(x) ∈ {e2kpii/p : 0 ≤ k ≤ p − 1} for all x ∈ G, the best
interpolation error is |1− epii/p|.
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Chapter 4
Interpolation sets revisited
In this chapter, we will show an alternate and more topological approach to the
result that every infinite subset of the dual of a compact, abelian and locally
connected group G contains an infinite ε-Kronecker subset.
Definition 4.1. G is locally connected if for every x ∈ G and open set V ⊂ G
containing x, there exists a connected open set U such that x ∈ U ⊂ V .
Remark. Note that not every locally connected compact abelian group is con-
nected. Consider finite abelian discrete groups. They are locally connected but
not connected.
From [12] (Proposition 4.6), we also have that not every connected compact abelian
group is locally connected.
Lemma 4.2. Let E ⊂ Γ be infinite. For all neighbourhoods U of e ∈ G, we have⋃
γ∈E γ(U) = T.
Proof. Suppose otherwise that there exists a neighbourhood V of e ∈ G and
p ∈ T such that p /∈ ⋃γ∈E γ(V ). Note that p 6= 1 ∈ T. Let U be a neighbourhood
of 1 ∈ T.
We will first show that there exists a neighbourhood W of e ∈ G such that γ(W ) ⊂
U for all γ ∈ E. Choose n ∈ N large enough that the connected component of
T\{x ∈ T : xn = p} containing 1, Cn(1), satisfies Cn(1) ⊂ U . Since the map
fn : G → G given by fn(w) = wn is continuous, there exists a neighbourhood W
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of e ∈ G such that fn(W ) ⊂ V . Since G is locally connected, we may assume W
is connected. For all γ ∈ E, we have
γ(fn(W )) ⊂ γ(V ) ⊂ T\{p}.
Then, for all γ ∈ E and w ∈ W , we have γ(fn(w)) = γ(wn) = γ(w)n ∈ T\{p}.
Hence, for all γ ∈ E, 1 ∈ γ(W ) ⊂ T\{x ∈ T : xn = p}. Since W is connected and
γ ∈ E is continuous, γ(W ) is also connected. Hence, γ(W ) ⊂ Cn(1) ⊂ U for all
γ ∈ E.
That proves E is equicontinuous. By viewing E ⊂ (C(G), ||·||∞), the Arzela-Ascoli
Theorem implies there are cluster points of E. This implies E has cluster points
in L2(G). But E ⊂ Γ is orthonormal and therefore E does not have any cluster
points in L2(G). This is a contradiction.
Theorem 4.3 ([2]). If E ⊂ Γ is infinite, then for any sequence (λk)∞k=1 of positive
real numbers there is an infinite subset F = (γk)
∞
k=1 ⊂ E such that for any sequence
(Ik)
∞
k=1 of intervals in T with length l(Ik) = λk, there exists x ∈ G such that
γk(x) ∈ Ik for all k ≥ 1.
Proof. We first inductively construct a countable family of neighbourhoods,
(Kk)
∞
k=1, of e ∈ G and a sequence (γk)∞k=1 ⊂ E such that (Kk)∞k=1 are connected,
compact and symmetric, γk(Kk) = T, l(γk(2Kk+1)) < λk and 2Kk+1 ⊂ Kk for all
k ≥ 1.
Let C be the connected component of e ∈ G. Since G is locally connected, C
is open. From Lemma 4.2, we let γ1 ∈ E be such that −1 ∈ γ1(C). Since C
is a connected, open and therefore closed subgroup of G and γ1 is a continuous
homomorphism, γ1(C) ⊂ T is a non-trivial connected subgroup. But subgroups
of T are either finite or dense, hence since γ1(C) is also compact, we have that
γ1(C) = T and therefore we can choose K1 = C.
Suppose for some k ≥ 1, compact neighbourhoods of e ∈ G, {K1, ..., Kk}, and
{γ1, ..., γk} ⊂ E are found. We choose Kk+1 be a neighbourhood of e ∈ G
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such that Kk+1 is compact, connected and symmetric with l(γk(2Kk+1)) < λk
and 2Kk+1 ⊂ Kk. From Lemma 4.2,
⋃
γ∈E γ(Kk+1) = T. We choose γk+1 ∈ E
such that −1 ∈ γk+1(Kk+1). Since γk+1 is a continuous character and Kk+1 is
connected and symmetric, γk+1(Kk+1) ⊂ T is connected and symmetric. But
since 1,−1 ∈ γk+1(Kk+1), it follows that γk+1(Kk+1) = T and the inductive
construction of (Kk)k≥1 and (γk)k≥1 is complete.
Let (Ik)k≥1 be a sequence of intervals in T such that l(Ik) = λk. Let tk be the
middle points of Ik for k ≥ 1. We inductively construct a sequence (xk)k≥1 ⊂ G
with xk ∈ Kk such that γk(x1 + ... + xk) = tk and γk(x1 + ... + xk + 2Kk+1) ⊂ Ik
for all k ≥ 1.
For k = 1, we choose x1 ∈ C = K1 such that γ1(x1) = t1. Suppose for some k ≥ 1,
x1, ..., xk ∈ G are found as required. Since γk+1(Kk+1) = T, we have that
γk+1(x1 + ...+ xk +Kk+1) = γk+1(x1 + ...+ xk)γk+1(Kk+1) = T.
Hence, we can choose xk+1 ∈ Kk+1 such that γk+1(x1 + ...+xk +xk+1) = tk+1. We
have
γk+1(x1 + ...+ xk+1 + 2Kk+2) = γk+1(x1 + ...+ xk+1)γk+1(2Kk+2)
= tk+1γk+1(2Kk+2) ⊂ Ik+1,
since Kk+2 is symmetric and l(γk+1(2Kk+2)) < λk+1. This completes the induction
step.
Finally, we form Ck = x1 + ... + xk + 2Kk+1 for k ≥ 1. Each Ck is compact
and γk(Ck) ⊂ Ik. Moreover, since 2Kk+2 ⊂ Kk+1, xk+1 + 2Kk+2 ⊂ 2Kk+1 and
therefore Ck ⊃ Ck+1. Since G is compact and each Ck is compact, by the finite
intersection property, we have
⋂
k≥1Ck 6= ∅ and we choose x ∈
⋂
k≥1Ck 6= ∅. We
have γk(x) ∈ Ik for all k ≥ 1, as desired.
Corollary 4.4. If E ⊂ Γ is infinite, then there exists an infinite subset F ⊂ E
such that given any ε > 0, there exists a finite subset Fε ⊂ F such that F\Fε is
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ε-Kronecker.
Proof. We choose λk = 1/k for k ≥ 1 and find F = (γk)k≥1 from Theorem 4.3. For
any given ε > 0, we find N ∈ N large enough that 1/N < ε. We let Fε = (γk)k≤N
and ϕ : F\Fε → T. For each k ≥ N , we let Ik be the interval in T with length λk
centered at ϕ(γk). From Theorem 4.3, there exists x ∈ G such that γk(x) ∈ Ik for
all k. Hence, |ϕ(γk) − γk(x)| < 1/(2k) < 1/N < ε for all k ≥ N , which implies
F\Fε is ε-Kronecker.
Remark. 1. Theorem 4.3 is actually a special case of a much more abstract
theorem proven in [2]. This work of Galindo and Hernandez was motivated by
[1], and was extended further in [3] where the authors use topological ideas to
study the more general problem of the existence of I0 sets in locally compact
MAP groups. (We call topological groups, Γ, MAP (maximally almost periodic)
if the finite dimensional representations of Γ separate points in Γ.)
2. The existence of large I0 sets in duals of compact non-abelian groups was also
investigated in [9] and [6].
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