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EXPLANATION OF THE DISSERTATION FORMAT 
In music, the interpretative artist is highly 
esteemed. An effective rendering of a Beethoven 
sonata is considered as a greater intellectual 
feat than the composing of a minor piece. We can 
learn something here: Perhaps a lucid and 
impressive presentation of some aspect of modern 
science is worth more than a piece of so-called 
"original" research of the type found in many 
Ph. D. theses. 
-V. F. Weisskopf (1972) 
This is intended to be a self-contained dissertation on 
the topic of maize yield physiology. As a part of this 
effort, a simulation model of maize kernel growth and 
development was created. To make the work accessible to 
readers with varying interests, the dissertation has been 
prepared in two parts. 
Part One, "Rationale," presents the framework for 
simulation work. This section includes a review of the 
maize plant system, with formalization of concepts and 
terminology. The segment concludes with a survey of extant 
maize crop simulators. 
Part Two, "Development of the Model," contains a 
description of the kernel growth model, including results of 
simulation runs and a critical evaluation of the model. 
Readers who are interested solely in the specifics of the 
model are directed to this part, specifically to Chapter Two 
therein, "The Model." 
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PART 1. RATIONALE 
3 
PHILOSOPHY AND OBJECTIVES OF SYSTEMS MODELS 
There exists a passion for comprehension just as 
there exists a passion for music. That passion is 
rather common in children, but gets lost in most 
people later on. Without this passion, there 
would be neither mathematics nor natural science. 
Time and again the passion for understanding has 
led to the illusion that man is able to comprehend 
the objective world rationally, by pure thought, 
without any empirical foundations -in short, by 
metaphysics. I believe that every true theorist 
is a kind of metaphysicist, no matter how pure a 
"positivist" he may fancy himself. 
-Albert Einstein 
It is customary to precede a formal report on research 
results with a preamble that provides a description of the 
work conducted and the methods employed. Because there 
exist valid conceptual and theoretical reservations that 
apply with respect to computer simulations of biological 
systems, there is a special need to justify why the work 
that is herein reported was done. 
Gravamina 
Our lives and fortunes already lie at the mercy of 
what is promoted as "science" based on calculation 
by computer. Anybody can buy a computer and use 
it as he pleases; the merchants of computers urge 
everyone to do just that. Reactor safety is 
noisily familiar to everyone. "Computer safety" 
is a term unheard. Reactors are dangerous in an 
accident. Computers can be dangerous when they 
function properly. 
-Truesdell (1984) 
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Passioura (1973) subjected workers in the field of crop 
simulation to the indignity of the criticism that 
complicated computer simulations were not necessary to 
arrive at some of the conclusions that modelers were 
publishing. 
An example of what Passioura had in mind may be seen in 
the following statement of a researcher (Villalpando Ibarra, 
1983) who describes the predicted response of maize plants 
(grown in light-textured soils) to various weather 
variables: 
According to these results, the best approach for 
weather characterization was the wilting plant 
index method (WPI), which is a visual method to 
estimate the degree of wilting in corn plants. It 
is interesting to note the high correlation among 
the approaches used, especially that between 
rainfall and WPI, which reached a value of -0.83. 
This is an example of a case where the prediction of a 
model is no revelation, and where some careful thinking 
would lead even the uninitiated to a similar conclusion 
without need for exercising the abilities of a computer. 
When it is considered how much effort and time researchers 
devote toward the production of a large crop model, 
administrators would be remiss not to take such criticism 
into account. Criticism such as this has led to careful 
consideration of the nature, structure, proper use, and 
limitations of computer simulations (Baker and Curry, 1976; 
Hesketh and Jones, 1976; Loomis et al., 1979). 
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On another level, it may seem a hopeless task to 
construct a crop model when there is yet an incomplete 
understanding of some of the key physiological processes 
that regulate plant function and development (Monteith, 
1981). Since the elaboration of a model without such key 
items of information obliges modelers to make broad 
assumptions, then the charge may be leveled that such an 
exercise is of a frivolous character, and lacking in the 
rigor that is associated with scientific method. As 
Truesdell (1984) has put it: 
Computers may be used in intelligent application 
of theories already well understood, but to place 
confidence in them for exploring unknown domains 
of science is as dangerous as to suppose that if a 
small dose of medicine will cure the measles, a 
large dose of it will cure smallpox. 
Perhaps it is better to limit the application of 
computers to concrete domains, and to leave speculation to 
philosophers. In a discussion of the applications of 
computer technology for the improvement of maize, Knittle 
(1982) could bring himself to discuss the role of computers 
only as adjuncts to clerical laborers (in data base 
maintenance, experimental analysis, and project management). 
Lastly, the exercise of modeling may seem suspect 
because it is plausable that it is the embodiment of 
tautology. This line of reasoning states that, after all, a 
computer "knows" only what it is told. The computer is not 
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capable of generating new information spontaneously. A 
modeler who creates a simulation simply because he can see a 
way to model a system, and does not address questions at a 
higher level than defined by the system itself, exemplifies 
this criticism (Dewdney, 1988). Why should it be an object 
of surprise that a computer performs in just the way that it 
has been instructed to perform? What is gained in such a 
process? 
Apologia 
A model must aid a researcher by providing unexpected 
leads and novel insight, by unifying knowledge and 
explaining phenomena, rather than by simply recapitulating 
and describing known, or previously observed, behavior. 
Often the "dead ends" in research efforts occur when no 
discernible pattern is obvious in an accumulated body of 
data derived from experiment. The history of large crop 
models that have been used over extended periods of time has 
shown that the models have value not only as integrators of 
available experimental data, but as tools for focusing the 
attention of investigators on the critical areas of research 
that require further pursuit (Hesketh and Jones, 1976; 
Whisler et al., 1986). In such a way, the experimental and 
modeling efforts of a research team are interactive, with 
the model serving in the role of a template, structuring 
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disparate data, and in so doing, helping a researcher to see 
what the most relevant questions are to ask next (Horton and 
Bicak, 1987). 
Perhaps the best case to be made for the use of an 
automaton as an auxiliary tool in integrative disciplines, 
such as crop physiology, is that the scientific method, as 
applied by today's highly specialized practitioners, is 
essentially analytical and reductionist. Often, the result 
of intensive research is a vast body of exact knowledge 
about very specific processes. This situation is often more 
obfuscating than clarifying when attempting to understand 
complex systems. When a complex system is modeled, the 
modeler is forced to articulate all the relevant knowledge 
that he is aware of regarding the phenomenon, in concrete 
and quantitative form. He requires to reconstitute a 
credible image of a whole system from its dissected 
fragments. This is no trivial task. There is much that is 
taken for granted in an intuitive, verbal description of a 
process, such as might be employed by a teacher in educating 
his students about the process. 
It is now appropriate to clarify what is meant by a 
'complex system.' It is this: a gross process that is made 
up of so many, or so varied, a group of subsystems, each 
affected independently by exterior factors and perhaps by 
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interacting with one another, that it is not simple to 
predict a result from a given set of initial conditions. 
Examples of such systems are: the electrical regulation of 
the heartbeat, the development of a tornado, global climatic 
patterns, the economy of a nation, the propagation of a 
forest fire, the ecology of a biome, and the growth of a 
plant. The aid of the computer, for logically and 
impartially discerning the outcome and ramifications of the 
postulated behavior of components of a process, can be 
invaluable in the synthesis of comprehensive theories. 
It is exactly because a computer has no capacity to 
intuit nor to synthesize any information other than what has 
been given to it, that the construction of a model is the 
elaboration of a theory about the system to be represented. 
Such a model can be provided with external data (weather 
records, management factors, cultivar characteristics) and 
validated by comparison of the simulation's predictions with 
the observed behavior (growth rates, yields, product 
quality) of the system modeled. As a result, the researcher 
may see the need for new types of data, and this generates 
new experimentation. 
For example, the modeling efforts of Chen et al. (1969) 
led them to call for experiments focusing on 1) the effect 
of temperature on photosynthesis rates, 2) the interactions 
between light intensity and temperature effects, and their 
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effects on respiration rate, and 3) the temperature effect 
on rate of translocation. Curry (1971) concluded that 
enhancement of his preliminary maize crop model depended on 
new experiments that could cast light on 1) the role of 
stomatal control in the interaction of photosynthesis and 
transpiration, 2) leaf aging, and 3) the relation of 
photosynthesis to total plant dry weight and photosynthetic 
rate. Duncan's experience with the SIMAIZ model (1975b) led 
him to conclude that research was needed to better 
understand the role of stalk soluble carbohydrates in the 
establishment of storage sinks. 
Via several iterations of the procedure illustrated 
above, a model may be refined and the modeler's 
understanding of the simulated process enhanced (Curry and 
Chen, 1971). Hence, this sort of computer model is a 
synthesis, elaborated and utilized in the revered tradition 
of scientific method: the theorizer surveys his 
comprehension of the available data, reifies a unifying 
concept, develops a theory, and then tests the theory by 
comparing the consequences of the theory with observed 
behavior of the object under study. 
Viewed in this context, the purpose of the present 
project is the development of a simulation to describe the 
process of maize kernel development. As detailed above, the 
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model is presented as a hypothesis created not from the 
conceit of supposing that we are now possessed of a complete 
understanding of maize physiology, but because, as will be 
discussed presently, the discipline is currently in need of 
synthesizing theories, and this model is the writer's theory 
regarding certain crucial processes that determine grain 
yield. 
Evolution of Physiological Models 
A Chemical Engineer would not design a chemical 
plant with its process controls, etc., without 
having a model of the chemical process in the 
plant to form the basis of design. But the 
Agricultural Engineer whose business is to design 
environmental systems for the largest chemical 
factory in the world (the transformation of light 
energy and chemicals into food) has no adequate 
model of the system he must work with. 
-Curry (1971) 
Computer modeling of crop physiological processes has 
been carried out since the middle 1960s (Beeman, 1966; de 
Wit, 1965; De Wit and Brouwer 1968; Duncan et al., 1967; 
Jensen, 1968; Tooming, 1967; Woo et al., 1966). In 
contrast, computer modeling of physics and engineering 
processes has been performed over a span of roughly twice 
that time, constituting some of the first applications of 
the modern electronic digital computer (Burks and Burks, 
1981). This situation reflects the corresponding disparity 
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of the state of knowledge in the physical and biological 
arenas. During approximately the first 10 years of efforts 
to model crop communities, it became obvious to modelers 
that efforts to simulate complete schemes of crop 
development throughout a season were perhaps too grandiose 
for the knowledge of the time. As Baker and Horrocks (1973) 
put it: 
Simulations of this type are not limited by 
mathematical or computer capabilities, but rather 
by a lack of understanding of the interaction of 
the plant with its environment. 
Specifically, there were many gaps to be filled in the 
understanding of the interactions among processes composing 
systems (Hesketh and Jones, 1976). On this definition, a 
process is an isolated plant mechanism that is relatively 
well understood, e.g., transpiration, and a system may be a 
whole plant or crop community, an ensemble of subprocesses. 
Passioura (1973) and Monteith (1961) suggested that 
physiologists restrict their efforts to 'single-process 
models,* on the grounds that the ambiguity implied by the 
construction of a large crop model, without the benefit of 
essential data, makes such a model no better than a well-
informed opinion. 
While this situation was discouraging to some workers, 
it motivated others to work on the generation of the 
information needed, and it was one of the major factors in 
spurring the development and adoption of phytotrons for 
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agronomie research (Loomis et al., 1979; Meyer et al., 
1984). The pool of basic information applicable to the 
generation of detailed physiological models has grown over 
the past 10 years. This has been facilitated by the 
creation of thematic journals (e.g.. Agricultural Systems, 
Ecological Modelling, Simulation Monographs), and symposia 
(e.g., Biological Systems Simulations Group). Over the same 
time span, the sophistication and rigor of physiological 
models has likewise improved. 
Biologists have long recognized that many phenomena in 
biology can be well described as dynamic processes that take 
place in association with, or as a function of, other 
dynamic processes. For instance, the rate of proliferation 
of bacterial colonies is affected by the varying quantity of 
growth substrate available, or, organ growth may be 
described as a function of time (Edelstein-Keshet, 1988). 
Differential equations are the principal method of 
formalizing such a relationship among dynamic variables 
(jager, 1986). However, the reliance on purely mathematical 
formulations (where functions have no biological 
counterpart, or coefficients stand for no biological 
parameters) for the explanation of biological phenomena can 
lead to a mystification of the power of number, as 
exemplified by Platonic philosophy (Hildebrandt and Tromba, 
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1985; Hogben, 1971), as well as to a lack of insight into 
the functions of real organisms, as when the modeler frets 
about how to make leaf dimensions conform to some standard 
mathematical expression (Gates, 1980; Ledent, 1978; 
Sanderson et al., 1981; Taylor, 1974).^ 
This approach to modeling compelled Baker and Curry 
(1976) to warn that "It must remain clear in the users' 
minds that model results are not explanations of phenomena 
but only consequences of assumptions and should be used only 
to guide our thinking." 
However, the philosophy developed that, as physiology 
is a discipline that focuses on reductionist techniques to 
obtain information about plant mechanisms that can 
subsequently be integrated to obtain insight about whole 
plant response, so it should be possible to create computer 
simulations in which correct whole plant simulation might be 
arrived at by correct modeling of subprocesses (Loomis et 
al., 1979). Such models have been termed "physiological 
models." 
Physiological models are a category of models wholly 
distinct from other constructs that agronomists have 
traditionally utilized with the aid of computers, and that 
^Recent techniques that describe leaf shape by fractal 
analysis, rather than by standard analysis, have proved 
useful in dealing with this problem (Vlcek and Cheung, 
1985). 
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have likewise been termed 'models.' The latter are 
characterized by being of a statistical or purely 
mathematical nature. Though it may be claimed that the two 
types of models share the aim of explaining the nature of 
agricultural productivity, the two categories of models 
alluded may be distinguished on many bases. Perhaps the 
best summarization of the differences between the two types 
is to call statistical models descriptive, and to call 
physiological models explanatory. 
Statistical models consist primarily of correlation and 
regression techniques. In particular, the regression 
techniques have been extremely useful in component analyses 
of agricultural systems, where in the form of procedures 
such as polynomial, multiple, and stepwise regression they 
allow quantification of the partial contributions of a 
variety of factors that may be assumed to be associated with 
a phenomenon. For instance, the key studies of Walker et 
al. (1969), Thompson (1969) and Russell (1984, 1986) that 
quantified the role of leaf nutrient status in the 
development of soybean yield potential, the importance of 
weather versus technology in the trend toward increasing 
maize yields, and the contribution of breeding efforts 
toward the generation of improved maize cultivars, 
respectively, would not have been possible without these 
sorts of techniques. 
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However, agronomists have been aware that; 
1. regression analyses may not reflect true 
cause/effect relationships among the variables 
studied 
2. the models may be subjective (based on the 
variables the modeler chooses to include) 
3. predictions based on regression analyses are 
valid only over the range of conditions 
(temporal, geographic and cultural) in which the 
original data were collected (Macias Laylle, 
1984; Olson and Olson, 1986; Ortiz Valdéz, 1985). 
For example, Thompson's (1969) cautious extrapolation 
of past weather and yield trends to predict that a 
depression of maize yield might strike the midwest in the 
middle 1970s proved to be generally incorrect (in Iowa, 
drought did significantly reduce yield in 1974 and 1975) 
(Pesek, 1977). Likewise, the efforts of Shaw and Loomis 
(1949) to develop a method to predict maize yield based on 
regression techniques resulted in no better recourse than to 
wait until physiological maturity to collect ear 
measurements that could then be applied to a linear 
regression that predicted final harvestable yield. Even 
then, the coefficients of the regression equation had to be 
independently determined for each cultivar and location 
utilized. Benci and Runge (1977), Cardwell (1982), and 
Runge (1975) observed that it is problematic to utilize 
regression techniques to separate the effects of technology 
and of climate on yield trends of maize. Furthermore, de 
Wit (1982) observed that the number of relevant variables 
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for simulation of "a living organism or... ecosystem is 
depressingly large." Baker and Horrocks (1976) noted that 
multiple regression techniques are of limited value when 
large numbers of variables interacting in complicated ways 
are to be modeled. 
Statistical, or "empirical," models are useful when it 
is desired to predict complex results from certain initial 
conditions, without regard for intervening mechanisms or 
causes. Monteith (1981) has suggested that such a procedure 
be called an 'analysis,' rather than a 'model.' Though 
statistical models may be made robust by basing them on 
voluminous data sets, all they can answer with respect to a 
prediction, based on past events, is the question "what?" 
To answer the question "why?", physiological models 
attempt to predict plant behavior by simulating and summing 
processes that compose plant behavior. For instance, a 
model of maize crop development may not be entitled to the 
term "physiological" unless basic processes, intrinsic to 
the growth and development of a real maize plant, are 
simulated throughout the course of time. An example of a 
minimal set of such processes might include photosynthesis, 
respiration, and transpiration (Curry, 1971). The various 
physiological models differ in the number of subprocesses 
that they include explicitly, and in their degree of 
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realistic sensitivity to external factors (notably weather 
conditions, but also including agricultural pests) (Penning 
de Vries, 1982b). 
Because there is an effort to include in physiological 
models structures that correspond to the function of some 
essential subprocess in real plants (the model 
"photosynthesizes," "respires," and "grows," each day), and 
because the final outcome of the simulation is not known 
until these interacting processes are played out over some 
span of time, such models are also termed 'mechanical.' 
There is, of course, a limit on the amount of mechanism 
that a model can be encumbered with. One constraint is the 
degree of knowledge that modelers possess regarding the 
various plant processes. For instance, most crop models are 
endowed with solid routines for the simulation of 
photosynthesis and transpiration, two processes that have 
been extensively researched, but there is a dearth of 
information on the specifics of transport processes or of 
morphogenesis, and consequently, few models are equipped to 
deal with these aspects of crop development. 
These gaps in knowledge are plugged by either falling 
back upon a regression function to account for the rate of a 
process, merely "mimicking" the process rather than 
explaining it (Loomis et al., 1979; Whisler et al.,' 1986), 
or by dealing with the process only implicitly. For 
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instance, a model may mechanically simulate total dry matter 
accumulation during the reproductive phase of growth, but 
assign dry matter to fruits according only to a partition 
ratio empirically determined; the mechanism lacking here is 
one that would account for "sink demand". Or, a model may 
account for sink demand, and partition assimilate produced 
in leaves by mechanistic means, but fail to deal with how 
the assimilate is transported from leaves to fruits. If 
transport processes play an important role in yield 
determination of the simulated crop, then this omission 
would be a serious flaw. 
Another of the constraints on the degree of mechanism 
in physiological simulations is also one of the most 
powerful features of explanatory models, and it relates to 
the structure of the models. Charles-Edwards (1982), 
summarized the organization of biological systems into five 
levels that determine crop behavior: 
1. plant community 
2. single plant 
3. organ 
4. tissue 
5. cell 
A crop model may be strictly ecological, explaining 
interplant competition for light and carbon dioxide on the 
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basis of leaf architecture, and on the mechanics of 
turbulent air flow and energy exchange with the environment; 
or, the model may include explicit simulations of organ-
level processes, such as leaf and fruit development and 
growth; or the model may have the capacity to simulate 
events at the cellular or biochemical level, such as enzyme 
activity and protein synthesis. 
Each additional level of depth in a physiological model 
increases the explanatory power of the model at higher 
levels. This is because environmental factors affect 
subprocesses, as in real plants, and high level phenomena 
are never modeled directly. For instance, a good simulation 
of photosynthesis may result from proper understanding and 
modeling of cellular events (guard cell mechanics), 
biochemical events (carbon and nitrogen cycling within a 
cell), and physical events (electron excitation). Such 
models are referred to as hierarchically structured. 
The reason that a hierarchical structure may imply 
constraint, is that each succeeding level of a hierarchy, 
from community level to molecular level, demands an 
increasing amount of specific information, and a smaller 
time step (the interval in which all major variables are 
updated) for the overall model (Whisler et al., 1986). 
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As the time step of a model becomes smaller, the 
execution time of the complete simulation increases. Few of 
the current models operate at a depth greater than the organ 
level, and most of the present models operate with a time 
step of one day. The reason is two-fold and related: 1) 
less is known about cellular and biochemical processes than 
is known about higher-level processes, and 2) there are very 
few climate data sets that include observations at 
frequencies greater than twice daily. It is incongruous to 
model mechanically a photosynthetic event that takes place 
in picoseconds at the biophysical level, when the only 
available radiation datum is a daily total. However, since 
the ability of mechanistic models to simulate cellular 
events is improving, greater emphasis is being placed on 
collecting climate data sets containing hourly observations 
made throughout the growing season. 
The consensus among modelers is that the greatest 
constraint on the quality, usefulness and reliability of 
physiological models is not associated with structural 
details of the models, but rather with conceptual errors 
that arise from improper interpretations or assumptions, or 
from lack of information (Garzia and Garzia, 1987; Penning 
de Vries, 1977). This sort of error cannot be entirely 
eliminated so long as humans must interpret data and encode 
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that interpretation in models, but it can be limited by the 
practice of explicitly articulating the conceptual bases of 
each model that is constructed. This does not mean that 
only programmers can verify biological consistence of a 
model. Public discussion and evaluation of theory by non-
programming peers is essential for the purpose, since, as 
Garzia and Garzia (1987) state, there is a "clear separation 
between the model and the computer program embodying it." 
Though the ideal explanatory model would include all 
relevant plant processes, operate at the biophysical and 
molecular level, and iterate in very small intervals, most 
current physiological models degenerate into descriptive 
models at some relatively shallow point in the hierarchy 
from community level to molecular level. Furthermore, 
though enough is now known about photosynthesis to model its 
events in relatively small time steps (Deisenhofer et al., 
1985; Farquhar and von Caemmerer, 1982; Youvan, 1984), the 
rate of progress in this respect has not been uniform for 
all plant processes, nor do all explanatory models include 
all, or even the most advanced, routines developed for 
physiological subprocesses (Hesketh and Jones, 1976). Most 
crop models are developed for a specific purpose, and that 
purpose and the expertise of their creators are emphasized 
and reflected in the final product (Whisler et al., 1986). 
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Recently, there has been interest in standardizing the 
structure and presentation of process models, emphasizing 
the need to build "modular" units, so that these may be 
available and directly includable in general (non-species-
specific) crop models (Hollinger, 1988; Penning de Vries, 
1977). The invention of "subprograms" as interchangeable 
constituents of programs was one of the major advancements 
in the current philosophy of structured programming (Abbott, 
1987). Similar efforts are underway to standardize the 
format of input and output data sets for physiological 
models (IBSNAT, 1986; Nix, 1984; Jones, 1986). In this way 
it is hoped that duplication of effort may be eliminated, 
and that more balanced models may come into being as a 
result of the integration of the best efforts of many teams 
with varying subject matter expertise. For the moment, 
however, most physiological crop models: 
• are specific to a particular crop (sometimes a 
particular location as well, though this is highly 
undesirable in an explanatory model) 
• operate on a daily time step 
• are strong in one or two processes that reflect the 
purpose of the model and the expertise of the 
model's designer 
• are a mixture of mechanism and description 
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Methods 
As modelers have gained confidence for dealing with 
large systems of processes, there has been a deliberate 
tendency to adopt the theories and techniques developed 
previously by engineers for the modeling of industrial 
systems (de Wit, 1982). These theories formalize the 
structure of a model, and so provide a conceptual framework 
for model construction. 
A computer program is a rigorous system of algebraic 
logic (Hoare et al., 1987). Two important consequences 
derive from this fact. One, referred to as the "Gfidel 
conclusion," is that the computer program cannot be proved 
to be simultaneously complete and consistent (Chaitin, 1987; 
Nagel and Newman, 1958). If it is assumed that a biological 
entity can be defined by a relatively few principles 
(McLaughlin, 1987), then in practice the Godel conclusion is 
only an esoteric concern, since all useful programs are 
finite (Hoare et al., 1987), and emphasis is therefore 
placed on program consistence rather than on program 
completeness (Bolter, 1984). The second consequence is that 
all steps in such a system need to be procedural, of the 
sort that can be performed by a digital computer (Turing, 
1950; von Neumann, 1958): 
1. Store 
2. Execute 
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3. Control 
To accomplish this, the computer program is embedded in 
a carefully defined language. A class of programming 
languages has been developed that allows programmers to 
encode algorithms in a syntax that is more similar to human 
language than to the cryptic digital logic of a computer. 
So-called "higher-level languages" are characterized by 
conceptual abstraction (Abbott, 1987; Wirth, 1988), i.e., 
the program steps are actions that are not defined in terms 
of machine-specific operations or computing mechanisms. 
Boehm and Jacopini (1966) have demonstrated that program 
steps can be reduced to one of three types: 
1. Action block: an action can be taken (this means 
a calculation) 
2. Loop block: an action block may be repeated n 
times 
3. Branch block: a decision can be made that 
affects subsequent program flow 
It is with these three constructs of logic that an 
entire simulation is developed. The operands of action 
blocks are variables, and it is these variables that 
represent all the changing properties of a system and its 
environment. In the theory of systems operations, the 
variables may be of three types (de Wit, 1982): 
1. State variables 
2. Rate variables 
3. Driving (or "forcing") variables 
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To adequately define the role of each of these 
variables, it is necessary to first describe the notion of 
the 'boundary of a system.' Any system modeled will include 
processes that occur within the system, and processes that 
do not occur within the system, yet affect the behavior of 
the system. The boundary of the system is the conceptual 
délimitant between these two categories of processes. In 
the typical crop model, processes such as root growth and 
leaf expansion are internal to the system and are dealt with 
explicitly by the simulation, whereas the daily fluctuations 
of radiation and precipitation are factors external to the 
system, and are not simulated, but must be provided as input 
to the simulation. In such a model, the boundary of the. 
system lies between the crop phytomass and the environment. 
However, in an ecological model, daily radiation may be 
modeled explicitly (based on solar track), and in that case 
the boundary of the model is extended further than in the 
first example, with latitude, altitude and precipitation 
being external factors required as input for the simulation. 
State variables are those that take on the values of 
the measurable parameters of the system. In a crop 
simulation, daily dry matter of the leaves would be 
represented by a state variable. State variables are 
updated at least once within each time step of a simulation. 
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Rate variables are those that pass information or 
energy from one state variable to another. For instance, 
the state variable PS may store the result of the action 
block that simulates daily photosynthesis. The state 
variable DM may store the value of total dry weight of a 
plant. A rate variable, say GR, is produced by an action 
block that determines how much of the energy stored in PS 
will be transferred to DM. This step may be performed by 
use of a constant EPF (efficiency): 
GR = PS * EPF 
which is the classical way in which rate variables are 
updated (de Wit, 1982): 
RATE = STATE * CONSTANT 
In biological terms, this is the growth rate per unit of 
time t (the time step of the model). 
Driving variables are those input variables that 
represent factors outside the boundary of the simulated 
system. So, the driving variable RAD may contain the value 
of daily radiation that is provided to the model. At each 
time step, the driving variables are input to the system, 
action blocks operate to update certain state variables, and 
rate variables transfer information from these state 
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variables to the remainder of the state variables in the 
system, in accordance with the logic embedded in the loop 
and branch blocks of the model. 
In principle then, the creation of the initial outline 
of a model is a straightforward procedure that involves 
definition of: 
1. the system to be modeled 
2. the boundary of the system 
3. the time step of the simulation 
4. the driving variables to be input 
5. the state variables to be tracked 
6. the rate variables that will transfer information 
7. the program logic (sequence of action, loop and 
branching blocks) 
Modeling Protocol 
The process described above cannot be exhaustively 
prescribed, but as with any other problem, the first step 
toward the solution is a proper understanding and definition 
of the problem on the part of the modeler. This in essence 
is the step of paramount importance in model creation. Once 
the model has been defined, its purpose established, and the 
theory articulated, what remains (the programming), is often 
the least significant part of the process (Baker and Curry, 
1976). 
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The remainder of this report will therefore proceed by; 
1) describing the system to be modeled, 2) reviewing the 
features of previous models of this system, 3) describing 
the objectives of the present simulation, 4) presenting the 
model, and 5) discussing the outcome of the theories 
represented in the model as revealed by simulation. 
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THE SYSTEM TO BE MODELED 
Of all the sorrows that afflict mankind, the 
bitterest is this, that we should have 
consciousness of much, but control over nothing. 
-Herodotus 
Preliminary Notes 
This section is a general review of maize plant growth 
and development, with special emphasis on the information 
necessary for the construction of a mechanistic model of 
kernel morphosis. The program steps of the model itself 
will be detailed in Part 2, Chapter 2, "The Model." 
The Vegetative Apparatus 
Unfortunately, Zea mays. for all its economic 
importance, is not often studied morphologically 
and therefore many features of its developmental 
morphology are only casually understood or in some 
cases not studied at all. 
Cheng et al., 1983 
Because maize is a determinate plant, it is common to 
consider independently the two major phases of its life 
cycle, vegetative and reproductive (Ritchie and Hanway, 
1982). The two phases are clearly distinct in that the 
first consists of the initiation and development of all the 
morphological structures associated with the mature maize 
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plant. The developing vegetative plant has a multitude of 
sinks: leaves, stem, branches, and root. The structural 
development of these organs depends on the ability of the 
whole plant to produce and distribute assimilates via an 
expanding foliage canopy that itself requires maintenance 
and growth substrate. Growth during the reproductive phase 
seems simple by comparison, since the vegetative structure 
of the plant is established, and only one main sink for 
assimilate is obvious. However, this superficial simplicity 
belies an underlying complexity. 
During the reproductive phase a major change occurs in 
the pattern of assimilate distribution. Reversible storage 
sinks, such as the stem base and leaf sheaths, may compete 
with the reproductive sink. Nutrient uptake patterns shift 
dramatically (Hanway, 1962; Larson and Hanway, 1976), yet 
presumably the continued photosynthetic activity of leaves 
and the growth of embryos within fruits depends on a ready 
supply of nutrients. Solubilization of mobile elements and 
remobilization of stored assimilates become important 
processes during the development of grain. The ability of 
the maize plant to sustain these interacting, perhaps even 
conflicting, processes for a maximum of time before 
succumbing to senescence is closely associated with its 
yield potential. Yet, there is much that is not well 
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understood about the reproductive phase. Key factors such 
as the determinants of; a) sink definition, b) filling 
period duration, and c) yield limitation are examples of the 
unknowns (Duncan, 1975a; Fischer and Palmer, 1984; 
Tollenaar, 1977). 
One way of analyzing the dynamics of the reproductive 
phase is to understand the basic ontogenetic steps that lead 
up to the formation of fruits during the reproductive phase. 
Most features of the reproductive phase depend directly on 
events of the vegetative phase, and their physiology cannot 
be separated from these preceding events. It is because 
maize plant development is a continuum of interdependent 
events that kernel development will now be explored by 
beginning with the initial steps of the sequence. 
It is customary to describe the life cycle of maize in 
accordance with the agricultural cycle (planting, 
germination, emergence, vegetative development, reproductive 
growth, harvest), and I will follow this custom here after 
clarifying that, from the biological standpoint, the life 
cycle of a new maize plant truly begins with the formation 
of a zygote upon sexual fertilization. The conjugation of 
male and female gametes that gives rise to a new individual 
takes place shortly after the "silking" stage that occurs in 
the middle of the agricultural cycle. 
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Seed germination and seedling emergence represent the 
transition of the embryo from heterotrophic to autotrophic 
organism. Plant factors that affect the success of these 
steps include the presence in the seed of adequate energy, 
mineral, protein, oil, hormone, and vitamin reserves. The 
amount and proportion of these components are dependent on 
the environmental conditions extant during reproductive 
growth of the mother plant, and on the future seed's 
position on the inflorescence. Once the seedling develops 
an autonomous root system and green leaf area, its growth 
becomes a function of its own vegetative structure (Nelson 
and Larson, 1984). 
Development of the vegetative body of maize proceeds 
according to iterative genetic instructions that produce a 
series of similar plant units, or phytomers (Galinat, 1959). 
The basic phytomer consists of: 
1. node 
2. root site 
3. leaf 
4. axillary bud 
5. internode 
The maize plant is an aggregate of such units, and all 
of its structures can be understood as variations of the 
basic unit (Clark and Fisher, 1988). The important'aspect 
of this pattern of development is that it is sequential. 
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each expression of the genetic segment coding for the 
phytomer requiring a given amount of time (a plastochron). 
During these intervals, environmental factors may influence 
the duration and the ultimate product of the plastochron. 
In addition, the existing and gradually developing plant 
structure may exert competitive or "feed-back" effects upon 
the differentiating meristem (Heslop-Harrison, 1969). Such 
effects account for the differing specializations of each of 
the phytomer primordia, e.g., into fibrous secondary root or 
aereal adventitious root, into tiller or pistillate 
inflorescence, into prophyll, leaf, husk, or glume, and into 
male or female floret. 
Stem development 
The main axis of the maize plant is composed of 
alternating nodes and internodes that taper from a greater 
diameter (e.g., 4 cm) at the soil surface to a smaller 
diameter (e.g., 1.5 cm) at the peduncle. Three principal 
tissues are associated with maize stems: supporting, 
ground, and vascular tissue (Esau, 1977b). The supporting 
tissue consists of an outer layer of schlerenchyma two to 
three cell widths in thickness. The ground tissue is 
composed of parenchyma cells that fill the stem to form a 
solid pith. Interspersed at random in the ground tissue are 
the vascular bundles that transport solutes and assimilate 
throughout the plant (Kiesselbach, 1949). 
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With respect to the yield physiology of maize, there 
are two important features of stem structure. The first is 
that vacuoles of parenchyma cells have the capacity to store 
soluble sugar reversibly (Ho, 1988). Therefore, this tissue 
can serve as an alternate storage site for assimilate if 
assimilate supply exceeds sink demand (Fairey and Daynard, 
1978b). Since the diameter of the stem is greatest at its 
base, then the total volume of storage tissue is greatest at 
the stem base, and most soluble sugar is found there (Hume 
and Campbell, 1972). Widstrom et al. (1988) report that in 
modern hybrids the major sugar storage area has shifted to 
the internodes above and below the ear. The second 
important feature is that vascular bundles are not 
continuous throughout the extension of the stem (Kumazawa, 
1961). The fact that the stem is manufactured in segments 
is reflected in a complicated arrangement of vascular 
bundles at the nodes. Here, vascular bundles branch and 
connect laterally. This complex may be so densely fibrous 
that little parenchyma is formed at nodes (Kiesselbach, 
1949). Since there are no direct vascular connections 
between lateral organs and leaves more than one internode 
away, then this explains how assimilate and nutrients from 
the whole plant may be pooled, and their transport easily 
redirected toward the organ with the greatest sink demand at 
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a given time (Center et al., 1970; Duncan et al., 1965; 
Lucas, 1981). 
Morphologically, a key function of the stem is that it 
separates leaves in the vertical dimension, and this results 
in reduced shading among the 20 or so leaves produced by the 
mature maize plant. Initially, stem elongation is slow, but 
the rate increases after all primordial structures of the 
plant have been formed and the apical meristem 
differentiates into the male inflorescence, or tassel. This 
occurs around stage V5 (five leaf collars fully visible, 
after Ritchie and Hanway, 1982) (Siemer et al., 1969), when 
the total length of the stem is about 2.5 cm. Beginning 
around V9, all upper internodes of the maize plant elongate 
simultaneously, resulting in rapid stem elongation rates 
(about 1 m in 11 days) (Ritchie, 1982). The tip of the 
tassel emerges from the leaf whorl around V16, and is fully 
exposed about 10 days later. 
Leaf development 
Maize leaves are composed of three distinct areas: 
lamina, collar, and sheath. The lamina is thin, flexible 
tissue specialized for photosynthetic function, the sheath 
is a rigid support tissue that connects the lamina to the 
originating node, and the collar is an elastic region that 
connects the sheath and lamina and permits the lamina to 
36 
'flag' laterally. The lamina is supported by a strong 
central midrib (Combs, 1898). The leaf regions are 
differentiated from tip to sheath, and subsequent elongation 
of blade and sheath tissues occurs independently from an 
intercalary meristem located near the base of each of these 
organs (Kiesselbach, 1949). 
The features of leaves that most closely relate with 
enhanced productivity are; 
• rapid establishment of a full canopy 
• high carbon exchange rate 
• maximum persistence. 
Leaves develop and emerge from the oldest to the 
youngest (base to apex of the plant) as the stem elongates. 
Stamp and Kullman (1984) calculated a leaf area production 
coefficient for several genotypes of maize. This was done 
by taking the ratio of leaf area to shoot dry matter during 
the course of vegetative growth. They found that maize 
plants invest heavily in leaf area development during early 
stages of growth, then decrease that investment rapidly 
until shortly before anthesis. This leads to an exponential 
increase of leaf area during the early vegetative phase, 
followed by a logarithmic decline during the later stages. 
The result is a sigmoidal pattern of canopy establishment 
(Kiesselbach, 1950). 
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By anthesis, about 20 leaves have been produced by 
genotypes common to the North Central U. S. However, as 
Kiesselbach (1949) points out, not all 20 of these leaves 
are simultaneously functional. By time of anthesis, about 
five of the oldest leaves, those at the plant base, have 
usually been destroyed due to branching and adventitious 
rooting. On average, maize leaves are about a tenth as wide 
as they are long, and produce a foliage area between 0.6 to 
2 0.9 m per plant when produced under commercial population 
densities (Pearce et al., 1975). Both surfaces of maize 
leaves produce stomata. Kiesselbach (1949) found that the 
area occupied by stomata is less than 0.5% of each the 
adaxial and abaxial leaf surfaces. 
Though all leaf initials have been differentiated by 
V5, the rate of their emergence is complex, highly variable, 
and very responsive to temperature (Tollenaar et al., 1984; 
Tollenaar and Oaynard, 1982). Muldoon and coworkers (1984) 
found that during the final phase of vegetative growth, leaf 
appearance occurred at triple the rate observed during early 
vegetative growth. These workers observed that "a 
relatively small change in leaf number generally meant a 
large difference in final leaf area per plant." Tollenaar 
and Hunter (1983) found that the number of leaves produced 
per plant is most affected by the temperature and 
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photoperiod regime during the interval between V2 and V4 
(shortly before the apical meristem differentiates into the 
tassel). The differences in leaf number these workers were 
able to induce by means of various temperature and 
photoperiod combinations were on average less than two. 
Environmental conditions during the period of leaf 
development influence leaf characteristics. Kiesselbach 
(1949) found that maize leaves produced under temperature 
and moisture stress had smaller stomata and more stomata per 
unit of leaf area. Such factors are important because the 
photosynthetic potential of maize leaves is set by anthesis 
time (Gaskell and Pearce, 1980). Thereafter, photosynthetic 
capacity of leaves may decline, but it cannot be augmented 
(Christy et al., 1986; Tollenaar and Bruulsema, 1988). 
Photosynthetic rates of maize leaves produced under 
commercial conditions in the North Central U. S. average to 
1.434 mg m~^ s~^ (Cooper, 1977). In general, assimilate 
produced by a given leaf supplies the demand of the nearest 
sink, but assimilate flow seems to be easily redirected by 
ontogenetic events (Eastin, 1969; Fairey and Daynard, 1978b; 
Tripathy et al., 1972). Diurnal rhythms of assimilate 
production and allocation have been observed in maize 
leaves. In general, during the day photosynthesis supplies 
assimilate demand for growth, and a residual that is 
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temporarily stored in starch granules produced within the 
chloroplast. During night hours, these starch granules are 
degraded and sucrose is exported to growth or storage sinks 
(Gordon, 1986; Mundstock, 1976). 
Under optimum conditions, maize leaves may persist up 
to 60 days post-pollination. However, nutrient 
deficiencies, high temperature extremes, or lack of sink 
demand may cause premature senescence (Badu-Apraku et al., 
1983; Christensen et al., 1981; Girardin et al., 1985). 
Leaf area duration is a primary concern because of its close 
relation with the duration of the grain-filling period. In 
experiments performed in the U. S. and in Ontario, Daynard 
and coworkers (1971) found that 70 to 80% of the differences 
in grain yield among hybrids tested were attributable to the 
length of the filling period, while only 0 to 15% of yield 
variation was due to differences in the rate of grain fill. 
Ear shoot development 
Reproductive structures are initiated during vegetative 
growth. Tollenaar (1977) has referred to this phase as the 
'generative' phase. This term seems more appropriate than 
the 'vegetative phase,' since it describes the fact that the 
primordia, and therefore the potentiality, of reproductive 
structures are generated during this stage of growth. 
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Axillary bud initials are differentiated after the leaf 
initial of each phytomer is laid down. The axillary buds 
remain quiescent until the apical meristem differentiates 
into the primordial male inflorescence (Bonnett, 1940). 
Shortly thereafter, (V7), the initial of the topmost 
pistillate inflorescence undergoes a process in which 
periclinal divisions in the third cell layer from the shoot 
surface combine with radial divisions in the top two layers 
of cells to produce small, domed structures. Contiguous 
primordia such as these, produced on different horizontal 
planes (one slightly below the other), become spikelet-pair 
primordia (Bonnett, 1953). Each spikelet in such a pair 
will eventually produce two florets, only one of which 
remains viable and results in a functional ovule (Bonnett, 
1940; Cheng et al., 1983). Therefore, two ovules are formed 
per spikelet pair. This sequence, enacted circumferentially 
on the ear shoot, establishes the number of rows of kernels 
on the pistillate inflorescence (Kiesselbach, 1949). 
The process of spikelet pair differentiation occurs in 
an acropetal pattern along the axis of the ear primordium as 
the primordium itself elongates. But the entire sequence is 
repeated basipetally at each succeeding node of the maize 
plant, as axillary primordia become active, the second at 
V8, the third at V9, and so on (Siemer et al., 1969). The 
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maximum number of ovule rows of the top ear is established 
by stage VIO. This number is a genetic characteristic that 
is insensitive to environmental influences (Bonhomme et al., 
1984). 
After a short period of slow elongation, the top ear 
shoot enters a phase of rapid elongation, beginning at V15 
and continuing until approximately V17, when the ear emerges 
from the leaf axil (Siemer et al., 1969). This elongation 
is associated with a corresponding increase in the number of 
ovules per row, the increase being proportional to the 
length of the ear. Since ear shoot elongation is 
essentially indeterminate (Bonnett, 1940; Kiesselbach, 
1949), and susceptible to environmental influences, the 
quantity of ovules per row is likewise sensitive to 
environmental influences (Bonhomme et al., 1984), and is 
maximized by the time that the top ear emerges from its axil 
(Siemer et al., 1969). 
At about the same time (V17), ear shoots that had been 
developing similarly at nodes below that of the topmost ear, 
begin to atrophy in acropetal succession. Barley and 
coworkers (1974) have pollinated all ear shoots of a plant 
synchronously and determined that the loss of subtending 
ears is genetically controlled, and not related to the fact 
that there is a greater lag between pollination and shoot 
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emergence of the lover ears. This characteristic is highly 
variable, and is the trait that is manipulated to produce 
varying degrees of prolificacy (Duvick, 1974; Harris et al., 
1976), or to alter the position of the ear on the stem (an 
ear shoot other than the topmost one is preserved) 
(Josephson and Kincer, 1977). 
It is significant that, as Bonnett (1940) states: 
Since the spikelets arise in acropetal succession 
they are successively younger from the base to the 
tip of the ear 
because the maternal tissue (nucellus) laid down within the 
ovules will serve as growth substrate for the 
differentiating endosperm during the early stages following 
sexual fertilization (Lampe, 1931; Randolph, 1936). Since 
apical ovules are younger and smaller, then there is clearly 
a diminishing portion of growth substrate available for 
endosperm development in apical kernels. 
Reproductive Growth 
The transition from generative growth to reproductive 
growth occurs when the stem elongates sufficiently to expose 
the tassel, and pollen shed begins. The change of phase is 
not as discrete as is commonly held. Vegetative structures 
may continue to develop for a short time after anthesis or 
fertilization have taken place. Muldoon and colleagues 
43 
(1984) found that, on average over 5 hybrids in a field 
experiment, final leaf area was closely related with date of 
silking, and that a delay of 5 days to mid-silking resulted 
in 18.5% greater leaf area production (average of two 
years). The stem continues to elongate until after R1 
(silking), and the ear shoot continues to elongate until R2 
(Ritchie, 1982). 
However, the onset of flowering does presage a change 
in emphasis from formative to progenitive functions. 
Anthesis 
Tasselino The male inflorescence attains maximum 
extension at Rl, employing about 10 days for the process 
(Ritchie, 1982). Because the tassel is the apical organ of 
the plant, tassel growth has precedence over growth of 
lateral organs. The usual gap between full tassel extension 
and the onset of silking is one to three days, but this 
period can be extended under competitive conditions (such as 
dense plant population or limited moisture) (Hall et al., 
1981; Jensen, 1971; Lambert and Johnson, 1978). 
The yield component most strongly related with maximum 
yield is the number of kernels produced per ear, and this 
quantity is markedly decreased by delays in pollination of 
as few as two days (Freier et al., 1984; Kiniry, 1979). 
Buren and coworkers (1974) found that the characters 
associated with tolerance to dense populations are: 
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1. Rapid silk extrusion 
2. Coincidence of pollen shed and silk extrusion 
3. Rapid growth of the first ear and first ear silks 
4. Prolificacy 
5. Reduced tassel size 
All of these points support the case that kernel number 
is the primary determinant of yield level. Specifically, 
point [5] indicates that tassel size is larger than 
necessary for the pollen shedding function. Lambert and 
Johnson (1978) were able to obtain higher yields from 
liguleless genotypes (the liguleless gene produces smaller 
tassels). These workers calculated that, during the pollen 
shedding phase, a normal genotype loses 11 kg elemental 
nitrogen, 1.5 kg phosphorus, and 5.3 kg potassium per 
hectare from tassels. Sanford et al. (1965) reported that, 
prior to anthesis, there is substantially more nitrogen in 
male-fertile than male-sterile tassels. These observations 
suggest that large tassels may compete with developing 
ovules for growth substrate. 
Silking In accordance with the pattern in which 
spikelet pairs are differentiated on the pistillate 
inflorescence (ear), the styles (silks) of maize florets are 
produced in acropetal direction, beginning immediately upon 
termination of spikelet differentiation (Bonnett, 1940). 
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This occurs from 10 to 7 days prior to silking (V17) 
(Ritchie and Hanway, 1982; Tollenaar and Daynard, 1978b). 
This is the first of many patterns that contribute to 
ontogenetic differences existing within the population of 
kernels on an ear, as this wave of style production 
establishes a time lag for developmental events that 
gradates from the base to the tip of the ear. Tollenaar and 
Daynard (1978b) determined that silks of tip kernels emerge 
5 days after those from the base have done so. 
The rate of silk growth is sensitive to ambient 
temperature and to moisture stress (Herrero and Johnson, 
1981). This, coupled with the protandrous habit of maize, 
can lead to poor pollination when physiological stresses 
(induced by biotic or environmental causes) delay silk 
emergence until late in, or after, the period of pollen shed 
of the tassel. If an ovule is not fertilized, its silk 
continues to elongate. The silk of a fertilized ovule 
withers at its intercalary meristem (near the base of the 
silk) and abscisses by R2 (Aldrich et al., 1986), leaving a 
perceptible scar on the eventual pericarp of the new fruit. 
This phenomenon is controlled by the supply of moisture to 
the silk (Herrero and Johnson, 1981). Each silk is formed 
via the condensation of two carpels, each with its own 
vascular thread. Therefore, each silk is supplied by two 
vascular bundles (Kiesselbach, 1949). 
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Pollen shed Pollen grains are shed over a period of 
about a week, but most pollen is shed during the first half 
of the period (Sadras et al., 1985). It has been calculated 
that a normal tassel may shed from 2 to 5 million pollen 
grains, or about 2,000 to 5,000 pollen grains per silk per 
plant (Aldrich et al., 1986). Obviously, lack of pollen 
does not usually limit successful pollination. Factors that 
may reduce pollen fecundity are mostly related to the length 
of the interval between pollen shed and silking (pollen 
grains are viable only for a couple of days; Tollenaar and 
Daynard, 1978b), and to environmental factors (such as high 
temperature), that reduce pollen quality (Herrero and 
Johnson, 1980). 
Pollination It is first necessary to clarify the 
meaning of this word. "Pollination" as commonly used by 
agriculturalists may refer either to pollen shed, or to the 
landing of pollen grains on styles, or to fertilization of 
the female gametophyte, or it may loosely embrace all three 
of these distinct processes. As used here, pollination will 
refer exclusively to the event of pollen alighting and 
germinating on a style. 
The stigmas of maize styles are borne on the tip of 
bifurcate branches (Kiesselbach, 1949). As soon as styles 
emerge from the husks, their stigmas are viable receptors of 
pollen and remain receptive for a period of 7 to 10 days 
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after emerging (Randolph, 1936). Pollen grains, however, 
are most fecund immediately after being shed, and lose most 
of their potency by 48 hours after being shed (Tollenaar and 
Daynard, 1978b). 
As a result of these two factors, pollen grains 
germinate immediately after alighting on silks, the male 
gametes passing into the pollen tube within 2 to 4 hours 
after pollination (Randolph, 1936). It is not only 
possible, but in fact the rule that not one but often dozens 
of pollen grains may alight and germinate on a single style. 
Dissections of styles show that many pollen tubes may grow 
down a single style, and that it is the first of these 
pollen tubes to reach the micropyle of the female 
gametophyte that enables the fertilization of the egg and 
polar nuclei (Kiesselbach, 1949). It has been suggested 
that competition among pollen tubes may improve the genome 
of the sporophyte, since mutations occurring in haploid 
tissue cannot be masked by a dominant allele. About 60% of 
the genes expressed by the pollen grain and tube overlap 
with those of the sporophyte (Mulcahy and Bergamini Mulcahy, 
1987; Ottaviano et al., 1980). 
Pollen tubes course down the style following fissures 
that exist between the densely cytoplasmic vascular sheath 
cells of the style, consuming materials from the style for 
the growth of the tubes themselves (Herrero and Johnson, 
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1981). Pollen grain energy reserves alone can sustain only 
an average of 7 cm tube growth (Styles and Singla, 1987). 
Though there is a cavity named the 'stylar canal' that 
exists roughly in the center of the style at the point where 
the two carpels that compose the style meet, pollen tubes do 
not grow in this region, as was supposed by Guignard (1901). 
The rate of growth of pollen tubes is a function of 
ambient temperature and of the vertical position of the 
ovule bearing the style being penetrated (Randolph, 1936). 
Weatherwax (1919) reported pollen tube growth rates of 1 
cm/hr for style lengths of 25 cm, when maximum daytime 
temperatures ranged from 22 to 25 C. Rhoades (1934), 
reported tube growth rates of 0.6 cm/hr for style lengths of 
7-11 cm, and of 0.74 cm/hr for style lengths of 11 - 14 cm 
when plants were maintained at constant 25 C temperature. 
Randolph (1936) observed tube growth rates of 0.5 cm/hr for 
style lengths of 3 - 5 cm and of 0.7 cm/hr for style lengths 
of 15 - 18 cm, in conditions with minimum night temperatures 
of 13 - 17 C and maximum day temperatures of 25 - 30 C, 
Therefore, pollen tubes grow at greater rates when growing 
in styles issued from the base of the ear. 
Daytime temperature maxima seem to regulate pollen tube 
growth rate. Pollen tube growth rates reported by Rhoades 
(1934) for plants maintained at constant 25 C temperature do 
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not vary appreciably from those reported for plants growing 
under normal ambient temperature amplitudes. This 
observation is in accordance with these facts: 1) most 
pollen shed occurs in mid-morning hours (Herrero and 
Johnson, 1981), 2) pollen grains germinate soon after 
alighting (Randolph, 1936) and 3) most pollen tubes reach 
the embryo sac within 20 hours of alighting (Randolph, 
1936). Therefore, most pollen tubes initiate their growth 
during daytime hours. 
Fertilization Fertilization of the maize female 
gametophyte is the classic 'double fertilization' of 
angiosperms that was first described by Guignard (1901). 
Two sperm nuclei course through the male gametophyte (pollen 
tube), and penetrate the egg sac through the micropyle. One 
sperm nucleus then conjugates with an egg nucleus. The 
second sperm nucleus fuses similarly with a polar nucleus, 
but then the resulting zygote fuses once more with a second 
polar nucleus. The result is that two zygotes are formed: 
one a diploid, the future sporophyte; the second a triploid, 
the eventual endosperm, an ephemeral energy reserve tissue. 
The two organisms behave differently from the outset. The 
primary endosperm nucleus commences dividing almost 
immediately afer its generation, whereas the primary embryo 
nucleus does not divide until 10 or 12 hours later, when 
50 
four to eight endosperm nuclei exist already (Randolph, 
1936). 
Biologically, there are two interesting consequences of 
this mode of fertilization. The first is that the two new 
organisms within the egg sac may compete, or at the very 
least interact, to utilize the growth substrate that enters 
the kernel. The second is that, genetically, the two 
organisms are identical, only their ploidy level 
distinguishing them, yet the course of development for each 
is dramatically different (Neuffer et al., 1986). 
There are distinct mechanisms for solute transport into 
each the embryo and endosperm. There is evidence that 
assimilates for endosperm development enter the kernel 
passively, whereas assimilates for embryo development are 
taken up actively from the endosperm via the scutellum 
(Griffith et al., 1986; R. J. Jones et al., 1986; Lyznik et 
al., 1982,1986). However, both growing embryo and endosperm 
are confined within the same structure (Lampe, 1931). There 
is an important consequence of this situation, concerning 
the duration of the grain filling period, and this will be 
discussed in the following section. 
Embryo development Neuffer and colleagues (1986) 
have determined that at least 300 genes are involved in 
endosperm development, and that at least that many (but 
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probably many more) are involved in embryo development. 
These workers speculate that the initial position of the 
primary nucleus of these organs within the egg sac may 
affect their subsequent gene expression. 
Lampe (1931) reasoned that the complicated "polar and 
symmetrical" pattern of cellular development of the 
endosperm must be regulated by chemical gradients existing 
in the developing kernel. Recent work with bacterial 
colonies that are presumably composed of genetically 
identical cells, yet display complicated morphologies and 
phenotypic variation within the same colony, has shown that 
cells and cell lineages respond dynamically to chemical 
variations in their immediate environment (Shapiro, 1988). 
Laughon and Carroll (1988) and Marx (1986) have described 
experiments in which dyes triggered by gene expression have 
revealed that the early morphogenesis of insects is 
carefully laid out in cell regions that are marked by a 
chemical 'grid.' Each segment within such a grid can be 
mapped to a specific structure in the mature insect. 
Wardlaw (1968) predicted that such 'low-level' organization 
would be necessary for higher-level organization to be 
manifested. Wolpert (1969) developed a mathematical 
treatment that explains cellular differentiation on the 
basis of spatial and positional information exchanged among 
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cells. It may be that complete understanding of the 
development of structures within the kernel will not come 
until there is a better understanding of the chemical and 
organizational gradients that underlie the structure of the 
ovule. This illustrates the theme that events of the 
reproductive phase cannot be separated from the events that 
precede them in the generative phase. 
The primary embryo nucleus develops gradually into a 
proembryo whose first recognizable structure is the vertical 
axis that eventually becomes the scutellum. In congruence 
with the phytomeric pattern of maize sporophyte development, 
the eventual embryo is first formed as a lateral branch from 
this axis (Kiesselbach, 1949; Pohl, 1988; Randolph, 1936). 
By physiological maturity of the kernel, the embryo has 
formed a miniature maize plant with rudimentary radicle and 
five primordial leaves (Kiesselbach, 1949; Sass, 1977), 
contains approximately 11% of the final dry weight of the 
kernel (Watson, 1987), and has elongated from 0.1 mm at 5 
days post-fertilization to 8.4 mm (the whole kernel may 
measure 11 mm length at this stage) (Randolph, 1936). 
Fastest growth occurs from 20 to 50 days post-fertilization, 
when the embryo elongates by one half its final length. 
Bell (1952) found that embryo development is at the same 
stage in all kernels of the ear. Though embryo lengths are 
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not equal in all kernels, the state of organogeny is 
identical in all kernels. However, endosperm development is 
in different stages in kernels at various positions on the 
ear. 
The significance of the extension of the embryo becomes 
obvious when considering the competition for space within 
the kernel. Solutes and assimilates enter the kernel 
through transfer cells in the base of the kernel. As the 
embryo grows, the base of the elongating scutellum gradually 
occludes this area. The process brings about the eventual 
maturation of the kernel. Dry matter accumulation ceases 
when the embryo completely crushes the basal transfer cells 
and blocks the further entry of materials to the kernel 
(Duvick, 1951). 
Grain filling 
Since a large part of plant physiology has to do 
with growing tissues, it will be important to deal 
effectively with the kinematics of growth, in 
order to make valid.estimates of biosynthetic 
rates, for instance. Studies of the role of water 
and solute transport in tissue growth will have to 
take account of the kinematics of the growing 
tissue, as will considerations of the energetics 
of tissue growth. 
Erickson, 1988 
Endosperm development Much less is known about the 
development of maize endosperm than is known about that of 
wheat. Much basic research on wheat endosperm development 
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has been performed by Australian and British physiologists, 
whereas most of the relevant research on maize endosperm 
development consists of comprehensive histological studies 
performed between 1926 and 1951 by a handful of researchers 
in the United States (Duvick, 1951; Kiesselbach and Walker, 
1952; Lampe, 1931; Randolph, 1936; Weatherwax, 1930). 
American and Canadian research teams have done some work in 
the area within the past 10 years (R. J. Jones et al., 1985; 
R. J. Jones et al., 1986; Reddy and Daynard, 1983), but this 
is the extent of the work that is available for information 
on this important aspect of maize yield definition. In the 
description that follows, much will have to be inferred by 
comparison with the much better understood wheat plant. 
Maize exhibits a 'nuclear' pattern of endosperm 
formation (Esau, 1977a). A phase of coenocytic (free 
nuclear) division precedes a phase of cellular growth. 
Randolph (1936) observed that the primary endosperm nucleus 
divided within 2 to 4 hours after triple fusion. 
Kiesselbach (1949) reported the same event occurring within 
the first 3 to 5 hours following syngamy. This places the 
first endosperm division at roughly 24 hours after 
pollination. In wheat, the first division has been reported 
to occur 5 to 6 hours after triple fusion (Lersten, 1987). 
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The daughter nuclei resulting from the first nuclear 
division migrate toward opposite sides of the zygote 
(Randolph, 1936), which is located at the micropylar end of 
the egg sac. In the following 12 hours, one or two more 
divisions may take place, and the resulting nuclei migrate 
toward the periphery of the basal portion of the embryo sac 
(Randolph, 1936). Kiesselbach (1949) noted that a central 
vacuole forms, and that nuclei are embedded in the cytoplasm 
lining the periphery of the egg sac. Randolph (1936) 
pointed out that in this phase of growth the nuclear 
divisions tended to occur in unison. The two researchers 
report slightly different rhythms of nuclear division 
occurring after the primary divisions have taken place. 
In Randolph's (1936) observations, 128 and 256 
endosperm nuclei were present 3 and 4 days after 
pollination, respectively. Kiesselbach (1949) observed 
between 128 to 256 endosperm nuclei present in the materials 
he inspected 50 hours after pollination. All observers 
agree that the nuclei are aligned along the walls of the egg 
sac. This is the extent of the empirical data available on 
the process of coenocytic endosperm development. Key data 
such as the total number of nuclear divisions occurring 
prior to cellular growth, and the rate at which these 
divisions progress, are not available. In wheat, a total of 
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10 cycles of nuclear division have been observed to occur 
prior to cellular growth (Lersten, 1987). 
It is known from other taxa exhibiting nuclear 
endosperm division that a resting phase occurs prior to 
cellular growth, during which nuclear divisions cease and 
central vacuoles form that digest the cytoplasmic material 
and the organelles of the egg sac (Esau, 1977a). According 
to Randolph (1936), the endosperm begins to quickly become 
cellular by the middle of the third day post-pollination, 
and the process is completed by four days following 
pollination. Ouvick (1951) observed that cell walls were 
first laid down in the periphery of the egg sac, and then 
progressed toward the central vacuole. Kiesselbach (1949) 
adds that walls form in such a way that they separate the 
pre-existing nuclei, but that the side of the newly created 
cells that faces the inner vacuole remains open. Randolph 
(1936) observed rapid cellular division beginning on day 5 
post-pollinat ion. 
Duvick (1951) reported that by 5 days after pollination 
most central cells were completely cut off by walls, and 
that random mitoses occurred throughout the endosperm until 
6 days after pollination. All observers concur that at this 
time a highly organized pattern of endosperm development 
emerges. By 7 days post-pollination, all cell division is 
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restricted to the peripheral layer, in a pattern that is 
common to grass caryopses. This peripheral layer has been 
referred to as a cambium (Gordon, 1922) and as a meristem 
(Lampe, 1931). Gordon (1922) observed that all small grain 
species save barley have only a single-layer cambium that 
cuts off cells toward the kernel interior (by periclinal 
division), whereas the similar proliferating layer of barley 
and maize is several cells thick. This layer continues to 
cut off cells until 20 to 25 days post-pollination, when it 
becomes identifiable as the aleurone layer of the new fruit 
(Duvick, 1951; Gordon, 1922; Kiesselbach, 1949; Lampe, 
1931). The only dissenter in this respect is Randolph 
(1936), who alone reported that mitoses continued to occur 
in the periphery of the kernel all during the filling period 
and until 45 to 48 days post-pollination. This is an 
unusual observation that no other maize researcher has been 
able to confirm. In wheat, the meristematic activity of the 
peripheral layer ceases between 16 to 20 days after anthesis 
(Lersten, 1987). 
Until recently, no researcher had approached the 
daunting problem of determining the total number of cells 
produced in the typical maize endosperm. This has been 
determined to be about 100,000 cells in the wheat endosperm 
(Briarty et al., 1979). The two sources for such 
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information pertaining to maize are contradictory. Reddy 
and Oaynard (1983) determined endosperm cell number of 
various maize genotypes by employing a method developed by 
Rijven and Wardlav (1966). The greatest cell number 
reported by Reddy and Daynard is 176,000 per maize 
endosperm. This number seems proportional to the greater 
size of the maize kernel in comparison with that of wheat. 
However, R. J. Jones et al. (1985) and R. J. Jones et al. 
(1986) utilized the same method, modified by the procedures 
of Singh and Jenner (1982), and reported cell numbers 
ranging from 220,000 to 890,000 per maize endosperm for ears 
produced in a greenhouse environment. Though Duvick (1951) 
did not make a determination of the total number of cells 
per endosperm, he did take detailed measurements of cell 
size at various positions within the endosperm. Rough 
calculations utilizing Duvick's data for cell areas, and 
comparisons of these with the physical dimensions of a maize 
kernel, have led me to conclude that the data reported by 
Reddy and Daynard (1983) are the most reasonable. In 
personal communication. Dr. Nels Lersten (Iowa State 
University Botany Department) has concurred with this view. 
The generation of new endosperm cells from the 
peripheral meristematic layer is a complex process. It was 
evident from the earliest studies (Lampe, 1931; Weatherwax, 
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1930) that endosperm development is "...characterized by 
morphological and physiological gradients which are 
undoubtedly associated with polarity and symmetry in growth" 
(Lampe, 1931). Boyer and Shannon (1974) incubated endosperm 
cells in vitro and found that the excised cells developed 
endosperm tissue similar to that in intact kernels. Even 
the pattern of cellular differentiation was similar. During 
the first day after transfer, no divisions were observed in 
the cells, but from 2 to 8 days after transfer the 
population proliferated with a mitotic index of 5.5%. The 
division rate declined thereafter until, at 13 days after 
transfer, only 2.6% of the cells were dividing. This 
research group has successfully maintained endosperm 
cultures in vitro for years at a time to facilitate study of 
starch synthesis (Chu and Shannon, 1975). The fact that the 
mitotic potency of endosperm cells is at its maximum about 
1.5 weeks post-fertilization is reflected in the fact that 
the best proliferation of cells is obtained when 10-day old 
endosperm cells are cultured (Shannon, 1982b). 
The most comprehensive study of the process of 
endosperm formation is that of Duvick (1951). He observed 
that the meristematic layer was 3 to 5 cells thick, and that 
it became organized between 7 to 9 days after pollination. 
There was a characteristic ratio of periclinal to anticlinal 
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division in this layer and this ratio was peculiar to 
specific maize types (flint or dent) and to the specific 
stage of endosperm development. 
Dent kernels are shaped by the predominance of 
periclinal divisions (parallel to the surface of the kernel) 
during the first few days of cellular growth. Such 
divisions contribute to the size of the endosperm. Cellular 
division reaches a peak at about 13 days post-pollination. 
Knowles et al. (1986) measured the mitotic index of 
developing endosperm and found that, in their material, peak 
division rates were attained 8-10 days post-pollination, 
with a mitotic index of near 11%. After this peak of 
division rates is reached, a singular change in the pattern 
of meristematic activity takes place. Protein granules 
become visible in the meristematic cells and these cells 
begin to acquire the characteristics of the aleurone layer. 
In addition to a falling rate of cytokinesis, a greater 
frequency of anticlinal divisions is observed, especially in 
the crown region. These anticlinal divisions (perpendicular 
to the outer surface of the kernel) allow the kernel to 
expand and to become broad at the top (the ovule is 
initially spherical). The middle sections of the kernel 
continue to cut off cells predominantly by periclinal 
divisions, which contributes to the characteristic thickness 
of these kernels. 
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Duvick observed that the kernel expansion promoted by 
anticlinal divisions results in upward displacement of rows 
of endosperm cells. These rows can be traced with regular 
symmetry from the interior of the endosperm to the 
approximate region of origin of their lineage in the 
periphery of the kernel. Between 21 to 25 days post-
pollination, mitoses cease in the crown region (in the 
vicinity of the silk scar^, and the phenomenon spreads in a 
wavelike fashion toward the base of the kernel, such that 
the peripheral cells near the base of the kernel are the 
last ones in which mitosis is observed. Duvick's detailed 
study allowed him to generalize that: 
The endosperm consists of a central core of cells 
which are of approximately equal age, surrounded 
by concentric layers of cells, each successive 
layer towards the periphery consisting of cells at 
least one cell division further removed from the 
central core. 
It is a key observation that the endosperm is a 
heterogenous population of cells of differing sizes, nuclear 
activities, and physiological ages (Boyer and Shannon, 1987; 
Duvick, 1951; Lampe, 1931; Knowles et al., 1986; Shannon, 
1974). 
Starch accumulation Final kernel weight is the 
product of rate and duration of starch accumulation within 
the kernel (Jenner, 1986b). Many factors influence this 
process, and they may be summarized as: 
1. Biochemical pathway of starch synthesis 
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2. Quantity of starch manufacturing machinery 
3. Supply of assimilate 
4. Environmental effects on the above 
The basic unit of starch accumulation is the 
amyloplast. This plastid is similar to the choloroplast 
(the two are interconvertible in certain tissues). The 
importance of this factor (for the understanding of starch 
synthesis), is that it can be expected that the enzyme 
complement in amyloplasts is similar to that of chloroplasts 
(Preiss, 1988; Shannon, 1982a). 
In maize, one starch granule is formed per amyloplast 
(Shannon and Garwood, 1984). Reddy and Daynard (1983) 
observed an average of 211 to 340 starch granules per cell 
across three genotypes ranging from flint to dent endosperm. 
These workers noted a 19 to 28% reduction in starch granule 
content of apical kernels when compared to basifixed 
kernels. The maximum size of granules seems to be a fixed 
genetic property, and it is characteristic of a given cell 
age. Mature granule size ranges from 7 to 18 microns in 
diameter (Shannon, 1974). 
Amyloplasts form very early in endosperm development 
(Duvick, 1951, Shannon and Garwood, 1984). Lampe (1931) 
observed plastids 7 days post-pollination, and detected 
starch accumulation by 10 days post-pollination. 
Amyloplasts first appear immediately surrounding the 
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nucleus. As granules begin to expand, they do so according 
to a pattern that is genotype-specific (Zobel, 1988). In 
non-mutant dent endosperm, initial growth produces spherical 
granules, but by 36 days post-pollination granules become 
angular due to pressure from neighboring granules or from 
the protein matrix within which they are embedded (Boyer et 
al., 1977; Duvick, 1951). All granules within a single cell 
grow at the same, uniform rate (Lampe, 1931; Shannon, 1974). 
No further granule formation occurs once starch synthesis 
has been initiated within a kernel (Duvick, 1951, 1961). 
Duvick (1951) observed that there are two major spatial 
gradients for starch accumulation within the developing 
kernel. The first gradient is from kernel tip (beneath the 
silk scar) to kernel base. The second is from kernel center 
to periphery. Shannon (1974) observed that starch 
accumulation after 30 days post-pollination occurred at very 
slow rates and only in peripheral starch granules. Though 
Shannon observed the largest starch granules in cells from 
the central endosperm, Duvick (1951) found the largest 
granules in cells 11 to 13 cell layers from the periphery. 
This was because granules in the central endosperm grew at a 
very rapid rate but ceased starch accumulation by 30 days 
post-pollination, whereas granules in peripheral cells grew 
at slow rates essentially until physiological maturity of 
the kernel. Seemingly, Duvick found that the optimum 
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combination of rate and duration for starch granule size 
occurred in a region intermediate to the kernel center and 
periphery. 
There has been interest in understanding how endosperm 
cell and starch granule numbers are determined. The 
technique of ^  vitro culture of excised maize kernels 
(Gengenbach, 1977) has been utilized to test various 
environmental effects on the isolated kernel system. 
R. J. Jones et al. (1984) and R. J. Jones et al. (1985) 
studied the effects of various temperature regimes on 
cellular components. These workers found that cell number 
and granule number respond differently to temperature 
extremes. In general, when temperatures are controlled 
during the endosperm differentiation phase, cell number 
varies inversely with temperature (with an optimum at 30 C), 
and starch granule number decreases with any temperature 
extreme (15 or 35 C). Under low temperature, final kernel 
weight is not enhanced even though a larger number of cells 
is produced, because starch granule content per cell is 
decreased by 70% under this condition. 
Major and Schaalje (1985) found that grain weight of 
dent-dent hybrids responds more favorably to high 
temperatures during kernel development than does that of 
flint-dent hybrids, but both materials responded positively 
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to temperature increments from 15 to 30 C. Both materials 
responded better when temperature was increased from 20 to 
25 C than when temperature was increased from 25 to 30 C. 
Since the experiments of Jones and coworkers extended the 
temperature treatments to 35 C, and this resulted in 
detrimental effects, these studies indicate that the 
temperature optimum for development of kernel cellular 
components may be between 25 and 30 C. Knievel and 
coworkers (1984) found that if whole ears on greenhouse-
produced plants were temperature-controlled, maximum kernel 
growth rate occurred from 25 to 32 C. 
Such experiments may explain the mechanism that 
mediates an important effect of temperature on yield, since 
both cell number and starch granule content per cell are 
very sensitive to temperature fluctuation. Because these 
two components combine to produce the number of sites for 
starch synthesis per kernel, there is good correlation of 
cell and granule number per kernel with final grain yield 
(Reddy and Daynard, 1983). 
Loomis (1934) predicted that because of the processes 
necessary for growth (protein synthesis, protoplasm 
formation), temperature effects on growth of maize should be 
predictable. He found that growth rates of maize in the 
field follow the variation in temperature during the night, 
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and the variation in moisture availability during the day. 
His studies shoved good correlation of cellular 
differentiation with temperature, and that the low range of 
temperature for cellular division of maize tissue is around 
10 C. Based on the assumption that temperature exerts its 
effect on development via an effect on enzyme reaction 
rates, and that a single, "control-enzyme" regulates whole-
organism growth, Sharpe and DeMichele (1977) and Kiniry 
(1979) have developed thermodynamic and kinetic equations 
that are able to accurately predict the effect of 
temperature on the development of organisms. 
In experiments designed to test the effect of high 
temperature on the rate of starch synthesis, Ou-Lee and 
Setter (1985b) heated apical kernels to constant 25 C 
temperature, from seven days post-pollination until kernel 
maturity. Both starch synthetic rate and final weight of 
apical kernels were increased by the treatment. 
In order to further interpret the effects of 
temperature on specific starch synthetic events, an 
understanding of starch synthesis pathways is necessary. 
The rection steps that will now be described are numbered 
according to, and may be followed in. Figure 1. 
Substrate for endosperm starch accumulation arrives as 
sucrose in phloem traces that terminate in the pedicel 
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FIGURE 1. Compartmentation of enzymes and metabolites of 
starch biosynthesis (Boyer and Shannon, 1987) 
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supporting a kernel (Felker and Shannon, 1980). Sucrose is 
unloaded into the pedicel parenchyma and accumulates there. 
Before arriving in endosperm amyloplasts, sugars traverse an 
apoplastic barrier that separates the kernel from the mother 
plant (Boyer and Shannon, 1987). This apoplastic region is 
formed when placento-chalazal tissues collapse shortly after 
the completion of endosperm cell differentiation. Sucrose 
is hydrolyzed by sucrose invertase [1] in the pedicel 
parenchyma, glucose and fructose diffuse across the 
apoplastic barrier, and sucrose is resynthesized by 
invertase in the lover cells of the endosperm (Doehlert et 
al., 1988; Felker and Shannon, 1980; Griffith et al., 1986; 
Porter et al., 1986). This process occurs via passive 
processes and is fairly unregulated, whereas sugar uptake by 
the embryo is an active process that is temperature and pH 
dependent (Griffith et al., 1986). 
Once resynthesized within cells of the endosperm base, 
sucrose rapidly diffuses via the symplast to the topmost 
region of starch synthesis. Endosperm cells are linked by 
plasmodesmata, and linear rates of sucrose migration of 2.7 
mm h~^ have been observed (Shannon, 1978). During the phase 
of rapid starch accumulation, labeled C fed as ^^C02 to the 
leaf above an ear node, reaches the top of kernels within 6 
hours (Shannon, 1974). 
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In a starch synthesizing cell, sucrose is incorporated 
into developing starch granules via a process that can be 
summarized as proceeding through: (a) the steps of 
glycolysis in the cytoplasm, (b) importation of trioses by 
the amyloplast, and (c) the donation of an activated 
glucosyl residue reconstructed within the amyloplast from 
triose by the reactions of gluconeogenesis (Preiss, 1988; 
Shannon and Garwood, 1984). 
As can be seen in Figure 1, there are two steps where 
these processes may proceed according to differing paths. 
Sucrose may be inverted by invertase [1], or by sucrose 
synthase [11]. And, the final phosphorylated glucosyl may 
be added to starch by starch phosphorylase [14] or starch 
synthase [13]. In addition, Echeverria et al. (1988) have 
noted that maize amyloplast starch synthase [13] can use 
either UDPG or ADPG (NDPG) for starch synthesis, whereas 
chloroplast starch synthase specifically requires ADPG as 
substrate for starch synthesis. Recently, Keeling et al. 
(1988) have reported experiments that suggest that in 
developing wheat amyloplasts it is a phosphorylated hexose, 
and not a triose species, that is imported from the 
cytoplasm by amyloplasts. However, Echeverria and 
associates (1988) have noted that in maize amyloplasts no 
starch accumulates in the absence of fructose bisphosphate 
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aldolase [7] and triosephosphate isomerase [8]. These two 
enzymes are necessary for the production of dihydroxyacetone 
phosphate (the species transported across the amyloplast 
membrane). 
The disparity in descriptions of the starch synthetic 
pathway may be due to several causes. It is known that the 
pathway is highly buffered, and that there are many isozymes 
for most of the key enzymes in the pathway (Boyer, 1985; 
Bryce and Nelson, 1979; Creech, 1968; Neuffer et al., 1986). 
Schuster and Heinrich (1987) have developed a mathematical 
formulation of enzyme systems that shows that if net flux 
through a chain of reactions is to be preserved, there 
exists a distribution of possible solutions that lead to 
various rate constants and time hierarchies, a role that 
isozymes seem to fulfill in biology. 
In addition, there is good evidence for the point that 
different enzyme systems operate during different phases of 
endosperm development (Ozbun et al., 1973; Shannon, 1974). 
Tsai et al. (1970) detected a peak of invertase [1] activity 
in endosperm 12 days post-pollination, followed by a rapid 
decline that was associated with an increase in the activity 
of sucrose synthase [11]. 
Another factor associated with conflicting views of 
starch synthesis is that it is not clear what the final step 
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in starch synthesis may be. A growing granule is obviously 
undergoing structural changes as it expands. Starch could 
be formed in the cytosol and then polymerized onto the 
surface of the granule, or it could be formed within the 
granule matrix before polymerization (Shannon, 1974). In 
either case, the environment of the granule itself is 
changing, and with time, the structure of enzyme systems may 
be altered or disrupted (depending on their localization) 
(Kainuma, 1988). As the kernel matures, moisture is 
gradually lost and amyloplast membranes are ruptured by the 
pressure of developing granules (Duvick, 1951). 
Maize starch is a substance composed of two main 
polymers, amylose and amylopectin (Akazawa, 1976). Because 
the length of the polymers is variable, and because their 
proportion is not constant throughout ontogeny, then maize 
starch "has no true primary structure" (Boyer, 1985). 
Amylose is a mostly linear polymer, usually accounting for 
30% of maize starch, composed of 600 to 3000 glucose 
residues with an alpha-1,6 branch point on the average of 
every 1000 residues. Amylopectin is a more densely branched 
polymer that accounts for nearly 70% of maize starch, with 
6000 to 60,000 glucose units and branch points every 20 to 
26 units. There is an intermediate polymer in size and 
ramosity, phytoglycogen, that exists in sweet corn endosperm 
and in some mutants (Boyer, 1985; Kennedy and White-, 1983; 
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Takeda et al., 1988). Most starch is built up by the 
addition of individual glucose residues to a primer chain 
(via branching enzymes), whereas certain variants, such as 
phytoglycogen, are breakdown products of larger starch 
chains (via debranching enzymes) (Boyer and Shannon, 1987; 
Erlander, 1958; Kainuma, 1988). Therefore, there is a 
multiplicity of enzyme systems operating in phase or 
alternately during a given stage of endosperm development. 
One last feature of developing starch granules that may 
cloud the interpretation of the starch synthetic pathway is 
the fact that both anabolic and catabolic enzymes for starch 
granules must be present in the same compartments, yet be 
carefully regulated to prevent conflicting functions 
(Kainuma, 1988; Preiss, 1982). Starch is hydrolized upon 
seed germination to provide nutrients for embryo 
development. It is possible that some of the enzymes 
detected in assays of developing endosperm are inactive 
catabolic enzymes. There is evidence that this is the case 
for starch phosphorylase [14], and that this enzyme plays no 
role in _in vivo starch synthesis (Preiss, 1988; Shannon and 
Garwood, 1984). 
Of interest in understanding factors that may affect 
the rate of starch synthesis is the nature of regulating 
mechanisms that may exist for starch formation in the 
amyloplast. In leaves, ADPG pyrophosphorylase [12] is an 
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allosteric enzyme that is closely inhibited by inorganic 
phosphate (Pi), and activated by 3-phosphoglyceric acid 
(3-PGA). This is an important regulatory mechanism for 
starch synthesis in chloroplasts. Yet in amyloplasts starch 
synthesis is very insensitive to concentrations of Pi or 
3-PGA of up to 3 times the concentration that gives control 
in chloroplasts (Boyer, 1985). Shannon and Garwood (1984) 
point out that fine-tuned regulation of starch synthesis and 
degradation is much more critical in chloroplasts, where 
carbon fixation and export of assimilate to the plant are 
controlled. This contrasts with the case of the amyloplast, 
where during the starch accumulation phase of a kernel there 
is only a single, focused direction for metabolism. Boyer 
(1985) underlines the critical function of chloroplasts by 
pointing out that while a vast number of endosperm starch 
synthetic mutants are known, there is not one mutant known 
for leaf starch synthesis. 
Both cell wall-bound and free invertase are ubiquitous 
in the pedicel parenchyma and lower endosperm, making it 
doubtful that sugar interconversions may limit the substrate 
available for starch synthesis (Doehlert, 1988; Griffith et 
al., 1986; Ou-Lee and Setter, 1985a). 
One other candidate for a regulatory function is the 
amyloplast enzyme phosphoglucomutase [9]. The reactant for 
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this enzyme (glucose-6-phosphate), is present in a 
concentration 40 times greater than the product 
(glucose-l-phosphate), indicating that the product is 
utilized by the next enzyme [12] in the link as fast as it 
is produced. Phosphoglucomutase is possibly the regulating 
enzyme whose response to temperature fluctuations mediates 
the rate of starch synthesis (Shannon, 1982a; Shannon and 
Garwood, 1984). 
The Ou-Lee and Setter (1985b) study, in which the rate 
of starch synthesis of apical kernels was enhanced by 
heating to 25 C, did not result in a yield increase from the 
whole ear. Final kernel weight of apical kernels was offset 
by a reduction in weight of the meridional and basifixed 
kernels. This result leads to several possibilities. 
Firstly, this elastic response of the whole ear to a change 
in the dry matter accumulation rate of individual components 
suggests that the limitant for dry matter gain was the 
substrate availability, and not the capacity of the ear to 
manufacture starch. Secondly, if the activity of apical 
kernels is enhanced, their yield potential is equal to that 
of lower kernels, implying competition for assimilate supply 
among kernels on an ear, with basifixed kernels having 
ordinal precedence for that assimilate. Lastly, it can be 
concluded that the capacity of granules to accumulate starch 
does not limit grain yield (cf.. Shannon, 1974). 
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Physiological maturity Physiological maturity 
occurs when starch no longer accumulates in the kernel. The 
most visible evidence of this is the formation of the region 
known as the "closing" layer, dehiscence layer, or "black" 
layer (Daynard, 1969). This is a layer of compressed cells 
that results when cells between the parenchyma of the 
pedicel and the placento-chalaza of the kernel collapse, 
sealing the kernel from the mother plant (Felker and 
Shannon, 1980). Moisture content of the kernel is usually 
between 30 to 40% when this occurs (Daynard, 1972). The 
black layer is not formed in direct response to 
environmental factors (Hallauer and Russell, 1961), and is 
induced only when sugar supply to the kernel diminishes 
(Afuakwa et al., 1984). Factors that may bring about 
reduced sugar supply and thereby formation of the black 
layer are: cool temperatures, drought, defoliation, or 
crushing of the kernel's basal transer cells by the 
developing embryo. 
The 'Kernel Set' Syndrome 
To increase grain yield we need to understand how 
grain number per unit area of crop is determined 
and the relationship between assimilate supply, 
grain numbers, and the growth of individual 
grains. 
-Fischer and Palmer (1984) 
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Grain yield of cereal plants is closely related to 
kernel number per unit area (Egharevba et al., 1983; Evans, 
1978; Gallagher, 1979; Loza-Tavera et al., 1987). There is 
a close relationship between grain yield per unit area and 
grain yield per plant (Duncan, 1958). The number of 
spikelets initially produced by the pistillate inflorescence 
of maize is greater than the final number of filled kernels 
found on the mature ear (Duncan, 1975a). The process 
whereby kernel number is determined is commonly referred to 
as "kernel setting," and probably encompasses several 
mechanisms. 
The potential productivity of maize is much greater 
than the actual level attained. As reviewed earlier, 
several ear shoots per stalk are generated, yet of these 
typically only the topmost or topmost two will survive into 
the grain-filling phase (Siemer et al., 1969). The 
indeterminate growth habit of the ear results in a number of 
rudimentary spikelets formed at the apex (Bonnett, 1940). 
These spikelets are structures that are left "unfinished" 
when leaf expansion ceases and anthesis begins, and they are 
not viable for fertilization. 
Apical ovules have offset ontogeny (Bonnett, 1940; 
Tollenaar and Daynard, 1978a). They expose their silks 
later than do basifixed ovules, and are fertilized later or 
not at all due to poor synchrony with pollen shed. This 
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factor is compounded by environmental stresses (drought, 
high temperature) (Hall et al., 1981; Herrero and Johnson, 
1981; Jensen, 1971), or by competitive effects (Buren et 
al., 1974; Freier et al., 1984; Kiniry, 1979), resulting in 
unfertilized ovules. 
Even when pollinated successfully, several factors may 
mitigate against continued ovule development. For example, 
unfavorable mineral nutrition prior to anthesis is 
associated with shriveled apical kernels (Am. Phytopathol. 
Soc., 1977). "Shriveled" kernels are ovules that once were 
physiologically viable, were fertilized successfully, 
initiated reproductive growth, and then prematurely ceased 
growth. In the case of nutrient deficiency, the cause is 
identifiable and the malady preventable. 
There is a similar form of post-pollination yield 
component "adjustment" that is currently poorly understood. 
Apical kernels that seem to be viable (they are fertilized 
successfully), progress into the grain-filling phase and 
then cease development (Duncan, 1975a). This occurs in 
plants produced under optimum growth conditions, and it is 
not readily explainable. 
There has been uncertainty about what to name this 
phenomenon. It may not be accurate to refer to these as 
"aborted" kernels (Tollenaar, 1977), since these kernels 
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actually accumulate some starch, seem to remain turgid for 
an extended period of time before shriveling, and are not 
irreversibly deprived of the potential for continued growth 
(as is the case with abscissed cotton squares or soybean 
flowers). Tollenaar (1977) refers to the phenomenon as 
"growth cessation." Since these kernels are much smaller 
than the norm, and since the cause for the abnormality is 
unknown, I propose to use the term hypoplastic to refer to 
such kernels. Aplastic will be used for ovules or kernels 
that never initiate reproductive growth. 
In terms of number of potential sinks then, it is 
possible to derive an approximate picture of the pattern of 
yield definition and kernel setting in maize. Sink number 
is gradually decremented beginning around stage VI7 by 
decimation of 1) ear shoots, 2) viable spikelets, 3) 
fertilized ovules, and 4) viable kernels. For cases 2 and 
3, the reason for the loss is understood reasonably well. 
Presently, there can only be speculation about the reasons 
for cases 1 and 4. Speculation surrounding case 4, 
hypoplastic kernels, is summarized in theories of 'sink 
adjustment' that will now be discussed. 
In the remainder of this discussion, frequent reference 
will be made to specific periods of the grain filling phase. 
These phases are illustrated in Figure 2, along with the 
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rate of leaf expansion and the potential spikelet number of 
maize throughout the life cycle. Although the character of 
the filling period has been formalized (Daynard et al., 
1971; Johnson and Tanner, 1972), a few terms need to be 
introduced here for the sake of clarity. 
There are three major phases composing kernel growth 
(Figure 2). There is first a phase of very slow growth 
lasting from fertilization until the beginning of active 
starch accumulation in amyloplasts. It is during this 
interval that endosperm cells and their machinery for starch 
synthesis are manufactured. Secondly, there is a phase of 
constant, rapid growth, that comprises more than half of the 
total grain-filling period. Most of the final dry weight of 
kernels is accumulated during this phase and individual 
kernels may gain 9 to 13 mg per day (Duncan et al., 1965). 
Lastly, there is a phase of diminishing activity, when 
endosperm transfer cells are crushed, the fruit's closing 
layer collapses, and sugar uptake by the kernel gradually 
ceases. Johnson and Tanner (1972) named the three phases: 
1) lag, 2) linear grain-filling (or effective filling 
period), and 3) leveling-off of dry matter accumulation, 
respectively. 
While the Johnson and Tanner terms for phase 2 seem 
appropriate, their name for phase 1 is misleading, and their 
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FIGURE 2. Leaf expansion, spikelet number and grain-filling 
patterns of maize (Fischer and Palmer, 1984) 
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name for phase 3 inelegant. In most commercial cultivars, 
there is little appreciable dry matter gain until 10 days 
post-fertilization have passed. Early samplers of maize dry 
matter accumulation patterns missed this phase entirely, and 
extrapolated growth curves from fertilization time directly 
to linear dry matter accumulation (Duncan, 1975b). The term 
'lag' connotes inactivity when in fact, there is heightened 
biosynthetic activity within the young, fertilized kernels, 
as cellular components that will operate during phase 2 come 
into being. Without this activity, nothing would follow. 
A more accurate and descriptive nomenclature would 
divide phase 1 into two phases. The first I will term 
dilatory phase. This appropriately connotes that this is a 
period of slow dry matter accumulation. During this phase, 
all fertilized ovules must be regarded as incipient kernels, 
since (as far as is known) they all have the potential for 
development. In addition, a term is needed for the phase 
linking dilatory and effective filling periods, because 
current evidence indicates that this is the phase when 
normal kernels initiate rapid development, and hypoplastic 
kernels remain behind (Tollenaar and Daynard, 1978a,b). 
Lemcoff and Loomis (1986) have referred to this phase as the 
exponential phase, and this seems quite appropriate. The 
exponential phase lasts about a week, as successive kernels 
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enter into the phase of linear dry matter accumulation, ca. 
10-17 days post fertilization. 
Lastly, for the phase following the effective filling 
period, the term attenuative phase seems more descriptive 
and compact than "leveling off of dry matter accumulation." 
The terms that have been introduced will be used as 
indicated in the remainder of this discussion. 
The fact that hypoplastic kernels are apical kernels is 
suggestive of competitive effects. Specifically, this 
implies limited growth substrate. This underlines the point 
that kernel setting cannot be considered solely by 
descriptive accounting of the phenomena associated with 
successive atrophy of potential sinks, but must also take 
into account the potential of the whole plant to provide 
assimilate and growth factors for reproductive growth during 
the various phases of: generation of reproductive 
structures, flowering, and grain fill. Yield definition is 
the product of a catena of interdependent, sequential events 
that encompass the entire life cycle of the plant. As 
Watson (1952) has phrased it: "...different yield 
attributes are not independent expressions of growth." 
Maximum photosynthetic capacity of the maize plant is 
attained during the dilatory phase, following full leaf 
expansion. Under conditions of high irradiance and 
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sufficient mineral nutrition and moisture, crop growth rates 
(CGR) of 35 to 56 g m~^ d~^ are common during the weeks 
following anthesis (Goldsworthy and Colegrove, 1974, Lemcoff 
and Loomis, 1986). However, during this period the ear is 
not a strong sink for assimilates. 
During the dilatory phase, whole ear dry weight may 
increase as little as 2 g in two weeks (Lemcoff and Loomis, 
1986) (about 3% the rate normally achieved during the 
effective filling period). In this early stage, flux of 
nitrogen and carbon to the ear has been measured to occur in 
a stoichiometric ratio of 0.022 moles N/mole C ear'^ day"^ 
(Lemcoff and Loomis, 1986). Assuming that most substrate 
consumed by the ear is used for the construction of cell 
wall and protein constituents, a rough calculation 
(converting the amount of elemental N and C accumulated at 
14 days post-pollination to equivalent protein and cellulose 
weight), shows that approximately 0.13 and 1.87 grams of 
protein and carbohydrate, respectively, are present in the 
ear near the end of the dilatory phase. Utilizing the 
construction costs calculated by Williams et al. (1987) for 
cellulose and zein it is possible to determine that 2 g of 
ear material cost the plant 2.4 g of assimilate (in units of 
glucose equivalent). This rough approximation shows that, 
during the dilatory phase, only about 2.2% of a plant's 
daily net photosynthesis would be consumed by ear growth. 
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Even this calculation is a gross overestimation of the 
assimilate demand of the dilatory ear, because the endosperm 
derives much of its substrate during cellular proliferation 
from the digestion of the nucellus (Lampe, 1931; Randolph, 
1936). So, the point should be clear that ear demand will 
not tax the photosynthetic capability of an unstressed maize 
plant during the dilatory phase. 
The majority of assimilate produced during this phase 
is stored in reversible sinks, comprised primarily of the 
ground tissue of the stem and the leaf sheaths (including 
the ear husks) (Fairey and Daynard, 1978a,b; Girardin, 
1985). This presents an additional problem. Even though 
most of these materials will eventually be remobilized to 
supply ear demand once concurrent photosynthesis is 
insufficient to meet that demand (Hume and Campbell, 1972), 
the alternative storage capacity of many commercial 
genotypes is equivalent to only about 10-14 days worth of 
top photosynthetic rates (Barnett and Pearce, 1983; Knievel, 
1986; Tollenaar, 1986a). As has been mentioned, 14 days 
post-pollination coincides with the beginning of the 
exponential phase. Therefore, it is easy to imagine a 
scenario in which all available reversible sinks are 
saturated before ear demand becomes significant (ca. 4.5 g 
d""^ ear"^). This may affect photosynthetic rates 
detrimentally. Several researchers have detected a 
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temporary inhibition of photosynthesis, or CGR, at about 
this stage of growth (Christy et al., 1986; Ngwira, 1984). 
It is difficult to reconcile a theory of kernel 
hypoplasty based on the assumption of competition for growth 
substrate with the actual carbon economy of maize plants. 
Hypoplastic kernels become evident upon the initiation of 
the effective filling period (Frey, 1981; Tollenaar and 
Daynard, 1978b). Yet, this is the moment in the maize life 
cycle when the plant is at its most luxuriant level in terms 
of carbohydrate status. 
The conundrum becomes more intractable when considering 
the overwhelming evidence that photosynthetic capacity and 
leaf area index during anthesis and the dilatory phase are 
closely related with the final number of kernels set on the 
maize ear (Edmeades and Daynard, 1979a,b; Lemcoff and 
Loomis, 1986; Prine, 1971). 
Two key pieces of the puzzle are 1) maize transport 
capacity to the ear does not limit translocation of carbon; 
and 2) given point 1, and the fact that whole plant 
carbohydrate status is not limiting during the dilatory 
phase, it seems that whatever the substance limiting normal 
development of hypoplastic kernels, it is improbable that it 
is carbon. Nepal (unpublished data, ISU Department of 
Agronomy) reduced total cross-sectional area of maize 
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peduncles at 15 days post-silking by as much as 75% and did 
not affect final grain yield more than could be accounted 
for by the reduction due to husk removal (a step necessary 
to gain access to the peduncle). Salvador (1984) removed 
30% of total ear kernels from the ear base at various weekly 
intervals beginning at silking time. This was done to test 
the hypothesis that basifixed kernels compete with apical 
kernels for assimilate. In all cases, final yield was 
reduced in proportion to the number of kernels removed by 
treatment. Other researchers have reported similar effects 
of kernel removal (Duncan and Hatfield, 1964; Tollenaar and 
Daynard, 1978b). These data perhaps can be reconciled by 
formulating a third element of the puzzle: 3) incipient 
kernels probably do not compete for carbon, yet do compete 
for some separate substrate component associated with 
photosynthetic rate. As implied by the fact that kernels 
remaining after 30% of total kernels are removed still do 
not obtain sufficient amounts of this reified factor, the 
limiting factor must be present in quantities vastly smaller 
than is carbon. 
Reduced nitrogen becomes a ready candidate for the role 
of point 3. Tollenaar and Daynard produced plants in a 
growth room in containers continuously supplied with 
nutrient solution. The plants of the Salvador study were 
produced in the field, at low density (40,200 p ha"^), with 
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170 kg ha"^ urea applied before planting. It is unlikely 
that the plants of either study were produced under 
nitrogen-limiting conditions. 
There is evidence that the developing maize ear depends 
on leaf photosynthesis for a supply of reduced nitrogen: 1) 
nitrate reductase is absent in ear materials (Lyznik et al., 
1982), and 2) nitrogen entering the ear is in reduced form 
(Arruda and da Silva, 1979; Hay et al., 1953). Endosperm 
mass and corresponding protein components and enzyme systems 
for starch synthesis within amyloplasts are formed during 
the dilatory phase. The stoichiometry of C/N observed by 
Lemcoff and Loomis, 1986, suggests that there is a fixed 
proportion of protein associated with each cell manufactured 
during this phase. This is consistent with the fact that 
initial weight of kernels is correlated with their rate of 
dry matter gain. In addition, digestion of the nucellus 
would provide the developing endosperm with carbon, solutes, 
structural materials, and a limited amount of protein (Ho, 
1988). The rate of nitrogen uptake is lower during the 
phase of endosperm differentiation (Lemcoff and Loomis, 
1986) than later, when storage proteins are manufactured in 
the maturing endosperm (Raczynska-Bojanowska et al., 1986). 
Even though reduced nitrogen is a separate component of 
assimilate that fits the role of a limitant that might 
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control kernel set, the high photosynthetic rates observed 
during anthesis imply that at this time reduced nitrogen 
should also be present in abundant supply. Assimilation of 
nitrogen is highly dependent on the products of 
photosynthesis, such as ATP, reductant and carbon skeletons 
(Schubert, 1987). Reed and coworkers (1988) traced nitrogen 
distribution throughout the period of anthesis and grain 
fill, finding that a supply of concurrently reduced nitrogen 
was more limiting than carbohydrate availability during the 
grain filling period. These workers suggest that the high 
proportions of carbon allocated to grain during the 
effective filling period may even detract from the capacity 
of the plant to reduce nitrate. Nitrate assimilation is 
more sensitive to environmental stresses than is CO2 
assimilation (Hageman, 1979). Swank and associates (1982) 
observed that since the potential of maize to provide 
sufficient concurrently reduced nitrogen to the dilatory ear 
is limited, then the capacity of the plant to remobilize 
vegetative nitrogen may influence the quantity of kernels 
set successfully. In their study, genotypes with the most 
delayed senescence had higher leaf and stalk nitrogen 
levels, and produced the greatest yields. Kernel set has 
been shown to be strongly associated with fertilizer 
nitrogen levels (Lemcoff and Loomis, 1986). Tsai and 
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associates (1978, 1982) hold that the demand of nitrate 
reduction for carbon skeletons becomes a mechanism that 
"sweeps" carbon from chloroplasts, prevents end-product 
inhibition of photosynthesis, makes more nitrogen available 
for kernel growth, and therefore enhances starch synthesis. 
Evidence on the role of nitrogen in kernel setting 
remains circumstantial, because good nitrogen status may be 
associated with other metabolic factors that in turn are 
favorable for enhanced plant and ear development. However, 
it is easy to see how nitrogen shortage may be detrimental 
to the viability of incipient kernels. If reduced 
quantities of, or defective, enzmatic machinery are 
manufactured in an incipient kernel due to competitive 
effects, then starch biosynthesis will be reduced or totally 
impeded. Such a kernel would appear normal until the starch 
accumulating capacity of neighboring kernels outstripped it. 
This would not occur until the exponential phase. No amount 
of available carbon would reactivate such a hypoplastic 
kernel. 
While this theory of kernel set has many appealing 
points, it must be remembered, as indicated by Schubert 
(1987), that nitrogen and carbon assimilation are 
"intimately linked" processes. It is difficult to untangle 
the independent effects of carbon or nitrogen allocation 
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within the maize plant, but the conclusion remains that if 
competition for growth substrate accounts for the phenomenon 
of hypoplasty, then both carbon and nitrogen metabolism are 
to be considered important factors in understanding the 
kernel set syndrome. The final explanation cannot be 
expected to lie with a single one of these important 
assimilatory products. 
Another tempting conclusion is that the maize plant has 
a limited ability to provide assimilate to sustain all sinks 
generated. This is suggested by the disparity between 
number of spikelets generated and number of kernels 
produced, and by the fact that manipulations designed to 
alter ear components have resulted in elastic responses. 
Cortéz-Mendoza and Hallauer (1979) produced populations with 
varying ear lengths by divergent mass selection from a 
common population. They found that yield was related with 
kernel number per ear when kernel numbers were reduced by 
selection for short ears. Kernel weight was not affected by 
the selection. However, there was a limit to the yield 
enhancement that could be obtained by increasing kernel 
number by selection for long ears. Kernel weight was 
reduced by this direction of selection. Frey (1981) found 
that kernel number and weight were inversely related when 
source/sink manipulations were performed during the dilatory 
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phase. This plasticity is lost when manipulations are 
performed after the exponential phase, since all viable 
kernels have been produced by that time. There is no way to 
'reactivate' a hypoplastic kernel after cell division has 
halted and cellular components have been determined. The 
total weight and dry matter accumulation rate of hypoplastic 
kernels is predetermined by the quantity and integrity of 
cellular machinery generated during the dilatory phase. If 
assimilate supply is reduced early during the effective 
filling period, then all kernels gain proportionally less 
weight and mature early. If assimilate supply is reduced 
after 4 weeks post-pollination, remobilizable pools of 
carbon are usually sufficient to sustain near normal yield 
levels (Salvador, 1984; Tollenaar, 1977). 
An improved quantitative understanding of the impact of 
hypoplasty on yield levels is needed. There is surprisingly 
little precise information on this, and what exists is 
mostly of an anecdotal sort. For example: 
In addition to failures in fertilization, young 
ovules, especially near the tip of the ear, may 
abort within a week or two after fertilization. 
Abortion is considered to be a nutritional 
response, but the relative importance of soil 
nutrient deficiencies, carbohydrate supplies, 
moisture stress, and perhaps the direct effects of 
high temperatures, has not been determined. 
Additional yield losses may result from incomplete 
development of tip kernels, or from failure of all 
the kernels to develop to maximum size (Shaw and 
Loomis, 1949). 
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Duncan (1975a) summarized in a similar fashion: 
On many ears there are also very small kernels 
just above the normal kernels, that have obviously 
undergone some development and then been arrested. 
This suggests that there is some mechanism for 
inhibiting kernels even after development has 
started. This might occur if conditions 
deteriorated shortly after grain filling 
commenced. There are also cases where kernels on 
the upper half or more of the ear are shrivelled 
but this is usually explained by severe late 
drought or leaf destruction or nutrient 
deficiency, especially of potassium. There 
appears to be a definite priority in favour of the 
lowest kernels on the ear in almost every case 
where there are stresses of any kind. 
Tollenaar (1977) offers comments a bit more specific: 
Cessation of tip-kernel dry matter accumulation on 
ears of an early-maturing hybrid... appeared to 
occur at approximately 3 weeks after silking, that 
is, at the onset of linear dry matter accumulation 
of the tip kernels. [Other] reports... also 
indicate that cessation of kernel development can 
occur readily up until 2 to 3 weeks after silking. 
Wilson and Allison (1978) say of an experiment in which 
population densities were employed to control assimilate 
availability per plant: 
Kernels had formed by 105 days after sowing, and 
in all populations there were somewhat fewer 
kernels per row than there had been florets some 
days earlier. Kernel number per row decreased 
progressively between 105 days and final harvest, 
168 days after sowing, in the intermediate 
population. At final harvest there were about 13% 
fewer kernels per row than there had been florets 
at the time of flowering; the equivalent decreases 
were respectively about 8% and 17% in the widely 
spaced and dense populations. 
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Freier and coworkers (1984) recorded a 79.5% degree of 
kernel set in intact plants. Sadras and associates (1985) 
found a range of 67.6-89.8% kernel set among nine cultivars. 
Hanft and colleagues (1986) report a range of 87.6 to 99.4% 
kernel set among 7 inbreds and 15 hybrids. Westgate and 
Boyer (1985) report that only 85% of florets on hand-
pollinated intact plants developed into mature kernels. 
Lemcoff and Loomis (1986) obtained a range of 65 - 91% 
kernel set as a function of nitrogen status. Hageman (1986) 
reports a couple of studies in which 81% kernel set was 
observed among 104 hybrids, and 62% kernel set among 43 
inbreds and hybrids. Even though the majority of these 
studies do not distinguish between kernel set losses due to 
lack of pollination and those due to hypoplasia, it can be 
generalized that about 20%, a substantial portion, of 
potential yield is not realized by commercial maize 
cultivars in temperate zones. 
It has been proposed that the maize plant possesses a 
mechanism to anticipate its capacity to completely fill a 
given number of kernels by season's end, and that the kernel 
set 'decision,' made early in the grain-filling period, is 
made on the basis of this faculty. This is mysticism. What 
is the selective advantage of generating 'redundant' sink 
capacity (more ovules than kernels filled)? It is 
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unscientific to predicate a biological explanation 
exclusively on a question phrased in such a way, as the 
question implies purpose. There is the possibility that 
there is a selective 'advantage' that researchers have not 
been able to elucidate, but for an evolutionary 
justification of the phenomenon, it is sufficient only to 
show that there is no disadvantage in a given trait 
expressed (Futuyma, 1979). 
It is not difficult to imagine how the 'redundant sink' 
feature has developed. As described by Bonnett (1940) and 
Clark and Fisher (1988), maize differentiation is iterative. 
As ear shoots develop, ovules laid along the vertical axis 
become smaller. Whether this is a reflection of smaller 
substrate allocation for each successive iteration of ear 
elongation, or is due to a shorter interval between 
plastochrons, is unknown. But the fact remains that there 
is a continuous gradation from large ovules at the shoot 
base to smaller, and then rudimentary, ovules at the shoot 
apex. There is some relation between nucellus volume 
(initial weight of kernels at fertilization) and kernel dry 
matter accumulation rate (Lemcoff and Loomis, 1986). 
Whether the cellular machinery of endosperm is derived 
entirely from nucellus reserves or with a contribution from 
pre-anthesis or concurrent photosynthesis is also unclear 
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(Simmons and Jones, 1985). But it is certain that the pre-
anthesis gradient of ovule size from ear base to apex is 
carried over into the grain-filling period. Endosperm cell 
number, starch granules per cell, and rate of starch 
synthesis diminish from ear base to apex (Ou-Lee and Setter, 
1985a,b; Reddy and Daynard, 1983). Whether this results 
from pre-anthesis or post-anthesis factors exclusively is 
also unknown, but the fact that Ou-Lee and Setter (1987b) 
pollinated all silks synchronously and still observed the 
developmental gradient from basifixed to apical kernels 
suggests that there is an intrinsic physiological difference 
between kernels from the two poles. 
Given this situation, it should not be unexpected that 
a gradient from normal, to small, to hypoplastic, and 
finally to aplastic kernels should result on the mature 
maize ear. This would be a reflection of the diminishing 
capacity of kernels from ear base to apex for starch 
accumulation. Apical kernels cease dry matter accumulation 
before basifixed kernels do so (Tollenaar, 1977). Starch 
synthesis continues in hypoplastic kernels even after their 
dry matter uptake has ceased (Tollenaar and Daynard, 1978b). 
Hanft et al. (1982) found that normal kernels were 
associated with a higher concentration of reducing sugars 
than of sucrose in the pedicel, whereas the inverse was 
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observed for aplastic kernels, indicating that the latter 
possessed little or no capacity to process sugar. Whether 
this limitation exists, at the level of invertase, or farther 
along the starch synthetic pathway, is currently open to 
question. 
Land races and unimproved populations of maize exhibit 
a strong tendency toward producing ears with pronounced 
conical shape (Wellhausen et al., 1952). It is probable 
that efforts of modern breeding programs have selected for 
genotypes in which this trait has been deemphasized. This 
has not eliminated the 'conical' effect of the ontogeny that 
has been reviewed here, it has merely made the gradient at 
the apex more abrupt. This has been accomplished by the use 
of selection traits that emphasize a 'rectangular' ear: 
uniform kernel size and depth (kernel weight). An example 
of this is contained in Iowa Experiment Station Bulletin 77, 
written in the first years of the 20th century by then 
Department Head of Agronomy, Perry G. Holden. This bulletin 
was used for its rules on 'corn judging,' and is only a 
small sample of the similar thoughts and materials 
circulated at the time (Mosher, 1962): 
2. Shape of ear. 10 points. The ear shape 
should be full and strong in the central portion 
and not taper too rapidly towards the tip, 
indicating strong constitution and good yielding 
quality. 
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5. Tips. 5 points. The form of the tip should 
be regular; kernels near the tip should be of 
regular shape and size. The proportion of tip 
covered, or filled, must be considered. Long 
pointed tips as veil as short flattened or double 
tips are objectionable. 
7. Kernels, (a) uniformity of, 10 points (b) 
shape of, 5 points. The kernels should be uniform 
in shape and size making it possible to secure 
uniformity in planting with the planter, and 
consequently a good stand. The kernels should be 
so shaped that their edges touch from tip to 
crown. 
8. Length of ear. 10 points. Very long ears are 
objectionable because they usually have poor butts 
and tips, broad shallow kernels and hence a low 
percentage of corn to cob. 
Wallace and Brown (1988) relate how Isaac Hershey, 
Mennonite originator of the Lancaster Sure Crop blend, 
picked his materials: 
Usually, Hershey picked for rather long ears, but 
he would plant seed from the short ear if it had a 
space of bare cob at the tip. He planted both 
rough ears and smooth ears until his corn became 
famous all over the Northeast. Then he began to 
please seedsmen; he picked for a uniform ear. 
Hershey claimed that by making this concession to 
a "uniformity-minded" public, he reduced the 
yielding power of his corn by ten or fifteen 
bushels per acre. 
If it is assimilate supply of maize plants produced in 
temperate zones that limits the total dry matter accumulated 
in their grain, then the kernel-setting pattern of such 
plants is as much a result of cosmetic as of biological 
causes. Ultimately, the kernel-set syndrome is an 
artificial, anthropic concern. 
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Summary of Maize Kernel Development 
The result of double fertilization is that two separate 
structures, the embryo and the endosperm, are created and 
must develop within the confines of the ovary. At the time 
of fertilization, the size of the female gametophyte is 
minuscule in comparison with that of the ovule and of the 
tissue that fills most of the ovule, the nucellus. In a 
longisection of the entire ovary at this stage, it is seen 
that the female gametophyte occupies 1.8% of the two 
dimensional area of an ovule (Randolph, 1936). 
Subsequently, however, the embryo and endosperm will grow to 
fill the entire ovary cavity, and in so doing they seem to 
behave as entirely unrelated and competing organisms within 
the same structure (Lampe, 1931). 
The embryo and endosperm have entirely separate 
ontogenies and rates of development (Bell, 1952; 
Kiesselbach, 1949; Randolph, 1936), different nuclear 
compositions (Fisk, 1927), and different functions (Lampe, 
1931). In fact, Trelease, as quoted in Lampe (1931) has 
suggested the use of the term 'xeniophyte' for the 
endosperm, to recognize that it does not seem to be a part 
of either the sporophytic or gametophytic generation. 
Kiesselbach (1949) interpreted the endosperm as continued 
development of the female gametophyte that is dependent upon 
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the union of a sperm with the two polar nuclei in the 
process of double fertilization." 
The dynamics of seed development can be more clearly 
understood if the distinctions between embryo and endosperm 
are borne in mind. Endosperm development itself comes to an 
end as the result of competition with the embryo for both 
space and nutrients. Assimilate, water and nutrients are 
delivered into the parenchyma of the pedicel bearing the 
developing ovary, and not into the ovary itself (the ovary 
wall is not vascularized, as is the wheat caryopsis (Jenner, 
1986a; Lersten, 1987). Growth substances must traverse an 
apoplastic barrier at the base of the ovary that separates 
the tissues of the mother plant from those of the developing 
filial generation (Felker and Shannon, 1980). Once growth 
substrate has entered the ovary, it is available for 
consumption by either embryo or endosperm. Specialized 
transfer cells with highly invaginated walls occur at the 
base of the developing endosperm (Duvick, 1951; Kiesselbach, 
1949; Lampe, 1931; Felker and Shannon, 1980). These cells 
are gradually crushed as the growing embryo reaches the base 
of the kernel, eventually resulting in the blocking of 
transport of growth substrates into the ovary (Duvick, 
1951), so signaling the onset of the physiological maturity 
of the fruit. 
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Not only is the development of maize endosperm 
curtailed by development of the embryo, but the ultimate 
fate of the endosperm is that it is to be consumed by the 
embryo. The maize plant differs from other genera of seed 
plants on the point in the life cycle when endosperm is 
digested for growth of the embryo. In many dicotyledons, 
including pea (Pisum sativum), field bean (Phaseolus 
vulgaris L.) and soybean (Glycine max L. Merrill), the 
endosperm is an ephemeral tissue that is digested as the 
embryo grows during seed development (Esau, 1977a), with the 
result that nutrient reserves for germination are stored 
within the embryos of such plants (in cotyledons). Among 
the monocots, it is more usual that nutrient reserves for 
germination be stored outside the embryo, but even here 
there is variation. Developing wheat (Triticum aestivum L. 
em. Thell.) embryos consume some, but not all, of the 
endosperm reserves as the seed develops (Lersten, 1987). 
Dr. Lersten (Dept. of Botany, ISU), estimates that 18 to 20% 
of the endosperm produced by the wheat kernel is consumed by 
the developing embryo during seed formation. If the soybean 
represents one extreme in the time of endosperm absorption, 
and wheat is an intermediary point, then maize represents 
the opposite extreme. Maize embryos digest no part of the 
endosperm during development (Lampe, 1931), and endosperm 
reserves are not hydrolyzed until germination occurs. 
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Important agronomie characteristics of maize can also 
be traced to the antagonism between embryo and endosperm. 
Crop physiologists have argued that a limitant of grain 
yield may be the capacity of hypoplastic grains to store 
assimilate. One basis for this argument is the observation 
that the closing layer (black layer) of such a kernel forms 
prematurely, even though high sugar concentrations may still 
exist in pedicel parenchyma or endosperm (Hanft et al., 
1982; Tollenaar and Daynard, 1978b). Since, as has been 
described above, it is growth of the embryo that physically 
occludes the placento chalazal region of the kernel, 
preventing further sugar uptake into the kernel and 
resulting in the formation of the closing layer, then the 
size of the maize embryo may actually be limiting the 
ability of the endosperm to function as an effective sink. 
As an example, when in the 1960s researchers developed 
a new maize type based on the opaque-2 gene, there was at 
first great enthusiasm over this development (CIMMYT-Purdue 
International Symposium on Protein Quality in Maize, 1975). 
This gene resulted in endosperm that had an improved amino 
acid profile in comparison with that from normal maize. 
However, the new maize also had undesirable agronomic 
traits, not the least of which were its poor production of 
grain dry matter, and the high moisture content of the grain 
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at harvest time. On analysis, it was observed that the 
floury kernels of the new mutants had a shriveled 
appearance, especially at the bases. This was an indication 
that kernels were not filling to their potential and, since 
kernels fill from crown to base, that this was especially so 
toward the latter phase of grain filling. A report of the 
National Research Council (1988) states that opaque-2 
mutants are also characterized by "unusually large embryos," 
and that this is owing to the small endosperms of the 
kernels. But, it is also possible that the small endosperms 
of these mutants result from their unusually large embryos 
prematurely blocking the placento chalaza. Such a mechanism 
would also account for the high moisture content of opaque-2 
grain at season's end, since this feature is associated with 
early black layer formation (Daynard, 1972). As of this 
moment, I know of no research that addresses this question, 
but in either case it is an example of a) how the embryo and 
endosperm may be viewed as competing structures, and b) how 
agronomic and biological objectives conflict, since the 
biological function of the seed is the production of the 
sporophytic seedling (the embryo), at the expense of the 
endosperm; whereas the agronomic objective for grain maize 
(maximum starch production) emphasizes hypertrophic 
development of the endosperm. 
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A brief summary of cardinal points of kernel 
development can be made by reference to Figure 3. Plates 1 
and 2 in Figure 3 show that dry weight increases constantly 
after the dilatory phase, until the attenuative phase is 
reached ca. 10 d prior to maturity, and that water content 
peaks around 30 d after fertilization. This is the phase 
when most central endosperm cells cease accumulating starch 
(Boyer and Shannon, 1987), Plate 3-3 shows that the protein 
accumulation pattern of endosperm is bimodal. This reflects 
the initial synthesis of starch-synthetic enzymes and 
endosperm matrix proteins (0-30 d post-fertilization), 
followed later by accumulation of storage proteins (30 d 
post-fertilization to maturity). Note in 3-8 that the 
accumulation of storage proteins is coincident with a 
decrease of free endosperm amino acid concentration. These 
curves match closely the RNA curve of 3-5, where it can be 
seen that RNA levels peak at the time when enzyme synthesis 
concludes (ca. 25 d post-fertilization). Figure 3-7 shows 
that soluble sugar concentrations in endosperm decrease in 
phase with initiation of rapid starch deposition in 
amyloplasts (rapid dry matter gain, 3-1, beginning ca. 14-21 
d post-fertilization). 
A summary of the cardinal points reported for the time 
course of endosperm development is given in Table 1. 
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FIGURE 3. Changes in components of mature maize grain (M), 
whole grain (o-o), endosperm (x-x), and embryo 
(•-•) in days after fertilization (Watson, 1987) 
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TABLE 1. Cardinal points of maize endosperm development 
Time Post-
Pollination 
Event 
Reported 
Literature 
Source 
20 hours 
23 hours 
2 days 
50 hours 
3 days 
4 days 
5 days 
6 days 
9 days 
11 days 
21 days 
21 days 
Triple fusion 
2 endosperm nuclei 
8 endosperm nuclei 
128 to 256 
endosperm nuclei 
128 endosperm nuclei 
256 endosperm nuclei; 
cellular endosperm 
Rapid cellular 
division begins; 
Protoplastids visible; 
Central cells cease 
dividing 
Divisions confined to 
peripheral layers; 
Starch grains appear; 
Basal absorbing cells 
differentiated 
Starch synthesis 
detected; 
Starch synthesis 
begins beneath silk 
scar; 
Maximum mitosis rates 
Aleurone identifiable 
Placento chalaza 
degenerated into 
apoplast 
Mitosis ceases 
Randolph (1936) 
Randolph (1936) 
Randolph (1936) 
Kiesselbach (1949) 
Randolph (1936) 
Randolph (1936) 
Randolph (1936) 
Lampe (1931) 
Duvick (1951) 
Duvick (1951) 
Boyer and Shannon 
(1987) 
Boyer and Shannon 
(1987) 
Lampe (1931) 
Duvick (1951) 
Duvick (1951) 
Duvick (1951) 
Boyer and Shannon 
(1987) 
Duvick (1951) 
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PREVIOUS MAIZE MODELS 
Purpose of the Review 
Some current crop models have attained a high degree of 
sophistication, accuracy and reliability, and are being put 
to use as management tools for government planners, 
consultants, extension agents, and producers. Two examples 
are the models S0Y6R0 and GOSSYM. 
SOYGRO (Jones et al., 1988a) is a comprehensive 
physiological model that predicts crop development and yield 
of soybean based on weather and soil factors. The model is 
sensitive to genotype characteristics, planting dates, row 
and plant spacings, and irrigation factors (Jones et al., 
1988b). SOYGRO facilitates optimization studies and 
sensitivity analyses by allowing researchers to 
interactively select environmental inputs and management 
choices for multiple runs of a simulation. The model 
displays its output in either tabular or graphical form, and 
allows the researcher to view an animated simulation of the 
changes in plant architecture that take place during a 
growing season for two soybean plants in neighboring rows. 
SOYGRO has been utilized to conduct risk analysis of 
irrigation management (Swaney et al., 1983), and has been 
included in the Soybean Integrated Crop Management Model 
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(SICM) of J. W. Jones et al. (1986); this comprehensive 
model allows simultaneous simulation of crop and pest 
systems. In addition, SOYGRO has been adopted as the global 
model of the soybean crop by the International Benchmark 
Sites Network for Agrotechnology Transfer (IBSNAT) (Hunt, 
1988; Jones, 1986). The IBSNAT project (funded by the 
United States Agency for International Development) seeks to 
employ crop models to compress the time and experimentation 
needed to transfer agricultural techniques to developing 
countries in the tropics. IBSNAT hopes that this approach 
will lower the cost, and increase the certainty of success, 
of agrotechnology transfer. 
GOSSYM (Baker et al., 1983) is a physiological model of 
cotton crop development. The model simulates cotton plant 
growth on an organ-by-organ basis. GOSSYM is driven by 
environmental variables and by detailed soil features. This 
enables GOSSYM to accurately simulate such processes as the 
development of leaf area and reproductive structures, soil 
water availability and nutrient status. As described by 
Hearn and Constable (1984), this model is one of many 
derived from the SIMCOT cotton simulator developed by 
Duncan, Hesketh and coworkers (Duncan, 1972). GOSSYM has 
been under development since 1973, as a collaborative effort 
of USDA scientists and researchers from various universities 
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in cotton-producing states. As a result, it is now one of 
the more reliable and comprehensive crop models in 
existence. USOA researchers have employed GOSSYM in the 
design of the first computerized expert system (COMAX) to be 
employed as a management tool by farmers in actual 
commercial production settings. COMAX executes on a 
microcomputer located on the farm, utilizes data from soil 
tests conducted on the farm, and employs weather data 
collected by a portable weather station located on the farm, 
to make daily recommendations regarding strategies for 
irrigation, nitrogen fertilization and optimum harvest date. 
COMAX has been utilized by farmers in Mississippi and South 
Carolina since 1984, and has provided recommendations that 
have optimized yield and reduced the cost of cotton 
production (Lemmon, 1986). 
Several models of maize crop development have been 
created. In spite of the fact that maize ranks globally 
among the top three crops in economic importance (Benson and 
Pearce, 1987), none of the current maize models approach the 
degree of sophistication of advanced models such as SOYGRO 
or GOSSYM. The present section comprises a review of key 
features of some of these maize models. While the review is 
not intended to be comprehensive, it summarizes the 
capabilities of existing models in order to provide 
109 
perspective for the model developed in the present project. 
The comments that follow will focus on the stated purpose 
and suitability of the models, and on their internal 
structure. The models will be presented in chronological 
order of publication. 
Early process models 
Prior to the development of full crop models of maize, 
much activity was dedicated to the simulation of basic 
processes, notably to photosynthesis and to correlation of 
photosynthetic activity with dry matter accumulation. An 
example of this is the work on canopy photosynthesis of C. 
T. de Wit (1959, 1965) that culminated in the development of 
the first comprehensive maize model: ELCROS (ELementary 
CRop Simulator) (de Wit and Brouwer, 1968). However, these 
workers felt that contemporary understanding of interactions 
among physiological processes limited the sophistication of 
ELCROS. The goal of de Wit was to produce a generalized 
simulator of plant growth. Such a model would be able to 
simulate the development of any crop, once provided the 
genetic coefficients that characterize individual species. 
This was realized, with maize as the example crop, in the 
model BACROS (BAsic CRop Simulator) (de Wit, 1978). 
Similar efforts to simulate photosynthesis of the maize 
canopy were undertaken by several researchers (Duncan et 
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al., 1967; Tooming, 1967; Daynard and Duncan, 1969; Stewart 
and Lemon, 1969; Duncan and Barfield, 1971). 
The Duncan et al. (1967) model integrated canopy 
factors (leaf area, angle, vertical position, albedo, 
transmittance, and light response) with environmental 
factors (solar elevation and daily track, radiative flux, 
direct and diffuse radiation) to predict dry matter 
production rates very similar to observed values. The 
researchers attributed the small discrepancies between 
predicted and observed values to certain simplifications 
made in the model, such as the lack of leaf senescence, and 
the assumption of a static whole-plant respiration rate 
equal to 40 percent of net photosynthesis. 
Stewart and Lemon (1969) developed SPAM (Soil-Plant-
Atmosphere-Model) as a model of energy exchange between the 
earth's surface and the atmosphere. The plant community 
they chose to model was maize, because of its relative 
structural simplicity ("...leaves are randomly oriented and 
relatively uniformly distributed in size and display.") 
Energy fluxes are balanced by computing the energy budget of 
the crop-atmosphere system. Prominent processes in this 
radiative exchange are photosynthesis, respiration, 
transpiration, and the release of latent heat. In order to 
model the complex system, fluid mechanics are employed to 
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model profiles of light, wind, moisture and COg distribution 
within the canopy. Validation of SPAM led Stewart and Lemon 
to conclude that: 1) the lack of experimental information 
regarding controls on stomatal aperture markedly affected 
the accuracy of the simulation, and 2) fluid mechanics 
theory was insufficient to fully explain gas fluxes within 
the canopy. SPAM predicted photosynthesis values comparable 
to measured values, even though profiles of fluid 
distribution in the base of the canopy were erroneous. 
These workers viewed their model as a process model that 
could (incidentally) predict net photosynthesis, and as such 
could be integrated with other process models to create a 
full crop growth model (Lemon et al., 1971). 
PUTU (ca. 1975) 
de Jager (ca. 1975) presented this as a 'preliminary 
model.' No general information is available regarding such 
items as the origin of the program's acronym, the 
programming language utilized, nor the system on which the 
program was implemented, de Jager stated that this was a 
program intended to reduce the execution time required by 
more detailed models. Conceptually, de Jager defined his 
model as 'dynamic,' one in which "solutions of instantaneous 
models are arranged sequentially to trace the development of 
a system...." This description is reminiscent of the 
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definition of 'mechanical' simulations that has been 
presented earlier. 
In spite of its early date, PUTU embodies some advanced 
features. It is a modular program. Major processes are 
confined to 'sub-models' that are easily replaced by 
alternative versions without disrupting the organization of 
the remainder of the program. This structure facilitates 
program development. Input weather data consist of daily 
observations, but internal routines employ trigonometric 
distributions to calculate hourly values of such parameters 
as temperature, wind speed, radiant flux density and CO2 
concentration. The model is also equipped with response 
functions to deal with suboptimal environmental conditions, 
such as low soil moisture levels and deficient macronutrient 
concentrations in soil. 
Though de Jager stated that PUTU is an "attempt to 
eliminate empiricisms... and to move to a more fundamental 
treatment," PUTU cannot be considered to be a physiological 
model. One of the stated intents of PUTU was to serve in 
"teaching and explanation of complex processes occurring in 
a maize crop ecosystem." However, this is not an 
explanatory model, because PUTU employs strictly 
mathematical techniques to describe crop growth, and the 
mathematical expressions have no literal biological meaning. 
113 
Even though such mathematical expressions may replicate 
curves of observed data, they give no insight into the 
nature of the processes they mimic. For instance, dry 
matter is partitioned to leaves by means of a polynomial 
expression that was derived from trial and error. This does 
not explain how physiological attributes govern partition 
ratios. 
On the other hand, an attempt was made to allow PUTU to 
calculate respiration losses by means of: 
RESP = construction resp. + maintenance resp. 
This approach is more consonant with mechanistic 
modeling, since the expression above represents true 
physiological behavior. However, since at the time the only 
coefficients available for maintenance respiration were 
those derived from white clover (McCree, 1970), de Jager was 
forced to derive the appropriate value for maize by 
completing the remainder of the model and then finding, by 
trial and error, a maintenance respiration coefficient that 
would balance the model. 
In the jargon of physiological models, PUTU is a 
•source-driven' model. The model first computes available 
photosynthate based on weather inputs, and all subsequent 
growth is dependent on the result of this. The heart of the 
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model is then the photosynthesis sub-model. This sub-model 
is patterned upon two suppositions: 
• "The maize crop canopy may be defined as a 
conglomerate of stomates and vegetative material 
which behaves in a characteristic manner...." 
• "Instantaneous net photosynthesis of a crop canopy 
is expressed as the product of potential 
photosynthesis and a limiting factor which is the 
product of a number of limiting factors each 
corresponding to an environmental driving force." 
The latter, known as the "limiting principle," is an 
approach common to modeling. Realistic values are assured 
by first positing a theoretical maximum weight or rate, and 
then deducting from this theoretical value, in accordance 
with environmental or physiological constraints, to produce 
a predicted value (Mallet and de Jager, ca. 1972; Whisler et 
al., 1986). In the case of PUTU, realistic values were 
further assured by calibrating the simulation with values 
for maize growth observed at Elora, Ontario. 
Since PUTU consists primarily of mathematical 
formulations, and since several of these formulations were 
derived from trial and error curve-fitting, the model cannot 
be considered to be physiological in nature. While good 
correspondence is achieved with observed data for such 
parameters as total biomass and leaf mass, such a crucial 
factor as ear development is completely unaccounted for. 
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SIMAIZ (1975) 
Duncan (1975b) viewed his model as expressly 
physiological, stating that "A plant model should arrive at 
its predictions by processes that parallel those actually 
present in the plant being simulated." The program vas 
written in a modular style, using the FORTRAN language. The 
main thrust of the model was to simulate dry matter 
production of maize plants under field conditions. 
The program operates on two types of inputs. The first 
input is a collection of standard weather variables: solar 
radiation, maximum and minimum temperatures, rainfall and 
potential evaporation; as well as soil type, water holding 
capacity and the initial conditions. The second input is a 
group of 'varietal constants' specific to the genotype being 
modeled. These constants are common to physiological 
models, and represent intrinsic behavior governed by the 
genetic complement of each cultivar. Recently, the need for 
characterization and organization of such constants has been 
recognized and formalized in the form of 'genetic 
coefficients' for various crops and genotypes (Hunt, 1988). 
The genetic coefficients employed by Duncan specify such 
traits as leaf area per plant at some base population 
density, and duration of the grain filling period. 
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SIMAI2 is source-driven, since sinks play a 
deterministic, passive role. Photosynthesis is carefully 
simulated, based on a table that gives grams of carbohydrate 
synthesized daily as a function of solar radiation and leaf 
area index. The values in the table are computed from 
comprehensive models of photosynthesis within plant canopies 
(Duncan et al., 1967; Duncan and Barfield, 1971). Days 
elapsed from planting to emergence and from emergence to 
anthesis are calculated based on accumulated growing degree 
days. SIMAIZ also operates on the 'limiting' principle 
described in the review of PUTU (i.e., maximum values of 
parameters such as daily rate of photosynthesis, ear weight 
and ear number are calculated or provided, then actual 
predictions of these parameters are based on reducing the 
calculated maxima due to environmental constraints such as 
deficient soil moisture or overcast days). 
Duncan specifically stated that simulation of 
vegetative growth "presented no unsurmountable problems," 
but that major difficulties attended simulation of 
reproductive growth. These problems mainly concerned the 
issue of modeling in a non-deterministic fashion the number 
of ears and kernels per plant. In SIMAIZ, this problem is 
simplified by Duncan's observation that in temperate 
latitudes it is source capacity that most limits grain yield 
of maize, since it is common that many kernels do not fill, 
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or that they fill incompletely (Duncan, 1975a). Duncan 
reasoned that "in most cases, the calculation of sink size 
doesn't really affect the yield prediction, as long as the 
calculated capacity exceeds the photosynthate made 
available" (Duncan, 1975b). Nonetheless, SIMAIZ determines 
sink size on the basis of a ratio between stalk weight and 
potential sink capacity. Since remobilizable sugars that 
are stored in the stalk base can contribute to grain yield 
(Hume and Campbell, 1972), it is clear that there is a 
relationship between these two variables. Therefore, SIMAIZ 
embodies the assumption that assimilate availability can 
limit sink size. 
In spite of Duncan's effort to account for sink size in 
a physiological sense, the method outlined above cannot be 
considered to be mechanical, since sink size ultimately is 
derived from a ratio. The same can be said for certain 
other features of the model. In large part this is due to 
the limited information available to Duncan. Because it was 
problematic to measure leaf temperatures, SIMAIZ assumes 
that leaf temperature is the same as air temperature. Such 
crucial items as the pattern and duration of dry matter 
accumulation in ears were controversial matters. The 
following statement (Duncan, 1975b), in which Duncan deals 
with the need to account for the rapid accumulation of 
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soluble sugars in the stalk after pollination, gives an idea 
of the state of knowledge that Duncan was operating with: 
[The] delay or lag in the start of rapid growth 
[of the ear] may be an important but overlooked 
characteristic since it may be needed to allow 
time for pollination and establishment of greater 
grain potential before competition for 
photosynthate from the growing grain commences. 
In working out a model it is necessary to evaluate 
the lag rather carefully in order to simulate the 
development of reserves in the stalk. After being 
aware of the need for it, it is possible to detect 
the lag in experimental data. Unless one were 
looking for it, however, the deflection in the ear 
growth rate could easily be dismissed as 
experimental error. 
This lag period in the commencement of rapid grain 
growth is a crucial point in yield development, since (as 
Duncan surmised) it is at this time that sink size and sink 
strength are being defined, as endosperm cells differentiate 
and the nuclei for starch granules form (Duvick, 1951; Reddy 
and Daynard, 1983; R. J. Jones et al., 1985). 
Duncan also stated that "the yielding ability of a 
variety is closely related to the length of the filling 
period but it is a subject about which we have an impressive 
absence of information" (Duncan, 1975b). In SIMAIZ, the 
duration of the grain filling period is taken to be constant 
for a given variety, and this value is supplied as a genetic 
coefficient. 
Fritton et al. (1977) attempted to validate SIMAIZ 
utilizing data collected from two years of field experiments 
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in Pennsylvania (SIMAIZ was developed in Kentucky). They 
found that Duncan's model could be made to fit the 
Pennsylvania field data, but only with considerable effort. 
The main failing of SIMAIZ with the Pennsylvania data was 
its inability to correctly simulate the pattern of dry 
matter accumulation in ears. Only after constants were 
introduced, to force the appropriate lags at the beginning 
and end of the grain filling period, did the SIMAIZ 
simulation agree with observed maize growth. The findings 
of Fritton et al. (1977) confirm Duncan's own opinion about 
the weak points of SIMAIZ. 
SIMAIZ is a physiological model with modular structure. 
Its strong suites are photosynthesis and vegetative growth. 
Phenological stages are determined by thermal units. 
Reproductive growth is source driven. 
CORN-CROPS (1976) 
Reetz (1976) developed CORN-CROPS as a physiological 
model capable of simulating crop development in real time. 
For this purpose CORN-CROPS utilizes information collected 
hourly by a computerized weather data acquisition system. 
This is a powerful method that enables accurate prediction 
of the consequences of short term management decisions for 
crops in current development. Such a strategy is employed 
by the COMAX expert system, discussed previously, and by 
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agronomists and extension agents modeling the soybean crop 
with SOYMOD at the University of Nebraska (Meyer, 1985? 
Splinter, 1987). CORN-CROPS was written in modular form, 
utilizing the simulation language GASP IV. 
The model compartmentalizes the major organs of the 
crop (leaf, stem, root, ear) and the simulation proceeds by 
tracking the flow of dry matter between 'soluble pools' 
associated with each of the organs. Rate variables are 
computed by taking the product of rate and state variables, 
as discussed by de Wit (1982). Rates of physiological 
processes are based on estimates of maximum potential rates 
as determined from reported values. These rates are reduced 
in accordance with limiting factors. 
CORN-CROPS updates major variables in hourly time steps 
(though the time step can be modified if hourly data are not 
available). Soil water (balance between soil water content 
and evaporative demand) and macronutrient status are 
modeled, and the simulation includes coefficients that 
modify growth rates in the event of nutrient deficiency. 
Such coefficients are encoded in (X,Y) pairs that reflect 
the relationship between the external factor (X) and plant 
behavior (Y). Reetz encoded such relationships in this 
fashion to enable quick updating of the model as additional 
data became available (Reetz, 1977). 
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Reetz viewed physiological models, such as CORN-CROPS, 
as useful tools for the investigation of limiting factors in 
maize development (Reetz, 1977). 
CORNMOD (1976) 
CORNMOD (Baker and Horrocks, 1976) was developed as an 
improvement over a previous regression model of the maize 
crop. In their report on that regression model, Baker and 
Horrocks (1973) made the point that successful description 
of maize development must be achieved not only on the basis 
of environmental variables, but by including explanatory 
variables relating to plant processes, such as 
photosynthesis, respiration and growth. Even though their 
regression model achieved very good prediction rates for the 
maize crop in three states, these workers felt the need to 
develop a physiological model: 
Models of crop growth that involve statistics 
appear to have evolved to near their limit. A 
computer simulation model should be considered 
which will start when the corn seed is planted and 
will sum all the plant processes throughout the 
growing season. The final product of the model 
would be total biological or total economic yield. 
This approach would decrease our present 
dependence on statistical techniques. A 
simulation model of this type would closely 
approximate the response of a plant regardless of 
the environment to which it was subjected, thus 
allowing accurate predictions in any given 
situation. 
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CORNMOD is a comprehensive model that involves 
simulation of the total production cycle of maize: field 
preparation, crop development and harvest operation. The 
crop development phase is simulated with a physiological 
model. CORNMOD operates on a daily time step and with the 
standard meteorological inputs. The program is modular, and 
submodels update important state variables (e.g., leaf area) 
and rate variables (e.g., leaf gas exchange). Constants in 
the model are: ambient CO2 concentration (330 ppm), optimum 
leaf angle, stomatal resistance, and plant population 
(16,000 plants per acre); all remaining parameters are 
subject to change. An interesting feature is that 
intracanopy CO2 concentrations, radiation levels, and wind 
conditions are determined by simulating CO2, radiation, and 
wind profiles. 
Other important features of CORNMOD include: 
• calculation of photosynthetically active radiation 
(PAR) to drive photosynthesis 
• simulation of leaf area development via Gompertz 
growth function (assumes that substrate is non-
limiting, but that efficiency of growth machinery 
decays with time) (France and Thornley, 1984) 
• photosynthesis modeled on a theory of electrical 
resistance (that explains CO2 diffusion rates), and 
on a Michaelis-Menten treatment of CO2 fixation 
• the use of accumulated growing degree days to drive 
development throughout the entire growing season. 
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Once CORNMOD calculates photosynthate available for 
daily growth, partition occurs according to the dry matter 
distribution noted by Hanway (1962). These are not static 
partition ratios, as their value changes over the course of 
the season. 
CORNMOD tends to overpredict grain yield substantially. 
Baker and Horrocks attribute this to the fact that lack of 
experimental data led them to provide ideal values for 
certain parameters, such as leaf angle and stomatal 
resistance, that produced large effects on the simulation. 
Though the partition of dry matter to the developing ear is 
treated dynamically in CORNMOD, and in this respect the 
model is unique among current maize simulators, CORNMOD is 
one more source-driven model, since no mechanism exists in 
'ears' to attract assimilate. 
CORNGRO (1977) 
The CORNGRO model evolved, first at North Carolina 
State University and then at the University of Nebraska, 
explicitly as a mathematical simulation of maize crop 
development (Childs et al., 1977). The main purpose of 
CORNGRO is to allow the evaluation of various choices of 
irrigation management. However, the model has had a long 
development trajectory, and throughout the course of its 
various embodiments it has acquired certain features of 
physiological models. 
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The specific origin of CORNGRO lies in a mathematical 
growth function developed by Beeman (1966). This function 
expresses growth as an interaction between the two 
fundamental processes: photosynthesis and respiration. 
Factors such as humidity, light intensity, photoperiod and 
daily temperature minima and maxima influence these two 
basic processes. Beeman assumed that the rate of growth was 
controlled by the rate of respiration. Since respiration 
rate increases with rising temperature, Beeman's function 
has growth rate statically increasing with temperature. 
Chen et al. (1969) modified Beeman's expression to 
reflect that as temperature rises, respiration consumes a 
greater proportion of the products of photosynthesis to 
maintain existing tissues, and the efficiency of new growth 
decreases. This was done by attempting to separate chemical 
processes (susceptible to temperature effects, such as 
oxidation) from physical processes (such as the light 
reaction of photosynthesis). However, these researchers 
were dissatisfied with their efforts, because they felt that 
there was not sufficient experimental evidence available to 
indicate how temperature specifically affected 
photosynthetic, respiratory and translocation rates. 
Curry (1971) and Curry and Chen (1971) expanded on the 
model by including physiological constructs. Photosynthesis 
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is simulated at various levels in the canopy, growth of 
organs (leaves, stems and roots) is independently simulated, 
évapotranspiration and soil water potential are linked, and 
an algorithm for partitioning photosynthate to the various 
organs was implemented. Simulation of respiration was 
enhanced by making it dependent on; photosynthetic rate 
(carbohydrate availability), temperature (kinetic effect) 
and biomass (maintenance component of respiration). 
This model was important because it was no longer 
strictly a mathematical description of crop development, but 
began to be based on physiological considerations. For 
instance, the authors saw that, on the axis of time, 
specific leaf weight at a given point played a key role in 
the subsequent development of leaf area. Because soil water 
and évapotranspiration were linked, the model was able to 
simulate the effect of plant competition at various 
population densities. So, higher level events were 
"explained" by lower level processes. Lastly, the model was 
coded in CSMP (Continuous Simulation Modeling Program), a 
dedicated higher level language that greatly facilitated the 
evolution of the program (the features of CSMP that account 
for this will be discussed in the overview of the SUCROS 
model). At this stage, the model did not explicitly 
separate grain dry matter from whole plant dry matter. 
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Splinter (1974) developed a FORTRAN model incorporating 
some features of these models, naming it 'Nebraska Corn 
Model (NCM).' Splinter's innovation vas to explicitly apply 
the principle that a crop is a factory that derives all its 
energy from the sun, thus making leaf area "the primary 
growth determining factor." On this definition, NCM is a 
strictly source-driven model, and grain development is dealt 
with only implicitly (dry matter gain during reproductive 
growth is attributed to grain growth, and crop growth ceases 
when grain reaches 30% moisture). The effect of mutual 
shading of plants was added to the model. Photosynthesis was 
made sensitive to soil moisture content. Heat units were 
utilized to pace phenological development (successfully for 
vegetative development, erratically for reproductive 
development). The main driving variables for the model 
became: 1) average daily temperature, 2) average light 
intensity and 3) available soil water. Item 3 was 
determined from measurements made by means of resistance 
blocks in soil. Readings from groups of blocks were 
averaged to smooth the variability between different blocks. 
At this stage, NCM was not sensitive to fertility factors or 
cultivar characteristics. 
This incarnation of NCM was tested in Pennsylvania by 
Fritton et al. (1977). The genetic coefficients required 
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as input by NCM were leaf area at emergence and number of 
days to mid-black layer. It was found that the approach of 
NCM to modeling the 'generic' maize plant did not give 
satisfactory results. For instance, the number of heat 
units required for silking varies markedly with cultivars, 
and NCM made no provision for this. Fritton et al. were 
obliged to include silking date as an input datum (genetic 
coefficient), in order to improve the accuracy of the 
simulation. The Pennsylvania researchers concluded that NCM 
probably was not "generally transportable to locations 
outside the region of its initial development," because of 
its deterministic response to water stress conditions. 
Splinter based his water stress response on data obtained 
from growth chamber studies. Fritton et al. quote Ritchie's 
findings indicating that "data obtained under limiting 
rooting conditions [are] significantly more sensitive to 
water stress than data obtained under field conditions." In 
addition. Dr. Splinter is an agricultural engineer 
specialized in soil hydraulic conductivity and moisture 
stress, and the sensitivity of his model to these factors 
exemplifies two principles identified by Whisler et al. 
(1986): 1) models reflect the modeler's expertise, and 2) 
if a model is overly sensitive to a single factor, it is 
most probably wrong, since real plants have "no finely tuned 
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mechanisms." Fritton and coworkers also determined that NCM 
was limited by its indirect simulation of grain development, 
since important features such as the dilatory phase of grain 
development and the gradual formation of the black layer 
were not correctly simulated, and this resulted in major 
errors. 
Childs and coworkers (1977) developed CORNGRO as a 
further elaboration upon NCM. New features included: 
1. a more sophisticated treatment of soil water flow 
2. interpolation of daily climatic variables to 
produce hourly values 
3. allowance for cultivar characteristics by means 
of genetic coefficients for properties such as 
minimum tolerable leaf water potential, number of 
days to full canopy cover and "root distribution 
of the mature plant." 
These features were very important in allowing CORNGRO 
to fulfill its main objective, that of testing irrigation 
strategies based on soil properties and on a physiological 
simulation of crop development. However, the determinism 
with which CORNGRO accounted for plant and grain development 
led to some errors in prediction. For instance, throughout 
the entire season dry matter is distributed equally to roots 
and aereal portions. After flowering, half of the dry 
matter accumulated is, by implication, directed to ear 
growth. A shelling percentage of 82% is utilized to 
determine grain growth. Plant maturity is statically set to 
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occur on 16 September. Though predictions of final yield 
were remarkably accurate, simulation of the middle portion 
of the growing season was faulty, and stem weights did not 
decrease at season's end, as occurs in real maize plants 
grown in temperate latitudes. 
Nonetheless, CORNGRO was adequate for its intended 
purpose, the testing of irrigation strategies, because final 
yields were predicted reasonably well as a function of 
varying soil moisture availability, and because the 
researchers were more concerned with relative differences 
between the simulated scenarios, than with the absolute 
accuracy of the predictions (Gilley et al., 1980). Duncan 
also espoused the notion that relative differences between 
model predictions are more important than the agreement of 
these predictions with actual data (Duncan, 1975b). 
CORNGRO was revised by Tscheschke and Gilley (1979) to 
improve the simulation of 
• hourly events of photosynthesis 
• the development of root systems 
• the partition of dry matter between root and aereal 
systems 
• the efficiency of growth respiration. 
• the sensitivity of the model to cultivar 
differences. 
130 
This version of CORNGRO encountered difficulties in 
accounting for efficiency of leaf growth, date of tasseling, 
date of maturity, and grain dry matter accumulation. The 
authors concluded that CORNGRO "works best where field-
measured values for both tassel and maturity dates are used 
as inputs." 
CORNGRO is by design a hybrid of mathematical and 
physiological models. The model is strong in predicting the 
response of maize cultivars to various management factors 
that affect water availability, principally population 
densities and irrigation strategy. The model treats grain 
development only implicitly, and this feature is a source of 
major problems in simulation. The model is quite sensitive 
to locations, and must be "calibrated" for each cultivar and 
location combination. 
CORNF (1980) 
CORNF (Stapper and Arkin, 1980) is a physiological 
simulation coded in modular structure utilizing FORTRAN. A 
key feature of CORNF is that phenological stages and dry 
matter accumulation are simulated independently. This 
allows realistic simulation of environmental effects on 
growth. 
Phenological events are determined by heat unit 
accumulation. Photosynthesis, évapotranspiration and soil 
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water balance are simulated. The authors utilize a leaf 
appearance rate of 0.2 leaves per degree C when daily 
temperature averages between 15 and 30 C (Allison and 
Daynard, 1979; Tollenaar et al., 1979). Half of the daily 
radiation (measured in Langleys) is considered to be 
photosynthetically active. CORNF sets anthesis to occur 
when 50% of the heat units required for grain maturity have 
been accumulated. This is a deterministic step, since it 
involves knowing a priori the heat unit requirement for 
maturity, and this assumes that heat unit requirement is 
unique and constant. Stepper and Arkin cite the work of 
Daynard and Kannenberg (1976) to support this assumption. 
However, Pritton et al. (1977) tested two cultivars and 
found that each matured with a significantly different 
number of heat units in different years. 
Partition ratios vary dynamically with phenological 
stage. The stages of ear development are simulated by 
assigning 20% of postanthesis growth to the dilatory phase, 
60% to the linear phase and 20% to the attenuation phase. 
Kernel number is related to the dry weight of the total 
plant at anthesis, although the calculation is sensitive to 
water stress at anthesis. These relationships are 
determined empirically, not mechanically, yet they involve 
the assumption that yield obtained at the end of the 
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reproductive phase is related to the assimilate status of 
the plant at the beginning of reproductive growth. The sink 
demand of the ear is simulated by setting kernel growth 
rates to a static 0.65 mg per growing degree day per kernel. 
Assimilate is partitioned daily to the ear, and when 
concurrent photosynthesis is not sufficient to meet the 
demand, stem reserves are mined for the purpose. 
Remobilizable sugars in the stem are set equal to 20% of the 
total plant weight at anthesis. The attenuation phase is 
forced by applying a 'grain growth reduction factor.' In 
the initial development of CORNF, the authors attempted to 
relate kernel moisture to thermal units, but were not 
succesful. 
CORNF tends to overpredict kernel number. Since the 
model also tends to underpredict kernel weights, error is 
balanced and yield predictions tend to be accurate. It 
would be difficult to correct these faults in the model 
without a better understanding of the biological bases for 
sink definition. CORNF is a sound physiological simulation, 
limited by the extent of knowledge about certain key 
features of maize growth. The model is also very concise 
(less than 700 lines of FORTRAN code). 
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CORNSIM (1980) 
Like CORNMOD, the CORNSIM model (van Be, 1980) is 
comprehensive, simulating the production cycle from field 
preparation to harvesting, including also a simulation of 
the artificial grain drying process. The program was coded 
in FORTRAN. 
The crop development phase of the model operates on a 
daily time step, with phenological stages from germination 
to anthesis driven by heat unit accumulation. Based on the 
work of Hallauer (1960) and Schmidt and Hallauer (1966), 
CORNSIM paces reproductive development from stages R1 to R4 
according to calendar days elapsed, and not on the basis of 
heat units. The period from R4 to harvest maturity is 
driven by five regression equations that each operate within 
specified ranges of grain moisture percentage, van Ee used 
this method to make CORNSIM sensitive to the influence of 
environment on rate of field drying. The author's 
sensitivity analyses demonstrated that at some point between 
40 to 35% moisture content, grain moisture loss switches 
from physiological (heat driven) to physical (correlated 
with wet bulb depression). This transition is associated 
with the development of the closing layer of the individual 
kernel. The sensitivity of CORNSIM to this factor is 
important, since van Ee sought to accurately simulate the 
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time needed for field drying to take place, as well as the 
machinery operations necessary to successfully harvest and 
store grain under the constraint of limited time and 
unfavorable weather. 
Since CORNSIM does not simulate key processes such as 
photosynthesis and transpiration, it is not a physiological 
model. The predictions of CORNSIM are based on the 
'limiting principle' discussed previously. Initial yields 
are set to a maximum potential (equal to the production 
obtained in yield trials of the Iowa Crop Improvement 
Association), and then given fractions of yield are 
subtracted owing to losses from late planting, freeze 
damage, preharvest loss (related to the amount of field-
drying time), and combine loss. 
CORNSIM is an empirical model designed to simulate the 
logistics of an entire maize production cycle, from seed to 
grain bin, but it is neither a regression or physiological 
simulation. A maximum potential yield is determined, and 
losses are applied to arrive at a yield prediction (van Ee 
and Kline, 1979). The crop phase of the model is driven by 
the environment (heat units). Grain development is handled 
implicitly by assigning stages of maturity according to 
either calendar day, or to an empirical 5-stage regression 
based on kernel moisture content. 
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SUCROS (1982) 
van Keulen et al. (1982) developed SUCROS (Simple and 
Universal CROp Simulator) as a simplified version of the 
more comprehensive BACROS model of de Wit (1978). SUCROS is 
employed as a teaching tool in workshops on simulation. One 
of the major simplifications of SUCROS, when compared to 
BACROS or to most of the other models herein described, is 
its lack of response to limiting factors other than solar 
radiation. BACROS was developed as a generic crop 
simulator, and likewise SUCROS can be adapted to simulate 
any species, as long as fairly specific data are available 
to characterize the species. Data requirements to execute 
the model include the following initial conditions and 
environmental factors: latitude, date of emergence, dry 
weight per acre (in roots and leaves) after seed reserves 
are exhausted, day length and daily minimum and maximum 
temperatures. The following genetic coefficients identify 
the crop: rates of CO2 assimilation, respiration, partition 
and development (temperature and day length effects), 
partition ratios, specific leaf weight, and leaf senescence 
pattern. 
Both models (BACROS, SUCROS) are coded in CSMP (IBM, 
1975), a dedicated simulation language (superset of FORTRAN 
commands) that greatly facilitates the job of encoding 
simulations of continuous processes. The language structure 
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assumes that encoded processes are to be iterated each time 
step, and therefore looping constructs are unnecessary. The 
CSMP compiler is able to identify dependent calculations and 
to execute program lines in logical sequence, disregarding 
the physical order of program lines. Flexible functions for 
curve-fitting and integration are implemented. These 
features allow the programmer to concentrate more on 
mechanism than on program flow. 
The time step of SUCROS is daily. Until flowering, 
development depends on total photoperiod and on air 
temperature, and subsequent growth is based only on air 
temperature . The method of de Wit (1965) is used to 
determine gross photosynthesis based on daily irradiation 
and geographical latitude. Partition of assimilate is 
determined by phenological stage of the crop. SUCROS does 
not explicitly partition assimilate to grain. The authors 
expressly point out that "The model in its present form is 
essentially a source-oriented model in which dry matter 
accumulation is governed by the availability of 
assimilates." 
Though SUCROS is a mechanical, explanatory model, 
certain features are descriptive, such as the pattern of 
leaf senescence. Since there is no adequate theory of leaf 
senescence at the molecular level, then this important 
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factor must be described at the organ level by a function. 
This function has an important effect upon the simulation, 
since crop growth proceeds until all leaves have died. 
SUCROS is a brief, summary model of crop development 
that is mechanistic in structure, though certain key 
processes are descriptive. The model is source-driven and 
grain development is not explicitly modeled. 
ONTARIO CORN YIELD PREDICTOR (Unpublished) 
Although the ONTARIO CORN YIELD PREDICTOR (OCYP) is not 
a published simulation, it is included in this review 
because it is an operational model developed by of one of 
the top authorities in the field of maize physiology. OCYP 
is a physiological model that is under continuous 
development as its author generates new experimental data. 
The model itself has suggested the need for much of this 
research (Tollenaar, 1987). OCYP is coded in Microsoft 
BASIC, and compiled using Microsoft's QuickBASIC™ compiler. 
The philosophical basis of OCYP is that proper 
simulation of ontogeny is fundamental for correct simulation 
of the maize crop. OCYP operates on a daily time step. 
Photosynthesis is included in the model, but since Tollenaar 
believes that it is not a major driving variable, it is 
simply obtained from a regression based on the algorithm of 
BACROS (de Wit, 1978). Growth and maintenance respiration 
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are carefully simulated. Thermal units drive development, 
with leaves appearing at a rate of roughly 1 per 63 Ontario 
Corn Heat Units (OCHUs are calculated on the basis of both 
night and day temperature) (Brown, 1972). All progress is 
regulated to leaf stages, and in this way a major difficulty 
of most physiological models is addressed. Since there is 
currently little understanding of the causal molecular 
mechanisms associated with senescence, most models introduce 
some 'forcing' variable that brings about the end of growth. 
Obviously, such an extraneous variable is non-physiological. 
In OCYP, senescence is triggered by a decline in specific 
leaf weight. 
Where there is insufficient knowledge to simulate 
processes on the basis of mechanism, OCYP utilizes 
interpolations from curves of empirical data. For example, 
a relationship obtains between time of remobilization and 
propensity for remobilization of soluble stem sugars (i.e., 
the more advanced the reproductive phase, the more difficult 
it becomes to remobilise stem reserves). 
The number of kernels per ear is determined by such an 
empirical relationship, elucidated by Tollenaar, that links 
kernel number to plant growth rate. During the reproductive 
phase, dry matter replaces moisture in the kernel. Maximum 
photosynthetic rates are fairly constant for about four 
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weeks following silking (at approximately 2 mg CO2 m"^ s~^). 
Maintenance respiration of the ear during this phase is very 
low, essentially equal to the maintenance respiration rate 
during the dilatory phase. Yield predictions are determined 
from first calculating a potential yield by; 300 mg X 
potential kernel number. Yield is then reduced by deducting 
losses due to factors such as stem lodging, ear abortion, 
hail damage and moisture stress. 
OCYP has been utilized by Tollenaar to successfully 
simulate possible scenarios for late season frost damage 
when recommending harvest dates to Ontario producers. When 
compared to actual commercial yields obtained in 10 Ontario 
locations, OCYP (utilizing concurrent local weather data) 
predicted yields that were within a range of 2 to 42 bushels 
per acre of the observed levels (Tollenaar, 1985), The 
model is a physiological simulation that incorporates many 
empirical data and relationships that have been investigated 
by its author. OCYP is utilized as a research tool that 
integrates research findings, and also one that suggests 
further research topics. The model continues to evolve due 
to its author's belief that mimicry has no explanatory 
power, and that simulation based on understanding of low-
level principles can explain higher levels of organization 
(Tollenaar, 1987). 
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CERES-MAIZE (1986) 
The CERES (Crop-Environment REsource Synthesis)-MAIZE 
model (Jones and Kiniry, 1986) is the result of a 
collaboration of USDA soil scientists, agronomists and crop 
physiologists. The goals of the simulation are to predict 
phenological development, growth, and economic yield for a 
maize crop grown at any point in the world. CERES-MAIZE is 
coded in FORTRAN, originally implemented on an AMDAHL 
mainframe computer, and is now available for IBM-compatible 
microcomputers with a minimum of 256K RAM. An entire season 
can be simulated in about 5 minutes on a microcomputer. The 
program has recently become prominent because of its 
adoption as the IBSNAT global model for the maize crop (C. 
A. Jones et al., 1984; Hunt, 1988; Pecsok, 1985). An 
updated version of the model, reflecting improvements and 
fully conforming to IBSNAT minimum data set requirements, is 
scheduled for release in 1988 (Chan, 1988). 
CERES-MAIZE operates on a daily time step with minimal 
input requirements for climatic data (daily minimum and 
maximum temperatures, radiation, and precipitation). 
Additional data required are measurements of volumetric 
water content of soil at various moisture stages, and 
genetic coefficients that identify cultivar-specific 
behavior (photoperiod response, partition ratios, rate of 
kernel dry matter accumulation during linear fill). The 
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model simulates daily energy balance as well as nitrogen 
cycling in the soil/plant system. 
Phenological stages are driven by heat units, with the 
innovation that accuracy of the process has been improved by 
dividing the vegetative phase into a juvenile phase (pre-
tassel differentiation), and a generative phase (from tassel 
differentiation to anthesis). Partition ratios are distinct 
in each of these two phases, as well as cultivar-specific. 
The potential dry matter accumulation is a linear function 
of photosynthetically active radiation (PAR), approximating 
a maximum of 3.4 g of biomass per MJ PAR. This potential is 
decreased due to low temperature and water stress. Date of 
anthesis depends on the rate of leaf appearance and the 
total number of leaves of the cultivar simulated. 
The percent of total PAR intercepted is a curvilinear 
function of leaf area index (LAI). Leaf growth is more 
sensitive than photosynthesis to water stress and 
temperature, so that photosynthesis and leaf growth respond 
independently to these factors (the optimum temperature for 
leaf growth is higher than for photosynthesis). This allows 
CERES-MAIZE to simulate the fact that low temperatures or 
slight drought during the generative phase can often result 
in accumulation of sugar reserves (C. A. Jones et al., 
1984). Root growth is also sensitive to soil water 
availability, and to assimilate partition. Soil water 
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balance is simulated by soil layers, with soil parameters as 
input, utilizing the same algorithm employed in CORNF and 
CERES-Wheat (Godwin et al., 1984). Nitrogen fluxes and 
transformations (leaching, upward flow with water 
evaporation, mineralization, immobilization, nitrification, 
denitrification, crop demand, and uptake) are carefully 
simulated. 
Based on similar ideas implemented in SIMAIZ, CORNF and 
OCYP, the number of potential kernels per ear is a function 
of biomass accumulation during the generative phase. The 
number of actual kernels formed is sensitive to stresses 
occurring near the time of silking. Rate of linear grain 
fill is genotype specific, modulated by temperature and 
available assimilate (most assimilate is provided by 
concurrent photosynthesis). A major gap in simulation of 
the reproductive phase is the lack of a good mechanism to 
predict lag phase duration. 
Validation of CERES-MAIZE has shown that the model 
tends to overpredict final kernel numbers, and this is 
reflected in grain yield predictions. The authors attribute 
this difficulty to the fact that crucial genetic 
coefficients are not often reported with the research data 
that they have employed for validation, and the estimates 
they have used in their stead may cause the discrepancies. 
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An additional possibility is that nutrient deficiencies may 
limit yields of some of the data sets employed in 
validation, and (with the exception of N) CERES-MAIZE does 
not simulate this factor. 
CERES-MAIZE is a physiological simulation that 
integrates many of the best ideas of previous models. The 
strengths of the model are the sound simulation of soil 
water and N balances, and the physiological bases of 
partition ratios and development rates. The notion of 
genetic coefficients is standardized and well implemented (5 
such coefficients are employed). Though the model 
experiences some difficulty accounting for lag phase 
duration and final kernel number per ear, at the moment it 
seems that the major limitation associated with CERES-MAIZE 
is the need for gathering relevant and accurate data for 
determination of genetic coefficients for cultivars to be 
simulated. 
Summary of Features of Existing Maize Models 
There are several common features in the models 
reviewed. Most of the models were created prior to 1981, 
the year in which desktop microcomputers became widely 
available due to the introduction of the IBM PC (Ahl, 1984; 
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Sandler, 1984). Therefore, most of the models are mainframe 
programs, and most are coded in FORTRAN, the lingua franca 
of high-level programming on large computers. Of the models 
reviewed, only three are coded in a language other than 
FORTRAN (CORN-CROPS, SUCROS, OCYP), and only OCYP and CERES-
MAIZE exist in versions specific to a microcomputer 
environment. 
The structure of the majority of the programs is 
modular, reflecting the value placed by model developers on 
ease of exchange of subprocess modules. All but two of the 
models (PUTU, CORNSIM) are physiological simulations. There 
is an attempt in the physiological models to include the 
effects of the most important environmental stresses. Half 
of the models reviewed simulate moisture stress explicitly 
(PUTU, SIMAIZ, CORN-CROPS, CORNGRO, CERES-Maize), and three 
of the models simulate some form of nutrient deficiency 
(PUTU, CORN-CROPS, CERES-Maize). Since all the 
physiological models are source-driven, they possess a 
built-in photosynthetic response to overcast days. The 
limiting principle is ubiquitously applied in order to 
arrive at yield predictions. 
The time-step of the earliest maize models tended to be 
short (hourly), but this is misleading; since hourly data 
sets were not generally available, mathematical 
interpolations were utilized to calculate some of the input 
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data required by the models. This obviously defeats the 
purpose of programs with small time-steps, increased 
sensitivity to environmental fluctuations. Most recent 
models operate on daily time steps. 
Thermal units are universally employed to drive growth 
and development. The method is very reliable for the 
vegetative phase of growth, but all models encounter 
difficulties simulating the reproductive phase. Some of the 
models assume a constant duration of the reproductive phase, 
and simulate this stage on the basis of calendar days 
(CORNGRO, CORNSIM). The models are evenly split regarding 
treatment of ear development. Half of the models ignore the 
ear and deal with grain development only implicitly (PUTU, 
CORNGRO, CORNSIM, SUCROS), while the remainder describe ear 
growth empirically (SIMAIZ, CORNMOD, CORNF, OCYP, CBRES-
Maize). 
The difficulty associated with simulation of 
reproductive growth is a reflection of the general lack of 
understanding regarding the process of sink definition. 
Specifically, there are difficulties in accurate prediction 
of: initiation of reproductive growth (SIMAIZ), end of the 
reproductive phase (CORNMOD, CORNGRO), duration of the 
reproductive phase (SIMAIZ, CORNMOD, CORNGRO), and the 
number of kernels per ear (CORNMOD, CORNF, CERES-Maize). 
Because of this difficulty, overprediction of yield is a 
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prevalent problem in these models (SIMAIZ, CORNMOD, CORNGRO, 
CORNF, CBRES-Maize). This feature of current physiological 
simulations is a major reason for determination of yield 
predictions based on the limiting principle. 
Sensitivity to cultivar differences is rare in these 
models, but where implemented it is done by means of genetic 
coefficients (SIMAIZ, CORNGRO, CBRES-Maize). Not all the 
models agree on the genetic coefficients that uniquely 
identify a maize cultivar, but those employed in CERES-Maize 
have become a part of the global IBSNAT standard: 
1. PI - Duration of the juvenile phase (photoperiod 
insensitivity), in degree days above base 
temperature of 8 C 
2. P2 - Delay of development when cultivar grown 
with daylength one hour longer than the optimum 
12.5 hours (photoperiod response), in days from 
emergence to tassel initiation 
3. P5 - Degree days from silking to physiological 
maturity 
4. G2 - Maximum number of kernels per plant 
5. G3 - Rate of kernel growth during linear fill, in 
mg per kernel per day 
The current maize models are all source-driven 
simulations, they rely on thermal units to pace development, 
and they simulate the reproductive phase either implicitly 
or by means of empirical relationships. 
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PART 2. DEVELOPMENT OF THE MODEL 
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OBJECTIVES OF THE SIMULATION 
Review of current maize crop models shows that sound 
physiological simulations exist. Many important plant 
processes are understood sufficiently well to allow good 
mechanistic simulations, e.g., photosynthesis and soil/plant 
water balance. However, many difficulties result from 
insufficient understanding of the mechanics of reproductive 
growth. Physiological models that currently use implicit or 
empirical descriptions of grain development could be 
improved by including a process model of kernel growth. The 
program presented here provides such a model. 
Purpose of the Simulation 
The major goal in developing a process model of kernel 
development is to enable simulations of the reproductive 
phase to be physiologically sound. This can be accomplished 
by utilizing a submodel of kernel growth that is mechanistic 
and permits reproductive growth to be "sink-pulled." 
The reproductive phase of maize growth is characterized 
by dry matter accumulation in the ear, leaf sheaths, and 
lower stalk (Duncan, 1975a, Fairey and Daynard, 1978a). 
However, the nature of this growth is different in each of 
these organs and tissues. Assimilates stored in the stalk 
are in the form of soluble, non-structural sugars that may 
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be remobilized at a later date (Hume and Campbell, 1972). 
Assimilates stored in the ear are immobilized by conversion 
into starch (Boyer and Shannon, 1987). 
If the main sink, the ear, is removed, assimilate is 
stored in the stalk until the stalk's sink capacity is 
saturated (about 10-14 days), and then photosynthetic rates 
decline (Barnett and Pearce, 1983, Tollenaar, 1986a). This 
is an example of the principle that "...regulation of the 
partitioning of dry matter into different organs is 
independent from the production of assimilate" (Ho, 1988; 
Knievel, 1986; Wyse, 1986). When their ears are removed, 
genotypes vary in their response, either idling at low 
photosynthetic rates until killed by frost, or senescing 
prematurely (Christensen et al., 1981; Kiesselbach, 1948; 
Tollenaar and Daynard, 1982), but it is evident in either 
case that the existence of these plants without a primary 
storage sink has little biological or economic significance. 
Selection for higher photosynthetic rates without 
selection for greater sink capacity does not result in yield 
enhancement (Crosbie et al., 1978). Experiments with plants 
in the field and in a phytotron indicate that maize 
photosynthetic rates in the field may be lower than the 
potential rates. In addition, photosynthetic rates and 
temperature during the filling period may fluctuate without 
affecting grain yield (Tollenaar, 1986b). For these 
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reasons, the case can be made that proper simulation of the 
reproductive phase should be sink-pulled, rather than 
source-driven. A sink-pulled simulation must be based on a 
good understanding of the mechanics of sink definition. 
Sink strength, the ability to import assimilate, may be 
defined on the basis of the size and the activity of the 
sink. The size of a sink is a physical constraint, whereas 
the activity of a sink is a physiological constraint (Ho, 
1988). In maize, the ultimate limitant of sink size may be 
considered to be the number of endosperm cells and number of 
starch granules per unit area (Reddy and Daynard, 1983), 
whereas the sink activity may be defined in terms of the 
efficiency of amyloplast enzymes that convert sucrose to 
starch (Shannon, 1982a). This efficiency may determine the 
steepness of the sucrose concentration gradient that drives 
assimilate partition from source to sink. 
There is preponderant evidence that both sink size and 
activity of cereals are influenced by environmental factors 
only while the machinery for starch accumulation is being 
manufactured, and not thereafter (Spiertz, 1978; Tollenaar, 
1986b). If high temperatures occur after flowering, the 
persistence and photosynthetic efficiency of leaves (source 
machinery) is reduced (Badu-Apraku et al., 1983). This in 
turn leads to an abbreviated filling period and smaller 
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grains (Spiertz, 1978; Tollenaar, 1986b). Therefore, during 
the filling period, sink properties control the rate of dry 
matter accumulation, and source factors may affect the 
duration of the filling period. Since it is plain that 
source and sink activities of a plant interact dynamically 
(Tollenaar, 1986a), simulated grain growth ought not to 
depend on a source-oriented model that employs a 
deterministic ratio to partition assimilates to the sink. 
If the "ear" of such a simulated plant were "removed," the 
simulation would not operate any differently. Dry matter 
accumulation should be modeled on the bases of: sink 
strength, source activity, and proximity of sink to source 
(Brown, 1968; Ho, 1988; Spiertz, 1978). 
There is an obvious relation between the number of 
kernels per unit area and the number of endosperm cells and 
starch granules per unit area. Since final kernel weight 
and the rate of grain dry matter accumulation of cereals 
seem to be genetic constants for a cultivar (Daynard et al., 
1971; Yoshida, 1981), then sink size variation within 
genotypes must be associated with variation in kernel number 
(Kiniry, 1979). 
Therefore, a process model for kernel development must 
contain mechanisms that describe sink strength by accounting 
not only for endosperm cell differentiation and starch 
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granule formation, but also some mechanism that explains the 
'kernel set syndrome.' 
Features Desired in the Program 
The major consideration for the design of a process 
model of kernel development is that it be constructed in 
modular fashion to enable it to be easily linked to existing 
crop simulations. This alone implies certain features that 
the submodel must possess. The number of variables must be 
small, the time step must be synchronous, and the submodel 
must fit easily into the hierarchy of the larger model (it 
must not usurp or conflict with mechanisms computed by 
higher levels of the model). Following are specific 
objectives that were considered for the design of the model. 
Mechanism 
The submodel must be mechanical, and must provide sound 
simulation of organ and cell level processes that may 
explain whole plant response. The specific processes are: 
silk growth, pollination, endosperm cell differentiation, 
starch granule formation, assimilate partition to individual 
kernels, and individual kernel growth. In order to simulate 
the kernel set syndrome, a single whole ear may be modeled, 
and its growth extrapolated to the remainder of the 
population. 
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Hierarchy 
The submodel would be called by the main program (whole 
crop simulation) once in each time step. The main program 
should simulate environmental effects on daily growth. 
Therefore, the submodel will utilize the main model's daily 
computation of photosynthesis. However, since the 
submodel's simulation of ear events will be performed at a 
lower level, it should be more accurate, and will therefore 
compute its own rates of maintenance and growth respiration 
for the ear. 
Time step 
In order to integrate easily with recent maize crop 
models, the time step of the submodel should be daily. 
Sensitivity to external factors 
Most current crop models simulate maize response to 
temperature and water stress. A few of the models simulate 
nutrient deficiencies. Therefore, the submodel will rely on 
the main model to integrate the effects of weather on daily 
growth (net photosynthesis). The only environmental effect 
that will be included explicitly in the submodel will be the 
documented response of pollen tube growth and endosperm cell 
events to temperature. 
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Inputs and outputs 
Since the submodel will attempt to simulate the 
processes of pollination and kernel-set, the IBSNAT standard 
genetic coefficient 62 (maximum number of kernels per plant) 
that is required by whole crop simulations is unnecessary as 
such. The model will require a lower level, and perhaps 
less available, parameter: number of ovules per ear shoot 
at anthesis. 
The most important output of the submodel should be the 
quantity of assimilate consumed daily in growth and 
maintenance of the ear. This is the sink strength of the 
ear. The specific outputs of the submodel should be: the 
number of kernels per ear, the weight per kernel, number of 
endosperm cells per kernel, and number of starch granules 
per cell. The latter parameters should be tracked 
independently for all kernel positions on the ear. 
Preliminary Approximation: KERNSIMl.BAS 
As recommended by Penning de Vries (1982a), a 
preliminary model was first constructed in order to test the 
validity and the general consequences of the main hypotheses 
embodied in the submodel. This preliminary model, 
KERNSIMl.BAS, was coded in Microsoft's GW™-BASIC, which 
allowed quick, interactive development of the program. 
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The main hypothesis of KERNSIMl.BAS is that final 
kernel number per ear and weight per kernel are determined 
on the basis of competition for assimilate. Assimilate 
enters the ear at the base, and kernels extract their 
portion according to their sink activity and proximity to 
the supply. Assimilates are therefore depleted from the 
base toward the tip of the ear. Since such a mechanism 
would operate throughout the reproductive phase, a couple of 
key developmental events are affected by this pattern. 
First, if apical kernels are limited by assimilate 
availability during the dilatory phase, the sink machinery 
(endosperm cells, amyloplast number) they construct will be 
inferior to that of base kernels. Second, because of their 
inferior sink activity, dry matter accumulation rates of 
apical kernels ought to be less than those of base kernels 
and, when assimilate supply becomes limiting (toward 
season's end), the tip kernels (located "at the end of the 
trough") will accumulate less total dry matter than kernels 
at the ear base. 
KERNSIMl.BAS is a simple model that utilizes a 
regression (based on empirical data) to calculate the 
quantity of assimilates (units of g dry matter) available 
for daily growth. During the dilatory phase (0-14 days 
postsilking), no kernel growth occurs and the products of 
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photosynthesis are stored in the stalk. After the dilatory 
phase, a realistic number of kernels (14 rows X 32 ranks -
448) begins growth at the static rate of 0.009 g kernel'^ 
day~^ (Duncan and Hatfield, 1964). When photosynthate 
supply becomes insufficient to meet the demand, stem 
reserves are remobilized to supplement photosynthesis. In 
KERNSIMl.BAS this pattern begins on day 25 postpollination. 
The proportion of assimilates contributed by concurrent 
photosynthesis then diminishes gradually until it accounts 
for 0% on day 41 postpollination. Growth proceeds in this 
fashion until no assimilates from any source are available 
for further growth (day 53 postpollination). 
Though the scenario described above is a great 
simplification of the physiology of grain filling, the 
simulation resulting from these premises was very promising. 
Final grain weight was 159.8 g. (a maize population of 
24,000 such individuals per acre would yield 150 bushels of 
grain). Though no effort was made to make apical kernels 
more disadvantaged than their companions, at the conclusion 
of the simulation run basifixed kernels weighed 0.363 g, 
while apical kernels weighed 0.354 g. This was due simply 
to the lower precedence of apical kernels in the assimilate 
distribution pathway. As can be seen in Figure 4, these 
simple assumptions lead to a grain dry matter accumulation 
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curve very much like observed patterns, and this alone is 
more than can be accomplished by many of the established 
maize crop models described previously. Likewise, the 
pattern of soluble sugar accumulation in the stem is 
realistic (cf. Fig. 2.2, Duncan, 1975a; Fig. 53, Ritchie and 
Hanway, 1982). The fact that this preliminary model 
produced such credible results with a minimum of detail, and 
in a non-deterministic fashion (at no time does a 
mathematical function determine the shape of the curves), 
provided incentive for the development of the fully fleshed 
submodel. 
KERNSIMl.BAS is listed in Appendix A. The program 
produces a screen display of all important parameters that 
is updated daily, as well as a disk file (KERNSIM1.DAT) that 
includes daily values of the parameters at each kernel 
position. The final submodel was closely patterned on 
KERNSIMl.BAS. 
158 
160 -• 
150 -
140 -
130 -
120 -
110 -
100 -
90 -
80 -
70 -
60 -
50 -
40 -
30 -
20 -
10 -
0 7 21 28 35 49 56 14 42 
DAYS AFTER POLLINATION 
• GRAIN + Stalk Sugars 
FIGURE 4. Dry matter accumulation predicted by KERNSIMl.BAS 
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THE MODEL 
Overview of the Model 
For the programmer who has carefully sized up his 
problem, chosen a computing system, selected a 
programming language, and organised his program, 
the remaining tasks of writing and checking the 
program are likely to be quite straightforward. 
-Baker and Curry, 1976 
The simulation was conceived from the outset as a 
program executable on a microcomputer. The memory resources 
and storage capacity available to even the most basic 
configuration of present desktop machines is sufficient for 
most agricultural simulations. This presents the advantage 
that an individual researcher can use the program without 
requiring access to mainframe facilities and without having 
to pay for mainframe online time. This should encourage 
users to perform repeated runs of the program, while varying 
parameters, in order to fully explore the consequences of 
the theory of maize kernel development that is embodied in 
the model. 
The program was coded in the high level language 
Pascal, utilizing the Turbo Pascal™ 3.0 compiler (Borland 
International, 1986). This language was selected because 
it: 
• is a structured language that facilitates modular 
construction of a model 
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• enables the writing of clear, readable code that is 
similar to natural language. 
The compiler was selected because it: 
• is inexpensive 
• is widely available to researchers (J. W. Jones et 
al., 1985; Oates and Barber, 1987) 
• has an integrated development environment, 
including editor, compiler, linker, and run-time 
library 
• is small and requires few system resources 
• has short compile times 
• compiles to fast run-time code 
• is compatible with the standard Pascal definition 
(Jensen and Wirth, 1980), with very few exceptions 
(see pp. 319-320 in Borland International, 1986), 
and so should result in code easily portable among 
systems. 
The program is named CENTLI, after the Aztec ordinal 
number: "first," that is the Aztec reverential name for 
maize. Every effort was made to include only processes that 
have been documented in maize plants. Each algorithm in the 
program represents some biological process as a counterpart. 
An effort was made to validate each algorithm, independent 
of the complete program, against published research. Where 
assumptions were necessary, they have been clearly 
identified as such. 
CENTLI is a production-level-one model, according to 
the classification of Penning de Vries (1982b). That is, 
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even though the growth of real maize plants is affected by 
many external factors (Pesek, 1966), the assumption is made 
that the plant system is developing under conditions of 
sufficient nutrient and water availability, and no mechanism 
is provided to deal explicitly with nutrient or water 
absorption. Over the course of grain-filling, though not 
necessarily on a given day, the limiting factor is 
assimilate availability. The processes explicitly simulated 
are: 
• CO2 assimilation 
• assimilate partition to kernels and to alternate 
reserve sites 
• kernel growth 
• growth and maintenance respiration 
Temperature may affect the rate of kernel growth and 
the maintenance respiration rate. Therefore, the 
environmental inputs required to operate CENTLI are: 
1. daily radiation 
2. temperature 
CENTLI is a simulation of kernel development, intended 
to serve as a submodule that can provide ear sink demand for 
a whole-crop model of maize. For development purposes, 
links to whole-plant functions and to pre-fertilization 
events needed establishment. These essential links are 
processes, e.g., photosynthesis, that are 'disembodied,' and 
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are simulated only to the degree that is sufficient for them 
to provide a certain essential input for the initiation and 
execution of the kernel development simulation. 
The simulation begins with the advent of silking. The 
assumption is made that pollen is unlimited, so that 
pollination occurs when a silk emerges. The rate of growth 
of pollen tubes is simulated for an entire row of kernels. 
When fertilization occurs, the process of cellular endosperm 
differentiation is simulated independently for each kernel 
in the row. Embryo development is not explicitly simulated. 
Total kernel weight is calculated at physiological maturity 
by assuming that starch constitutes 72% of the final dry 
weight (Watson, 1987). Likewise, oil synthesis (0.8% of 
endosperm and 4.4% of whole kernel) (Watson, 1987), is not 
explicitly simulated. Endosperm differentiation may take 
place in as little as 16 days to as much as 25 days. 
Therefore, the endosperm development simulation keeps track 
of the age of individual cells and of the character of the 
cells (amyliferous or meristematic). This is necessary to 
accurately simulate the rate of starch granule formation 
within each cell. Amyloplast formation is simulated 
independently for each age group of cells in a kernel. 
Starch and protein synthesis are likewise simulated by cell 
age groups. Growth respiration is calculated for these 
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processes. The result is that a formulation of sink demand 
per kernel per day can be obtained. It is assumed that 
biosynthetic activity that requires substrate establishes a 
"sink demand." This is utilized to determine partition 
ratios for storage and reserve sinks on a daily basis. The 
simulation proceeds until all sources of growth substrate 
are exhausted. CBNTLI utilizes the number of rows per ear 
and population density to produce an estimate of dry matter 
accumulated per ear and per unit land. 
Input parameters required by CENTLI are: 
1. average daily radiation 
2. latitude 
3. daily minimum and maximum temperatures 
4. planting date 
5. population density 
6. number of ovules per row at anthesis 
7. leaf area index at anthesis 
and the following genotype-specific coefficients: 
1. number of kernel rows per ear 
2. growing degree days to silking 
2 
A comprehensive source of this information that is 
updated frequently and includes all major inbreds utilized 
in hybrids for the North Central U. S., is Mueller (1987). 
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Output variables are contained in two files. File 
YIELD.DAT, charts daily values of: 
1. net photosynthesis (gross photosynthesis minus 
maintenance respiration) 
2. daily change in dry weight of soluble reserve 
sugar pool 
3. cumulative kernel weight at each position on the 
ear 
4. cumulative ear weight 
5. quantity of remobilized soluble sugars 
File KERNEL.DAT, contains a record of the daily change 
of individual kernel parameters for each vertical position 
on the ear; 
1. cell number per endosperm 
2. starch granule number per endosperm. 
A listing of the source code of the program is given in 
Appendix B; a brief set of instructions for users of the 
program is provided in Appendix C (users should also consult 
the file README on the program disk); sample input files are 
found in Appendix D; sample output files are shown in 
Appendix E; and a disk containing the source code, 
executable program, and weather files is enclosed as 
Appendix F. 
In the following section the biological processes that 
are explicitly dealt with by CENTLI will be described 
briefly, and the algorithm that models the event will be 
given together with appropriate explanations or 
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qualifications. In this description, the emphasis will be 
on explanation of algorithms, and not on program flow or 
construction. Therefore, many procedural details and 
logical constructs are omitted from the Pascal listings 
given here. For these details, the reader may wish to 
consult Appendix B to place the individual function and 
procedure calls within the context of the overall program. 
For justification of the assumptions, for specifics 
regarding processes, and for literature references, the 
reader is directed to Part 1, Chapter 2 ('The System to be 
Modeled'), in which the biology of the system modeled is 
reviewed. The key developmental events in this section and 
in Chapter 2 of Part 1 have been named and ordered 
identically in order to facilitate cross-reference. This 
method of presentation was elected to enable a rapid and 
straightforward description of the model, unencumbered by 
the need to provide detailed background information. 
Pascal code is listed directly here as an example of 
the implementation of the algorithms described. This is 
useful for summarizing algorithms and for full understanding 
of the simulation. It is possible to do this without 
mystifying non-programmers because, with minimal effort 
(care in naming of variables and procedures), a programmer 
can make Pascal code very readable. When a variable or 
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procedure name is referred to in the body of text, it will 
be emboldened for clarity. As an example of the readibility 
of Pascal source code, the main routine of the program is 
shown in Figure 5. This routine calls the subordinate 
routines of CENTLI in appropriate sequence, and the logic 
underlying its operation should be clear to any agronomist. 
BEGIN {Main} 
REPEAT 
Time := Time + 1; 
CalculateQlO; 
Photosynthes i ze; 
DevelopEar; 
UNTIL (StalkReserves + NetPs) <=0; 
END. 
FIGURE 5. CENTLI main routine 
Primary Assumption 
The primordial assumption underlying a simulation such 
as CENTLI is that a complex system can be made 
"mathematically tractable" by mechanically simulating the 
behavior of interacting elements (Garzia and Garzia, 1987). 
In biological terms CENTLI is based on the assumption that 
maize yield physiology can be understood only in terms of a 
series of sequential events that determine the nature and 
rate of subsequent events. On this view, yield cannot be 
simulated unless the processes leading up to yield formation 
167 
are themselves first simulated mechanically. Therefore the 
main business of CENTLI is the careful simulation of the 
processes that define sink size (kernel set) and sink 
activity (cell and starch granule number per endosperm). 
Photosynthesis 
Simulation of CO2 assimilation is based on the method 
presented by de Wit (1965), as amended by Goudriaan and van 
Laar (1978). These routines have been employed and tested 
in a variety of models, including BACROS (de Wit, 1978), 
SUCROS (van Keulen et al., 1982) and the Ontario Corn Yield 
Predictor (Tollenaar, 1987). In order to faciliate future 
coordination of CENTLI with whole-crop models, the variable 
names employed in this procedure are the same as those 
employed in the models mentioned above, even though they are 
not as descriptive as Pascal variables may be (CSMP names 
must be 6 characters or less). 
The method employs empirical measurements of leaf 
photosynthetic rate at light-saturated levels (AMax = 1.67 X 
10"® kg CO2 m~^ s~^, for C4 leaves), and light use 
efficiency for incoming radiation (E££e = 12.9 X 10~^ kg CO2 
J"^) (Goudriaan, 1986). Gross photosynthetic rate per unit 
of leaf area (P), increases according to a rectangular 
hyperbolic response, as a function of absorbed 
photosynthetically active radiation (PAR); 
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[1] P := X/(X +1); 
where X - RAD * Effe/(AMax * LAI) 
RAD • average effective PAR 
The input data set of weather variables utilized by 
CENTLI consists of measurements taken since 1960 at the ISU 
Agronomy and Agricultural Engineering Research Center, 13 km 
vest of Ames, and is the only complete Iowa climate data set 
that includes radiation measurements (personal 
communication, Dr. Richard Carlson, Climatologist, ISU Dept. 
of Agronomy). The variables include: calendar date, daily 
values of average radiation, pan evaporation, maximum 
temperature, minimum temperature, and precipitation (refer 
to Appendix D for input format of the variables). The 
climate data are available on disk or tape media (cf., 
Reinke, 1988, Appendix A). All variables in ISU files are 
measured in English units. Therefore, radiation is measured 
in thermal units (Langleys per day), and not in terms of 
PAR. CENTLI corrects for this by taking PAR to be half of 
the radiation measured in thermal units (Tollenaar, 1985). 
Effe is expressed in terms of English energy units (J). 
Lastly, the fact that all leaves do not receive direct solar 
radiation is accounted for by calculation of the average 
daily sunlit leaf area (SLLAE, unitless), taken as the sine 
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of the solar height angle at noon. Forty-five percent of 
remaining PAR is intercepted by the SLLAE. 
The effective length of day (OayLe) is calculated, in 
seconds, from arcs in transformations of the angle of annual 
solar track, based on a calculation of solar declination and 
the value input for latitude. The effective daylength is 
shorter than the astronomical daylength, and is measured as 
the span of time during which solar height exceeds 8 
degrees. This allows calculation of canopy photosynthesis 
as the product of: 
[2] Ps :» LAI * AMax * DayLe * P; 
Where Ps • kg CO2 m~^ d"^ 
Gross photosynthesis of the canopy is estimated by 
separately calculating the photosynthesis of unshaded and of 
shaded leaves and summing the results. Since CENTLI 
simulates the development of a single ear, then the 
calculation above is scaled to an individual plant by 
utilizing the input value of population density (converting 
units): 
[3] Ps Ps/((Density * 2.5)/10000); 
where Ps = Kg CO2 plant"^ d"^ 
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Lastly, the assimilated CO2 is converted into glucose 
equivalents by multiplying Ps by the factor: 30 g glucose 
44 g~^ CO2 (van Keulen et al., 1982). A typical calculation 
for the conditions: July 21 (Julian date 201), latitude = 
45.35, solar declination = 20.7 degrees, RAD = 250 W m"^, 
LAI = 4, and population density of 24,000 plants A~^ results 
in a gross photosynthetic rate of 8.025 g glucose plant~^ 
day"^. 
To account for the effect of canopy senescence, a 
regression was fit to unpublished data collected for the 
inbred BSSS 69 in 1975 by Dr. R. B. Pearce (ISU Dept. of 
Agronomy). The resulting expression gives a hyperbolic 
decay rate, with complete canopy senescence occurring on day 
60 post-pollination. The value of the unitless factor 
ranges from 1 to 0 as a function of days post-silking: 
[4] SenescencePactor := 0.98 + (3.06E-03 * Time) 
- (3.03E-04 * SQR(Time)); 
r^ = 0.99 
This factor is multiplied by LAI at anthesis on each 
daily iteration to adjust the canopy area for senescence 
effects: 
[5] LAI := FullLAI * SenescencePactor; 
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This treatment is not biologically accurate, since it 
implies that surviving canopy area continues to 
photosynthesize at AMax until it dies, whereas a component 
of senescence is the decay of photosynthetic rates (Vietor 
et al., 1977), This method of computing gross 
photosynthesis per plant also fails to take into account the 
effect of temperature on photosynthetic rate, as well as the 
dynamics of interplant competition across varying population 
densities (shading, leaf angle). However, more 
comprehensive treatment would have demanded the development 
of routines that are more the domain of whole-crop 
simulations. The method described here is sufficient to 
provide a realistic 'source component* for CENTLI by 
calculation of rates of gross photosynthesis that: 
1. respond to daily radiation amounts 
2. gradually diminish to zero as a function of leaf 
area duration 
Reproductive growth 
Silking Silking is described by means of an 
established relationship between percentage silk emergence 
and days post-silking (Sadras et al., 1985): 
[6] SilksEmerged :» 101 - EXP(4.57 - 0.88 * Time); 
where r^ = 0.91 
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After each iteration, the ovules whose silks have 
emerged are determined by assuming that silks emerge in 
order from basifixed ovules to apical ovules. Even though 
complete silk emergence takes four days, the relationship 
shows that on day one post-silking 60% of silks have 
emerged, and by day two 80% of silks have done so. The 
effect of temperature on rate of silk emergence is not 
simulated. 
Pollen shed CENTLI does not explicitly simulate the 
process of pollen shed. The pollen density distribution 
studies of Sadras et al. (1985), show that when a mean 
density of as few as 12 pollen grains per silk is achieved, 
all silks have been exposed to at least one pollen grain, 
and that a pollen density of 5 grains per silk ensures a 90% 
pollination rate. Since pollen production of normal tassels 
averages to 3,500 grains per silk (Aldrich et al., 1986), 
then it can be safely assumed that if 99% of the pollen 
produced by a tassel were blown away, still there would be 
about three times as much pollen available as needed to 
ensure complete pollination of an ear. 
Pollination Since it is assumed that pollen 
quantities are not limiting, then pollination occurs as soon 
as styles emerge from husks. When the silk from a given 
ovule position emerges, the boolean variable Pollinated is 
set to TRUE for that position. 
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Pollen tube growth must be described in such a way that 
it a) reflects sensitivity to temperature and b) varies with 
the vertical position of the ovule whose style is 
penetrated. 
There are no quantitative data available to determine 
how temperature affects pollen tube growth, only Randolph's 
(1936) statement that "At lower temperatures somewhat slower 
rates were noted, and at higher temperatures the rates were 
somewhat faster." I proceeded by assuming that the rate 
would be governed by a Qjq of 2, a standard temperature 
response of biological processes. So for a reported pollen 
tube growth rate of 1 cm/hr at 25 C (25 cm style length), 
then the rate at 15 C would be 0.5 cm/hr. For a reported 
growth rate of 0.5 cm/hr at 25 C (3 - 5 cm style length), 
the corresponding rate at 15 C is 0.25 cm/hr, and so on. 
Using a reported rate, at a known temperature (25 C), 
and for a given position, three such data pairs were 
generated and each fitted with a straight line to obtain; 
[7] Rate (cm/hr) = 0.025T - 0.125 
[8] Rate - 0.035T - 0.175 
[9] Rate = 0.050T - 0.250 
where T = temperature C 
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These relationships express the temperature response of 
pollen tube growth within styles produced by ovules from 
three different positions on an ear: 4, 16.5, and 25 cm 
from the tip of the ear, respectively. After calculating a 
few pollen tube growth rates at temperatures 10 C apart, it 
will be noted that the slope of the fitted curve is always 
one tenth of the growth rate produced by the low range of 
temperature, and that the Y-intercept is one half the same 
temperature, i.e., for the data pair [A, B], that represents 
pollen tube growth rates at 25 and 15 C, respectively, the 
line connecting the two points is: 
[10] TubeGrowthRate » (B+10)T- (B+2) 
This occurs because in the least squares calculation of 
the straight line, the slope is determined by dividing the 
sum of cross-products of T (independent variable) and RATE 
(dependent variable) by the sum of squares of T; the Y-
intercept is then derived by subtracting the product of 
{mean of T * slope} from the mean of RATE. Because of the 
synthetic way in which the data pairs were generated, the 
mean of T and the sum of squares of T are constants in all 
three equations. Only the mean of RATE and the sum of 
cross-products are variable, resulting in an orthogonal 
relationship between the expressions. Mathematically, all 
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such curves generated in this fashion are straight lines 
originating at T = 5 and RATE = 0, and then diverging 
according to their individual slopes for values of T > 5. 
In order to integrate the temperature effect of [10] 
with the position effect of the ovule generating the silk 
penetrated, it is necessary to provide the low rate of 
pollen tube growth expected for each vertical position along 
the ear. Recalling the initial assumption of a Q^q ~ 2 
temperature response, then we have three reported data 
points to part from: 1.0 + 2 = 0.5 cm/hr, 0.7 + 2 = 0.35 
cm/hr and 0.5 + 2 • 0.25 cm/hr, for silk lengths of 25, 16.5 
and 4 cm, respectively. Equating each of these silk lengths 
with a vertical kernel position (1, 20 and 50 from the base, 
respectively) and fitting a straight line through the points 
yields the relationship: 
[11] PR = -0.005Position + 0.48 
where: PR = pollen tube growth given 
position of ovule penetrated 
Position = position of ovule on the ear 
(from base to apex) 
r^ - 0.94 
Now PR can be substituted for B in [10] to yield an 
expression that predicts the effects of ovule position and 
ambient temperature on pollen tube growth: 
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[12] Rate = (-0.OOSPosition + 0.48) + 10)T 
- (-0,OOSPosition + 0.48) + 2 
which can be further simplified to the expression: 
[13] Rate = (-0.OOSPosition + 0.48) * (O.IT - 0.5) 
The equivalent Pascal statement is: 
[14] TubeGrowthRate := ((-O.OOS * Position) + 0.48) 
* ((0.1 * MaxTemp) - 0.5); 
The expression can be validated by consulting Table 2 ,  
and observing that the response modeled in expression [13] 
produces values that closely agree with the original 
empirical data and with expectation. According to this 
relationship, a silk growing from the base of an ear shoot 
20 cm long under a maximum daytime temperature of 30 C will 
emerge in less than 17 hours, whereas an apical kernel 
(position SO) requiring to elongate 4 cm for emergence, 
under a maximum daytime temperature regime of 20 C will do 
so in 11.5 hours. 
Even though these functions express the temperature 
response of biological material, I felt justified in 
deriving them based on linear approximations, rather than 
assuming exponential responses, because: 
• the original data points were few and did not 
justify high order fits 
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TABLE 2. Predicted pollen tube growth rate (cm/hr) as 
a function of ovule position and maximum 
daytime temperature 
POSITION TEMPERATURE (C) 
Base to tip 25 20 15 
1 0.95 0.71 0.48 
25 0.71 0.53 0.36 
50 0.46 0.35 0.23 
• the amplitude of the independent variable, 
temperature, is relatively narrow (ambient 
temperature during the flowering stage may 
oscillate between 13 and 30 C from night to day, 
but pollination and tube growth occur chiefly 
during the day and seem to be governed by daytime 
temperatures). 
On the other hand, it was important to derive a 
moderately sophisticated algorithm to predict the rate of 
pollen tube growth because this is one of the events that 
contributes to the disparity in developmental age between 
kernels growing at different vertical positions on the ear, 
and this ontogenetic feature has important overall 
consequences in the model. 
Fertilization Growth rates of individual pollen 
tubes are accumulated on each time step iteration. When 
pollen tube length equals or exceeds the length of the silk 
within which it grows, the boolean variable Fertilized is 
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set to TRUE for the specific ovule position. Since the 
first endosperm cell division is observed 24 hours after 
syngamy, then one day after fertilization endosperm cell 
number is deterministically set equal to 2. Thereafter, the 
Procedure DevelopEndosperm simulates endosperm development 
independently for each fertilized position. 
Grain filling 
Endosperm development This was the most critical 
portion of the model to develop. Because CENTLI is a "sink-
pulled" simulation, and the sink size is determined by the 
relation: 
STARCH GRANULES ENDOSPERM CELLS KERNELS 
[is] X -------—------ X = SINK SIZE OF EAR 
ENDOSPERM CELL KERNEL EAR 
it was important to have as accurate an algorithm for 
endosperm cell development as possible. 
From the moment that pollination is effected, the major 
activity of CENTLI becomes the daily updating of a complex 
data structure that represents the maize ear. The ear is 
represented as an array of dimension Apex, where Apex is a 
variable that contains the number of ovules per row present 
at anthesis. The value of Apex is provided as input. The 
array is named Kernel, and the variable Position is employed 
as a counter to address an array location. This make 
possible the construction of a readable statement such as: 
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FOR Position := Base To Apex DO 
WITH Kernel[Position] 
to initiate a loop that will be repeated for each kernel 
from the base to the tip of the ear. Base is a constant 
that is initialized to 1. An implicit assumption of this 
structure is that all kernels located at the same distance, 
or rank, from the base of the ear develop equally. Kernel 
development is simulated for a single row of kernels, from 
base to tip, and the variable RowNo, provided as input, is 
utilized to adjust the simulation for dry matter 
accumulation of all kernels on the ear. 
In turn, each kernel has a set of attributes that must 
be tracked throughout the phase of reproductive growth. 
These attributes are: a) state variables such as total 
weight and total cell number per endosperm, and b) logical 
flags to signal pollination status, cell differentiation 
status, and the initiation of the aleurone layer. 
In addition to these whole-kernel attributes, a set of 
cell attributes must be tracked, and their values conserved, 
for each day of endosperm cellular differentiation. 
Therefore, each Kernel[Position] is associated with an 
array, named CellComponents, of dimension 25 (the maximum 
number of days allowed for endosperm cell differentiation), 
that contains the status of cell attributes on each day of 
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endosperm development. The cell attributes are state 
variables that a) contain the values for number of 
amyliferous and meristematic cells differentiated on a given 
day, and b) accumulate the number of starch granules created 
in amyliferous or meristematic cells as endosperm 
development progresses. Lastly, two logical flags signal 
whether cells were created on a given day, and whether cells 
are manufacturing starch. The variables Time or Age may be 
used within different procedures as the counters that 
address a specific location within the CellComponents array. 
The data structure that encodes all this information is 
a combination of arrays and Pascal records whose declaration 
is shown in Figure 6. 
TYPE 
AgeGroups - RECORD 
CellsExist, MakingStarch : Boolean; 
AmylGranules, MerisGranules : Integer; 
Amyliferous, Meristematic : Real; 
END; 
Traits = RECORD 
CellComponents : Array[1..25] of AgeGroups; 
Aleurone, CellMax, Fertilized, 
Pollinated : Boolean; 
CellNo, TubeLength, Weight : Real; 
END; 
VAR 
Kernel : Array[Base..Apex] of Traits; 
FIGURE 6. Data structure encoding kernel attributes 
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Unfortunately, the only empirical data available for 
modeling endosperm development were: 
1. The starting point (original number of endosperm 
cells • 1) 
2. The end point (final endosperm cell number > 
176,000) 
3. The amount of time needed for the process to be 
completed (21 days). 
I proceeded by first dividing the period of endosperm 
development into the two natural phases that compose it: 1) 
coenocytic growth, and 2) cellular growth. Coenocytic 
growth was simple to model when it was noted that 1) nuclei 
divide in unison, 2) this conveniently leads to nucleus 
numbers that are integer powers of 2, and 3) there is a 
"resting phase" at the end of the coenocytic phase when 
rates of division slow. These three factors are clearly 
suggestive of a standard sigmoidal growth pattern. The only 
difficulty was determining the total number of nuclei that 
arise due to coenocytic growth. 
The greatest number of nuclei reported in the 
literature was 256 nuclei, and this number is achieved in as 
little as 2 days post-pollination or in as much as 4 days 
post-pollination. Since it is known that the egg sac has 
become cellular by day 5 after pollination, I tabulated the 
reported values and filled in the blank slots of the table 
with numbers that seemed consistent with a sigmoidal growth 
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curve. The use of powers of 2 enabled the generation of a 
simple arithmetic progression of exponents that yields a 
sigmoid growth curve naturally, the inflection point 
occurring 2.5 days post-pollination (Table 3). 
TABLE 3. Coenocytic growth pattern of endosperm 
Day 
post-pollination Power of 2 Nucleus number 
0 0 1 
1 12
2 3 8 
3 7 128 
4 9 512 
5 10 1024 
The data up to day 3 are reported values, the remainder 
are assumed by me. The fact that the arithmetic progression 
ends at day 5 with ten cycles of nuclear division is 
consistent with what has been observed in wheat kernels. 
By contrast, there were even fewer data available upon 
which to base a model of cellular endosperm development. 
Duvick (1951) observed the rates and orientation of mitoses 
in the meristematic layer of flint and dent maize kernels, 
and reported these in his Tables 7 and 8, giving a plot of 
the rates in his Plate 3. The rate curves are roughly 
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triangular, reaching a maximum on either day 9 or 11 post-
pollination, depending on the year observed. Accumulating 
and plotting the differentials of his rate curves showed 
that the pattern of endosperm cell accumulation would be 
sigmoidal, with the inflection point occurring at the point 
of maximum division rate. This is confirmed by the plots of 
mitotic indices presented by Knowles et al. (1986, 
specifically Fig. 1 therein). 
My first approach to the problem of simulating 
endosperm cell proliferation was to utilize Duvick's data 
for the number of anticlinal and periclinal divisions 
occurring per day in the outer 10 layers of the endosperm. 
It was hoped that this would generate a strictly mechanistic 
calculation of the numbers of new endosperm cells 
(originating from periclinal divisions) and new meristem 
cells (originating from anticlinal divisions) arising each 
day. Duvick reported mitoses at two day intervals from day 
7 to day 20 post-pollination; I generated intermediate 
values by linear interpolation between pairs of reported 
values. 
To test this approach, it was necessary to know the 
original number of meristem cells entering cellular growth 
that Duvick's rates could be applied to. Assuming first 
that 1024 nuclei are present at this stage (see Table 4 
above), I concluded by studying Randolph's (1936) 
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microscopic studies that it was justifiable to treat the 
young endosperm at this stage as a developing cone. 
Utilizing the cellular dimensions of the drawings in 
Randolph's report (Randolph's Fig. 9), I applied a little 
geometry and determined that about 44% of the 1024 newly 
cellular cells would be on the surface of the endosperm 
cone. Thus having synthetically generated the number of 
meristem cells at the outset of cellular growth, I applied 
Duvick's rates of mitotic division. Typical results are 
shown in Table 4. 
TABLE 4. Endosperm growth by Duvick's reported mitosis 
rates 
Day 
Post 
Polln. 
Meristem 
Cells 
New 
Meristem 
Cells 
New 
Periclinal 
Cells 
Total 
Endosperm 
Cells 
5 453.1 0. 0 3534.2 1024.0 
6 453.1 0. 0 4123.2 4558.2 
7 453.1 0. 0 4666.9 8681.4 
8 453.1 113. 3 5256.0 13348.3 
9 566.4 5097. 4 8495.6 18717.6 
10 5663.7 83540. 3 79858.9 32310.6 
11 89204.1 1694877. 2 981244.7 195709.7 
12 1784081.2 52184376. 6 29615748.7 2871831.6 
As can be seen in Table 4, applying Duvick's data leads 
rapidly to unreasonable numbers of endosperm cells. 
Ignoring the rates of mitosis in the inner layers of the 
meristem and utilizing Duvick's data for only the outer 
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layer of the meristem did not result in numbers that were 
any more reasonable. 
This is because Duvick reports very high mitosis rates, 
with more than 20 divisions per cell per day occurring at 
the peak of meristematic activity. These numbers seem 
extraordinary when considering the fact that though nuclear 
divison may take place in as little as 3 to 4 hours, 
complete karyokinesis may take up to 24 hours to complete 
(personal communication. Dr. Nels Lersten, Department of 
Botany, ISU). 
There may be several reasons for the unsatisfactory 
results of applying Duvick*s rates of mitosis in a 
mechanistic model of endosperm growth. One source of error 
may be the fact that my treatment implicitly assumed that 
the entire meristem divided daily at the rates derived from 
Duvick. Duvick himself indicates that this is not so, and 
he reported mitotic rates separately for the crown and 
germinal and abgerminal walls of the kernel (Duvick's Table 
9). However, the rough simulation tabulated in Table 4 was 
only for the purpose of a first approximation, and it proved 
to be rather far off the mark. I was discouraged from 
further refining the simulation by treating the crown and 
walls of the kernel separately because the magnitudes of the 
mitosis rates that Duvick reported for these regions were 
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still high (maxima of 14 and 34 divisions per cell per day 
for crown and wall regions, respectively), and would clearly 
lead to no marked improvement in the model. 
Another source of error concerns the nature of Duvick's 
data. Even though Ouvick reports the rates of mitosis as 
being "per cell," it seems obvious that this is almost a 
biological impossibility. Since it is a fact that Duvick 
observed the number of mitosis figures he reported, it 
seemed obvious that the error must lie in the unit of volume 
in which the divisions were observed to be taking place, and 
that the numbers are off by the number of cells contained in 
that volume. After my own model was further developed, I 
checked this possibility, and the results will be presented 
later. 
Abandoning Duvick's data as a source of information 
upon which to base the model of endosperm cell proliferation 
meant more than losing the only source of research data 
regarding the process, it also meant abandoning a 
mechanistic simulation of endosperm development in favor of 
a strictly empirical one. This limits the explanatory power 
of CENTLI at the cellular level, and constrains the model to 
explain only at the organismal and community levels. This 
also illustrates the basic principle of simulation work that 
mechanistic models are limited by the current understanding 
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of mechanisms, and that this serves to identify the crucial 
areas of basic research that are in need of attention 
(Loomis et al., 1979; Whisler et al., 1986). 
To generate the model on the basis of empiricism, the 
sigmoid growth curve of endosperm cell proliferation was 
fitted by logistic function (France and Thornley, 1984). 
The number of endosperm cells expected at a given time, t, 
on this curve is found by: 
NoNf 
No + (Nf - No)e"*t 
where: N « number of endosperm cells at time t 
No <• 2 (initial number of endosperm cells) 
Nf = 176,000 (final number of endosperm cells) 
u = 1.08429 (constant proportional to rate 
of growth) 
t = day post-pollination 
The proportionality constant, u, was found by setting 
if 
t to 10.5 (the midpoint of the endosperm development 
phase), and solving for u in the expression: 
* 1 
[17] t = ln[(Nf - No) + No] 
u 
if 
where; t = inflection point (maximum mitosis) 
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The next step was to determine what proportion of the 
new cells at a given time arose from anticlinal or 
periclinal division. This was necessary because: 
• while the peripheral cells are serving a 
meristematic function they do not accumulate 
starch; only those cells generated by periclinal 
divisions specialize rapidly for the accumulation 
of starch 
• even after meristematic cells convert into starch 
accumulating cells, their characteristics are 
different from those of the more central, 
exclusively amyliferous, cells 
• the synthetic data generated by these methods were 
to be eventually utilized for the construction of a 
physiological model in which the number of new 
endosperm cells at a given time should be logically 
explainable on the basis of the pre-existing number 
of meristematic cells. 
For this purpose, I used Duvick's (1951) observations 
of ratios of periclinal to anticlinal divisions. Duvick 
noted that these ratios were characteristic of 1) the stage 
of endosperm development; and 2) the location of mitosis. 
The ratios of periclinal to anticlinal divisions can be 
categorized as unique by grouping those occurring prior to 
the attainment of maximum mitosis rates versus those that 
occur afterwards ('prealeurone' and 'postaleurone,' 
respectively) and by grouping those occurring in the crown 
region versus those occurring in the walls of the kernel. 
The ratios I utilized are a subset of those reported in 
Duvick's Table 10. These numbers are summarized here in 
Table 5. 
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TABLE 5. Ratios of periclinal to anticlinal mitoses 
(Duvick, 1951) 
Silk scar 
region 
Germinal and abgerminal 
wall regions 
Prealeurone 
Postaleurone 
2.7 
0.9 
1.5 
3.0 
Before applying Duvick's ratios it was then necessary 
to make some estimate of the proportion of the peripheral 
area of the developing kernel that is occupied by each of 
the crown and the wall regions. This proportion is 
undoubtedly a dynamic one in that it changes as the kernel 
develops from a spherical blister into a prism at maturity. 
Having no experimental data on how the proportional areas of 
crown and walls vary throughout the expansion phase of the 
kernel, I resolved to utilize the dimensions of a mature 
kernel to determine the percentages of the total peripheral 
area occupied by each of these regions. I determined the 
percentages to be 17% for the crown region and 83% for the 
walls (the surface area of the kernel base was not 
considered in these calculations since this area does not 
contain a meristematic layer). These percentages were then 
applied statically at all stages of endosperm development. 
This step implies that the relationship between the area's of 
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these two regions is constant throughout growth, which is 
probably not the case. However, there are no empirical data 
available to improve upon this approximation. 
Knowing 1) the number of new endosperm cells at a given 
time, t; 2) the ratio of periclinal to anticlinal divisions 
according to time of development and region of the kernel; 
and 3) the area of the developing kernel composed of crown 
and wall regions, it was then possible to calculate how many 
of the new cells at time t arose from anticlinal divisions. 
This was done by: 
0.17E 0.83E 
[18] • Mt 
(Rc+1) (Rw+1) 
where: E = number of new endosperm cells at time t 
Rc = ratio periclinal/anticlinal divisions in 
crown (from Table 5) 
Rw = ratio periclinal/anticlinal divisions in 
walls (from Table 5) 
Mt = number of new meristem cells at time t 
Rc and Rw in [18] may each take on one of two values 
according to whether t is less than or greater than the time 
of maximum mitosis rates. The number of new cells at time t 
arising from periclinal divisions can be calculated either 
by multiplying the appropriate ratio of periclinal to 
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anticlinal divisions by the number of meristem cells at time 
t, or by simply calculating the difference between the 
number of new endosperm and new meristem cells at time t. 
In the computer program, the difference method is employed. 
The numbers of each type of endosperm cell generated, and 
their rates of proliferation, are presented in Table 6. The 
total number of endosperm cells and their corresponding rate 
of increase are plotted in Figure 7, where it can be 
verified that the growth curve is sigmoid and the growth 
rate is triangular. These data were generated by the use of 
an electronic spreadsheet. Using this tool to quickly 
calculate the ratio of meristem cells to total cells, it 
materialized that this ratio was a constant unique to the 
"prealeurone" phase (0.3779) or the "postaleurone" phase 
(0.2970). In the completed program, these constants are 
used instead of [18] to determine the number of anticlinal 
cells on each day because the constants obviously summarize 
the operations of [18] and, from the point of view of 
program optimization, their use reduces the number of 
program steps required to update a state variable. 
Having now a reasonable estimate of the number and type 
of endosperm cells arising throughout the developmental 
phase of the endosperm, it was necessary to devise a method 
whereby the new cells generated each day could somehow be 
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TABLE 6. Generated data for endosperm cell proliferation 
Total Total Meris, Meris. Peric. Peric. 
cell growth cell growth cell growth 
Day number rate number rate number rate 
1 2.0 2.0 
2 8.0 6.0 
3 128.0 120.0 
4 512.0 384.0 
5 1024.0 512.0 
6 1327.9 303.9 501 .9 501. 9 826 .0 826 .0 
7 3869.9 2542.0 1462 .6 960. 7 2407 .3 1581 .3 
8 10972.4 7102.5 4147 .0 2684. 4 6825 .4 4418 .1 
9 28920.1 17947.7 10930 .2 6783. 3 17989 .9 11164 .4 
10 64713.1 35793.0 24458 .1 13527. 8 40255 .0 22265 .2 
11 111286.9 46573.8 42060 .4 17602. 4 69226 .5 28971 .4 
12 147079.9 35793.0 43678 .9 1618. 4 103401 .0 34174 .6 
13 165027.6 17947.7 49008 .9 5330. 0 116018 .7 12617 .7 
14 172130.1 7102.5 51118 .1 2109. 3 121012 .0 4993 .2 
15 174672.1 2542.0 51873 .0 754. 9 122799 .1 1787 .1 
16 175548.7 876.6 52133 .3 260. 3 123415 .4 616 .3 
17 175847.1 298.4 52222 .0 88. 6 123625 .1 209 .8 
18 175948.3 101.2 52252 .0 30. 1 123696 .3 71 .1 
19 175982.5 34.2 52262 .2 10. 2 123720 .3 24 .0 
20 175994.1 11.6 52265 .6 3. 4 123728 .5 8 .2 
21 175998.0 3.9 52266 .8 1. 2 123731 .2 2 .7 
predicted on the basis of the number of meristem cells 
existing on the prior day. This was essential in order to 
provide the endosperm development model with a sound 
biological basis. In à strictly mechanistic program, one 
would like to simulate cell proliferation on the basis of 1) 
the number of cells undergoing mitosis on a given day, and 
2) the time necessary for mitosis to complete. Some 
reasonable assumption might be made with respect to point 2, 
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FIGURE 7. Simulated growth and growth rate of endosperm 
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but there are no experimental data germane to the question 
of point 1 (with the exception of the problematic numbers 
reported by Duvick, as discussed above). What prompts a 
given meristematic cell to divide? How soon after one 
division may another division begin? What prevents a given 
cell from dividing further? In order to gain some insight 
on this question, I took the ratio of total new cells each 
day to the total meristem cells the previous day (Table 7). 
These ratios generally agree with the mitotic indices 
reported by Knowles et al. (1986). This table showed both 
1) decreasing rates of mitosis occurring throughout 
endosperm development (reflecting increasing specialization 
of cells as they mature), and 2) fractional rates of 
mitosis. 
In biological terms, these fractional rates of mitosis 
may be interpreted to indicate several features of endosperm 
development: 
1. Not all meristem cells divide in the arbitrary 
time interval employed (one day) 
2. Not all meristem cells undergo mitosis in phase 
or in unison 
3. Complete karyokinesis may take more than one day 
to complete 
4. Mitosis rates are not uniform in the entire 
meristematic layer 
5. The calculations reported here assume only one 
proliferating peripheral layer, but in fact more 
layers may need to be included in order to 
account for the necessary rates of mitosis 
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TABLE 7. Ratio of total new endosperm cells to existing 
meristem cells 
Day Division Divisions 
post rate by reported by 
polln. model Duvick 
6 5.1 
7 4.9 
8 4.3 
9 3.3 27.0 
10 1.9 
11 0.9 33.0 
12 0.4 
13 0.1 66.0 
14 0.05 
15 0.02 52.0 
16 0.006 
17 0.002 21.0 
18 0.0007 
19 0.0002 
20 0.00007 8.0 
One other use for the data in Table 7 was suggested 
previously. These data purport to show the same thing as 
the data of Duvick: total rates of mitosis. Comparison of 
the two sets of data shows large discrepancies. Duvick's 
numbers are vastly greater than those predicted by the 
model. On day 9 Duvick reports 8.2 times as many mitoses as 
the model, and on day 20 he reports 114,285.7 times the 
mitoses predicted by the model. The model predicts 
exponential decrease in the rate of mitosis per cell 
throughout the period of endosperm development, which seems 
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to make biological sense, since there are more meristem 
cells that undergo division as each day passes. It is 
obvious that if both the number of cells dividing and the 
rate of division per cell increased, then endosperm cell 
growth would be exponential, not sigmoid. Therefore, since 
the number of meristematic cells increases daily, it follows 
that the rate of division must be decreasing. 
Bearing this point in mind, the trend in Duvick's data 
gives some insight into the possible source of error in 
interpreting his numbers. Table 7 shows that the division 
rates reported by Duvick increase to a peak on day 13, and 
then decrease. Thinking of how Duvick may have collected 
these data, it is quite probable that he was observing a 
fixed cross-sectional area, and that when he observed 
increasing mitosis rates it was due to a greater number of 
cells undergoing division within that fixed area, rather 
than to an absolute increase in the rate of division per 
cell. This is quite possible since most kernel growth 
during the phase of endosperm development is due to cell 
proliferation and very little is due to actual kernel 
expansion. The discrepancy in Duvick's data must lie in his 
reporting mitosis figures as being 'per cell.' The rates 
reported by him must in fact be the number of mitoses that 
he observed in a cross section of fixed area as the 
endosperm developed. 
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One last observation to reinforce this point is that 
the model predicts that on day 20 there are 52,265.6 
meristem cells in the simulated kernel, roughly 30% of the 
total number of cells in the endosperm. Duvick reports that 
the rate of division 'per cell' on day 20 is 8. If we 
calculate the logical result of these two figures, we find 
that Duvick's data would predict that on day 20 alone more 
than twice the number of cells that compose a mature 
endosperm would come into being. The model, on the other 
hand, predicts that on day 20 one would have to observe more 
than 14,000 cells in order to observe a single division. 
Since the data in Table 7 provided no clues for the 
formulation of a biological rule that might govern the rate 
of meristematic activity, at this point it became evident 
that the development of CENTLI would once again be limited 
by the current state of knowledge regarding cellular 
mechanisms. Since no general theory explaining rates or 
latency of mitosis in the maize endosperm exists currently, 
it became obvious that even though a quantity of synthetic 
data had been generated, endosperm development could still 
not be modeled on a strictly mechanistic basis. 
The next best expedient was to calculate a rate 
constant that could be applied to the number of meristem 
cells at time t, in order to predict the number of new cells 
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arising at time t + 1, This rate constant took the form of 
an exponent that raised the number of meristem cells to the 
necessary power. The exponent was derived empirically by: 
In[new endosperm cells on day t + 1] 
[19] = exponent 
InCmeristem cells on day t] 
Ultimately, a function was desired that could be 
provided with meristem cell numbers and that would then 
return new cell numbers. This would provide a method of 
predicting new cell numbers on the basis of pre-existing 
meristem cell numbers, consistent with biology, and would 
also allow the final program instruction to take the 
standard form of a RATE = RATE * STATE variable equation. 
The exponent was calculated for the entire phase of 
endosperm development, including the coenocytic phase. In 
order to account for growth in the coenocytic phase in a 
manner consistent with the cellular phase, the number of 
'pseudo-meristem' cells was calculated by applying the same 
constant ratio of anticlinal to total cells that is applied 
to cellular development prior to the aleurone phase: 
0.3779. This last step, of course, means nothing from a 
biological point of view. The curve that resulted (Figure 
8) was fitted with four discontinuous functions (one 
geometric regression and three polynomial regressions) as 
follows: 
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[20] EXPONENT = 3.13 * 
where: X <• number of nuclei 
r^ = 0.987 
Range = 2 ^ X ^ 1024 
[21] EXPONENT - 1.27 
- 3.54E-05X 
+ 3.19E-09X^ 
- 1.21E-13X^ 
+ 1.46B-18X* 
where: X = number of meristematic cells 
r^ = 0.997 
Range = 1024 < X ^ 111,000.0 
[22] EXPONENT = 107.25 
6.89E-03X 
+ 1.49E-07X^ 
1.07E-12X^ 
where; X = number of meristematic cells 
r^ = 0.995 
Range » 111,000.0 < X ^ 174,600.0 
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[23] EXPONENT = - 16580.19 
+ 0.64X 
.6.14E-06X^ 
where: X - number of meristematic cells 
r^ - 0.891 
Range - X > 174,600.0 
Figure 8 shows that the value of EXPONENT varies in a 
complex way. Mitotic index rises dramatically during 
coenocytic endosperm development, decreases and becomes 
constant throughout the majority of the cellular development 
phase, and drops precipitously near the end of endosperm 
differentiation. A major discontinuity occurred when 
meristem cell number approached 43,000 (the point joining 
equations 23 and 22). During the majority of the model 
development phase, this discontinuity posed no difficulties, 
but when temperature effects were added to the model, 
function calls that approached EXPONENTS near the 
discontinuity of the fitted curve resulted in major errors. 
The entire curve was refit by use of the technique of 
cubic splines. This method is more tedious numerically, 
since it demands that a third degree polynomial equation 
describe each interval on the range of values to be fitted 
(18 equations in this case). However, the curve that 
results is smoothed and eliminates artificial breaks of the 
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sort that plagued the original multi-fitted function for 
EXPONENT. 
Though the 18 equations are not presented here (refer 
to Procedure OevelopEndosperm in the CENTLI source code on 
the program disk), the general form of the equations is: 
[24] Exponent(X) = AI + Bi(X-XI) + CKX-XII^ + Oi(X-Xi)^ 
where: Xi > absolute lower bound of interval fitted 
X • the independent variable (must fall 
within the bounds of interval fitted) 
Ai, Bi, Ci, Di » coefficients unique to each 
equation 
The principle of the cubic splines method is that the 
boundaries at discontinuities of succeeding equations 
fitting a range can be smoothed by setting equal the first 
and second derivatives (slopes and inflections) of the 
polynomials to be joined (Fogill, 1987). Even though the 
numerical technique patches the problem encountered here, 
there is something very inelegant about having to describe 
cellular endosperm development by means of 18 separate 
equations, and this illustrates the difficulties of 
artificially representing a process when the biological 
principle underlying the process is unknown. 
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All of the elements were now in place to write the 
corresponding program code for endosperm development. The 
Pascal code consists of a main routine called DevelopEar, 
[25], that determines whether cell differentiation, starch 
granule formation, or starch synthesis should take place. 
An overview of this procedure will be given now, and each of 
its mechanisms will be described in greater detail 
following. 
DevelopEar checks each kernel position from base to 
apex. If a kernel has been fertilized and has not finished 
differentiating its endosperm tissue, the procedure 
DevelopEndosperm is called. Complete endosperm development 
is flagged when the boolean variable CellMax is set to TRUE. 
This occurs when less than five new cells are differentiated 
per kernel per day. The procedure then checks each age 
group of cells within the kernel. If mature (starch-
synthesizing) amyloplasts are not detected, then the 
procedure MakeGranules is called. If mature amyloplasts 
exist then DevelopEar calls the function MakeStarch and 
passes the values for the number of granules in amyliferous 
and meristematic cells of the given age. Starch synthesis 
is initiated when the boolean variable MakingStarch is set 
to TRUE by the procedure MakeGranules. MakeGranules 
manufactures starch granules within each cell age group 
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until a certain critical age (temperature dependent) is 
attained (or, until the endosperm differentiation phase 
ends). If amyloplasts within a given cell age group do not 
reach CriticalAge by the time CellMax is flagged, then those 
amyloplasts are not mature and they will not manufacture 
starch. When the critical age is reached the flag 
MakingStarch is set. Function MakeStarch returns the flux 
of carbon required to meet sink demand for the given age 
group of cells (in units of grams per day). Lastly, 
DevelopEar adds sink demand plus the cost of maintenance 
respiration to update the variable OailyFix, that holds the 
value for the total sink demand due to cells of the given 
age group. 
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[25] PROCEDURE DevelopEar; 
BEGIN 
IF Fertilized THEN FOR Position ;= Base to Apex DO 
BEGIN 
WITH Kernel[Position] DO 
BEGIN 
IF NOT CellMax THEN DevelopEndosperm; 
FOR Age := 1 TO MaxAge DO 
BEGIN 
WITH CellComponents[Age] DO 
BEGIN 
IF CellsExist THEN 
IF NOT (CellMax OR MakingStarch) 
THEN MakeGranules 
ELSE BEGIN 
Flux := 
MakeStarch(AmylGranules * Amyliferous, 
MerisGranules * Meristematic); 
Weight := Weight + Flux; 
END; 
END; 
END; 
END; 
END; 
END; 
Procedure DevelopEndosperm consists of a main routine 
that distinguishes between the coenocytic and cellular 
phases of growth on the basis of nucleus number, and then 
calls the appropriate procedures to update endosperm 
development: 
[26] IF Ce UNO <= 1024 THEN Coenocytosis 
Procedure Coenocytosis calculates the exponent that 
will be applied to the current number of nuclei in order to 
predict the daily increment of nuclei, then updates the 
total number of nuclei. Finally, it prepares for the 
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initiation of cellular development by calculating a value 
for "pseudo-meristem cells" that can be operated on by 
subsequent procedures that require a pre-existing number of 
meristem cells in order to calculate a new day's increment 
of cells (the variable TotalRate holds the value for total 
number of new cells generated on day Time): 
[27] Meristematic := TotalRate * PreAlRatio; 
Alternatively, procedure OevelopEndosperm calls one of 
three procedures, on the basis of stage of development, that 
each calculate the exponent to be applied to the current 
number of meristem cells: 
[28] IF CellNo < 111000.0 
THEN PreAleurone 
ELSE 
IF CellsNo <= 174600.0 
Then PostAleurone 
ELSE DecayGrowth; 
It should be noted that even though the functions 
embodied in the procedures PreAleurone, PostAleruone and 
DecayGrowth were developed with time as the independent 
variable, in the program the decision on which of these 
functions to call is made on the basis of the total number 
of endosperm cells, and not on the time elapsed post-
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pollination. This is done 1) because it is more reasonable 
from the biological standpoint to assume that it is some 
physiological/genetic feedback generated from the total 
population of endosperm cells that affects the rate of 
meristematic activity, than to suppose that the process is 
static with respect to time; and 2) to unlink the rate of 
endosperm development from a strict time dependency. 
Then DevelopEndosperm updates the following rate and 
state variables for each kernel: 
[29] TotalRate :» Power(CountOfCelIs,Exponent) 
* NucellusReduction * TempEffect; 
[30] CellNo :» CellNo + TotalRate; 
[31] If Aleurone 
THEN Meristematic := CellNo * PostAlRatio 
ELSE Meristematic := CellNo * PreAlRatio; 
[32] Meristematic :» Meristematic - CountOfCells; 
[33] Amyliferous :• TotalRate - Meristematic; 
where: CountOfCells is a variable that accumulates the 
number of meristem cells of all ages existing up to the 
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current day of the simulation, Exponent is the rate 
coefficient that predicts the new number of endosperm cells 
arising from a given number of meristematic cells (as 
discussed previously), and Power is a function that raises 
the first number it is passed to the power of the second 
number passed to it. 
NucellusReduction is a coefficient that accounts for 
the fact that kernels from base to tip possess fewer starch 
manufacturing components owing to the diminishing quantity 
of nucellar material available for digestion during the 
endosperm differentiation phase. Since the amounts of 
nucellar substrate in ovules at different ear positions have 
not been quantified, and since this material is layed down 
during the generative phase of growth, CENTLl does not 
directly model nucellus synthesis or amount. Instead, since 
there must be a correlation of amount of nucellus per ovule 
with the number of cells and amyloplasts created per 
endosperm, then reported values of the latter were employed 
to calculate a NucellusReduction factor. Reddy and Daynard 
(1983) observed that, on average, two cultivars studied 
produced 64% fewer endosperm cells per kernel in apical 
kernels than in base kernels. Assuming a constant linear 
decrease in nucellar material from base to tip (on the basis 
of an ear shoot with 50 ovules per row), the decrement 
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associated with each position was calculated by linear 
regression. This factor is calculated by: 
[34] NucellusReduction 1.0073 - 0.0073 * POSITION; 
TempE££ect adjusts the rate of cellular differentiation 
by applying a of 2 to the process. This factor is 
calculated by the procedure CalculateQlO: 
[35] PROCEDURE CalculateQlO; 
BEGIN 
MeanTemp :» (MaxTemp + MinTemp)/2; 
TempEffect :• Power(QIC,((MeanTemp-RefTemp)/ID)); 
END; 
where QIC is initialized to equal 2 ,  and RefTemp is 
initialized to equal 30 C. These two parameters are 
implemented as variables and not as constants to facilitate 
sensitivity analysis to be performed by varying their 
values. 
The .boolean variable Âleurone in [31] serves to flag 
the beginning of the PostAleucone phase of growth. 
The procedure MakeGranules simulates the synthesis of 
amyloplasts within endosperm cells. Each amyloplast will 
form one starch granule, and in the following description 
both terms are used interchangeably. MakeGranules accounts 
for the following factors: 
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• Endosperm cells in apical kernels produce fever 
amyloplasts than those in basifixed kernels 
• A certain amount of time is required for the 
assembly of the starch-manufacturing machinery of 
each amyloplast. This time period is variable and 
responds to temperature fluctuations. 
• The final number of amyloplasts per cell is 
sensitive to temperature 
The reduction of amyloplasts per endosperm cell that is 
due to kernel position is calculated based on observations 
of Reddy and Daynard (1983). They found that, for a dent 
hybrid and a dent-flint hybrid, this reduction ranged from 
17 to 26% fewer granules in apical kernels compared with 
basifixed counterparts. CENTLI arbitrarily employs a 
reduction rate of 25% per 50 kernels along the vertical axis 
of the ear. This is calculated, assuming a linear decrease, 
by a NucellusReduction factor that is a variable local to 
MakeGranules (distinct from the NucellusReduction factor 
that accounts for the effect of kernel position on cell 
number per endosperm in procedure OevelopEndosperm): 
[36] NucellusReduction ;= 1.005 - 0.005 * Position; 
The rate of amyloplast initiation is calculated based 
on an approximation derived initially by simply dividing a 
characteristic number of starch granules per cell by the 
amount of time that has been observed to be required for 
starch synthesis to begin. This involves several 
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assumptions. The first is that amyloplasts produce their 
enzymatic systems first, then switch abruptly into starch 
synthesizing mode. Though the processes probably overlap, 
treating the two phases as discrete should not result in 
major errors. The obvious presumption is that a number of 
amyloplasts are initiated each day during the interval 
required for starch synthesis to begin within a given cell. 
But, since initiation of starch synthesis by amyloplasts 
within a cell is synchronized, and since starch granule size 
within a cell is uniform (there are no 'less-developed' 
granules within individual cells of non-mutant endosperm), 
this almost certainly is not the case. It is more certain 
that all amyloplasts are differentiated in unison, and that 
the gradual development of their enzymatic machinery 
accounts for the lag observed between amyloplast generation 
and the initiation of starch synthesis. 
However, calculation of the process in the former 
fashion allows a way to model stochastically the effects of 
temperature on 1) final number of amyloplasts per cell and 
2) duration of the lag between amyloplast initiation and 
starch production. Otherwise, some coefficient would have 
to be applied to determine these characteristics of 
amyloplasts, and there would be no way to simulate 
mechanically one of the more crucial events in the process 
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of sink definition. Ultimately, since the fictionalized 
'rate' of amyloplast formation discussed above is derived 
from a static, empirically obtained, final number of 
amyloplasts per cell, then there is functionally no error 
introduced by calculating final amyloplast number in this 
way, and what is gained is a simple method for simulating 
temperature effects. 
The data of Reddy and Daynard (1983) indicate that 
starch granule numbers range from 211 to 340 per cell, when 
averaged over cell ages and kernel positions of three 
cultivars of differing endosperm type. CENTLI arbitrarily 
sets 270 amyloplasts as the characteristic number for 
amyliferous cells in kernel position 1. Various observers 
have reported that starch synthesis begins from 8 to 12 days 
post-pollination. Recent reports state that starch 
synthesis may be detected as early as 5 days post-
pollination. It is assumed that this span represents the 
lapse of time required for starch synthesizing enzyme 
systems to develop, and that the disparate reports in the 
literature are reflections both of genetic variability, the 
mass action effect caused when cells of varying 
physiological ages enter into the starch synthesis phase, 
and the improvement of techniques used to detect starch 
synthesis. CENTLI utilizes 10 days as the nominal duration 
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of this period for kernel position 1 at the reference 
temperature (this value is initialized in the variable 
DevelopMachinery). Therefore, the oldest cells in kernel 
position 1, growing under the reference temperature, will 
produce amyloplasts at a rate of 27 per day. This value is 
initialized in the variable GranulesPerOay. The values of 
DevelopMachinery, GranulesPerOay, and RefTemp may be changed 
in procedure Initialize. 
The number of amyloplasts per amyliferous cell is 
accumulated in the variable AmylGcanules as follows: 
[37] AmylGranules :« AmylGranules + 
(GranulesPerOay * NucellusReduction 
* TempEffect); 
The number of amyloplasts per aleurone cell is 
calculated in a similar fashion, but taking into account 
that these cells produce fewer amyloplasts than amyliferous 
cells. Based on Ouvick's (1951) observations of starch 
granule number per cell in various layers of cells of 
gourdseed and flint genotypes, I concluded that a reasonable 
assumption would be that aleurone cells produce about half 
the final number of amyloplasts that are found in 
amyliferous cells (cf. p. 13, and Table 14, in Duvick): 
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[38] MerisGranules ;= MerisGranules + 
((GranulesPerDay/2) 
* NucellusReduction * TempEffect); 
To simulate the effects of temperature on duration of 
the interval between amyloplast initiation and starch 
synthesis, a CriticalAge is calculated that reflects the 
thermal effects observed by R. J. Jones et al. (1985). In 
general, these workers found that extremes of temperature 
(15 and 35 C) during the dilatory phase reduced the number 
of starch granules found per cell and per endosperm. 
However, it is not clear what the temperature optimum for 
granule number is (even though Jones et al. report maximum 
granule numbers in kernels grown at 30 C), since these 
workers observed kernels produced under 15, 30, and 35 C 
only. The uneven spacing of the temperature treatments 
suggests that an optimum temperature for granule formation 
perhaps occurs below 30 C. A parabola fit through their 
data shows that, mathematically, the optimum would occur at 
24.5 C. Since this is about the low extreme of temperature 
variation during the filling period, it seems that 24.5 C 
would be an unusual temperature optimum. Another problem 
associated with the Jones et al. data is that it was 
obtained from kernels incubated in vitro. The cell and 
starch granule numbers per endosperm they report are higher 
215 
(by orders of magnitude) than those reported by Reddy and 
Daynard (1983) (who produced their plants in a greenhouse). 
However, since the Jones et al. data are the only 
report regarding thermal effects on kernel cellular 
components, I decided to rely on the general trend of their 
observations, though not on their absolute values. Based on 
the data of Table 2, R. J. Jones et al. (1985), it can be 
determined that with respect to the number of granules 
formed at 30 C, an average of 12% fewer granules are formed 
per degree change from the reference temperature. Though 
the Jones et al. data show clearly that high temperature is 
more detrimental to starch granule formation than is low 
temperature, I decided that trying to incorporate this 
factor into an algorithm would be an attempt to make too 
much out of few data points (three). MakeGranules utilizes 
the 12% coefficient to simulate the reduction of amyloplast 
number by calculating the effect of mean daily temperature 
on the span of time allowed for the production of 
amyloplasts: 
[39] CriticalAge := DevelopMachinery -
((DevelopMachinery * 0.12) * 
(ABS(MeanTemp - RefTemp))); 
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As can be seen in [39], CriticalAge varies dynamically 
with temperature in such a way that mean daily temperatures 
above or below the reference temperature lead to a shorter 
CriticalAge. Figures 9 and 10 show CENTLI's simulation of 
the effect of two uniform mean temperatures (over the period 
of endosperm differentiation) on the number of starch 
granules found on day 18 in both amyliferous and aleurone 
cells of a kernel growing in position 1. 
These figures illustrate that, in general, CENTLI 
predicts that the older an amyliferous cell is, the greater 
the number of amyloplasts it will have (up to the 
temperature-sensitive genetic limit). In contrast, the 
oldest and youngest aleurone cells possess equivalent 
numbers of starch granules, while aleurone cells of 
intermediate ages possess the greatest quantity of 
amyloplasts. This is because the cells that eventually 
become the aleurone layer do not begin producing starch 
granules until after their meristematic function is 
complete. This does not occur until approximately half-way 
through the endosperm differentiation phase. Therefore, the 
formation of starch granules in the first (older) cells of 
the aleurone layer is cut short by the initiation of starch 
synthesis in those cells (the older the cell is when the 
aleurone layer specializes, the sooner it will reach 
CriticalAge, cease amyloplast formation, and begin starch 
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FIGURE 10. Effect of temperature on number of starch 
granules (position 1, 27 C) 
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synthesis). Thereafter, the younger the aleurone cell, the 
greater the span of time available between the origin of the 
cell and its attainment of the CriticalAge when it ceases 
starch granule formation. When the age of the cell becomes 
too small then the amount of time available between the 
initiation of the cell and the end of the endosperm 
differentiation phase limits the number of granules that can 
be formed. 
One last item is that, since amyliferous cells are 
formed by periclinal divisions at the inner surface of the 
kernel, the bars representing granules per amyliferous cell 
in these two figures graphically represent the sink activity 
of the simulated endosperm from the center to the periphery 
of a kernel, when viewed from left to right across the X-
axis. 
At the end of each pass through MakeGranules, the 
program checks the age of the current cell against the value 
of CriticalAge. When a cell's age equals or exceeds 
CriticalAge, starch synthesis begins and amyloplast 
initiation ceases: 
[40] IF ((Time + 1) - (Age)) >= CriticalAge 
THEN MakingStarch := True; 
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Combining the actions of DevelopEndosperm and 
MakeGranules results in a description of the sink potential 
of whole kernels. Figure 11 illustrates CBNTLl's simulation 
of the formation of amyloplasts per whole endosperm (product 
of cell number by number of granules per cell) for a kernel 
in position 1 grown at the reference temperature. 
Figure 12 traces amyloplast generation for basifixed 
and apical kernels of an ear with 50 kernels per row grown 
under 30 C. 
Starch accumulation Function MakeStarch calculates 
the flux of carbon due to the activity of each individual 
starch granule. This function also takes into account the 
metabolic cost of manufacturing starch and protein granules 
(growth respiration). 
Initially, it was desired to model this process at the 
molecular level. However, after review of the information 
available on this topic, it became evident that there is 
insufficient data of the sort that would be required for a 
mechanistic simulation of the starch synthesis pathway 
(Robyt, 1988). Therefore, the process is simulated based on 
a static rate derived from published empirical data. 
Ou-Lee and Setter (1985a) traced sucrose assimilation 
and starch synthesis in apical and basifixed kernels 
produced by greenhouse-grown plants. Based on the rate of 
starch accumulation and on the activity of starch 
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synthesizing enzymes they observed, they report a flux of 38 
and 25 nmol glucose equivalents per minute per basifixed and 
apical endosperms, respectively. This is equivalent to a 
rate of 9.8 mg per basifixed kernel per day, a realistic 
value for field-grown plants. Assuming an average of 
39,122,717 granules per endosperm (from CENTLI simulation, 
and in agreement with values reported in Table 2 of Reddy 
and Daynard, 1983), converting units, and assuming that all 
granules grow at a uniform rate, this rate is equivalent to 
2.52 X 10"^^ g per day per granule. This value is stored in 
the variable GranuleRate. 
MakeStarch receives from the calling routine 
(OevelopEar) the number of granules per age group of 
amyliferous and aleurone cells. The flux of dry matter due 
.to the activity of granules in amyliferous cells is 
calculated by: 
[41] AmylDryMatter := AmylGranules * GranuleRate; 
Growth respiration associated with this process is 
calculated by use of the estimates of starch construction 
cost derived by Williams et al. (1987, Table AI), from a 
method of McDermitt and Loomis (Loomis, 1982; McOermitt and 
Loomis, 1981): 
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[42] AmylCost ;= AmylDryMatter * 1.173; 
Equivalent calculations are carried out for starch 
granules produced in the aleurone layer, taking into account 
that the rate of starch accumulation of these granules is 
approximately one third that of granules in amyliferous 
cells (Plate 42 in Duvick, 1951): 
[43] MerisDryMatter ;• MerisGranules * (GranuleRate/3); 
MerisCost := MerisDryMatter * 1.173; 
In order to more closely estimate the total flux of 
carbohydrate established by sink demand, it is necessary to 
account for the carbon that goes toward protein synthesis 
(Lemcoff and Loomis, 1986) (protein may compose from 9 to 
12% of mature endosperm; Watson, 1987). This was done by 
first establishing the flux of nitrogen, adjusting this flux 
for the elements associated with peptide, and calculating a 
protein construction cost. 
Though Lemcoff and Loomis (1986) established that there 
is a tight stoichiometry between the amounts of nitrogen and 
carbon entering the maize kernel during the early stages of 
filling (0.0185 mol N/mol C), they point out that this must 
change during latter stages, since this would not result in 
the final observed ratios of C/N in mature endosperm. The 
elemental analysis of Latshaw and Miller (1924) implies a 
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ratio of 0.041 mol N/mol C in mature maize kernels. 
However, since they did not partition the endosperm 
separately, this figure would include a proportion of 
protein present in the embryo that is different from that 
found in the endosperm. CENTLI utilizes an intermediate 
value, suggested by Lemcoff and Loomis themselves (p. 1020), 
of 0.033 mol N/mol C (0.039 g N/g C). This step assumes 
that the rate of nitrogen accumulation in the kernel is 
evenly distributed across the filling period in a proportion 
equal to the final proportion, whereas N uptake by the 
kernel is more rapid in the latter stages of filling. Since 
CENTLI seeks only to account for carbon expenses associated 
with total N of the endosperm, this is a valid procedure. 
The amount of nitrogen associated with the flux of carbon 
required to meet starch granule growth, in units of grams, 
is calculated on the basis of a 40% carbon composition of 
glucose: 
[44] GramsN := (AmylCost + MerisCost) * 0.4 * 0.039; 
The total dry weight of additional elements (C, H, O, 
and S) associated with elemental N in peptide is calculated 
by assuming that N composes 16% of endosperm protein (Table 
14, Wright, 1987): 
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[45] GramsProtein := GramsN * 6.25; 
Now the construction cost of this protein may be 
figured using the coefficients provided by Williams et al. 
(1987, Table All). Though the cost estimate of Williams et 
al. is based on the elemental composition of zein 
(€4,5117^0^1,0®!.4^0.02' McDermitt and Loomis, 1981), and 
zein composes only about half of the total mature endosperm 
protein, this is justified on the basis that the composition 
of the remaining protein (glutelin) is similar (in fact, the 
two may be forms of the same class of proteins) (Wilson, 
1987). In addition, the source of nitrogen is taken into 
account in figuring the protein construction cost: 
[46] If AmmoniumN THEN ProteinCost :» GramsProtein * 1.762 
ELSE ProteinCost := GramsProtein * 2.484; 
Variable AmmoniumN in [46] is a constant that is 
defined as TRUE in the declaration portion of CENTLI. I 
have made the assumption that nitrogen entering the kernel 
is reduced (Arruda and da Silva, 1979; Penning de Vries et 
al., 1983). However, this parameter may be easily changed 
by setting AmmoniumN to FALSE. In addition, it should be 
noted that the coefficients for construction costs are 
utilized as constants and not variables because of 
overwhelming evidence that the efficiency of biosynthesis is 
227 
not affected by temperature (McDermitt and Loomis, 1981; 
Penning de Vries et al., 1974). 
The last action of function MakeStarch is to sum the 
total cost of growth for the given cell age group: 
[47] MakeStarch := AmylCost + MerisCost + ProteinCost; 
This value is returned to procedure DevelopEar, and is 
accumulated daily for each cell age group and for each 
vertical kernel position on the ear. 
Dry matter accumulation of a mature kernel in position 
25 (median position) simulated with the algorithms of 
MakeStarch results in realistic properties (summarized in 
Table 8). Dry matter gain per day is 0.009 g (cf. Duncan 
and Hatfield, 1964). Total cost per kernel per day (dry 
matter gain + growth respiration) is 0.011 g. The 
efficiency of starch synthesis is 81% (reflecting the tissue 
construction costs from Williams et al., 1987). There is a 
direct relationship between the construction costs of starch 
and protein obtained from Williams et al. and the product 
value (PV) of the same substances calculated by Penning de 
Vries (1974). The construction costs of Williams et al. are 
derived from an elemental analysis that measures the amount 
of substrate carbon (determined via biochemical pathways) 
and electrons conserved (determined via heat of combustion) 
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in a product. This is referred to as the glucose value (GV) 
of the product by Loomis (1982) and McDermitt and Loomis 
(1981). The PV of Penning De Vries (1974) includes this and 
also calculations of the cost of oxidative phosphorylation 
and substrate level oxidation associated with biomass 
construction. McDermitt and Loomis (1981) have shown that 
the ratio of the two calculations, PV/GV, referred to as the 
growth efficiency, G@, is constant over a variety of 
substances and compositions, and equal to 0.88. Applying 
this value to the cost of starch synthesis (GV) obtained 
from MakeStarch, a PV of 0.70 is obtained. This agrees with 
independent calculations of PV for maize kernels (Sinclair 
and de Wit, 1975). The proportion of protein in the 
simulated maize kernel is 10.3%, in close agreement with 
observed values (Sinclair and de Wit, 1975; Watson, 1987). 
TABLE 8. Characteristics of simulated kernel 
1. Daily dry matter gain (due to protein and starch); 9 mg 
2. Daily cost: 11 mg glucose 
3. Protein percentage: 10.3% 
At the end of a daily iteration, procedure DevelopEar 
calculates a maintenance cost for the total dry matter of 
the grain. Various figures for maintenance respiration of 
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maize grain have been reported. Loomis and Lafitte (1987) 
employed a value of 0.005 kg C kg~^ biomass d~^, Lemcoff 
and Loomis (1986) employed a value of 0.031 g glucose g"^ 
structural dry weight. Spiertz (1982) utilized 0.005 g m~^ 
d"^. Penning de Vries et al. (1983) calculated a value of 
15 mg CO2 g"^ dry weight d"^, equivalent to 10 mg glucose 
g"^ dry weight d~^. 
Ultimately, there seems to be a consensus that this 
factor may be relatively unimportant. Vietor and Musgrave 
(1979) reported that ear growth did not add to the 
maintenance cost of whole maize plants. Since this 
respiration component is associated with maintenance of 
protoplasm, ionic gradients, and essential metabolites. 
Penning de Vries (1975) offers rationalization for 
observations such as that of Vietor and Musgrave: 
On the other hand most of the proteins in storage 
organs are inactive and stabile, and energy 
requirements for their maintenance are probably 
near zero. 
CENTLI employs the Penning de Vries value of 10 mg 
glucose g"^ dry weight d~^ as the maintenance coefficient. 
The structural dry matter this is applied to is the dry 
weight of the whole kernel at 10 days post-fertilization, 
the end of the dilatory phase. A reported value is 2 g 
kernel"^ (Lemcoff and Loomis, 1986). At this age, the 
kernel consists mostly of structural materials and the 
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enzymatic machinery for starch synthesis, with very small 
amounts of starch yet accumulated (Shannon and Garwood, 
1984). Therefore, total weight at this stage is a good 
approximation of the weight of materials that are to be 
maintained. Even though it is clear that maintenance costs 
of the kernel decrease as moisture is lost and enzyme 
systems degrade, this maintenance coefficient is applied 
statically each day throughout the filling period. 
A temperature response of = 2 is applied to 
maintenance respiration (Penning de Vries, 1975) because it 
has been demonstrated that maintenance respiration is 
strongly temperature dependent (Penning de Vries et al., 
1979). However, Penning de Vries et al. (1983) argue that: 
this is probably of secondary importance only, 
because the average temperature during the growth 
of the storage organs does not vary much from one 
site to another or from one year to another. 
On each time step iteration, gross photosynthesis is 
adjusted by the maintenance respiration associated with the 
whole plant. Since in CENTLI there _is no whole plant upon 
which to base respiration costs, a static ratio of 30% of 
gross photosynthesis, with " 2 temperature response, is 
subtracted as in the SUCROS model (van Keulen et al., 1982). 
One last item not simulated explicitly by CENTLI in 
analyzing sink demand, growth expenses, and assimilate 
partition, is the cost associated with transport processes. 
Since CENTLI operates on a daily time step, the implicit 
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assumption is that growth substrate becomes available as it 
is assimilated. Penning de Vries et al. (1983) have 
analyzed energetic expenses associated with growing storage 
organs and have concluded that very little energy is 
probably associated with transport processes, therefore the 
error due to omitting this factor ought not to be large. 
Lastly, there are reports of rapid translocation of 
assimilate from leaves to kernels, on the order of hours 
(Shannon, 1974). The issue is not simple, however. Eastin 
(1969) has pointed out that leaf position and the 
distribution of assimilate to sink organs are closely 
related: 
For example, a case can be made for enhancing 
lower stem and root growth just as well as for ear 
growth when standability, root degeneration (root 
worm), root volume in dry soils, etc, are the 
primary considerations in making a corn crop. In 
short, a photosynthate distribution factor must be 
a part of a realistic computer simulation of the 
corn plant of the future. 
These are issues that ought to affect the design of 
whole-crop simulation of maize. CENTLI would be but a part 
of such a simulation. 
Embryo development Embryo development is not 
modeled explicitly. This would be an essential addition for 
future development and use of CENTLI, since embryo activity 
is a component of the sink demand generated by kernels, and 
because many genotypes possess large embryos that obstruct 
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sugar uptake late in the filling period and cause the onset 
of physiological maturity. The embryo is the living 
component of the kernel, and it should be clear that growing 
degree correlations with kernel maturity are related to 
embryo development more than with endosperm development. 
Physiological maturity There is no effort made in 
CENTLI to estimate the date of physiological maturity, 
growth proceeds until growth substrate is exhausted. 
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PERFORMANCE OF THE MODEL 
The Kernel Set Syndrome 
A scientist approaching a system without a 
specific goal in mind can easily end up wandering 
without direction through a maze of mathematical 
techniques. The uncomfortable feeling expressed 
by some agriculturalists that systems science does 
not seem to have answered any interesting 
questions is partly a result of the fact that 
specific questions have not been asked. 
-Baker and Curry, 1976. 
Two major responses are observed if CENTLI is executed 
with the conditions that a) assimilate supply does not limit 
kernel growth, and b) all kernels initiate growth 
synchronously (no initial lag due to silk and pollen tube 
growth delays). The first response results from the fact 
that CENTLI has no mechanism other than substrate exhaustion 
to bring growth to a halt. Therefore, under conditions of 
unlimited assimilate supply, growth continues indefinitely 
until a specified time limit. No attenuative phase is 
observed. Secondly, though apical kernels have 30% fewer 
amyliferous cells per endosperm, 50% fewer starch granules 
per endosperm, and accumulate only 47% as much dry weight as 
basifixed kernels, there is a continuous gradient in these 
parameters from ear base to apex, and no 'hypoplastic' 
kernels are readily identifiable. 
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These two observations taken together suggest that 
assimilate supply limits the growth of real maize ears. 
When CENTLI is executed subject to the constraints that a) 
all growth must be supported by photosynthate, and b) apical 
kernels begin filling later than basifixed kernels (due to 
fertilization delays), then a gradient similar to the one 
described above occurs, but with two important differences; 
1. an attenuative phase is observed, and 2. a few apical 
kernels display hypoplasia. Inspection of kernel growth 
rates reveals that such kernels do not differentiate from 
the normal growth pattern until the attenuative phase. In 
this scenario, CENTLI fills all kernels from base to apex 
until assimilate supply is insufficient. By this stage, 
most substrate is remobilized assimilate. Therefore, once 
the supply runs out it is not replenished and growth ceases. 
The result is that 'hypoplastic' kernels become evident only 
during the last few days of growth. These are kernels 
weighing less than 100 mg, that have accumulated weight for 
a shorter duration than basifixed kernels and do not obtain 
an equal share of the diminishing pool of substrate during 
the attenuative phase. 
These results of the CENTLI simulation vary markedly 
from observations made in the field. Real hypoplastic 
kernels become evident in the early phases of the effective 
filling period. If hypoplastic kernels result when kernels 
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develop with small, or defective, enzymatic complements, 
then the fault with CENTLI's approach is that there is no 
provision made to explicitly simulate a 'critical' level of 
enzymatic capacity for starch synthesis. "Defective enzyme 
systems" cannot be simulated non-deterministically in CENTLI 
since starch synthesis is not modeled on the molecular 
level. A gradual and proportional reduction from ear base 
to apex of cell number per endosperm, and of amyloplasts per 
cell, as is documented in published research and simulated 
by CENTLI, seems not to be sufficient to account for the 
phenomenon of hypoplasty. This agrees with the report of 
Ou-Lee and Setter (1985b) that apical kernels possess under­
utilized, not less effective, starch synthesizing machinery. 
The current version of CENTLI cannot be improved in this 
respect without becoming a 'speculative model.' 
Yield Limitations 
To comprehend the development of yield we need to 
treat photosynthesis, translocation, growth, and 
storage as an integrated whole, since these 
processes are linked by numerous interactions. 
-Gifford and Evans (1981) 
Review of existing 'source-oriented' models of crop 
growth shows that most such models habitually overpredict 
yield, and that the 'limiting principle' is applied in such 
cases to account for unfavorable factors that reduce 
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potential yields to the level of actual yields. This 
situation results because most source-oriented models are 
based on theoretical grounds. 
Tollenaar (1985) considered various optimum 
combinations of limiting parameters currently constraining 
maize yield (photosynthetic efficiency, growth-season 
duration, irradiance, leaf area duration) and concluded that 
the theoretical limit of maize productivity lies above 1,860 
bushels (if photosynthetic efficiency can be raised to 
the theoretical maximum of 8.3%). However, Tollenaar 
concluded that even at the currently observed photosynthetic 
efficiency (4.15%), the potential maximum yield of maize 
might be as high as 868 bushels A~^ if the growing season 
could be extended by as little as two weeks. In Tollenaar's 
scenario, grain capacity to accumulate dry matter remains 
static, only assimilate supply is enhanced, either by 
extending the duration of top photosynthetic rates, or 
enhancing photosynthetic rates, or both. Ivins (1973) 
concluded that the greatest gains in cereal yield will come 
from increasing photosynthate available for grain growth by 
expansion of the interval "between anthesis and ripening." 
Other workers have reached similar conclusions regarding 
radiation and its distribution over the cropping season as 
the ultimate limitants of crop productivity in temperate 
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regions (Loomis et al., 1971; Milbourn, 1977). Chang's 
(1970) analysis vas that regions with mediterranean climate 
have the greatest yield potential because of their long 
growing seasons, radiation amount received, and moderate 
environmental conditions. The current maize yield record 
(357 bushels A~^) was attained with a 'stay-green' cultivar 
(FS 854) that has an extended linear grain filling phase 
because it shows no growth attenuation until it is killed by 
frost (Warsaw, 1985). 
Though there is a theoretical potential to exploit in 
'source enhancement,' to date there has been little success 
in direct selection for enhanced source activity of crop 
plants. As far as is known, yield gains have come from 
factors that have enhanced the sink capacity of storage 
organs (Gifford and Evans, 1981). Even so, such changes 
have been obtained largely by what Simmonds (1973) has 
called 'general efficiency,' the improved partition of 
assimilate. Fruits have become larger, or more fruits are 
filled per inflorescence, and in some cases the specific 
rate of dry matter gain seems to have been enhanced (Evans 
et al., 1970; Gifford and Evans, 1981; Neyra, 1985). Of the 
sink parameters that can be varied in CENTLI (grain number, 
endosperm cell number, amyloplast number per cell, rate of 
starch synthesis, grain filling duration), the two that give 
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the greatest yield enhancements are, by order of magnitude, 
1) specific rate of dry matter accumulation, and 2) duration 
of the filling period. 
Weak Points of the Model 
These criticisms or comments are not meant to 
minimize the significance of what has been done, 
rather we point out some of the model weaknesses 
and limitations which few modelers ever do in 
their papers. Many modelers seem guilty of 
presenting impressive displays of mathematical 
manipulations without revealing some of their 
weaknesses, initial objectives for the model, 
critical assumptions used, or the data-base 
exploited. 
-Hesketh and Jones (1976) 
The major aim of the development of CENTLI was to 
provide an improved method for whole crop models of maize to 
simulate ear sink demand on the basis of kernel development. 
The principal feature of this model was to be a mechanistic 
approach to the simulation. However, the model becomes 
descriptive when dealing with the specifics of endosperm 
cell proliferation and starch grain formation. This is 
mainly because there are insufficient molecular data upon 
which to base a mechanistic model. Specifically, the weak 
points of CENTLI are readily identifiable as those processes 
wherein a curve-fitting description is currently employed to 
mimic the rate of the processes: 
1. "Nucellus reduction" factors 
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2. Cellular endosperm development 
3. Starch granule distribution 
4. Rate of starch biosynthesis 
This list of vulnerable processes serves two functions. 
Firstly, it shows that the model is weak in every point 
crucial to sink definition, and that while CENTLI might be 
useful in its current form to enhance the assimilate 
partition behavior of a whole crop model during reproductive 
growth, CENTLI has no explanatory power at cellular or 
biochemical levels. Secondly, the list focuses attention on 
several areas that may be fertile for research: 1) 
cellular development patterns of endosperm (how often do 
meristem cells divide? How many generations is each 
meristematic cell capable of generating? What prompts a 
meristematic cell to divide, or to cease dividing?) 2) 
What is the life-span of a starch granule? What are in vivo 
rates of starch-synthesizing enzymes? Are enzymatic 
deficiencies associated with hypoplasia and aplasia? 3) 
What is the rate of development of vegetative ear shoots? 
What is the number of ovules produced per length of 
vegetative ear and how is this influenced by environmental 
and competitive effects? How important is the role of 
nucellar tissue in the development of young endosperm and 
specifically how is it important? 
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Suggested Improvements to the Model 
The most obvious need for further improvement of CENTLI 
is that it be incorporated into a whole crop simulation of 
maize. Many interesting questions for both the 'source' and 
'sink' components of such a model could be more 
appropriately addressed when this condition is met. For 
example, CENTLI currently assumes sufficient nitrogen 
supplies for kernel development. However, there is a 
crucial link among photosynthesis, nitrogen reduction, 
nitrogen remobilization, and the kernel set syndrome that 
cannot be fully explored without a whole crop model. A 
similar improvement that makes full sense only for a whole 
crop model would be the addition of a simulation of 
prolificacy. Such an additional component for a sink 
definition model such as CENTLI is desirable because 
prolific genotypes produce more than one reproductive sink. 
This can be simulated only when a relationship between 
successive nodes, their leaves, time of ear shoot emergence, 
and the relative distance of secondary ears from leaves and 
other sinks can be fully expressed in the context of a whole 
crop simulation. A whole crop model would allow the 
incorporation of root and uptake functions that may have 
important effects on kernel set and development, as would be 
the case of drought and of potassium deficiency. 
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Another of the original goals of CENTLI model 
development that had to be dropped due to lack of 
sufficiently resolved data vas the simulation of starch 
synthesis at the molecular level. While reasonable pathways 
have been worked out, there is little data of the sort that 
is necessary for an explicit simulation. Such data concern 
the starch synthesizing enzymes: specific reaction rate, 
turnover number, regulating factors, thermal kinetic 
response, substrate specificity, isozyme substitution, 
concentration and activity in amyloplasts. This would be a 
very promising area for simulation to be of immediate and 
practical use. Many endosperm mutants have important food 
or industrial uses. A number of these mutants have been 
identified, and in many cases they can be traced to lesions 
of some primary enzyme of the starch synthetic pathway 
(Boyer, 1985). It would be of great use to plant breeders 
to be able to predict the result of a biochemical defect in 
X enzyme at a particular time during the grain-filling 
period. Important feed and food properties of maize 
endosperm resulting from crosses of mutants could also be 
predicted, together with an estimate of the effect of the 
cross on yield, by means of a good simulation of the starch 
biosynthetic pathway done at the biochemical/molecular 
level. Enhancement of grain quality by modification of 
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protein content of cereal grains, and of the proportion of 
amylopectin (the more digestible fraction) in starch are 
examples of problems that such a simulation might illumine 
(Boyer, 1985; Glover and Mertz, 1988; National Research 
Council, 1988). 
Recent advances in the field of artificial intelligence 
exploit the notion that insight is not necessarily brought 
about only by new data, but rather by seeing familiar data 
in a new light (Rucker, 1987). This has brought about the 
rapid development of "expert systems," a category of 
software that aids in the task of organizing data according 
to rules that mimic the process of human thought, by 
heuristic rather than strictly algorithmic logic. Such 
systems are beginning to be applied in agricultural work, 
and offer potential for integration of research results with 
the practical application of those results (J. W. Jones et 
al., 1985; Lemmon, 1986; Stefanski, 1988; Stone et al., 
1986; Yost, 1987). A model may be executed with a number of 
constraints and initial conditions. If these conditions and 
the model's output were input to an expert system, a simple 
query might pinpoint the conditions that, say, consistently 
result in enhanced amylopectin content of the endosperm. In 
this way, relationships that are not obvious to researchers 
may be identified. 
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In its current implementation CENTLI is useful as an 
organ-level model for the simulation of the sink demand 
generated by maize ears. CENTLI may enhance the simulation 
of assimilate partition of whole-crop maize models during 
the reproductive phase. Certain special situations, such as 
end-product inhibition of photosynthesis and the effect of 
reduced-nitrogen supply on kernel setting might be simulated 
non-deterministically by a whole-crop model and CENTLI. 
For after all what is man in nature? A nothing in 
relation to infinity, all in relation to nothing, 
a central point between nothing and all, and 
infinitely from understanding either. The end of 
things and their beginnings are impregnably 
concealed from him in an impenetrable secret. He 
is equally incapable of seeing the nothingness out 
of which he was drawn and the infinite in which he 
is engulfed. 
-Blaise Pascal 
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CONCLUSIONS 
A review of the current maize crop simulators revealed 
that there exist good physiological simulations of the 
events that define "source capacity." However, no maize 
model currently includes a satisfactory simulation of the 
development of "sink capacity." Current maize simulators 
treat grain growth only implicitly, by assigning static 
growth rates to individual kernels, or by applying a 
partition ratio to whole plant dry matter gain during the 
reproductive phase. 
A simulation model of maize kernel growth was 
developed. The model simulates endosperm differentiation 
and starch granule growth at the cellular level. Simulation 
begins with silking and ends when growth substrate 
(assimilatory and reserve) is exhausted. Because data 
necessary for the modeling of sub-cellular processes were 
unavailable, the model is mechanistic only at the organ 
level, and deterministic at the cellular level. Endosperm 
differentiation is simulated on the basis of an empirical 
growth curve synthesized from various published sources. 
Starch and protein synthesis are modeled on the basis of 
published assimilate uptake rates, observed stoichiometry of 
C and N uptake in developing kernels, and published 
metabolic construction costs. A whole maize ear is 
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simulated as a rectangular array addressed by position. 
Each position is simulated independently and an effect of 
position on kernel development is implemented. On the basis 
of the flux of C and N required by kernels to maintain 
cellular processes and starch granule growth, an assimilate 
"sink demand" is calculated. 
The model vas used to test theoretical causes of kernel 
set limitation. Even though reasonable final grain yields 
were predicted by the kernel simulation, the pattern of 
grain setting of the simulator differed in one important 
respect from that observed in real maize ears. Hypoplastic 
kernels did not become evident on the simulated ear until 
the ear's growth attenuation phase was reached, near the end 
of the filling season. This is because the kernel simulator 
fills all kernels from base to apex, on the basis of daily 
net photosynthesis, until assimilate supply (from concurrent 
photosynthesis and remobilizable sources) is exhausted. In 
the kernel simulator, this does not occur until leaves 
senesce and stem reserves are mined. However, in real maize 
ears hypoplastic kernels become evident shortly after the 
phase of linear dry matter accumulation of grain is 
attained. This suggests that enzymatic mechanisms mediate 
the phenomenon in real maize ears. Until sufficient and 
appropriate experimental biochemical data bearing upon this 
246 
topic become available, it is difficult to improve upon the 
current mechanistic design of the kernel simulator without 
converting it into a "speculative model." 
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APPENDIX A 
Listing of KERNSIMl.BAS 
10 
20 ' 
30 ' 
40 ' 
SO ' 
80 ' 
70 ' 
80 ' Features: 
90 ' 
100 ' 
110 ' 
120 ' 
130 ' 
140 ' 
ISO ' 
KERNEL GROWTH MODEL 
Created: 9 December 1987 
Modified: 19 February 1988 
- PS simulated by regressed function 
- Kernel number assumed: (14 rows * 32 ranks) = 
- Reproductive growth goes from; 
- weeks after silking = 0 to 8 
448 
160 
170 ' 
1000 '#«**#*******#1 
1010 ' DEFINITIONS 
1020 
1030 ' 
1035 TIME$="00:00:00" 
1040 LET RANKS=32 
1045 ' 
1050 LET 1=0 
1080 LET J=0 
1070 LET Y=0 
1080 LET ADJUST» 0 
1090 LET OAILYPS=0 
1100 LET EAR=0 
1110 LET STALKsO 
1120 LET PS=S.03 
1130 LET FX=.127 
1140 ' 
1150 LET LABILE=0 
1160 LET FLAQ=0 
1170 FOR 1=1 TO 79 
1180 LET DASH$=DASH$4-CHR$(45) 
1190 NEXT 
1200 FOR 1=1 TO 78 Create a blank line for window erasure 
1210 LET BLANK$=BIANK$+CHR$(32I 
1220 NEXT 
1230 LET F$="###.##" 'Formatting string for reports to screen 
1240 LET GD$s"(grams/dayl" Screen Label 
The ear in 32 ranks treated equally 
...eventually supplied mechanistically? 
Daily counter 
'Counter 
'Variable for containing cursor line 
'Adjust for negative stalk sugars 
'Store value of dally PS for reporting 
Ear dry matter 
'Remobilizable stalk sugars 
'Photosynthetic rate in grams/day (Y-intercept) 
Daily PS dose per rank in grams (empirical) 
...eventually _demanded_ by endosperm? 
'Stalk sugars complementing PS daily 
'FLAG turned on when PS < FIX 
Create the border line 
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1250 LET G$s"(grains)" 'Screen Label 
1260 LET M$s"" 'Message string for user interphase 
1270 LET PA0$sLEPT$(BI.ANK$,6) The eraser for screen blanks 
1280 DIM KERNELS(RANKS) 'Dry matter matrix of ear per rank 
1980 ' 
1990 
1999 
2000 
2010 'PROCEDURE: CONTROL 
2020 
2030 ' 
2040 GOSUB 3010 Initialize display 
2042 OPEN 'AiKRNSIM.OAT" FOR OUTPUT AS 1 Open disk file 
2045 LET l=-(1/7) 
2047 WHILE (PS > 0 OR STALK > 01 
2050 LET 1=1+11/71 'Begin daily time-step 
2080 GOSUB 4010 'Calculate daily photosynthesis 
2070 IF I <= 2 THEN GOSUB 10000 ELSE GOSUB 5010 Adjust for the lag phase 
2080 of grain fill or partition photosynthate 
2090 to stalk 
2100 IF I > 2 THEN GOSUB 8010 Accumulate dry matter in the ranks 
2120 WEND 'End daily time-step? 
2130 CLOSE 1 'Close disk file 
2140 GOSUB 9000 Final report to the screen 
2150 LOCATE 1,1 Home the cursor 
2170 END End of KRNSIM.BAS 
2980 ' 
2990 
2999 
3000 
3010 PROCEDURE: INITIALIZE DISPLAY 
3020 **i 
3030 ' 
3040 KEY OFF 
3050 CLS 
3052 SCREEN 2 
3054 COLOR 3 
3060 REM PRINT CHR$(7I; 
3070 LOCATE 5,1 
3080 LET X$="KERNEL GROWTH MODEL " 
3090 GOSUB 3910 
3100 LOCATE 6,1 
3110 LET X$=LEFT$(DASH$,19) 
3120 GOSUB 3910 
3130 LOCATE 8,1 
3140 LET X$= "Version: 19 February 1988" 
3150 GOSUB 3910 
3160 LOCATE 11,1 
3170 PRINT "Day from silking ="' 
3180 LOCATE 13,1 
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3190 PRINT "Photosynthesis =" 
3200 LOCATE 13,27 
3210 PRINT GD$ 
3220 LOCATE 13,44 
3230 PRINT "Stalk sugars =" 
3240 LOCATE 13,68 
3250 PRINT GD$ 
3260 LOCATE 15,1 
3270 PRINT "Rank currently filling =" 
3280 LOCATE 15,44 
3290 PRINT "Cumulative weight =" 
3300 LOCATE 15,72 
3310 PRINT G$ 
3320 LOCATE 17,1 
3330 PRINT "Total ear weight =" 
3340 LOCATE 17,27 
3350 PRINT G$ 
3360 LOCATE 17,44 
3370 PRINT "Remobilized sugars =" 
3380 LOCATE 17,72 
3390 PRINT G$ 
3400 LOCATE 19,1 
3402 COLOR 2 
3410 PRINT OASHS 
3420 LOCATE 20,1 
3430 PRINT OASHS 
3440 LOCATE 22,1 
3450 PRINT OASHS 
3460 LOCATE 23,1 
3470 PRINT DASHS; 
3472 COLOR 1 
3480 RETURN 
3900 * 
3910 PROCEDURE; CENTER A STRING 
3930 ' 
3940 PRINT BLANKS; 
3950 LET Y=CSRLIN 
3960 LOCATE Y,1 
3970 PRINT TAB((80-LEN(XS))/2) XS; 
3980 RETURN 
3990 'N*""NN*NNN*,*#»,**#***»**»***,*********************#***»»***, 
3995 ' 
4000 ***************** I 
4010 PROCEDURE: CALCULATE DAILY PHOTOSYNTHESIS 
4020 » 
4030 ' 
4040 LET PS=5.03+(.123*II-(.509*I(2I+<.238*I(3)-(.042*I(:4)+(.002*I*5) 
4050 IF PS < 0 THEN PS=0 
4060 LET DAILYPS=PS 
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4989 RETURN 
4990 
4995 ' 
5000 » * 
5010 'PROCEDURE: PARTITION PHOTOSYNTHATE TO THE STALK 
5030 ' 
5040 IF PS > (FX»RANKS) THEN LET STALK=STALK+(PS-(FX*RANKSII: REM LET PS=FX*RANKS 
5989 RETURN 
5990 M 
5995 ' 
6010 PROCEDURE: ACCUMULATE DRY MATTER IN THE RANKS 
6030 ' 
6040 FOR J=1 TO RANKS 'From ear basa to ear tip 
6045 LET LABILE=0 'Rezero labile sugars 
6050 IF PS >= FX THEN GOSUB 6410 ELSE G0SU8 6510 Fill kernels via photo-
6060 ' synthesis or by 
6070 ' complementing with labile 
6080 ' sugars 
6090 GOSUB 7010 Update screen about ranks 
6100 NEXT 
6389 RETURN 
6390 
6395 ' 
6400 » * 
6410 PROCEDURE: FILL KERNELS VIA PHOTOSYNTHESIS 
6420 
6430 ' 
6440 LET KERNELSWI=KERNELSWI+FX 
6445 LET EAR=EAR+FX 
6450 LET PS=PS-FX 
6460 IF PS < 0 THEN LET PS=0 
6470 RETURN 
6490 
6495 
6500 
6510 PROCEDURE- MOBILIZE LABILE STALK SUGARS 
6520 
6530 ' 
6540 LET FLAQ= 1 'Flag the condition for display purposes 
6560 IF STALK > 0 THEN LET LABIIE=FX-PS:LET STALK=STALK-LABILE 
6570 IF STALK < 0 THEN LET AOJUST=ABSISTALKI:LET LABILE=LABILE-ADJUST:LET STALK=0 
6580 LET KERNELSUI=KERNELSWI+PS+LABILE 
6582 LET EAR=EAR+PS+LABILE 
6590 LET PS=PS-PS 
6600 RETURN 
6989 ' 
6990 
289 
6995 ' 
7000 '**#*****#*******#*#****#*#***#**#* 
7010 PROCEDURE! UPDATE THE SCREEN 
7020 
7030 ' 
7040 LOCATE 11,20 
7070 PRINT USING "##";INT(I»7); 
7080 LOCATE 13,20 
7110 PRINT USING F$;DAILYPS; 
7120 LOCATE 13,60 
7ISO PRINT USING F$;STALK; 
7160 LOCATE 15,27 
7190 PRINT USING 
7200 LOCATE 15,65 
7230 PRINT USING F$;KERNELSU); 
7240 LOCATE 17,20 
7270 PRINT USING F$;EAR; 
7280 LOCATE 17,65 
7310 PRINT USING F$;LABILE; 
7320 IF FLAG THEN GOSUB 7410 
7325 GOSUB 11010 
7330 RETURN 
7390 ********* 
7395 ' 
7400 '**"***************#***************" 
7410 PROCEDURE: PRINT AN "ATTENUATING PHOTOSYNTHESIS" MESSAGE 
7420 MM ******** ********** 
7430 ' 
7440 LOCATE 21,1 
7450 REM PRINT CHR$(7); 
7460 LET X$="Photosynthate is now less than the daily demand of the ear!" 
7470 GOSUB 3910 
7480 RETURN 
7990 ********************* 
7995 ' 
9000 ************ **** 
9010 PROCEDURE: FINAL REPORT TO THE SCREEN 
9020 * 
9030 ' 
9040 LOCATE 21,1 
9050 LET X$="END OF SIMULATION RUN. TIME ELAPSED = "+TIME$+"." 
9060 GOSUB 3910 
9989 RETURN 
9990 I 
9995 ' 
10000 * * 
10010 PROCEDURE: ADJUST FOR THE LAG PHASE 
10020 *************** 
10030 ' 
10040 LET STALK=STALK+PS 
'Print the current day 
Print the day's photosynthesis 
'Print current wt. of stalk sugar 
Print the current rank number 
Print rank cumulative weight 
Print current total ear weight 
Print remobilized sugars 
'Print a message when PS < FX 
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10050 GOSUB 7010 
10989 RETURN 
10990 
10995 ' 
11000 I 
11010 'PROCEDURE: OUTPUT DATA TO DISK FILE 
11020 
11030 ' 
11040 LOCATE 21,1 
11050 LET X$="SAVING DATA TO DISK FILE ... " 
11060 GOSUB 3910 
11070 PRINT#1, INT(I»7); 
11080 PRINT#1, USING F$;OAILYPS;STALK; 
11090 PRINT# 1, USING "###";J; 
11100 PRINT#1, USING F$iKERNELS(J); 
11110 PRINT#1, USING "####.*#";EAR; 
11115 PRINT#1, USING F$;LABILE 
11989 RETURN 
11990 
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APPENDIX B 
PROGRAM CENTLI; 
Listing of CENTLI.PAS 
CONST 
AmmoniumN 
Ball = 
Bate = 
Date = 
OavelopMaehinery = 
G 
Gd = 
GranuleRate = 
PreAIRatio = 
PostAIRatio = 
010 = 
RefTamp = 
Tip = 
TotilGranules 
= True; 
#7; 
1; 
29 November 
10; 
= '(grams)'; 
'(grams/day)'; 
2.07E-10; 
0.3779; 
0.2970; 
 2; 
30; 
70; 
= 270; 
1988'; 
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TYPE 
AgeOroups = RECORD 
CallsExist, MakingStareh : Boolean; 
AmylGranules, MerisGranules, 
Amyliferoua, Merlstamatle : Real; 
END; 
Traits = RECORD 
CellComponents : Array [1..25] of AgeGroups; 
Aleurone, CellMax, 
Pollinated : Boolean; 
CelINo, 
CountOfCells, 
GranuleSum, 
Weight : Real; 
END; 
String78 = String [78]; 
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VAR 
Kernel : Array [Base.TIp] of Traits; 
{Months I Array [l.. 12] of String [9]; 
Center, 
Flag, 
Silking, 
TharelsLeafArea, 
Video : Boolean; 
Ch ; Char; 
Age, 
Apex, 
Color, 
CritloalAge, 
Day, 
EndMin, 
EndSeo, 
Frac, 
GranulesPerDay, 
Hour, 
I, 
JulianOay, 
LeftX, 
LeftY, 
MaxAge, 
Min, 
Month, . 
Pad, 
PlantingOay, 
PlantingMonth, 
Position, 
RightX, 
RIghtY, 
Sec, 
StartMin, 
StartSee, 
TotalMin, 
TotalSec, 
Time, 
X, 
XI, 
X2, 
Y, 
Year, 
Y1, 
Y2 ; Integer; 
Adjust, 
OailyPs, 
Evaporation, [inches per day] 
Exponent, 
FullLAI, 
GOO, 
GDDToSlIk, 
GrainWt, 
KernelRows, 
Labile, 
LAI, 
Latitude, 
MaxTemp, [Celoius] 
MeanTetnp, 
MlnTetnp, [Celoius] 
NatPs, [grams glucose per 
NewOryMatter, 
Precipitation, [inches per day] 
Radiation, [Joules per day] 
SinkOemand, 
Stalk, 
StandDensity, 
Tab, 
TempEffeet, 
TotalRate ; Real; 
XS, 
Press, 
ProfileName, 
WeatharFlle ; String78; 
KFIIe, 
Profile, 
WFile, 
YFIIe : Text; 
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PROCEDURE Timer; [See p. 208 of TP 3.0 Guide] 
TYPE 
RegPaeIc = Record 
AX, BX, CX, OX, BP, SI, Dl, OS, ES, Flags ; Integer; 
END; 
VAR 
Regs : RegPaok; 
BEGIN 
WITH Rags DO 
BEGIN 
AX := $2000; 
MsDos(Regs); 
Hour := hi(CX); 
Min := lo(CX); 
See := hl(DX); 
Frao := io(DX); 
END; 
END; 
PROCEDURE FillMonths; 
BEGIN 
Months [ 1 ] 'January'; 
Months [2] 'Fabruary'; 
Months[3] March'; 
Months [4] 'April'; 
Months [5] 'May'; 
Months [6 ] 'June'; 
Months [7] 'July'; 
Months [8 ] 'August'; 
Months [9] 'Saptambar 
Months[lO] 'Ootobar'; 
Months [11] 'Novambar 
Months [12] := 'Dacambar' 
END; 
PROCEDURE Setup; 
BEGIN 
Color := White; 
HiRas; 
HiReaColorlColor); 
Press := Press t key to continue.. 
FillMonths; 
JullanDay := 0; 
TharelsLeafArea := True; 
END; 
PROCEDURE DrawLtne; 
BEGIN 
IF Video THEN Normvideo; 
0RAW(X1,Y1,X2,Y2,Color) 
IF Video THEN LowVideo; 
Video := FALSE; 
END; 
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PROCEDURE OrawBox; 
BEGIN 
XI := LaftX; Y1 := LeftY; X2 := RIghtX; Y2 : 
DrawLine; 
XI := X2; Y1 := Y2; X2 := XI; Y2 := RIghtY; 
DrawLine; 
Y1 ;= Y2; X2 := LeftX; Y2 i= Y1; 
DrawLine; 
XI := X2; Y1:= Y2; Y2 := LeftY; 
DrawLine; 
END; 
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PROCEDURE Display; 
BEGIN 
Gotoxy(X,Y); 
IF Video THEN NormVidao; 
IF Cantar THEN 
BEGIN 
CIrEol; 
Tab := «80-Length(XS»/2) + Length<XS)-2; 
Pad := Trune(T«b); 
WritalXSiPad); 
END 
ELSE Writa(XS); 
IF Video THEN LowVidao; 
Video := Falsa; 
Cantar := Falsa; 
END; 
PROCEDURE OetKay; 
BEGIN 
Read(Kbd,Ch); 
END; 
PROCEDURE RaadKay; 
BEGIN 
Ch := #0; 
REPEAT 
GatKay; 
UNTIL Ch IN [#1..#2S5]; 
END; 
PROCEDURE Abort; 
BEGIN 
Crtlnit; 
Halt; 
END; 
PROCEDURE TaxtBox; 
BEGIN 
VtflNDOW(8,9,74,22); 
END; 
PROCEDURE ClearBox; 
BEGIN 
Q0T0XV(1,13); 
FOR I := 1 TO 14 DO 
BEGIN 
WRITELN; 
END; 
G0T0XY(1,1); 
END; 
PROCEDURE BoxTltle; 
BEGIN 
WINDOW(12,e,69,6); 
CIrEol; 
END; 
PROCEDURE BottomCIsar; 
BEGIN 
WINDOW(27,2S,54,2S); 
CIrEol; 
END; 
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PROCEDURE BottomBox; 
BEGIN 
LeftX := 26*8-1; LeftY := 24*8-1; 
RightX := 54*8-1; RightY := 25*8-1; 
DrawBox; 
END; 
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PROCEDURE OrawAnswarBox; 
BEGIN 
LaftX := 9*8-1; LeftY := 9*8+6; 
RightX := 73*8-1; RightY := 11*8; Video := True; 
DrawBox; 
END; 
PROCEDURE AnswerBox; 
BEGIN 
WINDOWdO, 11,72,11); 
CIrEol; 
END; 
PROCEDURE Messaga(Note ; Str(ng78); 
BEGIN 
WINDOWI3,21,77,21); 
X := 1; Y := 1; Cantar := True; 
XS := Nota; 
Display; 
WINDOW! 1,1,80,25); 
END; 
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PROCEDURE Introlnfo; 
BEGIN 
BoxTitIa; 
Û0T0XY(18,1); 
XS := 'Introduotory Information'; 
Writa(XS); 
TaxtBox; 
WRITELNCCENTLI is « maohanistie simulator of maize grain yield formation.'); 
WRITELNCThe heart of the simulation is a model of endosperm and starch'); 
WRITELNCgranule growth. This program will predict yield by utilizing:'); 
WRITELN; 
WRITELNC 1. A file of weather data (date, radiation, temperatures)'); 
WRITELN; 
WRITELNC 2. A "profile" of a maize crop that describes cultural'); 
WRITELNC factors and genetic coefficients'); 
ReadKey; 
WRITELN; 
WRITELNCWeather data are read from a disk file. You must provide the); 
WRITELNCIatitude at which the simulated crop is produced.'); 
WRITELN; 
WRITELNCThe crop profile consists of: planting date, population density,'); 
WRITELNCnumber of ovules per row on the ear shoot at anthesis, number of); 
WRITELNCkarnal rows par ear, and growing degree days to silking.'); 
WRITELN; 
WRITELNCCrop profiles may be described within this program prior to); 
WRITELNCexecution of the simulation, or, a previously saved profile may ); 
WRITELNCbe loaded from a disk file. If this is the first time you use'); 
WRITELNCCENTLI, construct a crop profile by answering the prompts that'); 
WRITELNCwill follow shortly.'); 
ReadKey; 
WRITELN; 
WRITELNCCENTLI creates output in two disk files. At least 200 Kb must'); 
WRITELNCbe available on the current drive and directory for CENTLi to'); 
WRITELNCexecute without error.'); 
WRITELN; 
WRITELNCif you do not know the name of a weather file on disk, or do not'); 
WRITELNChave sufficient information to describe a realistic crop profile,'); 
WRITELNCor if there is insufficient space on disk for output files, or if); 
WRITELNCfor any reason you do not wish to continue with the simulation,'); 
WRITELNCyou may exit the program now. For additional information you may ); 
WRITELNCread the file "README" on the distribution disk that contained); 
WRITELNCCENTLI. This file is read by typing "README" at the DOS prompt.'); 
WRITELNCTo exit this program, press "Q" now, any other key to proceed.'); 
ReadKey; 
IF Ch IN ['Q','q'] THEN Abort; 
ClearBox; 
END; 
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FUNCTION ChangaCasalTarget ; Strlng78) : Strlng78; 
[ Jaff Ountamann - 1987 ] 
CONST 
Upparcasa : SET OF CHAR = ['A'..'Z']; 
Lowarcasa ; SET OF CHAR = ['a'..'z']; 
BEGIN 
FOR I := 1 TO Length(Targat) 00 
IF Target[l] IN Lowaroata THEN 
Targat[l] ;= UpCasa(Targat[l]); 
ChangaCasa := Target; 
END; 
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FUNCTION Open(VAR TestFile : Text; FileName ; String78) i Boolean 
BEGIN 
ASSIGNITeatFile,FileName); 
[$!-] 
RESETITestFile); 
[$l+] 
IF lOReault O 0 THEN 
BEGIN 
Open :s FALSE; 
CLOSE(TestFlla); 
END 
ELSE 
Open := TRUE; 
END; 
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PROCEDURE DisplayProfila; 
BEGIN 
TextBox; 
ClearBox; 
QOTOXY(3,3); 
VURITECLatitude; '.Latitude: 5:2); 
QOTOXY(35,3); 
WRITECPIantlng Date: ',PlantingDay;2,Months [PlantlngMonth ]: 10); 
G0T0XY(3,S); 
WRITECStand Density: ',StandDenslty:5:0); 
QOTOXY<35,5); 
WRITECLAi at anthetls: ',FullLAI:3:1); 
GOTOXY(3,7); 
WRITECOvules per row: ',Apex:2); 
GOTOXY(3S,7); 
WRITECKernel rows per ear: ',KernelRows;4:1); 
GOTOXY(3,9); 
WRITECGDD to silking: ',GDDToSIII(;6;1); 
BottomClear; 
G0T0XY(2,1); 
WRITE(Press); 
BottomBox; 
ReadKey; 
END; 
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PROCEDURE CollectAnswerlVAR Question : String78; VAR Answer : Real); 
BEGIN 
TaxtBox; 
Q0T0XY(3,1); 
CIrEol; 
WRITE(Ouastlon); 
AnswerBox; 
DrawAnswerBox; 
Q0T0XY(5,1»; 
READIAnswer); 
TaxtBox; 
END; 
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PROCEDURE S«veProfile; 
CONST 
Space = #32; 
BEGIN 
ASSIQNIProFlle.ProfileName); 
REWRITE(ProF)le); 
WRITEIProFlle, Latitude: 5:2, Space, 
PlantingMonth, Space, 
PiantingDay, Space, 
StandDensitv:5:0, Space, 
Apex, Space, 
FullLAI:3:1, Space, 
KerneiRows:4:1, Space); 
WRITELNIProFlle, GODToSill(:6:1); 
CLOSE(ProFile); 
BoxTitle; 
Q0T0XY(9,1); 
WRITECProfile ',ProfileNatne,' has been saved on disi(.'); 
BottomClear; 
Q0T0XY(2,1),-
WRITE(Press); 
BottomBox; 
ReadKey; 
END; 
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PROCEDURE CollaetProfila; 
VAR 
Amwar : Raal; 
Quastion : String78; 
BEGIN 
TaxtBox; 
ClaarBox; 
BottomClaar; 
QOTOXY(e,1l: 
M/RITEI'Provlda an antwar...'); 
BottomBox; 
Quastion := 'What is tha iatituda of tha production site (Amas = 42.02)7'; 
CollaetAnswarlQuastion, Latituda); 
GOTOXY(3,6); 
WRiTEI'Latituda; '.Latitude: 5:21; 
Quastion := in what month is tha crop planted (1/12)?'; 
CollaetAnswar(Quastion, Answar); 
PlantlngMonth := TRUNC(Answar); 
Quastion := On what day of tha month is tha crop planted (1/31)?'; 
CollaetAnswarlQuastion, Answer); 
PlantingOay := TRUNC(Answer); 
GOTOXY(3S,6); 
WRITECPIanting date: ',PlantingDay:2,Months [PiantingMonth ] ; 10); 
Question := 'What Is tha stand density per acre?'; 
ColleotAnswar(Quastion, Answer); 
StandOensity := Answer; 
GOTOXY(3.8); 
WRITECStand density: '.StandOensity:5:0); 
Question := At anthasis, what Is tha Leaf Area Index of the crop?'; 
CollectAnswer(Quastion,FuilLAI); 
GOTOXYI35,8); 
WRITECLAI at anthasis: ',FuliLAI:3:1); 
Question := At anthasis, how many ovules per row are there on tha ear shoot?'; 
CoileotAnswer(Quastion,Answar); 
Apex := TRUNC(Answar); 
QOTOXY(3,10); 
WRITECOvules per row: ',Apex:2); 
Question := 'How many rows of kernels are there on the ear?'; 
ColleotAnswer(Quastion,KarnelRows); 
GOTOXY|35,10); 
WRITECKernels rows par ear: ',KarneiRows:4:1); 
Question := 'How many growing degree days accumulate by silking time?'; 
ColleetAnswer(Questlon, GDDToSilk); 
QOTOXY(3,12); 
WRITECGOO to silking: ',GODToSilk:6:1); 
Question := What will you name this profile (8 characters or less}?'; 
TextBox; 
GOTOXY(3,1); 
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CIrEol; 
WRITE(Quaition);. 
AnswarBox; 
Q0T0XY(5,1); 
READ(Profll«Nama); 
IF LENâTH(ProfllaNama) > 8 
THEN OELETE(ProfilaNama,9,LENGTH(Profil«Nama)-8); 
ProfilaNama := ChangaCasa(ProfilaNama) + '.PRO'; 
TaxtBox; 
FOR I is 1 to 4 00 
BEGIN 
QOTOXYtl,!); 
CIrEol; 
END; 
BoxTltIa; 
GOTOXY(24,1l; 
WRITEIProfllaNatna); 
BottomClaar; 
Q0T0XY(S,1); 
WRITECSavIng '.ProfllaNama, 
BottomBox; 
SavaProflla; 
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PROCEDURE ReadProfile; 
VAR 
FoundFila : Boolean; 
Repeated : Integer; 
BEGIN 
Repeated := 0; FoundFlle := False; 
While (Repeated < 3) AND NOT FoundFlle 00 
BEGIN 
Repeated := Repeated + 1; 
TextBox; 
ClearBox; 
BoxTitle; 
QOTOXY(23,1); 
WRITECCrop Profile); 
TextBox; 
Q0T0XY(3,1); 
WRITECWhat is the profile name on disk (8 characters or less)?'); 
OrawAnswerBox; 
BottomClsar; 
Q0T0XY(8,1); 
WRITECType file name...'); 
BottomBox; 
AnswerBox; 
Q0T0XV(S,1); 
READIProflleName); 
IF LENGTH(ProfileName) > 8 
THEN OELETE(ProfilaName,9,LENGTHIProfileName)-8); 
ProflleName := ChangeCaselProflleName) + '.PRO'; 
BoxTitle; 
GOTOXY(24,1); 
WRITE(ProfileName); 
AnswerBox; 
BottomClear; 
G0T0XY(S,1); 
WRITECSeeking profile...'); 
BottomBox; 
IF NOT OpenlProFlle, ProflleName) THEN 
BEGIN 
TextBox; 
ClearBox; 
BoxTitle; 
GOTOXY(27,1); 
WRITECERRORI'); 
BottomClear; 
G0T0XY(2,1); 
WRITE(Press); 
BottomBox; 
OrawAnswerBox; 
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AnswerBox; 
Q0T0XY(12,1); 
VtfRITECFile ',ProfileName,' does not exist...'); 
VtfRITE(Bell); 
ReadKey; 
END 
ELSE FoundFiie ;= True; 
END; [Repeat] 
IF (Repeated >= 3) AND NOT FoundFiie THEN 
BEGIN 
TextBox; 
ClearBox; 
BoxTitIa; 
Q0T0XY(21.1); 
WRITECAborting Program...'); 
Oraw/AnswerBox; 
AnswerBox; 
QOTOXY(3,1»; 
VURITECThere is a problem. Cheoit disk directory before proceeding.'); 
ReadKey; 
Abort; 
END 
ELSE 
BEGIN 
READIProFiie, Latitude,, 
PlantingMonth, 
PlantingOay, 
StandDensity, 
Apex, 
FullLAI, 
KernelRows, 
GDOToSilk); 
CLOSE(ProFila); 
DisplayProflle; 
END; 
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PROCEDURE ProfilaMethod; 
BEGIN 
BoxTitle; 
QOTOXY(23,1l; 
WRITECCrop Profile'); 
TaxtBox; 
WRITELNCHow will you enter a crop profile?'); 
WRITELN; 
WRITELNC [l] By describing it now'); 
WRITELN; 
WRITELNC [2] From a disk file); 
BottomClear; 
Q0T0XY(S,1); 
WRITEI'Choose a number...'); 
BottomBox; 
REPEAT 
ReadKey; 
UNTIL Ch IN ['1','2']; 
IF Ch = 'T THEN ColleotProfile ELSE ReadProfile; 
END; 
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PROCEDURE QatWeatharOata; 
VAR 
BEGIN 
JulianDay := JulianOay + 1; 
READltfVFIIa, Year, 
Month, 
Day, 
TastRadiation, 
Evaporation, 
TastMaxTemp, 
TastMlnTemp); 
READLNIWFIIa, Precipitation); 
IF TastRadiation O -99 THEN 
Radiation := TastRadiation * 41855.; 
IF TastMaxTemp O -99 THEN 
MaxTemp := (TastMaxTemp - 32)/1.8; 
IF TastMlnTemp O -99 THEN 
MInTemp := (TastMlnTemp - 32)/1.8; 
TastMaxTemp, 
TastMlnTemp, 
TastRadiation : Real; 
[Faranhait] 
[Farenheit] 
[Langleys per day] 
END; 
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PROCEDURE ReadWeather; 
VAR 
FoundFlla : Boolean; 
Repeated ; Integer; 
BEGIN 
Repeated := 0; FoundFlle := False; 
While (Repeated < 3) AND NOT FoundFlle DO 
BEGIN 
Repeated := Repeated + 1; 
TextBox; 
ClearBox; 
BoxTitle; 
GOTOXY(23,1l; 
WRITECWEATHER DATA'); 
TextBox; 
G0T0XY(2,1); 
WRITECWhioh weather file will be used from disic (8 characters or less)?') 
OrawAnswerBox; 
BottomClear; 
G0T0XY<6,1); 
WRITECType file name...'); 
BottomBox; 
AntwerBox; 
G0T0XY(5,1); 
READIWeatherFile); 
IF LENGTHIWeatherFile) > 8 
THEN DELETE(WeatherFile,9,LENGTH(WeatherFile)-8); 
WeatherFiie := ChangeCase(WeatherFile) + '.DAT'; 
BoxTitle; 
QOTOXY<24,1); 
WRITE(WaatharFile); 
AnswerBox; 
BottomClear; 
QOTOXY(6,1); 
WRITECSeeking '.WeatherFiie); 
BottomBox; 
IF NOT OpenlWFile, WeatherFiie) THEN 
BEGIN 
TextBox; 
ClearBox; 
BoxTitle; 
GOTOXY(27,1); 
WRITECERROR!'); 
BottomClear; 
G0T0XY(2,1); 
WRITE(Press); 
BottomBox; 
OrawAnswerBox; 
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AnswerBox; 
Q0T0XY(12,1); 
WRITECFlle '.WeatherFile,' does not exist...'); 
WRITE(Bell); 
ReadKey; 
END 
ELSE FoundFlle i= True; 
END; [Repeat] 
IF (Repeated >= 3) AND NOT FoundFlle THEN 
BEGIN 
TextBox; 
ClearBox; 
BoxTltle; 
Q0T0XY(21,1); 
WRITECAborting Program...'); 
OrawAnswerBox; 
AnswerBox; 
QOTOXYO, II; 
WRITECThere is a problem. Check disk directory before proceeding.'); 
ReadKey; 
Abort; 
END 
ELSE 
BEGIN 
TextBox; 
ClearBox; 
BottomClear; 
G0T0XY(2,1); 
WRITECReading from ',WeatherFile,'...'); 
BottomBox; 
OrawAnswerBox; 
TextBox; 
GOTOXY(23,1); 
WRITECSeeking planting date...'); 
REPEAT 
GetWeatherOata; 
AnswerBox; 
QOTOXY(26,1); 
VtfRITE(0ayi2,Months [Month ]; 10); 
UNTIL (Day = PlantingDay) AND iMonth = PiantingMonth); 
BottomClear; 
GOTOXY(2,1); 
WRITE(Press); 
BottomBox; 
TextBox; 
GOTOXYd.D; 
CIrEol; 
GOTOXY(6,1); 
WRITECPIanting date found. "Q" aborts, any other key to proceed.'); 
ReadKey; 
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IF Ch in ['Q'/q'] THEN BEGIN 
CLOSElWFile); 
Abort; 
END; 
END; 
END; 
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PROCEDURE IntroScraen; 
BEGIN 
SatUp; 
LaftX := 10; LeftY := 5; 
RightX := 80*8-10; RightY := 25*8-5; Vidao := Trua; 
OrawBox; 
LaftX := LaftX+4; LaftY := LaftY+2; 
RIghtX := RlghtX-4; RightY := RightY-2; Vidao := True; 
OrawBox; 
BottomClaar; 
Q0T0XY(2,1); 
WritalPrast); 
BottomBox; 
WiNOOW(3,3,77,22l; 
X := 1; Y := 1; Canter := True; Video := Trua; 
XS := 'CENTLI; KERNEL DEVELOPMENT SIMULATION'; 
Display; 
XI := 24*7; Y1 .= 3*8; X2 ;= X1 + 38*8; Y2 := Y1; 
DrawLina; 
LeftX := 6*8; LaftY := 5*8+4; 
RightX := 74*8; RightY := 22*8; 
DrawBox; 
LeftX := LaftX-4; LaftY := LeftY-2; 
RightX := RightX•<•4; RightY := RlghtY+2; 
• OrawBox; 
WINDOW! 11,6,70,6); 
CIrEol; 
LeftX := 10*8-1; LeftY ;= 5*8-2; 
RightX := 70*8-1; RightY ;= LeftY+10; 
OrawBox; 
G0T0XY(13,1I; 
WriteCViaw introductory information (Y/N)?'); 
REPEAT 
RaadKey; 
UNTIL Ch IN ['Y',V,'N','n']; 
IF Ch IN i 'Y'/y'i THEN Introlnfo; 
ProfilaMathod; 
RaadWeather; 
END; 
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PROCEDURE InitOisplay; 
BEGIN 
IF NOT Silking THEN 
BEGIN 
HIRas; 
Color ;= White; 
HIRciColorlColor); 
WINDOWd,1,80,24); 
X ;s 2; Y :s 2; Video := True; Center := True; 
XS := CENTLI: KERNEL DEVELOPMENT SIMULATION'; 
OispUy; 
XI := 23*7-2; Y1 := 2»8; X2 := X1 + 38»8; Y2 i= Y1; 
DrawLlne; 
Y := 6; Video := True; Center := True; 
XS := 'Version: ' + Date; 
Display; 
LeftX := 25*8-2; LeftY := 5*8-2; 
RightX != LeftX•«•28*8; RiglitY := LeftY+10; 
DrawBox; 
LeftX := LeftX-4; LeftY := LeftY-2; 
RightX := (LeftX+8)+28*8; RightY := LeftY+14; 
DrawBox; 
Y := 10; 
XS := 'Date ='; 
Display; 
X := 2; Y := 12; 
XS := Cumulative GOD ='; 
Display; 
LeftX := 1*8; LeftY := 20*8-4; 
RightX := 79*8; RightY := LeftY+14; Video := True; 
DrawBox; 
LeftX := LeftX+4; LeftY := LeftY+2; 
RightX := RightX-4; RightY := LeftY+10; Video ;= True; 
DrawBox; 
END 
ELSE 
BEGIN 
X := 44; Y := 10; 
XS := 'Day from sillcing ='; 
Display; 
X := 44; Y := 12; 
XS := 'Leaf Area Index ='; 
Display; 
X := 2; Y := 14; 
XS := 'Photosynthesis ='; 
Display; 
X := 28; 
XS ;= Gd; 
Display; 
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XS := 'Stalk sugars ='; 
Display; 
X := 68; 
XS := Gd; 
Display; 
X := 2; Y := 16; 
XS 'Rank currently filling 
Display; 
X != 44; 
XS := 'Avg. kernel weight =' 
Display; 
X := 72; 
XS := Qi 
Display; 
X := 2; Y := 18; 
XS := 'Ear grain weigiit ='i 
Display; 
X := 28; 
XS := G; 
Display; 
X := 44; 
XS := 'Remobilized sugars =' 
Display; 
X := 72; 
XS := Q; 
Display; 
END; 
END; 
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PROCEDURE Initialize; 
BEGIN 
InitDlsplay; 
AstlgnlYFIIe/YIELD.OAT); 
Rawrlte(YFIIe); 
Asslgn(KFila,'KERNEL.OAT'); 
Rewrlta(KPIIe); 
Exponent := 0; 
GralnWt i= 0; 
GrenulesParOay := TRUNCITotalGranules/OevalopMaehinary); 
Flag := Falsa; 
Labile := 0; 
SinkDemand := 0; 
Stalk := 0; 
Time ;= 0; 
TotalRate ;= 0; 
XI := 0; 
X2 := 0; 
Y1 := 0; 
Y2 := 0; 
FOR Position ;s Base TO Apex DO 
BEGIN 
WITH Kernel [Position] DO 
BEGIN 
Aleurone := False; 
CeMMax ;= False; 
CelINo := 0; 
CountOfCells := 0; 
Pollinated := True; 
GranuleSum := 0; 
Weight := 0; 
FOR Age :F 1 TO 25 DO 
BEGIN 
WITH CellComponents[Age] 00 
BEGIN 
AmylGranules := 0; 
Amyliferous := 0; 
CellsExIst := False; 
MakingStareh := False; 
MerisGranules := 0; 
Meristematlo := 0; 
END; 
END; 
END; 
END; 
END; 
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FUNCTION PowflHX ; Real; Y : Real) : Real; 
BEGIN 
Power := Exp(Y«Ln(X)); 
END; 
FUNCTION Radlans(Value i Real) : Real; 
BEGIN 
Radians := (Value » PI/180); 
END; 
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FUNCTION AroSiniValua ; Real) : Real; 
BEGIN 
Value := ARCTAN(Value/SaRT(-S0R(Value)-t-1)); 
AreSIn ;= Value * 180/PI; . 
END; 
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PROCEDURE CalculateQIO; 
BEGIN 
MeanTamp i= iMaxTamp + MlnTemp)/2; 
TampEffaot := Power(Q10,((MaanTemp-RefTemp)/10)); 
END; 
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PROCEDURE Photosynthesiza; [Goudriaan and van Laar, 1978] 
CONST 
AMax = 1.67E-C6; 
Effa = 12.90E-09; 
VAR 
C02ParPlant, 
QramsC02, 
Oaolination, 
SINLO, 
COSLD, 
DayL, 
DayLE, 
SUAE, 
RADC, 
X, 
XPrima, 
P, 
Ps, 
PSh, 
PCf, 
GlueosaParPlant ; Real; 
BEGIN 
Oaolination := -23.45 * C0S(2*PI * (JulianDay + 10)/385); 
SINLD ;= SINIRadlanslDaclination * Pi/180)) » SIN(Radians(Latituda » Pi/180)); 
COSLD := COS(Radians(Dacllnation * Pi/180)) » COSIRadianslLatituda » Pi/180)); 
DayL := 43200.«(Pi-»-2»ArcSin(SINLD/COSLO))/Pi; 
DayLE := 43200.«(Pi-«-2»AroSin((-SIN(Radlans(8«PI/180))+SINLO)/COSLD))/PI; 
SLLAE := SIN(Radiansi90-t-Deellnatlon-Latitude)); 
RADC := (Radiation » 0.5)/DayLE; 
X := 0.45 » EFFE * RA0C/(SLLAE * AlVlax); 
XPrima := LN(1 + X); 
P := XPrima/11 + XPrima);. 
Ps := SLLAE • DayLE » AMax * P; 
• IF SLLAE < LAI THEN 
BEGIN 
X := 0.55 <t EFFE « RAOC/((LAI-SLLAE)«Amax); 
XPrima := LNI1 + X); 
P := XPrima/* 1 + XPrima); 
PSh := (LAI-SLLAE) « DayLE * AMax » P; 
END 
ELSE PSh := 0; 
PCf := Ps + PSh; 
GramsC02 := PCf * 1000; [Par squara matar] 
C02ParPlant := GramsC02/((StandDansity * 2.S)/10000); 
GlueosaParPlant := C02ParPlant • (30/44); 
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NatPs := GlueosaPerPlant * 0.7; 
OailyPs := NetPs; [Conserve the value of total Ps for display purposes] 
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PROCEDURE WriteToDlsk; 
BEGIN 
WITH Karnal[Position] DO 
BEGIN 
WRITE(YFIIe, Tlm«3, 
NetPs:7:3, 
Stalk; 7:3, 
Position; 3, 
Waight/KarnelRows:6; 3, 
QrainWt;8:3); 
WRITELNIYFile, Labila:6:3i; 
WRITEIKFila, Titne:3, 
Position: 3, 
CallNo:9:1, 
GranulaSum;12:1); 
WRITELNIKFIIe, Weight/KarnelRows: 15:10); 
END; 
END; 
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PROCEDURE Update; 
BEGIN 
NormVideo; 
QOTOXVdO.IO); 
WRITE(Day;2,Months [Month]: 10); 
QOTOXY(63,10); 
WRITE(Time;3); 
QOTOXY(18,12); 
WRITE(GD0:8:1); 
GOTOXY(63,12); 
WRITE(LAI:3;1); 
QOTOXYI21,14); 
WRITE(NetPs:6:3); 
QOTOXY(60,14); 
WRITE(Stalk;7;3); 
QOTOXY(27,16l; 
\MRITE{Position:3>; 
QOTOXY(64,16); 
VURITE(Labile:7:3l; 
LOVWIDEO; 
IF Flag AND (NetPs + Stalk > 0) THEN 
MessagaCPhotosynthate is now less than the daily demand of the earl'l; 
IF (NetPs + stalk) <= 0 THEN 
MessageCAsslmilate supply has been exhausted.'); 
WrltaToDisk; 
END; 
PROCEDURE Partition; 
BEGIN 
Stalk := Stalk + NatPs; 
NatPs := 0; 
END; 
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PROCEDURE PhotoFIII; 
BEGIN 
WITH Kernel [Position] DO 
BEGIN 
Weight := Weight + NswDryMatter; 
OralnWt := GralnWt + Weight; 
END; 
NetPs := NetPs - SInkDemand; 
IF NstPs < 0 THEN NatPs ;= 0; 
END: 
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PROCEDURE Remobllize; 
BEGIN 
Flag := True; 
IF Stalk > 0 THEN BEGIN 
Labile := SinkOemand - NetPs; 
Stalk := Stalk - Labile; 
END; 
IF Stalk < 0 THEN BEGIN 
Adjust := Abs(Stalk); 
Labile := Labile - Adjust; 
Stalk ;= 0; 
END; 
WITH Kernel [Position] DO 
Weight 1= Weight + NetPs + Labile; 
GrainWt := GrainWt + NetPs + Labile; 
NetPs ;= NetPs - NetPs; 
END; 
342 
PROCEDURE Report; 
BEGIN 
Closa(KFil«); 
Closa(Wfila); 
ClotalYFila); 
Timar; 
EndMin := Min; 
EndSae := Sac; 
TotalMin := EndMIn - StartMIn; 
TotalSao := EndSao - StartSae; 
IF TotalMin < 0 THEN TotalMin := TotalMin + 60; 
IF TotalSae < 0 THEN TotalSae := TotalSae + 60; 
WINDOW(3,21,77,21); 
CIrEol; 
Gotoxy(12,1); 
WritaCEND OF SIMULATION RUN. TIME ELAPSED = TotalMin,' MIN TotalSae,' SEC.'); 
WINDOWd,1,80,25); 
<jotoxy(1,24); 
Writa(Ball); 
END; 
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PROCEDURE SetStirtTime; 
BEGIN 
Timer; 
StartMin := MIn; 
StartSae := Sec; 
END; 
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PROCEDURE CalculataGDD; 
VAR 
FMaxTemp, 
FMinTamp, 
NawGOO : Raal; 
BEGIN 
FMaxTemp ;= (MaxTamp * 1.8) + 32; 
FMinTamp := (MinTamp * 1.81 + 32; 
IF FMaxTemp > 86 THEN FMaxTemp ;= 86; 
IF FMinTamp < 55 THEN FMinTamp := 55; 
NawGOO ;s ((FMaxTemp + FMinTemp)/2) - 55; 
GOO := GOO + NawGOO; 
END; 
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PROCEDURE VagetativaGrowth; 
BEGIN 
Silking := Falsa; 
ODD :s 0; 
InitDisplay; 
MasaagaCVagetativa Devalopment'l; 
REPEAT 
GatWaatharData; 
CaloulataGDO; 
NormVidao; 
QOTOXYdO.IO); 
WRITE(0ay:2,Months [ Month ] : 10); 
QOTOXY(18,12l; 
WRITE(GD0:8.-1); 
LowVidao; 
IF GOD >= GDOToSllk THEN 
BEGIN 
Silking := True; 
MessagaCSilklng'l; 
Writa(Ball); 
END; 
UNTIL Silking; 
END; 
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PROCEDURE CaleulataLAI; 
VAR 
SanasoeneaPactor : Real; 
BEGIN 
SanaccaneaPaetor := 0.98 + (3.06E-03 » (Tima)) 
- (3.03E-04 * SQRITIma)); 
LAI := FullLAI * SanascanoaPaetor; 
IF LAI <= 0 THEN 
BEGIN 
LAI := 0; 
TharaisLaafAraa := Falsa; 
END; 
END; 
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PROCEDURE Coenooytosis; 
VAR 
NuesllusReduetion ; Real; 
BEGIN 
Messagef'Endosperm Development Phase: Coenooytosis'); 
NuoellusReduotion := 1.0073 - 0.0073 » Position; 
WITH Kernel [Position] DO 
BEGIN 
Exponent := 1/Power(CellNo,0.1879561) * 3.128945; 
TotalRate := Power(CellNo,Exponent) 
* NuoellusReduotion * TempEffeet; 
CelINo ;s CelINo + TotalRate; 
WITH CellComponents [Time ] DO 
BEGIN 
Meristematic := TotalRate * PreAIRatio; 
Amyllferous := TotalRate - Meristematic; 
CellsExist 1= True; 
END; 
END; 
END; 
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PROCEDURE PreAleurone; 
BEGIN 
MessageCEndotparm Development Phase: PreAleurone'); 
WITH Kernel [Position], CallComponents [Time ] DO 
BEGIN 
Exponent := 1.271845 
- (3.S42972E-0S « CountOfCellsl 
+ (3.190904E-09 * SqrICountOfCells)) 
- (1.21275E-13 * Power(CountOfCalls,3)) 
+ (1.4S4094E-18 » Power(CountOfCells,4)); 
END; 
END; 
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PROCEDURE PostAleurona; 
VAR 
Patch ; Real; 
BEGIN 
MetsageCEndosperm Development Phase; PostAleurone'l; 
Patch := Exponent; 
WITH Kernel [Position] DO 
BEGIN 
Aleurone := True; 
WITH CellComponents [Time ] DO 
BEGIN 
Exponent ;= + 107.2514 
- ( 6.888879E-03 » CountOfCells) 
+ { 1.4888S4E-07 * Sqr(CountOfCells)) 
- I 1.073883E-12 * PowerlCountOfCalls,31); 
END; 
END; 
IF Exponent > Patch THEN Exponent := Patch - S.42E-0S; 
[Blend discontinuity based on slope of linear regression] 
END; 
350 
PROCEDURE OaoayGrowth; 
VAR 
Patch : Real; 
BEGIN 
Patch := Exponent; 
MessageCEndosperm Development Phase: Decay Growth ); 
WITH Karnel[Posltlon], CellComponenta[Time] 00 
BEGIN 
Exponent := - 16580.19 
+ ( 0.637903 * CountOfCells) 
- ( 6.135381E-06 » Sqr(CountOfCalls)); 
END; 
IF Exponent > Patch THEN Exponent := Patch - 5.42E-0S; 
[Blend discontinuity based on slope of linear regression] 
END; 
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PROCEDURE DavelopEndosparm; 
VAR 
NuoellusReduetion : flail; 
BEGIN 
NuoallusRaduotlon := 1.0073 - 0.0073 * Position; 
WITH Kernel [Position] DO 
BEGIN 
IF Pollinated AND ICalINo = 01 THEN 
BEGIN 
CalINo := 2; 
CellComponants[Tima].Meristamatic := 2; 
CellComponants [Tlma].CellsExist := Trua; 
END 
ELSE 
BEGIN 
CountOfCells i= CountOfCalls + 
CellComponants [Time - ij.Meristamatic; 
IF CalINo <= 1024 THEN Coanocytosis 
ELSE 
BEGIN 
IF CalINo < 111000.0 
THEN PraAlaurona 
ELSE 
IF CelINo <= 174600.0 
THEN PostAleurone 
ELSE DeeayGrowth; 
TotalRate := (Power(CountOfCalls,Exponent)) 
* NuoellusReduetion * TempEffect; 
CelINo := CalINo + TotalRate; 
WITH CeliComponents [Time ] DO 
BEGIN 
IF Aleurone THEN Maristamatic := CalINo * PostAIRatio 
ELSE IMaristematic := CaiINo » PreAIRatlo; 
Maristamatic ;= Maristamatic - CountOf Calls; 
Amylifarous := TotalRata - Meristematic; 
CallsExist := Trua; 
END; 
IF TotalRata < 5 THEN CallMax := Trua; 
IF CallMax AND (Position = Apax) THEN 
MassagaCEffactiva Filling Period ); 
END; 
END; 
END; 
END; 
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PROCEDURE MakaGranules; 
VAR 
NuoellusReduetion : Real; 
BEGIN 
[CriticalAge modified by temperature response from Jones et al. 
(1984): 12% fewer granules per degree rise in mean temperature. 
The granule-manufacturing phase ends by reaching the critical age.] 
WITH Kernel [Position], CeilComponents [Age] DO 
BEGIN 
NuoellusReduetion := 1.005 - 0.005 * Position; 
AmylGranuies := TRUNC(AmylGranules 
+ (GranulesPerOay 
* NuceilusReduction 
» TempEffect)); 
IF Aleurone THEN 
MerisGranuies := TRUNC(MerisGranules 
+ (((GranulesPerOay 
* NuoeiiusReductlon)/2) 
» TempEffect)); 
CriticalAge ;= TRUNC(DevelopMachinery 
- ((DevelopMachlnery * 0.12) 
* (ABS(MeanTemp - RefTemp)))); 
IF (Time - (Age - D) >= CriticalAge 
THEN MakingStarch ;= True; 
END; 
END; 
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PROCEDURE CaloulateSinkOemiindlAmylGranules, 
Amyliferous, 
MerisGranulas, 
Maristematie ; Real); 
VAR 
AmylDryMatter, 
AmylCost, 
AmylNew, 
AmylSink, 
GramsN, 
GramsProtein, 
MerisCost, 
MerisDryMatter, 
MerisNew, 
MerlsSink, 
ProteinCost ; Real; 
BEGIN 
AmylNew := AmylGranules * Amyliferous; 
MerisNew := MerisGranules * Meristematie; 
WITH Kernel [Position] DO 
GranuleSum := GranuleSum + AmylNew + MerisNew; 
AmylSink := AmylGranules * Amyliferous; 
MerlsSink := MerisGranules * Meristematie; 
AmylDryMatter := AmylSink * GranuleRate; 
AmylCost := AmylDryMatter » 1.173; 
MerisDryMatter := MerlsSink * (GranuleRate/3); 
MerisCost := MerisDryMatter » 1.173; 
GramsN ;= (AmylCost + MerisCost) » 0.4 * 0.039; 
GramsProtein i= GramsN * 6.25; 
IF AmmoniumN THEN ProteinCost := GramsProtein * 1.762 
ELSE ProteinCost ;= GramsProtein * 2.484; 
NewDryMatter := (AmylDryMatter + MerisDryMatter + GramsProtein) * KernelRows 
SinkDemand := (AmylCost + MerisCost + ProteinCost) * KernelRows; 
END; 
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PROCEDURE OavelopEar; 
BEGIN 
IF Time <= 25 THEN MaxAga := Time ELSE MaxAge := 25; 
FOR Position := Baae TO Apex DO 
BEGIN 
Labile := 0; 
WITH Kernel [Position] DO 
BEGIN 
GranuleSum i= 0; 
IF NOT CellMax THEN DevelopEndosperm; 
FOR Age := 1 TO MaxAga DO 
BEGIN 
WITH CellComponents [Age] DO 
BEGIN 
IF CallsExist THEN 
IF NOT MakingStarch 
THEN MakeGranules 
ELSE 
CaleulateSinkOemand( 
AmylGranules, 
Amyllferous, 
MerlsGranules, 
Merlstamatic); 
END; 
END; 
IF NetPs >= SinkDamand THEN PhotoFill 
ELSE Remobilize; 
UpData; 
END; 
END; 
IF IMetPs > 0 THEN Partition; 
END; 
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PROCEDURE ReproduotivaGrowth; 
BEGIN 
Rapaat 
TIma := TIma + 1; 
GatWeatharOata; 
CaleulataQIO; 
CaloulataLAI; 
CalculataGDD; 
IF TharalsLaafAraa THEN 
ELSE DailyPs := 0; 
Until (DailyPs + Stalk) <= 0; 
BEGIN 
END 
Photosynthasize; 
DavalopEar; 
END; 
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BEGIN [Main Program CENTLl] 
IntroSoraen; 
SatStartTima; 
VagatativaGrowth; 
Inltiallza; 
RaproduotivaGrowth; 
Raport; 
END. 
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APPENDIX C 
User Instructions 
CENTLI is provided in executable form. The program 
should run under any version of DOS. Before executing 
CENTLIy a few preparations must be made. CENTLI will output 
files and look for input files in the default directory and 
drive. Users with a fixed disk should create a directory 
for CENTLI and transfer the program file (CENTLI.COM) and 
any desired weather files (AMESxx.DAT) to the directory. 
Each weather file uses 17.5 Kb disk space. Users with 
floppy drives should prepare a disk containing 1) the 
program file, and 2) one weather file, and place this disk 
in the default drive. CENTLI output files are about 100 Kb 
in size, and therefore one floppy disk will be filled per 
simulation run. Users of both types of drives should be 
aware that CENTLI rewrites its output files to two files 
named YIELD.DAT and KERNEL.DAT. If output files are to be 
preserved, then these two files should be renamed or copied 
to another disk/directory. 
Before executing CENTLI for the first time, read the 
notes provided on the program disk. The notes include the 
latest information on CENTLI. This can be done by typing: 
C> README [RETURN] 
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CBNTLI is executed by typing the program name at the DOS 
prompt : 
C> CBNTLI [RETURN] 
M 0 
7 1 
7 Z 
7 3 
7 4 
7 S 
7 6 
7 7 
7 8 
7 9 
7 10 
7 11 
7 12 
7 13 
7 14 
7 15 
7 16 
7 17 
7 18 
7 19 
7 20 
7 21 
7 22 
7 23 
7 24 
7 25 
7 26 
7 27 
7 28 
7 29 
7 30 
7 31 
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APPENDIX D 
Sample Input File of Weather Data 
RAD EVAP TMAX TWIN PREC 
258.00 0.12 75.00 61.00 0.00 
663.00 0.26 78.00 61.00 0.00 
678.00 0.31 82.00 59.00 0.00 
672.00 0.42 90.00 71.00 0.00 
610.00 0.38 90.00 75.00 0.00 
200.00 -99.00 90.00 63.00 1.39 
299.00 0.14 80.00 63.00 0.11 
387.00 0.16 88.00 67.00 0.00 
404.00 0.21 87.00 65.00 0.03 
392.00 0.29 83.00 66.00 0.70 
623.00 0.37 84.00 62.00 0.24 
556.00 0.37 81.00 64.00 0.43 
641.00 0.23 85.00 60.00 0.00 
346.00 0.21 84.00 67.00 0.00 
592.00 0.28 91.00 71.00 0.00 
659.00 0.36 91.00 72.00 0.00 
674.00 0.43 92.00 72.00 0.00 
669.00 0.41 92.00 69.00 0.00 
640.00 0.39 91.00 71.00 0.00 
616.00 0.34 85.00 61.00 0.00 
650.00 0.27 80.00 58.00 0.00 
606.00 0.31 86.00 59.00 0.00 
523.00 0.30 88.00 61.00 0.00 
632.00 0.38 91.00 72.00 0.00 
624.00 -99.00 90.00 65.00 1.31 
517.00 0.28 85.00 62.00 0.00 
462.00 0.27 86.00 67.00 0.12 
562.00 0.22 90.00 69.00 0.00 
614.00 -99.00 90.00 61.00 1.14 
569.00 0.28 87.00 70.00 0.00 
570.00 0.22 85.00 67.00 0.00 
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KERNEL1.DAT 
DAY KERNEL ENDSPERM GRANULES STARCH WT 
AFTER VERTICAL CELL PER PER KERNL 
FERTIL. POSITION NUMBER ENDSPERM (grams) 
S3 1 1760S3.9 39122717.1 0.243 
S3 2 17S351.6 37740710.1 0.233 
S3 3 174433.1 37549062.0 0.232 
S3 4 153573.1 32239642.0 0.203 
S3 5 150818.6 31655027.8 0.200 
S3 6 147645.7 30980763.3 0.196 
S3 7 144217.1 30251617.9 0.191 
S3 8 140687.0 29S01119.5 0.186 
S3 9 137181.7 27508998.8 0.175 
S3 10 133792.7 26821817.1 0.170 
53 11 130577.9 26171233.4 0.166 
S3 12 127568.9 25563716.9 0.162 
53 13 124779.5 25002104.7 0.159 
53 14 122214.4 24487267.7 0.156 
53 15 119874.3 24019332.8 0.153 
53 16 141583.4 27011849.4 0.170 
S3 17 135491.3 25819116.9 0.163 
53 18 131159.5 24977363.9 0.158 
53 19 127989.5 24366894.0 0.154 
53 20 125639.4 23919287.6 0.151 
53 21 123898.7 23592470.7 0.149 
53 22 122626.9 23358353.3 0.147 
53 23 121720.3 23196241.5 0.146 
53 24 121093.0 22016263.1 0.139 
53 25 120665.8 21950981.6 0.139 
53 26 120359.3 21908170.6 0.138 
53 27 120092.1 21872496.6 0.138 
53 28 119781.4 21828467.0 0.137 
53 29 119349.3 21761422.2 0.137 
S3 30 118730.0 21659088.2 0.136 
53 31 117442.9 20487074.1 0.125 
53 32 116928.9 20409751.7 0.125 
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APPENDIX F 
Program Disk 
The program disk is available in the Library Media 
Center, Parks Library, Iowa State University, Ames, Iowa. 
