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Invariants of graph drawings in the plane
A. Skopenkov ∗
Abstract
We present a simplified exposition of some classical and modern results on graph
drawings in the plane. These results are chosen so that they illustrate some spectac-
ular recent higher-dimensional results on the border of topology and combinatorics.
We define a Z2-valued self-intersection invariant (i.e. the van Kampen number) and
its generalizations. We present elementary formulations and arguments, so we do not
require any knowledge of algebraic topology. This survey is accessible to mathemati-
cians not specialized in any of the areas discussed. It may serve as an introduction into
algebraic topology motivated by algorithmic, combinatorial and geometric problems.
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Introduction
Why this survey could be interesting. In this survey we present a simplified exposition
of some classical and modern results on graph drawings in the plane (§1, §2). These results
are chosen so that they illustrate some spectacular recent higher-dimensional results on the
border of topology and combinatorics (§3).
We exhibit connection between non-planarity of the complete graph K5 on 5 vertices and
the Topological Radon-Tverberg Theorems in the plane 2.2.2, 2.3.2 (§1, §2). The higher-
dimensional r-fold generalization of this connection, i.e. connection between the Topological
Tverberg Conjecture 3.1.7 and the r-fold van Kampen-Flores Conjecture 3.1.8, was impor-
tant for recent resolution of the topological Tverberg conjecture (§3.1).
Recall that knot invariants were initially defined using presentations of the fundamental
group at the beginning of the 20th century and, even in a less elementary way, at the end of
the 20th century. An elementary description of knot invariants via plane diagrams (initiated
in J. Conway’s work of the second half of the 20th century) increased interest in knot theory
and made that part of topology a part of graph theory as well.
Analogously, we present elementary formulations and arguments that do not involve
configuration spaces and cohomological obstructions. Nevertheless, the main contents of this
survey is an introduction to algebraic topology (more precisely, to configuration spaces and
cohomological obstructions) motivated by algorithmic, combinatorial and geometric problems.
We believe that describing simple applications of topological methods in elementary language
makes these methods more accessible (although this is called ‘detopologization’ in [MTW12,
§1]).
More precisely, it is fruitful to invent or to interpret homotopy-theoretical arguments in
terms of invariants defined via intersections or preimages.1 In this survey we describe in
terms of double and multiple intersection numbers those arguments that are often exposed
in a less elementary language of homotopy theory.
No knowledge of algebraic topology is required here. Important ideas are introduced in
non-technical particular cases and then generalized.2 So this survey is accessible to mathe-
maticians not specialized in the area.
Contents of this survey. In §1 we present a polynomial algorithm for recognition
graph planarity (§1.2.3) and an explanation how to invent it (§1.5), together with all the
1Examples are definition of a degree [Ma03, §2.4], [Sk15, §8] and definition of the Hopf invariant via
linking, i.e. via intersection [Sk15, §8]. Importantly, ‘secondary’ not only ‘primary’ invariants allow inter-
pretations in terms of framed intersections; for a recent application see [Sk17].
2The ‘minimal generality’ principle (to introduce important ideas in non-technical particular cases) was
put forward by classical figures in mathematics and mathematical exposition, in particular by V. Arnold.
Cf. ‘detopologization’ tradition described in [MTW12, Historical notes in §1].
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necessary definitions, some motivations and preliminary results (§§1.1–1.4). This algorithm,
the corresponding planarity criterion (Proposition 1.2.6) and an elementary proof of the non-
planarity of K5 (§1.4) are interesting because they can be generalized to higher dimensions
(Theorem 3.2.2 and the van Kampen–Flores Theorem 3.1.6).
In §2 we give elementary formulations for the plane of the topological Radon, the topo-
logical Tverberg and the O¨zaydin theorems, as well as the topological Tverberg conjecture
(Theorems 2.2.2, 2.3.2, 2.4.8 and Conjecture 2.3.3). We present an elementary proof of the
topological Radon theorem (§2.2). An elementary generalization of the ideas from §1.4,
§2.2, [ST17, Lemmas 6 and 7] could give an elementary proof of the topological Tverberg
theorem, and its ‘quantitative’ version, at least for primes (§2.3.3). This is interesting in
particular because the topological Tverberg conjecture in the plane is still open. Elementary
formulation of the O¨zaydin theorem can perhaps be applied to obtain its elementary proof.
In §3 we indicate how elementary results of §1 and §2 illustrate some spectacular recent
higher-dimensional results. Detailed description of those recent results is outside purposes
of this survey. In §3.1 we state classical and modern results and conjectures on complete
hypergraphs (so hypergraps are not mentioned). These results generalize non-planarity of
K5 (Proposition 1.1.1.a and Theorem 1.4.1), linear and topological Radon and Tverberg
theorems in the plane (Theorems 2.1.2, 2.1.6, 2.2.2, 2.3.2). In §3.2 we state modern algorith-
mic results on realizability of arbitrary hypergraphs; they generalize Proposition 1.2.2.b. In
§3.3 we do the same for almost realizability. This notion is defined there but implicitly ap-
peared in §1.4, §2. There we also state a generalization of the O¨zaydin Theorem in the plane
2.4.8. This generalization is an important ingredient in recent resolution of the topological
Tverberg conjecture (§3.1).
For history, more motivation, references to classical results, more proofs, related problems
and generalizations see surveys [BBZ, Zi11, Sk16], [BZ16, §1-§3] (to §3.1) and [Sk08, Sk14],
[MTW11, §1], [Sk, §5 ‘Realizability of hypergraphs’] (to §3.2). Discussion of those related
problems and generalizations is outside purposes of this survey.
The main notion of this survey linking together §1 and §2 is a Z2-valued ‘self-intersection’
invariant (i.e. the van Kampen and the Radon numbers defined in §1.4, §2.2). Its general-
izations (to Zr-valued invariants and to cohomological obstructions) are defined and used to
obtain elementary formulations and proofs of §1 and §2 mentioned above. For applications
of another generalizations see [Sk16, §4], [Sk16’, ST17]. For invariants of plane curves and
caustics see [Ar95] and references therein.
Generalizations in five different directions. The main results exposed in this survey
can be obtained from the easiest of them (Linear Radon and van Kampen-Flores Theorems
for the plane 1.1.1.a and 2.1.2) by generalizations in five different directions. (Thus the
results can naturally be numbered by a vector of length five.)
First, a result can give intersection of simplices of some dimensions, or of the same
dimension. This relates §1 to §2.
Second, a ‘qualitative’ result on the existence of intersection can be generalized to a
‘quantitative’ result on the (algebraic) number of intersections. This relates Proposition
1.1.1.a to Proposition 1.1.1.b, Theorem 2.3.2 to Problem 2.3.7, etc.
Third, a linear result can be generalized to a topological (which is here the same as PL)
result. This relates Propositions 1.1.1.ab to Theorem 1.4.1 and Lemma 1.4.3, etc.
Fourth, a result on double intersection can be generalized to multiple intersections. This
relates Proposition 1.1.1.a and Theorem 1.4.1 to Theorems 2.1.6 and 2.3.2, etc (note that
the r-tuple intersection version might not hold for r not a power of a prime).
Fifth, a result in the plane can be generalized to higher dimensions. This relates §1 and
§2 to §3 (note that Conway-Gordon-Sachs Theorem can be considered as an odd-dimensional
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version of the van Kampen-Flores Theorem 3.1.6 [Sk14], [Sk16, §4]).
Structure of this survey. Subsections of this survey (except appendices) can be read
independently of each other, and so in any order. In one subsection we indicate relations
to other subsections, but these indications can be ignored. If in one subsection we use a
definition or a result from the other, then we only use a specific shortly stated definition
or result. However, we recommend to read subsections in any order consistent with the
following diagram.
1.1 // 1.2 // 1.4 //
""❉
❉❉
❉❉
❉❉
❉
$$
1.5
((❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘ 3.1 // 3.2 // 3.3
1.3
$$
<<③③③③③③③③
2.1 // 2.2 // 2.3 //
OO
2.4
OO
Main statements are called theorems, important statements are lemmas or propositions, less
important statements which are not referred to outside a subsection are assertions. Less
important or more well-known material is extinguished to appendices.
Historical notes. All the results of this survey are well-known.
Our exposition of the polynomial algorithm for recognition graph planarity (§1.2.3, §1.5)
is new. First, we give an elementary statement of the corresponding planarity criterion
(Proposition 1.2.6). Second, we do not require knowledge of cohomology theory but show
how some notions of that theory naturally appear in studies planarity of graphs.
Elementary formulation and proof of the topological Radon theorem (§2.2) is presumably
folklore, although we have not seen them published. Elementary formulations of the topolog-
ical Tverberg theorem and conjecture in the plane (§2.3.1) are due to T. Scho¨neborn and G.
Ziegler [Sc04, SZ05]. An idea of an elementary proof (§2.3.3) and elementary formulations
of M. O¨zaydin’s results (§2.4) are apparently new.
The paper [ERS] was used in preparation of this paper; most part of §2 is written
jointly with A. Ryabichev; some proofs were written by A. Ryabichev and T. Zaitsev. I am
grateful to P. Blagojevic´, I. Bogdanov, G. Chelnokov, A. Enne, R. Fulek, R. Karasev, Yu.
Makarychev, A. Ryabichev, M. Tancer, T. Zaitsev and R. Zˇivaljevic´ for useful discussions.
Convention. Unless the opposite is explicitly indicated, by k points in the plane we
mean a k-element subset of the plane; so these k points are assumed to be pairwise distinct.
We often denote points by numbers not by letters with subscript numbers.
1 Planarity of graphs
A (finite) graph (V,E) is a finite set V together with a collection E ⊂
(
V
2
)
of two-element
subsets of V (i.e. of non-ordered pairs of elements).3
The elements of this finite set V are called vertices. Unless otherwise indicated, we
assume that V = {1, 2, . . . , |V |}.
The pairs of vertices from E are called edges. The edge joining vertices i and j is denoted
by ij (not (i, j) to avoid confusion with ordered pairs).
A complete graph Kn on n vertices is a graph in which every pair of vertices is connected
by an edge, i.e. E =
(
V
2
)
. A complete bipartite graph Km,n is a graph whose vertices can be
partitioned into two subsets of m elements and of n elements, so that
• every two vertices from different subsets are joined by an edge, and
• every edge connects vertices from different subsets.
In §1.1 and §1.2 we present two formalizations for the notion of realizability of graphs
in the plane: the linear realizability and the planarity. (The formalizations turn out to
3The common term for this notion is a graph without loops and multiple edges or a simple graph.
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Figure 1.1: (Left) Nonplanar graphs K5 and K3,3.
(Right) A planar drawing of K5 without one of the edges.
be equivalent by Fary Theorem 1.2.1; their higher-dimensional generalizations are not, see
Remark 3.2.1.a.) Both formalizations are important. These formalizations are presented
independently of each other, so section 1.1 formally is not used below (except for simple
Proposition 1.1.1.b making the proof of Lemma 1.4.3 easier, and footnote 6). However,
before more complicated study of planarity it could be helpful to study linear realizability.
1.1 Linear realizations of graphs
Proposition 1.1.1 (see proof in §1.6). 4 (a) (cf. Theorems 1.4.1 and 2.1.2) From any 5
points in the plane one can choose two disjoint pairs such that the segment with the ends at
the first pair intersects the segment with the ends at the second pair.
(b) (cf. Proposition 2.1.3 and Lemma 1.4.3) If no 3 of 5 points in the plane belong to a
line, then the number of intersection points of interiors of segments joining the 5 points is
odd.
(c) (cf. Remark 1.5.1.d) Two triples of points in the plane are given. Then there exist
two intersecting segments without common vertices and such that each segment joins points
from distinct triples.
Proposition 1.1.1 is easily proved by analyzing the convex hull of the points (see definition
in §2.1). For part (c) the analysis is lengthy, so using methods from the proof of Lemmas
1.4.3 and 1.5.7 might be preferable.
Theorem 1.1.2 (General Position; see proof in §1.6). For any n there exist n points in
3-space such that no segment joining the points intersects the interior of any other such
segment.
Proposition 1.1.3 (see proof in §1.6). Suppose that no 3 of 5 points 1, 2, 3, 4, 5 in the plane
belong to a line. If the segments
(a) jk, 1 ≤ j < k ≤ 5, (j, k) 6= (1, 2), have disjoint interiors then the points 1 and 2 lie
on different sides of the triangle 345, cf. figure 1.1, right;
(b) jk, 1 ≤ j < k ≤ 5, (j, k) 6∈ {(1, 2), (1, 3)}, have disjoint interiors then
EITHER the points 1 and 2 lie on different sides of the triangle 345,
OR the points 1 and 3 lie on different sides of the triangle 245.
(c) jk, 1 ≤ j < k ≤ 5, (j, k) 6∈ {(1, 2), (1, 3), (1, 4)}, have disjoint interiors then
EITHER the points 1 and 2 lie on different sides of the triangle 345,
OR the points 1 and 3 lie on different sides of the triangle 245,
OR the points 1 and 4 lie on different sides of the triangle 235.
(d) Oups... You have already guessed this statement and how boolean functions appear
in the study of embeddings.
(Propositions 1.1.3 and 1.6.1 illustrate some ideas of the NP -hardness Theorem 3.2.4.)
4These are ‘linear’ versions of the nonplanarity of the graphs K5 and K3,3. But they can be proved easier
because the Parity Lemma 1.3.7 is not required for the proof.
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Informally speaking, a graph is linear realizable in the plane if the graph has a planar
drawing without self-intersection and such that every edge is drawn as a line segment. For-
mally, a graph (V,E) is called linear realizable in the plane if there exists |V | points in
the plane corresponding to the vertices so that no segment joining a pair (of points) from E
intersects the interior of any other such segment.5
The following results are classical:
• K4 and K5 without one of the edges are linearly realizable in the plane (figure 1.1,
right).
• neither K5 nor K3,3 is linearly realizable in the plane (Proposition 1.1.1.ac);
• every graph is linear realizable in 3-space (General Position Theorem 1.1.2; linear
realizability in 3-space is defined analogously to the plane).
A criterion for linear realizability of graphs in the plane follows from the Fary Theorem
1.2.1 below and any planarity criterion (e.g. Kuratowski Theorem 1.2.4 below).
Proposition 1.1.4 ([Ta, Chapters 1 and 6]; cf. Remark 3.2.1.c; see comments in §1.6).
There is an algorithm for recognition of linear realizability of graphs in the plane.6
By the Fary Theorem 1.2.1 and Propositions 1.2.2.bc polynomial and even linear algo-
rithms exist.
1.2 Main results on graph planarity
1.2.1 Definition and algorithmic results
Informally speaking, a graph is planar if it can be drawn ‘without self-intersections’ in the
plane. Formally, a graph (V,E) is called planar (or piecewise-linear realizable in the plane)
if in the plane there exist
• a set of |V | points corresponding to the vertices, and
• a set of non-self-intersecting polygonal lines, each joining a pair (of points) from E
such that no of the above polygonal lines intersects the interior of any other such polyg-
onal line.7
For example, the graphs K5 and K3,3 (fig. 1.1) are not planar by Theorem 1.4.1 and
Remark 1.5.1.d.
The following theorem shows that any planar graph can be drawn without self-intersections
in the plane so that every edge is drawn as a segment.
Theorem 1.2.1 (Fary). If a graph is planar (i.e. piecewise-linear realizable in the plane),
then it is linear realizable in the plane.
For a proof see e.g. [Pr06].
Proposition 1.2.2. (a) There is an algorithm for recognition planarity of graphs.
5We do not require that ‘no isolated vertex lies on any of the segments’ because this property can always
be achieved.
6 Rigorous definition of the notion of algorithm is complicated, so we do not give it here. Intuitive
understanding of algorithms is sufficient to read this text. To be more precise, the above statement means
that there is an algorithm for calculating the function from the set of all graphs to {0, 1}, which maps graph
to 1 if the graph is linearly realizable in the plane, and to 0 otherwise. All other statements on algorithms
in this paper can be formalized analogously.
7Then any two of the polygonal lines either are disjoint or intersect by a common end vertex. We do
not require that ‘no isolated vertex lies on any of the polygonal lines’ because this property can always be
achieved. See an equivalent definition of planarity in the beginning of §1.4.
6
(b) (cf. Theorems 2.4.1 and 3.2.2) There is a algorithm for recognition planarity of
graphs, which is polynomial in the number of vertices n in the graph (i.e. there are numbers
C and k such that for each graph the number of steps in the algorithm does not exceed Cnk).8
(c) There is an algorithm for recognition planarity of graphs, which is linear in the number
of vertices n in the graph (linearity is defined as polynomiality with k = 1).
Part (a) follows from Proposition 1.1.4 and the Fary Theorem 1.2.1. Part (a) can also
be proved using Kuratowski Theorem 1.2.4 below (see [Ta, Chapters 1 and 6] for details)
or considering thickenings [Sk15, §1]. However, the corresponding algorithms are slow, i.e.
have more than 2n steps, if the graph has n vertices (‘exponential complexity’). So other
ways of recognizing planarity are interesting.
Part (b) is obtained by reduction of planarity to solvability of certain system of linear
equations over Z2, see §1.2.3.
Part (c) is proved in [BM04, HT74]. The corresponding algorithm is complicated and
does not generalize to higher dimensions (as opposed to the algorithm of (b)).
1.2.2 Homeomorphic graphs and Kuratowski planarity criterion
Informally speaking, a subgraph of a given graph is a part of this graph. Formally, graph G
is called a subgraph of a graph H if any vertex of G is a vertex of H , and any edge of G is
an edge of H . (Two vertices of G joined by an edge in H are not necessarily joined by an
edge in G.)
It is clear that any subgraph of a planar graph is planar.
Figure 1.2: Subdivision of edge
The subdivision of edge operation for a graph is shown in fig. 1.2. Two graphs are called
homeomorphic if one can be obtained from the other by subdivisions of edges and inverse
operations. This is equivalent to the existence of a graph that can be obtained from each of
these graphs by subdivisions of edges. For motivation for this definition see [Sk15, §5.1].
Assertion 1.2.3 (see proof in §1.6). (a) There is a graph degrees of whose vertices are
greater than two, which does not have a subgraph isomorphic to K5, but has a subgraph
homeomorphic to K5.
(b) A graph is planar if and only if some graph homeomorphic to it is linear realizable
in the plane.
It is clear that homeomorphic graphs are planar or not simultaneously.
Theorem 1.2.4 (Kuratowski). A graph is planar if and only if it has no subgraphs homeo-
morphic to K5 or K3,3 (fig. 1.1).
A simple proof of this theorem can be found in [Sk05, ST07].
8Since for a planar graph with n vertices and e edges we have e ≤ 3n − 6 and since there are planar
graphs with n vertices and e edges such that e = 3n − 6, the ‘complexity’ in the number of edges is ‘the
same’ as the ‘complexity’ in the number of vertices.
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1.2.3 Van Kampen-Hanani-Tutte planarity criterion
Since Proposition 1.2.6 is cumbersome, we preface it by the following entertaining statement.
Assertion 1.2.5 (see proof in §1.6). (a) There are five musicians of different age. Some
pairs of musicians performed pieces to any number of the remaining three musicians. Then
for some two disjoint pairs of musicians the sum of the following three numbers is odd:
• the number of musicians from the first pair whose age is between the ages of musicians
from the second pair,
• the number of musicians from the first pair who listened to the second pair,
• the number of musicians from the second pair who listened to the first pair.9
(b) Analogous assertion for six musicians of different age, of whom three are violinists
and three are pianists, and each pair of a violinist and a pianist may or may not performed
a piece to any number of the remaining four musicians.
Proposition 1.2.6. Suppose that an arbitrary ordering of the vertices of a graph is given.
The graph is planar if and only if there are vertices V1, . . . , Vs and edges e1, . . . , es such that
Vi 6∈ ei for each i = 1, . . . , s, and for each non-adjacent edges σ, τ
the number of ends of σ, lying between ends of τ (for the above ordering),
has the same parity as
the number of those i = 1, . . . , s for which either Vi ∈ σ and ei = τ , or Vi ∈ τ and ei = σ.
The ‘only if’ part follows by the Kuratowski Theorem 1.2.4 and Assertions 1.2.5.ab. The
proof of the ‘if’ part is given in §1.5, where it is also explained how to invent the statement
(it involves a reformulation of the van Kampen cohomology obstruction). Namely, the ‘if’
part follows by Theorem 1.5.2, Example 1.5.3 and Proposition 1.5.8.
Proof of Proposition 1.2.2.b. Take a graph K. To every pair A, e of a vertex and an edge
such that A /∈ e assign a variable xA,e. For every non-ordered pair of non-adjacent edges σ, τ
denote by bσ,τ ∈ Z2 the number of ends of σ lying between ends of τ . For every such pairs
(A, e) and {σ, τ} let
aA,e,σ,τ =
{
1 either (A ∈ σ and e = τ) or (A ∈ τ and e = σ)
0 otherwise
.
For every such pair {σ, τ} consider the linear equation
∑
A/∈e aA,e,σ,τxA,e = bσ,τ over Z2. The
condition of Proposition 1.2.6 is equivalent to solvability of this system of equations. So we
are done because there is a polynomial algorithm for recognizing the solvability of a system
of n linear equations with n variables. The latter fact is proved using exclusion of variables,
see details in [CLR, Vi02].
9Here is the formal restatement in mathematical language. There are no five collections A1, . . . , A5
(nonordered) pairs (of different elements) of {1, 2, 3, 4, 5}, such that
• no j ∈ {1, 2, 3, 4, 5} contains in any pair of Aj and
• for any four different numbers i, j, k, l ∈ {1, 2, 3, 4, 5} the number of numbers in {i, j} lying between k l
has the same parity as
|{{k, l}} ∩Ai|+ |{{k, l}} ∩Aj |+ |{{i, j}} ∩ Ak|+ |{{i, j}} ∩Al|.
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1.3 Intersection number for polygonal lines in the plane
Of this subsection in the sequel we shall only use the definitions of general position points,
the mod 2 interior and the sign, as well as the Approximation, the Parity and the Triviality
Lemmas 1.3.5, 1.3.7 and 1.3.9. We preface these results by their non-technical applications
in §1.3.1.
Some points in the plane are in general position, if no three of them belong to a line
and no three segments joining them have a common interior point.
1.3.1 Motivating results
Assertion 1.3.1 (see proof in §1.6). (a) Take 14 general position points in the plane, of
which 7 are red and another 7 are yellow. Then the number of intersection points of the red
segments (i.e. the segments joining the red points) with the yellow segments is even.
(b) If 6 vertices of two triangles in the plane are in general position, then the outlines of
the triangles intersect at an even number of points.
We recommend to read proof of (b) (and comments) in §1.6, and to deduce (a) from (b).
Assertion 1.3.2. A closed non-self-intersecting polygonal line in the plane and two points
outside this line are given. Then there is an algorithm checking if we can connect these
points by a polygonal line which does not intersect the given polygonal line.
(Analogous algorithm exists if we can see only the part of the polygonal line that lies in
some square containing two given points.)
Non-triviality of the existence of such an algorithm illustrates non-triviality of the Jordan
Theorem 1.3.3 below. For such an algorithm one needs the Intersection and the Parity
Lemmas 1.3.4 and 1.3.7 below; the same lemmas are required for the Jordan Theorem 1.3.3.
A subset of the plane is called connected, if every two points of this subset can be
connected by a polygonal path lying in this subset. (Beware, for sets more general than sets
considered here connectedness is defined differently.)
Theorem 1.3.3 (Jordan). Every closed non-self-intersecting polygonal line L in the plane
splits the plane into exactly two parts, i.e. R2 − L is not connected and is a union of two
connected sets.
The fact that there are no more than two parts is easier; this fact follows because a non-
closed non-self-intersecting polygonal line does not split the plane, cf. [BE82, §6]. The fact
that there are at least two parts is harder but is easily deduced from the following lemma.
(Euler formula for plane graphs is a generalization of the Jordan Theorem 1.3.3 and is also
deduced from the lemma.)
Lemma 1.3.4 (Intersection). Any two polygonal lines in square connecting its opposite
vertices intersect.
This lemma is deduced from the Approximation and the Parity Lemmas 1.3.5, 1.3.7
below.
A polygonal line A0 . . . An is vertex ε-close to a polygonal line B0 . . . Bm, if m = n and
|Ai − Bi| < ε for each i = 0, 1, . . . , n.
Lemma 1.3.5 (Approximation; see proof in [Sk, §1]; cf. Remark 3.3.1.c). (a) If polygonal
lines L1 and L2 are disjoint, then there is ε > 0 such that any polygonal lines L
′
1, L
′
2 vertex
ε-close to L1, L2, are also disjoint.
(b) For each ε > 0 and polygonal lines L1, L2 in the square, joining pairs of opposite
vertices, there are polygonal lines L′1, L
′
2 in the square, joining pairs of opposite vertices,
vertex ε-close to L1, L2, and such that all the vertices of L
′
1, L
′
2 are in general position.
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1.3.2 The Parity Lemma and its generalizations
Proposition 1.3.6. Any two polygonal lines in the plane whose vertices are in general
position intersect at a finite number of points.
Proof. A polygonal line is a finite union of segments. Every two segments in general position
intersect at a finite number of points.
Lemma 1.3.7 (Parity). Any two closed polygonal lines in the plane whose vertices are in
general position intersect at an even number of points.10
This lemma is reduced to its particular case stated as Assertion 1.3.1.b. If one of the
polygonal lines is a triangle, then the lemma can be proved analogously to that particular
case. We present a different proof of this ‘intermediate’ case, which generalizes to a proof of
the general case (and to higher dimensions) [Sk14].
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3
4
5
n
b
Figure 1.3: Proof of the Parity Lemma 1.3.7
Proof of the Parity Lemma 1.3.7. First assume that one of the polygonal lines b is the outline
of a triangle. Denote by 1, 2, . . . , n the consecutive vertices of the other polygonal line. Let
us prove the lemma by induction on n ≥ 3. For the proof of the inductive step denote by
a1 . . . ak the closed polygonal line with consecutive vertices a1, . . . , ak. Then (fig. 1.3)
|1234 . . . n ∩ b| ≡
2
|123 ∩ b| + |134 . . . n ∩ b| ≡
2
0.
Here the second equality follows by the particular case of two triangles and the inductive
hypothesis.
The general case is reduced to the above particular case analogously to the above reduc-
tion of the particular case to the case of two triangles. Just replace b by the second polygonal
line.
Remark 1.3.8 (on generalization to cycles). (a) The following generalization of the Parity
Lemma 1.3.7 and Assertion 1.3.1 is true. A 1-cycle (modulo 2) is a finite collection of
segments in the plane such that each point of the plane is the end of an even number of
them. Then any two 1-cycles in the plane whose vertices are in general position intersect at
an even number of points.
(b) A 2-cycle (modulo 2) is a finite collection of triangles in the plane such that each
segment in the plane is the side of an even number of them. If a point and vertices of
triangles of a 2-cycle are in general position, then the point belongs to an even number of
the triangles.
10This is not trivial because the polygonal lines may have self-intersections and because the Jordan The-
orem 1.3.3.b is not obvious. It is not reasonable to deduce the Parity Lemma from the Jordan Theorem or
the Euler Formula because this could form a vicious circle.
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Figure 1.4: The sign of intersection point
Let A,B,C,D be points in the plane, of which no three belong to a line. Define the
sign of intersection point of oriented segments
−→
AB and
−−→
CD as the number +1 if ABC is
oriented clockwise and the number −1 otherwise.
+−
Figure 1.5: Two curves intersecting at an even number of points the sum of whose signs is
zero (left) or non-zero (right)
The following lemma and Assertion 1.6.2 below are proved analogously to the Parity
Lemma 1.3.7 and Assertion 1.3.1.a.
Lemma 1.3.9 (Triviality). For any two closed polygonal lines in the plane whose vertices
are in general position the sum of signs of their intersection points is zero.
1.4 Self-intersection invariant for graph drawings
We shall consider plane drawings of a graph such that the edges are drawn as polygonal lines
and intersections are allowed. Let us formalize this for graph Kn (formalization for arbitrary
graphs is presented at the beginning of §1.5.1).
A piecewise-linear (PL) map f : Kn → R
2 of the graph Kn to the plane is a collection
of
(
n
2
)
(non-closed) polygonal lines pairwise joining some n points in the plane The image
f(σ) of edge σ is the corresponding polygonal line. The image of a collection of edges
is the union of images of all the edges from the collection.
Theorem 1.4.1 (Cf. Proposition 1.1.1.a and Theorems 2.2.2, 3.1.6). For any PL (or con-
tinuous) map K5 → R
2 there are two non-adjacent edges whose images intersect.
Theorem 1.4.1 is deduced from its ‘quantitative version’: for ‘almost every’ drawing of
K5 in the plane the number of intersection points of non-adjacent edges is odd. Think how
to formalize the words ‘almost every’ and compare to formalization below (Lemma 1.4.3).
Formally, Theorem 1.4.1 follows by Lemma 1.4.3 using a version of the Approximation
Lemma 1.3.5, cf. Remark 3.3.1.c.
Let f : Kn → R
2 be a PL map. It is called a general position PL map if all the
vertices of the polygonal lines are in general position. Then by Proposition 1.3.6 the images
of any two non-adjacent edges intersect by a finite number of points. Let the van Kampen
number (or the self-intersection invariant) v(f) ∈ Z2 be the parity of the number of all such
intersection points, for all pairs of non-adjacent edges.
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Example 1.4.2. (a) A convex pentagon with the diagonals forms a general position PL
map f : K5 → R
2 such that v(f) = 1.
(b) A convex quadrilateral with the diagonals forms a general position PL map f : K4 →
R
2 such that v(f) = 1. A triangle and a point inside forms a general position PL map
f : K4 → R
2 such that v(f) = 0. Cf. §2.1 and §2.2.
Lemma 1.4.3 (Cf. Proposition 1.1.1.b and Lemma 2.2.3). For every general position PL
map f : K5 → R
2 the van Kampen number v(f) is odd.
Figure 1.6: The residue v(f) is independent of f
Proof. By Proposition 1.1.1.b it suffices to prove that v(f) = v(f ′) for each two general
position PL maps f, f ′ : K5 → R
2 coinciding on every edge except an edge σ, and f |σ is
linear (fig. 1.6). The edges of K5 non-adjacent to σ form a cycle (this very property of K5
is necessary for the proof). Denote this cycle by ∆. Then
v(f)− v(f ′) = |(fσ ∪ f ′σ) ∩ f∆| mod 2 = 0.
Here the second equality follows by the Parity Lemma 1.3.7.
1.5 A polynomial algorithm for recognition of graph planarity
In this subsection we show how to invent and prove Proposition 1.2.6.a that gives a polyno-
mial algorithm for recognition of planarity. We shall consider a natural object (intersection
cocycle) for any general position PL map from a graph to the plane. We shall investigate
how this object depends on the map. So we shall derive from this object an obstruction to
planarity which is independent of the map.
1.5.1 Intersection cocycle
A linear map f : K → R2 of a graph K = (V,E) to the plane is a map f : V → R2.
The image f(AB) of edge AB is the segment f(A)f(B). A piecewise-linear (PL) map
f : K → R2 of a graph K = (V,E) to the plane is a collection of (non-closed) polygonal lines
corresponding to the edges of K, whose endpoints correspond to the vertices of K. (A PL
map of a graph K to the plane is ‘the same’ as a linear map of some graph homeomorphic to
K.) The image of an edge, or of a collection of edges, is defined analogously to the case of
Kn (§1.4). So a graph is planar if there exists its PL map to the plane such that the images
of vertices are distinct, the images of the edges do not have self-intersections, and no image
of an edge intersects the interior of any other image of an edge.
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A linear map of a graph to the plane is called a general position linear map if the images
of all the vertices are in general position. A PL map f : K → R2 of a graph K is called
a general position PL map if there exist a graph H homeomorphic to K and a general
position linear map of H to the plane such that this map ‘corresponds’ to the map f .
Remark 1.5.1. The van Kampen number of a general position PL map f : K → R2 of a
graph K is defined analogously to the case K = Kn (§1.4).
(a) Clearly, if a graph K is planar then v(f) = 0 for some general position PL map
f : K → R2.
(b) Take two segments with a common interior point in the plane. This forms a planar
graph K and a general position PL map f : K → R2 such that v(f) 6= 0.
(c) If K is a disjoint union of two triangles, then by the Parity Lemma 1.3.7 v(f) = 0 for
every general position PL map f : K → R2.
(d) The analogues of Theorem 1.4.1 and Lemma 1.4.3 for K5 replaced by K3,3 are correct.
A graph is called Z2-planar if there exists a general position PL map of this graph to
the plane such that images of any two non-adjacent edges intersect at an even number of
points.
By Theorem 1.4.1 and Remark 1.5.1.d neither K5 nor K3,3 are Z2-planar. Further, if a
graph K is homeomorphic to K5 or to K3,3, then K is not Z2-planar (because any PL map
K → R2 corresponds to some PL map K5 → R
2 or K3,3 → R
2). Using Kuratowski Theorem
1.2.4, one can obtain the following result.11
Theorem 1.5.2 (Hanani-Tutte; cf. Theorems 2.4.2.a and 3.3.4). A graph is planar if and
only if it is Z2-planar.
Example 1.5.3. Suppose a graph and an arbitrary ordering of its vertices are given. Put
the vertices on a circle, preserving the ordering. Take a chord for each edge. We obtain a
general position PL map of the graph into the plane. For any pair of non-adjacent edges
σ, τ the number of intersection points of their images has the same parity as the number of
ends of σ that lie between the ends of τ .
Let f : K → R2 be a general position PL map of a graph K. Take any pair of non-
adjacent edges σ, τ . By Proposition 1.3.6 the intersection fσ∩fτ consists of a finite number
of points. Assign to the pair {σ, τ} the residue
|fσ ∩ fτ | mod 2.
Denote by K∗ the set of all unordered pairs of non-adjacent edges of the graph K. The
obtained map K∗ → Z2 is called the intersection cocycle (modulo 2) of f (we call it
‘cocycle’ instead of ‘map’ to avoid confusion with maps to the plane). In other words, we
have obtained a subset of K∗, or a ‘partial matrix’, i.e. a symmetric arrangement of zeroes
and units in some cells of the e× e-matrix corresponding to the pairs of non-adjacent edges,
where e is the number of edges of K.
Remark 1.5.4. (a) If a graph is Z2-planar, then the intersection cocycle is zero for some
general position PL map of this graph to the plane.
11For a direct deduction of planarity from Z2-planarity see [Sa91]; K. Sarkaria confirms that the deduction
has gaps. For a direct deduction of Z2-planarity from non-existence of a subgraph homeomorphic to K5 or
K3,3 see [Sa91].
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(b) (cf. Examples 1.5.3, 1.5.10) Take a linear map f : Kn → R
2 such that f(1)f(2) . . . f(n)
is a convex n-gon. For n = 4, 5 the intersection cocycles are the following partial matrices
(the edges are ordered lexicographically).

- - - - - 0
- - - - 1 -
- - - 0 - -
- - 0 - - -
- 1 - - - -
0 - - - - -
 ,

- - - - - - - 0 0 0
- - - - - 1 1 - - 0
- - - - 0 - 1 - 1 -
- - - - 0 0 - 0 - -
- - 0 0 - - - - - 0
- 1 - 0 - - - - 1 -
- 1 1 - - - - 0 - -
0 - - 0 - - 0 - - -
0 - 1 - - 1 - - - -
0 0 - - 0 - - - - -

.
(c) For every general position PL map f : K → R2 of a graph K the van Kampen number
is the sum of values of the intersection cocycle over all non-ordered pairs of disjoint edges of
K.
1.5.2 Intersection cocycles of different maps
Addition of maps K∗ → Z2 is componentwise, i.e. is defined by adding modulo 2 numbers
corresponding to the same pair (i.e., numbers in the same cell of a ‘partial matrix’).
I II III IV V
fτ
fa
Figure 1.7: The Reidemeister moves for graphs in the plane
Proposition 1.5.5 (cf. Proposition 1.5.11). (a) The intersection cocycle does not change
under the first four Reidemeister moves in fig. 1.7.I-IV. (The graph drawing changes in the
disk as in fig. 1.7, while out of this disk the graph drawing remains unchanged. No other
images of edges besides the pictured ones intersect the disk.)
(b) Let K be a graph and A its vertex which is not the end of an edge σ. An elementary
coboundary of the pair (A, σ) is the map δK(A, σ) : K
∗ → Z2 that assigns 1 to any pair
{σ, τ} with τ ∋ A, and 0 to any other pair. Under the Reidemeister move in Fig. 1.7.V the
intersection cocycle changes by adding δ(A, σ).
Example 1.5.6. (a) We have
{
{13, 24}
}
= δK4(1, 24) = δK4(2, 13) = δK4(3, 24) = δK4(4, 13).
So the intersection cocycle of Remark 1.5.4.b is an elementary coboundary for n = 4.
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(b) We have δK5(3, 12) =
{
{12, 34}, {12, 35}
}
which is the following partial matrix:
- - - - - - - 1 1 0
- - - - - 0 0 - - 0
- - - - 0 - 0 - 0 -
- - - - 0 0 - 0 - -
- - 0 0 - - - - - 0
- 0 - 0 - - - - 0 -
- 0 0 - - - - 0 - -
1 - - 0 - - 0 - - -
1 - 0 - - 0 - - - -
0 0 - - 0 - - - - -

.
So the intersection cocycle of Remark 1.5.4.b for n = 5 is not a sum of elementary cobound-
aries. Indeed, addition of an elementary coboundary does not change the parity of the
number of units above the diagonal, while initially this number is 5.
Two maps ν1, ν2 : K
∗ → Z2 are called cohomologous if
ν1 − ν2 = δK(A1, σ1) + . . .+ δK(Ak, σk)
for some vertices A1, . . . , Ak and edges σ1, . . . , σk (not necessarily distinct).
Proposition 1.5.5 and the following Lemma 1.5.7 show that cohomology is the equivalence
relation generated by changes of a graph drawing.
Lemma 1.5.7 (proved below; cf. Lemmas 1.5.12 and 2.4.4). The intersection cocycles of
different general position PL maps of the same graph to the plane are cohomologous.12
Proposition 1.5.8 (cf. Propositions 1.5.13 and 2.4.5). A graph is Z2-planar if and only if
the intersection cocycle of some (or, equivalently, of any) general position PL map of this
graph to the plane is cohomologous to the zero map.
This follows by Lemma 1.5.7 and Proposition 1.5.5.b.
Proposition 1.5.8 and the Hanani-Tutte Theorem 1.5.2 give a graph planarity criterion.
By Example 1.5.3 this criterion is equivalent to Proposition 1.2.6.
Proof of Lemma 1.5.7. Suppose that K is a graph and f, f ′ : K → R2 are general position
PL maps.
Proof of the particular case when the maps f and f ′ differ only on the interior of one edge σ.
It suffices to prove this case when f |σ is linear. Take a point O in the plane. For every vertex
B 6∈ σ of K join fB to O by a polygonal line B˜ in general position to the vertices of the
polygonal line f ′σ. Denote by X∗ the residue |(fσ ∪ f ′σ) ∩X| mod 2. Then by the Parity
Lemma 1.3.7 for every edge B1B2 disjoint with σ we have
0 = (B˜1 ∪ B˜2 ∪ f(B1B2))
∗ = B˜1
∗
+ B˜2
∗
+ f(B1B2)
∗ ⇒ f(B1B2)
∗ = B˜1
∗
+ B˜2
∗
.
Denote by B1, . . . , Bk all the vertices B 6∈ σ for which the polygonal line B˜ intersect the
cycle fσ ∪ f ′σ at an odd number of points. (The set B1, . . . , Bk depends on the choice of
the point O, but the following equality holds for every choice.) Then the difference of the
intersection cocycles ν(f) of f and ν(f ′) of f ′ equals
ν(f)− ν(f ′) = δK(B1, σ) + . . .+ δK(Bk, σ) =
∑
B 6∈σ
B∗ · δK(B, σ).
15
f(A)
f ′(A) f(A) f ′(A)
−→
Figure 1.8: Transformation of a general position PL map
Deduction of the general case from the particular case (suggested by R. Karasev). It suffices
to prove the lemma for map f that differs from f ′ only on the set of edges issuing out of
some vertex A. Join f(A) to f ′(A) by a general position polygonal line. Change the maps
f and f ′ on the interiors of the edges so that this polygonal line does not intersect the f -
and f ′-images of the edges issuing out of A. By the above particular case, the intersection
cocycles will changes to cohomologous ones. Then take a map f ′′ obtained from f by ‘moving
the neighborhood of f(A) to the f ′(A) along the polygonal line’ (fig. 1.8 which is a version
of fig. 1.7.V). The intersection cocycles ν(f) and ν(f ′′) are cohomologous. By the above
particular case, the intersection cocycles ν(f ′) and ν(f ′′) are cohomologous. Therefore ν(f)
and ν(f ′) are cohomologous.
Another proof of Lemma 1.5.7. (This proof can be generalized to higher dimensions, cf.
Theorem 3.2.2 for d = 2k, and perhaps to higher multiplicity, see Problem 2.3.7.) Let K be a
graph. Take a general position PL homotopy ft : K → R
2, t ∈ [0, 1], between any two general
position PL maps f0 and f1, i.e., a general position PL map f : K × [0, 1]→ R
2× [0, 1] such
that f(x, t) ∈ R2×t for each t and f(x, t) = ft(x) for each t = 0, 1. Let {A1, σ1}, . . . , {Ak, σk}
be all pairs (A, σ) of a vertex and an edge not containing this vertex such that the number
of t ∈ [0, 1] with ft(A) ∈ ft(σ) is odd. Below we prove that the difference of the intersection
cocycles ν(f0) of f0 and ν(f1) of f1 equals
ν(f0)− ν(f1) = δK(A1, σ1) + . . .+ δK(Ak, σk).
This equality follows because by general position for each two disjoint edges σ, τ of K the
intersection I := f(σ × [0, 1]) ∩ f(τ × [0, 1]) is a finite number of non-degenerate segments,
hence
0 ≡
2
|∂I| ≡
2
|f0σ∩f0τ |+|f1σ∩f1τ |+|f(∂σ×[0, 1])∩f(τ×[0, 1])|+|f(σ×[0, 1])∩f(∂τ×[0, 1])|.
Denote the set of maps K∗ → Z2 up to cohomology by H
2(K∗;Z2). (This is called
two-dimensional cohomology group of K∗ with coefficients in Z2.) A cohomology class of the
intersection cocycle of some (or, equivalently, of any) general position PL map f : K → R2
is called the van Kampen obstruction modulo 2 v(K) ∈ H2(K∗;Z2). Lemma 1.5.7 and
Proposition 1.5.8 are then reformulated as follows:
• the class v(K) is well-defined, i.e. it does not depend of the choice of the map f .
• a graph K is Z2-planar if and only if v(K) = 0.
12This lemma is implied by, but is easier than, the following fact: any general position PL map of a graph
to the plane can be obtained from any other such map using Reidemeister moves in fig. 1.7.
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1.5.3 Intersections with signs
Here we generalize previous constructions from residues modulo 2 to integers. These general-
izations are not formally used later. However, it is useful to make these simple generalizations
(and possibly to make Remark 1.6.5) before more complicated generalizations in §2.3.3, §2.4.
Also, integer analogues are required for higher dimensions (namely, for proofs of Theorems
3.2.2, 3.3.3, cf. Remark 1.6.3).
Suppose that P and Q are oriented polygonal lines in the plane whose vertices are in
general position. Define the algebraic intersection number P ·Q of P and Q as the sum
of the signs of the intersection points of P and Q. See fig. 1.5.
Assertion 1.5.9. (a) We have P ·Q = −Q · P .
(b) If we change the orientation of P , then the sign of P ·Q will change.
(c) If we change the orientation of the plane, i.e. if we make axial symmetry, then the
sign of P ·Q will change.
Let K be a graph and f : K → R2 a general position PL map. Orient the edges of K.
Assign to every ordered pair (σ, τ) of non-adjacent edges the algebraic intersection number
fσ · fτ . Denote by K˜ the set of all ordered pairs of non-adjacent edges of K. The obtained
map · : K˜ → Z is called the integral intersection cocycle of f (for given orientations).
Example 1.5.10 (cf. Remark 1.5.4.b). Order the edges of K5 lexicographically, and ori-
ent the edge ij from i to j, where i < j. Take a linear map f : K5 → R
2 such that
f(1)f(2)f(3)f(4)f(5) is a convex pentagon. Then the integral intersection cocycle is
- - - - - - - 0 0 0
- - - - - −1 −1 - - 0
- - - - 0 - −1 - −1 -
- - - - 0 0 - 0 - -
- - 0 0 - - - - - 0
- 1 - 0 - - - - −1 -
- 1 1 - - - - 0 - -
0 - - 0 - - 0 - - -
0 - 1 - - 1 - - - -
0 0 - - 0 - - - - -

.
Proposition 1.5.11. Analogue of Proposition 1.5.5 is true for the integral intersection co-
cycle, with the following definition. Let K be an oriented graph and A a vertex which is not
the end of an edge σ. An elementary skew-symmetric coboundary of the pair (A, σ)
is the map δK(A, σ) : K˜ → Z that assigns
• +1 to any pair (σ, τ) with τ issuing out of A and any pair (τ, σ) with τ going to A,
• −1 to any pair (σ, τ) with τ going to A and any pair (τ, σ) with τ issuing out of A,
• 0 to any other pair.
Two maps N1, N2 : K˜ → Z are called skew-symmetrically cohomologous, if
N1 −N2 = m1δK(A1, σ1) + . . .+mkδK(Ak, σk)
for some vertices A1, . . . , Ak, edges σ1, . . . , σk and integers m1, . . . , mk (not necessarily dis-
tinct).
The following integral analogue of Lemma 1.5.7 is proved analogously using the Triviality
Lemma 1.3.9.
17
Lemma 1.5.12. The integer intersection cocycles of different maps of the same graph to the
plane are skew-symmetrically cohomologous.
Proposition 1.5.13 (cf. Proposition 2.4.7). Twice the integral intersection cocycle of any
general position PL map of a graph in the plane is skew-symmetrically cohomologous to the
zero map.
This follows by Assertion 1.5.9.c and Lemma 1.5.12.
Denote the set of skew-symmetric (cf. Assertion 1.5.9.a) maps K˜ → Z up to skew-
symmetric cohomology by H2ss(K˜;Z). A skew-symmetric cohomology class of the integer
intersection cocycle of some (or, equivalently, of any) general position PL map f : K → R2
is called the van Kampen obstruction V (K) ∈ H2ss(K˜;Z), see Remarks 1.6.3, 1.6.4.
1.6 Appendix: some details to §1
Remark. (a) Two graphs G1 and G2 are called isomorphic if there is a 1–1 correspondence
f : V1 → V2 between the set V1 of vertices of G1 and the set V2 of the vertices of G2 such
that vertices A,B ∈ V1 are adjacent in G1 if and only if f(A), f(B) ∈ V2 are adjacent in G2.
(b) Non-planarity of K3,3 follows by Theorem 1.4.1 and fig. 1.9 [Sk03], cf. Remark
1.5.1.d.
K3,3
••
• •
••
K5
•
• •
••
Figure 1.9: ‘Almost embedding’ K5 → K3,3
An alternative proof of Proposition 1.1.1. Let us prove part (a), parts (b,c) are proved anal-
ogously.
Suppose to the contrary that there exists 5 points OABCD in the plane such that one
cannot choose two required disjoint pairs. Hence A 6∈ OB and B 6∈ OA. Then the point A
does not belong to the ray OB. For this reason we can assume that the points A,B,C,D
are seen from the point O in this order. Then the triangles OAC and OBD intersect at a
unique point O. Therefore using the following modification of the Parity Lemma 1.3.7 we
get that AC ∩ BD 6= ∅, which is a contradiction.
Assume that the outlines of two triangles in the plane intersect at a unique point, and a
line sufficiently close to this point intersects the outlines by four distinct points. Then the
points X, Y corresponding to one triangle are unlinked with the points Z, T corresponding to
the other triangle, i.e. the segment XY contains either both or none of the points Z, T .
Proof. Denote the point by O and the triangles by OX ′Y ′ and OZ ′T ′ (so that X, Y, Z, T
are the intersection points of the line and OX ′, OY ′, OZ ′, OT ′ respectively). Let a :=
∂(OX ′Y ′) and b := ∂(OZ ′T ′). The ststement follows because
|XY ∩ {Z, T}| = |XY ∩ b| = |∂(OXY ) ∩ b| − 1 ≡
2
|a ∩ b| + |∂(XY Y ′X ′) ∩ b| − 1 ≡
2
0.
Here the last congruence holds because |a ∩ b| = 1 and by the Parity Lemma 1.3.7 (in fact,
we need the case when b is a triangle).
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Proof of the General Position Theorem 1.1.2. Choose three points in 3-space that do not
belong to one line. Suppose that we have n ≥ 3 points in general position. Then there is a
finite number of planes containing triples of these n points. Hence there is a point that does
not lie on any of these planes. Add this point to our set of n points. Since the ‘new’ point
is not in one plane with any three of the ‘old’ n points, the obtained set of n+1 points is in
general position. Thus for each n there exist n points in 3-space that are in general position.
Take such n points. Denote by A the set of all segments joining pairs of these points. If
some two segments from A with different endpoints intersect, then four endpoints of these
two segments lie in one plane. If some two segments from A with common endpoint intersect
not only at their common endpoint, then the three endpoints of these two segments are on
one line. So we obtain a contradiction.
Proof of Assertion 1.1.3. Let us prove part (a), other parts are proved analogously.
Any five points can be transformed into five points in general position leaving the required
properties unchanged. By hypothesis, the number of intersection points of segment 12 and
the outline of triangle 345 equals to the number of intersection points of interiors of segments
joining the points. This number is odd by Proposition 1.1.1.b.
Analogously to Proposition 1.1.3.a one proves the following assertion. (One can also
state and prove PL analogues of Propositions 1.1.3.bcd. For the proof instead of Proposition
1.1.1.b one would need Lemma 1.4.3.)
A PL embedding (or PL realization) of a graph in the plane is a set of points and polygonal
lines from the definition of planarity such that no isolated vertex lies on any of the polygonal
lines. The points are called the images of vertices, and the polygonal lines are called the
images of edges.
Proposition 1.6.1. Remove the edge joining the vertices 1 and 2 form the graph K5. Then
for every PL embedding of the obtained graph in the plane any polygonal line joining the
images of the vertices 1 and 2 intersects the image of the cycle 345 (i.e. the images of the
vertices 1 and 2 are separated by the cycle 345).
Sketch of proof of Proposition 1.1.4. The proof is based on the following observation: n lines
split the plane into at most (n2 + n+ 2)/2 parts.
More precisely, the proof is based on the following notion of isotopy and lemma. Let
A,A′ and M be two points and a subset in the plane such that sets M ∪ {A} and M ∪ {A′}
are in general position. These sets called elementary isotopic if the segment AA′ is disjoint
with any line passing through some two points of M . Two general position subsets of the
plane are called isotopic if they can be joined by a sequence of subsets, in which every two
consecutive subsets are elementary isotopic.
For example, there are exactly two 4-element general position subsets in the plane up to
isotopy.
Lemma. For any n there is a finite number of n-element general position subsets of the
plane such that every n-element general position subset of the plane is isotopic to one of
them.
Proof of Assertion 1.2.3. (a) Take 7 vertices 1234567. Suppose that each two of the vertices
12345 except the pairs {3, 4} and {4, 5} are connected by an edge, 6 is connected with
{3, 4, 7} and 7 is connected with {4, 5, 6}. There are only 5 vertices having degree ≥ 4 in
this graph, but they does not form a complete graph. But if we remove the edge 67, then
the obtained graph will be homeomorphic to K5.
(b) The statement follows by the definition of planarity. If the graph is planar, then
every edge is presented by a polygonal line. Define a new graph as follows: the vertices
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of a new graph correspond to the vertices of the polygonal line, and the edges of a new
graph correspond to the edges of the polygonal line. The proof of the converse implication
is analogous.
Sketch of a proof of Assertion 1.2.5. For (a) denote by S the sum of the considered sums
over all 15 unordered pairs of disjoint pairs of musicians. One can check that S is odd for
any choice of performances. Part (b) is proved analogously.
An alternative proof of the Parity Lemma 1.3.7. This proof uses singular cone idea which
formalizes in a short way the motion-to-infinity idea [BE82, §5]. This proof generalizes to
higher dimensions.
Figure 1.10: Singular cone idea
First assume that one of the polygonal lines b is the outline of a triangle. Denote another
polygonal line by a. Take a point A such that ∂(AMN) and b are in general position for
each edge MN of the polygonal line a. Denote by ∂T the outline of a triangle T . Then (see
fig. 1.10)
|a ∩ b| =
∑
MN
|MN ∩ b| ≡
2
∑
MN
|∂(AMN) ∩ b| ≡
2
0.
Here the summation is over edgesMN of a, and the last congruence follows by the particular
case of triangles.
The general case is reduced to the above particular case as in the previous proof.
Proof of Assertion 1.3.1.a. (This is analogous to the above alternative proof of the Parity
Lemma 1.3.7.) Denote the yellow points by A1, . . . , A7 and the red points by B1, . . . , B7.
Take two points C and D in the plane such that all the 16 points are in general position.
Then
0 ≡
2
∑
i<j, k<l
|∂(CAiAj) ∩ ∂(DBkBl)| ≡
2
∑
i<j, k<l
|AiAj ∩ BkBl|.
Here the first equality follows from the fact in the hint, and the second one holds because
each of the edges CAi and DBj belongs to six triangles, so the intersection points lying on
these edges appear in the first sum an even number of times.
Proof of Assertion 1.3.1.b. If we prove the Jordan Theorem 1.3.3 for a triangle, part (b)
would follow because the outline of the yellow triangle comes into the red triangle as many
times as it comes out. The following proof is easier and can be generalized to higher dimen-
sions [Sk14].
The intersection of the convex hull of the red triangle and the outline of the yellow
triangle is a finite union of polygonal lines (non-degenerate to points). The outlines of the
triangles intersect at the endpoints of the polygonal lines. The number of endpoints is even,
so the fact follows.
Assertion 1.6.2. Suppose we have 14 points in general position in the plane: 7 red points
and 7 yellow points. Electric current flows through every red segment. The sum of the
currents flowing to any red point equals the sum of the currents issuing out of the point.
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The current also flows through the yellow segments conforming to the same Kirchhoff’s law.
Let us orient each red or yellow segment accordingly to the direction of the current passing
through it. Assign to each intersection point of oriented red and yellow segments the product
of currents passing through these segments and the sign of the intersection point. Then the
sum of all assigned products (i.e. the flow of the red current through the yellow one) is zero.
Proof. Analogously to Assertion 1.3.1.a this is deduced from the fact that for 3+3 points the
flow of the red current through the yellow one equals to zero. (This fact follows because the
current is constant on edges of each triangle, and the signs of intersection points alternate,
therefore the sum equals zero.)
Denote by red current (resp. yellow) assignment of currents for red (resp. yellow) seg-
ments conforming to the Kirchhoff law. Note that if we consider two red currents and one
yellow current, then the flow of the sum of the red currents through the yellow one equals
the sum of the flows. Analogously for one red current and two yellow currents the sum of
the flows equals the flow of the sum (that is, the flow is biadditive).
Add a point C to the yellow points and a point D to the red points so that all 16 points
are in general position, as in Assertion 1.3.1. Denote the yellow points by A1, . . . , A7 and
the red points by B1, . . . , B7. Assume that the currents on the segments CAi and DBj equal
zero. For each segment AiAj consider the current flowing through the triangle CAiAj equal
the initial yellow current through AiAj (and equal zero out of the triangle CAiAj). Then
the sum of these
(
7
2
)
currents equals the initial yellow current. Analogously decompose the
red current into the sum of
(
7
2
)
currents flowing through triangles DBkBl. The required
statement follows from the biadditivity and analogue for 3+3 points.
Sketch of proof of Proposition 1.3.2. Denote the points by A and B. The algorithm is the
following. Draw all the lines passing through A,B and each of the vertices of the given
polygonal line. Take a point C outside these lines. Calculate the number of intersection
points of the polygonal line ACB with the given polygonal line. The answer is ‘we can’ if
this number is even, and ‘we cannot’ otherwise.
The proof is analogous to Theorem 1.3.3.
Remark 1.6.3. A graph is called Z-planar if there exists a general position PL map of this
graph to the plane such that for images of any two non-adjacent edges the sum of the signs
of their intersection points is zero for some orientations on the edges, see fig. 1.5. The sign
of this sum depends on an arbitrary choice of orientations on the edges, but the condition
that the some is zero does not. One can prove analogously to Theorem 1.5.2, or deduce from
it, that a graph is planar if and only if it is Z-planar. Integral analogue of Proposition 1.5.8
is correct and follows analogously by Lemma 1.5.12 and Proposition 1.5.11.
Remark 1.6.4. If in §1.5.3 we assume that cells σ× τ and τ × σ of K˜ (considered as a cell
complex) are oriented coherently with the involution (x, y)
t
↔ (y, x) (and so not necessarily
oriented as the products), and define the intersection cochain by assigning the number fσ ·fτ
to the cell σ×τ oriented as the product (and so not necessarily positively oriented), then we
obtain symmetric cochains / coboundaries / cohomology and the van Kampen obstruction in
the group H2s (K˜;Z)
∼= H2(K∗;Z). We have H2s (K˜;Z)
∼= H2ss(K˜;Z). The two van Kampen
obstructions go one to the other under this isomorphism. Analogous remark holds for the
van Kampen obstruction for embedding of n-complexes in R2n [Sh57, §3], [Sk08, §4.4].
I am grateful to S. Melikhov for indicating that in [FKT, §2.3] the signs are not accurate
[Me06, beginning of §1]. The sign error is in the fact that for n := dimK odd and of
the integer intersection cocycle both equalities of (σ × τ) = fσ · fτ [FKT, §2.3, line 7] and
t(σ × τ) = τ × σ [FKT, p. 168, line -4] for each σ, τ cannot be true. If cells σ × τ are
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oriented as the products (as in [Sh57, §3], [Sk08, §4.4]), then of(σ × τ) = fσ · fτ but
t(σ × τ) = (−1)nτ × σ. If cells σ × τ are oriented coherently with the involution t (as in
[Me06, §2, Equivariant cohomology and Smith sequences]), then t(σ× τ) = τ × σ but either
of (σ× τ) = −fσ · fτ or of(τ ×σ) = −fτ · fσ. (The orientation assumption is not explicitly
introduced in [FKT, §2].)13
Definitions of the van Kampen obstruction in §1.5.3 (and in [MTW11, Appendix D])
use the product orientation on σ × τ and do not mention the wrong (for n odd and this
orientation convention) formula t(σ × τ) = τ × σ. So they do not have the sign error.
Remark 1.6.5 (Obstruction to ‘Z2-linearity’). Let K be a graph. Let f : K → R a general
position PL map, i.e. a map which maps vertices to distinct points different from ‘return’
points of edges.
(a) Clearly, for any continuous (or PL) map of a triangle to the line the image of certain
vertex belongs to the image of the opposite edge. (This is the Topological Radon theorem
for the line, cf. the Topological Radon Theorems 2.2.2 and 3.1.5.) Analogous assertion
holds for the triod K1,3 instead of the triangle, and hence for any connected graph distinct
from the path. This means that the only connected ‘Z2-linear’ graphs are paths. However,
the following discussions of a combinatorial (=cohomological) obstruction to ‘Z2-linearity’
of a graph are interesting because they illustrate more complicated generalizations of §2.4,
and also show how product of cochains (and of cohomology classes) appears in studies of a
geometric problem, cf. [Sk17d].
(b) For any distinct points x, y, z, t ∈ R the following number is even:
|x ∩ [z, t]| + |y ∩ [z, t]| + |[x, y] ∩ z|+ |[x, y] ∩ t|.
(c) The map assigning the number |f(A) ∩ f(BC)| to any pair A,BC consisting of a
vertex A and an edge BC such that A 6= B,C is called the intersection cocycle of f . One
can define analogues of the Reidemeister moves in Fig. 1.7 for maps of a graphs to the
line. One can check how the intersection cocycle change for the analogous moves. Then one
arrives to definitions in (d) and (e) below.
(d) Define graph K∗(1) as follows. The vertices of K∗(1) are unordered pairs {A,B} of
different vertices of a graph K. For each pair A,BC consisting of a vertex A and an edge
BC of K such that A 6= B,C connect vertex {A,B} to {A,C} with an edge in graph K∗(1).
Denote this edge by A × BC = BC × A. E.g. if K is the cycle K3 with 3 vertices or the
triod K1,3, then K
∗(1) is the cycle with 3 or 6 vertices, respectively.
(e) For a vertex B of a graph G define an elementary coboundary δGB as a map from the
set E(G) of the edges of G to the set {0, 1} which assigns 1 to every edge containing this
vertex, and 0 to every other edge. (In other words, δGB corresponds to the set of all edges
containing B.) Maps ω1, ω2 : E(K
∗(1)) → Z2 are called cohomologous if ω1 − ω2 is the sum
of some elementary coboundaries δK∗(1){A,B}.
There is a general position PL map f : K → R of a graph K such that f(A) 6∈ f(σ) for
each vertex A and edge σ 6∋ A (i.e. K is almost embeddable in the line) if and only if the
intersection cocycle of some general position PL map K → R is cohomologous to zero.
(f) A cocycle is a map E(K∗(1)) → Z2 such that the sum of images of edges A × CD,
B×CD, C ×AB, D×AB is even for any non-adjacent edges AB,CD of graph K, see (b).
Then δK∗(1){A,B} is a cocycle.
13I am grateful to V. Krushkal for helping me to locate the sign error in [FKT, §2.3]. The more so because
the explanation in [Me06, §3, footnote 6] of the sign error is confusing. Indeed, in [Me06, §2] the ‘coherent’
orientation is fixed, and without change of the orientation convention in [Me06, §3, Geometric definition of
ϑ(X)] the ‘product’ orientation is used (otherwise the formula t(σ× τ) = (−1)nτ ×σ is incorrect for n odd).
The sign error appears exactly because of difference between these orientation conventions.
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(g) For each cocycle ν assign to any unordered pair {AB,CD} of disjoint edges of graph
K the sum of two numbers on ‘opposite’ edges A×CD and B×CD of the ‘square’ AB×CD.
That is, define a map Sq1 ν : K∗ → Z2 by the formula
Sq 1ν{AB,CD} := ν(A× CD) + ν(B × CD) = ν(AB × C) + ν(AB ×D).
Then Sq1(µ+ ν) = Sq1 µ+ Sq1 ν and Sq1 δK∗(1){A,B} =
∑
σ∋B
δ(A, σ) =: δ(A× δKB).
(h) Let H1(K∗;Z2) be the group of cohomology classes of cocycles. Define the van
Kampen obstruction v1(K) ∈ H
1(K∗;Z2) to Z2-embeddability of K into the line as the
cohomology class of the intersection cocycle of some general position PL map f : K → R.
This is well-defined analogously to Lemma 1.5.7. By (g) the Bockstein-Steenrod square
Sq1 : H1(K∗;Z2)→ H
2(K∗;Z2) is well-defined by Sq
1[ν] := [ν2]. We have v(K) = Sq1 v1(K).
(i) Analogously to (g,h) one can define bilinear Kolmogorov-Alexander product
⌣: H1(K∗;Z2)
2 → H2(K∗;Z2) for which Sq
1 x = x ⌣ x.
2 Multiple intersections in combinatorial geometry
2.1 Radon and Tverberg theorems in the plane
Of this subsection in the sequel we only refer to Theorems 2.1.2 and 2.1.6, Proposition 2.1.3,
Examples 2.1.4.c and 2.1.7. The rest only illustrates these results and show the exactness of
bounds in their formulations.
Example 2.1.1. (a) In the plane consider vertices of a triangle and a point inside it. For
any partition of these 4 points into two pairs the segment joining the points of the first pair
does not intersect the segment joining the points of the second pair.
(b) In the plane consider vertices of a square. None of these 4 points belongs to the
triangle with vertices at the others.
Theorem 2.1.2 (Radon theorem in the plane; see proof in §2.5; cf. Proposition 1.1.1.a
and Theorems 2.2.2, 3.1.1). For any 4 points in the plane either one of them belongs to the
triangle with vertices at the others, or they can be decomposed into two pairs such that the
segment joining the points of the first pair intersects the segment joining the points of the
second pair.
The convex hull 〈X〉 of a finite subset X ⊂ R2 is the smallest convex polygon which
contains them. Radon theorem in the plane can be reformulated as follows: any 4 points in
the plane can be decomposed into two disjoint sets whose convex hulls intersect. We prove
this theorem in the following stronger form.
Proposition 2.1.3 (see proof in §2.5; cf. Proposition 1.1.1.b and Lemma 2.2.3). If no 3 of
4 points in the plane belong to a line, then there exists a unique partition of these 4 points
into two sets whose convex hulls intersect.
Now consider partitions of subsets of the plane into more than two disjoint sets.
Example 2.1.4. (a) In the plane take a pair of points at each vertex of a triangle (or a
similar set of distinct points). For each decomposition of these six points into three disjoint
sets the convex hulls of these sets do not have a common point.
(b) In the plane take vertices of a convex 7-gon. For any numbering of these 7 points
from 1 to 7, point 1 does not belong to any of the (2-dimensional) triangles 234 and 567.
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(c) In the plane take an equilateral triangle ABC and its center O. Define points
A1, B1, C1 as the images of points A,B,C under homothetic transformation with the center
O and the ratio 1/2. For any numbering of these 7 points from 1 to 7 the intersection point
of the segments 12 and 34 does not belong to the (2-dimensional) triangle 567 (see proof in
§2.5).
(d) In the plane take r− 1 points at each vertex of a triangle (or a similar set of distinct
points). For each decomposition of these 3r − 3 points into r disjoint sets the convex hulls
of these sets do not have a common point.
Assertion 2.1.5 (see proof in §2.5). (a) The vertices of any convex octagon can be decom-
posed into three disjoint sets whose convex hulls have a common point.
(b) Any 11 points in the plane can be decomposed into three disjoint sets whose convex
hulls have a common point.
(c) For any r there exist N such that any N points in the plane can be decomposed into
r disjoint sets whose convex hulls have a common point.
By part (b), in part (c) for r = 3 we can take N = 11. By Example 2.1.4.a every such
N is greater than 6. It turns out that the minimal N is 7; this fact is nontrivial. The
following theorem shows that for general r the minimal N is just one above the number of
Example 2.1.4.d.
1
2
3
4 5
6
7
1
2
3
4
5
6
7
Figure 2.1: A common point of convex hulls as in Theorem 2.1.6
Theorem 2.1.6 (Tverberg theorem in the plane). For any r every 3r−2 points in the plane
can be decomposed into r disjoint sets whose convex hulls have a common point.
For references see [Sk16, remark 1.1.c].
Example 2.1.7. (a) For the vertices of regular heptagon the number of partitions from
Theorem 2.1.6 is 7. Every such partition looks like rotated partition of fig. 2.1, left.
(b) For the points in fig. 2.1, right, the number of partitions from Theorem 2.1.6 is 4.
This follows because for every such partition one of the convex hulls is a triangle with one
vertex 4, another vertex 1 or 2, and the third vertex 6 or 7.
(c) (cf. Propositions 1.1.1.a and 2.1.3) The following sum has different parity for the two
sets M1,M2 of (a), (b)
v(Mi) :=
∑
{R1,R2,R3} : Mi=R1⊔R2⊔R3
| 〈R1〉 ∩ 〈R2〉 ∩ 〈R3〉 |.
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2.2 Topological Radon theorem in the plane
Proposition 2.2.1 (see proof in §2.5). Take a closed polygonal line L in the plane whose
vertices are in general position.
(a) The complement to L has a chess-board coloring (so that the adjacent domains have
different colors, see fig. 2.2).
(b) (cf. Proposition 2.3.1.c) The ends of a polygonal line P whose vertices together with
the vertices of L are in general position have the same color if and only if |P ∩ L| is even.
Figure 2.2: The modulo two interiors of some closed polygonal lines
The modulo two interior of a closed polygonal line in the plane whose vertices are
in general position is the union of black domains for a chess-board coloring (provided the
infinite domain is white).
Piecewise-linear (PL) and general position PL maps Kn → R
2 are defined in §1.4.
Theorem 2.2.2 (Topological Radon theorem in the plane [BB79], cf. Theorems 1.4.1, 2.1.2,
3.1.5). (a) For any general position PL map f : K4 → R
2 either
• the images of some non-adjacent edges intersect, or
• the image of some vertex belongs to the interior modulo 2 of the image of the cycle
formed by those three edges that do not contain this vertex.
(b) For any PL (or continuous) map of a tetrahedron to the plane 14 either
• the images of some opposite edges intersect, or
• the image of some vertex belongs to the image of the opposite face.
Part (a) follows from its ‘quantitative version’ Lemma 2.2.3 using a version of the Ap-
proximation Lemma 1.3.5, cf. Remark 3.3.1.c.
Part (b) for PL general position maps follows from part (a) because the image f(∆) of a
face ∆ contains the interior modulo 2 of the image of the boundary ∂∆ of this face. (This
fact follows because for a general position map f : ∆ → R2 a general position point from
the interior modulo 2 of f(∂∆) has an odd number of f -preimages.) Part (b) follows from
part (b) for general position PL maps using a version of the Approximation Lemma 1.3.5,
cf. Remark 3.3.1.c.
For any general position PL map f : K4 → R
2 let the Radon number ρ(f) ∈ Z2 be
the sum of the parities of
• the number of intersections points of the images of non-adjacent edges, and
• the number of vertices whose images belong to the interior modulo 2 of the image of
the cycle formed by the three edges not containing the vertex.15
Lemma 2.2.3 (cf. Lemma 1.4.3 and Proposition 2.1.3). For every general position PL map
f : K4 → R
2 the Radon number ρ(f) is odd.
14See definition in [Ma03].
15For a general position PL map g of a tetrahedron to the plane one can define the van Kampen number
v(g) ∈ Z2 [Sk16, §4.2] so that v(g) = ρ(g|K4).
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Proof. By Proposition 2.1.3 it suffices to prove that ρ(f) ≡ ρ(f ′) mod 2 for each two general
position PL maps f, f ′ : K4 → R
2 coinciding on every edge except an edge σ, and f |σ is linear.
Denote by τ the edge of K4 non-adjacent to σ, by S the modulo 2 interior of ∂S := fσ∪f
′σ.
Therefore
ρ(f)− ρ(f ′) = |∂S ∩ f(τ)|+ |S ∩ f(∂τ)| mod 2 = 0.
Here the second equality follows by Proposition 2.2.1.b.16
2.3 Topological Tverberg theorem in the plane
2.3.1 Statement
The topological Tverberg theorem in the plane generalizes both the Tverberg Theorem in
the plane 2.1.6 and the Topological Radon Theorem in the plane 2.2.2. For precise statement
we need the following definition. The winding number of a closed oriented polygonal line
A1 . . . An in the plane around a point O that does not belong to the polygonal line is the
sum
A1 . . . An · O := (∠A1OA2 + ∠A2OA3 + . . .+ ∠An−1OAn + ∠AnOA1)/2π
of the oriented angles divided by 2π. This is also called the degree of O w.r.t. A1 . . . An.
Assertion 2.3.1. (a) The winding number of any polygon (oriented counterclockwise)
around any point outside is 0, and around any point inside is 1.
(b) For any closed polygonal line its interior modulo 2 (fig. 2.2) is the set of points for
which the winding number is odd.
(c) (cf. Proposition 2.2.1.b) Take a closed and a non-closed oriented polygonal lines L
and P in the plane, all whose vertices are in general position. Let P0 and P1 be the starting
point and the endpoint of P . Then L · P = L · ∂P := L · P1 − L · P0.
17
Figure 2.3: Topological Tverberg theorem in the plane, r = 3
Theorem 2.3.2 (Topological Tverberg theorem in the plane, cf. Theorems 2.1.6, 2.2.2,
[BSS, Oz, Vo96]). If r is a power of a prime, then for every general position PL map f :
K3r−2 → R
2 either r−1 triangles wind around one vertex or r−2 triangles wind around the
16There is a direct proof that the van Kampen number of a map K5 → R2 equals the Radon number of
its restriction to K4 [Sk16, §4.2]. So Lemmas 2.2.3 and 1.4.3 can be directly deduced from each other.
17The number L · P is defined in §1.5.3.
This version of the Stokes theorem shows that the complement to L has a ‘chess-board coloring by integers’
(so that the colors of the adjacent domains are different by ±1 depending on the orientations; the ends of a
polygonal line P have the same color if and only if L · P = 0).
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intersection of two edges, where the triangles, edges and vertices are disjoint. More precisely,
the vertices can be numbered by 1, . . . , 3r − 2 so that either
• the winding number of each of the images f(3t−1, 3t, 3t+1), t = 2, 3, . . . , r−1, around
some point of f(12) ∩ f(34) is nonzero, or
• the winding number of each of the images f(3t − 1, 3t, 3t + 1), t = 1, 2, 3, . . . , r − 1,
around f(1) is nonzero.
(The condition ‘winding number is nonzero’ does not depend on orientation of f(ijk).)
By [Sc04, SZ05] Theorem 2.3.2 is equivalent to the following standard formulation: If r
is a power of a prime, then for every continuous map of the (3r − 3)-simplex to the plane
there exist r pairwise disjoint faces whose images have a common point. Proof is discussed
in the following subsections. Cf. Conjecture 3.1.7.
Conjecture 2.3.3 (Topological Tverberg conjecture in the plane). The analogue of the
previous theorem remains correct if r is not a power of a prime.
Let us state an improvement of Theorems 2.1.6 and 2.3.2. The following definition is
motivated by the improvement and Lemma 2.3.11. Denote [n] := {1, 2, . . . , n}. An ordered
partition (R1, R2, R3) of M = R1 ⊔ R2 ⊔ R3 ⊂ [7] into three sets (possibly empty) is called
spherical if no set R1, R2, R3 contains any of the subsets {1, 2}, {3, 4}, {5, 6}. Generally, an
ordered partition (R1, . . . , Rr) of M = R1⊔ . . .⊔Rr ⊂ [3r−2] into r sets (possibly empty) is
called spherical if for every j = 1, . . . , 3(r−1)/2 if 2j−1 ∈ Rs, then 2j ∈ Rs−1∪Rs+1, where
the r sets are numbered modulo r. Or, less formally, if consecutive odd and even integers
are contained in consecutive sets. Spherical partitions appeared implicitly (not explicitly) in
[VZ93] and in [?, §6.5, pp. 166-167]Ma03. Cf. Remark 2.5.2.
Example 2.3.4. (a) There are 63 = 216 spherical partitions of [6] into three sets. Indeed,
each of the pairs {1, 2}, {3, 4}, {5, 6} can be distributed in 6 ways.
(b) A spherical partition ({1}, {2, 4, 5}, {3}) of [5] extends to two spherical partitions
({1, 6}, {2, 4, 5}, {3}) and ({1}, {2, 4, 5}, {3, 6}) of [6]. The extension ({1}, {2, 4, 5, 6}, {3}) is
not spherical because {2, 4, 5, 6} ⊃ {5, 6}.
Theorem 2.3.5. (a) For any prime r any 3r − 2 points 1, . . . , 3r − 2 in the plane can be
spherically partitioned into r sets whose convex hulls have a common point.
(b) For any prime r and general position PL map f : K3r−2 → R
2 either r − 1 triangles
wind around one vertex or r − 2 triangles wind around the intersection of two edges, where
the triangles, edges and vertices R1, . . . , Rr form a spherical partition of [3r−2] = V (K3r−2).
Part (a) follows from (b). Part (b) is essentially proved in [VZ93], [Ma03, §6.5] but
is explicitly stated only in [Sc04, Theorem 3.3.1], [SZ05, Theorem 5.8] (the latter papers
instead of giving a direct proof following [Ma03, §6.5], [VZ93], see §2.3.4, deduce Theorem
2.3.5.b in [SZ05, Proposition 1.6] from the 3-dimensional analogue of Theorem 2.3.5.b, which
they prove using the same method of [Ma03, §6.5]).
2.3.2 Ideas of proofs
In the following subsubsections we present a standard proof, and an idea of an elementary
proof, of the topological Tverberg Theorem for the plane 2.3.2 (in fact of Theorem 2.3.5).
The idea of a simple proof is presented in §2.3.3 generalizes the above proofs of Lemmas
1.4.3, 1.5.7, 2.2.3 and [ST17, Lemmas 6 and 7]. Instead of counting double intersection
points we count r-tuple intersection points. Instead of counting points modulo 2 we have
to count points with signs, see Example 2.1.7.c. It is also more convenient (because of
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Lemma 2.3.11) instead of summing over all partitions to sum over spherical partitions. This
is formalized by Problem 2.3.7 below which is a ‘quantitative version’ of Theorems 2.3.2
and 2.3.5. Formally, Theorems 2.3.2 and 2.3.5 for r = 3 follow by resolution of Problem
2.3.7. Proofs of Theorems 2.3.2, 2.3.5 and of Conjecture 3.1.7 for (arbitrary d and) prime r
would perhaps be analogous.
Similar proofs of Theorems 2.3.2, 2.3.5, and of Conjecture 3.1.7 for prime r, are given
in [BMZ15, MTW12], see Remark 2.5.2. Those papers use more complicated language not
necessary for these results (Sarkaria-Onn transform in [MTW12], homology and equivariant
maps between configuration spaces in [BMZ15]).
The standard proof of Theorems 2.3.2 is presented in §2.3.4 following [VZ93], [Ma03, §6],
cf. [BSS], [Sk16, §2]. This proof also yields Theorem 2.3.5 and generalizes to Conjecture
3.1.7 for prime r. Theorem 2.3.2 is deduced from the r-fold Borsuk-Ulam Theorem 2.3.13
using Lemmas 2.3.11, 2.3.12, all of them below. Proof of the Borsuk-Ulam Theorem 2.3.8
via its ‘quantitative version’ Lemma 2.3.9 generalizes to a proof of the r-fold Borsuk-Ulam
Theorem 2.3.13. So this deduction of Theorem 2.3.2 is not a proof essentially different from
the idea of §2.3.3 but rather the same proof in a different language. (Therefore it could be
misleading to say that the main idea of the proof of the topological Tverberg Theorem is to
apply the r-fold Borsuk-Ulam Theorem for configuration spaces.)
2.3.3 Triple self-intersection invariant for graph drawings
Suppose that each of P1, . . . , Pr is either a point, or an oriented non-closed polygonal line, or
an oriented closed polygonal line, in the plane, all of whose vertices are in general position.
Define the r-tuple algebraic intersection number P1 · . . . · Pr to be
(A)
∑
X∈Pi∩Pj
sgnX
( ∏
s 6=i,j
(Ps ·X)
)
, if Pi, Pj are non-closed polygonal lines for some i < j,
and the other Ps are closed polygonal lines;
(B)
∏
s 6=i
(Ps · Pi), if Pi is a point and the other Ps are closed polygonal lines.
Here sgnX and · are defined in §§1.3.2, 1.5.3 and 2.3.1; the number P1 · . . . · Pr is only
defined in cases (A) and (B).18
Example 2.3.6. Assume that R1, R2, R3 are pairwise disjoint subsets of the plane,
〈|R1|, |R2|, |R3|〉 is either 〈2, 2, 3〉 or 〈1, 3, 3〉, and points of R1 ⊔ R2 ⊔ R3 are in general
position. Then |R1 · R2 · R3| = 〈R1〉 ∩ 〈R2〉 ∩ 〈R3〉. Assume further that the intersection
is non-empty. If |Ri| = 2, take any vector ~Ri joining the points of Ri. If |Ri| = 3, take
any oriented triangle ~Ri with vertices Ri. Then R1 · R2 · R3 = +1 if and only if up to a
permutation of (R1, R2, R3) not switching the order of 2-element subsets either
(A) the triangles ABC and D2E2E3 have the same orientation, where ~R1 = ABC and
~Ri =
−−→
DiEi for each i = 2, 3, or
(B) the triangles A1B1C1 and A2B2C2 have the same orientation, where ~Ri = AiBiCi for
each i = 1, 2.
Denote by S the set of all spherical partitions (T1, T2, T3) of [7] such that 7 ∈ T3.
18This is an elementary interpretation in the spirit of [Sc04, SZ05] of the r-tuple algebraic intersection
number fDn1 · . . . · fDnr of a general position map f : Dn1 ⊔ . . . ⊔Dnr → R2, where n1, . . . , nr ⊂ {0, 1, 2}
and n1 + . . .+ nr = 2r − 2 [MW15, §2.2]. This agrees with [MW15, §2.2] by [MW15, Lemma 27.b]. For a
degree interpretation see Assertion 2.5.4.
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Problem 2.3.7. Define a map sgn : S→ {+1,−1} so that for any general position PL map
f : K7 → R
2 the following (‘triple van Kampen’) number is not divisible by 3:
V (f) :=
∑
T=(T1,T2,T3)∈S
sgnT (fT1 · fT2 · fT3).
Here fTs is the f -image of either a vertex Ts, or an oriented edge Ts = ab, a < b, or an
oriented cycle Ts = abc, a < b < c.
Analogously to Lemmas 1.4.3, 1.5.7, 2.2.3 and to [ST17, Lemmas 6 and 7], the non-
divisibility in Problem 2.3.7 could possibly be proved by calculating V (f) for a specific
f and showing that V (f) modulo 3 is independent of f . This might be not so easy, cf.
[MTW12, second half of §8]. For a partial result see [As].
2.3.4 An approach via Borsuk-Ulam theorem
A map f : Sn → Rm is called odd, or equivariant, or antipodal if f(−x) = −f(x) for each
x ∈ Sn.
Theorem 2.3.8 (Borsuk-Ulam). (a) For every map f : Sd → Rd there exists x ∈ Sd such
that f(x) = f(−x).
(a’) For every equivariant maps f : Sd → Rd there exists x ∈ Sd such that f(x) = 0.
(b) There are no equivariant maps Sd → Sd−1.
(b’) No equivariant map Sd−1 → Sd−1 extends to Dd.
(c) If Sd is the union of d+1 closed sets (or d+1 open sets), then one of the sets contains
opposite points.
For n = 2 part (a) means that at each moment there are two antipodal points on the
Earth at which the temperature and the pressure coincide.
The equivalence of these assertions is simple. Assertion (a’) is deduced from its following
‘quantitative version’.
Lemma 2.3.9. If 0 ∈ Rd is a regular point of a (PL or smooth) equivariant map f : Sd → Rd,
then |f−1(0)| ≡ 2 mod 4.
The definition of a regular point can be found in [Sk15, 8.2]. Proof of Lemma 2.3.9 is
analogous to Lemmas 1.4.3 and 1.5.7 (cf. Problem 2.3.7): calculate |f−1(0)| for a specific
f and prove that |f−1(0)| modulo 4 is independent of f . Realization of this simple idea is
technical, see [Ma03, §2.2].
For other proofs of Theorem 2.3.8 see [Ma03], [Pr06, §8.8] and references therein.
Assume that U, V ⊂ Rd are finite union of simplices and U ′, V ′ are subsets of some RN
isometric to U, V and lying in skew affine subspaces. Define the join
U ∗ V := {tx+ (1− t)y : x ∈ U ′, y ∈ V ′, t ∈ [0, 1]}.
This is well-defined because U ∗ V ∼=
U×V×[0,1]
(x,y,0)∼(x′,y,0),(x,y,1)∼(x,y′,1)
.
Assume that Uj ⊂ R
d are finite union of simplices and U ′j are subsets of some R
N isometric
to Uj and lying in skew affine subspaces. Define the (triple) join U1 ∗ U2 ∗ U3 to be
(U1∗U2)∗U3 ∼= U1∗(U2∗U3) ∼= {t1x1+t2x2+t3x3 ∈ R
N : xj ∈ U
′
j , tj ∈ [0, 1], t1+t2+t3 = 1}.
A point of the triple join corresponding to t1x1 + t2x2 + t3x3, xj ∈ U
′
j , is denoted by t1x1 ⊕
t2x2 ⊕ t3x3, xj ∈ Uj . For more introduction see [Ma03, §4.2].
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Assertion 2.3.10. (a) If U and V are unions of faces of some simplex ∆n and are disjoint,
then U ∗V is a union of all faces of ∆n that correspond to subsets σ⊔ τ , where σ, τ ⊂ [n+1]
correspond to faces of U, V , respectively.
(b) The join S1 ∗ S1 of two cycles is PL homeomorphic to S3.
(c) The r-tuple join (S1)∗r := S1 ∗ . . . ∗ S1 of r cycles is PL homeomorphic to S2r−1.
The proof is simple [Ma03, §4.2]. Part (a) implies that to every ordered partition of [6]
into 3 sets there corresponds a 5-simplex of ∆5 ∗∆5 ∗∆5.
Lemma 2.3.11. (a) The union |S3| of 5-simplices of ∆
∗3
5 := ∆5 ∗∆5 ∗∆5 corresponding to
spherical partitions of [6] into 3 sets is PL homeomorphic to S5.
(b) The union |Sr| of (3r− 4)-simplices of ∆
∗r
3r−4 corresponding to spherical partitions of
[3r − 3] into r sets is PL homeomorphic to S3r−4.
This and the following lemmas are easily deduced from Assertion 2.3.10.c, see details in
[Ma03, pp. 166-167].
Denote by Σr the permutation group of r elements. The group Σr acts on the set of real
3 × r-matrices by permuting the columns. Denote by S3r−4Σr the set formed by all those of
such matrices, for which the sum in each row zero, and the sum of squares of the matrix
elements is 1. This set is homeomorphic to the sphere of dimension 3r − 4. This set is
invariant under the action of Σr.
E.g. the cyclic permutation ω : S3r−4Σr → S
3r−4
Σr
of the r columns has no fixed points and
ωr = idS3r−4Σr .
Lemma 2.3.12. There is a PL homeomorphism h : |Sr| → S
3r−4
Σr
such that h(R2, . . . , Rr, R1)
is obtained from h(R1, R2, . . . , Rr) by cyclic permutation of the r columns.
Theorem 2.3.13 (r-fold Borsuk-Ulam Theorem). Let r be a prime and ω : Sk → Sk a map
without fixed points such that ωr = idSk and ω is simplicial for some triangulation of Sk.
Then no map g : Sk → Sk commuting with ω (i.e. g ◦ ω = ω ◦ g) extends to Dk+1.
Comments on the proof. Clearly, the theorem is equivalent to the following result.
Extend ω to Sk ∗Z3 by ω(ts⊕ (1− t)m) := tω(s)⊕ (1− t)(m+1). Let ω
′ : Rk+1 → Rk+1
be a map whose only fixed point is 0 and such that ωr = idRk+1. Then for each map
g : Sk ∗ Z3 → R
k+1 commuting with ω, ω′ (i.e. g ◦ ω = ω′ ◦ g) there is x ∈ Sk ∗ Z3 such that
g(x) = 0.
This result is deduced from its ‘quantitative version’ analogous to Lemma 2.3.9.
For a standard proof see [BSS], [Ma03, §6].
Proof of Theorem 2.3.2. Consider the case r = 3, the general case is analogous. We use a
standard formulation of Theorem 2.3.2 given after the statement. Suppose to the contrary
that f : ∆6 → R
2 is a continuous map and there are no 3 pairwise disjoint faces whose
images have a common point.
For x ∈ R2 let x∗ := (1, x) ∈ R3. For x1, x2, x3 ∈ R
2 and t1, t2, t3 ∈ [0, 1] such that
t1 + t2 + t3 = 1 and pairs (x1, t1), (x2, t2), (x3, t3) are not all equal define
S∗ := t1x
∗
1 + t2x
∗
2 + t3x
∗
3, π
∗′ :=
(
t1x
∗
1 −
S∗
3
, t2x
∗
2 −
S∗
3
, t3x
∗
3 −
S∗
3
)
and π∗ :=
π∗
′
|π∗′ |
.
This defines a map
π∗ : R2 ∗ R2 ∗R2 − diag ∗ → S5Σ3 , where diag
∗ :=
{(
1
3
x⊕
1
3
x⊕
1
3
x
)}
.
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So we obtain the map π∗ ◦ (f ∗ f ∗ f) : |S3| → S
5
Σ3
, where |S3| is defined in Lemma 2.3.11.a.
This map extends to the union of 6-simplices of ∆∗36 corresponding to spherical partitions
(T1, T2, T3) of [7] into 3 sets such that 7 ∈ T3. The union is PL homeomorphic to Con |S3| ∼=
D6. The map π∗ ◦ (f ∗ f ∗ f) commutes with the cyclic permutations of the three sets in |S3|
and of the three columns in S5Σ3 . The composition g := π
∗ ◦ (f ∗ f ∗ f) ◦ h−1 : S5Σ3 → S
5
Σ3
,
where h is the PL homeomorphism of Lemma 2.3.12, commutes with the cyclic permutation
of the three columns and extends to D6. A contradiction to Theorem 2.3.13.19
2.4 Mapping hypergraphs in the plane and the O¨zaydin theorem
Formulation of the O¨zaydin Theorem 2.4.8 uses definition of an multiple (r-fold) intersection
cocycle. We preface the complicated definition by simplified analogues, cf. §1.5. In §2.4.1 we
define double (2-fold) intersection cocycle modulo 2. In §2.4.2 we generalize that definition
from residues modulo 2 to integers. In §2.4.3 we generalize definition of §2.4.2 from r = 2
to arbitrary r.
2.4.1 A polynomial algorithm for recognition hypergraph planarity
A (finite) 2-complex (V,E, F ) is a finite set V together with collections E ⊂
(
V
2
)
and
F ⊂
(
V
3
)
of two- and three-element subsets of V such that for every R ∈ F all the two-
element subsets of R are in E. The two-element subsets are called edges, and the three-
element subsets are called faces of the 2-complex. The term 2-complex is an abbreviation of
‘2-dimensional complex’. See footnote 23.
E.g. ∆2n := ([n+ 1],
(
[n+1]
2
)
,
(
[n+1]
3
)
) be the complete 2-complex on n+ 1 vertices.
The graph (V,E) formed by vertices and edges of a 2-complex K = (V,E, F ) is denoted
by K(1). E.g. (∆2n)
(1) = Kn+1.
For a PL map f : K(1) → R2 and a 2-face R = {A,B,C} the closed polygonal line
f(AB) ∪ f(BC) ∪ f(CA) is denoted by f(R).
A 2-complex K is called planar, or PL embeddable into the plane, if there exists a PL
embedding f : K(1) → R2 such that for every vertex A and face R the image f(A) does not
lie inside the polygon f(R). Cf. [Sc04, Definition 3.0.6 for q = 2].
Theorem 2.4.1 ([GR79]; cf. Proposition 1.2.2 and Theorem 3.2.2). There is a polynomial
algorithm for recognition planarity of 2-complexes.
In [MTW11, Appendix A] it is explained that this result (even with linear algorithm)
follows from the Kurwatowski-type Halin-Jung planarity criterion for 2-complexes (stated
there). We present a different proof similar to proof of Proposition 1.2.2.b (§1.2.3). This
proof illustrates the idea required for elementary statement of the O¨zaydin theorem.
A 2-complex K is called Z2-planar if there exists a general position PL map f : K
(1) →
R
2 such that the images of any two non-adjacent edges intersect at an even number of points
and no vertex lies in the interior modulo 2 of f(R) for any 2-face R.
E.g. the complete 2-complex ∆23 on 4 vertices is not Z2-planar by the Topological Radon
Theorem in the plane 2.2.2.
Theorem 2.4.2. (a) (cf. Theorems 1.5.2 and 3.3.4) A 2-complex is planar if and only if it
is Z2-planar.
(b) (cf. Theorem 2.2.2) If every edge of a 2-complex K is contained in an even number
of faces, then K is not Z2-planar.
19Here instead of using Lemmas 2.3.11, 2.3.12 we can use that the map pi∗ ◦ (f ∗ f ∗ f) : (∆6)∗3∆ → S
5
Σ3
is
well-defined on the triple deleted join (∆6)
∗3
∆
∼= (Z3)∗7, prove that (Z3)∗7 is 5-connected, and then construct
a Z3-equivariant map S
5
Σ3
∗ Z3 → (∆6)∗3∆ .
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These results are proved using the Halin–Jung criterion. Part (b) can also be proved
analogously to Theorem 2.2.2.
Let K = (V,E, F ) be a 2-complex and f : K(1) → R2 a general position PL map. Assign
to any pair {σ, τ} of non-adjacent edges the residue
|f(R1) ∩ f(R2)| mod 2.
Assign to any pair of a vertex A and a face R 6∋ A the residue
|f(A) ∩ int2f(R)| mod 2,
where int2f(R) is the interior modulo 2 of f(R).
Denote by K∗ the set of unordered pairs {R1, R2} of disjoint subsets R1, R2 ∈ V ⊔E ⊔F
such that |R1| + |R2| = 4. Then either both R1 and R2 are edges, or one of R1, R2 is a
face, and the other one is a vertex. The obtained map K∗ → Z2 is called the (double)
intersection cocycle (modulo 2) of f for K. Note that K∗ ⊃ (K(1))∗ and the intersection
cocycle of f for K(1) is the restriction of the intersection cocycle of f for K. The intersection
cocycle for K of the map f : K(1) → R2 from Example 1.5.3 is the extension to K∗ by zeroes
of the intersection cocycle for K(1) described there.
Comparing the definitions of the Radon number and the intersection cocycle we see that
for every general position PL map f : K4 → R
2 the Radon number ρ(f) equals to the sum
of the values of the intersection cocycle for ∆23.
By Assertion 2.3.1.c for each disjoint edge σ and face R we have∑
A∈σ
|fA ∩ int2f(R)| =
∑
τ⊂R
|fτ ∩ fσ|.
Proposition 2.4.3. Analogue of Proposition 1.5.5 is true for the intersection cocycle for
2-complex, with the following definition. Let K be a 2-complex and A its vertex which is
not the end of an edge σ. An elementary coboundary of the pair (A, σ) is the map
δK(A, σ) : K
∗ → Z2 that assigns 1 to the pair {R1, R2} if Ri ⊃ A and Rj ⊃ σ for some
i 6= j, and 0 to any other pair. Under the Reidemeister move in fig. 1.7.V (or a move in
fig. 1.8) the intersection cocycle changes by adding δK(A, σ).
E.g. δ∆23(1, 23) =
{
{12, 34}, {1, 234}
}
, cf. Example 1.5.6.
Two maps ν1, ν2 : K
∗ → Z2 are called cohomologous if
ν1 − ν2 = δK(A1, σ1) + . . .+ δK(Ak, σk)
for some vertices A1, . . . , Ak and edges σ1, . . . , σk (not necessarily distinct).
Lemma 2.4.4 (cf. Lemmas 1.5.7 and 2.2.3). For any 2-complex K the intersection cocycles
of different general position PL maps K(1) → R2 are cohomologous.
Proposition 2.4.5 (cf. Proposition 1.5.8). A 2-complex K is Z2-planar if and only if the
intersection cocycle modulo 2 of some (or, equivalently, of any) general position PL map
K(1) → R2 is cohomologous to the zero map.
This proposition follows by Lemma 2.4.4 and Proposition 2.4.3.b.
Proof of Theorem 2.4.1. Take a 2-complex K. To every pair A, σ of a vertex and an edge
such that A /∈ σ assign a variable xA,σ. For every {R,R
′} ∈ K∗ denote by bR,R′ ∈ Z2
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the value of the extension to K∗ by zeroes of the intersection cocycle for K(1) described in
Example 1.5.3. For every such pairs (A, σ) and {R,R′} let
aA,σ,R,R′ =
{
1 either (R ∋ A and R′ ⊃ σ) or (R′ ∋ A and R ⊃ σ)
0 otherwise
.
For every pair {R,R′} ∈ K∗ consider the linear equation
∑
A/∈σ aA,σ,R,R′xA,σ = bR,R′ over Z2.
By Theorem 2.4.2.a and Proposition 2.4.5 planarity of K is equivalent to solvability of this
system of equations. This can be checked in polynomial time [CLR, Vi02].
2.4.2 Intersections with signs for 2-complexes
Let K be a 2-complex and f : K(1) → R2 a general position PL map. Orient the edges and
faces of K, i.e. take any cyclic orderings on the subsets. Assign to every ordered pair
• (σ, τ) of non-adjacent edges the algebraic intersection number fσ ·fτ (defined in §1.5.3).
• (A,R) or (R,A) of a vertex A and a face R not containing this vertex minus the winding
number −fA · fR of fR around A (defined in §2.3.1).
Denote by K˜ the set of ordered pairs (R1, R2) of disjoint subsets R1, R2 ∈ V ⊔ E ⊔ F
such that |R1|+ |R2| = 4. The obtained map · : K˜ → Z is called the integral intersection
cocycle of f for K (and for given orientations).
Oriented 2-element set AB goes to B and issues out of A. Oriented 3-element set ABC
goes to oriented 2-element set BA and issues out of oriented 2-element set AB. For oriented
sets R,R′ ∈ V ⊔ E ⊔ F such that |R| = |R′|+ 1 and R ⊃ R′ set
[R : R′] :=
{
+1 R goes to R′
−1 R issues out of R′
.
For other oriented sets R,R′ ∈ V ⊔ E ⊔ F set [R : R′] := 0.
By Proposition 2.2.1.b for each disjoint edge σ and face R we have∑
A∈σ
[σ : A](fR · fA) =
∑
τ⊂R
[R : τ ](fσ · fτ).
Proposition 2.4.6. Analogue of Proposition 1.5.5 is true for the integral intersection cocycle
for 2-complex, with the following definition. Let K be a 2-complex whose edges and faces
are oriented, and A a vertex which is not the end of an edge σ. An elementary super-
symmetric coboundary of the pair (A, σ) is the map δK(A, σ) : K˜ → Z that assigns
• +1 to any pair (σ, τ) with τ issuing out of A, to any pair (τ, σ) with τ going to A, and
to any pair (A,R), (R,A) with R going to σ,
• −1 to any pair (σ, τ) with τ going to A, to any pair (τ, σ) with τ issuing out of A, and
to any pair (A,R), (R,A) with R issuing out of σ,
• 0 to any other pair.
In other words,
δK(A, σ)(R1, R2) = [R1 : A][R2 : σ] + (−1)
(|R1|−1)(|R2|−1)[R2 : A][R1 : σ].
Maps ν1, ν2 : K˜ → Z are called super-symmetrically cohomologous if
ν1 − ν2 = m1δK(A1, σ1) + . . .+mkδK(Ak, σk)
for some vertices A1, . . . , Ak, edges σ1, . . . , σk and integer numbers m1, . . . , mk (not neces-
sarily distinct).
The integral analogues of Lemma 2.4.4 and Proposition 2.4.5 are correct, cf. Lemma
1.5.12.
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Proposition 2.4.7 (cf. Propositions 1.5.13, 2.4.9). For any 2-complex K twice the inte-
gral intersection cocycle of any general position PL map K(1) → R2 is super-symmetrically
cohomologous to the zero map.
This follows by integral analogue of Lemma 2.4.4 and the analogue of 1.5.9.c.
2.4.3 Elementary formulation of the O¨zaydin theorem
Let K = (V,E, F ) be a 2-complex and f : K(1) → R2 a general position PL map. Orient the
edges and faces of K, i.e. take any cyclic orderings on the subsets. Denote by Kr the set of
ordered r-tuples (R1, . . . , Rr) of pairwise disjoint sets from V ⊔ E ⊔ F such that either
(A) two of the sets R1, . . . , Rr are edges and the other are faces, or
(B) one of the sets R1, . . . , Rr is a vertex and the other are faces.
20
Clearly,
• if |V | < 3r − 2, then Kr = ∅.
• (∆23r−3)
r is the set of ordered partitions of [3r − 2] into r non-empty subsets, each of
the subsets having at most 3 elements.
The r-fold intersection cocycle of f for K (and for given orientations) is a map
Kr → Z that assigns to r-tuple (R1, . . . , Rr) the number fR1 · . . . · fRr or −fR1 · . . . · fRr
in cases (A) or (B) above, respectively.21
Super-symmetric r-fold elementary coboundary and cohomology are defined analogously
to the case r = 2 considered in §2.4.2. The r-fold analogue of Lemma 2.4.4 is correct and is
proved analogously.
It would be interesting to know if the r-fold analogue of Proposition 2.4.5 is correct.
A map Kr → Z is called (super-symmetrically cohomologically) trivial if it is super-
symmetrically cohomologous to the zero map.
Proofs of the Topological Tverberg Theorem in the plane 2.3.2 show that if r is a prime
power, then for the complete 2-complex K = ∆23r−3 the r-fold intersection cocycle of every
general position PL map K(1) → R2 is non-trivial (for a prime r see §2.3.3, §2.3.4). This
is proved in [Vo96, Oz] in an equivalent form involving equivariant maps, see simplified
exposition in survey [Sk16, §2].
The number from Problem 2.3.7 is the sum of some values of the threefold intersection
cocycle (with certain coefficients).
Theorem 2.4.8 (O¨zaydin). If r is not a prime power, then for every 2-complex K the r-fold
intersection cocycle of any general position PL map K(1) → R2 is trivial.
This is implied by the following Proposition 2.4.9.b because when r is not a prime power,
the numbers r!/pαr,p, for all primes p < r, have no common multiple.
Proposition 2.4.9 (cf. Proposition 2.4.7). Let K be a 2-complex and f : K(1) → R2 a
general position PL map.
(a) Threefold intersection cocycle of f multiplied by 3 is trivial.
(b) If r is not a power of a prime p, then the r-fold intersection cocycle of f multiplied
by r!/pαr,p is trivial. Here αr,p is the power of p in the prime factorisation of r!, i.e. αr,p =∑∞
k=1
⌊
r
pk
⌋
.
20This is the d(r − 1)-skeleton of the simplicial r-fold deleted product of K. Cf. [Sk16, §1.4].
21This agrees up to sign with the definition of [MW15, Lemma 41.b] because by [MW15, (13) in p. 17]
ε2,2,...,2,0 is even and ε2,2,...,2,1,1 is odd.
The r-fold intersection cocycle depends on an arbitrary choice of orientations, but the triviality condition
defined below does not.
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Part (a) is a special case of part (b) for r = p+ 1 = 3.
The usual form of the O¨zaydin theorem [Sk16, Theorem 3.2] states the existence of
certain equivariant maps. Theorem 2.4.8 is equivalent to that statement because the r-
fold intersection cocycle equals to the obstruction cocycle [MW15, Lemma 41.b] which is
a complete obstruction to the existence of certain equivariant map [MW15, Theorem 40].
Analogously Proposition 2.4.9 is equivalent to the corresponding intermediate result from
the proof of the O¨zaydin theorem. See simplified exposition in survey [Sk16, §3.2].
It would be interesting to obtain a direct proof, cf. the above direct proofs of Propositions
1.5.13 and 2.4.7.
2.5 Appendix: some details to §2
2.1.2. If some three of these points lie on a line, then one of the points lies in the segment
with vertices at the two other points. If no three of these points lie on a line, then use
Proposition 2.1.3.
2.1.3. The convex hull of 4 points in general position is either a triangle or a quadrilateral.
In the case of a triangle, only partition {the vertices of the triangle, the remaining point}
has a nonempty intersection of the convex hulls of parts. In the case of a quadrilateral, only
partition {the ends of the first diagonal, the ends of the second diagonal} has a nonempty
intersection of the convex hulls of parts.
2.1.4. (c) Let us show that these points satisfy the required condition. Observe that
for each pair of intersecting segments there exists an isometry mapping from this pair to
one of the following pairs: {AB1, BA1}, {AO,A1B1}, {AO,BA1}. Also A1 = AO ∩ A1B1 =
AO ∩A1B belongs neither to △BC1C nor to △B1C1C, and AB1 ∩BA1 does not belong to
△ OC1C.
1
2
3
4
56
7
8
Figure 2.4: The convex octagon
2.1.5. (a) Denote the vertices of the octagon by 1 . . . 8 (in clockwise order, see fig. 2.4).
Decompose the vertices into three sets {1, 3, 5, 7}, {2, 6} and {4, 8}. The convex hulls of
these sets are quadrilateral 1357 and segments 26, 48, respectively. Clearly, segments 26 and
48 have an intersection point, say A. Clearly, A does not belong to any of the triangles 123,
345, 567, 781. Hence the three convex hulls have a common point.
(b) If the convex hull Z of given 11 points has at least eight vertices, then we can
decompose these points into three sets using (a). Otherwise, if Z has less than eight vertices,
then let the first set S1 of our partition be the set of these vertices. Since at least 4 points are
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left, we can decompose them into two sets with intersecting convex hulls. The intersection
point also belongs to the convex hull of S1.
(c) (Written by I. Bogdanov.) Let N = 9r + 1. Consider convex hulls for each 6r + 1
of required points. Any three of these convex hulls intersect because they have a common
point. Therefore by the Helly theorem they all have a common point (not necessary one of
the preceding points). Denote by O this common point. Let us prove that O a common
point of convex hulls of some r disjoint subsets.
(The following elegant property of O we will not use: on both sides of any line passing
through O there are at least 3r + 1 of the given points.)
Point O belongs to the convex hull of any 6r + 1 of these given points. In other words,
from any 6r + 1 of the given points we can choose three points such that the triangle with
vertices at this points contains point O. Let us choose this triangle, remove it, choose new
triangle, etc. This can be done at least r times.
2.2.1. (a) Take any point A 6∈ L in general position with the vertices of L and paint it
black. For any point B 6∈ L in general position with A and the vertices of L take a polygonal
line S in general position with L joining B to A. Paint B black if the number |S ∩L| is even
and white otherwise.
If B is not in general position with A and the vertices of L, take a small (2-dimensional)
triangle disjoint from L and whose interior contains B. The triangle contains some points
which was colored in previous paragraph. Obviously, their colors coincide. Paint B in the
same color.
By the Parity Lemma 1.3.7 this coloring is well-defined, i.e. does not depend on the
choice of S and of the disk.
When the point B passes to the adjacent domain, the number |S ∩L| changes parity. So
the adjacent domains have different colors.
(b) If we replace A by a close point, the coloring does not change. So we may assume
that A and the vertices of L, P are in general position. Join A to the ends of P by polygonal
lines S1 and S2 such that the vertices of L, P, S1, S2 are in general position. By the Parity
Lemma 1.3.7 the number |L ∩ (S1 ∪ P ∪ S2)| is even. Hence |S1 ∩ L| + |S2 ∩ L| ≡
2
|P ∩ L|.
So we have the required statement.
Proposition 2.5.1. In the plane take non-closed polygonal lines P and Q whose vertices
are in general position.
(a) For any pair (p, q) ∈ ∂(P ×Q) := (∂P ×Q)∪(P ×∂Q) we have p 6= q because vertices
of P and Q are in general position.
(b) Take corresponding PL maps p, q : [0, 1]→ R2. Then the number |P ∩Q| has the same
parity as the number of rotations of the vector p(x)−q(y) while (x, y) goes along the boundary
∂([0, 1]2) of the square [0, 1]2, and the number P ·Q equals to that number of rotations.
Sketch of a proof. Part (a) is obvious. If p(t) /∈ Q, then one can define (not as an integer) the
number of rotations for the restriction p|[0,t]. If p(t) ∈ Q, then these numbers of rotations for
restrictions p|[0,t−ε] and p|[0,t+ε] differ by ±1 (depending on the sign of the intersection point,
see fig. 1.4). This argument for (b) becomes rigorous after formally defining ‘the number of
rotations’.
Remark 2.5.2. An ordered partition (R1, . . . , Rr) of [3r − 2] = R1 ⊔ . . . ⊔ Rr into r sets
(possibly empty) is called rainbow if for every j = 1, . . . , r the set Rj intersects each of the
three sets {1, . . . , r−1}, {r, . . . , 2r−2}, {2r−1, . . . , 3r−3} by at most one element. Theorem
2.3.5 is true for ‘spherical’ replaced by ‘rainbow’ [BMZ15, Theorem 2.2], [MTW12, Theorem
2]. Observe that ‘spherical’ is the same as ‘rainbow’ for r = 3 but is different for r > 3. So
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the proofs of the topological Tverberg Theorem 2.3.2 from §2.3 (based on [VZ93]) and from
[BMZ15, MTW12] are different not only in exposition, they give different improvements.
For a generalization potentially containing yet another alternative proof of Theorems 2.3.2,
2.3.5 see [BMZ11].
Proofs of the following assertions are not hard and are omitted.
Assertion 2.5.3. In the plane take an oriented line l, non-closed polygonal lines P,Q, point
R and the modulo 2 interiors S, T of closed polygonal lines ∂S, ∂S, so that no line joining
two vertices of the polygonal lines or R is parallel to l. Denote by X the line parallel to l
passing through a point X , and by X± the two rays of X starting at X .
(a) We have
|R ∩ S| ≡
2
|R+ ∩ ∂S| ≡
2
|R− ∩ ∂S| and |P ∩Q| ≡
2
|∂P+ ∩Q|+ |P ∩ ∂Q−|.
(b) We have
(R · ∂S)(R · ∂T ) ≡
2
|R+ ∩ S ∩ ∂T |+ |R+ ∩ ∂S ∩ T |.
(c) If both ∂S and ∂T are oriented, then
(R · ∂S)(R · ∂T ) = R+ · ∂S · T +R+ · ∂T · S,
where ∂S and ∂T are considered as non-closed polygonal lines.
(d) We have
P ·Q · S ≡
2
|Q ∩ (P ◦ ∂S)|+ |∂Q ∩ (P ◦ S)|+ |Q ∩ (∂P ◦ S)|,
where for subsets X, Y ⊂ R2 we denote
X ◦ Y := {(x+ y)/2 : x ∈ X, y ∈ Y, y − x ↑↑ l}.
(e) If P,Q and ∂S are oriented, then P ◦ S is a closed naturally oriented polygonal line
and ∂P ◦ S is a union of two such polygonal lines. We have
±P ·Q · S = ∂Q · (P ◦ S) +Q · (P ◦ ∂S) +Q · (∂P ◦ S),
where we write ∂S to emphasize that P ◦ ∂S is considered as a non-closed polygonal line.
Figure 2.5: Configuration space
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An alternative proof of (a version of) Lemma 2.2.3. (There is analogous proof of Lemma
1.4.3.) Take an oriented line l in the plane and a general position PL map f : K4 → R
2 such
that no line joining two vertices of the polygonal lines forming f is parallel to l. Denote by
ijk × q and ij × kq the equalities of Assertion 2.5.3.a corresponding to f(ijk) ∩ f(q) and to
f(ij) ∩ f(kq), respectively. Sum up the 7 equalities
124× 3, 4× 123, 134× 2, 234× 1, 43× 12, 24× 13, 14× 23
(cf. figure 2.5). We obtain
ρ(f) ≡
2
|f(1) ∩ f(23)|+ |f(2) ∩ f(13)|+ |f(3) ∩ f(12)|.
The parity of the right-hand number clearly depends only on the order of the projections of
f(1), f(2), f(3) along l to some line. Then clearly ρ(f) = 1 ∈ Z2. (Cf. Remark 1.6.5.)
The definition of a degree can be found e.g. in [Ma03, §2.4], [Sk15, §8].
Assertion 2.5.4. Use the notation of Assertion 2.5.3. Assume that (n1, n2, n3) is either
(0, 2, 2) or (1, 1, 2).
If n1 = 0, then define f1 : D
0 → R2 by setting f(0) := R.
If n1 = 1, then take a general position PL map f1 : D
1 → R2 whose image is P .
If n2 = 1, then take a general position PL map f2 : D
1 → R2 whose image is Q.
If n2 = 2, then take a general position PL map f2 : D
2 → R2 such that f2(∂D
2) = ∂S
(but possibly f2(D
2) 6= S).
If n3 = 2, then take a general position PL map f3 : D
2 → R2 such that f3(∂D
2) = ∂T .
(a) Then for each (t1, t2, t3) ∈ D := D
n1×Dn2×Dn3 ∼= D4 the points f1t1, f2t2, f3t3 ∈ R
2
are not all equal (although two of them could coincide).
(b) For x1, x2, x3 ∈ R
2 which are not all equal define
S := x1 + x2 + x3, π
′ :=
(
x1 −
S
3
, x2 −
S
3
, x3 −
S
3
)
and π :=
π′
|π′|
.
This defines a map
π : (R2)3 − diag→ S3Σ3, where diag := {(x, x, x) ∈ (R
2)3 : x ∈ R2}.
So we obtain the map
π ◦ (f1 × f2 × f3) : ∂D → S
3
Σ3 .
The degree of this map (for the boundary of the product orientation of ∂D ∼= S3) equals
either to R · S · T or to P ·Q · S when (n1, n2, n3) is either (0, 2, 2) or (1, 1, 2), respectively.
(c) Let D∗ := Dn1 ∗Dn2 ∗Dn3 ∼= D6. The degree of the map π∗ ◦(f1∗f2∗f3) : ∂D
∗ → S5Σ3
defined after Theorem 2.3.13 (for the boundary of the join orientation of ∂D∗ ∼= S5) equals
either to R · S · T or to P ·Q · S when (n1, n2, n3) is either (0, 2, 2) or (1, 1, 2), respectively.
Assertion 2.5.5. (a) For every j ∈ [6] and spherical partition G of [6] − {j} there are
exactly two spherical partitions of [6] extending G.
(b) The set of all spherical partitions of [6] admits a chessboard coloring, i.e. a coloring in
two colors such that for every j ∈ [6] and spherical partition G of [6]−{j} the two spherical
partitions of [6] extending G have different colors.
(c) A 5-simplex of ∆5 ∗∆5 ∗∆5 corresponding to a partition R of [6] contains a 4-simplex
of ∆5 ∗∆5 ∗∆5 corresponding to a partition G of [6]− {j} if and only if R extends G.
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(d) Take the 5-simplex of ∆5 ∗∆5 ∗∆5 corresponding to a spherical partition (R1, R2, R3)
of [6]. If j ∈ Ri, then denote by ji the corresponding vertex of the 5-simplex. Orient the
5-simplex as (1i1, 2i2 , . . . , 6i6), where j ∈ Rij . Then such orientations of two 5-simplices
having a common 4-simplex disagree along this 4-simplex.
(e) Assume that a triangulation of an n-manifold and a collection of orientations on n-
faces is given, so that these orientations disagree along every (n − 1)-face. Assume further
that the faces admit a chessboard coloring. Then the manifold is orientable.
Proof of (a). The number j can be added to two among three sets in the partition G because
exactly one of the sets contains the ‘twin’ 7−j of j which cannot appear together with j.22
3 Conclusion: higher-dimensional generalizations
3.1 Radon, Tverberg and van Kampen–Flores theorems
A subset of Rd is convex, if for any two points from this subset the segment joining these
two points is in this subset. The convex hull of a subset X ⊂ Rd is the minimal convex set
that contains X .
Theorem 3.1.1 (Radon, cf. Theorem 2.1.2). For every integer d > 0 any d + 2 points in
R
d can be decomposed into two groups such that the convex hulls of the groups intersect.
See inductive geometric proofs in [Ko, Pe72].
Theorem 3.1.2 (Linear van Kampen–Flores). For every integer k > 0 from any 2k + 3
points in R2k one can choose two disjoint (k + 1)-tuples whose convex hulls intersect.
For k = 1 this is Proposition 1.1.1.a which implies linear non-planarity of the complete
graph K5 on 5 vertices. For k > 1 this implies linear non-realizability in R
2k of the complete
(k + 1)-homogeneous hypergraph on 2k + 3 vertices.
Theorem 3.1.3 (Tverberg, cf. Theorem 2.1.6). For every integers d, r > 0 any (d+ 1)(r−
1) + 1 points in Rd can be decomposed into r groups such that all the r convex hulls of the
groups have a common point.
Clearly, every (d+1)(r−1) points in general position in Rd (or vertices of a d-dimensional
simplex taken with multiplicity r−1, cf. Assertion 2.1.4.a) do not satisfy the property of the
Tverberg Theorem 3.1.3. So if one is bothered by remembering the number (d+1)(r−1)+1
from the Tverberg Theorem 3.1.3, one can remember that this is the minimal number such
that general position and calculation of the dimension of the intersection do not produce
a counterexample. Analogous remark holds for Theorems 3.1.1, 3.1.2, 3.1.5, 3.1.6 and (the
proved case when r is a power of a prime) of Conjecture 3.1.7.
22The proof of [MTW12, Lemma 8] essentially proves parts (a,b) (for (a) the chessboard terminology is
not required, see above). The first two sentences of [MTW12, Lemma 8] is a statement similar to parts (a,b)
in more sophisticated terminology involving Sarkaria-Onn transform (and in more generality). The paren-
thetical remark of [MTW12, Lemma 8] ‘(In topological terminology, this is the orientable pseudomanifold
property)’ does not follow from the first two sentences. However, this remark is really a remark not part
of the formal statement of that lemma, and is not formally used later in [MTW12]. Also, this remark does
follow from the first two sentences of [MTW12, Lemma 8] together with (generalizations of) Sarkaria-Onn
versions of (d,e). Note that the orientable pseudomanifold of [MTW12, Lemma 8] in the case correspond-
ing to the Topological Tverberg Theorem 2.3.2 (i.e. to d = 2, C1 = {1, . . . , r − 1}, C2 = {r, . . . , 2r − 2},
C3 = {2r − 1, . . . , 3r − 3}, C4 = {3r − 2}) is a join of three orientable pseudomanifolds, each of them being
the chessboard complex ∆r,r−1 with parameters r − 1, r.
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Conjecture 3.1.4 (Linear r-fold van Kampen–Flores). For every integers k, r > 0 from any
(r− 1)(kr+ 2) + 1 points in Rkr one can choose r pairwise disjoint (k(r− 1) + 1)-tuples all
the r convex hulls of the tuples have a common point.
This is true for a prime power r [Vo96’] and is an open problem for other r [Fr17,
beginning of §2].
Here the number (r−1)(kr+2)+1 is the least possible. Indeed, take in Rkr the vertices
of a kr-dimensional simplex and its center. Either take every of these kr + 2 points with
multiplicity r − 1 or for every point take close r − 1 points in general position. We obtain
(r − 1)(kr + 2) points in Rkr such that for any r pairwise disjoint (k(r − 1) + 1)-tuples all
the r convex hulls of the tuples do not have a common point. (For r = 3k = 3 cf. [Ma03,
Example 6.7.4]: ‘It is not known whether such triangles can always be found for 9 points in
R
3’.) See also [Ma03, Excercise 4 to §6.7].
Denote by ∆N the N -dimensional simplex.
Theorem 3.1.5 (Topological Radon theorem [BB79], cf. Theorem 2.2.2). For any contin-
uous map ∆d+1 → R
d there are two disjoint faces whose images intersect.
Theorem 3.1.6 (van Kampen–Flores). For any continuous map ∆2k+2 → R
2k there are two
disjoint k-dimensional faces whose images intersect.
For k = 1 this is Theorem 1.4.1 which implies non-planarity of K5. For k > 1 this implies
non-realizability in R2k of the complete (k+1)-homogeneous hypergraph on 2k+3 vertices.
The Topological Radon and the van Kampen–Flores Theorems 3.1.5 and 3.1.6 generalize
Radon and the Linear van Kampen–Flores Theorems 3.1.1 and 3.1.2. These results are nice
in themselves, and are also interesting because they are corollaries of the celebrated Borsuk-
Ulam Theorem (see e.g. [Sk16, §2.1]), of which the topological Radon Theorem 3.1.5 is also
a simplicial version. The PL (piecewise-linear) versions of the Topologival Radon and the
Linear van Kampen–Flores Theorems 3.1.5 and 3.1.6 are as interesting and non-trivial as
the stated topological versions.
The above results have ‘quantitative version’ analogous to Propositions 1.1.1.b and 2.2.3,
Lemmas 1.4.3 and 2.2.3, see e.g. [Sk16, §4.1].
For direct proofs of some implications between these results see [Sk16, §4].
Conjecture 3.1.7 (topological Tverberg conjecture). For every integers r, d and any con-
tinuous map f : ∆(d+1)(r−1) → R
d there are pairwise disjoint faces σ1, . . . , σr ⊂ ∆(d+1)(r−1)
such that f(σ1) ∩ . . . ∩ f(σr) 6= ∅.
This conjecture generalizes both the Tverberg and the topological Radon Theorems 3.1.3
and 3.1.5. It was considered a central unsolved problem of topological combinatorics. The
conjecture was posed in 1966 and finally solved in 2015. The conjecture was proved for
r a prime by I. Ba´ra´ny, S. Shlosman, A. Szu˝cs [BSS], and then for r a prime power by
M. O¨zaydin and A. Volovikov [Oz, Vo96]. Recently and somewhat unexpectedly, it turned
out that there are counterexamples for r not a prime power. For the counterexample papers
[Oz, Gr10, Fr15, BFZ, MW15] by M. O¨zaydin, M. Gromov, P. Blagojevic´, F. Frick, G. Ziegler,
I. Mabillard and U. Wagner are important, see surveys [BZ16, Sk16]. Counterexamples were
first constructed for d ≥ 3r + 1 and then for d ≥ 2r + 1 [AMS+]. For d ≤ 2r and r not a
prime power (e.g. for d = 2 and r = 6) this conjecture is still open.
Conjecture 3.1.8 (r-fold van Kampen–Flores). For every integers r, k > 0 and any con-
tinuous map f : ∆(kr+2)(r−1) → R
kr there are pairwise disjoint k(r − 1)-dimensional faces
σ1, . . . , σr ⊂ ∆(kr+2)(r−1) such that f(σ1) ∩ . . . ∩ f(σr) 6= ∅.
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This was proved for a prime power r by Volovikov [Vo96’] and disproved for other r by
Mabillard and Wagner [MW15]. Counterexamples were first constructed for k ≥ 3 [MW15]
and then for k = 2 [AMS+]. For k = 1 and r not a prime power this conjecture is still open.
See [Sk16, footnote 2].
The arguments for results of this subsection form a beautiful and fruitful interplay be-
tween combinatorics, algebra and topology, see survey [Sk16].
3.2 Algorithmic recognition of realizablity of hypergraphs
A complex is a collection of closed faces (=simplices) of some simplex.23 A k-complex is
a complex containing at most k-dimensional simplices. The body (or geometric realization)
|K| of a complex K is the union of simplices of K. Thus linear, piecewise-linear (PL)
and continuous maps |K| → Rd are defined. A (linear, PL or topological) embedding of a
complex is an injective linear, PL or continuous map of the body of the complex.
By general position, every k-complex linearly (and then PL and topologically) embeds into
R
2k+1, cf. General Position Theorem 1.1.2. Here the number 2k+1 is the least possible: for
every k there is a k-complex topologically (and then PL and linearly) non-embeddable into
R
2k. As an example one can take
• the k-skeleton of a (2k+2)-simplex (by the van Kampen–Flores Theorem 3.1.6; this is
K5 for k = 1),
• the (k + 1)-th join power of the three-point set ([vK32, Fl34], see a short proof of
non-embeddability in [Sk08, §5]; this is K3,3 for k = 1),
• the k-th power of a non-planar graph (conjectured by Menger in 1929, proved in
[Um78, Sk03]).
Remark 3.2.1. (a) For relations between linear and PL embeddability see Fary Theorem
1.2.1 (whose analogue for embedding 2-complexes in R2 is correct) and [MTW11, §2], [vK41,
PW].
(b) PL and topological embeddability of k-complexes into Rd are equivalent for d ≥ k+3
[Br72] or for d = k+1 = 3 [Mo77]. Apparently they are not equivalent for d−k ∈ {0, 1} (for
d = k = 5 because the double suspension over Poincare´ 3-sphere is homeomorphic to S5 but
not homeomorphic to S5, and for d = k+1 = 4 because a homology sphere with non-trivial
Rokhlin invariant topologically embeds into R4 but does not smoothly embed into R4). It
would be interesting to know if they are equivalent for d − k = 2. Cf. [MTW11, Appendix
C].
(c) ([MTW11, §2]; cf. Proposition 1.1.4) For every fixed d, k there is an algorithm for
recognition of linear embeddability of k-complexes in Rd.
Theorem 3.2.2 (cf. Proposition 1.2.2 and Theorem 2.4.1). For every fixed d, k such that
d ≥ 3k+3
2
there is a polynomial algorithm for recognition PL embeddability of k-complexes in
R
d.
In [CKV, text after Theorem 1.4], [ST17, §1] it is explained that this result follows from
[CKV, Theorem 1.1] and the Weber ‘configuration spaces’ embeddability criterion (stated
there or in the survey [Sk08, §8]).
The assumption of this theorem is fulfilled when d = 2k ≥ 6. The idea of proof for
d = 2k ≥ 6 generalizes proof Proposition 1.2.2.b, cf. §1.5.3 and [Sk, §5.6 ‘Algorithms for
recognition realizability of hypergraphs’]. Proof of the general case is more complicated.
23 This is an abbreviation of ‘an (abstract) finite simplicial complex’. In combinatorial terms, a complex
is a collection of subsets of a finite set such that if a subset A is in the collection, then each subset of A is
in the collection, A close but different notion widely studied in combinatorics is hypergraph. A hypergraph
(V, F ) is a finite set V together with a collection F ⊂ 2V of subsets of V .
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Conjecture 3.2.3. For every fixed d, k such that 3 ≤ d ≤ 3k
2
+1 the algorithmic problem of
recognizing linear embeddability of k-complexes into Rd is NP hard.24
Theorem 3.2.4 (NP -hardness; [MTW11, MRS+]). For every fixed d, k such that 3 ≤ d ≤
3k
2
+1 the algorithmic problem EMBED(k,d) of recognizing PL embeddability of k-complexes
into Rd is NP -hard.
For a ‘3-dimensional explanation’ of ideas of proof see [Sk, §5 ‘Realizability of hyper-
graphs’], cf. Propositions 1.1.3 and 1.6.1.
The following table summarizes the above and other results [MTW11, MST+] on the
algorithmic problem EMBED(k,d).
k\ d 2 3 4 5 6 7 8 9 10 11 12 13 14
1 P + + + + + + + + + + + +
2 P D,NPh NPh + + + + + + + + + +
3 D,NPh NPh NPh P + + + + + + + +
4 NPh UD NPh NPh P + + + + + +
5 UD UD NPh NPh P P + + + +
6 UD UD NPh NPh NPh P P + +
7 UD UD NPh NPh NPh P P P
The complexity of EMBED(k,d) (+ = always embeddable, P = polynomial-time solvable,
D = algorithmically decidable, NPh = NP-hard, UD = algorithmically undecidable)
3.3 Algorithmic recognition of almost realizablity of hypergraphs
A (continuous, or PL) map f : K → Rd from a complex K is an almost r-embedding if
f(σ1) ∩ . . . ∩ f(σr) = ∅ whenever σ1, . . . , σr are pairwise disjoint faces of K.
Remark 3.3.1. (a) In this language the Topological Tverberg Conjecture 3.1.7 and the
r-fold van Kampen–Flores Conjecture 3.1.8 state that
• for every integers r, d there are no almost r-embeddings ∆(d+1)(r−1) → R
d.
• for every integers r, k there are no almost r-embeddings of the union of k(r − 1)-faces
of ∆(kr+2)(r−1) in R
kr.
(b) The notion of an almost 2-embedding implicitly appeared in studies realizability of
graphs and hypergraphs (Theorems 1.4.1, 3.1.6 and 3.2.2). It was explicitly formulated in
the Freedman-Krushkal-Teichner work on the Van Kampen obstruction [FKT].
(c) Any sufficiently small perturbation of an almost r-embedding is again an almost
r-embedding. So the existence of a continuous almost r-embedding is equivalent to the
existence of a PL almost r-embedding, and to the existence of a general position PL almost
r-embedding. Cf. the Approximation Lemma 1.3.5.a.
See more introduction in [Sk16, §1.2].
24NP -hardness means that using a devise which solves EMBED(k,d) at 1 step, we can construct a poly-
nomial in n algorithm which recognizes if a boolean function of n variables is identical zero, the func-
tion given as a disjunction of some conjunctions of variables or their negations (e.g. f(x1, x2, x3, x4) =
x1x2x3 ∨ x2x3x4 ∨ x1x2x4).
M. Tancer suggests that it is plausible to approach the conjecture the same way as in [MTW11, ST17].
Namely, one can possibly triangulate the gadgets in advance and glue them together so that the ‘embeddable
gadgets’ would be linearly embeddable with respect to the prescribed triangulations. By using the same
triangulation on gadgets of same type, one can achieve polynomial size triangulation. Realization of this
idea should be non-trivial.
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Problem 3.3.2. Which 2-complexes admit a PL map to R2 without triple points? Which
2-complexes are PL almost 3-embeddable in R2? Are there algorithms for checking the above
properties of 2-complexes? Same questions for R2 replaced by R3, or for ‘triple’ and ‘almost
3-embeddable’ replaced by ‘r-tuple’ and ‘almost r-embeddable’.25
Theorem 3.3.3 ([MW16, AMS+, Sk17, Sk17o]). For every fixed k, d, r such that either
rd ≥ (r + 1)k + 3 or d = 2r = k + 2 6= 4 there is a polynomial algorithm for checking PL
almost r-embeddability of k-complexes in Rd.
For (r − 1)d = rk Theorem 3.3.3 was deduced in [MW15, AMS+] from Theorem 3.3.4
below.
For a version of Theorem 3.2.4 with ‘PL embeddability’ replaced by ‘PL almost 2-
embeddability’ see [ST17].
We shall state the O¨zaydin theorem (generalizing the O¨zaydin Theorem in the plane
2.4.8) in the simplified form of Theorem 3.3.5. This is different from the standard form [Sk16,
O¨zaydin Theorem 3.3] but is equivalent to the standard form by a proposition of Mabillard-
Wagner [Sk16, Proposition 3.4]. For the statement we need the following definitions.
Figure 3.1: A 3-fold point and its 3-intersection sign
Let K be a k(r − 1)-complex for some k ≥ 1, r ≥ 2, and f : K → Rkr a PL map in
general position.
Then preimages y1, . . . , yr ∈ K of any r-fold point y ∈ R
kr (i.e., of a point having r
preimages) lie in the interiors of k(r − 1)-dimensional simplices of K. Choose arbitrarily
an orientation for each of the k(r − 1)-simplices. By general position, f is affine on a
neighborhood Uj of yj for each j = 1, . . . , r. Take a positive basis of k vectors in the oriented
normal space to oriented fUj . The r-intersection sign of y is the sign ±1 of the basis in R
kr
formed by r such k-bases. See figs. 1.4 and 3.1.
(This is classical for r = 2, §1.3, and is analogous for r ≥ 3, cf. [MW15, § 2.2], §2.3.3.)
We call the map f a Z-almost r-embedding if fσ1 · . . . · fσr = 0 whenever σ1, . . . , σr are
pairwise disjoint simplices ofK. Here the algebraic r-intersection number f(σ1)·. . .·f(σr) ∈ Z
is defined as the sum of the r-intersection signs of all r-fold points y ∈ fσ1 ∩ . . . ∩ fσr. The
sign of fσ1 · . . . · fσr depends on an arbitrary choice of orientations for each σi and on the
order of σ1, . . . , σr, but the condition fσ1 · . . . · fσr = 0 does not. See fig. 1.5 for r = 2.
Clearly, an almost r-embedding is a Z-almost r-embedding.
25Analogous problems for maps from graphs to the line are investigated in studies of cutwidth, see [TSB,
LY04, Kho] and references therein.
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Theorem 3.3.4 ([MW15, AMS+]; cf. Theorems 1.5.2 and 2.4.2.a). For every integers k ≥ 2
and r > 0 if k+ r ≥ 5 and there is a Z-almost r-embedding of a k(r− 1)-complex K in Rkr,
then there is an almost r-embedding of K in Rkr.
Theorem 3.3.5. If r is not a prime power and k > 0 is an integer, then there is a Z-almost
r-embedding of every k(r − 1)-complex in Rkr.
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