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HOMOGENEOUS AND INHOMOGENEOUS ISOPARAMETRIC
HYPERSURFACES IN RANK ONE SYMMETRIC SPACES
JOSE´ CARLOS DI´AZ-RAMOS, MIGUEL DOMI´NGUEZ-VA´ZQUEZ,
AND ALBERTO RODRI´GUEZ-VA´ZQUEZ
Abstract. We conclude the classification of cohomogeneity one actions on symmetric
spaces of rank one by classifying cohomogeneity one actions on quaternionic hyperbolic
spaces up to orbit equivalence. As a by-product of our proof, we produce uncountably
many examples of inhomogeneous isoparametric families of hypersurfaces with constant
principal curvatures in quaternionic hyperbolic spaces.
1. Introduction
Riemannian geometry, in a very broad sense, can be understood as the study of those
properties of a smooth manifold that are invariant under isometries. Among Riemannian
manifolds with large isometry groups, Riemannian symmetric spaces stand out as a class
of their own, not only in Riemannian Geometry, but also in Lie group theory or Global
Analysis. In this class, Euclidean spaces and symmetric spaces of rank one are the most
popular in Riemannian geometry. It has been an interesting problem to study isometric
actions on manifolds with large isometry groups, and several types of them have been in-
vestigated over the years. One of the most important families of isometric actions is that of
cohomogeneity one, that is, proper isometric actions whose orbit space is one-dimensional,
or in other words, whose principal orbits are hypersurfaces. Cohomogeneity one actions
have recently been of great interest for the construction of geometric structures, such as
Einstein metrics, Ricci solitons, special holonomy, or minimal hypersurfaces, among others.
However, it is also a natural and important problem to find all cohomogeneity one
actions on a given Riemannian manifold, usually just up to orbit equivalence. This is a
classical problem in submanifold geometry that traces back to the time of E´. Cartan, and
which turns out to be equivalent to the classification of homogeneous hypersurfaces up to
isometric congruence. By both historical and mathematical reasons, it has frequently been
linked to the investigation of the so-called isoparametric hypersurfaces.
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A hypersurface is called isoparametric if its nearby equidistant hypersurfaces have con-
stant mean curvature. Thus, every homogeneous hypersurface is isoparametric. In the
30s, Cartan himself studied the converse implication. Since all the examples known to him
(which included all isoparametric hypersurfaces in Euclidean and real hyperbolic spaces,
and all isoparametric hypersurfaces with up to three principal curvatures in spheres) were
homogeneous, he posed the question: is it true that an isoparametric hypersurface is ho-
mogeneous? A surprising negative answer to this question arrived almost forty years later,
with the construction of the first examples of inhomogeneous isoparametric hypersurfaces in
spheres by Ozeki and Takeuchi [32], soon generalized by Ferus, Karcher and Mu¨nzner [22].
These examples led to an added difficulty in the classification problem of isoparametric
hypersurfaces in spheres, which has given rise to outstanding results over the last few years
[12, 24, 30, 34, 13, 14]. Other inhomogeneous isoparametric hypersurfaces have been found
in symmetric spaces such as complex and quaternionic projective spaces [20, 21] and in
certain symmetric spaces of non-compact type, such as complex hyperbolic spaces [17],
or more generally, the symmetric spaces with Dynkin diagram of (BCr)-type [15, 19].
However, none of these examples, unlike the ones in spheres, have constant principal cur-
vatures, with only one remarkable exception: one inhomogeneous family of isoparametric
hypersurfaces with constant principal curvatures in the Cayley hyperbolic plane [15].
The classification of cohomogeneity one actions up to orbit equivalence in Euclidean
spaces follows from the classification of isoparametric hypersurfaces in Rn obtained by
Segre [33]. In symmetric spaces of compact type and rank one, the corresponding classifi-
cation follows from several works. In spheres it was obtained by Hsiang and Lawson [23],
in complex projective spaces by Takagi [36], and in quaternionic projective spaces and the
Cayley plane by Iwata [25, 26]. There is also a classification of cohomogeneity one actions
on irreducible symmetric spaces of compact type due to Kollross [28].
The problem is more difficult in the non-compact case. The main reason is that, unlike
in the compact setting, there are two main types (namely, reductive and parabolic) of
maximal subgroups of the isometry group of a symmetric space of non-compact type, and
parabolic subgroups contain many subgroups that act transitively on the space. Thus, the
investigation of orbits of subgroups of a parabolic subgroup frequently leads to complicated
linear algebra or combinatorial problems (in certain sense similar, for example, to the ones
arising in the outstanding classification problem of totally geodesic submanifolds [27]), for
which very few ideas have been developed (cf. [4, 6, 16]). The first classification result
of cohomogeneity one actions on a symmetric space of non-compact type was given by
Cartan [11] for real hyperbolic spaces, while he was studying isoparametric hypersurfaces
in spaces of constant curvature. However, the classification in complex hyperbolic spaces
and the Cayley hyperbolic plane, due to Berndt and Tamaru [5], only arrived seventy years
later. There are several structural results for symmetric spaces of non-compact type [3, 6],
but a full classification is still not available, not even in quaternionic hyperbolic spaces.
This is precisely the point where we start our study. The main aim of this article
is to classify cohomogeneity one actions on quaternionic hyperbolic spaces up to orbit
equivalence. Our method relies partially on the ideas developed in [5], where it is proved
that this classification can be reduced to a certain problem that we solve in this paper.
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The first main result of this article can be stated in terms of quaternionic algebra. We
denote byH the real division algebra of the quaternions, endowed with its standard complex
structures i, j and k. Let Hn be a right quaternionic vector space of dimension n. The
compact symplectic group Sp(n) is the group of quaternionic matrices (acting on the left
on Hn) that preserve the standard quaternionic bilinear form
∑n
i=1 v¯iwi, where v, w ∈ Hn,
and bar denotes conjugation. This bilinear form naturally induces an inner product in Hn
that makes it isometric with R4n. By J we will denote the quaternionic structure of Hn,
that is, the subspace of real endomorphisms of Hn generated by the right multiplications
by i, j and k, which can therefore be seen as the Lie algebra of Sp(1).
We also consider the Lie group Sp(1)Sp(n) = Sp(1) × Sp(n)/Z2, which acts on Hn as
(q, A) · v = Avq−1. This is an important group in Differential Geometry, as it arises in
Berger’s holonomy list, that is, the list of Lie groups which can be realized as the holonomy
of irreducible, simply connected and non-locally symmetric Riemannian manifolds. Thus,
a Riemannian manifold is called quaternionic Ka¨hler if it has dimension 4n, is not Ricci-
flat, and its holonomy is isomorphic to a subgroup of Sp(1)Sp(n), n ≥ 2. The simplest
examples of symmetric, quaternionic Ka¨hler spaces are the quaternionic projective spaces,
and their non-compact duals, the quaternionic hyperbolic spaces. In any case, understand-
ing algebraic properties linked to holonomy groups is a first fundamental step towards the
study of more geometric questions, such as those related to curvature (e.g. the celebrated
LeBrun-Salamon conjecture [29]) or submanifolds (e.g. the theory of calibrations [10]).
Similarly, the problem of submanifold geometry that we address in this paper relies on a
linear algebraic problem that we describe below.
We say that a real subspace V of Hn is protohomogeneous if there exists a connected Lie
subgroup of Sp(1)Sp(n) that acts transitively on the unit sphere of V . A protohomogeneous
subspace of Hn has constant quaternionic Ka¨hler angle, a concept that is central in our
study and that we recall now. Let πV denote the orthogonal projection onto a vector
subspace V , and define
PJ = πV ◦ J, where J ∈ J.
We say that V has constant quaternionic Ka¨hler angle (ϕ1, ϕ2, ϕ3), with ϕ1 ≤ ϕ2 ≤ ϕ3, if
for any v ∈ V the symmetric bilinear form
Lv : J× J→ R, Lv(J, J ′) = 〈PJv, PJ ′v〉,
has eigenvalues cos2(ϕi)〈v, v〉, i ∈ {1, 2, 3}. We point out here the fact that the bilinear
forms Lv, v ∈ V , described above do not necessarily diagonalize simultaneously (although
we can prove a priori that they do so for protohomogeneous subspaces of dimension greater
or equal than 5, see Corollary 4.2, and by classification results for dimension different
from 3).
The first main result of this article is to classify, up to congruence by elements in
Sp(1)Sp(n), protohomogeneous subspaces of Hn. We state here the moduli space of such
subspaces of dimension k in Hn by presenting their possible quaternionic Ka¨hler angles.
In Theorem A, and in what follows, ⊔ denotes disjoint union.
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Theorem A. The moduli space Mk,n of non-zero protohomogeneous subspaces of dimen-
sion k in Hn, up to congruence in Sp(1)Sp(n), is described in the following table:
Mk,n k ≤ n n < k ≤ 4n3 4n3 < k ≤ 2n k > 2n
k ≡ 0 (mod 4) (R+4 \R−4 ) ⊔ (R−4 × Z2) S {(0, ϕ, ϕ)}ϕ∈[0,pi2 ] {(0, 0, 0)}
k ≡ 2 (mod 4) {(ϕ, π
2
, π
2
)}ϕ∈[0,pi
2
] {(0, π2 , π2 )} {(0, π2 , π2 )} ∅
k 6= 3 odd {(π
2
, π
2
, π
2
)} ∅ ∅ ∅
k = 3 (R+3 \R−3 ) ⊔ (R−3 × Z2) ∅ {(ϕ, ϕ, π2 )}ϕ∈{0,pi3 } {(0, 0, π2 )}
where Λ = {(ϕ1, ϕ2, ϕ3) ∈ [0, π/2]3 : ϕ1 ≤ ϕ2 ≤ ϕ3}, and
R+3 = {(ϕ, ϕ, π/2) ∈ Λ : ϕ ∈ [0, π/2]},
R−3 = {(ϕ, ϕ, π/2) ∈ Λ : ϕ ∈ [π/3, π/2)},
R+4 = {(ϕ1, ϕ2, ϕ3) ∈ Λ : cos(ϕ1) + cos(ϕ2)− cos(ϕ3) ≤ 1},
R−4 = {(ϕ1, ϕ2, ϕ3) ∈ Λ : cos(ϕ1) + cos(ϕ2) + cos(ϕ3) ≤ 1, ϕ3 6= π/2},
S = {(ϕ1, ϕ2, ϕ3) ∈ Λ : cos(ϕ1) + cos(ϕ2) + ε cos(ϕ3) = 1, for ε = 1 or ε = −1}.
This classification includes typical examples such as totally real subspaces (precisely
those with quaternionic Ka¨hler angle (π/2, π/2, π/2)), totally complex subspaces (with
quaternionic Ka¨hler angle (0, π/2, π/2)), quaternionic subspaces (with quaternionic Ka¨hler
angle (0, 0, 0)), subspaces of constant Ka¨hler angle ϕ ∈ (0, π/2) inside a totally complex
vector subspace (with quaternionic Ka¨hler angle (ϕ, π/2, π/2)), complexifications of sub-
spaces of constant Ka¨hler angle ϕ ∈ (0, π/2) in a totally complex subspace (with quater-
nionic Ka¨hler angle (0, ϕ, ϕ)), and (ImH)v, v ∈ Hn, v 6= 0 (with quaternionic Ka¨hler angle
(0, 0, π/2)). However, there are some other non-classical examples. Some of them were
introduced in [15], but there are some others, which are basically presented and classified
in Section 5. A basis of these subspaces can be calculated explicitly, but for R±3 and R
±
4
its expression is rather long. See Proposition 5.3 for R±3 and Propositions 5.10 and 6.1 for
R±4 to get further details. Furthermore, there are non-congruent subspaces of H
n with the
same Ka¨hler angles. These correspond precisely to the intersections R+3 ∩R−3 = R−3 and
R+4 ∩R−4 = R−4 .
We point out here three main tools that have been essential to obtain this classification.
First we use the classical generalization of the hairy ball theorem regarding the possi-
ble rank of continuous distributions on spheres [35] in order to reduce the classification
problem of real subspaces of Hn with constant quaternionic Ka¨hler angle to subspaces of
dimensions 3 and multiples of 4 (Section 3). Secondly, we provide a Lie theoretic argu-
ment relying on results by Borel [9] and Montgomery and Samelson [31] on groups acting
effectively and transitively on spheres, to prove that, for subspaces of dimension greater or
equal than 5, the maps Lv that are used to define quaternionic Ka¨hler angle diagonalize
simultaneously (Corollary 4.2). In third place, using the previous results, we can show that
a protohomogeneous subspace of dimension 4l is the sum of protohomogeneous subspaces
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of dimension 4 with the same quaternionic Ka¨hler angle (Section 4.2). All this reduces
the classification of protohomogeneous subspaces to dimensions 3 and 4. At this stage,
we actually obtain the more general classification of real subspaces of dimensions 3 and 4
with constant quaternionic Ka¨hler angle. This is a (hard) problem of linear algebra that
is solved in Section 5.
The first consequence of Theorem A is the classification of cohomogeneity one actions
on quaternionic hyperbolic spaces HHn+1 up to orbit equivalence. In fact, Berndt and
Tamaru explained in [5] how to obtain this classification. Consider the symmetric pair
(G,K) = (Sp(1, n + 1), Sp(1) × Sp(n + 1)) representing the symmetric space HHn+1.
We denote by g = k ⊕ p the corresponding Cartan decomposition, and let a be a maxi-
mal abelian subspace of p, which is one-dimensional because HHn+1 is of rank one. Let
g = g−2α ⊕ gα ⊕ g0 ⊕ gα ⊕ g2α be the restricted root space decomposition of g with re-
spect to a. Then, gα is isomorphic to a quaternionic vector space H
n endowed with the
standard quaternionic bilinear form, and K0 ∼= Sp(1)× Sp(n), the connected Lie subgroup
of G whose Lie algebra is k0 = g0∩k = Nk(a), normalizes gα and acts on gα in the canonical
way. The classification of cohomogeneity one actions on HHn+1 can be obtained if we de-
termine the protohomogeneous subspaces V of gα ∼= Hn. If V is such a protohomogeneous
subspace, we define the Lie subalgebra sV = a ⊕ (gα ⊖ V ) ⊕ g2α of g, and denote by SV
the connected Lie subgroup of G with Lie algebra sV (throughout this article ⊖ denotes
the orthogonal complement of a vector subspace). Then N0K0(SV )SV = N
0
K0
(V )SV acts on
HHn+1 with cohomogeneity one, where N0K0(·) denotes the connected component of the
identity of the normalizer in K0. Knowing all such subspaces V up to congruence by an
element of Sp(1)Sp(n) determines all cohomogeneity one actions on HHn+1 up to orbit
equivalence.
Roughly twenty years after Berndt and Bru¨ck [2] announced the first examples of coho-
mogeneity one actions using this procedure, we obtain the full classification of cohomogene-
ity one actions on quaternionic hyperbolic spaces up to orbit equivalence as a consequence
of Theorem A. Together with the results by Berndt and Tamaru [5], this finishes the
classification of cohomogeneity one actions on non-compact symmetric spaces of rank one:
Theorem B. The moduli space of cohomogeneity one actions on HHn+1 up to orbit equiv-
alence is given by the disjoint union
{N,K, SU(1, n+ 1)} ⊔
4n⊔
k=1
Mk,n.
The actions referenced here are:
(1) N : the action that produces a horosphere foliation.
(2) K: the action that produces a family of geodesic spheres centered at a point.
(3) SU(1, n+1): the action that produces a family of tubes around a totally geodesic CHn+1.
(4) Mk,n: the cohomogeneity one actions of the connected Lie subgroups of Sp(1, n + 1)
with Lie algebras Nk0(V )⊕a⊕ (gα⊖V )⊕g2α, where V is a protohomogeneous subspace
of dimension k of gα ∼= Hn.
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We note that, in this classification, the action of Sp(1, ℓ)× Sp(n+ 1− ℓ) ⊂ Sp(1, n+ 1)
which gives tubes around a totally geodesic lower dimensional quaternionic hyperbolic
space HHℓ, ℓ ∈ {1, . . . , n}, in HHn+1 are included in item (4), where in this case V is a
quaternionic subspace of gα ∼= Hn (hence, of quaternionic Ka¨hler angle (0, 0, 0)) of real
dimension k = 4(n− ℓ+ 1). Moreover, if we take V a line in gα (i.e. k = 1), then N0K0(V )
is trivial and we recover the action that gives rise to the so-called solvable foliation [4].
In our study of protohomogeneous subspaces of Hn we have also encountered non-
congruent pairs of subspaces with the same constant quaternionic Ka¨hler angles. Moreover,
we prove in Section 6 that an H-orthogonal direct sum of subspaces of dimension 4 with the
same constant quaternionic Ka¨hler angle is protohomogeneous if and only if any two factors
are congruent under an element of Sp(n). However, even if that direct sum is not proto-
homogeneous, it has constant quaternionic Ka¨hler angle in some cases. Thus, if we take
V a non-protohomogeneous subspace with constant quaternionic Ka¨hler angle as above,
and denote by SV the subgroup of G whose Lie algebra is sV = a⊕ (gα ⊖ V )⊕ g2α, then:
(1) since V has constant quaternionic Ka¨hler angle, tubes around SV · o are isoparametric
and have constant principal curvatures by [15, Theorem 4.5], and (2) these tubes are not
homogeneous by [5, Theorem 4.1]. Hence, we have the following remarkable consequence:
Theorem C. There exist uncountably many inhomogeneous isoparametric families of hy-
persurfaces with constant principal curvatures in HHn+1 with n ≥ 7, up to congruence.
We recall that the only examples of inhomogeneous isoparametric families of hypersur-
faces with constant principal curvatures known so far in any irreducible Riemannian sym-
metric space are the celebrated examples in spheres by Ferus, Karcher and Mu¨nzner [22]
and a single example found in the Cayley hyperbolic plane [15]. Thus, this is the first time
an uncountable collection of such examples is produced in some symmetric space.
This article is organized as follows. We recall some basic facts about symmetric spaces
in §2.1, and of cohomogeneity one actions in §2.2. The fundamental concept of quater-
nionic Ka¨hler angle is recalled in Subsection 2.3 together with some important notation
that will be used throughout this article. In Section 3 we use a generalization of the
hairy ball theorem to rule out several possibilities for quaternionic Ka¨hler angles. Then,
in Subsection 4.1 we prove a simultaneous diagonalization result for subspaces of constant
quaternionic Ka¨hler angle. This is used in §4.2 to prove a factorization theorem for proto-
homogeneous subspaces of dimension multiple of 4. Altogether, this reduces our study to
dimensions 3 (§5.1) and 4 (§5.2). The existence of inhomogeneous isoparametric hypersur-
faces with constant principal curvatures in quaternionic hyperbolic spaces (Theorem C) is
established in Section 6. We finally prove Theorems A and B in Section 7.
2. Preliminaries
We start this section by recalling the main known results concerning cohomogeneity
one actions on symmetric spaces of non-compact type and rank one. Cohomogeneity one
actions with a non-totally geodesic singular orbit are built using the concept of quaternionic
Ka¨hler angle, which we recall in this section. Also, we will present some properties and
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sumarize all the examples of subspaces with constant quaternionic Ka¨hler angle known up
to the present. The main references for these notions and results are [2], [5], and [15].
2.1. Symmetric spaces of non-compact type and rank one.
Hurwitz’s theorem asserts that any normed real division algebra F is isomorphic to R,
C, H or O. The hyperbolic spaces over these algebras constitute the symmetric spaces of
non-compact type and rank one. In other words, ifM is a symmetric space of non-compact
type and rank one, then M is either a real hyperbolic space RHn+1, n ≥ 1, a complex
hyperbolic space CHn+1, n ≥ 1, a quaternionic hyperbolic space HHn+1, n ≥ 1, or the
Cayley hyperbolic plane OH2. As a symmetric space, any of these manifolds M can be
identified with a quotient G/K of Lie groups, where G is the connected component of the
identity of the isometry group ofM , up to a finite covering, and K is the isotropy subgroup
of G corresponding to a certain point o ∈M that we fix from now on. Then one can take
G = SO0(1, n+1), SU(1, n+1), Sp(1, n+1), F−204 and K = SO(n+1), S(U(1)×U(n+1)),
Sp(1)× Sp(n+ 1), Spin(9), depending on whether F = R, C, H, O, respectively.
We denote by g and k the Lie algebras of G and K, respectively, by B the Killing form
of g, and by θ the Cartan involution of g with respect to k. Let g = k ⊕ p be the Cartan
decomposition of g induced by θ. We have that 〈X, Y 〉 = −B(X, θY ) is an inner product
that restricted to p induces a Riemannian metric on G/K that makes G/K isometric to
M , up to homothety.
Let a be a maximal abelian subspace of p, which is one-dimensional as M has rank
one, and let g = g−2α ⊕ gα ⊕ g0 ⊕ gα ⊕ g2α be the corresponding restricted root space
decomposition of g. Here, the root space g0 splits as g0 = k0⊕a, where k0 is the Lie algebra
of K0 = NK(a), the normalizer of a in K, which also normalizes gα and centralizes g2α.
Moreover, g = k ⊕ a ⊕ n, where n = gα ⊕ g2α, is an Iwasawa decomposition of g. When
F = R, we have g−2α = g2α = 0 and n is abelian. Otherwise, n is only two-step nilpotent.
In fact, n is isomorphic to the (2n+1)-dimensional Heisenberg algebra when F = C and to
a certain generalized Heisenberg algebra if F ∈ {H,O} (see [7]). Moreover, g2α, the center
of n, is equal to the derived algebra of n, and has dimension 1, 3 or 7 for F = C, H or O,
respectively. In addition to this, we can identify gα with R
n, Cn, Hn, O for F = R, C, H,
O, respectively. Indeed, gα is a Clifford module over Cl(m), where m = dim g2α, which is
the sum of equivalent Clifford modules if m = 3, and is irreducible if m = 7.
The subalgebra a⊕n of g is solvable and n is its derived subalgebra. We denote by A and
by N the connected closed Lie subgroups ofG with Lie algebras a and n, respectively. Then,
G = KAN is an Iwasawa decomposition of G and AN is diffeomorphic toM . Furthermore,
if we pull back the metric on M to AN we get a left-invariant Riemannian metric on AN .
Thus, M is isometric to the solvable Lie group AN endowed with a left-invariant metric.
As such, it is an example of a Damek-Ricci space (see [7]).
2.2. Cohomogeneity one actions on hyperbolic spaces.
We can distinguish three different classes of cohomogeneity one actions on symmetric
spaces of non-compact type and rank one, up to orbit equivalence. It was shown in [2] that
any such action has at most one singular orbit.
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Actions with no singular orbit.
Berndt and Tamaru [4] classified actions without singular orbits. They proved that there
are exactly two such actions up to orbit equivalence.
(i) The action of N on FHn+1 has cohomogeneity one. The orbits of this action are
mutually congruent horospheres which form a regular Riemannian foliation on FHn+1,
called the horosphere foliation.
(ii) Let S be the connected Lie subgroup of AN with Lie algebra s = a⊕w⊕z, where w is
a vector subspace of gα of codimension one. Different choices of w lead to conjugate
actions. The action of S on FHn+1 has cohomogeneity one and its orbits form a
regular Riemannian foliation on FHn+1, called the solvable foliation.
Actions with a totally geodesic singular orbit.
Berndt and Bru¨ck [2] classified cohomogeneity one actions on FHn+1 with a totally
geodesic singular orbit F . The remaining orbits, which are principal, are tubes around the
totally geodesic submanifold F , where:
(i) F = R: F ∈ {point,RH1, . . . ,RHn−1};
(ii) F = C: F ∈ {point,CH1, . . . ,CHn,RHn+1};
(iii) F = H: F ∈ {point,HH1, . . . ,HHn,CHn+1};
(iv) F = O: F ∈ {point,OH1,HH2}.
Actions with a non-totally geodesic singular orbit.
Berndt and Tamaru [5] gave a construction method of all cohomogeneity one actions
with a non-totally geodesic singular orbit in hyperbolic spaces. Such actions only appear
if F 6= R. We recall that K0 acts on gα by the adjoint representation, and hence, if V is
a real subspace of gα, N
0
K0
(V ) will denote the connected component of the identity of the
normalizer of V in K0.
Theorem 2.1. Let g = k ⊕ a ⊕ n be an Iwasawa decomposition of the Lie algebra of the
isometry group of the hyperbolic space M = FHn+1, F ∈ {C,H,O}.
(i) Let V be a non-zero vector subspace of gα such that N
0
K0
(V ) acts transitively on
the unit sphere of V . Denote by gα ⊖ V the orthogonal complement of V in gα.
Then the connected subgroup of G with Lie algebra Nk0(V ) ⊕ a ⊕ (gα ⊖ V ) ⊕ g2α
acts on M with cohomogeneity one, and the orbit through o is singular, provided that
dimV ≥ 2. Furthermore, every cohomogeneity one action on M with a non-totally
geodesic singular orbit can be obtained in this way up to orbit equivalence.
(ii) Let V and V ′ be vector subspaces of gα as in (i), and assume that the corresponding
cohomogeneity one actions have non-totally geodesic singular orbits. Then, these
actions are orbit equivalent if and only if there exists k ∈ K0 such that Ad(k)V = V ′.
2.3. Quaternionic Ka¨hler angle.
The metric and the quaternionic Ka¨hler structure on HHn+1 induce a positive definite
inner product 〈·, ·〉 on gα and a quaternionic structure J on gα, respectively, such that gα
is isomorphic to Hn as a (right) quaternionic Euclidean space. Here, by a quaternionic
structure J we understand a 3-dimensional vector subspace of EndR(H
n), the space of real
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endomorphisms of Hn ∼= R4n, admitting a basis {J1, J2, J3} of orthogonal transformations
of Hn ∼= R4n such that J2i = − Id and JiJi+1 = Ji+2 = −Ji+1Ji, for each i ∈ {1, 2, 3}
(indices modulo 3). Such a basis is called a canonical basis of the quaternionic structure J.
Sometimes it is helpful to regard J as endowed with a positive definite inner product that
makes it isometric to the Euclidean 3-space R3, and such that the elements of J that are
orthogonal complex structures of Hn constitute the unit sphere S2 ⊂ J with respect to such
inner product. Throughout this article, if v is a vector in Hn and V is a real subspace of Hn
(i.e. a vector subspace of the real vector space R4n with the underlying real vector space
structure of Hn), we will denote by Hv = Rv ⊕ Jv and by HV = V + JV the quaternionic
spans of v ∈ Hn and of V ⊂ Hn, respectively; sometimes we will also write (ImH)v to
refer to Jv.
Theorem 2.1 shows the crucial role played by real subspaces V of gα ∼= Hn and their
behavior with respect to K0 in the classification problem of cohomogeneity one actions on
HHn+1. Note that the effectivization of K0 on gα ∼= Hn is the Lie group Sp(1)Sp(n) =
(Sp(1) × Sp(n))/{±(1, Id)}, which acts in the standard way: (q, A) · v = Avq−1, where
q ∈ Sp(1) and A ∈ Sp(n). Thus, in this subsection we gather some important terminology
and useful facts to study real subspaces of a quaternionic Euclidean space, up to congruence
by elements of Sp(1)Sp(n).
Firstly, motivated by Theorem 2.1, we will say that a real subspace V ⊂ Hn is pro-
tohomogeneous if there is a connected subgroup of Sp(1)Sp(n) that acts transitively on
the unit sphere of V . Equivalently, V is protohomogeneous if the connected Lie group
N0Sp(1)Sp(n)(V ) acts transitively on the unit sphere of V . Note that protohomogeneous sub-
spaces V of gα ∼= Hn are precisely those inducing cohomogeneity one actions on HHn+1
via the construction in Theorem 2.1(i). We will also say that two real subspaces V and
W of Hn are equivalent if there exists an element T ∈ Sp(1)Sp(n) such that TV = W .
Observe that, by Theorem 2.1(ii), V andW are equivalent protohomogeneous subspaces of
gα ∼= Hn if and only if they induce orbit equivalent cohomogeneity one actions on HHn+1.
Let us now recall a useful description of the action of Sp(1)Sp(n) onHn. Let {X1, . . . , Xn}
and {Y1, . . . , Yn} be two H-orthonormal bases of Hn, and let {J1, J2, J3} and {J ′1, J ′2, J ′3}
be two canonical bases of the quaternionic structure of Hn. Then, there exists a unique
T ∈ Sp(1)Sp(n) such that T (Xi) = Yi and TJj = J ′jT for all i ∈ {1, . . . , n} and all j ∈
{1, 2, 3}. Conversely, any R-linear endomorphism of Hn which maps H-orthonormal bases
of Hn to H-orthonormal bases of Hn and intertwines canonical bases of the quaternionic
structure of Hn in the above described fashion lies in Sp(1)Sp(n).
Let V be a real vector subspace of the quaternionic Euclidean space Hn. The Ka¨hler
angle of a non-zero vector v ∈ V with respect to a non-zero J ∈ J and V is defined to be the
angle between Jv and V . Equivalently, it is the value ϕ ∈ [0, π/2] such that 〈PJv, PJv〉 =
cos2(ϕ)〈v, v〉, where PJ := πV J and we denote by πV the orthogonal projection onto V .
The following lemma was essentially proved by Berndt and Bru¨ck [2, Lemma 3]. We
state it in a somewhat different form following [15, Theorem 3.1], where it was proved in
the more general context of subspaces of Clifford modules.
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Lemma 2.2. Let V be a real subspace of Hn and let v ∈ V be a non-zero vector. Then
there exists a canonical basis {J1, J2, J3} of J and a uniquely defined triple (ϕ1, ϕ2, ϕ3),
such that:
(i) ϕi is the Ka¨hler angle of v with respect to Ji for each i ∈ {1, 2, 3},
(ii) 〈Piv, Pjv〉 = 0 for every i 6= j, where Pi = πV Ji.
(iii) ϕ1 ≤ ϕ2 ≤ ϕ3.
(iv) ϕ1 is minimal and ϕ3 is maximal among the Ka¨hler angles of v with respect to all
non-zero elements of J.
Indeed, {J1, J2, J3} is a basis of J with respect to which the symmetric bilinear form
Lv : J× J→ R, Lv(J, J ′) := 〈PJv, PJ ′v〉,
has a diagonal matrix expression with eigenvalues cos2(ϕi)〈v, v〉, i ∈ {1, 2, 3}.
The previous lemma allows us to introduce the following definition [2]. If V is a real
subspace of Hn, the quaternionic Ka¨hler angle of a non-zero vector v ∈ V with respect to
V is the triple (ϕ1, ϕ2, ϕ3) given in Lemma 2.2. Sometimes we will also say that v ∈ V
has quaternionic Ka¨hler angle (ϕ1, ϕ2, ϕ3) with respect to V and to the canonical basis
{J1, J2, J3} of J, in order to specify that the basis {J1, J2, J3} is under the conditions of
Lemma 2.2. A linear subspace V of Hn is said to have constant quaternionic Ka¨hler angle
Φ(V ) = (ϕ1, ϕ2, ϕ3) if the triple (ϕ1, ϕ2, ϕ3) is independent of the non-zero (or by linearity,
unit) vector v ∈ V . In this work, whenever we use the notation Φ(V ) we will implicitly
assume that V has constant quaternionic Ka¨hler angle.
Remark 2.3. Note that the Ji ∈ J defined in Lemma 2.2 may depend on v ∈ V . This
is true, even in the case that V has constant quaternionic Ka¨hler angle. For example
V = ImH ⊂ H has constant quaternionic Ka¨hler angle Φ(V ) = (0, 0, π/2), but the basis
{J1, J2, J3} of Lemma 2.2 cannot be chosen independently of v ∈ V . However, we will
prove that, under certain hypotheses (see Corollary 4.2 or Proposition 5.10), the Ji can be
chosen independently of v ∈ V . This is one of the crucial results in this article.
The following result is known (see [2, p. 229]), but we find it instructive to include a proof.
Lemma 2.4. Let V ⊂ Hn be a protohomogeneous subspace. Then, V has constant quater-
nionic Ka¨hler angle.
Proof. Let v ∈ V be a unit vector of quaternionic Ka¨hler angle (ϕ1, ϕ2, ϕ3) with respect
to V and a canonical basis {J1, J2, J3} of J. Thus, 〈Piv, Pjv〉 = cos2(ϕi)δij , for i, j ∈
{1, 2, 3}, where δij stands for Kronecker delta. Let w ∈ V be a unit vector. Since V
is protohomogeneous, there exists T ∈ Sp(1)Sp(n) which leaves V invariant and satisfies
Tv = w. By the description of the action of Sp(1)Sp(n) on Hn, there exists a canonical
basis {J ′1, J ′2, J ′3} of J such that TJi = J ′iT , for i ∈ {1, 2, 3}. Furthermore, since T leaves
V invariant, we have that TπV = πV T . Hence, TPi = P
′
iT for i ∈ {1, 2, 3}, where
P ′i = PJ ′i = πV J
′
i. Finally,
〈P ′iw, P ′jw〉 = 〈P ′iTv, P ′jTv〉 = 〈TPiv, TPjv〉 = 〈Piv, Pjv〉 = cos2(ϕi)δij .
Since w is arbitrary, by the last claim of Lemma 2.2 we get Φ(V ) = (ϕ1, ϕ2, ϕ3). 
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We now introduce a matrix map that will be very useful in what follows. Let V be a
real subspace of Hn of dimension k, and let {J1, J2, J3} be a canonical basis of J. Then,
we define the Ka¨hler angle map of V with respect to {J1, J2, J3} as the map Ω that sends
each unit vector v ∈ Sk−1 ⊂ V to the symmetric matrix Ω(v) of order 3 whose (i, j)-entry
is given by
(1) Ω(v)ij := 〈Piv, Pjv〉 = Lv(Ji, Jj),
where Pi = PJi, i ∈ {1, 2, 3}. A straightforward but important observation is that V has
constant quaternionic Ka¨hler angle if and only if the matrices Ω(v) have the same eigen-
values counted with multiplicities, for any v ∈ Sk−1. In other words, Φ(V ) = (ϕ1, ϕ2, ϕ3)
if and only if the eigenvalues of Ω(v) are cos2(ϕi), i ∈ {1, 2, 3}, for all unit v ∈ V . This
isospectrality property of the Ka¨hler angle map will play a crucial role in this work.
2.4. Known examples of subspaces with constant quaternionic Ka¨hler angle.
We conclude this section by stating some known partial classifications and examples of
subspaces V with constant quaternionic Ka¨hler angle in a quaternionic Euclidean space Hn.
In [5], Berndt and Tamaru listed some triples that can arise as constant quaternionic
Ka¨hler angles Φ(V ) of non-zero real subspaces V of Hn, and stated the classification of such
particular types of subspaces. All the subspaces in this list are protohomogeneous [2, 5].
Such triples are the following:
(1) Φ(V ) = (π/2, π/2, π/2). These are precisely the totally real subspaces of Hn. Recall
that a linear subspace V ⊂ Hn is totally real if JV ⊂ Hn ⊖ V for every J ∈ J. In this
case dimR V ∈ {1, 2, . . . , n}.
(2) Φ(V ) = (0, π/2, π/2). These are the totally complex subspaces, that is, the subspaces
V of Hn such that J1V ⊂ V and JV ⊂ Hn⊖ V for some complex structure J1 ∈ J and
all J ∈ J perpendicular to J1. In this case dimR V ∈ {2, 4, . . . , 2n}.
(3) Φ(V ) = (0, 0, π/2). These subspaces are the 3-dimensional subspaces of the form
Jv = (ImH)v for some non-zero v ∈ Hn.
(4) Φ(V ) = (0, 0, 0). These are the quaternionic subspaces, that is, the subspaces V ⊂ Hn
such that JV ⊂ V for every J ∈ J. Hence, dimR V ∈ {4, 8, . . . , 4n}.
(5) Φ(V ) = (ϕ, π/2, π/2), ϕ ∈ (0, π/2). Let W be a totally complex subspace of Hn, with
J1W ⊂ W for some complex structure J1 ∈ J. Then, a subspace V of Hn satisfies
Φ(V ) = (ϕ, π/2, π/2) if and only if V is a subspace of some W as before with constant
Ka¨hler angle ϕ ∈ (0, π/2) as a subspace of the complex vector space (W,J1). Thus
dimR V ∈ {2, 4, . . . , 2[n/2]}.
(6) Φ(V ) = (0, ϕ, ϕ). Let W be a totally complex subspace of Hn such that J2W ⊂W for
some complex structure J2 ∈ J, and let V˜ be a real subspace of (W,J2) with constant
Ka¨hler angle ϕ ∈ (0, π/2). Then, V is a subspace of Hn with Φ(V ) = (0, ϕ, ϕ) if
and only if it is the complexification V = J1V˜ ⊕ V˜ of some V˜ ⊂ W as before with
respect to some complex structure J1 ∈ J orthogonal to J2. In this case dimR V ∈
{4, 8, . . . , 4[n/2]}.
We also recall, as observed in [5, pp. 3434-3435], that:
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(i) for each ℓ ∈ {1, . . . , n} there exists, up to equivalence, exactly one real subspace V
of Hn with dimR V equal to ℓ, 2ℓ or 4ℓ, for each of the types (1), (2) or (4) above,
respectively;
(ii) there exists only one subspace V of Hn of type (3), up to equivalence; and
(iii) for each ℓ ∈ {1, . . . , [n/2]} and each ϕ ∈ (0, π/2) there exists exactly one subspace
V of Hn with dimR V = 2ℓ of type (5), and exactly one subspace V of H
n with
dimR V = 4ℓ of type (6), up to equivalence.
Berndt and Tamaru conjectured in [5] that these were all the possible subspaces with
constant quaternionic Ka¨hler angle, but the first and second authors found in [15] new
examples of subspaces V of dimension 4 such that Φ(V ) = (ϕ1, ϕ2, ϕ3) where cos(ϕ1) +
cos(ϕ2) < 1 + cos(ϕ3). These are constructed as follows. Let 0 < ϕ1 ≤ ϕ2 ≤ ϕ3 ≤ π/2
with cos(ϕ1) + cos(ϕ2) < 1 + cos(ϕ3), and consider a 4-dimensional totally real subspace
of Hn and a basis of unit vectors {e0, e1, e2, e3} of it, where 〈e0, ei〉 = 0, for i ∈ {1, 2, 3},
and
〈ei, ei+1〉 = cos(ϕi+2)− cos(ϕi) cos(ϕi+1)
sin(ϕi) sin(ϕi+1)
, i ∈ {1, 2, 3}.
For the sake of simplicity let us define ϕ0 = 0 and J0 = Id. Notice that 〈Jjek, el〉 = 0 for
j ∈ {1, 2, 3} and k, l ∈ {0, 1, 2, 3}, because spanR{e0, e1, e2, e3} is a totally real subspace
of Hn. Then we can define
ξk = cos(ϕk)Jke0 + sin(ϕk)Jkek, k ∈ {0, 1, 2, 3}.
(Note that ξ0 = e0.) We consider the subspace V spanned by these four vectors, for which
{ξ0, ξ1, ξ2, ξ3} is an orthonormal basis. Then, Φ(V ) = (ϕ1, ϕ2, ϕ3). It was also observed
in [15] that one can take several copies of these 4-dimensional subspaces to construct
subspaces V of Hn of dimension multiple of 4 with Φ(V ) = (ϕ1, ϕ2, ϕ3), where cos(ϕ1) +
cos(ϕ2) < 1 + cos(ϕ3). This fact will be proved carefully in Section 6 for a broader family
of examples that we will provide.
At this point, we find interesting to remark that, unlike the six types of examples known
to Berndt and Tamaru in [5], and as we will see in Proposition 5.14, we can prove that,
for any positive integer k multiple of 4, there are triples (ϕ1, ϕ2, ϕ3) for which there are
non-equivalent subspaces V of Hn with Φ(V ) = (ϕ1, ϕ2, ϕ3) and dimR V = k.
3. Hairy ball method
In this section we use a topological argument to reduce the classification problem of
subspaces V with constant quaternionic Ka¨hler angle in Hn to the study of subspaces with
dimensions 3 and multiples of 4. The idea is to construct a distribution on the unit sphere
of the subspace V of Hn, and then use a generalization of the hairy ball theorem to exclude
several cases.
Let V be a real subspace of Hn of real dimension k with constant quaternionic Ka¨hler
angle Φ(V ) = (ϕ1, ϕ2, ϕ3). Let S
k−1 denote the unit sphere of V . For each v ∈ Sk−1 and
J ∈ J we have 〈PJv, v〉 = 0 and PJv ∈ V , and thus PJv ∈ TvSk−1. For each v ∈ Sk−1
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consider the subspace of TvS
k−1 given by
∆v = {PJv : J ∈ J}.
Since V has constant quaternionic Ka¨hler angle, the dimension of ∆v is independent of
v ∈ Sk−1. Hence, ∆ defines a smooth distribution on the sphere Sk−1, and its rank coincides
with the number of elements i ∈ {1, 2, 3} such that ϕi 6= π/2.
Steenrod [35] computed the possible ranks of continuous distributions on spheres. We
summarize these results in the following statement [35, p. 144, Theorem 27.18].
Theorem 3.1. The sphere Sℓ does not admit a continuous distribution of rank r if ℓ is
even and 1 ≤ r ≤ ℓ− 1, or if ℓ ≡ 1 (mod 4) and 2 ≤ r ≤ ℓ− 2.
Now we can state and prove the main result of this section.
Proposition 3.2. Let V be a real subspace of Hn with constant quaternionic Ka¨hler angle
and dimR V = k. Then:
(i) If k ≥ 5 is odd, then V is a totally real subspace of Hn, that is, it has constant
quaternionic Ka¨hler angle (π/2, π/2, π/2).
(ii) If k ≡ 2 (mod 4), then V has constant quaternionic Ka¨hler angle (ϕ, π/2, π/2), for
some ϕ ∈ [0, π/2].
(iii) If k = 3, then V has constant quaternionic Ka¨hler angle (ϕ, ϕ, π/2) for some ϕ ∈
[0, π/2].
Proof. Let us consider the distribution ∆ defined above in this section. Recall that, by
construction, its rank is at most 3.
Let k ≥ 5 be odd. Then, Theorem 3.1 implies that Sk−1 does not admit a non-trivial
continuous distribution. Thus, the rank of ∆ is 0. Hence, by definition of ∆ we have
PJv = 0 for all J ∈ J and v ∈ Sk−1, which means that JV is perpendicular to V . Therefore,
V is totally real. This proves (i).
Let now k ≡ 2 (mod 4). Theorem 3.1 guarantees that the rank of ∆ is 0 or 1. If ∆ has
rank 1, then for each v ∈ Sk−1 there is, by definition of ∆, a canonical basis {Jv1 , Jv2 , Jv3}
of J such that P v1 v 6= 0 and P v2 v = P v3 v = 0, where P vi = PJvi , for i ∈ {1, 2, 3}. Hence, v
has quaternionic Ka¨hler angle (ϕ, π/2, π/2) with respect to V and {Jv1 , Jv2 , Jv3}, for some
ϕ ∈ [0, π/2). Therefore, Φ(V ) = (ϕ, π/2, π/2), ϕ ∈ [0, π/2). If ∆ has rank 0, then V is
totally real, as in the proof of (i). Altogether, we have proved (ii).
Let k = 3. Then Theorem 3.1 implies that the rank of ∆ is 0 or 2. If it is 0, then V is
totally real. If the rank of ∆ is 2, then Φ(V ) = (ϕ1, ϕ2, π/2), for some ϕ1, ϕ2 6= π/2. In this
case, let us assume that ϕ1 6= ϕ2. Then, for each v ∈ S2 ⊂ V there exist complex structures
Jv1 and J
v
2 in J, depending continuously on v, such that v has Ka¨hler angle ϕi ∈ [0, π/2)
with respect to Jvi and V , for i ∈ {1, 2}. But then v 7→ P v1 v would define a non-vanishing
continuous vector field on S2, which contradicts Theorem 3.1. Hence, ϕ1 = ϕ2, which
proves (iii). 
In view of Proposition 3.2 and the previous partial classification results (§2.4), the clas-
sification of real subspaces with constant quaternionic Ka¨hler angle is reduced to two main
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cases: subspaces with dimension k = 3, and subspaces with dimension k multiple of 4. The
case k = 3 (and hence Φ(V ) = (ϕ, ϕ, π/2)) will be addressed in §5.1 by a direct study. The
other case is much more involved and, indeed, we will content ourselves with addressing the
subcase k = 4 and, for higher dimensions, restricting our attention to protohomogeneous
subspaces. Thus, in Section 4 we will reduce the study of protohomogeneous subspaces
of dimension multiple of 4 to the case of dimension k = 4, and in §5.2 we will obtain the
classification of subspaces of dimension k = 4 with constant quaternionic Ka¨hler angle.
4. Factorization of subspaces of dimension multiple of four
In this section we prove that any protohomogeneous subspace of real dimension k mul-
tiple of 4 in Hn can be factorized as an H-orthogonal direct sum of subspaces of dimension
4 with the same constant quaternionic Ka¨hler angle. The first step (Subsection 4.1) will
be to show, using a Lie group theoretical argument, that the canonical basis of J provided
by Lemma 2.2 is independent of the vector in the subspace V of Hn. Then, using this, one
can induce a Clifford module structure on V , which allows us to conclude the factoriza-
tion result by using the classification of Clifford modules by Atiyah, Bott and Shapiro [1]
(Subsection 4.2).
4.1. Canonical quaternionic structure.
Let V be a real subspace of a quaternionic Euclidean space Hn. Assume that V is
protohomogeneous. Equivalently, H ′ := N0Sp(1)Sp(n)(V ), the connected component of the
identity of the normalizer of V in Sp(1)Sp(n), acts transitively on the unit sphere Sk−1
of V . In particular, V has constant quaternionic Ka¨hler angle by Lemma 2.4.
Consider the subgroup H ′′ of all elements of H ′ which act trivially on V ,
H ′′ = ZSp(1)Sp(n)(V ) = {h ∈ H ′ : hv = v, for all v ∈ V } .
This is a closed normal subgroup of H ′. Hence, H := H ′/H ′′ is a compact connected Lie
group. Moreover, the action ofH ′ on V induces an action ofH on V , and the latter inherits
the basic properties of the former (it is orthogonal and transitive on the unit sphere Sk−1
of V ), but now the H-action is effective.
The compact connected Lie group H acts effectively and transitively on the unit sphere
Sk−1 of V . Montgomery and Samelson [31], and Borel [9], classified compact connected
Lie groups acting effectively and transitively on spheres (see also [8, p. 179]). In particular
(see [31, Theorem I]), we have that either H is simple or H = (H1×H2)/N , where H1, H2
are connected simple Lie groups and N is a finite normal subgroup of H1 ×H2; moreover,
the subgroup of H corresponding to H1 still acts transitively on S
k−1.
Proposition 4.1. Let V be a protohomogeneous real subspace of Hn of dimension k ≥ 5.
Then, there exists a connected Lie subgroup S of the Sp(n)-factor of Sp(1)Sp(n) that acts
transitively on the unit sphere Sk−1 of V . Moreover, the elements of S commute with any
complex structure J ∈ J.
Proof. Let h′ and h′′ denote the Lie algebras of H ′ and H ′′, respectively. Since h′ is
compact, and hence reductive, the ideal h′′ of h′ admits a complementary ideal h of h′ such
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that h′ = h⊕ h′′ and h ≃ h′/h′′. Note that the Lie algebra of H = H ′/H ′′ is isomorphic to
h. If Ĥ denotes the connected subgroup of H ′ with Lie algebra h, then H ′ = Ĥ ·H ′′ and
hence H = H ′/H ′′ ∼= Ĥ/(Ĥ ∩H ′′) is a finite quotient of Ĥ.
If H is simple, put s := h. If H is not simple, put s := h1, where h1 is the ideal of h
whose associated connected Lie subgroup of H still acts transitively on Sk−1. Note that, in
any case, the connected Lie subgroup S of Ĥ ⊂ H ′ ⊂ Sp(1)Sp(n) with Lie algebra s acts
transitively on the unit sphere Sk−1 of V .
Recall that h′ is a Lie subalgebra of the direct sum Lie algebra sp(1)⊕ sp(n). Consider
πsp(1) : sp(1)⊕sp(n)→ sp(1) the projection map onto the first factor, and Ψ = πsp(1)|s : s→
sp(1) its restriction to s, which is a Lie algebra homomorphism.
Since ker Ψ is an ideal of s and s is simple, we have ker Ψ = 0 or ker Ψ = s. If ker Ψ = 0,
then s is isomorphic to a subalgebra of sp(1); but dim sp(1) = 3, so S cannot act transitively
on Sk−1, k ≥ 5. Hence, ker Ψ = s, and thus, ImΨ = 0, that is, s is contained in the sp(n)-
factor of the Lie algebra of Sp(1)Sp(n). This proves the first part of the claim.
The connected subgroup S of Sp(n) ⊂ Sp(1)Sp(n) with Lie algebra s, which acts
transitively on the unit sphere of V , commutes with the elements of the Sp(1)-factor of
Sp(1)Sp(n). Since the quaternionic structure J of Hn is induced precisely by the action of
the Sp(1)-factor on Hn, we obtain that the elements of S commute with any J ∈ J. 
As a consequence, we have
Corollary 4.2. Let V ⊂ Hn be a protohomogeneous real subspace of dimension k ≥ 5 with
constant quaternionic Ka¨hler angle Φ(V ) = (ϕ1, ϕ2, ϕ3). Then, there exists a canonical
basis {J1, J2, J3} of J such that the Ka¨hler angle of any unit vector v ∈ V with respect to
Ji and V is ϕi, for each i ∈ {1, 2, 3}.
Proof. It suffices to show that the bilinear form Lv given in Lemma 2.2 is independent
of v ∈ Sk−1. Indeed, given v, w ∈ Sk−1, there exists T ∈ S such that Tv = w. Since T
commutes with all J ∈ J and preserves V , we have
Lw(J, J
′) = 〈PJw, PJ ′w〉 = 〈πV JTv, πV J ′Tv〉 = 〈πV TJv, πV TJ ′v〉
= 〈TπV Jv, TπV J ′v〉 = 〈TPJv, TPJ ′v〉 = 〈PJv, PJ ′v〉 = Lv(J, J ′),
for all J , J ′ ∈ J. 
4.2. Factorization Lemma.
Let V be a real subspace of Hn of constant quaternionic Ka¨hler angle (ϕ1, ϕ2, ϕ3) with
ϕ2 6= π/2. Assume that there exists a canonical basis {J1, J2, J3} of J such that the Ka¨hler
angle of any non-zero vector v ∈ V with respect to Ji and V is ϕi, for i ∈ {1, 2, 3}. Note
that, by Corollary 4.2, if V is protohomogeneous of dimension at least 5, then the previous
assumption holds. In view of Proposition 3.2 (and leaving the case k = 3 for later), we will
assume that dimR V = 4l with l ∈ N.
Let us regard Hn as a complex vector space C2n with respect to the complex structure
Ji. By [16, p. 1191], we have that P¯i := Pi/ cos(ϕi) = πV Ji/ cos(ϕi) leaves V invariant and
defines an orthogonal complex structure in V , for each i ∈ {1, 2}, and also for i = 3 if and
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only if ϕ3 6= π/2. Furthermore, we can easily check that P¯iP¯j = −P¯jP¯i, for i 6= j. Indeed,
if v, w ∈ V , then Lemma 2.2 yields
0 = 〈P¯i(v + w), P¯j(v + w)〉 = 〈P¯iv, P¯jw〉+ 〈P¯jv, P¯iw〉 = −〈P¯jP¯iv, w〉 − 〈P¯iP¯jv, w〉.
Hence, V has a module structure over the Clifford algebra Cl(3) if ϕ3 6= π/2, or over Cl(2)
if ϕ3 = π/2. It is well known that there are exactly two inequivalent irreducible Clifford
modules over Cl(3), both of dimension 4 (we will denote them by V 0 and V 1), whereas
there is exactly one irreducible Cl(2)-module up to equivalence, again of dimension 4 (we
will denote it by V 0). Moreover, Clifford modules are semisimple. This implies that, if
ϕ3 6= π/2, we can decompose V into a direct sum of irreducible Cl(3)-modules as follows
V =
(
l0⊕
V 0
)
⊕
(
l1⊕
V 1
)
,
where l0 + l1 = l, whereas if ϕ3 = π/2 the Cl(2)-module V can be decomposed as
V =
l⊕
V 0.
The above decompositions can be assumed to be orthogonal because the complex structures
P¯i are orthogonal. This also implies that two different summands are H-orthogonal: if
v, w ∈ V belong to two different summands, 〈Jkv, w〉 = 〈Pkv, w〉 = 0 by the P¯k-invariance.
Finally, since P¯i leaves each factor V
r (r ∈ {0, 1}) invariant, we deduce that each V r has
constant quaternionic Ka¨hler angle (ϕ1, ϕ2, ϕ3). This leads us to state the following:
Lemma 4.3. Let V be a real subspace of Hn of dimension 4l, with l ∈ N, and con-
stant quaternionic Ka¨hler angle (ϕ1, ϕ2, ϕ3). Assume that there exists a canonical basis
{J1, J2, J3} of J such that the Ka¨hler angle of any non-zero v ∈ V with respect to Ji and
V is ϕi, for each i ∈ {1, 2, 3}. Then, there is an H-orthogonal decomposition
V =
l⊕
r=1
Vr,
where each Vr has dimension 4 and Φ(Vr) = (ϕ1, ϕ2, ϕ3) as a subspace of H
n.
Conversely, let V be a real subspace of Hn given by an H-orthogonal direct sum V :=⊕l
r=1 Vr, where each Vr has dimension 4, and Φ(Vr) = (ϕ1, ϕ2, ϕ3). Let {J1, J2, J3} be a
canonical structure of J such that every non-zero vector in Vr has Ka¨hler angle ϕi with re-
spect to Ji and Vr, for each i ∈ {1, 2, 3} and each r ∈ {1, . . . , l}. Then, Φ(V ) = (ϕ1, ϕ2, ϕ3).
Proof. The first assertion has been proved above under the assumption ϕ2 6= π/2. If ϕ2 =
π/2, the first claim follows from the classification of subspaces V with Φ(V ) = (ϕ, π/2, π/2),
ϕ ∈ [0, π/2] (cf. §2.4 and [2, pp. 230-232]).
In order to prove the converse, we first note that πV (HVr) = Vr, for each r ∈ {1, . . . , l}.
Indeed, for every v ∈ Vr and w ∈ Vs, r 6= s, 〈πV Jiv, w〉 = 〈Jiv, w〉 = 0, where in the
last equality we have used HVr ⊥ HVs. Hence, πV J(Vr) ⊂ Vr, and since πV (Vr) = Vr, we
deduce πV (HVr) = Vr.
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Now let v =
∑l
r=1 vr ∈ V , with vr ∈ Vr for each r ∈ {1, . . . , l}. Denoting as usual
Pi = πV Ji, for each i ∈ {1, 2, 3}, we have
Lv(Ji, Jj) = 〈Piv, Pjv〉 =
l∑
r,s=1
〈πV Jivr, πV Jjvs〉 =
l∑
r=1
〈πV Jivr, πV Jjvr〉
=
l∑
r=1
〈Pivr, Pjvr〉 =
l∑
r=1
cos2(ϕi)δij‖vr‖2 = cos2(ϕi)δij‖v‖2,
where in the third equality we have used πV (HVr) = Vr and Vr ⊥ Vs for all r, s ∈ {1, . . . , l},
and in the fifth one we have used that the quaternionic Ka¨hler angle of vr with respect
to Vr and {J1, J2, J3} is (ϕ1, ϕ2, ϕ3). Since v ∈ V is arbitrary, by Lemma 2.2 we conclude
that Φ(V ) = (ϕ1, ϕ2, ϕ3). 
5. Low dimensional subspaces with constant quaternionic Ka¨hler angle
As a consequence of Proposition 3.2, we only have to study subspaces of dimensions 3
and multiples of 4. The latter can be reduced to studying subspaces of dimension 4 by
virtue of Corollary 4.2 and Lemma 4.3. We will devote this section to the classification of
(not necessarily protohomogeneous) real subspaces of dimensions k ∈ {3, 4} with constant
quaternionic Ka¨hler angle. The main tool that we will use in this section is the isospec-
trality of the Ka¨hler angle map Ω introduced in (1). We start with a lemma that provides
an appropriate basis of the subspace.
Lemma 5.1. Let V be a real subspace of Hn of dimension k ∈ {3, 4} with Φ(V ) =
(ϕ1, ϕ2, ϕ3). Let e0 ∈ V be a unit vector. Then, there exists a canonical basis {J1, J2, J3}
of J and vectors ei ∈ Hn ⊖He0, i ∈ {1, . . . , k − 1}, such that
(2) cos(ϕi)Jie0 + sin(ϕi)Jiei, i ∈ {0, . . . , k − 1},
constitute an R-orthonormal basis of V , where we put J0 := Id and ϕ0 = 0.
Moreover, for each i ∈ {0, . . . , k − 1} with ϕi 6= π/2, we have
P¯ie0 = cos(ϕi)Jie0 + sin(ϕi)Jiei,
where P¯i = Pi/ cos(ϕi) = πV Ji/ cos(ϕi).
Finally, if ϕi = 0 we take ei = 0, whereas if ϕi > 0, then ei is a unit vector.
Proof. Let e0 ∈ V be a unit vector. By Lemma 2.2, there is a canonical basis {J1, J2, J3}
of J such that e0 has Ka¨hler angle ϕi with respect to Ji for i ∈ {1, 2, 3}, and 〈Pie0, Pje0〉 =
cos2(ϕi)δij . In particular, 〈P¯ie0, P¯je0〉 = 0 for any i, j ∈ {0, . . . , k − 1}, i 6= j, with ϕi,
ϕj 6= π/2.
Fix i ∈ {1, 2, 3}. If ϕi = 0, then we take ei = 0. Let us assume first that ϕi ∈ (0, π/2).
By regarding Hn as a complex vector space C2n with respect to the complex structure Ji,
[2, Lemma 2] yields the existence of a unit vector ei ∈ Hn ⊖ spanR{e0, Jie0} satisfying
P¯ie0 = cos(ϕi)Jie0 + sin(ϕi)Jiei.
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We have to see that ei ∈ Hn ⊖He0. Observe that Hn ⊖ spanR{e0, Jie0} coincides with the
orthogonal sum (Hn⊖He0)⊕ spanR{Ji+1e0, Ji+2e0}, where indices are taken modulo 3. Let
a, b ∈ R. Then
〈ei, aJi+1e0 + bJi+2e0〉 = − 1
sin(ϕi)
〈JiP¯ie0 + cos(ϕi)e0, aJi+1e0 + bJi+2e0〉
=
1
sin(ϕi) cos(ϕi)
(a〈Pie0, Pi+2e0〉 − b〈Pie0, Pi+1e0〉) = 0,
where in the last equality we have used Lemma 2.2. Therefore, ei ∈ Hn ⊖He0.
Now if ϕ2 = π/2, subspaces V with Φ(V ) = (ϕ, π/2, π/2), ϕ ∈ [0, π/2], are classified
(see §2.4) and they can be spanned by a basis as in the statement (see [2, p. 232] and note
that the {ei} in the statement do not have to be H-orthonormal).
Thus, we finally have to deal with the case k = 4, ϕ2 6= π/2, and ϕ3 = π/2. Then, by
the previous argument, there exists a unit vector v ∈ Hn such that {e0, P¯1e0, P¯2e0, v} is an
R-orthonormal basis of V , where P¯ie0 = cos(ϕi)Jie0+ sin(ϕi)Jiei, i ∈ {1, 2}. Recalling the
definition of the Ka¨hler angle map (1), we have
tr(Ω(e0)) =
3∑
i=1
〈Pie0, Pie0〉 =
3∑
i=1
(〈Pie0, e0〉2 + 〈Pie0, P¯1e0〉2 + 〈Pie0, P¯2e0〉2 + 〈Pie0, v〉2)
= cos2(ϕ1) + cos
2(ϕ2) +
3∑
i=1
〈Jie0, v〉2,
where we have used Lemma 2.2 and P¯ie0 = Pie0/ cos(ϕi). Since Φ(V ) = (ϕ1, ϕ2, π/2), the
eigenvalues of Ω(e0) are cos
2(ϕ1), cos
2(ϕ2) and 0, and hence we deduce that v ∈ Hn⊖He0.
Thus, taking e3 = −J3v yields the result. 
Remark 5.2. Whenever ϕ1 > 0, the orthogonality of (2) yields 〈J3e1, e2〉 = 0, and if k = 4,
also 〈J1e2, e3〉 = 〈J2e3, e1〉 = 0.
5.1. Subspaces of dimension 3.
In this subsection we classify 3-dimensional real subspaces of Hn with constant quater-
nionic Ka¨hler angle.
Proposition 5.3. Let V ⊂ Hn be a real subspace of dimension 3. Then, V has constant
quaternionic Ka¨hler angle if and only if Φ(V ) = (ϕ, ϕ, π/2), ϕ ∈ [0, π/2], and for any unit
e0 ∈ V , there is a canonical basis {J1, J2, J3} of J such that
(3) {e0, cos(ϕ)J1e0 + sin(ϕ)J1e1, cos(ϕ)J2e0 + sin(ϕ)J2e2}
is an orthonormal basis of V , where, if ϕ 6= 0, e1, e2 are unit vectors satisfying e1, e2 ∈
Hn⊖He0, e2 ∈ Hn⊖(ImH)e1, and either 〈e1, e2〉 = cos(ϕ)/(cos(ϕ)−1) with ϕ ∈ [π/3, π/2],
or 〈e1, e2〉 = cos(ϕ)/(cos(ϕ) + 1) with ϕ ∈ (0, π/2].
Proof. By Proposition 3.2, we have that ϕ1 = ϕ2 = ϕ ∈ [0, π/2] and ϕ3 = π/2. Let us
assume that V is spanned by the basis described in Lemma 5.1 with k = 3. If ϕ = 0 or
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ϕ = π/2 the claim follows from the classification of subspaces with constant quaternionic
Ka¨hler angle (0, 0, π/2) or (π/2, π/2, π/2); see §2.4.
Thus, let us assume ϕ ∈ (0, π/2). Then, for each l ∈ {1, 2} and understanding the
subscript l + 1 ∈ {1, 2} modulo 2,
Ω(P¯le0)ij = 〈PiP¯le0, PjP¯le0〉 = 〈JiP¯le0, e0〉〈JjP¯le0, e0〉+
2∑
r=1
〈JiP¯le0, P¯re0〉〈JjP¯le0, P¯re0〉,
= 〈P¯le0, Pie0〉〈P¯le0, Pje0〉+ 〈JiP¯le0, P¯l+1e0〉〈JjP¯le0, P¯l+1e0〉,
where in the second equality we have calculated the orthogonal projection of vectors onto
V by using the orthonormal basis {e0, P¯1e0, P¯2e0} of V . Hence, for l ∈ {1, 2}, using
Lemma 5.1 we have
(4)
Ω(P¯le0)ll = cos
2(ϕ) + 〈el, Jl+1el+1〉2 sin4(ϕ),
Ω(P¯le0)l+1,l = 〈e1, J1e2〉〈e1, J2e2〉 sin4(ϕ),
Ω(P¯le0)l+1,l+1 = 〈el+1, Jlel〉2 sin4(ϕ),
Ω(P¯le0)13 = 〈e2, J2e1〉 sin2(ϕ)(cos2(ϕ) + 〈e1, e2〉 sin2(ϕ)),
Ω(P¯le0)23 = −〈e1, J1e2〉 sin2(ϕ)(cos2(ϕ) + 〈e1, e2〉 sin2(ϕ)),
Ω(P¯le0)33 = (cos
2(ϕ) + 〈e1, e2〉 sin2(ϕ))2.
Now, since Ω(P¯le0) is symmetric with eigenvalues cos
2(ϕ) (of multiplicity 2) and 0, by the
min-max theorem, one obtains
0 ≤ Ω(P¯le0)ll ≤ cos2(ϕ), l ∈ {1, 2}.
This implies 〈e1, J2e2〉 = 〈e2, J1e1〉 = 0, which together with Remark 5.2 yields e2 ∈
H
n ⊖ (ImH)e1. Taking again into account the spectrum of Ω(P¯1e0), we have the following
relation for its trace,
2 cos(ϕ)2 = tr(Ω(P¯1e0)) = (cos
2(ϕ) + 〈e1, e2〉 sin2(ϕ))2 + cos2(ϕ).
From this and the fact that e1 and e2 are unit vectors, we deduce that either 〈e1, e2〉 =
cos(ϕ)/(cos(ϕ) − 1) where ϕ ∈ [π/3, π/2) or 〈e1, e2〉 = cos(ϕ)/(1 + cos(ϕ)) where ϕ ∈
(0, π/2). This proves the necessity of the statement.
For the converse we take an arbitrary unit vector v ∈ V which we write as
v = x0e0 + x1
(
cos(ϕ)J1e0 + sin(ϕ)J1e1
)
+ x2
(
cos(ϕ)J2e0 + sin(ϕ)J2e2
)
.
Then, if ε ∈ {±1} is such that 〈e1, e2〉 = cos(ϕ)/(1 + ε cos(ϕ)), we have
Ω(v) = cos2(ϕ)
x20 + x21 x1x2 −εx0x2x1x2 x20 + x22 εx0x1
−εx0x2 εx0x1 x21 + x22
 .
Since v is a unit vector, x20 + x
2
1 + x
2
2 = 1, and it is now easy to see that Ω(v) has a double
eigenvalue cos2(ϕ), and a simple eigenvalue 0. 
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Remark 5.4. We will denote by V ϕ+ and V
ϕ
− any real subspace of H
n constructed as in
Proposition 5.3, depending on whether 〈e1, e2〉 = cos(ϕ)/(cos(ϕ) + 1) for ϕ ∈ (0, π/2], or
〈e1, e2〉 = cos(ϕ)/(cos(ϕ)− 1) for ϕ ∈ [π/3, π/2], respectively. Note that the subspaces V ϕ±
can be constructed as subspaces of any Hn with n ≥ 3. One can easily check that the only
one that fits into an H2 is V
π/3
− (but it cannot fit into H).
Proposition 5.5. Let V be a subspace of Hn with constant quaternionic Ka¨hler angle and
dimension 3. Then V is protohomogeneous.
Proof. We know from Proposition 5.3 that Φ(V ) = (ϕ, ϕ, π/2). We can assume that
ϕ ∈ (0, π/2) since, otherwise, V is known to be protohomogeneous (see §2.4).
Let e0 ∈ V be an arbitrary unit vector. By Lemma 2.2 there is a canonical basis
{J1, J2, J3} of J such that e0 has Ka¨hler angle ϕ with respect to J1 and J2, and Ka¨hler
angle π/2 with respect to J3. In view of Lemma 5.1 and Proposition 5.3, let us consider
the unit vectors ei ∈ Hn ⊖He0, i ∈ {1, 2}, given by
(5) ei := −(JiP¯ie0 + cos(ϕ)e0)/ sin(ϕ), i ∈ {1, 2},
where P¯i := πV Ji/ cos(ϕ). On the one hand, by (5) we have
(6)
〈e1, e2〉 = 1
sin2(ϕ)
〈J1P¯1e0 + cos(ϕ)e0, J2P¯2e0 + cos(ϕ)e0〉
=
1
sin2(ϕ)
(〈J1P¯1e0, J2P¯2e0〉 − cos2(ϕ)).
On the other hand, again by Proposition 5.3, 〈e1, e2〉 can take two possible values. We will
first see that, given V , 〈e1, e2〉 is independent of e0.
Let S2 denote the unit sphere of V . We define Θ: S2 → R by Θ(e0) = 〈e1, e2〉. We claim
that Θ is well defined. Let {J ′1, J ′2, J3} be another canonical basis of J such that e0 has
Ka¨hler angle ϕ with respect to J ′i , i ∈ {1, 2}, and let e′i := −(J ′iP¯ ′ie0 + cos(ϕ)e0)/ sin(ϕ)
where P¯ ′i := πV J
′
i/ cos(ϕ) for i ∈ {1, 2}. Then, there is θ ∈ [0, 2π) such that J ′i =
cos(θ)Ji + (−1)i+1 sin(θ)Ji+1 for i ∈ {1, 2} and subscripts modulo 2. Thus,
(7)
J ′iP¯
′
i = (cos(θ)Ji + (−1)i+1 sin(θ)Ji+1)(cos(θ)P¯i + (−1)i+1 sin(θ)P¯i+1)
= cos2(θ)JiP¯i + sin
2(θ)Ji+1P¯i+1 + (−1)i+1 cos(θ) sin(θ)(J1P¯2 + J2P¯1).
Consequently, using Equation (6) twice, and then (7), we get, after some calculations,
〈e1, e2〉 − 〈e′1, e′2〉 =
1
sin2(ϕ)
(〈J1P¯1e0, J2P¯2e0〉 − 〈J ′1P¯ ′1e0, J ′2P¯ ′2e0〉) = 0,
which implies that Θ is well-defined.
Now note that the assignment e0 ∈ S2 7→ span{J1, J2} ∈ G2(J), where G2(J) is the
Grassmannian of 2-planes of J ∼= R3, is continuous due to the continuous dependence of
the quadratic form J ∈ J 7→ Lv(J, J) = 〈PJv, PJv〉 ∈ R on v. Hence, the map Θ is also
continuous. But, as mentioned just after (6), Θ(S2) has at most two elements. Therefore,
Θ is constant on S2.
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Finally, we prove that V is protohomogeneous. Let e0, e
′
0 be arbitrary unit vectors in V .
Let {J1, J2, J3}, {J ′1, J ′2, J ′3} be canonical bases of J, and e1, e2, e′1, e′2 be unit vectors in V
such that both (3), and (3) with e′i instead of ei and J
′
i instead of Ji, are orthonormal
bases of V . Both sets of vectors {e0, e1, e2} and {e′0, e′1, e′2} span a totally real subspace
of Hn, and since Θ is constant, 〈ei, ej〉 = 〈e′i, e′j〉 for all i, j ∈ {0, 1, 2}. It then follows
that there exists an element T ∈ Sp(1)Sp(n) such that Tei = e′i for each i ∈ {0, 1, 2}, and
TJj = J
′
jT for each j ∈ {1, 2, 3}. Thus, by (5) we get T P¯ie0 = P¯ ′ie′0 for i ∈ {0, 1, 2}, where
P¯0 = P¯
′
0 = Id. Therefore, T is an element of Sp(1)Sp(n) such that TV = V and Te0 = e
′
0.
Since e0, e
′
0 are arbitrary, this proves that V is protohomogeneous. 
Finally we show that the two types of subspaces V ϕ+ and V
ϕ
− introduced in Remark 5.4
are indeed inequivalent for ϕ 6= π/2. Recall that V ϕ+ is defined for all ϕ ∈ (0, π/2], but V ϕ−
only for ϕ ∈ [π/3, π/2].
Proposition 5.6. Let ϕ ∈ [π/3, π/2]. Then there exists T ∈ Sp(1)Sp(n) such that TV ϕ+ =
V ϕ− if and only if ϕ = π/2.
Proof. If ϕ = π/2, then V
π/2
+ and V
π/2
− are totally real, therefore equivalent. Let us assume
that ϕ 6= π/2 and that there is T ∈ Sp(1)Sp(n) such that TV ϕ+ = V ϕ− . By applying an
element of Sp(1)Sp(n) if necessary, we can assume that there is a unit vector e0 ∈ V ϕ+ ∩V ϕ−
and that e0 has quaternionic Ka¨hler angle (ϕ, ϕ, π/2) with respect to both V
ϕ
+ and V
ϕ
− and
a common canonical basis {J1, J2, J3} of J. Then, by Lemma 5.1 and Proposition 5.3, V ϕ± is
spanned by the basis {e0, P¯±1 e0, P¯±2 e0}, where P¯±i := πV ϕ± Ji/ cos(ϕ), i ∈ {1, 2}. Moreover,
P¯±i e0 = cos(ϕ)Jie0 + sin(ϕ)Jie
±
i , with 〈e±1 , e±2 〉 =
cos(ϕ)
cos(ϕ)± 1 ,
and e±i ∈ Hn ⊖He0, i ∈ {1, 2}.
By Proposition 5.5, we can assume that Te0 = e0. Let J
′ = TJ3T
−1 ∈ J. Since
J3e0 ∈ Hn ⊖ V ϕ+ , we have J ′e0 = J ′Te0 = TJ3e0 ∈ Hn ⊖ V ϕ− . This implies TJ3 = εJ3T ,
where ε ∈ {−1, 1}, because ±J3 are the only complex structures in J which send e0 to
Hn ⊖ V ϕ− . Therefore, there exists θ ∈ [0, 2π) such that
(8) TJi = ε
i(cos(θ)Ji + (−1)i+1 sin(θ)Ji+1)T, i ∈ {1, 2}, and TJ3 = εJ3T.
Using (8) and Te0 = e0, we have
(9)
T P¯+1 e0 = cos(ϕ)TJ1e0 + sin(ϕ)TJ1e
+
1
= ε cos(ϕ)(cos(θ)J1e0 + sin(θ)J2e0) + ε sin(ϕ)(cos(θ)J1Te
+
1 + sin(θ)J2Te
+
1 ).
By Proposition 5.5, V ϕ± is protohomogeneous, and note that SO(3) is the only connected
subgroup of Sp(1)Sp(n) ⊂ SO(4n) that acts transitively and effectively on the unit sphere
of V ϕ± . Thus, we can assume that T P¯
+
1 e0 = εP¯
−
1 e0, just by composing T with some
element in the isotropy of the action of SO(3) on V ϕ− at e0. But inserting (9) and P¯
−
1 e0 =
cos(ϕ)J1e0+sin(ϕ)J1e
−
1 into the equality T P¯
+
1 e0 = εP¯
−
1 e0, and analyzing the He0 and H
n⊖
He0 components (note that e
±
1 ∈ Hn ⊖He0, Te0 = e0, and T preserves H-orthonormality)
we get θ = 0 and Te+1 = e
−
1 . Moreover, by (8) we get TJi = ε
iJiT , i ∈ {1, 2, 3}.
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Since Te0 = e0, T P¯
+
1 e0 = εP¯
−
1 e0 and TV
ϕ
+ = V
ϕ
− , we must have T P¯
+
2 e0 = ±P¯−2 e0.
Then, inserting P¯±2 e0 = cos(ϕ)J2e0+sin(ϕ)J2e
±
2 in the last equality, and using TJ2 = J2T ,
we deduce that Te+2 = e
−
2 . But this jointly with Te
+
1 = e
−
1 yields a contradiction with
the fact that T is an orthogonal transformation of Hn, because 〈e+1 , e+2 〉 6= 〈e−1 , e−2 〉 for all
ϕ 6= π/2. 
5.2. Subspaces of dimension four.
The aim of this subsection is to classify 4-dimensional real subspaces of Hn with constant
quaternionic Ka¨hler angle.
We start by restricting our attention to subspaces with ϕ1 = 0.
Proposition 5.7. Let V ⊂ Hn be a real subspace of dimension 4 with constant quaternionic
Ka¨hler angle (0, ϕ2, ϕ3). Then, ϕ2 = ϕ3 ∈ [0, π/2].
Proof. First of all, if ϕ2 = 0, then ϕ3 = 0 by a combination of [2, Proposition 9] and
the fact that subspaces with Φ(V ) = (0, 0, π/2) have dimension 3 (see §2.4). Hence,
let us assume that ϕ2 6= 0. Lemma 5.1 yields a basis {e0, J1e0, v2, v3} of V , where vi =
cos(ϕi)Jie0+sin(ϕi)Jiei, for certain unit ei ∈ Hn⊖He0, i ∈ {2, 3}. Therefore, a computation
as in Equations (4), for each i ∈ {2, 3}, gives
Ω(vi)11 =
(
cos(ϕ2) cos(ϕ3) + 〈e2, e3〉 sin(ϕ2) sin(ϕ3)
)2
,
Ω(vi)22 = cos(ϕi)
2 + 〈J3e3, e2〉2 sin2(ϕ2) sin2(ϕ3),
Ω(vi)33 = cos(ϕi)
2 + 〈J2e2, e3〉2 sin2(ϕ2) sin2(ϕ3).
Hence, by the isospectrality of Ω,
0 = tr(Ω(v2))− tr(Ω(v3)) = 2 cos2(ϕ2)− 2 cos2(ϕ3),
from where we conclude ϕ2 = ϕ3. 
In view of Proposition 5.7, all real subspaces V of Hn with Φ(V ) = (0, ϕ2, ϕ3) actually
satisfy Φ(V ) = (0, ϕ, ϕ). Note that such subspaces have been classified (see §2.4).
Thus, in the following results we will analyze the case ϕ1 > 0. We consider the basis of
V given in Lemma 5.1.
Lemma 5.8. Let V ⊂ Hn be a real subspace of dimension 4 such that Φ(V ) = (ϕ1, ϕ2, ϕ3)
with ϕ1 > 0. For each i ∈ {1, 3} with ϕi 6= π/2, we have 〈ei, Jjej〉 = 0 for all j ∈ {1, 2, 3}.
Proof. According to Lemma 5.1, e0 has Ka¨hler angle ϕi with respect to V and Ji ∈ J for
each i ∈ {1, 2, 3}. Let us regard Hn as a complex Euclidean space C2n whose complex
structure is Ji, for i ∈ {1, 2, 3}. By [16, Theorem 2.7] there is a non-empty finite subset
Ψi ⊂ [0, π/2] such that V =⊕ϕ∈Ψi V iϕ is a C-orthonormal decomposition of V and V iϕ ⊂
C2n is a real subspace with constant Ka¨hler angle ϕ ∈ Ψi. It follows that any non-zero
v ∈ V iϕ has Ka¨hler angle ϕ with respect to V and Ji, and the minimum (resp. maximum) of
Ψi coincides with the minimum (resp. maximum) Ka¨hler angle of a non-zero vector v ∈ V
with respect to V and Ji.
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We claim that ϕ1 ∈ Ψ1. On the one hand, if there existed ϕ ∈ Ψ1 such that ϕ < ϕ1, then
there would be vectors in V whose Ka¨hler angle with respect to V and J1 ∈ J is ϕ < ϕ1,
thus contradicting the minimality of ϕ1 by Lemma 2.2. On the other hand, if ϕ > ϕ1 for
all ϕ ∈ Ψ1, then we would get a contradiction with the fact that e0 has Ka¨hler angle ϕ1
with respect to J1. Analogously, we get that ϕ3 ∈ Ψ3.
Now assume ϕ1 6= π/2. By [16, p. 1190–1191] and the discussion above, we have a
decomposition V = Vϕ1 ⊕ Vψ1 into real subspaces of constant Ka¨hler angle with respect to
the complex structure J1, where ψ1 ∈ Ψ1 (the possibility ψ1 = ϕ1 is allowed). We also have
that P¯1 := πVϕ1J1/ cos(ϕ1) = πV J1/ cos(ϕ1)|Vϕ1 defines a complex structure on Vϕ1 . As e0 ∈
Vϕ1 , we get Vϕ1 = spanR{e0, P¯1e0}. Moreover, CVϕ1 ⊥ CVψ1 , so Vψ1 = spanR{P¯2e0, P¯3e0},
and for j ∈ {2, 3}, using Lemma 5.1,
0 = 〈P¯1e0, J1P¯je0〉 = sin(ϕ1) sin(ϕj)〈e1, Jjej〉.
Since ϕ1 > 0, we get 〈e1, Jjej〉 = 0. A similar argument works for ϕ3, if ϕ3 6= π/2. 
Before addressing the classification, we state a lemma that refines [15, Lemma 5.1].
Lemma 5.9. Assume 0 < ϕ1 ≤ ϕ2 ≤ ϕ3 ≤ π/2, and let ε ∈ {−1, 1}. Then, there exists a
subset {e1, e2, e3} of unit vectors of R3 with inner products
〈ei, ei+1〉 = ε cos(ϕi+2)− cos(ϕi) cos(ϕi+1)
sin(ϕi) sin(ϕi+1)
for each i ∈ {1, 2, 3}
if and only if cos(ϕ1) + cos(ϕ2)− ε cos(ϕ3) ≤ 1.
Furthermore, the subspace spanR{e1, e2, e3} has dimension 2 if and only if cos(ϕ1) +
cos(ϕ2) + ε cos(ϕ3) = 1, and dimension 3 otherwise.
Proof. A subset {e1, e2, e3} of the Euclidean space R3 satisfies the inner product relations
in the statement if and only if the associated Gram matrix G = (〈ei, ej〉)1≤i,j≤3 is positive
semi-definite. This happens precisely when all principal minors of G are non-negative; in
this proof, by Gij we denote the matrix of order 2 resulting from deleting the i-th row
and the j-th column of G. Let xi := cos(ϕi) for each i ∈ {1, 2, 3}. Hence, G is positive
semi-definite if and only if detGii ≥ 0 for all i ∈ {1, 2, 3} and detG ≥ 0. We compute
det(G) =
(ε+ x1 − x2 − x3)(−ε+ x1 + x2 − x3)(−ε + x1 − x2 + x3)(ε+ x1 + x2 + x3)
(1− x21)(1− x22)(1− x23)
.
Taking into account that 1 > x1 ≥ x2 ≥ x3 ≥ 0, one can check that detG ≥ 0 if and only
if −1+x1+x2−εx3 ≤ 0. Similarly, det(Gii) = (1−x21−x22−x23+2εx1x2x3)/
∏
j 6=i(1−x2j ),
i ∈ {1, 2, 3}. Hence, det(Gii) ≥ 0 if and only if
(10) 1− x21 − x22 − x23 + 2εx1x2x3 ≥ 0.
Now, if 1 > x1 ≥ x2 ≥ x3 ≥ 0, one can show that (10) holds provided that −1 + x1 + x2 −
εx3 ≤ 0. This completes the proof of the first claim of the lemma.
Assume that we are in the situation of the first assertion of the statement. Then
{e1, e2, e3} spans a 3-dimensional subspace if and only if G is positive definite, which in this
situation amounts to detG > 0. This happens precisely when x1 + x2 − εx3 < 1. Hence,
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the proof of the lemma will be complete if we show that spanR{e1, e2, e3} cannot have
dimension 1. Assume this is the case. Then the rank of G is 1. Hence x1 = 1 − x2 + εx3,
and the minor det(G33) vanishes, i.e.
0 = det(G33) = − 2(1 + ǫx3)
(1 + x2)(−2 + x2 − ǫx3) .
Therefore, x3 = −ε, which yields a contradiction. This finishes the proof. 
We are now in position to complete the description of 4-dimensional real subspaces of
H
n with constant quaternionic Ka¨hler angle.
Proposition 5.10. Let V ⊂ Hn be a real subspace of dimension 4 and e0 ∈ V a unit
vector. Then V has constant quaternionic Ka¨hler angle Φ(V ) = (ϕ1, ϕ2, ϕ3), with ϕ1 > 0,
if and only if there is a canonical basis {J1, J2, J3} of J, ε ∈ {−1, 1}, and unit vectors
e1, e2, e3 ∈ Hn ⊖He0 with ei ∈ Hn ⊖ (ImH)ej , i, j ∈ {1, 2, 3}, such that
(i) 0 < ϕ1 ≤ ϕ2 ≤ ϕ3 ≤ π/2,
(ii) cos(ϕ1) + cos(ϕ2)− ε cos(ϕ3) ≤ 1,
(iii) for all i ∈ {1, 2, 3} and indices modulo 3,
〈ei, ei+1〉 = ε cos(ϕi+2)− cos(ϕi) cos(ϕi+1)
sin(ϕi) sin(ϕi+1)
,
(iv) {cos(ϕi)Jie0 + sin(ϕi)Jiei : i = 0, 1, 2, 3} is an orthonormal basis of V , where for
simplicity we put ϕ0 := 0 and J0 := Id.
Moreover, if V is as above, the Ka¨hler angle of any non-zero v ∈ V with respect to Ji
and V is ϕi, for each i ∈ {1, 2, 3}.
Proof. In order to prove the necessity, let us assume that V is spanned by the basis de-
scribed in Lemma 5.1 with k = 4. Notice that ϕ2 = π/2 implies Φ(V ) = (ϕ, π/2, π/2);
such subspaces are classified (see §2.4), and [2, p. 232], together with some straightforward
calculations, show that they can be spanned by a basis as above. Thus, we can suppose
ϕ1, ϕ2 ∈ (0, π/2).
Let us first assume ϕ3 6= π/2. A long but elementary calculation, similar to the one used
to obtain Equations (4), using the isospectrality of Ω, Remark 5.2 and Lemma 5.8, yields
3∏
j=1
cos2(ϕj) = det(Ω(P¯ie0)) = cos
2(ϕi)
3∏
j=1
j 6=i
(cos(ϕi) cos(ϕj) + 〈ei, ej〉 sin(ϕi) sin(ϕj))2,
for each i ∈ {1, 2, 3}. This implies
(11) cos2(ϕi+2) = (cos (ϕi) cos(ϕi+1) + 〈ei, ei+1〉 sin (ϕi) sin (ϕi+1)) 2, i ∈ {1, 2, 3}.
Using (11), we can also calculate for i ∈ {1, 3}
3∑
j=1
cos2(ϕj) = tr(Ω(P¯ie0)) =
3∑
j=1
cos2(ϕj) + 〈e2, Jiei〉2 sin2(ϕi) sin2(ϕ2),
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which implies 〈e2, Jiei〉 = 0, i ∈ {1, 3}. This, along with Remark 5.2 and Lemma 5.8, shows
that ei ∈ Hn ⊖ (ImH)ej , i, j ∈ {1, 2, 3}. Furthermore, (11) gives rise to the two possible
expressions for 〈ei, ei+1〉 in the statement (corresponding to ε = 1 or ε = −1). Note that
such expressions are incompatible for a fixed V , that is, if for some i ∈ {1, 2, 3} we have
〈ei, ei+1〉 = cos(ϕi+2)− cos(ϕi) cos(ϕi+1)
sin(ϕi) sin(ϕi+1)
, 〈ei+1, ei+2〉 = −cos(ϕi) + cos(ϕi+1) cos(ϕi+2)
sin(ϕi+1) sin(ϕi+2)
,
then one can check that det
(
Ω((e0 + P¯i+1e0)/
√
2)
)
= 0, which gives a contradiction with
the assumption ϕ3 6= π/2. Finally, the inequality in item (ii) of the statement follows from
Lemma 5.9.
Now assume that ϕ3 = π/2. Let {e0, P¯1e0, P¯2e0, J3e3} be the orthonormal basis pro-
vided by Lemma 5.1. A similar computation as in (4), using the isospectrality of Ω and
Lemma 5.8, yields
2∑
i=1
cos2(ϕi) = tr(Ω(P¯1e0)) + tr(Ω(P¯2e0))− tr(Ω(J3e3))
= cos2(ϕ1) + cos
2(ϕ2) + 2 sin
2(ϕ1) sin
2(ϕ2)〈J1e1, e2〉2
+ 2 (cos(ϕ1) cos(ϕ2) + sin(ϕ1) sin(ϕ2)〈e1, e2〉)2 .
Then,
(12) 〈e2, J1e1〉 = 0 and 〈e1, e2〉 = − cot(ϕ1) cot(ϕ2).
Also, using (12), if i ∈ {1, 2} we get
0 = det
(
Ω
(
1√
2
e0 +
1√
2
P¯ie0
))
=
1
4
〈e3, Jiei〉2 cos2(ϕ1) cos2(ϕ2) sin2(ϕi).
Thus,
(13) 〈e3, Jiei〉 = 0, i ∈ {1, 2}.
Taking into account (12) and (13), we can calculate
2∑
i=1
cos2(ϕi) = tr(Ω(P¯1e0)) = cos
2(ϕ1) + 〈e1, e3〉2 sin2(ϕ1),
2∑
i=1
cos2(ϕi) = tr(Ω(P¯2e0)) = cos
2(ϕ2) + sin
2(ϕ2)(〈e2, e3〉2 + 〈e2, J3e3〉2),
whence
(14) 〈e1, e3〉 = ε cos(ϕ2)/ sin(ϕ1) and cos2(ϕ1) = sin2(ϕ2)(〈e2, e3〉2 + 〈e2, J3e3〉2),
for some ε ∈ {−1, 1}. Using these relations we compute
2∑
i=1
cos2(ϕi) = tr
(
Ω
(
1√
2
P¯1e0 +
1√
2
P¯2e0
))
=
2∑
i=1
cos2(ϕi) + ε
1
2
〈e2, J3e3〉 sin(2ϕ2),
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from where (note that we are assuming ϕ2 6= π/2)
(15) 〈e2, J3e3〉 = 0 and 〈e2, e3〉 = ε′ cos(ϕ1)/ sin(ϕ2),
for some ε′ ∈ {−1, 1}. Remark 5.2, Lemma 5.8 and Equations (12), (13), (14) and (15)
imply ei ∈ Hn ⊖ (ImH)ej , i, j ∈ {1, 2, 3}. Furthermore, if ε′ = −ε, we have that 0 is an
eigenvalue of Ω
(
(e0 + J3e3)/
√
2
)
with double multiplicity, yielding a contradiction with
the fact ϕ2 6= π/2. Hence, ε′ = ε which, along with Lemma 5.9, concludes the proof of the
necessity in the statement.
The converse implication follows from verifying by direct calculation that the matrix Ω(v)
is diagonal with diagonal entries cos2(ϕ1), cos
2(ϕ2), cos
2(ϕ3), for any unit v spanned by the
basis of V given in the statement. This also proves the final claim of the proposition. 
Remark 5.11. In view of Proposition 5.10, there can be zero, one or two types of 4-
dimensional real subspaces V of Hn with Φ(V ) = (ϕ1, ϕ2, ϕ3), ϕ1 > 0, depending on
whether the triple (ϕ1, ϕ2, ϕ3) satisfies cos(ϕ1)+cos(ϕ2)−cos(ϕ3) > 1, cos(ϕ1)+cos(ϕ2)−
cos(ϕ3) ≤ 1 < cos(ϕ1)+cos(ϕ2)+cos(ϕ3), or cos(ϕ1)+cos(ϕ2)+cos(ϕ3) ≤ 1, respectively.
Thus, it will be convenient to denote by V+ and V− the subspaces described in Proposi-
tion 5.10 with ε = 1 or ε = −1, respectively. Note that such subspaces depend on the
triple (ϕ1, ϕ2, ϕ3), but we do not specify this in the notation for the sake of simplicity.
Observe that, if ϕ3 = π/2, V+ and V− are actually equivalent, i.e. there exists T ∈
Sp(1)Sp(n) such that TV+ = V−. Indeed, one can take a T ∈ Sp(1)Sp(n) that commutes
with Ji for all i ∈ {1, 2, 3}, fixes each ei with i ∈ {0, 1, 2}, and sends e3 to −e3. For
convenience, from now on we will say that any 4-dimensional real subspace of Hn with
constant quaternionic Ka¨hler angle (ϕ1, ϕ2, π/2) is of type V+, and not of type V−.
In order to encompass all examples of 4-dimensional subspaces with constant quater-
nionic Ka¨hler angle into the V±-notation, we have to consider the case ϕ1 = 0 analyzed in
Proposition 5.7. Thus, we adopt the convention that any 4-dimensional real subspace V
with Φ(V ) = (0, ϕ, ϕ), ϕ ∈ [0, π/2], is of type V+, and not of type V−.
Remark 5.12. The choice of the ±-notation in Remark 5.11 is motivated by certain im-
portant property of these subspaces that we now explain. Assume ϕ3 6= π/2. The last
claim of Proposition 5.10 enables us to reproduce the discussion in §4.2 applied to V = V±,
and hence, P¯i = πV±Ji/ cos(ϕi), i ∈ {1, 2, 3}, determine a Cl(3)-module structure on V±,
which must be irreducible since dimR V± = 4. By the classification of Clifford modules,
either P¯1P¯2 = P¯3 (and hence P¯iP¯i+1 = P¯i+2 for all i ∈ {1, 2, 3}) or P¯1P¯2 = −P¯3 (and
hence P¯iP¯i+1 = −P¯i+2 for all i ∈ {1, 2, 3}). One can easily check using the basis of V±
in Proposition 5.10 that V+ satisfies precisely the former relation, whereas V− satisfies the
latter.
Remark 5.13. Let V be a real subspace of dimension 4 in Hn, n ≥ 4, with Φ(V ) =
(ϕ1, ϕ2, ϕ3). If ϕ1 = 0, by Proposition 5.7 we have Φ(V ) = (0, ϕ, ϕ) for some ϕ ∈ [0, π/2].
In this case, when ϕ = 0, V is quaternionic, i.e. V = Hv, for some non-zero vector v ∈ V ,
whereas if ϕ > 0, V cannot fit inside a quaternionic line H, but can be placed in some H2
(see §2.4), and thus HV = H2.
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Now assume ϕ1 > 0. By Proposition 5.10 and Lemma 5.9, V can be placed in some H
3
if and only if V = V+ and cos(ϕ1) + cos(ϕ2) − cos(ϕ3) = 1, or if V = V− and cos(ϕ1) +
cos(ϕ2) + cos(ϕ3) = 1; in this case HV = H
3. Otherwise we have HV = H4.
We end this section by showing that V+ and V− are not equivalent.
Proposition 5.14. There does not exist T ∈ Sp(1)Sp(n) such that TV+ = V−.
Proof. We can assume that Φ(V+) = Φ(V−) since the quaternionic Ka¨hler angle is preserved
by transformations in Sp(1)Sp(n). We also assume ϕ3 6= π/2 in view of Remark 5.11. We
consider the bases for V± given in Proposition 5.10, where we use the notation e
±
i accord-
ingly, and assume without restriction of generality that the canonical basis {J1, J2, J3} of
J used is the same in both cases.
Let us suppose that there is T ∈ Sp(1)Sp(n) such that TV+ = V−. Denote by π+ and
π− the orthogonal projections onto V+ and V−, respectively. By assumption Tπ+ = π−T .
Let {J ′1, J ′2, J ′3} be the canonical basis of J given by J ′i = TJiT−1, i ∈ {1, 2, 3}, and
denote P+i = π+Ji and P
′
i = π−J
′
i , i ∈ {1, 2, 3}. Then, for any unit vector w ∈ V− and
i, j ∈ {1, 2, 3}, we have
〈P ′iw, P ′jw〉 = 〈π−TJiT−1w, π−TJjT−1w〉 = 〈Tπ+JiT−1w, Tπ+JjT−1w〉
= 〈TP+i T−1w, TP+j T−1w〉 = 〈P+i T−1w, P+j T−1w〉 = cos2(ϕi)δij ,
where in the last equality we have used the last claim of Proposition 5.10 applied to V+.
Thus, the canonical basis {J ′1, J ′2, J ′3} of J diagonalizes the bilinear form L−w (given in
Proposition 2.2) associated with the subspace V−, for any unit vector w ∈ V−. By the
last claim of Proposition 5.10 applied to V−, the basis {J1, J2, J3} also has this property.
Hence, there exists an orthogonal matrix A ∈ SO(3) such that
(J ′1, J
′
2, J
′
3) = (J1, J2, J3)A
and A commutes with the diagonal matrix with diagonal entries (ϕ1, ϕ2, ϕ3). Then V−
coincides with the span of
{e−0 , cos(ϕ1)J ′1e−0 + sin(ϕ1)J ′1e−1 , cos(ϕ2)J ′2e−0 + sin(ϕ2)J ′2e−2 , cos(ϕ3)J ′3e−0 + sin(ϕ3)J ′3e−3 },
where in this basis we have just changed Ji by J
′
i in the original basis of V−. Since for V−
we had P¯−1 P¯
−
2 = −P¯−3 by Remark 5.12, where P¯−i = π−Ji/ cos(ϕi), i ∈ {1, 2, 3}, we also
have P¯ ′1P¯
′
2 = −P¯ ′3, where P¯ ′i = P ′i/ cos(ϕi) = π−J ′i/ cos(ϕi), i ∈ {1, 2, 3}.
However, denoting P¯+i = π+Ji/ cos(ϕi), i ∈ {1, 2, 3}, which again by Remark 5.12 satisfy
P¯+1 P¯
+
2 = P¯
+
3 , we obtain:
P¯ ′1P¯
′
2 =
1
cos(ϕ1) cos(ϕ2)
π−J
′
1π−J
′
2 =
1
cos(ϕ1) cos(ϕ2)
π−TJ1T
−1π−TJ2T
−1
=
1
cos(ϕ1) cos(ϕ2)
Tπ+J1π+J2T
−1 = T P¯+1 P¯
+
2 T
−1 = T P¯+3 T
−1
=
1
cos(ϕ3)
Tπ+J3T
−1 =
1
cos(ϕ3)
π−TJ3T
−1 =
1
cos(ϕ3)
π−J
′
3 = P¯
′
3,
which leads to a contradiction with P¯ ′1P¯
′
2 = −P¯ ′3. 
28 J. C. DI´AZ-RAMOS, M. DOMI´NGUEZ-VA´ZQUEZ, AND A. RODRI´GUEZ-VA´ZQUEZ
6. Inhomogeneous isoparametric hypersurfaces
with constant principal curvatures
In this section we will investigate when an H-orthogonal sum of copies of the subspaces
V± introduced in the previous section gives rise to a protohomogeneous real subspace of H
n.
In particular, we will obtain subspaces with constant quaternionic Ka¨hler angle that are
not protohomogeneous. As a consequence of [15, Theorem 4.5] these subspaces give rise to
examples of inhomogeneous isoparametric hypersurfaces with constant principal curvatures
in quaternionic hyperbolic spaces.
Let us consider a real subspace V of Hn such that
(C1) V =
⊕l
r=1 Vr, where
(C2) dimR Vr = 4, for each r ∈ {1, . . . , l},
(C3) Vr and Vs are H-orthogonal for every r, s ∈ {1, . . . , l}, r 6= s,
(C4) Φ(Vr) = (ϕ1, ϕ2, ϕ3), for all r ∈ {1, . . . , l},
(C5) {J1, J2, J3} is a canonical basis of J such that every non-zero vector in Vr, r ∈
{1, . . . , l}, has Ka¨hler angle ϕi with respect to Ji for each i ∈ {1, 2, 3}.
Then, Lemma 4.3 guarantees that Φ(V ) = (ϕ1, ϕ2, ϕ3). By Proposition 5.10, Remark 5.11
and Proposition 5.14, each factor Vr is either equivalent to V+ or to V−. Then, if we define
l+ and l− as the number of subspaces in the decomposition of V equivalent to V+ and to
V−, respectively, we have l = l+ + l−. In this situation we will say that the real subspace
V has type (l+, l−).
We claim that the type of V is well defined for real subspaces of Hn in the conditions
(C1-5) above. If ϕ3 = π/2, then by Remark 5.11 the type of V is (l, 0). Let us assume
that ϕ3 6= π/2. As usual, we let P¯i = πV Ji/ cos(ϕi), for each i ∈ {1, 2, 3}; since HVr ⊥
HVs for r 6= s, we have P¯i|Vr = πVrJi/ cos(ϕi). Thus, it follows from Remark 5.12 that
P¯1P¯2|Vr = P¯3|Vr or P¯1P¯2|Vr = −P¯3|Vr , depending on whether Vr is equivalent to V+ or V−,
respectively. Hence, dimR ker(P¯1P¯2− P¯3) = 4l+ and dimR ker(P¯1P¯2+ P¯3) = 4l−. Moreover,
the type is independent of the canonical basis of J chosen. Indeed, if {J ′1, J ′2, J ′3} is another
canonical basis satisfying (C5), then there exists an orthogonal matrix A ∈ SO(3) such
that (J ′1, J
′
2, J
′
3) = (J1, J2, J3)A and commuting with the diagonal matrix with diagonal
entries (ϕ1, ϕ2, ϕ3), and one can easily argue (similarly as in the proof of Proposition 5.14)
that ker(P¯ ′1P¯
′
2± P¯ ′3) = ker(P¯1P¯2± P¯3). All in all, the type is well defined. More than that,
a slight modification of the previous argument shows that two real subspaces V and W of
Hn in the conditions (C1-5) are equivalent if and only if Φ(V ) = Φ(W ) and their types
coincide.
Proposition 6.1. Let V be a real subspace of Hn satisfying conditions (C1-5). Then, V
is protohomogeneous if and only if the type of V is (l, 0) or (0, l).
Proof. Assume that V is protohomogenous. By conditions (C1-5), V =
⊕l
r=1 Vr, where
each factor Vr is equivalent either to V+ or to V−. If ϕ3 = π/2, by Remark 5.11 each factor
Vr is equivalent to V+, whence V has type (l, 0).
Let us suppose that V has type (l+, l−) where l+, l− ≥ 1. In this case, k = 4l ≥ 8. Let
r, s ∈ {1, . . . , l}, r 6= s, be such that Vr is equivalent to V+, and Vs is equivalent to V−. Let
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v+ and v− be unit vectors in Vr and Vs, respectively. Since V is protohomogeneous, there
is T ∈ Sp(1)Sp(n) such that TV = V and Tv+ = v−. Now, since k ≥ 8, by Proposition 4.1
we can assume that T is such that TJi = JiT for each i ∈ {1, 2, 3}. Then,
TPiv+ = TπV Jiv+ = πV TJiv+ = πV JiTv+ = πV Jiv− = Piv−,
for each i ∈ {1, 2, 3}. Then, T sends the subspace Vr = span{v+, P1v+, P2v+, P3v+} onto
Vs = span{v−, P1v−, P2v−, P3v−}. This yields a contradiction with Proposition 5.14.
Now we will prove the converse. Let V be of type (l, 0) or (0, l). We can assume
ϕ1 > 0. Otherwise, by Proposition 5.7 we have Φ(V ) = (0, ϕ, ϕ) with ϕ ∈ [0, π/2],
and then V is protohomogeneous (see §2.4). We can also assume ϕ2 < π/2. Otherwise,
Φ(V ) = (ϕ, π/2, π/2) for ϕ ∈ [0, π/2], and then V would again be protohomogeneous
(see §2.4).
As usual, consider the transformations P¯i = πV Ji/ cos(ϕi) for each i ∈ {1, 2, 3} with
ϕi 6= π/2, and define P¯3 := P¯1P¯2 if ϕ3 = π/2. By the characterization of type, we have
P¯1P¯2 = εP¯3, where ε = 1 if the type of V is (l, 0), and ε = −1 if the type of V is (0, l).
Thus, taking into account condition (C5) and the discussion in §4.2 (or alternatively by the
very definition of V ), we deduce that {P¯1, P¯2, εP¯3} is a canonical basis of a quaternionic
structure on V .
Let v1, w1 ∈ V be arbitrary unit vectors. Then, {P¯iv1}3i=0 and {P¯iw1}3i=0, where P¯0 = Id,
are R-orthonormal bases for some 4-dimensional subspaces Vv1 and Vw1 of V , respectively.
By construction, Vv1 and Vw1 are P¯i-invariant for each i ∈ {1, 2, 3}, and then {P¯1, P¯2, εP¯3}
is a canonical basis of a quaternionic structure when restricted to Vv1 and to Vw1. Moreover,
every non-zero vector in Vv1 or Vw1 has Ka¨hler angle ϕi with respect to Ji, for each i ∈
{1, 2, 3}, by Proposition 5.10. In conclusion, Vv1 and Vw1 are both equivalent either to V+
or to V−, depending on whether the type of V is (l, 0) or (0, l), respectively.
Proceeding inductively we can choose unit vectors v2, w2, . . . , vl, wl and define decom-
positions V =
⊕l
r=1 Vvr and V =
⊕l
r=1 Vwr satisfying (C1-5), and such that Vvr =
span{P¯ivr}3i=0 and Vwr = span{P¯iwr}3i=0 for each r ∈ {1, . . . , l}. Furthermore, all these
subspaces Vvr and Vwr are equivalent to either V+ or to V−, depending on the type of V .
Thus, for each r ∈ {1, . . . , l} there exist Tr ∈ Sp(n) ⊂ Sp(1)Sp(n) such that TrVvr = Vwr ,
Tr(HVvr) = HVwr , Tr|Hn⊖HVvr = Id, and TrJi = JiTr for each i ∈ {1, 2, 3}. Now let e0 = v1,
e1, e2, e3 be the unit vectors given in Proposition 5.10 for the subspace Vv1 , and similarly
f0 = w1, f1, f2, f3 the unit vectors associated with the subspace Vw1. Since 〈ei, ej〉 = 〈fi, fj〉
for all i, j ∈ {0, 1, 2, 3}, and both sets of vectors span a totally real subspace of Hn, there
exists T ′1 ∈ Sp(n) ⊂ Sp(1)Sp(n) satisfying, in addition to the properties of the previously
constructed T1, the relations T
′
1ej = fj for each j ∈ {0, 1, 2, 3} (in particular T ′1v1 = w1),
and T ′1Ji = JiT
′
1 for each i ∈ {1, 2, 3}. Therefore, the composition T = T ′1T2 . . . Tr ∈ Sp(n)
satisfies TV = V and Tv1 = w1, which shows that V is protohomogeneous. 
Remark 6.2. We observe that an H-orthogonal direct sum of real subspaces of dimension 4
with the same constant quaternionic Ka¨hler angle (i.e. any subspace V satisfying (C1-4)) is
protohomogeneous if and only if any two factors are congruent under an element of Sp(n).
The direct implication follows from a combination of the simultaneous diagonalization
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result in Corollary 4.2 (which implies condition (C5)), Lemma 4.3 (which guarantees that
V has constant quaternionic Ka¨hler angle) and Proposition 6.1 (whose proof implies that
any two factors are congruent under an element of Sp(n)). The converse follows from
a direct calculation using the fact that condition (C5) is satisfied if any two factors are
congruent under an element of Sp(n), as the elements of Sp(n) commute with any J ∈ J.
Remark 6.3. Propositions 5.10 and 6.1 imply in particular that any 4-dimensional real
subspace of Hn with constant quaternionic Ka¨hler angle is protohomogeneous. Recall that,
by Propositions 5.3 and 5.5, the same happens with any 3-dimensional real subspace of Hn
with constant quaternionic Ka¨hler angle. This, along with Proposition 3.2 and the well-
known protohomogeneity of subspaces V with Φ(V ) = (ϕ, π/2, π/2), ϕ ∈ [0, π/2], implies
that any real subspace ofHn with constant quaternionic Ka¨hler angle and dimension k 6= 4l,
for all l ∈ N, l ≥ 2, is protohomogeneous.
An immediate consequence of Proposition 6.1, along with Lemma 4.3, is the existence
of non-protohomogeneous subspaces with constant quaternionic Ka¨hler angle.
Corollary 6.4. A real subspace V of Hn, satisfying conditions (C1-5) above in this section
and of type (l+, l−) with l+, l− ≥ 1, has constant quaternionic Ka¨hler angle but is not
protohomogeneous.
Apart from the purely linear algebraic relevance of the examples described in Corol-
lary 6.4, our interest in them stems from the theory of isoparametric hypersurfaces in
symmetric spaces of non-compact type, which we briefly describe now in the particular
case of the quaternionic hyperbolic space HHn+1; we refer to [15, 18] for more details.
Following the notation in §2.1, let M = HHn+1 = G/K, where G = Sp(1, n + 1), and
K = Sp(1)× Sp(n + 1) is the isotropy group at some base point o ∈ HHn+1. Let AN be
the solvable part of the Iwasawa decomposition of G = Sp(1, n), and a⊕ n = a⊕ gα ⊕ g2α
its Lie algebra, where gα ∼= Hn.
Given any non-zero real subspace V of gα ∼= Hn, we define SV as the connected subgroup
of AN with Lie algebra
sV = a⊕ (gα ⊖ V )⊕ g2α.
Then, by [15, Theorem 4.5], the orbit of SV through the base point o, together with the
distance tubes around it, constitute an isoparametric family of hypersurfaces on HHn+1:
Theorem 6.5. The tubes of any radius around the submanifold SV · o are isoparametric
hypersurfaces of HHn+1. Moreover, they have constant principal curvatures if and only if
V has constant quaternionic Ka¨hler angle in Hn.
As a consequence we get Theorem C.
Proof of Theorem C. The combination of Theorem 2.1, Corollary 6.4 and Theorem 6.5
guarantees the existence of inhomogeneous isoparametric hypersurfaces with constant prin-
cipal curvatures in quaternionic hyperbolic spaces.
We note that this construction does not provide any such example in HHn+1 with n ≤ 6,
but it does so for n ≥ 7. This follows from Corollary 6.4 along with the fact that, by
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Remark 5.13, the lowest integer n such that Hn admits a real subspace V of type (l+, l−)
with l+, l− ≥ 1 is n = 7. Indeed, we can take V = V+ ⊕ V− ⊂ Hn satisfying conditions
(C1-5), for any triple (ϕ1, ϕ2, ϕ3), ϕ3 6= π/2, such that cos(ϕ1) + cos(ϕ2) + cos(ϕ3) = 1 if
n = 7, or such that cos(ϕ1) + cos(ϕ2) + cos(ϕ3) ≤ 1 if n ≥ 8. 
7. Proofs of Theorems A and B
In this section we conclude the proof of the classification of protohomogeneous subspaces
of any dimension k > 0 in Hn by providing their moduli space.
Proof of Theorem A. We recall from the statement of Theorem A the definition of the sets
Λ = {(ϕ1, ϕ2, ϕ3) ∈ [0, π/2]3 : ϕ1 ≤ ϕ2 ≤ ϕ3}, and
R+3 = {(ϕ, ϕ, π/2) ∈ Λ : ϕ ∈ [0, π/2]},
R−3 = {(ϕ, ϕ, π/2) ∈ Λ : ϕ ∈ [π/3, π/2)},
R+4 = {(ϕ1, ϕ2, ϕ3) ∈ Λ : cos(ϕ1) + cos(ϕ2)− cos(ϕ3) ≤ 1},
R−4 = {(ϕ1, ϕ2, ϕ3) ∈ Λ : cos(ϕ1) + cos(ϕ2) + cos(ϕ3) ≤ 1, ϕ3 6= π/2},
S = {(ϕ1, ϕ2, ϕ3) ∈ Λ : cos(ϕ1) + cos(ϕ2) + ε cos(ϕ3) = 1, for ε = 1 or ε = −1}.
Note that R±3 (resp. R
±
4 ) is the set of possible triples that arise as quaternionic Ka¨hler
angles of the 3-dimensional (resp. 4-dimensional) subspaces V ϕ± (resp. V±) introduced in
Remark 5.4 (resp. Remark 5.11). Notice that R−3 ⊂ R+3 , R−4 ⊂ R+4 , S ⊂ R+4 ∪R−4 , and
R−4 is precisely the set of triples for which there exist non-protohomogeneous subspaces
with constant quaternionic Ka¨hler angle.
Let V be a non-zero protohomogeneous subspace of real dimension k in Hn. The proof
of Theorem A follows from the discussion of the following four cases:
(1) Case k ≡ 0 (mod 4). By Corollary 4.2 and Lemma 4.3, V satisfies conditions (C1-5) in
Section 6, and by Proposition 6.1, V is of type (k/4, 0) or (0, k/4). Put V =
⊕k/4
r=1 Vr
as in (C1). Now, by Remark 5.13 we have dimH(HVr) ∈ {1, 2, 3, 4}, depending on the
value of the triple Φ(V ). Thus, combining this with the fact that HVr ⊥ HVs = 0 for
r 6= s, we can distiguish four subcases of relative sizes of n and k, and determine the
possible triples Φ(V ) for each subcase:
(1a) If k > 2n, then Φ(V ) = (0, 0, 0).
(1b) If 4n/3 < k ≤ 2n, then Φ(V ) ∈ {(0, ϕ, ϕ) ∈ Λ : ϕ ∈ [0, π/2]}.
(1c) If n < k ≤ 4n/3, then Φ(V ) ∈ S.
(1d) Let us assume that k ≤ n. If V is of type (k/4, 0), then Φ(V ) ∈ R+4 , whereas if V is
of type (0, k/4), then Φ(V ) ∈ R−4 . Observe that for each triple (ϕ1, ϕ2, ϕ3) in R−4
(resp. in R+4 \R−4 ) we have exactly two (resp. one) inequivalent protohomogeneous
subspaces V of dimension k with Φ(V ) = (ϕ1, ϕ2, ϕ3).
(2) Case k odd, k 6= 3. By Proposition 3.2 we have Φ(V ) = (π/2, π/2, π/2). Hence, by the
classification of totally real subspaces, we must have k ≤ n.
(3) Case k ≡ 2 (mod 4). By Proposition 3.2 we have Φ(V ) = (ϕ, π/2, π/2), for some
ϕ ∈ [0, π/2]. These examples are classified (see §2.4). Thus, we must have k ≤ 2n.
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Furthermore, when n < k ≤ 2n, we have Φ(V ) = (0, π/2, π/2), whereas when k ≤ n
we have Φ(V ) = (ϕ, π/2, π/2), for some ϕ ∈ [0, π/2].
(4) Case k = 3. By Proposition 3.2, Φ(V ) = (ϕ, ϕ, π/2) for some ϕ ∈ [0, π/2]. If n ≥ 3,
Propositions 5.3 and 5.6 guarantee that, for each triple (ϕ, ϕ, π/2) in R−3 (resp. in R
+
3 \
R−3 ) we have exactly two (resp. one) inequivalent subspaces with Φ(V ) = (ϕ, ϕ, π/2).
By Remark 5.4, if n = 2, we have Φ(V ) ∈ {(0, 0, π/2), (π/3, π/3, π/2)}, whereas if
n = 1, Φ(V ) = (0, 0, π/2). 
Proof of Theorem B. This follows from combining Theorem A with the theory of cohomo-
geneity one actions on symmetric spaces of non-compact type and rank one (cf. §2.2). We
just have to note that the action producing the solvable foliation (resp. the action with a
totally geodesic singular orbit HHℓ, ℓ ∈ {1, . . . , n}) can be recovered by the method that
yields the actions with a non-totally geodesic singular orbit by taking V as a 1-dimensional
subspace of gα ∼= Hn (resp. by taking V as a quaternionic subspace Hn−ℓ+1 in gα ∼= Hn). 
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