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TIДC  ПРОБЛЕМИ ПРИЙНЯТТЯ РІШЕНЬ І УПРАВЛІННЯ В ЕКОНОМІЧНИХ, ТЕХНІЧНИХ, ЕКОЛОГІЧНИХ І СОЦІАЛЬНИХ СИСТЕМАХ  
УДК 519.81 
ОЧІКУВАНА КОРИСНІСТЬ У СИТУАЦІЯХ ПРИЙНЯТТЯ 
РІШЕНЬ З ВИПАДКОВИМИ У ШИРОКОМУ СЕНСІ 
НАСЛІДКАМИ 
В.І. ІВАНЕНКО, І.О. ПАСІЧНІЧЕНКО 
Запропоновано розповсюдження теореми про очікувану корисність на ситуації 
прийняття рішень з випадковими у широкому сенсі наслідками. Статистична 
закономірність відповідного випадкового явища має форму сімейства скінчен-
но-адитивних ймовірнісних мір. Це сімейство має об’єктивне походження 
і, взяте в цілому, описує закономірність випадкового явища. Рішенням постав-
лено у відповідність статистичні закономірності на множині наслідків. Запро-
поновано природні умови на відношення переваги на множині всіх статистич-
них закономірностей. Показано, що вони є необхідними і достатніми для 
існування і єдиності функціоналу корисності у формі мінімуму очікуваної ко-
рисності елементів статистичної закономірності. Отриманий результат засто-
совано у вирішенні задач прийняття рішень, а також до вимірювання інформа-
тивності експерименту та невизначеності ситуації прийняття рішень. 
ВСТУП 
Теорема про очікувану корисність, перший варіант якої належить фон Нейма-
ну і Моргенштерну [1], застосовується в задачах вибору зі стохастичним 
механізмом генерації наслідків рішень. Вона дає необхідні й достатні умови 
існування функції корисності рішень, яка має форму математичного споді-
вання деякої функції наслідків. 
Спираючись на  цю теорему отримано низку результатів за двома осно-
вними напрямками [2]. У дослідженнях першого [3–4] зберігається припу-
щення наявності об’єктивної, зовнішньо заданої закономірності механізму 
генерації наслідків. У дослідженнях другого [5–10] таке припущення опус-
кається, відкриваючи простір для трактування певних елементів моделі як 
«суб’єктивних» закономірностей.  У роботі будемо дотримуватись першого 
напрямку. 
На відміну від припущень очікуваної корисності, на практиці не завжди 
можна розраховувати на те, що розподіл ймовірності є адекватним засобом 
опису закономірності випадкового явища, тобто що механізм генерації нас-
лідків у ситуації прийняття рішень дійсно є стохастичним. Такий стан речей 
спостерігається, якщо фактори, які впливають на явище, не мають достат-
ньої стабільності, щоб спричинити збіжність відносних частот подій, 
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пов’язаних з досліджуваним явищем. В [11] у зв’язку з цим А.М. Колмого-
ров вживає термін «масові випадкові в широкому сенсі явища», які природ-
но поділити на стохастичні (є предметом теорії ймовірності) та нестохас-
тичні. В [12] наведено теорему існування так званих «статистичних 
закономірностей» випадкових у широкому сенсі явищ у вигляді сімейства 
скінченно-адитивних ймовірнісних мір (більш детально зміст цього поняття 
буде розкрито нижче). Таке сімейство ймовірностей має об’єктивне похо-
дження і взяте в цілому описує закономірність випадкового явища. 
Теорема про очікувану корисність потребує розповсюдження на задачі 
вибору, які можуть містити нестохастичні наслідки. 
Мета роботи — побудувати узагальнення теореми про очікувану кори-
сність для ситуацій прийняття рішень з випадковими в широкому сенсі нас-
лідками, використовуючи поняття статистичної закономірності. 
Умови існування функції корисності такого вигляду вперше були роз-
глянуті у загальній постановці для параметричної моделі прийняття рішень 
у [6; 13–14]. Ці результати було розвинуто і доповнено у [10]. Для частково-
го випадку, а саме параметричної моделі типу Анскомба–Аумана, відповідні 
умови пізніше було запропоновано в [7]. На відміну від цих робіт, у статті 
розглядається непараметрична (або так звана лотерейна [15]) модель із зада-
ними зовнішньо статистичними закономірностями на множині наслідків. 
ПОНЯТТЯ СТАТИСТИЧНОЇ ЗАКОНОМІРНОСТІ 
Нехай X  — довільна непуста множина, PF  — множина всіх скінченно-
адитивних ймовірнісних мір на ,X  тобто 
 }, )\()()( ,1)(|]1;0[2:{ XBAABpApBApXppPF X  . 
Нехай M  — банаховий простір обмежених дійсних функцій f  на X  
із нормою )(sup xff
Xx
 , *M  — спряжений простір. Визначимо відобра-
ження PF  в ,*M  поставивши у відповідність PFp  лінійний функціонал 
,
X
dpff   тобто інтеграл по скінченно-адитивній мірі p . Очевидно, що це 
відображення ін’єктивне. Розглядаючи PF  як підмножину простору *M  
визначимо на PF  топологію   як слід *-слабкої топології в .*M  Тобто ви-
значаючою системою околів точки PFp  в   є множини 
 ,},1 |{)(,...,, 1 nipffpPFppO iiff n    
 0 , Mff n ,...,1 , ,Nn  
де 
X
dpfpf .  
Топологічний простір ),( PF  є компактом. Дійсно, множина PF  пе-
редкомпактна в *-слабкій топології в *M  (це випливає, наприклад, з [16], 
теорема 1.11.4). З ізоморфності *M  простору обмежених адитивних функ-
цій підмножин X  [17, теорема IV.5.1] випливає 
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 ,}11 ,0: 0|{ *  XfMffMPF   
звідки ясно, що PF  замкнена в *-слабкій топології в *M  (1A  — індикатор 
множини .)A  
Розглянемо тепер поняття статистичної закономірності послідовності. 
Нехай  1}{ iixx , ix X  Ni  — довільна послідовність. Для всіх 
XA  та Nn  
 


n
i
iA
n
x xn
Ap
1
)( )(11)(  
є частотою потрапляння до A  перших n  членів послідовності .x  
Очевидно, PFp nx )(  .Nn  Позначимо P  множину граничних точок 
послідовності 1)( }{ nnxp  в топології ,  тобто Pp  тоді й тільки тоді, коли 
для будь-яких ,, 0 Nnk   ,,...,1 Mff k   0  існує таке 0nn  , що 
   iinx pffp  для всіх ki ,1 . Множина P  непуста в наслідок компактно-
сті ),( PF . Неважко перевірити, що вона замкнена в .  Множина P  нази-
вається статистичною закономірністю послідовності x . Більше того, будь-
яка непуста замкнена множина простору ),( PF  є множиною граничних 
точок вибіркової направленості, і навпаки (детальніше в [18, п. 2.3]). Вихо-
дячи з цього, статистичною закономірністю називається будь-яке непусте 
замкнуте в   сімейство скінченно-адитивних ймовірностей. 
ТЕОРЕМА ПРО ОЧІКУВАНУ КОРИСНІСТЬ 
Необхідні й достатні умови існування функції корисності того або іншого 
виду дають теореми представлення [19]. Вони часто мають таку форму: бі-
нарне відношення ),( Y  задовольняє множину умов },...,{ 1 nAA  тоді і тільки 
тоді, коли існує і єдина з точністю до певного класу перетворень така функ-
ція ,: RYU   що 
 )()( yUxUyx   Yyx  ,  (тобто U  є функцією корисності для 
відношення  ); 
 U  має властивості },...,{ 1 mBB . 
Вони застосовуються тоді, коли кожна з умов nAA ,...,1  піддається пе-
ревірці легше, ніж твердження про існування функції .U  Після того, як 
у певній задачі вибору встановлено існування функції корисності ,U  прово-
диться оцінка невідомих параметрів цієї функції і вирішується задача зна-
ходження оптимального рішення згідно критерію .U  
Більшість сучасних теорем представлення спираються на теорему про 
очікувану корисність, яку ми наведемо у цій роботі. Множину X  надалі 
вважатимемо множиною наслідків, PF  — множиною рішень. Нехай   — 
бінарне відношення на ,PF  будемо називати його відношенням переваги. 
Для будь-яких PFqp ,  запис qp   означає ) не( pq  , qp ~  означає 
pq  не(  .) не і qp   
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Для будь-яких ,, PFqp   ]1;0[  визначимо відображення 
Rqp X  2:)1(  , поклавши 
 )()1()()(])1([ AqApAqp    .XA  
Очевидно, .)1( PFqp    Поставимо у відповідність Xx  еле-
мент ,PFx   визначений співвідношенням 1})({ xx .  Розглянемо на-
ступні умови на відношення переваги ,),( PF  відомі під назвою «аксіоми 
очікуваної корисності»: 
A1. ),( PF  асиметричне і негативно транзитивне; 
А2. PFrqp  ,,   qqrprqqp  та )1(:)1;0(,) й (    
rp )1(   ; 
A3. )1;0(,,,  PFrqp  ;)1()1( rqrpqp     
A4. XAPFrqp  ,,,   
 pqAxqAp x   )  ,1)((  ,  rpAxrAp x   )  ,1)((  . 
Теорема (про очікувану корисність). 
I. Відношення переваги ),( PF  задовольняє умови А1–А4 тоді й тіль-
ки тоді, коли існує така RPFU : , що 
1) )()( qUpUqp   ;, PFqp   
2) 
X
dpxupU )()(  ,PFp  де RXu :  — деяка обмежена функція. 
II. Нехай RPFU :  має властивості 1 і 2. Функція RPFV :  також 
має властивості 1 і 2 з v  замість u  тоді і тільки тоді, коли існують такі 
Rba , , 0a , що bpaUpV  )()(  для будь-якого .PFp  
Теорема дає загальний вигляд функції U  та стверджує її єдиність з точ-
ністю до додатного лінійного перетворення. Очевидно, )()( xuU x   
,Xx  тому властивість 2 говорить, що U  цілком визначається своїми 
значеннями на }|{ Xxx  . Також властивість 2 тягне за собою лінійність :U  
 )()1()())1(( qUpUqpU    ,p q PF  , ]1;0[ . 
А1 є умовою слабкого порядку, А4 — умовою домінування. Розгляне-
мо qp )1(    як рішення, наслідок якого визначається складною подією: 
на першому етапі з ймовірностями   та 1  рішення qp )1(    зво-
диться до p  або q  відповідно, на другому етапі наслідок отримується від-
повідно розподілу ймовірностей p  або q  (залежно від результату першого 
етапу). Тоді можна  інтерпретувати А2 як умову неперервності, А3 як умову 
незалежності переваг (детальніше див. [19, с. 169–173]). 
УЗАГАЛЬНЕНА ОЧІКУВАНА КОРИСНІСТЬ ДЛЯ СТАТИСТИЧНИХ 
ЗАКОНОМІРНОСТЕЙ 
Нехай P  — множина всіх статистичних закономірностей, тобто  
 .} , в замкнена |{  PPPFP P  
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Тепер множиною рішень вважатимемо P  й розглядатимемо на ній від-
ношення переваги  . Наша ціль — це побудова функції корисності ви-
гляду 
 
X
Pp
dpxuPU )(min)( , PP , 
де RXu :  — деяка обмежена функція. 
Надалі розглядатимемо PF  як підмножину ,P  ототожнюючи PFp  
з одноточковою статистичною закономірністю .}{ Pp  Для будь-яких 
,PP  PFq  позначимо qP )1(    множину }|)1({ Ppqp   . 
У подальшому нам знадобляться дві допоміжні леми. 
Лема 1. P qP )1(   )1;0(,,  PFqP P . 
Доведення. Треба показати замкненість .)1( qP    Розглянемо ві-
дображення ,: PFPFF   задане співвідношенням qppF )1()(    
,PFp  та доведемо його неперервність. Для цього покажемо, що 
PFp  з )(,...,, 1 pOp nff  випливає  )()( ,...,, 1 pFOpF nff . Дійсно, 
ni ,1 : 
  iiii fqpfqpfpFfpF ])1([])1([)()(   
 ,)1()1( 
  iiiiii pffpqfpfqffp  
де друга рівність отримана з властивості інтеграла. Тоді множина P  
)()1( PFq    замкнена як образ компакта при неперервному відображенні. 
Лема 2. Нехай  1;0n  Nn  та 0n  при n . Тоді для будь-
яких PP  та околу A  точки PFr  існує таке ,0 Nn   що 
ArP nn  )1(   для всіх 0nn  . 
Доведення. Знайдуться 0 , ,,...,1 Mff k   при яких   ArO kff ,...,, 1 . 
Зафіксуємо },...,1{ ki . Оскільки відображення ipfp   неперервне на 
компакті ,P  існують такі ,, 00 Ppp   що iPpi pffp  inf0  та iPpi pffp  sup
0 . 
Оскільки 
 iiiiiiii rffprfrfrffprffrp  000 )1()1(])1([  , 
і аналогічно для 0p , то можна взяти 0i   настільки малим, щоб при 
i 0  було   ii rffrp ])1([ 0  та   ii rffrp ])1([ 0 . То-
ді й для будь-якого Pp  маємо   ii rffrp ])1([ , оскільки 
 iii frpfrpfrp ])1([])1([])1([
0
0   . 
Залишилось взяти },1|{min0 kii   . Тоді при 00     з p  
rP )1(    випливає )(,...,, 1 rOp kff , що й треба було довести. 
Наша множина умов на ),( P  складається з таких семи елементів. 
1A  . ),( P  асиметричне і негативно транзитивне. 
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Умови А2–А4 залишаються буквально тими самими з тією тільки різ-
ницею, що тепер ),( PF  є звуженням ),( P . 
А5. PFqP  ,P  . PqPppq

 


   
А6. ,P r PF  P ,  1}{ nn : ]1;0[n  n N  , 0n   при n  , 
 rPNnrPP nn 


   )1(  . 
А7. PpP  ,P  pPP
2
1
2
1 

 . 
Очевидно, А5 є умовою домінування. В А6 множина rP nn )1(    
при n  й 0n  у певному сенсі (лема 2) стягується в ,r  тому цю умо-
ву можна вважати певною формою неперервності відношення переваги. 
Умова А7 показує, що статистична закономірність не стає гіршою після ра-
ндомізації кожного свого елемента з певним фіксованим. 
Теорема. 
I. Відношення переваги ),( P  задовольняє умови 1A  , А2–А7 тоді 
й тільки тоді, коли існує така RU P: , що 
1) )()( QUPUQP   ;, P QP ; 
2) 
X
Pp
dpxuPU )(min)(  P,P  де RXu :  — деяка обмежена функ-
ція. 
II. Нехай RU P:  має властивості 1 та 2. Функція RV P:  також 
володіє властивостями 1 та 2 з v  замість u  тоді і тільки тоді, коли існують 
такі Rba , , 0a , що bPaUPV  )()(  для будь-якого .PP  
Доведення. I) Доведемо достатність умов 1A  , А2–А7. Звуження  P,  
на PF  задовольняє умови А1–А4, отже за теоремою про очікувану корис-
ність існує :: RPFJ   
 )()( qJpJqp   ,, PFqp    
X
dpxupJ )()(  ,PFp  
де RXu :  — деяка обмежена функція. Зафіксуємо довільну .PP  Точна 
нижня границя множини }|)({ PppJ   досягається, тому що J  неперервна 
на компакті .P  Нехай 0p  — будь-який елемент ,P  для якого 
)(min)( 0 pJpJ Pp . Тоді Pp 0  за умовою А5. З іншого боку, 02
1
2
1 pPP   
за А7 та 00 2
1
2
1 pPp  . Тоді знову за А7 
 000 2
1
2
1
2
1
2
1
2
1
2
1 ppPpP 

 

 . 
Очевидно, що 000 4
3
4
1
2
1
2
1
2
1
2
1 pPppP 

  . Отже, 04
3
4
1 pPP 

 . 
Продовжуючи так само далі, отримаємо послідовність статистичних зако-
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номірностей 02
11
2
1 pPP nn 

 

  .Nn  Тоді за А6 0pP   а, отже, 
0~ pP . Покладемо )()( 0pJPU  . Очевидно, RU P:  має властивості 1 
та 2 з теореми. 
Необхідність 1A   та А5 очевидна. Необхідність А2–А4 випливає з тео-
реми про очікувану корисність, А6 отримуємо з рівності 
 )()1()())1(( rUPUrPU    ]1;0[,,  PFrP P . 
Встановимо необхідність А7. Для будь-яких Ppq ,  маємо 
 )()(
2
1)(
2
1
2
1
2
1 PUpUqUpqU 

  . 
Отже, 
  PUpqUpPU
Pq


 

   2
1
2
1min
2
1
2
1 , 
з чого випливає pPP
2
1
2
1 

 . 
II) Твердження про єдиність випливає з відповідного твердження в тео-
ремі про очікувану корисність. Теорему доведено. 
Очевидно, 
X
dpxupU )()(  при ,PFp  отже u  є функцією корисності 
Неймана–Моргенштерна. 
ВИСНОВКИ 
Нехай ситуація прийняття рішень задана трійкою ),,( DPDXS  , де D  — 
довільна непуста множина (рішень), dP  ( d D ) — статистична закономір-
ність на X  (яка відповідає рішенню d ), }|{ DdPP dD  . Якщо відомо, що 
відношення переваги того, хто приймає рішення, задовольняє умови 1A  , 
А2–А7, то, виходячи з доведеної теореми, впорядкування елементів D  
у ситуації S  для нього зводиться до оцінки функції u  та застосування кри-
терію 
X
Pp
dpxud
d
)(min  на .D  
Природно виникає проблема узагальнення таких понять як байєсівсь-
кий ризик, інформативність експерименту тощо [20]. У [18] в загальній по-
становці розглядаються величини ризику (цінності) ситуації, інформативно-
сті експерименту та невизначеності ситуації, встановлюються їх основні 
властивості. Доведена теорема служить обґрунтуванням застосування реалі-
зацій цих величин, побудованих на основі функції корисності Неймана–
Моргенштерна. Назвемо цінністю ситуації S  величину 
  XPpDd dpxuS d )(minsup)( . 
Доступні в ситуації S  спостереження Hh  можна впорядкувати за 
цінностями відповідних ситуацій ),,(
hDh
h PDXS  , де hD  — множина до-
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пустимих стратегій використання результатів спостереження ,h  тобто за 
величиною  
 )()()/(INF SSSh h   , 
яку назвемо інформативністю експерименту .Hh  Тоді невизначеністю 
ситуації S  природно назвати величину .)/(INFmax)( ShSv
Hh
  
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