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1. INTRODUCTION 
We began an investigation [4] of the structure of the commutative rings R with 
the property that if A E R, , the n x n matrices over R, is regular (not a zero 
divisor) and c E R divides det A, then A has a right factor in R, having deter- 
minant c. R, was said to admit determinant-induced factorization in the latter 
event. 
The Noetherian rings R such that R, has determinant-induced factorization for 
each n > 0 are precisely Towber rings, characterized by Lissner and Geramita 
[lo] extending the initial work of Towber [12]. Noetherian Towber rings are 
rings of global dimension (i.e., homological dimension [9]) at most 2 with the 
property that every projective module of constant rank is stably isomorphic to a 
projective ideal, and the only finitely generated stably free projective modules 
are free modules (see [lo, Theorems 4.7 and 6.4; 4, Theorem 11). If in addition 
R is factorial then R is Towber if and only if R has gobal dimension at most 2 and 
finitely generated projective modules are free [4, Theorem 1 and its Corollary 31. 
It is this last characterization of Towber rings that we exploit below in our 
study of Noetherian rings R with the property that R, is determinant factorial; 
that is, each regular A E R, may be factored into irreducibles, and the factoriza- 
tion is unique up to order and associates of the determinants of the factors (see 
below for a complete definition). Clearly if R is any Noetherian Towber ring 
then R, satisfies the first of these conditions. If, in addition, R is a finite direct 
product of factorial domains, then R, is determinant factorial for each 12 > 0 
(corollary to Proposition 1). We show that the converse is true, namely, any 
Noetherian ring A with no nonzero nilpotent elements with R, determinant 
factorial for each 71 > 0 (the case n = 2 suffices) is a finite direct product of 
Noetherian Towber domains, each of which is factorial (Theorem 1). As a 
consequence such rings have not only the property that regular matrices have 
a factorization unique up to the determinant, but also the property that any 
such factorization can be produced. 
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We conclude with a study of the Noetherian rings whose matrices atisfy a 
lattice-theoretic uniqueness of factorization, termed factorial (see below for a 
definition). This condition is suggested by the work of Cohn [l, 21, who studied 
analogous conditions on the nonzero divisors incertain noncommutative domains. 
It is well known that R, is factorial whenever R is a commutative principal ideal 
ring. We establish t e converse, namely, that any Noetherian ring with no 
nonzero nilpotent elements for which R, is factorial for each n > 0 (again = 2 
suffices) i  afinite direct product of principal ideal domains (Theorem 2). 
Throughout, R shall be a commutative ring with unit. All undefined termino- 
logy is that of [9] except in three instances: A local ring herein has one maximal 
ideal but need not be Noetherian, “height” replaces “rank,” and “factorial” 
replaces “unique factorization.” Also, the superscript “ ” denotes transpose. 
2. DETERMINANT FACTORIAL 
Cohn [3] observed that many definitions for unique factorization ca be 
unified to a single category by use of equivalence relations N defined on the 
regular elements of a ring S (which need not be commutative) and having the 
properties: (i)If a .- a’ and a is irreducible, then so is a’; and (ii) in a commutative 
integral domain, a N a’ if and only if a, a’ are associates. Here a nonunit a in S 
is irreducible if a cannot be written as a product of two nonunits. Also, a, a’ are 
associates if a = a’~ for some unit u in S. S is then N factorial if each regular 
element which is not a unit can be expressed as a product of irreducibles, and
if c = a, --* a, = b, *.* 6, are two such factorizations then Y = s and there is a 
permutation of the subscripts i + i’ such that ui N bi, .The relation we first 
consider for S = R, is that of “having associate d terminants.” Thus, R, is 
determinant factorial ifeach regular A E R, which is not a unit can be expressed 
as a product of irreducibles and if A = B1 *.. B, = C, *.- C, are two such 
factorizations then Y = s and there is a permutation of the subscripts i -+ i’ 
such that det Be and det Ci, differ by a unit factor. We begin our study of 
determinant factorial matrix rings with the characterization: 
PROPOSITION 1. For n > 1, R, is determinant factorial ifand only if the 
following hold: 
(1) If A E R, is irreducible th n det A is irreducible, and 
(2) each regular element in R that is not a unit can be factored uniquely, 
apart fTom order and associates, us a product of irreduzibles. 
Proof. Evidently the conditions given are sufficient. Assume then that R, 
is determinant factorial. We first show that (1) holds. If A E R, is irreducible 
and det A = bc, then A adj(A) = bcl, = B1 ... B,C, ... C, with the B, 
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(respectively CJ diagonal matrices having entries bi, = b, bjj = 1 for j # i 
(respectively cii = c, ci, = 1 for j # i), where adj(A) is the transpose of the 
matrix of cofactors of A, and I,, is the n x n identity matrix of R, . Since A is 
irreducible, det A is an associate of the determinant of an irreducible factor B 
of some B, or Cj . In the first event, det B divides b, hence c is a unit. In the 
second event, det B divides c, hence b is a unit. Thus, det A is irreducible. 
Let R,* denote the semigroup of regular elements in R, , and R* = R:. 
Condition (2) now follows from the fact that det: Rt - R* is an epimorphism 
with right inverse 8: R* -+ Rz defined by e(u) = that diagonal matrix with a in 
the first position and 1 elsewhere on the diagonal. 
By specializing the hypotheses of the proposition to a Noetherian ring with 
no nonzero nilpotent elements we have by Theorem 1 of [4] the 
COROLLARY. If R is a finite direct product of factorial Towber domains then R, 
is determinant factorial for each n > 0. 
We shall prove the converse of this corollary in Theorem 1 below. The 
following preliminaries are needed. The first (Proposition 2) is an immediate 
consequence of Proposition 1. 
PROPOSITION 2. (i) If S is a multiplicatively closed set of regular elements in a 
ring R and R, is determinant factorial, then (R,), is determinant factorial. 
(ii) If T N xi=, R(i) is afinite direct product of commutative rings with unit, 
then T, is determinant factorial ifand only if R(i)r, is determinant factorial for all 
1 <i<k. 
LEMMA 1. Let (a, b, c) denote a unimodular vector in R3 with c regular, and 
let P = {(x, y, z) E R3: ax + by + cz = 0). Then P is free if and only if there 
exists U E R, such that (a, b)U = 0 mod c and det U, c are associates. 
Proof. The projection (x, y, z) -+ (x, y) induces an isomorphism from P to 
Q = {(x, y): ax + by E CR}. We will show that ur , us constitute a basis for Q if 
and only if det U, c are associates where U E R, has rows u, , ua . Replacing U 
by Ut yields the matrix needed for the result stated in the lemma. The problem 
localizes so we may assume that R is local with maximal ideal M. If c $ M, then 
(c, 0), (0, c) is a basis for Q. Now u r , ua form a basis for Q if and only if c12 = UV 
with V E R, invertible. This event occurs if and only if c, det U are associates. If 
c E M, then a or b $ M. We may assume without loss of generality that a # M. 
Then (ba-l, I), (c, 0) is a basis for Q. If C denotes the matrix having the latter two 
vectors as rows, then for ZJ r , us E Q there exists V E R, such that U = VC, U 
the matrix with rows u, , us . Now u, , ua constitute a basis for Q if and only if V 
is invertible; or equivalently, det U, det C = -c are associates. Finally, 
ur , ua E Q if and only if (a, b)Ut = 0 mod c, where U is the matrix with rows 
Ul > % . 
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PROPOSITION 3. Let (a, 6, c) E R3 be unimodular and let c be regular. If 
P = {(x, y, z) E 11% ax + by + cz = O> and R, is determinant factorial then P is 
f ree. 
Proof. If c is a unit then P ‘u Q = ((x, y): ax + by E CR} = R2; hence P is 
free. We may assume then that c is not a unit and proceed with the verification f
the proposition whenever c is irreducible. This will suffice, for if, say, P’ is the 
module corresponding to the unimodular vector (a, b, d) with d regular and c is 
an irreducible divisor of d then, by Lemma 1, there is a matrix U E R, having 
determinant c and such that (a, b)U = 0 mod c. Replacing (a, b) by (a’, b’) = 
(a, b)U/c and (a, b, d) with (a’, b’, d/ c a ) 11 ows us to conclude the general result by 
induction on the number of irreducible divisors of d. 
Assume then that c is irreducible and let P’ = {(x, y, z) E R3: ax + by + 
c2z = O}. Since P’ is free [l 1, Theorem 2.11, there is, by Lemma 1, a matrix 
u’ E R, such that (a, b)U’ = 0 mod c2 and c2, det u’ are associates. Since R, 
is determinant factorial and c is irreducible, U’ has the factorization UV, where 
I’, U E R, have determinants both of which are associates of c. If we multiply 
both sides of the equation (a, b)U’ = 0 mod c2 on the right by adj V, we have 
(a, b) U = 0 mod c. By Lemma 1, P is free. 
We now turn to a local characterization of determinant factorial for matrix 
rings over Noetherian rings. 
LEMMA 2. Let R be a Noetherian ring with no nonzero nilpotent elements. If 
R, is determinant factorial then R, is regular local of Krull dimension atmost 2 
for each prime ideal p of R. 
Proof. Let p be a prime ideal of R and let S denote the multiplicatively 
closed set of regular elements in R which are not in p. If q is a prime ideal of R 
not contained in p and q is disjoint from S, then qR, is a maximal ideal of Rs of 
height zero, whence Rs is a finite direct product of local rings. One factor is R, 
and the other factors are fields corresponding toR, with q as above [9, Ex. 15, 
p. 1221. By Proposition 2,(R,)2 is determinant factorial. So we begin again with 
R a local Noetherian ring with maximal ideal M such that R has no nonzero 
nilpotent elements and R, is determinant factorial. We wish to show that R is a 
regular local ring. 
As a first case assume that M contains at least hree linearly independent 
elements mod M2. Since R has no nonzero nilpotent elements, arm(M) = 0. 
Thus, there appear egular elements among these linearly independent elements. 
Then let a, b, c be three such with a regular. By a suitable translation b + b + r’a, 
c + c + s’a, r’, s’ E R we may assume b, c are regular elements in R (Lemma 2.1 
of [5] applied to the minimal primes in R). We claim that c, a, b is not an- 
R-sequence. The argument is essentially that for the example following Propo- 
sition 5 in [4], but we include it for completeness. Let A denote the matrix with 
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rows (a”, ab - c), (ab + c, b2). Then det A = c2. Since c + 0 mod M2, c is 
irreducible. Thus, A has a right factor C having determinant an associate of c. 
Let (Y, s)~, (u, v)” denote the columns of adj(C). Then u2y + (ab - c)s = 
a(ar + bs) = 0 mod c and a*~ + (a6 - c)w = u(uu + bw) = 0 mod c. If c, a, b 
were an R-sequence, we would have UY + bs = uu + bw = 0 mod c, hence 
s, w E UR + CR and u, Y E bR + CR. But then c E (det C)R C (uR + cR)(bR + 
CR) C M2, a contradiction. 
Since c, a, b is not an R-sequence, ax - by = 0 mod c is solvable with 
x # bR + CR or y 4 UR + CR. No generality is lost by assuming the former. Let 
ax - by = CZ. By a suitably selected translation z -+ x + ea, x + x + ec, e E R, 
we may assume that z is regular. Among all such choices of x, y, z pick one such 
that z has the fewest irreducible factors. Now let B denote the matrix with rows 
(a, b), (y, x). Since det B = CZ, B has a nontrivial factorization B = UV, 
U, V E R, . We claim that one of u r1 , ur2 is a unit, where U = (uij), V = (Q. 
Given that this is the case, by inserting lVlV-l with W suitably selected and 
replacing U with VW, we may assume ulr = 1 and ur2 = 0. Since then wll = a 
and wr2 = b, x = bu,, + ~22~22 . Our assumption on x yields u2r $ CR and 
w22 $ bR + CR. Since det U = u22 , det V = cd for some d E R. Since det U = u22 
is not a unit, d has fewer irreducible factors than x. But cd = awz2 - bw,, and 
w22 4 bR + CR, a contradiction. 
We are reduced to establishing the claim. Now at least one of uu , ur2 , wu , w2r 
is a unit since a 6 M2. If wrr is a unit then, as previously, we may assume wrl = 1 
and wal = 0. But then r+r = a and since b = uq, + u,,w2,, , where w,, = 
det V E M, ai2 must also be a unit. The case of w,, a unit follows similarly and the 
claim is established. Hence the Krull dimension of R is no more than 2 [9, 
Theorem 1521. 
If the Krull dimension of R is equal to 2, then the above argument shows in 
addition that R must be a regular local ring [9, Theorem 1601. So assume that R 
has Krull dimension 1 and that M contains two linearly independent elements 
mod M2. We again derive a contradiction. As in the previous case, the two 
linearly independent elements a, b can be assumed irreducible in R. Now there 
is a least integer k > 1 such that bk = ur, Y E R. Let A have rows (a, 0), (0, Y). 
Then A has the factorization BC, where B, C E R, , det B is an associate of b, 
and det C is an associate of bk-l. Since b $ M2, one of the bij is a unit. If b,, or b12 
is a unit, then we adjust B so that b i1 = 1, b,, = 0. But then C has first row 
(a, 0), hence det C = uw is an associate of bk--l, contradicting the choice of k. 
Hence one of b 21 , b,, is a unit. We may assume then that b,, = 1, b,, = 0. 
Thus b12 is an associate of b and cu = 0. But then bc,, = a and since a # M2, 
c21 is a unit, contradicting the independence of a, b modulo M2. 
With this contradiction we conclude that if R has Krull dimension 1 then R is 
a regular local ring. Since if R has Krull dimension 0 then R must be a field, the 
proof of the lemma is complete. 
We are now able to prove the converse of the corollary to Proposition 1. 
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THEOREM 1. Let R be a Noetherian ring with no nonzero nilpotent elements. 
If R, is determinant factorial then R is a Jinite direct product of factorial Towber 
domains. 
Proof. By Lemma 2 and [9, Theorem 1681, R is a finite direct product of 
integral domains. By Propositions 1 and 2 and Lemma 2 each of these domains is 
factorial, regular and of Krull dimension no more than 2. We must show that 
each of these domains is a Towber ring, given that the ring of 2 x 2 matrices 
over each is determinant factorial. So redefine R as one of these factors. If P is a 
stably free projective module of rank n, then if n > 2, P has a free summand of 
rank n - 2 by Serre’s theorem [6, Corollary 11. By Bass’ cancellation theorem 
[6, Corollary 41, if P CI P’ @ Rn-2 then P’ @R e R3 from the stable relation 
for P. P’ is therefore isomorphic to {(x, y, Z) E R3: ax + by + cz = 0) for some 
unimodular vector (a, b, c) E R3. Since the argument that P’ is free whenever 
c = 0 is straightforward, we assume c # 0. Now Proposition 3 implies that P’ is 
free. It follows that stably free projective modules are free. Since R is factorial, 
R is Towber [4, Theorem 1 and its Corollary 31. 
3. FACTORIAL MATRIX RINGS 
We now turn to the second of our uniqueness conditions on the ring of matrices 
over a commutative ring. We shall say that R, is factorial if the following 
conditions hold: (1) If A E R, and det A is regular then A can be factored into 
irreducibles; and (2) if A = Bl ..- B, = Cl ... C, are two factorizations of A 
into irreducibles, then r = s and there exists a permutation i -+ i’ such that 
R,/B,R, N R,/C,pR, as right R, modules for each 1 < i < r. (We say B, and 
Ci, are equivalent in this event.) These two conditions generalize to the context 
of noncommutative rings two properties of commutative factorial domains, and 
were discovered to hold in principal left and right ideal domains, such as the 
ring of linear differential operators (see [S, Chap. 31 for an introduction to these 
matters; also see [3] for a survey and recent history). Cohn [2] utilized these 
conditions in a portion of his study of noncommutative unique factorization 
domains. Our purpose here is to note that when the ring of matrices over R is 
factorial and R is a commutative Noetherian ring with no nonzero nilpotent 
elements then R must be a finite direct product of principal ideal domains. This 
is our Theorem 2 below. This factorial condition does serve as a characterization 
of such rings, since the ring of matrices with entries in a finite direct product of 
principal ideal domains is factorial [l, Chap. 5, Theorem 6.51. 
We begin with two characterizations of equivalent matrices. 
PROPOSITION 4. Let A, B E R, be regular. The following are equiwalent: 
(a) &IA&, N R,PR, , 
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(b) ($ j) and (5 i) are associates in R,, , 
(c) There exist mutually inverse 2n x 2n matrices W with A in the first 
n x n block and W-l with B in the last n x n block. 
The equivalence of (a) and (b) was established in [7] and that of (a) and (c) in 
[l, Chap. 3, Corollary 1 to Theorem 3.21. Although in part (a) above, the defini- 
tion of equivalence is a one-sided condition, the equivalence with (b) forces 
R,IR,A e R,IR,B if A, B are equivalent. One additional observation concerning 
the equivalence of (a) and (b) follows from the fact that the two matrices in part 
(b) differ by multiples of invertible matrices: Hence the modules named by 
equivalent matrices have the same Fitting invariants [9, Appendix 4-3(b)]. 
The following proposition establishes the connection between factorial and 
determinant factorial. 
PROPOSITION 5. If R, is factorial then R, is determinant factorial. 
Proof. Using the characterization of determinant factorial in Proposition 1 
we show first that condition (2) holds if R, is factorial. For if a is regular in R, 
a # unit, and 0 is defined as in the proof of Proposition 1, then O(a) = B, a** B, 
with Bi E R, irreducible. If a = a, *a* a, is a nontrivial factorization of a in R 
then 0(u) = 6(u,) e-0 t!?(a,) is a nontrivial factorization of O(a) in R, . Thus, 
s < r. Since the number of nontrivial factors of a is therefore bounded, a can be 
factored as a product of irreducibles in R. If a = a, ... a, = b, .** b, are two such 
factorizations then 8(a) = e(a,) **a O(uJ = B(b,) .*a B(b,) are two factorizations 
of O(u) into irreducibles. Hence Y = s and there is a permutation i -+ i’ such that 
B(q) is equivalent to e(bi,). Since the determinants of &a,), b(b,,) generate one 
Fitting invariant of the induced module, ui and bi, are associates in R. 
As for condition (1) of Proposition 1, if A E R, is irreducible and det A = bc, 
let b have p irreducible factors in R while c has 4. Since A adj(A) = bl,cl, has 
pn + qn = (p + @n irreducible factors, adj(A) must have (p + 4)” - 1 
irreducible factors. But since det(adj(A)) = (bc)“-l, det(adj(A)) has 
(p + q)(n - 1) irreducible factors. Hence (p + q)(n - 1) 3 (p + q)n - 1, 
which implies that one of p, 4 is 0. Thus, one of b, c is a unit. 
Proposition 5 reduces our proof of Theorem 2 below to a local check of Krull 
dimension. We may so localize since the analog of Proposition 2 for the case of 
factorial is true. We prove one preliminary result we record as 
LEMMA 3. Let R be a regular local ring of Krull dimension 2 with maximal 
ideal M = aR + bR. Then (a3 $- bz)R is a prime ideal of R. 
Proof. Since R is factorial we need only show that aa + b2 is irreducible. 
Assuming the contrary, if a3 + b2 = (uu + vb)(wa + xb) then b*(l - vx) E aR. 
Hence v, x are units. Furthermore uw - a E bR. Since a, b are linearly indepen- 
dent mod M2, one of u or w is also a unit, while the other belongs to M. Hence 
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ux + ww is a unit. Finally, from the above equation, ab = u2r + b2s for suitable 
r, s where r E bR and s E aR. Hence 1 E aR + bR, a contradiction. 
THEOREM 2. Let R be a Noetherian ring with no nonzero nilpotent elements. 
If R, is factorial then R is aJinite direct product of principal ideal domains. 
Proof. By virture of Theorem 1 and Proposition 5 we need only establish 
that R, is a principal ideal domain for each prime ideal p of R, since R is at least 
a finite direct product of factorial Towber domains. As in the proof of Lemma 2 
we may assume (R,)2 is factorial. If M denotes the maximal ideal of R, and R, 
has Krull dimension 2, then q = a3 + b2 is irreducible by Lemma 3 where 
M = aR + bR. Thus the matrix A = (Q) with entries a,, = c122 = b, a,, = u2, 
a 21 = --a is irreducible andsince A adj(A) = qI, , A is equivalent to6(q). This is 
a contradiction since the Fitting invariants ofthe modules induced by A and 
e(q) are distinct. 
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