Abstract: We present a numerically stable and time and space complexity optimal algorithm for constructing a convex hull for a set of points on a plane. In contrast to already existing numerically stable algorithms which return only an approximate hull, our algorithm constructs a polygon that is truly convex. The algorithm is simple and easy to implement.
Introduction
There are many optimal O(n log n) time complexity algorithms for constructing the convex hull of a set of n points in IR 2 (see e.g., 1, 7] ). All these algorithms assume that in nite precision arithmetic is used and, in general, they are numerically unstable when a ( nite precision) oating point arithmetic is used. In oating point arithmetic, which is widely used for implementing algorithms, the computation of a convex hull is a much less explored problem. Relatively few numerically stable and time complexity optimal algorithms are known; see e.g., 2] for computing a convex hull of a point set, and 5] for computing the convex hull of a simple polygon. These numerically stable algorithms provide, as the output, only an approximate hull. That is, the constructed approximate hull need not be convex; it is the convex hull only for slightly perturbed input points. Consequently, for a host of algorithms which use the convex hull as an auxiliary structure, the output from such numerically stable algorithms might be insu cient.
Therefore, one needs an algorithm that is numerically stable in a stronger sense. We will present such an algorithm, called Convex, that constructs a truly convex polygon. More precisely, for a given output from a numerically stable convex hull algorithm (such as 2, 5]), Convex returns in optimal (n) time a subset of points that are the vertices of a convex polygon. Furthermore, all rejected points are very close to this polygon; see Section 2 for a precise statement.
In this paper, we assume a oating point arithmetic with rounding and the unit roundo u = 2 ?t , where t is the number of binary digits in the mantissa. Similar results hold for a oating point arithmetic with chopping. We do not make any assumptions concerning the magnitude of input data and we analyze relative errors. As in 2, 5], the basic primitive operations are evaluations and comparisons of slopes.
Related results have been presented in 4, 6] where algorithms for so-called -strongly -hull are provided. A polygon is -strongly -hull if it is the convex hull of the input points perturbed by at most and remains convex even after perturbing each of its vertices by at most (in the absolute sense). These algorithms use a di erent set of primitives, or achieve di erent error estimates than ones presented here. The algorithm in 4] uses a framework of epsilon geometry (see 3]). Both papers are concerned with absolute errors.
Basic De nitions and Main Result
Denote by S(p; q) the slope of the line passing through p and q. In our algorithm we will use an approximation of S(p; q). It is called a computed slope and is denoted by e S(p; q). For more discussion on computing slopes see Section 4.
Let V be a set of n points in IR 2 . Using Fortune's algorithm 2], it is possible to construct in O(n log n) time an approximate hull of V . Formally, it is a list V of indices of vertices whose corresponding polygon is the convex hull of a set e V -a small (< u(3 + u)=(1 ? u)) relative perturbation of the points in V . We can split this polygon into two parts at points with the maximum and minimum x coordinates to obtain so-called upper hull and lower hull, respectively. Let fq 1 ; : : : ; q m g, q x;1 < : : : < q x;m , be points in the upper hull. Then 
Such bounds on i have been proved in 5]. Similarly, for the lower hull the computed slopes, which also satisfy the equation (1), form a decreasing sequence. We assume that the input to our algorithm Convex is an approximate hull V , i.e., V is a sequence of points with the corresponding slopes which satisfy the above properties. We assume that the input points, vertices of the approximate hull, are machine numbers; they are identical with their oating point representation. Also we assume that neither under ow nor over ow occur; as we will later see, the algorithm does not use slopes greater or smaller than the input slopes.
The approximate hull is a simple polygon, with possibly re ex angles at some vertices. In general, we do not know whether the angle at v is re ex if the slopes of the edges adjacent to v are relatively close to each other. It is inherent to using imprecise computation. The task of Convex can be accomplished by identifying all such v and by accepting only these vertices whose edges have well separated slopes. In addition, no vertex should be left too far from the resulting polygon. These two goals can be achieved with a two step algorithm which will be presented in the next section. 
Algorithm
As mentioned before, the convex hull can be obtained by computing the upper and lower convex hulls, that is parts between points with extremal x-coordinates. For simplicity, we discuss only how the upper convex hull is computed. Let M y = max i q i;y and de ne m 1 = minfj m : q j;y = M y g and m 2 = maxfj m : q j;y = M y g: (2) Then the upper convex hull passes through q m 1 and q m 2 , and also contains the line segment q m 1 q m 2 . Thus, it is enough to compute the left part that is spanned between q 1 and q m 1 and the right part that is spanned between q m 2 and q m . Since both parts can be obtained in similar ways (they only di er by the fact that the slopes for points to the left of q m 1 are positive whereas they are negative for points to the right of q m 2 ), we only discuss the computation of the left part of the upper chain. For the rest of this paper, we shall use = 14u and a = 6u:
The algorithm consists of two phases. In the rst phase, it generates a list fk 1 ; : : : ; k r g of indices that correspond to a set V 0 = fq k 1 ; : : : ; q kr g, V 0 V , of candidate vertices. In the second phase, the algorithm removes from V 0 some vertices so that in the resulting polygon the computed slopes of the adjacent edges are well separated. A well separation means that the ratio of the computed slopes is large enough to guarantee the ratio of true slopes to be greater than 1. As we will see, such a separation can be obtained by removing at most one of each two consecutive vertices in V 0 . In this elimination we want to obtain well separated slopes without removing vertices which would be left too far from the resulting polygon.
Analysis
Since the oating point arithmetic operations on reals are performed with errors, they in general di er from those performed in the in nite precision arithmetic. In order to distinguish these two types of operations, we will denote the oating point arithmetic operations by , , , and , respectively. otherwise; with S 0 := (q j;y q i;x ) (q j;x q i;x ).
The hat operation ensures that the computed slope e S(q i ; q j ) preserves the monotonicity: it is bounded from above by e S(q i?1 ; q i ) and from below by e S(q j ; q j+1 ). Furthermore, it has the following properties: Lemma 1 For every i j l, (i) e S(q i ; q j ) = S(q i ; q j )(1 + ) with j j u(3 + u)=(1 ? u). (ii) If S(q i ; q j ) (1 + )S(q i ; q l ) or S(q i ; q j ) (1 + )S(q j ; q l ) (0 < 1), then S(q i ; e q j ) S(q i ; q l ) (7) for some e q j with q i;x < e q j;x < q l;x and jq j ? e q j j jq j j =2: That is, a slightly perturbed q j is below the line segment q i q l . (Furthermore, if similar inequalities hold for computed slopes then (7) holds with jq j ? e q j j ( =2 + u(3 + u)=(1 ? u))jq j j:) (iii) If e S(q i ; q j ) > e S(q j ; q l ) (1 ) with being an even multiplicity of u then e S(q i ; q j ) > e S(q j ; q l ) 1+ 1?u=2 . In addition, if 6u then S(q i ; q j ) > S(q j ; q l ); i.e., q j is truly above the line segment q i q l . We are ready to analyze the algorithm. We begin with the Phase I. The following lemma is a simple consequence of Lemma 1 (iii) and the way the indices k i are selected. The symbol l in the statement of the lemma pertains to Phase I. In the second phase, the algorithm scans the points from V 0 and marks them blue or red depending on whether these points are accepted or rejected. The set of accepted (blue) points is denoted by V 1 . Observe that there are no two consecutive vertices marked \red". Furthermore, each red vertex has a small perturbation which moves it below the edge between its blue neighbors. Speci cally, the following lemma holds.
Lemma 4 For given q k i , let c j be its left closest blue vertex.
If q k i = c j+1 (i.e. q k i is marked blue) then e S(c j ; c j+1 ) > e S(c j+1 ; q k i+1 )(1 + 6u)=(1 ? u=2):
Otherwise, if q k i is marked red, then (i) q k i?1 and q k i+1 are marked blue, i.e., c j = q k i?1 and c j+1 = q k i+1 , (ii) there exists e q, je q ? q k i j 6:5ujq k i j; such that e q is below c j c j+1 , (iii) e S(c j ; c j+1 ) > e S(c j+1 ; q k i+2 )(1 + 7u).
Proof: For q k i = c j+1 , the proof follows directly from Lemma 1 and the fact that e S(c j ; q k i ) > (1 a) e S(q k i ; q k i+1 ) and 1 a = 1 + a (recall that a = 6u). Consider therefore the case when q k i is marked red. The part (i) follows directly from the algorithm; the neighbors of a rejected point are marked blue. Then e S(c j ; q k i ) (1 + a) e S(q k i ; q k i+1 ) and (4) The monotonicity of the computed slopes and (8) Finally, we have all elements necessary to prove the main result of our paper.
Proof of Theorem 1: The convexity of the polygon spanned by V 1 follows from Lemma 5.
If q is rejected in the second phase of the algorithm, then Lemma 4 (iii) implies that slightly perturbed e q (with relative error 6:5u) is inside the convex hull of V 1 . If q is rejected in the rst phase, perturbing q by relative error 10:5u will drive it below an edge q k i q k i+1 , see Lemma 3. If either q k i or q k i+1 is later marked red, perturbing q by an extra 6:5u will move it inside the convex hull V 1 
Final Remarks
We have presented an optimal algorithm, Convex, which extracts vertices of a convex polygon from a given approximate hull. Furthermore, the constructed convex polygon is close to the convex hull of the input set. Indeed, for every rejected point, there is a small relative perturbation ( 17u) that moves it inside the constructed polygon. In the constructed convex polygon the ratio between the slopes of two consecutive edges is greater than 1 (actually, from the proof of Lemma 5 we see that it is at least A = 1 + u=2 + O(u 2 )). By tuning the parameters in the algorithm, we can increase these ratios. Speci cally, when using a = 2`u and = 2a + 2 for an integer` 3, the ratios between consecutive slopes will be at least equal to 1 + a ? 5:5u + O(u 2 ). Of course, increasing the value of a results in larger relative errors. Actually, it can be shown that for a = 2`u > 6u, the bounds on relative errors in Theorem 1 and Remark 1 will increase from 17u and 20u to (8 + 3`)u and (11 + 3`)u, respectively. The basic primitive operation used in Convex is the computation of the slope of a line passing through two points. The choice of a slope as a basic operation is consistent with previous algorithms for numerically stable construction of convex hulls, see 2, 5] . We used a backward error analysis to estimate relative perturbations and we assumed that there are no over/under ows. This assumption is justi ed because our algorithm uses slopes in the range of slopes obtained as the output of numerically stable algorithms, e.g., 2, 5].
To avoid under and over ows in these algorithms we can use the following method. Since the coordinates of the points q i are machine numbers, neither the numerator nu(q i ; q j ) = q i;y q j;y nor the denominator de(q i ; q j ) = q i;x q j;x would cause an over/under ow. Thus, the over/under ow can occur only when nu is very large (or very small) relative to de. 
