Biological processes are random in nature and studying them through laboratory experiments alone is costly and time-consuming. Applying mathematical modeling provides a more efficient method for understanding and modifying them. Recently we proposed an algorithm Box to assist in modeling and controlling any biological pathway. In the Box algorithm, the output (protein concentration) control and optimization is carried out by applying simulated annealing to selective high-sensitivity reactions. Here we apply an alternative approach, a genetic algorithm, in place of simulated annealing, in the Box algorithm. The improved Box algorithm compares outputs derived by simulated annealing with outputs derived by the genetic algorithm and chooses the better set of values. We thus provide a tool to guide the modification of biological pathways that is both accurate and easy to apply. We illustrate our technique using the TNFα-mediated NF-κB pathway.
INTRODUCTION
Modeling and control of biological pathways is of extreme importance for studying mutations (Kitano, 2002) and for synthetic biology (Andrianantoandro et al, 2006) . Parameter extraction (Feng and Rabitz, 2004) and development of mathematical models of biological systems have increased the possibilities for modeling pathways and for controlling bio-chemical reactions to yield desired protein output concentrations.
Optimization and control of biological pathways involves changing model parameters such as rate constants and species concentrations to achieve desired levels of the output protein within a specified time interval. Typically, control is achieved by either random lab experiments (Guet et al, 2002) or directed evolution (Yokobayashi et al, 2002) . We wish to supplement wet lab experimentation with faster and cheaper computer simulation, greatly reducing the required number of wet lab experiments and guiding researchers to choose those wet lab experiments most likely to yield desired results. Treating biological pathways as computational problems and applying mathematical modeling provides an efficient method to study how to modify them (Voit, 2000) .
Previous approaches to modeling were strictly based on mathematical concepts and did not include experimental constraints (Li et al, 2002; JDesigner, 2006; JSim, 2006) . We have designed our Box algorithm to incorporate experimental constraints, producing more useful information than we can obtain by pure mathematical modeling. The Box algorithm analyzes the global sensitivities of all input reactions to the output, then combines experimental constraints with the mathematically determined sensitivities to choose a subset of the input reactions to which the output is highly sensitive. The Box algorithm shows how to optimize the output by controlling only this subset of reactions.
BOX ALGORITHM AND APPLICATIONS TO BIOLOGICAL PATHWAYS
A block diagram of the original Box algorithm (Krishnan and Purdy, 2006b ) is shown in Fig. 1a . The first block, Bio-Model, chooses either the ordinary differential equation (ODE) model or the stochastic model of the process, depending on user preference and application type. The second block, RS-HDMR, is a mathematical technique that estimates the contribution of each input to the output in a system of equations, along with the cooperative effects of the inputs on the output (Li et al, 2002) . This information helps us to assign priorities to the pathway's rate constants.
The third block, Bio-Rules, is the rule-based algorithm which is crucial for converting simulation results into practical results in the laboratory. The Bio-Rules algorithm is derived from laboratory constraints such as ease of experimentation and ability to modify a given reaction. For example, transcription is easier to control than translation. Hence a transcription reaction would receive a high priority, but a translation reaction would get priority zero. The Bio-Rules algorithm combines priorities given by the RS-HDMR algorithm with priorities based on laboratory constraints. Thus we obtain a priority order which is a combination of both mathematical and laboratory constraints.
The fourth block, Simulated Annealing, chooses a subset of rate constants (two or more, depending on user preference) and the corresponding reactions. This choice is determined by priorities set in the Bio-Rules block and the user's choice of how many constants to modify. The algorithm then uses simulated annealing (Sait and Youssef, 1995) to modify the chosen rate constants (within specified limits). The final block (Comparator) compares the output from the simulated annealing algorithm to the expected output and displays the modified rate constants.
In Krishnan and Purdy (2006b) , the Box algorithm is applied to the phage lambda process in E. coli bacteria used to create a bio-inverter (Weiss et al 1999) . A simpler modification to improve the bio-inverter design was originally presented in Krishnan and Purdy (2005) . Phage lambda exists in two states, lytic and lysogenic (Ptashne, 2004) . In the lysogenic phase the repressor protein Rp represses the protein Cp. In the lytic phase, the gene coding for Rp is turned off and Cp is synthesized. An analogy between this switching mechanism and an inverter can be made easily, with Rp representing the input and Cp representing the output. When Rp is present (="1"), Cp is absent (= "0"), and vice versa. The bio-inverter can be modeled using ten first order differential equations, with rate constants k1-k10, with values obtained from Ptashne (2004) and Weiss et al (1999) . Fig. 2a shows the transient characteristics of the bio-inverter, with steady state value 0.1883 M, while Fig. 2b shows the improved inverter, with rate constant values determined by the Box algorithm in Fig. 1a . The Box algorithm modifies the top two constants, in this case the dimerization rate k5 and the transcription rate k7. As noted in Weiss (2001) , the parameters k5 and k7 can be modified experimentally. Simulations were carried out in Matlab. Details can be found in Krishnan and Purdy (2006b) .
MODIFIED BOX ALGORITHM
Here we propose an improvement to the Box algorithm, where outputs derived by the two separate methods of simulated annealing and genetic algorithm are compared. The better value is chosen to be the final output. The modified algorithm is shown in Fig. 1b .
Our genetic algorithm approach consists of the following steps (Goldberg, 1989 ):
Step 0: As in the simulated annealing version. a subset of reactions (two or more) with the highest total priority (RS-HDMR and Bio-Rules combined) is chosen for modification. The rate constants are encoded as k i , where i = 1, 2,…,N and N is the total number of reactions in the subset chosen by the genetic algorithm.
Step 1: The number of generations is fixed at a maximum value of 40 since, in our experiments, the output converges to the expected value within 20 to 25 generations.
Step 2: Random values are generated for the rate constants associated with the subset of reactions chosen in step 0. New values must satisfy equation (1):
The value of limit should be carefully chosen, after making sure that the new rate constants can be achieved by experimentation in the laboratory. The rate constants which were not selected for modification are fixed at values chosen by the experimenter.
Step 3: An initial set of 400 solutions is created. Fitness is the value of the chosen output.
Step 4: The roulette wheel method for selecting the parent set is implemented as described in (Skubic, 2006) , with S = 400. The roulette wheel function is set to choose 1/4 th of the total solutions from the initial solution set. We want the number of solutions in the parent set to be equal to the initial set, so the selection method is applied 4 times
Step 5: Random one-point crossover is used to determine the offspring or child set. The crossover probability (Pc) is fixed between 0.5 and 0.7. Two adjacent solutions in the parent set are chosen for crossover. The cut point is defined by a random integer between 1 and N-1 where N is the total number of input rate constants chosen for modification by the genetic algorithm. Only the subset of rate constants chosen for modification by the genetic algorithm is considered for crossover.
Step 6: Mutation is applied with probability Pm fixed between 0.05 and 0.2. When an offspring is selected for mutation, one or more rate constants (from the subset chosen by the genetic algorithm) are randomly selected and altered to new values satisfying (1).
Step 7: The solution is computed with the modified rate constants.
Step 8: The new solutions are sorted by fitness. Then steps 4 to 7 are repeated until the desired number of generations has been calculated.
Step 9: After all iterations are completed, the algorithm outputs the offspring from the last generation. This gives 400 highly optimized solutions instead of just one solution.
EXAMPLE APPLICATION: TNFα-MEDIATED NF-κ κ κ κB PATHWAY
Nuclear Factor-kappa B (NF-κB) is a transcription factor that regulates the expression of genes involved in the inflammation, proliferation and autoimmune response process (D'Acquisto et al, 2002) . NF-κB cell proliferation is necessary under normal conditions, when the cell is trying to survive an attack from bacteria or viruses. But NF-κB also can result in the proliferation of cancerous cells and protect the cancerous cells from apoptosis (cell death). In chronic inflammatory conditions such as rheumatoid arthritis, TNFα blocking and NF-κB inhibition considerably reduce inflammation and provide general improvement in the patient's condition. TNFα-mediation of the NF-κB pathway can lead to NF-κB proliferation or can result in apoptosis. TNFα should be regulated for the proliferation of NF-κB when good tissue degrades or muscle tissue degenerates (Yamamoto and Gaynor, 2001 ). TNFα should be regulated to cause cell death in tumor cases. A complex regulation of NF-κB is required depending on the patient's condition.
Initial Simulation Results for the TNFα-Mediated NF-κ κ κ κB Pathway
The ODE model and the parameters were obtained from (Cho et al, 2003) . There are a total of 31 equations with 31 rate constants k1-k31 and also 31 species m1-m31. The model was simulated using Matlab ODE solver (ode15s). This and all other simulations were run in Matlab 7, on a PC with a 2.8 GHz P4 processor and 1GB of RAM.
Species m1 (TNFα) and m2 (TNFR1) were considered as the basic inputs into the system. Species m17 (NF-κB) represents the cell proliferation output. The ODE model was simulated for 100 seconds. The Matlab output is shown in Fig. 3 .
Application of the Box Algorithm to TNFα-Mediated NF-κ κ κ κB Pathway
In (Cho et al, 2003) , six rate constants, k1, k3, k7, k17, k19 and k20 were selected for modification. The selection was based on the critical role these parameters play in the NF-κB pathway. Hence we gave high priorities to all these parameters. The three important modules in the NF-κB pathway are the apoptosis module, the regulation module and the cell proliferation module. We decided to give high priorities to the end reactions of each of these modules (k16, k28, k17, k18, k19, k25, k26, k29 and k30) ( Table 1 ). The Box algorithm was applied to the TNFα-mediated NF-κB pathway. The four constants with highest priority, k16, k18, k19, k28, were chosen to be modified. In equation (1), limit was set equal to 10. The base ODE model generates 4.8707 µM NF-κB (m17) in 16 seconds. But NF-κB degrades quickly to zero. At t = 100 seconds, the value of m17 is 0.0032 µM. We want to maintain the output at the peak value for 100 seconds. The simulated annealing algorithm (Krishnan and Purdy, 2006a) was run for ten trials, using Matlab 7. The parameters found by the algorithm allowed us to maintain the output at 4.4992 µM.
APPLICATION OF GENETIC ALGORITHM TO THE TNFα-MEDIATED NF-κ κ κ κB PATHWAY AND COMPARISON WITH SIMULATED ANNEALING
The simulations were run for two cases, constrained optimization and unconstrained optimization. In the case of constrained optimization, the subset of rate constants to modify (k16, k18, k19, k28) was chosen by the Box algorithm and the desired output was fixed at 4.8707 µM. In the case of the unconstrained optimization, the subset of rate constants was randomly chosen and no desired output was fixed.
Constrained Optimization:
The desired NF-κB output is 4.8707 µM. The genetic algorithm was able to optimize the output to the desired value within a few generations. Each algorithm was run for ten trials. The confidence intervals for 95% confidence level were calculated for both the algorithms. Table 2 shows that the mean output from the genetic algorithm (4.75) is closer to the desired value (4.8707) than the mean output from the simulated annealing algorithm (4.5). The desired output lies within the limits of the 95% confidence interval for the mean for the genetic algorithm. Fig. 4 shows the Matlab simulation of the average optimized output from both algorithms and Cho et al (2003) .
Unconstrained Optimization:
Further comparison of the two algorithms was carried out by applying the mutations to 6 randomly chosen rate constants (k1, k5, k12. k17, k19, k25). The simulation time was fixed at 55 minutes for both algorithms. The output optimizations produced by both the algorithms are compared to determine which algorithm produced better results. The simulation was run for ten trials. Table 3 gives the statistical comparison of the two algorithms.
CONCLUSIONS AND FUTURE WORK
We have applied both simulated annealing and a genetic algorithm to optimize the output of the TNFα-mediated NF-κB pathway and compared the results. The algorithms had similar execution time. The genetic algorithm out-performs simulated annealing in both the constrained and the unconstrained experiments. In both cases, the output is maintained at a much higher level than was achieved by the method of Cho et al (2003) . Future work includes application of both the algorithms to additional biological pathways such as glycolysis and HIV-1 protease pathways and comparison of the optimizations produced by both the algorithms. If the genetic algorithm performs better than simulated annealing in all these cases, we will have good evidence that the genetic algorithm is preferable to simulated annealing for the Box algorithm, and it will then be used as the default optimization algorithm in Box. We are also developing a bio-control database that will be integrated with the Box algorithm. This will improve the Bio-Rules block in Box. The Box algorithm will then output not just the modified rate parameters but also suggested experimental procedures through which the biologist can control reactions to get the desired output. 
