We tackle the task of environmental event classification by drawing inspiration from the transformer neural network architecture used in machine translation. We modify this attention-based feedforward structure in such a way that allows the resulting model to use audio as well as video to compute sound event predictions.
INTRODUCTION
Human beings heavily depend on both auditory and visual cues to detect environmental events and to infer how to act in response. In order to create situation-aware machines, it is therefore vital to study and design models which are capable of utilizing both modalities to accurately classify such events.
Image classification has been a red hot topic ever since the advent of the ImageNet challenge and data set. Much more recently, research into audio event classification has also taken off because of among other the introduction of the Audio Set data set and challenges such as DCASE 2016, DCASE 2017 and DCASE 2018. However, in contrast to the unimodal classification tasks, multimodal classification tasks are much less prevalent in the literature, even though studying those endeavours could naturally lead to important practical consequences [4, 6, 11, 15, 19] .
In this work, we draw inspiration from the machine translation community to tackle classification of environmental events. As is the case with many machine learning tasks, the domain of machine translation is currently dominated by the deep learning paradigm. In particular, recently the transformer neural network has gained a lot of popularity. This type of model attains state-of-the-art performance while also achieving comparatively quick training times and allowing for interpretation relatively easily [18] .
The data used in the field of machine translation is similar to audiovisual data in the sense that two modalities are involved, namely a source language and a target language. The comparison can be taken even further as audio and vision could be regarded as two abstract languages capable of describing environmental events. For example, a train passing by could be expressed in the abstract audio language by the sound of a train horn, while it could simultaneously be represented in the abstract vision language by a picture of a train. This loose analogy indicates that it could be useful to apply machine translation techniques to audiovisual data.
The approach taken in this work is therefore the following: we modify the transformer neural network architecture used in machine translation to be viable for the task of audiovisual classification of environmental events. We then evaluate and analyze the results obtained by these models.
In Section 2, we discuss the original transformer architecture and how it can be adapted for the task of audiovisual classification of environmental events. In Section 3, we discuss the setup for the conducted experiments. Next, in Section 4 we discuss and interpret the obtained results. Finally, in Section 5 we draw a conclusion.
AUDIOVISUAL TRANSFORMER NEURAL NETWORKS
In this section, we discuss some key concepts of the original transformer used for machine translation and explain how this model can be adapted to become suitable for audiovisual classification.
Machine translation transformer
The original transformer is a neural network based entirely on feedforward layers, residual connections and attention. It is depicted in Figure 1 . This encoder-decoder model converts a sequence of input tokens in a source language into a sentence in a target language by iteratively calculating conditional probabilities of each output word and combining them through beam search. In what follows, we will further describe some of the key components of this model. However, we will not discuss elements which are not used in this work such as the masking and shifting of output tokens and implementation details like the used regularization methods. For full details on the machine translation transformer, we refer the reader to the original work on this model [7, 18] . Figure 1 uses multihead scaled dot product attention blocks. Scaled dot product attention involves computing linear combinations of a set of values. The so-called attention weights of these sums are determined by comparing a number of queries to a collection of keys corresponding to the values: they are obtained by calculating scaled dot products and applying the softmax function to normalize w.r.t. the keys and values. Mathematically, this can be expressed as follows [18] :
Input words
In Equation (1), Q ∈ R n q ×d k , K ∈ R n k ×d k and V ∈ R n k ×d v denote the matrices containing respectively the queries, the keys and the values. The number of queries and the number of keys, which is equal to the number of corresponding values, are symbolized by n q and n k respectively. The dimension of the keys, which is the same as the dimension of the queries, and the dimension of the values are indicated by d k and d v respectively. The matrix A ∈ R n q ×d v contains the resulting weighted sums [18] .
The multi-head attention blocks add flexibility on top of this bare attention mechanism in two ways. Firstly, linear transformations are introduced before and after the computation of the scaled dot products. Secondly, instead of one linear combination, multiple attention heads, i.e., weighted sums, are calculated and concatenated per query, explaining the name of the component [18] .
The multi-head attention block is zoomed in on in Figure 2 . In the transformer architecture for machine translation, the queries, keys and values consist of abstract word token representations. It has been demonstrated that applying the multi-head attention mechanism to these word embeddings in both the encoder and decoder allows the model to capture a variety of interesting intra-as well as interlingual word relationships [18] .
Positional encodings.
Because of the absence of recurrent and convolutional connections, transformers have no real perception of order, which is obviously an undesirable property for neural machine translation models. This issue is alleviated by injecting sequential information via the introduction of positional encodings.
This comes down to adding abstract vector representations of word positions to both the input and output word embeddings. In the machine translation transformer, sinusoidal positional encodings are employed: for this type of encodings, fixed position differences can be represented by simple linear transformations [5, 18] .
Adaptations to original architecture
Due to the similarities between machine translation and audiovisual classification, fitting the original transformer to the task at hand is relatively easy. Below, we discuss the relevant changes.
The resulting audiovisual transformer architecture incorporating all of these adaptations is depicted in Figure 3 .
Data adaptation.
Linguistic data is sequential in nature, defined at discrete word positions. In this work, we ensure that the used audiovisual data complies to this format by converting the audio into sequences of frames and sampling images from the videos. More detailed information is provided in Section 3.
In machine translation, the data from the source language is served as inputs, while the data from the target language constitutes the desired outputs. For the task at hand, all data from the considered modalities, i.e., audio and vision, can be used as inputs.
Introduction of extra linear maps.
For the machine translation transformer, the size of the word embeddings constrains the amount of neurons used by the linear transformations in the multi-head attention blocks. This is a consequence of the residual connections in the model. To relax this restriction, the audiovisual transformer contains additional linear maps projecting the employed auditory and visual embeddings to vectors of some predefined dimensionality.
Change of output layer.
In contrast to machine translation, for classification of environmental events the prediction categories are not mutually exclusive. Indeed, while word positions can only be occupied by a single token, multiple environmental events can occur at the same time. The softmax layer at the end of the transformer is therefore changed into a sigmoid layer as it is more appropriate.
2.2.4
Addition of aggregation block. The goal of the machine translation transformer is to compute the probability of a sentence. This requires iteration as conditional probabilities have to be calculated for each word in order to eventually multiply them. However, for the task at hand and the used data (see Section 3), we only need a single probability vector per audiovisual clip. Thus, we add an aggregation block at the end of the model which combines frame-level scores by performing a mean or max pooling operation. Consequently, unlike in the original transformer, there is no more need for iteration in the adapted variant: inputs need to be passed through this model just once to obtain sound event predictions.
Modification of attention function.
Originally, the softmax function was used to calculate attention values as is evident from Equation (1) . We also test some other straightforward attention functions, namely the sigmoid function σ and the normalized sigmoid function σ . The latter function is characterized as follows:
In Equation (2), x ∈ R n is a vector and ϵ is a very small positive real number used to avoid overflow.
2.2.6
Optional deletion of positional encodings. Lastly, we turn the addition of positional encodings at the inputs into an optional operation and perform experiments with and without these abstract representations as it is unclear how important ordering information is for the task and data at hand. 
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EXPERIMENTAL SETUP
In this section, we expand upon the experimental setup. We provide details on the audiovisual data set used to train the multimodal transformers and discuss implementation details such as the used data preprocessing and regularization methods.
Data set
The large-scale multi-label data set for task 4 of DCASE 2017 consists of 51172 training, 488 validation and 1103 test audio samples originated from YouTube. Most of these audio files are 10 seconds long, some are shorter. They are weakly labeled: only clip-level annotations are provided, indicating the presence or absence of 17 audio event classes, which all represent environmental sounds. Temporal knowledge is not included, meaning that there is no information about the time boundaries of the sounds [12] .
Taking an approach similar to a procedure used in prior work, YouTube downloads allow us to readily append visual data to this audio data set. Unfortunately, due to availability issues, videos could not be obtained for all of the audio files in the original data set. Ultimately, we ended up creating a slightly reduced collection of audio and video files consisting of 48883 training, 465 validation and 1050 test samples: about 5% of samples of the original data was discarded in the process [14] .
Implementation details
The audiovisual transformers are built using the TensorFlow toolkit. In this subsection, some important implementation details are elaborated upon [1] .
Data preprocessing.
To obtain auditory frame embeddings, first logarithmic mel spectrograms are extracted from the audio samples. Next, a sliding window is applied to these spectrograms to divide the signal into frames. The length of this window and its hop length are set to 960 ms. The spectral frames are passed through vggish, a model for video tag classification using audio, pretrained using a preliminary version of the YouTube-8M data set. The 128-dimensional outputs of the last feedforward layer of this deep convolutional network are used as frame embeddings [2, 8] .
Visual frame embeddings are obtained in the following way: firstly, still images are sampled from the videos. The sampling times are chosen to coincide with the centers of the possible positions of the sliding window used in the audio preprocessing described above. The resulting video frames are then fed into VGG16, a deep convolutional model for image classification, pretrained on the ImageNet data set. The 4096-dimensional outputs of the last feedforward layer of this neural network are used as visual frame embeddings [4, 16] .
Most of the preprocessing steps described above are included in the TensorFlow toolkit and are therefore easy to implement [1] . To alleviate this issue, we use a sampling scheme proposed in prior work: for each training batch, class labels are non-uniformly sampled and appropriate data examples are fetched. This happens in a way that limits the maximum class imbalance ratio to 5 [20] .
We train the models for a maximum of 30 epochs. In each training epoch, 300 batches consisting of 40 data samples are presented to the networks, resulting in a total of 12000 examples per epoch.
Number of encoder and decoder blocks.
The number of encoder and decoder blocks is referred to with the letter N in Figure 3 . We set this hyperparameter equal to three.
Number of attention heads.
We use three attention heads in all multi-head attention blocks in both the encoder and decoder of the audiovisual transformers.
Feedforward ReLU subnetworks.
The feedforward ReLU subnetworks referenced in Figure 3 match the ones used in the original transformer shown in Figure 1 : each subnet consists of one ReLU layer followed by a linear layer without activation function [18] . 
Regularization methods.
Identically to the original transformer architecture, computation of the output of each multi-head attention block of the audiovisual transformer is followed by addition with its corresponding residual connection and layer normalization, a popular regularization technique which performs sample-wise scaling. We also apply dropout with a rate of 0.1 to the outputs of the following parts of the model [3, 7, 17, 18] :
• Linear layers at the input of the encoder and decoder • Attention function in the multi-head attention blocks • Final linear map in the multi-head attention blocks • Both layers of the feedforward ReLU subnetworks 3.2.8 Loss function and optimization algorithm. We use the wellknown binary cross entropy loss function in conjunction with the Adam optimization algorithm (using standard settings as defined in the TensorFlow toolkit) to train the transformers [1, 10] . Early stopping is applied if at any point during training the cross entropy calculated on the validation data is higher than all validation losses obtained after the last 7 epochs.
3.2.9
Epoch-level ensembling. Instead of only using the model obtained after the final training epoch to obtain audio event class probabilities, we employ the epoch-level ensembling method proposed in the original work on transformers: after each of the last 7 training epochs the model is saved. Eventually, these saved states are used to obtain 7 sets of probabilities, which are then averaged class-wise to obtain a more robust output [18] .
3.2.10 Prediction thresholding. The final goal of the audiovisual transformer models is to make binary decisions: they should predict whether or not certain audio event classes are present in a given clip. The continuous probabilities at the output of the transformer systems thus should be converted into binary values via thresholding. Preliminary experiments have shown that using a global threshold which maximizes the performance of the models on the validation data is favorable to utilizing class-dependent optimal thresholds, hence the former approach is taken.
EXPERIMENTAL RESULTS
In this section, we discuss the results we obtained by training the audiovisual transformer neural networks. We split this discussion into two parts: the first is the quantitative analysis, where the performance of the models is numerically evaluated and compared to other approaches, the second part is the qualitative analysis which provides interesting, interpretable insights into the workings of the audiovisual transformers. 
Quantitative analysis
We quantitatively evaluate the audiovisual transformer models by measuring micro-averaged F1 scores on the test samples of the employed data. This metric is chosen as it is very often utilized in the field of audio event recognition, e.g., in task 4 of the DCASE 2017 challenge, where the used data originates from [12, 13] . We report F1 scores which are averaged over 25 training runs to ensure the results are reliable. This is practically feasible as a consequence of the use of fixed pretrained embeddings and due to the fact that transformers are very quick to train, in contrast to neural models containing recurrent connections. Table 1 contains the measured F1 scores on the audiovisual data set created in this work which is described in Section 3. The referred settings are described in detail in Section 2. This table contains results for multimodal transformers employing both audio and video as well as transformers utilizing only a single modality. For the models using only audio, performance on the slightly larger (complete) data set of task 4 of the DCASE 2017 challenge also mentioned in Section 3 is reported between parentheses [12] .
In the rest of this section, we analyze these numerical results and compare to approaches presented in prior works.
Evaluation of positional encodings.
The unimodal video transformers benefit from the utilization of positional encodings, albeit only slightly. However, employing these abstract position representations is strongly detrimental to the models utilizing only audio.
The micro-averaged F1 scores obtained by multimodal transformers employing both audio and video show a similar trend: adding positional encodings to the used visual frame embeddings provides minor improvements, adding these abstract position representations to both the auditory and visual embeddings causes a severe deterioration in performance.
Evaluation of aggegration methods and attention functions.
Generally, audiovisual transformers employing mean pooling as aggregation method seem to perform slightly better than those using max pooling. The disparity in F1 scores is the most pronounced for the unimodal models utilizing only audio.
Remarkably, transformers utilizing different types of attention functions perform very similarly. In particular, we note that there is no meaningful difference in F1 scores between models employing normalized (softmax, normalized sigmoid) and unnormalized attention functions (sigmoid).
4.1.3
Comparison to prior work in audio classification. We list relevant prior audio event classification results measured on the test samples of the data set of task 4 of the DCASE 2017 challenge in Table 2 . These micro-averaged F1 scores can most directly be compared to the outcomes reported between parentheses in Table 1 , as their computation is based on the same data [12] . Table 2 : F1 scores of prior audio classification models model F1 score fusion of gated convolutional recurrent networks [21] 55.6% capsule-based gated convolutional network [9] 58.6%
The transformers outdo the models in Table 2 . We speculate that this can be attributed to the power of the multi-head attention mechanism and the fact that they employ rich, externally pretrained embeddings instead of training audio features from scratch.
4.1.4
Comparison to prior work in audiovisual classification. The multimodal transformers employing both audio and video can be fairly compared to the two-stream audiovisual neural network introduced in prior work: this model performs environmental audio event classification based on audiovisual data acquired in the same manner as the procedure used in this work. The micro-averaged F1 score achieved by this model is reported in Table 3 . Table 3 : F1 score of prior audiovisual classification model model F1 score two-stream audiovisual neural network [14] 64.2% The multimodal audiovisual transformers strongly improve upon the two-stream audiovisual neural network. As both of these types of models use nearly the same data and employ similar externally pretrained embeddings, this truly illustrates the power of the transformer architecture for the task at hand.
As can be inferred from Table 1 , the best performing multimodal transformer type achieves a micro-averaged F1 score of 70.1%. To the best of our knowledge, this is the best classification result achieved for the considered data.
Comparison of unimodal and multimodal transformers.
A comparison between the transformers using both audio and video and the transformers utilizing only audio unveils the usefulness of visual information for environmental audio event classification: on average, there is a difference in F1 scores of about 10%.
Initially, it is reasonable to expect unimodal transformers employing visual information to perform worse than those utilizing audio, since the annotation of the data at hand only indicates the presence or absence of audio event classes as outlined in Section 3. Additionally, the used audiovisual data set was created by simply extending labeled audio files originated from YouTube with their corresponding videos, as also discussed in Section 3, and therefore there is no guarantee that the appended visual material contains valuable information. By conducting a manual inspection of the data set, we were even able to confirm that not all of the downloaded videos are informative for the considered classification task. Despite these remarks, we still find that the unimodal visual models slightly outperform the unimodal models based on audio.
This peculiar observation can be explained by the fact that in many cases, images or videos are more useful than auditory signals.
For example, multiple classes in the used data set pertain to similar vehicle sounds such as police car, fire truck and ambulance sirens: even for humans, differentiating these events solely based on audio can be quite difficult and visual information may be of great help. Another plausible reason for this strange outcome is a disparity in richness of the used pretrained auditory and visual embeddings, which are described in Section 3.
Qualitative analysis
We qualitatively analyze the transformers utilizing both audio and video by visualizing cross-modal attention weights in a manner similar to a procedure followed in prior work, to investigate the ability of these models to perform multimodal synchronization [18] . For models using video as first input and audio as second input, we were able to discover similarly interesting attention patterns for many other validation and test samples. Strangely, this was only possible for audiovisual transformers employing the softmax attention function: the architectures utilizing the sigmoid and normalized sigmoid attention functions did not allow for meaningful visualizations, even though they achieve comparable performance as reported in Section 4.1.2.
Models using video/audio as first/second inputs respectively.
Models using audio/video as first/second inputs respectively.
In Figure 7 , we present an example for an audiovisual transformer with visual positional encodings which utilizes audio and video as first and second input modalities respectively, mean pooling as aggregation method and uses softmax attention. The figure contains 10 (spectral) auditory and visual frames for a validation sample of the data set described in Section 3, as well as a heat map of the attention weights obtained for the circled video query frame from the cross-modal multi-head attention component in the last decoder block of the associated model. Each row in the heat map pertains to a different attention head.
The circled video query frame of the sample visualized in Figure 7 is a picture of someone skateboarding. Through its attention heads, the corresponding model is able to detect the relevant auditory frames containing skateboarding sounds, which are circled.
For this type of transformer, discovering synchronization patterns in the attention weights proved to be quite difficult. This can likely be explained by the fact that sounds are naturally much less localized compared to visual events. Indeed, also for humans, pointing to specific audio frames as containing valuable information is much harder than pointing to specific video frames, i.e., images.
CONCLUSION
We tackled the task of environmental event classification by drawing inspiration from machine translation: we changed the popular transformer architecture into a model which can use auditory as well as visual data to compute multi-label audio event predictions.
We experimented with these transformers on an audiovisual data set, obtained by extending an existing weakly labeled auditory data set with visual information. The used multi-label data contains clip-level annotation indicating the presence of 17 classes of environmental sounds, without disclosure of temporal information.
We showed that the proposed models strongly improve upon prior approaches in the fields of audio as well as audiovisual classification and achieve state-of-the-art results.
We also proved the usefulness of visual information for the task at hand, i.e., audio event recognition. This shows that it certainly can be worth researching multimodal audiovisual models.
In addition, we visualized internal attention patterns of the audiovisual transformers. This way, we were able to demonstrate that they show potential for multimodal synchronization.
In the future, we will use these transformers to tackle some other audiovisual data collections and learn more about their properties. In particular, we are keen to analyze the impact of scale: we will experiment with the small-scale data set of task 4 of DCASE 2018, and Audio Set, which is humongous in size. In addition, we will look into how the models can be used for unsupervised tasks [6, 15] .
