The use of generalized linear models (GLM) to estimate claims reserves has become a standard method in insurance. Most frequently, the exponential dispersion family (EDF) is used; see England, Verrall [2] . We study the so-called Tweedie EDF and test the sensitivity of the claims reserves and their mean square error of predictions (MSEP) over this family. Furthermore, we develop approximations for the claims reserves and the MSEPs for members of the Tweedie family that are difficult to obtain in practice, but are close enough to models for which claims reserves and MSEP estimations are easy to determine. As a result of multiple case studies, we find that claims reserves estimation is relatively insensitive to which distribution is chosen amongst the Tweedie family, in contrast to the MSEP, which varies widely.
Introduction
The use of generalized linear models (GLM) in actuarial science is well developed and broadly accepted. Not only does the framework of GLM allow for flexibility in parameter and model selection, in some cases, such as with the chain ladder method, GLM recovers traditional methods for claims reserves estimation. For a comprehensive reference of GLM, see McCullagh, Nelder [10] . In this paper, we study the exponential dispersion family (EDF) and its role in modelling claims reserves; see Jørgensen [5] , [6] for more on the EDF and Renshaw [15] , Haberman, Renshaw [4] , England, Verrall [2] and Wüthrich, Merz [20] for applications to insurance. We focus on a special member of the EDF, the so-called Tweedie exponential dispersion model. Besides containing many standard models, such as the Gaussian, Poisson and Gamma, we are particularly interested in the compound Poisson models; Millenhall [11] provides an excellent review of these models. For specific applications of the Tweedie compound Poisson model, see for instance Jørgensen, De Souza [7] , Smyth, Jørgensen [16] , and Wüthrich [19] .
The family of Tweedie exponential dispersion models is controlled by a model parameter p. For example, p = 1 corresponds to the overdispersed Poisson model. In this paper, we calculate the sensitivity of the claims reserves with respect to this model parameter. Peters et al. [14] and Gigante, Sigalotti [3] have also tackled this issue of model uncertainty, the former opting for a Bayesian Markov Chain Monte Carlo simulation approach averaging over p, and the latter addressing the issue within a GLM framework, using an iterative procedure to solve for p using quasi-likelihood functions as introduced by Wedderburn [18] and Nelder, Pregibon [12] . In our approach, we directly work with the likelihood function and rather than solve for p, we find the claims reserves in terms of p, i.e. for a fixed distributional model. Besides claims reserves sensitivity, we also investigate the sensitivity of the mean square error of prediction (MSEP) with respect to p.
We conclude that, based on multiple case studies, the claims reserves are rather insensitive to the choice of p and hence find that there is only moderate model uncertainty when modelling within the Tweedie exponential dispersion family. In contrast however, we find that the MSEP is highly sensitive to the model parameter p. This has important consequences for solvency considerations and the required risk bearing capital.
Organisation of the paper. In Section 2 we describe the data and the model assumptions. Maximum likelihood estimation (MLE) of the underlying model parameters is discussed in Section 3. In Sections 4 and 5 we study the sensitivity of the claims reserves and the MSEP, respectively, with respect to the model parameter p. In Section 6, we provide one of the earlier mentioned case studies to highlight the performance of the approximations derived previously.
Data and Model

Setup
Let X i,j denote the incremental payments of accident year i and development year j, i ∈ {0, 1, . . . , I} and j ∈ {0, 1, . . . , J}. We assume that the data is given by a claims development triangle, i.e. I = J. This means that our data are given by an upper triangle, D I = {X i,j , i + j ≤ I}, and that we are interested in predicting the incremental payments for the corresponding lower triangle {X i,j , i + j > I} at time I.
See Figure 1 for a graphic representation of the data. The outstanding loss liabitilies are given by
These are the future cashflows at time I. We are going to predict these outstanding loss liabilities, R, with a predictorR, the so-called claims reserves, that is based on the information D I available at time I.
The Exponential Dispersion Family
Nelder, Wedderburn [13] established the framework of GLM and the so-called analysis of deviance. These concepts were originally developed for exponential families of distributions, yet extended to a wider class of distributions, termed dispersion models. Here, we work within the framework of this broader family of distributions but focus on an important sub-class called the Tweedie exponential dispersion models, introduced in Tweedie [17] .
Model Assumptions 2.1 (Exponential Dispersion Model)
A random variable X i,j follows an exponential dispersion model if it has generalized density f x; θ i,j ,
where w i,j > 0 denotes a known weight, θ i,j is the canonical parameter, φ i,j > 0 the dispersion parameter. The function b is a twice differentiable general function that determines the more specific family the distribution falls into and c is a suitable normalizing constant. This generalized density is either defined with respect to Lesbegue measure or the counting measure. Moreover, the domain of x depends on the choice of b.
As noted above, the function b determines to which specific family the exponential dispersion distribution belongs. Likewise, one can specify the structure of the underlying unit variance function, V (·), defined as,
see Jørgensen [6] , Theorem 2.11. We focus on unit variance functions of the power 
Model Assumptions 2.2 (Tweedie Exponential Dispersion Model)
A random variable X i,j follows a Tweedie exponential dispersion model if it is an exponential dispersion model with parameter θ i,j ∈ Θ p and function b defined as
where
The specification on b is made so that the unit variance function, V , has a power structure with power p, that is, b p (·) implies that
Under these assumptions, X i,j has expectation and variance given by
see, for example, Bühlmann, Gisler [1] , Theorem 2.2.
In the remainder of this paper we assume that
is constant and define φ =
This assumption implies that φ cancels in the MLE of θ i,j , which substantially simplifies the analysis.
Maximum Likelihood Estimators
Claims Reserves
Under Model Assumptions 2.2 with φ =
, we estimate the model parameters using MLE. The log-likelihood function for D I is given by
At the moment we have (I + 1) 2 unknown parameters θ i,j and only (I + 1)(I + 2)/2 observations. Therefore we introduce additional model structure to obtain a more parsimonious model. As is standard in claims reserving modelling, we choose a multiplicative model m i,j = µ i γ j , where µ i > 0 is the exposure of accident year i and γ j > 0 describes the claims development pattern. This implies that the canonical parameter,
The MLEs of the parameters µ i and γ j can now be obtained by setting the following system of equations equal to zero:
We further need to introduce a constraint to obtain a unique solution to these equations. Using µ 0 = 1, we obtain the MLEs (see, for example, Wüthrich, Merz [20] , formulas (5.49) and (5.50)),
Note that for p = 1, the above system corresponds to the overdispersed Poisson model, which yields the chain ladder claims reserves (see Mack [9] or Lemma 2.16 in Wüthrich, Merz [20] ). From the equations given in (1), it is clear thatμ i andγ j are functions of p and consequently, model uncertainty within the Tweedie family may be expressed in terms of their derivatives with respect to p.
Note that in (1), φ cancels and consequently has no influence on the parameter estimation of µ i and γ j . However, an estimate of φ is required to estimate the prediction uncertainty. We could estimate φ with MLE but this involves an infinite summation that is often difficult to evaluate; see Peters et al. [14] . Therefore, we prefer using Pearson residuals for the estimation of φ. Furthermore, Pearson residuals are standard outputs in all GLM software tools and are widely accepted in practice. We obtain the following estimate:φ
− 2I − 1 is the degrees of freedom of the model andm i,j =μ iγj .
With these parameter estimates, we can predict the outstanding loss liabilities, R, with the claims reserves,R, given bŷ
The claims reservesR =R(p) depend on p, our aim is a sensitivity analysis in p.
Asymptotic Properties of the MLE
The proposition below yields the asymptotic behaviour of MLEs; see, for example, Lehmann [8] , Theorem 6.2.3.
Proposition 3.1
Assume X 1 , . . . , X n are i.i.d. with density f ζ (·) from the exponential dispersion family,
where we define the Fisher information matrix by H(ζ) = (H(ζ)) r,s=1,...,m with,
In our case we use of the notation
Before deriving the Fisher information matrix, H, we provide the following necessary partial derivates:
From these, and the derivatives of the log-likelihood function with respect to the underlying parameters, we obtain
The remaining entries of the (2I + 1) × (2I + 1) matrix H are zero. Note that we omitμ 0 in our construction of H because its inclusion would imply H to be singular.
We estimate the MSEP using the above result. Note that H depends on φ and ζ. By replacing these parameters by their estimates we obtain the estimated Fisher information matrixĤ =Ĥ(ζ), which is a function of p. Of specific importance are the estimates of the covariances of the MLEs,ζ. Proposition 3.1 provides the following estimator,
Before studying the effect of the model parameter p on the MSEP, we first study the sensitivity of the claims reserves with respect to the choice of p.
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As stated in previous sections, assuming a distribution from the Tweedie EDF, we can estimate the parameters µ i and γ j , from which we can predict the outstanding loss liabilities R with the claims reservesR =R(p). We analyze the sensitivity ofR with respect to p by a Taylor expansion. The second order Taylor expansion around
with,R
The first and second derivatives are provided in Lemmas 4.1 and 4.2 below.
Reserves Approximation using First Order Taylor Expansion
We begin by studying the first order Taylor expansion, given by omitting the last term in (4). To approximate the claims reserves using a first order Taylor expansion, we need to calculate the first derivatives with respect to p of the MLEsζ. Differentiating the equations given in (1) with respect to p provides:
To solve the above system of equations we define a (2I + 2) × (2I + 2) matrix A, whose components are the following:
The remaining entries of the matrix are zero. In addition to the matrix A, we define
Using matrix notation, we rewrite equations given in (5) as Aζ = α.
Lemma 4.1
The first derivate of the MLEζ is given bŷ
where A and α are defined as given above.
In the following subsection, we study the second order approximation.
Reserves Approximation using Second Order Taylor Expansion
What remains to be provided in order to use the second order Taylor approximation is the second derivative of the MLEζ with respect to p. Rather than differentiat-ing equations given in (5), we first rewrite them using simplifying notation already introduced above for matrix A. We havê
Taking derivates we obtain:
Hence, we need to find the derivates of a i,i , a i,I+j+1 , a I+j+1 , a I+j+1,I+j+1 , α i , and β j with respect to p. They are given in Appendix A. We define column vectors, ζ = (μ 0 , . . . ,μ I ,γ 0 , . . . ,γ I ) T and κ = (0, κ 1 . . . , κ I , λ 0 , . . . , λ I ) T , so that we can formulate the equations given in (6) as
where A is as previously defined.
Lemma 4.2
The second derivate of the MLEζ is given bŷ
where A and κ are defined as given above.
Remark 4.3
Of course this can inductively be expanded to any other derivativeŝ
where the right-hand sides in equations given in (6) become appropriate functions depending onμ
5 Sensitivity of the MSEP with respect to p Before studying the derivate of the MSEP with respect to p, we need to estimate the MSEP. The (conditional) MSEP for predictorR of the outstanding loss liabilities R is defined as follows,
Since the predictor i+j>Iμ iγj is D I measurable, we decompose it into terms referred to as (conditional) process variance and (conditional) estimation error; see Wüthrich,
Merz [20] , Section 3.1. We get the following decomposition:
Furthermore, due to the independence assumptions on X i,j , we obtain
Staying within the framework of Tweedie's EDF, we see that as with the claims reserves, the estimate of the MSEP depends on the model parameter p. Most often in presenting results, the square root of the MSEP is given, we also follow this convention.
Denoting the estimators for the process variance by pv(p) and for the estimation error as ee(p), we decompose the estimated (conditional) MSEP as follows: The first order Taylor expansion of msep 1 2 (p) around p is given by
The derivates of the estimators of the process variance and the estimation error are provided below in Lemma 5.1 and 5.2. Note that we can also find the second order Taylor expansion,
this requires the calculation of pv(p) and ee(p) , which is rather involved. Some formulas required for the second order approximation are given in Appendix C. We highlight the performance of the second order approximation in the case study of Section 6.
Process Variance
Determining an estimate of the process variance is relatively easy. Indeed,
To estimate this quantity we replace the parameters by their estimates, which gives
Note thatμ i ,γ j , as well asφ are functions of p. To obtain the derivative of pv(p), we start by obtaining the derivate ofφ with respect to p:
where y i,j = (μ iγj ) −p , and y i,j = −y i,j log(μ iγj ) − p y p+1 p i,j (μ iγ j +μ iγ j ). Using the above we obtain the following lemma.
Lemma 5.1
The derivate of pv(p) with respect to p is given by
, where y i,j are defined above.
Estimation Error
It is standard to estimate the estimation error by its expected value; see England,
Verrall [2] . Hence, we estimate
Note that the predictorμ iγj is not necessarily unbiased for E[X i,j ] = µ i γ j . This bias is for typical claims reserving data of negligible order. One uses the approximation
see, for example, Wüthrich, Merz [20] , Section 6.4.3. As an estimator of the above covariances we use
see Appendix B for details. The estimated covariance terms on the right-hand side of the above equality are provided in (3). We hence obtain
which has as its derivative
To obtain the above we need only provide the derivatives with respect to p of the covariances of the MLEs. This involves the estimated Fisher information matrix H =Ĥ(ζ). Denote withĤ the matrix containing the derivatives of the estimated
The derivatives of the entries ofĤ with respect to p are given as follows, see (2), where,
for r ∈ {1, . . . , 2I + 1}. Using the above, we obtain the following lemma.
Lemma 5.2
The derivate of ee(p) with respect to p is given by,
I+j,I+l +μ iμkĤI+j,I+l , whereĤ andĤ are defined above, i, k ∈ {1, . . . , I} and j, l ∈ {0, . . . , I}.
Note: The second order Taylor expansion (8) is provided in Appendix C.
Case Study
We analyze the standard dataset from Wüthrich, Merz [20] , see 6.1 Estimating with p = 1, the Overdispersed Poisson Distribution
Claims Reserves
Using the statistical software R we obtain the MLEs of the underlying parameters µ i and γ j . They, as well as the first and second derivatives are found in Table 2 .
Note that for p = 1, the estimates of the underlying parameters could also have been obtained using the classical chain ladder method; see Corollary 2.18 in Wüthrich,
Merz [20] . Recall the admissible values of p, p ∈ (−∞, 0] ∪ [1, ∞), implying that we study positive ε when using p = 1 as the focal point of our approximation. Table 2 : Estimates of parameters µ and γ and their derivatives for the case p = 1.
The claims reserves under the assumption that the Tweedie exponential dispersion model has p = 1, i.e. that it is overdispersed Poisson distributed, is 6, 047, 059. In Table 3 we highlight the performance of the approximation in relation to the true values under the various levels p, notice the accuracy of the second order approximation. Figure 2 presents these results graphically. Moreover, the claims reservesR(p)
are rather insensitive to the choice of p. Table 3 highlights the results of the MSEP 1 2 approximation using p = 1. Figure   3 presents these results graphically. It is evident that the MSEP 1 2 is not stable in p, one cannot deviate too far from p = 1 (i.e. ε cannot be too far from 0) when using the first order approximation. Furthermore, it seems that the MSEP 6.2 Estimating with p = 2, the Gamma Distribution
Prediction Uncertainty
Claims Reserves
The MLEs of the underlying parameters and their first and second order derivates are presented in Table 4 . The claims reserves under the assumption that the Tweedie exponential dispersion model has p = 2 is 5, 947, 049. In Table 5 we highlight the performance of the approximation for the claims reserves in relation to the true values under the various levels p. Figure 4 presents 
Prediction Uncertainty
The approximations of the MSEP using the Gamma distribution are presented in Table 5 . Figure 5 presents these results graphically. Under the assumption of the Gamma distribution, the estimates of the dispersion parameter, φ(p), and its derivate were found to be,φ(2) = 0.04497,φ (2) = −0.54747 andφ (2) = 6.72616.
Remark 6.1 Notice that in addition to the fact that due to our boundary condition ofμ 0 = 1, all derivates ofμ 0 equal zero, also all derivatives ofγ J equal zero. This is the case sinceγ J = X 0,J , which is D I measurable, i.e.γ J is constant. This fact shows up clearly in Tables 2 and 4 . 
B Covariance Approximation
In this appendix, we aim to show that, Cov(μ iγj ,μ kγl ) ≈γ jγl Cov(μ i ,μ k ) +μ kγj Cov(μ i ,γ l ) +μ iγl Cov(μ k ,γ j ) +μ iμk Cov(γ j ,γ l ).
We begin as follows, 
