A continuum electrostatics model is used to calculate the relative stabilities of 117 mutants of staphylococcal nuclease (SNase) involving the mutation of a charged residue to an uncharged residue. The calculations are based on the crystallographic structure of the wild-type protein and attempt to take implicitly into account the effect of the mutations in the denatured state by assuming a linear relationship between the free energy changes caused by the mutation in the native and denatured states. A good correlation (linear correlation coef®cient of~0.8) is found with published experimental relative stabilities of these mutants. The results suggest that in the case of SNase (i) charged residues contribute to the stability of the native state mainly through electrostatic interactions, and (ii) native-like electrostatic interactions may persist in the denatured state. The continuum electrostatics method is only moderately sensitive to model parameters and leads to quasi-predictive results for the relative mutant stabilities (error of 2±3 kJ mol ±1 or of the order of k B T), except for mutants in which a charged residue is mutated to glycine. Keywords: continuum electrostatics/denatured state/ electrostatic interactions/staphylococcal nuclease
Introduction
The role of electrostatic interactions in determining the stability of proteins has been the subject of intensive research. Early experimental and theoretical studies suggested that charged residues contribute only little (or even unfavorably) to the overall stability of proteins (Akke and Forse Ân, 1990; Serrano et al., 1990; Dao-pin et al., 1991a,b; Sali et al., 1991) , whereas the opposite conclusion was reached in other studies (Anderson et al., 1990; Tissot et al., 1996) . In speci®c cases, it has been possible to design mutant proteins that are more stable than the wild-type protein by introducing or removing charged residues on the protein surface, thus improving electrostatic interactions (Grimsley et al., 1999; Loladze et al., 1999; Spector et al., 2000; Sanchez-Ruiz and Makhatadze, 2001) . In contrast, a recent study concluded that surface charge±charge interactions are not essential for folding and stability of ubiquitin (Loladze and Makhatadze, 2002) .
The most reliable sources of experimental information on this matter are probably mutational studies encompassing a large set of protein variants. For example, the denaturation equilibria of staphylococcal nuclease (SNase) and of a very large number of its mutants have been extensively studied (Shortle et al., 1990; Green et al., 1992; Shortle, 1995; Meeker et al., 1996; Schwehm et al., 2003) . In the most recent study, the disruption of speci®c electrostatic interactions was identi®ed as being the dominant factor determining the stability change of charge-reversal and charge-deletion mutants (Schwehm et al., 2003) . In this work, and also in other studies [e.g., Pace et al. (Pace et al., 2000) ], the neglect of electrostatic interactions in the denatured state was suggested to be responsible for the occurrence of discrepancies between theoretical predictions and experimental results. In the present computational study, we show that it is possible implicitly to include these interactions in structure-based calculations, leading to quasi-predictive results for the relative stabilities of charge-deletion mutants of SNase.
The unfolding of SNase (a monomeric, single-domain protein consisting of 149 amino acid residues) can be described as a reversible equilibrium between a native state (N) and a denatured state (D), which may be viewed as two nonoverlapping distributions of microstates (Lumry et al., 1966) . According to this simple two-state model, the free-energy difference DG N±D = G D ± G N between the denatured and native states determines the relative populations of each state through the relationship
where K N±D is the equilibrium constant for the denaturation process, de®ned as the ratio between the populations of the denatured and the native states. DG N±D can be measured experimentally, for example, through guanidinium hydrochloride denaturation of the protein and extrapolation of the measured denaturation free energy to zero denaturant concentration. The change in protein stability induced by a mutation (compared with that of the wild-type protein) is measured by the quantity DDG N±D = DG m N±D ± DG w N±D , where DG m N±D and DG w N±D are the denaturation free energies of the mutant and wild-type proteins, respectively. A negative value of DDG N±D indicates that a speci®c mutation decreases the stability of the protein.
In a series of experimental studies (Shortle et al., 1990; Green et al., 1992; Meeker et al., 1996) , every residue of SNase has been mutated in a systematic way to either alanine or glycine. In this way, correlations between changes in protein stability (DDG N±D ) and a number of structural features characterizing the mutated residue could be examined. It was found that replacing a charged residue by a smaller neutral one may destabilize the native state by up to 17 kJ mol ±1 (Meeker et al., 1996) , whereas replacing a large hydophobic residue can destabilize the native state by up to 30 kJ mol ±1 (Shortle et al., 1990) . The descriptors of the local environment around the mutated residue that correlated best with the stability change induced by the mutation were those related to the extent of burial of the residue in the native state of the wild-type protein.
For instance, for mutations of large hydrophobic residues to glycine, the number of a-carbon atoms located within 1 nm of the a-carbon atom of the mutated residue correlated well with the stability change upon mutation (linear correlation coef®-cient r = 0.76). Even in the case of mutations involving charged residues, modest correlations between DDG N±D and side-chain burial were observed. However, no signi®cant correlation between the stability change upon mutating a charged residue to alanine or glycine and the local electrostatic environment of the mutated residue (as probed by continuum electrostatics calculations) was found (Meeker et al., 1996) . These observations led to the conclusion that ionizable residues do not contribute signi®cantly to the stability of SNase through electrostatic interactions, but predominantly through non-polar interactions.
However, the conclusions reached in the above study (Meeker et al., 1996) with respect to this point were drawn from continuum electrostatics calculations that may not be entirely relevant. The reason is that this study relied on theoretical electrostatic charging free energies estimated as half the product of the residue charge and the electrostatic potential at the residue site, computed based on the native wild-type protein structure. This approach neglects two effects: (i) the free-energy contribution arising from the mutation of the residue in the denatured state of the protein, and (ii) the change in the electrostatic potential within the whole system (solvent reorganization) associated with the removal of a charged side chain. As a consequence, a more accurate estimate of the electrostatic free energy change upon mutation of a charged residue should involve not only a calculation of the electrostatic potential for the solvated wild-type protein, but also additional calculations of the electrostatic potential for the solvated mutant proteins. In addition, the contribution associated with the charge change in the denatured state should also be taken into account when estimating the overall free energy change.
The thermodynamic cycle presented in Figure 1 accounts for the denaturation equilibria of the wild-type and a mutant protein, both of which are assumed to be adequately described as two-state processes. Because the free energy is a state function, the stability change DDG N±D induced by a mutation, can be calculated in either of two ways:
where DG D w±m = G D m ± G D w and DG N w±m = G N m ± G N w represent the free-energy differences between mutant and wild-type proteins in the denatured and native states, respectively.
In the absence of structural information about the mutant protein, the quantity DG N w±m can be estimated by comparing free energies (including internal and solvation contributions) calculated using the experimental wild-type protein structure and a mutant protein structure modeled from the wild-type structure. This approximation is valid under the assumption that no major structural or protonation-state changes occur in the native state upon mutating the speci®c charged residue. On the other hand, DG D w±m cannot be calculated explicitly because the structure (or ensemble of structures) de®ning the denatured state is unknown. However, if one assumes that the free-energy U.Bo Èrjesson and P.H.Hu È nenberger difference DG D w±m between the wild-type and mutant proteins in the denatured state is linearly related to the corresponding freeenergy difference DG N w±m in the native state, Equation 2 can be rewritten as
The parameters a and b are empirical constants that can be determined (for a given system) by calibration using a large set of mutants. Once a and b have been determined, only DG N w±m needs to be calculated in order to estimate DDG N±D . The basic idea behind this approach is the assumption that there may be some similarity between the native and denatured states of the protein in terms of electrostatic interactions, i.e. that these interactions are qualitatively similar in the two states but differ in their magnitude. In the speci®c case of SNase, this hypothesis is made plausible by several experimental observations about the denatured state of this protein. Measurements of the hydrodynamic radius of the denatured state have revealed a compact structure (Eftink and Ramsay, 1997; Baskakov and Bolen, 1998) . There is evidence from paramagnetic relaxation enhancement experiments carried out using spin labels that the overall topology of D131D (a 131-residue fragment of SNase that is used as a model for the denatured state of wild-type SNase) is similar to that of the native protein (Gillespie and Shortle, 1997a,b) . This native-like topology of D131D persists even under strongly denaturing conditions, as evidenced by recent residual dipolar coupling measurements (Shortle and Ackerman, 2001) . Furthermore, several residues in the denatured state have pK a values that are close to those in the native state, which is evidence for nativelike electrostatic interactions in the denatured state of SNase (Whitten and Garcõ Âa-Moreno, 2000) . Ultimately, the validity of the assumption of electrostatic similarity between the native and denatured states can be tested by comparing theoretical estimates of mutant stabilities obtained through Equation 3 with experimental data. Note, however, that the assumption will not be true for all proteins and, even in cases where the assumption holds, the empirical parameters a and b are not likely to be transferable from system to system.
In the present continuum electrostatics study, the calculation of the quantity DG N w±m is based on a single conformation (the crystallographic structure) and set of protonation states (determined for a pH of 7 according to the pK a s of isolated residues; histidines are discussed separately), assumed to be representative of the ensemble of con®gurations and protonation states characterizing the solvated native (wild-type or mutant) protein. In this single con®guration, the free energy G of the solute±solvent system is decomposed into an electrostatic (solute±solute and solute±solvent) contribution G el and a nonpolar (solute±solvent) contibution G np . De®ning a reference state, for which G = 0, as the state in which all solute atomic partial charges are zero and the solvent is of low, alkane-like dielectric permittivity e i , the free energy of the solute±solvent system may be written as
The Coulomb contribution G Cb represents the electrostatic work required to create the solute atomic partial charges in a homogeneous medium of permittivity e i , i.e.
Note that charges i and j belonging to the same mutated residue must be excluded from the summation to avoid artifactual intra-group contributions to the free energies of mutation. The reaction-®eld contribution G rf represents the electrostatic work required to transfer the charged solute from a solvent of permittivity e i into water (dielectric permittivity e w ). This quantity is calculated by solving the Poisson equation in the medium of heterogeneous permittivity using a ®nite-difference algorithm. The non-polar contribution G np represents the non-electrostatic work required to transfer the neutral solute from an alkane-like solvent into water. This quantity should account both for the hydrophobic effect and for differences between the two solvents with respect to their solute±solvent van der Waals interactions. The contribution G np is assumed to be proportional to the solvent-accessible surface area A of the solute through an empirical coef®cient g (effective microscopic interfacial tension):
The quantities DG N w±m = G N m ± G N w to be used in Equation 3 are obtained by evaluating, through Equation 4, the quantity G N w for the wild-type protein and the quantities G N m for all mutants considered.
In the present study, we evaluated the correlation between measured relative stabilities of charge mutants of SNase and corresponding values calculated using continuum electrostatics, in order to investigate (i) the speci®c role of electrostatic interactions in determining the stability of SNase, (ii) the validity of the assumed linear relationship between the free energy changes caused by charge mutations in the native and denatured states, (iii) the sensitivity of the calculations to model parameters, and (iv) the predictive ability of the model.
Materials and methods
All calculations were performed using the crystal structure of unliganded staphylococcal nuclease (SNase) re®ned at 0.17 nm resolution (Hynes and Fox, 1991) , entry code 1STN of the Brookhaven Protein Data Bank (Bernstein et al., 1977) . This structure does not include the coordinates of the disordered residues 1±5 and 142±149. These 13 residues were omitted from the calculations and the N-and C-termini of the remaining 136-residue protein fragment were considered to be neutral. All titratable side chains except the four histidine residues were modeled in their ionized forms as appropriate for pH 7, at which the stability measurements were performed (Meeker et al., 1996) . Several sets of calculations were performed in order to evaluate the dependence of the results on the protonation states of the histidine side chains, whose pK a values are close to the experimental pH. These calculations led to an optimal set of histidine protonation states (third entry in Table I ) that was used for all calculations unless speci®ed otherwise. The structures of the mutant proteins were modeled by removing or replacing atoms based on the coordinates of the wild-type crystal structure of SNase.
The continuum electrostatics calculations were performed using a modi®ed version of the GROMOS96 program (van Gunsteren et al., 1996; Scott et al., 1999) including the routines of the UHBD program (Davis et al., 1991; Madura et al., 1994 Madura et al., , 1995 for solving the linearized Poisson±Boltzmann equation through a ®nite-difference algorithm and for computing the surface area-dependent non-polar term. The interactionfunction parameters of the GROMOS96 force ®eld (Daura et al., 1998) were used to de®ne atomic charges and radii. The atomic radii of the solute atoms were calculated from the Lennard±Jones C 6 -and C 12 -parameters de®ning the interaction between the speci®c atom and an SPC water oxygen atom (Berendsen et al., 1981) as R = (2C 12 /C 6 ) 1/6 ± 0.14 nm (the approximate radius of a water molecule subtracted from the atom±water distance at the minimum of the Lennard±Jones curve). Hydrogen atoms were treated differently and assigned a common radius of 0.01 nm. The dielectric boundary was de®ned as the contact and re-entrant surface obtained by rolling a probe of radius 0.14 nm over the protein, and the solventaccessible surface area was de®ned by the location of the center of the same probe. The protein was centered on a cubic grid of 6 nm edges with a uniform grid spacing of 0.05 nm and rotated to maximize the solute-to-wall distance (>0.5 nm). Unless speci®ed otherwise, the value of the relative dielectric permittivity e i of the protein interior was set to 2, the ionic strength I was set to 0 M and the effective microscopic interfacial tension g was set to 10.46 kJ mol ±1 nm ±2 . A value of 78 was used for the dielectric permittivity e w of water.
A ®rst series of calculations was dedicated to the evaluation of the accuracy and the optimization of the continuumelectrostatics calculations. These included: (i) a comparison of two models to compute DG N w±m , either by considering only the electrostatic potential computed for the wild-type protein [as in Meeker et al. (Meeker et al., 1996) ] or by performing additional continuum electrostatics calculations for all modeled mutant proteins; (ii) an assessment of the dependence of the results on the protonation states of the histidine residues; (iii) an optimization of selected empirical parameters of the continuum electrostatics calculations so as to achieve a more quantitative (predictive) model. Because Equation 3 suggests the existence of a linear correlation between DG N w±m and DDG N±D , the linear correlation coef®cient r between the computed DG N w±m and the experimental DDG exp N±D for a given set of charge mutants was used as a measure of the accuracy and predictive ability of the model. The set of mutant proteins considered comprises the mutants D19A, D21A, D40A, D77A, D83A, D95A, E10A, E43A, E52A, E57A, E67A, E73A, E75A, E101A, E122A, E129A, E135A, K6A, K9A, K16A, K24A, K28A, K45A, K48A, K49A, K53A, K63A, K64A, K70A, K71A, K78A, K84A, K97A, K110A, K116A, K127A, K133A, K134A, K136A, H8A, H46A, H121A, H124A, R35A, R81A, R87A, R105A and R126A. For reasons detailed below and unless speci®ed otherwise, the mutants H46A, H121A, D83A and D95A were excluded from the correlation analysis determining r and the least-squares ®t lines displayed in the ®gures.
Finally, the ability of the optimized model (after determination of the a and b parameters in Equation 3) to predict relative mutant stabilities was tested for the corresponding glycine mutants (Meeker et al., 1996) and for other mutants of SNase [D19C, E52C, E57C, K28C, K64C, K71C, K78C, K84C, K97C, K116C and R105C (Byrne and Stites, 1995; Gillespie and Shortle, 1997a) ; D19N, D21N, D77N, E73Q, E75Q, E135Q, K63Q and K70Q (Schwehm et al., 2003) ; E43S and E43S + R87G (Weber et al., 1991) ]. All together, a total of 117 charge mutants were considered in this study.
Results
As an attempt to explain the previously reported absence of correlation between relative mutant stabilities and local electrostatic environment of the mutated charged residues (Meeker et al., 1996) , the free energy difference DG Ä N w±m upon mutating a charged residue to alanine was ®rst estimated for each mutant as
where r i is the atomic coordinate vector of atom i in the wild-type protein, f w (r i ) is the corresponding electrostatic potential at this site and Dq i is the difference in atomic charge induced by the mutation (non-zero solely for atoms of the mutated residue). These free energy differences indeed do not show any correlation with the corresponding experimental stability changes DDG exp N±D (data not shown), in agreement with previous results (Meeker et al., 1996) . This absence of correlation is probably due to (i) the neglect of solvent reorganization upon mutating a charged residue (i.e. the electrostatic potentials corresponding to mutant and wildtype proteins are not identical), and (ii) artifacts arising from the use of a ®nite-difference estimate for the Coulombic free energy contribution G Cb . The latter problem may be alleviated by performing two separate calculations of the electrostatic potential in which the solvent permittivity is set to either e w = 78 or e w = e i = 2. The free energy difference DG Å N w±m is then estimated as Table I 
) for 48 mutants of SNase involving the mutation of a charged residue to alanine (Meeker et al., 1996) The calculated values of DG Å N w±m for the arginine, lysine and histidine mutants are in the range ±140 to 70 kJ mol ±1 , whereas those for the aspartic and glutamic acid mutants are in the range 250±530 kJ mol ±1 . This observation can be understood in view of the large overall positive charge (+13e) of the SNase protein fragment. Owing to the neglect of solvent relaxation, DG Å N w±m is dominated by the direct Coulomb interaction between side chains. This contribution largely disfavors the mutation of a negative to a neutral residue and favors the mutation of a positive to a neutral residue. Overall, only a very weak correlation between DG Å N w±m and experimental stability changes DDG exp N±D is found (linear correlation coef®cient r = ±0.44). Finally, the most accurate treatment requires that one also takes the solvent reorganization into account. In this case, DG N w±m is calculated as the difference between the electrostatic free energies of the (modeled) mutant and wild-type proteins: This evaluation is computationally more expensive and requires the modeling of each mutant protein, but greatly improves the correlation with the experimental stability changes, as shown in Figure 2b (linear correlation coef®cient r = ±0.76 for the set of 44 mutants considered in the regression analysis). This correlation is signi®cantly larger than those calculated for all other descriptors (e.g. the degree of burial of the mutated residues) considered previously (Meeker et al., 1996) . Notably, taking the solvent reorganization into account eliminates the clear separation that is observed for DG Å N w±m between mutants of positively charged residues and mutants of negatively charged residues (Figure 2a) . The values of DG N w±m are in the range 30±240 kJ mol ±1 for all mutants. Since the Coulomb contributions in Equations 8 and 9 are identical and the non-polar contribution DG w±m N,np in Equation 9 is small (see below), this effect is caused by a change in the reaction-®eld contribution to the free energy. Allowing the solvent to relax upon mutation of a positively charged residue is strongly Fig. 2 . Correlation between the calculated mutation free energy in the native state DG N w±m and the experimental relative stability DDG exp N±D for 48 SNase mutants involving a charged residue mutated to alanine (Meeker et al., 1996) ; see Equation 3. In (a), Equation 8 is used to calculate DG Å N w±m . In (b), Equation 9 is used to calculate DG N w±m .
Charge mutants of staphylococcal nuclease disfavorable, while the opposite is true for the mutation of a negatively charged residue. The corresponding differences DG N w±m ± DG Å N w±m are between 90 and 210 kJ mol ±1 for mutants involving positively charged residues and between ±310 and ±215 kJ mol ±1 for mutants involving negatively charged residues. This observation can be qualitatively rationalized by applying the Born model for solvation in the case of a spherical solute with a positive overall charge Q. If the charge of the protein is decreased to Q ± 1 (mutation of a positively charged residue), the reaction-®eld energy is proportional to ±(Q ± 1) 2 if the solvent is allowed to relax to the charge change, whereas it is proportional (same proportionality constant) to ±Q(Q ± 1) if the solvent is not allowed to relax. In this case, the solvent relaxation contribution to the overall free energy is proportional to Q ± 1, i.e. disfavorable. A similar reasoning shows that the solvent relaxation contribution is proportional to ±(Q + 1), i.e. favorable, when the charge of the sphere is increased to Q + 1 (mutation of a negatively charged residue).
The values of DG N w±m reported in Figure 2b arise from the partial cancellation of two large contributions. The Coulomb contributions to the difference DG N w±m between mutant and wild-type protein are between ±450 and ±120 kJ mol ±1 for mutants involving positively charged residues and between 350 and 780 kJ mol ±1 for mutants involving negatively charged residues. On the other hand, the reaction-®eld (solvation) contributions to DG N w±m are between 280 and 540 kJ mol ±1 for mutants involving positively charged residues and between ±580 and ±320 kJ mol ±1 for mutants involving negatively charged residues. The non-polar contributions to DG N w±m are small in comparison with the two previous terms, ranging from ±2.1 to 3.6 kJ mol ±1 for non-lysine mutants (±21.6 to ±0.1 kJ mol ±1 for mutants involving the larger lysine residue). In the following discussion, all calculations of DG N w±m were performed using Equation 9.
The mutants H121A, D83A, D95A and H46A are speci®c-ally indicated in Figure 2b and are not included in the regression analysis for the following reasons: (i) H121A and D83A are the two mutants that were found to be less than 96% native even in the absence of denaturant (Meeker et al., 1996) , (ii) D95A is the mutant with the largest m-value (Meeker et al., 1996) , which suggests that its energetics in the denatured state are severely altered compared with the wild-type protein (Shortle, 1995; Wrabl and Shortle 1999) , and (iii) H46 is not charged in the present calculations (see below). If these mutants are included in the regression analysis, the correlation coef®cient in Figure 2b changes slightly from r = ±0.76 to ±0.72.
The experimental pK a s of the histidine side chains in SNase are of the order of 5.7±6.8 (Alexandrescu et al., 1988) , which suggests a fractional extent of ionization at pH 7. The consequences are that (i) the best way to represent the charge states of the histidine residues in the present calculations must be investigated, and (ii) it may not be meaningful to consider the results for the histidine mutants on the same footing as the rest of the charge mutants of SNase. The results obtained using several charge-state combinations for the four histidine residues are summarized in Table I . For each combination, the linear correlation coef®cients between the experimental DDG exp N±D and the computed DG N w±m are reported, calculated for all mutants (r¢¢), all mutants except D83A, D95A and H121A (r¢) and for all mutants except D83A, D95A, H121A and partially charged or uncharged histidines (r). The coef®-cient r is systematically larger in magnitude than the correlation coef®cients from the analysis including all mutants (r¢¢). The differences in correlation are mainly caused by the mutants D83A, D95A and H121A and by a strong deviation from linearity for the uncharged (and partially charged) histidine residues. This observation suggests that the linear relationship postulated in Equation 3 is reasonable for charge mutants, but is not likely to hold for mutations that do not alter the charge of a residue. The results excluding uncharged (and partially charged) histidine residues and also the two aspartate mutants (r) are relatively insensitive to the protonation states selected for the four histidine residues. Because the protonation-state combination involving charged histidines 8, 121 and 124 and uncharged (N e -protonated) histidine 46 (third entry in Table I) consistently shows the highest magnitude of the correlation coef®cient irrespective of which residues are included or excluded in the least-squares ®t analysis, this combination was chosen for the rest of the calculations.
Because continuum electrostatic models essentially rely on the application of a macroscopic theory at a microscopic level, a number of parameters involved in these models can only be given effective values, ultimately derived by calibration against experimental data. These parameters include the atomic charges and radii, the exact de®nition of the solute±solvent dielectric boundary, the dielectric permittivity of the solute and the interfacial tension coef®cient. Although standard empirical values appear to work well for the present application (Figure 2b) , it is of interest to (i) investigate the sensitivity of the results to these parameters so as to assess the reliability of the results and (ii) try to re®ne them further for the present problem so as to improve the predictive power of the model. Table II displays the linear correlation coef®cient between the experimental DDG exp N±D and the computed DG N w±m calculated for different values of the internal permittivity e i , a scaling factor R* applied to the atomic radii and the ionic strength I of the solution. The model parameters have only a limited in¯uence on the correlation coef®cient, the exception being the internal permittivity. The best results are obtained for e i = 2 and 4 (at zero ionic strength) or e i = 20 (at an ionic strength I = 0.150 M). Thus, it appears that the combinations of a low e i with a low I or Table II . Linear correlation coef®cients relating the experimental relative mutant stability DDG exp N±D to the theoretical mutation free energy in the native state DG N w±m (see Equation 3) for 44 mutants of SNase involving the mutation of a charged residue to alanine (Meeker et al., 1996) Values are reported for different combinations of the solute internal relative permittivity e i , scaling factor R* applied to the atomic radii and ionic strength I.
a high e i with a high I are both adequate to achieve the proper balance between direct Coulomb interactions and the reaction®eld contribution. A high internal permittivity (e i of b20) has often been used in continuum-electrostatics calculations after the observation that the accuracy of pK a predictions in proteins is enhanced by increasing e i (Antosiewicz et al., 1994) . In the present model, the fact that the interactions in the denatured state are implicitly taken into account may be the reason why a lower value of e i also works well for predicting relative mutant stabilities.
In an attempt to optimize the value of the effective solute permittivity e i and microscopic interfacial-tension coef®cient g, the empirical expression
was used to extrapolate the electrostatic free energy G computed through Equation 4 using a given set of parameters g* and e i * to different parameter values g and e i . While the ®rst and third terms in Equation (10) are exact, the second term is approximated by an expression derived from the Born model of ionic solvation (i.e. the solute is approximated by a sphere for estimating the reaction-®eld free-energy contribution). The results of this extrapolation are shown in Figure 3a for the interfacial tension coef®cient g (for four different values of the scaling factor R* applied to the atomic radii) and in Figure 3b for the solute internal permittivity e i (based on three different reference values of the internal permittivity e i *). Figure 3a shows that the correlation coef®cient reaches a minimum for R* = 1.4 and g/g* » 1.7, i.e. the correlation is improved by using larger atomic radii and an increased interfacial-tension coef®cient. Note that the optimal value of g is not independent of the choice of R*, since a similar change in the non-polar freeenergy contribution can be achieved by increasing either the surface area (through R*) or the interfacial tension coef®cient. In fact, there exists a quasi-linear relationship between the optimal value of g/g* and (1/R*) 2 . Figure 3b shows that an internal permittivity of 1±2 leads to the best correlation with experiment. This analysis suggests an`optimized' parameter set de®ned by R* = 1.4, g = 17.8 kJ mol ±1 nm ±2 and e i = 2, yielding a correlation coef®cient of ±0.80. It should be stressed, however, that the alteration of the parameters results in only a very modest gain of accuracy. This, again, indicates a moderate sensitivity of the theoretical results on the model parameters.
Adopting this optimized parameter set, the optimal values of a and b to be used in Equation 3 are 0.95 and 2.3 kJ mol ±1 , respectively (excluding D83A, D95A, H46A and H121A in this determination). For the non-optimized parameter set, the corresponding values are 0.93 and 6.2 kJ mol ±1 . These values were used to compute estimated relative stabilities of mutants DDG calc N±D from the theoretical estimates of DG w N±D through Equation 3. In Figure 4 , the experimental stability changes DDG exp N±D are compared with the calculated stability changes DDG calc N±D for the 48 mutants involving the mutation of a charged residue to alanine (Meeker et al., 1996) , for calculations using either the non-optimized parameter set (R* = 1, g = 10.46 kJ mol ±1 nm ±2 and e i = 2; Figure 4a ) or the optimal parameter set (R* = 1.4, g = 17.8 kJ mol ±1 nm ±2 and e i = 2; Figure 4b ). The calculated energies are in good agreement with experimental values, yielding root-mean-square errors of 3.1 and 2.9 kJ mol ±1 , respectively, when considering all 48 mutants and 2.3 and 2.1 kJ mol ±1 , respectively, when omitting the mutants D83A, D95A, H46A and H121A.
Using Equation 3 together with the optimized parameter set and the values of a and b determined for the alanine mutants, DDG calc N±D was evaluated for the corresponding 48 glycine mutants reported in (Meeker et al., 1996) and the results are displayed in Figure 5 . In the case of the glycine mutants, the root-mean-square error is as high as 4.9 kJ mol ±1 . The increased error is probably related to the signi®cant increase in conformational¯exibility induced by mutating a large residue to glycine. Increased¯exibility is expected to destabilize the native state and therefore render DDG exp N±D more negative. Because such an effect is not accounted for by the present model, it is not surprising that the magnitudes of the calculated stability changes tend to be underestimated compared with their experimental counterparts. Figure 6 displays a comparison between computed and experimental stability changes for the following sets of SNase charge mutants: D19C, E52C, E57C, K28C, K64C, K71C, K78C, K84C, K97C, K116C, R105C [set 1 (Gillespie and Shortle, 1997a; Byrne and Stites, 1995) ], D19N, D21N, D77N, E73Q, E75Q, E135Q, K63Q, K70Q [set 2 (Schwehm et al., 2003) ] and E43S and the double mutant E43S + R87G [set 3 (Weber et al., 1991) ]. The root-mean-square error is 3.0 kJ mol ±1 for the 21 mutants. 10). In (a), the interfacial tension coef®cient g is varied from its reference value g* for four values of the scaling factor R* applied to the atomic radii. Here, the internal permittivity is e i = 2. In (b), the internal permittivity e i is varied for three values of the reference internal permittivity e i *. Here, R* = 1.4 and g/g* is optimized at each e i point for the best correlation.
Discussion
The aim of the present study was to investigate the role played by electrostatic interactions in determining the stability changes of staphylococcal nuclease (SNase) upon mutation of charged to uncharged residues. This was done using continuum-electrostatics calculations that attempt to account for the full thermodynamic cycle (Figure 1 ), something that is not routinely done today. The present calculations of the relative stabilities DDG calc N±D of charge mutants involve calculating the electrostatic potential both for the wild-type protein and for each modeled mutant protein and rely on the assumption that the electrostatic interations in the denatured and native states are linearly related in the case of SNase.
Neglecting the effect of solvent relaxation upon mutation, i.e. considering only the electrostatic potential of the wild-type protein, lacks consistency and leads to poor results. The good correlation between experimental and calculated stability (Byrne and Stites, 1995; Gillespie and Shortle, 1997a) and set 2 to mutants in which a charged residue is mutated to a large polar residue (Schwehm et al., 2003) . Set 3 correspond to the active-site mutants E43S and E43S + R87G (Weber et al., 1991) . The optimized parameter set (g = 17.8 kJ mol ±1 , R* = 1.4, e i = 2) was used to calculate DDG calc N±D through Equation 3 with a = 0.95 and b = 2.3 kJ mol ±1 . The lines of perfect correspondence (solid) and of the best linear least-squares ®t (dashed) are also displayed. Fig. 4 . Experimental relative stabilities DDG exp N±D versus calculated values DDG calc N±D for 48 SNase mutants involving a charged residue mutated to alanine (Meeker et al., 1996) . In (a), the non-optimized parameter set (g = 10.46 kJ mol ±1 , R* = 1, e i = 2) is used and DDG calc N±D is calculated from Equation 3 with a = 0.93 and b = 6.2 kJ mol ±1 . In (b) the optimized parameter set (g = 17.8 kJ mol ±1 , R* = 1.4, e i = 2) is used and DDG calc N±D is calculated from Equation 3 with a = 0.95 and b = 2.3 kJ mol ±1 . The line of perfect correspondence (which is identical with that of the best linear leastsquares ®t) is also displayed. (Meeker et al., 1996) . The optimized parameter set (g = 17.8 kJ mol ±1 , R* = 1.4, e i = 2) was used to calculate DDG calc N±D through Equation 3 with a = 0.95 and b = 2.3 kJ mol ±1 . The lines of perfect correspondence (solid) and of the best linear least-squares ®t (dashed) are also displayed.
U.Bo Èrjesson and P.H.Hu È nenberger changes indicates that electrostatic interactions play a dominant role in determining the effect of this type of mutation on protein stability. This ®nding is consistent with the conclusions from a recent study of charge-deletion and charge-reversal mutants of SNase (Schwehm et al., 2003) and one may conclude that charged residues contribute to the overall stability of the native state of SNase mainly through electrostatic interactions.
Because continuum-electrostatics calculations rely on a number of empirical parameters, it is essential to assess the dependence of the results on speci®c parameter values. In the present case, the accuracy of the predictions, as measured by the linear correlation coef®cient r between the calculated and experimental stability changes, was found to be rather insensitive to model parameters such as atomic radii, solute permittivity and interfacial tension coef®cient within the ranges considered. Increasing the atomic radii and the solute± solvent interfacial tension coef®cient slightly and using an internal permittivity of 2 led to optimal accuracy of the calculations, although the improvement over standard parameters was only moderate. The results for the mutations of charged residues are also only weakly affected by the choice of the charge state of the four histidine residues in SNase. The root-mean-square error of the calculated relative stabilities for the 69 non-glycine mutants is in the range 2±3 kJ mol ±1 , i.e. of the order of k B T at room temperature. The method can therefore be considered to reach quasi-predictive accuracy, the predictive power being limited, however, by the small range of the experimental stablility values.
The calculations were performed under the assumption that the electrostatic interactions in the denatured state of SNase are attenuated, but qualitatively similar to those in the native state. This assumption was included in the calculations by assuming an approximately linear relationship between the free energy changes upon mutation of the residue in the native and denatured states (and thus between DG N w±m and DDG exp N±D ). The fact that, under this assumption, a high correlation was found between calculated and experimental data for various combinations of model parameters is a hint towards its validity. Interestingly, the parameter a relating DG D w±m to DG N w±m was determined using linear regression to be 0.95 for substituting charged residues with alanine. Such a high number suggests that the free energy change upon mutation is, on average, only 5% smaller in magnitude in the denatured state than the native state, which indicates that the electrostatic environment of charged residues in the denatured state is very similar to their environment in the native state. The value of a is, however, sensitive to parameters such as e i and I used in the calculations. Using an internal relative permittivity of 20 at an ionic strength of 0.150 M leads to a value of a of only~0.25. Note, however, that the validity of Equation 3 is independent of the magnitude of a. Regardless of the actual value of a, the suggestion that there might be a similarity between electrostatic interactions in the native and denatured states is in line with the conclusions drawn by Whitten and Garcõ Âa-Moreno (Whitten and Garcõ Âa-Moreno, 2000) from their observation of native-like pK a values in the denatured state of SNase. What this energetic similarity means exactly in terms of the ensemble of structures characterizing the denatured state remains uncertain. However, these ®ndings are in line with the set of structures determined for the fragment D131D, considered as a model of the denatured state of SNase (Gillespie and Shortle, 1997b) .
There is also evidence of residual electrostatic interactions in the denatured states of other small proteins such as barnase (Oliveberg et al., 1994) , ribonuclease Sa (Pace et al., 2000) and the N-terminal domain of L9 (Kuhlman et al., 1999) and theoretical models attempting to include these interactions have proved to be valuable. In particular, predictions of the pHdependence of protein stability have been greatly improved by modeling the electrostatic interactions in the denatured state (Elcock, 1999; Zhou, 2002a,b) . For example, the denatured state may be modeled explicitly by a single con®guration obtained by performing an energy minimization of the native protein structure using a molecular mechanics force ®eld including arti®cial van der Waals interactions [e.g. with a minimum-energy distance for all atom±atom interactions set to 0.6 nm (Elcock, 1999) ]. The denatured state is thus represented by an expanded structure that retains the overall topology of the native state. The Gaussian-chain model (Zhou, 2002a,b) follows a different principle by empirically relating the interaction energy between two residues in the denatured state to the number of peptide bonds separating the residues. Our model for including electrostatic interactions in the denatured state, however, introduces no assumption about the structure (or ensemble of structures) characterizing this state and depends only on the corresponding interactions in the native state.
