Accurate predictions of free energies of binding of ligands to proteins are challenging partly because of the non-additivity of protein-ligand interactions, i.e. the free energy of binding is the sum of numerous enthalpic and entropic contributions that cannot be separated into functional group contributions. In principle molecular simulations methodologies that compute free energies of binding do capture non-additivity of protein-ligand interactions, but efficient protocols are necessary to compute well-converged free energies of binding that clearly resolve non-additive effects. To this end an efficient GPU-accelerated implementation of alchemical free energy calculations has been developed and applied to two congeneric series of ligands of the 2 enzyme thrombin. The results show that accurate binding affinities are computed across the two congeneric series and positive coupling between non polar R 1 substituents and a X=NH 3 + substituent is reproduced, albeit with a weaker trend than experimentally observed. By contrast a docking methodology completely fails to capture non-additive effects. Further analysis shows that the non-additive effects are partly due to variations in the strength of a hydrogen-bond between the X=NH 3 + ligands family and thrombin residue Gly216. However other partially compensating interactions occur across the entire binding site and no single interaction dictates the magnitude of the non-additive effects for all the analysed protein-ligand complexes.
Introduction
A significant component of pre-clinical drug discovery is the optimization of the non-covalent binding between a disease-involved protein and small organic molecules. [1] [2] [3] To this end, the free energy of binding is frequently used to quantify the strength of protein-ligand interactions.
Separating the free energy of binding in enthalpic and entropic components indicates that potent ligands may be obtained by minimizing the enthalpy of binding while maximizing the entropy of binding. Binding enthalpies result from a competition between two concomitant effects: Van der Waals (VdW) and electrostatic interactions, and the desolvation of polar groups. 4 VdW interactions are optimised by the shape complementarity between the protein and the ligand, whereas electrostatic interactions are optimised via charge and hydrogen bonding interactions between donor and acceptor atoms in the protein-ligand complex 5 . The desolvation of polar groups reflects the strength of the interactions between the solvent and the protein/ligand, before formation of the protein-ligand complex. A favourable enthalpy change upon binding is an indication of sufficiently strong VdW/electrostatic interactions between the target and the ligand that compensate for the unfavourable enthalpy change associated with desolvation 5 . Binding entropies arise from two major terms: conformational entropy changes and solvation entropy changes. The former is related to changes in probability distributions of translational, rotational and internal degrees of freedom of the ligand and protein upon complex formation, while the latter depends on differences in the probability distributions of translational and rotational degrees of freedom of the water molecules that solvate the protein, the ligand, and the complex. [5] [6] [7] In this intricate framework, medicinal chemists are usually tasked to identify structural modifications of a ligand that will optimise all the above contributions to the free energy of binding. This is frequently pursued through iterative Structure-Activity Relationship (SAR) studies where individual moieties of a ligand are optimised sequentially. 8, 9 A major simplification implicit in this approach is the additivity of the binding free energy, i.e. the assumption that binding free energies can be decomposed into a sum of independent components ascribed to specific parts of the system. Many popular molecular modelling methods also make this assumption, for instance Matched Molecular Pair Analysis (MMPS), 10 Free-Wilson Analysis, 11 scoring function approaches and linear QSAR models. 12 In general, if the cruel question is: "can free energy be decomposed into a sum of independent components ascribed to specific parts in a system?", then the answer is negative.
Free energy is a property of the whole of phase space and its decomposition in components holds only if phase space is divisible into independent parts. This result has been reported several times in the literature. [13] [14] [15] Assuming for simplicity a canonical ensemble, the Helmholtz free energy F of a thermodynamic system at temperature T and Hamiltonian H is given by:
where = 1/k b T, k b is the Boltzmann constant, and the symbol <> denotes a canonical ensemble average. If the Hamiltonian H can be separated into for instance two independent components one can write equation 2:
(2)
where it is implied that q 1 , p 1 , q 2 and p 2 are uncoupled position and momenta coordinates, then (and only then) it follows that: 13 (3)
The extent to which the additivity assumption in eq 3 may be valid in practice is a question that is of central importance in many chemical contexts. Patel et al. 16 investigated 19 different protein targets to examine the extent of non-additive substituent effects on ligands binding affinities and found that only half of the targets exhibited approximately additive behaviour.
Thus, while in theory it is incorrect to expect that free energies of binding may be decomposed into independent components; in practice additivity of protein-ligand interactions may be a good approximation in some instances. It follows that it is desirable to formulate molecular models that may reproduce, and elucidate, non-additive effects in protein-ligand interactions.
A detailed study of non-additivity of functional group contributions to protein-ligand interactions was reported by Baum et al. 17 The work featured isothermal titration calorimetry (ITC) measurements and crystallographic analyses of the enzyme thrombin in complex with different series of congeneric inhibitors. Structurally the ligand binding site in thrombin presents three sub-pockets illustrated in Figure 1A . The ligands may be classified in two series that shall be referred to as series 3 (X=H) and series 5 (X=NH 3 + ) for consistency with the notation used by Baum et al. The amino group of series 5 ligands forms a charged assisted hydrogen-bond with the backbone carbonyl of Gly216. Each series also features variations in the nature of the R 1 group that fills the S1 pocket. 17 Other series were reported, but are not the focus of the present study. Baum et al. demonstrated coupling between the X and R 1 substituents since the standard free energy of binding of series 5 ligands is more favourable than series 3 ligands with equivalent R 1 groups ( Figure 1B ). Correlation of structural data from X-ray diffracted crystals and calorimetric data suggested that the non-additivity was correlated to changes in hydrogenbonding distances between the ligands and the backbone of Gly216, changes in residual mobility of the ligands, and changes in packing interactions with S3 pocket residues.
Which of these factors dominate non-additivity in this context remains uncertain owing to the difficulty of disentangling cause and effects from the experimental data. Also given potential pitfalls in relating structural and dynamical measurements from X-ray diffracted crystals to protein-ligand interactions in aqueous conditions, 18 further insights into plausible non-additivity mechanisms is desirable, and this was here sought by means of molecular simulations.
Materials and Methods

Protein structure setup
The crystallographic structure of human thrombin in a complex with a thrombin ligand structurally related to the ligands simulated in this study was downloaded from the PDB databank 19 (PDB code 2ZC9 17 ). The protein structure was inspected and prepared for molecular simulations using Maestro. 20 The hirugen chain was removed from the structure. The side chain of Arg75 in the heavy chain (chain H) of thrombin was partially resolved. 19 Missing atoms were added to complete the side-chain in a solvent exposed conformation. 19 The incomplete light chain was capped before Glu1C with an ACE residue and after Ile14L with an NME residue. 19 The incomplete heavy chain was capped after Gly246 with an NME residue. 19 Missing residues Trp148, Thr149, Ala149A, Asn149B, Val149C, Gly149D, Lys149E in chain H were modeled in the structure using the FALC-Loop web server 21 . Standard protonation states were assumed for protein side-chains 19 . On the basis of visual inspection of hydrogen bonding patterns, His57 and His71 were modeled in their uncharged δ-tautomer. His91, His119 and His230 were modeled in the δ-tautomer 19 . Disulfide bridges were modeled between Cys42-Cys58, Cys1-Cys122, Cys168-Cys182 and Cys191-Cys220 19 .
Ligands structure setup
In this investigation all the thrombin inhibitors in the 3 and 5 series reported by Baum et al.
study were considered (Figure 1 ). 17 The ligands in the 3 and 5 series were modeled using the software Maestro, 20 and manually placed inside the binding site in a starting conformation selected according to available crystallographic data reported by Baum et al., and visual inspection. In addition, the amino group X=NH 3 + for each ligand in the 5 series was protonated for consistency with the in vitro assay conditions.
Molecular simulations setup
In order to assemble input files used as starting conformations for subsequent calculations the FESetup software package was used. 22 The following protocol was set in FESetup for the automated preparation of the ligands, protein and complexes input files:
Ligands: The atomic charges were assigned by using Antechamber 23 (as implemented in Amber 11), selecting the AM1-BCC method. 24 The GAFF force field was used for the generation of the remaining force field parameters. 23, 25 The Leap software was instructed to solvate ligands in a buffer of TIP3P water molecules, 26 and counter-ions were added for the resulting systems to yield a net charge of zero. 27 The solvated systems were energy minimized for 100 cycles by using the steepest descent method and equilibrated at 300 K and 1 atm pressure for 10 5 MD steps with a 2 fs time step using the Amber module Sander. During the equilibration stage, the ligands were restrained to their starting positions using a harmonic potential with a force constant of 10 kcal mol −1 Å −2 and constraining all the hydrogen bonds to their equilibrium distances.
Protein: The Amber ff99SB force field parameters were used to parameterize the protein. 28 The protein was energy minimized in vacuum for 500 cycles of steepest descent method by using the Amber module Sander.
Protein-ligand complexes:
The ligands were combined with the thrombin protein model and solvated in a buffer of TIP3P water molecules, 26 and counter ions were also added to neutralize the solution. 27 The complexes were energy minimized for 500 cycles by using the steepest descent method and equilibrated at 300 K and 1 atm pressure for 10 5 MD steps with 2 fs time step via the Amber module Sander. During the equilibration stage, the protein and the ligands were restrained to their starting positions using a harmonic potential with a force constant of 10 kcal•mol −1 •Å −2 and constraining all the hydrogen bonds to their equilibrium distances.
Protein-morph complexes and solvated morphs:
A single topology alchemical free energy calculation protocol was adopted in this study (see below). Thus coordinates and parameters for morph molecules that map between pairs of ligands were generated by the software FESetup. 22 Instructions to download all input files generated by the procedure are given in the Supporting Information. 
Molecular simulations protocols
where and are the binding free energies of 5R'' and 3R'' relative to 5R' and 3R' respectively. If NA equates zero then the nature of the group X does not influence the interactions of R' or R'', otherwise NA quantifies the extent of positive or negative coupling between the interactions of X and R'/R''.
Equation (4) shows that in order to compute non-additivity levels it is necessary to calculate the relative binding free energy between the different ligands in the two series. Each binding free energy of a ligand B relative to a ligand A is the difference of two computed free energy changes
where is the computed free energy change for morphing a ligand A into a ligand B in the solvated protein binding site, and is the computed free energy change for morphing ligand A into B in an aqueous environment. 29, 30 The starting and final ligands used to compute the relative binding affinities in this study are reported in Figure 3 . The ligands 3B and 5B were selected as reference end-state most of the time because these ligands were the most central in the network of the defined alchemical transformations.
Similarly, it is also possible to define the contribution of components of the potential energy function to non-additivity levels. For instance, for protein-ligand interaction energies:
where U PL is the protein-ligand interaction energy, and the brackets denote ensemble averages.
Equation (4) indicates that non-additivity levels result from differences in two relative free energies of binding. This implies that precise measurements of non-additivity levels require two well converged relative binding free energies. Given the potentially slow convergence of these quantities it was deemed important to achieve high-performance in conformational sampling to produce well-converged free energies. To this end an ad-hoc implementation based on the alchemical single topology method was developed to calculate the relative binding free energies of the thrombin ligands. The implementation extended the molecular simulation library Sire 31 , through linking to the OpenMM API. 32 This API is able to implement Molecular Dynamics (MD) algorithms by using CUDA and OpenCL architectures present on the latest Graphic Processing Units (GPUs) and gain significant computational power compared to more conventional approaches. [33] [34] [35] The ligand mutations in both environments were performed by using the single topology 36 In the single-topology implementation done here, the intra-and inter-molecular force field parameters involved in the mutations were linearly interpolated between the starting and final ligand mutant parameters. In order to circumvent steric clashes at the end points of the simulations a soft core potential was used for non-bonded interactions of atoms that can be created or annihilated. 37 The n and d parameters that control the rate of softening of Coulombic and Lennard-Jones interactions in the equation 3 of ref 37 were respectively set to 0 and 2.0.
Free energy changes were calculated by using the thermodynamic integration method: 38, 39 
where the integral in eq 7 was numerically estimated by using a polynomial interpolation of seventh-order. 36 The free energy gradients at each selected value were approximated by using a finite difference approach: 40 (8) where the delta increment was set to ∆λ = 10 −3 . The free energy changes were calculated by using the Zwanzig equation given by eq 9: 41 (9) where U is the total system potential energy and denotes the ensemble average at the selected  value. Contribution of pressure-volume changes were neglected in eq 9. For the evaluation of free energy gradients at =0.0 and =1.0 assumptions were made that
For each  value the ensemble average was computed by sampling the system using MD as implemented in Sire via the OpenMM API release 5.2. The OpenCL platform was used throughout. In production runs, each window was sampled for 10 ns using the NPT ensemble by setting the pressure and the temperature respectively to 1 atm and 300 K. The pressure was regulated using a Monte Carlo Barostat with an update frequency of 25 MD steps, 42, 43 and the Andersen Thermostat was used to keep the temperature constant, 44 selecting a collision frequency of 10 ps −1 . The simulations were time evolved by using a Leapfrog-Verlet integrator with a 2 fs time step. All bonds involving hydrogens were constrained to their equilibrium distances. Non-bonded interactions were evaluated by using an atom-based cut off scheme setting the cutoff distance to 10 Å. Long-range electrostatic interactions were calculated by using an atom-based Barker-Watts reaction field, 45 with the medium dielectric constant set to the water dielectric constant (ε solvent = 78.3). 46 A total of 5 × 10 4 gradient values were collected over 10 ns simulations for each  value and each protein-ligand complex calculation was repeated at least three times per ligand. At the beginning of each repeated run the particle velocities were randomly generated accordingly to the Maxwell-Boltzmann distribution at a temperature of 300 K. In order to circumvent steric clashes at the beginning of the production runs due to modifications of the ligand parameters via changes in λ, each starting structure was energy minimized for 500 steps and re-equilibrated. This was done incrementing λ in steps of 0.1 until the desired target value was reached. Each intermediate λ value was equilibrated for 2 ps using a 0.5 fs time step, keeping pressure and temperature set to 1 atm and 300 K. At the end of the reequilibration stage the time step was re-set to 2 fs. All the production runs were performed on an in-house GPU cluster of nVidia Tesla M2090 graphic card units, and the Blue Crystal GPU cluster of nVidia Tesla K20 graphic card units. Instructions to download sample simulation scripts are provided in the Supporting Information.
B-factors analyses
B-factors for ligand atoms were computed from the simulations in order to quantify ligand mobility in the thrombin binding site. This was done using equation 10 for selected ligand heavy atoms:
where r 2 is the mean square of the atomic displacement averaged over a molecular dynamics trajectory, after rigid body alignment against a reference coordinate. The reference coordinate was taken to be the average atomic position recorded along the trajectory. This analysis was performed for the end-states (=0 and =1) of each free energy calculation and ligand B-factors were computed by averaging results from all individual trajectories.
Correlation errors analysis
The extent to which uncertainties in measured and computed quantities influence statistical metrics used to evaluate correlations between experiment and measurements should be carefully assessed to determine the relevance of the results. This was done here using an error analysis procedure described below. 47, 48 The experimental and the predicted relative binding free energies related to the ligand (N is the total number of the ligands) can be represented as the sets and , where and are respectively the experimental and predicted statistical uncertainties. It is assumed that the measured relative binding affinities are normally Iterating the procedure n times yields probability distributions , and of these metrics.
A confidence interval in the metrics may then be obtained by plotting the resulting probability distributions and choosing lower a and upper b values of the associated cumulative probability functions F.
Here probability distributions f were computed by re-sampling the sets n = 10 6 times, and a 95% confidence interval was chosen setting and .
Protein-ligand docking protocols
The free energies of binding of the thrombin ligands were also estimated by using the docking software Autodock Vina. 49 
Results and Discussion
Precision and consistency of the computed free energies of binding Analysis of intermediate results showed that increasing the length of per- simulation time from 5 ns to 10 ns did not produce significant changes in the calculated G wat (AB) values.
Thus statistical uncertainties for these quantities were determined by using block averaging of the data collected with the 10 ns per- simulation protocol. To evaluate ∆G prot (AB) triplicate runs of 10 ns per- each were performed, and the final ∆G prot (AB) estimate was taken as the mean computed free energy change, and uncertainties taken as the standard error of the mean.
Average free energy changes G wat (AB), ∆G prot (AB) and relative binding free energies G bind (AB) for each perturbation AB are reported in Table S1 and Consistency and reliability of the computed relative binding free energies was also assessed by considering thermodynamic cycle closures. These are frequently used as quality check for free energy calculations and the discrepancy from zero measures the transformation hysteresis. [50] [51] [52] [53] In the selected alchemical transformations for the 3 and 5 series, three and four thermodynamic cycle closures were considered. The analysis showed that the maximum discrepancy for the 3 and 5 series was respectively 0.5±0.2 kcal mol -1 (cycle 3B to 3A to 3D in Figure 3A ) and -0.9±0.2 kcal mol -1 (cycle 5B to 5A to 5D in Figure 3B ). The thermodynamic cycles are reported in Figure S1 .
Soft-core potentials occasionally introduce serious artefacts
For the perturbation 3K3B one of the triplicate runs produced a value that was significantly different from the other two runs and warranted further investigation.
Extending the per- simulation time to up to 20 ns ( Fig 4A) indicated that the free energy gradients were all well converged, apart from the gradients at  = 0.57822 that steadily increases with time. Structural analysis of the computed trajectory at this  value ( Fig 4B) indicates that a pronounced jump in free energy gradients correlates with fusing of a sodium ion with the para carbon atom of the decoupled phenyl ring around t = 2.3 ns. Both particles remain fused for the rest of the simulation. The phenomenon is illustrated with snapshots in Fig The free energies of binding are accurate and approach the uncertainties of the experimental data Table S3 and S4 in the SI reports the relative free energy of binding selecting the ligand 3B or 5B as reference ligands respectively. For some ligands the calculation of the relative free energy of binding was calculated by averaging the relative free energy changes obtained along different possible paths in the relative free energy network (Figure 3 ). For example for the ligand 3E two paths were selected: and . Statistical errors were propagated accordingly.
Next error analysis was undertaken to assert the reliability and relevance of correlations between measured and computed free energies of binding. The error analysis results are given in Table S5 and Figure 5 . The error analysis on the experimental data ( Fig 5A) showed that the experimental data for the 5 series is more reliable than the 3 series, which shows a noticeable spread in R 2 and PI values. This indicates that uncertainties in the experimental data in the 3 series limit the maximal correlations that may be realistically achieved. The combined data (3 & 5) shows an intermediate behavior between the 3 and 5 Series. The error analysis conducted on the predicted data ( Fig 5B) showed that free energies of binding in both series are predicted with similar precision, as evidenced by the high R 2 , PI and low MUE values. The metrics outperform the experimental data and thus uncertainties in the predicted data are unlikely to significantly affect comparison with experimental data. Turning to comparisons between experimentalpredicted sets (Fig 5C) , it is apparent that both datasets give normally distributed R 2 values with an average value slightly over 0.8 when considered as separate data sets while, when combined, the average R 2 drops below 0.7. The MUE values are also normally distributed and the mean MUE of the 5 series is lower than for the 3 series. In this case the combined distribution seems to settle between the 3 and 5 series distributions. Interestingly the PI distribution is more complex and multimodal in the individual series data sets, but follows approximately a normal distribution for the combined datasets. This indicates that care should be used when assessing uncertainties with this metric since the metric may not be normally or chi-distributed. Figure 6A shows the comparison between experimental and computed data combining the two 3 and 5 series. There is a clear correlation between the data; however the calculated R 2 and PI are lower than the same statistical metrics obtained considering the two data sets separately as shown in Figure 6B and 6C. In Figure 6B the overall agreement is quite satisfactory (R 2 0.81±0.05), and no significant outliers emerge, however, it is apparent that the binding affinity of the larger compounds (e.g. 3G, 3H, 3K, 3I) is systematically overestimated and this is reflected by the slope of the linear regression (1.6 ± 0.3) between experimental and computed free energies of binding. Figure   6C similarly shows that the compounds are well ranked and no outliers emerge. There is also a trend, albeit weaker, for overestimation of the free energies of binding of the larger compounds (5I, 5J, regression slope 1.3±0.2).
3J,
Docking energies overall correlate poorly, but show trends within individual series
Docking energies are listed in Table S6 . Docking energies between multiple repeats were well reproducible and uncertainties were taken to be ±0.1 kcal mol -1 . Comparison of the experimental and docking predicted free energies of binding are shown in Figure 7 along with the determined R 2 , MUE and PI values. Overall the performance on the combined dataset ( Figure 7A ) is poorer (R 2 0.34±0.07, MUE 0.85±0.04 and PI 0.61±0.08) than for the molecular simulation results.
Interestingly correlations with experimental data within individual series are noticeably higher ( Figure 7B and 7C) , although still inferior to the molecular simulation predictions. The main reason for the poor combined scoring is that binding affinities of compounds in the 5 series are systematically underestimated, as evidenced by the low regression slope value of 0.5±0.1.
Free energy calculations capture trends for positive-coupling between X and R 1 substituents.
The computed non-additivity levels for each ligand were next calculated using equation (4) . decreases residual mobility of the R 1 substituents of the 5 series ligands with respect to 3 series ligand. A decrease in residual mobility is not expected to contribute to positive coupling, but could be a consequence of mutually reinforcing interactions between X and R 1 groups. Figure 9 shows that the experimentally observed trend is also observed in the present simulations, but there are two important exceptions. Compound 5A shows increased flexibility with respect to compound 3A (positive <B fac > value). This compound carries the smallest R 1 substituent of the series (R 1 =H). Compound 5F does not show any change in residual mobility with respect to compound 3F. Interestingly 5F is the only compound with no significant computed non-additive level (Figure 8 ). Figure 9 also shows that reduction in ligand mobility correlates with decreases in average distances between the nitrogen atom of the X=NH 3 + group, and the backbone carbonyl of Gly216. Compounds 5A and 5F are again the two exceptions.
Different hypotheses about the origin of non-additivity have been previously put forward. One can speculate that the extra-hydrogen bond with the backbone carbonyl of Gly216 holds the R 1 substituents in conformations that pack better with the S3 pocket side-chains. 54 Alternatively the larger R 1 substituents push the ligand slightly away from the S3 pocket, causing a shortening of the hydrogen-bond distances between the extra amino group of the 5 series ligands and the backbone carbonyl of Gly216, and one of the ligands amide carbonyl and Gly216 backbone NH. 17 Clarification was sought by extracting the contribution of protein-ligand interaction energies to the non-additivity levels from the computed trajectories (equation 6). The thrombin binding site was partitioned in four groups that contact different sections of the ligands ( Figure 10A ). Figure   10B shows that there is no strong correlation between changes in ligand interaction energies with S3/S4 pocket residues and computed non-additivity levels. 5K is the only ligand that shows weak but statistically significant enhanced lipophilic contacts. Figure 10B also shows that all 5 series ligands apart from 5A, 5F and 5J exhibit enhanced interactions with Gly216. This was expected for 5A and 5F in light of the changes in average hydrogen-bond distances shown in Figure 9 . For 5J favorable contributions of protein-ligand interaction energies to the computed non-additivity level cannot be detected owing to high statistical errors. This was already reflected by the relatively high uncertainties in the computed non-additivity level for this compound (Figure 8 ). Remarkably, Figure 10B also shows that ligand 5F is the only compound that exhibits enhanced interactions with S2 pocket residues His57, Tyr60A and Trp60D. These interactions occur via packing of the ligand pyrrolidine ring. All other ligands show a trend for weakened interactions with this group of protein residues, but the trend is significant only for 5E, 5H and 5I. Lastly Figure 10B also shows that contacts with residues in the S1 pocket also contribute favorably to the binding of 5H, 5I but disfavor 5F. That is, the trend is the reverse of what was observed for interactions with S2 pocket residues.
The picture that emerges is that anchoring of the 5 series ligands via formation of the hydrogen bond between the X group and Gly216 does not strengthen lipophilic contact between R 1 groups and the S3/S4 pocket residues. However, an increase in the size of the R 1 substituent does generally contribute to an energetically favorable shortening of hydrogen-bonding distances between the X group and the backbone carbonyl of Gly216. Nevertheless, it is misleading to ascribe all non-additivity to this single interaction since weakened interactions are also observed with S2 pocket residues, and enhanced interactions are observed with S1 pocket residues. For compound 5F, the opposite happens, that is weakened interactions with S1, S3/S4 pockets residues, and enhanced interactions with S2 pocket residues. This is achieved by small readjustments of 5F and binding site residues, which is sufficient to abrogate positive coupling between X =NH 3 + and R 1 =i-Butyl groups.
For 5A the above explanation is unsatisfactory since this compound lacks any substituent interacting with the S3 pocket, does not exhibit statistically significant changes in protein-ligand interaction energies ( Figure 10B) , and yet shows significant non-additivity in both experiments and simulations (Figure 8 ). The data in Figure 9 suggests that enhanced residual mobility of 5A when bound to thrombin may contribute to non-additivity. More quantitative statements about entropic contributions to non-additivity for 5A were not pursued owing to the difficulties encountered in accurately evaluating entropic changes and partitioning entropy into meaningful components. 18 The analysis presented in Figure 10 could have been extended to other components of the potential energy function, for instance changes in hydration enthalpies have been proposed to contribute to non-additivity in some protein-ligand complexes, 55 and these could be computed using molecular simulation trajectory analyses methodologies. [56] [57] [58] However, exploratory calculations suggest that converging hydration energy components to a level of precision sufficient to enable meaningful comparison between ligands will require significantly longer simulations than what was achieved here. Nevertheless it is now clear from the data depicted in Figure 10B that a profound understanding of non-additive effects in this system requires consideration of interactions occurring across the entire thrombin binding site.
Conclusion
In summary the alchemical free energy calculation protocols used here could accurately predict the relative free energies of binding of two congeneric series of thrombin ligands. Evidence for statistically significant non-additivity of interaction energies between hydrophobic groups R 1 and the polar group X=NH 3 + was obtained, which required aggregated molecular dynamics sampling time of ca. 10 s. The experimentally observed trend for positive coupling between these two groups was reproduced for all compounds but 5F, albeit with a weaker magnitude. Further work is needed to establish why 5F is an outlier. This could be pursued for instance by evaluating whether the results for 5F are an artefact of the particular ligand force-field use here.
Although docking protocols were also successful at correlating docking energies with binding affinities within individual ligand series, a much poorer correlation was obtained when ranking both series together. This is because the docking protocol was unable to capture any coupling between interactions of the R 1 and X groups. This suggests that non-additive effects in this dataset originate from changes in solvation and/or dynamics, which are accounted for explicitly in the molecular simulation, but largely lacking in docking calculations.
Analysis of the computed molecular simulation trajectories suggests that changes in contacts between R 1 groups and S3/S4 pocket residues is not a major contribution to the observed positive coupling. However, shortening of hydrogen-bonding distances between the ligands and Gly216
is an important source of non-additivity, as was suggested earlier. 17 Yet changes in this interaction do not explain all observed non-additivity levels, and other changes in interactions with protein residues occur across the entire binding site. Therefore coupling between the X=NH 3 + and R 1 substituents is the result of an energetic balance between numerous interactions, whose final outcome depends non-trivially on the precise chemical nature of R 1 .
Should we be surprised? While we ultimately hope for models that produce simple actionable ligand design guidelines, Nature is not concerned with the partitioning of protein-ligand interactions into components that satisfy human intuition. While there may not be a simple explanation to the origin of non-additivity of protein-ligand interactions for the compounds investigated here, it is gratifying that modern potential energy functions and molecular simulation protocols have achieved the precision and accuracy needed to capture this phenomenon.
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