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Abstract
This article considers a single machine scheduling problem with an availability constraint under simple linear deterioration. The
non-preemptive case is taken into account as well. The objective is to minimize the makespan in the system. The addressed problem
is first described as a 0–1 integer programming model, and is then solved optimally. Subsequently, we prove that the addressed
problem belongs to NP-hard. Thus, some heuristic algorithms based on the bin packing concepts are provided for solving the
addressed problem. Computational results show that the proposed algorithm H3 performs well. In addition, a good strategy that
sets the maintenance to start epoch when half the jobs have been already processed is suggested as well.
c© 2008 Elsevier Ltd. All rights reserved.
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1. Introduction
In this article, we consider a single machine scheduling problem with an availability constraint. The jobs are
assumed under simple linear deterioration. Machines subject to maintenance are found prevalently in process
industries and manufacturing systems. In the real world, machines are usually not continuously available. For instance,
in the aerospace industry, a machine may not be available in the scheduling period due to a preventive maintenance or
tool change for assuring that the product retains its high quality. The stop time interval will affect the makespan
(maximum completion time) of the single machine and the total productivity. Therefore, how to carry out the
scheduling to obtain the minimum makespan and enhance the overall performance is an important issue for the
industries.
The deterioration job scheduling problem (DJSP) was introduced by Browne and Yechiali [1]. They consider n
jobs, all available for processing at time 0, with initial processing requirements pi . If job i’s processing is delayed
until t , they assume that the initial requirement deteriorates in such a manner that its processing requirement grows
linearly with the delay to Yi (t) = pi + αi t , where αi is job i’s processing growth rate, pi is the original processing
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Fig. 1. Two cases of jobs processed before the non-available period.
time for job i and t is the time at which processing of job i begins. Kunnathur and Gupta [2] and Mosheiov [3]
pointed out several real-life situations in which deteriorating jobs might occur. These include shops with deteriorating
machines, and/or delay of maintenance or cleaning, fire fighting, hospital emergency wards and steel rolling mills.
Such problems also occur when the machine, not the job, is deteriorating, so that jobs processed later require a longer
processing time. Mosheiov [4] studied a special case proposed by Browne and Yechiali [1] (referred to as simple linear
deterioration) in which the actual processing time for job i is given by Pi = αi ti , ti ≥ t0 being the starting time. They
assumed that all jobs are available for processing at time t0 > 0. For a complete list of studies, see the concise survey
of Cheng et al. [5].
Wu and Lee [6] considered a single machine scheduling problem with an availability constraint under linear
deteriorating jobs. They followed the assumption proposed by Browne and Yechiali [1]. To be brief, the resumable
availability and processing time of a specific job depending on its starting time throughout the planning horizon are
considered in their paper. Ji et al. [7] studied the same problem under the non-resumable case. The objectives were
to minimize the makespan and the total completion time. They proved that both problems are NP-hard and presented
pseudo-polynomial time optimal algorithms to solve the problem.
In this article, we consider the non-preemptive case and assume that the machine’s functions and the job’s properties
at time b2 + t0 are similar with those of the situations at time t0 (Fig. 1). The objective is to minimize the makespan
of the addressed problem. These assumptions are more reasonable for some real-production settings, such as cold
drawing, cold pressing, cold forming, and cold extrusion in the metal forming process. The problem is first described
as a 0–1 integer programming model and is then solved optimally. Subsequently, we prove that the addressed problem
belongs to NP-hard. Thus, some heuristic algorithms based on the bin packing concepts are provided for solving the
addressed problem.
2. Assumptions and the complexity
The following notations were used throughout the study:
αi : the growth rate for job i , i = 1, 2, . . . , n, αi ∈ (0, 1);
C[i]: the completion time for the job processed in the i th position, i = 1, 2, . . . , n;
Ji : the job i ;
n: the total number of jobs to be processed;
P[i]: the actual processing time for the job scheduled in the i th position in a sequence, i = 1, 2, . . . , n;
ti : the starting time of processing the i th position job, i = 1, 2, . . . , n.
The problem under consideration can be formally described as follows: There are n independent jobs J =
{J1, J2, . . . , Jn} to be processed non-preemptively on a single machine which is available at time 0. Assume that
all jobs have no fixed processing times. While waiting for processing, jobs may deteriorate, causing the processing
requirement of each job to grow after a fixed waiting time t0. That is, Pi = αi ti , where pi , αi and ti are the actual
processing time, the growth rate and the starting process time for job Ji , respectively. It should be noted that the starting
time of the first job t1 equals t0. Assume that the machine is non-available from the period b1 to b2 for preventive
maintenance, where t0 < b1 < b2 and both parameters b1 and b2 are given in advance. The parameter b1 represents
the starting time of the non-available period. The parameter b2 represents the ending time of the non-available period.
The total processing time is greater than b1. Otherwise, all jobs can be finished before the non-available period and
the scheduling problem becomes trivial. We denote this problem as 1|nprmp− a, pi = αi ti |Cmax, here npremp− a in
the second field denotes a non-preemptive availability constraint. Hence, the model is given by
Pi =
{
αi ti , ti < b1
αi (ti − b2), ti ≥ b2 + t0.
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Theorem. The problem 1|nprmp− a, pi = αi ti |Cmax is NP-hard.
Proof. We accomplish this by a reduction of the “Subset Product” problem (SP), which was shown to be NP-complete
in the ordinary sense (Garey and Johnson [8], Johnson [9]). The Subset Product problem (SP) (Mosheiov [10]) can be
stated as follows:
SP: Given a finite set S = {1, 2, . . . , k}, a size ai ∈ Z+ for each i ∈ S, and a positive integer A: Is there a subset
S′ ⊆ S such that∏i∈S′ ai = A?
We set D = ∏i∈S ai . Let P denote the addressed problem. And let Isp be an instance of SP. To show that SP can
be reduced to P, we construct the corresponding instance Ip of P as follows:
• Number of jobs: n = k.
• Jobs’ growth rates: αi = ai − 1, i = 1, 2, . . . , n.
• Job’ available time: t0 = 1.
• The start time of the non-available period: b1 =∏i∈S′ ai = A.
• The end time of the non-available period: b1 < b2.
• Objective value’s threshold: b2 + D/b1.
We show that the following two statements are true:
(i) If for instance Isp, there exists a subset S′ such that
∏
i∈S′ ai = A, then for instance Ip there exists a sequence
pi such that Cmax(pi) = b2 + D/b1. For the given solution of Isp, we create a schedule pi ′, consisting of S′ and
S \ S′; then we can process the jobs in {Ji | i ∈ S′} before b1 since∏i∈S′(1+ αi ) = ∏i∈S′ ai = b1, and process
the jobs in {Ji | i ∈ S \ S′} at or after b2 without introducing any idle time between consecutive jobs. Thus, we
get the makespan Cmax(pi ′) = b2 +∏i∈S\S′ ai = b2 + D/b1.
(ii) If for instance Ip there exists a schedule pi in the form of (R′, J \ R′) with Cmax(pi) = b2 + D/b1, where R′ and
J \ R′ are subsets of J : The jobs in {Ji | i ∈ R′} start before b1, while the jobs in {Ji | i ∈ J \ R′} start at or after
b2. Both
∏
i∈R′(1+αi ) =
√∏
i∈J (1+ αi ) and
∏
i∈J\R′(1+αi ) =
√∏
i∈J (1+ αi ). (Otherwise, i.e. if one of the
products is strictly smaller than
√∏
i∈J (1+ αi ), there will be
∏
i∈R′(1+ αi )
∏
i∈J\R′(1+ αi ) <
∏
i∈J (1+ αi ),
which leads to a contradiction.) For instance Isp, there exists a subset S′ ⊆ S. Let S′ be the set of indices of jobs
in R′, then:
∏
i∈S′(1+ αi ) =
√∏
i∈S(1+ αi ) =
∏
i∈S′ ai = A as required. Combing (i) and (ii), we have shown
that P is NP-hard. 
It should be noted that, in the cases proposed by Wu and Lee [6], and Ji et al. [7], the processing time for a job
on the i th position in a sequence Pi depends on its starting time throughout the planning horizon. In this study, Pi
must be reset to initial condition t0 once a maintenance or setup task is performed. Obviously, this is more reasonable
for practical manufacturing environment, such as cold drawing, cold pressing, cold forming, and cold extrusion in the
metal forming process.
3. Model construction
In this section, we derive a way to solve this problem with the 0–1 integer programming technique. The symbol
[ ] in this section denotes the order of jobs in a sequence. The actual processing time for the job scheduled in the first
position in a sequence is P[1] = α[1]t0 and its completion time is C[1] = t0+ P[1] = (1+α[1])t0. The actual processing
time for the job scheduled in the second position in a sequence is P[2] = α[2](1 + α[1])t0, and its corresponding
completion time is C[2] = α[2](1+α[1])t0+C[1] = (1+α[2])(1+α[1])t0. Similarly, by induction, the completion time
for the job scheduled in the i th position in a sequence is C[i] = C[i−1]+ P[i] = t0∏ij=1(1+α[ j]), assume it is the last
job processed before the machine’s non-available period. We have C[i] = t0∏ij=1(1+ α[ j]) ≤ b1 (see Fig. 1). Thus,
the processing time for the job scheduled in the (i + 1)th position in a sequence is P[i+1] = α[i+1]t(i+1) = α[i+1]t0,
and its corresponding completion time is C[i+1] = α[i+1]t0 + b2 + t0 = (1 + α[i+1])t0 + b2. The processing time
for the job scheduled in the (i + 2)th position in a sequence is P[i+2] = α[i+2](1 + α[i+1])t0, and its corresponding
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completion time is C[i+2] = α[i+2](1+α[i+1])t0+C[i+1] = (1+α[i+2])(1+α[i+1])t0+b2. Similarly, the completion
time for the last job is
C[n] = b2 + t0
n∏
j=i+1
(1+ α[ j]). (1)
Clearly, the first term in Eq. (1) is a constant. Thus the makespan is minimized if the second term is minimized.
Thus, the objective function is
Minimize C[n] = b2 + t0
n∏
j=i+1
(1+ α[ j])
Subject to:
i∏
j=1
(1+ α[ j]) ≤ b1t0 .
This is equivalent to
Maximize
i∏
j=1
(1+ α[ j])
Subject to:
i∏
j=1
(1+ α[ j]) ≤ b1t0 .
Therefore, we take the logarithms, and assume that xi = 1/xi = 0 represents the jobs that are processed before/after
the non-available period, respectively. Then the problem is transformed into the following 0–1 integer programming
problem.
Maximize Z =
n∑
i=1
ln(1+ αi )xi
Subject to:
n∑
i=1
ln(1+ αi )xi ≤ ln
(
b1
t0
)
where xi ∈ {0, 1} and i ∈ J = {J1, J2, . . . , Jn}.
Order all the jobs so that α[1] ≤ α[2] ≤ · · · ≤ α[n] hold. It is easy to find a maximum integer number c so that∏c
j=1(1 + α[ j]) ≤ b1 hold. This means that the number of jobs processed before non-available period is not greater
than c. Order all the jobs so that α[1] ≥ α[2] ≥ · · · ≥ α[n] hold. It is easy to find a maximum integer number d such
that
∏d
j=1(1 + α[ j]) ≤ b1 hold. This means that the number of jobs processed before the non-available period is no
less than d if the minimum makespan is considered. Thus, the problem is represented into the following 0–1 integer
programming problem.
Maximize Z =
n∑
i=1
ln(1+ αi )xi
Subject to:
n∑
i=1
ln(1+ αi )xi ≤ ln
(
b1
t0
)
where xi ∈ {0, 1} and i ∈ J = {J1, J2, . . . , Jn},
d ≤
n∑
i=1
xi ≤ c.
Once the jobs that are scheduled before the non-available period have been determined from the solution of the
linear equation, the makespan can be calculated accordingly.
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4. Heuristic approaches
Although the integer programming approach can solve the proposed problem optimally, it is difficult to solve a large
problem without considerable computational efforts. Therefore, some heuristic algorithms based on the bin packing
concepts are provided for solving the addressed problem.
The addressed scheduling problem may be regarded as a bin packing process. The bins represent the time of
machine workload or employee’s jobs and the time of available periods is the capacity of the corresponding bin. For
the addressed problem, the capacity of the first bin is b1 − t0 and the second bin is infinite. The objective which is
minimizing the makespan thus can be treated as that minimizing the completion time of the last job which is packed
into the second bin.
A sequence-first, assign-second heuristic approach which decomposes the overall problem to exploit each one is
proposed for solving the problem. For the sequencing phase, five rules are considered to form a sequencing priority list:
(1) a random method, (2) an arrangement of jobs in increasing order of corresponding growth rate, (3) an arrangement
of jobs in decreasing order of corresponding growth rate, (4) an arrangement of jobs in V-sharp order of corresponding
growth rate, and (5) an arrangement of jobs in Λ-shaped order of corresponding growth rate. Next, for the assignment
phase, if a job can be processed before the non-available period, then pack it into the first bin or, if not, pack it into
the second bin. These heuristics are now stated as below.
H1:
Step 1. Arrange the jobs in a random order with corresponding growth rate to form a sequence priority list.
Step 2. Pick the first job from the sequence priority list, say job i . If job i can be processed before the non-available
period, that is (1+ αi )ti ≤ b1, then pack it into the first bin or, if not, pack it into the second bin.
Step 3. Remove the job that has been assigned, and repeat Step 2 until the sequence priority list is empty.
H2:
Arrange the jobs in an increasing order with corresponding growth rate to form a sequence priority list. Apply the
Steps 2–3 of H1 to complete the job assignment phase.
H3:
Arrange the jobs in a decreasing order with corresponding growth rate to form a sequence priority list. Apply the
Steps 2–3 of H1 to complete the job assignment phase.
H4:
Step 1. Arrange the jobs in a V-shaped order with corresponding growth rate to form a sequence priority list.
Step 1.1. Arrange the jobs in a decreasing order with corresponding growth rates.
Step 1.2. Assign the first job to the first place of the sequence priority list, the second job to the last place, the third
job to the second place, the fourth job to the (n − 1)th place, and so on.
Step 2. Apply the Steps 2–3 of H1 to complete the job assignment phase.
H5:
Step 1. Arrange the jobs in a Λ-shaped order with corresponding growth rate to form a sequence priority list.
Step 1.1. Arrange the jobs in an increasing order with corresponding growth rates.
Step 1.2. Assign the first job to the first place of the sequence priority list, the second job to the last place, the third
job to the second place, the fourth job to the (n − 1)th place, and so on.
Step 2. Apply the Steps 2–3 of H1 to complete the job assignment phase.
Once all the jobs are packed into the bins completely, assume that set A2 represents the jobs that are packed
into the second bin. Hence, the makespan of each heuristic algorithm can be calculated accordingly. (i.e. Ch =
b2 + t0∏ j∈A2(1+ α j ), where Ch is the makespan of a heuristic algorithm.)
It should be noted that the complexity for the first heuristic algorithm is O(n), and the rest of heuristics belong to
O(n log n).
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Table 1
Growth rate of 10 jobs
Job 1 2 3 4 5
αi 0.8745 0.7907 0.5108 0.3863 0.3398
Job 6 7 8 9 10
αi 0.6768 0.2610 0.1605 0.1934 0.8379
Fig. 2. Illustration of the proposed problem with the value of b1 = 3.2222, the starting time t0 = 1 and the non-available time b2 − b1 = 5.
5. Example illustration
Consider a 10-job machine maintenance scheduling problem. The setup time of the machine, t0 is set to 1. The
duration of machine maintenance is 5 (b2 − b1). The growth rate of each job i , αi is generated randomly in (0, 1)
and summarized in Table 1. Assume k = d n4 e is evaluated, where k denotes the number of jobs completed before
the maintenance might be started and [m] denotes the smallest integer larger than or equal to m. That is, the starting
time of the non-available period b1 = ∏ki=1(1 + αi ). In the example, the k equals 3. Three jobs, J10, J3, and J8 are
chosen from the 10 jobs randomly. Then, the starting epoch of maintenance b1 equals 3.2222 (b1 = ∏kj=1(1+ α j )).
The illustrated example can be solved easily by LINGO 8.0, the optimal solution of the makespan equals 23.9584.
However, as mentioned earlier, when the problem sizes increase, it becomes impractical to obtain the optimum solution
through the proposed mathematical model in a reasonable amount of time, thus a heuristic algorithm is proposed to
overcome this difficulty.
Five heuristic algorithms addressed in Section 4 are applied to solve the illustrated example. For convenience of
explanation, only Heuristic H3 is employed for illustration, and scheduling results for other heuristics are shown
in Fig. 2. For heuristic H3, first, arrange the jobs in the decreasing order of processing times to form the sequence
priority list, which is {J1, J10, J2, J6, J3, J4, J5, J7, J9, J8}. Then, for the job assignment phase, J1 is first picked
from the list and assigned to the interval before the non-available period of the machine (bin 1). The completion time
of J1 is 1.8745 (0.8745 × 1 + 1 = 1.8745). Next, J10 is picked from the list. J10 cannot be processed before the
non-available period because its completion time (1 + 0.8379) × 1.8745 is greater than the starting time of the non-
available period (3.2222). Then J10 is assigned to the interval after the non-available period of the machine (bin 2).
Then, J2 is picked from the sequencing priority list, but it cannot be processed before non-available interval, because
(1 + 0.7907) × 1.8745 is greater than 3.2222. Therefore, assign to the interval after the non-available period of the
machine (bin 2). The job assignment process is continued until all jobs are assigned. It should be noted that the jobs
assigned to bin 2 are A2 = {J10, J2, J3, J4, J5, J7, J9, J8}. The complete schedule is shown in Fig. 2(C), and the
makespan is 24.3507 (Ch = b2 + t0∏ j∈A2(1+ α j ) = 24.3507).
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Table 2
The ratio of CHCopt for each heuristic algorithm with k = d n4 e
N H1 H2 H3 H4 H5
10 1.032261 1.074627 1.009491 1.017804 1.039577
20 1.047308 1.164450 1.016448 1.025762 1.026546
30 1.029816 1.222722 1.013134 1.023409 1.025581
40 1.028015 1.213914 1.014259 1.016858 1.019134
50 1.028009 1.200382 1.008439 1.014860 1.014213
60 1.022820 1.222733 1.006427 1.009625 1.013095
70 1.016450 1.228135 1.006967 1.007943 1.009161
80 1.018270 1.244854 1.008173 1.009987 1.013484
90 1.024810 1.222259 1.010573 1.012133 1.014734
100 1.011870 1.232083 1.005480 1.006814 1.008712
150 1.016776 1.227836 1.009401 1.009943 1.011072
200 1.013661 1.187698 1.011152 1.011162 1.012759
Average 1.024172 1.203474 1.009995 1.013858 1.017339
6. The computational experiments
In this section, some computational experiments are conducted to make a comparison of performance among these
five heuristic algorithms. These heuristics are coded in Visual BASIC and implemented on a Pentium-IV with 2G
CPU personal computer. Some test problems for each environment were randomly generated, the details of which are
as follows.
(1) n is equal to 10, 20, 30, 40, 50, 60, 70, 80, 90, 100, 150, or 200.
(2) αi is uniformly distributed over (0, 1).
(3) t0 is uniformly distributed over [1, 2].
(4) b1 is equal to
∏k
i=1(1+ αi )t0, where k = 14n, 12n, and 34n. All the k jobs are chosen from the n jobs randomly.
(5) b2 − b1 is uniformly distributed over [5, 20].
In this article, a ratio of Ch/Copt is used as an index to evaluate the performance of the heuristics, where Ch , is
the solution found by heuristic h, and Copt is the optimal solution. The ratio is computed for 50 test problems in each
problem size with three kinds of maintenance starting epoch (b1 is equal to
∏k
i=1(1 + αi )t0, where k = 14n, 12n, and
3
4n), hence, 1, 800 (12× 50× 3) test problems are generated for the proposed problem 1|nprmp− a, pi = αi ti |Cmax.
The computational results are shown in Tables 2–4. It should be noted that the mean computation time of each heuristic
for a test problem is less than 10−5 s.
The results shown in Tables 2–4 reveal that the heuristic H3 is the best heuristic among the five heuristics. The
mean ratios of Ch/Copt of H3 are 1.009995, 1.005145, and 1.000187 with three different maintenance periods, b1,
respectively. The overall mean ratio of Ch/Copt of H3 is 1.005126. It should be noted that for the case of k = d 3n4 e,
heuristic H3 provides very good solution quality in which the mean deviation is less than 5×10−3 when problem size
n is greater than 10; and all five heuristics obtain the optimal solutions when problem size n is greater than 90.
Theoretically, one can set b1 to
√∏
i∈J (1+ αi ) to obtain the best maintenance starting epoch (see Appendix);
however, it is not a practical case due to the uninterrupted characteristic of a job. Thus, in order to obtain a good
maintenance strategy of the addressed problem, an experiment is conducted. In the experiment, three different
maintenance strategies are tested in variety manufacturing environments (n = 10, 20, 30 . . . and 200):
S#1: The maintenance task can be started once (1/4)n jobs have been processed. This means b1 =
d n4 e∏
i=1
(1+ αi ).
S#2: The maintenance task can be started once (1/2)n jobs have been processed.
S#3: The maintenance task can be started once (3/4)n jobs have been processed.
50 problems are evaluated for each problem size. All simulations are performed by heuristic H3. The result is
summarized and shown in Table 5. The result shown in Table 5 reveals that the case b1 =∏d n2 ei=1(1+αi ) performs well
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Table 3
The ratio of CHCopt for each heuristic algorithm with k = d n2 e
n H1 H2 H3 H4 H5
10 1.019649 1.052777 1.006525 1.009307 1.019649
20 1.015349 1.120348 1.006962 1.018153 1.015349
30 1.021940 1.119927 1.013037 1.022671 1.021940
40 1.009378 1.141777 1.004548 1.009952 1.009378
50 1.011472 1.165241 1.006279 1.014666 1.011472
60 1.004604 1.123438 1.003686 1.015867 1.004604
70 1.004878 1.097018 1.003842 1.010531 1.004878
80 1.005539 1.171197 1.003848 1.009171 1.005539
90 1.008659 1.187828 1.007243 1.012732 1.008659
100 1.003827 1.174812 1.001970 1.007813 1.003827
150 1.002108 1.134819 1.001442 1.005938 1.002108
200 1.00250 1.178238 1.002360 1.004709 1.002500
Average 1.009159 1.138952 1.005145 1.011792 1.009159
Table 4
The ratio of CHCopt for each heuristic algorithm with k = d 3n4 e
n H1 H2 H3 H4 H5
10 1.003453 1.013212 1.001689 1.011372 1.003453
20 1.000919 1.009811 1.000475 1.006480 1.000919
30 1.000077 1.001087 1.000060 1.000909 1.000077
40 1.000026 1.000323 1.000021 1.000282 1.000026
50 1.000001 1.000017 1.000001 1.000019 1.000001
60 1 1.000008 1 1.000009 1
70 1 1.000001 1 1.000001 1
80 1 1.000001 1 1 1
90 1 1 1 1 1
100 1 1 1 1 1
150 1 1 1 1 1
200 1 1 1 1 1
Average 1.000373 1.002038 1.000187 1.001589 1.000373
Table 5
The mean percentage error under different b1
n b1 =
∏d n4 e
i=1 (1+ αi ) b1 =
∏d n2 e
i=1 (1+ αi ) b1 =
∏d 3n4 e
i=1 (1+ αi )
10 0.193765 (2) 0.000585 (48) 0.498348 (0)
20 2.076917 (0) 0 (50) 2.304589 (0)
30 5.253517 (0) 0 (50) 9.282231 (0)
40 20.26812 (0) 0 (50) 21.47604 (0)
50 50.06376 (0) 0 (50) 88.19636 (0)
60 174.1385 (0) 0 (50) 178.5313 (0)
70 300.5161 (0) 0 (50) 482.4779 (0)
80 1 069.853 (0) 0 (50) 1 112.259 (0)
90 2 802.299 (0) 0 (50) 5 921.592 (0)
100 7 740.524 (0) 0 (50) 7 491.082 (0)
150 1043 016 (0) 0 (50) 1 680 283 (0)
200 148 551 747 (0) 0 (50) 1.92E+08 (0)
Average 12 467 244 0.0000488 16 147 728
(n), the number of the best performance found among three different maintenance strategies in 50 test problems.
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among 50 test problems for each problem size. This means that a good maintenance strategy for the addressed problem
can be determined and the maintenance starting epoch can be set when half the jobs have been already processed.
7. Conclusions
In this article, a more reasonable mathematical model for a single machine scheduling problem with an availability
constraint is proposed. The processing times for jobs under simple linear deterioration are considered in the model
as well. The addressed problem is first formulated as a 0–1 integer programming model and solved optimally by
Lingo 8.0. However, the integer programming model is run-time consuming to obtain an optimal solution with the
increase of the problem size. Hence, the concept of a bin packing problem is employed to solve the proposed problem,
and some heuristic algorithms are provided. Computational results show that the proposed H3 heuristic performs well.
In addition, a good maintenance starting strategy when half the jobs have been already processed is suggested as well.
Future research might consider a general model introduced by Browne and Yechiali [1] with the criteria such as the
total flow time, and the number of tardy jobs. In addition, extending the addressed problem to an m-parallel machine
or m-machine flowshop problem will also be an interesting issue.
Appendix
Proposition 1. For the problem 1|nprmp − a, pi = αi ti |Cmax, an optimal maintenance strategy can be set b1 to∏
i∈R′(1+ αi ) =
∏
i∈J\R′(1+ αi ) =
√∏
i∈J (1+ αi ).
Proof. The result follows immediately from the fact that for any a > 0 and b > 0, a+b ≥ 2√a ∗ b and the inequality
holds if and only if a = b.
References
[1] S. Browne, U. Yechiali, Scheduling deteriorating jobs on a single processor, Operations Research 38 (1990) 495–498.
[2] A.S. Kunnathur, S.K. Gupta, Minimizing the makespan with late start penalties added to processing times in a single facility scheduling
problem, European Journal of Operations Research 47 (1990) 56–64.
[3] G. Mosheiov, Scheduling jobs with step-deterioration: Minimizing makespan on single and multi-machine, Computers and Industrial
Engineering 28 (1995) 869–879.
[4] G. Mosheiov, Scheduling deteriorating jobs under simple linear deterioration, Computers and Operations Research 21 (1994) 653–659.
[5] T.C.E. Cheng, Q. Ding, B.M.T. Lin, A concise survey of scheduling with time-dependent processing times, European Journal of Operations
Research 152 (2004) 1–13.
[6] C.C.Wu,W.C. Lee, Scheduling linear deteriorating jobs to minimize makespan with an availability constraint on a single machine, Information
Processing Letters 87 (2003) 89–93.
[7] M. Ji, Y. He, T.C.E. Cheng, Scheduling linear deteriorating jobs with an availability constraint on a single machine, Theoretical Computer
Science 362 (2006) 115–126.
[8] M.R. Garey, D.S. Johnson, Computers and Intractability: A Guide to the Theory of NP-Completeness, Freeman, San Francisco, CA, 1979.
[9] D.S. Johnson, The NP-complete columns: An ongoing guide, Journal of Algorithms 4 (1981) 393–405.
[10] G. Mosheiov, Multi-machine scheduling with linear deterioration, INFOR 36 (4) (1998) 205–214.
