Most relevance feedback methods re-rank search results using only the information of surface words in texts. We present a method that uses not only the information of surface words but also that of latent words that are inferred from texts. We infer latent word distribution in each document in the search results using latent Dirichlet allocation (LDA). When feedback is given, we also infer the latent word distribution in the feedback using LDA. We calculate the similarities between the user feedback and each document in the search results using both the surface and latent word distributions and re-rank the search results on the basis of the similarities. Evaluation results show that when user feedback consisting of two documents (3, 589 words) is given, the proposed method improves the initial search results by 27.6% in precision at 10 (P@10). Additionally, it proves that the proposed method can perform well even when only a small amount of user feedback is available. For example, an improvement of 5.3% in P@10 was achieved when user feedback constituted only 57 words.
Introduction
The main purpose of information retrieval (IR) is to rank documents so that users can obtain information efficiently. However, appropriate ranking of documents is difficult to achieve through one-off retrievals because user queries are typically short and ambiguous (Jansen, Spink, and Saracevic 2000) . For example, the query "Mac price" can be interpreted as the price of a "Mac" (PC), a food item at "McDonalds," or some other "Mac." If we do not know what "Mac" refers to, we cannot rank the documents in a way that satisfies user information needs.
Relevance feedback (RF) is a technique that solves this problem by incorporating user feedback into the IR process. The basic procedure for RF is as follows.
(1) The RF-based system presents the initial search results for a given query.
(2) The user selects some relevant documents from the search results.
(3) The system modifies the search results using this feedback.
In this section, we describe the language modeling approaches for IR that form the basis of our method.
Overview
Language modeling approaches can be classified into three types: query likelihood model (Ponte and Croft 1998) , document likelihood model (Lavrenko and Croft 2001) , and KullbackLeibler (KL) divergence retrieval model .
In the query likelihood model, a document language model P d h (·) is constructed for each document d h (h = 1, . . . , H) in the collection. When a query q is submitted by a user, the query likelihood P d h (q) is computed using the document model for each d h . Then, the documents in the collection are ranked according to their likelihood.
In the document likelihood model, a query language model P q (·) is constructed for a given query. The query language model is then used to compute the document likelihood P q (d h ) for each document in the collection. The documents are then ranked by their likelihood.
In the KL-divergence retrieval model, both a query model P q (·) and a document model P d h (·) are constructed. The documents in the collection are ranked according to the KL-divergence KL(P q (·)||P d h (·)) between these models.
Language Model Construction
There are several ways to construct a query model and a document model. One method is maximum likelihood estimation (MLE). The MLE of a word w with respect to a text t (a query or document) is computed using
where tf (w, t) represents the frequency of w in t, and |t| represents the number of words in t.
Dirichlet prior smoothing (DIR) (Zhai and Lafferty 2004 ) is a well-known construction method.
The DIR of w with respect to t is computed as follows.
where D all represents a collection, and µ represents the smoothing parameter that controls the degree of confidence for the frequency of w in D all (rather than in the frequency in t).
Fundamental RF Method
Zhai and Lafferty proposed a fundamental RF method for language modeling . When user feedback F = (f 1 , . . . , f G ) is available, they construct a language model P F (·) for the feedback. Then, a new query model is constructed by interpolating the feedback model with the original query model that was used to obtain the initial search results.
Finally, they modify the search results using the new query model.
Their experiments demonstrate that their proposed method is effective. However, they only use the information of words that appear in a text for the RF. In our proposed method, we also use information about words that do not appear in a text but are highly probable given the latent topics in the text.
LDA
In this section, we explain LDA, which the proposed method uses to determine words that are highly probable given the latent topics of a text.
Overview
LDA (Blei et al. 2003 ) is a popular topic model that is based on the idea that documents are generated from a mixture of topics, where a topic is a distribution of words. LDA posits that a topic proportion θ = (θ 1 , . . . , θ K ) for a document can take any value in the (K − 1) simplex.
Therefore, a topic proportion is a point of the simplex as drawn from a Dirichlet distribution.
According to the generative process, the probability of document d in LDA is calculated as follows:
where P (θ|α) represents the probability of θ drawn from a Dirichlet distribution, and the parameter α is a K-vector with components α k > 0 (k = 1, . . . , K). z k represents the k-th topic, and β k represents a word distribution for the topic. P (w j |z k , β k ) represents the probability of w j in z k , and P (z k |θ) represents the probability of z k drawn from a multinomial distribution. J represents the number of words in a vocabulary.
Parameter Estimation
There are two ways to estimate the parameters: Gibbs sampling and a variational method (Griffiths and Steyvers 2004; Blei et al. 2003 
where Ψ is the first derivative of the log Γ function.
Next, α k and β k are updated using γ i and ϕ i . A Newton-Raphson method has been used to estimate each α k (Blei et al. 2003) . However, the fixed-point iteration method (Minka 2000 ) is a better estimation technique; therefore, we have used updated equations based on this method.
The updated equations for α k and β k , respectively, are as follows:
where When α k and β k have been estimated, we obtain the probability of document d i using Eq. (3).
In addition, we can obtain P LDA di (w j ) using the estimated γ i and the following equation:
where 
LDA in IR
LDA has been successfully used in various fields such as natural language processing (Blei et al. 2003) , image processing (Fei-Fei and Perona 2005) , and speech recognition (Heidel, Chang, and Lee 2007 
Proposed Method

Overview
We propose an RF method that uses surface and latent information in texts. An overview of the proposed method is illustrated in Figure 1 . We refer to the model containing surface and latent information in text t as a hybrid language model P
HY B t (·). First, a query q is submitted
by a user and initial search results
(·) that contains the document's surface and latent information is constructed (
Step 2). Then, when the user provides feedback
new query model using the feedback model is constructed, and D q is re-ranked using the new query model. Documents that have a hybrid language model resembling the user feedback are given a higher rank (Step 4). The details of each step are described in the following sections.
Fig. 1 Overview of the proposed method
It is possible to use latent semantic analysis (LSA) to take advantage of latent information in texts. We could use LSA on documents in a collection and map the documents to a lower dimensional semantic space. By doing this, the information of words that are highly probable given the documents can be used. However, this method requires significant time to execute because LSA must be applied to the entire collection and there may be tens of millions of documents. If documents are added or removed, LSA must be performed again on the entire collection. Another disadvantage of LSA is that it does not naturally infer the probabilities of unseen texts. In the proposed method, each time search results are obtained, LDA must be performed (Section 4.3).
However, this does not take a long time because the number of documents in the search results is much smaller than that in the entire collection. In addition, LDA can infer the probabilities of unseen documents.
Acquisition of Initial Search Results
In the proposed method, we use a KL-divergence retrieval model to obtain the initial search results for a given query.
given query q, we construct the MLE-based query model P M LE q (·). Then, for each document containing q in D all , we compute the KL-divergence between the DIR-based document model and the MLE-based query model. That is, we define the score of a document d h for a query q as
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The initial search results D q are obtained by ranking the documents according to their scores.
We use MLE to construct the query model (e.g., Zhai and Lafferty 2001) . When a query model is constructed using MLE, the ranking based on the KL-divergence retrieval model is equivalent to that based on the query likelihood model (Ponte and Croft 1998) .
Hybrid Document Model Construction
We construct a hybrid language model P
In this model, we consider both the surface and latent information in the documents. 
where 0 ≤ a ≤ 1. P DIR di (·) is constructed using the words that appear in d i . By interpolating the two models, our method constructs a document model that contains the surface and latent information in d i .
Hybrid Feedback Model Construction
HY B F
(·) for user feedback. First, we perform LDA on F to infer the topic distribution in F and estimate the variational parameters for F , as described in Section 3.3. Then, we construct the LDA-based feedback model P (·).
where P DIR F (·) is constructed using Eq. (2). By interpolating the two models, our method constructs a feedback model that contains the surface and latent information in F .
Re-ranking Search Results
We 
with the hybrid feedback model P
HY B F
(·) as follows:
where 0 ≤ b ≤ 1.
That is, the score of document d i for query q (given feedback F ) is defined as
Finally, we obtain the revised search results by re-ranking the documents in D q according to their scores.
Experiments
In this section, we present the results of experiments performed to evaluate the proposed method.
Test Set
In the experiments, we used the test set from the Web Retrieval Task from the Third NT-CIR Workshop (Eguchi, Oyama, Ishida, Kuriyama, and Kando 2002) . The test set consists of 11,038,720 Japanese web pages and 47 information needs. For each information need, approximately 2,000 documents are rated as highly relevant, fairly relevant, partially relevant or irrelevant. We can evaluate the ranking of search results using these annotated documents. TITLE Query submitted to a search engine. Up to three words are provided, listed according to importance.
DESC A description of the user's information need in a single sentence.
RDOC Up to three identification numbers referring to examples of documents that are relevant to this information need, listed according to importance.
In our experiments, we used the first two terms in the ⟨TITLE⟩ tag as the query. We collected each document containing a query (Section 4.2). When we used all the terms in the ⟨TITLE⟩,
there were too few documents in the search results. For example, for identification numbers 0027, 0047, and 0058, we could only obtain 17, 5, and 14 documents, respectively. For identification number 0061, we could not find any documents. This caused unreliable evaluation results. In other words, if an RF method improved the ranking of the initial search results, the improvement was not reflected by evaluation measures such as precision at 10 (P@10), and we could not determine how well the method performed. Thus, to obtain a sufficient number of documents, we used only the first two terms in the ⟨TITLE⟩ tag. It should be noted that greater than 100 documents was defined as sufficient.
We used the documents in the ⟨RDOC⟩ tag as the user feedback. These are relevant documents selected by assessors and can be treated as user feedback. They were not necessarily included in the initial search results. In such cases, one may think that these documents should not be used as user feedback. However, when we evaluated the RF method, we removed these documents from the search results regardless of whether they were included in the initial results (Section 5.3).
In other words, whether these documents were included in the search results was not important because we removed them from the initial search results and the re-ranked results.
We did not use seven of the information needs (identification numbers: 0011, 0018, 0032, 0040, 0044, 0047, and 0061) because we were unable to retrieve a sufficient number of documents (i.e., 100 documents) for them even when using the first two terms as the query. We divided the remaining 40 information needs into development and test data. The development data consisted of 8 information needs (identification numbers 0008-0017), which were used to tune our method.
The test data consisted of 32 information needs (identification numbers 0018-0063), which were used to evaluate our method.
Search Engine
In these experiments, we implemented a search engine that obtained the initial search results for a given query and re-ranked them using the proposed method. The details of the implemen-tation are as follows.
We used the 11, 038, 720 web pages in our test set as the collection (i.e., D all ). Each document was converted into the format presented by Shinzato, Kawahara, Hashimoto, and Kurohashi (2008) . In this format, each sentence in a document was segmented into words. Each word was given a representative form using JUMAN (Kurohashi, Nakamura, Matsumoto, and Nagao 1994), a Japanese morphological analyzer. Then, we constructed the DIR-based document model for each document. We set the smoothing parameter µ = 1, 000, which is consistent with previous studies ( When given a query, we converted its terms into a representative form using JUMAN, con- 
Evaluation Method
We removed the feedback documents from both the initial and re-ranked results. We can evaluate the performance of an RF method by comparing the initial search results with the reranked results. A common evaluation problem is how to handle documents that users have marked as relevant (Hull 1993) . If the initial and re-ranked results are compared in a straightforward manner, the latter have an advantage because documents that are known to be relevant tend to be re-ranked higher. However, if we remove them from the re-ranked results, they are disadvantaged. This is especially true if there are few relevant documents. Therefore, we removed the documents used as user feedback from both results. This allowed us to make a fair comparison between the initial and re-ranked results.
We evaluated the method using P@10, mean average precision (MAP), and normalized discounted cumulative gain for the 10 top (re-)ranked documents (NDCG@10) (Järvelin and Kekäläinen 2002) . When calculating P@10 and MAP, documents that were rated as highly relevant, fairly relevant, and partially relevant were regarded as relevant, while documents rated as irrelevant and unrated documents were regarded as irrelevant. When calculating NDCG, we assessed the relevance score of documents rated highly relevant, fairly relevant, and partially relevant as 3, 2, and 1, respectively.
Performance of the Proposed Method
We examined the effectiveness of the proposed method in re-ranking the initial search results using explicit feedback. As described in Section 5.1, we used the test data and the first two terms in the ⟨TITLE⟩ as the query for each information need. We defined the initial search results as the 100 documents with the highest initial scores and then re-ranked them using the proposed method. We used the first two documents in the ⟨RDOC⟩ tag for each information need as the explicit feedback. The average number of words in a document was 3, 589. We set (a, b, K) = (0.2, 0.9, 50) because this setting obtained the best results in the preliminary experiment described in Section 5.6.
The results are listed in Table 1 DIC also represents a baseline method. The proposed method uses information about words that are highly probable given a text. Dictionaries of synonyms and related words can also be used for this purpose. DIC is an extension of OURS (a = 0.0); DIC uses synonyms of the surface words from the feedback and search results. For this method, we constructed a synonym dictionary from Japanese dictionaries using the method proposed by Shibata, Odani, Harashima, Oonishi, and Kurohashi (2008) . For the Japanese dictionaries, we used Reikai Shougaku Kokugo
Jiten (Tajika 2001) and Iwanami Kokugo Jiten (Nishio, Iwabuchi, and Mizutani 2002) . The constructed dictionary contained 4,597 entries (e.g., "computer" = "electronic brain").
The results shown in Table 1 (a) indicate that OURS outperformed INIT for all metrics. For example, the proposed method improved the initial search results by 27.6% in P@10. These results suggest that the proposed method effectively re-ranked the initial search results. In addition, the proposed method outperformed ZHAI and OURS (a = 0.0), which do not use latent information from texts. This suggests that latent information is useful when re-ranking search results.
We investigated further and confirmed that the proposed method made good use of the words that did not appear in the feedback but were considered highly probable. Consider the information need shown in Figure 2 . The user feedback did not contain the words "religion," "holiday,"
or "bible," which are related to the information need. As such, ZHAI and OURS (a = 0.0) could not use these words. In contrast, these highly likely words had a certain degree of probability in the hybrid language model even though the words did not appear in the feedback. For example, the method could allocate the probabilities 0.0046, 0.0037, and 0.0024 to the words "religion,"
"holiday," and "bible," respectively. The probabilities allocated to the words "Christmas" and "easter," which appeared once in the feedback, were 0.0093 and 0.0060, respectively. Using these probabilities, the proposed method raised the score of documents that contained these words.
Although DIC outperformed ZHAI and OURS (a = 0.0), it did not outperform OURS.
This may be due to the coverage of the synonym dictionary. DIC may perform better if widecoverage synonym dictionaries are used. However, constructing such dictionaries is difficult. The proposed method also needs to know that a word is related to other words; however, unlike DIC, it does not need any dictionaries. Using LDA, the proposed method dynamically acquires the required knowledge from the search results. Consider the query "Mac price" described in Section 1. Suppose that the search results contain words such as "CPU," "HDD," "hamburger,"
and "potato." Our method performs LDA on the search results and dynamically acquires the knowledge that "CPU" is related to "HDD," and "hamburger" is related to "potato." In addition,
even if "HDD" does not appear in a document, the proposed method can assign a certain degree of probability to the word from other related words, such as "CPU." Thus, the proposed method does not require any dictionaries.
The proposed method can also be applied to pseudo RF. In pseudo RF, the top n documents in the initial search results are assumed to be relevant, and the search results are re-ranked on the basis of this assumption. We implemented pseudo RF using the proposed method for n = 10 and compared the initial results with the re-ranked results. Note that there are no relevant documents in pseudo RF. Thus, we evaluated the performance of each method using the raw (re-)ranked results.
The evaluation results are shown in 
Effect of the Amount of Feedback
In the second experiment, we simulated a situation where only a small amount of user feedback can be obtained. We investigated how the amount of feedback affected the performance of the proposed method. In practice, large quantities of user feedback are rarely available. Thus, an RF method should perform well only when a small amount of user feedback is available. We incrementally reduced the amount of explicit feedback and observed the change in P@10.
For this experiment, we used seven different quantities of explicit feedback:
, and 2 −5 relevant documents. Note that, for example, G = 2 1 means that we used two relevant documents as user feedback. G = 2 −1 represents the use of half a document, i.e., half the words from the feedback were randomly sampled and only these words were used for RF.
This allowed us to consider the case where part of a document (e.g., title or snippet) is given as user feedback. 
Sensitivity to Parameters
The In the preliminary experiment, we re-ranked the initial search results using different parameter values and measured the changes in performance using the proposed method. We used the development data, applied our method with a and b ranging from 0.0 to 1.0 in steps of 0.1 and K ranging from 10 to 100 in steps of 10, and obtained the average of P@10 for all information needs. We used the first two terms in the ⟨TITLE⟩ as the query and the first two documents in the ⟨RDOC⟩ as the user feedback.
The results of the preliminary experiment are shown in Table 2 and Figure 4 . Table 2 summarizes the results with respect to (a, b) . The value of each cell in the table is The highest value in each column is shown in bold, and the highest value in each row is underlined.
As can be seen from the table, the proposed method achieved the best performance with (Table 2 ). According to the result presented in Figure 4 , the proposed method performed well with K = 50-70. These results indicate that the proposed method achieves the best performance with (a, b) = (0.1, 0.9) or (0.2, 0.9), and K = 50-70.
Execution Time
In the proposed method, we perform LDA on the search results to construct an LDA-based document model for each document. We also perform LDA on the feedback to construct an LDA-based feedback model. Here, we report the execution times of these procedures.
In our experiments, the proposed method took 13.1-16.0 secs to perform LDA on the search results (100 documents). Note that we implemented LDA using Perl and C. We believe that this is an acceptable execution time because users typically browse documents in search results to select relevant documents. This process generally takes at least 1 min. In other words, we can perform LDA on the search results while the users are browsing the documents. Thus, LDA can be completed before the users re-rank the initial search results.
However, the number of retrieved documents is sometimes greater than 100. If a large number of documents is retrieved, LDA requires a significant amount of time to execute. One way to avoid this problem is to use only the top ranked documents as the search results. The time required
for LDA is not a matter of concern if we use the top 100 documents. Another alternative is to parallelize the estimation of the variational parameters in LDA, a process that takes the majority of the execution time. Variational parameters for each document are independent of those for other documents. Thus, we can parallelize the estimation of the parameters and reduce the time required for the procedure. For example, Nallapati, Cohen, and Lafferty (2007) achieved a 14.5 times speedup using 50 cluster nodes. Therefore, it is expected that we can reduce the execution time based on these studies.
It took less than 1 sec to perform LDA on the feedback. For example, the execution time was only 0.1-0.2 secs when using two documents as feedback. Thus, the time required to perform LDA on the feedback is negligible.
Conclusion
We have proposed an RF method using surface and latent information from texts and investigated its effectiveness. Using LDA, our method infers the distributions over words that are highly probable given the user feedback and each document in the search results. Then, a hybrid word distribution is constructed by interpolating the latent word distribution with the surface word distribution for the feedback and each document. Finally, documents whose hybrid word distributions resemble the feedback are regarded as relevant to the user's information need, and are re-ranked higher. Through our experiments, we confirmed that the proposed method performs well for both explicit and pseudo RF. The proposed method also performs well when only a small amount of feedback is available.
In future, we intend to use negative feedback in the proposed method. In this study, only use positive feedback (relevant documents for a query) was used for re-ranking search results;
however, we believe that negative feedback (irrelevant documents) can also be useful.
