Background {#Sec1}
==========

Studies to identify potential biomarkers typically involve comparing two conditions and identifying features that distinguish the two classes; for example, disease versus normal or treated versus control. Quality measurements made during this discovery phase are essential for the success of all subsequent phases of biomarker development. Reference samples, with known differences, can enable laboratories to assess and improve their ability to detect relevant biomarkers. Within the framework of the Early Detection Research Network (EDRN) of the National Cancer Institute \[[@CR1]\], we are developing a measurement assurance paradigm for genome-scale measurement systems currently used for microRNA (miRNA) biomarker discovery.

Comparisons of the results for genome-scale measurements of two different biological samples or two different reference samples have been used to assess both microarray \[[@CR2], [@CR3]\] and RNA sequencing (RNAseq) measurements of messenger RNA (mRNA) \[[@CR4]\]. Evaluations derived from this type of comparison are limited to metrics such as concordance of gene lists and correlations of rank order because, in both cases, the true difference between samples is not known. For both microarray and RNAseq, titration designs have also been used, which provide some information regarding signal trends \[[@CR4], [@CR5]\].

Composite reference samples with designed-in differences provide additional metrics for performance assessment and have been demonstrated to be useful with both microarrays \[[@CR6]--[@CR9]\] and RNAseq \[[@CR10]\]. These same technologies have been applied more recently to profiling miRNA, a class of small non-protein-coding RNAs that regulate the expression of hundreds of target genes by translational repression, controlling biological functions involved in differentiation and development. Characterizing miRNA measurements on multiple platforms has been performed with biological samples \[[@CR11]\] and titrations of biological samples \[[@CR12]\]. In an interlaboratory study spanning multiple rounds of measurement, we demonstrate the utility of one of these mixture designs \[[@CR9]\], a three component reciprocal ratio design (Fig. [1](#Fig1){ref-type="fig"}) for assessing *miRNA* measurement performance. Metrics for summarizing genome-scale measurement of *mRNA*: diagnostic accuracy \[[@CR7], [@CR8]\], reliable region of the dynamic range \[[@CR9]\], and sample composition \[[@CR10]\] were evaluated; and a revised metric for estimating the reliable region based on deviations from predicted values is introduced. Multiple data visualizations and metrics have been combined into a single standardized view, or "dashboard", for each participant and round (see Fig. [2](#Fig2){ref-type="fig"} for an example). These are available in Additional file [1](#MOESM1){ref-type="media"}. Representative panels are described in detail in the results.Fig. 1The relative input proportions from three total RNA components are shown for Mix1 and Mix2Fig. 2Dashboard view combining visualizations and metrics. Metrics table displays values derived from data visualizations. The legends for Figs. [3](#Fig3){ref-type="fig"}, [4](#Fig4){ref-type="fig"}, [5](#Fig5){ref-type="fig"}, [6](#Fig6){ref-type="fig"}, [7](#Fig7){ref-type="fig"} and [8](#Fig8){ref-type="fig"} describe each panel

Results {#Sec2}
=======

Selection of human tissue total RNA {#Sec3}
-----------------------------------

Previous studies have demonstrated the feasibility of using a pair of reference mixtures with designed-in differences to provide performance benchmarks \[[@CR6]--[@CR10]\]. These rely on a combination of pure total RNA components with a large number of transcripts that are distributed across a broad dynamic range of relative abundance. Each component should contain a subset of miRNA that are either unique to that tissue or enriched relative to the other two components. These tissue-selective miRNAs will be used in metrics to assess assay performance. The tissue-selectivity can be quantified \[[@CR7]\] and used to assess whether a sufficient number of differentially abundant miRNA are available in each subset to span the dynamic range of the measurement process. Laboratories performing biomarker discovery may prefer one of the components be similar in nature to the tissue being profiled in their own research.

To select components for reference mixtures described in this paper, a published study comparing the miRNA expression profiles of nine different tissues using both microarrays and RT-PCR was utilized \[[@CR13]\]. The two sources of human RNA with the most tissue-selective content were placenta followed by brain. These two tissue RNAs were used as variable components in a reciprocal two-to-one design, with liver as the invariable (one-to-one) component (Fig. [1](#Fig1){ref-type="fig"}) \[[@CR14]\].

In silico modeling {#Sec4}
------------------

The miRNA signals in each mixture should be an additive and linear combination of the signals from pure tissue components \[[@CR6]--[@CR10]\]. Therefore, an expected signal and predicted ratio can be calculated based upon the fractional proportion of each tissue component in a mixture using the following equations:$$\documentclass[12pt]{minimal}
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Equations [1](#Equ1){ref-type=""} and [2](#Equ2){ref-type=""} show the formulae for the pair of three component mixture designs, where *S* is the signal from a particular miRNA *i* and *Φ* is the fraction of total RNA for each tissue (liver = *L*, brain = *B*, and placenta = *P*) in mixtures *1* and *2*. For example, using mixture proportions of 1:1:2 and 1:2:1 (L:B:P) provides corresponding *Φ* of 0.25, 0.25, 0.5 and 0.25, 0.5, 0.25, respectively. With this design, the maximum possible ratio (*S*~*i,Mix1*~*/S*~*i,Mix2*~) for any miRNA in the final mixture comparison corresponds to a 2-fold difference (i.e., log2 difference between Mix1 and Mix2 of − 1 or 1) which would be observed for brain-specific or placenta-specific miRNAs. For miRNAs that are not tissue-selective, some signals will be contributed from each component, resulting in ratios falling somewhere within that range. Estimating mixture signals from measured signals of unmixed tissues using in silico modeling with Eqs. [1](#Equ1){ref-type=""} and [2](#Equ2){ref-type=""} provides predicted values for comparison to observed results for Mix1 and Mix2.

Ratio estimates {#Sec5}
---------------

The first two rounds of measurement (Rounds 1 and 2, not shown) were pilot studies used for tissue profiling alone, and did not include mixtures. A total of 7 sites participated in the three rounds (Rounds 3 to 5) that included the three pure RNA samples and the two mixtures of them. In each of these rounds, each site received three replicates for each of the 5 samples, with sample identities hidden. Participants profiled miRNA expression with the platforms used in their routine workflow (one site used two different platforms). Labs using genome-scale platforms reported all detectable miRNAs. Labs using RT-PCR performed assays for a subset of miRNAs of interest to confirm that the mixtures could produce observed ratios similar to predicted values.

Log2 transformed ratio estimates for miRNAs were calculated for each round and compared across multiple participants. For analysis of genome-scale data, detectable miRNAs (counts ≥1 in any one sample) were normalized to the median total count among the samples and then log2 transformed. However, raw count tables, as well as datasets preprocessed with other strategies, could also be used as input. For RT-PCR data, the quantitation cycle (Cq) values were negatively transformed to provide comparable log2 transformed data. Predicted log2 ratios were calculated from the pair-wise differences of the modeled mixtures derived from Eqs. [1](#Equ1){ref-type=""} and [2](#Equ2){ref-type=""} using the linear transformed means for each pure tissue component, *S*~*i*~. Observed log2 ratios were estimated from the pair-wise differences between means for each mixture, Mix1 and Mix2, described in Methods.

Visualizations and analyses {#Sec6}
---------------------------

For the sites using genome-scale technologies, the log2 ratios for all detectable miRNA can be visualized using a Bland-Altman plot \[[@CR15]\] to evaluate the ratio data throughout the dynamic range, and any miRNA that are highly enriched in one tissue relative to the other tissues should approach the benchmark values of the mixture designs.

In Fig. [3](#Fig3){ref-type="fig"}, the *predicted* ratios for all detected miRNA were calculated using Eqs. [1](#Equ1){ref-type=""} and [2](#Equ2){ref-type=""}. The tissue-selective miRNA (those miRNA that are at least 10 times more prevalent in one tissue relative to the others) are derived from comparisons of the profiles of the three pure RNA samples included in the sample set, and are color-coded according to tissue type as in Fig. [1](#Fig1){ref-type="fig"}. Panels A to D represent multiple sites using different NGS platforms, with different sequencing depths. One site (panel A) was able to detect 1130 miRNA consistently across the 15 samples in the set, with 107 brain-selective and 105 placenta-selective miRNA with log2 ratios distinguishable from the "1-to-1" class, 59 miRNA with predicted log2 ratios of approximately zero (i.e., no difference between Mix1 and Mix2). The 1-to-1 class includes 23 liver-selective miRNA and 36 miRNA with approximately equal amounts of signal for brain and placenta. For much of the dynamic range the tissue-selective miRNA are predicted to approximate the designed-in log2 ratio limits of ±1. In comparison, another site (panel D) using a different NGS platform producing fewer reads and detected 291 miRNA in total. Of those, only 18 brain-selective, 9 placenta-selective, and 16 miRNA predicted to be 1-to-1 were identified. Panel E shows the results from the site using a hybridization-based platform \[[@CR16]\]. The large cluster of non-selective (NS) miRNA near the low end of the dynamic range is consistent with a background level of hybridization and this type of additive noise is known to contribute to ratio compression. One site (panel F, circles) used a multiplexed PCR platform targeting 32 different miRNA that were selected for their presence on common fixed content platforms \[[@CR17]\]. Based on modeling of the data from the microarray study \[[@CR13]\], two additional PCR sites were asked to measure a subset of miRNAs predicted to provide differences between mixtures: \~ 2 -fold up for miR-451a and miR-335; \~ 2 -fold down for miR-125b and miR-218; and no change for miR-375. One PCR site measured all five miRNAs in Round 3 (panel F, squares) and the other site measured two (panel F, triangles). Detection metrics are part of the summary table included in the dashboard view for each site and round (Additional file [1](#MOESM1){ref-type="media"}).Fig. 3Predicted distribution of log2 ratios. Panels A to F correspond to measurement processes A to F described in Results. For each datapoint in panels A to F, the difference between the predicted Mix1 and Mix2 log2 signals (log2 ratios) is plotted against their average for each detected miRNA. Signal values for each mixture are predicted using Eqs. [1](#Equ1){ref-type=""} and [2](#Equ2){ref-type=""}. Filled circles correspond to predicted values for tissue-selective miRNA (those miRNA that are at least 10 times more prevalent in one pure total RNA tissue type relative to the other two) or miRNA that were approximately equal in relative abundance between placenta and brain (1-to-1): red = placenta-selective, blue = brain-selective, and yellow = 1-to-1 (liver-selective and placenta = brain). Open circles correspond to detectable, but non-selective miRNA. Red, yellow, and blue transparent bands indicate the 95% confidence interval for the loess (locally weighted smoothing) function (black lines) for the placenta, 1-to-1, and brain subsets, respectively. Panel F includes data from three different PCR labs: one site using multiplexed PCR (circles) and two sites using individual PCR assays (squares and triangles). Five miRNA of interest are highlighted: miR-451a (red), miR-335 (orange), miR-375 (yellow), miR-218 (green), miR-125b (blue). *The total number of detectable miRNA and their tissue-selective classification are included in the summary table of the dashboard*

Figure [4](#Fig4){ref-type="fig"} shows the experimentally *observed* ratios for miRNAs in Mix1 and Mix2 (see Fig. [1](#Fig1){ref-type="fig"} for composition) and corresponds to the same labs displayed in Fig. [3](#Fig3){ref-type="fig"}, panels A to F. There is more dispersion in the observed log2 ratio data when compared to the predicted values, which also becomes more apparent at the lower end of the dynamic range. This is expected in part because the predicted log2 ratios are bounded by Eqs. [1](#Equ1){ref-type=""} and [2](#Equ2){ref-type=""} and use the averages of the three pure samples in both equations. For the subset miRNAs measured with PCR (Fig. [4f](#Fig4){ref-type="fig"}), the observed ratios confirm that the mixture design provides the predicted differences. Estimation of the useable region of the dynamic range based upon deviation from benchmark log2 ratios has been described for mRNA measurements using microarrays \[[@CR9]\]. This metric relies on the subset of tissue-selective miRNAs to behave similarly to log2 ratio values derived directly from the mixture proportions. However, as shown in Fig. [3](#Fig3){ref-type="fig"}, measuring the pure tissue components provides predicted log2 ratio values for every detected miRNA, and these can be used for direct comparison to the corresponding observed log2 ratios. By assessing the deviation from predicted log2 ratios for all observed values, the entire measurement system can be evaluated using all miRNA regardless of their level of enrichment in any single tissue component. Figure [5](#Fig5){ref-type="fig"} shows these differences for the same data as Figs. [3](#Fig3){ref-type="fig"} and [4](#Fig4){ref-type="fig"}. As summary metrics for the overall measurement system, the median deviation value can be used as an indicator of bias and the inter-quartile range (IQR) can be used as an estimate of precision (solid and dashed horizontal lines, respectively). An IQR for each tissue-selective classification can also be determined (see Fig. [6](#Fig6){ref-type="fig"}).Fig. 4Observed distribution of log2 ratios. Panels A to F correspond to measurement processes A to F described in Results. For each datapoint in panels A to F, the difference between the Mix1 and Mix2 log2 signals (log2 ratios) is plotted against their average for each detected miRNA. Filled circles correspond to observed values for tissue-selective miRNA (those miRNA that are at least 10 times more prevalent in one pure total RNA tissue type relative to the other two) or miRNA that were approximately equal in relative abundance between placenta and brain (1-to-1): red = placenta-selective, blue = brain-selective, and yellow = 1-to-1 (liver-selective and placenta = brain). Open circles correspond to detectable, but non-selective miRNA. Red, yellow, and blue transparent bands indicate the 95% confidence interval for the loess (locally weighted smoothing) function (black lines) for the placenta, 1-to-1, and brain subsets, respectively. Panel F includes data from three different PCR labs: one site using multiplexed PCR (circles) and two sites using individual PCR assays (squares and triangles). Five miRNA of interest are highlighted: miR-451a (red), miR-335 (orange), miR-375 (yellow), miR-218 (green), miR-125b (blue)Fig. 5Deviation from predicted ratios as a function of dynamic range. Panels A to F correspond to measurement processes A to F described in Results. Each datapoint in panels A to F represents the difference between the observed and predicted log2 ratios plotted against the average observed and predicted log2 signal for each detected miRNA. Open circles correspond to all detectable non-selective miRNA and yellow, blue, and red filled circles correspond to 1-to-1, brain-, and placenta-selective miRNA, respectively. The median and interquartile range (IQR) of the deviation from predicted for all detected miRNA are indicated by the solid and dashed horizontal lines, respectively. The lower limit of acceptable dispersion (determined by a user selectable deviation of ±0.585 log2, see Results) and the maximum detectable value are indicated by the margins of the darker grey areas, respectively. Margins were not assessed in Panel F. Panel F includes data from three different PCR labs: one site using multiplexed PCR (circles) and two sites using individual PCR assays (squares and triangles). Five miRNA of interest are highlighted: miR-451a (red), miR-335 (orange), miR-375 (yellow), miR-218 (green), miR-125b (blue). *Limits and range included in the summary table of the dashboard*Fig. 6Bias and dispersion within tissue-selective classes. Panels A to E correspond to measurement processes A to E described in Results. The bias and dispersion for each tissue-selective class is shown in box (IQR) and whisker (1.5\*IQR) format with outliers represented by black hash marks and median values indicated by black line (yellow = 1-to-1, blue = brain, red = placenta, and grey = none-selective (NS)). The median and interquartile range (IQR) of the deviation from predicted for all detected miRNA are indicated by the solid and dashed horizontal lines, respectively

It is clear that the majority of values falling outside the IQR occur at the lower end of the dynamic range. A lower limit for the useable range of the measurement system can be determined for a particular level of tolerance for deviation -- for example, modeling how the distribution of deviation changes along the dynamic range and locating the lowest average log2 signal for which at least 95% of the modeled distribution falls within one half fold-change (± 0.585 log2 difference). This lower limit and the maximum value demarcate the reliable region of the dynamic range in Fig. [5](#Fig5){ref-type="fig"}. A tolerance for deviation can also be used to define the upper limit for technologies that may experience performance declines at higher signals, for example saturation in microarrays \[[@CR9]\].

The tissue-selective subsets provide both true positive (brain and placenta) and true negative (1-to-1) classifications useful for preparing receiver-operating characteristic (ROC) curves, and the area under the curve (AUC) can be used as a summary metric \[[@CR7]\]. For each site, the tissue-selective miRNA are ranked by *P*-values using a paired t-test comparison of the log2 signals for the three replicate Mix1 and Mix2 samples. Figure [7](#Fig7){ref-type="fig"} shows the corresponding ROC curves for all detected tissue-selective data as well as the ROC curves derived from data within the reliable region of the dynamic range described in Fig. [5](#Fig5){ref-type="fig"}. Within a laboratory, both the AUC and the reliable range can be used to monitor alterations in performance introduced by changes in technology, reagents, or operator experience \[[@CR7]--[@CR9]\]. However, the AUC metric is limited by the availability of true positive and true negative differences identified by the pure sample profiles, and direct comparisons between different measurement systems may not be meaningful if there is a significant difference in the number of miRNA being assessed. Range limitations and AUC values per site and round are included in Table [1](#Tab1){ref-type="table"} and in the metrics tables of Additional file [1](#MOESM1){ref-type="media"}.Fig. 7Discrimination accuracy. Panels A to E correspond to measurement processes A to E described in Results. Receiver-Operating Characteristic Curves (ROCplots), where true positives correspond to 10X placenta and 10X brain miRNA; and true negatives correspond to 1-to-1 components using either the entire detectable range (solid line) or limited to the reliable region (dashed line). *Area under the curve (AUC) values are included in the summary table of the dashboard*Table 1Summary metrics derived from complete reference sample sets: five samples, three replicates each, and three roundsMeasurementData SourcemiRNA DetectedLog2 SignalsAUC^c^DeviationProcessTechnologyby RoundNon-TrueNegTruePosLowerUpperRangeAllWithinLog2 RatioProportionPureMixesRepsSelective1-to-1^a^BrainPlacentaLimit^b^LimitRangeMedianIQRSumANGS333928561031045.820.014.30.9590.996-0.0130.3030.375443935721011055.720.214.50.9770.9900.0070.3090.384553859591071056.320.313.90.9090.963-0.0530.3730.355BNGS33386856134477.320.212.80.9050.953-0.0850.3870.50844372138102585.719.013.20.9220.951-0.0780.3280.3885536414378445.819.213.40.9060.928-0.0520.3220.389CNGS3334213529495.316.311.00.9440.9710.0300.2660.3324432772216306.311.85.60.8310.8290.0880.5570.35955343329243110.912.41.50.853ND^d^-0.1040.8750.480DNGS333248161898.610.62.00.781ND^d^-0.1240.6270.803443290131326.610.64.00.956ND^d^-0.1340.5340.402EDigital Hybridization333693658247.113.36.10.9471.000-0.0750.3920.460443633178235.614.48.80.9850.997-0.0950.3790.30455358652163713.915.31.40.8821.000-0.2380.5990.473^a^Liver-selective miRNA or miRNA with approximately equal signals in both brain and placenta^b^Lower limits for NGS and digital hybridization were calculated with at 95% of values falling within ± 0.585 log2 difference from mean^c^ROC curves were prepared with P-values using three replicates of Mix1 and Mix2^d^Not determined (ND) due to insufficient number of true negative or true positive values

Proportion-based metrics {#Sec7}
------------------------

While ratio based metrics are useful for evaluating a site's ability to accurately detect differences between samples, evaluating the measurements for each individual mixture may provide additional information. A model can be fit based on Eqs. [1](#Equ1){ref-type=""} and [2](#Equ2){ref-type=""}, and solved for the expected proportions of *Φ* (see above) given the set of signals, *S*~*i*~. Genome-scale data can confidently estimate these proportions from the collected data for each pure component and mixture. Deviations from the designed proportions can be visualized using *target* plots (Fig. [8](#Fig8){ref-type="fig"}) \[[@CR10]\]. The (x, y) coordinates for the center of each target correspond to the designed proportions and the (x, y) coordinates for the end of each line segment emanating from the center correspond to the estimated proportions of each pure tissue component in Mix1 and Mix2, respectively. The lengths of these line segments provide an indication of potential bias in the measurement process. Part of this deviation is due to intrinsic differences in the miRNA content of each pure tissue, seen in the consistency of the direction of the yellow and red lines across labs. An mRNA fraction effect has been observed for transcriptomic measurements, and a means to assess this has been developed using RNA spike-in controls simulating poly-A mRNA \[[@CR18]\]. The proportion estimates and bias indicators for each component are included in the metrics table of the dashboard. The sum of all lengths may provide a single useful indicator and is included in the dashboard summaries and in Tables [1](#Tab1){ref-type="table"}, [2](#Tab2){ref-type="table"} and [3](#Tab3){ref-type="table"}. The ellipses surrounding the line segment ends indicate the 95% confidence intervals for the estimated proportions of each component in Mix1 and Mix2 and are influenced by a combination of both dispersion and detection within each tissue-selective class. Indications of poor precision are apparent in the measurement process shown in panel D in both Figs. [6](#Fig6){ref-type="fig"} and [8](#Fig8){ref-type="fig"}.Fig. 8Deconvolved mixture proportions of tissue components in Mix1 and Mix2. Panels A to E correspond to measurement processes A to E described in Results. Concentric circles added to target values for emphasis. Line segments connect target values (central point of circles) to their corresponding estimates. Ellipses show the 95% confidence interval range of the mixture proportions for the three tissue components (yellow = liver, blue = brain, and red = placenta)Table 2Summary metrics derived from using pure samples from Round 3 for baseline predictionsMeasurementData SourcemiRNA DetectedLog2 SignalsAUC^c^DeviationProcessTechnologyby RoundNon-TrueNegTruePosLowerUpperRangeAllWithinLog2 RatioProportionPureMixesRepsSelective1-to-1^a^BrainPlacentaLimit^b^LimitRangeMedianIQRSumANGS333928561031045.820.014.30.9590.996-0.0130.3030.375435.420.214.80.9660.988-0.0060.3110.358536.320.013.80.8990.938-0.0590.3800.361BNGS33386856134477.320.212.80.9050.953-0.0850.3870.508436.319.513.20.8660.932-0.0920.3990.448536.719.712.90.8480.904-0.4350.3970.565CNGS3334213529495.316.311.00.9440.9710.0300.2660.3324311.116.15.00.8310.8500.0400.6260.4605315.715.70.00.848ND^d^-0.1240.8390.556DNGS333248161898.610.62.00.781ND^d^-0.1240.6270.803436.110.74.60.9561.000-0.1780.5390.645EDigital Hybridization333693658247.113.36.10.9471.000-0.0750.3920.460437.713.76.00.9491.000-0.2600.4950.5325313.214.41.10.925ND^d^-0.2570.6800.579^a^Liver-selective miRNA or miRNA with approximately equal signals in both brain and placenta^b^Lower limits for NGS and digital hybridization were calculated with at 95% of values falling within ± 0.585 log2 difference from mean^c^ROC curves were prepared with P-values using three replicates of Mix1 and Mix2^d^Not determined (ND) due to insufficient number of true negative or true positive valuesTable 3Summary metrics derived from using one replicate of each sample per roundMeasurementData SourcemiRNA DetectedLog2 SignalsAUC^c^DeviationProcessTechnologyby RoundNon-TrueNegTruePosLowerUpperRangeAllWithinLog2 RatioProportionPureMixesRepsSelective1-to-1^a^BrainPlacentaLimit^b^LimitRangeMedianIQRSumANGS3316714393897.120.012.90.8561.0000.0940.3860.3944416965198918.020.212.20.9210.9960.0810.4920.3995516923696959.520.210.80.7930.971-0.1020.5450.323BNGS33161835109378.920.111.20.8320.969-0.0550.4050.5594415273597338.019.011.00.9100.972-0.1060.3840.4175514552873327.819.211.40.8491.000-0.0310.3540.456CNGS3313261126396.616.39.70.9050.9830.0300.3230.348441158121548.411.83.50.7041.0000.0010.6170.38255124713181512.012.50.50.795ND^d^-0.0310.7560.498DNGS3311516183−10.5−0.648ND^d^-0.2350.9690.644441205132037.610.53.00.9030.950-0.1260.5690.471EDigital Hybridization3317026361913.213.40.20.898ND^d^-0.0770.6610.63544161827122414.615.40.80.727ND^d^-0.3400.6700.3765515993817377.515.37.90.7741.000-0.1650.7490.511^a^Liver-selective miRNA or miRNA with approximately equal signals in both brain and placenta^b^Lower limits for NGS and digital hybridization were calculated with at 95% of values falling within ± 0.585 log2 difference from mean^c^ROC curves were prepared using ordered log2 ratios and a single replicate^d^Not determined (ND) due to insufficient number of true negative or true positive values

Minimizing the experimental design {#Sec8}
----------------------------------

It should be noted that each round of the study included three replicates each of three pure total RNAs, and three replicates each of two mixtures for a total of 15 samples, and predicted values were derived from and compared with samples processed at the same time. Figures [2](#Fig2){ref-type="fig"}, [3](#Fig3){ref-type="fig"}, [4](#Fig4){ref-type="fig"}, [5](#Fig5){ref-type="fig"}, [6](#Fig6){ref-type="fig"}, [7](#Fig7){ref-type="fig"} and [8](#Fig8){ref-type="fig"} and the data in Table [1](#Tab1){ref-type="table"} correspond to these within round comparisons using three replicates. Modifying the experimental design to minimize the number of samples required may be accomplished it two ways.

First, pure total RNA, prepared as part of large enough batch to provide mixture samples that span several rounds may provide a sufficient baseline in the first round to allow for subsequent rounds of testing to be based on the paired mixtures alone, reducing the number of samples required for processing to six. To test this, we used the Round 3 pure tissue profiles as the baseline predicted values for comparison with the mixtures in the subsequent rounds. Metrics derived from this baseline approach are included in Table [2](#Tab2){ref-type="table"}. Using predicted data derived from Round 3 pure samples alone neither obscures, nor distorts the differences among the measurement processes shown in Table [1](#Tab1){ref-type="table"}. This indicates that using the paired mixtures alone, after establishing a baseline prediction, might be sufficient for monitoring processes over time. Intentional changes to a measurement process (e.g., reagent kits, instrumentation, or software) may require re-evaluation of the pure components. In this study, aliquots initially prepared as part of one large set of samples prior to Round 3 were distributed to participants every six months for Rounds 4 and 5. Reference sample stability for longer periods has not been evaluated.

The second approach to reducing the number of samples would be running the sample set (brain, liver, placenta, Mix1, and Mix2) without replicates. To test this we limited the analysis to the first replicate of each dataset. Metrics derived from this approach are included in Table [3](#Tab3){ref-type="table"}. In this case, the ROC curves derived from datasets without sample replication are based on ordered ratios instead of *P*-values \[[@CR7]\]. In the absence of technical replication, the resulting AUCs are lower when all tissue-selective miRNA are evaluated, the lower limit of the useable range is higher, and the IQR is increased. Therefore a consistent approach, either with or without replication, should be used when tracking a measurement process over time. It should also be noted that, in the absence of replication, a measurement failure for any one the five samples in the set would render some of the metrics indeterminable.

Discussion {#Sec9}
==========

The total RNA reference sample set described here provides process controls for genome-scale measurements of miRNA that are reasonable biological mimics and provide a sufficient number of miRNAs to span the dynamic range of a measurement system. Evaluation of the deviations in ratios designed into the sample set provides a quantitative assessment of the reliable region of the measurement system. These sample sets, with or without replication and with or without baseline, can be run in parallel with or in between biomarker profiling experiments at some frequency to provide ongoing measurement assurance of the complete measurement process. An observation of poor results with the process controls (lower AUC, decreased reliable range, etc.) may indicate that profiling experiment results from a proximal timeframe may also have issues. However, achieving an acceptable result with the process controls only indicates that a *measurement process* is working well, but does not confirm experimental observations on the samples under study.

This study was designed to evaluate the reference samples and develop associated metrics, and is not intended as a platform comparison. The results presented are from those sites that accepted samples for the rounds that included mixtures and subsequently provided data for analysis. The platforms are intentionally obscured in the main text because platform performance is confounded with site performance in this study. Less than optimal performance at a particular site due to other factors (operator experience, etc.) may give the impression of poor platform performance. Measurement processes A and B are the only processes performed by two different sites using the same platform. Measurement processes C and D were performed at a single site using two different platforms (both different from the platform used in A and B). Measurement processes E and F are unique sites and platforms. Additional details for each measurement process, including platform information, are available in Additional file [2](#MOESM2){ref-type="media"} as outlines of the protocols in place at the labs. These protocols are not intended as recommendations or guidelines. This study demonstrates the utility of these mixture samples and associated metrics to evaluate technical performance of any genome-scale measurement process, the methods and protocols are incidental to the study presented here.

The current dataset collection provides a range of performance and demonstrates that the samples, the visualizations presented in Figs. [2](#Fig2){ref-type="fig"}, [3](#Fig3){ref-type="fig"}, [4](#Fig4){ref-type="fig"}, [5](#Fig5){ref-type="fig"}, [6](#Fig6){ref-type="fig"}, [7](#Fig7){ref-type="fig"} and [8](#Fig8){ref-type="fig"}, and the summary metrics shown in Table [1](#Tab1){ref-type="table"} can be used to discern differences in performance. Systematic application of the samples, metrics, and methods described here can enable evaluation and optimization of both laboratory and measurement platform performance. Evaluating the relationship between protocols used at different sites and observed performance may also be useful to identify key parameters for optimization.

To promote periodic self-assessment of genome-scale measurement system performance, a web-based version of the analysis pipeline has been implemented as part of the EDRN Informatics Center \[<https://edrn.nci.nih.gov/microrna>\]. Dashboard views of the results can also be generated online (see Additional file [3](#MOESM3){ref-type="media"} for instructions). Visitors to the site may view descriptions of available reference samples or download a protocol on how to prepare them in their own laboratory \[[@CR14]\] (a brief description is available in Methods). Visitors may also view or download publicly available datasets and results. Current participants can add to their datasets and compare the new results to prior datasets to assess individual site performance over time. For new sites interested in assessing their genome-scale profiling workflows, information about registration and availability of EDRN prepared reference sample sets is provided at the EDRN website.

Conclusions {#Sec10}
===========

Metrics and visualizations derived from mixture samples are well suited for assessing performance of genome-scale measurement systems used to identify differentially regulated miRNAs. They are made from biological materials similar to those studied by biomarker profiling laboratories and provide a sufficient number of differentially expressed miRNAs with predictable ratios to serve as benchmarks. Implementing these metrics and visualizations as part of an online resource offers laboratories the opportunity to evaluate and optimize their discovery process.

Methods {#Sec11}
=======

Mixture design {#Sec12}
--------------

Human Brain Reference RNA (Cat. No. AM6050), Human Liver Total RNA (Cat. No. AM7960), and Human Placenta Total RNA (Cat. No. AM7950) was obtained from Ambion (Thermo Fisher Scientific). Manufacturer's stock solutions of 1 μg/μl were verified on a Qubit (Thermo Fisher Scientific). If necessary, stock solutions of pure tissue components (same lot numbers) were combined to provide a sufficient volume of identical material prior to distribution. Prior to mixing, an adequate portion of stock solutions are set aside for pure tissue aliquots. The remaining liver, brain, and placenta stocks were then mixed by volume using the proportions of 1:1:2 and 1:2:1 for Mix1 and Mix2, respectively. These five samples (three neat tissues and two mixtures) were then divided into aliquots. Three replicates of each sample were distributed to participants as a numbered blinded set of 15 tubes. A general method for the preparation of two mixtures of total RNA (Mix1 and Mix2) derived from three different pure total RNA sources (RNA1, RNA2, and RNA3) from either commercially available or laboratory prepared total RNA is also available \[[@CR14]\]. This protocol allows labs to recreate previously measured sample designs for comparison or to generate new sample designs with different components and/or mixture formulations.

Sample handling and analysis {#Sec13}
----------------------------

Each laboratory used its routine protocol for miRNA biomarker detection and evaluations. Individual protocols are available online as part of the data repository, and included in Additional file [2](#MOESM2){ref-type="media"}.

Additional files
================

 {#Sec14}

Additional file 1:Dashboard views of measurement processes A -- E from Rounds 3--5, using three replicates. (PDF 1960 kb) Additional file 2:Protocols for measurement processes A -- F. (PDF 395 kb) Additional file 3:Instructions for using measurement assurance pipeline online. (PDF 223 kb)
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