Recent advents in Neural Machine Translation (NMT) have shown improvements in low-resource language (LRL) translation tasks. In this work, we benchmark NMT between English and five African LRL pairs (Swahili, Amharic, Tigrigna, Oromo, Somali [SATOS]). We collected the available resources on the SATOS languages to evaluate the current state of NMT for LRLs. Our evaluation, comparing a baseline single language pair NMT model against semi-supervised learning, transfer learning, and multilingual modeling, shows significant performance improvements both in the En → LRL and LRL → En directions. In terms of averaged BLEU score, the multilingual approach shows the largest gains, up to +5 points, in six out of ten translation directions. To demonstrate the generalization capability of each model, we also report results on multi-domain test sets. We release the standardized experimental data and the test sets for future works addressing the challenges of NMT in under-resourced settings, in particular for the SATOS languages. 1 1 Data, models and scripts can be accessed at https
INTRODUCTION
Since the introduction of recurrent neural networks Cho et al., 2014; Bahdanau et al., 2014) and recently with the wide use of the Transformer model (Vaswani et al., 2017) , NMT has shown increasingly better translation quality (Bentivogli et al., 2018) . Despite this progress, the NMT paradigm is data demanding and still shows limitations when models are trained on small parallel corpora (Koehn & Knowles, 2017) . Unfortunately, most of the 7,000+ languages and language varieties currently spoken around the world fall under this low-resource condition. For these languages, the absence of usable NMT models, creates a barrier in the increasingly digitized social, economic and political dimensions. To overcome this barrier, building effective NMT models from small-sized training sets has become a primary challenge in MT research.
Recent progress, however, has shown the possibility of learning better models even in this challenging scenario. Promising approaches rely on semi-supervised learning (Sennrich et al., 2016) , transfer-learning (Zoph et al., 2016) and multilingual NMT solutions (Johnson et al., 2017; Ha et al., 2016) . However, due to resource availability issues and to the priority given to well-established evaluation benchmarks, the language and geographical coverage of NMT is yet to reach new heights. This calls for further investigation of the current state of NMT using new languages, especially at a time where an effective and equitable exchange of information across borders and cultures is the most important necessity for many. Therefore, the objectives of this work are: i) to benchmark and expand the current boundary of NMT into five prominent languages used in the East African region (i.e. Swahili, Amharic, Tigrigna, Oromo, and Somali), which have not been extensively studied yet within the NMT paradigm, ii) to investigate strengths and weakness of NMT applied to LRLs and define open problems, iii) to release a standardized training dataset for the five LRL, as well as multi-domain test sets for up to 20 directions, to encourage future research in zero-shot and unsupervised translation between LRLs.
DATASET AND PREPROCESSING
For the five languages aligned to English, we collect all available parallel data from the Opus corpus (Tiedemann, 2012) , including JW300 (Agić & Vulić, 2019), Bible (Christodouloupoulos & Steedman, 2015) , Tanzil, and Ted talks (Cettolo et al., 2012) . For pre-training a massive multilingual model for our transfer learning (TL) experiments, we utilize the Ted talks corpus by Qi et al. (2018) , which contains English-aligned parallel data for 58 languages but does not include the SATOS ones. Monolingual data for each SATOS language are extracted from Wikipedia dumps 2 and the Habit corpus (Rychlỳ & Suchomel, 2016) . 3 Note that, given the data scarcity conditions characterizing SATOS languages, our goal is to collect all the corpora available for these languages, so to ultimately provide a standardized dataset comprising multi-domain test benchmarks facilitating future research. Tables 3 and 4 show the amount of data collected in parallel and monolingual settings. 4
At preprocessing time, data is split into train, dev and test sets. To avoid bias towards specific domains, balanced dev and test sets are built by randomly selecting up to 5K segments. The remaining material is left as training data, after filtering out segments similar to those contained in the dev and test sets in order to avoid potential overlap. Then, the standardized data is segmented into subword units using SentencePiece (Kudo & Richardson, 2018) . 5 The segmentation rules are set to 16K for all models, except for the multilingual models that utilize 32K subwords. When required, particularly for evaluation, the Moses toolkit Koehn et al. (2007) is used to tokenize/detokenize segments. Unless otherwise specified, we use the same pre-processing stages to train all the models.
MODEL TYPES AND EVALUATION
To evaluate different NMT approaches on LRL s, we train the following model types:
i. S-NMT: a total of 10 single language pair models trained for each SATOS ↔En pairs.
ii. SS-NMT: semi-supervised models trained with the original parallel data of an S-NMT model and synthetic data generated with back-translation for each language pair.
iii. TL: adapted child model for each language pair parallel data from the massively multilingual parent model (M-NMT116).
iv. M-NMT: a single multilingual model trained on the aggregation of all the SATOS ↔En data.
These NMT models are evaluated on multi-domain test sets when available; otherwise, only the in-domain test set is used. BLEU (Papineni et al., 2002) is used to measure systems' performance. 6 When En is the target language, BLEU scores are computed on detokenized (hypothesis, reference) pairs. When the target is a LRL, we report tokenized BLEU. Further details about the NMT model types considered in our evaluation are given in Appendix A.3.
MODEL SETTINGS
All the models are trained using the OpenNMT implementation 7 (Klein et al., 2017) of Transformer (Vaswani et al., 2017) The model parameters are set to a 512 hidden units and embedding dimension, 4 layers of self-attentional encoder-decoder with 8 heads. At training time, we use 4, 096 token level batch size with a maximum sentence length of 100. For inference, we keep a 32 example level batch size, with a beam search width of 5. LazyAdam (Kingma & Ba, 2014) is applied throughout all the strategies with a constant initial learning rate value of 2. Given the sparsity of the data, dropout (Srivastava et al., 2014 ) is set to 0.3. The multilingual models (M-NMT and M-NMT116) are run for 1M steps, while the S-NMT, SS-NMT, and the adaptations steps of the TL approach vary based on the amount of data used. In all runs, models' convergence is checked based on the validation loss. MT is a task of mapping a source language sequence X = x 1 , x 2 , . . . , x Lx into a target language Y = y 1 , y 2 . . . , y L Y , where L x and L y can differ. Several types of architectures have been proposed for modeling NMT: Recurrent (Kalchbrenner & Blunsom, 2013; Cho et al., 2014; Bahdanau et al., 2014) , Convolutional (Gehring et al., 2017) , and recently Transformer (TNN) by Vaswani et al. (2017) that have shown better performance and efficient processing of input tokens in a simultaneous manner. Though there are different formalizations of NMT for sequence representation, the common underlying principle is to learn a model in an end-to-end fashion. In general, an encoder network reads the input sequence (X) and creates a latent representation of it, whereas a decoder network learns how to generate the output sequence (Y ). In this work, we utilize the TNN for modeling the NMT systems.
RESULTS AND DISCUSSION
TNN is built using a mechanism called self-attention, that computes relations between the different positions of a given sequence to generate hidden representations. Both the encoder and decoder of TNN constitute a stack of self-attention layers followed by a fully-connected feed-forward (FNN) layers. The encoder is composed of N number of similar layers. Each of the N layers comprises two sub-layers. The first sub-layer is a multi-headed self-attention, while the second is an FNN. The decoder side is similar to the encoder, except a third multi-head self-attention layer is added, to specifically attend on the encoder representation. For each target token prediction stage, a conditional probability is computed using the previously decoded token and the source sequence (X):
The network is trained end-to-end to find the parametersθ that maximizes the log-likelihood of the training set {(x t , y t ) : t = 1, . . . , L y } :
The standard NMT (S-NMT) training requires the availability of a source to target language aligned parallel corpus. Hence, the objective function is simply to learn the mapping from the source and target training examples. Moreover, several training objectives have been suggested for NMT training, as illustrated in Figure 1 , which we will discuss in the following sections.
A.3.2 SEMI-SUPERVISED NMT
In semi-supervised NMT (SS-NMT) monolingual data is utilized to improve over the S-NMT model. The primary way of achieving SS-NMT is known as back-translation (Bertoldi & Federico, 2009; Sennrich et al., 2015) . Hence, to improve a Source → Target model with target language monolingual data, an SS-NMT can be formalized in three stages: i) train Target → Source model by reversing the parallel data, ii) translate the target monolingual data with the reverse model, and iii) train the Source → Target model by merging the original and the newly generated synthetic parallel data.
The expectation is that, with the augmented data, the Source → Target translation performance can be further improved. There are other variants of back-translation based SS-NMT (Edunov et al., 2018; Caswell et al., 2019) , however, for this work we focus on the above three stages following Sennrich et al. (2015) .
A.3.3 TRANSFER-LEARNING BASED NMT Zoph et al. (2016) proposed a TL paradigm, where a model trained with a high-resource pair (parent) is used to initialize a model training for LRL pair (child). Later the TL approach is improved by incorporating related languages in the parent-child transfer setup (Nguyen & Chiang, 2017; Kocmi & Bojar, 2018) . The parent can also be trained with a large scale multilingual data (Neubig & Hu, 2018) and adapted to the LRL pair. Moreover, by tailoring the parent vocabulary and associated model parameters to the child/new LRL pair (Lakew et al., 2017b) have shown a better positive TL, also known as dynamic TL.
Given the diversity of languages and writing scripts, in this work, we utilize the dynamic TL mechanism following the experimental setup in . In other words, assuming a parent model pre-trained with large scale multilingual data, but not the SATOS languages, the TL stage must involve the customization to the LRL pair. Our goal is to investigate how far the pre-trained model helps to improve a new LRL pair than comparing the different TL approaches.
A.3.4 MULTILINGUAL NMT
M-NMT can be considered under the umbrella of TL approach, however, within a single (parent) model that aggregates all the parallel data of N language pairs. Hence, the TL can occur implicitly, based on the assumption that the combination of all the available pairs data brings more diversity to the model training corpus. Though there are several M-NMT modeling mechanisms (Dong et al., 2015; Firat et al., 2016) , we follow the single encoder-decoder based approach (Johnson et al., 2017; Ha et al., 2016) , that works by appending target language-flag at the beginning of each source language example. Our goal is to comparatively evaluate the significance of the M-NMT model that leverages the aggregation of all the SATOS languages data.
A.4 OPEN PROBLEMS
The reported results in Table 1 , and the discussion confirms what has been reported in the literature on back-translation, transfer-learning, and multilingual modeling to improve LRL translation tasks. However, there are still open problems that require further investigation with respect to the SATOS languages and other languages with small training data:
Language and Data: As shown in Table 2 , we explored five languages that are low-resource, as well as highly diverse. Where the varied characteristics of these languages can pose new challenges, more so in the low-resource NMT setting. Meaning, each language can exhibit its characteristics that might require a specialized modeling criterion. For instance, Am and Ti is a highly morphological language (Tachbelie et al., 2009 ), that might be improved with alternative input modeling methods than the segmentation approach (Kudo & Richardson, 2018) we utilized in this work. More importantly the availability of model training resources both in parallel and monolingual format is limited. Hence, data generation approaches that can diversify the existing examples can be a key ingredient to further improve the current model performance. In this direction, Arivazhagan et al. (2019) indicated the importance of formulating sample efficient learning algorithms and approaches that can leverage from other forms of data, such as speech and images.
Domain Shift: can be characterized by scenarios such as domain imbalance within a training data or the domain mismatch between a parallel and monolingual data. The poor performance of each modeling type on the Ted talks are a good indication to easily identify and assess the weakness of NMT, more so in the low-resource setting. Moreover, the poor performance of the SS-NMT is another example where back-translation can also harm the initial model (S-NMT) performance if the monolingual data is too distant from the in-domain data. Thus, with the absence of enough training material, learning a better translation model by exploiting all available domains is an important criterion. This direction requires a model that can generalize well across domains while minimizing the negative effect as observed in the SS-NMT case.
