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Abstract—Estimation of the DNA copy number in a given bi-
ological sample is an important problem in genomics. Quantita-
tive polymerase chain reaction (qPCR) systems detect the target
DNA molecules by amplifying their number through a series of
thermal cycles and measuring the amount of created amplicons in
each cycle. Ideally, the number of target molecules doubles at the
end of each cycle. However, in practice, due to biochemical noise
the efficiency of the qPCR reaction—defined as the fraction of the
target molecules which are successfully copied during a cycle—is
always less than  . In this paper, we formulate the problem of the
joint maximum-likelihood estimation of the qPCR efficiency and
the initial DNA copy number. Then, we analytically determine the
limits of performance of qPCR by deriving the Cramer–Rao lower
bound on the mean-square estimation error. As indicated by simu-
lation studies, the performance of the proposed estimator is supe-
rior compared to competing statistical approaches. The proposed
approach is validated using experimental data.
Index Terms—Cramer–Rao lower bound, quantitative poly-
merase chain reaction.
I. INTRODUCTION
I N vitro exponential amplification and quantification ofspecific sequences of nucleic acids (e.g., DNA, RNA)
via the polymerase chain reaction (PCR) process [1], [2] is
an essential part of many biotechnological procedures. Ap-
plications of PCR [3], [4] include sequence detection and
genotyping, viral and bacterial detection, cancer diagnostics
and genetic fingerprinting, DNA computing, to name just a
few. Indeed, PCR-based protocols are widely used in nucleic
acid research, and are one of the “gold standard” quantitative
assaying techniques. Quantitative PCR, for instance, is the
definitive benchmark for validation of gene expression data
efficiently screened by DNA microarrays. The PCR technology,
broadly defined, enables replication (or so-called amplification)
of specific sequences of DNA in vitro by using an enzymatic
replication process in each of its temperature-regulated cycles
(typically, 30–40 of them). PCR derives its name from one of
its key components—a DNA polymerase enzyme which syn-
thesizes DNA fragments using primed nucleic acid templates.
A PCR cycle, illustrated in Fig. 1, consists of three distinct
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phases: denaturing, annealing, and extension. During dena-
turing, the sample is heated (typically, to temperatures above
90 C) to break the hydrogen bonds between strands of the
target DNA fragments, creating twice as many single-stranded
fragments. Each of the single-stranded DNA fragments serves
as a template during the second phase, annealing, when the
sample is cooled down to temperatures typically between
40–72 C. At such temperatures, primers—short sequences
of nucleotides, designed to be exact complements to specific
regions on templates—hybridize to the templates. There are
two types of primers, one for each of the two types of the
templates. The primers serve as initiation sites for the DNA
polymerase enzyme activated in the last phase of a cycle,
extension. The sample is heated to 72 C maximizing the rate
of extension while ensuring that the partially extended primers
remain attached to the templates. Ideally, at the end of the
extension phase, there are twice as many double-stranded target
DNA fragments as there were at the beginning of the cycle.
This generally results in an exponential growth of the number
of the target nucleic acid sequences.
With PCR, it is possible to amplify a few copies of a DNA
sequence by 6–9 orders of magnitude, generating billions (or
more) of identical copies of the same sequence. The need for
such a high-level molecular replication arises when the target
DNA concentration is not sufficient for experimentation or reli-
able detection (e.g., in applications such as molecular diagnos-
tics and forensics). However, practical issues affect the ampli-
fication process adversely and the efficiency of PCR—defined
as the probability of generating a replica of each template mol-
ecule—is smaller than the desired one. Random nature of the
underlying biochemical enzymatic process leads to variations
in the PCR yield. Moreover, creation of nonspecific byproducts
in the replication process further diminishes quality of the PCR
product and the information that one can extract from the gener-
ated signal. The probabilistic nature of the replication process is
addressed in [5]–[8], where various stochastic models have been
proposed to describe the uncertainties of the process. In [9], the
mutations-related effects that adversely affect the efficiency of
PCR have been studied.
Quantification of the amplicons (DNA molecules obtained by
making copies of the initial DNA template) is generally based
on measuring the light intensity originating from the fluorescent
reporter molecules (so-called probes) incorporated into the cre-
ated amplicons. Hence, the measured signal is proportional to
the number of successfully created copies of the template mol-
ecule. There are three types of commonly used probes: SYBR
Green, hybridization probes, and TaqMan probes. SYBR Green
I is a dye that binds to double-stranded DNA after which its flu-
orescence level increases significantly. However, it is nondis-
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Fig. 1. Typical PCR cycle.
criminatory and just as likely to bind to nonspecific byprod-
ucts of PCR (e.g., primer-dimers) as it is to bind to the double-
stranded target DNA. On the other hand, hybridization probes
are specific to the target DNA sequence [10]. A hybridization
probe consists of two short probe sequences, one labeled with
fluorescein (a fluorescence resonance energy transfer donor) and
the other with an acceptor dye. The two probe sequences are de-
signed so that they hybridize next to each other on the target se-
quence; the colocation of the donor and the acceptor initiates en-
ergy transfer and, therefore, the change in their respective light
intensities indicates successful replication of the target. TaqMan
probes are also specific to the target sequence, and are designed
so that they contain a fluorescein in the vicinity of a quenching
dye. Once the TaqMan probe is attached to the template, a DNA
polymerase separates fluorescein from a quenching dye, which
results in an increased fluorescent signal.
In the real-time PCR, fluorescent signal is measured at the
end of each temperature cycle. The measured light intensities
comprise a reaction profile, usually plotted against the number
of cycles. A typical reaction profile has three distinct phases:
background phase, exponential growth phase, and saturation
phase. During the first phase, the background noise originating
from the unbound probes dominates the useful signal emanating
from the probes attached to the templates. Although the flu-
orescent level of the unbound probes is much lower than the
fluorescent level of the probes bounded to the double-stranded
target DNA, the former significantly outnumber the latter during
the first 15–20 cycles. The second phase starts when the signal
from the PCR products rises sufficiently above the background
noise. Typically, measurements collected during the exponen-
tial growth phase (also referred to as the log phase) are the only
ones used to infer information about the original number of the
DNA targets in the biological sample. The reason for imposing
such a restriction is that the efficiency of PCR can be assumed
constant in the first two phases, which makes the estimation
tractable. In the third phase of PCR, however, the efficiency de-
creases rapidly as the reaction enters the plateau.
The ultimate goal of the quantitative real-time PCR is the esti-
mation of the initial number of target molecules. In practice, this
is commonly done by comparing a real-time PCR reaction pro-
file with the reaction profiles of the so-called standard, where the
latter are recorded for several initial concentrations of a target
which has the same efficiency as the DNA target of interest. In
recent work [11], [12], the reaction profile is first used to esti-
mate the efficiency, which in turn is then employed to find an
estimate of the initial number of the DNA target molecules.
The broad range of applications where the quantitative PCR
is relied upon requires development of efficient estimation al-
gorithms and the analysis of their performance limits. In this
paper, we derive an approximate joint maximum-likelihood es-
timator of the PCR efficiency and the number of initial target
molecules . Moreover, we find the Cramer–Rao lower bound
on the minimum mean-square error of the estimated parameters,
and demonstrate via simulations that the proposed estimator per-
forms close to the Cramer–Rao bound. The paper is organized
as follows. In Section II, we give the PCR model and derive
the joint maximum-likelihood (ML) estimator of and . In
Section III, we derive the Cramer–Rao lower bound on the min-
imum mean-square error of the estimator of . Simulation re-
sults are presented in Section IV, and the experimental verifica-
tion of the proposed technique in Section V. In Section VI, we
summarize and discuss further implications of the results pre-
sented in the paper, outlining extensions to important applica-
tions of qPCR where the use of information-theoretic tools may
prove indispensable.
II. SYSTEM MODEL AND JOINT ML ESTIMATION OF
Let denote the initial number of target molecules which we
want to estimate. We assume that the efficiency of replication
during both the background phase and the exponential phase is
constant, and denote it by .1 Furthermore, denote the number
1During the saturation phase, the efficiency drops as the reaction approaches
plateau. For the sake of simplicity of the estimation procedure, we use only the
measurements taken at the end of the cycles wherein the efficiency is constant.
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of target molecules at the end of the th cycle by , and note
that
(1)
where is the number of amplicons that have
been created in the th cycle. Since the probability of replicating
any of the available amplicons in the th cycle is , it is
easy to see that is a binomial random variable with mean
and variance . Recursion (1) describes a
branching process, often used to model replication in biological
systems [13]. It is not too difficult to show (see, e.g., [5]) that
the mean of in (1) is given by
(2)
Moreover, its variance can be found as
(3)
(4)
where the transition from (3) to (4) can be shown by induction
[5].
Imperfect instrumentation and other biochemistry indepen-
dent sources create a noise which corrupts the measurements of
. We assume that the noise is additive Gaussian ,
and denote it by . For the sake of notational simplicity, we
set the transduction coefficient which maps the number of am-
plicons to the generated signal to ( can be easily
accounted for in the derived expressions). Thus, the quantity
which is measured by is given by
Let us denote the number of temperature cycles in the back-
ground phase of PCR by . Therefore, the first measurement
taken beyond the background noise level is . Furthermore,
denote the number of temperature cycles in the exponential
phase by . Hence, the last measurement taken before the
efficiency starts rapidly deteriorating is . Introduce a new




Clearly, the variable is zero-mean. Finding the exact proba-
bility density function (pdf) of appears to be difficult. How-
ever, if is sufficiently large, we can approximate the pdf of
in the following way. Note that we can express as a sum of
identically distributed random variables




where denotes the number of created amplicons at the end of
the th cycle which had originated from the th molecule in the
original set of template molecules. Moreover,
are independent since they depend only on the number of am-
plicons generated in the first two phases of PCR, during which
templates do not inhibit each other’s replication. Therefore,
can be represented as a sum of a large number of independent
and identically distributed (i.i.d.) random variables. Hence, we
can invoke the central limit theorem and argue that the distri-
bution of may be approximated by a multivariate Gaussian
distribution.
The -entry of the covariance matrix of , can be
written as
(5)
where and denote the th and the th component of ,





and where we assumed (without a loss of generality) that .
Combining (5) and (6), we obtain
Now that we computed the covariance matrix , the probability
density function of can be approximated by the multi-variate
Gaussian distribution
(7)
Note that depends on and through both and .
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A. Estimating the Parameters and
The joint maximum-likelihood estimates of and can be
found by solving the optimization problem
or, equivalently, by solving the minimization
(8)
For convenience, we denote the objective function of the mini-
mization (8) as .
On the other hand, the traditional approach to the estimation
of the initial population in a branching process (see, e.g., [14])
first focuses on finding the maximum-likelihood estimator of ,
(9)
Then, the above estimate is used to find as
(10)
Note that the estimates and are computed using only
the measurements taken in the exponential phase of the PCR
process [5], [15].
Extensive simulation studies conducted over a wide range of
parameters and indicate that the objective function (8), has
a unique (i.e., global) minimum. Therefore, to solve (8), one can
use, e.g., a simple gradient descent method initialized by and
obtained from (10) and (9), respectively. In particular, let us
collect the parameters that need to be estimated into a vector,
. Starting from , we iteratively
update (until a stopping criterion is satisfied) ,
where
The partial derivatives required for are computed as
for , and the step size is obtained via exact or back-
tracking line search. Alternatively, to improve the convergence
speed of the algorithm, we may use, e.g., the Newton’s method.
[The explicit expressions for and are provided
in the next section, where they are computed as an intermediate
step towards the calculation of the Cramer–Rao bound.]
III. LIMITS OF PERFORMANCE OF QPCR: THE CRAMER–RAO
BOUND
The qPCR systems are capable of detecting the initial number
of target DNA molecules over a very broad dynamic range (sev-
eral orders of magnitude). We focus on the scenario where no
prior information about is available, and treat as an un-
known parameter (or a random variable with a uniform distri-
bution having a very large support). Given the extremely broad
range of , it is reasonable to extend the parameter space to
a continuous line. This ensures that the regularity condition re-
quired for the existence of the Fisher information is satisfied;
it also provides computational advantages compared to dealing
with a discrete parameter space. The performance bounds in this
section are computed assuming such a relaxation. [Note: if a
prior information about is available —e.g., is known to
belong to a relatively confined interval —one may employ dis-
crete parameter estimators and find the lower bounds on their
mean-square error performance.]
The minimum mean-square error of any estimation procedure
is lower bounded by the Cramer–Rao bound [16]. We derive
the Cramer–Rao lower bound (CRLB) and use it to quantify the
limits of achievable performance of DNA copy number estima-
tion in quantitative PCR.
The Fisher information matrix, , is given by the negative of
the expected value of the Hessian matrix of , i.e.
where . Therefore, the entries of the matrix
are given by
where, for compactness of the notation, and denote the
entries of (i.e., ). Assuming an unbiased es-
timator, the CRLB on the minimum mean-square error of esti-
mating is given by
(11)
where denotes the -entry of . Similarly, the
CRLB on the minimum mean-square error of estimating is
(12)
where denotes the (2,2)-entry of .
Let us denote and , so
that we can write
Therefore, the Fisher information matrix can be written as
It is easy to find components of
(13)
where denotes the trace operation over its argument, and
where
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and
where and denote the first and the second derivative of
with respect to , respectively.
Finding components of is somewhat more in-
volved. First, note that
The second derivatives, thus, are given by
(14)
It is straightforward to show that the first and the second deriva-









where the -dimensional vector is defined as ,



























and where denotes the first, and denotes the second
derivative of with respect to , respectively. Finally, the









Substituting (15)–(17) into (14), and noting that and
, it is straightforward to show that
(18)
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Fig. 2. Comparison of the estimators mean-square errors and the corresponding CRLB.
where denotes a diagonal matrix with elements of
vector on the diagonal, and where if and
otherwise. On the other hand, from (13) it follows that
(19)
Combining (18) and (19), we finally arrive to
(20)
We refrain from giving explicit expressions for the derivatives
and and from substituting them in (18)–(20)—al-
though trivial to obtain, these expressions are fairly cumber-
some to write. Instead, we use a symbolic math manipulation
package (in particular, Mathematica) to efficiently compute
in (20) for a given set of parameters , and thus
obtain the CRLBs in (11) and (12).
IV. SIMULATION RESULTS
In Fig. 2, we compare the mean-square error of the estimate of
computed by (8) and that of (10), and compare them with the
corresponding Cramer–Rao lower bound. A polymerase chain
reaction is simulated as a branching process with ,
while the variance of the noise in the exponential phase is as-
sumed to be of the measured signal intensity. The esti-
mation is based on only two data points (i.e., we assume
measurements in the exponential case).
The proposed joint ML estimator (8) outperforms the es-
timator (10) for all considered values of . Furthermore, the
mean-square error of the joint ML estimator almost achieves the
computed Cramer–Rao lower bound. On a related note, under
fairly general assumptions an ML estimator is asymptotically
efficient (i.e., should achieve the Cramer–Rao bound). In Fig. 2,
the slight discrepancy is likely caused by the approximation of
the true distribution of by a Gaussian.
V. EXPERIMENTAL RESULTS
In this section, we demonstrate the performance of the pro-
posed algorithm on data obtained in a set of qPCR experiments.
For a template DNA, we used pUC57 DNA Plasmid (essen-
tially a circular DNA strand), a commonly used plasmid cloning
vector in E. coli. The plasmid is isolated from E. coli by ion
exchange chromatography. The molecule is a double-stranded
circle and is illustrated in Fig. 3.
The region of amplification in this experiment is 2710 base
pairs (bp) in length, and the two 25-bp-long primers used in the
PCR have melting temperatures of 62.9 C. In this experiment,
we used 40 PCR identical cycles with temperatures of 60 C
degrees for annealing and extension phase, and 95 C for the
denaturing phase. Real-time detection of generated amplicons
was carried out using SYBR Green fluorescent die.
In Fig. 4, three PCR amplification curves are shown. Clearly,
the signal initially has an exponential growth initially, but after a
number of cycles the efficiency drops and the process becomes
saturated. The amplification plots in this figure correspond to
three different initial amounts of the DNA template (1 pg, 5 pg,
and 10 pg). We employed both (8) and (10) to estimate the ini-
tial target amounts from the acquired PCR amplification data.
The consecutive ratios of the estimated template amounts in the
experiments are 5.27 and 12.51 for the algorithm (8), and 5.38
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Fig. 3. pUC57 DNA Plasmid used as a template in qPCR experiments.
Fig. 4. QPCR signal for three different initial amounts of template (1 pg, 5 pg,
and 10 pg).
and 12.55 for the algorithm (10) (the true values of the ratios
are 5 pg/1 and 10 pg/1 ). The experimental re-
sults suggest applicability of the proposed algorithm to the ini-
tial template estimation in practical quantitative PCR systems.
VI. SUMMARY AND DISCUSSION
In this paper, we studied the problem of joint estimation of the
efficiency and the initial DNA copy number in quantitative poly-
merase chain reaction systems. We proposed a simple approxi-
mate model of the system, stated the maximum-likelihood esti-
mation problem, and described a numerical approach to finding
its solution. Then, we derived the corresponding Cramer–Rao
lower bound on the mean-square estimation error, providing an
analytical expression for the ultimate limit of the qPCR perfor-
mance. As indicated by the simulation studies, the performance
of the proposed estimator is superior with respect to the com-
peting statistical approaches. Finally, we validated the proposed
approach using experimental data.
In many applications, detection of the targets of interest is
rendered difficult by the presence of strong biological inter-
ferers, i.e., by the presence of a large number of DNA frag-
ments whose sequence is partly similar to that of the target tem-
plate. This is very common in the situations where the sample
originates from an organism, tissue, or a complex biological
system. All molecular diagnostic applications essentially fall
into this category. In infectious disease detection, for instance,
it is typically required to amplify and detect less than 100 DNA
strands of a pathogen in the presence of millions of copies of
the host DNA. Those DNA fragments that bear similarity to the
target template may also be amplified, albeit with lower prob-
ability (i.e., lower PCR efficiency). Nevertheless, since the ini-
tial copy number of such fragments may be several orders of
magnitude larger than the initial copy number of the target tem-
plate, the amplicons originating from them significantly con-
tribute to the overall acquired signal. The goal of qPCR then
becomes that of extracting the desired information about the
target template from the measured composite signal. There are
two parts to this problem: 1) determining the number of sources
contributing to the total signal (i.e., the number of different DNA
fragments—including the target template—that are being am-
plified) and 2) estimating the parameters associated with each
of the sources. Detecting a number of sources from a composite
signal is a well-studied problem in many fields. Traditionally,
the number of sources is often detected using information-the-
oretic criteria such as the Akaike information criterion (AIC)
or the minimum description length (MDL) [17]. Estimation of
the parameters associated with the signal sources in the present
problem (i.e., the initial copy numbers of the target template
and the interfering DNA fragments) can be performed using a
variety of techniques, including—but not limited to—total least
squares [18], ESPRIT algorithm [19], modified Prony’s method
[20], etc. Clearly, further studies of this problem and the analysis
of the performance of qPCR in the presence of strong interferers
are of utmost importance, and the use of information-theoretic
tools in those studies may prove indispensable.
On another note, design of primers is the key step in a PCR
experiment. To this end, a number of primer design techniques
have been proposed (see, e.g., [21] and the references therein).
However, such techniques are typically focused on DNA
pairing, and do not take into consideration actual performance
of the qPCR system. The Cramer–Rao bounds provide a link
between the performance and the qPCR efficiency, which is
primer sequence dependent. This connection could potentially
be exploited and incorporated into the primer design procedure,
which may prove particularly useful in the design of primers
for applications where interferers adversely affect performance
of qPCR.
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