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ON WELL POSEDNESS FOR THE INHOMOGENEOUS
NONLINEAR SCHRO¨DINGER EQUATION
CARLOS M. GUZMA´N
Abstract. The purpose of this paper is to study well-posedness of the initial
value problem (IVP) for the inhomogeneous nonlinear Schro¨dinger equation
(INLS)
iut +∆u+ λ|x|
−b|u|αu = 0,
where λ = ±1 and α, b > 0.
We obtain local and global results for initial data in Hs(RN ), with 0 ≤ s ≤ 1.
To this end, we use the contraction mapping principle based on the Strichartz
estimates related to the linear problem.
1. Introduction
In this work, we study the initial value problem (IVP), also called the Cauchy
problem, for the inhomogenous nonlinear Schro¨dinger equation (INLS){
i∂tu+∆u+ λ|x|
−b|u|αu = 0, t ∈ R, x ∈ RN ,
u(0, x) = u0(x),
(1.1)
where u = u(t, x) is a complex-valued function in space-time R× RN , λ = ±1 and
α, b > 0. The equation is called “focusing INLS” when λ = +1 and “defocusing
INLS” when λ = −1.
In the end of the last century, it was suggested that stable high power propaga-
tion can be achieved in a plasma by sending a preliminary laser beam that creates
a channel with a reduced electron density, and thus reduces the nonlinearity inside
the channel, see Gill [14] and Liu-Tripathi [23]. In this case, the beam propaga-
tion can be modeled by the inhomogeneous nonlinear Schro¨dinger equation in the
following form:
i∂tu+∆u+K(x)|u|
αu = 0.
This model has been investigated by several authors, see, for instance, Merle [24]
and Raphae¨l-Szeftel [25], for k1 < K(x) < k2 with k1, k2 > 0, and Fibich-Wang
[11], for K(ǫ|x|) with ǫ small and K ∈ C4(RN )∩L∞(RN ). However, in these works
K(x) is bounded which is not verified in our case.
Our main goal here is to establish local and global results for the Cauchy problem
(1.1) in Hs(RN ), with 0 ≤ s ≤ 1 applying Kato’s method. Indeed, we construct a
closed subspace of C
(
[−T, T ];Hs(RN )
)
such that the operator defined by
G(u)(t) = U(t)u0 + iλ
∫ t
0
U(t− t′)|x|−b|u(t′)|αu(t′)dt′, (1.2)
where U(t) denotes the solution to the linear problem i∂tu + ∆u = 0, with initial
data u0, is stable and contractive in this space. Thus by the contraction mapping
principle we obtain a unique fixed point. The fundamental tool to prove these
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results are the classic Strichartz estimates satisfied by the solution of the linear
Schro¨dinger equation.
Notice that if u(t, x) is solution of (1.1) so is uδ(t, x) = δ
2−b
α u(δ2t, δx), with
initial data u0,δ(x) for all δ > 0. Computing the homogeneus Sobolev norm we get
‖u0,δ‖H˙s = δ
s−N2 +
2−b
α ‖u0‖H˙s .
Hence, the scale-invariant Sobolev norm is Hsc(RN ) with sc =
N
2 −
2−b
α
(critical
Sobolev index). Note that, if sc = 0 (alternatively α =
4−2b
N
) the problem is known
as the mass-critical or L2-critical; if sc = 1 (alternatively α =
4−2b
N−2 ) it is called
energy-critical or H˙1-critical, finally the problem is known as mass-supercritical
and energy-subcritical if 0 < sc < 1. On the other hand, the inhomogeneous
nonlinear Schro¨dinger equation has the following conserved quantities:
Mass ≡M [u(t)] =
∫
RN
|u(t, x)|2dx =M [u0] (1.3)
and
Energy ≡ E[u(t)] =
1
2
∫
RN
|∇u(t, x)|2dx−
λ
α+ 2
∥∥|x|−b|u|α+2∥∥
L1x
= E[u0].
The well-posedness theory for the INLS equation (1.1) was studied for many au-
thors in recent years. Let us briefly recall the best results available in the literature.
Cazenave [2] studied the well-posedness in H1(RN ) using an abstract theory. To do
this, he analyzed (1.1) in the sense of distributions, that is, i∂tu+∆u+|x|
−b|u|αu =
0 inH−1(RN ) for almost all t ∈ I. Therefore, using some results of Functional Anal-
ysis and Semigroups of Linear Operators, he proved that it is appropriate to seek
solutions of (1.1) satisfying
u ∈ C
(
[0, T );H1(RN )
)
∩ C1
(
[0, T );H−1(RN )
)
for some T > 0.
It was also proved that for the defocusing case (λ = −1) any local solution of the
IVP (1.1) with u0 ∈ H
1(RN ) extends globally in time.
Other authors like Genoud-Stuart [13] (see also references therein) also studied this
problem for the focusing case (λ = 1). Using the abstract theory developed by
Cazenave [2], they showed that the IVP (1.1) is locally well-posed in H1(RN ) if
0 < α < 2∗, where
2∗ :=
{
4−2b
N−2 N ≥ 3,
∞ N = 1, 2.
(1.4)
Recently, using some sharp Gagliardo-Nirenberg inequalities, Genoud [12] and Farah
[10] extended for the focusing INLS equation (1.1) some global well-posedness re-
sults obtained, respectively, by Weinstein [27] for the L2-critical NLS equation and
by Holmer-Roudenko [18] for the L2-supercritical and H1-subcritical case. These
authors proved that the solution u of the Cauchy problem (1.1) is globally defined
in H1(RN ) quantifying the smallness condition in the initial data.
However, the abstract theory developed by Cazenave and later used by Genoud-
Stuart [13] to show well-posedness for (1.1), does not give sufficient tools to study
other interesting questions, for instance, scattering and blow up investigated by
Kenig-Merle [21], Holmer-Roudenko-Duyckaerts [9] and others, for the NLS equa-
tion. To study these problems, the authors rely on the Strichartz estimates for NLS
equation and the classical fixed point argument combining with the concentration-
compactness and rigidity technique.
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Inspired by these papers and working toward the proof of scattering and blow
up for the INLS equation, we show the well-posedness for the IVP (1.1) using the
classic Strichartz estimates and the contraction mapping principle.
Applying this technique in the case b = 0 (classical nonlinear Schro¨dinger equa-
tion (NLS)), the IVP (1.1) has been extensively studied over the three decades.
The L2-theory was obtained by Y. Tsutsumi [26] in the case 0 < α < 4
N
. The
H1-subcritical case was studied by Ginibre-Velo [15]-[16] and Kato [19] (these pa-
pers also consider nonlinearities much more general than a pure power). Later,
Cazenave-Weissler [4] treated the L2-critical case and the H1-critical case.
We summarize the well known well-posedness theory for the NLS equation in
the following theorem (we refer, for instance, to Linares-Ponce [22] for a proof of
these results).
Theorem 1.1. Consider the Cauchy problem for the NLS equation ((1.1) with
b = 0). Then, the following statements hold
(1) If 0 < α < 4
N
, then the IVP (1.1) is locally and globally well posed in
L2(RN ). Moreover if α = 4
N
, it is globally well posed in L2(RN ) for small
initial data.
(2) The IVP (1.1) with b = 0 is locally well posed in H1(RN ) if 0 < α ≤ 4
N−2
for N ≥ 3 or 0 < α < +∞, for N = 1, 2. Also, it is globally well-posed in
H1(RN ) if
(i) λ < 0,
(ii) λ > 0 and 0 < α < 4
N
,
(iii) λ > 0, 4
N
< α < 4
N−2 and small initial data,
(iv) λ > 0, α = 4
N−2 and small initial data.
In addition, Cazenave-Weissler [5] and recently Cazenave-Fang-Han [3] showed that
the IVP for the NLS is locally well posed in Hs(RN ) if 0 < α ≤ 4
N−2s and 0 < s <
N
2 , moreover the local solution extends globally in time for small initial data.
Our main interest in this paper is to prove similar results for the INLS equation.
To this end, we divide in two parts.
The first part is devoted to study the local theory of the IVP (1.1). We start
considering the local well-posedness in L2(RN ).
Theorem 1.2. Let 0 < α < 4−2b
N
and 0 < b < min{2, N}, then for all u0 ∈ L
2(RN )
there exist T = T (‖u0‖L2 , N, α) > 0 and a unique solution u of (1.1) satisfying
u ∈ C
(
[−T, T ];L2(RN )
)
∩ Lq
(
[−T, T ];Lr(RN )
)
,
for any (q, r) L2-admissible. Moreover, the continuous dependence upon the initial
data holds.
It is worth to mention that the last theorem is an extension of a result by
Tsutsumi [26] (which asserts local well-posedness for the NLS equation, (1.1) with
b = 0, when 0 < α < 4
N
) to the INLS model.
Next, we treat the local well-posedness in Hs(RN ) for 0 < s ≤ 1. Before stating
the theorem, we define the following numbers
2˜ :=
{
N
3 N = 1, 2, 3,
2 N ≥ 4
and αs :=
{
4−2b
N−2s s <
N
2 ,
+∞ s = N2 .
(1.5)
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Theorem 1.3. Assume 0 < α < αs, 0 < b < 2˜ and max{0, sc} < s ≤ min{
N
2 , 1}.
If u0 ∈ H
s(RN ) then there exist T = T (‖u0‖Hs , N, α) > 0 and a unique solution u
of (1.1) with
u ∈ C
(
[−T, T ];Hs(RN )
)
∩ Lq
(
[−T, T ];Hs,r(RN )
)
for any (q, r) L2-admissible. Moreover, the continuous dependence upon the initial
data holds.
Remark 1.4. Observe that α < 4−2b
N−2s is equivalent to sc < s. On the other hand,
if 0 < α < 4−2b
N
then sc < 0, for this reason we add the restriction s > max{0, sc}
in the above statement.
As an immediate consequence of the Theorem 1.3, we have that the IVP (1.1)
is locally well-posed in H1(RN ).
Corollary 1.5. Assume N ≥ 2, 0 < α < 2∗ and 0 < b < 2˜. If u0 ∈ H
1(RN ) then
the initial value problem (1.1) is locally well-posed and
u ∈ C
(
[−T, T ];H1(RN )
)
∩ Lq
(
[−T, T ];H1,r(RN )
)
,
for any (q, r) L2-admissible.
Remark 1.6. One important difference of the previous results and its its counter-
part for the NLS model (see Theorem 1.1-(2)) is that we do not treat the critical
case here, i.e. α = 4−2b
N−2s with 0 ≤ s ≤ 1 and N ≥ 3. It is still an open problem.
In the second part, we consider the global well-posedness of the Cauchy problem
(1.1). We begin with a global result in L2(RN ) which is an immediate consequence
of Theorem 1.2.
Theorem 1.7. If 0 < α < 4−2b
N
and 0 < b < min{2, N}, then for all u0 ∈ L
2(RN )
the local solution u of the IVP (1.1) extends globally with
u ∈ C
(
R;L2(RN )
)
∩ Lq
(
R;Lr(RN )
)
,
for any (q, r) L2-admissible.
In the sequel we establish a small data global theory for the INLS model (1.1).
Theorem 1.8. Let 4−2b
N
< α < αs with 0 < b < 2˜, sc < s ≤ min{
N
2 , 1} and u0 ∈
Hs(RN ). If ‖u0‖Hs ≤ A then there exists δ = δ(A) such that if ‖U(t)u0‖S(H˙sc ) < δ,
then the solution of (1.1) is globally defined. Moreover,
‖u‖S(H˙sc) ≤ 2‖U(t)u0‖S(H˙sc )
and
‖u‖S(L2) + ‖D
su‖S(L2) ≤ 2c‖u0‖Hs .
Remark 1.9. Note that in the last result we don’t need the condition s > max{0, sc}
as in Theorem 1.3, since α > 4−2b
N
implies sc > 0.
Remark 1.10. Also note that by the Strichartz estimates (2.10), the condition
‖U(t)u0‖S(H˙sc ) < δ is automatically satisfied if ‖u0‖H˙sc ≤
δ
c
.
A similar small data global theory for the NLS model can be found in Cazenave-
Weissler [6], Holmer-Roudenko [18] and Guevara [17]. A consequence of the Theo-
rem 1.8 is the following global well-posed result in H1(RN ).
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Corollary 1.11. Let N ≥ 2, 4−2b
N
< α < 2∗ with 0 < b < 2˜ and u0 ∈ H
1(RN ).
Assume ‖u0‖H1 ≤ A then there exists δ = δ(A) > 0 such that if ‖U(t)u0‖S(H˙sc ) < δ,
then there exists a unique global solution u of (1.1) such that
‖u‖S(H˙sc) ≤ 2‖U(t)u0‖S(H˙sc )
and
‖u‖S(L2) + ‖∇u‖S(L2) ≤ 2c‖u0‖H1 .
The rest of the paper is organized as follows. In section 2, we introduce some
notations and give a review of the Strichartz estimates. In section 3, we prove the
local well-posedness results: Theorems 1.2 and 1.3. Finally, in Section 4, we prove
the results concerning the global theory: Theorems 1.7 and 1.8.
2. Notation and preliminares
Let us start this section by introducing the notation used throughout the paper.
We use c to denote various constants that may vary line by line. Let a set A ⊂ RN ,
AC = RN\A denotes the complement of A. Given x, y ∈ RN , x.y denotes the inner
product of x and y on RN .
Let q, r ≥ 1, T > 0 and s ∈ R, the mixed norms in the spaces Lq[0,T ]L
r
x and
L
q
[0,T ]H
s
x of f(x, t) are defined, respectively, as
‖f‖Lq0,TLrx =
(∫ T
0
‖f(t, .)‖qLrxdt
) 1
q
and
‖f‖Lq0,THsx =
(∫ T
0
‖f(t, .)‖qHsxdt
) 1
q
with the usual modifications when1 q = ∞ or r = ∞. In the case when I = [0, T ]
and we restrict the x-integration to a subset A ⊂ RN then the mixed norm will be
denoted by ‖f‖LqILrx(A). Moreover, when f(t, x) is defined for every time t ∈ R we
shall consider the notations ‖f‖LqtLrx and ‖f‖L
q
tH
s
x
.
For s ∈ R, Js and Ds denote the Bessel and the Riesz potentials of order s,
given via Fourier transform by the formulas
Ĵsf = (1 + |ξ|2)
s
2 f̂ and D̂sf = |ξ|sf̂ ,
where the Fourier transform of f(x) is given by
f̂(y) =
∫
RN
e−ix.ξf(x)dx.
On the other hand, we define the norm of the Sobolev spaces Hs,r(RN ) and
H˙s,r(RN ), respectively, by
‖f‖Hs,r := ‖J
sf‖Lr and ‖f‖H˙s,r := ‖D
sf‖Lr .
If r = 2 we denote Hs,2 simply by Hs.
Next, we recall some Strichartz type estimates associated to the linear Schro¨dinger
propagator.
1‖f‖L∞
0,T
= sup
t∈[0,T ]
|f(t)|.
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Strichartz type estimates. We say the pair (q, r) is L2-admissible or simply
admissible par if they satisfy the condition2
2
q
=
N
2
−
N
r
,
where 
2 ≤ r ≤ 2N
N−2 if N ≥ 3,
2 ≤ r < +∞ if N = 2,
2 ≤ r ≤ +∞ if N = 1.
(2.1)
We also called the pair H˙s-admissible if
2
q
=
N
2
−
N
r
− s, (2.2)
where 
2N
N−2s ≤ r ≤
(
2N
N−2
)−
if N ≥ 3,
2
1−s ≤ r ≤
(
( 21−s )
+
)′
if N = 2,
2
1−2s ≤ r ≤ +∞ if N = 1.
(2.3)
Here, a− is a fixed number slightly smaller than a (a− = a − ε with ε > 0 small
enough) and, in a similar way, we define a+. Moreover (a+)′ is the number such
that
1
a
=
1
(a+)′
+
1
a+
, (2.4)
that is (a+)′ := a
+.a
a+−a with a
+. Finally we say that (q, r) is H˙−s-admissible if
2
q
=
N
2
−
N
r
+ s,
where 
(
2N
N−2s
)+
≤ r ≤
(
2N
N−2
)−
if N ≥ 3,(
2
1−s
)+
≤ r ≤
(
( 21+s )
+
)′
if N = 2,(
2
1−2s
)+
≤ r ≤ +∞ if N = 1.
(2.5)
Given s ∈ R, let As = {(q, r); (q, r) is H˙
s− admissible} and (q′, r′) is such that
1
q
+ 1
q′
= 1 and 1
r
+ 1
r′
= 1 for (q, r) ∈ As. We define the following Strichartz norm
‖u‖S(H˙s) = sup
(q,r)∈As
‖u‖LqtLrx
and the dual Strichartz norm
‖u‖S′(H˙−s) = inf
(q,r)∈A−s
‖u‖
L
q′
t L
r′
x
.
Note that, if s = 0 then A0 is the set of all L
2-admissible pairs. Moreover, if s = 0,
S(H˙0) = S(L2) and S′(H˙0) = S′(L2). We just write S(H˙s) or S′(H˙−s) if the
mixed norm is evaluated over R× RN . To indicate a restriction to a time interval
I ⊂ (−∞,∞) and a subset A of RN , we will consider the notations S(H˙s(A); I)
and S′(H˙−s(A); I).
We now list (without proving) some estimates that will be useful in our work.
2We included in the above definition the improvement, due to M. Keel and T. Tao [20], to the
limiting case for Strichartzs inequalities.
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Lemma 2.1. (Sobolev embedding) Let s ∈ (0,+∞) and 1 ≤ p < +∞.
(i) If s ∈ (0, N
p
) then Hs,p(RN ) is continuously embedded in Lr(RN) where
s = N
p
− N
r
. Moreover,
‖f‖Lr ≤ c‖D
sf‖Lp . (2.6)
(ii) If s = N2 then H
s(RN ) ⊂ Lr(RN) for all r ∈ [2,+∞). Furthermore,
‖f‖Lr ≤ c‖f‖Hs . (2.7)
Proof. See Bergh-Lo¨fstro¨m [1, Theorem 6.5.1] (see also Linares-Ponce [22, Theorem
3.3] and Demenguel-Demenguel [8, Proposition 4.18]). 
Remark 2.2. Using (i), with p = 2, we have that Hs(RN ), with s ∈ (0, N2 ), is
continuously embedded in Lr(RN ) and
‖f‖Lr ≤ c‖f‖Hs , (2.8)
where r ∈ [2, 2N
N−2s ].
Lemma 2.3. (Fractional product rule) Let s ∈ (0, 1] and 1 < r, r1, r2, p1, p2 <
+∞ are such that 1
r
= 1
ri
+ 1
pi
for i = 1, 2. Then,
‖Ds(fg)‖Lr ≤ c‖f‖Lr1‖D
sg‖Lp1 + c‖D
sf‖Lr2‖g‖Lp2 .
Proof. See Christ-Weinstein [7, Proposition 3.3]. 
Lemma 2.4. (Fractional chain rule) Suppose G ∈ C1(C), s ∈ (0, 1], and 1 <
r, r1, r2 < +∞ are such that
1
r
= 1
r1
+ 1
r2
. Then,
‖DsG(u)‖Lr ≤ c‖G
′
(u)‖Lr1‖D
su‖Lr2 .
Proof. See Christ-Weinstein [7, Proposition 3.1]. 
The main tool to show the local and global well-posedness are the well-known
Strichartz estimates. See for instance Linares-Ponce [22] and Kato [19] (see also
Holmer-Roudenko [18] and Guevara [17]).
Lemma 2.5. The following statements hold.
(i) (Linear estimates).
‖U(t)f‖S(L2) ≤ c‖f‖L2, (2.9)
‖U(t)f‖S(H˙s) ≤ c‖f‖H˙s . (2.10)
(ii) (Inhomogeneous estimates).∥∥∥∥∫
R
U(t− t′)g(., t′)dt′
∥∥∥∥
S(L2)
+
∥∥∥∥∫ t
0
U(t− t′)g(., t′)dt′
∥∥∥∥
S(L2)
≤ c‖g‖S′(L2), (2.11)
∥∥∥∥∫ t
0
U(t− t′)g(., t′)dt′
∥∥∥∥
S(H˙s)
≤ c‖g‖S′(H˙−s). (2.12)
The relations (2.11) and (2.12) will be very useful to perform estimates on the
nonlinearity |x|−b|u|αu.
We end this section with three important remarks.
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Remark 2.6. Let F (x, u) = |x|−b|z|αz, where f(z) = |z|αz. The complex deriva-
tive of f is
fz(z) =
α+ 2
2
|z|α and fz¯(u) =
α
2
|z|α−2z2.
For z, w ∈ C, we have
f(z)− f(w) =
∫ 1
0
[
fz(w + t(z − w))(z − w) + fz¯(w + t(z − w))(z − w)
]
dt.
Thus,
|F (x, z)− F (x,w)| . |x|−b (|z|α + |w|α) |z − w|. (2.13)
Remark 2.7. Let B = B(0, 1) = {x ∈ RN ; |x| ≤ 1} and b > 0. If x ∈ BC then
|x|−b < 1 and so ∥∥|x|−bf∥∥
Lrx
≤ ‖f‖Lrx(BC) +
∥∥|x|−bf∥∥
Lrx(B)
.
The next remark provides a condition for the integrability of |x|−b on B and
BC .
Remark 2.8. We notice that if N
γ
− b > 0 then ‖|x|−b‖Lγ(B) < +∞, indeed∫
B
|x|−γbdx = c
∫ 1
0
r−γbrN−1dr = c1 r
N−γb
∣∣1
0
< +∞ if N − γb > 0.
Similarly, we have that ‖|x|−b‖Lγ(BC) is finite if
N
γ
− b < 0.
3. Local well-posedness
In this section we prove the local well-posedness results. The theorems follows
from a contraction mapping argument based on the Strichartz estimates. First, we
show the local well-posedness in L2(RN ) (Theorem 1.2) and then in Hs(RN ) for
0 < s ≤ 1 (Theorem 1.3) as well as Corollary 1.5.
3.1. L2-Theory. We begin with the following lemma. It provides an estimate for
the INLS model nonlinearity in the Strichartz spaces.
Lemma 3.1. Let 0 < α < 4−2b
N
and 0 < b < min{2, N}. Then,∥∥|x|−b|u|αv∥∥
S′(L2;I)
≤ c(T θ1 + T θ2)‖u‖αS(L2;I)‖v‖S(L2;I), (3.1)
where I = [0, T ] and c, θ1, θ2 > 0.
Proof. By Remark 2.7, we have∥∥|x|−b|u|αv∥∥
S′(L2;I)
≤ ‖|u|αv‖S′(L2(BC);I) +
∥∥|x|−b|u|αv∥∥
S′(L2(B);I)
≡ A1 +A2.
Note that in the norm A1 we don’t have any singularity, so we know that
A1 ≤ cT
θ1‖u‖αS(L2;I)‖v‖S(L2;I), (3.2)
where θ1 > 0. See Kato [19, Theorem 0] (also see Linares-Ponce [22, Theorem 5.2
and Corollary 5.1]).
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On the other hand, we need to find an admissible pair to estimate A2. In fact,
using the Ho¨lder inequality twice we obtain
A2 ≤
∥∥|x|−b|u|αv∥∥
L
q′
I
Lr
′
x (B)
≤
∥∥∥‖|x|−b‖Lγ(B)‖u‖αLαr1x ‖v‖Lrx∥∥∥Lq′I
≤ ‖|x|−b‖Lγ(B)T
1
q1 ‖u‖α
L
αq2
I
L
αr1
x
‖v‖Lq
I
Lrx
≤ T
1
q1 ‖|x|−b‖Lγ(B)‖u‖
α
L
q
IL
r
x
‖v‖Lq
I
Lrx
,
if (q, r) L2-admissible and 
1
r′
= 1
γ
+ 1
r1
+ 1
r
1
q′
= 1
q1
+ 1
q2
+ 1
q
q = αq2 , r = αr1.
(3.3)
In order to have ‖|x|−b‖Lγ(B) < +∞ we need
N
γ
> b, by Remark 2.8. Hence, in
view of (3.3) (q, r) must satisfy{
N
γ
= N − N(α+2)
r
> b
1
q1
= 1− α+2
q
.
(3.4)
From the first equation in (3.4) we have N − b− N(α+2)
r
> 0, which is equivalent to
α <
r(N − b)− 2N
N
, (3.5)
for r > 2N
N−b . By hypothesis α <
4−2b
N
, then setting r such that
r(N − b)− 2N
N
=
4− 2b
N
,
we get3 r = 4−2b+2N
N−b satisfying (3.5). Consequently, since (q, r) is L
2-admissible
we obtain q = 4−2b+2N
N
. Next, applying the second equation in (3.4) we deduce
1
q1
=
4− 2b− αN
4− 2b+ 2N
,
which is positive by the hypothesis α < 4−2b
N
. Thus,
A2 ≤ cT
θ2‖u‖αS(L2;I)‖v‖S(L2;I),
where θ2 =
1
q1
. Therefore, combining (3.2) and the last inequality we prove (3.1).

Our goal now is to show Theorem 1.2.
Proof of Theorem 1.2. We define
X = C
(
[−T, T ];L2(RN )
)⋂
Lq
(
[−T, T ];Lr(RN )
)
,
for any (q, r) L2-admissible, and
B(a, T ) = {u ∈ X : ‖u‖S(L2;[−T,T ]) ≤ a},
3Since 0 < b < min{N, 2} the denominator of r is positive and r > 2N
N−b
. Moreover, by a
simple computations we have 2 ≤ r ≤ 2N
N−2
if N ≥ 3, and 2 ≤ r < +∞ if N = 1, 2, that is r
satisfies (2.1). Therefore, the pair (q, r) above defined is L2-admissible.
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where a and T are positive constants to be determined later. We follow the standard
fixed point argument to prove this result. It means that for appropriate values of
a, T we shall show that G defined in (1.2) defines a contraction map on B(a, T ).
Without loss of generality we consider only the case t > 0. Applying Strichartz
inequalities (2.9) and (2.11), we have
‖G(u)‖S(L2;I) ≤ c‖u0‖L2 + c‖|x|
−b|u|α+1‖S′(L2;I), (3.6)
where I = [0, T ]. Moreover, Lemma 3.1 yields
‖G(u)‖S(L2;I) ≤ c‖u0‖L2 + c(T
θ1 + T θ2)‖u‖α+1
S(L2;I)
≤ c‖u0‖L2 + c(T
θ1 + T θ2)aα+1,
provided u ∈ B(a, T ). Hence,
‖G(u)‖S(L2;[−T,T ]) ≤ c‖u0‖L2 + c(T
θ1 + T θ2)aα+1.
Next, choosing a = 2c‖u0‖L2 and T > 0 such that
caα(T θ1 + T θ2) <
1
4
, (3.7)
we conclude G(u) ∈ B(a, T ).
Now we prove that G is a contraction. Again using Strichartz inequality (2.11)
and (2.13), we deduce
‖G(u)−G(v)‖S(L2;I) ≤ c
∥∥|x|−b(|u|αu− |v|αv)∥∥
S′(L2;I)
≤ c
∥∥|x|−b|u|α|u− v|∥∥
S′(L2;I)
+ c
∥∥|x|−b|v|α|u− v|∥∥
S′(L2;I)
≤ c(T θ1 + T θ2)‖u‖αS(L2;I)‖u− v‖S(L2;I)
+c(T θ1 + T θ2)‖v‖αS(L2;I)‖u− v‖S(L2;I),
where I = [0, T ]. That is,
‖G(u)−G(v)‖S(L2;I) ≤ c(T
θ1 + T θ2)
(
‖u‖αS(L2;I) + ‖v‖
α
S(L2;I)
)
‖u− v‖S(L2;I)
≤ 2c(T θ1 + T θ2)aα‖u− v‖S(L2;I),
provided u, v ∈ B(a, T ). Therefore, the inequality (3.7) implies that
‖G(u)−G(v)‖S(L2;[−T,T ]) ≤ 2c(T
θ1 + T θ2)aα‖u− v‖S(L2;[−T,T ])
<
1
2
‖u− v‖S(L2;[−T,T ]),
i.e., G is a contraction on S(a, T ).
The proof of the continuous dependence is similar to the one given above and
it will be omitted. 
3.2. Hs-Theory. The aim of this subsection is to prove the local well-posedness in
Hs(RN ) with 0 < s ≤ 1 (Theorem 1.3) as well as Corollary 1.5. Before doing that
we establish useful estimates for the nonlinearity |x|−b|u|αu. First, we consider the
nonlinearity in the space S′(L2) and in the sequel in the space D−sS′(L2), that is,
we estimate the norm
∥∥|x|−b|u|αu∥∥
S′(L2;I)
and
∥∥Ds(|x|−b|u|αu)∥∥
S′(L2;I)
.
We start this subsection with the following remarks.
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Remark 3.2. Since we will use the Sobolev embedding (Lemma 2.1), we divide our
study in three cases: N ≥ 3 and s < N2 ; N = 1, 2 and s <
N
2 ; N = 1, 2 and s =
N
2 .
(see respectively Lemmas 3.4, 3.5 and 3.6 bellow).
Remark 3.3. Another interesting remark is the following claim
Ds(|x|−b) = CN,b|x|
−b−s. (3.8)
Indeed, we use the facts D̂sf = |ξ|sf̂ and ̂(|x|−β) =
CN,β
|ξ|N−β
for β ∈ (0, N). Let
f(x) = |x|−b, we have
̂Ds(|x|−b) = |ξ|s(̂|x|−b) = |ξ|s
CN,β
|ξ|N−b
=
CN,β
|ξ|N−(b+s)
.
Since 0 < b < 2˜ and 0 < s ≤ min{N2 , 1} then 0 < b + s < N , so taking β = s+ b,
we get
Ds(|x|−b) =
(
CN,β
|y|N−(b+s)
)∨
= CN,β|x|
−b−s.
Lemma 3.4. Let N ≥ 3 and 0 < b < 2˜. If s < N2 and 0 < α <
4−2b
N−2s then the
following statements hold
(i)
∥∥|x|−b|u|αv∥∥
S′(L2;I)
≤ c(T θ1 + T θ2)‖Dsu‖α
S(L2;I)‖v‖S(L2;I)
(ii)
∥∥Ds(|x|−b|u|αu)∥∥
S′(L2;I)
≤ c(T θ1 + T θ2)‖Dsu‖α+1
S(L2;I),
where I = [0, T ] and c, θ1, θ2 > 0.
Proof. (i) We divide the estimate in B and BC , indeed∥∥|x|−b|u|αv∥∥
S′(L2;I)
≤
∥∥|x|−b|u|αv∥∥
S′(L2(BC);I)
+
∥∥|x|−b|u|αv∥∥
S′(L2(B);I)
≡ B1 +B2.
First, we consider B1. Let (q0, r0) L
2-admissible given by4
q0 =
4(α+ 2)
α(N − 2s)
and r0 =
N(α+ 2)
N + αs
. (3.9)
If s < N2 then s <
N
r0
and so using the Sobolev inequality (2.6) and the Ho¨lder
inequality twice, we get
B1 ≤
∥∥|x|−b|u|αv∥∥
L
q′
0
I L
r′
0
x (BC)
≤
∥∥∥‖|x|−b‖Lγ(BC)‖u‖αLαr1x ‖v‖Lr0x ∥∥∥Lq′0I
≤‖|x|−b‖Lγ(BC)
∥∥∥‖Dsu‖αLr0x ‖v‖Lr0x ∥∥∥Lq′0
I
≤‖|x|−b‖Lγ(BC)T
1
q1 ‖Dsu‖α
L
αq2
I L
r0
x
‖v‖Lq0
I
L
r0
x
=‖|x|−b‖Lγ(BC)T
1
q1 ‖Dsu‖α
L
q0
I
L
r0
x
‖v‖Lq0I L
r0
x
, (3.10)
where 
1
r′0
= 1
γ
+ 1
r1
+ 1
r0
1
q′0
= 1
q1
+ 1
q2
+ 1
q0
q0 = αq2 , s =
N
r0
− N
αr1
.
(3.11)
4It is not difficult to check that q0 and r0 satisfy the conditions of admissible pair, see (2.1).
12 C. M. GUZMA´N
In view of Remark 2.8 in order to show that the first norm in the right hand side
of (3.10) is bounded we need N
γ
− b < 0. Indeed, (3.11) is equivalent to{ N
γ
= N − 2N
r0
− Nα
r0
+ αs
1
q1
= 1− α+2
q0
,
(3.12)
which implies, by (3.9)
N
γ
= 0 and
1
q1
=
4− α(N − 2s)
4
. (3.13)
So N
γ
− b < 0 and 1
q1
> 0, by our hypothesis α < 4−2b
N−2s . Therefore, setting θ1 =
1
q1
we deduce
B1 ≤ cT
θ1‖Dsu‖αS(L2;I)‖v‖S(L2;I). (3.14)
We now estimate B2. To do this, we use similar arguments as the ones in
the estimation of A2 in Lemma 3.1. It follows from Ho¨lder’s inequality twice and
Sobolev embedding (2.6) that
B2 ≤
∥∥|x|−b|u|αv∥∥
L
q′
I
Lr
′
x (B)
≤
∥∥∥‖|x|−b‖Lγ(B)‖u‖αLαr1x ‖v‖Lrx∥∥∥Lq′I
≤
∥∥∥‖|x|−b‖Lγ(B)‖Dsu‖αLrx‖v‖Lrx∥∥∥Lq′
I
≤ ‖|x|−b‖Lγ(B)T
1
q1 ‖Dsu‖α
L
αq2
I L
r
x
‖v‖LqILrx
= ‖|x|−b‖Lγ(B)T
1
q1 ‖Dsu‖αLq
I
Lrx
‖v‖Lq
I
Lrx
if (q, r) L2-admissible and the following system is satisfied
1
r′
= 1
γ
+ 1
r1
+ 1
r
s = N
r
− N
αr1
, s < N
r
1
q′
= 1
q1
+ 1
q2
+ 1
q
q = αq2.
(3.15)
Similarly as in Lemma 3.1 we need to check that N
γ
> b (so that ‖|x|−b‖Lγ(B) is
finite) and 1
q1
> 0 for a certain choice of (q, r) L2-admissible pair. From (3.15) this
is equivalent to {
N
γ
= N − 2N
r
− Nα
r
+ αs > b
1
q1
= 1− α+2
q
> 0.
(3.16)
The first equation in (3.16) implies that α < (N−b)r−2N
N−rs (assuming s <
N
r
), then
let us choose r such that
(N − b)r − 2N
N − rs
=
4− 2b
N − 2s
since, by our hypothesis α < 4−2b
N−2s . Therefore r and q are given by
5
r =
2N [N − b+ 2(1− s)]
N(N − 2s) + 4s− bN
and q =
2[N − b+ 2(1− s)]
N − 2s
, (3.17)
5It is easy to see that r > 2 if, and only if, s < N
2
and r < 2N
N−2
if, and only if, b < 2. Therefore
the pair (q, r) given in (3.17) is L2-admissible.
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where we have used that (q, r) is a L2-admissible pair to compute the value of q.
Note that s < N
r
if, and only if, b+ 2s−N < 0. Since s ≤ 1, b < 2˜ (see (1.5)) and
N ≥ 3 it is easy to see that s < N
r
holds. In addition, from the second equation of
(3.16) and (3.17) we also have
1
q1
=
4− 2b− α(N − 2s)
2(N − b+ 2− 2s)
> 0, (3.18)
since α < 4−2b
N−2s .
Hence,
B2 ≤ cT
θ2‖Dsu‖αS(L2;I)‖v‖S(L2;I), (3.19)
where θ2 is given by (3.18). Finally, collecting the inequalities (3.14) and (3.19) we
obtain (i).
(ii) Observe that ∥∥Ds(|x|−b|u|αu)∥∥
S′(L2;I)
≤ C1 + C2,
where
C1 =
∥∥Ds(|x|−b|u|αu)∥∥
S′(L2(BC);I)
and C2 =
∥∥Ds(|x|−b|u|αu)∥∥
S′(L2(B);I)
.
To estimate C1 we use the same admissible pair (q0, r0) used to estimate the
term B1 in item (i). Indeed, let
C11(t) =
∥∥Ds(|x|−b|u|αu)∥∥
L
r′
0
x (BC)
then Lemma 2.3 (fractional product rule), Lemma 2.4 (fractional chain rule) and
Remark 3.3 yield
C11(t) ≤‖|x|
−b‖Lγ(BC)‖D
s(|u|αu)‖
L
β
x
+ ‖Ds(|x|−b)‖Ld(BC)‖u‖
α+1
L
(α+1)e
x
≤‖|x|−b‖Lγ(BC)‖u‖
α
αr1
‖Dsu‖Lr0x + ‖|x|
−b−s‖Ld(BC)‖D
su‖α+1
L
r0
x
≤‖|x|−b‖Lγ(BC)‖D
su‖α+1
L
r0
x
+ ‖|x|−b−s‖Ld(BC)‖D
su‖α+1
L
r0
x
, (3.20)
where we also have used the Sobolev inequality (2.6) and (3.8). Moreover, we have
the following relations 
1
r′0
= 1
γ
+ 1
β
= 1
d
+ 1
e
1
β
= 1
r1
+ 1
r0
s = N
r0
− N
αr1
; s < N
r0
s = N
r0
− N(α+1)e
which implies that { N
γ
= N − 2N
r0
− αN
r0
+ αs
N
d
= N − 2N
r0
− αN
r0
+ αs+ s.
(3.21)
Note that, in view of (3.9) we have N
γ
− b < 0 and N
d
− b − s < 0. These relations
imply that ‖|x|−b‖Lγ(BC) and ‖|x|
−b−s‖Ld(BC) are bounded quantities (see Remark
2.8). Therefore, it follows from (3.20) that
C11(t) ≤ c‖D
su‖α+1
L
r0
x
.
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On the other hand, using 1
q′0
= 1
q1
+ α+1
q0
and applying the Ho¨lder inequality in the
time variable we conclude
‖C11‖
L
q′0
I
≤ cT
1
q1 ‖Dsu‖α+1
L
q0
I L
r0
x
,
where 1
q1
is given in (3.13). The estimate of C1 is finished since C1 ≤ ‖C11‖
L
q′
0
I
.
We now consider C2. Let C22(t) =
∥∥Ds(|x|−b|u|αu)∥∥
Lr
′
x (B)
, we have C2 ≤
‖C22‖Lq′I
. Using the same arguments as in the estimate of C11 we obtain
C22(t) ≤ ‖|x|
−b‖Lγ(B)‖D
su‖α+1Lrx + ‖|x|
−b−s‖Ld(B)‖D
su‖α+1Lrx , (3.22)
if (3.21) is satisfied replacing r0 by r (to be determined later), that is{
N
γ
= N − 2N
r
− αN
r
+ αs
N
d
= N − 2N
r
− αN
r
+ αs+ s.
(3.23)
In order to have that ‖|x|−b‖Lγ(B) and ‖|x|
−b−s‖Ld(B) are bounded, we need
N
γ
> b
and N
d
> b + s, respectively, by Remark 2.8. Therefore, since the first equation in
(3.23) is the same as the first one in (3.16), we choose r as in (3.17). So we get
N
γ
> b, which also implies that N
d
−s > b. Finally, (3.22) and the Ho¨lder inequality
in the time variable yield
C2 ≤ cT
1
q1 ‖Dsu‖α+1
L
(α+1)q2
I
Lrx
= cT
1
q1 ‖Dsu‖α+1
L
q
I
Lrx
, (3.24)
where
1
q′
=
1
q1
+
1
q2
q = (α+ 1)q2. (3.25)
Notice that (3.25) is exactly to the second equation in (3.16), thus 1
q1
> 0 (see the
relation (3.18)). This completes the proof of Lemma 3.4. 
One important remark is that Lemma 3.4 only holds for N ≥ 3, since the admis-
sible par (q, r) defined in (3.17) doesn’t satisfy the condition s < N
r
, for N = 1, 2.
In the next lemma we study these cases.
Lemma 3.5. Let N = 1, 2 and 0 < b < 2˜. If s < N2 and 0 < α <
4−2b
N−2s then
(i)
∥∥|x|−b|u|αv∥∥
S′(L2;I)
≤ c(T θ1 + T θ2)‖Dsu‖αS(L2;I)‖v‖S(L2;I)
(ii)
∥∥Ds(|x|−b|u|αu)∥∥
S′(L2;I)
≤ c(T θ1 + T θ2)‖Dsu‖α+1
S(L2;I),
where I = [0, T ] and c, θ1, θ2 > 0.
Proof. (i) As before, we divide the estimate in B and BC . The estimate on BC
is the same as the term B1 in Lemma 3.4-(i), since (q0, r0) given in (3.9) is L
2-
admissible for s < N2 in all dimensions. Thus we only consider the estimate on
B.
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Indeed, set the L2-admissible pair (q¯, r¯) = ( 82N−s ,
4N
s
). We deduce from the
Ho¨lder inequality twice and Sobolev embedding (2.6)∥∥|x|−b|u|αv∥∥
L
q¯′
I L
r¯′
x (B)
≤
∥∥∥‖|x|−b‖Lγ(B)‖u‖αLαr1x ‖v‖Lrx∥∥∥Lq′
I
≤ ‖|x|−b‖Lγ(B)T
1
q1 ‖Dsu‖α
L
αq2
I L
r
x
‖v‖LqILrx
= ‖|x|−b‖Lγ(B)T
1
q1 ‖Dsu‖αLq
I
Lrx
‖v‖Lq
I
Lrx
if (q, r) is L2-admissible and the following system is satisfied
1
r¯′
= 1
γ
+ 1
r1
+ 1
r
s = N
r
− N
αr1
; s < N
r
1
q¯′
= 1
q1
+ 1
q2
+ 1
q
q = αq2.
(3.26)
Using the values of q¯ and r¯ given above, the previous system is equivalent to{
N
γ
= 4(N−b)−s4 −
N
r
− α(N−sr)
r
+ b
1
q1
= 8−2N−s8 −
α+1
q
.
(3.27)
From the first equation in (3.27) if α < r(4(N−b)−s)−4N
N−sr then
N
γ
> b, and so |x|−b ∈
Lγ(B). Now, in view of the hypothesis α < 4−2b
N−2s we set r such that
r (4(N − b)− s)− 4N
4(N − sr)
=
4− 2b
N − 2s
,
that is6
r =
4N (N − 2s+ 4− 2b)
4s(4− 2b) + (N − 2s) (4N − 4b− s)
. (3.28)
Note that, in order to satisfy the second equation in the system (3.26) we need to
verify s < N
r
. A simple calculation shows that it is true if, and only if, 4b+5s < 4N
and this is true since b < N3 and s <
N
2 .
On the other hand, since we are looking for a pair (q, r) L2-admissible one has
q =
8(N − 2s+ 4− 2b)
(8− 2N + s)(N − 2s)
. (3.29)
Finally, from (3.29) the second equation in (3.27) is given by
1
q1
=
(
8− 2N + s
8
)(
4− 2b− α(N − 2s)
N − 2s+ 4− 2b
)
. (3.30)
which is positive, since α < 4−2b
N−2s , s <
N
2 and N = 1, 2.
(ii) Similarly as in item (i) we only consider the estimate on B. Let
D2(t) =
∥∥|x|−b|u|αu∥∥
Lr¯
′
x (B)
.
6We claim that r satisfies (2.1). In fact, obviously r < +∞. Moreover r ≥ 2 if, and only if,
8− 2N + s ≥ 0 and this is true since s > 0 and N = 1, 2.
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We use analogous arguments as the ones in the estimate of C2 in Lemma 3.4-(ii).
Lemmas 2.3-2.4, the Ho¨lder inequality, the Sobolev embedding (2.6) and Remark
3.3 imply
D2(t) ≤‖|x|
−b‖Lγ(B)‖D
s(|u|αu)‖
L
β
x
+ ‖Ds(|x|−b)‖Ld(B)‖u‖
α+1
L
(α+1)e
x
≤‖|x|−b‖Lγ(B)‖u‖
α
αr1
‖Dsu‖Lrx + ‖|x|
−b−s‖Ld(B)‖D
su‖α+1Lrx
≤‖|x|−b‖Lγ(B)‖D
su‖α+1Lrx + ‖|x|
−b−s‖Ld(B)‖D
su‖α+1Lrx , (3.31)
where 
1
r¯′
= 1
γ
+ 1
β
= 1
d
+ 1
e
1
β
= 1
r1
+ 1
r
s = N
r
− N
αr1
; s < N
r
s = N
r
− N(α+1)e ,
which is equivalent to
N
γ
= N − N
r¯
− (α+1)N
r
+ αs
N
d
= N − N
r¯
− (α+1)N
r
+ αs+ s.
(3.32)
Hence, setting again (q¯, r¯) = ( 82N−s ,
4N
s
) the first equation in (3.32) the same as
the first one in (3.27). Therefore choosing r as in (3.28) we have N
γ
> b, which also
implies N
d
> b+ s. Therefore, it follows from Remark 2.8 and (3.31) that
D2(t) ≤ c‖D
su‖α+1Lrx .
Since, 1
q¯′
= 1
q1
+ α+1
q
(recall that q is given in (3.29)) and applying the Ho¨lder
inequality in the time variable we conclude
‖D2‖Lq¯′T
≤ cT
1
q1 ‖Dsu‖α+1
L
q
T
Lrx
,
where 1
q1
> 0 (see (3.30)). 
We finish the estimates for the nonlinearity considering the case s = N2 . Note
that this case can only occur if N = 1, 2, since here we are interested in local (and
global) results in Hs(RN ) for max{0, sc} < s ≤ min{
N
2 , 1}.
Lemma 3.6. Let N = 1, 2 and 0 < b < N3 . If s =
N
2 and 0 < α < +∞ then
(i)
∥∥|x|−b|u|αv∥∥
S′(L2;I)
≤ cT θ1‖u‖αL∞
I
Hsx
‖v‖L∞
I
L2x
(ii)
∥∥Ds(|x|−b|u|αu)∥∥
S′(L2;I)
≤ cT θ1‖u‖α+1L∞
I
Hsx
,
where I = [0, T ] and c, θ1 > 0.
Proof. (i) To this end we start defining the following numbers
r =
N(α+ 2)
N − 2b
and q =
4(α+ 2)
Nα+ 4b
, (3.33)
it is easy to check that (q, r) is L2-admissible.
We divide the estimate in B and BC . We first consider the estimate on B.
From Ho¨lder’s inequality∥∥|x|−b|u|αv∥∥
Lr
′
x (B)
≤ ‖|x|−b‖Lγ(B)‖u‖
α
L
αr1
x
‖v‖L2x , (3.34)
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where
1
r′
=
1
γ
+
1
r1
+
1
2
. (3.35)
In view of Remark 2.8 to show that |x|−b ∈ Lγ(B), we need N
γ
− b > 0. So, the
relations (3.33) and (3.35) yield
N
γ
− b =
α(N − 2b)
2(α+ 2)
−
N
r1
. (3.36)
If we choose αr1 ∈
(
2N(α+2)
N−2b ,+∞
)
then the right hand side of (3.36) is positive.
Therefore, ∥∥|x|−b|u|αv∥∥
Lr
′
x (B)
≤ c‖u‖α
L
αr1
x
‖v‖L2x .
On the other hand, since 2N(α+2)
N−2b > 2 we can apply the Sobolev embedding (2.7)
to obtain ∥∥|x|−b|u|αv∥∥
Lr
′
x (B)
≤ c‖u‖αHs‖v‖L2x . (3.37)
Next, we consider the estimate on BC . Using the same argument as in the first
case we get ∥∥|x|−b|u|αv∥∥
Lr
′
x (B
C)
≤ ‖|x|−b‖Lγ(BC)‖u‖
α
L
αr1
x
‖v‖L2x ,
where the relations (3.35) and (3.36) hold. Thus, choosing αr1 ∈
(
2, 2N(α+2)
N−2b
)
we
have that N
γ
− b < 0, which implies |x|−b ∈ Lγ(BC), by Remark 2.8. Therefore,
again the Sobolev embedding (2.7) leads to∥∥|x|−b|u|αv∥∥
Lr
′
x (B
C)
≤ c‖u‖αHsx‖v‖L2x .
Finally, it follows from the Ho¨lder inequality in time variable, (3.37) and the
last inequality that∥∥|x|−b|u|αv∥∥
L
q′
I
Lr
′
x
≤ cT θ1‖u‖αL∞
I
Hs‖v‖L∞I L2x , (3.38)
where θ1 =
1
q′
> 0, by (3.33).
(ii) Similarly as in the proof of item (i) we begin setting
r =
N(α+ 2)
N − b− s
and q =
4(α+ 2)
αN + 2b+ 2s
. (3.39)
Observe that, since s = N2 and 0 < b <
N
3 the denominator of r is a positive
number. Furthermore it is easy to verify that (q, r) is L2-admissible.
First, we consider the estimate on B. Lemma 2.4 together with the Ho¨lder
inequality and (3.8) imply
E1(t) ≤ ‖|x|
−b‖Lγ(B)‖D
s(|u|αu)‖
L
β
x
+ ‖Ds(|x|−b)‖Ld(B)‖u‖
α+1
L
(α+1)e
x
≤ ‖|x|−b‖Lγ(B)‖u‖
α
L
αr1
x
‖Dsu‖L2x + ‖|x|
−b−s‖Ld(B)‖u‖
α+1
L
(α+1)e
x
,
where E1(t) =
∥∥Ds(|x|−b|u|αu)∥∥
Lr
′
x (B)
and{ 1
r′
= 1
γ
+ 1
β
= 1
d
+ 1
e
1
β
= 1
r1
+ 12 ,
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which implies {
N
γ
= N2 −
N
r
− N
r1
N
d
= N − N
r
− N
e
.
(3.40)
Now, we claim that ‖|x|−b‖Lγ(B) and ‖|x|
−b−s‖Ld(B) are bounded quantities for
a suitable choice of r1 and e. Indeed, using the value of r in (3.39), (3.40) and the
fact that s = N2 we get
N
γ
− b = (α+1)(N−2b)2(α+2) −
N
r1
N
d
− b− s = (α+1)(N−2b)2(α+2) −
N
e
.
(3.41)
By Remark 2.8, if r1, e >
2N(α+2)
(α+1)(N−2b) then the right hand side of both equations
in (3.41) are positive, so |x|−b ∈ Lγ(B) and |x|−b−s ∈ Ld(B). Hence
E1(t) ≤ c‖u‖
α
L
αr1
x
‖Dsu‖L2x + c‖u‖
α+1
L
(α+1)e
x
.
Choosing r1 and e as before, it is easy to see that
7 αr1 > 2 and (α+ 1)e > 2, thus
we can use the Sobolev inequality (2.7)
E1(t) ≤ c‖u‖
α
Hsx
‖Dsu‖L2x + c‖u‖
α+1
Hsx
≤ c‖u‖α+1Hsx . (3.42)
To complete the proof, we need to consider the estimate on BC . By the same
arguments as before we have
E2(t) ≤ ‖|x|
−b‖Lγ(BC)‖u‖
α
L
αr1
x
‖Dsu‖L2x + ‖|x|
−b−s‖Ld(BC)‖u‖
α+1
L
(α+1)e
x
,
where E2(t) =
∥∥Ds(|x|−b|u|αu)∥∥
Lr
′
x (B
C)
and (3.41) holds. Similarly as in item (i),
since8 2Nα(α+2)(α+1)(N−2b) ,
2N(α+2)
N−b−s > 2, we can choose r1 and e such that
αr1 ∈
(
2,
2Nα(α+ 2)
(α+ 1)(N − 2b)
)
and (α+ 1)e ∈
(
2,
2N(α+ 2)
N − 2b
)
,
and so we obtain from (3.41) that N
γ
− b < 0 and N
d
− b − s < 0. In other words,
‖|x|−b‖Lγ(BC) and ‖|x|
−b−s‖Ld(BC) are bounded quantities for these choices of r1
and e (see Remark 2.8). In addition, by the Sobolev inequality (2.7) we conclude
E2(t) ≤ c‖u‖
α+1
Hsx
.
Finally, (3.42) and the last inequality lead to
‖
∥∥Ds(|x|−b|u|αu)∥∥
L
q′
I L
r′
x
≤ cT
1
q′ ‖u‖α+1L∞
I
Hsx
,
where 1
q′
> 0 by (3.39). 
We now have all tools to prove the main result of this section, Theorem 1.3.
7Increasing the value of r1 if necessary.
8Notice that, since N = 1, 2 and by hypothesis α > 4−2b
N
we have
2Nα(α + 2)
(α+ 1)(N − 2b)
>
2Nα
N − 2b
>
2(4 − 2b)
N − 2b
> 2.
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Proof of Theorem 1.3. We define
X = C
(
[−T, T ];Hs(RN )
)⋂
Lq
(
[−T, T ];Hs,r(RN )
)
,
for any (q, r) L2-admissible, and
‖u‖T = ‖u‖S(L2;[−T,T ]) + ‖D
su‖S(L2;[−T,T ]).
We shall show that G = Gu0 defined in (1.2) is a contraction on the complete metric
space
S(a, T ) = {u ∈ X : ‖u‖T ≤ a}
with the metric
dT (u, v) = ‖u− v‖S(L2;[−T,T ]),
for a suitable choice of a and T .
First, we claim that S(a, T ) with the metric dT is a complete metric space.
Indeed, the proof follows similar arguments as in [2] (see Theorem 1.2.5 and the
proof of Theorem 4.4.1 page 94). Since S(a, T ) ⊂ X and X is a complete space, it
suffices to show that S(a, T ), with the metric dT , is closed in X . Let un ∈ S(a, T )
such that dT (un, u) → 0 as n → +∞, we want to show that u ∈ S(a, T ). If
un ∈ C
(
[−T, T ];Hs(RN )
)
(see the definition of S(a, T )) we have, for almost all
t ∈ [−T, T ], un(t) bounded in H
s(RN ) and so (since Hs(RN ) is reflexive)
un(t) ⇀ v(t) in H
s(RN ) and ‖v(t)‖Hs ≤ lim inf
n→+∞
‖un‖Hs ≤ a. (3.43)
On the other hand, the hypothesis dT (un, u)→ 0 implies that un → u in L
q
IL
r
x for
all (q, r) L2-admissible. Since (∞, 2) is L2-admissible we get un(t) → u(t) in L
2,
for almost all t ∈ [−T, T ]. Therefore, by uniqueness of the limit we deduce that
u(t) = v(t). Also, we have from (3.43)
‖u(t)‖Hs ≤ a.
That is, u ∈ C
(
[−T, T ];Hs(RN )
)
. From similar arguments, if un ∈ L
q
(
I;Hs,r(RN )
)
we obtain u ∈ S(a, I). This completes the proof of the claim.
Returning the proof of the theorem, it follows from the Strichartz inequalities
(2.9) and (2.11) that
‖G(u)‖S(L2;[−T,T ]) ≤ c‖u0‖L2 + c‖F‖S′(L2;[−T,T ]) (3.44)
and
‖DsG(u)‖S(L2;[−T,T ]) ≤ c‖D
su0‖L2 + c‖D
sF‖S′(L2;[−T,T ]), (3.45)
where F (x, u) = |x|−b|u|αu. Similarly as in the proof of Theorem 1.2, without
loss of generality we consider only the case t > 0. So, we deduce using Lemmas
3.4-3.5-3.6 and (3.2)
‖F‖S′(L2;I) ≤ c(T
θ1 + T θ2)‖u‖α+1I
and
‖DsF‖S′(L2;I) ≤ c(T
θ1 + T θ2)‖u‖α+1I .
where I = [0, T ] and θ1, θ2 > 0. Hence, if u ∈ S(a, T ) then
‖G(u)‖T ≤ c‖u0‖Hs + c(T
θ1 + T θ2)aα+1.
Now, choosing a = 2c‖u0‖Hs and T > 0 such that
caα(T θ1 + T θ2) <
1
4
, (3.46)
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we obtain G(u) ∈ S(a, T ). Such calculations establish that G is well defined on
S(a, T ).
To prove that G is a contraction we use (2.13) and an analogous argument as
before
dT (G(u), G(v)) ≤ c‖F (x, u)− F (x, v)‖S′(L2;[−T,T ])
≤ c(T θ1 + T θ2) (‖u‖αT + ‖v‖
α
T ) dT (u, v),
and so, taking u, v ∈ S(a, T ) we get
dT (G(u), G(v)) ≤ c(T
θ1 + T θ2)aαdT (u, v).
Therefore, from (3.46), G is a contraction on S(a, T ) and by the Contraction Map-
ping Theorem we have a unique fixed point u ∈ S(a, T ) of G. 
We finish this section noting that Corollary 1.5 follows directly from Theorem
1.3. It is worth to mention that Corollary 1.5 only holds for N ≥ 2 since we assume
s ≤ min{N2 , 1} in Theorem 1.3.
4. Global well-posedness
This section is devoted to study the global well-posedness of the Cauchy problem
(1.1). Similarly as the local theory we use the fixed point theorem to prove our
small data results in Hs(RN ). We start with a global result in L2(RN ), which does
not require any smallness assumption.
4.1. L2-Theory. The global well-posedness result in L2(RN ) (see Theorem 1.7)
is an immediate consequence of Theorem 1.2. Indeed, using (3.7) we have that
T (‖u0‖L2) =
C
‖u0‖d
L2
for some C, d > 0, then the conservation law (1.3) allows us to
reapply Theorem 1.2 as many times as we wish preserving the length of the time
interval to get a global solution.
4.2. Hs-Theory. In this subsection, we turn our attention to proof the Theorem
1.8. Again the heart of the proof is to establish good estimates on the nonlin-
earity F (x, u) = |x|−b|u|αu. First, we estimate the norm ‖F (x, u)‖S′(H˙−sc ) (see
Lemma 4.1 below), next we estimate ‖F (x, u)‖S′(L2) (see Lemma 4.2) and finally
we consider the norm ‖DsF (x, u)‖S′(L2) (see Lemmas 4.3, 4.5 and 4.7).
We begin defining the following numbers (depending only on N,α and b)
q̂ =
4α(α+ 2− θ)
α(Nα + 2b)− θ(Nα − 4 + 2b)
r̂ =
Nα(α+ 2− θ)
α(N − b)− θ(2 − b)
(4.1)
and
a˜ =
2α(α+ 2− θ)
α[N(α+ 1− θ)− 2 + 2b]− (4− 2b)(1− θ)
â =
2α(α+ 2− θ)
4− 2b− (N − 2)α
, (4.2)
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where θ > 0 sufficiently small9. It is easy to see that (q̂, r̂) L2-admissible, (â, r̂)
H˙sc-admissible10 and (a˜, r̂) H˙−sc-admissible. Moreover, we observe that
1
â
+
1
a˜
=
2
q̂
. (4.3)
Using the same notation of the previous section, we set B = B(0, 1) and we
recall that |x|−b ∈ Lγ(B) if N
γ
> b. Similarly, we have that |x|−b ∈ Lγ(BC) if
N
γ
< b (see Remark 2.8).
Our first result reads follows.
Lemma 4.1. Let 4−2b
N
< α < αs and 0 < b < 2˜. If sc < s ≤ min{
N
2 , 1} then the
following statement holds∥∥|x|−b|u|αv∥∥
S′(H˙−sc )
≤ c‖u‖θL∞t Hsx‖u‖
α−θ
S(H˙sc)
‖v‖S(H˙sc ), (4.4)
where c > 0 and θ ∈ (0, α) is a sufficiently small number.
Proof. The proof follows from similar arguments as the ones in the previous lemmas.
We study the estimates in B and BC separately.
We first consider the set B. From the Ho¨lder inequality we deduce∥∥|x|−b|u|αv∥∥
Lr̂
′
x (B)
≤ ‖|x|−b‖Lγ(B)‖u‖
θ
L
θr1
x
‖u‖α−θ
L
(α−θ)r2
x
‖v‖Lr̂x
= ‖|x|−b‖Lγ(B)‖u‖
θ
L
θr1
x
‖u‖α−θ
Lr̂x
‖v‖Lr̂x , (4.5)
where
1
r̂′
=
1
γ
+
1
r1
+
1
r2
+
1
r̂
and r̂ = (α− θ)r2. (4.6)
Now, we make use of the Sobolev embedding (Lemma 2.1), so we consider two
cases: s = N2 and s <
N
2 .
Case s = N2 . Since s ≤ min{
N
2 , 1}, we only have to consider the cases where
(N, s) is equal to (1, 12 ) or (2, 1). In order to have the norm ‖|x|
−b‖Lγ(B) bounded
we need N
γ
> b. In fact, observe that (4.6) implies
N
γ
= N −
N(α+ 2− θ)
r̂
−
N
r1
,
and from (4.1) it follows that
N
γ
− b =
θ(2 − b)
α
−
N
r1
. (4.7)
Since α > 4−2b
N
then Nα2−b > 2, therefore choosing
θr1 ∈
(
Nα
2− b
,+∞
)
, (4.8)
9First note that, since θ > 0 is sufficiently small, we have that the denominators of q̂, r̂, â and
a˜ are all positive numbers. Moreover, it is easy to see that r̂ satisfies (2.3). In fact â can be
rewritten as â = α+2−θ
1−sc
and since θ < α we have â > 2
1−sc
, which implies that r̂ < 2N
N−2
, for
N ≥ 3. We also note that r̂ ≤ (( 2
1−sc
)+)′, for N = 2. Indeed, the last inequality is equivalent
to εr̂ < ( 2
1−sc
)+( 2
1−sc
) (recall (2.4)) and this is true since ε > 0 is a small enough number. For
N = 1, we see that r̂ < ∞. Finally, we have r̂ > 2N
N−sc
= Nα
2−b
. Indeed, this is equivalent to
(α + 2 − θ)(2 − b) > α(N − b) − θ(2 − b) ⇔ (α + 2)(2 − b) > α(N − b) ⇔ α < 4−2b
N−2
. So since
α < 4−2b
N−2s
and s ≤ 1 (hypothesis) we have that α < 4−2b
N−2
holds, consequently r̂ > 2N
N−sc
.
10Recall that sc is the critical Sobolev index given by sc =
N
2
− 2−b
α
.
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we get N
γ
> b. Hence, inequality (4.5) and the Sobolev embedding (2.7) yield∥∥|x|−b|u|αv∥∥
Lr̂
′
x (B)
≤ c‖u‖θHsx‖u‖
α−θ
Lr̂x
‖v‖Lr̂x . (4.9)
Case s < N2 . Our goal here is to also obtain the inequality (4.9). Indeed we
already have the relation (4.7), then the only change is the choice of θr1 since we
can not apply the Sobolev embedding (2.7) when s < N2 . In this case we set
θr1 =
2N
N − 2s
, (4.10)
so
N
γ
− b = θ(s− sc) > 0,
that is, the quantity ‖|x|−b‖Lγ(B) is finite. Therefore by the Sobolev embedding
(2.8) we obtain the desired inequality (4.9).
Next, we consider the set BC . We claim that∥∥|x|−b|u|αv∥∥
Lr̂
′
x (B
C)
≤ c‖u‖θHsx‖u‖
α−θ
Lr̂x
‖v‖Lr̂x . (4.11)
Indeed, Arguing in the same way as before we deduce∥∥|x|−b|u|αv∥∥
Lr̂
′
x (B
C)
≤ ‖|x|−b‖Lγ(BC)‖u‖
θ
L
θr1
x
‖u‖α−θ
Lr̂x
‖v‖Lr̂x ,
where the relation (4.7) holds. We first show that ‖|x|−b‖Lγ(BC) is finite for a
suitable of r1. Here we also consider two cases: s =
N
2 and s <
N
2 . In the first case,
we choose r1 such that
θr1 ∈
(
2,
Nα
2− b
)
(4.12)
then, from (4.7), N
γ
− b < 0, so |x|−b ∈ Lγ(BC). Thus, by the Sobolev inequality
(2.7) and using the last inequality we deduce (4.11). Now if s < N2 , choosing again
θr1 as (4.12) one has
N
γ
−b < 0. In addition, since α < 4−2b
N−2s we obtain
Nα
2−b <
2N
N−2s ,
therefore the Sobolev inequality (2.8) implies (4.11). This completes the proof of
the claim.
Now, inequalities (4.9) and (4.11) yield∥∥|x|−b|u|αv∥∥
Lr̂
′
x
≤ c‖u‖θHsx‖u‖
α−θ
Lr̂x
‖v‖Lr̂x (4.13)
and the Ho¨lder inequality in the time variable leads to∥∥|x|−b|u|αv∥∥
La˜
′
t L
r̂′
x
≤ c‖u‖θL∞t Hsx‖u‖
α−θ
L
(α−θ)a1
t L
r̂
x
‖v‖LâtLr̂x
= c‖u‖θL∞t Hsx‖u‖
α−θ
LâtL
r̂
x
‖v‖LâtLr̂x ,
where
1
a˜′
=
α− θ
â
+
1
â
.
Since â and a˜ defined in (4.2) satisfy the last relation we conclude the proof of
(4.4).11 
Lemma 4.2. Let 4−2b
N
< α < αs and 0 < b < 2˜. If sc < s ≤ min{
N
2 , 1} then∥∥|x|−b|u|αv∥∥
S′(L2)
≤ c‖u‖θL∞t Hsx‖u‖
α−θ
S(H˙sc )
‖v‖S(L2), (4.14)
where c > 0 and θ ∈ (0, α) is a sufficiently small number.
11Recall that (â, r̂) is H˙sc -admissible and (a˜, r̂) is H˙−sc -admissible.
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Proof. By the previous lemma we already have (4.13), then applying Ho¨lder’s in-
equality in the time variable we obtain∥∥|x|−b|u|αv∥∥
L
q̂′
t L
r̂′
x
≤ c‖u‖θL∞t Hsx‖u‖
α−θ
LâtL
r̂
x
‖v‖
L
q̂
tL
r̂
x
, (4.15)
since
1
q̂′
=
α− θ
â
+
1
q̂
(4.16)
by (4.1) and (4.2). The proof is finished in view of (q̂, r̂) be L2-admissible. 
We now estimate
∥∥Ds (|x|−b|u|αu)∥∥
S′(L2)
. To this end we divide our study in
three cases: N ≥ 4, N = 3 and N = 1, 2.
Lemma 4.3. Let N ≥ 4, 0 < b < 2˜ and 4−2b
N
< α < αs. If sc < s ≤ 1 then the
following statement holds∥∥Ds (|x|−b|u|αu)∥∥
S′(L2)
≤ c‖u‖θL∞t Hsx‖u‖
α−θ
S(H˙sc )
‖Dsu‖S(L2), (4.17)
where c > 0 and θ ∈ (0, α) is a sufficiently small number.
Proof. First note that we always have s < N2 in this lemma, since we are assuming
N ≥ 4 and sc < s ≤ 1. Here, we also divide the estimate in B and B
C separately.
We begin estimating on B. The fractional product rule (Lemma 2.3) yields∥∥Ds (|x|−b|u|αu)∥∥
Lr̂
′
x (B)
≤ N1(t, B) +N2(t, B), (4.18)
where
N1(t, B) =
∥∥|x|−b∥∥
Lγ(B)
‖Ds(|u|αu)‖
L
β
x
N2(t, B) =
∥∥Ds(|x|−b)∥∥
Ld(B)
‖|u|αu‖Lex
and
1
r̂′
=
1
γ
+
1
β
=
1
d
+
1
e
. (4.19)
It follows from the fractional chain rule (Lemma 2.4) and Ho¨lder’s inequality that
N1(t, B) ≤ ‖|x|
−b‖Lγ(B)‖u‖
θ
L
θr1
x
‖u‖α−θ
L
(α−θ)r2
x
‖Dsu‖Lr̂x
= ‖|x|−b‖Lγ(B)‖u‖
θ
L
θr1
x
‖u‖α−θ
Lr̂x
‖Dsu‖Lr̂x , (4.20)
where
1
β
=
1
r1
+
1
r2
+
1
r̂
and r̂ = (α− θ)r2. (4.21)
Notice that the right hand side of (4.20) is the same as the right hand side of (4.5),
with v = Dsu, so combining (4.19) and (4.21) we also have (4.6). Thus, arguing in
the same way as in Lemma 4.1 we obtain (recall that (4.9) also holds when s < N2 )
N1(t, B) ≤ c‖u‖
θ
Hsx
‖u‖α−θ
Lr̂x
‖Dsu‖Lr̂x . (4.22)
On the other hand, we deduce from (3.8), Ho¨lder’s inequality and the Sobolev
emdebbing (2.6)
N2(t, B) ≤ ‖|x|
−b−s‖Ld(B)‖u‖
θ
L
θr1
x
‖u‖α−θ
L
(α−θ)r2
x
‖u‖Lr3x
= ‖|x|−b−s‖Ld(B)‖u‖
θ
L
θr1
x
‖u‖α−θ
Lr̂x
‖Dsu‖Lr̂x , (4.23)
where {
1
e
= 1
r1
+ 1
r2
+ 1
r3
r̂ = (α− θ)r2
s = N
r̂
− N
r3
with s < N
r̂
,
(4.24)
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which implies using (4.19) that
N
d
− s = N −
N(α+ 2− θ)
r̂
−
N
r1
and so, by (4.1)
N
d
− b− s =
θ(2− b)
α
−
N
r1
. (4.25)
Observe that the right hand side of (4.25) is the same as the right hand side of (4.7).
Hence, choosing θr1 as in (4.10) (recall that s <
N
2 ) we have
N
d
− b− s > 0, so the
quantity ‖|x|−b−s‖Ld(B) is bounded, by Remark 2.8. Now, the Sobolev embedding
(2.8) and (4.23) imply that
N2(t, B) ≤ c‖u‖
θ
Hsx
‖u‖α−θ
Lr̂x
‖Dsu‖Lr̂x .
Therefore, the last inequality together with (4.22) lead to∥∥Ds (|x|−b|u|αu)∥∥
Lr̂
′
x (B)
≤ c‖u‖θHsx‖u‖
α−θ
Lr̂x
‖Dsu‖Lr̂x. (4.26)
Thus applying Ho¨lder’s inequality in the time variable and recalling (4.16),∥∥Ds (|x|−b|u|αu)∥∥
L
q̂′
t L
r̂′
x (B)
≤ c‖u‖θL∞t Hsx‖u‖
α−θ
LâtL
r̂
x
‖Dsu‖
L
q̂
tL
r̂
x
≤ c‖u‖θL∞t Hsx‖u‖
α−θ
S(H˙sc)
‖Dsu‖S(L2). (4.27)
Next we consider the norm
∥∥Ds (|x|−b|u|αu)∥∥
Lr̂
′
x (B
C)
. Similarly as before, re-
placing B by BC , we also get (4.20)-(4.21) and consequently by the proof of Lemma
4.1 we have the inequality (4.22), that is
N1(t, B
C) ≤ c‖u‖θHsx‖u‖
α−θ
Lr̂x
‖Dsu‖Lr̂x.
We also have (replacing B by BC)
N2(t, B
C) ≤ ‖|x|−b−s‖Ld(BC)‖u‖
θ
L
θr1
x
‖u‖α−θ
Lr̂x
‖Dsu‖Lr̂x ,
where the relation (4.25) holds, thus setting θr1 = 2 we deduce
N
d
− b− s = −θsc < 0,
which implies that |x|−b−s ∈ Ld(BC), by Remark 2.8. Then the Sobolev embedding
(2.8) yields
N2(t, B
C) ≤ c‖u‖θHsx‖u‖
α−θ
Lr̂x
‖Dsu‖Lr̂x.
Therefore, ∥∥Ds (|x|−b|u|αu)∥∥
Lr̂
′
x (B
C)
≤ N1(t, B) +N2(t, B
C)
≤ ‖u‖θHsx‖u‖
α−θ
Lr̂x
‖Dsu‖Lr̂x .
Finally, using Ho¨lder’s inequality in the time variable, the last inequality (re-
calling (4.16)) and the relation (4.27) we get the estimate (4.17). 
Remark 4.4. Notice that Lemma 4.3 doesn’t hold in dimension three for every
α < αs (recall (1.5)). In fact, the condition s <
N
r̂
(used in (4.24)) is only true for
N ≥ 4. In the next lemma we consider the case N = 3.
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Before stating the lemma, we define the following numbers
k =
4α(α+ 1− θ)
4− 2b− α
p =
6α(α+ 1− θ)
(4 − 2b)(α− θ) + α
(4.28)
and
l =
4α(α+ 1− θ)
α(3α− 2 + 2b)− θ(3α− 4 + 2b)
, (4.29)
where θ ∈ (0, α). It is not difficult to verify that (l, p) is L2-admissible and (k, p) is
H˙sc-admissible12.
We also define
m =
4D
D − ε
n =
6D
2D + ε
(4.30)
and
a∗ =
4θ
2 + ε−D
r∗ =
6αθ
(4− 2b)θ − (2 + ε−D)α
, (4.31)
where D = α− θ+ µ with µ ∈ (b, 1) and ε is a sufficiently small number such that
ε < µ − b. Note that 2 < n < 3 (n satisfies the condition (2.1) for N = 3) and
(m,n) is L2-admissible. Moreover, choosing θ = Fα with13 F = 2−ε+µ−2b4−2b we claim
that (a∗, r∗) is H˙sc-admissible. We first show that the denominators of a∗ and r∗
are positive numbers. Indeed
2+ ε−D = 2+ ε−µ+Fα−α= 2+ ε−µ−α(1−F ) = 2+ ε−µ−α
(
2 + ε− µ
4− 2b
)
,
so by our hypothesis α < 4−2b3−2s and since s ≤ 1 we deduce 2 + ε−D > 0. We also
have (using the value of F and the fact that D > µ)
(4− 2b)θ − (2 + ε−D)α = α ((4− 2b)F − 2− ε+D) > (2(µ− b)− 2ε) ,
which is positive setting ε < µ− b.
Next, we show that r∗ satisfies the condition (2.3), with N = 3. Note that r∗ can
be rewritten as r∗ = 6αF2(µ−b−ε)+α(1−F ) . Hence, r
∗ < 6 is equivalent to
αF < 2(µ− b− ε) + α(1− F ) ⇔ α <
2(µ− b− ε)
2F − 1
= 4− 2b,
which is true since α < 4−2b3−2s and s ≤ 1. In addition, r
∗ > 63−2sc =
3α
2−b is equivalent
to
(4− 2b)F > 2(µ− b− ε) + α(1 − F ) ⇔ α < 4− 2b.
Finally, it is easy to see that (a∗, r∗) satisfy the condition (2.2).
Lemma 4.5. Let N = 3, 4−2b3 < α <
4−2b
3−2s and 0 < b < 1. If sc < s ≤ 1 then there
exists µ ∈ (b, 1) such that∥∥Ds (|x|−b|u|αu)∥∥
S′(L2)
≤ c‖u‖θL∞t Hsx‖u‖
α−θ
S(H˙sc)
(
‖Dsu‖S(L2) + ‖u‖S(L2)
)
+c‖u‖1−µL∞t Hsx
‖u‖θ
S(H˙sc)
‖Dsu‖α−θ+µ
S(L2) , (4.32)
where c > 0, θ = αF with F = 2−ε+µ−2b4−2b and ε > 0 is a sufficiently small number.
12We see that 3α
2−b
= 6
3−2sc
< p < 6, i.e., p satisfies the condition (2.3) (and therefore (2.1),
since 6
3−2sc
> 2) for N = 3.
13It is easy to see that F ∈
(
1
2
, 1
)
if ε < µ− b. Therefore, since θ = Fα, we have θ < α.
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Proof. Observe that∥∥Ds (|x|−b|u|αu)∥∥
S′(L2)
≤
∥∥Ds (|x|−b|u|αu)∥∥
S′(L2(B))
+
∥∥Ds (|x|−b|u|αu)∥∥
S′(L2(BC))
.
Let A ⊂ RN that can be B or BC . Since (2, 6) is L2-admissible in 3D we have∥∥Ds (|x|−b|u|αu)∥∥
S′(L2(A))
≤
∥∥Ds (|x|−b|u|αu)∥∥
L2
′
t L
6′
x (A)
.
As before, applying the fractional product rule (Lemma 2.3) we have∥∥Ds (|x|−b|u|αu)∥∥
L6
′
x (A)
≤ M1(t, A) +M2(t, A), (4.33)
where
M1(t, A) =
∥∥|x|−b∥∥
Lγ(A)
‖Ds(|u|αu)‖
L
β
x
, M2(t, A) =
∥∥Ds(|x|−b)∥∥
Ld(A)
‖|u|αu‖Lex
and
1
6′
=
1
γ
+
1
β
=
1
d
+
1
e
. (4.34)
Estimating M1(t, A). It follows by the fractional chain rule (Lemma 2.4) and
Ho¨lder’s inequality that
M1(t, A) ≤ ‖|x|
−b‖Lγ(A)‖u‖
θ
L
θr1
x
‖u‖α−θ
L
(α−θ)r2
x
‖Dsu‖Lpx
= ‖|x|−b‖Lγ(A)‖u‖
θ
L
θr1
x
‖u‖α−θ
L
p
x
‖Dsu‖Lpx , (4.35)
where
1
β
=
1
r1
+
1
r2
+
1
p
and p = (α− θ)r2. (4.36)
Combining (4.34) and (4.36) we obtain
3
γ
=
5
2
−
3
r1
−
3(α+ 1− θ)
p
,
which implies, by (4.28)
3
γ
− b =
θ(2− b)
α
−
3
r1
. (4.37)
In to order to show that ‖|x|−b‖Lγ(A) is finite we need to verify that
3
γ
− b > 0 if
A = B and 3
γ
− b < 0 if A = BC , by Remark 2.8. Indeed if θr1 =
6
3−2s , by (4.37),
we have
3
γ
− b = θ(s− sc) > 0
and if θr1 = 2 then
3
γ
− b = −θsc < 0.
Therefore, the inequality (4.35) and the Sobolev embedding (2.8) yield
M1(t, A) ≤ c‖u‖
θ
Hsx
‖u‖α−θ
L
p
x
‖Dsu‖Lpx . (4.38)
We now estimate M2(t, A). Let A = B
C , applying the Ho¨lder inequality and
(3.8) we have
M2(t, B
C) ≤ ‖|x|−b−s‖Ld(BC)‖u‖
θ
L
θr1
x
‖u‖α−θ
L
(α−θ)r2
x
‖u‖Lpx
≤ ‖|x|−b−s‖Ld(BC)‖u‖
θ
L
θr1
x
‖u‖α−θ
L
p
x
‖u‖Lpx ,
where
1
e
=
1
r1
+
1
r2
+
1
p
and p = (α− θ)r2.
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The relation (4.34) and the last relation imply
3
d
=
5
2
−
3
r1
−
3(α+ 1− θ)
p
.
In view of (4.28) we deduce
3
d
− b =
θ(2− b)
α
−
3
r1
.
Setting θr1 = 2 we have
3
d
− b = −θsc, so
3
d
− b− s = −θsc − s < 0, i.e., |x|
−b−s ∈
Ld(BC). So, by the Sobolev inequality (2.8)
M2(t, B
C) ≤ c‖u‖θHsx‖u‖
α−θ
L
p
x
‖u‖Lpx. (4.39)
We also deduce from the Ho¨lder inequality, the Sobolev embedding14 (2.6) and
(3.8)
M2(t, B) ≤ ‖|x|
−b−s‖Ld(B)‖u‖
θ
L
θr1
x
‖u‖α−θ
L
(α−θ)r2
x
‖u‖µ
L
µr3
x
‖u‖1−µ
L
(1−µ)r4
x
≤ ‖|x|−b−s‖Ld(B)‖u‖
θ
L
θr1
x
‖Dsu‖α−θLnx ‖D
su‖µLnx‖u‖
1−µ
L
(1−µ)r4
x
= ‖|x|−b−s‖Ld(B)‖u‖
θ
Lr∗x
‖Dsu‖α−θ+µLnx ‖u‖
1−µ
L
(1−µ)r4
x
,
if the following system is satisfied
1
e
= 1
r1
+ 1
r2
+ 1
r3
+ 1
r4
s = 3
n
− 3(α−θ)r2 s =
3
n
− 3
µr3
r∗ = θr1.
It follows from (4.34) and the previous system that
3
d
=
5
2
+ sD −
3θ
r∗
−
3D
n
−
3
r4
, (4.40)
which implies by (4.30) and (4.31)
3
d
=
7
2
+ sD −
(2 − b)θ
α
−
3D
2
−
3
r4
, (4.41)
whereD = α−θ+µ. In view of Remark 2.8 to show that ‖|x|−b−s‖Ld(B) is bounded
we need 3
d
− b− s > 0. In fact, choosing (1 − µ)r4 =
6
3−2s we have
3
d
− b− s = 2− b−
3α
2
+
3θ
2
+ s(α− θ)−
(2− b)θ
α
= −α
(
3
2
−
2− b
α
)
+ θ
(
3
2
−
2− b
α
)
+ s(α− θ)
= (s− sc)(α− θ),
which is positive since s > sc. So |x|
−b−s ∈ Ld(B) and
M2(t, B) ≤ c‖u‖
1−µ
Hsx
‖u‖θLr∗x ‖D
su‖α−θ+µLnx . (4.42)
where we have used the Sobolev embedding (2.8).
Therefore, combining (4.33), (4.38) with A = BC and (4.39) we obtain∥∥Ds (|x|−b|u|αu)∥∥
L6
′
x (B
C)
≤ c‖u‖θHsx‖u‖
α−θ
L
p
x
‖Dsu‖Lpx + c‖u‖
θ
Hsx
‖u‖α−θ
L
p
x
‖u‖Lpx.
14We can use the Sobolev embedding (2.6) since s ≤ 1 < 3
n
.
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Moreover by (4.38) with A = B and (4.42) we have∥∥Ds (|x|−b|u|αu)∥∥
L6
′
x (B)
≤ c‖u‖θHsx‖u‖
α−θ
L
p
x
‖u‖Lpx + c‖u‖
1−µ
Hsx
‖u‖θLr∗x ‖D
su‖α−θ+µLnx .
Finally, since
1
2′
=
α− θ
k
+
1
l
and
1
2′
=
θ
a∗
+
α− θ + µ
m
,
we can use Ho¨lder’s inequality in the time variable in the last two inequalities to
conclude∥∥Ds (|x|−b|u|αu)∥∥
L2
′
t L
6′
x (B
C)
≤ c‖u‖θL∞t Hsx‖u‖
α−θ
LktL
p
x
(
‖Dsu‖LltL
p
x
+ ‖u‖LltL
p
x
)
and ∥∥Ds (|x|−b|u|αu)∥∥
L2
′
t L
6′
x (B)
≤ c‖u‖θL∞t Hsx‖u‖
α−θ
LktL
p
x
‖Dsu‖LltL
p
x
+ c‖u‖1−µL∞t Hsx‖u‖
θ
La
∗
t L
r∗
x
‖Dsu‖α−θ+µLmt Lnx ,
The proof is completed recalling that (m,n) and (l, p) are L2-admissible as well
as (k, p) and (a∗, r∗) are H˙sc -admissible. 
Remark 4.6. It is worth to mention that in the previous lemma θ > 0 is given by
θ = Fα and since F < 1, we only have that θ < α and it might be not true that θ
is close to 0.
Before proving our global well-posedness result, we finish estimating the norm∥∥Ds (|x|−b|u|αu)∥∥
S′(L2)
in the dimensions N = 1, 2.
Lemma 4.7. Let N = 1, 2 and 4−2b
N
< α < αs with 0 < b < 2˜. If sc < s ≤
min{N2 , 1} then∥∥Ds (|x|−b|u|αu)∥∥
S′(L2)
≤ c‖u‖θL∞t Hsx‖u‖
α−θ
S(H˙sc)
‖Dsu‖S(L2)
+ c‖u‖1+θL∞t Hsx
‖u‖α−θ
S(H˙sc )
, (4.43)
where c > 0 and θ ∈ (0, α) is a sufficiently small number.
Proof. The proof follows from analogous arguments as the ones used in the previous
lemmas. Let A ⊂ RN that can be B or BC and (q, r) any L2-admissible pair. By
the fractional product rule (Lemma 2.3) we get∥∥Ds (|x|−b|u|αu)∥∥
Lr
′
x (A)
≤ P1(t, A) + P2(t, A), (4.44)
where
P1(t, A) =
∥∥|x|−b∥∥
Lγ(A)
‖Ds(|u|αu)‖
L
β
x
, P2(t, A) =
∥∥Ds(|x|−b)∥∥
Ld(A)
‖|u|αu‖Lex
(4.45)
and
1
r′
=
1
γ
+
1
β
=
1
d
+
1
e
. (4.46)
To estimate P1(t, A) and P2(t, A), we consider three cases: N = 1 and s <
1
2 ;
N = 2 and s < 1; N = 1, 2 and s = N2 .
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Case N = 1 and s < 12 . We define the following numbers
k∗ =
4α(α + 1− θ)
(4− 2b)(α− θ + 1)− α
l∗ =
4(α+ 1− θ)
α− θ
p∗ = 2(α+ 1− θ) (4.47)
q0 =
2α
αb+ θ(2 − b)
, and r0 =
2α
α(1− 2b)− θ(4 − 2b)
. (4.48)
It is straightforward to verify that, if θ > 0 is a small enough number, the as-
sumption 0 < b < 13 implies that the denominators of q0, r0, k
∗ and l∗ are all
positive numbers. Furthermore, (q0, r0), (l
∗, p∗) are L2-admissible15 and (k∗, p∗) is
H˙sc-admissible.
First, we estimate P1(t, A) with r = r0. The fractional chain rule (Lemma 2.4)
and Ho¨lder’s inequality yield
P1(t, A) ≤ ‖|x|
−b‖Lγ(A)‖u‖
θ
L
θr1
x
‖u‖α−θ
L
(α−θ)r2
x
‖Dsu‖
L
p∗
x
= ‖|x|−b‖Lγ(A)‖u‖
θ
L
θr1
x
‖u‖α−θ
L
p∗
x
‖Dsu‖
L
p∗
x
, (4.49)
where
1
β
=
1
r1
+
1
r2
+
1
p∗
and p∗ = (α− θ)r2. (4.50)
This implies
1
γ
− b =
θ(2− b)
α
−
1
r1
, (4.51)
where we have used (4.46), (4.50), (4.47) and (4.48). Now, if A = B and setting
θr1 =
2
1−2s we get
1
γ
− b = θ(s−sc) > 0, furthermore, taking A = B
C and choosing
θr1 = 2 one has
1
γ
− b = −θsc < 0. Hence, from the Sobolev embedding
16 (2.8) and
Remark 2.8
P1(t, A) ≤ c‖u‖
θ
Hsx
‖u‖α−θ
L
p∗
x
‖Dsu‖
L
p∗
x
. (4.52)
We now consider P2(t, A) with r = r0. It follows from (4.45) and (3.8) that
P2(t, A) ≤ ‖|x|
−b−s‖Ld(A)‖u‖
θ+1
L
(θ+1)e
x
‖u‖α−θL∞x (4.53)
and by (4.46)
1
d
− b =
1
2
+
θ(2− b)
α
−
1
e
. (4.54)
We claim that ‖|x|−b−s‖Ld(A) is a finite quantity for a suitable choice of e. If A = B
we choose (θ + 1)e = 21−2s , and if A = B
C we set (θ + 1)e = 2. We obtain in the
first case
1
d
− b− s = θ(s− sc) > 0,
and in the second case
1
γ
− b− s = −θsc < 0.
So, the Sobolev embedding (2.8), Remark 2.8 and (4.53) yield
P2(t, A) ≤ c‖u‖
θ+1
Hsx
‖u‖α−θL∞x .
15Note that, r0 > 2 (see (2.1) for N = 1). Moreover, since 0 < b <
1
3
we have p∗ ≥ 2
1−2sc
=
α
2−b
(see (2.2) for N = 1).
16Since θr1 ∈ [2,
2
1−2s
] in both cases.
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Therefore, relations (4.44), (4.52) and the last inequality with A = B and
A = BC imply that∥∥Ds (|x|−b|u|αu)∥∥
L
r′0
x (B)
≤ c‖u‖θHsx‖u‖
α−θ
L
p∗
x
‖Dsu‖
L
p∗
x
+ c‖u‖θ+1Hsx ‖u‖
α−θ
L∞x
and ∥∥Ds (|x|−b|u|αu)∥∥
L
r′
0
x (BC)
≤ c‖u‖θHsx‖u‖
α−θ
L
p∗
x
‖Dsu‖
L
p∗
x
+ c‖u‖θ+1Hsx ‖u‖
α−θ
L∞x
.
Finally since
1
q′0
=
α− θ
k∗
+
1
l∗
we apply the Ho¨lder inequality in the time variable to get (recalling (l∗, p∗) is L2-
admissible and (k∗, p∗) is H˙sc-admissible)∥∥Ds (|x|−b|u|αu)∥∥
L
q′
0
t L
r′
0
x
≤ c‖u‖θL∞t Hsx‖u‖
α−θ
Lk
∗
t L
p∗
x
‖Dsu‖
Ll
∗
t L
p∗
x
+ c‖u‖θ+1L∞t Hsx‖u‖
α−θ
L
(α−θ)q′0
t L
∞
x
≤ c‖u‖θL∞t Hsx‖u‖
α−θ
S(H˙sc)
‖Dsu‖S(L2)
+ c‖u‖θ+1L∞t Hsx‖u‖
α−θ
S(H˙sc )
.
where we have used the fact that (α − θ)q′0 =
4
1−2sc
, by (4.48), and ( 41−2sc ,∞) is
H˙sc-admissible.
Case N = 2 and s < 1. We consider the following numbers
q˜ =
2α
α[b + 2ε(α− θ)] + θ(2− b)
r˜ =
2α
α[1− b− 2ε(α− θ)] − θ(2− b)
, (4.55)
l0 =
2(α+ 1− θ)
(α− θ)(1 − 2ε)
p0 =
2(α+ 1− θ)
1 + 2ε(α− θ)
(4.56)
and
k0 =
2α(α+ 1− θ)
α[1− b− 2ε(α− θ)] + (2− b)(1− θ)
(4.57)
Note that (q˜, r˜), (l0, p0) are L
2-admissible17 and (k0, p0) is H˙
sc -admissible18.
Estimating P1(t, A) (recall (4.45)-(4.46)) with r = r˜. The fractional chain rule
(Lemma 2.4) and Ho¨lder’s inequality lead to
P1(t, A) ≤ ‖|x|
−b‖Lγ(A)‖u‖
θ
L
θr1
x
‖u‖α−θ
L
(α−θ)r2
x
‖Dsu‖Lp0x
= ‖|x|−b‖Lγ(A)‖u‖
θ
L
θr1
x
‖u‖α−θ
L
p0
x
‖Dsu‖Lp0x , (4.58)
where
1
β
=
1
r1
+
1
r2
+
1
p0
and p0 = (α− θ)r2, (4.59)
17The hypothesis 0 < b < N
3
with N = 2 guarantee that the denominators of q˜, r˜, k0, l0 and
p0 are all positive numbers. Moreover, r˜ > 2 is equivalent to α(b + 2ε(α− θ)) > −θ(2− b) which
is true, therefore r˜ satisfies (2.1) for N = 2.
18We claim that 2α
2−b
= 2
1−sc
≤ p0 ≤ ((
2
1−sc
)+)′. Indeed, the first inequality is equivalent to
α(1− b) + (1− θ)(2− b) ≥ 2εα(α− θ) which holds true since ε > 0 is a small enough number. On
the other hand, the later inequality holds since εp0 ≤ (
2
1−sc
)+( 2
1−sc
) (recall (2.4)) can be verified
for ε > 0 small enough.
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so by the relations (4.46), (4.59), (4.56) and (4.55) one has
2
γ
− b =
θ(2− b)
α
−
2
r1
. (4.60)
As in the previous case, if A = B we set θr1 =
2
1−s and then
2
γ
− b > 0. On the
other hand, if A = BC , we set θr1 = 2 and then
2
γ
− b < 0. Hence, the Sobolev
embedding (2.8) and Remark 2.8 yield
P1(t, A) ≤ c‖u‖
θ
Hsx
‖u‖α−θ
L
p0
x
‖Dsu‖Lp0x . (4.61)
Next we estimate P2(t, A) with with r = r˜. An application of the Ho¨lder
inequality together with (4.45) and (3.8) imply
P2(t, A) ≤ ‖|x|
−b−s‖Ld(A)‖u‖
θ+1
L
(θ+1)r1
x
‖u‖α−θ
L
(α−θ)r2
x
≤ ‖|x|−b−s‖Ld(A)‖u‖
θ+1
L
(θ+1)r1
x
‖u‖α−θ
L
1
ε
x
,
where
1
e
=
1
r1
+
1
r2
, (α− θ)r2 =
1
ε
. (4.62)
We deduce from (4.62) and (4.46)
2
d
= 2−
2
r˜
−
1
r1
− 2ε(α− θ)
= 1 + b+
θ(2 − b)
α
−
2
r1
, (4.63)
where we have used (4.55). In addition, if A = B and (θ + 1)r1 =
2
1−s we get
2
d
− b− s = θ(s− sc) > 0,
likewise if A = BC and (θ + 1)r1 = 2, we have
2
d
− b− s = −θsc − s < 0.
Thus
P2(t, A) ≤ c‖u‖
θ+1
Hsx
‖u‖α−θ
L
1
ε
x
,
where we have used the Sobolev inequality (2.8) and and Remark 2.8.
Hence, by the relations (4.44), (4.61) and the last inequality∥∥Ds (|x|−b|u|αu)∥∥
Lr˜x
≤ c‖u‖θHsx‖u‖
α−θ
L
p0
x
‖Dsu‖Lp0x + c‖u‖
θ+1
Hsx
‖u‖α−θ
L
1
ε
x
.
Finally, from (4.55) and (4.57)
1
q˜′
=
α− θ
k0
+
1
l0
,
so applying the Ho¨lder inequality in the time variable we deduce∥∥Ds (|x|−b|u|αu)∥∥
L
q˜′
t L
r˜′
x
≤ c‖u‖θL∞t Hsx‖u‖
α−θ
L
k0
t L
p0
x
‖Dsu‖
L
l0
t L
p0
x
+ c‖u‖θ+1L∞t Hsx‖u‖
α−θ
L
(α−θ)q˜′
t L
1
ε
x
≤ c‖u‖θL∞t Hsx‖u‖
α−θ
S(H˙sc)
‖Dsu‖S(L2)
+ c‖u‖θ+1L∞t Hsx‖u‖
α−θ
S(H˙sc)
.
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where we have used the fact that (α − θ)q˜′ = 2α2−b−2εα and
(
2α
2−b−2εα ,
1
ε
)
is H˙sc -
admissible.
Case N = 1, 2 and s = N2 . As before, we start defining the following numbers
a¯ =
2(α+ 1− θ)
2− sc
q¯ =
2(α+ 1− θ)
2 + sc(α− θ)
(4.64)
r¯ =
2N(α+ 1− θ)
N(α+ 1− θ)− 2sc(α− θ)− 4
(4.65)
and
k¯ =
2(α+ 1− θ)2
2(α− θ)(1 − sc)− sc
l¯ =
2(α+ 1− θ)2
2(α− θ)(1 − sc) + sc ((α+ 1− θ)2 − 1)
(4.66)
p¯ =
2N(α+ 1− θ)2
(N − 2sc)(α + 1− θ)2 − 4(α− θ)(1 − sc) + 2sc
. (4.67)
It is not difficult to check that (q¯, r¯) and (l¯, p¯) L2-admissible and (a¯, r¯), (k¯, p¯) H˙sc -
admissible.19
First, we estimate P1(t, A) with r = r¯. The fractional chain rule (Lemma 2.4)
and Ho¨lder’s inequality lead to
P1(t, A) ≤ ‖|x|
−b‖Lγ(A)‖u‖
θ
L
θr1
x
‖u‖α−θ
L
(α−θ)r2
x
‖Dsu‖Lp¯x
= ‖|x|−b‖Lγ(A)‖u‖
θ
L
θr1
x
‖u‖α−θ
L
p¯
x
‖Dsu‖Lp¯x, (4.68)
where
1
β
=
1
r1
+
1
r2
+
1
p¯
and p¯ = (α− θ)r2, (4.69)
and so combining (4.46), (4.69) (4.65) and (4.67) we obtain
N
γ
− b = N − b−
N
r1
−
N
r¯
−
N(α+ 1− θ)
p¯
= N − b−
N
r1
−
(
(α + 1− θ)(N − 2sc) +N − 2(2− sc)
2
)
=
θ(2− b)
α
−
N
r1
. (4.70)
In order to have that the first norm in the right hand side of (4.68) is finite, we
need to verify N
γ
− b > 0 if A = B and N
γ
− b < 0 if A = BC for suitable choices of
r1. To this end, we set r1 such that
θr1 >
Nα
(2− b)
(when A = B) and 2 < θr1 <
Nα
(2− b)
(when A = BC) (4.71)
19It is easy to see that the denominators of a¯ and q¯ are positive numbers (since sc < 1 and
α > θ). Furthermore, the denominators of r¯, k¯, l¯ and p¯ are also positive numbers for θ > 0
sufficiently small and b < N
3
. We also have r¯, p¯ ≥ 2N
N−2sc
= Nα
2−b
. Indeed r¯ =
2N(α+1−θ)
N−2b−θ(N−2sc)
≥
Nα
2−b
⇔ α(4 − N) + (1 − θ)(4 − 2b) > −θα(N − 2sc) which is true since N = 1, 2 and θ < 1.
Moreover, p¯ ≥ Nα
2−b
is equivalent to 2(α − θ)(4 − 2b− α(N − 2)) ≥ Nα− (4− 2b) so
α (2(4− 2b)−N − 2α(N − 2)) + (4 − 2b) ≥ 2θ(4 − 2b− α(N − 2)),
this is true since θ small enough, N = 1, 2 and b < N
3
.
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Hence, the Sobolev embedding (2.7) and (4.68) yield
P1(t, A) ≤ c‖u‖
θ
Hsx
‖u‖α−θ
L
p¯
x
‖Dsu‖Lp¯x. (4.72)
We now consider P2(t, A) with r = r¯. By the Ho¨lder inequality and (4.45)
P2(t, A) ≤ ‖|x|
−b−s‖Ld(A)‖u‖
θ+1
L
(θ+1)r1
x
‖u‖α−θ
L
(α−θ)r2
x
= ‖|x|−b−s‖Ld(A)‖u‖
θ+1
L
(θ+1)r1
x
‖u‖α−θLr¯x
, (4.73)
where
1
e
=
1
r1
+
1
r2
and r¯ = (α− θ)r2. (4.74)
The relations (4.46) and (4.74) as well as r¯ defined in (4.65), yield (recall s = N2 )
N
d
− b− s = N − b − s−
N
r1
−
N(α+ 1− θ)
r¯
=
N
2
+ (2 − b)−
N
r1
−
N(α+ 1− θ)
2
+ sc(α− θ)
=
θ(2 − b)
α
−
N
r1
. (4.75)
We see that the right hand side of (4.75) is equal to the right hand side of (4.70),
so choosing r1 as in (4.71) and again applying the Sobolev inequality (2.7), we
conclude
P2(t, A) ≤ c‖u‖
θ+1
Hsx
‖u‖α−θLr¯x
.
The inequalities (4.44), (4.72) and the last inequality imply that∥∥Ds (|x|−b|u|αu)∥∥
Lr¯
′
x
≤ c‖u‖θHsx‖u‖
α−θ
L
p¯
x
‖Dsu‖Lp¯x + c‖u‖
θ+1
Hsx
‖u‖α−θLr¯x
.
Since
1
q¯′
=
α− θ
k¯
+
1
l¯
we can apply the Ho¨lder inequality in the time variable to deduce∥∥Ds (|x|−b|u|αu)∥∥
L
q¯′
t L
r¯′
x
≤ c‖u‖θL∞t Hsx‖u‖
α−θ
Lk¯tL
p¯
x
‖Dsu‖
Ll¯tL
p¯
x
+c ‖u‖θ+1L∞t Hsx‖u‖
α−θ
L
(α−θ)q¯′
t L
r¯
x
≤ c‖u‖θL∞t Hsx‖u‖
α−θ
S(H˙sc)
‖Dsu‖S(L2)
+c‖u‖θ+1L∞t Hsx‖u‖
α−θ
La¯tL
r¯
x
,
where in the last equality we have used the fact that a¯ = (α− θ)q¯′. This completes
the proof since (a¯, r¯) H˙sc-admissible. 
The next result follows directly from Lemmas 4.3, 4.5 and 4.7.
Corollary 4.8. Assume 4−2b
N
< α < αs and 0 < b < 2˜. If sc < s ≤ min{
N
2 , 1}
then following statement hold:
‖DsF‖S′(L2) ≤ c‖u‖
θ
L∞t H
s
x
‖u‖α−θ
S(H˙sc )
(
‖Dsu‖S(L2) + ‖u‖S(L2) + ‖u‖L∞t Hsx
)
+ c‖u‖1−µL∞t Hsx‖u‖
θ
S(H˙sc)
‖Dsu‖α−θ+µ
S(L2) ,
where F (x, u) = |x|−b|u|αu.
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Now, we have all the tools to prove the Theorem 1.8. Similarly as in the local
theory, we use the contraction mapping principle.
Proof of Theorem 1.8. First, we define
B = {u : ‖u‖S(H˙sc) ≤ 2‖U(t)u0‖S(H˙sc ) and ‖u‖S(L2) + ‖D
su‖S(L2) ≤ 2c‖u0‖Hs}.
We prove that G = Gu0 defined in (1.2) is a contraction on B equipped with the
metric
d(u, v) = ‖u− v‖S(L2) + ‖u− v‖S(H˙sc ).
Indeed, we deduce by the Strichartz inequalities (2.9), (2.10), (2.11) and (2.12)
‖G(u)‖S(H˙sc ) ≤ ‖U(t)u0‖S(H˙sc ) + c‖F‖S′(H˙−sc ) (4.76)
‖G(u)‖S(L2) ≤ c‖u0‖L2 + c‖F‖S′(L2) (4.77)
and
‖DsG(u)‖S(L2) ≤ c‖D
su0‖L2 + c‖D
sF‖S′(L2), (4.78)
where F (x, u) = |x|−b|u|αu. On the other hand, it follows from Lemmas 4.1 and
4.2 together with Corollary 4.8 that
‖F‖S′(H˙−sc ) ≤ c‖u‖
θ
L∞t H
s
x
‖u‖α−θ
S(H˙sc)
‖u‖S(H˙sc)
‖F‖S′(L2) ≤ c‖u‖
θ
L∞t H
s
x
‖u‖α−θ
S(H˙sc)
‖u‖S(L2)
and
‖DsF‖S′(L2) ≤ c‖u‖
θ
L∞t H
s
x
‖u‖α−θ
S(H˙sc )
(
‖Dsu‖S(L2) + ‖u‖S(L2) + ‖u‖L∞t Hsx
)
+ c‖u‖1−µL∞t Hsx‖u‖
θ
S(H˙sc)
‖Dsu‖α−θ+µ
S(L2) .
Combining (4.76)-(4.78) and the last inequalities, we get for u ∈ B
‖G(u)‖S(H˙sc ) ≤‖U(t)u0‖S(H˙sc ) + c‖u‖
θ
L∞t H
s
x
‖u‖α−θ
S(H˙sc)
‖u‖S(H˙sc )
≤‖U(t)u0‖S(H˙sc ) + 2
α+1cθ+1‖u0‖
θ
Hs‖U(t)u0‖
α−θ+1
S(H˙sc )
.
In addition, setting X = ‖Dsu‖S(L2) + ‖u‖S(L2) + ‖u‖L∞t Hsx
‖G(u)‖S(L2) + ‖D
sG(u)‖S(L2) ≤ c‖u0‖Hs + c‖u‖
θ
L∞t H
s
x
‖u‖α−θ
S(H˙sc)
X
+ c‖u‖1−µL∞t Hsx‖u‖
θ
S(H˙sc)
‖Dsu‖α−θ+µ
S(L2)
≤ c‖u0‖Hs + 2
α+2cθ+2‖u0‖
θ+1
Hs ‖U(t)u0‖
α−θ
S(H˙sc )
+2α+1cα−θ+2‖u0‖
α−θ+1
Hs ‖U(t)u0‖
θ
S(H˙sc )
,
where we have have used the fact that X ≤ 22c‖u0‖Hs since u ∈ B.
Now if ‖U(t)u0‖S(H˙sc ) < δ with
δ ≤ min
{
α−θ
√
1
2cθ+12α+1Aθ
,
α−θ
√
1
4cθ+12α+2Aθ
,
θ
√
1
4cα−θ+12α+1Aα−θ
}
, (4.79)
where A > 0 is a number such that ‖u0‖Hs ≤ A, we get
‖G(u)‖S(H˙sc ) ≤ 2‖U(t)u0‖S(H˙sc )
and
‖G(u)‖S(L2) + ‖D
sG(u)‖S(L2) ≤ 2c‖u0‖Hs ,
that is G(u) ∈ B.
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To complete the proof we show that G is a contraction on B. From (2.13) and
repeating the above computations one has
‖G(u)−G(v)‖S(H˙sc ) ≤c‖F (x, u)− F (x, v)‖S(H˙−sc )
≤c
∥∥|x|−b|u|α|u− v|∥∥
S(H˙−sc )
+
∥∥|x|−b|v|α|u− v|∥∥
S(H˙−sc )
≤c‖u‖θL∞t Hsx‖u‖
α−θ
S(H˙sc)
‖u− v‖S(H˙sc )
+ c‖v‖θL∞t Hsx‖v‖
α−θ
S(H˙sc )
‖u− v‖S(H˙sc )
which implies, taking u, v ∈ B
‖G(u)−G(v)‖S(H˙sc ) ≤ 2c(2c)
θ‖u0‖
θ
Hs2
α−θ‖U(t)u0‖
α−θ
S(H˙sc )
‖u− v‖S(H˙sc )
= 2α+1cθ+1‖u0‖
θ
Hs‖U(t)u0‖
α−θ
S(H˙sc )
‖u− v‖S(H˙sc ).
By similar arguments we also obtain
‖G(u)−G(v)‖S(L2) ≤ 2
α+1cθ+1‖u0‖
θ
Hs‖U(t)u0‖
α−θ
S(H˙sc )
‖u− v‖S(L2).
Finally, from the two last inequalities and (4.79)
d(G(u), G(v)) ≤ 2α+1cθ+1‖u0‖
θ
Hs‖U(t)u0‖
α−θ
S(H˙sc )
d(u, v) ≤
1
2
d(u, v),
i.e., G is a contraction.
Therefore, by the Banach Fixed Point Theorem, G has a unique fixed point
u ∈ B, which is a global solution of (1.1). 
Acknowledgments. The author would like to thank professor L. Farah (UFMG)
for the very useful suggestions given during the elaboration of this paper. The
author was supported by CAPES/Brazil.
References
[1] J. Bergh and J. Lo¨fstro¨m. Interpolation spaces. An introduction. Springer-Verlag, Berlin-New
York, 1976. Grundlehren der Mathematischen Wissenschaften, No. 223.
[2] T. Cazenave. Semilinear Schro¨dinger equations, volume 10 of Courant Lecture Notes in Math-
ematics. New York University, Courant Institute of Mathematical Sciences, New York; Amer-
ican Mathematical Society, Providence, RI, 2003.
[3] T. Cazenave, D. Fang, and Z. Han. Continuous dependence for NLS in fractional order spaces.
Ann. Inst. H. Poincare´ Anal. Non Line´aire, 28(1):135–147, 2011.
[4] T. Cazenave and F. B. Weissler. Some remarks on the nonlinear Schro¨dinger equation in the
critical case. In Nonlinear semigroups, partial differential equations and attractors, volume
1394 of Lecture Notes in Math., pages 18–29. Springer, Berlin, 1989.
[5] T. Cazenave and F. B. Weissler. The Cauchy problem for the critical nonlinear Schro¨dinger
equation in Hs. Nonlinear Anal., 14(10):807–836, 1990.
[6] T. Cazenave and F. B. Weissler. Rapidly decaying solutions of the nonlinear Schro¨dinger
equation. Comm. Math. Phys., 147(1):75–100, 1992.
[7] F. M. Christ and M. I. Weinstein. Dispersion of small amplitude solutions of the generalized
Korteweg-de Vries equation. J. Funct. Anal., 100(1):87–109, 1991.
[8] F. Demengel and G. Demengel. Functional spaces for the theory of elliptic partial differential
equations. Universitext. Springer, London; EDP Sciences, Les Ulis, 2012.
[9] T. Duyckaerts, J. Holmer, and S. Roudenko. Scattering for the non-radial 3D cubic nonlinear
Schro¨dinger equation. Math. Res. Lett., 15(6):1233–1250, 2008.
[10] L. G. Farah. Global well-posedness and blow-up on the energy space for the inhomogeneous
nonlinear Schro¨dinger equation. J. Evol. Equ., 16(1):193–208, 2016.
[11] G. Fibich and X. P. Wang. Stability of solitary waves for nonlinear Schro¨dinger equations
with inhomogeneous nonlinearities. Phys. D, 175(1-2):96–108, 2003.
36 C. M. GUZMA´N
[12] F. Genoud. An inhomogeneous, L2-critical, nonlinear Schro¨dinger equation. Z. Anal. An-
wend., 31(3):283–290, 2012.
[13] F. Genoud and C. A. Stuart. Schro¨dinger equations with a spatially decaying nonlinearity:
existence and stability of standing waves. Discrete Contin. Dyn. Syst., 21(1):137–186, 2008.
[14] T. S. Gill. Optical guiding of laser beam in nonuniform plasma. Pramana J. Phys, 55(5-
6):835–842, 2000.
[15] J. Ginibre and G. Velo. On a class of nonlinear Schro¨dinger equations. I. The Cauchy problem,
general case. J. Funct. Anal., 32(1):1–32, 1979.
[16] J. Ginibre and G. Velo. The global Cauchy problem for the nonlinear Schro¨dinger equation
revisited. Ann. Inst. H. Poincare´ Anal. Non Line´aire, 2(4):309–327, 1985.
[17] C. D. Guevara. Global behavior of finite energy solutions to the d-dimensional focusing non-
linear Schro¨dinger equation. Appl. Math. Res. Express. AMRX, 2014(2):177–243, 2014.
[18] J. Holmer and S. Roudenko. A sharp condition for scattering of the radial 3D cubic nonlinear
Schro¨dinger equation. Comm. Math. Phys., 282(2):435–467, 2008.
[19] T. Kato. On nonlinear Schro¨dinger equations. Ann. Inst. H. Poincare´ Phys. The´or.,
46(1):113–129, 1987.
[20] M. Keel and T. Tao. Endpoint Strichartz estimates. Amer. J. Math., 120(5):955–980, 1998.
[21] C. E. Kenig and F. Merle. Global well-posedness, scattering and blow-up for the energy-
critical, focusing, non-linear Schro¨dinger equation in the radial case. Invent. Math.,
166(3):645–675, 2006.
[22] F. Linares and G. Ponce. Introduction to nonlinear dispersive equations. Universitext.
Springer, New York, second edition, 2015.
[23] C. S. Liu and V. K. Tripathi. Laser guiding in an axially nonuniform plasma channel. Physics
of Plasmas, 1(9):3100–3103, 1994.
[24] F. Merle. Nonexistence of minimal blow-up solutions of equations iut = −∆u− k(x)|u|4/Nu
in RN . Ann. Inst. H. Poincare´ Phys. The´or., 64(1):33–85, 1996.
[25] P. Raphae¨l and J. Szeftel. Existence and uniqueness of minimal blow-up solutions to an
inhomogeneous mass critical NLS. J. Amer. Math. Soc., 24(2):471–546, 2011.
[26] Y. Tsutsumi. L2-solutions for nonlinear Schro¨dinger equations and nonlinear groups. Funk-
cial. Ekvac., 30(1):115–125, 1987.
[27] M. I. Weinstein. Nonlinear Schro¨dinger equations and sharp interpolation estimates. Comm.
Math. Phys., 87(4):567–576, 1982/83.
CARLOS M. GUZMA´N
Department of Mathematics, University Federal of Minas Gerais, BRAZIL
E-mail address: carlos.guz.j@gmail.com
