We prove the existence of global strong solutions of the primitive equations of the ocean in the case of the Dirichlet boundary conditions on the side and the bottom boundaries including the varying bottom topography. Previously, the existence of global strong solutions was known in the case of the Neumann boundary conditions in a cylindrical domain(Cao and Titi, [CT]).
Introduction
In this paper, we address the global existence and uniqueness of strong solutions for the primitive equations of the ocean. The primitive equations are the fundamental model for weather prediction [P, WP] . They are derived from the full compressible Navier-Stokes equations using the Boussinesq approximation and the hydrostatic approximation, which are known to be extremely accurate. In the Boussinesq approximation, the density is assumed to be constant in all but the buoyancy term, while in the hydrostatic approximation is based on the fact that the pressure gradient and the gravity forces in the vertical direction are dominant terms in the vertical component of the momentum. For a more detailed discussion on the physics of the equation, see Section 4 below.
In the early 1990s, Lions, Temam, and Wang developed the mathematical framework for the primitive equations and established a number of results including the global existence of a class of * supported in part by the NSF grant DMS-0604886 † supported in part by the NSF grant DMS-0505974 weak solutions and weak attractors, as well as numerical schemes in order to compute solutions.
Their program was extended by several authors. The second author of the present paper proved in [Z1, Z2] the H 2 regularity of the Stokes type problem associated to the primitive equations, which led to the local existence of strong solutions obtained in [HTZ] and [TZ] , and independently in [BGMR] . The local existence of strong solutions for the primitive equations is more difficult than the corresponding result for the 3D Navier-Stokes equation. The main reason for this is that the energy estimates for the primitive equations do not give a priori estimates on the third component of the velocity. Therefore, the nonlinear term for the primitive equations looks a priori as if it is quadratic in the gradient of the velocity.
The global existence of strong solutions remained open until the breakthrough by Cao and Titi [CT] in 2005, who solved this problem in the case of the Neumann boundary conditions on the top and on the bottom. A different proof was found in [K] , and the existence of the attractor was estimated in [J] . The physically interesting case of the Dirichlet boundary conditions on the bottom and on the side is not covered in [CT, K] . This Dirichlet case is also interesting from the mathematical point of view since the pressure plays a more prominent role. It is the purpose of the present paper to prove the global regularity of the primitive equations with the Dirichlet boundary conditions. The proof is different from those in [CT, K] even in the case of the Neumann conditions. The results in the present paper were announced in [KZ] .
The paper is organized as follows. In Section 2, we introduce the basic notation and prove the main result on global existence of strong solutions. In Section 3, we indicate the differences when replacing the Neumann boundary condition ∂u/∂x 3 = 0 on the top by the Robin boundary condition ∂u/∂x 3 + αu = 0 used classically with the primitive equations. Also, we show how to treat the varying bottom topography. In Section 4, we show how the results of Section 2 apply to the full primitive equations of the ocean.
2 Main results on the existence of strong solutions
, where h is a positive constant and Ω 2 is a smooth bounded domain in R 2 . Let u(x, t) = (v(x, t), u 3 (x, t)) be the velocity field at the point x ∈ Ω and time t, with v = (u 1 , u 2 ) being the horizontal velocity, while u 3 is the vertical component of the velocity. The primitive equations can be written in the form
We emphasize that the pressure is two dimensional and that there is no equation for u 3 other than ∇ · u = 0. Next we describe the boundary conditions, which are free on the top of the ocean Γ t and Dirichlet on the lateral boundary Γ l = Γ s ∪ Γ b , where Γ s is the side boundary and Γ b is the bottom of the ocean. More specifically, on the top we have ∂v ∂x 3 = 0 and
On the bottom, we assume
while on the side boundary we require
The pressure p(x 1 , x 2 , t), which is independent of x 3 , represents the surface pressure. Note that several terms have been dropped from the original primitive equations, but they can be added without any mathematical complications (cf. Section 4 below).
We now introduce some notation and recall some basic results. First, we introduce the classical
The norms on H and V are denoted by · H = · L 2 and · V respectively. We denote by A the Stokes-type operator associated with the primitive equations; that is Av = −P ∆v, where P is the L 2 -orthogonal projection onto H. By the regularity results obtained in [Z1] , we have that for
Above and in the sequel, the symbol C denotes a generic positive constant which may depend on the domain Ω. Finally, we introduce the average operator M by
. By construction, the solution satisfies the energy inequality
for almost all t 0 ≥ 0 (t 0 = 0 included) and all t 1 ≥ t 0 . Also, by [TZ, BGMR] , for every
The following is the main result of the paper. Proof. Let v be a weak solution such that v(0) = v 0 ∈ V . Let T ∈ (0, ∞) be any number less than the maximal time of existence of the strong solution, i.e., T < T max . In order to prove Theorem 2.1, it is sufficient to prove that there exists M > 0, which does not depend on T such
The following computations are for t ∈ [τ 1 , τ 2 ]; all the derivations can be justified with appropriate limiting arguments.
In order to obtain an L 6 estimate on v, we multiply (PE k ) with u 5 k , where k = 1, 2, integrate over Ω, and add. We obtain 1 6
The first term on the right hand side of the above equality may be bounded using Hölder and Gagliardo-Nirenberg inequalities by
Now,
The second term on the right hand side of (2.3) is estimated by
where
We get
Next, let
In order to obtain inequalities for K and K, we multiply (PE k ) by −∂ 33 u k , integrate over Ω and add for k = 1, 2. We get
The right hand side is less than or equal to
The first three terms are bounded by CJK 1/2 K 3/2 , while the fourth term can be rewritten as
where the dependence on t is understood. For x 3 = −h, 0, we have by the trace theorem
, we have K ≤ CK, and the expression above is bounded by CK. We get
. For this purpose, we average the primitive equations in the third (vertical) direction in order to obtain
where ∆ 2 = ∂ 11 + ∂ 22 . This is a linear two-dimensional Stokes problem for (M v, p) with the initial
By the L q t L p x estimates for the Stokes problem due to Sohr and von Wahl [SW] , we have
The first term I 1 can be estimated using the trace theorem as
where the L 2 t norms are taken on [τ 1 , τ 2 ]. The same upper bound holds for I 2 as well. Regarding I 3 , we have
Collecting the above estimates, we get
and after an integration on [τ 1 , τ 2 ],
where the L 2 t norms are taken over [τ 1 , τ 3 ]. Using the pressure estimate, we get
Since this inequality holds for all τ 2 ∈ [τ 1 , τ 3 ], we get that sup τ1≤t≤τ3 J(t) 4 is dominated by the right hand side of (2.9). After absorbing sup τ1≤t≤τ3 J(t) 2 into the left hand side using the CauchySchwarz inequality, we get
where we also used K(t) ≤ CE(t). Similarly, we integrate (2.6) and use (2.8) in order to get
The second term on the right hand side is bounded from above by
Therefore, we get
where γ(ν) is a sufficiently large constant depending on ν which is to be determined below.
Let t 0 = 0, and then for j = 1, 2, . . . , l choose t j ∈ (jδ, (j + 1)δ) such that
above, l is the largest integer such that (l + 1)δ ≤ T . Let t l+1 = T . Note that
by (2.12), we get
.
Let j ∈ {0, 1, . . . , l} be arbitrary. Adding the inequalities (2.10) and (2.11) with τ 1 = t j and τ 3 = t j+1 , we obtain sup tj ≤t≤tj+1
where the L 2 t norms are taken over [t j , t j+1 ]. Choosing γ(ν) = C/ min{ν, ν 3 } with a sufficiently large constant C, the third, fourth, and seventh term on the far right hand side of (2.14) may be absorbed in the half of the left hand side of (2.14). We get sup tj ≤t≤tj+1
where we used (2.12) and (2.13) in the second inequality. Using max{J(t j ), K(t j )} ≤ CE(t j ) ≤ C/γ(ν), we get
In order to obtain global existence, we need to bound v(·, t) V for t ∈ [0, T ] with a constant independent of T . Let
where A is the Stokes-type operator corresponding to the primitive equations. Taking the scalar product of the equations with Av leads to 1 2
and we get
where L = (Av, Av)
1/2
H by using anisotropic estimates as in [TZ] . Therefore,
and the uniform bound follows by the Gronwall lemma, (2.15), and (2.16). Since T < T max was arbitrary, we obtain T max = ∞.
The uniqueness of solutions was established in [TZ] . Here we briefly sketch an argument. Let v = (u 1 , u 2 ) and v = ( u 1 , u 2 ) be two weak solutions of the primitive equations with the initial
for the difference by w k , integrating, and summing for k = 1, 2, we get
The inequality
was proven in [TZ] . Hence, the first term on the right hand side of (2.17) is less than or equal to
For the second therm on the right hand side of (2.17), we have
and the uniqueness follows.
3 The varying bottom topography and the Robin boundary condition on the top First, we indicate the changes when we substitute the boundary condition (2.1) on top with the more physical one (Robin boundary condition) used classically with the primitive equations ∂v ∂x 3 + αv = 0 and u 3 = 0, (
where α ≥ 0 is a given parameter. In this case, the inequality (2.4) is the same except for an extra nonnegative term on the left hand side. Namely, when we integrate by parts the term
for t such that J(t) = 0. Similarly, in (2.6), we get an extra term αν
left hand side and α 2 j,k=1 Γt u j ∂ j u k u k on the right hand side. Now,
Summing the inequalities for J 4 and K 2 , we get
The extra term CαJ 4 /ν 5 is harmless, and everything follows as before.
The method in the present paper can be easily extended to include a varying bottom topography,
i.e., h not constant. We assume that h is of class C 2 (Γ b ) and that h ≤ h ≤h. Then we use the
2 )) for j = 1, 2, and we get
The first two terms on the right are treated by using the trace theorem as in (2.5) above. The
x by the energy estimates. Therefore, as in the case of the Robin condition above, we obtain a global bound in V for the horizontal velocity and then the global existence and uniqueness for the primitive equations when the bottom of the ocean is varying follows.
Remark 3.1. More precise estimates may be obtained in the case of periodic boundary conditions on the sides of the periodic domain Ω per by modifying the proof given above. We obtain
In particular, we observe that we may obtain global well-posedness of the equations when the
4 Application to the full primitive equations of the ocean 
Here u is the three-dimensional velocity vector, u = (u 1 , u 2 , u 3 ), ρ, ω, P , T , ω are the density, the angular velocity, the pressure, and the temperature; S denotes the concentration of salinity, g is the gravity vector, e 3 is the unit vector in the vertical direction, D is the molecular dissipation, and Q T and Q S are the heat and salinity diffusions. The equation of state for the ocean is derived on a phenomenological basis (see [WP] ). The simplest law is ρ = ρ 0 1 − β T (T − T r ) + β S (S − S r ) , corresponding to a linearization around reference values ρ 0 , T r , and S r of the density, the temperature, and the salinity; the constants β T and β S are positive expansion coefficients.
The Boussinesq approximation, which is valid for low Mach numbers, assumes that the density ρ equals a constant ρ 0 except in the buoyancy term and in the equation of state (4.5). The hydrostatic approximation, which is based on the fact that the horizontal scales are much larger than the vertical scales, leads to neglecting all terms in the equation for the vertical momentum except for the pressure and the gravity force terms, i.e.,
and thus the primitive equations of the ocean can be written as
also, v is the horizontal velocity of the water, u 3 is the vertical velocity, θ is the latitude angle, and T r , S r are averaged (or reference) values of T and S. The diffusion coefficients µ v , µ T , µ S , ν v , ν T , ν S are different in the horizontal and vertical directions, accounting for some eddy diffusions in the sense of Smagorinsky [S] . Note that F v , F T , and F S correspond to the volume sources of horizontal momentum, heat, and salt.
For mid-latitude regional studies, it is usual to consider the beta plane approximation of the equations. Thus, we assume that the ocean fills a domain Ω of R 3 . The top of the ocean (the interface between the atmosphere and the ocean) is a two dimensional domain denoted by Γ t . The bottom Γ b of the ocean is defined by x 3 = −h(x 1 , x 2 ), where h is a function representing the bottom topography of the ocean; it is assumed to be of class C 2 (Γ t ) and bounded from below, i.e., 0 < h ≤ h(x 1 , x 2 ) ≤ h, for (x 1 , x 2 ) ∈ Γ t . The side surface is denoted by Γ s .
A natural set of boundary conditions that one can associate to the primitive equations is the following [LTW2, P, TZ, WP] . On the top Γ t (x 3 = 0): On the side Γ s = {−h(x 1 , x 2 ) < x 3 < 0, (x 1 , x 2 ) ∈ ∂Γ t }:
(4.14)
components; the co-normal derivatives ∂/∂n T and ∂/∂n S are those associated with the linear (temperature and salinity) operators, ∂ ∂n T = µ T n H · ∇ + ν T n 3 ∂ ∂x 3 , ∂ ∂n S = µ S n H · ∇ + ν S n 3 ∂ ∂x 3 .
Above, α v and α T are positive constants, v a , T a are known reference (averaged) values for the velocity and the temperature of the air at the interface between the ocean and the atmosphere.
For simplicity, we assume that τ u = 0.
Finally, the equations (4.6)-(4.11) with boundary conditions (4.12)-(4.14) are supplemented with the initial conditions
where v 0 , T 0 , and S 0 are given initial data.
Recall from [LTW1, LTW2, LTW3, TZ] 
x , then there exists a global weak solution of (4.6)-(4.11), such that there exists a constant C independent of t with
where ν = min{µ u , ν u , µ T , ν T , µ S , ν S }. Thus the forcing terms due to the Coriolis force e 3 × v, and that of the gradient of the temperature and the salinity F (T, S) satisfy the conditions imposed on f k in the previous section. Therefore, the a priori estimates obtained in the previous sections are valid for the full coupled equations. Thus we have mutatis mutandis as in the previous sections u V uniformly bounded in t. Then it is easy to obtain the H 1 bounds on the temperature T and the salinity S.
