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A recent article in this journal (Hershler, O., & Hochstein, S. (2005). At ﬁrst sight: A high-level pop out eﬀect for faces. Vision
Research, 45(13), 1707–1724) reported, in contradiction to several earlier studies, that photographs of human faces can be searched
for eﬃciently (i.e., ‘‘pop out’’) among photographs of other objects (as long as these objects are not ‘‘too similar’’ to faces). An
apparent search asymmetry between faces and other categories (houses, cars) pointed to the existence of a specialized ‘‘face
map’’. Findings of impaired performance for scrambled images were presented as evidence that this face pop out is a high-level,
‘‘holistic’’ eﬀect. While the main pop-out eﬀect cannot be disputed, several choices made in that study in terms of experiment design,
analysis and interpretation are questionable. After discussing these issues, I report novel experiments which show that (i) the face
pop-out eﬀect can be replicated, but under controlled conditions there is no asymmetry between faces and other objects (cars); (ii)
inverting pictures and hence disrupting holistic face processing has only a minor eﬀect on search performance; (iii) ﬁnally, search
becomes ineﬃcient when Fourier amplitude information (which carries global low-level statistical properties of images) is made irrel-
evant, and only phase information (carrying contour localization) can be used to detect faces. These results imply, contrary to the
target article, that the face pop-out eﬀect is mostly based on low-level factors.
 2005 Elsevier Ltd. All rights reserved.
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Faces hold a special status for vision scientists: to real-
ize this, one need only count the host of studies debating
whether faces hold a special status for our visual systems!
While it is undeniable that large numbers of visual neu-
rons respond to faces (Gross, Rocha-Miranda, & Bend-
er, 1972; Kanwisher, McDermott, & Chun, 1997; Perrett,
Rolls, & Caan, 1982), more so than for any other catego-
ry (Chao, Martin, & Haxby, 1999; Haxby et al., 2001;
Haxby, Hoﬀman, & Gobbini, 2000; Kreiman, Koch, &
Fried, 2000), we still do not know whether this apparent
preference is confounded by exposure or expertise fac-
tors (in short, we simply see more faces than other ob-
jects; (Diamond & Carey, 1986; Gauthier, Skudlarski,0042-6989/$ - see front matter  2005 Elsevier Ltd. All rights reserved.
doi:10.1016/j.visres.2005.07.009
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E-mail address: ruﬁn@klab.caltech.edu.Gore, & Anderson, 2000; Gauthier, Tarr, Anderson,
Skudlarski, & Gore, 1999; Rossion, Kung, & Tarr,
2004; Tarr & Gauthier, 2000)). Another open question
is whether faces are processed faster than other catego-
ries of objects, and possibly through diﬀerent routes
(Farah, Wilson, Drain, & Tanaka, 1998; Morris, Oh-
man, & Dolan, 1999; Pourtois, Grandjean, Sander, &
Vuilleumier, 2004; Tovee, 1998; Vuilleumier, Armony,
Driver, & Dolan, 2003; Vuilleumier, Richardson, Ar-
mony, Driver, & Dolan, 2004). Yet another important
question has been with regard to attentional aspects of
face processing: do faces pop out? In other words, are
faces searched for eﬃciently (in ‘‘parallel’’) during a visu-
al search experiment? Over the last two decades, this
question was asked and answered several times. After
some hesitation—due to confounds in experimental con-
ditions (Hansen & Hansen, 1988; Purcell, Stewart, &
Skov, 1996), the settled answer turned out to be a
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durft, 1993; Wolfe, 1998). Now this question has been
addressed again in a recent issue of this journal (Hershler
& Hochstein, 2005). The authors used natural photo-
graphs or line drawings of faces and other objects to
demonstrate the existence of a ‘‘pop-out’’ eﬀect for faces
(i.e., a search slope on face-present trials of about 6 ms/
item). To demonstrate that the observed pop out is a
high-level eﬀect, they relied on the following evidence.
First, pop out was observed for faces among other cate-
gories such as cars, but not in the reversed search. This
so-called search asymmetry (Treisman & Souther,
1985) is taken as the reﬂection of the existence of a spe-
ciﬁc ‘‘feature map’’ for detecting the presence of faces.
Second, face search performance was found to decrease
strongly when images were scrambled (i.e., divided in a
number of squares that were shuﬄed randomly), and
high-level ‘‘holistic’’ processing was assumed to be dis-
rupted. From here, it was inferred that face pop out is
a high-level process. This interpretation is disputed be-
low, together with more speciﬁc points raised by the
authors. I then present an experimental replication of
these results, and further experiments showing that the
face pop-out eﬀect exists, but that it can be explained
in large part as a consequence of low-level diﬀerences be-
tween faces and other images.
It is important to point out, however, that the present
argument does in no way invalidate the ‘‘Reverse Hierar-
chy Theory’’ advocated by the authors (Hochstein &
Ahissar, 2002). One major prediction of that theory, that
high levels of representation can be attained eﬃciently by
the visual system, even in the absence of attention, is
something that we and other authors have also demon-
strated repeatedly, for faces (Reddy, Wilken, & Koch,
2004) as well as other object categories (Fei-Fei, VanRul-
len, Koch, & Perona, 2005; Li, VanRullen, Koch, & Pero-
na, 2002; Rousselet, Thorpe, & Fabre-Thorpe, 2004a,
Rousselet, Thorpe, & Fabre-Thorpe, 2004b). The only
point of disagreement here is on the fact that such preat-
tentive performance for high-level categories cannot
guarantee pop out (Reddy, VanRullen, & Koch, 2005;
VanRullen, Reddy, & Fei-Fei, 2005; VanRullen, Reddy,
& Koch, 2004). According to our views, this is simply
due to local competition for neuronal resources (Desi-
mone & Duncan, 1995; Reynolds & Desimone, 1999)
within the large receptive ﬁelds underlying high-level pro-
cessing of object categories (e.g., face processing (Gross
et al., 1972; Perrett et al., 1982)).2. A critical look at Hershler and Hochsteins arguments
2.1. Faces pop out, but only among non-face-like objects?
Hershler and Hochstein start by acknowledging the
numerous previous reports, which failed to observepop out for faces. They rationalize these failures by
the fact that distractors in those studies had been too
similar to faces for the face detection mechanism to dis-
card them. With a similar reasoning however, just about
any visual category could be made to pop out, simply by
making distractors more and more diﬀerent from it. A
picture of a red car can easily be made to pop out, for
example, if one ensures that none of the distractors will
be red, or will have a horizontally elongated shape with
sharp angles. In such a case, can one claim that cars pop
out among other objects, or should one be more cau-
tious and say that red objects pop out among non-red
objects, elongated shapes among non-elongated shapes,
etc? One inﬂuential account of visual search (Duncan &
Humphreys, 1989) insists on target–distractor dissimi-
larity and distractor–distractor similarity as key ele-
ments in the generation of pop-out eﬀects. In this
theory, similarity and dissimilarity are deﬁned in terms
of low-level features. The fact that faces pop out only
when they are visually dissimilar to other objects, as
promoted by Hershler and Hochstein, can be viewed
as a mere conﬁrmation of this 15 year-old theory.
2.2. No speed-accuracy trade-oﬀ?
In their analysis, Hershler and Hochstein measure the
reaction time slope for target-present trials only. This is
debatable, but not exactly unconventional (Treisman &
Souther, 1985). The slopes are found to be less than
10 ms per element for faces, which is indicative of parallel
(or ‘‘eﬃcient’’) search (Wolfe, 1998), since the additional
processing time taken for each stimulus in the display can
be considered fairly small. One needs to verify, however,
that this eﬃciency is not due to a speed-accuracy trade-oﬀ
strategy, whereby the subjects would react fast but
inaccurately on trials with large set sizes. For most of
their results, the authors ﬁnd no eﬀect of set size on per-
cent correct or d 0. The problem here is that percent cor-
rect or d 0 are calculated over both target-present and
target-absent trials, whereas reaction times were estimat-
ed from target-present trials only. The fact that there is
no speed-accuracy trade-oﬀ might simply stem from this
unfair comparison. Obviously, the fair thing to do would
have been to calculate percent correct only for target-
present trials, and then test for an eﬀect of set size. This
might seem to be a minor concern, but it can in fact have
a serious impact on the conclusions, as developed below.
2.3. Larger set sizes mean more accurate slopes?
Hershler and Hochstein insist that their using larger
set sizes (here up to 64 pictures) than most visual search
experiments (usually limited to 10 or 20 pictures) is one
reason for their success in showing a pop-out eﬀect for
faces. More images to analyze would yield better
estimates of visual search slopes. This argument is,
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Chun and Wolfe (1996), search will often terminate be-
fore all items are examined, resulting in artiﬁcially ﬂat
slopes, and this problem will be more apparent with
larger set sizes. To give an extreme example, imagine a
subject presented with 10,000 pictures on a large wall
and asked to look for a face. When the subject has not
found a target after about a minute of examination,
he/she is likely to give up the search and answer ‘‘no tar-
get’’ (especially when they know that a few hundred
such trials are to follow). Would the observed search
slope (about 6 ms/item) really imply that search was
parallel? Of course, in this extreme example perfor-
mance on target-present trials would certainly drop dra-
matically at larger set sizes, giving away the subjects
stratagem. But given what was said in the previous point
(Section 2.2), this speed-accuracy trade-oﬀ might go
unnoticed if target-absent trials (for which performance
will tend to become near-perfect at large set sizes, when
the subject grows increasingly likely to answer ‘‘no tar-
get’’) are taken into account.
2.4. Search asymmetry?
The search asymmetry between faces and other object
categories (cars, houses), which constitutes an essential
portion of Hershler and Hochsteins demonstration,
was obtained under conditions that did not favor opti-
mal comparison between categories. Within a face
search block, distractors could be either cars or houses
(this was pseudo-randomly decided on each trial); within
a car search block, distractors could be faces or houses,
etc. One need only assume that cars and houses share
one or more simple low-level features (sharp angles, hor-
izontal and vertical lines) not shared by face drawings to
explain the observed ‘‘asymmetry’’. On face search
blocks, this diﬀerence in simple features could have sup-
ported (a ‘‘low-level’’) pop out on every trial. But on car
search blocks (or house search blocks), the same features
would only turn out to be helpful on half the trials
(those having faces as distractors). To preserve a decent
accuracy level over the entire block, subjects might have
chosen to switch from an unfruitful ‘‘parallel’’ to a more
conservative ‘‘serial’’ strategy. In fact, it does appear
that in car-among-face search trials performance was
much better than for car-among-house trials (13 ms/
item in the former, 21 in the latter). These ineﬃcient
car-among-house trials might have had damaging conse-
quences on the search strategy adopted by subjects over
the entire block. The same rationalization was in fact
used by Hershler and Hochstein to explain the poor per-
formance (slope of 17 ms/item) on non-scrambled face
search trials in their Experiment 4, and there is no rea-
son why it could not apply here as well. To conclude,
the existence of a search asymmetry should be tested un-
der fair experimental conditions, in which blocks of, say,car-among-face search are compared to blocks of face-
among-car search. This is precisely what was tested in
my Experiment 2 (reported below) and the results did
not concur with those of Hershler and Hochstein.
2.5. Scrambling disrupts parallel search (evidence for
holistic processing)?
The points listed above challenge the conceptual de-
sign, experimental and analysis methods used to con-
clude that a pop-out eﬀect exists speciﬁcally for face
images. Even assuming that this ﬁrst conclusion could
be validated, however, there remains a second debatable
conclusion on Hershler and Hochsteins agenda: show-
ing that this pop out reﬂects a true, high-level eﬀect.
For this, they use a scrambling procedure, dividing each
picture (target and distractor alike) into 4, 9 or 16 squar-
es, and permuting these squares randomly. The resulting
stimuli do not resemble the original: a scrambled face
might contain preserved face parts (a nose, an eye) but
could not support holistic recognition of the face. When
the intensity of the scrambling increased (from 4 to 16
squares), search performance decreased dramatically
(with slopes as high as 51 ms/item). This was interpreted
as evidence that the pop-out eﬀect is a high-level, holistic
one: when holistic processing is disrupted by the scram-
bling procedure, pop out disappears.
Unfortunately, the chosen procedure does not only
disrupt holistic processing, but also makes the face
and distractor stimuli more similar in their low-level
properties, for example in terms of their Fourier ampli-
tude spectrum (by introducing large amounts of spuri-
ous energy in the horizontal and vertical orientations).
Here again, the well-known target–distractor similarity
factor proposed by Duncan and Humphreys (1989)
might suﬃce to explain the loss of performance.
In addition, there are other reasons why this scram-
bling manipulation should be interpreted cautiously.
First, it might be that this manipulation increases eﬀec-
tive set-size, such that when subjects are searching
through an array of 64 images scrambled into 16 parts
each, they might eﬀectively be searching through 1024
‘‘items’’. This multiplication of elements could easily ex-
plain the observed 10-fold increase in the slope for scram-
bled pictures. Second, a recognition based on face parts
(as opposed to true holistic recognition) does not neces-
sarily rely on obvious facial features such as ‘‘an eye’’
or ‘‘a mouth’’ (as proposed by Hershler and Hochstein),
but could also be based on larger face parts including
pairs or triplets of such features (Ullman, Vidal-Naquet,
& Sali, 2002). That an isolated mouth or eye is not suﬃ-
cient for parallel recognition does not, therefore, directly
imply a ‘‘holistic’’ or ‘‘high-level’’ eﬀect in parallel face
detection (in other words, intermediate situations be-
tween full-blown ‘‘holistic’’ recognition and recognition
by ‘‘simple parts’’ need to be considered as well).
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and more classical way of disrupting holistic processing:
the face inversion eﬀect (Farah, Tanaka, & Drain, 1995;
Valentine, 1988; Yin, 1969). When an inverted face is
searched for among inverted pictures of other objects,
search performance remains eﬃcient even though holis-
tic processing is disrupted. This is again in favor of a
low-level account for this pop-out eﬀect.3. Replication and further experiments
3.1. Methods
Ten subjects (4 females) aged between 23 and 34 years
old, with normal or corrected-to-normal vision, partici-
pated in these visual search experiments (except for
Experiment 3, where only 6 of the previous subjects were
tested). Experiments 1, 2 and 4 were performed within
the same session, in random order (counterbalanced
across subjects). Experiment 3 was performed in a later
separate session. For each subject and condition, 198
search trials were collected. Three set sizes were used
(16, 32 or 64 items), so the results would be comparable
to those obtained by Hershler and Hochstein. At each
set size, the pictures (occupying approximately 2 · 2 de-
grees of visual angle) were shown on a black screen, at a
random position on a virtual 8 · 8 grid (except for set
size 64 where all positions were occupied). Half the trials
contained a target picture, and the subjects were asked
to press one of two mouse buttons, as fast as possible,
to indicate whether the target was present or not. They
were instructed to maintain error rates within 10% in
all conditions. Auditory feedback was given on errone-
ous trials. As in Hershler and Hochstein, only the search
slopes (average reaction time variation per display ele-
ment) for correct target-present trials were analyzed
and discussed here, as they are assumed to better reveal
the parallel/serial nature of the search task (Treisman &
Souther, 1985). However, we also report the target-ab-
sent slopes and the accuracy data (d 0) for completeness.
The picture database was obtained mainly from the Cor-
el CD-ROM libraries and a few additional digitized pic-
tures. It consisted of at least 109 pictures of each of the
following categories: faces, cars, other means of trans-
port, animals, other natural scenes. In Experiment 1,
subjects were asked to search for a face among instances
of all other categories (‘‘non-faces’’), or (on diﬀerent
blocks) a car among instances of all other categories
(‘‘non-cars’’). In Experiment 2, subjects searched for a
face among cars or (on diﬀerent blocks) a car among
faces. In Experiment 3, subjects searched for an inverted
(180 rotation) face among inverted non-faces. In Exper-
iment 4 subjects were asked to look for a face among
non-face objects, and the pictures were manipulated as
described below, so that Fourier amplitude informationcould be used (face/face hybrid condition) or not (face/
car hybrid condition) to perform the search task.
3.2. Experiment 1: Replication
A set of natural photographs was tested under condi-
tions similar to Hershler and Hochsteins experiment
(Fig. 1). When the target was a face image among vari-
ous pictures including animals, cars, other means of
transport, landscapes etc, search performance was paral-
lel (Fig. 2; target-present slope 3 ms/item). When the
target was a car under similar conditions (with distrac-
tors including faces, animals, other means of transport
etc.), search slopes were very high in comparison
(Fig. 2; target-present slopes 22 ms/item). A two-way
ANOVA (set size · task) conﬁrmed a main eﬀect of set
size on reaction times (F (2,54) = 9.4, p < 0.001), a main
eﬀect of task (F (1,54) = 86.3, p < 0.001) and a signiﬁ-
cant interaction (F (2,54) = 5.3, p < 0.01). In addition,
a comparison of individual search slopes revealed that
they were signiﬁcantly higher for the car than for the
face search (t test, t (18) = 3.6, p < 0.01). This essentially
replicates Hershler and Hochsteins main conclusions:
faces appear to pop out among non-faces, and this
pop-out eﬀect appears to be speciﬁc to this category of
objects.
3.3. Experiment 2: Search asymmetry?
As pointed out above, search asymmetry should be
tested under controlled conditions, where entire blocks
of face-among-cars search are compared with blocks of
car-among-faces search. When subjects searched for cars
among (only) face distractors, search was just as eﬃcient
(Fig. 2; target-present slope 4 ms/item) as when the search
was for faces among (only) cars (Fig. 2; target-present
slope 3 ms/item). A two-way ANOVA revealed signiﬁ-
cant main eﬀects of set size (F (2,54) = 9.7, p < 0.001),
task (F (1,54) = 65.0, p < 0.001), but no signiﬁcant
interaction (F (2,54) = 0.5, p > 0.05). Search slopes
were not signiﬁcantly diﬀerent in these two conditions
(t test, t (18) = 0.6, p > 0.05). This implies that there is
no real asymmetry between the two categories, and sug-
gests that the pop-out eﬀect might simply be explained
by some low-level diﬀerence between face images and
other images. This is further tested in the following
experiments.
3.4. Experiment 3: Face inversion and holistic processing
Face inversion is known to impair holistic face pro-
cessing not only in tasks involving face recognition,
but also during face detection (George, Jemel, Fiori, &
Renault, 1997; Lewis & Edmonds, 2003; Purcell & Stew-
art, 1988; Rodriguez et al., 1999; Valentine & Bruce,
1986). When asked to detect an inverted face among
Fig. 1. Example of a face-among-non-face search trial in Experiment 1. In this example, the set size is 32 and the target is present. In the actual
experiment, images were presented in color on a black background.
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mance was slightly impaired compared to the corre-
sponding condition with upright stimuli (Experiment
1), but remained eﬃcient in comparison with the other
conditions (Fig. 2; target-present slope 8ms/item). A
two-way ANOVA comparing reaction times for upright
and inverted face search indicated a signiﬁcant main ef-
fect of set size (F (2,30) = 5.3, p = 0.01), but no eﬀect of
task (F (1,30) = 2.73, p > 0.05), and no signiﬁcant inter-
action (F (2,30) = 0.7, p > 0.05). Search slopes were not
signiﬁcantly diﬀerent in these two conditions (t test,
t (10) = 1.6, p > 0.05). This is important because the face
inversion eﬀect implies that ‘‘holistic’’ processing of theface was disrupted under these conditions. Therefore,
and contrary to Hershler and Hochsteins conclusions,
the face pop-out eﬀect does not appear to reﬂect high-le-
vel or ‘‘holistic’’ parallel processing of faces.
3.5. Experiment 4: Fourier amplitude vs. phase
To understand whether low-level factors can be
responsible for the previous pop-out eﬀect (Experiment
1), datasets of hybrid images were created in which the
Fourier phase information of one picture was combined
with the Fourier amplitude information of another
(Fig. 3). The resulting hybrid image is always catego-
Fig. 2. (A) Target-present slopes for Experiments 1, 2 and 3. The main
pop-out eﬀect from Hershler and Hochsteins study was replicated here
(Experiment 1): face-among-non-faces search was eﬃcient, with slopes
of 3 ms/item, whereas car-among-non-cars search slopes were much
higher (22 ms/item). This advantage for faces vanished when it was
tested with more controlled distractors (Experiment 2): face-among-
cars search slopes were 3 ms/item, but car-among-faces search slopes
were only 4 ms/item. Finally, when using inverted images (Experiment
3) and thus disrupting holistic processing, search remained fairly
eﬃcient (8 ms/item). Target-absent slopes (B) and d 0 accuracy
measures (C) are also shown for completeness, and display a pattern
of results compatible with these conclusions. Note the diﬀerence in the
y-axis scale between (A) and (B).
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bles a face when the phase information of a face is used,
but not when the phase information of another object is
combined with the amplitude of a face). While there is
no a priori theoretical reason to associate phase with
high-level, and amplitude with low-level information, a
brief look at Fig. 3 suﬃces to appreciate this empirical
correspondence. In addition, phase-scrambled images
(with intact amplitude spectrum) are often used as a
baseline condition to isolate high-level visual areas in
fMRI experiments, because low-level striate and extra-
striate areas continue to respond to these images
(Grill-Spector et al., 1998; Olman, Ugurbil, Schrater,
& Kersten, 2004; Rainer, Augath, Trinath, & Logothe-
tis, 2001) while high-level activity (e.g., in temporal cor-
tex) is disrupted (Grill-Spector et al., 1998; Malach
et al., 1995; Sawamura, Georgieva, Vogels, Vanduﬀel,
& Orban, 2005; Tsao, Freiwald, Knutsen, Mandeville,
& Tootell, 2003). This supports the idea that the phase
spectrum of natural images can be related to high-level
visual information, whereas the amplitude spectrum car-
ries lower-level information.
Hybrid images (Fig. 3) were used in a search experi-
ment to determine the contribution of low-level factors
comprised in the Fourier amplitude spectrum. In one
condition, subjects searched for a face/car hybrid among
non-face/car hybrids. Every picture (target and distrac-
tor alike) had the amplitude spectrum of a car (a diﬀer-
ent instance of car was used for each of the hybrid
images, so that the resulting images were not too uni-
form), and so amplitude information could not be used
to perform the search (Fig. 4). In that case, search be-
came quite ineﬃcient (Fig. 6; target-present slope
17 ms/item). Note that this condition is identical to the
parallel search obtained in Experiment 1 in all respects,
but for the availability of amplitude-based information.
Thus it appears that high-level phase information alone
cannot underlie the parallel search for faces. Of course,
it is still possible that this performance impairment
might be due to the artiﬁcial and ‘‘fuzzy’’ appearance
of the hybrid images. But when subjects searched for a
face/face hybrid among non-face/car hybrids (i.e., the
same condition as before, except that amplitude infor-
mation was now available to detect the target; Fig. 5),
search became much more eﬃcient (Fig. 6; target-pres-
ent slope 8 ms/item). A two-way ANOVA comparing
reaction times for these two hybrid search tasks indicat-
ed signiﬁcant main eﬀects of set size (F (2,54) = 7.4,
p < 0.01) and task (F (1,54) = 16.5, p < 0.001), but no
signiﬁcant interaction (F (2,54) = 1.1, p > 0.05). Howev-
er, individual search slopes were signiﬁcantly diﬀerent
between these two conditions (t test, t (18) = 2.3,
p < 0.05). Thus it is not the image manipulation itself
that is responsible for the task diﬃculty. Rather, the
critical diﬀerence between the former ineﬃcient and
the latter eﬃcient face search conditions lies in the
Fig. 3. Examples of Fourier-based image manipulations and hybrid images. The Fourier transform separates phase from amplitude information
within natural images. Fourier amplitude information reﬂects several low-level aspects of the original picture, such as the global distribution of
orientations and spatial frequencies. Fourier phase information, on the other hand, captures important high-level properties of the original scene,
such as contour localization information. One can create various types of hybrid images by recombining (using the inverse Fourier transform) phase
and amplitude information from diﬀerent images. Using these hybrid images, one can study search performance when (low-level) amplitude
information can or cannot be utilized to perform the search task (Experiment 4).
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fouth images in the second column of Fig. 3).
Although it is unclear exactly what aspects of the
amplitude spectrum underlie this parallel search, and
what mechanisms might implement this in the brain
(in particular, none of the present results should be tak-
en to imply that the visual system explicitly extracts the
Fourier amplitude or phase spectra from natural imag-
es), these results suggest that Hershler and Hochsteins
claim that this pop-out is a ‘‘high-level’’ eﬀect might
be somewhat exaggerated.4. Discussion
As in their discussion of previous experimental fail-
ures to show a pop-out eﬀect for faces, Hershler andHochstein might argue in response to the present dem-
onstration that the image manipulation (Experiment 4)
simply made the face target and non-face distractors
too similar to be eﬃciently discriminated. I will not ob-
ject here, since this was exactly the purpose of the
manipulation. But importantly, this manipulation only
aﬀected low-level information contained in the Fourier
amplitude spectrum. Targets and distractors were made
more similar in terms of their low-level properties, and
search became ineﬃcient, as could be predicted from
the prevalent ‘‘similarity–dissimilarity’’ theory of Dun-
can and Humphreys (1989). High-level, phase-related
contour information did not suﬃce to salvage the pop-
out eﬀect. Hence, Hershler and Hochsteins conclusion
that face pop out is a high-level eﬀect must be rejected.
Again, as pointed out in the introduction, this should
not be taken to invalidate the Reverse Hierarchy Theory
Fig. 4. Example of a face/car hybrid among non-face/car hybrids search trial in Experiment 4. Because all pictures in the search array have been
given the Fourier amplitude spectrum of a car image (diﬀerent for each picture), search performance must rely on Fourier phase information (e.g.,
contour localization). In this example, the set size is 32 and the target is present (bottom left). In the actual experiment, images were presented in color
on a black background.
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Ahissar (2002). There are other large bodies of evidence
demonstrating that high-level categorization of objects
and scenes can proceed in the absence of attention
(Fei-Fei et al., 2005; Li et al., 2002; Reddy et al., 2004;
Rousselet, Fabre-Thorpe, & Thorpe, 2002), which is
precisely the prediction of RHT that was being tested
by Hershler and Hochstein. The low-level confound
identiﬁed here is unlikely to apply to these previous re-
sults: for example, Reddy and colleagues (Reddy et al.,
2004) reported that carefully controlled male and femalefaces could be distinguished preattentively, and Fourier
amplitude information certainly does not diﬀer signiﬁ-
cantly between these two categories of images; similarly,
cars can be discriminated from other objects when atten-
tion is occupied elsewhere (Li et al., 2002), even though
low-level diﬀerences between these categories of images
were not suﬃcient in the present Experiment 1 to sup-
port a pop-out eﬀect. In other words, it seems that,
although high-level natural object discriminations do
not require signiﬁcant attention, the same high-level dis-
criminations are not performed in parallel in visual
Fig. 5. Example of a face/face hybrid among non-face/car hybrids search trial in Experiment 4. Distractors are similar to those described in Fig. 4,
but here the face target (left) is the only image with the amplitude spectrum of a face. Amplitude information can thus be used to perform this search.
In the actual experiment, images were presented in color on a black background.
R. VanRullen / Vision Research 46 (2006) 3017–3027 3025search experiments (Reddy et al., 2005; Rousselet et al.,
2004a, 2004b; VanRullen et al., 2005, 2004), at least
when low-level factors are controlled for. Why might
this be?
We have argued previously (Reddy et al., 2005; Van-
Rullen et al., 2005, 2004) that visual search performance
for high-level properties will be necessarily limited by lo-
cal competition factors, due to the large size of neuronal
receptive ﬁelds involved in high-level object (and face)
representations (see (Rousselet et al., 2004a) for an up-
to-date review of receptive ﬁelds sizes along the ventralpathway). Such competition is know to weaken neuro-
nal representations (Desimone & Duncan, 1995; Rey-
nolds & Desimone, 1999), and attention becomes
necessary to restore neuronal activity. The search task
becomes serial, even when each object in isolation would
not have required attention. In practice, this simple and
straightforward logic implies that there can never be a
truly ‘‘high-level’’ parallel search, and suggests that
any report of a ‘‘high-level pop-out’’ eﬀect such as the
one by Hershler and Hochstein (2005) must conceal
one or more low-level confounds, as demonstrated here.
Fig. 6. Target-present slopes for Experiment 4. The slopes obtained
with hybrid images as described in Fig. 3, reﬂect what happens when
low-level amplitude information can be used (8 ms/item) or not
(17 ms/item) to perform the search. Target-absent slopes (B) and d 0
accuracy measures (C) are also shown for completeness. Note the
diﬀerence in the y-axis scale between (A) and (B).
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