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Abstract 
The worldwide demand for energy is steadily growing. Environmental pressure 
has driven the power generation shift from fossil fuel to more ‘green’ sources of 
supply, such as wind or solar. However, the intermittent nature of wind has also 
brought many uncertainties to network operation. Traditionally, to have a sufficiently 
secure operational margin, a transfer limit is calculated based on iterative simulations 
using the worst case scenario. The derived transfer limit normally is very 
conservative, which reduces the efficient use of the transmission network and curtails 
the use of renewable energy. Therefore, the traditional approach has many 
disadvantages when dealing with the developing electricity market.  
This thesis presents a fast screening probabilistic approach to help operators 
avoid possible problems with optimal use of transmission networks and renewable 
energy. Rather than using a long-term based worst case scenario in an invariant 
environment, we generalised the wind generation model based on historical studies 
to complete the analysis in a short time interval. The radar-like mechanism aims to 
sweep a power system for potential problems within 5 minutes with no time lag 
between the analysis and operation. The thesis also provides pathways for 
implementing this algorithm in different power system assessment methods, such as 
direct method and time domain simulation.  
This research has investigated the wind power fluctuation effect on power 
system stability in detail, from the linearised domain to the nonlinear domain, from 
the classic model to the most realistic model. It has demonstrated the robustness of 
this approach and its feasibility for implementation in a real system. 
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Chapter 1: Introduction 
The power system is a physical network, consisting of generators, transmission 
lines, loads and auxiliary equipment, designed to delivery energy from suppliers to 
points of demand at standard quality. To ensure a full-time, non-stop energy supply 
for all sorts of needs, the reliability and stability of system operation are of primary 
concern to power system engineers.  
As the worldwide demand for power steadily grows, and the natural 
environment deteriorates, so-called ‘green energy’ is expected to help alleviate the 
pressure, and provide a sustainable way to maintain the current life-style of human 
society. Green energy mainly refers to electricity generating forms without carbon 
dioxide emissions and with relatively abundant resources, such as solar energy, wind 
energy etc. However, their intermittent nature and stochastic behaviours challenge 
current stability assessment standards. 
This chapter first outlines the development of the wind energy industry and its 
role in further power system operation (Section 1.1). Section 1.2 will give an 
introduction to power systems and some fundamental problems during operation. 
The context of this research focuses on system stability assessment and contingency 
analysis. A summary of objectives of this research is listed in Section 1.3. Section 
1.4 describes the significance and innovation of this research. Lastly, Section 1.5 
shows the structure of this thesis. 
1.1 BACKGROUND 
Wind energy, which does not release any pollution to generate electricity, is 
one of the most popular forms of renewable generation. The fast deployment time 
and relatively low establishment and maintenance costs have made it stand out from 
other renewable electricity generation technologies, even in a poor economic climate. 
As an example, a large offshore wind farm, which requires large-scale infrastructure 
and grid network connection, can be built within two years. Due to the above 
reasons, wind generation will constitute a large portion of the future renewable 
electricity market. It could provide sustainable energy in the long term, and help 
reduce the pollution and carbon tax cost associated with fossil fuels. 
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When comparing different technologies across all parameters, the cost of wind 
power is, in general, relatively cheap. Also, new aerodynamic structures, lighter and 
wider blades, and more appropriate designs have given new wind turbines a larger 
capacity. Wind generation has become more competitive with conventional 
generation technologies.  
The new global total installed wind generation capacity has reached 318 GW in 
2013. More than 35 GW of new wind power capacity was brought online in the same 
year [1], which represents a cumulative market growth of 12.5%. The global 
cumulative installed wind capacity at each year since 1996 is listed below in Figure 
1.1. 
 
Figure 1.1. Global cumulative installed wind capacity [1]. 
By the end of 2012, 138 countries had introduced some kind of renewable 
energy targets. Australia, as one of these countries, has mandated to achieve 20% of 
energy coming from renewable resources by 2020. And Australia’s wind generation 
market has added 655 MW in 2013, bringing its total installed capacity up to 
3239 MW. Wind power is expected to play a major role in helping Australia’s 
transition to a low carbon economy.  
As a fast-developing form of power generation, wind energy attracts a lot 
attention nowadays in the power industry, especially when it has a high penetration 
level. Comprehensive investigations of its impact on the system’s reliability and 
stability are important. The term robustness means the ability of a power system to 
survive when it confronts any incidents, such as insufficient generation, severe faults, 
or constant continuous small perturbations. The objective of reliability and stability 
analysis is to prevent the catastrophic collapse of the power system. The difference 
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between them is this: reliability is more concerned with continuous supply of quality 
electricity for the satisfaction of loads, while stability is more concerned with how to 
keep synchronism between generators. 
To provide a reliable electricity supply continuously is a sophisticated process 
which involves load prediction, coordination of electricity production, security 
assessment, dispatching planning and, finally, delivering the electricity to customers 
through the networks. In addition, with market deregulation, different energy 
companies and various energy forms are emerging as competitors. The multiple 
source of supply update the topological structure and power flow of networks, which 
can become a new security challenge.  
Wind energy has an intermittent nature, and its stochastic generation level can 
only be categorised as semi-schedulable. Such characteristics have not been 
considered in traditional contingency analysis.  
 
1.2 CONTEXT 
Power system stability has been recognised as an important problem for secure 
system operation, since many blackouts are caused by instability. A formal definition 
of power system stability [2] is that:  
Power system stability is the ability of an electric power system, for a given 
initial operating condition, to regain a state of operating equilibrium after 
being subjected to a physical disturbance, with most system variables 
bounded so that practically the entire system remains intact. (p. 1388) 
Power systems are subjected to a wide range of disturbances. The system must be 
able to adjust itself to any small disturbances, such as continual load changes or 
varying power generation, and operate satisfactorily. For large disturbances, 
including the short circuits of transmission lines or the loss of generators, the system 
also must be able to survive these severe situations. Power system instability may 
occur in various forms. The forms of instability cannot be properly understood or 
effectively dealt with if assessed using the same criteria. Classification, therefore, is 
essential for meaningful practical stability analysis and improving stable operation. 
Power system stability problems can be generally categorised into three types: rotor 
angle stability, frequency stability and voltage stability, by taking into account the 
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system variables in which instability can be observed, the size of the disturbance, and 
the time span of the process.  
 
Figure 1.2. Classification of power system stability [2]. 
Voltage stability refers to the ability to maintain steady acceptable voltages at 
all buses in the system under normal operating conditions and after being subjected 
to disturbance. It may be seen in the progressive fall or rise of voltage of some buses. 
A voltage drop situation is often driven by increase in loads. Tripping of 
transmission lines could be initiated by protective equipment of system because of 
violation of voltage threshold. Also, restoration of loads after a disturbance could 
increase the stress on the high voltage network by increasing the reactive power 
consumption and potentially causing further voltage reduction.  
When integrating wind farms into the grids, the voltage quality can be a 
limiting factor on the amount of wind power that can be installed. Wind farms are 
often located in remote areas due to the availability of wind. Normally, a weak grid is 
characteristic of remote areas, and the weak grid can lead to large voltage drops. 
Voltage regulation and reactive power control for conventional generators are also 
fundamental for delivering wind farm power. Induction generators are sometimes 
used in wind projects, and they cannot support the system voltage during faults, 
unlike steam or hydro which use synchronous generators. However, the doubly-fed 
induction generator (DFIG) is different from a conventional induction generator. It 
employs back-to-back type of converter, which has a rotor side converter (RSC) and 
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a grid side converter (GSC) to feed the wound rotor. And these converters have more 
freedom to control the desirable properties for grid interconnection. The stator 
winding is connected directly to the grid. As a generator, the stator has to feed part of 
its generated power back to the rotor at sub-synchronous speed. At super-
synchronous speed, both the rotor and stator feed power to the grid [3]. The DFIG 
has become increasingly popular because of its flexibility to accommodate varying 
wind speeds and to provide high efficiency over a range of wind conditions. For 
offshore wind farms, which are generally connected to an onshore grid by high 
voltage submarine cables and these cables could produce high reactive power. When 
the distance is long, the transmission capacity of these AC cables may be largely 
occupied by the reactive power. To conquer this challenge, technology such as high 
voltage direct current (HVDC) is also embraced to perform better voltage regulation 
and improve stability [4].  
Frequency stability refers to the ability of a power system to maintain steady 
frequency. Frequency issues are often caused by a significant imbalance between 
generation and load after some severe system disturbances. The large amplitude of 
frequency excursions may lead to tripping of generation units or load, invoking 
control processes and protection devices, which could widen the gap between 
generation and load levels. 
The frequency deviation is a consequence of an active power mismatch 
between generation and load, which causes a drift in the system frequency. The 
continuous fluctuation and intermittent nature of wind would be a problem for 
frequency control. Unlike conventional generators, wind power generation can be 
regulated down but it is difficult to increase output since the prime mover power is 
limited by the wind speed. One of the solutions to account for the variation is 
through spinning reserve from conventional generation, which provides the desired 
power when the wind is too low to satisfy demand [5]. When there are more than one 
wind farms in a regional, nearby wind farms may be able to assist each other since 
their weak correlation may fluctuations out. Some fast-response energy storage 
devices, such as batteries, may also present an answer to small fluctuations at a local 
level when conventional generation is too far or too slow. These batteries could be 
technically feasible, and are becoming more cost-effective.  
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Rotor angle stability is the major concern of this thesis. It refers to the ability of 
synchronous machines as part of interconnected power systems to remain in 
synchronism after being subjected to a defined set of disturbances. For convenience 
of analysis, the stability problem can be divided into small-signal stability and 
transient stability. Small-disturbance instability is usually associated with insufficient 
damping of oscillations. For simplification, the small disturbance would be 
considered using a linear analysis. In transient stability analysis, the studies are 
typically focusing on the nonlinear response of the first 3-5 seconds after 
disturbance, which is often referred to as first swing stability. It may extend to 10-20 
seconds for very large systems. Both the above situations are categorised as short 
term phenomena. Historically, transient instability has been the dominant stability 
problem on most systems. Significant research and development work has been 
undertaken in past decades to gain a better insight and develop analytical tools for 
system stability studies.  
While interconnected transmission networks result in economical operation and 
increased reliability through mutual assistance, they also contribute to an increased 
complexity of stability problems. In which case, the complex transmission network 
may worsen the consequences of instability. Contingency analysis is a well-known 
function in modern energy management systems. It is critical in many ways for 
providing information about potential problems to system operators by examines the 
effect of possible failures. Contingence analysis usually examines a set of credible 
contingencies, one at a time, to determine any violation of the secure operating 
region. Traditionally, the system’s transient stability is analysed using iterative time 
domain simulation or using energy function analysis. The possible wind generation 
or load deviation through the contingency is usually not considered. One of the 
contributions from this thesis is to include uncertain wind generation into 
contingency analysis, and quantify the influence on stability in a probabilistic 
fashion. The details will be given in the next section. 
 
1.3 AIMS AND OBJECTIVES 
Wind power variation itself can be considered as a small disturbance, like load 
variation to some extent. If the damping is not sufficient, the wind farm power 
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fluctuation would eventually push the system out of synchronism. In addition, the 
effect of wind power fluctuation combined with a large disturbance, such as a fault 
on the transmission line, has been barely investigated. Therefore, a comprehensive 
analysis to estimate the system stability under wind power fluctuation will be carried 
out in this thesis.  
For the secure operation of a power system, the status of networks must be 
monitored on a real-time basis to ensure sufficient stability margin exists. The power 
system operators want to know, in real-time, not only the system’s current state but 
also possible changes in its state in the next few minutes. Our objective is to develop 
a radar-like mechanism that can incorporate stochastic wind generation and 
continually sweeps the system for potential problems. For now, the pre-dispatch 
outage assessment includes semi-scheduled wind generation output is based on 
forecast and worst case generation patterns, which covers 5-minutes to 40-hours 
ahead of time. Each scenario is assured of secure operational margins under credible 
contingencies using the worst case generation pattern. The transfer of power is 
limited until the contingency analysis indicates that the credible contingencies can be 
survived. However, if we have a better understanding of the uncertain sources and 
their effects, then we can have higher utilization efficiency of the network 
transmission capability and make better use of renewable sources. For the above 
purpose, computational speed and accuracy of wind generation pattern modelling are 
critical. This project intends to deliver a practical tool for operators to see the 
probabilistic margin of system stability online with intermittent wind generation and 
consideration of loads variation. 
In summary, the following research aims are integrated to deliver the main goal 
of this research:  
 Design a wind power model to accurately represent its generation 
characteristics for simulation. 
 Deploy a linear estimation method for system dynamic states under wind 
disturbance.  
 Adopt stability assessment criteria which could provide fast stability 
margins for contingency analysis.  
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 Employ a fast probability estimation method for nonlinear systems with 
given input variable distributions; the correlation between inputs can be 
considered. 
 Develop a probabilistic measurement for system stability estimation 
incorporating contingencies and wind disturbance. 
 Extend the probabilistic stability estimation method to include correlated 
wind farms and load fluctuations. 
 
1.4 INNOVATION AND SIGNIFICANCE 
The intermittent nature of renewable energy generation, such as wind and 
solar, in grids, has brought new challenges for researchers and operators aiming to 
maintain security and increase transmission capacity. Consequently, the conventional 
deterministic analysis is not able to allow for additional measures of influence from 
uncertain parameters.  
To analyse the influence of wind generation fluctuations in power systems, an 
accurate wind fluctuation modelling is crucial. In some previous research [6], a 
probabilistic distribution based random number generator was used to synthesise 
uncertain sources. The wind power in the long term is generally accepted as a 
Weibull distribution. However, the probability distribution derived from long-term 
data can give overestimated variance in the short 5-minutes pre-dispatch time 
window. Moreover, compared to large numbers of samples recorded covering several 
days, the statistical properties of a distribution may not be rigidly observed during 
such a short period. Also, time propagating variance is expected to give less 
conservative estimation by incorporating the more recent information. For these 
reasons, the power spectrum density character of wind power is emphasised rather 
than its distribution, to estimate variance in a shorter period. Different wind power 
models will be investigated in Chapter 2 to find the most realistic way for 
synthesising wind data. These synthesised wind data will be used for our study of 
system stability. 
Various probabilistic methods have attempted to quantify uncertain influences 
on a system. Most of these approaches have relied on advanced modern computation 
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capacity to do repeated time domain simulations, such as the Monte Carlo type of 
simulation. But the computational cost of the Monte Carlo approach is too expensive 
for fast contingency analysis. In this thesis, a new transient stability assessment 
method is proposed to deal with uncertain generation and loading in the system using 
probabilistic tools. Due to the computational efficiency of the proposed algorithm, it 
is suggested to incorporate system contingency analysis with propagating wind 
generation variance in the online environment. This study first investigates the 
impact from a varying generation source alone using linear approximation. But the 
main focus is to consider the wind generation changes on top of the traditional 
contingency analysis. Then the tool is also extended to include the correlation 
between wind farms and load changes. 
An alternative pathway for contingency assessment using time domain 
simulation information-based stability margins is also provided. This may be 
preferred when the direct method is not sufficiently accurate to reflect the modern 
control devices. The proposed method analyses the case with stability boundary 
changes due to control devices, and attempted to include this change in the fast 
estimation process. This time domain method reaches a better trade-off between 
accuracy and computational speed than a traditional hybrid method.  
 
1.5 THESIS OUTLINE 
This thesis is organised into eight chapters. Chapter 1 gives a brief 
background of and motivation for this research work. The main objectives and 
contributions can also be found here. In Chapter 2, the existing literature regarding 
subjects such as wind power modelling, power system stability assessment and 
probabilistic estimation are reviewed. The advantages and disadvantages are 
compared and explained. To achieve the targeted aims, this current research 
incorporates innovation to extend these previous researches. The background 
information for achieving realistic simulation design is given in Chapter 3. The 
detailed framework of this research follows. It consists of an explicit explanations of 
the methodologies used in the research. To illustrate the proposed methodologies, a 
modified classic single machine infinite bus system is simulated in Chapter 4. The 
impact of wind power fluctuation alone on system states and their contribution to 
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transient energy is given along with analytical results. To generalise these results, a 
more complex three-area system is simulated with different contingency scenarios in 
Chapter 5. This chapter also investigates impacts from wind power fluctuations both 
with and without contingencies. Analysis of different contingency locations and 
durations demonstrate the robustness of the stability estimation method to handle 
various nonlinear relations in the power systems. Chapter 6 has extended the 
simulation to a more realistic Australian system. The analysis preserves the 
network’s topological structure but uses a simplified generator model. The existing 
wind generation location illustrates the challenge of determining a secure transfer 
capacity limit on critical lines. The situation also verifies the use of the cutset energy 
function for direct stability investigation through critical transmission lines. Then, a 
detailed, full order Australian system with modern control devices is simulated using 
PSS®E in Chapter 7. Due to the approximation nature of the direct method, the time 
domain information sometimes is preferred when considering the effect of control 
devices. To avoid cumbersome iterative computation, an alternative stability margin 
is derived from time domain simulation to accelerate the required time for 
identifying critical transfer capacity. Finally, conclusions drawn from this research 
are given in Chapter 8. Future works are suggested as well. The list of references 
and detailed system parameters used in the simulations are provided after the last 
chapter. 
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Chapter 2: Literature Review 
2.1 INTRODUCTION 
In this chapter, previously published related literature is studied. The main 
subjects covered are wind power modelling, stability theory, contingency assessment 
and probability distribution estimation. In Section 2.2, the existing wind power 
models are presented, and their advantages and disadvantages are discussed. Then 
the concept of system stability theory and its fundamental modelling in power 
systems is introduced in Section 2.3. The problem of power system rotor angle 
stability is modelled and generalised in its classic swing equation form. The concept 
of the stability region is explained, followed by some explanations of constant energy 
surface to help understand the approximate nature of energy function. The classic 
energy function model and its extended structure preserving form, as analytical 
approaches commonly used in contingency assessment, are given afterwards. The 
other well-known direct methods used for power system transient stability criteria, 
such as the extended equal area criterion (EEAC) method, the potential energy 
boundary surface (PEBS) method and the boundary of stability region based 
controlling unstable equilibrium point (BCU) method, are illustrated in Section 2.4 
as example implementations of a Lyapunov function. The methods for estimating 
probabilistic distribution are reviewed by category in Section 2.5. When considering 
whether to use an analytical approach or a numerical approach, there is a trade-off 
between feasibility and computational speed. In many cases, a method that combines 
analytical and numerical approaches is in greater favour. Finally, a summary of 
reviewed literature is given in Section 2.6. From this, the procedure of proposed 
contingency analysis considering wind fluctuation is developed to avoid the 
disadvantages identified in this chapter. 
 
2.2 REVIEW OF EXISTING WIND MODELS  
In the electricity grid, the balance between power consumption and generation 
must be maintained all times. Also, disturbances may occur and cause large area 
blackouts. Wind generation is a direct function of wind speed with its intermittent 
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nature and, in contrast to conventional generation systems, would not easily be 
dispatched. Fluctuations of wind generation thus receive a lot of attention since the 
uncertainty would increase the wind farms’ operational costs by increasing the 
requirement for reserve demand. A great deal of research has been devoted to wind 
modelling for use in either wind speed prediction or power system simulation as 
synthetic data. Historical data, if available, are generally preferable to synthetic time 
series because there is less concern about whether the data are sufficiently realistic. 
However, as measured series of a high resolution are not available in most cases, 
tools for synthesising wind data have been developed. 
2.2.1 Autoregressive Moving Average Model 
To handle this uncertainty and reduce the difficulty for the generation 
commitment decision, many methods have been developed for wind speed prediction 
in either a centralised or decentralised manner. First of all, the simplest and easiest 
forecasting technique would be persistent forecasting, which states that future wind 
𝑣(𝑡 + ∆𝑡), in general, will be the same as the last value 𝑣(𝑡). Despite its apparent 
simplicity, the resulting error usually stands as a reference for other advanced 
approaches. The more advanced and intuitive method is categorised as a physical 
model, such as numerical weather prediction (NWP). It includes the consideration of 
meteorological variables, such as terrain, obstacles, air pressure, and temperature to 
reach a better prediction [7]. This tool is widely used in weather prediction, not just 
wind forecasting. However, this model does not perform very well in a very short 
time frame [8]. Another prediction tool is a conventional statistical method, like the 
autoregressive (AR) model, autoregressive moving average (ARMA) model and its 
derivatives. They have been implemented widely across power system research [6, 9-
11] to predict wind in future or to synthesise data for simulation. The ARMA model 
is based on a number of historical data to identify the pattern and fit it with a linear 
relation. The ARMA wind speed model can be described as follows:  
 𝑦𝑡 = ∑𝜑𝑖𝑦𝑡−𝑖
𝑛
𝑖=1
+ 𝑥𝑡 − ∑𝜃𝑗
𝑚
𝑗=1
𝑥𝑡−𝑗 ( 2.1 ) 
where 𝜑𝑖 and 𝜃𝑗  are the autoregressive and moving average parameters of the model 
respectively. The 𝑥𝑡 is a normal white noise process with zero mean and variance 𝜎𝑥, 
𝑥𝑡 ∈ 𝑁𝐼𝐷(0, 𝜎𝑥
2), where NID denotes normally independent distributed.  
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Once the above random time series model is established from historical data, 
the simulated wind speed can be calculated as: 
 𝑠𝑤𝑡 = 𝜇𝑡 + 𝜎𝑡𝑦𝑡 ( 2.2 ) 
where 𝑠𝑤𝑡 stands for simulated wind data, 𝜇𝑡 and 𝜎𝑡 are the mean and variance of 
local observed historical wind speed data at time 𝑡. This wind data can be translated 
to power if needed. This is a typical ARMA model, and if 𝑚 is assumed to be zero, it 
will represent an AR model. The drawback of an ARMA model is it does not 
necessarily retain the probability distribution of the historical data. In addition, the 
synthesised time series data only gives the expected value at each time 𝑡 without 
information of a possible variance. However, this possible variation is of great 
interest to operators when deciding the operative reserve capacity.  
 
2.2.2 Kalman Filter 
Another commonly used statistical model is the Kalman filter based method. 
The main advantage of this methodology is its easy adaptation as well as the fact it 
only needs a little historical information to do the estimation. A short description of a 
classic Kalman filter is given here.  
 {
𝑥(𝑡) = 𝐹𝑥(𝑡 − 1) + 𝑤(𝑡)
𝑦(𝑡) = 𝐻𝑥(𝑡) + 𝑣(𝑡)
 ( 2.3 ) 
where the 𝑥(𝑡) denotes the state variable value at time 𝑡. This model shows the state 
variable 𝑥 at time 𝑡 is evolved from the state at (𝑡 − 1) according to state transition 
model 𝐹 and process noise 𝑤(𝑡), which is normally assumed to be 𝑤 ∈ 𝑁𝐼𝐷(0, 𝜎𝑤
2). 
The variable 𝑦(𝑡)  can represent any observable or measurable value at time 𝑡 
according to a transformation 𝐻 from 𝑥(𝑡) and process noise 𝑣 ∈ 𝑁𝐼𝐷(0, 𝜎𝑣
2). The 
models 𝐹  and 𝐻  have to be determined before the application of the filter. The 
Kalman filter also gives a way for the recursive estimation of the state variable based 
on observed values up to time 𝑡 [12]. For example, if the wind power is taken as state 
variable 𝑥(𝑡) , and initial value of 𝑥  and its covariance 𝑃𝑥𝑥  is known, then the 
observed variable can be used for updating a more accurate estimated value. This 
observed variable can be wind speed on site or wind speed from another correlated 
site or another related variable, such as temperature. This updated estimation 
procedure from time (𝑡 − 1) to 𝑡 is listed in the following equations:  
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𝑥(𝑡|𝑡 − 1) = 𝐹𝑥(𝑡 − 1) 
𝑃𝑥𝑥(𝑡|𝑡 − 1) = 𝐹𝑃𝑥𝑥(𝑡 − 1)𝐹
𝑇 + 𝜎𝑤
2 ( 2.4 ) 
And the final corrected estimation is:  
 
𝑥(𝑡) = 𝑥(𝑡|𝑡 − 1) + 𝐾𝑡(𝑦(𝑡) − 𝐻𝑥(𝑡|𝑡 − 1)) 
𝑃𝑥𝑥(𝑡) = (𝐼 − 𝐾𝑡𝐻)𝑃𝑥𝑥(𝑡|𝑡 − 1) ( 2.5 ) 
where 𝐾𝑡 = 𝑃𝑥𝑥(𝑡|𝑡 − 1)𝐻
𝑇(𝐻𝑃𝑥𝑥(𝑡|𝑡 − 1)𝐻
𝑇 + 𝜎𝑣
2)−1.  
The performance of this prediction method has been compared with the persistence 
model [13], with the conclusion that it would outperform the persistence model in 
short time steps. Therefore, it would be suitable for online implementation.  
 
2.2.3 Markov Chain 
Markov chains have been proposed in many studies [14-17] as an acceptable 
method to generate synthetic wind data. A Markov chain refers to any mathematical 
system that undergoes transitions from one discrete state to another state. It is a 
stochastic process usually characterised as memorylessness, which means the next 
state only depends upon the current state, and is independent from past states. It is 
formally written as:  
 𝑝𝑖𝑗 = 𝑃𝑟(𝑋𝑛+1 = 𝑠𝑗|𝑋𝑛 = 𝑠𝑖) 
( 2.6 ) 
where ∑ 𝑝𝑖𝑗𝑗 = 1, since the transition probabilities from a given state to all possible 
states must add up to 1. This is also called a first-order Markov chain transition, 
proposed for representing wind speed and wind power model. As our research is 
concerned with wind power, and the conversion steps from wind speed to a wind 
power model would amplify the prediction errors, it is recommended to directly 
focus on wind power rather than on wind speed [15, 17]. In order to generate 
synthetic data for simulation with better time evolution characters, a Markov chain 
with multiple time step memories is also created. Taking a second-order Markov 
chain time series as an example, if the state of the process at time 𝑡ℎ  and 𝑡ℎ−1 is 
given, the probability of the next possible state is written as:  
 𝑝𝑖𝑗𝑘(𝑡ℎ+1) = 𝑃𝑟(𝑋(𝑡ℎ+1) = 𝑠𝑖|𝑋(𝑡ℎ) = 𝑠𝑗 , 𝑋(𝑡ℎ−1) = 𝑠𝑘) ( 2.7 ) 
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where the 𝑋(𝑡ℎ) is the element of transition matrix 𝑃(𝑡ℎ). If the discrete Markov 
chain model has 𝑁  states, and 𝑟  order, this transition matrix would have 𝑟 + 1 
dimensions with 𝑁𝑟+1 elements. The order of the chain gives the number of time 
steps in the past influencing the probability distribution of the present state. Brokish 
and Kirtley [16] have investigated the performance of Markov chain models with 
different time steps, orders and states by comparing their root mean square error 
(RMSE). The comparison shows that a model with higher order and more states 
would slightly improve the performance. On the other hand, due to the intrinsic 
nature of the Markov approach, the generated time series would lack the 
autocorrelation and spectral power density that can be found in real data. This is 
particularly true for short simulation time steps. New methods which can replicate 
the autocorrelation while retaining the correct probability distribution for generating 
short time step synthetic wind power are needed. One of our proposed models aims 
to approximate these characteristics in both frequency and time domain, and this is 
explained in Chapter 3.3.1.  
 
2.2.4 Spatial Correlation and AI  
Distinguished from other methods, the spatial correlation method takes the 
neighbouring sites’ information into account for wind speed prediction. This kind of 
model is more difficult than typical time-series models because it needs to collect 
wind speed from multiple surrounding sites and transmit the information promptly. 
This has been tested with real data [18], which proved to perform well. Similar 
research [19] also found that, because of the spatial correlation information, the 
prediction error on wind farms output of a region is considerably smaller than a 
single site prediction. Therefore, it shows the ensemble forecast error would benefit 
from combining the power output of many wind farms distributed over a larger 
region. The error reduction achieved by an ensemble forecast compared with a local 
forecast is mainly due to weakly correlated errors which cancel each other out, and 
this is called the spatial smoothing effect.  
As the quality of the prediction of a single site is quantified by the standard 
deviation between predicted and measured power, the proper statistical description of 
the regional prediction performance needs to consider cross-correlation between 
different sites to derive an equivalent standard deviation for comparison. The cross-
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correlation coefficient 𝑟𝑥𝑦 of the prediction error between two sites 𝑥 and 𝑦 is defined 
as 
 𝑟𝑥𝑦 =
1
𝑁
 
1
𝜎𝑥𝜎𝑦
∑(∆𝑃𝑥,𝑖 − ∆𝑃𝑥̅̅ ̅̅ ̅
𝑁
𝑖=1
)(∆𝑃𝑦,𝑖 − ∆𝑃𝑦̅̅ ̅̅ ̅) ( 2.8 ) 
where 𝑁 is the number of data points in the time series, and 𝜎𝑥, 𝜎𝑦 are the standard 
deviation of sites 𝑥 and 𝑦 respectively, while ∆𝑃𝑥,𝑖 , ∆𝑃𝑦,𝑖 are the time series of their 
prediction error. The bar denotes the average. If 𝑟𝑥𝑦  is known for all pairs of sites, 
the standard deviation of the ensemble prediction can be calculated using: 
 
𝜎𝑒𝑛𝑠𝑒𝑚𝑏𝑙𝑒
2 =
1
𝐾2
∑∑𝜎𝑥𝜎𝑦𝑟𝑥𝑦
𝑦𝑥
 ( 2.9 ) 
where 𝐾 is the number of sites in the region.  
Because of the complex relationships between sites, the spatial correlation is usually 
adopted together with artificial intelligence (AI) techniques, such as an artificial 
neural network (ANN), a fuzzy logic model, support vector machine or other hybrid 
methods. The aim of these methods is to describe a system which would be difficult 
to model exactly. They all require a training process using historical data to obtain 
the hidden connection between input and output, which is time consuming and their 
performance also varies from case to case. Research by Bilgili et al. [20, 21] has 
combined ANN and fuzzy logical modelling with spatial correlation information, 
including even parameters like terrain landscape, heat transfer and pressure 
gradients. In the end, this approach proves to outperform other network models. 
However, Damousis et al. [22] found that sometimes the forecast can be made worse 
by artificial learning methods when considering the complex terrain nearby. 
Alternatively, wind prediction tools which employ artificial techniques without the 
assistance of spatial information also prove to be an effective method in many studies 
[23-25]. However, these techniques are highly dependent on whether the training 
data properly covers the possible combinations of discrete events. Large amounts of 
historical data must be available before implementation.  
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2.2.5 Spectrum-based Model 
Most of these wind studies are modelling from a time domain perspective, 
where the attributes of stochastic wind are mainly described by the probability 
density function derived from large number of samples. In many engineering cases, 
frequency domain analysis reveals more patterns when a time domain signal looks 
complicated. The research work of Sørensen et al. [26-29] proposes a very detailed 
modelling method based on frequency domain which is developed mainly for 
meeting International Electrotechnical Commission (IEC) Standard 61400. The core 
of frequency modelling of wind fluctuation is power spectrum density (PSD), which 
is based on the theory of wide-sense stationary (WSS) stochastic process. It is 
obvious that the consecutive values of wind time series are correlated due to a form 
of inertial effect of the process. And this correlation is assumed to keep constant 
within a certain time period in the WSS process. In time domain, this relation is 
measured by autocorrelation function [30]: 
 𝐸(𝑥(𝑡1)𝑥(𝑡2)) = 𝑅𝑥𝑥(𝑡1, 𝑡2) = 𝑅𝑥𝑥(𝜏) ( 2.10 ) 
In frequency domain, the PSD 𝑆(𝑓)  is just the Fourier transform of the 
autocorrelation function: 
 𝑆(𝑓) = ∫ 𝑅𝑥𝑥(𝜏)𝑒
−𝑗2𝜋𝑓𝜏
∞
−∞
𝑑𝜏 = 𝐸(𝑋(𝑓) ∙ 𝑋∗(𝑓)) ( 2.11 ) 
where 𝑋(𝑓) is the Fourier transform of time series 𝑥(𝑡). Furthermore, for a linear 
system, the frequency response of which is 𝐻(𝑓), the PSD 𝑆𝑌(𝑓) of output series of 
this system can be estimated by the input PSD 𝑆𝑋(𝑓)  
 𝑆𝑌(𝑓) = |𝐻(𝑓)|
2𝑆𝑋(𝑓) ( 2.12 ) 
An analytical expression of wind speed PSD function is used by Sørensen et al. [27] 
as a Kaimal type of PSD: 
 
𝑆𝐾𝑎𝑖(𝑓) = 𝜎
2 ∙
2𝐿
𝑉
(1+6
𝐿
𝑉
𝑓)
5
3
  ,  𝐿 = {
5.67 ∙ 𝑧,     𝑧 ≤ 60 m
340.2 m,    𝑧 > 60 m
 ( 2.13 ) 
where 𝑉 is the average wind speed and 𝜎 is the standard deviation of the wind speed 
in a 10-minute interval. 𝐿 is the length scale, and 𝑧 is the height above ground. The 
Kaimal type PSD functions are valid only for shorter time scales, i.e. from 0.02 to 
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600 seconds. Therefore, another lower frequency term has been added to enhance the 
reality of the model. The expression is given in the literature [27] as:  
 
𝑆𝐿𝐹(𝑓) = (𝛼𝐿𝐹 ∙ 𝑉 + 𝛽𝐿𝐹)
2
𝑧
𝑉
(
𝑧 ∙ 𝑓
𝑉 )
5/3 ∙ (1 + 100
𝑧 ∙ 𝑓
𝑉 )
 ( 2.14 ) 
The kernel of this method is the time series simulator. The individual PSD of wind 
speed at each wind turbine is given as input 𝑆𝑢(𝑖)(𝑓), which includes both high-
frequency and low-frequency components:  
 𝑆𝑢(𝑖)(𝑓) = 𝑆𝐾𝑎𝑖(𝑓) + 𝑆𝐿𝐹(𝑓) ( 2.15 ) 
 
Figure 2.1. Power spectrum plot of 𝑆𝑢(𝑖)(𝑓). 
To generate the time series reflecting correlations between wind turbines for 
simulation, it is essential to generate the cross power spectral density (CPSD) matrix 
𝑆(𝑓) with elements as below [28]: 
 𝑆𝑟,𝑐(𝑓) = 𝛾𝑟,𝑐(𝑓) ∙ √𝑆𝑟(𝑓) ∙ 𝑆𝑐(𝑓) ( 2.16 ) 
where 𝑟 and 𝑐 are different wind turbines. The coherence function 𝛾𝑟,𝑐(𝑓) is given by 
Sørensen et al. [27] as:  
 𝛾𝑟,𝑐(𝑓) = exp (−(𝐴𝑟,𝑐
𝑑𝑟,𝑐
𝑉
+ 𝑗2𝜋𝜏𝑟,𝑐) ∙ 𝑓) ( 2.17 ) 
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The procedure is listed in Figure 2.2 below.  
 
Figure 2.2. Basic structure of model for simulation of power fluctuation from wind farm [28]. 
The rotor block includes the smoothing effect due to the weighted average over 
the rotor. Then the Cholesky decomposition can be implemented for transforming 
each element of the CPSD matrixes into a lower triangular matrix. The PSD 𝑆(𝑓) of 
a stochastic time series 𝑢(𝑡) can be estimated by splitting 𝑢(𝑡) into a number of 
equidistant segments and calculating the Fourier transform 𝑈(𝑓) of each segment. It 
can be expressed as  
 𝑆(𝑓) ∙ ∆𝑓 = 〈𝑈𝐿𝑇(𝑓) ∙ 𝑈𝐿𝑇(𝑓)
∗𝑇〉 ( 2.18 ) 
where ∙ ∆𝑓  is the frequency step; 〈𝑥〉  denotes the mean value of the stochastic 
variable 𝑥; 𝑥∗𝑇 denotes the conjugate transpose of matrix 𝑥. The desired time series 
in frequency domain 𝑈(𝑓) can be derived from an uncorrelated vector of random 
noise variables 𝑁(𝑓) multiplying the lower triangular matrix derived from equation ( 
2.18 ): 
 𝑈(𝑓) = 𝑁(𝑓) ∙ 𝑈𝐿𝑇(𝑓) ( 2.19 ) 
Finally, the stochastic time series 𝑈(𝑡) is calculated by an inverse Fourier transform 
of 𝑈(𝑓).  
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2.3 TRANSIENT STABILITY CONCEPT AND MODELLING 
As the most severe phenomenon of power system operation, transient stability 
has been listed as a high priority problem in contingency assessment as it has 
enormous economic influence. Much research has been developed in this area, 
covering detection to prevention. In this thesis, the contingency analysis considering 
wind power fluctuations is focusing on the transient stability assessment. First of all, 
the basic concepts of the transient stability problem in power systems and its 
mathematical model are introduced in the following sections.  
 
2.3.1 Swing Equation 
The basic consideration of rotor stability is about synchronism. When two or 
more synchronous machines are interconnected, the stator voltage and currents of all 
the machines must have the same frequency and the speed of each rotor is also 
maintained at that frequency. Under steady operation, the mechanical torque from the 
prime mover and the electrical torque of the generator are balanced. And the 
fundamental phenomenon of stability without damping is described by the second-
order ordinary differential equation given below; it is also known as a swing 
equation:  
 𝐽
𝑑2𝛿𝑚
𝑑𝑡2
= 𝑇𝑚 − 𝑇𝑒 ( 2.20 ) 
where 𝛿𝑚  is the mechanical angle in radians of the rotor with respect to some 
reference direction rotating at synchronous speed, 𝑇𝑚 and 𝑇𝑒 are the mechanical and 
electrical torques respectively in 𝑁 ∙ 𝑚, and 𝐽 is the combined moment of inertia of 
the generator and turbine in 𝑘𝑔 ∙ 𝑚2. The difference between the mechanical and 
electrical torques would accelerate or decelerate the rotor speed, which then implies 
changes in the rotor angle. Since the average rotational velocity of machines has only 
very small momentary excursions, the per-unit (𝑝𝑢) values of torque and power are 
assumed equal as standard practice in the power system stability literature. And it is 
convenient to work in terms of mechanical and electrical power, in per-unit to a 
system base. The above equation can be rewritten as: 
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2𝐻
𝜔0
𝑑2𝛿𝑒
𝑑𝑡2
= 𝑃𝑚 − 𝑃𝑒 ( 2.21 ) 
where 𝐻 is known as the inertia constant, which is defined as the kinetic energy at 
the rated speed of the rotor divided by the system base. And 𝜔0  is the nominal 
system angular frequency. Any instability issue is usually caused by a large sudden 
mismatch between the mechanical power 𝑃𝑚 from the prime mover and the electrical 
power 𝑃𝑒 delivered.  
There are four parameters associated with each bus: active power 𝑃, reactive 
power 𝑄, voltage magnitude 𝑉 and voltage angle 𝜃. Each bus can be represented as 
one of two given types: 𝑃𝑉 bus or 𝑃𝑄 bus. The former are the generator buses, while 
the latter are the load buses. If the loads are modelled as constant impedances, then 
the network equation between bus voltage and current may be represented in terms of 
node admittance matrix, which is written as: 
 [
𝐼𝑅
𝐼𝐸
] = [
𝑌𝑅𝑅 𝑌𝑅𝐸
𝑌𝐸𝑅 𝑌𝐸𝐸
] ∙ [
𝑉𝑅
𝑉𝐸
] ( 2.22 ) 
where 𝑌 = [
𝑌𝑅𝑅 𝑌𝑅𝐸
𝑌𝐸𝑅 𝑌𝐸𝐸
] is the admittance matrix including internal machine buses. 
All the nodes in the network model are categorised into two groups: set {𝐸} which do 
not have any generators, hence 𝐼𝐸 = 0 can be removed from the model; and set {𝑅} 
which are the remaining generator nodes. The network describing the interconnection 
of the internal machine buses as a reduced admittance matrix is found by:  
 𝑌𝑟𝑒𝑑 = 𝑌𝑅𝑅 − 𝑌𝑅𝐸𝑌𝐸𝐸
−1𝑌𝐸𝑅 ( 2.23 ) 
Therefore:  
 𝐼𝑅 = 𝑌𝑟𝑒𝑑 ∙ 𝑉𝑅 ( 2.24 ) 
Based on the above relationship, the electrical power of each machine of an 𝑁 
machine system is calculated by:  
 
𝑃𝑒𝑖 = 𝑅𝑒𝑎𝑙(𝑉𝑅𝑖 ∙ 𝐼𝑅𝑖
∗ ) = 𝑉𝑖
2𝐺𝑖𝑖 + ∑𝑉𝑖𝑉𝑗𝑌𝑟𝑒𝑑,𝑖𝑗 cos(𝜃𝑖𝑗 + 𝛿𝑗 − 𝛿𝑖)
𝑁
𝑗=1
𝑗≠𝑖
 ( 2.25 ) 
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where 𝑌𝑟𝑒𝑑,𝑖𝑗 = |𝑌𝑟𝑒𝑑,𝑖𝑗|∠𝜃𝑖𝑗 = 𝐺𝑖𝑗 + 𝑗 ∗ 𝐵𝑖𝑗. If the angular velocity of 𝑖𝑡ℎ machine is 
denoted as 𝜔𝑖 =
𝑑𝛿𝑖
𝑑𝑡
, and substitute ( 2.25 ) into ( 2.21 ), the nonlinear nature of the 
swing equation becomes apparent: 
 
2𝐻
𝜔0
𝑑𝜔𝑖
𝑑𝑡
= 𝑃𝑚𝑖 − 𝑉𝑖
2𝐺𝑖𝑖 − ∑𝑉𝑖𝑉𝑗𝑌𝑟𝑒𝑑,𝑖𝑗 cos(𝜃𝑖𝑗 + 𝛿𝑗 − 𝛿𝑖)
𝑁
𝑗=1
𝑗≠𝑖
 ( 2.26 ) 
 
2.3.2 Stability Region and Constant Energy Surface 
By mathematically modelling a power system, its stability problem becomes 
equivalent to ensuring that states of the power system at the instant of fault clearing 
stay inside the region of stability (ROS) of the post-fault stability equilibrium point. 
Firstly, the stability region of a high-dimension nonlinear system ?̇? = 𝑓(𝑥), 𝑥𝜖𝑅𝑛 
will be described in concept:  
1. A solution of 𝑓(𝑥) = 0  is called the equilibrium point (EP). If the 
derivative of 𝑓(𝑥) at 𝑥𝑖  which is called the Jacobian matrix, denoted by 
𝐽(𝑥𝑖) , has no eigenvalue with zero real part, then 𝑥𝑖  is termed as the 
hyperbolic equilibrium point.  
2. For such a hyperbolic equilibrium point 𝑥𝑖 , it is called the stable 
equilibrium point (SEP) if all eigenvalues of 𝐽(𝑥𝑖) have negative real parts. 
Otherwise, it is an unstable equilibrium point (UEP).  
3. The type of an EP is defined by the number of its eigenvalue with positive 
real part. It is a type-1 EP if the Jacobian matrix has exactly one 
eigenvalue in the right half plane.  
The same principle applies to other EPs. When all eigenvalues of 𝐽(𝑥𝑖) have 
positive real parts, it is called a ‘source’. On the contrary, an SEP is called a ‘sink’. 
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Figure 2.3. (a) Source  (b) Sink. 
The stable manifold 𝑊𝑠(𝑥𝑖) and unstable manifold 𝑊
𝑢(𝑥𝑖)  of a hyperbolic 
equilibrium point  𝑥𝑖 are defined as follows: 
 𝑊
𝑠(𝑥𝑖) = {𝑥𝜖𝑅
𝑛: lim
𝑡→∞
𝑥(𝑡) → 𝑥𝑖} ( 2.27 ) 
 𝑊
𝑢(𝑥𝑖) = {𝑥𝜖𝑅
𝑛: lim
𝑡→−∞
𝑥(𝑡) → 𝑥𝑖} ( 2.28 ) 
There can be many local SEPs for a system, and different points will be 
attracted to different SEPs. Given an SEP 𝑥𝑠, the stability region of 𝑥𝑠 is denoted by  
 𝐴(𝑥𝑠) = {𝑥𝜖𝑅
𝑛: lim
𝑡→∞
𝑥(𝑡) → 𝑥𝑠} ( 2.29 ) 
The boundary of the stability region 𝐴(𝑥𝑠) is called the stability boundary of 𝑥𝑠 , 
which will be denoted by 𝜕𝐴(𝑥𝑠) . It is important to note that 𝐴(𝑥𝑠) is an open 
invariant set with 𝑛  dimension while 𝜕𝐴(𝑥𝑠) is a closed invariant set with 𝑛 − 1 
dimension. Moreover, the stable region for an SEP is also its stable manifold [31].  
The theory of the direct method for power system transient stability assessment 
is based on the knowledge of its stability region. Some theorems have been proven 
[31] which need to be introduced here for understanding the foundation of the 
computational methods of finding stability criteria.  
1. If the system energy function exists under Lyapunov conditions, then 
every bounded trajectory of the system converges to one of the equilibrium 
points. And the stability boundary 𝜕𝐴(𝑥𝑠) must contain at least one type-
one equilibrium point. If the stability region is bounded, the stability 
boundary 𝜕𝐴(𝑥𝑠) must contain at least one type-one equilibrium point and 
one source.  
+ 
(a) 
- 
(b) 
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2. For the dynamic system satisfying Lyapunov conditions, and all 
equilibrium points on the stability boundary are hyperbolic, assuming the 
intersection of its stable and unstable manifold satisfies the transversality 
condition, then the union of the stable manifolds of the type-one UEPs on 
the stability boundary 𝜕𝐴(𝑥𝑠) contains the stability boundary set 𝜕𝐴(𝑥𝑠):  
 
𝜕𝐴(𝑥𝑠) ⊆ ⋃ 𝑊
𝑠(𝑥𝑖)
𝑥𝑖∈{𝐸1∩𝜕𝐴(𝑥𝑠)}
 ( 2.30 ) 
3. If the system energy function exists under Lyapunov conditions, then on 
the stable manifold 𝑥 ∈ 𝑊𝑠(𝑥𝑖)  of an EP 𝑥𝑖 , energy function 𝑉(𝑥) 
achieves the minimum at 𝑥 = 𝑥𝑖. 
Assuming a set satisfying the following condition:  
 𝑆(𝑘) = {𝑥𝜖𝑅
𝑛: 𝑉(𝑥) < 𝑘} ( 2.31 ) 
where 𝑉: 𝑅𝑛 → 𝑅 is an energy function. The boundary of this set is  
 𝜕𝑆(𝑘) = {𝑥𝜖𝑅
𝑛: 𝑉(𝑥) = 𝑘} ( 2.32 ) 
which is called a level set or constant energy surface, and 𝑘 is the energy level value. 
This set 𝑆(𝑘) can have several connected but disjoint components, i.e.:  
 𝑆(𝑘) = 𝑆
1(𝑘) ∪ 𝑆2(𝑘) ∪ ⋯∪ 𝑆𝑚(𝑘) ( 2.33 ) 
where 𝑆𝑖(𝑘) ∩ 𝑆𝑗(𝑘) = ∅, 𝑖 ≠ 𝑗. In spite of the possibility that a constant energy 
surface may contain several connected but disjoint components, the intersection of 
constant energy surface 𝜕𝑆(𝑘) and stability region 𝐴(𝑥𝑠) is mostly likely nonempty 
if 𝑘 > 𝑉(𝑥𝑠)  [32]. Any energy level value smaller than the critical value is very 
conservative in the approximation of the stability boundary 𝜕𝐴(𝑥𝑠) . As the set 
𝑆(𝑘) is expanded by increasing the energy level value 𝑘, the approximation improves 
until it hits the stability boundary at some point. This first intersection point will be 
the closest UEP of 𝑥𝑠 with respect to energy function 𝑉(𝑥).  
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Figure 2.4.  The relationship between the constant energy surface 𝑆(𝑘) and the stability region 𝐴(𝑥𝑠). 
The computation of the ROS boundary is perhaps the most difficult task in 
successfully using the energy function for stability analysis. The related transient 
stability methods, which implemented energy function theory in the literatures, are 
introduced in the following section.  
 
2.3.3 Classic Energy Function 
In an effort to avoid lengthy simulations to determine system stability under a 
particular disturbance, much work has been done in the development of so-called 
direct methods [31, 32]. These direct methods focus on the computation of a function 
known as an energy function, which satisfies the properties of Lyapunov conditions. 
In 1892, A. M. Lyapunov proposed his famous dissertation about assessment of 
nonlinear system stability without numerical integration [33]. In his original work, 
there are two methods for demonstrating stability criteria. The first one developed the 
solution in a series which was then proved convergent within limits. The second 
method is the one widely used nowadays. It is summarised below. For a dynamic 
system described as: 
 ?̇? = 𝑓(𝑥), 𝑓(0) = 0 ( 2.34 ) 
1. If there is a scalar function 𝑉(𝑥) for the the variable 𝑥, which is positive 
semi-definite everywhere, 𝑉(𝑥) ≥ 0 
2. The derivative of this function satisfies ?̇?(𝑥) ≤ 0 all the time  
3. If the system trajectory 𝑥(𝑡)  has no equilibrium point then {𝑡 ∈
𝑅, ?̇?(𝑥(𝑡)) = 0} is an empty set in 𝑅. 
The equilibrium point is stable if the above conditions are satisfied. The V(x) is 
actually a generalisation of the concept of system energy. In a power system, the first 
𝑋𝑠 
𝐴(𝑥𝑠) 
𝜕𝐴(𝑥𝑠) 𝜕𝑆(𝑘) 
𝐶𝑙𝑜𝑠𝑒𝑠𝑡 𝑈𝐸𝑃 
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integrals of motion of a system over time are called the energy function, and it is a 
function of machine angle and velocity, i.e. 𝑥 = [𝛿, ?̇?]. There is extensive literature 
surrounding this topic [34-36]. 
 
Figure 2.5. Single machine infinite bus system. 
For a single machine infinite bus system depicted in Fig.3, the classic model 
equation is given as: 
 𝑀
𝑑2𝛿
𝑑𝑡2
= 𝑃𝑚 − 𝑃𝑒𝑚𝑎𝑥 sin 𝛿 ( 2.35 ) 
where =
2𝐻
𝜔0
 , 𝑃𝑒𝑚𝑎𝑥 =
|𝐸1|∙|𝐸2|
𝑋𝑙𝑖𝑛𝑒
 and letting  
 𝑉𝑃𝐸(𝛿) = −𝑃𝑚𝛿 − 𝑃𝑒𝑚𝑎𝑥 cos 𝛿 ( 2.36 ) 
Multiplying ( 2.35 ) by 
𝑑𝛿
𝑑𝑡
, the equation can be rewritten as:  
 
𝑑
𝑑𝑡
(
𝑀
2
(
𝑑𝛿
𝑑𝑡
)
2
+ 𝑉𝑃𝐸(𝛿)) = 0 ( 2.37 ) 
Hence, the energy function of a single machine is defined as: 
 𝑉(𝛿, ?̇?) =
1
2
𝑀𝜔2 + 𝑉𝑃𝐸(𝛿) ( 2.38 ) 
which consists of kinetic energy term 
1
2
𝑀𝜔2 and potential energy term 𝑉𝑃𝐸(𝛿). The 
stable equilibrium point is given by the solution of 𝑃𝑚 − 𝑃𝑒𝑚𝑎𝑥 sin 𝛿 = 0, which is 
calculated by 𝛿𝑠 = sin−1 (
𝑃𝑚
𝑃𝑒𝑚𝑎𝑥
)  within [−
𝜋
2
,
𝜋
2
] . It will surround two unstable 
equilibrium points 𝛿𝑢1 = 𝜋 − 𝛿𝑠 and 𝛿𝑢2 = −𝜋 − 𝛿𝑠. We can also make a change of 
the coordination from infinite bus to stable equilibrium point 𝛿𝑠, so that the 𝑉𝑃𝐸 = 0. 
Then ( 2.38 ) becomes  
 𝑉(𝛿, ?̇?) =
1
2
𝑀𝜔2 − 𝑃𝑚(𝛿 − 𝛿
𝑠) − 𝑃𝑒𝑚𝑎𝑥 𝑐𝑜𝑠(𝛿 − 𝛿
𝑠) ( 2.39 ) 
 G 
𝐸1∠𝛿 𝐸2∠0 
𝑋𝑙𝑖𝑛𝑒 
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Figure 2.6. Potential energy curve of single machine case. 
For a multi-machine system denoted by ( 2.26 ), the energy function can be 
derived by calculating integral over time after multiplying 
𝑑𝛿
𝑑𝑡
,  
 
𝑉(𝛿, ?̇?) =
1
2
∑𝑀𝑖𝜔𝑖
2
𝑁
𝑖=1
− ∑𝑃𝑖(𝛿𝑖 − 𝛿𝑖
𝑠)
𝑁
𝑖=1
− ∑ ∑ (𝐶𝑖𝑗(cos 𝛿𝑖𝑗 − cos 𝛿𝑖𝑗
𝑠 ))
𝑁
𝑗=𝑖+1
𝑁−1
𝑖=1
− ∫ 𝐷𝑖𝑗
𝛿𝑖+𝛿𝑗
𝛿𝑖
𝑠+𝛿𝑗
𝑠
cos 𝛿𝑖𝑗 𝑑(𝛿𝑖 + 𝛿𝑗) 
( 2.40 ) 
where the 𝑃𝑖 = 𝑃𝑚𝑖 − 𝐸𝑖
2𝐺𝑖𝑖 , 𝐶𝑖𝑗 = 𝑉𝑖𝑉𝑗𝐵𝑖𝑗 , 𝐷𝑖𝑗 = 𝑉𝑖𝑉𝑗𝐺𝑖𝑗 
The energy function, which is always defined on the post-fault network, 
represents the total transient energy in two terms, kinetic energy 𝑉𝐾𝐸(𝜔) =
1
2
∑ 𝑀𝑖𝜔𝑖
2𝑁
𝑖=1  and potential energy 𝑉𝑃𝐸(𝛿) = 𝑉(𝛿, ?̇?) − 𝑉𝐾𝐸(𝜔) . If we divide the 
potential energy above into two parts: 
 𝑉𝑃𝐸(𝛿) = 𝑉𝑝(𝛿) + 𝑉𝑑(𝛿) ( 2.41 ) 
where 𝑉𝑝(𝛿) = −∑ 𝑃𝑖(𝛿𝑖 − 𝛿𝑖
𝑠)𝑁𝑖=1 − ∑ ∑ 𝐶𝑖𝑗(cos 𝛿𝑖𝑗 − cos 𝛿𝑖𝑗
𝑠 )𝑁𝑗=𝑖+1
𝑁−1
𝑖=1 . The last 
term on the right hand side of ( 2.41 ) denoted by 𝑉𝑑(𝛿) is a path-dependent term, 
only existing when transfer conductance is considered. Consequently, the analytical 
Lyapunov functions can only be constructed if the transfer conductance is zero, i.e. 
𝐷𝑖𝑗 ≡ 0 . Otherwise, the path-dependent term needs to be added to the energy 
function to assure the conservation of energy for numerical computation. This term 
can be evaluated using trapezoidal integration: 
𝛿𝑠 
 
𝛿𝑢2 
 
𝛿𝑢1 
 
𝛿 
𝑉𝑃𝐸 
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 𝑉𝑑(𝛿) = ∑ ∑ 𝐼𝑖𝑗
𝑁
𝑗=𝑖+1
𝑁−1
𝑖=1
 ( 2.42 ) 
The 𝐼𝑖𝑗 at the 𝑘𝑡ℎ step is calculated by ( 2.43 ) below: 
 
𝐼𝑖𝑗(𝑘) = 𝐼𝑖𝑗(𝑘 − 1)
+
1
2
𝐷𝑖𝑗 [cos (𝛿𝑖(𝑘) − 𝛿𝑗(𝑘))
+ cos (𝛿𝑖(𝑘 − 1) − 𝛿𝑗(𝑘 − 1))] [𝛿𝑖(𝑘) + 𝛿𝑗(𝑘)
− 𝛿𝑖(𝑘 − 1) − 𝛿𝑗(𝑘 − 1)] 
( 2.43 ) 
When the post-fault system is the same as the pre-fault system, 𝐼𝑖𝑗(0) = 0 . 
Otherwise:  
 𝐼𝑖𝑗(0) =
1
2
𝐷𝑖𝑗[cos(𝛿𝑖
0 − 𝛿𝑗
0) + cos(𝛿𝑖
𝑠 − 𝛿𝑗
𝑠)][𝛿𝑖
0 + 𝛿𝑗
0 − 𝛿𝑖
𝑠 − 𝛿𝑗
𝑠] ( 2.44 ) 
 
2.3.4 Structure Preserving Energy Function 
In the classical model for stability studies, the load is normally considered as 
constant impedance, and analysed in a reduced network where load buses are merged 
into the network since there is no current injection from the load side. The 
assumption of constant impedance to all loads may introduce an error in critical 
clearing time computation since the loads have various forms. Besides, in the cases 
where the realistic load characters are part of the research, the stability assessment 
should no longer simply treat all loads as constant impedance. The voltage dependent 
active power has a significant effect on the judgement of stability. The constant 
impedance model gives a more optimistic result compared to the constant power 
model.  
Load models may be grouped into static and dynamic models. The former 
consists of algebraic equations related to voltage and frequency, while the latter 
needs to use an iterative procedure to calculate its value in differential equations. In 
this work, we mainly focus on static load type. A widely used static model in 
transient stability program [37] is given as:  
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𝑃
𝑃0
= (𝑃1 (
𝑉
𝑉0
)
2
+ 𝑃2
𝑉
𝑉0
+ 𝑃3) ∙ (1 + 𝐿𝐷𝑃 ∙ ∆𝑓) ( 2.45 ) 
This is known as the ZIP model, which postulates that a given load can be 
composited by a constant power term 𝑃3 , a constant current term 𝑃2 , a constant 
impedance term 𝑃1 and a frequency dependent term 𝐿𝐷𝑃, where 𝑃0 , 𝑉0 are nominal 
values of power and voltage. The reactive power can be modelled in a similar way.  
Although the original transmission network can be quite reasonably considered 
as lossless, the classic reduced network model which absorbed the load impedance 
certainly cannot be treated the same. Consequently, a path-dependent term would 
always need to be computed numerically for the constructing energy function. The 
first step of removing this deficiency was attempted by Bergen and Hill [38], who 
proposed a structure preserving model for an energy function. The original network 
topology is explicitly represented in this work. Another important advancement of 
this approach is that the real power load is modelled as a function of frequency, 
which can reflect the damping effect. Further research has been done [39, 40] to 
extend the model to include various kinds of loads. The general form of structure 
preserving energy function is given in the following paragraph.  
Assuming the active load is a sum of a voltage dependent component and a 
frequency dependent component:  
 𝑃𝑒𝑖 = 𝑃𝑖(𝑉𝑖) + 𝐷𝑖𝜔𝑖 = − ∑ 𝑉𝑖𝑉𝑗𝐵𝑖𝑗 sin 𝜃𝑖𝑗
𝑚+𝑛
𝑗=1
 ( 2.46 ) 
The admittance matrix 𝑌𝑖𝑗 = 𝑗𝐵𝑖𝑗 here, ignores the resistance of transmission lines, 
and covers 𝑚 generator buses and 𝑛 load buses. However, the loads are not included 
here. The angle 𝜃𝑖𝑗  is the voltage phase angle difference between bus 𝑖 and bus 𝑗. 
The reactive load is assumed to be voltage dependent only.  
 𝑄𝑒𝑖 = 𝑄𝑖(𝑉𝑖) = ∑ 𝑉𝑖𝑉𝑗𝐵𝑖𝑗 cos 𝜃𝑖𝑗
𝑚+𝑛
𝑗=1
 ( 2.47 ) 
Substitute real power ( 2.46 ) into the swing equation ( 2.21 ), and integral both sides 
over time. Pai [41] provides more details of this process which has been omitted 
here. A similar integral is constructed on reactive power too. The general form of the 
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structure preserving energy function defined on post-disturbance system states is 
given: 
 𝑉(𝜔, 𝜃, 𝑉) = 𝑉𝐾𝐸(𝜔) + 𝑉𝑃𝐸(𝜃, 𝑉) ( 2.48 ) 
where the 𝑉𝐾𝐸 =
1
2
∑ 𝑀𝑖𝜔𝑖
2𝑚
𝑖=1  is the kinetic energy. The potential energy component 
𝑉𝑃𝐸 can be divided into several terms: 
 
𝑉𝑃1(𝜃, 𝑉) = −∑𝑃𝑚𝑖𝜃𝑖
𝑚
𝑖=1
−
1
2
∑ 𝐵𝑖𝑖𝑉𝑖
2
𝑚+𝑛
𝑖=𝑚+1
− ∑ ∑ 𝐵𝑖𝑗𝑉𝑖𝑉𝑗 cos 𝜃𝑖𝑗
𝑚+𝑛
𝑗=𝑖+1
𝑚+𝑛−1
𝑖=1
 
( 2.49 ) 
 
𝑉𝑃2(𝜃, 𝑉) = ∑ ∫ 𝑃𝑖(𝑉𝑖)𝜔𝑖
𝑡
0
𝑑𝑡
𝑚+𝑛
𝑖=𝑛+1
+ ∑ ∫ 𝐷𝑖𝜔
2
𝑖
𝑡
0
𝑑𝑡
𝑚+𝑛
𝑖=𝑛+1
+ ∑ ∫
𝑄𝑖(𝑉𝑖)
𝑉𝑖
𝑉𝑖
𝑉𝑖
𝑠
𝑚+𝑛
𝑖=𝑚+1
𝑑𝑉𝑖 
( 2.50 ) 
The 𝑉𝑃1 are network-related terms and 𝑉𝑃2  are load-related terms. The integral of 
load active power is determined by its relationship with voltage. If it is voltage 
dependent, the first term of ( 2.50 ) on the right-hand side is a path-dependent term. 
In contrast, the last term of ( 2.50 ) is a path-independent component since reactive 
power can be expressed as a function of voltage as shown in ( 2.51 ): 
 ∫
𝑄𝑖(𝑉𝑖)
𝑉𝑖
𝑉𝑖
𝑉𝑖
𝑠
𝑑𝑉𝑖 = 𝑄1 ln (
𝑉𝑖
𝑉𝑖
𝑠) + 𝑄2(𝑉𝑖 − 𝑉𝑖
𝑠) +
𝑄3
2
(𝑉2 − 𝑉𝑖
𝑠2) ( 2.51 ) 
 
2.4 THE DIRECT METHOD FOR POWER SYSTEM STABILITY 
Stability is a fundamental subject across many science and engineering 
disciplines. It has been regarded by many as a fascinating but difficult problem, 
especially in the nonlinear domains. It is believed that the thesis of Lyapunov is an 
important contribution to nonlinear dynamical system stability theory. In the 
previous section, the concept of a stability region and the construction of an energy 
function were explained. Next, we will review some relevant stability assessment 
methods that have been implemented in power systems. They are generally regarded 
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as direct methods because a lengthy iterative computation can be avoided to derive 
the conclusion directly. 
 
2.4.1 EEAC and SIME Methods 
In power systems, the EEAC [42] and single machine equivalent (SIME) [43] 
would be among the most well-known direct methods. The direct methods, based on 
energy function, have their inherent problems, such as: the mathematical complexity 
involves strongly nonlinear and highly dimensional formulation. However, the 
EEAC method provides an easy and fast computing method for multi-machine 
system transient stability assessment. It compares the fault energy injected into the 
system with a stable margin to judge the system’s stability. In this method, the multi-
machine system is divided into two subsets: critical machines and rest of the system. 
Each group is reduced to a one-machine equivalent, and then the two-machine 
system is reduced to a one-machine equivalent again. As shown by the power-angle 
curves presented in Figure 2.7, the acceleration area A1 caused by a contingency 
would need to be the same size as the deceleration area A2 to prevent loss of 
synchronism. In contrast, if area A1 is larger than A2 could ever be, then it means the 
system would lose stability. SIME is a time domain simulation of a multi-machine 
system for a short integration period dictated by equal-area criterion. The initial aim 
is to combine the advantages of time-domain and direct methods. SIME uses time-
variant parameters for the analysis period, which continuously refresh its simplified 
temporal system model. The critical clearing time (CCT) or the critical power 
transfer level is found by doing interpolation in order to reduce the iteration process.  
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Figure 2.7. Equal area criterion. 
EEAC and SIME both rely on a machine clustering and aggregation model. In 
this case, the critical machine ranking method and aggregation rules are explained 
below. The critical machine ranking method assumes there would be a time 𝑡 when 
any two of the system machine angles separates from each other to reach 360°. The 
more unstable a machine is, the larger its rotor angle would be on the unstable 
trajectory at time 𝑡. According to this assumption, the procedures are summarised as 
follows [44]:  
1. Consider a severe stability condition beyond the limit. 
2. Run a step-by-step program to compute individual rotor angles continually 
until meeting time 𝑡. And sort the machine angles by decreasing sequence. 
3. Observe the maximum gap between two successive machine angles to find 
the clustering boundary.  
4. Divide the relevant cluster of machines into two groups: machines above 
the maximum gap are called ‘critical machines’, and machines below the 
maximum gap are the ‘remaining machines’, as indicated in Figure 2.8. 
A1 
A2 
180 
𝛿 
𝑃𝑒 
𝑃𝑒1 
𝑃𝑒2 
𝑃𝑒3 
𝑃𝑚 
𝛿𝑠1 𝛿𝑐 𝛿𝑟 𝛿𝑠3 
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Figure 2.8. Multi-machine system time-domain swing curves. 
If two groups of coherent generators are clearly defined, then they can be divided 
into two subsets: S group, the specific critical cluster assumed at 𝑡; and A group, the 
set of all remaining machines. An equivalent two-machine aggregated model [42] 
can be applied as follows: 
 
𝑀𝑎 = ∑ 𝑀𝑘
𝑘∈𝐴
 , 𝛿𝑎 = 𝑀𝑎
−1 ∑ 𝑀𝑘𝛿𝑘
𝑘∈𝐴
 
𝜔𝑎 = ?̇?𝑎 , 𝛾𝑎 = ?̈?𝑎 
( 2.52 ) 
Then the stable machines are equivalent to:  
 
𝑀𝑎𝛾𝑎 = ∑ 𝑃𝑚𝑘 − 𝑃𝑒𝑘
𝑘∈𝐴
 ( 2.53 ) 
 
𝑃𝑒𝑘 = 𝐸𝑘
2𝑌𝑘𝑘 cos 𝜃𝑘𝑘 + 𝐸𝑘𝐸𝑠𝑌𝑘𝑠 cos(𝛿𝑎 − 𝛿𝑠 − 𝜃𝑘𝑠)
+ ∑ 𝐸𝑘𝐸𝑗𝑌𝑘𝑗 cos(𝜃𝑘𝑗)
𝑗∈𝐴,𝑗≠𝑘
 
( 2.54 ) 
For the critical machines, the aggregation is similar: 
 𝑀𝑠𝛾𝑠 = ∑𝑃𝑚𝑠 − 𝑃𝑒𝑠 ( 2.55 ) 
 
𝑃𝑒𝑠 = 𝐸𝑠
2𝑌𝑠𝑠 cos 𝜃𝑠𝑠 + ∑ 𝐸𝑘𝐸𝑠𝑌𝑠𝑘 cos(𝛿𝑠 − 𝛿𝑎 − 𝜃𝑠𝑘)
𝑘∈𝐴
 ( 2.56 ) 
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Assuming the angle difference between the two areas is 𝛿 = 𝛿𝑎1 − 𝛿𝑎2. The final 
one-machine equivalent is constructed as: 
 𝑀?̈? = 𝑃𝑚 − 𝑃𝑐 − 𝑃𝑚𝑎𝑥 sin(𝛿 − 𝛾) ( 2.57 ) 
Where: 
 
𝑀 = 𝑀𝑎1𝑀𝑎2𝑀𝑇
−1 , 𝑀𝑇 = ∑ 𝑀𝑖
𝑛
𝑖=1
 
𝑃𝑚 = (𝑀𝑎1𝑃𝑚𝑎2 − 𝑀𝑎2𝑃𝑚𝑎1)/𝑀𝑇 
𝑃𝑐 = (𝑀𝑎1𝐸𝑎2
2𝐺𝑎2 − 𝑀𝑎2𝐸𝑎1
2𝐺𝑎1)/𝑀𝑇 
𝑃𝑚𝑎𝑥 = (𝐴
2 + 𝐵2)1/2 , 𝛾 = − 𝑡𝑎𝑛−1(𝐴/𝐵) 
𝐴 =
(𝑀𝑎1 − 𝑀𝑎2)𝐸𝑎2𝐸𝑎1𝐺𝑎12
𝑀𝑇
 , 𝐵 = 𝐸𝑎2𝐸𝑎1𝐵𝑎12 
( 2.58 ) 
However, the accuracy of EEAC and SIME methods is also limited by the 
validity of the claim that machines need to be clustered into two groups only. 
Therefore, they would lack some theoretical foundations and verification of stability 
estimation for more complex clustering cases.  
 
2.4.2 Controlling UEP 
Among the available methods for determining critical energy value for direct 
analysis, the closest UEP usually yields results that are too conservative. Instead of 
computing the true stability boundary, the controlling UEP method approximates the 
stability boundary by the constant energy surface passing through the UEP relevant 
to the fault-on trajectory. The controlling UEP is defined as the first UEP whose 
stable manifold intersects with the fault-on trajectory. This is suggested as a 
conceptual framework for approximating the stability boundary based on solid 
theoretical foundation. When a fault is cleared critically, if the system states lie 
inside the energy surface passing through the controlling UEP, then the system is 
stable for that particular disturbance. Otherwise, the system is assessed as unstable. 
Therefore, the value of energy function 𝑉(𝑥)  at the controlling UEP 𝑥𝑐𝑜  is 
considered as a critical value. The concept of computing the true controlling UEP is 
presented in [32]:  
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1. Compute the first point whose post-fault trajectory results in an unstable 
case using a time domain based method, and the previous point is called 
the exit point relative to a fault-on trajectory.  
2. Use the exit point as an initial condition and integrate the post-fault system 
until the norm of the end point on the post-fault trajectory is smaller than a 
threshold.  
3. Use the end point as an initial guess to solve for an equilibrium point of 
the post-fault system. This point would be the controlling UEP.  
 
This is slow in nature because of the involvement of immense computational 
efforts. To improve the speed of computing the controlling UEP requires a good 
initial guess for solving a large set of constrained nonlinear algebraic equations. 
Unfortunately, it has been observed and theoretically investigated [45] that the size 
of the convergence region of UEP can be much smaller than that of SEP using the 
Newton method. Due to the small size, irregular and fractal-like shape of the 
convergence region of UEP, the task of computing controlling UEP becomes to find 
its initial guess. Many improvements have been attempted [46-49] on giving a good 
initial guess. In the following sections, we discuss two of these methods, which are 
the potential energy boundary surface method (PEBS) [48] and the theory-based 
controlling UEP method [49]. 
 
2.4.3 Potential Energy Boundary Surface 
The PEBS method is a fast, direct method intended to circumvent the problem 
of determining the controlling unstable equilibrium point (CUEP). It requires only a 
quick fault-on system integration to compute critical energy level. The PEBS method 
can be described as a two-step procedure:  
1. Integrate the fault-on trajectory (𝛿(𝑡), 𝜔(𝑡)) until it crosses the PEBS at a 
point, termed (𝛿∗, 𝜔∗).  
2. Let the value of potential energy at this point 𝑉𝑃𝐸(𝛿∗)  be the critical 
constant energy surface level as a local approximation of the system 
stability boundary. 
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The detection of this crossing is approximated by monitoring the maximum 
potential energy point along the faulted trajectory. It can also be the point at 
∑ 𝑓𝑖(𝛿)
𝑛
𝑖=1 ∙ (𝛿 − 𝛿𝑠) = 0, which is the same point as maximum potential point when 
the system is conservative. Where 𝑓𝑖(𝛿)  is the accelerating power of individual 
machine in post-fault system, 
 𝑓𝑖(𝛿) = −
𝜕𝑉𝑃𝐸(𝛿)
𝜕𝛿
 ( 2.59 ) 
Because all of the equilibrium points lie on the subspace {𝛿(𝑡), 𝜔(𝑡)|𝜔 = 0}, 
the energy function at an equilibrium point within the stability boundary is equal to 
the value of its potential energy at that point, i.e. 𝑉(𝛿𝑒 , 𝜔𝑒) = 𝑉𝑃𝐸(𝛿𝑒) . This 
motivates the study of the stability region in the reduced-state model and considers 
the associated gradient system:  
 ?̇? = −
𝜕𝑉𝑃𝐸(𝛿)
𝜕𝛿
 ( 2.60 ) 
 
Figure 2.9. An artificial system and its associated gradient model. 
The PEBS is the stability boundary of the reduced-state system. The invariant 
property and relation of equilibrium points on the reduced-state artificial model and 
original model is given by Chiang et al. [50] with mathematical proofs, if the 
following two assumptions are satisfied: 
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 Assumption 1 (A1): The intersections of the stable and unstable manifolds 
of equilibrium points on the stability boundary satisfy the transversality 
condition. 
 Assumption 2 (A2): The number of equilibrium points on the stability 
boundary is finite.  
 
The Lyapunov function and the PEBS are equivalent in the case of a single 
machine infinite bus system. In the case of multi-machine systems and non-
conservative systems, each method gives only approximations of the true stability 
boundary. The projected fault-on trajectory on 𝛿 subspace intersects with PEBS at 
point 𝛿∗ indicating that this is the point on the stability boundary of the reduced-state 
system. However, that the projected fault-on trajectory exits the stability boundary of 
the reduced-state system does not guarantee the fault-on trajectory exits the stability 
boundary of the original system. Since the PEBS is the union of the stable manifolds 
of all UEPs lying on the PEBS, its intersection with subspace {𝛿(𝑡), 𝜔(𝑡)|𝜔 = 0} 
can be different from the corresponding UEP stable manifolds of the original system 
intersected on the same subspace, as shown in Figure 2.10 below.  
 
 
Figure 2.10. Illustration of the relationship between the PEBS and the stability boundary of the 
original system. 
𝛿(𝑡1) 
𝛿 
𝜔  
(𝛿(𝑡), 𝜔(𝑡)) 
𝜕𝐴 
𝛿𝑠 
𝛿(𝑡2) 
𝛿-Space 
𝜕𝐴 ∩ 𝛿-Space 
PEBS 
 50 Chapter 2: Literature Review 
The 𝛿(𝑡1)  is the intersection point of the PEBS and the projected fault-on 
trajectory (𝛿(𝑡),𝜔(𝑡)) on 𝛿-subspace. The 𝛿(𝑡2) is the projection of the exit point of 
the original fault-on trajectory (𝛿(𝑡), 𝜔(𝑡)) onto 𝛿-subspace. The potential energy at 
𝛿(𝑡1) equals the system total energy, i.e. 𝑉(𝛿, 0) = 𝑉𝑃𝐸(𝛿), which can be a local 
approximation for the relevant stability boundary. When 𝑡1 < 𝑡2, the PEBS can give 
a reasonable conservative assessment. Otherwise, an overestimated stability 
condition is more likely to be given, since the original trajectory will cross the 
stability boundary before it reaches the constant energy surface level 𝑉𝑃𝐸(𝛿(𝑡1)). In 
this case, Chiang et al. [49, 51] has proposed a theory-based controlling UEP 
method, which is an advancement made on PEBS method and consistently providing 
conservative assessment. The details are given in the next section. 
 
2.4.4 BCU  
The boundary of stability region based controlling UEP (BCU) method [52] is 
an improvement of the PEBS with a solid theory basis. In this section, we describe 
the BCU method for finding the controlling UEP and assessing the stability by the 
energy value at controlling UEP. The essential idea behind the BCU method is to 
explore the stability properties of the original system with the aim of defining an 
artificial, reduced-state model, which can capture the same static and dynamic 
properties. The captured properties must satisfy the following characteristics to 
justify the efforts of analysing a reduced-state model by circumventing the 
inefficiency of applying an iterative time-domain procedure to compute the exit point 
of the original system [52].  
Static Properties: 
 (S1) The locations of the equilibrium points of the reduced-state model 
correspond to the locations of the equilibrium points of the original model. 
For example, (𝛿) is an equilibrium point of the reduced-state model if and 
only if (𝛿, 0) is an equilibrium point of the original model.  
 (S2) The type of equilibrium points of the reduced-state model are the 
same as those of the original model. For example, (𝛿)  is a type-k 
equilibrium point of the reduced-state model if and only if (𝛿, 0) is a type-
k equilibrium point of the original model.  
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Dynamic Properties: 
 (D1) There exists an energy function for the reduced-state model.  
 (D2) An equilibrium point (𝛿) is on the stability boundary 𝜕𝐴(𝛿𝑠) of the 
reduced-state model if and only if the equilibrium point (𝛿, 0) is on the 
stability boundary 𝜕𝐴(𝛿𝑠, 0) of the original model. 
 (D3) It is computationally feasible to efficiently detect when the projected 
fault-on trajectory (𝛿(𝑡)) intersects the stability boundary 𝜕𝐴(𝛿𝑠) of the 
post-fault reduced-state model without resorting to detailed time-domain 
simulation.  
In the BCU method, the reduced-state model is not unique. As long as it 
satisfies the static and dynamic properties, it can be a reduced-state model. In the 
PEBS method, the gradient system is one of many possible reduced-state models. 
The BCU method extends from PEBS results and continues searching for the true 
controlling UEP based on the exit point on 𝛿  subspace. The numerical steps to 
implement the BCU method to find the controlling UEP are explained below: 
1. From the fault-on trajectory (𝛿(𝑡), 𝜔(𝑡)), detect the exit point 𝛿∗ at which 
the projected trajectory 𝛿(𝑡) exits the stability boundary of the dimension 
reduction system.  
2. Use the point 𝛿∗ as initial condition and integrate the post-fault dimension-
reduction system to find the first local minimum of ∑ ‖
𝜕𝑉𝑃𝐸(𝛿)
𝜕𝛿
‖𝑛𝑖=1 , at 𝛿∗
𝑜
. 
3. Use the point 𝛿∗
𝑜
 as the initial guess to solve nonlinear algebraic equations 
of post-fault dimension-reduced system, resulting in 𝛿∗
𝑐𝑜
. 
4. The controlling UEP of the original system with respect to the fault-on 
trajectory is ( 𝛿∗
𝑐𝑜 , 0). 
Detecting the exit point 𝛿∗ is the same as in the PEBS method. The constant 
energy surface value at controlling UEP ( 𝛿∗
𝑐𝑜 , 0)  would be used as the critical 
energy value for assessing the relevant fault-on trajectory. If the system energy at the 
time of fault clearance is smaller than critical energy, 𝑉(𝛿𝑐𝑙 , 𝜔𝑐𝑙) < 𝑉(𝛿∗
𝑐𝑜, 0), then 
the post-fault trajectory is stable. Otherwise, it may be unstable. 
 
 52 Chapter 2: Literature Review 
2.5 PROBABILISTIC STABILITY ASSESSMENT 
In practice, the operation of power systems is stochastic in nature as a result of 
unavoidable variations of load and generation. Along with the increasing penetration 
of renewable energy resources, such as wind and solar power, the influence of 
uncertainty of generation is stronger than ever. Apparently, the conventional 
deterministic analysis for both small disturbances and large disturbances is not able 
to deliver more comprehensive conclusions to system stability analysis. Because of 
this drawback, many researchers have been motivated to devote efforts to the 
development of probabilistic analysis in the past few decades. Compared with the 
deterministic approach, probabilistic stability analysis can provide more richer 
information. The various probabilistic methodologies can be roughly classified into 
three categories: numerical approach, analytical approach and a combination of the 
two. The following sections aim to review methodologies of probabilistic analysis 
used in power systems. 
 
2.5.1 Numerical Approach 
The pure numerical method is mainly based on the statistical properties of 
fairly large data sets, which normally require repeated trials and observations. The 
Monte Carlo simulation is one of the most widely employed methods for exploring 
unknown probabilistic properties. It can be used for either reliability or stability 
studies [53-57]. The stochastic variables are usually described based on their 
probability density function (PDF) and cumulative distribution function (CDF). The 
large number of random computational scenarios in the Monte Carlo simulation can 
easily be generated according to the CDF of interested variables.  
 𝑦 = 𝐹
−1(𝑥) ( 2.61 ) 
Where 𝐹−1 denotes the inverse CDF of a distribution we are interested. The 
variable 𝑥 is a uniform distributed random number within (0,1). The variable 𝑦 is the 
generated random number following the requirements of PDF. The state variables are 
considered as uncertain parameters [58] and a valuable estimation process is 
suggested. The biggest advantage of the Monte Carlo method is that its effectiveness 
is almost guaranteed in any type of model. However, the prohibitive computational 
 Chapter 2: Literature Review 53 
costs limit its further implementation in reality. In recent days, it is mostly adopted as 
a benchmark to compare with other methods.  
According to Faried et al. [59], the distribution of stochastic variables has been 
discretised and assigned with weighting factors to reduce the computational cost. 
This is a computationally cheaper way to acquire the desired distribution of 
characters considered to be the required sample size for a Monte Carlo simulation. 
However, when it comes to larger numbers of variables and considering the 
correlation between variables, it is still very intensive to calculate the PDF 
distribution.  
For a transient stability study, the dynamic simulation is enhanced significantly 
by implementing the Lyapunov energy function. The speed of stability judgement 
from the so-called direct method is much improved compared to an iterative time 
domain simulation. In a more recent work [60], a stochastic process based load 
model is given using a structure preserving network. The stability properties are 
calculated repeatedly with different stochastic loads to reflect the changes in energy 
function and system stability level. Perninge et al. in [61] emphasised that the 
instability is not caused by the contingency alone but by the contingency combined 
with the changes in injected wind power. They have improved computational 
efficiency by adopting importance sampling on the basis of crude Monte Carlo 
simulations, but they are still not fast enough for real-time applications for large 
power systems.  
 
2.5.2 Analytical Approach 
The need for probabilistic analysis has been recognised since the 1970s [62, 
63]. Due to the limited computational capability at that time, the developments were 
mainly focused on analytical approaches in the linear domain. The source of 
uncertainty is introduced by system parameters and loads as small disturbances. The 
uncertain variables are generally assumed to be independent normal or joint normal 
distribution.  
For a linear dynamic model, if the given input stochastic signal is assumed to 
be a stationary Gaussian distribution, the output signal distribution would be 
Gaussian as well. According to stochastic theory [30], the mean and variance of 
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output, which are the only two parameters of Gaussian distribution, could be 
estimated based on the first two moments of the input variables. The 𝑛-th moment of 
a probability function is defined as: 
 𝐸(𝑥
𝑛) = 𝑚𝑛 = ∫ 𝑥
𝑛𝑓(𝑥)𝑑𝑥
∞
−∞
 ( 2.62 ) 
where 𝑓(𝑥) is the probability density function of variable 𝑥. The first moment and 
second central moment are mean and variance respectively.  
Theoretically, for a continuous-time model with a white noise input 𝑥  and 
output signal 𝑦, their relations are: 
 𝐸(𝑦) = 𝐸(𝑥) ∗ ℎ =
1
2𝜋
∫2𝜋𝐸(𝑥)𝛿(𝜔)𝐻(𝜔) 𝑑𝜔 ( 2.63 ) 
 𝑅𝑦𝑦(0) = 𝐸(𝑦
2) =
1
2𝜋
∫𝑆𝑐(𝜔)𝑥𝑥 𝐻
2(𝜔) 𝑑𝜔 ( 2.64 ) 
ℎ,𝐻(𝜔) = 𝑠𝑦𝑠𝑡𝑒𝑚 𝑡𝑟𝑎𝑛𝑠𝑓𝑒𝑟 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 
𝑅(𝜏) = 𝐴𝑢𝑡𝑜𝑐𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛 𝑑𝑒𝑝𝑒𝑛𝑑𝑠 𝑜𝑛 𝑡𝑖𝑚𝑒 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝜏 
𝑆(𝜔) = ∫ 𝑅(𝜏)𝑒−𝑗𝜔𝜏
∞
−∞
𝑑𝜏  
𝑆𝑐𝑥𝑥(𝜔) = 𝑆𝑥𝑥(𝜔) − 2𝜋𝜇
2𝛿(𝜔) 
 
A Gram-Charlier series expansion based probabilistic analysis method [64] 
removes the assumption of normal distribution of unknown variable and can 
approximate any type of distribution. The probabilistic load flow is calculated by Pei 
and Lee [65] using Gram-Charlier expansion theory based on information of 
cumulants. The desired distribution is approximated by a truncated Taylor series 
form with coefficients determined from cumulants. The cumulants are a set of 
alternative quantities to reflect the moments of the distribution. The cumulants 
𝜅𝑛 can be obtained by differentiating cumulant generating function 𝑐(𝑡) 𝑛-th times 
and evaluating the result at time zero:  
 𝜅𝑛 = 𝑖
−𝑛
𝜕𝑛
𝜕𝑡𝑛
𝑐(𝑡)|𝑡=0 ( 2.65 ) 
where the cumulant generating function  𝑐(𝑡)  can be defined as the logarithm of 
characteristic function 𝜑(𝑡) here:  
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 𝑐(𝑡) = log𝜑(𝑡) = ∑ 𝜅𝑛
(𝑖𝑡)𝑛
𝑛!
∞
𝑛=1
 ( 2.66 ) 
 𝜑(𝑡) = 𝐸(𝑒
𝑖𝑡𝑥) = ∫ 𝑒𝑖𝑡𝑥𝑓(𝑥)
∞
−∞
𝑑𝑥 = ∑ 𝑚𝑛
(𝑖𝑡)𝑛
𝑛!
∞
𝑛=0
 ( 2.67 ) 
Therefore, the characteristic function is the Fourier transform of the probability 
function of variable 𝑥. For the linear combination of different variables,  
 𝑦 = 𝑎1𝑥1 + 𝑎2𝑥2 + ⋯+ 𝑎𝑚𝑥𝑚 ( 2.68 ) 
The multiplication theorem of characteristic functions gives the cumulants of 
variable 𝑦 as 
 log𝜑𝑦(𝑡) = log𝜑𝑥1(𝑎1𝑡) + log𝜑𝑥2(𝑎2𝑡) + ⋯+ log𝜑𝑥𝑚(𝑎𝑚𝑡) ( 2.69 ) 
Therefore, the 𝑛-th cumulant of 𝑦 is obtained below [66]: 
 𝜅𝑛(𝑦) = 𝑎1
𝑛𝜅𝑛(𝑥1) + 𝑎2
𝑛𝜅𝑛(𝑥2) + ⋯+ 𝑎𝑚
𝑛 𝜅𝑛(𝑥𝑚) ( 2.70 ) 
The equations ( 2.66 ) and ( 2.67 ) reveal the relationship between moments and 
cumulants as:  
 ∑ 𝑚𝑛
(𝑖𝑡)𝑛
𝑛!
∞
𝑛=0
= exp(∑ 𝜅𝑛
(𝑖𝑡)𝑛
𝑛!
∞
𝑛=1
) ( 2.71 ) 
The recursive relation can be obtained by taking 𝑛-th derivatives of equation ( 2.71 ) 
at 𝑡 = 0, it is given here as: 
 𝑚𝑛+1 = ∑ (
𝑛
𝑝)𝑚𝑛−𝑝𝜅𝑝+1
𝑛
𝑝=0
 ( 2.72 ) 
As examples, the first few moments are explicitly listed below: 
 
𝑚1 = 𝜅1 , 
𝑚2 = 𝜅1
2 + 𝜅2 , 
𝑚3 = 𝜅1
3 + 3𝜅1𝜅2 + 𝜅3 , 
𝑚4 = 𝜅1
4 + 6𝜅1
2𝜅2 + 3𝜅2
2 + 4𝜅1𝜅3 + 𝜅4 ( 2.73 ) 
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According to the Gram-Charlier series theory, the 𝜑(𝑡) is the characteristic 
function of desired density function 𝑓(𝑥) , and it can be approximated by the 
characteristic function 𝜙(𝑡) of a reference density function 𝑔(𝑥) with its cumulants 
𝛾𝑛 as stated below: 
 
𝜑(𝑡)
𝜙(𝑡)
= exp(∑(𝜅𝑛 − 𝛾𝑛)
∞
𝑛=1
(𝑖𝑡)𝑛
𝑛!
) ( 2.74 ) 
In general, the desired density function is unknown most of the time, and so is its 
characteristic function. The cumulants 𝜅𝑛 are usually calculated based on its sample 
moments 𝑚𝑛. Applying an inverse Fourier transform to equation ( 2.74 ), derives the 
density function in time domain as an expansion series form, given here in equation ( 
2.75 ). 
 𝑓(𝑥) = ∑ ∝𝑛
(−1)𝑛
𝑛!
∞
𝑛=0
(
𝜕𝑛𝑔(𝑥)
𝜕𝑥
) ( 2.75 ) 
Since ∑ ∝𝑛
(𝑖𝑡)𝑛
𝑛!
∞
𝑛=0 = exp (∑ (𝜅𝑛 − 𝛾𝑛)
(𝑖𝑡)𝑛
𝑛!
∞
𝑛=1 ) , the coefficient ∝𝑛  can be 
calculated based on similar relations as stated in equation ( 2.71 ). 
The works of Bu et al. [67, 68] have extended the conventional Gram-Charlier 
analytical method to include the correlation of fluctuation sources. But the upper and 
lower limit values of the distribution need to be calculated manually to help locate 
the boundary when the fluctuation source is bounded. It is also well known that the 
convergence of Gram-Charlier expansion varies under different conditions. The 
convergent order of the series is usually determined by trials and observations. There 
is no simple way to decide the order from the beginning. Furthermore, there is no 
guarantee the approximation by truncated series is a proper probability function, 
which means there can be negative probability and the integral of density is not equal 
to 1. Finally, the theory of calculating moments or cumulants is limited to linear 
combinations of different variables in Gram-Charlier analysis, which is not 
appropriate for large disturbances with fluctuating generations.  
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2.5.3 Combination of Numerical and Analytical Approach 
To avoid the expensive computation cost of a pure numerical method and the 
complication of an analytical approach, various studies have been proposed to 
combine the advantages of these two types of methodologies.  
Probabilistic collocation method (PCM) [69] is one of these methods trying to 
tackle the above problem. The so-called probabilistic collocation method is a 
technique developed by researchers in the field of climate change study [70], and 
was previously named as the ‘deterministic equivalent modelling method’. It was 
first introduced to power system study by Hockenberry and Lesieutre [71], 
concerning uncertain parameters with stochastic analysis. The system response of the 
original system 𝑔(𝑥)  would be approximated by a polynomial function ?̂?(𝑥)  to 
achieve a direct map from an uncertain parameter to the output of interest as:  
 ?̂?(𝑥) = 𝑐0ℎ0(𝑥) + 𝑐1ℎ1(𝑥) + ⋯+ 𝑐𝑛−1ℎ𝑛−1(𝑥) ( 2.76 ) 
The ℎ𝑖(𝑥) are orthogonal polynomials of order 𝑖. A particular set of polynomials ℋ 
is said to be orthogonal if and only if for all ℎ𝑖(𝑥) in ℋ holds the relation:  
 〈ℎ𝑖 ,  ℎ𝑗〉 = {
1, 𝑖𝑓 𝑖 = 𝑗
0, 𝑖𝑓 𝑖 ≠ 𝑗
 ( 2.77 ) 
If the 𝑓(𝑥) is the probability density function of variable x, we can derive the 
set of orthogonal polynomials for this distribution by using it as weighting function 
 ∫𝑓(𝑥)ℎ𝑛(𝑥)ℎ𝑛−1(𝑥) 𝑑𝑥 = 0 ( 2.78 ) 
if we define: 
 ℎ−1 = 0 , ℎ0 = 1 ( 2.79 ) 
When 𝑓(𝑥)  is normal distribution, the orthogonal polynomial set is the Hermite 
polynomial sequences, its efficient recursive relationship is available [66] as: 
 ℎ𝑛+1(𝑥) = 𝑥ℎ𝑛(𝑥) − 𝑛ℎ𝑛−1(𝑥) ( 2.80 ) 
Actually, any form of polynomial ℎ𝑖(𝑥) can be used for the approximation, but 
the properties of the orthogonal polynomials make analysis very efficient.  
The PCM runs simulations several times, which is calculated by the original 
relation 𝑔(𝑥)  to solve the coefficients 𝑐𝑖 in ?̂?(𝑥) . The crucial step in efficiently 
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estimating a good approximation is the choice of the value of the input parameters. 
To do this, the idea of the Gaussian quadrature method has suggested a pathway to 
choose these points with minimal cost. It defines that if a function can be 
approximated by a degree of 2𝑚 − 1 or less polynomial function ?̂?(𝑥), the value 
related to integral of this function can be found as a weighted sum of the function 
value at 𝑚 specified points within the range [71]. These 𝑚 points are chosen as the 
roots of polynomial  ℎ𝑚(𝑥) . Similarly, to determine polynomial  ?̂?(𝑥)  itself, 2𝑚 
points are needed. Therefore, they are chosen as the roots of polynomial ℎ2𝑚(𝑥), and 
these points are called collocation points. If the weighting function is a probability 
function  𝑓(𝑥) , the integral of 𝑔(𝑥)  over 𝑥  is the expected value of 𝑔(𝑥) . Also, 
because we assume ℎ0 = 1, then: 
 ∫𝑓(𝑥)𝑔(𝑥)ℎ0(𝑥) 𝑑𝑥 ≈ ∑𝑓𝑖?̂?(𝑥𝑖)
𝑛
𝑖=1
= 𝑐0 ( 2.81 ) 
A similar relationship exists for higher order moments too. For example: 
 𝜎𝑔(𝑥)
2 = ∑ 𝑐𝑖
2
𝑛−1
𝑖=1
 ( 2.82 ) 
As noted, the expected value and variance are directly available from the 
coefficients of the polynomial equation. The power of the PCM method lies in the 
ability to use selected simulation points to replace a computationally intensive 
calculus relation with a straightforward polynomial relation, especially with the same 
moments as a higher order model. Once the original system 𝑔(𝑥) can be represented 
by a reasonably accurate polynomial function ?̂?(𝑥), there are no more lengthy time 
domain simulations required to compute the system response. A simplistic version of 
Monte Carlo simulation can be applied to the polynomial model for a probabilistic 
study with a much lower computational cost. The only simulations necessary are 
those used for identifying coefficients 𝑐𝑖.  
This method has been extended from generation and load uncertainty [72] to a 
greater number of system uncertain parameters [73]. Even though the sufficient order 
for accurate approximation is difficult to determine in a straightforward manner. 
Trials and observations are usually needed. And the computational cost increases 
along with the number of orders and fluctuation sources. Assuming the 
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approximation using 𝑛-th order polynomial for 𝑚 variables, the required simulation 
runs would be 𝑛 × 𝑚 + 1 times, not even including possible cross product terms. 
Besides, Monte Carlo simulations, which are based on a much easier deterministic 
equation, are still needed for calculating probability distribution. Moreover, for each 
time instance, a polynomial relation is approximated individually for mapping 
between an uncertain parameter and an output of interest. The actual relation 
between the uncertain parameter and the output cannot be guaranteed to be exactly a 
polynomial [71].  
 
2.6 SUMMARY AND IMPLICATIONS 
In the first part of this literature review, existing wind models are introduced. 
The wind time series is mainly described from its distribution and power spectrum 
density characteristics. Due to the form of inertia effects in wind time series, the 
models which fail to capture this correlation are synthesising less realistic wind 
power time series in short time intervals. Therefore, the time series generated from 
distribution alone is more suitable for long-term analysis. It is also found that the 
models which employ spatial information or AI techniques would require large 
amounts of historical data for training. These models do not guarantee the quality of 
synthesised data, nor can the same model easily be extended for other sites and 
scenarios. The pure frequency based generators introduced in this chapter are 
designed to meet the IEC standard. The frequency characteristic of wind power is 
imitated using complex relations. However, it makes the analytical work in the 
further estimation steps much harder.  
Next, the transient stability of power systems, which is listed as a high priority 
problem in contingency analysis, is modelled mathematically. Then the concept of 
the general system stability region is explained to help understand the conservative 
nature of energy function which is discussed in later sections. The classic Lyapunov 
type of energy function for power systems is demonstrated for both single machine 
and multi-machine systems. The structure persevering energy function model is 
extended from its original form to include the load characteristic and its topological 
structure. The conditions for constructing energy function analytically or numerically 
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are mentioned. Afterwards, the well-known direct methods are illustrated in 
developing sequence.  
Finally, probability estimation methods are studied by categories. The accuracy 
and computational cost are the two main factors compared here. Obviously, the 
numerical approach would be too expensive for online contingency analysis 
implementation, regardless of its robustness. The Monte Carlo based method is 
introduced, to be used as a benchmark in later chapters. The analytical method is 
well developed for normally distributed variables in the linear domain. A method like 
Gram-Charlier can approximate distribution without an assumption of Gaussian 
shape. However, it has been limited by its convergence problem when approximating 
different distributions. A combined method, like an analytical approach but with 
some numerical calculation, could provide relatively good distribution estimation 
using reasonable computational costs. As one of these methods, the probabilistic 
collocation method approximates a derivative equation, which is the most time-
consuming part of computation, with a polynomial relation to accelerate the process. 
The distribution can be constructed from the much faster Monte Carlo derived 
samples with high flexibility of shapes, even though the accuracy of polynomial 
approximation is not guaranteed. And the computational cost will depend on the 
order of polynomial and variable dimensions.  
According to the above literature review, a theoretical framework for this 
research is suggested in the next chapter.  
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Chapter 3: Research Design and 
Methodology 
3.1 INTRODUCTION 
This chapter describes the design of this research to achieve the aims and 
objectives stated in Section 1.3 of Chapter 1. Firstly, Section 3.2 will clarify the real 
world background and how the simulation time window is chosen accordingly. The 
effects of different fluctuation sources are considered in this research, including wind 
farms and demands, which are listed here. The possible cross-correlation between 
fluctuation sources is analysed. To verify the estimation result against the Monte 
Carlo result, a similar continuous form of distribution construction is employed. The 
mathematical equations of the methods used in our work are explicitly given and 
explained in Section 3.3. These methods include a wind power time series model, a 
linear state estimation model, a transient stability assessment criterion, and a 
nonlinear probabilistic estimation model.  
 
3.2 RESEARCH DESIGN 
Dynamic security assessment (DSA) refers to the analysis required to 
determine whether or not a power system can meet specified reliability and security 
criteria in both transient and steady-state time frames for all credible contingencies 
[74]. Historically, security assessment has been conducted in an offline operation-
planning environment in which all aspects of security and stability need to be 
considered in all planned conditions even though most would never actually occur 
[75]. In the new environment, with more semi-scheduled generation, the uncertainty 
of predicting future operating conditions has created room for the online DSA 
approach. To ensure that there is an acceptable probability of a power system 
operating satisfactorily over the long run, the system must be monitored during 
operation to ensure a sufficient security margin exists at all times.  
Deterministic approaches are widely used by many utility companies in 
planning as they are easier to understand and apply. Incorporating security tools in 
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order to avoid major problems in a real power system operation is different to the 
planned conditions due to operational uncertainties. In general, the operators need to 
know instantly how secure the current system state is and how secure the system will 
be whether there will be a change from the current state to a different state in the next 
few minutes.  
3.2.1 Simulation Time Window and Current Dispatching Rules 
In June 2010, the Australian Energy Market Operator (AEMO) implemented 
the full-scale operation of its wind forecasting tool which provides critical 
assessments of the amount of available wind generation that can be dispatched 
through the National Electricity Market (NEM). The system’s ability to deliver 
reliable forecasts allows AEMO to dispatch semi-scheduled intermittent generation 
such as wind as part of the NEM's dispatch process, while also constraining these 
generators as required to maintain NEM system security. Ongoing review and 
development will upgrade the system's capabilities over time, using improved 
forecasting techniques by Australian researchers who are able to access wind farm 
data under agreements put in place through the Australian Wind Energy Forecasting 
System (AWEFS). The system will produce wind generation forecasts for all NEM 
wind farms (>= 30 MW), for all NEM forecasting timeframes as follows [76]: 
 Dispatch (5 minutes ahead) 
 5 Minutes Pre-dispatch (5-minute resolution, one hour ahead) 
 Pre-dispatch (30-minute resolution, up to 40 hours ahead) 
 ST PASA (30-minute resolution, 7 days ahead) 
 MT PASA (daily resolution, 2 years ahead) 
 
The pre-dispatch outage assessment would include semi-scheduled wind 
generation output based on forecast and worst case generation patterns from 5 
minutes to 40 hours. The uncertainty in wind realisation is addressed by means of 
wind scenarios, each of which is assured of secure operation in light of a list of 
credible contingencies. This approach provides a radar-like mechanism that 
continually sweeps the system for potential problems that may result from a 
contingency. The typical computational cycle for an online system is 5-15 minutes. 
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However, it only advises on-line staff whether the current system’s transient stability 
limit has been exceeded under credible contingencies, not how much margin the 
system has from its stability boundary or how likely it would be to cross the stability 
boundary in the immediate future under uncertain fluctuations [77]. Furthermore, the 
analysis carried out under a worst wind generation scenario may lead to very 
conservative results.  
From the dispatcher’s perspective, what the operational conditions would be in 
an immediate future (seconds to minutes) under random wind disturbance attracts a 
lot of attention. Figure 3.1 shows the concept of ensemble probability at different 
times in future.  
 
Figure 3.1. Ensemble probability evolves with time. 
Since our main concern here is transient stability, it is more reasonable to use 
short-term estimation than long-term estimation. Therefore, a window of 5 minutes 
ahead is chosen here as the time interval between now and the immediate future. The 
following process for assessing system transient stability under wind disturbance 
supports this choice of time interval. 
 
3.2.2 Estimation Process 
Essentially, wind power fluctuations in the power system are a small but 
continuous disturbance, at least during operation. In the same way as for small signal 
problems, it is reasonable to analyse wind power fluctuations using linear 
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assumptions at a steady state initial condition. The well damped power system would 
be unlikely to become unstable purely due to small wind disturbances alone in a 
short time interval. However, Perninge et al. [61] emphasised that the instability may 
not be caused by the contingency or small disturbance alone but by their 
combination. Changes of injected wind power may give more or less vulnerable 
states than we expected. Sometimes, these small influences could cumulate and lead 
from quantitative changes to qualitative changes on nonlinear dynamic stability 
analysis results.  
For these reasons, our analysis is considering the effect of both small wind 
power disturbances alone and changes in wind generation together with contingency 
assessment. The first step is to estimate the wind power fluctuation range in the next 
5 minutes. In this case, the probability characteristics of variables may not be clearly 
observed or persistent in such a short period. And the wind power value observations 
appear to be less variable than the wind speed value, which is reasonable when the 
turbine blade and shaft mechanism can be considered as a low-pass filter. The 
relatively small values of the average wind power step changes also suggest a strong 
persistence of wind and the output of a wind power plant. Since the fluctuation has 
only small magnitude changes, this estimation process will be based on a linearised 
system. 
On the other hand, the contingency would push the system to a highly 
nonlinear domain. Traditional contingency assessment uses current system states, 
assuming an initial steady state. The objective of probabilistic assessment is to 
quantify the uncertain influence of possible cumulated wind power fluctuations on 
the contingency result. According to the literature, the stability assessment can be 
carried out in time domain or by using energy function directly. Either approach will 
require the estimation algorithm to be capable of handling nonlinear transformation 
with minimum cost. Due to the targeted aim of providing a quick indication for 
operators so they can avoid possible severe blackouts, the predicted probability 
distribution will be measured on stability margins.  
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3.2.3 Verification of Probability Distribution  
To verify our proposed estimation approach, the Monte Carlo method is 
employed for finding the closest form of the unknown probability distribution in our 
scenarios. To estimate such a PDF without prior knowledge of its shape, assuming 
any pre-specified density function form would not be appropriate. The nonparametric 
estimator approach gives a better inference in this case. The oldest and most widely 
used nonparametric density estimator is the histogram, which is a step function with 
heights being the proportion of the sample contained in that bin divided by the width 
of the bin:  
 𝑓𝑛(𝑥) =
{𝐹𝑛(𝑥 + 𝑎) − 𝐹𝑛(𝑥 − 𝑎)}
2𝑎
 ( 3.1 ) 
The two essential choices are the bandwidth 2𝑎 and the positioning of the bin 𝑥. 
However, this type of unpolished discrete approach is not our best option of building 
a benchmark for comparison. For a continuous function, the bandwidth 𝑎 → 0, when 
the sample number 𝑛 → ∞. For this reason, the kernel density estimator (KDE) is 
adopted here as a point wise nonparametric estimation for smoothing Monte Carlo 
simulation results:  
 𝑓(𝑦) = ∑𝑤𝑖
1
𝑎
𝑛
𝑖=1
𝐾 (
𝑦 − 𝑥𝑖
𝑎
) ( 3.2 ) 
where the 𝑓(𝑦)  is the estimated PDF, 𝐾(𝑦)  is a kernel function and 𝑤𝑖  is the 
weighting for point 𝑥𝑖. 
 
3.2.4 Fluctuation Sources 
In our analysis, the primary fluctuation source here is mainly considered to be 
from wind farms. They are assumed to connect to the grid with perfect converters, in 
which case, only real power fluctuations are included. In addition, these wind farms 
may have some kind of correlation due to their topological locations and climate 
similarity. Rather than considering all wind farms of one region as one fluctuation 
source, including their correlated relation is a more realistic way to investigate their 
influence on power generation levels. Therefore, the proposed method has to be able 
to deal with correlated variables.  
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On the other hand, the load, similar to wind generation, also has a form of 
power fluctuation due to the various combinations of customers’ behaviour. This can 
be another set of fluctuation sources to be considered together with wind farms. 
Since the spectrum of wind power fluctuation and load fluctuation spectrum fit well 
[78], the load fluctuation can be modelled in the same way as wind in a short period. 
In the long term, the loads at different places would have a correlated pattern, such as 
higher consumption at middle of the day, lower consumption at early morning and 
night for commercial demand, or the opposite for residential customers. However, in 
5-minute window, the correlation between demand variations is more random, rather 
than obeying a determined relation.  
Furthermore, according to the AEMO [79], little correlation was found 
between the aggregate wind output and demand across the states. Individual wind 
farm sites may have a strong correlation, depending on location. In which case, it is 
reasonable to assume that the aggregate wind farm generation and demand are 
independent of each other. 
 
Figure 3.2. South Australia forecast demand and wind generation correlation [79]. 
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3.2.5 Transfer Limits Estimation 
In general, wind farms are located in rural areas, where wind resources are 
comparatively rich. The electricity they generate is exported via overhead high-
voltage transmission lines, or by submarine cable if it is an off-shore site, to locations 
where there is demand. Consequently, the transfer limit and secure operating margin 
of some specific lines is of great interest to operators and utility companies. For this 
reason, sometimes it is more intuitive to examine the margin of critical lines rather 
than assessing the total system stability. This concept will be justified by cutset 
energy function in Section 3.3.3.  
Currently, the transfer limit is estimated through iterative time domain 
simulation using a worst scenario until an unstable case is found. This is very time 
consuming and inefficient for online fast screening application. Using our research, 
only 2-4 times simulations are needed, depending on the level of accuracy required, 
to estimate the transfer limit.  
 
3.3 METHODOLOGY 
In this section, the proposed methodologies are discussed explicitly, starting 
with wind power modelling which captures the essential characteristics of realistic 
wind in the short term in Section 3.3.1. Then the linear estimation process using the 
Kalman filter is explained at section 3.3.2. Cutset energy function as a stability 
measurement and its specific use for assessing critical links in our analysis are 
introduced in Section 3.3.3. Section 3.3.4 explains the theory of unscented 
transformation for nonlinear estimation.  
 
3.3.1 Wind Power Modelling 
First of all, wind power is synthesised in our simulation to mimic realistic 
fluctuations. According to our previous literature review in Chapter 2, wind 
modelling generally focuses on two perspectives: distribution characteristics and 
spectrum characteristics. For long-term samples, distribution characteristics are more 
important. For short periods, spectrum characteristics reveal more information.  
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As mentioned in Chapter 2, a review of the literature shows that, as yet, there is 
no rigorously developed model possessing both a Weibull distributed sequence and a 
realistic wind power spectrum. Therefore, a certain approximation is assumed 
acceptable for synthesising wind data. Innovative approaches are suggested in this 
work to mimic both the time and frequency characteristics of real wind data.  
 
Long-term Wind Model 
From the results of long-term wind data study, the Weibull distribution has 
been generally accepted to be an adequate approximation model. However, its 
probabilistic characteristics are not as well known as Gaussian distribution. The 
research of Brown et al. [80] is used to approximate the Gaussian variables from 
Weibull variables via power transformation. For the shape parameter 𝑘 of a Weibull 
distribution close to 3.6, it is similar in shape to a Gaussian distribution. The 
approximated Gaussian distribution variables can be transformed using the equation 
below: 
 𝐺 = 𝑊
𝑚 ( 3.3 ) 
where 𝑊  stand for the Weibull variables, and 𝐺  stand for the Gaussian variables. 
Since the power 𝑚 of a Weibull distribution is still a Weibull distribution, it is also 
easy to notice that Gaussian and Weibull distributions are similar to some extent. 
According to [80], 𝑚 =
1
2
 is generally a good approximation.  
 
Figure 3.3 Approximation between Gaussian and Weibull distribution. 
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On the other hand, the power spectrum of wind farm generation has the form 
mentioned in equation ( 2.15 ) or simplified as 𝑓−5/3, as suggested by Apt [78]. As 
we know, Gaussian distribution will remain as Gaussian distribution through a linear 
transformation. Therefore, the first initiative of the proposed approach is to 
approximate the similar frequency characteristics of Figure 3.4 through a filter using 
Gaussian variables. If the filter is linear, the distribution of the variables after 
filtering is also a Gaussian distribution. It can be designed to maximise the similarity 
to a desired Weibull distribution based on equation ( 2.63 ) and ( 2.64 ).  
 
Figure 3.4. Power spectrum found in wind farm generation [78]. 
The second step is to build a mapping relation to transform between the 
unfamiliar Weibull distributed variables and familiar Gaussian variables. To 
transform random variables from one distribution to another is achieved through a 
CDF and an inverse CDF under perfect dependence assumption. The perfect 
dependence between two variables here means they have a constant one-to-one 
relation. 
The CDF of a Gaussian distribution, as for all other probability functions, falls 
between [0,1]:  
 𝑝 = 𝐹(𝑥|𝜇, 𝜎) =
1
𝜎√2𝜋
∫ 𝑒
−(𝑡−𝜇)2
2𝜎2 𝑑𝑡
𝑥
−∞
 ( 3.4 ) 
The inverse of Weibull CDF is: 
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 𝑧𝑤𝑏𝑙 = 𝐹
−1(𝑝|𝑎, 𝑏) = −𝑎[ln(1 − 𝑝)]1/𝑏  𝑝 ∈ [0,1] ( 3.5 ) 
Substitute equation ( 3.4 ) into ( 3.5 ),  
  𝑧𝑤𝑏𝑙 = 𝐹
−1(𝑥|𝑎, 𝑏) = −𝑎 [ln (1 −
1
𝜎√2𝜋
∫ 𝑒
−(𝑡−𝜇)2
2𝜎2 𝑑𝑡
𝑥
−∞
)]
1/𝑏
 ( 3.6 ) 
This is the analytical form of the relation for mapping from Gaussian variables to 
Weibull variables. 
 
Figure 3.5 Mapping relation between Gaussian and Weibull variables. 
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Figure 3.6 Power spectrum comparison between Gaussian and mapped Weibull variables. 
 
Short-term Wind Model 
According to a wind power data analysis report [81] from the National 
Renewable Energy Laboratory (NREL), no pattern is found for the step changes of 
second-to-second wind power fluctuation. The step changes of this power in the 
seconds time resolution level is believed to be random. Also because of the strong 
persistence character of wind power in short intervals, the accumulated effect of 
random step changes is more interested. The figure below shows the distribution of 
1-second step change values of wind power for 1-hour, 24-hour and 1-month 
timeframes respectively. It indicates the likelihood of a symmetrical structure for the 
distribution of wind power increments.  
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Figure 3.7. Magnitude of wind power 1-second step changes %(ΔP/P) [81]. 
In this case, a Wiener process is adopted for presenting wind power and to 
preserve the stochastic and symmetrical characters as found in their step changes. 
The Wiener process is a continuous-time stochastic process, which is also called 
Brownian motion. It represents the integral of a Gaussian white noise process, where 
the increments are stationary and independent. The mathematical interpretation of 
Wiener process 𝑊𝑡 can be characterised as follows: 
1. 𝑊0 = 0  
2. The function 𝑡 → 𝑊𝑡 is almost surely continuous everywhere  
3. 𝑊𝑡 has stationary and independent increments 
4. The increment 𝑊𝑡+𝑠 − 𝑊𝑠 is a variable with normal distribution ~ N(0,t) 
 
 
Figure 3.8. White noise to Wiener process. 
 
The system sampling frequency is set as 0.1 Hz. The interpolation is also 
needed to increase the wind power data size to match with system sampling 
1
𝑠
 
Gaussian 
White Noise Wiener Process 
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frequency. From the frequency domain perspective, the power spectrum analysis is a 
measure of the energy density over the frequency axis which contributes to the 
variance of a variable in time domain. A wide range of frequencies have been 
investigated for the wind speed spectrum [82]. It appears the majority of energy lies 
in the low frequency range. Furthermore, based on the research of Apt [78], the 
spectrum of power from turbines can be effectively modelled by a 𝑓−5 3⁄  relation for 
a broad range of frequencies. As a result of integrator in Figure 3.8, the spectrum of 
constructed wind power would satisfy the relation of 𝑓−1. By comparison of above 
two spectrums in a narrow frequency range, it is reasonable to approximate each 
other to avoid complexity in analytical estimation. Alternatively, we can replace the 
integrator in Figure 3.8 with other filters to make the wind power model more 
realistic if the analysis requires.  
Since the time span of our observation is 5 minutes, the data series of wind 
power would be finite. Moreover, as the wind power values are supposed to be 
limited by some realistic boundaries, a leaking filter is designed to simulate this 
attribute and replace the perfect one. 
 
1
𝑠 + 2𝜋𝑓𝑐
 ( 3.7 ) 
The slope of this filter is designed to be the same as 
1
𝑠
 when the frequency is 
higher than 𝑓𝑐. And 𝑓𝑐 = 0.001 is chosen to achieve performance similar to a perfect 
integrator for 300 seconds duration.  
 
3.3.2 Linear Estimation 
Based on the proposed wind power model, the system rotor angles need to be 
estimated accordingly for assessing stability. Analytically, the rotor angle 𝛿 solution 
corresponding to different power levels can be solved in the swing equation 
mentioned in equation ( 2.35 ), which is given here again.  
 𝑀
𝑑2𝛿
𝑑𝑡2
+ 𝐷
𝑑𝛿
𝑑𝑡
= 𝑃𝑚(𝑡) − 𝑃𝑒𝑚𝑎𝑥 sin 𝛿 ( 3.8 ) 
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𝑃𝑚(𝑡) is mechanical power represented by a Wiener process fluctuation around a 
steady operating point. The term 𝐷  stands for damping constant. Apply a Taylor 
expansion on equation ( 3.8 ), and only keep the first two terms: 
 
2𝐻
𝜔0
𝑑2𝛿
𝑑𝑡2
+ 𝐷
𝑑𝛿
𝑑𝑡
= (𝑃𝑚𝑒𝑐ℎ − 𝑃𝑒𝑚𝑎𝑥 sin 𝛿0) − 𝑃𝑒𝑚𝑎𝑥(𝛿 − 𝛿0) cos 𝛿0 ( 3.9 ) 
The 𝛿0 stand for the initial angle and the system is assumed to be at steady state 
initially. The equation ( 3.18 ) can be rewritten as:  
 𝑀
𝑑2𝛥𝛿
𝑑𝑡2
+ 𝐷
𝑑𝛥𝛿
𝑑𝑡
= 𝛥𝑃𝑚𝑒𝑐ℎ − 𝑏𝛥𝛿 ( 3.10 ) 
Where:  
 
𝛥𝑃𝑚𝑒𝑐ℎ = (𝑃𝑚𝑒𝑐ℎ − 𝑃𝑒𝑚𝑎𝑥 𝑠𝑖𝑛 𝛿0) 
𝛥𝛿 = (𝛿 − 𝛿0), 𝑏 = 𝑃𝑒𝑚𝑎𝑥 𝑐𝑜𝑠 𝛿0 , 𝑀 =
2𝐻
𝜔0
 
( 3.11 ) 
Using the Laplace transformation on equation ( 3.10 ): 
 
𝑀 (𝑠2𝛥𝛿(𝑠) − 𝑠𝛥𝛿(0+) − 𝛥?̇?(0+)) + 𝐷(𝑠𝛥𝛿(𝑠) − 𝛥𝛿(0+))
= 𝛥𝑃𝑚𝑒𝑐ℎ(𝑠) − 𝑏𝛥𝛿(𝑠) 
( 3.12 ) 
Because Δδ(0+) = 0;  Δδ̇(0+) = 0; so the system transfer function with mechanical 
power change as input and angle deviation as output can be written as: 
 
𝛥𝛿(𝑠)
𝛥𝑃𝑚𝑒𝑐ℎ(𝑠)
=
1
𝑀𝑠2 + 𝐷𝑠 + 𝑏
 ( 3.13 ) 
Since the designed filter is a linear transformation, we can multiply by the 
power system transfer function and treat them as one.  
 
Figure 3.9. Wind power step changes to state variable transformation. 
 
The damping constant is usually ignored under assumption of a conservative system, 
i.e. 𝐷 = 0. To estimate the effect of system states in linear domain, the well-known 
Kalman filter is employed. This filter is named after Rudolf E. Kalman, who is one 
1
𝑠 + 2𝜋𝑓𝑐
×
1
𝑀𝑠2 + 𝐷𝑠 + 𝑏
 𝒅𝑾(𝒕) Rotor Angle 𝜹 
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of the primary developers of its theory [83]. The Kalman filter is an algorithm which 
tends to estimate system state very accurately considering the possible random 
variation in measurements or observations. It has a vital role to play in the navigation 
system field, which is also the area where it was first implemented. Nowadays, it has 
been used intensively in a wide range of engineering applications, and has become an 
important part of control theory. 
The same system and transfer function can also be expressed in state-space 
form: 
 {
?̇? = 𝐴𝑥 + 𝐵𝑢
𝑦 = 𝐶𝑥
 ( 3.14 ) 
 
𝑥 = [
𝜔
𝛿
], 𝐴 = [−𝐷 𝑀
⁄ −𝑏 𝑀⁄
1 0
] 
 𝐵 = [1 𝑀
⁄
0
] , 𝐶 = [
1 0
0 1
] 
( 3.15 ) 
In discrete calculation and simulation, Euler’s approximation can be used with 
sample time 𝑇: 
 
𝑥(𝑡 + 𝑇) − 𝑥(𝑡)
𝑇
= 𝐴𝑥(𝑡) + 𝐵𝑢(𝑡) ( 3.16 ) 
Let 𝑡 = 𝑘𝑇, the discrete relation is obtained as: 
 𝑥[𝑘 + 1] = (𝑇𝐴 + 𝐼)𝑥[𝑘] + 𝑇𝐵𝑢[𝑘] ( 3.17 ) 
The discrete time state-space equation for estimating the influence of uncertain wind 
power generation on system state is rewritten as: 
 𝑥(𝑘 + 1) = 𝐹𝑥(𝑘) + 𝐺𝑑𝑊(𝑘)  ( 3.18 ) 
where 𝐹  is the filter and dynamic system combined description, 𝑑𝑊  is Gaussian 
noise, and ∆𝛿, ∆𝜔 are the rotor angle and velocity deviation from the initial value, 
respectively. 
The above equation states that 𝑥(𝑘) is obtained from the linear transformation 
𝐹 of a Gaussian vector 𝑑𝑊(𝑘). We can thus infer that for any 𝑘, 𝑥(𝑘) is a Gaussian 
vector and the sequence {𝑥(𝑘)} is a Gaussian random process. As we already know, 
𝑑𝑊 is the step changes of a Wiener process, and: 
 𝐸[𝑑𝑊(𝑘)] = 0  ( 3.19 ) 
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𝐸[𝑑𝑊(𝑘)𝑑𝑊𝑇(𝑘)] = 𝑅𝑤 
Assuming the system initial condition is known as: 
 
𝜇𝑥0 = 𝐸[𝑥(0)] = 𝑥0 
𝑃𝑥0 = 𝐸[{𝑥(0) − 𝜇𝑥0}{𝑥(0) − 𝜇𝑥0}
𝑇] = 0 
( 3.20 ) 
the propagation of mean 𝜇𝑥  and covariance 𝑃𝑥  can be rewritten in a recursive 
relation:  
 
𝜇𝑥(𝑘 + 1) = 𝐹𝜇𝑥(𝑘) 
𝑃𝑥(𝑘 + 1) = 𝐹𝑃𝑥(𝑘)𝐹
𝑇 + 𝐺𝑅𝑤𝐺
𝑇 
( 3.21 ) 
 
3.3.3 Cutset Energy Function 
System stability can be assessed using energy or time domain studies. The test 
in this thesis initially starts with energy approaches. As mentioned in Section 2.3.4, 
in structure preserving form, the total potential energy is seen to be the sum of the 
potential energy on individual branches and kinetic energy is the sum of individual 
generators. Thus the Lyapunov function truly reflects the spatial distribution of 
stored energy in the physical system since the original network topology is explicitly 
retained. It is noticeable that the transient stability problem is related to network 
connection in a fundamental way. Sometimes, rather than examining the total system 
energy function and stability margin, the transfer limit of a specific group of 
connections is of more concern, especially by utilities.  
Once a fault occurs, the system tends to oscillate in coherent groups, which, in 
general, consist of both generator buses and load buses. Instability occurs when one 
or more of these groups lose synchronism. A set of transmission lines which is most 
likely to cause separation can be identified using prior physical knowledge of 
network connection and ranking of their vulnerability. The word ‘cutsets’ appeared 
in the work of Hill et al. [38, 84], where their version of structure preserving model is 
proposed. Cutset refers to the group of lines which, once cut, would separate one 
connected network into two disconnected ones.  
The usual approach to directly assess the transient stability of a system is to 
check whether the system total transient energy exceeds its critical value. 
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Alternatively, if we wish to assess whether a group A is likely to split from group B, 
as shown in Figure 3.10, it is intuitively reasonable to disregard the transient energy 
in remote groups such as C and D. The connection with the lowest vulnerability 
index is called Critical Cutset 𝐶𝑖. This relevant value is dependent on fault location, 
duration and operational conditions etc. Further, the critical energy value seems to 
relate only to power flow in the lines of this cutset. 
 
Figure 3.10. Illustration of a cutset separation. 
The real power flow in line 𝑘 is denoted as 𝑏𝑘 sin 𝜎𝑘, where 𝑏𝑘 = |𝑉𝑖||𝑉𝑗|𝐵𝑖𝑗. It 
is assumed that branch 𝑘 connects bus 𝑖 and bus 𝑗. If the system separation occurs 
across cutset 𝐶𝑖, which has 𝑞 lines connecting areas A and B, and if the post-fault 
equilibrium point is (𝜎𝑜 , 0), then the energy function is reduced to being concerned 
only about these 𝑞 lines. The energy function interprets the sum of aggregate kinetic 
energy and potential energy respectively across cutset 𝐶𝑖 on the reference of post-
fault equilibrium point, and is given as: 
 𝑉(𝜎𝑘, ?̃?) =
1
2
𝑀𝐴𝑀𝐵
𝑀𝐴 + 𝑀𝐵
(?̃?𝐴 − ?̃?𝐵)
2 + ∑ 𝑏𝑘
𝑞
𝑘=1
ℎ(𝜎𝑘, 𝜎𝑘
𝑜) ( 3.22 ) 
 ℎ(𝜎𝑘, 𝜎𝑘
𝑜) = ∫ (sin 𝑢 − sin 𝜎𝑘
𝑜)𝑑𝑢
𝜎𝑘
𝜎𝑘
𝑜
 ( 3.23 ) 
where 𝑀𝐴 = ∑ 𝑀𝑖𝑖𝜖𝐴 , 𝑀𝐵 = ∑ 𝑀𝑖𝑖𝜖𝐵 . ?̃?𝐴, ?̃?𝐵 are the center of speeds of group A and 
B respectively. And, as Chandrashekhar and Hill explained [84], a direct stability 
criterion is readily obtained by using vulnerability ranking on a classical model.  
Let us picture an angle separation of the system in Figure 3.10 across cutset 𝐶𝑖. 
Assigning a reference direction for the lines in cutset 𝐶𝑖, for example, the power flow 
C 
D 
A B 
𝜎𝑖1 
⋮ 
𝜎𝑖𝑞 
𝐶𝑖 
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from area A to area B is positively oriented and denoted by 𝐶𝑖
+ . The remaining 
branches are assigned to 𝐶𝑖
−. For a positive shift of line angle due to the fault in 
cutset 𝐶𝑖, the approximated UEP is defined by:  
𝜎𝑘
+ = {
𝜎𝑘
𝑢,   𝑘 ∈ 𝐶𝑖
+
𝜎𝑘
𝑙 ,   𝑘 ∈ 𝐶𝑖
−  
where 𝜎𝑘
𝑢 = 𝜋 − 𝜎𝑘
𝑜 and 𝜎𝑘
𝑙 = −𝜋 − 𝜎𝑘
𝑜. Similarity, for a negative shift of line angle, 
the approximated UEP can be defined with obvious modifications. Define the 
coefficients 𝜇𝑘
𝑢 ≝ ℎ(𝜎𝑘
𝑢, 𝜎𝑘
𝑜)  and 𝜇𝑘
𝑙 ≝ ℎ(𝜎𝑘
𝑙 , 𝜎𝑘
𝑜)  for all the lines. Then the 
deceleration area across the cutset 𝐶𝑖  is interpreted as cutset vulnerability indices 
here,  
𝑣𝑖
+ = ∑𝑏𝑘𝜇𝑘
𝑢
𝐶𝑖
+
+ ∑𝑏𝑘𝜇𝑘
𝑙
𝐶𝑖
−
 
𝑣𝑖
− = ∑𝑏𝑘𝜇𝑘
𝑙
𝐶𝑖
+
+ ∑𝑏𝑘𝜇𝑘
𝑢
𝐶𝑖
−
 
With each cutset 𝐶𝑖 , we have associated two models of system angle 
separation, which correspond to vulnerability indices 𝑣𝑖
+ and 𝑣𝑖
−. The stability of a 
system can be assessed directly by comparing fault energy at clearing time with the 
corresponding cutset vulnerability index. Suppose that coherent groups A and B are 
separating across cutset 𝐶𝑖  with the mode of separation corresponding to 𝑣𝑖
+ . The 
system would remain stable if 𝑉(𝜎𝑘, ?̃?) < 𝑣𝑖
+. Otherwise, groups A and B will lose 
synchronism across cutset 𝐶𝑖. 
 
3.3.4 Unscented Transformation 
For contingency analysis, the system would be expected to be pushed into a 
highly nonlinear domain, where the linear prediction would not be sufficiently 
accurate. The extended Kalman filter (EKF) is often used to deal with medium levels 
of nonlinearity. However, it can produce highly unstable performance if the time step 
intervals are not sufficiently small [85]. The Monte Carlo simulation is an estimation 
method for dealing with true nonlinear function. But it also requires a large 
computational cost. Alternatively, since we have known the prior distribution of 
input variables, it is easier to approximate the probability distribution of output 
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through a nonlinear propagation rather than to approximate an arbitrary nonlinear 
function or transformation. The unscented transformation (UT) is a method founded 
on this intuition [86, 87]. It was proposed by Julier and Uhlmann in 1995.  
 
 
Figure 3.11. The concept of unscented transformation [86]. 
 
This method differs from the Monte Carlo method in that only a few selected 
sample points are needed to capture the statistical characteristics of a known 
probability distribution. Each of these points, which are called sigma points, would 
be transformed through the nonlinear function we are interested in. And these 
transformed sigma points are expected to be able to estimate the output distribution 
characteristics. Its performance has been compared with EKF and Monte Carlo in 
Figure 3.12 
Nonlinear 
Transformation 
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Figure 3.12. Example of the UT, EKF and Monte Carlo estimation performance [85]. 
 
If the initial condition of input variable is known,  
 
?̅? = 𝐸[𝑥] 
Σ𝑥 = 𝐸[(𝑥 − ?̅?)(𝑥 − ?̅?)
𝑇] 
( 3.24 ) 
 
A set of sigma points {𝑋𝑖} consisting of 2𝑁𝑥 + 1 vectors and their associated 
weights 𝑤𝑖  are chosen so that they exhibit the same statistical properties as input 
variables. The framework of selecting sigma points is given in [86]. 
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𝑋0 = ?̅? 
𝑋𝑖 = ?̅? + (√
𝑁𝑥
1 − 𝑤0
Σ𝑥)𝑖    , 𝑖 = 1,⋯ ,𝑁𝑥 
𝑋𝑖 = ?̅? − (√
𝑁𝑥
1 − 𝑤0
Σ𝑥)𝑖    , 𝑖 = 𝑁𝑥 + 1,⋯ , 2𝑁𝑥 
𝑤𝑖 =
1 − 𝑤0
2𝑁𝑥
 ,         𝑖 = 1,⋯ , 2𝑁𝑥 
( 3.25 ) 
For Gaussian distribution, 𝑤0 = 1 − 3/𝑁𝑥 , is optimised. The 𝑁𝑥 stands for the 
dimension of variable 𝑥  and the weights satisfy ∑ 𝑤𝑖
2𝑁𝑥
𝑖=0 = 1 . When 𝑁𝑥 > 1 , the 
Cholesky decomposition is used for the square root of variance matrix. The cross-
correlation between different fluctuation sources can also be captured by using 
Cholesky decomposition for sigma points selection.  
 Σ𝑥 = 𝐴 ∗ 𝐴
𝑇 ( 3.26 ) 
Each point through a nonlinear function to yield the transformed sigma point is 
instantiated as: 
 𝑍𝑖 = 𝑔(𝑋𝑖) ( 3.27 ) 
Then the mean and covariance of function output are calculated as: 
 ?̅? = ∑ 𝑊𝑖𝑍𝑖
2𝑁𝑥
𝑖=0
 ( 3.28 ) 
 Σ𝑍 = ∑ 𝑊𝑖(𝑍𝑖 − ?̅?)(𝑍𝑖 − ?̅?)
𝑇
2𝑁𝑥
𝑖=0
 ( 3.29 ) 
 
3.4 SUMMARY 
In this chapter, the theoretical framework of the proposed research has been 
explained. The simulation time interval and fluctuation sources are carefully 
designed to be implementable in a realistic electricity market and align with existing 
regulations. The chosen cutset stability criterion is an alternative form of the classic 
energy function approach. It is suitable to reflect and emphasise the wind power 
fluctuation effect on critical transmission lines. In advance of any contingencies, the 
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linear state estimation is used to locate the operating point under random wind 
generation. At the end of a contingency, the probabilistic stability margin is 
estimated based on unscented transformation to handle the nonlinearity of energy 
function. The few selected sigma points, which capture the statistical characteristics 
of stochastic variables, have significantly reduced the required computational cost. 
The targeted stability margin probability is approximated using Gaussian shape 
distribution with estimated mean and variance. A detailed demonstration, in which 
different scenarios and fluctuation sources are simulated, follows in later chapters.  
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Chapter 4: SMIB Model Using Classic 
Energy Function 
4.1 INTRODUCTION 
In reality, most wind generators are induction generators. They do not have a 
direct power-angle relation like traditional generators. But their power generations 
transferred in the network are influencing the rotor angles in other synchronous 
generator. In this chapter, a modified single-machine infinite bus model will be 
tested first as a preliminary investigation of the effect of wind power fluctuation. The 
test system, as shown in Figure 4.1, includes one synchronous generator and one 
wind turbine on the same bus. The infinite bus, representing the rest of the system, is 
on the other side. It is assumed that the wind generation output is varying based on a 
wind power fluctuation model. The synchronous generator is assumed to adjust its 
mechanical torque to maintain a constant transfer level. The system is coded using 
software Matlab®. It will illustrate the possible impact of wind power fluctuation on 
system states and contingency results. 
 
Figure 4.1. Modified single machine infinite bus model. 
 
This chapter will start with an example of synthesizing wind power data in 
Section 4.2. Then the cross-correlation between system states under wind 
disturbance is investigated in Section 4.3. A foundation for analysis of influences on 
energy function is given in Section 4.4. Lastly, the probabilistic stability margin 
estimation result is given in Section 4.5.  
 W 
 G 
𝐸1∠𝛿 
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 84 Chapter 4: SMIB Model Using Classic Energy Function 
4.2 SYNTHESIZE WIND POWER DATA 
The classic swing equation for this system is mentioned in equation ( 3.10 ), 
where 𝛥𝑃𝑚𝑒𝑐ℎ is the mechanical power deviation driven by wind fluctuations. We 
assumed the step variance of wind power is 0.3% of installed generation capacity in 
the next hour. The following figure shows a simulated 5 minutes wind power data 
sequence from Gaussian distributed increments. The increments are 300 numbers 
randomly generated from Gaussian distribution ~ 𝑁(0,0.003). The recorded wind 
power historical data is also illustrated here as a reference for comparison in Figure 
4.3. 
 
Figure 4.2 Simulated wind power for 5 minutes. 
 
Figure 4.3 Recorded one hour wind speed and power [81]. 
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It shows that even though the step changes are small, the accumulated change 
in power is not negligible. By replicating the spectrum character of historical data, 
the simulated data show both persistence in the long term and small spikes in the 
short term. It proves this model can mimic the wind fluctuations very vividly, and the 
main character of wind power is sufficiently captured for our analysis.  
Based on this model, the variance of wind power fluctuation at the end of 5 
minutes is estimated using the Kalman filter, and the result is shown in Figure 4.4 
 
Figure 4.4. Wind power fluctuation estimation. 
As can be seen in Figure 4.4, at 300-second point, the standard deviation of 
wind power is about 0.0441 𝑝𝑢. And be noted in this case, the total installed wind 
generation capacity in Figure 4.1 is 1 𝑝𝑢. The possible wind power change at 300-
second point is small but noticeable. To verify these estimations, a time domain 
Monte Carlo simulation is carried out. The sample of wind power values is recorded 
at 5 minutes after different perturbations from a same initial condition. It is repeated 
5000 times to illustrate the following results. 
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Figure 4.5. Samples of simulated wind power at end of 5 minutes. 
The standard deviation of wind power in the Monte Carlo simulation is around 
0.0448, which verifies the estimation given above. Then the next step is to see how 
far the 5 minutes of fluctuating wind alone would drive the system away from the 
steady point. The covariance of system angle and its velocity are also estimated 
based on the relation in Figure 3.9. The accuracy of the estimation results are also 
verified by the Monte Claro approach.  
 
Figure 4.6. The covariance estimation of angle velocity during 5 minutes wind power fluctuation. 
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Figure 4.7. Monte Carlo results of angle velocity after 5 minutes wind power fluctuation. 
 
Figure 4.8. The covariance estimation of angle during 5 minutes wind power fluctuation. 
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Figure 4.9. Monte Carlo results of angle velocity after 5 minutes wind power fluctuation. 
The result shows the small power step changes only cause very small velocity 
deviations. But the cumulated angle changes can reach 3-5 degrees.  
 
4.3 CROSS-CORRELATION OF SYSTEM STATES  
As mentioned in Section 3.2.1, the simulated system would experience 5-
minute wind fluctuations from a steady starting point before contingency. It would 
show that changes of wind power during normal operation are small at each step, but 
the accumulated effect cannot be ignored. Especially its influence on contingency 
results is worth to investigating.  
To examine system stability and estimate the probability, the energy function is 
used as a measurement of stability margin in this chapter. The potential energy and 
kinetic energy of classic system energy function is related to the angle and velocity 
value respectively. Even given the same initial conditions, there still could be a large 
number of possible angle and velocity pairs when faults occur due to power 
fluctuations.  
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Figure 4.10. Samples of possible angle and velocity pairs during 5 minutes. 
Since velocity is the derivative of angle, we know they are not independent. 
Estimation of the system energy should consider the relationship between these two 
variables. Therefore, the cross-correlation of angle deviation, ∆δ(t + τ) , and the 
velocity deviation, ∆𝜔(𝑡), is investigated and presented in Figure 4.11. 
 
Figure 4.11. Cross-Correlation of angle deviation and velocity deviation. 
This graph indicates that the current value of Δδ (or Δω) has correlation with 
the value of Δω (or Δδ) in the future and past. However, the cross-correlation when 
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𝜏 = 0 is about zero, which means the angle and velocity at the same moment are 
uncorrelated on average. Consequently, they are not jointly normal distribution 
during 5 minutes, but the ensemble probability at a specific moment can be estimated 
individually as normal distribution. 
 
4.4 FLUCTUATION EFFECT ON ENERGY FUNCTION 
When energy function is defined using the pre-fault initial steady condition as a 
reference point, each pair of operating angle and velocity under small fluctuations 
would have an energy level above zero. The various amounts of system energy 
which derive directly from the wind fluctuation series is tracked in Figure 4.12 
 
Figure 4.12. System energy trajectory on phase plane. 
Contingency under such an environment is different from traditional analysis 
using a steady initial condition as a reference. When a system is disturbed by power 
fluctuations, its energy trajectory is shifting around on the energy surface. And there 
is extra energy even before the energy injection caused by the fault. By examining 
this cumulative effect on system energy repeatedly, it is found that the dominant part 
of system energy deviation appears in potential form. The simulation results, given in 
Figure 4.13, show that the total energy during wind power fluctuations is associated 
almost entirely with angle changes. It can be explained that small power disturbances 
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only cause small accelerations, but their influence accumulates and is stored in 
potential form till it becomes no longer negligible. The tendency of the fluctuation 
gradually pushes potential energy to the direction which alleviates or aggravates the 
severity of the contingency before it actually occurs.  
In general, the stability is assessed using post-fault SEP as the reference point 
on the energy surface. During the fault, which is normally less than a second, the 
wind power can be assumed as constant. The transient stability is typically focused 
on the nonlinear response of the first 5-10 seconds after a fault. Power fluctuations 
after a fault are not considered in this work. The post-fault system SEP is assumed to 
be determined by the last value of wind power before the fault. But the methodology 
does not prevent possible research to include further power variations in post-fault 
system estimations.  
 
Figure 4.13. Samples of angle and system energy pairs.  
 
4.5 STABLITY ESTIMATION 
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this method. Assuming the initial operating angle of this machine is δ=0.9 rad before 
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the bus. For a single machine case, the energy function is as simple as equation ( 2.39 
). Assuming the fault is pushing the angle in a positive orientation, the potential 
energy at 𝛿𝑢1 = 𝜋 − 𝛿𝑠  indicates the maximum fault energy can be absorbed by 
current system. This value is referred to as the pre-fault stability energy margin 
(SEM).  
 𝑉𝑆𝐸𝑀
𝑝𝑟𝑒 = −𝑃𝑚(𝜋 − 2𝛿) − 𝑃𝑒𝑚𝑎𝑥(cos(𝜋 − 𝛿) − cos (𝛿)) ( 4.1 ) 
The post-fault SEM is defined as the difference between pre-fault SEM and 
injected fault energy. Therefore, if the post-fault SEM is positive, the system is stable 
after the fault. Otherwise, the system is unstable for this particular contingency. The 
injected fault energy is defined as the total energy increase immediately after a fault 
as shown in Figure 4.14. 
 
Figure 4.14 Energy trajectory since a contingency. 
For a different operating angle, even with the same fault, there would be a 
different amount of fault energy injection. To illustrate this effect, a set of angle is 
uniformly selected in ascending order of post-fault SEP points. The pre-fault stability 
margin and injected fault energy at these operating angles are listed in Figure 4.15 
below. 
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Figure 4.15 Pre-fault stability energy margin and fault energy injections at different operating angle. 
 
Figure 4.16. Post-fault Stability Energy Margin Distribution for Single Machine Case. 
As energy function and fault injection are both nonlinear, an unscented 
transformation is employed for estimating post-fault system stability. Only three 
sigma points are required for a one-dimensional variable. The distribution of stability 
energy margins for this case is also estimated from 1000 Monte Carlo simulations. In 
Figure 4.16, the x-axis marks the stability energy margin. The area falling below zero 
indicates the probability of losing synchronism for this contingency under such wind 
conditions. The two estimated results are almost identical except for the time cost. 
The Monte Carlo requires 2615 seconds to complete the estimation on a 2.66GHz 
Intel dual-core computer while the proposed method only requires 14 seconds on the 
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same machine. The proposed method is about 200 times faster than the conventional 
Monte Carlo approach.  
 
4.6 SUMMARY 
In this chapter, a modified single machine system is tested with synthesised 
wind power time series. Its impact on system states is analysed before considering 
this together with a contingency. By investigating the cross-correlation between 
system states, it is found acceptable to study their effects on energy function 
individually. The potential energy is found to be dominant during the power 
fluctuation, while kinetic energy is the major portion of injected fault energy. 
Moreover, the stability energy margin is defined to provide the foundation for 
probabilistic stability assessment. The estimation result is almost identical with the 
Monte Carlo simulation result, except for the computational time. The proposed 
method is about 200 times faster than the pure numerical Monte Carlo method. More 
complex contingencies are tested in the following chapters.  
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Chapter 5: Multi-Machine Simulation 
Using Structure Preserving 
Energy Function 
5.1 INTRODUCTION 
Chapter 5 introduces a three areas four machines system simulation for 
stability analysis. In this case, more loads and generators are considered to represent 
a relatively more complex situation. The proposed probabilistic stability assessment 
method will be tested at different contingency locations to visualised different 
outcomes. Structure preserving energy function is constructed using software 
Matlab® for this system.  
As in the previous chapters, the modelling details and assumptions of the 
testing system will be included in Section 5.2. The simulation results based on 
different contingencies will be shown in Section 5.3. And the accuracy and 
computational costs will be compared in Section 5.4. 
 
Figure 5.1. Three areas and four machines test system. 
 
5.2 SYSTEM MODELLING  
As shown in Figure 5.1, this test system is a modified version of a simple two-
area system from Kundur [88] (p. 814) to ensure the direction of power flow is from 
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right to left. The majority of the load is on Bus 6 in Area 1, while Area 3 has most of 
the generation. Therefore, the power is flowing from Area 3 to Area 1. The wind 
farm is assumed to be on Bus 4, which is also in Area 3. As mentioned in 
Section 4.1, because most wind generators are induction generators or 100% inverter 
interfaced, the wind generation would be considered as negative load in our analysis.  
In the classical model of stability studies [88], the load is usually considered as 
constant impedance. The reduced admittance matrix merges load buses into the 
network since there is no current injection from the load side. The voltage magnitude 
also varies due to different power transfer levels. In our analysis, the wind farms are 
modelled as constant power loads in order to achieve the designed fluctuation level 
and investigate its impact on the transient stability boundary. The word ‘constant’ 
here does not mean the power would not change, but actually indicates that the 
change of power is independent of the bus voltage. However, in reality, the wind 
farm inverter can only maintain the power constant over a limited voltage interval 
due to the current limit. Because of this limit, this bus model would switch to a 
constant impedance model once the limits are violated. This would also postpone 
possible voltage collapse before angle separation. When voltage goes beyond the 
limits, the absolute value of admittance represented by the wind farm would stay at 
its maximum value which maintains power at critical voltage. In which case, the 
switching voltage is set at 0.85 𝑝𝑢. The rest of the system loads are still modeled as 
constant impedance in the traditional way. The constant impedance model gives 
more conservative results compared to the constant power model [40], because the 
voltage dependence character of active power has a significant effect on the 
judgement of stability. Therefore, the structure preserved energy function would be 
more appropriate for analysing a system with different load characteristics. 
The swing equation for this lossless system is defined as: 
 
𝑑𝜃𝑖
𝑑𝑡
= 𝜔𝑖 
𝑀𝑖
𝑑𝜔𝑖
𝑑𝑡
= 𝑃𝑚𝑖 − ∑ 𝐵𝑖𝑗𝑉𝑖𝑉𝑗 sin(𝜃𝑖 − 𝜃𝑗)
𝑛+𝑁
𝑗=1
 , 𝑖 = 1,2⋯𝑛 
( 5.1 ) 
For small wind disturbances, the system can be linearised around the operating 
point to find the linearised power-angle relation. It is essential for estimating the 
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variance of rotor angle from power fluctuations. Rewriting the system relation in 
state-space form gives: 
 ?̇? = 𝐹(𝑥) + 𝐺(𝑢) ( 5.2 ) 
where the 𝐹(𝑥) is the system function while the 𝐺(𝑢) represents the relation of the 
wind power effect 𝑢 on the system state 𝑥. By assumption, 𝐹 and 𝐺 are differentiable 
at operating point 𝑥0  and 𝑢0  respectively, and 𝐹(𝑥0) = 0 , 𝐺(𝑢0) = 0 . Applying 
Taylor expansion at 𝑥0 and 𝑢0 forms the Jacobian matrix as follows:  
 ∆?̇? = 𝐽𝐹(𝑥0)∆𝑥 + 𝐽𝐺(𝑢0)∆𝑢 ( 5.3 ) 
where the 𝐽𝐹 and 𝐽𝐺  are 
 𝐽𝐹 =
[
 
 
 
 
𝜕𝐹1
𝜕𝑥1
⋯
𝜕𝐹1
𝜕𝑥𝑛
⋮ ⋱ ⋮
𝜕𝐹𝑚
𝜕𝑥1
⋯
𝜕𝐹𝑚
𝜕𝑥𝑛]
 
 
 
 
, 𝐽𝐺 =
[
 
 
 
 
𝜕𝐺1
𝜕𝑢1
⋯
𝜕𝐺1
𝜕𝑢𝑛
⋮ ⋱ ⋮
𝜕𝐺𝑚
𝜕𝑢1
⋯
𝜕𝐺𝑚
𝜕𝑢𝑛 ]
 
 
 
 
 ( 5.4 ) 
Therefore, the mean and variance of output can be estimated based on the input 
process mean and variance. The propagation of mean and variance of system states 
over time can be calculated in the same way as ( 3.21 ). But to quickly estimate the 
SEP of a system with given mechanical power, the steady state estimation without 
time information is summarised below for computation in discrete domain: 
 𝜇𝑦 = 𝜇𝑥 ∙ 𝐻(𝑧)|𝑧=1 ( 5.5 ) 
The 𝐻(𝑧)  is the transfer function of power fluctuations and system states in Z 
domain. According to Parseval’s theorem and Cauchy’s residue theorem [89], the 
steady state variance of output is calculated by:  
 
𝜎𝑦
2 = 𝜎𝑥
2 ∑ 𝑅𝑒𝑧(𝐻(𝑧)𝐻(𝑧−1)𝑧−1)
‖𝑧‖≤1
 ( 5.6 ) 
 
5.3 STABILITY ESTIMATION FOR DIFFERENT CONTINGENCIES 
This simulation combines the traditional contingency analysis with wind power 
fluctuation. The system would experience a 5 minutes power fluctuation from the 
same initial steady operating point before any contingency analysis. It is assumed 
that the mechanical power of the generators is steady during the fault. When the 
 98 Chapter 5: Multi-Machine Simulation Using Structure Preserving Energy Function 
power system has suffered a large disturbance, synchronism is dependent on whether 
the network has adequate capacity to convert all injected transient energy from the 
disturbance into system potential energy.  
The wind power fluctuation is a small disturbance, but it contributes to the shift 
of the stability energy margin even before the contingency. As in the last chapter, 
this influence is quantified in energy measurements which can be observed in Figure 
5.2. The result is also consistent with the inference we derived in the last chapter: 
that the fluctuations in energy mainly accumulate in the system in the form of 
potential energy.  
 
Figure 5.2. Pre-fault energy increments from wind fluctuations. 
By observing the cumulative effect of 5 minutes random wind fluctuation on 
the system 5000 times, the distribution of energy increments under the reference of 
pre-fault initial SEP point is shown above. It is obvious that the kinetic part of energy 
which changes before the fault is much smaller than the potential part. Therefore, 
kinetic energy changes before the fault are treated as negligible in the analysis. 
The amount of injected transient energy influenced by the operating point at 
the occurrence of the fault is also investigated in Figure 5.3. This effect on system 
energy change is relatively larger and not negligible.  
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Figure 5.3. Injected transient energy at different wind generation. 
This graph indicates that most of the energy injected during the fault is 
converted to kinetic energy, which is substantially more than twice the potential part. 
The kinetic term dominates the total energy injection. The estimation procedure for 
the probabilistic stability energy margin estimation under influence of wind 
generation is summarised below: 
1. Simulate the wind power behaviour as a Wiener process, which 
successfully approximates the spectrum of historical wind power data. 
2. Estimate the system states changes over the next 5 minutes based on wind 
power variance and the linearised system model around the initial 
operating point.  
3. Identify the angle distribution at 𝑡 = 5 minutes. Select sigma points and 
calculate their corresponding steady state mechanical power using 
equations ( 3.25 ) and ( 5.5 ).  
4. Compute the post-fault SEP and the fault-on trajectory for each sigma 
point. Monitor the potential energy at each time step until it reaches 
maximum 𝑉𝑃𝐸
𝑚𝑎𝑥 for each sigma point. This potential energy value is 
considered as the critical energy threshold for each sigma point [90]. The 
post-fault stability energy margin, which is also our transformed sigma 
points, is defined as the maximum potential energy minus the injected 
energy from the fault. 
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 𝑉𝑆𝐸𝑀 = 𝑉𝑃𝐸
𝑚𝑎𝑥 − 𝑉𝐹𝑎𝑢𝑙𝑡
𝑐𝑙𝑒𝑎𝑟 ( 5.7 ) 
5. Calculate the moments of transformed sigma points and construct the 
probability density function of stability energy margin. The probability of 
retaining synchronism after contingency is reflected by the area where 
stability energy margin has a value larger than zero.  
The simulation is carried out for two different contingency cases for the 
purpose of generalisation. The two cases have the same wind farm disturbance for 
the purpose of comparison. The average wind generation is assumed at 0.4 per-unit 
with 0.005 𝑝𝑢. standard deviation of step changes. The details are given in Table 5.1 
and Table 5.2 below. 
Table 5.1  
Contingency Specification 
 
Table 5.2  
Sigma Points Selection 
 
For the first contingency scenario, a 0.2-second fault is applied on Bus 7, 
which would disconnect Area 1 from the rest of the system. The estimation is carried 
out according to the above procedures, and the result is compared with the 
distribution from the 5000 times Monte Carlo simulations in Figure 5.4. 
 Location Duration 
Contingency 1 Bus 7 0.2 second 
Contingency 2 Branch 10 to 11 0.145 second 
 Point 1 Point 2 Point 3 Mean Variance 
Sigma Point 
-0.0764  
pu 
0 
pu 
0.0764 
pu 
0 
pu 
0.0436 
pu 
Transformed Points 
(Case 1) 
0.597 0.4223 0.2323 0.4197 0.1053 
Transformed Points 
(Case 2) 
0.202 0.0906 -0.0171 0.0912 0.0632 
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Figure 5.4. Probability density function of stability energy margin for bus fault. 
 
Figure 5.5. Cumulative density function of stability energy margin for bus fault. 
The estimations are very consistent with Monte Carlo results. The chance of 
losing synchronism is close to zero, which means the extra security margin is not 
needed for this scenario.  
For the second contingency scenario, a 0.145-second fault is tested on the 
branch between Bus 10 and Bus 11, where the Area 3 would lose synchronism with 
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rest of the system. The different fault locations and types may drive the system 
towards a different stability boundary. This is reflected in the simulation result in 
Figure 5.6. It indicates that the second contingency has a lower chance of retaining 
synchronism under the same wind fluctuation even when it has a shorter fault 
duration. The result also proves the estimation algorithm is robust for different 
contingencies.  
 
 
Figure 5.6 The probability density function of stability energy margin for line fault. 
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Figure 5.7 The cumulative density function of stability energy margin for line fault. 
The estimation fits with the Monte Carlo result. Under wind fluctuation impact, 
the system is estimated to have a 7.59% probability of becoming unstable for a 
0.145-second fault on the line between Bus 10 and Bus 11. Meanwhile, the Monte 
Carlo test result shows the probability is about 5.87% for the same contingency.  
It is noticeable that the transformed sigma points show asymmetric character 
the same as the Monte Carlo results in both cases. Since no practical method without 
high computation can maintain the true distribution of every arbitrary state, an 
analytical or computational simple form of distribution is usually assumed. If it can 
capture the critical salient features of the true distribution, then it can be used as the 
basis for a good approximate solution to the nonlinear transformation problem [91]. 
As we can see, the first two moments are well captured by transformed sigma points, 
and it is well reflected under Gaussian assumption. If the skewness is significant, the 
third moment information is needed to calculate skewed normal distribution as an 
approximation.  
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5.4 CONCLUSION 
As a more complex case compared to the previous chapter, the three area 
system in this chapter illustrates the implementation of the proposed method using 
structure preserving energy function for different contingencies. A 'constant' power 
model is used for wind farms to have an exact control on wind power fluctuations. 
The rest of the system loads are still modelled as constant impedances. The pre-fault 
energy level drifting caused from wind fluctuations is investigated again and results 
in the same conclusion as the single machine case. The potential form of energy is 
the major deviation before the contingency while kinetic energy is the dominant form 
in the injected fault energy. The post-fault stability margin is assumed as a Gaussian 
type distribution. And the transformed sigma points successfully capture the mean 
and variance of the stability margin, which is verified by the Monte Carlo simulation 
results.  
In terms of computational cost, the Monte Carlo simulation takes about 2.8 
hours to finish the paralleled computation on a 12 core high performance computer, 
while the proposed estimation method only needs 26 seconds on a duo-core desktop 
computer to derive a similar result. Therefore, the proposed method can have more 
than 300 times the efficiency of the pure numerical method. 
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Chapter 6: Australian System 
Simulation Using Cutset 
Energy Function 
6.1 INTRODUCTION 
In order to provide a more realistic analysis, a simplified Australian dynamic 
system is tested in this Chapter to verify the proposed algorithm. This system is 
modified to include wind farm from the IEEE benchmark system for the power 
system dynamic stability studies [92]. The topological structure of this system is 
presented in Figure 6.1, while the other detailed parameters and device models are 
given in the Appendix A. The system models are based on second order descriptions 
of generators and simulated using Matlab® software.  
In the following sections, we first introduce the background of wind farm 
distribution in the Australian network and potential limitations at Section 6.2. Then 
in Section 6.3, the simplified 14-machine Australian system has been modified to 
approximate the wind farm locations and capacities in practice. Different fluctuation 
sources are investigated in Section 6.4, which includes load fluctuation and 
correlated wind farms. Finally, in Section 6.5, the computational time and accuracy 
of estimation results are compared with Monte Carlo simulation results. 
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Figure 6.1. Simplified 14-machine Australian system [92]. 
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6.2 SYSTEM BACKGROUND 
South Australia (Area 5) is the largest producer of wind energy in Australia 
with 1203 MW installed capacity. This number is equal to 27% of South Australia’s 
installed total generation capacity. And its generation contributes 25% of the annual 
total energy demand in South Australia. Furthermore, it has the highest percentage 
contribution of wind to peak demand in the National Electricity Market (NEM). In 
general, wind generation is low during peak demand periods. Even so, a study by 
AEMO [93] shows that wind generation still achieves an average of 8.6% in summer 
and 7.1% in winter of its installed capacity supply for 85% of the time during the top 
10% of demand.  
Significant new wind generation can reduce existing interconnector transfer 
limits, particularly under conditions of low demand and high wind speeds when wind 
generation forms a large percentage of the generation mix. An early report from 
AEMO [94], released in late 2013, indicates that around 35% and 15% of energy 
potentially available from wind generation installed in Victoria (Area 3) and South 
Australia could be curtailed in the NEM by 2020 due to network limitations. 
Therefore, the contingency analysis of stability margin and transfer capacity due to 
fluctuations at South Australia’s wind farms would be a good symbolic illustrative 
case.  
In general, wind generation is low during high demand periods. To avoid these 
periods and focus on the wind farm influence, the medium load condition (Case 5 in 
Appendix) given in the test system is chosen for our analysis while this scenario 
shows the flows are mainly from north to south. Area 5 in this test system represents 
the South Australian network. It is easy to notice that to send out the excess wind 
power in Area 5 to other areas, or to receive power from other areas to supply the 
local loads when wind is weak, the transmission lines connecting Area 3 and Area 5 
are crucial. Therefore, rather than examining the total system’s energy function and 
stability margin, it is intuitive to check the power flow in lines connecting Area 3 and 
Area 5 when the separation between them is more likely to occur under the influence 
of wind fluctuations. In this case, the concept of cutset energy function and its 
stability criterion in Section 3.3.3 suggests disregarding the transient energy in 
remote areas in order to perceive the wind fluctuation effect on the stability margin 
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more easily. The possible stability energy margin distribution after fault on critical 
transmission lines is the main concern of our contingency analysis. 
6.3 SYSTEM MODIFICATION  
In our scenario, the power is transferring from Area 3 to Area 5. Assuming the 
average generation from wind farms is about 30% of their total installed capacity, a 
350 MW generation is then added to the South Australia region on Bus 506 to 
represent an aggregated wind farm output. The loads are also increased to match the 
power flow. The power transfer from Area 3 to Area 5 is changed to 500 MW. The 
adjusted loads and generations in Area 5 are listed in Table 6.1 below. 
Table 6.1  
Power Generation and Loads in Area 5 
Power\Bus No. 501 502 503 504 505 506 507 508 509 
P (MW) 440 600 174 -300 0 350 -900 -750 -150 
Q (MVar) -70.4 0.4 7 -25 0 0 -75 -60 -15 
 
Wind generation output varies throughout the day due to its intermittent nature. 
According to the record, the largest 5-minute change across South Australia was a 
decrease of 294 MW, though in most of these intervals the variation is less than 2% 
of installed capacity. The time frame of this analysis is every 5 minutes. Wind power 
fluctuation time series for the next 5 minutes is composed by normally distributed 
random changes at per-second steps which has a standard deviation equal to 0.12% 
of its installed capacity.  
As part of the contingency analysis for a possible separation influenced by 
wind power generation, a designed 0.16-second fault is applied on Bus 509, intended 
to create a semi-critical case for Area 5. As a result, the transfer lines between Bus 
507 and Bus 509 are the Critical Cutset directly related to the separation for this fault 
location.  
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6.4 STABILITY ESTIMATION WITH DIFFERENT FLUCTUATION 
SOURCES 
The fluctuation effect on the stability energy margin is investigated considering 
four different scenarios listed in Table 6.2, which include both wind and load 
fluctuation sources with the same contingency on Bus 509. In Scenario 1, only the 
impact from wind fluctuation will be tested as a base case. Then load and wind 
fluctuations are both implemented in Scenario 2. The variation of load is designed to 
be slightly larger to help observe its effect compared to wind. In Scenario 3, the 
effect of fluctuations from different load locations is compared with the previous 
case. The correlation effect between wind farms is also considered in Scenario 4. The 
details are listed in Table 6.2 below. 
Table 6.2  
Simulation Scenarios 
 Fluctuation Location 
Generation/ 
Capacity 
Standard 
Deviation 
Correlation 
Coefficient 
Scenario 1 Wind B506 350/1200 MW 0.12% -- 
Scenario 2 
Wind B506 350/1200 MW 0.12% 
0 
Load B306 -1085/-1085 MW 0.4% 
Scenario 3 
Wind B506 350/1200 MW 0.12% 
0 
Load B504 -300/-300 0.4% 
Scenario 4 
Wind B506 200/1200 MW 0.12% 
0.5 
Wind B505 150/1200 MW 0.12% 
 
Scenario 1: Single Wind Farm 
In this first test, wind generation is represented by a single aggregated wind 
farm on Bus 506. The average wind generation is assumed at 350 MW. The power 
fluctuation time series for the next 5 minutes is composed by normally distributed 
random changes at per-second steps which have a 0.12% standard deviation. The 
estimation algorithm will predict the system stability status assuming a fault happens 
at the end of 5 minutes fluctuation with uncertain parameters. The wind generation 
level, as one of the possible indeterminate parameters, is emphasised here. In 
addition, a random 5-minute wind generation series is simulated 4000 times using a 
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Monte Carlo method and the stability energy margin estimation is plotted in Figure 
6.2 against the proposed method. 
 
Figure 6.2. PDF of system stability energy margin for Scenario 1. 
 
Figure 6.3. CDF of system stability energy margin for Scenario 1. 
 
Scenario 2: Wind Farm and Remote Load Fluctuations 
In this scenario, the load fluctuation, which could be caused by various 
combinations of customers’ behaviour, is also included. In this and following tests, 
we are trying to examine the stability margin under both load and wind fluctuations. 
The first load fluctuation point is on Bus 306, which is a Bus close to the fault 
location but did not lose synchronism like Buses with critical machines in Scenario 
-1 -0.5 0 0.5 1 1.5
0
0.5
1
1.5
2
Stability Energy Margin
P
ro
b
ab
il
it
y
 D
en
si
ty
 F
u
n
ct
io
n
 
 
UT Estimation
Monte Carlo
-1 -0.5 0 0.5 1 1.5
0
0.2
0.4
0.6
0.8
1
Stability Energy Margin
C
u
m
u
la
ti
v
e 
D
en
si
ty
 F
u
n
ct
io
n
 
 
UT Estimation
Monte Carlo
 Chapter 6: Australian System Simulation Using Cutset Energy Function 111 
1. The load fluctuation is also modelled as a Wiener process. The total demand value 
is 1085 MW. As we stated in 3.2.4, the fluctuation between loads and wind 
generation can be reasonably assumed as uncorrelated. The estimation results are 
given as follows. 
 
Figure 6.4. PDF of system stability energy margin for Scenario 2. 
 
Figure 6.5. CDF of system stability energy margin for Scenario 2. 
 
Scenario 3: Wind Farm and Nearby Load Fluctuations 
If variable 𝑥1 and 𝑥2 are independent and satisfy 𝑥1~𝑁(𝜇1, 𝜎1
2), 𝑥2~𝑁(𝜇2, 𝜎2
2) 
respectively. And variable 𝑧1 = 𝑥1 + 𝑥2 , then the probability density function of 
variable 𝑧1 is 
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𝑓𝑧1(𝑧1) = ∫ 𝑓𝑥1(𝑥1)𝑓𝑥2(𝑧1 − 𝑥1)
∞
−∞
𝑑𝑥1  
which is equivalent to the convolution of function 𝑓𝑥1and 𝑓𝑥2. 𝑧1 is the sum of 
𝑥1, 𝑥2, then 𝑧1~𝑁(𝜇1 + 𝜇2, 𝜎1
2 + 𝜎2
2) 
If we have another two linear functions: 𝑦1 = ℎ(𝑥1)  and 𝑦2 = 𝑔(𝑥2) , and 
𝑧2 = 𝑦1 + 𝑦2, then 𝑧2 would also be a Gaussian variable which satisfies the  above 
rules, 𝑧2~𝑁(𝜇𝑦1 + 𝜇𝑦2, 𝜎𝑦1
2 + 𝜎𝑦2
2 ). If the two random variables 𝑥1, 𝑥2 are correlated, 
then the mean is still the sum of the means, while the variance is 𝜎𝑥1+𝑥2 =
√𝜎𝑥1
2 + 𝜎𝑥2
2 + 2𝜌𝜎𝑥1𝜎𝑥2 , where the 𝜌 is the correlation.  
If only load or wind fluctuations are considered as a random variable, the 
angle-power relation in our case can be approximated by a linear transfer function. 
Assuming there are 𝑛 uncertain loads and 𝑚 uncertain wind farms in the system, to 
calculate the mean and variance of each fluctuation source would requires three 
sigma points respectively. The overall computation cost for estimating equivalent 
effect on the stability margin would be 3 × (𝑛 + 𝑚) times calculation. Alternatively, 
the overall mean and variance can be calculated from sigma points selected using 
Cholesky decomposition given in equation Error! Reference source not found.). 
ccording to equation ( 3.25 ), all the wind and load fluctuations can be considered as 
a variable of 𝑛 + 𝑚 dimensions. Therefore, only 2 × (𝑛 + 𝑚) + 1 sigma points are 
needed to estimate the overall effect based on Cholesky decomposition.   
 
Figure 6.6. PDF of system stability energy margin for Scenario 3. 
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Figure 6.7. CDF of system stability energy margin for Scenario 3. 
 
Scenario 4: Two Correlated Wind Farms Fluctuations 
In Scenario 4 listed in Table 6.2, the original aggregated wind farm is now 
represented by two positively correlated wind farms, 200 MW and 150 MW on Bus 
506 and Bus 505 respectively. By retaining the total generation capacity, as well as 
the standard deviation of step increments, the changes from using the separated wind 
farm models can be better compared to Scenario 1.  
 
Figure 6.8. PDF of system stability energy margin for Scenario 4. 
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Figure 6.9. CDF of system stability energy margin for Scenario 4. 
 
6.5 ANALYSIS 
The simulation results are summarised in Table 6.3 below. It compares the 
simulation results, such as mean, standard deviation and the probability of system 
becoming unstable after fault, derived from unscented transformation and Monte 
Carlo method. It can be seen that the majority of estimation results are consistent 
with Monte Carlo simulation results.  
Table 6.3  
Simulation Results 
 Method 
Unstable 
Probability 
Mean 
Standard 
Deviation 
99% Interval 
Scenario 1 
UT 15.68% 0.2196 0.218 -0.3418~0.7811 
MC 17.29% 0.2194 0.2239 -0.3176~0.8276 
Scenario 2 
UT 16.86% 0.2099 0.2187 -0.3534~0.7732 
MC 18.62% 0.2049 0.2207 -0.3413~0.7914 
Scenario 3 
UT 14.81% 0.3165 0.303 -0.4639~1.0969 
MC 17.79% 0.2882 0.312 -0.5763~1.0839 
Scenario 4 
UT 6.76% 0.2853 0.191 -0.2066~0.7772 
MC 7.93% 0.278 0.1931 -0.2026~0.7911 
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Considering Scenario 1, the PDF in Figure 6.2 has shown the likelihood of 
system stability energy margin distribution under wind fluctuation derived from 
different methods. The 99% confidence interval of the variation range is -0.3418 
~0.7811 and -0.3176 ~0.8276 from the UT method and the Monte Carlo (MC) 
method, respectively. From the CDF graph in Figure 6.3, the probability of losing 
synchronism in the first contingency scenario can be calculated at stability margin 
equals zero. The result shows the proposed method estimates that the probability of 
power system becoming unstable under this contingency is 15.68%, while the Monte 
Carlo method advices that probability is 17.29%.  
In the second and third scenarios, the influences on stability from both wind 
and load fluctuations are studied. The load fluctuation model is also modelled by the 
Wiener process. But, unlike the wind fluctuation where step changes are related to its 
installed capacity, the load deviation is related to its current power consumption. The 
first load fluctuation point is assigned on Bus 306, which is close to the fault location 
but not included in separation group. The second load fluctuation point is on Bus 
504, where the demand is smaller but within the separation area. The results from 
Scenario 2 show the variation range of the stability margin is not effectively 
increasing because of the new fluctuation source. But it does shift the average value 
slightly. Compared to Scenario 2, Scenario 3 has a smaller load fluctuation level, but 
the variation of the stability margin becomes larger due to the location differences. 
Even so, the probability of system stability is still at a similar level. 
Scenario 4 shows that the variation has decreased compared to the aggregated 
wind farm model. This decrease can be explained as a spatial smoothing effect, 
where different fluctuation sources may cancel each other out after the correlation of 
wind farms power output is considered.  
In terms of computational time using Matlab® as the platform, the Monte 
Carlo method takes 16 hours to run 1000 times simulations on a high performance 
computing (HPC) node with 16 cores. In contrast, the UT estimation method only 
takes 77 seconds for a single variable or 274 seconds for two variables to predict a 
similar result on a 3.4GHz dual-core desktop computer. This is a huge improvement 
from the perspective of computational time.  
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Chapter 7: Australian System Stability 
Using Hybrid Method 
7.1 INTRODUCTION 
As we know, the time domain simulation method of finding the critical 
clearing time in a power system stability study requires iterative computations. The 
energy function has provided a quick alternative way to analyse this time-variant 
system under the time-invariant framework. Due to the approximate nature of energy 
function and the complexity of modelling large modern power systems with 
advanced control devices, only the EEAC and BCU methods have been implemented 
in practical operation. As a result, many researchers may still prefer the accuracy of 
time domain simulation regardless of its computational cost.  
For the above reason, this chapter aims to show that the proposed probabilistic 
stability concept can also be incorporate with detailed time simulation for 
contingency analysis. Previously, we have estimated the probabilistic distribution of 
the stability margin using a cutset energy function under wind and load fluctuations. 
However, sometimes the utilities are more interested in the transfer limit of critical 
lines rather than the energy margin, because it is more intuitive and explicit for 
operators.  
Traditionally, the transfer limit of a branch is calculated by iterative time 
domain simulations using credible contingencies. In our case, an innovative pathway 
is provided to calculate this critical transfer limit using only a few points. Then, the 
probabilistic stability level of the system can be expressed in terms of transfer 
capacity based on the estimation of stochastic power flow on the line.  
The chapter is structured as follows: Section 7.2 provides an overview of the 
simulation environment using software PSS®E, and the stability criterion in time 
domain simulation. Section 7.3 defines a new stability margin we use for estimation 
which is more accurate since it reflects the effects of control devices. First, it is 
explained in a simple illustrative case. Then, the new stability margin helps us to 
quickly estimate the critical transfer capacity for contingency analysis. The results 
are shown in Section 7.4 and conclusions given in Section 7.5.  
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Figure 7.1. Australian system (Case 5) modelled in PSS®E. 
 
7.2 SIMULATION ENVIROMENT AND STABILITY CRITERION 
In order to include the most realistic model of modern control devices, the 
Power System Simulator for Engineering (PSS®E) software is used to build our test 
system for time domain simulations. The PSS®E is a suite of high performance 
software tools from Siemens that support transmission system planning with 
comprehensive modelling capabilities. It enables sophisticated analyses with highly 
accurate models and provides a broad range of methodologies for use in the 
development and operation of reliable networks.  
The generators in the 14-machine system are in fact equivalent generators, each 
representing a power station of 2-12 units. Therefore, the generators in each station 
have been individually represented in modelling using PSS®E. This adds an 
additional level of complexity and increases system size. The same 1080 MW 
installed capacity wind farm is assigned to Bus 503 and connected to the network 
with a transformer. It is assumed that the wind farm is generating 350 MW power. 
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The dynamic model of wind turbines are employed doubly fed induction generator 
(type 3) model in the PSS®E dynamic library together with a related converter 
control model. The detailed parameters used here are listed in Appendix A. 
 
Figure 7.2. A 350 MW wind power injection on Bus 503. 
 
The assessment of stability by time domain simulation is different from the 
direct method. The result cannot guarantee that any judgement before the end of the 
first swing period will be sufficiently accurate. A conclusion can only be drawn by 
monitoring all the rotor angle trajectories till the end of simulation. This process 
requires a full-length, detailed simulation. Figure 7.3. and Figure 7.4. shows a case 
with stable rotor angles and an unstable case respectively, from contingency testing 
using PSS®E.  
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Figure 7.3. A stable result of rotor angle trajectories from Australian system contingency test. 
 
Figure 7.4. An unstable result of rotor angle trajectories from Australian system contingency test. 
In our simulations, the credible contingency is a fault lasting 0.255-second on 
Bus 306. When the power transfer level is high, this contingency will cause South 
Australia (Area 5) to lose synchronism with the rest of the system. By monitoring the 
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voltage angle on each bus, we can also locate the critical transmission lines by 
identifying the asynchronous groups. This location varies with different 
contingencies and transfer levels. As shown in Figure 7.5, the critical transmission 
line is between Bus 507 and Bus 509 in our contingency scenario. Therefore, the 
transfer capacity limit estimation of critical links is an alternative way to assess the 
system stability for credible contingencies. Since it can give a more intuitive index 
for operators to avoid possible problems, this measure of stability is preferred by 
utilities.  
 
Figure 7.5. Bus voltage angle clustering to find critical link. 
 
7.3 NEW STABILITY MARGIN 
As a result of modern control devices, such as exciter, static voltage 
compensator (SVC) or power system stabilizer (PSS), the power system stability 
boundary has been extended. But its time-variant character is difficult, if not 
impossible, to be fully captured by Lyapunov type of energy function. The 
estimation error from the energy method can sometimes lead to contradictory 
conclusions. Such an example is observed in the Australian system, and the result is 
shown in Figure 7.6. It can be noticed that the system maintains synchronism without 
Group 1 
Group 2 
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pole slip after the angle of separation between Area 3 and Area 5 becomes larger 
than 180°. In a traditional single machine equivalent model, the controlling UEP is 
within the range of [−𝜋, 𝜋]. And the maximum potential energy at the controlling 
UEP is the critical energy level to decide the system stability. As a result, this case 
will be categorised as ‘unstable’ one using energy function, while time domain 
simulation shows the contrary.  
 
Figure 7.6. A stable case with rotor angle separation larger than 180 degrees. 
Because of the limits of the Lyapunov energy function method, a new 
algorithm is needed for measuring the stability margin under the influence of wind 
fluctuation and control devices. To develop this algorithm and assess the above 
phenomena in particular, a simple case shown in Figure 7.7, which can illustrate the 
influence of controller on stability, is examined first.  
 
Figure 7.7. Single illustrative test system.  
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In Figure 7.7, load power on R is assumed larger than the local generation and 
the line reactance 𝑋1 < 𝑋2 . Apply a fault on Bus 2 at 𝑡 = 4  seconds till 𝑡 = 4.8 
seconds. The first drop of voltage appears at the 4-second point, shown in Figure 7.8, 
is caused by the fault. The further voltage decrease after fault clearance is due to the 
large angle separation.  
 
Figure 7.8. Voltage profile of load Bus 1 without compensator. 
At the end of the fault, a capacitor is added on Bus 1 for a short period to boost 
the voltage back as a rough approximation of the response from an SVC. This 
capacitor is switched in at 𝑡 = 4.3 seconds till 𝑡 = 4.9 seconds, as shown in Figure 
7.8.  
 
Figure 7.9. Voltage profile of load Bus 1 with switched capacitor. 
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The total load power changes of Area 5 in the Australian system are recorded 
in Figure 7.10. A similar time series response is imitated by the simple system, which 
is plotted in Figure 7.11. 
 
Figure 7.10. Load power of area 5 in Australian test system. 
 
Figure 7.11. Imitated load power response in illustrative simple case. 
 
In summary, this phenomenon demonstrates that when the fault location is far 
away from load buses, the voltage drop caused by the fault could be less severe than 
the voltage drop caused by angle separation. If the local load was receiving power 
from other areas before the fault, and the reduced load consumption during the fault 
is still larger than local generation, the area velocity tends to decrease and the angle 
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tends to separates from the rest of the system. By switching the capacitor or SVC, 
voltage can be boosted for a short period, which may cause further separation of 
angle (Figure 7.12). After the fault, further angle separation can cause more severe 
voltage drops between the connecting lines, which results in further reduced loads 
which may be lower than local generation levels. Consequently, the generators would 
accelerate before the voltage recovers, rather than continuing to decelerate. This 
would give extra stability margin to the system.  
 
Figure 7.12. Machine rotor angle influenced by switched capacitor. 
It is clear that the influence on stability from controllers we found in the 
Australian system is replicated in this simple demonstration case. In Figure 7.13, the 
perceived machine angle in this single machine test system goes beyond 𝛿𝑢1, which 
is the theoretical UEP at post-fault steady voltage with SVC, but the system is still 
stable. However, if the SVC control of voltage is ideal, which means the post-fault 
voltage 𝑉 = 1 p.u.is kept as a constant and loads would recover immediately, then 
this case would not be stable. Because of the depressed voltage, the further reduced 
load provided extra margin. This is indicated in Figure 7.13 as the extra acceleration 
area, where the angle 𝛿𝑟 is denoted as the returning angle for a contingency. And 𝛿𝑢2 
is the true UEP for this single machine case. Theoretically, it can be predicted from 
the smooth geometric shape of the power-angle curve. The stability boundary 
changes from 𝛿𝑢1 to 𝛿𝑢2 is noticed from time domain information.  
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Figure 7.13. Power-angle curve of single machine test system. 
The SIME method from Zhang [43], has suggested a hybrid method similar to 
Figure 7.13, which combines an equal area criterion concept with a time simulation 
derived power-angle curve. The stability margin can be expressed in terms of the 
area under the curve given by equation ∫𝑃𝑒 − 𝑃𝑚  𝑑𝛿 , integrated between the 
predicted equilibrium point 𝛿𝑢2 and returning angle 𝛿𝑟.  
However, the multi-machine case can be much more complex. The voltage 
would be distorted by SVCs, exciters and stabilisers. The shape of the power-angle 
curve is also distorted. The returning angle would also be influenced by voltage 
variations. To be specific, we take the Australian system as an example. The system 
is transformed to a one machine equivalent according to two separation groups. The 
power-angle curve of the Australian system equivalent model across the critical link 
shows irregular shapes in Figure 7.14. It is very difficult to predict the location of 
equilibrium point 𝛿𝑢2 from just the geometrical shape of the power-angle curve. 
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Figure 7.14. Power-Angle Curve for Australian System. 
Alternatively, the acceleration at the local minimum value of electrical power 
is chosen as a measurement of the stability margin. According to the simple test 
system, the acceleration is caused by the difference of 𝑃𝑒 − 𝑃𝑚 , as shown in Figure 
7.15. The stability boundary is assumed at acceleration crossing zero during the first 
swing.  
 
Figure 7.15. Acceleration margin for stability assessment. 
According to the power-angle curve of Figure 7.13, the post-fault electrical 
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synchronism. It first increases along with angle separation, then starts to decrease 
after passing its peak. The local minimum of electrical power is reached at the 
returning angle 𝛿𝑟. It is equivalent to using the acceleration and deceleration area as 
the margin for single machine analysis, because the time of reaching the returning 
angle 𝛿𝑟 matches with the time of the local minimum electrical power.  
However, electrical power in a realistic system is not a function of angle alone, 
but also determined by voltage and load. The different voltage compensation action 
in each area can cause different load variation patterns, as shown in Figure 7.16. The 
equivalent electrical power is determined by the overall effect of voltage dependent 
loads. The post-fault trajectory may intersect the unstable equilibrium point’s stable 
manifold without losing synchronism. Which means excessive electrical power after 
the fault may reach its local minimum during the first swing before the returning 
angle. The post-fault voltage and load response may vary the stability boundary 
constantly. For this reason, the system trajectory may intersect the stability boundary 
several times. And the increase or decrease in margin influenced by control devices 
for each contingency is difficult to quantify from direct methods.  
 
Figure 7.16. Load power trajectory of area 3 and area 5 in Australian test system. 
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Figure 7.17. equivalent electrical power of Australian test system. 
To maximise accuracy with minimum cost, an innovative algorithm is 
proposed to approximate the stability boundary incorporating time domain 
simulation. Initially, the stability boundary is assumed at equivalent acceleration 
equals zero, since it is a reflection of the balance between generation and load. 
Furthermore, the stability margin is equivalent to the difference between acceleration 
at local minimum electrical power and zero acceleration. The local minimum of 
electrical power is found in the range of the post-fault trajectory, but no further than 
the returning angle for a stable case. This will be denoted as the acceleration margin 
in the later content to express the stability margin of a contingency.  
 
Figure 7.18. Acceleration value for indicating stability status of a contingency. 
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For an unstable case, if the fault is not sustained, the post-fault separating angle 
would cause an inevitable voltage drop, which would lead to load reduction. The 
local minimum electrical power is unlikely to be observed in an unstable case. But, 
the equivalent as for a stable case, the derivative of acceleration, would have a local 
minimum value after the acceleration crosses its stability boundary. The acceleration 
value where its derivative reaches the local minimum would be used as the negative 
margin. This point is an approximation of the electrical power at local minimum in a 
stable case. Note that the acceleration margin in unstable case is only valid if its 
voltage and load response is assumed to be similar to the stable case during a short 
period after fault. This is generally true since we are examining a contingency at the 
same location. 
However, once any acceleration crossing zero without losing stability is found, 
this acceleration value would be considered as on the new stability boundary. And 
this stability boundary shifting is a result of system control devices. The stability 
margins of other cases will also need to be updated to help further estimate more 
accurate critical transfer capacity based on new stability boundary. The theory of this 
estimation process is based on acceleration margin sensitivity. As illustrated in 
Figure 7.19, the system first tests the power transfer level at 𝑃0 and 𝑃1 according to 
the standard deviation of power fluctuations. Then interpolation or extrapolation is 
used to detect possible stability margin increase or decrease influenced from control 
devices in the power system. The detailed steps are introduced in 7.3.  
 
 
Figure 7.19. Transfer limit estimation incorporating updated boundary. 
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7.4 TRANSFER LIMIT ESTIMATION 
The procedure for calculating critical transfer capacity with reduced 
computational cost is: 
1. Calculate the power transfer variation distribution 𝑁(𝜇, 𝜎2) on the cutset link 
in 5 minutes based on the wind fluctuation model.  
2. Categorised machines into two groups based on the cutset location with 
average power transfer level 𝑃0 , and transform into a single machine 
equivalent.  
3. Calculate the inter-area acceleration at the time when equivalent electrical 
power reaches the local minimum if the system is stable. Otherwise, calculate 
the acceleration as its derivative reaches the first local minimum after 
acceleration crosses zero. This acceleration value would be used as the 
equivalent stability margin.  
4. Calculate the acceleration margin at transfer level, 𝑃1 = 𝑃0 + 𝐶𝜎  or 𝑃1 =
𝑃0 − 𝐶𝜎, in the same way as step 3. Constant 𝐶 is a sensitivity parameter, 
which is decided heuristically to have an initial guess of critical transfer 
capacity range.  
5. Derive the first estimated transfer level 𝑃2 by interpolation or extrapolation 
from acceleration margins at 𝑃0 and 𝑃1. It is an intentionally underestimated 
or overestimated result to probe possible changes on the stability boundary 
based on previous margin sensitivity and update the stability boundary if 
needed. 
6. Derive another transfer level 𝑃3 using interpolation or extrapolation to probe 
the other direction of the stability boundary and update the stability boundary 
if needed.  
7. Start a bisection search for critical transfer capacity if no change in the 
stability boundary is found in the previous cases and the power transfer 
difference between stable and unstable points is larger than the desired 
threshold.  
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8. Calculate the probability of system stability based on the estimated critical 
transfer capacity and power flow fluctuation distribution as influenced by 
wind generation. 
In this process, the use of margin sensitivity can help to quickly narrow down 
the stability boundary range. The intentionally underestimated and overestimated 
critical transfer capacities attempt to detect noticeable stability boundary changes 
influenced by control devices. Next, the bisection search would start from a narrower 
interval if needed, and compensate overlooked small stability boundary changes to 
increase the accuracy of the critical transfer level. Usually, it only takes one more 
points to reach a stable case with less conservative critical transfer capacity. 
Moreover, because the search ends at a stable case, the concluded result tends to be 
always conservative.  
A detailed flow chart of this process is given in Figure 7.20 below. 
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Figure 7.20. Flow chart of estimation algorithm. 
Stage 1, above the first green line, has the same accuracy as the SIME type of 
hybrid method suggested before. The improvement is made by considering the 
influence of voltage and loads on the stability boundary. A few extra points can be 
beneficial for improving the stability estimation. The procedure shown in Stage 3, 
below second green line, is conditional. Whether it is needed is dependent on 
previous transfer level test results.  
 134 Chapter 7: Australian System Stability Using Hybrid Method 
The following is a demonstration of the proposed algorithm tested on the 
Australian system using PSS®E. First, the transfer limit on critical cutset lines are 
calculated by repeated time domain simulation at 1MW resolution. This suggests that 
the critical transfer capacity on the transmission branch from Bus 509 to Bus 507 is 
375 MW for the 0.255 seconds contingency on Bus 306. This indicates the local 
wind generation should be no less than 316 MW to keep the power transfer from 
other areas lower than the critical value. In the later content, the other generation 
forms are assumed to be constant, and the critical transfer capacity on the line is 
interpreted from wind generation changes. The standard deviation 𝜎 of wind 
generation in 5 minutes is calculated as 21.16MW.  
A good initial guess of stability boundary can potentially reduce computational 
cost. The sensitivity parameter 𝐶, introduced in step 4, is designed to offer operators 
to incorporate with their own experience for achieving a better initial guess, 
especially when  there is a suspected historical critical power transfer level is 
available. But the choice of 𝐶  should not  exceed the practical meaning of wind 
generation changes. The choice of 𝐶  is not needed to be the optimal value, two 
general upper and lower limit value 𝐶 = 1  and 𝐶 = √3 are chosen below for 
illustrating the effectiveness of proposed algorithm. The results show the different 
iteration time caused by the choice of 𝐶 , but also the robustness of the derived 
estimation.  
When 𝐶 = 1, the first two test points are determined at wind generation equals 
𝑃0 = 350𝑀𝑊 and 𝑃1 = 328.84𝑀𝑊. The test points are listed sequentially in Table 
7.1, and their geometric relation can be found in Figure 7.21. 
Table 7.1  
Simulated Cases when 𝐶 = 1 
Wind 
Generation 
Acceleration 
Margin 
Stability 
Update 
Margin 
Method 
P0=350MW -5.2391 Stable -  
P1=328.84MW -2.0595 Stable - Extrapolation 
P2=315.134MW 1.567 Unstable - Interpolation 
P3=321.056MW -0.2657 Stable - Bisection 
P4=318.095MW 0.5697 Stable Yes  
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Figure 7.21. The estimation process of critical power limit when 𝐶 = 1. 
The searching process starts from two stable power levels at 𝑃0 and 𝑃1, given 
in Table 7.1. The first estimated critical power level 𝑃2 is derived by extrapolation. It 
is intended to be an overestimated power level for detecting a possible increase in the 
stability boundary if it is stable due to control devices. But, this is an unstable case, 
and no change in stability boundary is found. 
The second estimated critical power level 𝑃3 is derived from interpolation 
between the new unstable power level 𝑃2 and the previously tested stable power level 
𝑃1 , which has a smaller absolute margin than 𝑃2 . The 𝑃3  intends to detect any 
decrease in stability margin, after 𝑃2  has tested for margin increase. As an 
underestimated critical power level, it would indicate that stability boundary is 
reduced due to control devices if it is unstable. When stability boundary change is 
found in neither case, bisection method is adopted to approach real boundary one 
step closer. The bisection search would stop immediately at a first stable case, and 
reach a conservative conclusion.  
When parameter 𝐶 = √3 , the first two test points are determined as wind 
generation equals 𝑃0 = 350𝑀𝑊  and 𝑃1 = 313.35𝑀𝑊 . All test points are listed 
sequentially in Table 7.2, and updated stability boundary and critical minimum wind 
generation level is shown in Figure 7.22 
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Table 7.2  
Simulated Cases when 𝐶 = √3 
Wind 
Generation 
Acceleration 
Margin 
Stability 
Update 
Margin 
Method 
P0=350MW -5.2391 Stable -  
P1=313.35MW 2.291 Unstable - Interpolation 
P2=324.5MW -1.1209 Stable - Extrapolation 
P3=317.56MW 0.7229 Stable Yes  
 
 
Figure 7.22. Estimation process of critical power transfer limit when 𝐶 = √3. 
In this scenario, the searching process starts from a stable power level 𝑃0 and 
an unstable power level 𝑃1. The first estimated critical power level is 𝑃2, derived by 
interpolation. Since it is a stable case, the next estimation, 𝑃3 , is designed to be 
derived from extrapolation with an overestimated result. In this case, extra stability 
margin is found, which means it is close to the real boundary. The new updated 
stability boundary can be used as an initial guess for the same contingency in further 
simulation.  
According to the estimated critical power level, it is straightforward to derive 
the probability of wind generation crossing this critical power level, which is also 
equivalent to the stability probability of a given contingency under the wind 
fluctuations. The result is given in Figure 7.23 below. 
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Figure 7.23. Probabilistic stability distribution of given contingency. 
The estimated unstable probability of the given contingency is 6.26% and 
6.58% respectively for 𝐶 = 1 and 𝐶 = √3. And the iterative time domain method 
suggest 316 MW wind power as the least generation which can sustain synchronism 
for this contingency, which results in a 5.4% chance of becoming unstable.  
By comparing the above results which have stability margin information, to 
pure bisection search computation which only knows stable or unstable, it is found 
that the pure bisection search method needs two more test points to converge in the 
second case, where 𝐶 = √3. On the other hand, bisection search is not even feasible 
in the first case when the parameter 𝐶 = 1. To be robust, pure bisection method 
would require the algorithm to start a search with an accurate initial guess or much 
wider interval.  
Consequently, the proposed method has three main advantages. Firstly, it 
successfully detects the influence of control devices on the stability boundary by 
intentionally using underestimated or overestimated critical transfer level. Secondly, 
this algorithm is more robust since bisection search method requires both stable and 
unstable cases as initial guess to get close to the boundary. And thirdly, the proposed 
method is recommended as initial guess in order to converge to the critical transfer 
limit faster with the help of margin sensitivity, while bisection search always 
consider half interval as next test point.  However, when the search interval is 
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narrowed down and the exact boundary is undetermined, the advantage of margin 
sensitivity becomes less important.  
 
7.5 SUMMARY 
Due to the approximate nature of energy function and the complexity of 
including control devices, an alternative pathway has be provided to shows the 
robustness and flexibility of the proposed method. In this Chapter, the proposed 
probabilistic stability estimation method is integrated with time domain simulation 
information. The Australian system is simulated in detail using software PSS®E to 
include the influence of control devices, such as exciters, stabilisers and SVCs etc.  
First of all, the simulation environment and stability criterion in time domain is 
introduced. Then, an unusual rotor angle separation case is observed during 
contingency analysis using PSS®E. The same phenomenon is replicated in a simple 
illustrative case to explain the cause. In order to reveal the changes of stability 
boundary, a new algorithm is introduced to achieve a better estimation than other 
hybrid methods. It stands out especially when the SIME method is not even feasible 
in this case. The foundation and procedure of the proposed method are first denoted 
in the simple system, and then tested in the Australian system. Finally, the estimation 
results are calculated and compared with iterative simulation results. 
Accordingly, the proposed method estimates probabilistic stability for 
contingency considering wind fluctuations with higher accuracy than using energy 
functions, and lower computational cost than iterative time simulation. It provides an 
alternative method for contingency analysis rather than a pure time domain 
simulation or a pure energy function approach. It is shown to be a reasonably reliable 
hybrid method for potential implementation in the future. 
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Chapter 8: Conclusions and 
Recommendations 
8.1 CONCLUSIONS  
A probabilistic stability estimation method for power system contingency 
analysis is proposed and evaluated in this thesis. The uncertainties of wind 
generation and loads are considered as the main fluctuation sources. The main 
innovative contributions of this thesis include the following points:  
 A wind power model is designed to represent short-term fluctuations 
accurately using Wiener process. Both probability and spectrum 
characteristics are retained. 
 The nonlinear transient margin estimation is developed based on unscented 
transformation and energy function and the computational speed is 
substantially improved.  
 The probabilistic measurement is assembled into the real-time power 
system contingency analysis in a creative way to consider the intermittent 
generations and derive probability distribution on stability margin.  
 A new hybrid stability analysis approach adopted time-domain simulation 
information is proposed to improve the accuracy of critical transfer 
capacity estimation under the influence of modern control devices.  
 The theoretical foundation of probabilistic cost-benefit analysis is prepared 
for power system security study in future.  
First of all, a literature review covering topics such as wind power modelling, 
power system transient stability and probability estimation is investigated. It is 
important to have a model which can capture the wind generation fluctuation patterns 
and replicate them in time series data. For carrying out the analysis, the Wiener 
process model alleviates the need for a large number of wind samples at high 
resolution. By comparing the power spectrum of samples from wind farms, it is 
reasonable to use synthesised data as an approximation of real situations. The 
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Kalman estimator demonstrates a good performance in estimating the mean and 
variance of system states under wind disturbance.  
To assess the contingency as quickly as possible, energy function based direct 
analysis is employed. The fundamental theories of stability region and energy 
function are explained. These theories also illustrate the approximation nature of the 
energy function. Also, due to the nonlinearity of energy function, unscented 
transformation is used to fill the gap in estimating the stability margin distribution. 
The unscented transformation distinguishes itself from Monte Carlo simulation or 
particle filter because it only uses a few selected sample points to capture the 
statistical characteristics of variables and transform them through a nonlinear 
function. This process of deriving statistical characteristics of transformed variables 
is very computationally efficient.  
Three different systems are tested with various contingencies. Monte Carlo 
based iterative simulations are performed to verify the estimation results. This 
demonstrates that the estimated first two moments of random stability margins are 
sufficient to approximate its distribution in most cases. In addition, alternative fast 
contingency analysis considering wind fluctuations using time domain simulation 
information is provided. It improves the accuracy of stability estimation under the 
influence of control devices, especially useful when other hybrid methods are 
infeasible. A detailed Australian system with control devices is simulated in 
commercial software PSS®E to demonstrate this method in time domain. The results 
show reasonable accuracy and less computation compared to traditional iterative 
trials.  
In summary, this thesis provides a fast probability estimation method for 
contingency analysis considering uncertain generation and demands. The short-term 
wind generation pattern and cross-correlation between different wind farms are 
considered to make the analysis as realistic as possible. The proposed idea is 
demonstrated using both an energy function method and a time domain method. It 
shows high accuracy and robustness for different scenarios. There is potential to 
meet the requirement of real-time implementation for contingency analysis in power 
systems. In that case, the estimation results could advise operators about possible 
stability risks using updated real-time information. A better balance between network 
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efficiency and security can be achieved with the further study of cost-benefit analysis 
on system operation.  
However, there are still some practical issues which affect the real application 
of proposed work, such as the computational error because of discretion resolution 
when calculating derivative of the proposed acceleration margin.  
 
8.2 RECOMMENDATIONS 
The following work is recommended for future research: 
 More accurate skewness information of distribution can improve the 
estimation of probability. Skewed normal distribution can be used to 
further improve the estimation accuracy. 
 The probabilistic collocation method combined with Gram-Charlier series 
may be an alternative point estimation approach for capturing statistical 
characters without assuming any pre-specified density function. Only the 
coefficients of the probabilistic collocation method would be used to avoid 
polynomial approximation and Monte Carlo iteration.  
 In time domain simulation, polynomial approximation and curve fitting is 
worth investigating, as well as developing a faster searching algorithm 
based on the new stability margin.  
 The proposed method is originally designed for wind generation 
fluctuation problems in contingency analysis. But the nonlinear estimation 
process can be extended for addressing other uncertainty issues in power 
systems, such as load demand uncertainty.  
 Another application worth to consider is the probabilistic measurement of 
system dynamic damping characteristic at different loading levels.  
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Appendices 
Appendix A 
Australian System Data 
Table A1  
Six Normal Steady-state Operating Conditions 
 Case 1 Case 2 Case 3 Case 4 Case 5 Case 6 
Load Condition Heavy Medium- Peak Light Medium Light 
Total Generation MW 23030 21590 25430 15050 19060 14840 
Total Load MW 22300 21000 14810 14810 18600 14630 
Inter-area Flows 
(North to 
South) 
(South to 
North) 
(Hydro to 
N&S) 
(Area 2 to 
N&S) 
(N&S to 
pumping) 
(~Zero 
Transfers) 
Area 4 to Area 2 MW 500 -500 -500 -200 300 0 
Area 2 to Area 1 MW 1134 -1120 -1525 471 740 270 
Area 1 to Area 3 MW 1000 -1000 1000 200 -200 0 
Area 3 to Area 5 MW 500 -500 250 200 250 0 
 
Table A2  
Generation Conditions for Six Loadflow Cases  
Power Station 
Rating 
Rated Power Factor 
Case 1 
No. units 
MW 
Mvar 
Case 2 
No. units 
MW 
Mvar 
Case 3 
No. units 
MW 
Mvar 
Case 4 
No. units 
MW 
Mvar 
Case 5 
No. units 
MW 
Mvar 
Case 6 
No. units 
MW 
Mvar 
HPS_1 
12 x 333.3 MVA 
0.9 power factor lag 
4 
75.2 
77.9 
3 
159.6 
54.4 
12 
248.3 
21.8 
2 
0 
-97.4 
Syn. Cond 
3 
-200.0 
26.0 
Pumping 
2 
0 
-102.2 
Syn. Cond 
BPS_2 
6 x 666.7 MVA 
0.9 power factor lag 
6 
600.0 
95.6 
5 
560.0 
38.9 
6 
550.0 
109.1 
4 
540.0 
-30.8 
5 
560.0 
38.7 
3 
560.0 
-53.5 
EPS_2 
5 x 555.6 MVA 
0.9 power factor lag 
5 
500.0 
132.7 
4 
480.0 
60.5 
5 
470.0 
127.6 
3 
460.0 
-2.5 
4 
480.0 
67.2 
3 
490.0 
-7.3 
VPS_2 
4 x 555.6 MVA 
0.9 power factor lag 
4 
375.0 
132.8 
3 
450 
82.4 
2 
225.0 
157.0 
3 
470.0 
9.4 
2 
460.0 
83.1 
3 
490.0 
3.7 
MPS_2 
6 x 666.7 MVA 
0.9 power factor lag 
6 
491.7 
122.4 
4 
396.0 
17.8 
6 
536.0 
96.5 
4 
399.3 
-43.6 
4 
534.4 
55.2 
3 
488.6 
-61.2 
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Power Station 
Rating 
Rated Power Factor 
Case 1 
No. units 
MW 
Mvar 
Case 2 
No. units 
MW 
Mvar 
Case 3 
No. units 
MW 
Mvar 
Case 4 
No. units 
MW 
Mvar 
Case 5 
No. units 
MW 
Mvar 
Case 6 
No. units 
MW 
Mvar 
LPS_3 
8 x 666.7 MVA 
0.9 power factor lag 
7 
600.0 
142.3 
8 
585.0 
157.6 
8 
580.0 
157.6 
6 
555.0 
16.6 
8 
550.0 
88.1 
6 
550.0 
9.4 
YPS_3 
4 x 444.4 MVA 
0.9 power factor lag 
3 
313.3 
51.5 
4 
383.0 
63.3 
4 
318.0 
49.6 
2 
380.0 
-9.3 
3 
342.0 
43.8 
2 
393.0 
-6.9 
TPS_4 
4 x 444.4 MVA 
0.9 power factor lag 
4 
350.0 
128.7 
4 
350.0 
116.5 
4 
350.0 
123.2 
3 
320.0 
-21.9 
4 
346.0 
84.9 
3 
350.0 
-32.6 
CPS_4 
3 x 333.3 MVA 
0.9 power factor lag 
3 
279.0 
59.3 
3 
290.0 
31.4 
3 
290.0 
32.0 
2 
290.0 
-2.4 
3 
280.0 
45.4 
3 
270.0 
4.7 
SPS_4 
4 x 444.4 MVA 
0.9 power factor lag 
4 
350.0 
52.3 
4 
350.0 
47.2 
4 
350.0 
47.3 
3 
320.0 
14.2 
4 
340.0 
46.3 
2 
380.0 
25.2 
GPS_4 
6 x 333.3 MVA 
0.9 power factor lag 
6 
258.3 
54.5 
6 
244.0 
39.8 
6 
244.0 
40.0 
3 
217.0 
-3.5 
5 
272.0 
50.4 
3 
245.0 
3.9 
NPS_5 
2 x 333.3 MVA 
0.9 power factor lag 
2 
300.0 
25.3 
2 
300.0 
-8.8 
2 
300.0 
6.5 
2 
280.0 
-52.5 
2 
280.0 
-35.2 
1 
270.0 
-42.2 
TPS_5 
4 x 250 MVA 
0.8 power factor lag 
4 
200.0 
40.1 
4 
200.0 
53.0 
4 
180.0 
48.8 
3 
180.0 
-1.8 
4 
190.0 
0.1 
4 
200.0 
-9.7 
PPS_5 
6 x 166.7 MVA 
0.9 power factor lag 
4 
109.0 
25.2 
5 
138.0 
36.9 
6 
125.0 
32.6 
1 
150.0 
2.2 
2 
87.0 
3.5 
2 
120.0 
-11.2 
 
 
Table A3  
Voltages and Reactive Power at SVC Terminals for Cases 1 to 6 
Bus 
No. 
Case 1 
Voltage 
Mvar 
Case 2 
Voltage 
Mvar 
Case 3 
Voltage 
Mvar 
Case 4 
Voltage 
Mvar 
Case 5 
Voltage 
Mvar 
Case 6 
Voltage 
Mvar 
205 
SVC 
1.055 
-68.3 
1.055 
41.8 
1.02 
-5.2 
1.045 
-39.3 
1.045 
-118.3 
1.045 
-29.4 
313 
SVC 
1.015 
71.4 
1.015 
129.4 
1.015 
158.8 
1.015 
86.7 
1.015 
54.9 
1.015 
54.2 
412 
SVC 
1.000 
58.2 
1.000 
63.9 
1.000 
83.8 
1.000 
-52.2 
1.000 
22.8 
1.000 
-0.2 
507 
SVC 
1.015 
22.6 
1.040 
36.8 
1.043 
18.0 
1.010 
-4.0 
1.015 
13.8 
1.000 
-3.7 
509 
SVC 
1.030 
10.6 
1.027 
50.2 
1.050 
-63.4 
1.030 
-109.3 
1.030 
-123.8 
1.030 
-109.3 
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Table A4  
Transmission Line Parameters 
From Bus 
/ to bus 
Line No. 
Line 𝑟 + 𝑗𝑥; 𝑏 
(pu on 100 MVA) 
102—217 
102—217 
102—309 
102—309 
1, 2 
3, 4 
1, 2 
3 
0.0084  0.0667  0.817 
0.0078  0.0620  0.760 
0.0045  0.0356  0.437 
0.0109  0.0868  0.760 
205—206 
206—416 
206—207 
206—212 
206—215 
207—208 
207—209 
208—211 
209—212 
210—213 
211—212 
211—214 
212—217 
214—216 
214—217 
215—216 
215—217 
216—217 
1, 2 
1, 2 
1, 2 
1, 2 
1, 2 
1, 2 
1 
1, 2, 3 
1 
1, 2 
1, 2 
1 
1 
1 
1 
1, 2 
1, 2 
1 
0.0096  0.0760  0.931 
0.0037  0.0460  0.730 
0.0045  0.0356  0.437 
0.0066  0.0527  0.646 
0.0066  0.0527  0.646 
0.0018  0.0140  0.171 
0.0008  0.0062  0.076 
0.0031  0.0248  0.304 
0.0045  0.0356  0.437 
0.0010  0.0145  1.540 
0.0014  0.0108  0.133 
0.0019  0.0155  0.190 
0.0070  0.0558  0.684 
0.0010  0.0077  0.095 
0.0049  0.0388  0.475 
0.0051  0.0403  0.494 
0.0072  0.0574  0.703 
0.0051  0.0403  0.494 
303—304 
303—305 
304—305 
305—306 
305—307 
306—307 
307—308 
309—310 
310—311 
312—313 
313—314 
315—509 
1 
1, 2 
1 
1 
1, 2 
1 
1, 2 
1, 2 
1, 2 
1 
1 
1, 2 
0.0010  0.0140  1.480 
0.0011  0.0160  1.700 
0.0003  0.0040  0.424 
0.0002  0.0030  0.320 
0.0003  0.0045  0.447 
0.0001  0.0012  0.127 
0.0023  0.0325  3.445 
0.0090  0.0713  0.874 
0.0000  -0.0337  0.000 
0.0020  0.0150  0.900 
0.0005  0.0050  0.520 
0.0070  0.0500  0.190 
405—406 
405—408 
405—409 
406—407 
407—408 
408—410 
409—411 
410—411 
410—412 
410—413 
411—412 
414—415 
415—416 
1, 2 
1 
1, 2, 3 
1, 2 
1 
1, 2 
1, 2 
1 
1 to 4 
1, 2 
1, 2 
1, 2 
1, 2 
0.0039  0.0475  0.381 
0.0054  0.0500  0.189 
0.0180  0.1220  0.790 
0.0006  0.0076  0.062 
0.0042  0.0513  0.412 
0.0110  0.1280  1.010 
0.0103  0.0709  0.460 
0.0043  0.0532  0.427 
0.0043  0.0532  0.427 
0.0040  0.0494  0.400 
0.0012  0.0152  0.122 
0.0020  0.0250  0.390 
0.0037  0.0460  0.730 
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From Bus 
/ to bus 
Line No. 
Line 𝑟 + 𝑗𝑥; 𝑏 
(pu on 100 MVA) 
504—507 
504—508 
505—507 
505—508 
506—507 
506—508 
507—508 
507—509 
1, 2 
1, 2 
1 
1 
1 
1 
1 
1, 2 
0.0230  0.1500  0.560 
0.0260  0.0190  0.870 
0.0008  0.0085  0.060 
0.0025  0.0280  0.170 
0.0008  0.0085  0.060 
0.0030  0.0280  0.140 
0.0020  0.0190  0.090 
0.0300  0.2200  0.900 
 
 
Table A5  
Transformer Ratings and Reactance  
Buses 
Number 
Rating,  
each Unit 
(MVA) 
Reactance per transformer 
From To 
% on 
Rating 
per unit on 
100 MVA 
101 102 g 333.3 12.0 0.0360 
201 206 g 666.7 16.0 0.0240 
202 209 g 555.6 16.0 0.0288 
203 208 g 555.6 17.0 0.0306 
204 215 g 666.7 16.0 0.0240 
209 210 4 625.0 17.0 0.0272 
213 214 4 625.0 17.0 0.0272 
301 303 g 666.7 16.0 0.0240 
302 312 g 444.4 15.0 0.0338 
304 313 2 500.0 16.0 0.0320 
305 311 2 500.0 12.0 0.0240 
305 314 2 700.0 17.0 0.0243 
308 315 2 370.0 10.0 0.0270 
401 410 g 444.4 15.0 0.0338 
402 408 g 333.3 17.0 0.0510 
403 407 g 444.4 15.0 0.0338 
404 405 g 333.3 17.0 0.0510 
413 414 3 750.0 6.0 0.0080 
501 504 g 333.3 17.0 0.0510 
502 505 g 250.0 16.0 0.0640 
503 506 g 166.7 16.7 0.1000 
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Table A6  
Busbar Loads (P MW, Q Mvar) for Cases 1 to 6 
 Case 1 Case 2 Case 3 Case 4 Case 5 Case 6 
Bus 
No. 
P Q P Q P Q P Q P Q P Q 
102 450 45 380 38 475 50 270 30 340 35 270 30 
205 390 39 300 33 410 40 235 25 290 30 235 25 
206 130 13 110 11 140 15 80 10 100 10 80 10 
207 1880 188 1600 160 1975 200 1130 120 1410 145 1110 120 
208 210 21 180 18 220 25 125 15 160 20 125 15 
211 1700 170 1445 145 1785 180 1060 110 1275 130 1035 110 
212 1660 166 1410 140 1740 180 1000 110 1245 125 1000 110 
215 480 48 410 40 505 50 290 30 360 40 290 30 
216 1840 184 1565 155 1930 200 1105 120 1380 140 1105 120 
217 1260 126 1070 110 1320 140 750 80 940 95 750 80 
306 1230 123 1230 123 1450 150 900 90 1085 110 900 90 
307 650 65 650 65 770 80 470 50 580 60 470 50 
308 655 66 655 66 770 80 620 100 580 60 620 100 
309 195 20 195 20 230 25 140 15 170 20 140 15 
312 115 12 115 12 140 15 92 10 105 15 92 10 
313 2405 240 2405 240 2840 290 1625 165 2130 220 1625 165 
314 250 25 250 25 300 30 180 20 222 25 180 20 
405 990 99 1215 120 1215 120 730 75 990 100 730 75 
406 740 74 905 90 905 90 540 55 740 75 540 55 
407 0 0 0 0 0 0 0 0 0 0 0 0 
408 150 15 185 20 185 20 110 10 150 15 110 10 
409 260 26 310 30 310 30 190 20 260 30 190 20 
410 530 53 650 65 650 65 390 40 530 55 390 40 
411 575 58 700 70 700 70 420 45 575 60 420 45 
412 1255 126 1535 155 1535 155 922 100 1255 130 922 100 
504 300 60 200 40 300 60 180 20 225 25 170 20 
507 1000 200 710 140 1100 220 640 65 750 75 565 65 
508 800 160 520 105 800 160 490 50 600 60 450 50 
509 200 40 70 15 100 20 122 15 150 15 117 15 
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Table. A7  
Generator Parameters 
Generator Bus Order Rating 
MVA 
No. 
of 
Units 
𝐻  
MWs/ 
MVA 
𝑋𝑎  
pu 
𝑋𝑑  
pu 
𝑋𝑞  
pu 
𝑋𝑑
′  
pu 
𝑋𝑑𝑜
′ 
pu 
𝑋𝑑
′′  
pu 
𝑋𝑑𝑜
′′  
pu 
𝑋𝑞
′  
pu 
𝑋𝑞𝑜
′ 
pu 
𝑋𝑞
′′  
pu 
𝑋𝑞𝑜
′′  
pu 
HPS_1 101 5 333.3 12 3.60 0.14 1.10 0.65 0.25 8.50 0.25 0.05 - - 0.25 0.2 
BPS_2 201 6 666.7 6 3.20 0.20 1.80 1.75 0.30 8.50 0.21 0.040 0.70 0.30 0.21 0.080 
EPS_2 202 6 555.6 5 2.80 0.17 2.20 2.10 0.30 4.50 0.20 0.040 0.50 1.50 0.21 0.060 
VPS_2 203 6 555.6 4 2.60 0.20 2.30 1.70 0.30 5.00 0.25 0.030 0.40 2.00 0.25 0.250 
MPS_2 204 6 666.7 6 3.20 0.20 1.80 1.75 0.30 8.50 0.21 0.040 0.70 0.30 0.21 0.080 
LPS_3 301 6 666.7 8 2.80 0.20 2.70 1.50 0.30 7.50 0.25 0.040 0.85 0.85 0.25 0.120 
YPS_3 302 5 444.4 4 3.50 0.15 2.00 1.80 0.25 7.50 0.20 0.040 - - 0.20 0.250 
TPS_4 401 6 444.4 4 2.60 0.20 2.30 1.70 0.30 5.00 0.25 0.030 0.40 2.00 0.25 0.250 
CPS_4 402 6 333.3 3 3.00 0.20 1.90 1.80 0.30 6.50 0.26 0.035 0.55 1.40 0.26 0.040 
SPS_4 403 6 444.4 4 2.60 0.20 2.30 1.70 0.30 5.00 0.25 0.030 0.40 2.00 0.25 0.250 
GPS_4 404 6 333.3 6 4.00 0.18 2.20 1.40 0.32 9.00 0.24 0.040 0.75 1.40 0.24 0.130 
NPS_5 501 6 333.3 2 3.50 0.15 2.20 1.70 0.30 7.50 0.24 0.025 0.80 1.50 0.24 0.100 
TPS_5 502 6 250.0 4 4.00 0.20 2.00 1.50 0.30 7.5 0.22 0.040 0.80 3.00 0.22 0.200 
PPS_5 503 6 166.7 6 7.50 0.15 2.30 2.00 0.25 5.00 0.17 0.022 0.35 1.00 0.17 0.035 
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