Abstract: This study considers the problem of target localisation with a coherent processing technique for distributed multipleinput multiple-output radar systems. To enable the coherent processing technique, dual-frequency transmitters are employed to eliminate the stochastic phases of complex fading coefficients, which are caused by target angular fluctuations. And then a two-step procedure is introduced to accomplish the target localisation. In the first step, the amplitudes of the complex fading coefficients are estimated. In the second step, the target position is obtained using the MUSIC algorithm with modified target steering vector. With the amplitudes estimated, the target localisation performance is improved. The Cramér-Rao bound (CRB) for target localisation accuracy is derived with precise knowledge of radar positions. The CRB is shown to be inversely proportional to the frequency difference between the transmitted signals. With the radar positions uncertainty, the average asymptotic performance of the proposed method is given. Finally, numerical examples are given to validate the proposed method and the theoretical analyses.
Introduction
Multiple-input multiple-output (MIMO) radars have been studied for several years since it was proposed in [1] . The design of transmitting waveform [2 -8] , the parameter estimation and detectors for both colocated MIMO radars [9 -17] and distributed MIMO radars [18 -20] have been widely investigated. In [2] , orthogonal waveforms are designed to facilitate their separation at receivers. The transmit beampattern [3, 4] and the parameter estimate performance [5, 8] are considered in waveform design to improve the performance of MIMO radar systems. The colocated MIMO radars facilitate parameter identification [12] and obtain enhanced resolution [13, 14] . It can be utilised in airborne radar systems to improve moving target detection performance [15 -21] . The distributed MIMO radars take the advantages of angular diversity. It provides better detection performance over traditional array radars [19, 20] . Exploiting only transmit spatial diversity, the MIMO radars can improve the direction finding performance [22, 23] .
Active target localisation is a fundamental problem in radar, sonar and so on. In far-field cases, bearing measurements are always used to estimate the location of targets. In near-field cases, localisation techniques such as time-of-arrival (TOA) and time-different-of-arrival (TDOA) are utilised. The work of target localisation using distributed MIMO radars has been taken in [24 -26] . It has been shown that high-resolution capabilities can be achieved with coherent processing techniques. To achieve coherent processing, Godrich et al. [24] has utilised a signal model based on Skolnik's target model, which assumes that the target echoes of individual point scatterers have fixed amplitude and phase, and are independent of angle. The Skolnik's target model leads to identical complex fading coefficients of the reflected signals. In practice, however, radars in different angles with respect to the target will mostly lead to different complex fading coefficients. Once there are different complex fading coefficients in the reflected signals, the condition for coherent processing will be ruined [27] . To eliminate the stochastic phases of the complex fading coefficients of distributed MIMO radars, dual-frequency transmitters [28, 29] are adopted in [30] . Zhang et al. [30] estimate the round-trip ranges of target and then obtain the target location. In other words, coherent process techniques have not been employed there. As a matter of fact, the method in [30] is similar to the TOA techniques.
In this paper, a coherent processing localisation method is introduced for distributed MIMO radars of dual-frequency transmitters. The utilisation of dual-frequency signals can eliminate the stochastic phases, which are caused by angular diversity; thereby the coherent processing localisation methods are enabled. In the proposed coherent processing localisation method, signal amplitudes are estimated firstly, and then the MUSIC algorithm [31] with modified target steering vector is applied to locate the target. The Cramér-Rao bound (CRB) for target localisation accuracy is derived under precise knowledge of radar positions. The CRB is shown to be inversely proportional to the frequency difference between the transmitted signals and depends on the complex fading coefficients. With radar positions uncertainty, the average asymptotic performance (AAP) of the proposed method is provided. The given expression of the AAP is independent of the complex fading coefficients.
The rest of this paper is organised as follows. In Section 2 we construct a signal model for a distributed MIMO radar system employing dual-frequency transmitters. Section 3 gives the target localisation method. The CRB and the AAP which indicate the effect of radar position errors are derived in Section 4. Simulations are presented in Section 5 and some concluding remarks are made in Section 6.
Signal model
In this section, we develop a signal model for a distributed MIMO radar system, which employs dual-frequency transmitters. Assume the distributed MIMO radar system has M transmitting radars and N receiving radars. The system is time synchronised but phase unsynchronised. The coordinates of the transmitters and receivers are P tm ¼ (x tm , y tm ), m ¼ 1, . . . , M, and P rn ¼ (x rn , y rn ), n ¼ 1, . . . , N, respectively. The dual-frequency base-band signals transmitted simultaneously by the transmitter m, m ¼ 1, . . . , M, are two continuous waveform (CW) signals with frequencies v m and v m + Dv in radian, where Dv is the frequency difference between the two signals. It is assumed that the frequency difference Dv is small enough that the effect of frequency diversity can be neglected. That is to say, the reflected signals received by a receiver because of the signals transmitted from a transmitter have same complex reflection coefficient. It is also assumed that
. . , M to ensure that transmitted signals from different transmitters can be separated at receivers. The position of a target is P ¼ (x, y).
2 be the propagation time delay from the mth transmitter to the target, and t rn ¼ c/ p (x rm 2 x) 2 + ( y rm 2 y) 2 be the propagation time delay from the target to the nth receiver, where c is the speed of light. Then the total time delay from transmitter m to receiver n is t mn ¼ t tm + t rn . Therefore, the received base-band signal at the nth receiver base-band the signals transmitted from the mth transmitter can be expressed as
where
and the term b mn , which incorporates the propagation attenuation and is proportional to the radar-cross-section (RCS) of the target, denotes the complex amplitude of the reflected signals from the mth transmitter to the nth receiver via the target; We assume here that at each observation duration, b mn is deterministic but unknown; however, from observations to observations, b mn is a complex Gaussian process with mean zero and variance s b 2 ; v c stands for the carrier frequency; v dmn is the Doppler frequency which is determined by the target velocity and the relative positions among the target, the transmitter m and the receiver n; w mn is a random phase because of phase unsynchronised between the transmitter and the receiver.
Multiplying the received signal by e −jv m t and e −j(v m +Dv)t at observation duration, and filtering them with a low-pass filter, one can obtain two signals
Further, one can construct a signal s mn (t) as follows (6) where b mn ¼ b mn 2 and the superscript ( . ) * denotes complex conjugate. Equation (6) shows that the stochastic phase caused by complex fading coefficient and unsynchronised phase between transmitter and receiver is eliminated. The effect of Doppler frequency is also eliminated. In addition, the constructed signal is independent of the time index t. The signal construction diagram at the receiver n is shown in Fig. 1 .
The noisy measurement with all transmitters and receivers of the MIMO radar can be written as
is the target signal vector whose phases are determined by the coordinates of the radars and the target 
and ⊙ denotes Hadmard product; the superscript ( . ) T denotes transpose; the vector w(t) [ C MN×1 represents a noise vector of receivers. A simplifying assumption is made that w(t) is independent and identically distributed (I.I.D.) complex Gaussian random vector with mean zero and a Fig. 1 Signal construction diagram at receiver n covariance matrix s w 2 I MN , where s w 2 is the noise power and I MN is an identity matrix of size MN. This assumption is reasonable for that the noises which come from different frequency bands are independent of each other. It has been assumed that the coefficients b mn , m ¼ 1, . . . , M, n ¼ 1, . . . , N are determinate but unknown parameters during the observation duration.
Target localisation method
A relatively straightforward method to estimate the target location is employing the maximum likelihood estimator (MLE). An (MN + 2)-dimensional vector of unknown parameters is defined by
Then the estimate of MLE with T snapshots is [32] 
is the joint probability density function (PDF) for a single observation of z(t); and the superscript ( . ) H denotes conjugate transpose.
The MLE requires (MN + 2)-dimensions iterative computation, which suffer from extensive computations especially when the numbers of the transmitters and receivers are large.
If the elements of the vector b could be estimated in advance, the target location parameters (x, y) could be obtained by the MUSIC method which requires only twodimensional search. And then the computational complexity can be greatly reduced. Equation (6) shows that all elements of the vector b are positive. Therefore, the vector b can be regarded as an unknown array gain response. Thus, one can estimate b via array gain estimation method [33] . In [33] , both gain and phase errors are calibrated. Here, only gain b requires to be estimated. So the vector b can be estimated as follow.
The covariance matrix of the signal z(t) is
where E[ . ] represents expectation operation. The eigenvalue decomposition of the covariance matrix is given by
where l s is the maximal eigenvalue of all and u s [ C MN×1 is the corresponding eigenvector which forms the signal subspace; the column vectors of U n [ C MN×(MN 2 1) form the noise subspace and the diagonal elements of L n ¼ diag ([l 2 , . . . , l MN ] ) are the corresponding eigenvalues.
In practice, given T snapshots, the sample covariance matrix is given byR
The eigendecomposition ofR z provides the estimationsû s , U n ,l s andL n of u s , U n , l s and L n , respectively. Ideally, we have
It has been shown in [34] that the estimate variance of the elements ofb is approximately proportional to s w 2 /2T. It means that the estimate error of b can be ignored if the snapshot number is large enough.
After obtaining the estimation of b, the target can be localised via a two-dimensional spectral search by
where the target steering vector is modified by the estimation of b.
Localisation performance analysis
In this section, we examine the target localisation performance for distributed MIMO radar systems. Firstly, the CRB is derived with the assumption of precise knowledge of the radar positions. The CRB is shown to be a function of the vector b, which is a random vector from observations to observations. It is difficult to take average CRB with respect to b. With radar positions uncertainty, we derive a closed-form analytical expression of the AAP for the MUSIC method to evaluate target localisation accuracy. The derived expression of the AAP is independent of the vector b.
Cramé r-Rao bound
The CRB is an important statistical tool which provides a lower bound on the performance of any unbiased estimator [35] . Assume thatû is the unbiased estimate of the parameter vector u. Then the covariance matrix of the estimation errors is
Denoting CRB matrix by C crb (u), it satisfies
where the matrix F represents the Fisher information matrix www.ietdl.org (FIM) with respect to u. The FIM is defined by [35] 
For T independent snapshots, one has [36] C crb (u) = (TF)
The FIM is derived in Appendix 1. The (59) shows that the CRB of the target location parameters (x, y) is determined by only the matrix F xy . Then the CRB of the target location parameters for T snapshots is
mn ( cos a t m + cos a r n )( sin a t m + sin a r n ) (27) and the term a t m denotes the angle of the transmitter m to the target measured with respect to the x-axis; the term a r n denotes the angle of the receivers n to the target measured with respect to the x-axis. Equation (24) shows that the CRB is inversely proportional to Dv 2 . In addition, the CRB is independent of the range between radars and the target and depends on the orientation of radars with respect to the target. There is a random vector b in both the denominator and the numerator of (24) . It is difficult to take averaging operation on the CRB with respect to b. In the next subsection, we derive an AAP that is independence of the random vector b.
MUSIC asymptotic performance
It is also important to determine the absolute estimate variance of the target location parameters when the radar positions errors exist. The first-order Taylor series expansion analysis method [37] will be employed here. In the following, we assume that the number of snapshots T is large enough, and then the estimate error of b can be neglected.
Denote the error of the target signal vector by j, which is caused by the radar position errors. Thereby
with b ⊙ a _ (h) being the actual target signal vector and z = a _ (h) − a(h). The target location parameters vector is defined by
Following the spirit of [36] and [37] , we define the cost function by
which is the inversion of (19) . The first-order Taylor series expansion of the first partial derivative of the function in (30) is
T denotes the estimate of h and Dh =ĥ − h represents the estimate errors vector.
Thus we get the estimate errors vector
Noting that (30) can be rewritten as
is a diagonal matrix whose diagonally elements come from the vector b. Thus, the first and second derivative can be written as
To eliminate the random vector b, we introduce an MN × (MN 2 1) matrix E n whose columns are orthogonal to a(h) and it satisfies E n H E n ¼ I. Here it is noted that multiplying BÛ n by an arbitrary number will not influence the value of Dh. And the columns of BU n are also orthogonal to a(h). Hence we can make an approximation of (35) as
In (37) we have utilised the approximate relationship [36] 
Besides, we also have
Finally, it can be easily obtained the AAP by averaging the covariance of the estimate errors vector with respect to the vector z.
The elements of the matrices C 1 and C 2 are derived in Appendix 2.
Equation (41) shows that the derived AAP is independent of the vector b. From (67) and (68) we find that the AAP is proportional to the variance of the radar position errors.
Numerical examples
Some numerical examples are presented to illustrate the localisation method, the CRB and the AAP derived in this paper. Assume that there is a square area with 100 m × 100 m, and radars are laying on the boundary. In the simulations, frequency difference of 10 MHz is exploited.
In the first example, we consider eliminating target ghosts by increasing the number of radars. Two configurations of MIMO radar systems are given. One system has two transmitting radars located at (250, 50)m and 2 ¼ 1. It shows that b affects the CRB greatly. The span of the CRB exceed over 10 dB. Fig. 4 illustrates that the CRB depends on b.
When there are radar position errors, the MSE from 500 Monte Carlo trails as well as the AAP are shown in Figs. 5a and b. In this experiment, the vector b is independent from trails to trails. The power of noise is 230 dB, and s b 2 ¼ 2. Fig. 5 indicates that the MSE and the AAP are proportional to the variance of radar position errors in dB.
Finally, we examine the AAP of the MIMO radar system for all possible position of the square area. The radar positions have identical variance s p 2 ¼ 0.1 for both the X and the Y coordinates. Fig. 6a displays the AAP of X coordinate for target localisation and Fig. 6b considers Y coordinate. It is shown in Fig. 6 that high target localisation performance can be achieved for all over the area under surveillance.
Conclusions
In this paper, we have constructed a signal model which can be processed coherently. In the signal model, propagation attenuation, RCS and target Doppler effects are all considered. Then a two-step coherent processing method is introduced. The target steering vector is modified by estimating the amplitudes of reflected signals in the proposed method. The proposed method can not only exploit target spatial diversity, but also obtain coherently gain. In addition, the CRB is derived under the condition of the precisely knowledge of radar positions. The AAP is also derived to evaluate the effect of the radar position errors. Numerical examples show that the proposed estimator In this appendix, we develop the FIM with respect to the parameter vector u. According to the Gaussian distribution of the signal model of (7) 
