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Abstract
For two multivariate normal populations with unequal covariance matrices, a procedure is
developed for testing the equality of the mean vectors based on the concept of generalized p-
values. The generalized p-values we have developed are functions of the sufﬁcient statistics.
The computation of the generalized p-values is discussed and illustrated with an example.
Numerical results show that one of our generalized p-value test has a type I error probability
not exceeding the nominal level. A formula involving only a ﬁnite number of chi-square
random variables is provided for computing this generalized p-value. The formula is useful in a
Bayesian solution as well. The problem of constructing a conﬁdence region for the difference
between the mean vectors is also addressed using the concept of generalized confidence regions.
Finally, using the generalized p-value approach, a solution is developed for the heteroscedastic
MANOVA problem.
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1. Introduction
1.1. Background
The multivariate Behrens–Fisher problem deals with statistical inference
concerning the difference between the mean vectors of two multivariate normal
populations with unequal covariance matrices. In this context, several exact and
approximate tests are available for testing the equality of the mean vectors. Some of
the available frequentist solutions are reviewed and compared in the article by
Christensen and Rencher [1]. An exact Bayesian solution to the problem is given in
[4]. Non-Bayesian exact solutions to the problem are not based on sufﬁcient
statistics. In this paper we develop some non-Bayesian exact solutions based on
sufﬁcient statistics. The solutions are exact in that they are based on exact
probability statements as required in the context of generalized inference.
In the case of hypothesis testing, multivariate Behrens–Fisher problem can be
formulated as follows. Consider two p-variate normal populations with distributions
Nðm1;S1Þ and Nðm2;S2Þ; where m1 and m2 are unknown p  1 vectors and S1 and S2
are unknown p  p positive deﬁnite matrices. Let Xa1BNðm1;S1Þ; a ¼ 1; 2;y; n1;
and Xa2BNðm2;S2Þ; a ¼ 1; 2;y; n2; denote random samples. We are interested in
the testing problem
H0 : m1 ¼ m2 vs: H1 : m1am2: ð1:1Þ
For i ¼ 1; 2, let
%Xi ¼ 1
ni
Xni
a¼1
Xai; Ai ¼
Xni
a¼1
ðXai  %XiÞðXai  %XiÞ0
and Si ¼ Ai=ðni  1Þ; i ¼ 1; 2: ð1:2Þ
Then %X1; %X2; A1 and A2 are independent random variables having the distributions
%XiBN mi;
Si
ni
 
; and AiBWpðni  1;SiÞ; i ¼ 1; 2; ð1:3Þ
where Wpðr;SÞ denotes the p-dimensional Wishart distribution with df ¼ r and scale
matrix S: It is desired to get a solution to the testing problem (1.1) based on the
sufﬁcient statistics in (1.3). Based on numerical results concerning type I error and
power, Christensen and Rencher [1] recommend an approximate solution due to
Kim [5] for testing (1.1). The numerical results in [1] show that many approximate
tests have type I errors exceeding the nominal level. For Kim’s [1] test, type I errors
were below the nominal level most of the time even though it exceeded the nominal
level in a few cases.
The purpose of the present article is to explore the concept of the generalized p-
value for testing the hypotheses in (1.1). We shall also consider the problem of
deriving a conﬁdence region for m1  m2 using the concept of a generalized conﬁdence
region. More generally, to encourage much needed further research in this direction,
we shall also apply the generalized p-value to address the MANOVA problem under
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heteroscedasticity, i.e., the problem of testing if several multivariate normal means
are equal, when the covariance matrices are different. Since there is no unique
solution to the MANOVA problem even in the homoscedastic case, the solution we
provide is expected to indicate the approach that one needs to take in deriving other
solutions which may be more suitable under alternative desired properties.
The concepts of generalized p-values and generalized conﬁdence regions were
introduced by Tsui and Weerahandi [9] and Weerahandi [10]. Since then the concepts
have been applied to solve a number of problems where conventional methods are
difﬁcult to apply or fail to provide exact solutions. For a discussion of several
applications, the reader is referred to the book by Weerahandi [11]. We shall now
brieﬂy describe the generalized p-value and the generalized conﬁdence interval as
they apply to univariate problems.
1.2. Generalized p-values and generalized confidence intervals
A set up where the generalized p-value maybe deﬁned is as follows. Let X be a
random variable whose distribution depends on the parameters ðy; dÞ; where y is a
scalar parameter of interest and d represents nuisance parameters. Suppose we want
to test H0 : ypy0 vs. H1 : y4y0; where y0 is a speciﬁed value.
Let x denote the observed value of X and consider the generalized test variable
TðX ; x; y; dÞ; which also depends on the observed value and the parameters, and
satisﬁes the following conditions:
ðaÞ The distribution of TðX ; x; y0; dÞ is free of the nuisance parameter d:
ðbÞ The observed value of TðX ; x; y0; dÞ; i:e:; Tðx; x; y0; dÞ; is free of d:
ðcÞ P½TðX ; x; y; dÞXt	 is nondecreasing in y; for fixed x and d: ð1:4Þ
Under the above conditions, the generalized p-value is deﬁned by
P½TðX ; x; y0; dÞXt	;
where t ¼ Tðx; x; y0; dÞ:
In the same set up, suppose T1ðX ; x; y; dÞ satisﬁes the following conditions:
ðaÞ The distribution of T1ðX ; x; y; dÞ does not depend on any
unknown parameters;
ðbÞ The observed value of T1ðX ; x; y; dÞ is free of the
nuisance parameter d: ð1:5Þ
Now let t1 and t2 be such that
P½t1pT1ðX ; x; y; dÞpt2	 ¼ g:
Then fy : t1pT1ðx; x; y; dÞpt2g is a 100g% generalized conﬁdence interval for y:
In applications, an important point to note is that type I error probability of a test
based on the generalized p-value, and the coverage probability of a generalized
conﬁdence interval, may depend on the nuisance parameters. For further details and
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for applications, we refer to the book by Weerahandi [11]. For the univariate
Behrens–Fisher problem, a test based on the generalized p-value is given in [9]. For
the multivariate Behrens–Fisher problem, an upper bound for the generalized
p-value is given in [2].
1.3. Overview
In the next section, we have constructed a generalized test variable for the testing
problem (1.1). The observed value of the generalized test variable is a function of the
sufﬁcient statistics in (1.3). In fact, the observed value is ð %x1  %x2Þ0ðs1n1 þ
s2
n2
Þ1ð %x1 
%x2Þ; a very natural quantity for the testing problem (1.1). Here %x1 and %x2 denote the
observed values of %X1 and %X2; respectively, and s1 and s2 denote the observed values
of the sample covariance matrices S1 and S2 in (1.2). The computation of the
generalized p-value is discussed in Section 3. Some numerical results are given in
Section 4 on type I error probabilities of the test based on the generalized p-value. It
turns out that type I error probabilities of the proposed test do not exceed the
nominal level. In other words, the test based on the generalized p-value, which is an
exact probability of a well-deﬁned extreme region, also provides a conservative test
in the classical sense. An example is taken up in Section 5. The construction of a
generalized conﬁdence region is outlined in Section 6. In Section 7, we provide a
solution to the MANOVA problem under unequal covariance matrices. Some
concluding remarks appear in Section 8.
2. The generalized p-value for the Behrens–Fisher problem
Let %X1 and %X2 be the sample means and S1 and S2 be the sample covariance
matrices deﬁned in (1.2). Furthermore, let %x1; %x2; s1 and s2 denote the corresponding
observed values. Deﬁne
Y1 ¼ s1
n1
þ s2
n2
 1=2
%X1; Y2 ¼ s1
n1
þ s2
n2
 1=2
%X2;
V1 ¼ n1  1
n1
 
s1
n1
þ s2
n2
 1=2
S1
s1
n1
þ s2
n2
 1=2
;
V2 ¼ n2  1
n2
 
s1
n1
þ s2
n2
 1=2
S2
s1
n1
þ s2
n2
 1=2
;
y1 ¼ s1
n1
þ s2
n2
 1=2
m1; y2 ¼
s1
n1
þ s2
n2
 1=2
m2;
L1 ¼ s1
n1
þ s2
n2
 1=2S1
n1
s1
n1
þ s2
n2
 1=2
;
L2 ¼ s1
n1
þ s2
n2
 1=2S2
n2
s1
n1
þ s2
n2
 1=2
; ð2:1Þ
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where by A1=2 we mean the positive deﬁnite square root of the positive deﬁnite
matrix A, and A1=2 ¼ ðA1=2Þ1: Then
Y1BNðy1;L1Þ; Y2BNðy2;L2Þ; V1BWpðn1  1;L1Þ;
V2BWpðn2  1;L2Þ; ð2:2Þ
and the testing problem (1.1) can be expressed as
H0 : y1 ¼ y2; vs: H1 : y1ay2: ð2:3Þ
Let y1; y2; v1 and v2 denote observed values of Y1; Y2; V1 and V2; respectively. Note
that these observed values are obtained by replacing %X1; %X2; S1 and S2 by the
corresponding observed values (namely, %x1; %x2; s1 and s2) in the expressions for Y1;
Y2; V1 and V2 in (2.1). Then we have the distributions
Z ¼ ðL1 þ L2Þ1=2ðY1  Y2ÞBNð0; IpÞ; under H0;
R1 ¼ ½v1=21 L1v1=21 	1=2½v1=21 V1v1=21 	½v1=21 L1v1=21 	1=2BWpðn1  1; IpÞ;
R2 ¼ ½v1=22 L2v1=22 	1=2½v1=22 V2v1=22 	½v1=22 L2v1=22 	1=2BWpðn2  1; IpÞ: ð2:4Þ
Now deﬁne
T1 ¼ Z0½v1=21 R11 v1=21 þ v1=22 R12 v1=22 	Z: ð2:5Þ
Note that given R1 and R2; T1 is a positive deﬁnite quadratic form in Y1  Y2 (where
Y1 and Y2 have the distributions in (2.2)), and T1 is stochastically larger under H1
than under H0: Also, since the distribution of Z; R1 and R2 are free of any unknown
parameters (under H0) and since these quantities are independent, it follows that the
distribution of T1 is free of any unknown parameters (under H0). Using the
deﬁnition of Z; R1 and R2; we conclude that
the observed value of T1 ¼ðy1  y2Þ0ðy1  y2Þ
¼ ð %x1  %x2Þ0 s1
n1
þ s2
n2
 1
ð %x1  %x2Þ
¼ t1 ðsayÞ; ð2:6Þ
which also does not depend on any unknown parameters. In other words, T1 is a
generalized test variable satisfying conditions similar to those in (1.4). Hence the
generalized p-value is given by
PðT1Xt1jH0Þ; ð2:7Þ
where T1 and t1 are given in (2.5) and (2.6), respectively.
A natural requirement is that the generalized p-value be invariant under the
transformation
ð %X1; %X2; %x1; %x2Þ-ðP %X1; P %X2; P %x1; P %x2Þ;
ðS1; S2; s1; s2Þ-ðPS1P0; PS2P0; Ps1P0; Ps2P0Þ; ð2:8Þ
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where P is a p  p nonsingular matrix. We shall now verify that this invariance holds.
Obviously, the observed value in (2.6) is invariant under the above nonsingular
transformation. Thus, it remains to verify the invariance of the distribution of T1;
under H0: For this, we shall use representation (3.9) given in the next section. Note
that in (3.9), Q1; Q2 and the Z
2
0i’s are all independent chi-square random variables
(under H0). Furthermore, the di’s in (3.9) are the eigenvalues of v1: Thus, in order to
conclude the invariance of the distribution of T1 under H0; it is enough to show that
the di’s are invariant under the transformation in (2.8). Towards this, we note from
(2.1) that the eigenvalues of v1 are the same as the eigenvalues of
n11
n1
s1ðs1n1 þ
s2
n2
Þ1;
and the eigenvalues of the latter matrix are clearly invariant under the
transformation in (2.8). Thus we conclude that the generalized p-value is invariant
under the transformation in (2.8).
By doing straightforward algebra, it can also be veriﬁed that in the univariate case,
our generalized p-value will reduce to that in [9], for the univariate Behrens–Fisher
problem.
3. Computation of the generalized p-value
We shall now give a suitable representation for T in (2.5), which can be used for
the computation of the generalized p-value. Let
W1 ¼ v1=21 R1v1=21 ; W2 ¼ v1=22 R2v1=22 ; ð3:1Þ
where v1 and v2 denote the observed values of V1 and V2 in (2.1), and R1 and R2 are
deﬁned in (2.4). Then
W1BWpðn1  1; v11 Þ; W2BWpðn2  1; v12 Þ; ð3:2Þ
and we have the representation
T1 ¼ Z0ðW11 þ W12 ÞZ: ð3:3Þ
3.1. Equivalent representations of T1
Deﬁne
Q1 ¼ Z
0v1Z
Z0W11 Z
; Q2 ¼ Z
0v2Z
Z0W12 Z
: ð3:4Þ
Since W1BWpðn1  1; v11 Þ; it follows that, conditionally given Z; Q1Bw2; df ¼
n1  p; which is also its unconditional distribution. Similarly, Q2Bw2; df ¼ n2  p:
Thus,
T1 ¼ Z0ðW11 þ W12 ÞZ ¼
1
Q1
Z0v1Z þ 1
Q2
Z0v2Z; ð3:5Þ
where ZBNð0; IpÞ; Q1Bw2 ðdf ¼ n1  pÞ; Q2Bw2 ðdf ¼ n2  pÞ; and Z; Q1 and Q2
are independent. We note that the above representation for T1 is similar to the
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expression (3.4) in [4, p. 147]. Hence the procedures mentioned in [4] can be used for
computing the generalized p-value also. In particular, we have an expression to
compute the generalized p-value involving the distribution of only univariate
random variables. The expression given in [4] leads to an inﬁnite series, although it
reduces to a ﬁnite summation when a limited accuracy is required, as always the case.
Now we will give another representation for T1 involving a ﬁnite summation which is
valid regardless of the required accuracy. From (2.1) we note that v1
n11þ
v2
n21 ¼ Ip:
Hence v2 ¼ ðn2  1ÞðIp  v1n11Þ and T1 in (3.5) can be expressed as
T1 ¼ 1
Q1
Z0v1Z þ n2  1
Q2
Z0 Ip  v1
n1  1
 
Z: ð3:6Þ
Let F be a p  p orthogonal matrix and D ¼ diagðd1; d2;y; dpÞ be a p  p diagonal
matrix such that
v1 ¼ FDF 0: ð3:7Þ
The diagonal elements of D are clearly the eigenvalues of v1: Then
Z0 ¼ ðZ01; Z02;y; Z0pÞ0 ¼ F 0ZBNð0; IpÞ; under H0; ð3:8Þ
where Z is deﬁned in (2.4). Hence T1 in (3.6) can be expressed as
T1 ¼ 1
Q1
Xp
i¼1
diZ
2
0i þ
n2  1
Q2
Xp
i¼1
1 di
n1  1
 
Z20i: ð3:9Þ
In (3.9), each Z20i ði ¼ 1; 2;y; pÞ has a chi-square distribution with 1 df, under H0;
Q1Bw2 ðdf ¼ n1  pÞ; Q2Bw2 ðdf ¼ n2  pÞ; and Q1; Q2 and the Z20i’s are all
independent. Representation (3.9) can be used for simulating the generalized p-value
in (2.7).
4. A generalized conﬁdence region
The deﬁnition of the generalized conﬁdence region is given in Section 1.2 for the
univariate case. We shall now use similar ideas to construct a generalized conﬁdence
region for m1  m2 based on the random variables in (1.3). Towards this, let Y1; Y2;
V1; V2; y1; y2; L1 and L2 be as deﬁned in (2.1), and let R1 and R2 be as deﬁned in
(2.4). Also let
Z1 ¼ ðL1 þ L2Þ1=2½ðY1  y1Þ  ðY2  y2Þ	BNð0; IpÞ;
T ¼ Z01½v1=21 R11 v1=21 þ v1=22 R12 v1=22 	Z1: ð4:1Þ
It is readily veriﬁed that the distribution of T is free of any unknown parameters and
the observed value of T ; say t is given by
t ¼ ½ð %x1  %x2Þ  ðm1  m2Þ	0
s1
n1
þ s2
n2
 1
½ð %x1  %x2Þ  ðm1  m2Þ	: ð4:2Þ
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Let kg satisfy
PðTpkgÞ ¼ g: ð4:3Þ
Then
m1  m2 : ½ð %x1  %x2Þ  ðm1  m2Þ	0
s1
n1
þ s2
n2
 1(
½ð %x1  %x2Þ  ðm1  m2Þ	pkg
)
ð4:4Þ
is a 100g% generalized conﬁdence region for m1  m2:
Note that T has a representation similar to that of T1 in (3.9) and this can be used
for the Monte Carlo estimation of kg satisfying (4.3). Also note that kg depends on
the observed values s1 and s2: It can be shown that the generalized conﬁdence region
given by (4.4) is numerically equivalent to the Bayesian conﬁdence region given by
Johnson and Wearahandi [4], with a noninformative prior.
5. Manova under heteroscedasticity
Consider k independent multivariate normal populations Nðmi;SiÞ; i ¼ 1; 2;y; k;
and suppose we wish to test
H0 : m1 ¼ m2 ¼? ¼ mk: ð5:1Þ
Let Xai; a ¼ 1; 2;y; ni; denote a random sample of size ni from Nðmi;SiÞ: For i ¼
1; 2;y; k; let
%Xi ¼ 1
ni
Xni
a¼1
Xai; Ai ¼
Xni
a¼1
ðXai  %XiÞðXai  %XiÞ0
and Si ¼ Ai=ðni  1Þ: ð5:2Þ
Then %Xi and Ai are all independent random variables having the distributions
%XiBN mi;
Si
ni
 
and AiBWpðni  1;SiÞ; i ¼ 1; 2;y; k: ð5:3Þ
As before, %xi and si will denote the observed values of %Xi and Si; respectively. For
i ¼ 1; 2;y; k; deﬁne
Ri ¼ ½s1=2i Sis1=2i 	1=2½s1=2i Sis1=2i 	½s1=2i Sis1=2i 	1=2; ð5:4Þ
so that ðni  1ÞRiBWpðni  1; IpÞ: Under H0 given in (5.1), let m denote the common
value of the mi’s. If the Si’s are known, then
#m ¼
Xk
i¼1
niS1i
 !1Xk
i¼1
niS1i %Xi
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is the best linear unbiased estimator of m and
T˜0 ¼ T˜0ð %X1;y; %Xk;S1;y;SkÞ ¼
Xk
i¼1
nið %Xi  #mÞ0S1i ð %Xi  #mÞ
has a chi-square distribution with df ¼ pðk  1Þ under H0: Now deﬁne the
generalized test variable
T0 ¼ T˜0ð
%X1;y; %Xk;S1;y;SkÞ
T˜0ð %x1;y; %xk; 1n1 s
1=2
1 R
1
1 s
1=2
1 ;y;
1
nk
s
1=2
k R
1
k s
1=2
k Þ
: ð5:5Þ
It is readily veriﬁed that T0 satisﬁes all the properties required of a generalized test
variable and the observed value of T0 is one. Hence a generalized p-value can be
computed as
PðT0X1jH0Þ: ð5:6Þ
For the case of two populations, the above generalized p-value does not reduce to
that in Section 2. In fact, when k ¼ 2; one can use the matrix identity
ðn1S11 þ n2S12 Þ1 ¼
S1
n1
S1
n1
þ S2
n2
 1S2
n2
¼ S2
n2
S1
n1
þ S2
n2
 1S1
n1
and conclude that T0 given in (5.5) reduces to the generalized test variable T2
given by
T2 ¼
ð %X1  %X2Þ0ðS1n1 þ
S2
n2
Þ1ð %X1  %X2Þ
ð %x1  %x2Þ0½ 1n1 s
1=2
1 R
1
1 s
1=2
1 þ 1n2 s
1=2
2 R
1
2 s
1=2
2 	1ð %x1  %x2Þ
: ð5:7Þ
This gives another solution to the Behrens–Fisher problem. The generalized p-value
based on the generalized test variable T2 in (5.7) is given by
PðT2X1jH0Þ: ð5:8Þ
An unfortunate feature of the generalized p-values in (5.6) and (5.7) is that they are
not invariant under nonsingular transformations, unlike the generalized p-value in
Section 2. For the MANOVA problem under heteroscedasticity, the derivation of a
generalized p-value that also enjoys such an invariance property remains to be
investigated. Since there are multiple solutions even in the case of homoscedastic
MANOVA problem, there is a need for further research to obtain solutions that
enjoy the invariance as well.
6. Numerical results
As pointed out in the introduction, any test for the Behrens–Fisher problem
including the test based on the generalized p-value has type I error probability and
power both depending on the nuisance parameters. For example, if we decide to
reject the null hypothesis when the generalized p-value is less than 0.05, type I error
probability for such a test procedure will not be exactly 0.05, since the generalized
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p-value does not have a uniform distribution (under the null hypothesis) unlike the
usual p-value. Hence, it is of interest to study the behavior of type I error probability
of the test based on the generalized p-value. In particular, we would like to see if type
I error probability of the test can exceed the nominal level.
For the tests based on the generalized p-values in (2.7) and (5.8), some simulated
type I error probabilities are given in Tables 1 and 2 in the bivariate case ðp ¼ 2Þ:
Shown also in the tables are the size performance of two widely used tests. In many
applications, practitioners simply ignore the heteroscedasticity and apply the
classical Hotelling’s T2 test; this test we denote as HOTE. When the hetoroscedas-
ticity is very serious some practitioners replace the unknown covariances by the
sample covariances and apply the classical chi-squared test, which is valid when the
covariances are known; this test we denote as CHI. A comparison of some other tests
are given by Christensen and Rencher [1].
Each test is carried out at the nominal level of 5%. In comparing these alternative
tests, we ﬁrst chose S1 ¼ I2 and S2 to be diagonal for our simulations. This is no loss
of generality for the test based on (2.7), since it is invariant under nonsingular
ARTICLE IN PRESS
Table 1
Simulated type I error probabilities of tests: case S1 ¼ I2; S2 ¼ n2n1 aI2
a GP-1 GP-2 CHI HOTE
n1 ¼ 10; n2 ¼ 5
3 0.016 0.031 0.176 0.066
9 0.024 0.062 0.231 0.150
15 0.026 0.072 0.253 0.197
25 0.034 0.075 0.272 0.244
50 0.039 0.083 0.284 0.289
100 0.043 0.083 0.293 0.320
500 0.049 0.086 0.302 0.349
n1 ¼ 10; n2 ¼ 10
3 0.027 0.040 0.118 0.057
9 0.035 0.051 0.133 0.070
15 0.038 0.055 0.138 0.075
25 0.043 0.058 0.143 0.079
50 0.046 0.063 0.146 0.083
100 0.050 0.070 0.147 0.084
500 0.049 0.074 0.149 0.085
n1 ¼ 10; n2 ¼ 20
3 0.033 0.042 0.081 0.010
9 0.040 0.051 0.085 0.007
15 0.036 0.055 0.087 0.007
25 0.036 0.058 0.089 0.007
50 0.036 0.060 0.090 0.007
100 0.036 0.059 0.091 0.007
500 0.036 0.059 0.092 0.007
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transformations. (There exists a nonsingular matrix P such that P0S1P ¼ Ip and
P0S2P is diagonal; see [6, p. 41]). We also made the choices S2 ¼ n2n1 aI2 and S2 ¼
diagð1; bÞ; for various choices of the scalars a and b: For S1 ¼ I2 and for such choices
of S2; type I error probability of the test based on (2.7) was simulated as follows.
First we generated one set of values of %X1  %X2BNð0; 1n1 S1 þ
1
n2
S2Þ; and S1 and S2;
following the deﬁnitions in (1.2) and (1.3). Let the generated values be denoted by
%x1  %x2; s1 and s2: The quantity t ¼ ð %x1  %x2Þ0ðs1n1 þ
s2
n2
Þ1ð %x1  %x2Þ and the
eigenvalues d1 and d2 of the 2 2 matrix n11n1 s1ð
s1
n1
þ s2
n2
Þ1; were then computed.
Using 1000 simulations, we then computed the generalized p-value PðT1Xt1Þ where
representation (3.9) for T1 was used for the simulation (with p ¼ 2). Let pð %x1 
%x2; s1; s2Þ denote the generalized p-value so obtained. Thousand observed values of
%X1  %X2; S1 and S2 were generated and the corresponding generalized p-values were
similarly calculated. The proportion of such p-values below 0.05 gives the simulated
type I error probability of the test based on (2.7). The simulated type I error
probability of the test based on (5.8) was similarly obtained. In Tables 1 and 2, GP-1
and GP-2 refers to the tests based on the generalized p-values in (2.7) and (5.8),
respectively.
From the numerical results in Tables 1 and 2, it appears that the invariant test
based on the generalized p-value in (2.7) has a type I error probability not exceeding
the nominal level. In a number of other problems where the generalized p-value has
been used, a similar conclusion has been arrived at by Thursby [8], Zhou and
Mathew [12] and Gamage and Weerahandi [3]. On the other hand, type I error of the
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Table 2
Simulated type I error probabilities of tests: case S1 ¼ I2; S2 ¼ diagð1; bÞ
b GP-1 GP-2 CHI HOTE
n1 ¼ 10; n2 ¼ 5
4 0.016 0.034 0.188 0.085
9 0.020 0.042 0.203 0.117
16 0.022 0.044 0.208 0.137
25 0.024 0.046 0.211 0.149
n1 ¼ 10; n2 ¼ 10
4 0.027 0.040 0.116 0.056
9 0.029 0.042 0.119 0.060
16 0.027 0.042 0.121 0.060
25 0.029 0.040 0.121 0.060
n1 ¼ 10; n2 ¼ 20
4 0.036 0.042 0.089 0.027
9 0.037 0.041 0.088 0.025
16 0.037 0.039 0.088 0.024
25 0.025 0.039 0.088 0.023
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noninvariant test based on the generalized p-value in (5.8) sometimes exceeds the
intended level of 5%. This fact, along with its noninvariance makes this test
somewhat unattractive for practical use. Notice, however, that the test is less
conservative than the invariant test. It seems that the widely used Hotelling’s T2 test
and the chi-squared tests have very poor size poor performance under hetero-
scedasticity. This is also noted in [1]. Notice that in the case S1 ¼ I2; S2 ¼ n2n1 aI2 and
with small sample sizes, type I error of the former can be as large 35% and that of
latter can be as large as 30%, both at unacceptable levels. In the case S1 ¼ I2;
S2 ¼ diagð1; bÞ the situation is less serious, but with small samples, type I error of the
former is as large 20% and that of latter is as large as 15%. As a consequence of
the assumption of known covariances, the chi-squared test has type I error exceeding
the 5% level in all cases. In addition to having better size performance than these
tests, both GP-1 and GP-2 have the additional advantage of being based on exact
probabilities of well deﬁned extreme regions of the sample space formed by sufﬁcient
statistics.
7. An example
We shall now compute the generalized p-value based on some bivariate data given
in [7, p. 54]. The data are measurements of the thorax length (in microns) and elytra
length (in 0:01 mm) on two ﬂea beetle species. Based on the data from Table 3.3 of
[7], we have n1 ¼ 10; n2 ¼ 13;
%x1 ¼
194:9
263:4
 !
; %x2 ¼
178:46154
292:92308
 !
;
s1 ¼
330:32222 325:26667
325:26667 354:71111
 !
; s2 ¼
109:26923 189:78846
189:78846 505:41026
 !
:
Using the expression in (2.1), we have
v1 ¼
6:97944 1:8825
1:8825 2:08142
 !
and the eigenvalues of v1 are d1 ¼ 7:61938 and d2 ¼ 1:44148: Also, from (2.6),
t ¼ 108:56002: The generalized p-value based on (2.7) computed using 20,000
simulations turned out to be less than 0.00001. The generalized p-value based on
(5.8) computed using 20,000 simulations turned out to be around 0.00001. Kim’s
(1992) test gave a p-value of 6:13 1010: Thus there is strong evidence to reject the
equality of the mean vectors.
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8. Concluding remarks
The concepts of the generalized p-value and generalized conﬁdence interval have
been successfully applied to solve many univariate hypothesis testing problems and
interval estimation problems, since they were introduced by Tsui and Weerahandi [9]
and Weerahandi [11]. Typically, the generalized p-value and the generalized
conﬁdence interval were found to be fruitful for problems where conventional
frequentist procedures were nonexistent or were difﬁcult to obtain. For the classical
multivariate Behrens–Fisher problem, we have succeeded in obtaining generalized p-
values for testing the equality of the mean vectors, and generalized conﬁdence
regions for the difference between the mean vectors. The associated computational
issues are also addressed. Our simulation results support the expected result that, as
in the univariate case, the invariant test based on the generalized p-value approach
assures the level of the test in all cases. We have succeeded in providing a solution to
a natural extension of the Behrens–Fisher problem, namely to the MANOVA
problem under unequal covariance matrices. The particular test we have derived is
not invariant and hence there is a need for further research in this direction to derive
solutions with various desirable properties. It is expected that, for the case of
heteroscedastic MANOVA, the generalized p-value approach can help derive all
counterparts of the solution of the classical MANOVA problem.
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