ABSTRACT This exploratory research examines the potential for applying a big data analytic framework to the modeling and analysis of cases in pharmaceutical patent validity brought before the U.S. Court of Appeals of the Federal Circuit. We start with two specific goals: one, to identify the key issues or reasons the Court uses to makes validity decisions and, two, to attempt to predict outcomes for new cases. The ultimate goal is to support legal decision-making with automation. The legal domain is a challenging one to tackle. However, current advances in analytic technologies and models hold the promise of success. Our application of Hadoop MapReduce in conjunction with a number of algorithms, such as clustering, classification, word count, word co-occurrence, and row similarity, is encouraging, in that the results are robust enough to suggest these approaches have promise and are worth pursuing. By utilizing larger case data sets and sample sizes and by using deep machine learning models in text analytics, more breakthroughs can be achieved to provide decision support to the legal domain. From an economic standpoint, the potential for litigation cost reduction is another objective of our study. Synergies are obtained in applying lessons to the computational field and vice versa, leading to acceleration in our understanding.
I. INTRODUCTION
The pharmaceutical industry is at a crossroads. With no new blockbuster drugs on the horizon, innovator firms are changing their strategies. Many are focusing on reducing operational costs by cutting R&D budgets, closing labs, and downsizing; some are consolidating through mergers and acquisitions; and yet others are forming loose partnerships with startups and biotech companies. In the meantime, generic manufacturers have entered the arena, creating a general perception that widespread availability of generic drugs will result in a drastic reduction in the cost of drugs [1] - [8] .
In such a changing environment it is imperative for key players to examine the effect of current pharmaceutical patent law, such as the Hatch-Waxman Act, and the court's decisions on innovation in the pharmaceutical industry. This is important because the decisions of the court can have a major impact on drug discovery and innovation in terms of whether a drug patent is held as valid or invalid. And the question of validity has consequences for whether a drug comes to market; and when a patent expires, resulting in generic drug development. In shaping pharmaceutical patent policy on upholding or invalidating patents, the district courts and the federal courts along with the U.S. Federal Court of Appeals for the Federal Circuit play key roles [9] , [10] . This suggests that regulatory agencies, patent law experts, and pharmaceutical companies should attempt to understand the decision-making processes of the courts. For example, they may examine a pattern of reasoning that often invalidates a patent. Generic drug companies can then carefully design their patent applications to enable enforcement, so as to increase the validity of the patents and prevent potential litigation in an uncertain environment [11] - [13] . That said, patent litigation analysis is complex, poorly structured, imprecise, and extremely costly, and a number of data sources and models impinge on the decision-making process (e.g. whether to litigate or settle). Computerized decision support addresses these hurdles with its potential to clarify the processes and guide stakeholders toward making more effective decisions. Much progress has been made in exploring computerized approaches to legal decision support, including via basic case search systems, databases, discovery systems, artificial intelligence applications, machine learning, and other computational models [14] - [17] . But this progress is not without its own challenges. Legal decision-making is interdisciplinary and multidisciplinary by nature, and it's a highly complex domain with considerable amounts of free text or unstructured data, which does not lend itself well to computational modeling. However, in the past decade, two important advances have raised hopes that building meaningful, intelligent models of legal decision processes is viable. These developments include rapid advances in hardware and software that enable the storage and processing of large amounts of data, as well as increased understanding of artificial intelligence and machine learning models [18] , [19] . Given progress in both text analytics and processing of unstructured data, this is an opportune time to combine the two activities and gain deeper insight into legal decision-making. Key objectives of computerized legal decision support research include the following: the ability to rapidly process large amounts of legal and other text data; examination of the steps involved in the decision-making process; identifying associations and correlations between and among legal facts, the law, cases, and outcomes; the ability to forecast court decisions; and moving from 'syntaxdriven' approaches to 'semantics-driven' approaches [20] . The overall goal of computerized legal decision support is to reduce both the costs of litigation and uncertainty. As we see it, automated support can help parties make 'litigate or settle' decisions while mitigating costs, uncertainty, likelihood of failure in the courts, public burden, etc. [21] .
The current research is exploratory and empirical in the application of big data analytics methods to the legal decision-making domain. In the context of pharma patents, a large number of cases are available at various levels of courts (e.g., District Court, U.S. Court of Appeals, etc.) that form a rich corpus for analysis. These cases can be retrieved quite easily using online legal databases such as Westlaw. In our research described here, we conducted preliminary analysis of the corpus of cases to gain knowledge into the decision processes and concepts involved in upholding or invalidating patent cases in the U.S. Court of Appeals. We start to identify the legal basis (keywords) for the decision and we attempt to model the outcome itself. Our research provides initial insight into the patent validity decision process, and forms the basis for future ongoing research. The ultimate goal is to provide legal decision support to parties in litigation so they can come to a settlement versus incurring uncertainty and costs, and overburdening the court system.
We apply the big data analytic framework Hadoop MapReduce and several machine learning algorithms to the analysis of a repository of pharmaceutical patent validity cases drawn from the U.S. Court of Appeals for the Federal Circuit in Westlaw for the period 2008 to 2011. After careful review of each case in data processing, some of the cases were removed from the data set since they were found to be outside the realm of this research (e.g., cases about medical devices etc.). We limited the case set to only drug patent cases. It is important to bear in mind that in the legal context, each patent case consists of a large body of text spanning several pages of rich textual information. Additionally, the content is domain intensive. Cumulatively, the case data exhibit the big data characteristics of complexity, volume and variety. More importantly, our objective is to demonstrate the potential and promise of big data techniques and applications in the legal domain, specifically, patent case analysis. Research has the potential to offer predictive decision support in the long run (that is, given the facts and laws of a new case, predict what the likely outcome would be), and analyze past patent decisions as an exploratory step so future research can build and incorporate additional elements (such as other qualitative and quantitative factors that include business considerations, court propensity, judges' demographics, and others).
The rest of this paper is organized as follows. Following this introduction we discuss the pharmaceutical patent case validity domain; third, we describe the current state of computerized support for the legal decision-making domain; fourth, we address the applicability of big data analytics to the problem domain; fifth, we discuss our methodology including results and analysis; sixth, we describe scope and limitations, as well as challenges; and finally, we offer conclusions and future research.
II. PHARMACEUTICAL PATENT VALIDITY
There is consensus among healthcare policy experts, the pharmaceutical industry, and regulatory agencies that promoting innovation pharmaceuticals requires patent protection [22] . Historically, the pharmaceutical industry has researched and discovered drugs that are vital to supporting health and healing. However, the public perception of the industry is often less than satisfactory. This negative impression springs from a general sense that drug manufacturers are all about making huge profits, and that this explains why medications and treatments are so expensive [23] . The contrary view is that the high cost of drugs is driven, not by the profit motive, but by the costs involved with developing and bringing a drug to market. So how does pharma balance the costly and uncertain R&D necessary for discovering and developing new drugs, with making them more affordable around the world? In addressing this question within the context of the innovator-generic paradox, the patenting process plays a critical role. [22] the Court considers in making decisions. The presence or lack of obviousness is the key issue, followed by the presence or lack of written description. Lack of enablement, doctrine of equivalents, anticipation, term extension, safe harbor provision, counter claim provision, and inequitable conduct are some other reasons cited by the courts. Overall, the top two reasons why patents are ruled invalid include the lack of obviousness, and the lack of written description.
1) OBVIOUSNESS (NONOBVIOUSNESS)
In order to be patentable, a pharma invention has to be adjudged novel and nonobvious. Novelty is when an invention is not wholly anticipated by prior art or public domain materials such as publications and other patents. Prior art pertains to materials, referred to as references, that include evidence of actual use or sales of a technology within the U.S., as well as documentary materials such as patents and publications [12] . Nonobviousness is when an invention is beyond the abilities of a person with ordinary skills in the art, in the appropriate field [12] .
2) WRITTEN DESCRIPTION
A patent specification has to specify in a clear and concise manner the written description of the invention, the nature and process of making the invention, and of using it. The specification should be clear enough for a person who is familiar and skilled in the art, to be able to make and use it [22] . This is done in the context of what the inventor had in mind (e.g. with regard to the design). The courts have started using the written description as a key doctrine in evaluating the validity of a patent.
3) ENABLEMENT (LACK OF)
A relationship exists between the utility requirement and the enablement requirement of the law [22] . Clearly, one cannot describe how to use an invention if that invention is useless. Therefore, arguments about the lack of usefulness of the invention are often made in the context of both the utility requirement and the enablement requirement.
4) ANTICIPATION
In order to obtain a patent, an inventor must create something new. This basic concept is known as 'novelty.' The resolution of novelty questions under U.S. patent law involves a two-part analysis. The first determination is whether a single source of information-such as a journal article or earlier patentfully describes the claimed invention. When an invention has been completely described in a qualifying source of information, it is said to be 'anticipated' and no patent can be issued. The standard of anticipation is strict. Each and every element of the claimed invention must have been disclosed. In addition, that source of information must enable persons of skill in the art to put the disclosed information into practice [22] . Second, assuming that a fully anticipatory source of information exists, it must be determined whether it is permissible for that source to be cited against a patent or patent application, a particular journal article, earlier use of the invention, or other source of information, for it to qualify under the law. Anticipation requires the presence in a single prior art disclosure of each and every element of the claimed invention [22] .
5) DOCTRINE OF EQUIVALENTS
The doctrine of equivalents was created to prevent attempts at unscrupulous copying of patents by making unsubstantial changes to an invention that could take it outside the literal scope of the patent's claims [24] . Patent claims are composed of words, and the courts have recognized the fact that words may not always be the optimum medium for conveying inventive concepts. The doctrine reflects the attempts of courts to broaden the scope of patent protection sufficiently to incentivize inventors to publicly disclose their innovation [24] .
6) COUNTERCLAIM PROVISION
The Hatch-Waxman Act provides for a narrow counterclaim by a pharmaceutical company to a product of a generic manufacturer in an infringement action by the former. This counterclaim is possible only when the original patent claimed all approved methods of use of the tested drug. The counterclaim does not work if the original patent did not claim all possible uses of the drug.
7) SAFE HARBOR PROVISION
According to the law, if one application is filed for two or more independent and distinct inventions, the Director of the U.S Patent and Trademark Office (USPTO) can restrict the application to only cover one invention. If the other inventions are filed in a divisional application that complies with the legal regulations, then these inventions can retain the filing date of the original parent application [25] . The process of drug discovery intrinsically involves the use of materials or methods that are patented, thereby exposing the manufacturer to the possibility of potential infringement suits. The safe harbor provision, in this respect, provides a safety net for companies, from patent infringement actions, during the development of a pharmaceutical product. According to this provision, activities are not deemed infringing, even if they utilize patented materials prior to the expiration of the patents, provided they relate to testing for the purpose of introducing an equivalent generic substitute drug [25] .
8) TERM EXTENSION
The term extension statute for patents aims to bring a balance between the sometimes competing interests of conducting research to introduce new drugs versus assisting in producing low cost, alternative, generic copies. To get FDA approval for a generic drug, the manufacturer can file an ANDA (abbreviated new drug application) in place of a full NDA (new drug application) that would require information on safety or efficacy of the drug. The ANDA relies on the safety or efficacy studies of the original manufacturer, once the equivalency of the generic drug is proven. According to the Hatch-Waxman Act, a pioneer manufacturer of a drug should notify the FDA of all patents that claim the proposed drug [11] , [25] .
9) JUSTICIABLE CONTROVERSY
Justiciability concerns the limits on legal issues over which a court can exercise its judicial authority. It includes, but is not limited to the legal concept of standing, which is used to determine if the party bringing the suit is a party appropriate to establishing whether an actual adversarial issue exists [27] .
10) INEQUITABLE CONDUCT
An inequitable conduct arises when a patent applicant performs activities that amount to a breach of duty of candor and good faith to the U.S. Patent and Trademark Office. These activities include non-submission of known and relevant prior art; non-submission of explanations of references or incomplete submissions of pre-existing translations of references in a foreign language; misrepresentation of facts on patentability in affidavits; and inaccurate descriptions of authorship [28] .
11) LACHES
This represents a legal doctrine that says that a claim or right will not be enforced if there has been a long delay in asserting it, and such delay has prejudiced the adverse party, making it a kind of 'legal ambush' [29] . The doctrine is a defense mechanism to prevent a party from resorting to legal ambush after he/she fails to file a claim in a timely manner [29] . The premise is that, with the passage of time, the opposing party's ability to produce witnesses or other evidential material wanes due to unavailability or fading/loss of memory. The justification for this defense is that law should not support those who do not act (sleep) on their rights. The only way for this defense to succeed is if the party invoking the doctrine can prove that they were forced to change the position due to the delay, and as a result were in a worse position now than at the time when the claim should have been filed [29] .
III. COMPUTERIZED DECISION SUPPORT
Computational intelligence applications in legal decisionmaking include a wide range of applications (e.g., case prediction, legal research databases, compliance, contract analysis, document automation, Artificial Intelligence, machine learning, expert systems, neural networks that provide decision support, and others) [30] - [33] . All of these timesaving applications enable lawyers to devote less time gathering data, and more time applying the law. Intelligent systems can help in speeding up the process of mining documents during discovery and due diligence, addressing routine questions, predicting case outcomes with smart data searches, and drafting contracts. Additionally, they ensure that the work is cost-efficient and accurate. Lex Machina, an IP litigation research company, uses data mining and predictive analytics for forecasting the outcomes of IP litigation. Over the years, the company has expanded its data set to include court dockets and enhance its data insight and prediction capabilities [30] , [32] , [33] . The sustained application of computers and computational intelligence in legal decision-making has been going on for several decades. This is evidenced by the very existence of the journal, Artificial Intelligence and Law (http://www.springer.com/computer/ai/journal/10506) and the biannual International Conference on Artificial Intelligence and Law (http://www.iaail.org/?q=page/ai-law), as well as numerous review articles [14] , [34] - [36] . Models and applications have focused on a wide range of topics, including argumentation, case-based learning, logic, representation, reasoning, text analytics, and others [37] - [41] . And they have been applied to a variety of legal domain areas [42] - [49] . The rationale for using computers to model legal decision-making processes is twofold: one, to drive a more cohesive and multi-disciplinary study of legal decisionmaking; and two, to advance our knowledge of computational methods. Understanding more about the ways legal decision makers reach their decisions and, as a result, providing computerized support for the process, can lead to several practical benefits. These benefits include reducing legal costs via automation; resolving or settling issues without involving the court system; a more nuanced understanding of the dynamics, processes, multiple perspectives, stakeholder positions, bargaining, and negotiation of the law; and making decisions based on highly reliable outcome predictions. The renewed focus on computation in legal decision-making is driven by several factors, including technological progress in hardware, machine learning, natural language processing, and data science; more acceptance of technology in the legal profession; easy online access to large amounts of legal data; emerging success of Artificial Intelligence in general; and the recognition of the transformational role of technology [17] , [21] .
The focus of modeling legal reasoning is on cases. There is also continued focus on capturing reasoning with cases in rule based systems [43] . However, the legal domain possesses many characteristics that render this endeavor challenging. Some of these characteristics include diverse types of knowledge from theories, rules, cases, procedures, norms, hierarchy of authorities, and meta-rules. Cases can include precedentssituations that were litigated and decided at the trial court level and whose decisions have been appealed at other court levels [45] , [50] .
Recently, in the legal domain there is renewed focus on research that adopts a data centric approach. This refers to problem solving with knowledge gained from legal documents or other large data sets [38] . The influx of statistical techniques for analyzing large data sets facilitates pursuing this approach. By providing the ability to process large sets of legal data such as assortment of court cases or of statutes of a particular jurisdiction, these techniques offer new insight into perspectives such as graph topologies of citation networks, probability of court decisions and case outcomes, and evolution of legal doctrines [38] , [51] - [53] .
In the legal domain, retrieving and interpreting information from a very large case base poses a formidable challenge. In this context, information extraction tools can mine large amounts of text and identify relationships within and among cases. Additionally, as new cases are added to the case base, they become immediately available to legal researchers who are working on cases. Automated extraction, through identification of semantic properties or relationships, brings an element of structure to unstructured, machine-readable text [41] .
Another focus of this study is case based approach. Case based AI models of legal reasoning generate reasonable arguments and counter-arguments based on precedents. The task of predicting the outcomes of new legal cases is both historical and empirical. It is historical in that there may be similar past cases that have been decided by courts. It is empirical in that statistical or symbolic machine learning can be applied to a database of classified cases containing features that strengthen or weaken the classification. Through such application, it can generate basic rules for classifying new cases and predicting outcomes [39] , [40] . Drawing from existing literature, we next discuss big data analytics and its potential for analyzing large corpuses of patent validity cases.
IV. BIG DATA ANALYTICS
Big data analytics, with its storage and maintenance facilities for large data sets of structured or unstructured data, has the potential to model legal decision making [52] , [53] . Big data typically encompasses an exceptionally large volume of collected, stored, and managed data that is assembled for the purpose of gaining insight and making informed decisions. This would typically include the large corpus of cases and statutes, among others. Not surprisingly then, big data analytics (with its array of architectures, platforms, technologies, programming languages and open source tools), has good application potential in the domain of legal decision making characterized by large repositories of narrative based cases [54] .
Underlying this emerging sub-discipline is the application of distributed processing to handle the complexity, volume and real-time nature of analytics [18] , [19] . Historically, the legal profession generates large amounts of textual data (and documents) that require special computational processing, namely, text analytics. A combination of large storage and speed, as well as advanced machine learning text analytics is required to model legal decision-making processes [51] . The availability of this combination has opened up opportunities for analyzing the ocean of data for modeling legal decision making.
Just as in other domains, the applications of big data analytics in law is characterized by three characteristics: volume, velocity and variety [56] , [57] . (http://www-01.ibm.com/software/data/bigdata/). Obviously, data (e.g. cases) will continue to be created and amassed, resulting in an incredible volume of data. Meanwhile, this data is being accumulated in real-time and at a rapid pace, or velocity. Finally, there is a transition in the way in which data is collected and stored -from standard quantitative data stored in spreadsheets or relational databases, to multimedia data stored as unstructured text [55] - [57] . Therein lies variety. Analytics techniques have had to evolve as well, to keep pace with the volume, velocity and variety [55] , [57] of data. Research has introduced a fourth characteristic called veracity or data assurance [58] . This indicates the error-free and credible nature of the data, analytics and the outcomes. Veracity also assumes that the infrastructure (such as architecture, platforms, algorithms, methodologies, and tools) scale up in performance to match the demands of big data [59] - [61] . An example is the way in which big data analytics is implemented. It uses distributed processing with multiple servers, and incorporates the architecture of parallel computing and the modular approach of divide-and-execute. There is a vast difference between traditional intelligence tools and analytic tools for structured and unstructured big data. Big data is characterized by robust and scalable architectures and tools [59] - [61] . Similarly, the models and techniques (such as data mining, statistical approaches, algorithms, and visualization techniques) should in turn be cognizant of the characteristics of the big data analytics.
With the exception of the manner in which processing is executed, the conceptual framework for a big data analytics project resembles that of any traditional business intelligence project [62] . Unlike in a regular business intelligence project in which processing can be performed on a standalone computer, in a big data project, it needs to be distributed across multiple nodes [62] . Distributed processing, by itself, is not a new concept. What is novel is its application to large data sets in the legal domain to assist in legal decision making [52] , [53] . The availability of open source platforms on the cloud, such as Hadoop/MapReduce, facilitates the application of big data analytics to several domains -law, being one of them [55] . There are differences in terms of the friendliness of the user interface between big data analytic tools and traditional analytic tools. While the traditional tools are becoming more user-friendly by the day, the big data analytic tools are extremely complex and programmingintensive. This primarily arises from the inherent complexity in the data itself -being that it comes from multiple sources (internal and external), in multiple formats (text, flat files, relational tables, ascii files), and resides in multiple locations (legacy and other applications) [55] - [59] , [62] . For analytics purposes, this data, which includes cases, rules, statutes, doctrines, and so on, has to be pooled. The pooled data is then cleansed and prepared for processing, using the phases of extract, transform, and load (ETL). Based on the structured or unstructured nature of the data, appropriate data formats are then input into the Hadoop/MapReduce platform [18] , [19] .
The next stage in the conceptual framework includes selection of the approach to data input, distributed design, choice of tool and selection of analytic data models. Following this is the incorporation of typical applications of big data analytics in terms of queries (discovery), machine learning (and statistics) and reports (summary of similar cases) [62] . The unifying theme for all these applications is visualization. In this research we offer a variety of techniques for aggregating, manipulating, analyzing and visualizing big data. Note that legal data is predominantly free-text or unstructured data.
Hadoop (Apache) is the largest open source distributed platform for big data analytics [62] . Hadoop has the capability to process vast amounts of data through data partitioning. This is a process in which the data is divided into partitions and each partition is assigned to a different server/node for processing. The processed pieces are then integrated to form the final solution (http://hadoop.apache.org). In this way, Hadoop lends itself to being both an organizing and an analytic tool. It enables businesses to tap into large repositories of data that, traditionally, were unmanageable and non-analyzable [62] . There are two important modules in Hadoop [61] . The first is the Hadoop Distributed File System (HDFS) that offers as a facilitator for the storage for the Hadoop cluster. Once data arrives in the cluster, the HDFS partitions it into parts/chunks and redistributes it across different servers in the cluster. Only a small portion/chunk of the entire data sits in each server/node, and gets replicated in other nodes. The second module of importance in Hadoop is the MapReduce. In Hadoop, just as the data are stored in a distributed fashion across multiple connected servers/nodes, the analytic tasks are also divided into sub-tasks and each sub-task is assigned to a node/server. After processing, all of the results from the various sub-tasks are then aggregated to produce a unified solution [61] . MapReduce is the module that provides the interface for the distribution of subtasks and assimilation of outputs. The distinct benefits of parallel/distributed processing include the ability of graceful degradation and of coping with probable failures [61] . In this context, the HDFS and MapReduce are both configured to be fault-tolerant. By continuously monitoring the server/nodes and storage devices, the HDFS, can detect an issue, and immediately reroute the data to an alternate functional node/server. Also, the fact that the data are replicated across nodes/servers confers an additional layer of redundancy and backup [61] . In the same way, MapReduce continuously monitors the tasks across servers/nodes and in the event of an anomaly (such as a hiatus, reduced speed or dead end), can instantly redirect the task to another node/server that holds the duplicate data. The synergistic combination of HDFS and MapReduce in the Cloud environment contributes to fault-tolerant support for storage and analytics [57] , [61] . In the realm of big data analytics, Hadoop is typically used to find patterns in unstructured data using tasks such as correlation or cluster analysis [61] . Cloudera (https://www.cloudera.com/products/opensource/apache-hadoop.html) is an example of a platform that offers scalable and flexible integration interface, facilitating management of large volumes and varieties of data in an enterprise. Cloudera enables deployment and management of Apache Hadoop and related projects in terms of manipulating and analyzing, data and keeping it protected [63] . This is a reason why we use Cloudera in this study. Next, we describe our methodology and provide our preliminary results.
V. METHODOLOGY
A search was conducted in Westlaw for the period 1/1/2008 to 2/15/2011 to retrieve all pharmaceutical patent cases in the U.S. Court of Appeals for the Federal Circuit. From the corpus of cases generated from the search, cases that did not pertain to pharma drug patents were eliminated. For example, patents regarding medical devices were not relevant to our study. A case-by-case analysis was done to ensure relevance to the domain of pharmaceutical drugs. The research objective was to gain insight into the cases collectively to elicit keywords that help to characterize the 'reason' for patent validation or invalidation, potential correlations between relevant words that characterize the cases, and uncover the similarities between cases. Mindful of the challenges and difficulties in applying machine learning techniques to 'free text' or 'unstructured' data (narrative), our expectations were narrowed. We determined that it would be an achievement to demonstrate, in principle, the application of big data VOLUME 6, 2018 analytics and machine learning concepts to legal decisionmaking. In future, we can build on current and past knowledge.
In terms of methodology, we first explored the potential of clustering and classification models by applying them to the set of cases. Clustering helped identify the keywords or reasons for patent validity, and classification helped classify new cases into these keywords. We used Python NLTK library to eliminate punctuations, numbers, and standard stop words. In order to increase the likelihood that the keywords would be more meaningful, additional stop words -''claim,'' ''application,'' ''issue,'' and others -were customized. The Snowball stemming algorithm was used to combine different words that have the same meaning. For instance, we stemmed ''validity'' and ''validation'' to ''validity.'' Once the stemming process was completed, the text files with the stemmed words served as the input to the application of the K-means clustering, the word count, and word co-occurrence algorithms in Map Reduce in the Cloudera Hadoop system. In addition, the cases' pdfs were converted into sequence files to build the Document Term Matrix by TF-IDF index for clustering. Then, the Apache's Mahout library was used to apply the clustering method and transfer the outputs from the HDFS to the local machine. As Figure 1 shows, the keywords that represent the Court's reasons, (discussed in Section 2), are grouped into the clusters, along with the frequency of cases in each cluster. The model was able to elicit 'obviousness' as an important reason, and others such as written description, and inequitable conduct. The first cluster, with eleven cases, includes multiple keywords: term extension, prosecution of laches, doctrine of equivalents, etc. The clustering terms in figure 1 (marked with red circles) are representative of the issues summarized in section 2. This reflects the accuracy of the technique in identifying and addressing key elements in the domain. Next, we built the Naïve-Bayes classification model to classify the validity cases into three groups: invalid, partially valid, and valid. The training set consists of approximately 50 percent of the total number of cases. These included proportion of invalid, partially valid, and valid patent decisions. Likewise, the testing set included appropriate sample of invalid, partially valid, and valid patent decisions, in order to avoid the over-fitting problem and improve the model performance on test data. FIGURE 2. Classification using Naive-Bayes model. Figure 2 , the model has an 80.95% overall accuracy on the training data set and 77.78% overall accuracy on the testing data set. Meanwhile, the model works well at predicting invalid cases (7/7) but not so well with regard to valid cases (5/9). Since the court typically lists all the reasons for invalid cases, this could explain why there are more keywords that describe invalid cases than valid cases, resulting in higher accuracy for predicting invalid cases. With large samples and testing data sets and iterative refinement of the models, higher correct classification rates can be achieved.
As seen in
One can map and reduce data based on a variety of criteria. A common example is the Java WordCount class. As the name suggests, WordCount maps (extracts) the words in the input and reduces (summarizes) the results with a count of the number of instances of each word. By reading the text files, Wordcount gives a count of how often a word occurs. It looks at the frequency of occurrence of words in a text file. The input and output are both text files. In the output file, each line contains a word and a number denoting the frequency of its occurrence, both separated by a tab. Every mapper looks at a line as input and parses it into words, printing out a key value of pair of the word and 1. Each reducer then totals the counts for each word and emits a single value containing the word and 1. The reducer is used as a combiner on the map outputs. This optimizes the amount of data transmitted across the network, by combining each word into a single record [64] , [65] .
The word cloud plot in Figure 3 displays the words most frequently found in the corpus of cases. The larger the size of a word, the more often it occurs in the corpus. From the plot, we can see that such words as district, product, invent, requirement, and evidence are quite distinct in the case data set, which confirms common sense understanding of the law cases. Such words as invalid, pharmaceutical, patent, and drug also have high frequencies. This affirms what we know via manual analysis and reading of the key implicit issues in the whole data set.
A co-occurrence matrix indicates how, while tracking an event in a given window of time or space, one can identify In linguistics, co-occurrence represents the likelihood of occurrence of two terms in a certain order alongside each other within a large corpus of data (textual) [66] . In this sense, it is used as an indicator of semantic closeness of terms [66] .
Figures 4a, 4b and 4c show how many times two words come together in the sample. As we see from the above results, in Excel spreadsheet, the keyword 'obvious-type double' shows 63 times in the data set. Key word 'inequitable conduct' shows 109 times, 'Doctrine Equivalents' shows 40 times, and so on. On the other hand, some interesting words are shown together many times, like 'anticipate' and 'obvious' (15 times), 'bad faith' (23) and 'public interest' (43) .
Term Frequency Inverse Document Frequency (TF-IDF) is a technique that searches through a corpus of documents and determines which words are favorable to use in a query. For each word in a document, a value is calculated as an inverse proportion of the frequency of occurrence of the word in the document, to the percentage of documents the word occurs in [67] . A high TF-IDF indicates a strong relationship with the document in which it occurs. This implies that if the word were used in a query, then the document would be relevant and of interest to the user [67] . Using this technique ensures efficient query retrieval with relevant words [67] .
The row similarity analysis indicates the parallels between cases. Figure 5 shows groups of cases that are similar or related to each other. For example, the first file (key 0) appears to have some similarity with the files corresponding to keys 10, 9, 8, 7, 29, 4 and 25 that are shown in Figure 6 . This kind of analysis is also useful in grouping similar cases and further examining the commonalties between them.
VI. SCOPE AND LIMITATIONS
This exploratory study is not without limitations. First, this is an exploratory study that seeks to demonstrate the concept and feasibility of applying big data analytic methods and machine learning algorithms to the analysis of what is historically recognized as a challenging domain, namely, legal decision-making. Second, our study is limited to patent validity cases in general, and pharma patent cases in particular. Long-term research should address generalizability to all legal cases. Surmounting the domain-induced difficultiessuch as large amounts of unwieldly free text and diversity of key issues, is difficult. It is only now that researchers are awakening to the prospect of mining large amounts of 'free text' data. Third, the sample size here is limited in terms of number of cases, but sufficiently large in terms of volume of data. Nevertheless, future research can be done on larger data sets (more cases). In addition, the number of pharma patent cases that go on to appeal in the U.S. Court of Appeals is few. Fourth, additional experiments and alternative machine learning and artificial intelligence techniques may be applied to improve predictability. Lastly, while our research focuses on analyzing historical patent cases with a view to providing insight on legal decision making, advanced predictions are possible by correlating former patent decisions with future new case facts.
VII. CONCLUSIONS AND FUTURE RESEARCH
Overall, results in this exploratory study are promising. A Hadoop MapReduce approach demonstrates the efficacy of the distributed approach to handling large amounts of unstructured text data. Likewise, the machine learning algorithms based off the Cloudera big data Hadoop MapReduce platform show promise. The model was able to surface out many of the key issues examined by the Courts such as obviousness, written description, etc. The classification was quite reasonable. Nevertheless, much work remains to be done.
We set out to demonstrate the feasibility of applying big data architectures and analytic techniques in conjunction with machine learning to what is essentially a complex domain, namely, legal decision-making. Our study affirms the promise of new and advanced methods in extracting insight from a corpus of pharma patent validity cases. We acknowledge that the study is limited in scope, and future studies need to be ongoing and extensive, building more comprehensive computational models of legal decision-making using alternative techniques that include artificial intelligence and neural networks. Generalizability and scalability to other patents will also challenge research going forward. The overall long-term goal is to support legal decision-making with automation, thereby improving quality and reducing costs of litigation. 
