The partner selection problem (PSP) of Joint Distribution (JD) is investigated when the joint distribution task can be split into multiple subtasks. In order to select the optimal partner to complete the joint distribution task, a new analysis method and solution for the partner selection problem of joint distribution alliance (JDA) are provided from the perspective of supply and demand matching. First, the definition of supply and demand matching between the subtasks and the candidate enterprises is introduced, and a mathematical description of the subtask-oriented supply-demand matching degree is proposed. Second, an optimization model for joint distribution partner selection is established, which aims at maximizing the supply-demand matching degree and minimizing the total operation cost. Third, as the problem is NP-hard, a hybrid algorithm combining a particle swarm optimization (PSO) algorithm and a genetic algorithm (GA) is proposed to find the Pareto-optimal solutions. Finally, the feasibility of the proposed model is demonstrated in a numerical experiment and the hybrid algorithm is compared with the standard PSO algorithm and GA.
I. INTRODUCTION
Today, the demand of the goods distribution is increasingly personalized and diversified, many small and medium-sized enterprises are becoming increasingly aware that they cannot cope with the huge distribution demand on the basis of their finite capacity, so have begun to take a collectivized approach to quickly adapt to the market change and improve their competitiveness [1] - [3] . In this context, joint distribution (JD) has gradually become one of the promising business strategies. JD is a kind of distribution activity led by core logistics enterprises and participated by several logistics enterprises. Through JD, the logistics resources of enterprises are planned and scheduled uniformly to improve the utilization rate of resources, to reduce the logistics cost, and to maximize the benefits [4] , [5] . Joint distribution alliance (JDA) usually involves multiple members with different core competencies in different areas such as transportation, warehousing, distribution and so on. The members in the JDA share technology and information to seize business opportunities. Whether enterprises working as a synergetic unit determines the The associate editor coordinating the review of this manuscript and approving it for publication was Jun Shen . success of JDA. This means the competitive advantage that the JDA can achieve not only depends on the ability of member enterprises, but also depends on the ability of complementarity between the enterprises and the matching degree between the demands of the JD task and the supply of the candidate enterprises. Therefore, one of the important issues JDA facing is how to choose the most suitable partners.
In 1996, a two-phase mathematical programming approach proposed by Talluri and Bake [6] was adopted for the partner selection problem (PSP). The efficient candidates of each business process type were identified in the first phase by utilizing a data envelopment analysis, while an integer (0-1) goal programming model was used to select an effective combination of efficient partners in the second phase. Ip et al. [7] studied a risk-based PSP and the objective was to minimize the total risk of failure and tardiness. Wang et al. [8] also proposed a risk-oriented model in which the task benefit was taken as an evaluation indicator of partner quality and service level in the objective function. Zeng et al. [9] established a nonlinear integer programming model aiming to select the optimal combination of partner enterprises for all subprojects to minimize the total cost of the project within due date. Dao et al. [10] proposed a new model for the integration of partner selection and collaborative transportation scheduling in virtual enterprises in order to minimize the total cost of the projects. Hlioui et al. [11] established a joint supplier selection model to minimize total inventory and production costs. They adopted a combination of mathematical formulation, simulation and optimization techniques to solve it. Hsieh et al. [12] proposed an architecture for selecting partners based on combinatorial reverse auction mechanism to minimize the cost of VE.
For problems with high complexity, artificial intelligence (AI) method can obtain satisfactory solutions within a reasonable time and has high performance [13] . As genetic algorithm (GA) searches the solution domain randomly, it is more suitable for solving discrete problems, such as the PSP [2] . Tao et al. [14] proposed an evolutionary genetic algorithm using the binary heap and transitive reduction (GA-BHTR) method for addressing the PSP in a virtual enterprise. In order to early avoid solutions from converging to a constant value during evolution, multiple communities were used instead of a single community in GA-BHTR. Additionally, the concept of catastrophe was introduced for avoiding the solutions converging to a local best solution too early after several generations of evolution. Zhong et al. [15] proposed an integrated algorithm combining genetic algorithm with ant colony algorithm. The integrated algorithm performed better in both efficiency and effectiveness than the GA and ACA methods in partner selection. Particle swarm optimization (PSO) is the second most frequently used optimization technique. It is more suitable for solving continuous problems. To solve a problem in discrete space, some amendments are needed [16] . Mahapatra et al. [17] implemented a discrete version of a PSO algorithm for the PSP and claimed that the discrete PSO algorithm was more effective. Huang et al. [18] proposed an improved PSO algorithm. The basic philosophy is to retain these particles whose fitness values are better and then replace these particles whose fitness values are lower with new stochastic particles. This improved algorithm not only retains the outstanding individuals to guarantee its convergence, but also increases the diversity of population to avoid falling into local optima. Zhao et al. [19] adopted a PSO algorithm to solve the PSP and devised several mechanisms to improve the performance of the proposed PSO algorithm including initialization expansion, variance and local searching mechanisms. Huang [20] proposed a new partner selection method based on grey relational analysis (GRA) and a PSO algorithm. The GRA was used to select evaluation indexes. The best partners were found by using the PSO algorithm.
In general, while establishing the partner selection model, most literatures tend to evaluate enterprises in a single direction based on the positive criteria in which the bigger the value is, the better performance it has, or the negative criteria in which the smaller the value is, the better performance it has. In this study, under the condition that the JD task can be split, the requirements of a subtask are regarded as ''demand'' and the enterprise capabilities are regarded as ''supply'', a new analysis method and solution for the JDA partner selection are developed from the perspective of supply and demand matching. The subtask-oriented supply-demand matching degree is used to judge the closeness between the demand of subtask and the supply of candidate enterprise. In order to avoid oversupply or shortage, the penalty function is proposed. The calculation method of the subtask-oriented supply-demand matching degree considering the penalty function is proposed. An optimization model of JDA partner selection is designed with the objectives of the supply-demand matching degree and the total operation cost, on the basis of the subtask assignment, the subtask precedence relationships, the subtask time windows and the due date as constraints. A PSO-GA is proposed to figure out the optimal ''subtask-enterprise'' combination. In this algorithm, the particle positions are updated by crossover and mutation in the GA, which avoids using particle velocity in the standard PSO algorithm. The particle position mechanism does not affect the exploration and maturation capability and can reduce the number of control parameters to a certain extent. Therefore, the calculation time is decreased and a better Pareto-optimal solution set can be obtained.
The remainder of this study is organized as follows. In section 2, a mathematical description of the subtaskoriented supply-demand matching degree is proposed and the supply-demand matching degree of the JD task is calculated. In section 3, a JDA partner selection optimization model considering the supply-demand matching degree is proposed. In section 4, a hybrid algorithm combining the PSO algorithm and the GA is put forward to obtain the Pareto-optimal solution set. In section 5, an example is constructed, the results illustrate the feasibility of the partner selection model. The performance of the proposed algorithm is evaluated by comparing with the standard PSO algorithm and the GA. Finally, the study is concluded in section 6.
II. CALCULATION METHOD OF SUPPLY-DEMAND MATCHING DEGREE OF JOINT DISTRIBUTION
It is assumed that the JD task can be divided into n subtasks. The subtasks constitute an activity network due to their different priorities [21] . If subtask j can only begin after the completion of subtask i, the connected subtask pair is defined as (i, j) ∈ H . Here H is the set of all connected subtasks pairs. Suppose that subtask i has h demands, which can be represented by the demand indicator vector
where d ij represents the jth demand indicator of subtask i. Suppose that subtask i has m candidate enterprises, the supply capability of the kth candidate enterprise is represented by the supply indicator vector S k i = s k i1 , s k i2 , · · · , s k ih , where s k ij represents the supply capability of candidate enterprise k to the jth demand of subtask i. Various demands of subtasks constitute the demand network and various supplies of candidate enterprises constitute the supply network. The supply-demand topology network of subtasks and their candidate enterprises is shown in Figure 1 . The specific relationship between the demand d ij (j = 1, 2, · · · , h) of subtask i and the supply s k ij (k = 1, 2, · · · , m; j = 1, 2, · · · , h) of its candidate enterprises is shown in Figure 2 . According to the 3δ principle in the control chart method, UCL = d ij + 3δ j and LCL = d ij − 3δ j , where δ j is the standard deviation of
it is considered that the supply of the candidate enterprise matches the demand of the subtask. If the supply of the candidate enterprise is completely consistent with the demand of the subtask, it is the perfect matching of supply and demand, which means the distance between the supply and the demand is close to or equal to 0.
The function M (·) is used to map the supply-demand distance between candidate enterprises and subtasks to the interval of [0,1], and judge the closeness between the demand of subtask and the supply of candidate enterprise, as follows:
In order to avoid oversupply or shortage, the penalty function P (·) is proposed. The demands of subtask i can be divided into two types: (1) the lower limit type demand D i = d i1 , d i2 , · · · , d ip , that is, there is a strict lower limit d ip − 3δ p . When the supply of a candidate enterprise is lower than d ip − 3δ p , its supply-demand matching degree is 0. (2) the upper limit type demand D i = d i1 , d i2 , · · · , d iq , that is, there is a strict upper limit d iq + 3δ q . When the supply of a candidate enterprise is above than d iq + 3δ q , its supplydemand matching degree is 0.
For d ip ∈ D i , the penalty function is as follows:
For d iq ∈ D i , the penalty function is as follows:
A schematic of the penalty function is shown in Figure 3 . According to the importance of demand indictors, the weight is given as ∂ i = (α 1 , α 2 , · · · , α h ). The subtaskoriented supply-demand matching degree between enterprise k and subtask i is calculated as follows:
where p + q = h, α 1 + α 2 + · · · + α h = 1.
The supply-demand matching degree D of the JD task is as follows: where x k i is a 0-1 variable, when subtask i is completed by enterprise k, x k i = 1, otherwise, x k i = 0.
III. OPTIMIZATION MODEL OF JOINT DISTRIBUTION PARTNER SELECTION
The subtasks of the JD task E i = {1, 2, · · · ,m} The candidate enterprises of subtask
The set of immediate predecessor subtasks for subtask i, i ∈ N Tl ji
The required handover time between subtask i and j, i ∈ N ; j ∈ R i Tp i
The required execution time of sub-
The handover time between subtask i and j when they are completed by enterprise k, g respectively, i ∈
The handover cost between subtask i and j when they are completed by enterprise k, g respectively, i ∈
The starting time of subtask i, i ∈ N ct i
The completion time of subtask i, i ∈ N es i The earliest starting time of subtask i, i ∈ N ls i The tardiest starting time of subtask i, i ∈ N ef i The earliest completion time of sub-
The deadline of the JD task C
The total operation cost of the JD task η
The threshold of supply-demand matching degree
For subtasks i = 1 : n, calculate the earliest starting time es i and the earliest completion time ef i by
For Subtasks from i = n : 1, calculate the tardiest completion time lf i and the tardiest starting time ls i by lf n = DL (9)
For Subtask i, the start time and the completion time are as follows:
The optimization partner selection model of JDA is as follows:
Objective function (14) represents the supply-demand matching degree of the JD task. Objective function (15) represents the total operation cost of the JD task, which consists the execution cost of subtasks and the handover cost among subtasks. Constraints (16) indicates that the start time of subtasks should meet the time window. Constraints (17) indicates that the completion time of subtasks should meet the time window. Constraints (18) indicates that the completion time of the JD task is less than the deadline. Constraints (19) ensures that each subtask selects the enterprise with high supplydemand matching degree, and the supply-demand matching degree is not less than the threshold η. Constraints (20) indicates that a subtask can only be completed by one enterprise. Constraints (21)-(22) represent the value range of decision variables.
IV. PSO-GA
In order to find the Pareto-optimal solutions of the proposed partner selection model, a hybrid algorithm combining the PSO algorithm and the GA is proposed, i.e., the PSO-GA. In this algorithm, the crossover and mutation operation of the GA are introduced as a position vector update mechanism for particles.
A. ENCODING
According to the priority of subtasks, the integer encoding is designed. In the PSO-GA, the position vector of each particle represents one solution. The number of particles is set as P and the dimension is n (n is the number of subtasks). The position vector p i = (p i1 , p i2 , · · · , p in ) (p ij ∈ E j ; i = 1, 2, · · · , P; j = 1, 2, · · · , n) represents a candidate solution, as shown in Table 1 . 
B. FITNESS FUNCTION
A fitness function is a standard to measure whether a solution is good or not, which is generally constituted by an objective function. In the partner selection model, the objective functions have different measure units, so they must be normalized firstly.f
where f best and f worst are the best and the worst values of the objective functions, respectively. Therefore, the fitness function is as follows:
where ω i is a constant weight.
C. POSITION VECTOR UPDATE MECHANISM
Let p m i represent the current position vector of the ith particle after m iterations. p m ibest represents the optimal position vector of the ith particle during m iterations and p m gbest represents the global optimal position vector during m iterations. The position vector p m i is updated by means of crossover between p m i and p m ibest , crossover between p m i and p m gbest and mutation. A new p m+1 i is obtained by the correction mechanism. 1) CROSSOVER p m i is crossed with p m ibest and p m gbest . In this algorithm, each particle has to be cross-operated. A crossover point is generated randomly, suppose the crossover point is 3, and a crossover operation is shown in Figure 4 .
2) MUTATION
The mutation operation is used to randomly select another candidate enterprise of this subtask. A mutation point is generated randomly, suppose that the mutation point is 9. There are five candidate enterprises of subtask 9, and a mutation operation is shown in Figure 5 . 
3) CORRECTION MECHANISM
After above operations, four new position vectors will be generated for each particle. According to whether the new position vectors satisfy the constraints, a correction mechanism is established to adjust the fitness. If p m inew does not meet the constraints, its fitness value is modified. The new position vector with the maximum fitness value will be selected as the new p m+1 i , In this mechanism, the judgment must be made each time according to the following formula: 
where fitness p m inew is the fitness of p m inew and ϑ is a large penalty number.
V. NUMERICAL EXPERIMENT
It is assumed that a third-party logistics enterprise M undertakes a fresh food cold chain logistics task. The fresh food needs to be transported in the cold chain, the refrigerated vehicle, ice bags and the foam boxes are used to ensure the quality of the fresh food. If the cold chain logistics task is completed by a single enterprise, the individual distribution is inefficiency and the cost is high. The cold chain logistics capacity of enterprise M is limited and cannot complete the distribution task alone. After the comprehensive consideration, enterprise M decides to form a cold chain JDA with other enterprises to share logistics resources and improve the market competitiveness and service ability. According to the logistics process of JD, the task is divided into 12 subtasks, as shown in Figure 6 , in which the line represents a subtask and the node represents a handover between subtasks. The candidate enterprise set for each subtask is: 1 9 , e 2 9 , e 3 9 , e 4 9 , E 10 = e 1 10 , e 2 10 , e 3 10 , E 11 = e 1 11 , e 2 11 , e 3 11 , e 4 11 , E 12 = e 1 12 , e 2 12 , e 3 12 . The JD task must be completed in 7 days. The demand criteria of subtasks are shown in Table 2 . The supply of candidate enterprises is shown in Table 3 . The handover cost and handover time between adjacent subtasks are listed in the Appendix.
A. RESULTS AND DISCUSSION
It is assumed that the weights of the supply-demand matching degree and the total operation cost are ω 1 = 0.5, ω 2 = 0.5, the weights of temperature and transportation capacity are α 1 = 0.6, α 2 = 0.4, and the threshold of supply-demand matching degree η = 0.7. The proposed partner selection model is implemented in MATLAB 2017a. After testing, the PSO-GA parameters are set as follows: the swarm size is set to 100, the maximum number of generations is set to 300, the mutation probability is set to 0.2. The final Pareto-front is shown in Figure 7 . When determining the final solution, the final ''subtaskenterprise'' combination can be selected from the Paretooptimal solution set. If the JDA wants to have a higher supplydemand matching degree to complete the JD task, it can choose a solution with a higher supply-demand matching degree, such as solution A in Figure 7 . The partner selection in solution A is e 1 1 , e 3 2 , e 1 3 , e 2 4 , e 4 5 , e 2 6 , e 2 7 , e 3 8 , e 2 9 , e 3 10 , e 4 11 , e 2 12 . Under this solution, the total operation cost of the JD task is 44.78, the supply-demand matching degree of the JD task is 0.8778, the supply-demand matching degrees of each subtask are 0.9536, 0.875,0.9533, 0.8136, 0.8113, 0.8503, 0.97, 0.9207, 0.9037, 0.8687, 0.812, 0.802, respectively. If the JDA wants to complete the JD task at lower cost, it can choose solution B in Figure 7 . Under this solution, the partner selection is e 1 1 , e 1 2 , e 1 3 , e 2 4 , e 4 5 , e 2 6 , e 2 7 , e 4 8 , e 2 9 , e 3 10 , e 1 11 , e 3 12 , the total operation cost of the JD task is 43.74, the supply-demand matching degree of JD task is 0.7984, the supply-demand matching degrees of each subtask are 0.9536, 0.6268, 0.9533, 0.8136, 0.8113, 0.8503, 0.97, 0.6283, 0.9037, 0.8687, 0.6417, 0.6016, respectively.
The initial weights of the supply-demand matching degree and the total operation cost in this example are ω 1 = 0.5, ω 2 = 0.5. The final solution set is tested as the weights change, as shown in Figure 8 . It can be seen from Figure 8 (a) that when the weight of the supply-demand matching degree rises, the supply-demand matching degree of the solution set increases. From Figure 8(b) , as the weight of cost rises, the total operation cost of the solution set decreases. Both are consistent with the optimization direction of the objective functions.
B. PERFORMANCE COMPARISON
In order to detect the PSO-GA, the performance of this algorithm is compared with the standard PSO algorithm and the GA. All algorithms are coded by MATLAB 2017a and tested 50 times on a Macbook 1.2 GHz PC. The average number of Pareto-optimal solutions and CPU time are utilized to evaluate the performance of the algorithms. The comparison results are shown in Table 4 and Figure 9 .
From Table 4 , the PSO-GA not only obtains more Paretooptimal solutions, but also takes less CPU time. As can be seen from Figure 9 , the set of the Pareto-optimal solutions obtained by the proposed PSO-GA is superior to the set of the Pareto-optimal solutions obtained by the PSO algorithm and GA. Many solutions donated by the PSO algorithm and GA are dominated by solutions donated by the PSO-GA, which demonstrates the high performance of the PSO-GA.
VI. CONCLUSION
Partner selection is an inherent problem in the formation of the JDA. The problem of JDA partner selection under the condition that the JD task can be divided into multiple subtasks is studied. In this process, the demands of the subtasks and the supply of the candidate enterprises are known. From the perspective of supply and demand matching, a new method to analyse the problem for JDA partner selection is provided. The demands of subtasks are divided into two categories, the upper limit type demand and the lower limit type demand. In order to avoid the shortage or oversupply of candidate enterprises, the penalty function is given according to the demand type. The calculation method of the supplydemand matching degree is proposed in combination with the penalty function. An optimization model for partner selection is established in which the supply-demand matching degree and the total operation cost are designed as optimization objectives. In order to obtain the Pareto-optimal solution set of this partner selection model, a hybrid algorithm-PSO-GA is proposed. In the numerical experiment, the results show that the partner selection model of JDA is feasible. Compared with the standard PSO algorithm and the GA, the results show that: (1) the proposed PSO-GA can obtain more Paretooptimal solutions and need less CPU running time; (2) the proposed PSO-GA is superior to the Pareto-optimal solution obtained by the standard PSO algorithm and GA. The PSO-GA is effective and reliable to provide a series of optimal partner selection solutions for the JDA. Overall, the JDA partner selection model considering the supply and demand matching degree can take into account the different demands of the subtasks and the total operation cost of the JD task, thus selecting the suitable partners for the JDA. YIJUN LI received the bachelor's degree in management from the Qingdao University of Technology, in 2018. She is currently pursuing the master's degree with the School of Traffic and Transportation, Central South University. Her research interests include supply chain management, and inventory-transport integration and optimization.
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