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INTRODUÇAO 
O objetivo dcs1f' trabalho é desenvolver sohrf' a esfPra S 2 uma teoria dP ope-
ra.dores maximais, pesos e espaço BA/01 do tipo diádiço, isto é, definidos a partir de 
decomposições da esff'ra 5 2 , que introduzimos no Capítulo I. 
Utilizando um processo de transferência introduzido por Hordin e Tüzoni em 
[1], obtivemos, a partir de resultados para pesos e operadores de tipo diádico sobrE' 
.5 2 , a lirrlltação do operador maximal de Hardy-Littlewood sobre LEJ-12 ), a desigual-
dade de Fefferman-Stein e a limitação do operador maximal que controla a integral 
de Poisson, com pesos w na classe de Muckenhoupt. 
r\o Capítulo I fizemos decomposições da esfera unitária S 2 , análogas às de-
composições diádicas de 5 2 , que têm algumas proprieda.des tão boas quanto as decom-
posições diádicas de IRn, no sentido de podermos comparar as medidas de elementos 
de um k-ésimo estágio e de um ( k + 1 )-estágio da decomposição, e também no sentido 
de podermos comparar elementos das decomposições com bolas de 5 2 • Este capítulo 
traz resultados demonstrados por Bordin e Tozoni em [1] para a esfera Sn, no caso 
particular n = 2, os quais são essenciais para o desenvolvimento dos capítulos seguin-
tes. 
No Capítulo II utilizamos o mét.odo conhecido como a ''dccompos1çâo dr 
Ca.ldcrón-Zygrwund" para obter cstimatiYas para o operador maximal J\1d, definido 
usando as decomposições de 8 2 introduzidas no Capítulo I. Tambi-m obtivE'mos um 
resultado do tipo do Teorema da Diferenciação de Lebesgue. Estes resultados sào 
conlwcidos na Teoria dos iVlartingais, mas a técnica aqui utilizada foi a mesma usada 
por Garcia-Cuerva e Rubio de Francia em [10] para obter estima.tiYas para o operador 
maximal dE" Hardy-Littlewood. 
I\ o Capítulo 111 definimos e estudamos os pesos da classe ,4p(A), bem como 
as suas relaç.ões com os pesos da classe de Muckenhoupt Ap(S2 ). A classe Ap(A) 
é definida de maneira. análoga à. classe Ap (diá.dica) de pesos sobre 8 1 , usando a.s 
decomposições de 5P construídas no Capítulo I. Os pesos da classe Ap(A) podem 
ser Yistos como pesos para. martingais e, desta. forma, os resultados sobre' pesos da 
cla.ssp Ap(AL demonstrado.~ neste capítulo, já são conhecidos na Teoria dos Martin-
gais. Em nossas dcmonst.raçOCs fizemos uso das idé-ias contidas nas dcmonstraçÕC's 
de resultados análogos para pesos da classe de Muckenhoupt Ap(lRn), que podem ser 
encontrados em Garcia-CuerYa c Ruhio de Francia [10]. Os resultados principais do 
capitulo são as caracterizaç()<:,, dos pesos das classes Ap(A) c Aco(A), dadas em 2.3 c 
2.10, e a demonstração da.!irnitaçào do operador de Hardy-Littlewood sobre L{:,( 5 2 ). 
que utiliza o fato de o op('rar]()r Md ser limitado sohre L~,(S2 ). A técnica usada na 
demonstração deste resulLad(, foi usada por Bordin c Tbzoni em [1]. 
O objetivo do Capítulo IV é definir e obter propriedades sobre os espaços 
BAfO, diá.dico e não-diádico sobre a esfera unitária S2 . O principal resultado deste 
capítulo é a desigualdade de Fefferman-Stein com pesos da classe de Muckenhoupt 
Aq(S2), entre o operador maximal de Hardy-Littlewood e o operador maximal sharp, 
cuja demonstração é obtida a partir da desigualdade de mesmo nome para operado-
res do tipo diádico, a qual é demonstrada utilizando a decomposição de Calderón-
Zygmund introduzida no Capítulo 11. Outro importante resultado deste capítulo, 
envolvendo os espaços B .. UU. que foi obtido como aplicação da desigualda.dc de 
Fefferman-Stein, é um teorema do tipo r\'Iarcinkiewicz-Riviere para operadores line-
ares definidos em L':( 52 ), que é de grande importância para o estudo de operadores 
integrais singulares. O espaço BAfO diádico sobre S2 é análogo ao espaço BMO 
diádico sobre 5\ estudado em Schipp- \\'ade-Slmon [1 7]. Estes espaços são estudados 
na Teoria dos Martingais em Garsia [11]. 
Finalmente, no Capí: t:lo \'. apresentamos os resultados obtidos por Bordin e 
Tozoni em [2] para a esfera ,S''·. no caso particular n = 2. Definimos novos operadores 
maximais Md (de tipo diádi;·u 1 e /vt e obtivemos condições necessárias e suficientes 
sobre um peso 'I.U e urna medi de, ;1. definida sobre o~ borelianos de S 2 = 82 x [O~ 1], para 
que est.es operadores sejam limi1ados dt> l~.(S2 ) em L.P(S2 ,tt). 1\o caso do operador 
nâo-diá.dico .,.<\;f~ se u• = 1, a <ondiçào obtida é a condição de Carleson para a esfera 
unitária 8 2 • Ainda nesk uq,)t ulo. dada uma função real e integrável f sobre S 2 • 
definimos o núcleo de Poissor, f' a integral de Poisson UJ e obtivemos uma condição 
suficiente (que também é nt'<t'-.,:-ária para o ca.5o w::::: 1) para que o operador f 1---t u1 
seja limitado de L~,(S2 ) em i'tiB,p), onde lB = {y E /R3 :1 y h< 1}, 
ll 
' CAPITULO I 
UMA DECOMPOSIÇÃO DE 52 
O objetivo deste capítulo é construir uma decomposição da esfera unitária 
8 2 _ análoga às Jpcomposições diá.dicas de S 1 • Esta decomposição foi introduzida por 
Bordin e Tozoni ern [1], no caso geral da esfera unitária 5''. Os resultados obtidos 
aqm serão essenciais para o desenvol\'imento dos capítulos seguintes. 
~a primeira seção somente fixamos algumas notações e apresentamos algu-
ma.~ definiçâf's e propriedades básicas da esfera S 2 • 
Na segunda seção fazemos decomposições de S 2 , as quais chamamos de de-
composições de tipo diádica. O resultado principal desta seção e do capítulo é o 
Teorema 2.11, o qual nos dá informações importantes sobre a decomposição obt.ida, 
estahelecendo. por exemplo, o comportamento das medidas dos elementos da decom~ 
po'-ll;:ão de um k-ésimo estágio em relação a de um (k+ 1)-estágio. Para demonstrá-lo 
uti!Jt:amos alguns resultados técnicos que são colocados como lemas. 
1. PROPRIEDADES BÁSICAS DE 5 2 
1.1. "'OTAÇÃO. Ser E IFI",n E {2.3},escreYemos [r[,.= (r·r)1 i 2 onder·yéo 
prc•dlJto escalar usual entre :r c y em lRn. 
1.2. NOTAÇÃO. Sejam S1 o círculo unitário em Df.2 , e S2 ={.r E DP :I :r b= 1} 
a esfera unitária em JR 3 . SeTE sn,n E {1,2} e I!> o, denotamos por B~(x,f) a 
intersecção de 5 11 com a bola fechada em .JR:'+1 de centro :r e raio f. 
1.3. DEFINIÇÃO. Sejam V1 = [0,2~] e V2 = [O,~J x [0,2~]. Definimos as 
aplicações 6 : Vt ---)- 5 1 e 6 : V2 ---)- 5 2 por 
I 
( cos01, scn01 ), 
( cos01 , sen01 cosOz, sen018f nOz). 
1.4. OBSERVAÇAO. ~2 (01 ,02 ) = (cos01 ,scn01 6(02 )). 
1.5. NOTAÇÃO. A medida. de Lehet>gue de um conjunto mensurável A C 5 2 será. 
denotada por a( A). Se G é um subconjunto mensurável de V2 , 
onde dO= d01, se n = 1 e dO= d01d02, se n = 2. Se f é uma função real e integrável 
definida em 5 2 , então 
1.6. DEFINIÇAO. Seja J1 uma medida sobre a <T-álgebra de Borel 8 8 , de S 2 
Dizemo~ que J1 é uma medida de Radon sobre S 2 se as seguintes condições estão 
satisfeitas: 
(ii) Para qualquer E E 135~, 
Jl(E) = sup{p(I\): ]{C E,/\ compacto}: 
(iii) Para qualquer E E 852, 
p(E) = inf{Jl(G) :.E C G,G aberto}. 
1.7. DEFINIÇAO. Um grupo G é um grupo topológico se está munido de uma 




:rEG H :r-1 E G 
são contínuas. 
1.8. DEFINIÇÃO. lJma medida de Baar à esquerda sobre um grupo topológico 
localmente compacto G é uma medida de Radon JJ, não nula sobre G, que satisfaz 
p(xE) = p(E), para todo x E E c todo E E Bs,, onde xE = {x · y: y E E). Esta 
propriedade é chamada invariância por translação à esquerda de fl. 
1.9. NOTAÇÃO. Denotaremos por S0(3) o grupo das rotações próprias de JF{"'. 
O grupo 80(3) pode ser identificado com o grupo das matrizes inversíveis de ordem 
3 x 3 e com determinante 1, que é um grupo topológico com a operação de multi-
plicação usual de matrizes. Este grupo age transitivamente sobre a esfera S 2 , isto é, 
para quaisyuer x,y E 5 2, existe u E 50(3) tal que u(x) = y. Esta propriedade é 
fundamental para a obtenção de alguns resultados deste capítulo. 
2. UMA DECOMPOSIÇÃO DE S' DE TIPO DIÁDICO 
Seja k um inteiro não negativo, e consideremos o intervalo diádico 
Dessa forma, o intervalo [0, 21r] pode ser dividido em 2k intervalos Ij, cada qual de 
comprimento 2-k+Jlf. 
2.1. DEFINIÇÃO. Definimos 
9i = {D2 }, 9/ = {[0. K] X [0, K], [0, rr] X [c.2rr]} 
e, para Á" 2: 2, definimos 
onde 
{ 
r=2=>j=l e I <€<4 
3 :S r ::; k::::} 2r-3 + 1 :S j S 2r-:2 e 1 :::; f S 2r. 
Agora, para k ~ 01 definimos 
3 
A,= {Çz(G): G E 91} 
A[ = { 6 (lJ) : I S j S 2'}. 
Defiuimos, também, A= U Ak-
k=l 
2.2. OBSERVAÇÃO. Consideremos os elementos Q1 = 6(1; A 1;) c Q2 = 
ç,(J,,_._Hl x I[) de A,. Então existe u E S0(3) tal que u(QJ) = Q2. Como 
conseqüência desta observação será suficiente considerarmos os elementos do tipo Q1 
nas demonstrações e também em alguns enunciados dos resultados deste çapítulo. 
2.3. OBSERVAÇAO. Observemos que, para k 2: O, Ak É' uma cobertura de 82 e, 
se Q1 ,Q2 E A,,Q, oi Q,, então, cr(Q1 n Q,) =O. 
2.4. OBSERVAÇAO. Se #F denota o número de elementos de um (vlijunto finito 
F, então temos que 
#Ao= 1, #A, = 2, #A, = 8 
e, para k 2: 3, 
2.5. LEMA (a). Sejam k ;> L Q, = (,(GJ) E A,, Qz = 6(G,) E...!,_, tal que 
C{l C Q1. SeG1 =fixiJ.tE {1.2}.entâ.oG2 = JlxJ;,comiE {1.2} e 1 :S: n :Sei. 
Se k 2:2 e Gt = lf" X I;, com2::; r::; k e 1::; t s 2~, então (h= r~l X I:. com 
í E {2j ~ 1,2j} e 1::::; n::; 2~. onde sE {2,3} quando j = 1. e 8 =.r--'-- l quando 
2 <:; J <:; 21-2. 
(h) Seja k ~ O e Q E Ak. Se k = O, entà-0 Q é a uniào de dois eknwntos df' A 1 
f', se k = 1, então Q é a uni~o de quatro elementos de A 2 • Para k 2 :.! temos que 
Q = Ç2 (J; x Il) é a uniâo de exatamente três elementos de Ak+t· se j = L f' é a união 
de exatamente quatro elementos de Ak+t, se 2 :S j :S 2k-Z. 
DEMONSTRAÇÃO. (a): Vamos supor inicialmente k = 1. Se Q1 = Ç2(GJ) E A 1 
e Q2 = Çz(G2 ) E A, com Q, C Q1 , temos que G1 = [0, r.] x [0, r.] ou G1 = 
4 
[0, ~J X 1~. 2~1- Como Q, c Qt, devemos ter r;, c (h Portanto, se G, = [0, ~J X [0, ~J, 
temos que G, E Ui X![, li X Il),f E {1.2} e. se a,= [o,~] X 1~,2~], temos que 
G, E {li x !(, li x IlJ,f E {3,4}. Logo, G2 = !,' x lj, com i E {1,2} e 1 <:C<: 4. 
Consideremos, agora, k 2: 2. Scjan; (_,: 1 = IJ X lf, Gz = Jt+t x 1~, com 
2 <:r<: k, 1 <:f<: 2', tais que Q2 = (,(G2 ) C Q1 = (,(GJ). Queremos mostrar 
que i E {2j -1,2j),-< E {2,3}, se j =I e·'= r+ 1, se 2 <: j <: 2'-'- Observe-
mos que Ij =I;/-\ U I;/1 • Portanto, como G 2 C G1 , segue que i E {2j -1,2j} e 
I~ C 1;. Se r= 2, ternos que j = 1 e, conse-q'jentcmente, i E {1,2} e sE {2,3}. Se 
r 2 3, então zr~z + 1 :::; i :$ zr-t. De fato, temos que zr-3 + 1 :S j ,:::; zr-2 e assim 
2'-' + 2 <: 2j <: 2.-1 e 2'-2 +I<: 2j -I<: 2'-1 -I. Como i E {2j -1,2j}, temos 
que zr- 2 + 1 ::; i ::; zr-1 . Podemos então concluir que s = r+ 1 e assim demonstramos 
(a). 
(b): Se k = O ou k = 1, o resultado é triYial. Vamos supor k 2: 2. Sejam 
Q1 = 6(1} x li) E A,, Q, = (,(!,'+' x I;,) E Ak+h com 2 < r < k, I < 
f:::; zr, 2::; s:::; k + 1, 1 :S n :S 2S, e suponhamos_Q2 c QJ. 
Se j = 1, segue por (a) que i E {1, 2}. Quando i = 1, temos que 
r = s = 2, f = n e assim Qz = 6(!1k+l X Il). Quando 1' = 2, ternos que 
s = 3, n E {2C,2i' + 1} e assim Q2 ::::: 6(1;+1 X I~e) ou Qz = ô(/;+1 X /~H1 ). 
Logo, Q1 é a união de exatamente três elementos do tipo Q2 . 
Se j ;::: 2, segue por (a) que i E {2j - L 2j} e s = r + 1. Agora. 
IJ = I;J+_\ U 1;t. Portanto, temos que Q1 é união dos elementos Ç2(/f+1 x J~+t) 
para i E {2j -1,2j}, n E {2t,2f + 1}. Lo.:.::;. Q1 f. a união de exatamente quatro 
elementos do tipo Q2 , e assim demonstramos l.b). 
2.6. LEMA. Seja ér = z-rr.. Se Q' E A~. então existe 3' 1 E Q' tal que 
Q' C B~(I 1 ,Er)· 
DEMONSTRAÇÃO. Seja Q' E A~ e seja 1 <: j <: 2' tal que Q' = 6 (lj) = 
{(cosO, senO): (j -l)z-r+I7r :S () :S jz-r+Ji:'}. Tornamos x' = (cosçi,scn:Ç>), onde 
cP = (2j -l)z-r7r. O comprimento de Q' é dado por 
Portanto, se q = Ç1(0) E Q', temos que 
5 
I '' q - :r 12 I (cosO,.'C!IO)- (cos<ti,sen<P) 12 
< I ( cosj2-r+J1r, senj2-r+llT)- (cos6, senr/>) \z 
2-r+l1r 
2 
= 2-r1r:::::: êr· 
Corno q E Q' é arbitrário. temos que Q' C B{(:r',e:r). 
2.7. LEMA. Sejam k 2: Ü c h,= (I+ 2-2>")2-k+l.>". Se Q E A,, então existe x E Q 
tal que Q C B;(x,h,). 
DEMONSTRAÇÃO. Se Q E Ao. então Q = S 2 = B;(x, Do). para qualquer x E S 2 , 
pois 80 = (1 + 7r/4)2r. é maior que o diâmetro de 5 2 . Se Q E A 1 , então Q é urna 
metade da esfera 5 2 . Portanto, como 61 = 1 + ~ > ..fi. existe x E Q tal que 
Q C B;(x,8I). 
Suponhamos agora k ? 2. Seja Q = Çz(G) E Ako onde G = IJ x IJ, j = 1 
c 1 :S f S 4 se r = 2, 2r-3 + 1 S: j S 2r-2 e 1 S f ~ 2r se 3 S: r $ k. Sejam 
r/>= j2-k+I7r, t = 2-k+I7r e a= 2-r+l?t'. Se j = 2r-3 +i, então 1 S: i S: 2r-3 e 
Temos que 
Q = {I' cose~.. senO~. 6 ( 02 )) : 1> - t :C: 01 :C: ~. Bz E J!}. 
Quanto maior for o J. maior será a área de Q. Tomando i= 2r-3 , obtemos j = 2r-2 , 
que é o maior valor que j pode assumir. Logo, para i = 2r-3 • conseguimos Q com a 
maior área possín·:. Portanto. é suficiente tomar i= 2r-3 e. neste caso, obtemos 
Seja Q1 = Ç1 (li). Como Q' E A;, pelo Lema 2.6 existe x' E Q' tal que Q' C 
B:(x',e,). Se B = (01 ,02 ) E G = Ij x lí, então x = (coso,sen~ x'), 6(~,82 ) 
(cos</J,sen~ 6(02)) e Çz(B 1 ,0z) = (cos81osen81 Ç1(02)) estão em Q e 
6 
Portanto, 
I Ç,(<j;,O,)- I 13 
((cos<f- cosOI)' + ( . .enf- senOI) 2 16(0,) llJii' 
I (I(<Pl- 6(0I) 1,s: 2-•+1,- ~ t, 
I (cos<f;,sen<f; 6(02))- (cosÇJ,scn<P x') 13 
I scnf 116(0,)- x' I2:S </;E,. 
IC,(OI,O,)-xh :S 16(0~,0,)-(,(f,O,)b+lç,(f,O,)-xh 
:Ô i + lj;E, ~ 8,. 
Então. Ç2(0) c B;(x,8,), para todo O E G, isto é, Q c B;(x,8,). 
2.8. OBSERVAÇÃO. Sejam k 2: O, lf E Çi, Q~ ~ (I(lf), f], ~ 2-',-, y, ~ 
(I(;3,) e r,~ (2- 2cos2-',-)1i2. Então Bi(y,,r,) ~ Q~. De fato, 6(;3,) é o ponto 
médio do segmento circular Çt(Jf) de 81. Logo Ç1(Jf) é do tipo B~(,Bk,rk), onde 
r, l6(fJk)- 6(0) l2 
I (cosT',-,sen2-',-)- (1,0) 12 
(2- 2cos2-',-)'i'. 
2.9. LEMA. Sejam k > 2, 
(oL.o~) = {7í/2- 2-k11,2-k7r) 
Então B;(x1 .p,) C Q,. 
DEMONSTRAÇÃO. Suponhamos que y ~ C,(OI, 02) ~ Q,. Então. ou OI ~I;,_,. 
ou 82 r/ I~. Se 01 fj_ 1;~.-2, então, por um raciocínio inteiramente análogo ao da 
ObserYaçào 2.8, obtemos que 
I 6(0~,0,)- (,(a[, a!) 13 
I (cos01 ,senOI (I(02))- (cosn(,scna! (J(a1J) b 
> ((cosO,- cosal}2 +(senO, 16(0,) b -úna[l ÇI(a!) I,)')I/Z 
- IÇI(OI)-6(ai) l2 
> (2- 2cosz-',-)'i' 
> .j2(2- 2cosT',-)Ii' 2 . . 
7 
Agora, consideremos 01 E 1;k_2 , Como y f/. Qk 1 temos que Oz f/. Jf e, portanto, 
Ç,(O,) rt Q( = Ç1 (!f). Mas 01 E J;,_, e, assim, ou a( :S 01 :S ~ /2, ou ~ /2- 2-k+l ~ :<:; 
()1 s: ol Se al ~ ()I ~ 7r/2 e f3k = z-k7r, tomamos V! = seno:l 6(!1k), Vz = 
seno~ (1(02 ) e f3 = (senOf- scnal)fsenal. Como k 2:2, temos O< al ~ 01 :S 7r/2. 
Portanto, sen01 2 sena/ >O e assim (3 2 O. Ainda, como I Ç, ((3.) l2= I =I ç, (02) 12 , 
temos que I v1 lz=l v2 lz e, portanto, 
De fato, 
(2) I f3v,- (v,- v,) I~ f3' I v, I~ +2f31 v, I~ -2f3(v, · vd+ I v,- v, I~ 
Segue por (2) que 
> f3' 1 v, li +2f3 I v, I~ -2f3 I v, 1,1 v, 1, + I v, -v, li 
f3' I v, I~ +2f3 I v, li -2f3 I v, I~ + I v, -v, I~ 
> I v, -v, li. 
(3) I y- Xk ls I (cosO" senO, 6(0,))- (cosa!, senal Ç,(az)J ls 
> I sen01 Ç1 (02)- senai 6(/h) lz 
I (3v, + (v, - vi) l2 
> I "' -v, 1, 
.<enai 16 (O,)- 6((3,) lz 
co,2-'~ I 6(0,)- Ç,(f3,) b · 
Agora, se r./2- 2-k+lr. S 01 S o: L tomamos V 1 = sen01 6 ( 02 ). l'z = sen01 (1 (Bk), /J = 
(senol- Mn01)/sen01 • Então (3 2: O, I v1 b=l v2 lz e, assim, també-m vale a 
desigualdade (2) neste caso. Portanto, 
(4) I y- Xk 13 I (cos01 ,sen01 6(0,))- (cosa[, seno[ Ç1 (aiJ) 13 
> I sen01 6(0,)- senai 6(f3k) b 
I (3v, +(v,- v,) l2 
> I v,- Vj I' 
senal 16(0,)- 6((3,) b 
cos2-'~ I 6(0,)- Ç,(f3,) b · 
8 
Logo, segue por(~{) e (4) P pela Observação 2.8 que, se 81 E /;,_2 e 82 r/. Jf, Pntào 
( 5) 111- Xk I' > cos2-'~ 16(8,)- éJ(!J,) l2 
> J2 (2- 2cos2-'~) 112 = Pk· 
2 
Portanto, se y f/_ Qk, segue pelas desigualdades (1) e (5) que y rf_ B~(xk,Pk), isto é, 
Q> C (B;(x,,p,))', e assim obtemos que B;(x,,p,) C Q,. 
2.10. LEMA. Se x E S' e OS p S 2, enliW lT(B;(x,p)) = ~p'. 
DEMONSTRAÇÃO. Sejam ] = (1, O, 0), x E S' e O s p S 2. Como SO(:J) age 
transitivamente sobre Ef2, existe u E 80(3) tal que u(ll) = x. Além disso, a medida 
de Lebesgue sobre 52 é invariante por rotações e assim 
Portanto, é suficiente demonstrar o lema para x = Jl. 
Observamos que 
Logo, como a função v(t) = a1'c cost é decrescente no intervalo [-1, 1], segue que. 
para O ::; p ::; 2, 
I 1:,(8,.8,)-] ls<: p ""' 81 <:are cos(J- ~). 
Portanto, H;(li,p) = {Ç2 (8,.82): O<: 81 <:are cos(l- ~).O<: 82 <: 2,-j, e assim 
"'" 
{2-r: larc cos(l-,) 
lT(H;(].p)) =lo dB, 
0 
un81d8 1 =~f'. 
2.11. TEOREMA. (a) Se k :0 O, Q1 E A, e Q2 E Ak+t com Q, C Q1, então 
lT(QI) <: 80'(Q,). 
(b) Para todo Q E Ak, k ~O, existem x E Q e O :S f::; 2 dependendo somente de k 
tais que Q C B;(x,f) e 
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(c) Para todo x E S 2 e todo O:=; l :=; 2, existem k 2: O, C} E Ak e v E SO(:l) tais 
que s;(x,f) c u(Q) e 
DEMONSTRAÇAO. (a): É trivial para k = O pois. neste caso, Q1 = 8 2 c 
Q2 é uma metade da esfera S 2• Vamos supor, então, k 2: 1, Q1 = Ç2 (G1 ) E 
A,, Q2 = 6(G2) E A,+l, com Q2 C Q1 • Se G1 = IJ x IJ. segue do Lema 2.5 (a) 
queG2 = f;k+l X 1~, com i E {2j -1,2j} e sE {r, r+ 1}. Como$= r ou"= r+l: 
segue que I~ é igual a IJ, ou I~ é uma metade do intervalo r;. Logo, obtemos que 
(1) 
É suficiente demonstrar (a) para i= 2j -1, pois, como a função seno é crescente no 
intervalo [0, 1r /2], temos que 
B 
Se j 2: 1, tomamos t = ; + (j - 1 )2-k r, c obtemos 
Mas, como sen2t :=; 2stnt para O S t ::; r. /2, e a funçãu seno é crescente netite 
intervalo, temos que 
(2) 
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Portanto, segue por (I) r (2) que 
u( Q!) < 2(d02~; Mn0J d01 
< 8 { dO,j M1l0Id0I = 8u(Q,) . 
.!f· Jk+1 
n 2J-l 
(b): Como os elementos df:' Ao e A 1 sào bolas em 5 2 , podemos supor k ~ 2. Sejam 
então k 2 2 e Q = 6( G) E Ab onde (; = !~ x I;, com j = 1 f' I ~ f :.:; 4 se r = 2 e 
zr-3 +1 :Sj:S2r-2 , 1 :Sf:S2rsea::;r::;.k. Sejamo/=(j-1)2-k+I1!', t=z-k+11l" 
e a= z-r+1 7r. Se j = zr-3 +i e 1 :S i ::; zr-3 , então 
1ri 1!'•)-k+I1f 
- + (i - I)!. = - + (j - 2'-3 - I )T'+l w = q\. 
4a 4.2 r+lrr 
Como a função seno é crescente em [0, r. /2], segue que, considerando c/J, te o: fixados, 
o elemento Q de menor área é obtido quando tomamos o menor valor possível para 
j, isto é, í = 1. Portanto, é suficif'nte na demonstração de (b) tomar i= 1, isto é, 
;\ = w!./4a. 
Pelo Lema 2.7, existe X E Q tal que Q c s;(x,li,), onde li, (1 + 
2-21r)2-k+11r. Temos, pelo Lema 2.10 que 
e 
Portanto, para j 2': 2, temos que 




o(co5o- co5(GJ + t)) 
< 
16<;\1 
cosQ- co.~ócost + senoseni 
16ol 
scncjJsent 
t w g(t.) 
Seja, agora, h(t) = , O < t < Temo' que h'(!.) = --2 , onde g(t) = scnt, 2 scn t 
sent- tcost. Como g'(t} = tscnt > O para O < t < ~' scgllc que g(t) é crescente. 
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Mas g1 f!: =O e assim g(t) >O para O< t < ~- Logo, h'(t) >O para O< t <~e, 
portanto. h é crescente no intervalo (0, 7r/2). Agora, como t = 2-k+l1f::; <P <i' pois 
.i~ 2. usando (3) obtemo.<; 
Suponhamos. agora, j = 1. r\ este caso, rjJ = O, o = 7r /2 e, portanto, 
<7(B;(x,5,)) 4~1' 81 2 ( 4) <7(Q) < -a7(c-o.-,1,----co-,<,--(1,--+c-=t)) (J - cost)' 
t' 
Tomemo:- f(t) = Derivando J(t), podemos mostrar que f"(t) > O para (l-cosi)' 
O < t < ~- c assim concluir que f'(t) é crescente. Como f'(O) = O, segue que 
f'(t) >O e. conseqüentemente, f(t) é crescente. Portanto, f(t)::; !(~) = : 2 , para 
" todo O < t < 2. Assim, usando ( 4), obtemos 
.j'l (c): Seja Pk = 2(2- 2cos2-kr.?12, para k;:: 2. Se X E S 2 e ./2 <c s; 2, então, 
pelo Lf'ma 2.10, se Q0 = S 2 E An. temos 
---;-u;c;(:o'Qcc0':) ;-c = _4_7õ < _4_ = 2, 
"(B;(x,C)) "f' (.Jl)' 
Se .T E :··." 2 e p2 <f::; -./2, ainda pelo Lema 2.10, se Q1 E Ah temos que Q1 é uma 
metad(· da esfera S 2 c, portanto. 
oc( QJ) 2 4 ~ 
' )) < 2 = 10 < /. a(B,(,r, C p2 2- v 2 
Agora, seja x E 8 2 e suponhamos Pk+t <f::; Pk, para k 2: 2. Sejam Q~r e· Xk como 
no Lema 2.9 e seja u E 50(3) tal que u(x~;) = x. Então, por este mesmo lema, segue 
que B~(x,l') C u(Q). Se t = 2-k+l;rr, temos, então 
o(B~(xk,PHd) = 1rp%+1 = 1r(1- cosf) 
12 
e 
(5) o-(Qk) 1 tsent 
o-(B;(x, Pk+1 )) - x (I - cos(~))" 
Como O < t < I, usando séries de potências obtemos 
1- cos(D 
Portanto, segue por (5) que 
o-(Rj(x,()) 
o que demonstra (c). 
< 




< 2 < 11, 
t o. 98JC 
2.12. OBSERVAÇÃO. Se tomarmos os intervalos IJ, onde k: é um inteiro não 
negativo e 1 ::.; j ::; 2k, definidos no início desta seção como sendo o intervalo semi~ 
aberto 
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e a partir daí fizermos uma decomposição de 82 de maneira idêntica à decomposição 
construída com os intervalos IJ fechados, obteremos, na verdade, uma partição de 
.'P. De fato, se Q 1 e Q2 são elementos não sobrepostos da nova decomposição, temos 
que Q1 n Q2 = 1/J. Todos os resultados obtidos neste capítulo continuarão válidos 
para esta nova decomposição. As demonstrações são análogas às que foram feitas 
considerando os intervalos IJ fechados. 
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' CAPITULO 11 
A TEORIA DE CALDERÓN-ZYGMUND 
PARA S2 
Em 1952 1 A.P. Calderón e A. Zygmund criaram um método simples, ma~ pode~ 
roso1 que pode ser utilizado na demonstração de urna série de resultados em Matemática. 
o qual ficou conhecido como "a decomposição de Calderón-Zygmund~'. Este mPtodo tem 
como base as decomposições diádicas do IR:'. Neste capítulo, utilizamos o mi>todo dC' 
Calderón-Zygmund tendo como base as decomposições do tipo diádico de 5 2 introduzidas 
no Capítulo L Este método tamOCm será chamado aqui "a decomposição dr ('aldf rón-
Zygmund)'. Alguns dos resultados deste capítulo serão usados nos capítulos seguintes. 
Na primeira seção definimos o operador maximal do tipo diádico e, usando a de-
composição de Calderón-Zygmund de 5 2 , demonstramos propriedades deste operador. Um 
dos resultados demonstrados é a limitação deste operador em LP(S2 ). Este resultado já 
é conhecido1 mas a sua demonstração é obtida pela Teoria dos Martingais, considerando 
a seqüência de a-álgebras geradas pelas decomposições Ak introduzidas no Capítulo I 
(ver Neveu [14): pág. 68). Um outro resultado que obtemos nesta seção é u!n teorema 
do tipo do Teorema de Diferenciação de Lebesgue, o qual tambf.rn é conlwcidu da Teo-
ria dos Martingais 1 como teorema de convergência de Martingais (ver Neveu :i-!-;. pág. 
62). A demonstração dos resultados desta seção é baseada na demonstração dP fp.;uJt a dos 
análogos para o operador maximal de Hardy-Littlewood, os quais podem ser PIWü!ltrados 
no Capítulo II de Garcia-C'uerva e Rubio de Francia [lO} e também em Stein- \\-t':::-~ [10! c 
Torchin,ky [20]. 
~a segunda seção fazemos uma decomposição de Calderón-Zygmund prtr;, fllnçôes 
reais definidas em 8 2 , análoga à decomposição de mesmo nome para funções reai" d~fin ida" 
em IR" (ver Garcia-Cuerva e Rubio de Francia [10], demonstraçào de II-5.7) . ;\e:;ta de-
composição: escrevemos uma função de L1 (52 ) como soma de duas funções, uma chama.da 
de ''parte boa" e a outra de "parlf ruim" da função dada.. 
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1. OPERADOR MAXIMAL DO TIPO DIÁDICO E A DECOMPOSIÇÃO 
DE CALDERÓN-ZYGMUND 
1.1. DEFINIÇÃO. Seja J1 uma medida df'finida soLrt·· a a-á\gt>lna ck Borel 8 52 dt> S'2 , e 
seja f: .52 --+ IR uma função 8 82-mensuráw•l. Se O< p < x, di:;;emos que f E LP(S2 ,p) 
se 
Se J1 =a, onde a é a medida definida no Capítulo I. <lenotaremo.~ L''(82,f1) por LP(8 2). 
1.2. OBSERVAÇÃO. Se f= g q.s. em S 2 , entào f f' g são idPntificadas como a mesma 
função em LP(S2,J1). Dessa forma. a aplicação f~ lifiiP é uma norma em LP(S2,p), se 
1 S p < oo; e, com essa norma, LP(S2 ,Jl) P um espaço de Banach. 
1.3. DEFINIÇÃO. Seja f E Ll(S2 ). Se x E 8 2 , definimos 
Md/(x) = sup-1- r I fly' i d,;(y). 
,,q a( Q) JQ 
Q'A 
oc 
onde A= U Ak- Chamaremos A1df de função maximal do tipo diádico de- f, e Md de 
h: I 
operador maximal do tipo diád.ico. 
1.4. TEOREMA. Seja f E L'(S2 ). Então, para todo I > O. o conjunto E, = {x E 
S 2 : ]\1d.f(x) > t} é a união de uma família {QJ,dJEJ, de elemeutos do tipo diá.dico não 
sobrepostos (isto é, SC' i,j E J1 e i o:f j, então cr(Q;, 1 :' Q;.r) = 0). que satisfazem 
11) 
Além dis:,o, 
(2) ,;(E,) :S -
1
1 f I .flx) I o·,, .n. ls:: 
DEMONSTRAÇAO. Dado t > O, seja ('1 a fan:1l1a. dos elementos do tipo diádico 
Q1.t E A que satisfazem a condição 
(3) t <a(~,,,) h,, I f( r) I da( r) 
e que são maximais entre aqueles que satisfazem (3) (isto é, se CJ.i,t e Q;,1 pertencem a 
Ch com Q1,1 C Q;,1 , então Q,, 1 = QJ,1 ). Dessa forma, todo Q E A, satisfazendo (3), está 
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contido em algum Q1,1 E C. Akm dis::;o, da forma como foram definidos os ckmrntos 
de C11 é claro que eles não ~e sohrep(wm. Se Q1 ,1 E C1 , então existe k tal que Q1,1 E Ak-
Scja Q' o único e\<:>meJtto du tipo diádico em Ak-1 que contém Q1,1• Então, como Q' f/. C1 




- r I f( :r) 1 da(.r)::; t. 
oc( (J') lo• 
Pelo Teorema 2.11 do cap:tulu ankrior, como Q1,1 E Ak,Q' E Ak-t e Qj,t C Q', temos 
que oc((J') :<:; 8oc(CJ,.,). Logn "'""do (4), obtemos 
. fi :r) I da( :r):<:; ~8- r I .f( :r) I da(.r) :<:; St. 
a( (J') lo· 
Assim, obtivemos uma família ct = {Qj,t}jEJr de elementos do tipo diádico tal que, para 
todo j E J11 temos 
1 < 
1 
, 1 l.f(x) I dcr(x) :<:; 81. 
cr( QJ.t) QJ,t 
Vamos mostrar agora que Er é a união dos elenwntos da família Ct. Seja :r E E1 . Então. 
Mdf(:r) > t. Portanto. exi":1· algum elemento do tipo diádico Q;r- contendo x, tal que 
t < ~ ) 1 l.f(y) I dcr(y). 
a( x Q"' 




Portanto, U Q1.1 C E1• e dai seguf' que E1 = U Q.i,t· Logo. 
o que demonstra o teorema. 
jEJ, 
< ~I: 1 I f(x) I d('J(x) 
f jEJt QJ.t 
< ~ r l.f(x) 1 da(:r), 
L ls• 
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1.5. LEMA (Folland [9]. pá.g. 6!1). Dados f E L1 (JR2 ) e E> O, existe uma função real h 
dt·finida em Dl2 , contínua, que se anula fora de um conjunto limitado, tal que 
f. I f( r)- h(x) I d:r <f. R' 
1.6. LEMA (Ft·rna.nd('" [8], pág. 71). Seja f uma função não negativa em U(S2 ). 
Lr~tào, JHirfl t.odo E > O, existf' f, > O tal que, para qualquer conjunto A C S2 , com 
01 ·1) < Ó, 1.f'll10S 
J f(x)du(x) <e . 
.4 
1.7. LEMA. Sejam f E L1(S 2 ) e t: >O. Então existe uma função g: 5' 2 --+ D-l, contínua 
em ~2 ((0.IT) x (0.2IT)), satisfazendo 
L I f( r)- g(x) I du(x) <E. 
DEMONSTRAÇÃO. Por 1-1..\ e do fato que f E L1 (52 ), temos 
. ; ' r I flx) I du(x) = r f'" I f((,( O)) I sene,ao < oo . 
.fs2 lo lo 
Seja o(B1 .02 ) = flô(0 1.62 ))sen01 . Então, por(!), temos que o E L1('D2 ). Logo, dado 
E > O, pelo Lema 1.5, existe uma. função contínua. e limitada V-• : V2 ---+ IR tal que 
(2) f I <f;( O)- ,P(O) I dB <E. lo, 
S?.],pmos que Ç2 A (0,11) X (0,2r.) -----+ Ç2(A) B tem inversa 
C\ :H_____, A, Ç2 1(:r,y,z) =(are co.s:r,arc tg z/y). que é urna função contínua. Corno 
1 . :1 ---+ IH dada por h ( 01 ~ 02) = 1;'•( 01 ~ Bz) f sfn.B1 é continua, então g = h o (,:; 1 : B ---+ IR 
JG•;Ú)f'DJ (contínua. Para x E 82\B, 1omamos g(x) =O e, usando (2), temos 
L i .f(x)- g(J) I dO"(x) !, I f(x)- g(x) I d"(x) 
r {'c I f(ç,(O,,O,))- g((z(B,.O,)) I senO, dO 
.lo lo 
r r" 1 q,1e,,e,J _ ~, 1 e,.e,J 1 de 
.fo lo 
;, I ~(O)- ,P(O) I dO< o. Jl, 
1.8. TEOREMA. Seja f E V(S2 ). Então, para quase todo x r/:. U 3Q, temos que 
QE.A 
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( 1) lim (~ ) r I f(y)- f(x) I du(y) ~O. 
k-oc·a k lo~ 
o 
onde os Qk E Ak sãD escolhidos de forma que x EQ~;- Ou seja.1 o limite (1) vale para quase 
todo :r E 5 2 • 
DEMONSTRAÇAO. E suficiente- mostrar que, para todo t > O. o conjunto 
A,~ {"E 8 2 : lim snp~(Q1 ) r I f(y)- f(.r) I du(y) > t} 
k-rx. (J k }Qk 
tem medida zero, pois o conjunto onde o limite (1) não vale está contido em ( Ü A 1jj) U 
]=1 
( U DQ). e é trivial que a ( U DQ) ~O. 
QE.A QE.A 
Fixemos E > O. Pelo Lema 1. 7, podemos escrever f = g + h, com 9 contínua 
em ç,((O.~J X (0,2~)) e r I h I< E. Fixemos X E S' tal que X rt u DQ, e Seja Js2 QEA 
o {Qk}k:1 uma família de elementos do tipo diádico tal que Qk E Ak ex EQk. Como 
o 
.r rt DQ para todo Q E A. existe k1 E IN tal que Q, CQ,,, para todo k > h. Como 
o 
g é contínua em Qk
1 
e Q~; é compacto, segue que g é uniformemente contínua para todo 
k > kt. Então, dado c'> O, existe h> O tal que, se k > k1 e y,z E Qk com I y- z I< b, 
entàD I g(y)- g(z) I< E'. Por 1·2.7 segue que, se Q, E A,, existe Zk E Q, tal que 
Qk C B~(zk,6k),ondelik = (1+2-2r.)2-k+1r.. Vamosescolherk2 demaneiraqucli~;;,, < 5/2, 
o 
e seja k0 = max{k1,kz}. Então, se k > k0 , temos que Q~, CQk: e bk < 6/2. Daí, para 
todo k > k0 temos Qk C B~(zk- 6/2) e, assim, se y, z E Qk. temos I y-;:; I< ÍJ e, portanto, 
I g(y)- g(z) I< E'. Como z E Q, para todo k, se k > k0 e y E Q,. temos 
u(~2 ,) h, I g(y)- g(x) I d.r(y) <E'. 
Logo, 
. 1 l hm ~(Q I g(y)- g(z) I dcr(y) ~O k~c::oa k) Qk 
Agora., 
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lim 8up-Q1 l r 1 J(y)- J(x) I dLJ(y) < k~rx a( ' k }Qk lirn 8Up (~ ) r I g(y)- g(x) I dLJ(y) k--cr· a k lo. 
+ lim•up (~ l r 1 h(y)- h(rJ 1 dLJ(y) 
k-+oo (]' k }Qk 
< lim S!Lp ~ ) r I h(y) I da(y) 
k-H>G cr( k )Qk 
+ limsup (I ) r I h(x) I dLJ(y) k--= a Qk JQk 
< M,h(x)+ I h(.r) I· 
Mas 
A, c {x E S2 : M,h(x) > t/2) U {x E S2 :I h(x) I> t/2), 
e, pelo Teorema 1.4, temos 
2 r 2E 
LJ({x E S2 : M,h(x) > t/2)) :S t lS' I h(x) I dLJ(x) < -t. 
Ainda1 temos que 
r 2 2E 
"'({x E S' :1 h(x) I> i/2)) :S JS' tI h(x) I dLJ(x) < j· 
Portanto, a(A1) :S 4Ejt. Como E: é arbitrário, temos que a(At) = O, o que demonstra o 
teorema. 
1.9. COROLÁRIO. Seja f E I 1(52 ). Então, para quase todo J' E 5 2 , temos 
(1) f(x) = lim-Q1 ) r f(y)da(y), 
k-<X-a( 1.- )Qk 
(21 I f(x) I:S Md(x), 
onde os :r E 5'2 sâo escolhidos de forma que x ~ U 8Q. 
QEA 
DEMONSTR~ÇÃO. (1): Pelo Teorema 1.8 temos que 
l,(~k) lo. f(y)du(y)- f(x)l :S tr(~k) lo. I f(y)- J(x) I du(y) ~O 
quando k --t oo, para. quase todo x E S 2• Logo, para quase todo x E S 2, ternos 
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f( .r) = lim - 1 - { f(y )da(y ). 
k~'X o( Q .. ' 'Qk 
(2): Por (1), para quasf' todo x E S 2 : temoi-
1.10. OBSERVAÇÃO. Observamos qtw. (~;.,dos f E /, 1 (S'2 ). se f> O, o Corolário 1.9 
juntamente com o Teorema I A nos dào urna decornposição de S' 2 com relação à f e a t, em 
duas partes: Um conjunto !1 formado pela u:,1bo de elcrneutos do tipo diá.dico {QJ,dJEJ, 
não sobrepostos, cuja média de I f I sobre cada Q1 .t está entre i e 8( ou seja, tais que 
para todo j E lt, e um conjunto F= nc, onde I f(;r) I.'S t q.s. Ue fato, se existe um 
conjunto A de medida positiva tal que A C 0- c 1; f(;:) I> t para quase todo :r E A, então 
o Corolário 1.9(2) nos dá que ll1df(.r) > t. para quase todo X E A. Absurdo, pois A c nc. 
1.11. DEFINIÇÃO. Seja r uma medida de Bor<·l positiva e finita sobre S 2• satisfazendo 
a seguinte condição: Existe C >O tal que. se Q 1 E Ak e Q2 E Ak+l com Q2 C Q1 , então 
(1) ~(Q,) S C~(Q,). 
Sejam f E V(S'2 ) e :r E 5 2 • Definimos 
M,,,f(x) = sup-1- Í i f(y) I dtL(y). 
xEÇ' JI(CJ' • Q 
OE-~ 
c.\-h 1, é chamada função maximal de tipo diádir-o de f com respeito à medida 11. 
1.12. OBSERVAÇÃO. Sf' f E 1. 1(82 .tt1 c ... .-.f> O. podemos oh1er uma df'composiçào 
de Calderón-Zygmund de .52 com respeito a f ,. t relatiYa à medida 11 e podemos também 
estimar a medida 1-1 do conjunto E1 = {1· E :·,· 2 : Ma',11 j(.r) > t}. Para isso, utilizamos 
raciocínio idêntico às demonstrações an1erion·-. ('obtemos o análogo de todos os resultados 
para. a medida J-L no lugar de a 1 trocando S pela constante C. 
1.13. TEOREMA. Seja p. uma medida de Borel regular em 8 2 satisfazendo a condição 
(1) da Definiçã-O 1.11. Então, para cada p com 1 < p < oo, existe uma constante CP> O 
tal que, para toda f E LP(S'2, p), temos 
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( 1) ( [ )Jfp (i )Jfp J)M;,,f(x))'dp(x) ~C, Js< I ftx) I' dp(x) . 
DEMONSTRAÇAO. Fixado I> O, seja fi(x) definidc. por 
f ( ) = { f(x) , se l.f(x) !> 1/2 t X , . O , ca.:so contr.?.:JU. 
Então, I J(x) I :S I fi(x) I + 1/2 e M,,,j(x) S JJ,,,.fJ(.r) + 1/2. Portanto, 
I {x: M,,,j(x) > t) C {x: Md,p!J(x·) > :/.}. Logo, 
p({x: M,,,f(x) >I}) < p({x: M,,,Jdx) > 1/2}) 
< ~ f 1 JI(xJ 1 dp(x) 
t ls2 
~ f 1 JlxJ I dp(x). 
i J{x:jj(x)j>t/2J 
Portanto, pelo resultado 1 do Apêndice, temos 
fs,(M,,,f(x)Ydp(x) - p 1= t'-1p({x: M,,,jp·) > l))dl 
< P r= 1'-'(~ f 1 J(xl I d,,(x))dt Jo i Ar:IJ(x)l>t/2} 
2p r= 1'-'( r 1 J(x) 1 dp(xl)dt. lo .f{:r:IJ(l·)bt/21 
Mudando a ordem de integração, a integral com rPspei1o a t se torna 
pois p > 1. Entâo. 
r (M,.,f(x))'dp(x·) S 2'p r i f" I i' dp(.T) ls2 p- 1 Jr::;2 
' 
e o teorema está demonstrado para CP = 2 (-p-) '. 
p-1 
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2. A DECOMPOSIÇÃO DE CALDERÓN-ZYGMUND DE UMA FUNÇÃO 
2.1. DEFINIÇÃO. Seja f i' 1'(.5'), e sejam t >O. C,~ {Q,,,],EJ, e E1 como no 
enunciado do Teorema 1.4. Detillirnos, para .T E 8 2 , 
\. (~ ) f f(y)da(y))XQ,,,(x). se x E E1 
. (} ;.t }q),l 
e, para j E ) 1, definimos 
Se x rf. Et = U Qj,t temos que 
jElt 
g(;) + Lh,(x) ~ f(x) 
JEJ, 
e 1 para x E E1 temos que 
g(;) +L hj(x) ~L /Q,,\Q,,,(.r) +L f(l'hQ,,,(x)- L (Q,,XQ,,,(x) ~ f(x), 
jElt )Elt jElt jElt 
'lx rf_ U 8Q, onde /Q,, ~ ((~ J f(x)da(x). 
QEA a ;.t Q;., 
Se escrevemos b = L h1 • temos, então f(x) = g(:r) + b(x) q.s. A esta decom-
;E.J, 
posição de f damos o nome ck ~dfcomposü;ào dt Ca.ldrrón-Zygmund dt f". g é chamada 
"parit boa" e b. '·parft ruim·· de; fnnçào f. 
2.2. TEOREMA. Sejam f E L 1(31 ). t >O e g. h1 como na definição acima. Eu tão, 
(!) I g(x) ls 81 q.s.; 
(2) ll9lh s llflll: 
(3) suporte de hj C Qi,,; 
(4) Js,h;(y)do(y) ~O; 
I5J L llh,lll s 2ll.tlh· 
jEJ, 
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DE"!\lONSTRAÇAO. Lf'mhremos que E1 = U QJ,t· Então, pelo Corolário 1.9, para 
qua"-1' todo I 1- Rt, temos 
I g(x) I= I f(x) 1:; M,f(x):; t. 
Se I E E1 ~ então existe j E J 1 tal que x E Qj,t e assim 
lg(.r) I= lu(~ ) l f(y)du(y)l:; 81, 
;,t Q;,! 
e. pl,~tanto. (1) está demonstra.do. 
Agora temos 
IIYII1 - k; I g(y) I du(y) + k, I g(y) I du(y) 
= JE, I f(y) I du(y) + I::ll f(y)du(y)l 
r ;EJt Q;,r 
< /,, 1 f(yJ I du(yJ +I; fc 1 J(yJ I du(yJ 
E, jEJt Q;,t 
- /, I f(yJ I du(yJ + /, I f(yJ I du(y) = llflh, 
Ef E, 
o que demonstra (2). 
As propriedades (3) e (4) seguem imediatamente da definição de hy·· Agora, 
I Ih, li] < l lf(x)-fo,, ldu(x) 
QJ-f 
< l I f(x) I d<*) + l I fo,, I du(x) 
Q;.t Q;,l 
< l I f(x) I du(x) + u(Qj,<) I f IQ,, 
QJ,I 
= lo,, I /(x) I du(x) + u(Q1,t)u(~,.,J lo,, I f(x) I do-(1·) 
< 21 I f(x) I da(x), 
QJ.l 
o que demonstra (5). 
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' CAPITULO III 
PESOS DO TIPO DIÁDICO DA CLASSE Ap(A) 
O objetivo deste capítulo é definir e estudar os pesos da classe Ap(A), 1 ~ p ~ oo, 
e demonstrar a limitação do operador maximal de Hardy-Littlewood sobre L~(S2 ), com 
1 < p < x e w na classe de Muckenhoupt Ap(S2 ). Este resultado, no caso da IR\ foi 
demonstrado pela primeira vez em Muckenhoupt [13]; no caso de 5 2 com w = 1 em Rauch 
[15], c com w E Ap(82 ) em Calderón [4]. 
A classe Ap(A) é análoga à. classe Ap (diá.dica) de pesos sobre [0, 1] ou 5 1 . Os 
pesos da classe Ap(A) podem ser vistos como pesos para martingais quando se considera 
a seqüência de cr-álgebras (.Fk)k>o. onde :Fk é a o--álgebra gerada por Ak· Os resultados 
aqui apresentados, assim como os resultados para pesos diádicos sobre [0, 1], podem ser 
encontrados na Teoria dos Martingais (ver Izumiaza-Kazamaki [12] e Tozoni [22]), mas, 
em nossas demonstrações, fazemos uso de idéias contidas nas demonstrações de resultados 
análogos para pesos da classe de Muckenhoupt Ap(IRn), os quais podem ser encontrados 
no Capítulo IV de Garcia-Cuerva c Rubio de Francia [10], Capítulo IX de Torchinsky [20] 
e em Coifman-Fefferman [6]. 
I\' a primeira seção apresentamos as definições essenciais para a obtenção dos re-
sultados do restante do capítulo. 
I\' a segunda seçã.o definimos o quC' vt'm a ser um peso do tipo diádico da classe 
Ap(A). para 1 s:; p < oo. O Teorema 2.3 nos dá caraçt.erizações do~ pesos da classe Ap(A). 
Na terreira seção definimos a classe d_e pesos do tipo Ax(A). O resultado prin-
cipal desta seção é o Teorema 3.10, o qual nos dá caracterizaçàes dos pesos da classe 
A=(A). 
Na quarta seção estudamos as relações entre os pesos da classe Av(A}, definida 
na Seção 2, e os pesos da classe de Muckenhoupt Ap(S2); c desigualdades entre o opera-
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dor maximal do tipo diádico 1 definido no Capítulo li, e o operador maxima.l d<' Hardy-
Littlewood. Demonstramos que o operador de Hardy-Littlewood é limitado sobre L~.(82 ) 
utilizando a limitação do operador maximal do tipo diádico sobre L~(S2 ). A técnica 
usada na demonstração desse resultado foi desenvolvida por Bordin c Tozoni em [1]. A 
mesma técnica, no caso do ]f{", foi desenvolvida por Fefferman e Stcin em [7] c também 
pode ser encontrada em Bourga.in [3] e Tozoni [22]. 
1. DEFINIÇÕES BÁSICAS 
LI. DEFINIÇÃO. Um peso sobre 52 é uma função integrável w, definida. em S 2, qur 
toma valores em [0, oo]. 
1.2. OBSERVAÇÃO. Convecionaremos a seguinte multiplicação em [0, oo] : oo · t = 
t · oo = oo, Vt E (0, oo ); O· oo = oo ·O = O. E ainda o- 1 = oo e oc-1 = O. Se w é um peso~ 
I 
denotamos w- 1(:r) = -( -. 
w x) 
1.3. NOTAÇÃO. Seja w um peso e seja E um subconjunto mensurável de 5 2 • Deno-
taremos w(E) ~ kw(x)du(x). 
1.4. DEFINIÇÃO. Sejam w um peso e f uma funçã.o real e mensurável definida em 
S2 • Dizemos que f E L;:,(S2 ) se: 
(I) IIJIIp.w (/s, I f(x) I' w(x)du(x))'1' < oo, se O< p < oo; 
(2) llfll,.w ~ sup{I>O:w({xES2 :If(xJI>t})>0}<oo. se p~oo. 
1.5. OBSERVAÇÃO. Se f= g q.s. em 52 , então f e g são identificadas como sendo a 
mf'Rma função em L~.(S2 ). Dessa forma, a aplicação f~---+ ll.fllp.-u· ~uma. norma em l/;,.(S 2), 
se 1 :S p ::=; :N; e, com esta norma, L[.(52 ) é um ef>pa.ço de Banach. 
1.6. DEFINIÇÃO. Seja U' um peso. e seja T uma aplicaç-ão de L~.(S2 ) em L~,(S2 ), com 
1::; p,q::::; oo. Dizemos que T é do tipo (p,q) com respeit.o a u· se. para toda f E L~.(S2 ), 
(I ) IITJIIou S: Allfllr,u· 
onde A é uma. constã..nte que não depende de f. Se q < oo, dizemos que T é do tipo fraco 
(p, q) com respeito a w se 
(2) w({x :I Tf(x) I><>}) S: ( All~l'·"') ', 
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para. todo o > O c toda f E L~,( 5 2), onde A é uma ronstant(· quf' não df'pf'ndf' d(• .f. St> 
q = oo, dizemm; que T é do tipo fraco (p,q) com respeito a w se for do tipo (p,q). 
Observamos que em (1) e (2) basta tomar f E L;::(S2 ). já qu,. r:, (S'2 ) é dPnso 
em L;:,(S2), para todo 1 :S p::; oo. 
1.7. OBSERVAÇÃO. A noção de tipo (p, q) com respeito a w é mais furte quf' a noção 
de tipo fraco (p,q) com respeito a w. De fato, se q < oo e o:> O, temos. 
a 9w({x :1 T.f(x) I> n}) a' r w(x)da(x) 
J{:r:]T j(:r) ]>e>} 
< r I T.f(x) I' w(x)da(x) 
kr:]Tj(x)i>c.} 
< fs, I T.f(x) I' w(x)du(x) 
IIT Jll:,w $ AIIJII:.w 
1.8. DEFINIÇÃO. Seja f: 5 2 ---> IR uma função mensurável. Sf' Q é un1 subconjunto 
de 5 2 , definimos 
e 
igfess .f= in!{ I> O: u({x E Q: .f(x) < t)) >O} 
supess f= sup{t >O: a({x E Q: f(x) > t)) > 0}. 
Q 
2. PESOS DA CLASSE A,(A) 
2.1. DEFINIÇÃO. Dizemos que o peso w satisfaz a condição Ar( A). Oli que u· E Ap(A). 
se existe C > O tal que : 
I 1 l 1\hw(.r) :S Czu(.r), para quase todo :r E S 2 • se p = 1: 
(2) ( 1 1 ) ( 1 1 _, )p-l -- w(x)du(x) --) w(x)r-'du(.r) $C. 
u(CJ) Q o-(CJ Q 
para todo Q E A, se 1 < p < oo. 
As menores constantes C que satisfazem (1) e (2) serão denotadas por C(p, w ). 
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2.2. LEMA. Seja f E L 1UP) ta.! que f 2"_ O. SeU'(. um rwso, C'ntào dado f> O, temos: 
(1) w( { x ' Mdf(.r) > I}) S ~ /. J(.r )Mdw(x )d~(x ). 
I •. _..,. 
DEMONSTRAÇÃO. Seja f E L1(82),f 2: O. Dado t >O. por 11-1.4. existe urna 
famflia { Q;'.tLEJ, de elementos do tipo diádico não sobrepostos tal que, para cada j E Jh 
t < 
1 1 f•x)d~(x) :S 81 
o-(Q;,,) Q,, 
e também 
{.r E S'' Mdf(x) >I}= U C2i<· 
JEJ, 
Então, 
w({r· E S': Mdf(x) > t}) r w(x)do-(x) 
.f{:rUP :M d.f (:r )>t} 
2:1 u·(x)do-(x) 
jEJ, Q;.' 
< ;~,o-(~,,) h,, w(x)do-(x)~ h,, J(x)do-(x) 
tf.t f(x{,.(~,,) t w(y)da-(y))da-(x) 
< ~ 2: r f(x·)M,u•(x)d~r(.r) 
i JEJ, .IQ,; 
< ~ r f(x).\l,w(x)d~r(x). 
t ls• 
2.3. TEOREMA. Seja u· nm peso. e seja 1 :::; p < oc.. As st>guintes condições são 
equiva.lent.es: 
(a) Md é do tipo fraco (p.p) com respeito a 1r. 
(b) Existe uma constante C tal que, para toda função mensurável e não-negativa 
f : 8 2 -----+ IR e todo Q E A, temos 
c(~) h f(x)da(x))'w(Q) :S c h f(J)'w(x)do-(x); 
(c) w é um peso da classe Ap(A). 
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Alf.m disso, w E A1 (A) S{' {' sonwnt.<' s<' existe uma constante C tal que, para todo Q E A. 
DEMONSTRAÇÃO. \'amos mostrar inicialmente que w E A1(A) se e somente se 
existe uma constante(' tal que. para todo Q E A, temos 
(I) 
Vamos, então: supor que exista 11m a constante C tal que ( 1) seja válido para todo Q E A. 
Como infcs.s w = l:-:...pf Sf> u·- 1 )- 1 2': O, temos 
Q Q 
(2) - 1-. f w(.r)da(x) :S Cinfcss w :S Cw(x), 
a(Q) JQ Q 
para quase todo ;r E Q. ~ias esta desigualdade é equivalente a 
(3) 
para quase todo :r E S 2 DC' fato, é claro que (3) implica (2) para todo Q E A e quase 
todo x E Q. Heciprocamente, se ternos (2) vamos mostrar que (3) também vale, isto é, 
vamos mostrar que o conjunto K ={:r E S 2 : Mdw(:r) > Cw(:r)} tem medida zero. SE' 
M,w(x) > Cw(x), então existe Q E A tal que x E Q e 
-
1
- f w(x)da(x) > Cw(x). 
a(Q)fQ 
Então, por (2), o corJ.iunto K está contido numa união enumerável (A é enumerável) de 
conjuntos de medida zero e, portanto. tem medida zero. Logo. (2) e (3) são equivalentes. 
Como (1) e (2) são t·qui\·alen1es. ternos a equivalência entre (1) e (:3). 
Vamos derrwn:,trar agora quE' (a);:::} (b):::} (c);:::} (a). 
(a):::} (b): Suponhc.n1o~ que Jfd f. Jo tipo fraco (p.p) com rec;peito a w. Seja f: 8 2 ---+ Dl 
mensurável e nâo-nc~otiYa. Se Q E A é tal que fo!(x )da(:r) = O. não há o que demonstrar. 
Então. seja Q um elf'mento do tipo diádico tal que 
JQ ~ o-iQ) Joflx)da(x) >O. 
Temos que JQ :S M,(fx0 )(x), para todo x E Q. De fato, 
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/Q < sup (Ql ) r f(x)du(x) 
a;EQ' rY ' lo'nQ 
Q'EA 
sup (IQ) r f(x)xQ(x)d<7(x) 
,;EQ1 (]" I JQ' 
Q1EA 
Md(fxQ)(x). 
Então, para todo t, com O< t < fq, temos 
Q c E,= {x E 52 : M,(fxQ)(x) > l} 
e daí, por (a), temos 
Disso segue que 
w(Q) < w(E,) 
< c r (f(x)xQ(x))'w(x)d<7(x) 
tP ls1 
c/c - f(x)Pw(x)du(x). 
fP Q 
t'w(Q) S C kf(x)'w(x)du(x). 
Como esta desigualdade vale para todo i < j 0 , temos 
Portanto. a desigualdade em (b) f: válida para toda f 2: O e todo Q E A. 
(h) ::::} (c): Agora, vamos supor (b) satisfeita. Se Q E A, e Sé um subconjunto mensurávf'l 
de Q. podemos trocar f em (b) por fxs- o quE' nos dá 
(4) (~Q r f(x)do-(x))' w(Q) s c r f(x)'w(x)da(x). u( I ls fs 
Para f(x) = 1, a desigualdade acima se torna 
(sI ( o-(5) )' o-(Q) w(Q) S Cw(S). 
De (5) podemos obter a seguinte informação sobre w: 
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w(.r) >O para quase todo ;r E 5 2 • De fato, se w(:r) =O sobre algum conjuntoS com 
o-(S) > O, então (5) implica que w(Q) = O para todo elemento do tipo diádico Q 
contendo Se, conseqüentemente, w(:r) =O para quase todo x E 8 2, obtendo assim 
um caso trivial, o qual vamos excluir. 
Vamos, inicialmente, supor p = 1. Então podemos escrever (5) como 
I C 
<>(Q)w(Q) :S o-(S)w(S), 
ou twJa, 
(6) I C a(Q) h w(x)da(x) :S a(S) fs w(x)da(x), 
onde esta última desigualdade é válida para todo Q E A e todo S C Q mensurável, com 
a(S) >O. Fixemos Q E A, e seja a> igfess w. EntâD S, = {x E Q: w(x) <a) é tal que 
o-(Sa) >O e, assim, (6) vale paraS= Sa, o que nos dá 
w(Q) c r c r ' 
<>(Q) :S a(S,) Js, w(x)da(x) :S a(S,) h ado-(:r) =C a. 
Como isto é válido para todo a > infess w, finalmente temos 
Q 
(7) I r w(Q) . a(Q) JQ w(x)da(x) = a(Q) :S C1gfess w. 
Lembrando que infess w = (supess w-1 )-1 , podemos reescrever (7) corno 
Q Q 
c(~) h w(:r)do-(x))s~pess w-1 :S c, 
e assim demonstramos que (b) ::::} (c) para p = 1. 
Vamos 5upor agora 1 < p < oo. Se ( 4) é válido para toda função .f 2 O, todo Q E 
A e todoS C Q mensurável. vamos escolher f 2 O de ta.l forma que .f( :r)= f(.r)''u'(:r). 
_, 
isto é. f(x) = w(:r)'-'. Fixemos Q E A e tomemos S = SJ = {x E Q: w(:r) > 1/j). 
para j = 1,2, .... Então f é limitada sobre todo Sh pois em Sj temos que w(xl > 1/J. 
' . ' j Portanto o:::;_ f( :r)= ljw(x)P-T < jp-l' para todo :r E sj. Logo, f< CC. Com esta 
s, 
escolha de f e de (1 ), temos 
( I r -• )'w(Q) C r _, o-(Q) Js, w(x)"-'da(x) a(Q) :S a(Q) Js, w(:r),-'da(x), 
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l /, _, 
ou, como a11 integrais são finita:;, dividindo ambos os rncmhros por -(Q w(:r)r•- 1 dO'( :r). 
a ) sJ 
encontramos 
(8) ( 1 r -· )'-1 ( 1 r ) u(Q) fs, w(x),-•du(x) u(Q) }Q w(x)du(x) :<;C. 
00 = 
Agora, 51 c 52 C···, US, = {x E Q: w(x) >O} e o complemento de USJ em Q te::. 
j=l j=l 
medida zero, como já foi observado. Assim, fazendo j --+ oo em (8) temos, finalmente 
pelo Teorema da Convergência Monótona~ 
C,iQ) h w(x),~•do-(x)r 1 C,./Q) h w(x)du(x)):,; c, 
o que demonstra que {b) =?-(c) para 1 < p < oo. 
(c)=} (a): Vamos demonstrar inicialmente o caso p = 1. Dada f E L1(S2 ) e dado t >O. 
segue pelo Lema 2.2 e por (3) que 
w({x E 52 : M;f(x) > t}) ~L I f(x) I Maw(x)do-(x) 
c r 
< t ls< I f(x) I w(x)du(x), 
o que mostra que (c)::::} (a) para o caso p = 1. 
Vamos demonstrar agora o caso 1 < p < oo. Suponhamos que U! E Av(A) c 
f E L1 (5'2 ). Para todo elemento Q E A, usando a desigualdade de Hõlder com p e seu 
conjugado p' = pj(p- 1 ), temos: 
u(~) h I f(.r) I w(x) 11'<r(x)- 11'do-(x) S 
1/ """ 




- f I f(x) I du(x))'w(Q) < 
u(Q)JQ . -
w(Q)( I f -• ),_,f S u(Q) u(Q) }q w(x)"-'du(x) JQ I f(x) I' w(x)do-(x) 
S C h I f(x) I' w(x)du(x), 
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para todo Q E A. Queremos estimar w(Et). Por Il-1.4. temo:- qur F1 = U Qj.t 1 ond{' 
jEJ, 
(I O) t < "(~J.tl k,, I f(x) I da(x). 
Portanto, por (9) e (10), temos 
w(E,) 
o que mostra que (c)=> (a). 
2.4. OBSERVAÇÃO. A condição A1(A) pode ser obtidc romo um caso limite da 
condição AP(A) quando p 11. De fat0 1 temos 
( 1 1 _, )'-1 1 1 1 (Q) w(x),-•da(x) = (Q) 1 llw- 11 J_ ~ llw- IIL00 (QI a Q a P Lp-1 (Q) 
quando p 11. Agora, llw-1 llv""(Q) = supess w- 1 . Logo: obtemos a condiç-ão A1 (A) da 
Q 
condição Ap(A), para 1 < p < oo, fazendo p 11. 
2.5. COROLÁRIO. Seja w E Ap(A). Então, para todo q cú:li p < q < oc, existe uma 
constante(' tal que. para toda f E !}(82 ) 1 terno::s 
DEMONSTRAÇÃO. Do TeorPma 2.3 segue que 1 se u· E .-1:: A). então Md i- do tipo 
fraco (p,p) com respeito a w. Vamos, agora, mostrar que J( também é do tipo fraco 
(oc~ oc·) com respeito a w. Isto é conseqüência do seguinte faru: 
As igualdades acima seguem do fato que as medidas a e w são absolutamente contínuas, 
uma rom respeito à outra, já que O < w < oo q.s .. A desigualdade vem do fato que 
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Md(.r) = sup-1- r I fi.,: I da(y) :S sup-1- r llfllxda(y) = ll.fll~· 
.,o tr(Q) JQ .,o a(Q) JQ 
QEA QEA 
para quase todo x E 8 2 • Daí, temo::; que [[Jfd.flloo :S llflloo· Portanto, Md também é do 
tipo fraco (CXJ,oo). Logo, pelo Teorema de Interpolação de Marcinkiewicz, Md é do tipo 
(q, q ), para todo p < q < oo, isto é. 
3. PESOS DA CLASSE A=(AI 
3.1 DEFINIÇÃO. Dizemos que um pesou· pertence à classe Ax:>(A) se existem b >O 
e C> O tais que, se Q E A e A C Q é um subconjunto mensuráYel, então 
1r(.4) < c(a(A))'-
.,;QJ- a(Q) 
3.2. TEOREMA. Seja 1-lt uma nwdida sobre S 2 absolutamente contínua com res-
peito a u, e seja w um peso em L1 (S2 d.1J). Seja 1-lz outra medida sobre S 2 tal que 
dpz = w(x)dpt(x). Suponhamos que exista K > O, tal que, para todos Qk E Ak e 
Qk+I E Ak+t com Qk+I C Qk, temos f.lt(Qk) :S Kpt(Qk+d· Então. as seguintes condições 
são equivalentes: 
(a) Existem ó > O e C > O tais quP. para todo Q E A e todo subconjunto mensurável 
A C Q. temos 
(b) Existem constantes o e ,J. con~ U < o. 3 < 1._ tais que. para todo Q E A c todo 
subwnjunto mensurável A C Q com p 1(A) s; Oft1(Q) temos que p2 (A) s; ;3pz(Q). 
(c) Existem constantes c/ e ,8'. com O< o'. B' < L tais que. para todo Q E A e todo 
subconjunto mensmável A C Q com p:;(A):; o'l'z(Q) temos que p 1(A) ~ ;3'f11(Q). 
(d) Existem E> O e C> O tais que. para todo Q E A, temos 
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DEMOKSTRAÇÀO. Vamos demonstrar (a) o; (b) {'}(c), (b) o; (d) o; (a). 
(a) o; (b' \'amos supor que (a) seja vá];do e que ~ 1 (A)(p 1 (Q) S o< 1, onde Q E A c 
A C Q é um subronjunto mensurável. Então, 
!',(A)< c(l'r(A))' < Ca'. 
I',(QJ- ~,(Q) -
Tomernm o < 1 de ta.\ forma qu{' Ca 6 < 1. Então, (b) vale com as constantes n e 
ti=Cc/. 
(b) o; (c' \"amos supor (b). Seja AcQmensuráveltalqueii2 (A)/p 2 (Q) S (1-fJ)/2 < 
1 - {3. Entào, 
p2(Q \A) = p,(Q)- p2(A) >f!. 
p,(Q) p,(Q) . 






Logo, p1 (A)/p1 (QJ S 1- a, o que demonstra (c) para a'= (1- íl)/2 e f!'= 1- a. 
(c)::::} (b): A demonstração é inteiramente análoga à (b)::::} (c). 
(b) :::} { d! · \'amos supor que (b) seja válido. Fixemos Q E .A e vamos mostrar ( d) com f 
e C indep('ndent.es de Q. \'amos tomar uma seqüência crescente Ào < À1 < · · · < Àk < · · · 
com ,\0 = U'Q = -
1
- f w(.:r)dtL 1(J:). Para cada À~r;, vamos fazer uma decomposição pt(Q)lQ 
de Calderún-Zygmund de Q c-om rela.çâo à função u:. Isto é. consideraremos a família 
{QJ,k}JE.l, de elementos do tipo diádico maximais contidos em Q. de tal forma que para 
todo j E J. t f'mo..:: 
E ainda, sr :r~ Ih = U Qj,l:, temos w(:r)::; À~:. Tal família existe por II_:l.4. Como 
jEJk 
Àk+I > Àk 1 cada Q;.k+I está contido em Q,,k, para algum i. Portanto, Dk+1 C Dk. Agora, 
como 11-·J é absolutamente contínua com respeito a O", 
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Assim, 
K1Àk > PI(~i,k) k,,, w(x)dp 1(x) 
> 
1 1 w(x)dpi(x) 
Jlt(Q;,k) Q,,knD~otl 
1 L; 1 w(x)dp 1 (x) 
!lt(Qi,k) QJ,k+ 1cQ,,k QJ,ktl 
1 
> (Q ) L: Àk+I!'I(Q;,k+I) 
f11 ,,k QJ,ktJCQ,,k 
Àk+II'I(Q,,, n D'+l) 
PI(Q;,k) 
!'I(Q;,knDk+I) < I<1Àk, 
f'I(Q,,,) Àk+I 
Tomemos a sequenc1a (.\k) de forma que o: = K 1Àkj.\k+1 < 1, isto é, Àk+t = 
l\1n-1 À,, À, = (K1o-1)1À0. Então, de (b) temos que p,(Q,,, n Dk+I) S j3p,(Q;,,) 
e, somando sobre i, obtemos f1 2(Dk+t) :::; !3!12(Dk), pois p 2 é absolutamente contínua com 
respeito a a, já que dp 2 ( x) = w( :r )d,uJ( x) e p1 é absolutamente contínua com respeito a a. 
Portanto, 1,(D,) S /31p,(Do), Ainda, PI(Dk+1) S pi(D,) e, a.ssim, p1(D,) S a 1p1(D0), 
lst.o implica que 
E daí, como w(:r) S Àk se x f/ Dk, temos 
r w(x)l+'d11I(x) +f:;, U'(x)l+'dpl(x) 
jQ\Do k=O Dk\Dktl 
r w(,r) 'w(x)'dpl(x) +f:(, w(x)w(,r)'d!l,(,r) 
jQ\Do k=O · Dk \Dktl 
< À~ r w(,r)d111(,1') +f: Àk"l;, w(,r)dp,(,r) }Q\Do b:O . Dk\Dktl 
00 
À~112(Q \Do)+ À~ I;(Ii1n-1)1k+l)'l'z(D1 \ Dk+!) 
k=O 
< -ló(p,(Q\Do)+ f:(K~a-l)l'+lkl'z(D,)) 
k=O 
< À0 (p,(Q \Do)+ (K1a -I)' f:(K1a -I)'' /31p,(Do)), 
k=O 
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Tomando E suficientemente peque!lo, temos (h'1a-1 Y/1 < 1, e a série acima será conver-
oo 
gente. SeM= (K1n-1 )'I:;((K1n- 1)';3)' e C= max{l,M), temos 
k=O 
k w(x)*dp,(x) < .\Z(p,(Q \Do)+ Mp,(D0 )) 
< >.;C(pz(Q \Do)+ p,(Do)) = CwQIL,(Q). 
Assim, 
Cwó { 
< p,(Q) ]Q w(x)dp 1 (x) 
cC,!Q) k w(x)dp,(x)) 1+·. 
(d)::::} (a): Vamos supor que (d) seja válido. Então, pela desigualdade de Hõlder aplicada 
à w(x) e J(x) = 1, com p = 1 +E e p' = (1 + e)je, se Q E A, e A é um subconjunto 
mensurável de Q, ternos 
E 
o que demonstra (a) para h= --. l+E 
3.3. LEMA. Seja w E Av( A), para algum 1 ::; p < oo. Então. para todo O < o < I. 
existe O < j3 < 1 dependendo de a, tal que. se Q E A: e A é um subconjunto mensuráwl 
de Q. satisfazendo a(.4) <; M(Q). então u·(.4) <; ;311'(Q). 
DEMONSTRAÇÃO. Pelo Teocema 2.3. u· E A,( A) é equi,·alente a 
c(~Jhf(x)da(x))'w(Q) <;c fo!(x)Pw(x)da(x), 
para toda função mensurável f : S 2 -+ IR com f 2:: O, todo Q E A e alguma constante 
C > O. Seja, então, S C Q um subconjunto mensurável, e tomemos f = XS· Então a 
desigualdade acima se torna 
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( o-(8))' <r(Q) w(Q) S Cw(8). 
Tomando S = Q na desigualdade acima, obtemos C 2: 1. Dado O < o < L :-.f'ja A C Q 
mensurável tal que <r( A) S n<r(Q), e tomemos S = Q \A. Entiw -<r(A)/<riCJ)? -o e 
assnn 
(1- a)'w(Q) < (1- <r(A))'w(Q) 
<r( Q) 
( <T(Q \A))' w(Q) <T(Q) 
< C(w(Q)-w(A)). 
Logo, w(A) S c-'(C - (1 - o)')w(Q), e o lema está demonstrado para 
(3 =c-'( C- (1- a)')< 1. 
3.4. COROLÁRIO. Seja w E A,( A), para] S p < oo. Então existe € >O dependendo 
de p e da constante C(p, w ), e existe K > O, tais que, para todo Q E A, 
( 1 r 1+< 1 ) .i, K r <r(Q) JQ w(x) d<r x) S <r(Q) JQ w(x)d<T(x). 
DEMONSTRAÇÃO. Se w E A,(A), pelo Lema 3.3, dado O< a< 1, existe O< f]< 1 
tal que, se Q E A e A é um subconjunto mensurável de Q, satisfazendo a( A)::; Q(:r(Ql, 
então w( A) :S f]u:( Q). Mas esta é a condição (b) do Teorema 3.2 para 11- 1 = O' e d íl 1 = u·dO". 
Portanto. por este mesmo teorema existe E > O tal que, para todo Q E A, t.emos 
( 
1 l l+< ) ,;, /\" l 
-- w(x) d<T(x) S -- w(x)d"(x). 
<r(Q) Q <r(Q) Q 
3.5. OBSERVAÇAO. A desigualdade do Corolário 3.4 ~chamada a Desi~ualdade de 
HOlder Im·ersa. pois a desigualdade oposta com 1\ = 1 é um caso particular da de:;igual-
dade de IJOlder para. as funções w e f= 1,p = 1 +E e p' = (1 + 5.)/E. 
3.6. LEMA. (a) Sejam 1 < p < q < oo. Então A1 (A) c A,(A) c A,( A). 
_, 
(b) Seja 1 < p < oo. Então w E Ap(A) se e somente se WP- 1 E Ap'(A), onde p' é o 
expoente conjugado de p, isto é, p' = pj(p- 1). 
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DEMONSTRAÇAO. (a): Basta usarmos o Teorema 2.3 c obf:>ervarmos que 
A primeira desigualdade segue da desigualdade de HOlder aplicada às funções w-l/(q-l) e 
f= 1, com fi~ (q -1)(p -1)-1 > 1 e p' ~ (q- ll(q- p)-r A segunda desigualdade 
segue de: 
(b): Suponhamos que w E Ap(A), I< p < x. Então existe C> O tal que 
( 1 r ) ( 1 r _, )'-' a(Q) JQ w(x)da(.r) a(Q) JQ w(x),-'da(.r) <;C. 
Como (p- 1)(p' -1) = 1, podemos reescrever a desigualdade acima como 
e, daí, 
1 ' I 
( 1 1 _, ) ( 1 _, -=.L ) p- ' I -- w(x),-'da(x) -- (w(x)'-')''- 1 da(x) <;C'-o-(Q) Q o-(Q) Q 
_, 
e, portanto, wp-t E Ap'(A). A recíproca é inteiramente análoga. 
3.7. COROLÁRIO. Se w E Ap(A) rom 1 S: p < CX). então existe E > O tal que 
wl+' E A,( A). 
DEMONSTRAÇÃO. Se p = 1 f' u· E Ap(A), pel(J Corolário 3A existem ê >O<' l\. >O, 
tais que. se Q E A, temos 
< (~ r w(y)da(y))'+' 
a((,!' JQ 
< K 1+'(11,w(.r))1+' 
< K1 +"'H'l+'w(x)l+~ 
para quase todo x E Q, onde a última desigualdade segue do fato de w pertencer à 
classe A 1 (A). Portanto, Ma(w1+"')(x) S: Cw(x)l+'", para. quase todo x E 8 2 e, assim, 
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Se p > 1, basta tCJT1Jal' E> O suficient.ement.e pequeno (ver demonstração (b):::::} 
(d) do Teorema 3.2) de t<:d forma que valham as desigualdades: 
1 i ( c i )I+' 
-- 1c(x)'+'da(x) <: -(Q) w(x)da(x) 
a(Q).Q a Q 
c 
_, 
que seguem do Corolário :~.J aplicado à função w e à função wp-J, já que, pelo Lema 3.6, 
_, 
como w E Ap(A), temos lrJe wr-l E Ap'(A). Neste caso, 
( -
1
- r u•(x)I+'da(xl)(-1- r w(xr':ê;'da(x))p-l <: 
a( Q) lo a( Q) JQ 
" ( U~~ h w(x)da(x)) Cf~1 k w(x),~·da(x)r') '+' 
<: IC,c'y-' I\)1+' 
pois w E A,( A). Logo. u '"' E A,(A). 
3.8. TEOREMA. Se u· E Ap(A). com 1 < p < oo, entâo existe algum q < p tal que 
w E A,(A), isto é, para todo p, I < p < oo, temos A,(A) = U A,(A). 
DEMONSTRAÇÃO. Seja u: E A,(A). Então, se q < p, o Lema 3.6 (a) nos garante 
que A,(A) C A,( A) e. portanto. U A,(A) C A,( A). Por outro lado, o Lema 3.6 (b) nos 
q<p 
-1 -1 
garante que wr- 1 E A.p'· .-\ssim. aplicando o Corolário 3.4 para o peso WP- 1 , encontramos 
E > O e C > O tais que. para todo Q E A, temos 
( 1 i '"'' ) ,!, c i _, --- ti'\ r)- p-1 d(j(J') ~ -- w(r)F·-Jda(.r). 
a(QI Q "(Q) Q 
Mas (1 + c)f(p- 1) > 1/lp- 1) implica que (1 + c)f(p- 1) = 1/(q- 1) para algum 
1 < q < p. Então 
( 1 r ) ( 1 r -· ) ,_, a(Q) JQ u·,.nda(.r) a(Q) }Q u•(x)'Ffda(x) = 
( 1 r )( 1 r """' )~ = a(Q) }Q w(x)da(.r) a(Q) }Q w(xf ,_, da(x) 
( 1 r ) ( 1 r _, )'-' <: a(Q) JQ w(x)da(x) cp-l a(Q) }Q w(x),-• <: K. 
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Logo, w E Aq(A) c, portanto, Ap(A) C UAq(A), o que demonstra o teorema. 
q<p 
3.9. TEOREMA. Seja 111 um peso sobre S2 e seja. 1 < p < oo. As seguintes condições 
~ào equivalentes: 
(a) 1\1d é do tipo fraco (p,p) com respeito a w; 
(b) Existe uma constante C tal que, para toda função mensurável e não-negativa f 
.'-'
2 
---> IR e todo Q E A, temos 
(c)"' E Ap(A); 
(d) Existe uma constante C tal que, para toda f E L~(S2 ) ternos 
j (M,f(x))'w(x)d"'(x) s cj I J(x) I' w(x)d<7(x), 52 52 
i5lo f, .MJ é do tipo (p,p) com respeito a w. 
DEMONSTRAÇÃO. I\ o Teorema 2.3 mostramos a equivalência entre (a), (b) e (c). 
Pela. Observação 1.7 temos que (d) implica (a). Para concluir a demonstração do teo-
rema, basta mostrar que (c) implica (d). Seja, então, w E Ap(A). Como 1 < p < oo, pelo 
Teorema 3.8 existe q < p tal que u· E Aq(A). Então w é do tipo fraco (q, q) com respeito 
a v· e, como Md é do tipo fraco ( x. oo) com respeito a w (ver demonstração do Corolário 
:.? .. 1). o Teorema de Interpolação de Marcinkiewicz nos dá que .\!J é do tipo (p,p) com 
n'speito a V', o que nos fornece (d). 
3.10. TEOREMA. Seja U' um peso e suponhamos que exista}\'> O tal que, para todos 
Cj1, E A~;. qk+1 E A~;+1 com Qk+l C Qk, temos w(Qk) :S Hw(Qk+d· São equivalentes: 
(a) n E Ap(A) para algum I :; p < ·Xl; 
(b) Existem O < o, 8 < I tais que a(A) S a<7(Q) implica w(.4) < Bw(Q) para todo 
(! E A e todo A C Q mensurável: 
(c) Existem E> O e C> O tais que, para todo Q E A, 
( 
1 r 1+• ) ,;, c r 
"'(Q) JQ w(x) d<7(x) S "'(Q) JQ w(x)d<7(x); 
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{d) w E A~( A). 
DEMONSTRAÇÃO. A implicação (a)'* (b) segue pelo Lema 3.3, e (b) '*(c) segue 
do Corolário 3.4. As implicações (c)'* (d) e (d) '* (b) seguem diretamente do Teorema 
3.2 quando consideramos dp 1(x) = d<r(x) e dp2(x) = w(x)d<r(x). 
(b) '*(a): Tomemos dp1(x·) = w(x)d<r(x) e dp 2 = d<r(x) = u·-1(x)dlr1(x). A condição 
(b) é a condição (c) do Teorema 3.2. Segue da hipótese sobre u· que podemos aplicar o 
Teorema 3.2. Então, por 3.2(d), existem 1} >O e K >O tais que, para todo elemento do 
tipo diádico Q, temos 
(I) 
Então, Sf' tomarmos p = ('I} + 1) f 'rf e seu conjugado p' = 17 + 1, aplicarmos a desigualdade 
dt" Hülder às funções w-11 e w- 1 com relação à medida dp 1 = wda e usarmos (1), teremos: 
(2) "iQ) h w(xr'd<7(x) = 
= "iQ) h w(x)-'w(x)-'w(x)d<7(x) 
:S ,/Q) (h w(x r"'";" dpr (x)) ;;'},(h ( u·(x r' )'+'dp, (x)) .t, 
= , 1~) (cU'~ Q) h (w(x r' )'+'w(x )d<7(x)) ,t. f' w(Q) 
I (1\lr(q)))'+' 
:S <7(Q) w(Q) w(Q) 
= K'+' <7(Q)' 
w(Q)''. 
Lembrando que p =(r/+ 1)/ry >I. de (2) temos que 
isto é, w E Ap(A), para p > 1. 
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3.11. TEOREMA. Seja w E A.:,:_{ A) satisfazendo a seguinte coudiçào: ('Xiste 1\ >O 
tal que, se Qk E Ak e Qk+l E Ak+l com Qk+ 1 C Qk, temos w(Qk) :=;: A'H·(Qk+1 ). Então 
existem b >O e C> O tais que, para todo Q E A e todo A C Q men.::.11ráwl, ternos 
o-( A) < . (w(A))' 
a(Q)- C w(Q) · 
DEMONSTRAÇÃO. Seja Q E A~( A). Pelo Teorema 3.10 existem O < o.,0 < I tais 
que a( A)<:: mr(Q) implica w(A) 5 Bw(Q) para todo Q E A e todo l C Q mensurável. 
Então, se tomarmos no Teorema. 3.2 p 2 = a, p 1 = w e o peso do enunciado deste teorema 
igual a w-\ teremos, por 3.2(a)~ que existem constantes b >O e C> O tai~ quf' 
a(A) < c(w(A))' 
a(Q)- w(Q) ' 
para todo Q E A e todo A C Q mensurável. 
4. DESIGUALDADE PARA PESOS DA CLASSE DE 
MUCKENHOUPT A,(S') 
4.1. DEFINIÇÃO. Seja w um peso e seja 1 < p < oo. Dizemos que u· é um peso na 
classe de Muckenhoupt Ap(S2) (ou que w E AP(S2)), se existe uma constante K tal que 
(I) ( I 1 ) ( I 1 _, )'-' , w(x)da(x) , w(x)r-•doú) 51\ a(B2(x,R)) B;(x.f) o-(B2(x,f)) B;lx.t) 
para todo t > O e :r E 5 2 . Se w E Ap( S'll < p :S: x, denotarf'rnos pu r /d p. tr) a nwnor 
wnstante ]{que satisfaz (1). 
4.2. DEFINIÇAO. Seja f E U(S2 ). Definimos os seguintes operad\1:-t'.~ maximai~ sobre 
S2: 
Mf(J) = SU)l (B'~ ()) r' l.f(y) I da(y) i>Oa 2 J:. jH2(:r.f) 
(' 
M,f(x) = sup (Bl ) r lf(y) I diT(y). B' Cf 1 JB, 
onde o supremo é tomado sobre todas as bolas B' = B~( t, f), com { > O. t E 8 2• ta.! qu(' 
X E Bi(t,R). 
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A,(S') c A,(A); 
M,f(x) <: 4rr2 M,f(x); 
M,f(x) <: 4M J(x). 
DEMONSTRAÇÃO. (1): Sejam I < p < oo e w E A,(82 ). Se Q E A, por l-2.11(b). 
existem f E Q e f> O tais que Q C B;(t,f) e <T(B;(t,f)) <: 4rr 2<T(Q). Então, por 4.1(1) 
segu(' que 
A,im. w E A,( A) e, portanto, A,(S') c A,(A). 
(2): Sejam f E L1(82),x E 8 2 e Q E A tal que x E Q. Então, pelo mesmo argumento 
utilizado na demonstração de (1), temos 
1 r 47i2 r 
<T(Q) ]Q I f(y) I d<T(y) < <T(Bj(t,C)) JB;I<i) I f(y) I d<T(y) 
< 4rr2MJ/(.T) 
(3): Sejam f> o e I > O. Se X E B;(t. C). então B;(t. t) c s;(x, 2[). Portanto, como 
cr(B;(I.I)) = Kl 2 "cr(B;(x,2t)) = 4rrt', lemos que u(B;(.r.2f)) = 4<T(B;(t.t)). Daí. 
e, portanto, M,f(x) <: 4MJ(x). 
4.4. TEOREMA. Seja w E Ap(82 ), 1 < p < co. Existe uma constante ]{, dependendo 
somente de p e w, tal que, para toda f E L!:,(S 2), temos 
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( 1) L,(Mf(.r))'w(x)da(x) S K L, I f(x) I' w(x)do-(.r). 
DEMONSTRAÇÃO. Sejam f> O e,. E 5 2 Por 1-2.11 (c), existem Q E A eu E 80(3) 
tais que B;(x,l) c u(Q) e a(Q) S 11B;(x,f). Então, 
(B'~ C)) L I f(y) I da(y) 




1 I r 1 Jly) 1 da(yJ 
a lu(Q) 
11 r 
o-(Q) }q I f(uc) I da(z) 
< 11M,(fou)(u-1 (x)). 
Integrando ambos os membros da desigualdade acima sobre 50(3) e com respeito à medida 
de Haar du, obtemos, para todo f> O, 
(B'; f))], I J(y) I da(y) S 11 j M,(f o u)(u-1(x))du 
(J z x, B~(x,f) S0(3) 
e assnn 
(2) MJ(x) S 11 j M,(f o u)(u- 1(x))du. 
50(3) 
Como w E Ap(S2 ), por 4.1(1) segue que w o u E Ap(S2 ) e, além disso. 
K(p, w ou) ~ K(p, w), para todo u E 50(3). De fato, se u E 50(3), x E 5 2 e f > O, 
temos 
( 1 /, ) ( 1 ], _, )p-1 wou(y)du(y) u·ou(,)e-•do-(y) = a(B;(x,f)). B;{x.r) · u(B;(x,f) B;l>,l) · 
( 1 ], ) ( I {, _, ) e-1 ~ w(y)du(y) w(yle-•du(y) a(B;(u(x),f)l B;t*l.!l · u(B;(u(J·),i)). a;(u(>).ll ' 
SK(p.wl. 
Então. pelo Teorema de Fubini. pela desigualdade de Jensen aplicada à função conn:•xa 
Q(t) = tP, por (2), pelo Lema 4.3(a). pelo Teorema 3.9 e pelo fato de que a medida. de 
Le-besgue da(:r) é invariante- por rot.açã.o sobre ,•)2 1 segue que 
fs, (M f( r I )'w(x )da(x I < r (11 f M,(fou)(u-1(x))du)' w(x)da(x) 
}.,2 J 50(3) 
< 1Fj j (M,(J o u)(u- 1(x)))'du w(x)da(x) 
S2 50(3) 
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- ll' r r (M,(f o u)(y))'u· o u(y)d"(y)du 
J.'W(3l ls2 
< cw r r I f o u(y) I' w o u(y)du(y)dv 
lso(3) Js2 
Cll' r r I f o u(u- 1(x)J I' w(x)du(x)rh 
lso(3) ls2 
cw r I f(.x) I' w(x)du(x). Js, 
Fazendo K = CllP, temos que I< é uma constante que só depende de p e d(' J_r, o que 
conclui a demonstração do teorema. 
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' CAPITULO IV 
O ESPAÇO BMO 
Um dos objetivos principais destP capítulo é demonstrar a desigualdade de 
Fefferman-Stein, com pesos da classe A.q de MuckenhoupL entre o operador maximal 
de Hardy-Littlcwood e o operador maximal sharp. Outro objetiYo é obter um teorema de 
interpolação do tipo Marcinkiewicz-Rivierc envol\'endo o espaço BAJO. Ambos os resul-
tados são importantes no estudo de operadores integrais singulares. A desigualdade- de 
Fefferrnau-St.ein no ca.so mais geral da esfera S'", n 2: 1. foi demonstrado por Tozoni em 
[21]. 
Na primeira seção definimos o operador maximal sharp do tipo diádico e demon.s-
tramos algumas de suas propriedades básicas. 
Na segunda seçã-O definimos o espaço BMOd a partir das definiç-Ões dadas na. 
primeira seção e demonstramos algumas proprieditdes deste espaço. 
Na terceira seç.ão demonstramos a desigualdaric de ff'fferman-Stein, com pesos 
da classe Ax:JA), entre o operador maximal do tipo diádiço definido no Capítulo JI e o 
operador maximal sha.rp do tipo diádico. 
O operador maximal sharp do tipo diá.dico cu ('Spaço B.\f()d são estudados na 
Teoria dos Martingais (ver Neveu [14] e Garsia [11]), e sâo análogos ao operador maximal 
sharp diá.dico e ao espa<;·o B1\1 () ( diádico) estudados CIJl Análisc 1 W'r Schipp- \\'ade-Simml 
[ 17]). As demonstrações apresentadas nas três primeiriJ.;, sf'çÕes seguem as idéias do caso 
não-diádico, que podem ser encontradas em Garcia-Cuerva c Rubio de Fra.ncia [10}. 
A quarta seção traz resultados análogo..s aos da terceira seção, e tem como resul-
1a.do principal a desigualdade de Fe-fferman-Stein para operadores maximais nào-diádicos. 
A técnica utilizada nesta seção é a mesma apresentada na. quarta seção do Capítulo Ill. 
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J\'a quinta fi{'ção {';,tudarnos o espaço IJ,\10. Ef'it.a s('ção traz como resultado 
principal o Teorema de lnt('rpolaçào de Marcinkiewicz-RiYicre para operadores linearet~ 
definidos em I./;::(S2 ). 
1. A FUNÇÃO MAXII\!AL SHARP DO TIPO DIÁDICO 
1.1. DEFINIÇAO. Seja J E l.l(S'2 ). Dado :r E 8 2 , definirnot~ a fm1çàD maximal sharp 
do tipo diádico, por 
Mff•.•)~sup-(IQ r lf(y)-foldu(y). ~Eq (J ) JQ 
QO 
onde f o ~ (IQ r f(y )d<T(y ). 
(J )JQ 
1.2. TEOREMA. Se f E L'(S'), então: 
(!) M!flx) :S2supinf - 1- r I f(y)-a I d<T(y) :S 2M!flx): 
,e9oER u(Q)lQ 
QCA 
(2) Mfll f l)(x) :S 2Mf J\x): 
(3) Mf f(x) :S 2M,f(x). 
DEMONSTRAÇÃO. A segunda desigualdade de (1) é trivial. Para demonstrarmos a 
primeira. observamot~ que, para todo a E IR e Q E A, temos 
(JiQ) h I f(y)- .fq I d<TiY' 
Disso, segue quf' 
< -
1
- r lf(y)-ald~T(y)+lfq-al 
<T(Q)JQ 
_I_ r lf(y)- a I d~T(y) +I /Q) r (f(y)- u)d!7(y)l !7(Q)1Q !7,. }Q 
., r 
< a(~2J }q I .f(y) -a I d!7(y ). 
<TiQ) h I J(y) -!o I d<T(y) < 2inf (IQ) r I f(y)- a I dCJ(y) 
aEii a JQ 
< 2sup inf <T(IQ) rQ I f(y)- a I d<T(y) 
"'"q aEl{ Jc 
QO 
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u que demonstra (1 ). 
Agora. por (I), temos 
o que demonstra (2). 
FinalmE'nte, 
Mff(x) 
o que demonstra (3). 
< zsupinf -
1
-l r 11 J(y) 1-a I du(y) 
.rEQaER a(Q }Q 
QEA 
< 2sup 
1Ql r li f(y) 1- I JQ li da(y) 
"'EQ a( JQ 
QCA 
< 2sup~Q r I J(y)- Jq I da(y) = 2Mf f(x). 
''o a( ) JQ 
QcA 
= sup 1
1Ql r I f(y)- JQ I da(y) 
:rEO a lo 
Q<A 
< sup-(1 J r I f(y) I da(y) + sur 1/Q !<õ 2M,f(x). 
xEQ a Q lQ xEQ 
QEA QEA 
1.3. TEOREMA. Seja f E L1 (S2 ). Se f é constante q.s., então M{f(x) =O para todo 
.r E S2 . Se ~~1f.f(x) =O para algum x E 5 2 • então f é constante q.s. 
DE1\ION"STRAÇÃO. Suponhamos~ inicialmente, f(y) =c q.s .. onde c é uma constante. 
Ll!tào. se(! E A, temos 
Portanto. 
Mfflx) 
JQ =a(~) 1, f(y)da(y) =c. 
sur 1
1Ql r I f(yJ- JQ I da(yJ 
:rEQ a lo 
QCA 
- sup (1Q) r lc-clda(y)=O. 
:rEQ u lo 
QCA 
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H(~ciprocamente, suponhamos (jUe .M1 f( :r)= O para algum :r E S2 • Então, se Q E A e 
.r E Q, temo~ 
O~ h I f(y)- /Q I da(y) ~ fs, I f(YhQ(Y)- !Q\Q(Y) I da(y). 
Portanto. f(.y)xq(y) ~ foXq(y) q.s. Como esta igualdade vak para todo Q E A que 
contém :r, em particular vale para Q0 = S'2 • Daí, seguf' que f(y) = fGo q.s., e, a.ssim, f é 
constante q.s. 
2. O ESPAÇO BMO, 
2.1. DEFINIÇÃO. Seja w um peso sobre S'. O espaço BMO,(w) é formado pe-
las funções f E L1 (S2) tais que Mf f E L';;(S2). Se f E BMO,(w), definimos 
llfi!Buo,(w) ~ IIMf fll=.w· 
2.2. OBSERVAÇÃO. Dado um peso w, como w(E) ~ fsw(x)da(x) para todo sub-
conjunto mensurável E C 5 2 , temos que w(E) =O se e somente se cr(E) =O. Portanto, 
se ddi.nirmos o espaço BMOd como sendo o conjunto das funções f E L1(S 2) tais que 
Mf f E L=(S2 ), e definirmos IIJIIBMO; ~ IIMf flloc, teremos que os espaços BMO, e 
HMO,(w) coincidem e IIJIIBMO, ~ llfiiBMO,(w)· Portanto, nos enunciados e demons-
trações dos resultados que daremos a seguir envolvendo os espaços BMOd(w), bastará 
considerar o caso w = 1 e, portanto, omitiremos o peso w. 
2.3. LEMA. A aplicação f~ llfiiBMO, é uma semi-norma em BMO, e 11/IIBMo, ~O 
se. e somente se, f é constante. 
DEMONSTRAÇÃO. É claro que IIJIIBMO, 2: O para todo f E BMO,. Agora, se 
À E IR c f E BMOd, temos 
(Àf)Q ~ rr(~) _fo(>,f)(l)da(.r) ~ !.fQ-
Portanto, 
Mf(!.f)(x) sup (1Q). r I (!.f)(y)- (!.f)Q I d<7(y) 
:<EQ (J" JQ 
Q'A 
sup (IQ) r I), li f(y)- JQ I da(y) 
xEQ CT }q 
Q<A 
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I,\ I sup-(1Q r I f(y)- Jq I d~(y) 
-"EQ O" ) }q 
QU 
= I,\ I Mj'J(x). 
Conscq lientemcnte, 
li"JIIBMO, = IIMf(,\fJIIoc = 111 À I Mfflloo =I À IIIMfflloc =I À lllfllaMO, 
Por outro lado, se fg E BMOd, como (f+ g)q = fq + gq, temos. para todo Q E A. 
Portanto, 
Assim, 
I (f(y) + g(y)- (f+ g)q I s: I f(y)- JQ I+ I g(yl- YQ 1. 
Mj'(f + g)(.r) - sup (IQ) r I (f(y) + g(y))- (f+ g)q I dCI(y) 
,eq a }q 
QCA 
< sup (IQ) r (i J(y)- JQ I+ I g(y)- 9Q i)dCI(y) 
:<EQ (T }q 
Q<A 
Mj' f(x) + Mj'g(x). 
li f +9IIBMO, - IlM,;" (f+ g)lloo 
< IIMf J + Mj' Ylloo 
< IlM f f li~• + IlM f Ylloc 
IIJIIBMO, + IIYIIBMO,· 
Logo, 11 · [[BMOd é uma semi-norma sobre B,\tf()d· 
• Agora, se f é constantP, pelo Teorf'ma 1.31.rmos que .Md f(x) =O para todo .TE 
ç2 Portanto. llfllaMO, = IIM{fll·oo =O. Reciprocamente, se li fiRMO,= IIMffll~ =O, 
então ,Mf f(x) =O q.s. e, assim, o Teorema 1.3 nos garante que f deve ser constante. 
2.4. OBSERVAÇÃO. A aplicação f 1----t llfiiRMOd é apenas uma semi-norma em HA10d. 
Consideraremos, entâo, BJ\JOd como o espaço quociente em relação às funçõe~ coustant.cs 
e, assim, pelo Lema 2.3, a aplicação f~----+ IIJIIBMOd passará a ser uma norma em BA1Ch. 
2.5. TEOREMA. O espaço BMOd é um espaço de Banach. 
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DEMONSTRAÇÃO. Seja (fJ) uma spquencta de Cauchy {'Ill H.\JOd. Então. dado 
E> O, existe l\' E J!\' tal que, se i.j > N, ternos 
( 1 ) E llf>- fiiiBMO, < z· 
Então, para todo Q E A, se i,j > N 1 por (1), ternos 
(2) 1 a(Q)II(J,- (.f,Jo)- (f,- (.f,)o)ll~ = 
=a(~) k I (f,(x)- .f,(,)- (f;- .f,)oída(.•i < ~· 
Logo, (fj-(Jj)Q) é uma seqüên-cia de Cauchy em L1 (52 ), para todo Q E A. Em particular. 
(Jj - Ui )Q) é uma seqüência de Cauchy em I} (82 ) 1 para Q = 5 2 . Port an1 o. como f_,l ( S2 ) 
é completo, existe 9 E /}(82 ) tal quP (fj- (.fj)s2) converge paragem l 1(S2 ). Agora, 
como estamos trabalhando com funções módulo constantes, podemos assumir (fj )s" = O, 
para todo j. Daí, .fj converge paragem V(S2 ). Mas, para todo Q E A. pela conwrgência 
em /}(S2 ), temos 
quando j -+ oo. Portanto, para todo Q E A, pelo Teorema da Convergência Dominada, 
temos que (fi- (fj)Q)XQ converge para (g- 9Q)XQ em V(S2 ). Então, fazendo j tender 
a infinito em (2), temos 
1 E 
a(Q) I lU.- (f;Jolxo- (g- Yolxolh S 2 < '• 
para todo Q E A e i> J\'. Logo, se 1 > N, 
1 r . ll.i!- f,I!Huo, = .oup a(Q) lo I (g(.r)- .f;(.T))- (g- f,)Q I (/at.l') <E. 
Portanto. fJ-+ g em HMOd. quando j-+ oc. Resta mostrar que g E !3.\JOd- Para isto. 
obsn\'amos qu<' 
pois fN E BMOd- Logo, g E BAUh. e BMOd é um espaço de Banach. 
2.6. TEOREMA. Se w E At(A). isto é, se Mdw(x) _:::::; Cw(:r) q.s., então log w está em 
BMOa. 
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DEMONSTRAÇAO. Seja rjJ = log w, ic;t(l é, u' = r<P. Corno H. E A 1(A). temo::;, para 
todo Q E A, 
para. quase todo x E Q, ou, equiva.lent.emf'nlf'. 
Agora, 
(I) sup<ss(,->lxl) = crp(-infess qi(x)). 
xEQ xEQ 
De fato, seja k = infcss q)(x). Então k :=; o(x) q.s. em Q. Daí, t-k 2 e-<P(x) q.s. em Q. 
xEQ 
SeM= sup es.s(e-<t>(xl), afirmamos queM= c-k_ Com efeito. é verdade queM :S e-k_ 
xEQ 
Vamos supor, então, que Af < e-k_ Como .H> O, existe k' > k tal que lW = t-k'_ Então 
e-k' 2: c-<t>(x) q.s. em Q. Disso segue que k' :S <D(.T), q.s. em Q. o que contraria o fato 
que k = inft:.ss <f(x). Logo, M = supC$.S(t-ç:cl) = t-k, o que demonstra (1). 
xeQ xEQ 
Pela desigualdade de Jensen aplicada à função convexa ç( :r) = ex, temos 
(2) . ( r du( x)) I r I I exp(~Q) = exp }Q <P(x) u(Q) :S u(Q) JQ ,u du(.r). 
Então, de (J) e (2), temos 
exp( 6Q )e.rp(- in f e.ss Q( .T)) :S - 1- f ,e(x)du( x) 
xEQ u((j).Q 
Disso segue que existe 1\ = log C tal que 
Logo. 
supt.~s( f_-.P(x)) :S C. 
,-EQ 
Integrando ambos os membros da desigualdade acima sobre Q. temos 
-
1
- r l1(x)- <Po I du(x) :S 2(<Po- inf e.ss q,(x)) :S 2K. 
u(Q) JQ xEQ 
53 
E, daí, IIMf(lug u·ljk, 5 2lí. Portanto, lug w E HM(), 
2.7. OBSERVAÇAO. Se a f' h são nÚmf'ros reais nã.o-negativos e se O< 1· < L temos 
que (a+ b)í ~a··+ lt'. Para vermos isto, basta considerarmos a função g: U-l+ ---+ M 
definida por g(:r) = (a+ .r)"- a'- x"'>·. Então, temos qu<' g'(:r) = r[(a +:r p- 1 - :r"- 1] ::; O, 
pois a e x são nào-negativos e O < J < 1. Daí segue que g é uma função não-crescente 
e, como g(O) =O. temos que g(:r):::; O para todo x 2:: O. Logo, (a+ x)" :S a"·+ x-r para 
a 2: O, x 2: O e O < "; < 1. 
2.8. DEFINIÇAO. Seja I'· uma medida de Borcl positiva soLre 8 2 . Definimos, para 
todo :r E 5' 2 , o operador maximal do tipo diádico 
Md/'(x) = sup (IQ) f dp(x), 
:t€Q (J }Q 
QéA 
2.9. OBSERVAÇÃO. Se f1 é uma medida de Borel positiva, então, dado t >O, temos 
2 I 1 o-({x E 8 : M,p(x) > t)) 5- dp(x). 
t S' 
A demonstração deste fato é inteiramente análoga à demonstração de Il-1.4. 
2.10. TEOREMA. Seja J1 uma medida de Borel positiva tal que MdJ.l(x) < oo para 
quase todo x E S 2, e seja O< 1 < ]. Então a função w(x) = (Mdp(x))' é um peso da 
classe A1 (A). onde a constante C(l,u') depende somente de'"/· 
DEMONSTRAÇAO. Fixemos um elemento do tipo diádico Q E Ak· Mostraremos que 
I 1 ' 
-- u{T)do-(x) 5 Cw(x). 
o-( Q) Q 
para quase todo .TE Q. com(' independente de Q. 
Seja Q E A 1,_ 1 tal quC' (J C Q. Vamos decompor a medida I' da seguinte forma: 
I'= f/J + 11 2• olHlc pd.A) =_fi(A n Ô) para todo subconjunto mensurável A de ,9"1., ou 
s<:>ja, p 1 é a restricJw de 11 a Q. Então . . Mdfl :::; Afd/ll + Md/-12· Pela Observação 2.7. temos 
que (Mdp)""::::;; (_\J 1pl)"' + (Aldp 2 )"'. Então basta mostrar que as médias de (Afdpr)' e 
de (Mdf12)' sobre Q são ambas limitadas por Cw(:r), para quase todo x E Q, corri C 
dependendo somente de I· Vamos analisar as estimativas para as médias de (Mdfld' e 
de (.AJdJ1 2P separadamente. Para todo R > O, utilizando a Observação 2.9 e o resultado 
1 do Apêndice, temos 
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a(~) k(M,p,(J)j"da(x) a(~) la~ ,e-',({x E Q: M,,JJ(J) > t))dl 
"(~)(foR 1e-' "( { x E Q , M, 11 , (x) > t} )dt 
+ koo ,e-',({x E Q: M,p 1 (x) > t))dt) 
< ,/Q) (f r 1,(Q)dt +r r' G fs, dp,(x)) )dt 
"(~) ("(Q)R' + 11 ,(52 ) !R= 1e-'dt) 
R'+ 11,(8')1RH 
<7(Q)(1-)) 
~r(1 + ~~~ p(Q) ). 
1 -1 R<7(Q) 
Tomando R= p(Q)j<r(Q), e lembrando que <7(Q) <:: Soc(Q), temo' que 






para quase todo :r E Q~ onde C= 8'''/(1- J). 
Agora. basta obter uma estimativa para a média de (lvld/12)"' sobre Q. Para isto 
usaremos o fato que, para quase todos ~·,y E Q. temos Mdfh(x) = A1ap2(y). l\a verdade, 
Sf' H= u aq, temos que AJd/J.z(x) = Md/h(!-1) para todos :r,y E Q \ B. De fato, seja 
QEA 
x· E Q \H e seja Q' E .A tal que x E Q'. Entáo. podemos ler Q' C Q ou Q'n (52 \ Q) oJ ó. 
Se Q' c Q. temos que 1-'z(Q') =O. Se Q' n (S2 \ Q) f:- Q, como :r E Q \ B 1 temos que 
Q C Q'. Portanto, 
1'2( Q') 
M,p 2 (x) = sup (Q'). 
Q'E.A a 
QcQ' 
e. assim, A1dJ12 (x) = Map 2 (y), para quase todos x,y E Q, já que a(B) =O. Logo, para 
quase todo :r E Q, temos 
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o que demonstra que a média. de (A1dp 2 (:r))'l' é menor ou igual a Cw(x), para. C= 1 e 
para quase todo x E Q. 
2.11. OBSERVAÇÃO. L00 (S') C BMO,. De fato, se f E l%(82), existe(:> O tal 
que I f(x) I:S C g.s. e, pelo Teorema 1.2(3), temos 
Mf f(.r) < 2Maf(x) 
2sur-(1 l r I J(y) I du(yl 
zEo a Q lo 
QOA 
< 2sup-1-) r Cdu(y)=2C. 
•<Q u(Q }q 
Q<A 
Logo, Mf f E L=(S'), isto é, f E BMOa. 
2.12. EXEMPLO. Seja bD a medida de Dirac concentrada em] = (1,0 1 0), sobre os 
borelianos de S2 , isto é, 8,(B) =I, se li E B e 8,(B) =O, se li 't B. Para k ;:> 2 e 
j E {1.2, 3,4}, denotamos GJ = ft x I], QJ = ô(GJ) e B, = QÍ n Ql n Ql n Q:. Como 
Bk é uma bola em 5 2 centrada em], existe h> O tal que Bk = B~(D,Ck)· Temos que 
Assim. 
a(IJk} :::: -4a(Q~·) = r.(2- 2ro.~ Tl:+ 1 7í•. 
<r(Bk) = <r(B;(li.f,)) = 1rti 
e, portanto, {k = (2- 2cos 2-k+ 1 r.) 111 , para k 2 2. Tomando Qi = S 2 c / 1 = 2, 1emos 
que <r(Q:J = 8 u(Qj). Se I li - x h:S C,, ternos 
Ma6n(x) 
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b, ( QJ) 
o-(Qi) 
1 
Suponhamos h+t <I .D_- x h$ (k. k 2: 2. Então 




> 11 ~" ll 
1 r. 4 
Suponhamos, agora, ('2 = .Ji <I n- I 13S ft = 2. Entào 
1 1 1 
-> >-









> >- =-I n - ' IJ - 4 4,. 
,.M,(o,)(x). 
Portanto, podemos concluir que, para qualquer :r E S 2 , 
(1) ~ 1 
-M,(.1,)(.1) S I I,' < 2df,(i, )(.r). 4 n - _,. 
Seja o< 1 < 1 e seja W-y(:r) =In- X 1;2--r,x E 8 2 . Pelo Teorema 2.10 temos que 
(M,(o,)t E A1(A) e, assim, segue por (1) que w, E A1 (A). Então. pelo Teorema 2.6, 
temos que fr(x) = log w1 (x) está em BMOd. Porém, f-r não está em L'X·(S2 ), pois não é 
limitada. Logo, r=(S')'iBMO,. 
3. A DESIGUALDADE DE FEFFERMAN-STEIN PARA OPERADORES 
MAXIMAIS DIÁDICOS 
3.1. TEOREMA. Seja O < Po < oo. Então, para todo p0 ::::; p < oc, existe uma 
constante Cp, dependendo somente de p, tal que, se f E V(S2 ) é tal que Mdf E LP0 (S 2 ), 
então 
f (M,J(x))'da(x) S C, f (M{f(.r)l'da(x). ls2 ls2 
DEMONSTRAÇÃO. Usaremos aqui as me-smas not.açõe,; utilizadas na demonstração 
de 11-1.4. Corno M,(l f IJ = Md e MJ'(If IJ S 2!vlf f. podemos supor f? O. Dado 
t > O, denotaremos 
2 } E,= {x E 8 : M,.f(x) >I 
e 
F,= {x E S': Mff(x) > t) 
Como em II-1 .-4., seja { Q1,t}jE.Jt a fami1ia de elementos do tl)JO diádico maximais tal que, 
para todo j, 
(I) t < 1 1 J(x)drr(x) S 81 
rr(QJ,<l Q,_, 
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{'tal que f(:r)::; t para quasf' todo ;r (j_ u Qj,l· s(' o< f<-~ f' j E .la, ('Jitão !Q;.• > s >f 
jE.l, 
(',portanto, existe k E .11 tal que (}1 ... C Ch.t· Fix('rnos t > O, A >O, Jo E 12-4 1, e seja 
Qo = QJ0,2-4t· Então 
(2) i 1 r t 24 < "' (/<>) }q, f(y)da(y) = Jq, < :z· 
Existem duas possibilidades: 
I\ o primeiro caso, 
(3) 
~o segundo caso, 
( 4) 
Assim, por (1), (2) e (4) 
(5) 
L a(Q,,,) <: a(Qo) <: a(Ft;A). 
{j:Q),,cQc-} 
1 r i 
a(Qo) }q, I f(y)- fq, I da(y) <:A. 
< L: (ta(Q,,)- Jq,a(Q,,,)) 
{J:Q;,,CQo} 
< L (l J(y)da(y)- f0,a(Qj,t)) 
{_i:QJ ,CQo} QJ,I 
< L: l I .flyl- fo, I da(vl 
{j:Q;.,CQo} Q,,, 
< fc~c I !!vi- fq, I Ja(yJ 
I . 
< Aa(Qo). 
Somando sobre todos os Q~s p0"'-1\·eis. por (3) e (5). temos: 
( 6) 
Portanto, por 11-1.4 e por (6), temos 
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( 7) 
Se fizermos n(f) = t7(EL), de (7), teremos 
(8) 
Agora. dado .V > O, temos 
r' IN lo pt'- 1a(t)dl 
N 
< PPÕ 1 Np-po h pofP0 o:(t)dt 
< PPõ 1N'-'" j,,(M,f(x))'"du(x) < oo, 
já que. por hipótese, J\1df E ]f0(S 2). De (8), temos 
' h· L pt'-'a(t)dt 
}\' 2 A' 
< r pt'-1 u(F,/A) +- r pl'-1a(T't)dt lo A lo 
11\' 24ptl 12-i,Y pt'- 1u(Ft/A)dt + ~- pt'- 1a(t)dt o A o 
.11,1 c 
< 1 pt'-1u(FtjA)dt + A IN. 
onde C = 24P+ 1. Tomando A = 2C, c fazendo N - x em ambos os membros da 
desigualdack acima. obtemos 
l~ ptp-l"(t)dt S: 21= pl'- 1a(F,/A)dt 
e. ent~u. pelo resultado 1 do Apêndice. temos 
L (M<f(:r I )'du(.r I 1= pl'- 1o(l)d/ 
< 2 r= pt'-1u(F,f;)dt lo 
2A' 1= ptHa(F,)dt 
zr+'C' 1= pt'-'u(F,)dt 
C, /,_IM! f(,·))'du(x), 
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3.2. TEOREMA. Seja w um peso tal que w E Aoo(A), c seja O < p0 < oc. Então, para 
todo p0 ::; p < oo, existe uma constante Cp,w' dependendo somente de p e w, tal que, se 
f E L1 (8 2 ) é tal que Mdf E L'::}(82 ), então 
j,,(Mdf(x))"w(x)da(x) :':: Cp,w J,y.tf f(x))Pw(x)do-(x). 
DEMONSTRAÇAO. A demonstração deste teorema é uma repetição do argumento 
usado na demonstração do teorema anterior. Assim, consideraremos como no Teorema 
3.1 a família de elementos maximais {Qj,t}jElt· Dado t > O, fixemos Qo = Q10 ,2-4t e 
tomemos A> O. Procedemos como em 3.1. Então, obtemos 3.1(5): 
Csando o fato que w E Ax.(A), concluímos da definição da classe Ax .. (A) que existem 
fJ >O e C> O tais que, se Q E A e B é um subconjunto mensurá\·el de Q, então 
w(B) < c(o-(H)) 6 
w(Q) - a(Q) 
Tomemos, em particular, B = U Qj,t· Então, por 3.1(5), temos 
Q1,,CQo 





c( L a(Q,,,))' < c(2)' 
{jEJ,:Q
1
,,CQo} a( Qo) - A 
Somando sobre todos os possiveis Q~s, obtemos 
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Como Md.f E L~~(S'2 ), podemos mostrar, corno na demonstração do Teorema 3.1, que 
para todo N > O. Agora, a demonstração continua praticamente a mesma do teorema 
anterior. Basta trocar a medida a pela medida w. 
3.3. DEFINIÇÃO. Seja T um operador linear definido em L=(S2 ) com valores no 
conjunto das funções mensuráveis de 8 2 em IR. Dizemos que T é do tipo (L'=(S' 2 ), BM(h) 
se existe uma constante C > O tal que 
para toda f E L00 (S2 ). 
3.4. TEOREMA. Seja w um peso da classe Ar(A), e seja T um operador linear de 
L00 (S2 ) no conjunto das funções mensuráveis de 5 2 em IR, do tipo (r, r) com respeito a 
w, para algum 1 <r< oo, e do tipo (L00 (S 2 ),BM0d)· Então T é do tipo (p,p) com 
respeito a w pa.ra todo r S p < oo. 
DEMONSTRAÇÃO. Corno T f um operador do tipo (r, r) com respeito a w, do tipo 
(L00 (S2 ), E MOa), e por Ill-3.9 existe uma constante C tal que, para toda' J,g E L00 (S2 ), 
temos: 
IIMagll,,". < Cll9ll- ,., 
IITIII,, < CIIJII,,w, 
IITJIIBMOa < Cllfk 
Logo, por 1.2(:3), temos que 
IIIMf o T)JI!,, IIMf(T flll,, 
< 2IIMa(T flll,_" 
< 2C'IIT fi I,,. 
< 2C'IIfll-." 
e 
II(Mf O T)JIIoo = IIMf(Tf)lloo = IITJIIBMO, S C'llflloo, 
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para toda f E L00 (S2 ), isto é, o operador M: o T é do tipo (r, r) com r(''-Jwito a w c do 
tipo ( oo, oo) e, portanto, do tipo ( oo, oo) com respeito a w, pela Obscrvaçào 2.2. 
Corno M: o T é um operador sublinear de L:;:(.'t2 ) = //"'"(.'1'2 ) Ill• conjunto da.s 
funções mensuráveis de 8 2 em IR, dos tipos (r, r) e (oc,,oo) com respeito a w, e11t.ào o 
Teorema de Interpolação de Marcinkiewicz permite-nos concluir que, para todo r :::; p:::; 
oo, existe uma constante Dp,w• dependendo somente de p C' w, tal que 
para toda f E L';:(S2 ). 
Por outro lado, para toda f E L':(S2), temos 
IIM,(Tf)llc,w <; CIITJIIc,w <; C'llfllc,w < OC. 
Logo, por II-1.9(2) e pelo Teorema 3.2., temos 
para toda f E L-:(S2 ), isto é, T é do tipo (p,p) com respeito a w. 
4. A FUNÇAO MAXIMAL SHARP E A DESIGUALDADE DE 
FEFFERMAN-STEIN 
4.1. DEFINIÇÃO. Seja f E L'(S2). As funções maximais sharp Af#(J) f' jJf(.fJ são 
definidas para x E 5 2 , por 
Af#(JJ(x) ~ sup (B'~ /')) r l.f(y) ~ fH;f,J) I dCY{y) 
f>O a 2 J', jR~(:r,f) 
e 
M,#(.{)(.r) ~ sup-1- r l.f(y) ~ .fw I da(y). 
B' a( E) }R' 
onde o supremo é tomado sobre todos os B' = B~(t,!L com { > O e t E S 2 tais que 
I E B;(t,t). fB~{:r,i) denota a média de f sobre a. bola n;(x,{). isto é, 
4.2. LEMA. Seja f E L 1 (Sz). Entào 1 para todo x E sz, 
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Mtf(.1c) <; SM'.f(:r). 
DEMONSTRAÇAO. Seja t >O e seja I E H;(.r.f). Se .r E B;(l,t), então JJ;(/,f) C 
s;(:r,2t). Portanto, a(B;(:r,2t)) ~ 4a(B;(U)) Logo. 
(B!:J f)) { lf(y)- fB;I<,I) I da(_q' <; o 2 -, _ ls2(t,f) 
<; (H': I f)) r' l.f(y)- h (•21) I da(y)+ I !B;idl)- fa;(u) I 
cr 2 -· JB,(t,t) 
~ (B':tf)) /, I f(y)- .fn,l•.2fl I da(y) 
a 2 , - B 2(t/) 
+I (B'\t t)) r, .fB;r•."lda!yl- (B':t t)) r, .f(yJda(u)l 
a 2 ' Js2(t/) (j 2 ' JB2(t,l) 
<; (E'~ I f)) r, l.f(y)- .fB;(1,2f) I da(y) () 2 ., JB,(t,l) 
<:: (B't 2t)J r, lf(y)- .fa;r•."l I dd.vl a 2 x, ls2(:r,2l) 
<; SM' j(.T ). 
Portanto, Mf f(x) <; SM• j(.1 ). 
4.3. LEMA. Seja f E L1(S2 ). Então, para todo x E S2 , temos 
Mff(x) <; s~'Mf f(,·). 
DEMONSTRAÇÃO. Dado Q E A, por l-2.ll.(b). existem I E Q e { > O tais que 
Q c s;(l,f) e a(B;(t,t)) <; 4r. 2a(Q). Então, 
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Logo, Mf f(x) ~ Rr.'-1/~.f(x). 
4.4. TEOREMA. Scj<~m O < p0 < oo r u· E Aq(S'2 ) para algum 1 < q < oo. Então, 
para todo p0 ::; p < x, existE' uma constante Hp,w, dependendo somente de p cu·, tal 
qm\ se f E 1}(5'2) Ratisfaz MJ E L~?(S 2 ), então 
r (.11/!.c))"w(.c)da(.c) ~ K,.w r (M# f(x))'w(x)da(x). J.ç' ./s2 
DEMONSTRAÇÃO. Fixemm p0 ~ p < oo, e seja f E L1 (S2 ) tal queM f E L~(S2 ). 
Agora, pela definição de peso da dasse Aç(5'2 ), temos que w ou E Aq(S2 ) e K(q, u-·) = 
K(q, w ou), para todo v E 5'CJ(:3). Portanto. por Ill-4.3. temos que w ou E Aq(A) e 
(1) CiQ) h 11' o 11 da) C,(~) h ( w o 11 )-,'.,da r-I :s (4r.2JP K(q, w), 
para todo v E S0(3) e todo Q E A. Como M(f o u)(u-1 x) = M f(x ). temos que 
(2) r (M(f o 11)\x))"u· o u(x)da(x) ls2 fs,(M(f o u))(u-
1
x)"w(x)da(x) 
r (Mf(x))''w(x)da(x) < oo. ls• 
Assim, por (1), (2) e pelo Teorema 3.2., temos que existe uma constante Cp,w, dependendo 
somente de p e w, tal que 
(3) fs, ( Md(/ O 11 )(X ))"w o 11 (X )do-( X) :Ó (:p,w fs, ( Mf (f O u )( ,. ))"w o u( X )da( X). 
Por III-4.4(2), t.emo~ 
(1) Mf(.T) :s 11 r M,(f o u)(u-1J·)du. 
J.so(.3) 
Portanto. por 4.2. 4.:L (:{). (-·1). ]Wla Desigualdade de .Jensen e pelo Teorema de Fubini. 
temos 
f (Mf(x))'w(.r)da(.cj < I"2 
< r (11 r M,(f o u)(u-1 ,·)du)' u·(x)d<>(x) ls? lso(3) 




< IJPC,,w f f (M:(Jou)(:r))'wou(:r)dudu(:r) ls2 lso(3) 
< (8IT2)'ll'C,,w f f,(Mf(fou)(u- 1:r))'w(.r)da(.r)du J.<>o(::~) ls 
< 8'(8IT2)'ll'C,.w [ [ (M#(J o u)(u- 1:r))'w(:r)du(:r)du. 
lso(3l Js2 
Agora. kmos que 
e. àSSIJll, 
(f o u)B;(w-•x,() I d<7(y) = 
(B'~ f)) { lf(y)-fs;lx.t)ldu(y). 
a 2 :r, - JB2 (x,() 
( 6 I 
Logo, d(' (,=)) e ( 6) ohtemos o resultado desejado. 
5. O ESPAÇO BMO 
5.1. DEFINIÇÃO. Seja H' um peso. O espaço BMO(u') P formado pelas funções 
f E V(S2 ) tais CJUf' "U#f E L';;·(S2 ). Se f E BMO(w), entào definimos IIJIIHMO(v·) = 
jjc\J#.fll~.w· 
Observemos que, dado um peso w, como w(.E) = f w(x)da(;r) para todo subcon-h 
junto mensurável E C S2 , temos que w( E) = O se e somente se a( E) = O. Portanto1 se 
definirmos o espaço BAfO corno sendo o conjunto forma.do pelas funções .f E l)(S2 ) tais 
queM# f E L=(S'), e definirmos IIJIIBMO = jjM# Jjj 00 , teremos que os espaços BMO(w) 
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e B,UO coincidem. 
5.2. OBSERVAÇAO. A aplicação f ~ IIJIIHMO é uma semr-norma em HMO. e 
llfiiHMO = O se e somente se f é constante. A demonstração é idêntica à do Lema 2.2 
deste capítulo. Por isso a omitiremos aqui. Consideraremos, a partir df' agora., BMO 
corno sendo o espaço quociente em relação às funções constantes e, asnirn, a aplica.çào 
f f---+ ll.fiiBMO passará a ser uma norma em BMO. 
5.3. DEFINIÇÃO. Seja T um operador linear definido em L=(S'2) con1 valores no 
conjunto das funções memmráveis de 8 2 em IR. Diremos quf' T é do tipo (L=(S2 ), lJMO) 
se existir uma constante C > O tal que 
para toda f E L=(S2 ). 
5.4. TEOREMA. Seja w um peso da cla'ise Ar(S2)) e seja T um operador linear definido 
em Lcx'(S2) com valores no conjunto da<> funções mensuráveis de S 2 em TR, do tipo (r. r) 
com respeito a w, para. algum 1 <r< oc. e do tipo (L=(S2), BMO). Então T P do tipo 
(p,p) com respeito a w, para todo r::;: p <·X. 
DEMONSTRAÇÃO. Como T é um operador do tipo (r, r) com respeito a. w, do tipo 
(L=(S'),BMO), por III-4.4 existe uma constante C tal que, para todas f,g E L=(S'), 
temos 
I!M 911." < Cll9ll· ,., 
IIT Jll," < CIIJII,,w, 
IITfllmto < iêllfllx-· 
Por demonstração idêntica à do Teorema 1.2, temos qu(> M# f( .r) S 2Mf(:r), para todo 
f E L'(82 ). Então. 
II(M# O T)fjj,c IIM#(T Jlllc,u 
< 2IIM(Tf)ll.,w 
< 2CIIT Jll,.w 
< 2C'IIJII •. w 
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para toda .f E Lcx:.,(S 2 ), isto é, o opnador M# o T é dos tipos (r, r) c ( oo, oo) com respeito 
a 111. Como M# o T é um operador sublincar de L';:·(S2 ) = L"""(S2 ) no conjunto das 
funções mensurávf'i"' df' S2 em Uf, dos tipos (r, r) e (x,x) com respeito a w, o Teorf'ma 
de Interpolação de ~larcinkif'wicz escrito no resultado 2 do Apêndice permitf'-IlOI> concluir 
que, para todo r ~ p ~ oc, cxisk uma constante Dp,w, dependendo somente de p e w, tal 
que 
para toda f E L~(S'). 
Por outro lado. para toda f E V:;,··(S2), ternos 
Logo, por Il-l.9(2). íil-4.1(2). III-U(.3) e pelo Teorema 4.4, temos: 
jjTJj],,,. < jjM,(Tf)j],,,. :o; 4Jr2 j]MI(TJ)j],,w :o; !6Jr2 jjM(Tf)jj,,, 
< 16Jr2 K,,,.jj M# (T f) jjp,w $ ]6Jr2 K,,wDp,w]]JjJ,,w 
para toda f E I';(S'2 ). isto é. T é do tipo (p.p) com respeito a 'U'. 
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' CAPITULO V 
MEDIDAS DE CARLESON E PESOS DA 
CLASSE AcXJ SOBRE S2 
O objetivo deste capítulo é estudar resultados obtidos por Bordin e Tozoni em [2] 
para a esfera S\ no caso particular n = 2. Resultados análogos para o caso do lRn foram 
estudados por Ruiz e Torrea. em [16]. O caso do 5 1 sem pesos foi também estudado por 
Carleson em [5]. 
Na primeira seção definimos um operador maximal de tipo diádico Ma usando 
as partições da esfera S 2 introduzidas no Capítulo I. Obtemos, então, uma condição ne-
cessária e suficiente sobre um peso w e sobre uma medida J.L definida sobre os borelianos de 
5 2 = 5 2 x [0, 1], para que o operador Ma seja limitado de L~(S2 ) em V(S2,Ji). 
Na segunda seção definimos um operador maximal M utilizando as médias de 
uma função sobre bolas de 5 2 • Aplicamos o resultado principal da seção anterior e obte-
ITIOH uma condição necessária e suficiente sobre um peso w e sobre uma medida f-l definida 
sobre os borelianos de 5 2 , para que o operador M seja llmitado de L~.(S2 ) em LP(S2 ,p). 
Em particular, mostramos que, no caso w = 1, a condição obtida é a. condição de Carleson 
para a esfera 52 . 
:Na terceira seção definimos o núcleo de Poisson para a esfera S2 e a integral de 
Poisson u1 de uma função real e integrável f sobre S2 • Mostramos que I UJ I:S 4/VI:f e 
assim, aplicando o resultado principal da seção anterior, obtemos uma condição suficiente 
para que o operador f........,. u1 seja limitado de L~,(S2 ) em LP(JB,Jl). No caso w = 1, 
mostramos que a condição obtida também é necessária. 
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1. UM OPERADOR MAXIMAL DE TIPO DIÁDICO 
1.1. DEFINIÇÃO. Para cada x E 8 2 e 1- .Ji <::r<:: 1, definimos a bola U(x,r) em 
gz por 
U(x, r)= {y E 82 : (1- r) 2 2 1- x.y). 
Se lJ = U( x, r), escrevemos D = lf(x, r) X [0, !] para 1 - .Ji S: r S: O e D = lJ ( x, r) x [r, I] 
para O::; r :S 1. Também escrevemos Ê? = S2 x [01 1]. 
1.2. OBSERVAÇÃO. Se n = (1,0,0), então 
U(n, r) = { 6( 8) : O <:: 81 <:: are eosr(2 - r)}. 
U(n,r)- {yES2 :(1-r)2 21-y·l} 
{(y,,y,,y,) E S2 : (1- r) 2 21- yi) 
- {6(8) E 82 : (!- r) 2 2 1- eosfli) 
{6(8) E 8 2 : cosfl1 2 r(2- r)) 
{6(8) E 8 2 : OS: 81 S: are cosr(2- r)). 
1.3. OBSERVAÇÃO. Dados x E S' e 1- .Ji <:;r<:; 1, temos 
U(x, r)= B;(x, .Ji 11- r I). 
(1) lx-yll- (x,-y,)2 +(x,-y2) 2 +(x3 -y3) 2 
Disso, segue que 
- X~+ X~+ x; + y~ + y~ + Y5- 2(x1Y1 + X2Y2 + X3y3) 
2(1 -X· y ). 
yElf(x,r) {o? (l-r)2 > 1-x·y 
1 2 
{o? (l-r)2 > -lx-yl, 
2 
ç; I x- y ll S: 2(1 - r) 2 
ç; lx-y[,S: ../211-rl 
ç; Y E B;(x, .Ji I!- r 1). 
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lst.o é, U(:r,r) = B~(x,vÍ2 I]- r 1). Se tomarmos os intervalos Ij como em 1-2.12 P, 
a partir daí, fizermos decomposiç(>es de 8 2 como no Capítulo I e denotarmos por A~ o 
00 
k-ésimo estágio da decomposição e A' = U A~, obteremos o Teorema 2.11 do Capítulo I 
k=l 
da seguinte forma: 
TEOREMA I-2.11. (a) Se k ::>O, Q, E Ale Q, E Al+1 com Q2 c Q1, entàD 
u(Q1 ) S 8u(Qz) 
(b) Para todo Q E A', existem x E Q e l - ,j2 S r< l tais que Q C U(x, r) e 
u(U(x,r)) S 4~ 2u(Q) 
(c) Para todo x E S2 e todo I- ,;2 S r < I, existem Q E A' eu E 80(3) tais que 
U(x, r) C u(Q) e 
u(Q) S l!u(U(x, r)). 
1.4. DEFINIÇAO. Definimos a função decrescente o ' [I- ,;2, 1] ~ [0,4~] por 
o( r)= u(U(l, r)). 
1.5. DEFINIÇÃO. Seja Q E A',Q oJ S'. Definimos o subconjunto Q de S' por 
Q = Q X [a-1(<'(Q)), 1]. 
1.6. DEFINIÇÃO. Se f é uma função real e integrável sobre S 2 , definimos, para cada 
(x, r) E .~2 , 
Maf(x,r) = .:~;A' uiQ) h I f(y) I du(y). 
o-(QJ~a(r) 
1.7. LEMA. Seja w um peso, e seja A um subconjunto mensurável de 8 2 . Se 1 < p < oc 
e w- 1 XA (j_. L~: 1 ( 8 2 ), então existe uma funç.ão positiva f E L~,( S 2) tal que 
J. f(x)du(x) = oo. 
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DEMONSTRAÇÃO. Seja t/' o funcional linear sobre L~,(S 2 ) dado por 
,P(g) ~ j (w-1 XA)gwdO" ~ j gdO". 
S' A 
Como w-1 XA ri L~JS'2 ), segue pelo Teorema de Representaçào de Ries?: que 4, não é 
contínuo. Portanto, existe é> O tal que, para cada inteiro positivo m, existe 9m E L~(S2 ) 
tal que 119m llr,w <:: 2-m e I </J(gm) 12' E. 
Seja fm(x) ~1 g1 (.T) I + .. · + I 9m(x) I· Então, para todos m, k 2 1, temos: 
llfm+k- fmllr,w 111 9m+l I+···+ I 9m+k lllr,w 
< ll9m+lllr.•" + '· · + IIYmHIIr.•" 
< 2-(m+l) + ... + 2-(m+k) < 2-m. 
Assim, (fm) é urna seqüência de Cauchy em L~(S2 ) e, portanto, existe f E L~,(S2 ) tal 
que fm---~> f em L~(S2 ). Por outro lado, 
LJmdn 
L I 91 I dO"+ .. ·+ L I 9m I dO" 
> IL g,d,l + · · · + IL Ymd"l 
I <f(g,) I+· .. + I <f(gm) 12 mE. 
Mas fm i f q.s. e, assim, pelo Teorema da Convergência Monótona obtemos 
j f dO"~ :f'(J) ~ lim •/•(Jm) 2 lim mE~ oo. A m---<= m ..... = 
1.8. TEOREMA. Sejam J1 uma medida sobre S2,1 < p < ·X e w um peso tal que 
w 1-P',p1 = pf(p- 1), satisfa,; a seguinte condiçâo: existe A' >O tal que. se (/k E Ak e 
Qk+t E Ak+ 1 com Qk+1 C Qk, então wt-p'(Qk) :S Kw1-P'(QpJ). As seguintes condições 
são equivalentes: 
(a) Existe uma constante C> O tal que, para toda f E L~,{S2 ), 
fs,V·-1,J(x,r))'dp(x,r) <::C j'P I J(x) I' w(x)do-(x). 
72 
(b) Existe uma const.a.n1.(' C> O ta] quP. para todo Q E A 1 , 
DEMONSTRAÇÃO. (a)=> (h)o Suponhamos que exista Q E A' tal que 
" - _, "l''(S') .. r~ntao, w ,\Q y:. •w 1 p qne 
Assim. pelo Lema 1.7, existe uma funçào positiva f E L~.(S2 ) tal quf' 
k .f(x)du(x) = oc.. 
Logo, A1df(::.r. r)= oo. para todo (.r. r) E S 2 , o que contradiz a. condição (i). Portanto, 
para todo Q E A1• Para obter a ]Jrimeira desigualdade em (h) basta escolher em (a) 
.f(x) = u·l-p'(x)\Q(x). 
(b):::} (a): Fixemos f E L;,.(S2 ) e. para cada k E z. SC'ja nk o coujunt.o 
ll, ={(.r.') E S': .\.1d,((.r.r) > 2'"). 
Para cada k E z, denotamos por r~ a família formada por todos os Q E AI tais que 
1 r , I .f lo= <T(Q) lo I f(y) I du(y) > 2 . 
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Como para todo Q E Ai+t existe Q' E Ai tal que Q C Q', então todo elemento Q E Cf 
está contido em um elemento maximal Q' E C~. Vamos denotar por Ck a família { QJ : 
j E Jk} formada por todos os elementos maximais Q E C~. Como para cada i 2: 1 ~é 
uma partiçào de 5 2 e todos os elementos de Ck são maximais, podemos concluir que os 
conjuntos Q;, j E Jk, são disjuntos. Portanto, os conjuntos Qj, j E Jk são também 
disjuntos. e 
Agora: para cada k E Z e j E Jk, seja 
Então, os conjuntos E; e Ef' são disjuntos, para (k,j) =/:- (k',i), e 
Portanto, 
(I) 
{(x, r): M<f(x, r)> O} 
{_ (Md(x, r))'d~(:r, r) Js, 
u UEf. 
kEZ jEh 











p(E,) u(Qj) ' 
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( 1 r I flxJ I )' Yk,1 v(Qj)JQ; v(x) v(x)d<7(x) , 
X - {(k,j): kE Z, j E J,], 
r(.\) {(k,j) E X: 9k,i > .\}. 
Seja 1 a medida sobre X tal que l((k,j)):::: /k,j, e seja g a função definida sobre X por 
g((k.j)) ~ g,,,. Temos que 
,,,;g,,i ~ p(E;J(,(~jlh: I J(x) I M(xl)' 
e segue por ( 1) e pelo resultado 1 do Apêndice que 
(2) f_ (M,f(x,r))'d!L(x, r) < ];;, 2'" . L..! /k,;9k,J 
k,j 
- 2' fx 9a1 
2' fooo /(r(.\))d.\ 
2' roo ( L ,, -)a.\ 
Jo (k,J)Er(A) ,J 
- 2' f L L ("i~tD' d11(x, r)d.\. 
o (k,j)Er(>.) EJ a J 
Para cada À > O, seja { Qt : i E !;,.} a família formada por todos os elementos maximais 
da família 
Se Qj C Q! e ( x, r) E EJ, então x E Qj e r E [o -I ( cr( Q7) ), 1 J. Portanto, cr( Qj) 2: a( r) c, 
aSSJllL 





v(Q n Qt) 
cr( Q) 
(3) 
Lembrando do fato qtw os conjuntos Ej são disjuntos, segue de (2), (3), do fato q11e 
v = w 1-P' e da hipótese, que 
( 4) r_ (M,f(.r, r)J'dl'(x, r) }ip 
Pela hipótese sobre v= w 1-p' podemos definir o operador Md,v como em ll-1.11 
e, pela definição de r().), segue que 
( 5) 
Por Il-1.13, existe C, >O tal que IIMa,"hll,," <:: C,llhllr." para toda h E J,~(S2 ). Então, 
por (4) e (5) 
j'ii (Maf(x, r))'d11(x, r) < C2' f v( { x : (Ma," ( LfJ) (x J)' > ,\}) d,\ 
C2' fs,(Ma,"C ~ l)(x))'v(x)drT(x) 
< C2'(C )' r l.f(x) I' v(x)dCT(x) 
' Js, (v(x))' 
C2'(C,)' r I f(x) I' w(x). Js2 
1.9. OBSERVAÇAO. Fixemos u E S0(3), e sejam uA~ ~ {u(Q): Q E AkJ, uA' ~ 
{u(Q): Q E A'}. Então, para cada k :o> O, uA[ é uma partição de S', e 1-2.11 e Il-1.13 
também valem, com as mesmas constantes, quando fazemos a troca de A~ por uAí,.. Se f 
é uma função real e integrável sobre S 2 , definimos 
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Então, 
M: = "'P (lQ j1 f(y) I d"(y). ~E:QEuA 1 (J - ) Q 
a{QJé":n(r) 
sup (]Q j1 (f o u)(y) I d<Y(y) 




Q) f I f(y) I daly) 
:rE'JEuA' (J }q 
a(Q)~a(r) 
M;f(x, r) 
e o Teorema 1.8 também é válido com a mesma demonstração e as mesmas ronstantes 
quando trocamos o operador Md por Md e a família Ak por uAk. 
2. A LIMITAÇAO DO OPERADOR MAXIMAL M 
2.1. DEFINIÇÃO. Seja f uma função real e integrá.vel sobre 5'2 • Para todo (.r. r) E 5 2 , 
definimos o operador maximal M por 
Mf(x,r) = sup (Ut ))j I f(y) I diJ(y). 
l-v'Ís~sra . x,s U(x,s) 
Se r = 1, o supremo acima é tomado sobre todos 1 - -../2 S s < I. 
2.2. LEMA. Seja .A·1d o operador maximal definido na Obser__:_açâo 1.9. Então. para 
toda função real e integráve] f. para todos u E 50(3) e (;r. r) E .'P·. ternos 
( 1 ) 
(2) MJ(x.r) 
< 16;c2.1-1f(x.r). 
< 11 j M<J(x,T)du. 
50(3) 
DEMONSTRAÇAO. Primeiramente demonstraremos (1 ). Vamos fixar (x, r) E 5 2 ., u E 
50(3) e Q E A', de tal forma que x E u(Q) e iJ(u(Q)) 2: a( r). Por Il-2.ll(b) reescrito 
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na Observação 1.3, temoR que exir;tem z E Q e I- vÍ2 ~ 8 < 1 tais que q C U(z,8) e 
<r(U(z,s)) <;4~ 2<r(Q). Soja f= .J211-s 1- Então. pelaObso.vação 1.3, kmos 
U(uz,s) = B;(uz,f) C B;(x.~i) = U(x,t), 
onde 1 - .,fi <:; t < 1 e 




Então1 t ~ r pois 
a(t) = u(U(x,t)) 2 u(U(uz,s)) 2 u(u(Q)) 2 a(r) 
e 
u(U(x,t)) = 4<r(U(uz,s)) <:; l6Jõ 2<r(u(Q)). 
Portanto, 
1 1 16?r 2 1 (3) <r(u(Q)) u(Q) I f(y) I du(y) < <T(U(x,t)) U(r,<) I f(y) I du(y) 
< 167r2 Mf(x, r), 
o que demonstra (1 ). 
Agora, vamos demomstrar (2). Fixemos (.r. r) E S 2 e 1- J2:; s :::; r. Por 11-
2.11 (c) reescrito na Observaçã.o 1.3, existem Q E A1 e v: E SO( 3) tais que U (:r, s) C u( Q) 
e <r( C))<:; 11<r(ll(x,s)). Então, 
(ui )) f I f(y) I d<r(y) 
cr x, s Ju(:r,s) 
11 1 <:; u(u(Q)) u(Q) I f(y) I d<r(y) 
<; 11Mãf(x, r), 
já que <r(u(Q)) 2 <r(U(x,s)) = a(s) 2 a(r). Portanto, integrando ambos os lados da 
desigualdade acima sobre S0(3), temos 
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Logo, 
.\.1j(,·,r) <; 11 f M~f(x,r)du, 
lso(3) 
o que demonstra (2). 
2.3. DEFINIÇÃO. Seja u· um peso. Dizemos que w E A=(S2) se existem constantes 
C > O e ó > O tais que, para toda bola U em 5 2 e todo A C U mensurável, temos 
o-(A) < c(w(A))'. 
o-( U) - w( U) 
2.4. LEMA. Seja w E A=(52 ). Então, existe K > O tal que, se u E 50(3), e 
Q, E uA~, Qk+I E uA;+; com Qk+l C Q., temos w(Q,) <; Kw(Qk+ 1 ). 
DEMONSTRAÇÃO. Como u• E A=( 5 2 ), existem constantes Cu.> O e ó >O tais que1 
para toda bola U(x, t) e todo A C U(x, t) mensurável, temos 
(I) o-( A) <C,.( w(A) )'. 
<T(U(r, t)) - w(U(.r, t)) 
Sejam, então, Q E A;. u E 50(3) e Q' = u(Q). Por l-2.1l(b) (ver Observação 1.3), 
existem x E Q' e]- ..f'i <; t <I tais que Q' C U(r,t) e o-(U(x,t)) S 4~ 2 o-(Q'). Então, 
se A C Q' é mensuráwl. tf'rnos~ por (1 ): 
o-( A) k 1o-(A) 'C ( w(A) )' 'C ( w(.4) )' -~ < < 4r. ·u· r < 411' ·w -- . 
o-((2') - o-(1'\.r.t)) - w([(x.t)) - w(Q') 
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Agora, por I-2.11(a), temo' que a(Q,+J)fa(Q,) 2': 1/8. Logo, 
Faz.cndo ]{ = (327r 2Cw) 116 , temos o lema demonstrado. 
2.5. TEOREMA. Seja 1 < p < oo e seja w um peso tal que w 1-P' E A00 (52 ), onde 
p' = pj(p -1). Então, as seguintes condições são equivalentes: 
(a) Existe uma constante C> O tal que, para toda f E L~( 5 2 ), 
r_ (Mf(x,r))'dp(x,r) s c r I !(x) I' w(x)da(x). h2 ~ 
(b) Existe uma constante C> O tal que, para toda bola U = U(z,t),1- v'2 S t < 1, 
~(M(w'-''xu)(x,r))'d~(x,r) S C r w1-''(x)da(x) < oo. lü lu 
DEMONSTRAÇÃO. A demonstração de (a) ::::} (b) é feita de maneira inteiramente 
análoga à demonstração de (a) ::::} (b) no Teorema 1.8. 
(b) "" (a): Fixemos u E S0(3) e Q E A. Então, pelo Teorema l-2.ll(b) (ver Observação 
1.3), existem z E Q e 1- v'2 <ó t < 1 tais que Q C U(z,t) e a(U(z,t)) S 4~ 2a(Q). 
Denotemos['= U("u::.t). Q' = u(Q} e 11 = w1-P'. Como v E Aoc(S2 ), temos 
Então, 
( 1 ) 
a(Q') < (v(Q'))' 
a(U) -C" v(U) . 
Assim, pela hipótese, por 2.2(1) e por (1), obtemos: 
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r_ (Ml(u.·1-'';.q•)(x,r))'dp(:r,r) < li!· ~( Ml( ui -r' X<')( :r, r))' dp( :r, r) liJ 
< (16K 2 )' ~(M(w1 _',xc)(:r,r))'dp(:r,r) li; 
< C'(l6K 2)'1 w1-''(:r·)d!7(:r) 
" C(16K2 )'v(U) 
< C'(l6K 2 )'(4K 2C'") 1/ 8v(Q') 
CJ r WJ-p'(x)da(x). lq• 
ondf' C1 = C(l67r2)P(4Jt· 2C.,) 116. Como w1-P' E AX>(S2), pelo Lema 2.3 existe uma cons-
tante A' > O tal que, seu E S0(3) e Qk E uA~, Qk+l C Qk. temos wt-p'(Q~.) s; 
Kw1-P'(Qk+t)· Portanto, como a constante C1 na desigualdade acima depende somente 
de p, 'ID E' Jl, pelo Teorema 1.8 e pela Observação 1.9, existe uma constante c2 tal que 
(2) j-(Mlf(x, r))'dp(:r, r)<: C, j I f(:r) I' w(:r)da(:r) 52 52 
para toda f E Lc(52 ) e todo u E 50(3). Então, segue de 2.2(2), de (2). da desigualdade 
de Jensen e do Teorema de Fubini que 
j-(Mf(:r, r))'dp(:r, r) SJ < J- (11j Mlf(x,r)du)'dp(x,r) .<;2 50(3) 
< 11' r j_(Mlf(:r,r))'dp(x,r)du l.mnl s2 
< l!PC, J,, I f(.T) I' wCr)da(x), 
o que demonstra o teorema. 
2.6. OBSERVAÇÃO. Quando identificamos 8 2 com a bola DJ = {y E D-{" :I y (,::; 1} 
usando a aplicaçâo (y, T') H ry, se denotarmos U~ = U (]_,r), obteremos 
(', = {s(2(8): O<: 81 <: arccos r(2- r), r<: s <: 1}. se O< r<: l 
i\= {s6(8): O<: 81 <: arccu.< r(2- r), O<: s <: 1}, se 1- .f2 <:r<: O. 
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Então, Dr é um cone truncado se O< r< 1, e um cone se 1- V2::; r::; O, contido na bola 
JB. Observamos que, se x E 51. eU = U(x, r), entã.o existe u E 50(3) tal que u( [r r) = D. 
Agora, para f= arccos r(2- r), definimos 
e 
Se 1 - y'2 ::; r :::; O, temos I! = arccos r(2- r) ?_ 1r/2 > 1 e, assim, 
Ur Ur. Usando séries de potências, podemos mostrar que cosf ~ 1 ~ f 2 /2 e daí 
r::::: 1 - J1 cosf ~ 1 -f, para O~ C::; 1r /2. Portanto, se O< r ::; 1, temos r 2': 1 -f e, 
assim, Dr C U r· 
Vamos, agora, denotar por {b)' a condição (b) do Teorema 2.5 com Uno lugar 
de iJ. Como iJ CU, temos que (b)' implica {b). Por outro lado, (b) implica (a) e, pela 
desigualdade da condição (a) para f= wl~p' xu, temos 
Portanto, como o segundo membro da condição (b) é finito, 
{_(M(w1-''xu)(x,r))'dp(x,r) S C { w 1-''(x)d"(x) < oo, lu lu 
e assim obtemos (br. Logo. as condiç.ôes (b) e (b)' são equivalentes. 
2.7. OBSERVAÇÃO. Para w(x) =o I, a condição (b) do Teorema 2.5 no' dá 
(I) j,(M(xu)(x,r))'dp(x,r) S C<T((T). 
para todas as bola::; U. Fixemos U = U(y, k), 1- ..,fi :S k < 1. Então, 
(2) I 176~ 2 S M(xu)(x,r) S I, 
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para todo ( x, r) E [!. De fato, a segunda desigualdade segue de 
M(xu)(x, r) I j sup xu(y )da(y) l-/2~·~,a(U(x,s)) U(x,•) 
a(U(x,s)nU) 
1 sup < . J-/2~·~· a(U(x,s)) -
Para demonstrar a primeira desigualdade, lembremos que, por I-2.11(c) (\TT ObserYaçâo 
1.3), existem Q E A' e u E 80(3 J tais que U C u( Q) e a( u( Q)) <:: ]] .~(C). Seja ( x, r) E [!. 
Então, x EU e r E [O, I] se I- ,fi S: k <O, e r E [k,l] se O<:: k <::I. Daí, segue que 
r 2:- k. Portanto, se o: é a função definida em 1.4, temos que a( r) :S a(k). Logo, como 
U C u(Q), temos a(u(Q)) ;> a(U) = a(k) ;> a(r). Além disso, como x E U, temos que 
x E u(Q). Dessa forma, procedendo exatamente como na demonstração do Lema 2.2(1) 
com f= xu, utilizando 2.2(3), obtemos 
I 
11 ll;(U) ],1 xu(y)da(y) 
< a(u;Q)) J.(Q) xu(y)da(y) 
< I6~'Mxu(x,r), 
donde segue a primeira desigualdade de (2). 
Agora, elevando ambos os membros da primeira desigualdadt' de (2) à potência 
p, e integrando sobre D com respeito à dp, obtemos 
Então, a condiçã.o (1) implica a condição 
(3) 
com K::::: (176r.2 )PC, para. todas as bolas U. Mas, da condição (3) e da segunda desigual-
dade de (2), obtemos 
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((M(xu)(x,r)Jl'dl'(x,r) < !l(U) < Ka(U). }i; 
Portanto, as condições (1) e (3) são equi\-alentes. A condição (3) é a versão da condição 
de Carleson para a esfera 82 • A condição de Carleson para 5 1 foi dada por Carleson em 
[5]. 
3. A LIMITAÇÃO DA INTEGRAL DE POISSON 
Em todos os resultados desta seção. vamos identificar 52 = 5 2 X [0, 1 J com a bola 
E= {y E 1Ef3 :j y b:S 1} de JR3 usando a aplicaçâo (y. r) f-+ ry, como foi observado em 
2.6. Desta forma, temos MJ(y) = Mf(y', r) para y = ry' E IB, y' E S2 e OS r S I. 
3.1. DEFINIÇÃO. Definimos o núcleo de Poisson para a esfera 8 2 por 
p _ 1 1- I Y li _ 1 1- r' 
,(x)- ü J y- x J!- 4r. (1- 2rx · y' + r')'i'' 
onde x, y' E S 2 , O :S r < 1 e y = ry'. Se f é uma função real e integrável sobre S 2 , 
definimos a integral de Poisson de f para y E JR3 e I y b< 1 por 
3.2. LEMA. Dados y E JR' com J y [3 < 1 e r E S0(3). temos 
(1) 
e 
(2) M(f o v)l,-1 y) = Mf(y). 
DEMONSTRAÇÃO. Dados y E JR3 com J y [3 < 1 e v E S0(3), temos 
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L P"-•,(x)(J o v)(x)da(x) 
f P"-•,(v-1 z)(f o v)(v-1z)da(z) 
Jv(S2) 
j 1 1- I v-1v I' 4-1 I I 'l,f(z)do-(z) S21fvy-vz 3 
[ _J_ 1- I y ll f(z)do-(z) 
Js, 4IT I y- z ll j, P,(z)f(z)da(z) 
11J(y), 
o que demonstra (1 ). Para demonstrarmos (2), basta observarmos que 
(Ut ))j l(fov)(v-1x)lda(x) 
a y, s U(y.~) (Ut ))j lf(x)lda(x). 
O' y,s V(y,s) 
3.3. TEOREMA. Para toda função real e integrável f e todo y E 1Ef3 com I y b< 1, 
temos 
( 1 ) lv,(y) 1<:: 4Mf(y). 
DEMONSTRAÇÃO. Podemos assumir y = rn, com O:;:_; r< 1 e] = (1,0,0). De fato, 
suponhamos quP ( 1) seja válido para toda função f real e íntegrávd e todo y = r :n, O :; 
r < I. Então. dado y E JR3 com I y b< 1, existem v E S0(3) e O :S r < 1 tais que 
y = P(rn). As~im, pelo Lema 3.2, 
Seja, então, y = r:n, com O:::; r< 1. 




Se m(r) = arccos r(2- r), então, integrando por partes com respeito a () 1, obtemos 
Como a( S 2 ) = 47l", temos 
(3) P(~, r) f I J(x) I da-(x) Js, 
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1 1-r2 r 
- 4~ (1 + 2r + r')'i' fs, I J(x) I M(x) 
1 1- r r 
- 4" (1+ r)'}., I f(x) I du(x) 
< Mf(rn). 
Lembrando que u(U(z, r))= u(B;(z, v"il I -r I))= 2~(1- r) 2, temos 
( 4) I' 
' 
p(m(r),rJ r 1 J(x) I d"(x) 
Ju(n,r) 
I 1-r2 f 
4?r (2r3 - 3r2 + 1)'/2 fu(t,•) I f(x) I du(x) 
1 (1- r)(l+ r) J, 4~ ((1- r) 2(1 + 2r))'i' U(t,•) I f(x) I du(x) 
I l+r I 1 d 4~ (1- r) 2 (1 + 2r)'i2 U(t,,) I f(x) I O'(x) 
1 +r 1 
< 4?r(1- r)' U(l,•) I f(x) I du(x) 
< 2<7(U~n,r)) ful•.•l I f(x) I dO'(x) 
< Mf(rn). 
Pelo resultado 3 do Apêndice, como O::; r< 1: temos 
]., P,, ( x )du( x) = 2?r fo' p( 01 , r )sen01 d01 = 1. 
d . _ d 8p(01,r) Usan o mtegraçao por partes e observan o que ao] ::; o se o ::; OI ::; r. e o ::; r < L 
temos 
( 5) l'lop(O~,r)l(fc''. ) ao swtdt d01 o 1 o ['- Bp(O~, r) (1- cos01 )d01 lo ao, 1' p(Oh r)sen01d0 1 - 2p(~, r) 




- 2n 1 -(1+r)2 
< 
1 
Ainda, da.do O :S r < 1, temos 
(6) 
Então, como m(r) :": 01 :0: 1r, por (5) e (6) vem que 
I' -
' 
{' lap(Orr)l(f'' f'' ) lm(•) ao: lo lo I J(6(t,O,) I smtdO,dt dOr 
-
f'[&p(Orr)[(f'' )(f'' )-1 (f''f2' ) lm(>) ao: lo sentdt lo sentdt lo lo I f(ç,(t, O,)) I sentdO,dt dO, 
- l r lap(01,r)l(1'' )( I 1 ) 211" sentdt f X d<rl x dO, m(•) ao, o <r(U(I,m l(Or))) U(t,m-'(O,)) I' ( ) I ' I 
(7) 
< l r lap(01 r) I( f'' ) 21r m(•l ao: lo sentdt Mj(ri)d81 
< f'[ap(O,,r)l( f'' ) 21rMj(ri) lo 801 lo sentdt d01 
- Mf(ri). 
t:ntiio, de (2), (3), (4) e (7) segue que 
Como P,,(( 2(0)) =p(O~>r) :0: p(O,r) para todo OS 01 S "• temos 
(8) I u(r, I) I - [j., P,,(x)f(x)d<r(x)l 
< IL(>,r) P,,(x)J(x)d<r(x)l + [.fs,\U(l,r) P,,(x)f(x)do-(x)l 
< p(O,r) f I f(x) I do-(x)+l, 
lu(n,r) 
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< _I_ ( l+ r) j I f(x) I du(x) + 3A1/(rn) 411" J - r 2 U(l,r) 
< ~( I )'1 lf(x)ld,(xi+3MJ(rn) 41r 1 -r U(n,r) 
(U(J )) 1 I f(x) I du(x) + 3M/(rll) (J n_, r U{J,r) 
< 4Mf(rll), 
o que demonstra o teorema. 
3.4. COROLÁRIO. Sejam w um peso sobre 52 e 1 < p < CX:). Se wt-p' E Ax,(S2 ) e se 
existe uma constante C > O tal que 
(I) ((M(wH'xu)(y))'d!'(Y) :S cj w1_',d"(x) < oo k u 
para todo U = U(z, t), 1- v'2::; t < 1, então existe uma constante D >O tal que. para 
todo f E L':,( 52 ), temos 
(2) 
DEMONSTRAÇÃO. Seja w um peso sobre 5 2, e seja I < p < oo tal que w1_,, E 
Aoo(S2 ). Suponhamos que w satisfaça a desigualdade (1). Então, pelo Teorema 2.5 existe 
uma constante C'> O tal que, para toda f E L~,(S2 ), temos 
(3) 1 (MJ(y))'d!'(Y) :S C' r I f(x) I' u·(x)di7(x). lvh<I ls• 
Então, pelo Teorema 3.3 e por (2). temos 
< 4 r MJ!x)di'(Y) )IYb<t 
< 4C' r I J(x! I' w(x)do-(x). fs, 
Tornando D :;:: 4C', temos o resultado desejado. 
89 
3.5. TEOREMA. Seja f uma função rca.l, nâ.o-negativa e integrá.vel sobre 5 2• Então, 
para todo y = ry', onde O< r< 1 e y' E 5 2 , temos 
(1) 
DEMONSTRAÇÃO. PrimPirarncnte obsPrvamos que, se O < r < 1 e (1-r)2 2_ 1- ;r ·y, 
então 1- 2rx · y + r2 ~ 3(1- r) 2 • De fato, 
Portanto, 
1- 2rr · y + r 2 (1 - r) 2 + 2r(l -r· y) 
P,(r; 
< (1-r)2 +2r(1-r)2 
< 3(1 -r)'. 
1 1- r 2 
4~ (1 - 2rx · y' + r 2 )3/2 
> 2_(1-r)(1 +r) 
4K (3(1- r) 2 ) 3/' 
1 (1 +r) 
3'/3. 4~ (1- r)' 
1 1 
> 32/3 · 47r (1- r)'' 
Assim, pela definição de C(y. r) segu(' que 





1 1 f f(x)dcr(x), 
3213 · 4,1 (l - r) 2 Ju(y,r) 
o que demonstra o teorema. 
3.6. OBSERVAÇÃO. Seja U = U(y, k) = B;(y, ...til!- k i) e seja 1- ..,fi S s S 1 tal 
que U' = U(y,s) = B~(y,2../2ll- k 1). Se x = rx' E D, então x' EU e r .2: k e assim 
temos que U ( x', r) C U'. Tomando f = XU', pelo Teorema 3.5 temos 
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u,,(x) > 3 , 1,1 4~ (l ~ r)'"(U(x',r) n li') 
1 I , 
3'13 · 4?r (1 -r)' o-(U(x 'r)). 
Agora. como <7(L'(x', r)) = <7(B;(x', y'2 li -r i) = 2~(1 - r) 2 , temos que 
( 1 I Uxu•(x) 2 2. ~3/2' 
para todo x EU. 
3. 7. COROLÁRIO. Seja O < p < oo, e suponhamos que exista uma constante D > O 
tal que. para toda função não-negativa e integrável f : S 2 ---t IR, ternos 
r I UJ(Y) I' d~(y) :S D r (J(x))'d<7(x). }IYh<l Js2 
Então, p(iJ) :S C<7(U), para todas as bolas U = U(y, k). 
DEMONSTRAÇÃO. Sejam U eU' como na Observação 3.6. Por 3.6(1) temos 
(2 . ; 3 /')' :SI u,,,(x) I', 
para 1 odo .T E U. Então. integrando ambos os membros da desigualdade acima sobre D 
com respeito à mPdida p e usando a. hipótese, obtemos 
(I ux,,(x) I' dp(x) lü 
< r luxu•(x)l'd~(x) 
Jlxb<1 
< D fs,(xu•(z))'do-(z) 
Di7(U'). 
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Agora, como u(U') = 4u(U), temos que 
o que demonstra o corolário. 
3.8. OBSERVAÇÃO. Os corolários 3.4 e 3.7 nos dizem que, se tl' := 1, então o operador 
f t-t u1 é limitado de LP(S2 ) em LP(JB,p), para 1 < p < oo se e somente se existe uma 
constante C > O tal que 
p(U) s Cu(U), 
para todas as bolas V= U(x, r). 
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• APENDICE 
L TEOREMA. Sejam 11. uma medida a-finita sob r(' B."'", O < p < oo {' g : ,'-,' 2 ---+ IH 
mensurável. Então, 
DEMONSTRAÇÃO. (Ver Stein [18], pág. 4). 
2. TEOREMA. (Teorema de Interpolação de Marcinkicwicz) . Sejam tt uma medida 
a-finit.a sobre 852, T um operador sublinear de J./"'"'(52 ,f-l) no conjunto das funções men-
suráveis de S 2 em IR e 1::; r< s::; oo. Se T é do tipo fraco (r. r) e (s,s) com respeito a 
w, entào T é do tipo (p, p) com respeito a w, r < p < s. 
DEMONSTRAÇÃO. (Ver Stein-Weiss [19], pág. 184). 
3. TEOREMA. (a) Se y E JR3 com I y [3 < I, então 
f P,(x)du(x) =!. ls• 
(b) St> f é uma funçào real e integrável sobre 5 2 , então a intf'gral de Poisson de f é uma 
funç.i'w harmônica sohre IH= {y E S 2 :I y 13 < 1}, isto é, se y = (y1.y2.y3 ) E IB, t.emos 
fJu1 Du1 fJu1 
d(y) + d(y) + d(y) =O. 
Y1 Yz Y:3 
DEMONSTRAÇÃO. (Ver Stein [18]. pág. 60-62). 
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