ABSTRACT. Based on the theory of spherical harmonics for measures invariant under a finite reflection group developed by Dunkl recently, we study orthogonal polynomials with respect to the weight functions jx 1 j ã 1 Ð Ð Ð jx d j ã d on the unit sphere S d 1 in R d . The results include explicit formulae for orthonormal polynomials, reproducing and Poisson kernel, as well as intertwining operator.
1. Introduction and Preliminaries. Among their many distinct properties, the spherical harmonics can be viewed as orthogonal polynomials with respect to the Lebesgue measure on the unit sphere S d 1 of R d . For years they remained to be the only orthogonal polynomials on spheres that had been studied in detail (see, however, [8] and the references there). Recently Dunkl [3] [4] [5] developed a theory of spherical harmonics for measures invariant under the finite reflection groups. The theory has remarkable similarities to the theory of spherical harmonics. Among other things, it opens a way to study orthogonal polynomials on the sphere with respect to a large class of measures. In this paper we consider the case of h 2 ã (x) dx, where h ã (x) ≥ jx 1 j ã 1 Ð Ð Ð jx d j ã d , ã i ½ 0; note that this measure reduces to the Lebesgue measure when all ã i ≥ 0. Our purpose is to study the system of orthogonal polynomials for this class of weight functions in detail, deriving explicit formulae for orthonormal polynomials and reproducing kernels, as well as to provide a case study for Dunkl's general theory.
It turns out that explicit formulae for the orthogonal polynomials can be given in terms of orthogonal polynomials with respect to the weight function (1 x 2 ) ï 1Û2 jxj 2ñ on [ 1, 1] . These polynomials of one variable can be written explicitly in terms of Jacobi polynomials, but they seem to possess properties that make them closer to the Gegenbauer polynomials; we shall call them generalized Gegenbauer polynomials. A large part of the paper is devoted to study these polynomials. Using a product formula for the Jacobi polynomials due to Dijksma and Koornwinder [2] (different from the one that follows from the addition formula of Koornwinder), we are able to derive product and addition formulae for the generalized Gegenbauer polynomials, from which the explicit formulae for the n-th reproducing kernel and the Poisson kernel for h 2 ã dx will follow.
The paper is organized as follows. In the remainder of this section we state the background and results from Dunkl's theory, together with other preliminaries. The study of the generalized Gegenbauer polynomials is contained in Section 2. The explicit formulae for orthonormal polynomials and n-th reproducing kernel are given in Section 3. The Poisson kernel and the intertwining operator are discussed in Section 4. . We restrict the statement from Dunkl's theory to the special case considered in this paper. The reflection group G is generated by the reflections along e 1 , . . . , e d , which we denote by xõ j ; i.e.,
where H ã is chosen so that the integral of h
, which can be verified easily using the spherical coordinates.
The key ingredient of the theory is a family of commuting first-order differentialdifference operators, D i (Dunkl's operators), which act very much like the partial derivatives ∂ i . In the present much restricted case, the operators take the form
The h-Laplacian, which plays the role similar to that of the usual Laplacian, is defined by
Indeed, let P d n denote the space of homogeneous polynomials of degree n in x 1 , . . . , x d .
h-harmonic polynomials of degree n. The dimension of H h n is the same as that of the usual spherical harmonics.
The theory of h-harmonics is established for measures invariant under a general reflection group, the reader should consult Dunkl's papers (cf. [3] [4] [5] [6] ).
2. Generalized Gegenbauer Polynomials. Throughout this paper we use the standard notation P (ã,å) n for the Jacobi polynomials and C (ï) n for the Gegenbauer polynomials. For the properties of them we refer to [7, Ch . X] and [13, Ch. 4] .
In this section we study the orthogonal polynomials with respect to the weight function
where w ï,ñ ≥ Γ(ï + ñ + 1)
2 ) is chosen so that the integral of w (ï,ñ) over the integral [ 1, 1] is 1. We denote the orthonormal polynomials with respect to the weight function
; that is,
where Π n denotes the space of polynomials of degree at most n in one variable. When ñ ≥ 0, the polynomials D 
,ñ+ 
.
PROOF. In order to establish the relation for the case 2n, it suffices to prove that
and then determine the normalization constant. This is trivial if p is an odd polynomial.
Let p be even and write it as p(x) ≥ q(x 2 ), where q 2 Π n 1 . Then, by the orthogonality
To determine the constant, we use the fact that
and take into account the constant w ï,ñ . A similar argument is used to prove the relation for the case 2n + 1.
We note that for ñ ≥ 0, the relations in the proposition are the well-known formulae that connect the Gegenbauer polynomials and the Jacobi polynomials (cf. [13, p. 59, (4.1.5)]). From this basic relation, a number of properties of D (ï,ñ) n will follow easily. We record one below.
Our starting point is the following important relation first proved in [2, p. 192 
Since cos 2í ≥ 2 cos 2 í 1, we can use the basic relation (2.1) with ã ≥ ï 1Û2 and å ≥ ñ 1Û2 to write the above formula as For ï Ù 0, ñ Ù 0,
where
. This product formula allows us to derive an additional formula for the Gegenbauer polynomial that involves generalized Gegenbauer polynomials. 
. This formula has appeared in [9, p. 242, (4.7)], where a proof was given using group theoretic method, but the constants were not given explicitly. We give an analytic proof in the following.
PROOF OF THEOREM 2.3. Since the left hand side of (2.5) is a polynomial of degree n in variables t and s, it can be written in terms of the product orthogonal polynomials
where, by orthogonality of the product polynomials,
in which we write (cf. [13, p. 80, (4.7.14)])
We first make the observation that changing variables s 7 ! s and t 7 ! t and using
Therefore, we may assume that n k j is even in the following. We use Rodrigues' formula for the Gegenbauer polynomial which states [13, p. 81, (4.7.12)],
. YUAN 
XU
For n k j even, we use this formula and integration by parts to conclude that
Using the derivative formula of the Gegenbauer polynomials ([13, p. 81, (4.7.14)]) repeatedly leads to d
from which it follows readily that
where we have used (2.4) since n k j is even and the constant b n k,j is given by
Using the formulae for various constants in b n k,j and making use of the formula
we can simplify the formula for b n k,j to the desired form. This completes the proof. For our purpose, the following corollaries of the theorem are of most interest.
PROOF. Taking integral of (2.5) in the previous theorem with respect to
n 2m 1 (s) where in deriving the second equation we have used (2.2) and the fact that
From (2.5) it is readily verified that
Therefore, adding the two formulae together and changing the summation index, we have the desired equation.
We can take the limit ñ ! 0 in the formula by using the relation (2. 9) lim
then the formula (2.6) becomes
which is the addition formula for the Gegenbauer polynomials (cf. [ 
PROOF. Because of (2.1) and the fact that t(1 t
2 ) ñ 1Û2 is odd, it follows from change of variables t 7 ! t and s 7 ! s that the factor (1 + t)(1 t
2 ) ñ 1Û2 in the integral can be replaced by (1 t 2 ) ñ 1Û2 when n is even and by t(1 t 2 ) ñ 1Û2 when n is odd. Thus, for 2n, the formula (2.10) is the same as the formula (2.4). For 2n + 1 we multiply the formula (2.5) by C (ñ 1Û2) 1 (t) ≥ (2ñ 1)t and integrate with respect to (1 t
(cos û), from which the desired result follows from (2.2), while the constant can be easily verified.
As ñ ! 0, the above formula reduces to the product formula of the Gegenbauer 
We will not use this particular representation. However, the following remark seems to be worthwhile. The normalization of the usual Gegenbauer polynomials C (ï) n comes more or less from the simple generating function
In our definition of D (ï,ñ) n we have chosen the constant so that the polynomial is orthonormal since there is no obvious reason to choose any other one at the time. In this respect, the formula (2.11) suggests that a reasonable choice would be
since these polynomials will have a generating function (2. 12) 
where we use the polar coordinates x ≥ (r sin í, r cos í) and we take Y To describe the result for d ½ 3, we need the definition of the spherical coordinates. For x 2 R d , these coordinates are defined by
We also introduce the following notations. For each n 2 N 0 , let 2, are the h-harmonics in (3.1) , and
We note that if
k ≥ 0 by the convention we adopted in Theorem 3.1. 
It follows from the fact that f 2 P d n can be written as n , the decomposition (3.4) allows us to write
Therefore, using the harmonic projection operator proj H n given in [3, Theorem 1.11] it follows that
We write ∆ h,d for ∆ h to indicate the dependence on d. Since our h ã is separable in variables, it follows from the definition of ∆ h and Dunkl's operators (1.3) that
By the definition of T d , it follows easily that
Using the formula repeatedly, we end up with that for n k being an even integer,
where (a) j ≥ a(a + 1) Ð Ð Ð (a + j 1). Therefore, for n k even, we get
, where in the last step we have used the formula on [13, p. 64, (4.22.)]. A similar equation holds for n k odd. By the definition of the generalized Gengenbauer polynomials, we then have
they admit a similar decomposition. We can continue this process until we get to the case of h-harmonic polynomials of two variables x 1 and x 2 , which can be written as linear combinations of the spherical h-harmonics in Theorem 3.1. Therefore, taking into account that in spherical coordinates x j Ûr j ≥ cos í j 1 and r j 1 Ûr j ≥ sin í j 1 , where r j ≥ x 
where the integral can be evaluated by using the spherical coordinates. We omit the details.
YUAN XU For each n 2 N 0 , the reproducing kernel function, P h n , for H h n is defined by the property that
in other words, P h n is equal to the sum of the product spherical h-harmonics of degree n, where the sum is over all h-harmonics. In fact, since any two orthonormal basis of H h n differ only by an orthonormal transform, it's easy to see that P h n is independent of the choice of the orthonormal bases-a fact that is of interest in the study of orthogonal polynomials in several variables in general (cf. [15] ).
PROOF. First we derive the compact formula for the case d ≥ 2, which will be used in deriving the formula for d Ù 2. Let x ≥ (sin í, cos í) and y ≥ (sin û, cos û). From Theorem 3.1 we need to derive a formula for
From Theorem 2.5 and Theorem 2.7 we have
For the general case d ½ 3, we use the spherical coordinates. Let x be associated with (í 1 , . . . , í d 1 ) and y be associated with (û 1 , . . . ,
we can apply the formula (2.7) to conclude that
Clearly, we can repeat the above process and reduce the integral in the right hand side one at a time until we are down to the integral
which we use the formula we derived for d ≥ 2. This way, we conclude that is a function that satisfies the following properties: for each f 2 P n ,
where jxj Ú jyj ≥ 1 and n ½ 0. The following theorem gives an explicit formula of this kernel.
THEOREM 4.1. Let h ã be defined as in (1.1) . For jxj Ú jyj ≥ 1,
PROOF. It is easy to see that the Poisson kernel is given by
Therefore, by the compact formula of P h n , we only need to sum up a series of Gegenbauer polynomials. From the generating function of the Gegenbauer polynomials, we conclude that
from which the desired result follows readily from that of Theorem 3.3.
REMARK. Again let us mention that as ã ! 0, we end up with the classical Poisson kernel for the ball (cf. [12] ),
For d ≥ 2, this formula has appeared in [5] .
From the formula (4.1), we obtain the following properties of the Poisson kernel,
Moreover, for each integrable function f on S d 1 , we define the Abel means S r (f ) by
We have the following theorem. 
where kfk 1 is the maximum of f over S 
n A é and t 2 B õ we have that jx 0
Û4
from which it follows readily that 1 2r(x 0 
½ r 2 õx 0 2 1 Ù 0. Therefore, for each x ≥ rx 0 , the denominator of the integrand in (4.2) is never zero and the expression is finite as r ! 1. The intertwining operator for the general reflection group has been discussed in [6] . It may allow one to transform the results from the ordinary spherical harmonics to the hharmonics. In particular, in the case of d ≥ 2, we know that the spherical harmonics are given by cos ní and sin ní. Thus, the intertwining operator shows that the h-harmonics can be written as integrals against trigonometric functions. In fact, the analytic proof of the formula (2.3) is based on the following formula in [1] 
