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1. Introduction
In this paper a number of the connections between positive semidefinite solutions X ∈ Cn×n
of the homogeneous Riccati equation
XA∗ + AX + XC∗JCX = 0 (1.1)
and finite dimensional de Branges spacesH() with reproducing kernel
KHω (λ) =
J −(λ)J(ω)∗
λ + ω (1.2)
based on an m × m mvf (matrix valued function) that is J -inner with respect to the open right half
plane+ that were established in [4] and [5] are extended to a more general setting. In particular,
the focus is on the spaces that correspond to positive semidefinite solutions X of nonhomogeneous
Riccati equations, i.e., equations for which
XA∗ + AX + XC∗JCX = Q where Q = Q∗ /= 0. (1.3)
The first step in the analysis is to recall that every finite dimensional Hilbert spaceH of strictly
proper rational m × 1 vvf’s (vector valued functions) can be identified as a space
M(X) = {C(λIn − A)−1Xu : u ∈ Cn}, (1.4)
where
 = (C,A) is an observable pair of matrices in Cm×n × Cn×n, (1.5)
and X ∈ Cn×n is positive semidefinite over Cn (and so automatically Hermitian). Thus, every
vector f inH can be expressed as f (λ) = F(λ)Xu for some u ∈ Cn, where
F(λ) = C(λIn − A)−1 (1.6)
and, in these terms, the inner product inH is the same as inM and is given by the formula
〈FXu, Fxv〉M = v∗Xu. (1.7)
Before turning to an outline of the contents of this paper, it is convenient to first introduce some
notation.
The symbols−, iR and+ stand for the open left half plane, the imaginary axis and the open
right half plane, respectively. The following acronyms will be used: mvf = matrix valued function,
vvf = vector valued function, rng = range, ker = kernel. The symbols X > 0 and X  0 are used
to indicate that the matrix X ∈ Cn×n is positive definite and positive semidefinite, respectively,
with respect to Cn. Thus, ifX ∈ Cn×n andX  0, thenX is automatically Hermitian, i.e.,X = X∗.
Correspondingly, X  Y means that X − Y  0.
The structure of the spacesM(X) is discussed in detail in Section 2. In Section 3 it is shown
that a Hilbert spaceM1 is contractively included insideM(X) if and only ifM1 =M(X1) for
some X1 ∈ Cn×n that meets the constraints 0  X1  X. Section 4 reviews the fact thatM(X)
can be identified with a de Branges spaceH() if and only if X is a positive semidefinite solution
of the Riccati equation (1.1). Section 5 elaborates further on this theme in terms of the fundamental
characterization by de Branges [3] ofH() spaces in terms of the invariance of the underlying
reproducing kernel Hilbert space M(X) under the action of the generalized backward shift
operator Rα , which is defined by formula (5.1). Section 6 then develops analogous connections
between the spaceM(X) based on solutions X of the nonhomogeneous Riccati equation
XA∗ + AX + XC∗JCX = −E∗J1E
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and de Branges like spaces with reproducing kernels
Kω(λ) = J −m(λ)J˜m(ω)
∗
λ + ω
that are based on rectangular mvf’s m(λ) of size m × (m + d) and a signature matrix J˜ =
diag{J, J1}. It is then shown in Section 7 thatM(X) can be isometrically imbedded in a classical
de Branges spaceH() based on a proper rational (m + d) × (m + d) mvf (λ) if and only if
M(X) is invariant under the backward shift operator Rα for at least one point α ∈ C \ σ(A). It
is then shown that this invariance condition is automatically met if X is a solution of the Riccati
inequality
XA∗ + AX + XC∗JCX  0 or XA∗ + AX + XC∗JCX  0.
This theme is developed in the remaining four sections. The main results are surveyed in the
following two summarizing theorems:
Theorem 1.1. Let  = (C,A) ∈ Cm×n × Cn×n be an observable pair, let X ∈ Cn×n be positive
semidefinite, let J be an m × m signature matrix and E ∈ Cd×n with rank E = d. Then the
following statements are equivalent:
(1) X is a solution of the nonhomogeneous Riccati equation
XA∗ + AX + XC∗JCX = −E∗E.
(2) The formula
M(X) = [Im 0m×d ]H()
defines an isometric imbedding, where(λ) is a rational (m + d) × (m + d) J˜ -inner mvf
that is given by the formula
(λ) = Im+d −
[
C
G
]
(λIn − A)−1
[
XC∗J E∗
]
, (1.8)
in which GX = E and J˜ = diag{J, Id}.
(3) F (λ)XF(ω)∗ = J −m(λ)J˜m(ω)
∗
λ + ω , where
m(λ) =
[
Im 0
]− F(λ) [XC∗J E∗] .
Theorem 1.2. If, in the setting of Theorem 1.1, 0  X1  X and
X1A
∗ + AX1 + X1C∗JCX1 = −E∗1E1,
where E1 ∈ Cd1×n and rank E1 = d1, then:
(1) d1  d
(2) The spaceM(X1) =H(1) is contractively included insideM(X) =H().
(3) (λ) = 1(λ)2(λ), where 2(λ) is given by formulas (9.9) and (9.11).
These results are extended to provide a factorization of rectangular (J, J˜ )-coinner mvf into a
product of elementary factors of similar form. Formulas for an analogue of Leech’s theorem in
the rational indefinite case are also presented.
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2. The spacesM(X)
Theorem 2.1. LetH be a finite dimensional Hilbert space of strictly proper rational m × 1 vvf ’s.
Then there exists an m × n mvf
F(λ) = C(λIn − A)−1
based on an observable pair of matrices (C,A) ∈ Cm×n × Cn×n and a positive semidefinite
matrix X ∈ Cn×n such that:
(1)H = {F(λ)Xu : u ∈ Cn×n} (as sets).
(2) 〈FXu, FXv〉H = v∗Xu for every choice of u, v ∈ Cn.
(3) rank X = dimH.
(4) If X = YY ∗ for a matrix Y ∈ Cn×d with d = rank Y = rank X, then the columns of F(λ)Y
form an orthonormal basis ofH.
(5)H is a reproducing kernel Hilbert space with reproducing kernel
KHω (λ) = F(λ)XF(ω)∗. (2.1)
Proof. Let f1(λ), . . . , fr (λ) be a basis for H. Then since each of the vvf’s fi(λ) is a strictly
proper rational vvf, the mvf [f1(λ), . . . , fr (λ)] admits a minimal realization of the form
[f1(λ), . . . , fr (λ)] = C(λIn − A)−1B,
where C ∈ Cm×n, A ∈ Cn×n, B ∈ Cn×r and rank B = r . Thus,
H = {F(λ)Bu : u ∈ Cr}
and
〈FBu, FBv〉H = v∗Gu,
where G is the Gram matrix of the basis {f1, . . . , fr}. Since G is positive definite, it has a positive
definite square root and
〈FBG−1/2u, FBG−1/2v〉H = 〈u, v〉st , (2.2)
where 〈u, v〉st denotes the standard inner product in Cn, i.e.,
〈u, v〉st = v∗u. (2.3)
Let X = BG−1B∗. Then, since rng(X) = rng(B),
H = {F(λ)Xu : u ∈ Cn}
and
〈FXu, FXv〉H = 〈GG−1B∗u, G−1B∗v〉st
= 〈Xu, v〉st = v∗Xu.
This completes the proof of (1) and (2); (3) is immediate from the fact that rng(X) = rng(B) and
rank B = r = dimH.
Next, to verify (4), first note that the particular choice Y = BG−1/2 meets the condition
YY ∗ = X and formula (2.2) exhibits the asserted orthogonality. If V ∈ Cn×r is a second matrix
such that VV ∗ = X, then ker Y ∗ = ker V ∗. Therefore, rng Y = rng V , which in turn implies that
V = YK for some invertible r × r matrix K . Moreover, the formulas
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YY ∗ = VV ∗ = YKK∗Y ∗
imply that KK∗ = Ir , i.e., K is unitary. Consequently, the columns of F(λ)V are also orthonor-
mal:
〈FV ξ, FV η〉H = 〈FYKξ, FYKη〉H = η∗K∗Kξ
= η∗ξ
Finally (5) is verified by straight forward computation; details may be found in [4]. 
3. Contractive inclusions
A Hilbert spaceH1 is said to be contractively included in a Hilbert spaceH if
H1 ⊆H as sets
and
‖f ‖H  ‖f ‖H1 for every f ∈H1.
Theorem 3.1. Let  = (C,A) be an observable pair of matrices in Cm×n × Cn×n and let X ∈
Cn×n be positive semi-definite. Then a Hilbert spaceM1 is contractively included in the Hilbert
spaceM(X) if and only ifM1 =M(X1) for some X1 ∈ Cn×n with 0  X1  X.
Proof. Suppose first that the Hilbert space M1 is contractively included in the Hilbert space
M(X) and write
X = YY ∗ for some Y ∈ Cn×k with rank Y = k = rank X.
Consequently, asM(X) = {F(λ)Yu : u ∈ Ck}, the presumed inclusion implies that there exists
a matrix L ∈ Ck× with  = dimM1  k such that
M1 = {F(λ)YLu : u ∈ C}.
Moreover, it is readily seen that the rank of the n ×  matrix Y1 = YL is equal to . Next, in view
of the fact that the inclusion is also presumed to be contractive, it follows that
u∗L∗Lu = ‖FYLu‖2M(X) = ‖FY1u‖2M(X)
 ‖FY1u‖2M1 = u∗G1u
for every u ∈ C, where G1 denotes the Gram matrix for the basis ofM1 based on the columns
of F(λ)Y1. Therefore, L∗L  G1 and hence LG−11 L∗  Ik and
X1 = Y1G−11 Y ∗1 = YLG−11 L∗Y ∗  YY ∗ = X.
Thus, asM1 can also be expressed as
M1 = {F(λ)X1u : u ∈ Cn},
this completes the proof that contractive inclusion implies thatM1 =M(X1) for some X1 ∈
Cn×n with 0  X1  X.
Suppose next thatM1 =M(X1) for some X1 ∈ Cn×n with 0  X1  X. Then, as will be
verified below in the next lemma, the inequality 0  X1  X implies that there exists a matrix
K ∈ Cn×n such that X1 = XK and K∗XK  X1. Consequently,
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‖FX1u‖2M(X) = ‖FXKu‖2M(X) = u∗K∗XKu
 u∗X1u = ‖FX1u‖2M(X1).
Thus,M(X1) is contractively included inM(X). 
Lemma 3.2. Let X1 and X be a pair of positive semi-definite n × n matrices such that X1  X.
Then:
(a) There exists a matrix K ∈ Cn×n such that X1 = XK and K∗XK  X1.
(b) There exists a matrix L ∈ Cn×n such that X1/21 = X1/2L and L∗L  In.
Proof. The conditions 0  X1  X imply that ker(X) ⊆ ker(X1) and hence as ker(X) =
ker(X1/2) and ker(X1) = ker(X1/21 ), the inclusions
ker(X1/2) ⊆ ker(X1/21 ), rng(X1) ⊆ rng(X) and rng(X1/21 ) ⊆ rng(X1/2)
are in force. The range inclusions guarantee the existence of a pair of n × n matrices K and L
such that
X1 = XK, X1/21 = X1/2L and K∗v = L∗v = 0 for v ∈ ker(X).
Therefore, since X1 = X∗1 and X1/21 = (X1/21 )∗,
X1 = K∗X and X1/21 = L∗X1/2.
The latter implies that L∗ is contractive on rng(X), i.e., if u = X1/2v, then
‖L∗u‖ = ‖L∗X1/2v‖ = ‖X1/21 v‖
 ‖X1/2v‖ = ‖u‖.
Thus, as L∗ is equal to zero on ker(X), it follows that L∗ is a contraction and hence so is L. This
completes the proof of (b).
Next, the identity
X1/2(X1/2K − LX1/21 ) = XK − X1 = 0
implies that
(X1/2K − LX1/21 )u ∈ ker(X1/2)
for every u ∈ Cn. Therefore,
‖X1/2Ku‖2 = 〈X1/2Ku, LX1/21 u〉
 ‖X1/2Ku‖‖LX1/21 u‖
and hence
‖X1/2Ku‖  ‖LX1/21 u‖  ‖X1/21 u‖,
which completes the proof of (a). 
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4. de Branges spaces
Definition 4.1. The space M(X) is said to be a de Branges space if there exists an m × m
signature matrix J and a proper rational m × m mvf (λ) such that the reproducing kernel of
M(X) is of the form:
F(λ)XF(ω)∗ = J −(λ)J(ω)
∗
λ + ω . (4.1)
The following connection between solutions of homogeneous Riccati equations and de Branges
spaces was established in [4]:
Theorem 4.2. Let  = (C,A) be an observable pair (A ∈ Cn×n, C ∈ Cm×n), let F(λ) =
C(λIn − A)−1 and let X ∈ Cn×n be positive semidefinite over Cn (and hence also Hermitian).
Then the space
M(X) = {F(λ)Xu : u ∈ Cn}
endowed with the inner product
〈FXu, FXv〉M(X) = v∗Xu
is a de Branges space if and only if X is a solution of the Riccati equation:
XA∗ + AX + XC∗JCX = 0. (4.2)
Moreover, if this condition is met then (λ) is uniquely specified up to a J unitary constant
multiplier on the right, by the formula
(λ) = Im − F(λ)XC∗J. (4.3)
Corollary 4.3. If, in the setting of the previous theorem, X is invertible and P = X−1, then the
space
M = {F(λ)u : u ∈ Cn}
endowed with the inner product
〈Fu, Fv〉M = v∗P−1u
is a de Branges space if and only if P is a solution of the Lyapunov equation:
A∗P + PA + C∗JC = 0. (4.4)
Moreover, if this condition is met, then (λ) is uniquely specified up to a J unitary constant
multiplier on the right, by the formula
(λ) = Im − F(λ)P−1C∗J. (4.5)
In this paper we shall develop analogous connections between the solutions X of a class of
nonhomogeneous Riccati equations and rectangular mvf’s (λ).
5. Rα invariance
The proof of Theorem 4.2 was based on a fundamental result of de Branges, which, when
translated to the present setting, states that the finite dimensional reproducing kernel Hilbert
spaceM(X) is a de Branges space if and only if
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(1) M(X) is invariant under the generalized backwards shift operator
(Rαf )(λ) = f (λ) − f (α)
λ − α (5.1)
for at least one (and hence every) point α ∈ C \ σ(A).
(2) The structural identity
〈Rαf, g〉 + 〈f,Rβg〉 + (α + β¯)〈Rαf,Rβg〉 = −g(β)∗Jf (α)
holds for all points α, β ∈ C \ σ(A).
Since f ∈M(X) ⇐⇒ f = FXu for some u ∈ Cn, it is readily checked that
(Rαf )(λ) = −F(λ)(αIn − A)−1Xu (5.2)
and hence that if α ∈ C \ σ(A), then
M(X) is Rα invariant ⇐⇒ AX = XA0 for some matrix A0 ∈ Cn×n. (5.3)
Moreover, if AX = XA0, then there exists a matrix Z ∈ Cn×n such that AX = X(A0 + Z) and
σ(A0 + Z) ⊆ σ(A). Thus, if α ∈ C \ σ(A), then
M(X) is Rα invariant ⇐⇒ AX = XA0 (5.4)
for some matrix A0 ∈ Cn×n with σ(A0) ⊆ σ(A).
Lemma 5.1. LetM =M(X) be invariant under the generalized backwards shift operator, let
f = FXu and let α ∈ iR \ σ(A). Then
〈Rαf, f 〉M + 〈f,Rαf 〉M + f (α)∗Jf (α) = v∗{XA∗ + AX + XC∗JCX}v,
where
v = (αIn − A0)−1u.
Proof. In view of the equivalence (5.4), there exists a matrix A0 ∈ Cn×n such that AX = XA0
and σ(A0) ⊆ σ(A). Let f (λ) = F(λ)Xu. Then, by formula (5.2),
(Rαf )(λ) = −F(λ)(αIn − A)−1Xu
= −F(λ)X(αIn − A0)−1u.
Therefore, for any point α ∈ C \ σ(A),
〈(Rαf ), f 〉M = −〈FX(αIn − A0)−1u, FXu〉M
= −u∗X(αIn − A0)−1u,
whereas
f (α)∗Jf (α) = u∗XF(α)∗JF(α)Xu
= u∗(αIn − A∗0)−1XC∗JCX(αIn − A0)−1u.
Thus,
〈Rαf, f 〉M + 〈f,Rαf 〉M + f (α)∗Jf (α) = u∗(α¯In − A∗0)−1{· · ·}(αIn − A0)−1u,
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where
{· · ·} = −(αIn − A∗0)X − X(αIn − A0) + XC∗JCX
= XA∗ + AX + XC∗JCX. 
The notation
R,J (X) = XA∗ + AX + XC∗JCX (5.5)
for each m × m signature matrix J will be convenient.
Lemma 5.2. LetM =M(X), let α ∈ iR \ σ(A) and let J ∈ Cn×n be a signature matrix. Then
(1)M is Rα invariant and 〈Rαf, f 〉M + 〈f,Rαf 〉M + f (α)∗Jf (α)  0 for every vvf f ∈M
if and only if R,J (X)  0.
(2)M is Rα invariant and 〈Rαf, f 〉M + 〈f,Rαf 〉M + f (α)∗Jf (α)  0 for every vvf f ∈M
if and only if R,J (X)  0.
Proof. Suppose first that
R,J (X) = ±E∗E
for some matrix E ∈ Ck×n with rank E = k. Then it is readily checked that ker(X) ⊆ ker(E) and
hence that rng(E∗) ⊆ rng(X). Therefore, there exists a matrix K ∈ Ck×n such that E∗ = XK∗.
Consequently, the preceding equality implies that
AX = XA0 with A0 = −A∗ − C∗JCX ± K∗KX.
Thus,M is Rα invariant for α ∈ C \ σ(A) and the proof is easily finished with the help of Lemma
5.1. 
Lemma 5.3. Let  be as in (1.4), let X ∈ Cn×n be positive semidefinite, let J ∈ Cm×m be a
signature matrix and suppose that rank(R,J (X)) = d. Then
(1) R,J (X) = −E∗J1E for some matrix E ∈ Cd×n and some signature matrix J1 ∈ Cd×d .
(2) The spaceM(X) is Rα invariant for at least one (and hence every) point α ∈ C \ σ(A) if
and only if
E∗ = XG∗ for some matrix G ∈ Cd×n. (5.6)
Proof. Assertion (1) is selfevident, since R,J (X) is Hermitian.
Next, to verify (2), assume first that (5.6) is in force for some G ∈ Cd×n. Then the Riccati
equation can be written as
AX + XA∗ + XC∗JCX = −XG∗J1GX
and hence, AX = XA0 with
A0 = −(G∗J1GX + A∗ + C∗JCX).
Therefore, in view of (5.3),M(X) is Rα invariant. Conversely, ifM(X) is Rα invariant, then,
by another application of (5.3), the Riccati equation can be written as
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−E∗J1E = XA0 + XA∗ + XC∗JCX
= X(A0 + A∗ + C∗JCX).
Since E ∈ Cd×n and rank E = d , E has a right inverse E[R]. Clearly,
G∗ = −(A0 + A∗ + C∗JCX)E[R]J1,
satisfies Eq. (5.6). 
Corollary 5.4. Let  = (C,A) ∈ Cm×n × Cn×n be an observable pair and let X ∈ Cn×n be a
positive semidefinite matrix and let J ∈ Cm×m be a signature matrix. Then
(1) R,J (X)0 if and only ifR,J (X)=XG∗GX for someG ∈ Cd×n with d= rankR,J (X).
(2) R,J (X)0 if and only ifR,J (X)=−XG∗GX for someG∈Cd×n withd= rankR,J (X).
Proof. This is an immediate consequence of the preceding two lemmas. 
6. de Branges like spaces
In this section we shall develop the analogues of Theorem 4.2 that were referred to earlier. It
is convenient to let
• μ+(E) equal the number of positive eigenvalues of a Hermitian matrix E, counting multipli-
cities.
• μ−(E) equal the number of negative eigenvalues of a Hermitian matrix E, counting multipli-
cities.
Lemma 6.1. Let  = (C,A) ∈ Cm×n × Cn×n be an observable pair and let X ∈ Cn×n be a
positive semidefinite matrix. Then the reproducing kernel F(λ)XF(ω)∗ of the spaceM(X) can
be expressed in the form
F(λ)XF(ω)∗ = J −(λ)J˜(ω)
∗
λ + ω , (6.1)
where
(λ) = [Im λF(λ)X1/2 F(λ)X1/2] (6.2)
and
J˜ =
⎡⎣J 0 00 0 −In
0 −In 0
⎤⎦ . (6.3)
Proof. The verification is a straightforward computation. 
The mvf (λ) exhibited in formula (6.2) is far “too wide”. A natural question, which is
answered by the next theorem, is: What constraints are there on the size of a proper rational mvf
(λ) in order for (6.1) to hold?
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Theorem 6.2. Let  = (C,A) ∈ Cm×n × Cn×n be an observable pair, let X ∈ Cn×n be a posi-
tive semidefinite matrix and let (λ) be a proper rational mvf such that (6.1) holds. Then
μ±(J˜ )  μ±(J ) + μ∓(R,J (X)). (6.4)
Moreover, equality is achieved in (6.4) by the mvf
m(λ) =
[
Im 0
]− F(λ) [XC∗J E∗] , (6.5)
with
J˜ =
[
J 0
0 J1
]
, (6.6)
where J1 is a signature matrix such that
− E∗J1E = R,J (X) (6.7)
and
rank(R,J (X)) = rank E = rank J1. (6.8)
Proof. If (λ) is given by formula (6.5), then
(λ)J˜(ω)∗ = (J − F(λ)XC∗)J (J − CXF(ω)∗) + F(λ)E∗J1EF(ω)∗
= J − F(λ)XC∗ − CXF(ω)∗ + F(λ)XC∗JXCF(ω)∗
+F(λ)E∗J1EF(ω)∗
= J + F(λ) {· · ·}F(ω)∗,
where
{· · ·} = −X(ωIn − A∗) − (λIn − A)X + XC∗JCX + E∗J1E
= −(λ + ω)X +R,J (X) + E∗J1E
= −(λ + ω)X.
Therefore, for this choice of ,
(λ)J˜(ω)∗ = J − (λ + ω)F(λ)XF(ω)∗,
which is equivalent to (6.1).
Now let (λ) be a proper rational mvf such that (6.1) holds and let
lim
λ→∞(λ) = ∞.
Then
(λ)J˜∗∞ = limω→∞(J − (λ + ω)C(λIn − A)
−1X(ωIn − A∗)−1C∗)
= J − F(λ)XC∗ (6.9)
and thus,
(λ)J˜∗∞J∞J˜(ω)∗ = (J − F(λ)XC∗)J (J − CXF(ω)∗)
= J − F(λ)XC∗ − CXF(ω)∗ + F(λ)XC∗JCXF(ω)∗
= J − F(λ){X(ωIn − A∗) + (λIn − A)X − XC∗JCX}F(ω)∗
= J − F(λ){(λ + ω)X −R,J (X)}F(ω)∗
= (λ)J˜(ω)∗ + F(λ)R,J (X)F (ω)∗.
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Therefore,
(λ)J˜ (∗∞J∞ − J˜ )J˜(ω)∗ = F(λ)R,J (X)F (ω)∗. (6.10)
Thus, as (C,A) is an observable pair, it follows that the observability matrix is left invertible and
consequently that
R,J (X) = K∗
(
∗∞J∞ − J˜
)
K
for some suitably chosen matrix K . Consequently,
μ∓(R,J (X)) μ∓(∗∞J∞ − J˜ )
= μ±(J˜ −∗∞J∞).
Moreover, the formulas[
J˜ ∗∞
∞ J
]
=
[
I ∗∞J
0 I
] [
J˜ −∗∞J∞ 0
0 J
] [
I 0
J∞ I
]
=
[
I 0
∞J˜ I
] [
J˜ 0
0 J −∞J˜∗∞
] [
I J˜∗∞
0 I
]
(6.11)
and
J −∞J˜∗∞ = 0
imply that
μ±(J˜ −∗∞J∞) + μ±(J ) = μ±(J˜ ) + μ±(J −∞J˜∗∞)
= μ±(J˜ )
and hence that
μ∓(R,J (X)) μ±(J˜ −∗∞J∞)
= μ±(J˜ ) − μ±(J ),
which serves to prove (6.4). 
If μ−(J ) = μ−(J˜ ), then m(λ) enjoys some extra properties.
Lemma 6.3. Let the assumptions imposed in Theorem 6.2 be in force and let m(λ), J˜ and J1
be defined by formulas (6.5), (6.6) and (6.7), respectively. Then
μ−{J˜ −m(ω)∗Jm(ω)} = μ−(J1) for every point ω ∈ + \ σ(A). (6.12)
In particular,
J1 > 0 ⇐⇒ J˜ −m(ω)∗Jm(ω)  0 for every point ω ∈ + \ σ(A). (6.13)
Proof. The Schur complement formulas (6.11), with m(ω) in place of ∞ imply that
μ±{J˜ −m(ω)∗Jm(ω)} + μ±(J ) = μ±{J −m(ω)J˜m(ω)∗} + μ±(J˜ ).
This leads easily to formula (6.12), sinceJ −m(ω)J˜m(ω)∗  0 in+ andμ±(J˜ ) = μ±(J ) +
μ±(J1). The second assertion is immediate from the first. 
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7. Imbedding
In this section we shall show that every finite dimensional spaceM(X) of m × 1 vvf’s that is
invariant under the generalized backwards shift operator for at least one (and hence every) point
α ∈ C \ σ(A) can be isometrically imbedded in a de Branges spaceH() of m + d vvf’s, where
d = rank(R,J (X)).
Theorem 7.1. LetM(X) be a finite dimensional Hilbert space of m × 1 rational vvf’s, let J be
an m × m signature matrix and let d = rank(R,J (X)). Then:
(1) There exists a de Branges spaceH() of Cm+d vvf ’s such that
M(X) =
[
Im 0
]
H()
if and only ifM(X) is Rα invariant for at least one (and hence every) point α ∈ C \ σ(A).
(2) If the invariance condition is in force, then
(λ) = Im+d − C˜(λIn − A)−1XC˜∗J˜ , (7.1)
where
C˜ =
[
C
G
]
, R,J (X) = −XG∗J1GX
for some matrix G ∈ Cd×n of rank d, J1 is a d × d signature matrix and J˜ = diag{J, J1}.
Proof. Assume first thatM(X) is a finite dimensional Rα invariant space of m × 1 vvf’s such
that rank(R,J (X)) = d . Then, by Lemma 5.3, there exists a d × d signature matrix J1 and a
matrix G ∈ Cd×n such that
R,J (X) = −XG∗J1GX. (7.2)
Let
C˜ =
[
C
G
]
, ˜ = (C˜, A) and J˜ =
[
J 0
0 J1
]
.
Then, since R˜,J˜ (X) = 0, Theorem 4.2 guarantees that the spaceM˜(X) is a de Branges space
H() with (λ) given by formula (7.1) and the connection
M(X) =
[
Im 0
]
H() (7.3)
is clear from the formulas forM(X) andM˜(X). Conversely, if the relation (7.3) is in force, then
M(X) is clearly Rα invariant for every point α ∈ C \ σ(A). Moreover, since the inner product
in bothM(X) andH() =M˜(X) is determined by X, the mapping f (λ) →
[
Im 0
]
f (λ)
is an isometry. 
Remark 7.2. IfM˜(X) is Rα invariant for at least one (and hence every) point α ∈ C \ σ(A),
then the mvf (λ) defined by formula (7.1) can be written in block form as
(λ) =
[
11(λ)
21(λ)
]
,
where 11(λ) coincides with the mvf m(λ) that was defined by formula (6.5) and 21(λ) is a
d × (m + d) (J1, Ĵ )-coinner mvf with Ĵ = diag{J1, J }. Such classes of coinner mvf’s are defined
and discussed in the next section.
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Lemma 7.3. IfM(X) is isometrically imbedded in a finite dimensional de Branges spaceH()
of Cm+d vvf ’s, then d  rank(R,J (X)).
Proof. If M = [Im 0]H(1) is isometrically imbedded in a de Branges space H(1) of
Cm+d vvf’s, thenH(1) =M1(X) for some observable pair1 = (C1, A). Writing C1 =
[
C
E
]
with C ∈ Cm×n, E ∈ Cd×n and  = (C,A), it is clear thatH =M(X). Since
R,J (X) = R1,J˜ (X) − XG∗J1GX = −XG∗J1GX
and G is at most of rank d . Therefore, rank(R,J (X))  d. 
8. The structure of (J, ˜J)-coisometric mvf’s
We shall say that a proper rational m × (m + k) mvf (λ) is (J, J˜ )-coisometric if
J = (λ)J˜(λ)∗, for λ ∈ iR (λ not a pole of ) (8.1)
and that (λ) is (J, J˜ )-contractive if
J −(λ)J˜(λ)∗  0 for λ ∈ + (λ not a pole of ). (8.2)
A proper rationalm × (m + k)mvf(λ) is said to be (J, J˜ )-coinner if it is both (J, J˜ )-contractive
and (J, J˜ )-coisometric.
Theorem 6.2 establishes a correspondence between finite dimensional Hilbert spaces of the
form:
M(X) = {C(λIn − A)−1Xu : u ∈ Cn}
and (J, J˜ )-coisometric mvf’s of the form
(λ) = [Im 0]− C(λIn − A)−1 [XC∗J E∗] , (8.3)
when X is a positive semidefinite solution of the Riccati equation:
R,J (X) = −E∗J1E.
If the assumption X  0 is dropped, then M(X) will be a finite dimensional Krein space
rather than a Hilbert space.
Rational m × (m + k) (J, J˜ )-coisometric mvf’s (λ) have been studied in several papers. In
particular, the following characterization is given by Alpay and Rakowsky [1] (see also Theorem
4.6 of [6]):
Theorem 8.1. A rational mvf W(λ) with an observable realization
W(λ) = D + C(λI − A)−1B
is (J, J˜ )-coisometric if and only if the following two conditions hold:
(1) J = DJ˜D∗, i.e., D is a (J, J˜ )-coisometry.
(2) There exists a Hermitian solution X to the Lyapunov equation
XA∗ + AX = −BJ˜B∗
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such that
CX = −DJ˜B∗.
We shall restrict our attention to the case where the following two conditions hold:
(1) J and J˜ are two signature matrices, and there exists a signature matrix J1 such that:
J˜ =
[
J 0
0 J1
]
(8.4)
(2) The function W(λ) satisfies the condition:
lim
λ→∞W(λ) =
[
Im 0
] (8.5)
In this case, there is a strong connection between Theorem 8.1 and formula (8.3), as demonstrated
in the next theorem:
Theorem 8.2. Let W(λ) be a rational (J, J˜ )-coisometric mvf with an observable realization
(A,B,C,D) such that the conditions (8.4) and (8.5) are in force and let = (C,A) and F(λ) =
C(λIn − A)−1. Then there exists a Hermitian matrix X and a full rank matrix E such that
R,J (X) = −E∗J1E and B = −
[
XC∗J E∗
]
,
i.e.,
W(λ) = [Im 0]− F(λ) [XC∗J E∗] .
If W(λ) is (J, J˜ )-coinner, then X  0.
Proof. Assume (λ) = D + C(λI − A)−1B is (J, J˜ )-coisometric with J ∈ Cm×m and J˜ ∈
C(m+d)×(m+d) and that conditions (8.4) and (8.5) are in force and let
B = [B1 B2] with B1 ∈ Cm×m and B2 ∈ Cm×d .
The second equation of condition (2) in Theorem 8.1 then reads
B1 = −XC∗J,
which, when substituted into the first equation of condition (2), yields the formula
XA∗ + AX + XC∗JCX = −B2J1B∗2 .
The proof is completed by taking E = −B∗2 . 
9. Factorization of (J, ˜J)-coinner functions
Let H(S) denote the reproducing kernel Hilbert space that is defined for matrix valued
functions of the Schur class
Sp×q(+) = {p × q mvf’s that are holomorphic and contractive in +}
by the reproducing kernel
Ip − S(λ)S(ω)∗
λ + ω .
Then a well known theorem of Leech can be formulated as follows:
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Theorem 9.1. Let S ∈Sp×q and S1 ∈Sp×r and suppose that the reproducing kernel Hilbert
spaceH(S1) is contractively included in the reproducing kernel Hilbert spaceH(S). Then there
exists a mvf S2 ∈Sr×q such that
S(λ) = S1(λ)S2(λ) for every point λ ∈ +.
Theorem 2.5.14 in [2] is a generalization of this theorem, which includes the following result:
Theorem 9.2. Let (λ) be an m × (m + d) (J, J˜ )-contractive mvf and let 1(λ) be an m ×
(m + d1) (J, J˜1)-contractive mvf such that J˜ =diag(J, Id), J˜1 = diag(J, Id1) and H(1) is
contractively included in H(). Then there exists an (m + d1) × (m + d) (J˜1, J˜ )-contractive
mvf 2(λ), such that (λ) = 1(λ)2(λ).
In this section we shall focus on the case where the mvf’s (λ) and 1(λ) considered in
Theorem 9.2 are (J, J˜ )-coinner and (J, J˜1)-coinner, respectively, and shall present formulas for
the factors in the setting of the next theorem.
Theorem 9.3. Let(λ) be an m × (m + d) proper rational (J, J˜ )-coinner mvf and let1(λ) be
anm × (m + d1)proper rational (J, J˜1)- coinner mvf such that J˜ = diag(J, Id), J˜1 = diag(J, Id1)
andH(1) is contractively included inH(). Then there exists an (m + d1) × (m + d) proper
rational (J˜1, J˜ )-coinner mvf 2(λ), such that (λ) = 1(λ)2(λ).
Let X,X1 ∈ Cn×n be positive semidefinite solutions of the Riccati equations
AX + XA∗ + XC∗JCX = −E∗E, (9.1)
AX1 + X1A∗ + X1C∗JCX1 = −E∗1E1, (9.2)
respectively, such that
X  X1, rank E = d and rank E1 = d1.
Then, by Theorem 6.2, M(X) =H() and M(X1) =H(1) are de Branges like spaces
based on the rectangular matrix valued functions
(λ) = [Im 0m×d ] − C(λIn − A)−1[XC∗J E∗] with E ∈ Cd×n (9.3)
and
1(λ) = [Im 0m×d1 ] − C(λIn − A)−1[X1C∗J E∗1 ] with E1 ∈ Cd1×n, (9.4)
respectively, and, by Theorem 3.1, M(X1) is contractively included in M(X). The purpose
of this section is to show that this contractive inclusion implies that(λ) = 1(λ)2(λ), where
2(λ) is also coinner and to exhibit a formula for 2(λ).
Proposition 9.4. Let  = (C,A) ∈ Cm×n × Cn×n be an observable pair and let X,X1 ∈ Cn×n
be a pair of positive semidefinite solutions of equations (9.1) and (9.2), respectively, such that
X  X1. Then:
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(1) d  d1 ⇒ that there exists a matrix U ∈ Cd×d1 and a matrix G ∈ Cd1×n such that
U∗U = Id1 and (X − X1)G∗ = E∗U − E∗1 . (9.5)
(2) d  d1 ⇒ that there exists a matrix U ∈ Cd×d1 and a matrix G ∈ Cd×n such that
UU∗ = Id and (X − X1)G∗ = E∗ − E∗1U∗. (9.6)
Proof. Let X2 = X − X1 and let ξ, η ∈ ker(X2). Then, since Xξ = X1ξ and Xη = X1η, upon
multiplying equation (9.1) and (9.2) by ξ on the right and η∗ on the left, we obtain the formula
η∗E∗Eξ = η∗E∗1E1ξ for every ξ, η ∈ ker(X2).
If d  d1, then the transformation U that maps E1ξ into Eξ is an isometry on E1ker X2 and
extends to an isometry from Cd1 into Cd . In particular,
ker(X2) ⊆ ker(E − UE1)
and hence, since X2 is Hermitian, this implies that
rng(X2) ⊇ rng(E∗ − E∗1U∗).
Therefore, E∗ − E∗1U∗ = X2K for some K ∈ Cn×d , which in turn implies that E∗U − E∗1 =
X2KU , i.e., the matrix G∗ = KU satisfies Eq. (9.5). This completes the proof of (1).
Suppose next that d  d1. Then, by much the same argument, there exists an isometric matrix
V ∈ Cd1×d such that VEξ = E1ξ for ξ ∈ ker X2. Therefore,
ker(X2) ⊆ ker(VE − E1)
and hence, by much the same sort of reasoning that was used to verify (1), it follows that there
exists a matrix G ∈ Cd×n such that
X2G
∗ = E∗1 − E∗V ∗.
This yields (2), with U = V ∗. 
Theorem 9.5. Let (λ),1(λ) be as in (9.3) and (9.4). Let G and U be as in Proposition 9.4
for d  d1 and define:
A1 = A + X1C∗JC + E∗1G, X2 = X − X1, (9.7)
J2 =
[
J 0
0 Id1
]
, J˜2 =
[
J 0
0 Id
]
, (9.8)
2(λ) =
[
Im 0
0 U∗
]
−
[
C
G
]
(λIn − A1)−1[X2C∗JE∗ − E∗1U∗]. (9.9)
Then 2 is a (J2, J˜2)-coinner mvf such that
(λ) = 1(λ)2(λ)
Proof. Let
L = X2C∗J, H = E∗ − E∗1U∗ and F1(λ) =
[
C
G
]
(λIn − A1)−1, (9.10)
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for short, and recall that F(λ) = C(λIn − A)−1. Then
2(λ)J˜22(ω)∗ =
([
Im 0
0 U∗
]
− F1(λ)[LH ]
)
J˜2
([
Im 0
0 U
]
−
[
L∗
H ∗
]
F1(ω)
∗
)
= J2 − F1(λ)[LJHU ] −
[
JL∗
U∗H ∗
]
F1(ω)
∗ + F1(λ)(LJL∗ + HH ∗)F1(ω)∗.
Moreover, in view of formulas (9.10) and (9.5),[
JL∗
U∗H ∗
]
=
[
CX2
U∗E − E1
]
=
[
C
G
]
X2
= F1(λ)(λIn − A1)X2
and
LJL∗ + HH ∗ = X2C∗JCX2 + (E∗ − E∗1U∗)(E − UE1).
Therefore,
2(λ)J˜22(ω)
∗ = J2 − F1(λ){· · ·}F1(ω)∗,
where
{· · ·} = X2(ωIn − A∗1) + (λIn − A1)X2 − LJL∗ − HH ∗,
which reduces to
{· · ·} = (λ + ω)X2,
thanks to formulas (9.1) and (9.2). Therefore,
J2 −2(λ)J˜22(ω)∗
λ + ω = F1(λ)X2F1(ω)
∗.
Next,
1(λ)2(λ) = ([Im 0] − F(λ)[X1C∗J E∗1 ])
([
Im 0
0 U∗
]
− F1(λ)[L H ]
)
= [Im 0] − F(λ)[X1C∗J E∗1U∗] − C(λIn − A1)−1[L H ]
+F(λ)(X1C∗JC + E∗1G)(λIn − A1)−1[L H ].
However, since
C(λIn − A1)−1 = F(λ)(λIn − A)(λIn − A1)−1,
the last two terms on the right hand side of the preceding formula can be written as
F(λ){−(λIn − A) + X1C∗JC + E∗1G}(λIn − A1)−1[L H ] = −F(λ)[L H ]
Thus,
1(λ)2(λ) = [Im 0] − F(λ)[X1C∗J + L E∗1U∗ + H ]
= [Im 0] − F(λ)[XC∗J E∗]
= (λ). 
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Corollary 9.6. The mvf 2(λ) defined by formula (9.9) can be reexpressed as
2(λ) =
([
Im+d1 0(m+d1)×d2
]− C2(λIn − A2)−1 [X2C∗2J2 E∗2]) [Im 00 W ∗
]
,
(9.11)
where
X2 = X − X1, J2 = diag{J, Id1},
W = [U V ] is a d × d unitary matrix whose first d1 columns coincide with the d × d1 isometric
matrixU,E∗2 = E∗V,C∗2 =
[
C∗ G∗
]
andA2 = A1.Moreover, the pair (C2, A2) is observable
and X2 is a positive semidefinite solution of the Riccati equation
X2A
∗
2 + A2X2 + X2C∗2J2C2X2 = −E∗2E2. (9.12)
Proof. The first assertion follows from formula (9.9) and the identities[
Im 0
0 U∗
]
= [Im+d1 0(m+d1)×d2] [Im 00 W ∗
]
and
[X2C∗J E∗ − E∗1U∗]
[
Im 0
0 W
]
= [X2C∗J (E∗ − E∗1U∗)W ]
= [X2C∗J E∗W − E∗1U∗W ]
= [X2C∗J (E∗U − E∗1 ) E∗V ]
= [X2C∗J X2G∗ E∗V ]
= [X2C∗2J2 E∗V ].
The Riccati equation is a straightforward calculation based on formulas (9.1), (9.2), (9.5) and
the identity
E∗E = E∗(UU∗ + VV ∗)E. 
10. Unitary equivalence of (J, ˜J) coinner matrices
In this section we shall study some connections between a pair of rational mvf’s 1(λ) and
2(λ), when
(a) (λ) is (J, J˜)-coinner with respect to the signature matrices J and
J˜ =
[
J 0
0 Id
]
.
(b) limλ→∞(λ) = [Im 0m×d ].
(c) H(2) is contractively included inH(1).
Remark 10.1. In the formulation of Theorem 9.5 the mvf’s (λ) and 1(λ) are specified by
formulas (9.3) and (9.4), whereas in the general setting of Theorem 9.2 it is only assumed that
H(1) is contractively included inH() and that both spaces have the same negative index.
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Both of these conditions are clearly met by the mvf’s specified by formulas (9.3) and (9.4). The
objective of this section is to show that conversely ifH(1) is contractively included inH()
and both spaces have the same negative index, then(λ) and1(λ) must be of the form indicated
by formulas (9.3) and (9.4) up to constant J˜ unitary multipliers on the right. Notice in particular
that the same matrices C and A appear in both of the two specified realizations.
We begin by analyzing the implications of the more restrictive set of conditions (a), (b) and
H(1) =H(2). (10.1)
Theorem 10.2. Let 1(λ) and 2(λ) be a pair of rational mvf’s that satisfy conditions (a) and
(b) and suppose further that d1  d2. Then
1(λ)J˜11(ω)
∗ ≡ 2(λ)J˜22(ω)∗ (10.2)
if and only if d1 = d2 and there exists a d1 × d1 unitary matrix V such that
1(λ) = 2(λ)
[
Im 0
0 V
]
. (10.3)
Proof. Let1 and2 be two mvf’s that satisfy the stated conditions. Then, in view of Theorem
8.2,
j (λ) = [Im 0] − Fj (λ)[XjC∗j J E∗j ], j = 1, 2,
where
Fj (λ) = Cj (λInj − Aj)−1,
(Cj , Aj ) ∈ Cm×nj × Cnj×nj is observable, Xj ∈ Cnj×nj is a positive semidefinite solution of
the Riccati equation
XjA
∗
j + AjXj + XjC∗j JCjXj = −E∗j Ej , (10.4)
Ej ∈ Cdj×nj and rank Ej = dj . Formula (10.2) implies that
F1(λ)X1F1(ω)
∗ = F2(λ)X2F2(ω)∗
for all points λ, ω ∈ C \ σ(A1) ∪ σ(A2). Therefore, there exists a matrix T ∈ Cn1×n2 such that
C1(λIn1 − A1)−1X1T = C2(λIn2 − A2)−1X2. (10.5)
Moreover, in view of Lemmas 5.2 and 5.3, there exists a matrix G2 such that X2G∗2 = E∗2 . Thus,
2(λ) = [Im 0] − F2(λ)[X2C∗2J E∗2 ]
= [Im 0] − F2(λ)X2[C∗2J G∗2]
= [Im 0] − F1(λ)X1T [C∗2J G∗2]
= [Im 0] − F1(λ)[X1T C∗2J X1TG∗2].
Next, upon letting ω tend to infinity in formula (10.2) and invoking conditions (a) and (b), it
is readily seen that
1(λ)
[
Im
0d1×m
]
= 2(λ)
[
Im
0d2×m
]
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and hence, upon writing
1(λ) =
[
11(λ) 12(λ)
]
and 2(λ) =
[
21(λ) 22(λ)
]
in which 11(λ) and 21(λ) are both m × m mvf’s, that
11(λ) = 21(λ).
Therefore,
12(λ)12(ω)
∗ = 22(λ)22(ω)∗.
The formulas
12(λ) = −F1(λ)E∗1 , E∗3 = X1TG∗2 and 22(λ) = −F1(λ)E∗3
imply that
E∗1E1 = E∗3E3,
where E∗1 ∈ Cn1×d1 , E∗3 ∈ Cn1×d2 , rank E1 = d1 and d1  d2. But this in turn implies that
d1 = rank E∗1E1 = rank E∗3E3  d2  d1,
and that there exists a matrix V ∈ Cd1×d1 such that E3 = VE1. Therefore,
E∗1E1 = E∗3E3 = E∗1V ∗VE1
and hence, as E1 is right invertible, V ∗V = Id1 , i.e., V is unitary. Consequently,
1(λ) =
[
11(λ) 12(λ)
]
= [21(λ) 22(λ)V ]
= [21(λ) 22(λ)] [Im 00 V
]
.
This completes the proof that (10.2) ⇒ (10.3). The opposite implication is easy. 
Theorem 10.2 serves to characterize the set of rational coinner mvf’s (λ) that satisfy the
constraint (6.1) as constant unitary multiples of m(λ).
Theorem 10.3. Let  = (C,A) be an observable pair in Cm×n × Cn×n, let X ∈ Cn×n be pos-
itive semidefinite. Let (λ) be a rational (J, J˜ ) coinner mvf such that the reproducing kernel
F(λ)XF(ω)∗ of the spaceM(X) can be expressed in the form
F(λ)XF(ω)∗ = J −(λ)J˜(ω)
∗
λ + ω , (10.6)
Then there exists a coisometric matrix U
(λ) = m(λ)U.
Proof. The main point is that (λ) is wider than m(λ) and
(λ)J˜(ω)∗ ≡ m(λ)J˜mm(ω)∗. 
Theorem 10.4. Let (λ) and 1(λ) be a pair of rational mvf’s that satisfy conditions (a), (b)
and (c). Then there exists an observable pair  = (C,A), positive semidefinite solutions X,X1
of the Riccati equations (9.1) and (9.2), respectively, and unitary matrices U,U1 such that:
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(λ)U = [Im 0m×d ] − C(λIn − A)−1[XC∗J E∗], (10.7)
1(λ)U1 = [Im 0m×d1 ] − C(λIn − A)−1[X1C∗J E∗1 ] (10.8)
and X  X1.
Proof. Let  and 1 be two mvf’s that meet the conditions imposed in the statement of the
theorem. By Theorem 8.2, there exists an observable pair (C,A) ∈ Cm×n × Cn×n and a positive
semidefinite solution X of the Riccati equation (9.1) such that  is of the form given in (10.7).
This implies that
H() = {C(λIn − A)−1Xξ |ξ ∈ Cn}.
Since H(1) is contractively included in H(), Theorem 3.1 guarantees that there exists a
positive semidefinite matrix X1  X such that
H(1) = {C(λIn − A)−1X1ξ |ξ ∈ Cn}.
Therefore, by Theorem 6.2 and Theorem 10.2, there exists a unitary matrix U1 such that (10.8)
holds. Moreover, by Theorem 8.2, X1 is a solution of the Riccati equation (9.2). 
11. Factoring rectangular coinner mvf’s
Lemma 11.1. Let X = YY ∗ and let X1 = Yvv∗Y ∗, where v ∈ rng Y ∗ and ‖v‖ = 1. Then
X  X1 and rank(X − X1) = rank(X) − 1. (11.1)
Proof. Let u1, . . . , uk be an orthonormal basis for rng Y ∗ with u1 = v. Then clearly
X − X1 =
k∑
j=1
Yuju
∗
j Y
∗ − Yu1u∗1Y ∗ =
k∑
j=2
Yuju
∗
j Y
∗  0.
Moreover, rank(X) = k and rank(X − X1) = k − 1, since the vectors Yuj are linearly indepen-
dent, i.e.,
k∑
j=1
cjYuj = 0 ⇒
k∑
j=1
cjuj ∈ rng(Y ∗) ∩ ker(Y ) = {0}. 
Theorem 11.2. Let (λ) be a normalized rational Cm×(m+d) valued (J, J˜ )-coinner mvf with
lim
λ→∞(λ) =
[
Im 0m×d
]
and J˜ = diag{J, Id}
and d  0. Then (λ) admits a factorization of the form
(λ) = θ1(λ) · · · θk(λ)U, (11.2)
where
(1) θj (λ) is of the form
θj (λ) =
[
Im+j−1 −
vjv
∗
j Jj
λ − ωj
γ
1/2
j vj
λ − ωj
]
for j = 1, . . . , k,
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in which the vj are vectors of appropriate size, the γj are nonnegative numbers, the ωj ∈ C
and
Jj =
{
diag{J, Ij } if 1  j < d,
diag{J, Id} if j  d.
(2) k = dimH().
(3) U ∈ C(m+d)×(m+d) is unitary.
Proof. Let
(λ) = [Im 0m×d]− F(λ) [XC∗J E∗] ,
where
F(λ) = C(λIn − A)−1,
(C,A) is an observable pair,E ∈ Cd×n,X ∈ Cn×n is a positive semidefinite solution of the Riccati
equation
XA∗ + AX + XC∗JCX = −E∗E,
and rank E = d. By Theorem 5.2, the finite dimensional spaceH() is Rα invariant for every
point α ∈ C \ σ(A). Therefore, there exists a nonzero vvf f (λ) ∈H() such that (Rαf )(λ) =
μf (λ). Thus, as
f (λ) = F(λ)Xu for some vector u ∈ Cn with Xu /= 0,
it is readily seen that (Rαf )(λ) = −F(λ)(αIn − A)−1Xu and hence, since (C,A) is an observable
pair, that
−(αIn − A)−1Xu = μXu.
Thus, as Xu /= 0 ⇒ μ /= 0, we may set ω = μ−1 + α and hence, upon letting X = YY ∗ with
rank Y = rank X, it follows that
AYY ∗u = ωYY ∗u
and hence that
AYu1 = ωYu1 with u1 = Y ∗u /= 0.
Therefore, we may assume that ‖u1‖ = 1 and set X1 = Yu1u∗1Y ∗. Then, by Lemma 11.1, X 
X1  0. Now let
Q = Yu1u∗1(Y ∗Y )−1Y ∗
and note that Q = Q2, QX = X1 and XQ∗ = X1. Therefore,
QX1 = Q2X = QX = X1 and QAX1 = AX1.
Moreover,
QE∗EQ∗ = Yu1u∗1(Y ∗Y )−1Y ∗E∗EY(Y ∗Y )−1u1u∗1Y ∗
= γ Yu1u∗1Y ∗ = γX1,
with
γ = u∗1(Y ∗Y )−1Y ∗E∗EY(Y ∗Y )−1u1.
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Consequently, upon multiplying the Riccati equation for X on the left by Q and on the right by
Q∗, it follows that X1 is a solution of the Riccati equation
X1A
∗ + AX1 + X1C∗JCX1 = −E∗1E1 with E∗1 = γ 1/2Yu1 ∈ Cm×1.
Therefore, by Theorem 9.5,
(λ) = θ1(λ)2(λ),
where
θ1(λ) =
[
Im 0m×1
]− F(λ) [X1C∗J E∗1]
= [Im 0m×1]− C(λ − ω)−1 [X1C∗J E∗1]
= [Im 0m×1]− v1(λ − ω)−1 [v∗1J γ 1/2]
with
v1 = CYu1,
since
(λIn − A)X1 = (λ − ω)X1 and (λIn − A)E∗1 = (λ − ω)E∗1 ,
and
2(λ) =
[
Im 0
0 U∗
]
−
[
C
G
]
(λIn − A1)−1
[
(X − X1)C∗J E∗ − E∗1U∗
]
,
with
U ∈ Cd , U∗U = 1, A1 = A + X1C∗JC + E∗1G and (X − X1)G∗=E∗U−E∗1 .
Thus, if W is a d × d unitary matrix with first column equal to U , then[
Im 0
0 U∗
]
= [Im+1 0(m+1)×(d−1)] [Im 00 W ∗
]
and consequently, as the last matrix on the right is both unitary and J˜ unitary, we can express
2(λ) as
2(λ) = ˜2(λ)
[
Im 0
0 W ∗
]
,
where
˜2(λ) =
[
Im+1 0(m+1)×(d−1)
]− [C
G
]
(λIn − A1)−1
[
(X − X1)C∗J E∗W − E∗1e∗1
]
,
since U∗W = e∗1, the first row of Id . It remains to show that ˜2(λ) is in the same form as (λ).
This depends upon the fact that
(X − X1)G∗ = E∗U − E∗1
and hence that
(X − X1)[C∗ G∗]
[
J 0
0 1
]
= [(X − X1)C∗J (E∗W − E∗1e∗1)e1]
= [(X − X1)C∗J E∗U − E∗1 ].
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Thus, upon writing
W = [U V ] with V ∈ Cd×(d−1),
we can reexpress the last matrix on the right in the formula for ˜2(λ) as[
(X − X1)C∗J E∗W − E∗1e∗1
] = [(X − X1)C∗J (X − X1)G∗ E∗V ] ,
which is of the requisite form, since[
(X − X1)C∗J (X − X1)G∗
] = (X − X1) [C∗ G∗] [J 00 1
]
and E∗V is an m × (d − 1) matrix of rank d − 1 such that
(X − X1)A∗1 + A1(X − X1) + (X − X1)(C∗JC + G∗G)(X − X1) = −E∗VV ∗E.
Therefore the procedure can be iterated k − 1 more times to obtain the advertised factorization
formula. If d = 0, then all the factors will be square mvf’s and formula (11.2) reduces to a special
case of a well known formula due to Potapov [7]. 
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