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ABSTRACT 
A one step method,  based on t r igonometr ic  approximat ion,  for solving ord inary dif ferential  equa- 
t ions is derived and numerical ly tested. The method is based on an idea which was int roduced by 
S. Fatunla in [3]. 
1. INTRODUCTION 
Most conventional methods in solving the well-known 
Cauchy problem 
y '= f(x,y) y(a) = Y0 (1) 
are based on linear techniques. 
In [1] the authors introduced the use of exponential sums 
in the solution of this problem, thus taking into account 
the eventual exponential behaviour of its solution. 
In [2] the authors proposed to approximate its solution 
by a function containing both a polynomial and a 
logarithmic term, thus taking into account an eventual 
singularity of the solution. 
In [3] the author proposed to use a trigonometric term 
instead of a logarithmic one, in order to deal efficiently 
with oscillating solutions. Unfortunately, due to a mis- 
calculation and an uneffident derivation, he derived on- 
ly a fourt~ order method. Using the same idea a fifth 
order method is derived and tested in the present paper. 
2. THE ALGORITHM 
2.1. A general description 
The idea is to approximate he solution of the Cauchy 
problem, locally, by the following function 
F(x) := v+w.x+b.e q'x . cos(r.x+s) (2) 
where the parameters v, w, b, q, r and s are to be deter- 
mined. Suppose we have already determined the numer- 
ic.a1 approximation Yi of the solution of (1) in x i. We 
choose the parameters v, w and b in order to satisfy the 
next set of equations : 
F(xi) = Yi (3.1) 
F'(xi) = f(xi' Yi) (3.2) 
F"(xi) = f'(xi' Yi) (3.3) 
The proposed method is to set 
Yi+l = F(Xi+l) (4) 
in which the parameters q,r and s are to be determined 
in order to grant method (4) the highest attainable order 
possible. Notice that all of the six parameters are to be 
determined ateach step of the algorithm. 
2.2. Determination of the parameters v, w and b 
Substituting (2) in the set of equations (3.1, .2 and .3) 
we obtain a linear iystem of equations, which has a 
unique solution as long as 
(q2 _ r 2) cos (rx + s) - 2qr sin (rx + s) =/= 0 
which is given by 
b - f'(xi' Yi) 
(5) 
eq" xi [ (q2 _ r 2) cos (rx i + s) - 2qr sin (rx i + s) ] 
f'(xi'Yi) [q'c°s(rxi+s) - r'sin(rxi+s)] (6~ 
w = f(xi, Yi)- , ~  . . . . .  ~ ,_, 
(q - r ) cos (rx i+ s) - 2 qr sm (rx i+ s) 
As we won't need the explicit expression for v we don't 
give it here. 
2.3. Determination of the parameters q,r and s 
As mentioned above these parameters are chosen in 
order to determine the order of the method 
Yi+l = F(Xi+l) 
Using Taylor series, we Fmd 
Yi+l = F(xi+h) 
= F(xi) +h.F ' (x  i) +h 2 .F'(xi)/2 +h3.F"(xi)/3! +... 
Using (3.1) (3.2) and (3.3) we Fmd 
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Yi+l = Yi + h'f(xi'Yi) + h2"f'(xi'Yi )/2 + h3"F'"(xi)/3! +''" 
Therefore we determine q, r and s in order to satisfy the 
next set of equations : 
F'"(xi) = f"(xi,Yi) (7.1) 
F'"'(xi) = f'"(xi,Yi) (7.2) 
FV(xi ) = f" ' (x i ,  Y i) (7.37 
which has the following explicit form (after substitution 
of (5)) 
[(q3_3qr 2) cos(rxi+s) _ (3q2r_r 3 ) sin(rxi+s) ] f,(xi, Yi) 
- Nf"(xi,Yi) = 0 
[(q4+r4- 6q2r 2) cos(rxi+s ) - (4q3r --4qr 3) sin(rxi+s)] 
f'(xi, Yi)-Nf"'(xi,Yi) = 0 
[q5+ 5qr 4_ 10q3r2) cos(rxi+s)_(r 5_10q2r3+5q4r) 
sin(rxi+s)] f'(xi, Yi) -N.f '""  (xi, Yi) = 0 
with 
N = (q2 _r 2) cos(rxi+s) _ 2qr sin(rxi+s ) 
This system of equations is quite different from the one 
derived by Fatunla in [3]. 
2.4. The algorithm 
Suppose we have the numerical estimation Yi' then we 
can solve the system (7), thus obtaining q, r and s (if we 
can't find an exact solution of  the non-linear system, we 
determine an estimation of  the solution iteratively). We 
substitute these values in the expressions (5) and (6), 
thus obtaining the parameters w and b. 
As a result of (4), (2) and (3.1) we get 
Yi+l = F(xi+h) 
= v +wx i +wh + b.eq h . e qxi .  cos(rxi+rh +s) 
Yi = v+wxi  +b .eqXi. cos(rxi+s ) 
thus, by distracting those two equations we find the 
integration formula 
Yi+l = Yi +hw + beqXi.[e qh.cos(rxi+rh+s )-cos(rxi+s)] 
In satisfying the systems of  equations (3) and (7), it is 
clear that this method is at least of  fifth order. 
The step size h = 0.1 
TABLE 1 
X Y Absol. Error 
0.000000000D+00 
1.000000000D-01 
4.000000000D-01 
7.000000000D-01 
1.000000000D+00 
1.300000000D+00 
1.600000000D+00 
1.900000000D+00 
2.200000000D+00 
2.500000000D+00 
2.800000000D+00 
3.000000000D+00 
-1.0000000D+00 
-9.9500416D-01 
-9.2106099D-01 
-7.6484219D-01 
-5.4030231D-01 
-2.6749883D-01 
+2.9199522D-02 
+3.2328957D-01 
+5.8850111D-01 
+8.0114362D-01 
9A2222341D-01 
+9.8999250D-01 
O.O000000000D+O0 
O.O000000000D+O01 
O.O000000000D+O0 
O.O000000000D+O0 
0.0000000000D+00 
0.0000000000D+00 
.1684043449D-18 
6.9388939039D-18 
.3877787808D-17 
.3877787808D-17! 
1.3877787808D-17 
.3877787808D-171 
Table 2 shows the resuks for the problem 
y '=y  
y(0) = 1 
in the interval [0, 1] 
The parameters q, r and s are constants : q = 1, r = 0 
and s = 0 
The step size h = 1/30 = 0.33333333333D-01 
These numerical results show that the method proposed 
can give very good results for the solution of  the Cauchy 
problem. 
The computations were done on the VAX/VMS of  the 
University of  Antwerp. 
TABLE 2 
X Y Absol: Error 
0.000000000D+00 
3.333333333D-02 
1.333333333D-01 
2.333333333D-01 
3.333333333D-01 
4.333333333D-01 
5.333333333D-01 
6.333333333D-01 
7.333333333D-01 
8.333333333D-01 
9.333333333D-01 
1~00000000D+00 
1.000000000D+00 
1.033895114D+00 
.142630812D+00 
.262802343D+00 
.395612425D+00 
.542390265D+00 
304604866D+00 
1~83879724D+00 
2.082009084D+00 
2.300975891D+00 
2.542971638D+00 
2318281828D+00 
0.0000000000DacO0 
10.0000000000D+00 
2.7755575616D-17 
8.3266726847D-17 
1.3877787808D-16 
1.6653345367D-16 
2.4980018054D-16 
3~857805862D-16 
5.5511151231D-16 
7.2164496601D-16 
9.9920072216D-16 
1.1102230246D-15 
3. NUMERICAL RESULTS 
Table 1 shows the results of the algorithm for the prob- 
lem 
y '= (1 _ y2)1/2 
y(0) = -1 
in the interval [0, 3] 
The values of the parameters q, r and s were obtained 
exactly. They are : q = 0, r = 1 and s = 0. 
REFERENCES 
1. BKOCK P. and MUKRAY F. : 'The use of exponential sums 
in step by step integration', Mathematics of Computation 6 
(1952), 63-78. 
2. LAMBERT J. and SHAW B. : 'A method for the numerical 
solution of y" = qx,y) based on a self-adjusting on-poly- 
nomial interpolant', Mathematics of Computation 20 (1966), 
11-20. 
3. FATUNLA S. : 'A new algorithm for numerical solution of 
ordinary differential equations', Computers & Mathematics 
with Applications 2 (1976), 247-253. 
Journal of Computational nd Applied Mathematics, volume 8, no 4, 1982 306 
