Abstract. We present a new notion of decomposition of semialgebraic sets by introducing a mode of irreducibility based on arc-analytic functions. The result is a refinement of the decomposition of such sets with respect to the Zariski topology as well as a refinement of the decomposition in each of the recent approaches based on Nash and continuous rational functions. In addition, by pairing the ring of arc-analytic functions with semialgebraic sets, we obtain a theory of algebraic geometry equipped with strong tools such as the Identity Principle and the Nullstellensatz.
Introduction
For the purpose of studying the intricate geometry of real algebraic sets (or, more generally, semialgebraic sets) the classical Zariski topology turns out to be too coarse. For instance, a semialgebraic set may consist of several components even if its Zariski closure is irreducible as an algebraic set-consider, for example, the semialgebraic subset R \ {0} of R. The algebraic set defined by y 2 = x 2 + x 4 is another example, which in addition is connected but decomposes into two analytic curves (see Figure 1 ).
The main goal of this paper is to introduce a notion of irreducibility for semialgebraic sets in a way that the arising decomposition into (finitely many) irreducible components is finer than the one in the Zariski topology and, in fact, the finest among all other approaches that we know of (see section 2). We present a description of such decomposition in algebraic terms (see Definition 4.2 and Corollary 4.4). Moreover, we develop a standard theory of algebraic geometry on semialgebraic sets in which some elegant tools such as the Identity Principle (Theorem 3.6) and the Nullstellensatz (Theorem 5.1) hold.
Depending on objectives, there are various treatments of decomposition of sets in real algebraic geometry. This topic of research can be traced back to Nash, who defined the notion of sheets in [11] . A sheet of Nash on a real algebraic set is a maximal subset with non-empty interior in which any two points can be connected by an analytic arc. Nash asked several questions regarding these sheets, which inspired the introduction of arc-symmetric sets by Kurdyka in [9] . A semialgebraic set X ⊂ R n is called arc-symmetric if, for every analytic arc γ : (−1, 1) → R n , we have γ((−1, 1)) ⊂ X whenever γ((−1, 0)) ⊂ X.
Let us summarize some facts from [9] . Arc-symmetric sets form the closed sets of a topology, denoted by AR, which is a refinement of the Zariski topology. The AR topology is Noetherian, and so every arc-symmetric set can be decomposed into finitely many AR-irreducible components.
1 A characterization of sheets of Nash can be given in terms of AR-irreducible sets. The algebraic structure to pair with an arc-symmetric set X is the ring of arc-analytic functions on X, which are defined as the semialgebraic 2 functions f : X → R such that f • γ is analytic for every analytic arc γ : (−1, 1) → X.
Arc-symmetric sets constitute only a special, though important, class of semialgebraic sets. In the study of components of general semialgebraic sets, the first attempt appears in [6] , where an irreducible semialgebraic set is defined to be one whose Zariski closure is irreducible as an algebraic set. This is a rather coarse characterization, however, as we discussed.
Another approach, based on Nash functions, is then taken in [5] , where a semialgebraic set X ⊂ R n is called irreducible if the ring of Nash functions N (X) on X is an integral domain. Recall that a semialgebraic function f : X → R is called Nash if it is the restriction to X of a C ∞ semialgebraic function defined on a semialgebraic open neighbourhood of X in R n . The Real Nullstellensatz [5, Proposition 6.11 ] is shown to hold in this setting, though it cannot be enhanced to the Nullstellensatz. Indeed, we have {x
is never a Nash function on R 2 for any integer r. Compare this now with Theorem 5.1.
Lastly in our review, we point out the class of continuous rational functions, introduced in [8] . On a real algebraic set X ⊂ R n , these are continuous functions f : X → R that can be written as f (x) = p(x)/q(x) for every x ∈ q −1 (0), where p, q ∈ R[x 1 , . . . , x n ] are polynomials such that q −1 (0) is nowhere dense in X. 3 An 1 Recall that, given a topology T on a set X, we say that a subset Z of X is irreducible with respect to T (or T -irreducible) if Z cannot be written as a union of two proper subsets that are T -closed in Z (i.e., closed with respect to the subspace topology induced by T ). If T is Noetherian, then any subset Z of X can be uniquely written as a finite union of subsets that are T -closed in Z and T -irreducible.
2 Arc-analytic functions need not be assumed semialgebraic. However, all the functions we work with are semialgebraic, and our definition actually conforms with its origin in [9] . 3 Such functions were later called hereditarily continuous rational, as one can define continuous rational functions on X more generally by considering the sheaf of regular functions and independently of the embedding X ⊂ R n . See [7] for details.
extensive theory of such functions is developed in [4] , of which we are interested in the following facts: The zero loci of continuous rational functions form the closed sets of a topology, which the authors call regulous. The regulous topology is Noetherian, resulting in a decomposition of X into (finer than Zariski) irreducible components. The Nullstellensatz does hold here-for instance, in the example above, x r /(x 2 + y 2 ) is a continuous rational function on R 2 for r = 3.
In this paper, first we view the problem of decomposition of algebraic sets in the different settings of [6] , [9] , [5] , and [4] and make a comparison. Then we present our theory on general semialgebraic sets by taking the algebraic structure to be the ring of arc-analytic functions.
A convention. Throughout this article, we consider the Euclidean topology unless otherwise specified. We also clarify that N = {1, 2, 3, . . . }.
Comparison of decomposition approaches
Let X be a real algebraic subset of R n . As mentioned, we shall compare [6] , [9] , [5] , and [4] with respect to the resulting decomposition of such an X into irreducible components. Let us denote the rings of polynomials, arc-analytic functions, Nash functions, and continuous rational functions by R[X], A a (X), N (X), and R(X), respectively. For convenience, let us also say, by analogy with the Zariski-and ARirreducibility, that X is Nash irreducible whenever N (X) is an integral domain, and R-irreducible whenever X is irreducible in the regulous topology.
Relation between the rings. We have R[X] ⊂ N (X) ⊂ A a (X), clearly. We also have R[X] ⊂ R(X) ⊂ A a (X), where the first inclusion is obvious and the second is given by [4, Corollaire 4.8] . But N (X) and R(X) are generally incomparable: x 3 /(x 2 + y 2 ) is a continuous rational function on R 2 which is not Nash, and √ 1 + x 2 is a Nash function on R which is not rational. The inclusions of N (X) and R(X) in A a (X) are strict, as x 4 + y 4 (Example 1.2.(3) from [3] ) is an arc-analytic function which is neither Nash nor rational on R 2 .
Algebraic characterization of irreducibility. It is immediate from definitions that X is Zariski-, Nash-, or R-irreducible if and only if R[X], N (X), or R(X) is an integral domain, respectively. The definition of arc-symmetric sets though does not immediately lead to an analogous statement. However, it has been recently proved that every arc-symmetric set is the zero locus of an arc-analytic function [1, §1, Theorem 1], which implies that X is AR-irreducible if and only if
Conclusion. Of the four modes of irreducibility under discussion, the AR-irreducibility is the strongest and hence gives rise to the finest decomposition of algebraic sets. The Nash and regulous decomposition remain generally incomparable, but they are both strictly weaker, in general, than the decomposition into AR-irreducible components.
The following examples illustrate these facts.
Example 2.1. Let X be the irreducible algebraic set defined in R 2 by
( Figure 1 ). The set X is Nash reducible, since we can write
is Zariski and Nash irreducible, but R-and AR-reducible into X1 and X2 (Example 2.2). and hence N (X) is not an integral domain. It follows that X is also AR-reducible. The set X is R-irreducible, by a criterion given in [4, Proposition 6.9]. Example 2.2. Let X be the irreducible algebraic set defined in R 3 by z(x 2 +y 2 ) = x 3 ( Figure 2 ). The set X is R-reducible, since we can write
and hence R(X) is not an integral domain. It follows that X is also AR-reducible. The set X is N -irreducible, since otherwise the 2-dimensional locus of X, which is a cone, would be an analytic (hence algebraic) subset of R 3 , which contradicts the Zariski irreducibility of X. Example 2.3. Let X be the algebraic set defined by z 2 = x 4 + y 4 ( Figure 3 ), which is Zariski irreducible. It is also R-irreducible, by [4, Proposition 6.9] . The set X is Nash irreducible, too. To see this, first note that z 2 −x 4 −y 4 is an irreducible element in the ring of convergent power series over C. This implies that z 2 − x 4 − y 4 = 0 in C 3 has an irreducible (complex analytic) germ at the origin of dimension 2. On the other hand, the (real analytic) germ of X at the origin is of dimension 2; hence, its complexification has to be given by precisely z 2 − x 4 − y 4 = 0. It follows that the (real analytic) germ of X at the origin is irreducible, and there is thus no way to decompose X into proper analytic subsets. (See [10, Chapter V] for a reference on real analytic sets.) However, the set X is AR-reducible. Indeed, A a (X) is not a domain, as we can write
Irreducible semialgebraic sets
Our idea for defining irreducibility of a semialgebraic set is a combination of the ring-theoretic method of Fernando and Gamboa and the arc-analytic one of Kurdyka. In fact, we expand the notion of arc-analyticity from [9] to the case of functions on an arbitrary semialgebraic set in order to define irreducibilityà la [5] .
Definition 3.1. Let X ⊂ R n be a semialgebraic set. A semialgebraic function on X is called arc-analytic if f • γ is analytic for every analytic arc γ : (−1, 1) → X. The ring of all such functions on X will be denoted by A a (X).
Arc-analytic functions are continuous, as we are about to show now. Actually, the following proposition states that every arc-continuous function is continuous.
n be a semialgebraic set, and let f : X → R be a semialgebraic function such that f • γ is continuous for every continuous arc γ :
Proof. Choose a ∈ X and L ∈ [−∞, +∞], and let {a n } be a sequence in X such that a n → a and f (a n ) → L. It suffices to show that L = f (a).
Consider the 1-dimensional projective space as P 1 = R ∪ {∞} and define the mapping ϕ : R n × R → R n × P 1 as ϕ(x, y) = (x,ȳ), whereȳ = y/|y| 2 if y = 0, and y = ∞ if y = 0. Observe that ϕ is injective, continuous, and semialgebraic. Let π : R n × R → R n and π 1 : R n × P 1 → R n be the canonical projections.
Let P ∈ X ×P 1 be the point to which ϕ(a n , f (a n )) converges; namely, P = ϕ(a, L) if L = ±∞, and P = (a, 0) otherwise. Then, P lies in the closure of ϕ(Γ f ) in R n ×P 1 , where Γ f denotes the graph of f . Now, in an affine neighbourhood R n × R of P in R n × P 1 , apply the Curve Selection Lemma [2, Theorem 2.5.5] to the semialgebraic subset ϕ(Γ f ) to conclude that there exists a continuous arc α :
Define the continuous arc γ :
for t = 0. By assumption, f • γ is continuous and hence ϕ(γ(t), f (γ(t))) → ϕ(a, f (a)) when t → 0. On the other hand, using (1), we get
for t = 0. As α(t 2 ) → P when t → 0, it follows that P = ϕ(a, f (a)). So P lies in the range of ϕ and thus P = ϕ(a, L) has to be the case. Finally, by injectivity of ϕ, f (a) = L. Definition 3.3. Let X ⊂ R n be a semialgebraic set. We say that X is irreducible if A a (X) is an integral domain.
Henceforth, irreducibility of a semialgebraic set will be in the sense of Definition 3.3 if not mentioned otherwise. Note that, although our definition coincides with that of AR-irreducibility in the special case of arc-symmetric sets (recall [1,  §4, Corollary 1]) , it is a stronger definition in general. We expand on this after the following lemma.
Lemma 3.4. Let X ⊂ R n be a semialgebraic set that is irreducible. Then, the AR-closure of X is AR-irreducible.
Proof. Let X 1 , . . . , X r be the AR-irreducible components of the AR-closure
and hence X ⊂ X j . Therefore X AR = X j .
Remark 3.5. The converse of Lemma 3.4 is not true, which means that the notion of irreducibility introduced in Definition 3.3 is strictly stronger than the one induced by AR-irreducibility of the AR-closures of semialgebraic sets. For example, let X be the semialgebraic subset R \ {0} of R. As X is disconnected, A a (X) cannot be a domain, and thus X is reducible. But X AR is just R, which is AR-irreducible.
On the other hand, our notion of irreducibility is rigid enough to allow for some strong tools (that are typical in algebraic or analytic settings) to remain still valid. The next result is a first evidence of this claim. Theorem 3.6 (Identity Principle). Let X ⊂ R n be a semialgebraic set and let f ∈ A a (X). The following statements are equivalent:
Proof. Suppose that X is irreducible and f | U = 0 for a semialgebraic subset U of X with dim U = dim X. Let us denote the entire f −1 (0) by U again. Let k = dim X, V = X \ U , and Σ = V ∩ U . Note that dim Σ < k. Given a subset S ⊂ X, define χ S : X → R as the characteristic function of S.
. We claim that the functions χ U · h and χ V · h belong to A a (X). Also, notice that χ U · h ≡ 0, as otherwise U ⊂ h −1 (0), which contradicts dim h −1 (0) = dim Σ < k = dim U . But we have (χ U ·h)(χ V ·h) = 0 on X, and thus, irreducibility of X implies that χ V ·h = 0 on X. Hence, V ⊂ h −1 (0). We have now f h = 0 on X, which implies, by irreducibility of X again, that f = 0, and we are done.
It remains to verify that χ U · h and χ V · h are in A a (X). Semialgebraicity of these functions is clear by construction. To show arc-analyticity, let γ : (−1, 1) → X be analytic and let t 0 ∈ (−1, 1). Applying the (analytic) Identity Principle to the function f • γ, we get only two cases:
Case II: there exists a neighbourhood I of t 0 such that γ −1 (U ) ∩ I ⊂ {t 0 }. Note that γ(t 0 ) ∈ V ∪Σ. Then, for all t ∈ I, we get ((χ U ·h)•γ)(t) = 0 and ((χ V ·h)•γ)(t) = (h • γ)(t).
In any case, it follows that (χ U · h) • γ and (χ V · h) • γ are analytic at t 0 .
Conversely, suppose that (ii) is true. Let f 1 , f 2 ∈ A a (X) be such that f 1 f 2 = 0. Then, say, f −1 1 (0) contains a k-dimensional subset of X, and hence, by assumption, f 1 = 0. This shows that A a (X) is an integral domain.
Corollary 3.7. Let M ⊂ R n be a smooth semialgebraic subset (i.e., a Nash submanifold) that is connected. Then, M is irreducible as a semialgebraic set.
Proof. Let f ∈ A a (M ) be such that f | U = 0 for some open subset U of M . By Theorem 3.6, it suffices to show that f = 0.
Choose two points x ∈ U and ξ ∈ M ; they can be connected by an analytic arc γ : (−1, 1) → M . Then we have the analytic function f • γ that vanishes on a non-empty open neighbourhood (namely, the inverse image of U ) in (−1, 1). Hence f • γ = 0, and hence f (ξ) = 0. Since ξ was arbitrary, it follows that f = 0.
For a subset S of a semialgebraic set X, let I X (S) denote the ideal in A a (X) of all the functions vanishing on S. For an ideal I in A a (X), let Z X (I) denote the subset
A conventional algebraic characterization of irreducibility easily follows now:
Proposition 3.8. Let X ⊂ R n be a semialgebraic set and let S be a semialgebraic subset of X. Then, S is irreducible if and only if I X (S) is a prime ideal in A a (X).
Proof. It suffices to notice that I X (S) is the inverse image of the zero ideal by the restriction homomorphism A a (X) → A a (S).
Irreducible components of semialgebraic sets
Having introduced irreducibility, we are next required to explain how a semialgebraic set decomposes into its maximal irreducible subsets. Given a semialgebraic set X, denote by reg(X) the set of all smooth points of X (namely, the set of all points about which X is an analytic manifold).
Lemma 4.1. Let X ⊂ R n be a semialgebraic set. Let E 1 , . . . , E r be the connected components of reg(X). We have r i=1 I X (E i ) = (0). Moreover, the set of minimal prime ideals in A a (X) coincides with the set of minimal elements of {I X (E 1 ), . . . , I X (E r )}. In particular, there are only finitely many minimal primes in A a (X).
Proof. Since X = reg(X), the continuity of arc-analytic functions (Proposition 3.2) implies r i=1 I X (E i ) = (0). Each I X (E i ) is a prime ideal in A a (X), by Corollary 3.7 and Proposition 3.8. It remains to show that all the minimal primes in A a (X) are included in the family {I X (E 1 ), . . . , I X (E r )}. Let p be a minimal prime ideal in A a (X). As r i=1 I X (E i ) ⊂ p and p is prime, we get I X (E i ) ⊂ p for some i, and hence I X (E i ) = p by minimality of p. Definition 4.2. Let X ⊂ R n be a semialgebraic set and let p 1 , . . . , p r be the minimal prime ideals in A a (X). Set X i = Z X (p i ) for every i. We call {X 1 , . . . , X r } the family of irreducible components of X.
In the special case of X being AR-closed, the family of irreducible components given by Definition 4.2 coincides with the family of AR-irreducible components (defined in [9] ). This follows from [1, §4, Proposition 2]. We establish now some standard properties of irreducible components. Proposition 4.3. Let X ⊂ R n be a semialgebraic set and let X 1 , . . . , X r be its irreducible components. We have the following:
Proof. Let p 1 , . . . , p r be the underlying minimal primes of X 1 , . . . , X r , respectively. For each i, there exists a connected component E i of reg(X) such that I X (E i ) = p i , by Lemma 4.1. Also,
which proves (i).
Let
is prime, and hence, say, f 1 ∈ I X (E i ). So f 1 = 0 on X i . We proved that A a (X i ) is a domain, and hence (ii).
To show (iii), let Z be an irreducible semialgebraic subset of X. The ideal I X (Z) contains the (zero) ideal r i=1 p i . But I X (Z) is prime by Proposition 3.8, so there exists some i such that
Lastly, let Z and X i be as stated in (iv). We have
and so I X (X i ) = p i . Then we get I X (Z) ⊂ p i . But I X (Z) is prime; hence I X (Z) = p i by minimality of p i . This, in turn, implies that Z ⊂ Z X (p i ) = X i , and thus Z = X i . We proved (iv).
The irreducible components are mutually distinct, as the following corollary shows.
Corollary 4.4. Let X ⊂ R n be a semialgebraic set. There is a one-to-one correspondence between the irreducible components of X and the minimal prime ideals of A a (X).
Proof. Let p be a minimal prime in A a (X). It is enough to notice that I X (Z X (p)) = p, which was once shown in the proof of Proposition 4.3.(iv). Also, no irreducible component is contained in another one:
Corollary 4.5. Let X be a semialgebraic set and let X 1 , . . . , X r be its irreducible components. Then X i ⊂ X j unless i = j.
Proof. Follows from Corollary 4.4 and Proposition 4.3.(iv).
Let X ⊂ R n be a semialgebraic set. A convenient method of obtaining the decomposition of X may be the following. First, we write X = X 1 ∪ · · · ∪ X r , where each X i is a maximal irreducible semialgebraic subset of X. Then, using Proposition 4.3, it is not hard to see that {X 1 , . . . , X r } has to be the family of irreducible components of X. 4 Let us work out the decomposition of a semialgebraic set in an example.
Example 4.6. Let X be the semialgebraic subset of R 2 defined by the formula
Taking a clue from the factorization
let X 1 and X 2 be the zero loci of y+ √ x(x−1) and y− √ x(x−1), respectively. It is easy to see, by the tools discussed so far, that X 1 and X 2 are maximal irreducible subsets of X. Therefore, by our discussion before the example, X 1 ∪ X 2 is the decomposition of X into irreducible components (see Figure 4) .
In Example 4.6, taking instead the ring of Nash functions would result in the same decomposition. This of course may not be the case for a set of dimension higher than one. Indeed, the set in Example 2.3 can be decomposed in our setting, but not in Zariski, Nash, or regulous ones. r i=1 I X (X i ), and hence I X (Z) ⊃ I X (X i ) for some i. Then Z ⊂ Z X (I X (X i )). We claim that Z X (I X (X i )) = X i , so that Z = X i by Proposition 4.3.(iv). To prove the claim, first write I X (Z X (I X (X i ))) = I X (X i ), which implies that Z X (I X (X i )) is irreducible. Then, it follows from X i ⊂ Z X (I X (X i )) and maximality of X i that X i = Z X (I X (X i )).
Nullstellensatz and consequences
The Nullstellensatz can be proven similar to [9, Proposition 6.5] . However, we shall repeat the proof here so as to ascertain that it holds true in our more general framework.
Theorem 5.1 (Nullstellensatz). Let X be a locally closed semialgebraic subset of R n and suppose f, g ∈ A a (X) are such that f −1 (0) ⊂ g −1 (0). Then, there exist h ∈ A a (X) and r ∈ N such that g r = f h.
Proof. By Proposition 3.2, f and g are continuous. We may then use the Nullstellensatz for continuous semialgebraic functions on locally closed sets (see, e.g., [2, Theorem 2.6.6]); that is, there exist a continuous semialgebraic function h 1 : X → R and r 1 ∈ N such that g r1 = f h 1 . Write g r1+1 = f (gh 1 ). We claim that gh 1 is arc-analytic, so that letting h = gh 1 and r = r 1 + 1 completes the proof.
To prove the claim, let γ : (−1, 1) → X be an analytic arc. Since g • γ is analytic, either g • γ = 0 or the zeros of g • γ form a a discrete subset of (−1, 1). In the former case, we get (gh 1 ) • γ = 0 and we are done. In the latter case, we write
for all t at which (g • γ and hence) f • γ does not vanish. But h 1 is a continuous function after all, which implies that those isolated singularities of (g r1 • γ)/(f • γ) are removable. So h 1 • γ, and hence (gh 1 ) • γ, is analytic. 
Define the functions f, g ∈ A a (X) as f (x, y) = y and g(x, y) = x. We have f −1 (0) ⊆ g −1 (0), but g r /f has no extension to an arc-analytic function on X for any r ∈ N (consider, e.g., the arc (t, t 2r )).
A stronger statement of the Nullstellensatz is actually true: given the assumptions of Theorem 5.1, we have I X (Z X (I)) = rad(I) for every ideal I in A a (X), where rad(I) denotes the radical of the ideal I. We prove this in the next corollary, but first we need a lemma.
Lemma 5.3. Let X ⊂ R n be a semialgebraic set and let I be an ideal in A a (X). There exists f ∈ I such that Z X (I) = Z X (f ). In particular, Z X (I) is non-empty if I is a proper ideal.
Proof. Arguing by contradiction, suppose there is no such f ∈ I. This implies the existence of elements f 1 , f 2 , · · · ∈ I inducing a non-stationary chain
Then, there should be some irreducible component Z of Z X (f 1 ) such that
is not stationary. Set dim Z = k. Applying Theorem 3.6 to f 2 on Z, it follows that dim Z Z (f 2 ) ≤ k − 1. We can repeat this argument for the chain
A contradiction thus arises after finitely many steps.
For the second assertion of the lemma, it suffices to notice that Z X (f ) is empty only if f is an invertible element of A a (X).
Corollary 5.4. Let X be a locally closed semialgebraic subset of R n . For every ideal I in A a (X), we have I X (Z X (I)) = rad(I).
Proof. That I X (Z X (I)) ⊃ rad(I) is obvious. Conversely, let g ∈ I X (Z X (I)). By Lemma 5.3, there exists f ∈ I such that Z X (I) = Z X (f ). We get f −1 (0) ⊂ g −1 (0). Then, Theorem 5.1 implies that g ∈ rad(I).
As discussed in Remark 5.2, the assumption of the set being locally closed cannot be eliminated in the above results. However, this assumption is not necessary in the Nullstellensatz if only the maximal ideals are concerned, as the next lemma states. This fact comes in helpful thereafter in Proposition 5.6, when we characterize the maximal ideals in the ring of arc-analytic functions on a general semialgebraic set.
Lemma 5.5. Let X be a semialgebraic subset of R n . For every maximal ideal m in A a (X), we have I X (Z X (m)) = m.
Proof. We have I X (Z X (m)) ⊃ m, clearly. So, by maximality of m, it suffices to observe that I X (Z X (m)) is a proper ideal. Indeed, Z X (m) is not empty by Lemma 5.3, and hence 1 ∈ I X (Z X (m)).
Consider the canonical coordinate system (x 1 , . . . , x n ) of R n . For a semialgebraic set X ⊂ R n and a point a = (a 1 , . . . , a n ) in X, let m a denote the ideal in A a (X) of all functions vanishing at a. Note that in the case of X being locally closed in R n , Corollary 5.4 leads to the explicit description m a = rad (x 1 − a 1 , . . . , x n − a n ) . Proposition 5.6. Let X be a semialgebraic subset of R n . The family of maximal ideals in A a (X) is given by {m a | a ∈ X}.
Proof. We show first that every m a is maximal, where a = (a 1 , . . . , a n ) ∈ X. Let m be a maximal ideal in A a (X) containing m a . Then Z X (m) ⊂ Z X (m a ). Note that Z X (m a ) ⊃ {a} together with (x 1 − a 1 ) 2 + · · · + (x n − a n ) 2 ∈ m a imply that Z X (m a ) = {a}. Therefore Z X (m) ⊂ {a}, and since Z X (m) = ∅ by Lemma 5.3, it follows that Z X (m) = {a}. Now, by Lemma 5.5, we get m = I X ({a}) = m a .
Next, we prove that the above family contains all of the maximal ideals. Let m be a maximal ideal in A a (X). As Z X (m) = ∅, we can choose a point a ∈ Z X (m). Then, using Lemma 5.5, write m ⊂ I X (Z X (m)) ⊂ I X ({a}) = m a , which implies that m = m a , by maximality.
We conclude by showing that the dimension of a semialgebraic set is equal to its usual algebraic counterpart.
Proposition 5.7. Let X be a locally closed semialgebraic subset of R n . The dimension of X is equal to the Krull dimension of the ring A a (X). To show the opposite inequality, consider the ideals a and p in A a (X) such that p is prime and p ⊂ a. We have Z X (a) ⊂ Z X (p). Suppose that dim Z X (a) = dim Z X (p), and let f ∈ a. By Theorem 5.1, we get I X (Z X (p)) = p, and so Z X (p) is irreducible by Proposition 3.8. Then, Theorem 3.6 implies that f | Z X (p) = 0, and hence f ∈ p. We thus showed that if p a, then dim Z X (a) < dim Z X (p). It follows that dim A a (X) ≤ dim X.
