Evaluación de protocolos basados en transmisión cooperativa para sistemas de redes de sensores by Devroye Berenguer, Santiago
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
TRABAJO FIN DE CARRERA 
 
 
 
 
 
 
 
 
 
TÍTULO: Evaluación de protocolos basados en transmisión cooperativa 
para sistemas de redes de sensores 
 
TITULACIÓN: Ingeniería Técnica de Telecomunicación, especialidad en  
Sistemas de Telecomunicación 
 
AUTOR: Santi Devroyé Berenguer 
 
DIRECTOR: Luís Gonzaga Alonso Zárate 
 
CO-DIRECTOR: Christos Verikoukis 
 
DATA: 29 de Octubre de 2008 
 
  
 
Resumen 
 
 
Las técnicas llamadas de transmisión cooperativa son innovadoras en los 
sistemas de comunicaciones inalámbricos. Los sistemas de nueva generación 
incorporarán este tipo de comunicaciones. 
 
Este proyecto ha consistido en estudiar e implementar protocolos de 
transmisión cooperativa para mejorar el rendimiento de un sistema de 
transmisión inalámbrico, introduciendo la utilización de relays o nodos 
intermedios. Se han analizado las mejoras que pueden ofrecer estas técnicas 
de transmisión en términos de PER (Packet Error Rate), RSSI (Received 
Signal Strength Indication), consumo de energía de las baterías y el retardo.  
 
Se han planteado tres escenarios concretos para demostrar estas mejoras, 
utilizando una red de motas CrossBow con tecnología radio IEEE 802.15.4 y 
sistema operativo tinyOS. El lenguaje de programación de estas motas es 
nesC, que es un dialecto del código C para redes de sensores y que está 
orientado a componentes.  
 
Para visualizar los resultados obtenidos se ha creado una interface gráfica en 
Java que funciona sobre un PC convencional. Este lenguaje también sirve 
para gestionar el intercambio de datos entre dicha aplicación y una mota 
conectada al PC. Los datos de interés se recogen en dicha mota llamada 
receptor o estación base, que se encuentra conectada a un puerto USB del 
ordenador, para posteriormente enviarlos a la aplicación gráfica. 
 
Con el fin de corroborar los objetivos planteados inicialmente, se han 
efectuado una serie de mediciones en la segunda planta del CTTC (Centre 
Tecnològic de Telecomunicacions de Catalunya), que es donde se ha 
realizado el proyecto. Evaluando los resultados obtenidos, se ha demostrado 
la importancia de utilizar las técnicas de cooperación en situaciones donde la 
PER sea elevada, ya sea por causa de las interferencias o de la atenuación de 
la señal.  
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 Overview 
 
 
 
Cooperative communications are innovative techniques that will be applied to 
next generation systems 
 
The aim of the presented Project is to study and implement cooperative 
communications protocols which improve the efficiency of wireless systems by 
introducing intermediate nodes (relays). In the context of this Project the 
improvement in terms of PER (packet error rate), RSSI (Received Signal 
strength Indication) power consumption and mean delay have been evaluated.  
 
Three specific scenarios have been used to demonstrate the aforementioned 
improvements by using off-the-shelf IEEE 802.15.4-based CrossBow motes. 
These motes use tiny Operating System while they are programmed in nesC 
which is based on C language for sensor networks, and is components 
oriented. 
 
In order to visualise the obtained results and to control the different variables of 
the motes a Graphical User Interface based on Java has been created as well. 
The information of interest is collected by the receiver (or base station) that is 
connected through a USB port with a PC.      
 
The Project has been carried out at the CTTC (Telecommunications 
Technological Centre of Catalonia) facilities and all the experiments and 
measurements was done in the second floor of the building. The obtained 
results demonstrate the effectiveness of cooperative communications in high 
PER, either due to interference or due to signal attenuation, conditions.     
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INTRODUCCIÓN 
 
 
Motivación 
 
En la sociedad actual las redes de sensores inalámbricos se pueden encontrar 
en diversidad de aplicaciones. Su evolución está creciendo cada vez más sobre 
todo en el campo de la investigación, aplicaciones y desarrollo de productos.  
 
Objetivos  
 
El objetivo principal del trabajo es mejorar el rendimiento de un sistema de 
comunicaciones inalámbrico, basado en una red de motas, que utilizan la 
tecnología radio IEEE 802.15.4 y el sistema operativo tinyOS.  
 
Para mejorar el rendimiento se tienen en cuenta parámetros como la PER 
(Packet Error Rate), la RSSI (Received Signal Strength Indication), el consumo 
de energía del sistema y el retardo. Todos ellos están interrelacionados entre 
sí, pero de entre todos se prioriza la mejora de la PER.  
 
La introducción de las técnicas de cooperación permite llevar a cabo los 
objetivos planteados. Mediante la utilización de los llamados nodos intermedios 
o relays se analizan las ventajas e inconvenientes que pueden conllevar y 
finalmente poder evaluar la eficiencia PER-consumo de energía del sistema.   
 
En el desarrollo del trabajo se han utilizado dos tipos de lenguajes de 
programación: 
 
• NesC. Las motas Telos que se utilizan en el trabajo se programan      
mediante este lenguaje.  
• Java. Para intercambiar la información recibida en una mota estación    
base conectada a un PC y para mostrar los datos en una aplicación 
gráfica.  
 
Estructura 
 
El trabajo está estructurado en tres grandes capítulos. En el primero se 
introducen las bases teóricas para realizarlo, así como las distintas 
aplicaciones, ventajas y limitaciones  que presentan las redes de sensores 
inalámbricas y las técnicas de cooperación. El segundo capítulo trata del 
estudio de las transmisiones cooperativas que se ha llevado a cabo en este 
trabajo, detallando la metodología utilizada. Por último, el tercer capítulo sirve 
para verificar y dar a conocer los resultados obtenidos del estudio que se ha 
realizado en el capítulo anterior. Aparte de los tres grandes capítulos, la 
memoria se finaliza con la parte de conclusiones y en el apartado de anexos se 
detalla la parte de programación de las motas.  
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CAPÍTULO 1. FUNDAMENTOS TEÓRICOS 
  
1.1. Comunicaciones inalámbricas 
 
Las comunicaciones inalámbricas surgen para que la comunicación de unos 
equipos con otros se realice sin la necesidad de estar conectados mediante 
cables y de esta forma se obtenga una mejor adaptabilidad y movilidad. Los 
fundamentos teóricos que posibilitaron las comunicaciones inalámbricas, se 
remontan al siglo XIX, donde James Cleck Maxwell hizo la postulación de las 
ondas electromagnéticas y Heinrich Rudolf Hertz demostró la existencia de 
éstas.  En 1905 Reginald Fessenden consiguió la primera transmisión de voz y 
música mediante un enlace inalámbrico. 
 
En la sociedad actual las comunicaciones inalámbricas tienen un tremendo 
éxito ya que el uso de la voz y de las aplicaciones multimedia está migrando 
rápidamente del cableado a las redes inalámbricas. La progresiva difusión en 
nuestra vida cotidiana también es otro de los factores del éxito. 
 
1.1.1. Ventajas e inconvenientes 
 
La mayoría de las ventajas de las comunicaciones inalámbricas se deben a 
aspectos prácticos como pueden ser el bajo costo de despliegue y la movilidad. 
 
Los inconvenientes, sin embargo, se encuentran en el punto de vista técnico: la 
atenuación y fading de señales de radio pueden causar desconexiones, y el 
aspecto abierto del medio las hacen propensas al ruido, a las interferencias y 
ataques a la seguridad.  
 
1.1.2. Clasificación 
 
Las comunicaciones inalámbricas se pueden clasificar según la distancia de 
alcance. Como se observa en la figura 1.1, se dividen en 4 grupos de redes 
distintos: 
 
• Una WAN (red de área amplia) es una red que consigue el mayor 
alcance posible de todas las redes inalámbricas, que pueden conectar 
oficinas en diferentes ciudades, países e incluso continentes. De esta 
forma se entiende que todos los teléfonos móviles estén conectados a 
éste tipo de red. Las tecnologías principales son GSM, GPRS y UMTS. 
 
• Una MAN (red de área metropolitana) es una gran red que abarca una 
zona metropolitana o campus. Su ámbito geográfico se sitúa entre una 
WAN y una LAN. Conecta diversas LANs cercanas entre sí a alta 
velocidad. El LMDS, MMDS y WiMax forman parte de esta red.  
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• Una LAN (red de área local) es una red que conecta ordenadores y otros 
dispositivos en un área relativamente pequeña, por lo general un solo 
edificio o un grupo de éstos. La mayoría de las  LAN conectan 
terminales de trabajo y ordenadores personales y permiten a los 
usuarios acceder a datos y dispositivos (por ejemplo, impresoras y 
módems) en cualquier parte de la red. Las tecnologías que forman parte 
son Wifi, HomeRF y HiperLAN.  
 
• Una PAN (red de área personal) es una red pensada para el entorno 
personal de una persona, de aproximadamente unos 10 metros. Hay 
diferentes soluciones radio para ello, como pueden ser Bluetooth y 
ZigBee.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1.1 Tecnologías de red inalámbricas 
 
1.2. Redes de sensores inalámbricas (WSN) 
 
Las redes de sensores inalámbricas están formadas por sensores distribuidos 
espacialmente para controlar diversas condiciones en distintos puntos, entre 
ellas, la temperatura, la humedad, la luz, el sonido, la vibración, la presión y 
movimiento o los contaminantes.  
 
Se caracterizan por su facilidad de despliegue y por ser autoconfigurables, 
pudiéndose convertir en transmisor, receptor, etc.  
 
Su principal inconveniente es su falta de seguridad al enviarse la información 
mediante un enlace radio.  
1.2.1. Aplicaciones 
 
Las redes de sensores se pueden aplicar a diferentes campos, como pueden 
ser temas de seguridad, domótica, defensa, monitorización de instalaciones, 
automoción, medicina, industria, medio ambiente y detectores tales como: 
incendios, terremotos o inundaciones. 
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1.3. Canal Radio 
 
El canal que utilizan los sistemas inalámbricos introduce pérdidas de potencia y 
puede ocasionar distorsión en las señales radio que se envían. El medio es 
variante con el tiempo en donde se pueden mezclar los siguientes fenómenos:  
 
• Refracción (atmósfera) 
• Reflexión (suelo, edificios, etc) 
• Difracción (obstáculos) 
• Dispersión / Scattering (clutter) 
• Absorción (lluvia, nieve, etc) 
 
Los componentes del modelo de canal radio se muestran en la figura 1.2, que 
son: 
 
• Pérdidas por propagación. Causadas por la distancia.  
• Desvanecimientos lentos. Asociados a la presencia de obstáculos.  
• Desvanecimientos rápidos. Debidos a la propagación multicamino. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
      
                 Fig.1.2 Componentes del modelo de canal radio 
 
1.4. Evaluación de la señal recibida 
 
Dependiendo de la calidad de la señal recibida en el destino, se puede 
establecer una clasificación de las diferentes vías de investigación y las 
soluciones encontradas hasta el momento. Esta clasificación se describe a 
continuación. 
 
• Si la calidad de la señal recibida en el destino es muy buena, significa 
que el destino es accesible directamente. Los  temas de investigación se 
centran en el control de acceso al medio (MAC) y los mecanismos para 
una participación justa y eficiente utilización de la red. 
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• En el caso de recibir una calidad de señal muy mala en el destino, 
significa que éste se encuentra fuera del alcance directo. Las soluciones 
encontradas para esta situación son el descubrimiento de rutas (capa IP) 
y el reenvío de paquetes. 
 
• La situación que más se acerca a la realidad es el resultado de la 
combinación de las dos anteriores, donde la calidad de la señal recibida 
en el destino no es ni muy buena ni muy mala. En este caso se 
proponen varias técnicas de corrección de errores, así como también la 
codificación de canales. Una de las últimas técnicas aparecidas es la 
creación de redes de cooperación. En el punto 1.4.1. del documento se 
describe detalladamente.   
 
1.4.1. Comunicaciones Inalámbricas Cooperativas 
 
Las comunicaciones inalámbricas cooperativas  utilizan la  información recibida  
de los nodos vecinos para proporcionar una comunicación robusta entre un 
origen y su destino, incluso en casos donde la comunicación directa sería 
complicada de realizar. Los nodos intermedios llamados relays o ayudantes, 
procesan las señales que reciben del transmisor y las envían al receptor, como 
se muestra en la figura 1.3.  
 
 
 
 
 
 
 
 
 
 
                                Fig. 1.3 Sistema cooperativo para un enlace   
 
 
Los relays se pueden utilizar para realizar diversas operaciones, como pueden 
ser: 
 
• Repetidor. La repetición de la señal recibida mediante la decodificación 
y, a continuación, volviendo a codificar la información.  
 
• Amplificador. Simplemente amplificar la señal recibida para 
posteriormente transmitirla al receptor.  
 
• Para operaciones más sofisticadas, como el reenvío de una parte de la 
información o la compresión de la señal recibida.  
 
El destino combina las señales procedentes de la fuente y los relays, lo que 
permite mayores tasas de transmisión y robustez contra las variaciones del 
canal debido al fading. 
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Las comunicaciones cooperativas exponen diversas formas en las diferentes 
capas de protocolo e introducen muchas posibilidades para el diseño y la 
optimización de las técnicas de cross-layer.  
1.4.1.1. Finalidades principales 
 
Podemos encontrar multitud de ventajas de las comunicaciones inalámbricas 
cooperativas, donde las principales se enumeran a continuación, para 
posteriormente ser ampliadas. 
 
• Mayor diversidad espacial 
• Mayor rendimiento y menor retardo 
• Menor número de retransmisiones  
• Adaptabilidad a las condiciones de red  
1.4.1.1.1. Mayor diversidad espacial 
 
Si la calidad del canal entre una fuente y su destino se degrada, puede 
producirse una tasa de error intolerable. Ello conlleva el uso de 
retransmisiones. 
 
 
 
 
 
 
 
 
  
 
 
 
 
   Fig. 1.4 Cooperación en una red 
 
 
Como se muestra en la figura 1.4, la fuente puede aprovechar la diversidad 
espacial de tener un relay R1 escuchando las transmisiones, para que en caso 
de fallo de la transmisión directa, R1 pueda reenviar el paquete al destino.  
 
La fuente S puede recurrir a otra relay R2 para ayudar a transmitir la 
información, o la utilización de R1 y R2 al mismo tiempo. Ideas similares se 
aplican también a redes de mayor tamaño. Por lo tanto, en comparación con la 
transmisión directa, el enfoque a la cooperación goza de un mayor éxito de la 
probabilidad de la transmisión.  
 
Las comunicaciones de cooperación tienen la capacidad para adaptarse y 
mitigar los efectos del shadow fading o desvanecimiento lento. 
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1.4.1.1.2. Mayor rendimiento y menor retardo 
 
En la capa física, la tasa de adaptación se logra a través de la adaptación de la 
modulación y de la codificación de canal. Muchos protocolos MAC han 
introducido tasa de adaptación para luchar contra las adversidades del canal. 
Por ejemplo, cuando se encuentra una alta tasa de error del canal debido a un 
bajo promedio de SNR, el estándar IEEE 802.11 LAN inalámbrico cambia a una 
tasa de transmisión menor, a fin de garantizar un cierto porcentaje de errores.  
 
La cooperación aumenta su rendimiento cuando se aplica conjuntamente con 
cualquier tipo de algoritmo de adaptación. En concreto, en la figura 1.4, si la 
tasa 2 y la tasa 3 son más altas que la  tasa 1, de tal manera, que el tiempo 
total de transmisión para el caso de los dos saltos a través de R1 es más 
pequeño que la transmisión directa, la cooperación fácilmente supera la 
transmisión directa, en términos de rendimiento y percepción de la demora por 
la fuente S.  
 
El nodo intermedio que coopera, puede beneficiarse de una inferior demora de 
acceso al canal, lo que a su vez puede traducirse en un mayor rendimiento. La 
adaptación puede mejorar aún más los beneficios de la cooperación en una 
configuración de red. 
1.4.1.1.3. Menor número de retransmisiones  
 
Los terminales tendrán un ahorro de potencia gracias a: 
 
• La diversidad. 
• La tasa de error. 
• El rendimiento. 
• Las ganancias obtenidas a través de la cooperación.  
 
La ventaja de cooperación también da lugar a una reducción de la interferencia 
cuando la red es desplegada en un celular, de manera que se pueda volver a 
utilizar un número limitado de ancho de banda.  
 
Con la mejora de rendimiento, podemos reducir el tiempo promedio de canal 
utilizado por cada estación para transferir  una determinada cantidad de tráfico 
a través de la red. Por lo tanto, el ratio de la señal-interferencia (SIR) entre 
células próximas utilizando el mismo canal puede reducirse, logrando una 
cobertura más uniforme. Una reducción de SIR directamente puede conducir a 
un impulso de la capacidad de la red.  
1.4.1.1.4. Adaptabilidad a las condiciones de red 
 
Todos los beneficios que se describen a continuación son originarios de la capa 
física, pero no se podrán implementar plenamente hasta que los mecanismos 
adecuados se hayan incorporado a las capas de protocolo superiores (la capa 
MAC o  la capa de red) y hasta que no se facilite a la capa inferior (PHY) la 
información necesaria.  
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También se tiene que hacer uso de las técnicas cross-layer, que por ejemplo, 
implican la interacción entre la capa de aplicación y la capa física para la 
transmisión de señales de vídeo sobre conexiones inalámbricas. 
 
Las comunicaciones cooperativas permiten a los terminales inalámbricos 
adaptarse al cambio de canal y a las condiciones adversas debido a  las 
interferencias. 
 
 La  elección de los relays, la estrategia de cooperación, y la cantidad de 
recursos disponibles para la cooperación se pueden decidir oportunamente.  
 
El transmisor elegirá el modo de transmisión que permita obtener un mayor 
rendimiento, teniendo en cuenta: 
 
• La tasa de errores.  
• El rendimiento. 
• La potencia. 
• Las ganancias del canal en curso.  
 
Por ejemplo, en la figura 1.4 podrá escoger entre una transmisión directa al 
destino, utilizar los nodos intermedios R1 o R2 o conjuntamente R1 y R2 de 
manera cooperativa.   
 
Si en uno de los nodos hay un exceso de recursos, como la energía de la 
batería o el ancho de banda, éstos pueden ser utilizados por otros nodos de la 
red de manera que todos se beneficien.  
 
1.4.2. IEEE 802.15.4 
 
El estándar IEEE 802.15.4 define la capa física (PHY) y la capa de acceso al 
medio (MAC) utilizando dispositivos de comunicación con bajas tasas de datos, 
baja potencia, y  baja complejidad de radiofrecuencia de corte alcance, en una 
WPAN (red de área personal inalámbrica). 
1.4.2.1.  Topologías de red 
Una WPAN basada en el estándar 802.15.4 puede estar integrada por FFDs 
(dispositivos de función completa) y RFDs (dispositivos de función reducida).  
Acciones que realiza el FFD: 
• Configurar e iniciar una nueva PAN. 
• Solicitar la asignación de GTSs para la transmisión de datos. 
• Actuar de coordinador de la PAN o como un dispositivo. 
• Comunicarse con otros RFDs o FFDs. 
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El FFD requiere un consumo de energía mayor que un RFD. 
 
El RFD sólo puede comunicarse con un FFD y no comparte ninguna de las 
características de éste. Pensado para usos muy simples, donde los recursos y 
capacidades de memoria son mínimos.   
 
Dependiendo de los requisitos de las aplicaciones y como se muestra en la 
figura 1.5, se puede elegir entre: 
 
• Topología de red estrella 
• Topología peer-to-peer. 
 
 
 
 
 
 
 
 
 
 
                             
 Fig. 1.5 Topologías de red 
 
En la topología de red estrella la comunicación se establece entre los 
dispositivos y un solo controlador central, llamado coordinador de la PAN.  
 
Un dispositivo tiene asociadas algunas aplicaciones y es el punto de inició o el 
de terminación para comunicaciones de red.  
 
Un coordinador PAN puede tener una aplicación específica, pero también 
puede utilizarse para iniciar, terminar o ser la vía de comunicación en torno a la 
red. Puede alimentarse directamente de la red, mientras que los dispositivos 
utilizan las baterías.  
 
Algunas de las aplicaciones que utilizan la topología de red estrella pueden ser 
en el campo de la medicina, la domótica, periféricos del ordenador y los juegos.  
 
La topología peer-to-peer permite que cualquier dispositivo pueda comunicarse 
con cualquier otro, siempre que se encuentren en el mismo rango. También 
tiene un coordinador de la PAN y permite formaciones de red más complejas, 
como la topología de redes de malla.  
 
Topología estrella Topología Peer-to-Peer 
 Coordinador de la PAN 
   Dispositivo de función reducida 
   Dispositivo de función completa 
 Flujo de comunicación 
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Hacen uso de esta topología las redes de sensores inalámbricos, las 
aplicaciones industriales tales como el control y la vigilancia, la agricultura 
inteligente y la seguridad. 
1.4.2.2. Capa física (PHY) 
La capa física está basada en DSSS (Direct Sequence Spread Spectrum) que 
le permite funcionar en bandas no licenciadas, coexistiendo con otras 
tecnologías. Define dos bandas de trabajo, la de 2,4 GHz disponible en Europa, 
que consigue velocidades de transmisión de hasta 250 Kbps y la banda  
868/915 MHz disponible en Norte América, con bajas velocidades (20/40kbps), 
pero con una mejor sensibilidad y gran área de cobertura. En la tabla 1.1 se 
muestran las características principales.  
Tabla 1.1. Características PHY 
 
Parámetros del chip  Parámetros de datos PHY 
(MHz) 
Frecuencias 
(MHz) Tasa de 
chip 
(kchips/s) 
Modulación Tasa 
de bit     
(kb/s) 
Tasa de 
símbolo 
(ksymbol/s) 
Modulación 
868-868,6 300 BPSK 20 20 BPSK 868-915 
902-928 600 BPSK 40 40 BPSK 
2450 2400-2483,5 2000 O-QPSK 250 62,5 16-ary 
ortogonal 
 
PHY define 27 canales repartidos entre las diferentes bandas de trabajo. En la 
Tabla 1.2 se muestra la frecuencia central de cada uno de ellos. Los 16 canales 
definidos en la banda de los 2,4 GHz, tienen una separación de canales de 5 
MHz para facilitar los requerimientos de filtrado en la transmisión y en la 
recepción.  
                           Tabla 1.2. Frecuencias canales IEEE802.15.4 
 
Número de canales  Frecuencia central del 
canal (MHz) 
K=0 868,3 
K=1,2,…10 906+2(k-1) 
K=11,12,…26 2405+5(k-11) 
                      
La activación y desactivación del transceptor radio, el detector de energía (ED), 
el indicador de calidad del enlace (LQI), la selección de canal, la detección de 
canal libre (CCA) y la transmisión y recepción de paquetes a través del medio 
físico son proporcionados por la capa PHY. 
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1.4.2.3. Capa de acceso al medio (MAC) 
 
Para acceder al medio físico, una PAN se puede configurar con beacons o sin 
beacons. Si se configura una red con beacons se utiliza la estructura 
supertrama. En el caso de no utilizar beacons, se utiliza el mecanismo CSMA-
CA en su versión no ranurada, es decir, implementará la contención para 
acceder al medio.  
Para consultar la estructura supertrama o el mecanismo CSMA con y sin 
versión ranurada, consultar el anexo B. 
1.5. ZigBee 
 
ZigBee es un conjunto de protocolos de comunicación inalámbrica que utiliza 
los servicios ofrecidos por IEE802.15.4 y añade construcciones de red, con el 
objetivo de crear aplicaciones con un menor consumo respecto a otras 
tecnologías inalámbricas, como puede ser Bluetooth. ZigBee optimiza la 
conexión de  dispositivos excepcionalmente diferentes para que funcionen 
conjuntamente.  
 
El impulso de la tecnología inalámbrica ZigBee viene dado por una asociación 
no lucrativa compuesta de más de 250 empresas, la mayoría de ellas 
fabricantes de semiconductores, llamada ZigBee Alliance. Su objetivo es que 
ZigBee sea adoptado como el estándar líder mundial de interconexión en red 
inalámbrica de sensores y control, para uso en áreas de gestión de energía, 
residencial, comercial e industrial. 
1.5.1. Arquitectura 
En la figura 1.6 se muestra la estructura de la arquitectura en capas, siguiendo 
el modelo estándar OSI. La capa física (PHY) y la capa de acceso al medio 
(MAC) son definidas por el estándar IEEE 802.15.4. ZigBee Aliance define las 
capas superiores. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                    Fig. 1.6 Esquema arquitectura ZigBee 
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1.6. TinyOS 
 
TinyOS es un sistema operativo de software abierto diseñado para redes de 
sensores inalámbricos.  
 
Arquitectura 
TinyOS tiene una arquitectura basada en componentes, que permiten una 
rápida innovación y puesta en práctica, reduciendo al mínimo el tamaño del 
código. 
Los componentes se enlazan unos con otros, lo que permite una reutilización 
de código a través de sus interfaces y la abstracción de las características del 
hardware con el que se trabaja. La mayoría de operaciones de bajo nivel las 
gestiona tinyOS.  
TinyOS crea una capa intermedia llamada AM (Active Message), para abstraer 
las capas superiores de encaminamiento de las capas inferiores PHY y MAC, 
proporcionadas por el estándar 802.15.4.  
Al contrario de la mayoría de sistemas operativos, tinyOS no se instala 
previamente en las motas1. Al cargar una aplicación en una mota, primero se 
compila el sistema operativo juntamente con la aplicación y a continuación se 
procede a su carga.  
 
Funcionamiento 
 
TinyOS trabaja mediante eventos, comandos y tareas, que son detallados a 
continuación para su correcto entendimiento. 
 
• Los eventos son las llamadas hacia arriba. Un componente de bajo nivel 
avisa a uno de alto nivel de que ha sucedido algo. Si sucede un evento, 
éste tiene mayor prioridad que cualquier tarea y pasa a ejecutarse.  
 
• Los comandos son las llamadas hacia abajo. Al llamar a un comando, 
éste dentro de su componente llama a otros componentes de capas 
inferiores. 
 
• Las tareas son llamadas indirectas a unos procedimientos. Éstas se 
ejecutan por orden de llamada (FIFO). Si la cola está vacía el 
procesador entrará en standby para ahorrar batería, hasta que un nuevo 
evento haga despertar al procesador. Las tareas no tienen valor de 
retorno y no aceptan ningún parámetro. Cada tarea es ejecutada de 
manera atómica a otra por lo cual las tareas deben ser razonablemente 
cortas. 
 
                                            
1
 Mota: nombre coloquial dado a sistemas que integran CPU, memoria, comunicación de radio u óptica y sensores 
basados en MEMs (Micro-Electro-Mechanical system) de bajo consumo. 
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Debido a la prioridad de los manejadores de eventos, el código que se ejecuta 
en tinyOS es asíncrono en respuesta a una interrupción, o síncrono en una 
tarea programada. La respuesta asíncrona a las interrupciones introduce 
situaciones en las que pudiera presentarse el caso de acceso concurrente a 
variables en memoria. Para solucionar este problema se pueden definir 
secciones atómicas o tareas.  
 
• Las secciones atómicas funcionan deshabilitando las interrupciones 
temporalmente, y habilitándolas una vez que termina la sección. Para no 
retrasar demasiado la ejecución de interrupciones, el bloque de código 
marcado como atomic no permite ejecutar otros comandos o invocar 
eventos, directa o indirectamente.  
 
• Las tares fueron descritas anteriormente.  
 
La biblioteca de componentes de tinyOS incluye protocolos de red, servicios 
distribuidos, drivers de sensores, y herramientas de adquisición de datos, que 
pueden ser utilizadas tal cual o se pueden perfeccionar para aplicaciones 
personalizadas. 
 
TinyOS ha sido portado a más de una docena de plataformas (por ejemplo, 
mica2, mica2dot, micaZ, telosb, tinynode, intelmote2, btnode3, etc) y 
numerosas placas de sensores. Una amplia comunidad lo utiliza en simulación 
para desarrollar y probar diferentes algoritmos y protocolos.  
 
TinyOS 2.0 es la versión actual de tinyOS, que sustituye a su predecesor 
tinyOS 1.x, por las exigencias y empleos que no fueron previstos cuando fue 
diseñado y puesto en práctica. Las estructuras e interfaces 1.x tenían varias 
limitaciones fundamentales. 
 
Para programar mediante tinyOS se utiliza una extensión del lenguaje C 
llamada nesC y descrita a continuación en el punto 1.7.1.  
 
Para más información acerca de tinyOS consultar el anexo C.  
 
 
1.7. Lenguajes de programación 
 
 
En el presente proyecto se utilizan dos lenguajes de programación diferentes, 
nesC y java. NesC es utilizado para programar las diferentes motas que 
intervienen en los experimentos, mientras que java es utilizado para el 
intercambio de datos entre una aplicación java que se ejecuta en un PC y una 
aplicación nesC que se ejecuta en la mota estación base y que se encuentra 
conectada a dicho PC. Hasta el momento, el único lenguaje de programación 
en el que tinyOS da soporte completo es java y esa es la justificación a su 
utilización.  
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1.7.1. NesC 
 
NesC es un lenguaje de programación orientado  a componentes. Su sintaxis 
está basada en el lenguaje de programación C.  
Los componentes proporcionan y requieren interfaces. Los componentes 
primitivos son los proporcionados por tinyOS, mientras que los componentes 
compuestos son los que proporciona una librería o una aplicación.  
Para tener acceso a los componentes se utilizan las interfaces. Los comandos 
son una serie de funciones definidas por una interfaz que el proveedor debe 
implementar, mientras que los eventos son las funciones de una interfaz que el 
usuario debe implementar. Para que un componente pueda utilizar los 
comandos de una interfaz, debe implementar los eventos de esa interfaz. 
Para programar una aplicación en nesC, como mínimo tiene que haber dos 
ficheros, correspondientes a dos componentes básicos necesarios. El primer 
fichero es el de configuración y el segundo es el módulo.  
El fichero de configuración está compuesto de dos partes, la parte de 
configuración y la parte de implementación.  
La parte de configuración, como su nombre indica, tiene la función de 
configurar el componente, utilizado generalmente para crear librerías.  
En la parte de implementación se enumeran los componentes que se 
necesitan, ya que al utilizar interfaces, éstas han de ser proporcionadas por 
otros componentes. A continuación, se conectan o cablean las interfaces 
utilizadas por algunos componentes con interfaces provistas por otros, estos 
“cables” se conocen como wirings.   
Si en nuestro componente se proporcionan nuevas interfaces, éstas tienen que 
ser puestas en el fichero módulo, antes de la implementación y precedidas de 
la palabra clave provides, como también tendremos que implementar todas sus 
funciones. En el caso de utilizar interfaces, éstas se situarán como en el caso 
anterior, pero ahora precedidas de la cláusula uses.  
Una vez definidas las interfaces que se van a proporcionar y/o utilizar, se 
implementa el código de la aplicación deseada, en el fichero módulo y dentro 
de Implementation.  
En el caso de que se tengan que definir constantes y/o estructuras para la 
aplicación, se creará un archivo aparte con la extensión .h y se incluirá el 
nombre de dicho fichero en la cabecera del módulo y del de configuración.  
Todo lo expuesto hasta el momento se refleja en el ejemplo de la figura 1.7. En 
el fichero MiAplicacion.nc encontramos la parte de configuración e 
implementación. El fichero MiAplicacionM.nc corresponde al fichero módulo y 
por último, el fichero paquete.h define unas constantes y una estructura. Dentro 
del fichero módulo podemos ver un ejemplo de wiring, que es la conexión de 
los proveedores y los usuarios juntos. El componente MiAplicacionM 
proporciona la interface StdControl y el componente Main la usa.  
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  Fig. 1.7 Ficheros estructura nesC 
 
Además de los ficheros mencionados, en una aplicación nesC también es 
necesario un Makefile, ya que contiene todas las reglas de compilación. 
También se utiliza para exportar el código nesC de las motas a los diferentes 
códigos que tinyOS soporta, como pueden ser java,  phyton, C o C++.  
 
Para programar en nesC se utiliza el editor de texto llamado gedit. Si se desea 
compilar los diferentes ficheros que componen una aplicación concreta, se 
realiza mediante la sentencia make telosb en el directorio de trabajo y su 
instalación añadiendo install, es decir, make telosb install. Si además se le 
quiere dar un identificador a la mota, se hará seguido de una coma y el número 
deseado, como por ejemplo, make telosb install,1.  
Para más información sobre nesC visitar [6] y [8].  
1.7.2. Java 
Java es un lenguaje de programación orientado a objetos, que fue desarrollado 
por Sun Microsystems en la década de los 90, con la necesidad de facilitar la 
programación para electrodomésticos.  
Java se ha utilizado en el proyecto para el desarrollo de la aplicación gráfica, 
que se muestra en el punto 2.3 y para la interactuación de la mota con el PC en 
ambos sentidos.  
El entorno de programación utilizado es eclipse y la versión de java utilizada es 
la 1.5.0.x, ya que es la que tinyOS requiere para importar sus packages. Estos 
contienen una serie de funcionalidades básicas y esenciales que van a permitir 
la interactuación de la mota con el PC para el intercambio de información.  
Para más información acerca de java consultar [7].  
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CAPÍTULO 2. ESTUDIO DE TRANSMISIONES 
COOPERATIVAS 
2.1. Planteamiento  
 
Este proyecto está centrado en las redes de sensores inalámbricas y a la 
utilización de las técnicas de cooperación para su optimización, descritas en los  
puntos 1.2 y  1.4.1 respectivamente.  
  
El objetivo del trabajo es mejorar la PER (probabilidad de error del paquete) 
utilizando relays para retransmitir un paquete, en escenarios donde la SNR 
entre el transmisor y el receptor sea baja.  
 
Con esta finalidad se ha trabajado para implementarlo en las motas telosb. 
Después de evaluar las características de éstas, se han planteado tres 
escenarios distintos. 
 
• Primer escenario. Consiste en comparar un sistema en el que hay una 
mota transmisora y una receptora, con un sistema que además incluye 
un relay. Sirve para mejorar la PER de un sistema transmisor-receptor y 
a la vez reducir el consumo de energía de la mota transmisora.  
 
• Segundo escenario. Intervienen las mismas motas que en el sistema 
anterior, pero añadiéndoles un ACK y una retransmisión. Su finalidad es 
resaltar la importancia de utilizar un relay  o nodo intermedio para 
mejorar la PER.  
 
• Tercer escenario. Consiste en una mota transmisora, una receptora y 
varios relays. Ofrece múltiples enlaces para asegurar que los datos 
lleguen correctamente a su destino, cuando alguno o algunos de los 
enlaces falla, ya sea por interferencias, atenuación de la señal o por 
agotamiento de las baterías. Tiene una gran eficiencia PER-consumo de 
energía cuando el sistema inicial transmisor-receptor tiene muchas 
pérdidas de datos.  
 
Para demostrar los objetivos descritos, en los dos primeros escenarios se 
comparan sistemas transmisor-receptor (con o sin ACK) con sistemas que 
utilizan un nodo intermedio (con o sin ACK).  
 
La PER de cada sistema depende de: 
 
• Las condiciones del canal 
• Atenuación de la señal  
 
El consumo de energía de los sistemas de los dos primeros escenarios se 
detalla en cada uno de ellos.  
 
Capítulo 2. Estudio de transmisiones cooperativas                            17 
Algunas de las figuras mostradas a continuación son sólo para ilustrar el 
escenario. Su funcionamiento se detalla en el punto 2.2 para su correcto 
entendimiento. 
 
Cada escenario se ha dividido en tres secciones. En la primera se define el 
objetivo, en la segundo el funcionamiento de cada uno de los sistemas que 
forman el escenario y por último la parte de programación que hace posible 
todo lo explicado anteriormente y que se muestra en el anexo A.  
2.1.1. PRIMER ESCENARIO 
 
El sistema inicial del que se parte es un transmisor-receptor. Para mejorar la 
PER de éste se introduce la utilización de un nodo intermedio o relay descrito 
en el punto 1.4.1. 
 
El objetivo del primer escenario es mejorar la PER reduciendo el consumo de 
energía de la mota transmisora. Ello se consigue repartiendo la potencia de 
transmisión entre la mota transmisora y la mota nodo intermedio.  
 
 
 
  
 
 
 
 
 
 
 
    T- Transmisor  N – Nodo intermedio o relay  R – Receptor o estación base 
 
                       Sentido paquete de sincronismo 
                       Sentido transmisión de los paquetes 
                       Flujo de comunicación PC-estación base y estación base-PC 
      
     
     Fig. 2.1 Esquema representativo primer escenario 
 
 
2.1.1.1. Sistema Transmisor-Receptor 
 
La energía total consumida para el envío de un paquete de datos y su correcta 
recepción será el que se muestra. 
 
 
XtRItRIXRxTxXXRxTxE RxTxRxTxTotal 2)()(2
22 +⋅⋅+⋅⋅=++=+++=      (2.1) 
 
donde: 
i t  r i r- t r 
T 
N 
R 
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• Tx  representa el consumo de energía para la transmisión de un paquete 
de datos des del transmisor y Rx  el consumo de energía para recibirlo 
en el receptor.  
 
• Las X hacen referencia al consumo propio de cada mota para realizar 
las operaciones oportunas, como pueden ser asignar a cada paquete su 
información en la mota transmisora o recoger su información en la mota 
receptora. 
 
• Las resistencias R se consideran iguales tanto en transmisión como en 
recepción. 
 
• El tiempo de transmisión y de recepción también es el mismo, dado que 
la carga de datos y la velocidad es igual para ambos casos.  
 
• Las I hacen referencia al consumo de corriente.  
 
2.1.1.2. Sistema Transmisor-Nodo_intermedio-Receptor 
 
 
XRxTxXXXRxTxRxTxE RxNTxNNTotal 322 ++=++++++=                        (2.2) 
 
donde: 
 
• NTx  representa el consumo de energía para la transmisión de un 
paquete de datos des del nodo intermedio y NRx  el consumo de energía 
para recibirlo en el nodo intermedio.  
 
A continuación se muestra un ejemplo, teniendo en cuenta lo descrito 
anteriormente y  sustituyendo los valores adecuados en las fórmulas 2.1 y 2.2. 
Lo que ocupa un paquete de datos se detalla en [12].  
 
ms
Kbps
b
KbpsKbps
bytesbytesbytes
t 47,1
250
368
250
846
250
8)72811(
==
⋅
=
⋅++
=      (2.3) 
 
En 2.3 se muestra el tiempo transcurrido tanto para el envío de un paquete de 
datos como para su recepción.  
 
Fórmula 2.1 (El consumo de corriente en transmisión, corresponde al nivel más 
alto de potencia de la tabla C.1 del anexo C y el consumo en recepción a la 
tabla C.2) 
 
XRRE RxTxTotal 2)1047,1)1023(()1047,1)104,17((
323323 +⋅⋅⋅⋅+⋅⋅⋅⋅= −−−−  
 
XRETotal 21022,1
6 +⋅⋅= −            (2.4) 
 
t t
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Fórmula 2.2 (El consumo de corriente en transmisión, corresponde a la mitad 
de potencia respecto al sistema anterior de la tabla C.1 del anexo C y el 
consumo en recepción a la tabla C.2) 
 
 
XRRE RxTxTotal 3)1047,1)1023((2)1047,1)102,15((2
323323 +⋅⋅⋅⋅+⋅⋅⋅⋅= −−−−  
 
XRETotal 31023,2
6 +⋅⋅= −            (2.5) 
 
Una vez visto el ejemplo del consumo del total de energía, se puede observar 
lo expuesto al principio, es decir, que al introducir el nodo intermedio no se 
puede compensar el consumo añadido en recepción, pero si se puede rebajar 
el consumo de la mota transmisora (ver 2.4 y 2.5). 
 
2.1.2. SEGUNDO ESCENARIO 
 
El segundo escenario quiere demostrar la eficacia de utilizar un nodo 
intermedio cuando son necesarias las retransmisiones de paquetes de datos. 
De esta forma, al sistema inicial transmisor-receptor se le incluye un ACK y una 
retransmisión de los paquetes que no llegan correctamente al receptor.  
 
En este escenario el sistema que ahora utiliza el nodo intermedio también se le 
incluye un ACK, pero a diferencia del primero, sólo será necesario el nodo 
intermedio en caso de que el paquete de datos no se reciba correctamente en 
su destino.  
 
 
 
 
 
  
 
 
 
 
 
 
 
     T- Transmisor  N – Nodo intermedio o relay  R – Receptor o estación base 
 
                       Sentido paquete de sincronismo 
                       Sentido transmisión de los paquetes 
                      Sentido ACK 
                       Flujo de comunicación PC-estación base y estación base-PC 
 
     
     Fig. 2.2 Esquema representativo segundo escenario 
 
T 
N 
R 
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2.1.2.1. Sistema Transmisor-Receptor  con ACK y una retransmisión 
 
 
 
Expresión sin retransmisión 
 
XRxTxXXRxTxRxTxE RxTxACKACKTotal 42222 ++=+++++=                       (2.6) 
 
Para el ACK se utiliza la misma carga de datos de los otros paquetes.  
 
 
Expresión con una retransmisión 
 
XRxTxXXRxTxRxTxTxE RxTxACKACKTotal 52323 ++=++++++=                 (2.7) 
 
2.1.2.2. Sistema Transmisor-Nodo_intermedio-Receptor  con ACK  
 
 
Expresión sin retransmisión 
 
 
RxNTxACKACKNACKNTotal XXXRxRxTxRxRxTxE 222)( ++++++++=  
 
XRxTxETotal 642 ++=                                        (2.8) 
 
 
Expresión con una retransmisión 
 
 
RxNTxACKACKNACKNNTotal XXXRxRxTxRxTxRxTxE 232)( +++++++++=  
 
XRxTxETotal 743 ++=                          (2.9) 
 
 
Si el enlace transmisor-receptor no realiza ninguna retransmisión, el consumo 
total de energía del segundo sistema es mayor (ver fórmulas 2.6 y 2.8).  
 
En caso de que se tengan que retransmitir muchos paquetes, la eficiencia PER-
consumo total de energía del segundo sistema será mayor (ver fórmulas 2.7 y 
2.9).  
 
 
 
t    r tr ns i i
Sistema Transmisor-Nodo_intermedio-Receptor  con ACK  
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2.1.3. TERCER ESCENARIO 
 
 
El objetivo primordial del tercer escenario es evitar la pérdida de datos entre el 
transmisor y el receptor, utilizando tantos nodos intermedios como diferentes 
enlaces se deseen. Se basa en el funcionamiento del sistema transmisor-
nodo_intermedio-receptor con ACK del segundo escenario.  
 
El número de nodos a utilizar tendrá el compromiso entre la robustez que se le 
quiera dar al sistema y su consumo. Lógicamente, cuantos más nodos se 
incluyen, más aumenta el consumo total de energía del sistema, pero también 
aumenta la probabilidad de que el paquete llegue correctamente al receptor.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
     T- Transmisor  N – Nodo intermedio o relay  R – Receptor o estación base 
 
                      Sentido paquete de sincronismo 
                      Sentido transmisión de los paquetes 
                      Sentido ACK 
             Flujo de comunicación PC-estación base y estación base-PC 
 
 
     Fig. 2.3 Escenario representativo tercer escenario 
 
 
2.1.3.1. Sistema Transmisor-Nodos_intermedios-Receptor  con ACK  
 
En caso de fallo del envío del paquete de datos entre el transmisor y el receptor 
intervendrán el resto de los nodos intermedios. El nodo intermedio que obtenga 
una RSSI mayor de un paquete de datos procedente del transmisor (RSSI Tx-
N) se le asigna un tiempo de espera menor y cuanto menor sea la RSSI, mayor 
será el tiempo de espera, como se muestra en la figura 2.4. Los valores X e Y 
de la figura 2.4 utilizados para el proyecto, se muestran en la tabla 2.1 del 
punto 2.2.3.1.  
i t  r i r- i t r i - t r    
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     Fig. 2.4 Asignación de tiempos en función de la RSSI 
 
 
El consumo total de energía no se explicita, ya que se ve notablemente 
incrementado respecto a otros sistemas anteriores y depende del número de 
nodos que se utilicen.  
 
2.2. Funcionamiento de cada sistema 
 
 
En cada uno de los sistemas, se diferencia claramente la parte referente a la 
configuración de inicio de las motas y la parte propia de la transmisión de 
paquetes de datos. Gracias a la aplicación creada en java se pueden configurar 
las motas desde la misma aplicación gráfica, sin tener que cargar los nuevos 
datos en el ordenador al empezar un experimento.  
 
En la configuración de inició se envían: 
 
• El número total de paquetes de datos a generar (Total) 
• El periodo de transmisión de paquetes de datos (Period) 
• La potencia de transmisión y/o retransmisión (Power) 
 
El número total de paquetes de datos a generar sirve para hacer un estudio 
más preciso de un experimento concreto. 
 
En las figuras de cada uno de los sistemas, en la parte del transmisor, Tx 
representa la variable del número de paquete de datos generado, mientras que 
en el receptor, se recoge ese valor Tx procedente de cada uno de los paquetes 
de datos y Rx es otra variable interna del programa que se incrementa  en uno 
cada vez que se recibe un nuevo paquete de datos. Con Tx y Rx se evalúa al 
finalizar el experimento la PER.  
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2.2.1. PRIMER ESCENARIO 
 
2.2.1.1. Sistema Transmisor-Receptor 
 
El procedimiento a seguir es el descrito a continuación y que se muestra de 
forma gráfica en la figura  2.5.  
 
Configuración de las motas 
 
Desde la aplicación java, que se está ejecutando en un PC, se definen los 
parámetros deseados del paquete de intercambio de datos-PC, descrito en el 
punto A.3.3 del anexo A.  
 
Toda esta información se envía a través del puerto serie a la mota estación 
base, encargada de recoger la información y copiarla en un paquete de 
sincronismo, para posteriormente enviarla al transmisor. Una vez que éste tiene 
en su poder la información necesaria para configurar sus parámetros, empieza 
el experimento. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
            
          
 
 
             
               
                            
 
          
           Fig. 2.5 Funcionamiento del sistema transmisor-receptor 
 
 
 
Sistema Transmisor-Receptor 
Transmitter Receiver PC 
Tx=1 
Tx=x 
Total=x 
Period=y 
Power=z 
 
Tx=1, Rx=1 
Tx=x, Rx=x-1 
Tx=2 
Sentido paquete de sincronismo 
Sentido transmisión de los paquetes de datos 
Fallo en el envío del paquete de datos  
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Inicio del experimento 
 
 
El transmisor genera el primer paquete, con un identificador diferente para cada 
uno de ellos, empezando por el 1. El paquete  tiene una estructura 
PacketLinkMsg, descrita en el punto A.3.2 del anexo A. Una vez se ha 
generado y después de definir su potencia de transmisión, se envía al receptor.  
 
En el receptor se dispara el evento receive, asegurando que el paquete 
recibido sea del tipo PacketLinkMsg y que proviene del transmisor. También 
comprueba que el número de paquete sea diferente de 0, que es el que tiene 
por defecto si no se le asigna correctamente.  
 
Una vez realizadas las pertinentes comprobaciones, se obtiene toda la 
información de interés para asignarla a un paquete de datos receptor-PC, 
descrito en el punto A.3.3 del anexo A y se envía a la aplicación java a través 
del puerto serie.  
 
Dado a conocer el procedimiento de cómo se genera el primer paquete hasta 
su destino, la ejecución del resto es idéntica. 
 
Si el paquete no llega correctamente a su destino, como se muestra en Tx=2 
de la figura 2.5, éste se pierde. 
 
 
 
 
 
 
2.2.1.2. Sistema Transmisor-Nodo_intermedio-Receptor 
 
 
Como se muestra en la figura 2.6, en este sistema interviene un nodo 
intermedio para comunicar en ambos sentidos receptor y transmisor.  
 
 
Configuración de las motas 
 
 
El nodo intermedio recibe el paquete de sincronismo procedente del receptor y 
obtiene el parámetro de configuración de la potencia con la que reenviará los 
paquetes de datos. Posteriormente se encarga de retransmitirlo al transmisor.  
 
 
 
 
 
i t  i i i t  
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Fig. 2.6 Funcionamiento del sistema transmisor-nodo_intermedio-receptor 
 
 
Inicio del experimento 
 
          
           Una vez el transmisor genera un paquete de datos lo envía al nodo intermedio. 
En éste se dispara el evento receive. Lo primero que realiza es comprobar si el 
paquete recibido es del tipo PacketLinkMsg y que proviene del transmisor. El 
nodo intermedio obtiene el valor de RSSI (Received Signal Strength Indication) 
del enlace transmisor-nodo_intermedio y lo asigna en un campo del mismo 
paquete de datos destinado para ello. A continuación, el paquete de datos se 
guarda en un vector de mensajes y se llama a la tarea send. En ésta, se 
obtiene el paquete de datos del vector y se configura su potencia de 
transmisión para retransmitirlo al receptor. 
 
El receptor comprueba que el paquete recibido procede del nodo intermedio y 
no directamente del transmisor.   
 
Si el paquete no llega correctamente a su destino, como se muestra en Tx=2 
de la figura 2.6, éste se pierde. 
 
Transmitter Relay Receiver PC 
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Total=x 
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Tx=1, Rx=1 
Tx=x, Rx=x-1 
Tx=2 
Sentido paquete de sincronismo 
Sentido transmisión de los paquetes de datos 
Fallo en el envío del paquete de datos  
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2.2.2. SEGUNDO ESCENARIO 
 
 
2.2.2.1. Sistema Transmisor-Receptor  con ACK y una retransmisión 
 
 
 
Configuración de las motas 
 
 
El procedimiento es similar al sistema  transmisor-receptor del primer 
escenario.  
 
 
Inicio del experimento 
 
 
Como se muestra en la figura 2.7, cada vez que se envía un paquete de datos, 
se espera recibir su ACK correspondiente antes de enviar el siguiente paquete 
de datos. Si después de un tiempo el transmisor no recibe el ACK, éste reenvía 
el mismo paquete de datos, como se muestra en Tx=2 y Tx=3. Si aun así 
tampoco recibe el ACK, se envía el siguiente paquete de datos, que es lo que 
sucede en Tx=3.  
 
Podría darse el caso que el receptor reciba correctamente el paquete, pero que 
el ACK no le llegara al transmisor, lo que significaría que intentaría 
retransmitirlo. El receptor tiene un control de los paquetes de datos recibidos y 
si le llega una copia de uno, automáticamente lo descarta.  
 
Para averiguar el tiempo total transcurrido del experimento, el transmisor tiene 
la información del número de paquetes de datos a generar y de esta manera, al 
recibir el ACK del último paquete generado envía el tiempo transcurrido del 
experimento.  
 
 
 
 
 
 
 
i t  r i r- t r      r tr ns i i  
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Fig. 2.7 Funcionamiento del sistema transmisor-receptor con ACK y una            
retransmisión 
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2.2.2.2. Sistema Transmisor-Nodo_intermedio-Receptor  con ACK  
 
 
 
Configuración de las motas 
 
 
Como se muestra en la figura 2.8, el envío de la configuración inicial es similar 
al sistema transmisor-nodo_intermedio-receptor del primer escenario.  
 
 
Inicio del experimento 
 
 
El procedimiento a realizar es parecido al sistema transmisor-receptor con ACK 
y una retransmisión del segundo escenario, con la diferencia de que además 
ahora se utiliza un nodo intermedio.  
 
Si el enlace directo transmisor-receptor no falla, el nodo intermedio no realiza 
ninguna operación, como sucede con Tx=1.  
 
En caso de fallo, el nodo intermedio se encarga de retransmitir el paquete de 
datos al receptor o el ACK al transmisor, tal como se muestra en Tx=2 y 
ACK=2.  
 
Si transcurrido un tiempo suficiente, que se inicia a partir de la recepción del 
paquete de datos procedente del transmisor, el nodo intermedio no recibe el 
ACK correspondiente, el paquete de datos es retransmitido al receptor por 
medio del nodo intermedio.   
 
De forma similar,  si el ACK no se recibe en el transmisor, el nodo intermedio 
después de esperar un margen de tiempo suficiente, que se inicia con la 
recepción del ACK procedente del receptor, lo retransmite al transmisor.  
 
Si después de realizar una retransmisión, el receptor no recibe el paquete de 
datos o el transmisor el ACK, se genera el siguiente paquete de datos.  
 
 
 
 
 
 
 
 
 
 
 
 
t t   
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Fig. 2.8 Funcionamiento del sistema transmisor-nodo_intermedio-receptor con 
ACK 
 
 
 
2.2.3. TERCER ESCENARIO 
 
 
2.2.3.1. Sistema Transmisor-Nodos_intermedios-Receptor  con ACK  
 
 
 
Configuración de las motas 
 
 
La configuración de inicio se envía en modo broadcast a todos los nodos 
intermedios presentes y el nodo intermedio con el identificador número dos al 
transmisor, como se muestra en la figura 2.9, para una mayor automatización 
de la aplicación y un menor consumo de energía del sistema. Se ha elegido 
este nodo intermedio porque como mínimo siempre tiene que haber uno. Si hay 
más nodos intermedios, éstos tienen identificadores superiores.  
 
El paquete de sincronismo se envía a todos los nodos intermedios que hay 
presentes en el experimento. De esta forma obtienen la información necesaria  
para configurar su potencia de retransmisión y pueden controlar cuando la 
aplicación ha finalizado, sabiendo el número total de paquetes de datos a 
transmitir. 
 
 
Inicio del experimento 
 
 
El transmisor, una vez que ha generado el primer paquete de datos y después 
de definir su potencia de transmisión, lo envía en modo broadcast, con el 
objetivo que sea recibido por el receptor y los nodos intermedios. 
 
Siste a Trans isor-Nodos_inter edios-Receptor  con ACK 
Sentido ACK 
Sentido del envío del tiempo total  
Sentido paquete de sincronismo 
Sentido transmisión de los paquetes de datos 
Fallo en el envío del paquete de datos  
Reenvío del paquete de datos 
Reenvío del ACK  
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Si el receptor recibe correctamente el paquete procedente del transmisor, emite 
un ACK en broadcast a todos los nodos intermedios y al transmisor (ver 
ACK=1). Si éste lo recibe correctamente genera el siguiente paquete de datos.  
 
Si falla la comunicación del enlace transmisor-receptor y el paquete de datos  
no llega al receptor, intervienen el resto de los nodos. Gráficamente se puede 
observar en la figura 2.9 en Tx=x y a continuación se explica detalladamente su 
funcionamiento 
 
Cada uno de los nodos intermedios cuando reciben el paquete del transmisor 
se genera el evento receive. Comprueban que sea de tipo PacketLinkMsg y 
que proviene del transmisor. A continuación, obtienen la RSSI del enlace 
transmisor-nodo intermedio y la asignan a un campo del paquete de datos. 
Posteriormente se llama a la tarea time donde hay definida una tabla de 
asignación de tiempos dependiendo de la RSSI recibida y que se muestra en la 
tabla 2.1 y de forma teórica en la figura 2.4. El nodo que obtiene una RSSI 
mayor se le asigna un tiempo de espera menor y cuanto menor sea la RSSI, 
mayor será el tiempo de espera.  
 
 
Tabla 2.1. Valores de back-off dependiendo de la RSSI obtenida 
 
 
 
 
X1 
 
 
X2 
 
 
X3 
 
X4 
 
X5 
 
X6 
 
X7 
 
RSSI Tx-N  
(dBm) 
 
 
 
 
>–65 
 
 
[–65, –70] 
 
 
(–70, –74] 
 
 
(–74, –78] 
 
 
(–78, –82] 
 
 
(–82, –86] 
 
 
<–86        
 
 
Y1 
 
 
Y2 
 
Y3 
 
Y4 
 
Y5 
 
Y6 
 
Y7 
 
Time  
(ms) 
 
 
 
40 
 
 
80 
 
 
120 
 
 
160 
 
 
200 
 
 
240 
 
 
280 
 
 
 
Cada valor de back-off tienen un margen de guarda entre cada uno de ellos. 
Para el primer valor de back-off se tiene el tiempo transcurrido entre la 
transmisión de un paquete de datos y la recepción de su ACK, además de un 
margen de guarda. En caso de fallo  del primer reintento, se establece un 
segundo valor  de back-off de dos envíos de un paquete de datos y sus 
respectivos ACKs más un margen. Y así sucesivamente con el resto.  
 
Los valores de back-off pueden ser modificados y  ajustados manualmente por 
el usuario para una aplicación concreta, como se muestra en la parte de 
programación nesC del punto A.5.3.1 del anexo A.  
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La situación de los nodos intermedios se ha pensado para que se encuentren 
en distintos rangos de RSSI. En caso de que dos nodos intermedios obtengan 
el mismo valor de back-off, ya que tienen una RSSI situada en un mismo rango, 
y se produzcan colisiones, éstas se pueden solucionar de tres maneras 
distintas: 
 
• Que un tercer nodo intermedio con un rango de RSSI distinto a los otros 
dos retransmita el paquete de datos.  
 
• Ajustar la tabla de valores de back-off reduciendo el rango. 
 
• Implementar un número aleatorio entre dos nodos que tengan el mismo 
rango de RSSI.  
 
 
La primera solución se produce automáticamente en el experimento. Las otras 
dos se tendrían que ajustar para los siguientes experimentos.   
 
Cada nodo intermedio tiene un temporizador con un valor de back-off concreto, 
dependiendo del valor que hayan obtenido en la tarea time.  Una vez se ha 
establecido este valor arranca el temporizador. Si el nodo intermedio recibe un 
ACK que le indica que el paquete ha llegado correctamente al destino, se para 
el temporizador. De lo contrario, cuando éste expira procede al envío del 
paquete en cuestión, comprobando previamente que no ha recibido ningún 
ACK (ver Tx=x relay2).   
 
Si el ACK no llega al transmisor, en cada uno de los nodos intermedios que 
reciben el ACK se genera un  número aleatorio del 0 al 9, llamando al contador 
interno de cada mota y cogiendo la cifra correspondiente al ms.  
 
Dependiendo del número aleatorio obtenido se asignan ventanas de back-off 
distintas. Para que no se produzcan colisiones entre distintos nodos 
intermedios o entre el envío de un ACK y el siguiente paquete de datos 
generado, se deja un margen de guarda entre cada uno de ellos.  
 
Para finalizar y como en otros sistemas con ACK se envía el tiempo total del 
experimento.  
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Fig. 2.9 Funcionamiento del sistema transmisor-nodos_intermedios-receptor 
con ACK 
 
2.3. Aplicación Java 
 
Para la aplicación Java, por una parte se ha adaptado parcialmente la realizada 
en el trabajo [9], básicamente para mostrar la PER y enviar la información de la 
configuración a las motas.  
 
Para visualizar la parte importante en la aplicación para los tres escenarios 
planteados, referentes a los sistemas que utilizan uno o varios nodos 
intermedios, se han creado dos nuevas pestañas, para mostrar cada uno de los 
campos que sean de interés.  
 
A cada mota se le asigna un identificador distinto para diferenciarlas unas de 
otras. Estos son los identificadores que se han asignado: 
 
• Mota transmisora: 1 
• Mota nodo intermedio o relay: 2 
• Otros nodos intermedios o relays: 3 o posteriores 
• Mota receptora o estación base: 0 
2.3.1. PRIMER PANEL 
 
En la figura 2.10, la parte referente al nodo intermedio o relay se visualizan los 
valores de: 
 
• La identificación de la mota que recibe el paquete de datos del 
transmisor  
 
• La RSSI del enlace transmisor-nodo_intermedio 
 
Mientras que en el receptor o estación base, se muestra: 
 
• La identificación de la mota que envía el paquete al receptor  
 
• La RSSI del enlace nodo_intermedio-receptor 
Sentido ACK 
Sentido del envío del tiempo total  
Sentido paquete de sincronismo 
Sentido transmisión de los paquetes de datos 
Fallo en el envío del paquete de datos  
Reenvío del paquete de datos 
Reenvío del ACK  
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Fig. 2.10 Panel representativo del sistema transmisor-nodo_intermedio-
receptor del primer escenario 
 
 
 
La identificación de las motas que se visualiza en el nodo intermedio y receptor 
tiene que ser la misma, para que tal como se detalla en el funcionamiento del 
sistema del punto  2.2.1.2, el transmisor envía el paquete al nodo intermedio y 
éste al receptor. La figura del experimento así lo demuestra.  
 
Las RSSIs de los paquetes de datos recibidos permiten evaluar la calidad de 
los enlaces, es decir, si la visión del enlace se encuentra obstruida por una 
serie de interferencias, la RSSI que recibamos será muy baja. De esta forma, 
podremos colocar la mota del nodo intermedio intentando buscar la zona con 
menos interferencias, consiguiendo una mayor calidad de la señal.  
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2.3.2. SEGUNDO PANEL 
 
En la figura  2.11, la parte referente al nodo intermedio o relay se visualizan los 
valores de: 
 
• La identificación de la mota que recibe el paquete de datos del 
transmisor  
 
• La RSSI del enlace transmisor-nodo_intermedio 
 
Mientras que en el receptor o estación base, se muestra: 
 
• La identificación de la mota que envía el paquete de datos al receptor  
 
• La RSSI del enlace nodo_intemedio-receptor 
 
• El tiempo total transcurrido del experimento 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2.11 Panel representativo del sistema transmisor-nodos_intermedios-
receptor con ACK del tercer escenario 
 
 
Al contrario que en la figura 2.10, ahora la identificación de las motas del nodo 
intermedio y el receptor no tiene que ser necesariamente la misma.  
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Si no es necesaria la utilización de nodos intermedios, los campos referentes a 
ellos aparecerán con valor cero y en la parte del receptor sólo se visualizará la 
mota con una identificación de 1, lo que significa que los paquetes de datos 
provienen del transmisor.  
 
Si se utilizan nodos intermedios, en la parte del relay se mostrará el valor del 
nodo intermedio que ha retransmitido el paquete de datos, y será el mismo 
identificador que se visualice en el campo Mota_id del receptor en ese 
momento. 
 
En el ejemplo de la figura 2.11, el último paquete de datos que ha llegado al 
receptor provenía del transmisor, dado que en la mota identificadota aparece 
un valor de 1. En la parte del relay se demuestra que el sistema ha necesitado 
la utilización de un nodo intermedio para retransmitir como mínimo un paquete 
de datos.  
 
Este panel también se utiliza para el sistema transmisor-nodo_intermedio-
receptor del segundo escenario. El procedimiento es el comentado 
anteriormente. Lo único que varía es que si el sistema hace uso de un nodo 
intermedio, éste siempre será el que tenga una identificación de 2, ya que en 
este sistema sólo interviene un nodo intermedio. 
 
Para el sistema transmisor-receptor con ACK del segundo escenario también 
se utiliza este panel, básicamente para mostrar el tiempo total transcurrido del 
experimento. Lógicamente los valores de la parte del relay siempre estarán a 0. 
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CAPÍTULO 3. RESULTADOS OBTENIDOS  
 
 
 
Con el fin de corroborar los objetivos planteados para los diferentes escenarios 
descritos anteriormente, se ha realizado una campaña de mediciones en 
distintos puntos de la segunda planta de trabajo del CTTC, comparando el 
rendimiento de los sistemas implicados en cada uno de ellos.   
 
Cada resultado mostrado es la media de 30 mediciones sobre un envío de 
2000 paquetes de datos cada una, es decir, un total de 60.000 paquetes de 
datos.  
 
En todas las mediciones de los distintos escenarios, la mota receptora siempre 
se sitúa en el laboratorio asignado del CTTC, tal como se muestra en las 
imágenes de la figura 3.1 y en las figuras 3.2, 3.5 y 3.7.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3.1 Situación de la mota receptora 
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3.1. PRIMER ESCENARIO 
 
 
En el primer escenario se han realizado cuatro tandas de  mediciones en 
distintos lugares de la segunda planta del CTTC y con diferentes potencias de 
transmisión, para comparar la PER obtenida entre un sistema transmisor-
receptor y un sistema transmisor-nodo_intermedio-receptor. En la figura 3.2 se 
muestra la situación de las motas. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Tx z: situación de la mota transmisora Tx para el experimento z, donde z puede ser 1, 2, 3 
y 4. 
N z: situación de la mota nodo intermedio N para el experimento z, donde z puede ser 1, 
2, 3 y 4.   
Rx: situación de la mota receptora. 
 
 
Fig. 3.2 Situación de las motas del primer escenario  
 
 
En la primera medición del sistema transmisor-receptor se ha situado el 
transmisor en una zona con una PER muy elevada, tal como se muestra en la 
tabla 3.1. De hecho, si se continuaba alejando la mota transmisora de esa 
zona, se perdían todos los paquetes de datos enviados.  
 
La potencia de transmisión del sistema transmisor-receptor se ha ajustado al 
máximo, es decir, al nivel 31 que corresponde a 0 dBm, tal como se expone en 
la tabla C.1 del anexo C. 
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Como se expone en el punto 2.1.1, en el sistema transmisor-nodo_intermedio-
receptor se persigue reducir la PER y a la vez reducir el consumo de energía 
de la mota transmisora. Por ello, inicialmente se reparte la potencia de 
transmisión entre la mota transmisora y la mota nodo intermedio, respecto al 
sistema anterior. Además, para ver las ventajas que representa la utilización de 
un nodo intermedio, se ha ido reduciendo progresivamente la potencia de 
transmisión, hasta llegar a los niveles de PER que se obtienen en el sistema 
trasnsmisor-receptor. 
  
En la tabla 3.1 se muestra la PER y RSSI obtenidas del sistema transmisor-
receptor, en los diferentes puntos de la planta del CTTC donde se ha situado la 
mota transmisora, tal como se muestra en la figura 3.2. 
 
 
 
Tabla 3.1. Valores obtenidos del sistema Transmisor-Receptor 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
En la tabla 3.2 se muestra la PER y la RSSI de los enlaces transmisor-
nodo_intermedio (RSSI Tx-N) y nodo_intermedio-receptor (RSSI N-Rx) 
obtenidas del sistema transmisor-nodo_intermedio-receptor, en los diferentes 
puntos de la planta del CTTC donde se ha situado la mota transmisora, tal 
como se muestra en la figura 3.2. Además, cada punto se ha evaluado tanto la 
mota transmisora como la mota nodo intermedio con tres potencias diferentes 
de transmisión (-3dBm, -10 dBm y -15 dBm).  
 
 
Sistema 
 
Transmisor-Receptor 
 
Potencia 
(dBm) 
 
0 
 
  
PER 
 
RSSI (dBm) 
 
Tx 1 
 
0,96 
 
 
-91,37 
 
Tx 2 
 
 
3105,2 −⋅  
 
-81,57 
 
Tx 3 
 
2106,1 −⋅  
 
 
-84 
 
Tx 4 
 
5105,2 −⋅  
 
 
-85,05 
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Tabla 3.2. Valores obtenidos del sistema Transmisor-Nodo_intermedio-
Receptor 
 
 
 
 
Como se puede comprobar en los distintos resultados obtenidos de la tabla 3.1 
y 3.2, la PER va relacionada con el nivel de RSSI. La sensibilidad de las motas 
se sitúa en torno a los –88 dBm. Si disminuye aún más el nivel de RSSI ya se 
encuentran niveles de PER muy elevados, llegando al límite de –91,5 dBm 
aproximadamente y que concuerda con la teoría de la probabilidad de error en 
el paquete. 
  
 
También se puede comprobar que a medida que se disminuye la potencia de 
transmisión, tanto del transmisor como del nodo intermedio, disminuye el nivel 
de RSSI de los respectivos enlaces, como se muestra en las figuras 3.3 y 3.4. 
Como se ha comentado anteriormente, llegado a un cierto umbral de RSSI 
conllevará un aumento de la PER.    
 
 
 
 
 
 
 
 
 
 
 
 
 
Sistema 
 
Transmisor-Nodo_intermedio-Receptor 
 
Potencia 
(dBm) 
 
-3 
 
-10 
 
-15 
 
  
PER 
RSSI 
Tx-N 
(dBm) 
RSSI 
N-Rx 
(dBm) 
 
PER 
RSSI 
Tx-N 
(dBm) 
RSSI 
N-Rx 
(dBm) 
 
PER 
RSSI 
Tx-N 
(dBm) 
RSSI 
N-Rx 
(dBm) 
 
Tx 1 
 
 
5103,8 −⋅  
 
 
-68,07 
 
-71,87  
 
4103 −⋅  
 
-75,87  
 
-79,5  
 
0,9 
 
-80,97  
 
-91,47  
 
Tx 2 
 
 
0 
 
-63,33 
 
-76,62 
 
2106,3 −⋅
 
 
-71,24 
 
-87,6 
 
0,81 
 
-76,38 
 
-91,64 
 
Tx 3 
 
5108,6 −⋅
 
 
-70,09 
 
 
-72,23 
 
5106,4 −⋅
 
 
-75,73 
 
-79,36  
 
3106,5 −⋅
 
 
-80,68 
 
-84,41  
 
Tx 4 
 
 
4103,1 −⋅  
 
-67,25 
 
-77,95  
 
3106 −⋅  
 
-76,09  
 
-86,22  
 
76,0  
 
-80,02 
 
-90,16 
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Fig 3.3 Gráfica representativa de la RSSI del enlace transmisor-
nodo_intermedio para diferentes niveles de potencia de transmisión.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig 3.4 Gráfica representativa de la RSSI del enlace nodo_intermedio-receptor 
para diferentes niveles de potencia de transmisión.  
 
 
Evaluando los resultados obtenidos, ajustando la potencia de transmisión del 
transmisor y del nodo intermedio a –15 dBm, en la mayoría de casos, se 
obtienen valores de PER similares respecto al sistema transmisor-receptor, que 
tiene una potencia de transmisión de 0 dBm.  
 
Finalmente, se puede concluir que teniendo en cuenta las atenuaciones 
provocadas por los distintos elementos que conforman la segunda planta del 
CTTC, en la mayoría de los casos planteados, se elegiría al sistema 
transmisor-nodo_intermedio-receptor con una potencia de transmisión, tanto 
del transmisor como del nodo intermedio de –10 dBm. De esta forma se 
consigue el objetivo planteado de mejorar la PER y reducir el consumo de 
energía de la mota transmisora.  
Capítulo 3. Resultados obtenidos   43 
3.2. SEGUNDO ESCENARIO 
   
 
 
En el segundo escenario se quiere demostrar la eficacia de utilizar un relay o 
nodo intermedio, visto en el punto 2.1.2. Para ello a los sistemas iniciales del 
primer escenario se les ha añadido un ACK y una retransmisión de los 
paquetes de datos perdidos.   
 
El sistema transmisor-receptor con ACK y una retransmisión se ha situado en 
una zona con una PER muy baja e inicialmente se ha ajustado con una 
potencia de transmisión de –1 dBm. La razón de ello, se debe a que este 
sistema al finalizar el experimento envía un paquete de datos del tiempo total 
transcurrido. Para asegurar que este paquete llegue correctamente, se ajusta a 
la máxima potencia posible, es decir, a 0 dBm. Si se quiere mostrar al sistema 
teniendo que realizar más retransmisiones, se disminuye la potencia de 
transmisión.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Tx z: situación de la mota transmisora Tx para el experimento z, donde z puede ser 1, 2, 
3. 
N z: situación de la mota nodo intermedio N para el experimento z, donde z puede ser 2 y  
3.   
Rx: situación de la mota receptora. 
 
 
Fig. 3.5 Situación de las motas del segundo escenario  
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En la tabla 3.3 se muestra la PER y RSSI obtenidas del sistema transmisor-
receptor con ACK y una retransmisión, en el punto de la planta del CTTC 
donde se ha situado la mota transmisora, tal como se muestra en la figura 3.5. 
Al no tener una tasa fija de envío de paquetes de datos, se muestra el tiempo 
total transcurrido en el experimento. En el campo de reintentos se muestra el 
número de retransmisiones que ha tenido que realizar la mota transmisora 
sobre un envío de 2.000 paquetes de datos y teniendo en cuenta que sólo se 
realiza una retransmisión de cada paquete de datos que no llega correctamente 
a su destino.  
 
 
Tabla 3.3. Valores obtenidos del sistema Transmisor-Receptor con ACK y una 
retransmisión 
 
 
 
Sistema 
 
Transmisor-Receptor  con ACK y una retransmisión 
 
Potencia 
(dBm) 
 
-1 
 
-5 
  
PER 
 
 
RSSI 
(dBm) 
 
Reintentos  
 
Time 
 
 
PER 
 
RSSI 
(dBm) 
 
Reintentos 
 
Time 
 
 
Tx 1 
 
 
2109,3 −⋅
 
 
-88,77 
 
250 
 
01’50’’ 
035ms 
 
0,89 
 
-90,34 
 
1841 
 
12’20’’      
204ms 
 
 
En 3.1 se calcula el tiempo medio transcurrido del envío de un paquete de 
datos y la recepción de su correspondiente ACK, con una potencia de 
transmisión de –1dBm y –5 dBm. Para ello, se divide el tiempo total del 
experimento en ms, incluidas todas las retransmisiones, entre el número de 
paquetes de datos totales enviados, que en este caso es de 2.000. 
 
msdBmpt 02,55
2000
110035
)1( ==−=   msdBmpt 10,370
2000
740204
)5( ==−=    (3.1) 
 
 
Con los resultados obtenidos, se refleja que si los paquetes de datos recibidos 
tienen una PER baja, resulta beneficioso utilizar este sistema con 
retransmisiones. En cambio, si los paquetes de datos recibidos tienen una PER 
elevada, como sucede con la potencia de transmisión de –5 dBm, no se 
aprecian mejoras en la PER, siendo innecesarias en la mayoría de casos las 
retransmisiones, además del consumo de energía añadido.  
 
El tiempo necesario para el envío de un paquete de datos y la recepción de su 
correspondiente ACK se ve incrementado cuantas más retransmisiones se 
tengan que realizar (ver 3.1). 
 
En la tabla 3.4 se muestra la PER y la RSSI de los enlaces transmisor-
nodo_intermedio (RSSI Tx-N), nodo_intermedio-receptor (RSSI N-Rx) y la 
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directa entre el transmisor y el receptor obtenidas del sistema transmisor-
nodo_intermedio-receptor con ACK, en los diferentes puntos de la planta del 
CTTC donde se ha situado la mota transmisora, tal como se muestra en la 
figura 3.5. Además, cada punto se ha evaluado la mota nodo intermedio con 
dos potencias diferentes de transmisión (-3dBm, -10 dBm). Al no tener una tasa 
fija de envío de paquetes de datos, se muestra el tiempo total transcurrido en el 
experimento. 
 
Tabla 3.4. Valores obtenidos del sistema Transmisor-Nodo_intermedio-
Receptor con ACK 
 
 
 
Sistema 
 
Transmisor-Nodo_intermedio-Receptor con ACK 
 
Potencia 
(dBm) 
 
-3 
 
 
-10 
  
PER 
 
RSSI 
Tx-N 
(dBm) 
 
RSSI 
N-Rx 
(dBm) 
 
RSSI 
directa 
(dBm) 
 
Time 
 
 
PER 
 
RSSI 
Tx-N 
(dBm) 
 
RSSI 
N-Rx 
(dBm) 
 
RSSI 
directa 
(dBm) 
 
Time 
 
 
Tx 2 
 
 
0 
 
-65,93 
 
-78,71 
 
-89,47 
 
04’12’’ 
035ms 
 
0 
 
-66 
 
-87,4  
 
-90,4 
 
07’02’’ 
681ms 
 
Tx 3 
 
 
0 
 
-74,3 
 
-66,4 
 
-88,2 
 
05’47’’ 
331ms 
 
0 
 
-73,78 
 
-74,56 
 
-86,3 
 
03’48’’ 
215ms 
 
 
En 3.2 y 3.3 se calcula el tiempo medio transcurrido del envío de un paquete de 
datos y la recepción de su correspondiente ACK, con una potencia de 
transmisión de –3dBm y –10 dBm. Para ello, se divide el tiempo total del 
experimento en ms, entre el número de paquetes de datos totales enviados, 
que en este caso es de 2.000. 
 
Tx2 
msdBmpt 02,126
2000
252035
)3( ==−=      msdBmpt 34,211
2000
422681
)10( ==−=       (3.2) 
 
Tx3 
msdBmpt 67,173
2000
347331
)3( ==−=      msdBmpt 11,114
2000
228215
)10( ==−=        (3.3) 
 
En este sistema la potencia de transmisión de la mota origen es siempre la 
máxima posible (0 dBm) y sólo se utiliza el nodo intermedio cuando el paquete 
de datos no llega al receptor, lo que se traduce en niveles bajos de RSSI.  
 
Con los resultados de las tablas 3.3 y 3.4 se confirma que la PER va 
relacionada con el nivel de RSSI y que a medida que se disminuye la potencia 
de transmisión del nodo intermedio, disminuye también el nivel de RSSI del 
enlace nodo intermedio-receptor (RSSI N-Rx).  
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Se demuestra que el tiempo medio necesario para el envío de un paquete de 
datos y la recepción de su correspondiente ACK tiene relación con la PER y la  
RSSI obtenidas. Cuanto mayor sea la PER menor será la RSSI recibida y 
mayor será el tiempo promedio para el envío de un paquete de datos, dada la 
colaboración del nodo intermedio. Ello se puede corroborar en la tabla 3.4 y en 
3.2 y 3.3. Los resultados que tienen una RSSI directa menor tienen un tiempo 
menor, dado que el paquete de datos procede directamente del receptor. 
También se tiene que tener en cuenta que la RSSI es la suma de todo lo que 
se recibe, que incluye ruido e interferencias, y por tanto es bastante 
incontrolable.  
 
 
3.3. TERCER ESCENARIO 
 
 
En el tercer escenario se ha querido comprobar el correcto funcionamiento del 
sistema cuando intervienen 3 nodos intermedios con diferentes RSSI y como al 
fallar alguno de ellos, el sistema automáticamente utiliza otro nodo intermedio.   
 
La situación de las motas se muestra en las fotografías de la figura 3.6 y en el 
esquema de la figura 3.7.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Fig. 3.6 Situación de las motas del tercer escenario  
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Tx z: situación de la mota transmisora Tx. 
N z: situación de la mota nodo intermedio N para el experimento z, donde z puede ser 2, 
3 y 4.   
Rx: situación de la mota receptora. 
 
 
Fig. 3.7 Situación de las motas del tercer escenario  
 
 
 
En la tabla 3.5 se muestra la PER y la RSSI de los enlaces transmisor-
nodo_intermedio (RSSI Tx-N), nodo_intermedio-receptor (RSSI N-Rx) y la 
directa entre el transmisor y el receptor obtenidas del sistema transmisor-
nodos_intermedios-receptor con ACK, en los diferentes puntos de la planta del 
CTTC donde se han situado las motas nodos intermedios, tal como se muestra 
en las figuras 3.6 y 3.7. La potencia de transmisión del nodo origen se ha 
ajustado a la máxima posible (0 dBm) y la de los nodos intermedios a –3 dBm. 
Al no tener una tasa fija de envío de paquetes de datos, se muestra el tiempo 
total transcurrido en el experimento. 
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Tabla 3.5. Valores obtenidos del sistema Transmisor-Nodos_intermedios-
Receptor con ACK 
 
 
 
Sistema 
 
Transmisor-Nodos_intermedios-Receptor con ACK 
 
Potencia 
(dBm) 
 
-3 
 
  
PER 
 
RSSI 
Tx-N 
(dBm) 
 
RSSI N-Rx 
(dBm) 
 
RSSI 
directa 
(dBm) 
 
Time 
 
 
Nodo 2 
 
 
0 
 
-73,15 
 
-75,65 
 
-91,23 
 
06’21’’ 
296ms 
 
Nodo 3 
 
 
0 
 
-67,23 
 
-85,05 
 
-91,31 
 
05’10’’ 
553ms 
 
Nodo 4 
 
 
0 
 
-59,95 
 
-70,17 
 
-91,18 
 
03’50’’ 
143ms 
 
En 3.4, 3.5 y 3.6 se calcula el tiempo medio transcurrido del envío de un 
paquete de datos y la recepción de su correspondiente ACK. Para ello, se 
divide el tiempo total del experimento en ms, entre el número de paquetes de 
datos totales enviados, que en este caso es de 2.000. 
 
msNodot 65,190
2000
381296
)2( ==                 (3.4)                
 
msNodot 28,155
2000
310553
)3( ==                                                                          (3.5) 
 
msNodot 07,115
2000
230143
)4( ==           (3.6) 
 
Al inicio de las mediciones se han situado los nodos intermedios como se 
muestra en las figuras 3.6 y 3.7. El primer nodo intermedio utilizado para 
retransmitir los paquetes de datos ha sido el que tiene el identificador número 
4, ya que es el que tiene mayor RSSI del enlace transmisor-nodo_intermedio 
(ver tabla 3.5). Una vez finalizadas las pertinentes mediciones con este nodo 
intermedio, se le han retirado las baterías, para de esta forma poder demostrar 
la intervención de los otros nodos intermedios, y así sucesivamente. 
 
Con los tiempos promedio obtenidos en 3.4, 3.5 y 3.6, se demuestra el correcto 
funcionamiento de las valores de back-off asignados, dependiendo del RSSI 
obtenido del enlace transmisor-nodo intermedio, descrito en el punto 2.2.3.1. Al 
disminuir la RSSI aumenta el tiempo para el envío de un paquete de datos y la 
recepción de su ACK.  
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CONCLUSIONES 
 
 
Se han estudiado e implementado técnicas de transmisión cooperativa en una 
red de sensores inalámbricos, que han permitido alcanzar el objetivo inicial 
planteado de mejorar el rendimiento del sistema de comunicaciones.  
 
Con los resultados obtenidos se han verificado los objetivos perseguidos en el 
planteamiento de los tres escenarios en los que se ha dividido el trabajo: 
 
• Primer escenario. Se ha mejorado los niveles de PER, reduciendo el 
consumo de energía de la mota transmisora.  
• Segundo escenario. Se ha demostrado la mejora que supone utilizar un 
nodo intermedio o relay. 
• Tercer escenario. Se ha demostrado que el sistema es capaz de 
adaptarse automáticamente cuando alguno de los enlaces entre el 
transmisor y el destino o los relays falla, evitando de esta forma la 
pérdida de datos en esta situación. Cuando la PER es elevada se 
obtiene una gran eficiencia PER-consumo de energía.   
 
Los sistemas realizados se pueden utilizar en muchas aplicaciones de la vida 
real, en donde se requiera alargar la vida útil de las baterías o evitar la pérdida 
de datos.  
 
El proyecto ha servido para aprender y trabajar: 
 
• Técnicas de transmisión cooperativa en sistemas de comunicación 
inalámbricos.  
 
• Resolver problemas inesperados que surgen al realizar las mediciones.    
 
• Manejar las motas de trabajo, que se basan en tecnología TelosB de 
Crossbow. 
 
• Demostrar que con este tipo de motas, al introducir otro nodo en el 
sistema para mejorarlo, no se puede compensar el consumo de energía 
añadido, ya que tienen un mayor consumo en recepción que en 
transmisión. Además, el consumo en recepción de las motas es un 
parámetro fijo, mientras que el consumo en transmisión es variable, 
dependiendo de la potencia a la que se ajuste.  
 
• Lenguaje de programación nesC para las motas. 
 
• Lenguaje de programación Java para crear aplicaciones de interfaz 
gráfica con el usuario y de comunicación entre la aplicación y la mota 
estación base.  
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• Trabajar con linux, sistema operativo sobre el cual se ha instalado 
tinyOS. 
 
Con las aplicaciones creadas se abren muchas posibilidades de estudio de 
cara a la realización de otros proyectos, gracias a la proliferación cada vez 
mayor de las técnicas de cooperación y de la importancia que tienen éstas para 
la mejora de sistemas en términos de PER, RSSI y consumo de energía de las 
baterías. También se pueden crear aplicaciones donde los relays se 
intercambien información entre ellos, teniendo en cuenta que con ello se 
incrementa el consumo de energía. Éste es uno de los factores claves para el 
avance y despliegue de las redes de sensores inalámbricas. Se deben utilizar 
técnicas y estrategias de comunicación que minimicen el gasto energético en la 
red, tanto a nivel físico como de red. 
 
Uno de los problemas en los que se tendrá que hacer más hincapié es el tema 
de la seguridad, dado que la información se transmite con un enlace radio y su 
accesibilidad hace necesaria la implementación de un mecanismo de seguridad 
para proteger a los sistemas de posibles ataques.  
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Anexo A: Programación nesC desarrollada 
 
 
Tal y como se comenta en la parte de teoría del punto 1.7.1, en cada aplicación 
nesC como mínimo tiene que haber un fichero de configuración y un fichero 
módulo. 
 
Por cuestión de espacio, dada la extensión del código generado, no se puede 
mostrar cada fichero de configuración, módulo, estructura de datos y makefile 
de cada una de las motas de cada sistema. 
 
A continuación se ilustra un fichero de configuración  y un fichero módulo, 
referentes al nodo intermedio del sistema transmisor-nodo_intermedio-receptor 
del primer escenario. Lo único que cambia respecto a otras motas será la 
utilización de otras interfaces, que comportaran la declaración de otros 
componentes y sus respectivos enlaces. 
 
Dado que en la aplicación desarrollada se utilizan estructuras de paquetes de 
datos, éstas serán explicadas y detalladas para su correcto entendimiento. 
 
Por último se muestra la parte de código generado para el makefile de la 
estación base, dado que es en ésta donde se produce el intercambio de 
información con la aplicación java. 
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A.1 Fichero Configuración  
 
 
 
#include "NODE_IM.h" 
 
configuration NODE_IMC  
{ 
 
} 
implementation  
{ 
 components NODE_IMP, 
 MainC, 
 ActiveMessageC, 
 CC2420PacketC, 
 new AMSenderC(AM_PACKETLINKMSG), 
 new AMReceiverC(AM_PACKETLINKMSG), 
 new TimerMilliC(), 
 LedsC,  
 CC2420ActiveMessageC; 
  
 NODE_IMP.Boot -> MainC; 
 NODE_IMP.RadioSplitControl -> ActiveMessageC; 
NODE_IMP.CC2420Packet->CC2420ActiveMessageC; 
 NODE_IMP.AMSend -> AMSenderC; 
 NODE_IMP.Receive -> AMReceiverC; 
 NODE_IMP.Timer -> TimerMilliC; 
 NODE_IMP.Leds -> LedsC; 
 NODE_IMP.PacketAcknowledgements -> ActiveMessageC; 
 NODE_IMP.AMPacket -> ActiveMessageC; 
} 
 
 
      
     Fig. A.1 Fichero de configuración del nodo intermedio 
 
      
En la figura A.1 se muestra la parte de configuración del nodo intermedio, 
llamada NODE_IMC. En la parte de arriba se incluye el fichero NODE_IM.h que 
es el que contiene las diferentes estructuras de paquetes que son utilizadas en 
el programa, concretamente PacketSynchroMsg y PacketLinkMsg.  Otro 
aspecto a resaltar es la inclusión del componente módulo utilizado por el nodo 
intermedio, llamado NODE_IMP y que se muestra a continuación. El resto de 
componentes citados son necesarios para la aplicación, ya que nos 
proporcionan  las diferentes interfaces que se utilizan y que son descritas 
detalladamente más adelante.  
 
Por último, se tienen que ligar o hacer wiring, de cada una de las interfaces 
utilizadas en el componente NODE_IMP con el componente que las 
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proporciona. Por ejemplo, la interfaz Timer la proporciona el componente 
TimerMiliC y es utilizada por el componente NODE_IMP. 
 
A.2 Fichero Módulo  
 
 
 
#include "NODE_IM.h" 
 
module NODE_IMP { 
   
uses { 
     
    interface Boot; 
    interface SplitControl as RadioSplitControl; 
    interface AMSend; 
    interface Receive; 
    interface PacketAcknowledgements; 
    interface CC2420Packet; 
    interface Leds; 
    interface Timer<TMilli>; 
    interface AMPacket; 
         
                     } 
} 
 
implementation  
{ 
  
   … 
 
} 
 
 
 
     Fig. A.2 Parte del código del fichero módulo del nodo intermedio 
 
 
Como en la parte de configuración del nodo intermedio, en la figura A.2 la 
primera línea que encontramos hace referencia a la inclusión del fichero 
NODE_IM.h. En la parte de uses se muestran las diferentes interfaces que se 
utilizan y que lógicamente tienen que ser las mismas que aparezcan en el 
fichero de configuración, como también tendrán que estar enlazadas 
correctamente. Si se utiliza una interfaz que no aparece en el fichero módulo en 
la parte de uses o que no está conectada o erróneamente conectada con el 
componente que la proporciona, en el proceso de compilación aparecerá un 
error.  Se puede apreciar como no aparece la palabra clave provides, lo que 
significa que no se proporcionan nuevas interfaces.  
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La parte de implementation es donde se encuentra el código propio de cada 
una de las motas de las aplicaciones, y será detallada dentro de ellos en los 
siguientes puntos.  
 
A.3 Estructuras de paquetes de datos 
 
En todos los sistemas mencionados anteriormente se trabaja con cuatro tipos 
diferentes de paquetes, que son: 
 
• Paquete de sincronismo (PacketSynchroMsg) 
• Paquete de datos generado por el transmisor (PacketLinkMsg) 
• Paquete de intercambio de datos receptor-PC y PC-receptor 
(Wsn_Aplication_Msg) 
• ACK 
 
Los cuatro paquetes tienen tantos campos como datos se deseen intercambiar 
en la comunicación, teniendo en cuenta sus limitaciones de capacidad.  
 
Seguidamente se detalla cada uno de ellos, indicando la información que 
contienen.                                                                                                                                         
 
A.3.1 Paquete de sincronismo (PacketSynchroMsg) 
 
Es el paquete de inicio que se envía des del receptor a las diferentes motas, 
para que configuren sus parámetros. Recibe la información procedente del PC 
a través de otro paquete descrito más abajo. En el paquete de sincronismo se 
incluyen la siguiente información: 
 
• Número de paquetes a generar 
• Tasa de generación de paquetes. Este campo no se utiliza en los 
sistemas con ACK  
• Potencia de transmisión de los paquetes 
 
 
A.3.2 Paquete de datos generado por el transmisor (PacketLinkMsg) 
 
En el transmisor es donde se genera cada uno de los paquetes que 
posteriormente serán analizados para su estudio.  Cada paquete incluye la 
siguiente información: 
  
• Identificación de cada paquete 
• Tiempo de duración del experimento. Este campo se utiliza en los 
sistemas con ACK 
• RSSI enlace Transmisor-nodo intermedio. Este campo se utiliza en los 
sistemas que utilizan un nodo intermedio  
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A.3.3 Paquete de intercambio de datos receptor-PC y PC-receptor 
(Wsn_Aplication_Msg) 
 
Se aprovecha el mismo paquete de datos para la comunicación PC-receptor y 
receptor-PC. En el sentido PC-receptor se envían los datos de configuración de 
las motas desde la aplicación java hasta el receptor, donde posteriormente son 
recogidos por el paquete de sincronismo descrito anteriormente. En el otro 
sentido, receptor-PC, se envía la siguiente información: 
  
• Número de paquetes recibidos 
• Número de paquetes transmitidos 
• RSSI enlace  Transmisor-Receptor 
• RSSI enlace Transmisor-Nodo_intermedio 
• Tiempo de duración del experimento 
• Procedencia de los paquetes recibidos 
 
A.3.4 ACK 
 
• Reconocer que el paquete es un ACK 
• Número de paquete que se ha procesado correctamente. 
 
A.4 MAKEFILE  
 
 
 
 
COMPONENT=WsnAplicationC 
 
BUILD_EXTRA_DEPS = WsnAplicationMsg.java WSNJava.class 
 
WsnAplicationMsg.java: WsnAplication.h 
 mig java -target=$(PLATFORM) $(CFLAGS) -java-
classname=src.WsnAplicationMsg WsnAplication.h 
Wsn_Aplication_Msg -o $@ 
 
WSNJava.class: $(wildcard *.java) WSNJava.java 
 javac *.java 
 
include $(MAKERULES) 
 
 
 Fig. A.3 Makefile estación base 
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El fichero de configuración, como su nombre indica, es la referencia que utiliza 
makefile al iniciarse, en este caso llamado WsnAplicationC. Si en nuestra 
aplicación no fuera necesario el uso de MIG (descrito en C.1 del anexo C), 
básicamente aparecería la primera y última línea de código, donde en esta 
última se incluyen todas las reglas necesarias de compilación.  
 
Makefile también se encarga de generar las herramientas necesarias para el 
intercambio de información que se genera en ambos sentidos, entre el PC y la 
estación base y para ello utiliza MIG. Los ficheros java que se tienen que crear, 
previamente son declarados como dependencias adicionales y compilados 
antes de la aplicación, como es el caso de WsnAplicationMsg.java y 
WSNJava.class. MIG permite la recepción y el envío de información a través 
de la clase que se define en el makefile, que en la figura A.3 seria 
WsnAplicationMsg.java, que a su vez depende de WsnAplication.h. En 
WsnAplication.h se encuentran definidas las estructuras de datos 
PacketSynchroMsg, PacketLinkMsg y Wsn_Aplication_Msg, comentadas en 
el punto anterior.  
 
WSNJava.class depende de todos los ficheros java, del compilador javac y de 
WSNJava.java. En WSNJava.java hay definida la función de recepción de 
mensajes que provienen de la estación base.  
 
A.5 Módulo Implementation 
 
 
En este punto del proyecto, se describe la parte de Implementation del fichero 
módulo de cada una de las motas que intervienen en los diferentes sistemas y 
escenarios.  
 
A continuación se enumeran los diferentes pasos que realiza cada una de las 
motas de cada sistema, para posteriormente ser detallados con la parte de 
programación nesC que lo hace posible, es decir, los diferentes comandos, 
eventos y tareas. Como en el caso anterior, dado la extensión de código 
generado, sólo se detallará la parte diferencial del código nesC respecto al 
código C.  
 
 
A.5.1  PRIMER ESCENARIO 
 
A.5.1.1    Sistema Transmisor-Receptor 
 
 
 
 
 
• Recepción correcta del paquete de sincronismo 
• Configuración de los parámetros 
Transmisor 
Sistema Transmisor-Receptor 
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• Paquetes a generar 
• Tasa de paquetes 
• Llamada al envío del mensaje 
• Potencia de transmisión de los paquetes 
• Destino de los paquetes 
 
 
Recepción correcta del paquete de sincronismo 
 
source = call AMPacket.source(msg); 
 
Se tiene que asegurar que el paquete de sincronismo que se recibe al iniciarse 
la transmisión llegue procedente del receptor. Para ello, llamamos al comando 
source de la interface AMPacket proporcionada por el componente 
ActiveMessageC. Si el valor que obtenemos de source es igual a 0, es decir, 
que proviene del receptor, será procesado. Cada paquete de sincronismo 
recibido correctamente, provoca un reseteo de las variables internas del 
programa a su valor por defecto.  
 
 
Configuración de los parámetros 
 
PacketSynchroMsg *SyncMsg = (PacketSynchroMsg *) payload; 
 
power=SyncMsg->power; 
 
Los parámetros se configuran con la información que obtienen al inicio de la 
transmisión del paquete de sincronismo. Primero se accede al área de payload 
del paquete, como se muestra en la primera sentencia, donde SyncMsg se 
utiliza como puntero al área de payload. Una vez se tiene acceso, cada variable 
actualiza su información con el valor del campo del paquete que lo proporciona. 
En este caso la variable power obtiene su valor del campo power. Lo mismo 
sucede con el resto de las variables que se tienen que configurar de inicio.   
 
 
Paquetes a generar 
 
((PacketLinkMsg*) call AMSend.getPayload(&myMsg))->count= transmitted; 
 
Dentro del paquete de sincronismo hay un campo en el que se indica el número 
total de paquetes a generar. Para diferenciar un paquete de otro, a cada uno se 
le asigna un número de identificador diferente, empezando por el número 1. 
Mediante la sentencia de arriba se llama al área de payload del paquete a 
enviar (&myMsg), para asignarle su identificador, dentro del campo count del 
tipo de paquete PacketLinkMsg. El identificador dentro del programa es 
llamado transmitted y cada vez que se envía un paquete se incrementa en uno 
su valor, hasta llegar al número máximo de paquetes a transmitir.  Cuando 
arranca el programa o se reinicia una transmisión tiene un valor  por defecto de 
uno.  
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Tasa de paquetes.  
 
call Timer.startPeriodic(timerPeriod);  
 
call Timer.stop(); 
 
El componente TimerMilliC proporciona la interface Timer, donde se encuentra 
el comando startPeriodic y el intervalo de tiempo viene definido por timerPeriod, 
que recoge su valor dentro de un campo del paquete de sincronismo. Las 
unidades de timerPeriod son ms. Cada vez que se dispara el timer se genera el 
evento Timer.fired() y es dentro de éste donde se llama a la tarea send para 
enviar el siguiente mensaje. Una vez se llega al número máximo de paquetes a 
transmitir, se llama al comando Timer.stop(), que como su nombre indica, 
detiene completamente el timer.  
 
 
Llamada al envío del mensaje 
 
post send(); 
 
Cada envío de un mensaje, se realiza dentro de la tarea llamada send. Para 
llamar a una tarea en nesC, se utiliza la palabra clave post seguida del nombre 
de la tarea deseada.  
 
 
Potencia de transmisión de los paquetes 
 
call CC2420Packet.setPower(&myMsg, power);  
 
El componente CC2420ActiveMessageC proporciona la interface 
CC2420Packet, donde se encuentra el comando setPower. Power es la 
potencia a la que serán transmitidos los paquetes myMsg, que recoge su valor 
dentro de un campo del paquete de sincronismo.  
 
 
Destino de los paquetes 
 
call AMSend.send (2, &myMsg, sizeof (PacketLinkMsg)); 
 
El componente AMSenderC proporciona la interface AMSend, donde se 
encuentra el comando send. El número 2 es la dirección del destino, myMsg es 
el tipo de mensaje a enviar y el tamaño del paquete es de tipo PacketLinkMsg.  
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• Recepción del paquete de datos procedente del PC 
• Envío del paquete de sincronismo 
• Recepción del paquete de datos generado por el transmisor 
• Valor RSSI enlace transmisor-receptor 
• Envío del paquete de datos al PC 
• Obtención de la PER.  
 
 
Valor RSSI enlace transmisor-receptor 
 
call CC2420Packet.getRssi(msg); 
 
 
El componente CC2420ActiveMessageC proporciona la interface 
CC2420Packet, donde se encuentra el comando getRssi, que nos da la 
información del valor de RSSI del paquete recibido, es decir, del enlace 
transmisor-receptor. A este valor se le tiene que restar un offset de -45 tal como 
se indica en el datasheet del CC2420 [14]. Msg es el mensaje recibido.  
 
Obtención de la PER 
 
Cuando finaliza el tiempo del experimento se evalúa la PER en la aplicación 
java. Ello se realiza mediante la fórmula A.1, donde una variable recoge el 
número de paquetes transmitidos y otra variable los paquetes recibidos.  
 
100
_
__
×
−
=
ostransmitidpaquetes
recibidospaquetesostransmitidpaquetes
PER                                 (A.1) 
 
 
 
 
A.5.1.2    Sistema Transmisor-Nodo_intermedio-Receptor 
 
 
 
En este sistema la parte del transmisor y receptor referentes a la programación 
en nesC, básicamente es la explicada en el sistema transmisor-receptor 
variando sus parámetros.   
 
 
 
 
 
 
 
Receptor 
Sistema Transmisor-Nodo_intermedio-Receptor 
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• Recepción correcta del paquete de sincronismo 
• Configuración de los parámetros 
• Valor RSSI enlace transmisor-nodo intermedio 
• Guardar el mensaje recibido 
• Obtener el mensaje a enviar 
• Llamada al envío del mensaje 
• Potencia de transmisión de los paquetes 
• Destino de los paquetes 
 
Guardar el mensaje recibido 
 
message_t  radioQueue[RADIO_QUEUE_LEN]; 
 
radioQueue[radioIn] =*msg; 
 
Se declara un vector de message_t llamado radioQueue, de tantas posiciones 
como lo indique RADIO_QUEUE_LEN. Message_t es el buffer de mensajes de 
tinyOS 2.0, donde no se puede tener acceso directamente a sus campos, 
solamente a través de interfaces. El mensaje recibido se guarda dentro del  
vector. RadioIn es la posición que ocupa el mensaje dentro del vector. Cada 
mensaje ocupa una posición diferente dentro del vector, empezando por la 0 y 
terminando por RADIO_QUEUE_LEN. Una vez se llega a la máxima 
capacidad, se vuelve a empezar por la posición 0.  Después de recibir un 
mensaje se incrementa en uno la posición. 
 
 
Obtener el mensaje a enviar 
 
message_t msgrx; 
 
msgrx = radioQueue[radioOut]; 
 
Dentro de la tarea send, la variable msgrx, declarada anteriormente de  tipo 
message_t, obtiene el mensaje del vector radioqueue, en la posición radioOut. 
RadioOut funciona de la misma  forma que RadioIn, es decir, empieza por la 
posición 0 hasta llegar a RADIO_QUEUE_LEN. Una vez se llega a la máxima 
capacidad, se vuelve a empezar por la posición 0.  Después de enviar un 
mensaje se incrementa en uno la posición. 
 
 
 
 
 
 
Nodo intermedio 
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A.5.2  SEGUNDO ESCENARIO 
 
 
 A.5.2.1    Sistema Transmisor-Receptor  con ACK y una retransmisión 
 
 
 
 
 
 
• Recepción correcta del paquete de sincronismo 
• Configuración de los parámetros 
• Paquetes a generar 
• Llamada al envío del mensaje 
• Potencia de transmisión de los paquetes 
• Destino de los paquetes 
• Recepción de un ACK 
• Tiempo total transcurrido del experimento 
 
 
No utiliza una tasa fija de datos. Una vez se genera el primer paquete, espera a 
recibir el ACK de éste para generar el siguiente.  
 
Además de lo comentado realiza otro paso. 
 
 
Tiempo transcurrido entre el envío de un paquete y la   recepción de su 
ACK 
 
timen=call LocalTime.get(); 
  
Mediante este código, se obtiene el tiempo transcurrido entre el arranque de la 
mota y el momento en el que se llama al comando. Esto es posible gracias al 
contador interno que tiene la mota. El componente LocalTimeMilliC 
proporciona la interface LocalTime, donde se encuentra el comando get. El 
contador se resetea al arrancar la mota o después de entrar en el modo de 
ahorro de energía.  
 
Para los sistemas que utilizan ACK y retransmisiones, es decir, que no tienen 
una tasa fija de generación de paquetes, se calcula el tiempo como indica el 
diagrama de flujo de la figura A.4.  
 
 
 
 
 
 
 
Transmisor 
iste  i - t       r tr i i  
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                         Fig. A.4 Diagrama de flujo de medición del tiempo 
 
 
 
La parte correspondiente al receptor básicamente es la explicada en los 
sistemas anteriores. 
 
 
 
 
 
 
Recepción del paquete de 
sincronismo 
Configuración de los 
parámetros 
Inicio de la medición: 0t  
¿Último 
ACK? 
Sí 
Fin de la medición 1t  
Envío del tiempo en un 
paquete t= 1t - 0t  
Recepción de un ACK 
No 
Envío de un paquete 
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A.5.2.2    Sistema Transmisor-Nodo_intermedio-Receptor  con ACK  
 
 
Tanto el transmisor, como el nodo intermedio y el receptor realizan los mismos 
pasos que los descritos en el sistema transmisor-nodo_intermedio-receptor del 
primer escenario y los pasos del tiempo transcurrido y del ACK del sistema 
anterior. 
 
A.5.3  TERCER ESCENARIO 
 
 
 A.5.3.1    Sistema Transmisor-Nodos_intermedios-Receptor  con ACK  
 
 
El transmisor y el receptor efectúan los mismos pasos que los descritos en el 
sistema transmisor-receptor con ACK del segundo escenario.  
 
En este escenario el nodo intermedio realiza los pasos pertenecientes a la 
programación en nesC que los descritos en el sistema transmisor-
nodo_intermedio-receptor del primer escenario.  
 
Aunque sea una parte de código en C cabe destacar la asignación de los 
valores de back-off para retransmitir que se incluye en los nodos intermedios.  
 
Asignar valores de back-off para retransmitir 
 
if((rssi-45)>=(-60)) 
     valor_timer=40; 
 else if(((rssi-45)<(-65))&&((rssi-45)>=(-70))) 
  valor_timer=80; 
 else if(((rssi-45)<(-70))&&((rssi-45)>=(-74))) 
  valor_timer=120; 
 else if(((rssi-45)<(-74))&&((rssi-45)>=(-78))) 
  valor_timer=160; 
 else if(((rssi-45)<(-78))&&((rssi-45)>=(-82))) 
  valor_timer=200; 
 else if(((rssi-45)<(-82))&&((rssi-45)>=(-86))) 
  valor_timer=240; 
   
else 
  valor_timer=280; 
 
Dependiendo de la RSSI que se recibe en el nodo intermedio, se establecen 
valores de back-off distintos, como se muestra en el código. El nodo que tenga 
una mayor RSSI será el que tenga un valor de back-off más  corto, para que en 
el caso de necesitar retransmisiones previsiblemente haga que llegue con éxito 
al destino. Como en el caso anterior, el valor de RSSI recibido se le tiene que 
restar un offset de -45 tal como se indica en el datasheet del CC2420 [14]. 
 
Sistema Transmisor-Nodo_intermedio-Receptor  con ACK  
iste a Trans isor- odos_inter edios- eceptor  con  
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Comprobación previa para cada retransmisión 
 
Podría darse la situación de que un nodo intermedio reciba los paquetes de 
datos del transmisor pero que no le lleguen los ACKs del receptor o al 
contrario, que le lleguen los paquetes de datos del transmisor pero no los ACKs 
del receptor. En el caso de que no reciba nada, lo que se conoce como un 
nodo oculto, lógicamente no realizará ninguna operación.  
 
En cada nodo intermedio antes del envío de un paquete, se comprueba que el 
contador del paquete a enviar sea igual al valor del último ACK recibido + 1. De 
esta forma se produce un ahorro de energía al evitar hacer retransmisiones 
innecesarias. 
 
Por ejemplo, si el nodo intermedio después del tiempo de espera no le llega el 
ACK de la confirmación del paquete, antes de retransmitir el paquete que él 
tiene, hará la comprobación correspondiente. A continuación, se muestran tres 
ejemplos de situaciones distintas que pueden darse entre el valor del último 
ACK recibido y el identificador del paquete a enviar y que vienen a justificar el 
criterio establecido anteriormente. 
 
 
• Si el valor del paquete de datos que tiene guardado y que quiere 
retransmitir es de 3 y el último ACK recibido tiene un valor de 2, lo podrá 
retransmitir, ya que se cumple que es el último ACK recibido + 1.  
 
• Como en el caso anterior, pero si ahora el último valor recibido de ACK 
fuera 4, significa que al nodo intermedio no le han llegado correctamente 
los paquetes de datos 4 y 5 del transmisor, y por lo tanto, no lo podrá 
retransmitir.  
 
• Un nodo intermedio que tenga un flujo de comunicación continuo con el 
receptor, tendrá una mayor probabilidad de que el paquete de datos 
enviado llegue con éxito al receptor. De esta manera, si un nodo 
intermedio tiene un paquete de datos con un identificador 7, pero el 
último ACK recibido es de 1, significa que el enlace de ese nodo 
intermedio-receptor se ve afectado por interferencias o puede ser que el 
nodo intermedio esté situado a una distancia fuera del alcance del 
sistema y por lo tanto, no será retransmitido. 
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Anexo B: Capa de acceso al medio (MAC) 
 
B.1 Estructura Supertrama 
 
 
Como se muestra en la figura B.1, Una supertrama estará limitada por la 
transmisión de beacons en intervalos definidos y puede tener una porción 
activa y una porción inactiva.  
 
 
 
 
 
 
 
 
Período de acceso por  
contención 
 
 
Período libre de contención 
 
Período inactivo 
 
 
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15  
 
 
 
 
Fig. B.1 Estructura supertrama 
 
 
La porción activa se divide en 16 ranuras de tiempo, independientes a la 
duración de cada supertrama y se compone de tres porciones:  
 
• Un beacon. 
• El CAP (Período de Acceso por Contención). 
• El CFP (Período Libre de Contención).  
 
El Beacon es transmitido por el coordinador de la red. Contiene información de 
la red, la estructura de la supertrama y la notificación de datos pendientes.  
 
Para todas las transmisiones dentro del CAP se utilizará el mecanismo CSMA-
CA ranurado y en ese período serán transmitidos todos los comandos de la 
MAC.  
 
El CFP estará compuesto por todas las GTSs (Ranuras de Tiempo 
Garantizado) asignadas por el coordinador de la PAN y ninguna transmisión 
dentro de ese período utilizará el mecanismo CSMA-CA para acceder al canal. 
Esta reservado para dispositivos que requieran un ancho de banda 
garantizado.  
Beacon Beacon GTS GTS GTS 
Beacon de red Período de 
contención 
Ranuras de tiempo 
garantizado 
Período 
inactivo 
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Durante el período inactivo un dispositivo puede pasar a un estado de bajo 
consumo de energía. Tanto el beacon, como los ACK serán transmitidos sin el 
uso de CSMA-CA. 
 
B.2 CSMA/CA 
 
El algoritmo CSMA/CA (Acceso múltiple por detección de portadora/con 
anulación de colisiones) es el mecanismo utilizado por el estándar IEEE 
802.15.4 para evitar que al transmitir datos se produzcan colisiones. Para ello, 
cada equipo indica su intención de transmitir antes de hacerlo.  
 
Hay dos mecanismos diferentes de CSMA/CA, con versión ranurada y sin 
versión ranurada.  
 
Para cada intento de transmisión cada dispositivo mantiene 3 variables: NB, 
CW y BE.  
 
NB es el número de veces que el algoritmo CSMA/CA requirió el back-off al 
intentar la transmisión. Este valor se iniciará a cero antes de cada nuevo 
intento de transmisión. 
 
CW es la longitud de la ventana de contención, definiendo el número de 
períodos de back-off que se necesitan para liberar la actividad del canal, antes 
de que la transmisión pueda comenzar. Este valor se inicializa a dos antes de 
cada intento de transmisión y reseteado a dos cada vez que el canal se 
encuentra ocupado. La variable CW sólo se utiliza para ranuras CSMA/CA. 
 
BE es el back-off exponente, que se relaciona con la cantidad de períodos de 
back-off que un dispositivo deberá esperar antes de intentar evaluar un canal.  
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B.2.1 Ranurado 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. B.2 Mecanismo CSMA/CA ranurado 
 
 
Cuando se utilizan ranuras CSMA/CA, primero se inicia NB, CW y BE y luego 
se localiza la frontera del próximo período de back-off. 
La subcapa MAC se demora por un número aleatorio de un período de back-off 
completo, en el rango de 0 a 12 −BE  y, a continuación, pide que la capa física 
realice una detección de canal libre (CCA), para saber si el canal está 
desocupado. La detección de canal libre se pondrá en marcha en un límite de 
un período de back-off. 
Si el canal se evalúa como ocupado, se incrementará tanto NB y BE en uno, 
garantizando que BE no será superior a macMaxBE. También se deberá 
N N 
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resetear CW a dos. Si el valor de NB es inferior o igual a macMaxCSMABack-
offs2, el algoritmo CSMA/CA volverá al paso donde se demora por un número 
aleatorio de un período de back-off completo, en el rango de 0 a 12 −BE . Si el 
valor de NB es superior a macMaxCSMABack-offs, el algoritmo CSMA/CA 
deberá terminar con un estado del acceso al canal de error. 
 
Si el canal se evalúa como inactivo, se deberá garantizar que la ventana de 
contención ha expirado, antes de comenzar la transmisión. Para ello, en primer 
lugar se decrementará en uno CW y luego determinará si es igual a cero. Si no 
es igual a cero, el algoritmo CSMA/CA volverá al paso en el que se pide que la 
PHY realice una CCA. Si es igual a cero, comenzará la transmisión de la trama, 
en la frontera del próximo período de back-off. 
 
 
Para ahorrar energía, el estándar ofrece un modo de prolongación de la vida 
útil de la batería (modo BLE). Una vez que se active, la  cuenta atrás del back-
off y el acceso al canal se llevará a cabo durante los primeros 6 períodos de 
back-off. Si un dispositivo adquiere el canal durante este período podrá 
transmitir una trama. De lo contrario, los otros dispositivos que no puedan 
obtener el canal durante los 6 períodos de back-off, van al modo inactivo para 
ahorrar energía. Utilizando el modo BLE, IEEE 802.15.4 ahorra grandes 
cantidades de energía.  
 
 
Con el subcampo BLE puesto a cero, el algoritmo se asegurará de que, 
después del back-off aleatorio, el resto de operaciones CSMA/CA puedan 
llevarse a cabo y que toda la transacción se podrá transmitir antes del final del 
CAP. Si el número de períodos de back-off es mayor que el resto de los 
períodos de back-off en el CAP, se deberá detener la cuenta regresiva del 
back-off en el final del CAP y reanudarla al comienzo del CAP en la próxima 
supertrama. Si el número de períodos de back-off es inferior o igual al resto de 
los períodos de back-off en el CAP, la subcapa MAC debe aplicar su retraso de 
back-off y, a continuación, evaluar si puede continuar. Se procederá si el resto 
de pasos del algoritmo CSMA/CA (por ejemplo, dos análisis CCA), la trama de 
transmisión, así como cualquier reconocimiento, pueda completarse antes de 
finalizar el CAP. Si se puede proceder, se deberá solicitar que la PHY realice 
una CCA en la actual supertrama. Si no se puede proceder, deberá esperar 
hasta el comienzo del CAP en la próxima supertrama y aplicar un nuevo retraso 
de back-off al azar, antes de evaluar si puede proceder de nuevo. 
 
 
 
 
 
                                            
2
 macMaxCSMABack-offs: El número máximo de back-offs que el algoritmo CSMA/CA intentará antes de la 
declaración de fracaso de acceso de canal. Tiene un rango de 0-5 y un valor por defecto de 4. 
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B.2.2 No ranurado 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. B.3 Mecanismo CSMA/CA no ranurado 
 
 
Primero se inicia NB y BE. Seguidamente, se demora por un número aleatorio 
de un período de back-off completo, en el rango de 0 a 12 −BE  y, a 
continuación, pide que la PHY realice una CCA, que en este caso se pondrá en 
marcha inmediatamente. 
 
Si el canal se evalúa como ocupado, los valores NB y BE se incrementan en 
uno, garantizando que BE no será superior a macMaxBE. Si el valor de NB es 
N 
Demora por un número aleatorio de 
un período de back-off  ( 12 −BE ) 
Realizar un CCA  
¿Canal 
inactivo? 
NB=NB+1, 
BE=min(BE+1, aMaxBE) 
CSMA no ranurado 
NB=0, BE=macMinBE 
¿NB> 
macMaxCSMA
back-offs? 
Error Éxito 
Y 
Y 
N 
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inferior o igual a macMaxCSMABack-offs, el algoritmo CSMA/CA volverá al 
paso donde se demora por un número aleatorio de un período de back-off 
completo, en el rango de 0 a 12 −BE . Si el valor de NB es superior a 
macMaxCSMABack-offs, el algoritmo CSMA/CA deberá terminar con un estado 
del acceso al canal de error. 
 
Si el canal se evalúa como inactivo, se iniciará la transmisión de la trama de 
inmediato. 
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Anexo C: Características adicionales de TinyOS 
 
C.1 MIG  
TinyOS ofrece la herramienta MIG (Message Interface Generator) para 
procesar los mensajes de tinyOS en un ordenador, mediante la conexión USB 
de la mota al PC. MIG genera una clase java definida por el usuario en el 
makefile. Se basa en la infraestructura net.tinyos.message y define una serie 
de métodos para acceder a cada uno de los campo de la estructura.   
Para más información sobre su funcionamiento visitar [11].  
 
C.2 MoteIF  
MoteIF es una clase java que proporciona una aplicación java a nivel de 
interfaz para la recepción y envío de mensajes a una mota, a través del puerto 
serie, conexión TCP o en otros medios de conexión. Se utiliza para escribir 
programas java que se conectan a un puerto serie para comunicarse con una 
mota base.  
El modo por defecto para utilizar MoteIF es crear una instancia de esta clase y 
luego registrar uno o más objetos MessageListener, que se invocan cuando 
llegan los mensajes. Para enviar mensajes a través de una estación base se 
utiliza MoteIF.send().  
Para obtener más información ver [10]. 
 
C.3 Trama 802.15.4 
TinyOS tiene dos  formatos de trama 802.15.4. El primer formato, T-Trama 
(Trama TinyOS), es para redes de TinyOS que no comparten su canal con 
otras arquitecturas de redes inalámbricas. Este formato de trama asume que 
TinyOS puede usar cada bit del paquete y no tiene que declarar que esto es un 
paquete TinyOS.  
 
 
 
Fig. C.1 Formato T-Trama 
AM type es un campo de un solo byte que indica que tipo de mensaje activo 
contiene el área de payload.  
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El segundo formato, I-Trama (Trama Interoperable), es para las redes de 
TinyOS que comparten su canal con redes 6lowpan3. 6lowpan reserva una 
serie de códigos para el primer byte del área de payload, para paquetes non-
6lowpan. Con el fin de interoperar con redes 6lowpan, TinyOS I-Tramas lo 
especifican como un campo.  
 
 
 
Fig. C.2 Formato I-Trama 
 
AM type es el mismo que en una T-Trama. El AM type 6lowpan es reservado, 
por lo que un programa tinyOS no debe usarlo. 6lowpan sirve para identificar 
que se trata de un paquete de tinyOS. Para informar a 6lowpan que no se trata 
de un paquete 6lowpan, el código debe ser utilizado en el rango de 192-55. 
 
C.4 Plataformas  
 
En tinyOS 2.0, una plataforma es una colección de Chips que se conectan 
juntamente con otros códigos. Las plataformas existentes se encuentran en el 
subdirectorio tos/platforms. Por ejemplo, el  chip radio de la plataforma mica2 
es el CC1000 y su microcontrolador el ATmega128, mientras que el chip radio 
de la plataforma micaZ es el CC2420 y su microcontrolador el ATmega128, y 
en las plataformas Teloi, el chip radio es el CC2420 y su microcontrolador  el 
MSP430. El código del chip existente se encuentra en tos/chips. Un directorio 
de una plataforma, generalmente tiene un archivo .platform que cuenta con 
opciones de pasar al compilador nesC, descrito en el punto 1.5.1. Por ejemplo, 
el archivo .platform de mica2, indica a ncc (compilador nesC para TinyOS) 
cómo tener acceso a los directorios chips/cc1000 y chips/atm128, así como a 
utilizar avr-gcc para compilar una mota. La plataforma de trabajo en este 
proyecto es la telosb, donde el archivo .platform indica a ncc cómo acceder a 
los directorios chips/cc2420 y chips/msp430 y utilizar el msp430-gcc para su 
compilación.   
El chip CC2420 por defecto utiliza el modo IEEE 802.15.4 sin beacons, con el 
mecanismo de acceso al medio CSMA/CA no ranurado, visto en el punto B.2.2 
del anexo B.  
 
Los consumos de corriente de la mota se detallan a continuación.  
 
 
 
 
                                            
3
 6lowpan: acrónimo de Ipv6 over Low Personal Area Networks, que busca transmitir Ipv6 en redes de baja potencia. 
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Tabla C.1. Tabla de consumo de corriente para las posibles potencias de 
transmisión. Ver [14]. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Tabla C.2. Tabla de consumo de corriente en recepción. Ver [13]. 
 
 
Current draw 23mA Receive mode 
 
Para más información acerca del funcionamiento del chip o de sus 
características, consultar [14].  
 
 
 
 
                                            Fig. C.3 Chip CC2420 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
PA_LEVEL 
 
Output Power 
[dBm] 
 
Current 
Consumption 
[mA] 
 
31 0 17,4 
27 -1 16,5 
23 -3 15,2 
19 -5 13,9 
15 -7 12,5 
11 -10 11,2 
7 -15 9,9 
3 -25 8,5 
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