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Abstract
In this paper,we consider an alternating direction algorithm for the solution of semideﬁnite programmingproblems
(SDP). The main idea of our algorithm is that we reformulate the complementary conditions in the primal–dual
optimality conditions as a projection equation. By using this reformulation, we only need to make one projection
and solve a linear system of equation with reduced dimension in each iterate. We prove that the generated sequence
converges to the solution of the SDP under weak conditions.
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1. Introduction
The semideﬁnite programming problem (SDP) has the standard form
min CQX,
s.t. AiQX = bi, i = 1, 2, . . . , m,
X0
(1)
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and its associated dual problem is
max bTy,
s.t.
m∑
i=1
yiAi + Z=C,
Z0,
(2)
where C ∈ Sn, Ai ∈ Sn, i=1, 2, . . ., m, b = (b1, b2, . . . , bm)T ∈ Rm are given data, X ∈ Sn+,
(y, Z) ∈ Rm ×Sn+ are the primal and dual variables, respectively. Here, we useSn to denote the set of
all n × n symmetric matrices and Sn+ the set of all n × n symmetric positive semideﬁnite matrices. By
GQH we denote the trace of GTH .
Under a suitable constraint qualiﬁcation, the SDP is equivalent to its optimality conditions:
C −
m∑
i=1
yiAi − Z = 0,
AiQX = bi, i = 1, 2, . . . , m,
X0, Z0, XQZ = 0. (3)
Motivated by the groundbreaking work of Nesterov andNemirovskii [17], several authors suggest solving
the optimality conditions (3) by (primal–dual) interior point methods, see [1,2,11,13,14,16,18,20,23] and
references therein. These interior point methods typically consider the following perturbation of the
optimality conditions (3), usually called central path conditions:
C −
m∑
i=1
yiAi − Z = 0,
AiQX = bi, i = 1, 2, . . . , m,
X  0, Z  0, XZ = I , (4)
where > 0 is a parameter. Typical interior point methods now applying Newton-type method to (a
symmetrized version) equations within the central path conditions, dealing with the X  0 and Z  0
explicitly by a suitable line search.
Recently, motivated by the smoothing-type methods for line programming and complementarity prob-
lems, Kanzow and Nagel proposed a new Newton-type method for solving SDP [12]. The main idea
of their method is that they reformulate the optimality conditions or central path condition as a non-
linear equation. This reformulation system does not contain any explicitly inequality constraints like
X0, Z0 or X  0, Z  0, and Newton’s methods applied to this system automatically generates
symmetric search direction without any further transformations (unlike interior point methods).
Under certain assumptions, both interior methods and smoothing methods are globally convergent
in the sense that every limit point of the generated sequence is a solution of optimality conditions (3).
However, to obtain the global convergence, bothmethods requirematricesAi, i=1, 2, . . . , m, are linearly
independence. Moreover, with the exception of the infeasible-interior point methods [13,18,22], both
methods need a feasible starting point.
The method to be discussed here is motivated by alternating direction methods (see [3–5,9,10,21],
for example) for variational inequality problems. It is also based on the optimality conditions (3), the
main difference from interior point and smoothing methods is that we reformulate the complementarity
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condition as a projection equation (see [7,8] for example). Based on this reformulation, we only need
to solve a linear system with reduced dimension and make one projection at each iterate. The iterate
sequence is obtained without any line search. Moreover, we prove that the generated sequence converges
to a solution of optimality conditions (3), which is stronger than the corresponding results for interior
point and smoothing-type methods.
The rest of this paper is organized as follows: In Section 2, we give some preliminaries and develop
our algorithm. In Section 3, we analyze the convergence properties of the algorithm. We conclude the
paper with some ﬁnal remarks in Section 4.
Notation: IfA is ap×q matrix, then vecA denotes a pq vector made of column ofA stacked one by one.
If v is a pq vector, thenMat v is a p×q matrix whose ith column is made of the entries at (i−1)p through
ip in v. For matrix X, ‖X‖ denotes the Frobenius norm, i.e., ‖X‖ = (XQX)1/2 = (∑ni=1∑nj=1 X2ij )1/2.
The inner product and norm onSn × Rm is deﬁned by (see [6] for example)
〈u1, u2〉 .= uT1u2 = X1QX2 + yT1 y2 = (vecX1)T(vecX2) + yT1 y2, (5)
‖u‖ = 〈u, u〉1/2 = (XQX + yTy)1/2 = (‖vecX‖2 + ‖y‖2)1/2 (6)
for every
u =
(
X
y
)
, u1 =
(
X1
y1
)
, u =
(
X1
y1
)
∈ Sn × Rm.
For simplicity, we write
(
X
y
)
as (X, y). I represents the identity matrix with a consistent dimension and
0n denotes the zero vector with dimension n.
2. The algorithm
The aim of this section is to give the reformulation and propose the alternating direction method for
solving SDP. The following lemma is given by Alizadeh [1].
Lemma 1. Let A ∈ Sn+, B ∈ Sn+, then AQB = 0 if and only if AB = 0.
Let PSn+(Q) denote the orthogonal projection onSn+, an important property [15] of this projection is:
Lemma 2. For any U,V ∈ Sn,W ∈ Sn+, we have
〈V − PSn+(V ), PSn+(V ) − W 〉0, (7)
‖PSn+(U) − PSn+(V )‖‖U − V ‖. (8)
According to Theorem 2.1 in [19], we know that X ∈ Sn+, Z ∈ Sn+, XZ = 0 if and only if Z =
PSn+(Z − X), thus by the deﬁnition of vec, we can rewrite (3) as
() = (X, y, Z) =
(
vecC − ATy − vecZ
A vecX − b
Z − PSn+(Z − X)
)
= 0, (9)
where AT = (vecA1, vecA2, . . . , vecAm).
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From Eq. (9) we can see that for a given element (X, y) ∈ Rn×n×Rm, if we update Z byZ=PSn+(C−∑m
i=1 yiAi −X), then as long as C −
∑m
i=1 yiAi −Z=0 and A vecX−b=0, we know that (X, y, Z) is
a solution of (3). Hence, our main work is how to ﬁnd (Xk+1, yk+1) for the current(Xk, yk, Zk), which
can be done by the following alternating direction method.
Algorithm 1 (Alternating direction algorithm for SDP).
Step 0: Choose (X0, y0, Z0) ∈ Sn+ × Rm ×Sn+ with Z0=PSn+(C −
∑m
i=1 y0i Ai − X0),  ∈ (0, 2),
ε > 0, k := 0.
Step 1: If ‖C −∑mi=1 yki Ai − Zk‖2 + ‖A vecXk − b‖2ε, stop. Else, go to Step 2.
Step 2: Compute dk = (dkX, dky ) ∈ Rn
2 × Rm by solving the following linear equation(
In2 −AT
A Im
)(
dkX
dky
)
= −
(
vecC − ATyk − vecZk
A vecXk − b
)
. (10)
Set vecXk+1 = vecXk + dkX,Xk+1 =Mat vecXk+1, yk+1 = yk + dky , Zk+1 =PSn+(C −
∑m
i=1 y
k+1
i Ai −
Xk+1), k = k + 1, go to Step 1.
3. Global convergence
In this section, we discuss the global convergence property of our algorithm. Let  be the solution set
of (3) and assume  is nonempty, we ﬁrst give some lemmas.
Lemma 3. Let (Xk, yk) ∈ Sn+×Rm,Zk =PSn+(C−
∑m
i=1 yiAi −X). Then for any=(X, y, Z) ∈
, we have(
vec(Xk − X)
yk − y
)T (
In2 A
T
−A Im
)(
vecC − ATyk − vecZk
A vecXk − b
)

∥∥∥∥∥C −
m∑
i=1
yki Ai − Zk
∥∥∥∥∥
2
+ ‖A vecXk − b‖2.
Proof. Since  ∈ , we know that  satisﬁes Eq. (3), hence
Z 0, X 0, XZ = 0,
and therefore
〈(Zk − Z, 0m), (X, y)〉0. (11)
On the other hand, choose V = C −∑mi=1 yki Ai − Xk and W = Z in (7), we get〈
Z − Zk,Xk − C +
m∑
i=1
yki Ai + Zk
〉
0,
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and therefore〈
(Z − Zk, 0m),
(
Xk − C +
m∑
i=1
yki Ai + Zk, yk − A vecXk + b
)〉
0. (12)
Adding (11) to (12) and let Xk − X − C +∑mi=1 yki Ai + Zk = X+, yk − y − A vecXk + b = y+, we
obtain that
〈(Z − Zk, 0m), (X+, y+)〉0. (13)
Since  ∈ , we can rewrite (13) as
〈(
C −
m∑
i=1
yi Ai − Zk,A vecX − b
)
, (X+, y+)
〉
0.
Using (5) and rearranging the above inequality, we get
⎛
⎜⎝X
k − X −
(
C −
m∑
i=1
yki Ai − Zk
)
yk − y − (A vecXk − b)
⎞
⎟⎠
T⎛
⎝ m∑
i=1
Ai(y
k
i − y) +
(
C −
m∑
i=1
yki Ai − Zk
)
A vec(X − Xk) + (A vecXk − b)
⎞
⎠ 0,
that is,
⎛
⎝vec
(
Xk − X −
(
C −
m∑
i=1
yki Ai − Zk
))
yk − y − (A vecXk − b)
⎞
⎠
T
⎡
⎣(0n2×n2 AT−A 0m
)(
vec(Xk − X)
yk − y
)
+
⎛
⎝vec
(
C −
m∑
i=1
yki Ai − Zk
)
A vecXk − b
⎞
⎠
⎤
⎦ 0.
Rearranging the above inequality, we get the desired conclusion, this completes the proof. 
The next result accounts for the terminate rule used in Step 1 and it can be easily obtained from
Lemma 2.
Lemma 4. Let k = (Xk, yk, Zk) be generated by Algorithm 1. Then we have
‖(k)‖22
⎛
⎝
∥∥∥∥∥C −
m∑
i=1
yki Ai − Zk
∥∥∥∥∥
2
+ ‖A vecXk − b‖2
⎞
⎠
.
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Lemma 5. Let {k} be generated by Algorithm 1. Then for any  ∈ , we have∥∥∥∥
(
In2 −AT
A Im
)(
vec(Xk+1 − X)
yk+1 − y
)∥∥∥∥
2

∥∥∥∥
(
In2 −AT
A Im
)(
vec(Xk − X)
yk − y
)∥∥∥∥
2
− (2 − )
⎛
⎝
∥∥∥∥∥C −
m∑
i=1
yki Ai − Zk
∥∥∥∥∥
2
+ ‖A vecXk − b‖2
⎞
⎠
.
Proof. By Step 2, we have(
In2 −AT
A Im
)(
vecXk+1
yk+1
)
=
(
In2 −AT
A Im
)(
vecXk
yk
)
− 
(
vecC − ATyk − vecZk
A vecXk − b
)
.
Adding(
In2 −AT
A Im
)(−vecX
−y
)
from both sides in the above equality, we have(
In2 −AT
A Im
)(
vec(Xk+1 − X)
yk+1 − y
)
=
(
In2 −AT
A Im
)(
vec(Xk − X)
yk − y
)
− 
(
vecC − ATyk − vecZk
A vecXk − b
)
.
Hence, by means of Lemma 3, we obtain∥∥∥∥
(
In2 −AT
A Im
)(
vec(Xk+1 − X)
yk+1 − y
)∥∥∥∥
2
=
∥∥∥∥
(
In2 −AT
A Im
)(
vec(Xk − X)
yk − y
)
− 
(
vecC − ATyk − vecZk
A vecXk − b
)∥∥∥∥
2
=
∥∥∥∥
(
In2 −AT
A Im
)(
vec(Xk − X)
yk − y
)∥∥∥∥
2
+ 2
∥∥∥∥
(
vecC − ATyk − vecZk
A vecXk − b
)∥∥∥∥
2
− 2
(
vec(Xk − X)
vec yk − y
)T (
In2 A
T
−A Im
)(
vecC − ATyk − vecZk
A vecXk − b
)

∥∥∥∥
(
In2 −AT
A Im
)(
vec(Xk − X)
yk − y
)∥∥∥∥
2
− (2 − )
⎛
⎝‖A vecXk − b‖2 +
∥∥∥∥∥C −
m∑
i=1
yki Ai − Zk
∥∥∥∥∥
2
⎞
⎠
.
This completes the proof. 
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From Lemmas 4 and 5, it is easy to obtain the following result.
Lemma 6. Let {k} be generated by Algorithm 1. Then we have
lim
k→∞
[∥∥∥A vecXk − b∥∥∥2+
∥∥∥∥∥C −
m∑
i=1
yki Ai − Zk
∥∥∥∥∥
2
= 0
and
lim
k→∞ (
k) = 0.
Now we give the main convergence result of Algorithm 1.
Theorem 1. Suppose that {k} is generated by Algorithm 1. Then the whole sequence {k} converges to
a solution of (3).
Proof. Suppose that = (X, y, Z) is a solution of (3), since∥∥∥∥
(
In2 −AT
A Im
)(
vec(Xk − X)
yk − y
)∥∥∥∥
2
=
∥∥∥∥
(
vec(Xk − X)
yk − y
)
+
(
0n2×n2 −AT
A 0m
)(
vec(Xk − X)
yk − y
)∥∥∥∥
2
=
∥∥∥∥
(
vec(Xk − X)
yk − y
)∥∥∥∥
2
+
∥∥∥∥
(
0n2×n2 −AT
A 0m
)(
vec(Xk − X)
yk − y
)∥∥∥∥
2
.
Hence from Lemma 5, we have∥∥∥∥
(
vec(Xk − X)
yk − y
)∥∥∥∥
2

∥∥∥∥
(
In2 −AT
A Im
)(
vec(Xk − X)
yk − y
)∥∥∥∥
2

∥∥∥∥
(
In2 −AT
A Im
)(
vec(X0 − X)
y0 − y
)∥∥∥∥
2
. (14)
Hence the sequence {(Xk, yk)} is bounded, on the other hand, by the deﬁnition ofZk and continuity of the
projection operator, it follows thatZk is bounded, as a result, {(Xk, yk, Zk)} has at least one accumulation
point.
Let (X, y, Z) be an accumulation of {(Xk, yk, Zk)} and {(Xki, yki, Zki)} converges to (X, y, Z).
From Lemmas 4 and 6, we have
(X, y, Z) = lim
i→∞ (X
ki, yki, Zki) = 0.
Hence, (X, y, Z) is a solution of (3).
Substituting (X, y) in (14), by (X, y) we have∥∥∥∥
(
vec(Xk − X)
yk − y
)∥∥∥∥
2

∥∥∥∥
(
In2 −AT
A Im
)(
vec(Xk − X)
yk − y
)∥∥∥∥
2
. (15)
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Since {(Xki, yki)} is a subsequence of {(Xk, yk)}, the limitation of sequence{∥∥∥∥
(
In2 −AT
A Im
)(
vec(Xk − X)
yk − y
)∥∥∥∥
}
exists, therefore
lim
k→∞
∥∥∥∥
(
In2 −AT
A Im
)(
vec(Xk − X)
yk − y
)∥∥∥∥= 0.
It follows from (15) that
lim
k→∞ (X
k, yk) = (X, y).
Again by the deﬁnition of Zk and continuity of the projection operator, we have
lim
k→∞ Z
k = Z.
Hence
lim
k→∞ (X
k, yk, Zk) = (X, y, Z).
This completes the proof. 
4. Conclusion
In this paper, we extend the alternating direction algorithm for variational inequalities to solve the
solution of semideﬁnite programming problems (SDP). The advantage of this method over interior point
and smoothing methods is that it has stronger convergence result than that of interior point and smoothing
methods. How to improve the method and obtain local convergence rate and numerical tests deserves
further considering.
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