Abstract-An automatically switched optical network (ASON) can be used as the transport layer of generalized multiprotocol label switching (GMPLS) networks. The design of an ASON involves determining the number of optical cross-connects (OXC) in the network, the required number of ports per OXC, and the interconnection topology of the OXCs. Given the number of ports per OXC, we present a linear algorithm to find the number of OXCs and to identify a cost-effective topology. We then develop a scheme that can be used to perform waveband grooming for several different topologies of an ASON that uses single-layer multigranular OXCs. We identify the bottlenecks and investigate the effect of traffic grooming schemes in the design of an ASON as a function of the peak access rate per customer. We evaluate the topologies and architectures for a national trunk network.
traditional telecommunication networks, the design problem of an ASON should include the wavelength continuity constraint [5] . In solving the problem, some researchers [6] , [7] start with a fixed number of OXCs and determine the interconnection topology. This problem is NP-hard and needs heuristic algorithms. In [6] and [7] , the problem is solved by using the concepts of the traditional telecommunication design algorithms such as the Saturated Cut Algorithm [8] and MENTOR [9] , and modifying them to include the wavelength continuity constraint. Other researchers [10] tackle an even harder problem in which the number of ports per OXC is given and the number of OXCs and interconnection topology are found. In [10] , a stochastic optimization approach is used, which is computationally complex. It is assumed in [10] that the node (OXC) degree is equal to the number of ports per OXC. In other words, it is assumed that each OXC is capable of reconfiguring links. However, the effects of aggregating the lightpaths into wavebands, fibers or links are not considered.
We simplify the problem of finding the number of OXCs and the network topology by starting with symmetric topologies. We find analytically tractable solutions for symmetric topologies and hence reduce the computational cost. This enables us to find the number of nodes (OXCs) and the topology of the optical network through a linear algorithm. The topology is then optimized using the geographical distribution of the customers to remove the symmetry requirement. We also investigate the effect of traffic aggregation schemes-IP aggregation and waveband grooming-on the topology and the overall network cost.
Traffic grooming at the IP layer, also known as IP aggregation, can be used to reduce the traffic load in the optical layer [11] . In particular, IP routers can be used to aggregate multiple traffic flows onto a single wavelength and hence reduce the overall number of wavelengths used in the network. Harai et al. [12] have devised an algorithm to decrease the overall number of wavelengths of an optical network when one knows the placement of IP routers. In this paper, we place the routers at the edge of the optical network and investigate how this affects the overall network cost.
Traffic grooming can be performed at the optical layer by grouping lightpaths into a waveband and wavebands into a fiber. Ordinary OXCs allow lightpath to be switched as a single entity (i.e., using a single port). Multigranular OXCs (MG-OXCs) are used to switch traffic at multiple levels of granularity, namely, at the fiber, waveband or lightpath levels. In MG-OXCs, each level of granularity (i.e., lightpath, waveband, or fiber) is switched using a single port [13] . Two types of MG-OXC-single-layer MG-OXC [14] and multi-layer MG-OXC [15] [16] [17] -are proposed in the literature. In order to accommodate the traffic in an ASON, the single-layer MG-OXC requires the least number of ports and the multilayer MG-OXC requires fewer ports than the ordinary OXC [13] . Even though the single-layer MG-OXC provides the biggest savings in terms of the number of ports, only preconfigured fibers or bands can be dropped while the remaining bands can pass-through the MG-OXC. Many schemes have been presented to design waveband networks using multilayer MG-OXCs [15] [16] [17] [18] . To the best of our knowledge, no scheme has been published to address how waveband networks can be designed using single-layer MG-OXCs. We provide a scheme for grooming wavebands using single-layer MG-OXCs and investigate the effect of this approach on the overall network cost.
The main contribution of our work is to identify cost-effective topologies, identify bottlenecks and investigate the effect of waveband grooming and IP aggregation on the design of optical networks for a range of access rates to the home. In particular, we investigate how the network cost grows with increasing traffic demand from the customers and what influence this has on the choice of topology. In this paper, we consider the effect of static traffic only and ignore the costs associated with optical impairments such as signal degradation and losses in an MG-OXC. This paper is organized as follows. We define the problem in Section II. We briefly explain the architectures used in an MG-OXC for traffic aggregation and describe the ASON topologies we used in Section III. We then develop mathematical models for the ASON in Section IV. Section V describes how we design and optimize the topology of an ASON using a heuristic algorithm. In Section VI, we evaluate our models and discuss the results. The final section (Section VII) concludes this paper.
II. PROBLEM DEFINITION
In this section, we define our problem based on the model proposed by the ITU [19] and studied by many other researchers [20] , [21] . We use single-layer MG-OXCs in our network. From here onwards, whenever we mention an OXC, we refer to a single-layer MG-OXC [14] . Fig. 1 shows a model of a GMPLS network. In this network, the data from the customers (not shown in Fig. 1 ) is aggregated by LSRs. The LSRs exchange data using optical lightpaths that are configured by the OXCs in the network. We denote each OXC as one node. Some OXCs, such as those numbered and in Fig. 1 , are directly connected to the LSRs. We call these OXCs edge nodes. Some OXCs are not directly connected to any LSR and are used in the network purely to handle pass-through traffic, which is the amount of traffic which goes through an OXC or node whose source or destination is not the OXC. We call these OXCs core nodes (not numbered in Fig. 1 ). Some edge node OXCs, such as , could serve as hubs to send/receive traffic to/from the networks of other carriers. We call these nodes gateway nodes and the traffic associated with these nodes as the external traffic. We call the total traffic from any LSR to any other LSR in our network as the internal traffic.
The OXCs are interconnected using links. The network of OXCs and links is the ASON backbone of the GMPLS network. The capacity of each link is defined as the number of lightpaths carried by the link. Each link can have multiple fibers to accommodate the capacity of the link. The utilization of a lightpath is defined as the ratio of data carried by the lightpath to the maximum amount of data that the lightpath can carry. Similarly, the occupancy of a fiber is defined as the ratio of the number of lightpaths in the fiber to the maximum number of lightpaths that the fiber can carry. A waveband is formed by grouping multiple lightpaths. The size of a waveband is the number of lightpaths grouped into the waveband.
We characterize the ASON using the following elements: the number of OXCs, the number of links, the capacity of links, the average utilization of lightpaths, the average occupancy of fibers, and the network cost. Hence, the design of the ASON involves finding the values of these elements such that the network cost is minimized. We evaluate the cost of the network using the cost model developed by Ferreira [22] . The dominant component of the overall network cost is the cost of OXCs [13] . If we minimize the number of OXCs, then the network cost will also be minimized (to a first order). Hence, we minimize the number of OXCs to approximate the minimization of the network cost.
Given the peak access rate per customer, the number of customers, the geographical distribution of the customers and the constraints on optical components and routers, we present a heuristic algorithm to design the ASON backbone of a GMPLS network. We develop a scheme that can be used to perform waveband grooming in an ASON that uses single-layer MG-OXCs. We identify bottlenecks and investigate the effect of waveband grooming and IP aggregation in the design of an ASON as a function of the peak access rate per customer.
III. NODE ARCHITECTURES AND TOPOLOGIES
In this section, we describe the architectures used for waveband grooming and IP aggregation in an OXC, and illustrate how they affect the required number of ports in an OXC and the number of lightpaths in the network. We then explain the type of topologies considered to connect the OXCs in an ASON.
A. Node Architectures
In order to understand the effect of traffic grooming in a node, let us consider the scenario in which the LSRs connected to edge node have outgoing lightpaths to an LSR connected to edge node in Fig. 1 . The outgoing lightpaths from the LSRs connected to carry data at bit rates of , and . Figs. 2-5 show the different kinds of grooming these lightpaths experience. In these figures, thin arrows represent lightpaths, thick arrows represent wavebands, and shaded areas represent fibers. We consider that one lightpath has a maximum bit rate of , and one fiber carries a maximum of lightpaths. When counting the number of ports of an OXC, we only focus on the input side of the OXC due to the symmetry of the OXC architecture.
In Fig. 2 . If the saving of reduced wavelengths outweighs the cost of extra IP routers, then this scheme is useful in designing an ASON.
In Fig. 4 , the lightpaths are groomed at the optical layer. A multiplexor (MUX) is used to groom the lightpaths into a waveband. In this example, the size of the waveband is . If we use the example values again, then in Fig. 2 , six lightpaths occupy six ports in OXC . In Fig. 4 , they occupy one port in the OXC. If the saving of reduced ports in OXCs outweighs the cost of these extra components such as the MUX and DeMUX, then waveband grooming is of benefit in designing optical networks. We can combine the advantages of central IP aggregation and waveband grooming as shown in Fig. 5 . This will result in higher average utilization of wavelengths and fewer ports used per OXC. 
B. Topologies
We need to select a topology for connecting OXCs or nodes. Analytical calculations can be done easily if the topology is symmetrical. So, we begin by considering symmetric topologies. These topologies are then optimized using the geographical distribution of the customers to find the cost-effective topology.
We considered four symmetric topologies, (a) ring, (b) full mesh, (c) partial mesh, and (d) hierarchy. Fig. 6 shows these topologies. In this figure, connections from only one node are shown for the full mesh and the connections from other nodes are omitted for clarity. One or more of the edge nodes could be gateway nodes in all of these topologies.
The ring has the smallest number of links and experiences a large amount of pass-through traffic per node due to longer lightpaths, and vice versa for the full mesh. Hence, we propose the partial mesh and the hierarchy as a compromise between the ring and the full mesh.
Most network optimization problems look for a partial mesh if the ring is unable to accommodate the traffic load [6] , [7] , [10] . We look at a symmetric form of partial mesh, in which each node is connected to opposite edge nodes in a distributed manner. Each node is connected to nodes which are , , , etc. nodes away from the original node. In Fig. 6(c) , and . The partial mesh has fewer links than the full mesh and less pass-through traffic compared to the ring.
Hierarchical topologies have been used in SONET networks to aggregate traffic from lower rate traffic components into higher rate traffic components [23] , [24] . Future optical networks can use this type of topology to aggregate traffic from access networks to the metro networks and from metro networks to the trunk network [11] , [25] . We propose a symmetric hierarchical topology to be used as the ASON. Our hierarchical topology introduces extra core nodes in the middle to manage the huge amount of pass-through traffic. In this topology, edge nodes connect to a core node and the core nodes are connected with a full mesh. Pass-through traffic in the edge nodes of the hierarchical topology is less than the ring or partial mesh. However, the hierarchical topology uses more nodes to achieve this. 
IV. ASON NETWORK MODELS
We have developed mathematical models of an ASON for the different architectures described in the previous section. Our inputs are the number of customers ( ), the peak access rate per customer ( ), the ratio of average to peak access rate per customer ( ), the maximum data-rate per lightpath ( ), the maximum number of lightpaths in a fiber ( ), the maximum number of input/output ports available in an OXC ( ), and the maximum capacity of an LSR or an IP router ( ). In order to formulate the problem, we make the following assumptions.
1) All OXCs have the same number of ports.
2) Each LSR serves the same number of customers.
3) All traffic flows are symmetric and full-duplex. 4) Traffic is routed between nodes using fixed-shortest path routing. 5) Wavelength converters are not used in the network. The first and fourth assumptions are made in order to make the analytical solution tractable. We design the ASON for a static traffic demand from the customers. We evenly distribute the number of customers among LSRs and hence each LSR serves the same number of customers as mentioned in the second assumption. Most optical networks have two-way traffic between two LSRs at the same time. It is reasonable to assume that the traffic flows in both directions are equal, because the the number of customers served by LSRs are the same. We deal with a network with large traffic volumes. For this reason, we assume each link can have multiple fibers. Multiple fibers eliminate the need for wavelength converters in a network [26] . This is why we do not use wavelength converters as stated in the fifth assumption. Optical impairments such as signal degradation are ignored in the analysis.
The average traffic between any two LSRs is calculated using the Gravity model for Internet traffic [27] [28] [29] . Since each LSR serves the same number of customers, we choose the Gravity model to find the traffic between two population centers represented by two LSRs.
In Fig. 1 , a part of the traffic from the customers could passthrough their respective LSRs and go to the network consisting of OXCs. This traffic includes all traffic from one LSR to any other LSR and is denoted by . Another part is processed locally at LSRs and will not propagate to the OXC network. This traffic is denoted by . If we denote the total traffic by , then . If the number of LSRs is large, one can expect to be much greater than . Hence, . We measure traffic in the trunk network in terms of the number of lightpaths. Total traffic is found using the total number of customers , the peak access rate per customer , the ratio of average access rate to peak access rate per customer , and the maximum data-rate per lightpath as follows:
A factor of 2 is introduced in the above expression because of symmetric full-duplex traffic. This total traffic is shared by the incoming/outgoing traffic from/to the LSRs in the network. If we denote the total number of LSRs in the network as , then the number of LSRs per edge node can be found as (2) where is the number of edge nodes in the network.
A. General Network Model
Since each LSR serves the same number of customers, according to the Gravity model, the traffic between any two LSRs is also the same. This traffic is denoted by . There is an outgoing/incoming traffic from/to each LSR to/from external networks. This traffic is denoted by . If we denote the fraction of total traffic that is internal traffic and external traffic as and , respectively, the total internal traffic and external traffic can be calculated as and , respectively. The internal traffic between the LSRs has lightpaths. Hence
Since the outgoing traffic from each LSR is to external locations, the total external traffic from all LSRs is . Because of the symmetry, the same amount of traffic is received by LSRs from external locations. Therefore, the external traffic is shared by lightpaths. Hence
We find the traffic flows for each node using these traffic quantities. This is shown in Fig. 7 . Since each OXC is identical in terms of the number of ports, this figure applies to any node.
We identify four types of traffic in Fig. 7 . The first type is intranodal traffic per node, which covers the traffic between LSRs connected to the same node. This can be calculated as . The second type is internodal traffic, which arises from the traffic between LSRs connected to different nodes. This traffic is per node. The third type is external traffic per node which can be calculated as . The final type of traffic is the pass-through traffic . We will discuss more about pass-through traffic at the end of this section. We simplify Fig. 7 as in Fig. 8 .
The traffic flows in each node can be classified according to their usage. This is shown in Fig. 9 . As we defined earlier, each node could have a certain amount of pass-through traffic. We allocate ports of the OXC for this traffic. The remaining ports of the OXC, , can be allocated to add/drop traffic, which represents all the traffic in an OXC except the pass-through traffic. Based on the number of ports allocated for these traffic flows, we define the add/drop ratio as add drop ratio (5) where is the total number of ports in an OXC. We can find the total traffic from (1). In order to find all the other quantities, we need to know the number of LSRs , and the number of nodes . We explain how these quantities are found next.
The number of LSRs is found by looking at the traffic processed by one LSR. One LSR sends traffic to other LSRs. It receives the same traffic from other LSRs at the same time. Similarly, one LSR sends traffic to outside locations. It receives the same traffic from outside locations. Hence, the total capacity of one LSR, , is If we substitute the expressions for , from (3), (4) and in the above expression, we obtain (6) Since and are known quantities, we find using (6) . The number of nodes can be found by observing the add/drop traffic quantities in Fig. 8 and the number of add/drop ports specified in Fig. 9 . This gives (7) After substituting the expressions for , and from (2)-(4) in (7) and also noting that , one obtains the following simplified expression: . In this case, it can be seen that is inversely proportional to . We use this concept later in Section V. We find the value of by choosing the smallest nonzero answer from the above expressions, since we want to make the number of nodes or OXCs as small as possible.
We can find and from (1) and (6) . Consequently, if we know , then we can find . There is no straightforward method to find . We explain in Section V how we overcome this problem.
In Figs. 7-9 , we observe that pass-through traffic plays a major role. Pass-through traffic can arise due to internal or external traffic. Calculation of pass-through traffic is affected by two factors -the routing policy and the topology. We use a fixed shortest path routing policy to determine the pass-through traffic, because this policy provides a tractable analytical solution. The expression for pass-through traffic depends on the choice of topology. Since we are considering symmetric topologies, the internal and external pass-through traffic can be calculated analytically.
For the full mesh, internal pass-through traffic is zero since each node has a direct connection with every other node. Results for the other topologies are shown below.
In the expression for the partial mesh, refers to the number of links from each node to the opposite nodes and refers to the node distance between two links (see Fig. 6 ). However, in the expression for the hierarchical topology, refers to the number of edge nodes connected to one core node. Furthermore, the number of core nodes is denoted by for the hierarchical topology.
Ring Since gateway nodes serve as hubs to connect to external networks, gateway nodes experience more pass-through traffic than normal edge nodes. This value of external pass-through traffic depends on the number of gateway nodes being used and where the links are being placed. We assumed that every other node is a gateway node. Because of this assumption, the external traffic on average has shorter lightpaths than the internal traffic. The external pass-through traffic per gateway node and per normal edge node are and zero according to the assumption.
B. IP Network Model
The aggregation of traffic by central IP routers can be performed as illustrated in Fig. 10 [30] .
To understand the role of the two central IP routers, let us refer to the node shown on Fig. 10 as node . We assume that all LSRs connected to node have an outgoing traffic to the ASON. The volume of traffic sent from each LSR is the same and denoted by . Then the central router combines all these traffic flows together into number of lightpaths. The expressions for and are shown later. The reverse processing occurs at the central router for drop traffic. From this figure, we see that the overall number of lightpaths propagating to the ASON can be reduced by using central IP routers, as follows: From these expressions, one can derive (9)- (11) . In these equations, refers to intranodal traffic per node, refers to external traffic from/to a node and denotes traffic from one node to any other node, as follows:
The new traffic quantities change the traffic flows in Fig. 8 as in Fig. 11 . One can also verify that finding the number of nodes or the number of LSRs will be the same as in Section IV-A. The internal pass-through traffic for the IP network model can be obtained by replacing with and the external passthrough traffic for a gateway node will become .
C. Waveband Network Model
Waveband grooming enables us to group multiple wavelengths into bands and, hence, switch these bands in OXCs using single input/output port. This process does not change the calculations in Section IV-A. However, it helps to reduce the number of ports required per node for the pass-through traffic significantly.
We use wavebands with different sizes for traffic between multiple nodes in our topologies. This scheme can be understood by looking at the outgoing traffic from one LSR connected to OXC to LSRs connected to OXCs , and in Fig. 1 . Let us consider that the LSR connected to OXC has an outgoing data at a bit rate of to each LSR connected to , and . Hence, the LSR connected to has outgoing lightpaths to each of the LSRs we consider. We also assume that the shortest path from to is through and the shortest path from to is through and for this particular example. This scenario is shown in Fig. 12(a) .
The lightpaths from the LSR connected to OXC can be groomed as shown in Fig. 12(b) . These wavelengths can be sent as one band with size through OXC . Once the traffic reaches OXC , lightpaths are separated by the DEMUX in OXC to send to the LSR connected to this node. The rest of the traffic travels as one band with size and the scheme continues in this manner. We can see from this example how waveband grooming is performed for the internodal traffic.
The intranodal traffic can be grouped as one waveband since its source and destination is the same for a node. Similarly, the external traffic from/to one node can be treated as one waveband because of common source and destination. However, we may need more than one waveband due to fiber constraints. For example, if we assume that the maximum number of lightpaths in a fiber is , then, in order to send 200 lightpaths, one waveband is enough. If the number of lightpaths is 260, then this has to be sent in two wavebands due to the fiber constraint.
The pass-through traffic values in Section IV-A are the same for the waveband groomed network. However, the lightpaths are groomed using the above procedure to reduce the required number of ports in the OXCs. The number of nodes needed for the total traffic is reduced by reducing the number of ports needed in the OXCs.
D. Hybrid Network Model
Waveband grooming and central IP routers can be used in combination to reduce the number of nodes and increase the average utilization of the ASON.
In our model, we use central IP routers to separate the traffic as discussed in Section IV-B. Then we groom the traffic as discussed in Section IV-C.
V. NETWORK OPTIMIZATION
We showed in Section IV-A that the number of nodes depends on the total traffic , the number of LSRs and the number of add/drop ports in an OXC . Parameters and can be found using (1) and (6) . We noted earlier that there is no straightforward method to find . Therefore, we specify the following problem to find and then . In this problem, we minimize the number of edge nodes (OXCs) to approximate the minimization of the overall network cost.
Given the number of customers ( ), the geographical distribution of customers, the peak access rate per customer ( ), the ratio of average to peak access rate per customer ( ), the maximum bit rate of a lightpath ( ), the maximum number of lightpaths in a fiber ( ), the number of input/output ports available in an OXC ( ), the maximum capacity of any router ( ), and the ratio of internal traffic ( ) In our mathematical models for different architectures in Section IV, we use , , , , and to calculate the total traffic and the number of LSRs . Other parameters are included in the above formulation as constraints.
A. Constraints 1) OXC Port Constraint:
If the number of ports of an OXC is enough to accommodate the traffic in the OXC, then the OXC port constraint is satisfied. If this constraint is satisfied for all OXCs in the ASON, then there is a feasible solution for the specified topology class. If this is not the case, we conclude that a feasible solution does not exist for the topology class.
2) Router Constraint: This capacity constraint on LSRs is used to calculate the number of LSRs, [see (6)]. As for central IP routers, if this capacity is enough to aggregate traffic flows, then we use a single router. If this is not the case, then multiple routers are interconnected as specified in [31] to form a large router that could manage the traffic flow.
3) Wavelength Constraint: In order to satisfy this constraint, the number of lightpaths in each of the links is calculated. Then fibers are allocated accordingly. For example, if we assume and a particular link has 400 lightpaths, then two fibers are needed for that link.
4) Wavelength Continuity Constraint:
When calculating the number of lightpaths, we ensured lightpath continuity. Given the number of lightpaths in a fiber and the lightpaths per link, Li and Simha [32] derived a formula to find the number of wavelengths required for a multiple fiber WDM network in order to ensure wavelength continuity for any wavelength assignment scheme. We make sure that the number of wavelengths in our network is less than the limit set by this formula. Through this approach, we satisfy the wavelength continuity constraint.
B. Heuristic Algorithm
We need to find the number of ports allocated for add/drop traffic in an OXC in order to find the number of nodes . Zhong et al. [34] showed that the add/drop ratio plays a key role in determining the blocking performance of an optical network. Since is directly proportional to the add/drop ratio [see (5)], we can vary to find the optimized topology. Since is inversely proportional to (see Section IV-A), the largest possible would give the smallest possible . We formulated the following heuristic algorithm based on these concepts and the constraints discussed in Section IV-A (in this algorithm, refers to the total ports per OXC and represents the number of pass-through ports per OXC):
Given , , , , , , , and the topology class Find , Initialize Repeat Increment -Determine -Determine the number of nodes using (8) -Determine the add/drop traffic -Determine the pass-through traffic Until add/drop traffic + pass-through traffic Produce -Number of nodes -Average lightpath utilization -Average fiber occupancy -Network Cost.
We first find the total traffic and the number of LSRs as specified in the algorithm. Then we initialize with so that . After that we find the number of nodes, pass-through traffic, and add/drop traffic for the specified topology class. Finally, we check whether the number of ports of an OXC is sufficient to accommodate this traffic, or in other words, we check whether the port constraint is satisfied. If the number of ports of an OXC is sufficient, we calculate the attributes of the feasible topology, such as the number of nodes. If the port constraint is not satisfied, we decrease the value of and repeat the process. If we cannot find a feasible solution for any value of , then we conclude that a solution does not exist for the given customer access rate for the specified topology class. This algorithm is linear in step size changes in for each topology class. We can use this algorithm for different topologies and different architectures to find the relevant results such as the average utilization.
C. Geographical Optimization
Once a feasible topology is found, we then optimize this topology according to geographical constraints. Since each node has the same number of ports, the number of customers served by each node is also the same. Hence, we distribute the total number of customers evenly among the nodes and find the number of customers served by each node. Then, we place the nodes geographically according to the population density of the customers. We know the links between these nodes for a specified topology. We calculate the distances of these links based on the placement of the nodes. Using this distance data, we calculate the cost of the overall network based on the model used by Ferreira [22] . 
VI. EVALUATION
We evaluate the models we discussed in Section IV for a backbone network in a country of the size of Australia. For this reason, the number of customers is chosen to be eight million, which covers both business and residential customers. We use the distance between the major cities in Australia in order to calculate the length of each link in our network using the method described in Section V-C. We consider five peak access rate scenarios: 1 Mb/s, 10 Mb/s, 100 Mb/s, 1 Gb/s, and 10 Gb/s per customer. Without loss of generality, we assume that the average access rate is 10% of the peak access rate. Other average to peak access ratios can easily be considered by scaling the results that we provide. We first consider a traffic mixture of 75% internal traffic to 25% external traffic. Later, we vary this distribution to see what effect this has on the overall conclusions. The values of the other parameters are as follows: [35] , [36] , [35] , [36] , [37] and [38] . We use the algorithm in Section V-B to find the number of nodes and then optimize the network as specified in Section V-C. We compare the performance of different architectures using Fig. 13 . This figure shows overall network cost for the hierarchical topology against access rate. Other topologies also follow a similar trend with increasing traffic demand.
We note in Fig. 13 that the feasible solutions for an access rate of 10 Gb/s use waveband grooming. The reason for this is due to the port constraint in an OXC. If the port constraint cannot be satisfied for any value of , then there is no feasible solution for the given customer access rate. Hence, the number of ports in an OXC is a bottleneck in ASONs for high traffic demands. As we noted earlier, waveband grooming reduces the number of ports needed in OXCs and hence reduces the total number of nodes. For this reason, when waveband grooming is used there is a feasible solution for 10 Gb/s. Hence, waveband grooming is the key to eliminate this bottleneck and for the scalability of optical networks.
Waveband grooming enables fibers to be used more efficiently, particularly for high access rates. This can be seen from Fig. 14, which shows the average fiber occupancy for the hierarchical topology against access rate. At lower access rates, waveband grooming does not have a significant effect on the fiber occupancy. However, as we increase the access rate, we can see that the average fiber occupancy of networks with waveband grooming is higher than the other networks considered.
The waveband network is the cheapest for access rates of 1, 10, and 100 Mb/s (see Fig. 13 ). Waveband grooming reduces the number of nodes needed for the overall network. The reduction in the number of nodes results in a small number of links. Both of these factors contribute to the lower cost of the waveband network. However, as the access rate increases there is a superlinear increase in cost caused by the quadratic increase in the number of lightpaths which occurs due to the increase in LSRs. Hence, the number of lightpaths is another bottleneck in ASONs. IP aggregation does not reduce the overall network cost for lower access rates for the hybrid network since the cost of the IP routers outweighs the savings in reduced lightpaths. However, for 10 Gb/s, the IP aggregation with waveband grooming successfully reduces the overall cost since the savings in lightpaths outweighs the cost of the IP routers.
IP aggregated networks reduce the number of lightpaths by increasing the utilization. This is evident from Fig. 15 , which shows the average lightpath utilization for the hierarchical topology against access rate. The average lightpath utilization is high for lower access rates and decreases for higher access rates. IP aggregated networks have relatively higher utilization than other networks. Hence, IP aggregation has the potential to eliminate the bottleneck of the lightpaths by increasing the average utilization of the overall network.
It can be seen from Fig. 13 that hybrid networks are lower in cost than all other networks considered for high access rates. The overall network cost increase is roughly linear with increasing access rate. Since, the waveband network is the lowest in cost for low access rates and the hybrid network is the lowest for high access rates, we present the performance of different topology classes for these two types of networks in Figs. 16 and 17.
We see from Fig. 16 that the ring and the partial mesh topologies are not feasible for 10 Gb/s when waveband grooming is used alone. Even waveband grooming cannot compensate the huge pass-through traffic at high access rates for the ring or the partial mesh. Hence, the hierarchical topology performs well in this regard. However, when the hybrid network is used, the differences between the topologies diminish and all topologies except the full mesh perform relatively well as seen in Fig. 17 . Since the ring has the least number of links, it becomes the preferred choice for the hybrid network.
Up to now we considered the traffic mixture of 75% internal traffic to 25% external traffic. We stated earlier in this section that we will vary this mixture to see what effect this has on the overall results. We examine this effect in Figs. 18-21 . Figs. 18-20 show the overall network cost, the average lightpath utilization and the average fiber occupancy against the peak access rate per customer for the the hierarchical topology in the hybrid network. Other topology classes and other networks also follow a similar pattern for varying . The average lightpath utilization and the average fiber occupancy are not affected significantly by the variation in . However, we see the network cost slightly decreasing with the decreasing value of . This decrease is not immediately evident with the log scale of overall network in Fig. 18 . So, we present this pattern on a normal scale in Fig. 21 . This figure shows the variation in the cost for varying for all the topologies at 10 Gb/s peak access rate for the hybrid network. When we decrease , the internal traffic decreases and the external traffic increases in the network. The external traffic on average has shorter lightpaths than the internal traffic (see Section IV-A). For this reason, the required fiber cost decreases and hence the overall network cost decreases with the decreasing .
VII. CONCLUSION
We have developed a mathematical model for the design of an ASON backbone of a GMPLS network in this paper. We have also presented a heuristic algorithm to design an ASON and to find the number of nodes using this model. This algorithm is linear in step size changes in add/drop ports.
We identified two bottlenecks in an ASON. The first is the number of ports in an OXC. The number of ports in an OXC is not sufficient for high access rates. The second bottleneck is due to the quadratic increase in the number of lightpaths with increasing traffic demands.
We showed how waveband grooming can be used in topologies to reduce the number of nodes in the network. We believe waveband grooming holds the key for designing scalable networks and to eliminate the bottleneck due to the number of ports in an OXC. Waveband grooming also enables us to design cheap GMPLS networks for lower traffic demands.
We also showed that IP aggregation has the potential to eliminate the bottleneck of the number of lightpaths. The increase in lightpaths causes a super-linear increase in cost for high access rates. This cost increase can be made linear by using IP aggregation along with waveband grooming. However, we expect a sublinear cost increase for increasing traffic demand for optical networks. An issue for further work is to identify where to place IP routers so that we can achieve significant cost reductions for any access rate.
If the ratio of internal traffic to total traffic is decreased, there is a decrease in the cost due to shorter lightpaths. However, a change in this ratio does not affect the average lightpath utilization and the average fiber occupancy significantly.
We identified the hierarchical topology as the preferred choice for the waveband network. However, if we use the hybrid network, the ring topology is the best option due to its simple structure. It would be interesting to see how these topologies would behave under statistically varying traffic. Future work will focus on this issue.
