Abstract
Introduction
Digital information has been growing at a dramatic pace. In November 2016, 47% of the world's population (about 3.49 billion) are active Internet users who access and simultaneously generate the digital data on the Internet [1] . Text is the dominant data type on the Internet. Much research has been conducted on search engines (SE) that assist users to access the desired information, mining text available on the Internet [2] .
While Google is dominating the market of generic SEs, scholars now are paying increasing attention to domain-specific SEs spanning a variety of domains, such as medicinal chemistry [3] , scientific publications [4] and job offers [2] . A domain-specific SE, distinct from a general web SE, focuses on a specific segment of online content. Information retrieval with a domain-specific SE has been an enduring and challenging research task -(1) on the one hand, researchers seek to improve recall, incorporating search results from all relevant Web pages on the Internet; (2) on the other hand, they pursue high precision, providing users the relevant search results to satisfy their needs. Domain-specific SEs bear advantages, in comparison to generic SEs, of being aware and exploiting knowledge of the respective domains to improve search performance. Domain-specific SEs are becoming increasingly popular since they provide increased accuracy and extra features that are difficult to obtain with general SEs [5] .
Current domain-specific SEs use traditional machine learning methods which heavily depend on query expansion, lexical analysis of texts, and large amounts of training data [2, [6] [7] [8] . These methods suffer from limited effectiveness or efficiency because the expanded query term and coarse language features bring in uncontrollable complexity and increase dimensionality. To address these limitations, this study proposes an ontology-driven design that leverages indexical pragmatics to improve the result relevance of domain-specific SEs. Specifically, our solution employs not only basic NLP techniques such as part of speech tagging and parsing for analyzing syntax features, but also semantic web technique to annotate semantic segments which are extracted via advanced NLP tasks such as entity and relation extraction. Further, the technique of coreference resolution, which assists in the deictic fixing of Time, Place and Person, leverages the power of indexical pragmatics to help map expressions that refer to the same entity (e.g., Time, Place, Person, Organization, etc.). In other words, our design leverages the integrated power of computational linguistics -syntax, compositional semantics, and indexical pragmatics for text annotation and interpretation.
Ontologies, as a declarative representation of entities referring to the terms in a specific subject area, serve to organize entities that can enhance indexical pragmatics analysis. Our design, which consists of crawling module, feature extraction module, ontology generation module, and classification module, enables effective identification and interoperation of informative text segments. We instantiate our design in the terrorism domain and build the "Terrorism-Domain Search Engine."
The remainder of the paper is organized as follows. Section 2 provides a review of the related works. Section 3 presents the theoretical underpinning for our design choice. Section 4 and 5, drawing upon the Information Systems Design Theory (ISDT), present our research methodology and the architecture of our artifact. Section 6 presents an instantiation of our SE and discusses the major modules. Finally, section 7 discusses the contribution, implications and limitations.
Related works
Providing additional value and exploiting knowledge for specific use, domain-specific SEs exist in a variety of fields, including medicinal chemistry [3] , song melodies [9] , products [10] , scientific publications [4] , geography space [11, 12] , software applications [8] , web services [13] , employment [2, 14] , transportation [15] , and document schema [16] . Hanbury and Lupu [17] define a domain-specific SE as "a search engine that specifies one or more of the following five dimensions: (1) subject areas, (2) modality, (3) users, (4) tasks, (5) tools, techniques and algorithms required to complete the tasks." Scholars and practitioners now have been paying increasing attention to the studies on domain-specific SEs.
The popularly employed mechanisms to improve SE relevance include query expansion [7] , lexical analysis of texts [8] , classifiers with large amounts of training data [5] , and filters which allow the narrowing down of search results [2] . Prior studies also incorporate the technique of semantic web to tackle word disambiguation problems for improving search precision [18] . As some scholars argue for the necessity of domain-specific knowledge to improve SE performance [19] , a large number of recently proposed search enhancement tools have utilized the notion of context in domain-specific SEs [20] . Accordingly, domain-specific engines stand a good chance of providing highly relevant results.
Chronologically, domain-specific SEs have been evolving through three main phases of efforts. Early domain-specific SEs mainly employed machine learning methods with a large volume of manually annotated training data to improve SE precision [5] . In the second phase, as NLP techniques have gotten increasing maturity, scholars integrated advanced NLP tasks into SEs to deal with free text, thereby improving SE performance [21] . In the third phase, the technique of semantic web and ontology is incorporated to improve data representation and interpretation, gaining data interoperability [22, 23] . Further, an ontology-driven domain-specific SE is scalable to large knowledge bases and can capture the semantic segments in free text.
While achieving improved SE performance, scholars have continuously worked to develop solutions that require no large amount of manually labeled data and reduce the training cost. For example, Schmidt, Schnitzer and Rensing [2] leverage filters which allow the narrowing down of search results based on pre-defined filter categories. Geng, Yang, Xu and Hua [24] propose a regularization-based algorithm that keeps away laborious labeling tasks and time-consuming training models.
Additionally, the existent solutions of SE have put much effort into leveraging the power of computational semantics and syntax to understand and annotate text information. For example, Widyantoro and Yen [4] developed a PASS (personalized abstract search services) system which is a web-based domain-specific SE for searching abstracts of academic publications. The PASS design focuses mainly on the terms in text document collection, extracting the fuzzy relations between two terms and building the ontology from these term relations [4] . Yang [13] proposes an ontologysupported SE for web services. This ontology-driven design merely leverages the word-level information in the ontology to classify a webpage. More recently, Bouhana, Zidi, Fekih, Chabchoub and Abed [15] propose an ontology-based SE for personalized itinerary search in urban freight transport systems to improve the accuracy of case retrieval and to reduce retrieval time. It calculates textual similarities when processing information at the word and phrase level. However, these studies reveal that existent domainspecific SE solutions that are ontology-driven are not mature enough: they either show no features of domain-specific knowledge when populating ontology or they ignore information regarding indexical pragmatics [25] [26] [27] .
In this study, we aim to leverage indexical pragmatics to address the aforementioned issues, thereby advancing an ontology-driven domainspecific SE.
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Theoretical background
In SE for textual information retrieval, the source data is unstructured text in free format. From the perspective of computational linguistics, it is quite difficult for machines to understand the semantic meanings of the unstructured text. The unstructured text needs to be transformed into structured or semistructured data so that machines can better understand the data and then apply machine learning and similarity calculation algorithms to retrieve relevant textual information. Noticeably, in the process of preparing text data, individual words do not always present explicit semantic meaning that machines can understand; in some domains, such as counterterrorism study, information is sensitive to indexical information.
According to the implicature theory, language meanings go beyond what the texts or speeches say, as the meaning relies on the contextual and conventional meanings of words or sentences [28] . More specifically, computational linguistics revolve around the complex relationship between syntax, compositional semantics, and indexical pragmatics of natural language. The integration of syntax, compositional semantics and indexical pragmatics are emphasized for semantic interpretation [28] .
In the case of SE, the solutions should not only employ NLP techniques as part of speech and text tagging and parsing for analyzing syntax features, but also semantic web technique to annotate the parsed sentences into semantic segments. Additionally, advanced NLP techniques such as entity and relation extraction will help us identify the useful semantic segments. Further, the technique of coreference resolution, emphasizing the power of indexical pragmatics, will be helpful to find and map all expressions that refer to the same entity, such as people, locations, and organizations entities. Therefore, leveraging the integrated power of syntax, semantics, and indexical pragmatics, our design extracts the useful information fragments from the text that can help machines to better understand and interpret the semantic meanings in the text in order to improve information retrieval performance.
Research Methodology
The objective of this study is to develop an ontology-driven framework for domain-specific information retrieval, which is designed to improve SE performance (e.g., search relevance). The proposed framework employs the domain knowledge and leverages the integrated power of computational syntax, semantics, and indexical pragmatics for the annotation and interpretation of a text message.
Our study follows the design science methodology [29] [30] [31] . More specifically, drawing upon the Information Systems Design Theory (ISDT) [30] , our study develops the design artifact and evaluates it regarding the following eight components: (1) purpose and scope, (2) constructs, (3) principles of form and function, (4) artifact mutability, (5) testable propositions, (6) justificatory knowledge, (7) principles of implementation, and (8) expository instantiation. These eight components of ISDT direct the continuous process of capturing, articulating, justifying, and communicating the design knowledge (Table 1) . 
Justificatory knowledge
We show how OFIP works, by referencing existing literature and the underlying theoretical concepts of computational syntax, semantics, and indexical pragmatics.
Principles of implementati on
Guidelines are given on how to adapt the techniques of NLP and semantic web to domain-specific information retrieval.
Expository instantiation
An illustration of working instantiation is provided.
The first component of the ISDT is the purpose and scope of the design. Essentially, design is a process of goal adaption [32] . Accordingly, the design process is goal oriented and should be clearly defined and scoped. The purpose of this study is to propose an ontology-driven framework, leveraging both linguistic features and domain features of text information, for domain-specific information retrieval. The proposed design is tailored to work in the dynamic Internet environment. Our design is fairly grounded in the fact that existent methods heavily employ the coarse natural language features and large amounts of training data to improve the relevance of search results.
Constructs are the elementary units of a design, encompassing the entities of interest [30] . They should be clearly defined and consistently understood and applied without any ambiguity. The most important underlying constructs in OFIP include the text information streaming on the Internet, domain knowledge, and features of text information at various levels.
The principles of form and function that underpin a design are the proposed organization of its constructs [30] . The principles are often deemed as the "blueprint" of a design, which defines its architecture. In this paper, we adapt the concepts and principles regarding syntax, semantics, and pragmatics to the text information analysis process. These principles organize the workflow and architecture of our artifact, especially guiding our artifact to conduct information extraction and transform a text into the ontological representation which annotates the multi-level linguistic and domain features of the input text.
Artifact mutability is important to design artifacts due to the fact that information systems are always involved in endogenous or exogenous changes [30] . Artifact mutability is an indicator of the generalizability of a design in different situations. Our design is sufficiently general and is applicable with scalability. While our instantiated artifact is built for the terrorism domain information retrieval, it can expand the utilities by incorporating additional domain knowledge. Further, the artifact has the capability of adjusting to the dynamic, open Internet within which text information streams in real-time style.
Testable propositions form the basis of artifact evaluations regarding the artifact's actual efficiency, effectiveness, or utility against its stated ones [30] . An ISDT as a theory should be falsifiable [33] . Drawing on the existent literature and implicature theory, the following testable propositions are proposed to evaluate the artifact performance:
Proposition 1: The precision of OFID will be higher than that of the benchmark framework employing only linguistic features. Proposition 2: The recall of OFID will be higher than that of the benchmark framework employing only linguistic features. Proposition 3:
The F-measure of OFID will be higher than that of the benchmark framework employing only linguistic features. Justificatory knowledge relates to the kernel theories employed in a design [30] . As is posited in Kuechler and Vaishnavi [34] , kernel theories advise design solutions and demonstrate how the designed artifact is derived from existent justificatory knowledge and should lead to promised outcomes [29] . This study presents how and why our OFIP framework works, drawing upon existing literature and implicature theory as the underlying kernel theory.
The principles of implementation are the guidelines given to direct the artifact implementation [30] . In this study, the guidelines are given and reflected in the process of our adapting the techniques of NLP and semantic web to the artifact construction.
Expository instantiation refers to the physical instantiation of the proposed design artifact, transforming a theorized design to an instantiated system, which makes artifact evaluation possible [30] . Our design has been instantiated in the context of terrorism domain, with the support of the domain knowledge in Global Terrorism Database (GTD).
Ontology-Driven framework leveraging Indexical Pragmatics (OFIP)
Our proposed design embodies an ontologydriven framework for a domain-specific SE, retrieving real-time data relevant to a specific domain as well as extracting and managing real-time knowledge on the Internet. NLP techniques of entity extraction and relation extraction assist in extracting information segments and building up the ontological representation of text knowledge.
Ontology "deals with semantic heterogeneity in structured data" [35] . It is an explicit formal specification of the concepts extracted from a knowledge domain [36] . Ontology achieves increasing popularity in the IS community for knowledge engineering, data interoperation, data integration and so forth in design science research. Additionally, IS literature highlights the effectiveness of ontologies in decision support when ontologies often serve at the center and drive data interoperability and knowledge engineering [37] . In our study, ontology empowers domain-specific information retrieval process to annotate and interoperate concepts in terrorism domain knowledge.
Additionally, our design emphasizes the aspect of the indexical pragmatics of text information. Our proposed framework is designed to overcome the existent limitations inherent to traditional designs, which tend to employ extensive language features that are too coarse to be representative for text classification. Further, our design aims to reduce manual work and decrease complexity and dimensionality of features for classification while raising precision. Figure 2 shows the architecture of our design artifact, consisting of crawling, feature extraction, ontology generation, and text classification modules.
Figure 2. System Architecture
Crawling Module is an automatic crawling agent, informed by a user query, browsing and identifying the candidate text on the Internet. Google search API is a good option for crawling and collecting texts based on keyword query. However, the precision of search results from Google API is criticized by practitioners to be lower than Google website search. In our design, the crawling module runs continuously, identifying, collecting and recording all query-based search results from Google website search; therefore, our artifact will have an equivalent capability of recall, while outperforming in regards to precision. The last stage of crawling is to extract the text content from the web pages identified and retrieved in the prior stages.
Feature Extraction Module, leveraging the integrated power of syntax, semantics, and indexical pragmatics, utilizes a combination of techniques to extract text features. Specifically, our design emphasizes both the indexical information resolved by the technique of coreference resolution [28] and domain-specific features. The feature extraction module goes through a process of coreference resolution, entity extraction, relation extraction, and domain feature extraction.
The technique of coreference resolution, leveraging the power of indexical information, finds and maps all expressions that refer to the same entity in a text (Figure 3) . It is an important step for higher level NLP tasks for natural language understanding, especially information extraction [38] .
Figure 3. Coreference resolution
Subsequently, the techniques of entity extraction and relation extraction are employed to extract such features as the entities (e.g., people, places) and relations of these entities in the text. For example, the technique of relation extraction can identify and extract the people and their actions (towards other entities) in the text (Figure 4) .
Figure 4. E-R recognition and extraction
Additionally, the domain knowledge, as the reference framework, assists us in extracting domain features from the text and calculating the domain relevance metrics of the retrieved text. For example, a terrorism knowledge base (e.g., Global Terrorism Database), will provide a collection of terrorism domain specific features such as weapon type, attack target type, attack type, facility, terrorism perpetrator, and attack motivation. These domain features can be extracted from a given text and are referenced as domain relevance indicators. Specifically, we transform these textual domain relevance indicators into metrics in the following way. For a given text t, we calculate its numeric domain relevance indicators-its degree of relevance with the domain features. Assuming f = (c1, c2, … cj …) represents a feature f consisting of a collection of textual concept cj, we calculate with the weight function:
relevance(t, f)= ,where tf(t, cj) is the within-text term frequency of a concept c j in t, weight(c j, f) denotes the weight of a concept cj in the feature f. This formula transforms textual domain features into the numeric domainfeature space, informed by the underlying domain ontology. Our design calculates the degree of relevance between an Internet text t (to be classified) and each domain feature f in the domain ontology. These domain relevance indicators provide a highlevel view of the input text, especially regarding domain-specific knowledge.
Ontology Generation Module performs the process of knowledge acquisition and representation, extracting concepts and features from text and representing them on an ontology. In other words, the module is designed to ontologize the identified concepts and relations in each piece of real-time online text and to use the ontology mapping to reduce the dimensionality of feature vectors of natural language texts. For a single concept, we calculate cosine distance to determine its similarity to the existing concept in domain knowledge, .
Text classification module constructs the feature matrix, incorporating the features in the text ontology and classifies the text concerning its relevance. As our classification task is to determine whether or not the text is relevant (0 for not or 1 for relevant), this study employs a variety of machine learning techniques (e.g., SVM, decision tree, naive Bayes, logistic regression) to regularize and train our model. This study conducts a comparison and evaluation of the results from different machine learning techniques, the best of which is selected into the final instantiation of our proposed design.
Design instantiation
This study instantiates our design in the domain of "terrorism." Terrorism, as a difficult research subject, associates a large variety of actors and terrorism activities over time and across the globe [39] . The nature of terrorism has been changing over the past few decades, as more terrorist groups depend less on formal leadership, instead maintaining nontraditional organizational hierarchy [40] . This brings difficulties to researchers and practitioners who are in terrorism observation for further analysis and detection. The majority of existent studies on terrorism are conducted alone, accessing limited data resources from and for non-academicians [39] . Motivated to improve terrorism data discovery and management, the IS community has been making continuous efforts to design IS artifacts in the domain of terrorism [41] [42] [43] [44] [45] [46] . While acknowledging the contributions of prior studies, we notice that there is a lack of a dynamic terrorism knowledge discovery system -an SE for terrorism domain, which is intelligent enough to discover and manage terrorism knowledge in a timely method, assisting both practitioners and researchers in discovering and linking the pertinent "dots" to generate useful hints or warnings [47] . Therefore, we instantiate our design within the domain of "terrorism".
The domain knowledge base in our instantiation is the Global Terrorism Database (GTD) which includes information on global terrorist events from 1970 through 2016 -data on domestic and international terrorist incidents that have occurred, counting up to more than 170,000 cases 1 . Domainspecific features (e.g., weapon, target, attack type, actor, region, country, state, city) that are relevant to "terrorism" are highlighted in the knowledge of GTD, providing the contextual references and serving our calculation of domain features of an input text.
Figure 5. Terrorism domain features in GTD knowledge ontology
Crawling with keyword query -To bypass the anti-crawling mechanism of Google Search, we use Selenium Python. The WebDriver of Selenium enables our crawling module to mimic human behavior of visiting a website, clicking, and collecting the web page elements. The instantiated crawling module accepts keywords as the search query, browsing and identifying the text of interest on the Internet. The example in Figure 6 illustrates the sample data set crawled with the keyword "lone wolf." The search runs continuously until the module receives a termination from the user. As our design focuses on the texts, which are embedded in the web resources of Hypertext Markup Language (HTML) format, we use the text extractor "Goose" (from Gravity natural language processing lab). Feature extraction -A state-of-the-art neural network-based model is used for coreference resolution [48] in our instantiation. Stanford NER tags and Relation Extractor (OpenIE) are employed for entity extraction and relation extraction. Entities and their relations are extracted from the given text (as is shown in Figure 4) . Moreover, terrorism domain-specific features (listed in Figure 5 ), such as weapon, terrorist organization, attack type, and target, are also identified. The domain relevance scores are calculated by our calculation function implemented in Python.
Figure 7. An example of text ontology
Ontology Generation -To populate the text ontology ( Figure 7 ) with the extracted granular information from the retrieved text, we use JENA framework which provides Java APIs for reading, writing, and processing RDF-based ontologies. In addition, we use Protégé 5.17 to examine OWL ontologies.
Text Classification -Python Scikit-learn and Pandas are used to implement the classification task. A variety of machine learning models are generated Page 1150 and compared (e.g., SVM, decision tree, naive Bayes, and logistic regression).
Conclusion
In this paper, we put forward a new method for ontology-driven domain-specific SE. In order to handle the limitations with existing methods, our method, leveraging the integrated power of syntax, semantics, and indexical pragmatics, ontologically annotates the text information with respects to the semantic and pragmatic features of the text. The merits of our design include improving the relevance of search results and requiring no large manually annotated training data.
This study has its theoretical contribution. Earlier in this paper, under the section titled "research methodology," we drew upon the comprehensive eight-component framework from Gregor and Jones [30] for articulating an information systems design theory (ISDT). The ISDT components are explicitly explained and our ISDT is expressed in those terms. Another theoretical contribution is our application of the concepts of syntax, semantics, and indexical pragmatics into computational text analysis, illustrating the power of indexical pragmatics in improving SE performance.
This research is highly applicable to practice. Our proposed novel design for domain-specific SE can dynamically retrieve, analyze and determine the relevance of information on the Internet. Additionally, our framework proposes a practical and feasible way through which intelligent systems can leverage the semantic web technique to transform text knowledge into concepts-based ontology concerning linguistic and domain features. Moreover, we appropriately deal with the interface between natural language semantics and pragmatics by leveraging the power of such NLP techniques of coreference resolution and entity and relation extraction. Especially, we illustrate how our proposed design can be used to build up a terrorism domain SE which is of great value to both scholars and practitioners.
While integrating the techniques of NLP and automatic ontology generation to support knowledge discovery and information interoperability in text, our design only allows and targets a specific domain. Another limitation is that the proposed artifact has not been fully evaluated. We plan to assess the utilities of each module in the artifact and to present an evaluation of the operational performance of the artifact. Further, the future research would be expanding the current design with the multi-agent technique so that it can be deployed for multi-domain use simultaneously.
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