The granting of loans by a financial institution (bank or home loan business) is one of the important decisio n problems that require delicate care. It can be performed using a variety of different processing algorithms and tools. Neural networks are considered one of the most promising approaches. In this study, optimal parameters and the comparative efficiency and accuracy of three models: Multi Layer Perceptron, Ensemble Averaging and Boosting by Filtering have been investigated in the light of credit loan application classification. The goal was to find the best tool among the three neural network models for this kind of decision context. The experimental results indicate that Committee Machine models were superior to a single Multi Layer Perceptron model, and that Boosting by Filtering outperformed Ensemble Averaging.
Introduction
The granting of loans by a financial institution (bank or home loan business) is one of the important decision problems that require delicate care. Loan applications can be categorized into good applications and bad applications. Good applications are the applications that are worthy of giving the loan. Bad applic ations are those ones that should be rejected due to the small probability of the applicants ever returning the loan. The institution usually emplo ys loan officers to make credit decisions or recommendations for that institution. These officers are given some hard rules to guide them in evaluating the worthiness of loan applications. After some period of time, the officers also gain their own experiential knowledge or intuition (other than those guid elines given from their institution) in deciding whether an application is loan worthy or not.
Generally, there is widespread recognition that the capability of humans to judge the worthiness of a loan i s rather poor (Glorfeld, 1996) . Some of the reasons are: (i) There is a large gray area where the decision is up to the officers, and there are cases which are not immediately obvious for decision making; (ii) Humans are prone to bias, for instance the presence of a physical or emotional condition can affect the decision making process. Also personal acquaintances with the applicants might distort the judgmental capability; (iii) Business data warehouses store historical data from the previous applications. It is likely that there is knowledge hidden in this data, which may be useful for assisting the decisionmaking. Unfortunately, the task of discovering useful relationships or patterns from data is difficult for humans (Handzic, 2001) . The reasons for such difficulties are the large volume of the data to be examined, Material published as part of these proceedings, either on-line or in print, is copyrighted by Informing Science. Permission to make digital or paper copy of part or all of these works for personal or classroom use is granted without fee provided that the copies are not made or distributed for profit or commercial advantage AND that copies 1) bear this notice in full and 2) give the full citation on the first page. It is permissible to abstract these works so long as credit is given. To copy in all other cases or to republish or to post on a server or to redistribute to lists requires specific permission from the publisher at Publisher@InformingScience.org and the nature of the relationships themselves that are not obvious.
Given the fact that humans are not good at evaluating loan applications, a knowledge discovery tool thus is needed to assist the decision maker to make decisions regarding loan applications. Knowledge discovery provides a variety of useful tools for discovering the non-obvious relatio nships in historical data, while ensuring those relationships discovered will generalize to the new/future data (Bigus, 1996; Marakas, 1999) . This knowledge in the end can be used by the loan officers to assist them in rejecting or accepting applications. Past studies show that even the application of a simplistic linear discriminant technique in place of human judgment yields a significant, although still unsatisfactory increase in performance (Glorfeld, 1996) .
Treating the nature of the loan application evaluation as a classification (Smith, 1999) and forecasting problem (Thomas, 1998) , it is argued here that neural networks may be suitable as knowledge discovery tools for the task. Therefore, the main objectives of this study are: (i) To develop a robust knowledge discovery tool using neural network models that is both reliable and easy to build, and (ii) To compare the performance of the basic neural network model called Multi Layer Perceptron (MLP) with Committee Machine models (namely Ensemble Averaging and Boosting by Filtering) in scoring credit loan applications.
Literature Review

Neural N etworks
The initial work on neural networks was motivated by the study on human brain and the idea of neurons as its building blocks. Artificial intelligence researchers introduced a computing neuron model (depicted in Figure 1 .) to simulate the way neurons work in human brain. This model provided the basis for many later neural networks developments.
There are literally hundreds of neural network models available to use (FAQ, 2002) . The combination of topology, learning paradigm and learning rules/algorithms define a particular neural network model. The topology can be in the form of feed forward, limited recurrent and fully recurrent networks. The learning paradigm can be classified as one of these: supervised, unsupervised and reinforcement. There are different learning algorithms for neural networks, for example: error correction learning, Hebbian learning, competitive learning and Boltzman
Figure 1 Model of Computing Neuron
learning. Back propagation method and Kohonen feature maps are most popular in knowledge discovery (Bigus, 1996) .
The most important feature of neural networks is their ability to learn. Just like human brain, neural networks can learn by example and dynamically modify themselves to fit the data presented. Furthermore, neural models are also able to learn from very noisy, distorted, or incomplete sample data, which render other methods useless (Glorfeld, 1996) . Because of this learning ability, neural networks are then seen as appropriate tools for knowledge discovery. Learning paradigms in neural networks are divided into 2 categories, supervised and unsupervised. With supervised learning, the model is provided with feedback so that it can learn from its mistakes and try not to repeat the same mistakes in the future. In the unsupervised learning, the neural network model is not given any prior training or feedback. Instead it is given real data from the beginning and will learn along the way.
Beside its ability to learn patterns, neural networks also have other useful properties and capabilities including: (i) Nonlinearity. A neural network, made up of an interconnection of non-linear neurons in it is not linear. Nonlinearity is an important property particularly if the input pattern is inherently nonlinear; (ii) Adaptivity. Neural ne tworks have the ability to adapt their synaptic weights to changes in the surrounding environment. This is particularly useful when a neural network model is deployed in a non-stationary environment (an environment that changes with the time, for example a stock market price); and (iii) Generalization. This is perhaps the second most important feature besides learning. Generalization refers to the neural network producing appropriate outputs for inputs that were not encountered during training.
Despite the tremendous benefits offered by knowledge discovery for businesses, neural networks are not free from criticism. Most neural networks are of the "black box" kind. This means that the tool can only produce conclusions without explanations and justification of the reasons behind such conclusions. This makes accountability and reliability issues difficult to address. That is why one of the main interests in knowledge discovery research is to find ways to justify and to explain the knowledge discovery result. Other limitations concern the high computational requirements of neural networks, usually in the form of computer power and training time, and the scarcity of experts in the field, which makes some businesses avoid their use (Marakas, 1999) .
Choosing which neural network model to use is not trivial. According to Bigus (1996) , there are several criteria that can be followed in order to choose a suitable model. These criteria include data type and quantity, training requirements and functional requirements. Training requirements are mostly concerned with things such as: the tolerable training time and hardware demands for doing such training. Functional requirements are related to the learning function that is expected.
Credit Loan Evaluation
Most of the research on the application of neural networks to credit loan evaluation problem has focused on Multi Layer Perceptron (MLP). The empirical results are mixed. While some studies reviewed here indicate that a neural network approach is better than other techniques (Nittis et al. 1998 , Malhorta et al. 2001 , other studies suggest otherwise (Galindo et al. 1997 , Desai et al. 1997 , Yobas et al. 1997 ). This makes it hard to draw any general conclusions that would guide practice. The tendency for different experts to argue that they have the best model, whatever model that is, makes this problem even harder (Thomas 1998 ).
On a positive side, some studies reinforce Glorfeld's (1996) claim that human performance can be outperformed by simple statistical methods. Nittis et al. (1998) used a neural network as a second level filter by supplying it with data that already had been approved by loan officers. Their experiments show that the neural ne twork developed was reliable enough to be the first level filter (replacing loan officers) with only a few cases needing human intervention. Furthermore, Malhorta et al (2001) discovered a marginal advantage using neural networks over discriminant analysis in classifying consumer loans, but the ove rwhelmingly convincing consistency of neural networks. Also, neural networks outperformed discriminant analysis in recognizing "bad" applications.
In contrast, several studies reported somewhat inferior performance of neural networks compared to other models or found no significant advantage. Galindo et al. (1997) in their empirical study examined 4 different techniques: classification and regression trees (CART), neural network models, k-nearest neighbor and Probi. Neural network models came second after CART in their experimental results. However, the difference in performance between them was small. Desai et al. (1997) concluded that the neural network (feedforward model) involved did not significantly outperform the conventional techniques because the most appropriate variants of the techniques were not used. Yobas et al. (1997) came to a similar conclusion with respect to credit card applications.
Although this review shows that neural networks may not always be the best possible tool for loan application evaluation, it also reveals that it has never been more than marginally outperformed by other methods. The reasons why neural networks do not always come out as a winner is these comparison studies are: (i) The most appropriate variants of neural network are not used (Desai et a. 1997) . There is still a wide variety of neural network models that have not been tested against the loan application problem; (ii) The studies reviewed above each used different data. For example, Galindo et al. (1997) used 24 attributes and 4000 instances, while Malhorta et al. (2001) used data with 6 attributes and 700 instances. The characteristics of the data, for example number of attributes and the distribution of the data, are all important as they affect the performance of the developing neural network.
Research Objectives
Based on the above review and discussion, this study was set to investigate, on the same collection of real loan data, the comparative performance of two different Committee Machine models and the basic Multi Layer Perceptron. Ensemble Averaging was suggested to be successful in reducing bias and variance of a single expert model (Perrone, 1993; Volker 2001) . Similarly, Boosting by Filtering was proposed to boost learners' performance by enabling individual experts to learn from others' mistakes (Shapire 1990 , Haykin 1999 . While it was expected that both committee machines would perform reasonably well in loan application evaluation, no prior empirical research was done to establish this.
The current study was carried out in two stages. First, a common MLP model was built and tested for predicting worthiness of loan applications. Then, based on the MLP model built, the study concentrated on developing and testing two static committee machine models, Ensemble Averaging and Boosting by Filtering, to see how much improvement they would provide over MLP. These two models were chosen among other static committee machine models because they were both easy to implement and had the theoretical potential to improve performance over MLP.
Research Method
KDD Tool Design Overview
The knowledge discovery tool built in this research project consists of 5 files, each representing a class on its own. The relation of these classes can be seen on the simplified Unified Modeling Language (UML) diagram shown in Figure 2 . Briefly, MLP implementation was built upon two main modules, BPNN and mlp. BPNN provides backpropagation algorithm that is then used by mlp. NeuralGUI is an extension of MLP implementation, providing a user with graphical interaction with the program. Committee and boosting modules represent the committee machines implementation. They use MLPs as experts.
In designing the tool, the follo wing considerations had to be taken into account. An MLP with 1 output neuron can produce 2 different results (binary decision: 0 or 1). Combined with two expected results, bad application and good application, we can have four different combinations of possible prediction result. Thus, result of cla ssification can be divided into 4 possible outcomes: (i) Negative correctly classified result, the network is rejecting a bad application; (ii) Negative incorrectly classified result, the network is accepting a bad application; (iii) Positive correctly classified result, the network is accepting a good application; and (iv) Positive incorrectly classified result, the network is rejecting a good application.
From these four, we argue that the most important one is the negative misclassified application (highlighted in Table 1 ). Negative data (that is non-loan worthy application) that is misclassified as loan worthy has a more damaging impact than the other types of misclassification. If negative data is misclassified, that means, the bank is losing money due to granting loans to wrong applicants. Thus, our experiments were focused on this set of misclassificatio ns and trying to improve the performance of the neural net model in this particular area. However, it is important to recognize that in achieving low error on classifying negative data, there is a cost to pay. There is a trade off between pursuing best performance on negative misclassified data and pursuing the best performance on all data. That is, in trying to improve the network performance in identifying the negative data, the performance on positive data is going to be worsened.
Multi layer perceptron implementation
As mentioned earlier, the first step in this investigative study involved building and testing of the performance of The design of the MLP module was an adaptation from Tom Mitchell's MLP suite (Mitchell, 1997) . BPNN class provided the functionality of backpropagation algorithm, while mlp class provided an interface to integrate these functionalities with the functionalities found in Data module. As the backpropagation learning algorithm requires randomization of initial weights, it was necessary to provide some sort of randomization methods in the program. This was done in such a way to allow the seed to be determined by the user. It is important to notice that, the ability to set the seed and thus control the initial weights for the network is necessary for reproducing the experiment. Without having the mechanism of reproducing a set of random numbers every time, it would be difficult to compare changes between experiments.
As explained before, the study was conducted with the goal to find a balance in performance trade off. To achieve the desired performance balance, two threshold variables were included in the program, namely a maximum tolerable error percentage on all data and on negative data. These two thresholds provided an early stopping point for training. Finally, to assist with the experiment, a Graphical User Interface (GUI) was also provided. Most commercial knowledge discovery software has GUIs to assist the user of the system. As this project was trying to build a knowledge discovery tool that was not only robust but also user-friendly, a simple GUI was thus implemented. The GUI makes it easier for the user to test the constructed neural network model, and the parameters of MLP can be easily set using the GUI.
Ensemble averaging implementation
Ensemble Averaging was implemented as a combination of several experts, where the individual experts combined were MLPs developed in the earlier stage of the study. Appropriate program modules were built to store and read user specifications, to add an arbitrary number of experts, to train experts and to combine their assessments. For evaluating a loan application, each expert produces its own assessment on the particular application, and then the combiner takes the average from these assessments to make the final assessment on the loan application.
Boosting by filtering implementation
Boosting by Filtering was implemented using a simplified version of the boosting algorithm described by Haykin (1999) . The simplified algorithm differs from the original in choosing the training data for the second expert. In the original algorithm, the first expert keeps on discarding training instances until it finds the instance suitable for training the second expert and then the process is repeated until sufficient number of training instances are reached. In the simplified version, the first expert only needs one pass to gather the necessary instances for training the second expert, and it is done by adding instances from the same set until the set has no more instances.
Experimental Data
In relation to loan application evaluation, the information that is regarded as important (Thomas, 1998) includes: (i) The character of the applicant, credit history of the applicant and his/her family is certainly helpful; (ii) The capital, this identifies how much money is being asked by the applicant; (iii) The collateral, this refers to what things that the applicant willing to put up from his/her own resources; (iv) The capacity, the applicant's repaying ability is one of the most crucial factors, this information can be in the form of how much income does he/she earn, how many jobs does he/she have or how long has he/she been working in their job; and (v) The condition of current economic market.
The actual data used for this study was taken from the UCI Repository; this data is publicly available and can be accessed from the URL: ftp://ftp.ics.uci.edu/pub/machine-learning-databases/credit-screening. The data set was compiled by Chiharo Sano and was generated in accordance to input from a Japanese company that grants credit. All attribute names and values were changed to meaningless symbols to protect confidentiality within the data. However, it was expected that most of the important information (as described earlier) was included in the data set. The last column/attribute was the outcome of the application. If it was "+", that meant the application was a good application. On the other hand, the "-" sign indicated that the application was a bad one. The data set had a total of 690 instances. Of these, 307 instances (44.5%) were good applications, where 383 (55.5%) instances were bad applications. In addition, 37 instances, that is, 5% had one or more missing attribute values.
Data pre-processing
Data pre-processing is the first step of the knowledge discovery process. In this step, data in the data warehouse was preprocessed and then fed to the knowledge discovery tool. Since neural network models only accept discrete or continuous numerical values, categorical data is needed to translate into numerical values for it to be utilized by the neural network models. This was done using the 1-out-of-N encoding technique (Smith, 1999) . The numerical data needs to be normalized in order for it to be used by the neural network. Normalization in this case meant dividing an input vector with a norm of the vector. It is a common practice to normalize the input of MLP model to the range of 0 to 1, but there are cases when scaling the inputs to the range of -1 to 1 is a considerably better option (FAQ, 2002) . The normalization used in this project is called rescaling, and was done by finding the maximum value of particular numerical attributes and then dividing each of the instances of the attribute by this maximum.
As mentioned earlier, the data set contained 37 instances with one or more missing attribute values. This is sometimes referred to as the noise in the data. Since neural networks have been known for their capacity to handle noisy data, these instances were included as valid cases in the current investigation. The historical data for loan applications after being preprocessed was stored in a file. A data structure was needed to represent the information stored in this file during the running of the program. The data structure was described in the Data module. The Data class encapsulated the application data in the form of lists of values in a Data object. The data object also stored other information such as the number of negative applications, the number of instances etc.
To prevent the MLP model becoming biased towards the data set used for training, a data partitioning technique was used. The commonly used technique is called cross validation. It is basically an approach where the input data is divided into two sets; one set is used for training the MLP model as can be referred as the training set. The rest is for validating the performance of the model; this is called the test set. Training set is used for the model to converge to an empirical optimal, and the other set is used to decide when to terminate the convergence process (Perrone, 1993) . This study applied 50:50 divisions (346 for training set and 344 for data set). Both training and test sets contained half negative data and half positive data. The training set having at least half of all its data negative allowed the network to learn to classify the negative data properly (Smith, 1999) . The special program module provided a function to create two sets that had equal percentage of negative data.
As is often the case with many boosting algorithms, a method to apply random sampling was required. The samples were generated from the list from which the Data object was created. The sample was taken with replaceme nt, thus in the resulting set, duplicates were possible. Finally, an appropriate method was provided to produce statistical information on a data column. This information consisted of the sum of all the column values, average values, maximum and minimum values and was used during the preprocessing of the data.
Experimental Results
Optimal MLP Parameters
Finding the best parameters for MLP model is a crucial issue. The optimal MLP would have a combination of parameters that minimize the classification error. The goal of the MLP experiments therefore was to find these combination parameters that were best for evaluating loan applications. In determining optimal MLP parameters, average values from a series of repeated experiments were used. Taking the average results is an approach applied to lessen the instability inherited by the MLP model.
Number of hidden neurons
The aim of the first series of experiments was to find the number of hidden neurons needed for the network to be able to evaluate loan applications with the highest accuracy possible given a fixed number of training epochs. The experiments started by using one hidden neuron, then the number of hidden neurons was increased until the performance improvement was no longer observed. For each experiment, six runs of the network were used; each run had different weight initialization. The result of a particular experiment was the average from the runs. A run was finished when the training epochs reached 500.
An MLP with 15 hidden neurons had the best performance compared to other numbers of hidden neurons. The study found that the network reached its peak performance when 15 hidden neurons were used and then the network suffered a decrease in performance when more hidden neurons were added. This result confirms the theory that having too many or too few neurons in a hidden layer can have a negative effect on the network performance.
Weight initialization
The next series of experiments was conducted to test the extent of performance variations due to weight initialization. In theory, the variations of initial weights will result in variations in network performance. Ten experiments were conducted, each using MLP with different weight initializations. These experiments were measuring the number of training periods needed to reach a desired error percentage.
From the 10 experiments conducted, one of the networks was unable to meet the thresholds after 1500 epochs, while the other 9 were able to do so with an average of 716.4 epochs. From this finding, the significance of weight initialization is apparent. A network with bad weight initialization results in slower converge (more training epochs are needed); in fact there is no guarantee that this network will converge at all to the performance thresholds. Despite this, the chance of a network in getting the "wrong" weights initialization is quite small (1 out of 10 in this experiment). Our results confirm Smith's (1999) finding that the effect of weight initialization for most applications is not significant.
Momentum
The aim of the momentum experiments was to find momentum that effectively helps the network to avoid local minima and speed up the convergence. For each experiment there were five runs, each run with different weight initialization. With the error threshold set on, a network would terminate training when the error percentage falls below the threshold, or when after 1000 epochs the ne twork was still unable to reach the desired performance.
The results indicate that having a momentum value in the range between 0.6 and 0.7 contributed to speeding up the network's pace of learning. When momentum was set to 0.8, few runs were unable to meet the thresholds after 1000 epochs. For the rest of experiments 0.6 was used as an optimal value. Setting the momentum to above 0.7 makes the network too volatile causing it to fail to descend to better minima.
Learning rate
Several experiments were carried out to find a learning rate that effectively controls the extent of weight modification during training epochs. For each experiment, there were six runs of the network. Then the average epochs needed to reach the desired threshold value were calculated. If after 1000 epochs, the network is still unable to reach the desired performance, the training would be stopped.
The results shows a somewhat non-linear behavior of the impact of learning rate on performance, hence it is difficult to find a general trend. In later experiments (after experimenting with a learning rate of 0.5), some of the experiments did not converge within the 1000 epochs. Interestingly, some earlier research using a learning rate greater than 0.5 produced networks which required 150 training epochs. This suggests that a learning rate greater than 0.5 causes the network to have volatile performance, hence for loan application problem it is desirable to use a learning rate lower than 0.5. For the rest of this study the learning rate was set at 0.2. This value was chosen as it is close to what commercial neural network packages use (Smith, 1999) . Given the above justifications for choosing the parameters for MLP model, an optimal configuration is presented in Table 2 .
Credit Scoring Performance
After determining the optimal parameter combination for the MLP model, the next step was to determine its credit scoring performance and compare it with that of the two committee machines. The credit scoring performance of all three models was measured against the test data and was evaluated in terms of their accuracy and speed.
Two measures of accuracy used were percentage error on negative data and percentage error on all data. These metrics were used to assess the ability of the network to reduce error. Percentage error on negative data measures misclassified negative data against the number of negative data in the set. Percentage error on all data measures misclassified data (both positive and negative) against the number of all data in the set.
The two measures of speed were number of epochs and training time. These metrics were used to assess how fast the network could learn, and also how much training was needed for the network to perform according to the training requirements. The results are as follows.
Parameters Value
Number 
MLP results
The combination of parameters presented in Table 1 , provided us with an MLP model that is customize d for predicting bad loans, and at the same time performance in predicting or classifying other classes of loan applications is not overly sacrificed.. The test results indicate that the average percentage errors achieved by MLP were 1.81% on negative data and 2.38% on all data. This was achieved in less than 1000 epochs (600) and in a short training time (13 sec). These results are better than Smith (1997) whose experiment produced MLP that was able to classify bad applications correctly 46.7% of the time and good applications 90.9% of the time.
Ensemble averaging results
A static committee machine model called Ensemble Averaging was the subject of the following experiment. It is argued that ensemble averaging brings stability in performance. Different weights can lead to better or worse performance and ensemble averaging compromises the two extremes by lessening the effect of choosing "wrong" weight combinations. It has been proven to be able to enhance MLP performance in other applications, like medical reports. The purpose of the current study was to find out the degree of improvement that Ensemble Averaging could provide over MLP in the context of loan application evaluation. The committee machine was built upon the ten experts from MLP experiments. The combiner program used simple voting for combining the results from these experts. As a committee, the model achieved 1.73% error on negative data, and 2.06% on all data. However, it came at the cost of increased training time (245 sec).
Boosting by filtering results
To test the performance of the Boosting by Filtering committee machine in classifying loan applications, three experts were used. Each of the experts was MLP with optimum configuration based on the result from MLP experiments. Each expert was trained with 500 epochs. The first expert on average produced 278 training instances for the second expert. The first and second expert together on average produced 38 training instances for the third expert. This shows that there were roughly 38 cases that were hard to classify and the third expert concentrated on these cases. The average performance of Boosting by Filtering indicated small error scores of 1.32% on negative data and 1.65% on all data within a reasonable training time (32 sec).
Comparative performance analysis
The overall results of the study are presented in Table 3 and clearly suggest that MLP performance in classifying loan applications can be further improved by committee machines models. In particular, Ensemble Averaging has been shown to be able to reduce the percentage error due to the bias-variance problem inherited by MLP model. However, on average, the improvement ensemble averaging brings on negative data classification is not great. This is evidenced by marginal 0.09% improvement on negative data. The performance on all data was more convincing with 0.32% improvement. While ensemble averaging was able to produce lower percentage errors, it did so at the cost of training time, as evident in the training time for this model compared to other mo dels.
Furthermore, the results indicate that Boosting by filtering outperformed other models in this study. It was able to improve the performance of MLP model by 0.49% on negative data and 0.73% on all data. The boosting by filtering committee machine was the best performer in this experiment, in that it was able to produce the least percentage error. This was done at a comparatively low training time cost.
Overall, the small percentage error produced by neural network models in this experiment (1.32% -1.81% average percentage error on negative data and 1.65%-2.38% average percentage error on all data) confirms that neural network models are well suited for loan application evaluation. The boosting by filtering committee machine shows that training different experts on hard to classify applications brings a significant performance improvement. Boosting by filtering also shows that these performance improvements can be achieved at a low cost (less training time and computational cost).
Conclusion
This research project was concerned with the development and experimentation of a knowledge discovery tool using neural network models in relation to loan application evaluation. Given the short time available to do the project, a knowledge discovery tool has been built, the tool consisting of 3 neural network models: a Multi Layer Perceptron, an Ensemble Averaging committee machine and a Boosting by Filtering committee machine. The tool was tailored for loan applications evaluation. The experimental results confirm that committee machines are able to perform in superior manner compared to MLP, with Boosting by Filtering outperforming the Ensemble Averaging model. With their high accuracy in classifying loan applications, all neural network models implemented in this project, can certainly be helpful for the decision making process. However, more trust is necessary before neural networks can gain broader acceptance in business world.
Despite interesting findings, the study faced some limitations. The main difficulty was in determining the best possible set of model parameters. For instance, the model requires foundational knowledge of consumer behavior to be factored in. Neural network models have a very high degree of freedom. What this means is that there is a wide range of different combinations of parameters that can affect the performance of a particular network. This causes difficulties because there are still no really fixed and justified ways to set the values of parameters, so it is expected that the user, the company or the decision making team will need a period time to find the most suitable or near perfect parameters of any given neural network model. Future studies could include longitudinal studies of 'successful' loan applications so as to analyze the factors of repayment success. Also, it would be interesting to conduct a comparative study of positive data misclassified as bad application versus negative data misclassified as good application.
A newly developed genetic algorithm has been proposed to be a solution for parameter selection problem. Integrating such elements into the knowledge discovery tool should enhance the performance of the tool (Marakas, 1999) . Furthermore, a genetic algorithm may improve the efficiency of the knowledge discovery tool as it should provide an automated procedure to find better parameter selections. In addition, providing a visualization component to obtain a more sophisticated Graphical User Interface (GUI) would be a useful thing to pursue, as it would provide the decision maker with a greater justification of network performance. The explanatory capabil-ity of neural networks is still a weak point. A knowledge discovery tool using a neural network that is also selfexplanatory would certainly be of major interest to the business world.
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