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Abstract
It is known that fixed points of loopy be-
lief propagation (BP) correspond to station-
ary points of the Bethe variational problem,
where we minimize the Bethe free energy
subject to normalization and marginalization
constraints. Unfortunately, this does not en-
tirely explain BP because BP is a dual rather
than primal algorithm to solve the Bethe
variational problem – beliefs are infeasible
before convergence. Thus, we have no bet-
ter understanding of BP than as an algo-
rithm to seek for a common zero of a system
of non-linear functions, not explicitly related
to each other. In this theoretical paper, we
show that these functions are in fact explic-
itly related – they are the partial derivatives
of a single function of reparameterizations.
That means, BP seeks for a stationary point
of a single function, without any constraints.
This function has a very natural form: it
is a linear combination of local log-partition
functions, exactly as the Bethe entropy is the
same linear combination of local entropies.
1 Introduction
Loopy belief propagation (further only belief propaga-
tion, BP) (Pearl, 1988) is a well-known algorithm to
approximate marginals and the partition function of
the Gibbs probability distribution defined by an undi-
rected graphical model (Markov random field). For
acyclic graphs it yields the exact result, for graphs
with cycles it often yields surprisingly good approxi-
mations. A large body of literature exists on BP and
related topics and we refer the reader to the recent
survey by (Wainwright & Jordan, 2008).
Unfortunately, BP on cyclic graphs is not guaranteed
to converge, which is indeed often observed. A lot
of effort has been invested to understanding this phe-
nomenon, see (Wainwright & Jordan, 2008, §4.1.3) for
references. Solid ground was provided by (Yedidia
et al., 2000; Yedidia et al., 2005) who discovered that
BP fixed points coincide with stationary points of the
Bethe variational problem, long known in statistical
physics. (Heskes, 2003; Heskes, 2006) showed that ev-
ery stable BP fixed points are local optima (rather
than saddle points) of this problem, but not vice versa.
The basic operation in the BP algorithm is ‘passing
a message’, which means sending a vector of numbers
between a node and an edge of the graph (Pearl, 1988).
Messages turned out to be directly related to the La-
grange multipliers of the Bethe variational problem
(Yedidia et al., 2000; Yedidia et al., 2005). Later it
became clear (Wainwright et al., 2004) that passing
a message corresponds to reparameterizing the distri-
bution. In this view, BP tries to reparameterize the
distribution so that the corresponding beliefs have con-
sistent marginals.
Though this is generally known, no existing theoretical
analysis of BP fully utilizes the interpretation of mes-
sages and the Lagrange multipliers of the Bethe varia-
tional problem as reparameterizations. In contrast, we
incorporate reparameterizations into variational infer-
ence and BP in a principled way, which makes the
picture more complete and provides a mathematical
framework in which we formulate our main result.
The correspondence between BP fixed points and the
Bethe variational problem did not entirely explain the
BP algorithm itself because BP does not directly solve
the Bethe variational problem – beliefs are infeasible
to this problem until convergence. Thus, we still have
no better understanding of BP than an algorithm to
seek for a common zero of a system of non-linear func-
tions, not explicitly related to each other. As our main
result, we show that these functions are in fact explic-
itly related – they are the partial derivatives of a sin-
gle function of reparameterizations. In other words,
BP searches for a stationary point of a single func-
tion, without any constraints. This function has a very
natural form: it is a linear combination of local log-
partition functions, exactly as the Bethe entropy is the
same linear combination of local entropies. We show
that BP fixed points are in one-to-one correspondence
with stationary points of this function and that all
these points are saddles1.
Several versions of BP and related free energies ex-
ist. Originally, BP was formulated for models with
pairwise interactions. We formulate our result for the
factor-graph BP (Kschischang et al., 2001), which per-
mits interactions of arbitrary order. We currently do
not consider more complex versions, cluster variation
methods and generalized BP (Yedidia et al., 2005).
2 Exponential families
Here we recall the basics of exponential families of
probability distributions, which offer a convenient for-
malism to reason about graphical models (Wainwright
& Jordan, 2008). In §2.3, we incorporate the con-
cept of reparameterizations in overcomplete exponen-
tial families in a more principled way than other au-
thors – which is important for graphical models, where
reparameterizations play a crucial roˆle.
Let X and I be finite sets and φ: X → RI . The
discrete exponential family is a family of probability
distributions
p(x |θ) = exp[θφ(x)− F (θ)] (1)
instantiated by triplet (X, I, φ) and parameterized by
vector θ ∈ RI . We understand θ as a row vector and
φ(x) as a column vector, so that θφ(x) =
∑
i∈I θiφi(x).
The normalization term
F (θ) =
⊕
x∈X
θφ(x) (2)
is the log-partition function and a ⊕ b = log(ea + eb)
denotes the log-sum-exp operation. Operation ⊕ is as-
sociative and commutative and + distributes over ⊕.
We assume in §2.1 and §2.2 that the functions φi are
affinely independent, i.e., they form a minimal repre-
sentation of the family. We relax this later in §2.3.
2.1 Mean parameters
The mean values of functions φi with respect to distri-
bution (1) are the mean parameters of the distribution
µ =
∑
x∈X
p(x |θ)φ(x) =
∑
x∈X φ(x) exp θφ(x)∑
x∈X exp θφ(x)
(3)
1These saddle points should not be confused with the
saddle points in the double-loop algorithms to minimize
the Bethe free energy (Heskes, 2003; Heskes, 2006).
which is a column vector. The map θ 7→ µ defined
by (3) will be denoted m: RI → RI . Parameters θ
are uniquely determined by µ by solving the equation
system µ = m(θ). Mean parameters are related with
the log-partition function by
dF (θ)
dθ
= m(θ) (4)
Let φ(X) = {φ(x) | x ∈ X } denote the range of φ, a
finite set of vectors from RI . The set of all realizable
mean value vectors of φ is the convex hull of φ(X),
convφ(X) =
{∑
x∈X
p(x)φ(x)
∣∣∣ p(x)≥ 0, ∑
x∈X
p(x) = 1
}
where p stands for all possible distributions over X,
not necessarily from the family. Every element of
conv φ(X) with p(x) > 0 (i.e., a strictly positive con-
vex combination of φ) can be obtained also as the mean
of φ over a distribution from the family – thus, the
range m(RI) of the map m is the interior of conv φ(X).
2.2 Entropy and convex conjugacy
The entropy of distribution (1) as a function of θ equals
F (θ) − θm(θ). Let H(µ) denote the entropy of the
distribution as a function of µ. It is defined implicitly:
we first take any θ satisfying µ = m(θ) and then let
H(µ) = F (θ) − θµ. The function H is positive and
concave and its domain is the interior of conv φ(X).
The functions F and −H are related by convex con-
jugacy (Legendre-Fenchel transform), which says that
any µ from the interior of conv φ(X) and any θ satisfy
Fenchel’s inequality
F (θ)−H(µ)− θµ ≥ 0 (5)
where equality holds if and only if µ = m(θ). An
alternative view of (5) is that F (θ)−H(µ)− θµ is the
KL-divergence between the distribution determined by
θ and the distribution determined by µ.
Notice that the equality (4) can be obtained by mini-
mizing the left-hand side of (5) with respect to θ. Sim-
ilarly, minimizing with respect to µ yields
dH(µ)
dµ
= −θ (6)
where θ is the (unique) solution of m(θ) = µ.
2.3 Reparameterizations
Now, suppose the basis functions φi are affinely depen-
dent, that is, they form an overcomplete representation
of the family. These dependencies can be written as
Aφ(x) = 0, Bφ(x) = 1 ∀x ∈ X (7)
for some matrices A and B, where 0 and 1 denote
here column vectors of zeros and ones. Thus, matrix
A captures homogeneous dependencies and matrix B
captures inhomogeneous dependencies. It follows that
aff φ(X) = {µ ∈ RI | Aµ = 0, Bµ = 1 }
is the affine hull of the set φ(X).
Let α and β be arbitrary row vectors and let
θ′ = θ + αA+ βB (8)
Then, θ′φ(x) = θφ(x) + β1 and F (θ′) = F (θ) + β1. It
follows that transformation (8) preserves distribution
(1) and it is thus a reparameterization of the distribu-
tion. We will refer to the subclass of reparameteriza-
tions with β = 0 as homogeneous reparameterizations.
For an overcomplete representation, θ is no longer de-
termined by µ uniquely but only up to reparameteri-
zations, m(θ + αA+ βB) = m(θ).
Moreover, equality (6) can no longer be used because
the partial derivatives of H(µ) are undefined – only
directional derivatives parallel to the space aff φ(X)
are defined. Let
∇νH(µ) = lim
t→0
H(µ+ tν)−H(µ)
t
=
dH(µ+ tν)
dt
∣∣∣∣
t=0
denote the directional derivative of H(µ) in direction
ν ∈ RI . To be parallel to aff φ(X), ν has to satisfy
Aν = 0 and Bν = 0. Then (6) generalizes to
∇νH(µ) = −θν ∀ν: Aν = 0, Bν = 0 (9)
This is consistent with the fact that θν is invariant to
reparameterizations, (θ + αA+ βB)ν = θν.
3 Gibbs distribution
In §3, we show how the Gibbs distribution on a graph-
ical model arises as a special exponential family.
Let V be a set of variables. Let E ⊆ 2V be a set vari-
able subsets, i.e., (V,E) is a hypergraph2. We assume
E contains no one-element subsets. A variable v takes
states xv ∈ Xv, where Xv is a finite domain of the vari-
able. For a hyperedge a ∈ E, let Xa = ×v∈aXv de-
note the Cartesian product of domains of variables a.
Elements of Xa will be denoted xa.
We instantiate (X, I, φ) such that distribution (1) be-
comes the Gibbs distribution on hypergraph (V,E).
Let X = XV be the Cartesian product of all variable
domains. Let
I = {(v,xv) | v ∈ V, xv ∈Xv} ∪ {(a,xa) | a ∈E, xa ∈Xa}
2Though we consider the factor-graph BP in the paper,
we do not use the concept of a factor graph – we use a
hypergraph instead, which is clearly equivalent.
For i ∈ I, we denote the i-component of vector θ and µ
by θv(xv), θa(xa) and µv(xv), µa(xa), respectively. Let
φ: X → {0, 1}I be indicator functions chosen such that
θφ(x) =
∑
v∈V
θv(xv) +
∑
a∈E
θa(xa) (10)
Now, distribution (1) is the Gibbs distribution and
µ = m(θ) are its marginals,
µv(xv) =
∑
xV \v
p(x |θ), µa(xa) =
∑
xV \a
p(x |θ)
The polytope conv φ(X) contains all realizable
marginal vectors µ and is known as the marginal poly-
tope (Wainwright & Jordan, 2008). Moreover, for this
choice of (X, I, φ) we have {0, 1}I ∩ aff φ(X) = φ(X).
3.1 Affine dependencies
Now we specify matrices A and B, which capture affine
dependencies among functions φi. We do this indi-
rectly, by writing down products Aµ, Bµ, αA and βB.
Equation systems Aµ = 0 and Bµ = 1 turn out to be
the familiar marginalization and normalization condi-
tions, respectively:∑
xa\v
µa(xa)− µv(xv) = 0 (11a)∑
xv
µv(xv) = 1,
∑
xa
µa(xa) = 1 (11b)
Let us remark that (11a) describes only a subset of all
existing homogeneous dependencies among φi, namely
those that couple hyperedges with variables, and omits
those that couple pairs of hyperedges. But this is a lim-
itation of the factor-graph BP compared to the gener-
alized BP. All existing dependences would be described
by
∑
xa\b
µa(xa) =
∑
xb\a
µb(xb). If E ⊆
(
V
2
)
is an or-
dinary graph (that means, there are only pairwise in-
teractions), (11a) describes all existing dependencies.
Reparameterization θ′ = θ + αA+ βB reads
θ′v(xv) = θv(xv) −
∑
a3v
αav(xv) + βv (12a)
θ′a(xa) = θa(xa) +
∑
v∈a
αav(xv) + βa (12b)
Let us explain the detailed meaning of (12).
We define the elementary homogeneous reparameteri-
zation as follows: pick any pair (a, v) with v ∈ a, sub-
tract an arbitrary unary function αav(·) from function
θv(·), and add the same function to θa(·):
θ′v(xv)← θv(xv) − αav(xv) (13a)
θ′a(xa)← θa(xa) + αav(xv) (13b)
Since αav(xv) cancels out, this preserves the sum
θv(xv) + θa(xa) and hence also the function (10). Ap-
plying transformations (13) to all pairs (a, v) yields the
terms with α in (12), i.e., the homogeneous reparam-
eterization θ′ = θ + αA.
Reparameterization θ′ = θ+βB simply adds constants
βv, βa to all functions θv(·), θa(·).
Let us point out that papers on graphical models usu-
ally mean by ‘reparameterizations’ only homogeneous
reparameterizations, or are not explicit about that.
Reparameterizations in the form (12) and (13) were
first used by (Shlezinger, 1976) in LP relaxation of the
problem maxx∈X θφ(x) (i.e., finding modes of a Gibbs
distribution). More can be found in modern revisions
(Werner, 2007; Werner, 2010) of this approach.
4 Belief propagation
In the most general formulation (Yedidia et al., 2005),
BP and related algorithms and free energies start with
decomposing the original hypergraph into a collection
of sub-hypergraphs (typically, hypertrees). Each sub-
hypergraph is assigned a counting number (negative,
zero, or positive) such that every hyperedge of the orig-
inal hypergraph is counted exactly once in total.
In the factor-graph BP, our hypergraph (V,E) is de-
composed into the collection of sub-hypergraphs Ev
and Ea, where v ∈ V and a ∈ E. Hypergraph Ev
contains only variable v. Hypergraph Ea contains hy-
peredge a and variables v ∈ a. The counting number
of Ea equals 1 and the counting number of Ev equals
1− nv, where nv =
∑
a3v 1.
Each sub-hypergraph defines its own local Gibbs dis-
tribution. Let the distribution on Ev and Ea be de-
noted respectively by
pv(xv |θ) = exp
[
θv(xv)− F v(θ)
]
(14a)
pa(xa |θ) = exp
[
θa(xa) +
∑
v∈a
θv(xv)− F a(θ)
]
(14b)
where the local log-partition functions read
F v(θ) =
⊕
xv
θv(xv) (15a)
F a(θ) =
⊕
xa
[
θa(xa) +
∑
v∈a
θv(xv)
]
(15b)
Similarly, the entropies of distributions (14) read3
Hv(µ) = −
∑
xv
µv(xv) logµv(xv) (16a)
Ha(µ) = −
∑
xa
µa(xa) logµa(xa) (16b)
3It might seem surprising that numbers µv(xv) for v ∈ a
are absent in (16b). But (16b) is correct, variables really
have zero counting numbers in hypergraph Ea.
Let us define two functions
F˜ (θ) =
∑
v∈V
(1− nv)F v(θ) +
∑
a∈E
F a(θ) (17)
H˜(µ) =
∑
v∈V
(1− nv)Hv(µ) +
∑
a∈E
Ha(µ) (18)
While the function H˜ is the well-known Bethe en-
tropy approximation, F˜ can be seen as the ‘Bethe log-
partition function’. To our knowledge, the function F˜
was not mentioned in previous works.
Next we proceed as follows. In §4.1 we define the BP
algorithm and its fixed points. Then we give two in-
terpretations of BP fixed points:
• In §4.2 we recall the well-known result by (Yedidia
et al., 2000; Yedidia et al., 2005) that BP fixed
points correspond to stationary points of the (neg-
ative) Bethe free energy θµ + H˜(µ) on the space
{µ > 0 | Aµ = 0, Bµ = 1 }. We refer to this as
the dual interpretation.
• In §4.3 we present our main result, that BP fixed
points correspond to stationary points of the func-
tion F˜ (θ) on the space of homogeneous reparam-
eterizations of θ. We refer to this as the primal
interpretation.
Here, we use the term ‘stationary point’ in a slightly
broader meaning than is usual: a stationary point of a
function on an affine space is a point where all direc-
tional derivatives parallel to that space vanish.
4.1 BP algorithm and its fixed points
Usually, BP is formulated in terms of passing mes-
sages, following (Pearl, 1988). We formulate it here in
terms of reparameterizations. Our formulation is re-
lated to but different from (Wainwright et al., 2004).
In BP, probabilities (14) are seen as approximations
of the true variable and hyperedge marginals of the
Gibbs distribution (1). For a general θ, they fail to
satisfy the marginal consistency condition∑
xa\v
pa(xa |θ) = pv(xv |θ) (19)
which has to be satisfied by true marginals. The BP al-
gorithm seeks to reparameterize θ such that (19) holds.
Since functions (14) are invariant to reparameteriza-
tions θ′ = θ + βB, only homogeneous reparameteriza-
tions can be considered. Plugging (14) into (19) yields⊕
xa\v
[
θa(xa) +
∑
u∈a\v
θu(xu)
]
= constav (20)
where constav = F a(θ)−F v(θ) are constants indepen-
dent on xv. We define a BP fixed point to be a vector
θ satisfying (20).
A single update of the BP algorithm (its serial ver-
sion) enforces condition (20) to hold for a single pair
(a, v) by applying the elementary homogeneous repa-
rameterization (13) to the pair (a, v). This determines
αav(·) in (13) up to a constant. This constant is set so
that
⊕
xv
αav(xv) =
⊕
xv
0, which ensures that num-
bers θ stay bounded during the algorithm.
In our exponential family formalism, the BP fixed
point condition can be stated concisely as follows. Let
a map µ = m˜(θ) be defined by µv(xv) = pv(xv |θ),
µa(xa) = pa(xa |θ). Map m˜ can be seen as an approx-
imation of the true marginal map m. Now, BP fixed
point condition (19) reads simply Am˜(θ) = 0.
The true map m satisfies Am(θ) = 0, Bm(θ) = 1 and
m(θ+αA+ βB) = m(θ). In contrast, m˜ satisfies only
Bm˜(θ) = 1 and m˜(θ + βB) = m˜(θ) in general. BP
seeks to reparameterize θ such that also Am˜(θ) = 0,
i.e., to solve the system Am˜(θ + αA) = 0 for α.
4.2 Dual interpretation of BP
In variational inference (Wainwright & Jordan, 2008),
the log-partition function F and marginals m are
computed indirectly via convex conjugacy between F
and −H. Fenchel’s inequality (5) implies that
F (θ) = max{θµ+H(µ) | µ> 0, µ∈ convφ(X)} (21)
where the optimum is attained at µ = m(θ). This so
far provides no advantage because both the marginal
polytope conv φ(X) and the entropy function H are
defined in an intractable way. The trick is to replace
them with their tractable approximations. Then, the
optimal argument and value of (21) is an approxima-
tion of the true m(θ) and F (θ), respectively.
If the polytope conv φ(X) is approximated with the
‘local polytope’ (Wainwright & Jordan, 2008)
[0, 1]I ∩ aff φ(X) = {µ ≥ 0 | Aµ = 0, Bµ = 1 } (22)
and the true entropy H with the Bethe entropy (18),
we obtain the Bethe variational problem
max{ θµ+ H˜(µ) | µ > 0, Aµ = 0, Bµ = 1 } (23)
where −θµ− H˜(µ) is known as the Bethe free energy.
In general, [0, 1]I ∩ aff φ(X) ⊃ conv φ(X) and H˜ 6= H.
However, if the factor graph of our graphical model is
acyclic then [0, 1]I∩aff φ(X) = conv φ(X) and H˜ = H.
(Wainwright & Jordan, 2008; Yedidia et al., 2005).
Let us emphasize that the BP algorithm does not di-
rectly solve problem (23). BP maintains µ = m˜(θ),
which ensures µ > 0 and Bµ = 1, and tries to reparam-
eterize θ so that Aµ = 0. Thus, µ is infeasible to (23)
until BP converges. Operating on the Lagrange mul-
tipliers of (23), BP is a dual algorithm to solve (23).
(Yedidia et al., 2005) showed that BP fixed points cor-
respond to stationary points of problem (23). We need
to say precisely what is meant by this correspondence
because we defined BP fixed points in terms of θ and
stationary points of (23) in terms of µ. The correspon-
dence is given by the map µ = m˜(θ). This map is one-
to-one up to adding constants to functions θv(·), θa(·),
i.e., up to reparameterizations θ ← θ + βB.
Moreover, notice that the objective of (23) is in-
variant to homogeneous reparameterizations because
(θ + αA)µ = θµ for feasible µ.
With this understanding, we can state Yedidia’s result.
Theorem 1. If θ and µ correspond through µ = m˜(θ),
the following statements are equivalent:
• Am˜(θ) = 0, i.e., θ is a BP fixed point.
• µ is a stationary point of θµ + H˜(µ) on the set
{µ > 0 | Aµ = 0, Bµ = 1 }.
Let us remark that, by the discussion in §2.3, the sec-
ond statement says that the directional derivative of
θµ+H˜(µ) vanishes in all directions parallel to aff φ(X):
∇νH˜(µ) = −θν ∀ν: Aν = 0, Bν = 0 (24)
4.3 Primal interpretation of BP
Here we present our main result, which can be con-
cisely stated as follows: the BP algorithm tries to find
a vector α such that the gradient of F˜ (θ + αA) with
respect to α vanishes.
This gradient can be conveniently evaluated at α = 0
without loss of generality since the gradient at α 6= 0
can be recovered by replacing θ with θ + αA. Thus,
we claim that θ is a BP fixed point if and only if
dF˜ (θ + αA)
dα
∣∣∣∣
α=0
= A
dF˜ (θ)
dθ
= 0 (25)
where the first equality follows from the chain rule.
An alternative interpretation of condition (25) is that
θ is a stationary point of function F˜ (θ) on the space
of homogeneous reparameterizations of θ. Recall that
this is the space of vectors θ + αA for all possible α.
Condition (25) says that all directional derivatives par-
allel to this space vanish. Now we formulate our result.
Theorem 2. The following statements are equivalent:
• Am˜(θ) = 0, i.e., θ is a BP fixed point.
• A [dF˜ (θ)/dθ] = 0, i.e., θ is a stationary point of
F˜ (θ) on the space of homogeneous reparameteriza-
tions of θ.
Proof. In the first part of the proof, we express the
derivative (25) in terms of m˜(θ).
We begin by expressing the derivative dF˜ (θ)/dθ in
terms of m˜(θ). Differentiating (17) yields
∂F˜ (θ)
∂θv(xv)
= (1− nv) ∂F
v(θ)
∂θv(xv)
+
∑
a3v
∂F a(θ)
∂θv(xv)
(26a)
∂F˜ (θ)
∂θa(xa)
=
∂F a(θ)
∂θa(xa)
(26b)
Let us denote µ = m˜(θ) for brevity. By (4), we have
∂F v(θ)
∂θv(xv)
= µv(xv)
∂F a(θ)
∂θa(xa)
= µa(xa)
∂F a(θ)
∂θv(xv)
=
∑
xa\v
µa(xa)
Plugging this into (26) and some manipulations yields
∂F˜ (θ)
∂θv(xv)
= µv(xv) +
∑
a3v
γav(xv) (27a)
∂F˜ (θ)
∂θa(xa)
= µa(xa) (27b)
where we denoted γ = Aµ, i.e.,
γav(xv) =
∑
xa\v
µa(xa)− µv(xv)
By (11a), the components of (25) read
∂F˜ (θ + αA)
∂αav(xv)
∣∣∣∣
α=0
=
∑
xa\v
∂F˜ (θ)
∂θa(xa)
− ∂F˜ (θ)
∂θv(xv)
(28)
Plugging (27) into (28) finally yields
∂F˜ (θ + αA)
∂αav(xv)
∣∣∣∣
α=0
= −
∑
b3v, b6=a
γbv(xv) (29)
In the second part of the proof, we express the two
statements in Theorem 2 in terms of γ. The first state-
ment is equivalent to system (30a) below. By (29), the
second statement is equivalent to system (30b).
γav(xv) = 0 ∀a ∈ E, v ∈ a, xv (30a)∑
b3v, b6=a
γbv(xv) = 0 ∀a ∈ E, v ∈ a, xv (30b)
We need to show that systems (30a) and (30b) are
equivalent. This can be shown separately for each pair
(v, xv). Pick (v, xv) and write γa instead of γav(xv) for
simplicity. Then we need to show that an arbitrary set
of numbers { γa | a 3 v } satisfies the equivalence[
γa = 0 ∀a 3 v
]⇐⇒ [ ∑
b3v, b 6=a
γb = 0 ∀a 3 v
]
which is already easy.
Next, we give a second order property of function F˜ .
Theorem 3. Consider F˜ (θ+αA) as a function of α.
Every stationary point of this function is a saddle
point.
Proof. We need to show that the Hessian
d2F˜ (θ + αA)
dα2
is indefinite at any point α satisfying Am˜(θ+αA) = 0.
It suffices to show that only a partial Hessian is indefi-
nite. We obtain this partial Hessian by computing the
partial derivatives ∂2F˜ (θ+αA)/∂αk ∂α` only for some
of all possible pairs (k, `). After some work (we do not
present details of the derivation) we get
∂2F˜ (θ + αA)
∂αav(xv) ∂αbv(xv)
=
{
0 if a = b
[µv(xv)− 1]µv(xv) if a 6= b
where µ = m˜(θ + αA). This holds only if Aµ = 0,
at points Aµ 6= 0 the derivative is more complex. The
derivative takes only two values, depending on whether
a = b or a 6= b. Hence the diagonal elements of the
partial Hessian are zero and the remaining elements
are equal. Any such matrix is indefinite.
4.4 Relation of primal and dual view
One can notice that F˜ , H˜, m˜ are related by certain
equalities, which can be seen as ‘rudiments’ of convex
conjugacy relationship among the true F , H, m.
Thus, (27) shows that if θ is a BP fixed point then
dF˜ (θ)
dθ
= m˜(θ) (31)
In contrast to (4), equality (31) holds only at BP
fixed points because of the extra term
∑
a3v γav(xv) in
(27a), which vanishes at and only at BP fixed points.
In fact, this might suggest that the map µ = dF˜ (θ)/dθ
is a more fundamental object than the map µ = m˜(θ)
– but we do not further pursue this observation here.
If µ = m˜(θ) and Aµ = 0 (i.e., θ is a BP fixed point)
then
F˜ (θ)− H˜(µ)− θµ = 0 (32)
Unlike Fenchel’s equality for true F , H, m, equality
(32) fails to hold if Aµ 6= 0. Interestingly, we observed
that conditionAµ = 0 becomes unnecessary if the form
(18) of the Bethe entropy is replaced by its different
form. Let
H˜(µ) =
∑
v∈V
Hv(µ)−
∑
a∈E
Ja(µ) (33)
where
Ja(µ) =
∑
xa
µa(xa) log
µa(xa)∏
v∈a µv(xv)
is the KL-divergence between µa(xa) and
∏
v∈a µv(xv).
Functions (18) and (33) are equal for Aµ = 0 but dif-
ferent otherwise (Wainwright & Jordan, 2008, §4.1.2).
It can be easily verified that with this form of H˜, equal-
ity (32) holds for µ = m˜(θ) even if Aµ 6= 0. In other
words, substitution µ = m˜(θ) transforms the function
θµ+ H˜(µ) into F˜ (θ).
The Bethe entropy has a clear meaning: for acyclic
graphs, H˜ equals the true entropy H. It follows from
(32) that F˜ has a similar property: for acyclic graphs,
F˜ equals the true log-partition function F but only if
Am˜(θ) = 0 (i.e., only on the space of BP fixed points).
5 Conclusion
We have presented a novel interpretation of loopy be-
lief propagation. While it was known that BP fixed
points correspond to stationary points of the Bethe
free energy on the local polytope, we have shown that
they also correspond to stationary points of the ‘Bethe
log-partition function’ on the space of homogeneous
reparameterizations. To the best of our knowledge,
this simple observation was not made before. The two
interpretations are exactly complementary – however,
they are not related by classical convex duality because
function H˜ is not concave and F˜ is not convex.
So far, BP was understood as an algorithm to seek for
a common zero of a set of explicitly unrelated equa-
tions. Our result shows that these equations are par-
tial derivatives of the single function F˜ (θ + αA) of α
without any additional constraints.
One would expect that finding a stationary point of
a single multivariate analytic function must be easier
than solving a system of unrelated non-linear equa-
tions – but this is true only if the stationary point is a
local extreme. Unfortunately, all stationary points of
the function F˜ (θ+αA) are saddle points, and finding a
saddle point can be much harder (and little literature
seems to exist about it). Therefore, we currently do
not know whether our result can provide new insights
into (non-)convergence of BP.
Various generalized versions of BP are often designed
via dual considerations involving local free energies
and entropies. Our result suggests that free energies
may not be needed for this at all, the primal route via
reparameterizations and local log-partition functions
may be simpler. This is open to future research.
Although we have not demonstrated any practical con-
sequences of our contribution, we believe that the pre-
sented mathematical framework, which treats repa-
rameterizations explicitly and incorporates them into
the exponential family language, brings more clarity
in the theoretical understanding of graphical models.
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