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1. Introduction
The effect of resonance in a mechanical equation is very important to machinists. Nearly every mechanical equation
will exhibit some resonance and can with the application of even a very small external pulsed force, be stimulated to
do just that. Machinists usually work hard to eliminate resonance from a mechanical equation, as they perceive it to
be counter-productive. In fact, it is impossible to prevent all resonance. Mathematicians have provided more theory of
resonance from equations. After seeing the regularity, i.e., the existence or nonexistence of solutions for a mechanical
equation, we may limit or control its influence degree, for example, through adding a given local or nonlocal boundary
conditions and so on. Very recently, there has been increasing interest in questions of the solvability of boundary value
problems for differential and difference equations at resonance, and have obtained many excellent results on the existence
of single, two and even multiple solutions for boundary value problem, which the nonlinearity is dependent on the first-
order derivative. For the case where ordinary differential equation is at resonance, most studies have tended to the equation
u′′(t) = f (t, u(t), u′(t))+ e(t). Such as, Feng and Webb [1] investigated the following boundary value problem{
u′′(t) = f (t, u(t), u′(t))+ e(t), t ∈]0, 1[,
u(0) = 0, u(1) = αu(ξ),
when αξ = 1 (ξ ∈]0, 1[) is at resonance. The authors have employed the coincidence degree theory of Mawhin to establish
some existence results of solutions for the above problem. In [2], Ma studied the existence of solutions of nonlinear discrete
boundary value problem{
∆2u(t − 1)+ µ1u(t)+ g(t, u(t)) = h(t), t ∈ T,
u(a) = u(b+ 2) = 0,
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where T = {a + 1, . . . , b + 1}, a, b are two integers, h(t) is a given function, g : T × R→ R is continuous, satisfies some
asymptotic nonuniform resonance conditions and g(t, u)u ≥ 0 for u ∈ R. The main tool is Leray–Schauder continuation
theorem. For other related results we refer to [3–7] and the references therein.
It is well known that the theory of time scales, which created in [8] and developed in [9–14], is a new area of still fairly
theoretical exploration in mathematics. Inspiring the subject is the notion that dynamic equations on time scales can build
bridges between continuous and discrete mathematics, and is more general and versatile than the traditional theories of
differential and difference equations. Although the development history of time scales theory is approximately two decades,
it has led to several important applications, such as, in the study of insect population models, phytoremediation of metals,
wound healing and epidemicmodels [15–17]. Therewithmuch attention paid on discussing the solutions for boundary value
problems on time scales and have obtained many good results of the existence of the solutions for two, multiple points
boundary value problems. Among the literature, very little work has been done to the existence of solution for boundary
value problem on time scales at resonance.
Wewould like tomention [18], whichmotivated us to consider Sturm–Liouville boundary value problems on time scales
at resonance. In [18], the author studied the problem on time scales at resonance
u∆∇(t) = f (t, u(t), u∆(t))+ e(t), t ∈]0, 1[∩T,
u∆(0) = 0, u(1) =
m∑
i=1
αiu(ξi) and u(0) = 0, u(1) =
m∑
i=1
αiu(ξi),
where
∑m
i=1 αi = 1 and
∑m
i=1 αiξi = 1, respectively. By using coincidence degree theorem due to Mawhin, the author
obtained the above problem admits at least one solution.
Sturm–Liouville problems arise from many fields of science and have application in engineering, mechanics, financial
mathematics, for example [19–21]. We notice that much attention paid on discussing the solutions for the problems on
time scales and have obtainedmany good results of the existence of the positive solutions for two,multiple points problems.
But very little work has been done on the existence of solutions to the problems on time scales at resonance, in which the
nonlinearity is involved with the lower-order derivative explicitly. In this study, we shall discuss the existence of solutions
for multi-point Sturm–Liouville problems on time scales at resonance{
(p(t)u∆(t))∇ − q(t)u(t) = f (t, u(t), u∆(t)), t ∈ ]0, T ]T,
au(0)− bp(0)u∆(0) = µu(ξ), cu(T )+ dp(T )u∆(T ) = 0, (P1){
(p(t)u∆(t))∇ − q(t)u(t) = f (t, u(t), u∆(t)), t ∈ ]0, T ]T,
au(0)− bp(0)u∆(0) = 0, cu(T )+ dp(T )u∆(T ) = µu(ξ), (P2)
where a, b ∈ R \ {0}, c, d ∈ R, µ ∈ R \ {0}, ξ ∈ ]0, T [T and ξ < ρ(T ), p ∈ C∆
(]0, T ]T, ]0,+∞[), q ∈ L∇loc(]0, T ]T,R),
f : ]0, T ]T × R2 → R.
The problem (P1) happens to be at resonance in the sense that the associated half-linear homogeneous boundary value
problem{
(p(t)u∆(t))∇ = 0, t ∈ ]0, T ]T,
au(0)− bp(0)u∆(0) = µu(ξ), cu(T )+ dp(T )u∆(T ) = 0
has u(t) = A(− dc − ∫ Tt 1p(s)1s), (A ∈ R \ {0}), as a nontrivial solution, when ad+ bc + ac ∫ T0 1p(s)1s = µ(c ∫ Tξ 1p(s)1s+ d).
This implies that q(t)u(t)+ f (t, u(t), u∆(t)) ∈ L∇ ]0, T ]T. If ad+ bc + ac
∫ T
0
1
p(s)1s 6= µ
(
c
∫ T
ξ
1
p(s)1s+ d
)
, then the problem
has u(t) ≡ 0, as its only solution. So we say that the problem (P1) is at resonance when ad + bc + ac
∫ T
0
1
p(s)1s =
µ
(
c
∫ T
ξ
1
p(s)1s + d
)
. For the cases such that the linear mapping Lu(t) = (p(t)u∆)∇(t) is non-invertible, the so-called
resonance case. Otherwise, the so-called non-resonance case. Similarly, the associated half-linear homogeneous boundary
value problem (P2) has u(t) = A( ba +
∫ t
0
1
p(s)1s), (A ∈ R \ {0}), as a nontrivial solution when ad + bc + ac
∫ T
0
1
p(s)1s =
µ
(
a
∫ ξ
0
1
p(s)1s+ b
)
. By applying a coincidence degree theorem of Mawhin to Sturm–Liouville boundary value problems on
time scales at resonance, this paperwill establish somenewandmore general results for the existence of nontrivial solutions
to the problems (P1) and (P2). The results are even new for the general time scale, as well as in special case of differential
equations and difference equations, our results improve and generalize some known results.
The rest of the paper is organized as follows. Section 2 provides some background material for discussing the problems
(P1) and (P2). Some lemmas and criterion for the existence of nontrivial solutions to the problems (P1) and (P2) are
established in Section 3, and examples are given to illustrate our main results in this section.
2. Preliminaries
In this section, we provide some background material from Banach spaces and preliminary results.
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Definition 2.1. Let X and Z be normed spaces. A linear operator L : Dom L ⊂ X → Z is called a Fredholm operator if the
following two conditions hold: (i) Ker L has a finite dimension, (ii) Im L is closed and has a finite codimension.
L is a Fredholm operator, its Fredholm index is the integral Ind L = dimKer L − codim Im L. In present paper, we are
interested in a Fredholm operator of index zero, i.e. dimKer L = codim Im L. From Definition 2.1, we know that there
exist continuous projectors P : X → X and Q : Z → Z such that Im P = Ker L, KerQ = Im L, X = Ker L ⊕ Ker P ,
Z = Im L⊕ImQ , and the operator LDom L∩Ker P : Dom L∩Ker P → Im L is invertible,wedenote the inverse of L |DomL∩Ker P by
KP : Im L→ Dom L∩Ker P . The generalized inverse of L denoted by KP,Q : Z → Dom L∩Ker P is defined by KP,Q : KP(I−Q ).
Definition 2.2. Let L : Dom L ⊂ X → Z be a Fredholm operator, E be a metric space, and N : E → Z be a operator. N
is called L-compact on E if QN : E → Z and KP,QN : E → X are compact on E. In addition, say that N is L-completely
continuous if it is L-compact on every bounded E ⊂ X .
In the following, we present that the function f : ]0, T ]T×R2 → R satisfies the Carathéodory conditions on time scales.
Definition 2.3. The mapping f : ]0, T ]T × R2 → R satisfies the Carathéodory conditions with respect to L∇ ]0, T ]T,
where L∇ ]0, T ]T denote that all Lebesgue ∇-integrable functions on ]0, T ]T (see [12, p. 159]). If the following conditions
are satisfied:
(i) for each (z, w) ∈ R2, the mapping t → f (t, z, w) is Lebesgue measurable on ]0, T ]T;
(ii) for a.e. t ∈ ]0, T ]T, the mapping (z, w)→ f (t, z, w) is continuous on Rn;
(iii) for each r > 0, there exists αr ∈ L∇(]0, T ]T,R) such that for a.e. t ∈ ]0, T ]T and every z such that |z| ≤ r ,|f (t, z, w)| ≤ αr(t).
We now state the coincidence degree theorem of Mawhin [22].
Theorem 2.4. Let Ω ⊂ X be open bounded set, L be a Fredholm operator of index zero, and N be L-compact onΩ . Assume that
the following conditions are satisfied:
(1) Lu 6= λNu for every (u, λ) ∈ ((Dom L \ Ker L) ∩ ∂Ω)×]0, T [;
(2) Nu 6∈ Im L for every u ∈ Ker L ∩ ∂Ω;
(3) deg(QN |Ker L∩∂Ω ,Ω ∩ Ker L, 0) 6= 0 with Q : Z → Z a continuous projector such that KerQ = Im L.
Then the equation Lu = Nu admits at least one nontrivial solution in Dom L ∩Ω .
3. Main results
Let the Banach spaces X = C∆]0, T ]T with the norm ‖u‖ = max{‖u‖∞, ‖u∆‖∞}, where ‖u‖∞ = supt∈]0,T ]T |u(t)|. Let
L∇loc]0, T ]T = {u : u|]s,t]T ∈ L∇ ]0, T ]T for each ]s, t]T ⊆ ]0, T ]T with σ(0) < ρ(s) and t < ρ(T )},
set Z = L∇loc[0, T ]T with the norm ‖z‖L =
∫ T
0 |z(t)|∇t . We use the space
W 2,1]0, T ]T = {u : ]0, T ]T → R|u(t), u∆(t) are absolutely continuous on ]0, T ]T with u∆∇ ∈ L∇loc]0, T ]T}.
For the problem (P1), we define the mapping L from Dom L ⊂ X to Z with
Dom L = {u ∈ W 2,1]0, T ]T : au(0)− bp(0)u∆(0) = µu(ξ), cu(T )+ dp(T )u∆(T ) = 0},
Lu(t) = (p(t)u∆(t))∇ , u ∈ Dom L, (3.1)
and the nonlinear mapping N : X → Z by
Nu(t) = f (t, u(t), u∆(t))+ q(t)u(t), t ∈ ]0, T ]T. (3.2)
Obviously, the equation (p(t)u∆(t))∇ = f (t, u(t), u∆(t)) + q(t)u(t) admits a solution is equivalent to the solution of
mapping equation Lu = Nu. Sowe concentrate on the existence of solution to the equation Lu = Nuwith boundary condition
of the problems (P1) and (P2), respectively.
Lemma 3.1. L : Dom L ⊂ X → Z is a Fredholm mapping of index zero. Furthermore, the continuous linear projector operator
Q : Z → Z can be defined by
Qz = 1
Λ1
(
µ
∫ ξ
0
1
p(s)
∫ T
s
z(τ )∇τ1s+ b
∫ T
0
z(τ )∇τ + c
d
(
µ
∫ ξ
0
1
p(s)
1s+ b
)
u(T )+ (a− µ)u(0)
)
,
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whereΛ1 = µ
∫ ξ
0
1
p(s)
∫ T
s ∇τ1s+ b
∫ T
0 ∇τ + cd
(
µ
∫ ξ
0
1
p(s)1s+ b
)
u(T )+ (a− µ)u(0) 6= 0. Linear mapping KP can be written
by
KPz(t) = −
∫ t
0
1
p(s)
∫ T
s
z(τ )∇τ1s.
Furthermore,
‖KPz‖ ≤ max{ζ1, ζ2}‖z‖L, z ∈ Im L,
where ζ1 =
∫ T
0
1
p(s)1s, ζ2 = supt∈]0,T ]T 1p(t) .
Proof. It is clear that Ker L = R, let u ∈ Dom L, z ∈ Z , the linear equation on ]0, T ]T is
(p(t)u∆(t))∇ = z(t).
For a.e. t ∈ ]0, T ]T, either t is right-scattered or right-dense, ∇- integral from t to T we have
u∆(t) = p(T )u∆(T ) 1
p(t)
− 1
p(t)
∫ T
t
z(τ )∇τ .
For a.e. t ∈ ]0, T ]T,∆-integral from 0 to t again yields
u(t) = u(0)+ p(T )u∆(T )
∫ t
0
1
p(s)
1s−
∫ t
0
1
p(s)
∫ T
s
z(τ )∇τ1s. (3.3)
(3.3) satisfies au(0)− bp(0)u∆(0) = µu(ξ), cu(T )+ dp(T )u∆(T ) = 0 if and only if
µ
∫ ξ
0
1
p(s)
∫ T
s
z(τ )∇τ1s+ b
∫ T
0
z(τ )∇τ + c
d
(
µ
∫ ξ
0
1
p(s)
1s+ b
)
u(T )+ (a− µ)u(0) = 0. (3.4)
On the other hand, if (3.4) holds, then for some z ∈ Z , we take u ∈ Dom L as given by (3.3), (p(t)u∆(t))∇ = z(t) for a.e.
t ∈ ]0, T ]T. So
Im L =
{
z ∈ L1]0, T ]T : µ
∫ ξ
0
1
p(s)
∫ T
s
z(τ )∇τ1s+ b
∫ T
0
z(τ )∇τ
+ c
d
(
µ
∫ ξ
0
1
p(s)
1s+ b
)
u(T )+ (a− µ)u(0) = 0
}
.
Further, we define the mapping Q : Z → Z by
Qz = 1
Λ1
(
µ
∫ ξ
0
1
p(s)
∫ T
s
z(τ )∇τ1s+ b
∫ T
0
z(τ )∇τ + c
d
(
µ
∫ ξ
0
1
p(s)
1s+ b
)
u(T )+ (a− µ)u(0)
)
,
for z ∈ Z , and it is easy to see that Q : Z → Z is a linear continuous projector.
For the mapping L and continuous linear projector Q , it is not difficult to check that Im L = KerQ . Set z = (z−Qz)+Qz,
thus z − Qz ∈ KerQ = Im L and Qz ∈ ImQ , so Z = Im L+ ImQ . If z ∈ Im L ∩ ImQ , then z(t) = 0, hence Z = Im L⊕ ImQ .
FromKer L = R, we obtain that Ind L = dimKer L−codimIm L = dimKer L−dim ImQ = 0, that is, L is a Fredholmmapping
of index zero.
Take P : X → X as follows
Pu(t) = u(0)+ p(T )u∆(T )
∫ t
0
1
p(s)
1s, t ∈ ]0, T ]T,
and set u ∈ X in the form u(t) = (u(0)+p(T )u∆(T ) ∫ t0 1p(s)1s)+(u(t)−u(0)−p(T )u∆(T ) ∫ t0 1p(s)1s). Obviously, Im P = Ker L
and X = Ker L⊕ Ker P , then the generalized inverse KP : Im L→ Dom L ∩ Ker P defines by
KPz(t) = −
∫ t
0
1
p(s)
∫ T
s
z(τ )∇τ1s.
It follows that
(KPz)∆(t) = − 1p(t)
∫ T
t
z(τ )∇τ ,
‖KPz‖∞ = sup
t∈]0,T ]T
∣∣∣∣− ∫ t
0
1
p(s)
∫ T
s
z(τ )∇τ1s
∣∣∣∣ ≤ sup
t∈]0,T ]T
∫ t
0
1
p(s)
∫ T
s
|z(τ )|∇τ1s
≤
∫ T
0
1
p(s)
1s‖z‖L = ζ1‖z‖L,
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and
‖(KPz)∆‖∞ = sup
t∈]0,T ]T
∣∣∣∣− 1p(t)
∫ T
t
z(τ )∇τ
∣∣∣∣ ≤ sup
t∈]0,T ]T
1
p(t)
∫ T
0
|z(τ )|∇τ ≤ ζ2‖z‖L,
the above argument yields
‖KPz‖ ≤ max{ζ1, ζ2}‖z‖L.
For z ∈ Im L, we have
(LKP)z(t) =
(
p(t)
(
−
∫ t
0
1
p(s)
∫ T
s
z(τ )∇τ1s
)∆)∇
= z(t), (3.5)
and for u ∈ Dom L ∩ Ker P , there is
(KPL)u(t) = −
∫ t
0
1
p(s)
∫ T
s
(p(τ )u∆)∇(τ )∇τ1s = u(t)− u(0)− p(T )u∆(T )
∫ t
0
1
p(s)
1s,
in view of u ∈ Dom L ∩ Ker P , then Pu(t) = u(0)+ p(T )u∆(T ) ∫ t0 1p(s)1s = 0, thus
(KPL)u(t) = u(t), t ∈ ]0, T ]T. (3.6)
(3.5) and (3.6) yield
KP = (L |Dom L∩Ker P)−1.
The proof is complete. 
Furthermore,
QNu = 1
Λ1
(
µ
∫ ξ
0
1
p(s)
∫ T
s
(Nu)(τ )∇τ1s+ b
∫ T
0
(Nu)(τ )∇τ + c
d
(
µ
∫ ξ
0
1
p(s)
1s+ b
)
u(T )+ (a− µ)u(0)
)
,
(KP,QN)u(t) = −
∫ t
0
1
p(s)
∫ T
s
(Nu)(τ )∇τ1s+
∫ t
0
1
p(s)
∫ T
s
(QNu)∇τ1s
= −
∫ t
0
1
p(s)
∫ T
s
(Nu)(τ )∇τ1s+
∫ t
0
1
p(s)
∫ T
s
1
Λ1
(
µ
∫ ξ
0
1
p(s)
∫ T
s
(Nu)(τ )∇τ1s
+ b
∫ T
0
(Nu)(τ )∇τ + c
d
(
µ
∫ ξ
0
1
p(s)
1s+ b
)
u(T )+ (a− µ)u(0)
)
∇τ1s.
Lemma 3.2. Let f : ]0, T ]T × R2 → R satisfy the Carathéodory conditions. Then the mapping N is L-completely continuous.
Proof. Assume that un, u0 ∈ E satisfy ‖un − u0‖ → 0, (n→∞), thus there exists R > 0 such that ‖un‖ ≤ R for any n ≥ 1.
One has that
‖Nun − Nu0‖∞ = sup
t∈]0,T ]T
|Nun(t)− Nu0(t)|
≤ sup
t∈]0,T ]T
(|f (t, un(t), u∆n (t))− f (t, u0(t), u∆0 (t))| + |q(t)||un(t)− u0(t)|) .
In view of f satisfy the Carathéodory conditions, we can obtain that for a.e. t ∈ ]0, T ]T,
‖Nun − Nu0‖∞ → 0, (n→∞).
This means that the operator N : E → Z is continuous. By the definitions of QN and KP,QN , we can obtain that QN : E → Z
and KP,QN : E → X are continuous.
Let E ⊆ X be a bounded set and r = sup{‖u‖ : u ∈ E} <∞, for a.e. t ∈ ]0, T ]T, we have
|Nun| ≤ |f (t, un(t), u∆n (t))| + |q(t)||un| ≤ |αr(t)| + ‖u‖∞|q(t)| ≤ |αr(t)| + r|q(t)| := ψ(t),
|QNun| ≤ 1|Λ1|
(
|µ|
∫ ξ
0
1
p(s)
∫ T
s
|Nun(τ )|∇τ1s+ |b|
∫ T
0
|Nun(τ )|∇τ
+
∣∣∣∣ cd
(
µ
∫ ξ
0
1
p(s)
1s+ b
)
u(T )+ (a− µ)u(0)
∣∣∣∣)
≤ 1|Λ1|
(
|µ|
∫ ξ
0
1
p(s)
∫ T
s
ψ(τ)∇τ1s+ |b|
∫ T
0
ψ(τ)∇τ +
∣∣∣∣ cd
(
µ
∫ ξ
0
1
p(s)
1s+ b
)
u(T )+ (a− µ)u(0)
∣∣∣∣) ,
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|(KP,QN)un(t)| ≤
∫ t
0
1
p(s)
∫ T
s
|Nun(τ )|∇τ1s+
∫ t
0
1
p(s)
∫ T
s
|QNun(τ )|∇τ1s.
Since the function αr , q ∈ L∇loc
(]0, T ]T,R), we get that ψ ∈ L∇loc(]0, T ]T,R). Further
‖Nun‖L ≤
∫ T
0
|ψ(t)|∇t := χ <∞.
It follows that (QN)(E) and (KP,QN)(E) are bounded.
It is easy to see that {QNun}∞n=1 is equicontinuous on a.e. t ∈ ]0, T ]T. So we only show that {(KP,QN)un}∞n=1 is
equicontinuous on a.e. t ∈ ]0, T ]T. For any t1, t2 ∈ ]0, T ]T with t1 < ρ(t2)
|(KP,QN)un(t1)− (KP,QN)un(t2)| ≤
∫ t2
t1
|((KP,QN)un)∆(s)|1s
≤
∫ t2
t1
1
p(s)
∫ T
s
|(Nun)(τ )− (QNun)|∇τ1s
≤
∫ t2
t1
1
p(s)
∫ T
s
|(Nun)(τ )|∇τ1s+
∫ t2
t1
1
p(s)
∫ T
s
|(QNun)|∇τ1s. (3.7)
Since |Nun| ≤ ψ with ψ ∈ L∇loc(]0, T ]T), thus (3.7) shows that {(KP,QN)un}∞n=1 is equicontinuous on a.e. t ∈ ]0, T ]T. On the
other hand,
|(KP,QN)u∆n (t1)− (KP,QN)u∆n (t2)| ≤
∣∣∣∣∫ T
t1
1
p(t1)
|(Nun)(τ )− (QNun)|∇τ −
∫ T
t2
1
p(t2)
|(Nun)(τ )− (QNun)| ∇τ
∣∣∣∣ . (3.8)
(3.8) shows that {(KP,QN)u∆n }∞n=1 is also equicontinuous on a.e. t ∈ ]0, T ]T. Hence, by the Arzelà–Ascoli theorem, {QNun}∞n=1
and {(KP,QN)un} are compact on an arbitrary bounded E ⊆ X , the mapping N : X → Z is L-completely continuous. 
In view of the first-order ∆-derivative is involved in the nonlinear term f explicitly to the problem (P1), we give the
following lemma.
Lemma 3.3. If u ∈ Dom L, then
‖u‖∞ ≤ η‖u∆‖∞,
where η = min
{
T |a|+p(0)|b|
|a−µ| ,
T |c|+p(T )|d|
|c|
}
.
Proof. Suppose to the contrary, there exists t0 ∈ (0, T )T ((0, T )T 6= ∅, since ξ ∈ (0, T )T) such that |u(t0)| =
supt∈]0,T ]T |u(t)|, and set A := η supt∈]0,T ]T |u∆(t)|, that is, |u(t0)| > A. Since u ∈ W 2,1]0, T ]T, we choose that D such
that D ⊆ ]0, T ]κT, and ]0, T ]κT \ D is countable and contains no right-scattered elements of ]0, T ]T, u is continuous on ]0, T ]T
and differentiable in each t ∈ D, so u is pre-differentiable with D. Let two compact intervals U1, U2 ⊂ ]0, T ]T such that U1
has endpoints 0, t0 and U2 has endpoints t0, T .
For the endpoint 0, from the mean value theorem on time scales [11, p. 25], one has that
sup
t∈Uκ1 ∩D
|u∆(t)| ≥ |u(t0)− u(0)|
t0
≥
∣∣u(t0)− µa u(ξ)∣∣− ∣∣ bau∆(0)∣∣ p(0)
t0
≥ |a− µ||u(t0)| − |bu
∆(0)|p(0)
t0|a| .
It follows from |u∆(0)| ≤ supt∈Uκ1 ∩D |u∆(t)| that
sup
t∈Uκ1 ∩D
|u∆(t)| ≥ |a− µ|
t0|a| + p(0)|b|u(t0) ≥
|a− µ|
T |a| + p(0)|b|u(t0).
For the endpoint T , one has that
sup
t∈Uκ2 ∩D
|u∆(t)| ≥ |u(T )− u(t0)|
T − t0 =
∣∣u(t0)+ dc p(T )u∆(T )∣∣
T − t0 ≥
|u(t0)| −
∣∣ d
c u
∆(T )
∣∣ p(T )
T − t0 ,
again, it follows from |u∆(T )| ≤ supt∈Uκ2 ∩D |u∆(t)| that
sup
t∈Uκ2 ∩D
|u∆(t)| ≥ |c|
(T − t0)|c| + p(T )|d|u(t0) ≥
|c|
T |c| + p(T )|d|u(t0).
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From the discussion results of the above cases, we can obtain
‖u∆‖∞ = sup
t∈]0,T ]T
|u∆(t)|
≥ max
{
sup
t∈Uκ1 ∩D
|u∆(t)|, sup
t∈Uκ2 ∩D
|u∆(t)|
}
≥ max
{ |a− µ|
T |a| + p(0)|b|u(t0),
|c|
T |c| + p(T )|d|u(t0)
}
>
A
η
,
this is a contradiction. The proof is complete. 
Nowwe are ready to apply the coincidence degree theorem of Mawhin to give the sufficient conditions for the existence
of at least one nontrivial solution to the problem (P1).
Theorem 3.4. Let f : ]0, T ]T × R2 → R satisfy the Carathéodory conditions, and
(H1) There exist functions α, β, γ , θ ∈ L∇loc]0, T ]T and constant  ∈ [0, 1[ such that for any (x, y) ∈ R2, a.e. t ∈ ]0, T ]T
either
|f (t, x, y)| ≤ α(t)|x| + β(t)|y| + γ (t)|y| + θ(t) (3.9)
or
|f (t, x, y)| ≤ α(t)|x| + β(t)|y| + γ (t)|x| + θ(t). (3.10)
(H2) There exists a constant M > 0 such that u ∈ Dom L, if |p(t)u∆(t)| > M for a.e. t ∈ ]0, T ]T, then
µ
∫ ξ
0
1
p(s)
∫ T
s
(
f (τ , u(τ ), u∆(τ ))+ q(τ )u(τ ))∇τ1s+ b ∫ T
0
(
f (τ , u(τ ), u∆(τ ))
+ q(τ )u(τ ))∇τ + c
d
(
µ
∫ ξ
0
1
p(s)
1s+ b
)
u(T )+ (a− µ)u(0) 6= 0.
(H3) There exists a constant M > 0 such that for any ω ∈ R, if |ω| < M, then we have either
ω
Λ1
(
µ
∫ ξ
0
1
p(s)
∫ T
s
(f (τ , ω, 0)+ ωq(τ ))∇τ1s+ b
∫ T
0
(f (τ , ω, 0)+ ωq(τ ))∇τ
+ c
d
(
µ
∫ ξ
0
1
p(s)
1s+ b
)
u(T )+ (a− µ)u(0)
)
< 0 (3.11)
or
ω
Λ1
(
µ
∫ ξ
0
1
p(s)
∫ T
s
(f (τ , ω, 0)+ ωq(τ ))∇τ1s+ b
∫ T
0
(f (τ , ω, 0)+ ωq(τ ))∇τ
+ c
d
(
µ
∫ ξ
0
1
p(s)
1s+ b
)
u(T )+ (a− µ)u(0)
)
> 0. (3.12)
Then for every q(t) ∈ L∇loc]0, T ]T, the problem (P1) admits at least one nontrivial solution at resonance provided that
η‖α‖L + ‖β‖L + ‖γ ‖L + ‖q‖L < 1
ζ1 +max{ζ1, ζ2} + |d/c| .
Proof. The mapping L and N are defined by (3.1) and (3.2), respectively. we note that L is a Fredholmmapping of index zero
and N is L-completely continuous by Lemmas 3.1 and 3.2, respectively. Let
Ω1 = {u ∈ Dom L \ Ker L : Lu = λNu for some λ ∈]0, 1[}.
For u ∈ Ω1, we have u 6∈ Ker L and Nu ∈ Im L = KerQ , thus
µ
∫ ξ
0
1
p(s)
∫ T
s
(f (τ , u(τ ), u∆(τ ))+ q(τ )u(τ ))∇τ1s+ b
∫ T
0
(f (τ , u(τ ), u∆(τ ))
+ q(τ )u(τ ))∇τ + c
d
(
µ
∫ ξ
0
1
p(s)
1s+ b
)
u(T )+ (a− µ)u(0) = 0.
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It follows from condition (H2) that there exists t0 ∈ ]0, T ]T such that |p(t0)u∆(t0)| ≤ M . Taking account of∫ T
t0
(p(τ )u∆(τ ))∇∇τ = p(T )u∆(T )− p(t0)u∆(t0), one has
|p(T )u∆(T )| ≤ |p(t0)u∆(t0)| +
∣∣∣∣∫ T
t0
(p(τ )u∆(τ ))∇∇τ
∣∣∣∣ ≤ M + ‖(pu∆)∇‖L
= M + ‖Lu‖L < M + ‖Nu‖L. (3.13)
Also, for u ∈ Ω1, observe that (I − P)u ∈ Im KP = Dom L ∩ Ker P , then by (3.13), we can obtain
‖(I − P)u‖ = ‖KPL(I − P)u‖ ≤ max{ζ1, ζ2}‖L(I − P)u‖L
= max{ζ1, ζ2}‖Lu‖L < max{ζ1, ζ2}‖Nu‖L. (3.14)
Combining (3.13) and (3.14) with cu(T )+ dp(T )u∆(T ) = 0, we have
‖u‖ ≤ ‖Pu‖ + ‖(I − P)u‖ ≤ |u(T )| + |p(T )u∆(T )|ζ1 +max{ζ1, ζ2}‖Nu‖L
≤ (ζ1 + |d/c|)(M + ‖Nu‖L)+max{ζ1, ζ2}‖Nu‖L
≤ (ζ1 +max{ζ1, ζ2} + |d/c|)
(∫ T
0
|f (s, u(s), u∆(s))|∇s+ ‖q‖L‖u‖∞
)
+M(ζ1 + |d/c|)
≤ (ζ1 +max{ζ1, ζ2} + |d/c|)
(∫ T
0
|f (s, u(s), u∆(s))|∇s+ ‖q‖L‖u‖
)
+M(ζ1 + |d/c|),
and so
‖u‖ ≤ ζ1 +max{ζ1, ζ2} + |d/c|
1− (ζ1 +max{ζ1, ζ2} + |d/c|)‖q‖L
∫ T
0
|f (s, u(s), u∆(s))|∇s+ M(ζ1 + |d/c|)
1− (ζ1 +max{ζ1, ζ2} + |d/c|)‖q‖L .
If (3.9) hold, then
‖u‖ ≤ ζ1 +max{ζ1, ζ2} + |d/c|
1− (ζ1 +max{ζ1, ζ2} + |d/c|)‖q‖L (‖α‖L|‖u‖∞ + ‖β‖L‖u
∆‖∞ + ‖γ ‖L‖u∆‖∞ + ‖θ‖L)
+ M(ζ1 + |d/c|)
1− (ζ1 +max{ζ1, ζ2} + |d/c|)‖q‖L
≤ ζ1 +max{ζ1, ζ2} + |d/c|
1− (ζ1 +max{ζ1, ζ2} + |d/c|)‖q‖L ((η‖α‖L| + ‖β‖L)‖u
∆‖∞ + ‖γ ‖L‖u∆‖∞ + ‖θ‖L)
+ M(ζ1 + |d/c|)
1− (ζ1 +max{ζ1, ζ2} + |d/c|)‖q‖L , (3.15)
since ‖u‖∞ ≤ η‖u∆‖∞. By ‖u∆‖∞ ≤ ‖u‖, we have
‖u‖ ≤ ζ1 +max{ζ1, ζ2} + |d/c|
1− (ζ1 +max{ζ1, ζ2} + |d/c|)(η‖α‖L + ‖β‖L + ‖q‖L) (‖γ ‖L‖u
∆‖∞ + ‖θ‖L)
+ M(ζ1 + |d/c|)
1− (ζ1 +max{ζ1, ζ2} + |d/c|)(η‖α‖L + ‖β‖L + ‖q‖L) . (3.16)
Since  ∈ [0, 1[, u 6∈ Ker L, thus there exist two cases:
Case 1. ‖u∆‖∞ ∈ [1, ‖u∆‖∞[;
Case 2. ‖u∆‖∞ ∈]‖u∆‖∞, 1].
For Case 1, in view of ‖u∆‖∞ ≤ ‖u∆‖∞ ≤ ‖u‖, (3.16) yields
‖u‖ ≤ ζ1 +max{ζ1, ζ2} + |d/c|
1− (ζ1 +max{ζ1, ζ2} + |d/c|)(η‖α‖L + ‖β‖L + ‖γ ‖L + ‖q‖L)‖θ‖L
+ M(ζ1 + |d/c|)
1− (ζ1 +max{ζ1, ζ2} + |d/c|)(η‖α‖L + ‖β‖L + ‖γ ‖1 + ‖q‖L) .
For Case 2, (3.16) yields
‖u‖ ≤ ζ1 +max{ζ1, ζ2} + |d/c|
1− (ζ1 +max{ζ1, ζ2} + |d/c|)(η‖α‖L + ‖β‖L + ‖q‖L) (‖γ ‖L + ‖θ‖L)
+ M(ζ1 + |d/c|)
1− (ζ1 +max{ζ1, ζ2} + |d/c|)(η‖α‖L + ‖β‖L + ‖q‖L) .
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Thus for  ∈ [0, 1[ and u ∈ Ω1, there exists M1 > 0 such that ‖u‖ ≤ M1 when η‖α‖L + ‖β‖1 + ‖γ ‖L + ‖q‖L <
1
ζ1+max{ζ1,ζ2}+|d/c| , that isΩ1 is bounded.
If (3.10) holds, similar to the above argument, then we can derive the same conclusion.
Let
Ω2 = {u ∈ Ker L : Nu ∈ Im L},
for u ∈ Ω2. Taking u(t) ≡ ω, (ω ∈ R), a.e. t ∈ ]0, T ]T, Nu ∈ Im L = KerQ , that is
µ
∫ ξ
0
1
p(s)
∫ T
s
(f (τ , ω, 0)+ ωq(τ ))∇τ1s+ b
∫ T
0
(f (τ , ω, 0)+ ωq(τ ))∇τ
+ c
d
(
µ
∫ ξ
0
1
p(s)
1s+ b
)
u(T )+ (a− µ)u(0) = 0,
since QNu = 0. From (H3), we know ‖u‖ = |e| ≤ M , thusΩ2 is bounded.
If (3.11) holds, then let
Ω3 = {u ∈ Ker L : −λJu+ (1− λ)QNu = 0, λ ∈ [0, 1]},
where J: Ker L→ ImQ is a linear isomorphism given by J(k) = k for any k ∈ R. Since u(t) = k, thus
λk = (1− λ)QNk = (1− λ)
Λ1
(
µ
∫ ξ
0
1
p(s)
∫ T
s
(f (τ , k, 0)+ kq(τ ))∇τ1s+ b
∫ T
0
(f (τ , k, 0)
+ kq(τ ))∇τ + c
d
(
µ
∫ ξ
0
1
p(s)
1s+ b
)
u(T )+ (a− µ)u(0)
)
.
If λ = 1, then k = 0 and in the case λ ∈ [0, 1[, if |k| < M , we have
λk2 = k(1− λ)
Λ1
(
µ
∫ ξ
0
1
p(s)
∫ T
s
(f (τ , k, 0)+ kq(τ ))∇τ1s+ b
∫ T
0
(f (τ , k, 0)
+ kq(τ ))∇τ + c
d
(
µ
∫ ξ
0
1
p(s)
1s+ b
)
u(T )+ (a− µ)u(0)
)
< 0,
which is a contradiction. Again, if (3.12) holds, then let
Ω3 = {u ∈ Ker L : λJu+ (1− λ)QNu = 0, λ ∈ [0, 1]},
where J as in above, similar to the above argument. Thus in either case ‖u‖ = |k| ≤ M for any u ∈ Ω3, that is,Ω3 is bounded.
LetΩ be a bounded open subset of X such that
⋃3
i=1Ωi ⊂ Ω . By Lemma 3.2, we can check that KP(I − Q )N : Ω → X is
compact, thus N is L-compact onΩ .
Finally, we verify that the condition (3) of Theorem 2.4 is fulfilled. We define a homotopy
H(u, λ) = ±λJu+ (1− λ)QNu.
According to the above argument, we have
H(u, λ) 6= 0 for u ∈ ∂Ω ∩ Ker L,
thus, by the degree property of homotopy invariance, we obtain
deg(QNKer L,Ω ∩ Ker L, 0) = deg(H(·, 0),Ω ∩ Ker L, 0) = deg(H(·, 1),Ω ∩ Ker L, 0)
= deg(±J,Ω ∩ Ker L, 0) 6= 0.
Thus, the conditions of Theorem 2.4 are satisfied, that is, the operator equation Lu = Nu admits at least one nontrivial
solution in Dom L ∩Ω . Therefore, the problem (P1) has at least one solution in C∆]0, T ]T. 
We also present the sufficient conditions for the existence of nontrivial solutions for the problem (P2), the mapping L
and N are defined by (3.1) and (3.2) respectively. We give
Dom L = {u ∈ W 2,1]0, T ]T : au(0)− bp(0)u∆(0) = 0, cu(T )+ dp(T )u∆(T ) = µu(ξ)},
Im L =
{
z ∈ L∇loc]0, T ]T : µ
∫ T
ξ
1
p(s)
∫ s
0
z(τ )∇τ1s+ d
∫ T
0
z(τ )∇τ
+ a
b
(
µ
∫ T
ξ
1
p(s)
1s+ d
)
u(0)+ (c − µ)u(T ) = 0
}
.
Similar to the above argument, we present the results of the problem (P2), the proofs are omitted.
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Lemma 3.5. If u ∈ Dom L, then
‖u‖∞ ≤ η‖u∆‖∞,
where η = min{ T |a|+p(0)|b||a| , T |c|+p(T )|d||c−µ| }.
Lemma 3.6. L : Dom L ⊂ X → Z is a Fredholm mapping of index zero. Furthermore, the linear continuous projector operator
Q : Z → Z can be defined by
Qz = 1
Λ2
(
µ
∫ T
ξ
1
p(s)
∫ s
0
z(τ )∇τ1s+ d
∫ T
0
z(τ )∇τ + a
b
(
µ
∫ T
ξ
1
p(s)
1s+ d
)
u(0)+ (c − µ)u(T )
)
,
whereΛ2 = µ
∫ T
ξ
1
p(s)
∫ s
0 ∇τ1s+ d
∫ T
0 ∇τ + ab
(
µ
∫ T
ξ
1
p(s)1s+ d
)
u(0)+ (c − µ)u(T ) 6= 0.
Theorem 3.7. Let f : ]0, T ]T × R2 → R satisfy the Carathéodory conditions. Assume that the condition (H1) of Theorem 3.4
are satisfied and
(H4) There exists a constant M > 0 such that u ∈ Dom L, if |p(t)u∆(t)| < M for a.e. t ∈ ]0, T ]T, then
µ
∫ T
ξ
1
p(s)
∫ s
0
(f (τ , u(τ ), u∆(τ ))+ q(τ )u(τ ))∇τ1s+ d
∫ T
0
(f (τ , u(τ ), u∆(τ ))+ q(τ )u(τ ))∇τ
+ a
b
(
µ
∫ T
ξ
1
p(s)
1s+ d
)
u(0)+ (c − µ)u(T ) 6= 0.
(H5) There exists a constant M > 0 such that for any ω ∈ R, if |ω| < M, then either
ω
Λ2
(
µ
∫ T
ξ
1
p(s)
∫ s
0
(f (τ , ω, 0)+ ωq(τ ))∇τ1s+ d
∫ T
0
(f (τ , ω, 0)+ ωq(τ ))∇τ
+ a
b
(
µ
∫ T
ξ
1
p(s)
1s+ d
)
u(0)+ (c − µ)u(T )
)
> 0
or
ω
Λ2
(
µ
∫ T
ξ
1
p(s)
∫ s
0
(f (τ , ω, 0)+ ωq(τ ))∇τ1s+ d
∫ T
0
(f (τ , ω, 0)+ ωq(τ ))∇τ
+ a
b
(
µ
∫ T
ξ
1
p(s)
1s+ d
)
u(0)+ (c − µ)u(T )
)
< 0.
Then for q(t) ∈ L∇loc]0, T ]T, the problem (P2) admits at least one nontrivial solution at resonance provided that
η‖α‖L + ‖β‖L + ‖γ ‖L + ‖q‖L < 1
ζ1 +max{ζ1, ζ2} + |b/a| .
Under the conditions c 6= 0 for (P1) and a 6= 0 for (P2), the above arguments have showed that solvability of
Sturm–Liouville problems on time scales at resonance. Finally, we shall give the results of c = 0 for (P1) and a = 0 for
(P2), respectively, the proofs are omitted.{
(p(t)u∆(t))∇ − q(t)u(t) = f (t, u(t), u∆(t)), t ∈ ]0, T ]T,
au(0)− bp(0)u∆(0) = µu(ξ), u∆(T ) = 0, (P3){
(p(t)u∆(t))∇ − q(t)u(t) = f (t, u(t), u∆(t)), t ∈ ]0, T ]T,
u∆(0) = 0, cu(T )+ dp(T )u∆(T ) = µu(ξ). (P4)
The mapping L and N are defined by (3.1) and (3.2) respectively. For the problem (P3), we define
Dom L = {u ∈ W 2,1]0, T ]T : au(0)− bp(0)u∆(0) = µu(ξ), u∆(T ) = 0},
Im L =
{
z ∈ L1]0, T ] : µ
∫ ξ
0
1
p(s)
∫ T
s
z(τ )∇τ1s+ b
∫ T
0
z(τ )∇τ + (a− µ)u(0) = 0
}
.
The linear projector operator Q : Z → Z can be defined by
Qz = 1
Λ3
(
µ
∫ ξ
0
1
p(s)
∫ T
s
z(τ )∇τ1s+ b
∫ T
0
z(τ )∇τ + (a− µ)u(0)
)
,
whereΛ3 = µ
∫ ξ
0
1
p(s)
∫ T
s ∇τ1s+ b
∫ T
0 ∇τ + (a− µ)u(0) 6= 0.
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Lemma 3.8. If u ∈ Dom L, then
‖u‖∞ ≤ η‖u∆‖∞,
where η = T |a|+p(0)|b||a−µ| .
Corollary 3.9. Let f : ]0, T ]T × R2 → R satisfy the Carathéodory conditions, |µ| < |a| and
(H1) There exist functions α, β, γ , θ ∈ L∇loc]0, T ]T and constant  ∈ [0, 1[ such that for any (x, y) ∈ R2, a.e. t ∈ ]0, T ]T
either
|f (t, x, y)| ≤ α(t)|x| + β(t)|y| + γ (t)|y| + θ(t)
or
|f (t, x, y)| ≤ α(t)|x| + β(t)|y| + γ (t)|x| + θ(t).
(H2) There exists a constant M > 0 such that u ∈ Dom L, if |p(t)u∆(t)| > M for a.e. t ∈ ]0, T ]T, then
µ
∫ ξ
0
1
p(s)
∫ T
s
(f (τ , u(τ ), u∆(τ ))+ q(τ )u(τ ))∇τ1s
+ b
∫ T
0
(f (τ , u(τ ), u∆(τ ))+ q(τ )u(τ ))∇τ + (a− µ)u(0) 6= 0.
(H3) There exists a constant M > 0 such that for any ω ∈ R, if |ω| < M, then we have either
µ
∫ ξ
0
1
p(s)
∫ T
s
(f (τ , ω, 0)+ ωq(τ ))∇τ1s+ b
∫ T
0
(f (τ , ω, 0)+ ωq(τ ))∇τ + (a− µ)u(0) < 0,
or
µ
∫ ξ
0
1
p(s)
∫ T
s
(f (τ , ω, 0)+ ωq(τ ))∇τ1s+ b
∫ T
0
(f (τ , ω, 0)+ ωq(τ ))∇τ + (a− µ)u(0) > 0.
Then for every q(t) ∈ L∇loc]0, T ]T, the problem (P3) admits at least one nontrivial solution at resonance provided that
η‖α‖L + ‖β‖L + ‖γ ‖L + ‖q‖L < |a| − |µ||b| + |a|max{ζ1, ζ2} .
For the problem (P4), we define
Dom L = {u ∈ W 2,1]0, T ]T : u∆(0) = 0, cu(T )+ dp(T )u∆(T ) = µu(ξ)},
Im L =
{
z ∈ L∇loc]0, T ]T : µ
∫ T
ξ
1
p(s)
∫ s
0
z(τ )∇τ1s+ d
∫ T
0
z(τ )∇τ + (c − µ)u(T ) = 0
}
.
The linear projector operator Q : Z → Z can be defined by
Qz = 1
Λ4
(
µ
∫ T
ξ
1
p(s)
∫ s
0
z(τ )∇τ1s+ d
∫ T
0
z(τ )∇τ + (c − µ)u(T )
)
,
whereΛ4 = µ
∫ T
ξ
1
p(s)
∫ s
0 ∇τ1s+ d
∫ T
0 ∇τ + (c − µ)u(T ) 6= 0.
Lemma 3.10. If u ∈ Dom L, then
‖u‖∞ ≤ η‖u∆‖∞,
where η = T |c|+p(T )|d||c|−|µ| .
Corollary 3.11. Let f : ]0, T ]T × R2 → R satisfy the Carathéodory conditions, |µ| < |c| and
(H1) There exist functions α, β, γ , θ ∈ L∇loc]0, T ]T and constant  ∈ [0, 1[ such that for any (x, y) ∈ R2, a.e. t ∈ ]0, T ]T
either
|f (t, x, y)| ≤ α(t)|x| + β(t)|y| + γ (t)|y| + θ(t)
or
|f (t, x, y)| ≤ α(t)|x| + β(t)|y| + γ (t)|x| + θ(t).
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(H2) There exists a constant M > 0 such that u ∈ Dom L, if |p(t)u∆(t)| > M for a.e. t ∈ ]0, T ]T, then
µ
∫ T
ξ
1
p(s)
∫ s
0
(f (τ , u(τ ), u∆(τ ))+ q(τ )u(τ ))∇τ1s
+ d
∫ T
0
(f (τ , u(τ ), u∆(τ ))+ q(τ )u(τ ))∇τ + (c − µ)u(T ) 6= 0.
(H3) There exists a constant M > 0 such that for any ω ∈ R, if |ω| < M, then we have either
µ
∫ T
ξ
1
p(s)
∫ s
0
(f (τ , ω, 0)+ ωq(τ ))∇τ1s+ d
∫ T
0
(f (τ , ω, 0)+ ωq(τ ))∇τ + (c − µ)u(T ) < 0
or
µ
∫ T
ξ
1
p(s)
∫ s
0
(f (τ , ω, 0)+ ωq(τ ))∇τ1s+ d
∫ T
0
(f (τ , ω, 0)+ ωq(τ ))∇τ + (c − µ)u(T ) > 0.
Then for every q(t) ∈ L∇loc]0, T ]T, the problem (P4) admits at least one nontrivial solution at resonance provided that
η‖α‖L + ‖β‖L + ‖γ ‖L + ‖q‖L < |c| − |µ||d| + |c|max{ζ1, ζ2} .
Examples 3.12. Let T = {0} ∪ { 1
2n+1 } ∪ [ 12 , 1], (n = 1, 2, . . .), p(t) = 1, q(t) = 112 . Consider the problem
u∆∇(t)− 1
12
u(t) = 1
24
u(t)+ 1
24
u∆(t)+ 1
12
sin(u∆(t))
1
5 ,
u(0)− u∆(0) = 1
2
u
(
1
4
)
, u(1)+ u∆(1) = 0.
(3.17)
It is easy to see that ζ1 = ζ2 = 1, η = 2, |f (t, µ, ν)| ≤ 124 |µ| + 124 |ν| + 112 |ν|
1
5 , |f (t, µ, ν)| ≥ 124 |µ| − 124 |ν| − 112 , and
satisfies
η‖α‖L + ‖β‖L + ‖γ ‖L + ‖q‖L = 724 ≤
1
ζ1 +max{ζ1, ζ2} + |d/c| =
1
3
.
Then all hypotheses of Theorem 3.4 hold. Hence, the problem (3.17) has at least one nontrivial solution at resonance.
Consider the problem
u∆∇(t)− 1
12
u(t) = 1
24
u(t)+ 1
24
u∆(t)+ 1
12
sin(u∆(t))
1
3 ,
u(0)− u∆(0) = 0, u(1)+ u∆(1) = 1
3
u
(
1
2
)
.
(3.18)
It is easy to see that ζ1 = ζ2 = 1, η = 2, |f (t, µ, ν)| ≤ 124 |µ| + 124 |ν| + 112 |ν|
1
3 , |f (t, µ, ν)| ≥ 124 |µ| − 124 |ν| − 112 , and
satisfies
η‖α‖L + ‖β‖L + ‖γ ‖L + ‖q‖L = 724 ≤
1
ζ1 +max{ζ1, ζ2} + |b/a| =
1
3
.
Then all hypotheses of Theorem 3.7 hold. Hence, the problem (3.18) has at least one nontrivial solution at resonance.
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