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CHAPTER I
INTRODUCTION
In this chapter we give a brief introduction to some of the basic concepts
in spatial statistics. Specically, we discuss stationarity and intrinsic stationarity,
covariance and variogram functions and their properties, complex random variables
and vectors, and some properties related to quadratic forms. Literature reviews and
the outline of this thesis are presented at the end.
1.1 Random Processes
A random process is a collection of random variables {X(t) : t ∈ T} dened
in the same probability space. Here T is a parameter set. Usually, T is called the
time set. If T is discrete, {X(t) : t ∈ T} is called a discrete-time process. Usually,
T = {0, 1, . . .}. If T is an interval, {X(t) : t ∈ T} is called a continuous-time process.
Usually, T = [0, 1] or T = Rd, a d-dimensional Euclidean space.
For each element t ∈ T , the (cumulative) distribution function of the random
function X(t) is dened as
Ft(x) = P (X(t) ≤ x). (1.1)
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If t1, t2 ∈ T , (X(t1), X(t2)) represents a bivariate random variable, where its joint
distribution function is expressed as
Ft1,t2(x1, x2) = P (X(t1) ≤ x1, X(t2) ≤ x2). (1.2)
In general, for a random process {X(t) : t ∈ T}, the distribution function for an
n-variate random variable (X(t1), X(t2), · · · , X(tn)) is dened as
Ft1,t2,··· ,tn(x1, x2, · · · , xn) = P (X(t1) ≤ x1, X(t2) ≤ x2, · · · , X(tn) ≤ xn). (1.3)
The nite-dimensional distribution functions dened by (1.3) satisfy the fol-
lowing conditions for any permutation (j1, j2, · · · , jn) of (1, 2, · · · , n):
(a) The symmetry condition:
Ftj1 ,tj2 ,··· ,tjn (xj1 , xj2 , · · · , xjn) = Ft1,t2,··· ,tn(x1, x2, · · · , xn).
(b) The compatibility condition:
Ft1,t2,··· ,tm,tm+1,··· ,tn(x1, x2, · · · , xm,∞, · · · ,∞) = Ft1,t2,··· ,tm(x1, x2, · · · , xm)
for any t1, t2, . . . , tm, tm+1, · · · , tn, if m < n.
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1.2 Stationarity
In Euclidean space, a spatial random process X(t) is a collection of spatial
random variables that vary over a continuous subset D ⊆ Rd. For any xed, nite
set of elements t1, · · · , tn ∈ D, the n-variate random variate (X(t1), · · · , X(tn)) is a
n-dimensional random vector associated with its nite dimensional distribution given
by
Ft1,t2,··· ,tn(x1, · · · , xn) = P (X(t1) ≤ x1, · · · , X(tn) ≤ xn). (1.4)
A spatial random eld is called weakly or second-order stationary if we have
E(X(t)) = µ, (1.5)
cov(X(t), X(t+ h)) = E(X(t)− µ)(X(t+ h)− µ) = C(h), (1.6)
where µ is a constant, C(h) is the covariance function only depending on the dis-
placement h, and var(X(t)) <∞.
Now we introduce a weaker assumption called intrinsic stationarity using the
variogram. A spatial random eld is intrinsically stationary if the increment process
X(t)−X(t+ h), t ∈ Rd is stationary for all leg vectors h ∈ Rd. In other words,
E(X(t)) = µ (constant) and E(X(t) − X(t + h))2 = var(X(t) − X(t + h)) does
not depend on t, where the semivariogram, originally dened by Matheron (1962), is
3
calculated as
γ(h) =
1
2
(E(X(t)−X(t+ h)))2, h ∈ Rd. (1.7)
For a weakly stationary random process, it is easy to see that γ(h) = C(0)−C(h), so a
weakly stationary process is intrinsically stationary, but not conversely. For example,
if one considers two locations t1 and t2 for a one-dimensional Brownian Motion with
the covariance function given by cov(X(t1), X(t2)) = min(t1, t2), one has
var(X(t1)−X(t2)) = cov(X(t1)−X(t2), X(t1)−X(t2))
= cov(X(t1), X(t1))− 2cov(X(t1), X(t2)) + cov(X(t2), X(t2))
= t1 − 2 min(t1, t2) + t2
=
 t2 − t1, if t1 < t2t1 − t2, if t2 ≤ t1
= |t2 − t1|,
which is a function of displacement. Therefore, it is intrinsically stationary.
The intrinsic stationarity is generally more applicable in real data analysis.
Therefore, the variogram (dened below) is a more preferred tool in characterizing
the dependency on geospatial processes.
1.2.1 Validity of Covariance and Variogram Functions
Consider a random process {X(t) : t ∈ D}. Let ti, tj ∈ D be two locations.
The covariance function of X(t) at ti and tj is dened as C(ti, tj) = cov(X(ti), X(tj)).
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The variogram function is dened as 2γ(ti, tj) = var(X(ti)−X(tj)). A real continuous
covariance function on Rd is valid if and only if it is positive denite where
n∑
i=1
n∑
j=1
aiajC(ti, tj) ≥ 0 (1.8)
for any integer n, any real numbers {ai : 1 ≤ i ≤ n}, and any locations {ti : i =
1, · · · , n} ⊂ Rd. Similarly, a variogram function 2γ(h) is considered valid if it is
conditionally negative denite in the sense that
m∑
i=1
m∑
j=1
aiaj2γ(ti, tj) ≤ 0, (1.9)
for any real numbers {ai : i = 1, · · · , n}, where
∑m
i=1 ai = 0 and any locations
{ti : i = 1, · · · , n} ⊂ Rd.
1.3 Complex Random Vectors
A complex random variable has two parts, the real and imaginary parts. We
dene Z = X + iY to be a complex random variable where X and Y are real random
variables. The probability density function (PDF) of a complex random variable
is dened as the joint PDF of its real and imaginary parts. The complex random
variable Z can be treated as a random vector [X, Y ].
1.3.1 Moments, Variance and Covariance
The kth moment of a real random variable X is dened as mk = E[X
k]. Its
variance is dened as var[X] = E[(X − E[X])2] with the following properties.
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• var[X] = E[X2]− E[X]2,
• var[aX] = a2var[X].
The covariance of random variables X and Y is dened as:
cov[X, Y ] = E[(X − E[X])(Y − E[Y ])] = E[XY ]− E[X]E[Y ].
Also, the covariance matrix of a random vector X˜ is dened as:
Kx = E[(X˜ − E[X˜ ])(X˜ − E[X˜ ])T ]
with the properties:
• Kx is symmetric;
• The elements of X˜ are uncorrelated if its covariance matrix is diagonal.
1.3.2 Complex-Valued Random Vector
Let V˜ = V˜ r + iV˜ i and U˜ = U˜ r + iU˜ i be complex-valued random vectors. The
expectation is given by: E[V˜ ] = E[V˜ r] + iE[V˜ i].
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The second order statistics are completely characterized either by the four
real-valued covariance matrices:
KuRvR = cov[U˜ r, V˜ r],
KuRvI = cov[U˜ r, V˜ i],
KuIvR = cov[U˜ i, V˜ r],
KuIvI = cov[U˜ i, V˜ i],
or the two complex-valued covariance matrices
KUV = E[(U˜ − E[U˜ ])(V˜ − E[V˜ ])∗]
JUV = E[(U˜ − E[U˜ ])(V˜ − E[V˜ ])T ].
Here a˜∗ represents the complex conjugated transpose of a complex vector a˜ throughout
the rest of this thesis, that is, a˜∗ = (ā˜)T .
KUV is called covariance matrix, while JUV is called pseudo-covariance matrix.
The following relations hold.
KUV = KuRvR +KuIvI + i(KuIvR −KuRvI ),
JUV = KuRvR −KuIvI + i(KuIvR +KuRvI ),
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and
KuRvR =
1
2
<(KUV + JUV ),
KuIvI =
1
2
<(KUV − JUV ),
KuIvR =
1
2
=(KUV + JUV ),
KuRvI =
1
2
=(−KUV + JUV ),
where < is the real part and = is the imaginary part.
1.3.3 Quadratic Forms
Let X˜ = (X1, X2, . . . , Xn)T be a random vector of dimension n. If E(X˜ ) = µ˜
and var(X˜ ) = Σ, then Y = X˜ TAX˜ is called a quadratic form. Usually An×n is a
symmetric matrix but not necessary positive denite.
For the above quadratic form, we have the following properties.
Proposition 1.1. E(Y ) = tr(AΣ) + µ˜TAµ˜ and if X˜ further follows a multi-
variate normal distribution, var(Y ) = 2tr(AΣAΣ) + 4µ˜TAΣAµ˜.
Proof. The rst result is a simple calculation from Mathematics Statistics:
E(Y ) = E(tr(X˜ TAX˜ )) = E(tr(AX˜X˜ T )) = tr(AE(X˜X˜ T ))
= tr(A(var(X˜ ) + E(X˜ )E(X˜ T )))
= tr(AΣ) + tr(Aµ˜µ˜T ) = tr(AΣ) + tr(µ˜TAµ˜) = tr(AΣ) + µ˜TAµ˜.
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The proof of the second result is tedious. One can refer to Theorem 1.6 of Seber and
Lee (2003) for a more general result.
Corollary 1.1. If µ˜ = 0˜, then we have E(Y ) = tr(AΣ), and if additionally
X˜ further follows a multivariate normal distribution, var(Y ) = 2tr(AΣAΣ).
1.4 Literature Reviews
In spatial statistics, one of the most important questions of interest to geo-
scientists is how to model the dependency of a spatial process based on observed
data and then use these models to make predictions at unobserved locations. Such
a dependency modeling often involves nding the covariance and/or variogram func-
tions. However, it is a high-dimensional problem since in geostatistics normally one
data value is available at each location. Hence, no statistical inference would be pos-
sible if no further assumptions are given. For example, if data are observed at 10
locations, in order to construct the variance-covariance matrix based on the observed
(random) data, one needs to estimate 55 pairwise variance-covariance entries, which
is impossible.
There has been an extensive study of covariance and variogram estimators
based on the method of moments (MOM) in Rd, see Cressie (1993) for a comprehen-
sive discussion. In recent years, data from global networks and satellite sensors have
been used to monitor a wide array of processes and variables, such as temperature,
precipitation, etc. In the modeling and analysis of such global-scale data, the covari-
ance and variogram estimators have been extensively used to model the dependency.
For example, Stein (2007) used the variogram estimator to model global variations
in TOMS (Total Ozone Mapping Spectrometer) measurements. However, it is sur-
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prising that no study of their properties is discussed in the literature. Vanlangenberg
(2016) considered the asymptotics of these estimators for stationary processes on the
circle. Although it has been known that such estimators are asymptotically unbi-
ased and consistent when modeling the stationary process on Rd, his ndings on the
circle showed the contrast. More explicitly, he found out that the MOM variogram
estimator is unbiased but inconsistent under the assumption of Gaussianity. In this
thesis, we focus on the unbiasedness and distributional properties of MOM covari-
ance and variogram estimators on both the circle and the sphere based on the spectral
decomposition of circulant and block circulant matrices.
1.5 Outline of This Thesis
In Chapter 2, we introduce the Fourier matrix, circulant matrix, and block
circulant matrix. We discuss the unitary-diagonalization and real orthogonal - di-
agonalization of circulant and block circulant matrices. In particular, a closed form
for calculating their eigenvalues/diagonal matrices is presented. Simple examples are
given to illustrate the concepts and calculations. In Chapter 3, we explore some prop-
erties of commonly used covariance and variogram estimators based on MOM on the
circle. We rst provide a spectral representation of the variance-covariance matrix of
an observed gridded random vector on the circle, and then we evaluate the unbiased-
ness and distributional properties of the covariance and variogram estimators based
on MOM. More explicitly, we decompose the variogram estimator as a linear combi-
nation of independent χ2 random variates when the underlying process is assumed
to be Gaussian. Similar results are obtained for covariance and variogram estimators
based on MOM on the sphere in Chapter 4. Finally, a summary of further research
directions is provided in Chapter 5.
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CHAPTER II
CIRCULANT MATRIX
In this chapter, we rst give some basic properties regarding roots of unity.
We then discuss Krylov matrices, including the Fourier matrix as a special case. In
Section 2.4, we introduce the circulant matrix as well as its spectral decomposition
where the Fourier matrix is its corresponding unitary matrix. Special attention has
been given to the real-valued symmetric circulant matrix, where the eignevalues are
real and duplicated while the Fourier matrix can be replaced by a real orthogonal
matrix. Parallel results are also presented for block-circulant and symmetric block
circulant matrices in Section 2.5.
2.1 Roots of Unity
Let ω(n) = exp(2πi/n). Then ω(n) is a primitive n
th root of unity because it
generates all other nth roots of unity. We then let ωj(n) = exp(2πij/n), which has the
following properties:
(1) All ωj(n), j = 0, 1, . . . , n− 1, are roots of the polynomial p(x) = xn − 1.
(2) ω(n)
j = ω−j(n).
(3) If p divides n, then
ωp(n) = exp(2πip/n) = exp(2πi/(n/p)) = ω(n/p) = n/p
th root of unity.
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LetWn = diag(ω
0
(n), ω
1
(n), . . . , ω
n−1
(n) ). As example, let ω(4) = exp(2πi/4) = exp(πi/2) =
i. Then W4 = diag(ω
0
(4), ω
1
(4), ω
2
(4), ω
3
(4)) = diag(1, i,−1,−i).
2.2 Krylov Matrix
Let A ∈ Cn×n. The Krylov matrix of A generated by a vector b˜ ∈ Cn is given
by
K(A, b˜) = [b˜, Ab˜, A2b˜, . . . , An−1b˜].
Now let Wn = diag(ω
0
(n), ω
1
(n), . . . , ω
n−1
(n) ) and e˜= (1, 1, . . . , 1)T . Hence,
Fn = K(Wn, e˜) =

1 ω0(n) . . . ω
n−1
(n)
1 ω1(n) . . . ω
2(n−1)
(n)
1 ω2(n) . . . ω
3(n−1)
(n)
...
...
...
...
1 ωn−1n . . . ω
(n−1)(n−1)
(n)

.
which implies that (Fn)jk = (ωn)
(j−1)(k−1) where j is the row number and k is the
column number. Fn is called the Fourier Matrix. For example, since ω4 = i, there
holds
F4 =

1 1 1 1
1 i −1 −i
1 −1 1 −1
1 −i −1 i

.
12
Properties of Fn
• Fn is symmetric;
• F ∗nFn = nI.
Now F ∗nFn = nI which implies
F ∗nFn
n
= I which implies F
∗
n√
n
Fn√
n
= I. Then,
Un =
Fn√
n
and U∗n =
F ∗n√
n
are unitary matrices.
2.3 Companion Matrix
The companion matrix of a monic polynomial p(x) = c0 + c1x + c2x
2 + . . . +
cn−1x
n−1 + xn is the square matrix
C :=

0 1 0 · · · 0
0 0 1 · · · 0
...
...
...
. . .
...
0 0 0
. . . 1
c0 c1 c2 · · · cn−1

.
For p(x) = xn + 1, we have
C :=

0 1 0 · · · 0
0 0 1 · · · 0
...
...
...
. . .
...
0 0 0
. . . 1
1 0 0 · · · 0

,
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which is also called the Downshift Permutation. Then Fn is a Vandermonde Matrix
with WnFn = FnC where C is the companion matrix for p(x) = x
n + 1. Since
Wn = diag(ω
j
(n)),
WnFn = FnC ⇒ WnUn = UnC ⇒ U∗nWnUn = C.
2.4 Circulant Matrix
A circulant matrix Rb taken with respect to the vector b˜ = (b0, b1, . . . , bn−1)T
is
Rb =

b0 b1 · · · bn−1
bn−1 b0 · · · bn−2
...
. . .
...
b1 b2 · · · b0

which impliesRb = K(C, b˜) = [b˜, Cb˜, C2b˜, . . . , Cn−1b˜]. Then, for any circulant matrix,
Rb = Undiag(Fnb˜)U∗n.
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Proof:
U∗nRbUn = diag(Fnb˜).
U∗nRbUn = U
∗K(C, b˜)U
= U∗[b˜, Cb˜, C2b˜, . . . , Cn−1b˜]U
= [U∗b˜, U∗CUU∗b˜, . . . , (U∗CU)n−1U∗b˜]
= [U∗b˜, ωU∗b˜, . . . , ωn−1U∗b˜]
= [De˜, ωDe˜, . . . , ωn−1De˜]
= D[e˜, ωe˜, . . . , ωn−1e˜],
where D = diag(U∗b˜). Hence,
U∗K(C, b˜) = diag(F, b˜) Fn√n = diag(F, b˜)U∗, ⇒ U∗K(C, b˜)U = diag(F, b˜).
2.4.1 Eigenvalues and Eigenvectors of Circulant Matrix
Let ωj = exp(2π(j − 1)/n). The circulant matrix Rb has n eigenvalues given
by
λj = b0 + b1wj + . . .+ bn−1w
n−1
j , j = 1, 2, . . . , n,
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and has n orthogonal eigenvectors given by
w˜ (j) =

1
ωj
ω2j
...
ωn−1j

(2.1)
for j = 1, 2, . . . , n. If Rb is a real symmetric circulant matrix, that is, bi = bni ,
then its eigenvalues are real. More specically, for even n = 2N the eigenvalues
λj = λn−j (there are either two eigenvalues or none with odd multiplicity), for odd
n = 2N − 1, the eigenvalue λ1 equal to any λj for 1 ≤ j ≤ N or λ0 occurs with odd
multiplicity. A square matrix A is called Hermitian if A∗ = A. If the matrix is real,
then AT = A. Each Hermitian matrix has a full set of orthogonal eigenvectors, each
with real eigenvalues.
In addition, if we specify the following real orthogonal matrix,
Q =
(
u(0)√
2N
,
u(1)√
N
,
v(1)√
N
,
u(2)√
N
,
v(2)√
N
, · · · , u
(N−1)
√
N
,
v(N−1)√
N
,
u(N)√
2N
)
=
1√
N
(
u(0)√
2
, u(1), v(1), u(2), v(2), · · · , u(N−1), v(N−1), u
(N)
√
2
)
(2.2)
with
u(l) = (u
(l)
j ) = (cos(2jlπ/2N)), j = 1, 2, · · · , 2N, l = 0, 1, · · · , N,
v(l) = (v
(l)
j ) = (sin(2jlπ/2N)), j = 1, 2, · · · , 2N, l = 1, · · · , N − 1,
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then Rb can be diagonalized as
Rb = Qdiag(λj, j = 1, 2, . . . , n)Q
T .
2.5 Block Circulant Matrix
A block circulant matrix A ∈ Rnp×np is of the form given below.
A = circ(A0, A1, · · · , An−1)
=

A0 A1 A2 · · · An−2 An−1
An−1 A0 A1 · · · An−3 An−2
An−2 An−1 A0 · · · An−4 An−3
...
...
...
...
...
...
A1 A2 A3 · · · An−1 A0

,
where each Ak is of dimension p× p.
2.5.1 Eigenvalues and Eigenvectors of Block Circulant Matrix
According to De Mazancourt and Gerlic (1983), we set
Ej =

Ip
ωjIp
ω2j Ip
...
ωn−1j Ip

, j = 1, 2, · · · , n,
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with ωk = (exp((j − 1)2πi/n)), j = 1, · · · , n and Ip being an identity matrix of
dimension p× p. Let
P =
1√
n
(E1, E2, E3, · · · , En).
Then
A = P ×

S1 0 0 · · · 0 0
0 S2 0 · · · 0 0
0 0 S3 · · · 0 0
...
...
...
...
...
...
0 0 0 · · · 0 Sn

× P ∗ := Pdiag(S1, S2, . . . , Sn)P ∗,
where Sj is of dimension p× p with
Sj =
n−1∑
m=0
ωmj Am.
Here the block Sk of dimension p × p is the discrete Fourier transform of the Ak
blocks. It is also important to note that the matrix P which diagonalizes A is com-
pletely independent of the blocks of A. This means that P is also the general matrix
that transforms a block-diagonal matrix into a block-circulant matrix (BCM). That
is, for any block-diagonal matrix D, the product PDP ∗ is a BCM.
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Now we consider a block-symmetric block circulant matrix (here block - sym-
metric of A is in the sense of Aj = An−j throughout this Thesis). We dene the
following orthogonal matrix:
Q = (Q1, Q2, Q3, · · · , Qn)
where
Q1 =
1√
n

Ip
Ip
Ip
...
Ip

, Q2 =
1√
n/2

Ip
cos(1π/n)Ip
cos(2π/n)Ip
cos(3π/n)Ip
...
cos((n− 1)π/n)Ip

,
Q3 =
1√
n/2

Ip
sin(1π/n)Ip
sin(2π/n)Ip
sin(3π/n)Ip
...
sin((n− 1)π/n)Ip

, . . . ,
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and
Qn−2 =
1√
n/2

Ip
cos(2(N − 1)π/n)Ip
cos(4(N − 1)π/n)Ip
cos(6(N − 1)π/n)Ip
...
cos(2(n− 1)(N − 1)π/n)Ip

,
Qn−1 =
1√
n/2

Ip
sin(2(N − 1)π/n)Ip
sin(4(N − 1)π/n)Ip
sin(6(N − 1)π/n)Ip
...
sin(2(n− 1)(N − 1)π/n)Ip

, Qn =
1√
n

Ip
−Ip
Ip
−Ip
...
−Ip

.
The block-symmetric block circulant matrix with symmetric block Am can be decom-
posed as
Σ = Qdiag(S
(Σ)
1 , S
(Σ)
2 , . . . , S
(Σ)
n )Q
T ,
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where S
(Σ)
i , i = 1, 2, . . . , n are p× p matrices, with
S
(Σ)
j = A0 + 2
N−1∑
m=1
cos(m(j − 1)δ)Am + cos((j − 1)δπ)AN , j = 1, 2, . . . , n.
Now we perform the above calculations for a simple example with the block
circulant matrix coming from the quadratic form from the variogram estimator in
Chapter 4. Dene
A =
1
12
circ

 0 1
1 0
 ,
 0 −1/2
−1/2 0
 ,
 0 0
0 0
 ,
 0 0
0 0
 ,
 0 0
0 0
 ,
 0 −1/2
−1/2 0


Notice that the matrix A of 6× 2 by 6× 2 (n = 6, p = 2) is a block-circulant
matrix, we can nd P and Sk's, which are given below.
P =
1√
6
(E1, E2, E3, E4, E5, E6)
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Hence,
E1 =

1 0
0 1
1 0
0 1
1 0
0 1
1 0
0 1
1 0
0 1
1 0
0 1

, E2 =

1 0
0 1
1
2
+ i
√
3
2
0
0 1
2
+ i
√
3
2
−1
2
+ i
√
3
2
0
0 −1
2
+ i
√
3
2
−1 0
0 −1
−1
2
− i
√
3
2
0
0 1
2
− i
√
3
2
1
2
− i
√
3
2
0
0 1
2
− i
√
3
2

, E3 =

1 0
0 1
−1
2
+ i
√
3
2
0
0 −1
2
+ i
√
3
2
−1
2
− i
√
3
2
0
0 −1
2
− i
√
3
2
1 0
0 1
−1
2
+ i
√
3
2
0
0 −1
2
+ i
√
3
2
−1
2
− i
√
3
2
0
0 −1
2
− i
√
3
2

,
22
E4 =

1 0
0 1
−1 0
0 −1
1 0
0 1
−1 0
0 −1
1 0
0 1
−1 0
0 −1

, E5 =

1 0
0 1
−1
2
− i
√
3
2
0
0 −1
2
− i
√
3
2
−1
2
+ i
√
3
2
0
0 −1
2
+ i
√
3
2
1 0
0 1
−1
2
− i
√
3
2
0
0 −1
2
− i
√
3
2
−1
2
+ i
√
3
2
0
0 −1
2
+ i
√
3
2

,
One can verify the following
A = Pdiag(Sk) ∗ P ∗,
here P is the unitary matrix, and
S1 =
 0 0
0 0
 , S2 = S6 =
 0 0.5
0.5 0
 , S3 = S5 =
 0 1.5
1.5 0
 , S4 =
 0 2
2 0

For this example, we note that A is also a block circulant symmetric matrix with
symmetric block elements. Hence, A can be decomposed by a real orthogonal matrix
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given below:
Q = (Q1, Q2, Q3, Q4, Q5, Q6),
such that A = Qdiag(S1, S2, . . . , S6)Q
T , where
Q1 =
1√
6

1 0
0 1
1 0
0 1
1 0
0 1
1 0
0 1
1 0
0 1
1 0
0 1

, Q2 =
1√
3

1/2 0
0 1/2
−1/2 0
0 −1/2
−1 0
0 −1
−1/2 0
0 −1/2
1/2 0
0 1/2
1 0
0 1

,
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Q3 =
1√
3

√
3/2 0
0
√
3/2
√
3/2 0
0
√
3/2
0 0
0 0
−
√
3/2 0
0 −
√
3/2
−
√
3/2 0
0 −
√
3/2
0 0
0 0

, Q4 =
1√
3

−1/2 0
0 −1/2
−1/2 0
0 −1/2
1 0
0 1
−1/2 0
0 −1/2
−1/2 0
0 −1/2
1 0
0 1

,
Q5 =
1√
3

√
3/2 0
0
√
3/2
−
√
3/2 0
0 −
√
3/2
0 0
0 0
√
3/2 0
0
√
3/2
−
√
3/2 0
0 −
√
3/2
0 0
0 0

, Q6 =
1√
6

−1 0
0 −1
1 0
0 1
−1 0
0 −1
1 0
0 1
−1 0
0 −1
1 0
0 1

.
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CHAPTER III
COVARIANCE AND VARIOGRAM ESTIMATORS ON A CIRCLE
In this chapter, we rst introduce the random process on the circle, followed
by stationarity and intrinsic stationarity. In Section 3.2, we present the gridded data
structure on the circle as well as the covariance and variogram estimators based on
the method of moments (MOM). We investigate some properties of these estimators
through spectral decomposition of circulant matrices. Note that part of results in
this chapter have been given in Vanlangenberg (2016).
3.1 Random Process on the Circle
Let {X(t), t ∈ [0, 2π]} (implicitly we assume X(0) = X(2π)) be a random
process on the circle. Under the assumption of continuity in quadratic means, X(t)
can be represented as the following Fourier series (for example, see Dufour and Roy
(1976))
X(t) = A0 +
∞∑
n=1
An cos(nt) +Bn sin(nt), t ∈ [0, 2π],
where random variables A0, An, Bn, n = 1, 2, . . . can be obtained by
A0 =
1
π
∫ 2π
0
X(t)dt,
An =
1
2π
∫ 2π
0
X(t) cos(nt)dt,
Bn =
1
2π
∫ 2π
0
X(t) sin(nt)dt.
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The covariance function at two points with angular dierence θ is represented by
C(t, θ) = cov(X(t+ θ), X(t)), a bivariate function of θ and t.
3.1.1 Stationarity and Intrinsic Stationarity
Assume the underlying process X(t) is stationary on the circle, that is, its
covariance function solely depends on the (un-directional) angular dierence θ.
C(θ) = cov(X(t+ θ), X(t)), θ ∈ [0, π],
and E(X(t)) = µ is a possibly unknown constant. Note that under stationarity of
X(t), the spectral representation for C(θ) is given by (for example, Roy (1972))
C(θ) =
∞∑
k=0
ak cos(kθ), θ ∈ [0, π].
According to Roy (1972), for example, X(t) is stationary with mean µ if and
only if
E(A0) = µ,E(An) = E(Bn) = 0,
var(A0) = a0, cov(A0, An) = cov(A0, Bn) = 0, var(An) = var(Bn) = an,
cov(An, Am) = cov(Bn, Bm) = 0(m 6= n), cov(An, Bm) = 0 for any n,m > 0.
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Now if we assume that X(t) is intrinsically stationary, that is, E(X(t)) = µ
constant, and the variogram function
2γ(θ) = var(X(t+ θ)−X(t)) = E(X(t+ θ)−X(t))2
is solely a function of angular dierence θ, then one can show that
γ(θ) = C(0)− C(θ)
and γ(θ) has the following spectral representation (Schoenberg, 1942).
γ(θ) =
∞∑
n=1
an(1− cos(nθ)).
3.2 Estimation on the Circle
3.2.1 Gridded Data Structure
Note that in real global-scale data, data values are normally observed on grids
along each latitude (circle). Hence, throughout this section, we assume that data
values observed on the circle are equally spaced with the common interval length
δ = 2π/n for n the sample size. For simplicity, we take n = 2N , an even number
so that δ = π/N . All discussions are carried over easily if n is an odd number.
Therefore, all points observed on the gridded locations are represented as {X(kδ}n−1k=0}.
In general, the angular dierence between two points on the circle could take the
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following sequence of values.
0,±δ,±2δ, · · · ,±(N − 1)δ,Nδ = π.
In the mean time, if X(t) is assumed to be stationary on the circle, we will then have
the un-directional angular dierence ∆λ, that is, ∆λ = 0, δ, 2δ, · · · , (N−1)δ,Nδ = π.
3.2.2 Variance-Covariance Matrix of a Gridded Random Vector
Let {(X(mδ), }n−1m=0 be the observed random vector on gridded locations of
a unit circle. For notational simplicity, we denote X˜ = (X1, X2, . . . , Xn)T with
Xj = X((j− 1)δ). If X(t) is stationary with constant mean µ, then E(X˜ ) = µ1˜n and
var(X˜ ) = Σ given by the following (Note that C((n− k)2π/n) = C(k2π/n))
Σ =

C(0) C
(
2π
n
)
C
(
(N−1)2π
n
)
C(π) C
(
(N−1)2π
n
)
· · · C
(
2π
n
)
C
(
2π
n
)
C(0) C
(
(N−2)2π
n
)
C
(
(N−1)2π
n
)
C(π) · · · C
(
4π
n
)
C
(
4π
n
)
C
(
2π
n
)
C
(
(N−3)2π
n
)
C
(
(N−2)2π
n
)
C
(
(N−1)2π
n
)
· · · C
(
6π
n
)
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
C
(
2π
n
)
C
(
4π
n
)
C(π) C
(
(N−1)2π
n
)
C
(
(N−2)2π
n
)
· · · C(0)

= circ (C(0), C(2π/n), C(4π/n), · · · , C((N − 1)2π/n), C(π),
C((N − 1)2π/n), · · · , C(2π/n)) .
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As a simple example, we consider the case of n = 6, we have
Σ =

C(0) C(π3 ) C(
2π
3 ) C(π) C(
2π
3 ) C(
π
3 )
C(π3 ) C(0) C(
π
3 ) C(
2π
3 ) C(π) C(
2π
3 )
C(2π3 ) C(
π
3 ) C(0) C(
π
3 ) C(
2π
3 ) C(π)
C(π) C(2π/3) C(π3 ) C(0) C(
π
3 ) C(
2π
3 )
C(2π3 ) C(π) C(
2π
3 ) C(
π
3 ) C(0) C(
π
3 )
C(π3 ) C(
2π
3 ) C(π) C(
2π
3 ) C(
π
3 ) C(0)

= circ(C(0), C(π/3), C(2π/3), C(π), C(2π/3), C(π/3)).
From above, we have E(X˜ −µ1˜n) = 0˜n and var(X˜ −µ1˜n) = Σ. Note that the above
Σ is a circulant matrix. Hence it can be diagonalized as
Σ = QΛ(Σ)QT ,
where Q is the real orthogonal matrix as given in Section 2.4, and
Λ(Σ) = diag(λ
(Σ)
1 , λ
(Σ)
2 , · · · , λ(Σ)n ),
with the eigenvalues given by
λΣj =
(
C(0) + 2
N−1∑
m=1
C(mδ) cos((j − 1)mδ) + C(π) cos((j − 1)Nδ)
)
=
(
C(0) + 2
N−1∑
m=1
C(mδ) cos((j − 1)mδ) + C(π) cos((j − 1)π)
)
.
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Throughout the rest of this chapter, we assume that Σ is strictly positive denite,
and hence, λ
(Σ)
j > 0, j = 1, 2, . . . , n.
Proposition 3.1. Let Y˜ = QT (X˜ − µ1˜n) := (Y1, Y2, . . . , Yn)T . Then
(1) E(Y˜ ) = 0˜, var(Y˜ ) = Λ(Σ), that is, Y1, Y2, . . . , Yn are uncorrelated with mean
zero and variance var(Yj) = λ
(Σ)
j .
(2) If X(t) is a stationary Gaussian random process on the circle, then Y˜ ∼
N(0˜,Λ(Σ)), that is, Y1, Y2, . . . , Yn are independent Yj ∼ N(0, λ(Σ)j ).
Proof. Let Y˜ = QT (X˜ − 1˜nµ). Then obviously its mean equals 0˜ and variance-
covariance matrix is given by
var(Y˜ ) = cov(QT (X˜ − 1˜nµ) , QT (X˜ − 1˜nµ))
= QTΣQ = QTQΛ(Σ)QTQ = Λ(Σ).
That is, Y1, Y2, · · · , Yn are uncorrelated random variates, where Yj has mean zero and
variance λ
(Σ)
j . The second conclusion follows easily.
Remark 3.1. From Proposition 3.1, without loss of generality, we may as-
sume that X(t) is a zero-mean random process on the circle throughout the rest of
this section. Consequently, the observed random vector X˜ will be assumed to have
E(X˜ ) = 0˜ throughout.
3.2.3 Covariance Estimation on the Circle
Now we consider the covariance estimator based on MOM. Recall that X˜ =
(X1, X2, . . . , Xn)
T with Xj = X((j − 1)δ) is a collection of gridded observations on
the circle. One obvious unbiased estimator of possibly unknown constant mean µ
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is given by X̄ = 1
n
∑n
i=1 Xi. Denote ∆λ = kδ for k = 0, 1, 2, . . . , N = n/2 (recall
n = 2N assumed). The MOM estimator of C(∆λ) = C(kδ) is then given by
Ĉ(∆λ) =
1
n
n∑
i=1
(X((i− 1)δ + ∆λ)− X̄)(X((i− 1)δ)− X̄)
=
1
n
n∑
i=1
X((i− 1)δ + ∆λ)X((i− 1)δ)− (X̄)2.
Now we introduce the following rotation matrix Rn, which transforms
X˜ = (X1, X2, . . . , Xn)T to X˜ (k+1) = (Xk+1, . . . , Xn, X1, . . . , Xk−1, Xk)T ,
that is, X˜ (k+1) = RnX˜ , where Rn is given by
RTn =

0 0 . . . 0 1 0 . . . 0 0
0 0 . . . 0 0 1 . . . 0 0
...
...
...
...
...
...
...
...
...
0 0 . . . 0 0 0 . . . 1 0
0 0 . . . 0 0 0 . . . 0 1
1 0 . . . 0 0 0 . . . 0 0
0 1 . . . 0 0 0 . . . 0 0
...
...
...
...
...
...
...
...
...
0 0 . . . 1 0 0 . . . 0 0

. (3.1)
Here the number 1 in the rst row of RTn appears at the (k+ 1)th position. Note that
X̄ = 1
n
∑n
i=1Xi =
1
n
1˜TnX˜ . We then express the covariance estimator as the following
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quadratic form,
Ĉ(∆λ) = Ĉ(kδ) =
1
n
X˜ T(k+1)X˜ −
(
1
n
1˜TnX˜
)T
∗
(
1
n
1˜TnX˜
)
=
1
n
X˜ TRTnX˜ −
(
1
n
1˜TnX˜
)T
∗
(
1
n
1˜TnX˜
)
=
1
n
X˜ T
(
RTn −
1
n
1˜n1˜Tn
)
X˜
= X˜ TM(kδ)X˜ .
Here
M(kδ) =
1
n
(
RTn −
1
n
1˜n1˜Tn
)
=
1
n
circ(−1/n,−1/n, . . . ,−1/n, 1− 1/n,−1/n, . . . ,−1/n,−1/n).
As an example, we consider the case of n = 6. We have the following matrices
corresponding to ∆λ = 0, π/3, 2π/3, and π, respectively.
M(0) =
1
6

5/6 −1/6 −1/6 −1/6 −1/6 −1/6
−1/6 5/6 −1/6 −1/6 −1/6 −1/6
−1/6 −1/6 5/6 −1/6 −1/6 −1/6
−1/6 −1/6 −1/6 5/6 −1/6 −1/6
−1/6 −1/6 −1/6 −1/6 5/6 −1/6
−1/6 −1/6 −1/6 −1/6 −1/6 5/6

=
1
6
circ(5/6,−1/6,−1/6,−1/6,−1/6,−1/6);
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and
M(π/3) =
1
6

−1/6 5/6 −1/6 −1/6 −1/6 −1/6
−1/6 −1/6 5/6 −1/6 −1/6 −1/6
−1/6 −1/6 −1/6 5/6 −1/6 −1/6
−1/6 −1/6 −1/6 −1/6 5/6 −1/6
−1/6 −1/6 −1/6 −1/6 −1/6 5/6
5/6 −1/6 −1/6 −1/6 −1/6 −1/6

=
1
6
circ(−1/6, 5/6,−1/6,−1/6,−1/6,−1/6);
M(2π/3) =
1
6

−1/6 −1/6 5/6 −1/6 −1/6 −1/6
−1/6 −1/6 −1/6 5/6 −1/6 −1/6
−1/6 −1/6 −1/6 −1/6 5/6 −1/6
−1/6 −1/6 −1/6 −1/6 −1/6 5/6
5/6 −1/6 −1/6 −1/6 −1/6 −1/6
−1/6 5/6 −1/6 −1/6 −1/6 −1/6

=
1
6
circ(−1/6,−1/6, 5/6,−1/6,−1/6,−1/6)
M(π) =
1
6

−1/6 −1/6 −1/6 5/6 −1/6 −1/6
−1/6 −1/6 −1/6 −1/6 5/6 −1/6
−1/6 −1/6 −1/6 −1/6 −1/6 5/6
5/6 −1/6 −1/6 −1/6 −1/6 −1/6
−1/6 5/6 −1/6 −1/6 −1/6 −1/6
−1/6 −1/6 5/6 −1/6 −1/6 −1/6

=
1
6
circ(−1/6,−1/6,−1/6, 5/6,−1/6,−1/6).
34
Hence M(kδ) can be diagonalized by a unitary matrix P given in Section 2.4
as following.
M(kδ) = Pdiag(λ
(M)
1 , λ
(M)
2 , . . . , λ
(M)
n )P
∗,
where λ
(M)
j , j = 1, 2, . . . , n are the eigenvalues of M(kδ).
To compute these eigenvalues, we rst decompose M(kδ) as following.
M(kδ) = − 1
n2
circ(1, 1, . . . , 1) +
1
n
circ(0, 0, . . . , 0, 1, 0, . . . , 0) := M1(kδ) +M2(kδ),
where the number 1 in M2(kδ) above appears at the (k + 1)th position. Hence, the
eigenvalues for both matrices are given by
λ
(M1)
j =
 −
1
n
, j = 1,
0, j 6= 1,
λ
(M2)
j =
1
n
ωkj .
Here ωkj = exp(2π(j − 1)k/n). Therefore,
λ
(M)
j = =

1
n
ωkj if 2 ≤ j ≤ n,
0 if j = 1.
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Proposition 3.2. The covariance estimator is generally biased. Specically,
for k = 0, 1, 2, . . . , N = n/2,
E(Ĉ(kδ)) = C(kδ)− 1
n
(
C(0) + 2
N−1∑
m=1
C(mδ) + C(π)
)
.
Proof: We rst rewrite the eigenvalues of Σ in the complex form, that is,
λ
(Σ)
j =
n−1∑
m=0
C(mδ)ωmj
with C((n−m)δ) = C(mδ) for m = 0, 1, 2, . . . , N . Now according to Corollary 1.1 in
Chapter 1, we have
E(Ĉ(kδ)) = tr(M(kδ)Σ) =
n∑
j=2
λ
(Σ)
j λ
(M)
j
=
1
n
n∑
j=2
ωkj
n−1∑
m=0
C(mδ)ωmj
= − 1
n
(
C(0) + 2
N−1∑
m=1
C(mδ) + C(π)
)
+
1
n
n∑
j=1
ωkj
n−1∑
m=0
C(mδ)ωmj .
The rst term above is added in for j = 1 in the original summation. The second
term is given by
1
n
n∑
j=1
ωkj
n−1∑
m=0
C(mδ)ωmj =
1
n
n−1∑
m=0
C(mδ)
n∑
j=1
ωkjω
m
j = C(kδ).
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The last equality is due to the following.
n∑
j=1
ωkjω
m
j =
 n, if 0 ≤ k = m ≤ N ,0, otherwise.
Our result follows.
Remark 3.2: The result in Proposition 3.2 recovers the one given in Vanlan-
genberg (2016). Note that one has
var(X̄) =
1
n
(
C(0) + 2
N−1∑
m=1
C(mδ) + C(π)
)
leading to E(Ĉ(kδ)) = C(kδ)− var(X̄).
3.2.4 Variogram Estimator on the Circle
Now we consider the equal-distance gridded points {(i − 1) × 2π/n : i =
1, 2, . . . , n} on the circle. Assume that the random process X(t) is stationary with
mean zero. Note that for ∆λ = kδ, with k = 0, 1, · · · , N , the Matheron's classical
semivariogram estimator (Matheron, 1962) on the circle can be written as
γ̂(∆λ) =
1
2n
n∑
i=1
(X((i− 1)δ + ∆λ)−X((i− 1)δ))2,
=
1
2n
(X˜ (k+1) −X˜ )T (X˜ (k+1) −X˜ ),
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where X˜ (k+1) is dened in Section 3.2.3. Hence, we have, for ∆λ = kδ, k = 0, 1, . . . , N ,
γ̂(∆λ) = γ̂(kδ) =
1
2n
X˜ (RTn − In)(Rn − In)X˜ = X˜A(kδ)X˜ ,
where,
A(0) = 0;
A(kδ) =
1
2n
circ(2, 0, 0, . . . ,−1, 0, . . . ,−1, 0, . . . , 0), 1 ≤ k ≤ N − 1,
where −1's are placed at (k + 1)th and (n− k + 1)th positions;
A(Nδ) = A(π) =
1
2n
circ(2, 0, 0, . . . ,−2, 0, . . . , 0),
where −2 is placed at (N + 1)th position.
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Now we provide an example for computing A(kδ). Let n = 6. We have four
angular dierences kδ = 0, π/3, 2π/3, π, which gives the following results.
A(0) = 0
A(π/3) =
1
6

2 −1 0 0 0 −1
−1 2 −1 0 0 0
0 −1 2 −1 0 0
0 0 −1 2 −1 0
0 0 0 −1 2 −1
−1 0 0 0 −1 2

=
1
6
circ(2,−1, 0, 0, 0,−1);
A(2π/3) =
1
6

2 0 −1 0 −1 0
0 2 0 −1 0 −1
−1 0 2 0 −1 0
0 −1 0 2 0 −1
−1 0 −1 0 2 0
0 −1 0 −1 0 2

=
1
6
circ(2, 0,−1, 0,−1, 0);
A(π) =
1
6

2 0 0 −2 0 0
0 2 0 0 −2 0
0 0 2 0 0 −2
−2 0 0 2 0 0
0 −2 0 0 2 0
0 0 −2 0 0 2

=
1
6
circ(2, 0, 0,−2, 0, 0).
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Obviously, A(kδ) is a symmetric circulant matrix. Then A(kδ) has the following
spectral decomposition
A(kδ) = QΛ(A)QT ,
where Q is the real-valued orthogonal Fourier matrix given in Seciton 2.4, and
Λ(A) = diag(λ
(A)
1 , λ
(A)
2 , · · · , λ(A)n )
with the eigenvalues of A(kδ) given by
λ
(A)
j =
1
2n
(2− (exp((j − 1)2πi/n))k − (exp((j − 1)2πi/n))n−k)
=
1
2n
(2− exp(k(j − 1)2πi/n)− exp(−k(j − 1)2πi/n))
=
1
n
(1− cos((j − 1)kδ)), j = 1, 2, . . . , n
for 1 ≤ k ≤ N − 1, and for k = N ,
λ
(A)
j =
1
2n
(2− 2(exp((j − 1)2πi/n))N)
=
1
n
(1− cos((j − 1)π)), j = 1, 2, · · · , n.
In summary, the eigenvalues of A(kδ) are given by λ
(A)
j =
1
n
(1 − cos(jkδ)), j =
1, 2, · · · , n.
Now we give the following proposition regarding the variogram estimator.
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Proposition 3.3. If X(t) is stationary on the circle, the semivariogram esti-
mator γ̂(kδ), k = 0, 1, . . . , N, has the following properties.
(1) E(γ̂(kδ)) = γ(kδ).
(2) γ̂(kδ) =
∑n
j=1 λ
(A)
j Y
2
j , where Y1, Y2, · · ·Yn are uncorrelated random variates with
E(Yj) = 0, var(Yj) = λ
(Σ)
j , j = 1, 2, . . . , n.
(3) If X(t) is further assumed to be Gaussian on the circle, then
γ̂(kδ) =
n∑
j=1
λ
(A)
j λ
(Σ)
j Uj,
where U1, U2, · · ·Un are i.i.d. χ21 random variates.
Proof: First, from Corollary 1.1, we have
E(γ̂(kδ)) =
1
n
n∑
j=1
λ
(A)
j λ
(Σ)
j
=
1
n
n∑
j=1
(1− cos((j − 1)kδ))(
C(0) + 2
N−1∑
k=1
C(kδ) cos((j − 1)kδ) + C(π) cos((j − 1)Nδ)
)
.
= C(0)− 1
n
n∑
j=1
(cos((j − 1)kδ)
∗(2
N−1∑
m=1
C(mδ) cos((j − 1)mδ) + C(π) cos((j − 1)Nδ))
)
=
 C(0)−
2
n
C(kδ)
∑n
j=1 cos
2((j − 1)kδ), if 0 < k < N − 1
C(0)− 1
n
C(kδ)
∑n
j=1 cos
2((j − 1)Nδ), if k = N
= C(0)− C(kδ) = γ(kδ).
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For part (2), we have, from Proposition 3.1, the variogram estimator is then
given by
γ̂(∆λ) = Y˜Λ(A)Y˜ =
n∑
m=1
λ(A)m Y
2
m.
The second result follows from Proposition 3.1 with Y˜ = (Y1, Y2, . . . , Yn)T .
For part (3), Y˜ then follows a multivariate normal N(0˜,Λ(Σ)), that is,
Y1, Y2, . . . , Yn are i.i.d. normally distributed with E(Yj) = 0, var(Yj) = λ
(Σ). Hence
we have
γ̂(∆λ) = Y˜Λ(A)Y˜ =
n∑
m=1
λ(A)m Y
2
m
=
n∑
m=1
λ(A)m λ
(Σ)
m
Y 2m√
λ
(Σ)
m
=
n∑
m=1
λ(A)m λ
(Σ)
m Um.
Note Ym√
λ
(Σ)
m
∼ N(0, 1), and so Um = Y
2
m
λ
(Σ)
m
∼ χ21. The third part then follows.
3.3 Conclusions
In this section, we provide the circulantly-diagonalization of the variance-
covariance matrix of observed gridded data on the circle when the underlying process
is stationary. We then investigate the unbiasedness of the covariance and variogram
estimators based on MOM. We show that the covariance estimator is biased but the
variogram estimator is unbiased. When the process on the circle is also Gaussian, we
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represent the MOM variogram estimator in terms of a linear combination of indepen-
dent and identically distributed χ21 random variates.
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CHAPTER IV
COVARIANCE AND VARIOGRAM ESTIMATORS ON A SPHERE
In this chapter, we rst introduce the gridded data structure that is observed
on the sphere. In Section 4.2, we discuss the axially symmetric process on the sphere
as well as the covariance structure associated with the gridded data observed. We
then consider the covariance and variogram estimators on the sphere as well as their
properties. Some conclusions are given at the end in Section 4.3.
4.1 Random Processes on the Sphere
Let {X(P ), P = (φ, λ) ∈ S2} be the random process on a unit sphere, with
φ and λ representing the latitude and longitude, respectively. Under the assumption
of continuity in quadratic means, X(P ) can be represented as the following spherical
Fourier series (for example, Yaglom (1987))
X(P ) = X(φ, λ) =
∞∑
n=0
n∑
m=−n
Ym,ne
imλP̄mn (cosφ), (4.1)
where P̄ , the conjugate of P , is the normalized associated Legendre functions with
zonal wave number m (normalized in the sense that the squared integral on [−1, 1] is
1), and Ym,n are the coecients satisfying
Ym,n =
∫
S2
X(P )e−imλP̄mn (cosφ)dP.
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Also notice that if X(P ) is real-valued, it can be easily derived that Ym,n =
Ȳm,n. Both m and n in Ym,n are integers and m gives the longitudinal frequency while
n−m corresponds to latitudinal frequency.
Without loss of generality, assuming the process has zero mean, the covariance
function for X(P ) at two locations P = (φP , λP ) and Q = (φQ, λQ) has the following
form:
R(P,Q) = E(X(P )X(Q))
=
∞∑
ν=0
∞∑
µ=0
ν∑
m=−ν
µ∑
n=−µ
E(Yν,mȲm,n)e
imλPPmν (cosφP )e
−inλQP̄ nµ (cosφQ).
4.1.1 Stationarity
A process on the sphere is dened to be weakly stationary, or homogeneous,
if its rst two moments are invariant under any rotation on the sphere (rotation-
invariant) (for example see Yaglom (1987)). Equivalently, if X(P ) is homogeneous
on the sphere, E(X(P )) is constant and the covariance function of any two locations
p1 = (φ1, λ1) and p2 = (φ2, λ2), cov(X(p1), X(p2)), depends only on their spherical
angle θ(p1, p2) := θ, where θ ∈ [0, π] and
cos(θ) = sinφ1 sinφ2 + cosφ1 cosφ2 cos(λ1 − λ2).
Let C(·) be the covariance function of a homogeneous random process on
the unit sphere. Schoenberg (1942) showed that C(θ) has the following spectral
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representation: (see also Yaglom (1961))
C(θ) =
∞∑
n=1
anPn(cos θ), an ≥ 0,
∞∑
n=1
an <∞, (4.2)
where Pn(·) are the Legendre polynomials in the form of
Pn(x) =
1
2nn!
dn
dxn
(x2 − 1)n, |x| ≤ 1.
Note that if the covariance function has representation (4.2), it can be shown to be
positive denite.
4.1.2 Axially Symmetric Processes on the Sphere
The assumption of homogeneity on the sphere requires the random process has
constant mean and its covariance function solely depends on the spherical distance.
This assumption is often not satised in practice. For example, energy and moisture
gradients tend to be stronger at the equator than the pole area. Therefore, geophysical
processes are most likely to exhibit symmetry on longitude rather than latitude. In
this thesis, we focus on the axially symmetric process on the sphere, that is, we
assume the process is stationary on each longitude but nonstationary across latitudes
(Jones, 1963).
For an axially symmetric processX(P ), P ∈ S2, the covariance functionR(P,Q)
at two locations P = (φP , λP ), Q = (φQ, λQ) ∈ S2 is given by
R(φP , φQ, λP , λQ) = R(φP , φQ, λP − λQ).
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That is, the covariance function on two locations depends on the (directional) longi-
tudinal dierence.
Using spherical harmonics, the covariance function can be expressed as follow-
ing:
R(P,Q) = R(φ1, φ2, λP − λQ)
=
∞∑
m=−∞
∞∑
ν=|m|
∞∑
µ=|m|
fν,µ,me
im(λP−λQ)Pmn (cosφP )P̄
m
n (cosφQ), (4.3)
where the matrix Fm(N) = {fν,µ,m}ν,µ=|m|,|m|+1,··· ,N must be positive denite for all
N ≥ |m| and fν,µ,m for each xed integer m (Huang et al, 2012, Stein, 2007). Fur-
thermore, R(P,Q) satises the following conditions.
(1) In general, R(φP , φQ, λP − λQ) 6= R(φP , φQ, λQ − λP ) unless φP = φQ under
which both locations are at the same latitude.
(2) However, we have R(φP , φQ, λP − λQ) = R(φQ, φP , λQ − λP ).
The cross variogram function on the sphere is dened as:
2γ(φp, φQ,∆λ) = E ((X(φP , λ+ ∆λ)−X(φP , λ))(X(φQ, λ+ ∆λ)−X(φQ, λ))) .
When φP = φQ, that is, both P and Q locate on the same latitude (circle), con-
sequently, the above expression reduces to the variogram function on the circle as
discussed in Chapter 3.
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Note that, if µP and µQ denote the mean of X(P ) on the latitudes φP and
φQ, respectively,
γ(φp, φQ,∆λ) =
1
2
E ((X(φP , λ+ ∆λ)−X(φP , λ))(X(φQ, λ+ ∆λ)−X(φQ, λ)))
=
1
2
E (((X(φP , λ+ ∆λ)− µP )− (X(φP , λ)− µP ))
∗ ((X(φQ, λ+ ∆λ)− µQ)− (X(φQ, λ)− µQ))
=
1
2
(cov(X(φP , λ+ ∆λ), X(φQ, λ+ ∆λ))− cov(X(φP , λ+ ∆λ), X(φQ, λ)
−cov(X(φP , λ), X(φQ, λ+ ∆λ)) + cov(X(φP , λ), )
X(φQ, λ)))
=
1
2
(R(φP , φQ, 0)−R(φP , φQ,∆λ)−R(φP , φQ,−∆λ) +R(φP , φQ, 0))
= R(φP , φQ, 0)−
1
2
(R(φP , φQ,∆λ) +R(φP , φQ,−∆λ))
= R(φP , φQ, 0)−
1
2
(R(φP , φQ,∆λ) +R(φQ, φP ,∆λ)).
That is,
γ(φp, φQ,∆λ) = R(φp, φQ, 0)−
1
2
(R(φP , φQ,∆λ) +R(φQ, φP ,∆λ)). (4.4)
One special case of the axially symmetric process is the so-called longitudinally
reversible process, where the covariance function R(P,Q) satises
R(φP , φQ, λP − λQ) = R(φP , φQ, λQ − λP ). (4.5)
This indicates that the covariance function on two locations depends on the (un-
directional) longitudinal dierence.
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4.2 Covariance and Variogram Estimators on the Sphere
4.2.1 Gridded Data Structure
Note that for real global data, data values are always nite and also observed
on grids. For example, in the Microwave Sound Unit data that is used in the liter-
ature, observations are recorded on 72 latitudes (nl = 72), ranging from −88.75◦ to
88.75◦ with 2.5◦ apart between adjacent latitudes. On each latitude, there are 144
observations (nL = 144), ranging from 0
◦ to 357.5◦, that is, the common interval
length on each latitude is δ = 2π/nL = 2.5
◦. In general, let each location on a unit
sphere be represented by its corresponding latitude and longitude (φ, λ). We further
let the number of latitudes be nl and the number of longitudes on each latitudes to
be n = nL = 2N , an even number for simplicity. Table 1 shows the gridded data
structure on the sphere.
Explicitly, on each latitude, all n = nL data points are evenly spread. Let δ =
2π/nL = 2π/n be the common interval length. Then all observations on two latitudes
φP and φQ can be expressed as {X(φP , kδ}n−1k=0} and {X(φQ, kδ}
n−1
k=0}. Therefore, the
longitudinal dierence, ∆λ, between two points P = (φP , λP ) and Q = (φQ, λQ) takes
the following sequence of values.
∆λ = 0,±δ,±2δ, · · · ,±(N − 1)δ,Nδ = π,
or more simply, ∆λ = kδ, k = 0,±1,±2, . . . ,±(N − 1), N .
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Table 1. Gridded Data Structure on the Sphere
Observed data on each latitude
Latitude 0 δ . . . (nL − 1)δ Mean
φ1 X11 X12 . . . X1nL X̄1
φ2 X21 X22 . . . X2nL X̄2
. . . . . . . . . . . . . . . . . .
φnl Xnl1 Xnl2 . . . Xnlnl X̄nl
Table 2. Gridded Data Structure on Two Latitudes
Observed data on each latitude mean
Latitude 0 δ . . . (n− 1)δ Mean
φ1 X11 X12 . . . X1n X̄1
φ2 X21 X22 . . . X2n X̄2
4.2.2 Variance-Covariance Matrix for Gridded Data
We now focus on covariance function at two locations, consequently, we as-
sume nl = 2 with the number of longitudes nL = n (again, for simplicity, n = 2N , an
even number). Therefore, the observed gridded data structure is given in Table 2.
We then form the above random variables in the following order,
X˜ = (X11, X21, X12, X22, · · · , X1n, X2n)T .
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The variance and covariance matrix of X˜ is now in the form of the block circulant
matrix given below
Σ =

C0 C1 C2 · · · Cn−2 Cn−1
Cn−1 C0 C1 · · · Cn−3 Cn−2
Cn−2 Cn−1 C0 · · · Cn−4 Cn−3
...
...
...
...
...
...
C2 C3 C4 · · · C0 C1
C1 C2 C3 · · · Cn−1 C0

, (4.6)
where
Ci =
 cov(X11, X1,i+1) cov(X11, X2,i+1)
cov(X21, X1,i+1) cov(X21, X2,i+1)
 , i = 0, 1, 2, · · · , n− 1.
Here Ci can be treated as the variance-covariance matrix between X˜ 1 = (X11, X21)T
and X˜ i = (X1i, X2i)T . Since the process is only assumed to be axially symmetric,
hence cov(X11, X2,i+1) = R(φ1, φ2, iδ) 6= cov(X21, X1,i+1) = R(φ2, φ1, iδ). Conse-
quently, Ci may not be symmetric. However, Ci = C
T
n−i since for example,
cov(X11, X2,i+1) = R(φ1, φ2, iδ) = R(φ2, φ1, (n − i)δ) = cov(X21, X1,(n−i)). Note that
Σ is a block circulant matrix, there exists a unitary matrix P as given in Section 2.5,
such that Σ can be diagonalized to have a block-diagonal, that is,
Σ = Pdiag(S
(Σ)
1 , S
(Σ)
2 , · · · , S(Σ)n )P ∗,
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with S
(Σ)
j =
∑n−1
m=0 ω
m
j Cm. On the other hand, noting the stationarity on each circle
for axially symmetric processes, we could assume µ1 and µ2 are the possibly unknown
means on those two latitudes, respectively. Now letting µ˜ = (µ1, µ2, µ1, µ2, . . . , µ1, µ2)T
if we subtract the mean vector µ˜ from X˜ , the resulting vector becomes a zero-mean
random vector on the sphere, and for notational simplicity, we still denote this as X˜ .
In summary, throughout the rest of this chapter we will assume that µ˜ = 0˜, that is,
X(P ) is a zero-mean axially symmetric process on the sphere.
Now we consider the longitudinally reversal process on the sphere. Under
this assumption, the variance-covariance matrix Σ given by (4.6) becomes a block-
symmetric block circulant matrix (Ci = Cn−i) with symmetric blocks Ci (C
T
i = Ci).
Hence, one can decompose the variance-covariance matrix Σ as following.
Σ = Qdiag(U1, U2, . . . , Un)Q
T
where Q is a real orthogonal matrix given in Section 2.5 and Uj, j = 1, 2, · · · , n, is a
sequence of 2× 2 symmetric matrices given by
Uj = C0 + 2
N−1∑
m=1
cos(m(j − 1)δ)Cm + cos((j − 1)π)CN , j = 1, 2, . . . , n.
Now we dene the following random vector,
Y˜ = (Y11, Y21, Y12, Y22, . . . , Y1n, Y2n)T = (Y˜T1 , Y˜T2 , . . . , Y˜Tn ) = QTX˜ ,
with Y˜ j = (Y1j, Y2j)T . We have the following proposition.
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Proposition 4.1. Under the assumption of longitudinal reversibility of X(P )
on the sphere,
(1) E(Y˜ ) = 0˜, var(Y˜ ) = diag(U1, U2, · · · , Un). More specically, Y˜ 1, Y˜ 2, . . . , Y˜n are
independent with var(Yj) = Uj, j = 1, 2, . . . , n.
(2) If we further assume that X(P ) is Gaussian, then
Y˜ ∼ N(0˜, diag(U1, U2, · · · , Un)).
Proof. Note that Cj, 0 ≤ j ≤ n − 1 is symmetric and so is U (Σ)j , 1 ≤ j ≤ n. Hence,
it is sucient to show that Uj, 1 ≤ j ≤ n is positive denite. For any vector a˜ =
(a1, a2)
T ∈ R2 and j = 1, 2, . . . , n,
vj = a˜TUja˜ = a˜TC0a˜+ 2
N−1∑
m=1
cos(m(j − 1)δ)a˜TCma˜+ cos((j − 1)π)a˜TCNa˜.
Note that {vj, j = 1, 2, · · · , n} are the eigenvalues of the following symmetric circulant
matrix D,
D = circ(a˜TC0a˜, a˜TC1a˜, . . . , a˜TCNa˜, a˜TCN−1a˜, . . . , a˜TC1a˜)
=

a˜TC0a˜ a˜TC1a˜ . . . a˜TCNa˜ a˜TCN−1a˜ . . . a˜TC2a˜
a˜TC1a˜ a˜TC0a˜ a˜TC1a˜ . . . a˜TCNa˜ a˜TCN−1a˜ . . .
...
...
...
...
...
...
a˜TC1a˜ . . . a˜TCNa˜ a˜TCN−1a˜ . . . a˜TC1a˜ a˜TC0a˜

,
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which is positive denite due to the positive deniteness of Σ. To see this, for any
b˜= (b1, b2, . . . , bn)T ∈ Rn, and letting w˜ = (b1a˜, b2a˜, . . . , bna˜)T , one can notice that
b˜TDb˜ = b˜T

a˜TC0a˜ a˜TC1a˜ . . . a˜TCNa˜ a˜TCN−1a˜ . . . a˜TC2a˜
a˜TC1a˜ a˜TC0a˜ a˜TC1a˜ . . . a˜TCNa˜ a˜TCN−1a˜ . . .
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
a˜TC1a˜ . . . a˜TCNa˜ a˜TCN−1a˜ . . . a˜TC1a˜ a˜TC0a˜

b˜
= w˜TΣw˜ ≥ 0,
by the positive deniteness of Σ, implying the positive deniteness of D. Therefore,
{vj, j = 1, 2, · · · , n} are nonnegative, and so Uj is positive denite. The rest is a
simple application from Mathematical Statistics.
4.2.3 Covariance Estimator on the Sphere
Next we consider the cross-covariance estimator for axially symmetric pro-
cesses. The cross-covariance estimator of two points on latitudes φ1 and φ2 with
longitudinal dierence ∆λ = kδ, k = 0,±1,±2, . . . ,±(N − 1), N , is given by
R̂12(∆λ) = R̂(φ1, φ2,∆λ)
=
1
n
n∑
i=1
(
(X(φ1, (i− 1)δ + ∆λ)− X̄φ1)(X(φ2, (i− 1)δ)− X̄φ2)
)
=
1
n
n∑
i=1
X(φ1, (i− 1)δ + ∆λ)X(φ2, (i− 1)δ)− X̄1X̄2.
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The rst term can be written as the quadratic form
1
n
n∑
i=1
X(φ1, (i− 1)δ + ∆λ)X(φ2, (i− 1)δ) = X˜ TA1(∆λ)X˜ ,
where A(∆λ) takes the following form.
A1(∆λ) =
1
n
circ

 0 0
0 0
 , . . . ,
 0 1
0 0
 , . . . ,
 0 0
0 0
 , . . . ,
 0 0
0 0


The second term is expressed as the following quadratic form.
X̄1X̄2 = X˜ TA2(∆λ)X˜ = 1n2X˜ T circ

 0 1
0 0
 , . . . ,
 0 1
0 0
 , . . . ,
 0 1
0 0

X˜
such that
A2(∆λ) =
1
n2
circ

 0 1
0 0
 , . . . ,
 0 1
0 0
 , . . . ,
 0 1
0 0

 .
Therefore,
R̂12(∆λ) = X˜ T (A1(∆λ)− A2(∆λ))X˜ = X˜ TA(∆λ)X˜ ,
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with
A(∆λ) =
1
n
circ

 0 −1/n
0 0
 , . . . ,
 0 1− 1/n
0 0
 , . . . ,
 0 −1/n
0 0

 ,
which is a block-circulant matrix. According to Section 2.5, there exists a unitary
matrix P , such that
A(∆λ) = Pdiag(S
(A)
1 , S
(A)
2 , · · · , S(A)n )P ∗,
with
S
(A)
j =
n−1∑
m=0
ωmj Am,
where Am,m = 0, 1, . . . , n−1, represent the 2×2 blocks in A(∆λ). With the parallel
calculations as given in Section 3.2, one can obtain the following.
S
(A)
j =
1
n
 0 ωkj
0 0
 = 1
n
ωkj
 0 1
0 0
 ,
if 2 ≤ j ≤ n, and 0 =
 0 0
0 0
 if j = 1. Then we have the following proposition.
Proposition 4.2. E(R̂12(kδ)) = R12(kδ)− 1n
∑n−1
m=0 R12(mδ).
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Proof: Let ∆λ = kδ. Note that R̂12 can be written as the following quadratic
form,
R̂12(kδ) = X˜ TA(kδ)X˜ .
We have
E[R̂12(kδ)] = tr(A(kδ)Σ)
= tr(Pdiag(S
(A)
1 , S
(A)
2 , · · · , S(A)n )P ∗Pdiag(S
(Σ)
1 , S
(Σ)
2 , · · · , S(Σ)n )P ∗)
= tr(
n∑
j=1
S
(A)
j ∗ S
(Σ)
j )
=
1
n
n∑
j=2
n−1∑
m=0
ωkjω
m
j tr

 0 1
0 0

 cov(X11, X1m) cov(X11, X2m)
cov(X21, X1m) cov(X21, X2m)


=
1
n
n∑
j=2
n−1∑
m=0
ωkjω
m
j R12((m− 1)δ)
=
1
n
n−1∑
m=0
R12(mδ)
n∑
j=2
ωkjω
m
j
=
1
n
n−1∑
m=0
R12(mδ)
n∑
j=1
ωkjω
m
j −
1
n
n−1∑
m=0
R12(mδ)
= R12(kδ)−
1
n
n−1∑
m=0
R12(mδ).
Our result follows.
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Remark 4.1. Note that
cov(X̄1, X̄2) =
1
n
n−1∑
m=0
R12(mδ),
hence,
E[R̂12(∆λ)] = R12(∆λ)− cov(X̄1, X̄2),
which implies that the covariance estimator is generally biased.
4.2.4 Variogram Estimator on the Sphere
Next we consider the cross-variogram estimator for axially symmetric processes
on the sphere. The cross (semi-)variogram estimator based on MOM is dened as
following.
γ̂12(∆λ) = γ̂(φ1, φ2,∆λ)
=
1
2n
n∑
i=1
((X(φ1, (i− 1)δ + ∆λ)−X(φ1, (i− 1)δ))
(X(φ2, (i− 1)δ + ∆λ)−X(φ2, (i− 1)δ)))
If we write the cross-variogram estimator into a quadratic form,
γ̂12(∆λ) = X˜ TA(∆λ)X˜ ,
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then A(∆λ) is a block-symmetric block circulant matrix with symmetric blocks. As
a simple example, we consider the case of n = 6. Here we only list the matrices when
∆λ = 0, π/3, 2π/3, respectively.
A(0) = 012×12
A(π/3) =
1
12
circ

 0 1
1 0
 ,
 0 −12
−1
2
0
 ,
 0 0
0 0
 ,
 0 0
0 0
 ,
 0 0
0 0
 ,
 0 −12
−1
2
0


A(2π/3) =
1
12
circ

 0 1
1 0
 ,
 0 0
0 0
 ,
 0 −12
−1
2
0
 ,
 0 0
0 0
 ,
 0 −12
−1
2
0
 ,
 0 0
0 0

 ,
A(π) =
1
12
circ

 0 1
1 0
 ,
 0 0
0 0
 ,
 0 0
0 0
 ,
 0 −1
−1 0
 ,
 0 0
0 0
 ,
 0 0
0 0

 .
From Section 2.5, there exists a unitary matrix P such that, for
k = 0,±1,±2, . . . ,±(N − 1), N ,
A(kδ) = P ∗ diag
(
S
(A)
1 , S
(A)
2 , . . . , S
(A)
n
)
∗ P ∗
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with
S
(A)
j = (1− cos((j − 1)kδ))
 0 1
1 0
 , j = 1, 2, · · · , n.
Hence,
A(kδ) = P ∗ diag
(1− cos((j − 1)kδ))
 0 1
1 0

 ∗ P ∗.
Now we consider the unbiasedness of the cross-variogram estimator.
Proposition 4.3. E(γ̂(kδ)) = γ(kδ), k = 0,±1,±2, . . . ,±(N − 1), N. Proof.
From Corollary 1.1,
E(γ̂12(kδ)) =
1
2n
tr(
n∑
j=1
S
(A)
j ∗ S
(Σ)
j )
=
1
2n
n∑
j=1
n∑
m=1
(1− cos((j − 1)kδ))ω(j−1)(m−1)
×tr

 0 1
1 0

 cov(X11, X1m) cov(X11, X2m)
cov(X21, X1m) cov(X21, X2m)


=
1
2n
n∑
j=1
n∑
m=1
(1− cos((j − 1)kδ))
ω
(m−1)
j (R21((m− 1)δ) +R12((m− 1)δ))
=
1
2n
n−1∑
m=0
(R21(mδ) +R12(mδ))
n−1∑
j=0
(1− cos(jkδ))(cos(jmδ) + i sin(jmδ)).
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Now
n−1∑
j=0
(cos(jmδ) + i sin(jmδ)) =
 n, if m = 0;0, otherwise.
n−1∑
j=0
cos(jkδ) cos(jmδ) =
n−1∑
j=0
1
2
(cos(j(k −m)δ) + cos(j(k +m)δ))
=

n
2
, if m = k or k +m = n;
0, otherwise.
n−1∑
j=0
cos(jkδ) sin(jmδ) =
n−1∑
j=0
1
2
(sin(j(m− k)δ) + sin(j(m+ k)δ)) = 0.
Therefore, we have
E(γ̂12(kδ)) =
1
2
((R21(0) +R12(0))−
1
4
(R21(kδ) +R12(kδ))
−1
4
(R21((n− k)δ) +R12((n− k)δ))
= R12(0)−
1
2
(R21(kδ) +R12(kδ)) = γ(kδ),
from (4.4). Here we note that
R12((n− k)δ) = R21(kδ), R21((n− k)δ) = R12(kδ), k = 0,±1,±2, . . . ,±(N − 1), N.
Now we assume that X(P ) is a longitudinally reversible process on the sphere.
We apply Proposition 4.1 to obtain the following result.
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Proposition 4.4. Under the assumption of longitudinal reversibility ofX(P ),
then we have
γ̂(kδ) =
1
n
n∑
m=1
(1− cos((m− 1)kδ))Y1mY2m, k = 0, 1, . . . , N,
where Y˜m = (Y1m, Y2m)T ,m = 1, 2, . . . , n, are uncorrelated. If X(P ) is further as-
sumed to be Gaussian, Y˜m = (Y1m, Y2m)T ,m = 1, 2, . . . , n are independent, each
following N(0˜, Um) with Um given in Proposition 4.1.
Proof. Under the assumption of longitudinal reversibility for X(P ), A(∆λ)
can be decomposed, through a real orthogonal matrix Q given in Section 2.5, as a
block-diagonal matrix.
A(kδ) = Qdiag(S
(A)
1 , S
(A)
2 , . . . , S
(A)
n )Q
T , hence,
γ̂(kδ) = Y˜Tdiag(S(A)1 , S(A)2 , . . . , S(A)n )Y˜
=
n∑
m=1
Y˜TmS(A)m Y˜m
=
1
2n
n∑
m=1
(1− cos((m− 1)kδ))(Y1mY2m + Y2mY1m)
=
1
n
n∑
m=1
(1− cos((m− 1)kδ))Y1mY2m.
The rst part now follows from Proposition 4.1, so is the second part.
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4.3 Conclusions
In this chapter, we establish the block circulant variance-covariance structure
for the observed gridded random vector on the sphere when the underlying process on
the sphere is axially symmetric. We investigate the unbiasedness of the covariance and
variogram estimators based on the method of moments. We show that the covariance
estimator is biased while the variogram estimator is unbiased. In particular, under the
assumption of longitudinal reversibility for the process, the variance-covariance matrix
of the random vector can be spectrally decomposed as a block diagonal matrix through
a real-valued orthogonal matrix. Consequently, the MOM variogram estimator can
be represented as a linear combination of independent random variates if the process
is further assumed to be Gaussian.
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CHAPTER V
FUTURE RESEARCH
We can extend this thesis work to a number of future research areas. First, we
will calculate the variance of the covariance and variogram estimators on both circles
and spheres. From Corollary 1.1, if we assume the process is Gaussian, we can then
have a closed form for the variance (variogram estimator, for example) as following.
var(γ̂(kδ)) = 2tr(A(kδ)ΣA(kδ)Σ).
However, the simplication of the above expression is tedious and complicated, which
needs further exploration. The derivation of the above variance under the spherical
setting might help us establish the possible non-consistency of the MOM variogram
estimator, as its non-consistency has been established on the circle in Vanlangenberge
(2016). In addition, when the underlying process on the sphere is axially symmetric,
the block-diagonalization of the variance-covariance matrix of the observed random
vector involves the possible complex random vectors, which provides another research
area for further investigation.
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